Unconventional Quantum Criticality due to Critical Valence Transition
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Quantum criticality due to the valence transition in some Yb-based heavy fermion metals has gradually turned out to play a crucial role to understand the non-Fermi liquid properties that cannot be understood from the conventional quantum criticality theory due to magnetic transitions. Namely, critical exponents giving the temperature ($T$) dependence of the resistivity $\rho(T)$, the Sommerfeld coefficient, $C(T)/T$, the magnetic susceptibility, $\chi(T)$, and the NMR relaxation rates, $1/(T_1T)$, can be understood as the effect of the critical valence fluctuations of $f$ electrons in Yb ion in a unified way. There also exist a series of Ce-based heavy fermion metals that exhibit anomalies in physical quantities, enhancements of the residual resistivity $\rho_0$ and the superconducting critical temperature ($T_c$) around the pressure where the valence of Ce sharply changes. Here we review the present status of these problems both from experimental and theoretical aspects.
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1. Introduction

Since the mid 1990's, the physics of quantum critical phenomena has been intensively discussed in the heavy fermion community. This is reasonable because the heavy fermions usually arise in nearly magnetic materials, in which strong local correlation due to the strong local Coulomb repulsion of the order of 1 Ryd ($\simeq 13.6$ eV) works among $f$-electrons at rare earth or actinide ions. For example, CeCu$_2$Si$_2$, the first heavy fermion superconductor discovered by Steglich et al. in 1979,$^1$ has now turned out to be located close to the quantum critical point where the spin density wave state disappears.$^2$ A series of compounds were reported to exhibit magnetic quantum critical point under pressure around which an unconventional superconductivity appears: e.g., in CePd$_2$Si$_2$,$^3$ CeIn$_3$,$^4$ and CeRh$_2$Si$_2$.$^5$ As for the mechanism of superconductivity, the “antiferromagnetic” spin fluctuation mechanism was proposed in mid 1980’s.$^6,7$ After that, its strong coupling treatments have been developed$^8$ and also for a mechanism of high-$T_c$ cuprates and some organic superconductors.$^9$

On the other hand, an importance of valence fluctuations was already suggested as an origin for an enhancement of the superconducting (SC) transition temperature $T_c$ of CeCu$_2$Si$_2$
under pressure by Bellarbi et al. in 1984,\textsuperscript{10}) at relatively early stage of research in heavy fermion superconductivity. The Kondo-volume-collapse mechanism for CeCu$_2$Si$_2$ proposed by Razafimandaby et al. at the same stage is also based on a kind of valence fluctuation idea.\textsuperscript{11}) In SCES conference at Paris in 1998, Jaccard reported comprehensive data on pressure-induced superconductivity in CeCu$_2$Ge$_2$, a sister compound of CeCu$_2$Si$_2$, together with anomalous properties in its normal state,\textsuperscript{12}) in which a close relationship between the enhancement of $T_c$ and a sharp valence crossover of Ce ion from Kondo to valence-fluctuation regime was explicitly shown. Theoretical attempts to coherently understand these experimental results have been performed since then.\textsuperscript{13–18}) Similar detailed measurements, including specific heat measurement under pressure, in CeCu$_2$Si$_2$ was also reported by Holmes et al.,\textsuperscript{18}) on the basis of almost local critical valence fluctuation scenario. A remarkable report on CeCu$_2$(Si$_{0.9}$Ge$_{0.1}$)$_2$ by Yuan et al.\textsuperscript{19}) also eloquently indicated the existence of the valence fluctuation mechanism other than that due to critical “antiferromagnetic” fluctuations, because the $T_c$ exhibits two domes, one at the magnetic quantum critical pressure and another at the pressure where the valence of Ce ion changes sharply as in the case of CeCu$_2$Si$_2$ and CeCu$_2$Ge$_2$.

These findings show that only the so-called Doniach phase diagram,\textsuperscript{20}) a sort of dogma in heavy fermion physics, is not sufficient to fully understand the physics of heavy fermions. In other words, the Kondo lattice model, in which the $f$ electron number $n_f$ per ion is fixed as $n_f = 1$, would not be a sufficient model but the Anderson lattice model offers us a better starting point. A prototypical valence transition phenomenon is a $\gamma$-$\alpha$ transition of Ce metal that exhibits the first order valence transition at $P \simeq 1.0$ GPa from Ce$^{3+0.03}$ to Ce$^{3+3.14}$ at $T = 300$K and has a critical end point (CEP) at $T \simeq 600$K and $P \simeq 2.0$GPa.\textsuperscript{21}) There were roughly two ways to understand the valence transition in rare earth ions: Kondo volume collapse (KVC) model and extended periodic Anderson model (PAM) or extended Falicov-Kimball model (FKM).

The KVC model uses the fact that the Kondo temperature $T_K$, representing the energy gain due to the Kondo effect or correlation, has a sharp pressure (volume) dependence through the $c$-$f$ exchange interaction. Then, the valence transition is discussed in terms of the Gibbs free energy.\textsuperscript{22–24}) Although it describes quite well a $P$-$V$ or $P$-$T$ phase diagram of the $\gamma$-$\alpha$ transition of Ce metal and other Ce- or Yb-based heavy fermions, the criticality is not directly related with the valence change nor to the response of electron degrees of freedom but with volume or strain of the crystal. Therefore, the relation between microscopic model and phenomena is not straightforward as far as we understand. For example, it seems not so simple to understand possible magnetic anomalies near the quantum critical end point (QCEP) of
valence transition, such as anomalous temperature \((T)\) dependences in magnetic susceptibility and NMR/NQR relaxation rates. (See §3.)

On the other hand, the FKM directly discusses the valence state of rare earth ions by considering the condition how it is influenced by the effect of the Coulomb repulsion \(U_{fc}\) between \(f\)- and conduction electrons.\(^{25,26}\) However, original FKM includes no c-f hybridization which is the heart of the valence fluctuation problem including the Kondo effect. After that, theoretical efforts have been performed to take into account the hybridization effect in a form or another in the case of lattice systems\(^{27,28}\) or as the impurity problem.\(^{29–32}\) The Hamiltonian of the extended PAM or extended FKM is given as

\[
H_{EPAM} = \sum_{k\sigma}(\epsilon_k - \mu)c_{k\sigma}^\dagger c_{k\sigma} + \varepsilon_f \sum_{k\sigma} f_{k\sigma}^\dagger f_{k\sigma} + U_{ff} \sum_{i} n_{i\uparrow} n_{i\downarrow} + V \sum_{k\sigma} (c_{k\sigma}^\dagger f_{k\sigma} + \text{h.c.}) + U_{fc} \sum_{i,\sigma,\sigma'} n_{i\sigma} n_{i\sigma'},
\]

(1)

where \(U_{fc}\), the f-c Coulomb repulsion, is included other than the conventional PAM. Here, it should be noted that \(\sigma\) in eq. (1) stands for the label specifying the degrees of freedom of the Kramers doublet state of the ground crystalline-electric-field (CEF) level. If there is no hybridization, \(V = 0\), the condition of valence transition is given by

\[
\varepsilon_f + n_c U_{fc} = \mu,
\]

(2)

where \(\mu\) is the chemical potential or the Fermi level in the Kondo limit where \(f\) electrons are essentially singly occupied. Even in the case \(V \neq 0\), this condition is valid in the mean-field level of approximation. Figure 1 shows the ground state phase diagrams in the \(\varepsilon_f-U_{fc}\) plane that is obtained by the mean-field approximation using the slave boson technique by taking into account the strong correlation effect \((U_{ff} = \infty)\), and by the density-matrix-renormalization-group (DMRG) method for the one-dimensional version of the Hamiltonian eq. (1).\(^{17}\) Calculations on the Gutzwiller variational ansatz have also been performed.\(^{15,33–36}\) The first order valence transition line is given essentially by condition (2). The QCEP (closed circles) for the first order valence transition (line) shifts from the position given by the mean-field approximation to that given by asymptotically exact DMRG calculation due to the strong quantum fluctuation effect. In this approach based on the extended FKM or extended PAM, properties of electronic state associated with the valence change or critical fluctuations can be directly calculated within a required accuracy as shown in §3.

Another important issue is how to understand the unconventional quantum critical phenomena observed in a series of materials,\(^{37–44}\) in which the critical exponent of \(T\) dependence
Fig. 1. Phase diagram at $T = 0$ of the system described by the Hamiltonian (1) in $\varepsilon_f - U_{fc}$ plane. Triangles (diamonds and squares) are the results by the slave-boson mean-field approximation (DMRG calculations for the one dimensional (1d) version of the Hamiltonian (1)). Solid lines represent the first order valence transition, and dashed line represent that for the valence crossover from Kondo to mixed valence regime. Closed circles are critical end point of the first order valence transition, i.e., quantum critical point of valence transition. Parameters are $V/t = 0.1$, $U_{ff}/t = 100$, $t$ being the transfer integral of tight-binding model for the conduction band in the 1d version of the Hamiltonian (1), and the total electron number per unit cell, $n$, is fixed as $n = 7/8$, the same as used in ref. 14. Unit of $U_{fc}$ and $\varepsilon_f$ are also $t$.

in various physical quantities cannot be understood from the conventional quantum criticality theory associated with magnetic transition.\textsuperscript{45–48} Indeed, Table I shows the $T$-dependence (at low temperatures) of the resistivity $\rho(T)$, the Sommerfeld coefficient $C(T)/T$, uniform magnetic susceptibility $\chi(T)$, and the NMR/NQR relaxation rates $1/(T_1T)$ together with predictions for these quantities by the theory for three-dimensional antiferromagnetic quantum critical point (QCP) and those for the QCEP of valence transition. It is clear, as shown in Table I, that the critical exponents observed are totally different from those of conventional ones near the antiferromagnetic QCP, but agree with those given by the theory of the critical valence fluctuations (CVF) that gives the critical exponent $\zeta$ as $0.5 \lesssim \zeta \lesssim 0.7$ depending on the region of $T$.\textsuperscript{50,51}

In order to understand this unconventional quantum criticality, several scenarios such as the local criticality theory on the so-called Kondo breakdown idea,\textsuperscript{52–54} a theory of the tricritical point,\textsuperscript{55} a theory based on the model specific to $\beta$-YbAlB$_4$, and so on, have been proposed so far. While these theories appear to have succeeded in explaining a certain part
Table I. Theoretical results for conventional criticality due to antiferromagnetic (AF) QCP for a series of physical quantities, and unconventional criticality for those observed in a series of materials together with theoretical result due to critical valence fluctuations (CVF) giving the exponent $\zeta$ as $0.5 \lesssim \zeta \lesssim 0.7$ depending on the region temperature $T$ higher than $T_0$, the extremely small temperature scale (see §3). The symbol * indicates that there is no available experiment.

| Theories & Materials | $\rho(T)$ | $C(T)/T$ | $\chi(T)$ | $1/T_1 T$ | Refs. |
|----------------------|-----------|----------|-----------|-----------|-------|
| AF QCP              | $T^{3/2}$ | const. $-T^{1/2}$ | const. $-T^{1/4}$ | $T^{-3/4}$ | 46, 49 |
| YbRh$_2$Si$_2$      | $T$       | $-\log T$ | $T^{-0.6}$ | $T^{-0.5}$ | 39, 40 |
| $\beta$-YbAlB$_4$   | $T^{1.5} \sim T$ | $-\log T$ | $T^{-0.5}$ | *         | 42    |
| YbCu$_{3.5}$Al$_{1.5}$ | $T^{1.5} \sim T$ | $-\log T$ | $T^{-0.66}$ | *         | 37, 38 |
| Yb$_{15}$Au$_{51}$Al$_{31}$ | $T$       | $-\log T$ | $T^{-0.51}$ | $T^{-0.51}$ | 44    |
| CVF                 | $T$       | $-\log T$ | $T^{-\zeta}$ | $T^{-\zeta}$ | 50, 51 |

of anomalous behaviors of this criticality, their success seems to remain partial one to our knowledge. On the other hand, we have recently developed a theory based on the CVF near the QCEP of valence transition,$^{50, 51}$ explaining the exponents shown in Table 1 in a unified way.

The purpose of the present paper is to review theoretical and experimental status of the unconventional criticality based on CVF together with its background that reinforces a solidity of this idea. Organization of the paper is as follows. In §2, we present a series of experimental facts in some Ce-based heavy fermion metals, offering us a persuasive experimental evidence for a reality of sharp crossover in the valence of Ce ion under high pressures. Cases of CeCu$_2$(Si,Ge)$_2$ and CeRhIn$_5$ are discussed, together with theoretical developments that enable us to understand these salient experimental facts in a unified way from the point of view of CVF. In §3, it is discussed how a mode-mode coupling theory for the CVF is constructed on the basis of the Hamiltonian (1) in parallel to the case of the mode-mode coupling theory for magnetic fluctuations starting with the Hubbard model.$^{46–48}$ The critical exponents of temperature dependence given by the theory is shown to explain those exponents listed in Table I quite well. In §4, remaining problems and prospect of CVF is discussed. One is related with a reality of the model Hamiltonian (1) which gives larger valence change than that observed experimentally, and another is concerned with the effect of excited CEF levels of Ce ion.
2. Reality of Sharp Valence Crossover in Ce-Based Heavy Fermions

In this section, we briefly summarize the present status and discuss to what extent the reality of sharp crossover in valence of Ce ion in Ce-based heavy fermions, CeCu$_2$(Si,Ge)$_2$ and CeRhIn$_5$.

2.1 CeCu$_2$(Si,Ge)$_2$

Here we present a series of experimental evidence of sharp crossover of Ce valence under pressure in CeCu$_2$Si$_2$, while it was first reported and discussed for CeCu$_2$Ge$_2$.

Most direct signature of sharp valence crossover is a drastic decrease of the $A$ coefficient of the $T^2$ resistivity law by about two orders of magnitude around the pressure $P = P_v$ where the residual resistivity $\rho_0$ exhibits a sharp and pronounced peak as shown in Figs. 2(a)∼(c). Since $A$ scales as $(m^*)^2$ in the so-called Kondo regime, this implies that the effective mass $m^*$ of the quasiparticles also decreases sharply there. This fall of $m^*$ is a direct signature a sharp change of valence of Ce, deviating from Ce$^{3+}$, since the following approximate (but canonical) formula holds in the strongly correlated limit:\[^{57,58}\]

$$\frac{m^*}{m_{\text{band}}} = \frac{1 - n_f/2}{1 - n_f}, \tag{3}$$

where $m_{\text{band}}$ is the band mass without electron correlations, and $n_f$ is the f-electron number per Ce ion.

This sharp crossover of the valence is consistent with a sharp crossover of the so-called Kadowaki-Woods (KW) ratio, $A/\gamma^2$, where $\gamma$ is the Sommerfeld coefficient of the electronic specific heat, from that of a strongly correlated class to a weakly correlated one. $\gamma^{-1}$ can be identified with the Kondo temperature $T_K$, which is experimentally accessible by resistivity measurements as $T_1^{\text{max}}$ shown in the inset of Fig. 2(c). This indicates that the mass enhancement due to the dynamical electron correlation is quickly lost at around $P = P_v$.\[^{60}\]

The huge peak of $\rho_0$ at around $P \sim P_v$ can be understood as a many-body effect enhancing the impurity potential. In the forward scattering limit, this enhancement is proportional to the valence susceptibility $-(\partial n_f/\partial \varepsilon_f)\mu$, where $\varepsilon_f$ is the atomic f-level of the Ce ion, and $\mu$ is the chemical potential.\[^{16}\] Physically speaking, local valence change coupled to the impurity or disorder gives rise to the change of valence in a wide region around the impurity which then scatters the quasiparticles quite strongly, leading to the increase of $\rho_0$ (see Fig. 3). On the other hand, the effect of AF critical fluctuations on $\rho_0$ is rather moderate as discussed in ref. 61. Thus, the critical pressure $P_v$ can be clearly defined by the maximum of $\rho_0$.

Other characteristic behaviors shown in Fig. 2 near $P = P_v$ are peak of the $T_c$ and the
Fig. 2. Plotted against $T_1^{\text{max}}$ (defined in inset), a measure of the characteristic energy scale of the system, are (a) the bulk superconducting transition temperature, (b) the residual resistivity and $\gamma$ coefficient of the electronic specific heat, and (c) the coefficient $A$ of the $\rho \sim AT^2$ law of resistivity. Note the straight lines where the expected $A \propto (T_1^{\text{max}})^{-2}$ scaling is followed. The maximum of $T_c$ coincides with the start of the region where the scaling relation is broken, while the maximum in residual resistivity is situated in the middle of the collapse in $A$. Pressure increases towards the right-hand side of the scale (high $T_K$).

Sommerfeld coefficient $\gamma(T = 2 \text{ K})$ at slightly lower pressure than $P_v$. These behaviors can be understood on the basis of explicit theoretical calculations in which almost local valence fluctuations of Ce is shown to develop around the pressure where the sharp valence crossover occurs.$^{14,17,18,62}$ Another characteristic behavior is that the $T$-linear behavior is observed in $[\rho(T) - \rho_0]$ over rather wide temperature range above $T_c$. This also can be understood on the basis of a picture of the almost local CVF,$^{18}$ which is related to the issue discussed in §3.

Much more direct evidence for the sharp crossover of the valence of Ce ion in CeCu$_2$Si$_2$ was obtained by $^{63}$Cu-NQR measurements at temperature down to $T = 3.1 \text{ K}$ and under pressures up to $P = 5.5 \text{ GPa}$ passing $P_v \simeq 4.5 \text{ GPa}$. $^{63}$Namely, the NQR frequency $^{63}\nu_Q$ suddenly deviates at above 4 GPa from the linear $P$-dependence in the low pressure range
Fig. 3. Schematic view of charge distribution of f- and conduction electrons around impurity: (a) at far from $P \sim P_v$ where the effect of impurity remains as short-ranged so that the residual resistivity $\rho_0$ is not enhanced; (b) at around $P \sim P_v$ where the effect of impurity extends to long-range region, because the correlation length $\xi_v$ of valence fluctuations diverges as $P \to P_v$, leading to highly enhanced $\rho_0$.

$(P \leq 3.5 \text{ GPa})$. This sudden downward deviation of $^{63}\nu_Q$ can be regarded as due to an increase of Ce valence, because the linear $P$-dependence is recovered again at $P > 4.5 \text{ GPa}$. The $P$-dependence of the deviation in $^{63}\nu_Q$ is shown in Fig. 4. Corresponding change of the valence $\Delta n_f$ was estimated to be $\Delta n_f = 0.05$ by the first principles calculations,\textsuperscript{65} which may give the change in $n_f$, say from $n_f = 0.99$ to $n_f = 0.94$ corresponding to that of decrease of mass enhancement by one order of magnitude (two orders of magnitude in the $A$ coefficient of the resistivity).

It should be mentioned, however, that measurements of the X-ray powder diffraction (XRPD) at $T = 12 \text{ K}$ under presser (in CeCu$_2$Si$_2$) detected no sudden change in variations of lattice constant except for a very tiny change (of the same order as the experimental resolution) at around $P = 4.5 \text{ GPa}$\textsuperscript{65}. In ref. 65, it was also reported that the result of similar measurements in CeCu$_2$Ge$_2$ shows no detectable change in the volume at around $P = 15 \text{ GPa}$ in contrast to the report of ref. 66. The difference in two results was suggested to be due to that of pressure medium. Recent measurements of the X-ray absorption spectroscopy at Ce L3 edge at $T = 14 \text{ K}$ under high pressure in CeCu$_2$Si$_2$ also shows no discontinuous change at around $P = 4.5 \text{ GPa}$,\textsuperscript{67} which is not inconsistent with the result of XRPD in ref. 65. Origin of this discrepancy on valence change by two probes, NQR and X-ray, is not clear for the moment.

2.2 CeRhIn$_5$

CeRhIn$_5$ is a prototypical heavy fermion system in which superconductivity and antiferromagnetic order coexist under pressure.\textsuperscript{68,69} The phase diagram is shown in Fig. 5: (a) in the
Fig. 4. (Color online) Pressure dependence of deviation from the linear $P$ dependence of the NQR frequency $^{63}\nu_Q$ in CeCu$_2$Si$_2$.\(^{(65)}\)

$P$-$H$ plane at $T = 0$ K, and (b) in the $P$-$T$ plane at $H = 0$. Measurements of de Haas-van Alphen (dHvA) effect have been performed along the arrow in Fig. 5(a),\(^{(71)}\) revealing the following aspects: (1) the Fermi surfaces change at $P = P_c$ from those expected for localized $f$ electrons (as in LaRhIn$_5$) to those for itinerant $f$ electrons. (2) the cyclotron mass exhibits a sharp peak at around $P = P_c$. At $P = P_c$, the AF order disappears suddenly, corresponding to the discontinuous change of the Fermi surfaces. It is mysterious that the effective mass of quasiparticles increases steeply towards $P = P_c$ where the first order magnetic transition occurs.

This problem was resolved by a theoretical analysis on the basis of the extended PAM, eq. (1), supplemented by the Zeeman term,

$$H_{\text{mag}} = -\hbar \sum_i (S_{iz}^f + S_{iz}^c),$$ \hspace{1cm} (4)

where $\hbar \equiv g\mu_B H$. This Hamiltonian was treated by the mean-filed approximations both for the AF order and the slave boson which is introduced to take into account the strong local correlation effect between on-site $f$ electrons.\(^{(72,73)}\) Depending on the strength of the hybridization $V$ in the Hamiltonian, eq. (1), qualitative phase diagrams in the $P$-$T$ plane change as shown in Fig. 6. In the systems with relatively large $V$, the AF phase is suppressed so that $P_c$, corresponding to the AF-QCP, and $P_v$, corresponding to the QCEP of valence...
transition or valence crossover, is well separated, as in CeCu$_2$(Si,Ge)$_2$ and Ce(Co,Ir)In$_5$ (Fig. 6(a)). In the systems with relatively weak $V$, the region of AF state extends to higher pressure region so that the intrinsic $P_c$ becomes larger than $P_v$. However, the AF order is cut by the valence crossover at $P = P_v$ where AF order vanishes discontinuously, as in CeRhIn$_5$ (Fig. 6(c)). There occurs the case where $P_c$ coincides with $P_v$ at a certain strength of $V$ (Fig. 6(b)), giving a possible new type of quantum critical phenomena as in YbRh$_2$Si$_2$.\cite{39}

The results of microscopic calculations under the magnetic field $H$ for the case Fig. 6(c) are summarized as follows:\cite{72}

(1) Both lines of the first order valence transition and valence crossover almost coincides with
that of AF transition of the first order; i.e., AF order is cut by the valence transition or valence crossover.\textsuperscript{74}

(2) Associated with the first order transition, the Fermi surface changes discontinuously from smaller size to larger size corresponding to the transition from a so-called “localized” \textit{f} electrons to “itinerant” ones.

(3) The effective mass of quasiparticles exhibits a sharp peak structure around \( P = P_c \) as the band effect of folding or unfolding of the Fermi surface associated with the AF transition.

(4) The effective mass of quasiparticles is already enhanced in the AF state from that given by the first-principles band structure calculations, implying that the hybridization between \( f \) and conduction electrons is not vanishing there at all.

These results capture the essential experimental aspects of CeRhIn\textsubscript{5} obtained by dHvA experiments in ref. 71

Other experimental evidence for the valence crossover to be realized in CeRhIn\textsubscript{5} at \( P = P_c \) are the following three:

a) The resistivity at \( T = 2.25 \text{K} \) just above \( T_c \) exhibits huge peak at \( P = P_c \textsuperscript{68,75} \) as in the case of CeCu\textsubscript{2}(Si,Ge)\textsubscript{2} as shown in Fig. 7(a). This strongly suggests that the valence fluctuations are growing sharply around \( P = P_c \) as discussed in ref. 16.

b) The exponent of \( \alpha \), representing the \( T \)-dependence of \([\rho(T) - \rho_0] \propto T^\alpha \) approach \( \alpha = 1 \) near \( P = P_c \) as demonstrated by Park \textit{et al.} in ref. 69. This is also the signature of critical valence fluctuations.\textsuperscript{18}

c) The Kadowaki-Wood scaling, \( \sqrt{A/m^*} = \text{const. or } A/\gamma^2 = \text{const.} \), holds at \( P \lesssim P_c \), although both \( A \) and \( m^* \) grow steeply as \( P \) approach \( P_c \) from lower pressure side as shown in Fig. 7(b).\textsuperscript{68} This behavior cannot be understood from the scenario based on the AF criticality where \( A/\gamma^2 \) diverges.

Finally, we note that the pressure dependence of the SC transition temperature \( T_c \) and the upper critical field \( H_{c2} \) are quite different (see Fig. 5(a)). Namely, the former is almost flat at \( P > P_c \) while the latter prominently increases as \( P_c \) is approached from the higher pressure side. This suggests that the SC pairing interaction is promoted by the magnetic field \( H \) itself.

One of such possibility is that the QCEP of valence transition is located at the magnetic field \( H = H^* \) (> 10 Tesla) on the phase boundary between AF and normal state in the phase diagram Fig. 5(a). This is not so ridiculous idea, considering that its phase boundary coincides with the valence crossover lines as mentioned in the item (1) above,\textsuperscript{72} and the SC state is stabilized in the region where a sharp crossover of valence occurs.\textsuperscript{14,17,18,62}
3. Mode-Mode Coupling Theory for Critical Valence Fluctuations

In this section, we outline the theory for the critical exponents due to the critical valence fluctuations (CVF) shown in Table I.\textsuperscript{50} We start with the Hamiltonian (1) and construct the mode-mode coupling theory in parallel to the case of the theory for magnetic QCP which starts with the Hubbard model.\textsuperscript{45,47}

3.1 Formalism

In the model Hamiltonian (1), the on-site Coulomb repulsion $U_{ff}$ between $f$ electrons is the strongest interaction, so that we first take into account its effect and after that construct the mode-mode coupling theory for critical valence fluctuations caused by the $f$-$c$ repulsion $U_{fc}$. To consider the correlation effect due to $U_{ff}$, we introduce the slave-boson operator $b_i$ to eliminate the doubly-occupied state, representing the effect of $U_{ff} \to \infty$, under the constraint

$$\sum_m n_{im}^f + N b_i^\dagger b_i = 1,$$  \hspace{1cm} (5)
where \( i \) indicates the site of \( f \) electron, and \( m \) represents the generalized spin labels extended from \( \sigma = \uparrow, \downarrow \) to \( m = 1 \cdots N \) for employing the large-\( N \) expansion framework. \(^{14}\)

The Lagrangian is written as \( \mathcal{L} = \mathcal{L}_0 + \mathcal{L}' \):

\[
\mathcal{L}_0 = \sum_{km} c_{km}^\dagger (\partial_\tau + \varepsilon_k) c_{km} + \sum_{kk'm} f_{km}^\dagger \left( \partial_\tau + \varepsilon_{k-k'} \right) f_{k'm}
\]

\[
+ \frac{V}{\sqrt{N_s}} \sum_{kk'm} \left( c_{km}^\dagger f_{k'm} b_{k-k'}^\dagger + \text{h.c.} \right) + \frac{N}{N_s} \sum_{kk'} b_{k}^\dagger \lambda_{k-k'} b_{k'}
\]

\[
\mathcal{L}' = - \frac{U_{fc}}{N} \sum_{im} \left( n_{im}^c + n_{im}^f \right) + \frac{U_{fc}}{N} \sum_{imm'} n_{im}^c n_{im'}^c,
\]

where \( N_s \) is the number of lattice sites, \( \lambda_k \) is the Lagrange multiplier to impose the constraint, and \( \varepsilon_k \equiv \varepsilon_k + \frac{U_{fc}}{N} \) and \( \varepsilon_{k-k'} \equiv \varepsilon_k + \varepsilon_k' - \frac{1}{\sqrt{N_s}} \delta_{kk'} \lambda_{k-k'} \). Here, we have separated \( \mathcal{L} \) as \( \mathcal{L}_0 \) and \( \mathcal{L}' \) to perform the expansion with respect to the \( f-c \) Coulomb repulsion \( U_{fc} \).

For the term \( \exp(-S_0) \) with the action \( S_0 = \int_0^\beta d\tau L_0(\tau) \), the saddle point solution is obtained via the stationary condition \( \delta S_0 = 0 \) by approximating spatially uniform and time independent ones, i.e., \( \lambda_\mathbb{Q} = \lambda_\mathbb{Q} \delta_\mathbb{Q} \) and \( b_\mathbb{Q} = b_\mathbb{Q} \delta_\mathbb{Q} \). The solution is obtained by solving mean-field equations \( \partial S_0 / \partial \lambda = 0 \) and \( \partial S_0 / \partial b = 0 \) self-consistently.

To make the action \( S' = \int_0^\beta d\tau L'(\tau) \), we introduce the identity applied by a Stratonovich-Hubbard transformation

\[
e^{-S'} = \int \mathcal{D}\varphi \exp \left[ \sum_{im} \int_0^\beta d\tau \left\{ -\frac{U_{fc}}{2} \varphi_{im}(\tau)^2 + \frac{U_{fc}}{\sqrt{N}} \left( c_{im} f_{im}^\dagger - f_{im} c_{im}^\dagger \right) \varphi_{im}(\tau) \right\} \right].
\]

Then, the partition function of the system is expressed as \( Z = \int \mathcal{D}(cc^\dagger ff^\dagger \varphi) \exp(-S) \) with \( S = S_0 + S' \). By performing Grassmann number integrals for \( cc^\dagger \) and \( ff^\dagger \), we obtain the action for the field \( \varphi \) as (up to constant terms)

\[
S[\varphi] = \sum_m \left[ \frac{1}{2} \sum_q \Omega_2(q) \varphi_m(q) \varphi_m(-q)
\right.
\]

\[
+ \sum_{q_1,q_2,q_3} \Omega_3(q_1,q_2,q_3) \varphi_m(q_1) \varphi_m(q_2) \varphi_m(q_3) \delta \left( \sum_{i=1}^3 q_i \right)
\]

\[
+ \sum_{q_1,q_2,q_3,q_4} \Omega_4(q_1,q_2,q_3,q_4) \times \varphi_m(q_1) \varphi_m(q_2) \varphi_m(q_3) \varphi_m(q_4) \delta \left( \sum_{i=1}^4 q_i \right)
\]

\[
+ \cdots \right] \quad (9)
\]

Here, a dominant part of the coefficient of the quadratic term is given by

\[
\Omega_2(q,i\omega_l) = U_{fc} \left[ 1 - \frac{2U_{fc}}{N} \chi_0^{cc}(q,i\omega_l) \right],
\]

where

\[
\chi_0^{cc}(q,i\omega_l) \equiv -\frac{T}{N_s} \sum_{k,n} G_0^{ff}(k+q,i\varepsilon_n+i\omega_l) G_0^{cc}(k,i\varepsilon_n), \quad (11)
\]

13/24
where $G_{ff}^0(k,i\varepsilon_n)$ and $G_{cc}^0(k,i\varepsilon_n)$ are the Green function of $f$ and conduction electrons for the saddle point solution for $U_{ff} = \infty$, respectively.\(^{50}\)

Since long wave length $|q| \ll q_c$ around $q = 0$ and low frequency $|\omega| \ll \omega_c$ regions play dominant roles in critical phenomena, with $q_c$ and $\omega_c$ being cutoffs for momentum and frequency which are of the order of inverse of the lattice constant and the effective Fermi energy, respectively. Coefficients $\Omega_i$ for $i = 2, 3, 4$ in eq. (9) are expanded for $q$ and $\omega$ around $(0,0)$ as follows:\(^{50}\)

$$\Omega_2(q, i\omega_l) \approx \eta_0 + Aq^2 + C_q |\omega_l|, \quad (12)$$

where

$$\eta_0 \equiv U_{fc} \left[ 1 - \frac{2U_{fc}}{N} \chi_{ffcc}(0,0) \right], \quad (13)$$

and

$$\Omega_3(q_1, q_2, q_3) \approx \frac{v_3}{\sqrt{\beta N_s}}, \quad \Omega_4(q_1, q_2, q_3, q_4) \approx \frac{v_4}{\beta N_s}. \quad (14)$$

We note that hereafter $A$ represents the coefficient of the $q^2$ term as in eq. (12), but not the coefficient of the $T^2$ term in the resistivity.

### 3.2 Renormalization group analysis

It is useful to analyze the property of the cubic and quartic terms in $\varphi$ in the action $S[\varphi]$, eq. (9), by the perturbation renormalization-group procedure:\(^{47}\) (a) Integrating out high momentum and frequency parts for $q_c/s < q < q_c$ and $\omega_c/s^z < \omega < \omega_c$, respectively, with $s$ being a dimensionless scaling parameter ($s \geq 1$) and $z$ the dynamical exponent. (b) Scaling of $q$ and $\omega$ by $q' = sq$ and $\omega' = s^z \omega$. (c) Re-scaling of $\varphi$ by $\varphi'(q', \omega') = s^a \varphi(q'/s, \omega'/s)$. Then, we determine the scale factor $a$ so that the Gaussian term in eq. (9) becomes scale invariant, leading to $a = -(d + z + 2)/2$ with $d$ being spatial dimension. Finally, the renormalization-group evolution for coupling constants $v_j$ ($j = 3, 4$) are given as

$$\frac{dv_3}{ds} = [6 - (d + z)] v_3 + O(v_3^2), \quad (15)$$

$$\frac{dv_4}{ds} = [4 - (d + z)] v_4 + O(v_4^2). \quad (16)$$

By solving these equations, it is shown that higher order terms than the Gaussian term are irrelevant in the sense that

$$\lim_{s \to \infty} v_j(s) = 0 \quad \text{for} \quad j \geq 3 \quad (17)$$
for $d + z \geq 6$. This implies that the upper critical dimension $d_u$ for the cubic term to be irrelevant is $d_u = 6$. In the case of pure three dimensional system ($d = 3$) exhibiting valence change uniform in space, where $C_q = C/q$, dynamical exponent $z$ is given by $z = 3$, i.e., $d + z = 6 = d_u$, so that the cubic term is marginally irrelevant.\(^{62}\) Hence, the universality class of the criticality of valence fluctuations belongs to the Gaussian fixed point. This implies that critical valence fluctuations are qualitatively described by the RPA framework with respect to $U_{fc}$. The coefficient of the Gaussian term in eq. (9), i.e., eq. (12), is nothing but the inverse of the valence susceptibility $\Omega_2(q, i\omega_l) \equiv \chi_{v}^{\text{RPA}}(q, i\omega_l)^{-1}$. Namely, $\chi_{v}^{\text{RPA}}(q, i\omega_l)$ is given as

$$\chi_{v}^{\text{RPA}}(q, i\omega_l) = \frac{1}{\eta_0 + Aq^2 + C_q|\omega_l|}. \tag{18}$$

However, there exist some cases with $z = 2$ in general. For example, if the effect of non-magnetic impurity scattering is taken into account, $C_q$ is given as $C_q = C/\max\{q, l_i^{-1}\}$ with $l_i$ being the mean free path of impurity scattering,\(^{13}\) leading to $z = 2$ unless the effect of impurity scattering is neglected. Another one is the case where a valence change occurs as a density wave with a finite ordered wave vector, giving the dynamical exponent $z = 2$ in general. Nevertheless, the cubic coefficient vanishes on the line which is extending from the first-order transition line to the crossover region, as discussed by Landau in the case of gas-liquid transition.\(^{76}\) Namely, just at the QCEP of the valence transition, the cubic term is neglected safely, making the upper critical dimension of the system $d_u = 4$, but not $d_u = 6$, as far as the temperature dependence at the QCEP is concerned. Then, clean ($z = 3$) system and dirty ($z = 2$) system in three spatial dimension ($d = 3$) are both above the upper critical dimension, i.e., $d + z > d_u = 4$. Thus, the higher order terms other than the Gaussian term are irrelevant in the action, which makes the fixed point Gaussian.

### 3.3 Locality of CVF

With the use of the saddle point solution for $G_0^f(k, i\varepsilon_n)$ and $G_0^c(k, i\varepsilon_n)$, we have found that the coefficient $A$ in eq. (12) or eq. (18) is extremely small of the order of $q^{-2}\mathcal{O}(10^{-2})$, or almost dispersionless critical valence fluctuation mode appears near $q = 0$ not only for deep $\varepsilon_f$, i.e., in the Kondo regime, but also for shallow $\varepsilon_f$, i.e., in the mixed valence regime, because of strong on-site Coulomb repulsion for $f$ electrons in the extended PAM, eq. (1).\(^{50}\)

The physical picture of emergence of this weak-$q$ dependence in the critical valence fluctuation is analyzed as follows.\(^{62}\) The $q$-dependence in eq. (12) appears through $G_0^f(k + q, i\varepsilon_n)$ in $\chi_0^{\text{fcc}}(q, 0)$, eq. (11). Near $q = 0$, $\chi_0^{\text{fcc}}(q, 0)$ is expanded as

$$\chi_0^{\text{fcc}}(q, 0) = \chi_0^{\text{fcc}}(0, 0) + \tilde{S} \left(\frac{V}{|\mu - \varepsilon_f|}\right)^2 q^2, \tag{19}$$
where \( \tilde{S} \) includes the effect of the f-electron self-energy for \( U_{ff} \) in eq. (1). Since the f-electron self-energy has almost no \( q \) dependence in heavy electron systems, the \( q \) dependence of the f-electron propagator \( G_{ff}^{0}(k+q) \) comes from the hybridization \( V \) with conduction electrons with the dispersion \( \varepsilon_{k+q} \), as seen in the coefficient of the \( q^2 \) term in eq. (19). Hence, the reduction of the coefficient \( A \) in eq. (18) is caused by two factors. One is due to the smallness of \( (V/|\mu-\varepsilon_f|)^2 \). In typical heavy electron systems, this factor is smaller than \( 10^{-1} \). The other one is the reduction of the coefficient \( \tilde{S} \), which is suppressed by the effects of the on-site electron correlations \( U_{ff} \) in eq. (1). Numerical evaluations of \( \chi_{ffcc}^{0}(q,0) \) based on the saddle point solution for \( U_{ff} = \infty \) in eq. (1) show that extremely small \( \tilde{S} \) appears not only in the Kondo regime, but also in the mixed-valence regime,\(^{50}\) indicating that the reduction by \( \tilde{S} \) plays a major role. These multiple reductions are the reason why extremely small coefficient \( A \) appears in eq. (18).

The extremely small \( A \) in eq. (12) or eq. (18) makes the characteristic temperature for critical valence fluctuations

\[
T_0 = \frac{Aq_B^3}{2\pi C}
\]  

(20)

extremely small. Here, \( q_B \) is a momentum at the Brillouin zone boundary. Hence, even at low enough temperature than the effective Fermi temperature of the system, i.e., so-called Kondo temperature, \( T \ll T_K \), the temperature scaled by \( T_0 \) can be very large: \( t \equiv T/T_0 \gg 1 \). This is the main reason why unconventional criticality emerges at “low” temperatures, which will be explained below. For, YbRh\(_2\)Si\(_2\), \( T_0 \) is estimated as \( T_0 = 7 \) mK using the band structure calculations.\(^{77,78}\) There are no available data for other systems shown in Table I for the moment.

3.4 Mode-mode coupling theory for CVF

Now, we construct a self-consistent renormalization (SCR) theory for valence fluctuations. Although higher order terms \( v_j \) \( (j \geq 3) \) in \( S[\varphi] \) are irrelevant as shown above, the effect of their mode couplings renormalize \( \eta_0 \), inverse susceptibility in the RPA, and low-\( T \) physical quantities significantly as is well known in spin-fluctuation theories.\(^{45-48}\) To construct the best Gaussian for \( S[\varphi] \), we employ the so-called Feynman’s inequality on the free energy:\(^{79}\)

\[
F \leq F_{\text{eff}} + T(S - S_{\text{eff}})_{\text{eff}} \equiv \tilde{F}(\eta),
\]  

(21)

where

\[
S_{\text{eff}}[\varphi] \equiv \frac{1}{2} \sum_m \sum_q \sum_l (\eta + Aq^2 + C_q|\omega_l|)|\varphi_m(q, i\omega_l)|^2,
\]  

(22)
and $\eta$ is determined to make $\tilde{F}(\eta)$ be optimum. By optimal condition $d\tilde{F}(\eta)/d\eta = 0$, the self-consistent equation for $\eta$, i.e., the SCR equation, is obtained as follows:

$$\eta = \eta_0 + \frac{3\nu_4}{N_s} T \sum_{q,l} (\eta + Aq^2 + C_q|\omega_l|)^{-1}. \quad (23)$$

When the system is clean and the valence change is uniform in space, i.e., $C_q = C/q$, the SCR equation in $d = 3$ in the $Aq^2 \lesssim \eta$ regime with $q_B$ being the momentum at the Brillouin Zone is given by

$$y = y_0 + \frac{3}{2} y_1 t \left[ \frac{x^3}{6y} - \frac{1}{2y} \int_0^{x_c} dx \frac{x^3}{x + \frac{1}{6y}} \right], \quad (24)$$

where $y \equiv \eta/(Aq_B^2)$, $x \equiv q/q_B$, $x_c \equiv q_c/q_B$, and $y_0$ parameterizes a distance from the criticality and $y_1$ is a dimensionless mode-coupling constant of $O(1)$. The solution of Eq. (24) is quite different from that of ordinary SCR equation for spin fluctuations\(^{45}\) because of extreme smallness of $A$ in eq. (18).

In the $y \gg t$ limit at QCEP with $y_0 = 0$, an analytic solution of eq. (24) is obtained as

$$\chi_v(0,0) = y^{-1} \sim t^{-2/3}$$

for both the clean ($z = 3$) system and dirty ($z = 2$) system. This indicates that the valence susceptibility shows unconventional criticality

$$\chi_v(0,0) = \eta^{-1} \propto t^{-2/3}. \quad (25)$$

Figure 8(a) shows numerical solutions of Eq. (24) for a series of value $y_0$'s. As discussed above, the region of $t \equiv T/T_0$ shown in Fig. 8 corresponds to that of $T \ll T_F \sim O(D)$, so that a wide range of $t = T/T_0$ is shown in the plot even though near the criticality $y \ll 1$. The least square fit of the data for $5 \leq t \leq 100$ gives $y \propto t^{0.551}$. If we express the inverse susceptibility $y$ as $y \propto t^{-\zeta}$, the exponent $\zeta$ has a temperature dependence and $0.5 \lesssim \zeta \lesssim 0.7$ depending on the temperature range.

On the other hand, in the region of extremely low temperatures, $t = T/T_0 \ll 1$, the solution is given by the conventional one with $d = 3$ and $z = 3$, i.e., $y(t) \propto t^{4/3}$, coinciding with that in three dimensional ferromagnetic QCP. In the dirty system, with $d = 3$ and $z = 2$, the asymptotic form is given as $y(t) \propto t^{3/2}$, coinciding with that in three dimensional AF QCP.

### 3.5 Critical exponents of physical quantities

The next problem is how this new type of criticality is manifested in physical quantities listed in Table I. It is important to note that the valence fluctuation propagator $\chi_v(q, i\omega_l)$ is qualitatively given by that of RPA as discussed above. A crucial consequence of this fact is
Fig. 8. (Color online) (a) Numerical solutions of eq. (1) for $y_0 = 0.0$ (at QCP), 0.3, and 0.6 at $y_1 = 1$ and $x_c = 1$. (b) Electrical resistivity $\rho(T)$ calculated by using $y(t)$ in (a). Dashed line represents the linear-$t$ fit.

that the dynamical $f$-spin susceptibility

$$\chi_f^{+-}(q, i\omega_l) \equiv \int_0^\beta d\tau \langle T, S_f^+(q, \tau)S_f^-(q, 0) \rangle e^{i\omega_l\tau}$$

(26)

has the same structure as $\chi_v$ in the RPA framework as shown in Fig. 9. At the QCEP of the valence transition, the valence susceptibility $\chi_v(0, 0)$ diverges. The common structure indicates that $\chi_f^{+-}(0, 0)$ also diverges at the QCEP. Then, the singularity in the uniform spin susceptibility $\chi(T)$ is given by

$$\chi \approx \chi^f_{s} \approx \frac{3}{2}\mu_B^2 g_f^2 \chi_f^{+-}(0, 0) \propto \chi_v(0, 0),$$

(27)

where $\chi^f_{s}$ is the uniform $f$-spin susceptibility, $\mu_B$ the Bohr magneton, and $g_f$ Lande’s $g$ factor for $f$ electrons. This gives a qualitative explanation for the fact that the uniform spin susceptibility diverges at the QCEP of valence transition under the magnetic field, which was verified by the slave-boson mean-field theory applied to the extended PAM, Eq. (1). Numerical calculations for the model (1) in $d = 1$ by the DMRG and in $d = \infty$ by the DMFT also show the simultaneous divergence of $\chi_v$ and uniform spin susceptibility under the magnetic field, again reinforcing the above argument based on RPA.

Therefore, the uniform magnetic susceptibility $\chi(T)$ is proportional to the valence susceptibility $\chi_v(0, 0)$ and exhibits the same critical behavior as $\chi(T) \propto t^{-\zeta}$ at QCEP of valence transition. The spin-lattice relaxation rate $1/(T_1 T)$ has the same singularity in the limit $T \to 0$ as the uniform susceptibility $\chi(T)$ in the case of $d = 3$ and $z = 3$: i.e., $1/T_1 T \propto t^{-\zeta}$. Therefore, for the region $y \gg t$, $\chi(t) \sim t^{-2/3}$ and $(T_1 T)^{-1} \sim t^{-2/3}$. When $T$ is decreased down to $T \sim T_0$, $y$ in eq. (24) is evaluated as $y \sim t^{0.5}$ by the least square fit of the numerical solution.
Feynman diagrams for dynamical valence susceptibility and dynamical spin susceptibility for $f$ electrons. Solid lines and dashed lines represent the $f$- and conduction-electron Green functions, $G_{ff}^0$ and $G_{cc}^0$, respectively. Wiggly lines represent $U_{fc}$.

Hence, depending on the flatness of critical valence fluctuation mode and measured temperature range, $\chi(T) \sim t^{-\zeta}$ and $(T_1T)^{-1} \sim t^{-\zeta}$ with $0.5 \lesssim \zeta \lesssim 0.7$ are predicted as shown in Table I in which good agreement with experiments is manifested.

The electrical resistivity $\rho(T)$ is calculated following a procedure used in the case of critical spin fluctuation as follows:

$$\rho(T) \propto \frac{1}{T} \int_{-\infty}^{\infty} d\omega n(\omega)[n(\omega) + 1] \int_0^{q_c} dq q^3 \text{Im}\chi_v^R(q, \omega),$$

(28)

where $n(\omega) = 1/(e^\beta\omega - 1)$ is the Bose distribution function, and $\chi_v^R(q, \omega) = (\eta + Aq^2 - iC_q\omega)^{-1}$, the retarded valence susceptibility. As for $\eta = y(t)(Aq_0^2)$, $y(t)$ shown in Fig. 8(a) is used for the clean system $C_q = C/q$. The temperature dependence is shown in Fig. 8(b) where the normalization constant is taken as unity. In the region $y \gtrsim t$ (but $T \ll T_K$), $\rho(t) \propto t$. This behavior arises from the high-temperature limit of Bose distribution function, indicating that the system is described as if it is in the classical regime, because the system is in the high-$T$ regime in the scaled temperature $t \equiv T/T_0 \gg 1$, in spite of $T \ll T_K$. The emergence of $\rho(t) \propto t$ behavior can be understood from the locality of valence fluctuations: In the system with an extremely small coefficient $A$ the dynamical exponent is regarded as almost $z = \infty$ when we write $C_q$ in a general form as $C_q = C/q^{z-2}$. If we use this expression ($A = 0$ corresponding to $z = \infty$) in $\chi_v^R(q, \omega)$ in the calculation of $\rho(T)$, we easily obtain $\rho(T) \propto T$ toward $T \to 0$ K. This result indicates that the locality of valence fluctuations causes the $T$-linear resistivity. Indeed, the emergence of $\rho(T) \propto T$ by valence fluctuations was shown theoretically on the basis of the valence susceptibility $\chi_v$ which has an approximated form for $z = \infty$ in Ref. 18.

On the other hand, in the region $t = T/T_0 \ll 1$, the resistivity behaves as $\rho \sim t^{5/3}$ in the clean system and $\rho \sim t^{3/2}$ in the dirty system in the $t \to 0$ limit ($T \ll T_0 \ll T_K$). Therefore, the temperature dependence is expected to crossover at $T = T_0$. Indeed, such a crossover has been observed in $\beta$-YbAlB$_4$ as shown in Table I.

The specific heat $C(T)$ is estimated through the effect of self-energy of quasiparticles due
to an exchange of valence-fluctuation modes given by (18).\textsuperscript{18,83} A numerical solution of the self-energy gives a logarithmic temperature dependence in the specific-heat coefficient \( C/T \propto -\log t \) in a certain temperature range \( T \ll T_0 \). The logarithmic \( t \) dependence can remain even in a range \( T > T_0 \), where the uniform magnetic susceptibility and the resistivity behave as \( \chi(t) \sim t^{-\zeta} \) with \( 0.5 \lesssim \zeta \lesssim 0.7 \) and \( \rho(t) \sim t \), respectively. On the other hand, it is also possible that, in the case of the local limit \( A \approx 0 \), the power law behavior \( C/t \propto \chi_v(0,0) \propto t^{-\zeta} \) appears\textsuperscript{18} before the conventional logarithmic behavior at high temperature region \( T \lesssim T_K \), which is usually observed in heavy fermion metal such as CeCu\textsubscript{6},\textsuperscript{84} sets in.

In conclusion of this section, when experimentally accessible lowest temperature is larger than \( T_0 \), unconventional criticality dominates all the physical quantities down to the lowest temperature, reproducing the unconventional criticality summarized in Table I.

4. Perspective

The results on unconventional criticality due to the CVF succeeded in explaining existing experimental aspects coherently as discussed in §3. On the other hand, the absolute value of change in the valence predicted by the theory on the extended PAM is larger than that observed in experiments in general. This originates from an inevitable problem of the Anderson model. In the PAM, original one or extended one, the conduction electrons which hybridize with localized \( f \) electron have the same local symmetry, namely the same CEF symmetry, around the Ce- or Yb-site. Therefore, when one measures the valence, say by Ce L\textsubscript{3} edge absorption, electrons with the local CEF symmetry would be counted together. Namely, a part of “conduction electrons” (in the Anderson model) would be regarded as electrons with \( f \)-symmetry, or the \( f \)-electron state measured by X-ray is the hybridized object of \( f \)- and conduction electrons on ligands. Conduction electrons with a certain CEF symmetry at one site can mix with component of conduction electron with another CEF symmetry at different (say adjacent) sites. This kind of effect is out of scope of our extended PAM. Therefore, the decrement of valence measured by experiments would be far smaller than that predicted by theory based on our extended PAM. A more realistic model including such an effect is desired. Nevertheless, the model Hamiltonian, (1), is useful as the “fixed-point” model Hamiltonian which describes the critical behaviors associated with the critical valence transition.

A related problem is how to take into account the effect of \( f \)-electron state in the excited CEF levels. In our model, (1), we have neglected effects of excited CEF levels. For the moment, it is not so clear whether those CEF states give an essential effect in the case of a realistic CEF level scheme measured by the neutron scattering experiment,\textsuperscript{85} while the effect of charge
transfer of $f$ electrons between ground and excited CEF levels has been discussed by Hattori\textsuperscript{86}) on the basis of a CEF level scheme which is practically different from the observed one. In any case, such effects certainly deserve further investigations.

Recently, a series of anomalies have been observed in transport properties of CeCu$_2$Si$_2$\textsuperscript{87,88)} and $\beta$-YbAlB$_4$\textsuperscript{89)} Quite recently, it turned out that the CVF can give rise to an effect in the Hall conductivity and the Hall coefficient. It is also expected that the Seebeck effect and the Nernst effect are greatly influenced by the CVF.
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