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Abstract—Internet of things (IoT) is an emerging paradigm that integrates several technologies. IoT network constitutes of many interconnected devices that include various sensors, actuators, services and other communicable objects. The increasing demand for IoT and its services have created several security vulnerabilities. Conventional security approaches like intrusion detection systems are not up to the expectation to fulfill the security challenges of IoT networks, due to the conventional technologies used in them. This article presents a survey of intrusion detection and prevention system (IDPS), using state of the art technologies, in the context of IoT security. IDPS constitutes of two parts: intrusion detection system and intrusion prevention system. An intrusion detection system (IDS) is used to detect and analyze both inbound and outbound network traffic for malicious activities. An intrusion prevention system (IPS) can be aligned with IDS by proactively inspecting a system's incoming traffic to mitigate harmful requests. The alignment of IDS and IPS is known as intrusion detection and prevention systems (IDPS). The amalgamation of new technologies, like software-defined network (SDN), machine learning (ML), and manufacturer usage description (MUD), in IDPS is putting the security on the next level. In this study IDPS and its performance benefits are analyzed in the context of IoT security. This survey describes all these prominent technologies in detail and their integrated applications to complement IDPS in the IoT network. Future research directions and challenges of IoT security have been elaborated in the end.
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I. INTRODUCTION

Internet revolutionizes our daily life and provides so many services that have become no more luxurious but the ultimate need for life. The Internet of things is the name of a smart environment that consists of many interconnected objects, to provide useful and instant services. These objects are not only traditional mobile devices or computers but also the gadgets of daily life like wearable devices, watches, and other smart articles. With the evolution of wireless sensor networks and recent improvement in the technology along with the expansion of low power devices, amplify the number of devices that can be connected to the Internet [1].

IoT inherits most of the conventional technologies for communication and so the security issues in them. The attacks such as worm attacks, denial of service attacks, etc. have become serious concerns [2]. There are many ways to address these security threats. A multitude of approaches used includes security systems and frameworks that have been adopted by the industry and research community. The intrusion detection and prevention systems (IDPS) is one of such systems.

The IDPS is not only capable to detect malicious activities like worms, viruses, distributed denial of services (DDoS), and others, but also capable to prevent the attacks before it happens. The detection system checks the traffic if it is normal or it should be blocked or regulate it to some different zone like a honeypot. Conventional IDPS has some limitations to defend against the latest security threats and also not feasible for devices with limited resources like IoT devices. Therefore, painstaking research has been done on developing the new generation of IDPS systems based on emerging technologies like Software Defined Networking (SDN) and Machine Learning (ML). A new contender, Manufacturer usage description (MUD), is also playing its role to reduce the attack surface for IoT devices.

SDN is recently a developing technology with different management and design approaches for networking. The design paradigm of this technology decouples the data and control planes. This gave the centralized and global view of the network. The controller is the decision-making authority while the switches and routers are the forwarding devices that handle data forwarding only. The controller and the forwarding devices work in a master and slave mode. The controller instructs the switches, how to handle the incoming and outgoing packets or flows. SDN is considered to be the best network model to address the heterogeneous changes in the overall network [3].
Along with the SDN technology, a new concept has been introduced for the identification of IoT devices known as “Manufacturer usage description” (MUD). MUD is a developing concept to define IoT device behaviour for network communication [4]. This automatically identifies the device and helps the security system to figure out the abnormal or malicious nodes within the network. For complete detection and monitoring of malicious activity in the network machine learning plays its role. For the detection of malware and malicious traffic, ML techniques have the primary role. In traditional networks, detection of malicious traffic and classification of a network attack is achieved using predefined rules and specifications which are limited to address new kinds of attacks. The main application of using ML in SDN networks is the control of the entire network rather than just focusing on localized policy or certain rules [5]. Such techniques show great potential for network traffic classification and solving prediction problems [6]. ML is used in the IDPS systems for the detection of security attacks and to predict future threats to the system.

In this paper, our research focuses on SDN based IDPS systems for IoT security using ML and device profile based techniques like MUD. Further, the study classifies IDPS systems based on the technology they use. Besides, we compare the conventional IDPS systems to new generation IDPS systems in the context of IoT security. Also, the study shows the performance of these new generation IDPS for IoT based networks. The overall research approach is shown in Fig. 1, we provide the future directions for upcoming secure systems along with the IDPS future perspectives in the domain of IoT security framework.

A. Contribution of this Survey Article

As the IoT scalability and heterogeneous increases over time, IDPS systems become inevitable. There is a lot of survey work done on the intrusion detection systems for the IoT but to the best of our knowledge, no work has been done on IDPS for IoT devices using the device profile base techniques like MUD for comprehensive security for IoT. As shown in Fig. 3. The contribution of this paper is to analyse the end to end IoT security solution based on IDPS using techniques like SDN and ML. The main points are given below:

1) Present the taxonomy of the IDPS for IoT using SDN and ML and hybrid approaches.
2) Investigate the IoT device profile standard like MUD in enhancing the IoT security in IDPS for IoT.
3) We analyse the performance of the IDPS systems based on SDN, ML, and MUD.

The paper is organized as shown in Fig. 2. Section II provides an overview of IoT, several security issues of IoT and their taxonomies, IDS and IPS and their integration. Section III presents the basic overview of SDN, ML and MUD technologies. Section IV describes the detail applications of SDN, ML and MUD in IDPS of IoT system. Section V outlines some open issues, challenges, and future research directions, and finally, Section VI concludes the paper. The acronyms used in this paper and their full forms are listed in Table I.

B. Related Works

Machine Learning applications have proliferated in almost every field, especially in security. This gets the attention of many researchers and industrialists. But ML requires a platform to unleash its potential. For network security IDPS provides a strong platform. Powering the IDPS system with ML, SDN, and MUD proving to be useful. IDPS system becomes a lot more effective and worthy for network security as in paper [7] presented an updated review on the IDPS systems. It shows the classification of IDPS systems and their role in securing the conventional network. The review did not talk about IoT security using IDPS systems. It also did not discuss SDN. Going further, paper [8] emphasized on the intrusion detection system in general and then specific to the context of IoT. Since IoT devices and systems are so diverse therefore they require proper security mechanisms to defend the system from cyberattacks. The study works more on the IDS for IoT networks and does not put any light on the latest technologies prevention techniques.

Much research focuses on the IoT security aspects like in [9] the author mostly focused on the IoT protocols and standards for different layers of network stack like medium access layer, Network Layer, and Session layer. Other than this the study explains different management and security standards, developed by the international engineering task force (IETF), Institute of electrical and electronics Engineers (IEEE), international telecommunication union (ITU), and other bodies. But the survey is more focused on IoT security, but not much explains about the new technologies like SDN and ML and their role in IoT security. Similarly, a study [10] focused on the state of art approaches like ML for IoT as well as intrusion detection for network security. But the focus of the study is on the ML approach and did not cover other technologies like SDN and MUD in this case. The study [11] explained the IoT architecture, IoT attacks. Then explain IDS technology and its types describing its use in IoT networks. It also classified different IDS systems used in IoT networks and the type of technology they use. Again, the issue is that they didn’t consider the latest techniques like SDN and MUD for the security of IoT networks. Furthermore, they shed no light on the prevention systems along with the detection systems.

Further, the research shows the applicability of intrusion detection systems in IoT security as in research [12] showed the importance of IDS in defending IoT devices from cyber threats. It classifies different IDS systems based on the detection and deployment scenarios, explains different IoT attacks, and compares different IDS systems against the detection accuracy, false positive, resource consumption, and other attributes. The research work considers different IDS for the IoT defence systems but they were mostly based on conventional techniques, no state of art technique was considered like SDN and MUD techniques.

Next, the SDN comes into play and combining other techniques like ML provide security solutions as shown in a study [13] surveyed ML/DL techniques used in the SDN based IDS system. Also, the paper evaluates different deep learning techniques to analyses their impact on network security. The study evaluates that with the ML/DL approach there is a problem of the dataset for more accurate results. Also, with SDN the centralized controller is a bottleneck when we need to
# TABLE I. SUMMARY OF MAJOR ACRONYMS USED

| Acronym | Description                          | Acronym | Description                          |
|---------|--------------------------------------|---------|--------------------------------------|
| ACL     | Access control list                  | MUD     | Manufacturer Usage Description       |
| CIAA    | Confidentiality, Integrity, Authenticity and Availability | NFB     | network function virtualization     |
| CNN     | convolutional neural network          | RFID    | radio frequency-based identification |
| DDoS    | distributed denial of service        | RNN     | recurrent neural network             |
| DL      | Deep learning                        | SDN     | Software Defined Network             |
| IDPS    | Intrusion Detection and Prevention Systems | SIEM    | security incident and event management system |
| IDS     | Intrusion Detection Systems          | SOM     | self-organizing maps                 |
| IoT     | Internet of Things                   | SVM     | support vector machine               |
| IPS     | Intrusion Prevention Systems         | URL     | Uniform Resource Locator            |
| ML      | Machine Learning                     |         |                                      |

Fig. 1. Taxonomy of IDPS in IoT
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Fig. 2. Organization of the Paper

![Diagram of the Paper Organization](image)
do real-time intrusion detection. The study, however, focusses on ML and SDN based IDS but did not give any statistical analysis of their performance. Also, it did not explain the effectiveness of these IDS systems in the context of low power and resource-constrained devices like IoT devices. In this [14] the author focused on the SDN and its application to secure the computer network. The study explains SDN issues like scalability, resilience, security, incorporation with the conventional network. Further, the author shows a little description of the IDS based on the SDN and what type of IDS is more effective in securing the network against the threats. The research [15] showed the role of SDN in IoT to defend against the DDoS attacks. Discuss the different detection techniques that are possible in the SDN for attack detection like ML, traffic analysis, and connection-oriented. However, the study only uses ML techniques for the detection of attacks and did not consider other techniques like signature-based, specification-based, and stateful protocol analysis. It also did not describe any authenticated model for IoT devices like MUD.

However, a new dimension for security has been discussed in the research [16] suggested that the traditional security techniques where security is provided as a pre-emptive measure against known attacks are not sufficient for future attacks on IoT devices. The study proposes a secure by design thinking, for proactive defence system rather than passive systems. This paper has not given much description of the detection system as they are gaining importance in IoT security due to the heterogeneity and scalability of IoT devices. It also did not cover much about the authentication technique in IoT security. The summary of the related works and additional contributions of our paper compared to those related works is given in Table II.

II. OVERVIEW OF IOT, IDS, IPS, IDPS

This section describes the basic overview of IoT and its various security concerns. It also discusses the concept of IDS, IPS, and IDPS along with their limitations.

A. Overview of IOT

IoT objects are intelligent devices, not dump objects. These smart things use different communication mediums for interacting with each other and outside world over the Internet. These intelligent things have certain properties in common as shown in Fig. 4 [17].

Identification: is required for every device to communicate with each other, IPv6 protocol can be used for this purpose.

Sensing: is the capability of the device to get some physical world data.

Communication: is the ability of the device to be able to communicate with the user and the other devices in the network and outside world.

Computation: is required for information processing.

Services: is the functionality provided to the users by these devices based on the data they acquire from the outer world.

Semantics: is the concept that the devices are supposed to get the right information from the environment and give them services in a timely fashion. Example for these devices are beagle boards [18], [19], Arduino [18]–[20], cubie Board [20], [21], Raspberry Pi [20]–[22] and radio frequency-based identification (RFID) [23]. There are some security concerns as discussed in the coming sections.

Identification
Sensing
Communication
Computation
Services
Semantics

Fig. 4. IoT Device Attributes

1) Primitive Security Concerns of IOT: IoT security has become a big challenge for the industry and academia. With every passing day, new devices come in the market with a plethora of new useful applications. But this exposes more risk towards the security and privacy of the data. Before going to discuss IoT security threats first few basic security requirements are described below known as CIAA (Confidentiality, Integrity, Authenticity, and Availability) [8], [15], [24].

Confidentiality: is the concept that assures no unauthorized service should access the private information and it maintains the privacy and proprietary of the information.

Integrity: is the concept in which the information of the IoT devices should not be modified by any unauthorized user or object.

Authenticity: is the concept that validates the fact that the partner involves in the information transaction is genuine and as in the same what they claim to be.

Availability: is the feature that determines the service is available to the user when and where it is required. In this context, all the storage, processing, and communication medium should work reliably.
2) IOT Attack Vectors: The Open Web Application Security Project (OWASP) has published a detailed draft regarding the attack surfaces of IoT, these are the areas in IoT systems and applications that are vulnerable and prone to threats. Fig. 5 shows a summary of these attack surface areas [25].

Attacks on Devices: devices are the primary sources from where the attack can be initiated. The main parts of the device like memory, firmware, physical interface, web interface, and network surfaces are vulnerable. The attackers can further exploit the default setting, old components, and insecure update mechanism.

Attacks on Communication: communication channels are another area of security concern. The channel connects the IoT devices and the outside world. The protocol used for communication in the IoT networks has security issues and can affect the entire system. IoT systems get vulnerable to attacks like Denial of the Service (DoS) and spoofing.

Attacks on Application software: in this the vulnerabilities of web application and software used in IoT systems can become a great cause of a compromised system. The web application can steal user data and insert malicious updates in the system. To defend these challenges, many techniques have been developed and are being used in the industry, intrusion detection and prevention system is one of them.

B. Overview of Intrusion Detection and Prevention System

The working principle of the IDS is to monitor the data packets to determine abnormal traffic. There are three major parts of IDS system monitoring, analysis, and detection [26]. The core modules of IDS are the analysis and detection based on the algorithm, which also generates the alarms on the detection of any intrusion [27]. As the detection systems become more common nowadays, attackers find covert ways to exploit the loopholes in the system, like bypassing the system and disabling the system. This results in a DoS kind of attack. To mitigate these kinds of attacks, the researchers suggest the IDPS. This system is not visible to the attackers thus restricts the communication to the other components of the network [7]. The taxonomy of IDPS in IoT is given in Fig. 1.

The IDPS system can be classified using different perspectives as shown in the figure. One way is the application-specific types of IDPS like for network-based applications, wireless applications, behaviour analysis based applications, Host-based and hybrid approaches. Next, we can classify the IDPS based on the detection and prevention techniques used by them like anomaly, signature, specifications, protocol analysis, and hybrid approaches. One of the important aspects of such systems is the deployment strategy, like centralized and distributed deployment of IDPS systems. If required hybrid mode deployment can be used according to the application requirement. One interesting IDPS classification is regarding the security coverage provided by the IDPS systems.

Complete range of security coverage is not discussed here, however, three main areas are discussed like security coverage for IoT devices, communication medium, and application layer. Further, the IDPS systems are discussed in the context of the conventional use of technologies versus new state of art technologies. IDPS constitutes of many building blocks like the type of data network used for IDPS, protocols for the communication, detection and prevention techniques, and application software.

The general IDPS architecture contains sensors, firewalls, management server and console as shown in Fig. 6. Typical
IDPS systems use sensors in the network to monitor the network traffic. At the input of the network, there is a firewall installed as the first line of defence after that there is IDPS sensor which monitors incoming network traffic and passes the information to the management server and the console, while at the same time, it sends network traffic to the local network. Many security techniques discussed above put a focus on the defensive strategy against the attacks.

However, there is a need for the method to detect the ongoing attack. Heavy and complex antivirus and firewalls cannot be used in IoT devices. In this context, lightweight IDS has been devised [28]. One of the examples of attack detection is to monitor different parameters like CPU usage, storage usage, and throughput usage, etc. [24]. Another way to check the energy profiles of power consumption may lead to detecting attacks [29]. Many anomaly detection techniques can be used like the one described in [30] to test the packet drops, send rate, and signal strength. One of the latest methods is to use an ML approach for intrusion detection. Like in [31] random forest technique has been used for the monitoring of traffic flows. An attack is detected when some flows exhibit not according to the normal standard. The goal of IDS is to detect any intrusion in the network or detect any malicious node. Also, it alerts the users about it timely. IDS works like an alarm system and monitors the whole system and generate an alarm when some malicious activity is observed. It gave protection from internal and external threats. The following sections discuss different aspects of IDPS in detail.

![Fig. 6. Working Principle of IDPS](https://example.com/f6.png)

1) **IDS based on application type**: The IDPS can be classified based on the kind of applications in which they are used [32]. They are [33] discussed as follow:

Network-Based IDPS (NIDPS) this type checks the network traffic for devices or specific network and application protocol for the detection of malicious traffic. It can detect many interesting events in the network. The deployment of these systems is mostly at the edge of networks like the boundary of router or firewall, remote access servers, virtual private network servers, and wireless networks.

Wireless IDPS (WIDPS) these devices monitor the wireless network traffic and the wireless network protocols for monitoring of suspicious activity. The WIDPS compose of almost same components like the network IDPS like database servers, sensors, and management servers. The only difference is sensors in both types of IDPS. The wireless sensors have to perform more complex functions of wireless networks.

Network Behavior Analysis (NBA) this system analyzes the network traffic and its statistics to determine malicious traffic like DDoS, malware, and any policy violation in the network. The NBA components consist of consoles, sensors, and analyzers.

Host-Based IDPS (HIDPS) this type of system is designed to monitor a single host and all the activities within the single host. These kinds of systems monitor both wired and wireless connections. Most of the host-based systems use agents that are installed on a single host for the detection of malicious activity.

2) **Detection Type**: Based on the detection method, there are normally four types of IDS. Each one of them is explained below.

Signature-Based: this type of system detects the attack by determining the incoming network behaviour and match it with the attack signature stored in the internal database. If the match occurs then an alert is generated. It is also known as rule-based detection. This compares the present profile of the network from the previously-stored profiles containing different attacks [34]. This type of IDPS is accurate in determining the known attacks whose signature is stored in the database. But for new kinds of attacks, this approach is not suitable because the matching signature of attack is not available [35], [36].

Anomaly-Based: this type of IDS defines normal network behaviour and any activity not conforming to this is an intrusion or threat [34]. If the network behaviour deviated from the normal profile it generates alert. This approach is good for the detection of new attacks. But this type of IDPS has high false-positive [32], [37], [38].

Stateful Protocol Analysis: this type of system works by comparing the established profile of the protocol and against their behaviour. This standard behaviour is provided by the vendor, just like the signature-based system that compares the behaviour from the given list. This stateful analysis of protocol requires a very deep understanding of the protocol and applications they interact with [39].

Specification-Based: this type of IDS is based on the physically defined policies by the users. Any activity that is against such rules is considered a threat to the system [34]. It is the system in which set of rules and their thresholds are defined for all the network elements like nodes, protocols, and routing tables. If the network behaviour deviates from the set specifications then the threat is detected.

Hybrid Approaches: this approach combines all these types of systems specification-based, signature-based and anomaly-based systems to get the maximum advantage from their strength and lesson the weakness in those systems. SVELTE is an example of a hybrid system [40]This system combines the signature-based and anomaly-based methods.

3) **Deployment Strategy Type**: We discuss different ways to deploy the IDS in a network, based on the security application scenario.
Distributed IDS: In this strategy, the IDS is placed in every node. IDS needs to be efficient and optimize for the IoT devices due to resource constraints.

Centralized IDS: In this kind of strategy, the IDS is placed at the centre of the network such as at the border router or some specific host. All the Internet traffic from the low power and lossy networks (LLN) nodes pass through the border router, therefore the border router can monitor all the traffic from the Internet and the LLN nodes [40], [41].

Hybrid Approach: In this approach, both methods are followed like a centralized and distributed approach to have the benefits of both approaches. One of the practical approaches for this is to transform all the network into regions and clusters so that each sub region and the cluster can have one node that acts as a host and responsible to monitor all the nodes in the cluster.

C. Conventional IDPS Systems for IoT

Since the IoT devices are resource constraints, therefore conventional IDS system is not suitable for them. A hybrid scheme is required to suit the needs of these resource-limited devices. One of the studies [42] concluded that in signature-based IDS the headers of the incoming packet are compared to the set of the rules. If the number of packets increases the computation will more CPU cycles. Therefore, signature-based IDS are not suitable for IoT devices. Dynamic encoding scheme [43] uses a distributed signature-based IDS system among the ubiquitous sensor networks based on IP, making it lightweight and suitable for low power devices. The study proposed an outlier algorithm TAOOD for the fact that the majority of IoT devices have power constraints and have low quality. So, the resource limitation must be taken into consideration of the outlier algorithm. The TAOOD “Tolerance based adaptive online outlier detection” technique shows higher performance in terms of accuracy to the tolerance and outlier parameters.

The Finite State Machine (FSM) [44] approach has been used to detect the rank and local repair attacks. However, research [45] shows that resource constraint and heterogeneity the IoT networks are causing vulnerability in IoT networks and become a cause of too many threats. So, the study proposes an algorithm based on anomaly detection at the perceptual layer. The algorithm uses anomaly mining techniques. Similarly, a system [46] uses the artificial immune technique in the IoT environment. The study uses the concept of immature, mature, and memory detectors for attack detection.

Service-based approaches [47] presents an architecture constitute of services known as service-oriented architecture SOA used in the IoT system. It uses to prevent the DDoS attacks using learning automata concept. However, conventional methods are not adequate for IoT security [48], so an artificial immune system concept has been used containing the antigen, non-self, and detector in an IoT environment. Hybrid scheme [49] uses a two-layer strategy for protection. One is cryptography and the other is the IDS technique. TESLA [50] protocol is used for DoS attack prevention, as it uses few resources.

Some network-based approaches [51] address the DoS detection using IDS architecture based on the IDS probe. The IDS monitor the sixLoWPAN traffic for the detection of attacks. However, the SVELTE [40] a real-time IDS implemented in Contiki OS. This IDS also works for 6LoWPAN based border router. Some system uses a “security incident and event management system” (SIEM) and “frequency agility manager” (FAM) [52] for the detection of flooding, jamming, and DoS attacks.

Performance of the detection system is very important, a new lightweight protocol known as heartbeat protocol [53] has been introduced in the IDS of IoT networks. Also for real-time detection, a proposed scheme [54] event-based IDS system for real-time detection in IoT networks has been introduced. The IDS works on the event processing model (EPM). The model proposes a rule base scheme, the rules are stored in a repository. Device authentication is another way to protect the devices, a research [55] presents an authentication scheme for IoT devices using XOR manipulation. It is used for counterfeiting and privacy protection of the IoT devices.

Attack categorization is also important, as this research [56] works on the categorization of the Sybil attack in the social aspect of the IoT. The study proposes defence schemes for Sybil using “social graph-based Sybil detection” (SGSD) and “behaviour classification-based Sybil detection” (BCSD). Similarly, [57] shows IDS capable of detecting wormhole attacks and the attacker uses the Contiki OS and Cooja simulator. The IDS can be used in a centralized and distributed scenario. Another research [58] propose an intrusion detection system against the sinkhole attack known as “intrusion detection of sinkhole attacks on 6LoWPAN for the Internet of things” (INTI).

RFID can be used for authentication of IoT devices, as an interesting study [59] used the RFID authentication mechanism for IoT devices. Also, propose the elliptical curve cryptography (ECC) based on protocols using RFID authentication and the author propose three extended RFID protocols based on ECC. This study [60] proposes a cloud-based antimalware system known as CloudEyes capable of providing reliable and efficient security for resource constraint devices.

Some modelling techniques [61] describes a behavioural modelling IDS (BMIDS). This IDS based on immunity inspired algorithm to distinguish between behaviour changes. The use of artificial intelligence is also quite useful against cyber threats, as a work [62] proposes IDS based on the neural network approach to detect the DDoS and DoS. In the same direction, this work [63] uses compressed sensing technology to monitor the network data, also uses the “support vector machine” (SVM) for the detection of anomalous compressed data. The author [64] proposes a semi-auto building to protect the network topology based on RPL using a specification-based IDS system. The model can detect attacks on topology and RPL like a wormhole, black hole, and selective forwarding. Table III shows the summary of the conventional IDPS systems for the IoT systems as discussed above, it also shows the scheme and the techniques used in such systems along with the security impact of such systems.
TABLE III. CONVENTIONAL IDPS SYSTEMS

| References          | Signature | Anomaly | Specification | Hybrid | Other | Results                                                                 | Remarks                                      |
|---------------------|-----------|---------|---------------|--------|-------|-------------------------------------------------------------------------|----------------------------------------------|
| Amin, et al. [42]   | x         | x       | x             | ✓      | x     | Work well for a large number of the signature set.                      | Has limitation to detect new kind of attacks |
| Shen, et al. [43]   | x         | ✓       | x             | x      |       | TAOOD perform better than normal sliding window based detection.        | The scheme is restricted to detect few attacks. |
| Le, et al. [44]     | x         | x       | ✓             | x      | x     | Detect the attacks with some processing overhead                       | No real-time implementation has been done.   |
| Fu, et al. [45]     | x         | ✓       | x             | x      | x     | Theoretical results are 100% detection.                                 | The system is not tested in real-time scenarios. |
| Liu, et al. [46]    | ✓         | x       | x             | x      | x     | Shows better performance over the other conventional detection systems. | The study does not show what new types of attacks the system can detect. |
| Misra, et al. [47]  | x         | x       | x             | x      | ✓     | Using LA shows better results to detect DDoS as compared to without LA. | LA requires a lot of processing power, also to detect the runtime attacks will be a question mark for the system. |
| Chen, et al. [48], Le, et al. [49] | x     | x       | x             | ✓      | x     | The results show detection of flood attacks increase as the nodes increases. | The system didn’t show any actual results. |
| Kasinathan, et al. [51] | ✓ | x       | x             | x      | x     | AS the traffic increase the system keeps normal processing as compare to traditional IDS. | Need to test against a broader range of attacks |
| Raza, et al. [40]   | x         | x       | ✓             | x      | x     | True positive rate is 100%                                             | Require more resources to process CEP.       |
| Kasinathan, et al. [52], Jun and Chi [54] | x | x       | ✓             | x      | x     | AS the traffic increase the system keeps normal processing as compare to traditional IDS. | Require more attributes of the nodes other than location to detect more attacks. |
| Pongle and Chavan [57] | x | x       | ✓             | x      | x     | The attack detection is more than 90%.                                  | Require more attributes of the nodes other than location to detect more attacks. |
| Arrington, et al. [61], Chen, et al. [63] | x | x       | x             | ✓      | x     | The results show efficient detection results.                           | Now in the future trend behavior attribute is bypassed using smart techniques. |

III. FUNDAMENTAL CONCEPT OF SDN ML & MUD

A. Software Defined Network

Traditional computer networks consist of many devices like switches, routers, middleboxes, servers, and hosts. Network operators are responsible for the configuration and maintenance of the network. As the network configuration requires manual low-level device-specific syntax to configure the network, making it more complex, time-consuming, and error-prone. This becomes the big reason for the network downtime [65], [66]. To address these issues software-defined network (SDN) technology emerges. SDN decouples the control plane from the data plane of the network devices [67]. All the intelligence is centralized in SDN and the device is known as a controller, the rest of the devices like switches, routers, etc. are known as forwarding devices and come under the category of the data plane. The devices at the data plane use flow rules to handle the incoming packets. The rules are programmed in these forwarding devices from the controller using a standard interface such as OpenFlow [68]–[70]. In addition to this, the controller can get the flow information of all the devices attached to the network to provide the network administrator’s global network status [71]–[74]. This makes network management simple and transparent.

1) SDN Architecture: SDN Architecture is composed of three layers and three interfaces [75] as shown in Fig. 7

Application Plane: This layer contains the business applications that use SDN communication and network services. Examples of such applications are security application, management, and monitoring applications and network virtualization applications.

Control Plane: This plane consists of SDN controllers responsible for the control of the network and defining the network forwarding behaviour using open interfaces. The controller uses three interfaces northbound, southbound, and east/westbound interfaces. The northbound interface helps the developers to develop the SDN application while hiding the lower layer details is known as the northbound interface. The southbound interface provides the communication between the SDN controller and the data devices like switches and routers at the data plane. It also specifies the communication protocol between the controller and the data plane devices. While the Westbound API’s are responsible for the controller communicates with the legacy network devices.

Data plane: Consist of network devices like router, switches, IDS, and firewall their main responsibility is to forward the data and filter it.
B. Machine Learning

The concept of ML is to make machines to learn automatically from the given data [76]. Also, detect patterns without explicitly programmed the device [77]. The ML algorithm classification is based on the type of data they learn from and what function they perform [77]. Mainly the ML approaches can be categorized in supervised learning, unsupervised learning, and semi-supervised learning [78]. The ML classification is shown in Fig. 8.

Supervised learning: In this the algorithm input the label data, base on this it will predict the unknown cases. Random forest and support vector machine is the example of this type of algorithms used for regression and classification problems respectively [76]. Support vector machine (SVM) and random forest both are used for network intrusion detection system (NIDS). However, SVM is more resource-hungry in the context of memory and computational power [77].

Unsupervised Learning: This kind of algorithm gets the unlabeled data, they learn from the data distribution and data pattern to determine the unknown data [76]. Examples of this are the principal component analysis (PCA) and self-organizing maps (SOM). PCA is mostly used for feature extraction before applying the classification [79]. Other algorithms based on the clustering technique as K-means and other distance-based algorithms are used for anomaly detection. SOM is developed to reduce the payload in NIDS [80]. The main disadvantage of the clustering algorithm is its dependency on the initial conditions like centroid that produces high false-positive results [81].

Semi-Supervised Learning: In this learning process there is a small portion of labelled data and a large chunk of unlabeled data. It is a useful scheme when a large amount of data is unlabeled. For example, photo archives where few images are available [82]. A semi-supervised support vector machine is used for the improvement of the NIDS [83], [84].

Deep Learning algorithms an update on the artificial neural networks use the computation available [85]. The DL technique permits the algorithm to represent the data at various levels of generalization. The main application is object detection, detect the network intrusion detection and many different domains [86]. DL can be learned and trained both ways supervised and unsupervised [76]. Deep learning in a supervised way has an example of a convolutional neural network (CNN). The main application of the CNN is in face recognition and 2D images [86], [87]. DL in an unsupervised way has the example for autoencoder [88] used to learn the representations for the application of dimensionality reduction. A deep belief network (DBN) [89] is another example that is learned using unlabelled and labelled data for the feature extraction and classification purpose. DL in a supervised and unsupervised way has an example recurrent neural network (RNN) [90]. Speech recognition is the main application of the RNN algorithm.

C. Manufacturer Usage Description (MUD)

IoT devices are specialized devices with specific tasks to perform. These devices need to communicate over the network and have special communication requirements that the vendor only knows. For example, the printer only requires to print on the LPT port and the local access port for HTTP is 80. Therefore, it should deny all the other means of access to the network. For this purpose, an idea of MUD [91] has been introduced. MUD declares the intended communication pattern by the manufacturer for the network infrastructure using a network access control list. The MUD works as shown in Fig. 9.

The IoT devices also called things wanted to join the IoT network, they emit Uniform Resource Locator (URL) to the MUD manager. The manager sends this URL to the MUD server. The server sends the device profile file to the MUD manager. Based on the device profile, the manager configures the switch and installs the policy for the device. After this verification process, the device got permission to enter the network. MUD provides a defence system against the malicious agents that got into the network and try to launch an attack on the network infrastructure. This technology also provides defence against compromised devices to attack other devices. MUD helps to reduce the overall threat vector surface. ACLs [92] are normally defined using classes, these are based on the MAC and IP address when deployed on the network switches. MUD working principle is as the device is
allocated with the MUD URL. This MUD URL is used for accessing the MUD ACL file. This service is given by the MUD server. MUD server fetches the MUD ACL file from the vendor or manufacturer website. Then install this ACL file for this particular device in the switches. Only after this authentication process, the device is allowed to communicate over the network.

![MUD Working Principle](image)

Fig. 9. MUD Working Principal

IV. APPLICATION OF SDN, ML AND MUD IN IDPS OF IoT

A. Detection using SDN based on Anomaly and Entropy

Attack detection is a crucial aspect of network management. The SDN feature of global network visibility plays a vital rule in network security. This feature helps in monitoring network real-time status. This helps entropy-based detection techniques to become more effective in SDN networks. SDN uses a set of protocols to communicate between the application layer and the controller and vice versa, such as RESTapi, XML and netconf, etc. also controller uses certain communication protocols to talk to the data layer and vice versa like sflow and OpenFlow, etc.

Anomaly Detection covers range of detection systems, as shown in the study [93] communication protocol OpenFlow and sampled flow (sflow) can be used for anomaly detection. The study uses threshold random walk with a connection-based algorithm for the entropy-based anomaly detection. The study also compares the flows required for anomaly detection in the case of sflow and OpenFlow. For sflow the number is 217 and for OpenFlow, it is 5184. This concludes that the sflow is better than OpenFlow in the context of traffic collection for anomaly detection. Another study [94] uses a two-stage scheme for the detection of DDoS attacks. The study first set some threshold value for the flows after that is if some flow crosses the limit it is sent to the detection stage. As in the experiments the author set 3000 packets for five seconds is allowed if some flow exceeds the limit then the 800 packets per second (PPS) for 5 s is imposed. Also, the packet filtering mechanism is activated. One of the research [95] implement anomaly detection algorithms at the border router of the home network. The study uses the NOX SDN controller. The algorithms were also based on threshold random walk with credit-based, rate limiting, maximum entropy detector, and NETAD. And the results show that the algorithms perform better in small networks like home networks.

Another study [96] developed a bidirectional sketch algorithm to detect attacks. It identifies the IP address of the destination for the asymmetric traffic pattern depends on the threshold value to detect some anomaly. Once the malicious traffic is identified the controller instructs the switch to drop the malicious flows. In this, once the malicious traffic is identified it is detected and blocked at the ingress points of the network to avoid collateral damage. The author [97] presents a distributed algorithm for anomaly detection based on the entropy technique.

Entropy detection is one way to detects attacks, as the study suggests that most of the entropy detection is based on the collection of flows from the network, so if the network is big then due to a large number of flows may overload the network. Therefore, the study processes the flows at the switch and present filters for the DDoS attack at the edge switches. The study in [98] introduces the NetFuse device between the switch and the controller to monitor the network load. This instructs the switches to reroute the flows causing the congestion. StateSec [99] a novel algorithm to detect the DDoS attacks using the port scans. Anomaly is measured by the abrupt changes in the traffic features. However, the study shows no implementation for this algorithm. Few industrial solutions have been proposed Radware [100] developed DefenseFlow to detect the DDoS attacks. This technique measures some key attributes like packet rate, average packet size, bandwidth connection distribution, and connection rate. In case of attack, the device informs the controller to reroute the traffic to the specialized devices to handle the traffic.

B. Detection using ML

ML techniques in SDN networks help against the detection of the malicious flow as in the study [101] detect the anomalous flows in the SDN network. The information is taken from the flow tables from the switches and gets the flow of information. The DPTCM-KNN algorithm in the detection module process these anomalous flows. The only issue here is the processing overhead as the process is repeated after 10 seconds. In another study proposed a trust-based approach for the detection of malicious devices using the packet data and device profile.

Another study [102] proposed DDoS detection using OpenFlow by proposing the self-organizing maps (SOM) for attack detection. The SOM is an unsupervised neural network method for classifying the traffic as normal or abnormal. In this method, the controller continuously collects the data from the switches and other devices and monitor the attributes like average packets in the flow, average number of bytes in the flows, and the average duration of flows. The data is then fed into the classifier for the detection of DDoS attacks. All the process also adds some overhead on the processing of the controller. One of the studies [103] analyzes the ML algorithms in the context of the SDN for providing security, resource optimization, traffic classification, and quality of service. This further shows that ML brings intelligence to the controller for the detection and prevention of attacks.
The study [104] shows that ML can be used for DDoS and intrusion detection also shows the pros and cons of the surveyed mechanism in handling the intrusion detection in SDN networks. Another study [105] analyzes the traffic scheduling problem in the SDN network in a hybrid data centre environment. In this, the edge devices are responsible for the ML-based elephant flow traffic classification. This reduces the burden on the SDN controller. However, the scope is limited it is unable to give the network-wide information having multiple switches and controllers.

A study EUNOIA [106] proposes a system to detect the threat and respond in the SDN system. The framework has multiple modules like data preprocessing, decision making, response system, and predictive data modelling. For predictive data modelling, the system uses the decision tree and random forest algorithms, to monitor malicious and suspicious traffic. Response module works based on alerts. While the decision-making module is responsible for the routing path computation and implements new flow rules for each flow type. The experimental results display high detection accuracy and reduce data preprocessing time. However, if the data is increased from any node then the processing time also jumps up showing degradation in overall performance also the scalability is an issue in this framework.

Another study presents a management framework for classification, anomaly detection, and mitigation within the SDN network. The system works in two phases for classification and detection. First is the lightweight phase in this light computation is done to detect any suspicious or malicious activity. In the second phase, SVM, an ML algorithm, is applied for the classification and abnormal flow detection. Again, the controller requires a lot of processing power to poll all the switches in the network. In [107], propose a scheme using the DL algorithm for the detection of DDoS within an SDN network. The study develops stack autoencoder using the SoftMax classifier and unsupervised deep learning algorithm. The results based on the NSL-KDD dataset shows around f-score 75.76% and 69% accuracy. Again, this technique requires to monitor each packet that limits the controller performance.

A similar study [108] uses deep neural networks in the SDN network for intrusion detection. The author developed the neural network. The network constitutes one input, three hidden, and one output layer. The SDN controller receives data from the switches in the network and sends the data to the detection module. The results using the NSL-KDD data set is about 75.75%. The scalability of SDN has been tried to handle in [109] by proposing the framework called Athena. The main concept of this framework is to implement the detection mechanism not only on the edges but to deploy this at network-wide switches and controllers for better results. Athena doesn’t require special hardware for the deployment of the detection modules. But the framework doesn’t provide adaptive measurement for resource optimization.

C. Detection using MUD

The researchers provide IoT security solutions using MUD as in [110] implement MUD over the OpenFlow switches in the SDN network. In another study, [111] they developed a machine for the detection of anomalous patterns in a MUD compliant network. Also analyzing the IoT network behaviour after volumetric attacks happen in the network. When they compare the results for attack detection with other systems its detection is much superior. Similarly, in [112] translated the MUD policies into the flow rules and implement these policies using SDN technology. The study also showed the limitations of MUD based policies in the context of securing the network. The author in [113] sorted out the validation and integration problems of the MUD profiles with the network. Further, the study validates the MUD profile for each device also makes sure that the profile is confirmed under the organization policy.

D. Prevention using SDN and ML

The ability of the SDN controller to be programmed and change the rules on the fly made it suitable for attack mitigation. As the security notification can be shared across the network. Based on the context flow rules that can be generated and implemented on the edge devices. Also, the anomaly detection capability of the ML technique made it possible to develop the defence system based on the collaboration of ML and SDN. One of the study Drawbridge [114] proposes a framework for ISP used for attack mitigation. The main objective of the framework is to stop the dropping of the customer traffic from the ISP due to heavy load. The detection in the framework is performed at the end devices like switches. The controller and the switches in the ISP share the rules. The responsibility of the validity check of the rules lies on the controller before deploying them on the switches.

In another study proposes the SENSS [115] that offer an interface for the attack mitigation. When the attack happens, the victim sends the information to the controlling body, which is ISP in this case, with all the routes and traffic details. However, the system allows the victim to request for the rerouting the network traffic. In this study, Bohatei [116] the author leverages the strength of network function virtualization (NFV) along with SDN to detect the DDoS attacks. The authors make use of NFV technology to place and start the defence virtual machine at the required location in the network. This developed architecture pushes all the network traffic at these initiated VMs. This framework works for the ISP network. The kind of architecture of ISP provides support to create a service for the customers to defend them from DDoS attacks. After detecting the anomaly in the network another process of estimation starts on the suspicious traffic. This estimation is sent to the resource manager module to find out the number, type, and location for the instantiation of virtual machines. The process is based on a couple of algorithms namely server selection and data centre algorithm used in the data centre. The results show that the system can mitigate the DDoS attacks in one minute. But this put quite a workload on the ISP as it must handle hundreds and thousands of customers.

In other research, [117] a framework is proposed for collaborated defending against the DDoS attacks. In this, the customer requests to ISP to provide the service against the DDoS attack. Upon request, the suspicious flows are sent to the middleboxes for further processing. But the implementation of the said framework has not been done. One of the frameworks proposed called ArOMA [118] it tries to mitigate the DDoS attacks automatically using the SDN strengths like centralized manageability and programmability at the ISP. This framework
brings all the three stages like monitoring, detection, and mitigation against DDoS attacks under one automated umbrella. This framework also enables the collaboration between the customers and ISP to defend against DDoS attacks. The author provided the implementation and evaluation of the proposed framework.

In the research, [119] presented a framework based on the collaboration of SDN and content-based data network (CDN) to manage the high volume video traffic flows. Normally this application is deployed at the controller to get the hidden knowledge of the network like topology end-users to optimize the network. The ISP uses the application to manage the huge traffic emanating from CDN. The CAPTCHA [120] is used for the protection of the services. The server runs these services. The results in this process are based on weak programming of the bots. Also, they believe that the bots cannot perform the IP spoofing which is not the case.

E. IDPS Systems for IoT based on SDN, ML and MUD

IDPS has become a very eye-catching technique especially with the involvement of a new state of art techniques. Fig. 10 shows the integration usage of MUD, SDN, and ML in IDPS of IoT [111]. IoT devices have their local network in which they communicate with each other and also communicate with the Internet through a gateway. The SDN switch manages the flow-table rules dynamically. The MUD engine works with the SDN controller and App. The architecture also contains the MUD collector along with an anomaly detector and IDPS. These elements work combinely to manage the flow-table rules embedded in the switch and also monitor the device activities inside the network [112].

![Diagram of Network Architecture of IoT based on SDN, MUD and ML](redrawn from [111])

In this network architecture, default rules are initially configured in the SDN switch to mirror packets that are intended to use for the device identity. MAC addresses are generally used for the identification of the device. Application for example DHCP contains this MAC of the device and provides MUD-URL which adapts the MUD standard. This is used by the MUD policy engine to discover new IoT devices making a connection with that network. The MUD engine already has a record of discovered devices. The MUD engine retrieves the MUD profile from a MUD file server and stores it till its validity. To be noted here that the manufacturer operates and manages the MUD file server. The MUD policy engine makes the ACLs (access control lists) of the MUD profile into the set of flow rules. The packets intended to be sent are mirrored and send to the IDPS for the inspection. IDPS confirms the traffic that does not follow the MUD specification. Some traffic still can pass to the network by using spoofing techniques. Therefore, an anomaly detector has been used. For these, MUD collector pulls flow counters from the SDN switch, then compute each device’s attributes, and stream them to that anomaly detector. ML is used to learn the policy, anomaly detection, and flow rules for the smooth operations of the whole architecture. ML is also used to train the system to determine the attack flow. The system is also trained by using ML to detect the abnormality of the expected traffic (defined by the MUD profile). This helps the system to detect attacks.

These technologies like SDN, ML, and MUD are getting attention from the researchers and industrialists to be used in intrusion detection systems. This improves the overall performance of the system and able them to meet future challenges. As in [143], the study proposes an IDPS system for the protection of the command and control system for unmanned vehicles (UV). There are attacks like anti-drone and anti-autonomy on these UVs and these attacks disturb their autonomous decision-making system. The system uses a hybrid IDS system approach. Another study [144] more focused on wireless sensor networks shows the need for IDPS system to protect the network from growing cyber-attacks. Further, the author compares the ML and DL approaches in the context of the IDPS. Another paper [121] proposes a secure model for smart cities based on the IDPS and DL approaches. They propose a deep migration learning model and use KDD-CUP 99 data set for the model evaluation. The results show shorter detection time and higher detection efficiency. One of the studies [122] proposes a security model for the IoT devices based on the strength of the SDN network. It combines the power of firewall and IPS to detect anomaly in the network traffic and detect the attack in the IoT network.

A new concept known as Manufacturer Usage Description (MUD) has been used with SDN [111] for intrusion detection. MUD is a device description for its expected behaviour, provided by the vendor. The system based on SDN, MUD, and ML approaches to defend against benign and volumetric attacks in IoT devices. In this study, [112] the author implements the MUD in the SDN network and analyzes the effect of this new technology against the volumetric attacks in IoT networks. A similar work [113] generates MUD profiles based on the behaviour of the device, the work also validates the generated profiles with the organizational policies. Another study [110] presents the MUD implementation in SDN based network. It also shows the implementation scenario in a scalable fashion. An interesting study [123] shows that the MUD is not completely defining the IoT devices, so they propose their security framework with few extensions in a MUD. The author presents their learning model that extracts the IoT device feature by analyzing the network traffic. Based on these features develop a normal behaviour profile of the device. Thus, the claim that the specification of the device using this framework is tighter and clearer.
### TABLE IV. TAXONOMY OF IDPS SYSTEMS FOR IoT BASED ON TECHNOLOGY

| References | SDN | ML | MUD Device profile | Technique | Tools | Remarks |
|------------|-----|----|--------------------|-----------|-------|---------|
| Li, et al. [121] | ✗ | ✗ | ✗ | Migration Learning | ADD-UCF 99, Ubuntu, MATLAB | The IDPS does not consider the resource limitation of the IoT devices. Also, the vulnerabilities of the IoT devices itself. |
| Gonçalves, et al. [122] | ✓ | ✗ | ✗ | NIDS | Snort, Linux, Nmap, QRIS | Use SNMP IDS for detection and prevention is done by SDN. Limiting the system capability for the detection of a few attacks. |
| Hamza [111] | ✓ | ✓ | ✓ | MUD SDN ML | OpenFlow switch, Faucet SDN controller, MUD policy engine | Only focus on MUD implementation rather than the comprehensive security solution for IoT. |
| Hamza [112] | ✓ | ✓ | ✓ | MUD SDN | MUDge PCAP | Only focus on MUD implementation rather than the comprehensive security solution for IoT. |
| Hamza [113] | ✓ | ✓ | ✓ | MUD | MUDge | Only provide proof of concept for the MUD profile generation and did not focus on IoT security. |
| Ranganathan [110] | ✓ | ✓ | ✓ | Splunk MUD | ODL, YANG | The security solution is only able to test the DDoS. Attacks like malware are real threats to IoT devices. |
| Singh, et al. [123] | ✗ | ✗ | ✓ | MUD Clustering Technique | Multitech Conduct LoRa Gateway, Emtus USRP B210 Linux containers, LXD, TShark | Only focus on removing the weakness of the MUD. Did not address how to handle the diverse cyber-attacks on IoT devices. |
| Kumar and Lim [124] | ✓ | ✓ | ✓ | Random Forest k-NN Gaussian Naive Bayes | scikit-learn, Wireshark | Due to the absence of the MUD technique, the solution capability to secure diverse IoT devices is a question mark. |
| Amaneleg, et al. [125] | ✓ | ✓ | ✓ | decision-tree LR LDA KNN CART NB SVC | Skicit-learn Python package CICIDS2017 Dataset | In this solution, scalability will be a major concern. As the number of IoT devices increases there is more processing load on the SDN controller that effects the real-time detection of the system against intrusion detection. |
| Wani and Revathi [126] | ✓ | ✓ | ✓ | BPNN | NSL-KDD Dataset, Ryu Controller | The proposed solution has not been tested in a real-time environment. Also, only a flood attack has been tested, the system performance for another kind of DDoS attacks is not tested. |
| Chang [127] | ✓ | ✓ | ✓ | Self-Organizing Map (SOM) | YANG data model, Mininet, Ryu SDN controller | The proposed solution results are not compared with any other existing detection and prevention system. |
| Wu, et al. [128] | ✓ | ✓ | ✓ | Signature based Device Profile | NS-3 | Effective only against the IDEA attacks. |
| Venkatraman and Surendiran [129] | ✓ | ✓ | ✓ | Automata Technique | Automata controller | The IDS system is designed for the home security systems. |
| Soe, et al. [130] | ✓ | ✓ | ✓ | Correlated-Set Thresholding on gain-ratio (CST-GR) algorithm | Raspberry Pi system, Botnet Dataset | Only works for the known attacks. |
| Putru, et al. [131] | ✓ | ✓ | ✓ | SVM, Blockchain | Raspberry Pi system | This IDS make additional overhead of blockchain. |
| Li, et al. [132] | ✓ | ✓ | ✓ | DL | NSL-KDD, Keras | The system has limitation for the new cyber-attacks. |
| Ferrag, et al. [133] | ✓ | ✓ | ✓ | ML | CICIDS2017, BoT-IoT | Shows little effectiveness on some attacks. |
| Ferrag, et al. [133] | ✓ | ✓ | ✓ | Decision Support heuristic | OPCORIEN JAVA Platform | Does add to the overhead for the IoT devices. |
| Nguyen, et al. [134] | ✓ | ✓ | ✓ | federated learning approach | Kali Linux, tcpdump | The system just talk about the detection but didn’t give much about prevention from such attacks. |
| Cervantes, et al. [135] | ✓ | ✓ | ✓ | Behavior Based | Coja | The study focuses only on sinkhole attack. Need to test against new attacks types. |
| Ekonandari, et al. [136] | ✓ | ✓ | ✓ | Behavior Based | Raspberry Pi 3 model B AGILE gateway software | The work does not describes the overhead and the performance for the IDS system used in the IoT based networks. |
| Bhale, et al. [137] | ✓ | ✓ | ✓ | Device profile | Contiki OS, Coja Simulator | The IDS system just focuses on one type of attack sinkhole attack. Its role against other attacks need to be tested. |
| Babe and Reddy [138] | ✓ | ✓ | ✓ | Specification based | CUPCORIEN JAVA Platform | The IDS can lead to more false positive as compare to signature based technique. |
| Ambili and Jose [139] | ✓ | ✓ | ✓ | Behavior Based Blockchain | IoT Devices | The performance of the IDS system is not very commendable |
| Al-Duwaini, et al. [139] | ✓ | ✓ | ✓ | SIEM | Splunk, SIEM | The IDS system is not compared with other IDS in terms of performance. |
| Mudgerekar, et al. [140] | ✓ | ✓ | ✓ | Anomaly Profile Base | IoT Device | This is system level IDS tailored for IoT devices. But its comparison with network IDS system is not mentioned. |
| Kumar, et al. [141] | ✓ | ✓ | ✓ | ML Decision Tree | UNSW-NB15 data set | Limited for other kind of attacks like zero day attacks. |
| Henzenbacher, et al. [142] | ✓ | ✓ | ✓ | host based | Linux kernel | The system overhead has not been measured. |
EDIMA [124] as an early detection system for the IoT devices. Thus, the system helps in detecting malware in the network, especially for large-scale networks. The system uses an ML algorithm at the edge devices for traffic classification. One of the studies [125] proposes a hierarchical ML approach in the SDN network to reduce processing load at the edge devices for anomaly detection. The results show that the two-level classifier significantly reduce the packet processing at the edge. The research [145] shows the pons and cons of different IDS and IPS systems in the context of cloud computing. The author in [126] presents an IDS system SDIoT-IDS based on SDN for the IoT devices such that the maximum load is taken off from the edge devices. The system is tested only with few attacks like flood attack and ICMP based attacks. Table IV summaries the IDPS systems discussed with addition of the classification of systems based on the technology used in them.

1) Role of SDN, ML AND MUD in IDPS: The IDPS system based on the MUD, ML and SDN become more robust and dynamic. The MUD provides the system first line of defence by verifying the ID and the role of the device within the network. This reduces the threat surface for the IoT devices. The second line of defence, the ML/DL techniques helps not only to detect the established cyber threats but also the unknown threats that can cause the system to malfunction. Finally, the last line of defence is the SDN technology that helps in taking realtime actions to rectify the damage caused by the threats and prevent them to happen again by enforcing new rules and policies within the network. All these layers are shown in the Fig. 11.

2) Performance of IDPS in IoT: Research [127] shows the advantages of using MUD and SDN together against the flood attack in IoT. The results show 98% detection for TCP attacks and 90% detection for UDP attacks. With the introduction of the IoT device profile for the IDPS systems will reduce the attack surface. The [128] study used graph theory to describe the network. They used centralized and malicious node detection (CAMD) IDS. It uses the genetic algorithm to analyze the nodes data gathering behaviour. This node profile helps for the distribution and passive EE/A resistance (DPER) module used as the second part of IDS to lower the Energy Exhaustion attack (EEA). The accuracy for detection is 100%. Also in [142] the author purpose HADES-IoT is a host-based IDS system for the IoT devices. This is a lightweight IDS system that requires very few resources. It defends the IoT devices using profiling techniques. Profiling is performed on every IoT device to detect malware like VPNFilter, Persirai, Marai, and IoTReaper. The results are 100% detection. As there is a serious need for the including MUD in IDPS systems for the end to end security of the IoT devices.

Little work has been on the MUD and its implementation for IoT as the standard is relatively new as compared to other technologies. However, the ML and SDN usage in IDPS systems are showing convincing results. In this research, [130] a lightweight ML-based IDS system has been proposed for the IoT devices. In this, a novel feature selection algorithm has been implemented known as correlated-set thresholding on gain-ratio (CST-GR) algorithm. Giving the detection accuracy of 99.4%. Similarly in [133], the study proposes an intrusion detection system based on tree-based and rule-based classifiers. It uses EP Tree, JRip algorithm, and Forest PA. It shows good performance in the context of accuracy, false alarm, detection rate, and false alarm. The detection is some times vary between 30% to 100% depend on the attack type. Table V summaries the IDPS systems performance based on the detection of specific cyberattacks.

The performance of the IDPS system as shown in Table V is very interesting as few systems show the 100% detection accuracy. As we can see that [128] shows 100% detection accuracy, similarly, in [142] the detection rate is 100% for the latest attacks. However the minimum detection in the current sample is close to 80% depend on the attack type as shown in [140], which is still quite encouraging. Keeping the fact that using the new technologies in the IDPS system made them more dynamic and up to date to handle the upcoming cyber threats, as compared to the conventional techniques that require predefined rules and signatures to identify the threat. The range and application of the IDPS systems were limited. Also, the response to those threats was not real-time and it took long to rectify the system and update it to counter such attacks. As the technology gets more mature the IDPS systems will get more effective and applicable to provide end to end security for IoT networks.

V. OPEN ISSUES, CHALLENGES AND FUTURE RESEARCH DIRECTIONS

In the previous sections, we have reviewed some aspects of the combined use of SDN, ML, and MUD in IDPS of IoT. Together these techniques provide several common research issues in different aspects of IDPS of IoT. In this section, we highlight some of the future research issues and challenges in this domain.

A. End to End Security for IoT using IDPS and SIEM

All the types of IDPS discussed above for the security of the IoT has some drawbacks too. Like network-based, NBA, wireless, and host-based all have different characteristics. Each of the technology can detect a set of attacks that the other cannot. So, if we use multiple types of IDPS together it will produce much better results against the malicious activity. Also, as each IDPS works independently so there is no fear of a single point of failure. But if all the IDPS systems are not integrated then their effectiveness is limited.
| References            | Attacks                                         | Performance |
|-----------------------|------------------------------------------------|-------------|
| Li, et al. [121]      | DoS, Probe                                      | 97.2%       |
| Gonçalves, et al. [122]| Port Scanning, DoS                           | —           |
| Hamza [111]           | port scanning, TCP/UDP/ICMP flooding, ARP spoofing, TCP/SSDP/SNMP reflection | 92.82%     |
| Hamza [113]           | DoS                                            | —           |
| Ranganathan [110]     | DDoS                                           | —           |
| Singh, et al. [123]   | Malicious Nodes                                | —           |
| Kumar and Lim [124]   | Mirai, Hajime, Remaiten, Linux.Wifatch, Brickerbot, Satori, Masuta, Linux.Darlloz, Reaper, Amnesia | 94.44%     |
| Amangele, et al. [125]| Slowloris, Hulk, Golden Eye, Heartbleed, Slowhttpstest, DDOS, BOT | 99%        |
| Wani and Revathi [126]| TCP flood, ICMP Attack                         | 99%         |
| Chang [127]           | TCP SYN Attacks, UDP Attacks                    | 90%         |
| Wu, et al. [128]      | Energy Exhaustion attack (EEA)                 | 100%        |
| Venkatraman and Surendiran [129]| DDoS Hijacking attacks, Zero day attacks Replay attacks | 99.06%     |
| Soe, et al. [130]     | DDoS attacks, probing attacks (reconnaissance), information theft attack | 99.4%      |
| Putra, et al. [131]   | DoS, Man-in-the-middle, Spoofing, Reconnaissance, Replay attacks | —          |
| Li, et al. [132]      | DoS, Probe, R2L, U2R                           | 82.62%      |
| Ferrag, et al. [133]  | DOS, Brute, force, web, Attack, SQL injection  | 30%-100% depend on the attack type |
| Babu and Reddy [138]  | malicious traffic                              | 91%         |
| Nguyen, et al. [134]  | malware, attacks                              | 95.6%       |
| Cervantes, et al. [135]| Sinkhole attack                            | Mobile Devices 75% Fixed Devices 92% |
| Eskandari, et al. [136]| Port, Scanning, HTTP and SSH Brute Force, SYN Flood attacks | 98%        |
| Bhale, et al. [137]   | Sinkhole attacks                               | TPR 95.86%, TNR 94.31% |
| Babu and Reddy [138]  | malicious traffic                              | 91%         |
| Al-Duwairi, et al. [139]| botnet, Attacks, Flood Attack               | —           |
| Madgerikar, et al. [140]| malware, attacks, brute-forcing, DDoS, crypto-mining | 78% - 99% |
| Kumar, et al. [141]   | DoS, attacks, Probe, attacks                   | 88.92%      |
| Breitenbacher, et al. [142]| VPNFilter, IoTReaper                     | 100%        |

The IDPS can be directly or indirectly integrated for overall improved performance. Direct integration involves using multiple IDPS from the same vendor. This integration shows quite an improvement in the accuracy of the system to detect the threats. But this approach has a flaw if any single module failed the whole system will be compromised. To address this issue an indirect integration approach is used to achieve the same result. In this scheme, all types of the IDPS report to one system called security information and event management (SIEM) software [146].

This system can analyze the data from different IDPS and detect the attack more efficiently. To protect the future-critical applications based on IoT requires an end to end security management system. This paradigm requires to orchestrate and manage security across all the connected domains, like connected devices, networks of communication, cloud, apps up to the users. This is only possible by using existing Intrusion Detection and Prevention Systems (IDPS) and Security Incident and Event Management (SIEM).

SIEM [147] can be used to complement to IDPS system.
B. Next Generation Firewall over IDPS

With the advent of ML techniques in IDS and IPS, the predictive mechanism becomes very efficient in changing rules based on previous history. This model helps to detect the unseen attacks. But the scheme fails in the generative policy model, as IDS and IPS generate new policies based on the context. This scenario becomes a challenge for automated and reliable policy-based management systems. Especially in distributed and coordinated systems.

Firewalls in this case use packet information and directly block the suspicious packets rather than to detect and block the attack. But IDS and IPS can handle many unseen attacks that the firewall cannot detect. But at the cost of time and resources. That is not acceptable to the IoT devices having a limited resource. Therefore, a next-generation firewall using ML and SDN approaches to analyze the IP packets for malicious packet detection and block unseen attacks right at the edge before entering into the network will be more efficient and suitable for the IoT-based networks [148].

C. Lack of Intrusion Detection Dataset

The available intrusion detection dataset is not up to the mark for the research predictions as the academic’s research requires proper classification of data. For this reason, the network researcher uses artificial datasets for the network intrusion detection because of the unavailability of the realistic datasets. So, the importance of realistic datasets cannot be undermined for the accurate and more realistic testing and evaluation of the intrusion detection systems. The most common dataset used nowadays are KDD cup 1999 with a new version and NSL-KDD for network-based intrusion detection system [13].

D. Gaps in Machine Learning, SDN and MUD

Deep learning is expected to improve the security of the network, but infect it is also vulnerable to cyber-attacks. As if the input to the DL algorithms is changed the output of the system could be drastically different [149]. As an example, the use of DL in IDPS if the input to these algorithms is changed then the IDPS system will be in the control of the adversaries. Therefore, more investigation and care are required while using deep learning algorithms in critical security applications. One of the issues with the SDN networks is the logically centralized controller. In this context, the attacks on the controller pose a more serious threat over all the networks.

Moreover, the communication channel between the controller and the switch can also be compromised. There are other challenges involved with SDN is scalability and compatibility with the conventional networks [150]. Similarly, MUD also has few weaknesses, as shown in [112], when the MUD translated to the flow rules it has vulnerabilities against the internal and external attacks on the IoT devices. This MUD profile needs to add on a few additional attributes regarding the devices for shortening the attack surface.

E. Usage of Blockchain

Blockchain has revolutionized the cryptocurrency industry. The main design is consisting of the secure distributed database (a.k.a. public ledger) all the participants do their transactions from this. The cryptocurrency like Bitcoin and Ethereum do their transactions in peer to peer architecture. The working principle of blockchain is such that when one peer wants to make a transaction to another peer it makes transaction requests to all the peers in the blockchain network. This way every node gets periodic transaction updates and puts them into a single block. After that, the validation of each block is done by a special consensus algorithm that is executed by special nodes in the network known as miners.

The new IoT emerging applications can take advantage of the secure communication architecture of blockchain [151]. Since in the IoT world more and more devices and sensors need to communicate to provide real-world applications, Blockchain gave a tamper-resistant record allowing the participants to have secure and consistent access. Additionally, the blockchain provides flow management. It provides an efficient way to automate the business and creating smart contracts [152]. IoT takes benefit from blockchain due to the certain feature of the technology;

Decentralization: Due to the decentralized architecture of IoT blockchain suits as a security solution. The default decentralized architecture of IoT solves the problem of single failure and at the same time gives robustness against DoS attacks. Pseudonymity the public keys are the identifications of the nodes in the blockchain. But these Pseudonyms don’t give any information regarding the identity of the node.

Secure Transaction: every transaction send is first signed by the node itself, then it gets verified and validated by the miners. Once this transaction got verified it cannot be altered and whole proof of the traceable events is stored in the network.

F. Software Watermarking

Watermarking is a technique used for software protection from the cyber-attacks [153]. As the algorithms use keywords within the code to produce a key. Further, there are extraction algorithms that extract the key and compare it with the original key to check the amount of tempering in the software. If the tampering reaches to certain threshold the intrusion detection system can take certain action to eliminate the malicious software or block it from further execution. This technique can be used in the intrusion detection and protection systems to enhance the overall system security and reduce the attack surface, especially when used with MUD.

G. Hardware Limitation

The use of IDPS including ML, MUD, and SDN, we need a more sophisticated computational capability, more memory resource, energy or power, etc. However, the smaller IoT devices still have a resource constraint. The IoT network requires more computational power and better network infrastructure to fully benefit from the applications of these latest technologies. Further, the requirements for real-life implementation and real-time monitoring are more resource-demanding approaches in the context of IoT network security. Therefore, more research needs to be performed in the hardware part to include the integrated application of SDN, ML, and MUD for the IDPS in IoT.
VI. Conclusion

This paper discusses the security issues of the Internet of things (IoT) and the role of the Intrusion Detection and Prevention System (IDPS) to address these challenges. These IDPS are not new in network security, whereby many conventional IDPS systems are already being used for security purposes. However, in this study, we focus on IDPS systems based on modern and state of art technologies like Software Defined Network (SDN), Machine Learning (ML) and Manufacturer Usage Development (MUD) techniques. Further, we analyze the application and the effects of the latest IDPS systems on the security of the IoT networks and devices. The new concept of security design is evolving among the researcher communities and industries to provide comprehensive security in IoT networks. MUD is one of the latest standards developed in this direction. This study also analyzes the integration of MUD with IDPS systems to study their effect on network security. For the future of IoT networks, the importance of the IDPS system is irrefutable. Systems like security information and event management (SIEM) and IDPS using the power of modern technology are the future of security in IoT networks.
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