ABSTRACT

Face aging techniques have used generative adversarial networks (GANs) and style transfer learning to transform one’s appearance to look younger/older. Identity is maintained by conditioning these generative networks on a learned vector representation of the source content. In this work, we apply a similar approach to age a speaker’s voice, referred to as ‘voice aging’. We first analyze the classification of a speaker’s age by training a convolutional neural network (CNN) on the speaker’s voice and face data from Common Voice and VoxCeleb datasets. We generate aged voices from style transfer to transform an input spectrogram to various ages and demonstrate our method on a mobile app.

Index Terms—Voice aging, audio-visual, multimodal learning, style transfer, GAN

1. INTRODUCTION

Large-scale audio datasets like Common Voice [1] and video datasets such as VoxCeleb [2, 3] have enabled deep learning neural networks to predict speakers’ ages based on their voice and/or face to varying degrees of granularity and accuracy. Generative adversarial networks (GANs) have been developed to generate younger or older faces conditioned on a source image [4]. These generative models are referred to as face aging. The FaceApp is a mobile application that recently went viral for its face aging and transformations (e.g. emotion, gender, etc.). Since launching in 2017, FaceApp was downloaded by more than an estimated 86 million users worldwide, according to Business Insider in 2019.

In addition to image data, audio of a speaker has also been used alone and in conjunction with visual information for biometric identification, speaker recognition, etc. [5]. For example, segment duration and sound pressure level (SPL) range were shown to be acoustic correlates of speaker age [6]. Cross-modal tasks have also been demonstrated. For example, recognizing face based on voice and vice versa [7,8]. Voice impersonation [9] or voice conversion [10] using generative adversarial networks has also been studied.

Our voice aging method generates audio conditioned on a target age by using style transfer of a CNN based on audio and audio-visual data. Our main contributions include:

1. Annotated VoxCeleb1 data with age based on YouTube video information and celebrity birth date;
2. Trained audio and audio-visual age classification VANN neural networks based on speaker voice and face;
3. Translated voice from young to old and old to young via CycleGAN style transfer.

2. BACKGROUND AND RELATED WORK

While perhaps less noticeable than facial features, our voices change as we age, especially noticeable from youth as our hormone levels change and larynx grows [11,12]. There is also evidence of voice changing in adulthood as a consequence of losing muscle mass, thinning mucous membranes, lessening lung capacity, and changing voice box [13]. These differences in voice aging can be caused by vocal cord atrophy or bowing known as presbyphonia or presbylaryngeal [13,14]. Aging voice has also been shown to impact the performance of speech recognition systems, highlighting a need for software to account for this change [15,16].

Figure 1. We use CycleGAN transfer learning to age a voice from young to old (top row) or old to young (bottom row). A desired target age can be given or predicted based on the target speaker’s face and voice using our Voice Aging Neural Network (VANN). We evaluate our method using VoxCeleb1 and develop a mobile app for data collection and playback.
Biometric identification: recognition systems have been developed to identify individuals based on such audio and visual traits. Identification systems commonly use biometrics such as face recognition and voice identification and must be aware of their dynamic nature as they change over time. To predict demographics of the speaker such as gender, age, and ethnicity, features from audio [17], visual [18], and audio-visual [7, 19] information have been studied.

Style transfer learning: takes a source and target image and generates an output image resembling the source but styled as the target image [20]. One approach for image style transfer has been to use Convolutional Neural Networks (CNNs) [21]. Style transfer is similar to GANs as they both generate outputs to minimize loss. The difference lies in the objective loss – for GANs, it is realism; for style transfer it is based on content, style, and total variation loss.

Face transformation: face aging research has been achieved by using the encoded vector representation of the subject’s face as an input into the generator, along with the desired age. The objective is to obtain a face transformation while conditioning on the source identity [4]. Conditional adversarial autoencoders have been used [22], as well as realistic neural talking head models that use few shot adversarial learning and encoded facial landmarks [23].

Audio transformation: research has been conducted to evaluate the impact of voice aging on Automatic Speech Recognition [15, 16] and its consideration for medical diagnosis [13, 14]. Statistics of “auditory textures” have also been used to classify environmental acoustic events (e.g. water, rain, fire, etc.) assuming stationarity. Synthetic signals can emulate these sounds by matching the statistics of the textures [24, 25, 26]. Audio based style transfers have also been performed on spectrograms [27, 28] as well as GANs [29, 30].

3. TECHNICAL APPROACH

We use a multimodal CNN (Fig. 3) and CycleGAN (Fig. 5) for voice aging with age prediction and style transfer.

3.1. Datasets

The Common Voice [11] dataset was used to test age classification using voice alone as the dataset is audio only. It is comprised of a short sentence being read, only a few seconds in length. Each speaker has associated age, gender, and nationality metadata. VoxCeleb1 [2] was used to test audio and audio-visual age classification and voice aging. Unlike Common Voice, VoxCeleb1 does not have age metadata associated with the video data. We annotate age for each video based on celebrity birthday and YouTube video recorded date obtained from the title, description, or published date. Below is a distribution of the VoxCeleb1 data by age (Fig. 2).

Note that some of the VoxCeleb1 videos are no longer available, because the YouTube account associated with the video has been terminated, the video contains content that has been blocked on copyright grounds, or the video is private. This accounted for approximately 8% of possible videos.

3.2. Audio-visual age classification

A desired target age can be given or predicted based on the target speaker’s face and voice using our Voice Aging Neural Network (VANN). Our audio-based variant VANN-A, shown in Fig. 3, consists of a single convolutional layer followed by two dense layers with feature normalization. It is trained on mel-scaled spectrograms for audio intervals of 0.24 seconds and performs optimally on our classification tasks (Table 1).

Results: while initial results suggest a benefit from audio-visual age prediction based on face and voice and form a basis for voice aging style transfer, there remain areas for improvement. Fixing imbalanced data as shown in Fig. 2 may further improve our neural network’s ability to distinguish between granular age classes (Fig. 4). Furthermore, feature engineering to split training and test sets by age and/or ethnicity as well as an ablative study for model selection with deeper and sequential layers are other areas for future work.

3.3. Voice aging style transfer

Pre-processing: our research goal is to apply the concept of GAN style transfer to human voices to make them sound older or younger. Voice data can be composed of three dimensions of frequency, amplitude, and time, and can be well represented through spectrograms. During pre-processing, audio intervals from VoxCeleb videos are converted into spectrogram images to serve as input data into a CycleGAN trained from existing voice data. VoxCeleb’s voice data is split into several wav files of 0.24 seconds, about the length of a syllable, with each interval converted into a mel-spectrogram.
Ground truth age labels are prepared from VoxCeleb videos based on celebrity birthday and video recorded date. Cropped images of faces and intervals of audio converted into mel-scaled spectrogram are input into our multimodal CNN, referred to as Voice Aging Neural Network (VANN). Classification is used for A, B and ≤25, 26-50, 51-75, and >75 years old.

![Fig. 3](image)

**Fig. 3.** Ground truth age labels are prepared from VoxCeleb videos based on celebrity birthday and video recorded date. Cropped images of faces [7] and intervals of audio converted into mel-scaled spectrogram are input into our multimodal CNN, referred to as Voice Aging Neural Network (VANN). Classification is used for A, B and ≤25, 26-50, 51-75, and >75 years old.

### Age Estimation Accuracy (Acc) by Method and Input

| Class by age range every 10 yr | A, B | In | 25 yr | 25 yr | A, B |
|--------------------------------|------|----|-------|-------|------|
| Method                        |      |    |       |       |      |
| K-Nearest Neighbors          | A    | 20.2% | 36.8% | 62.6% |
| Linear SVM                    | A    | 14.1% | 23.3% | 58.1% |
| SoundNet8 [31]               | A    | 19.3% | 45.9% | 67.1% |
| VANN-A (Ours)                | A    | 24.7% | 45.9% | 71.0% |
| ImageNet [32]                | V    | 24.7% | 50.0% | 57.4% |
| VANN-V (Ours)                | V    | 22.3% | 50.2% | 77.4% |
| VANN-AV Cat (Ours)           | AV   | 24.7% | 46.0% | 70.4% |
| VANN-AV MFB (Ours)           | AV   | **26.1%** | **52.7%** | **80.4%** |

Table 1. Datasets were trained for 15, 30, and 45 videos per VoxCeleb totaling 18,157 (82%), 36,312 (90%), and 54,460 (93%) pairs of face and voice data. The hold out test set consisted of 4,000 pairs. Training was done on a Titan X GPU for 40 epochs and batch size of 32. A ≤ 25 and B > 60. Our methods (bold-faced) perform at least equally well or better than other alternatives.

To create images that are the same height and width to use as input into a CycleGAN, the frequency y-axis length and time x-axis are defined as 128 by 128 pixels. The amplitudes are converted into RGB-dimensional color values. Each RGB value generated in Equation 1 is changed to a natural number less than 256, discarding all digits after the decimal point.

\[
S(x, y) = \log(\text{amplitude}(x, y)) \times \text{scale} \tag{1}
\]

where Green(x,y) = \((S(x, y) \mod 256^2)/256\), Red(x,y) = \(S(x, y)/256^2\), and Blue(x,y) = \((S(x, y) \mod 256)\). In order to make the change in amplitude as homogeneous as possible, log is used as the amplitude. By taking the inverse function of the generated image data again, it can be easily converted into an original audio file with a slight loss due to conversions and reconstruction.

**Fig. 4.** Confusion matrices of age classification based on face and voice data. (Left) Young, A and old, B form the basis for CycleGAN voice aging. (Right) Incorrect predictions of age classes 26-75 may be due to insufficient or imbalanced data.

**Table 1.** Datasets were trained for 15, 30, and 45 videos per VoxCeleb totaling 18,157 (82%), 36,312 (90%), and 54,460 (93%) pairs of face and voice data. The hold out test set consisted of 4,000 pairs. Training was done on a Titan X GPU for 40 epochs and batch size of 32. A ≤ 25 and B > 60. Our methods (bold-faced) perform at least equally well or better than other alternatives.

### Training

1. Generator \(G\) ages the spectrogram image of a young person \((A \leq 25\text{ yrs})\) into a spectrogram image of the old age \((B > 60\text{ yrs})\).
2. Generator \(F\) ages the spectrogram image of old age \((B > 60)\) into the spectrogram image of young man \((A \leq 25\text{ yrs})\).
3. Discriminator \(D_A\) distinguishes the authenticity of A.
4. Discriminator \(D_B\) distinguishes the authenticity of B.
Fig. 5. We use a CycleGAN to perform voice-to-voice translations from young A (18-25) to old B (above 60) and vice versa. It is trained for 50 epochs on 0.24 second audio intervals from VoxCeleb1 video dataset. CycleGAN maintains source content by relying on pixel-wise loss while transforming between similar domains, making it a suitable approach for our voice aging task.

Fig. 6. Our voice aging app demonstrates the ability of a user to record their voice and playback their younger and older self. Recorded audio is sent to a server for spectrogram processing and age translation.

Our CycleGAN model is implemented by letting $G$ generate B from A and then again $F$ to generate the data as A. Fig. 5 displays generated images at iteration 1 and 41 as well as discriminator, generator, and cycle losses over 50 epochs of training. By using this trained model, the voice recorded in a mobile app (Fig. 6) is sent to a server where this model is uploaded, processed, and aged to make the voice older or younger. The app can also be used in the future for additional data collection and training.

4. CONCLUSION AND FUTURE WORK

Like face aging research, we apply a generative spectrogram-to-spectrogram translation to age a speaker’s voice, we refer to as voice aging. Given a target face and voice, we predict the desired age based on our trained voice aging convolutional neural network, called VANN. With audio-visual prediction of target age, we use this to form a basis for voice aging where we generate aged voices using style transfer to transform an input spectrogram to various ages. Our models are trained and evaluated on speaker data from Common Voice and VoxCeleb datasets. We demonstrate the application of our method on a mobile app sends and receives recorded audio to a server for spectrogram processing, style transfer, and playback.

Future work: while initial results suggest promising results from our voice aging network, there are areas for further research. For instance, fixing insufficient or imbalanced datasets by using a number of additional audio-visual datasets such as Lip Reading Datasets (LRW, LRS2, LRS3), VoxCeleb2 containing about 5,000 more speakers than VoxCeleb1, MIT Mobile Device Speaker Verification Corpus (33), and speaker-independent audio-visual dataset for speech separation (34). Also, feature engineering to split these datasets by age and/or ethnicity as well as evaluating against other deep learning models with more layers and recurrent structures are other areas for future work. Further investigation into age prediction accuracy and generation should be explored to enable more granular age prediction and aging.
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