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Robustness of many-body localization in the presence of dissipation
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Many-body localization (MBL) has emerged as a novel paradigm for robust ergodicity breaking in closed quantum many-body systems. However, it is not yet clear to which extent MBL survives in the presence of dissipative processes induced by the coupling to an environment. Here we study heating and ergodicity for a paradigmatic MBL system—an interacting fermionic chain subject to quenched disorder—in the presence of dephasing. We find that, even though the system is eventually driven into an infinite-temperature state, heating as monitored by the von Neumann entropy can progress logarithmically slowly, implying exponentially large time scales for relaxation. This slow loss of memory of initial conditions make signatures of non-ergodicity visible over a long, but transient, time regime. We point out a potential controlled realization of the considered setup with cold atomic gases held in optical lattices.

Introduction.— Within statistical physics thermodynamic systems relax to thermal states which are independent of their initial conditions [1][3]. There exist, however, generic many-body systems violating this paradigm, for example classical glasses [4][5]. Recently, many-body localization (MBL) has emerged as a novel prototype for robust quantum ergodicity breaking [6][8] which has attracted a lot of interest [9][13]. While experiments have indeed demonstrated ergodicity breaking compatible with MBL [14][16], a significant challenge remains: it is not clear whether the imperfect isolation from the environment will eventually induce ergodicity on long time scales and therefore destroy the MBL state.

Here we address the associated open question: what survives of MBL in the presence of dissipation? For that purpose we study the dynamics in a paradigmatic MBL system [13], a chain of interacting fermions subject to disorder, in the presence of a Markovian particle-number preserving bath. We find that dissipation leads in the long-time limit to infinite heating and therefore destroys the MBL phase. Most importantly, however, the heating dynamics itself is extremely slow. In particular, the system’s entropy increases only logarithmically in time, implying exponentially large relaxation time scales.

Moreover, we show that this slow heating is reflected in the dynamics of the spin imbalance that has already been measured experimentally in related systems [14][15]. This means that there is a large time window where the non-ergodic character of MBL becomes apparent, before ultimate relaxation to the trivial infinite temperature state. A further signature of this slow relaxing regime is a pattern of emissions into the bath that is intermittent both in space and in time. We provide an outlook on how the reported phenomena can be observed experimentally with cold atoms. In this context, we show that the diagonal entropy [17] exhibits the same qualitative properties as the full entropy with the advantage that it is much easier to access experimentally.

Model.— We study the influence of dissipation for a paradigmatic MBL system, an open chain of interacting fermions in a random potential, with Hamiltonian

\[ H = -J \sum_{l=1}^{N} \left( c_l^\dagger c_{l+1} + c_{l+1}^\dagger c_l \right) + V \sum_{l=1}^{N} n_l n_{l+1} + 2 \sum_{l=1}^{N} h_l n_l, \]

(1)

where \( c_l^\dagger \) creates a fermion on site \( l = 1, \ldots, N \) with \( N \) the number of lattice sites, \( n_l = c_l^\dagger c_l \) is the local number operator, and the local random potentials \( h_l \in [-h, h] \) are drawn from uncorrelated uniform distributions. This model exhibits many-body localization transition at infinite temperature [8][15][19], and potentially a many-body mobility edge for decreasing energy density [18][19] (whose existence has been questioned [20]).

We study ergodicity of the MBL system in Eq. (1) in the presence of a Markovian particle-number preserving bath which can be interpreted as a structureless environment allowing for energy exchange at all scales. Specifically, we consider a scenario where the full dynamics of the system can be described within a quantum Master equation of Lindblad form [21][22]

\[ \dot{\rho}(t) = -i [H, \rho(t)] + \gamma \sum_{l=1}^{N} \left[ n_l \rho(t) n_l - \frac{1}{2} \{ n_l, \rho(t) \} \right], \]

(2)

where \( \rho \) is the system’s density matrix and \( \gamma \geq 0 \) sets the coupling to the bath. As initial state we choose a charge-density wave type state \( |\psi_0\rangle = |1010 \ldots 10\rangle \), \( \rho(t = 0) = |\psi_0\rangle \langle \psi_0| \), with every second lattice site occupied, which is of particular experimental importance [13][16]. Below we discuss the experimental relevance of this model system.

For Anderson insulators the coupling to low-temperature heat baths induces a nonzero, but highly suppressed, conductance in the context of variable-range hopping [23]. The Markovian bath considered in Eq. (2), however, is fundamentally different in that it allows energy exchange at all scales, not just within a small low-temperature window, thereby providing a reservoir to overcome any desired energy mismatch. Still disorder is capable of increasing the lifetime of edge modes substantially [24]. Moreover, Anderson-localized systems in the
presence of dissipation display heterogenous relaxation dynamics \cite{25}. The broadening of local spectra in MBL systems due to low-temperature baths has been studied recently \cite{26} and the persistence of MBL for small non-thermodynamic baths has been discussed in Refs. \cite{27,28,29}. In \cite{30} it was shown that dephasing always induces diffusive transport in the steady-state of the considered system in its metallic phase.

**Entropy.**— We quantify the heating induced by the bath via the von Neumann entropy $S(t) = -\langle \text{Tr} \{ \rho(t) \log(\rho(t)) \} \rangle$ averaged over disorder realizations (where $k_B = 1$). While the initial state is pure, dissipation will, by information transfer to the environment, lead to a mixed state of the fermionic chain with a nonzero entropy. In Fig. 1 we summarize our main results on $S(t)$ obtained by numerical integration of the Master equation \cite{2,31,32} for systems up to $N = 8$ sites and 100 realizations of the disorder. (We emphasize already at this point that the finite-size dependence of the studied quantities is very weak, see also Fig. 2.)

For weak disorder, corresponding to the ergodic phase of the Hamiltonian $H$ \cite{8,18,19}, the entropy saturates quickly to its infinite-temperature value $S_\infty$. In contrast, in the presence of strong disorder an extended temporal regime of slow growth emerges; see Fig. 1(a). Remarkably, the entropy at weak system-bath coupling, $\gamma/J \lesssim 1$, exhibits a collapse for $t \gg \gamma^{-1}$ when rescaling the time axis by $\gamma$: see Fig. 1(b). Thus, for the investigated parameter regime, the entropy $S(t)$ depends on $\gamma$ only parametrically. In particular, the rate of the entropic growth, i.e. the heating itself, is independent of $\gamma$. Importantly, this rate is only set by the disorder strength. As we show in Fig. 1(c), rescaling $S(t)$ by $\sqrt{h/J}$, we find that the entropies for different $h$ collapse onto each other up to times where they start to saturate towards their steady state value $S_\infty$. Within our numerics we find that the respective growth is logarithmically slow as can be seen from Figs. 1(b) and (c). In particular, increasing the disorder strength, the temporal region of logarithmic dependence can be extended up to two decades, as for example in Fig. 1(c). As a consequence of this analysis, we conclude that $S(t)$ exhibits the following general form for times $t \gg \gamma^{-1}$ but before saturation

$$S(t) \propto \sqrt{J/h} \log(\gamma t).$$

This slow heating is remarkable: the Markovian bath can in principle provide any desired energy to overcome off-resonant hopping processes; however, our numerics suggest that these hopping processes are highly suppressed.

We now consider the dependence on $N$, see Fig. 2(a). The steady state entropy $S_\infty +$ is easy to obtain: since the steady state is the identity, i.e. $\rho(t \to \infty) = \mathbb{1}$, $S_\infty = \log N$ is determined by the total number of accessible states $N$, with $N = N!/(N/2)!^2$ at half-filling. For large $N$, $S_\infty = N \log(2)$ as expected. This matches perfectly the numerically obtained values, see inset in Fig. 2(a) where we show the normalized entropy density, $s(t) = S(t)/S_\infty$, for different sizes $N$. Overall, we find that the finite-size dependence is weak and affects only marginally the temporal evolution of the studied quantities including the entropy. We attribute this weak dependence to the character of heating which occurs locally and not via the excitation of long-wavelength modes (see also the discussion at the end of the article).

The time for approaching stationarity becomes large in the strongly disordered regime due to the slow logarithmic growth. We can extract a timescale $\tau$ without assumptions on the functional form $S(t)$ from $\tau = \int_0^\infty \text{d}t \left[ 1 - S(t)/S_\infty \right]$, which is finite as long as relaxation goes faster than $1/t$. The growth of $S(t)$ is logarithmic for intermediate times, but saturation to $S_\infty$ is much faster, leading to a finite $\tau$. In Fig. 2(a) we show the obtained $\tau$ for different disorder strengths and system sizes. From the observed scaling in Fig. 2(c) it is possible to obtain an estimate of the relaxation time scale: Assuming the general form \cite{3} for the entropy, we have that $\tau$ is set by the time where $S(\tau) \approx N \log(2)$, which gives $\tau \sim \gamma^{-1} e^{\sqrt{J/h_0}}$, where $h_0$ is the disorder strength.
In the main figure the asymptotic large time behavior is determined by the system, we now study its ergodic properties. In the absence of dissipation the system loses memory of the initial conditions. As has been done in recent experiments [14–16] we quantify this memory via the imbalance

\[ I(t) = \frac{N_o(t) - N_e(t)}{N_o(t) + N_e(t)}, \tag{4} \]

with \( N_o \) (\( N_e \)) the number of fermions in odd (even) sites. Note that \( I(t) \) has an additional deep relation to a generalization of the Anderson localization length to many-body Hilbert space [33]: \( \mathcal{D}(t) = (N/2)[1 - I(t)] \) with \( \mathcal{D}(t) \) quantifying the mean Hamming distance the system departs from its initial Fock state \( |\psi_0\rangle \).

In Fig. 2(b) we show the imbalance for large disorder, such that the closed system is in the MBL phase. We see from the inset that for times up to \( \gamma^{-1} \), the imbalance closely follows the coherent evolution. In contrast to the closed nonergodic system where \( I(t \to \infty) > 0 \), in the presence dissipation the system loses memory of the initial state for times \( t > \gamma^{-1} \). We find that the long-time behavior is approximately a stretched exponential

\[ I(t) \xrightarrow{t \to \infty} e^{-\mu \gamma^\alpha}, \tag{5} \]

thus slower than exponential (which is characteristic of time-correlators in systems with slow relaxation [31]).

Remarkably, the dependence of the imbalance on the system-bath coupling \( \gamma \) is again only parametric as it can be absorbed into a rescaling of the time. At the longest times simulated, \( t \gtrsim 10^2 \gamma^{-1} \), one sees deviation from the stretched exponential scaling. Whether this is a consequence of the finite size of our system we cannot address on the basis of our methodology.

**Connection to experiment and in situ monitoring of MBL.** — The physics discussed here is observable in experiments on lattice gases of ultracold atoms, see e.g. Ref. [14] where MBL was explored with fermions in an instance of the Aubry-André model. Due to the robustness of MBL phenomena we expect that with dissipation the physics will be similar to our simplified model, Eqs. (1–2), which can be thought of as a Fermi-Hubbard model with long-range interactions (see e.g. Ref. [34]).

In current experiments [14–16] a readout of the positions of the excitations is usually performed, giving access to the diagonal elements of the density matrix (in the Fock basis). The diagonal entropy \( S_d(t) = \sum_n \rho_{nn}(t) \log \rho_{nn}(t) \) is then computable and gives an upper bound for \( S(t) \). Notice that the generic basis chosen for \( S_d(t) \) is the basis of eigenstates of the Hamiltonian. Importantly, in the regime of strong disorder this eigenbasis is close to the Fock basis [9]. This gives a good estimate of the true entropy \( S(t) \), see Fig. 3(a). In particular, in the inset we compare the time scale \( \tau_d \) obtained with \( S_d(t) \) with \( \tau \) obtained above, cf. Fig. 2(a), through the ratio \( r_\tau = \tau / \tau_d \). We find \( r_\tau \approx 1 \) in the MBL regime. This can be understood from the sketch of the evolution of \( \rho(t) \) in the Fock basis shown in Fig. 2(c). Coherences are established due to \( H \) over times \( t \leq 1/\gamma \). For small \( h \) such a superposition is over many Fock states, subsequently transformed into a mixture rapidly approaching \( \rho(t \to \infty) = 1 \). For large \( h \), in contrast, \( H \) is inefficient in creating large superpositions, and the resultant diagonal density matrix due to dephasing is far from the identity. Subsequent evolution can be regarded as happening only on the diagonal elements, gradually mixing towards the eventual \( \rho(t \to \infty) = 1 \). This difference in the spreading...
of the superposition formed by $H$ is responsible for how well $S(t)$ can be approximated with $S_d(t)$.

Importantly, dissipation as introduced in Eq. (2) emerges naturally in cold atom lattice experiments. The underlying mechanism is that of off-resonant scattering of photons from the laser field that forms the lattice trapping potential. As shown in Ref. 35, this leads directly to the dissipator in Eq. (2) when considering the dynamics of fermions in the lowest band of the lattice. The rate $\gamma$ is then controlled by the detuning and strength of the trapping laser. In principle, it is possible to record scattered photons giving the opportunity for observing MBL related phenomena in situ. This can be efficiently simulated via quantum jump Monte Carlo 36–38. In Fig. 3(b) we show the site-resolved photon signal from simulated quantum jump trajectories. The MBL phase is characterized by intermittent emissions. Although the dissipation acts with the same rate on each site the probability of an emission is proportional to the occupation number of emissions on site $i$, we define $\chi(t)$ if $\nu(t)$ denotes the accumulated number of emissions on site $i$ up to time $t$, we define $\chi(t) = \left< \sum_i [\nu_i(t) - \langle \nu_i(t) \rangle]^2 / (\langle N \rangle t) \right>$, where the mean is taken over many trajectories and for a fixed realisation of the disorder. While $\chi(t)$ quickly saturates in the ergodic phase, on the MBL side it grows slowly as indicative of pronounced time correlations in the emissions, see Fig. 3(c). The saturation value $\chi^{(s)}$ displays a very different behavior on the ergodic side where it is close to zero, and the MBL side, where it shows a rapid increase with the disorder strength (see inset). It is important to note that the overall emission rate is the same in the ergodic and MBL sides: the rate of emissions is controlled by $H_{\text{eff}} = H - i g \sum_i \nu_i$, and since density is conserved overall emissions are simply a Poisson process with constant rate $\gamma N/2$, and therefore independent of $H$. It is the spatial pattern of emissions, as in Fig. 3(b), that is sensitive to $H$ and gives a clear indication of the slow evolution and long correlation times associated to MBL dynamics.

Discussion.—The physical picture for the observed slow heating is the following. For strong disorder, $H$ of Eq. (1) is known to have a representation $H = \sum_i \varepsilon_i \nu_i + \sum_{lm} K_{lm} \nu_l \nu_m + \ldots$ in terms of local integrals of motion $\nu_l = Z_l \nu_l + O(J/W, U/W)$ perturbatively connected to the bare occupations $n_i$, where $Z_i \lesssim 1$, and energies $\varepsilon_i$ and couplings $K_{lm}$ are functions of the parameters of the original Hamiltonian 13. In this regime, the jump operators $\nu_l$ in the Master equation (2) almost commute with the local integrals of motion, $[n_l, \nu_l] = O(J/W, U/W)$, the influence of the bath is weak, and at infinite disorder heating is completely absent. This is indeed seen in the emission behaviour of individual trajectories, cf. Fig. 3. Furthermore, in this regime and in the weak coupling limit, $\gamma \to 0$, quantum jumps can be considered independent such that between two jumps the free evolution dominantly leads to dephasing, making the density matrix approximately diagonal in the basis of the local integrals of motion. A quantum jump then only slightly perturbs the state of the system because projecting onto local occupation numbers does not fully project onto the local integrals of motion. This slight mismatch between local integrals of motion and local occupations implies that the quantum jumps only weakly perturb the system and therefore only slightly increase the system’s energy. This then leads to the slow heating observed numerically.
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