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A framework is presented for carrying out simulations of equilibrium systems in the microcanonical ensemble using annealing in an energy ceiling. The framework encompasses an equilibrium version of simulated annealing, population annealing and hybrid algorithms that interpolate between these extremes. These equilibrium, microcanonical annealing algorithms are applied to the thermal first-order transition in the 20-state, two-dimensional Potts model. All of these algorithms are observed to perform well at the first-order transition though for the system sizes studied here, equilibrium simulated annealing is most efficient.

I. INTRODUCTION

First-order phase transitions occur in a variety of systems and are characterized by a discontinuous first derivative in the free energy and phase coexistence at the transition temperature. These characteristics pose difficulties for typical canonical ensemble Monte Carlo simulations because the transition rate between the coexisting phases decreases exponentially in system size at the transition temperature leading to exponential slowing.

Exponential slowing can be substantially reduced using multi-canonical [1] or Wang-Landau [2, 3] methods. A related means for reducing exponential slowing is to simulate the system in the microcanonical ensemble [4] rather than the canonical ensemble. For a temperature-driven, first-order phase transition, the coexisting phases will have distinct energies. Configurations with energies between the coexisting values of the energy possess domains of both phases separated by an interface and are very improbable in the canonical ensemble. In the microcanonical ensemble, however, a droplet of a minority phase is stable at energies between the energies of the two coexisting phases, and so simulations can be carried out relatively efficiently at any energy in the coexistence region and exponential slowing is much reduced. Nonetheless, in the microcanonical ensemble, there remains two or more barriers associated with condensation/evaporation [3, 5, 6] transitions at the ends of the coexistence regions and, depending on the geometry of the system, also transitions in the topology of the growing droplet [7] so that exponential slowing cannot be entirely eliminated.

In this paper we introduce a class of microcanonical Monte Carlo annealing algorithms and show that they are effective for simulating the strong first-order transition in large-q Potts models. These algorithms are related to the well-known simulated annealing [8] algorithm but with two important differences. First, annealing is carried out in energy rather than temperature, that is, we do microcanonical annealing. Second, we introduce an additional resampling step in the annealing process in order to properly sample the equilibrium ensemble at every energy. One of the algorithms in this class that is studied here is a microcanonical version of population annealing [9, 11].

The purpose of annealing in the current setting differs from the usual objective of finding ground states or sampling thermal states for systems with rough free energy landscapes. Here, microcanonical annealing is used to collect data at all energies in order to use reweighting to efficiently extract results at the transition temperature in the canonical ensemble.

Simulated annealing [8] consists of initializing a system at high temperature where equilibration using MCMC is easy, and gradually cooling the system following an annealing schedule that specifies a sequence of temperatures and number of MCMC sweeps at each temperature. The...
goal of simulated annealing is to find the ground state
and, in its standard form, it is not a suitable algorithm
for sampling equilibrium states. Equilibrium simulated
annealing used here differs from standard simulated an-
nealing in the choice of the starting configuration at the
beginning of each annealing step. In standard simulated
annealing, the initial configuration at a new tempera-
ture is the final configuration generated by the MCMC
at the previous temperature. Note that this procedure
is not well-defined in the energy ceiling ensemble since
the last configuration generated by the MCMC may not
be allowed at the new energy. In equilibrium simulated
annealing, the new configuration is randomly sampled
with appropriate weights for the new annealing step from
the set of configurations generated by the MCMC at the
previous annealing step. In the energy ceiling ensemble
these weights are equal and the new state is randomly
and uniformly chosen from the configurations generated
at the previous energy that satisfy the new energy ceil-
ing. Thus, to go from one annealing step to the next we
“resample” (or, more correctly, “subsample”) from the
configurations generated at the previous step.

If multiple replicas of the system are simultaneously
annealed, resampling can also be done among the set of
replicas. The resulting scheme is population annealing
and is an example of a sequential Monte Carlo [10] algorithm. Population annealing in the canoni-
cale ensemble is an effective tool for simulating equilib-
rium systems with rough free energy landscapes, such
as spin glasses [13–15]. Canonical population an-
nealing has been applied to the first-order transition in
Potts models [18]. In microcanonical population anneal-
ing, resampling consists of discarding replicas that do not
satisfy the new energy ceiling and making copies of those
that do satisfy the new ceiling so that the population size
remains constant. ‘Microcanonical’ annealing in density
rather than energy has been used to study hard sphere
fluids [11]. Microcanonical population annealing is very
similar to nested sampling [19]. Finally, we introduce a
class of algorithms that interpolate between equilibrium
simulated annealing and population annealing. In these
“hybrid” annealing algorithms, multiple replicas are an-
nealed and resampling is done from the union of time
series of each replica.

Annealing in the energy ceiling ensemble provides a di-
rect measurement of the entropy, which can be used to
calculate the canonical free energy and partition function,
thus giving access to canonical ensemble observables at
any temperature. The entropy or free energy can also be
used to perform weighted averages over several simula-
tion runs, reducing both statistical and systematic errors
of observables in the microcanonical or canonical ensem-
bles [10].

The primary goal of the paper is to introduce the equi-
lbrium microcanonical annealing framework and test the
performance of these algorithms for strong first-order transi-
tions. A secondary goal is to obtain high precision
results for the finite-size, two-dimensional, 20-state
Potts model. The paper is organized as follows. In Sec.
II we present the microcanonical annealing algorithms
used in the simulations. In Sec. III we define the q-state
Potts model and the observables studied in the simula-
tions. Section IV gives details of the simulations and
in Sec. V we present results from the simulations. The
paper closes with a discussion in Sec. VI.

II. EQUILIBRIUM MICROCANONICAL
ANNEALING

In this section we present a general framework for equi-
lbrium microcanonical annealing. Two limiting cases of
this framework are population annealing and equilibrium
simulated annealing. In all cases we have an “annealing
schedule” that consists of a sequence of energy ceilings
\( \{E^{(k)}\} \) and number of MCMC sweeps, \( n_s(E^{(k)}) \) that are
worked out at each energy ceiling. We study these algo-
rithms in the context of the Potts model, which has a
bounded, discrete set of energy levels. For such systems
the annealing schedule is naturally chosen as the set of
energy levels of the system and annealing is carried out
from the highest energy level to the ground state. In the
following discussion the parenthetical superscript ‘(k)’ is
suppressed.

Microcanonical annealing directly simulates the energy
ceiling ensemble in which all configurations with energies
less than or equal to the energy ceiling, \( E \) are equally
probable. In general, microcanonical annealing works
with a population of replicates of the system that repre-
sent the energy ceiling ensemble. Each annealing step is
carried out in two stages. In the first stage a population
of \( R \) replicas of the system is updated using a MCMC
updating procedure designed to equilibrate to the energy
celling ensemble. During the course of this updating a
pool of \( R^* \) replicas of the system is saved where, gene-
 rally, \( R^* \geq R \geq 1 \).

The MCMC procedure used here is a single-spin-flip
algorithm. The proposed update consists of flipping a
randomly chosen spin. Suppose that the initial spin state
is \( \alpha \) and the final spin state is \( \gamma \) with energy \( E_\gamma \). The
acceptance probability, \( P(\alpha \rightarrow \gamma) \) of the proposed move is given by,

\[
P(\alpha \rightarrow \gamma) = \begin{cases} 1 & E_\gamma \leq E \\ 0 & E_\gamma > E. \end{cases}
\]

This MCMC algorithm is carried out for \( n_s(E) \) sweeps
on each replica, where a sweep consists of \( N \) updates
and \( N \) is the number of spins in the system. Clearly, this
algorithm satisfies detailed balance with respect to the
energy ceiling ensemble. If, in addition, the algorithm is
ergodic, that is, all configurations of the system can be
reached from one another via a series of updates, then
the algorithm will converge to the desired energy ceil-
ing ensemble. However, it is evident that this algorithm
is not ergodic for all ceiling energies. For example, for

Ising-Potts models with $E$ sufficiently near the ground state, it is not possible to go from one ordered state to another and remain below the ceiling via single spin flip moves. Nonetheless, full coverage of configuration space and accurate equilibrium results can be obtained either by using a population of replicas of the system as is done in population annealing and/or by combining multiple independent runs as is done in equilibrium simulated annealing.

The second stage of microcanonical annealing consists of resampling with replacement from the pool of $R^*$ replicas with energy ceiling $E$ in order to generate a population of $R$ replicas that is approximately in equilibrium at the next lower value of the energy ceiling, $E'$. Note that if $R^*$ is not sufficiently large the pool may contain no configurations with energy less than or equal to $E'$, in which case the algorithm fails.

The entire microcanonical annealing procedure is as follows:

1. A population of $R$ independent replicas of the system is initialized in equilibrium with the energy ceiling $E$, set to the highest energy level of the system.

2. $n_{\text{a}}(E)$ sweeps of the MCMC procedure are performed on each member of the population and $R^*$ configurations generated from these MCMC sweeps are saved in the configuration pool.

3. The energy ceiling is lowered to the next value $E'$ in the annealing schedule ($E' < E$) and $R$ configurations with energy less than or equal to $E'$ are randomly drawn with replacement from the $R^*$ configurations in the pool.

4. Steps 2 and 3 are repeated until $E$ is equal to the ground state energy of the system.

During the annealing step with ceiling energy $E$, the fraction $\epsilon(E)$ of replicas in the pool with energies greater than $E'$ is called the “culling fraction” and is used to estimate entropies. The equilibrium microcanonical annealing framework described above can be easily generalized to an equilibrium canonical annealing framework with the following two modifications. First, the MCMC procedure must be chosen to equilibrate to a fixed temperature rather than a fixed energy ceiling. Second, the resampling step must select from the configuration pool with Boltzmann reweighting, $e^{-\beta'(\beta-\beta')E_i}$, where $E_i$ is the energy of configuration $i$ and $\beta'$ is the inverse temperature succeeding $\beta$ in the annealing schedule.

### A. Entropy estimators

There are two relevant entropies associated with microcanonical ensemble. The energy ceiling or “volume” entropy, $S_E$ is defined as

$$S_E = \log \Sigma(E),$$

where $\Sigma(E)$ is the number of configurations of the system with energy less than or equal to $E$. If $E'$ is the energy following $E$ in the annealing schedule (here the energy spectrum, $E$) and if $\epsilon(E)$ is the culling fraction at energy $E$, then a recursive estimator for the ceiling entropy is

$$\tilde{S}_E = \tilde{S}_E + \log(1 - \epsilon(E)),$$

so that,

$$\tilde{S}_E = \sum_{E_1 > E} \log(1 - \epsilon(E_1)) + S_\infty,$$

where the summation is over all energies in the annealing schedule greater than $E$ and $S_\infty$ is the logarithm of the total number of system states. The standard definition of entropy in the microcanonical ensemble, $S_E$, sometimes referred to as the surface entropy, is given by

$$S_E = \log[\Sigma(E) - \Sigma(E')],$$

so that the estimator for this entropy is related to the ceiling entropy estimator by,

$$\tilde{S}_E = \tilde{S}_E + \log \epsilon(E).$$

In the thermodynamic limit the extensive parts of the two entropies are the same. In what follows we refer to $\tilde{S}_E$ as the “microcanonical entropy.”

### B. Estimators for microcanonical observables

Suppose $A$ is an observable of the system such as the energy or magnetization. An estimator $\tilde{A}_E$ for the equilibrium value of $A$ in the energy ceiling ensemble is

$$\tilde{A}_E = \frac{1}{R^*} \sum_{j=1}^{R^*} \tilde{A}_j,$$

where $\tilde{A}_j$ refers to the value of $A$ in the $j$th replica in the configuration pool for energy ceiling $E$. We will generally use a superscript $c$ to indicate a quantity in the energy ceiling ensemble.

An estimator $\tilde{A}_E$ of the observable in the microcanonical ensemble at energy $E$ is obtained by averaging over only those replicas in the configuration pool that have energies at the ceiling,

$$\tilde{A}_E = \frac{1}{\epsilon(E)R^*} \sum_{j=1}^{R^*} \tilde{A}_j \delta(E_j, E)$$

where $\delta$ denotes Kronecker function and $E_j$ is the energy of replica $j$. 
C. Estimators for canonical observables

The microcanonical entropy can be used to compute an observable in the canonical ensemble from the observable measured in microcanonical annealing. An estimator of the canonical partition function at inverse temperature \( \beta_c \) is given by

\[
\tilde{Z}(\beta) = \sum_{E} e^{-\beta E + S_E} \tag{9}
\]

where the sum is taken over all the energy levels of the system. The canonical energy distribution, \( \rho_\beta(E) \) is

\[
\rho_\beta(E) = \frac{e^{-\beta E + S_E}}{Z(\beta)} \tag{10}
\]

An estimator \( \tilde{A}(\beta) \) of the observable \( A \) in the canonical ensemble at inverse temperature \( \beta \) is given by

\[
\tilde{A}(\beta) = \sum_{E} \rho_\beta(E) \tilde{A}_E, \tag{11}
\]

and an estimator of the free energy is obtained from the definition,

\[
\beta \tilde{F} = -\log \tilde{Z}(\beta). \tag{12}
\]

For systems which undergo thermal first-order phase transitions, phase coexistence is manifested as a two-peaked canonical energy distribution \( \rho_{\beta_c}(E) \) at the transition transition temperature, \( \beta_c \). In the thermodynamic limit, the two peaks are delta functions at the energies \( E_d \) and \( E_o \) of the coexisting disordered and ordered phases, respectively. For an observable \( A \), estimators of the coexisting ordered and disordered values at the transition, \( \tilde{A}_o \) and \( \tilde{A}_d \) are, respectively,

\begin{align}
\tilde{A}_o &= \frac{\sum_{E < E_c} \rho_{\beta_c}(E) \tilde{A}_E}{\sum_{E < E_c} \rho_{\beta_c}(E)} \tag{13a} \\
\tilde{A}_d &= \frac{\sum_{E \geq E_c} \rho_{\beta_c}(E) \tilde{A}_E}{\sum_{E \geq E_c} \rho_{\beta_c}(E)} \tag{13b}
\end{align}

where the breakpoint energy, \( E_c \) must be chosen in the range \( E_o < E_c < E_d \). In the thermodynamic limit, the breakpoint energy can be chosen arbitrarily in this range. For finite systems, an appropriate choice of \( E_c \) will help minimize finite-size corrections. Clearly, \( E_c \) should be chosen in the middle of the range to avoid significant overlap with the broadened peaks in the energy distribution.

D. Weighted averages

It has been shown \([10, 13]\) that for population annealing in the canonical ensemble, multiple independent runs can be combined using weighted averaging to reduce both statistical and systematic errors. In the case of the canonical ensemble the weight factor is proportional to the exponential of the free energy estimator for each run. A similar result holds for equilibrium microcanonical annealing algorithms except that the weight factor is here proportional to the exponential of the entropy estimator \([11]\).

Consider a collection of \( M \) independent microcanonical annealing runs, each with the same annealing schedule and the same population parameters \( R \) and \( R^* \). Let \( \bar{A}_{E,m} \) denote the average value of an observable \( A \) in the microcanonical ensemble from the \( m \)th run. The best estimate \( \bar{A}_E \) from the collection of \( M \) runs is given by the weighted average,

\[
\bar{A}_E = \sum_{m=1}^{M} \omega_{E,m} \bar{A}_{E,m}, \tag{14}
\]

where the weights are proportional to the exponential of the entropy estimator \( S_{E,m} \) of run \( m \),

\[
\omega_{E,m} = \frac{e^{S_{E,m}}}{\sum_{m'=1}^{M} e^{S_{E,m'}}}. \tag{15}
\]

An analogous result holds for the energy ceiling ensemble,

\[
\bar{A}_{E} = \sum_{m=1}^{M} \omega_{E,m} \bar{A}_{E,m}^c, \tag{16}
\]

where,

\[
\omega_{E,m}^c = \frac{e^{S_{E,m}^c}}{\sum_{m'=1}^{M} e^{S_{E,m'}^c}}. \tag{17}
\]

For either ensemble, if a run fails at energy \( E \) then for all energies \( E' \geq E \) the corresponding weight vanishes.

It is most straightforward to first derive the weighted average formula for the energy ceiling result and then the microcanonical result. Consider the simple situation that at annealing step \( E \) the weights for all runs are the same, \( \omega_{E,m}^c \equiv 1/M \). At the next annealing step with energy ceiling \( E' \), the population to be averaged over in run \( m \) has a size \( RR^*(1 - \epsilon_m(E)) \) where \( \epsilon_m(E) \) is the culling fraction at energy ceiling \( E \) in run \( m \). An unbiased average in the energy ceiling ensemble over many runs at energy ceiling \( E' \) should weight each run according to the size of its population, which requires that run \( m \) be weighted by a factor proportional to \( (1 - \epsilon_m(E)) \). From Eq. \( \[ \] \) we have that \( (1 - \epsilon_m(E)) \) is the exponential of the volume entropy change from \( E \) to \( E' \).

In the more general case where runs already have differing weights at energy ceiling \( E \) we have the recursion relation,

\[
\omega_{E',m}^c \propto (1 - \epsilon_m(E))\omega_{E,m}^c, \tag{18}
\]

where the constant of proportionality is independent of run and is set by the normalization of the weights. From
where $\beta F_m = -\log \tilde{Z}_m(\beta)$ is the free energy estimator of the $m$th run. In analogy to Eq. (23), the best estimator of the free energy from multiple runs is given by,

$$-\beta \tilde{F} = \log \frac{1}{M} \sum_{m=1}^{M} e^{-\beta F_m}. \quad (25)$$

Since our simulations directly produce results in the microcanonical ensemble, it is important to show that transforming from the microcanonical to the canonical ensemble commutes with carrying out a weighted average in either ensemble. Specifically, we would like to show that,

$$\tilde{A}(\beta) = \sum_{E} \bar{A}_E e^{-\beta E + \tilde{S}_E} \sum_{E} e^{-\beta E + \tilde{S}_E}, \quad (26)$$

and

$$-\beta \tilde{F} = \log \sum_{E} e^{-\beta E + \tilde{S}_E}, \quad (27)$$

where the canonical weighted averages, $\bar{A}(\beta)$ and $-\beta \bar{F}$ are defined in [21] and [25], respectively, and where on the RHS the barred quantities are microcanonical weighted averages defined in Eqs. (14), (15) and (23). To verify (27), simply substitute the definition (23) of $\tilde{S}_E$ on the RHS, exchange the order of summation and then invoke the definitions, (9) and (12). A similar but slightly more involved calculation verifies Eq. (26). Finally, we note that the weighted averages for observables, $A_o$ and $A_d$, defined in Eqs. (13) are obtained from Eq. (26) with the summation over a restricted range of energies, $E < E_c$ and $E \geq E_c$, respectively. Alternatively, results analogous to Eq. (24) for $A_o$ and $A_d$ are obtained by replacing $F$ by $\tilde{F}_o$ and $\tilde{F}_d$, respectively, where these partial free energies are defined in the obvious way by limiting the range of summation in the partition function, Eq. (9).

E. Systematic errors

It is possible to quantify systematic errors in microcanonical annealing algorithms from the run-to-run variance of the entropy estimator. This result follows from the fact that weighted averages are exact in the limit $M \to \infty$. Systematic errors are then given by the difference between weighted and unweighted averages in this limit. The result, derived for the case of population annealing ($R \gg 1$ and $R^* = R$) in Refs. [11][13], is that the systematic error, $\Delta A_E$ in the estimator $\tilde{A}_E$ is given by the covariance of $\tilde{A}_E$ and $\tilde{S}$,

$$\Delta A_E = \text{cov}(\tilde{A}_E, \tilde{S}) = \text{var}(\tilde{S}) \left[ \frac{\text{cov}(\tilde{A}_E, \tilde{S})}{\text{var}(\tilde{S})} \right]. \quad (28)$$

The second, trivial identity in Eq. (28) is useful because the ratio in the square brackets goes to a constant that
depends on the observable \( A \) as the simulation size, \( R^* \) becomes large, while \( \text{var}(\hat{S}) \) is expected vanish as \( 1/R^* \) since the number of measurements going into estimating \( \hat{S} \), also becomes large. Note that the scaling of the simulation size depends on the type of annealing algorithm: in equilibrium simulated annealing \( R^* \) becomes large with \( R = 1 \) and in population annealing, \( R^* = R \), while various options are possible for hybrid annealing. In any case, systematic errors and their scaling with simulation size are characterized by the behavior of \( \text{var}(\hat{S}) \).

Although this result was originally derived for population annealing, it holds for the whole class of equilibrium microcanonical annealing protocols discussed here since it depends on only the the validity of weighted averaging. An analogous result holds for quantities in the energy ceiling ensemble.

The systematic error of an observable in the canonical ensemble, \( \Delta A(\beta) \) is given by,

\[
\Delta A(\beta) = \text{cov}(\hat{A}(\beta), \beta \hat{F}) = \frac{\text{var}(\hat{A}(\beta))}{\text{var}(\beta \hat{F})}. \tag{29}
\]

After transforming from the microcanonical to the canonical ensemble, this result can be applied to quantify errors in canonical observables obtained from microcanonical simulations. Results for systematic errors for \( A_o \) and \( A_y \) can be obtained from the variance of the partial free energies \( \hat{F}_o \) by \( \hat{F}_d \), respectively, discussed at the end of Sec. [14].

The variance of entropy and free energy estimators are therefore a useful tool for comparing the performance of different versions of equilibrium microcanonical annealing.

F. Relation to other annealing algorithms

The case \( R = 1 \) and \( R^* \gg 1 \) is a form of simulated annealing. Simulated annealing is conventionally carried out in the canonical ensemble with the last configuration generated by the MCMC procedure used as the starting point for the next annealing step. Thus, conventional simulated annealing is the case \( R = R^* = 1 \). If this conventional choice were applied in the microcanonical ensemble the algorithm would fail with probability \( \epsilon \) at each annealing step and would be highly inefficient. The case \( R \gg 1 \) and \( R^* = R \) is microcanonical population annealing, which has previously been applied to study hard sphere systems [11]. We refer to the intermediate cases \( 1 < R < R^* \) as hybrid annealing. In what follows we abbreviate population annealing, simulated annealing and hybrid annealing as PA, SA and HA, respectively.

One of our goals is to understand the trade-offs related to the population size \( R \). One conclusion that seems evident is that a single large run of a hybrid algorithm with parameters \( R = R_o \) and \( R^* = R^*_h \) should outperform the weighted average of \( M = R_h \) runs of simulated annealing with \( R^* = R^*_h/M \) even though both simulations require nearly the same amount of computational work. The argument is that resampling from the larger pool in the hybrid algorithm will be more effective than simply reweighting independent runs. A related result was observed in comparing standard canonical simulated annealing with canonical population annealing for finding ground states of spin glasses [12].

III. MODEL AND OBSERVABLES

A. The \( q \)-state Potts Model

The \( q \)-state Potts model [20] is a generalization of the Ising model consisting of \( N \) interacting spins \( \{s_i | i = 1, \ldots, N \} \) each taking values \( s_i \in \{1, \ldots, q\} \). The energy, \( E \) is given by,

\[ E = - \sum_{(i,j)} \delta(s_i, s_j), \tag{30} \]

where \( \delta \) is the Kronecker delta function and the summation is over all the interacting pairs of spins. For spins on a square (two-dimensional) lattice with nearest neighbor interactions and for \( q > 4 \), the Potts model undergoes a thermal first-order phase transition at inverse temperature \( \beta_c = \log(1 + \sqrt{q}) \). Higher \( q \)-values result in stronger first-order phase transitions. In our simulations we consider the two-dimensional, 20-state Potts model on an \( L \times L \) square lattice with periodic boundary conditions.

The first-order phase transition of the Potts model in the canonical ensemble is between a disordered phase with magnetization zero and energy per spin \( e_d \) and a magnetically ordered phase with magnetization per spin \( m_o \) and energy per spin \( e_o \). Configurations with energy per spin between these values possess an interface between ordered and disordered domains, leading to a free energy barrier proportional to the system size \( L \).

In the microcanonical ensemble configurations with an interface are stable for energies per spin between \( e_d \) and \( e_o \) making it possible for an annealing algorithm to traverse the coexistence region nearly continuously. Nonetheless, there is a series of four discontinuous transitions in the microcanonical ensemble, which introduce barriers between the disordered and ordered phases and increase equilibration times. First, at a length scale dependent energy, \( e_1(L) < e_d \) there is a transition corresponding to the condensation of an ordered droplet within a disordered background [37][38][39]. As the system size increases, \( e_1(L) \) approaches \( e_d \). As energy decreases, this droplet grows continuously until the system reaches energy \( e_2 \) where it can decrease its surface area by a discontinuous transition to a stripe configuration. Decreasing the energy further results in the widening of the ordered stripe until at energy \( e_3 \) there is another discontinuous transition to a configuration with a disordered droplet in an ordered background [47]. Finally, for \( e_4(L) > e_o \), there is an evaporation transition where the
disordered droplet vanishes, leaving the homogeneous ordered phase. Mirroring \( e_1(L) \), \( e_4(L) \) depends on system size and approaches \( e_o \) from above.

### B. Observables

In this section we define the observables measured in our simulations. First, we measure the entropy using Eq. (6) and use it to calculate the free energy and the canonical energy distribution at \( \beta_c \). From these quantities we calculate the following observables.

**Energies of ordered and disordered phase at coexistence** Using the canonical energy distribution and Eqs. (13) we measure the ordered and disordered phase energies per spin, \( e_o \) and \( e_d \), respectively.

**Peak ratio and disordered phase excess** We measure two observables related to the relative weights of the ordered and disordered peaks in the energy distribution at \( \beta_c \), the peak ratio and the disordered phase excess, both of which are defined below.

The peak ratio \( r_c \) at the transition temperature is defined as,

\[
r_c = \frac{\sum_{E < E_c} \rho_\beta(E)}{\sum_{E \geq E_c} \rho_\beta(E)}.
\]  

(31)

The peak ratio is related to the difference in the free energies of the ordered and disordered phases, which in the thermodynamic limit are equal at the transition temperature. However, since there are \( q \) different ordered phases, the exact value of the peak ratio in the thermodynamic limit is \( q \) at the transition temperature.

Since the peak ratio is not an observable of the form of Eq. (11), the weighted average cannot be computed simply from Eq. (24). We define another observable related to the peak ratio called the disordered phase excess \( X \),

\[
X = \sum_{E > E_c} \rho_\beta(E) - \frac{1}{q + 1},
\]  

(32)

where the subtracted constant is chosen so the exact value of \( X \) in the thermodynamic limit is zero. The disordered phase excess is used as a measure of accuracy of a simulation at the transition point. Unlike the peak ratio, a weighted average of \( X \) using Eq. (24) gives the best estimate of \( X \) and is exact in the limit \( M \to \infty \).

**Wrapping fraction** To estimate the locations \( e_2 \) and \( e_3 \) of the droplet/striped transitions we define the wrapping fraction \( \omega_w \), as the average number of directions wrapped by connected paths of like spins. The number of wrapping directions takes values in \( \{0, 1, 2\} \); in the disordered phase and the droplet state the wrapping number is zero, in the stripe state the wrapping number is one, while in the ordered phase the wrapping number is two.

**Droplet fraction** In order to detect the evaporation transition between a configuration containing a disordered droplet and a homogeneous ordered phase, we consider the disordered cluster size histogram \( h_c \), where here a disordered cluster is defined using the following procedure. First, identify the largest connected cluster of adjacent spins having the same value. Near the evaporation transition point this cluster will wrap both vertically and horizontally. Label all spins in this cluster “0” and label all other spins “1”. Group adjacent spins labelled “1” into clusters, and let \( h_c \) be the configuration averaged histogram of the sizes of these disordered clusters.

The disordered cluster size distribution is shown in Fig. 6 for three energies. At energies lower than the evaporation transition point \( e_4(L) \), all clusters consist of excitations within a homogeneous ordered phase, and \( h_c \) decays exponentially. At the transition point \( h_c \) is observed to be a power law distribution as the disordered droplet breaks down into smaller disordered regions. At energies greater than the transition point, a finite fraction of spins exist within a disordered droplet, and thus, in addition to a power law, \( h_c \) contains a peak at some value greater than zero.

In order to measure the droplet fraction \( \omega_c \), which we define as the probability that a configuration contains a large droplet of disordered phase, we subtract the power law component from \( h_c \) and integrate over the remaining peak. In practice, this is done by finding the least squares fit of \( h_c \) to a power law up to a cutoff size that is chosen so that the fit only covers the power law region of \( h_c \). What remains is a single peak centered on the characteristic droplet size for the given energy.

When \( h_c \) is averaged over many measurements, we expect the integral of this peak to be one for energies sufficiently above the transition point. In other words, we expect every configuration to contain one droplet that is significantly larger than the droplet size distribution predicted by the power law. As the energy approaches \( e_4 \) from above, this peak will decrease in size and \( \omega_c \) will drop to zero as the power law behavior of \( h_c \) crosses over to exponential decay. In this regime our procedure becomes inaccurate as it becomes more difficult to fit \( h_c \) to a power law, and in general this method of measuring \( \omega_c \) is only valid near the transition point.

**Magnetization integrated autocorrelation time** The magnetization per spin, \( m \) for the Potts model is defined as,

\[
m = \frac{q(N_{\text{max}}/N) - 1}{q - 1},
\]  

(33)

where \( N_{\text{max}} \) is the maximum number of spins taking the same value. In the disordered phase \( N_{\text{max}} \approx N/q \) and the magnetization vanishes, while in the ordered phase \( N_{\text{max}} > N/q \). As the temperature approaches zero, \( N_{\text{max}} \to N \) and the magnetization per spin approaches one.

The integrated autocorrelation time \( \tau \) of the magneti-
zation is defined by
\[
\tau = \frac{1}{2} + \sum_{t=1}^{\infty} \frac{(m(t_0)m(t_0 + t)) - \langle m \rangle^2}{\langle m^2 \rangle - \langle m \rangle^2}
\] (34)
where time is measured in Monte Carlo sweeps and the brackets refer either to an ensemble average or an average over starting times \(t_0\). The integrated autocorrelation time sets the time between independent measurements. Although the asymptotic decay of the correlation functions, i.e. the exponential autocorrelation time, is a better measure of the time to reach equilibrium, \(\tau\) is usually also a good approximate measure of the equilibration time or, equivalently, the computational work required to equilibrate the system at a given energy.

The time series used to compute \(\tau\) must be much larger than \(\tau\) itself and and upper limit of the sum in Eq. (34) must be finite. Here we use an iterative method described in Ref. [21] that minimizes systematic errors and is used to set the upper limit of the sum defining \(\tau\).

### IV. SIMULATION DETAILS

We perform SA, HA, and PA simulations for the 2D 20-state Potts model for systems sizes \(L = 30, 40, 50,\) and 60. For each size, the computational work, measured in sweeps, is kept the same for each algorithm. In each case, we obtain results by using weighted averaging over \(M\) simulation runs. The number of MC sweeps performed at each energy is equal to \(n_s\) given by
\[
n_s(E) = \begin{cases} 
    a_s, & \text{if } E > -\frac{N}{2} \\
    20a_s, & \text{if } -\frac{N}{2} \geq E > -\frac{3N}{2} \\
    5a_s, & \text{if } -\frac{3N}{2} > E
\end{cases}
\] (35)
where \(a_s\) is a parameter that depends on the algorithm and is chosen to make the computational work roughly equal between algorithms for the same system size.

This \textit{ad hoc} sweep schedule concentrates the majority of MC sweeps in the range of energies where the integrated autocorrelation time is highest. We have found that this sweep schedule is an improvement compared to a uniform sweep schedule, but it is not claimed to be optimal.

Simulation parameters for the three annealing algorithms are presented in Table I. Since both the number of proposed updates per MC sweep and the number of annealing steps in the simulation grow linearly with the system size \(N\), the work per simulation grows quadratically for a given sweep parameter \(a_s\). In order to keep the run times manageable, fewer MC sweeps (\(a_s\) decreased) are performed per annealing step for larger system sizes. In order to partially compensate for the decrease in the number of sweeps, reweighted averages are performed over more runs (\(M\) increased) for larger system sizes.

As the majority of computational work in these simulations is spent performing MC sweeps and only a small fraction is spent during the resampling step, significant improvement in wall clock time can be gained for PA and HA through parallelization despite doing the resampling sequentially.

For PA the speedup due to parallelization is most dramatic, because the number of independent replicas is on the order of \(10^5\). Population annealing simulations were implemented on a single NVIDIA Tesla C2075 GPU using the \textit{CUDA} library using the methods described in Ref. [22]. One thread was assigned to each replica so that the total number of threads was equal to the population size. Despite the simplicity of this implementation, we still observed a notable speed-up with PA when compared to SA with the same number of sweeps running on a CPU. For instance, for our \(L = 50\) simulations, the PA runs were about 85 times faster than SA runs.

For our HA simulations the population size of 100 was not large enough to benefit from using a GPU though a significant speedup over SA was obtained using OpenMP with 16 threads.

### V. RESULTS

In this section we describe the results of our simulations. Our primary objective is comparing the three annealing algorithms but we also obtain precise finite-size results for the Potts model observables described above.

In order to obtain results in the canonical ensemble at the transition temperature, the microcanonical entropy is measured at every energy using each of the microcanonical annealing algorithms and the results are reweighted to obtain the free energy at the transition using Eqs. (9) and (12). The peak ratio observables, \(r_c\) and \(X\) are measured using Eqs. (13) and (22), respectively. Ordered and

| Algorithm | \(R\) | \(L\) | \(a_s\) | \(R^*/R\) | \(M\) |
|-----------|------|-----|-------|----------|-----|
| SA        | 1    | 30  | \(1.2 \times 10^6\) | \(1.2 \times 10^6\) | 30  |
|           |      | 40  | \(3.8 \times 10^5\)  | \(3.8 \times 10^5\)  | 40  |
|           |      | 50  | \(1.6 \times 10^5\)  | \(1.6 \times 10^5\)  | 50  |
|           |      | 60  | \(7.5 \times 10^4\)  | \(7.5 \times 10^4\)  | 60  |
| HA        | 100  | 30  | \(1.2 \times 10^4\) | \(1.2 \times 10^4\) | 30  |
|           |      | 40  | \(3.8 \times 10^3\)  | \(3.8 \times 10^3\)  | 40  |
|           |      | 50  | \(1.6 \times 10^3\)  | \(1.6 \times 10^3\)  | 50  |
|           |      | 60  | \(7.5 \times 10^2\)  | \(7.5 \times 10^2\)  | 60  |
| PA        | \(8 \times 10^5\) | 30  | 2    | 1  | 30  |
|           | \(2 \times 10^5\) | 40  | 1.9  | 1  | 40  |
|           | \(10^5\) | 50  | 1.6  | 1  | 50  |
|           | \(7.5 \times 10^4\) | 60  | 1    | 1  | 60  |

TABLE I: Simulation parameters for SA, HA, and PA. Values in the table are system size \(L\), population size \(R\), the parameter \(a_s\) setting the number of MCMC sweeps (see Eq. (35)), number of runs \(M\) used for weighted averaging, and ratio of pool size to population size, \(R^*/R\).
FIG. 1: Equilibrium configurations of the 20-state Potts model with $L = 40$ and periodic boundary conditions. From left to right and then bottom to top configurations are shown in the (1) homogeneous disordered phase, (2) disordered phase with an ordered droplet, (3) stripe phase, (4) ordered phase with disordered droplet, and (5) homogeneous ordered phase.

disordered phase energies per spin, $e_o$ and $e_d$, are calculated from the canonical energy histogram, Eq. (10) using Eqs. (13). For the system sizes considered, the ordered and disordered peaks in the energy distribution at coexistence, shown in Fig. 2, are sufficiently separated that any ambiguity in defining breakpoint energy, $E_c$ between ordered and disordered phases is negligible, and in practice $E_c$ was chosen to be the point of minimum weight. The reported values of all observables are obtained from a weighted average over $M$ independent simulations as described in Sec. II D and error bars are obtained by bootstrapping over these runs.

Table II shows results from the three algorithms and four system sizes for $e_d$, $e_o$, $r_c$, $X$ and var($\beta F$). The results for SA are accurate to four or five significant digits and the results for the different algorithms are in agreement with one another within error bars. The SA results for size $L = 40$ are consistent with and more accurate than the results reported in Ref. [23].

Based on both the error bars, which quantify statistical errors, and on var($\beta F$), which quantifies systematic errors (see Eq. (29), we see that SA yields significantly more accurate and well-equilibrated results than either PA or HA. Furthermore, except for size $L = 60$, PA is better than HA. The relative ranking of the three algorithms is also visible in Figs. 3 and 4 which are scatter plots of $e_d$ and $X$, respectively, vs. the free energy per spin, $\beta f$, for size $L = 40$. Each point represents one of the $M$ independent runs. The larger the variance of the value of the observable, the larger statistical errors for the observable while a large covariance with $\beta f$ indicates a large systematic error according to (29).

While measuring observables at the transition can be done relatively efficiently using the microcanonical ensemble, the simulations become more difficult with increasing system size. It is believed that the major sources of hardness in these simulations are the four microcanonical phase transitions described in Sec. III A. To investigate this we used the integrated autocorrelation time of the magnetization $\tau$ as a measure of computational hardness.

We plot $\tau$ in Fig. 5 as function of the energy ceiling for the four system sizes considered. Indeed, $\tau$ displays sharp peaks that grow with system size. While only three peaks are visible for the system sizes considered, we believe that the largest, rightmost peak is associated with both the condensation transition and the first wrapping transition. For larger system sizes we expect that this peak would break into two distinct peaks.

The evaporation transition is studied using methods described in Sec. III B. The disordered cluster size histogram $h_c$ is plotted in Fig. 6 at three energies for size
\(L = 40\). As described in Sec. III B, we observe a power law with an additional distinct peak for energies above the evaporation transition, power law behavior at the transition, and exponential decay below. The integral of the peak above the fitted power law in Fig. 6 gives a measurement of the \(\omega_c\). The power law behavior of \(h_c\) at the evaporation transition is unexpected and warrants further investigation.

In Fig. 7 we show the magnetization integrated autocorrelation time, \(\tau\), the wrapping fraction, \(\omega_w\), and droplet fraction, \(\omega_c\), for \(L = 40\). The wrapping fraction is zero at high energies and displays two jumps as expected in the coexistence region \(e_o < e < e_d\). These jumps coincide with the two rightmost peaks in \(\tau\), suggesting that they are in fact points where increased computational effort is needed.

We observe that \(\omega_c \to 1\) for energies far above the condensation transition, and drops quickly to zero below the transition at energy \(e_d\). The point where \(\omega_c\) begins to rapidly decrease marks the point where a droplet of disordered phase becomes unstable, which coincides in Fig. 7 with the final peak in \(\tau\).

The growth of the the autocorrelation time due to the wrapping and condensation/evaporation transitions poses the greatest challenge to any microcanonical algorithm including microcanonical annealing. These transitions limit the system sizes that can be feasibly studied and ultimately will lead to exponential growth in the resources required to perform simulations. However, in Fig. 5 we observe only a modest increase in \(\tau\) with increasing system size. Compare this to the canonical energy histogram in Fig. 2 where the depth of the valley between ordered and disordered grows exponentially for the same sizes considered. The depth of this valley provides an estimate for the time scale needed by a canonical MCMC algorithm to tunnel between an ordered phase and the coexisting disordered phase. This suggests that for modest system sizes microcanonical annealing is not only more efficient than canonical MCMC but also achieves better scaling until exponential slowing eventually dominates.

### VI. DISCUSSION

We have introduced a class of equilibrium annealing algorithms that includes population annealing and an equilibrium version of simulated annealing. We have implemented algorithms in this class in the microcanonical ensemble and applied them to the 20-state Potts model, which displays a strong first-order transition. In agreement with previous work, we find that simulating a thermal first-order transition can be effectively carried out in the microcanonical ensemble yielding high precision results. In these applications of microcanonical annealing, the purpose of annealing is to collect data at all energies in the coexistence region in order to obtain canonical averages at the phase transition temperature using reweighting.

We compared the performance of equilibrium simulated annealing, population annealing and a hybrid algorithm that interpolates between the two. For the system sizes and number of sweeps considered here, equilibrium simulated annealing was found to be the most efficient algorithm followed by population annealing. The hybrid algorithm performed worst except for the largest...
TABLE II: Energies of the disordered phase, $e_d$, ordered phase, $e_o$, the peak ratio, $r_c$, disordered phase excess $X$, and the variance of the free energy, $\text{var}(\beta F)$, at the transition temperature. Results are shown for the SA, HA and PA simulations, and exact values in the thermodynamic limit \[24\].

| $L$ | Algorithm | $e_d$       | $e_o$       | $r_c$       | $X$         | $\text{var}(\beta F)$ |
|-----|-----------|-------------|-------------|-------------|-------------|------------------------|
| 30  | SA        | -0.626551(25) | -1.820723(12) | 19.965(97) | 7.9e-5 ± 2.2e-4 | 0.0013                 |
|     | HA        | -0.62678(73)  | -1.819666(90) | 18.1(1.6)  | 4.9e-3 ± 8.1e-3 | 0.38                   |
|     | PA        | -0.626603(48) | -1.820732(49) | 20.17(29)  | -3.9e-4 ± 6.6e-4 | 0.012                  |
| 40  | SA        | -0.626514(34) | -1.820632(17) | 19.84(15)  | 3.6e-4 ± 3.5e-4 | 0.0049                 |
|     | HA        | -0.62619(49)  | -1.82017(32)  | 15.0(1.0)  | 1.5e-2 ± 1.5e-2 | 0.41                   |
|     | PA        | -0.626611(11) | 1.82050(11)   | 19.39(69)  | -3.9e-4 ± 6.6e-4 | 0.064                  |
| 50  | SA        | -0.626525(41) | -1.820649(20) | 19.45(31)  | 1.3e-3 ± 7.6e-4 | 0.072                  |
|     | HA        | -0.62689(19)  | -1.81991(30)  | 15.1(1.1)  | 1.4e-2 ± 7.8e-3 | 0.44                   |
|     | PA        | -0.62663(12)  | -1.82072(15)  | 21.5(1.2)  | -3.5e-4 ± 4.2e-3 | 0.25                   |
| 60  | SA        | -0.626537(41) | -1.820753(31) | 19.62(46)  | 8.7e-4 ± 1.1e-3 | 0.096                  |
|     | HA        | -0.62652(18)  | -1.82050(36)  | 20.31(91)  | -7.0e-4 ± 5.8e-3 | 0.70                   |
|     | PA        | -0.62660(18)  | -1.82081(34)  | 22.93(83)  | -5.8e-3 ± 1.7e-2 | 1.3                    |
| $\infty$ (exact) | - | -0.626529... | -1.820684... | 20          | 0            |

FIG. 5: Integrated autocorrelation time $\tau$ in units of Monte Carlo sweeps, as a function of energy ceiling per spin $e$ for system sizes $L = 30, 40, 50$ and $60$.

FIG. 6: Disordered cluster size histograms, $h_c$ for ceiling energies per spin $e = -1.56$ (red), $-1.73$ (blue), and $-1.84$ (green) showing the behavior of $h_c$ above, near, and below the evaporation transition energy $e_4$, respectively, for size system $L = 40$. Dashed lines represent fitted power laws to the histograms for cluster sizes below a cutoff of 35.
They occur at the two endpoints, SA (forward to show that there are two minima for $\Delta$ and this constraint can be written as out at each annealing step. In terms of population size, insure that some exploration and decorrelation is carried.

The first two peaks in $\tau$, from right to left, coincide with jumps in $\omega_{w}$ that signify the first and second wrapping transitions, respectively. The third peak in $\tau$ coincides with a rapid drop of $\omega_{c}$ signifying the evaporation transition.

c = R\tau/t is held fixed. Note that $c$ is the number of autocorrelation times for each annealing step in simulated annealing. In terms of $R$ and $c$ we seek to minimize $(1/R)e^{-c/R}$ for fixed $c$ subject to the constraints that the population size is at least one, $R \geq 1$, and that at least one MCMC sweep is performed on each replica at each annealing step, $t \geq 1$. The latter constraint is required to insure that some exploration and decorrelation is carried out at each annealing step. In terms of population size, this constraint can be written as $R \leq \tau c$. It is straightforward to show that there are two minima for $\Delta$ and they occur at the two endpoints, SA ($R = 1$), and PA ($R = \tau c$). At the SA endpoint $\Delta = e^{-c}$ while at the PA endpoint $\Delta = 1/e\tau$. In addition there is a maximum at $R = c$ where $\Delta = (1/ec)$. While this toy model cannot be expected to provide quantitative results, it is expected to yield qualitative comparisons between algorithms.

The first conclusion from the toy model is that if the autocorrelation time is sufficiently short that $t/\tau$ can be made large, then it is better to use SA. A second conclusion is that it does not pay to compromise between many MCMC sweeps and a large population. In our case $c$, at least in the difficult coexistence region, is approximately $10^{4}$ so that $\Delta_{SA} \ll \Delta_{PA}$ and we expect that SA is the preferred algorithm. The hybrid algorithm with $R = 10^{2}$ is not far from the worst choice, $R = c$ while PA is closer to the second optimum at $R = c\tau$ so we expect that for our choices of parameters HA would perform worse that PA.

We can conclude from both the simulation results and the simple toy model that SA is the best of the microcanonical annealing methods for high precision studies of the transition in large-$q$ Potts models and, likely, other systems with thermal first-order transitions and simple symmetry breaking. On the other hand, for systems that display a rough free energy landscape without obvious symmetries, we expect PA or HA to outperform SA. In each run of SA for the $q$-state Potts model only one of the $q$ low temperature phases is discovered because the barriers between phases are too high. This deficiency does not affect any of the observables we measured because of the symmetry between the $q$ low temperature phases. The situation is different in the case of multiple inequivalent phases or a glassy phase with a rough free energy landscape. In order to apply SA to a system with a free energy landscape with multiple inequivalent minima separated by high barriers it is necessary to combine many runs of SA using weighted averaging. Good statistics requires a large number of runs so that each important minimum is found in many runs. We conjecture that it is better to do a single run of HA or PA with the same annealing schedule as for SA and with $R = M$ replicas where $M$ is the number of runs used for SA. For HA or PA, the resampling step distributes the work assigned to each minimum according to the weight of that minimum so that the more important minima are more accurately sampled and minima that are irrelevant at the target low temperature are removed from the population. Evidence supporting this conjecture can be found in Ref. [12], where it was shown that PA with population size $R$ is far more likely to find ground states of Ising spin glasses than $M = R$ runs of SA with the same annealing schedule.

The microcanonical annealing algorithms discussed here may also be useful for sampling equilibrium systems with rough free energy landscapes and solving hard combinatorial optimization problems in situations where behavior similar to first-order transitions occurs. For example, spin glasses display temperature chaos [25,27], which is the phenomena that typical states of the system changes discontinuously with temperature. It would be interesting to see whether microcanonical population annealing performs better than canonical population annealing for systems with temperature chaos.
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