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In this paper, according to the perspective of customers and products, by using clustering analysis and association rule technology, this paper proposes a cross-marketing model based on an improved sequential pattern mining algorithm, where an improved algorithm AP (AprioriallPrefixSpan) is applied. The algorithm can reduce the time cost of constructing a projection database and the influence of the increase of support on the algorithm efficiency. The improved idea is that when the first partition is used to generate the projection database, the number of itemsets in the projection database is sorted from small to large, and when the second partition is used, the sequence patterns are generated directly from the mined sequence patterns, so as to reduce the construction of the database. The experimental results show that this method can quickly mine the effective information in complex data sets, improve the accuracy and efficiency of data mining, and occupy less memory consumption, which has good theoretical value and application value.

1. Introduction

With the continuous development and progress of science, technology, and economy, the worldwide industrial competition is becoming more and more fierce, and the business model, market environment, and competition model have undergone fundamental changes [1]. This change is more obvious in the information service industry. Providing new products and services to the existing customers, namely, cross-marketing, plays an important role in expanding profits. The key of cross-marketing is to provide the most suitable products and services to the existing customers so that the services accepted by customers can bring the greatest benefits to both the seller and the buyer, which is of great significance to the transformation of the customer-cantered business philosophy. This reason is very easy to understand. However, only after we find a very accurate model, can we sell specific types of goods to the right customers and make profits from them [2].

Generally speaking, considering how to tap potential cross-marketing opportunities can start from two directions: one is from business and the other is from customers [3]. Identifying cross-marketing opportunities from customer analysis is based on the consumption characteristics of existing customers as the basis of forecasting cross-marketing, studying the purchase differences between different customer groups, so as to recommend specific types of commodity combinations. To identify cross-marketing opportunities from the perspective of business is to analyse the business characteristics to find out the existing users who meet the characteristics and recommend them [4].

This paper presents an improved PrefixSpan algorithm based on the Apriori algorithm (IPrefixSpan scheme). The idea of the algorithm is to generate the needed sequential patterns directly from the mined sequential patterns to reduce the construction of the projection database. The more the sequences that have been mined, the faster the mining speed, and there is no special requirement for the data form. The algorithm combines the advantages of the Apriori algorithm and reduces the influence of increasing support on efficiency.
In Section 2, the related works about cross-marketing is introduced, where potential characteristics model, NPTB model, and market mining model are classified to better describe the background of cross-marketing. Section 3 introduces the structure of cross-marketing model; in addition, an improved PrefixSpan algorithm combined with the Apriori method is combined. Section 4 is the simulation and analysis of the experiment. Section 5 is the conclusion.

2. Related Works

In recent years, more and more scholars at home and abroad study cross-marketing, and many scholars are committed to the research of cross-marketing identification methods. At present, the methods and models of cross-marketing opportunity identification mainly include the following three models: the potential characteristics model, NPTB model, and market mining model.

In the past, the research on cross-marketing was mainly concentrated in Europe, the United States, and other developed countries. The main reason is that the market competition in Europe and the United States and other developed countries is fiercer, and the traditional marketing model can no longer make enterprises maintain a greater advantage in the market competition. Enterprises need to find a new marketing model to participate in the market competition. At this time, cross-marketing will quickly enter the relevant enterprises and research. This also brings unprecedented opportunities to the research of cross-marketing [5]. Literature [6] points out that cross-marketing is to provide the right products for the right customers at the right time, and the original transaction data of customers can help us to achieve the above goals because such data can enable enterprises to realize the actual needs of customers through the purchase behaviour of similar customers. However, the database usually only contains transaction data but does not contain the data of related products in the market [7]. In addition, the information extracted from the database often relies on data mining technology, which also makes the data information lag far behind the data collection and storage, making part of the data missing, resulting in inaccurate prediction [8]. In view of these drawbacks, literature [9] proposes to apply a new data augmentation technology to predict customers’ purchase of new products, that is, to select a mixed data factor analysis technology on the basis of existing customer transactions to predict the most valuable potential customers of products, so as to further implement cross-marketing. Sequential pattern mining [10] is to mine frequent sequential events or subsequence. Sequential pattern mining is widely used because it relies less on prior knowledge and can find unknown rules.

In [11], a spade algorithm based on vertical data format is proposed. The above algorithms will produce a large number of candidate sets. However, the FreeSpan algorithm proposed in [12] is based on the growth of sequential patterns and does not produce candidate sets. The PrefixSpan algorithm in [13] is an improvement of the FreeSpan algorithm, which reduces the connection times of the projection database and subsequence and makes the database converge faster, and the efficiency of the algorithm is higher than that of previous algorithms. The PrefixSpan algorithm generates the corresponding projection database according to the prefix and then scans the projection database to avoid scanning the whole database, thus reducing the scanning time. The main time cost of the algorithm is to build the projection database, and with the increase of support, the efficiency will decrease. Due to the improvement of support, the convergence of the projection database is reduced. In [14], the construction of the database is improved, but the data form is too high. Wang et al. [15] improved the memory storage; when the support increases, the efficiency decreases.

2.1. Potential Characteristics Model. Jiang et al. [16] proposed to find potential users suitable for cross-marketing by analysing potential characteristics; the principle structure of the potential characteristics model is shown in Figure 1. Any theory of latent traits assumes that individual behaviour can be explained by specific personal characteristics and predict or explain the behaviour or performance in relevant situations through numerical calculation of these characteristics. This paper uses trait theory to predict cross-marketing opportunities and uses users’ views on business or service characteristics and other characteristics related to business or service to predict their possibility of using the business or service. The latent trait model provides a mainstream research direction for the follow-up research of cross-marketing. However, the latent trait model proposed by Chen et al. [17] requires enterprises to understand the situation that each user consumes the business of their own enterprises and competitors, which is difficult to achieve in reality. Therefore, literature [18] puts forward a comprehensive data factor analysis model to deal with the extended data, mainly according to the sample survey data to deal with the investigated samples. In its extended model, four different types of power exponential function distribution models are used, namely, Bernoulli distribution is used to represent binary service use items, the binomial distribution is used to represent satisfaction ranking, the Poisson distribution is used to represent service use frequency, and the normal distribution is used to represent transaction volume. The concentration coefficient is used to summarize the ability of the model to predict cross-marketing opportunities.

2.2. NPTB Model. In literature [19], the NPTB (next product to buy) model is proposed to improve the effectiveness of cross-marketing. The empirical research results of Knott et al. show that the cross-marketing prediction results of the NPTB model (Figure 2) are more effective than the heuristic algorithm in improving the sales rate of enterprises.

Note: $X_j$ represents the user data, including the user’s current business, demographic variables, and other related variables. $V_j$ represents the measured user’s demand for
purchasing business, and \( Z_j \) represents the unmeasured factors that inhibit the purchase of business, such as the user’s failure to recognize this demand or the factors caused by the marketing efforts of competitors.

In addition, literature [20] proposed that retailers should tailor different sales plans for different customers and supplement and improve the NPTB model on the basis of preferential purchase model and NPTB model on the premise of continuously reducing sales cost in order to effectively recommend different products to different customers at different times. Literature [21] puts forward the methods of random forest, polynomial logarithm, and random polynomial logarithm in the retail results of home appliance retail enterprises to analyse and classify the large-scale customer purchase data of home appliance retail enterprises and study the cross-purchase behaviour of customers, so as to better help enterprises formulate cross-sales strategies and increase sales volume.

2.3. Market Mining Model Improved Sequential Pattern Mining Algorithm. The viewpoint of using the market segmentation method to forecast cross-marketing is put forward in literature [22]. Its choice of market segmentation variables is interactive psychological segmentation variables, including consumption motivation, consumption preference, attitude, and values. Based on the questionnaire survey of psychological variables of sample users randomly selected from the enterprise database, this paper subdivides the users, analyses the demographic characteristics of each subdivided group, and then establishes a scoring model to predict cross-marketing opportunities.

The Bayesian network is proposed to classify products in cross-marketing. The Bayesian network represents the joint probability distribution of a group of discrete random variables: it is considered to be a box probability model composed of partial qualitative conditional dependence.
between a variable and the conditional probability of the group of variables specified by its quantitative part. Then, literature [23] proposes to use the advantages of the dynamic Bayesian network to support the cross-marketing behaviour of financial service companies. The dynamic Bayesian network establishes a dynamic system model based on the Bayesian network, so as to develop the independence of conditions. On this basis, it optimizes the effectiveness of obtaining information in the process of cross-marketing and increases the success rate of cross-marketing. Literature [24] proposes a personalized recommendation model based on domain knowledge, which is applied to the cross-marketing strategy of enterprises. In the application process of this model, we should first preprocess the customer domain knowledge cluster (collaborative filtering method can be used), then propose to combine the related products in the domain knowledge and form a recommendation list, and finally refine the recommendation list to find out the most favourable products for cross-marketing. Furthermore, literature [25] proposed the use of the multiple credit method to comprehensively predict the sales risk of related products, so as to help financial enterprises choose customers with profit expectations to cross-marketing products.

3. Cross-Marketing Model Research Based on Improved Sequential Pattern Mining Algorithm

3.1. The Structure Design of Cross-Marketing Model. The sequential pattern mining model based on clustering in marketing business data is composed of a data acquisition module, data preprocessing module, data storage module, decision support module, and user recommendation model. The structure of the model is shown in Figure 3.

User recommendation layer (also called customer layer): it is the user interaction interface for users to use the functions and services of the analytical CRM system. Its function is to accept user requests and deal with the platform of user interaction. The dynamic page is automatically generated by the web service layer, and the web browser is used to submit the user’s request and display the page generated by the web layer. But it does not perform the functions of querying database and complex business rules.

Database layer: the backstage database server of the analytical CRM system, which represents enterprise information resources, including transaction monitor, relational database, and various customized applications. Its function is to manage the metadata of each part, provide the corresponding interface, and complete the creation, maintenance, and access of data sources such as data warehouse. In the design of this system, the relational database SQL Server is used as the background database of analytical CRM, and the data warehouse is established based on it. At the same time, in order to better extract the required basic data and meet the requirements of data backup, a data extraction, conversion, and loading (ETL) server is added between the data warehouse and the data warehouse management server. The server extracts the required data from the data centre; standardizes the name, code, number, and form of data items; and eliminates duplicate data.

Data preprocessing layer: it mainly includes data extraction, data cleaning, data reduction and normalization, user identification, and path identification. The main task of this layer is to preprocess the collected structured data, semistructured data, and irregular data and remove the duplicate data and invalid data.

Pattern discovery layer: it includes clustering mining, sequence mining, and OLTP module; decision support is to analyse and evaluate the results. The main work of this layer is to deeply mine users’ needs and potential needs through association, clustering, and OLTP operations and recommend urgently needed products or services for users.

Information collection layer: according to the needs of this paper, a large number of customer basic information data and customer behaviour data are collected from the unified customer resource subsystem, billing subsystem, and integrated business accounting subsystem. The data contains the detailed business behaviour and accounting information of customers; through statistical analysis of these data, we can get the relevant attributes needed for the research.

3.2. Data Mining Algorithm Based on Improved Sequential Pattern Mining Algorithm. Data mining algorithm based on improved sequential pattern mining algorithm is explained in this section. The fusion idea of the two algorithms is to use PrefixSpan to generate projection and use the Apriori-all algorithm to further process in the projection area. Next, the improved scheme of the data mining algorithm is illustrated in this section.

Suppose that the transaction database DB is a set of sequences, and the data sequence is \( (cid, ds) \). \( I = \{i_1, i_2, \ldots, i_n\} \) is the set of all items; itemset \( t = \{e_1, e_2, \ldots, e_m\} \) is a subset of \( I \). A sequence is an ordered list of itemsets, denoted as \( s = (s_1, s_2, \ldots, s_n) \), where \( s_j \) represents an itemset. The number of times an item appears in a sequence is called the length of the sequence. Usually, an item can appear at most once in any itemset of any sequence, but it can appear in different itemsets of the sequence. A sequence of length \( k \) is called a \( k \)-sequence.

Defining: \( a = \langle a_1, a_2, \ldots, a_m \rangle \), \( \beta = \langle b_1, b_2, \ldots, b_m \rangle \). The transaction of a client in DB is called the data sequence. If data sequence \( a \) is a subsequence of sequence \( s \), then \( s \) contains \( a \). The support of \( a \) is the ratio of the number of sequences containing \( a \) in DB to the total number of sequences in DB, denoted as \( a_{sup} \). Furthermore, minimum support \( \text{min sup} \) is defined as the threshold specified by the user. If \( a_{sup} \geq \text{min sup} \) is satisfied, then \( a \) is called the sequential pattern. Sequential pattern mining is to find out all the sequential patterns in DB.

In this paper, an improved sequential pattern mining algorithm is proposed based on the Apriori-all algorithm and PrefixSpan algorithm. The idea of this method: if the sequence pattern set with a sequence pattern \( \langle a \rangle \) as the prefix is known as \( \beta \) and the corresponding projection database \( s|a \), the sequence pattern in the sequence pattern set \( \beta \) is taken as the candidate set, and the projection database \( s|
Aisscannedtoverifywhetherthenumberofeachsequence pattern in the candidate set is greater than the support to
generatethesequencepatternsetwithsequencepattern
<. According to the characteristics of
sequence patterns generated by PrefixSpan, if a sequence
does not satisfy the support degree, then the sequence
prefixed with the sequence does not satisfy the support
degree. Therefore, when verifying the candidate set, if a
sequence does not meet the support, then the sequence
prefixed with the sequence does not need to be verified.

\[ \omega(s_i) = \alpha f(s_i) + (1 - \alpha)t(s_i), \]

where \( \omega(s_i) \) is the weight of record \( s_i \), \( f(s_i) \) is the usage
frequency of record \( s_i \) in usage record \( s \), \( t(s_i) \) is the usage
duration of record \( s_i \) in usage record \( s \), and \( \alpha \) is the weight
parameter, which is used to weigh the usage frequency and usage duration.

Given a sequence \( s = \langle s_1, s_2, \ldots, s_n \rangle \) and weight set
\( \omega = (\omega(s_1), \omega(s_2), \ldots, \omega(s_n)) \), then the weight of sequence \( s \)
is calculated as follows:

\[ W(s) = \frac{\sum_{i=1}^{n} \omega(s_i)}{n}. \]  

The whole structure of the improved sequential pattern mining algorithm can be designed as shown in Figure 4. As shown, for sequential pattern mining, let DB represent the original database; let DB represent the incremental database, that is, the new data added in the database, including the new transaction and data sequence. ud stands for the updated database. The customer number cids in ud may already exist in the DB, or it may be a new customer. In addition, start mining from the smallest projection database, scan the
projection database to get the corresponding length-2 sequence pattern, and then divide it with length-2 as the prefix. At this time, scan the result data set to determine whether the length-1 prefixed by the sequence is mined. If it has been mined, use the YZ method to generate the required sequence pattern directly from the length-1 sequence set. If there is no PrefixSpan algorithm. When finding the sequence pattern set prefixed with length-2, the sequence pattern set prefixed with length-2 is included in the sequence pattern set prefixed with length-1, so it can be generated directly from the YZ method of length-1. Then, the time to generate a sequence from length-1 is less than that of the PrefixSpan algorithm.

The detailed evaluation indexes are defined as follows:

Index 1: accuracy is the ratio of the number of correct predictions in the app prediction process to the total number of predictions. The calculation formula is as follows:

\[
\text{accuracy} = \frac{TP + TN}{TP + TN + FN + FP}
\]  

where TP means the prediction is positive, and in fact the prediction is correct, that is, the correct rate of judging as positive; TN means the prediction is negative, but actually the prediction is correct, that is, the correct rate of judging negative; FP means positive prediction, false prediction, false positive rate, that is, negative prediction is positive; FN means the prediction is negative, in fact, the prediction error, the missing rate; that is, the positive judgment is called negative. In general, the higher the accuracy of the model, the better the effect of the model.

Index 2: training time means that, in the experiment, the shorter the running time of model training, the less the resource occupied, the less the impact on users, and the better the algorithm.

4. Simulation Results and Performance Analysis

4.1. Data Sources and Simulation Setting. The experimental data is the standard synthetic transaction data, and the generation process is the same as that in literature [9]. The relevant parameters of the test data set are \(|D|\) for the number of customers, set to 10K; \(|C|\) for the average number of transactions of customers, set to 10; \(|I|\) for the average number of transactions, set to 2.5; and \(|I_n|\) for the total number of items set to 1000. \(|I_s|\) denotes the average length of the longest frequent sequence, set to 4; \(|I_f|\) denotes the number of the longest frequent sequences, set to 1000; and \(|N_s|\) denotes the number of the longest frequent itemsets, set to 5000. The above parameters are used to generate UD.

First, the updated database UD with the number of customers is generated. We set three parameters to simulate the various updating situations of real transaction data more in line with the actual situation.

Parameter 1: update rate \(r_{inc}\), \(|DB| = |UD| \times r_{inc}\). Generate \(|DB|\) nonrepeating random numbers in the range of 1 to \(|UD|\) and use these random numbers as the customer numbers appearing in DB. Use \(|UD| - |DB|\) customer numbers as customer numbers in DB.

Parameter 2: return rate \(r_{inc}\), number of old customers \(|old| = |DB| \times r_{inc}\), which is randomly selected from |DB|. This part of the data sequence will be further divided into two parts, namely, the transactions of the same customer in the DB and the transactions in the new DB. And this ratio is controlled by parameter 3, transaction additional ratio.

Parameter 3: weight parameter \(\alpha\). It is used to weigh the frequency and duration of use.

We use VC++ 6.0 to implement fispm and prefix span algorithm on a machine with 512 M memory, 866 mhz CPU, and Windows 2000 operating system. The IPrefixSpan algorithm is compared with PrefixSpan algorithm.

4.2. The Optimal Selection of Algorithm Parameter. The weight parameter is an important parameter in the whole algorithm. In this paper, we use the experimental method to get the optimal parameter. First of all, initialize \(\alpha = 0.1\) and \(0 \leq \alpha \leq 1\), and use the polling method to obtain \(\alpha = 0.1\) with the highest accuracy. At this time, \(\alpha\) is the best parameter of usage frequency and app usage duration. The simulation results are as follows.

It can be seen from Figure 5 that the accuracy changes with the change of weight parameter \(\alpha\) (i.e., the measurement variable of usage time and frequency). When it is less than 0.5, the accuracy rate increases with the increase of time. When the parameter is greater than 0.5, the accuracy shows a downward trend. Therefore, when \(\alpha \approx 0.5\), the accuracy rate is the highest, which is the best value to measure the proportion of users’ use time and frequency.

In order to get the optimal return rate and update rate parameters, we have carried out the following experiments. A series of different parameters, return rate, and update rate are designed under different support degrees, and the optimal parameters are obtained by using two indicators of accuracy and running time. The simulation results are shown in Figure 6.

As is shown in Figure 6, the support degrees are set as 1%, 2%, 3%, 4%, 5%, 6%, 7%, 8%, and 9%; return rate are set as 20%, 30%, 40%, and 50%; and the update rate are set as 20%, 30%, 40%, 50%, and 60%.

As is shown in Figure 6, simulation results show that, with the increase of support, the execution time of the algorithm decreases first and then increases. And when the return rate remains unchanged, no matter how large the update rate is selected, the execution time is almost the same, indicating that the update rate has no great impact on the
execution time. In addition, the minimum execution time is selected, and the update rate and return rate are 30% and 40%, respectively. The support was 2%. What needs to be specially explained is the data obtained by this group of laboratories when the weight parameter is 5%.

4.3. The Accuracy Validation of Sequence Mining. In order to further verify the performance of the algorithm, we use VC++ 6.0 to implement the improved sequence mining method on the host computer with 512 MB memory, Pentium iii-733 MHz CPU, and Windows 2000 Professional operating system. Taking the above data set as an example, after data mining, the data display diagram is as follows: among them, Figure 7(a) is part of the original data, Figure 7(b) is the data mining results figure of the improved PrefixSpan, and Figure 7(c) is the data thermal energy diagram after mining. Figure 7(d) is the probability figure of user habits.

It can be seen from the figure that this paper combines the PrefixSpan method to design the appropriate weight coefficient. After obtaining the appropriate parameters, the data mining results have achieved good results. It can be seen from Figure 7(b) that this method can quickly classify and mine data from complex data. The energy figure and probability figure in Figure 7(c) and Figure 7(d) further illustrate the high accuracy of the algorithm. It can make the data mining results more accurate.

4.4. The Superiority Validation of the Proposed Scheme. The experimental environment and test data set are the same as experiment one, and the test data sets are supported by 3%, 4%, 5%, 6%, 7%, 8%, 9%, 10%, and 11%, respectively. The experimental results are shown in Figure 8. It can be seen from Figure 8 that the improved prefix span algorithm is obviously better than the prefix span algorithm when the support is between 4% and 8%. Section 4.2 shows that, with the increase of support, the ratio of the time used by the improved prefix span method to the time used by the prefix span method is getting smaller and smaller, while Figure 8 shows that the time
gap between the prefix span algorithm and the improved prefix span algorithm is decreasing after the support exceeds 8%. The main reason is that, with the increase of support, the number of sequential patterns decreases, the total time used by the algorithm decreases, and the time gap between the two algorithms becomes smaller. The experimental results show that the improved prefix span algorithm is better than the prefix span algorithm. In addition, the accuracy of data mining under different supports is shown in Figure 9. From Figure 9, it can be seen that the two have the same trend, and the accuracy of IPrefixSpan is significantly higher than that of PrefixSpan.
Figure 7: The simulation results of the proposed method. (a) Original data. (b) Data mining results. (c) Thermal energy diagram. (d) Probability figure of user habits.

Figure 8: Continued.
5. Conclusion

Based on the research of the PrefixSpan algorithm, this paper studies that the cost of the PrefixSpan algorithm mainly lies in the construction of subdatabases and also studies the idea of the Apriori algorithm. The Apriori algorithm is efficient in verifying candidate sets. Based on the characteristics of the sequences generated by the PrefixSpan algorithm, this paper improves the verification method, improves the PrefixSpan algorithm, and reduces the impact on the efficiency of the algorithm with the increase of support. In addition, the weight coefficient can significantly improve the efficiency of the algorithm when updating data, and it can also reduce the running time of the algorithm by adjusting the weight coefficient. Simulation results show that this method can achieve a good data mining effect in marketing data. The algorithm can reduce the time cost of building projection database and reduce the impact of support increase on the efficiency of the algorithm. The improved idea is that when the first partition is used to generate the projection database, the number of itemsets in the projection database is sorted from small to large, and when the second partition is used, the sequence patterns are generated directly from the mined sequence patterns, so as to reduce the construction of the database. Furthermore, this paper presents a basic algorithm of time series data mining, which can be used for any time series data set, for example, transportation, weather, and other fields.
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