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The frequency-dependent amplitude and phase in piezoresponse force microscopy (PFM) measurements are shown to be a consequence of the Euler-Bernoulli (EB) dynamics of atomic force microscope (AFM) cantilever beams used to make the measurements. Changes in the cantilever mode shape as a function of changes in the boundary conditions determine the sensitivity of cantilevers to forces between the tip and the sample. Conventional PFM and AFM measurements are made with the motion of the cantilever measured at one optical beam detector (OBD) spot location. A single OBD spot location provides a limited picture of the total cantilever motion and in fact, experimentally observed cantilever amplitude and phase are shown to be strongly dependent on the OBD spot position for many measurements. In this work, the commonly observed frequency dependence of PFM response is explained through experimental measurements and analytic theoretical EB modeling of the PFM response as a function of both frequency and OBD spot location on a periodically poled lithium niobate (PPLN) sample. One notable conclusion is that a common choice of OBD spot location – at or near the tip of the cantilever – is particularly vulnerable to frequency dependent amplitude and phase variations stemming from dynamics of the cantilever sensor rather than from the piezoresponse of the sample.
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I. INTRODUCTION: Electromechanics

Coupling between electrical and mechanical phenomena is a common characteristic of many natural systems, with examples ranging from piezoelectric and ferroelectric and energy storage materials to biological samples, including molecules and complex tissues. Based on the atomic force microscope (AFM), piezoresponse force microscopy (PFM) has become an established, powerful tool for functional nanoscale imaging, spectroscopy, and manipulation of electromechanical materials. Another technique that relies on an oscillating tip-sample bias is the recently developed electrochemical strain microscopy (ESM). In ESM, the oscillating tip-sample bias induces localized ionic motion that in turn causes a strain that is coupled to the cantilever through the tip.

In the following, we will first discuss conventional PFM, noting the challenges there have been in obtaining repeatable, quantitative measurements of the inverse piezo sensitivity. These challenges also exist for more generalized to electromechanical measurements where there are other coupling mechanisms between a bias applied to a tip and a resulting strain in the material. We then make detailed specific experimental observations on a common sample – lithium niobate, noting the strong frequency dependence and deviation from ideal behavior. This leads to an investigation of the effect of the optical beam detector (OBD) spot location on the measured observables. The resulting spectrograms – measurements of the frequency-dependent amplitude and phase response of the cantilever versus OBD spot position – reveal a number of interesting and surprising results. The experimental spectrograms are shown to explain the DC voltage-dependent response. They also in turn suggest limits for quantitative operation of PFM and ESM, at least in the context of OBD based measurements.

A. Piezoresponse Force Microscopy

PFM is based on the converse piezoelectric effect, with the cantilever in contact mode while the tip-sample voltage is modulated with a periodic tip bias $V_{\text{tip}} = V_{\text{DC}} + V_{\text{AC}} \cos(\omega t)$, where the drive frequency $\omega$ is chosen to be well above the feedback bandwidth, roughly 5-7 kHz in this case. This drive
generates an oscillating electric field below the tip that causes localized deformations in the sample surface, which in turn acts as a mechanical drive for the cantilever. The piezoelectric response of the surface is detected as the first harmonic component \( A_{1\omega} \) of the tip deflection amplitude \( A = A_0 + A_{1\omega} \cos(\omega t + \phi) \). When the response is dominated by the piezoelectric contribution, the phase \( \phi \) of the electromechanical response of the surface is dependent on the polarization direction. As mentioned above, there are other forces present that also respond at this first harmonic, including localized electrostatic forces between the \textit{tip} and sample surface charge and delocalized (long-range) electrostatic forces between the \textit{body} of the cantilever and the sample surface charge. In general, the larger the piezoresponse amplitude relative to other contributions, the better the PFM contrast and quantitative interpretation of the data.\textsuperscript{17,18} Over the past years, a number of approaches for maximizing the PFM response and minimizing or eliminating the electrostatic components have been developed;\textsuperscript{19,20} however, it still remains a significant challenge.

Typically by using a lock-in amplifier, the amplitude and phase of these electromechanical vibrations at the first drive harmonic are extracted and provide information on the piezoelectric orientation and mechanical properties (stiffness and dissipation) of the material in the vicinity of the tip. Explicitly, the amplitude is related to the functional sensitivity of the material, and the phase is related to the domain orientation. The cantilever resonance can be used to improve the signal to noise of these measurements with resonance-tracking techniques such as the lock-in-based Dual AC Resonance Tracking (DART)\textsuperscript{21} method or the adaptive digital-synthesizing Band Excitation (BE) method.\textsuperscript{22}

\section*{II. Quantifying AFM Electromechanical Response}

One of the ongoing challenges of PFM, ESM, and related techniques is the accurate characterization of functional parameters. In the case of PFM, the most common functional parameter is the inverse piezo sensitivity, a measure of the strain response of a piezoelectric material to an applied voltage, typically quoted in units of nm/V. Issues with accurate measurement of this parameter include
(i) the tensorial nature of electromechanical coupling, (ii) uncertainties in the tip-sample mechanical interface, (iii) uncertainties in the calibration of the mechanical and OBD sensitivity (defined below) of the cantilever and (iv) forces between the body of the cantilever and tip of the cantilever competing with the piezoelectric actuation.\textsuperscript{23}

Following Jesse et al.,\textsuperscript{24} it is common to define an “effective” inverse piezo sensitivity $d_{\text{eff}}$ by

$$d_{\text{eff}} = A_{\text{em}}/V_{\text{tip}},$$

where $A_{\text{em}}$ is the amplitude of the electromechanical strain driving the cantilever tip and $V_{\text{tip}}$ is the applied voltage. This sensitivity combines the components of the piezoelectric tensor to describe the resulting response of the PFM cantilever to the applied voltage along the z-axis.\textsuperscript{25, 26, 27} The response $A_{1\omega}$ of the cantilever at the first harmonic of the AC drive voltage is given by a combination of localized piezoresponse, localized electrostatic interactions between the tip and the sample and long-range electrostatics interactions between the sample and the cantilever body. There are similar relationships for lateral components, however here we will only consider the vertical PFM response. The electrostatic coupling is generally responsible for a background signal at the drive frequency that complicates interpretation of the PFM response.\textsuperscript{28, 29} “Ideal” PFM measurements of ferroelectric materials should follow some simple trends:

1. Measurements are frequency-independent, at least below the first contact resonance frequency.
2. The amplitude should be independent of the ferroelectric polarization direction.\textsuperscript{30}
3. The phase shift across oppositely polarized domains should be $180^\circ$.

To elaborate on point #1 above, the mechanical resonances of bulk ferroelectric crystals are well above the 1 kHz – 1 MHz PFM range of operation.\textsuperscript{31} However, it is well known that the drive frequency of the electrical excitation can have a profound effect on the measured PFM signal,\textsuperscript{32, 33} with at least part
of the frequency dependence due to the contact resonance of the cantilever.\textsuperscript{34} Since the contact resonance frequency depends on the contact stiffness of the tip-sample interaction, as the contact area changes while the cantilever scans over the surface, operating too close to the cantilever resonance can lead to artifacts in the response. Harnagea et al.\textsuperscript{35} suggested operating the contact cantilever near, but not exactly on a resonant frequency to enhance the response and at the same time avoid artifacts associated with changes in the contact resonance due to adhesion effects.

In addition to electrostatic coupling, other sources of background can cause crosstalk in the PFM response, including instrumental resonances and/or electrical background signals. The dangers of exciting instrumental electrical or mechanical resonances in the AFM while making PFM measurements have been elaborated already.\textsuperscript{36,37} Briefly, in a poorly designed excitation system, unwanted electrical couplings in the conductive path between the electrical oscillator and the cantilever tip can, for example also drive the “shake piezo”, the device commonly used for mechanical actuation of the cantilever in tapping mode or other measurements. If this occurs, excitation of the shake piezo appears as cantilever motion, indistinguishable from motion originating from the sample electromechanical strain. Similarly, these same drive voltages can couple into a poorly isolated photodetector circuit, leading to a false background at the first harmonic, affecting both the amplitude and phase of the measured signal. This coupling often has an ill-defined frequency dependence leading to further difficulties in interpreting or removing the background. In the Cypher AFM used here, these effects have been effectively eliminated through careful design of the electrical signal routing and shielding.

In most cases, single-frequency PFM has been limited to a few hundred kHz or lower\textsuperscript{38} with some exceptions.\textsuperscript{39,40} There are potential advantages to operation at higher frequencies including improved signal to noise. However, as mentioned above there are also complications associated with the cantilever contact resonance, because local elastic and contact area variations due to topography can lead to crosstalk.\textsuperscript{24} Crosstalk issues with on-resonance operation have been improved through
resonance-tracking techniques such as the DART and BE approaches mentioned above. Both of these techniques allow the determination of the driving force or strain in PFM by properly accounting for shifting resonance and quality factor as the cantilever scans over the surface. These measurements are analyzed in terms of the simple harmonic oscillator (SHO) model, where the amplitude is described by the well-known expression

\[
A = \frac{k_{\text{cant}}A_{\text{em}}\omega_0^2}{\sqrt{(\omega_0^2 - \omega^2)^2 + (Q/\omega_0)^2}} = \frac{d_{\text{eff}}V_{\text{tip}} k_{\text{cant}} \omega_0^2}{\sqrt{(\omega_0^2 - \omega^2)^2 + (Q/\omega_0)^2}}. \tag{1}
\]

A related expression exists for the SHO phase but is not addressed here. In Eq. (1), the oscillator resonance and drive frequencies are \(\omega_0 = 2\pi f_0\) and \(\omega = 2\pi f\) respectively. The dimensionless quality factor \(Q\) of the SHO ranges from approximately 30 to 200 for a wide range of silicon cantilevers used in electromechanical measurements made in ambient conditions. \(k_{\text{cant}}\) is the cantilever spring constant, typically taken as the end-loaded stiffness, which ranges from 0.1 N/m to 50 N/m for the cantilevers typically used in ambient electromechanical measurements. In the second term of Eq. (1), we have substituted \(A_{\text{em}} = d_{\text{eff}}V_{\text{tip}}\) into the expression, directly linking the electromechanical drive with the response amplitude. Cantilevers used in AFM applications are elastic beams that appear in a variety of shapes and sizes. The resonance frequency shift in response to tip-sample interactions is a strong function of the cantilever geometry. Because they more closely obey analytic expressions, simple, diving-board geometries are best suited for quantitative measurements. However, there can be substantial variations in cantilever production process variations. It is possible for spring constants to vary by as much as an order of magnitude for cantilevers with the same nominal geometry. The cantilevers used in this work were silicon “ASYELEC-01” probes with nominal properties of \(k_{\text{cant}} \approx 2\ \text{N/m}\) and \(\omega_0 \approx 2\pi \cdot 72\ \text{kHz}\).\(^4\)

The vast majority of current AFMs use a “split” photodetector to convert the motion of the cantilever into a measured voltage \(V_{\text{det}}\).\(^4\) In this optical beam detector (OBD) scheme, when the signal is close to null, the measured signal is roughly proportional to the slope (or bending) of the cantilever.\(^4\)
Although presented in various ways, here we will use denote this proportionality constant the inverse optical lever sensitivity, $InvOLS$, where the amplitude in meters is related to the measured voltage through

$$A = InvOLS \cdot V_{\text{det}}.$$  \hspace{1cm} (2)

$InvOLS$ can be estimated in a number of different ways, typically involving pressing the cantilever against a stiff, non-compliant surface a known distance while measuring $V_{\text{det}}$. The resulting data is fit to a line, and the slope yields $InvOLS$. In PFM measurements, this force curve calibration procedure then allows the piezo sensitivity $d_{\text{eff}}$ to be estimated by combining Eqs. (1) and (2).

III. Frequency Dependent Imaging

To investigate the effect of frequency on PFM response, we performed imaging experiments on a commonly available sample, periodically poled lithium niobate (PPLN). Lithium niobate ($LiNbO_3$) belongs to point group $3m$, and therefore the piezoelectric matrix has four independent components: $d_{15}$, $d_{22}$, $d_{31}$, and $d_{33}$. The vertical PFM signal far away from domain walls contains contributions from all four components, as described by Lei et al., but is dominated by the $d_{33}$ and $d_{15}$ contributions.

An example of frequency-dependent PFM on a PPLN sample is shown in Figure 1. Figures 1(a)-(f) show the PFM phase with the tip-sample potential oscillated at 40, 150, 190, 220, 310 and 330 kHz respectively, while Figures 1(a’)-(f’) show the corresponding PFM amplitude. Note that the last two frequencies were chosen to be just below and just above the contact resonance at $\sim 320$ kHz. The OBD spot was positioned at the tip, as is typical for maximizing the sensitivity of AFM measurements. The phase images in Figures 1(a), (e) and (f) show the expected $180^\circ$ shifts over the two domains. However, in Figures 1(b), (c) and (d) the phase goes through a noisy reversal, inverting between 1(b) and (d). As seen in Figures 1(b’) and (d’), the noisy phase images correspond to regions of small amplitude. The drive voltage amplitude was held constant at $V_{\text{tip}} = 3$ V during all of the measurements so the application of $d_{\text{eff}} = A_{\text{em}} / V_{\text{tip}}$ will lead to very different estimates of $d_{\text{eff}}$. Perhaps even more clearly,
the amplitude in the central “down” stripe domain is different from that in the “up” domain and varies, appearing larger at low frequencies (see Figures 1(a’) and (b’)) and smaller at high frequencies (see Figure 1(c’)-(f’)).

The data of Figure 1 violates all three of the “ideal” PFM expectations listed above. In one previous study, asymmetries in the amplitude of the sort shown in Figure 1 were attributed to non-stoichiometric \( \text{LiNbO}_3 \) although this does not address either the lack of 180° phase shifts in Figure 1(b)-(d) or the frequency dependence of the amplitude measurements in Figure 1(a’)-(f’). As we will discuss below, long-range electrostatic interactions, acting between the extended body of the cantilever and the surface can have significant and measurable effects on the cantilever mode shape and may explain asymmetries in the amplitude response.

Figure 2(a) shows the phase spectra over the two domains at the red and black locations indicated in Figure 1(a), while Figure 2(b) shows the associated amplitude spectra. The amplitude axis is logarithmic, making the amplitude clearly visible at a broad range of frequencies despite the high quality factor \( Q \approx 130 \) of the contact resonance. As with the data of Figure 1, these spectra were acquired with the OBD spot positioned at the tip of the cantilever. The frequencies used in the six images of Figure 1 are labeled as dashed vertical blue lines. One feature of note in the spectra for both the “up” and “down” domains is the existence of a minimum in the amplitude curve, at \( \sim 155 \) kHz for the “up” domain and \( \sim 225 \) kHz for the “down” domain. In both cases, there is a phase shift going through the frequency of minimum amplitude, despite being well below the contact resonance. (The 180° phase shift at the resonance frequency is a consequence of phase wrapping in the AFM lock-in amplifier.)

The red and black dashed lines in Figure 2(b) show SHO fits using the following parameters: \( Q = 130, \omega_0 = 2\pi \cdot 310.49 \text{ kHz}, V_{\text{tip}} = 3 \text{ V}, \text{ and } k_{\text{cant}} = 1 \text{ N/m}. \) In addition, the sensitivity of the cantilever was calibrated with the force curve technique to be \( \text{InvOLS} = 100.1 \text{ nm/V}. \) With this calibration factor, the measured amplitude voltages were converted to values for the effective sensitivity.
$d_{\text{eff}}$ as discussed above, yielding estimates of $d_{\text{eff}} \approx 43 \text{ pm/V}$ (red, down domain) and $d_{\text{eff}} \approx 38 \text{ pm/V}$ (black, up domain). The estimates are significantly larger than the expected value of ~0.6-26 pm/V. In addition, the values for the opposite domains differ by more than 10%, despite the amplitude independence expected in the ideal case. Perhaps most importantly, while the fits agree with the data near DC and resonance, there is significant disagreement at intermediate frequencies, where the fits do not predict the experimentally observed amplitude minima. Clearly the SHO model does not completely describe the measurements, motivating the mode mapping and modeling described and discussed below.

IV. Mode Mapping

Ernst Chladni is credited with mapping the modal shapes of plates in response to different boundary conditions. The equivalent change of cantilever modal shape in response to changes in the boundary conditions is the fundamental basis for all dynamic AFM measurements. The mode shape changes are small in many measurement modes, but in other techniques such as contact resonance AFM, discussed theoretically by Rabe et al., the mode shape can experience radical changes. As part of their work, Rabe et al. mapped the mode shapes of a variety of freely vibrating rectangular levers using an optical interferometer. They found that the rectangular levers exhibited overall good agreement with cantilever beam theory, though they did observe some deviations they attributed to coupling between transverse and torsional modes. This initial work did not explore mode shapes of the cantilever tip interacting with the surface. Since that pioneering work, there have been a number of other studies of the variation in the dynamic mode shape of vibrating cantilevers. In addition to these imaging applications, mode shape measurements have been useful for cantilever-based sensing.

To study frequency-dependent effects during PFM measurements in more detail, cantilever spectrograms – the response of the cantilever as a function of both frequency and OBD spot position – have been measured in situ while the cantilever probes a functional material. Figure 3(a) shows a
schematic diagram of the setup used to scan the spot location over the cantilever while the lever is in contact with the surface.\textsuperscript{59} We used the built-in motorized stage in a Cypher AFM to measure the cantilever deflection, amplitude and phase as a function of OBD spot location. The lateral positioning precision of $\pm 200$ nm and the vertical precision of $\pm 40$ nm of this system allows us to measure the response with great repeatability. The basic algorithm for making the measurements is as follows:

1. Engage the cantilever on the surface as you would for normal imaging or other measurements. This could be in contact mode, tapping or as the case for this report, PFM mode.

2. At a single x-y point on the surface, allow the z-position to stabilize with the z-feedback loop operating. If the z-position is drifting in time, this drift can be measured and used to extrapolate the control voltage when the z-feedback is disabled in the next step.

3. After stabilization or enough measurements to insure good extrapolation of the z-drift, disable the z-feedback. This is most easily accomplished by ramping the feedback gains to zero.

4. Reposition the OBD spot at various points on the cantilever while recording the OBD signal (deflection, amplitude and phase).

5. Sweep the drive frequency to record the amplitude and phase as a function of both position and frequency.

6. Return the spot to the original position and ramp the feedback gains to the original values. While doing this, the z-position as it responds to the feedback loop can be recorded to evaluate the effects of drift during the measurement steps 4-5. If there was significant drift, it is advisable to discard the measurements and attempt the experiment again.
Examples of spectrograms obtained in this manner are shown in Figure 4. Figures 4(a) and (a’) show phase spectrograms for the down and up domains respectively, while Figures 4(b) and (b’) show the corresponding amplitude spectrograms. The amplitudes were plotted using a logarithmic grayscale. The most notable features of the spectrograms are the nodal lines, visible as a swath of low-amplitude points in the amplitude images and as a 180° phase shift in the phase images (highlighted with dotted blue lines). An important point is that the nodal lines differ in their dependence on frequency and spot position for the two domains below resonance.

It is also clear from the phase and amplitude spectrograms that the crossover between the DC response and first contact mode, as indicated by the nodal lines, is measurable at surprisingly low frequencies. For the “down” domain in Figures 4(a) and (b), the crossover is on the order of half the contact resonance frequency. For the “up” domain in Figures 4(a’) and (b’), the crossover is even lower – nearly to DC. The overlap region, where there is very little phase contrast in either domain, is shaded in Figure 4(c). Remarkably, the region lies in the middle of what has been conventionally recommended as the best operating region for PFM, specifically, (i) at a frequency well below the contact resonance and (ii) with the OBD spot positioned close to the end of the lever.

V. Theory

Single point-mass models of the cantilever, even if long-range electrostatic interactions are considered, do not explain the behavior shown in Figures 1 and 2. Figures 4(d) and 4(d’) show the SHO response calculated using Eq. (1). Since the cantilever mode shape is changing with frequency, the measured amplitude and phase at a given spot position will also change, leading to the clear disagreement between experiment amplitude spectrograms shown in Figures 4(b) and (b’) and theoretical SHO amplitude spectrograms shown in Figures 4(d) and (d’). To account for this, it is
necessary to go beyond the point-mass SHO model discussed above and consider the extended cantilever beam shape.

To model the extended beam shape, we use the Euler-Bernoulli (EB) model depicted schematically in Figure 3(b). After separating out the time dependence, the EB cantilever beam equation is given by

\[
\frac{\partial^4 w(x)}{\partial x^4} - \beta^4 w(x) = \frac{3F_{\text{c}ant}L}{k_{\text{c}ant}},\tag{3}
\]

where \(\beta = C_1 \sqrt{\frac{\omega}{\omega_0}}\) and \(L\) is the cantilever length. The delocalized electrostatic force \(F_{\text{c}ant}\) acts along the entire length of the cantilever and has been extensively discussed as a complication in interpreting PFM response.\(^{60, 61, 62, 63, 64}\) Note that this term is divided by the cantilever stiffness \(k_{\text{c}ant}\), suggesting that the effect of long-ranged electrostatics can be reduced by choosing as stiff a cantilever as possible for a given measurement. Of course, there are practical limitations on \(k_{\text{c}ant}\), since a large loading force can damage tip coatings, the tip structure itself and the sample. On the clamped end of the cantilever, the displacement and slope (deflection angle) are zero: \(w(0) = 0\) and \(w'(0) = 0\). On the tip end, since we are neglecting any lateral component in the tip-sample interactions, \(w''(L) = 0\). Localized forces, including both localized electrostatic interactions between the tip and sample along with localized piezoelectric strain forces, lead to the shear force boundary condition \(w'''(L) = \frac{k_{ts}}{E I} (w(L) - z_{em})\), where the localized electromechanical strain is given by \(z_{em} = d_{eff} V_{\text{tip}} k_{ts}\). \(k_{ts}\) is the tip-sample contact stiffness and is related to the normalized contact stiffness \(\alpha\) in Figure 3(b) by \(\alpha = k_{ts}/k_{\text{c}ant}\), while \(E\) and \(I\) are the cantilever’s Young’s modulus and cross-sectional area moment of inertia, respectively. At this point we should note that the amplitude measured by the OBD sensor is approximately the slope of the cantilever displacement: \(A_{OB} \approx w'(x)\). In the case where the displacement of the cantilever is
measured directly, such as an interferometer, the detection position sensitive amplitude is equivalent to the displacement $A_{int} \approx w(x)$.65

Eq. (3) was solved analytically using Mathematica and then used to compute the theoretical EB spectrograms shown in Figures 4(e) and (e’), and 5(a’)-(c’). As discussed above, the slope $w'(x)$ of the theoretical EB spectrograms was calculated to approximate the OBD amplitude. While this approximation breaks down for small cantilevers and/or large laser spots, the nominally 3 µm long spot size combined with the 240 µm nominal cantilever length implies shape errors well under 1%.44 We expect errors associated with deviations from an ideal EB diving board of uniform thickness to be a much larger source of error. The excellent agreement between the experimental and theoretical EB spectrograms below resonance justified omitting additional terms in the model such as the electrostatic coupling between the tip and sample (remembering that we are still keeping the delocalized electrostatic coupling between the cantilever body and the sample), the sample work function, the electrical contact quality or position-sensitive contact stiffness across the two domains.

At first look, the sub-resonance asymmetric nodal lines experimentally observed in Figures 4(b) and (b’) are easily duplicated with this model, as shown in Figures 4(e) and (e’) respectively. This asymmetry is consistent with a background electrostatic force due to electrostatic coupling between the body of the cantilever and the charged sample surface.43

The EB and SHO model calculations can be used to compare spectrograms made at applied DC bias voltages. The electrostatic coupling between the body of the cantilever and the sample surface was directly measured by positioning the cantilever $\lesssim$ 100 nm above the surface (out of contact) and then measuring the DC bias-dependent electromechanical response, keeping the AC amplitude at a constant 3 V ($V_{tip} = V_{DC} + 3V \cdot \cos \omega t$). When $\omega = \omega_0$, we observed that the response amplitude was well described by $A = \gamma (|V_{DC} - V_{offset}|)$, where $\gamma$ and $V_{offset}$ were estimated as $\gamma \approx 12.1$ nm/V and $V_{offset} \approx -23.3$ mV (data not shown).66 Assuming that the driving force for this
non-contact experiment and the contact PFM measurements were similar allowed us to estimate the non-localized force as \( F_{\text{cant}} = k_{\text{cant}} A/Q \approx 12.5 \text{nN/V} \cdot |V_{\text{DC}}| \), where we have neglected the small DC offset. Figures 5(a)-(c) show bias-dependent spectrograms measured over a down domain made with \( V_{\text{DC}} = +5 \text{V}, 0 \text{V} \text{ and } -5 \text{V} \). The faint white vertical bands at 125 kHz in the experimental amplitudes correspond to an instrumental artifact and can be neglected. The bias-dependent evolution of the nodal lines (dark, low-amplitude regions) in the experimental amplitude measurements in Figures 5(a-c) is strikingly reproduced by the theoretical EB calculations shown in Figures 5(a’-c’), again in contrast to the theoretical SHO model results shown in Figures 5(a”-c”). Although beyond the scope of this work, this suggests it may be possible to control evolution of the nodal regions by actively controlling \( V_{\text{DC}} \), in a manner similar to Kelvin Probe Force Microscopy (see, for example, ref. 71).

VI. DISCUSSION

These experiments were initially motivated by trying to improve quantitative PFM measurements, and the results indeed suggest strategies for improving these measurements. Notably, of the two independent variables in the spectrograms, the PFM response was most nearly ideal, with 180° phase shifts and equal amplitudes over opposite domains when the frequency was very low (<10 kHz). Near resonance, the phase contrast was well behaved, but there were differences in the amplitudes of the responses. While these differences may be explained with a slightly more complicated model than that presented in Eq. (3), it also implies that care needs to be taken with interpreting the response near resonance. At the same time, the enhanced signal to noise provided by imaging at resonance provides a benefit that can be well worth this tradeoff.

In the absence of making the careful position- and frequency-dependent measurements shown here, quantitative measurements can be improved by minimizing the effects of long-range coupling between the cantilever and sample in the following ways:
1. Choosing a low drive frequency. While this was indeed confirmed, the definition of “low”
depends very strongly on the electrostatic term and may in some cases be well below even a
few kHz.
2. If operating on resonance, which is desirable for improved signal to noise, care must be taken
in interpreting the response. Specifically, changes in dissipation will change the quality factor
and therefore the gain of the resonance amplifier.
3. Use of smaller cantilevers to reduce the electrostatic coupling between the tip and sample.
4. Use of longer tips, thus increasing the distance between the cantilever body and sample,
reducing the capacitance.
5. Shielded probes. These may reduce the capacitance but are also more expensive and not as
well developed as conventional cantilevers at this point.
6. Stiffer cantilevers also will reduce the effect of long-range electrostatic forces but may be
undesirable for thin films and softer materials since the high loading force may damage the
sample.
7. Positioning the OBD spot closer to the base of the cantilever can reduce the effect of nodal
lines on phase and amplitude (at the cost of a reduction in sensitivity).
8. As pointed out by others,\textsuperscript{69} scanning along the edge of a sample may help minimize these
long-range electrical effects.
9. Measurements at different sample rotation angles could provide insight by varying the body-
charge coupling.

VII. CONCLUSION

We have developed a method for measuring the dynamic response of a cantilever to tip-sample
interactions while the cantilever is interacting with a sample. This technique can be applied to almost
any AFM measurement mode, subject to the experimental constraints discussed in section IV above. These constraints still allowed systematic exploration of the PFM response of a cantilever scanning a PPLN sample. Recent developments in a combined OBD beam and interferometer AFM allows modal mapping with the conventional feedback loop operational, bypassing some of the requirements for low drift and a time-independent tip-sample interaction that we had in this work. In the case of PFM measurements, we presented maps of the cantilever modal response as a function of OBD spot position and frequency through the first contact resonance. In particular, these measurements demonstrate that the conventional SHO model is insufficient to understand PFM response, at least for samples with a delocalized interaction between the sample and cantilever body such as the PPLN measured here.

By using an EB model of a PFM cantilever that includes a piezoelectric drive located at the tip and an extended electrostatic drive along the body of the cantilever, we have obtained excellent agreement between experimental and theoretical spectrograms. In the case where there are long-range electrical interactions between the cantilever and the sample, such as shown here, proper measurement of $d_{\text{eff}}$ depends on a choice of drive frequency and spot location. In particular, there are some locations where small changes in the boundary conditions (such as tip-sample stiffness) or the balance of electrostatic versus piezoelectric forces can cause contrast inversions and amplitude changes that may be mistaken for polarization changes in the sample. Note that these effects can occur at zero DC applied bias in the presence of even small surface charges.

Inspection of the spectrograms suggests that some of the worst effects associated with the frequency- and OBD-spot-dependent dynamics, including the movement of the nodal lines, can be minimized by positioning the OBD spot closer to the base rather than the tip of the cantilever. Although this results in a less sensitive OBD response, the benefit of a more stable response may be worth that sacrifice. Moving the spot closer to the base also widens the frequency range over which the response is well behaved. Finally, in the absence of making careful position- and frequency-dependent
measurements of the type shown here, the effects of long-range coupling between the cantilever should be minimized with one or more of the following: smaller cantilevers, longer tips, shielded probes and scanning along the edge of a sample.

We anticipate that this approach to studying cantilever dynamics can be improved upon. One concern we have had is the potential presence of nonlinearities in the drive or detection method. An improvement we have started to explore is to operate in a constant amplitude mode, where the drive amplitude is modulated as a function of frequency to maintain the resulting cantilever motion at the same amplitude. In contrast to earlier mode measurement approaches, these measurements are fully integrated into the AFM. In addition, since the sensor is the same, the OBD sensitivity of the mode shape measurement exactly matches that of the AFM or PFM measurement. This can be run in any imaging mode including contact, contact resonance, PFM, ESM, tapping, dual AC and force-distance measurements, both at high and low speed.

VIII. FIGURES

![Image of frequency-dependent PFM response on a PPLN sample](image_url)

Figure 1. Frequency-dependent PFM response on a PPLN sample. The phase is shown in images (a)-(f) and the amplitude in images (a’)-(f’) for f = 40 kHz, 150 kHz, 190 kHz, 220 kHz and 330 kHz.
kHz respectively. The contact resonance frequency was ~320 kHz. The 7 mV amplitude scale bar is for images (a’)-(d’), and the 300 mV scale bar is for images (e’) and (f’). The black and red dots indicate positions of up and down polarization respectively and were used for the measurements in Figure 2.

Figure 2. (a) Phase spectra over the two domains at the red and black locations indicated in Figures 1(a) and 1(a’). (b) Associated spectra of amplitude divided by drive voltage plotted on a log scale. The labels (a)-(d) and (a’)-(d’) indicate the drive frequencies used to acquire the images shown in Figure 1. The red and black dashed lines correspond to a SHO fit as described in the text. Note that while the fit agrees well near DC and resonance, there is significant disagreement at intermediate frequencies.
Figure 3. (a) Schematic of the motorized spot positioning system used to scan the OBD spot along the length of the cantilever. The spot can be scanned in all three dimensions, insuring that it remains in focus as it is scanned along the length of the tilted cantilever. (b) A schematic of the analytically modeled cantilever of length $L$ used to compute the theoretical spectrograms. $w(x)$ is the cantilever displacement along the length $x$. Long-range forces between the sample and the body of the cantilever are denoted by $F_{\text{cant}}$, while the localized electromechanical strain $z_{\text{em}}$ is coupled to the end of the cantilever ($x = L$) through a normalized tip-sample stiffness $\alpha$.

Figure 4. PFM spectrograms on a PPLN sample. (a) and (b) show the “down” domain phase and amplitude respectively, while the “up” domain phase and amplitude are shown in (a’) and (b’) respectively. The spectrograms show the experimental phase (a) and (a’) and the logarithm of the experimental amplitude (b) and (b’) as a function of frequency (0-400 kHz) on the horizontal axis and OBD spot position on the vertical axis, with the cantilever base on the bottom and the tip on the top. The dotted blue lines in (a) and (a’) are guides to indicate the locations of the amplitude nodes, where the amplitude goes through a minima and the phase reverses. (c) shows the “trouble zone” region with roughly zero phase contrast shaded in blue. This region happens to be in the range where many
conventional sub-resonance PFM measurements take place, with the OBD spot positioned near the tip of the cantilever and the drive frequency at a value substantially lower than resonance. (d) and (d’) show the OBD spot position-independent SHO amplitudes. Since the SHO model does not include any spot-position dependence, the nodes visible in the EB model and the experimental data do not appear. Finally, (e) and (e’) show the theoretical EB model amplitude spectrogram over the “down” and “up” domains respectively. Specific parameters to obtain these theoretical results are discussed in the text. The dashed lines in (b), (b’), (e) and (e’) indicate the OBD spot position near the end of the cantilever used to acquire the spectra in Figure 2.

Figure 5. Experimental amplitude spectrograms using an ASYELEC-01 cantilever (see text) over a PPLN down domain for (a) +5V bias, (b) 0 V bias and (c) -5 V bias. (a’), (b’) and (c’) show the corresponding theoretical amplitude spectrograms for the respective bias voltages simulated with an EB cantilever model. (a’’), (b’’) and (c’’) show the response predicted by the SHO model using the same parameters. Since the SHO model does not include spot-position changes, the nodes visible in the EB model and the experimental data do not appear.
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