Slippage-robust Gaze Tracking for Near-eye Display
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\textbf{Abstract}—In recent years, head-mounted near-eye display devices have become the key hardware foundation for virtual reality and augmented reality. Thus head-mounted gaze tracking technology has received attention as an essential part of human-computer interaction. However, unavoidable slippage of head-mounted devices (HMD) often results in higher gaze tracking errors and hinders the practical usage of HMD. To tackle this problem, we propose a slippage-robust gaze tracking method based on the aspheric eyeball model and accurately compute the eyeball optical axis and rotation center. We tested several methods on datasets with slippage and the experimental results show that the proposed method significantly outperforms the previous method (almost double the suboptimal method).

I. INTRODUCTION

With the prosperity of the metaverse, the demand for augmented, virtual and mixed reality (AR, VR, and MR) is rapidly increasing. Head-mounted near-eye display, functioning as the hardware foundation of all three techniques, project virtual scenes onto the human eye and create an immersive environment. Although various interaction methods, including gripping and keyboard, are explored [1], [2], eye gaze movement is still the most natural interactive way in HMD. Thus, head-mounted near-eye gaze tracking technology shows excellent potential in human-computer interaction.

Based on knowledge of human gaze mode in the fundamental environment, gaze-based improvements in graphic rendering and displaying [3], [4], [5] have been studied. Furthermore, the human gaze directly indicates human perceptions and attention, which is suitable for human-computer interaction. Gaze cues have already been adopted in interactions between human and intelligent systems [6], [7], [8] and similar interaction studies have been conducted on AR/VR devices with gaze tracking implementation. Results show that gaze-based interaction promises higher interaction quality, speed, and a more user-friendly experience [9]. Unfortunately, in common AR/VR application scenarios, body motions and head motions constantly exist during practical use, which leads to an unavoidable HMD slippage and slight slippage often results in a significant increase in gaze estimation error of head-mounted devices [10], [11]. Most commercial eye trackers also suffer from the accuracy degradation caused by slippage [12]. Methods to maintain gaze accuracy after slippage have been investigated [13] and results show the robustness of headset slippage in head-mounted gaze tracking. However, the overall gaze estimation accuracy of slippage-robust methods is lower than most state-of-the-art methods and only qualified for limited uses.

In this work, we proposed an eyeball optical axis and position estimation method based on the aspheric eye model. Then we proposed a gaze tracking geometric model for the near-eye display to estimate scene gaze points. Specially, we set up a low-cost hardware device to validate our slippage robust gaze tracking method for near-eye display. We conducted experiments on nine subjects and asked them to remount and rotate the device repeatedly to simulate slippage in actual use. The experiment results show that our method outperforms the state-of-art method [13] by 100%, the angular offset decreases from 1.51° to 0.76°.

II. RELATED WORK

Usually, gaze point tracking includes two branches: the data-driven method and the model drive method. The data-driven method directly maps the eyeball image into the gaze point, while the model-driven method relies on the eyeball model and related optical knowledge. A widely used eye model is the Le Grand model [14], shown in Figure 1. Le Grand model views the cornea as a sphere and ignores the corneal refraction. It is perfect for remote gaze tracking [15], [16], [17] since the approximations in the model do not introduce significant errors in eyeball detection. However, in the near-display device, such an error is non-neglectable. The eyeball in head-mounted gaze tracking must be in the correct position to achieve the ideal visual appearance and angle. False eye position might cause image distortion in VR [18] and object misalignment in MR.
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ample, Nitschke proposed a new eye position estimation method [19]. Y. Itoh proposed an interaction-free AR calibration method [20] for eye position acquisition. However, predefined eyeball parameters introduce deviation among people. Estimating eyeball rotation center with eye poses was discussed in gaze tracking [21] as well, but the result was highly dependent on pupil contour tracking. In addition, there have been studies of pupil center [22] and corneal center [23], [24]. A robust eyeball position estimation for various persons remains a problem in head-mounted systems.

Head-mounted gaze estimation is the basis of gaze-contingent near-eye display realization. A defect of most existing head-mounted gaze tracking methods is the lack of slippage robustness. During common use, a slight relative movement between the head-mounted device and the eyes is unavoidable. Keeping high gaze estimation accuracy with slippage taken into consideration should be realized in practical head-mounted systems.

Model-based gaze tracking methods [25] are often considered robust to devise slippage, but complicated system calibration and relatively low accuracy made these methods less famous. The state-of-the-art feature-based gaze estimation method proposed by PupilLab [26] achieved a mean angular error lower than 0.6°. A combination of PupilLab eye tracker and VR systems has been studied [11], [27]. However, the method purely relied on the 2D pupil feature and was highly sensitive to slippage. The commonly accepted slippage-robust gaze tracking method Grip [13] used a model-based feature (optical axis) and a feature-based gaze mapping model. An acceptable gaze accuracy with slippage robustness was shown. End-to-end learning-based gaze estimation method [28] was proved to be robust and accurate when headset slippage occurred, but model training was data-consuming and required users to collect a large amount of calibration data.

Recently, slippage in head-mounted gaze tracking has become a critical research problem, and increasing works have been aware of the importance of slippage robustness. Still, few works discussed slippage-robust near-eye display gaze tracking.

III. SYSTEM OVERVIEW

This section presents our gaze tracking for near-eye display system, where we build hardware devices that can capture eye images, extract features, and have an optical see-through display. Figure 2 illustrates the workflow of slippage robust gaze tracking for near-eye display.

A. Hardware Setup

Our headset prototype consists of a near-eye display, 4 eye cameras capturing eye images of 640 × 480pix², and 850 nm infrared LEDs.

Based on our proposed eye model, determining the eyeball optical axis requires a virtual pupil center and a corneal surface normal vector containing eye camera center. The virtual pupil centers can be captured in eye images. A Corneal surface normal vector containing eye camera center can be derived by the corneal reflection of a light source coincides with the eye camera center [29]. However, implementing a light source inside eye camera is not physically realizable. In our prototype, 6 infrared LEDs around the eye camera are used to generate corneal reflection glints. A binocular optical see-through display is implemented in the prototype as a near-eye display. Both monocular displays show images of 1920 × 1080pix², and the binocular field of view is 44°.

B. Feature Detection

Raw feature detection in eye images includes glint detection and pupil detection. Glints appear to be several small bright regions with special patterns in the eye images. A simple thresholding and morphology method will give a centroid result of glints. A problem observed from collected data is that contact lenses might cause glint distortion. The glints reflected by the edge of the contact lens or the unsmooth surface of the contact lens might lead to errors in glint detection.

Pupil detection is a mature technique in gaze tracking technology. We employ radial symmetry transform [30] to detect coarse pupil center, the starburst algorithm [31] to detect pupil edges, PURE [32] selects pupil edges and fit pupil ellipse. Since eye images are captured in near infrared band, environment illumination produces less effect on image quality and pupil detection remains accurate. Several exemplars of pupil detection results are given in Figure 3.
IV. METHODS

A. Eyeball Optical Axis Estimation

Ophthalmology revealed[33] the cornea mean aspheric coefficient \( Q = -0.3 \), thanks to the naturally prolate asphericity of the cornea reduces spherical aberration by half. Cornea mathematically modeled as

\[
x^2 + y^2 + (Q + 1)z^2 = r^2,
\]

the z-axis is the axis of rotation and the optical axis of the eye. Our proposed eye model combines the advantages of Nagamatsu’s model [29] and Lai’s model [34], taking aspherical cornea surface and corneal refraction into consideration.

![Diagram of the proposed eyeball optical axis calculation model](image)

Fig. 4. Diagram of proposed eyeball optical axis calculation model. Pupil center \( P \) is refracted by cornea and imaged on eye camera image plane at \( P' \). Assume an infrared LED coincides with eye camera center \( O_c \). The corneal reflection \( G \) is imaged at \( G' \). A plane determined by \( O_cP' \) and \( O_cG' \) contains the optical axis.

A diagram of the proposed optical axis calculation model is shown in Figure 4. Regarding the corneal surface as a rotational ellipsoid, the rotation axis is the eyeball optical axis and thus, normal vector of the corneal surface intersects with eyeball optical axis in 3D space. Considering corneal refraction, the pupil in eye image is a refraction virtual image. According to optical principles, it can be easily proved that the refraction plane contains the virtual pupil center, eye camera center and optical axis [34]. Therefore, the plane determined by corneal surface normal vector, eye camera center and virtual pupil center contains eyeball optical axis. Two aforementioned planes intersect at the optical axis. Pupil center and corneal reflection glint in eye image can be detected through aforementioned algorithms. With a calibrated eye camera, 3D line \( O_cP' \) and \( O_cG' \) will be obtained. Therefore, the normal vector \( \vec{n} \) of a plane containing eyeball optical axis is

\[
\vec{n} = O_cP' \times O_cG'.
\]

Furthermore, with stereo eye cameras capturing one eyeball, two planes containing optical axis are obtained and the normal vectors are represented as \( \vec{n}_1 \) and \( \vec{n}_2 \) respectively. Then the direction vector of the optical axis is

\[
OA = \vec{n}_1 \times \vec{n}_2.
\]

B. Eyeball Position Estimation

Since eyeball rotation center is a point on an optical axis and is a fixed point relative to the eye camera if a device doesn’t drift, calculating the intersection point of optical axes of multiple eyeball poses is a way to estimate eyeball rotation center. The distance \( d_i \) of eyeball rotation center \( E \) to a random optical axis \( OA_i \) is

\[
d_i = \frac{\|EM_i \times OA_i\|}{\|EM_i\|},
\]

\( M_i \) is a random point on line \( OA_i \). The estimation of \( E \) is equivalent to the following optimization

\[
E^* = \arg\min_E \sum_{i \in \mathcal{J}} d_i,
\]

where \( \mathcal{J} \) is the index set of all optical axes without slippage and \( E^* \) is the optimal estimation of \( E \), the result is shown in Figure 5, blue optical axis lines intersect the red center.

![Diagram of eyeball optical axis and rotation center](image)

Fig. 5. Eyeball optical axis and rotation center. Blue lines indicate the optical axis when subject gazing at calibration markers. The red dot indicates the closest point to all optical axis lines, and is regarded as the estimation of eyeball rotation center.

Apparently, \( E^* \) cannot be obtained with a single optical axis, we only obtain the optical axis direction and the camera glint direction accurately. The intersection of optical axis and the line of corneal reflection and eye camera center provides a cue. For the mathematical model of corneal asphericity
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(a) Results of feature detection of (a) complete pupil, (b) pupil partially covered by eyelid, (c) pupil of eye wearing contact len.
Equation 1. In figure 4, $G''$ is the intersection of optical axis and $O_cG'$. The distance $L$ between $E$ and $G''$ is

$$L = t + (1 - p)\frac{r}{\sqrt{p}}\frac{1}{\sqrt{\tan^2\theta + 1}}, \quad (6)$$

where $\theta$ is the angle of optical axis and $O_cG'$, which can be obtained in each frame. $t$ is the distance between the ellipsoidal center of the cornea and the center of rotation of the eyeball. Let $p = Q + 1$, so $p, t$ and $r$ are constant value parameters for each individual cornea. Consider Taylor series expansion, Equation 4 can be rewritten into a simpler form:

$$L = k_1 + k_2\tan^2\theta. \quad (7)$$

During calibration, $k_1$ and $k_2$ can be estimated, applying the parameters will produce an estimated eye center with one optical axis with any data frame. The relationship between the experimentally measured distance $L$ and angle is shown in Figure 6. The actual data shows the correctness of the method.

![Figure 6](image)

**Fig. 6.** The relationship between $L$ and $\tan^2\theta$. Here $L$ is the distance of $EG''$ shown in figure 4 and $\theta$ is angle of optical axis and $O_cG'$. We could see that $EG''$ and $\tan^2\theta$ are in a linear relationship.

C. Slippage-robust Gaze Estimation for Near-eye Display

The gaze direction is represented by visual axis. With an estimation of optical axis, ask a user to gaze at markers and calibrate the user’s kappa angle is a common practice in most eye trackers. To calibrate the difference between optical and visual axes, the 3D transformation between eye camera coordinate and scene coordinate needs to be obtained in advance. Unfortunately, it is a great challenge to calibrate the relation between eye camera and near-eye display system since we cannot plant markers around near-eye display and calibrate like normal screen-based eye tracker, or capture real scene images like a head-mounted scene camera[35]. Yet, we still can model the near-eye display as a virtual scene camera capturing an image, which is the displaying image. The gaze estimation formula is

$$\begin{bmatrix} u \\ v \\ 1 \end{bmatrix} = \lambda \begin{bmatrix} f_x & 0 & c_x \\ 0 & f_y & c_y \\ 0 & 0 & 1 \end{bmatrix} (R(d,VA + T)), \quad (8)$$

$[u, v]^T$ is the gaze point on near-eye display image, $\lambda$ is a normalization coefficient, $f_x, f_y, c_x,$ and $c_y$ are intrinsic parameters of the virtual camera, $VA$ is the eyeball visual axis, $d_e$ is the distance of virtual image to eyeball, $E$ is the eyeball rotation center, and $R$ is a transformation from eye camera to virtual camera coordinate. A formula consists of measurable variables, such as $OA$ and $E$, is expected. Based on kappa angle, $VA$ will be replaced by $OA$ and kappa angle, a personal parameter to be calibrated. Since the virtual camera position is related to eye position, translation vector $T$ will be replaced by eyeball position $E$ and the eyeball position during calibration $E_{calib}$. Therefore, Equation 8 can be transformed into

$$\begin{bmatrix} u \\ v \\ 1 \end{bmatrix} = \lambda \begin{bmatrix} f_x & 0 & c_x \\ 0 & f_y & c_y \\ 0 & 0 & 1 \end{bmatrix} R(R_{kappa}OA + \frac{1}{d_e}(E - E_{calib})), \quad (9)$$

$R_{kappa}$ is the rotation matrix produced by kappa angle, and $d_e$ is a system-related parameter. During calibration, $R$ and $R_{kappa}$ can be estimated, during a test, we use eyeball slippage $E - E_{calib}$ to correct gaze estimation. Notice that the intrinsic parameters of the virtual camera can be approximately calculated through the near-eye display field of view parameters and display resolution. The above equation provides the relation between gaze point and monocular optical axis. Since the images shown in near-eye display for both eyes are same in our system, binocular gaze estimation can simply be attained through

$$\begin{bmatrix} u_{bino} \\ v_{bino} \end{bmatrix} = \frac{1}{2} \left( \begin{bmatrix} u_l \\ v_l \end{bmatrix} + \begin{bmatrix} u_r \\ v_r \end{bmatrix} \right), \quad (10)$$

where $[u_l, v_l]^T$ and $[u_r, v_r]^T$ are gaze points estimated with left and right eyes optical axes respectively. By averaging two monocular results, the binocular gaze estimation is expected to be more robust and steady.

V. EVALUATION

Limited by differences in hardware and the absence of a consistent data set for our method, the public dataset is unsuitable for the evaluation process. To evaluate the proposed method, we collected data from some different subjects. Experiments were conducted to prove the effectiveness of the eyeball locating method and assess the performance of the gaze tracking method on data collected with headset slippage. Details of the data collection process, experiments, and result analysis are given in this section.

A. Data Collection

In total, nine subjects (four females and five males) between 21 to 27 years old participated in the experiment. All subjects in this experiment had normal or corrected to normal...
vision. All subjects gave informed consent. The research protocol was approved by the Institutional Review Board at the participating university.

To ensure all subjects wore the headset properly, they were required not to wear glasses during the collection process, contact lenses were acceptable, and two subjects wore contact lenses during the data collection process. Due to the difference in interpupillary distance (the distance between two pupils), subjects were free to adjust the distance between binocular near-eye displays to attain a larger and clearer field of view.

This process will collect four recordings for each subject, one for calibration and the other three for testing. The distribution of markers is shown in Figure 7. During calibration recording, nine cyan markers are displayed sequentially on the near-eye display, and during test recording, 25 markers are displayed sequentially. Each point was shown for 4 seconds. Subjects were asked to gaze at the center of the shown marker. After each recording, subjects were asked to take off the headset and remount it to simulate slippage in actual use. Calibration and test samples not only produce slippage but also provide some testing points outside the distribution of calibration points.

B. Result of Eyeball Position Estimation

Eyeball position is estimated through the eyeball rotation center. For multiple optical axes without slippage, the eyeball rotation center will be obtained by optimizing Equation 5. Figure 5 shows the result of eyeball rotation center estimation of one eye through calibration data. When no slippage occurs, the center of the eye can be estimated by the historical data. However, if slippage occurs, a real-time solution of the center is required. We solve the center of the eye in real-time according to Equation 7 and use the center calculated by the optimization equation as the ground truth, evaluating real-time solve eyeball rotation center performance. The result of eyeball rotation center estimation is given in Table I. In practice, a stable eyeball location is often much more critical than a highly-accurate location since a fixed error is easily compensated for through calibration. The results show that our method produced a stable and accurate estimation of the eyeball rotation center and thus implies that the previous optical axis results were precise.

C. Gaze Estimation

The binocular near-eye display implemented in our prototype shows images in two different monocular displays. Therefore, both eyes rotate independently to focus on the same target point in displays and produce a merged view, enabling us to simultaneously realize gaze estimation based on the left or right eye. The results of monocular gaze estimation in the near-eye display of nine subjects are given in Table I. Calibration is performed for each subject, using the data of nine markers shown in cyan in Figure 7. Data of all 25 points are used for evaluation in the other three recordings, which have been collected after the subject takes off the headset and puts it back on to simulate slippage. In particular, we used the eyeball rotation center found in the previous section to provide the slippage between each test and calibration recording. The result is shown in Figure 8 when the headset remount does create slippage.

We compare the performance among Pupil [26], Grip [13], and our method. The mean angular offset of gaze estimation works as a metric to access the results of three methods. Our method outperformed the other two methods on slippage data. Although Pupil achieved a high accuracy after careful calibration, the performance degraded horribly when the headset slipped. Grip maintained a relatively accurate gaze estimation when slippage occurred. However, our method still decreased 27.3% angular error (32.4% for the left eye and 22.2% for the right eye) due to a more reasonable mapping between the optical axis and gaze point. Another fact is that eight testing points lie outside the distribution of calibration points, and the gaze prediction results remain accurate. An extrapolation capability is proven to be possessed by our method.

Humans have been using both eyes for a long time, and the brain is more familiar with the visual pattern of both

### Table I

Mean error and standard deviation of eyeball rotation centers estimation.

| Sub. | Eyeball Rotation Center Error/mm | x | y | z |
|------|--------------------------------|---|---|---|
| Mean |                              |   |   |   |
| 1    | 0.24                          | 0.30 | 0.26 | 0.38 | 0.33 |
| 2    | 0.18                          | 0.12 | 0.22 | 0.19 | 0.65 | 0.19 |
| 3    | 0.21                          | 0.18 | 0.29 | 0.34 | 0.76 | 0.86 |
| 4    | 0.25                          | 0.26 | 0.47 | 0.41 | 1.13 | 0.73 |
| 5    | 0.34                          | 0.33 | 0.32 | 0.36 | 0.54 | 0.45 |
| 6    | 0.32                          | 0.41 | 0.33 | 0.39 | 0.95 | 1.07 |
| 7    | 0.21                          | 0.26 | 0.35 | 0.41 | 0.65 | 0.69 |
| 8    | 0.14                          | 0.14 | 0.17 | 0.18 | 0.33 | 0.30 |
| 9    | 0.22                          | 0.24 | 0.31 | 0.33 | 0.56 | 0.46 |
| Mean | 0.23                          | 0.25 | 0.30 | 0.32 | 0.66 | 0.56 |
TABLE II

GAZE ESTIMATION RESULTS OF LEFT AND RIGHT EYE. FOR EACH SUBJECT, CALIBRATION WAS CONDUCTED WITH NINE CALIBRATION MARKERS DATA PRESENTED IN FIGURE FROM ONE RECORDING. GAZE ESTIMATION PERFORMANCE WAS TESTED ON THE OTHER THREE RECORDINGS IN WHICH HEADSET SLIPPAGE WAS INTRODUCED AND MEAN ANGULAR OFFSET WAS PRESENTED. GAZE ESTIMATION PERFORMANCE COMPARISON WAS CONDUCTED AMONG PUPIL[26], GRIP[13], AND OUR METHOD.

| Sub. | Left Eye Mean Pupil | Left Eye Mean Grip | Left Eye Mean Ours | Right Eye Mean Pupil | Right Eye Mean Grip | Right Eye Mean Ours |
|------|---------------------|--------------------|-------------------|---------------------|---------------------|-------------------|
| 1    | 22.94 1.67 1.27     | 27.01 1.61 1.28    |                   |                     |                     |                   |
| 2    | 19.28 1.49 1.12     | 12.68 1.26 1.00    |                   |                     |                     |                   |
| 3    | 15.51 1.32 1.40     | 9.29 0.91 0.9      |                   |                     |                     |                   |
| 4    | 62.44 1.81 1.07     | 42.30 1.48 1.32    |                   |                     |                     |                   |
| 5    | 12.95 2.60 1.14     | 39.64 1.25 0.84    |                   |                     |                     |                   |
| 6    | 11.51 2.06 1.48     | 8.78 1.09 1.14     |                   |                     |                     |                   |
| 7    | 31.59 2.16 1.00     | 41.11 2.04 0.79    |                   |                     |                     |                   |
| 8    | 11.58 1.06 1.14     | 17.20 1.10 0.85    |                   |                     |                     |                   |
| 9    | 10.33 0.84 0.55     | 22.45 1.06 1.02    |                   |                     |                     |                   |
| Mean | 22.01 1.67 1.13     | 24.49 1.31 1.02    |                   |                     |                     |                   |

VI. CONCLUSION

In this paper, we proposed an eyeball optical axis and position estimation method based on the aspheric eye model. Furthermore, a slippage-robust gaze tracking system was deployed based on the relation between gaze point, eyeball’s optical axis, and eyeball’s position. Experimental results show that the proposed method maintained high-accuracy gaze estimation when headset slippage occurred. Slippage robustness is crucial for a practical gaze tracking system, and our method guarantees a promising future for the near-eye display headset.
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