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Abstract. Following recent interest by the community, the scaling of the minimal singular value of a Vandermonde matrix with nodes forming clusters on the length scale of Rayleigh distance on the complex unit circle is studied. Using approximation theoretic properties of exponential sums, we show that the decay is only single exponential in the size of the largest cluster, and the bound holds for arbitrary small minimal separation distance. We also obtain a generalization of well-known bounds on the smallest eigenvalue of the generalized prolate matrix in the multi-cluster geometry. Finally, the results are extended to the entire spectrum.

1. Introduction

For an ordered set of distinct nodes $X = \{x_1, \ldots, x_s\}$ with $x_j \in (-\pi, \pi]$, and $N \geq s - 1$, consider the $(N+1) \times s$ Vandermonde matrix

$$V_N(X) := \left[ e^{ikx_j} \right]_{0 \leq k \leq N}^{1 \leq j \leq s}. \quad (1.1)$$

This class of matrices is the subject of numerous recent investigations in the applied harmonic analysis community, e.g. [1, 4, 5, 14, 17, 18, 19, 20, 21, 22]. While interesting in their own right, the spectral properties of $V_N$ are closely related to the problem of super-resolution (SR) under sparsity constraints, which also received a lot of attention in recent years [6, 8, 9, 11]. In the SR context, the smallest singular value $\sigma_{\min}(V_N) := \min_{c \in \mathbb{C}^s, \|c\|_2 = 1} \|V_N c\|_2$ controls the limit of stable recovery of a superposition of Dirac masses supported on $X$ from its first $N + 1$ Fourier coefficients, while the singular subspaces play a major role in various SR algorithms (e.g. MUSIC and ESPRIT) [13, 19, 20, 21].

Let $\Delta$ denote the minimal separation (in the wrap-around sense) between the elements of $X$. With $s$ fixed, two distinct asymptotic regimes are known:

1. When $N\Delta \gtrsim O(1)$, the matrix $V_N$ is well-conditioned, and $\sigma_{\min}(V_N) = O(\sqrt{N})$.
2. When $N\Delta \ll 1$, $\sigma_{\min}(V_N)$ can be as small as $O\left(\sqrt{N}(N\Delta)^{s-1}\right)$.

The well-conditioned case 1) has been studied in [1, 10, 22, 23, 25], by various tools from harmonic analysis and analytic number theory. The separation condition $\Delta \gtrsim \frac{1}{N}$ plays a major role in the analysis of the convex relaxations of the SR problem [7, 8].

Case 2) corresponds to the so-called “sub-Rayleigh” regime, where $N = 2\pi\Delta^{-1}$ is precisely the Rayleigh resolution limit. The possibility to resolve closely spaced point sources from low-frequency measurements with arbitrary precision was already established by G. de Prony in 1795 [26], providing the symbolic-algebraic basis for many other reconstruction algorithms that followed. However,
without additional prior information regarding the geometry of $\mathcal{X}$, the sensitivity to noise (“condition number”) of the SR problem in the sub-Rayleigh regime may be as large as $\text{SRF}^{2s-1}$, where $\text{SRF} := (N\Delta)^{-1}$ is the “super-resolution factor”. This quickly becomes prohibitive already for moderate values of $s$. The exponent $2s - 1$ corresponds to the worst-case scenario where all the nodes of $\mathcal{X}$ are clustered together and approximately equispaced, e.g. $x_{j+1} = x_j + \Delta$, with $\Delta \approx \Delta$, $j = 1, \ldots , s - 1$.

When $\Delta_j = \Delta$ for all $1 \leq j \leq s - 1$, $V_N$ is a contiguous submatrix of the DFT matrix (also known as the “prolate matrix” in the literature [29]), and the scaling of $\sigma_{\min}(V_N)$, in the asymptotic regime $N \to \infty$, $N\Delta < c$ directly follows from the “Bell Labs theory” of the spectral concentration problem [27] (see also [3]). See Section 3 for further discussion.

Now suppose that an a-priori information is available, according to which only a small number of nodes can be clustered, with the different clusters separated by $\theta \gtrsim \frac{1}{N}$ (see Definition 2.3 below). It has been recently shown by several groups that in this case, $\sigma_{\min}(V_N) \approx \sqrt[N]{(N\Delta)^{\ell - 1}}$ where $\ell$ is the largest multiplicity of any such cluster. Accordingly, the SR condition number will scale as $\text{SRF}^{2\ell - 1}$ [5, 6, 10, 17, 18, 19].

The scaling of the proportionality constants in the order estimates above, in particular, their dependence on $\ell$ and $s$, are a subject of ongoing research. This question is of importance in the regime where $\ell \ll s$, so that the factor $\text{SRF}^{2\ell - 1}$ is significantly smaller than $\text{SRF}^{2s - 1}$.

In this paper we prove a single-exponential in $\ell$ and linear in $s$ lower bound for $\sigma_{\min}(V_N(\mathcal{X}))$ in the multi-cluster geometry (Theorem 2.2), of the form

$$\sigma_{\min}(V_N(\mathcal{X})) \geq c_1\sqrt[N]{(N\Delta/c_2)^{\ell - 1}}, \quad (1.2)$$

where $c_1, c_2$ are absolute constants, independent of $\ell, s, N, \Delta$, (and in fact, $c_2 = 32\pi e$), holding whenever

$$c_3(\ell)s/\theta \leq N \leq c_4(\ell)/(\tau\Delta s). \quad (1.3)$$

Relative to prior works on the subject, in particular [18, 19] (see Section 3 below), our single-exponential in $\ell$ bound (1.2) holds for a fixed $N$ and all sufficiently small $\Delta$. Applying a simple limiting argument, in Theorem 2.3 we also generalize Slepian’s bound for the smallest eigenvalue of the prolate matrix (see above) in the non-equispaced multi-cluster case.

The main technical contribution of this paper is a new method of proof of the bound (1.2) for a single cluster (Theorem 2.1), which was previously shown in this setting in [18, Example 4.8] (again, see details in Section 3). The proof is based on applying the classical Turan’s inequality for exponential sums and Salem’s inequality to the analysis of stability of Vandermonde matrices with nodes on the unit circle. The extension of this result to Vandermonde matrices with multiple sets of clustered nodes separated by $\theta \gtrsim \frac{1}{N}$, is done by invoking our recent result [5, Theorem 2.2], which, in turn, shows that the column subspaces in $\mathbb{C}^{N+1}$ corresponding to each cluster are nearly orthogonal.

Our results can easily be extended to show single-exponential scaling for all the singular values of $V_N$ (resp. eigenvalues of the prolate matrix). We present some details of these extensions in Section 7 however for the sake of brevity we do not provide the full derivations.

2. Main results

**Definition 2.1** (Wrap-around distance). For $x, y \in \mathbb{R}$, we define the wrap-around distance

$$d(x, y) := \left| \text{Arg exp}(x - y) \right| = |x - y \mod (-\pi, \pi)| \in [0, \pi],$$

where for $z \in \mathbb{C}\setminus\{0\}$, $\text{Arg}(z)$ is the principal value of the argument of $z$, taking values in $(-\pi, \pi]$.

We denote by $T = \mathbb{R} \mod (-\pi, \pi]$ the periodic interval of length $2\pi$. 
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**Definition 2.2** (Single cluster configuration). The node set $\mathcal{X} = \{x_1, \ldots, x_\ell\} \subset (-\pi, \pi]$ is said to form a $(\Delta, \ell, \tau)_\mathcal{T}$-cluster, for some $\ell - 1 \leq \tau \leq \frac{\ell}{2}$, if
\[\forall x, y \in \mathcal{X}, x \neq y : \quad \Delta \leq d(x, y) \leq \tau \Delta.\]

Below we write $C_k(\ell)$, for some indexes $k = 1, \ldots$, to indicate constants that depend only on $\ell$.

Our first main result is the following.

**Theorem 2.1.** Let $\mathcal{X}$ form a $(\Delta, \ell, \tau)_\mathcal{T}$-clustered configuration. Then there exist a constant $C_1(\ell)$ and absolute constants $C_2 = 32\pi e, C_3$, such that for any $N$ satisfying $C_1(\ell) \leq N \leq \frac{2\pi}{\tau \Delta}$,
\[\sigma_{\min}(V_N(\mathcal{X})) \geq C_3 \sqrt{N} \left( \frac{N \Delta}{C_2} \right)^{\ell - 1}. \tag{2.1}\]

**Definition 2.3** (Multi-cluster configuration, periodic interval). The node set $\mathcal{X} = \{x_1, \ldots, x_s\} \subset (-\pi, \pi]$ is said to form a $(\Delta, \theta, s, \ell, \tau)_\mathcal{T}$-clustered configuration for some $\Delta > 0$, $1 \leq \theta \leq s$, $\ell - 1 \leq \tau \leq \frac{s}{2}$ and $\theta > 0$, if for each $x_j$, there exist at most $\ell$ distinct nodes
\[\mathcal{X}^{(j)} = \{x_{j, k}\}_{k=1}^{r_j} \subset \mathcal{X}, \quad 1 \leq r_j \leq \ell, \quad x_{j, 1} \equiv x_j,\]
such that the following conditions are satisfied:

1. For any $y \in \mathcal{X}^{(j)} \setminus \{x_j\}$, we have
\[\Delta \leq d(y, x_j) \leq \tau \Delta.\]

2. For any $y \in \mathcal{X} \setminus \mathcal{X}^{(j)}$, we have
\[d(y, x_j) \geq \theta.\]

**Theorem 2.2.** There exist constants $C_4(\ell), C_5(\ell)$ and absolute constants $C_6 = 32\pi e, C_7$, such that for any $\mathcal{X}$ forming a $(\Delta, \theta, s, \ell, \tau)_\mathcal{T}$-clustered configuration and $N$ satisfying $C_4(\ell)^2 \leq N \leq \frac{C_5(\ell)}{\tau \Delta}$,
\[\sigma_{\min}(V_N(\mathcal{X})) \geq C_7 \sqrt{N} \left( \frac{N \Delta}{C_6} \right)^{\ell - 1}. \tag{2.2}\]

**Definition 2.4** (Generalized prolate matrix). Let $\mathcal{X} = \{x_1, \ldots, x_s\} \subset \mathbb{R}$ be a collection of $s$ pairwise distinct points on the real line. We define the generalized prolate matrix as follows:
\[G(\mathcal{X}) = \left[ \frac{1}{2} \int_{-1}^{1} e^{i\omega(x_j - x_k)} \right]_{j,k=1}^{s} \in \mathbb{R}^{s \times s}.\]

Note that $G(\mathcal{X})$ is symmetric and positive definite (see e.g. [4, Proposition 2.6]).

In a manner completely analogous to **Definition 2.2**, we define the notion of a clustered configuration appropriate for this setting.

**Definition 2.5** (Multi-cluster configuration, real line). The node set $\mathcal{X} = \{x_1, \ldots, x_s\} \subset \mathbb{R}$ is said to form a $(\Delta, \theta, s, \ell, \tau)_\mathbb{R}$-clustered configuration for some $\Delta > 0$, $1 \leq \ell \leq s$, $\ell - 1 \leq \tau$ and $\theta > 0$, if for each $x_j$, there exist at most $\ell$ distinct nodes
\[\mathcal{X}^{(j)} = \{x_{j, k}\}_{k=1}^{r_j} \subset \mathcal{X}, \quad 1 \leq r_j \leq \ell, \quad x_{j, 1} \equiv x_j,\]
such that the following conditions are satisfied:

1. For any $y \in \mathcal{X}^{(j)} \setminus \{x_j\}$, we have
\[\Delta \leq |y - x_j| \leq \tau \Delta.\]

2. For any $y \in \mathcal{X} \setminus \mathcal{X}^{(j)}$, we have
\[|y - x_j| \geq \theta.\]
The next theorem is a direct corollary of Theorem 2.2 and it should be compared to (3.1).

**Theorem 2.3.** There exist absolute constants $C_8, C_9 = 16\pi e$ and constants $C_{10}(\ell), C_{11}(\ell)$, such that for any $\mathcal{X}$ forming a $(\Delta, \theta, s, \ell, \tau)_{\mathbb{R}}$-clustered configuration with $\theta \geq C_{10}s$ and $s\tau\Delta \leq C_{11}$,

$$
\lambda_{\min}(G(\mathcal{X})) \geq C_8 \left( \frac{\Delta}{C_9} \right)^{2(\ell-1)}.
$$

(2.3)

**Remark 2.1.** Frequently the definition of the prolate matrix contains an additional bandwidth parameter $\Omega > 0$, so that the inner products are considered in an interval $[-\Omega, \Omega]$ [4]. In the present paper we do not lose any generality by rescaling $\Omega$ to 1.

3. Prior art

In this section only, $c, c_1, \ldots, c', \ldots, C, \ldots$ denote generic constants which might be different in different formulas, and which do not depend on $N, \Delta$.

Let us start with the setting $\ell = s$. Recalling Definition 2.4, we have, as $N \to \infty$, that

$$(2N)^{-1} \sigma_{\min}^2(V_N(\mathcal{X}/N)) \to \lambda_{\min}(G(\mathcal{X})).$$

In the equispaced setting $x_{j+1} = x_j + \Delta$, $j = 1, \ldots, s-1$, the matrix $G$ is precisely the “prolate matrix” [27, 29], and it holds that

$$
\lambda_{\min}(G(\mathcal{X})) = C_{EQ}(s)\Delta^{2s-2}\{1 + O(\Delta)\}, \quad \Delta \ll 1;
$$

$$
C_{EQ}(s) := \frac{s}{(2s-1)(s^2-1)^3} \asymp_s \left( \frac{1}{4} \right)^{2s-2}.
$$

(3.1)

Here $\asymp_s$ means “up to polynomial in $s$ and $1/s$ factors”. This gives

$$
\sigma_{\min}(V_N) \asymp_s \sqrt{N} \left( \frac{N\Delta}{4} \right)^{s-1} \{1 + O(\sqrt{N\Delta})\}.
$$

Non-asymptotic bounds for the case of node configurations $\mathcal{X}$ with minimal separation of at least $\Delta$ are available as well. An explicit construction in [19] Proposition 3 (following [11]) gives

$$
\min_{\mathcal{X}'} \sigma_{\min}(V_N(\mathcal{X}')) \leq \sqrt{N} \left( \frac{N\Delta}{2} \right)^{s-1}, \quad N\Delta < \frac{2\pi}{C_{LL}(s)\sqrt{N}}, \quad C_{LL}(s) = 2\pi \sum_{j=0}^{s-1} \left( \frac{s-1}{j} \right)^j !.
$$

(3.2)

For a single cluster setting $\ell = s$, Theorem 2.4 has been proven in [18] Example 4.8 with the better constant $C_2 = 4\pi e$ (in the earlier work [19] this constant was not explicit). The reduction in the tightness of constant in our work might be related to the fact that our constant is also valid for all the singular values, see Theorem 7.4 below.

Turning to the more general case $\ell \leq s$ and cluster separation $\theta$ (as in Definition 2.3), in [19] and later [18] Corollary 4.2] it was shown that

$$
\sigma_{\min}(V_N(\mathcal{X})) \geq \frac{5}{9} \sqrt{N} \left( \frac{N\Delta}{4\pi e} \right)^{\ell-1}, \quad N\Delta < 1.
$$

However, the above holds under the condition $N\theta > c_\gamma(N\Delta)^{-\gamma}$ with any $\gamma > 0$ and $c_\gamma \to \infty$ as $\gamma \to 0$. For fixed $N, \theta$, this prevents $\Delta \to 0$ in order for the bound to continue to hold. In contrast, assuming $N\theta > c'$ and $N\Delta < c''$ with $c', c''$ depending only on $s, \ell$, it was shown in [5] Theorem 2.3, Corollary 2.1] that for all $\mathcal{X}$ satisfying the clustering geometric assumptions, we have

$$
C'\sqrt{N}(N\Delta)^{\ell-1} \leq \sigma_{\min}(V_N(\mathcal{X})) \leq \frac{1}{2} \sqrt{N\ell e}(\tau N\Delta)^{\ell-1}.
$$

(3.2)
Figure 1. Single cluster - dependence of $\sigma_{\min}$ on $\ell$. We plot $\ell$ vs $\log_{10} \Lambda(\mathcal{X}, N)$. $N$ is varying between 60 and 300, $\Delta$ is varying between $10^{-25}$ and $10^{-4}$, while $\ell$ varies from 2 to 40 and $\tau$ varies from $\ell - 1$ to $\tau_{\max} = 80$. The lower and upper bounds are shown as dashed lines.

Here $\tau \geq (\ell - 1)$ is a uniformity parameter, controlling the overall extent of any cluster (see Definition 2.3). However, the constant $C'$ was not explicit. In [4] the same scaling for the lower bound was shown with $C' = \frac{\sqrt{\pi/2}}{(s\sqrt{2\pi})^{2s-1}}$, albeit under the additional assumption that $x_j \in \frac{\pi}{2\pi^{1/2}}(-1, 1]$ for all $j = 1, \ldots, s$.

More details on the above developments are available in [5] Section 1.4, [18] Examples 4.7,4.8, [4] Remarks 3.5,3.7 and [19] Remark 4.

Our single-exponential in $\ell$ bound of Theorem 2.2, which holds for a fixed $N$ and all sufficiently small $\Delta$, thus provides an improvement upon the above mentioned results (except, possibly, for the value of the absolute constant $C_0$, see Section 4).

4. Numerical experiments

In this section we estimate the exponential dependence of $\sigma_{\min}(V_N(\mathcal{X}))$ on $\ell$ numerically, by computing

$$\Lambda(\mathcal{X}, N) := \sigma_{\min}(V_N(\mathcal{X}))/\left(\sqrt{N}(N\Delta)^{\ell-1}\right).$$

Varying $\ell, \tau$ and $N, \Delta$ fixed, we expect that

$$(1/c_2)^{\ell-1} \lessgtr \Lambda(\mathcal{X}, N) \lessgtr (1/c'_2)^{\ell-1}.$$

Our theoretical results indicate that the above holds with $c_2 \leq 16\pi e$ and $c'_2 \geq 1/\tau$ (see resp. (6.10) and (3.2)).

As can be seen from Fig. 1 both the upper and lower bounds are correct, although the corresponding constants $16\pi e$ and $1/\tau$ are not tight.
All numerical tests were performed in arbitrary precision arithmetic.

5. Discussion

It is an interesting open question whether a bound of the type (1.2) should hold in the multi-cluster geometry, for \( N \theta > c', N \Delta < c'' \) where \( c', c'' \) do not depend on \( s \) and with no essential further restrictions on \( \mathcal{X} \). If this is the case, then it is plausible that the super-resolution problem for a practically infinite spike train (\( s \gg 1 \)) with small sub-Rayleigh clusters (a model analogous to Donoho’s Rayleigh regular measures, [11]) can be essentially decoupled into treating each cluster separately.

There is a room for further refinement regarding the bounds themselves, as there is a relatively large gap in the constants between the upper bound in (3.2) and (1.2).

6. Proofs

6.1. Preliminaries on exponential sums. We review some preliminary results about exponential sums and their implications to the problem at hand.

**Definition 6.1.** Given a vector \( \mathbf{c} \in \mathbb{C}^\ell \) and \( \mathcal{X} = \{x_1, \ldots, x_\ell\} \subset \mathbb{R} \), we define the exponential sum

\[
P(t) = P_{\mathbf{c}, \mathcal{X}}(t) := \sum_{j=1}^{\ell} c_j e^{ix_j}.
\]

The number of nonzero \( c_j \)'s is called the degree of \( P \). The set of all exponential sums of degree at most \( \ell \) is denoted by \( \mathcal{I}_\ell \).

**Remark 6.1.** Our definition of exponential sums covers the case of purely imaginary exponents only to simplify the presentation. More general results for arbitrary complex exponents are available in e.g. [24, 12].

We denote by \( \mu \) the Lebesgue measure on \( \mathbb{R} \).

Given an interval \( I \) and a (complex valued) continuous function \( f \in C(I) \), \( 1 \leq p \leq \infty \), we denote

\[
\|f\|_{L^p(I)} := \begin{cases} \left( \frac{1}{\mu(I)} \int_I |f(t)|^p \, dt \right)^{1/p}, & 1 \leq p < \infty; \\ \sup_{t \in I} |f(t)|, & p = \infty. \end{cases}
\]

Exponential sums satisfy many classical inequalities from approximation theory. In particular, we have the following estimates.

**Proposition 6.1** (Turan’s inequality). Let \( P \in \mathcal{I}_\ell \), and let \( \Omega \subset I \) be intervals with positive Lebesgue measure. Then

\[
\|P\|_{L^\infty(I)} \leq \left( \frac{4 \mu(I)}{\mu(\Omega)} \right)^{\ell-1} \|P\|_{L^\infty(\Omega)}.
\]

**Proof.** See a review on Turan’s lemma on p.7 of [24] (and Turan’s original result [28], in German). \( \square \)

**Proposition 6.2** (Nikolskii-type inequality). Let \( P \in \mathcal{I}_\ell \), then

\[
\|P\|_{L^p[0,1]} \leq \left( \frac{\pi \ell}{2} \right)^{2/q - 2/p} \|P\|_{L^q[0,1]}, \quad 0 < q < p \leq \infty, \quad q \leq 2.
\]

**Proof.** This is Theorem 2.5 in [12]. \( \square \)
Applying the above with $I = \left[0, \frac{4\pi}{\Delta}\right]$, $\Omega = [0, N]$, $p = \infty$ and $q = 2$ yields the following.

**Corollary 6.1.** Let $\mathcal{X}$ form an $(\Delta, \ell, \tau)$-$\Sigma$-clustered configuration and let $N \leq \frac{4\pi}{\Delta}$, then for any $\mathbf{c} \in \mathbb{C}^\ell$

$$
\|P_{\mathbf{c}, \mathcal{X}}\|_{L^2([0,N])} \geq \frac{2}{\pi\ell} \left(\frac{N\Delta}{16\pi\ell}\right)^{\ell-1}\|P_{\mathbf{c}, \mathcal{X}}\|_{L^2\left([0, \frac{4\pi}{\Delta}]\right)}.
$$

**Proof.** Indeed, we have

$$
\|P_{\mathbf{c}, \mathcal{X}}\|_{L^2\left([0, \frac{4\pi}{\Delta}]\right)} \leq \|P_{\mathbf{c}, \mathcal{X}}\|_{L^\infty\left([0, \frac{4\pi}{\Delta}]\right)} \leq \left(\frac{4\cdot 4\pi}{N\Delta}\right)^{\ell-1}\|P_{\mathbf{c}, \mathcal{X}}\|_{L^\infty\left([0, \frac{4\pi}{\Delta}]\right)} \leq \frac{\pi\ell}{2}\left(\frac{16\pi\ell}{N\Delta}\right)^{\ell-1}\|P_{\mathbf{c}, \mathcal{X}}\|_{L^2\left([0, N]\right)}.
$$

Now consider an exponential sum $P_{\mathbf{c}, \mathcal{X}}$ where $\Delta$ is the minimal separation of the nodes in $\mathcal{X}$. The next result states that for intervals $I$ with length of the order of $\frac{1}{\Delta}$ or more, the coefficients norm $\|\mathbf{c}\|_2$ and $\|P_{\mathbf{c}, \mathcal{X}}\|_{L^2(I)}$ are related by an absolute constant. This is contrary to the case when the length of $I$ is smaller than $\frac{1}{\Delta}$, in which case the constant will depend on $\Delta \cdot \mu(I)$ and $\ell$, as we will show below.

**Proposition 6.3.** Let $\mathcal{X}$ form an $(\Delta, \ell, \tau)$-$\Sigma$-clustered configuration and let $\mathbf{c} \in \mathbb{C}^\ell$. Then, there exists an absolute constant $C_{12}$ such that

$$
\|P_{\mathbf{c}, \mathcal{X}}\|^2_{L^2\left([0, \frac{4\pi}{\Delta}]\right)} \geq C_{12}\|\mathbf{c}\|^2_2.
$$

**Proof.** It directly follows from [30], Vol.I, Chapter V, Th. 9.1 stating that for an interval $I$ such that $\mu(I) = \frac{2\pi(1+\delta)}{\Delta}$, $\delta > 0$, there exists an absolute constant $C$ such that

$$
\|\mathbf{c}\|^2 \leq C(1-\delta^{-1})\|P_{\mathbf{c}, \mathcal{X}}\|^2_{L^2(I)}.
$$

Finally we require the following Bernstein type inequality bounding the maximum absolute value of the derivative of an exponential sum on $[0, 1]$, by its maximum absolute value on $[0, 1]$. See proof in [12, Theorem 2.20]

**Proposition 6.4.** Let $P_{\mathbf{c}, \mathcal{X}}$ be an exponential sum, $\mathbf{c} \in \mathbb{C}^\ell$ and $\mathcal{X} = \{x_1, \ldots, x_\ell\} \subset \mathbb{R}$, then

$$
\left\|P'_{\mathbf{c}, \mathcal{X}}\right\|_{L^\infty([0,1])} \leq C_{13}\left(108\ell^5 + \sum_{j=1}^{\ell} x_j^2\right)^{\frac{1}{2}}\|P_{\mathbf{c}, \mathcal{X}}\|_{L^\infty([0,1])}.
$$

6.2. **Proof of Theorem 2.1** Let $\mathcal{X}$ form $(\Delta, \ell, \tau)$-$\Sigma$-clustered configuration as in Theorem 2.1 and assume, without loss of generality, that $\mathcal{X}$ is centered around the origin, i.e. $\min x_j + \max x_j = 0$, which implies that $\mathcal{X} \subset [-\tau\Delta/2, \tau\Delta/2]$.

Let

$$
\|P\|_{2,N} := \left(\sum_{k=0}^{N} |P(k)|^2\right)^{1/2}.
$$

Then

$$
\sigma_{\min}(\mathbf{V}_N(\mathcal{X})) = \min_{\|\mathbf{c}\|_2 = 1} \|P_{\mathbf{c}, \mathcal{X}}\|_{2,N}.
$$

Nazarov calls this type of inequality Salem’s Inequality, see [24, page 8].
Fix some $c \in \mathbb{C}^\ell$ such that $\|c\|_2 = 1$ and $N \leq \frac{2\pi}{\tau \Delta} \leq \frac{4\pi}{\Delta}$. Combining Corollary 6.1 and Proposition 6.3 we obtain

$$\|P_c \mathcal{X}\|_{L^2([0,N])} \geq \frac{2}{\pi \ell} \left( \frac{N \Delta}{16\pi e} \right)^{\ell-1} \|P_c \mathcal{X}\|_{L^2([0,N])} \geq \frac{2}{\pi \ell} \left( \frac{N \Delta}{16\pi e} \right)^{\ell-1} \sqrt{C_{12}} \|c\|_2 = C_{14} \left( \frac{N \Delta}{16\pi e} \right)^{\ell-1}. \tag{6.3}$$

At this point, we “almost” have the required result, what is left is to relate $\|P\|_{2,N}$ and the norm $\|P_c \mathcal{X}\|_{L^2([0,N])}$, as follows.

Define

$$Q_{c,\mathcal{X},N}(u) := \sum_{j=1}^{\ell} c_j e^{iu \lambda_j x_j}.$$ 

Then $Q_{c,\mathcal{X},N}(u) = P_c \mathcal{X}(Nu)$ and

$$\|P_c \mathcal{X}\|_{L^2([0,N])} = \|Q_{c,\mathcal{X},N}\|_{L^2([0,1])}.$$ 

Put

$$T_{c,\mathcal{X},N}(u) := Q_{c,\mathcal{X},N}(u) \tilde{Q}_{c,\mathcal{X},N}(u) = |Q_{c,\mathcal{X},N}(u)|^2.$$ 

We have that

$$\|P_c \mathcal{X}\|_{L^2([0,N])}^2 = \|T_{c,\mathcal{X},N}\|_{L^1([0,1])} = \int_0^1 T_{c,\mathcal{X},N}(u) du,$$

$$\|P_c \mathcal{X}\|_{L^2([0,N])}^2 = \sum_{k=0}^{N} T_{c,\mathcal{X},N} \left( \frac{k}{N} \right). \tag{6.4}$$

$T_{c,\mathcal{X},N} = \sum_{j=1}^{w} b_j e^{iu \lambda_j}$ is an exponential sum of maximal degree $w := \ell^2 - \ell + 1$, with the frequencies satisfying $|\lambda_j| \leq \tau N \Delta$. Consequently by Proposition 5.1

$$\|T_{c,\mathcal{X},N}^\prime\|_{L^\infty([0,1])} \leq C_{13} \left( 108 w^5 + w(\tau N \Delta)^2 \right)^{1/2} \|T_{c,\mathcal{X},N}\|_{L^\infty([0,1])} \tag{6.5}.$$ 

Approximating the integral by a Riemann sum and using equation (6.5) we have

$$\left| \int_0^1 T_{c,\mathcal{X},N}(u) du - \frac{1}{N} \sum_{k=0}^{N} T_{c,\mathcal{X},N} \left( \frac{k}{N} \right) \right| \leq \frac{1}{2N} \|T_{c,\mathcal{X},N}^\prime\|_{L^\infty([0,1])} + \frac{1}{N} T_{c,\mathcal{X},N}(0)$$

$$\leq \frac{1}{2N} C_{13} \left( 108 w^5 + w(\tau N \Delta)^2 \right)^{1/2} \|T_{c,\mathcal{X},N}\|_{L^\infty([0,1])} + \frac{1}{N} T_{c,\mathcal{X},N}(0)$$

$$\leq \frac{1}{N} \left( \frac{1}{2} C_{13} \left( 108 w^5 + w(\tau N \Delta)^2 \right)^{1/2} + 1 \right) \|T_{c,\mathcal{X},N}\|_{L^\infty([0,1])}.$$ 

By assumption $N \leq \frac{2\pi}{\Delta}$, therefore for an absolute constant $C_{15}$

$$\left| \int_0^1 T_{c,\mathcal{X},N}(u) du - \frac{1}{N} \sum_{k=0}^{N} T_{c,\mathcal{X},N} \left( \frac{k}{N} \right) \right| \leq \frac{C_{15} \ell^5}{N} \|T_{c,\mathcal{X},N}\|_{L^\infty([0,1])}. \tag{6.6}$$

In addition, using Proposition 6.2 with $p = \infty$, $q = 1$ and $n = w$, we have

$$\|T_{c,\mathcal{X},N}\|_{L^\infty([0,1])} \leq \left( \frac{\pi w}{2} \right)^2 \|T_{c,\mathcal{X},N}\|_{L^1([0,1])}. \tag{6.7}$$
Therefore, substituting (6.7) into (6.6), we obtain
\[
\left\| T_{c,X,N} \right\|_{L^1([0,1])} - \frac{1}{N} \sum_{k=0}^{N} T_{c,X,N} \left( \frac{k}{N} \right) \leq C_{15} \epsilon^6 \left( \frac{\pi w}{2} \right)^2 \left\| T_{c,X,N} \right\|_{L^1([0,1])} \leq C_{16} \frac{\epsilon^9}{N} \left\| T_{c,X,N} \right\|_{L^1([0,1])}
\]
(6.8)

For \( N \geq 2C_{16} \epsilon^9 \), we get from (6.5) that
\[
\frac{1}{N} \sum_{k=0}^{N} T_{c,X,N} \left( \frac{k}{N} \right) \geq \frac{\epsilon}{2} \left\| T_{c,X,N} \right\|_{L^1([0,1])}.
\]
By (6.4) we conclude that
\[
\left\| P_{c,X} \right\|_{2,N}^2 \geq \frac{\epsilon}{2} \left\| P_{c,X} \right\|_{L^2([0,0,N])}^2.
\]
(6.9)

Finally substituting (6.9) into (6.3) we get that
\[
\left\| P_{c,X} \right\|_{2,N} \geq C_{14} \sqrt{\frac{N}{\epsilon}} \left( \frac{N \Delta}{16 \pi e} \right)^{\ell-1}.
\]
(6.10)

Note that for all \( \ell \geq 1 \) we have \( 2^{\ell-1} \geq \ell \). Since \( c \) was arbitrary, using the relation (6.2) completes the proof of Theorem 2.2 with \( C_1(\ell) = 2C_{16} \epsilon^9, C_2 = 32\pi e \) and \( C_3 = C_{14}/\sqrt{2} \). □

6.3. Proof of Theorem 2.2. Let \( X \) form a \((\Delta, \theta, s, \ell, \tau)_{\bar{\tau}}\)-clustered configuration. Then there exists an \( M \)-partition \( X = \bigcup_{j=1}^{M} C^{(i)} \) such that for each \( j \in \{1, \ldots, M\} \):

(1) \( C^{(i)} \) form a \((\Delta, \ell^{(i)}, \tau)_{\bar{\tau}}\)-cluster according to Definition 2.2, where \( \ell^{(i)} \leq \ell \);
(2) \( d(x, y) \geq \theta, \ \forall x \in C^{(i)}, \ \forall y \in X \setminus C^{(i)} \).

By (2.1), we have that for each \( j = 1, \ldots, M \)
\[
\sigma_{\min}(V_N(C^{(i)})) \geq C_3 \sqrt{N} \left( \frac{N \Delta}{C_2} \right)^{\ell-1}, \quad C_1(\ell) \leq N \leq \frac{2\pi}{\tau \Delta}.
\]
(6.11)

We now apply Theorem 2.2 in [3], whose reduced version reads as follows.

Proposition 6.5. Let \( X \) form a \((\Delta, \theta, s, \ell, \tau)_{\bar{\tau}}\)-clustered configuration. Then there exist constants \( C_{17}(\ell), C_{18}(\ell) \), depending only on \( \ell \), such that whenever
\[
\frac{C_{17} \epsilon^8}{\theta} \leq N \leq \frac{C_{18} \epsilon^{18}}{s \tau \Delta},
\]
(6.12)
we have
\[
\sigma_{\min}(V_N(X)) \geq \frac{1}{2} \min_{j=1, \ldots, M} \sigma_{\min}(V_N(C^{(i)})).
\]

Since \( \theta \leq \pi \) and \( s \geq 1 \), both lower bounds on \( N \) in (6.11) and (6.12) are satisfied whenever \( N \theta \geq s \max(C_1(\ell)\pi, C_{17}) \). On the other hand, \( N \tau \Delta < \min(2\pi, C_{18}) \) implies the corresponding upper bounds on \( N \). This completes the proof of Theorem 2.2 with \( C_7 = C_3/2, C_4(\ell) = \max(C_{17}, C_1(\ell)\pi), C_5(\ell) = \min(2\pi, C_{18}(\ell)) \) and \( C_6 = C_2 = 32\pi e \). □
6.4. Proof of Theorem 2.3

Proof. Let \( \theta \geq \frac{C_4 s}{2} \) and \( s \tau \Delta \leq \frac{C_5}{2} \), where the constants \( C_4 = C_4(\ell) \), \( C_5 = C_5(\ell) \), are the same as in Theorem 2.2. Now let \( \mathcal{X} \) form a \((\Delta, \theta, s, \ell, \tau)_{\mathbb{R}}\)-clustered configuration.

For any \( N \in \mathbb{N} \) and \( j \in \{1, \ldots, s\} \) put \( \xi_j = \xi_{j,n} := \frac{j}{N} \) and \( \xi = \xi^{(N)} := \{\xi_1, \ldots, \xi_s\} \), and define the following shifted in frequency and normalized Vandermonde like matrix

\[
\tilde{V}_N(\xi) := \frac{1}{\sqrt{2N}} \left[ \exp(ik\xi_j) \right]_{k=1}^{N} \quad \text{for all} \quad j \in \{1, \ldots, s\}.
\]

We have

\[
\frac{1}{2} \int_{-1}^{1} \exp(\omega t) d\omega = \lim_{N \to \infty} \frac{1}{2N} \sum_{k=-N}^{N} \exp \left( \frac{k}{N} \ell \right) \quad \text{for all} \quad \ell.
\]

Consequently \( \mathcal{G}(\mathcal{X}) = \lim_{N \to \infty} \tilde{V}_N(\xi)^H \tilde{V}_N(\xi) \), and so by continuity of eigenvalues \([15] \) Section 2.4.9 we have that

\[
\lambda_{\min}(\mathcal{G}(\mathcal{X})) = \lim_{N \to \infty} \lambda_{\min}(\tilde{V}_N(\xi)^H \tilde{V}_N(\xi)) = \lim_{N \to \infty} \sigma^2_{\min}(\tilde{V}_N(\xi)). \tag{6.13}
\]

For \( N \) large enough we have \( \{\xi_{1,N}, \ldots, \xi_{s,N}\} \subset (-\pi, \pi) \) and we can write \( \tilde{V}_N(\xi) \) as

\[
\tilde{V}_N(\xi) = \frac{1}{\sqrt{2N}} V_{2N}(\xi) \cdot \text{diag}(e^{-iN\xi_1}, \ldots, e^{-iN\xi_s}), \tag{6.14}
\]

where \( \text{diag}(e^{-iN\xi_1}, \ldots, e^{-iN\xi_s}) \) is the \( s \times s \) diagonal matrix with \( (e^{-iN\xi_1}, \ldots, e^{-iN\xi_s}) \) as its main diagonal. By (6.14) clearly

\[
\sigma_{\min}(\tilde{V}_N(\xi)) = \frac{1}{\sqrt{2N}} \sigma_{\min}(V_{2N}(\xi)). \tag{6.15}
\]

One can validate that for each \( N \), \( \{\xi_{j,N}\}_{j=1}^{s} \) form a \((\frac{C_4 s}{2}, \frac{C_5}{2}, s, \ell, \tau)_{\mathbb{R}}\)-clustered configuration and, on the other hand, the assumptions \( \theta \geq \frac{C_4 s}{2} \) and \( s \tau \Delta \leq \frac{C_5}{2} \) imply that \( \frac{C_4 s}{2} \leq 2N \leq \frac{C_5}{s \tau} \). Now we apply Theorem 2.2 and obtain \( \sigma_{\min}(V_{2N}(\xi)) \geq C_7 \sqrt{2N} \left( \frac{2\Delta}{C_6} \right)^{\ell-1} \) and therefore using (6.15) we have

\[
\sigma_{\min}(\tilde{V}_N(\xi)) \geq C_7 \left( \frac{2\Delta}{C_6} \right)^{\ell-1} \cdot \tag{6.16}
\]

Finally using (6.13) we get that \( \lambda_{\min}(\mathcal{G}(\mathcal{X})) \geq C_7 \left( \frac{2\Delta}{C_6} \right)^{2\ell-2} \). This proves Theorem 2.3 with \( C_8 = C_7^2, C_9 = \frac{C_8}{2} = 16\pi e, C_{10} = \frac{C_4}{4} \) and \( C_{11} = \frac{C_5}{2} \). \( \square \)

7. Entire spectrum

As mentioned in the Introduction, our proofs can be extended to provide scaling for all the singular values of \( V_N \) (resp. eigenvalues of \( \mathcal{G} \)).

For a single cluster, we have the following more general result from which Theorem 2.1 immediately follows as a corollary.

**Theorem 7.1.** Let \( \mathcal{X} \) form a \((\Delta, \ell, \tau)_{\mathbb{T}}\)-clustered configuration. Denote the singular values of \( V_N(\mathcal{X}) \) by

\[
\sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_{\ell} = \sigma_{\min}.
\]
Then for any $N$ satisfying $C_1(\ell) \leq N \leq \frac{2\pi}{\tau}$, there holds

$$\sigma_m(V_N(\mathcal{X})) \geq C_3\sqrt{N\left(\frac{N\Delta}{C_2}\right)^m}, \quad m = 1, 2, \ldots, \ell. \quad (7.1)$$

All the constants are the same as in Theorem 2.1.

**Proof outline.** Fix $m = 1, 2, \ldots, \ell$, and let $c \in \mathbb{C}^m$ with $\|c\|_2 = 1$ be arbitrary. Furthermore, denote by $\mathcal{X}_m$ the ordered set $\{x_1, \ldots, x_m\} \subseteq \mathcal{X}$. By the Courant-Fischer minmax principle we have, extending (6.2), that

$$\sigma_m(V_N(\mathcal{X})) \geq \min_{c \in \mathbb{C}^m, \|c\|_2 = 1} \|P_{c,\mathcal{X}_m}\|_{2,N}, \quad m = 1, 2, \ldots, \ell. \quad (7.2)$$

Now we can repeat the computation from Section 6.2, replacing $\ell$ with $m$ and $\mathcal{X}$ with $\mathcal{X}_m$. □

In order to provide appropriate extensions of Theorem 2.2 and Theorem 2.3 recall the construction of the $M$-partition of $\mathcal{X}$ from Section 6.3. Now for each $m = 1, 2, \ldots, \ell$ let $q_m$ be the number of clusters among the $C_j$ of multiplicity at least $m$:

$$q_m := \#\{1 \leq j \leq M : m \leq \ell(j)\}. \quad (7.3)$$

The extension of Theorem 2.2 to include all the singular values is the following.

**Theorem 7.2.** Let $\mathcal{X}$ form a $(\Delta, \theta, s, \ell, \tau)_T$ as in Theorem 2.2. Then for $N$ as in Theorem 2.2, for each $m = 1, 2, \ldots, \ell$ there are precisely $q_m$ singular values of $V_N(\mathcal{X})$ bounded from below by

$$C_7\sqrt{N\left(\frac{N\Delta}{C_6}\right)^m}. \quad (7.4)$$

To prove this result, we repeat the proof from Section 6.3 replacing Proposition 6.5 with its “full” version from [5] which reads as follows.

**Proposition 7.1** (Theorem 2.2 in [5]). Let $\mathcal{X}$ form a $(\Delta, \theta, s, \ell, \tau)_T$-clustered configuration. Let $\bar{\sigma}_1 \geq \bar{\sigma}_2 \geq \cdots \geq \bar{\sigma}_s$ denote the union of all the singular values of the matrices $V_N(C^{(j)})$ in non-increasing order, and $\sigma_1 \geq \cdots \geq \sigma_s$ denote the singular values of $V_N(\mathcal{X})$. Then whenever (6.12) holds, we have

$$\sigma_j \geq \frac{1}{2}\bar{\sigma}_j, \quad j = 1, \ldots, s.$$

As for Theorem 2.3, we can define the numbers $q_m$ in a similar manner with respect to the clustered configurations on $\mathbb{R}$, and then we have the following.

**Theorem 7.3.** For any $\mathcal{X}$ forming a $(\Delta, \theta, s, \ell, \tau)_R$-clustered configuration as in Theorem 2.3, for each $m = 1, 2, \ldots, \ell$ there are precisely $q_m$ eigenvalues of $G(\mathcal{X})$ bounded from below by

$$C_8 \left(\frac{\Delta}{C_9}\right)^{2(m-1)}.$$

The proof is identical to that of Theorem 2.3 noting that (6.13) and (6.15) hold for all the singular values, and using Theorem 7.2 in place of Theorem 2.2.
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