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Abstract

This article shows yet another proof of \(NP = CoNP\). In a previous article we proved that \(NP = PSPACE\) and from it we can conclude that \(NP = CoNP\) immediately. The former proof shows how to obtain polynomial and, polynomial in time checkable Dag-like proofs for all purely implicational Minimal logic tautologies. From the fact that Minimal implicational logic is \(PSPACE\)-complete we get the proof that \(NP = PSPACE\). This first proof of \(NP = CoNP\) uses Hudelmaier linear upper-bound on the height of Sequente Calculus minimal implicational logic proofs. In an addendum to the proof of \(NP = PSPACE\) we observe that we do not need to use Hudelmaier upper-bound, since any proof of non-hamiltonicity for any graph is linear upper-bounded. By the \(CoNP\)-completeness of non-hamiltonicity we obtain \(NP = CoNP\) as a corollary of the first proof. In this article we show a third proof of \(CoNP = NP\), also providing polynomial size and polynomial verifiable certificates that are Dags. They are generated from normal Natural Deduction proofs, linear height upper-bounded too, by removing redundancy, i.e., repeated parts. The existence of repeated parts is consequence of the redundancy theorem for family of super-polynomial proofs in the purely implicational Minimal logic. Its mandatory to read at least two previous articles to get the details of the proof presented here. The article that proves the redundancy theorem and the article
that shows how to remove the repeated parts of a normal Natural Deduction proof to have a polynomial Dag certificate for minimal implicational logic tautologies.

1 Introduction

In [11] and [10], we discuss the correlation between the size of proofs and how redundant they can be. A proof or logical derivation is redundant whenever it has sub-proofs that are repeated many times inside it. Articles [11] and [10] focus on Natural Deduction (ND) proofs in the purely implicational minimal logic \( \mathcal{M} \supset \). This logic is PSPACE-complete. It polynomially simulates proofs in Intuitionistic Logic and full minimal logic. The fact that \( \mathcal{M} \supset \) has a straightforward language and only two ND rules is worthy of notice.

On the other hand, a theorem prover for \( \mathcal{M} \supset \) is as hard to implement as any other propositional logic. We consider a polynomial-time theorem prover to be efficient, following Cook conjecture\(^1\). Due to its PSPACE-completeness, as long as we obtain an efficient implementation for a \( \mathcal{M} \supset \) prover, we will deliver an efficient prover\(^2\) for any propositional logic that satisfies the sub-formula principle, see [7]. The efficiency of a Theorem prover is mainly related to storage usage and processing time. In this article, we focus on storage usage. The storage use is proportional to the size of the proof generated by the theorem prover. A fairer option is to take the smallest proof of the proving theorem into account, indeed. We wonder whether for every \( \mathcal{M} \supset \) theorem the shortest proofs are polynomial sized. We use the term “short proof” to denote any proof with the size bounded by \( o \) polynomial on their conclusion’s size. Since there can be more than one proof with the same size, there also can be more than one shortest proof for a given formula. This article uses a technique for obtaining short certificates for linear height-bound \( \mathcal{M} \supset \) proofs to provide yet another proof of \( \text{CoNP} = \text{NP} \).

In section 3, we discuss the formulation of the conjecture \( \text{NP} \supseteq \text{CoNP} \) in terms of proof systems. The background theory and terminology come from [9], [6], [11], [10], [5] and [4]. In section 2, we briefly review the related work. Section 4 shows the sketch of the proof of \( \text{NP} = \text{CoNP} \). Section 5 discusses briefly the consequences of this proof and the relationship with the other proofs we know on this conjecture.

\(^1\)Cook conjectured that a natural problem has a feasible algorithm iff it has polytime algorithm, see [3]
\(^2\)Polynomial in time
2 Related work

Theoretically, if for every $M\supset$ tautology there is at least one short proof then we have $NP = PSPACE$. The proof of a valid formula is a certificate for its validity. Of course, the proof belongs to some proof system. A more precise statement has to consider the proof system. In [15], Theorem 4.1.2 provides a more precise statement on the relationship between the existence of short proofs for all Classical tautologies in some (Classical) proposition proof system. In section 3 we discuss a bit more the statements related to $NP = PSPACE$ and $NP = CoNP$. We also make precise the statement we consider for proving that $NP = CoNP$.

In [5] and [4], we show the existence of short certificates for every $M\supset$ valid formula via compression of Natural Deduction proofs into Directed Acyclic Graphs (DAGs). We are aware that $NP = PSPACE$ implies that $NP = CoNP$. Thus, in [5] and [4] we also have proved that $NP = CoNP$. Compressing proofs in $M\supset$ can provide very good glues to compress proofs in any logic satisfying the sub-formula principle. The Classical Propositional Logic is among these logics. In [5] and [4], we prove that for every $M\supset$ tautology $\alpha$ there is a two-fold certificate for the validity of $\alpha$ in $M\supset$. The certificate is polynomially sized on the length of $\alpha$ and verifiable in polynomial time on this length too. The general approach, described in [4] and [5], to prove $NP = PSPACE$ obtains short certificates by compressing Natural Deduction (ND) proofs into DAGs that eliminate the repetition of redundant parts in the original ND proofs. It is well-known that $NP = PSPACE$ implies $CoNP = NP$ so we have $CoNP = NP$. Using articles [11], [10], and one of the appendices of [11] or [6], we can provide an alternative and more intuitive proof that $NP = CoNP$. Moreover, In [6], we discuss a simpler proof of $NP = CoNP$, this time with a double certificate on linear height normal proofs, without to use Hudelmaier result, that is essential in [5]. Thus, this article provides a direct and more intuitive proof of $NP = CoNP$ using a method slightly different from what we use in [5] and [4].

In [9], we show how to use the inherent redundancy for huge proofs, see [10] for the redundancy theorem, to have polynomial and polytime certificates by the removal of all redundant parts of the proofs. Indeed, we collapse all the redundant sub-proofs into only one occurrence. We start with tree-like Natural Deduction proofs and end up with a labelled r-DAG (rooted Directed Acyclic Graph). In section 4, we explain what we said in the last two phrases in more detail. The use of the redundancy theorem and corollary shown in [10], the essence of this proof’s approach, does not seem to be easily adaptable to proof of $NP = PSPACE$, indeed. In [5] the linearly height upper-bounded proofs of the tautologies in $M\supset$ do
not need to be normal proofs.

In 2015, we divulged the first version of our proof that \( \text{NP} = \text{PSPACE} \) in the Foundations of Mathematics (FOM) forum on the internet. Many questions arose on the known exponential lower-bounds for propositional proofs in Classical Logic in Frege systems. One of the main sources of this research and the results are Reckhow thesis and Hrubes article. We report here why these lower-bounds do not disturb our result. There are two main questions. The first is that one can see Natural Deduction as a Frege system and hence the exponential lower-bounds could apply to them too. The second tries to relate the known speed-up of Lemon style Natural Deduction where proofs are lists, and the repetition of the hypothesis is not need, with regard to Gentzen/Prawitz proof-trees where a formula can have many occurrences as a hypothesis in a proof. Below we answer to both questions. Professors Richard Zach, Joe Shipman and Thimothy Chow raised most of the questions. All the discussion, including the answers below, are registered in the FOM records between August 2015 and September 2016.

The lower-bounds obtained in Reckow’s thesis [21] as well in Hrubes paper, [13], is strongly based on the fact that an axiomatic system is used and each line in the proof is a formula, opposed to set of formulas. The understanding that dag-like proof can be obtained from a Frege system by allowing the use of a formula more than once as a premise is correct but does not apply directly to what we are doing and to Lemon style ND too. One of the main features of ND is the discharging of hypothesis, a device that Frege systems obtain by means of the Deduction Theorem (a Meta-Theorem). The implication-introduction rule is a powerful device to shorten proofs since we can have with its use the formation of lemmas. Reckow’s thesis, [21], discusses Natural Deduction in pages 64-68. Below we can read an excerpt of page 64, where “this theorem” is the Deduction Theorem.

The important thing to note about this theorem, however, is that it provides a new kind of inference rule. This rule allows one to infer something about the derivability of a certain formula from a certain set of formulas by showing a (possibly easier) derivation of a slightly different formula from a slightly different set of hypotheses. Thus, there is the potential, at least, for much shorter derivations by appealing to this rule.

The solution Reckow provides, afterwards, for incorporating Natural Deduction to Frege-like systems was to consider each line, in a more general Frege
system approach, as a pair $S \vdash A$, where $S$ is a set of formulas and $A$ is a formula. In this way, the Deduction Theorem is turned into an inference rule, infer $S \vdash B \rightarrow A$ from $S, B \vdash A$. But now, we have a problem with ensuring compression. There are exponentially many subsets of subformulas of the conclusion (the sub-formula property). The combinatorics changes against compression of proofs if we consider this way of representing ND systems. There are proofs of some formulas that have more than polynomially many pairs of the above kind, we cannot ensure any more that a super-polynomially sized graph is labelled with polynomially many labels (the lines), and hence there is at least one label (formula) that occurs polynomially many times in the graph. This is essential in our approach that there are only polynomially many possible labels (in fact there are only linearly many subformulas of the conclusion of the proof). The compression of the proof is provided by collapsing these formulas that occur super-polynomially many times, and they exist because of the super-polynomial gap between the number of labels of the vertexes and the size of the graph itself. Finally, if we consider Lemmon Style Natural Deduction, each line is a formula plus the annotation indicating the premises (number line) used to derive this formula. As discussed above shows, this system is more economical regarded the (natural) solution proposed by Reckow thesis, that is in fact quite close to those proof representations implemented by Gentzen’s Sequent Systems and Tableaux.

On the other hand, the use of Lemmon Style ND does not allow us to conclude that the existent lower bound for Frege systems directly apply to ND. A dag-like proof, even in Lemmon Style, cannot simply indicate that we are using a formula more than once. Each formula has its own natural dependency set of formulas. We cannot collapse equal formulas derived from a different set of formulas without taking care of annotating the new dependency, and if we take this control seriously, we end up in a dag-like proof as defined in our article, and having to adjust the annotations to polynomial size and so on.

We conclude that the exponential lower-bounds are for Frege systems. Because of the features analysed above, Frege systems do not polynomially simulate Dag-proofs that are the main representation used in our proof systems able to obtain short validity certificates.
3 On the formulation of the conjecture \( \text{NP} \neq \text{CoNP} \) in terms of proofs

An alphabet is any non-empty and finite set of symbols. Given an alphabet, \( \Sigma \), the set of all strings, including the empty string \((\varepsilon)\), is denoted by \( \Sigma^* \). A formal language on the alphabet \( \Sigma \) is any set \( L \subseteq \Sigma^* \).

With the sake of a faster and more efficient presentation we take for free the definition of a (propositional) logic \( L \) as a pair \( \langle \text{For}_L, \models_L \rangle \). \( \text{For}_L \subseteq \Sigma_L^* \) is the set of formulas of \( L \), where \( \Sigma_L \) is the alphabet of the logic. \( \models_L \subseteq 2^{\text{For}_L} \times \text{For}_L \) is the logical consequence relation that defines when given a set \( \Delta \in 2^{\text{For}_L} \) and a formula \( \alpha \in \text{For}_L \) if \( \alpha \) is logical consequence of \( \Delta \), \( \Delta \models_L \alpha \) in symbols. We use \( \models_L \alpha \) as a shorthand for \( \emptyset \models_L \alpha \). The set of valid formulas, or tautologies, is \( \text{Taut}_L = \{ \alpha : \models_L \alpha \text{ and } \alpha \in \text{For}_L \} \). A proof system for \( L \) is a set \( \text{Prov}_L \subseteq (\Sigma_{\text{Prov}} \cup \Sigma_L)^* \), where \( \Sigma_{\text{Prov}} \) is the proofs’ alphabet, together with a function \( \text{conc} \) that maps members of \( \text{Prov}_L \), the proofs, to formulas in \( \text{For}_L \), their respective conclusions. Given a proof system \( P \) for \( L \), we define \( \vdash_{\text{Prov}_L} \alpha \), iff, there is \( \pi \in \text{Prov}_L \), such that, \( \text{conc}(\pi) = \alpha \). \( \text{Prov}_L \) is sound and complete, iff, for all \( \alpha, \vdash_{L} \alpha \) if and only if \( \models_{L} \alpha \). The size of a formula and a proof are the length or size of the respective strings. We use \( |s| \) for denoting the size or length of \( s \), i.e., the number of occurrences of symbols in \( s \), a string. For any logic \( L \), we require that \( \text{Prov}_L \) is decidable and \( \text{conc} \) is computable. We require more, the existence of polytime algorithms implementing each of them. We know that Classical, Intuitionistic and full Minimal Logic and \( \mathbb{M}_\bot \) have such polytime algorithms, indeed. They form the scope of logics in this article.

In this section, we discuss the mathematical formulation of the conjecture \( \text{NP} \neq \text{CoNP} \) regarding the size of the certificates for membership. Our definition of a proof system follows [15], but inside the scope of General Logics [18, 24]. Theorem 4.1.2, page 24 in [15] provides a precise statement on the relationship between the existence of short proofs for all Classical tautologies in some (Classical) proposition proof system. We examine this statement and provide an equivalent formulation that is more suitable for our purposes. In the sequel, we state the primary definition of some complexity classes used in this article.

Due to technical facts, when analysing the complexity of algorithms we consider only languages on alphabets with at least two symbols\(^3\). We take for free the

\(^3\)This is a consequence of a result, see [2], that says that if there is an \( \text{NP} \)-complete unary language then \( \text{NP} = \text{P} \)
use of the $\mathcal{O}$ notation. Given a formal language $L \subseteq \Sigma^*$, we say that:

1. $L \in \text{P}$ whenever there is an algorithm $\chi_L$, such that, for all $\omega \in \Sigma_L$:

$$
\chi_L(\omega) = \begin{cases} 
1 & \text{if } \omega \in L \\
0 & \text{if } \omega \notin L
\end{cases}
$$

Moreover, $\text{Steps}(\chi_L) \in \mathcal{O}(n^q)$, for some $q \in \mathbb{N}$

2. $L \in \text{NP}$ whenever there is an algorithm $\varphi_L$, such that, for all $\omega \in \Sigma^*$, there is $c_\omega \in \Sigma^*, \Sigma \subseteq \Sigma_c, |c_\omega| \leq |\omega|^q, 1 \leq q$ and we have that: $\omega \in L$ if and only if $\varphi_L(\omega, c_\omega) = 1$ and $\text{Steps}(\varphi_L) \in \mathcal{O}(n^p), 1 \leq p$.

3. $L \in \text{CoNP}$ whenever there is an algorithm $\varphi_L$, such that, for all $\omega \in \Sigma^*$, there is $c_\omega \in \Sigma^*_c, \Sigma \subseteq \Sigma_c, |c_\omega| \leq |\omega|^q, 1 \leq q$ and we have that: $\omega \notin L$ if and only if $\varphi_L(\omega, c_\omega) = 1$ and $\text{Steps}(\varphi_L) \in \mathcal{O}(n^p), 1 \leq p$.

4. $L \in \text{PSPACE}$ whenever there is an algorithm $\chi_L$, such that, for all $\omega \in \Sigma_L$:

$$
\chi_L(\omega) = \begin{cases} 
1 & \text{if } \omega \in L \\
0 & \text{if } \omega \notin L
\end{cases}
$$

Moreover, $\text{Cells}(\chi_L) \in \mathcal{O}(n^q)$, for some $q \in \mathbb{N}$

The functions $\text{Steps}$ and $\text{Cells}$ compute the number of steps and memory usage of the algorithms that are their respective arguments. Their names come from its original terminology in terms of Turing Machines.

In the item 2 we say that $c_\omega$ is a positive certificate for membership of $\omega$ to $L$, and in item 3 $c_\omega$ is a negative certificate for membership of $\omega$ to $L$, i.e., positive certificate for membership to $\overline{L}$. They are considered as easy certificates since their verification is polynomial in time and their sizes (length) is polynomial on $\omega$ too.

Roughly speaking, $\text{NP}$ is the set of formal languages that have easy, so to say, polynomially sized and polytime verifiable positive certificates for each language element. A language $L$, over $\Sigma$, is in $\text{CoNP}$ if and only if it has an easy negative certificate to each $\omega \in \Sigma^*$ such that $\omega \notin L$. Due to Fact 1, we can say that for all elements of a language $L \in \text{CoNP}$, but finitely many, if they have easy positive certificates then $L \in \text{NP}$.

We have the following fact.

\footnote{Given a formal language $\overline{\Sigma}, \overline{L} = \Sigma^* - L$}
Fact 1. Let $L$ and $L'$ be formal languages, such that, $(L - L') \cup (L' - L)$ is finite. So $L \in \mathcal{C}$ iff $L' \in \mathcal{C}$, for $\mathcal{C} = \text{NP, CoNP, PSPACE and any other natural complexity class}$.

Observation 1. A certificate is hard if and only if it is not easy. Without loss of generality, hard certificates have super-polynomial sizes. This fact is a consequence of lemma 7.

Lemma 1. Let $L \in \text{NP}$, respectively $L \in \text{CoNP}$, be such that its elements, but finitely many, have polynomial positive, respectively negative, certificates. Moreover, the best algorithm, $O$, to verify the validity of the certificates, is not polynomially upper-bounded on the size of the certificates. There is a polynomial-time algorithm $A$, such that, for all elements of $L$, but finitely many, there are positive, respectively negative, super-polynomial size certificates can be checked in polynomial time by $A$.

Proof. We consider, for each element of $e \in L$ the formal execution of $O$ on its corresponding polynomial certificate $c_e$. This execution, or better, the trace of $O(c_e)$, namely $Tr(O(c_e))$, is the certificate for the element $e$. We can observe that any polynomial does not bound $Tr(O(c_e))$ by hypothesis. Of course, the verification of a valid universal Turing machine execution is an algorithm that runs in linear, hence polynomial, time on its trace. $Tr(O(c_e))$ checking runs by checking that each step in the trace is valid.

Fact 2. If $\text{CoNP} \subseteq \text{NP}$ then $\text{CoNP} = \text{NP}$.

Proof.

\[
\begin{align*}
\text{Assume } \text{CoNP} &\subset \text{NP} \\
\downarrow & \\
L \in \text{NP}, \text{ iff, } L &\in \text{CoNP, CoNP} \subseteq \text{NP} \text{ so } T \in \text{NP, iff, } L \in \text{CoNP} \\
\downarrow & \\
\text{CoNP} &\subseteq \text{NP} \\
\end{align*}
\]

As already mentioned, if we prove that a language $L \in \text{CoNP}$ has easy certificates for all, but finitely many, elements then we have that $L \in \text{NP}$. Moreover, if the language $L$ is $\text{CoNP}$-complete then we have $\text{CoNP} \subseteq \text{NP}$. By fact 2 we would have that $\text{CoNP} = \text{NP}$. We remember that $Taut_{\text{Cla}}$ is $\text{CoNP}$ complete.
Thus, CoNP = NP if and only if, for all, but finitely many, classical tautologies, they do have easy (positive) certificates. Equivalently, by observation 1, CoNP ≠ NP if and only if for all, but finitely many, formulas \( \varphi_e \in \text{Taut}_{\text{Cla}} \), the smallest certificate for \( \varphi_e \) is not upper-bounded by any polynomial on the size of \( \varphi_e \). Thus, we have a possible formulation of \( \text{NP} \neq \text{CoNP} \).

**Formulation 1.** \( \text{NP} \neq \text{CoNP} \) iff for each proof system \( P \) for the Classical Logic, for all \( \pi \in P \), but finitely many, \( \pi \) is not upper-bounded by any polynomial on the size of \( \text{conc}(\pi) \).

The formulation above is equivalent to the following. We first define the function \( F_P \), given a sound and complete proof system \( P \) for the classical logic.

\[
F_P(n) = \text{Min}\{ |\pi| : \text{conc}(\pi) = \alpha, \pi \in \text{Prov}_P \text{ and } n = |\alpha| \}
\]

Thus, we reach our formulation of the statement for \( \text{NP} \neq \text{CoNP} \).

**Formulation 2.** \( \text{NP} \neq \text{CoNP} \) if and only if for every proof system \( P \) for the Classical Logic, \( F_P \) is a super-polynomial function from \( \mathbb{N} \) into \( \mathbb{N} \).

We can refine the above Formulation a bit more. In [2], we can find a well-known reduction, used in [6] and appendix of [11] that for each graph \( G \) assigns a propositional formula \( \alpha_G \), where \( \alpha_G \) is satisfiable iff \( G \) is Hamiltonian. In [6] and [11], appendix in pages 17–22, we first observe that \( \alpha_G \) is unsatisfiable if \( G \) is not Hamiltonian. Due to Glyvenko theorem\(^5\) we can state that \( \neg \alpha_G \) is an intuitionistic tautology iff \( G \) is not Hamiltonian. Moreover, we show how to define the formula \( \beta_G \), deductively equivalent to \( \neg \alpha_G \) in minimal logic. \( \beta_G \) uses only the implication connective and a new propositional letter \( q \), that plays the role of the absurdity logical constant. \( \beta_G \) has polynomial length when compared to the number of vertexes of the graph \( G \). The height of the proofs of \( \beta_G \), whenever \( G \) is non-hamiltonian, is linear on the number of vertexes of \( G \), and it is a normal proof in \( \mathbb{M}_2 \) too. Let \( \text{NHam} \) be the set of all proofs of non-hamiltonicity for all non-hamiltonian graphs \( G \). Hence, \( \text{NHam} \) is the set of all proofs of \( \beta_G \) for non-hamiltonian graphs \( G \). Without loss of generality, we only consider normal proofs with height linear bounded. We have then the following proposition used in this article and in [10] is a consequence of Formulation 2.

---

\(^5\)Glyvenko theorem is: For any propositional formula \( \varphi \), \( \vdash_{\text{Cla}} \neg \varphi \) if and only if \( \vdash_{\text{Int}} \neg \varphi \)
**Proposition 2.** Consider the set $NHam$ of all linear height-bounded normal proofs in $M$ of the formulas $\beta_G$, for $G$ non-hamiltonian. If $NP \neq CoNP$ then the function:

$$F_{NHam}(n) = Min\{|\pi| : \pi \text{ is a proof of } \beta_G \text{ and } n = |\beta_G|\}$$

is super-polynomial.

In [10], proposition 19 in appendix B, page 22, can be applied to conclude that $F_{NHam}$ is super-polynomial if and only if $NHam$ is an unlimited set of super-polynomial proofs. From $NP \neq CoNP$ we conclude that $NHam$ is a family of super-polynomial proofs. See [10] to discuss the concept of a family of super-polynomial proofs and family of proofs that have super-polynomial lower-bounds.

With the sake of facilitating to read this article, we write down below the definition of a set of super-polynomial proofs and the proposition 19, here state and contextualized for this presentation as proposition 3.

**Definition 1.** A set $S$ of Natural Deduction proof-trees is unlimited, if and only if, for every $n > 0$ there is $\Pi \in S$, such that, $|\Pi| > n$.

In the following definition, $c(\Pi)$ denotes the formula that is the conclusion of $\Pi$.

**Definition 2.** Let $S$ be an unlimited set of N.D. proof-trees. Let $S_m(x)$ be the predicate $(x \in S \land |c(x)| = m)$, for $0 < m \in \mathbb{N}$. We define the function $F_S : \mathbb{N} \rightarrow \mathbb{N}$ that associates do each natural number $m$ the size of one of the least N.D. proof-tree $x$ satisfying $S_m(x)$.

$$F_S(m) = \begin{cases} 0 & \text{if } m = 0 \\ Min\{|x| : S_m(x)\} & \text{if } m > 0 \end{cases}$$

**Definition 3.** Let $S$ be a set of Natural Deduction proofs, such that: $\Pi \in S$ if and only if $(\forall p \in \mathbb{N}, p > 0, \exists n_0, \forall n > n_0, |c(\Pi)| = n \text{ and } |\Pi| > n^p)$ In this case, we say that $S$ is a set of super-polynomially sized ND proofs.

The following proposition explains why the name we used in Definition 3.

**Proposition 3.** Let $S$ be an unlimited set of ND proof-trees. We have that $S$ is a set of super-polynomially sized proofs if and only if $F_S$ is a super-polynomial function from $\mathbb{N}$ into $\mathbb{N}$.
We provide in the next section a precise argument for $NP = CoNP$. This proof’s strategy is use Formulation 2 and Proposition 5 to conclude that $NHam$ is a set of super-polynomially sized proofs, from the hypothesis that $CoNP \neq NP$. From the fact that $NHam$ is a set of super-polynomial proofs, according to Definition 3 we reach a contradiction, concluding that $NP = CoNP$.

4 A proof for $CoNP = NP$

In the previous section, we show that when considering the complexity class $CoNP$, we can only consider linearly height-bounded normal proofs in $M_\geq$. The proofs, in $M_\geq$, of the non-hamiltonianicity of graphs, are linearly height bounded. See the appendix in [11] or [6] for a detailed explanation on this. If $NP \neq CoNP$ then the set of non-hamiltonian graphs has no polynomially sized and verifiable in polynomial time certificate for each of its elements. Hence, by assuming that $NP \neq CoNP$, we have to conclude that $NHam$ is a family of normal super-polynomial proofs with linear height, see proposition 2 in the last section. If we consider any proof in $NHam$, either it is polynomially sized, and we have nothing to prove, or it is bigger than $m^p$, for some $p > 3$, where $m$ is the size of the proof’s conclusion. We observe that the case $p \leq 3$ is subsumed by $p > 3$, anyway. We can apply Theorem of redundancy, theorem 14 in [10], to show that this big proof is redundant so that we can apply the compression algorithm, algorithm 2 in [9], to obtain a correct rDagProof of size smaller than $m^p$, according to Lemma 15 in [9]. Finally, Algorithm 3 in [9], page 32, can check the correctness of this polynomially sized rDagProof in time upper-bounded by $m^{4p}$.

We provide a proof that shows a polynomial certificate for each non-hamiltonicity of each non-hamiltonian graph. We can check that each of these polynomial certificates is a (correct) certificate in polynomial time too, applying algorithm 3 in [9]. We can conclude that $CoNP \subseteq NP$, since non-hamiltonicity of graphs is a $CoNP$-complete problem.

Theorem 4. $NP = CoNP$

5 Conclusion

This article provides yet another proof of $NP = CoNP$. In [5] we have a proof that $NP = NPSPACE$. An immediate consequence of this equality is that $NP = CoNP$. The approach that arises from the results we have shown here does
not need Hudelmaier [14] linearly bounded sequent calculus for M\textsuperscript{\equiv} logic. The proof reported in [5], on the other hand, needs Hudelmaier Sequent Calculus and a translation to Natural Deduction proofs that preserves the linear upper-bound. However, the resulted translation is not normal, and it is well-known that normalization does not preserve upper-bounds in general. Thus, we cannot apply our approach to the whole class of M\textsuperscript{\equiv} tautologies to prove that \textit{NPSPACE} \subseteq \textit{NP}, for the use of normal proofs is essential to obtain the redundancy Theorem, i.e., Theorem 14. The compression method reported in [9], uses the redundancy Theorem that is essential to prove M\textsuperscript{\equiv} short tautologies automatically. It seems easier than the use of the double certificate approach in [5].

We observe that the proof is by contradiction. We start by assuming that \textit{NP} \neq \textit{CoNP}, and, using Formulation 2 we have the existence of \textit{NH\textsuperscript{\textit{am}}} as a family of super-polynomial proofs that are linear height-bounded and normal. Using the redundancy Theorem we obtain, by compression, a polynomial certificate, a Dag Proof, that is polynomial-time verifiable too, having a contradiction.

We show that for any huge proof of a tautology in M\textsuperscript{\equiv} we obtain a succinct certificate for its validity. Moreover, we offer an algorithm to check this validity in polynomial time on the certificate’s size. We can use this result to provide a compression method to propositional proofs. Moreover, we can efficiently check the compressed proof without uncompressing it. Thus, we have many advantages over traditional compression methods based on strings. The compression ratio of techniques based on collapsing redundancies seems to be bigger, as shown in [20] that reports some experiments with a variation of the Horizontal Compression method compared with Huffman compression. The second and more important advantage is the possibility to check for the validity of the compressed proof without having to uncompress it. In general, the original proof is huge, super-polynomial and hard to check computationally.

A last, technical observation, concerns the fact that the proof, although less intuitive, can also proceed by using the set of all classical tautologies, instead of \textit{NH\textsuperscript{\textit{am}}}. Consider a classical tautology \textit{\textit{\alpha}}. By the CoNP-completeness of the set of classical tautologies we have the existence of a graph \textit{G\textsubscript{\textit{\alpha}}} that is non-hamiltonian, and \textit{\beta\textsubscript{\textit{G\textsubscript{\textit{\alpha}}}}} is a M\textsuperscript{\equiv} tautology that has normal proofs linear height-bounded on the size of \textit{k} = |\textit{\beta\textsubscript{\textit{G\textsubscript{\textit{\alpha}}}}}|. Thus, it has a rDag certificate, polynomial on \textit{k}. Thus, without any loss of generality, we can use the set of all M\textsuperscript{\equiv} normal linear height-bounded proofs instead of \textit{NH\textsuperscript{\textit{am}}}. 
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