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ABSTRACT

The “chemical bond” is a central concept in molecular sciences, but there is no consensus as to what a bond actually is. Therefore, a variety of bonding models have been developed, each defining the structure of molecules in a different manner with the goal of explaining and predicting chemical properties. While many twentieth century bonding models provide useful information for a variety of chemical systems, these models are sometimes less insightful for more lofty goals such as designing metalloenzymes. The design process of novel catalysts could be improved if more predictive and accurate models of chemical bonding are created. One recently developed bonding model based on the topology of the electron charge density is the quantum theory of atoms in molecules (QTAIM). QTAIM defines bonding interactions as one-dimensional ridges of electron density, $\rho(r)$, which are known as bond paths. As with any bonding model, there are instances where bond paths do not adequately describe properties of interest, such as in the analysis of histone deacetylase.

This thesis describes the initial development of gradient bundle analysis (GBA), a chemical bonding model that creates a higher resolution picture of chemical interactions within the charge density framework. GBA is based on concepts from QTAIM, but uses a more complete picture of the topology and geometry of $\rho(r)$ to understand and predict bonding interactions. Gradient bundles are defined as volumes bounded by zero-flux surfaces (ZFSs) in the gradient of the charge density with well-defined energies. The structure of gradient bundles provides an avenue for detecting the locations of valence electrons, which correspond to reactive regions in a molecule. The number of electrons in bonding regions, which are defined by the lowering of kinetic energy in gradient bundles, is found to correlate to bond dissociation energy in diatomic molecules. Furthermore, site reactivity can be understood and predicted by observing the motion of ZFSs bounding gradient bundles and calculating condensed gradient bundle Fukui functions. Using only the ground state charge density, I
present preliminary results for a method that predicts which regions in a molecule are most likely to undergo nucleophilic and electrophilic attack, effectively locating the HOMO and LUMO.
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CHAPTER 1
INTRODUCTION—TOPOLOGICAL CHEMICAL BONDING MODELS

The evolution of chemical bonding models and creation of entirely new models is imperative for the progression of the field of chemistry, cultivating a better understanding and control of interactions between atoms. Most models of the chemical bond used today are rooted in century old ideas developed by Lewis, London, and Heitler. Few foundational changes have been made to the way we think about chemical bonds since the work of Pauling, Mulliken, and Slater in the 1930s. While some unique models have been proposed, such as the quantum theory of atoms in molecules (QTAIM) \[1\] and conceptual density functional theory (CDFT) reactivity indicators \[2\], these viewpoints are not widely utilized and have yet to find their way into most introductory chemistry texts. By radically changing our view of atomic interactions there is potential to revolutionize how we design new molecules and materials.

One area where an innovative view of chemical bonding could be especially useful is in the design of novel proteins. The design of new enzymes to catalyze non-native reactions can lead to more environmentally friendly syntheses and increased production of medicines and materials. Enzyme catalysis is not a fully understood process, and using computational modeling to simulate the affect of mutations to enzymes is a difficult task \[3\]–\[6\]. Even newer chemical bonding models such as QTAIM can not always properly explain the way chemical bonds will transform in designed enzymes, as is shown in chapter \[5\].

This thesis presents the foundational work in the development of gradient bundle analysis (GBA). GBA is a potentially transformative bonding model that is based on quantum mechanics, recovers observed properties of chemicals, and is predictive in nature. Gradient bundles are defined using the gradient field of the electron charge density, \[\rho(r)\], and provide a higher resolution picture of bonding interactions than was previously possible with standard
QTAIM methods. The overarching goal of this work is to provide a useful bonding model that is accessible and applicable to chemists specializing in any field. Two areas where we are currently working on applying GBA are in enzyme design and to complex metallurgical problems such as understanding brittle failure in iridium (see section 6.5).

The creation of any new model necessarily begins by demonstrating its ability to recover known properties in simple molecules. To this end, the first test of GBA is presented in chapter 2 where the locations of valence electrons are recovered using values calculated directly from the ground state charge density. Valence shell electron pair repulsion (VSEPR) diagrams for a set of homonuclear diatomic molecules are reproduced by partitioning the charge density and kinetic energy into gradient bundles, which are volumes bounded by zero-flux surfaces (ZFSs) in the gradient of the charge density, $\nabla \rho(r)$. The usefulness of this structure is elucidated in Chapter 3 with the discovery of a quantitative relationship between experimentally determined bond dissociation energies of diatomic molecules and the lowering of kinetic energy in bonding regions defined using gradient bundles.

Once the framework of GBA is in place, we can begin the search for answers to more complex chemical problems. Chapter 4 presents a method for visualizing chemical reactivity based on the motion of ZFSs in $\nabla \rho(r)$. This visualization method provides an alternative to drawing electron pushing arrows or using electron transfer between frontier orbitals to picture chemical reactions occurring. The results from this study provide motivation for a method of answering the open question originally posed by Slater, “where are the HOMO and LUMO in the ground state charge density?” The first theorem of density functional theory (DFT) states that all properties are determined by the charge density of a system. Therefore, it should be possible to predict where electrophilic or nucleophilic attack will occur in a molecule based purely on the ground state charge density, which should also generally match where the HOMO and LUMO are located in a molecule, respectively. We have begun to answer this question using the size and shape of gradient bundles, and the preliminary results of this study are presented in chapter 6. To put the usefulness and complexity of
GBA into context, the remainder of this chapter briefly reviews topological bonding models, with a focus on identifying specific properties that can recovered using each definition of chemical structure.

1.1 Quantum Theory of Atoms in Molecules

The quantum theory of atoms in molecules uses the topology of the $\rho(r)$ to define and analyze atomic properties and bonding interactions. The main applications of QTAIM to chemical bonding have been on characterizing types of bonding as well as better understanding the strength of interactions and therefore the stability of molecules. This theory has been applied with much success to a wide variety of chemical systems including small molecules \[7, 8\], biological systems \[9, 11\], and solids \[12, 13\]. QTAIM was originally developed by Professor Richard Bader in the 1970s. The motivation for this theory is given by the following two questions posed by Bader \[1, 15\]

1. Does an atom in a molecule exist, and if so, how do you recognize one?

2. Are bonds physical observables and how do you define them?

To discuss the physical existence of something you must have some way of observing the item in question. While wave functions, $\psi(r)$, give great insight into chemical interactions, they are not quantum-mechanical observables. They are mathematical constructs that approximate reality and are often complex valued functions. Charge density, on the other hand, is a measurable feature and always a real valued function. With the advancement of x-ray diffraction techniques, chemists are now able to image the electron density. It has been argued that an accurate bonding model must be rooted in something real \[16, 17\]. This is why the electron density was an obvious starting point for QTAIM. The original theory of QTAIM gives insight into bonding interactions in terms of two topological features: bond critical points in $\rho(r)$ (and their corresponding bond paths) as well as the electron exchange between atomic basins.
1.1.1 Critical Points

Chemical bonding information can often be recovered by examining critical points (CPs) in the charge density. There are four types of CPs in a 3D scalar field such as \( \rho(\mathbf{r}) \): local minima, local maxima, and two types of saddle points. A CP in 3D space is defined as

\[
\nabla \rho(\mathbf{r}) = \frac{d\rho}{dx} + j \frac{d\rho}{dy} + k \frac{d\rho}{dz} \rightarrow \begin{cases} 
= 0 & \text{at critical points and} \\
\neq 0 & \text{at all other points.}
\end{cases}
\]

(1.1)

CPs are denoted by the number of dimensions of the space and the net number of positive curvatures. For example, at a minimum, the curvatures in all principal directions are positive; therefore, this is a \((3, +3)\) CP.

The ground state charge density at an atomic nucleus is always a maximum, a \((3, -3)\) CP, hence it is called a nuclear CP (within the coulomb approximation the density is actually cusp at a nuclear CP since the finite size of the nuclei are neglected in quantum mechanical calculations, but the point still acts as a maximum, topologically \([13, 19]\)). The simplest topological connection results from a shared \((3, -1)\) saddle point between two nuclear CPs and is indicative of a charge density ridge originating at the \((3, -1)\) CP and terminating at the nuclear CPs (see Figure 1.1). This ridge possesses the topological properties imagined for a chemical bond and is referred to as a bond path. The \((3, -1)\) CP is thus called a bond CP. Other CPs provide additional information about chemical structure. A \((3, +1)\) CP is required at the center of ring structures (rings of bond paths), earning its designation as a ring CP. Cage structures must enclose a single \((3, +3)\) CP so these points are called cage CPs.

The amount of charge density at a bond CP has been used to determine bond strength \([1]\). Oftentimes, bond order (BO) can be determined by

\[
BO = e^{A(\rho_b - B)}
\]

(1.2)

where A and B are constants that are dependent on the bond in question and \(\rho_b\) is the value of the charge density at the bond CP. The correlation between bond strength and electron density at bond CPs has been especially useful in characterizing hydrogen bonds \([21]\).
The Hessian of \( \rho(r) \) determines the curvature at critical points. Its diagonalized form is

\[
\Lambda = \begin{bmatrix}
\frac{\partial^2 \rho}{\partial x^2} & 0 & 0 \\
0 & \frac{\partial^2 \rho}{\partial y^2} & 0 \\
0 & 0 & \frac{\partial^2 \rho}{\partial z^2}
\end{bmatrix} = \begin{bmatrix}
\lambda_1 & 0 & 0 \\
0 & \lambda_2 & 0 \\
0 & 0 & \lambda_3
\end{bmatrix}
\] (1.3)

where \( \lambda_1, \lambda_2, \) and \( \lambda_3 \) are the curvatures of the density in 3 principle directions. Its trace, the Laplacian, \( \nabla^2 \rho(r) \), is the sum of the three diagonal elements of the Hessian and has been used to characterize bonding interactions. At a bond CP, one of the eigenvectors of the Hessian is parallel to the bond path and the other two are perpendicular. Since \( \rho(r) \) is a maximum perpendicular to the bond path at a bond CP, these two eigenvalues (\( \lambda_1 \) and \( \lambda_2 \)) are negative while the component parallel to the bond path (\( \lambda_3 \)) is always positive.

Bader argued that a positive value of the Laplacian indicates closed-shell bonding, such as ionic or van der Waals interactions [1]. A positive value of \( \nabla^2 \rho_b \) occurs when the curvature along the bond path is greater than the sum of the curvatures perpendicular, indicating a depletion of charge density along the bond path. On the other hand, a negative value of \( \nabla^2 \rho_b \) is associated with open shell (covalent) bonding since there is an accumulation of charge density along the bond path.
density at the bond CP [22].

Grabowski calculated the amount of charge density and the value of the Laplacian at bond critical points in systems with a large variety of hydrogen bonding interactions ranging from extremely strong (F–H–F)\(^-\) to extremely weak HCCH–π(HCCH) interactions in different chemical environments [23]. He found that parameters purely from the proton-donating part of the H-bond interaction (such as \(\rho_b\) and \(\nabla \rho_b\)) correlate well to hydrogen bond strength, so there is no need to analyze the proton-accepting part of the H-bond or the environment around the bond.

Ford recently performed a study analyzing values at bond critical points for lithium-bonded complexes such as LiCl·NH\(_3\) and LiF·H\(_2\)S [24]. He was able to predict which structures formed rings, for example, LiF·H\(_2\)O, from structures that were lacking ring CPs, such as LiF·H\(_2\)S. Correlation was also found between the amount of charge density and the values of the Laplacian at bond CPs with binding energy.

Further analysis of bonding interactions can be performed using the ratios of individual components of the Hessian. The average directionality of a bond is defined by the curvature of \(\rho(r)\) at bond CPs [25]

\[
<\tan(\theta)> = \sqrt{\frac{\lambda_1 + \lambda_2}{2\lambda_3}}.
\] (1.4)

Directionality can be used to quantify the shape of the electron density at any CP. Large values of directionality indicate that the charge density is close to a radial distribution around the CP. The charge density is more elliptical if directionality decreases, which is indicative of bonding interactions. Values of \(\theta\) in eqn (1.4) have been used to explain material properties such as Cauchy pressure [26], elasticity [14, 25, 27], and brittleness [28].

In a similar fashion, ellipticity is defined using the two negative values of \(\lambda\) at a bond CP

\[
\varepsilon = \frac{\lambda_1}{\lambda_2} - 1
\] (1.5)

where \(|\lambda_1| \geq |\lambda_2|\). A value of \(\varepsilon\) at a bond CP close to 0 indicates a spherical distribution of density, such as in a single bond. The ellipticity will reach a maximum in nonlinear molecules
as the bonding interaction becomes more like a standard double bond and will then drop back to zero as a triple bond is reached (since a triple bond is cylindrically symmetric around the bond path). For the series ethane, benzene, ethene, and ethyne, the ellipticity values at the C–C bond CPs are around 0, 0.19, 0.30, and 0, respectively.

Popkov and Breza were able to explain the selectivity of mono- vs. bi-alkylation of a chiral Ni(II) complex using the ellipticity values at bond CPs. They found that higher mechanical strain led to increased bond CP ellipticities and therefore favored monoalkylation of the complex [29]. Jenkins et al. used the values of ellipticity at bond CPs to study the stability of various water clusters. They found a correlation between high ellipticity (moving away from single bonds) and higher energy, less stable water clusters. They also calculated bond path lengths, number of cage CPs, and used the presence or absence of O–O bond CPs to study various water clusters. They concluded that the most stable clusters were actually those with the least number of hydrogen bonding interactions [30].

Values of charge density, the Laplacian, directionality, and ellipticity at bond critical points in the charge density have been used to classify and understand bonding interactions. Since these values are based on the electron density rather than wave functions they can be determined both computationally and experimentally. Values at bond CPs have often been found to correlate to bond strengths and stability of molecules. In general, QTAIM gives insight into thermodynamic properties: stability of molecules and selectivity of reaction pathways.

1.1.2 Bond Paths

Bond paths are defined as the union of two gradient paths in $\rho(r)$ originating at a bond CP and terminating at neighboring nuclei [31]. Additional chemical bonding information can be gained as we move up in dimensionality from the study of zero-dimensional CPs to one-dimensional bond paths. In highly symmetric systems, bond paths lie directly along the internuclear axis, which is the straight line that can be drawn between two bonded nuclei. Bond paths can deviate from the internuclear axis to varying degrees, however, and this
deviation often correlates to the stability of a bonding interaction. For example, hydrogen bond paths usually have at least a slight curvature to them, with weaker hydrogen bonds having more curved bond paths.

In ring structures, it has been argued that bond paths curving outward from the ring indicate ring strain, while bond paths that curve in towards the center of the ring show stabilization [31]. A simple example of this phenomenon can be seen in the C–C bond paths of cyclopropane in Figure 1.2. The bond paths curve out from the internuclear axes, in line with the strong destabilization in this molecule due to ring strain. In benzene, a resonance stabilized structure, the C–C bond paths curve in towards the central ring point.

![Figure 1.2: Bond paths in cyclopropane. The outward curved bond paths between the carbon atoms (colored lines) indicate ring strain in the molecule. The internuclear axes (grey lines) are shown for comparison.](image)

A bond path is an intuitive way to picture a chemical bond, as a ridge of charge density connecting nuclei. Some chemists have argued that the existence of a bond path is always indicative of a stabilizing bonding interaction [32 33]. However, there are systems where bond paths are found, yet it has been argued that the interactions between the atoms that
the bond path is connecting are repulsive in nature [17, 34–36]. Additionally, there are instances where a bond path does not exist, yet most chemists would argue that a stabilizing bonding interaction exists [37]. This disagreement over the interpretation of bond paths in \( \rho(r) \) indicates a need to advance the current bonding model.

1.1.3 Atomic Basins and The Zero-Flux Surface Condition

While the original QTAIM only defines bonding interactions based on 1D lines, it does define physical boundaries for where 3D “quantum atoms” exist within molecules [1]. An atom in a molecule (AIM), often referred to as a Bader atom or atomic basin, can be realized by picking any point in the charge density and following the gradient path of steepest ascent that will eventually terminate at a nuclear CP. All gradient paths that terminate at a single nuclear CP cover the space that defines an atomic volume. These regions are bounded by surfaces of zero-flux in \( \nabla \rho(r) \), meaning that no gradient path can cross these surfaces, and the zero-flux surface condition is satisfied,

\[ \nabla \rho(r) \cdot n(r) = 0, \text{ for all } r \in \partial \Omega \]  

where \( \partial \Omega \) is the boundary of each mononuclear region and \( n(r) \) is a normal vector. An atom in a molecule can therefore be recognized as the union of a nuclei and its attractive basin in the gradient vector field. This partitioning of space allows additive properties of atoms within molecules to be calculated, such as charge, energy, and volume. These properties can be found by integration over atomic basins.

Atomic basins are classified as quantum atoms because they are defined by a quantum boundary condition in terms of a measurable expectation value, an observable (the charge density) [38]. The fact that these volumes have well-defined properties such as energy is due to the zero-flux surface condition, eqn (1.6). An arbitrary volume in \( \rho(r) \) does not have a well-defined kinetic energy since the local kinetic energy density at any point is ambiguous [39, 40]. The total kinetic energy of a molecule can equivalently be calculated by integration
of the Schrödinger kinetic energy,

\[ K(\Omega) = -\frac{\hbar^2}{4m} N \int_{\Omega} dr \int d\tau' [\Psi \nabla^2 \Psi^* + \Psi^* \nabla^2 \Psi] \quad (1.7) \]

or the gradient kinetic energy,

\[ G(\Omega) = \frac{\hbar^2}{2m} N \int_{\Omega} dr \int d\tau' \nabla_i \Psi^* \cdot \nabla_i \Psi \quad (1.8) \]

or through any linear combination of these two equations \[39\].

In order for the kinetic energy to be well-defined, \( K(\Omega) \) must be equal to \( G(\Omega) \). Locally, eqns (1.7) and (1.8) differ by a term that is proportional to the laplacian,

\[ K(r) = G(r) - \frac{\hbar^2}{4m} \nabla^2 \rho(r). \quad (1.9) \]

To compute the difference of the average kinetic energy in a volume, \( \Omega \), one can integrate eqn (1.9). We use Gauss’s theorem to write this difference in terms of a surface integral,

\[ K(\Omega) = G(\Omega) - \frac{\hbar^2}{4m} N \int dS(\Omega, r) \nabla \rho(r) \cdot n(r). \quad (1.10) \]

The surface integral will be zero for any volume bounded by a zero-flux surface in the gradient of the charge density. This means that any volume in the charge density bounded by a ZFS has a well-defined kinetic energy.

Furthermore, the virial theorem gives the total energy of a system based on the kinetic energy, and can be written in terms of density functional theory (DFT) as \[41\]

\[ E = -T[\rho] - \sum_A X_A \frac{\partial E}{\partial X_A} \quad (1.11) \]

where \( T \) is the total kinetic energy functional and \( X_A \) are the nuclear coordinates. The total energy is also given by

\[ E = T[\rho] + V[\rho] \quad (1.12) \]

where \( V \) is the total potential energy functional. At a stationary point (i.e. an equilibrium geometry), the force term goes to zero and the total energy can be calculated as

\[ E = -T[\rho]. \quad (1.13) \]
Therefore, in regions over which $T$ is well-defined, the kinetic energy alone can be used to calculate the total energy of a volume in $\rho(r)$.

### 1.1.4 Delocalization Index

In general, atomic basins are used to study atomic properties. Atomic properties are calculated using one-electron operators and integrating over an atomic basin using

$$O(\Omega) = \langle \hat{O} \rangle_{\Omega} = \frac{N}{2} \int_{\Omega} \int d\tau' \int dr \, [\Psi^* \hat{O} \Psi + (\hat{O} \Psi)^* \Psi]$$

where $\hat{O}$ is any one-electron operator. Common values calculated using eqn (1.14) include atomic populations (used to determine atomic charge, referred to as the Bader charge), energies, electrostatic moments, and atomic volumes.

Of particular interest when discussing bonding in terms of QTAIM is the electron delocalization index (DI) between atomic basins. Atomic basins can be used to calculate a bond order (defined in this case as the number of shared electrons pairs between atoms) by integrating the exchange density over two bonded atomic basins. The DI between two atoms is defined as

$$\delta(A, B) = 2|F^\alpha(A, B)| + 2|F^\beta(A, B)|$$

in which $F$ is the Fermi correlation defined as

$$F^\sigma(A, B) = -\sum_i \sum_j S_{ij}(A) S_{ji}(B)$$

where $S_{ij}(\Omega)$ is the overlap integral between two spin orbitals over an atomic region [22].

Matta et al. extended the idea of DI between atoms and calculated the delocalization between two phenyl rings in a biphenyl system to study hydrogen-hydrogen bonding. It was found that the delocalization of electrons between the two rings was actually maximized for a planar configuration rather than a twisted (lower energy) configuration. This is used as part of an argument that the controversial hydrogen-hydrogen bond path in biphenyl is a stabilizing interaction [42].
1.2 Topological Models of Kinetic Energy Density

The topology of scalar fields other than $\rho(r)$ have also been used to create chemical bonding models. Many of these functions strive to define delocalization of electrons and are based on the kinetic energy density. Because these functions focus on kinetic energy, they are often interpreted as providing information on the motion of the electrons. Therefore, delocalization functions generally give insight into how the electrons will rearrange and move, making them useful chemical bonding models for predicting reactivity. Here, I review three of the most prominent delocalization functions: the electron localization function (ELF), the electron localizability indicator (ELI), and the localized orbital locator (LOL) method.

ELF was developed with the goal of defining a more rigorous means of bond classification based on local quantum-mechanical functions that depend on the Pauli exclusion principle. Becke and Edgecombe originally defined the function using spin densities \[43\], but Savin et al. generalized ELF for the total electron density as \[44\]

$$\text{ELF} = \frac{1}{1 + \left(\frac{D}{D_0}\right)^2}$$

which is mapped onto a finite range of $0 \leq \text{ELF} \leq 1$, where

$$D = \tau - \frac{1}{4} \frac{(\nabla \rho)^2}{\rho},$$

$$D_0 = \frac{3}{5} (6\pi^2)^{2/3} \rho^{5/3},$$

and

$$\tau = \sum_i |\nabla \psi_i|^2.$$  \hspace{1cm} (1.18)

$D$ is the difference between the positive kinetic energy, $\tau$, and the von Weizsäcker kinetic energy for non-interacting bosons. $D_0$ is the kinetic energy of a uniform electron gas. ELF is often interpreted as showing the amount of excess kinetic energy there is due to Pauli repulsion \[45, 46\].

A topological analysis of ELF can be used to define bonding and non-bonding regions in molecules. As opposed to having nuclear attractors in a topological analysis of the charge density, there are three types of attractors in ELF: core, bonding, and non-bonding, each
with its own attractive basin surrounding an electron pair \[43\]. Between each attractive basin there are surfaces of zero-flux in \(\nabla ELF\) (see Figure 1.3). Saddle points of the \((3, -1)\) variety are deemed bifurcation points, and the value of ELF at these points is interpreted as the amount of interaction between adjacent basins, i.e. a measure of delocalization.

![Figure 1.3: A contour plot of ELF for a Ge\(_2\) molecule showing topological separation of core, valence, and bonding regions into separate regions bounded by ZFSs.](image)

One of the main applications of ELF has been to aromatic compounds. Poater et al. recently published a detailed review comparing the use of QTAIM and ELF methods for analyzing aromatic bonding \[46\]. It has been shown that it is possible to characterize aromaticity in some molecules by separating ELF into \(\pi\) and \(\sigma\) orbital contributions \[47\]. While the bifurcation values in the total ELF were not able to distinguish between aromatic, anti-aromatic, and non-aromatic systems, \(\pi\) ELF values were. Santos et al. used \(\pi\) ELF values to classify a variety of molecules including benzene, a proposed \(\text{B}_6(\text{CO})_6\) molecule, and cyclohexatriene, into each of these categories of aromaticity. Fuster et al. performed a study looking at ortho/para versus meta orienting substituents on benzene rings. They were able to distinguish the preferential site of attack (ortho/para or meta) for a second substituent for a set of substituted rings based on isosurfaces of ELF.
It has been argued that ELF is able to predict site reactivity because this function quantifies the importance of Pauli repulsion at a certain point in a molecule. When electrons are unpaired, or in pairs of antiparallel spin, Pauli repulsion is not a large contributor to the total energy. There is not excess kinetic energy in this region compared to a uniform electron gas. At the boundaries between paired electrons though, Pauli repulsion is extremely important causing an increase in the kinetic energy of electrons and low values of ELF.

A recent variation to ELF is the electron localization index D (ELI-D) which analyzes the average number of electrons per fixed fraction of a same-spin electron pair. ELI-D holds the number of same-spin electron pairs fixed for a variable volume cell allowing for different values of charge, \( Q_i \). Therefore, ELI-D can be interpreted as being proportional to the average number of electrons required to form a fixed fraction of the same-spin electrons. The index has been defined by Kohout and coworkers \[48\] as

\[
ELI-D = \sum_i^{occ} \rho_{\sigma,i} \left[ \frac{12}{\rho_{\sigma} (\tau - \frac{1}{4} (\nabla \rho_{\sigma})^2 \rho_{\sigma})} \right]^{3/8}
\]  

(1.19)

where \( \tau \) is the same positive kinetic energy used in ELF (eqn (1.18)), and \( \sigma \) indicates spin.

While this index is topologically identical to ELF, there are some distinctions in the interpretation and calculation. Mainly, ELI-D does not require the use of a uniform electron gas as a reference state. The partial ELI-D (pELI-D) further decomposes this index into individual contributions from each orbital \[49\]. The pELI-D provides a measure of which orbitals contribute to a portion of \( Q_i \). Using pELI-D, Grin et al. were able to gain additional insight into transition metal bonding, enabling them to quantify the contribution of specific orbitals to bonding in Sc\(^{2+}\) and TiF\(_4\) \[50\].

One of the newest topological methods for analyzing bonding interactions is the localized orbital locator (LOL) originally proposed by Becke and Schmider \[51\]. LOL leaves out the term for the kinetic energy of non-interacting bosons, and only uses the positive form of the kinetic energy \[39, 52, 53\]. As in ELF, LOL, \( \nu(r) \), is mapped onto a finite range, \( 0 \leq \nu(r) \leq 1 \).
using the formula

\[ \nu(r) = \frac{1}{1 + \frac{\tau}{D_0}}. \] (1.20)

LOL is the easiest to compute of the three delocalization formulas presented here, and it has been argued that it is also the easiest to interpret \[49\].

Rather than focusing on electron delocalization, Jacobsen emphasizes an interpretation of LOL based on the velocity of electrons. A value of \( \nu(r) = \frac{1}{2} \) means that electrons at \( r \) are moving at the same speed as they would be if they were a uniform electron gas. \( \nu(r) < \frac{1}{2} \) indicates high kinetic energy and thus faster electrons. Finally, \( \nu(r) > \frac{1}{2} \) corresponds to slow moving electrons. Faster electrons are generally found near the nuclei and are thus core electrons. Areas with slower moving electrons indicate valence electrons. LOL was specifically designed to analyze regions of covalent bonding based on the idea that the driving force for covalent bonding is the lowering of kinetic energy \[54\].

In the original paper introducing the LOL method, covalent bonds and lone pair regions were accurately predicted for simple reactions. This was accomplished by calculating contour plots of \( \nu(r) \) for reactants, transition states, and products \[51\]. The authors observed that the shape of regions with \( \nu(r) > \frac{1}{2} \) can be correlated with \( \sigma \) bonding, \( \pi \) bonding, or lone pair regions. It has been shown that LOL generally does a better job of distinguishing between weak and enhanced \( \pi \)-delocalization in aromatic compounds than ELF does, such as in benzene and borazine \[49\]. Additionally, Yang performed a study using a multitude of bonding metrics to characterize various pthalocyanides. He found that LOL distinguished between core, bonding, and non-bonding regions in a much clearer fashion than ELF \[55\].

While LOL is still a very new function, there is potential for it to become a powerful tool in predicting reactivity as it focuses on the motion of electrons in molecules. This idea will be developed further when discussing the decomposition of atomic basins into gradient bundles in Chapter 2.
1.3 Bond Bundles

Although the only volumes recognized in the original QTAIM are atomic basins, they are not the only meaningful volumes in the charge density bounded by ZFSs and containing well-defined properties. Pendás et al. defined a primary bundle as a set of all gradient paths in the charge density that start at one minimum (cage CP) and end at the same maximum (nuclear CP) [13]. Primary bundles are bounded by ZFSs and have one nuclear CP, one cage CP, \( n \) ring CPs, and \( n \) bond CPs on the surface of each bundle. Primary bundles take the shape of polyhedra, with \( 2n+2 \) vertices and \( 2n \) faces. The union of all the primary bundles sharing a single nuclear CP is the atomic basin of attraction discovered by Bader. Pendás et al. then went on to define a basin of repulsion as the union of all primary bundles sharing a single cage point.

The elegance of the definitions of atomic and repulsive basins is that there is only one ZFS bounding a nuclear or cage CP that does not pass through the point itself. This makes it relatively easy computationally to locate attractive and repulsive basins in the charge density. Saddle points in \( \rho(r) \) have an in an infinite number of ZFSs bounding them. A 2-dimensional cut plane of some of the ZFSs surrounding the C–C bond CP in ethene is shown in Figure 1.4.

It was noted by Eberhart that while there are an infinite number of ZFSs bounding bond CPs, some of these ZFSs are special [56] as they are also contained in a 2-dimensional relative critical set of \( \rho(r) \). Relative critical sets are a higher dimensional extension of critical points applicable to lines and surfaces for a function in \( \mathbb{R}^3 \) (see [57, 58]). Relative critical points, which are the elements of a relative critical set, can be defined similarly to the elements of the Eberly height-ridge [59], which is one example of a relative critical set. Let \( I = \{i_1, \cdots, i_{3-d}\} \subset \{1, 2, 3\} \). A point \( r_0 \) is a \( d \)-dimensional relative \( I \)-critical point of \( \rho \) if the eigenvalues of the Hessian, \( H(\rho) \), are distinct from each other and the eigenvectors, \( e_i \), for \( i = 1, 2, 3 \) of \( H(\rho) \) satisfy the condition

\[
\nabla \rho(r_0) \cdot e_i = 0, \quad \text{for } 1 \leq i \leq 3 - d.
\]

(1.21)
The relative $I$-critical set of $\rho$ is the set of all such relative $I$-critical points. Note that the number of entries in $I$, and thus the number of orthogonality conditions required in eqn (1.21), determines the dimensionality of the critical set. Critical points, lines and surfaces require three, two, and one orthogonality conditions, respectively.

A bond bundles is therefore defined as a volume bounded by ZFSs that satisfy the definition of 2-dimensional relative critical surfaces, and containing a single bond CP. A BB has well-defined, additive properties just like an atomic basin, due to the ZFS condition. Eberhart and Jones have shown that bond bundles recover properties consistent with the standard picture of a bond such as electron count. For example, when the valence charge density is integrated over the bond bundle between bonded carbons for ethane, benzene, ethene, and ethyne; two, three, four, and six electrons are recovered, respectively [60]. This is in agreement with the standard model of these bonds being single, one and a half, double, and triple bonds. Bond bundles have been used to uncover structure–property relationships using two different approaches [61]. The first is to investigate the geometry of ZFSs bounding a BB, and the second is through integration of properties over BB volumes.
As an example of the first approach, Jones showed that the shape and size of bond bundles can be used to predict the tendency of molecules to undergo nucleophilic substitution or addition \[62\]. Phosphirane (a 3-membered ring) more readily undergoes ring-opening reactions than phosphetane (a 4-membered ring). While the 3-membered ring is more strained than phosphetane, the strain energy alone does not account for the large discrepancy in activation energies for these two reactions \[63\]. The C–P BB cleaved during the reaction in phosphirane has closed surfaces creating a bond bundle with finite volume. The C–P BB in phosphetane is larger and open on one end. Bond bundles with smaller volumes generally contain fewer valence electrons, and when a bond breaks, a bond bundle must collapse. Therefore, Jones argued that closed BBs will more readily undergo nucleophilic attack, as these bonding interactions are energetically easier to disrupt.

An example of the second approach to the application of bond bundles demonstrates a relationship between electron count and material toughness. The number of valence electrons in BBs was found to correlate with the work of separation, \(W_\infty\), in a computational study of alloying elements for high strength steels \[64\]. \(W_\infty\) is defined as the minimum amount of energy required to separate an interface into two free surfaces. Finding alloying elements that increase \(W_\infty\) allow for the creation of tougher materials. This study found that the number of valence electrons in second-neighbor Fe–Fe BBs correlated linearly with \(W_\infty\) for an iron-ceramic interface common in dispersion-strengthened steels. This correlation was then used to explain why tougher materials can be created using various transition metals as alloying elements. There is very little \(p_z\) character in the second-neighbor Fe–Fe BBs. By substituting Ni (which possesses low-lying \(p\) character) for some of the Fe sites, the number of electrons in the second-neighbor Fe–Fe BBs is reduced and \(W_\infty\) increases. This prediction is consistent with the known properties of Ni alloyed steels such as BlastAlloy, which is remarkably tough \[65\]. This is an important example of where a 3-dimensional, physical bond must be studied to understand a property. When the bond CPs between various bonding interactions in the system alone were examined, no correlation was found
with the work of separation.

As these two examples show, a model that presents the chemical bond as both a topological connection between atoms and as a region with well-characterized properties can potentially broaden our understanding of the relationships between chemical structure and properties. The investigation of bond bundles adds a new dimension to ways the charge density can be studied. Rather than looking only at the topology of $\rho(r)$, the study of bond bundles involves investigating the geometry of $\rho(r)$, specifically by observing the shape of meaningful topological connections. By expanding on this model it may be possible to extract additional useful information from the structure of the charge density. Gradient bundle analysis is being developed with the goal of creating an even higher resolution picture of chemical bonding based on the topology and geometry of $\rho(r)$. 
CHAPTER 2
IN SEARCH OF AN INTRINSIC CHEMICAL BOND

Modified from a paper published in *Computational and Theoretical Chemistry*. Amanda Morgenstern, Tim Wilson, Jonathan Miorelli, Travis Jones and M. E. Eberhart, *Comput. Theor. Chem.* 1053: 31–37, 2015.

2.1 Abstract

The chemical bond, as a link between atoms, is an intrinsic property of the charge density. However, bond energy, which is commonly seen as the energy difference between a molecular state and an arbitrary dissociated state, depends extrinsically on the charge density. The view of a bond as a natural link possessing properties that are externally determined often leads to contradictory interpretations as to the origins of the structure and properties of molecules and solids. Ideally, one would like to uncover an intrinsic property of the chemical bond that gives similar information content as that provided by bond energy. To this end, we report on our ongoing work exploring the intrinsic geometry imposed on the charge density by mapping it onto volumes bounded by zero-flux surfaces in the gradient of the charge density, deemed gradient bundles. These natural volume elements of QTAIM have well defined properties. Hence, this mapping produces a set of property distributions with a quantifiable geometric structure that varies from molecule to molecule. Here, we examine the intrinsic geometry of the kinetic energy distribution in gradient bundles for a series of homonuclear diatomic molecules. We find that the structure given by gradient bundles reproduces standard valence shell electron pair repulsion diagrams for the set of molecules.
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H₂, N₂, O₂, and F₂. Furthermore, there is evidence that the geometric properties of these distributions correlate with bond energies.

2.2 Introduction

Chemistry is the study of atoms and bonds. QTAIM provides a rigorous and well studied representation of an atom in terms of the intrinsic topology and geometry of the charge density [1]. While QTAIM revealed that a three-dimensional atom with well-defined properties can be unambiguously identified using the topology of the electron charge density, this same theory provides only a one-dimensional representation of the chemical bond, as a bond path. Atomic energies can be calculated by integrating energy values over atomic basins. Since bond paths are only one-dimensional, bond energies can not be obtained in this same manner. Bond energy is generally calculated as the energy difference between the equilibrium conformation of a molecule and some arbitrary dissociated state of the same molecule. The bond as a topological linkage is an intrinsic property of the charge density, while its most notable property, the bond energy, is an extrinsic property that depends on the coordinates of the dissociated state. A QTAIM appropriate representation of the chemical bond and its properties must be based in the intrinsic geometry of the charge density. Here we propose one approach toward developing such a representation using gradient bundles in the charge density.

Just as there are charge density ridges (bond paths), there are also one-dimensional critical sets that are formerly termed valley paths [59], which went unnoticed in the original formulation of QTAIM. Because valleys and ridges differ only by the sign of the curvatures along the path, both are often referred to as “ridges”, which is the nomenclature we shall adopt here for any relative critical set. By taking into account all the various types of ridges in the charge density a more complete topological structure of molecules and solids can be constructed in a similar fashion as the primary bundles defined by Pendas et al. [13].

For extended systems there will always be four kinds of charge density CPs (0-ridges), six kinds of 1-ridges, and four kinds of 2-ridges [56] [60] [66]. The 1-ridges pairwise connect the
four types of critical points and the 2-ridges are surfaces containing three pairwise connected CPs. This ridge structure forms a set of space filling volumes homeomorphic to tetrahedra. Coincident with the four vertices of each tetrahedron is a nuclear, bond, ring, and cage CP. (Though this is the typical connectivity, tetrahedra can also be formed with a nuclear, cage and two bond or two ring CPs.) The six edges of each tetrahedron are 1-ridges, and the four faces are 2-ridges. In an open system—a molecule or a solid with a free surface—all four types of CPs need not be present, in which case some of the 1-ridges will be of infinite length and some of the 2-ridges will have infinite area [60, 66]. In such systems the 2-ridges form a set of open tetrahedra [61, 62].

In either an open or closed system the tetrahedra are simplices, which means that they may be “glued” together to form a simplicial complex that is homeomorphic to the charge density topology of any molecular system [26, 67]. Accordingly, these simplices have been designated irreducible bundles, IBs, where bundle is used to evoke an image of a bundle of gradient paths (see Figure 2.1). In open systems some of the IBs must be homeomorphic to open tetrahedra and are referred to as open IBs and are said to be open in the direction normal to the tetrahedral face, 2-ridge, of infinite area.

In addition to the extended simplicial complexes, local structures can be generated by gluing together a finite number of IBs. The most basic of these are given through the union of IBs sharing a single CP. The union of all IBs sharing the same nuclear CP generates atomic basins. The union of all IBs sharing the same cage CP yields the repulsive basin first noted by Pendas et al. [13]. In addition, one can construct the union of all IBs sharing the same ring point. Finally, there is the union of all IBs sharing the same bond CP. This volume contains a single bond critical point and its associated bond path and recovers the bond bundle volume first identified by Eberhart et al. [60]. Figure 2.1 shows the construction of the C–C bond bundle of ethene.
Figure 2.1: A C-C bond bundle in ethene built up from its irreducible bundles. The black lines shown in the top left are the 1-ridges that form the edges of one IB that is a part of the C-C bond bundle in ethene. The 3D IB bounded by ZFSs is shown in the bottom left, and the full bond bundle composed of the eight symmetry equivalent IBs is on the right.

2.3 Gradient Bundles

While the IB is the basic structural element capturing the connections between critical points, it too can be built from smaller volumes bounded by ZFSs [67]. We define a gradient bundle as any volume in the charge density bounded by a zero-flux surface in $\nabla \rho(r)$. To help with visualization, begin by noting that sufficiently close to a nuclear CP all charge density gradient vectors are radial and of the same magnitude. As a result, it is always possible to find a spherical isosurface centered on each nuclear CP.

Figure 2.2 illustrates a method for constructing gradient bundles from a set of neighboring gradient paths. We can triangulate the surface of the spherical isosurface of $\rho(r)$. The set of gradient paths passing through the points interior to a triangular element on the sphere form a gradient bundle. Atomic basins, basins of repulsion, and bond bundles can all be decomposed into sets of neighboring gradient bundles, and are in fact gradient bundles themselves. Any property that can be found by integration over one of these larger volumes
can equivalently be calculated by integrating the property over any set of gradient bundles within the larger basin or bond bundle. Gradient bundles can be made arbitrarily small to analyze the charge density to varying degrees of locality.

Figure 2.2: A gradient bundle created from the triangulation of a sphere (shown in yellow) around a carbon nucleus in benzene. Carbon nuclei are shown in black, hydrogen nuclei in white, bond critical points in cyan, and bond paths are black.

As motivation for what follows, consider the property distributions of “van der Waals bonded” Ne$_2$ and “covalent” N$_2$. Figure 2.3 shows a contour plot of the computed charge densities and the associated gradient fields for each molecule (see Section 2.4 for computational parameters). The gradient fields are visually different, with the Ne$_2$ gradient paths being atomic-like (radial) except in the immediate neighborhood of the 2-ridge that is the ZFS of the Ne Bader atoms, i.e., the midplane between the nuclei. In contrast, for N$_2$ the gradient path curvature is distributed along a greater length of the path, and particularly, closer to the nucleus. With such distinctive gradient fields, it seems reasonable that their property distributions will also be distinct.
Nitrogen

Neon

Figure 2.3: Gradient paths seeded every 10° in the charge density for N\textsubscript{2} and Ne\textsubscript{2} to show the general gradient path behavior. Dashed lines represent contour lines of $\rho(r)$, solid lines are gradient paths, blue circles are nuclear CPs, cyan circles are bond CPs, and red lines are bond paths.

To examine these differences in more detail we explore the intrinsic properties of the chemical bond through a comparison of the charge density and kinetic energy distributions of H\textsubscript{2}, N\textsubscript{2}, O\textsubscript{2}, F\textsubscript{2}, and Ne\textsubscript{2}. This series was chosen for the initial study of intrinsic bonding properties based on their symmetry, allowing for easier gradient bundle construction, and their small size, resulting in more expedient calculations.

2.4 Methods

The reported results were obtained using the Amsterdam Density Functional Package, ADF, version 2013.01 [20, 68]. All calculations were performed spin-restricted with a non-relativistic all-electron triple \(\zeta\) singly polarized basis set and the Perdew-Burke-Ernzerhof (PBE) parametrization of the generalized gradient approximation (GGA) functional [69, 71]. Bond distances for H\textsubscript{2}, N\textsubscript{2}, O\textsubscript{2}, and F\textsubscript{2} were fully optimized using ADF and an internuclear distance of 2.98 Å was used for Ne\textsubscript{2}. Bader atomic properties were calculated using a grid
based approach implemented in ADF using default parameters which includes using the
effect density for the $V_{xc}$ \[72\].

In an effort to ensure that our results were not highly dependent on the choice of functional, we also investigated the local density approximation (LDA), Becke-3-Lee-Yang-Parr with 20% hartree-fock exchange (B3LYP), Meta-GGA-type Minnesota 06 local (M06L), and Becke-Lee-Yang-Parr (BLYP) functionals \[73–76\]. Our principal criteria for functional dependence was visual inspection of the gradient fields and qualitative comparisons of property distributions. For the purposes of comparing properties integrated over gradient bundles, our preliminary data shows that functional choice does not appear to greatly affect the results for this set of molecules (see Appendix A).

We have chosen to investigate only the singlet $O_2$ molecule to avoid the additional complexity associated with the spin polarized charge density, though it can be treated with QTAIM \[77\]. We have enforced a “closed-shell” configuration by performing a spin-restricted calculation to approximate the excited singlet $O_2$ state \[78\].

The geometry of the charge density was further analyzed using the Bondalyzer add-on package in Tecplot \[79\]. For each molecule, 73 gradient paths were seeded every 2.5° around a semi circle of radius 0.05 Å centered on a nuclear CP and lying on a plane through the molecule \[Figure 2.4\]. Due to the $D_{\infty h}$ symmetry of the molecules, the rotation of these gradient paths through any angle about their internuclear axis (by default we used a rotation angle of 360°) will create ZFSs that bound gradient bundles as shown in \[Figure 2.5\].

The (intensive) properties of rotational gradient bundles are a function only of the azimuthal angle, $\theta$, effectively, a 1D property distribution. Here we define $\theta$ as the angle between each gradient path at its initial seed point and the bond path. Property distributions were found by integrating the calculated values of each property over gradient bundles using a second-order trapezoidal method \[79\] and a mesh size of 0.006 Å for $N_2$, $O_2$, and $F_2$, 0.005 Å for $H_2$, and 0.004 Å for $Ne_2$. Since the behavior of the gradient paths in hydrogen and neon vary significantly from the other dimers tested (see Section \[2.5\]), a finer mesh was
Figure 2.4: In all plots the gradient bundles are numbered in a counterclockwise manner with the first GB containing the bond path and the 72th GB containing the ridge from the nuclear CP in the direction opposite the bond path. Shown for clarity are gradient paths used to create ZFSs every 20°.

used for these molecules after an initial testing at 0.006 Å to ensure the results were not caused by integration errors near the nucleus.

The integration limits extended from 0.05 Å from the nuclear CP to the charge density isosurface of 0.001 electrons/bohr\(^3\) for each dimer. In open systems, bader atomic volumes are generally cut off at 0.001 a.u. as this encloses more than 99% of the electron density [1]. To avoid numerical integration errors near the nuclei, the properties from the spherical region within the 0.05 Å radius around the nuclear CP were found separately and proportioned based on volume among the gradient bundles. This is an adequate method of analysis due to the radial behavior of the gradient paths near the nuclei. With this procedure, the integrals were well converged, with electron count and kinetic energy to within 1% of the ADF numerical integration results.
Figure 2.5: A representation of a gradient bundle in Ne\(_2\) bounded by ZFSs at \(\theta = 40^\circ\) and \(\theta = 50^\circ\) that has been rotated around the internuclear axis by 280\(^\circ\). The image has been tilted to emphasize the structure of a gradient bundle which takes the shape of an umbrella. Note that the gradient bundles in this system will actually extend out to infinity; the GB shown here has been truncated in this image for clarity.

2.5 Results and Discussion

The first column of Figure 2.6 plots the integrated electron counts in the rotational gradient bundles for H\(_2\), N\(_2\), O\(_2\), F\(_2\), and Ne\(_2\). N\(_2\) and H\(_2\) are the only molecules with local maxima in the gradient volumes containing the bond path. The other three molecules have greater electron accumulation near the middle of each plot, i.e, \(\theta \approx 90^\circ\), which is due, in part, to the larger volumes of these gradient bundles.

The most obvious variation through the series is the shift of the mode of the distributions (the maximum) to smaller values of \(\theta\) through the series N\(_2\), O\(_2\), F\(_2\), and Ne\(_2\). This shift points to an accumulation of electrons in the gradient bundles in the internuclear region, but not necessarily in those along the bond path. Table 2.1 presents the skewness of each plot, which is a useful metric for quantifying the asymmetry of a distribution. Because electron count distributions are essential unimodal (N\(_2\) is slightly bimodal) the skewness simply indicates on which side of the plot there is a greater number of electrons. Negative
values indicate that the distribution is weighted toward smaller values of $\theta$, and positive values toward larger values of $\theta$.

Each rotational gradient bundle is bounded by a ZFS and thus satisfies the virial theorem \[1\]. Accordingly, at the equilibrium internuclear distance $\langle E \rangle = -\langle T \rangle$ and $-\frac{\langle V \rangle}{\langle T \rangle} = 2$, where $\langle E \rangle$, $\langle T \rangle$, and $\langle V \rangle$ are the average values over any volume bounded by a ZFS of the total, kinetic, and potential energies, respectively. Within Kohn-Sham DFT, the kinetic energy is separated into a non-interacting and a correlation kinetic energy, $T_s$ and $T_c$, respectively. While the virial relationship is only satisfied for the total kinetic energy, because a molecule's $T_c$ is generally a small component of the total kinetic energy it has often been ignored \[72\].

Table 2.1: Bond energies and distribution statistics for gradient bundles in homonuclear diatomic molecules.

| Molecule | TBE.$^a$ | EBE.$^b$ | Skewness | $n_e$ | $T_s$ | $T_s/n_e$ |
|----------|---------|---------|----------|------|------|---------|
| H$_2$    | 6.75    | 4.51    |          | 1.93 | 1.043 | -0.809  |
| N$_2$    | 16.6    | 9.80    |          | -0.852 | -0.632 | -0.357 |
| O$_2$    | 8.59    | 6.14$^d$ |          | -0.0122 | -0.488 | -0.395 |
| F$_2$    | 3.51    | 1.64    |          | 0.572 | -0.293 | -0.0377 |
| Ne$_2$   | 0.0052  | $10^{-7}$ |          | -0.549 | -0.538 | 0.262 |

$^a$Theoretical bond energies (TBE) are from the ADF calculations described in Methods using the PBE functional (Theoretical energies regardless of computational method are known to differ substantially from measured values.). $^b$Experimental bond energies (EBE) are reported at 0K and determined thermochemically \[80\]. $^c$All energy values are reported in eV. $^d$0.98 eV has been added to the ground-state triplet oxygen EBE to obtain the singlet oxygen EBE \[81\].

We verified that the virial theorem is satisfied for the Bader atoms in each molecule using the standard Bader analysis package in ADF where $-\frac{\langle V \rangle}{\langle T \rangle} = 2.0319, 2.0061, 2.0033, 2.0027, \text{and } 2.0022$ for H$_2$, N$_2$, O$_2$, F$_2$, and Ne$_2$, respectively. Furthermore, the correlation energy ($T_c$) for each dimer was found to be less than 1% of the total kinetic energy. It is then tempting to suggest that the average value of $T_c$ over a gradient bundle will also represent a small contribution to the total kinetic energy over the same volume. Such an assumption would allow us to infer a fairly accurate value of the total energy of a gradient
Figure 2.6: Electron and kinetic energy integrations over gradient bundles for a set of homonuclear diatomic molecules. Left: The electron count in each gradient bundle. Right: Kinetic energy density in each gradient bundle in electron volts (eV). Note that the scales on the plots for hydrogen vary from the rest of the dimers.
Figure 2.7: Average kinetic energy per electron in each gradient bundle. Note that the scales on the plot for hydrogen vary from the rest of the dimers.
bundle from only a knowledge of the easily calculated non-interacting kinetic energy density, $T_s$. However, while $T_c$ is a small contribution to the total kinetic energy, it is not evenly distributed throughout a molecule due to the freedom in the choice of local kinetic energy density $T_s$. In fact, atomic basins have been shown to sometimes have negative or large contributions of $T_c$ to the total kinetic energy $T$. It has also been shown that the bond path, and consequently the gradient bundle around the bond path, is a "privileged channel" for exchange and correlation. Therefore, it is likely that the contributions of $T_c$ to $\langle T \rangle$ are much greater in some gradient bundles than others. Nonetheless, we have calculated the distributions of $T_s$ for the five dimers and the results are presented in the right column of Figure 2.6.

Since $T_s$ is much greater for core than valence electrons, the distribution for H$_2$ is significantly different than that of the other dimers. H$_2$ lacks any core electrons, creating a unique kinetic energy distribution based purely on valence electrons. For the remaining molecules with core and valence electrons, the plots are dominated by the high kinetic energy of radially distributed core electrons. This artifact is especially noticeable for the rotational gradient bundles near 90°, which contain a greater number of core electrons simply because these gradient bundles have larger volumes.

Inspection of Table 2.1 reveals that the kinetic energy density in the H$_2$ gradient bundles has a positive skewness while the other dimers are characterized by a negatively skewed distribution. In the case of H$_2$, this is simply a consequence of the fact that the maximum in the kinetic energy density occurs on the bond path. As a result, the tail of the distribution lies entirely at larger angles. In the other dimers the negative skew shows that the kinetic energy distribution is skewed towards the bond path. For the most part however, the subtle distribution of the valence electrons, and hence bonding, are masked against the background of the core electrons as has been seen in previous studies of kinetic energy densities.

This situation can be remedied by calculating the average kinetic energy per electron, $T_s/n_e$, by simply dividing the integrated $T_s$ of each gradient bundle by the total electron
count in the same bundle. Since each core electron will be characterized by the same large kinetic energy (compared to valence electrons) [52], the regions where $T_s/n_e$ is minimal occur in the gradient bundles with the greatest valence density. The values of $T_s/n_e$ are plotted in Figure 2.7.

Consistent with this interpretation, there are prominent minima for N$_2$, O$_2$, and F$_2$ near 180°, 110°, and 100°, respectively. These minima mark the locations of the “lone pairs” as predicted by valence shell electron pair repulsion (VSEPR) diagrams. The single lone pair of N$_2$ is accommodated as far as possible from the electrons in the gradient bundle nearest the bond path. The two lone pair of O$_2$, however, are forced through correlation effects into the larger volumes of the rotational gradient bundles near 110°. Finally, the three lone pairs of electrons in F$_2$ are located in the deep minimum and larger gradient bundles 100° from the bond path.

While the geometry of the $T_s/n_e$ manifold at larger angles provides information about the “non-bonding” electrons, it is the geometry of this manifold near the bond path bundles that may correlate with bond energies (see Table 2.1). The most obvious correlation is that bound dimers are characterized by a minimum at $\theta = 0°$. The three molecules with the greatest bond energies (N$_2$, O$_2$, H$_2$) have global minima in the gradient bundles containing the bond path. F$_2$ possesses a shallow local minimum in the first gradient bundle and this bond is substantially less energetically stable than the other bound dimers. The $T_s/n_e$ distribution across the gradient bundles in Ne$_2$ appears flat, indicating an extremely weak bonding interaction.

### 2.6 Conclusions

While much work remains to be done, our initial results clearly suggest that it is possible to characterize bonding interactions in terms of intrinsic properties of the charge density, and in a fashion consistent with the principles of QTAIM. Central to this approach is the decomposition of a molecular system into gradient bundles. Gradient bundles are the natural volume elements of QTAIM, as their properties are well defined and additive. Using this
approach, we were able to account for variations in the charge density and kinetic energy distribution that are typically assigned to less rigorous decompositions of the charge density, such as its separation into core and valence electrons and the further separation into lone pairs and bonding electrons. This study opens the door to the decomposition of more complex molecules into gradient bundles and the determination of the property distributions of these systems. We fully expect that these distributions will provide a much needed intrinsic representation of the chemical bond.
3.1 Abstract

New and more robust models of chemical bonding are necessary to further our understanding of chemical phenomena. Among these are gradient bundle methods, which analyze bonding interactions in terms of property distributions over geometrically defined volumes in the charge density. Gradient bundle analysis provides a systematic framework from which to search for structure–property relationships. Specifically, the kinetic energy density in gradient bundles can be used to recover the valence electron structure of molecules, and has been demonstrated to qualitatively recover bonding properties in small molecules. Here we present new findings that quantitatively relate the lowering of kinetic energy in bonding regions to bond energies for a set of diatomic molecules. We find a linear correlation between experimental bond dissociation energies and the number of valence electrons in bonding regions defined by kinetic energy density in gradient bundles.

3.2 Introduction

Chemical bonding has traditionally been explained by a lowering of potential energy ($V$) as atoms approach their equilibrium distance. However, many chemists argue that covalent bonding is actually due to a lowering of kinetic energy ($T$). This concept may at first appear to be impossible, since the only negative contribution to the energy of a stationary state of a bonded molecule in the Schrödinger equation is due to the attraction between the nucleus and electrons ($V$). However, as atoms go from a non-bonded to a bonded state,
they will not be in a stationary state at all times [54]. In order to better understand the mechanism of chemical bonding one must look at more than the observable states given by eigenvalues from the Hamiltonian at the beginning and end of chemical bond formation. Chemical bonding has been explained by a lowering of $T$ using three different approaches: 1) observing a reaction coordinate using the virial theorem, 2) energy decomposition methods, and 3) regional distributions of kinetic energy density.

The first of these approaches is due to Slater, who proposed that covalent bonding was due to a lowering of kinetic energy in his early work on the virial theorem [84]. When a molecule is not in an equilibrium state there is a force term on the nuclei, and the virial theorem can be written by taking the force term into account as an addition to the $T$ and $V$ terms, or as part of the kinetic and potential energy. Using the latter method one gets

\[ T = -E - r \left( \frac{dE}{dr} \right), \text{ and} \]

\[ V = 2E + r \left( \frac{dE}{dr} \right). \]

(3.1)

Figure 3.1 shows that close to the equilibrium distance, $r_{eq}$, there is a decrease in $V$ as two non-bonded atoms approach one another to form a diatomic molecule. Further from this point along the reaction coordinate (when the two atoms are far away) there is actually a large decrease in $T$ and an increase in $V$, before $V$ decreases near $r_{eq}$. This is due to the large force term in eqn 3.1 as $r$ is increased.

Klaus Ruedenberg has also long been a proponent that covalent bonding is caused by a lowering of kinetic energy. He makes this argument based on energy decomposition methods [54, 85]. The energy change when two atoms or fragments approach to form a molecule can be decomposed into promotional, interference, sharing penetration, and quasi-classical interactions. The interference energy due to $T$ is greatly negative. While the total $V$ decreases and the total $T$ increases upon bond formation, Ruedenberg argues that the lowering of the interference kinetic energy is what determines whether a covalent bond will form between two atoms as well as determining the total energy change of the system.
Figure 3.1: A plot of the relationship between total energy, kinetic energy, and potential energy in a homonuclear diatomic molecule using the definitions from eqn 3.1. The total energy was calculated using a pair potential of the form $-a/r^5 + b/r^9$.

Finally, functions such as ELF and LOL define bonding interactions based on a lowering of $T$ in spatial regions [44, 45, 51, 52]. Mapping the kinetic energy density onto a normalized field (see Section 1.2) shows that bonding regions between nuclei and lone pair regions have locally depleted $T$. While these methods define volumes corresponding to “bonding regions,” electron integrations in these volumes is rarely performed, as it is difficult to interpret any conceptual meaning tied to these volumes or electron counts. This is because volumes based on the topology of ELF and LOL do not have well-defined energies that can be calculated. ELF and LOL bonding basins are not bounded by ZFSs in $\nabla \rho(r)$, but by ZFSs in the gradient of functions based on the kinetic energy density.

In Chapter 2, we found a qualitative relationship between spatial regions with depleted kinetic energy and experimental BDE. Here we present a quantitative relationship between $T$ and BDE, that is based on well-defined energies in regions bounded by ZFSs in $\nabla \rho(r)$. We determine the volumes of gradient bundles in regions with a lowered kinetic energy density for a variety of diatomic molecules. Then, we present a correlation between the number of valence electrons in these regions and experimentally determined BDEs. Gradient bundles thus provide an avenue to further coalesce the ideas of a chemical bond as an energetically
stabilizing interaction and a physical topological connection in $\rho(r)$.

### 3.3 Methods

Charge densities and energies were obtained using the Amsterdam Density Functional Package, ADF, version 2013.01 \cite{ADF}. All molecules were optimized using spin-unpolarized calculations with a non-relativistic all-electron triple $\zeta$ singly polarized basis set, no frozen core, and the Perdew-Burke-Ernzerhof (PBE) parametrization of the generalized gradient approximation (GGA) functional \cite{PBE}.

Values of $\rho(\vec{r})$ and $T_s$ were imported into Tecplot \cite{Tecplot} on a grid with 0.015 Å spacing for gradient bundle analysis. All gradient paths were seeded on the surface of a nuclear-centered sphere such that $75 \pm 5\%$ of the core electrons were contained within the sphere. This ensures a radial distribution of electrons at the seed point while maintaining enough distance from the nuclei that the nuclear cusp does not disturb the gradient path trajectory. Kinetic energies and electron counts inside of this sphere were distributed amongst the rotational gradient bundles as described in Chapter 2.

### 3.4 Results and Discussion

With an infinite number of ZFSs in $\nabla \rho(\vec{r})$, there are an infinite number of ways to partition a molecule into regions with well-defined energies. Gradient bundle analysis takes advantage of this fact by creating property distributions within larger atomic basins or bond bundles. Additionally, GBA requires as inputs only the charge density and values that can, in principle, be calculated as a functional of the charge density, e.g., the non-interacting kinetic energy density \cite{non_interacting}. This allows for the determination of chemical properties either theoretically or by using high resolution data from x-ray diffraction experiments.

It has been shown \cite{VSEPR} that valence shell electron pair repulsion (VSEPR) diagrams can be recovered by integrating the number of electrons ($n_e$) and the non-interacting kinetic energy ($T_s$) within gradient bundles. Minima in the average kinetic energy per electron (KE/e) correspond to bonding and lone pair regions containing valence electrons. Figure 3.2 shows
the KE/e distribution for carbon monoxide. Gradient paths were seeded in a plane every 2.5° around the nuclei and rotated around the internuclear axis to create rotational gradient bundles. $T_s$ and $n_e$ are integrated within each GB producing an atomic basin property distribution. Minima in KE/e occur at 0° for both the carbon and oxygen atoms, which corresponds to the rotational gradient bundles bounded by the interatomic surface (IAS) and the first ZFS moving away from the bond path. A second minimum occurs around each atom at 180°, which corresponds to the rotational gradient bundle in the direction opposite the bond path. These minima denote the bonding and lone pair regions in CO, respectively. Carbon monoxide is generally described as having a triple bond and single lone pair on both the carbon and oxygen atoms, consistent with the GBA picture.

![Figure 3.2](image_url)

Figure 3.2: Integration of the average KE/e in each 2.5° gradient bundle in CO. The plots are oriented so that they line up geometrically with Figure 3.3: the bonding region is in the center of the image (0°) and the lone pair regions are on the outside edges of the plots (180°).

It was noted [87] that period 2 homonuclear diatomic molecules with higher bond dissociation energy have a deeper KE/e minimum in the bonding region. Specifically, H$_2$, N$_2$, and O$_2$ have pronounced minima in their KE/e plots at 0°, and are characterized as strongly bound. In contrast, F$_2$ has a shallow KE/e minimum in the bonding region and a much lower BDE. These results prompted the search for a meaningful relationship between the bonding region KE/e minima in gradient bundles and BDE, a property that has not previously been correlated with the molecular charge density.
As in the LOL and ELF methods, maxima in gradient bundle KE/e plots can be used to define boundaries between bonding and lone pair regions. Kinetic energy bonding regions (KE BRs) are volumes in the charge density bounded by zero-flux surfaces. KE BRs are found by searching for the gradient bundle around each nuclei with the highest average kinetic energy per electron, then using the ZFS bounding this gradient bundle to define the bonding region. The KE BR for CO is highlighted in Figure 3.3.

![Figure 3.3: A cut plane of the kinetic energy bonding region in carbon monoxide. Contour lines of $\rho(\mathbf{r})$ are drawn on a logarithmic scale from $10^{-3}$ – $10$ e/bohr$^3$. Thick black lines show bond paths and interatomic surfaces. Thin black lines show gradient paths seeded every 10° around each nuclei. The red shaded region is a 2D cut plane of half of the KE BR.](image)

Table 3.1 shows the total number of electrons, number of valence electrons, and "normalized" electron counts in KE BRs for a set of diatomic molecules. In the spirit of using only the total charge density (and values directly calculable from $\rho(\mathbf{r})$) we have used the following method to approximate the number of valence electrons in each bonding region.

First, the total charge density is integrated over the KE BR to obtain the number of electrons in this region. Next, the angle between the bond path and ZFS bounding the KE BR is used to define a spherical sector around the nucleus. Since core electrons maintain a nearly spherical distribution around nuclei, the percentage of a sphere that the spherical
Table 3.1: Total number of electrons, number of valence electrons, and normalized electron counts in kinetic energy bonding regions in a set of diatomic molecules.

| Molecule | Total e | Valence e | Normalized e |
|----------|---------|-----------|--------------|
| HF       | 1.31    | 1.11      | 0.56         |
| HCl      | 3.01    | 1.70      | 0.17         |
| HBr      | 4.06    | 2.43      | 0.14         |
| HI       | 4.57    | 2.16      | 0.06         |
| N₂       | 6.00    | 4.43      | 1.11         |
| O₂       | 1.59    | 1.17      | 0.29         |
| F₂       | 0.04    | 0.03      | 0.01         |
| CO       | 6.01    | 4.35      | 1.09         |
| S₂       | 4.16    | 1.82      | 0.09         |
| Cl₂      | 1.52    | 0.58      | 0.03         |

sector occupies determines the percentage of core electrons contained in the KE BR. The approximate number of valence electrons in the KE BR is determined by subtracting the calculated core electrons from the total electron count. Finally, the normalized electron count is determined by dividing the number of valence electrons in the KE BR by the total number of core electrons in the molecule.

The relationship between the normalized electron count of the kinetic energy bonding regions and experimentally determined bond dissociation energies is provided in Figure 3.4 and shows a linear trend with an $R^2$ value of 0.958. This observation suggests that there is a correlation between the number of valence electrons contained in bonding regions—defined by the kinetic energy density—and BDE. Generally, there will be more electrons in a KE BR if the kinetic energy is depleted over a larger region. Therefore, a greater lowering of kinetic energy in the bonding region corresponds to a stronger chemical bonding interaction.

3.5 Conclusions

The gradient bundle model of chemical bonding utilizes the zero-flux surface condition to define bonding regions with well-defined energies, similar to atomic basins. Gradient bundle
Figure 3.4: Relationship between the normalized electron count in KE BRs and BDE. Experimental BDEs were obtained from [80].

analysis retains the topological picture of a chemical bond given by QTAIM and bond bundle methods. New and existing models should be evaluated based on their ability to rationalize and predict chemical and physical properties. With the extension of gradient bundle analysis, we have uncovered a quantitative relationship between the distribution of kinetic energy in small molecules and their bond dissociation energies, and further rationalized bonding interactions as originating from a lowering of kinetic energy.

By combining the representations of a bond as a stabilizing energetic interaction and as a topological connection in the charge density, we hope GBA will continue to provide useful chemical insights, which will be enhanced through further developments to the gradient bundle model. Specifically, we are searching for structure–property relationships involving concepts such as electronegativity, reactivity, and chemical hardness. Further investigation of the BDE relationship to GBs will involve using energy decomposition methods to investigate the lowering of KE in relation the degree of covalency attributed to specific bonding
interactions. Also of interest is whether or not KE BRs correspond to bond bundle volumes. However, bond bundles are computationally difficult to find with our existing algorithms. This limitation is being addressed through our in-house software development program and we hope to soon be able to compute BBs and GBs for complex low symmetry molecules.
CHAPTER 4
THE INFLUENCE OF ZERO-FLUX SURFACE MOTION ON CHEMICAL REACTIVITY

Modified from a paper published in Physical Chemistry Chemical Physics.
Amanda Morgenstern[1], Charles Morgenstern[2], Jonathan Miorelli[3], Tim Wilson[4], and M. E. Eberhart[5]. Phys Chem Chem Phys. 91: 5638–5646, 2016.

4.1 Abstract

Visualizing and predicting the response of the electron density, $\rho(r)$, to an external perturbation provides a portion of the insight necessary to understand chemical reactivity. One strategy used to portray electron response is the electron pushing formalism commonly utilized in organic chemistry, where electrons are pictured as flowing between atoms and bonds. Electron pushing is a powerful tool, but does not give a complete picture of electron response. We propose using the motion of zero-flux surfaces (ZFSs) in the gradient of the charge density, $\nabla \rho(r)$, as an adjunct to electron pushing. Here we derive an equation rooted in conceptual density functional theory showing that the movement of ZFSs contributes to energetic changes in a molecule undergoing a chemical reaction. Using a substituted acetylene, 1-iodo-2-fluoroethyne, as an example, we show the importance of both the boundary motion and the change in electron counts within the atomic basins of the quantum theory of atoms in molecules for chemical reactivity. This method can be extended to study the ZFS motion between smaller gradient bundles in $\rho(r)$ in addition to larger atomic basins. Finally, we show that the behavior of $\nabla \rho(r)$ within atomic basins contains information about electron response and can be used to predict chemical reactivity.
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4.2 Introduction

A central goal of chemistry is to explain and predict chemical reactions. For the better part of the last century our approach toward achieving this goal has been to seek a better understanding of electron response to a changing chemical potential. This endeavor has produced two complementary views of electron response. The first is an orbital perspective, where we picture electrons moving between occupied and unoccupied orbitals as the nuclear coordinates of reacting molecules change. This powerful perspective forms the foundation of frontier orbital theory \[88\] and finds productive applications across all branches of chemistry, particularly in the study of coordination compounds. The second approach is density based and views electrons as flowing between and within molecules. The prototypical representation for such flow is provided by electron pushing formalisms where electron flow is represented with curved arrows \[89\]. This representation of electron response provides the foundation for much of organic chemistry.

While the orbital perspective has profited from advances in computational methods, the density-based approaches have not benefited to the same extent. Although it is now a routine matter to calculate molecular charge densities, discerning the charge flow from these calculations is rarely as apparent as the electron pushing formalism portrays.

Researchers have sought to reconcile electron pushing using calculated and experimentally obtained electron densities \[62\] with the goal of predicting chemical reactivity. As part of this attempt, alternative ways to picture electron density response have been proposed. Rather than as electron flow, Bader presented chemical reactions as resulting from the movement of critical points in \( \rho(\mathbf{r}) \) to produce topological catastrophes \[1, 90\]. Ayers added to this notion with the electron preceding picture (EPP). In this model, electron density around a critical point is assumed to respond more readily in the most compliant directions, where compliance has been shown to often correlate with the magnitude of the eigenvectors of the Hessian of \( \rho(\mathbf{r}) \) \[91, 93\]. From this vantage point, electron density responds more like an inhomogeneous substance subject to deformation than as a flowing fluid.
Though the EPP comes closer to capturing the essence of electron response than electron pushing arrows, this approach does not lend itself to visualization, as electron flow, a vector quantity, has been replaced with the rank two compliance tensor. Additionally, this picture is still imperfect, as critical points are but a single and incomplete characteristic of the charge density’s gradient field, $\nabla \rho(r)$ \[33\]. Accordingly, here we explore the response of the charge density’s full gradient field to a perturbation. Our hope is that the understanding resulting from this line of investigation will allow for a closer marriage between the density based electron pushing schemes and the fundamental properties of electron response that can now be investigated using both theoretical and experimental techniques.

Our approach is to use gradient bundle analysis, which reduces the gradient field to a set of regions bounded by zero-flux surfaces (ZFSs) and hence having well defined properties—including energies. While all molecules can be partitioned into sets of gradient bundles, for computational simplicity we have chosen to focus on a linear molecule in this study, 1-iodo-2-fluoroethyne (ICCF). Figure 4.1 shows an example of a rotational gradient bundle in a neutral ICCF molecule. We then exploit conceptual DFT formalisms to describe the energetic changes of these regions during a chemical reaction. In this paper we show that the motion of ZFSs (i.e., the gradient field), between and within atomic basins, plays an important role in energetic changes in molecules and understanding chemical reactivity. Our long-term objective is to improve our ability to predict chemical reactivity using the topology and geometry of the charge density. Here we show that valuable insight into reactivity can be gained by viewing the rearrangement of the charge density alone, without performing (often costly) high level energy calculations.

4.3 Background

Conceptual density functional theory (CDFT) provides density based definitions for chemical concepts such as chemical potential, electronegativity, and chemical hardness and softness. These definitions begin with the fundamental equation of density functional theory expressing the energy of a chemical system as a functional of the density. The minimum
energy state of a system can be found variationally,

$$\delta(E - \mu \rho(r)) = 0$$  \hspace{1cm} (4.1)

where $\mu$ is a Lagrange multiplier and has the form of the system’s electronic chemical potential [94], i.e.,

$$\mu = \left( \frac{\partial E}{\partial N} \right)_{\nu(r)}$$  \hspace{1cm} (4.2)

where $E$ is the energy of the molecule, $N$ is the number of its electrons, and $\nu(r)$ is the portion of the molecular potential due solely to the atomic nuclei—the so called “external potential.” CDFT associates electronegativity, $\chi$, with $-\mu$. In general, $\mu$ is approximated using a finite difference, where one electron is either added or removed from a system. This approach yields two approximations to the chemical potential, $\mu^+$ and $\mu^-$, which find useful applications in the study of nucleophilic and electrophilic attack.
CDFT also recognizes chemical hardness as the linear response of the chemical potential to electron count, which is equivalent to the second derivative of the energy with respect to electron count [95]

\[
\eta = \left( \frac{\partial \mu}{\partial N} \right)_{\nu(r)} = \left( \frac{\partial^2 E}{\partial N^2} \right)_{\nu(r)}.
\]  

(4.3)

Eqns (4.2) and (4.3) give global values for chemical potential and hardness. There is no agreed upon definition of atomic analogues of these properties, though several have been proposed [96–102]. A common definition for atomic chemical potential that we will use here is that due to Politzer et al. [97]

\[
\mu_i = \left( \frac{\partial E}{\partial N_i} \right)_{\substack{N_j, \nu(r) \ni j \neq i}}
\]  

(4.4)

where \(N_i\) is the number of electrons associated with atom \(i\), and \(j\) represents all other atoms in the molecule. This definition can be used in conjunction with a variety of methods that partition charge between atoms—Mulliken populations, Hirshfeld populations, and the populations in the atomic basins of QTAIM can be used to determine \(N_i\). This definition is also consistent with the electronegativity equalization principle requiring \(\chi\) and \(\mu\) to be constant throughout a molecule at equilibrium [97, 103].

In a similar way we define atomic hardness as

\[
\eta_i = \left( \frac{\partial^2 E}{\partial N_i^2} \right)_{\substack{N_j, \nu(r) \ni j \neq i}} = \left( \frac{\partial \mu}{\partial N_i} \right)_{\substack{N_j, \nu(r) \ni j \neq i}}.
\]  

(4.5)

During a chemical reaction—when the system’s atoms are no longer in chemical equilibrium and there may be charge transfer—chemical potentials may change. When the charge transfer is small, the new values of atomic chemical potentials are accurately approximated by [104]

\[
\mu_i \approx \mu_i^0 + \eta_i^0 \Delta N_i
\]  

(4.6)

where \(\mu_i^0\) and \(\eta_i^0\) are the chemical potential and hardness of atom \(i\) before electron transfer, and \(\Delta N_i\) is the number of electrons transferred to atom \(i\).
Changes in atomic population, as required by eqn (4.6), can be calculated using condensed Fukui functions. The total Fukui function for a molecule describes the change in electron density resulting from a change in electron count and is given by \[ f(r, N) = \left( \frac{\partial \rho(r, N)}{\partial N} \right)_{\nu(r)} \] (4.7)

which can again be approximated with a finite difference, yielding \( f^+/− \). Eqn (4.7) is general, but care must be taken in how the densities are calculated. If degenerate states exist for the \( N \) or \( N \pm 1 \) molecule, the Fukui matrix must be calculated using degenerate perturbation theory rather than simply taking an average of the degenerate density functions [106–108]. Integrating the Fukui function over atomic basins defined by QTAIM (or multiplying the Fukui function by atomic weight factors for other atomic population methods, see Ayers et al. [109]) yields a condensed Fukui function and provides the change in atomic electron count.

However, calculating \( \Delta N_i \) in this way does introduce a degree of ambiguity. Specifically, one needs to choose whether to use the response of molecular fragments (RMF) or fragment of molecular response (FMR) approach [109 110]. For QTAIM atomic basin populations, RMF and FMR methods can give drastically different results [110 111]. Essentially, the FMR method calculates atomic populations using only the atomic basin from the neutral molecule. For the removal of an electron, the change in electron count for atom \( i \) is calculated by

\[
f_i^- = \int_{\Omega_i} \rho(r, N) dV - \int_{\Omega_i^-} \rho(r, N - 1) dV \]

(4.8)

where \( \Omega_i \) is the original atomic basin of atom \( i \) in a neutral molecule.

The RMF method uses both the atomic basin from the neutral molecule and the new atomic basin after an electron is removed from the molecule

\[
f_i^- = \int_{\Omega_i} \rho(r, N) dV - \int_{\Omega_i^-} \rho(r, N - 1) dV \]

(4.9)
where $\Omega_i^-$ is the atomic basin of atom $i$ in the charged molecule. In the case of QTAIM, this method takes into account the change in the boundary of each atomic basin, i.e., the motion of their bounding ZFSs. The RMF condensed Fukui function gives the difference in the Bader charge of the atom before and after an electron is removed from the system. Advantages and disadvantages of each method have been discussed [110, 112–114]. We believe that the RMF method is more meaningful for studying chemical reactivity, as atomic surface motion plays a role in mediating the energetics of a reaction. In fact, we show that electron response in general is more completely represented by studying the ZFS motion of all gradient bundles as well as those bounding atomic basins.

### 4.4 Derivation of ZFS Influence on Chemical Reactivity

Here we combine the atomic basin definition provided by QTAIM with CDFT to express the work of atomic surface motion as a contribution to a molecule’s change in energy due to a change in electron count in the system. The motivation for this derivation is in line with our long-term objective, showing that the geometry of the charge density, which can be expressed in terms of the size and shape of its gradient bundles, may be an important tool for understanding chemical reactivity.

While a molecule is undergoing a chemical reaction, the electrons in its atomic basins need not be in an equilibrium state. Electron transfer between atoms is driven by gradients in the chemical potential until a new chemical equilibrium is established with the chemical potential of the atomic basins once again being equal. This could be due to combining two aqueous chemicals, deposition of a gas on a solid surface, or allowing a molecule to interact with an electron reservoir of constant chemical potential. Regardless of the specifics of the process, we can capture its essence by considering an isolated molecule composed of two atoms (1 and 2), which are initially at equilibrium and therefore $\mu_1 = \mu_2$, and the ZFS boundary between the two atomic basins is static. We then allow the electron count to vary and determine the change in energy due to this variation. As this energy change is independent of the path, most generally $\mu_1 = \mu_2$ only at the beginning and end of the charge
transfer. The interatomic distance, and therefore the external potential, is held constant to satisfy the CDFT definition of chemical potential.

For our model diatomic system, energy is a function of the number of electrons associated with atom 1 and atom 2, and the total number of electrons in the molecule is given by $N = N_1 + N_2$, such that

$$\Delta N = \Delta N_1 + \Delta N_2. \quad (4.10)$$

During a chemical reaction, the chemical potentials of atoms 1 and 2, which are functions of $N_1$ and $N_2$ respectively, will change, as will the number of electrons associated with each atom. The change in energy of the molecule is given by the Taylor series expansion

$$\Delta E = \mu_1 \Delta N_1 + \mu_2 \Delta N_2 + \frac{\partial^2 E}{\partial N_1^2} \frac{\Delta N_1^2}{2} + \frac{\partial^2 E}{\partial N_1 \partial N_2} \Delta N_1 \Delta N_2 + \frac{\partial^2 E}{\partial N_2^2} \frac{\Delta N_2^2}{2} + \cdots. \quad (4.11)$$

Assuming $\Delta N_1$ and $\Delta N_2$ are small, initially we adopt a linear approximation

$$\Delta E \approx \mu_1 \Delta N_1 + \mu_2 \Delta N_2. \quad (4.12)$$

The domain constituting the atomic basin volume of atom 1 is $\Omega_1$. Accordingly, the number of electrons in an atomic domain $\Omega_i$ is given by

$$N_i = \int_{\Omega_i} \rho(r, N) dV. \quad (4.13)$$

When the number of electrons in the system is changed, $\rho(r, N)$ will vary as will the boundary separating domains $\Omega_1$ and $\Omega_2$. We denote the new domain of atom 1 as $\tilde{\Omega}_1$. Using standard set notation [115], the volume that is common to both the original and new basin is defined as $\Omega_1 \cap \tilde{\Omega}_1 = \Omega_1^{\text{com}}$. The addition of any volume to the original $\Omega_1$ is $\Omega_1^+ = \tilde{\Omega}_1 \setminus \Omega_1^{\text{com}}$ and any volume that is removed from the original basin upon changing the number of electrons in the system is $\Omega_1^- = \Omega_1 \setminus \Omega_1^{\text{com}}$. The new number of electrons in $\tilde{\Omega}_1$ can be approximated by
\[ N_1 + \Delta N_1 \approx \int_{\Omega_1} \left( \rho(r) + \Delta N f(r) \right) dV \]

\[ = \int_{\Omega_1} \rho(r) dV + \int_{\Omega_1} \Delta N f(r) dV + \int_{\Omega_1^+} \rho(r) dV + \int_{\Omega_1^-} \Delta N f(r) dV + \int_{\Omega_1^+} \Delta N f(r) dV - \int_{\Omega_1^-} \Delta N f(r) dV \]  

(4.14)

where \( f(r) \) again indicates the Fukui function, and both \( f(r) \) and \( \rho(r) \) are for \( N \) number of electrons for the remainder of the derivation. Eqn (4.14) is exact if the Fukui function is calculated using a finite difference with the same \( \Delta N \) that is used here. The change in the number of electrons in \( \Omega_1 \) is

\[ \Delta N_1 \approx \int_{\Omega_1} \Delta N f(r) dV + \int_{\Omega_1^+} \rho(r) dV + \int_{\Omega_1^+} \Delta N f(r) dV - \int_{\Omega_1^-} \rho(r) dV - \int_{\Omega_1^-} \Delta N f(r) dV. \]  

(4.15)

Substituting this into eqn (4.12) and combining with eqn (4.10) gives the change of energy in the system as

\[ \Delta E \approx \mu_2 \Delta N + (\mu_1 - \mu_2) \left( \int_{\Omega_1} \Delta N f(r) dV + \int_{\Omega_1^+} \rho(r) dV + \int_{\Omega_1^+} \Delta N f(r) dV - \int_{\Omega_1^-} \rho(r) dV - \int_{\Omega_1^-} \Delta N f(r) dV \right) \]  

(4.16)

where \( \mu_1 - \mu_2 \) is the driving force for charge transfer during a reaction. Noting from eqn (4.6) that

\[ \mu_1 - \mu_2 \approx \eta_1 \Delta N_1 - \eta_2 \Delta N_2 \]  

(4.17)

we can combine eqns (4.6), (4.16), and (4.17) to approximate the total change in energy as the sum of three terms

\[ \Delta E \approx \Delta E_{\Omega_2} + \Delta E_{\Omega_1} + \Delta E_{ZFS} \]  

(4.18)

where
\[
\Delta E_{\Omega_2} = (\mu^o + \eta^o_2 \Delta N_2) \Delta N,
\]
\[
\Delta E_{\Omega_1} = (\eta^o_1 \Delta N_1 - \eta^o_2 \Delta N_2) \left( \int_{\Omega_1} \Delta N f(r) dV \right), 
\text{and}
\]
\[
\Delta E_{ZFS} = (\eta^o_1 \Delta N_1 - \eta^o_2 \Delta N_2) \left( \int_{\Omega_1^+} \rho(r) dV + \int_{\Omega_1^-} \Delta N f(r) dV 
- \int_{\Omega_2^-} \rho(r) dV - \int_{\Omega_2^+} \Delta N f(r) dV \right). 
\] (4.19)

As a particularly convenient way to associate meaning with the above equation, imagine the reaction occurring in three steps. First, electron density from a nucleophile (electrophile) is transferred into (from) \(\Omega_2\), changing its chemical potential. The energy change associated with this process is \(\Delta E_{\Omega_2}\). Next, as captured in \(\Delta E_{\Omega_1}\), the chemical potential difference resulting from the original charge transfer will drive electron flow between \(\Omega_1\) and \(\Omega_2\). Finally, as part of the charge flow process, the atomic surface between atoms 1 and 2 may move as required by \(\Delta E_{ZFS}\), which gives the work of boundary motion.

We now rearrange eqn (4.16) by combining terms that depend only on atom 1 and those that depend only on atom 2 giving,

\[
\Delta E \approx \mu_1 \left( \int_{\Omega_1} \Delta N f(r) dV \right) + \mu_2 \left( \int_{\Omega_2} \Delta N f(r) dV \right) 
+ \mu_1 \left( \int_{\Omega_1^+} (\rho(r) + \Delta N f(r)) dV - \int_{\Omega_1^-} (\rho(r) + \Delta N f(r)) dV \right) 
+ \mu_2 \left( \int_{\Omega_2^+} (\rho(r) + \Delta N f(r)) dV - \int_{\Omega_2^-} (\rho(r) + \Delta N f(r)) dV \right). 
\] (4.20)

The first two terms give the change in energy of the molecule due to the change in the number of electrons in the original atomic basins, modulated by the chemical potentials of atoms 1 and 2, respectively. The last two terms provide the energetic change due to the number of electrons that are in the regions of the atomic basins that have changed due to \(\Delta N\), modulated by the same chemical potentials. From eqn (4.20), we can extend the linear
approximation of $\Delta E$ to a molecule with any number of atomic basins bounded by ZFSs as

$$\Delta E \approx \sum_i \mu_i (\Delta N_{\Omega_i} + N_{\Omega_i^{+/\pm}})$$

(4.21)

where

$$\Delta N_{\Omega_i} = \int_{\Omega_i} \Delta Nf(r)dV$$

(4.22)

and

$$N_{\Omega_i^{+/\pm}} = \int_{\Omega_i^+} (\rho(r) + \Delta Nf(r))dV - \int_{\Omega_i^-} (\rho(r) + \Delta Nf(r))dV.$$  

(4.23)

Noting that $\Delta N_{\Omega_i} + N_{\Omega_i^{+/\pm}}$ gives the total change in electron count in an atomic basin (using the RMF method), eqn (4.21) can also be written as the sum of atomic energies within a molecule

$$\Delta E = \sum_i \Delta E_i.$$  

(4.24)

In order to assess the magnitude of the terms in eqn (4.21), we consider the substituted acetylene, 1-iodo-2-fluoroethyne. This molecule was chosen due to the difference in chemical hardness and electronegativity of iodine and fluorine. We hypothesize that the mobility of ZFSs will vary depending on the hardness of the region. Our approach is to use a finite difference to compute the Fukui function and perform the integrations in eqns (4.22) and (4.23) for both [ICCF] and [ICCF]$^+$.  

4.5 Methods

All reported charge densities were obtained within the Amsterdam Density Functional Theory package [20, 68] utilizing the M06-2X functional with a QZ4P basis set, no frozen core electrons, and a scalar ZORA approximation to account for relativistic effects [116–119]. The standard Bader analysis package was run on the computed charge densities to obtain critical point locations and atomic charges [120, 121]. $N \pm 1$ calculations were performed unrestricted, with spin = 1, and charge = ±1. Zero-flux surfaces were calculated using the Bondalyzer add-on package in Tecplot [79]. A grid spacing of 0.004 Å was used for
all molecules and electron counts were calculated using the standard integration package in Tecplot following the methods described in Chapter 2.

4.6 Results and Discussion

Table 4.1 reports the integration values of the charge density for the terms in eqn (4.21) for [ICCF]$^+$ and [ICCF]$^-$. The integrals in eqn (4.23) were determined by finding the volumes between the neutral and $N \pm 1$ atomic boundaries and integrating $\rho(r, N \pm 1)$ over these regions. Eqn (4.22) is simply the FMR condensed Fukui function, giving the change in electron count in the original atomic basin. Figure 4.2 shows the atomic surfaces for [ICCF]$^-$ and [ICCF]$^+$ compared to the neutral molecule while holding the nuclear coordinates fixed.

|   | N - 1 |   |   |   |   |
|---|-------|---|---|---|---|
|   | $\Delta N_{\Omega_i}$ | $N_{\Omega_i}^+$ | $N_{\Omega_i}^-$ | %$\Delta N_{ZFS}$ | $\Delta N_i$ |
| I | -0.576 | 0.018 | 0.035 | 0.016 | 0.018 | 0.037 | 0.022 | 0.002 | 0.016 | 0.035 | 0.022 | 0.002 |
| C1 | -0.076 | 0.037 | 0.022 | 0.002 | -0.076 | 0.037 | 0.022 | 0.002 |
| C2 | -0.223 | 0.022 | 0.002 | -0.223 | -0.223 | 0.022 | 0.002 |
| F | -0.108 | 0.019 | 0.002 | -0.108 | -0.108 | 0.019 | 0.002 |
|   | N + 1 |   |   |   |   |
|   | $\Delta N_{\Omega_i}$ | $N_{\Omega_i}^+$ | $N_{\Omega_i}^-$ | %$\Delta N_{ZFS}$ | $\Delta N_i$ |
| I | 0.678 | 0.012 | 0.017 | 1.8 | 0.691 |
| C1 | 0.068 | 0.112 | 0.107 | 41.2 | -0.039 |
| C2 | 0.135 | 0.001 | 0.001 | 20.8 | 0.246 |
| F | 0.073 | 0.001 | 0.017 | 16.5 | 0.246 |

The FMR condensed Fukui function does not fully capture the electron response of a molecule. There are at least two other factors that play a role in electron response in the electron density picture. Firstly, contributions to the change in electronic populations in the atomic basins from the surface motion are not negligible. Secondly, electron rearrangement in the original basin can occur without producing a dramatic effect on the integrated electron
Figure 4.2: Atomic surface motion for ICCF ± 1 electron. Left: ICCF anion interatomic surface motion. Right: ICCF cation interatomic surface motion. Red (blue) regions indicate the motion of atomic boundaries for the N+1 (N−1) molecule, black lines show the neutral molecule interatomic surfaces. Contours of $\rho(\mathbf{r})$ on the cut plane are drawn for the neutral molecule.

count within the volume.

We consider the percent contribution of surface motion to the total electron response in the system using the following equation

$$%\Delta N_{ZFS} = 100 \left( \frac{N_{\Omega^+} + N_{\Omega^-}}{|\Delta N_{\Omega^+} + N_{\Omega^-}} \right).$$ \hspace{1cm}(4.25)$$

The numerator provides the number of electrons that are both lost and gained in each atomic basin due to surface motion. The denominator gives the magnitude of the change in electron count within the original basin (the FMR condensed Fukui function) as well as the separate contributions of the atomic basin gaining and losing electrons due to boundary motion. The values of $%\Delta N_{ZFS}$ for ICCF range from 1.8 – 61.3%. For C$_1$ in the [ICCF]$^-$ molecule, the motion of its ZFS contributes more to this atom’s changing electron count than the change in the original basin.
The total change in electron population for atom $i$ is given by

$$\Delta N_i = \Delta N_{\Omega_i} + N_{\Omega_i^+} - N_{\Omega_i^-} \quad (4.26)$$

which is the RMF condensed Fukui function—the change in Bader charge of the atoms in a molecule resulting from a change in electron count. Substituting the $\Delta N_i$ values into eqn (4.21) for ICCF → [ICCF] gives

$$\Delta E_{N-1} \approx \mu_I (-0.592) + \mu_C_1 (-0.092) + \mu_C_2 (-0.208) + \mu_F (-0.090) \quad (4.27)$$

and for ICCF → [ICCF]−

$$\Delta E_{N+1} \approx \mu_I (0.691) + \mu_C_1 (-0.039) + \mu_C_2 (0.246) + \mu_F (0.057). \quad (4.28)$$

As would be expected, the chemically softer halogen, iodine, has a larger change in electron population compared to the harder fluorine atom for the addition or removal of an electron.

It is important to keep in mind that eqns (4.27) and (4.28) are the linear approximations of $\Delta E$, and not valid for large values of $\Delta N_i$. Our preliminary results suggest a higher order response including chemical hardness and further derivatives would be required to accurately calculate $\Delta E$. Incrementally adding fractions of electrons to the system and calculating the change in chemical potential over time, based on atomic hardness, gives an even better approximation of the change in energy. In this initial study however, we are interested in relative electron count changes of regions bounded by ZFSs in a molecule, which would ultimately contribute to the energy change of the molecule based on the chemical potential and higher order terms.

Interestingly, the motion of the $C_1$–$C_2$ bond critical point in ICCF → [ICCF]$^+$ does not fully represent the atomic surface motion. The inset in Figure 4.2 shows how in some regions the boundary motion between the $C_1$ and $C_2$ atomic basin has added volume to $C_1$, while in other regions volume has been added to $C_2$. The bond critical point between the two carbon atoms, and therefore the atomic surface near the bond path, has moved towards $C_1$. But away from the bond path, the atomic ZFS has actually moved into the original $C_2$ basin. This is further evidence that observing critical point motion alone does not fully represent
the density picture of electron response.

While it is clear that the motion of atomic surfaces plays a role in determining the energetics of a reaction, atomic ZFS motion is also not the only factor in understanding and predicting chemical reactivity. Figure 4.2 shows that atomic surfaces do not always move by a large amount. In fact, the atomic surface of the softer iodine atom moves less than the harder fluorine atom ZFS, especially for the $N-1$ case, contrary to what one might expect. For both the addition and removal of an electron, the electron density in $\Omega^{+/-}$ contributes less than 3% of the total change in electron population for iodine. The movement of interatomic surfaces alone does not correctly depict the electron response.

Significant chemistry is also contained in the rearrangement of electron density within atomic basins. The large $\Delta N_i$ values for iodine are due to a change in electron count within the original iodine basin. However, electron density does not necessarily add to the original atomic basins in an equally distributed manner. The electron response within atomic basins can be seen more clearly in a cut plane of ZFSs that form gradient bundles for ICCF before and after the change in electron count (Figure 4.3).

For the $N+1$ system, there is a large amount of electron rearrangement within the original iodine basin. This is not the case for the $N-1$ molecule. This result can be rationalized by returning to the frontier orbital view. Adding an electron to ICCF should put electron density into the LUMO while removing an electron should cause electron density to be lost from the HOMO of the neutral molecule. Figure 4.4 shows that the HOMO of ICCF is concentrated most around the iodine atom, then the carbon atoms, and has the smallest contribution near the fluorine atom. Around each nuclei, the density is fairly equally distributed causing little redistribution of the electron density within each atomic basin. Density is removed in a relatively uniform fashion around each nuclei.

The concentration of the LUMO for ICCF, however, varies throughout the molecule. The majority of electron density is added to a portion of the iodine basin, in the region pointing away from the rest of the molecule, as this is where the LUMO is concentrated. The addition
Figure 4.3: Overlays of a cut plane of ZFSs for the top half of a neutral ICCF and [ICCF]$^+$ (top) and [ICCF]$^-$ (bottom) molecules. Blue (red) lines represent ZFSs for the $N-1$ ($N+1$) molecule and black ZFSs are for the neutral molecule. Contour lines at $10^{-3}$ e/bohr$^3$ are shown in solid black for the neutral molecule and dashed blue (red) for the cation (anion). Contour flooding of $\rho(\mathbf{r})$ on the cut plane is for the neutral molecule.

Figure 4.4: The HOMO (left) and LUMO (right) for a neutral ICCF molecule.
of an electron causes a large rearrangement of the electron density within the iodine basin. The electron response can be seen by observing the curvature of the zero-flux surfaces within atomic basins. When ICCF → [ICCF]−, the curvature of the ZFSs in the iodine atom switch from positive to negative in the region pointing away from the I–C1 bond path.

Thus far, we have shown that eqn (4.21) can be used to represent energetic changes in atomic basins. However, there is no reason to limit energy calculations to atomic regions. This equation can be used for any volume with well-defined energies, i.e., any gradient bundle. In order to gain a highly localized picture of electron response, eqn (4.21) can be used to study the energetic changes in gradient bundles. Preliminary results show that the motion of ZFSs bounding gradient bundles can be used to understand and predict electron response, obtaining similar results to frontier orbital theory.

4.7 Conclusions

Electron response can be viewed from an orbital or an electron density perspective. A common way to rationalize and predict chemical reactivity from the density viewpoint is to use electron pushing arrows. The electron pushing formalism is a powerful tool for the prediction of chemical reactions, but it does not give an entirely accurate picture of electron rearrangement. Individual electrons do not flow between atoms and chemical bonds as chemical reactions occur. Therefore, we propose viewing electron response as the motion of zero-flux surfaces rather than electrons flowing between and within molecules.

Using concepts from QTAIM and conceptual DFT, we have shown that the motion of atomic boundaries plays a role in determining energetic changes of molecules when undergoing reactions. This method of rationalizing electron response is in line with the response of molecular fragment approach to calculating changes in atomic charges—the motion of atomic boundaries is included in the calculation. Since ZFSs exist around any gradient bundle, not just atomic basins, studying the movement of the entire gradient field of \( \rho(r) \) provides a more detailed picture of electron rearrangement. The motion of ZFSs between and within atomic basins shows where electron density changes when a chemical reaction
occurs, providing similar results as frontier orbital theory.
CHAPTER 5
APPLICATIONS TO ENZYME DESIGN

Rational design of enzymes with novel and enhanced activity is an emerging field combining computational and experimental techniques. Enzyme design began as a purely experimental practice, using methods such as directed evolution and the creation of antibodies. Rational enzyme design involves making specific changes to existing enzymes in an attempt to catalyze reactions involving non-native substrates or to alter the catalytic rate. In this chapter, I discuss applications of QTAIM and bond bundles to two rational design projects of metalloenzymes: (1) the redesign of carboxypeptidase A to catalyze a non-native substrate, and (2) the metal specificity of histone deacetylase.

Metalloenzymes catalyze vital reactions including oxidative metabolism of drugs (cytochrome P450) [122], hydrolysis of DNA and RNA (staphylococcal nuclease) [123], and methane production and oxidation (methyl-coenzyme M reductase) [124]. Unfortunately, metal ions present challenges for computationally modeling enzymes including determining correct metal coordination and spin states, the need for large basis sets in QM calculations, and parameterization of force fields for the metal in molecular dynamics (MD) simulations. Furthermore, noncovalent interactions in the active site are know to play a key role in enzyme activity [125], but our understanding of these interactions and ability to computationally determine their strength is not as advanced as with typical covalent bonds. Hydrogen bonding is often important for properly orienting the substrate for reaction and stabilizing charges during the transition state [126]. Other van der Waals interactions also play a role in enzyme catalysis, and the entire electrostatic environment of the active site has been proposed as being the key reason that enzymes are such efficient catalysts [127, 128]. This phenomenon is known as electrostatic preorganization and will be discussed in more detail in regards to an ongoing project in Chapter 6.
QTAIM provides a method for examining all of these complex bonding features in the active sites of enzymes. However, the use of QTAIM in understanding the mechanisms of enzymes is very recent and the application of topological studies to the enzyme design process is even more rare. Most often, when QTAIM is used for enzyme studies, it is used to predict inhibitors for drug design by evaluating properties at bond critical points [129,131]. To the best of my knowledge, the only direct application of QTAIM to enzyme design was a study of potential hydrogen bonding interactions in a mutant of Bacillus subtilis lipase performed by Lin et al. [132]. Here I present the application of QTAIM to two metalloenzyme design projects, as well as the first ever application of bond bundle analysis to biological systems. While QTAIM is a useful tool for modeling and designing enzymes, it does not always fully recover the bonding character in enzyme active sites, necessitating the development of more refined chemical bonding models such as gradient bundle analysis.

5.1 QM/DMD Methods

Both of the following DFT studies use structures initially obtained from QM/DMD simulations, where DMD is short for discrete molecular dynamics [133,137]. DMD is a simplified method of molecular dynamics using square well potentials to describe interactions. This allows for faster sampling and enables one to efficiently capture dynamics on the order of tens of nanoseconds, in conjunction with the quantum mechanical description of the active site. It has been shown to perform exceptionally well for recapitulating and recovery of metalloenzyme structures, including subtle structural details in active sites [133,138,140]. QM/DMD is especially useful for metalloenzymes compared to other methods since the metal is treated purely quantum-mechanically, meaning there is no need to parameterize the force field for the metal.

The enzymes are divided into three regions: QM-only, DMD-only, and a shared QM-DMD region. DMD is used to sample the entire protein except for the metal and its immediately coordinated shell, which is held frozen during the sampling. During the DMD phase, the protein undergoes a simulated annealing procedure followed by DMD sampling at a constant
temperature. The DMD parameters for the QM-DMD region are adjusted on-the-fly, based on the QM calculations. Solvent effects are included implicitly in the force field of DMD.

After each DMD sampling step, the lowest energy structure proceeds to the QM step. The QM region is geometrically optimized, allowing all atoms in the QM-only region to move. Atoms at the QM-DMD boundary are capped with hydrogens and the boundary atoms along with the capping hydrogens are frozen. DFT single point energy calculations are then performed on the optimized QM structure. The DMD and QM steps are performed iteratively, until both energy and geometry (based on RMSD calculations) are converged. The nuclear positions from the lowest energy QM step are used for single point active site DFT calculations and the resulting charge density is used for topological analysis.

5.2 Predictive Methods for Computational Metalloenzyme Redesign - A Test Case with Carboxypeptidase A

Modified from a manuscript submitted to Physical Chemistry Chemical Physics.

Crystal E. Valdez\textsuperscript{1}, Amanda Morgenstern\textsuperscript{2}, Mark E. Eberhart\textsuperscript{3} and Anastassia N. Alexandrova\textsuperscript{4} 2016.

5.2.1 Introduction

Carboxypeptidase A (CPA) is an exopeptidase that preferentially cleaves C-terminal aliphatic and aromatic amino acids from dietary proteins. In this study we predict mutations to CPA that could allow the enzyme to be active toward a non-native substrate, hippuryl-L-aspartate. Figure 5.1 shows the active site of CPA, which consists of a Zn\textsuperscript{2+} ion coordinated to two histidines (His69 and His196), a glutamate residue (Glu72), and one water molecule. The zinc ion acts as a Lewis acid, lowering the pKa of the bound water molecule to make it a more potent nucleophile, and polarizing the carbonyl oxygen of the substrate (in this case, hippuryl-L-phenylalanine (HPA)). Key components of an active mutant enzyme include
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\textsuperscript{3}Provided guidance on QTAIM analysis
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proper positioning of the substrate with respect to the catalytic Zn and important residues in the active site, resulting in favorable energetics of the rate determining step.

Figure 5.1: Active site of CPA showing partitioning for QM/DMD calculations: grey-QM/DMD region, blue-QM region. Single point DFT calculations were performed on the entire active site pictured here.

While the exact mechanism of CPA is debated, a water-promoted mechanism (Figure 5.2) is believed to be the most energetically favorable [141, 142]. The C-terminal peptide specificity of CPA comes from the highly organized hydrogen bond network within the binding pocket that includes Arg127. Additionally, Arg127 interacts not only with the terminal carboxylic acid, but also with the carbonyl oxygen of the peptide backbone coordinated to zinc, an interaction believed to contribute to catalysis and substrate binding [143]. During the course of the reaction, Arg127 stabilizes the oxyanion developed on the tetrahedral intermediate. Glu270 is also thought to play a vital role in catalysis by providing a hydrogen bond acceptor for the zinc-bound water. Our goal in the design process is to preserve these valuable interactions.

A mutant enzyme (V243R) is computationally predicted to catalyze hydrolysis of the non-native substrate. However, the mutant enzyme is predicted to be less catalytically efficient than the native enzyme based on a higher calculated activation energy barrier (13.3
Figure 5.2: The proposed water-promoted mechanism of peptide hydrolysis in CPA (the peptide substrate, shown in blue, is truncated for clarity). The water molecule is shown in red.

$kcal/mol$ for the native enzyme vs. 21.6 $kcal/mol$ for the mutant). Here I present the charge density topology analysis of both native CPA and V243R, rationalizing why the native enzyme should be a more efficient catalyst.

5.2.2 Methods

The initial structure of CPA was obtained from the Protein Data Bank (code: 6CPA) [144]. The coordinates from this file were also used to create the V243R mutant enzyme. The crystal structure contains a bound inhibitor, which served as a scaffold to build the substrates for both systems. QM/DMD was performed using the QM and QM-DMD regions shown in Figure 5.2 for dynamic sampling for both the native and mutant enzyme. After annealing, protein sampling occurred at a constant temperature of 0.10 $kcal/(mol \cdot k_B)$ (approximately 50K). QM/DMD convergence was reached after 100 iterations, corresponding to around 50 ns of dynamics. The QM steps were performed with Turbomole using a TPSS functional, double $\zeta$ quality basis set for all atoms except the metal which utilized a def2-TZVPP basis set [145–149]. The Conductor-like Screening Model (COSMO) continuum solvent model was applied with a dielectric constant of 20.0 [150]. A full mechanistic study using the converged active site geometry was performed in Turbomole. The rate determining step for the peptide hydrolysis mechanism shown in Figure 5.2 is predicted to have an activation barrier of 13.3
The electronic charge densities of the stationary points resulting from a QM mechanistic study for the native enzyme and V243R mutant with the bound substrates were calculated with the Amsterdam Density Functional Package (ADF) version 2014 [20] [68] [151] using similar computational parameters as in *Turbomole*. This includes the enzyme-substrate (ES), first transition state (TS1), and enzyme-intermediate (EI) structures. A TPSS functional and COSMO solvent model with a dielectric of 20.0 were utilized [152] [153]. A double \( \zeta \) quality basis set, DZP, was employed for all atoms except the metal, which was calculated using a triple \( \zeta \) quality basis set, TZP [116]. The Bondalyzer add-on package in Tecplot was used to analyze the calculated charge densities [79].

### 5.2.3 Results and Discussion

Two key components to the catalytic activity of CPA are correct positioning of the water molecule for nucleophilic attack and stabilization of the partially charged substrate carbonyl. Figure 5.3 shows bond paths of interest for the ES complexes. In both the native CPA and V243R mutant, the water molecule is positioned near the substrate carbonyl due to coordination with the Zn ion and hydrogen bond donation to E270. The native enzyme has additional hydrogen bonding from the second water hydrogen to E72. In V243R, E72 is doubly coordinated to the Zn ion, rather than acting as a hydrogen bond acceptor for the water molecule. The donation of the second hydrogen atom in the native enzyme results in a more negative Bader charge on the water oxygen (see Table 5.1). This should make the native water molecule a better nucleophile as is indicated by the lower activation energy in the native enzyme as compared to V243R.

The partially negative carbonyl oxygen on the substrate is stabilized through hydrogen bonding to R127 and coordination to the Zn center in both enzymes. The hydrogen bond from R127 to O1 in the reactants is not as strong in V243R as compared to the native enzyme. This is indicated by the charge density at the \( H_{R127-O1} \) bond CP, which has decreased from...
Figure 5.3: Bond paths of interest in the native CPA (A) and V243R mutant (B) ES complexes. Contours in $\rho(r)$ are drawn on a cut plane on a logarithmic scale from $10^{-3}$ to $1 e/bohr^3$. Red lines indicate bond paths. The pictured portion of the Zn–O1 bond bundles are shaded green with black lines showing approximate edges. The following coloring scheme is used: Zn-purple, O-red, C-black, H-white, N-blue, bond CP-cyan, ring CP-green.

$0.0487$ in the native enzyme to $0.0128 e/bohr^3$ in the mutant (Table 5.2). Additionally, the O1–H$_{R127}$–N$_{R127}$ angle has decreased from almost linear in CPA, $175^\circ$, to $147^\circ$ in V243R. However, there is an additional weak hydrogen bonding interaction between the carbonyl oxygen and H69 in the mutant enzyme.

Similarly, the native enzyme has greater stabilization of the carbonyl oxygen from the Zn ion as compared to V243R. This can be seen in the amount of charge density at the Zn–O1 bond CP and also in the size of the Zn–O1 bond bundle. The charge density decreases from $0.0575$ in the native enzyme to $0.0183 e/bohr^3$ at the bond CP in V243R. A cut plane of a portion of the bond bundle in the plane of the Zn–O1–ring CP is shown in Figure 5.3. These points define three vertices of the Zn–O1 bond bundle. The pictured portion of the bond bundle in the native enzyme is significantly larger than in V243R, indicating a more stabilizing bonding interaction.
Table 5.1: Bader charges of atoms participating in the tetrahedral intermediate in the CPA hydrolysis mechanism. O_{wat} is the water oxygen and C1 and O1 are the carbon and oxygen atoms on the substrate carbonyl.

|        | ES Native | ES Mutant | TS1 Native | TS1 Mutant | EI Native | EI Mutant |
|--------|-----------|-----------|------------|------------|-----------|-----------|
| O_{wat}| -1.181    | -1.135    | -1.014     | -1.038     | -1.003    | -1.003    |
| C1     | 1.120     | 1.162     | 1.100      | 1.080      | 1.117     | 1.073     |
| O1     | -1.087    | -1.103    | -1.102     | -1.102     | -1.089    | -1.085    |
| Zn     | 1.314     | 1.308     | 1.297      | 1.304      | 1.250     | 1.262     |

Table 5.2: Charge density at bond and ring critical points pictured in Figure 5.3 for the rate-determining step of peptide hydrolysis in native CPA and the V243R mutant.

|        | ES Native | ES Mutant | TS1 Native | TS1 Mutant | EI Native | EI Mutant |
|--------|-----------|-----------|------------|------------|-----------|-----------|
| C1−O_{wat} | -0.0166  | 0.0155    | 0.0953     | 0.0817     | 0.217     | 0.204     |
| C1−O1   | 0.352     | 0.368     | 0.338      | 0.342      | 0.301     | 0.298     |
| Zn−O1   | 0.0575    | 0.0183    | 0.0699     | 0.0599     | 0.0762    | 0.0746    |
| Zn−O_{wat} | 0.0558   | 0.0596    | 0.0327     | 0.0395     | n/a       | n/a       |
| H_{R127}−O1 | 0.0487   | 0.0128    | 0.0596     | 0.0205     | 0.0412    | 0.0287    |
| Ring CP | 0.0166    | 0.0129    | 0.0262     | 0.0269     | n/a       | n/a       |
| H_{H69}−O1 | n/a     | 0.0157    | n/a        | 0.0160     | n/a       | 0.0127    |

In both native CPA and V243R mutant, the Zn ion and hydrogen bond network are able to stabilize the partial charge on the substrate carbonyl. Throughout this step of the reaction, the charge on the oxygen varies by only 0.178 electrons and 0.132 electrons for the native and mutated enzyme, respectively. Overall, the hydrogen bonding networks in both the native and mutated enzyme promote the reaction. The higher activation energy in V243R may be partially due to less stabilizing interactions from both hydrogen bonding and the coordination of the substrate carbonyl to the Zn ion.
In the rate-determining step of the reaction, the Zn–O\textsubscript{wat} bonding interaction is broken, opening the tetrahedral ring pictured in Figure 5.3. Topologically, the ring opening is achieved by the ring CP in the tetrahedral intermediate moving towards the Zn–O\textsubscript{wat} bond CP in the TS (see Figure 5.4) until it ultimately annihilates the bond CP in the EI complex. While the ring CP in V243R is geometrically closer to the Zn–O\textsubscript{wat} bond CP in the ES complex, the charge density region between the ring and bond CP in the native enzyme is “flatter”. The change in ρ(\textbf{r}) between the ring-bond CPs is only 0.0392 e/bohr\textsuperscript{3} in the native enzyme while it is 0.0467 e/bohr\textsuperscript{3} in V243R. In accordance with the electron-preceding picture [61, 91–93], it should therefore be less energy intensive for the native enzyme ring CP to annihilate the bond CP than in the mutant enzyme, which agrees with our mechanistic predictions.

Figure 5.4: Bond paths and critical points for the both the native CPA (A) and V243R mutant (B) TS. The ring CP (green) has moved towards the Zn–O\textsubscript{wat} bond CP in both enzymes. After the transition state, the ring CP converges with the Zn–O\textsubscript{wat} bond CP, causing the two critical points to be topologically annihilated and the Zn–O\textsubscript{wat} bonding interaction to break.

The observed correspondence between values of ρ(\textbf{r}) at bond and ring CPs in the reacting region combined with bond bundle analysis and the energetic barrier to the reaction outlines a novel strategy for predicting enzyme reactivity. Differences in ρ(\textbf{r}) in the reactant states of
related enzymes, for example designed computationally to catalyze the same reaction, could serve as a probe of relative catalytic activity prior to the mechanistic study. We believe this probe is very sensitive and non-empirical, responding to the embedding in the protein charges, i.e. the electrostatic pre-organization. Importantly, analysis can be performed on the reactant state alone, prior to performing more costly and often tedious transition state calculations during the mechanistic study. Further in-depth investigation of the utility of this parameter for computational enzymology is discussed in section 6.6.

5.3 Metal Specificity of Histone Deacetylase

Modified from a paper published in *Journal of Physical Chemistry B*.

M. R. Nechay, N. M. Gallup, A. Morgenstern, Q. A. Smith, M. E. Eberhart, and A. N. Alexandrova. 2016. DOI: 10.1021/acs.jpcb.6b00997.

5.3.1 Introduction

Histone deacetylases (HDACs) are responsible for the removal of acetyl groups from histones, which results in gene silencing (21). Overexpression of HDACs is associated with cancer, and their inhibitors are of particular interest as chemotherapeutics [154–159]. HDAC8 is the most studied HDAC, and has traditionally been considered to be a Zn-dependent enzyme. However, recent experimental assays have challenged this assumption and shown that HDAC8 is catalytically active with a variety of different metals, and that it may be an Fe-dependent enzyme in vivo [160]. Here we study the mechanism of HDAC8 utilizing a series of divalent metal ions in physiological abundance (Zn$^{2+}$, Fe$^{2+}$, Co$^{2+}$, Mn$^{2+}$, Ni$^{2+}$, and Mg$^{2+}$). Two important factors for evaluating the metal dependency of HDAC8 are (1) acti-
vation energies of the rate-limiting step with each metal cation, and (2) the binding affinity of the protein for each metal. In this section I present the topological analysis of the charge density in an ongoing effort to explain the calculated and experimentally observed energetics in HDAC8 with each metal ion.

The active site of HDAC8 contains a metal-binding center coordinated to one histidine (H180) and two aspartate (D178 and D267) residues (see Figure 5.5). A water molecule is also present in the crystal structure and interacts with the metal center and two additional histidine residues, H142 and H143. These histidines form dyads with the aspartates D176 and D183, respectively. In the crystal structure of a Y306F mutant (PDB code 2V5W), the acetyl-lysine substrate appears coordinated to the zinc, with a carbonyl oxygen.

Figure 5.5: The active site of HDAC8 extracted from the crystal structure, highlighting the most critical residues relevant to catalysis within the active site. In this work, F306 was mutated to tyrosine to facilitate catalysis. This full structure was used as the QM region in QM/DMD calculations and for the QM mechanistic study and charge density calculations.
We found a proposed proton shuttle mechanism [161] to be the most viable through detailed QM/DMD calculations [162]. In the proton shuttle mechanism (Figure 5.6), H142 and H143 are initially singly protonated. H143 alternates between acting as a base and acting as an acid, first abstracting a proton from water and subsequently transferring it to the substrate nitrogen. This results in two transition steps during the process of cleaving the C-N bond in the substrate, which we refer to as ts1 and ts2. The reaction coordinate for the proton shuttle mechanism with all six metal ions was calculated using the methods described in Section 5.3.2.

![Figure 5.6: Proposed proton shuttle mechanism for HDAC8.](image)

For the second part of this study, we explored how metal binding affinity may affect the overall reactivity of HDAC8. Gantt and coworkers have shown that several of the metal ions in this investigation were inactive in vitro [160]. However, many of our computed rate-limiting transition state energies are well under the ceiling of catalytic inactivity. It is possible that the binding affinity of each metal towards HDAC8 could have an effect on in vitro catalytic activity, and may play an important role for in vivo metal selection. Here, we attempt to elucidate the significance of this effect using metal swapping QM calculations.

The combination of $\Delta \Delta G$ data for metal swapping with the catalytic rate constants from mechanistic studies is required to reproduce the experimentally observed trend in metal-dependent performance. We predict Co$^{2+}$ and Zn$^{2+}$ to be the most active metals in HDAC8, followed by Fe$^{2+}$, and Mn$^{2+}$ and Mg$^{2+}$ to be the least active. Ni$^{2+}$ proves to be an interesting
outlier for which we recommend further study. We show that results from the metal swapping portion of this study can be quantitatively rationalized using QTAIM analysis on the charge densities for each metal-substituted active site. For the activation energy study, however, QTAIM is only able to provide a qualitative explanation for energetic results, presenting a clear case where higher resolution bonding models, such as gradient bundle analysis, may be required.

5.3.2 Methods

The initial structure of HDAC8 was obtained from the Protein Data Bank crystal structure of the Y306F mutant (code: 2V5W) [163]. Residue 306 was transformed from phenylalanine to tyrosine using UCSF Chimera. The protonation states of all residues were chosen in accord with their pKa values at neutral pH, including singly protonated His180 on the δ site, and singly protonated H142 and H143 on the ε site.

An appropriate choice of QM and DMD subsystem sizes was critical for QM/DMD simulations. A QM region of 165 atoms was found to be necessary in order to produce logical results (such as binding of the substrate) and is pictured in Figure 5.5. QM calculations were performed using DFT as implemented in Turbomole v6.5 [145]. Solvent effects were included implicitly in the force field of DMD. In the QM region, solvent was modeled using COSMO [150] with a dielectric constant of 4.0 (in consideration of the buried active site). Separate calculations were also performed using non-polarizable point charges (AMBER force field), but no significant changes in the mechanism were observed. (The results of these calculations are reported in the supplementary information of [162]). All reported charge densities and energies are therefore from the COSMO calculations. DFT single point energy calculations were carried out using the TPSS functional [146, 147]. The def2-TZVPP basis set [149] was used for the metal atoms, while all other atoms were described by def2-SVP [149]. The Grimme dispersion correction [164] was included for all QM calculations.

The lowest energy structures from QM/DMD proceeded to the QM mechanistic study. All calculations of the stationary points on the reaction profile were optimized with Turbomole
using the TPSS functional and Def2-TZVPP basis set for all metals, and Def2-SVP basis sets for non-metal atoms. Vibrational frequency analysis was done using the same level of theory, and the nature of all transition states was determined by the presence of a single imaginary frequency aligned with the reaction coordinate. Single point energy calculations were carried out on all stationary points using the larger Def2-TZVPP basis set for all atoms. The full reaction coordinate for all metals, including zero point energy and thermal and entropic corrections, is shown in Figure 5.7.

![Reaction diagram of HDAC8 metals](image)

**Figure 5.7**: Calculated reaction pathway for HDAC8 with a variety of divalent metal ions.

Born-Oppenheimer molecular dynamics (BOMD) simulations were done for the full DFT sampling of the complexes of the studied metals with organic chelators in order to assess the relative metal binding affinities to the HDAC8 protein. To calculate the $\Delta \Delta G$ for metal swapping, we first compared the accuracy of DFT to experiment using the experimentally
known stability constants of the complexes of the studied metals with GEDTA and DTPA [165]. From these stability constants, the free energies of reactions (1-4) in Figure 5.8 are known. Further, from $\Delta \Delta G$ of reactions (1) and (2), one can close the thermodynamic cycle for DPTA on the upper left in Figure 5.8. Analogously, one can close the cycle for GEDTA on the upper right in Figure 5.8 using $\Delta \Delta G$ of reactions (3) and (4). Through combination of these two cycles, one can then calculate the $\Delta G$ of metal swapping between the two chelators, $\text{DTPA-M}_a^2(aq) + \text{GEDTA-M}_b^2(aq) \rightarrow \text{DTPA-M}_b^2(aq) + \text{GEDTA-M}_a^2(aq)$, bypassing the complicated calculation of the solvated metal ions, $M_a^{2+} (aq)$ and $M_b^{2+} (aq)$.

The $\Delta G$ values of metal swapping were calculated both from the experimental data, and with DFT (See Appendix B for results). The structures of the metal–GEDTA and metal–DTPA complexes were geometry-optimized and also subjected to 5 ps of BOMD, to verify the ground state geometries. To avoid additional desolvation complications, polydentate ligation of the chelating agent was selected such that the bound metal had no solvent access, preventing explicit water coordination, and allowing for the exclusive use of COSMO. The computed $\Delta G$ values were found to be in good agreement with experiment, having an average error of $0.5 \pm 1.5 \text{ kcal/mol}$.

Figure 5.8: Schematic of all considered thermodynamic cycles exploited for relative metal binding affinities in HDAC8.
This methodology was then applied to a theoretical metal swap between DTPA and HDAC8: DTPA–M$^{2+}$ + HDAC8–Co$^{2-} \rightarrow$ DTPA–Co$^{2-}$ + HDAC8–M$^{2+}$, using $\Delta G$ of reactions (1) and (2), and (5) and (6) in Figure 5.8 and with M$_a$ set to Co$^{2+}$ as a reference. The above reaction can be paired with the experimental $\Delta G$ of reactions to yield $\Delta G$ of the following process: M$^{2+}$ (aq) + HDAC8–Co$^{2-}$ $\rightarrow$ Co$^{2+}$(aq) + HDAC8–M$^{2+}$. This gives the desired relative affinities of the different metals to HDAC8, collected in Table 5.3.

Table 5.3: $\Delta \Delta G$ of binding between metal ions and HDAC8, relative to Co$^{2+}$. Energies are in kcal/mol.

| Metal  | $\Delta \Delta G$ binding |
|--------|---------------------------|
| Co$^{2+}$ | 0.00                      |
| Zn$^{2+}$ | 1.99                      |
| Fe$^{2+}$ | 3.52                      |
| Mn$^{2+}$ | 6.28                      |
| Mg$^{2+}$ | 16.75                     |
| Ni$^{2+}$ | -4.33                     |

The charge densities for the reactant geometries of HDAC8 with all 6 metal ions were calculated with the Amsterdam Density Functional Package (ADF) version 2014.01 [20, 68, 151] using similar computational parameters as in the QM mechanistic study. A TPSS functional [147, 166] and COSMO solvent model with a dielectric constant of 4.0 were utilized. A double $\zeta$ quality basis set, DZP, was employed for all atoms except the metal, which was calculated using a triple $\zeta$ quality basis set, TZP [116]. Spin-unrestricted calculations were performed on the Zn and Mg active sites, while all other metals were calculated in their high-spin states. The Bondalyzer add-on package in Tecplot [79] was used to analyze the resultant charge densities.
5.3.3 Results and Discussion

The reaction coordinate in Figure 5.7 shows the second transition state (ts2) to be rate limiting in all cases. This result marks a pronounced deviation from previously published models, which claimed the first transition state, ts1, to be rate-limiting \cite{161, 167} for Zn\textsuperscript{2+}. This may be an artifact of not using a large enough QM region in the earlier studies. We further find that Zn\textsuperscript{2+} facilitates the fastest catalytic path, followed by Co\textsuperscript{2+}, Fe\textsuperscript{2+} and Mg\textsuperscript{2+}, then Ni\textsuperscript{2+}, and finally Mn\textsuperscript{2+}. This is in contrast to experimental assays published by Gantt and coworkers \cite{160} who found Co\textsuperscript{2+} and Fe\textsuperscript{2+} to be the most active, followed by Zn\textsuperscript{2+}, and little reactivity for Ni\textsuperscript{2+} and Mn\textsuperscript{2+}.

The main role of the metals in the reaction comes in the first step, where the carbonyl of the substrate is activated for nucleophilic attack. This determines both the activation barrier and the energy of the resultant intermediate, thereby shaping the entire reaction profile. We examine the reactant states using QTAIM, to shed light on the electronic effects leading to the metal-dependent performance. The lower energy barriers of ts1 for Zn\textsuperscript{2+}, Ni\textsuperscript{2+}, Fe\textsuperscript{2+}, and Co\textsuperscript{2+} may be in part due to the higher number of occupied d orbitals than for Mn\textsuperscript{2+} (Mg\textsuperscript{2+} obviously lacking any).

The greater number of d-electrons implies that orbitals higher up in the enzyme’s molecular orbital manifold will be filled. In general, orbitals higher in the manifold are characterized by a greater number of antibonding orbitals and hence more interatomic nodal planes. It is orbitals of this type that stabilize topological rings and cages by contributing density along bond paths though not along nodal planes. This combination leads to deeper rings and greater curvature at bond CPs. In the plane of a ring of nuclei as shown in Figure 5.9, the ring point is a minimum in the charge density. In order for a ring point to exist in this region, a bond path must form between the water molecule and substrate carbonyl.

A bond path is present in the reactant state between the substrate carbonyl and water molecule when Zn\textsuperscript{2+}, Ni\textsuperscript{2+}, Fe\textsuperscript{2+}, or Co\textsuperscript{2+} is placed in the active site of HDAC8. This bond path is not present for Mg\textsuperscript{2+} or Mn\textsuperscript{2+}. While this bond is not indicative of a strong
Figure 5.9: Critical points and bond paths of interest in the active site of HDAC8 with Zn (left) and Mn (right). When Zn is present in the active site a bond path forms between the water oxygen and the carbon atom from the substrate carbonyl. This topologically necessitates a ring critical point to exist in the active site as well. When Mn is present, no ring CP is found as there is not a bond path between the water and substrate carbonyl. Ni, Fe, and Co give the same topology as Zn, while Mg has the same topology as Mn. Sphere coloring is as follows: C-black, N-blue, O-red, Metal-grey, bond CP-cyan, ring CP-green.
interaction (based on low values of charge density at the bond CP as well as the curved nature of the bond path), it still indicates a stabilizing interaction between the water molecule and substrate. It can be seen in the proton shuttle mechanism (Figure 5.6) that when a proton is transferred from the water molecule to H143, a bond forms between the carbonyl carbon and water oxygen. This bond has already begun to form in the reactant state for Zn$^{2+}$, Ni$^{2+}$, Fe$^{2+}$, and Co$^{2+}$, which facilitates the removal of a water hydrogen and ultimately lowers the activation energy of this reaction step.

However, the correlation of this topological effect with the barrier height only provides a qualitative rational for activation energies. The ts1 activation energies for Zn$^{2+}$, Ni$^{2+}$, Fe$^{2+}$, and Mg$^{2+}$ are all within 1.2 kcal/mol, generally considered the margin of error for DFT energy calculations. The presence/absence of the bond path does not provide information to predict that Co$^{2+}$ would have a lower ts1 activation barrier by almost 3 kcal/mol compared to any other metal tested, or that Mn$^{2+}$ would have a higher ts1 barrier of 1.5 kcal/mol. Values of $\rho(\mathbf{r})$ and $\nabla^2\rho(\mathbf{r})$ at bond and ring CPs also did not correlate to the activation energies. While the existence of a bond path sheds some light on the abilities of various metals to catalyze deacetylation, the lack of quantitativeness of this analysis highlights a need for advancements in analyzing the topology of the charge density, which will be discussed in more detail in sections 6.3 and 6.6.

The metal binding affinities in HDAC8, however, can be more fully explained using QTAIM. According to the $\Delta\Delta G$ calculations described in section 5.3.2, Co$^{2+}$ is predicted to bind to HDAC8 very strongly. It is followed by Zn$^{2+}$ and Fe$^{2+}$. Mn$^{2+}$ and Mg$^{2+}$ have considerably smaller affinities for HDAC8. Ni$^{2+}$ is calculated to have the highest binding affinity towards HDAC8 among all the studied metals, in contrast to experimental results. This ordering can be related to the active site geometries and corresponding electronic effects. A particularly direct interaction exists between the metal and H180, which is apparently highly important for metal binding. The relationship between binding affinity and the amount of charge density at the H$\text{H180}$–metal bond CP is linear (Figure 5.10) with an $R^2$ value of 0.976.
The charge density at the bond CP is a consequence of $\sigma$-bonding and $\pi$-back-donation with the available d-atomic orbitals (AOs) on the given metal. Mg, lacking any occupied d-AOs, has a significantly lower charge density at the bond CP and lower binding affinity than any of the transition metals, despite having a relatively short bond length (which is simply due to its smaller size). Thus, the geometric and electronic parameters of this $\text{H}_{180}\text{–metal}$ bond can serve as predictors of the metal binding affinity in this case.

![Figure 5.10: Relationship between $\rho(r)$ at $\text{H}_{180}\text{–metal}$ bond CPs and $\Delta\Delta G$ of metal swapping.](image)

The difference in metal binding affinity may play a key role in the overall catalytic activity of enzymes such as HDAC8 capable of utilizing different metals, and elucidate its preference for any one particular ion. We evaluate the ability for the protein to retain a metal and subsequently use it for catalysis. Our simple probabilistic model captures the combined effects of metal-binding equilibration and subsequent catalysis relative to any particular ion. We use the equation,

$$k_{rel} = k_{cat} \times k_{binding}$$  \hspace{1cm} (5.1)
where $k_{rel}$ stands for the relative total catalytic activity of a particular protein-metal complex, $k_{cat}$ represents the catalytic activity as determined by QM mechanistic analysis, and $k_{binding}$ embodies the relative equilibrium binding constant between a metal and an enzyme. These values can be represented as Boltzmann distributions utilizing the above computed quantities in catalysis and binding affinity to yield

$$k_{rel} = \exp\left(-\frac{\Delta G^\dagger}{RT}\right) \times \exp\left(-\frac{\Delta \Delta G_{binding}}{RT}\right)$$

(5.2)

whose values are summarized in Table 5.4.

Table 5.4: Predicted and experimental [160] total catalytic activities for different metal ions in HDAC8. Binding affinity energies were taken relative to Co$^{2+}$. Normalized values are relative to the predicted most active metal ion-protein complex.

| Metal | $k_{rel}$ Predicted | $k_{rel}$ Normalized | $K_{cat}$ (s$^{-1}$) | Experimental |
|-------|---------------------|----------------------|----------------------|--------------|
| Ni$^{2+}$ | 1.89E-08           | 1.00                 | n/a                  |              |
| Co$^{2+}$ | 7.64E-11           | 4.03E-03             | 1.00                 | 1.2          |
| Zn$^{2+}$ | 1.27E-11           | 6.70E-04             | 0.90                 |              |
| Fe$^{2+}$ | 3.11E-14           | 1.64E-06             | 0.48                 |              |
| Mn$^{2+}$ | 1.37E-17           | 7.11E-10             | n/a                  |              |
| Mg$^{2+}$ | 1.46E-23           | 7.71E-16             | n/a                  |              |

This model qualitatively predicts the trend seen in catalytic activity for these metals in experiment [160], though the trend is slightly perturbed, either due to experimental errors, or inaccuracies of our model. Co$^{2+}$ is predicted as the most active, followed by Zn$^{2+}$ and Fe$^{2+}$. Additionally, the experimentally non-catalytic metal Mn$^{2+}$ is predicted as being four orders of magnitude less reactive than Fe$^{2+}$. This is due to both manganese’s poor binding affinity to the active site of HDAC8 and higher $\Delta G^\dagger$. Zn$^{2+}$ is predicted to be less catalytically active than Co$^{2+}$, despite its low reaction barrier, due to its poor affinity, while Co$^{2+}$ exhibits high catalytic activity in spite of a higher reaction barrier. Fe$^{2+}$ competes with Co$^{2+}$ and Zn$^{2+}$, even though it has a higher reaction barrier than both of these cations.
Ni$^{2+}$, which was experimentally shown to be inactive, is a clear outlier, and predicted to be exceptionally catalytic, due to high binding affinity. This may be an artifact of the simple model, and requires further investigation. Another possibility is that the coordination of Ni$^{2+}$ in HDAC8 may be different from other metals tested here. Mg$^{2+}$ has not been tested experimentally, but we found that it has reasonable reaction energetics. However, its affinity to HDAC8 is very low, and Mg$^{2+}$ is ultimately predicted by our calculations to have a very low catalytic activity. Thus, it seems that the d-AO structure is required in HDAC8, despite the simple Lewis acid catalysis performed by the metal in this enzyme.

### 5.4 Conclusions

Using QTAIM and bond bundle analysis, we were able to justify the differences in activation energies for native CPA and a V243R mutant for a non-native substrate. The hydrogen bonding network in the native enzyme was seen to be more favorable than the mutant enzyme due to a greater number of hydrogen bond paths with a higher value of $\rho(r)$ at bond CPs. The Zn ion was also shown to interact and activate the substrate carbonyl in the native CPA more than in V243R. This analysis was based on values of charge density as well as by the size of the Zn–O$_1$ bond bundle. Finally, the charge density between the ring CP in the tetrahedral intermediate and the Zn–O$_{wat}$ bond CP was flatter in the native enzyme, leading to a more energetically facile annihilation of the bond and ring CPs, which is topologically required for the reaction to occur.

In our second enzyme study, we were able to understand the metal binding affinities to HDAC based on the amount of $\rho(r)$ at bond critical points. However, we were only able to qualitatively rationalize the predicted activation energies of the reaction based on the existence of a bond path (and therefore ring CP) between the water oxygen and substrate carbonyl. This study highlights a need for a higher resolution picture of the charge density to better understand how and why chemical reactions occur. We are currently working to extend gradient bundle analysis techniques to be applicable to non symmetric systems such as enzymes. Details of these improvements to GBA are discussed in the next chapter.
Thus far, we have shown that gradient bundles can be used to understand valence electron structure, recover bond dissociation energies, and visualize chemical reactivity in small molecules. The next task in developing GBA is to search for structure–property relationships that provide chemical insight into bonding interactions that can not be explained using existing chemical bonding models. One instance where this advancement is needed was highlighted in the previous chapter on metalloenzyme design. While the existence of a bond path correlated to the initial activation energies for deacetylation catalyzed by HDAC with most metals, the iron cation did not follow the predicted trend. In order to further analyze the bonding interactions between the substrate carbonyl and water molecule in HDAC, GBA methods must be adapted to be applicable to more complex systems. We hypothesize that the full gradient field in the active site of HDAC does hold the information necessary to predict which metal cations would make the most efficient catalysis, we just need the methods to extract this information from the charge density.

To this end, the following work is being done to advance gradient bundle analysis. We are quantifying the ZFS picture of reactivity by calculating gradient bundle condensed Fukui functions, $f_{GB}$. In addition to viewing the movement of ZFSs, this will enable a change in electron count to be calculated within each gradient bundle. Observing the motion of ZFSs and $f_{GB}$ highlights a method for predicting which gradient bundles will be most energetically favorable to change their electron count, based only on the differential geometry of gradient paths and ZFSs. Our goal with this project is to answer the almost century old question originally posed by Slater, “where are the HOMO and LUMO in the ground state charge density?”.
Work is also being done to expand GBA to nonlinear systems. We are currently developing a volume integration algorithm to allow 2D plots of electron count and energy to be created around bond paths in Tecplot. This project requires finding meaningful ways to interpret gradient bundle analysis results based on using stereographic projections of data. Once these extensions to GBA are in place we will be able to complete projects studying the gradient bundles in aromatic and anti-aromatic compounds, as well as in solid state systems, such as the ongoing work attempting to elucidate the unique properties of Ir. Finally, we are using QTAIM and GBA to determine the size of active site cluster models required to properly model enzyme mechanisms and kinetics, as well as determining if the charge density in the active site alone can be used to capture electrostatic preorganization in enzymes.

6.1 Gradient Bundle Condensed Fukui Functions

The ability to qualitatively analyze reactivity using the movement of ZFSs bounding gradient bundles was demonstrated in chapter 4. This analysis can be made quantitative by additionally calculating the change in electron density in gradient bundles as the electron count in a system changes. The result of this calculation is a gradient bundle condensed Fukui function, $f_{GB}$, which provides a more detailed picture of site reactivity than atom condensed Fukui functions. GB condensed Fukui functions also provide evidence of, and explanation for, negative Fukui functions, which is a topic of debate [168–173]. To demonstrate this novel method, here I present $f_{GB}$ calculations for F$_2$ and N$_2$.

The computational methods for all of the following data was the same as in section 4.5, except that a triple $\zeta$ basis set was used and no relativistic corrections were made. The RMF method for the condensed Fukui function was integrated over gradient bundles using the equation,

$$f_{GB} = \int_{\omega_i} \rho(\mathbf{r}, N)dV - \int_{\omega_i^{-}} \rho(\mathbf{r}, N - 1)dV$$

(6.1)
for the removal of an electron and with

\[ f_{GB}^+ = \int_{\omega^+} \rho(r, N + 1)dV - \int_{\omega^-} \rho(r, N)dV \]  \hspace{1cm} (6.2)

for the addition of an electron. \( \omega_i \) indicates the integration is performed over any gradient bundle, not just an atomic basin. Note that both equations are set up such that the Fukui function will be positive in the region most likely to undergo nucleophilic attack (\( f_{GB}^+ \)) or electrophilic attack (\( f_{GB}^- \)).

The gradient bundle condensed Fukui functions for \( F_2 \) are shown in the left of Figure 6.1 and Figure 6.2. The plots on the right side of the figures are the percent change in the number of valence electrons in each gradient bundle using

\[ f_{GB,\%}^- = 100 \left( \frac{\int_{\omega^-} \rho_V(r, N)dV - \int_{\omega^-} \rho_V(r, N-1)dV}{\int_{\omega^-} \rho_V(r, N)dV} \right), \text{ and} \]

\[ f_{GB,\%}^+ = 100 \left( \frac{\int_{\omega^+} \rho_V(r, N + 1)dV - \int_{\omega^+} \rho_V(r, N)dV}{\int_{\omega^+} \rho_V(r, N + 1)dV} \right). \] \hspace{1cm} (6.3) \hspace{1cm} (6.4)

where \( \rho_V \) indicates valence electron density which is calculated using the methods described in chapter 3. The percent change in electron count may be a more meaningful number than \( f_{GB} \) when using rotational gradient bundles, as it accounts for the fact that gradient bundles near the internuclear axis have a much smaller volume and will therefore always have a smaller change in electron count than the gradient bundles near the center of each atomic basin.

Maxima in \( f_{GB,\%}^- \) for molecular fluorine match the frontier orbital picture of reactivity. Electrophilic attack on \( F_2 \) is predicted to occur 90° from the bond path, near the center of each atomic basin, while the Fukui function is negative near the bond path and interatomic surface (0°) and pointing away from the bond path (180°). This indicates that if an electron is removed from \( F_2 \), charge density will actually be added to the regions with \( -f_{GB} \). The HOMO of \( F_2 \) is shown in the left side of Figure 6.3 and has a lobe in the center of each fluorine atomic basin. There is a nodal plane through the center of the molecule that contains the
Figure 6.1: Plots of $f_{GB}^-$ (left) and $f_{GB}^-\%$ (right) around one fluorine atom in F$_2$. Gradient bundle angles along the x-axes are measured with respect to the bond path, such that the GB at 0° contains the bond path and is bounded by the interatomic surface.

Figure 6.2: Plots of $f_{GB}^+$ (left) and $f_{GB}^+\%$ (right) for one fluorine atom in F$_2$.

Figure 6.3: The HOMO (left) and LUMO (right) for a neutral fluorine molecule. Black dashed boxes indicate the regions of the orbital plots that geometrically match the Fukui function plots in Figure 6.1 and Figure 6.2.
IAS and bond path. Orbital lobes are present where maxima in $f_{GB,\%}$ occur and nodal planes match the locations of $-f_{GB,\%}$.

The LUMO of fluorine is pictured on the right side of Figure 6.3 and has two lobes around each fluorine atom, and a nodal plane through the center of the atomic basins, normal to the bond path. This is also recovered in the plot of $f_{GB,\%}^+$ in Figure 6.2, which shows that electron density will be added to both sides of the atomic basin, and there will be a depletion of charge in the center of the basin, $90^\circ$ from the bond path. The majority of the charge density will add to the gradient bundles away from the bond path, closer to $180^\circ$, which matches where the largest part of the LUMO is located. The nodal plane through the interatomic surface is also recovered as $f_{GB,\%}^+$ has local minimum at $0^\circ$.

Figure 6.4 shows the percent change in valence electron count in gradient bundles for molecular nitrogen. Again, the most reactive sites for electrophilic and nucleophilic attack on nitrogen as predicted by maxima in $f_{GB,\%}$ match the HOMO and LUMO, respectively [Figure 6.5]. $f_{GB,\%}^-$ has two maxima, one along the interatomic surface ($0^\circ$), and another at $180^\circ$, matching the locations of the two lobes of the HOMO. The Fukui function is negative through the center of the atom, matching the nodal plane through the nuclei. There is a single maximum in $f_{GB,\%}^+$, $120^\circ$ from the bond path, which is in line with the single LUMO lobe in each atomic basin. There are two regions with $-f_{GB}$, which match the two orthogonal nodal planes through the bond path and interatomic surface.

Condensed Fukui functions may be particularly useful for locating regions where the Fukui function is negative. It was originally argued that that electron density could not be removed from any regions in a molecule when electrons were added to the system, and vice versa, and therefore negative Fukui functions were not meaningful, but were the result of inaccurate calculation methods [171-173]. In the frozen orbital approximation, this is indeed impossible, as the HOMO and LUMO only show regions where electrons will be lost or gained, respectively. There is no “negative” HOMO or LUMO.
Figure 6.4: Plots of $f_{GB,-}$, (left) and $f_{GB,+}$, (right) around one nitrogen atom in N$_2$.

Figure 6.5: The HOMO (left) and LUMO (right) for a neutral nitrogen molecule. Black dashed boxes indicate the regions of the orbital plots that geometrically match the Fukui function plots in Figure 6.4.
Recently, it has not only been accepted that negative Fukui functions exist, but it is spec-
ulated that they may be useful in finding redox induced electron transfer (RIET) molecules
[168–170]. A RIET molecule has the property that when the molecule as a whole is oxidized
(removal of electrons), one of the atoms or functional groups in the molecule is reduced (gains
electrons). Very few molecules have been shown to have the RIET property, since it is rare
for the integration of \( \rho(r) \) over an entire atomic region to change in the direction opposite
of the entire molecule. The same principle works for gradient bundles however, rather than
just for atomic basins, and is much more common.

Regions of negative Fukui functions have been rationalized by orbital relaxation. When
an electron is removed from a molecule, and the orbitals are allowed to relax, the orbitals
that are still occupied contract toward the nucleus [174]. This causes electron density to
actually increase in the nodal surfaces of the HOMO. The volume over which the Fukui
function is negative varies from molecule to molecule. It has been postulated that molecules
whose chemistry is not highly controlled by its frontier molecular orbitals will have more
prominent negative Fukui function regions [170].

While the gradient bundle condensed Fukui functions calculated here match the frontier
orbital picture, this may not necessarily always be true. The HOMO and LUMO neglect
orbital relaxation and are only an approximation to where electron density will change most.
A more accurate orbital picture of reactivity can be gained by calculating the frontier orbitals
using the Fukui matrix. The Fukui matrix is defined as the derivative of the density matrix
\[106\]. The density matrix can be expressed in terms of its basis functions, \( \varphi \), as
\[
P_{ij} = \langle \varphi_i(r) | \rho(r, r') | \varphi_j(r') \rangle \tag{6.5}
\]
giving rise to the Fukui matrix
\[
f = \begin{bmatrix} f_{ij} = \left( \frac{\partial P_{ij}}{\partial N} \right)_{\nu(r)} \end{bmatrix} \tag{6.6}
\]
where the Fukui function is given by the diagonal of $\mathbf{f}$. In general, the Fukui matrix is calculated using a finite difference just as the Fukui function is. The Fukui matrix can be diagonalized and decomposed as

$$\mathbf{f}^{\pm} = \sum_i \phi_i \mathbf{F}_{ii}^{\pm} \phi_i^T$$

where $\mathbf{F}_{ii}$ are known as the Fukui eigenvalues and $\phi_i$ are the Fukui orbitals.

For instances when the frozen orbital approximation is completely accurate, there will be a single Fukui eigenvalue equal to one that completely represents the frontier molecular orbital. In general, one eigenvalue will be slightly less than one, and there will be other eigenfunctions that contribute to the actual regions where electron density is added or lost. Furthermore, Fukui eigenvalues can be negative, indicating orbitals that correspond to regions where negative Fukui functions are observed. We hypothesize that results from gradient bundle condensed Fukui functions will match the Fukui orbitals well, including negative regions. We plan on also extending this study to nonlinear molecules using the method advancements described in section 6.3.

### 6.2 Predicting Site Reactivity from the Ground State Charge Density

Calculating gradient bundle condensed Fukui functions has proven to be an indicator of chemical reactivity, but this method is not always computationally advantageous. When the electron count in a neutral system changes, electrons become unpaired and unrestricted calculations must be performed. These calculations are not always straightforward and often difficult to converge. Furthermore, from a theoretical standpoint they should not be necessary. The first theorem of DFT states that all properties are obtainable from the ground state charge density, without the need for a second calculation for the charged molecule. To this end, we are currently exploring ways of finding the reactive regions of a molecule from the ground state charge density alone.

Our method is to use differential geometry to observe the curvature and torsion of neighboring gradient bundles around each nuclei in a molecule. A related study was performed
calculating the curvature of atomic basin surfaces, in an attempt to associate the curvature of interatomic surfaces with properties such as electronegativity [175]. Any surface in 3D space can be characterized by its Gaussian curvature, which is the product of the two principle curvatures at a point on the surface. The total curvature of a surface is given by integration of the Gaussian curvature over the entire surface. Rather than directly calculating the curvature of ZFSs bounding gradient bundles (though this is also a path we plan to explore in future work), we are currently observing the effect of the differential geometry of the gradient vector field of $\rho(r)$ that manifests in the size of gradient bundles. Specifically, we are calculating the cross-sectional area of gradient bundles at an isovalue of $\rho(r)$.

For linear molecules, this procedure is greatly simplified and can be approximated by simply measuring the width of rotational gradient bundles. Previous work plotting the Fukui function to predict reactivity has used the van der Waals radii of atoms as an isosurface cutoff with good results [176]. Figure 6.6 shows the width of gradient bundles around a nitrogen atom in $\text{N}_2$ using the van der Waals radii defined at $\rho(r) = 0.002 \text{ e}/\text{bohr}^3$. We find that electron density is most likely to be removed from the widest gradient bundles, i.e., the bundles with the largest surface area.

The rational for this method is based on lower kinetic energy being an indicator of valence electrons as discussed in chapters 2 and 3. Electrons that are less confined (have lower density) will have lower kinetic energy. This idea can be seen in the simple Thomas-Fermi approximation of the kinetic energy, which is proportional to $\rho(r)^{5/3}$ [177]. Gradient bundles have increased cross-sectional area when the charge density is decreasing rapidly from the center of the gradient bundle in a direction normal to the gradient paths in the bundle (i.e. have high Gaussian curvature). This is similar to calculating the sign of the Laplacian (which provides the direction the charge density is changing in the fastest), but goes beyond a local density approximation where only $\rho(r)$ at a point is used. Instead, we are observing the more global property of the curvature of the charge density over surfaces which affects the volume of gradient bundles. Since electrons in larger gradient bundles
Figure 6.6: Left: A cutplane of rotational gradient bundles in N₂. Black circles indicate points on the bounding zero-flux surfaces at an isovalue of ρ(r) = 0.002. Right: The distance between GB points on the left, which we refer to as the width of the gradient bundles. The x-axis displays the gradient bundle angle, where 0° is the gradient bundle bounded by the interatomic surface and containing the bond path.

have more volume to occupy, they will move slower and have a lower average kinetic energy. Wider rotational gradient bundles indicate regions with low kinetic energy, and therefore can be used to locate valence electrons.

The widest gradient bundles in N₂ are pointing in the direction opposite the bond path, 180°, and there is a second maximum near the interatomic surface at 0°. This matches the two maxima in the gradient bundle condensed Fukui function and the HOMO for N₂, as well as the location of valence electrons provided by analysis of the kinetic energy presented in chapter 2. Figure 6.7 shows the same analysis for F₂. In this molecule there is a single maximum indicating the most energetically favorable region to remove electron density near 100°, exactly the same region that valence electrons were predicted to occupy using the kinetic energy density. Again, this matches the single lobe of the HOMO on each fluorine atom and the single maximum in \( f_{\text{GB}}^- \) in F₂. The widest gradient bundles (at an isosurface of ρ(r) at the van der Waals radius) indicate the gradient bundles that will lose the most electron density when an electron is removed from the molecule as a whole.
Figure 6.7: Left: A cutplane of rotational gradient bundles in F$_2$. Black circles indicate points on the bounding zero-flux surfaces at an isovalue of $\rho(r) = 0.002$. Right: The width of the gradient bundles measured at the points marked in the left plot.

We are currently comparing the condensed Fukui function and gradient bundle sizes for 1-iodo-2-fluoro-ethyne, the molecule studied in chapter 4. ICCF has a more complex gradient bundle structure and bonding interactions than F$_2$ or N$_2$ and raises additional questions. Figure 6.8 shows the width of rotational gradient bundles at the van der Waals radii for each atom, as well as $f_{GB,\%}$. For the most part, maxima in the plots match up, showing that the size of gradient bundles is a good predictor of where electron density will be removed. However, the gradient bundle at 0° in C2 (along the C1–C2 interatomic axis) does not fit this pattern. This gradient bundle is extremely large, yet its electron count does not decrease upon creating the cation of ICCF. In fact, this gradient bundle has a negative condensed Fukui function.

Further investigation of this gradient bundle in the C2 atomic basin is underway. The large difference in electronegativity between the fluorine and iodine atoms on the molecule may be what is causing the unusual gradient bundle to exist, since we do not observe the same feature in the gradient of the charge density for HCCH, HCCI or HCCF.

We are also working on the more difficult task of predicting which gradient bundles will increase their electron counts when an electron is added to a molecule. How to find the
Figure 6.8: Top: A cut plane of ZFSs bounding rotational gradient bundles in ICCF. The isosurface of $\rho(r) = 0.002$ is traced with a black line to show where the width of gradient bundles is measured. Middle: The width of each GB at the van der Waals radius. Bottom: $f_{GB,\%}$ for each atom in ICCF.
LUMO, so to say, in the ground state charge density is an open question in the field of CDFT. The ground state charge density is calculated as the sum of all occupied orbitals in the molecule, which includes the HOMO. The LUMO is unoccupied, making it difficult to understand where this orbital would be visible in the ground state charge density. However, $\rho(r)$ contains all properties of a molecule, and therefore regions where it is most energetically favorable to add electrons must be identifiable using only $\rho(r)$. It is just a matter of discerning a method for capturing this property within the charge density structure.

We are currently investigating if a relationship exists between the LUMO and the rate at which gradient bundles are changing size as we move around each nuclei. Preliminary results show that electron density is added to one of two areas. One, the gradient bundles with the smallest cross-sectional areas match the LUMO. Or two, the regions with the steepest slope in the gradient bundle size plots, i.e. the gradient bundles that are changing size most quickly as we move radially around each nuclei. A full study of the differential geometry of the gradient bundles, including their integrated curvatures, may be necessary.

6.3 Gradient Bundle Analysis Method Improvements

It has been argued that studying the differential geometry of the full gradient vector field of $\rho(r)$ would provide useful chemical information. Bader stated that “further study of the gradient vector field of the electron density leads to a complete theory of structure...” While we have shown that studying the full gradient vector field provides additional information to standard QTAIM analysis, it is also apparent that this is a highly complex task from both a mathematical and computational standpoint. This is why our methods have only been applied to linear molecules. In order to apply GBA methods to more complex systems such as enzymes and metals, software and theoretical developments must be made.

The main obstacle in using gradient bundle analysis methods on non-linear systems is performing volume integrations. The program that we currently use to perform GBA, Tecplot, does not have a volume meshing algorithm. We are in the process of writing add-on packages for Tecplot that will enable volume integrations, rather than using our current
“trick” of multiplying properties in a molecular plane by $2\pi r$, where $r$ is the distance from the internuclear axis (see section 2.4).

There are some recently developed programs that have algorithms for calculating atomic basin properties (see [178, 179] and references therein), but volume integration is still a major challenge in the entire field of QTAIM. Most of the available integration routines take advantage of the fact the the charge density and energy both decrease quickly as you move away from the nuclear CP, so most of the properties of interest are contained within the $\beta$ sphere. The $\beta$ sphere is defined as the largest sphere centered on a nuclear CP that does not extend past an interatomic surface in any direction. Therefore, it will be completely contained within the atomic basin but will generally not include parts of the basin near the bond critical points themselves. Since gradient bundles are not centered on nuclei, $\beta$ sphere algorithms can not be utilized. Instead, a full volume meshing and quadrature integration method must be implemented.

Once volume integration of gradient bundles is possible, we will also be able to extend the work predicting site reactivity based on the size of gradient bundles. Rather than simply calculating the width of gradient bundles, we can compare the surface area of gradient bundles defined by the triangulation of a sphere around nuclear CPs as was shown in Figure 2.2. We plan to have one gradient bundle that contains the bond path of interest and then create a stereographic projection of gradient bundle properties (such as electron count and kinetic energy) centered around the bond path gradient bundle. This will enable us to see how gradient bundle properties vary in three-dimensions around a bonding interaction. Finally, we would like to test all of the gradient bundle methods described in this thesis using non-DFT methods. When these advancements to gradient bundle analysis are complete, we will be able to complete the projects discussed in the remaining sections of this chapter.

6.4 Applications to Aromaticity

The concept of aromaticity is often linked to electron delocalization. Electron delocalization is not an observable property however, meaning there is not a unique definition of
aromaticity [16]. Multiple theories try to describe and quantify delocalization of electrons based on the weighting of resonance structures [180], energy calculations from natural bonding orbitals [181], loge theory [182], and the Laplacian of the electron charge density [183], to name a few examples. There are a variety of aromaticity indicators based on these principles and others, such as the geometry-based harmonic oscillator model of aromaticity (HOMA) [184] and the magnetic-based nucleus-independent chemical shift (NICS) [185].

The use of aromaticity indicators based on QTAIM and ELF principles has been reviewed by Poater et al. [46]. The delocalization index (DI) (see section 1.1.4) between atoms in aromatic compounds [186], as well as the value of $\rho(r)$ and $\nabla \rho(r)$ at bond and ring CPs, has been found to often correlate to other aromaticity measures such as NICS and HOMA [187]. Values at (3, −1) CPs in the gradient field of ELF have similarly been used to quantify delocalization and hence aromaticity [188]. Santos et al. was able to better distinguish between many aromatic and anti-aromatic compounds using the ELF $\pi$ and ELF $\sigma$ values at CPs [47, 189]. However, when aromaticity values are compared using multiple indicators for the same set of molecules, it is not uncommon to have a different trend emerge depending on which indicators are used [190–192].

Poater et al. conclude their review on aromaticity by stating that, “the lack of universal nature of all indices available until now reinforces the stated belief of multidimensional character of aromaticity...” [46]. Studying the full gradient field of $\rho(r)$, as opposed to looking at DI between basins and values at critical points, may provide a method for capturing the multidimensional character ascribed to aromaticity. We are currently conducting a study comparing the gradient bundles of typical aromatic and anti-aromatic compounds including benzene, furan, cyclobuta-1,3-diene, and the anion and cation of cyclopenta-1,3-diene. We predict that the curvature of gradient paths terminating at ring CPs in cyclic aromatic compounds will be distinct between molecules that are aromatic and anti-aromatic in character.
6.5 Gradient Bundle Analysis in Closed Systems

The brittle behavior of face-centered cubic (FCC) iridium remains an unexplained property since it was first observed decades ago. Most FCC metals are highly ductile, whereas single crystal Ir is known to undergo brittle failure at room temperature and polycrystalline Ir undergoes intergranular fracture around 1000°C \cite{193}. Many contradictory theories for the underlying cause of brittleness in Ir have been proposed including segregation of impurities at grain boundaries \cite{194}, bond directionality \cite{195, 196}, and ELF values \cite{197, 198}. The search for an answer to this interesting behavior remains an area of active investigation \cite{199}.

The metallurgical community believes that the brittle behavior of iridium can be explained using the electron charge density. We have studied the values of $\rho(r)$, $\nabla \rho(r)$, and directionality at bond and ring CPs in FCC Ir and Pt. As in studies of ELF values at these points, the charge density values between the two metals are similar, yet their observed properties (including Cauchy pressure) are distinct. Additionally, the full topology of the charge density, including all the edges of irreducible bundles, are identical between Ir and Pt. However, we believe there may be some distinguishing features in the full gradient field of $\rho(r)$.

To test this hypothesis, we are performing full gradient bundle analysis on Pt and Ir, using both cluster calculations performed within ADF and full periodic structures. We are currently qualitatively comparing the gradient fields in planes that should be important to determination of the shear moduli and hence Cauchy pressure in these materials. Once the advancements to GBA proposed in section \ref{section:6.3} are complete, we will also quantitatively compare 3D gradient paths and volumes of gradient bundles in Ir and Pt, with the goal of discerning the unique properties of these materials despite their apparent physical similarities in $\rho(r)$. 
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6.6 Electrostatic Preorganization and Active Site Model Size

The origin of the catalytic power of enzymes is a matter of debate. A popular theory is that the active site of the enzyme binds strongly to the transition state of the substrate molecule, which lowers the activation energy of the reaction. It is also often stated that the catalytic groups in the active site are perfectly oriented to facilitate the reaction. Some chemists attribute the catalytic efficiency of enzymes to transition state stabilization (TSS) [200] while others attempt to explain the catalytic rates based on reactant state destabilization (RSD) [201]. All of these proposals are contingent on the method used to define the reference state used for comparison.

Warshel has argued that electrostatic preorganization is the main contributor to the high catalytic ability of enzymes [127, 202]. When a reaction is catalyzed in a polar solution such as water, the solvent molecules around the solute are randomly oriented with dipole vectors pointing in various directions. As the reaction proceeds through the transition state, the water dipoles must orient themselves in such a way as to facilitate the lowering of the activation barrier. This rearrangement of the electron density costs energy (due to water–water interactions being broken in order for hydrogen bonds to the substrate to be formed that stabilize the TS) and is contained in the activation energy of the transition state. In an enzyme, the active site is preorganized, meaning that the electrostatic environment is already oriented to stabilize the transition state. Dipole vectors are properly arranged through the positioning of charged and polar residues as well as the orientation of any water molecules in the active site. There is little or zero energy cost for organizing the electron density in the active site, since it is already in the most favorable position.

Capturing the electrostatic preorganization in a computer simulation requires taking into account the entire protein and solvent environment. However, this does not necessarily mean one must calculate the charge density of the entire protein to a high degree of accuracy. The electron density has been described as near-sighted, meaning that the density in one region is not highly dependent on the charge density further away [203].
density based on a calculation including only the atoms in the active site should closely match the density calculated using the full enzyme, as long as the nuclear positions are provided from a full enzyme calculation. Therefore, it should be possible to capture the electrostatic preorganization in the active site of an enzyme just by performing a single point QM calculation on the active site, keeping in mind that the nuclear coordinates must first be calculated using full protein simulations.

We are currently designing a computational experiment to see if this hypothesis is valid. There are two goals of this study. The first is to see if we do indeed capture the electrostatic preorganization of the active site just by running QM calculations on the nuclear coordinates from a full protein simulation (without any electrostatic embedding). The second task is to see how large of an active site model needs to be modeled in order to capture the correct electron charge density distribution. De Proft recently performed a study showing that the Hirshfeld charges on a neutral residue in a protein converge very quickly as the active site model size changes (from a 3 to 11 Å radii around a central atom). However, the atomic charges did not converge as well when the residue was charged. This study only looked at one system (human 2-cysteine peroxiredoxin thioredoxin peroxidase B) and reported the convergence of atomic charges using the Hirshfeld, Hirshfeld-I, and natural population analysis (NPA) charges.

The nuclear coordinates from QM/DMD calculations for both the carboxypeptidase A (CPA) and histone deacetylase 8 (HDAC8) enzymes presented in chapter will be used in this study. Following the methods from , active site models for QM single point calculations are being created using a 3, 5, 7, 9, and 11 Å radius around the metal cations. Any amino acid residue that has at least one atom within this cut-off will be completely retained, with dangling residues being capped with hydrogen atoms. Additionally, each of the five size models for each enzyme will be run as a gas-phase calculation, using COSMO, and with point charges to simulate the electrostatic environment from the full protein, for a total of thirty calculations. The charge densities will be analyzed using QTAIM and
gradient bundle analysis. The bader charges of the metal ions, substrate carbonyls, and water molecule (which is a key component of the reaction mechanism in both of the enzymes tested) will be compared for each calculation. The full gradient field of the charge density will be compared by overlaying gradient paths and comparing the stereographic projections of the amount of charge density in gradient bundles around key bond paths as described in section 6.3.

The results of this study may help to determine the level of computational cost required in order to properly describe the electrostatic environment in the active site of a metalloenzyme. The size of the active site proved to be an important factor in correctly calculating the energetics of reaction in HDAC8, so it will be interesting to see if this is also important for determining the electron density distribution, or if the theory of the near-sightedness of $\rho(r)$ holds. Initial testing of electrostatic embedding (using point charges) did not qualitatively change the reaction profile in HDAC8, but it did change the exact energies at stationary points. Here we will see if electrostatic embedding or implicit solvation affects the charge density calculated in the active site of enzymes compared to purely gas phase calculations. Following this study, we will also focus on further quantifying the way changes in $\rho(r)$ equate to changes in activation energies and reaction rates.

6.7 Conclusions

In this thesis I have demonstrated that gradient bundle analysis is a useful and meaningful method for understanding and predicting chemical properties. Partitioning the electron charge density into gradient bundles allows for distributions of well-defined properties to be calculated within atomic basins and bond bundles. The structure of the valence electrons in molecules—bonding and lone pair regions—can be determined using gradient bundles, highlighting regions that are most likely to undergo reaction. This structure can be used to define kinetic energy bonding regions, whose valence electron counts correlate to experimentally determined bond dissociation energies in diatomic molecules. The motion of zero-flux surfaces bounding gradient bundles can be used to explain chemical reactivity, reproducing
results obtained using standard frontier orbital theory, but without the need to decompose
the charge density into orbital contributions. We are currently working on enhancing the
predictive capabilities of GBA, allowing for the most reactive sites on a molecule to be
located using only the ground state charge density.

Advancements to gradient bundle analysis highlighted in this chapter will enable quanti-
tative chemical bonding analysis of non-symmetric molecules. The motivation for this work
is to improve our ability to rationally design materials and enzymes with novel properties.
Current bonding models can not always fully explain the relationships between the structure
of molecules and solids with their observed properties, such as our lack of understanding the
brittle behavior of iridium described in section [6.5]. Rational enzyme design methods could
also benefit from the use of gradient bundle analysis, as we showed in section [5.3] that more
traditional methods for analyzing the charge density, such as QTAIM, can not always con-
nect the topology of $\rho(r)$ in active sites to predicted and experimental activation energies.
Using gradient bundles to analyze the full topology and geometry of the electron charge
density will enable a higher resolution model of chemical bonding to be created, allowing for
improved prediction of the reactivity in designed enzymes, materials, and molecules.
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APPENDIX A

FUNCTIONAL DEPENDENCE

Plots of the average kinetic energy per electron in gradient bundles for $\text{N}_2$ using various DFT methods are presented in Figure A.1. We have tested LDA, BLYP, B3LYP, and M06L functionals, in addition to the PBE data presented in chapter 2. All plots are geometrically very similar. Local maxima and minima occur in the same gradient bundles (maxima at $80^\circ$, minima at $0^\circ$ and $180^\circ$), and current investigation into the curvatures of the plots at local maxima and minima suggests these plots not to be significantly different.

Figure A.1: Average KE/e in gradient bundles seeded every $2.5^\circ$ around a nucleus in $\text{N}_2$ using LDA, BLYP, B3LYP, and M06L functionals within the ADF software package. Gradient bundle angle is measured with respect to the bond path. Single point calculations were run using a TZP basis set using the geometry obtained from initial PBE calculations.
APPENDIX B

HDAC8 METAL SWAPPING DATA

Table B.1 provides experimental binding energies from [165] for various metal ions in DTPA and GEDTA used for metal swapping calculations for HDAC8. Table B.2 lists calculated $\Delta G$ values for metal swapping between DTPA and GEDTA, using Co$^{2+}$ as a reference point. Table B.3 contains the experimental $\Delta G$ values for the same metal swapping reactions. Table B.4 shows the difference between experimental and calculated values of $\Delta G$ for metal swapping.

Table B.1: List of literature binding energies with regards to a series of chelating agents for all relevant metal ions studied in HDAC8.

| Metal | DTPA | GEDTA |
|-------|------|-------|
|       | Stability constant | $\Delta G$ binding ($kcal/mol$) | Stability constant | $\Delta G$ binding ($kcal/mol$) |
| Co$^{2+}$ | 18.4 | -25. | 12.5 | -17. |
| Fe$^{2+}$ | 16.55 | -23. | 11.92 | -16. |
| Mg$^{2+}$ | 9.3 | -13. | 5.21 | -7.1 |
| Mn$^{2+}$ | 15.6 | -21. | 12.3 | -17. |
| Ni$^{2+}$ | 20.32 | -28. | 13.6 | -19. |
| Zn$^{2+}$ | 18.75 | -26. | 14.5 | -20. |
Table B.2: Calculated $\Delta G$ values for DTPA metal swapped with GEDTA ($kcal/mol$).

|         | Co$^{2+}$ | Fe$^{2+}$ | Mg$^{2+}$ | Mn$^{2+}$ | Ni$^{2+}$ | Zn$^{2+}$ |
|---------|-----------|-----------|-----------|-----------|-----------|-----------|
| Co$^{2+}$ | 0         | -2.25     | -3.41     | -1.96     | 1.31      | -2.37     |
| Fe$^{2+}$ | 0         | -1.16     | 0.29      | 3.56      | -0.12     |
| Mg$^{2+}$ | 0         | 1.45      | 4.72      | 1.03      |
| Mn$^{2+}$ | 0         | 3.27      | -0.41     |
| Ni$^{2+}$ | 0         | 0         | -3.68     |
| Zn$^{2+}$ | 0         |           |           |           |

Table B.3: Experimental $\Delta G$ values for DTPA metal swapped with GEDTA ($kcal/mol$).

|         | Co$^{2+}$ | Fe$^{2+}$ | Mg$^{2+}$ | Mn$^{2+}$ | Ni$^{2+}$ | Zn$^{2+}$ |
|---------|-----------|-----------|-----------|-----------|-----------|-----------|
| Co$^{2+}$ | 0         | -1.73     | -2.47     | -3.55     | 1.12      | -2.25     |
| Fe$^{2+}$ | 0         | 0.74      | 1.81      | 2.85      | -0.52     |
| Mg$^{2+}$ | 0         | -1.08     | 3.59      | 0.22      |
| Mn$^{2+}$ | 0         | 4.66      | 1.30      |
| Ni$^{2+}$ | 0         | 0         | -3.37     |
| Zn$^{2+}$ | 0         |           |           |           |

Table B.4: Calculated $\Delta G$ – experimental $\Delta G$ values for DTPA metal swapped with GEDTA ($kcal/mol$).

|         | Co$^{2+}$ | Fe$^{2+}$ | Mg$^{2+}$ | Mn$^{2+}$ | Ni$^{2+}$ | Zn$^{2+}$ |
|---------|-----------|-----------|-----------|-----------|-----------|-----------|
| Co$^{2+}$ | 0         | -0.52     | -0.94     | 1.59      | 0.19      | -0.12     |
| Fe$^{2+}$ | 0         | 0.42      | 2.11      | 0.71      | 0.40      |
| Mg$^{2+}$ | 0         | 2.53      | 1.13      | 0.82      |
| Mn$^{2+}$ | 0         | -1.40     | -1.71     |
| Ni$^{2+}$ | 0         | 0         | -0.31     |
| Zn$^{2+}$ | 0         |           |           |           |
APPENDIX C
PERMISSIONS

This appendix provides permissions from journals and co-authors of published material presented in this dissertation.

C.1 Journal Permissions

Excerpted from the licenses, copyright, and permissions of Royal Society of Chemistry journals, including Physical Chemistry Chemical Physics and Physica Scripta: “You do not need to request permission to reuse your own figures, diagrams, etc, that were originally published in a Royal Society of Chemistry publication. However, permission should be requested for use of the whole article or chapter except if reusing it in a thesis. If you are including an article or book chapter published by us in your thesis please ensure that your co-authors are aware of this.”

Excerpted from the permissions of Elsevier journals, including Computational and Theoretical Chemistry: “Authors can include their articles in full or in part in a thesis or dissertation for non-commercial purposes.”

Excerpted from the permissions of American Chemical Society journals, including Journal of Physical Chemistry B: “ACS extends blanket permission to students to include in their theses and dissertations their own articles, or portions thereof, that have been published in ACS journals or submitted to ACS journals for publication, provided that the ACS copyright credit line is noted on the appropriate page(s).”

C.2 Author Permissions

Tim Wilson (Chapters 2 and 4), twilson@mines.edu

I’m sending this email indicating my authorization for our co-authored papers, “In Search of an Intrinsic Chemical Bond” and “The Influence of Zero-Flux Surface Motion on Chemical
Reactivity” to appear in your dissertation.

Sincerely,

Tim Wilson

Jonathan Miorelli (Chapters 2 and 4), jmiorell@mines.edu

You have my permission to use both, “In Search of an Intrinsic Chemical Bond” and “The Influence of Zero-Flux Surface Motion on Chemical Reactivity” in your dissertation.

Jonathan Miorelli

Travis Jones (Chapter 2), trjones@mines.edu

You have my permission to use our paper “In Search of Intrinsic Chemical Bond” in your dissertation.

And congratulations!

Travis

Charles Morgenstern (Chapter 4), cmorgens@mines.edu

You have my permission to include “The Influence of Zero-Flux Surface Motion on Chemical Reactivity” in your thesis.

Charles Morgenstern

Crystal Valdez (Chapter 5), cediev87@gmail.com

I give you permission to use parts of our co-authored submitted paper, “Predictive methods for computational metalloenzyme redesign - a test case with carboxypeptiase A,” in any parts of your dissertation.

Best,

Crystal

Quentin Smith (Chapter 5), schrodinator@gmail.com

No problem.

Nathan Gallup (Chapter 5), gallup@chem.ucla.edu

Yes, you may use it.
Michael Nechay (Chapter 5), michaelnechay@gmail.com

I grant you my permission to use parts of our co-authored published paper “Histone Deacetylase 8: Characterization of Physiological Divalent Metal Catalysis” in your dissertation.

-Michael Nechay