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Abstract: Two-tank metal hydride pairs have gained tremendous interest in thermal energy storage systems for concentrating solar power plants or industrial waste heat recovery. Generally, the system’s performance depends on selecting and matching the metal hydride pairs and the thermal management adopted. In this study, the 2D mathematical modeling used to investigate the heat storage system’s performance under different thermal management techniques, including active and passive heat transfer techniques, is analyzed and discussed in detail. The change in the energy storage density, the specific power output, and the energy storage efficiency is studied under different heat transfer measures applied to the two tanks. The results showed that there is a trade-off between the energy storage density and the energy storage efficiency. The adoption of active heat transfer enhancement (convective heat transfer enhancement) leads to a high energy storage density of 670 MJ m$^{-3}$ (close to the maximum theoretical value of 755.3 MJ m$^{-3}$). In contrast, the energy storage efficiency decreases dramatically due to the increase in the pumping power. On the other hand, passive heat transfer techniques using the bed’s thermal conductivity enhancers provide a balance between the energy storage density (578 MJ m$^{-3}$) and the energy efficiency (74%). The utilization of phase change material as an internal heat recovery medium leads to a further reduction in the heat storage performance indicators (142 MJ m$^{-3}$ and 49%). Nevertheless, such a system combining thermochemical and latent heat storage, if properly optimized, can be promising for thermal energy storage applications.
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1. Introduction

The hydrogen absorption into and desorption from hydride materials are accompanied by a high heat release and consumption, respectively. This has made hydride materials desirable for various heat-related applications, such as heat pumps, heat transformation, and, more recently, heat storage for solar energy applications [1,2]. Among these hydride materials, Mg-based hydrides have stimulated worldwide interest in their utilization in hydrogen/heat storage and high-temperature fuel cell technologies. This is particularly true due to their relatively high hydrogen storage capacity (3.6–7.6 wt% and 110–150 kg-H$_2$/m$^3$) and the high heat of the reaction (60–80 kJ/mol-H$_2$) [3,4]. As a result, their use in concentrated solar power (CSP) plants can improve performance in terms of energy storage density compared to the state-of-the-art two-tanks-based molten salts [5,6], one tank-thermooline [7,8], and latent heat phase change materials [9,10], although the economic analysis shows that metal hydrides are more expensive [11,12].
Few studies on the design and optimization of Mg hydride material-based thermal energy storage for CSP plants have been reported, not only experimentally but also theoretically [2–4,11–24]. Nyallang et al. [2] proposed a procedure for choosing metal hydrides pairs for thermal energy storage systems on the basis of energy storage density and efficiency criteria. The findings showed that the coupling of Mg-based hydrides with the most commercially-available low-temperature hydrides, such as LaNi5, could lead to an energy storage efficiency of 0.7–0.8, with an energy storage density reaching up to 1 GJ·m⁻³. In addition, during the heat discharging process, the average output temperature of the heat transfer fluid (HTF) could be enhanced by 25 °C, which is essential for the power plant’s exergetic efficiency located downstream of the thermal energy storage system. Bogdanovic et al. [4] experimentally reported the performance of a pilot process steam generator equipped with a Mg-based hydride heat storage device. The heat storage system provided 9.08 kWh of heating output at 370 °C, with an energy efficiency of up to 0.796. Corgnale et al. [12] reported a screening procedure of suitable high-temperature metal hydrides for thermal energy applications. The screening procedure included a technoeconomic analysis that analyzed the cost, the energy storage density, and the exergetic efficiency of these materials. The results showed that TiH₂, CaH₂, and NaMgH₃ showed a desirability for CSP plants, since their operating temperature is above 600 °C and their volumetric energy density exceeds 25 kWh/m³. Sekhar et al. [13] reported experimental tests on a heat storage reactor filled with Mg–30% MmNi₅. They investigated the effects of operating conditions on key performance indicators such as hydrogen capacity and energy storage efficiency. The results showed that at a fixed absorption temperature (150 °C), the increase in hydrogen pressure from 10 to 30 bars augments the thermal energy storage efficiency, which increases from 0.5 to 0.74, respectively. Given its high energy density of ~2.9 MJ/kg and high operating temperature (580–600 °C), the perovskite-type hydride NaMgH₃ showed great potential as a solar energy material [14]. In addition, the hydride showed minimum kinetic degradation during a cycling stability study.

Fang et al. [15] proposed and tested a proof-of-concept thermal battery based on a metal hydrides pair. The pair consisted of 50 g of a Mg-based hydride composite (MgH₂ + TiMn₁₋₅ + 5 wt%ENG) with 150 g of TiMn₁₋₅V₀.₆₂. The results showed that the total cooling and heating energies were 13.6 kWh and 35.4 kWh, respectively. This corresponds to a coefficient of performance (COP) of 0.384 for cooling, which is close to the theoretical one. Paskevicius et al. [16] proposed a prototype comprising of a metal hydride bed (19 g of MgH₂) and a 2250 cm³ H₂ bottle for TES in concentrated solar power plants. The results showed that the hydride was thermally cycled at 420 °C, with a limited H₂ capacity loss. Moreover, for very small-scale applications, there are many issues, such as powder agglomeration and heat loss to the environment, thereby decreasing the energy utilization of the storage system.

Poupin et al. [17] experimentally investigated a high-temperature (HT) thermal battery pair with a low-temperature (LT) metal hydride for solar-related power plants. The battery consisted of 40.7 g of 2 Mg–Fe for HT heat charging/discharging and 85.2 g of a TiMn₁₋₅ alloy 5800 for the hydrogen storage medium. The results showed that a maximum energy storage density of 1.488 MJ/kg was achieved at a temperature of 520 °C. In addition, the effect of the thermal cycling and volumes of the LT and HT reactors on the thermal energy storage performance was emphasized and discussed. Bogdanovic et al. [18] proposed a TES based on a MgH₂/AB2 (code 5800) metal hydride pair. The system could exchange a maximum of 69 g of H₂ between the hydrides beds. The system consisted of 1.054 kg of MgH₂ paired with 5.9 kg of an AB2-type hydride (Ti₀.₉₀Zr₀.₀₂Fe₀.₀₉Cr₀.₀₉Mn₁₋₂), which could simultaneously produce ice and high-temperature heat. The results showed that the magnesium container produced 0.64 kWh of heat after absorbing 59 g of H₂ after 3 h. In the meantime, in the low-temperature metal hydride, the formation of 1.9 kg of ice was observed, which accounts for 0.18 kWh of cooling effect (28% of the heating effect). Ward et al. [19] compared
two metal hydrides pairs, such as NaMgH$_2$F/Na$_3$AlH$_6$ and NaMgH$_3$/NaAlH$_4$, for heat storage systems. It was shown that the installed cost of a heat storage system integrating the former pair was 11% lower than that integrating the latter pair, which is <30 $/kWh. Moreover, the energetic efficiency was increased by 5%. Bao and Yuan [20] reported the performance of metal hydride-based heat storage systems adopting multi-step operating conditions. The findings showed that the adoption of this operating condition allows for a constant outlet temperature of the heat transfer fluid during the heat discharging process. Bao [21] investigated the effect of heat-transfer enhancement measures on the performance of a magnesium hydride-based high-temperature thermochemical heat storage. These measures included extended surfaces (fins) and thermal conductivity augmentation based on compacted metal hydride-graphite. The results showed that the latter provides uniform temperature distribution inside the reactor; thus, it should be recommended for metal hydride-based heat storage applications. d’Entremont et al. [22] numerically investigated the performance of the metal hydrides pair NaMgH$_2$F/TiCr$_{1.6}$Mn$_{0.2}$ for heat storage. The results showed that this thermal energy storage system could achieve an output energy density of 226 kWh/m$^3$, nine times the DOE SunShot target, with moderate temperature and pressure swings. Besides, simulations indicate that passive heat-transfer enhancement strategies can significantly improve performance. Malleswararao et al. [23] carried out the performance prediction of a metal hydride pair for TES using a 3D model simulation into COMSOL. The pair was made of Mg$_2$Ni/LaNi$_5$ hydrides, which was selected using a thermodynamic compatibility check. The findings showed that the energy storage density of 156 kWh/m$^3$ at an energy storage efficiency of 89.4% was achieved. Mellouli et al. [24] conducted a numerical analysis of a heat storage system based on metal hydrides pair made of Mg$_2$FeH$_6$/Na$_3$AlH$_6$. The results demonstrated that under the given operating conditions, the heat storage could deliver an energy density of 90 kWh/m$^3$, with a 96% energy storage efficiency.

From the studies mentioned above, it is clear that Mg-based hydrides in heat storage applications suffer from two undeniable challenges, namely, slow intrinsic kinetics and a thermal management based on a tank design and optimization viewpoints. While the use of catalysts and the pre-processing of hydride powder by mechano-synthesis using high-energy reactive ball milling (HRBM) can considerably alleviate the former, the latter remains a problem. Regardless of the intensive efforts given to the design of a metal hydride tank, the rate at which these hydride materials store/restore hydrogen depends strongly on the system’s configuration, the operating conditions in terms of pressure and temperature, and, more importantly, upon the heat and mass transfer abilities [25]. Numerous studies have discussed the effects of heat-transfer enhancement methods on the performance behavior of metal hydride reactors. According to this review [26] and references therein, the heat-transfer-enhancement measures consist of the following two techniques: passive and active. Passive heat-transfer-enhancement techniques comprise the insertion of inert materials that have a high intrinsic thermal conductivity (e.g., extended surfaces (fins), meshes, or expended natural graphite (ENG) compacts). As can be seen, the passive heat transfer measures consist mainly of thermal conductivity augmentation and represent 43% of the heat transfer mechanisms studied in the literature. Yang et al. [27] numerically investigated the effect of heat-transfer-enhancement measures in a metal hydride reactor for heat pumps. They discussed the performance of three reactors adopting a passive heat-transfer-enhancement using aluminum foam or highly compacted metal hydrides. The simulation results showed that for metal hydride heat pumps utilizing the heat-transfer enhancement mentioned above, the performance’s coefficient slightly reduces, while the specific heating power remarkably increases. Several experimental studies [28–33] have shown that effective thermal conductivity greatly enhanced the hydrogen flow transfer between coupled beds. This thermal conductivity enhancement was shown to be the most decisive aspect in the overall heat transfer coefficient [34].

On the other hand, the active heat transfer techniques consist of any method that improves the heat transfer fluid’s convective heat transfer coefficient. This method gen-
erally applies to cooling/heating tubes, reactor jackets, and shell-tube heat exchangers. It should also be mentioned that the active heat transfer techniques come at the cost of an external energy input (e.g., pump, fan, compressor, etc.) which is needed to displace the heat transfer fluid. Therefore, based on that review [26], the forced convection is highly utilized to reduce the hydrogen absorption/desorption time in hydrogen storage applications. However, there is no evidence of its effect on the energetic efficiency of the hydride reactors.

Generally, in CSP plants, the two-tank-based heat storage systems consist of two metal hydrides operating within different temperature ranges. Therefore, its energy storage efficiency depends on the selection of the metal hydride pair [2,12] and the thermal management adoption. While the high-temperature metal hydride bed is always connected to the high-temperature heat source using active heat management, the low-temperature metal hydride may adopt different thermal management techniques to remove/add heat during the heat charging/discharging process. As a result, there is a difference in the heat transfer conditions applied to the two-tank energy storage systems, which can significantly affect the system performance. However, there are no studies investigating the effects of such a mismatch between the thermal management techniques on the system’s performance. The present study aims to numerically investigate the effect of the adoption of various thermal management techniques on the energy storage efficiency of the thermal energy storage system. These techniques include passive (bed thermal conductivity augmentation, natural convection, phase change materials-based heat recovery/input) and active (forced convection) heat-transfer enhancements.

2. Mathematical Model
2.1. Problem Description

The performance of two-tank metal-hydride heat storage systems for CSP plants depends on the matching of the intrinsic thermodynamic properties of the hydrides, the reactor configuration, and the heat transfer measures adopted. A CSP plant, a physical description of which is depicted in Figure 1, generally consists of the following three blocks: the solar energy collector, the heat storage system, and the power block. The heat storage system studied here comprises two metal hydride beds. One bed (tagged for simplicity as R1) is filled with a high-temperature saturated metal hydride (HTMH) for heat storage. In contrast, R2 is filled with a low-temperature metal precursor (LTMH) for hydrogen storage. A high-temperature heat transfer fluid (HTF) collects the solar heat from the parabolic trough collectors and discharges it through the HTMH, with a convective heat transfer coefficient of \( h_0 \). The maximum allowable temperature range governs the selection of the HTF for such an application. There is a variety of HTFs for concentrating solar power applications (parabolic troughs). However, the maximum temperature achievable using these HTF-based oils is less than 425 °C, e.g., Therminol VP-1 [6] and Dowtherm A [21,25]. On the other hand, the selection of an HTMH should be in line with the HTF’s temperature range, i.e., the HTMH should desorb hydrogen at the HTF’s operating temperature at an acceptable rate without deteriorating the material. Mg-based hydride materials generally fit this range of operating temperature (300–400 °C). The low-temperature metal precursor is another essential component of the system. Although the experiments show that it possesses relatively fast kinetics, the overall hydrogen storage rate may depend on the heat transfer measures.

From Figure 1, the heat storage system can be devised in different configurations, taking into account the various thermal management techniques, while maintaining a mismatch between the overall heat transfer coefficient of the reactor beds. In the first configuration (Config. 1), a low-temperature metal precursor (LTMH) bed (R2) is exposed to the environment, and heat is provided or extracted by natural convection, using air as an HTF, at a heat transfer coefficient \( h_1 \). In the second configuration (Config. 2), R2 is subjected to forced-air convection. In the third configuration (Config. 3), water is used as an HTF in a forced convection jacket. The design of configuration 4 (Config. 4) assumes that each
bed’s convective heat transfer is equal to \( h_1 = h_0 \), and that the thermal conductivity of each bed is equally enhanced by the addition of graphite in the same proportion. This configuration is an idealized design where the heat transfer conditions in the coupled beds are matched, which usually can be difficult to implement in practice. During the heat discharging step, waste heat from the condenser of the power plant can be used to heat up an LTMH bed. In such a case, the reaction heat of an LTMH does not affect the overall energy efficiency of the system [12,22]. In the fifth configuration (Config. 5), an LTMH bed is embedded in a jacket containing a phase change material (PCM). This configuration has been proposed by Mellouli et al. [35]. Moreover, it is found that the heat stored in the phase change material can be reutilized for \( \text{H}_2 \) desorption in the case of heat discharging, which can significantly improve the energy efficiency [34–37] of the system, as will be discussed hereafter. In these different configuration designs, we can see a mismatch between the heat exchangers’ heat transfer coefficient of the beds. For example, the ratio between \( h_1 \) and \( h_0 \) (\( r_h = h_1/h_0 \)) is expected to vary from 0 to a value > 1. When air is used as an HTF, the heat transfer coefficient \( h_1 \) can vary between 1 and 100 W m\(^{-2}\) K\(^{-1}\) for natural to forced convection, respectively. Taking these values of \( h_1 \) into account, \( r_h \) varies in the range of 0–1. On the other hand, forced convection using water can lead to \( r_h > 1 \), given the better water properties as an HTF compared to an oil-based HTF.

![Figure 1. Schematic of a metal hydride pair based heat storage system for CSP plant applications.](image)

2.2. Computational Model

A 2D axis-symmetry mathematical model is established and analyzed. Figure 2 portrays the computational volumes of the three configurations (Config. 3, 2, 5) mentioned above. A computational model consists of a coupled cylindrical tubular reactor connected
by a hydrogen pipe with a radius of $r_0$. The material is in the annulus $(r_{MH} - r_0)$, and the heat is added/removed through a reactor shell of a fixed thickness ($\delta = 2 \text{ mm}$). The length of each bed is equally fixed as $LMH_1 = L_{MH1} = 450 \text{ mm}$. For configurations 1, 2, and 3, the convective heat transfer coefficient is calculated using the procedure given in the subsection, “Convective heat transfer coefficient calculation.” In configuration 5, the jacket of an LTMH is filled with a PCM, and the heat transfer condition of the PCM’s outside shell is assumed to be adiabatic [37].

2.3. Governing Equations

The multi-physics mathematical equations, taken from our previous studies [2,38–40], are utilized. The following hypotheses are made:

- The thermal equilibrium between the $H_2$ and the metal hydride is assumed;

![Figure 2](image-url)
The intrinsic physical properties of the hydrides are constant during each step of the thermal energy storage;

- The jacket is perfectly insulated (adiabatic wall);
- The radiative heat transfer is neglected;
- Hydrogen is considered to be an ideal gas;
- The hysteresis phenomenon is not considered in the equilibrium pressure of metal hydrides.

**Energy balance**

The local bed temperature is computed using the following energy equation:

\[
(\rho C_p)_{\text{eff}} \frac{\partial T}{\partial t} + \nabla \cdot \left( \rho g C_p \vec{V} T \right) = \lambda_{\text{eff}} \nabla^2 T + \frac{(1 - \varepsilon)}{M_g} \rho_{\text{MH}} \omega_l \frac{d\alpha}{dt} \Delta H
\]

where the effective heat capacity and the thermal conductivity are given, respectively, as follows:

\[
(\rho C_p)_{\text{eff}} = \varepsilon \rho g C_p + (1 - \varepsilon) \rho_{\text{MH}} C_{p\text{MH}}
\]

\[
\lambda_{\text{eff}} = \varepsilon \lambda_g + (1 - \varepsilon) \lambda_{\text{MH}}
\]

If a fraction \( f_{\text{ENG}} \) of inert material, such as expanded natural graphite (ENG), is added to a metal hydride bed in order to improve the overall thermal conductivity, the effective heat capacity and thermal conductivity read as follows [37]:

\[
(\rho C_p)_{\text{eff}} = (1 - f_{\text{ENG}}) \varepsilon \rho g C_p + (1 - f_{\text{ENG}})(1 - \varepsilon) \rho_{\text{MH}} C_{p\text{MH}} + f_{\text{ENG}} \rho_{\text{ENG}} C_{p\text{ENG}}
\]

\[
\lambda_{\text{eff}} = (1 - f_{\text{ENG}}) \varepsilon \lambda_g + (1 - f_{\text{ENG}})(1 - \varepsilon) \lambda_{\text{MH}} + f_{\text{ENG}} \lambda_{\text{MH}}
\]

In Config. 5, the energy balance of the phase change is taken from a Mellouli et al. [33] model and expressed, with an additional few assumptions, as follows:

- The thermo-physical properties of the PCMs are assumed to be constant;
- The PCM’s latent heat is independent of the temperature;
- The effect of natural convection is negligible;

\[
\rho_{\text{mix}} C_p(T_{pcm}) \frac{\partial T_{pcm}}{\partial t} = \lambda_{\text{mix}} \nabla^2 T_{pcm}
\]

where the apparent heat capacity of the composite is defined as follows:

\[
\rho_{\text{mix}} C_p(T) = \rho_{\text{pcm},s} C_{p,s} (1 - f_{pcm}) + \rho_{\text{pcm},l} C_{p,l} f_{pcm} + \rho_{\text{pcm},\Delta H_{pcm}} \frac{df_{pcm}(T_{pcm})}{dT_{pcm}}
\]

The liquid fraction is defined as follows:

\[
f_{pcm} = \begin{cases} 
0 & T_{pcm} < T_m \\
1 & T_{pcm} > T_m + \Delta T_{tr} \\
\frac{T_{pcm} - T_m}{\Delta T_{tr}} & T_m < T_{pcm} < T_m + \Delta T_{tr}
\end{cases}
\]

The field temperature of the reactor’s wall is formulated as follows, assuming its density and thermal capacity is temperature-independent:

\[
(\rho C_p)_{\text{wall}} \frac{\partial T_{\text{wall}}}{\partial t} = \lambda_{\text{wall}} \nabla^2 T_{\text{wall}}
\]

**Mass balance**

The variation of hydrogen gas in the porous bed of each reactor is given by the following:

\[
\varepsilon \frac{\partial \rho_g}{\partial t} + \nabla \cdot \left( \rho_g \vec{V} \right) = -(1 - \varepsilon) \rho_{\text{MH}} \omega_l \frac{d\alpha}{dt}
\]
where the hydrogen speed in the porous medium is calculated using Darcy’s law, as follows:

$$\vec{V} = -\frac{K_{\text{eff}}}{\mu_g} \nabla p$$  \(\text{(11)}\)

The Kozeny–Carman formulation describes the permeability \(K_{\text{eff}}\) as follows [41]:

$$K_{\text{eff}} = \frac{e^3 d_p^2}{150(1 - e)^2}$$  \(\text{(12)}\)

The permeability depends on the particle size of the hydrides. In fully activated hydride materials, the diameter of the particles is in the range of 10–100 µm. As a result, the permeability may be in the range of \(3.3 \times 10^{-13} - 3.3 \times 10^{-11}\) m², assuming a porosity of 0.5. However, for this study we fixed the permeability to \(1.3 \times 10^{-12}\) m².

The hydrogen speed in the connecting pipe is as follows:

$$\frac{\partial}{\partial t} \left( \rho_g \vec{V} \right) + \nabla \cdot \left( \rho_g \vec{V} \cdot \vec{V} \right) = -\nabla p + \mu_g \nabla^2 \vec{V}$$  \(\text{(13)}\)

The following first-order kinetic model is used to represent the reaction kinetics of an LTMH (LaNi₅) [39,42] and an HTMH (Mg₂Ni) [40,43]:

Absorption:

$$\frac{d\alpha}{dt} = k_a \exp\left(\frac{E_a}{RT}\right) \ln\left(\frac{p}{p_{eq}}\right) \left(1 - \alpha\right)$$  \(\text{(14)}\)

Desorption:

$$\frac{d\alpha}{dt} = k_d \exp\left(\frac{E_d}{RT}\right) \left(\frac{p - p_{eq}}{p_{eq}}\right) \alpha$$  \(\text{(15)}\)

The equilibrium pressure is expressed as follows [40,43]:

$$\ln\left(\frac{p_{eq}}{p_0}\right) = \frac{\Delta H}{RT} - \frac{\Delta S}{R}$$  \(\text{(16)}\)

**Boundary conditions**

There is a continuity of heat transfer at the interfaces of the metal hydride and the reactor wall, the reactor wall and the heat transfer fluid/air, and the reactor wall and the phase change material (Config. 5), as follows:

$$\lambda_{\text{eff}} \nabla T \cdot \vec{n} = \lambda_{\text{wall}} \nabla T_{\text{wall}} \cdot \vec{n}$$  \(\text{(17)}\)

$$-\lambda_{\text{wall}} \nabla T_{\text{wall}} \cdot \vec{n} = h_{\text{HTF/air}} (T_{\text{HTF/air}} - T_{\text{wall}}) \cdot \vec{n}$$  \(\text{(18)}\)

$$\lambda_{\text{wall}} \nabla T_{\text{wall}} \cdot \vec{n} = \lambda_{\text{pcm}} \nabla T_{\text{pcm}} \cdot \vec{n}$$  \(\text{(19)}\)

The hydrogen flow continuity across the interface of the MH (R1 or R2) and the connecting pipe (CP) is as follows:

$$\vec{n} \cdot \nabla p|_{R1,R2} = \vec{n} \cdot \nabla p|_{CP}$$  \(\text{(20)}\)

The adiabatic (axis-symmetry) boundary conditions are as follows:

$$\left( \frac{\partial T}{\partial r} \right)_{r=0} = 0, \left( \frac{\partial p}{\partial r} \right)_{r=0} = 0, \left( \frac{\partial p}{\partial r} \right)_{r=r_{MH}} = 0$$  \(\text{(21)}\)

**Initial and operating conditions**
When \( t = 0 \), the uniform beds temperature is \( T_{HTMH} = T_{LTMH} = T_0 = 20 \, ^\circ\text{C} \), the uniform initial \( \text{H}_2 \) pressure is \( P_{HTMH} = P_{LTMH} = P_0 = 1.96 \, \text{bar} \), \( \alpha_{HTMH} = 1 \) (fully hybrided), \( \alpha_{LTMH} = 0 \) (metal precursor), and \( f = 0 \) (PCM is in solid state for Config. 5).

A full cycle consists of three steps, namely, the heat charging, heat storage, and heat discharging processes.

During heat charging (0 < \( t < t_c = 3 \, \text{h} \)), the R1 bed is heated to \( T_h = 623 \, \text{K} \) to increase the hydrogen pressure to up to 9 bar (the equilibrium pressure of \( \text{Mg}_2\text{NiH}_4 \) is at 623 K), while the R2 bed is cooled at \( T_l = 293 \, \text{K} \). During the heat storage and heat discharging steps (3 h < \( t < t_s = 6.5 \, \text{h} \)), the R2 bed is heated up to \( T_h = 353 \, \text{K} \) to increase the pressure to ~8 bar, while the R1 bed is cooled to \( T_l = 573 \, \text{K} \) (the minimum temperature for \( \text{H}_2 \) absorption in Mg-based materials) to allow for an equilibrium pressure difference.

### 2.4. Heat Transfer Calculation

In Configurations. 1 and 2, the LTMH bed is surrounded by air. Given the low thermal conductivity of air at an ambient pressure, the convective heat transfer coefficient \( h \) is expected to be lower. \( h \) is derived from the expression of the Nusselt number \( Nu \):

\[
\overline{h} = \frac{k}{d_h} Nu
\]

(22)

where \( k \) is the thermal conductivity of the HTF, and \( d_h \) is the hydraulic diameter.

#### 2.4.1. Forced Convection

The average \( Nu \) number for the forced convection around a cylindrical object, where the heat transfer fluid’s direction is perpendicular to the axis of the latter object (crossflow), is given as follows \([44]\):

\[
\overline{Nu} = 0.3 + \frac{0.62 R_D^{1/2} P_r^{1/3}}{1 + (0.4 P_r)^{2/3}} \left[ 1 + \left( \frac{R_D}{282000} \right)^{5/8} \right]^{4/5}
\]

(23)

Note that the properties are evaluated at the film temperature, \( T_f = (T_\infty + T_s)/2 \). For a cooling jacket using water/oil as the heat transfer fluid, the following expressions are used to calculate the convective heat transfer coefficient \([44]\):

For \( 3000 < R_D < 10,000 \):

\[
\overline{Nu} = 0.86 (d_o/d_i)^{0.16} \times 0.116 \left( 1 + \left( \frac{d_h}{L} \right)^{2/3} \right) \left( R_D^{2/3} - 125 \right) P_r^{1/3}
\]

(24)

For \( R_D > 10,000 \):

\[
\overline{Nu} = 0.86 (d_o/d_i)^{0.16} \times 0.023 \left( 1 + \left( \frac{d_h}{L} \right)^{0.7} \right) R_D^{0.8} P_r^{1/3}
\]

(25)

The Reynolds number is given as follows: \( R_D = V d_h / \nu \) where \( V \) is the HTF’s velocity, and \( \nu \) is the kinematic viscosity. Moreover, the inner and outer jacket diameters, \( d_i \) and \( d_o \), are linked to the hydraulic diameter \( d_h \) by the following relation: \( d_h = d_o - d_i \).

#### 2.4.2. Free Convection

The following expression is recommended for the calculation of \( Nu \) \([44]\):

\[
\overline{Nu}_D = \left( 0.6 + \frac{0.387 R_D^{1/6}}{1 + (0.559/P_r)^{9/16}} \right)^2, \quad R_D < 10^{12}
\]

(26)
The Rayleigh number reads as follows:

$$Ra_D = \frac{g\beta(T_s - T_\infty)D^3}{\nu\alpha}$$  \hspace{1cm} (27)$$

where the average temperature-dependent physical quantities are used as follows: $\alpha = 32.8 \times 10^{-6} \text{ m}^2 \text{ s}^{-1}$, $\beta = 2.725 \times 10^{-3} \text{ K}^{-1}$, and $g = 9.81 \text{ m} \text{ s}^{-2}$. The calculation of the Rayleigh number, given an LTMH bed diameter of 0.03 m and an operating temperature range of 40–80 °C, results in values ranging from $3.8 \times 10^4$ to $5.8 \times 10^4$. Using Equation (23), the Nusselt number varies in the narrow range of 6.07–6.736. As a result, a convective heat transfer coefficient of 6–7 W m$^{-2}$ K$^{-1}$ can be obtained.

2.5. Fan and Pumping Powers

There are two main auxiliary components needed for a smooth operation of TES, namely pumps, fans, and heaters for the low temperature metal hydrides. For all of the configurations discussed in this study, fans and pumps are used to provide the motion of the HTF, air and water in R2 or oil in R1. The motion of the HTF is always entailed by an energy (work) penalty, which should be taken into consideration when calculating the energy efficiency of the system, as follows:

$$W_{w/oil} = \frac{\dot{m}_{w/oil} \Delta P}{\rho_{w/oil} \eta_{pump} t_{cycle}}$$ \hspace{1cm} (28)$$

$$\Delta P = \left( C_f \frac{L_{MH}}{d_h} + K_1 \right) \frac{\rho_{w/oil} u_{w/oil}^2}{2}$$ \hspace{1cm} (29)$$

where $C_f$ is the friction factor and $K_1 = 1.5$ is the additional pressure loss factor due to the exit of the HTF from the channel flow [45]. The aerodynamic kinetic energy of the air induced by the fan is calculated as follows:

$$W_{fan} = \pi D_{fan}^2 \frac{\rho_{air} u_{air}^3}{8 \eta_{fan}}$$ \hspace{1cm} (30)$$

where $\eta_{fan}$ is the fan driving motor or pump efficiency. A value of 0.8 is assumed throughout this work.

2.6. Performance Evaluation

The following three key performance criteria can be utilized to assess the viability of the heat storage system [2]:

- The volumetric heat storage density is as follows:

$$Q_{c/d} = \frac{m_f C_{p,f} \int_{t_{c/d}}^{t_{c/d}} [T_{f,i} - T_{f,o}] dt}{V_s}$$ \hspace{1cm} (31)$$

- The heat discharging specific power is as follows:

$$\dot{Q}_d = \frac{m_f C_{p,f} \Delta T}{m_{HTMH}}$$ \hspace{1cm} (32)$$

- The energy storage efficiency is as follows:

$$\eta = \frac{\dot{Q}_d}{Q_{c} + W}$$ \hspace{1cm} (33)$$

where $V_s$ is the total volume of the thermal energy storage components, $t_{c/d}$ is the heat charging/discharging time, and $m_{HTMH}$ is the weight of the HTMH. $W$ in Equation (33) accounts for the energy necessary to displace the HTF. In addition, note that the LTMH’s
heat of reaction has not been included in Equation (33), since from now on we will assume that this heat is readily available, either from the solar field or from the condenser of the power block. However, for rigorous analysis, this heat should be included.

3. Results and Discussion

3.1. Numerical Setting and Model Validation

The finite element method (FEM) software package COMSOL 3.5a has been utilized to solve the multi-physics governing equations. A MATLAB environment has been used to post-process the simulation results, by plotting the surface plots of temperature, reacted reaction fields, and calculating the key performance criteria. Figure 3 describes the flowchart of the model setting and solving in COMSOL-MATLAB. Three modules have been selected. Under the Earth Science Module, the heat transfer application mode (eshcc) was chosen to solve Equations (1), (6), and (9). Then, the momentum transport using a laminar flow (chns) and a porous media flow (chdl) under the Chemical Engineering Module was chosen to solve Equations (11) and (13), respectively. Finally, the reacted fraction and PCM melting fraction were set under the COMSOL Multiphysics module, using the PDE-coefficient-form application mode. The direct linear solver UMFPACK was utilized for solving the model. The relative and absolute tolerances on the calculated variables were $10^{-3}$ and $10^{-4}$, respectively, to assure convergence. Tables 1 and 2 list the simulation parameters consisting of the metal hydrides’ thermophysical properties, the heat transfer fluids, and the reactors’ (R1 and R2) design. The unstructured mesh of the computational volume was sufficiently refined to balance the results accuracy and the computational time.

Table 1. The starting parameters utilized in the numerical model.

| Parameter                     | Mg$_2$Ni [43] | LaNi$_5$ [2] |
|-------------------------------|---------------|---------------|
| Enthalpy of formation /kJ·mol$^{-1}$ | 64.5          | 30.5          |
| Entropy of formation /J·mol$^{-1}$·K$^{-1}$ | 122.2         | 108           |
| Activation energy, abs-des/kJ·mol$^{-1}$ | 52.20/63.46   | 21.17/16.47   |
| Rate constant abs-des/s$^{-1}$ | 175/5452.2    | 59.18/9.57    |
| Density /kg·m$^{-3}$ | 3200          | 8400          |
| Specific heat, M-MH/J·kg$^{-1}$·K$^{-1}$ | 697           | 419           |
| Max hydrogen capacity /wt% | 3.6           | 1.39          |
| Porosity | 0.5           | 0.5           |
| Permeability /m$^2$ | $1.3 \times 10^{-12}$ | $1.3 \times 10^{-12}$ |
| Effective thermal conductivity /W·m$^{-1}$·K$^{-1}$ | 1             | 1             |
| Hydride thickness /m | 0.027         | 0.025         |
| H$_2$ filter radius, r$_0$ /m | 0.003         | 0.003         |
| Hydraulic diameter d$_h$ /m | 0.003         | 0.003         |
| Reactor length L$_{MH}$ /m | 0.45          | 0.45          |

Table 2. Thermo-physical properties of the HTFs and stainless steel 316L.

| Parameter                     | SS316L | Graphite | Water (298 K) | Therminol VP-1 [6] (623 K) | Dry Air (293 K) |
|-------------------------------|--------|----------|--------------|---------------------------|-----------------|
| Density $\rho$/kg·m$^{-3}$    | 7990   | 2200     | 1000         | 761                       | 1.2             |
| Specific heat, $C_p$/J·kg$^{-1}$·K$^{-1}$ | 500     | 710     | 4180         | 2454                      | 1000            |
| Thermal conductivity /W·m$^{-1}$·K$^{-1}$ | 16.2   | 17.9    | 0.59         | 0.086                     | 0.025           |
| Dynamic viscosity /mPa·s | -      | -        | 0.89         | 0.177                     | $18.1 \times 10^{-3}$ |
| Cooling fluid temperature $T_c$ /K | -      | -        | 293          | 573                       | 293             |
| Heating fluid temperature $T_h$ /K | -      | -        | 353          | 623                       | 353             |
Table 1. The starting parameters utilized in the numerical model.

| Parameter                          | Value/Range       |
|------------------------------------|-------------------|
| Mg$_2$Ni                             |                   |
| LaNi$_5$                            |                   |
| Enthalpy of formation /kJ·mol$^{-1}$| 64.5/30.5         |
| Entropy of formation /J·mol$^{-1}$·K$^{-1}$ | 122.2/108         |
| Activation energy, abs-des/kJ·mol$^{-1}$ | 52.20/63.46       |
| Rate constant abs-des/s$^{-1}$       | 175/5452.2        |
| Density /kg·m$^{-3}$                 | 3200/8400         |
| Specific heat, M-MH/J·kg$^{-1}$·K$^{-1}$ | 697/419          |
| Max hydrogen capacity /wt%          | 3.6/1.39          |
| Porosity                            | 0.5/0.5           |
| Permeability /m$^2$                 | 1.3×10$^{-1}$/1.3×10$^{-1}$ |
| Effective thermal conductivity/W·m$^{-1}$·K$^{-1}$ | 1/1 |
| Hydride thickness /m               | 0.027/0.025       |
| H$_2$ filter radius, r/m            | 0.003/0.003       |
| Hydraulic diameter d$_h$ /m         | 0.003/0.003       |
| Reactor length L/ m                | 0.45/0.45         |

Figure 3. Simulation flowchart using an FEM package COMSOL MULTIPHYSICS.

To illustrate the mesh size independence, Figure 4 depicts the effect of mesh size on the temperature and the H$_2$ concentration profile of the Mg$_2$NiH$_4$ bed. As can be seen, there is a minute variation in the bed temperature and the hydrogen concentration with the mesh size varying between 4270–5734 elements (the curves coincide). Moreover, the performance indicators, such as discharging energy density (proportional to the integral of bed temperature over time), varied within an absolute error of 0.3%. A mesh size of 5219 elements was chosen for the subsequent part of the discussion.

A two-step model validation has been undertaken. In the first step, the metal hydride reactor’s numerical model was compared to the micro-scale (1 g) experimental data given by the authors of [41]. In the second step, the equations governing the PCM’s behavior were validated using the experimental data given by the authors of [46]. For the sake of brevity, the reader is referred to our previous work (See Figure 6, herein) [39].
3.2. Heat Transfer Versus Pumping HTF

This section investigates the relation between the heat transfer enhancement, and the pumping and blower (fan) powers in the different studied configurations. As is well-known from the fundamental viewpoint of heat and mass transfer, increasing the mass flow rate of the HTF increases the coefficient of convective heat transfer at the expense of the pumping power (since the pumping and fan power display a cubic-power dependence on mass flow rate (velocity)). Figure 5 depicts such a relation given the nature of the HTF. As shown in Figure 5a, water provides a high heat transfer coefficient compared to synthetic oil for a given mass flowrate/hydraulic diameter in the case of turbulent flow (forced convection). Given the operating conditions chosen here, the heat transfer coefficient in R1 (oil) can be as high as 6000 W·m$^{-2}$·K$^{-1}$, while in R2 (water), it reaches ~12,000 W·m$^{-2}$·K$^{-1}$ at a 1 kg s$^{-1}$ mass flow rate. Moreover, these values can also be high in the laminar flow regime (flat line), reaching ~157 and 926 W·m$^{-2}$·K$^{-1}$ for oil and water, respectively. These coefficients of convective heat transfer are accompanied by a maximum penalty of 11.5 and 9.98 W pumping power for oil and water, respectively.

In the case of forced convection using air as the HTF, the situation is quite overwhelming (See Figure 5b). First, the heat convection coefficient does not exceed 100 W·m$^{-2}$·K$^{-1}$, even with a high operational velocity of up to 30 m·s$^{-1}$. On the other hand, the fan power increases drastically, up to 460 W for such a small system, which, in turn, will deteriorate the storage system’s efficiency.

Next, given the selection of operation parameters (mass flow rate and geometrical parameters), the heat storage system’s dynamic performance was conducted under the heat transfer measures mentioned above.
3.3. The Effect of Convective Heat Transfer on the Performance of the Heat Storage System

Given the previous analysis of the relationship between the HTF’s mass flow rate and the convective heat coefficient, the heat charging/discharging performance under different convective heat transfer coefficients was evaluated. Before any discussion, it is appropriate to give the maximum energy storage density that this system holds. It is given by:

$$Q_{c,\text{max}} = \frac{\omega f(1 - \varepsilon)\rho_{\text{HTMH}}\Delta H_{\text{HTMH}}V_{\text{HTMH}}}{(V_{\text{HTMH}} + V_{\text{LTMH}})}$$

(34)

Using the thermophysical and geometrical parameters given in Table 1, one gets the maximum energy storage density of 755.3 MJ·m$^{-3}$. In this subsection, and the following ones, the half-cycle duration is fixed to 3 h [2]. The heat convection coefficient on the high-temperature metal hydride bed (R1) is fixed at $h_0 = 750$ W·m$^{-2}$·K$^{-1}$. Note that for an HTMH, previous studies have reported a heat transfer coefficient of synthetic oils in the range of 500 to 1500 W·m$^{-2}$·K$^{-1}$ [1,20,21]. Simulations are performed by varying the $h_1 = r_h \times h_0$, with the $r_h$ value changing between 0 and 2. This analysis shows how a mismatch between the heat transfer coefficients of the coupled beds can affect the heat storage performance. Figure 6 summarizes the dynamic performance of the heat storage system in Config. 1. Figure 6a depicts the temporal variation of the average reaction fraction. As can be seen, when the LTMH bed (R2) is under a natural convection, $r_h = 0.015$, the dynamic thermal response of the heat storage system is mediocre. During the first half cycle, the LaNi$_5$ in R2 only absorbs 20% of its maximum hydrogen capacity. The temperature of the beds is almost uniform, following the operating temperature (Figure 6b). One should note that during the heat discharging step, the mean temperature increase in the HTMH is only 1.6 °C (the difference between the red line and the blue dashed line on Figure 6b). As can be seen in Figure 6c, the driving force of the reaction (the difference between the gas pressure and the LTMH equilibrium pressure) is only 0.2 bar throughout the heat charging process. In addition, note that there is no performance improvement during the heat discharging step. Therefore, in configuration 1, the LTMH bed becomes the design’s bottleneck, as it cannot suck at a sufficiently high rate the hydrogen released from R1.

Figure 5. The convective heat transfer coefficient and the HTF displacement work as a function of the HTF’s flow rate. (a) Synthetic oil and water as the HTF. (b) Air as the HTF.
absorbs 20% of its maximum hydrogen capacity. The temperature of the beds is almost uniform, following the operating temperature (Figure 6b). One should note that during the heat discharging step, the mean temperature increase in the HTMH is only 1.6°C (the difference between the red line and the blue dashed line on Figure 6b). As can be seen in Figure 6c, the driving force of the reaction (the difference between the gas pressure and the LTMH equilibrium pressure) is only 0.2 bar throughout the heat charging process. In addition, note that there is no performance improvement during the heat discharging step. Therefore, in configuration 1, the LTMH bed becomes the design’s bottleneck, as it cannot suck at a sufficiently high rate the hydrogen released from R1.

Figure 6. Dynamic characteristics of Config. 1: (a) Temporal profile of the H₂ reacted fraction, (b) temporal profile of the average bed temperature, (c) temporal profile of the hydrogen and equilibrium pressures of the hydride materials.

Obviously, by increasing the heat transfer conditions of R2 (i.e., adopting forced convection by using Config. 2 or 3), the performance significantly enhances. In Figure 7a, the amount of hydrogen exchanged between the beds rapidly increases to 83% when \( r_h = 0.15 \) (Config. 2). This is because of an improved chemical driving force (as high as 3.6 bar) as can be seen in Figure 7c. To assess the heat discharging performance, the improved driving force leads to an increase in the mean temperature of the HTMH up to 16.3°C (see Figure 7b).

Figure 8 shows the dynamic characteristics of Config. 3, where \( r_h = 1 \). This corresponds to forced convection, where \( h_1 = h_0 = 750 \text{ W} \cdot \text{m}^{-2} \cdot \text{K}^{-1} \). As can be seen in Figure 8a, the beds exchange almost 100% of the hydrogen during the heat storage process. The reason for the improved dynamic is the high-pressure difference that exists between the hydride beds as comparable as the one in Config. 2 (see Figure 8c). On the other hand, Figure 8b shows that under the heat transfer conditions of \( r_h = 1 \), the average HTMH temperature increases to 19.3°C during the heat discharging process. We conducted further simulations with the \( r_h \) value increasing beyond one, and the results showed minute or no improvement in the dynamic features of the hydride-based heat storage systems. These observations show that during the design of metal hydride-based heat storage systems, the choice of operating conditions (namely, the mass flow rate) should be made so that the paired beds’ heat transfer coefficients are close to each other.
Figure 7. Dynamic characteristics of Figure 2: (a) Temporal profile of the H₂ reacted fraction, (b) temporal profile of the average bed temperature, (c) temporal profile of the hydrogen and equilibrium pressures of the hydride materials.

Moreover, it is shown that active heat transfer techniques are necessary to have a satisfactory performance. The effect of the active heat transfer enhancement on the performance is evaluated and shown in Figure 9. As can be seen, when \( r_h = 0.015 \), which corresponds to a natural convection on the LTMH bed \( (h_1 = 12 \text{ W} \cdot \text{m}^{-2} \cdot \text{K}^{-1}; \text{Config. 1}) \), the output energy density is 196.29 MJ·m⁻³, with a corresponding specific power output of 30.12 W (kg-Mg₂Ni)⁻¹. The increase in the ratio \( r_h \) to 0.15 (Config. 2) considerably increases the energy density and specific power outputs to 612.86 MJ·m⁻³ and 91.8 W (kg-Mg₂Ni)⁻¹, respectively, which are a 212.22% and ~204% improvement compared to the performance of Config. 1, respectively. A further augmentation of \( r_h \) to 1 (Config. 3) brings about little improvement (9.2%) in the system’s performance, with a value of system energy density of 670 MJ·m⁻³. However, the specific power output of Config. 1 increased by 38.51% compared to that of Config. 2. Overall, increasing the \( r_h \) value beyond one leads to an asymptotic energy storage density that is close to the maximum (755.3 MJ·m⁻³), which utilizes more than 88.7% of the storage capacity.

As energy storage efficiency depends on the nature of the heat transfer fluid used, Figure 9 also gives a performance indicator for water and air. During natural convection (Config. 1), the energy storage efficiency is 60.34%, a similar value to the use of either water or air as an HTF, as found in Figure 5. On the other hand, Config. 3 displays a better energy storage. However, using air in forced convection leads to a deterioration in the energy storage efficiency to 37.07%, which is due to the negative influence of the ~78% heat transfer improvement in the fan power’s efficiency. These results suggest that water and synthetic oil should be recommended as HTFs in hydride-based heat storage systems.
Figure 8. Dynamic characteristics of Config. 3: (a) Temporal profile of the H\textsubscript{2} reacted fraction, (b) temporal profile of the average bed temperature, and (c) temporal profile of the hydrogen and equilibrium pressures of the hydride materials.

Figure 9. The performance indicators are energy density, specific power output, and energy storage efficiency.
3.4. The Effect of Thermal Conductivity Improvement on the System’s Performance

Figure 10 shows the effect of thermal conductivity augmentation by inserting a volume fraction of graphite into each bed, R1 and R2. During the simulation, the coefficients of convective heat transfer, \( h_0 \) and \( h_1 \), were assumed to be equal to 750 W·m\(^{-2}\)·K\(^{-1}\) (Config. 4). It is obvious from the graph that the increase in graphite fraction \( f_m \) increases the performance by reducing the time of the heat charging and discharging process. For instance, when there is no addition of graphite \((f_m = 0)\), the heat discharging completes after ca. 2 h. However, an addition of 2% graphite reduces the discharging time to 1 h 42 min. A further increase in the graphite fraction to 15% reduces the discharging time to 41 min. From the temperature profile in Figure 6b, we can see that although graphite insertion reduces the cycling time, the peak temperature (the maximum bed temperature) decreases accordingly. Moreover, it is seen that each bed, R1 or R2, dissipates heat quickly, which means that the amount of heat stored in the bed decreases with an increase in the graphite addition.

Figure 10c portrays the performance indicators of the heat storage system. The energy storage density decreases by 13.7% as the graphite volume fraction increases from 0 to 15% (i.e., 669.77 MJ·m\(^{-3}\) and 577.97 MJ·m\(^{-3}\) for \( f_m = 0 \) and 15%, respectively). On the other hand, the specific power output increases significantly with a graphite addition by...
up to 195.9% compared to the storage system without a graphite addition. However, the energy storage efficiency falls from 78.13 to 73.82%, with the volume fraction of graphite increasing from 2% to 15%.

3.5. The Effect of Phase Change Material on the System’s Performance

Here, we analyze the performance of Config. 5. This design can attract further research interest since it has not been well considered yet in the literature. The selection of the phase change material should be critical since it should match the thermal behavior of the LTMH bed. For the simulations, we have chosen two different commercially available organic-based phase change materials [47]. Their properties are listed in Table 3. It can be seen in the table that the only difference between these materials is the transition (melting) temperature. Moreover, for the last parameter used, the PCM jacket volume is equal to 3.5 times the volume of R2. As a result, the theoretical energy storage density decreases to 404.2 MJ m⁻³.

Figure 11a shows the average reacted fraction, the temperature profile, and the heat storage system’s performance indicators. It is seen that when using RT31 during the heat charging process, LaNi₅ absorbs 50.7% of its maximum H₂ capacity, while in the heat discharging process, only 11.2% of the hydrogen is restored. It can be seen that when using a phase change material with a high melting temperature, RT42 can significantly improve the behavior. In this case, the LaNi₅ bed absorbs 43.74% during the heat charging process, while restoring 34.71% during the heat discharging process, which is almost 79.34% of the hydrogen absorbed.
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**Figure 11.** The influence of phase change materials on the performance of the heat storage system: (a) Temporal profile of the H₂ reacted fraction, (b) temporal profile of the average bed temperature, and (c) the performance indicators are energy density, specific power output, and energy storage efficiency.
The imbalance in the beds’ temperature can explain the decrease in the hydrogen inventory during the heat storage cycle. As the H₂ desorption process is temperature-dependent, the LTMH bed’s temperature (equilibrium pressure) is not high enough to drive a high amount of H₂ to the HTMH bed. Moreover, it is seen in Figure 11b that during the heat discharging step, the LaNi₅ bed using RT31 cools down quicker than that using RT42.

Based on the discussion mentioned above, the performance of the heat storage system used in Config. 5 is straightforward and is depicted in Figure 11c. As can be seen in this figure, the energy density and specific power outputs when using RT42 are ca. 142 MJ m⁻³ and 48 W (kg-Mg₂Ni)⁻¹, respectively. Note that the energy density is more than three times inferior to that of the other configurations due to the non-completion of the hydrogen absorption/desorption and the inclusion of the PCM-jacket volume in the calculation. Although the utilization of phase change material as a passive heat transfer technique is expected to improve the energy storage efficiency, it is strongly noticed that this is not the case. By using RT42, the energy efficiency of 48.98% has been reached, which falls short compared to that of Config. 2 and Config. 3 (Figure 9), for which the peak efficiencies are 66.38% and 78.5%, respectively.

To gain more insight into the heat and mass transfer phenomena in Config. 5, the beds’ temperature, H₂ reacted fraction, and PCM melting fraction distributions are plotted in Figure 12 at different times. Initially, all the beds are at a constant temperature of 293K. As time proceeds (t = 1, 60, 120 min), there is a sudden increase in the bed temperature in R1 to 623 K, the applied heat charging temperature, and in R2 to 343 K, due to abrupt hydrogen absorption. Meanwhile, the PCM temperature increases rather slowly due to its low thermal conductivity.

![Temperature spatial distribution](image)

**Figure 12.** Temperature spatial distribution in computational volume at different time intervals during the heat charging/discharging process.

However, the contours in Figure 13 show a clear demarcation of the reaction front. While the reaction front is parallel to the reactor wall in R1, it is not uniform in R2 (R2 is sandwiched between a cold PCM jacket and a hot connecting pipe filled with hot hydrogen gas coming from R1) at times superior to 1 min. In addition, at the beginning of the
heat discharging process \((t = 210 \text{ min})\), it is remarked that almost all of the phase change material has melted, while LaNi5 is partially hydrogenated. This implies that either the PCM volume was not judiciously sized to absorb all of the available heat in R2, or the PCM properties were not well suited to this application. In such a situation, an optimization process is required and will be presented in a future publication.

Table 3. Thermo-physical properties of Rubitherm-based phase change materials [47].

| PCM | Melting Temperature/°C | Density, Solid/Liquid/kg m\(^{-3}\) | Thermal Conductivity/W m\(^{-1}\)K\(^{-1}\) | Specific Heat, Cp/J kg\(^{-1}\)K\(^{-1}\) | Latent Heat of Fusion/kJ kg\(^{-1}\) | Volumetric Heat Capacity/MJ m\(^{-3}\) |
|-----|------------------------|---------------------------------|--------------------------------|--------------------------------|----------------------------|-----------------------------|
| RT31 | 31         | 880/760                      | 0.2                           | 2000                          | 165                       | 145                         |
| RT42 | 42         | 880/760                      | 0.2                           | 2000                          | 165                       | 145                         |

Figure 13. \(\text{H}_2\) reacted fraction/PCM liquid fraction spatial distribution in computational volume at different time intervals during the heat charging/discharging process.

4. Conclusions

A thermal energy storage system’s performance based upon a two-tank metal hydride has been investigated in this study. The effect of heat transfer measures on performance criteria, such as energy storage density, storage efficiency, and specific power density has been analyzed and discussed in detail. These heat transfer measures encompass active (forced convection) and passive measures (natural convection, a PCM jacket, and thermal conductivity augmentation). The results showed that a TES working with forced convection provides better performance in terms of power output at the expense of energy storage efficiency, since part of the available energy is used to improve the system’s heat transfer. However, thermal conductivity augmentation (Config. 4) is recommended, as it leads to better performance among the passive techniques. The use of PCM can be potentially promising if the PCM is appropriately chosen. Primarily, it is shown that the transition temperature of the phase change should be above 40 °C in order for the low-temperature metal hydride to restore the hydrogen absorbed in the first half cycle of the
process. Alternatively, for future study, the selection of a low-temperature metal hydride with a cold start capability, such as an AB2 type hydride, should be a promising option.
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**Nomenclature**

- \( Cp \): Heat capacity (J kg\(^{-1}\) K\(^{-1}\))
- \( Cf \): Hydraulic friction factor
- \( CP \): Connecting pipe
- \( D \): Diameter (m)
- \( dh \): Hydraulic diameter (m)
- \( E_{a,d} \): Activation energy (J mol\(^{-1}\))
- \( fm \): Graphite volume fraction
- \( h_{0,1} \): Convective heat transfer coefficient (W m\(^{-2}\) K\(^{-1}\))
- \( HTF \): Heat transfer fluid
- \( HTMH \): High-temperature metal hydride
- \( \Delta H \): Reaction heat (J mol\(^{-1}\) H\(_2\))
- \( k_{a,d} \): Reaction rate constant (s\(^{-1}\))
- \( Keff \): Permeability (m\(^2\))
- \( L \): Reactor length (m)
- \( LT MH \): Low-temperature metal hydride
- \( M_g \): H\(_2\) molecular weight (kg mol\(^{-1}\))
- \( m \): Mass flow rate (kg s\(^{-1}\))
- \( \vec{n} \): Outward normal unit vector to the heat transfer interfaces
- \( Nu_{Dp} \): Nusselt number
- \( P \): Pressure (Pa)
- \( PCM \): Phase change material
- \( Pr \): Prandtl number
- \( \Delta P \): Hydraulic pressure drop (Pa)
- \( Q \): Heat exchanged (J)
- \( r \): Radius (m)
- \( Rd \): Rayleigh number
- \( R_g \): Universal gas constant J mol\(^{-1}\) K\(^{-1}\)
- \( Re_{Dp} \): Reynolds number
- \( \Delta S \): Entropy change of the reaction (J mol\(^{-1}\) K\(^{-1}\))
- \( T \): Temperature (K)
- \( t \): Time (s)
- \( \Delta T \): HTF temperature difference (K)
- \( \vec{V} \): Velocity (m s\(^{-1}\))
- \( V \): Volume (m\(^3\))
- \( wt \): H\(_2\) weight capacity (%)
- \( \alpha \): Conversion fraction, thermal diffusivity in Equation (23) (m\(^2\) s\(^{-1}\))
- \( \beta \): Thermal expansion in Equation (23) (K\(^{-1}\))
- \( \epsilon \): Bed porosity
- \( \eta \): Power efficiency of pump and motor, energy storage efficiency
- \( \nu \): Kinematic viscosity (m\(^2\) s\(^{-1}\))
- \( \rho \): Density (kg m\(^{-3}\))
- \( \alpha_{eq} \): Superscript — Spatial average
- \( a \): Activation, absorption
- \( c \): Cooling, charging
- \( d \): Desorption, discharging
- \( f \): fluid
- \( g \): gas
- \( h \): heating
- \( i \): inlet
- \( l \): liquid
- \( m \): melting
- \( MH \): Metal hydride
- \( o \): outlet
- \( s \): storage system, solid
- \( w \): water
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