Vocal emotion adaptation aftereffects within and across speaker genders: Roles of timbre and fundamental frequency
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ABSTRACT

While the human perceptual system constantly adapts to the environment, some of the underlying mechanisms are still poorly understood. For instance, although previous research demonstrated perceptual aftereffects in emotional voice adaptation, the contribution of different vocal cues to these effects is unclear. In two experiments, we used parameter-specific morphing of adaptor voices to investigate the relative roles of fundamental frequency (F0) and timbre in vocal emotion adaptation, using angry and fearful utterances. Participants adapted to voices containing emotion-specific information in either F0 or timbre, with all other parameters kept constant at an intermediate 50% morph level. Full emotional voices and ambiguous voices were used as reference conditions. All adaptor stimuli were either of the same (Experiment 1) or opposite speaker gender (Experiment 2) of subsequently presented target voices. In Experiment 1, we found consistent aftereffects in all adaptation conditions. Crucially, aftereffects following timbre adaptation were much larger than following F0 adaptation and were only marginally smaller than those following full adaptation. In Experiment 2, adaptation aftereffects appeared massively and proportionally reduced, with differences between morph types being no longer significant. These results suggest that timbre plays a larger role than F0 in vocal emotion adaptation, and that vocal emotion adaptation is compromised by eliminating gender-correspondence between adaptor and target stimuli. Our findings also add to mounting evidence suggesting a major role of timbre in auditory adaptation.

1. Introduction

Emotional signals in human speech form an important part of our daily life and are fundamental for successful vocal communication. Therefore, it is not surprising that humans are strikingly good at recognizing emotions in vocal signals and seem to have somewhat culture-independent representations of vocal patterns signaling discrete emotions (Juslin & Laukka, 2003; Laukka & Elfenbein, 2021). At the same time, the system is highly flexible and constantly adapts to the perceptual configuration of the environment (Pérez-González & Malmierca, 2014; Stilp, 2020; Webster et al., 2005). A hallmark of this flexibility is the phenomenon of adaptation: prolonged exposure to a stimulus feature leads to a decreased response of dedicated neuron populations, which subsequently fire more vigorously when the stimulus feature changes (Grill-Spector et al., 2006). Along the auditory processing pathway, this form of stimulus-specific adaptation can be found as early as in the inferior colliculus, but has been most widely reported in the auditory cortex of both humans and animals (for a review, see Pérez-González & Malmierca, 2014). Note that we differentiate adaptation from habituation, which is commonly understood as a simple form of learning. Behaviorally, perceptual adaptation manifests in profound contrastive aftereffects, which take the form of a bias towards perceiving stimulus features opposite of the adapted stimulus quality. Initially reported for basic stimulus qualities such as color or motion (Mather et al., 1998), such contrastive aftereffects were later demonstrated for a variety of complex social stimuli as well: In vision, adaptation was found for distorted faces (Webster & Maclin, 1999), facial gender, ethnicity (Webster et al., 2004), identity, (Leopold et al., 2001), age (Schweinberger et al., 2010), emotion (Fox & Barton, 2007; Webster et al., 2004), or eye gaze (Jenkins et al., 2006). In the auditory domain, adaptation was found for voice identity (Zäskë et al., 2010), gender (Hubbard & Assmann, 2013; Schweinberger et al., 2008; Skuk et al., 2015; Zäskë et al., 2010).
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et al., 2009), age (Zäske et al., 2013; Zäske & Schweinberger, 2011) and emotion (Bestelmeyer, Rouger, et al., 2016; Skuk & Schweinberger, 2013). In the domain of identity perception, a recent paper indicates that individual differences in voice adaptation are linked to voice perception skills (Bestelmeyer & Mühl, 2021). Overall, the above findings suggest that adaptation forms a relevant and general mechanism of the human perceptual system.

1.1. Adaptation to vocal emotion

Many recent studies on vocal emotion adaptation use voice morphing technology (Kawahara et al., 2008; Kawahara & Skuk, 2019), which is an efficient tool to control for emotional information in the voice (e.g. Whiting et al., 2020). Bestelmeyer, Rouger, et al. (2010) were the first who showed consistent aftereffects for vocal emotions. After prolonged exposure to angry /a/-vowels, participants classified stimuli from a morphed angry-fearful continuum as more fearful, and vice versa after exposure to fearful sounds. According to a framework by Schirmer and Kotz (2006), vocal emotion processing follows multiple steps, with an initial analysis of acoustic cues, followed by allocation of emotional significance and higher-order cognitive processes such as evaluative judgements. Adaptation to vocal emotion occurs on all these stages. Using functional magnetic resonance imaging, Bestelmeyer et al. (2014) showed that low-level acoustic analyses and abstract emotional representations could be dissociated by neuronal adaptation in distinct brain areas. Further evidence for adaptation on later integrative stages has been provided by cross-modal (face-to-voice) and cross-domain (voice-to-music) aftereffects (Bowman & Yamauchi, 2017; Pye & Bestelmeyer, 2015; Skuk & Schweinberger, 2013). In event-related potential (ERP) studies on vocal gender and identity (Schweinberger et al., 2011; Zäske et al., 2009), adaptation induced attenuations of both early frontocentral N1 and P2 components and a later parietal P3 component. For vocal emotion processing, the N1 has been linked to low-level acoustic cue analysis in auditory areas, whereas the P2 presumably reflects higher level integrative analysis, including emotional saliency (Paulmann & Kotz, 2018). Although no study to date directly tested how these ERP components are affected by adaptation in vocal emotions, it seems plausible to assume that adaptation would occur at both early acoustic-bound and later integrative stages.

1.2. Role of different acoustic parameters

Different emotional states are associated with distinct physiological changes in the whole vocal production system (including muscular tension, vocal fold vibration, vocal tract alteration, blood flow or heart rate), resulting in different patterns of acoustic cues (Banse & Scherer, 1996; Juslin & Laukka, 2003; Scherer, 1986). For example, fearful voices may sound high-pitched and trembling, angry ones may sound loud and harsh (Brück et al., 2011), whereas smiling may result in a bright voice quality due to increased formant frequencies (Tartter, 1980). In fact, all vocal parameters related to fundamental frequency (F0, perceived as pitch), amplitude (perceived as loudness), timing (e.g. speech rate) or timbre (voice quality) seem to be important for vocal emotion recognition (Juslin & Laukka, 2003). For voice adaptation, however, the role of different acoustic cues is less well understood. Whereas a seminal study by Schweinberger et al. (2008) suggested that voice adaptation depends on high-level information but not on F0/pitch, Hubbard and Assmann (2013) came to the opposite conclusion that F0 is a crucial parameter for voice adaptation. As a limitation, neither of these studies used adaptor stimuli that sounded like human voices, to test the contribution of F0, Skuk et al. (2015) the first time addressed this question for vocal gender with a different approach, by selectively testing the relative importance of F0 and timbre while keeping the respective other cues constant at a gender-uninformative level. Intriguingly, while both parameters were equally important for voice classification, timbre played a much larger role for vocal gender adaptation than F0. Recently, Piazza et al. (2018) suggested that timbre plays a crucial role in adaptation to a variety of natural sounds, including human voices, environmental sounds, and musical instruments. By definition, timbre reflects a combination of several parameters (e.g. formant frequencies or spectral energy distribution), as it is “the difference between two voices of identical F0, intensity and temporal structure” (ANSI, 1973). Based on an absence of aftereffects following adaptation to a single aspect of timbre, Piazza et al. (2018) argued that timbre adaptation depends on integrating all timbral features into a holistic percept of an auditory object. Thus, while the role of acoustic cues for vocal emotion adaptation remains unclear, evidence from other acoustic domains suggest a predominant role of timbre.

1.3. The present study

In the present study, we aimed at comparing the role of timbre and F0 for vocal emotion adaptation, using an approach very similar to Skuk et al. (2015). Using the voice-morphing software TANDEM-STRAIGHT (Kawahara et al., 2008; Kawahara et al., 2013), we generated stimuli with controlled acoustics, with some adaptor stimuli conveying specific emotional information either in F0 or timbre parameters only. Importantly, we kept the other parameters from the voice at a non-informative intermediate morph-level, preserving the “human-likeness” of the stimuli. Based on the studies from other domains reviewed above, we predicted that timbre would play a larger role than F0 for vocal emotion adaptation.

From an ecological perspective, we also considered that (unlike age or gender) emotions are dynamic social signals requiring constant monitoring within communication. This is because emotion can change within an ongoing interaction, and if this is the case, it may signal that something needs immediate attention (Young et al., 2020). To investigate the interactive processing of speaker gender and emotion, we assessed parameter-specific adaptation effects both in a same-gender (Experiment 1) and a cross-gender (Experiment 2) design. To date, only one study tested cross-categorical aftereffects of adaptation to speaker age and gender (Zäske et al., 2013), but did not control for F0 or other acoustic features separately. While adaptation to gender was unaffected by a change in age between adaptor and target voice, adaptation effects to vocal age were reduced by a change of vocal gender. Whether vocal emotion adaptation is affected by gender-correspondence remains unclear but is of particular interest here because a change of speaker gender between adaptor and target entails substantial acoustic changes that require recalibration (Gelfer & Mikos, 2005). Female and male voices differ both in terms of F0 and timbre. Specifically, female voices are higher in pitch, have higher formant frequencies and a breathier quality (Gelfer & Mikos, 2005; Klett et al., 1990), and exhibit enhanced F1-F2 formant vowel spaces compared to men (e.g. Eichhorn et al., 2018). Although gender-related acoustic changes are irrelevant to the task, the degree to which emotion adaptation will be preserved in the cross-gender design should inform us about the functional locus of adaptation aftereffects. To the extent that these effects operate at the level of acoustic cues of F0 or timbre, which both differ substantially between male and female voices, we considered that they should be compromised or abolished in the cross-gender design. Conversely, to the extent that these effects operate at the level of more abstract emotion categories, they should be preserved in this situation.

2. Experiment 1

2.1. Method

2.1.1. Listeners

Due to the novelty of the present design and the resulting lack of information on effect sizes from previous research, we conducted an a-priori Power analysis for repeated measures ANOVAs (number of measurements = 3 adaptor morph types) with a medium effect size
(f = 0.25), an α = .05, and a desired power of .80, using G-Power 3 (Faul et al., 2007), which yielded a required minimum sample size of 28. We collected data from 36 participants, all students of the Friedrich Schiller University of Jena, native German speakers, without neurological, psychiatric, or hearing impairments. All were compensated with course credit. Data from six participants had to be removed (n = 1 being a non-native German speaker, n = 2 exceeding the &lt;2.5%-criterion for missing trials in the adaptation task, n = 3 due to a technical maladjustment during data collection). The final sample used for data analysis consisted of 30 participants (15 females, 15 males, aged 18 to 26 years [M = 21.57; Mdn = 21.50; SD = 2.30], 5 left-handed).

2.1.2. Stimuli

2.1.2.1. Original audio recordings. We selected original audio recordings from a database of vocal actor portrayals provided by Sascha Frühholz from the Department of Cognitive and Affective Neuroscience of the University of Zurich, that were similar to the ones used in Frühholz et al. (2015). To create the stimuli for the present study, we used four pseudowords (/molen/, /namil/, /loman/, /belam/), spoken by 4 speakers (2 male, 2 female) in a fearful and angry emotion.

2.1.2.2. Voice morphing. We created pairwise morphs between fearful and angry expressions of the same speaker and pseudoword using TANDEM-STRAIGHT (Kawahara et al., 2008; Kawahara et al., 2013). This allowed resynthesizing of voices on the fear/anger-continuum, with independent control of different speech parameters. For a more detailed description and interpretation of the individual TANDEM-STRAIGHT parameters, please refer to the overview by Kawahara and Skuk (2019).

Target stimuli. Morphed stimuli were created in 7 target morph levels (tML), encompassing equidistant 10% steps from 20/80 (anger/fear, in %) to 80/20. In total, all combinations of 4 (speakers) x 4 (pseudowords) x 7 (tML) resulted in 112 target stimuli.

Adaptor stimuli. Four types of morphed stimuli were created as adaptors: (1) Full adaptors, with all TANDEM-STRAIGHT parameters taken from fearful or angry utterances, with only time kept at the intermediate (50/50) level. (2) F0 adaptors, with the F0-contour of either fear or anger, but with timbre (encompassing the TANDEM-STRAIGHT parameters formant frequencies, spectral level information, and aperiodicity in conjunction) and time (resulting from an interpolation of time anchor positions) kept at the intermediate morph level. (3) Timbre adaptors, comprising timbre information of anger or fear, but with F0 and time kept at the intermediate morph level. (4) Ambiguous adaptors, with all parameters kept at the intermediate morph level. Please refer to Fig. 1 for a visualization of spectral properties and fundamental frequency contour of representative stimulus examples.

This resulted in 7 adaptation conditions: adaptor morph type (aMType: Full, Tbr, F0) x adaptor emotion (aEmo: fea, ang) plus the ambiguous condition (amb). In summary, all combinations of 4 (speakers) x 4 (pseudowords) x 7 (adaptation conditions) resulted in 112 adaptor stimuli. Note that ambiguous adaptors were used to create a baseline condition in which no systematic aftereffects were expected. Time was kept at the intermediate morph level in all adaptation conditions, to avoid any influence of this parameter on the adaptation aftereffect.

Using Praat software (Boersma, 2018), all morphed stimuli were root-mean-square normalized to 70 dB SPL. Please refer to Table 1 for stimulus characteristics of targets and adaptors.
The experiment consisted of two parts: an adaptor-classification task and an adaptation task. Participants completed 14 blocks of 56 trials each (7 adaptation conditions, blocked for speaker sex). These blocks were presented in pseudorandomized order with a few constraints: the adaptation blocks of the same parameter appeared after another. Order of emotion adaptation was counterbalanced across participants: Half of the participants always completed the fearful blocks for a given parameter before the angry blocks of the same parameter, with the reversed pattern for the other half, respectively. Within the emotion conditions, however, the order of presentation of speaker sex blocks was randomized.

The trial procedure was the following: each block consisted of an adaptation and a response phase (Fig. 2). During the adaptation phase, 16 adaptor stimuli (2 speakers × 4 pseudowords × 2 presentations) were presented in random order with a red fixation cross on the computer screen and participants were instructed to listen attentively. After the adaptation phase, the response phase started, as signaled to the participants by a message (“Now it starts”) in red font for 3000 ms. Here, trial procedure and response collection were as in the adaptor classification task described above, except that every fourth trial, a red fixation cross appeared between trials and another top-up adaptor was presented. This was done to periodically refresh the adaptation level during the response phase, while keeping experimental duration within practical limits. Note that previous research demonstrated the efficiency of single top-up stimuli (Jenkins et al., 2006; Schweinberger et al., 2007). Crucially, both adaptors from the preceding adaptation phase and top-up adaptors were always of the same gender as the target voices in a given response phase. However, note that for any given target voice, the preceding top-up adaptors were always from a different speaker and different pseudoword. Participants completed a short practice phase with 16 adaptor and 32 target trials prior to the main adaptation block, using stimuli that were not used thereafter. Individual self-paced breaks were allowed between blocks of 56 trials. A total number of 784 (56 trials × 14 blocks) adaptation trials were presented in the adaptation task. Total duration of the experiment was between 60 and 70 min.

Post-experimental questionnaire. After the adaptation experiment, participants completed a computerized version of the Autism Quotient Questionnaire (AQ, Baron-Cohen et al., 2001; Freitag et al., 2007). Analysis of the AQ was fully explorative and can be found on the associated OSF Repository (https://osf.io/qzjfd/).

The experiment was in line with the ethical guidelines of the German Society of Psychology (DGPs) and all participants gave informed consent prior to participation.

2.1.4. Data collection and analysis

Both errors of omission and reaction times (RTs) < 200 ms were excluded from the data. Data was analyzed using R Version 4.0. (R Core Team, 2020). Analysis of variances (ANOVA) were performed with the R-package “ez” (Lawrence & Lawrence, 2016), using epsilon corrections for heterogeneity of covariances throughout (Huynh & Feldt, 1976). Where appropriate, two-sided paired sample t-tests were computed to follow up on significant interactions, and Bonferroni corrections to adjust α-levels were applied where necessary (Abdi, 2007).

To analyze adaptation aftereffects, we fitted Cumulative Gaussian functions to responses along target continua. Cumulative Gaussians are defined by two parameters: the mean, or the point of subjective equality (PSE), marks the point on the x-axis at which the function crosses 0.5 on the y-axis. In the present context, this indicates, for each condition, the morph level at which participants were equally likely to give an ‘angry’- or a ‘fearful’-response. The second parameter, the standard deviation (SD), directly reflects the slope, with smaller SDs corresponding to steeper slopes. As we expected adaptation to cause a shift in the fitted cumulative functions along the x-axis, we considered the PSE as the primary dependent variable.

2.2. Results

Here, we only report results that were of primary interest for the purpose of this study. Further documents, including supplemental figures and tables, analysis scripts (including response times), and raw data can however be found on the associated OSF Repository (https://osf.io/qzjfd/).
A) Adaptation Phase

B) Response Phase

Fig. 2. Experimental trial design of the Adaptation Task, A) adaptation phase and B) response phase.

Note. Dur = duration.

2.2.1. Adaptor classification

The adaptor classification task provided some information about participants’ explicit perception of the stimuli that were later used as adaptors in the adaptation experiment. Note that while the ambiguous adaptation condition provides an important reference, it cannot be included in an orthogonal 2 × 3 design with factors Emotion (ang, fea) and Morph Type (Full, Tbr, F0), since morph type is meaningless when all parameters are set to 50/50. Accordingly, we analyzed data in a two-way step way: First, we performed an ANOVA, excluding the ambiguous ones, averaged across the factor Morph Type. We analyzed the proportion of ‘angry’-responses to the stimuli in an initial 3 × 2 × 2 × 2 mixed-effects ANOVA with the within-subject factors Morph Type (MType: Full, F0, Tbr), Emotion (Emo: ang, fea), and Speaker Sex (SpSex: SpSex: m, f), and the between-subject factor Listener Sex (LSex: male, female). Please refer to Table 2 for a summary of significant main effects and interactions. For descriptive data, please refer to Fig. 3.

As expected, a prominent main effect of Emo confirmed that angry stimuli were perceived as more angry than fearful ones (Ms ± SEMs = 0.78 ± 0.02 and 0.07 ± 0.01, respectively). The main effect of SpSex indicated that male speakers were perceived as angrier more often than female speakers (0.46 ± 0.01 and 0.39 ± 0.02, respectively). Most importantly, there was a significant interaction of Emo x MType. The effect of MType was a significant for both fearful and angry stimuli revealed significant differences between all three morph types, respectively.

In order to compare the ambiguous condition with the other conditions, we computed an ANOVA with factors Emo (ang, amb, fea), LSex (male, female), and SpSex (SpSex: m, f), and the between-subject factor Listener Sex (LSex: male, female). As expected, we found the main effect of Emo; F(2, 56) = 474.34, p < .001, ηp² = .944. Both fearful and angry adaptors differed significantly from ambiguous adaptors, |t(29)| ≥ 10.55, p < .001, indicating that these were indeed perceived as ambiguous. At the same time, a t-test against guessing rate (.5), t(29) = −6.21, p < .001, showed that the perception of ambiguous stimuli displayed a bias towards fearfulness, in line with the finding that angry classification rates for angry Full Morphs also remained below 100% (cf. Fig. 3).

In summary, all fearful and angry adaptors were classified correctly well above chance, as expected, but classification performance was also affected by morph type, such that full morphs were classified best. By comparison, classification performance was reduced for timbre, and was lowest for fearful stimuli.

Table 2

| Effect                  | Experiment 1 | Experiment 2 |
|------------------------|--------------|--------------|
|                        | F | df1 | df2 | d | p | ηp² | F | df1 | df2 | d | p | ηp² |
| MType                  | .678 | 2 | 56 | .002 | .195 | 11.14 | 2 | 54 | < .001 | .292 |
| Emo                    | 925.70 | 1 | 28 | < .001 | .971 | 710.50 | 1 | 27 | < .001 | .963 |
| SpSex                  | 24.69 | 1 | 28 | < .001 | .469 | 34.20 | 1 | 27 | < .001 | .559 |
| LSex x SpSex           | 4.33 | 1 | 28 | .047 | .134 | 3.21 | 1 | 27 | .084 | .106 |
| MType x Emo            | 76.33 | 2 | 56 | < .001 | .732 | 59.27 | 2 | 54 | < .001 | .687 |
| MType x SpSex          | 3.41 | 2 | 56 | .040 | .108 | 7.78 | 2 | 54 | < .001 | .224 |
| Emo x SpSex            | 22.13 | 1 | 28 | < .001 | .441 | 23.14 | 1 | 27 | < .001 | .462 |

Note. Mixed-effects ANOVA with the within-subject factors Morph Type (MType: Full, F0, Tbr), Emotion (Emo: ang, fea), and Speaker Sex (SpSex: m, f), and the between-subject factor Listener Sex (LSex: male, female) for Experiment 1 and 2.
even reduced to a greater extent for F0 morphs.

2.2.2. Adaptation experiment

2.2.2.1. Cumulative Gaussian fits. Cumulative Gaussian functions were fitted for each participant and adaptation condition (2 aEmo × 3 MType + amb), resulting in a total number of 210 fits. On average, fits were excellent in terms of $R^2$ ($M = 0.94$, $SD = 0.04$, range: 0.66–0.99, $N = 210$). Note that only 3 out of 210 fits had an $R^2 < .70$.

Again, the analysis followed a two-step rationale: First, we analyzed data without the ambiguous adaptation condition, permitting a factorial design of the ANOVA. Second, we tested all aMType x aEmo combination against the ambiguous condition in a planned comparison.

PSEs were analyzed in a 2 × 3 ANOVA with factors aEmo (fea, ang) and aMType (Full, Tbr, F0), see Fig. 4. The analysis revealed the expected main effect of aEmo ($F(1, 29) = 115.18, p < .001, \eta^2 = .799$), with greater PSEs after angry compared to fearful adaptation ($Ms = 57.44 \pm 1.33$ and $50.61 \pm 1.15$, respectively). Accordingly, to classify a voice as angry, participants needed more anger in a target voice after angry compared to fearful adaptation reflecting the expected bias towards fear. Crucially, we found an interaction of aEmo x aMType, $F(2, 58) = 15.33, p < .001, \eta^2 = .346$, and there was no main effect of aMType, $F(2, 58) = 0.05, p = .952, \eta^2 = .012$.

2.2.2.2. Magnitude of adaptation aftereffects. To investigate the interaction of aEmo x aMType, the PSE shifts (adaptation aftereffects) for each of the three adaptor morph types were computed by subtracting the PSEs of the fearful adaptation condition from the PSEs of the angry adaptation condition (details in Table 3). All these effects differed significantly from zero ($ts(29) \geq 2.81, ps \leq .009$).

Importantly, F0 adaptation was significantly smaller when compared to both Full and Tbr adaptation, $t(29) = -5.72, p < .001, d = 1.06$ and $t(29) = -3.37, p = .002, d = 0.56$, respectively. Conversely, Tbr adaptation was only marginally smaller than Full adaptation, $t(29) = -1.97, p = .058, d = 0.35$, indicating that Tbr was almost as effective as the Full condition in eliciting aftereffects. Fig. 4 and Table 3 also suggests
efficient combination of timbre and F0 information for Full adaptors. Overall, the largest adaptation aftereffect was elicited by the Full condition, followed closely by timbre, while F0 elicited substantially smaller (but still significant) aftereffects.

2.2.2.3. Comparison with ambiguous adaptors. In order to compare the different adaptation conditions with a reference, planned comparisons were carried out between each adaptation condition (aMType x aEmo) and the ambiguous condition. Whereas all Full and Tbr conditions differed significantly from the ambiguous condition, F0 did not, although displaying the same numerical pattern (\(|t(29)| > 2.92, p \leq .007\) for Full and Tbr conditions and \(|t(29)| \leq 1.58, p \geq .125\) for F0 conditions, all against Amb respectively).

2.2.2.4. Analysis of slope (SD) data. In analogy to the PSEs, we performed a 2 \times 3 ANOVA with the within-subject factors aEmo and aMType on the slope (SD) data as well, revealing no significant main effects and interactions. This suggests that the slope of the function, and thus the shape of the curve displaying the transition from voices perceived as fearful to angry was unaffected by the experimental conditions.

2.3. Short summary

In Experiment 1, we found consistent aftereffects for all three adaptor morph types, but with profound differences in effect size: the biggest effect was found for the full adaptation condition, followed by timbre and F0. Crucially, average effects in the timbre condition were only marginally smaller than full adaptation effects. Moreover, the sum of timbre and F0 effects approximately matched the size of the full effect, suggesting an additive nature of timbre and F0 for vocal adaptation. Compared to the ambiguous condition, Full and timbre adaptors elicited significant PSE shifts, whereas F0 adaptors did not.

3. Experiment 2

In Experiment 2, we used a cross-sex design to investigate interactive processing of speaker gender and emotion in vocal emotion adaptation. Our aim was not only to estimate the degree to which adaptation would be preserved or compromised in full emotion adaptation, but also to reveal whether the pattern of parameter-specific effects observed in Experiment 1 would potentially transfer to cross-sex adaptation. To the degree to which vocal emotion adaptation operates at the level of more abstract emotion categories rather than their expression in acoustic cues that differ tremendously between male and female voices such as mean F0 and formant frequencies, we considered that aftereffects should be preserved in a cross-sex design.

3.1. Method

3.1.1. Listeners

We collected data from 33 new participants, with the same inclusion criteria as in Experiment 1. Data from four participants had to be removed, because they exceeded the criterion (<2.5%) for missing trials in the adaptation blocks. Thus, the final sample used for data analysis consisted of 29 participants (15 females, 14 males, aged 18 to 28 years [M = 21.51; Mdn = 21; SD = 2.78], 2 left-handed).

3.1.2. Stimuli, procedure, and analysis

Stimuli, procedure, and analysis were identical to Experiment 1, with the exception that in the adaptation task, the adaptors presented in the adaptation phase as well the top-up adaptors were always of the opposite gender as the target stimuli in the response phase. Note that the adaptor classification task was identical in Experiment 1 and 2.

3.2. Results

3.2.1. Adaptor classification experiment

Since the adaptor classification task in Experiment 2 was identical to Experiment 1, the analysis was carried out analogously. As can be seen in Table 2, the results of the mixed-effects ANOVA were highly analogous to results of Experiment 1. In short, Fig. 3 illustrates that the adaptor classification data from Experiment 2 fully replicated the pattern seen in Experiment 1. For the full statistical analysis, please refer to https://osf.io/qzj6d/.

3.2.2. Adaptation experiment

3.2.2.1. Cumulative Gaussian fits. As in Experiment 1, Cumulative Gaussian functions were fitted for each participant and adaptation condition (2aEmo \times 3 MType + amb), resulting in a total number of 203 fits. On average, fits were excellent in terms of R² (M = 0.92, SD = 0.09, range: 0.32–0.99, N = 203). Note that only 6 out of 203 fits had an R² < 70.

PSEs were analyzed in a 2 \times 3 ANOVA with factors aEmo (sea, ang) and aMType (Full, Tbr, F0). The analysis revealed the expected main effect of aEmo, F(1, 28) = 17.219, p < .001, $\eta^2_p = .381$, with greater PSEs after angry than fearful adaptation (Ms = 57.30 ± 1.71 and 54.6 ± 1.60, respectively). Unlike in Experiment 1 however, the interaction of aEmo x aMType, did not reach significance, F(2, 56) = 1.09, p = .345, $\eta^2_p = .037$. Overall, the adaptation aftereffect was massively reduced in Experiment 2 compared to Experiment 1 (please refer to Fig. 5).

3.2.2.2. Magnitude of the adaptation aftereffect. Although the interaction of aEmo x aMType did not reach significance, we calculated adaptation aftereffects for the three morph types, to compare the results with those of Experiment 1 (Table 3). The magnitude of adaptation aftereffects was greatly reduced in Experiment 2 compared to Experiment 1, but the numerical pattern appeared to be similar; with Full eliciting...
the largest adaptation effect, followed by Tbr and F0. Also, aftereffects in the Full and Tbr conditions differed significantly from zero, $t_{(28)} > 2.51$, $p$-value $\leq .018$, whereas F0 did not, $t_{(28)} = 1.20$, $p$-value $=.240$. As a caveat, in the absence of main effects or interactions involving aMType, it is difficult to exclude the possibility that the results reflect random variation, although it may be more likely that they reflect low statistical power in the context of a small adaptation effect size in Experiment 2.

#### 3.2.2.3. Comparison with ambiguous adaptors. As in Experiment 1, we tested all aEmo x aMType combinations against the ambiguous condition. Significant differences were found for two combinations only: for angry full and angry timbre adaptation, $|t_{(28)}| \geq 2.06, p \leq .048$. For all the others, no difference was found, $|t_{(28)}| \leq 0.98, p \geq .33$.

#### 3.2.2.4. Analysis of slope (SD) data. As in Experiment 1, a $2 \times 3$ ANOVA with the within-subject factors aEmo and aMType on the slope (SD) data revealed no significant main effects and interactions.

#### 3.3. Short summary

Overall, Experiment 2 revealed significant vocal emotion aftereffects even in a cross-gender design. However, effect sizes appeared to be substantially reduced relative to the within-gender design in Experiment 1. Adaptation aftereffects did not differ significantly as a function of morph type, although displaying a similar numerical pattern.

### 4. General discussion

The present experiments on vocal emotion adaptation considered that an effective perceptual system needs to detect subtle emotional changes on a very rapid time scale within a communication partner, but potentially also across speakers (Young et al., 2020). Imagine for example a sports event with a very aroused and joyful atmosphere, where a single horrified or angry shout by one individual saliently pops out of the crowded auditory soundscape, possibly due to potential injury or misconduct of an athlete. Adaptive coding is an effective means to accomplish this task.

#### 4.1. The role of timbre and F0 in vocal emotion adaptation

In Experiment 1, we found timbre to play a larger role than F0 in vocal emotion adaptation. These findings are in line with Skuk et al. (2015), who found very similar results for adaptation to vocal gender and with Piazza et al. (2018), who suggested timbre as the critical parameter for auditory adaptation by showing rapid and robust aftereffects for a variety of natural sounds. However, the present results conflict with Hubbard and Assmann (2013), who argued that F0 is crucial for vocal emotion adaptation, after they failed to observe aftereffects in a F0-removed condition. This discrepancy can be resolved by considering differences in the stimulus material: instead of removing a vocal parameter, we kept it at a task-uninformative morph-level. This way it was ensured that the vocal stimuli encompassed all necessary features of a human voice and would be perceived as a possible outcome of the human vocal production system. Potentially, this lack of “human-likeness” could be responsible for the absence of adaptation effects in the F0-removed condition in Hubbard and Assmann’s (2013) study, not the missing F0 per se. Skuk et al. (2015) made a very similar point for vocal gender adaptation. The finding that timbre plays an important role for vocal emotion adaptation seems plausible, considering the demands on our perceptual system for everyday vocal emotion perception: During a social encounter, expressed emotion can change on a moment-to-moment-manner, within and across speakers (Young et al., 2020). Hence, the auditory stream needs to be monitored in a way that allows rapid detection of emotion relevant changes; within a variety of voice modifications related to other factors such as speech. Since pitch changes constantly as a function of suprasegmental speech prosody (e.g. to distinguish a question from a statement), timbre may be the more diagnostic cue for emotional changes, making timbre adaptation a very efficient means to accomplish this task.

#### 4.2. The role of gender correspondence for vocal emotion adaptation

Compared to Experiment 1, the dramatically reduced cross-gender aftereffects in Experiment 2 suggest that vocal gender interacts with emotion processing. Zásko et al. (2013) reported a similar pattern for speaker age and speaker gender: vocal age aftereffects were reduced but still present in a cross-gender condition. Further, our results are reminiscent of dependencies in the processing of facial expression and facial...

---

**Fig. 5.** Adaptation task: comparison of the adaptation aftereffect (averaged across adaptor morph type) of Experiments 1 and 2. Note. aEmo = adaptor Emotion, ang = anger, fea = fear, amb = ambiguous.
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differences (Jaquet, Rhodes, & Hayward, 2007). As a qualification, the magnitude of simultaneous opposite aftereffects for male and female stimuli is typically smaller compared to simultaneous concordant adaptation, suggesting both gender-specific and gender-independent components to contribute to the overall aftereffect (Schweinberger et al., 2010).

As an important distinction, vocal gender is an extralinguistic cue, which signals relatively stable characteristics of the speaker, whereas vocal emotion is a paralinguistic cue, which signals situation-specific characteristics and varies enormously between utterances, as well as within and across speakers (Schweinberger et al., 2014). Theoretical frameworks of voice processing suggested that extra- and paralinguistic cues are processed in distinct but interacting neural networks (Belin et al., 2011). Here, we offer two potential explanations for the moderation effect of vocal gender on the emotion aftereffect: (1) effects of acoustical proximity or (2) differences in emotion processing for male and female voices (beyond acoustic differences).

4.2.1.1. Acoustical proximity. Male and female voices differ on a variety of acoustic features including both F0 and timbre, due to morphological differences in the vocal production system and presumably as a result of social learning (Schweinberger et al., 2014; Skuk & Schweinberger, 2014). Thus, in our Experiment 2, a change of speaker gender between adaptors and targets therefore resulted in a dramatic change of acoustical cues that were irrelevant for the task. Thus, vocal emotion adaptation may be affected by the auditory similarity between adaptors and targets, irrespective of speaker gender. For timbre-only adaptation, Piazza et al. (2018) found aftereffects to be robust to moderate pitch changes, but to decrease with more substantial pitch differences, until they were only marginally measurable at 9 semitones difference. In our sample, F0 of male and female voices differed by about 90 Hz, which corresponds to an average change of 5–6 semitones. Further, they tended to differ in jitter and the harmonics-to-noise ratio. These acoustic dissimilarities may have driven the aftereffect reduction observed in the cross-gender compared to the gender-corresponding experiment, suggesting that vocal emotion adaptation depends to a substantial degree on the acoustic features of the sounds.

4.2.1.2. Differences in emotional processing of male and female voices. As an alternative explanation, emotions expressed by male and female voices may be processed in a qualitatively different manner, based on different internal representations of e.g. “male expression of anger” and “female expression of anger”. In the classification task, male voices were consistently more often classified as angry and females more often as fearful, but it remains unclear whether this indeed represents differential internal representations, or whether the speakers were just more efficient in expressing the respective emotion. According to a developmental model proposed by Brody (2000), gender differences in emotional expression occur as a result of biologically based pre-dispositions and culturally mediated socializations. As a result, women may be generally more emotional expressive, and especially so in positive and internalizing negative emotions (e.g. fear), whereas men show less emotions overall, but display rather externalizing emotions (e.g. anger); a pattern indeed observed in a meta-analysis on children (Chaplin & Aldao, 2013). Therefore, it seems plausible to assume gender-specific representation of emotional displays to account for these differences (Bestelmeyer, Jones, et al., 2010), very similar to the idea of gender-specific “voice spaces” for the representation of speaker identity (Latinus et al., 2013).

Because acoustical proximity and gender-correspondence are confounded, the present research only allows speculation about the mechanisms underlying the gender effect observed for vocal emotions. To resolve this, one would need an experimental design where acoustically identical adaptors would be reliably perceived as female or male in different experimental conditions. While this is certainly a challenge, one could try a paradigm with double adaptation, in which a gender adaptation paradigm is used to induce the reliable impression of either a male or female voice in the very same androgynous emotional stimuli, which are in turn used for a subsequent emotion adaptation experiment. For a manipulation following this logic, refer to Rhodes et al. (2010). In the future, the possibilities of parameter-specific voice morphing could be used to create such stimuli with controlled acoustics and then compare adaptation conditions within and across perceived speaker gender.

4.3. The role of context in vocal emotion perception and beyond

The present findings add to a substantial body of evidence illustrating that vocal emotion perception is embedded within a given context and thus relative rather than absolute in nature, an idea that is also incorporated in current models on vocal emotion perception (Frühholz & Schweinberger, 2021; Grandjean, 2020). Contextual influence can be observed on different time scales. In adaptation, emotional perception is influenced by recent and preceding events. Other forms of contextual influence operate simultaneously: Vocal emotion perception is influenced by the musical or non-musical background (Lünü et al., 2020), semantic speech content (Bliss-Moreau et al., 2010), or input from other modalities (Baart & Vroomen, 2018; de Gelder & Vroomen, 2000). While these are examples that operate on relatively short times scales, contextual influences on emotional processing can also be observed over longer time scales. The own-culture advantage in vocal emotion recognition indicates that expression and perception of emotions are, to some extent at least, shaped by learning within the context of a given culture (Barrett, 2017; Gendron et al., 2014; Laukka & Elfenbein, 2021).

Contextual dependence is not specific to vocal emotions, but may form a general perceptual mechanism in the auditory domain and beyond (Pérez-González & Malmiera, 2014; Webster & MacLeod, 2011). For example, auditory context effects in speech and speech prosody in particular are well documented (Cole, 2015; King & Walker, 2020; Stilp, 2020). A key feature of these context effects seems to be contrast enhancement (Stilp, 2020), allowing the auditory system to magnify perceptual differences in order to increase its sensitivity towards meaningful changes in the auditory stream. Some forms of contrast enhancement interact with long-term learning processes, such as in the formation of language-specific phonemic categories through perceptual narrowing (Vihman, 2017).

As it stands, audition involves change detection, which is partly achieved through contrast enhancement. Against this background, the present study contributes to closing a gap, by showing that recalibration of emotion perception through adaptation operates both on the acoustic and a more abstract emotional level.

4.4. Limitations and further research

The present study has a few limitations that may serve as excellent starting points for further research. Obviously, our findings are limited to angry and fearful emotions only and one might argue, that they are both characterized by similar F0 contours (Brück et al., 2011; Justlin &
It may be noted that the predominant role of timbre compared to F0 was already visible in the classification data of the adaptor stimuli. Classification was more disrupted in the F0 condition, where timbre was uninformative. One could therefore argue that the decrease in aftereffect size in the timbre and even more in the F0 condition compared to the Full condition was not due to the manipulation of different parameters per se, but rather to the ambiguity introduced by this manipulation. Any stimulus manipulation increasing emotional ambiguity could therefore affect the adaptation aftereffect. However, this seems unlikely, because adaptor perception and subsequent adaptation effects have diverged in previous studies: Bestelmeyer, Rouger, et al. (2010) used emotional caricatures, which were perceived as more emotionally expressive but did not result in greater adaptation effects. Likewise, Skuk et al. (2015) observed F0 and timbre to be equally important for gender classification but obtained a predominant role of timbre in the subsequent adaptation experiment.

In the future, valuable insight into the differential effects of timbre and F0 information could be provided by ERP effects of emotion adaptation. Previous electrophysiological studies reported an adaptation-induced attenuated extinction of the N1 and P2 components (Schweinberger et al., 2011; Zäske et al., 2009). Other researchers suggested that the N1 is more sensitive to F0 contour whereas the P2 likely reflects processing of spectral information (Chartrand et al., 2008; Schröger, 2007). As a perspective, it might therefore be possible to dissociate the role of different vocal parameters on emotion adaptation at the brain level.
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