A Spectral-Spatial Features Integrated Network for Hyperspectral Detection of Marine Oil Spill
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Abstract: Marine oil spills are one of the most serious problems of marine environmental pollution. Hyperspectral remote sensing has been proven to be an effective tool for monitoring marine oil spills. To make full use of spectral and spatial features, this study proposes a spectral-spatial features integrated network (SSFIN) and applies it for hyperspectral detection of a marine oil spill. Specifically, 1-D and 2-D convolutional neural network (CNN) models have been employed for the extraction of the spectral and spatial features, respectively. During the stage of spatial feature extraction, three consecutive convolution layers are concatenated to achieve the fusion of multilevel spatial features. Next, the extracted spectral and spatial features are concatenated and fed to the fully connected layer so as to obtain the joint spectral-spatial features. In addition, L2 regularization is applied to the convolution layer to prevent overfitting, and dropout operation is employed to the full connection layer to improve the network performance. The effectiveness of the method proposed here has firstly been verified on the Pavia University dataset with competitive classification experimental results. Eventually, the experimental results upon oil spill datasets demonstrate the strong capacity of oil spill detection by this method, which can effectively distinguish thick oil film, thin oil film, and seawater.
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1. Introduction

With the frequent activities of offshore oil exploitation and maritime transportation, the risk of marine oil spill accidents also increases. Marine oil spill pollution not only destroys the balance of the marine ecosystem, but also causes enormous economic losses to the surrounding sea countries and poses a serious threat to the health of nearby residents [1–3]. Therefore, it is of critical importance to rapidly acquire oil spill information for emergency decision making and accident disposal.

Remote sensing plays an important role in oil spill monitoring as one of the most effective technical means. Compared with other sensors, hyperspectral remote sensing has great potential in oil spill detection due to its high spectral and spatial capacity [4]. However, with the increase of the dimensionality of the hyperspectral image, it has some limitations, such as the data storage, high correlation among bands, and the decrease of classification accuracy and efficiency [5]. Traditional hyperspectral classification methods, such as extreme learning machine (ELM) [6], support vector machine (SVM) [7], and random forest (RF) [8], etc., operate mostly based on spectral features of hyperspectral images, which are prone to the curse of dimensionality, and it is difficult to obtain ideal
detection results. For this reason, reducing the data dimension and extracting the feature information accurately are helpful to improve the classification accuracy.

Hyperspectral images have already become an important means [9–11] to detect marine oil spills from the sea background by virtue of its superior performance such as distinguishing fake targets [1] and identifying oil types [12]. The previous methods for oil spill detection from hyperspectral images operate mainly based on hand-crafted features. As one of the most common algorithms for oil spill detection, the spectral index family typically includes fluorescence index (FI) [13], rotation absorption index (RAI) [13], hydrogen index (HI) [14], reflection of green (RG) [15], reflection of red (RR) [15], chlorophyll (CHL) [16], water absorption feature (WAF) [17], and colored dissolved organic matter (CDOM) [18]. To quantitatively evaluate the identification ability of the above spectral indexes, index separability [19] was proposed in 2018, with comparative experimental results indicating that FI, RAI, HI, RG, and RR are more suitable for detecting oil slicks with thicknesses of more than 200 microns, while CHL, WAF, and CDOM perform better in detecting oil slicks with thicknesses less than 0.3 microns. The reason for this can be roughly summarized as the fact that the former five spectral indexes are related to the thickness of oil slicks while the latter three indexes are important spectral indices of seawater. However, the identification results of these methods are easily interfered with by various factors, such as sun glint [19] and clouds [20]. Besides, the detection capability of a single spectral index cannot be expected to be too much due to limited information involved, while a simple combination of multiple spectral indexes may give rise to feature redundancy. Thus, it is necessary considering the elaborative portfolio optimization of spectral indexes so as to enhance detection capability. There are still other approaches in the detection of oil spilling. One typical measure is spectral information divergence [21], which is defined as the similarity between the spectrums of the test images and the spectrums of each category in the standard spectrum library. Another noteworthy method for rapid spill detection is the decision tree algorithm operating based on the minimum noise fraction transform [22]. For the traditional methods such as those mentioned above, the classification accuracy largely depends on the manual extracted features, which is generally complicated and time-consuming. Besides, each classifier also has different performances with respect to various features or feature combinations.

The deep learning method is a promising tool to extract hierarchical features. It has promoted significant developments in image classification [23], natural language processing [24], target detection [25], and other fields. Meanwhile, it has been widely applied for classification of hyperspectral images. Currently, typical deep learning models include convolutional neural network (CNN) [23], stacked auto-encoding network (SAE) [26], and deep belief network (DBN) [27]. According to the types of extracted features, deep learning networks can be roughly divided into spectral-feature, spatial-feature, and spectral-spatial-feature networks [28]. As the typical representative of spectral-feature networks, 1-D CNN was firstly utilized by Hu et al. [29] for hyperspectral image classification. Due to the lack of labeled hyperspectral data, the CNN classification framework using pixel-pair features can effectively expand the training samples [30]. In addition, the active learning, combined with a special classifier (such as SVM), can iteratively select high-quality labeled samples to train the deep learning network [31]. However, utilization of spectral information alone is prone to misclassification, as hyperspectral images are susceptible to synonyms spectrum and mixed pixels. To address this shortcoming, introducing the spatial information into classification may result in a higher accuracy [32]. The most common practice is to firstly perform PCA dimension reduction, and then extract spatial features within each pixel neighborhood by 2-D CNN [33,34]. The hyperspectral data can be typically represented in the format of a 3-D cube, containing both spatial and spectral information. Thus, classification results using the two abovementioned types of information simultaneously would be better than that using only spatial or spectral information alone. In this context, 3-D CNN is proposed for extracting the deep spectral-spatial-combined features effectively without any pre- or post-processing steps [35]. Zhong et al. [36] designed an end-to-end
spectral–spatial residual network (SSRN), employing spectral residual and spatial residual blocks to explore spectral and spatial representation from hyperspectral images, in order to extract potentially discriminative features for classification. However, there are still some shortcomings 3-D CNN [37–39], such as incomplete noise filtering, low computational efficiency, and insufficient surface smoothness, which limit its development. In order to reduce the computation while ensuring the classification accuracy, Chen et al. [40] developed a hyperspectral image classification method using SAE to extract joint spectral–spatial features. It is worth noting that inputs of the SAE network therein are one-dimensional, which leads to insufficient expression of spatial features. Considering the advantages of convolutional neural networks in extracting spatial features, some CNN-based networks such as spectral–spatial unified network [41] and spectral–spatial attention network [42] have been proposed during recent years to simultaneously learn spectral–spatial features [43–45]. These networks normally consist of two or more branches for fully extracting spectral and spatial information, thereby leading to relatively preferable classification accuracy. Recent studies indicate that deep learning can be applicable to oil spill detection from hyperspectral images, due to its capacity to automatically extract discriminative features. Specially, some of deep learning models have already achieved superior detection results compared with traditional methods [46,47]. However, research on oil spill detection based on deep learning with hyperspectral images is still in its infancy. Most deep learning models typically focus on spectral-feature networks [48] or spatial-feature networks [49] solely. The rich spectral and spatial information of hyperspectral images has not been fully exploited, thereby leading to the potentiality of deep learning not sufficiently released. Considering the superiorities of spectral–spatial-feature networks, this paper proposed a spectral–spatial features integrated network (SSFIN) for marine oil spill detection from hyperspectral images. Specifically, 1-D CNN and 2-D CNN models have been employed for the extraction of the spectral and spatial features, respectively. Section 2 introduces the hyperspectral data employed in this study and the proposed SSFIN approach for marine oil spill detection. Section 3 is devoted to the experimental results and comparative analysis to fully verify the effectiveness of SSFIN. Discussions are conducted in Section 4, and conclusions are summarized in Section 5.

2. Data and Methodology

2.1. Remote Sensing Datasets

2.1.1. Pavia University Dataset

Firstly, the public dataset employed in this article is gathered by the Reflective Optics System Imaging Spectrometer (ROSIS) sensor during a flight campaign over the city of Pavia, northern Italy, hereinafter to be referred as Pavia University dataset. The original data cover 115 spectral bands, with a wavelength range of 0.43–0.86 mm. After removing the seriously noise-contaminated bands, there are still 103 bands left. Besides, the spatial resolution is 1.3 m, and the image size is 610 × 340. There are 42,776 reference samples with labels, which contain information of 9 classes of land covers, such as trees, asphalt, bricks, meadows, etc. False-color image and ground-truth image of Pavia University are given in Figure 1.

2.1.2. Oil Spill Datasets

Dalian New Port is a modern deep-water oil port, located at the northeast foot of Dagu Mountain on the southern tip of Liaodong Peninsular and the southwest side of Dayao Bay on the coast of Yellow Sea. This Port covers the water area of 180 km² and the land area of 1.57 km². On 16 July 2010, a PetroChina pipeline caught fire and exploded near Dalian New Port, resulting in approximate 1500 tons of crude oil sent into the Yellow sea, and further, nearly 430 km² of sea area polluted, including about 12 square kilometers of heavily contaminated area.
The experimental data obtained from the flight mission on 24 July 2010 for Dalian offshore oil spill monitoring are the airborne hyperspectral data acquired by the spectral imager sensor—AISA Eagle (made in Finland). After systematic geometric and radiometric correction, these data cover 258 spectral bands (2.4 nm, FWHM), with wavelengths ranging from 400 to 970 nm and a spatial resolution of 1.41 m. Due to the large amount of original image data, two rectangular areas are cropped out, sized 350 × 360 and 180 × 400, respectively. These two areas are named Dataset 1 and Dataset 2 accordingly. The image pixels are divided into three categories: thick oil film, thin oil film, and seawater. The false-color images and ground-truth images corresponding to the above two datasets are presented in Figures 2 and 3.
2.2. Basic Framework of CNN

Convolutional neural network (CNN) is a multi-layer supervised learning neural network, which can simulate the process of human visual cognition [28]. In most cases, CNN is made by stacking an input layer, convolution layer, pooling layer, fully connected layer, and output layer [50]. Each layer is concatenated with the previous one, and the output of the previous layer serves as the input data for the next layer. The last output layer is essentially a classifier, which normally employs, for instance, logistic regression, softmax regression, or a support vector machine, to achieve the classification goal of input images. Weight parameters between the network layers are adjusted via backpropagation by means of the gradient descent method [51] to minimize the loss function, and the network precision is improved by repeated iterative training. The main components of CNN are the convolutional layer, the pooling layer, and the fully connected layer for achieving the function of feature extraction.

The convolutional layer is the most crucial components of the CNN architecture. Through the convolutional operation, feature extractions can be made from the target and some nonlinear relevance may get involved into the network by choosing appropriate activation function. If the $l^{th}$ layer is the convolution layer, then the formula for calculating the $j^{th}$ feature map of the $l^{th}$ layer is given as follows [41]:

$$F_l^j = g\left(\sum_j (W_{l,j}^i * F_{l-1}^j + b_l^j)\right)$$  \(1\)

where $F_{l-1}^j$ is the $j^{th}$ feature map in the $(l-1)^{th}$ layer that connects to the feature map $F_l^j$ in the $l^{th}$ convolutional layer. $W_{l,j}^i$ is the convolutional kernel, $b_l^j$ is bias. $*$ denotes the convolutional operator. The nonlinear activation function $g(\cdot)$ here refers to the rectified linear unit (ReLU) [52].

Introduction of the pooling layer can effectively reduce the amount of input data and network parameters, as well as overfitting prevention to a certain extent. In addition, the pooling layer also contributes to improving the network adaptability in terms of robustness enhancement and retaining translation invariance of the features. Here we adopt the maximum pooling operation to reduce the feature maps in pooling layer.

The features obtained after convolution and pooling are normally the local features of the samples to be classified. It is generally impossible to achieve image classification by using only these local features. Therefore, these local features need to be weighed and combined together through the fully connected layer to produce the global features, and only the discriminant global features can be used as the reference basis for correct image classification.

2.3. Proposed Method

This paper proposed a novel spectral–spatial features integrated network (SSFIN) for pixel-based marine oil spill detection from hyperspectral images. The network framework mainly includes three parts: Data preprocessing, spectral and spatial features extraction, and spectral–spatial feature fusion and classification. The data preprocessing section mainly includes data normalization and dimensionality reduction via principal component analysis (PCA). The section of spectral and spatial features extraction includes two branches of CNN, utilizing information from the spectral and spatial domains, respectively. For spectral feature extraction, a spectral curve can be extracted corresponding to each pixel of the hyperspectral image, and 1-D CNN can be employed directly upon such a one-dimensional curve to further obtain the spectral features. For spatial feature extraction, the proposed 2-D CNN framework based on multi-feature fusion can be used to automatically extract spatially related high-level deep-seated features. Specifically, three consecutive convolution layers are concatenated to capture the combined multilevel spatial features. In the section of spectral–spatial feature fusion and classification, firstly, the joint spectral–spatial features are obtained by concatenating the spectral features with combined spatial
features and further feeding them to the fully connected layer. Then, the classification can be achieved via the softmax classifier based on these joint features. Meanwhile, L2 regularization is applied to each convolution layer to prevent overfitting, and dropout operations are employed for the concatenated layer of spectral–spatial features and the subsequent fully connected layer to improve the classification performance. Figure 4 illustrates architecture of the proposed SSFIN method for oil detection.

The reason that 1-D CNN is adopted here to extract the spectral features is due to the full consideration of the existing difference in spectral characteristic of oil film and seawater. In 1-D CNN, the $n^{th}$ pixel, $X_n$, is taken as the input data, followed by two convolutional operations and a maximum pooling operation. To be specific, the two convolutional layers are respectively composed of 20 and 40 convolution kernels of size 20, which are devoted to the automatic feature extraction of the input data. The two convolutional layers are followed by a pooling layer with a size of 3 pixels and a stride of 3 pixels, respectively. Output data after the second pooling layer are then stretched into a one-dimensional vector, and linked to a fully connected layer, which is the obtained spectral feature $F_{\text{spec}}^n X_n$.

In this paper, 2-D CNN is employed to extract the spatial features. To reduce the redundancy of hyperspectral data, principal component analysis (PCA) is firstly utilized to reduce the dimensionality of hyperspectral oil spill data, and then a spatial neighborhood block $Y_n$ (n is the number of central pixel) with the size of $r \times r$ centered on each pixel was constructed and served as the input data of spatial feature extraction section. It is worth noting that three consecutive convolution layers are introduced here for feature extraction during the spatial convolution stage. Studies have indicated that a deeper structure and a small receptive field (such as a convolutional kernel with size of $3 \times 3$ pixels) normally yield better results [53]. Therefore, the three consecutive convolution layers are composed of 40 convolution kernels with the size of $3 \times 3$ pixels, respectively. Meanwhile, the padding mode with default value of 0 is utilized in the convolution operation to maintain the dimensional consistency of input image and output image. To make full use of the shallow and deep features, three consecutive convolution layers are concatenated in sequence, which results in more feature channels. Therefore, channel dimension reduction can be performed by applying $1 \times 1$ convolution to the concatenated features so as to eliminate redundant features and reduce model parameters. To be specific, the concatenated features of $9 \times 9$ with 120 channels on convolution with 40 kernels of $1 \times 1$ would result in a size of $9 \times 9 \times 40$. The $1 \times 1$ convolution acts as mathematically equivalent to the multilayer perceptron, enabling cross-channel interaction and information integration. Finally, a pooling layer with a size of $3 \times 3$ pixels and a stride of 3 pixels is adopted for spatial...
dimension reduction, and a fully connected layer is subsequently linked after the pooling layer to produce the spatial feature $F_{spa}^n X_n$.

To acquire the joint spectral and spatial features, the spectral features $F_{spe}^n X_n$ and spatial features $F_{spa}^n X_n$ are merged into a vector and fed together into the fully connected layer. $F_{l+1}^n(X_n)$ is given by

$$F_{l+1}^n(X_n) = g(W_{l+1}^n \cdot (F_{spe}^n X_n \oplus F_{spa}^n X_n) + b_{l+1}^n)$$  \hspace{1cm} (2)$$

where $W_{l+1}^n$ and $b_{l+1}^n$ respectively represent the weight matrix and bias of the fully connected layer, $\oplus$ denotes the concatenating operator, and $g(\cdot)$ is the ReLU activation function. $F_{l+1}^n(X_n)$ can be deemed as the ultimate joint spectral-spatial feature linked to the softmax layer, to predict the prediction of probability distribution of each class. After completing the forward propagation as described above, the loss function is then calculated based on the predicted and true values. In this study, cross entropy [51] is employed as the loss function with its calculation formula as follows:

$$L(y, p) = -\frac{1}{N} \sum_{j=1}^{N} \sum_{k=1}^{n} y_{jk} \log(p_{jk})$$  \hspace{1cm} (3)$$

where $N$ is the batch size, $n$ denotes the number of neurons in the output layer, namely, the number of categories to be classified. $y$ is the one-hot encoded vector of the labels, $p$ is the predicted probability distribution given by the softmax function, and $k$ indexes the set of classes.

Upon completing the design of the network model, the network parameters can be iteratively updated by the backpropagation (BP) algorithm. To improve the BP performance, the Adam optimizer [54] is further employed to update the parameters during the process of gradient descent. The Adam optimizer has the advantages of straightforward implementation, high computational efficiency, and low memory requirements. It uses momentum and an adaptive learning rate to accelerate the convergence rate, thereby quickly getting the predicted results. During the iterative training stage, the learning rate significantly affects the learning progress. An improper learning rate may lead to gradient dispersion or slow convergence. Besides, the ReLU activation function is applied to all convolution layers and fully connected layers. At the initial stage of network training, it is found that the training error is reduced while the verification error is high; that is, the phenomenon of overfitting appears. To prevent network overfitting and improve the generalization capability of the model, L2 regularization with a weight decay penalty of $1 \times 10^{-4}$ [55–57] has been applied to each convolutional layer. Meanwhile, dropout operations have been adopted in the concatenated layer of spectral–spatial features and the subsequent fully connected layer [58], with the first dropout rate set to 0.25 and the second dropout rate set to 0.5. A more detailed parameter description of the designed SSFIN-based hyperspectral oil spill detection algorithm is shown in Table 1.

| Table 1. Detailed configuration of the proposed network structure. |
|------------------------|-----------------------------------------------------|-----------------|-------------------|-------------------|
| Layer                  | Filter(Number) | Stride | Padding | Activation | Dropout |
|------------------------|----------------|--------|---------|------------|---------|
| Spectral Feature       |                |        |         |            |         |
| Filter                  | (Number)       |        |         |            |         |
| Conv. 1                | 20 (20)        | 1      | Yes     | ReLU       | No      |
| Maxpooling1            | 3 (-)          | 3      | No      | No         | No      |
| Conv. 2                | 20 (40)        | 1      | Yes     | ReLU       | No      |
| Maxpooling2            | 3 (+)          | 3      | No      | No         | No      |
| FC 1                   | - (-)          |        |         | - ReLU    | No      |
| Spatial Feature Extraction |            |        |         |            |         |
| Conv. 1                | (3,3) (40)     | 1      | Yes     | ReLU       | No      |
| Conv. 2                | (3,3) (40)     | 1      | Yes     | ReLU       | No      |
| Conv. 3                | (3,3) (40)     | 1      | Yes     | ReLU       | No      |
| Concat. 1              | - (-)          |        |         | - ReLU    | No      |
| Conv. 4                | (1,1) (40)     | 1      | Yes     | ReLU       | No      |
| Maxpooling1            | (3,3) (+)      |        |         | - ReLU    | No      |
| FC 2                   | - (-)          |        |         | - ReLU    | No      |
| Full connection         |                |        |         |            |         |
| Concat. 2              | (-)            |        |         | - ReLU    | 0.25    |
| FC 3                   | 64 (-)         |        |         | - ReLU    | 0.5     |
| Softmax                | 3/9 (+)        |        |         | - Softmax |         |

* Note: The Filter is set to 3 for Dataset 1, Dataset 2 and set to 9 for Pavia University Dataset. Conv. is the abbreviation of convolution, Concat. is the abbreviation of concatenation, FC refers to the fully connected.
3. Experimental Study

3.1. Data Partition

In all datasets, 10%, 10%, and 80% of the labeled data are randomly assigned to training, validation, and testing groups. The training group is used to optimize the model parameters. The validation group is built to evaluate whether the model has been sufficiently trained or over fitted, and the testing group aims to assess the performance of the trained model. To expand the training group and the verification group, the dataset is further enriched by up–down and left–right flipping. In addition, all input data of three HSI datasets are normalized by z-score standardization. Tables 2–4 list the sample numbers in the above training, validation, and testing groups.

Table 2. Training, validation, and testing numbers in the Pavia University dataset.

| No. | Class      | Train. | Val. | Test. |
|-----|------------|--------|------|-------|
| 1   | Asphalt    | 663    | 663  | 5305  |
| 2   | Meadows    | 1865   | 1865 | 14,919|
| 3   | Gravel     | 210    | 210  | 1679  |
| 4   | Trees      | 306    | 307  | 2451  |
| 5   | Metal Sheets | 134  | 135  | 1076  |
| 6   | Bare Soil  | 503    | 503  | 4023  |
| 7   | Bitumen    | 133    | 133  | 1064  |
| 8   | Bricks     | 368    | 368  | 2946  |
| 9   | Shadows    | 95     | 94   | 758   |
|     | **TOTAL**  | 4277   | 4278 | 34,221|

Table 3. Training, validation, and testing numbers in the dataset 1.

| No. | Class      | Train. | Val. | Test. |
|-----|------------|--------|------|-------|
| 1   | Thick oil  | 2772   | 2772 | 22,175|
| 2   | Thin oil   | 1865   | 1866 | 14,925|
| 3   | Water      | 7963   | 7962 | 63,700|
|     | **TOTAL**  | 12,600 | 12,600| 100,800|

Table 4. Training, validation, and testing numbers in the dataset 2.

| No. | Class      | Train. | Val. | Test. |
|-----|------------|--------|------|-------|
| 1   | Thick oil  | 745    | 746  | 5964  |
| 2   | Thin oil   | 909    | 909  | 7272  |
| 3   | Water      | 5546   | 5545 | 44,364|
|     | **TOTAL**  | 7200   | 7200 | 57,600|

3.2. Evaluation Metrics

In this study, the proposed architecture is evaluated according to overall accuracy (OA) [37], average accuracy (AA) [37], and Kappa coefficient [37], while the ultimate results are calculated by means of the mean and standard deviation of 10 training or testing experiments. Due to the large amount of data, this paper only refers to the precision, recall rate, and F1-score of the proposed SSFIN algorithm. Precision shows the proportion of correctly classified samples in each class. Recall rate represents the ratio between correctly classified pixels and the total pixels of each class. Concerning both of the two abovementioned indicators, the F1-score is actually the harmonic mean between precision and recall rate [59]. It is of particular importance for unbalanced classes.
Let TP, TN, FN, and FP denote the number of true positive, true negative, false negative, and false positive samples, respectively. Their formulas \[59\] are given as follows:

\[
\text{Precision} = \frac{TP}{TP + FP} \tag{4}
\]

\[
\text{Recall} = \frac{TP}{TP + FN} \tag{5}
\]

\[
\text{F1-score} = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \tag{6}
\]

3.3. Experimental Scheme

To verify the effectiveness, the proposed algorithm has been compared with other common algorithms, which include SVM, RF, neural network (NN), and LetNet-5 \[60\]. In addition, the spectral feature extraction module and spatial feature extraction module of SSFIN algorithm are also verified, which are named SPE-CNN and SPA-CNN, respectively. All experiments are performed under the Python-based framework of TensorFlow and Keras. To investigate the performance difference of classification methods whether assisted by spatial information, two circumstances utilizing SVM are considered as follows. The first case is that SVM operates directly upon a hyperspectral image based on spectrum only, abbreviated as SVM\(_{\text{HSI}}\). Another case is that SVM operates upon a hyperspectral image together with spatial texture features generated by a gray-level co-occurrence matrix (GLCM). This classification method is named SVM\(_{\text{HSI&GLCM}}\) hereafter. The new data of HSI&GLCM are constituted by the original hyperspectral image and GLCM-produced spatial feature layers. From each of the first three principal components by PCA, the spatial texture features can be further extracted, including mean, variance, correlation, contrast, energy, maximum probability, entropy, dissimilarity, homogeneity, and angular second moment. The type of SVM kernel function is selected as a radial basis function, and the regularization parameters are determined by 5-fold cross-validation. Random Forest operates for classification based on spectral features as well, and its parameter \(n_{\text{estimators}}\) is also determined by 5-fold cross-validation. To ensure the same number of test samples as SSFIN, both the experiments of SVM and Random Forest retain 20% randomly selected data for training and the rest of the data for testing. In other methods, the whole dataset is divided into the training group, validation group, and testing group by the ratio of 1:1:8. All experiments were run 10 times and the mean and standard deviation of main classification metrics were reported. The neural network model as a comparison method here consists of an input layer, two hidden layers, and an output layer. The number of neurons in the input layer is consistent to the number of bands in the original data. It has been set as 103 and 258, respectively, in regard to the number of neurons in the input layer for Pavia University and that of oil spill datasets. Both of the two hidden layers have been pre-configured by 64 neurons, and the dropout rates have been specified as 0.25 and 0.5 for the first and second hidden layers, respectively. The number of neurons in the output layer corresponds to the number of categories. For LetNet-5, the first three principal components are retained by PCA dimension reduction. Patch sizes of input images separated from the three datasets are fixed as 25 \(\times\) 25, 9 \(\times\) 9, and 9 \(\times\) 9, respectively. Considering the neighborhood information absence at the image edges, a padding operation is employed for the convolutional layers.

3.4. Parameter Setting and Network Configuration

In the experiments, the basic learning rate and batch size are critical parameters in deep learning. Learning rate can significantly affect the training performance since inappropriate learning rate settings will lead to divergence or slow convergence. For the Pavia University dataset, the basic learning rate is set as \(10^{-3}\) in accordance with other studies \[61,62\]. For oil spill datasets, we attempt different learning rates in our model from \([10^{-5}, 2 \times 10^{-5}, 3 \times 10^{-5}, 4 \times 10^{-5}, 5 \times 10^{-5}]\), and the optimal learning rate is set as \(3 \times 10^{-5}\) on the
basis of the classification accuracy. Batch size refers to the number of training samples employed in each iteration during the training process. Its size significantly affects the speed of the model optimization by parallel processing of training samples to improve the memory utilization. Besides, the appropriate batch size would make the direction of gradient descent more accurate. In view of the size of training set and the GPU platform we used, the batch size is set as 60 for Pavia University dataset and 100 for oil spill datasets, respectively. Besides, the hyper-parameters of the Adam optimizer for these two experiments are the same as $\beta_1 = 0.9$, $\beta_2 = 0.999$, $\epsilon = 10^{-8}$ and the maximum iteration batch is set to be 100 epochs. For comparative classifiers, the learning rate, epoch, and batch size have been tuned elaborately to achieve their optimal classification performance. For clarity, these parameters are listed in Table 5. The experiments of this study are implemented in Keras, with an Intel i7-7700K 4.20-GHz processor with 16 GB of RAM and an NVIDIA GTX 1080Ti graphic card.

Table 5. The learning rate, epoch, and batch size of neural network, LetNet-5, SPE-CNN, and SPA-CNN.

| Hyperparameter | Pavia University | Dataset 1 | Dataset 2 |
|----------------|------------------|-----------|-----------|
| Neural Network | Learning rate    | $10^{-4}$ | $10^{-4}$ | $10^{-4}$ |
|                | epoch            | 300       | 50        | 50        |
|                | Batch size       | 100       | 100       | 100       |
| LetNet-5       | Learning rate    | $10^{-4}$ | $10^{-4}$ | $10^{-4}$ |
|                | epoch            | 100       | 50        | 50        |
|                | Batch size       | 60        | 100       | 100       |
| SPE-CNN        | Learning rate    | $10^{-3}$ | $10^{-4}$ | $10^{-4}$ |
|                | epoch            | 100       | 100       | 100       |
|                | Batch size       | 100       | 100       | 100       |
| SPA-CNN        | Learning rate    | $10^{-4}$ | $3 \times 10^{-5}$ | $3 \times 10^{-5}$ |
|                | epoch            | 100       | 100       | 100       |
|                | Batch size       | 60        | 100       | 100       |

3.5. Experimental Results and Analysis

3.5.1. Experimental Results of Hyperspectral Classification

Table 6 reports the accuracies of all classes and the OAs, AAs, and Kappa coefficients for hyperspectral classification, and the best accuracy is shown in bold. Apparently, the proposed framework achieves the best classification performance among all considered methods in terms of OA, AA, and Kappa. From Table 6, classification accuracies of five classes reach 100% among the nine classes of land covers. This demonstrates that the proposed network has satisfactory capability of feature extraction and classification. Compared with the reference methods, this method has a smaller standard deviation, indicating that it has higher classification stability. Meanwhile, it can also be acquired from Table 6 that SPA-CNN performs better than SPE-CNN.

Figure 5 presents the visualization of the classification results from the optimal training model upon the dataset of Pavia University, as well as its corresponding ground truth. It can be seen from the figure that the classification map may appear as small patches instead of smoothness by using spectral features only, as it is greatly affected by noise. Instead, the addition of spatial features can significantly improve the unsmooth situations in the classification map. Meanwhile, the proposed method achieves relatively pure classification results from the perspective of visual effect in terms of the fewer misclassifications overall, which also proves the effectiveness of the algorithm.
Table 6. Classification results of different methods for the Pavia University dataset.

| Class | RF     | SVM$_{HSI}$ | SVM$_{HSI\&GLCM}$ | NN     | LeNet-5 | SPE-CNN | SPA-CNN | SSFIN |
|-------|--------|-------------|-------------------|--------|---------|---------|---------|-------|
| 1     | 92.84  | 95.31       | 99.45             | 93.42  | 98.49   | 95.21   | 99.70   | 99.85 |
| 2     | 97.77  | 98.44       | 99.48             | 98.31  | 99.86   | 98.40   | 100.00  | 100.00|
| 3     | 73.73  | 81.12       | 94.94             | 67.66  | 98.33   | 73.97   | 100.00  | 99.82 |
| 4     | 92.13  | 95.76       | 99.63             | 90.21  | 98.69   | 89.84   | 99.63   | 99.76 |
| 5     | 98.70  | 99.63       | **100.00**        | 100.00 | 99.63   | 100.00  | 100.00  | 100.00|
| 6     | 73.13  | 91.08       | 98.38             | 92.27  | 99.85   | 89.91   | **100.00** | **100.00** |
| 7     | 80.83  | 88.91       | 98.97             | 88.72  | 96.71   | 86.28   | 99.81   | 100.00|
| 8     | 89.04  | 92.36       | 97.79             | 92.91  | 98.74   | 91.31   | **99.73** | 99.05 |
| 9     | 100.00 | 99.47       | **100.00**        | 99.87  | 97.76   | 99.74   | 99.47   | **100.00** |

OA (%) 90.84 ± 0.22, 95.07 ± 0.14, 98.92 ± 0.06, 94.22 ± 0.21, 99.20 ± 0.07, 93.96 ± 0.31, 97.76 ± 0.10, 99.87 ± 0.11
AA (%) 87.94 ± 0.29, 93.28 ± 0.25, 98.59 ± 0.10, 91.58 ± 0.48, 98.51 ± 0.13, 91.59 ± 0.54, 91.31 ± 0.22, 99.76 ± 0.08
Kappa (%) 87.69 ± 0.30, 93.45 ± 0.18, 98.58 ± 0.08, 92.30 ± 0.29, 98.94 ± 0.09, 91.96 ± 0.42, 99.70 ± 0.14, 99.76 ± 0.07

3.5.2. Experimental Results of Hyperspectral Oil Spill Detection

Tables 7 and 8 report the accuracies of all classes with the OAs, AAs, Kappa coefficients for hyperspectral oil spill detection classification. As shown in Tables 7 and 8, the proposed method achieves the best classification results on both oil spill datasets compared with other classification methods. To be specific, experimental results of Dataset 1 show that the overall classification accuracy of SSFIN was 2.64%, 1.08%, 0.54%, 1.65%, 1.11%, 1.16%, and 0.10% higher than that of RF, SVM$_{HSI}$, SVM$_{HSI\&GLCM}$, NN, LeNet-5, SPE-CNN, and SPA-CNN, respectively. In addition, SSFIN even achieved the highest classification accuracy and the lowest standard deviation of each category as indicated by the experimental results of Dataset 2. Although the proposed method has the best performance in the above experiments, the detection accuracy of thin oil films is still insufficient, compared with that of thick oil films. The classification results indicate that the information contained in the hyperspectral images can be fully mined by using the spectral–spatial information simultaneously, which can significantly improve the detection accuracy of oil spills, causing the classification results to have higher stability and reducing the false alarm rate. For RF and SVM classifiers, 20% of the training samples are adopted for training, and thus the accuracy of their classification results reaches a relatively high level. Especially for SVM, its OA is even higher than that of NN, Lenet-5, and SPE-CNN. It is notable that, for both oil spill datasets, the optimal detection results of SPA-CNN are more than 1% higher than that of LeNet-5 with the same training data, which proves the oil spill detection ability of the proposed multi-feature fusion spatial feature extraction algorithm.

Figures 6 and 7 present the visualization of oil spill detection results from the optimal training model upon two oil spill datasets, as well as their corresponding ground truth. As shown in these figures, the method proposed here presents classification results of high purity from the perspective of visual effect. As expected, the oil spill detection results obtained by using spectral features alone, SVM$_{HSI}$ or SPE-CNN for instance, are more likely to be affected by noise such as sun light, resulting in misclassifications. For example, several speckled areas of seawater (blue) are misclassified as a thick oil film (red) in the lower right corner of Dataset 1. After the addition of spatial information, the situation affected by noise can be greatly reduced. However, the over-smoothing phenomenon may occur, for instance the detected area at the edge of seawater (blue) within the region of the thin oil film (green) by SPA-CNN, as presented in Figure 7g. The proposed SSFIN algorithm, integrating both spectral information and spatial information, not only alleviates the occurrence of misclassification phenomenon caused by noise, but also improves the anti-noise ability and edge detection ability.
Figure 5. Hyperspectral image classification results of the Pavia University Dataset. (a) False-color image. (b) Ground truth. (c) RF. (d) SVM_{HSI}. (e) SVM_{HSI,GLCM}. (f) NN. (g) LetNet-5. (h) SPE-CNN. (i) SPA-CNN. (j) SSFIN.
Table 7. Classification results of different methods for dataset 1.

| Class | RF  | SVM_{HSI} | SVM_{HSI&GLCM} | NN  | LeNet-5 | SPE-CNN | SPA-CNN | SSFIN |
|-------|-----|-----------|----------------|-----|---------|---------|---------|-------|
| 1     | 92.16 | 96.45 | 97.41 | 94.53 | 95.74 | 96.66 | 98.53 | 98.44 |
| 2     | 89.09 | 91.94 | 93.17 | 92.26 | 90.45 | 92.46 | 94.45 | 94.70 |
| 3     | 98.66 | 98.77 | 99.01 | 98.30 | 98.97 | 98.50 | 99.01 | 99.22 |

Table 8. Classification results of different methods for dataset 2.

| Class | RF  | SVM_{HSI} | SVM_{HSI&GLCM} | NN  | LeNet-5 | SPE-CNN | SPA-CNN | SSFIN |
|-------|-----|-----------|----------------|-----|---------|---------|---------|-------|
| 1     | 83.97 | 87.27 | 93.04 | 85.54 | 93.36 | 86.70 | 97.79 | 98.24 |
| 2     | 79.40 | 86.56 | 92.16 | 85.95 | 91.23 | 87.44 | 96.53 | 97.04 |
| 3     | 99.00 | 98.80 | 99.22 | 98.36 | 98.93 | 98.77 | 99.19 | 99.54 |

Table 9 lists the precision, recall rate, and F1-score of each category, as well as the macro-averaged and weight-averaged quantities for the proposed model upon the oil spill datasets. As can be seen from the table, there are three indicators of the thin oil film on the low side, implying high probability of misclassification, which eventually indicates that the detection ability of the algorithm for the thin oil film needs to be further improved. Nevertheless, the superior precision, recall rate, and F1-score still indicate that the classifier is effective for hyperspectral oil spill detection.

![False-color image](image1.png)

**Figure 6.** Hyperspectral oil spill detection results of dataset 1. (a) False-color image. (b) Ground truth. (c) RF. (d) SVM_{HSI}. (e) SVM_{HSI&GLCM}. (f) NN. (g) LeNet-5. (h) SPE-CNN. (i) SPA-CNN. (j) SSFIN.
Figure 7. Hyperspectral Oil Spill Detection Results of Dataset 2. (a) False-color image. (b) Ground truth. (c) RF. (d) SVM\textsubscript{HSI}. (e) SVM\textsubscript{HSI&GLCM}. (f) NN. (g) LetNet-5. (h) SPE-CNN. (i) SPA-CNN. (j) SSFIN.

Table 9. The precision, recall, and F1-score for dataset 1 and dataset 2.

|               | Dataset 1 |              | Dataset 2 |              |
|---------------|-----------|--------------|-----------|--------------|
|               | Precision | Recall       | F1-Score  | Precision   | Recall       | F1-Score  |
| thick oil     | 0.9794    | 0.9844       | 0.9819    | 0.9758      | 0.9824       | 0.9791    |
| thin oil      | 0.9504    | 0.9470       | 0.9487    | 0.9691      | 0.9704       | 0.9698    |
| seawater      | 0.9931    | 0.9922       | 0.9926    | 0.9965      | 0.9954       | 0.9959    |
| macro-averaged| 0.9743    | 0.9745       | 0.9744    | 0.9805      | 0.9827       | 0.9816    |
| weighted-averaged | 0.9838 | 0.9838       | 0.9909    | 0.9909      | 0.9909       | 0.9909    |

3.6. Analysis of Neighborhood Size

This paper has explored the impact of different neighborhood sizes on the classification results of hyperspectral oil spill detection and picks out the appropriate neighborhood size in terms of the classification accuracy. Considering the indistinct texture features of thick oil film and thin oil film, a smaller neighborhood was selected in the oil spill experiment for better distinguishing between each other. Specifically, neighborhoods of $7 \times 7$, $9 \times 9$, $11 \times 11$, $13 \times 13$, and $15 \times 15$ were employed in the oil spill datasets. Figures 8 and 9 show the variation trend of the average classification accuracy of ten experiments under different neighborhood sizes.

With the increase of neighborhood size, three precision evaluation indicators are firstly improved, and then become stable or decline slightly as shown in Figures 8 and 9. However, generally speaking, the neighborhood size has a little effect on the classification accuracy, exhibiting a relatively stable trend. The classification accuracy reaches the highest level when the neighborhood size was $9 \times 9$ both for dataset 1 and dataset 2. The reason is because the proposed algorithm fully extracted the combined multilevel spatial features
within the input neighborhood, thereby exerting superior classification performance without excessive addition of spatial information. Meanwhile, oversized neighborhoods usually consume more computing resources.

![Figure 8](image.png)

**Figure 8.** Analysis of neighbor size on the classification performances of SSFIN for dataset 1 classification.

![Figure 9](image.png)

**Figure 9.** Analysis of neighbor size on the classification performances of SSFIN for dataset 2 classification.

### 3.7. Time Cost

The training and testing time can be devoted to directly evaluating computational efficiency of the classification methods. To mitigate the impact of timing uncertainty, the calculating costs of different methods were recorded as the average time of ten experiments. Considering that all comparison methods are carried out on GPU except for random forest and SVM conducted on CPU, only the time costs of algorithms running on GPU are made as comparisons here, as presented in Table 10. From the table, all the algorithms can rapidly detect oil spills with less training time or testing time. It is worth noting that, in order to train the model adequately and avoid overfitting, the hyper-parameters in the compared experiments, such as epoch and batch size, may be different from that assigned in the proposed method, as listed in Table 5. However, when the hyper-parameters are consistent, taking the experiments conducted on dataset 1 and dataset 2 into consideration, the training time of SSFIN algorithm does not increase excessively compared with SPE-CNN, SPA-CNN. Although the data volume of SSFIN is the largest, it does not bring about serious computation burden. This demonstrates that the method proposed here has promising potential for rapid and accurate detection of hyperspectral oil spills.
Table 10. Time cost of dataset 1, dataset 2, and Pavia University.

| Dataset       | Dataset 1 | Dataset 2 |
|--------------|-----------|-----------|
|              | Train(s)  | Test(s)   | Train(s)  | Test(s)   |
| NN           | 101.95    | 4.65      | 57.60     | 2.62      |
| LeNet-5      | 116.90    | 7.04      | 67.09     | 4.07      |
| SPE-CNN      | 232.36    | 7.54      | 134.15    | 4.35      |
| SPA-CNN      | 214.49    | 8.63      | 149.13    | 5.22      |
| SSFIN        | 287.58    | 12.15     | 177.40    | 7.36      |

4. Discussion

Recent studies have shown that simultaneous use of spectral and spatial information can significantly improve the classification performance of hyperspectral images [36]. This point has also been confirmed by the experimental results of SPE-CNN, SPA-CNN, and SSFIN. To be specific, the spectral–spatial-feature network has the best classification effect among all the models no matter in terms of OA, AA, Kappa, or the classification accuracy of each class. Due to the influence of “same object different spectrum”, “same spectrum foreign body”, and Marine sunlight, the spectral curve contours of the oil spill, thin oil film, and thick oil film have slight differences, and the dividing line between them is not distinct enough. Using only spectral information for the classification is liable to cause misjudgment, resulting in low classification accuracy. Instead, the texture information of the oil spill and seawater exerts a significant difference and the boundary line between them is evident, judging from the oil spill RGB image. However, due to the influence of wind, wave, current, and other factors of the sea surface, thick oil films and thin oil films are often discontinuous and often mixed alternately, which affects the use of spatial information to a certain extent. Even so, it can be observed evidently from the experimental results that SPA-CNN achieves better classification accuracy than SPE-CNN. The reason can be roughly stated as follows. For SPA-CNN, vast majority of the spectral information has actually been retained by PCA in the first three principal components, whereas SPE-CNN operates only on the spectral dimension via 1D-CNN, without exploiting any spatial correlations. Nevertheless, it is worth emphasizing that the methods simultaneously employing spectral and spatial information would give better performance than that using only spatial information or spectral information, anyway.

The method proposed in this paper operates by integrating both spectral and spatial features of hyperspectral oil spill data, which can better reveal the inherent attribute information, so as to achieve high-precision detection of oil spill. Compared with other methods, this method has stronger anti-noise ability and edge detection ability, can effectively reduce the false alarm rate, and has higher oil spill detection accuracy. It is worth noting that due to the low complexity of oil spill data and the small number of categories, some models with deeper layers and more parameters are not suitable for oil spill detection, which not only increases the training burden, but also leads to low detection accuracy. The proposed model has the characteristics of fewer training parameters, strong robustness, and fast convergence, which provides a preferable classification model for remote sensing detection with difficulty in raising large amounts of samples.

In practical application, it is not clear whether deep learning is able to carry out high-precision oil spill detection under various complex sea conditions due to the complexity of the sea surface environment. There are still some shortcomings in the work of this paper. For example, the influences of solar flare on spectral curve and experimental results have not been taken into account, and the detection accuracy of thin oil film still needs to be further improved. All these topics will be future research focuses. As described previously, this paper has contributed to the feature-level fusion of images. Meanwhile, future research work can be devoted to the decision-level fusion between different models so as to further improve the accuracy and generalization performance of the model.
5. Conclusions

This study proposes a novel end-to-end deep learning network for hyperspectral detection of marine oil spill. The network consists of two branches of CNN extracting spectral and spatial features, respectively. During the stage of spatial feature extraction, the proposed method operates based on multi-feature fusion, which can extract rich target feature information by concatenating three consecutive convolution layers to simultaneously explore the shallow and deep features of the network. Further, the extracted spectral and spatial features are concatenated and fed to the fully connected layer so as to obtain the joint spectral-spatial features. Besides, to avoid over-fitting of the network, L2 regularization and dropout operation are also employed to improve the network performance. The effectiveness of the method proposed here has firstly been verified with competitive classification experimental results on the Pavia University dataset. Eventually, the experimental results of oil spill datasets demonstrate the strong capacity of oil spill detection by this method, which can effectively distinguish thick oil films, thin oil films, and seawater. This study provides a reference for the future application of deep learning in hyperspectral oil spill detection.
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