A new adaptive algorithm for v-support vector regression with feature selection using Harris hawks optimization algorithm
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Abstract. Support vector regression, especially, v-support vector regression (v-SVR) has been applied in several real problems. However, it is usually needed to tune manually the hyperparameter. In addition, v-SVR cannot perform feature selection. Nature-inspired algorithms were used as a feature selection and as an estimation for hyperparameter. In this paper, the Harris hawks optimization algorithm (HHOA) is proposed to optimize the hyperparameter of the v-SVR with embedding the feature selection simultaneously. Experimental results, obtained by running on two datasets, show that our proposed algorithm performs better than other methods, in terms of prediction, number of selected features, and running time. In addition, the HHOA’s experimental results confirm the efficiency of the proposed algorithm in improving prediction performance and computational time compared to other nature-inspired algorithms, which show case HHOA’s ability to search for the best hyperparameter values and to select the most informative features for prediction tasks. Therefore the HHOA may likely be ideal for defining the data relationship between input features and the target variable as opposed to other algorithms. In other real applications this is highly effective in making predictions.
1. Introduction

The support vector machine technique has appeared which is written briefly (SVM). Due to its theoretical and practical advantages that explain its improved performance in classification and regression, support vector machine has attracted considerable attention from many researchers and practitioners and statisticians in recent years [1]. Originally, SVM firstly used for solving classification problem. With the introduction of Vapnik’s $\varepsilon$-insensitive loss function, the SVM has been extended to solve the nonlinear regression problem, called the support vector regression (SVR) [1-3].

SVR has three advantages: (1) ensuring convergence to optimal solutions, because quadratic programming is used with linear constraints for learning the data. (2) The kernel mapping is computationally efficient for modeling nonlinear relationships. And, (3) a superior performance in generalization (lower error rates on test set) [4].

The $\nu$-support vector regression is a new class of SVR which was introduced by Schölkopf, et al. [5]. In this class, the parameter $\nu$ is introduced to control the number of support vectors and training error. The computational efficient of the $\nu$-support vector regression is strongly depending on a number of hyperparameter and influences that directly or indirectly affect the finding optimal solution. The comprehensive grid search is usually employing to investigate all the combinations of the hyperparameter and cross-validation are used to check predictive ability of SVR [6]. Despite the excellent characteristics of SVR, there are still several drawbacks, including the selection of features. In other words, SVR cannot perform feature selection [7].
Selecting a minimal number of features in the regression problems reduces computational complexity. An optimal choice of features is essential for building compact regression models and maintaining accuracy [8].

Nature-inspired algorithms, which they developed by drawing inspiration from nature, have attracted considerable interest and achieved competitive results when solving optimization problems including hyperparameter tuning problem [9-11] and feature selection. In the literature, there are numerous studies on tuning the hyperparameter of SVR using nature-inspired algorithms, such as [11-20]. In recent days, researchers are developing several new nature-inspired algorithms for improving and enhancing exploration and exploitation of the existing algorithms. Among these new algorithms, Harris hawks optimization algorithm which has gained popularity due to their high efficiency [21].

To the best of our knowledge, there are no attempts to perform feature selection and to tune the hyperparameter of SVR simultaneously, especially, for v-support vector regression. The main objective of this work is to optimize the hyperparameter of the v-support vector regression with embedding the feature selection simultaneously by employing the Harris hawks algorithm. The efficiency of our proposed algorithm was compared with other previous algorithms.

The reminder of our paper is organized as follows: Section 2 presents the theoretical part of the v-support vector regression. Sections 3 and 4 cover the details of the Harris hawks algorithm and our proposed algorithms. The experimental results are presented in Section 5. Conclusion is provided in Section 6.
2. v-Support vector regression

Support vector machines (SVM) were successfully used to solve the various classification problems. Nonetheless, with Vapnik implementing ε-insensitive loss function [22], the SVM has been expanded to solve the nonlinear regression problems, which is called the support vector regression. The goal in SVR is a quantitative variable, for instance chemical activity [22], spectral analysis [4, 23], and stock price forecasting.

Given a training dataset of \( n \) observations \( \{(x_i, y_i)\}_{i=1}^{n} \), where \( x_i = (x_{i1}, x_{i2}, \ldots, x_{ip}) \in \mathbb{R}^p \) represents a vector of the \( i \)th feature, \( y_i \in \mathbb{R} \) for \( i = 1, \ldots, n \) is the target variable, which is a quantitative variable, and ε-insensitive loss function, the SVR can be obtained through solving the following optimization problem

\[
\min_{w, b, \zeta, \xi} \left\{ \frac{1}{2} w^T w + C \sum_{i=1}^{n} (\zeta_i + \xi_i) \right\}
\]

\[
\text{S.T.} \quad \begin{cases} y_i - (w^T \phi(x_i) + b) \leq \epsilon + \xi_i \\ (w^T \phi(x_i) + b) - y_i \leq \epsilon + \zeta_i \\ \zeta_i, \xi_i \geq 0, \end{cases}
\]

where \( C > 0 \) is a penalized parameter that controls the tradeoff between the model complexity and training error, \( \zeta_i \) and \( \xi_i \) are slack variables, \( \phi(x_i) \) is a nonlinear mapping which is induced by a kernel function, \( w \) is the weight vector and \( b \) is bias.

Then, Eq. (1) can be solved by the Lagrangian multipliers after reformulated it into its dual problem as
\[
\begin{align*}
\min_{\alpha, \alpha'} \frac{1}{2} \sum_{i,j=1}^{n} (\bar{\alpha}_i - \alpha_i)(\bar{\alpha}_j - \alpha_j)K(x_i, x_j) + \varepsilon \sum_{i=1}^{n} (\bar{\alpha}_i - \alpha_i) - \sum_{i=1}^{n} y_i (\bar{\alpha}_i - \alpha_i) \\
\text{S.T.} & \quad \sum_{i=1}^{n} (\alpha_i - \bar{\alpha}_i) = 0 \\
& \quad 0 \leq \alpha_i, \bar{\alpha}_i \leq C,
\end{align*}
\]

where \( K(x_i, x_j) \) stands for kernel mapping, and \( \alpha_i, \bar{\alpha}_i \) are Lagrangian multipliers. The regression hyperplane for the underlying regression problem is then given by

\[
y_i = f(x_i) = \sum_{x_i \in SV} (\bar{\alpha}_i + \alpha_i)K(x_i, x_j) + b,
\]

where SV is the support vectors set.

\( \nu \)-SVR is a new category of promising nonlinear kernel that goal to find the best regression hyperplane with smallest structural risk in high dimensional feature space [13]. In the SVR with \( \varepsilon \)-insensitive loss function, the number of support vectors cannot be controlled [24]. In order to improve the solution speed of the SVR by controlling the number of support vector, training errors and giving an estimate of the \( \varepsilon \) in the data, an improved version \( \nu \)-SVR was proposed by Schölkopf, et al. [5]. In below there are a figure explain the support vectors and error [25].

![Figure 1 \( \nu \)- Support vector regression](image-url)
We refer to some the differences between SVR and v-SVR. Where the \( v \) parameter \( v \) is used in v-SVR to calculate the proportion of the number of support vectors that you want to retain in your solution with respect to the total number of samples in the dataset. The parameter \( \varepsilon \) is applied to the optimization problem formulation in v-SVR and is automatically (optimally) calculated. While in \( \varepsilon \)-SVR, you have no influence about how many data vectors become support vectors from the dataset, it could be a few, it could be many. The distinction between \( \varepsilon \)-SVR and v-SVR is how the issue of training is parameterized. You may use the \( v \) parameter in v-SVM to control the quantity of support vectors in the resulting model. The exact same problem is solved, given suitable parameters [26].

The original problem in v-SVR leads to convex quadratic programming with inequality constraints as [24, 27-32]

\[
\begin{align*}
\min_{w, b} \left\{ \frac{1}{2} w^T w + C \left[ v \varepsilon + \frac{1}{n} \sum_{i=1}^{n} (\zeta_i + \tilde{\zeta}_i) \right] \right\} \\
\text{S.T.} \quad & y_i - (w \cdot \phi(x_i) + b) \leq \varepsilon + \tilde{\zeta}_i \\
& (w \cdot \phi(x_i) + b) - y_i \leq \varepsilon + \zeta_i \\
& \zeta_i, \tilde{\zeta}_i \geq 0, \varepsilon \geq 0,
\end{align*}
\]

where \( 0 \leq \nu \leq 1 \). It was proved that \( \nu \) is an upper bound on the fraction of margin errors and a lower bound of the fraction of support vectors by Schölkopf, et al. [5]. Furthermore, by introducing \( \nu \) and adding an inequality constraint \( \varepsilon \geq 0 \) in Eq. (4) the value of \( \nu \) can be automatically determined and \( \nu \) is easier to determine than \( \varepsilon \) [5].

Equation (4) can be solved by the Lagrangian multipliers after reformulated it into its dual problem as follows:
\[ L(w, b, \varepsilon, \zeta, \xi) = \frac{1}{2} w^T w + C (\varepsilon + \frac{1}{n} \sum_{i=1}^{n} (\zeta_i + \xi_i) - \sum_{i=1}^{n} \theta_i \zeta_i - \sum_{i=1}^{n} \theta_i \xi_i - \gamma \varepsilon) \]
\[ + \sum_{i=1}^{n} \alpha_i (w^T \phi(x_i) + b - y_i - \varepsilon - \zeta_i) + \sum_{i=1}^{n} \alpha_i (w^T \phi(x_i) + b - y_i - \varepsilon - \zeta_i), \]

where \( \alpha_i, \tilde{\alpha}_i, \theta_i, \tilde{\theta}_i, \gamma \geq 0 \) are Lagrange multipliers. The solution of Eq. (5) can be achieved by partially differentiating with respect to \( \zeta_i, w, b, \varepsilon \), and \( \xi_i \) as

\[
\begin{align*}
\frac{\partial L}{\partial w} &= w + \sum_{i=1}^{n} \alpha_i x_i - \sum_{i=1}^{n} \tilde{\alpha}_i x_i = 0 \\
\frac{\partial L}{\partial b} &= \sum_{i=1}^{n} \alpha_i - \sum_{i=1}^{n} \tilde{\alpha}_i = 0 \\
\frac{\partial L}{\partial \varepsilon} &= C \frac{n}{n} - \gamma - \sum_{i=1}^{n} (\alpha_i + \tilde{\alpha}_i) = 0 \\
\frac{\partial L}{\partial \xi} &= \sum_{i=1}^{n} \frac{C}{n} - \sum_{i=1}^{n} \alpha_i - \sum_{i=1}^{n} \theta_i = 0 \\
\frac{\partial L}{\partial \zeta} &= \sum_{i=1}^{n} \frac{C}{n} - \sum_{i=1}^{n} \tilde{\alpha}_i - \sum_{i=1}^{n} \tilde{\theta}_i = 0
\end{align*}
\]

Substituting Eq. (6) into Eq. (5), the Lagrange function can be rewritten as follows:

\[ L = -\frac{1}{2} \sum_{i,j=1}^{n} (\tilde{\alpha}_i - \alpha_i)(\tilde{\alpha}_j - \alpha_j)K(x_i, x_j) + \sum_{i=1}^{n} (\tilde{\alpha}_i - \alpha_i) y_i, \]

According to Karush-Kuhn-Tucker conditions, the optimization problem of the objective function expressed by Eq. (7) can be achieved via the optimal solution of the corresponding dual problem. Then, the decision function of the v-SVR can be expressed by

\[ y_i = f(x_i) = \sum_{i=1}^{n} (\tilde{\alpha}_i + \alpha_i) K(x_i, x_j) + b. \]
3. **Harris hawks optimization algorithm**

Harris hawks optimization algorithm (HHOA), which was introduced by Heidari, et al. [21], is designed based on simulation of the behaviors of Harris Hawks during the process of search and catching the rabbit in natural space. The HHOA process of optimization is explained by three phases in order to find the optimal solution for any given problem. Exploration, transition from exploration to exploitation, and exploitation are those phases. Where it has been used HHO and DA optimization methods to analyze the bearing capacity of footing over two-layer foundation soils by Moayedi et al [33]. In another study, the effect of the HHO optimization algorithm was studied to improve the accuracy of the traditional multilayer perception technique in order to analyze the stability of the soil slopes more accurately [34]. In addition, Mehta et al. [35] showed that the HHO algorithm can be regarded as an effective optimization algorithm to solve the problems of optimum load dispatch.

3.1 **Exploration phase**

The exploration phase mimics the process where a Harris hawk is no able to duly trace the prey. The hawks take a break when this happens to track and locate new preys. The candidate solutions in the HHOA are the hawks and the best solution so far is the prey at every step. The hawks then perch randomly in a different location and wait for a prey using two operators that are selected based on a probability $q$ [36, 37].

Mathematically, this process is modeled as

$$
x^{(t+1)} = \begin{cases} 
  x'_{\text{rand}} - r_1 x'_{\text{rand}} - 2r_2 x' & q \geq 0.5 \\
  (x'_{\text{prey}} - x'_m) - r_3 (L_b + r_4 (U_b - L_b)) & q < 0.5,
\end{cases}
$$

(9)
where $x^{(t+1)}$ is the position vector of hawks in the next iteration, $x^t_{\text{prey}}$ represents the position of intended rabbit, and $x^t_{\text{rand}}$ is the position of a hawk which is chosen randomly from current team. $r_1$, $r_2$, $r_3$ and $r_4$ are random numbers. $L_b$ and $U_b$ are the upper and lower bounds of search space. $x^t_m$ is the average position of the current population of hawks which is calculated by the following equation

$$x^t_m = \frac{1}{nh} \sum_{i=1}^{nh} x^t_i,$$

where $x^t_i$ is the position of each hawk in team and $nh$ indicates the total number of team members.

### 3.2 Transition phase

According to the energy level of the prey (escape energy), $E$, the HHO algorithm goes from the exploration phase to the exploitation phase. The energy reduction of the prey is defined as

$$E = 2E_0 (1 - \frac{t}{t_{\text{max}}}),$$

where $t_{\text{max}}$ indicates the maximum number of iterations and $E_0$ is the initial energy which is randomly changing inside $(-1,1)$ at each iteration. This value is used to indicate either the physically flagging of the prey for $-1 \leq E_0 < 0$ or its strengthening $0 \leq E_0 < 1$. Furthermore, in the case $|E| \geq 1$ then HHOA will explore the search space otherwise, HHOA will change its status to the exploitation phase [38].
3.3 Exploitation phase

During the exploitation phase, the \(|E|\) is considered to choose the type of besiege to catch the prey. Accordingly, a soft one is taken when \(|E| \geq 0.5\), and the hard one is taken when \(|E| < 0.5\) [39-41]. This process is stimulated by the following two strategies: Soft besiege and hard besiege.

In soft besiege strategy, the \(r \geq 0.5\) and \(|E| \geq 0.5\) (where \(r\) represents the prey’s ability to escape). This means that the prey still has enough escape energy, so the Harris hawks select the best solution from the population to update the solution. This can be formulated using the following equation:

\[
\Delta x^{(t+1)} = \Delta x^t - E \left| J x^t_{pury} - x^t \right|,
\]

where \(\Delta x^t = x^t_{pury} - x^t\), \(J = 2(1 - r_j)\), which is standing for jump severity of the prey in the stage of escaping, and \(r_j\) is a random number in the range \([0,1]\).

On the other hand, in hard besiege strategy, the \(r \geq 0.5\) and \(|E| < 0.5\), which means that the prey is tired and does not have sufficient energy to escape. The updated position of the Harris’ hawk is defined as

\[
x^{(t+1)} = x^t_{pury} - E \left| \Delta x^t \right|,
\]

In case of \(r < 0.5\) and \(|E| \geq 0.5\), which is called soft besiege with progressive rapid dives, the Harris’ hawk progressively selects the best possible dive to catch the prey competitively [42, 43]. Then, the new position of the hawk is mathematically modeled as
\[
Y = x_{pury}' - E \left| J x_{pury}' - x' \right|
\]  
(14)

The Harris’ hawk can dive by

\[
Z = Y + S \times \text{Levy}(D),
\]  
(15)

where \( D \) is the dimension of problem, \( S \) is a random vector by size \( 1 \times D \), and \( \text{Levy} \) is the levy flight function, which is calculated as

\[
\text{Levy}(D) = 0.01 \times \frac{\mu}{\delta} \left[ \frac{\Gamma(1 + \beta) \times \sin \left( \frac{\pi \beta}{2} \right)}{\Gamma(1 + \beta) / 2 \times \beta \times 2^{1 + \beta / 2}} \right]^{1/\beta},
\]  
(16)

where \( \mu \) and \( \delta \) are random values from \((0,1)\) and \( \beta \) is a constant ant its value is 1.5 [42]. In this phase, the position of the Harris’ hawk is updated as

\[
x^{(i+1)} = \begin{cases} 
Y & \text{if } \text{Fitness}(Y) < \text{Fitness}(x') \\
Z & \text{if } \text{Fitness}(Z) < \text{Fitness}(x') 
\end{cases}
\]  
(17)

where \( \text{Fitness}(\cdot) \) is the fitness function.

4. The proposed algorithm

In SVR there are several parameters that are needed to be fixing. These parameters are called hyperparameters, such as penalized parameter, \( C \), \( \epsilon \)-insensitive loss function, \( \epsilon \), and the kernel parameter. The SVR performance is very sensitive to the selection of these hyperparameters and there is no mathematical based procedure for deriving the exact desired values [44]. As a result, the selection of those hyperparameters is a crucial part of the research on SVR.
In the literature, there several attempts with different procedures to improve the SVR performance by appropriated choosing of these hyperparameters [9-11, 44-46]. Nature-inspired algorithms are among these different procedures that were employed to select the hyperparameters of SVR [11-20, 47]. However, in all these existence procedures regarding the selection of hyperparameters, there is no attempt to perform feature selection simultaneously. On the other hand, there is no attempt to tune the hyperparameters of v-SVR.

Our contribution of this work is to optimize the hyperparameter (v) of the v-support vector regression with embedding the feature selection simultaneously by employing the Harris hawks algorithm. In our proposed procedure, the type of kernel function is Gaussian kernel with parameter $\sigma > 0$. The illustrative of the solution representation is depicted in Figure 1. The flowchart of our proposed framework is presented in Figure 2.

![Figure 1: Representation of the proposed solution](image-url)
Figure 2: The flowchart of our proposed framework.

Each hawk in the family members has a position contains three quantitative values which are representing the $v$, and $p$ binary values which are representing the features.
The relevant feature will take the value of 1 and 0 otherwise. In other words, each hawk has 1 + \( p \) positions. The steps of our proposed algorithm are presented as follows.

**Step 1:** The number of hawks is \( nh = 10 \) and the maximum number of iterations is \( t_{\text{max}} = 100 \).

**Step 2:** The first positions represent the hypermeter is randomly generated from uniform distribution as \( \nu \sim U(0,1) \). The rest positions which are representing the feature are generated as \( U(0,1) \).

**Step 3:** The fitness function is defined as

\[
\text{fitness} = \min \left[ \frac{1}{nh} \sum_{i=1}^{nh} (y_{i, \text{test}} - \hat{y}_{i, \text{test}})^2 \right],
\]

where the fitness is calculated for the testing dataset.

**Step 4:** The positions the hawks are updated using Eqs. (9), (12), (13), and Eq. (17). To deal with feature selection, the binary HHOA (BHHOA) is utilized. Here, each hawk is represented by the \( p \)-bit binary string. To update the position, the transfer function is usually used to force hawk to be in a binary space. In order to build this binary vector, a transfer function can be used, in which the new solution is constrained to only binary values as [43].

\[
x^{t+1} = \begin{cases} 
1 & \text{if } T(\Delta x^{t+1}) > \text{rand} \\
0 & \text{otherwise},
\end{cases}
\]

where \( \text{rand} \in [0,1] \) is a random number, \( T(x) = (1/1 + \exp(-x)) \) is the sigmoid transfer function.
Step 5: Steps 3 and 4 are repeated until a $t_{\text{max}}$ is reached.

5. Experimental results

To test the predicting performance of our proposed algorithm, HHOA, comprehensive comparative experiments with grid search approach (GS) and cross-validation approach with ten folds (CV) are utilized. Three different sets of chemical datasets were used in this research: antidiabetic activity of dipeptidyl peptidase-IV inhibitors (Dataset 1) [48], anticancer potency of imidazo[4,5-b]pyridine derivatives (Dataset 2) [49], diverse series of antifungal agents (Dataset 3) [50]. All these datasets include thousands of descriptors as features. Table 1 presents a summary of these datasets. Each dataset was divided into two groups: a training dataset consisting of 70% of the total samples, and a test dataset consisting of 30%. This splitting is repeated 20 times. Two evaluation criteria were used:

Mean-squared error of the training dataset ($MSE_{\text{train}} = \frac{1}{n_{\text{train}}} \sum_{i=1}^{n_{\text{train}}} (y_{i,\text{train}} - \hat{y}_{i,\text{train}})^2 / n_{\text{train}}$) and mean-squared error of the testing dataset ($MSE_{\text{test}} = \frac{1}{n_{\text{test}}} \sum_{i=1}^{n_{\text{test}}} (y_{i,\text{test}} - \hat{y}_{i,\text{test}})^2 / n_{\text{test}}$).

Table 1: Description of the datasets used.

| Dataset | #Samples | #features |
|---------|----------|-----------|
| Dataset 1 | 134 | 1048 |
| Dataset 2 | 65 | 2540 |
| Dataset 3 | 212 | 1048 |
Table 2 shows the preference for HHOA over two other methods, which are the CV and the GS. This preference based on the averaged mean square error, for instance in Dataset 1 HHOA has \( \text{MSE}_{\text{train}} \) lowest from CV and GS.

| Datasets  | GS  | CV  | HHOA |
|----------|-----|-----|------|
|          | MSE\(_{\text{train}}\) | MSE\(_{\text{train}}\) | MSE\(_{\text{train}}\) |
| Dataset 1 | 1.5411 | 1.3377 | 1.06E-07 |
| Dataset 2 | 1.0838 | 0.8296 | 0.306926 |
| Dataset 3 | 1.8951 | 1.6492 | 1.19E-07 |

Once again, based on the test set results in Table 3, the proposed method, HHOA, yields significantly better predictive ability as compared to CV and GS. The predictive performance achieved by the HHOA in Dataset 1, for example, was 0.0519, which was better than 1.5946 and 1.8472 obtained by CV and GS, respectively. Among the methods used, it is clearly seen that the GS is the worst predictive method.

| Datasets  | GS  | CV  | HHOA |
|----------|-----|-----|------|
|          | MSE\(_{\text{test}}\) | MSE\(_{\text{test}}\) | MSE\(_{\text{test}}\) |
| Dataset 1 | 1.8472 | 1.5946 | 1.01E-07 |
| Dataset 2 | 1.2068 | 1.0557 | 0.160816 |
| Dataset 3 | 1.9844 | 1.8069 | 1.18E-07 |

To further highlight the computational efficiency, Table 4 shows the CPU time of the proposed algorithm, HHOA, GS, and CV. As can be seen, in terms of computational efficiency, the HHOA has less time than CV and GS. The p-values (*) from Wilcoxon’s rank sum test (nonparametric statistical test) with 5% significance level are adopted. The statistical test is needed to indicate that the HHOA provides a significant improvement.
compared to the other methods. It can be seen that there is a statistical difference between HHOA and all the others for all datasets. This is not surprising because the GA and CV are computationally consuming time.

Table 4: The averaged computational time in seconds.

| Datasets | GS      | CV      | HHOA |
|----------|---------|---------|------|
| Dataset 1| 812.28 *| 757.13 *| 6.11 |
| Dataset 2| 773.57 *| 697.22 *| 10.87|
| Dataset 3| 884.72 *| 815.95 *| 5.56 |

In order to verify the feasibility and effectiveness of the proposed HHOA in optimizing the v-SVR hyperparameter and feature selection, the predictive performance of the HHOA is compared with other widely algorithms applied to solve this problem. These algorithms are: Particle swarm optimization (PSO), and whale optimization algorithm (WOA). The parameters of these algorithms are setting as basic. For the population size and the iteration numbers, they are assumed as same as in HHOA. The average $\text{MSE}_{\text{test}}$ and the computational time of the comparative algorithms are depicted in Table 5 and Figure 3, respectively.

From Table 5, it is clear that, HHOA performs better than the other algorithms in all the datasets which clearly demonstrates the predictive performance strength of the HHOA. WOA is in second place and PSO in the last place. In general, it is evident from Table 5 that HHOA has shown competitive performance in comparison to WOA and it has shown superior performance in comparison to PSO.
Table 5: Comparative experimental results (on average) for algorithms used based on testing dataset.

| Algorithms | Dataset 1  | Dataset 2  | Dataset 3  |
|------------|------------|------------|------------|
| PSO        | 0.0711     | 0.0326     | 0.3351     |
| WOA        | 0.0541     | 0.0246     | 0.2607     |
| HHOA       | 1.96E-07   | 0.306926   | 1.91E-07   |
6. Conclusion

Optimizing hyperparameter of v-SVR and performing feature selection are playing a crucial role in developing a successful study for any prediction problem. In this paper, HHOA was proposed to optimize the hyperparameter of the v-support vector regression with embedding the feature selection simultaneously. The experimental results and statistical analysis on four datasets have demonstrated that the performance of our proposed algorithm compared with the other methods and algorithms leads to a better performance in terms of prediction, number of selected features, and running time. Thus, the HHOA is more suitable than the others for describing the data relationship between input features and target variable. This highly effective predicting framework can be applied to other real applications.
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