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1 Introduction

When faced with the difficult task of forecasting in a complex world, people are bound to rely on simple models and past experiences. Yet, the rational expectations hypothesis submits that agents can forecast the future as if they knew the true model of the economy. The learning literature (e.g., Marcet and Sargent (1989), Evans and Honkapohja (1995)) addresses this criticism of rational expectations by making agents like econometricians who estimate the model of the economy using available data. This paper proposes a bounded rationality model that builds on this insight.

I propose a framework in which agents use flexible but simple time-series models that are fit to data to make sense of their environment. An agent attempts to forecast future values of a set of observables based on their past realizations. The observables follow a stochastic process that is unknown to the agent. Instead, she starts with the prior that any model in the flexible class of state-space models of dimension $d$ is plausible, and she uses her observations and Bayes’ rule to form her forecasts. If the true process does not have a state-space representation of dimension $d$, the simple models she considers will be misspecified. Consequently, the agent will not learn the true model, even in the long run. Her belief will instead asymptotically concentrate on the set of pseudo-true models, which provide low-dimensional approximations of the true process. The paper’s main contribution is characterizing the biases that result from agents’ use of pseudo-true state-space models. I begin my analysis by establishing a useful linear-invariance property of pseudo-true models: Expectations of agents who use pseudo-true state-space models respect all linear intratemporal relationships among observables; it is only intertemporal statistical relationships that may be misperceived by such agents. The result implies that the way agents form their forecasts is invariant to the scale or volatility of different observables. The linear-invariance property makes the framework immediately applicable in macro applications, even when there is no unique or obvious way of defining the vector of observables.

The paper’s main characterization result establishes that (under appropriate assumptions) the use of pseudo-true state-space models leads to persistence bias: Agents forecast the most persistent components of the vector of observables as well as possible while missing the dynamics of the remaining components. Furthermore, there is generally a unique way of ranking the persistence of observables: Different agents—with different payoffs, facing different decisions, and using pseudo-true models with possibly different dimensions—all agree on what the most persistent components of the observables are.

Persistence bias has further testable implications. The forecasts and forward-looking actions of agents who use pseudo-true state-space models are unresponsive to innovations in the least persistent observables. They are instead anchored to sluggish, backward-looking observables. Persistence bias also leads agents’ forward-looking decisions to comove with each other. Actions comove regardless of the specifics of the agents’ decision problems or the dimension of
their models, as long as actions are all sufficiently forward-looking and agents use pseudo-true models of sufficiently low dimension.

The framework of simple models provides a parsimonious and tractable way of introducing bounded rationality into standard macro models. The only free parameter in the specification of agents’ expectations is dimension $d$ of their models. If $d$ is sufficiently large, the agents’ expectations revert to rational expectations. Meanwhile, other parameters of agents’ subjective models are determined endogenously as they fit their models to the true process.

One can easily incorporate the framework in large-scale macroeconomic models. The set of pseudo-true state-space models is independent of the agent’s preferences. The problem of finding pseudo-true models thus decouples from the agent’s optimal decision problem. Furthermore, the characterization results of the paper give close-form expressions (under some assumptions) for the set of pseudo-true state-space models as functions of $d$ and the second moments of the true process.

The paper’s theoretical results offer a powerful toolbox to study how bounded rationality alters the predictions of standard macroeconomic models and the associated policy prescriptions. I illustrate these tools in the context of three workhorse macro models: the new-Keynesian model, the real business cycle (RBC) model, and the Diamond–Mortensen–Pissarides (DMP) model. In each case, constraining agents to have simple models brings the predictions more in line with stylized facts.

As the first application, I consider a version of the standard new-Keynesian model in which agents are constrained to forecast using pseudo-true one-dimensional models. As in the rational expectations version of the model, the equilibrium has a simple linear representation, which can be computed analytically. I then use the equilibrium characterization to study the implications of bounded rationality for the conduct of monetary policy.

Several insights arise from the analysis of the new-Keynesian model. First, even if agents employ simple models, the monetary authority can simultaneously achieve zero output gap and inflation (as long as cost-push shocks are identically zero). Second, the agents’ reliance on simple statistical models that are fit to past data curtails the power of forward guidance. Moreover, the power of forward guidance is largely independent of the guidance duration.

The second application concerns the propagation of productivity shocks in the RBC model. The RBC model is an excellent case study because it has only one exogenous shock and two state variables. Therefore, if agents are constrained to $d$-dimensional models with $d \geq 2$, they recover the true process, and their expectations coincide with rational expectations. When $d = 1$, on the other hand, agents’ models will be pseudo-true, and their forecasts will be biased. This prediction of the framework of simple models distinguishes it from signal-extraction-type models, which revert to rational expectations when there is a single exogenous shock in the economy.

Constraining agents to one-dimensional models in the RBC model causes aggregate consumption to behave more like a stock variable. This prediction directly follows from the persis-
tence bias in agents’ expectations. Agents’ estimate of the subjective state mostly depends on the value of the most persistent variable—the capital stock in equilibrium for the RBC model. Consequently, consumption (an almost purely forward-looking variable) comoves with the value of the capital stock. The anchoring of consumption to the capital stock makes consumption more sluggish than under rational expectations and increases the volatilities of consumption, hours, and investment.

As the last application, I study how the predictions of the standard search and matching model change when agents are constrained to use simple models. I consider a standard calibration of the DMP model with labor productivity and separation rate shocks. The equilibrium has a three-state representation, so expectations of agents constrained to $d$-dimensional models with $d \geq 3$ coincide with rational expectations. I instead consider agents constrained to use one-dimensional models. In equilibrium, agents’ estimate of the subjective state closely tracks the evolution of the unemployment rate. Separation rate shocks increase the unemployment rate, thus making agents pessimistic about the state of the economy. The result is a decrease in vacancy creation following an increase in separations and a negative comovement between the unemployment rate and vacancies in response to the separation shock. Meanwhile, the stickiness of expectations slows the dynamics of the economy, thus improving the propagation mechanism of the model.

Related Literature. This paper belongs to the growing literature on models and implications of deviating from the benchmark of full-information rational-expectations in macroeconomics. See Woodford (2013) for a survey.

Within this literature, this paper is closest in spirit to the adaptive learning literature, which goes back to Marcott and Sargent (1989), Sargent (1993, 1999), and Evans and Honkapohja (1995). The paper shares this literature’s approach to modeling economic agents as econometricians who use estimated statistical models to make sense of their world. However, it deviates from the earlier works in that literature in several important ways. First, I assume that the agents’ model of the economy is a state-space model, which is fully flexible except in its dimension. Second, I consider Bayesian agents and focus on the limit where learning is complete and agents have settled on some pseudo-true model. Finally, I accommodate the possibility that the agents’ pseudo-true models differ from the true model due to misspecification.

An alternative way of deviating from the benchmark model is to assume imperfect knowledge of payoff-relevant variables due to either dispersed information, e.g., Lucas (1972), noisy information, e.g., Orphanides (2003) and Angeletos and La’O (2009), sticky information, e.g., Mankiw and Reis (2002), or costly attention, e.g., Sims (2003), Woodford (2003), Maćkowiak and Wieder-
holt (2009, 2015), and Gabaix (2014). This paper abstracts from the difficulty of observing a large cross-section of variables and instead focuses on the difficulty of comprehending complex time-series relationships. The predictions of this framework also distinguish it from the literature mentioned above: In my model, agents fully uncover cross-sectional relationships among variables, but their expectations could deviate from rational expectations even if the economy has a single exogenous shock.

This paper also contributes to the literature that studies the properties of pseudo-true models. The term pseudo-true model originates in the pioneering work of Sawa (1978), who proposes using KL divergence as a model-selection criterion when models are misspecified. Agents in the restricted-perceptions equilibrium of Bray (1982) and Bray and Savin (1986), Rabin and Vayanos (2010)’s model of the gambler’s fallacy, the natural-expectations framework of Fuster, Laibson, and Mendel (2010), and Fuster, Hebert, and Laibson (2012), the Berk–Nash equilibrium of Esponda and Pouzo (2016, 2021), and the constrained rational expectations equilibrium of Molavi (2019) all use pseudo-true models to forecast payoff-relevant variables. Agents in Krusell and Smith (1998) also have a misspecified model of the economy. They believe that current and future prices do not depend on anything but the first few moments of the wealth distribution.

However, despite this long history, surprisingly few general results on the properties of pseudo-true models have appeared in the literature. Such results are almost exclusively derived—with the notable exception of Rabin and Vayanos (2010)—in settings where the set of models is sufficiently restricted that the pseudo-true model can be estimated using OLS regression, and the bias in agents’ forecasts reduces to the omitted-variable bias. I contribute to this literature by characterizing the set of pseudo-true state-space models of a given dimension.

A large empirical literature studies the question of whether households, firms, and professional forecasters underreact or overreact to new information. Coibion and Gorodnichenko (2015) provide evidence of underreaction in consensus forecasts for professional forecasters. Bordalo, Gennaioli, Ma, and Shleifer (2020) show that individual forecasts of professional forecasters overreact to news. Broer and Kohlhas (2020) find evidence for both overreaction and underreaction depending on the aggregate variable being studied. More recently, Angeletos, Huo, and Sastry (2021) find evidence of underreaction at short horizons and overreaction at longer horizons, whereas Afrouzi, Kwon, Landier, Ma, and Thesmar (2021) find evidence of overreaction in a lab setting.

In parallel with this empirical literature, many authors have proposed theoretical models of overreaction and underreaction. Natural expectations, e.g., Fuster, Laibson, and Mendel (2010) and Fuster, Hebert, and Laibson (2012) and diagnostic expectations, e.g., Bordalo, Gennaioli, and Shleifer (2018) and Bianchi, Ilut, and Saijo (2021) are examples of models where agents over-extrapolate from the recent past. Cognitive discounting of Gabaix (2020) and level-k thinking, e.g., García-Schmidt and Woodford (2019) and Farhi and Werning (2019) are examples of models

---

2See also Nimark (2008), Lorenzoni (2009), Alvarez, Lippi, and Paciello (2015), Angeletos and Lian (2018), Angeletos and Huo (2021), and Chahrour, Nimark, and Pitschner (2021).
that feature underreaction. The framework proposed in this paper is neither a model of underreaction nor of overreaction. In fact, I show that agents who use simple models always overreact to some observables and underreact to others.

The state-space models used in this paper are relatives of dynamic factor models, e.g., Stock and Watson (2011, 2016). However, the two are distinct both mathematically and conceptually. Dynamic factor and state-space models offer two different representations of stochastic processes. Each representation suggests a conceptually different decomposition of time-series data. Dynamic factor models decompose data into common factors and idiosyncratic disturbances, whereas state-space models decompose it into persistent and transitory components. The two approaches thus suggest two different simplifications of large time-series data: using a small number of common factors in the former case and a small number of persistent states in the latter.

Finally, Molavi, Tahbaz-Salehi, and Vedolin (2021) use a closely related framework to study the implications of model misspecification for asset prices and returns. They show that constraining the complexity of investors’ models leads to return predictability and provides a parsimonious account of several puzzles in the asset-pricing literature.

Outline. The rest of the paper is organized as follows: Section 2 presents the framework of simple models and formally defines and discusses the notion of a pseudo-true model. Section 3 contains the paper’s characterization results for the set of pseudo-true state-space models. Section 4 discusses the implications of using pseudo-true simple models for agents’ forecasts and choices. Section 5 discusses an application to monetary policy in the new-Keynesian model. Section 6 shows how constraining agents to use simple models alters the amplification and propagation of productivity shocks in the RBC model. Section 7 contains the labor search and matching application. Section 8 concludes. Some additional results are provided in two appendices. The proofs of theoretical results and other calculations are relegated to the online appendices.

2 General Framework

In this section, I present the environment and the main behavioral assumption of the paper.

2.1 The Environment

Time is discrete and is indexed by $t \in \mathbb{Z}$. An agent observes a sequence of variables over time and uses her past observations to forecast their future values. I let $y_t \in \mathbb{R}^n$ denote the time-$t$ value of the vector of observables, or simply the observable. Vector $y_t$ follows a mean-zero stochastic process $\mathbb{P}$ with the corresponding expectation operator $\mathbb{E}[\cdot]$. I start by taking $\mathbb{P}$ as a primitive; the

---

3The sets of time series that can be represented by dynamic factor and state-space models are not nested. Instead, any finite dynamic factor model has a state-space representation, and any finite state-space model has a dynamic factor representation. See Forni and Lippi (2001) for a representation result for the (generalized) dynamic factor models.
process will be an endogenous outcome of agents’ actions in the macro applications studied in Sections 5-7.

I make several technical assumptions on the true process. First, \( \mathbb{P} \) is stationary ergodic with \( \mathbb{E}[||y_t||^2] < \infty \). Second, it is purely non-deterministic. Third, there exists a linear subspace \( \mathcal{W} \) of \( \mathbb{R}^n \) (possibly equal to \( \mathbb{R}^n \) itself) such that \( y_t \) is supported on \( \mathcal{W} \). Third, \( \mathbb{P}(y_1, \ldots, y_t) \) is absolutely continuous with respect to the Lebesgue measure on \( \mathcal{W}^t \) for any \( t \), with density \( f(y_1, \ldots, y_t) \).\(^4\) Finally, the true process has finite entropy rate, i.e., \( \lim_{t \to \infty} \frac{1}{t} \mathbb{E}[-\log f(y_1, \ldots, y_t)] < \infty \). These assumptions are all quite weak. They are satisfied, for instance, if \( y_t \) follows a mean-zero vector ARMA process with Gaussian innovations.

The agent has perfect information about the past realizations of the observable, with her time-

\[ t \] 

information set given by \( \{y_t, y_{t-1}, \ldots\} \). However, she may use a misspecified model to map her information to her forecasts. This model misspecification leads to deviations in the agent’s forecasts from those that arise in the rational-expectations benchmark.

2.2 Simple Models

As the paper’s main behavioral assumption, I assume that the agent is constrained to use state-

space models with a small number of state variables to forecast the vector of observables. She can only entertain models of the form

\[
\begin{align*}
    z_t &= Az_{t-1} + w_t, \\
    y_t &= B'z_t + v_t,
\end{align*}
\]

where \( z_t \) is the \( d \)-dimensional vector of subjective latent states, \( A \in \mathbb{R}^{d \times d} \), \( w_t \in \mathbb{R}^d \) is i.i.d. \( N(0, Q) \), \( B \in \mathbb{R}^{d \times n} \), \( v_t \in \mathbb{R}^n \) is i.i.d. \( N(0, R) \), and \( w_t \) and \( v_t \) are independent. While the integer \( d \) is a primitive of the model that parameterizes the dimension of the agent’s models, matrices \( A, B, Q, \) and \( R \) are parameters that are determined endogenously by maximizing the fit to the true process.

Formally, I define a \( d \)-state model as a stationary ergodic stochastic process for \( y_t \) that has a representation of the form (1) such that (i) the dimension of vector \( z_t \) is \( d \), (ii) \( A \) is a convergent matrix, (iii) \( Q \) is positive definite, and (iv) \( R \) is positive semidefinite.\(^5\) Whenever there is no risk of confusion, I use the term \( d \)-state model to refer both to the stochastic process for \( y_t \) and the parameters \( \theta \equiv (A, B, Q, R) \) of its state-space representation. I let \( \Theta_d \) denote the set of all \( d \)-state models, let \( P^{\theta} \) denote the stationary distribution over \( \{y_t\}_{t=-\infty}^{\infty} \) induced by model \( \theta \), and let \( \mathcal{P}_d \equiv \{P^{\theta} : \theta \in \Theta_d\} \).\(^6\) With slight abuse of notation, I write \( \Theta_d \subseteq \Theta_{d+1} \) to stress the fact that agents with larger values of \( d \) can entertain larger classes of models.

\[^4\]This assumption is weaker than the assumption that \( \mathbb{P}(y_1, \ldots, y_t) \) is absolutely continuous with respect to the Lebesgue measure over \( \mathbb{R}^{nt} \) since it allows for the possibility that the true process is degenerate. This additional level of generality will be useful in applications where the elements of \( y_t \) may be linearly dependent.

\[^5\]A matrix is convergent if all of its eigenvalues are smaller than one in magnitude. \( A \) being convergent and \( Q \) being positive definite are sufficient for a model (\( A, B, Q, R \)) to define a purely non-deterministic stationary ergodic process.

\[^6\]One can define the set of \( d \)-state models without any reference to the latent state \( z_t \). Stochastic process \( P \) for \( \{y_t\}_{t=-\infty}^{\infty} \) with expectation operator \( E \) is a \( d \)-state model if \( E[y_{t-i}'] = CA^{i-1}C' \) for all \( i = 1, 2, \ldots \), some convergent \( d \times d \) matrix \( A \), and some \( C, C' \in \mathbb{R}^{n \times d} \). See, for instance, Faure (1976) or Katayama (2005, Chapter 7). I opt for the definition that uses the subjective latent state since \( z_t \) will have an intuitive interpretation as the state of the economy in the macro applications I consider in this paper.
The integer $d$ captures the agent’s sophistication in modeling the stochastic process for the vector of observables, with larger values of $d$ amounting to agents who can entertain more complex models. When $d$ is sufficiently large, by the Wold representation theorem, the agent’s set of models contains arbitrarily good approximations to any purely non-deterministic covariance-stationary process. On the other hand, when $d$ is small relative to the number of states required to model the true process, no model in the agent’s set of models will provide a good approximation to $\mathbb{P}$. The agent then necessarily ends up with a misspecified model of the true process and biased forecasts—regardless of which model in the set $\mathcal{P}_d$ she uses to make her forecasts. Characterizing this bias is the focus of the next section of the paper.

My preferred rationale for the constraint on the number of states is to capture limits on the agent’s cognitive abilities, but the constraint can also arise from the agent’s rational fear of overfitting. Models with a large number of parameters and many degrees of freedom are prone to overfitting. Such concerns may lead rational agents to limit themselves to statistical models with a small number of parameters, especially if they only have a short time series to draw upon when estimating the parameters of their model. In the remainder of the paper, I abstract away from any issues arising from small samples and instead consider the long-run limit where the sampling error vanishes.

### 2.3 Pseudo-True Models

I assume that the agent forecasts using a model in the family of $d$-state models that provides the best fit to the true process. I use the Kullback–Leibler divergence rate of process $P^\theta$ from the true process $\mathbb{P}$ as the measure of the fit of model $\theta$. The Kullback–Leibler divergence rate (KLDR) of $P^\theta$ from $\mathbb{P}$ is denoted by $\text{KLDR}(\theta)$ and defined as follows. Recall that the true process is supported on a linear subspace $W$ of $\mathbb{R}^n$. If $P^\theta$ is also supported on $W$, then

$$\text{KLDR}(\theta) \equiv \lim_{t \to \infty} \frac{1}{t} \mathbb{E} \left[ \log \left( \frac{f(x_1, \ldots, x_t)}{f^\theta(x_1, \ldots, x_t)} \right) \right],$$

where $f^\theta(x_1, \ldots, x_t)$ denotes the density of $P^\theta$ with respect to the Lebesgue measure on $W^t$; if $P^\theta$ is not supported on $W$, then $\text{KLDR}(\theta) \equiv +\infty$.

The Kullback–Leibler divergence rate is the natural generalization of Kullback–Leibler (KL) divergence to stationary stochastic processes. In the i.i.d. case, the KL divergence of a candidate model from the true model captures the difficulty of rejecting the candidate model in favor of the true model using a likelihood-ratio test. That is why the KL divergence is commonly used as a measure of a model’s fit. Similarly, $\text{KLDR}(\theta)$ captures the rate at which the power of a test for separating a stochastic process $P^\theta$ from the true process $\mathbb{P}$ approaches one as $t \to \infty$. The KLDR is also tightly linked to asymptotics of Bayesian learning, as I discuss in the following subsection.

---

7 The mean-squared forecast error is another commonly used notion of fit. In Appendix A, I define the weighted mean-squared forecast error and show that it is equivalent to the Kullback–Leibler divergence rate under an appropriate choice of the weighting matrix.

8 See, for instance, Hansen and Sargent (2008).

9 See, for instance, Shalizi (2009).
Model \( \theta^* \in \Theta_d \) is a pseudo-true \( d \)-state model if \( \text{KLDR}(\theta^*) \leq \text{KLDR}(\theta) \) for all \( \theta \in \Theta_d \). If the agent’s set of models contains a model \( \theta \) such that \( f^\theta(y_1, \ldots, y_t) = \tilde{f}(y_1, \ldots, y_t) \) almost everywhere and for all \( t \), then any pseudo-true \( d \)-state model is observationally equivalent to the true process.\(^{10}\) The set \( P_d \) of distributions is then correctly specified. When no such \( d \)-state model exists, \( \text{KLDR}(\theta) > 0 \) for any model \( \theta \in \Theta_d \), and the set \( P_d \) is misspecified. I let \( \Theta^*_d \) denote the set of all pseudo-true \( d \)-state models, and let \( P^*_{d} \equiv \{ P^\theta : \theta \in \Theta^*_d \} \). The following result shows that pseudo-true models are observationally equivalent to the true process when the set of models is correctly specified:

**Theorem 1.** Suppose the set \( P_d \) of \( d \)-state models is correctly specified. Then any pseudo-true \( d \)-state model \( P^d* \in P^*_{d} \) is observationally equivalent to the true process \( \mathbb{P} \).

The paper’s focus is the misspecified case, where \( d \) is small relative to the number of states required to capture the true process. This is a statement about \( d \) being smaller than the “true \( d \)”—and not it being smaller than \( n \), the dimension of \( y_t \). However, it is often natural to also think of \( d \) as much smaller than \( n \). Approximating the true process by a pseudo-true \( d \)-state model then amounts to using a parsimonious time-series model to capture the essential features of a large data set. Unless otherwise specified, I assume throughout the paper that \( d \leq n \), but the paper’s characterization results easily generalize to the \( d > n \) case.

### 2.4 Learning Foundation

Pseudo-true models arise naturally as the long-run outcome of learning by Bayesian agents with misspecified priors. Consider an agent who starts with prior \( \mu_0 \) with full support over the points in the set \( \mathbb{R}^d \times \Theta_d \), each corresponding to an initial value of the subjective states \( z_0 \) and a \( d \)-state model \( \theta \), which describes how states and the observable coevolve. Suppose the agent observes \( y_t \) over time and updates her belief using Bayes’ rule. Let \( \mu_t \) denote the agent’s time-\( t \) Bayesian posterior over \( \mathbb{R}^d \times \Theta_d \). Berk (1966)’s theorem establishes that, in the limit \( t \to \infty \), the agent’s posterior will assign a probability of one to the set of pseudo-true models.\(^{11}\)

This result offers an “as if” interpretation of pseudo-true \( d \)-state models. One can assume that every agent has a subjective prior—which may be different from the true distribution—and updates her belief in light of new information using Bayes’ law. By Berk’s theorem, any such agent whose prior is supported on the set of \( d \)-state models will forecast the observable in the long run as if she were using a pseudo-true \( d \)-state model. Focusing on pseudo-true models allows me to abstract from learning dynamics and focus on the asymptotic bias caused by misspecification.\(^{12}\)

\(^{10}\)Processes \( P \) and \( \tilde{P} \) are observationally equivalent if all their finite-dimensional marginal distributions are identical.

\(^{11}\)While Berk (1966) only covers the case of i.i.d. observations and parametric models, the result has been extended much more generally. Bunke and Milhaud (1998) and Kleijn and Van Der Vaart (2006) substantially extend Berk (1966) by providing conditions for the weak convergence of posterior distributions and considering infinite-dimensional models. Shalizi (2009)’s extension of Berk’s theorem covers the case of non-i.i.d. observations and hidden Markov models.

\(^{12}\)One can alternatively consider agents who estimate the parameters of their \( d \)-state models using a quasi-maximum-likelihood estimator. Such agents also will asymptotically forecast as if they relied on pseudo-true \( d \)-state models. See, for instance, Theorem 2 of Douc and Moulines (2012).
The set of pseudo-true $d$-state models is independent of the agent's preferences. Instead, it only depends on the number of states the agent can entertain and the true stochastic process. The independence of the agent’s pseudo-true models from her preferences is evident given the “as if” interpretation discussed above: Two agents who start with identical priors, observe the same sequence of observations, and update their beliefs using Bayes’ rule will end up with identical posteriors at any point in time—irrespective of their preferences. Berk’s theorem goes a step further by establishing that, in the long run, the posterior only depends on the support of the prior (not its other details) and the distribution of observations (not their realizations).

The independence of the agent’s pseudo-true models from her preferences has a significant consequence: The set of pseudo-true $d$-state models is generically disjoint from the set of $d$-state models that maximize the agent’s payoff. However, this disparity is a feature, not a bug, of a positive theory of bounded rationality. While finding the payoff-maximizing model requires knowledge of the true process, one arrives at the set of pseudo-true models simply by following Bayes’ rule—no knowledge of the true process is necessary. Following Bayes’ rule would have led the agent to the truth had her model been correctly specified, but it can lead her astray in the presence of model misspecification.

Thus, agents’ use of pseudo-true models should be seen as a positive statement—not a normative one. A pseudo-true $d$-state model is not what an agent should use for forecasting in order to maximize her payoff. It is what she will use to forecast in the long run if she starts with a prior over the set of $d$-state models and updates her belief using Bayes’ rule.

### 3 Pseudo-True Subjective Beliefs

In this section, I characterize the subjective belief of an agent who uses pseudo-true $d$-state models. As a preliminary step, I establish a useful invariance property for the class of pseudo-true models, which is of independent interest.

#### 3.1 Linear Invariance

There are no constraints on the agent’s set of models other than the bound on the number of subjective state variables. Formally, matrices $A, B, Q,$ and $R$ of representation (1) are unrestricted, other than the minimal restrictions required for (1) to define a proper stationary ergodic stochastic process. This flexibility in the agent’s set of models enables her to capture any linear intratemporal relationship among observables by the appropriate choice of matrices $A, B, Q,$ and $R$. It thus results in a crucial linear-invariance property for pseudo-true $d$-state models.

**Theorem 2** (linear invariance). Let $\tilde{y}_t = Ty_t$ denote a linear transformation of $y_t$, and let $\tilde{P}$ denote the probability distribution over $\{\tilde{y}_t\}_{t=-\infty}^{\infty}$ induced by $\mathbb{P}$ and $T$. Let $\tilde{P}_{st}^d$ denote the set of pseudo-true $d$-state stationary distributions when $\mathbb{P}$ is the true process, and let $\tilde{P}_{st}^d$ denote the corresponding set...
when \( \tilde{P} \) is the true process. If \( T \) is a full-rank matrix, then the set of probability distributions over \( \{\tilde{y}_t\}_{t=-\infty}^{\infty} \) induced by \( P^*_d \) and \( T \) coincides with \( \tilde{P}^*_d \).\(^{13}\)

The theorem establishes that the agent’s models and forecasts only depend on the amount of information available to her, not how it is presented. For instance, whether the agent observes the nominal interest rate and the inflation rate or the real interest rate and the inflation rate is immaterial for how she forms her expectations. Likewise, the agent’s expectations are not affected by augmenting the vector of observables with linear combinations of variables already in her information set.

The dichotomy in the agent’s cognitive abilities is arguably stark: The agent is capable of observing all the relevant variables and uncovering all linear intratemporal relationships among them, yet she is thoroughly constrained in the complexity of intertemporal relationships she can entertain. However, this dichotomy highlights the paper’s premise that forecasting is challenging because it requires forecasters to recognize stochastic patterns that unfold over time. It also allows me to abstract away from the cognitive costs of acquiring information and the mistakes individuals make when information is presented differently. Furthermore, it makes the framework immediately portable across different applications, thanks to the linear-invariance result.\(^{14}\)

The result also showcases the endogeneity of the agent’s expectations. Since the parameters of the agent’s model are determined endogenously by maximizing the fit to the true distribution, they covary with the true distribution. This feature of pseudo-true \( d \)-state models, which rational-expectations models share, makes the framework particularly suited to counterfactual analysis in macroeconomics, where policy changes can result in changes in the distribution of payoff-relevant variables.

The linear-invariance result allows me to focus on non-degenerate processes. Define the lag-\( l \) autocovariance matrix of the observable under the true process as follows:

\[
\Gamma_l = \mathbb{E}[y_t y'_{t-l}].
\]

The true process is degenerate if \( \Gamma_0 \) is singular. Whenever \( \Gamma_0 \) is singular, there is some lower-dimensional vector \( \tilde{y}_t \) with \( \mathbb{E}[\tilde{y}_t \tilde{y}'_t] \) non-singular and some full-rank matrix \( T \) such that \( y_t = T \tilde{y}_t \).

By Theorem 2, the set of pseudo-true models when the observable is given by \( \tilde{y}_t \) can be found by first finding the set of pseudo-true models given \( \tilde{y}_t \) and then transforming that set by \( T \).

Restricting attention to non-singular true processes allows me to restrict the agent to the set of models under which the subjective variance-covariance matrix of the observable is non-singular:

\[
\Gamma_l = \mathbb{E}[y_t y'_{t-l}].
\]

---

\(^{13}\)The distribution induced over \( \{\tilde{y}_t\}_{t=-\infty}^{\infty} \) by a distribution \( P \) over \( \{y_t\}_{t=-\infty}^{\infty} \) and a mapping \( T : y_t \mapsto \tilde{y}_t \) is the pushforward distribution \( P \circ T^{-1} \) defined as \( P \circ T^{-1} (\{\tilde{y}_t\}_{t=-\infty}^{\infty} \in Y) \equiv P (\{y_t\}_{t=-\infty}^{\infty} : (T y_t)_{t=-\infty}^{\infty} \in Y) \) for any set \( Y \subseteq \mathbb{R}^n \). The set of distributions over \( \{\tilde{y}_t\}_{t=-\infty}^{\infty} \) induced by a set of distributions \( \mathcal{P} \) over \( \{y_t\}_{t=-\infty}^{\infty} \) and a mapping \( T : y_t \mapsto \tilde{y}_t \) is given by \( \mathcal{P} \circ T^{-1} = \{P \circ T^{-1} : P \in \mathcal{P}\} \).

\(^{14}\)Rabin (2013) calls for the use of portable extensions of existing models in behavioral economics and economic theory more generally. The current framework can be seen as a portable extension of the rational-expectations benchmark. By varying a single parameter, \( d \), it spans the range between full rationality and a severe form of serial-correlation misperception where agents perceive serially-correlated variables as independent over time.
singular. In the remainder of the paper, I assume without loss that the variance-covariance matrix $\Gamma_0$ is non-singular, and the agent can only entertain subjective models with non-singular variance-covariance matrices.

### 3.2 The One-Dimensional Case

I start the analysis of the agent’s pseudo-true models by considering the case where she can only entertain one-dimensional models. In this case, a complete characterization of the agent’s forecasts is possible. The insights from the single-state case generalize to the $d$-state case, as I discuss later in this section.

The agent’s pseudo-true one-state forecasts depend on the true process only through the autocorrelations of the vector of observables. Define the lag-$l$ autocorrelation matrix of the observable under the true process as follows:

$$C_l \equiv \frac{1}{2} \Gamma_0^{-\frac{1}{2}} (\Gamma_l + \Gamma_0^T) \Gamma_0^{-\frac{1}{2}}.$$  

(3)

The notion of autocorrelation matrices is a natural generalization of the notion of autocorrelation functions. When the observable $G_B$ is a scalar, $C_l$ reduces to the usual autocorrelation function at lag $l$. When the observable is an $n$-dimensional vector, on the other hand, $C_l$ is an $n \times n$ real symmetric matrix with eigenvalues inside the unit circle.  

Autocorrelation matrices capture the extent of serial correlation in the vector of observables. Let $\rho(C_l)$ denote the spectral radius of matrix $C_l$. When $\rho(C_l)$ is close to zero for all $l$, the process is close to being i.i.d., whereas when $\rho(C_l)$ is close to one, then the process is close to being unit root.

With the definition of autocorrelation matrices at hand, I can state the general characterization result for the $d = 1$ case:

**Theorem 3.** Under any pseudo-true one-state model, the agent’s $s$-period ahead forecast is given by

$$E_t^{1+}[y_{t+s}] = a^s(1 - \eta)qp^T \sum_{\tau=0}^{\infty} a^T \eta^T y_{t-\tau},$$  

(4)

where $a$ and $\eta$ are scalars in the $[-1, 1]$ and $[0, 1]$ intervals, respectively, that maximize $\lambda_{\text{max}}(\Omega(\tilde{a}, \tilde{\eta}))$, the largest eigenvalue of the $n \times n$ real symmetric matrix

$$\Omega(\tilde{a}, \tilde{\eta}) \equiv -\tilde{a}^2 \frac{(1 - \tilde{\eta})^2}{1 - \tilde{a}^2 \tilde{\eta}^2} I + \frac{2(1 - \tilde{\eta})(1 - \tilde{a}^2 \tilde{\eta})}{1 - \tilde{a}^2 \tilde{\eta}^2} \sum_{\tau=1}^{\infty} \tilde{a}^T \tilde{\eta}^{\tau-1} C_{\tau},$$

and $p = \Gamma_0^{-\frac{1}{2}} u$ and $q = \Gamma_0^T u$, where $u$ is an eigenvector of $\Omega(a, \eta)$ with eigenvalue $\lambda_{\text{max}}(\Omega(a, \eta))$, normalized so that $u'u = 1$.

---

15 Whenever the true variance-covariance matrix $\Gamma_0$ is non-singular, any subjective model with a singular variance-covariance matrix is dominated in terms of fit to the true process by every subjective model with a non-singular variance-covariance matrix. Therefore, no subjective model with a singular variance-covariance matrix can be a pseudo-true model.

16 See Lemma C.2 of the appendix for a proof.

17 The spectral radius $\rho(X)$ of matrix $X$ denotes the maximum among the magnitudes of eigenvalues of $X$. 
The endogenous variables $a$, $\eta$, $p$, and $q$ have intuitive meanings. The scalar $a$ captures the persistence of the subjective latent state. When $a = 0$, the subjective state is i.i.d., whereas when $a = 1$, it follows a unit-root process. The scalar $\eta$ captures the noise in the agent’s observations of the subjective state. When $\eta$ is small, the agent believes recent observations to be highly informative of the value of the subjective state. As a result, her expectations respond more to recent observations and discount old observations more. The vector $p$ determines the agent’s relative attention to different components of the vector of observables. When $p_i$ is larger than $p_j$, the agent puts more weight on $y_{i,t-\tau}$ relative to $y_{j,t-\tau}$ for all $\tau$ when forming her estimate of the subjective state. Finally, the vector $q$ captures the relative sensitivity of the agent’s forecasts of different observables to changes in her estimate of the subjective state. When $q_i$ is larger than $q_j$, then a change in the estimated value of the state at time $t$ leads the agent to change her forecast of $G_{7,B} + A$ by more than her forecast of $G_{8,B} + A$ for all $A$.

The theorem does not rule out the possibility that $|a| = 1$ and $\eta > 0$, in which case the corresponding state-space model would not be stationary ergodic. However, the following result establishes that any pseudo-true one-state model inherits the stationarity and ergodicity of the true process:

**Theorem 4.** Let $P^{1*}$ denote a pseudo-true one-state model given true distribution $\mathbb{P}$. If $\mathbb{P}$ is purely non-deterministic and stationary ergodic, then so is $P^{1*}$.

Theorem 3 significantly reduces the computational complexity of finding the set of pseudo-true models. The set of all $d$-state models is a non-compact manifold of dimension $2nd$ (Gevers and Wertz, 1984). Additionally, the KLDR is a non-convex function of $\theta = (A, B, Q, R)$. Theorem 3 analytically concentrates out all but two of the parameters of the agent’s models, thus reducing an optimization problem over a $2n$-dimensional non-compact manifold to a problem over a two-dimensional compact rectangle.

Although much easier than the problem of KLDR minimization over the space of one-state models, the problem of maximizing $\lambda_{\text{max}}(\Omega(\tilde{a}, \tilde{\eta}))$ over $(\tilde{a}, \tilde{\eta})$ is still non-convex. Consequently, solving it requires the use of numerical global optimization methods. However, since the size of the problem is independent of $n$, it can be solved efficiently in any application, regardless of the dimension of the vector of observables.

The non-convexity of the problem also makes an analytical solution elusive without further assumptions on the true process. I proceed by imposing a natural assumption on the true process $\mathbb{P}$, which permits a closed-form characterization of the set of pseudo-true one-state models.

### 3.3 Exponential Ergodicity and Incomplete Information

The optimization problem in Theorem 3 has an intuitive closed-form solution given a class of true stochastic processes that arise naturally in many applications (including those studied in Sections 5–7). The appropriate class turns out to be the following:
Definition 1. A stationary ergodic process \( \mathbb{P} \) is **exponentially ergodic** if \( \rho(C_l) \leq \rho(C_1)^l \) for all \( l \geq 1 \).

Exponential ergodicity is stronger than ergodicity. While ergodicity requires the serial correlation at lag \( l \) to decay to zero as \( l \to \infty \), exponential ergodicity requires the rate of decay to be faster than \( \rho(C_1) \). Many standard processes are exponentially ergodic. For instance, the vector of observables follows an exponentially ergodic process if it is a linear combination of \( n \) independent AR(1) shocks.

The following result characterizes the agent’s pseudo-true one-state forecasts when the true process is exponentially ergodic. It links the agent’s forecasts to the eigenvalues and eigenvectors of the true autocorrelation matrix at lag one:

**Theorem 5.** If the true process is exponentially ergodic, then the \( s \)-period ahead forecast of agents who use pseudo-true one-state models is given by

\[
E_t^{1s}[y_{t+s}] = \lambda p' y_t,
\]

where \( \lambda \) is an eigenvalue of \( C_1 \) largest in magnitude, \( p \) denotes the corresponding eigenvector normalized so that \( p'u = 1 \), and \( q = \Gamma_1^q u \).

Suppose there is a change in the value of the observable. The agent incorporates this information by first projecting the change in the observable on vector \( p \) to form an updated estimate \( E_t^{1s}[z_t] \) of the subjective state. The agent thus dismisses as irrelevant any change in the vector of observables orthogonal to the relative attention vector \( p \). She then forecasts the change in the \( s \)-period ahead value of the subjective state \( E_t^{1s}[z_{t+s}] \) under the assumption that the state has persistence \( \lambda \). Finally, she multiplies her estimate of the subjective state by the relative sensitivity vector \( q \) to form her forecast of the observable in period \( t + s \).

The following example illustrates the result in the context of a commonly-used specification for the true process:

**Example 1.** Suppose the true process \( \mathbb{P} \) has the following representation:

\[
f_t = F f_{t-1} + \epsilon_t, \quad \epsilon_t \sim \mathcal{N}(0, \Sigma),
\]
\[
y_t = H' f_t,
\]

where

\[
F = \begin{pmatrix}
\alpha_1 & 0 & \ldots & 0 \\
0 & \alpha_2 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \alpha_n
\end{pmatrix},
\]

The term “exponential ergodicity” has been used to refer to a property of Markov chains, where the effect of initial condition on the current distribution of the state decays exponentially fast—see, for instance Meyn and Tweedie (1993). The definition used in this paper is mathematically distinct from the one in the context of Markov chains, but it captures the analogous idea that the serial correlation in the variables decays exponentially fast.
\[ \Sigma = \begin{pmatrix} \sigma_1^2 & 0 & \cdots & 0 \\ 0 & \sigma_2^2 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & \sigma_n^2 \end{pmatrix}, \]

\( H \in \mathbb{R}^{n \times n} \) is an invertible square matrix, and 1 > |\alpha_1| > |\alpha_2| > \cdots > |\alpha_n| > 0. It is easy to verify that \( \rho(C_i) = |\alpha_1|^i = \rho(C_i)^i \); that is, the true process is exponentially ergodic. Therefore, Theorem 5 can be used to characterize the pseudo-true one-state forecasts. The persistence, noise, relative attention, and relative sensitivity are, respectively, given by \( \alpha = \alpha_1, \eta = 0, p = (H'VH)^{1/2}H^{-1}V^{-1}e_1, \) and \( q = (H'VH)^{1/2}H'Ve_1, \) where \( V \equiv (I - F^2)^{-1}\Sigma \) is the variance-covariance matrix of \( f_t \) and \( e_1 \) denotes the first coordinate vector.\(^{19}\)

The agent’s forecasts take a particularly simple form if \( H \) is the identity matrix, i.e., \( y_{it} = f_{it} \) for \( i = 1, \ldots, n. \) Then \( p \) and \( q \) are both multiples of the first coordinate vector \( e_1, \) and the agent’s forecasts simplify to

\[
E_t^{1*}[y_{1,t+s}] = \alpha_1^s y_{1t} = E_t[y_{1,t+s}],
\]

\[
E_t^{1*}[y_{i,t+s}] = 0, \quad \forall i \neq 1.
\]

The agent’s forecast of the most persistent element of the vector of observables coincides with its rational-expectations counterpart, but she forecasts every other element of the observable as if it were i.i.d.

The example illustrates that the agent exhibits a form of persistence bias. She forecasts the most persistent component of the vector of observables as accurately as under rational expectations but misses the dynamics of other observables. The intuition for the result is easiest to see when the most persistent true state is close to being unit root. In that case, poorly tracking the most persistent state would lead to persistent mistakes in the agent’s forecasts. The persistence of those mistakes would make them costly from the point of view of KLDR minimization. Therefore, any pseudo-true model tracks the state close to unit root as best possible, even if doing so results in errors in forecasting the other states. In Section 4.1, I generalize the insight of this example by formally establishing persistence bias in the context of general true processes.\(^{20}\)

A remarkable feature of the pseudo-true model in Example 1 is that the persistence parameter \( \alpha \) does not depend on the volatilities of the underlying AR(1) processes. The agent uses the subjective latent state to track the most persistent component of \( y_t, \) even if the most persistent component has a vanishing variance. However, this result should not come as a surprise given the linear-invariance result: One can always equalize the volatilities of different components of \( y_t \) by an appropriate linear transformation of the observable without altering the persistence of

---

\(^{19}\)See the proof of Lemma C.3 for a derivation.

\(^{20}\)Bidder and Dew-Becker (2016) and Dew-Becker and Nathanson (2019) propose an alternative reason agents might focus on tracking the most persistent components of a payoff-relevant variable. Bidder and Dew-Becker (2016) show that long-run risk is the worst case scenario for ambiguity-averse agents. Dew-Becker and Nathanson (2019) show that, as a result, ambiguity-averse agents will learn most about dynamics at the lowest frequencies.
the subjective latent state in the agent’s pseudo-true model. Therefore, the persistence parameter cannot depend on the volatilities.

One can generalize Example 1 by relaxing the assumption that matrices $F$ and $\Sigma$ are diagonal and allowing for non-Gaussian innovations. The following theorem provides a set of sufficient conditions for the process to be exponentially ergodic:

**Theorem 6.** Consider a true process $\mathbb{P}$ that can be represented as

$$
\begin{align*}
    f_t &= F f_{t-1} + \epsilon_t \\
    y_t &= H f_t,
\end{align*}
$$

where $f_t \in \mathbb{R}^m$, $\epsilon_t$ is a zero mean i.i.d. shock with a finite variance-covariance matrix, $F \in \mathbb{R}^{m \times m}$ is a convergent matrix, and $H \in \mathbb{R}^{m \times n}$. Suppose the variance-covariance of $f_t$ is normalized to be the identity matrix. If $H$ is a rank-$m$ matrix and $\|E[F^t]\|_2 = \|F\|_2$, where $\| \cdot \|_2$ denotes the spectral norm, then the process is exponentially ergodic.

The assumption that the process has a representation of the form (6) is almost without loss of generality. By the Wold representation theorem, any mean zero, covariance stationary, and purely non-deterministic process can by approximated arbitrarily well by a process with a representation of the form (6). The assumption that the variance-covariance of $f_t$ equals identity is also without loss of generality. It can always be arranged to hold by an appropriate normalization of $f_t$.

The assumption on matrix $F$ rules out a severe form of defectiveness by guaranteeing that the largest eigenvalue of the symmetric part of $F$ coincides with the largest singular value of $F$. It is satisfied if $F$ is diagonal or symmetric, for example. However, this assumption is much weaker than symmetry.

The most consequential assumption of the theorem is the requirement that $H$ is a rank-$m$ matrix. The assumption can be seen as a complete information (or spanning) assumption: If the agent observes an observable of the form (6) with a full-rank matrix $H$, then she has enough information to forecast the observable as well as in the full-information rational-expectations benchmark—even if she fails to do so due to the constraint on her set of models. The following proposition shows that this assumption, in general, cannot be dispensed with:

**Proposition 1.** Suppose the observable is one-dimensional, and the true process $\mathbb{P}$ can be represented as in (6) for some $f_t \in \mathbb{R}^m$, $\epsilon_t \sim N(0, \Sigma)$, diagonal divergent matrix $F \in \mathbb{R}^{m \times m}$, diagonal matrix $\Sigma \in \mathbb{R}^{m \times m}$, and matrix $H \in \mathbb{R}^{m \times n}$. If the representation in (6) is minimal and $m > 1$, then the $s$-period ahead forecast of agents who use pseudo-true one-state models is given by

$$
E_t^1 [y_{t+s}] = a^s (1 - \eta) \sum_{\tau=0}^{\infty} a^\tau \eta^\tau y_{t-\tau}
$$

for some $a \in (-1, 1)$ and $\eta \in (0, 1)$.

---

21See Lemma C.3 of the appendix and its proof for how this can be done.
The class of exponentially ergodic processes thus constitutes a subset of the class of stationary ergodic processes. However, the true processes that arise in the applications studied in this paper are all exponentially ergodic. In those applications, the forecasts of agents who are constrained to use pseudo-true one-state models take the simple form given by Theorem 5.

### 3.4 Pseudo-True $d$-Dimensional Models

I next investigate whether and how the results from the one-dimensional case generalize to the $d > 1$ case. The forecasts of agents who use $d$-state models take a form similar to equation (4): Given a $d$-state model $\theta = (A, B, Q, R)$, the agent's $s$-period ahead forecast is given by

$$E_\theta^s [y_{t+s}] = B' A^{s-1} \sum_{r=0}^{\infty} (A - KB')^r K y_{t-r},$$

(7)

where $K \in \mathbb{R}^{d \times n}$ is the Kalman gain matrix, which depends on $(A, B, Q, R)$.$^{22}$ Equation (7) is valid for any $d$-state model $\theta$, not just the pseudo-true ones.

To characterize the forecasts under pseudo-true models, one needs to find the $(A, B, Q, R)$ matrices that minimize the KLDR from the true process and the implied Kalman gain $K$. This is a hard problem that involves minimizing a non-convex function over the $2nd$-dimensional non-compact manifold of $d$-state models $\Theta_d$. While the problem can be simplified further, finding an analytical solution to the problem appears infeasible, even for $n = 1$.

I instead solve the easier problem of minimizing the KLDR over a subset $\Theta_d$ of $\Theta_d$. I say model $\theta = (A, B, Q, R)$ is Markovian in observables (m.i.o.) if $A - KB' = 0$, where $K$ is the Kalman gain matrix corresponding to model $\theta$ and $0 \in \mathbb{R}^{d \times d}$ is the matrix of zeros. I let $\tilde{\Theta}_d$ denote the set of m.i.o. $d$-state models. The time-$t$ forecasts of an agent using a model $\theta \in \tilde{\Theta}_d$ only depend on the realized value of the vector of observables at time $t$ (and not its past realizations)—hence, the name Markovian in observables.

Model $\theta^* \in \tilde{\Theta}_d$ is a pseudo-true m.i.o. $d$-state model if KLDR$(\theta^*) \leq$ KLDR$(\theta)$ for all $\theta \in \tilde{\Theta}_d$. I let $\tilde{\Theta}_d^*$ denote the set of pseudo-true m.i.o. $d$-state models. The models in $\tilde{\Theta}_d^*$ have several appealing theoretical properties. They satisfy a version of the linear-invariance result of Theorem 2, and they have similar Bayesian and quasi-maximum-likelihood learning foundations as (general) pseudo-true $d$-state models. Perhaps most importantly, the following corollary of Theorem 5 shows that constraining the agent to m.i.o. models is without loss under some conditions:

**Corollary 1.** If the true process is exponentially ergodic, then any pseudo-true one-state model is m.i.o.

The result shows that—at least in the one-dimensional case—the set of pseudo-true models is a subset of the set of m.i.o. models when the true process is exponentially ergodic. Whether

$^{22}$ See equations (C.2) and (C.3) in the proof of Theorem 2 for the definition of $K$. 
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this result continues to hold for $d$-state models with $d > 1$ remains an open question. However, progress can be made by taking the restriction to m.i.o. models as an assumption and characterizing the set of pseudo-true m.i.o. $d$-state models and the corresponding forecasts:

**Theorem 7.** Suppose the lag-one autocovariance matrix $\Gamma_1$ is symmetric. Then the $s$-period ahead forecast of agents who use pseudo-true m.i.o. $d$-state models is given by

$$E_{t+s}^d [y_{t+s}] = \sum_{i=1}^{d} a_i^s q_i p_i' y_t,$$

where $a_1, \ldots, a_d$ are the $d$ eigenvalues of $C_\Gamma$ largest in magnitude (with the possibility that some of the $a_i$'s are equal), $u_i$ denotes an eigenvector corresponding to $a_i$ normalized such that $u_i' u_j = \delta_{ij}$ for all $i$ and $j$, $p_i \equiv \Gamma_0^{-1} u_i$, $q_i \equiv \Gamma_0^{1/2} u_i$.

The result shows that the insights from the analysis of single-state models broadly carry over to $d$-state models. In particular, agents who are restricted to m.i.o. $d$-state models exhibit a form of persistence bias. They focus on perfectly forecasting the $d$ most persistent elements of the vector of observables at the expense of the other elements.

The result suggests that state-space models can be estimated consistently by principal component analysis (PCA). This conclusion is reminiscent of a central result in the theory of dynamic factor models on the consistency of the principal components estimator for the common components. However, Theorem 7 is different along several dimensions. First, it concerns state-space models, not dynamic factor models. Second, the estimator suggested by the theorem uses the principal components of the lag-one autocorrelation matrix, while the PCA estimator of dynamic factor models is constructed from the principal components of the variance-covariance matrix. Last but not least, Theorem 7 suggests that the PCA estimator is consistent (at least under the theorem’s assumptions) even if the number of states is misspecified. I am aware of no similar result on the consistency of the PCA estimator for dynamic factor models when the number of common factors is misspecified.

### 3.5 Second Moments

So far, the results of this section were concerned with the conditional first moments of pseudo-true $d$-state models. I end the section by presenting two results on the subjective second moments when the agent uses pseudo-true $d$-state models. The first result characterizes the agent’s perceived variance-covariance of the vector of observables under pseudo-true one-state models.

**Theorem 8.** Given any pseudo-true one-state model $\theta^*$, the subjective variance-covariance of the vector of observables, $\text{Var}^{1*}(y_t)$, coincides with the true variance-covariance matrix, $\Gamma_0$.

---

23See, for instance, Stock and Watson (2002).

24An estimator for a misspecified model is consistent if the estimate converges to a pseudo-true model almost surely.
The agent does not misperceive the unconditional volatility of the vector of observables. Neither does she misperceive the unconditional means. Instead, it is the conditional expectations and volatilities that deviate from the corresponding values under rational expectations. The result is a direct consequence of the assumptions that the agent can entertain any stationary one-state model and fit her model to data by minimizing the KLDR. That the agent can entertain any one-state model allows her to always match the true volatility of the observables by an appropriate choice of matrices \((A, B, Q, R)\). The fact that the agent fits her model to data by minimizing the KLDR (or equivalently by Bayesian updating or maximum-likelihood estimation) means that it is optimal (from the point of view of maximizing fit) to match the volatility of the observable.

A version of this result also holds for \(d\)-state models:

**Theorem 9.** Suppose the first autocovariance matrix \(\Gamma_1\) is symmetric. Then given any pseudo-true m.i.o. \(d\)-state model \(\theta^*\), the subjective variance-covariance of the vector of observables, \(\text{Var}^\theta(y_t)\), coincides with the true variance-covariance matrix, \(\Gamma_0\).

Agents who are constrained to use m.i.o. \(d\)-state models uncover the true variance-covariance matrix of the observable as long as the true process is sufficiently regular. This conclusion is a consequence of the fact that the set of m.i.o. models \(\bar{\Theta}_d\) is invariant under linear transformations. For any \(\Gamma_0\), the set of m.i.o. models contains a subjective model \(\theta\) such that \(\text{Var}^\theta(y_t) = \Gamma_0\); KLDR minimization leads the agent to settle on such a subjective model.

### 4 Testable Predictions

I next use the characterization results of the previous section to develop several testable predictions of the framework for agents’ forecasts and choices. When discussing agents’ choices, I consider purely forward-looking actions that depend linearly on the agents’ forecasts of the observable. In particular, I consider actions \(x_{jt}\) of the form

\[
x_{jt} = E_t^j \left[ \sum_{s=1}^\infty c_{js} y_{t+s} \right],
\]

where \(j \in J\) indexes different actions (possibly taken by different agents), \(y_t \in \mathbb{R}^n\) is as before the vector of observables, \(E_t^j[\cdot]\) denotes the subjective forecasts of the agent taking action \(j\), and \(c_{js} \in \mathbb{R}^n\) are constant vectors. I assume that \(\sum_{s=1}^\infty \|c_{js}\| < \infty\) for all \(j\) and that \(J\) is a finite set. I also continue to take the true process \(\mathbb{P}\) as a primitive of the economy. In Appendix B, I show that the predictions of the framework remain largely intact in a general equilibrium economy, in which \(\mathbb{P}\) itself is an endogenous outcome of agents’ choices.

The reduced-form specification in (9) allows me to derive sharp results, which highlight the role of biased forecasts and are independent of the specifics of the agents’ decision problems. These results hold up to first order for purely forward-looking decisions that depend non-linearly
on forecasts of the observable and arbitrarily well when decisions are sufficiently forward-looking (e.g., when the discount factor is close to one.) In the next three sections, I further develop the implications of the general framework in the context of three microfounded macro models.

4.1 Persistence Bias

A decomposition of $y_t$ into its more persistent and less persistent components will prove fruitful for the discussions that follow.

Proposition 2. Let $a_i$ denote the $i$th largest eigenvalue of $G_1$ in magnitude, and let $u_i$ denote the corresponding eigenvector, normalized such that $u_i' u_j = \delta_{i,j}$ for all $i$ and $j$. The vector of observables can be decomposed as follows:

$$y_t = \sum_{i=1}^{n} y_t^{(i)} q_i,$$

where $y_t^{(i)} = p_i' y_t$, $p_i = \Gamma_0^{-\frac{1}{2}} u_i$, $q_i = \Gamma_0^{\frac{1}{2}} u_i$, and scalars $y_t^{(i)}$ all have unit variance. If $\rho_i$ denotes the lag-one autocorrelation of $y_t^{(i)}$, then $|\rho_1| \geq |\rho_2| \geq \cdots \geq |\rho_n|$.

The proposition decomposes the vector of observables into the sum of $n$ components: \{${y_t^{(i)} q_i}$\}$ _{i=1}^{n}$. The components are sorted in terms of their persistence, with $y_t^{(1)} q_1$ the most persistent and $y_t^{(n)} q_n$ the least persistent. This decomposition holds for arbitrary stationary stochastic process, without any reference to how agents forecast or what they do with their forecasts. However, the response of pseudo-true $d$-state forecasts to changes in the observable can be decomposed in a way that perfectly aligns with the decomposition in (10).

Agents who use pseudo-true $d$-state models treat the more and less persistent components of $y_t$ in qualitatively different ways. Their expectations respond fully to the information contained in the $d$ most persistent components of $y_t$, whereas they disregard the information content of the remaining components. The following corollary of Theorem 7 formalizes this idea:

Corollary 2 (persistence bias). Suppose the lag-one autocovariance matrix $\Gamma_1$ is symmetric. Then the time $t$-forecasts of agents who use pseudo-true m.i.o. $d$-state models only depend on the $d$ most persistent components of $y_t$.

This persistence bias underpins the other testable predictions derived in this section. It leads to the unresponsiveness of expectations and actions, over-extrapolation of the most persistent components, under-extrapolation of the least persistent ones, and comovement among agents’ different choices. In the remainder of this section, I discuss these predictions in turn.

4.2 Unresponsiveness on Impact

Ignoring innovations to the least persistent components of the observable makes the agents’ forecasts and actions unresponsive to some new information. Consider a change in the current
value of the observable. The change can be decomposed into changes in components \( \{y_t^{(i)} q_i\}_i \) of \( y_t \). Agents do not change their forecasts in response to changes in the least persistent components of \( y_t \). This unresponsiveness of expectations translates into the unresponsiveness of the agents’ forward-looking actions, as established in the following corollary of Theorem 7:

**Corollary 3.** Suppose the lag-one autocovariance matrix \( \Gamma_1 \) is symmetric, and consider an agent who uses pseudo-true m.i.o. \( d \)-state models and whose best responses are of the form (9). If \( n > d \), the agent’s time-\( t \) forecasts and actions do not respond to changes in the \( n - d \) least persistent components of \( y_t \).

The agents’ forecasts and actions are unresponsive to changes in \( y_t^{(d+1)}, \ldots, y_t^{(n)} \) only on impact. In general, different components of \( y_t \) do not evolve independently, so a change in the current value of \( y_t^{(i)} \) could lead to changes in values of \( y_t^{(j)} \) for some \( j \neq i \) and \( s > 0 \). This could lead to a delayed response of the agents’ forecasts and actions to changes in the least persistent components of the observable.

### 4.3 Underreaction and Overreaction

The framework proposed in this paper is neither a model of underreaction nor of overreaction. Instead, agents who use simple models forecast using a parsimonious model that provides an approximation to the true process and trades-off forecast errors at different horizons and for different variables. As such, pseudo-true simple models do not lead to mistakes that always go in the “same direction.” In fact, agents who use pseudo-true one-state models always under-extrapolate some variables and over-extrapolate others:

**Proposition 3.** Let \( y_t^{(1)} \) denote the most persistent component of \( y_t \) and \( y_t^{(n)} \) denote its least persistent component. Suppose the true process for \( y_t \) is exponentially ergodic. Consider an agent who uses a pseudo-true one-state model.

(a) The agent overestimates the magnitude of \( y_t^{(1)} \)’s autocorrelation at all lags.

(b) If \( n > 1 \), the agent underestimates the magnitude of \( y_t^{(n)} \)’s autocorrelation at all lags.

The following example illustrates this result:

**Example 2.** Suppose the vector of observables is given by \( y_t = (y_{1t}, y_{2t})' \in \mathbb{R}^2 \), and each element of \( y_t \) follows an independent ARMA(1, 1) process

\[
y_{1t} = \phi_1 y_{1,t-1} + \epsilon_{1t} + \theta_1 \epsilon_{1,t-1},
\]

\[
y_{2t} = \phi_2 y_{2,t-1} + \epsilon_{2t} + \theta_1 \epsilon_{2,t-1},
\]

where \( \phi_1, \phi_2, \theta_1, \theta_2 \in (0, 1) \) are constants, and \( \epsilon_{1t} \) and \( \epsilon_{2t} \) are i.i.d. mean-zero random variables with finite variances. Additionally, assume that \( \phi_1 > \phi_2 \) and \[
\frac{(\phi_1 + \theta_1)(1 + \phi_1 \theta_1)}{1 + 2 \phi_1 \theta_1 + \theta_1^2} > \frac{(\phi_2 + \theta_2)(1 + \phi_2 \theta_2)}{1 + 2 \phi_2 \theta_2 + \theta_2^2}.
\]

This assumption ensures that \( y_{1t} \) has a higher autocorrelation than \( y_{2t} \) at all lags.
The lag-$l$ autocorrelation matrix is given by

$$
C_l = \begin{pmatrix}
\frac{(\phi_1 + \theta_1)(1 + \phi_1 \theta_1)}{1 + 2\phi_1 \theta_1 + \theta_1^2} \phi_1^{l-1} & 0 \\
0 & \frac{(\phi_2 + \theta_2)(1 + \phi_2 \theta_2)}{1 + 2\phi_2 \theta_2 + \theta_2^2} \phi_2^{l-1}
\end{pmatrix}.
$$

The $i$th largest eigenvalue of $C_1$ in magnitude is $\frac{(\phi_i + \theta_i)(1 + \phi_i \theta_i)}{1 + 2\phi_i \theta_i + \theta_i^2}$, and the corresponding eigenvector is $u_i = e_i$, where $e_i$ denotes the $i$th standard coordinate vector. Since the two elements of $y_t$ are independent, the variance-covariance matrix $\Gamma_0$ is diagonal. Therefore, $y_t^{(1)} q_1 = y_1 t e_1$ and $y_t^{(2)} q_2 = y_2 t e_2$, i.e., the most persistent component of $y_t$ is its first element and the least persistent component of $y_t$ is its second element. It is also easy to verify that

$$
\rho(C_l) = \frac{(\phi_1 + \theta_1)(1 + \phi_1 \theta_1)}{1 + 2\phi_1 \theta_1 + \theta_1^2} \phi_1^{l-1} \geq \left(\frac{(\phi_1 + \theta_1)(1 + \phi_1 \theta_1)}{1 + 2\phi_1 \theta_1 + \theta_1^2}\right)^l = \rho(C_1)^l,
$$

with the inequality strict for $l > 1$. That is, the true process is exponentially ergodic.

The pseudo-true one-state model is described by Theorem 5. Under any such model, $y_{1t}$ follows an AR(1) process with persistence parameter $\alpha = \frac{(\phi_1 + \theta_1)(1 + \phi_1 \theta_1)}{1 + 2\phi_1 \theta_1 + \theta_1^2}$ and $y_{2t}$ is i.i.d. over time. The pseudo-true lag-$l$ autocorrelation of $y_{1t}$ is equal to $\alpha^l$, while the pseudo-true lag-$l$ autocorrelation of $y_{2t}$ is zero for any $l \geq 1$. On the other hand, the true lag-$l$ autocorrelation of $y_{1t}$ is given by $\frac{(\phi_1 + \theta_1)(1 + \phi_1 \theta_1)}{1 + 2\phi_1 \theta_1 + \theta_1^2} \phi_1^{l-1}$ for $i = 1, 2$. Therefore, an agent using a pseudo-true one-state model overestimates the autocorrelation of $y_{1t}$ at all lags (strictly so for lags $l > 1$) while strictly underestimating the autocorrelation of $y_{2t}$ at all lags.

The overreaction/underreaction result generalizes to the $d > 1$ case by imposing a slightly stronger assumption on the true process and focusing on models that are Markovian in the observable:

**Proposition 4.** Let $y_t^{(1)}$ denote the most persistent component of $y_t$ and $y_t^{(n)}$ denote its least persistent component. Suppose the true process for $y_t$ is exponentially ergodic and that the lag-one autocovariance matrix $\Gamma_1$ is symmetric. Consider an agent who uses a pseudo-true m.i.o. $d$-state model with $d < n$.

(a) The agent overestimates the magnitude of $y_t^{(1)}$’s autocorrelation at all lags.

(b) The agent underestimates the magnitude of $y_t^{(n)}$’s autocorrelation at all lags.

Relative to the rational-expectations benchmark, agents who use simple models overreact to changes in the most persistent components of the observable and underreact to changes in the least persistent ones. For observables with intermediate persistence, the pattern could be underreaction or overreaction depending on the variable and the horizon being considered. These predictions set this paper’s framework apart from models that generate only underreaction or only overreaction.
4.4 Comovement

Forward-looking actions of agents who are constrained to use simple models comove more than under rational expectations. This result might seem like a mechanical consequence of constraining agents to use a small number of state variables. If $d = 1$, for example, each decision depends on a single component of $y_t$, so it might appear obvious that agents’ different decisions should perfectly comove. However, this conclusion would be false if different decisions depended on different components of $y_t$.

The comovement between different choices relies crucially on the assumption that agents use pseudo-true models. Since the set of pseudo-true $d$-state models is independent of the specifics of the decision being considered, not only does each decision respond only to $d$ components of $y_t$, but also different decisions respond to the exact same $d$ components. In fact, even agents with different $d$’s respond to overlapping subsets of a small set of common components. Therefore, different actions made by different agents with different $d$’s all vary with movements in a small set of common components. The next result formalizes this intuition:

**Proposition 5.** Consider actions $x_{jt}$ of the form (9) chosen by possibly different agents who use pseudo-true m.i.o. $d$-state models with possibly different $d$’s. Let $D$ denote the largest value of $d$ across agents and $x_t \equiv (x_{jt})_{j \in J} \in \mathbb{R}^{|J|}$ denote the vector containing the agents’ time-$t$ actions. Suppose the lag-one autocovariance matrix $\Gamma_1$ is symmetric and the eigenvalues of the lag-one autocorrelation matrix $C_1$ are all distinct. If $D \leq |J|$, then there exists a $D$-dimensional subspace $V$ of $\mathbb{R}^{|J|}$ such that $x_t \in V$ for all $t$.

The proposition establishes that the agents’ actions exhibit a strong form of comovement. Not only do different actions of each agent move with one another, but also actions of different agents comove. To see the intuition for this result, consider agents $j$ and $j'$ who use models of dimensions $d(j)$ and $d(j') > d(j)$, respectively. The agents disagree on how many components of $y_t$ are needed to forecast the observable, but they agree on what the $d(j)$ most important components are. The $d(j)$ components used by agent $j$ are a subset of the $d(j')$ components used by agent $j'$. This strong form of comovement is a unique prediction of the framework.

The assumption that the eigenvalues of the lag-one autocorrelation matrix are all distinct is satisfied for generic true processes—even within the class of processes for which the lag-one autocovariance matrix is symmetric. This assumption implies that all pseudo-true models of a given dimension are observationally equivalent. It rules out knife-edge cases where several substantially different models of a given dimension have the exact same, minimal Kullback–Leibler divergence rate from the true process.

When agents are all constrained to use one-state models, their different actions all perfectly align:

**Proposition 6.** Consider actions $x_{jt}$ of the form (9) chosen by possibly different agents who all use pseudo-true one-state models. Let $x_t \equiv (x_{jt})_{j \in J} \in \mathbb{R}^{|J|}$ denote the vector containing the agents’
time-t actions. Suppose the true process is exponentially ergodic, and the top eigenvalue of the lag-one autocorrelation matrix \( C_1 \) is simple. Then there exists a 1-dimensional subspace \( V \) of \( \mathbb{R}^J \) such that \( x_t \in V \) for all \( t \).

The time-\( t \) actions of agents who use pseudo-true one-state models only depend on the current realization of \( y^{(1)}_t \), the most persistent component of \( y_t \). Consequently, an econometrician who analyzes those actions will conclude that the actions are driven by a single “main shock.” This conclusion is independent of the specifics of preferences, technology, or market structure. It holds both in partial equilibrium and in general equilibrium, as is suggested by the analysis in Appendix B.

Angeletos, Collard, and Dellas (2020) find that a “main business cycle shock” explains the bulk of movements in macroeconomic aggregates at business cycle frequencies. Based on my analysis, this finding should not come as a surprise: There is always a main shock—as long as decisions are sufficiently forward looking and agents use simple models. But in general, the main shock is an endogenous index whose composition depends on the primitives of the economy such as preferences, technology, market structure, the stochastic properties of the shocks that hit the economy, and the parameters of policy rules.

The subspace-based notion of comovement is special, but it is the appropriate notion in this context. An alternative, commonly used measure of comovement between two variables is their Pearson correlation coefficient. If comovement is measured by the correlation coefficients between different actions, constraining agents to \( d \)-state models might lower comovement relative to the rational expectations benchmark. However, the following corollary of Proposition 6 shows that in the \( d = 1 \) case comovement increases, even when measured by Pearson’s correlation coefficient:

**Corollary 4.** Consider actions \( j \) and \( k \), both of the form (9). Suppose the true process is exponentially ergodic, and the top eigenvalue of the lag-one autocorrelation matrix \( C_1 \) is simple. Then

\[
1 = \left| \text{Corr} \left( x_{j_t}^{1*}, x_{k_t}^{1*} \right) \right| \geq \left| \text{Corr} \left( x_{j_t}^{\text{RE}}, x_{k_t}^{\text{RE}} \right) \right|
\]

with the inequality generically strict.

## 5 Application to the New-Keynesian Model

As the first application of the general framework, I study the standard three-equation new-Keynesian model.\(^{25}\)

\(^{25}\)Technically speaking, the economy will be a two-equation new-Keynesian economy, described by the dynamic IS curve and the Phillips curve. Instead of assuming a functional form for the way the interest rate is set (e.g., a Taylor rule), I model the nominal interest rate as a random variable with arbitrary dependence on current realizations and lags of output gap and inflation rate.
5.1 Primitives

The primitives of the economy are standard. Time is discrete, preferences are time separable, and discounting is exponential. There is a measure of households with separable preferences over the final good and leisure. In each period, households decide how much to consume and how much to save in a nominal bond, which is in zero net supply. Households also make labor-supply decisions taking the wage as given. The consumption good is a CES aggregate of a continuum of intermediate goods. Intermediate goods are produced by monopolistically competitive firms using a technology linear in labor. Intermediate-good producers are subject to a Calvo-style pricing friction. Markets for labor, the final good, and the nominal bond are competitive.

The economy is subject to technology shocks that move the natural rate of interest and cost-push shocks that affect the intermediate-good producers’ desired markups. The nominal interest rate is set by a central bank. The exact rule followed by the central bank is irrelevant for my analysis. Rather, equilibrium outcomes will depend only on the statistical properties of the interest rate process (such as its serial correlation and its correlation with other aggregate observables).26

5.2 Log-linear Temporary Equilibrium

It is well known since Preston (2005) that recursive equilibrium equations that relate aggregate variables (e.g., the aggregate Euler equation) may not be valid outside of rational expectations. Instead, one needs to separately characterize each agent’s optimal behavior using only relationships that are respected by the agent’s expectations.

My analysis of the new-Keynesian model thus proceeds in two steps. The first step is to characterize the temporary equilibrium relationships, which impose individual optimality and market clearing conditions but not rational expectations.27 The second step is to supplement the temporary equilibrium with the model of expectations formation and characterize the resulting (full) equilibrium.

The first step of the analysis is standard. I therefore omit the details of the derivation and use the log-linearized temporary equilibrium relationships as my starting point.28 These temporary-equilibrium conditions are given by

\[ \hat{x}_t = -\sigma \left( \hat{i}_t - r_t^n \right) + E_t^{h} \left[ \sum_{s=1}^{\infty} \beta^{s} \left( \frac{1 - \beta}{\beta} \hat{x}_{t+s} - \sigma \left( \hat{i}_{t+s} - r_{t+s}^n \right) - \frac{\sigma}{\beta} \hat{p}_{t+s} \right) \right], \tag{11} \]

\[ \hat{p}_t = \kappa \hat{x}_t + \mu_t + E_t^{f} \left[ \sum_{s=1}^{\infty} \left( \beta \delta \right)^{s} \left( \kappa \hat{x}_{t+s} + \frac{1 - \delta}{\delta} \hat{p}_{t+s} + \mu_{t+s} \right) \right], \tag{12} \]

26The Taylor principle is not necessary for equilibrium uniqueness in my setup. The sunspot equilibria in the new-Keynesian model require agents to observe payoff-irrelevant common sunspots. I restrict the set of variables that can appear in the vector of observables to be payoff relevant, thus implicitly ruling out sunspot equilibria.

27The notion of temporary equilibrium has been extensively developed in the context of Arrow–Debreu economies by Grandmont (1977). See Woodford (2013) for a discussion of temporary equilibria in the context of modern monetary models and Farhi and Werning (2019) for an application in the context of a heterogeneous-agent new-Keynesian economy.

28Details of this derivation can be found, among other places, in Angeletos and Lian (2018) and Gáti (2020).
where $\hat{x}_t, \hat{i}_t, \hat{\kappa}_t$ denote the log-deviations of output gap, (gross) nominal interest rate, and inflation rate, respectively, from their steady state values. $\beta$ is the discount factor, $\sigma$ is the elasticity of intertemporal substitution (EIS), $\delta$ is the Calvo parameter, $\kappa$ is a composite parameter that determines the steepness of the Phillips curve, $\hat{r}_t^n$ denotes the technology shock that moves the natural rate of interest, and $\mu_t$ is the cost-push shock. $E_t^h$ and $E_t^f$ denote subjective expectations of households and firms, respectively.

I assume that the vector $(\hat{i}_t, \hat{r}_t^n, \mu_t)'$ of nominal interest rate, technology shock, and cost-push shock follows a mean-zero stationary and exponentially ergodic process. This assumption allows me to use Theorem 5 to characterize the set of pseudo-true one-state models. When taking the model to data, I verify that $(\hat{i}_t, \hat{r}_t^n, \mu_t)'$ indeed follows a stationary and exponentially ergodic process.

5.3 Subjective Expectations and Equilibrium

For simplicity, I assume that households and firms face identical constraints on the models they can entertain, ending up with identical subjective expectations. Every agent knows the steady-state values of every variable. The agents’ time-$t$ information set is given by the history $\{y_t\}_{t \leq T}$ of vector $y_t \equiv (\hat{x}_t, \hat{\kappa}_t, \hat{i}_t, \hat{r}_t^n, \mu_t)'$, consisting of time-$t$ log-deviations of output, inflation, and interest rate from their steady-state values, as well as realizations of every shock. Instead of imposing rational expectations, I assume agents are constrained to use one-dimensional state-space models of form (1) to forecast $y$.

The equilibrium definition is straightforward. An equilibrium consists of a stochastic process $\mathbb{P}$ for $\{y_t\}_t$ and a model $\theta^*$ for agents such that (i) $\mathbb{P}$ is derived from market-clearing conditions and optimal behavior by households and firms given subjective model $\theta^*$, and (ii) $\theta^*$ is a pseudo-true one-state model given the stochastic process $\mathbb{P}$. Following earlier work (Molavi, 2019), I refer to this equilibrium notion as constrained rational expectations equilibrium.

Finding an equilibrium involves solving a fixed-point equation. I can do this in the context of the new-Keynesian model analytically via a guess-and-verify method. I focus on linear equilibria, in which $\hat{x}_t$ and $\hat{\kappa}_t$ are linear functions of $\hat{i}_t, \hat{r}_t^n$, and $\mu_t$. In such an equilibrium, the $y_t$ vector contains two redundant elements (which are linear combinations of other elements of $y_t$). Therefore, agents’ forecasts of $y$ can be obtained by first finding their forecasts of some three-dimensional vector $f$ that spans the subspace spanned by $y$ and then using the linear-invariance result to find their forecasts of $y$.

29The new-Keynesian literature often assumes that nominal interest rate follows a Taylor rule, which sets the rate as a linear function of output gap and inflation rate plus a monetary policy shock. As long as shocks follow a stationary and exponentially ergodic process, the standard specification leads to a process for $(\hat{i}_t, \hat{r}_t^n, \mu_t)'$ that is stationary and exponentially ergodic—both in the rational expectations equilibrium and in the equilibrium in which agents are constrained to use simple state-space models. My reduced-form specification of the interest rate process thus nests the standard Taylor-rule specification. But the reduced-form specification has the advantage of allowing the model to be calibrated without taking a stand on which changes in the interest rate are systematic and which are due to the so-called pure monetary policy shocks. It also enables me to study the effects of forward guidance in a theoretically coherent way. These advantages come at the expense of precluding counterfactual analyses with respect to the parameters of the Taylor rule.

30The existence and generic uniqueness of a linear equilibrium follows from the guess-and-verify argument. My method for finding an equilibrium is silent on whether there are other, non-linear equilibria.
I take \( f_t \equiv (\hat{x}_t, \hat{\pi}_t, \hat{i}_t)' \) as my basis for the subspace spanned by \( y_t \). This choice of \( f_t \) has two advantages over the more natural choice of the vector of shocks. First, it considerably simplifies the algebra involved in finding the equilibrium. Second, it makes the estimation of the model more straightforward. By Theorem 5, the agents’ pseudo-true model of any vector \( f_t \) depends on the autocovariance matrices of \( f_t \) at lags zero and one. When \( f_t \) consists of output gap, inflation, and interest rate, those autocovariance matrices have readily available empirical counterparts.

The following proposition summarizes the equilibrium characterization:

**Proposition 7.** Suppose the shocks in the new-Keynesian model are stationary and exponentially ergodic, agents are constrained to use one-state models, and their time-\( t \) information set consists of the history of vector \( y_t \equiv (\hat{x}_t, \hat{\pi}_t, \hat{i}_t, r^n_t, \mu_t)' \) for \( \tau \leq t \). In the linear constrained rational expectations equilibrium,

\[
\hat{x}_t = \frac{1}{1 - p_x \gamma_x - p_{\pi} (\gamma_{\pi} + \kappa \gamma_x)} \left[ \gamma_x (p_{\pi} \hat{i}_t + p_{\pi} \mu_t) - \sigma (1 - \gamma_{\pi} p_{\pi}) (\hat{i}_t - r^n_t) \right],
\]

\[
\hat{\pi}_t = \frac{1}{1 - p_x \gamma_x - p_{\pi} (\gamma_{\pi} + \kappa \gamma_x)} \left[ (\gamma_{\pi} + \kappa \gamma_x) p_{\pi} \hat{i}_t + (1 - \gamma_{\pi} p_{\pi}) \mu_t - \sigma (\kappa + \gamma_{\pi} p_{\pi}) (\hat{i}_t - r^n_t) \right],
\]

where

\[
\gamma_x \equiv a (q_x - \sigma q_{\pi}),
\]

\[
\gamma_{\pi} \equiv a \beta q_{\pi},
\]

\( \Gamma_0 \) is the variance-covariance matrix of \((\hat{x}_t, \hat{\pi}_t, \hat{i}_t)\), \( C_1 \) is the corresponding lag-one autocorrelation matrix, \( a \) is the eigenvalue of \( C_1 \) largest in magnitude, \( u \) is the corresponding eigenvector normalized so that \( u'u = 1 \), \( p \equiv (p_x, p_{\pi}, p_{\pi})' \equiv \Gamma_0^{-1/2} u \), and \( q \equiv (q_x, q_{\pi}, q_{\pi})' \equiv \Gamma_0^{1/2} u \).

The proposition provides an explicit characterization of the equilibrium given autocovariance matrices of vector \( f_t = (\hat{x}_t, \hat{\pi}_t, \hat{i}_t)' \). Although \( f_t \) contains output gap and inflation rate, which are endogenous objects, the characterization is still useful. One can directly measure the autocovariance matrices of \( f_t \) in the data and use the measured values together with values for \( \beta, \sigma, \delta, \) and \( \kappa \) to find the response of the economy to interest rate changes as well as technology and cost-push shocks. Furthermore, in equilibrium, there is a one-to-one mapping between autocovariance matrices of \( f_t \) and autocovariance matrices of the shocks. Therefore, setting the autocovariance matrices of \( f_t \) to their empirical counterparts is equivalent to choosing the shock process to target the empirical autocovariance matrices of \( f_t \).

Vectors \( p \) and \( q \) can be seen as measures of the anchoring of expectations. The agents’ nowcast of the subjective latent state \( z_t \) can be seen as their view of the “state of the economy.” When \( p_{\zeta} \) is small for some \( \zeta \in \{x, \pi, i\} \), the agents’ view of the state of the economy does not move by much in response to innovations in \( \zeta \). Whereas when \( q_{\zeta} \) is small for some \( \zeta \in \{x, \pi, i\} \), changes in the agents’ view of the state of the economy do not alter their forecasts of \( \zeta \) by much. The product \( q_{\zeta} p_{\zeta} \) thus captures the sensitivity of forecasts of \( \zeta' \) to innovations in \( \zeta \). When \( q_{\zeta} \) is small,
the agents’ expectations of $\zeta$ are well anchored; they do not respond to innovations in any of the observables.

The framework can be used to think about monetary policy when agents use simplified models of the economy. The standard new-Keynesian model has the so-called “divine coincidence” property under rational expectations: Without cost-push shocks, the monetary authority faces no trade-off between its dual goals of zero output gap and stable prices. The following result shows that a similar conclusion holds when agents use pseudo-true one-state models:

**Proposition 8** (divine coincidence). Suppose agents in the new-Keynesian model are constrained to use one-state models, and their time-$t$ information set consists of the history of vector $y_t \equiv (\hat{x}_t, \hat{\pi}_t, \hat{i}_t, r^n_t, \mu_t)'$ for $t \leq t$. If the cost-push shock $\mu_t$ is identically zero, the nominal interest rate is always set to the natural rate, i.e., $\hat{i}_t = r^n_t$, and the natural rate follows a stationary and exponentially ergodic process, then in the linear constrained rational expectations equilibrium, the output gap and inflation rate are identically zero.

Equalizing the nominal rate and the natural rate achieves zero output gap and inflation through two channels. The first channel is the direct effect on the current interest rate faced by households and firms. The second channel works through the anchoring of inflation expectations. By systematically setting the nominal rate to the natural rate, the monetary authority brings the economy closer to a one-state economy, in which the only shocks affecting the economy are shocks to the natural rate. This brings the agents’ pseudo-true one-state expectations closer to rational expectations, thus making the constraint on the complexity of the agents’ models non-binding. As a result, the economy inherits the divine coincidence property of the rational expectations version of the model. In equilibrium, $q_x = q_\pi = 0$; that is, the agents’ expectations of output gap and inflation are perfectly anchored.

Limits to the complexity of agents’ models does not change the prescription for conventional monetary policy (at least when cost-push shocks are absent). But it is a completely different story when it comes to forward guidance. I proceed by quantifying the effect of forward guidance in an economy where agents use simple models fit to their past observations.

### 5.4 Forward Guidance

I consider an economy that has been operating without forward guidance for a long time and study how implementing forward guidance then affects output and inflation. This is a good description of where the U.S. economy was in 2009, in the aftermath of the Global Financial Crisis. Consistent with this story, I end my sample in the fourth quarter of 2008 when taking the model to data.

I assume that agents continue to forecast using a one-state model that is pseudo true in an equilibrium without forward guidance even as they see forward guidance. This assumption captures the following scenario: Agents have lived in a new-Keynesian economy without forward
guidance for a long time and have had ample opportunities to learn the equilibrium relationships. However, since agents can only entertain one-state models, instead of learning the true model, they have settled on a pseudo-true one-state model. Agents are then confronted with forward guidance for the first time. The key assumption is that agents do not immediately abandon their model; rather, they continue to rely on the model they had before the switch to the forward-guidance regime, even though the model may not be pseudo-true under the new regime.

The fact that agents have a fully specified model for the stochastic process of $y$ allows me to study the effects of forward guidance in an internally consistent way. I model forward guidance as a credible announcement in period $t$ by the central bank that the nominal rate will follow path $\{\hat{t}_{t+1}, \hat{t}_{t+2}, \ldots, \hat{t}_{t+T}\}$ going forward. The announcement augments the agents’ time-$t$ information set to include $\{\hat{t}_{t+1}, \hat{t}_{t+2}, \ldots, \hat{t}_{t+T}\}$ (in addition to $\{y_t\}_{t \leq t}$). Therefore, the agents’ time-$t$ forecasts under forward guidance are the conditional expectations $E_{t,FG(T)}^1[\cdot] \equiv E_t^1[\cdot | y_t, \hat{t}_{t+1}, \hat{t}_{t+2}, \ldots, \hat{t}_{t+T}]$. But the agents’ forecasts are Markovian in observables by Theorem 5 and the assumption that the true process is exponentially ergodic. Therefore, $E_{t,FG(T)}^1[\cdot] \equiv E_t^1[\cdot | y_t, \hat{t}_{t+1}, \hat{t}_{t+2}, \ldots, \hat{t}_{t+T}]$.

Since agents use linear-Gaussian state-space models, their forecasts are linear functions of the variables in their information set. In particular, for any observable $\zeta \in \{\hat{x}, \hat{\pi}, \hat{i}, r^n, \mu\}$

$$E_{t,FG(T)}^1[\zeta_{t+s}] = E^1[\zeta_{t+s}| y_t, \hat{t}_{t+1}, \hat{t}_{t+2}, \ldots, \hat{t}_{t+T}] = \Sigma_{\zeta,\omega_T}^{-1} \Sigma_{\omega_T,\omega_T} \omega_T,$$

where $\omega_T = (\zeta_t, \hat{t}_{t+1}, \ldots, \hat{t}_{t+s})'$, $\Sigma_{\zeta,\omega_T} \equiv E^1[\zeta_{t+s}\omega_T']$, and $\Sigma_{\omega_T,\omega_T} \equiv E^1[\omega_T\omega_T']$. Note that the covariance matrices that show up in the agents’ forecasts of $\zeta$ are subjective covariance matrices which depend on the agents’ subjective model. But the subjective model is just the pseudo-true one-state model, which is fully characterized by Proposition 7.

The response of the economy to forward guidance takes a relatively simple form. Substituting for the agents’ forecasts in (11) and (12) and simplifying the resulting expression, I obtain

$$\hat{x}_t = \nu_{x_i}(T) \hat{t}_t + \nu_{x_n}(T) r^n_t + \nu_{x_\mu}(T) \mu_t + \sum_{s=1}^{T} \nu_{x_{\hat{t}}}(T) \hat{t}_{t+s},$$

$$\hat{\pi}_t = \nu_{\pi_i}(T) \hat{t}_t + \nu_{\pi_n}(T) r^n_t + \nu_{\pi_\mu}(T) \mu_t + \sum_{s=1}^{T} \nu_{\pi_{\hat{t}}}(T) \hat{t}_{t+s},$$

where $\nu$’s are constants that depend on the parameters $(a, p, q)$ of the agents’ pseudo-true model and constants $\beta, \sigma, \delta, \kappa$. The expressions for $\nu$’s can be found in Online Appendix D.1.

The $\nu$’s have intuitive interpretations: $\nu_{x_i}$ and $\nu_{x_n}$ are the current interest rate elasticities of output and inflation, respectively, whereas $\nu_{x_{\hat{t}}}$ and $\nu_{\pi_{\hat{t}}}$ are the elasticities of output and inflation with respect to the $s$-period-ahead interest rate. Note that these elasticities change with the duration $T$ of the monetary authority’s guidance. That is, committing to a zero interest rate in period $t + s$ is not the same as not making any announcement about period $t + s$’s interest rate. The $(T)$ superscript in the above expressions emphasizes this point. The expressions for $\nu$’s are rather cumbersome and hard to interpret, so I instead calibrate the model and numerically study the effects of forward guidance.
5.5 Calibration and Estimation

The model has few parameters. I calibrate the model at a quarterly frequency. Following Galí (2015), I set $\beta = 0.99$, $\sigma = 1$, $\delta = 3/4$, and $\kappa = 0.172$. I choose the first two autocovariance matrices of vector $(\hat{i}_t, r^n_t, \mu_t)'$ of nominal rate, technology shock, and cost-push shock to match the first two autocovariance matrices of $f_t = (\hat{x}_t, \hat{n}_t, \hat{i}_t)'$ (in a constrained rational expectations equilibrium where agents use one-state models). Since there is a one-to-one mapping between the two sets of autocovariance matrices, I can perfectly match the autocovariance matrices of $f_t$.

I estimate the empirical autocovariance matrices of $f_t$ using the post-war, pre-Global-Financial-Crisis U.S. data. For $\hat{x}_t$, I use the percentage difference between real GDP and Potential Output in period $t$; for $\hat{n}_t$, I use the percentage change in GDP Deflator; and for $\hat{i}_t$, I use the Effective Fed Funds Rate. The resulting time series are stationary, so I do not filter them. The sample period is from the first quarter of 1955 to the fourth quarter of 2008.

The estimated (lag-one) autocorrelations of interest rate, technology shock, and cost-push shock are given, respectively, by $\rho_i = 0.954$, $\rho_r = 0.955$, and $\rho_\mu = 0.925$, whereas the corresponding standard-deviations are given by $\sigma_i = 3.30$, $\sigma_r = 5.67$, and $\sigma_\mu = 0.315$. However, the estimated shocks are not independent AR(1) processes. See Online Appendix D.2 for the full estimated autocovariance matrices at lags zero and one, where I also verify that the estimated process is exponentially ergodic.

There are no free parameters for agents’ expectations. Agents’ models, beliefs, and forecasts are all pinned down by structural parameters $\beta$, $\sigma$, $\delta$, and $\kappa$ and the stochastic process of the shocks. In equilibrium, the agents’ pseudo-true one-state model is described by

\[
\begin{align*}
    a^* &= 0.985, \\
    p_x^* &= 0.022, \\
    p_\pi^* &= -0.42, \\
    p_i^* &= -0.014, \\
    q_x^* &= 0.53, \\
    q_\pi^* &= -2.3, \\
    q_i^* &= -2.5,
\end{align*}
\]

where $a^*$ denotes the perceived persistence, $p^*$ is the relative attention vector, and $q^*$ is the relative sensitivity vector.

Agents perceive the subjective state, i.e., “the state of the economy,” as highly persistent but not unit root. Their estimate of the state of the economy is highly sensitive to changes in inflation, but it does not respond much to output or interest rate. High output makes agents optimistic about the state of the economy, while high inflation and high interest rate make them pessimistic. Finally, agents’ forecasts of inflation and interest rate move considerably with their estimate of the state of the economy, but not so much for output.
The inflation expectations of an agent using the pseudo-true one-state model are not well anchored. A one percent increase in the current inflation rate would result in a \( a^* q^*_\pi p_\pi \approx 0.95\% \) increase in the agent’s one-period ahead forecast of inflation rate. The non-anchoring of expectations reflects the large persistence of inflation in the time-series data used to estimate the model.

5.6 Results

Figure 1 plots the responses of output and inflation to a 100 basis point cut in the current nominal rate combined with an announcement by the central bank that the nominal rate will be kept at \(-1\%\) for \( T \) quarters. The figure plots the response at the time of announcement as the duration of guidance \( T \) is varied. The response of output to a 100 basis point rate cut accompanied by a promise to keep the rate low for another quarter is almost 50\% higher than the response to a rate cut without any guidance. But the central bank quickly runs out of ammunition. Promising to keep the rate low for two quarters (instead of one) increases the response of output only by about 9\%. Promising to keep the rate low for 20 quarters is only 50\% more stimulative than promising to keep it low for one quarter. Likewise, the response of inflation to forward guidance does not change by much as \( T \) increases.

\[ \text{Figure 1. The Power of Forward Guidance} \]

The key to understanding Figure 1 is that agents use a statistical model that provides a good in-sample fit to their past observations to make an out-of-sample forecast in a new regime with forward guidance. The observations they use to estimate their model are from a period without forward guidance, so the statistical relationships among variables are different than they would be under forward guidance. For instance, under the agents’ pseudo-true one-state model, the correlation of \( \hat{i}_t \) and \( \hat{x}_{t-1} \) is only \(-0.17\), while the correlation of \( \hat{i}_t \) and \( \hat{\pi}_{t-1} \) is about 0.73.\textsuperscript{31} More generally, agents perceive the correlation of \( \hat{i}_t \) and \( \hat{x}_{t-5} \) to be \(-0.17 \times 0.985^5\) and the correlation of \( \hat{i}_t \) and \( \hat{\pi}_{t-5} \) to be 0.74 \times 0.985^5. Therefore, changes in the interest rate in period \( t + T \) have a modest impact on the agents’ time-\( t \) forecasts of the output gap and inflation rate in periods \( t + 1, t + 2, \ldots, t + T - 1 \), and the impact decays exponentially with \( T \).

\textsuperscript{31}The true correlation of \( \hat{i}_t \) and \( \hat{x}_{t-1} \) in the data used to estimate the model is only about \(-0.11\), whereas the true correlation of \( \hat{i}_t \) and \( \hat{\pi}_{t-1} \) is 0.71. Agents overestimate the extent to which changes in the next period’s interest rate affect the current output gap and inflation rate, but not by much.
6 Application to the Real Business Cycle Model

For my second application, I consider the textbook real business cycle (RBC) model.

6.1 Primitives

Preferences, technology, and market structure are standard. Households value consumption and labor according to the per-period utility function

$$u(c, n) = \frac{c^{1-\frac{1}{\sigma}}}{1 - \frac{1}{\sigma}} - \psi \frac{n^{1+\varphi}}{1 + \varphi},$$

where $c$ denotes consumption, $n$ denotes labor, $\sigma$ is the elasticity of intertemporal substitution (EIS), $\varphi$ is the inverse Frisch elasticity of labor supply, and $\psi$ is a constant that determines the steady-state working hours. The consumption good is produced by a measure of competitive firms by combining labor and capital according to the Cobb–Douglas production function

$$o_t = a_t k_t^\alpha n_t^{1-\alpha},$$

where $o_t$ denotes output, $a_t$ is total-factor productivity (TFP), and $k_t$ denotes the capital stock at the beginning of period $t$. TFP follows a first-order autoregressive process in logs: $\hat{a}_t = \log a_t$, and

$$\hat{a}_t = \rho \hat{a}_{t-1} + \epsilon_t. \quad (17)$$

In every period, households choose consumption, labor supply, and the next period’s capital stock subject to the following flow budget constraint:

$$k_{t+1} = (1 - \delta + r_t)k_t + w_t n_t - c_t,$$

where $\delta$ denotes the depreciation rate of capital, $r_t$ is the rental rate of capital, and $w_t$ is the wage rate. Finally, market clearing determines investment:

$$i_t = o_t - c_t.$$

6.2 Log-linear Temporary Equilibrium

As is common in the literature, I log-linearize the model around a steady state in which $\hat{a}_t = 0$, $o_t = o$, $w_t = w$, $r_t = r$, $n_t = n$, $i_t = i$, $k_t = k$, and $c_t = c$. The usual aggregate Euler equation may not hold away from rational expectations. I instead start by characterizing the temporary equilibrium relations, which impose individual optimality and market clearing conditions but not rational expectations. The log-linearized temporary-equilibrium conditions are given by

$$\hat{\delta}_t = \hat{a}_t + \alpha \hat{k}_t + (1 - \alpha) \hat{n}_t, \quad (18)$$

$$\hat{w}_t = \hat{a}_t + \alpha (\hat{k}_t - \hat{n}_t), \quad (19)$$

$$\hat{r}_t = r \hat{a}_t + (1 - \alpha) r (\hat{n}_t - \hat{k}_t), \quad (20)$$
\[ \hat{n}_t = \frac{1}{\varphi} \hat{\varphi}_t - \frac{1}{\sigma \varphi} \hat{c}_t, \]  
\[ \hat{i}_t = \frac{\alpha}{\varphi} \hat{\varphi}_t - \frac{c}{\sigma \varphi} \hat{c}_t, \]  
\[ \hat{k}_t = (1 - \delta) \hat{k}_{t-1} + \delta \hat{i}_{t-1}, \]
\[ \hat{\varphi}_t = \frac{\chi}{\hat{\beta}} \hat{k}_t + \chi \hat{\varphi}_t + \chi \varphi \sum_{s=1}^{\infty} \beta^s E_t [\hat{\varphi}_{t+s}] + \chi \zeta \sum_{s=1}^{\infty} \beta^s E_t [\hat{\varphi}_{t+s}], \]

where
\[ \chi \equiv (1 - \beta) \left( \frac{(1 - \alpha) r}{\alpha \varphi} + \frac{c}{k} \right)^{-1}, \]
\[ \zeta \equiv \frac{(1 - \alpha)(1 + \varphi) r}{\alpha \varphi}, \]
and \( E_t [\cdot] \) denotes the subjective forecast of households. The details of this derivation can be found in Online Appendix E. Equations (17)–(24) fully characterize the equilibrium of the economy once the subjective expectations are specified.

### 6.3 Subjective Expectations and Equilibrium

I find the equilibrium both under rational expectations and assuming that households are constrained to 3-state models. In both cases, I assume that households know the steady-state values of every variable and perfectly observe the vector \( y_t \equiv (\hat{a}_t, \hat{b}_t, \hat{r}_t, \hat{n}_t, \hat{\varphi}_t, \hat{\varphi}_t, \hat{\varphi}_t) \) of log-deviations from the steady state.

Where the two cases differ is in how households model log-deviations from the steady state. Under RE, the households’ model of \( y_t \) coincides with the observable’s true, equilibrium stochastic process. When households are constrained to 3-state models, they believe that \( y_t \) follows a 3-dimensional model of the form (1) and use a pseudo-true 3-state model to forecast the future values of \( y \).

The equilibrium definition when households use pseudo-true 3-state models is straightforward. An equilibrium consists of a stochastic process \( \mathbb{P} \) for \( y_t \) and a model \( \theta^* \) for households such that (i) \( \mathbb{P} \) is derived from market-clearing conditions and households’ optimal consumption, labor supply, and investment behavior given their subjective model \( \theta^* \), and (ii) \( \theta^* \) is a pseudo-true 3-state model given the stochastic process \( \mathbb{P} \).

The rational expectations equilibrium has a two-state representation. Therefore, agents constrained to d-state models with \( d > 1 \) recover the true process, and the equilibrium given d-state models with \( d > 1 \) coincides with the rational expectations equilibrium. This observation highlights the fact that constraining agents to d-state models represents the only deviation from the full-information rational-expectations benchmark. Furthermore, the constraint is slack as long as \( d > 1 \).

Finding an equilibrium involves solving a fixed-point equation. The rational expectations equilibrium can be found using existing techniques. In Online Appendix E, I discuss how one
can find the constrained rational expectations equilibrium in the case where households use pseudo-true $d$-state models with $d = 1$. In the same appendix, I also provide a more formal definition of equilibrium.

### 6.4 Calibration

The exogenous parameters of the model are calibrated as follows: A period represents a quarter. The quarterly discount rate is set to $\beta = 0.99$. The EIS and the Frisch elasticity of labor supply are both set to one. The depreciation rate is set to $\delta = 0.012$ and the capital share of output to $\alpha = 0.3$. TFP has a persistence parameter of $\rho = 0.95$. I set the standard deviation of TFP innovations to one.

Note that $d$ is the only extra free parameter relative to the full-information rational-expectations version of the model. Once one chooses a value for $d$, the expectations are fully pinned down by the primitives of the economy (as in the benchmark). Moreover, the $d$-state equilibrium nests the RE equilibrium by setting $d > 1$.

### 6.5 Results

Figure 2 plots the impulse-response functions to a one percent increase in TFP. The responses in the rational expectations case are in dashed green, whereas those for the case in which agents use pseudo-true one-state models are in solid red. Every variable except for the rental rate of capital is measured in log changes from its steady state value; the rental rate of capital is measured in percentage point changes from its steady state value. The variable labeled the “state of the economy” is defined as the households’ nowcast $\hat{H}_t$ of the subjective state $H_t$ in their subjective model of the economy. Since the scale of $z_t$ is not identifiable either to the agents or the econometrician, the scale of $\hat{H}_t$ is intrinsically meaningless.

The state of the economy at time $t$ can be expressed as a linear combination of the time-$t$ values of the capital stock and TFP, with the weights determined endogenously in equilibrium:\footnote{As previously mentioned, the magnitude of $\hat{H}_t$ is irrelevant. I normalize $\hat{H}_t$ so that $\hat{H}_t = p_L \tilde{k}_t + p_L \tilde{a}_t$ with $|p_L| + |p_L| = 1$.}
\[
\hat{H}_t = 0.947 \tilde{k}_t + 0.053 \tilde{a}_t.
\]

The state of the economy is much more sensitive to changes in the capital stock than to changes in TFP. This can also be seen in the impulse-response functions: The state of the economy co-moves almost perfectly with capital.

The fact that the state of the economy inherits the dynamics of the capital stock is a manifestation of persistence bias. In equilibrium, the capital stock is more persistent than TFP, as can be seen from the impulse-response functions. Therefore, the households’ nowcast of the subjective state moves almost one-for-one with changes in the capital stock.

Consumption, in turn, inherits the dynamics of the state of the economy. Since $\beta$ is close to one in my calibration, consumption is almost purely forward looking. Therefore, it moves in
tandem with changes in the households’ forecasts, which in turn, move almost one-for-one with their nowcast $\hat{z}_t$ of the subjective state. In equilibrium,

$$\hat{c}_t = 0.089\hat{k}_t + 0.088\hat{r}_t + 0.0091\hat{w}_t + 0.841\hat{z}_t.$$  

That is, consumption is much more sensitive to changes in the state of the economy than to current prices and quantities.

The upshot is that consumption comoves with the capital stock. The (unconditional) correlation of consumption and the capital stock is 0.999 when households use pseudo-true one-state models; in contrast, it is 0.956 when households have rational expectations. Even though consumption is an almost purely forward-looking variable, it is anchored to the most persistent backward-looking variable in the economy: capital.

The fact that consumption is anchored to capital dampens the initial response of consumption to TFP shocks. The response of consumption on impact when households use a pseudo-true one-state model is 83% smaller than the corresponding response under RE. The consumption response in the one-state case continues to be smaller than the RE response for six quarters after impact. But as the one-state economy builds up its capital stock, the households’ view of the state of the economy improves and their consumption increases. At some point, consumption in the one-state economy overshoots its RE counterpart. The model thus provides a parsimonious account of the hump-shaped response of consumption to TFP in empirical studies.\footnote{For a meta-analysis of the response of aggregate variables to technology shocks, see Ramey (2016, pp. 135–151).} \footnote{The response of consumption to TFP shocks is hump-shaped in the model even when TFP is i.i.d. over time, suggesting a resolution to Cogley and Nason (1993)’s observation that the RBC model has a weak propagation mechanism.}

The initial underreaction and the subsequent overshooting of consumption increases its un-
conditional variance by about 10% relative to the RE benchmark. Similarly, hours and investment are about 41% and 24% more volatile, respectively, when agents are constrained to one-state models relative to the RE benchmark. The increased volatility of consumption and hours, resulting from the agents’ use of simple models, leads to an increase in the cost of business cycles.

7 Application to the Diamond–Mortensen–Pissarides Model

As my last application of the framework, I study how the predictions of the standard labor search and matching model change when agents are constrained to use simple models. I do so in the context of the stochastic version of the Diamond–Mortensen–Pissarides (DMP) model in discrete time. I start by describing the primitives of the economy.

7.1 Primitives

There is a continuum of workers and firms in the economy. The mass of workers is normalized to one, whereas the mass of firms is determined by free entry. Workers and firms are both risk neutral and discount the future at rate $\beta$. A worker matched with a firm generates $a_t$ units of output in each period, whereas an unemployed worker produces $b < 1$ units. I assume that $a_t - b = (1 - b) \exp(\hat{a}_t)$, where $\hat{a}_t$ is a shock to labor productivity net of home production. This specification of labor productivity guarantees that $a_t > b$ for all $t$, so it is always efficient for workers to be employed by firms.

Unemployed workers and firms randomly match in a frictional labor market. A matching function determines the rate at which unemployed workers meet firms. Each unemployed worker finds a job in period $t$ with probability $p_t = \mu \theta_t^{1-\alpha}$, and each vacancy is filled with probability $q_t = \mu \theta_t^{-\alpha}$, where $\theta_t \equiv v_t / u_t$ denotes market tightness, i.e., the ratio of the number of vacancies to the unemployment rate, and $\mu$ and $\alpha$ are parameters of the matching function. Each job is destroyed in each period with probability $A_t = A \exp(\hat{A}_t)$, where $\hat{A}_t$ is a separation shock. Firms incur a cost $k$ per period (measured in units of output) for maintaining a vacancy.

Wages are determined through Nash bargaining between a worker and a firm, with the threat point of the worker the value of unemployment, the threat point of the firm the value of an unfilled vacancy (which will be zero in equilibrium), and the worker’s bargaining power equal to $\delta$.

I assume that net labor productivity and separation rate shocks follow the autoregressive process

$$
\begin{pmatrix}
\hat{a}_t \\
\hat{s}_t
\end{pmatrix} =
\begin{pmatrix}
\rho_a & 0 \\
0 & \rho_s
\end{pmatrix}
\begin{pmatrix}
\hat{a}_{t-1} \\
\hat{s}_{t-1}
\end{pmatrix} + \epsilon_t,
$$

where $\epsilon_t \sim N(0, \Sigma)$. This specification allows for labor productivity and separation rate to be correlated, as is the case in the data.
7.2 Temporary Equilibrium

The recursive equations that characterize the solution to the DMP model may not hold without rational expectations. I instead start by characterizing the temporary-equilibrium relations, which hold under arbitrary expectations. I assume that firms and workers use state-space models with the same number of states, ending up with the same subjective expectations in equilibrium. Market tightness and wage then satisfy the following equations:\(^{35}\)

\[
\theta_t^\alpha = \frac{\mu}{k} E_t \left[ \sum_{t=1}^{\infty} \beta^t \prod_{k=1}^{t-1} (1 - s_{t+k})(a_{t+t} - w_{t+t}) \right],
\]

\[
w_t = \delta a_t + (1 - \delta) b + \delta E_t \left[ \sum_{t=1}^{\infty} \beta^t \prod_{k=0}^{t-1} (1 - s_{t+k})(a_{t+t} - w_{t+t}) \right]
- (1 - \delta) E_t \left[ \sum_{t=1}^{\infty} \beta^t \prod_{k=0}^{t-1} (1 - s_{t+k} - p_{t+k})(w_{t+t} - b) \right],
\]

where I use the convention \(\prod_{k=1}^{0} (1 - s_{t+k})(a_{t+t} - w_{t+t}) = 1\) in equation (26). The unemployment rate follows the first-order difference equation

\[
u_t = u_{t-1} + s_{t-1} (1 - u_{t-1}) - \mu \theta_{t-1}^{1-\alpha} u_{t-1}.
\]

Equations (25)–(28) together with the specification of the subjective expectations fully characterize the equilibrium. The derivation of these equations and other omitted calculations from this section can be found in Online Appendix F. To simplify the numerical computations, I log-linearize the temporary equilibrium of the economy around a steady state in which \(a_t = 1 > b\) and \(s_t = s\).

7.3 Subjective Expectations and Equilibrium

I solve the model both under rational expectations and assuming that agents are constrained to one-state models. In both cases, I assume that every agent knows the steady-state value of every variable and perfectly observes vector \(y_t = (\hat{a}_t, \hat{s}_t, \hat{\theta}_t, \hat{\nu}_t, \hat{\theta}_t, \hat{\theta}_t, \hat{\theta}_t, \hat{\theta}_t, \hat{\theta}_t)\) of log-deviations from the steady state. Agents constrained to one-state models believe that \(y_t\) follows a one-state model of the form (1) for some \(\theta = (A, B, Q, R)\) and use a pseudo-true one-state model to forecast the future values of \(y\).

Equilibrium is defined as in the previous applications. It consists of a stochastic process \(\mathbb{P}\) for \(y_t\) and a model \(\theta^*\) for the agents such that (i) \(\mathbb{P}\) is derived from the agents’ optimal behavior given their subjective model \(\theta^*\), and (ii) \(\theta^*\) is a pseudo-true one-state model given the stochastic process \(\mathbb{P}\). A more formal definition can be found in Online Appendix F.

---

\(^{35}\)Nash bargaining only determines the total value delivered to workers and firms and not the timing of the payoffs or the wage rate. To determine the wage, I assume that workers and firms both take the future expected wages as given and adjust the current wage to split the surplus according to the Nash bargaining solution.
7.4 Calibration

The model is calibrated as follows: Each period corresponds to a month. The discount factor is set to $\beta = 0.99$. I set the mean of the separation rate to $s = 0.035$, so jobs last for about 2.5 years on average. The steady-state job-finding probability is set to $p = 0.4$ per month. The elasticity parameter of the matching function is set to $\alpha = 0.72$. The workers’ bargaining power is set to the same value: $\delta = 0.72$. Setting $\delta = \alpha$ ensures that the Hosios condition is satisfied. I set the persistence parameter of the shock to $\rho_a = 0.96$ for labor productivity and $\rho_s = 0.90$ for separation rate. I normalize the steady-state output per worker to $a = 1$. The flow payoff to workers from unemployment is set to $b = 0.4$.\textsuperscript{36}

The impulse-response functions are independent of the volatility of the shocks and their correlation when agents have rational expectations—but not when they are constrained to one-dimensional models. I set the correlation of labor productivity and separation rate shocks to $-0.4$ and the ratio of the standard deviation of labor productivity to that of separation rate to ten. These choices ensure that the (pairwise) correlation coefficients between labor productivity, separation rate, and the unemployment rate are broadly consistent with the data in Shimer (2005). Finally, I normalize the standard deviation of labor productivity to one. The results that follow do not depend on this normalization.

7.5 Results

Figures 3 and 4 plot the impulse-response functions to a one percent increase in labor productivity and separation rate, respectively. The responses in the rational expectations case are in dashed green, whereas those for the case in which agents use pseudo-true one-state models are in solid red. Variables are all measured in log changes from their steady state values. As in the previous application, the variable labeled the “state of the economy” is defined as the agents’ nowcast $\hat{z}_t$ of the subjective state $z_t$. Since the scale of $z_t$ is not identifiable either to the agents or the econometrician, the scale of $\hat{z}_t$ is intrinsically meaningless. However, the two panels plotting the response of $\hat{z}_t$ to labor productivity and separation rate shocks use the same scale, so the responses of the state of the economy are comparable across the two shocks.

The state of the economy at time $t$ can be expressed as a linear combination of the time-$t$ values of the unemployment rate, labor productivity, and separation rate with the weights determined endogenously in equilibrium:\textsuperscript{37}

$$\hat{z}_t = -0.812\hat{u}_t + 0.010\hat{t}_t - 0.177\hat{s}_t.$$ \textsuperscript{(29)}

The state of the economy is almost five times more sensitive to changes in the unemployment rate than to changes in separation rate, and it barely responds to changes in labor productivity.

\textsuperscript{36}These parameter values are all consistent with the calibration in Shimer (2005). Others, such as Hagedorn and Manovskii (2008), rely on values of $b$ closer to one to amplify the response of unemployment to labor productivity shocks.

\textsuperscript{37}I normalize $\hat{z}_t$ so that $\hat{z}_t = \hat{p}_u\hat{u}_t + \hat{p}_a\hat{t}_t + \hat{p}_s\hat{s}_t$ with $|\hat{p}_u| + |\hat{p}_a| + |\hat{p}_s| = 1$. 

37
Since the shocks are correlated with each other, the mapping from the persistence of the shocks to their weights in the expression for $\hat{z}_t$ is not as simple as in the RBC application. Rather, the relative attention vector $p$, which determines the weights of different variables in the determination of the state of economy, depends on the joint dynamics of the unemployment rate, labor productivity, and the separation rate as in Theorem 5. Those dynamics, in turn, are determined in equilibrium as a function, among other things, of the attention vector $p$.

![Figure 3. Impulse Response Functions to a Labor Productivity Shock](image)

The key to understanding the economy’s response to labor productivity shocks is the observation that current productivity has no direct effect on the agents’ decisions. The only interesting decision in the DMP model is the firms’ vacancy-creation decision, which together with the current unemployment rate, fully determines market tightness through equation (26). Market tightness and the exogenous separation rate, in turn, determine next period’s unemployment rate through equation (28). Current productivity appears nowhere in these equations; it is only the firms’ forecasts of future productivity that enters the dynamics of market tightness, job-finding rate, and unemployment. In fact, in equilibrium,

$$\hat{\theta}_t = 2.76\hat{z}_t,$$

$$\hat{\rho}_t = 0.774\hat{z}_t.$$

That is, market tightness and job-finding rate are perfectly correlated with the state of the economy.

This property of the DMP model leads to a form of complementarity in the agents’ relative attention to different observables, which, in equilibrium, dampens the response of the economy to labor productivity shocks. Suppose firms reduce the weight they assign to labor productivity when forming their estimate of the current state of the economy. Doing so makes their forecasts less sensitive to current labor productivity and dampens the effect of labor productivity on unemployment fluctuations. This, in turn, reduces labor productivity’s weight in the agents’
estimate of the state of the economy under a pseudo-true model. In equilibrium, labor productivity receives little weight in the agents’ forecasts and has a small impact on the dynamics of vacancies, job-finding rate, and unemployment.\(^{38}\)

The economy's response to a separation rate shock is perhaps even more subtle. Under rational expectations, an increase in separation rate foreshadows an increase in the unemployment rate. This increase in the unemployment rate will be beneficial to would-be employers: A higher unemployment rate means a slacker labor market and a higher job-filling rate. This makes it more likely that a firm will recoup the cost of creating a vacancy, thus leading to an increase in the number of vacancies through the free-entry condition. This dynamic is behind the counterfactual positive correlation between the number of vacancies and the unemployment rate in a DMP model with only separation rate shocks.

![Impulse Response Functions to a Separation Rate Shock](image)

Constraining agents to low-dimensional models turns this dynamic on its head. By equation (29), an increase in separations lowers the agents' nowcast of the state of the economy both directly and indirectly through the resulting increase in unemployment. The deterioration in the firms' nowcast lowers their expectations of returns to posting a vacancy. This decrease is large enough (at least, in the current calibration) to overturn the effect of the increase in the job-filling rate. As a result, firms post fewer vacancies, causing an even bigger increase in the unemployment rate.

The recession that follows an increase in separations in the one-state version of the model has a Keynesian flavor. The increase in separations and the resulting increase in unemployment make firms pessimistic. They respond by slowing their recruiting activities, which, in turn, exacerbates the unemployment problem, darkening the outlook further, and so on. The result is an inefficiently deep and long recession.

\(^{38}\)Note that the wages rate is highly sensitive to labor productivity even when agents rely on pseudo-true one-state models. This is due to the fact that labor productivity has a direct effect on the current wage, as can be seen in equation (27).
The inability of the standard DMP model to generate realistic unemployment fluctuations in response to realistic productivity and separation shocks is known as the Shimer (2005) puzzle. This puzzle has led to a large literature, which aims to resolve it by modifying the DMP model or Shimer's calibration of it.

The exercise in this section suggests a novel path forward. It shows that constraining agents to use simple models allows even the most basic DMP model to exhibit significant amplification, propagation, and comovement in response to separation shocks, bringing its behavior more in line with the stylized facts about employment fluctuations.

8 Concluding Remarks

This paper suggests a novel approach to modeling bounded rationality that is portable across different applications. I illustrated the use of the framework in three canonical workhorse macroeconomic models. I showed that constraining agents to use estimated simple models does not alter the divine coincidence property of the standard new-Keynesian model but significantly reduces the power of forward guidance. Characterizing the optimal monetary policy in a new-Keynesian model with simple agents is a promising direction for future research.

I intentionally focused on bare-bones macro models to allow for a transparent discussion of how simple models work. However, simple models can be easily embedded in modern heterogeneous-agent macro models to study the implications of bounded rationality. One can do so because neither the additional degrees of freedom nor the computational complexity of finding pseudo-true models scale with the size of the macro model. This paper’s approach can also be extended to allow for heterogeneity in \( d \) without having to contend with the complications associated with heterogeneous-belief macro models (such as the “infinite regress” problem).

The characterization results of the paper primarily focused on the complete information benchmark, where agents’ forecasts end up being Markovian in observables. In reality, economic agents face both incomplete information and limits to their models’ complexity. Combining the two leads to richer models of expectations formation that exhibit features of incomplete information models (such as history dependence and slow adjustment) and simple models (such as persistence bias and comovement).

Throughout the paper, I took dimension \( d \) of the agents’ model as a fixed parameter. This parameter can be identified using expectations data. It can also be estimated jointly with other parameters in DSGE models only using data on aggregate variables. I leave the problem of estimating \( d \) to future research.
Appendices

A Weighted Mean-Squared Forecast Error

The agent’s time-$t$ one-step-ahead forecast error given model $\theta$ is defined as

$$e_t(\theta) \equiv y_{t+1} - E_t^\theta[y_{t+1}],$$

where $E_t^\theta$ denotes the agent’s subjective expectation conditional on her information at time $t$ and given model $\theta$. The weighted average of mean-squared forecast errors given a symmetric weight matrix $W \in \mathbb{R}^{n \times n}$ is defined as

$$\text{MSE}_W(\theta) = \mathbb{E} \left[ e_t'(\theta) W e_t(\theta) \right].$$

Instead of assuming that the agent uses a model that minimizes the KLDR, one can assume that she makes their forecasts using a model $\theta$ that minimizes $\text{MSE}_W(\theta)$ for some matrix $W$.

Using the mean-squared forecast error as the notion of fit has two disadvantages relative to the KLDR. First, the choice of matrix $W$ introduces additional degrees of freedom when the observable is not a scalar. Second, the minimizer of weighted mean-squared errors is in general not invariant to linear transformations of the vector of observable (unless if the weight matrix $W$ is transformed accordingly).

Let $\theta^*$ denote a pseudo-true $d$-state model, and let $\hat{\Sigma}_t^{d*}$ denote the implied subjective variance of $y_{t+1}$ conditional on the agent’s information at time $t$.

**Proposition A.1.** *If $W$ is equal to the inverse of $\hat{\Sigma}_t^{d*}$, then $\theta^* \in \arg \min_{\theta \in \Theta} \text{MSE}_W(\theta)$.*

The proposition establishes that mean-squared forecast error minimization coincides with KLDR minimization under the appropriate choice of the weighting matrix $W$.

B Partial Equilibrium and General Equilibrium

In this appendix, I argue that the implications of the general framework are largely unchanged in a general equilibrium setting where the observables’ laws of motion depend on the agents’ actions. I consider a stylized general equilibrium (GE) economy in which observables are linear functions of some exogenous shocks and agents’ actions. Specifically, I assume that, in equilibrium, the vector of observables $y_t \in \mathbb{R}^n$ can be written as

$$y_t^{GE} = \tilde{H}'f_t + g x_t^{GE},$$

where $x_t \in \mathbb{R}$ is the agents’ action, $f_t \in \mathbb{R}^m$ is the vector of exogenous shocks, $\tilde{H} \in \mathbb{R}^{n \times n}$ is a rank-$m$ matrix, and $g \in \mathbb{R}^n$ is a vector that parameterizes the strength of the GE feedback from agents’ actions to the aggregate observable. The agents’ best-response functions are given by

$$x_t^{GE} = b'y_t^{GE} + E_t \left[ \sum_{s=1}^{\infty} \beta^s c'y_{t+s}^{GE} \right].$$
For simplicity, I assume that the shocks follow $m$ independent AR(1) processes:

$$f_t = F f_{t-1} + \epsilon_t, \quad \epsilon_t \sim N(0, \Sigma),$$

(B.3)

where $F = \text{diag}(\alpha_1, \ldots, \alpha_m)$ and $\Sigma = \text{diag}(\sigma_1^2, \ldots, \sigma_m^2)$. Equations (B.1)–(B.3) together with the specification of agents’ subjective expectations fully characterize the (general) equilibrium of the economy.

I contrast this economy with a partial equilibrium (PE) economy in which

$$y_t^{\text{PE}} = H f_t,$$

(B.4)

$$x_t^{\text{PE}} = b' y_t^{\text{PE}} + E_t \left[ \sum_{i=1}^{\infty} \beta^i c' y_{t+i}^{\text{PE}} \right],$$

(B.5)

and $f_t$ follows (B.3).

The term “partial equilibrium” is inspired by the following hypothetical scenario: Suppose we considered the economy described by equations (B.1)–(B.3) but ignored the fact that agents’ actions affect the observable, which in turn affect agents’ actions, and so on. Then the response of the GE economy to shocks would be described by equations (B.4)–(B.5). The following result establishes an observational equivalence between the GE and PE economies:

**Proposition B.1.** Consider the general equilibrium economy (B.1)–(B.3) and the partial equilibrium economy (B.3)–(B.5), and suppose that, in each economy, agents use pseudo-true m.i.o. d-state models to forecast the observable. If

$$\bar{H} = H \left( I - \left( b + \sum_{k=1}^{d} \frac{\alpha_k \beta}{1 - \alpha_k \beta} H^k e_k e_k' H c \right) g' \right),$$

then the linear equilibria of the two economies are observationally equivalent.

Several remarks are in order. First, the result is a corollary of the linear-invariance result (Theorem 2) and the fact that agents’ actions are linear in the observable. Second, the proposition covers the rational-expectations case by setting $d = m$. Third, when $\beta = 0$, the effect of going from PE to GE is to amplify the response of observables to shocks, as measured by matrix $H'$, by the GE multiplier $(I - gb')^{-1}$. When $\beta > 0$, the multiplier has an additional term, which captures the general equilibrium effect of the updating of expectations by agents.

Last but not least, the distinctions between exogenous and endogenous variables, on one hand, and PE and GE, on the other, are largely inconsequential in this framework. Agents’ expectations of endogenous variables are consistent with their expectations of exogenous variables and the structural equations of the economy, the GE economy is just the PE economy with a linearly transformed $H$ matrix, and agents’ expectations in the GE economy are just linear transformations of their expectations in the PE economy.
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Online Appendices

C  Proofs

Proof of Theorem 2

As a preliminary step, I fix an arbitrary $d$-state model $\theta = (A, B, Q, R)$ for the agent and compute her forecasts and the KLDR of her model from the true process. If the support of $P^\theta$ does not coincide with $W$, the support of the true process, then $\text{KLDR}(\theta) = +\infty$. In what follows, I assume that $P^\theta$ is supported on $W$.

The Kullback–Leibler divergence rate. Since the entropy rate of the true process is finite, the KLDR of $\theta$ from the true process is given by

$$\text{KLDR}(\theta) = \lim_{t \to \infty} \frac{1}{t} \mathbb{E} \left[ - \log f^\theta(y_1, \ldots, y_t) \right] + \text{constant}. $$

Furthermore, by the chain rule,

$$\lim_{t \to \infty} \frac{1}{t} \mathbb{E} \left[ - \log f^\theta(y_1, \ldots, y_t) \right] = \lim_{t \to \infty} \frac{1}{t} \sum_{\tau=1}^{t} \mathbb{E} \left[ - \log f^\theta(y_{\tau}, y_{\tau-1}, \ldots, y_1) \right].$$

Since $P^\theta$ and $\mathbb{P}$ are both stationary,

$$\mathbb{E} \left[ - \log f^\theta(y_{\tau}, y_{\tau-1}, \ldots, y_1) \right] = \mathbb{E} \left[ - \log f^\theta(y_0, y_{-1}, \ldots, y_{-1}) \right].$$

On the other hand, since $P^\theta$ is a stationary ergodic Gaussian process and $\mathbb{E}[\|y_t\|^2] < \infty$, the sequence $\{ - \log f^\theta(y_0, y_{-1}, \ldots, y_{-1}) \}$ is uniformly bounded by an integrable function for any $\theta$. Thus, by the dominated convergence theorem,

$$\lim_{t \to \infty} \mathbb{E} \left[ - \log f^\theta(y_{\tau}, y_{\tau-1}, \ldots, y_1) \right] = \mathbb{E} \left[ - \log f^\theta(y_0, y_{-1}, \ldots, y_{-1}) \right] = \mathbb{E} \left[ - \log f^\theta(y_{t+1}, y_t, \ldots) \right],$$

where the second equality uses the stationarity of $P^\theta$. The above display implies that the Cesàro sum also converges:

$$\lim_{t \to \infty} \frac{1}{t} \sum_{\tau=1}^{t} \mathbb{E} \left[ - \log f^\theta(y_{\tau}, y_{\tau-1}, \ldots, y_1) \right] \to \mathbb{E} \left[ - \log f^\theta(y_{t+1}, y_t, \ldots) \right].$$

Therefore, to compute the KLDR, I only need to compute the subjective distribution of $y_{t+1}$ under model $\theta$ conditional on the history of observations $\{y_t, y_{t-1}, \ldots\}$.

Let $E^\theta_{t}[\cdot]$ denote the agent’s subjective expectation given model $\theta$ and conditional on history $\{y_t\}_{t=-\infty}^{t}$, and let $\text{Var}^\theta(\cdot)$ denote the corresponding variance-covariance matrix. Let $\hat{z}_t = E^\theta_t[z_{t+1}]$ denote the agent’s conditional expectation of the subjective state. I can express $\hat{z}_t$ recursively using the Kalman filter:

$$\hat{z}_t = (A - KB')\hat{z}_{t-1} + Ky_t, \quad (C.1)$$
Solving equation (C.1) backward, I get
\[
\mathbb{E}[H | y_{t+1}] = A (\hat{\Sigma}_z B (B' \hat{\Sigma}_z B + R))^{\dagger} B' \hat{\Sigma}_z A' + Q.
\]
Equation (C.3) can be written
\[
\hat{\hat{z}}_t = \sum_{\tau=0}^{\infty} (A - KB')^T Ky_{t-\tau}.
\]

The agent’s subjective conditional expectation of \(y_{t+1}\) can be written in terms of her conditional expectation of \(z_{t+1}\):
\[
\mathbb{E}_t^\theta [y_{t+1}] = B' \mathbb{E}_t^\theta [z_{t+1}] = B' \sum_{\tau=0}^{\infty} (A - KB')^T Ky_{t-\tau}.
\]
Likewise, the conditional variance of \(y_{t+1}\) can be written in terms of the conditional variance of \(z_{t+1}\):
\[
\Sigma_y \equiv \text{Var}_t^\theta (y_{t+1}) = B' \hat{\Sigma}_z B + R.
\]
More generally, the agent’s \(s\)-period ahead forecast of the vector of observables is given by
\[
\mathbb{E}_t^\theta [y_{t+s}] = B' A^{s-1} \mathbb{E}_t^\theta [z_{t+1}] = B' A^{s-1} \sum_{\tau=0}^{\infty} (A - KB')^T Ky_{t-\tau}.
\]

The Kullback–Leibler divergence rate is thus equal to
\[
\text{KLD}(\theta) = -\frac{1}{2} \log \det (\hat{\Sigma}_y^\dagger) + \frac{n}{2} \log (2\pi) + \frac{1}{2} \text{tr} (\hat{\Sigma}_y^\dagger \Gamma_0) - \frac{1}{2} \sum_{\tau=1}^{\infty} \text{tr} (\hat{\Sigma}_y^{\dagger} \Phi_\tau' \Gamma_\tau' - \frac{1}{2} \sum_{\tau=1}^{\infty} \text{tr} (\hat{\Sigma}_y^{\dagger} \Phi_\tau \Gamma_\tau' + \frac{1}{2} \sum_{s=1}^{\infty} \sum_{\tau=1}^{\infty} \text{tr} (\hat{\Sigma}_y^{\dagger} \Phi_{\tau-s} \Phi_\tau'),
\]
where \(\Gamma_l \equiv \mathbb{E}[y_{l} y_{l-1}']\) denotes the lag-\(l\) autocovariance matrix for the vector of observables under the true process, \(\Phi_\tau \equiv B' (A - KB')^{\tau-1} K\), and the constant contains terms that do not depend on \(\theta\). Matrix \(\hat{\Sigma}_y^\dagger\) denotes the Moore–Penrose pseudo-inverse of \(\hat{\Sigma}_y\) and \(\det^* (\hat{\Sigma}_y^\dagger)\) denotes its pseudo-determinant. These objects are the appropriate counterparts of the matrix inverse and the determinant for the case where \(\mathcal{W}\) does not equal \(\mathbb{R}^n\), and so, the subjective model \(\theta\) is degenerate.

\[\text{Note that I allow for the possibility that } p^\theta \text{ is supported on some proper subspace } \mathcal{W} \text{ of } \mathbb{R}^n, \text{ in which case } B' \hat{\Sigma}_z B + R \text{ might not be invertible. The Moore–Penrose pseudo-inverse is then the appropriate generalization of matrix inverse in the expression for the Kalman gain. See Chapter 4 of } \text{Anderson and Moore (2005)} \text{ for a treatment in the non-singular case and } \text{Silverman (1976)} \text{ for the case where } B' \hat{\Sigma}_z B + R \text{ may be singular.} \]

\[\text{The pseudo-determinant is the product of all non-zero eigenvalues of a square matrix.} \]
Proof of Theorem 2. Let $\tilde{n}$ denote the dimension of vector $\tilde{y}_t = T y_t$, let $\tilde{W}$ denote the linear subspace of $\mathbb{R}^{\tilde{n}}$ defined as $\tilde{W} \equiv \{ \tilde{y} \in \mathbb{R}^{\tilde{n}} : \tilde{y} = T y \text{ for some } y \in W \}$, let $\tilde{\Theta}_d$ denote the set of $d$-state models when the vector of observable is $\tilde{y}_t \in \mathbb{R}^{\tilde{n}}$, let $\text{KLDR}(\tilde{\theta})$ denote the KLDR of model $\tilde{\theta} \in \tilde{\Theta}_d$ from the true process $\tilde{P} \equiv P \circ T^{-1}$, and let $\tilde{\Theta}_d^*$ denote the set of models $\tilde{\theta}^* \in \tilde{\Theta}_d$ such that $\text{KLDR}(\tilde{\theta}^*) \leq \text{KLDR}(\tilde{\theta})$ for all $\tilde{\theta} \in \tilde{\Theta}_d$.

I first show that $\tilde{W}$ is both the support of any distribution in the set $\mathcal{P}_d^* \circ T^{-1}$ of distributions over $(\tilde{y}_t)_{t=0}^\infty$ induced by $\mathcal{P}_d^*$ and $T$ and the support of any distribution in set $\tilde{\mathcal{P}}_d^*$. Note that there always exists a $d$-state model $\theta$ for which $\text{KLDR}(\theta) < \infty$—one such model is the one according to which $y_t$ is i.i.d. over time and has a variance-covariance matrix that coincides with the true variance-covariance matrix $\Gamma_0$. Therefore, for any pseudo-true $d$-state model, the KLDR is finite. Thus, any process $P \in \mathcal{P}_d^*$ is supported on $W$, and so, any process $P \in \mathcal{P}_d^* \circ T^{-1}$ is supported on $\tilde{W}$. On the other hand, since the true distribution $\tilde{P}$ is supported on $W$, the induced distribution $\tilde{P} \equiv P \circ T^{-1}$ is supported on $\tilde{W}$. Consequently, by the above argument, any distribution $P \in \tilde{\mathcal{P}}_d^*$ is also supported on $\tilde{W}$. Therefore, I can restrict my attention to models $\theta \in \Theta_d$ such that $P^\theta$ is supported on $W$ and models $\tilde{\theta} \in \tilde{\Theta}_d$ such that $P^\tilde{\theta}$ is supported on $\tilde{W}$.

For any model $\theta = (A, B, Q, R) \in \Theta_d$, define model $T(\theta) \in \tilde{\Theta}_d$ as $T(\theta) = (A, BT', Q, TRT')$. I next show that $\text{KLDR}(T(\theta)) = \text{KLDR}(\theta)$, up to an additive constant that does not depend on $\theta$. Fix some model $\theta \in \Theta_d$. Let $\Sigma_z \equiv \text{Var}_t^\theta(z_{t+1})$ denote the subjective conditional variance of the subjective state under model $\theta$, and let $\tilde{\Sigma}_z \equiv \text{Var}_t^{T(\theta)}(z_{t+1})$ denote the corresponding conditional variance under model $T(\theta)$. Matrices $\Sigma_z$ and $\tilde{\Sigma}_z$ solve the following Riccati equations:

\begin{align}
\Sigma_z &= A \left( \Sigma_z - \Sigma_z B \left( B' \Sigma_z B + R \right)^{\dagger} B' \Sigma_z \right) A' + Q, \quad (C.7) \\
\tilde{\Sigma}_z &= A \left( \tilde{\Sigma}_z - \tilde{\Sigma}_z B T^\dagger \left( T B' \tilde{\Sigma}_z B T' + T R T' \right)^{\dagger} T B' \tilde{\Sigma}_z \right) A' + Q. \quad (C.8)
\end{align}

Since matrix $T$ has full rank, $T^\dagger = (T' T)^{-1}$ and $T^\dagger T = I$. Therefore, $\tilde{\Sigma}_z = \Sigma_z$. Next, let $K$ denote the Kalman gain given model $\theta$, and let denote $\tilde{K}$ denote the Kalman gain given model $T(\theta)$. Note that

\[ \tilde{K} = A \Sigma_z BT' \left( T B' \Sigma_z B T' + T R T' \right)^{\dagger} = K T^\dagger. \]

Let $\Phi_t \equiv B' (A - K B') T^{-1} K$, and let $\tilde{\Phi}_t$ denote the corresponding matrix given model $T(\theta)$. Note that

\[ \tilde{\Phi}_t \equiv T B' (A - K T^\dagger T B') T^{-1} K T^\dagger = T \Phi_t T^\dagger. \]

Finally, let $\Sigma_y \equiv \text{Var}_t^\theta(y_{t+1})$ denote the subjective conditional variance of $y_{t+1}$ given model $\theta$, and let $\tilde{\Sigma}_y \equiv \text{Var}_t^{T(\theta)}(y_{t+1})$ denote the corresponding conditional variance given model $T(\theta)$. Note that

\[ \tilde{\Sigma}_y = T B' \Sigma_z B T' + T R T' = T \Sigma_y T'. \]

One the other hand, $\tilde{\Gamma}_t \equiv \tilde{E}[\tilde{y}_t \tilde{y}_{t-1}'] = T \tilde{E}[y_t y_{t-1}] T' = T \Gamma_t T'$. Therefore, by equation (C.6),

\[ \text{KLDR}(T(\theta)) = -\frac{1}{2} \log \text{det}^* \left( T^\dagger \Sigma_y^* T^\dagger \right) + \frac{n}{2} \log (2\pi) + \frac{1}{2} \text{tr} \left( T^\dagger \Sigma_y^* T^\dagger T \Gamma_0 T' \right). \]

49
The fact that $T^\dagger T = I$ implies that the above expression is equal to KLDR$(\theta)$, up to an additive constant that does not depend on $\theta$.

Likewise, for any model $\bar{\theta} = (\bar{A}, \bar{B}, \bar{Q}, \bar{R}) \in \bar{\Theta}_d$, define $T^{-1}(\bar{\theta}) \equiv (\bar{A}, \bar{B}T^{-1}, \bar{Q}, T^\dagger\bar{R}T^{-1}) \in \Theta_d$. By an argument similar to the one in the previous paragraph, KLDR$(T^{-1}(\bar{\theta})) = \overline{\text{KLDR}}(\bar{\theta})$, up to an additive constant that does not depend on $\bar{\theta}$.

Therefore, the mapping $T$ defines an isomorphism between the set of models $\Theta_d$ and the set of models $\bar{\Theta}_d$: Any model $\theta \in \Theta_d$ can be identified with a model $T(\theta) \in \bar{\Theta}_d$ such that the KLDR of $p^\theta$ from the process $\mathcal{P}$ is equal to the KLDR of $P^{T(\theta)}$ from $\mathcal{P} \circ T^{-1}$, and any model $\bar{\theta} \in \bar{\Theta}_d$ can be identified with a model $T^{-1}(\bar{\theta}) \in \Theta_d$ such that the KLDR of $P^{T^{-1}(\bar{\theta})}$ from the process $\mathcal{P}$ is equal to the KLDR of $p^{\bar{\theta}}$ from the process $\mathcal{P} \circ T^{-1}$. This conclusion immediately implies that the set of pseudo-true $d$-state models under true process $\mathcal{P}$ is identified with the set of pseudo-true $d$-state models under true process $\mathcal{P} \circ T^{-1}$. That is, $\bar{\Theta}_d^* = \{T(\theta) : \theta \in \Theta_d^*\}$.

It only remains to show that $P^{T(\theta)} = p^\theta \circ T^{-1}$ for any model $\theta \in \Theta_d$. Since $P^{T(\theta)}$ and $p^\theta \circ T^{-1}$ are both zero mean, stationary, and normal distributions over $\{\tilde{y}_t\}_{t=-\infty}^{\infty}$, it is sufficient to show that the autocovariance matrices of $\tilde{y}_t$ are identical at all lags under the two distributions. But this follows the definitions of distributions $P^{T(\theta)}$ and $p^\theta \circ T^{-1}$. \hfill \Box

**Proof of Theorem 3**

Before establishing the theorem, I state and prove a lemma that underpins all the characterization results of the paper:

**Lemma C.1.** Model $\theta = (A, B, Q, R)$ is a pseudo-true $d$-state model given true autocovariance matrices $\{\Gamma_t\}_t$ with $\Gamma_0$ invertible if and only if $A = M$, $B = D'N^{-1}$, $Q = I - M(I - D'D')M'$, and $R = N^{-1}(I - DD')N^{-1}$, where $(M, D, N)$ is a tuple that minimizes

$$
\text{KLDR}(\bar{M}, \bar{D}, \bar{N}) \equiv -\frac{1}{2} \log \det(\bar{N}\bar{N}') + \frac{1}{2} \text{tr}(\bar{N}'\Gamma_0\bar{N}) - \sum_{t=1}^{\infty} \text{tr} \left( (\bar{M}(I - \bar{D}'\bar{D}))^{-1} \bar{M}\bar{D}'\bar{N}'\Gamma_t'\bar{N}\bar{D} \right)
+ \frac{1}{2} \sum_{s=1}^{\infty} \sum_{r=1}^{\infty} \text{tr} \left( \bar{D} (\bar{M}(I - \bar{D}'\bar{D}))^{s-1} \bar{M}\bar{D}'\bar{N}'\Gamma_{t-s} \bar{N}\bar{D} \bar{M}' ((I - \bar{D}'\bar{D}) \bar{M}')^{r-1} \bar{D}' \right)
$$

subject to the constraints that $\bar{M}$ is a $d \times d$ convergent matrix, $\bar{D}$ is an $n \times d$ diagonal matrix with elements in the $[0, 1]$ interval, $\bar{N}$ is an $n \times n$ invertible matrix, and $\|\bar{M}(I - \bar{D}'\bar{D})\bar{M}'\|_2 < 1$.

**Proof.** The assumption that $Q$ is positive definite implies that the solution $\hat{\Sigma}_z$ to the Riccati equation (C.3) is invertible. On the other hand, since $\Gamma_0$ is invertible, I can restrict attention to sub-
jective models for which \( \hat{\Sigma}_y \) is non-singular.\textsuperscript{41} The pseudo-inverses and pseudo-determinants in equations (C.3) and (C.6) thus reduce to matrix inverses and determinants.

I start by expressing \( \hat{\Sigma}_y^{-1} B^* \hat{\Sigma}_z^{\frac{1}{2}} \) as its singular value decomposition:

\[
\hat{\Sigma}_y^{-1} B^* \hat{\Sigma}_z^{\frac{1}{2}} = UDV',
\]

where \( U \in \mathbb{R}^{n \times p} \) and \( V \in \mathbb{R}^{d \times d} \) are orthogonal matrices, and \( D \in \mathbb{R}^{n \times d} \) is a rectangular diagonal matrix with singular values of \( \hat{\Sigma}_z^{\frac{1}{2}} B \hat{\Sigma}_y^{\frac{1}{2}} \) on the diagonal. Note that

\[
VD'DV' = \hat{\Sigma}_z^{\frac{1}{2}} B (B^* \hat{\Sigma}_z B + R)^{-1} B^* \hat{\Sigma}_z^{\frac{1}{2}}.
\]

Since \( R \) is a symmetric positive semidefinite matrix and \( V \) is orthogonal, diagonal elements of \( D \) are weakly smaller than 1 (strictly so if \( R \) is positive definite). Next define

\[
M = V^{-1} \hat{\Sigma}_z^{\frac{1}{2}} A \hat{\Sigma}_z^{\frac{1}{2}} V.
\]

Then,

\[
A = \hat{\Sigma}_z^{\frac{1}{2}} VMV^{-1} \hat{\Sigma}_z^{\frac{1}{2}}, \tag{C.11}
\]

\[
B = \hat{\Sigma}_z^{\frac{1}{2}} VD'U^* \hat{\Sigma}_y^{\frac{1}{2}}, \tag{C.12}
\]

\[
K = \hat{\Sigma}_z^{\frac{1}{2}} VMD'U^* \hat{\Sigma}_y^{\frac{1}{2}}, \tag{C.13}
\]

and so

\[
KB' = \hat{\Sigma}_z^{\frac{1}{2}} VMD'DV' \hat{\Sigma}_z^{\frac{1}{2}},
\]

\[
\Phi_r = \hat{\Sigma}_y^{\frac{1}{2}} UD (M (I - D'D))^T \cdot 1 \cdot MD'U^* \hat{\Sigma}_y^{\frac{1}{2}}.
\]

Note that since \( A \) is a convergent matrix, so is \( M \). Substituting in (C.3) for \( A \) from equation (C.11) and for \( B \) from (C.12), I get

\[
Q = \hat{\Sigma}_z - A \left( \hat{\Sigma}_z - \hat{\Sigma}_z B (B^* \hat{\Sigma}_z B + R)^{-1} B^* \hat{\Sigma}_z \right) A'
\]

\[
= \hat{\Sigma}_z - \hat{\Sigma}_z^{\frac{1}{2}} VMV^{-1} \hat{\Sigma}_z^{\frac{1}{2}} \left( \hat{\Sigma}_z - \hat{\Sigma}_z^{\frac{1}{2}} VD'DV \hat{\Sigma}_z^{\frac{1}{2}} \right) \hat{\Sigma}_z^{\frac{1}{2}} VMV^{-1} \hat{\Sigma}_z^{\frac{1}{2}}
\]

\[
= \hat{\Sigma}_z - \hat{\Sigma}_z^{\frac{1}{2}} VM (I - D'D) M'V^{-1} \hat{\Sigma}_z^{\frac{1}{2}}. \tag{C.14}
\]

Therefore, since \( Q \) is positive definite, the eigenvalues of \( VM (I - D'D) M'V^{-1} \) must all lie inside the unit circle. This implies that \( \rho(M (I - D'D) M') = \|M (I - D'D) M'\|_2 < 1 \), where \( \rho(\cdot) \) denotes the spectral radius, and I am using the facts that the spectral radius is invariant to similarity transformations and equal to the spectral norm for symmetric matrices.

I can further reduce the number of parameters in the agent's model by transforming \( \hat{\Sigma}_y^{\frac{1}{2}} \) using the orthogonal matrix \( U \). Define

\[
N = \hat{\Sigma}_z^{\frac{1}{2}} U.
\]

\textsuperscript{41}Since the variance–covariance matrix \( \Gamma_0 \) of the true process is invertible, KLDR(\( \theta \)) = +\( \infty \) for any subjective model \( \theta \) with a singular \( \hat{\Sigma}_y \). Note that, in light of Theorem 2, the restriction to true processes with invertible variance–covariance matrices is without loss of generality.
Since $\tilde{\Sigma}_y^{-1}$ and $U$ are invertible matrices, so is $N$. Because $\tilde{\Sigma}_y^{-1}$ is symmetric,

$$UN' = NU' = \tilde{\Sigma}_y^{-1},$$

so

$$\tilde{\Sigma}_y^{-1} = NU'UN' = NN',$$

and

$$\text{tr} \left( \tilde{\Sigma}_y^{-1} \Gamma_0 \right) = \text{tr} \left( \tilde{\Sigma}_y^{-1} \Gamma_0 \tilde{\Sigma}_y^{-1} \right) = \text{tr} \left( UN' \Gamma_0 NU' \right) = \text{tr} \left( N' \Gamma_0 N \right).$$

On the other hand,

$$\text{tr} \left( \tilde{\Sigma}_y^{-1} \Phi_3 \Gamma_1' \right) = \text{tr} \left( \tilde{\Sigma}_y^{-1} UD (M (I - D'D))^{-1} MD'U' \tilde{\Sigma}_y^{-1} \Gamma_1' \right)
= \text{tr} \left( (M (I - D'D))^{-1} MD'N' \Gamma_1' ND \right),$$

and

$$\text{tr} \left( \tilde{\Sigma}_y^{-1} \Phi_3 \Gamma_{\tau-s} \Phi_3' \right) = \text{tr} \left( D (M (I - D'D))^{-1} MD'N' \Gamma_{\tau-s} NDM' ((I - D'D) M')^{-1} D' \right).$$

Therefore, the KLDR can be expressed in terms of matrices $M, D, \text{ and } N$ as

$$\text{KLDR}(\theta) = \text{KLDR}(M, D, N) + \text{constant},$$

where KLDR($M, D, N$) is as in the statement of the lemma.

It only remains to show that, for any $(\hat{M}, \hat{D}, \hat{N})$ such that $\hat{M}$ is a $d \times d$ convergent matrix, $\hat{D}$ is an $n \times d$ diagonal matrix with elements in the $[0, 1]$ interval, $\hat{N}$ is an $n \times n$ invertible matrix, and $\|\hat{M} (I - \hat{D}\hat{D}') \hat{M}'\|_2 < 1$, one can construct a corresponding $(A, B, Q, R)$ such that $A$ is convergent, $Q$ is positive definite, and $R$ is positive semidefinite. Given such a tuple $(\hat{M}, \hat{D}, \hat{N})$, let

$$A = \hat{M},$$

$$B = \hat{D}' \hat{N}^{-1},$$

$$Q = I - \hat{M} (I - \hat{D}'\hat{D}) \hat{M}',$$

$$R = \hat{N}^{-1} (I - \hat{D}\hat{D}') \hat{N}^{-1}.$$

Since $\hat{M}$ is convergent, so is $A$. Since $\|\hat{M} (I - \hat{D}\hat{D}') \hat{M}'\|_2 < 1$, matrix $Q$ is positive definite. And since $\hat{D}$ is a diagonal matrix with elements in the $[0, 1]$ interval, $R$ is positive semidefinite. It is easy to verify that then $\hat{\Sigma}_y = I$ is then the solution to the Riccati equation (C.3), and so, $\hat{\Sigma}_y = (\hat{N} \hat{N}')^{-1}$. Therefore, I can choose $U = (\hat{N} \hat{N}')^{1/2} \hat{N}, D = \hat{D}, \text{ and } V = I$ in equation (C.10). Substituting in the expressions for $M$ and $N$, I get $M = \hat{M}$ and $N = \hat{N}$. This completes the proof of the lemma.

For future reference, I also compute several other objects in terms of the $M, D, \text{ and } N$ matrices. The matrix of Kalman gain is given by

$$K = MD'N'.$$  \hspace{1cm} (C.15)
The subjective forecasts can then be found by substituting for $A$, $B$, and $K$ in (C.5):

$$E^\theta_t[y_{t+s}] = N^{-1}D M^{s-1} \sum_{r=0}^{\infty} (M(I-D'))^T M D' N' y_{t-r}. \quad \text{(C.16)}$$

The subjective variance of $y_{t+1}$ conditional on the information available to the agent at time $t$ is given by

$$\hat{\Sigma}_y = (NN')^{-1}. \quad \text{(C.16)}$$

The unconditional subjective variance of $y$ is given by

$$\text{Var}^\theta(y) = B' \text{Var}^\theta(z) B + R,$$

where $\text{Var}^\theta(z)$ solves the discrete Lyapunov equation

$$\text{Var}^\theta(z) = A \text{Var}^\theta(z) A' + Q.$$

Solving the above equation forward, I get

$$\text{Var}^\theta(z) = I + \sum_{r=1}^{\infty} M^T D' D M'^T.$$

Therefore,

$$\text{Var}^\theta(y) = B' \sum_{r=0}^{\infty} A'^T Q A'^T B + R = N^{-1} \left( I + \sum_{r=1}^{\infty} D M^T D' D M'^T D \right) N^{-1}. \quad \text{(C.17)}$$

I can now establish Theorem 3.

**Proof of Theorem 3.** Let $M$, $D$, and $N$ be as in Lemma C.1. When $d = 1$, then

$$M = a$$

for some $a \in [-1, 1]$ and

$$D = \begin{pmatrix} d_1 \\ 0 \\ \vdots \\ 0 \end{pmatrix} = d_1 e_1$$

for some $d_1 \in [0, 1]$, where $e_1$ denotes the first coordinate vector. Define

$$\eta = 1 - d_1^2,$$

$$S = \Gamma^\frac{1}{2} N.$$

Then KLDR, defined in (C.9), can be written (with slight abuse of notation) as a function of $a$, $\eta$, and $S$:

$$\text{KLDR}(a, \eta, S) = -\frac{1}{2} \log \det (SS') + \frac{1}{2} \text{tr} (S'S) - \frac{1}{2} e_1' S' \Omega(a, \eta) S e_1,$$
where
\[ \Omega(a, \eta) \equiv a(1 - \eta) \sum_{r=1}^{\infty} (a\eta)^{r-1} \left( \frac{\Omega}{r} + \frac{\Gamma_r}{r} \right) - a^2 (1 - \eta)^2 \sum_{s=1}^{\infty} \sum_{r=s+1}^{\infty} (a\eta)^{r-2} \frac{\Omega}{r} \frac{\Gamma_{r-s}}{r} \frac{\Gamma_{r-s}}{r}. \]

I can simplify the second term of \( \Omega(a, \eta) \) further:
\[
\sum_{s=1}^{\infty} \sum_{r=1}^{\infty} (a\eta)^{s+r-2} \frac{\Omega}{r} \frac{\Gamma_{r-s}}{r} = \sum_{s=1}^{\infty} \sum_{r=s+1}^{\infty} (a\eta)^{s+r-2} \frac{\Omega}{r} \frac{\Gamma_{r-s}}{r} + \sum_{s=1}^{\infty} (a\eta)^{2(s-1)} I
\]
\[
= \sum_{s=1}^{\infty} \sum_{r=1}^{\infty} (a\eta)^{2(s-1)} \frac{\Omega}{r} \frac{\Gamma_{r-s}}{r} + \sum_{s=1}^{\infty} (a\eta)^{2(s-1)} I
\]
\[
= \left( \sum_{s=1}^{\infty} (a\eta)^{2(s-1)} \right) \left( I + \sum_{r=1}^{\infty} (a\eta)^{r-2} \left( \frac{\Gamma_{r-s}}{r} + \frac{\Gamma_{r}}{r} \right) \frac{\Gamma_{r-s}}{r} \right)
\]
\[
= \frac{1}{1 - a^2 \eta^2} \left( I + a\eta \sum_{r=1}^{\infty} (a\eta)^{r-2} \left( \frac{\Gamma_{r-s}}{r} + \frac{\Gamma_{r}}{r} \right) \frac{\Gamma_{r-s}}{r} \right).
\]

Therefore,
\[
\Omega(a, \eta) = -\frac{a^2 (1 - \eta)^2}{1 - a^2 \eta^2} I + \frac{(1 - \eta)(1 - a^2 \eta)}{1 - a^2 \eta^2} \sum_{r=1}^{\infty} a^r \eta^{r-1} \frac{\Omega}{r} \frac{\Gamma_{r}}{r} \frac{\Gamma_{r}}{r} - \frac{1}{2} \log \det (SS') + \frac{1}{2} \text{tr} (SS') - \frac{1}{2} e_1 S' \Omega(a, \eta) S e_1. \tag{C.18}
\]

By Lemma C.1, minimizing the KLDR with respect to \( A, B, Q, \) and \( R \) is equivalent to minimizing KLDR(\( M, D, N \)) with respect to \( M, D, \) and \( N \). But for any \( a, \eta, \) and \( S \), one can construct a corresponding \( M, D, \) and \( N \), and vice versa. Therefore, I can instead minimize KLDR(\( a, \eta, S \)) with respect to \( a, \eta, \) and \( S \).

I first minimize KLDR(\( a, \eta, S \)) with respect to \( S \) taking \( a \) and \( \eta \) as given. The first-order optimality condition with respect to \( S \) is given by
\[
S^{-1} = S' - e_1 e_1 S' \Omega(a, \eta),
\]
which implies that
\[
S'S - e_1 e_1 S' \Omega(a, \eta) S = I. \tag{C.19}
\]

Therefore, for any solution to the problem of minimizing KLDR(\( a, \eta, S \)),
\[
n = \text{tr} (I) = \text{tr} (S'S) - \text{tr} (e_1 e_1 S' \Omega(a, \eta) S) = \text{tr} (S'S) - e_1 S' \Omega(a, \eta) S e_1.
\]

Thus, minimizing KLDR(\( a, \eta, S \)) with respect to \( a, \eta, \) and \( S \) is equivalent to solving the following program:
\[
\max_{a, \eta} \det (S(a, \eta) S'(a, \eta)),
\]
where
\[
S(a, \eta) \in \arg\min_s -\frac{1}{2} \log \det (SS') + \frac{1}{2} \text{tr} (S'S) - \frac{1}{2} e_1 S' \Omega(a, \eta) S e_1. \tag{C.20}
\]

I proceed by first characterizing \( S(a, \eta) \). Note that the necessary first-order optimality conditions for problem (C.20) are given by matrix equation (C.19).
Claim C.1. For any matrix $S$ that solves equation (C.19), the necessary first-order optimality condition for problem (C.20),

(i) $S e_1 = \frac{1}{\sqrt{1 - \lambda}} u,$

(ii) $S'^{-1} e_1 = \sqrt{1 - \lambda} u,$

(iii) $SS' = I + \frac{1}{1 - \lambda} uu',$

where $\lambda$ is an eigenvalue of the real symmetric matrix $\Omega(a, \eta)$ and $u$ is a corresponding eigenvector normalized such that $u'u = 1.$

I return to proving the claim toward the end of the proof. Equation (C.19) in general has multiple solutions, with each solution corresponding to a local extremum of problem (C.20). The global optimum of problem (C.20) is given by the solution to equation (C.19) that results in the largest value for $\det(S' S).$ But by part (iii) of Claim C.1, $\det(S' S) = (1 - \lambda)^{-1}.$ Thus, for any pseudo-true one-state model, $a$ and $\eta$ maximize $\lambda_{\text{max}}(\Omega(a, \eta))$ and $S$ satisfies parts (i)–(iii) of Claim C.1, with $\lambda = \lambda_{\text{max}}(\Omega)$ and $u = u_{\text{max}}(\Omega)$ the corresponding eigenvector.

I next find parameters $A, B, Q,$ and $R$ representing the $a, \eta,$ and $S$ that minimize KLDR($a, \eta, S$). First, note that

\[
\begin{align*}
M &= a, \\
D &= \sqrt{1 - \eta} e_1, \\
N &= \Gamma_{\tilde{0}}^{\frac{1}{2}} S.
\end{align*}
\]

The representation in Lemma C.1 is thus given by\(^{42}\)

\[
\begin{align*}
A &= a, \\
B &= \sqrt{1 - \eta} e_1' S^{-1} \Gamma_{\tilde{0}}^{\frac{1}{2}}, \\
Q &= 1 - a^2 \eta, \\
R &= \Gamma_{\tilde{0}}^{\frac{3}{2}} S^{-1}' (I - (1 - \eta) e_1' e_1) S^{-1} \Gamma_{\tilde{0}}^{\frac{1}{2}}.
\end{align*}
\]

By Claim C.1 and the argument above,

\[
\begin{align*}
e_1' S^{-1} &= \sqrt{1 - \lambda_{\text{max}}(\Omega)} u_{\text{max}}'(\Omega), \\
S^{-1}' S^{-1} &= (SS')^{-1} = I - \lambda_{\text{max}}(\Omega) u_{\text{max}}(\Omega) u_{\text{max}}'(\Omega).
\end{align*}
\]

Thus,

\[
B = \sqrt{(1 - \eta) (1 - \lambda_{\text{max}}(\Omega))} u_{\text{max}}'(\Omega) \Gamma_{\tilde{0}}^{\frac{1}{2}}.
\]

\(^{42}\)For this $(A, B, Q, R)$ tuple to represent a one-state model, I need $A$ to be convergent, $Q$ to be positive definite, and $R$ to be positive semidefinite. That $R$ is always positive semidefinite is immediate. Showing that $A$ is convergent and $Q$ is positive definite takes more work. I do so in Theorem 4.
Finally, note that \( M = a, D = \sqrt{1 - \eta e_1}, \) and \( N = \Gamma_0^{-\frac{1}{2}} S. \) Therefore, by equation (C.16), the subjective forecasts are given by

\[
E_t^g[y_{t+s}] = a^\ast (1 - \eta) \Gamma_0^{\frac{1}{2}} S^{-1} e_1 e'_1 S' \Gamma_0^{-\frac{1}{2}} \sum_{\tau=0}^{\infty} a^\tau \eta^\tau y_{t-\tau}. \tag{C.21}
\]

Using Claim C.1 to substitute for the optimal \( S, \) I get

\[
E_t^g[y_{t+s}] = a^s (1 - \eta) \Gamma_0^{\frac{1}{2}} u_{\text{max}}(\Omega) u'_{\text{max}}(\Omega) \Gamma_0^{\frac{1}{2}} \sum_{\tau=0}^{\infty} a^\tau \eta^\tau y_{t-\tau},
\]

where \( u_{\text{max}}(\Omega) \) is a unit-norm eigenvector of \( \Omega \) with eigenvalue \( \lambda_{\text{max}}(\Omega). \) The theorem then follows by the definitions of \( p \) and \( q. \) \( \square \)

**Proof of Claim C.1.** The first-order optimality condition with respect to \( S \) is given by

\[
S' S - e_1 e'_1 S' \Omega S = I. \tag{C.22}
\]

Multiplying the transpose of the above equation from right by \( e_1 \) and from left by \( S'^{-1}, \) I get

\[
S e_1 - \Omega S e_1 = S'^{-1} e_1. \tag{C.23}
\]

On the other hand, multiplying equation (C.22) from left by \( S \) and from right by \( S^{-1}, \) I get

\[
S S' = I + S e_1 e'_1 S' \Omega. \tag{C.24}
\]

By the Sherman–Morrison formula,

\[
S'^{-1} S^{-1} = I - \frac{S e_1 e'_1 S' \Omega}{1 + e'_1 S' \Omega S e_1}.
\]

Multiplying the above equation from right by \( S e_1, \) I get

\[
S'^{-1} e_1 = \frac{1}{1 + e'_1 S' \Omega S e_1} S e_1. \tag{C.25}
\]

Substituting for \( S'^{-1} e_1 \) from the above equation in (C.23) and rearranging the terms, I get

\[
\Omega S e_1 = \frac{e'_1 S' \Omega S e_1}{1 + e'_1 S' \Omega S e_1} S e_1. \tag{C.26}
\]

That is, \( S e_1 \) is an eigenvector of \( \Omega. \) Let \( \lambda \) denote the corresponding eigenvalue and let \( u = S e_1 / \sqrt{e'_1 S' S e_1}. \) Then equation (C.26) implies

\[
\lambda = \frac{\lambda e'_1 S' S e_1}{1 + \lambda e'_1 S' S e_1}.
\]
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I separately consider the cases $\lambda \neq 0$ and $\lambda = 0$. If $\lambda \neq 0$, then

$$e_1'Se_1 = (1 - \lambda)^{-1},$$

and so

$$Se_1 = \frac{1}{\sqrt{1 - \lambda}}u.$$

Equation (C.25) then implies that

$$S^{-1}e_1 = \sqrt{1 - \lambda}u,$$

and equation (C.24) implies that

$$SS' = I + \frac{\lambda}{1 - \lambda}uu'.$$

If $\lambda = 0$, then equation (C.23) implies that $Se_1 = S^{-1}e_1$, and so, $Se_1$ and $S^{-1}e_1$ are both multiples of $u$. Furthermore, $e_1'S^{-1}Se_1 = e_1'e_1 = 1$. Therefore, $Se_1 = S^{-1}e_1 = u$. On the other hand, equation (C.24) implies that $SS' = I$. This completes the proof of the claim. □

**Proof of Theorem 4**

I first prove a useful lemma about the spectral radius of autocorrelation matrices:

**Lemma C.2.** For any purely non-deterministic, stationary ergodic, and non-degenerate process with autocorrelation matrices $\{C_i\}_l$, the spectral radii of autocorrelation matrices satisfy $\rho(C_l) \leq 1$ for any $l$ with the inequality strict for $l = 1$.

**Proof.** Let $\lambda_l$ denote an eigenvalue of $C_l$ largest in magnitude and let $u_l$ denote the corresponding eigenvector normalized such that $u_l'u_l = 1$. Define the process $\omega_t^{(l)} = u_l'y_t' \in \mathbb{R}$. Since $y_t$ is a purely non-deterministic, stationary ergodic, and non-degenerate process, so is $\omega_t^{(l)}$ for any $l$. I first show that $\lambda_l$ is the autocorrelation of process $\omega_t^{(l)}$ at lag $l$. Note that

$$\mathbb{E}[\omega_t^{(l)}\omega_{t-l}^{(l)}] = u_l'\Gamma_0^{-\frac{1}{2}} \mathbb{E}[y_t'y_{t-l}']\Gamma_0^{-\frac{1}{2}} u_l = u_l'\Gamma_0^{-\frac{1}{2}} \Gamma_1 \Gamma_0^{-\frac{1}{2}} u_l = u_l'\Gamma_0^{-\frac{1}{2}} \left(\frac{\Gamma_1 + \Gamma_1'}{2}\right) \Gamma_0^{-\frac{1}{2}} u_l = u_l'C_l u_l = \lambda_l.$$

Furthermore,

$$\mathbb{E}[\omega_t^{(l)}\omega_t^{(l)}] = u_l'\Gamma_0^{-\frac{1}{2}} \mathbb{E}[y_t'y_t']\Gamma_0^{-\frac{1}{2}} u_l = u_l'\Gamma_0^{-\frac{1}{2}} \Gamma_0\Gamma_0^{-\frac{1}{2}} u_l = u_l'u_l = 1.$$

Therefore, since $\omega_t^{(l)}$ is purely non-deterministic, stationary ergodic, and non-degenerate,

$$\rho(C_l) = |\lambda_l| = \frac{\mathbb{E}[\omega_t^{(l)}\omega_{t-l}^{(l)}]}{\mathbb{E}[\omega_t^{(l)}\omega_t^{(l)}]} \leq 1.$$

Next, toward a contradiction suppose that $\rho(C_1) = 1$. Then $\omega_t^{(1)}$ is perfectly correlated with $\omega_{t-1}^{(1)}$, and so, with $\omega_{t-l}$ for every $l$, contradicting the assumption that $\omega_t^{(1)}$ is purely non-deterministic, stationary ergodic, and non-degenerate. □

I can now prove the theorem.
Proof of Theorem 4. Define
\[ C(a, \eta) \equiv \sum_{\tau=1}^{\infty} a^\tau \eta^{\tau-1} C_\tau. \] (C.27)

Then
\[ \lambda_{\text{max}}(\Omega(a, \eta)) = -\frac{a^2(1-\eta)^2}{1-a^2\eta^2} + \frac{2(1-\eta)(1-a^2\eta)}{1-a^2\eta^2} \lambda_{\text{max}}(C(a, \eta)), \] (C.28)
where \( \lambda_{\text{max}}(C(a, \eta)) \) denotes the largest eigenvalue of \( C(a, \eta) \). To simplify the exposition, I prove the result under the assumption that the largest eigenvalue of \( C(a, \eta) \) is simple at the point \((a^*, \eta^*)\) that maximizes \( \lambda_{\text{max}}(\Omega(a, \eta)) \).\(^{43}\) The partial derivatives of \( \lambda_{\text{max}}(\Omega(a, \eta)) \) with respect to \( a \) and \( \eta \) are given by
\[
\frac{\partial \lambda_{\text{max}}(\Omega(a, \eta))}{\partial a} = \frac{2a(1-\eta)(1-a^2\eta)}{1-a^2\eta^2} \lambda_{\text{max}}(C) + 2 \frac{1+4\eta^2+a^2(1-4\eta+\eta^2)}{1-a^2\eta^2} \lambda_{\text{max}}(C)
\]
\[
\frac{\partial \lambda_{\text{max}}(\Omega(a, \eta))}{\partial \eta} = -\frac{2a(1-\eta)(1-a^2\eta)}{1-a^2\eta^2} \lambda_{\text{max}}(C) + \frac{4a\eta(1-\eta)}{1-a^2\eta^2} \lambda_{\text{max}}(C),
\] (C.29)
where \( u_{\text{max}}(C) \) denotes the eigenvector of \( C \) with eigenvalue \( \lambda_{\text{max}}(C) \), normalized such that \( u'_{\text{max}}(C)u_{\text{max}}(C) = 1 \), and
\[
\frac{\partial C}{\partial a} = \sum_{\tau=1}^{\infty} \tau a^{\tau-1} \eta^{\tau-1} C_\tau,
\]
\[
\frac{\partial C}{\partial \eta} = \sum_{\tau=1}^{\infty} (\tau-1)a^{\tau} \eta^{\tau-2} C_\tau.
\]

Note that
\[ \eta u'_{\text{max}}(C) \frac{\partial C}{\partial \eta} u_{\text{max}}(C) + \lambda_{\text{max}}(C) = a u'_{\text{max}}(C) \frac{\partial C}{\partial a} u_{\text{max}}(C). \] (C.31)

for any \( a \) and \( \eta \).

Let \( a^* \) and \( \eta^* \) be scalars in the \([-1, 1]\) and \([0, 1]\) intervals, respectively, that maximize \( \lambda_{\text{max}}(\Omega(a, \eta)) \). I separately consider the cases \( \eta^* = 1 \) and \( \eta^* < 1 \). If \( \eta^* = 1 \), then \( B = 0 \) in the representation in the proof of Theorem 3, the pseudo-true one-state model is i.i.d., and \( A = a^* \) can be chosen arbitrarily to satisfy \( |a^*| < 1 \).\(^{44}\)

In the rest of the proof, I assume that \( \eta^* < 1 \) and show that this implies \( a^* \neq 1 \)—by a similar argument \( a^* \neq -1 \). Toward a contradiction, suppose \( a^* = 1 \). Setting \( a = 1 \) in the partial derivatives

\(^{43}\)The argument can easily be adapted to the case where the largest eigenvalue of \( C(a^*, \eta^*) \) is not necessarily simple by replacing the gradient of \( \lambda_{\text{max}}(C(a, \eta)) \) with its subdifferential and replacing the usual first-order optimality condition with the condition that the zero vector belongs to the subdifferential.

\(^{44}\)The pseudo-true one-state model then has a zero-state minimal representation.
of $\lambda_{\text{max}}(\Omega(a, \eta))$, I get
\[
\frac{\partial \lambda_{\text{max}}(\Omega(a, \eta))}{\partial a} \bigg|_{a=1} = \frac{2(1-\eta)^2}{(1-\eta^2)^2} \left[ -1 - 2\eta \lambda_{\text{max}}(C) + (1-\eta^2)u'_{\text{max}}(C) \frac{\partial C}{\partial a} u_{\text{max}}(C) \right],
\]
\[
\frac{\partial \lambda_{\text{max}}(\Omega(a, \eta))}{\partial \eta} \bigg|_{a=1} = \frac{2(1-\eta)^2}{(1-\eta^2)^2} \left[ 1 - 2\lambda_{\text{max}}(C) + (1-\eta^2)u'_{\text{max}}(C) \frac{\partial C}{\partial \eta} u_{\text{max}}(C) \right],
\]
where $C = C(1, \eta)$ and its partial derivatives are computed at $a = 1$. Multiplying the second equation above by $\eta$ and subtracting from it the first equation, I get
\[
\eta \frac{\partial \lambda_{\text{max}}(\Omega(a, \eta))}{\partial \eta} \bigg|_{a=1} - \frac{\partial \lambda_{\text{max}}(\Omega(a, \eta))}{\partial a} \bigg|_{a=1} = \frac{2(1-\eta)^2}{(1-\eta^2)^2} \left[ 1 + \eta - (1-\eta^2)\lambda_{\text{max}}(C) \right],
\]
where in the second equality I am using identity (C.31). Therefore,
\[
\frac{\partial \lambda_{\text{max}}(\Omega(a, \eta))}{\partial a} \bigg|_{a=1} = \eta \frac{\partial \lambda_{\text{max}}(\Omega(a, \eta))}{\partial \eta} \bigg|_{a=1} - \frac{2(1-\eta)^2}{(1-\eta^2)^2} \left[ 1 + \eta - (1-\eta^2)\lambda_{\text{max}}(C(1, \eta)) \right].
\]
Note that
\[
\lambda_{\text{max}}(C(1, \eta)) \leq \sum_{\tau=1}^{\infty} \eta^{\tau-1} \lambda_{\text{max}}(C_\tau) < \sum_{\tau=1}^{\infty} \eta^{\tau-1} = \frac{1}{1-\eta},
\]
where the inequality is by Lemma C.2. Therefore,
\[
-\frac{2(1-\eta)^2}{(1-\eta^2)^2} \left[ 1 + \eta - (1-\eta^2)\lambda_{\text{max}}(C(1, \eta)) \right] < \frac{2(1-\eta)^2}{(1-\eta^2)^2} (1 + \eta - 1 - \eta) = 0.
\]
On the other hand, by the optimality of $a^* = 1$ and $\eta^* < 1$,
\[
\frac{\partial \lambda_{\text{max}}(\Omega(a, \eta))}{\partial \eta} \bigg|_{a^*=1, \eta=\eta^*} \leq 0.
\]
Thus,
\[
\frac{\partial \lambda_{\text{max}}(\Omega(a, \eta))}{\partial a} \bigg|_{a^*=1, \eta=\eta^*} < 0,
\]
a contradiction to the assumption of optimality of $a^* = 1$ and $\eta^* < 1$. This proves that $a^* < 1$ and establishes the stationarity and ergodicity of the one-state model with $a = a^*$ and $\eta = \eta^*$. \qed

**Proof of Theorem 5**

Let $\lambda$ denote the eigenvalue of $C_1$ largest in magnitude.\(^{45}\) If $\rho(C_1) = 0$, then $\rho(C_\tau) = 0$ for all $\tau \geq 1$. Since $C_\tau$ are symmetric matrices, this implies that $C_\tau = 0$ for all $\tau \geq 1$. Therefore,
\[
\lambda_{\text{max}}(\Omega(a, \eta)) = -\frac{a^2(1-\eta)^2}{1-a^2\eta^2}.
\]
\(^{45}\)The proof does not assume that $\lambda$ is unique. I allow for the possibility that $\lambda$ and $\lambda' = -\lambda$ are both eigenvalues of $C_1$ and $|\lambda| = |\lambda'| = \rho(C_1)$.  
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The above expression is maximized by setting \((1 - \eta)a = 0\). Therefore, by Theorem 3, for any pseudo-true one-state model, \(E_t^\theta [y_{t+1}] = a^\tau (1 - \eta)q_p^* \sum_{\tau=0}^{\infty} a^\tau \eta^{\tau-1} y_{t-\tau} = 0\). On the other hand, if \(\rho(C_1) = 0\), then \(\lambda = 0\). Therefore, the theorem holds in the case \(\rho(C_1) = 0\).

In the rest of the proof, I assume \(\rho(C_1) > 0\). Define

\[
\tilde{f}(a, \eta) = \frac{-a^2(1 - \eta)^2}{1 - a^2 \eta^2} + \frac{2(1 - \eta)(1 - a^2 \eta)}{1 - a^2 \eta^2} \sum_{\tau=1}^{\infty} |a|^\tau \eta^{\tau-1} \rho(C_1)^\tau
\]

where in the second equality I am using the fact that \(\rho(C_1) < 1\), established in Lemma C.2. Function \(\tilde{f}(a, \eta)\) has two maximizers given by \((\bar{a}, \bar{\eta}) = (-\rho(C_1), 0)\) and \((\bar{a}, \bar{\eta}) = (\rho(C_1), 0)\) with the maximum given by \(\tilde{f}^* = \rho(C_1)^2\). I establish the theorem by showing that \(\lambda_{\max}(\Omega(a, \eta)) \leq \tilde{f}(a, \eta)\) for all \(a\) and \(\eta, \lambda_{\max}(\Omega(\lambda, 0)) = \tilde{f}(\lambda, 0) = \tilde{f}^\ast\), and \(\lambda_{\max}(\Omega(-\lambda, 0)) \leq \tilde{f}(-\lambda, 0) = \tilde{f}^\ast\) with the inequality strict if \(-\lambda\) is not an eigenvalue of \(C_1\). This establishes that \((a^\ast, \eta^\ast) = (\lambda, 0)\) is the unique maximizer of \(\lambda_{\max}(\Omega(a, \eta))\) if \(-\lambda\) is not eigenvalue of \(C_1\) and that \((a^\ast, \eta^\ast) = (\lambda, 0)\) and \((a^\ast, \eta^\ast) = (-\lambda, 0)\) are the only maximizers of \(\lambda_{\max}(\Omega(a, \eta))\) if \(\lambda\) and \(-\lambda\) are both eigenvalues of \(C_1\).

As the first step in doing so, I show that for all \(a\) and \(\tau,\)

\[
\lambda_{\max}(a^\tau C_\tau) \leq |a|^\tau \rho(C_1)^\tau,
\]

by considering four disjoint cases: If \(a \leq 0\) and \(\lambda_{\min}(C_\tau) \leq 0\), then

\[
\lambda_{\max}(a^\tau C_\tau) = a^\tau \lambda_{\min}(C_\tau) = |a|^\tau |\lambda_{\min}(C_\tau)| \leq |a|^\tau \rho(C_1)^\tau.
\]

If \(a \leq 0\) and \(\lambda_{\min}(C_\tau) > 0\), then

\[
\lambda_{\max}(a^\tau C_\tau) = a^\tau \lambda_{\min}(C_\tau) \leq 0 \leq |a|^\tau \rho(C_1)^\tau.
\]

If \(a > 0\) and \(\lambda_{\max}(C_\tau) \leq 0\), then

\[
\lambda_{\max}(a^\tau C_\tau) = a^\tau \lambda_{\max}(C_\tau) \leq 0 \leq |a|^\tau \rho(C_1)^\tau.
\]

Finally, if \(a > 0\) and \(\lambda_{\max}(C_\tau) > 0\), then

\[
\lambda_{\max}(a^\tau C_\tau) = a^\tau \lambda_{\max}(C_\tau) = |a|^\tau |\lambda_{\max}(C_\tau)| \leq |a|^\tau \rho(C_1)^\tau.
\]

Thus, \(\lambda_{\max}(a^\tau C_\tau) \leq |a|^\tau \rho(C_1)^\tau\) regardless of the value of \(a\) and the eigenvalues of \(C_1\). Therefore,

\[
\lambda_{\max}\left(\sum_{\tau=1}^{\infty} a^\tau \eta^{\tau-1} C_\tau\right) \leq \sum_{\tau=1}^{\infty} \eta^{\tau-1} \lambda_{\max}(a^\tau C_\tau) \leq \sum_{\tau=1}^{\infty} \eta^{\tau-1} |a|^\tau \rho(C_1)^\tau = \frac{|a|^\tau \rho(C_1)}{1 - \eta |a|^\tau \rho(C_1)},
\]

where the first inequality is using the fact that \(\eta^{\tau-1} \geq 0\) for all \(\tau \geq 1\) and Weyl's inequality. Consequently,

\[
\lambda_{\max}(\Omega(a, \eta)) \leq \tilde{f}(a, \eta) < \rho(C_1)^2
\]

for any \(a, \eta\) such that \((|a|, \eta) \neq (\rho(C_1), 0)\).
I finish the proof by arguing that $\lambda_{\max}(\Omega(\lambda, 0)) = \rho(C_1)^2$ and $\lambda_{\max}(\Omega(-\lambda, 0)) \leq \bar{f}(-\lambda, 0) = \rho(C_1)^2$ with the inequality strict if $-\lambda$ is not an eigenvalue of $C_1$. To see this, first note that

$$\lambda_{\max}(\Omega(a, 0)) = -a^2 + 2\lambda_{\max}(aC_1) = \begin{cases} -a^2 + 2a\lambda_{\min}(C_1) & \text{if } a < 0, \\ -a^2 + 2a\lambda_{\max}(C_1) & \text{if } a \geq 0. \end{cases}$$

Thus,

$$\max_{a \in [-1, 1]} \lambda_{\max}(\Omega(a, 0)) = \begin{cases} \lambda_{\min}(C_1)^2 & \text{if } |\lambda_{\min}(C_1)| > \lambda_{\max}(C_1), \\ \lambda_{\max}(C_1)^2 & \text{if } |\lambda_{\min}(C_1)| \leq \lambda_{\max}(C_1), \end{cases}$$

and

$$\arg \max_{a \in [-1, 1]} \lambda_{\max}(\Omega(a, 0)) = \begin{cases} \{\lambda_{\min}(C_1)\} & \text{if } |\lambda_{\min}(C_1)| > \lambda_{\max}(C_1), \\ \{\lambda_{\min}(C_1), \lambda_{\max}(C_1)\} & \text{if } |\lambda_{\min}(C_1)| = \lambda_{\max}(C_1), \\ \{\lambda_{\max}(C_1)\} & \text{if } |\lambda_{\min}(C_1)| < \lambda_{\max}(C_1). \end{cases}$$

Since $C_1$ is a symmetric matrix, the eigenvalues of $C_1$ are all real, and so,

$$\rho(C_1) = \begin{cases} -\lambda_{\min}(C_1) & \text{if } |\lambda_{\min}(C_1)| > \lambda_{\max}(C_1), \\ \lambda_{\max}(C_1) & \text{if } |\lambda_{\min}(C_1)| \leq \lambda_{\max}(C_1). \end{cases}$$

This establishes that, in any pseudo-true one-state model, $\eta = 0$, $a = \lambda$, and

$$\Omega(a, \eta) = -\lambda^2 I + 2\lambda C_1.$$ 

By Theorem 3, $u$ is an eigenvector of $\Omega(a, \eta)$ with eigenvalue $\lambda_{\max}(\Omega(a, \eta)) = \lambda^2$ and $u^T u = 1$. Therefore, $u$ is also an eigenvector of $C_1$, but with eigenvalue $\lambda$. This completes the proof of the theorem. $\square$

**Proof of Theorem 6**

I first prove a useful lemma, which offers a canonical representation of matrices $C_i$ in the case where the true process can be represented as in (6):\(^{46}\)

**Lemma C.3.** Suppose $\{C_i\}_i$ are the autocorrelation matrices of an $n$-dimensional stationary ergodic process that can be represented as in (6) with $f_i \in \mathbb{R}^m$. There exists a convergent $m \times m$ matrix $\mathbb{F}$ with $\|\mathbb{F}\|_2 \leq 1$, and a semi-orthogonal $m \times n$ matrix $\mathbb{H}$ such that

$$C_i = \mathbb{H} \left( \begin{array}{c|c} \mathbb{F} & \mathbb{F}^T \\ \hline & \frac{1}{2} \end{array} \right) \mathbb{H}^T. \quad (C.32)$$

Conversely, for any positive integers $m \geq n$, $m \times m$ convergent matrix $\mathbb{F}$ with $\|\mathbb{F}\|_2 \leq 1$, and semi-orthogonal $m \times n$ matrix $\mathbb{H}$, there exists an $n$-dimensional stationary ergodic process with autocorrelation matrices $\{C_i\}_i$ of the form (C.32), which can be represented as in (6).\(^{47}\)

---

\(^{46}\)Versions of this result have previously appeared in the control and time-series literatures. For early examples, see Ho and Kálmán (1966) and Akaike (1975).

\(^{47}\)Matrix $\mathbb{H} \in \mathbb{R}^{m \times n}$ is semi-orthogonal if $\mathbb{H}^T \mathbb{H} = I$, where $I$ denotes the $n \times n$ identity matrix.
Proof. Recall that I have assumed (without loss of generality) that the true process is non-degenerate, i.e., \( E[y_{t+1}] \) is invertible. Invertibility of \( E[y_{t+1}] \) requires \( m \geq n \), an assumption I maintain throughout the first part of the proof. Given representation (6), the autocovariance matrices are given by

\[
\Gamma_t = E[y_{t+1}y_{t+1}'] = H'F'VH,
\]

where \( V \equiv E[f_{t+1}f_{t+1}'] \) is the unique solution to the following discrete-time Lyapunov equation:

\[
V = FVF' + \Sigma, \tag{C.33}
\]

and \( \Sigma \) is the variance-covariance matrix of \( \epsilon_t \). Therefore,

\[
C_t = (H'VH)^{\frac{1}{2}} \left( \frac{H'F'VH + H'VF'H}{2} \right) (H'VH)^{-\frac{1}{2}}.
\]

Matrix \( V \) is positive semidefinite; it is positive definite if the representation in (6) is minimal.\(^{48}\) Without loss of generality, I assume that that is the case. Define

\[
\mathbb{H}' = (H'VH)^{-\frac{1}{2}} H'V\frac{1}{2},
\]

\[
\mathbb{F} \equiv V^{\frac{1}{2}} FV^{\frac{1}{2}}.
\]

Then

\[
C_t = \mathbb{H}' \left( \mathbb{F}^t + \mathbb{F}^t \right) \mathbb{F}.
\tag{C.34}
\]

Note that since \( F \) is a convergent matrix, so is \( \mathbb{F} \). Substituting \( \mathbb{F} = V^{\frac{1}{2}} FV^{\frac{1}{2}} \) in equation (C.33), I get

\[
1 - \mathbb{F}\mathbb{F}' = V^{\frac{1}{2}} \Sigma V^{\frac{1}{2}}.
\]

Therefore, since \( \Sigma \) is positive semidefinite, the spectral radius of \( \mathbb{F}\mathbb{F}' \) is weakly smaller than one. This implies that \( \|\mathbb{F}\|_2 \leq 1 \). On the other hand,

\[
\mathbb{H}'\mathbb{H} = (H'VH)^{\frac{1}{2}} H'VH (H'VH)^{\frac{1}{2}} = I.
\]

That is, \( \mathbb{H} \) is a (full-rank) semi-orthogonal matrix. This proves the first part of the theorem.

I next argue that given a convergent matrix \( \hat{F} \in \mathbb{R}^{m \times m} \) with \( \|\hat{F}\|_2 \leq 1 \) and a semi-orthogonal matrix \( \hat{H} \in \mathbb{R}^{m \times n} \) with \( m \geq n \), there exists a stationary ergodic process such that the corresponding autocorrelation matrices are given by (C.34) with \( F = \hat{F} \) and \( H = \hat{H} \). Given any such \( \hat{F} \) and \( \hat{H} \), let \( F = \hat{F} \), \( H = \hat{H} \), and \( \Sigma = I - \hat{F}\hat{F}' \). The solution to the Lyapunov equation (C.33) is then given by \( V = I \). Therefore, \( F = F = \hat{F} \) and \( H = \hat{H} (\hat{H}'\hat{H})^{\frac{1}{2}} = \hat{H} \), where in the last equality I am using the assumption of semi-orthogonality of \( \hat{H} \). By construction, then the autocorrelation matrices of a process of the form (6) with matrices \( F, H, \) and \( \Sigma \) as above are given by (C.34) with \( F = \hat{F} \) and \( H = \hat{H} \).

\(^{48}\)See, for instance, Akaike (1975).
Proof of Theorem 6. I assume without loss of generality that the representation in (6) is minimal. By Lemma C.3 then,
\[ C_l = \mathbb{H}' \left( \frac{F^l + F'^l}{2} \right) \mathbb{H}, \]
where \( \mathbb{H}' \equiv (H'VH)^{\frac{1}{2}} H'V^{\frac{1}{2}}, F \equiv V^{\frac{1}{2}} F V^{\frac{1}{2}}, \) and \( V \equiv \text{E} \) is the variance-covariance of \( f_i. \) Note that since the variance-covariance of \( f_i \) is normalized to be the identity matrix, \( V = I, F = F, \) and \( \mathbb{H} = H. \) Recall that vector \( y_i \) does not contain any redundant observables (which are linear combinations of other observables). This assumption, together with the assumption that \( \text{E} \) is a rank-\( m \) matrix, ensures that \( \text{E} \) is an invertible \( m \times m \) matrix. Therefore, by Lemma C.3, \( \mathbb{H} = H \) is an orthogonal matrix. Thus,
\[ \rho(C_l) = \rho \left( \mathbb{H}' \left( \frac{F^l + F'^l}{2} \right) \mathbb{H} \right) = \rho \left( \frac{F^l + F'^l}{2} \right) \quad (C.35) \]
for all \( l. \) But since the spectral radius of a symmetric matrix equals its spectral norm,
\[ \rho \left( \frac{F^l + F'^l}{2} \right) = \left\| \frac{F^l + F'^l}{2} \right\|_2 \leq \frac{1}{2} \left\| F^l \right\|_2 + \frac{1}{2} \left\| F'^l \right\|_2 = \left\| F^l \right\|_2 \leq \left\| F \right\|_2. \quad (C.36) \]
Therefore,
\[ \rho(C_l) \leq \left\| F \right\|_2. \]
On the other hand, by equations (C.35) and (C.36),
\[ \rho(C_1) = \left\| \frac{F + F'}{2} \right\|_2 = \left\| F \right\|_2, \]
where the second equality is by assumption. Thus,
\[ \rho(C_l) \leq \left\| F \right\|_2 = \rho(C_1)^l, \]
and the process is exponentially ergodic. \( \square \)

Proof of Proposition 1

I first state and prove a useful lemma:

Lemma C.4. Suppose \( C_1 \) has a unique and simple eigenvalue \( \lambda \) with \( |\lambda| = \rho(C_1) > 0, \) and let \( u \) denote the corresponding eigenvector normalized to have \( u'u = 1. \)\(^{49}\) If \( u'C_2u > \rho(C_1)^2, \) then the agent's forecasts in any pseudo-true one-state model are given by (4) with a tuple \( (a, \eta, p, q) \) such that \( \eta > 0. \)

Proof. Define \( C(a, \eta) \) as in the proof of Theorem 4. As in the proof of Theorem 4, I present the argument under the assumption that the largest eigenvalue of \( C(a, \eta) \) is simple at the point \( (a^*, \eta^*) \) that maximizes \( \lambda_{\text{max}}(C(a, \eta)). \)\(^{50}\) I start by proposing a candidate solution to the problem

\(^{49}\)The assumption that \( \lambda \) is unique and simple is not necessary for the result. The result generalizes to arbitrary matrices \( C_1 \) with \( \rho(C_1) \neq 0 \) by replacing \( u'C_2u \) with the maximum of \( u'C_2u \) over all unit-norm eigenvectors \( u \) of \( C_1 \) with eigenvalues \( \lambda \) such that \( |\lambda| = \rho(C_1). \)

\(^{50}\)See footnote 43 for how the argument can be generalized.
of maximizing $\lambda_{\text{max}}(\Omega(a, \eta))$ at which $\eta = 0$ and argue that the candidate does not satisfy the necessary first-order optimality conditions. Setting $\eta = 0$ in equations (C.29) and (C.30), I get

$$\frac{\partial \lambda_{\text{max}}(\Omega(a, \eta))}{\partial a} \bigg|_{\eta=0} = -2a + 2u'_{\text{max}}(aC_1)C_1u_{\text{max}}(aC_1),$$

$$\frac{\partial \lambda_{\text{max}}(\Omega(a, \eta))}{\partial \eta} \bigg|_{\eta=0} = 2a^2 - 2(1 + a^2)\lambda_{\text{max}}(aC_1) + 2a^2 u'_{\text{max}}(aC_1)C_2u_{\text{max}}(aC_1),$$

where I am using the fact that $C = aC_1$ when $\eta = 0$. Any solution to $\partial \lambda_{\text{max}}(\Omega(a, \eta))/\partial a|_{\eta=0} = 0$ satisfies $a = \lambda$, where $\lambda = \lambda_{\text{min}}(C_1)$ if $\lambda_{\text{max}}(C_1) \leq 0$, $\lambda = \lambda_{\text{max}}(C_1)$ if $\lambda_{\text{min}}(C_1) \geq 0$, and $\lambda \in \{\lambda_{\text{max}}(C_1), \lambda_{\text{min}}(C_1)\}$ otherwise. Evaluating $\lambda_{\text{max}}(\Omega(a, \eta))$ at $a = \lambda$ and $\eta = 0,$ I get $\lambda_{\text{max}}(\Omega(\lambda, 0)) = \lambda^2$. Therefore, for the solution $(a, \eta) = (\lambda, 0)$ to the first-order condition $\partial \lambda_{\text{max}}(\Omega(a, \eta))/\partial a = 0$ to be a maximizer of $\lambda_{\text{max}}(\Omega(a, \eta))$, it must be the case that $\lambda$ is the eigenvalue of $C_1$ largest in magnitude and $u = u_{\text{max}}(aC_1)$ is a corresponding eigenvector normalized such that $u'u = 1$. Substituting in the expression for $\partial \lambda_{\text{max}}(\Omega(a, \eta))/\partial \eta|_{\eta=0}$, I get

$$\frac{\partial \lambda_{\text{max}}(\Omega(a, \eta))}{\partial \eta} \bigg|_{a=\lambda, \eta=0} = 2\rho(C_1)^2 \left(u'C_2 u - \rho(C_1)^2\right) > 0,$$

where the inequality follows the assumption that $u'C_2 u > \rho(C_1)^2$. This implies that the pair $\eta = 0$ and $a = \lambda$ does not constitute a local maximizer of $\lambda_{\text{max}}(\Omega(a, \eta))$. Since this pair is the only candidate with $\eta = 0$ that may satisfy the first-order conditions, in any pseudo-true one-state model, $\eta > 0.$ This establishes the lemma. \hfill \square

Proof of Proposition 1. Let $\sigma^2$ denote the variance of $y_t$. By the argument in the proof of Lemma C.3, the lag-$l$ autocorrelation of $y_t$ is given by

$$C_l = H' \left( \frac{F^l + F'^l}{2} \right) H,$$

where $F = V^{-\frac{1}{2}}\mathbb{F}V^{-\frac{1}{2}}, H' = (\mathbb{H}'\mathbb{V})^{-\frac{1}{2}}\mathbb{H}'V^{-\frac{1}{2}},$ and $\mathbb{V}$ is the solution to the discrete-time Lyapunov equation (C.33). Since $\mathbb{F}$ and $\mathbb{S}$ are diagonal matrices, so is $\mathbb{V}$. Therefore, $F = \mathbb{F}$. On the other hand, by Lemma C.3, $H$ is a semi-orthogonal matrix. Therefore, $H'H = 1$, and so,

$$C_l = \sum_{i=1}^{m} w_i a_i^l,$$

where $w_i = H_i^2 \geq 0$, $\sum_{i=1}^{m} w_i = 1,$ and $a_i$ is the $i$th diagonal element of $\mathbb{F}.$ That is, $C_l^\frac{1}{2}$ is equal to the weighted $l$-norm of vector $(a_1, \ldots, a_m)$ with weights $w = (w_1, \ldots, w_m)$.

Since the representation in (6) is minimal, $w_i > 0$ for all $i$, and all $a_i$ are distinct. If that were not the case, there would exist some $\tilde{m} < m$ such that $C_l = \sum_{i=1}^{\tilde{m}} \tilde{w}_i \tilde{a}_i^l$ for some non-negative weights $\tilde{w}_i$ that sum up to one and some $\tilde{a}_i \in (-1, 1).$ Consider the process $\check{R}$ represented as in (6) with $\mathbb{F} = \text{diag}(\check{a}_1, \ldots, \check{a}_{\tilde{m}})$, $\epsilon_t \sim \mathcal{N}(0, \Sigma)$, $\Sigma = I - \mathbb{F}\mathbb{F}'$, and $\mathbb{H} = \sigma \text{diag}(\sqrt{\tilde{w}_1}, \ldots, \sqrt{\tilde{w}_{\tilde{m}}}).$ By the argument in the proof of Lemma C.3, $\check{R}$ has the same autocorrelation matrices as $R$. Moreover,
both \( P \) and \( \hat{P} \) are mean-zero and normal and both have variance \( \sigma^2 \). Therefore, \( P \) and \( \hat{P} \) are observationally equivalent, a contradiction to the assumption that the representation I started with was minimal.

Next, note that, by the generalized mean inequality, \( C_1^1 \geq C_1 \) for all \( l \geq 2 \), where the strictness of the inequality follows the facts that \( w_i > 0 \) for all \( i \) and all \( \alpha_i \) are distinct. In particular, \( u'C_2u = C_2 > C_1^2 = \rho(C_1)^2 \), where I am using the fact that \( y_i \) is a scalar. Thus, by Lemma C.4, \( \eta > 0 \). To see why \( \eta < 1 \), recall that by Theorem 3, the \( (a, \eta) \) pair maximizes

\[
\Omega(\hat{a}, \hat{\eta}) = \frac{\hat{a}^2(1 - \hat{\eta})^2}{1 - \hat{a}^2\hat{\eta}^2} + \frac{2(1 - \hat{\eta})(1 - \hat{a}^2\hat{\eta})}{1 - \hat{a}^2\hat{\eta}^2} \sum_{t=1}^{\infty} \hat{a}^t \hat{\eta}^{t-1} C_r.
\]

But \( \Omega(\hat{a}, 1) = 0 < C_1^2 = \Omega(C_1, 0) \) for any \( \hat{a} \). Therefore, \( \eta = 1 \) cannot be part of the description of a pseudo-true one-state model. Finally, \( a \in (1, 1) \) by Theorem 4. The proposition then follows Theorem 3 by noting that \( qp' = 1 \) whenever \( y_i \) is a scalar.

\( \square \)

**Proof of Theorem 7**

I first find a transformation \( \tilde{y}_t = T y_t \) of the vector of observables such that \( T \) is invertible and \( \tilde{\Gamma}_0^2 \tilde{\Gamma}_1 \tilde{\Gamma}_0^2 \) is diagonal. Since matrices \( \Gamma_0 \) and \( \Gamma_1 \) are both symmetric and \( \Gamma_0 \) is non-singular, \( \Gamma_0 \) and \( \Gamma_1 \) can be diagonalized simultaneously by a real congruence transformation. Note that since \( \Gamma_1 \) is symmetric,

\[
\Gamma_0^2 \Gamma_1 \Gamma_0^2 = \frac{1}{2} \Gamma_0^2 \left( \Gamma_1 + \Gamma_1' \right) \Gamma_0^2 = C_1
\]

is symmetric. Therefore, there exists a diagonal matrix \( \Lambda \), with the eigenvalues of \( C_1 \) as its diagonal elements, and an orthogonal matrix \( U \) such that \( C_1 = U \Lambda U' \). Define

\[
T = U' \Gamma_0^{-\frac{1}{2}}.
\]

It is easy to verify that \( TT_0 T' = I \) and \( T \Gamma_1 T' = \Lambda \). The autocovariance matrices of \( \tilde{y}_t \equiv T y_t \) are given by \( \tilde{\Gamma}_t = E[y_t y_{t-1}'] = T \Gamma_0 T' \). In particular, \( \tilde{\Gamma}_0 = I, \tilde{\Gamma}_1 = \Lambda, \) and so \( \tilde{\Gamma}_0^{-\frac{1}{2}} \tilde{\Gamma}_1 \tilde{\Gamma}_0^{-\frac{1}{2}} = \Lambda \).

I find the pseudo-true m.i.o. \( d \)-state models when the vector of observables is \( \tilde{y}_t \) and then transform the models back using the linear-invariance result to find the pseudo-true m.i.o. \( d \)-state models when the observable is \( y_t \). By Lemma C.1, the KLDR and the agents’ forecasts can be represented in terms of matrices \( \tilde{M}, \tilde{N}, \) and \( \tilde{D} \) of the transformed model as in (C.9) and (C.16). Let \( S \equiv \tilde{\Gamma}_0^{-\frac{1}{2}} \tilde{N} = \tilde{N} \) and use the restriction to the set of m.i.o. models to set \( \tilde{D} = D = (I, 0)' \). The expression for the KLDR in (C.9) then simplifies to

\[
\text{KLDR}(\theta) = -\frac{1}{2} \log \det (SS') + \frac{1}{2} \text{tr} (S'S) - \text{tr} (\tilde{M}D'S'\Lambda S D) + \frac{1}{2} \text{tr} (\tilde{M}D'S'D\tilde{M}') + \text{constant}.
\]

I begin by ignoring the constraints that \( \tilde{M} \) is a convergent matrix and \( \| \tilde{M} (I - D'D) \tilde{M}' \|_2 < 1 \) and showing that the solution to the relaxed problem is also a solution to the original problem. For the relaxed problem, the necessary first-order optimality conditions with respect to \( S \) and \( \tilde{M} \) are
Likewise, equation (C.38) can be written as

\[ I = S'S - S'\Lambda'\mathcal{SD}\tilde{M}D' - S'\Lambda\mathcal{SD}\tilde{M}'D' + S'\mathcal{SD}\tilde{M}'\tilde{M}'D', \tag{C.37} \]

\[ D'S'\Lambda\mathcal{SD} = \tilde{M}D'S'\mathcal{SD}. \tag{C.38} \]

I proceed by first characterizing the set of all solutions for \( S \) and \( \tilde{M} \) to these optimality conditions. Given any such solution, the KLDR is given by \(- \log \det (SS') / 2 + \) constant. Therefore, if there are multiple solutions to equations (C.37) and (C.38), the optimal solution is the one with the largest value of \( \log \det (SS') \).

In the next step, I write \( S = (S_1 \ S_2) \) where \( S_1 \in \mathbb{R}^{nxd} \) and \( S_2 \in \mathbb{R}^{nx(n-d)} \). Equation (C.37) then can be written as

\[
\begin{pmatrix} I & 0 \\ 0 & I \end{pmatrix} = \begin{pmatrix} S_1'S_1 & S_1'S_2 \\ S_2'S_1 & S_2'S_2 \end{pmatrix} - \begin{pmatrix} S_1'\Lambda'S_1 & S_1'\Lambda'S_2 \\ S_2'\Lambda'S_1 & S_2'\Lambda'S_2 \end{pmatrix} \begin{pmatrix} \tilde{M} & 0 \\ 0 & 0 \end{pmatrix} - \begin{pmatrix} S_1'\Lambda S_1 & S_1'\Lambda S_2 \\ S_2'\Lambda S_1 & S_2'\Lambda S_2 \end{pmatrix} \begin{pmatrix} \tilde{M}' & 0 \\ 0 & 0 \end{pmatrix} \\
+ \begin{pmatrix} S_1'S_1 & S_1'S_2 \\ S_2'S_1 & S_2'S_2 \end{pmatrix} \begin{pmatrix} \tilde{M}\tilde{M}' & 0 \\ 0 & 0 \end{pmatrix} = \begin{pmatrix} S_1'S_1 & S_1'S_2 \\ S_2'S_1 & S_2'S_2 \end{pmatrix} - \begin{pmatrix} S_1'\Lambda'S_1\tilde{M} & 0 \\ S_2'\Lambda'S_1\tilde{M} & 0 \end{pmatrix} - \begin{pmatrix} S_1'\Lambda S_1\tilde{M}' & 0 \\ S_2'\Lambda S_1\tilde{M}' & 0 \end{pmatrix} + \begin{pmatrix} S_1'S_1\tilde{M}\tilde{M}' & 0 \\ S_2'S_1\tilde{M}\tilde{M}' & 0 \end{pmatrix}.
\]

Equivalently,

\[ S_1'S_1 - S_1'\Lambda'S_1\tilde{M} - S_1'\Lambda S_1\tilde{M}' + S_1'S_1\tilde{M}'\tilde{M} = I, \tag{C.39} \]

\[ S_2'S_1 = 0, \tag{C.40} \]

\[ S_2'\Lambda'S_1\tilde{M} + S_2'\Lambda S_1\tilde{M}' = 0, \tag{C.41} \]

\[ S_2'S_2 = I. \tag{C.42} \]

Likewise, equation (C.38) can be written as

\[ S_1'\Lambda S_1 = \tilde{M}S_1'S_1. \tag{C.43} \]

Equation (C.42) implies that \( S_2 \) is a full-rank matrix. On the other hand, since \( S'S = \begin{pmatrix} S_1'S_1 & 0 \\ 0 & I \end{pmatrix} \) is invertible, \( S_1 \) is also a full-rank matrix. Equation (C.40) then implies that the column space (or range) of \( S_1 \) is the same as the null space (or kernel) of \( S_2' \), and equation (C.41) implies that the column space of \( \Lambda'S_1\tilde{M} + \Lambda S_1\tilde{M}' \) is a subspace of the null space of \( S_2' \). Therefore,

\[ \Lambda'S_1\tilde{M} + \Lambda S_1\tilde{M}' = S_1Y \tag{C.44} \]

for some matrix \( Y \).

Define \( X \equiv S_1'S_1 \) and \( Z \equiv S_1'\Lambda S_1 \). Since \( S_1 \) is full rank, \( X \) is invertible. Left-multiplying equation (C.44) by \( S_1' \), I get

\[ Z'\tilde{M} + Z\tilde{M}' = XY. \tag{C.45} \]

Meanwhile, equations (C.39) and (C.43) can be written as

\[ X - Z'\tilde{M} - Z\tilde{M}' + X\tilde{M}'\tilde{M} = I, \tag{C.46} \]
\[ Z = \tilde{M}X. \]  

(C.47)

Solving for \( \tilde{M} \) from (C.47) and substituting in (C.46), I get
\[ X = I + ZX^{-1}Z'. \]  

(C.48)

Therefore, \( X \) is a symmetric positive-definite matrix with eigenvalues weakly larger than one. Combining (C.45) and (C.46), I get
\[ X - XY + X\tilde{M}'\tilde{M} = I, \]
and so
\[ Y = I + X^{-1}Z'ZX^{-1} - X^{-1}. \]

Because the eigenvalues of \( X \) are weakly larger than one, \( Y \) is a symmetric positive semi-definite matrix.

Let \( K \subseteq \mathbb{R}^d \) denote the (possibly empty) null space of \( Z' = Z \). If \( p \in K \), then
\[ Xp = p + ZX^{-1}Z'p = p, \]
\[ X^{-1}p = p, \]
and
\[ Yp = p + X^{-1}Z'ZX^{-1}p - X^{-1}p = X^{-1}Z'Zp = 0, \]
where in the last equality I am using the symmetry of \( Z \). Therefore, \( K \) is an eigenspace of both \( X \) and \( X^{-1} \) with eigenvalue one and a subspace of the null space of \( Y \). It is easy to show that, if \( p \) is an eigenvector of \( X \) with eigenvalue one, then it is also in the null spaces of \( Z = Z' \) and \( Y \), and that if \( p \) is in the null space of \( Y \), it is also in the null space of \( Z = Z' \) and an eigenvector of \( X \) with eigenvalue one. Therefore, \( K \) is identical to the null space of \( Y \) and the eigenspace of \( X \) with eigenvalue one. By a similar argument, equations (C.45) and (C.47) imply that \( K \) is also the null space of \( \tilde{M} + \tilde{M}' \).

I next show that the column space of \( S_1 \) is spanned by \( d \) eigenvectors of \( \Lambda \). Decompose \( \mathbb{R}^d \) as a direct sum: \( \mathbb{R}^d = K \oplus R \), where \( K \) is the kernel of \( Z' = Z \) and \( R \) is the range of \( Z \). Let \( d_K \) denote the dimension of \( K \) and \( d_R \) denote the dimension of \( R \). By the rank-nullity theorem, \( d_K + d_R = d \).

Any vector \( p \in \mathbb{R}^d \) can be written as \( p = p_K + p_R \), where \( p_K \in K \) and \( p_R \in R \). First, consider the set of \( S_1p_K \) for \( p_K \in K \). By construction, \( p_KS'_1\Lambda S_1p_K = 0 \) for any \( p_K \in K \). Therefore, since \( S_1 \) is a full-rank matrix, \( S_1p_K \) is in the null space of \( \Lambda \). But \( \Lambda \) is a diagonal matrix with its null space the same as its (possibly empty) eigenspace with eigenvalue zero. Therefore, the set \( \{ S_1p_K : p_K \in K \} \) is a \( d_K \)-dimensional invariant subspace of \( \Lambda \) spanned by eigenvectors of \( \Lambda \) with eigenvalue zero.

Next consider the set of \( S_1p_R \) for \( p_R \in R \). By the argument in the previous paragraph, matrices \( Y \) and \( \tilde{M} + \tilde{M}' \) are invertible when restricted to subspace \( R \) with the inverse over the subspace given by the Moore–Penrose pseudo-inverse. Therefore, equation (C.44) can be written as
\[ \Lambda S_1 = S_1Y (\tilde{M} + \tilde{M}')^\dagger \]
over this subspace. But since \(Y\) and \((\tilde{M} + \tilde{M}')^\dagger\) are invertible when restricted to \(\mathcal{R}\), the above equation implies that

\[
\{S_1 p_R : p_R \in \mathcal{R}\} = \{S_1 Y (\tilde{M} + \tilde{M}')^\dagger p_R : p_R \in \mathcal{R}\} = \{\Lambda S_1 p_R : p_R \in \mathcal{R}\}.
\]

That is, set \(\{S_1 p_R : p_R \in \mathcal{R}\}\) is a \(d_R\)-dimensional invariant subspace of \(\Lambda\). But the invariant subspaces of \(\Lambda\) are spanned by its eigenvectors.

The eigenvectors of \(\Lambda\) are the \(n\) coordinate vectors. Without loss of generality, assume that the elements of \(\tilde{y}_i\) are ordered such that the column space of \(S_1\) is spanned by the first \(d\) coordinate vectors \(e_1, \ldots, e_d\). In such coordinates, \(S_1\) can be written as

\[
S_1 = \begin{pmatrix} S_{11} \\ 0 \end{pmatrix},
\]

where \(S_{11} \in \mathbb{R}^{d \times d}\) is an invertible matrix. Therefore,

\[
X = S_1' S_1 = S_{11}' S_{11},
\]

\[
Z = S_{11}' \Lambda S_{11},
\]

where \(\Lambda = \begin{pmatrix} \Lambda_1 & 0 \\ 0 & \Lambda_2 \end{pmatrix}\), and \(\Lambda_1\) is a \(d \times d\) diagonal matrix. Substituting in (C.48), I get

\[
S_{11}' S_{11} = I + S_{11}' \Lambda S_{11} (S_{11}' S_{11})^{-1} S_{11}' \Lambda S_{11} = I + S_{11}' \Lambda^2 S_{11},
\]

and so,

\[
S_{11}' \left( I - \Lambda_1^2 \right) S_{11} = I.
\]

Multiplying the above equation from left by \(S_{11}\) and from right by \((S_{11}^{-1}(I - \Lambda_1^2))^{-1}\), I get

\[
S_{11} S_{11}' = \left( I - \Lambda_1^2 \right)^{-1}.
\]

Therefore,

\[
\log \det (SS') = \log \det (S'S) = \log \det (S_1'S_1) = \log \det (S_{11}' S_{11}) = \log \det (S_{11} S_{11}') = -\log \det \left( I - \Lambda_1^2 \right).
\]

Thus, minimizing the KLDR requires the column space of \(S_1\) to be spanned by eigenvectors \(p_1, \ldots, p_d\) of \(\Lambda\) corresponding to the \(d\) eigenvalues of \(\Lambda\) largest in magnitude.

It only remains to compute matrices \(\tilde{A}, \tilde{B}, \tilde{Q}, \tilde{R}\). Note that matrix \(S\) can be written as

\[
S = \begin{pmatrix} S_{11} & S_{12} \\ 0 & S_{22} \end{pmatrix}.
\]

Therefore,

\[
\begin{pmatrix} X & 0 \\ 0 & I \end{pmatrix} = S'S = \begin{pmatrix} S_{11}' S_{11} & S_{11}' S_{12} \\ S_{12}' S_{11} & S_{12}' S_{12} + S_{22}' S_{22} \end{pmatrix}.
\]

Since \(S_{11}\) is an invertible matrix, the above equation implies that \(S_{12} = 0\) and \(S_{22}' S_{22} = I\). Therefore, since \(S_{22}\) is a symmetric invertible matrix, \(S_{22}' = S_{22}^{-1}\). I can now find \(\tilde{A}, \tilde{B}, \tilde{Q}, \tilde{R}\):

\[
\tilde{A} = \tilde{M} = S_{11}' \Lambda S_{11}^{-1},
\]

\[
\tilde{B} = \tilde{Q} = S_{12}' S_{12},
\]

\[
\tilde{R} = \tilde{R}_{11} = S_{22}' S_{22}^{-1}.
\]
\[
\begin{align*}
\bar{B} &= D'S^{-1}\bar{\Gamma}_0^\frac{1}{2} = (S_{11}^{-1} \ 0), \\
\tilde{Q} &= I - \tilde{M} (I - D'D) \tilde{M}' = I, \\
\bar{R} &= S'^{-1} (I - DD') S^{-1} = \begin{pmatrix} 0 & 0 \\ 0 & I \end{pmatrix}.
\end{align*}
\]

Note that the constraints that \( \tilde{M} \) is convergent \( \| \tilde{M} (I - D'D) \tilde{M}' \|_2 < 1 \) are automatically satisfied. I can use the above expressions to compute the forecasts of \( \tilde{y}_t \). Equation (C.16) implies

\[
E_t^\theta [\tilde{y}_{t:s}] = \begin{pmatrix} S_{11}^{-1} \\ 0 \end{pmatrix} \Lambda_1^x S_{11}^{-1} - (S_{11} \ 0) \tilde{y}_t = \begin{pmatrix} \Lambda_1^x \ 0 \\ 0 \end{pmatrix} \tilde{y}_t.
\]

Using \( \tilde{y}_t = Ty_t \) for all \( t \) in the above equation, I get

\[
E_t^\theta [\tilde{y}_{t:s}] = T^{-1} \begin{pmatrix} \Lambda_1^x \ 0 \\ 0 \end{pmatrix} Ty_t = \Gamma^\frac{1}{2}_0 U \begin{pmatrix} \Lambda_1^x \ 0 \\ 0 \end{pmatrix} U'\Gamma^\frac{1}{2}_0 y_t = \Gamma^\frac{1}{2}_0 UDU'C_1 UDU'\Gamma^\frac{1}{2}_0 y_t.
\]

Using the definition of \( U \), I can simplify the above expression to

\[
E_t^\theta [\tilde{y}_{t:s}] = \sum_{i=1}^d \Gamma^\frac{1}{2}_0 u_i \Lambda_i^x u_i' \Gamma^\frac{1}{2}_0 y_t,
\]

where \( \Lambda_i \) is the \( i \)th largest eigenvalue of \( C_1 \), and \( u_i \) is the corresponding eigenvector normalized such that \( u_i'u_i = 1 \). The theorem then follows the definitions of \( a_i, p_i, \) and \( q_i \). \( \square \)

**Proof of Theorem 8**

Setting \( M = a, D = \sqrt{1 - \eta e_1}, \) and \( N = \Gamma^\frac{1}{2}_0 S \) in equation (C.17), I get

\[
\text{Var}^\theta(y) = \Gamma^\frac{1}{2}_0 \left[ I + \frac{1}{1 - a^2} \left[ a^2(1 - \eta)^2 - \left( 1 - 2a^2\eta + a^2\eta^2 \right) \lambda \right] uu' \right] \Gamma^\frac{1}{2}_0,
\]

where \( a, \eta, \lambda = \lambda_{\text{max}}(\Omega(a, \eta)) \), and \( u \) are as in Theorem 3. Substituting for \( \lambda_{\text{max}}(\Omega(a, \eta)) \) from equation (C.28) in the above equation, I get

\[
\text{Var}^\theta(y) = \Gamma^\frac{1}{2}_0 \left[ I + \frac{2(1 - \eta)(1 - a^2\eta)}{(1 - a^2)(1 - a^2\eta^2)} \left( a^2(1 - \eta) - (1 - 2a^2\eta + a^2\eta^2)\lambda_{\text{max}}(C) \right) uu' \right] \Gamma^\frac{1}{2}_0. \tag{C.50}
\]

Let \( a^* \) and \( \eta^* \) be scalars in the \([-1, 1]\) and \([0, 1]\) intervals, respectively, that maximize \( \lambda_{\text{max}}(\Omega(a, \eta)) \). I separately consider the cases \( \eta^* = 1 \) and \( \eta^* < 1 \). If \( \eta^* = 1 \), then the right-hand side of equation (C.50) is equal to \( \Gamma_0 \).

Next suppose \( \eta^* < 1 \). By the argument in the proof of Theorem 4, the first-order optimality condition with respect to \( a \) must hold with equality at \( a = a^* \) and \( \eta = \eta^* < 1 \). Setting \( \partial \lambda_{\text{max}}(\Omega(a, \eta))/\partial a = 0 \) in (C.29) and multiplying both sides of the equation by \( a^* \), I get, using (C.31),

\[
\frac{2a^2(1 - \eta^*)^2}{(1 - a^2\eta^2)^2} + \frac{4a^2\eta^*(1 - \eta^*)^2}{(1 - a^2\eta^2)^2} \lambda_{\text{max}}(C) = \frac{2(1 - \eta^*)(1 - a^2\eta^*)}{1 - a^2\eta^2} \lambda_{\text{max}}(C) + \frac{2(1 - \eta^*)(1 - a^2\eta^*)}{1 - a^2\eta^2} \eta^* u_{\text{max}}(C) \frac{\partial C}{\partial \eta} u_{\text{max}}(C). \tag{C.51}
\]
Setting \( \eta^* = 0 \) in the above equation, I get \( a^{*2} = \lambda_{\text{max}}(C) \). Setting \( a^{*2} = \lambda_{\text{max}}(C) \) in equation (C.50) then establishes that \( \text{Var}^{\text{1*}}(y_i) = \Gamma_0 \) in the case where \( \eta^* = 0 \).

Finally, I consider the case where \( \eta^* \in (0, 1) \). Then additionally the first-order optimality condition with respect to \( \eta \) must hold with equality. Setting \( \partial \lambda_{\text{max}}(\Omega(a, \eta))/\partial \eta = 0 \) in equation (C.30), multiplying it by \( \eta^* \), solving for \( \eta^* u^{*\text{max}}(C) \partial C/\partial \eta \text{u}_{\text{max}}(C) \), and substituting in equation (C.51), I get

\[
\frac{2a^{*2}(1 - \eta^*)^2}{(1 - a^{*2}\eta^*)^2} + \frac{4a^{*2}\eta^*(1 - \eta^*)^2}{(1 - a^{*2}\eta^*)^2} \lambda_{\text{max}}(C) = \frac{2(1 - \eta^*)(1 - a^{*2}\eta^*)}{1 - a^{*2}\eta^*} \lambda_{\text{max}}(C) - \frac{2a^{*2}\eta^*(1 - \eta^*)(1 - a^{*2}\eta^*)}{(1 - a^{*2}\eta^*)^2}
\]

\[
+ \frac{2\eta^* \left( 1 + a^{*4}\eta^2 + a^{*2}(1 - 4\eta^* + \eta^*2) \right)}{(1 - a^{*2}\eta^*)^2} \lambda_{\text{max}}(C).
\]

Simplifying the above expression leads to

\[
a^{*2}(1 - \eta^*) = \left( 1 - 2a^{*2}\eta^* + a^{*2}\eta^*2 \right) \lambda_{\text{max}}(C).
\]

Combining the above identity with equation (C.50) implies that \( \text{Var}^{\text{1*}}(y_i) = \Gamma_0 \) and finishes the proof of the theorem. \( \square \)

**Proof of Theorem 9**

Define \( T \) as in the proof of Theorem 7 and let \( \tilde{y}_i = T y_i \). Then by the argument in the proof of Theorem 7, \( \tilde{\Gamma}_0 = I \) and \( \tilde{\Gamma}_1 = \Lambda \), where \( \Lambda \) is a diagonal matrix with the eigenvalues of \( C_1 \) as its diagonals. Furthermore, any pseudo-true m.i.o. \( d \)-state model \( \tilde{\theta} = (\tilde{A}, \tilde{B}, \tilde{Q}, \tilde{R}) \) given observable \( \tilde{y}_i \) satisfies

\[
\tilde{A} = S_{11}^{*} \Lambda_1 S_{11}^{-1}, \\
\tilde{B} = (S_{11}^{-1} \ 0), \\
\tilde{Q} = I, \\
\tilde{R} = (0 \ 0 \ I),
\]

where \( S_{11} \) is \( d \times d \) matrix that satisfies \( S_{11}S_{11}^{-1} = (I - \Lambda_1^2) \), and \( \Lambda_1 \) is a \( d \times d \) diagonal matrix containing the \( d \) largest eigenvalues of \( C_1 \). On the other hand, equation (C.17) implies

\[
\text{Var}^{d*}(\tilde{y}_i) = \tilde{B}' \sum_{t=0}^{\infty} \tilde{A}'^t \tilde{Q} (\tilde{A}')^t \tilde{B} + \tilde{R} = \left( S_{11}^{-1} \right) \sum_{t=0}^{\infty} S_{11}^{*} \Lambda_1^{t} (S_{11}S_{11}^{-1})^{-1} \Lambda_1^{t} S_{11} (S_{11}^{-1} \ 0) + (0 \ 0 \ I)
\]

\[
= \left( I \ 0 \ 0 \ 0 \ I \right) = I.
\]

Therefore, \( \text{Var}^{d*}(y) = T^{-1} \text{Var}^{d*}(\tilde{y}_i)T'^{-1} = (T'T)^{-1} = \Gamma_0 \). \( \square \)
Proof of Proposition 2

Recall that I assumed (without loss of generality) that \( \Gamma_0 \) is non-singular. Since \( \{u_i\}_{i=1}^d \) constitutes an orthonormal basis for \( \mathbb{R}^n \), \( \Gamma_0^{-1} \) can be expressed as

\[
\Gamma_0^{-1} y_t = \sum_{i=1}^n \omega_i u_i,
\]

where \( \omega_i \equiv u_i' \Gamma_0^{-1} y_t \). Therefore,

\[
y_t = \Gamma_0^{-1} \sum_{i=1}^n \omega_i u_i = \sum_{i=1}^n \omega_i u_i' \Gamma_0^{-1} y_t = \sum_{i=1}^n y_t^{(i)} q_i,
\]

where the last equality uses the definitions of \( y_t^{(i)} \) and \( q_i \).

The lag-one autocovariance of \( y_t^{(i)} \) is given by

\[
\mathbb{E} \left[ y_t^{(i)} y_{t-1}^{(i)} \right] = p_i' \mathbb{E} [y_t y_{t-1}] p_i = p_i' \Gamma_1 p_i = p_i' \left( \Gamma_1 + \Gamma_0^{-1} \Gamma_1 \right) p_i = p_i' \Gamma_0^{-1} C_1 \Gamma_0^{-1} p_i = u_i' C_1 u_i,
\]

where the first equality uses the definition \( y_t^{(i)} \), and the last equality uses the definition of \( p_i \). Since \( u_i \) is an eigenvector of \( C_1 \),

\[
u_i' C_1 u_i = a_i u_i' u_i = a_i,
\]

where \( a_i \) is the \( i \)-th largest (in magnitude) eigenvalue of \( C_1 \). Moreover,

\[
\mathbb{E} \left[ y_t^{(i)2} \right] = p_i' \Gamma_0 p_i = u_i' u_i = 1.
\]

Therefore,

\[
\rho_i \equiv \mathbb{E} \left[ y_t^{(i)} y_{t-1}^{(i)} \right] / \sqrt{\mathbb{E} \left[ y_t^{(i)2} \right]} = a_i.
\]

The proposition follows the fact that \( a_i \) is the \( i \)-th largest eigenvalue of \( C_1 \) in magnitude. \( \square \)

Proof of Propositions 3 and 4

The proofs of the two propositions are almost identical, so I only provide a detailed proof of Proposition 4. The only difference between the two is that Proposition 3 relies on Theorems 5 and 8 instead of Theorems 7 and 9, respectively.

I start by taking \( \nu \) to be an arbitrary \( n \)-dimensional vector and computing the autocovariances of \( \nu' y_t \) under the pseudo-true and true models. Define \( w \equiv \Gamma_0^{-1} \nu \). Under the agent’s pseudo-true model,

\[
E^{d*} [\nu' y_{t-1} y_{t-1}'] = \nu' E^{d*} [y_{t-1} y_{t-1}'] v = \nu' E^{d*} [E_{t-1}^{d*} [y_{t-1} y_{t-1}'] v
\]

\[
= \nu' \sum_{i=1}^d a_i' q_i p_i' E^{d*} [y_{t-1} y_{t-1}'] v = \sum_{i=1}^d a_i' \nu q_i p_i' \Gamma_0 v
\]
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where the first equality is by Theorem 2, the second equality follows the fact that the agent’s subjective model satisfies the law of iterated expectations, the third and fifth equalities are by Theorem 7, and the fourth equality is by Theorem 9. On the other hand, under the true model,

\[ E[v'y_t v'y_{t-l}] = v'E[y_t y_{t-l}]v = v' \left( \Gamma^2 + \Gamma - \frac{1}{2} \right) v = v' \Gamma_0^\frac{1}{2} C_1 \Gamma_0^\frac{1}{2} v = w'C_1w. \]

To prove part (a), set \( v = p_1 \), which implies \( v'y_t = y^{(1)}_t \) and \( w = \Gamma_0^\frac{1}{2} p_1 = u_1 \). Therefore,

\[ |E_d[v'y_t y_{t-l}]| = \left| \sum_{i=1}^{d} a_i^l u_i' u_i' u_i' u_i \right| = |a_1| = |a_1|^l. \]

Furthermore,

\[ \left| E_2[v'y_t y_{t-l}] \right| = |u_1'C_1 u_1| \leq \rho(C_1) u_1' u_1 = \rho(C_1) \leq \rho(C_1)^l = |a_1|^l, \]

where the second inequality is using the assumption that the true process is exponentially ergodic, and the last equality is due to the fact that \( a_1 \) is the eigenvalue of \( C_1 \) largest in magnitude. On the other hand, by Theorem 9, the variance of \( y^{(1)}_t \) is the same under the true and pseudo-true m.i.o. \( d \)-state models. Therefore, the agent overestimates the magnitude of \( y^{(1)}_t \)’s autocorrelation at all lags.

In part (b), set \( v = p_n \), which implies \( v'y_t = y^{(n)}_t \) and \( w = \Gamma_0^\frac{1}{2} p_n = u_n \). Thus,

\[ |E_d[v'y_t y_{t-l}]| = \left| \sum_{i=1}^{d} a_i^l u_i' u_i' u_i' u_i \right| = 0, \]

where I am using the fact that \( \{u_i\}_{i=1}^{n} \) is an orthonormal basis and the assumption that \( d < n \). Hence, the agent underestimates the magnitude of \( y^{(n)}_t \)’s autocorrelation at all lags, regardless of the true autocorrelation of \( y^{(n)}_t \). \( \square \)

**Proof of Propositions 5 and 6**

The proofs of the two propositions are essentially identical, so I only provide a detailed proof of Proposition 5. By Theorem 7, the forecasts of an agent who uses pseudo-true m.i.o. \( d \)-state models are given by

\[ E_d[y_{t+s}] = \sum_{i=1}^{d} a_i^s q_i p_i y_t, \]  \hspace{1cm} (C.52)

where \( a_i \) is the \( i \)th largest eigenvalue of \( C_1 \), \( u_i \) denotes the corresponding eigenvector, normalized to have unit norm, \( p_i \equiv \Gamma_0^\frac{1}{2} u_i \), and \( q_i \equiv \Gamma_0^\frac{1}{2} u_i \). Since the eigenvalues of \( C_1 \) are all distinct, the corresponding eigenvectors are unique (up to a multiplicative constant). Therefore, all agents use the same values of \( \{(a_i, p_i, q_i)\}_i \) to forecast.
Consider an arbitrary decision \( j \), made by an agent who uses models of dimension \( d(j) \). The agent’s optimal action given her pseudo-true m.i.o. \( d \)-state model is given by

\[
x_{jt} = E_t^{d(j)*} \left[ \sum_{s=1}^{\infty} c_{js} y_{t+s} \right] = \sum_{s=1}^{\infty} c_{js} E_t^{d(j)*} [y_{t+s}]
\]

\[
= \sum_{s=1}^{\infty} c_{js} \sum_{i=1}^{d(j)} a_i^s q_i p_i^t y_t = \sum_{i=1}^{d(j)} g_{ji} y_t^{(i)},
\]

where \( y_t^{(i)} \equiv p_i^t y_t \) as before, \( g_{ji} \equiv \sum_{s=1}^{\infty} a_i^s c_{js}^i q_i \) is a constant, which is a finite since \( \{c_{js}\} \) is absolutely summable. Using vector notation, \( x_t \equiv (x_{1t}, \ldots, x_{|J|t})' \in \mathbb{R}^{|J|} \), I can write the above expression as

\[
x_t = G y_t^{(1:D)},
\]

where

\[
G \equiv \begin{pmatrix} g_1 \\ g_2 \\ \vdots \\ g_{|J|} \end{pmatrix} \in \mathbb{R}^{|J| \times D},
\]

\[
g_j \equiv (g_{j1} \ g_{j2} \ \ldots \ g_{jd(j)} \ 0 \ \ldots \ 0) \in \mathbb{R}^{1 \times D},
\]

and

\[
y_t^{(1:D)} \equiv \begin{pmatrix} y_t^{(1)} \\ y_t^{(2)} \\ \vdots \\ y_t^{(D)} \end{pmatrix} \in \mathbb{R}^D.
\]

Since \( G \in \mathbb{R}^{|J| \times D} \) and \( D \leq |J| \), there exists a \( D \)-dimensional subspace \( \mathcal{V} \) of \( \mathbb{R}^{|J|} \) such that the range of \( G \) is contained in \( \mathcal{V} \). That \( x_t \) is in the range of \( G \) then establishes that \( x_t \in \mathcal{V} \) and completes the proof.

\[\square\]

**Proof of Proposition 7**

I first show that, in a linear equilibrium, \( r^n_t \) and \( \mu_t \) can be written as linear functions of \( \hat{x}_t, \hat{\pi}_t, \) and \( \hat{i}_t \). Suppose \( r^n_t \) and \( \mu_t \) can be written as linear functions of \( \hat{x}_t, \hat{\pi}_t, \) and \( \hat{i}_t \). Then by the linear-invariance result, agents’ forecasts are the same whether they observe vector \( f_t \equiv (\hat{x}_t, \hat{\pi}_t, \hat{i}_t)' \) or vector \( y_t \), consisting of all the observables. Furthermore, since shocks follow an exponentially ergodic process and \( f_t \) is an invertible linear transformation of the vector of shocks, \( f_t \) follows an exponentially ergodic process as well. Therefore, by the linear-invariance result and Theorem 5,

\[
E_t^{1*} \left[ \sum_{s=1}^{\infty} \beta^s \left( \frac{1-\beta}{\beta} \hat{x}_{t+s} - \sigma (\hat{i}_{t+s} - r^n_{t+s}) - \frac{\sigma}{\beta} \hat{\pi}_{t+s} \right) \right] = \gamma_s \hat{\pi}_t,
\]

\[
E_t^{1*} \left[ \sum_{s=1}^{\infty} (\beta \delta)^s \left( \kappa \hat{x}_{t+s} + \frac{1-\delta}{\delta} \hat{\pi}_{t+s} + \mu_{t+s} \right) \right] = \gamma_{\pi} \hat{\pi}_t,
\]
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where \( \gamma_x \) and \( \gamma_\pi \) are constants that are to be determined in equilibrium, \( \hat{z}_t = p'f_t \) is the agents’ time-\( t \) estimate of the subjective state, and \( p \equiv (p_x, p_\pi, p_i)' \) is the relative attention vector. Substituting in (11) and (12) and collecting terms, I get

\[
\sigma r_t^n = \hat{x}_t + \sigma \hat{i}_t - \gamma_x (p_x \hat{x}_t + p_\pi \hat{\pi}_t + p_i \hat{i}_t),
\]

(C.55)

\[
\mu_t = \hat{\pi}_t - \kappa \hat{x}_t - \gamma_\pi (p_x \hat{x}_t + p_\pi \hat{\pi}_t + p_i \hat{i}_t).
\]

(C.56)

These expressions verify my guess that \( r_t^n \) and \( \mu_t \) can be written as linear functions of \( \hat{x}_t \), \( \hat{\pi}_t \), and \( \hat{i}_t \).

I next find constants \( \gamma_x \) and \( \gamma_\pi \). Using the linear-invariance result to substitute for \( \sigma r_{t+s}^n \) and \( \mu_{t+s} \) from the above equations in (C.53) and (C.54) and using Theorem 5 to characterize the resulting subjective expectations, I get

\[
E_t^{1*} \left[ \sum_{s=1}^{\infty} \beta^s \left( \frac{1 - \beta}{\beta} \hat{x}_{t+s} - \sigma (\hat{i}_{t+s} - r_{t+s}^n) - \frac{\sigma}{\beta} \hat{\pi}_{t+s} \right) \right] = a \frac{(1 - \beta \gamma_x p_x) q_x - (\sigma + \beta \gamma_\pi p_\pi) q_\pi - \beta \gamma_x p_i q_i}{1 - \alpha \beta} \hat{z}_t,
\]

(E.55)

\[
E_t^{1*} \left[ \sum_{s=1}^{\infty} (\beta \delta)^s \left( \kappa \hat{x}_{t+s} + \frac{1 - \delta}{\delta} \hat{\pi}_{t+s} + \mu_{t+s} \right) \right] = a \beta \frac{(-\delta \gamma_\pi p_x q_x + (1 - \delta \gamma_\pi p_\pi) q_\pi - \delta \gamma_x p_i q_i)}{1 - \alpha \beta \delta} \hat{z}_t,
\]

(E.56)

where \( a \) is the perceived persistence, and \( q \equiv (q_x, q_\pi, q_i)' \) is the relative sensitivity vector. The above equations give two linear equations for the two unknowns \( \gamma_x \) and \( \gamma_\pi \). The solution is given by

\[
\gamma_x = a(q_x - \sigma q_\pi),
\]

\[
\gamma_\pi = a \beta q_\pi,
\]

where I am using the fact that \( p'q = 1 \). Finally, solving equations (C.55) and (C.56) for \( \hat{x}_t \) and \( \hat{\pi}_t \) results in equations (13) and (14).

\[ \Box \]

**Proof of Proposition 8**

I guess and verify that, in any linear equilibrium, \( \hat{x}_t \) and \( \hat{\pi}_t \) can be written as linear functions of \( r_t^n \). Since \( \mu_t \) is identically zero, \( \hat{i}_t \) is always equal to \( r_t^n \), and \( \hat{\pi}_t \) and \( \hat{x}_t \) are linear functions of \( r_t^n \), the vector of observables is a linear function of \( r_t^n \). Furthermore, \( r_t^n \) follows an exponentially ergodic process. Therefore, by the linear-invariance result and Theorem 5,

\[
E_t^{1*} \left[ \sum_{s=1}^{\infty} \beta^s \left( \frac{1 - \beta}{\beta} \hat{x}_{t+s} - \sigma (\hat{i}_{t+s} - r_{t+s}^n) - \frac{\sigma}{\beta} \hat{\pi}_{t+s} \right) \right] = \iota_x r_t^n,
\]

(E.57)

\[
E_t^{1*} \left[ \sum_{s=1}^{\infty} (\beta \delta)^s \left( \kappa \hat{x}_{t+s} + \frac{1 - \delta}{\delta} \hat{\pi}_{t+s} + \mu_{t+s} \right) \right] = \iota_\pi r_t^n,
\]

(E.58)

for some constants \( \iota_x \) and \( \iota_\pi \), which are to be determined in equilibrium. Substituting in (11) and (12) and collecting terms, I get

\[
\hat{x}_t = \iota_x r_t^n,
\]

(C.59)
\[ \hat{t}_t = \kappa \hat{x}_t + t_{\pi} r^n_t = (\kappa t_x + t_{\pi}) r^n_t. \]  

(C.60)

These expressions verify the guess that \( \hat{x}_t \) and \( \hat{t}_t \) are linear functions of \( r^n_t \).

I next find \( t_x \) and \( t_{\pi} \). Using the linear-invariance result to substitute for \( \hat{x}_{t+s} \) and \( \hat{t}_{t+s} \) from the above equations in (C.57) and (C.58) and using Theorem 5 to characterize the resulting subjective expectations, I get

\[
\begin{align*}
    t_x r^n_t &= E_t^1 \left[ \sum_{s=1}^{\infty} \beta^s \left( \frac{1-\beta}{\beta} \hat{x}_{t+s} - \sigma \left( \hat{t}_{t+s} - r^n_{t+s} \right) - \frac{\sigma}{\beta} \hat{t}_{t+s} \right) \right] = a \left( (1-\beta)t_x - \sigma (\kappa t_x + t_{\pi}) \right) r^n_t, \\
    t_{\pi} r^n_t &= E_t^1 \left[ \sum_{s=1}^{\infty} (\beta \delta)^s \left( \kappa \hat{x}_{t+s} + \frac{1-\delta}{\delta} \hat{t}_{t+s} + \mu_{t+s} \right) \right] = \frac{a \beta (\kappa t_x + (1-\delta)t_{\pi})}{1 - a \beta \delta} r^n_t,
\end{align*}
\]

where \( a \) is the perceived persistence. The above equations give two linear equations for the two unknowns \( t_x \) and \( t_{\pi} \), with the unique solution given by \( t_x = t_{\pi} = 0 \). Therefore, in the unique linear equilibrium, the output gap and inflation rate are both identically zero. \( \square \)

D. Omitted Details for the NK Application

D.1 Forward Guidance

By the linear-invariance result, agents’ expectations respect any intratemporal linear relationships that hold in the equilibrium without forward guidance. Therefore, substituting from equations (C.55) and (C.56) in (11) and (12), I get

\[
\begin{align*}
    E_t^1 \left[ \sum_{s=1}^{\infty} \beta^s \left( \frac{1-\beta}{\beta} \hat{x}_{t+s} - \sigma \left( \hat{t}_{t+s} - r^n_{t+s} \right) - \frac{\sigma}{\beta} \hat{t}_{t+s} \right) \right] &= E_t^1 \left[ \sum_{s=1}^{\infty} \beta^s v'_x f_{t+s} \right], \\
    E_t^1 \left[ \sum_{s=1}^{\infty} (\beta \delta)^s \left( \kappa \hat{x}_{t+s} + \frac{1-\delta}{\delta} \hat{t}_{t+s} + \mu_{t+s} \right) \right] &= E_t^1 \left[ \sum_{s=1}^{\infty} (\beta \delta)^s v'_x f_{t+s} \right],
\end{align*}
\]

(D.1) (D.2)

where \( v_x, v_{\pi} \in \mathbb{R}^3 \) are vectors that satisfy

\[
\begin{align*}
    v'_x f_t &= \frac{1}{\beta} \left[ (1-\beta)\gamma_x p_x \hat{x}_t - (\sigma + \beta \gamma_x p_{\pi}) \hat{t}_t - \beta \gamma_x p_{\pi} \hat{t}_t \right], \\
    v'_x f_t &= \frac{1}{\delta} \left[ -\delta \gamma_x p_x \hat{x}_t + (1-\delta)\gamma_x p_{\pi} \hat{t}_t - \delta \gamma_x p_{\pi} \hat{t}_t \right].
\end{align*}
\]

(D.3)

On the other hand,

\[ E_t^1[f_{t+s}] = \Sigma_{f_{t+s}} \omega_T, \]

(D.3)

where \( \omega_T \equiv (f'_t, \hat{t}_{t+1}, \ldots, \hat{t}_{t+T})' \in \mathbb{R}^{3+T}, \Sigma_{f_{t+s}} \equiv E_t^1[f_{t+s} \omega_T], \text{ and } \Sigma_{\omega_T} \equiv E_t^1[\omega_T \omega_T']. \) Therefore,

\[
\begin{align*}
    E_t^1 \left[ \sum_{s=1}^{\infty} \beta^s v'_x f_{t+s} \right] &= \psi'_{xT} \omega_T, \\
    E_t^1 \left[ \sum_{s=1}^{\infty} (\beta \delta)^s v'_x f_{t+s} \right] &= \psi'_{\pi T} \omega_T.
\end{align*}
\]
where \( \psi_{xT}, \psi_{\pi T} \in \mathbb{R}^{3+T} \) are vectors defined as

\[
\psi'_{xT} \equiv (\psi'_x, \psi'_{x_i}, \ldots, \psi'_{x_i})' \equiv \nu'_x \left( \sum_{s=1}^{\infty} \beta^s \Sigma_{f_{i \omega_T}} \right) \Sigma^{-1}_{\omega_T \omega_T}, \tag{D.4}
\]

\[
\psi'_{\pi T} \equiv (\psi'_\pi, \psi'_{\pi_i}, \ldots, \psi'_{\pi_i})' \equiv \nu'_\pi \left( \sum_{s=1}^{\infty} (\beta \delta)^s \Sigma_{f_{i \omega_T}} \right) \Sigma^{-1}_{\omega_T \omega_T}, \tag{D.5}
\]

and \( \psi_x \equiv (\psi_{xx}, \psi_{x\pi}, \psi_{xi})' \) and \( \psi_\pi \equiv (\psi_{\pi x}, \psi_{\pi\pi}, \psi_{\pi i})' \) are vectors in \( \mathbb{R}^3 \). Therefore,

\[
E_{t}^{1*} \left[ \sum_{s=1}^{\infty} \beta^s \left( \frac{1 - \beta}{\beta} \hat{x}_{t+s} - \sigma (\hat{i}_{t+s} - r^n_{t+s}) - \frac{\sigma}{\beta} \hat{n}_{t+s} \right) \right] = \psi_x' f_t + \sum_{s=1}^{T} \psi_{x_i} i_{t+s},
\]

\[
E_{t}^{1*} \left[ \sum_{s=1}^{\infty} (\beta \delta)^s \left( \kappa \hat{x}_{t+s} + \frac{1 - \delta}{\delta} \hat{n}_{t+s} + \mu_{t+s} \right) \right] = \psi_\pi' f_t + \sum_{s=1}^{T} \psi_{\pi_i} i_{t+s}.
\]

Substituting in equations (11) and (12), I get

\[
\hat{x}_t = -\sigma (\hat{i}_t - r^n_t) + \psi_{xx} \hat{x}_t + \psi_{x\pi} \hat{n}_t + \psi_{xi} \hat{i}_t + \sum_{s=1}^{T} \psi_{x_i} i_{t+s},
\]

\[
\hat{n}_t = \kappa \hat{x}_t + \mu_t + \psi_{\pi x} \hat{x}_t + \psi_{\pi\pi} \hat{n}_t + \psi_{\pi i} \hat{i}_t + \sum_{s=1}^{T} \psi_{\pi_i} i_{t+s}.
\]

The above equations can be solved for \( \hat{x}_t \) and \( \hat{i}_t \) to get,

\[
\hat{x}_t = \nu_{xi} \hat{i}_t + \nu_{x\pi} r^n_t + \nu_{x\mu} \mu_t + \sum_{s=1}^{T} \nu_{x_i} i_{t+s},
\]

\[
\hat{n}_t = \nu_{\pi i} \hat{i}_t + \nu_{\pi\pi} r^n_t + \nu_{\pi\mu} \mu_t + \sum_{s=1}^{T} \nu_{\pi_i} i_{t+s},
\]

for some constants that depend on the \( \psi \)'s.

It only remains to compute \( \psi_{xT} \) and \( \psi_{\pi T} \). I first compute the elements of \( \Sigma_{f_{i \omega_T}} \). By the law of iterated expectations and Theorem 5,

\[
E_{t}^{1*} [f_{i+s} i_{t+s}] = E_{t}^{1*} [E_{t}^{1*} [f_{i+s} | f_t] i_{t+s}] = E_{t}^{1*} [\alpha^s q p' f_t i_{t+s}] = \alpha^s q p' \Gamma_0.
\]

Next consider elements of the form \( E_{t}^{1*} [f_{i+s} i_{t+s}] \). If \( s < \tau \), then

\[
E_{t}^{1*} [f_{i+s} i_{t+s}] = E_{t}^{1*} [f_{i+s} E_{t}^{1*} [i_{t+s} | f_{i+s}]] = E_{t}^{1*} [f_{i+s} a^{\tau-s} q_i p' f_{i+s}] = a^{\tau-s} q_i E_{t}^{1*} [f_{i+s} f_{i+s}] p = a^{\tau-s} q_i \Gamma_0 p.
\]

Likewise, if \( s > \tau \), then

\[
E_{t}^{1*} [f_{i+s} i_{t+s}] = E_{t}^{1*} [i_{t+s} E_{t}^{1*} [f_{i+s} | f_{i+s}]] = E_{t}^{1*} [e_i f_{i+s} a^{s-\tau} q p' f_{i+s}] = a^{s-\tau} q p' E_{t}^{1*} [f_{i+s} f_{i+s}] e_i = a^{s-\tau} q p' \Gamma_0 e_i,
\]

where \( e_i \) is the coordinate vector that selects element \( \hat{i}_t \) of vector \( f_t \). Finally, if \( s = \tau \), then

\[
E_{t}^{1*} [f_{i+s} i_{t+s}] = E_{t}^{1*} [f_{i+s} f_{i+s} e_i] = \Gamma_0 e_i.
\]
Therefore,

\[ E^{1*}[f_if_i'] = \Gamma_0, \]

and

\[ E^{1*}[f_i'i_{t+r}] = E^{1*}[f_i'E^{1*}[i_{t+r}|f_i]] = E^{1*}[a^Tq_ip'f_if_i'] = a^Tq_ip'\Gamma_0. \]

Finally, if \( \tau < \tau' \), then

\[ E^{1*}[i_{t+r}i_{t+r'}] = E^{1*}[i_{t+r}E^{1*}[i_{t+r'}|f_i]] = E^{1*}[e_i'f_{r+\tau}a^{r'-r}q_ip'f_i'] = a^{r'-r}q_ip'\Gamma_0e_i, \]

and

\[ E^{1*}[i_{t+r}i_{t+r'}] = e_i'E^{1*}[f_{r+\tau}f_i']e_i = e_i'\Gamma_0e_i. \]

Putting everything together, I get

\[
\Sigma_{w_\tau} = \begin{pmatrix}
\Gamma_0 & aq_i\Gamma_0p & a^2q_i\Gamma_0p & \ldots & a^Tq_i\Gamma_0p \\
aq_ip'\Gamma_0 & e_i'\Gamma_0e_i & aq_ip'\Gamma_0e_i & \ldots & a^{T-1}q_ip'\Gamma_0e_i \\
a^2q_ip'\Gamma_0 & aq_ip'\Gamma_0e_i & e_i'\Gamma_0e_i & \ldots & a^{T-2}q_ip'\Gamma_0e_i \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
a^Tq_ip'\Gamma_0 & a^{T-1}q_ip'\Gamma_0e_i & a^{T-2}q_ip'\Gamma_0e_i & \ldots & e_i'\Gamma_0e_i
\end{pmatrix}.
\]  

(D.6)

and

\[
\Sigma_{f_iw_\tau} = \begin{cases}
(a^sq_ip'\Gamma_0 & \Gamma_0e_i & aq_i\Gamma_0p & a^2q_i\Gamma_0p & \ldots & a^{T-1}q_i\Gamma_0p) & \text{if } s = 1, \\
(a^sq_ip'\Gamma_0 & a^{s-1}q_ip'\Gamma_0e_i & \ldots & aq_ip'\Gamma_0e_i & \Gamma_0e_i & aq_i\Gamma_0p & \ldots & a^{T-s}q_i\Gamma_0p) & \text{if } 1 < s < T, \\
(a^sq_ip'\Gamma_0 & a^{s-1}q_ip'\Gamma_0e_i & \ldots & aq_ip'\Gamma_0e_i & \Gamma_0e_i) & \text{if } s = T, \\
(a^sq_ip'\Gamma_0 & a^{s-1}q_ip'\Gamma_0e_i & \ldots & a^{s-T}q_ip'\Gamma_0e_i) & \text{if } s > T.
\end{cases}
\]

(D.7)

Therefore,

\[
\sum_{s=1}^{\infty} \beta^s \Sigma_{f_iw_\tau} = \left( \sum_{s=1}^{\infty} (a\beta)^s q_i \Gamma_0 e_i + \sum_{s=2}^{\infty} a^{s-1} \beta^s q_i \Gamma_0 e_i \right) \Gamma_0 e_i + \sum_{s=1}^{T-1} a^{T-s} \beta^s q_i \Gamma_0 p + P^T \Gamma_0 e_i + \sum_{s=T+1}^{\infty} a^{s-T} \beta^s q_i \Gamma_0 e_i
\]

\[
= \left( \frac{a\alpha q_i p' \Gamma_0}{1-a\beta} \right) \beta \Gamma_0 e_i + \frac{a^2 \alpha q_i p' \Gamma_0 e_i}{1-a\beta} a \beta q_i \Gamma_0 p + a^2 \Gamma_0 e_i + \frac{a^3 \alpha q_i p' \Gamma_0 e_i}{1-a\beta} a \beta q_i \Gamma_0 p + a^2 \Gamma_0 e_i + \ldots + \frac{a^T \alpha q_i p' \Gamma_0 e_i}{1-a\beta} a \beta q_i \Gamma_0 p + a^2 \Gamma_0 e_i + \frac{a^{T+1} \alpha q_i p' \Gamma_0 e_i}{1-a\beta}
\]

Likewise,

\[
\sum_{s=1}^{\infty} (\beta \delta)^s \Sigma_{f_iw_\tau} = \left( \frac{a\beta \delta q_i p' \Gamma_0}{1-a\beta \delta} \right) \beta \delta \Gamma_0 e_i + \frac{a(\beta \delta)^2 q_i p' \Gamma_0 e_i}{1-a\beta \delta} \left( a^T \beta \delta - (\beta \delta)^T a \right) q_i \Gamma_0 p + \beta^T \Gamma_0 e_i + \frac{a(\beta \delta)^{T+1} q_i p' \Gamma_0 e_i}{1-a\beta \delta}
\]

Given the expressions for \( \Sigma_{w_\tau w_\tau}, \Sigma_{i=1}^{\infty} \beta^s \Sigma_{f_iw_\tau}, \) and \( \Sigma_{i=1}^{\infty} (\beta \delta)^s \Sigma_{f_iw_\tau} \), one can use (D.4) and (D.5) to find \( \psi_{\pi T} \) and \( \psi_{\pi T} \).
D.2 Estimation

I choose the variance-covariance and lag-one autocovariance of \( s_t \equiv (\hat{\epsilon}_t, r^n_t, \mu_t)' \) to match the variance-covariance and lag-one autocovariance of \( f_t = (\hat{x}_t, \hat{n}_t, \hat{l}_t)' \). The estimated values are given by

\[
E[ss'] = \begin{pmatrix}
10.9 & 16.4 & 0.200 \\
16.4 & 32.1 & -0.0827 \\
0.200 & -0.0827 & 0.0994
\end{pmatrix},
\]

and

\[
E[s_{t-1}s'_t] = \begin{pmatrix}
10.4 & 16.2 & 0.155 \\
15.0 & 30.7 & -0.146 \\
0.302 & 0.129 & 0.0920
\end{pmatrix}.
\]

Figure D.1 plots \( \rho(C_t) \) in solid red and \( \rho(C_t)' \) in dashed green, where \( \rho(C_t) \) denotes the spectral radius of the lag-1 autocorrelation matrix of \( f_t \). The figure verifies that the estimated process is exponentially ergodic, and so, the agents’ pseudo-true model is described by Theorem 5.

![Figure D.1. Test of Exponential Ergodicity](image)

E Omitted Details for the RBC Application

E.1 Temporary Equilibrium

The (log-)linearized temporary-equilibrium conditions are given by

\[
\hat{\epsilon}_t = \hat{\epsilon}_t + \alpha \hat{k}_t + (1 - \alpha) \hat{n}_t, \tag{E.1}
\]

\[
\hat{\epsilon}_t = \hat{\epsilon}_t + \alpha (\hat{k}_t - \hat{n}_t), \tag{E.2}
\]

51 The result would be identical if I instead used the autocorrelation matrices of \( s_t \). This is a corollary of the linear-invariance result.
\[ \hat{r}_t = r \hat{\alpha}_t + (1 - \alpha) r (\hat{n}_t - \hat{\kappa}_t), \quad (E.3) \]
\[ \hat{n}_t = \frac{1}{\phi} \hat{w}_t - \frac{1}{\sigma \phi} \hat{\zeta}_t, \quad (E.4) \]
\[ \hat{i}_t = \frac{\alpha}{\beta} \hat{y}_t - \frac{\gamma}{\beta} \hat{\zeta}_t, \quad (E.5) \]
\[ \hat{k}_t = (1 - \delta) \hat{k}_{t-1} + \delta \hat{i}_{t-1}, \quad (E.6) \]
\[ \hat{\alpha}_t = \rho \hat{\alpha}_{t-1} + \epsilon_t, \quad (E.7) \]
\[ \hat{\zeta}_t = E_t [\hat{\zeta}_{t+1}] - \sigma \beta E_t [\hat{r}_{t+1}], \quad (E.8) \]

where \( \hat{r}_t \) denotes the first-order deviation of the rental rate of capital from its steady-state value and the remaining hatted variables are log-deviations from the corresponding steady-state values. The Euler equation (E.8) may not hold away from rational expectations if \( \hat{c}_t \) denotes the aggregate consumption; it is valid under arbitrary expectations only if \( \hat{c}_t \) denotes individual consumption. However, the individual consumption Euler equation can be combined with the households’ intertemporal budget constraint and the transversality condition to obtain an aggregate consumption function that is valid under arbitrary expectations. The log-linearized household budget constraint is given by

\[ \hat{k}_{t+1} = (1 - \delta + r) \hat{k}_t + \hat{r}_t + \frac{r(1 - \alpha)}{\alpha} (\hat{w}_t + \hat{n}_t) - \frac{c}{k} \hat{\zeta}_t. \]

Substituting for labor supply in the budget constraint, I get

\[ \hat{k}_{t+1} = \frac{1}{\beta} \hat{k}_t + \hat{r}_t + \frac{(1 - \alpha)(1 + \phi)r}{\alpha \phi} \hat{w}_t - \left( \frac{(1 - \alpha)r}{\alpha \sigma \phi} + \frac{c}{k} \right) \hat{\zeta}_t, \]

where I am using the fact that \( 1 - \delta + r = \beta^{-1} \). Multiplying the above equation by \( \beta^t \), summing over \( t \), and taking subjective expectations of both sides, I get

\[ \left( \frac{(1 - \alpha)r}{\alpha \sigma \phi} + \frac{c}{k} \right) \sum_{s=0}^{\infty} \beta^s E_t [\hat{c}_{t+s}] = \frac{1}{\beta} \hat{k}_t + \sum_{s=0}^{\infty} \beta^s \left( E_t [\hat{r}_{t+s}] + \frac{(1 - \alpha)(1 + \phi)r}{\alpha \phi} E_t [\hat{w}_{t+s}] \right). \]

Define

\[ \chi = (1 - \beta) \left( \frac{(1 - \alpha)r}{\alpha \sigma \phi} + \frac{c}{k} \right)^{-1}, \]
\[ \zeta = \frac{(1 - \alpha)(1 + \phi)r}{\alpha \phi}. \]

Then the above equation can be written as

\[ \frac{1 - \beta}{\chi} \sum_{s=0}^{\infty} \beta^s E_t [\hat{c}_{t+s}] = \frac{1}{\beta} \hat{k}_t + \sum_{s=0}^{\infty} \beta^s E_t [\hat{r}_{t+s}] + \zeta \sum_{s=0}^{\infty} \beta^s E_t [\hat{w}_{t+s}]. \quad (E.9) \]

On the other hand, the Euler equation implies

\[ E_t [\hat{c}_{t+s}] = \hat{c}_t + \sigma \beta \sum_{\tau=1}^{s} E_t [\hat{r}_{t+\tau}]. \]
Then equation (E.10) can be written as

\[
\sum_{s=0}^{\infty} \beta^s E_t [\hat{t}_{t+s}] = \sum_{s=0}^{\infty} \beta^s \hat{t}_t + \sigma \beta \sum_{s=1}^{\infty} \sum_{t=1}^{\infty} \beta^s E_t [\hat{r}_{t+s}]
\]

\[
= \frac{1}{1 - \beta} \hat{t}_t + \sigma \beta \sum_{t=1}^{\infty} \sum_{s=t}^{\infty} \beta^s E_t [\hat{r}_{t+s}]
\]

\[
= \frac{1}{1 - \beta} \hat{t}_t + \frac{\beta \sigma}{1 - \beta} \sum_{t=1}^{\infty} \beta^s E_t [\hat{r}_{t+s}].
\]

Combining the above with equation (E.9), I get

\[
\hat{c}_t = \frac{\chi}{\beta} \hat{k}_t + \chi \hat{r}_t + \chi \zeta \hat{\omega}_t + (\chi - \beta \sigma) \sum_{s=1}^{\infty} \beta^s E_t [\hat{r}_{t+s}] + \chi \zeta \sum_{s=1}^{\infty} \beta^s E_t [\hat{\omega}_{t+s}].
\]

(E.10)

### E.2 Constrained Rational Expectations Equilibrium

Suppose households use a pseudo-true one-state model to forecast the wage rate and the rental rate of capital. Define \( \omega_t \equiv (\hat{\omega}_t, \hat{\omega}_t, \hat{\omega}_t, \hat{\omega}_t, \hat{\omega}_t) \), and \( \xi_t \equiv (f_t, \omega_t)' \). Let \( v \in \mathbb{R}^8 \) be a vector that satisfies

\[
v' \xi_t = (\chi - \beta \sigma) \hat{r}_t + \chi \zeta \hat{\omega}_t.
\]

Then equation (E.10) can be written as

\[
\hat{c}_t = \frac{\chi}{\beta} \hat{k}_t + \chi \hat{r}_t + \chi \zeta \hat{\omega}_t + \sum_{s=1}^{\infty} \beta^s v' E_t [\xi_{t+s}].
\]

Suppose \( \xi_t = T f_t \) for some full-rank matrix \( T \)—I later verify that this is indeed the case. Then by the linear-invariance result,

\[
\hat{c}_t = \frac{\chi}{\beta} \hat{k}_t + \chi \hat{r}_t + \chi \zeta \hat{\omega}_t + \sum_{s=1}^{\infty} \beta^s v' T E_t [f_{t+s}].
\]

The households’ forecasts of \( f_t \) when they use model \( \theta \) is given by (4). This can be written recursively as

\[
E_t^\theta [f_{t+s}] = a^s (1 - \eta) \hat{z}_t q_t,
\]

(E.11)

\[
\hat{z}_t = a \eta \hat{z}_{t-1} + p' f_t = a \eta \hat{z}_{t-1} + p_k \hat{k}_t + p_a \hat{a}_t,
\]

(E.12)

where \( \hat{z}_t \) denote the households’ estimate of the subjective state at time \( t \). Therefore,

\[
\hat{c}_t = \frac{\chi}{\beta} \hat{k}_t + \chi \hat{r}_t + \chi \zeta \hat{\omega}_t + \frac{a \beta (1 - \eta)}{1 - \alpha \beta} v' T q_t \hat{z}_t.
\]

(E.13)

I guess that \( \eta = 0 \) in equilibrium and later verify this guess. Solving for \( \hat{z}_t \) from (E.12) and substituting in (E.13), I get

\[
\hat{c}_t = \left( \frac{\chi}{\beta} + \gamma_k \right) \hat{k}_t + \chi \hat{r}_t + \chi \zeta \hat{\omega}_t + \gamma_a \hat{a}_t,
\]

(E.14)
where

\[ \gamma_k \equiv \frac{\alpha \beta}{1 - \alpha \beta} \nu' T q p_k, \quad (E.15) \]

\[ \gamma_a \equiv \frac{\alpha \beta}{1 - \alpha \beta} \nu' T q p_a. \quad (E.16) \]

Equations (E.1)–(E.5) and (E.14) can be solved for \( \omega_t \) as a function of \( f_t \). This verifies the guess that \( \xi_t = (f_t', \omega_t')' = T f_t \) and leads to an expression for matrix \( T \). In particular,

\[ \hat{i}_t = \psi_k \hat{k}_t + \psi_a \hat{a}_t, \]

for some \( \psi_k \) and \( \psi_a \). Substituting for \( \hat{i}_{t-1} \) from above in (E.6), I get

\[ \hat{k}_t = (1 - \delta + \delta \psi_k) \hat{k}_{t-1} + \delta \psi_a \hat{a}_{t-1}. \quad (E.17) \]

I can now describe the constrained rational expectations equilibrium. Equations (E.7) and (E.17) can be written in vector form as

\[ f_t = \mathbb{V}(\gamma_k, \gamma_a) f_{t-1} + \epsilon_t. \quad (E.18) \]

An equilibrium is given by tuples \((\gamma_k^*, \gamma_a^*)\) and \((a^*, \eta^*, p^*, q^*)\) such that (i) \((a^*, \eta^*, p^*, q^*)\) is the pseudo-true one-state model when the true process is given by (E.18) with \( \gamma_k = \gamma_k^* \) and \( \gamma_a = \gamma_a^* \), (ii) \( \gamma_k^* \) and \( \gamma_a^* \) are given by equations (E.15) and (E.16) for \( a = a^* \), \( p = p^* \), and \( q = q^* \), and (iii) \( \eta^* = 0 \).

Finding an equilibrium requires solving a fixed-point equation. I start with a candidate \((\gamma_k, \gamma_a, \eta)\), with \( \eta = 0 \). The candidate defines a true process as in (E.18). This process in turn leads to a pseudo-true one-state model \((\bar{a}, \bar{\eta}, \bar{p}, \bar{q})\). Such a pseudo-true one-state model, in turn, defines a \((\bar{\gamma}_k, \bar{\gamma}_a)\) pair through equations (E.15) and (E.16). I solve for the equilibrium by numerically minimizing the Euclidean distance between tuples \((\bar{\gamma}_k, \bar{\gamma}_a, \bar{\eta})\) and \((\gamma_k, \gamma_a, \eta)\) over the set of all \((\gamma_k, \gamma_a)\) pairs. The fixed-point turns out to satisfy \( \bar{\eta} = \eta = 0 \), verifying my earlier conjecture.

### F  Omitted Details for the DMP Application

#### F.1 Non-Linear Equilibrium

I start with the workers’ problem. Let \( U_t \) and \( V_t \) denote the time-\( t \) value to a worker of unemployment and employment, respectively. Those random variables solve the following Bellman equations:

\[ U_t = b + \beta E_t \left[p_t V_{t+1} + (1 - p_t) U_{t+1}\right], \quad (F.1) \]

\[ V_t = w_t + \beta E_t \left[s_t U_{t+1} + (1 - s_t) V_{t+1}\right], \quad (F.2) \]

where \( b \) denotes the workers’ flow payoff from being unemployed, \( w_t \) denotes the wage rate, and \( p_t = \mu \theta_t^{1-\alpha} \) denotes the job-finding probability, with \( \theta_t \) the labor market tightness and \( \mu \) and \( \alpha \)
parameters of the matching function. Subtracting $U_t$ from $V_t$, I get

$$V_t - U_t = w_t - b + \beta E_t \left[ (1 - s_t - p_t) (V_{t+1} - U_{t+1}) \right]. \quad (E3)$$

Define

$$\lambda_{t,t+\tau}^w \equiv \prod_{k=0}^{\tau-1} (1 - s_{t+k} - p_{t+k}). \quad (E4)$$

Solving (E3) forward, I get

$$V_t - U_t = w_t - b + E_t \left[ \sum_{\tau=1}^{\infty} \beta^\tau \lambda_{t,t+\tau}^w (w_{t+\tau} - b) \right]. \quad (E5)$$

This equation is valid under arbitrary expectations.

I consider the firms next. Let $J_t$ denote the time-$t$ value to a firm of a job. It solves the following Bellman equation:

$$J_t = a_t - w_t + \beta E_t \left[ (1 - s_t) J_{t+1} \right].$$

Solving the equation forward, I get

$$J_t = a_t - w_t + E_t \left[ \sum_{\tau=1}^{\infty} \beta^\tau \lambda_{t,t+\tau}^f (a_{t+\tau} - w_{t+\tau}) \right], \quad (E6)$$

where

$$\lambda_{t,t+\tau}^f \equiv \prod_{k=0}^{\tau-1} (1 - s_{t+k}), \quad (E7)$$

and $\lambda_{t,t}^f \equiv 1$. Free entry by firms implies

$$0 = -k + \beta E_t [q_t J_{t+1}], \quad (E8)$$

where $q_t = \mu \theta_t^{-\alpha}$ is the probability of filling a vacancy in each period. Substituting for $J_t$ in (E8) from (E6), I get

$$\theta_t^\alpha = \frac{\mu}{k} E_t \left[ \sum_{\tau=1}^{\infty} \beta^\tau \lambda_{t+1,t+\tau}^f (a_{t+\tau} - w_{t+\tau}) \right]. \quad (E9)$$

Equation (E9) determines tightness as a function of the firms’ expectations of wage and labor productivity.

The wage rate is determined by Nash bargaining. Under Nash bargaining,

$$\frac{J_t}{1 - \delta} = \frac{V_t - U_t}{\delta},$$

where $\delta$ denotes the workers’ bargaining power. Combining the above equation with (E5) and (E6) and solving for $w_t$, I get

$$w_t = \delta a_t + (1 - \delta)b + \delta E_t \left[ \sum_{\tau=1}^{\infty} \beta^\tau \lambda_{t,t+\tau}^f (a_{t+\tau} - w_{t+\tau}) \right] - (1 - \delta)E_t \left[ \sum_{\tau=1}^{\infty} \beta^\tau \lambda_{t,t+\tau}^w (w_{t+\tau} - b) \right]. \quad (E10)$$

The unemployment rate follows the first-order difference equation

$$u_t = u_{t-1} + s_{t-1} (1 - u_{t-1}) - p_{t-1} u_{t-1}. \quad (F.11)$$
F.2 Steady State

I first consider a steady state in which \( a_t = 1 > b, w_t = w, \theta_t = \theta, s_t = s \), and agents have perfect foresight. Equation (F.10) implies that in the steady state,

\[
\frac{(1 - \delta)(w - b)}{1 - \beta(1 - s - p)} = \frac{\delta(1 - w)}{1 - \beta(1 - s)}.
\]

Therefore,

\[
w = \frac{\delta(1 - \beta(1 - s - p)) + (1 - \delta)(1 - \beta(1 - s))b}{1 - \beta(1 - s - \delta p)}.
\]

Equation (E6) implies that the value of a job to a firm is constant in the steady state:

\[
J_t = J = \frac{1}{1 - \beta(1 - s)}(1 - w).
\]

Equation (E8) and the definition of \( q_t \) imply

\[
\frac{\mu}{k \theta^a} = \frac{1}{\beta J}.
\]

The steady-state unemployment rate satisfies

\[
\frac{s}{u} = p.
\]

F.3 Log-Linear Model

I next log-linearize the model around the steady state. Log-linearizing (E4) and (E7), I get

\[
\hat{\lambda}_{t,t+\tau}^w = -\frac{1}{1 - s - p} \sum_{k=0}^{\tau-1} (p \hat{p}_{t+k} + s \hat{s}_{t+k}),
\]

\[
\hat{\lambda}_{t,t+\tau}^f = -\frac{1}{1 - s} \sum_{k=0}^{\tau-1} s \hat{s}_{t+k}.
\]

Log-linearizing \( p_t = \mu \theta_t^{1-a} \), I get

\[
\hat{p}_t = (1 - \alpha) \hat{\theta}_t.
\]

Log-linearizing (F9),

\[
\hat{\theta}_t = E_t \left[ \sum_{t=1}^{\infty} \beta^{T} (1 - s)^{T-1} \left( \frac{(1 - b)\mu}{ak \theta^a} \hat{a}_{t+\tau} - \frac{w \mu}{ak \theta^a} \hat{w}_{t+\tau} + \frac{(1 - w)\mu}{ak \theta^a} \hat{\lambda}_{t+1,t+\tau} \right) \right].
\]

Substituting for \( \mu/(k \theta^a) \), I get

\[
\hat{\theta}_t = E_t \left[ \sum_{t=1}^{\infty} \beta^{T} (1 - s)^{T-1} \left( \frac{1 - b}{\alpha J} \hat{a}_{t+\tau} - \frac{w}{\alpha J} \hat{w}_{t+\tau} + \frac{1 - w}{\alpha J} \hat{\lambda}_{t+1,t+\tau} \right) \right].
\]

The term involving \( \hat{\lambda}_{t,t+\tau}^f \) can be simplified further:

\[
\sum_{t=1}^{\infty} \beta^{T-1} (1 - s)^{T-1} \hat{\lambda}_{t+1,t+\tau} = -\sum_{t=2}^{\infty} \beta^{T-1} (1 - s)^{T-1} \frac{s}{1 - s} \sum_{k=0}^{\tau-2} \hat{s}_{t+1+k}
\]
Define
\[ \zeta \equiv \frac{\beta s (1 - w)}{1 - \beta (1 - s)}. \]

Then,
\[
\hat{\theta}_t = \frac{1}{\alpha} E_t \left[ \sum_{\tau=1}^{\infty} \beta^{\tau-1} (1 - s)^{\tau-1} \left((1 - b) \hat{a}_{t+\tau} - w \hat{w}_{t+\tau} - \zeta \hat{\xi}_{t+\tau}\right) \right].
\]  \hspace{1cm} (F.12)

Log-linearizing (F.10),
\[
w \hat{w}_t = \delta (1 - b) \hat{a}_t + \delta E_t \left[ \sum_{\tau=1}^{\infty} \beta^{\tau} (1 - s)^{\tau} ((1 - b) \hat{a}_{t+\tau} - w \hat{w}_{t+\tau} + (1 - w) \hat{\lambda}_{t+\tau}) \right]
\]  
\[- (1 - \delta) E_t \left[ \sum_{\tau=1}^{\infty} \beta^{\tau} (1 - s - p)^{\tau} \left((w - b) \hat{\lambda}_{t+\tau}^w + w \hat{w}_{t+\tau}\right) \right].
\]  \hspace{1cm} (F.13)

The terms involving \( \hat{\lambda}_{t+\tau}^w \) and \( \hat{\lambda}_{t+\tau}^f \) can be simplified further:
\[
\sum_{\tau=1}^{\infty} \beta^{\tau} (1 - s - p)^{\tau} \hat{\lambda}_{t+\tau}^w = - \sum_{\tau=1}^{\infty} \beta^{\tau} (1 - s - p)^{\tau} \frac{1}{1 - s - p} \sum_{k=0}^{\tau-1} (p \hat{\theta}_{t+k} + s \hat{\xi}_{t+k})
\]  
\[= -\beta \sum_{k=0}^{\infty} (p \hat{\theta}_{t+k} + s \hat{\xi}_{t+k}) \sum_{\tau=k+1}^{\infty} (\beta (1 - s - p))^{\tau-1}
\]  
\[= -\frac{\beta}{1 - \beta (1 - s - p)} \sum_{k=0}^{\infty} \beta^{k} (1 - s - p)^{k} (p \hat{\theta}_{t+k} + s \hat{\xi}_{t+k}).
\]

Define
\[ \chi \equiv \frac{\beta (1 - \delta) (w - b)}{1 - \beta (1 - s - p)} \]

Then, (F.13) can be written as
\[
w \hat{w}_t = \delta (1 - b) \hat{a}_t + (s \chi - \delta \zeta) \hat{\xi}_t + p \chi (1 - \alpha) \hat{\theta}_t
\]  
\[+ E_t \left[ \sum_{\tau=1}^{\infty} \beta^{\tau} (1 - s)^{\tau} ((1 - b) \hat{a}_{t+\tau} - \delta w \hat{w}_{t+\tau} - \delta \zeta \hat{\xi}_{t+\tau}) \right]
\]  
\[- E_t \left[ \sum_{\tau=1}^{\infty} \beta^{\tau} (1 - s - p)^{\tau} \left((1 - \delta) w \hat{w}_{t+\tau} - p \chi (1 - \alpha) \hat{\theta}_{t+\tau} - s \chi \hat{\xi}_{t+\tau}\right) \right].
\]  \hspace{1cm} (F.14)

Finally, log-linearizing (F.11),
\[
\hat{u}_t = (1 - s - p) \hat{u}_{t-1} - (1 - \alpha) p \hat{\theta}_{t-1} + p \hat{\xi}_{t-1}.
\]  \hspace{1cm} (F.15)
F.4 Rational Expectations Equilibrium

I guess and verify that under rational expectations \( \hat{\theta}_t = \gamma_{\theta a} \hat{a}_t + \gamma_{\theta s} \hat{s}_t \) and \( w \hat{u}_t = \gamma_{wa} \hat{a}_t + \gamma_{ws} \hat{s}_t \). Substituting in (F.12) and (F.14), I get

\[
\hat{\theta}_t = \frac{\rho_a}{1 - \beta \rho_a (1 - s)} \frac{1 - b - \gamma_{wa}}{\alpha J} \hat{a}_t - \frac{\rho_s}{1 - \beta \rho_s (1 - s)} \frac{\zeta + \gamma_{ws}}{\alpha J} \hat{s}_t,
\]

and

\[
w \hat{u}_t = \left[ \delta (1 - b) + p \chi (1 - \alpha) \gamma_{\theta a} + \frac{\beta \delta \rho_a (1 - s) (1 - b - \gamma_{wa})}{1 - \beta \rho_a (1 - s)} \right] \hat{a}_t
+ \left[ \frac{\beta \rho_a (1 - s - p)}{1 - \beta \rho_a (1 - s - p)} (p \chi (1 - \alpha) \gamma_{\theta a} - (1 - \delta) \gamma_{wa}) \right] \hat{u}_t
+ \left[ s \chi - \delta \zeta + p \chi (1 - \alpha) \gamma_{\theta s} - \frac{\beta \delta \rho_s (1 - s) (\zeta + \gamma_{ws})}{1 - \beta \rho_s (1 - s)} \right] \hat{s}_t
+ \left[ \frac{\beta \rho_s (1 - s - p)}{1 - \beta \rho_s (1 - s - p)} (p \chi (1 - \alpha) \gamma_{\theta s} + s \chi - (1 - \delta) \gamma_{ws}) \right] \hat{s}_t.
\]

These equations validate the guess and yield four linear equations for the four unknowns \( \gamma_{\theta a}, \gamma_{\theta s}, \gamma_{wa}, \) and \( \gamma_{ws} \), which can be solved given values for the exogenous parameters. The rational expectations equilibrium is then described by (25) and (E.15) with \( \hat{u}_t = \gamma_{wa}^* \hat{a}_t + \gamma_{ws}^* \hat{s}_t, \hat{\theta}_t = \gamma_{\theta a}^* \hat{a}_t + \gamma_{\theta s}^* \hat{s}_t, \) and \( (\gamma_{\theta a}^*, \gamma_{\theta s}^*, \gamma_{wa}^*, \gamma_{ws}^*) \) the solution to the above linear equations.

F.5 Constrained Rational Expectations Equilibrium

I next consider the equilibrium where agents are constrained to use pseudo-true one-state models. I guess (and later verify) that, in equilibrium,

\[
\hat{\theta}_t = \psi_{\theta u} \hat{u}_t + \psi_{\theta a} \hat{a}_t + \psi_{\theta s} \hat{s}_t,
\]

\[
w \hat{w}_t = \psi_{wu} \hat{u}_t + \psi_{wa} \hat{a}_t + \psi_{ws} \hat{s}_t.
\]

Using the linear-invariance result to substitute for \( \hat{\theta}_{t+\tau} \) and \( \hat{u}_{t+\tau} \) in (F.12) and (F.14), I get

\[
\hat{\theta}_t = \frac{1}{\alpha J} \mathbb{E}_t \left[ \sum_{\tau=1}^{\infty} \beta^{\tau-1} (1 - s)^{\tau-1} ((1 - b - \psi_{wa}) \hat{a}_t - \psi_{wu} \hat{u}_t - (\zeta + \psi_{ws}) \hat{s}_t) \right], \tag{F.16}
\]

and

\[
w \hat{u}_t = \psi_{\theta u} \hat{u}_t + \delta (1 - b) + p \chi (1 - \alpha) \psi_{\theta a} \hat{a}_t + (s \chi - \delta \zeta + p \chi (1 - \alpha) \psi_{\theta s}) \hat{s}_t
+ \mathbb{E}_t \left[ \sum_{\tau=1}^{\infty} \beta^{\tau} (1 - s - p)^{\tau} ((1 - b - \psi_{wa}) \hat{a}_t + (1 - \delta) \psi_{wu}) \hat{u}_t - (\zeta + \psi_{ws}) \hat{s}_t) \right].
\]

\[
w \hat{u}_t = \psi_{\theta u} \hat{u}_t + \delta (1 - b) + p \chi (1 - \alpha) \psi_{\theta a} \hat{a}_t + (s \chi - \delta \zeta + p \chi (1 - \alpha) \psi_{\theta s}) \hat{s}_t
+ \mathbb{E}_t \left[ \sum_{\tau=1}^{\infty} \beta^{\tau} (1 - s - p)^{\tau} ((1 - b - \psi_{wa}) \hat{a}_t + (1 - \delta) \psi_{wu}) \hat{u}_t + (1 - \delta) \psi_{wa}) \hat{s}_t) \right].
\]

85
\[ E_t \left[ \sum_{\tau=1}^{\infty} B^\tau (1-s-p)^\tau (p \chi(1-\alpha) \psi_{\theta s} - (1-\delta) \psi_{ws} + s \chi) \hat{s}_{t+\tau} \right]. \tag{F.17} \]

The agents’ forecasts are given by equation (4). I guess that \( \eta = 0 \) in equilibrium and later verify this guess. Given the guess,

\[
E_t[\hat{u}_{t+\tau}] = a^*q_a p_u \hat{u}_t + a^* q_a p_a \hat{a}_t + a^* q_a p_s \hat{s}_t, \\
E_t[\hat{a}_{t+\tau}] = a^*q_a p_a \hat{u}_t + a^* q_a p_a \hat{a}_t + a^* q_a p_s \hat{s}_t, \\
E_t[\hat{s}_{t+\tau}] = a^* q_s p_u \hat{u}_t + a^* q_s p_a \hat{a}_t + a^* q_s p_s \hat{s}_t.
\]

Using the linear-invariance result to substitute for \( E_t[\hat{u}_{t+\tau}] \), \( E_t[\hat{a}_{t+\tau}] \), and \( E_t[\hat{s}_{t+\tau}] \) in (F.16) and (F.17) and collecting terms verifies the guess that \( \hat{\theta} = \psi_{\theta u} \hat{u}_t + \psi_{\theta a} \hat{a}_t + \psi_{\theta s} \hat{s}_t \) and \( \hat{\omega}_t = \psi_{wu} \hat{u}_t + \psi_{wa} \hat{a}_t + \psi_{ws} \hat{s}_t \) and leads to the following linear equations for \( \psi_{\theta u}, \psi_{\theta a}, \psi_{\theta s}, \psi_{wu}, \psi_{wa}, \) and \( \psi_{ws} \):

\[
\psi_{\theta u} = \frac{a p_u}{1-a \beta (1-s)} \left( \frac{1-b - \psi_{wa}}{\alpha \gamma} q_a - \frac{\psi_{wu}}{\alpha \gamma} q_u - \frac{\zeta + \psi_{ws}}{\alpha \gamma} q_s \right), \tag{F.18} \\
\psi_{\theta a} = \frac{a p_a}{1-a \beta (1-s)} \left( \frac{1-b - \psi_{wa}}{\alpha \gamma} q_a - \frac{\psi_{wu}}{\alpha \gamma} q_u - \frac{\zeta + \psi_{ws}}{\alpha \gamma} q_s \right), \tag{F.19} \\
\psi_{\theta s} = \frac{a p_s}{1-a \beta (1-s)} \left( \frac{1-b - \psi_{wa}}{\alpha \gamma} q_a - \frac{\psi_{wu}}{\alpha \gamma} q_u - \frac{\zeta + \psi_{ws}}{\alpha \gamma} q_s \right), \tag{F.20} \\
\psi_{wu} = p \chi(1-\alpha) \psi_{\theta u} + \frac{a \beta \delta (1-s) p_u}{1-a \beta (1-s)} \left[ (1-b - \psi_{wa}) q_a - \psi_{wu} q_u - (\zeta + \psi_{ws}) q_s \right] \\
+ \frac{a \beta (1-s-p) p_u}{1-a \beta (1-s-p)} [(p \chi(1-\alpha) \psi_{\theta a} - (1-\delta) \psi_{wa}) q_a + (p \chi(1-\alpha) \psi_{\theta u} - (1-\delta) \psi_{wu}) q_u] \\
+ \frac{a \beta (1-s-p) p_a}{1-a \beta (1-s-p)} [(p \chi(1-\alpha) \psi_{\theta s} - (1-\delta) \psi_{ws} + s \chi) q_s], \tag{F.21} \\
\psi_{wa} = \delta (1-b) + p \chi(1-\alpha) \psi_{\theta a} + \frac{a \beta \delta (1-s) p_a}{1-a \beta (1-s)} \left[ (1-b - \psi_{wa}) q_a - \psi_{wu} q_u - (\zeta + \psi_{ws}) q_s \right] \\
+ \frac{a \beta (1-s-p) p_a}{1-a \beta (1-s-p)} [(p \chi(1-\alpha) \psi_{\theta a} - (1-\delta) \psi_{wa}) q_a + (p \chi(1-\alpha) \psi_{\theta u} - (1-\delta) \psi_{wu}) q_u] \\
+ \frac{a \beta (1-s-p) p_s}{1-a \beta (1-s-p)} [(p \chi(1-\alpha) \psi_{\theta s} - (1-\delta) \psi_{ws} + s \chi) q_s], \tag{F.22} \\
\psi_{ws} = s \chi - \delta \zeta + p \chi(1-\alpha) \psi_{\theta s} + \frac{a \beta \delta (1-s) p_s}{1-a \beta (1-s)} \left[ (1-b - \psi_{wa}) q_a - \psi_{wu} q_u - (\zeta + \psi_{ws}) q_s \right] \\
+ \frac{a \beta (1-s-p) p_s}{1-a \beta (1-s-p)} [(p \chi(1-\alpha) \psi_{\theta a} - (1-\delta) \psi_{wa}) q_a + (p \chi(1-\alpha) \psi_{\theta u} - (1-\delta) \psi_{wu}) q_u] \\
+ \frac{a \beta (1-s-p) p_s}{1-a \beta (1-s-p)} [(p \chi(1-\alpha) \psi_{\theta s} - (1-\delta) \psi_{ws} + s \chi) q_s]. \tag{F.23} \\
\]

I can now describe the constrained rational expectations equilibrium. Given \( \hat{\theta} = \psi_{\theta u} \hat{u}_t + \psi_{\theta a} \hat{a}_t + \psi_{\theta s} \hat{s}_t \), equations (25) and (F.15) can be written in vector form as

\[ f_t = \mathbb{F}(\psi_{\theta u}, \psi_{\theta a}, \psi_{\theta s}) f_{t-1} + \epsilon_t. \tag{F.24} \]

An equilibrium is then given by tuples \( (\psi_{\theta u}^*, \psi_{\theta a}^*, \psi_{\theta s}^*, \psi_{wu}^*, \psi_{wa}^*, \psi_{ws}^*) \) and \( (\alpha^*, \eta^*, p^*, q^*) \) such that (i) \( (\alpha^*, \eta^*, p^*, q^*) \) is the pseudo-true one-state model when the true process is given by (F.24) with
ψ_θu = ψ_θu^*, ψ_θa = ψ_θa^*, and ψ_θs = ψ_θs^*. (ii) (ψ_θu^*, ψ_θa^*, ψ_θs^*, ψ_θw^u, ψ_θw^a, ψ_θw^s) solves (F.18)-(F.23) given \( a = a^*, p = p^*, q = q^* \), and (iii) \( η^* = 0 \).

Finding an equilibrium requires solving a fixed-point equation. I start with a candidate \((ψ_θu, ψ_θa, ψ_θs, η)\), with \( η = 0 \). The candidate defines a true process as in (F.24). The process leads to a pseudo-true one-state model \((\tilde{a}, \tilde{η}, \tilde{p}, \tilde{q})\). Such a pseudo-true one-state model, in turn, defines a \((\tilde{ψ}_θu, \tilde{ψ}_θa, \tilde{ψ}_θs)\) triple through equations (F.18)–(F.23). I solve for the equilibrium by numerically minimizing the Euclidean distance between pairs \((\tilde{ψ}_θu, \tilde{ψ}_θa, \tilde{ψ}_θs, \tilde{η})\) and \((ψ_θu, ψ_θa, ψ_θs, η)\) over the set of all \((ψ_θu, ψ_θa, ψ_θs)\) tuples. The fixed-point turns out to satisfy \( \tilde{η} = η = 0 \), verifying my earlier conjecture.