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Abstract—The cameras in modern gaze-tracking systems suffer from fundamental bandwidth and power limitations, constraining data acquisition speed to 300 Hz realistically. This obstructs the use of mobile eye trackers to perform, e.g., low latency predictive rendering, or to study quick and subtle eye motions like microsaccades using head-mounted devices in the wild. Here, we propose a hybrid frame-event-based near-eye gaze tracking system offering update rates beyond 10,000 Hz with an accuracy that matches that of high-end desktop-mounted commercial trackers when evaluated in the same conditions. Our system, previewed in Figure 1, builds on emerging event cameras that simultaneously acquire regularly sampled frames and adaptively sampled events. We develop an online 2D pupil fitting method that updates a parametric model every one or few events. Moreover, we propose a polynomial regressor for estimating the point of gaze from the parametric pupil model in real time. Using the first event-based gaze dataset, we demonstrate that our system achieves accuracies of 0.45°–1.75° for fields of view from 45° to 98°. With this technology, we hope to enable a new generation of ultra-low-latency gaze-contingent rendering and display techniques for virtual and augmented reality.

Index Terms—Event-based camera, Eye tracking, Augmented and virtual reality.

1 INTRODUCTION

Gaze tracking is the process of estimating where a person is looking, usually with a camera. It enables dozens of applications in augmented and virtual reality (AR/VR), such as foveated or physiologically accurate rendering [22,29], interactive programs that respond to eye movement by allowing the user to select a target with their eyes [32], and so forth. Such applications, and others like laser eye surgery [48], benefit from fast and accurate tracking of an eye that essentially fills the sensor field of view (‘near-eye’ tracking). Ideally, to meet the battery and processing constraints of mobile headsets, eye trackers should also conserve power and compute.

However, cameras force a tradeoff between resolution, framerate, and power, since every pixel costs energy and bandwidth to acquire, communicate, and process. Thus, the accuracy and latency of an eye tracking system are often in tension. High-end eye tracking systems resolve this using high-speed cameras, bespoke protocols, and customized readout interfaces to maximize bandwidth. Consequently, they are large and power hungry. These complexities are unavoidable because of the sheer volume of data generated by high-speed, high-resolution cameras. But in near-eye gaze tracking, most of this data is redundant. Only the pupil moves, while most of the image does not change.

Dynamic vision sensors (DVS) overcome these limitations by adaptively sampling when the eye moves. DVS pixels separately sample when the instantaneous change in their incident irradiance exceeds a threshold. The result is a stream of pixel-by-pixel timestamped packets signaling changes, called events. Events contain the pixel location, the time of sampling, as well as the sign of the change. In near-eye tracking, motion is sparse in time and space. Events thus use bandwidth more efficiently than frames, because only relevant information is sampled and processed. This improves speed and power consumption.

Here, we report the first real-time event-based eye tracking system, described in Figure 2. The sensor is placed close to the user’s eye such that the eye nearly covers its field of view. For this reason, we refer to this system as being “near-eye”, although our data is collected in a desktop setting. We discuss a miniature prototype in Section 6. At the core of our system is the update of a parametric representation of the pupil at the event rate. This is fed to a polynomial regressor, also evaluated on an event-by-event basis, that maps this internal parametric representation to a gaze vector (the 3D direction of gaze). Along with events, we also use frames captured at low rates (15-20Hz) by the same sensor. The frames anchor our pupil tracking system with traditional pupil-detection algorithms, while the events allow it to update the

Fig. 1. Input and output of our system. The inputs, shown in plot A, are frames recorded at a fixed sampling rate and events, asynchronously sampling the eye motion at high speed. Frames and events are captured by the same sensor, and event polarity is color coded in blue (+) or red (−). We output a gaze point, computed from our estimate of the pupil, shown in yellow as seen from several perspectives in plots B, C, and D (x and y are the columns and rows of the sensor, and t is time). Events continuously trigger between frames, allowing pupil estimation much faster than the frame rate. Every pupil estimate yields a yellow circle. These estimates are so frequent that they form an almost continuous tubular structure outlining the pupil’s movement through time in plots C and D.
1.1 Is 10kHz gaze tracking useful?

The extreme speed of the eye tracking technology we introduce raises a natural question: why should we care about an extremely fast eye-tracking system? The answer has several layers. Firstly, the human eye moves quickly during certain motions, at speeds sometimes exceeding 300°/s [58]. This fact justifies the use of very fast sampling, in the kHz range, in order to capture small, fast eye movements as they initiate and track their trajectories. Furthermore, the eye’s acceleration regularly reaches astronomical values—e.g., 24,000°/s²—meaning the eye muscles are capable of making forceful and high frequency movements [4]. A simple Nyquist argument then motivates sampling in the 10 kHz range to fully capture the eye’s motion. In particular, a sensor with a high peak sampling rate could detect when the eye is moving more quickly, characterize that motion with higher fidelity, and perhaps even enable predictive approaches to eye tracking. For applications like e-sports, where latency has a pernicious negative impact [26, 27], fast event-based predictive rendering could be a gamechanger.

The adaptive sampling inherent to event-based cameras also helps speak to the utility of speed. Our system does not always run at 10 kHz, although it is capable of sustaining that rate. Rather than deciding a-priori to sample at 10 kHz, this rate emerged from the motion of the eye, a natural justification that this speed may be useful. This sampling approach allows the sensor to be much more power efficient than a bespoke camera system like the EyeLink 1000, which may not be suitable for an AR/VR headset due to power constraints.

Footnotes:
1 A Pregius line 40FPS SONY sensor consumes 300mW–2W [54] vs. 50mW–0.9W for a DAVIS-346 [25].

Table 1. Overview of existing eye tracking systems. Our results can be directly compared with EyeLink because we use the same protocol [17]. Our system’s accuracy is 0.45° within the same field of view as EyeLink, and speed is 10× faster.

| System     | Update rate (Hz) | Accuracy (°) |
|------------|------------------|--------------|
| Pupil Labs | 200              | ~ 1          |
| Tobii      | 120              | 0.5–1.1      |
| EyeLink    | 1,000            | ~ 0.5        |
| Ours       | > 10,000         | 0.45–1.75    |

2 RELATED WORK

Event cameras date back to the neuromorphic Silicon Retina introduced by the seminal works of Mahowald and Mead [41, 43], and have since advanced to a mature technology [12, 13, 58, 60]. In the intervening time, the utility of these high-speed sensors has been successfully exploited in a variety of application scenarios, including object and action tracking [44], combined frame and event based object tracking [50], visual odometry [53], 6-DOF pose tracking [46], 3D reconstruction [42], SLAM [41, 61], and hand tracking [33]. See the review by Gallego et al. for a dedicated overview of the diverse work in the event-based vision community [20].

Hybrid frame-event approaches The fusion of events and frames has been explored in different works such as [21, 40]. In those approaches, direct, absolute photometric correlates acquired at low rate (the frames) initialize or enhance the estimation of a quantity tracked at high update rates (by the events). Similarly to visual–inertial odometry in which a high-rate, potentially drifting, sensor such as an inertial measurement unit (IMU) is corrected by a lower rate sensor that provides absolute anchor points (such as visual features), these fusion approaches are potentially more robust [15].

Early approaches to eye tracking include electro-oculography, search coils, and other invasive methods [64]. Camera-based eye tracking has evolved from tracking Purkinje reflections [8, 9] to model-based approaches that extract parameterizations of the eye from frames [7, 56, 60]. The model extraction, or pupil fitting, can be decoupled from regressing the point of gaze. Algorithms for pupil fitting and gaze estimation are reviewed by Morimoto et al. [45] and Duchowski et al. [15]. However, unlike in event-based vision, these methods are rate-limited by camera frames. A number of eye tracking strategies do not involve cameras, including photodiode base limbus trackers [57], display embedded trackers for near-eye displays [59], and LED based trackers [5, 36]. We do not focus our attention on these strategies, although they are promising.

Appearance-based trackers directly estimate points of gaze from camera frames, often using neural networks [6, 31, 31, 66]. A number of datasets have emerged over the past five years, many of which...
leveraged synthetic data, including: GazeCapture [31], UT Multi-view [55], SynthesEyes [63], UnityEyes [62], MPIIGaze [65], and, most recently, NVGaze [28]. These datasets comprise millions of synthesized and real eye images. However, there is no dataset for event-based eye tracking.

More recent gaze-tracking literature generally focuses on one of two problems: gaze-tracking in the wild, i.e., on full-face images of users without infrared (IR) illumination, such as from a laptop webcam [23]; or near-eye IR-illuminated gaze-tracking for use in controlled environments like an AR/VR headset. The review by Koulouri et al. details these modern topics [30]. Note that we do not focus on eye-tracking in the wild, although a deep learning model like NVGaze [28] used in the frame-based portion of our system might enable us to do so. Hence, our work falls in the second category, and we focus on eye tracking in controlled, near-eye settings. We evaluate against commercial eye-tracking systems in Table 1 using similar conditions and protocols. Our eye tracker, like all other infrared near-eye trackers, is not meant to be used where there will be large variations in head pose, reflections, or background. It is geared towards AR/VR or biomedical settings where high framerates are desirable (hence why the EyeLink 1000 samples at 1-2 kHz). Consequently, the accuracy and update rate of our near-eye tracker with respect to controlled data is the proper evaluation metric. No portable eye tracker achieves a framerate over roughly 200 Hz; but using event-cameras, we achieve >10,000 Hz with comparable accuracy to the gold standard, desktop mounted EyeLink device. Compared to the EyeLink, our system is similarly accurate and an order of magnitude faster. Compared to mobile systems, our system is similarly accurate and two orders of magnitude faster.

The work closest to ours is the course project by Gisler [10], who suggests the idea of using a DVS for eye-tracking. However, the accuracy of their system is limited to “a third of the size of a 1024 × 768 screen” and they did not demonstrate real-time performance. To the best of our knowledge, our work is the first to implement such a system, to develop a practical algorithmic framework that includes an online pupil fitting procedure, and to capture an event-based eye tracking dataset, which will be released to the public.

3 System and Methods

A DVS pixel triggers independently from its neighbors when it sees a contrast change. This is called an event. Events are like pixels in a difference image, except they are received separately at the time they were generated. They carry no notion of a frame; events arrive as a sparse stream of data, as illustrated in Figure 1. This stream consists only of the timestamps, signs (+1 for positive or negative contrast changes), and locations of the triggered pixels. Sparsity comes with many benefits, like speed and processing efficiency. However, previously developed frame-based eye tracking methods like binarization and dark/bright pupil tracking cannot be used on such data. Our goal in this section is to develop a technique which can efficiently process this new data stream while still leveraging the large body of existing work in frame-based tracking.

To be precise, we built a hybrid event-frame-based gaze tracker combining the low latency of events with the proven robustness of frame-based methods. Our system consists of two distinct, concurrent processing stages. First, it fits a 2D eye model from the event and frame data. Second, it maps the estimated eye model parameters to a 3D gaze vector representing the direction the user is looking, or alternatively, a pixel on a screen at fixed distance (both representations have two free parameters). An overview of our algorithmic framework is illustrated in Figure 2.

3.1 2D Model Fitting

We start by defining a parametric eye model, with parameters \( \mathcal{M} \). Whenever a frame or event is received from the sensor, these parameters are updated. Since frames are produced at a constant rate, they update the model independent of scene dynamics. But events only occur during eye motion, and update it at high frequency. Our method fuses these synchronous and asynchronous streams.

Eye model Motivated by Tian et al. [56], our eye model consists of an ellipse representing the pupil with parameters \( \mathcal{E} = (a, b, g, f) \in \mathbb{R}^4 \), a parabola representing the eyelid with parameters \( \mathcal{P} = (u, v, w) \in \mathbb{R}^3 \), and a circle representing the glint (the reflection of the IR light source off of the user’s eyelid) with parameters \( \mathcal{C} = (r, c) \in \mathbb{R}^2 \). The eye is thus fully parameterized by the 11 coefficients in \( \mathcal{M} = \{ \mathcal{E}, \mathcal{P}, \mathcal{C} \} \).

The parameters \( \mathcal{E}, \mathcal{P}, \mathcal{C} \) are fit separately. Ellipses, parabolas, and circles are expressed canonically as quadratics, so they can be asynchronously estimated using the same method. In the following, we detail the updates for the fitting of \( \mathcal{E} \) (see supplement for \( \mathcal{P} \) and \( \mathcal{C} \)). The task ahead is to estimate \( \mathcal{E} \) from a set of “candidate ellipse points” \( \mathcal{D} \) in the image plane that we believe lie on the edge of the pupil.

Parameterizing the pupil with an ellipse The locations \((x, y)\) of points on the ellipse representing the pupil in the image plane satisfy the quadratic equation:

\[
E_{\mathcal{E}}(x, y) = 0
\]

with

\[
E_{\mathcal{E}}(x, y) = ax^2 + hxy + by^2 + gx + fy + d
\]

We set \( d = -1 \) for convenience as it is an arbitrary scaling factor corresponding to the offset of the plane intersecting the conic defined by \( \mathcal{E} = (a, b, g, f) \). For each frame, we classify pixels near the edge of the pupil in an image as candidate points \( \mathcal{D}_{\text{img}} \). Events near the edge of the pupil are considered candidate points \( \mathcal{D}_{\text{ext}} \). Thus, the model of the ellipse is ultimately updated by the set of points \( \mathcal{D} = \mathcal{D}_{\text{ext}} \cup \mathcal{D}_{\text{img}} \).

Receiving a frame Under off-axis IR illumination, the pupil appears as a dark blob in the frame (see Fig. 3). By binarizing the grayscale frame \( I \) using a constant threshold \( \theta \), removing noise on the resulting image using morphological opening, and applying an edge detector, we identified the candidate points:

\[
\mathcal{D}_{\text{img}} = \{(x, y) \mid K(H_\theta(I) \odot S_\sigma)(x, y) = 1\},
\]

where \( H_\theta \) is the unit step function shifted by \( \theta \) used for thresholding; \( \odot \) denotes morphological opening; \( S_\sigma \) is its structuring element, a discretized circle parameterized by its radius \( \sigma \); and \( K \) is a binary edge detection function. We found that recovering candidate ellipse points with these simple operations worked sufficiently well. However, one could use any state-of-the-art frame-based pupil tracking algorithm outputting a set of candidate points to replace this stage of our system, such as PuReST [53], ExCuSe [18], and Else [19].

Receiving an event Events only contribute to the fitting of \( \mathcal{E} \) when they are \( \delta \)-close to the border of the last estimated ellipse:

\[
\mathcal{D}_{\text{ext}} = \{(x, y) \mid ||P_{\delta}(x, y) - (x, y)||_2 < \delta\},
\]

where \( P_\delta(x, y) \) is the projection of \((x, y)\) onto the ellipse — this is step 8 of Algorithm 1.

The projection operator \( P_\delta \) can be computed by solving a system of two equations (one linear and one quadratic) in the specific case of the ellipse parameterization.
Our method can perform updates of $\mathcal{M}$ on an event-by-event basis, in which case $\mathcal{D}_{\text{evt}}$ is a singleton containing a single event. As we shall see in the experiments, the robustness of our method benefits from considering more than one event per update, in which case $\mathcal{D}_{\text{evt}}$ contains more than one event.

Fitting the ellipse from images and events

We fit the ellipse model (and similarly the parabola and circle models) using least squares. The data points $\mathcal{D}_{\text{img}}$ coming from the same frame can be thought of as having been generated synchronously, allowing us to fit the model to the data as a batch:

$$
\mathcal{E}^* = \arg \min_{\mathcal{E} \in \mathcal{E}} \sum_{(x,y) \in \mathcal{D}_{\text{img}}} E_\mathcal{E}(x,y)^2
$$

whose solution is simply $\mathcal{E}^* = \mathcal{A}^{-1} \mathcal{b}$ with

$$
\mathcal{A} = \sum_{(x,y) \in \mathcal{D}_{\text{img}}} v_{x,y} v_{x,y}^T, \quad \mathcal{b} = \sum_{(x,y) \in \mathcal{D}_{\text{img}}} v_{x,y}
$$

and

$$
v_{x,y} = (x^2, xy, xy^2, y^2, y)^T
$$

Generally, we start with an initial estimate of the ellipse’s parameters and then wish to update it with new sensor information (such as a received frame or event). We can do so because in Equation \((11)\), $\mathcal{A}$ and $\mathcal{b}$ are sums and can thus be updated “online.” Practically, we store a matrix $\mathcal{A}$ and a vector $\mathcal{b}$, that are both updated upon the reception of new candidate points by “summing them in.” More formally, when a set of candidate points $\mathcal{P}$ arrives at time $t$, it is used to produce a matrix $\mathcal{A}^t$ and a vector $\mathcal{b}^t$ according to Equation \((11)\). $\mathcal{A}^t$ and $\mathcal{b}^t$ can then be blended with a matrix $\bar{\mathcal{A}}$ and a vector $\bar{\mathcal{b}}$ representing and storing the “current” state of the fit.

$$
\begin{align*}
\bar{\mathcal{A}}^{t+1} &= \gamma \bar{\mathcal{A}} + (1 - \gamma) \mathcal{A}^t, \\
\bar{\mathcal{b}}^{t+1} &= \gamma \bar{\mathcal{b}} + (1 - \gamma) \mathcal{b}^t,
\end{align*}
$$

This method has the advantage of storing a single matrix and a 5-dimensional vector, and blends information in time in a principled way. Our method is reminiscent of weighted least-squares (RLS) with the loss of each candidate point geometrically decreased by $\gamma$. However, it is not equivalent due to the thresholding operation. To prove this fact, in the setting of Equations 4–7, number $v_{x,y}^{(1)}, \ldots, v_{x,y}^{(r+1)}$, RLS has a solution of the form $\mathcal{R} = \mathcal{R}_1 \mathcal{R}_2 \ldots \mathcal{R}_r$ where: $\mathcal{R}_1 = \sum_{i=1}^r a_i v_{x,y}^{(i)} v_{x,y}^{(i)} T$, $\mathcal{R}_2 = \sum_{i=1}^r a_i v_{x,y}^{(i)}$, and $a(\mathcal{I})$ are constant discount factors. Given $\mathcal{A}^t$ and $\mathcal{b}^t$, we want $\bar{\mathcal{A}}^{t+1}$ and $\bar{\mathcal{b}}^{t+1}$ to have the RLS form. But $\bar{\mathcal{A}}^{t+1} = I(\mathcal{P}_t) \left( x_{t+1}, y_{t+1} \right) \leq (1 - \gamma) (\mathcal{A}^t)^T + \mathcal{A}^t$, since $\mathcal{b}^{t+1}$ is only included if it is close to the last ellipse. The definition of $\bar{\mathcal{b}}^{t+1}$ is analogous. Therefore Algorithm 1 is RLS if and only if $1(\mathcal{P}_t) \left( x_{t+1}, y_{t+1} \right) \leq T$ is constant. One can interpret $\delta$ and $\gamma$ as spatio-temporal regularization of our method; for example setting $\gamma = 0$ will throw out all old candidate points (leading to degenerate ellipses because $A$ becomes rank-1) while setting $\gamma = 1$ will stop all updates.

In the case that $\mathcal{P}$ comes from a frame, $\mathcal{A}^t$ and $\mathcal{b}^t$ can be directly calculated from \((11)\) since $\mathcal{A}^t$ is usually full rank. In contrast, events arrive one at a time and asynchronously. Since our goal is to take advantage of the low-latency and high-time resolution of the event generation process, we should update $\bar{\mathcal{A}}$ and $\bar{\mathcal{b}}$ from $\mathcal{D}_{\text{evt}}$, as often as every event. An event generates a single candidate point, but $v_{x,y}$, can nonetheless be computed using Equation \((13)\). The corresponding $\mathcal{A}^t$ and $\mathcal{b}^t$ for that event are computed using Equation \((11)\). Note that because $A$ is rank-1, it is not invertible. This is not surprising, since $\mathcal{E}$ has 5 parameters, therefore one needs 5 independent points to fit them. In case one aims at performing an update every $N$ events, $|\mathcal{D}_{\text{evt}}| = N$, and we can update $\bar{\mathcal{E}}$ batch-wise, similarly to a frame.

Again, applying Equation \((7)\), we can update $\bar{\mathcal{A}}$ as $\bar{\mathcal{A}}^{t+1} = \gamma \bar{\mathcal{A}} + (1 - \gamma) \mathcal{A}^t$, with $\gamma \in [0, 1]$. After the reception of the first 5 events in a non-degenerate configuration, $\mathcal{A}^t$ is rank-5 and can thus be inverted (given we keep blending in new information, it is generally invertible for the rest of time). Since $v_{x,y}$ and the blending of $A$ and $b$ are both easy to compute, these updates can be performed at the event rate in practice. But, updating $\mathcal{E}^t$ eventwise (typically up to 200 times per millisecond during a saccade) also entails computing $(\mathcal{A}^t)^{-1}$ eventwise, which might be computationally infeasible to perform in real time.

However, because every event generates an $A$ that is rank-1, one can store $(\mathcal{A}^t)^{-1}$ and use the Sherman-Morrison-Woodbury (SMW) identity \((23)\) to update it directly, online, after applying a small decay term to downweight old data in time. The fitting of the ellipse is summarized in Algorithm 1. Again, the fitting of $\mathcal{P}$ and $\mathcal{E}$ is analogous. This formulation and implementation of least squares is well suited for the fusion of both the event and frame streams: it is a natural online method that is agnostic to the synchronicity of the data.

### 3.2 Mapping the eye-model to a point of gaze

The output of the gaze tracker is the 2D screen coordinate the user is looking at, which we call the point of gaze. In the first stage of our system (Sec. 3.1), we fit the parameters $\mathcal{M} = (\mathcal{E}, \mathcal{P}, \mathcal{E})$ of an eye model given incoming events and frames. We now discuss how we associate a point of gaze to those parameters.

The 2D screen coordinate position a user is looking at is denoted $(x_s, y_s)$. The problem is to find a mapping from $\mathcal{M}$ to $(x_s, y_s)$. We could explicitly model and fit the relative poses of the camera, user eye,
and screen along with the projection of the camera and transformation between screen and world coordinates. However, we adopt another approach, common in the gaze mapping literature, which consists of phenomenologically regressing the output \((x_s, y_s)\) from the pupil center \((x_c, y_c)\) using two 5th order polynomial functions \(G_{x|y}(x_c, y_c)\) and \(G_{y|x}(x_c, y_c)\) (one for each coordinate):

\[
G_{x|y}(x_c, y_c) = \left( \frac{x_s}{y_s} \right) = \left( \frac{G_{y|x}(x_c, y_c)}{G_{x|y}(x_c, y_c)} \right)
\]

(8)

The simplicity of the model and polynomial regressor is a strength of our system. An advantage of using such a polynomial \(G_{x|y}\) to map an eye model to screen coordinates is that it requires virtually no computation to evaluate: a few additions and multiplications. Hence, it is particularly well suited for event updates, even at high rates. Regressing the parameters \(\theta\) of \(G_{x|y}\) requires \((x_c, y_c, x_s, y_s)\) input-output training pairs (the exact number depending on the exact degree of the polynomial) which are generally obtained during calibration by extracting the pupil center as in Section 3.1 and regressing against the known gaze point. Other simple regression strategies that we did not attempt, like mapping the pupil center to the screen coordinates: this is the gaze point. Anytime we report accuracy or precision results for a particular FoV, we only calibrate on half the points in that FoV (e.g. odd indexes). Then, we report results on the full set of points. For a similar FoV to EyeLink’s, the center \(20^\circ \times 40^\circ\) FoV, this means we are testing on 16 points and calibrating on 8. Eyelink uses a 12 point calibration procedure \cite{v14} which supposedly enhances accuracy. Our results can thus be readily compared to the commercial gold standard.

Assessing Update Rates Our system can operate in real-time and update the pupil fit on an event-per-event basis: a conservative estimate of the peak update rate of our system is 10,000 Hz. We can achieve such a rate because saccadic motions induce hundreds of thousands of events due to the high-contrast edge between the pupil and the iris. These events can thus be used to “track” the pupil between two frames (see Figs. 17). In contrast, when the eye is still, very few events are produced.

We calculate the update rate as follows: we first estimate, in a conservative way, the amount of events per second for a saccade \(\rho\). Figure 7 shows a saccade typically induces more than \(\rho = 200 \text{ events ms}^{-1}\). Second, we calculate the optimal number of events per fit \(N\) to produce a robust (smooth) pupil position estimate: this is \(N = 20\) according to Figure 3 in which we have performed an experiment varying the number of events per fit. This yields the conservative update rate of our system, \(\bar{R} = \frac{N}{\rho}\) which is \(\bar{R} = \frac{200 \times 10^3}{20} = 10 \text{ kHz}\). Our system can sustain an update rate of 10,000 Hz or above indefinitely, but this is not desirable because when the eye is still, no updating is required. Our event-driven update rate therefore only samples quickly when the motion of the eye requires it. In other words, there would be no speed advantage to using a frame-based system running at \(10 \text{ kHz}\).

The number of events used to perform a fit is the number of events accumulated in \(\mathcal{P}\) before solving for \(\delta\) (in Algorithm 1). Figure 7 illustrates the use of different values of \(N\): we plot the fitted pupil center coordinates in image space for a random subject performing the random saccade experiment. As expected, when every event is used to update \(\delta\), the update rate is very high \((N = 1, \rho = 200 \text{ events s}^{-1}\) thus \(R = 200 \text{ kHz}\) but the algorithm is not robust to series of noisy events which cause the fit to change drastically and reach an unrecoverable state until the next frame corrects it. Moreover, fitting for every event
Fig. 6. **Fitted pupil locations and gaze point estimates for smooth pursuit motion and random saccadic motion** are shown for four different users in different colors. The figure is organized into grids; the first row plots smooth pursuit data and the second row plots random saccadic data. The first column shows the extracted pupil center in camera image space, and the second/third columns show the gaze point in screen space for a small/large field of view, with the ground truth locations indicated in black. The average visual angle accuracy in a 47° FoV for smooth pursuit data is 1° (top center) and it is 3.9° for the entire 113° FoV (top right).

Fig. 7. **The X-Y coordinates of the fitted pupil over time.** Our system can update the pupil’s location as fast as every event (row 2), but by considering more events, we can improve robustness and sparsity (row 3). Updating too slowly, however, harms robustness again (row 4). In the top row, a plot of the number of events per millisecond is shown for one user. Then, from top to bottom, different plots of the X (in red) and Y (blue) coordinates of the pupil position tracks are shown with an increasing the number of events used for each fit. One pupil position is obtained per row, a plot of the number of events per millisecond is shown for one user. Then, from top to bottom, different plots of the X (in red) and Y (blue) coordinates. It shows that a clear optimal is obtained for this measure of smoothness using N = 20 events per fit. Indeed, this is also confirmed visually in the middle row of Figure 7: this parameter has a good balance between sparsity, robustness, and speed.

**Pupil Tracking Evaluations** To assess the effectiveness of event-based pupil tracking, we plot the intersection over union (IOU) and error in center estimation as histograms in Figure 7 over our entire dataset. For two binary matrices x and y, IOU can be expressed as

\[
IOU(x, y) = \frac{\sum x \cdot y}{\sum x + \sum y - \sum x \cdot y}
\]

causes us to make wasteful updates to \( \delta \) even when the eye is not really moving and events are just noise. In the opposite case, where we consider \( N \) to be hundreds, our data is desirably sparse and very robust (even to large perturbations such as blinks), but it does not smoothly follow a saccade between frames. This exposes an inherent tradeoff in our system between the smoothness, sparsity, and update rate.

In order to find an optimal value for this tradeoff, Figure 8 plots a measure of smoothness against the number of events per fit for a given subject. The quantitative measure of smoothness we use is the inverse norm of the concatenated 1-forward differences of the X and Y coordinates. It shows that a clear optimal is obtained for this measure of smoothness using \( N = 20 \) events per fit. Indeed, this is also confirmed visually in the middle row of Figure 7: this parameter has a good balance between sparsity, robustness, and speed.
where the logical operations are performed elementwise. In our case, the IOU almost never falls below 0.8 and the pupil center almost never deviates by more than 3 pixels. These results inspire confidence that our method tracks the true underlying motion of the eye, since the events add information during fast motions of the eye that frames based eye-tracking systems provide a lower-bound on our accuracy. An accuracy comparable with commercial frame-based eye tracking systems, $< 0.5^\circ$ [16], within a standard field of view, which degrades to 2$^\circ$ on a larger field (see bottom row of Figure 8). A purely frame-based eye-tracking system provides a lower-bound on our accuracy since events add information during fast motions of the eye that frames cannot sample. However, there is no way to evaluate the accuracy of event-wise updates of the pupil’s position with a traditional camera and monitor. Hence, we performed our own experiments, in which we compared our frame-based algorithm’s estimated gaze-locations with the ground truth point a user was looking at on a screen during saccadic motions.

Although we cannot directly evaluate the accuracy in-between frames, using the assumption that eye motion is continuous in camera-space at a very small timescale (this is why we optimized for smoothness of the trace in Figure 7), we can indirectly assess accuracy at event rate. If our event-based updates did not match the motion of the pupil, then, when a frame was received, the X and Y pupil center traces in Figure 7 would have a “glitch” corresponding to the correction of the bad estimate (as in the case of the blink at roughly the 7 seconds mark). This does not occur, so our system must at least match the accuracy of our frame-based method.

**Gaze Mapping Accuracy** Accuracy represents the closeness of the pupil estimates to ground truth. Specifically, we calculate it as the average absolute deviation of the pupil estimates from the labelled gaze points in the random saccade experiment. Our system achieves an accuracy comparable with commercial frame-based eye tracking systems, $< 0.5^\circ$ [16], within a standard field of view, which degrades to 2$^\circ$ on a larger field (see bottom row of Figure 8). A purely frame-based eye-tracking system provides a lower-bound on our accuracy since events add information during fast motions of the eye that frames cannot sample. However, there is no way to evaluate the accuracy of event-wise updates of the pupil’s position with a traditional camera and monitor. Hence, we performed our own experiments, in which we compared our frame-based algorithm’s estimated gaze-locations with the ground truth point a user was looking at on a screen during saccadic motions.

Although we cannot directly evaluate the accuracy in-between frames, using the assumption that eye motion is continuous in camera-space at a very small timescale (this is why we optimized for smoothness of the trace in Figure 7), we can indirectly assess accuracy at event rate. If our event-based updates did not match the motion of the pupil, then, when a frame was received, the X and Y pupil center traces in Figure 7 would have a “glitch” corresponding to the correction of the bad estimate (as in the case of the blink at roughly the 7 seconds mark). This does not occur, so our system must at least match the accuracy of our frame-based method.

**Gaze Mapping Precision** We calculate precision as the empirical standard deviation, in visual angle, of the estimated pupil centers and compared our frame-based method’s estimated gaze-locations with the ground truth point a user was looking at on a screen during saccadic motions.

![Fig. 8. Precision and accuracy of our system](image)

Fig. 8. **Precision and accuracy of our system** depend on the target field of view. The circle diameters in plots A and B represent the precision, defined as the trimmed standard deviation of estimated gaze points centered at their ground truth label, averaged across all subjects. Plot A is a restricted field of view from plot B. The average precision is 1.6° in the smaller field of view and 3° in the larger. Calibration is performed using only half the points within the evaluated field of view. The black circles in the center represent the stimulus size, 1.3°. Plot C shows the best accuracy of a single subject, which ranges from 0.45–1.75° for diagonal fields of view between 45–98°. Plot D illustrates the empirical smoothness (see the Appendix for rigorous definition), against the number of events per fit for our method. The plot shows a clear optimum at around 20 events per fit, indicating that the robustness is highest for this setting.

![Fig. 9. The error in center estimation and intersection over union (IOU) of our method over the full field of view and all subjects are plotted as normalized histograms. Notice the log scale on the y axis.](image)

Fig. 9. **The error in center estimation and intersection over union (IOU)** of our method over the full field of view and all subjects are plotted as normalized histograms. Notice the log scale on the y axis.
We presented a system and a method for near-eye gaze tracking using the same methodology [17]. A final limitation is that we do not include susceptibility to slippage and unavailability of ground truth. Due to the bandwidth required to output frames at those frequencies, it is not robust to slippage of the cameras with respect to the head and face. Ground truth is unavailable for all eye-trackers; the future system that dynamically adjusts the tuning parameters over time is the basis of our work, since we did not attempt to build a custom embedded system.

Fig. 10. Our miniature prototype streams events in real time (A) and mounts on a pair of glasses (B), shown here with a M12 lens. Data is streamed out of the prototype using less than 12 Mbits/s of bandwidth.

6 Discussion

We presented a system and a method for near-eye gaze tracking using a vision sensor that can produce both conventional images and event data. Our system inherits the capabilities of frame-based sensors: we demonstrated state-of-the-art precision of 0.5° of visual angle error in a 121 fixation point task, in addition to the advantages of event-based data. Specifically, we obtain a conservative peak rate of 200 events per millisecond in a 2 px radius around the pupil and showed our method can achieve a robust fit performed every 20 events. Hence we claim a conservative peak update rate of 10 kHz. Our method can sustain the real-time processing of those 200 evts ms−1. A method that could reliably estimate the pupil position every single event, or would be able to generate/consider an even higher event rate, would theoretically yield even higher update rates. The update rate we demonstrate is about 10 × higher than the fastest commercial systems we surveyed, and such cannot be envisioned, even with a modest resolution conventional camera, due to the bandwidth required to output frames at those frequencies.

Limitations of our work, as well as most other existing eye trackers, include susceptibility to slippage and unavailability of ground truth. Specifically, $G_\theta$ is not robust to slippage of the cameras with respect to the face. This is open challenge that, for now, requires periodic recalibration. Ground truth is unavailable for all eye-trackers; the standard method of evaluation is to assess both against one-another with the same methodology [17]. A final limitation is that we do not report the time between the true movement of the human eye and the time we register an update, otherwise known as latency. Latency is heavily dependent on the hardware details of the processor and the communication channel with the camera. Therefore, reporting latency is outside the scope of our work, since we did not attempt to build a custom embedded system. However, due to our extremely fast update rate, our software would surely not limit the speed of a commercial system, and optimizing the hardware would ensure fast operation. We estimate each event based update to require, in worst case, about 300 FLOPS. This means our algorithm lends itself to dedicated implementations that are likely to be very efficient on most modern low-power embedded-processors. Additionally, although it was not the focus of our work, there is the possibility of using a deep convolutional neural network to output a pupil center estimate in our gaze tracking pipeline (see Figure 2d). This may improve the robustness of our system and allow generalization to different subjects, like NVGaze [28]. It is worth noting, however, that the best-case accuracy NVGaze reports when trained and evaluated on a single subject in a near-eye scenario is 0.5°, the same as ours. Additionally, using such models in a compute-constrained setting may bottleneck tracking speed or consume too much power. Finally, our choices of the tuning parameters $\gamma$, $\delta$, and # of events per fit (see Figure 8) depend on assumptions about the true Lipschitz parameter of the eye’s motion. Partially because the true Lipschitz parameter is unknown, changing, and perhaps unknowable, the user of our system will need to hand-tune these parameters to strike a balance between the sensitivity of the method to jerky eye motions and its susceptibility to noise. Because our dataset consists mostly of smooth motions like fixation, saccades, and smooth pursuit, we just chose the parameters that maximized the smoothness. However, a vision scientist may find it interesting to experiment with other parameter choices when studying subler eye motions. Indeed, one can imagine a future system that dynamically adjusts the tuning parameters over time based on the motion of the eye as it is being tracked.

6.1 Towards a mobile, event-based tracker for AR/VR

We built a head-mounted prototype of our eye tracking system to demonstrate its potential for miniaturization. We designed a custom mount that sits on a user’s head and holds a 22 × 22 mm DVS and lens connected to a battery-powered Raspberry Pi. Figure 10 shows our setup. It is slightly different from the one we used in our main experiments, since the sensor is lower resolution (128 × 128 pixels) and does not output frames. However, the DAVIS346 chip used in our desktop mounted experiments is already small enough (25 × 25 mm) to fit on the same mount; this would require a custom PCB, which we will soon be able to demonstrate, along with recorded data from our setup and our custom 3D mount.

Particularly given the relative ease of building a miniature event-based near-eye gaze tracker, we believe the technology could benefit the AR/VR community. We discussed the speed advantage in Section 1.1 but there are further benefits. For example, AR/VR systems must conserve power to extend battery life, and event-based eye tracking consumes less power. To see why, notice that during fixation and small eye motions, the sensor induces fewer events and incurs less processing, whereas each pixel in a frame must always be acquired and processed in a traditional system. Furthermore, AR systems should perform well in a variety of indoor and outdoor lighting conditions; event-based cameras have a dynamic range of $\approx 130\text{dB}$, much more robust than the traditional camera. The future of eye-tracking undoubtedly involves mobile, untethered, always-on AR/VR glasses, so the efficiency of event-based sensors makes them a natural choice. As a starting direction

See project webpage: http://angelopoulos.ai/blog/posts/ebv-eye/
for interested future researchers, we note that the high update rate of our system would likely enable prediction of saccadic landing zones and durations, with AR/VR applications in efficient predictive foveated rendering [22,29] and autofocal AR [39,49]. The most notable remaining challenge is slippage: head-mounted eye tracking systems often require 3D modeling of the user’s head and face pose or recalibration to account for relative movement between the eye tracker and the head during use. Our evaluations in Section 5 do not account for slippage, which is often the primary driver of error in head-mounted eye tracking products. However, given the longstanding work on event-driven 3D algorithms like SLAM [47], we are optimistic that future researchers will user our platform as a starting point to build event-based slip compensation algorithms too. As a parting conjecture, since the polynomial mapping between the pupil center and gaze point is quite simple, an automatic calibration scheme may be possible by selecting an appropriate nearest-neighbor from a bank of users; the neighbor might be chosen based on the glint and ellipse parameters, for example.
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A FORMULATION OF THE PROBLEM FOR $\mathcal{P}$ AND $\mathcal{C}$

A.1 Updating and fitting the parabola $\mathcal{P}$

The location of points on the parabola representing the eyelash in the image plane satisfy the quadric equation:

$$E_\mathcal{P}(x, y) = 0$$

with

$$E_\mathcal{P}(x, y) = a'd^2 + g'y + d' - x$$

Here, we assume the parabola can be written with $y$ as a function of $x$. This assumption is valid as long as the eye is “upright”, that is, it is not excessively rotated in the image-space. The parabola is thus parameterized as $\mathcal{P} = (a', g', d')$ and it can be fitted similarly to the ellipses representing the pupils by solving:

$$\mathcal{P}^* = \arg\min_{\mathcal{P} \in \mathbb{R}^3} \sum_{(x, y) \in \mathcal{P}} E_\mathcal{P}(x, y)^2$$

In which $\mathcal{P}$ is the set of points belonging to the parabola, which is analogous to the set $\mathcal{D}$ for the ellipse representing the pupil. Again, the solution is simply $\mathcal{P}^* = A'^{-1} b'$ with

$$A' = \sum_{(x, y) \in \mathcal{P}_{\text{img}}} v_{x, y}^1 v_{x, y}^1 \tau, \quad b' = \sum_{(x, y) \in \mathcal{P}_{\text{img}}} v_{x, y}^2$$

in which $v_{x, y}^1$ is now:

$$v_{x, y}^1 = (y^2, y, 1)$$

and $v_{x, y}^2$ is different (due to the asymmetry in $x$ and $y$):

$$v_{x, y}^2 = xy^1 \tau = (xy^2, x, y, x)$$

Lastly, we need to describe how the points are selected in $\mathcal{P}$. Similarly to $\mathcal{D} = \mathcal{D}_{\text{evt}} \cup \mathcal{D}_{\text{img}}$, we define $\mathcal{P} = \mathcal{P}_{\text{evt}} \cup \mathcal{P}_{\text{img}}$. We detect the points belonging to the eyelash in an image by running a Harris corner detector on an image in which all gray values outside of $[t_1, t_2]$ have been clipped. Then all the candidate Harris corners further than a certain radius $\rho'$ from the currently estimated pupil center are discarded, and all the points in the lower half of the image are also discarded. This is:

$$\mathcal{P}_{\text{img}} = \{ (x, y) | (x, y) \in \text{HarrisCorner} \cap \text{clip}(I, t_1, t_2),$$

and $\| (x, y) - (x_r, y_r) \| < \rho'$,

and $y < \frac{\text{rows}}{2} \}$$

The events considered in the fit for the parabola are also those falling with a radius $\delta$ of the currently estimated parabola.

$$\mathcal{P}_{\text{evt}}^* = \{ (x, y) | |E_\mathcal{P}(x, y)| < \delta \}$$

A.2 Updating and fitting the circle for the glint $\mathcal{C}$

Regressing the glint is a subcase of regressing the ellipse in which one can choose the scaling $a = b = 1$, and has $h = 0$. The location of points on the circle representing the glint in the image plane satisfy the quadric equation:

$$E_\mathcal{C}(x, y) = 0$$

with

$$E_\mathcal{C}(x, y) = x^2 - 2xcx - 2ycy + (c^2 + c^2 - r^2)$$

Hence we have to fit the parameters $\mathcal{C} = (c_x, c_y, r)$. The points in an image to be selected to update the fit of the glint are those that exceed a certain threshold $t_3$ and that are less than a certain distance $\rho'$ from the current pupil center estimate.

$$\mathcal{P}_{\text{img}}^* = \{ (x, y) | (x, y) \in H_k(I(x, y))$$

and $| (x, y) - (x_r, y_r) | < \rho' \}$$

Events are those falling less than $\delta$ away from the currently estimated glint:

$$\mathcal{P}_{\text{evt}} = \{ (x, y) | |E_\mathcal{C}(x, y)| < \delta \}$$

B ADDITIONAL DETAILS ABOUT THE FITTING OF $\theta$ FOR THE REGRESSOR

The regressor maps parameters of $\mathcal{M}$ to screen coordinates $x_t, y_t$. In its simplest form, also yielding the lowest computational load, our regressor is a second order polynomial that takes as input, the pupil center $(x_r, y_r)$ extracted from the parameters $\mathcal{P}$, and outputs the point $(x_t, y_t)$ in screen coordinates that the user is supposed to look at. Thus, our regressor is a multivariate vector-valued function:

$$G_0(\vec{\theta}) = \begin{bmatrix} x_t \\ y_t \end{bmatrix} = \begin{bmatrix} G_{01}(\vec{\theta}) \\ G_{02}(\vec{\theta}) \end{bmatrix}$$

In which the coordinate functions $G_{01}(\vec{\theta})$ (on $x$) and $G_{02}(\vec{\theta})$ (on $y$) are second order polynomials with parameters $\theta_1^2$ and $\theta_2^2$:

$$G_{01}(\vec{\theta}) = \alpha_1 x_t^2 + \beta_1 x_t y_t + \gamma_1 y_t^2 + \ell_1 x_t + \zeta_1 y_t + \eta_1$$

The parameters $\theta_1^2$ and $\theta_2^2$ are fitted solving the following linear least squares (G’s are linear in their coefficients):

$$\arg\min_{\theta_1^2} \| G_{01}(\vec{\theta}) - x_t \|^2$$

$$\arg\min_{\theta_2^2} \| G_{02}(\vec{\theta}) - y_t \|^2$$

The regression is supervised by pairs $\{ (x_r, y_r), (x_t, y_t) \}$ produced during the calibration procedure in which $(x_r, y_r)$ points are presented to the user, and $(x_t, y_t)$ are obtained from the ellipse fit in image space:

$$x_t = \frac{2b_h - h f}{b_t^2 - 4a_b \ell}$$

and $y_t = \frac{2a - f h}{b_t^2 - 4a_b \ell}$

From the parameters $\delta = (a, h, b, g, f, d)$

C DEFINITIONS USED FOR ACCURACY AND PRECISION IN OUR EXPERIMENT

In the main text, our “accuracy” results are calculated using the ISO 5725 definition of “trueness”: the closeness of agreement between the arithmetic mean of a large number of test results and the true or accepted reference value, this is:

$$\text{Accuracy} = \frac{1}{n} \sum_{i=1}^{n} l_i$$

where $n$ is the total number of estimates, and $l_i$ is the $L_2$ norm of the difference between our estimated gaze direction $\hat{d}_i = (\hat{\theta}_i, \hat{\theta}_t)$ and the true gaze angle $d_i = (\theta_i, \theta_t)$:

$$l_i = \| \hat{d}_i - d_i \|_2$$

Precision is defined by ISO 5725 as: “the closeness of agreement between test results”. We quantify this by computing the empirical standard deviation of the $\hat{d}_i$’s:

$$\text{Precision} = \sqrt{\frac{1}{n-1} \sum_{i=1}^{n} (\hat{d}_i - \bar{\hat{d}}_i)^2}$$

With $\bar{\hat{d}}_i$ being the empirical mean of all $\hat{d}_i$.

D CALCULATING $\theta$ AND $\phi$ FROM $x_t$ AND $y_t$

The relationship between the horizontal angle $\theta$, the vertical angle $\phi$, and the screen coordinates which a user looks at, $(x_t, y_t)$, is trigonometric because the screen is at a fixed distance. Although the gaze vector seemingly gives information about 3D space, it is in fact only a two-dimensional quantity, because it has no (or unit) magnitude.

$$\theta = \frac{180}{\pi} \tan^{-1}(\| x_t - c_x \| / D)$$

$$\phi = \frac{180}{\pi} \tan^{-1}(\| y_t - c_y \| / D)$$
We consider the relative error our system would incur if events were not used. In particular, we define a simple frame-only ablation: rather than track the pupil between frames, we assume it does not change position between frames. This frame-only ablation is equivalent to traditional (non-predictive) eye tracking. For the majority of frames in our dataset, the eye is fixated, and in that case, there is not much difference between our system and the frame-only ablation. Quantitatively, we confirm this: the mean IOUs of our system and the frame-only ablation are identical on such frames. It is more informative to discuss the relative performance of the frame-only ablation on saccadic motions. For every frame taken during a saccade, we calculate $d_{\text{frame}}$ as the error of the pupil center estimate of the frame-only ablation, and $d_{\text{event}}$ as the error of the pupil center estimate of the full system. Then, in Figure 11, we plot a histogram of $d_{\text{frame}} - d_{\text{event}}$. Most of the histogram’s mass is on positive numbers, illustrating the degradation in performance caused by the frame-only ablation.

Although we do not implement it here, one might also consider an event-only baseline. An event-only ablation of our Algorithm 1 would need to be re-initialized after every blink, since the event-based estimate cannot recover from bad prior estimates of the pupil. However, one can imagine an event-only baseline where events are stored and, for example, a Hough transform is performed to identify the pupil from the pooled event data only. Various tricks could be performed to improve the performance and efficiency of such an algorithm; instead of storing a ring buffer of events, for example, they could be used in an online Hough-transform much like Algorithm 1. Furthermore, the fact that the pupil and iris are concentric could increase the method’s robustness (since there would be two nearby peaks in Hough space). We hope these ideas might be useful to a future researcher working with an event-only sensor.

E Blink Detector

We use a blink detector to classify which frames are likely to be blinks and remove them from our accuracy and precision calculations. The blink detector operates on a simple principle: during a blink, our fitted ellipse to the pupil will deform drastically in shape, often becoming long and thin to fit the dark line of the eyelashes. This blink detector uses changes in eccentricity, or the ratio between the major and minor radius of the fitted ellipse, to identify blinks. However, raw changes in eccentricity can vary widely when the eye is looking at different areas on the screen; so, an adaptive threshold must be computed to identify relatively large changes in eccentricity. Specifically, the eccentricities $r_{1:n}$ of the last $n$ fitted ellipses are stored in a vector, $R_n$. The sample mean $\mu_n$ and sample standard deviation $\sigma_n$ of $R_n$ are calculated. Then, when a new frame comes in at time $n+1$, the eccentricity of the fitted ellipse from that frame, $r_{n+1}$, is compared to $\mu_n + \lambda \sigma_n$, with $\lambda > 0$ being a tunable parameter. If $r_{n+1} > \mu_n + \lambda \sigma_n$, then that frame will be classified as a blink, and is not considered in accuracy and precision calculations. In addition, a small number $k$ of following frames are also classified as blinks, since a blink takes on average 3 – 4 frames to complete. Then, $r_{2:n+k}$ is assigned to $R_{n+1}$ to preserve a constant buffer length, and the blink detector considers the next frame ($r_{n+1}$). Finally, we trim the data at the 2.5% level to remove outliers. This blink detection method is advantageous in that it adaptively computes how large of an eccentricity change constitutes a blink based on statistics of our ellipse data; it is also conservative, in that if eccentricity changes in a certain region of gaze directions are high on average, they will not be classified as blinks.

F Empirical Smoothness

Consider a sequence of gaze estimates $\{(x_t^{(1)}, y_t^{(1)})\}_{t=1}^T$ at evenly spaced times $t = 1, ..., T$. We quantify the empirical smoothness of the eye as

$$\text{smoothness} = \frac{1}{T-1} \sum_{t=2}^{T} \left\| \frac{1}{T} \sum_{t=2}^{T} (x_t^{(1)}, y_t^{(1)}) - (x_{(t-1)}^{(1)}, y_{(t-1)}^{(1)}) \right\|_2.$$

When the eye center does not change much between increments, the smoothness value is high. The smoothness value is dependent on the time scale; we would expect that at our high update rate, the eye’s motion should be smooth because the increments of time are small. Nonetheless, because we cannot know the true physiological smoothness of the eye’s motion, optimizing parameters based on the empirical smoothness is an assumption. We discuss the limitations of this assumption in Section 6 and suggest how future work may lift it.

G Frame Only Ablation

We use a blink detector to classify which frames are likely to be blinks. Then, $\frac{1}{T-1} \sum_{t=2}^{T} \left\| \frac{1}{T} \sum_{t=2}^{T} (x_t^{(1)}, y_t^{(1)}) - (x_{(t-1)}^{(1)}, y_{(t-1)}^{(1)}) \right\|_2.$