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Abstract Estimating the density of a continuous random variable $X$ has been studied extensively in statistics, in the setting where $n$ independent observations of $X$ are given a priori and one wishes to estimate the density from that. Popular methods include histograms and kernel density estimators. In this review paper, we are interested instead in the situation where the observations are generated by Monte Carlo simulation from a model. Then, one can take advantage of variance reduction methods such as stratification, conditional Monte Carlo, and randomized quasi-Monte Carlo (RQMC), and obtain a more accurate density estimator than with standard Monte Carlo for a given computing budget. We discuss several ways of doing this, proposed in recent papers, with a focus on methods that exploit RQMC. A first idea is to directly combine RQMC with a standard kernel density estimator. Another one is to adapt a simulation-based derivative estimation method such as smoothed perturbation analysis or the likelihood ratio method to obtain a continuous estimator of the cumulative density function (CDF), whose derivative is an unbiased estimator of the density. This can then be combined with RQMC. We summarize recent theoretical results with these approaches and give numerical illustrations of how they improve the convergence of the mean square integrated error.

1 Introduction

In September 2015, the first author (PL) had an interesting lunchtime discussion with Art Owen and Fred Hickernell at a workshop on High-Dimensional Numerical
Problems, at the Banff International Research Center, in the Canadian Rocky Mountains. It went as follows. In the MCQMC community, we focus largely on studying QMC and RQMC methods to estimate integrals that represent the mathematical expectations of certain random variables. In applications, the output random variable of interest often represents a random cost or performance measure. But why estimate only the mean (the expectation) \( \mathbb{E}[X] \)? Data from simulation experiments can provide much more useful information than just an estimator and a confidence interval for \( \mathbb{E}[X] \). When the number \( n \) of realizations of \( X \) is large enough, it permits one to estimate the entire distribution of \( X \). And when \( X \) is a continuous random variable, this distribution is best visualized by showing its density. On the other hand, density estimation from a sample of \( n \) independent realizations of \( X \) is known to be a difficult problem in statistics. The leading density estimation methods, e.g., kernel density estimators (KDEs), only achieve a convergence rate of \( O(n^{-4/5}) \) for the mean square error (MSE) on the density at a given point, compared to a \( O(n^{-1}) \) rate for the expectation with MC. The main question raised in our 2015 discussion was: We know that RQMC can improve the \( O(n^{-1}) \) rate for the mean, but can it also improve the \( O(n^{-4/5}) \) rate for the density, by how much, and how?

Of course, this question makes sense only when the samples of \( X \) are obtained by simulation from a model, and not in the situation where \( n \) independent observations of \( X \) are given a priori. When the observations are generated from a model, there is room to change the way we generate them and construct the estimator, and in particular we may use RQMC points in place of independent uniform random numbers to generate the observations of \( X \). Following this discussion, PL started exploring empirically what happens when we do this with an ordinary KDE. That is, what happens with the variance and MSE of the KDE estimator when the \( n \) observations of \( X \) are generated by simulation using a set of \( n \) RQMC points in place of \( n \) independent points, just like we do when estimating the mean. After much experiments and theoretical work with co-authors, this led to [3]. In that paper, we were able to prove an upper bound for the MSE with KDE+RQMC, but this bound converges at a faster rate than \( O(n^{-4/5}) \) only when the dimension \( s \) is very small. For moderate and large \( s \), the bound converges at a slower rate than for crude Monte Carlo (MC), although the observed MSE was never larger than for MC in our experiments. The reason for the slow rate for the bound is that when increasing \( n \), we need to reduce the bandwidth of the KDE to reduce the square bias and the MSE, but reducing the bandwidth increases rapidly the variation of the estimator as a function of the uniform random numbers, and this hurts the RQMC estimator.

We understood that for RQMC to be effective, we need smoother density estimators. In January 2017, while PL was visiting A. Owen at Stanford University to work on [3] he attended a talk by S. Asmussen who (by pure coincidence) was presenting [1], in which he shows how to obtain an unbiased density estimator for a sum of independent random variables by conditional Monte Carlo. The conditioning is done by hiding the last variable in the sum and taking the density of the last variable right-shifted by the sum of other variables as a density estimator. We extended this idea to more general simulation models and this gave us what we needed to obtain smooth unbiased and RQMC-friendly density estimators. This led to the conditional
density estimator (CDE) studied in [17], also presented in 2018 at a SAMSI workshop on QMC methods in North Carolina and at a RICAM workshop in Austria. The idea of this CDE method is to define a continuous estimator of the CDF \( F(x) \) by conditioning, and take its sample derivative with respect to \( x \) as a density estimator. Under appropriate conditions, this provides an unbiased density estimator, and when further favorable conditions hold, this estimator can be smooth and RQMC-friendly. In March 2021, while we were finalizing this paper, Mike Fu pointed out that [6] already contains an example in which he uses conditional Monte Carlo to estimate the density of the length of the longest path in a six-link network in which the last link is shared by all paths. His unbiased density estimator is essentially the same as in [1]: it is the density of the length of the last link, right-shifted by the length of the longest path up to that link.

At the Eleventh International Conference on Monte Carlo Methods and Applications (MCM), in July 2017, the authors of [10] presented a different approach that can provide an unbiased density estimator for a sum of random variables as in [1], except that the variables can be dependent. This approach can be generalized to obtain a continuous CDF estimator and then an unbiased density estimator, via the likelihood ratio (LR) simulation-based derivative estimation method [7, 11] and a clever change of variable, and by taking again the sample derivative of this CDF estimator. This likelihood ratio density estimator (LRDE) is discussed in Section 6 and also in [16]. We also explain how it can be combined with RQMC.

A generalized version of the LR gradient estimator method, named GLR, was proposed in [23] to handle situations in which neither the usual LR estimator nor the direct sample derivative apply, because of discontinuities. In [18], the authors sketch out how this GLR method could be used to obtain an unbiased density estimator. Their general formulas are not easy to understand and implement, but more convenient formulas for these GLR density estimators are given in Theorem 1 of [22]. A modified version of the GLR named GLR-U was developed recently in [24] to handle large classes of situations that could not be handled easily by the original GLR from [23]. The model of [24] is expressed explicitly in terms of independent uniform random variables over \((0, 1)\). Density estimators can also be obtained by this method.

All these LR and GLR methods use a multivariate change of variable of some sort. They provide unbiased density estimators that are often not smooth with respect to the underlying uniforms, so their direct combination with RQMC does not always bring much gain. However, it is often possible to smooth out the LR, GLR, or GLR-U density estimator by conditioning just before applying RQMC.

The aim of this paper is to provide an overview of these recent developments on density estimation for simulation models, by MC and RQMC. We summarize the main theoretical results and give numerical illustrations on how the estimators behave, using simple examples.

The remainder is organized as follows. In Sections 2 and 3, we recall basic facts about one-dimensional density estimation and RQMC sampling. In Section 4, we summarize what happens when we directly combine a KDE with RQMC. In Section 5, we discuss the CDE and its combination with RQMC. In Section 6, we
examine the LR and GLR density estimators. Section 8 gives numerical illustrations. We wrap up with a conclusion in Section 9.

2 Basic density estimation

Let \( X \) be a continuous real-valued random variable with CDF \( F \) and density \( f \). The goal is to estimate the density \( f \) over a finite interval \([a, b]\) from a sample \( X_1, \ldots, X_n \) of \( n \) realizations of \( X \) (not necessarily independent). This problem has been studied at length in statistics for the case where \( X_1, \ldots, X_n \) are independent [26]. To measure the quality of an arbitrary density estimator \( \hat{f}_n \) based on this sample, we will use the mean integrated square error (MISE), which is the integral of the MSE over the interval \([a, b]\):

\[
\text{MISE} = \text{MISE}(\hat{f}_n) = \int_{a}^{b} E[\hat{f}_n(x) - f(x)]^2 \, dx = \text{IV} + \text{ISB}
\]

where

\[
\text{IV} = \int_{a}^{b} E(\hat{f}_n(x) - \mathbb{E}[\hat{f}_n(x)])^2 \, dx \quad \text{and} \quad \text{ISB} = \int_{a}^{b} (\mathbb{E}[\hat{f}_n(x)] - f(x))^2 \, dx
\]

are the integrated variance (IV) and the integrated square bias (ISB), respectively.

Two popular types of density estimators are histograms and KDEs. To define a histogram, one can partition \([a, b]\) into \( m \) intervals of length \( h = (b - a)/m \) and put

\[
\hat{f}_n(x) = \frac{n_j}{nh} \quad \text{for} \quad x \in I_j = [a + (j - 1)h, a + jh), \quad j = 1, \ldots, m,
\]

where \( n_j \) is the number of observations \( X_i \) that fall in interval \( I_j \). To define a KDE [21, 26], select a kernel \( k \) (usually a unimodal symmetric density centered at 0) and a bandwidth \( h > 0 \) (an horizontal stretching factor for the kernel), and put

\[
\hat{f}_n(x) = \frac{1}{nh} \sum_{i=1}^{n} k \left( \frac{x - X_i}{h} \right).
\]

These two density estimators are biased. Asymptotically, when \( n \to \infty \) and \( h \to 0 \) jointly, in the case of independent samples \( X_1, \ldots, X_n \), the IV and ISB behave as

\[
\text{MISE} = \text{IV} + \text{ISB} \sim C/(nh) + Bh^\alpha
\]

where \( C, B, \) and \( \alpha \) depend on the method. The asymptotically optimal \( h \) is then

\[
h^* = (C/(B\alpha n))^{1/(\alpha+1)}
\]

and it gives \( \text{MISE} \sim Kn^{-\alpha/(1+\alpha)} \) for some constant \( K \). Table 1 gives expressions for \( C, B, \alpha, h^* \), and \( \alpha/(1 + \alpha) \), for histograms and KDEs, with independent samples. It
uses the following definitions, for any $g : \mathbb{R} \to \mathbb{R}$:

$$R(g) = \int_a^b (g(x))^2 \, dx \quad \text{and} \quad \mu_r(g) = \int_{-\infty}^{\infty} x^r g(x) \, dx \quad \text{for } r = 0 \text{ and } 2.$$  

### Table 1

|         | $C$ | $B$       | $\alpha$ | $h^*$                          | MISE               |
|---------|-----|-----------|----------|--------------------------------|--------------------|
| Histogram | 1   | $R(f')/12$ | 2        | $(n R(f')/6)^{-1/3}$ | $O(n^{-2/3})$     |
| KDE     | $\mu_0(k^2)$ | $(\mu_2(k))^2 R(f'')/4$ | 4        | $\left( \frac{\mu_0(k^2)}{(\mu_2(k))^2 R(f'')} \right)^{1/5}$ | $O(n^{-4/5})$     |

Note that these expressions hold under the simplifying assumption that $h$ must be the same all over $[a, b]$. One may often do better by varying the bandwidth over $[a, b]$, but this is more complicated. To estimate $h^*$ in practice, one can estimate $R(f')$ and $R(f'')$ by using a KDE to estimate $f'$ and $f''$ (very roughly). This type of crude (plugin) estimate is often good enough. In the following, we will see how to improve on these MISE rates and values in a simulation setting, by reducing the variance. In general, using RQMC points instead of MC does not change the bias.

### 3 RQMC

We recall here some basic principles of RQMC used in the forthcoming sections. For more extensive coverages, see [4, 12, 13, 20], for example. Suppose we want to estimate $\mu = \mathbb{E}[g(U)]$ where $U = (U_1, \ldots, U_s)$ has the uniform distribution over the $s$-dimensional unit cube $(0, 1)^s$ and $g : (0, 1)^s \to \mathbb{R}$. With standard MC, we draw $n$ independent random points $U_i$ uniformly over $(0, 1)^s$ and we estimate the expectation by the average

$$\hat{\mu}_{n,mc} = \frac{1}{n} \sum_{i=1}^{n} g(U_i). \quad (2)$$

With RQMC, we replace the independent random points $U_i$ by a set of dependent random points $\tilde{P}_n = \{U_1, \ldots, U_n\} \subset (0, 1)^s$ such that (1) the point set $\tilde{P}_n$ covers the unit hypercube very evenly (in a sense that must be precisely defined) with probability 1; and (2) each point $U_i$ has the uniform distribution over $(0, 1)^s$. Then we estimate the expectation by the same average as in (2), which we now denote $\hat{\mu}_{n,rqmc}$. For various spaces $\mathcal{H}$ of functions $g$, usually Hilbert or Banach spaces, we have inequalities of the form

$$\text{Var}[\hat{\mu}_{n,rqmc}] \leq \mathcal{R}^2(P_n) \cdot \mathcal{P}^2(g) \quad (3)$$
where $\mathcal{D}(P_n)$ measures the discrepancy of $P_n$ (with respect to the uniform distribution) and $\mathcal{V}(g)$ measures the variation of the function $g$. For many of these function spaces, we also know explicitly how to construct RQMC point sets for which $\mathcal{D}(P_n) = O(n^{-\alpha/2}(\log n)^{s-1})$ for some $\alpha > 1$ [4, 9, 14]. This leads to

$$\text{Var}[\hat{\mu}_{n, \text{rqmc}}] = O(n^{-\alpha}(\log n)^{2(s-1)})$$

when $\mathcal{V}(f) < \infty$. A classical case is the standard Koksma-Hlawka inequality, for which $\alpha = 2$, $\mathcal{D}(P_n) = \mathcal{D}^*(P_n)$ is the star discrepancy, and $\mathcal{V}(g)$ is the variation in the sense of Hardy and Krause, defined by

$$\mathcal{V}(g) = \mathcal{V}_{HK}(g) = \sum_{\emptyset \neq v \subseteq \{1, \ldots, s\}} \int_{(0,1)^{|v|}} \left| \frac{\partial^{\left| v \right|}}{\partial u_0} g(u_0, 1) \right| du_0,$$  

(4)

where $u_0$ is the vector of coordinates whose indices belong to $v$, $|v|$ is the cardinality of $v$, and under the assumption that this expression is well defined. The main construction methods for $P_n$ are lattice rules and digital nets.

In the context of density estimation, the average in (2) is replaced by the density estimator $\hat{f}_n(x)$ at a given point $x$. If our density estimator can be written as an average of the form

$$\hat{f}_n(x) = \frac{1}{n} \sum_{i=1}^{n} \tilde{g}(x, U_i)$$

(5)

where $\tilde{g}$ is a sufficiently smooth function of its second argument, then we can apply the RQMC theory just described to this density estimator by replacing the function $g(\cdot)$ by $\tilde{g}(x, \cdot)$. We look at this in the next few sections.

### 4 Kernel density estimators with RQMC

The KDE at a given point $x \in [a, b]$ is

$$\hat{f}_n(x) = \frac{1}{n} \sum_{i=1}^{n} \frac{1}{h} k \left( \frac{x - g(U_i)}{h} \right) = \frac{1}{n} \sum_{i=1}^{n} \tilde{g}(x, U_i).$$

We assume that the kernel $k$ is a smooth probability density, symmetric about 0, and at least $s$ times differentiable everywhere. With RQMC points $U_i$, this is an RQMC estimator of $E[\tilde{g}(x, U)] = E[\hat{f}_n(x)]$. RQMC does not change the bias of this density estimator, but it may reduce $\text{Var}[\hat{f}_n(x)]$, which would reduce in turn the IV and the MISE.

To prove RQMC variance bounds via (3), we need to bound the variation $\mathcal{V}(\tilde{g})$. This was done in [3] for the classical Hardy-Krause variation (4), which is bounded if and only if all the partial derivatives.
\[
\frac{\partial^{|v|}}{\partial u_v} \tilde{g}(x, u) = \frac{1}{h} \frac{\partial^{|v|}}{\partial u_v} \frac{k(\|v\|)}{h} \left( \frac{x - g(u)}{h} \right)
\]

exist and are uniformly bounded. The derivatives with respect to \( k \) are easily bounded for instance if \( k \) is a standard normal density (the Gaussian kernel). However, when expanding the derivatives via the chain rule, we obtain terms in \( h^{-j} \) for \( j = 2, \ldots, |v| + 1 \). The dominant term asymptotically is the term for \( |v| = s \), and it grows in general as \( h^{-s-1} |g_j(x - g(u))| \prod_{j=1}^{s} g(\{j\})(u) \) when \( h \to 0 \), where \( g(\{j\}) \) is the derivative of \( g \) with respect to its \( j \)th coordinate. We can bring it down to \( O(h^{-s}) \) via a change of variables, which leads to the following result proved in [3]:

**Proposition 1** Let \( g : [0, 1]^s \to \mathbb{R} \) be piecewise monotone in each coordinate \( u_j \) when the other coordinates are fixed. Assume that all first-order partial derivatives of \( g \) are continuous and that \( \|g_{w_1} g_{w_2} \cdots g_{w_l}\| < \infty \) for all selections of non-empty, mutually disjoint index sets \( w_1, \ldots, w_l \subseteq \{1, \ldots, s\} \), where \( g_{w_1} \) is the derivative of \( g \) with respect to all the coordinates in the index set \( w \).

Then the Hardy-Krause variation of \( \tilde{g}(x, \cdot) \) for any fixed \( x \in [a, b] \) satisfies

\[
\mathcal{V}_{HK}(\tilde{g}(x, \cdot)) \leq c h^{-s} + O(h^{-s+1})
\]

for some constant \( c > 0 \) given in [3], and with RQMC point sets having a star discrepancy \( \mathcal{D}^*(P_n) = O(n^{-1+\varepsilon}) \) for all \( \varepsilon > 0 \) when \( n \to \infty \), we obtain

\[
\text{IV} = O(n^{-2+\varepsilon} h^{-2s}) \quad \text{for all } \varepsilon > 0.
\]

RQMC does not change the bias, so the ISB has exactly the same expression as for MC. By picking \( h \) to minimize the MISE bound, we get \( \text{MISE} = O(n^{-4/(2+s)}+\varepsilon) \).

This rate for the MISE is worse than the MC rate when \( s \geq 4 \). The factor \( h^{-2s} \) in the IV bound really hurts. On the other hand, this is only an upper bound, not the actual IV. Proposition 4.4 of [3] also shows via a different analysis that for the KDE, there exist RQMC constructions for which the asymptotic decrease rate of the IV is not worse than for MC.

### 5 Conditional density estimation with RQMC

To estimate the density \( f(x) = F'(x) \), one may think of simply taking the sample derivative of an unbiased estimator of the CDF \( F(x) \). The simplest unbiased estimator of this CDF is the empirical CDF

\[
\hat{F}_n(x) = \frac{1}{n} \sum_{i=1}^{n} \mathbb{I}[X_i \leq x].
\]
However $dF_n(x)/dx = 0$ almost everywhere, so this cannot be a useful density estimator! We need a smoother CDF estimator, which should be at least continuous in $x$.

One effective way of smoothing an estimator and often make it continuous is to replace it by its conditional expectation given partial (filtered) information. This is conditional Monte Carlo (CMC) [2]. That is, one replaces the indicator $\mathbb{I}[X_i \leq x]$ in the expression of $\hat{F}_n(x)$ above by the conditional CDF $F(x \mid \mathcal{G}) = \mathbb{P}[X_i \leq x \mid \mathcal{G}]$, where $\mathcal{G}$ is a sigma-field that contains not enough information to reveal $X$ but enough to compute $F(x \mid \mathcal{G})$, then one takes the sample derivative. We call it the conditional density estimator (CDE).

For more details about the CMC method in general and the choice of $\mathcal{G}$ in specific cases, see for example [2, 5, 15]. For examples in the context of density estimation, see [17] and the examples in Section 8. We assume here that we can compute the conditional density either directly or numerically by an iterative algorithm. The following proposition, proved in [17], gives sufficient conditions for this CDE to be an unbiased density estimator with finite variance.

**Proposition 2** Suppose that for all realizations of $\mathcal{G}$, $F(x \mid \mathcal{G})$ is a continuous function of $x$ over $[a, b]$, differentiable except perhaps over a denumerable set of points $D(\mathcal{G}) \subset [a, b]$, and for which $f(x \mid \mathcal{G}) = F'(x \mid \mathcal{G}) = dF(x \mid \mathcal{G})/dx$ (when it exists) is bounded uniformly in $x$ by a random variable $\Gamma$ such that $\mathbb{E}[\Gamma^2] \leq K_\Gamma < \infty$. Then, for all $x \in [a, b]$, $\mathbb{E}[f(x \mid \mathcal{G})] = f(x)$ and $\text{Var}[f(x \mid \mathcal{G})] < K_f$. Moreover, if $\mathcal{G} \subset \mathcal{F}$ both satisfy the assumptions of this proposition, then $\text{Var}[f(x \mid \mathcal{G})] \leq \text{Var}[f(x \mid \mathcal{F})]$.

For a sample of size $n$, the CDE becomes

$$
\hat{f}_{cde,n}(x) = \frac{1}{n} \sum_{i=1}^{n} f(x \mid \mathcal{G}^{(i)})
$$

where $\mathcal{G}^{(1)}, \ldots, \mathcal{G}^{(n)}$ are $n$ “realizations” of $\mathcal{G}$. When the $n$ realizations are independent we have $\text{Var}[\hat{f}_{cde,n}(x)] \leq K_f/n = O(n^{-1})$.

To combine the CDE with RQMC, we want to write $f(x \mid \mathcal{G}) = \tilde{g}(x, \mathbf{u})$ for some function $\tilde{g} : [a, b] \times [0, 1)^s \to \mathbb{R}$. This function $\tilde{g}(x, \cdot)$ will be used in (5). The combined CDE+RQMC estimator is then defined by

$$
\hat{f}_{cde-rqmc,n}(x) = \frac{1}{n} \sum_{i=1}^{n} \tilde{g}(x, \mathbf{U}_i).
$$

where $\{\mathbf{U}_1, \ldots, \mathbf{U}_n\}$ is an RQMC point set.

If $\tilde{g}(x, \cdot)$ has bounded variation, then we can get an $O(n^{-2+\epsilon})$ rate for the MISE, and sometimes better. This holds in several examples that we tried. If $\tilde{g}(x, \cdot)$ has unbounded variation, RQMC may still reduce the IV, but there is no guarantee.
6 Likelihood ratio density estimators

There are situations where a CDE as in Section 5 might be too difficult to obtain. An alternative can be a likelihood ratio density estimator (LRDE), defined as follows. Suppose that $X = h(Y)$ where $Y$ has known density $f_Y$ over $\mathbb{R}^d$, and we know how to generate it and compute $X = h(Y)$. For simplicity, let $x > 0$ (in case we are really interested in some $x \leq 0$, we can simply add a constant to the function $h$). We have

$$F(x) = \mathbb{P}(h(Y) \leq x) = \int_{\mathbb{R}^d} \mathbb{I}[h(y)/x \leq 1] f_Y(y) \, dy.$$  

We want to change this integrand into a continuous function of $x$, so we can take the derivative with respect to $x$ inside the integral. One way to do this is to make a change of variable $y \rightarrow z = h(x)$ of the form $y = \varphi_z(z)$, with Jacobian $|J_z(z)|$, so that $\tilde{h}(z) = h(\varphi_z(z))/x$ no longer depends on $x$ for any given $z$. We can then rewrite

$$F(x) = \int_{\mathbb{R}^d} \mathcal{I}[\tilde{h}(z) \leq 1] f_Y(\varphi_z(z)) |J_z(z)| \, dz.$$  

In a small open neighborhood of a given $x_0 \in [a, b]$, we have

$$F(x) = \int_{\mathbb{R}^d} \mathcal{I}[\tilde{h}(z) \leq 1] L(z; x, x_0) f_Y(\varphi_{z_0}(z)) |J_{z_0}(z)| \, dz$$

where

$$L(z; x, x_0) = \frac{f_Y(\varphi_z(z)) |J_z(z)|}{f_Y(\varphi_{z_0}(z)) |J_{z_0}(z)|}$$

is the likelihood ratio between the density of $z$ at $x$ and at $x_0$. Under appropriate conditions:

$$f(x) = \frac{d}{dx} \int_{\mathbb{R}^d} \mathcal{I}[\tilde{h}(z) \leq 1] L(z; x, x_0) f_Y(\varphi_{z_0}(z)) |J_{z_0}(z)| \, dz$$

$$= \int_{\mathbb{R}^d} \mathcal{I}[\tilde{h}(z) \leq 1] \left( \frac{d}{dx} L(z; x, x_0) \right) f_Y(\varphi_z(z)) |J_z(z)| \, dz$$

$$= \int_{\mathbb{R}^d} \mathcal{I}[\tilde{h}(z) \leq 1] \left( \frac{d}{dx} \ln L(z; x, x_0) \right) f_Y(\varphi_z(z)) |J_z(z)| \, dz$$

$$= \int_{\mathbb{R}^d} \mathcal{I}[h(y) \leq x] S(y, x) f_Y(y) \, dy$$

where

$$S(y, x) = \frac{d \ln L(z; x, x_0)}{dx} = (\nabla (\ln f_Y))(y) \cdot (\nabla_x \varphi_z(z)) + \frac{d \ln |J_z(z)|}{dx}$$

is the score function associated with $L$. This gives the unbiased LRDE

$$\hat{f}_{\text{ude}}(x) = \mathcal{I}[h(Y) \leq x] S(Y, x)$$  

(7)
where \( Y \sim f_Y \). Here, \( Y \) can have a multivariate distribution for which conditioning is hard whereas \( S(Y, x) \) may be easier to compute.

This LR approach has been widely used to estimate the derivative of \( \mathbb{E}[h(Y)] \) with respect to a parameter of the distribution of \( Y \) [2, 7, 8, 11]. Laub et al. [10] obtained (via a different argument) the estimator (7) for the special case where \( h(Y) \) is a sum of random variables. The following is proved in [16].

**Proposition 3** Suppose that with probability one over realizations of \( Y = \varphi_s(Z) \), \( f_Y(\varphi_s(Z)|J_s(Z)) \) is continuous in \( x \) over \([a, b]\) and is differentiable in \( x \) except perhaps at a countable set of points \( D(Y) \subset [a, b] \). Suppose that there is also a random variable \( \Gamma \) defined over the same probability space as \( Y \), such that \( \mathbb{E}[\Gamma^2] < \infty \), and for which

\[
\sup_{x \in [a, b], D(Y)} |\mathbb{I}[h(Y) \leq x] S(Y, x)| \leq \Gamma.
\]

Then, \( \hat{J}_{\text{det}}(x) = \mathbb{I}[h(Y) \leq x] S(Y, x) \) is an unbiased estimator of \( f(x) \) at almost all \( x \in [a, b] \), with variance bounded uniformly by \( \mathbb{E}[\Gamma^2] \).

Note that the unbiased LRDE in (7) is usually discontinuous in the underlying uniforms, because of the indicator function, so it is not a smooth RQMC-friendly estimator. One can think of making it continuous by taking its conditional expectation. On the other hand, when we can find a conditioning that makes the indicator continuous, then we may be able to apply the CDE instead and this is usually more effective, according to our experiments. The LRDE is nevertheless useful for the situations in which a CDE is difficult to obtain.

### 7 Generalized likelihood ratio estimators

Peng et al. [23] proposed a *generalized likelihood ratio* (GLR) method that generalizes the LR derivative estimation approach. Peng et al. [22] gave an adaptation of this method to density estimation. It goes as follows. Let \( X = h(Y) = h(Y_1, \ldots, Y_s) \) for some random variables \( Y_1, \ldots, Y_s \), and assume that \( X \) is a continuous random variable with (unknown) density \( f \). Let \( A(x, \varepsilon) = \{ y \in \mathbb{R}^s : x - \varepsilon \leq h(y) \leq x + \varepsilon \} \), which is the inverse image of an \( \varepsilon \)-neighborhood of \( x \) by \( h \). Suppose there is an \( \varepsilon_0 > 0 \) such that

\[
\lim_{\varepsilon \to 0} \sup_{x \in [a - \varepsilon_0, b + \varepsilon_0]} \lambda(A(x, \varepsilon)) = 0,
\]

where \( \lambda \) is the Lebesgue measure on \( \mathbb{R}^s \). Select some index \( j \in \{1, \ldots, s\} \) for which \( Y_j \) is a continuous random variable with CDF \( F_j \) and density \( f_j \), and is independent of \( \{Y_k, k \neq j\} \). Let \( h_{(j)}(y) := \partial h(y)/\partial y_j \), \( h_{(jj)}(y) := \partial^2 h(y)/\partial y_j^2 \), and

\[
\Psi_j(y) = \left. \frac{\partial \ln f_j(y_j)/\partial y_j - h_{(jj)}(y)/h_{(j)}(y)}{h_{(j)}(y)} \right|_{y_j = y}.
\]
where all these derivatives are assumed to exist. Suppose that there are functions
\( v_\ell : \mathbb{R} \to \mathbb{R} \) for \( \ell = 1, \ldots, s \) such that \( |h_{jj}(y)|^{-1} \leq \prod_{\ell=1}^{d} v_\ell(y_\ell) \) and
\[
\lim_{y \to \pm \infty} v_j(y) f_j(y) = 0 \quad \text{and} \quad \mathbb{E}[v_j(Y_j)] < \infty.
\]

Finally, suppose also that \( \mathbb{E}[\|X \leq x]\Psi_j^2(Y)] < \infty \). Under all these conditions, a simple modification of the proof of Theorem 1 in [22] yields the following:

**Proposition 4** With the assumptions just given, \( D_j(x, Y) = \mathbb{I}[X \leq x]\Psi_j(Y) \) is an unbiased and finite-variance estimator of the density \( f(x) \) at \( x \).

When the conditions hold for all \( j = 1, \ldots, s \), as assumed in [22], this gives \( s \) unbiased estimators \( D_1(x, Y), \ldots, D_s(x, Y) \). Instead of selecting only one of them, we can take a linear combination \( D(x, Y) = w_1 D_1(x, Y) + \cdots + w_s D_s(x, Y) \) where \( w_1 + \cdots + w_s = 1 \). This is exactly equivalent to taking, say \( D_1(x, Y) \) as the base estimator and the \( C_j = D_j(x, Y) - D_1(x, Y) \) as mean-zero control variates, for \( j = 2, \ldots, s \), because one has \( D(x, Y) = D_1(x, Y) + w_2 C_2 + \cdots + w_s C_s \). Therefore, standard control variate theory [2] can be used to optimize the coefficients \( w_j \). When the conditions are satisfied only for certain values of \( j \), then one can take the linear combination only for these values. It may also happen that the assumptions are satisfied for no \( j \), in which case this method does not apply.

The GLR setting of [23] is more general. It permits one to estimate the derivative of \( \mathbb{E}[\phi(g(Y; \theta))] \) with respect to some parameter \( \theta \), where \( g(\cdot; \theta) : \mathbb{R}^d \to \mathbb{R}^d \) is continuous and one-to-one for the values of \( \theta \) in the region of interest, so it corresponds to a multivariate change of variable in that region. The authors provide a general form of the unbiased derivative estimator (see also [25]). The general formula is rather complicated and it can be found in the papers. One can use it in principle to estimate the density of \( X \) by taking \( \theta = x \) and selecting a \( g \) for which \( \phi(g(Y; \theta)) = \mathbb{I}[X \leq x] = \mathbb{I}[h(Y) - x \leq 0] \) and for which the assumptions of [23] are satisfied, when this is possible.

Peng et al. [24] extended the range of applicability of GLR by developing GLR-U, a version of GLR in which the base model is expressed directly in terms of the underlying uniform random numbers. That is, \( Y \) takes the form of a vector \( U \) which has the uniform distribution over the unit hypercube \((0, 1)^s\). This new setting covers a larger class of models than in [23], including situations where the random variables are generated by inversion, by the rejection method, or via Archimedean copulas, for example. We outline how to use this method to estimate the density of \( X \) over \([a, b]\).

The first step is to find a nonempty subset of the input variables \( \mathcal{Y} \subseteq \{1, \ldots, s\} \), which we will assume (without loss of generality) to be \( \mathcal{Y} = \{1, \ldots, d\} \) for \( 1 \leq d \leq s \), together with a function \( g(\cdot; x) = g_1(\cdot; x), \ldots, g_d(\cdot; x) : (0, 1)^s \to \mathbb{R}^d \) for which \( \phi(g(U; x)) = \mathbb{I}[X \leq x] \) for all \( x \in [a, b] \) and which satisfies the following assumptions. For any \( u \in (0, 1)^s \), we decompose \( u = (u^{(1)}, u^{(2)}) \) where \( u^{(1)} \) contains the first \( d \) coordinates and \( u^{(2)} \) the other ones. When \( u^{(2)} \) is fixed, \( g(\cdot; x) \) becomes a function of \( u^{(1)} \) only, which we denote by \( g^{(1)}(\cdot; u^{(2)};, x) \). An important condition is that this function \( g \) must be continuous and correspond to a multivariate change of variable, whose Jacobian \( J_g(u; x) \) is a \( d \times d \) invertible matrix whose element \((i, j)\) is \( \partial g_i(u; x)/\partial u_j \).
For any $u = (u_1, \ldots, u_s) \in (0, 1)^s$ and $j = 1, \ldots, d$, let $\mathbf{u}_j$ and $\mathbf{u}_j$ be the vector $u$ in the limit when $u_j \to 1$ from the left and the limit when $u_j \to 0$ from the right (see [24, 25]). Define

$$r_j(u; x) = -(J^{-1}_g(u; x))^t \cdot e_j$$

and

$$v(u; x) = -\sum_{j=1}^d e_j^t \cdot (J^{-1}_g(u; x)) \left( \frac{dJ_g(u; x)}{du_j} \right) (J^{-1}_g(u; x)) \cdot 1$$

where $e_j$ is the $j$th unit vector, $1$ is a column vector of ones, and the derivative of $J_g(u; x)$ is element-wise. Then, under some mild regularity conditions, we have:

Proposition 5 The following is an unbiased density estimator at all $x \in [a, b]$:

$$G(U, x) = \mathbb{I}[X \leq x] v(U; x) + \sum_{j=1}^s [\varphi(g(U_j; x)) r_j(U_j; x) - \varphi(g(U_j; x)) r_j(U_j; x)] .$$

(8)

Peng et al. [24, 25] show how to apply this method in the special case where $X$ is the maximum of several variables, each one being the sum of certain $Y_j$’s that are generated by inversion from the $U_j$’s. This may correspond to the length of the longest path between a source node to a destination node in a directed network, for example. It works in the same way if the maximum is replaced by a minimum, and we will use it in Section 8. The number $d$ of selected input variables in this case should be equal to the number of independent paths.

8 Numerical illustrations

We illustrate the applicability and performance of the various density estimators discussed here on a small shortest path example defined below. We run the simulations with MC and RQMC. For RQMC, we use Sobol’ nets with direction numbers taken from [19], and randomized by a left matrix scramble followed by a digital shift. Each RQMC experiment is repeated $m = 100$ times independently. The performance is assessed via the estimated MISE for $n = 2^{20}$ points. For RQMC, we also estimate the convergence rate as follows: we assume that $\text{MISE} \approx n^{-\beta}$ for some constant $\beta > 0$ and we estimate $\beta$ by $\hat{\beta}$ using linear regression in log scale, based on observations obtained with $n = 2^{13}, 2^{14}, \ldots, 2^{20}$. For MC, the rates are known theoretically to be $\beta = 0.8$ for the KDE and $\beta = 1$ for the other methods. For the experiments with the KDE, we select the bandwidth with the same methodology as in [3].

We consider an acyclic directed network as in Figure 1, with $s$ arcs. For $j = 1, \ldots, s$, arc $j$ has random length $Y_j$ with continuous cdf $F_j$ and density $f_j$, and the $Y_j$ are assumed independent. We generate $Y_j$ by inversion via $Y_j = F_j^{-1}(U_j)$ where $U_j \sim U(0, 1)$. We want to estimate the density of the length $X$ of the shortest path from the source to the sink.
Fig. 1 Upper panel: a directed network with 11 links. Lower panel: two selected minimal cuts $\mathcal{L}_1 = \{4, 5, 6, 7\}$ (in light blue) and $\mathcal{L}_2 = \{10, 11\}$ (in orange) for this network.

In the network of Figure 1, there are six different directed paths from the source to the sink, each one being defined by a sequence of arcs. They are $P_1 = \{1, 4, 10\}$, $P_2 = \{1, 4, 8, 11\}$, $P_3 = \{2, 5, 10\}$, $P_4 = \{2, 5, 8, 11\}$, $P_5 = \{2, 6, 9, 11\}$, and $P_6 = \{3, 7, 9, 11\}$. The length of path $p$ is $L_p = \sum_{j \in P_p} Y_j$ and the length of the shortest path is

$$X = h(Y) = \min_{1 \leq p \leq 6} L_p = \min_{1 \leq p \leq 6} \sum_{j \in P_p} F_j^{-1}(U_j).$$

For our experiments, we assume that $Y_j$ is normal with mean $\mu_j = 10j$ and standard deviation $\sigma_j = j$ (to make things simple). The probability of negative arc lengths is negligible. (To be mathematically cleaner, we can truncate the normal density to $[0, \infty)$, but it makes no visible difference in the numerical results.) We estimate the density of $X$ over $[a, b] = [128.8, 171.2]$, which covers about 95% of the density. This density is shown in Figure 2. It is close to a normal distribution, which is not surprising because all the $Y_j$ are normal.

For the CDE, we select a directed minimal cut $\mathcal{L}$ between the source and the sink, and we condition on $\mathcal{G} = \{Y_j, j \notin \mathcal{L}\}$, similarly as for the SAN example in [17]. If $P_j + Y_j$ is the length of the shortest path that goes through arc $j$ for $j \in \mathcal{L}$, then conditional on $\mathcal{G}$, each $P_j$ is known and the conditional cdf of $X$ is

$$F(x | \mathcal{G}) = \mathbb{P}[X \leq x | \{P_j : j \in \mathcal{L}\}] = 1 - \prod_{j \in \mathcal{L}} (1 - F_j(x - P_j)).$$
Fig. 2. Estimated density for the shortest path example.

If the $Y_j$’s for $j \in \mathcal{L}$ are continuous variables, then the conditional density

$$f(x \mid \mathcal{G}) = \frac{d}{dx} F(x \mid \mathcal{G}) = \sum_{j \in \mathcal{L}} f_j(x - P_j) \prod_{l \in \mathcal{L}, l \neq j} (1 - F_l(x - P_l))$$

is an unbiased density estimator. In our numerical experiments, we try the two cuts $\mathcal{L}_1$ and $\mathcal{L}_2$ shown on the lower panel of Figure 1.

For the LRDE we notice that $h(Y)$ is the minimum over the lengths of six possible paths. These lengths, in turn, are simple sums of several of the $Y_j$, so we have $h(cY) = ch(Y)$ for any constant $c > 0$. Therefore, with the change of variables $\phi(x) = xz$ one obtains that $h(\phi(x))/x = h(\phi(x))/x = h(z)$ is independent of $x$. For $x > 0$ this leads to the LRDE

$$\hat{f}_{lde}(x) = \mathbb{I}[h(Y) \leq x] x^{-1} \left(-\sum_{j=1}^4 (Y_j - \mu_j)Y_j \sigma_j^{-2} + s\right).$$

(11)

For GLR, the estimator in Proposition 4 does not apply to this example, because for the function $h$ given in (9), for any choice of $j$, the required derivatives do not always exist. For the GLR-U, we want to find a subset of indices and a function $g$ that satisfy the required conditions. In particular, $g$ must be a one-to-one continuous map between the selected inputs $U_j$ and a selected subset of the path lengths $L_p$, so that the latter subset is sufficient to determine $X$ and the Jacobian $J_g(\cdot; x)$ of this mapping is invertible. Note that the six path lengths are not independent: we have $L_1 + L_4 = L_2 + L_3$. But after removing one of these four paths, there is no linear relationship between any of the five $L_p$’s that remain. Then we must select five input variables $U_j$ for which the mapping $g$ between those selected $U_j$’s and the five $L_p$’s is one-to-one. There are several possibilities for the selection of these five indexes $j$ for the inputs, each one leading to a different estimator. We will try two of them in our experiments, namely $\mathcal{J}_1 = \{1, 2, 3, 6, 8\}$ and $\mathcal{J}_2 = \{5, 7, 8, 10, 11\}$. Assuming that we remove the path $\mathcal{P}_4$ and select $\mathcal{J}_1$, we obtain $g(U) = (g_1(U), \ldots, g_5(U))$ where $g_p(U) = L_p$ for $p = 1, 2, 3$ and $g_p(U) = L_{p+1}$ for $p = 4, 5$, and the Jacobian is computed by interpreting the $g_p(U)$ as functions of $U_1, U_2, U_3, U_6, U_8$ alone, with the other $U_j$’s fixed. The GLR-U density estimator in (8) turns out to be
\[ G_1(U;x) = -I[h(Y) \leq x] \sum_{j=1}^{3} j^{-1} \Phi^{-1}(U_j) = -I[h(Y) \leq x] \sum_{j=1}^{3} j^{-2}(Y_j - 10j) \] (12)

for \( J_1 \) and

\[ G_1(U;x) = -I[h(Y) \leq x] \sum_{j=1}^{11} j^{-1} \Phi^{-1}(U_j) = -I[h(Y) \leq x] \sum_{j=10}^{11} j^{-2}(Y_j - 10j) \] (13)

for \( J_2 \), where \( \Phi \) denotes the standard normal cdf.

Table 2

| Method          | MC \(-\log_2(MISE)\) \(\beta\) | RQMC \(-\log_2(MISE)\) \(\hat{\beta}\) |
|-----------------|----------------------------------|-----------------------------------------|
| KDE             | 21.3 0.8                         | 25.7 0.96                               |
| CDE (blue cut)  | 24.7 1.0                         | 45.6 2.12                               |
| CDE (orange cut)| 29.1 1.0                         | 46.5 1.66                               |
| LRDE            | 20.2 1.0                         | 27.8 1.38                               |
| GLR-U in (12)   | 15.4 1.0                         | 23.2 1.29                               |
| GLR-U in (13)   | 21.5 1.0                         | 29.6 1.35                               |

Table 2 summarizes our numerical results for this example, for all the methods. It reports \(-\log_2(MISE)\) for \( n = 2^{20} \) as well as the convergence rate exponent \( \beta \) for MC and its (noisy) estimate \( \hat{\beta} \) for RQMC.

We find that the CDE combined with RQMC outperforms all other methods by a wide margin. Compared with the KDE with MC (the traditional approach), it reduces the MISE for \( n = 2^{20} \) by a factor of about \( 2^{25} \approx 32 \) millions. The orange cut \( J_2 \) does better than the blue cut \( J_1 \), especially for plain MC. This could appear surprising, because \( J_2 \) has fewer arcs, but the explanation is that the two arcs of \( J_2 \) have a much larger variance, so it pays off to hide them. Generally speaking, we want to select a conditioning that hides (or integrate out) variables that capture as much variance as possible. (For the blue cut, the noise in the linear regression model and the estimate \( \hat{\beta} \) appears quite significant.)

We also observe a significant difference of performance between the two choices of input variables for GLR-U. With \( J_2 \), the performance is better than for the KDE, whereas for \( J_1 \) it is worse. This shows that the choice of input variables may have a significant impact on the performance in general. Note that \( J_2 \) contains input variables that have much more variance than \( J_1 \). By comparing (12) and (13), we can see why the second estimator has less variance: the terms in the sum that multiplies the indicator have larger constants in the denominator, and therefore a smaller variance. In some sense, the GLR-U estimator integrates out part of the variance contained in the selected input variables, so it makes sense to select a subset of input variables that captures more of the variance.
The LRDE has a larger MISE than the KDE with \( n = 2^{20} \) MC samples, but it beats the KDE when using RQMC. It also performs better than GLR-U for one choice of inputs and worse for the other choice.

With the same network, we now consider a slightly different problem. We assume that the \( Y_j \)'s are random link capacities instead of random lengths, and we want to estimate the density of the maximum flow that can be sent from the source to the sink. This maximum flow \( h(Y) \) is equal to the capacity of the minimal directed cut having the smallest capacity. Here, we assume that \( Y_j \) is normal with mean \( \mu_j = 10 \) and standard deviation \( \sigma_j = 1 \) for \( j < 10 \) and normal with mean \( \mu_j = 20 \) and standard deviation \( \sigma_j = 4 \) for \( j = 10 \) and 11. For the CDE, if we take \( G \) as in the previous case, the distribution of \( X \) conditional on \( G \) typically has a probability mass at some point. For instance, if \( L = L_1 \), then after the conditioning, \( Y_{10} + Y_{11} \) is known and there is a positive probability that this is the value of the maximum flow. As a result, the conditional cdf is sometimes discontinuous and the CDE is no longer an unbiased density estimator. This motivates the use of LRDE for this example.

Similarly as in the previous example, \( h(Y) \) is the minimum over several simple sums of \( Y_j \)'s, so multiplying all \( Y_j \)'s by a positive constant multiplies the maximum flow \( h(Y) \) by the same constant. Therefore, the change of variables \( \phi(z) = xz \) can be used again and provides the exact same LRDE as in (11), but with the modified \( h, \mu_j, \) and \( \sigma_j \).

For GLR-U, the construction is similar as for the previous example, except that we select a subset of minimal cuts with independent capacities instead of a subset of paths. There are hundreds of thousands of ways of selecting the subset of minimal cuts. We tried a few of them and obtained the best results by selecting the set of cuts: \( \{10,11\}, \{1,2,7\}, \{1,2,9\}, \{1,2,11\}, \{1,5,9\}, \{2,3,4\}, \{4,5,11\}, \{8,9,10\}, \{2,3,8,10\}, \{6,7,8,10\} \) and then hiding \( Y_{11} \). This gives the estimator

\[
G(U;x) = -\mathbb{I}[h(Y) \leq x] \left( (Y_1 - 10) + (Y_4 - 10) + (Y_{10} - 20)/16 \right).
\]

Numerical results for the KDE, LRDE, and GLR-U for this example are given in Table 3. In terms of MISE, under MC, the LRDE performs better than GLR-U and slightly better than the KDE, but not much. However, RQMC improves the MISE for \( n = 2^{20} \) by a factor of about 30 for the LRDE, a bit more for GLR-U, and about 3 for the KDE. The combination of LRDE or GLR-U with RQMC also improves the convergence rate \( \hat{\beta} \).

| Method | MC | RQMC |
|--------|----|------|
| KDE    | 18.3 | 19.7  | 0.86 |
| LRDE   | 18.7 | 23.6  | 1.23 |
| GLR-U  | 17.7 | 23.2  | 1.26 |

Table 3 Values of the \( \log_2(\text{MISE}) \) estimated with \( n = 2^{20} \) points and the estimated MISE rate \( \hat{\beta} \) for various methods for the maximum flow example.
9 Conclusion

We discussed and compared several recent developments regarding density estimation for simulation models, with Monte Carlo and quasi-Monte Carlo methods. Most of these methods provide unbiased density estimators and some of them are also RQMC-friendly, in which case their MISE can converge at a faster rate than the canonical rate of $O\left(\frac{1}{n}\right)$ as a function of the sample size $n$. For the classical density estimators in statistics, in contrast, the MISE converges at a slower rate than $O\left(\frac{1}{n}\right)$.

In our numerical example (and several other experiments not reported here), the CDE combined with RQMC was by far the best performer. However, for some types of problems it may be difficult to apply, and then one can rely on one of the alternatives. In future work, these density estimators should be adapted, implemented, and compared for a larger variety of Monte Carlo applications for which density estimates are useful.

Acknowledgements This work has been supported by a NSERC Discovery Grant and an IVADO Grant to P. L’Ecuyer. F. Puchhammer was also supported by Spanish and Basque governments funding through BCAM (ERDF, ESF, SEV-2017-0718, PID2019-108111RB-I00, PID2019-104927GB-C22, BERC 2018/2021, EXP. 2019/00432, ELKARTEK KK-2020/00049), and the computing infrastructure of i2BASQUE academic network and IZO-SGI SGIker (UPV).

References

1. Asmussen, S.: Conditional Monte Carlo for sums, with applications to insurance and finance. Annals of Actuarial Science 12(2), 455–478 (2018)
2. Asmussen, S., Glynn, P.W.: Stochastic Simulation. Springer-Verlag, New York (2007)
3. Ben Abdellah, A., L’Ecuyer, P., Owen, A., Puchhammer, F.: Density estimation by randomized quasi-Monte Carlo. SIAM Journal on Uncertainty Quantification 9(1), 280–301 (2021)
4. Dick, J., Pillichshammer, F.: Digital Nets and Sequences: Discrepancy Theory and Quasi-Monte Carlo Integration. Cambridge University Press, Cambridge, U.K. (2010)
5. Fu, M., Hu, J.Q.: Conditional Monte Carlo: Gradient Estimation and Optimization Applications. Kluwer Academic, Boston (1997)
6. Fu, M.C.: Sensitivity analysis in Monte Carlo simulation of stochastic activity networks. In: F.B. Alt, M.C. Fu, B.L. Golden (eds.) Perspectives in Operations Research, Operations Research/Computer Science Interfaces Series, pp. 351–366. Springer, Boston (2006)
7. Glynn, P.W.: Likelihood ratio gradient estimation: an overview. In: Proceedings of the 1987 Winter Simulation Conference, pp. 366–375. IEEE Press, Piscataway, NJ (1987)
8. Glynn, P.W., L’Ecuyer, P.: Likelihood ratio gradient estimation for regenerative stochastic recursions. Advances in Applied Probability 27, 1019–1053 (1995)
9. Goda, T., Suzuki, K.: Recent advances in higher order quasi-Monte Carlo methods, pp. 69–102. De Gruyter (2019)
10. Laub, P.J., Salomone, R., Botev, Z.I.: Monte Carlo estimation of the density of the sum of dependent random variables. Mathematics and Computers in Simulation 161, 23–31 (2019)
11. L’Ecuyer, P.: A unified view of the IPA, SF, and LR gradient estimation techniques. Management Science 36(11), 1364–1383 (1990)
12. L’Ecuyer, P.: Quasi-Monte Carlo methods with applications in finance. Finance and Stochastics 13(3), 307–349 (2009)
13. L’Ecuyer, P.: Randomized quasi-Monte Carlo: An introduction for practitioners. In: P.W. Glynn, A.B. Owen (eds.) Monte Carlo and Quasi-Monte Carlo Methods: MCQMC 2016, pp. 29–52. Springer, Berlin (2018)

14. L’Ecuyer, P., Munger, D.: Algorithm 958: Lattice builder: A general software tool for constructing rank-1 lattice rules. ACM Transactions on Mathematical Software 42(2), Article 15 (2016)

15. L’Ecuyer, P., Perron, G.: On the convergence rates of IPA and FDC derivative estimators. Operations Research 42(4), 643–656 (1994)

16. L’Ecuyer, P., Puchhammer, F.: Likelihood ratio density estimation for simulation models (2021). In preparation

17. L’Ecuyer, P., Puchhammer, F., Ben Abdellah, A.: Monte Carlo and quasi-Monte Carlo density estimation via conditioning (2019). Manuscript, http://arxiv.org/abs/1906.04607

18. Lei, L., Peng, Y., Fu, M.C., Hu, J.Q.: Applications of generalized likelihood ratio method to distribution sensitivities and steady-state simulation. Discrete Event Dynamic Systems 28(1), 109–125 (2018)

19. Lemieux, C., Cieslak, M., Luttmer, K.: RandQMC User’s Guide: A Package for Randomized Quasi-Monte Carlo Methods in C (2004). Software user’s guide, available at http://www.math.uwaterloo.ca/~clemieux/randqmc.html

20. Niederreiter, H.: Random Number Generation and Quasi-Monte Carlo Methods, SIAM CBMS-NSF Reg. Conf. Series in Applied Mathematics, vol. 63. SIAM (1992)

21. Parzen, E.: On estimation of a probability density function and mode. Annals of Mathematical Statistics 33(3), 1065–1076 (1962)

22. Peng, Y., Fu, M.C., Heidergott, B., Lam, H.: Maximum likelihood estimation by Monte Carlo simulation: Towards data-driven stochastic modeling. Operations Research 68(6), 1896–1912 (2020)

23. Peng, Y., Fu, M.C., Hu, J.Q., Heidergott, B.: A new unbiased stochastic derivative estimator for discontinuous sample performances with structural parameters. Operations Research 66(2), 487–499 (2018)

24. Peng, Y., Fu, M.C., Hu, J.Q., L’Ecuyer, P., Tuffin, B.: Generalized likelihood ratio method for stochastic models with uniform random numbers as inputs (2021). Submitted manuscript

25. Peng, Y., Fu, M.C., Hu, J.Q., L’Ecuyer, P., Tuffin, B.: Variance reduction for generalized likelihood ratio method by conditional Monte Carlo and randomized Quasi-Monte Carlo (2021). Submitted manuscript

26. Scott, D.W.: Multivariate Density Estimation, second edn. Wiley (2015)