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Abstract: Polar codes are one of the most effective methods of error correction coding. Currently, these codes are used in 5G communication systems and are the main candidate for 6G. Symmetry plays an important role in coding and decoding algorithms for polar codes. Modulation and multiple access methods are the basis for a physical layer along with error correction codes. Non-Orthogonal Multiple Access (NOMA) methods are a promising technology for future telecommunication systems. They allow the increase of both spectral efficiency and the quantity of subscribers of a communication system. In this paper, we consider a communication system with polar codes, traditional orthogonal multiple access (OMA), and NOMA. The channel with multipath propagation, which can be defined by the Rayleigh channel model, is especially difficult to transmit. We propose a method for adapting signals with polar codes to a channel state based on the analysis of channel matrix and permutation of logical subchannels. The results obtained demonstrate efficiency compared to classical solutions and do not really increase the computational complexity of signal processing and decoding.
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1. Introduction

Polar codes are a relatively new type of error correction coding proposed by Arican in [1]. It has been shown that polar codes are the first family of codes capable of reaching the bandwidth of binary-input discrete memoryless channels (BDMC) with a low computational complexity of decoding, which can be estimated as $O(n \log n)$, where $n$ is the codeword length, at the same time. Despite its novelty, the concept of polar codes has found practical use in the fifth-generation communication systems (5G NR) [2], where they are used in the BCH (Broadcast Channel) transport channel and with DCI and UCI (Downlink and Uplink Control Information). In addition, a number of articles consider them as the main candidate for the role of forward error correction scheme for 6G networks [3–5]. Polar codes are promising for use in channels with low latency [3]; they allow for flexible control of the encoding rate and the length of code words [4].

The idea of applying polar codes is to split bit-channels into the most and least reliable ones. The most reliable channels are used to transmit information bits and the least reliable ones are considered frozen, which means that zero values are recorded in them when forming code words. The reliability sequence of bits depends on the way the polar codes are constructed. Despite the fact that most papers consider the classical block structure proposed in [1], there are methods for constructing convolutional polar codes [6]. In addition, polar codes are used together with others to form a concatenated code [7] to
increase efficiency. Thus, in 5G NR, a cyclic redundancy check (CRC) is calculated before polar encoding, which significantly increases the transmission noise immunity [8].

Modern communication systems operate under complex conditions of multipath propagation. Mathematically, this phenomenon can be represented as the Rayleigh fading channel model. The communication standards contain recommended parameters for such models, for example, the TDLA-30 scenario in 5G NR [9]. Such channels are characterized by deep fading resulting in an increase in the likelihood of error in the data transmitted in these areas. Thus, different subcarriers in orthogonal frequency division multiple access may have a different signal noise ratio (SNR): up to 20 dB or greater.

Papers [10–12] discuss the construction of polar codes, taking into account the features of channel models. Reference [12] is of the greatest interest as it shows how the Rayleigh channel is reduced to the case of a binary input additive white Gaussian noise channel (BIAWGN) using Gaussian approximation and Kullback–Leibler divergence, and polar codes are constructed for it in accordance with [7]. However, the algorithms in this paper are quite complicated and cannot be performed in real time, taking into account the non-stationarity of the channel. The algorithms proposed in these works are very computationally complex and are not adapted for use in modern FPGAs, DSPs or ASICs. That is why the 5G standard describes a fairly simple channel coding sequence that almost ignores the current state of the transmission channel [8]. We propose a simple modification of channel coding using polar codes based on the additional sorting of the reliability of physical channels, for example, orthogonal frequency-division multiplexing (OFDM) subcarriers. Bit channels of polar codes have a different reliability, while in practice, all transmitted information bits should have a minimum bit error probability. Our idea is to align the reliability of the transmission of all information bits by considering the state of both physical and bit channels simultaneously. It can be achieved by including an additional interleaver that distributes encoded bits over optimal physical channels in the channel coding scheme. We present the results of noise immunity, demonstrating the benefits of this approach. Additionally, we investigate the effect of the channel estimation error on the proposed method. Due to its simplicity, the computational complexity of signal formation and processing algorithms increases insignificantly, so the method under consideration can be easily applied in practice in existing communication systems.

As part of the discussion on the 5G standard, a new approach to the formation of physical subchannels has been proposed, that is, the non-orthogonal multiple access (NOMA). Contrary to the orthogonal multiple access (OMA), NOMA implies simultaneous transmission of signals by subscribers in the same time–frequency resource. Several implementations of NOMA principles have been proposed: power division (PD-NOMA) [13], sparse code multiple access (SCMA) [14], rate splitting multiple access (RSMA) [15], etc. [16], which differ from each other in the principles of signal formation and separation (demodulation). It is shown that NOMA surpasses traditional methods based on OFDM in noise immunity and spectral efficiency. Therefore, NOMA is the main candidate for the physical layer architecture in 6G. It should be noted that 6G discussions are at an early stage; a specific NOMA technique has not been selected and the above-described technologies (PD-NOMA, RSMA, SCMA, etc.) continue to compete with each other [17]. NOMA combines multiple access and modulation procedures. Together with error correction coding, NOMA forms the basis of the physical layer and largely determines the main characteristics of the future communication networks. Thus, in this article we consider polar codes together with NOMA (PD-NOMA is chosen as an example) and, therefore, propose a physical layer concept for the next-generation communication networks. PD-NOMA topics are actively developing, with real applications within non-orthogonal multiple access technique operating communication systems, such as user association and contract-theoretic resource orchestration [18]. A relevant application of PD-NOMA is in simultaneous wireless information and power transfer (SWIPT) [19].

The article is structured as follows. Section 2 contains the description of the model under consideration and provides basic theory on the polar code and NOMA technologies.
used. In Section 3, we describe the proposed method of adapting polar codes to the transmission channel state for systems with OMA and NOMA. The fourth section is devoted to the simulation scenario and its results using the Monte Carlo method. We consider the transmission in the Rayleigh fading channel. The following designations are accepted in the work: $\mathbb{B}, \mathbb{R}, \mathbb{C}$ denote binary, real, and complex numbers. To denote scalars, vectors and matrices, $x, X$, and $\mathbf{X}$ notations are used, respectively; the $j$-th column of $X$ is denoted $\mathbf{X}(j)$; the $i$-th row of $X$ is denoted $\mathbf{X}(i)$; $x_{ij}$ is $X$ element at the intersection of the $i$-th row and the $j$-th column; $\|x\|$ is the norm of vector $x$; and $\mathbf{I}_L$ is a unit matrix of $L \times L$ size.

2. System Model

In this paper, we consider two types of communication channels: with OMA (Figure 1) including one transmitter and one receiver, and with NOMA (Figure 2) including one transmitter and two receivers—user equipment (UE) 1 and 2.

![Figure 1. OMA channel with polar code.](image1)

![Figure 2. NOMA channel with polar code.](image2)

Table 1 shows the designations of the main vectors used in the model. Both types of channels (Figures 1 and 2) use CRC (polynomials according to [2] of length $L$ from 6 to 26), input bits $a$, and output bits $c$ ($\mathbf{C}_1, \mathbf{C}_2$). Both channels use quadrature amplitude modulation (QAM) with index $M$, and symbols at the output $x, X_1, X_2$. In the NOMA channel, the group signal is designated as $y$. The last stage is OFDM with output values $s$. The
estimates of the corresponding values in the receiver after the processing stages are denoted as \( \hat{a}, \hat{A}_1, \hat{c}, \hat{C}_1, \) etc.

Table 1. Characteristics of the simulation model for OMA and (NOMA) channel.

| Vectors | Name | Dimensionality of Vectors | Explanation |
|---------|------|---------------------------|-------------|
| a (A_1, A_2) | K-L | Bitstream at the input of the OMA transmitter (1st and 2nd NOMA subscribers) |
| c (C_1, C_2) | K | Bitstream with CRC |
| d (D_1, D_2) | N | Bitstreams after polar coding |
| x (X_1, X_2) | N/log2(M) | Modulation symbols |
| y | N/log2(M) | NOMA group symbols |
| ŝ (Ŝ_1, Ŝ_2) | N/log2(M) + cyclic prefix | OFDM symbol |
| ê (Ê_1, Ê_2) | N/log2(M) | Received symbols in the frequency domain |
| H | N/log2(M)×1 | Channel matrix |
| N | N/log2(M) | AWGN sample vector |
| t (T_1, T_2) | N | Interleaved Bits |
| R | N×N | Interleaver matrix |

In the model, we consider a multipath transmission channel with channel matrix \( H = (h_i), \) \( h_i \sim \text{CN}(0,1), i = 1, \ldots, N/\log_2(M) \) and additive white Gaussian noise \( N = (n_{ij}), n_{ij} \sim \text{CN}(0,N_0), \) where \( N_0 \) is noise variance. The signal in the frequency domain at the input of the OMA receiver can be described as:

\[
\hat{e} = \text{diag}(H)x + N.
\]  

(1)

For NOMA:

\[
E_i = \text{diag}(H_i)X_i + N_i, i = 1, 2,
\]  

(2)

where \( H = (h_{ij}), j = 1, \ldots, \) \( N/\log_2(M) ; H \sim \text{CN}(0,1) \) is the channel matrix;

\( N = (n_{ij}), j = 1, \ldots, \) \( N/\log_2(M) ; N \sim \text{CN}(0,N_0) \) are vectors with spectral counts of noise releases;

\( N_0 \) is spectral noise power density; \( H_i, N_i \) are similar parameters for two NOMA subscribers.

2.1. Polar Codes

Polar encoder \((N, K)\) converts message vector \( c = (c_i) \) into code word \( d \) as follows:

\[
d = uG_N
\]  

(3)

\[
u = (u_i), i = 1, \ldots, N, u_i = c_i, \text{if } i \notin F, u_i = 0, \text{if } i \in F, F = (f_1, \ldots, f_{K-X})
\]  

(4)

\[
G_N = (g_{ij}), j = 1, \ldots, N, j = 1, \ldots, N, \text{ we use kernel } G_2 = \begin{bmatrix} 1 & 0 \\ 1 & 1 \end{bmatrix}, \text{ according to [1], and Kronecker product:}
\]  

\[
G_N = G_{2^N} \otimes 2 = \begin{bmatrix} G_{N/2} & 0 \\ G_{N/2} & G_{N/2} \end{bmatrix}
\]  

(5)

For example, for \( N = 4 \), the generator matrix and encoding procedure are shown in Figure 3.
As can be seen from the structure of the generator matrix and encoder, the idea of symmetry is central. The concept of polar codes is based on polar transformation and lies in splitting bit subchannels into channels with a minimum noise value (maximum noise-immune) and channels with a maximum noise value (minimum noise-immune). If \( n \to \infty \), then it is possible to obtain a channel with absolute noise immunity (with bit error probability \( P_e = 0 \)) and a totally noisy channel (with \( P_e = 1 \)). The noise immunity of the \( u_i \) channel is determined by the number of test channels (bits) \( d_n \) which it helps to form.

Based on this fact, it is possible to make the reliability sequence \( Q = (q_i) \) of all \( N \) subchannels by calculating \( V = (V_{q_i}) \), that is, the weights of the rows of matrix \( G_N \), and sorting them in ascending order:

\[
Q = (q_1, ..., q_N); V_i = \sum_{j=1}^{N} g_{q_i,j} V_{q_j} < ... V_{q_{i+1}} < ... V_{q_N}; i = 1, ..., N; q_i \in (1, ..., N).
\]

(6)

To form the encoder at \( R = K/N \) rate, c bits arriving at the encoder input are written to \( u \) according to (2); moreover:

\[
F = (f_i) = (q_1, ..., q_{N-K}).
\]

(7)

Different versions of the successive-cancellation algorithm are used to decode polar codes [20]. This algorithm is based on the principles of fractals and symmetry. List decoding shows the greatest efficiency [21]. This algorithm also employs CRC [7]. During the decoding process, a list of \( L \) possible paths is saved in each iteration. At the end of decoding, hard decisions are compared with the corresponding CRC values and the most plausible one is selected.

2.2. NOMA

The next stage of signal generation is modulation. In the NOMA scenario (Figure 2), modulation and multiple access are combined into one process. In both OMA and NOMA, QAM-M is used. The main idea of NOMA is to simultaneously transmit \( X \) QAM characters to two or more subscribers [13]. Let us consider NOMA with two subscribers: a larger number will significantly increase the computational complexity of signal processing and it will not provide a significant gain. In this case, the group signal can be written as:

\[
Y = \sqrt{p_1} X_1 + \sqrt{p_2} X_2,
\]

(8)

where \( p_1, p_2 \) are weighting factors responsible for the distribution of power between subscribers. The further away the subscriber is from the transmitter, the smaller its SNR is and the more power it will be allocated. To determine \( p_1 \) and \( p_2 \) depending on the channel state, is one of the current problems in NOMA. One of the possible solutions is presented in [22]. We consider a scenario where UE1 is closer to the transmitter than UE2. Thus, \( \text{SNR}_1 > \text{SNR}_2 \) and \( p_1 < p_2 \). Figure 4 shows an example of signal constellations of two subscribers at \( p_1 = 0.1, p_2 = 0.9 \), and with QAM-16 modulation.
A number of publications [13,16,23] show that, due to the flexible distribution of power between subscribers, NOMA wins over OMA, which makes it an attractive technology for 6G systems.

Decoding NOMA characters in UE1 is performed using the successive interference cancellation algorithm (SIC) in two stages. During the first stage, a subscriber’s signal $X_2$ with a higher power is demodulated from $\hat{Y}_1$. As a result, vector $D_2$ is obtained. After that, $X_2$ is restored from $D_2$ and is subtracted from $\hat{Y}_1$ with the corresponding weight:

$$X_1 = \frac{Y_1 - \sqrt{p_2}X_2}{\sqrt{p_1}}. \quad (9)$$

UE2 demodulates the $\hat{Y}_2$ signal based on the standard principles of QAM demodulation, while signal $X_1$ contained in $\hat{Y}_2$ is a system-inherent interference.

3. Adaptation of Signals with Polar Codes to Channel State

In accordance with (1) and (2), a signal passes through the multipath Rayleigh channel. To eliminate its influence, an equalization procedure is used in communication systems with OFDM. Zero forcing (ZF) and minimum mean squared error (MMSE) are the most widely used [24] for it. The signal after the ZF equalizer for the OMA scenario (Figure 1) can be described by the expression:

$$x_i = e^{\ast} \frac{\text{conj}(h_i)}{|h_i|^2}, \quad (10)$$

where $\hat{H} = (\hat{h}_i)$ is an estimate of channel matrix $H$. In vector form,

$$x = \hat{e} \text{conj(diag}(H)) \text{(conj(diag}(H)) \text{diag}(H))^{-1}. \quad (11)$$

The signal after MMSE is described by the following expression:

$$x_i = \hat{e} \frac{\text{conj}(h_i)}{|h_i|^2 + N_o}. \quad (12)$$

In vector form,

$$x = \hat{e} \text{conj(diag}(H)) \text{(conj(diag}(H)) \text{diag}(H) + N_o I)^{-1}. \quad (13)$$

The problem of both ZF and MMSE equalizers is noise amplification (SNR reduction) on subcarriers attributed to the deep fading region (low values of $h$). Thus, different
frequency subchannels provide different SNR levels and, as a consequence, the bit error probability in them is different. This problem is especially acute for ZF, since it does not take into account information about the noise level in the channel.

The idea of adapting the transmission of signals with polar codes to the channel state is based on the combination of inhomogeneities of frequency subchannels and bit subchannels of polar codes. It is proposed to transmit logical subchannels containing information about the minimum number of information bits via physical channels with a low SNR ratio. Thus, the adaptation algorithm includes several steps:

Step 1. Sorting channel matrix elements in ascending order of the module:

\[ H = (h_i), h_i \in H, i = 1,\ldots, N; |h_1| \leq |h_2| \leq \ldots \leq |h_i| \leq \ldots |h_N|. \]  

(14)

Forming index vector of sorted subcarriers:

\[ W = (w_i) | h_{w_i} = h_i, i = 1,\ldots, N. \]  

(15)

If the modulation with \( M > 2 \) is used, several logical streams are transmitted in each physical subchannel. In this case, each element of vector \( W \) is repeated \( \log_2(M) \) times.

Step 2. Counting the number of information bits contained in each logical subchannel (frozen bits are not taken into account in this stage):

\[ v_j = \sum_{\gamma \in \mathbb{F}} g_{\gamma j}, \]  

(16)

where \( g_{\gamma j} \) are the elements of the generator matrix of polar code \( G \).

Forming the vector of indices of matrix \( V \) sorted elements:

\[ U = (u_i) | v_{u_1} \geq v_{u_2} \geq \ldots \geq v_{u_i}, i = 1,\ldots, N. \]  

(17)

Step 3. Interleaving bit subchannels so that channels containing the maximum number of information bits are transmitted over the most reliable physical subchannels and vice versa. This is provided by interleaving, permutation matrix \( R = (r_{ij}) \), which, according to (15) and (17), contains values “1” at the intersection of the row with index \( w \) and the column with index \( u \); the remaining elements are equal to 0.

The interleaved vector of encoded bits can be written as:

\[ t = dR. \]  

(18)

Let us consider an example of the proposed method for \( N = 8, K = 4 \), and BPSK modulation. Let an OMA channel of eight subcarriers be given; modules of elements \( |h_i| \) are shown in Figure 5a, and sorted elements \( |h_i| \) are shown in Figure 5b.
In this case, the index vector of the sorted subcarriers is equal to \( W = [8 \ 3 \ 7 \ 6 \ 4 \ 5 \ 2 \ 1] \). At \( N = 8 \), matrix \( G \) takes the following form:

\[
G_8 = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
1 & 1 & 0 & 1 & 1 & 0 & 0 & 0 \\
1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1
\end{bmatrix}
\]

The weight of the matrix columns is:

\[ V = [8 \ 4 \ 4 \ 2 \ 4 \ 2 \ 2 \ 1] \], \( N = 8, K = 8 \).

Taking into account frozen subchannels,

\[ V = [5 \ 3 \ 3 \ 2 \ 4 \ 2 \ 2 \ 1] \], \( N = 8, K = 4 \).

Then the vectors of the indices of sorted elements \( V \):

\[ U = [1 \ 5 \ 3 \ 2 \ 7 \ 6 \ 4 \ 8] \].

In this case, the permutation matrix takes the following form:

\[
R = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]
The indicated above description of the method proposed above is valid for OMA systems. NOMA systems rely on the same general principles, but the adaptation is performed for each subscriber individually. As a result of applying the method, the diagrams shown in Figures 1 and 2 are transformed as demonstrated in Figure 6 (OMA) and Figure 7 (NOMA).

![OMA channel with adapted polar code](image1)

**Figure 6. OMA channel with adapted polar code.**

![NOMA channel with adapted polar code](image2)

**Figure 7. NOMA channel with adapted polar code.**

We shall note that the estimation of channel matrix $\hat{H}$ should arrive at the transmitter via the return service communication channel. Separately, we shall note the computational complexity of signal processing in the classical method and the method proposed in this work. It is known that the computational complexity of polar decoding algorithms is estimated to be $O(n \log n)$.

The proposed method consists of sorting elements of the channel matrix, sorting bit subchannels in the order of their “importance” and the permutation of bit channels. Note that bit channel sorting is performed once and its complexity can be neglected. To adapt to the channel state, it is necessary to perform channel matrix sorting and channel permutation. The complexity of permutation can be described as $O(n)$. The complexity of sorting can be expressed as $O(n \log n)$. Thus, the total complexity of the algorithm is also $O(n \log n)$. 
As the interval of temporal stationarity of the channel in the general case considerably exceeds duration of one OFDM symbol, the offered method has essentially smaller complexity in comparison with decoding. Thus, application of the method in practice will lead to insignificant growth of complexity.

4. Simulation Results

The efficiency of the proposed methods is estimated with the help of a simulation using the Monte Carlo method. Summary parameters of the model are given in Table 2. First, we consider the OMA system implemented according to the schemes in Figures 1 and 6. It should be noted that, in the simulation, we do not apply the most effective ZF equalizer, which, however, allows us to demonstrate the results of the method more clearly. Using other equalization methods requires that adjustments are made to sorting (14)–(17).

Table 2. Characteristics of the simulation model.

| Characteristics of the Simulation Model | Value |
|-----------------------------------------|-------|
| Access type                             | NOMA, OMA |
| N                                       | 512   |
| K                                       | 51, 259, 451 |
| Modulation type                         | BPSK, QPSK, 16QAM |
| CRC polynomial                          | $g_{\text{CRC1}}(D) = [D^{11} + D^{10} + D^9 + D^5 + 1]$ |
| Multipath channel type                  | Rayleigh (random) |
| Equalizer type                          | ZF    |

Figure 8 shows the dependencies of the bit error rate (BER) performance on energy per bit to noise power spectral density ratio ($E_b/N_0$) for different encoding rates ($R \approx 1/10, 1/2, 9/10$) with BPSK modulation when transmitting in the Rayleigh channel with random values of elements $H$, ZF equalizer, using the proposed method (Adapted) or without it (Simple). In this scenario, the receiver ideally estimates the channel, and $\hat{H} = H$.

As can be seen from Figure 8, the use of the adaptation method significantly reduces the bit error probability. Depending on the encoding rate and BER value, the gain ranges from ≈3 dB to more than 5 dB.

Figure 9 shows the BER performance dependencies for QAM-16 modulation. The other transmission characteristics correspond to the previous scenario. An increase in the
modulation index provides a greater rate, but also leads to an increase in the error probability.

![Figure 9](image-url)  
**Figure 9.** BER performance of the OMA system for different polar codec rates, 16QAM modulation.

As in the scenario with BPSK modulation, the application of the adaptation method reduces the bit error probability. This effect is most noticeable at high encoding rates (≈9/10), when the polar code corrects fewer errors, and their localization at the decoder input is more important.

Figure 10 shows the dependencies of BER performance when estimating $\hat{H}$ with an error. Mean squared error (MSE, $\sigma^2$) ranges from 0 to $10^{-3}$.

![Figure 10](image-url)  
**Figure 10.** BER performance with different channel estimation error, $R = 1/2$.

As can be seen from Figure 10, the adaptation reduces the impact of the estimation error and significantly reduces BER. Thus, with $\sigma^2 = 10^{-1}$, the proposed method reduces BER by more than five times at high values of $E_b/N_0$ (more than 25 dB); with $\sigma^2 = 10^{-2}$ and $\sigma^2 = 10^{-3}$, BER is decreased by ≈eight times. In general, it can be noted that, despite the estimation error and, as a consequence, the incorrect sorting of physical subchannels in accordance with (14)–(18), the method does not lose efficiency and reduces BER.

A similar simulation was performed for NOMA (Figures 2 and 7) systems in accordance with the scheme shown in Figure 7. We considered the scenario of resource allocation between two UEs (UE1 and UE2). Upon that, UE1 and UE2 were located at the distances of 100 m and 200 m, respectively. The power between UE1 and UE2 was divided.
according to (8) in the ratio of $p_1 = 0.2$ and $p_2 = 0.8$. The other parameters corresponded to the OMA system. Figures 11–13 show the BER performance dependencies. For Figure 11: $K = 51$, $N = 512$ ($R \approx 1/10$); Figure 12: $K = 256$, $N = 512$ ($R \approx 1/2$); Figure 13: $K = 461$, $N = 512$ ($R \approx 9/10$).

**Figure 11.** BER performance of NOMA system $K = 51$, $N = 512$.

**Figure 12.** BER performance of NOMA system $K = 256$, $N = 512$.

**Figure 13.** BER performance of NOMA system $K = 461$, $N = 512$. 
As can be seen from Figures 11–13, the proposed method also works for NOMA scenarios. At the same time, both subscribers reduce the BER value as a result of the adaptation, regardless of the encoding rate. The gain value is from ≈3 to ≈5 dB.

5. Conclusions

This article addresses the transmission of the signals of the OMA/NOMA systems with polar codes in multipath propagation channels. It proposes the method of adapting polar codes to the transmission conditions in the Rayleigh channels. The method is based on the distribution of logical channels over the OFDM physical subcarriers in relation to the fading depth of channel matrix $\mathbf{H}$.

The simulation results demonstrate the method efficiency and reduction in the bit error probability for various parameters of the encoding rate. We have considered the OMA systems with one transmitter and one receiver. In this scenario, the gain from the adaptation is from ≈3 to ≈5 dB. Receiver estimation error $\hat{\mathbf{H}}$ does not lead to a decrease in the method efficiency. On the contrary, the adaptation allows the reduction of the number of unrecoverable errors, depending on the error extent, from $5 (\sigma^2 = 10^{-4})$ to $8 (\sigma^2 = 10^{-2}, \sigma^2 = 10^{-3})$ times.

The application of the adaptation method for the NOMA scenario also demonstrates its efficiency. In all the scenarios considered (different encoding rates and two UEs), the adaptation provides the gain of up to 5 dB.

We shall expressly indicate that the proposed method involves interleaving bits and thus has a low computational complexity, which makes it easy to apply it in practice. This section is not mandatory but can be added to the manuscript if the discussion is unusually long or complex.
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