Spin-charge conversion and current vortex in spin-orbit coupled systems
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Using response theory, we calculate the charge-current vortex generated by spin pumping at a point-like contact in a system with Rashba spin-orbit coupling. We discuss the spatial profile of the current density for finite temperature and for the zero-temperature limit. The main observation is that the Rashba spin precession leads to a charge current that oscillates as a function of the distance from the spin-pumping source, which is confirmed by numerical simulations. In our calculations, we consider a Rashba model on a square lattice, for which we first review the basic properties related to charge and spin transport. In particular, we define the charge- and spin-current operators for the tight-binding Hamiltonian as the currents coupled linearly with the $U(1)$ and $SU(2)$ gauge potentials, respectively. By analogy to the continuum model, the spin-orbit-coupling Hamiltonian on the lattice is then introduced as the generator of the spin current.

I. INTRODUCTION

Generation and detection of non-equilibrium spin angular momentum are of crucial importance in spintronics. In recent decades, research has been extended to the interconversion of spin and other physical quantities, such as charge1–3, heat4, and mechanical angular momentum5–7. The spin Hall effect (SHE) is commonly used in experiments to electrically generate spin currents, while the inverse spin Hall effect (ISHE) is used as a detector. The SHE and ISHE originate from spin-orbit couplings (SOCs) through intrinsic, side-jump scattering, and skew-scattering mechanisms, which each contribute to the effects in a different way8.

To experimentally gain more information about the transport behavior a system, it may be useful to consider different geometries for the spin-charge conversion besides the usual configuration for ISHE experiments [Fig. 1 (a)]. Here, we propose to investigate the nonuniform charge-current response to a local spin injection [Fig. 1 (b)]. For the two-dimensional Rashba model, which is an important example for the (IS)HE, we show that the charge current in such a configuration forms a vortex whose spatial profile indicates the strength of the SOC8.

Specifically, we consider a Rashba system on a square lattice with one site coupled to a classical spin. The spin oscillates in the $xy$-plane and thereby locally induces a $z$-polarized spin current. We calculate the induced charge-current density analytically in the framework of response theory, obtaining a vortical structure for the dc component that can be regarded as the effect of spin precession and a spin-dependent force due to the Rashba SOC. The results are in agreement with a semiclassical wave-packet analysis (WPA)9 as well as with numerical simulations.

As in the field of spintronics the lattice Rashba model has been less commonly used than the continuum one10, we first derive the underlying tight-binding Hamiltonian in Sec. II. Considering the model on a square lattice, we define the charge and spin currents in Sec. III and Sec. IV, respectively, by using the local $U(1)$ and $SU(2)$ gauge transformations. These definitions are consistent with the ordinary ones, in which the currents are introduced through the corresponding polarizations and their time derivatives. In a next step, we construct the SOC as the generator of the spin current in Sec. V. Although this is different from the approach in Ref. 11, it results in an equivalent Hamiltonian. In Sec. VI, we finally consider the Rashba system with the classical spin and present the charge-current vortex generation by spin pumping. Section VII summarizes our work. Appendix A discusses the lattice versions of the continuity equations for charge and spin.
II. TIGHT-BINDING MODEL

We begin with the ordinary tight-binding model on the square lattice, which is given by

\[ \mathcal{H}_t = -\frac{t}{2} \sum_{n,m} \left( c^\dagger_{n,m} c_{n+1,m} + c^\dagger_{n,m} c_{n-1,m} + c^\dagger_{n,m} c_{n,m+1} + c^\dagger_{n,m} c_{n,m-1} + \text{h.c.} \right), \]

where \( t > 0 \) is the nearest-neighbor hopping parameter and \( c_{n,m} = (c_{n,m}^\uparrow, c_{n,m}^\downarrow) \) is the spinor form of the electron operator for the site at \( R_{n,m} = n\hat{x} + m\hat{y} \) (\( n \) and \( m \) are integers, \( a \) is the lattice constant). The factor 1/2 is included to avoid double counting.

By the Fourier transformation

\[ c_{n,m} = \frac{1}{\sqrt{N}} \sum_k c_k e^{ikR_{n,m}}, \]

where \( N \) is the total site number, the Hamiltonian for periodic boundary conditions can be written as

\[ \mathcal{H}_t = \sum_k T_k c_k^\dagger c_k, \]

with \( T_k = -2t(\cos k_x a + \cos k_y a) \). For \( k \ll 2\pi/a \), we can approximate the energy dispersion as \( T_k = -4t + \hbar^2 k^2/2m_e \) with the Dirac constant \( \hbar, k = |k| \) and \( \hbar^2/2m_e \approx ta^2 \). In the long-wavelength limit, the system thus behaves like a free electron model with effective electron mass \( m_e \). Below, we introduce the charge- and spin-current operators for the lattice model and show explicitly that in the long-wavelength limit, they become equivalent to their counterparts for the free-electron model.

III. CHARGE-CURRENT OPERATOR

The charge-current operator for the tight-binding model on the square lattice can be derived by exploiting the local \( U(1) \) gauge transformation

\[ c_{n,m} = U_{n,m} c_{n,m}, \quad U_{n,m} = e^{i\phi_{n,m}}, \quad \phi_{n,m} \ll 1. \]

Here, \( \phi_{n,m} = \phi(R_{n,m}) \) and \( \phi(r) \) is a smooth real-valued function slowly-varying on the lattice constant scale. When using the transformation (4) on the Hamiltonian (1), combinations of unitary matrices for two different positions, such as \( U_{n,m} U_{n+1,m} \), arise. Because \( \phi_{n,m} \ll 1 \), one can approximate

\[ U_{n,m} U_{n+1,m} \approx (1 - i\phi_{n,m})(1 + i\phi_{n+1,m}) \approx 1 + i(\phi_{n+1,m} - \phi_{n,m}). \]

Expanding \( \phi_{n+1,m} \approx \phi_{n,m} + a \frac{\partial}{\partial x} \phi(r)|_{r=R_{n,m}} \) then yields

\[ U_{n,m} U_{n+1,m} = 1 - \frac{iea}{\hbar} A_x^\text{em}(R_{n,m}), \]

where \( e \) is the elementary charge\(^1\) and we have introduced the electromagnetic vector potential as

\[ A_x^\text{em}(r) = -\frac{\hbar}{e} \frac{\partial}{\partial x} \phi(r). \]

Similarly, we find

\[ U_{n,m} U_{n,m+1} = 1 - \frac{iea}{\hbar} A_y^\text{em}(R_{n,m}), \]

where

\[ A_y^\text{em}(r) = -\frac{\hbar}{e} \frac{\partial}{\partial y} \phi(r). \]

The Hamiltonian can thus be written as \( \mathcal{H}_t = \mathcal{H}_e^0 + \mathcal{H}_e^\text{em} \), where \( \mathcal{H}_e^0 \) is obtained by replacing \( c_{n,m}^\dagger \) with \( c_{n,m}^\dagger \) in \( \mathcal{H}_t \) and \( \mathcal{H}_e^\text{em} \) is composed of terms linear in the vector potential:

\[ \mathcal{H}_e^\text{em} = \frac{iea}{\hbar} \sum_{n,m} \left( \frac{\delta H_t}{\delta A_x^\text{em}(R_{n,m})} - \text{h.c.} \right) \frac{1}{2} \left( c_{n+1,m}^\dagger c_{n-1,m} - c_{n-1,m}^\dagger c_{n+1,m} \right) \]

\[ + \frac{iea}{\hbar} \frac{\delta H_t}{\delta A_y^\text{em}(R_{n,m})} - \text{h.c.} \left( c_{n,m+1}^\dagger c_{n,m-1} - c_{n,m-1}^\dagger c_{n,m+1} \right). \]

We define the charge-current operator as the current coupled linearly with the vector potential, i.e.,

\[ j_x(R_{n,m}) = \frac{\delta H_t}{\delta A_x^\text{em}(R_{n,m})} \bigg|_{\phi=0}, \]

\[ j_y(R_{n,m}) = \frac{\delta H_t}{\delta A_y^\text{em}(R_{n,m})} \bigg|_{\phi=0}, \]

which leads to the following expressions:

\[ j_x(R_{n,m}) = \frac{iea^2}{\hbar} \left( c_{n,m}^\dagger c_{n+1,m} - c_{n-1,m}^\dagger + \text{h.c.} \right), \]

\[ j_y(R_{n,m}) = \frac{iea^2}{\hbar} \left( c_{n,m}^\dagger c_{n,m+1} - c_{n,m-1}^\dagger + \text{h.c.} \right). \]

In the continuum limit \( c_{n,m}^\dagger \rightarrow e\phi(r) \), we have

\[ \frac{c_{n+1,m} - c_{n-1,m}}{2a} \rightarrow \frac{\partial c(r)}{\partial x} \],

\[ \frac{c_{n,m+1} - c_{n,m-1}}{2a} \rightarrow \frac{\partial c(r)}{\partial y}, \]

which yields

\[ j(r) = \frac{ie\hbar}{2m_e} \left( c^\dagger \nabla c - (\nabla c^\dagger) c \right). \]

Equation (16) is consistent with the paramagnetic charge-current operator in the free electron model.

---

\(^1\) To be exact, the coefficient \(-\hbar/e\) in Eq. (7) is determined by the correspondence with the charge current operator in the continuum model.
We note that the conventional definition of the total charge current is
\[ J = \frac{\partial P}{\partial t} = -\frac{i}{\hbar} [P, \mathcal{H}], \tag{17} \]
where \( \mathbf{P} = -e \sum_{n,m} \mathbf{R}_{n,m} c_{n,m}^\dagger c_{n,m} \) is the (total) polarization. By considering the total charge current is the sum of the local charge currents, \( J = \sum_{n,m} J(R_{n,m}) \), expressions equivalent to Eqs. (13) and (14) are obtained.

IV. SPIN-CURRENT OPERATOR

In this section, we derive the spin-current operator for the square lattice, by using the local SU(2) gauge transformation
\[ c_{n,m} = V_{n,m} \tilde{c}_{n,m}, \quad V_{n,m} = e^{i\theta \omega_{n,m} \sigma}, \quad \theta \ll 1, \tag{18} \]
where \( \sigma = (\sigma^x, \sigma^y, \sigma^z) \) is the vector of Pauli matrices and \( \omega_{n,m} = 1 \). Furthermore, \( \omega_{n,m} = \omega(R_{n,m}) \), with a smooth real-valued vector field \( \omega(r) = (\omega^x(r), \omega^y(r), \omega^z(r)) \) slowly-varying on the lattice-constant scale. Equation (18) describes a spin rotation around the vector \( \omega_{n,m} \) with the angle \( \theta \). We can approximate \( V_{n,m} \approx 1 + i\theta \omega_{n,m} \sigma \), since \( \theta \ll 1 \). The gauge transformation of the Hamiltonian (1) then follows in a similar way to the U(1) gauge transformation in Sec. III. To first order in \( \theta \):
\[ V_{n,m}^\dagger V_{n+1,m} = 1 + ia A_x(R_{n,m}) \frac{\sigma_1}{2}, \tag{19} \]
\[ V_{n,m}^\dagger V_{n,m+1} = 1 + ia A_y(R_{n,m}) \frac{\sigma_2}{2}, \tag{20} \]
where we have introduced the SU(2) gauge potential
\[ A_x(r) = 2 \theta \omega_x(r) \times \frac{\partial}{\partial x} \omega(r), \tag{21} \]
\[ A_y(r) = 2 \theta \omega_y(r) \times \frac{\partial}{\partial y} \omega(r). \tag{22} \]
The Hamiltonian can now be rewritten as \( \mathcal{H} = \mathcal{H}_f + \mathcal{H}_A \), where \( \mathcal{H}_A \) is the Hamiltonian obtained by replacing \( \tilde{c}_{n,m}^{(1)} \) with \( c_{n,m} \) in \( \mathcal{H}_f \), and
\[ \mathcal{H}_A = -\frac{ia}{2} \sum_{n,m} (\tilde{c}_{n+1,m} \sigma \frac{\tilde{c}_{n+1,m} - \tilde{c}_{n-1,m}}{2} \cdot A_x(R_{n,m}) - \text{h.c.} \]
\[ + \tilde{c}_{n,m}^\dagger \sigma \frac{\tilde{c}_{n,m+1} - \sigma \tilde{c}_{n,m-1}}{2} \cdot A_y(R_{n,m}) - \text{h.c.}. \tag{23} \]
We define the spin-current operator as the current coupled linearly with the SU(2) gauge potential, i.e.,
\[ j_{s,x}^\alpha(R_{n,m}) = \frac{\delta \mathcal{H}_f}{\delta A_x^\alpha(R_{n,m})} \bigg|_{\theta=0}, \tag{24} \]
\[ j_{s,y}^\alpha(R_{n,m}) = \frac{\delta \mathcal{H}_f}{\delta A_y^\alpha(R_{n,m})} \bigg|_{\theta=0}, \tag{25} \]
with \( \alpha \in \{x, y, z\} \) being the spin index, which yields
\[ j_{s,x}^\alpha(R_{n,m}) = -\frac{ia^2}{2} \left( c_{n,m}^\alpha \sigma^\alpha c_{n+1,m}^{\alpha+1} - c_{n-1,m}^{\alpha-1} \right) - \text{h.c.}, \tag{26} \]
\[ j_{s,y}^\alpha(R_{n,m}) = -\frac{ia^2}{2} \left( c_{n,m}^\alpha \sigma^\alpha c_{n,m+1}^{\alpha+1} - c_{n,m-1}^{\alpha-1} \right) - \text{h.c.}. \tag{27} \]
In the continuum limit \( c_{n,m}^{(1)} \to c^{(1)}(r) \), the spin-current operator becomes
\[ j_{s,x}^\alpha(r) = \frac{\hbar}{2 m_e^1} \left( c^\alpha \sigma^\alpha \frac{\partial c}{\partial x} - \frac{\partial c^\alpha}{\partial x} \sigma^\alpha c \right), \tag{28} \]
\[ j_{s,y}^\alpha(r) = \frac{\hbar}{2 m_e^1} \left( c^\alpha \sigma^\alpha \frac{\partial c}{\partial y} - \frac{\partial c^\alpha}{\partial y} \sigma^\alpha c \right), \tag{29} \]
which is again consistent with the expression for the free electron model.

Let us briefly comment on the definition of the spin-current operator proposed by Shi et al. \[13\]. They introduce the spin-current operator as the time derivative of the spin-displacement operator \( r \vec{c} \):
\[ j_{s}^\alpha(r) = \frac{d(r \vec{c} \sigma^\alpha)}{dt}. \tag{30} \]
This definition can be regarded as an extension of Eq. (17). To see this, we define the total spin polarization as \( \mathbf{P} = \frac{2}{m_e^1} \sum_{n,m} \mathbf{R}_{n,m} c_{n,m}^\dagger \sigma^\alpha c_{n,m} \) and the total spin current as its time derivative:
\[ j_{s}^\alpha = \frac{\partial \mathbf{P}^\alpha}{\partial t} = -\frac{i}{\hbar} [\mathbf{P}^\alpha, \mathcal{H}], \tag{31} \]
Comparing with \( j_{s}^\alpha = \sum_{n,m} j_{s}^\alpha(R_{n,m}) \) then leads to Eqs. (26) and (27) for \( \alpha = z \).

V. SPIN-ORBIT COUPLING

Although the Rashba SOC in the square lattice has been derived from the atomic SOC with inversion asymmetry \[11\], we here introduce it in a different way and obtain the same result. In the continuum model, the SOC is the generator of the intrinsic spin current, i.e., \( \mathcal{H}_{\text{SOC}} = (2m_e^1/\hbar^2) \sum_{i,\alpha} \lambda_{i,\alpha} f \int dr j_{s}^\alpha(r) \) with the coefficient \( \lambda_{i,\alpha} \) specifying the SOC amplitude \[14\]. We extend this definition of SOC to the lattice model as
\[ \mathcal{H}_{\text{SOC}} = \sum_{i,\alpha} \lambda_{i,\alpha} \sum_{n,m} j_{s}^\alpha(R_{n,m}), \tag{32} \]
where \( j_{s}^\alpha(R_{n,m}) \) is the spin-current operator with direction \( i \in \{x, y\} \) and spin index \( \alpha \in \{x, y, z\} \). The SOC amplitude \( \lambda_{i,\alpha} \) in the case of the Rashba SOC is
\[ \lambda_{i,\alpha} = \alpha_0 e^{i \alpha \alpha} \left( \begin{array}{ccc} 0 & 1 & 0 \\ -1 & 0 & 0 \\ 0 & 0 & 0 \end{array} \right) \tag{33} \]
where $\epsilon^{ijk}$ is the antisymmetric tensor and $\alpha_{\mathbf{k}}$ is the Rashba parameter. Substituting Eq. (33) into Eq. (32) results in

$$ \mathcal{H}_R = -\frac{i\alpha_{\mathbf{k}}}{2} \sum_{n,m} \left( c_{n,m}^\dagger \sigma^x c_{n+1,m} - c_{n-1,m} - \frac{2\alpha}{a} c_{n,m}^\dagger \sigma^y c_{n,m+1} - \frac{2\alpha}{a} + \text{h.c.} \right) $$

or, in the momentum representation,

$$ \mathcal{H}_R = \frac{\alpha_R}{a} \sum_k c_k^\dagger (\sigma^x \sin k,a - \sigma^y \sin k,a) c_k^\dagger $$

$$ = \sum_k c_k^\dagger (\lambda_k \cdot \sigma) c_k^\dagger, $$

(35)

which is the well-known Rashba Hamiltonian in the continuum.

While we focus here on the Rashba model, the above procedure can be used for other types of SOC too. From the knowledge of the continuum model, the Dresselhaus SOC amplitude may be shown to be

$$ \lambda_{\mathbf{k}}^{\alpha} = \beta_D \left( \begin{array}{ccc} 1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & i\alpha \end{array} \right) $$

where $\beta_D$ is the Dresselhaus SOC strength. In the case of the Weyl SOC for the square lattice, we have

$$ \lambda_{\mathbf{W},j}^{\alpha} = \gamma_W \left( \begin{array}{ccc} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{array} \right), $$

(38)

where $\gamma_W$ is the strength of the Weyl SOC.

Next, we derive the charge- and spin-current operators in the presence of Rashba SOC. By applying the local U(1) gauge transformation (4) to the Rashba Hamiltonian (34), we get $\mathcal{H}_R = \mathcal{H}_R^{\prime} + \mathcal{H}_em$, where $\mathcal{H}_R^{\prime}$ is the Hamiltonian obtained by replacing $c_{n,m}^\dagger$ and $c_{n,m}$ in $\mathcal{H}_R$, and

$$ \mathcal{H}_em = -\frac{\epsilon_{QR}}{4\hbar} \sum_{n,m} \left( c_{n,m}^\dagger \sigma^x c_{n+1,m}^{\prime} A_n^{\alpha} (R_{nm}) + \text{h.c.} \\ c_{n,m}^\dagger \sigma^y c_{n-1,m}^{\prime} A_m^{\alpha} (R_{nm}) + \text{h.c.} \\ c_{n,m}^\dagger \sigma^z c_{n,m+1}^{\prime} A_{x}^{\alpha} (R_{nm}) - \text{h.c.} \\ c_{n,m}^\dagger \sigma^z c_{n,m-1}^{\prime} A_{y}^{\alpha} (R_{nm}) - \text{h.c.} \right). $$

(39)

By defining the charge-current operator analogously to Eqs. (11) and (12), we get the following expressions:

$$ j_{x}^{\prime} (R_{nm}) = -\frac{\epsilon_{QR}}{2\hbar} \left( c_{n,m}^\dagger \sigma^x c_{n+1,m}^{\prime} + c_{n-1,m} - \frac{2\alpha}{a} c_{n,m}^\dagger \sigma^y c_{n,m+1}^{\prime} - \frac{2\alpha}{a} + \text{h.c.} \right), $$

$$ j_{y}^{\prime} (R_{nm}) = +\frac{\epsilon_{QR}}{2\hbar} \left( c_{n,m}^\dagger \sigma^y c_{n,m+1}^{\prime} + c_{n,m-1} - \frac{2\alpha}{a} c_{n,m}^\dagger \sigma^z c_{n,m+1}^{\prime} - \frac{2\alpha}{a} + \text{h.c.} \right), $$

(40)

(41)

In the continuum limit, where $(c_{n+1,m}^{\prime} + c_{n-1,m})/2 \rightarrow \mathcal{C}(r)$, we confirm the correspondence to the anomalous charge-current operators in the free electron model with Rashba SOC,

$$ j_{x}^{\prime} (r) = \frac{\epsilon_{QR}}{\hbar} \mathcal{C}(\hat{z} \times \sigma)c, $$

(42)

with $\epsilon_{x}^{\prime} = \epsilon_{y}^{\prime} (r)$. Note that the anomalous charge-current operator (42) is proportional to the spin-density operator $\mathcal{S}(r) = \sigma^x \mathcal{C}$ as $j_{x}^{\prime} (r) = (\epsilon_{QR}/\hbar) \mathcal{S}(r)$.

The spin current is derived by using the local SU(2) gauge transformation (18) on the Rashba Hamiltonian (34). We get $\mathcal{H}_A = \mathcal{H}_R^{\prime} + \mathcal{H}_em^{\prime}$, where $\mathcal{H}_R^{\prime}$ is the Hamiltonian obtained by replacing $c_{n,m}^\dagger$ with $c_{n,m}^\dagger \sigma^x (\alpha = x,y)$ with $\sigma^x = V_{nm}^\dagger \sigma^x V_{nm}$ in $\mathcal{H}_R$, and

$$ \mathcal{H}_em^{\prime} = \frac{\epsilon_{QR}}{2\hbar} \sum_{n,m} \left( c_{n,m}^\dagger \sigma^x c_{n+1,m}^{\prime} A_n^{\alpha} (R_{nm}) + \text{h.c.} \\ + c_{n,m}^\dagger \sigma^y c_{n-1,m}^{\prime} A_m^{\alpha} (R_{nm}) + \text{h.c.} \\ - c_{n,m}^\dagger \sigma^z c_{n,m+1}^{\prime} A_x^{\alpha} (R_{nm}) - \text{h.c.} \\ - c_{n,m}^\dagger \sigma^z c_{n,m-1}^{\prime} A_y^{\alpha} (R_{nm}) - \text{h.c.} \right). $$

(43)

The spin-current operator for the Rashba Hamiltonian is then defined as

$$ j_{x}^{\alpha} (R_{nm}) = \frac{1}{2} \frac{\delta \mathcal{H}_R^{\prime}}{\delta A_n^{\alpha} (R_{nm})} \bigg|_{\theta=0}, $$

$$ j_{y}^{\alpha} (R_{nm}) = \frac{1}{2} \frac{\delta \mathcal{H}_R^{\prime}}{\delta A_y^{\alpha} (R_{nm})} \bigg|_{\theta=0}, $$

(44)

(45)

so that we have

$$ j_{x}^{(1,\alpha)} (R_{nm}) = j_{x}^{(1,\alpha)} (R_{nm}) + j_{x}^{(2,\alpha)} (R_{nm}) \epsilon_{xy}^{\alpha} \beta, $$

$$ j_{y}^{(1,\alpha)} (R_{nm}) = j_{y}^{(1,\alpha)} (R_{nm}) + j_{y}^{(2,\alpha)} (R_{nm}) \epsilon_{yx}^{\alpha} \beta, $$

(46)

(47)

where

$$ j_{x}^{(1,\alpha)} (R_{nm}) = \frac{\alpha_{R}}{4} \left( c_{n,m}^\dagger \sigma^x c_{n+1,m} + \frac{c_{n-1,m}}{2} + \text{h.c.} \right), $$

$$ j_{y}^{(1,\alpha)} (R_{nm}) = \frac{\alpha_{R}}{4} \left( c_{n,m}^\dagger \sigma^y c_{n,m+1}^{\prime} + \frac{c_{n,m-1}}{2} + \text{h.c.} \right), $$

(48)

(49)

and the other components of $j_{x}^{(1,\alpha)}$ are zero, and

$$ j_{x}^{(2,\alpha)} (R_{nm}) = \frac{i\alpha_{R}}{4} \left( c_{n,m}^\dagger \sigma^x c_{n+1,m} - \frac{c_{n-1,m}}{2} - \text{h.c.} \right), $$

$$ j_{y}^{(2,\alpha)} (R_{nm}) = -\frac{i\alpha_{R}}{4} \left( c_{n,m}^\dagger \sigma^y c_{n,m+1}^{\prime} - \frac{c_{n,m-1}}{2} - \text{h.c.} \right). $$

(50)

(51)

In the continuum limit, we obtain

$$ j_{x}^{(1,\alpha)} (r) = -j_{y}^{(1,\alpha)} (r) = \frac{1}{2} \alpha_{R} c \hat{c}, $$

(52)
or \( j^{(1)}_{s, i}(r) = e^{i ax} (\alpha_R / 2) c^i c, \) and \( j^{(2)}_{s, i}(r) = 0, \) which means

\[
 j^\alpha_{s, i}(r) = j^{(1)}_{s, i}(r) = \frac{\alpha_R}{2} (\hat{\alpha} \times \hat{z}) c^i c. \tag{53}
\]

This anomalous spin-current operator is proportional to the particle-density operator \( n = c^i c. \)

Note that in our definition of the spin-current operator for the Rashba Hamiltonian [see Eqs. (44) and (45)] an additional factor 1/2 is included. The factor originates from the fact that the Rashba SOC is the generator of the intrinsic spin current. Since the intrinsic spin current is also generated by the SU(2) gauge potential as shown in Eq. (23), the SOC amplitude \( \lambda^\alpha_i \) acts as an SU(2) gauge potential in the continuum model:

\[
\mathcal{H}^{\alpha}_0 = \sum_{i, \alpha} \int dr j^\alpha_{s, i}(r) (A_i - \bar{\mathcal{R}} - 1 \lambda^\alpha_i)^\alpha + \frac{1}{2} \sum_{i, \alpha} \int dr \bar{\hat{n}}(r)(A_i - \bar{\mathcal{R}} - 1 \lambda^\alpha_i)(A_i - \bar{\mathcal{R}} - 1 \lambda^\alpha_i)^\alpha + \mathcal{O}(\{\lambda^\alpha_i\}^2). \tag{54}
\]

Here, \( \bar{\mathcal{R}}_{s, i}(r) \) and \( \bar{\hat{n}}(r) \) are the spin-current and electron-density operators described by the field operator \( c^{(1)}. \) Moreover, we have introduced the vector forms of the SU(2) gauge potential \( A_i = (A_i^x, A_i^y, A_i^z) \) and the SOC amplitude \( \lambda^\alpha_i = (\lambda^\alpha_i^x, \lambda^\alpha_i^y, \lambda^\alpha_i^z) \) with the rotational matrix \( \bar{\mathcal{R}} \) defined by \( U^\dagger \sigma U = \bar{\mathcal{R}} \sigma. \) We need to count the order of such a gauge potential including the SOC amplitude, which means that the terms proportional to both of the gauge potential and of the SOC amplitude correspond to the second order. The factor 1/2 difference in the definitions will be clarified in Appendix A discussing the continuity equations.

We now comment on the connection between the definition in Ref. 13 and Eqs. (46) and (47). Calculating Eq. (31) for the Rashba Hamiltonian (34), we find a torque term \( T^\alpha \) arises in addition to the expressions (46) and (47),

\[
T^\alpha = \frac{\alpha_Q}{2a^2} \sum_{n, m, i, j, \beta} R_{n, m} e^{i j x} e^{i \epsilon^\beta j} j^\beta_{s, i}(R_{n, m}). \tag{55}
\]

Especially, \( \alpha = z, \)

\[
T^z = -\frac{\alpha_Q}{2a^2} \sum_{n, m} R_{n, m} \left( j^z_{s, i}(R_{n, m}) + j^z_{s, j}(R_{n, m}) \right). \tag{56}
\]

We emphasize that we have defined the spin-current operator that corresponds to the spin operator \( s^\alpha \) not to the spin-displacement operator \( r s^\alpha, \) so that, as shown in Appendix A, the continuity equation for spin is not fulfilled. Instead, a continuity equation holds for the total spin-displacement operator. These definitions are equivalent in the absence of SOCs, but they generally lead to different expressions in spin-orbit coupled systems.

For a meaningful discussion of spin transport, it is important that the spin current is defined properly. One possible proper way to define the spin current operator is based on the local SU(2) gauge transformation, and another is based on the continuity equation for spin, both of which should be equivalent. Sometimes, a spin current operator is naively introduced\(^{15} \) as \( \bar{\mathcal{J}}^\alpha_{s, i}(r) = (\bar{s}^x v_i + v_i \bar{s}^x)/2, \) where \( v_i \) is the velocity operator. However, the operator \( \bar{\mathcal{J}}^\alpha_{s, i}(r) \) in the presence of the Rashba SOC is not same as our expression (53), where the factor 1/2 is different. Moreover, when one uses the continuity equation for spin to discuss spin accumulation in finite systems, the boundary conditions need to be taken into account.\(^{13,16,17} \)

VI. CHARGE-CURRENT-VORTEX GENERATION BY SPIN PUMPING

After deriving the SOC Hamiltonian, we are now able to discuss the charge-current-vortex generation by spin injection via spin pumping. We consider a tight-binding model on the square lattice with Rashba SOC, which is coupled to a classical spin at the origin \( R_{0, 0} \) through the exchange coupling

\[
\mathcal{H}_{S}(t) = -J_s \mathbf{S}(t) \cdot \left( f^T_{0, 0} \sigma c_{0, 0} \right). \tag{57}
\]

We assume that the classical spin has the magnitude \( S \) and precesses with the angular frequency \( \omega \) in the \( xy \)-plane:

\[
\mathbf{S}(t) = S \begin{pmatrix} \cos \omega t \\ \sin \omega t \\ 0 \end{pmatrix}, \quad \mathbf{S}(t) = S \omega \begin{pmatrix} -\sin \omega t \\ \cos \omega t \\ 0 \end{pmatrix}. \tag{58}
\]

While we can do the following calculation also for \( S \neq 0, \) the dc component of the charge current density does not change qualitatively from the \( S = 0 \) case, so that we set \( S = 0 \) for simplicity.

The classical spin dynamics generates a charge current through the Rashba SOC. We now evaluate the charge-current density within response theory (see Appendix A in Ref. 18 for details):

\[
J_r(r, \omega) = \lambda^\alpha_i(r, \omega) S(\omega) + \int_{-\infty}^{\infty} \frac{d\omega'}{2\pi} \lambda^\alpha_i(r, \omega, \omega') S^\alpha(\omega - \omega') S^\beta(\omega') + \cdots \tag{59}
\]

FIG. 2. Schematic figure of the local spin pumping in a Rashba model on a square lattice. The time-dependent classical spin \( \mathbf{S}(t) \) at the origin is coupled to the electron spin through the exchange interaction. The dynamics of the classical spin induces a charge-current vortex.
In the following, we focus on the dc component of the response in the lowest order with respect to $S(\omega)$, which is

$$\vartheta_i^{\alpha\beta}(r) = \lim_{\omega' \to 0} \chi_i^{\alpha\beta}(r, 0, \omega') - \chi_i^{\alpha\beta}(r, 0, 0).$$  \hfill (60)$$

The response coefficient $\chi_i^{\alpha\beta}(r, \omega, \omega')$ is obtained from the correlation function in the Matsubara representation,

$$\chi_i^{\alpha\beta}(r, i\omega_n, i\omega_{n'}) = \frac{f^2}{2N} \sum_q e^{iqr} \int_0^\beta d\tau d\tau' e^{i\omega_n(\tau - \tau') + i\omega_{n'}\gamma'} \times \left\langle T_{\tau, \tau'} \{ J_i(q, \tau), s^\alpha(0, \tau'), s^\beta(0, 0) \} \right\rangle \hfill (61)$$

by taking the analytic continuations $i\omega_n \to h\omega + 2i0$ and $i\omega_{n'} \to h\gamma' + i0$:

$$\chi_i^{\alpha\beta}(r, h\omega + 2i0, h\gamma' + i0) = \chi_i^{\alpha\beta}(r, \omega, \omega').$$  \hfill (62)$$

Here, $J_i(q, \tau)$ and $s^\alpha(0, \tau)$ are the charge-current operator and the spin operator in the Heisenberg picture, $T_{\tau, \tau'}$ is the time-ordering operator, $\beta = 1/k_B T$ is the inverse temperature, and $\langle \cdots \rangle$ is the thermal average. The corresponding operators in the Schrödinger picture are

$$J_i(q) = \sum_k c_{k-.\frac{q}{2}}^\dagger (v_{k,i} + v'_{k,i}) c_{k+.\frac{q}{2}},$$  \hfill (63)$$

with the normal and anomalous velocities $v_{k,i} = -\frac{2e\upsilon}{\hbar} \sin k_i a$ and $v'_{k,i} = -\frac{c_{(k,i)}}{\hbar} e^\gamma \sigma^a \cos k_i a$, and

$$s^\alpha(0) = c_{0.0}^\dagger \sigma^a c_{0.0} = \frac{1}{N} \sum_{k,k'} c_{k}^\dagger \sigma^a c_{k}. \hfill (64)$$

After some straightforward calculations, we find

$$\vartheta_i^{\alpha\beta}(r) = \frac{f^2}{N} \sum_q e^{iqr} \sum_{k,k'} \frac{i\hbar}{2\pi} \int_0^\beta d\epsilon \left. \left( -\frac{\partial f}{\partial \epsilon} \right) \right|_{\epsilon = \epsilon^R_k} \times \left[ (v_{k,i} + v'_{k,i}) G^{R\alpha\beta}_{k-.\frac{q}{2}}(\epsilon) \sigma^a \text{Im}[G^{R\alpha\beta}_{k-.\frac{q}{2}}(\epsilon)] + (v_{k,i} + v'_{k,i}) G^{R\alpha\beta}_{k+.\frac{q}{2}}(\epsilon) \sigma^a \text{Im}[G^{R\alpha\beta}_{k+.\frac{q}{2}}(\epsilon)] \right]$$

$$- \frac{f^2}{N} \sum_q e^{iqr} \sum_{k,k'} \frac{\hbar}{2\pi} \int_0^\beta d\epsilon f(\epsilon) \left[ (v_{k,i} + v'_{k,i}) G^{R\alpha\beta}_{k-.\frac{q}{2}}(\epsilon) \sigma^a (\partial_\epsilon G^{R\alpha\beta}_{k-.\frac{q}{2}}(\epsilon)) \right]$$

$$- \frac{f^2}{N} \sum_q e^{iqr} \sum_{k,k'} \frac{\hbar}{2\pi} \int_0^\beta d\epsilon f(\epsilon) \left[ (v_{k,i} + v'_{k,i}) G^{R\alpha\beta}_{k+.\frac{q}{2}}(\epsilon) \sigma^a (\partial_\epsilon G^{R\alpha\beta}_{k+.\frac{q}{2}}(\epsilon)) \right]$$

$$+ \frac{f^2}{N} \sum_q e^{iqr} \sum_{k,k'} \frac{\hbar}{2\pi} \int_0^\beta d\epsilon f(\epsilon) \left[ (v_{k,i} + v'_{k,i}) G^{R\alpha\beta}_{k-.\frac{q}{2}}(\epsilon) \sigma^a (\partial_\epsilon G^{R\alpha\beta}_{k-.\frac{q}{2}}(\epsilon)) \right], \hfill (65)$$

where $f(\epsilon)$ is the Fermi-Dirac distribution function, and $G^{R\alpha\beta}_k(\epsilon)$ is the retarded/advanced Green function defined by $G^{R\alpha\beta}_k(\epsilon) = G_k(\epsilon + i\gamma)$ and

$$G_k(z) = \frac{z + \mu - T_k + \lambda_k \cdot \sigma}{D_k(z)}, \hfill (66)$$

$$D_k(z) = (z + \mu - T_k)^2 - |\lambda_k|^2. \hfill (67)$$

Here, $\mu$ is the chemical potential, and $\gamma$ is the level broadening. The terms proportional to $f(\epsilon)$ are expected to be negligible, since $\text{Re}[1/D_k(\epsilon + i\gamma)] \approx 0$. We therefore may simplify Eq. (65) to

$$\vartheta_i^{\alpha\beta}(r) = \frac{\hbar f^2}{4N\pi} \sum_{p,q} e^{i(p-q)r} \left[ \text{tr} \left[ (v_{p,i} + v'_{p,i}) G^{R\alpha\beta}_p(\epsilon) \sigma^a G^{A\alpha\beta}_q(\epsilon) \right] \right]$$

$$\times \left[ \text{tr} \left[ (v_{p,i} + v'_{p,i}) G^{R\alpha\beta}_p(\epsilon) \sigma^a (\partial_\epsilon G^{R\alpha\beta}_p(\epsilon)) \right] \right]$$

$$\times \left[ \text{tr} \left[ (v_{p,i} + v'_{p,i}) G^{R\alpha\beta}_p(\epsilon) \sigma^a (\partial_\epsilon G^{R\alpha\beta}_p(\epsilon)) \right] \right], \hfill (68)$$

where $v(\epsilon)$ is the density of states given by

$$v(\epsilon) = \frac{1}{2\pi N} \sum_p \text{Im}[G^{R\alpha\beta}_p(\epsilon)] = \frac{1}{N} \sum_p F_p(\epsilon). \hfill (69)$$

with the Cauchy distribution $F_p(\epsilon; \gamma)$ given by

$$F_p(\epsilon; \gamma) = \frac{1}{\pi} \frac{\gamma}{(\epsilon + \mu - T_p + \gamma |\lambda_p|^2)^2 + \gamma^2}. \hfill (70)$$

It should be noted that Eq. (68) also gives the linear response of the charge current to $S_z$. Taking the trace, we obtain

$$\vartheta_{i\gamma}(r) = \frac{\hbar f^2}{2} \sum_{p,q} e^{i(p-q)r} \left[ \text{tr} \left[ \frac{8ie\upsilon}{\hbar} (-d_{i\gamma}(r, \epsilon) b_{i\gamma}(r, \epsilon) + b_{i\gamma}(r, \epsilon) d_{i\gamma}(r, \epsilon)) \right] \right]$$

$$\times \left[ \frac{4ie\upsilon}{\hbar} e^{i\gamma} \epsilon^a \sigma^\alpha (c_i(\epsilon) b_{i\gamma}(\epsilon) - a_i(\epsilon) d_{i\gamma}(\epsilon)) \right], \hfill (71)$$

FIG. 3. The spatial profile of the charge current induced by the classical spin precession. The unit of the current is $I_0 = e\upsilon T/k_B$, the Rashba parameter $\alpha_R = \alpha_R/a = 0.1$ and the exchange interaction strength $J_z/t = 1$. The vortical structure is clearly shown. The clockwise current is represented by the red area and the counterclockwise current is described by the blue area. A more rapid oscillation is seen, which has the same origin as the Friedel oscillation and Kikkawa-RKKY interaction. 
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where
\[ a_i(r, \varepsilon) = -\frac{\pi}{2N} \sum_{\eta=\pm} \sum_p e^{ipr} \sin \frac{p_\alpha r}{2} F_\alpha(\varepsilon; \gamma), \]  
(72)
\[ b_{i\alpha}(r, \varepsilon) = -\frac{\pi}{2N} \sum_{\eta=\pm} \sum_p e^{ipr} \frac{\lambda^\alpha_p}{\varepsilon + \mu - E_p} \cos \frac{p_\alpha r}{2} F_\alpha(\varepsilon; \gamma), \]  
(73)
\[ c_i(r, \varepsilon) = -\frac{\pi}{2N} \sum_{\eta=\pm} \sum_p e^{ipr} \cos \frac{p_\alpha r}{2} F_\alpha(\varepsilon; \gamma), \]  
(74)
\[ d_{i\alpha}(r, \varepsilon) = -\frac{\pi}{2N} \sum_{\eta=\pm} \sum_p e^{ipr} \frac{\lambda^\alpha_p}{\varepsilon + \mu - E_p} \sin \frac{p_\alpha r}{2} F_\alpha(\varepsilon; \gamma). \]  
(75)

Assuming that the chemical potential is low enough to approximate the dispersion as parabolic and setting \( \mu + 4\eta \) as \( \mu \), we get the charge-current response
\[ J_{\varepsilon}^\delta(r, t) = D(r)(S(t) \times \dot{S}(t))^\varepsilon \hat{e}_\phi, \]  
(76)
where \( \hat{e}_\phi = (-\sin \phi, \cos \phi) \) with \( \phi = \tan^{-1} y/x \) and the coefficient is given as \( D(r) = D_1(r) + D_2(r) \) with
\[ D_1(r) = \frac{eF^2}{8} \int_{-\infty}^{\infty} d\varepsilon \left( \frac{\partial f}{\partial \varepsilon} \right)^2 (\varphi(r, \varepsilon))^2, \]  
(77)
\[ D_2(r) = \frac{eF^2}{8} \int_{-\infty}^{\infty} d\varepsilon \left( -\frac{\partial f}{\partial \varepsilon} \right) \varphi(r, \varepsilon) \lambda^\alpha(r, \varepsilon) \]  
and
\[ \varphi(r, \varepsilon) = \sum_{\eta=\pm} \int_{0}^{\infty} dp \, p^2 J_1(pr) \frac{\lambda^\alpha}{\varepsilon + \mu - \frac{p^2}{2m_e} - \eta \lambda^\alpha p}, \]  
(79)
\[ \lambda^\alpha(r, \varepsilon) = \sum_{\eta=\pm} \int_{0}^{\infty} dp \, J_0(pr) F_\alpha(r; \gamma). \]  
(80)

Here, \( J_n(x) \) is the Bessel function of order \( n \).

By taking the zero-temperature limit and the no-level-broadening limit, which means that \( -\partial f/\partial \varepsilon \) and \( F_\alpha(r; \gamma) \) are reduced to the delta functions \( \delta(\varepsilon) \) and \( \delta(\varepsilon + \mu - \hbar^2 p^2/2m_e + \eta \lambda^\alpha p) \), respectively, we get
\[ D_1(r) = \frac{eF^2 m_e^2}{8\hbar^2} \frac{v_F}{p_0} \frac{\hbar^2}{2m_e r} \left( \sum_{\eta=\pm} |p_\eta J_1(|p_\eta|r)|^2 \right)^2, \]  
(81)
\[ D_2(r) = -\lambda^\alpha \frac{eF^2 m_e^2}{8\hbar^2} \frac{v_F}{p_0} \sum_{\eta=\pm} |p_\eta J_0(|p_\eta|r)| \sum_{\eta=\pm} |p_\eta J_1(|p_\eta|r)| \]  
(82)
for \( \mu \geq -m_e \lambda^\alpha/2\hbar^2 \equiv -E_R \), and \( D_1(r) = D_2(r) = 0 \) for \( \mu < -E_R \). In these expressions, \( v_F = \sqrt{3}/2 \pi t \) and \( v_F = m_e \lambda^\alpha/\hbar^2 p_0 t \) for \( -E_R \leq \mu < 0 \) is the density of states at the Fermi level and
\[ p_\eta = p_0 + \frac{m_e}{\hbar^2} \lambda^\alpha, \]  
(83)
\[ p_0 = \sqrt{2m_e \hbar^2 (\mu + E_R)}. \]  
(84)

The charge-current density given by Eq. (76) clearly forms a vortical structure. Figure 3 depicts the spatial profile of the current for Rashba parameter \( \lambda^\alpha = \lambda^\alpha_0 / a_0 = 0.1 \) and chemical potential \( \mu / t = 0.5 \) with \( \gamma = 0 \). The changes between clockwise- and counterclockwise current direction originate from the Rashba spin precession as shown by the wavepacket analysis (WPA) in Ref. 9. For more detail, we plot the radial dependence of the coefficients \( D_1(r) \), \( D_2(r) \) and \( D(r) \) in Fig. 4. We find that the envelopes of \( D_1(r) \) and \( D_2(r) \) agree with the corresponding WPA results [Eqs. (9) and (10) of Ref. 9]
\[ D_1^{\text{WPA}}(x) = A \frac{2 \sin^2(\lambda^\alpha x/2)}{\lambda^\alpha x^2}, \]  
(85)
\[ D_2^{\text{WPA}}(x) = -A \frac{\sin(\lambda^\alpha x)}{x}, \]  
(86)
where \( x = r/a \), and \( A = J^2 F^2 \lambda^\alpha / 2\pi p_0 t \). The oscillations in \( D_1(r) \) and \( D_2(r) \) with shorter wavelength have the wavenumber \( 2p_0 = p_+ + p_- \), which comes from the interference of the two electron bands. They have the same origin as Friedel oscillations\(^{19}\) and the Ruderman-Kittel-Kasuya-Yosida (RKKY) interaction\(^{20,22}\). Figure 5 shows the temperature dependence of the current. For finite \( T \), the rapid oscillations become weaker as the radius increases and eventually disappear.

We can see from Eqs. (85) and (86) that the oscillation period is described by the Rashba parameter. This dependence allows us to estimate the strength of the Rashba SOC. The Rashba SOC amplitude may also be determined from the magnetic field induced by the current vortex\(^9\).

To check the response-theory results, we performed numerical calculations. We use a Lanczos transformation to map the Hamiltonian to a chain representation, and employ the infinite boundary conditions described in Ref. 23. The time-dependent currents are then obtained by a straightfor-
ward numerical diagonalization of the one-electron Hamiltonian. Details of the numerical method can be found in the Supplemental Material of Ref. 9. Figure 6 displays results for an exchange-coupling strength $J_e/t = 0.1$ and precession frequency $\omega = 0.1r/\hbar$ at $T = 0$. The charge current at some fixed time is not symmetric under rotation around the origin and deviates strongly from the analytical expression (76) for the dc component [Fig. 6 (a)]. After averaging over a period $1/\omega$, however, we recover the vortical structure predicted by the response theory [Fig. 6 (b)]. While oscillations with wavenumber $2p_0$ occur at small $r$, they are not nearly as strong as in the analytical result. This may be due to the finite frequency $\omega$, which could have a similar effect as a finite temperature by inducing excitations that are not exactly at the Fermi energy.

We would like to make a comment concerning the connection to our previous work. In Ref. 9, we considered a Rashba system coupled to a quantum spin chain. The spin injection was achieved by driving a spinon spin current through the spin chain. In this paper, we instead investigate the spin injection by local spin pumping. Both ways of the spin injection lead to the same result of the current vortex generation in the Rashba system. Hence, we conclude that it is a universal phenomenon that the local spin injection induces the current-vortex generation in the Rashba system. It should be noted that we discuss the temperature dependence of the current-vortex generation in the present work.

We also comment on related materials for studying the current-vortex generation. Since we consider a Rashba system which is coupled to a classical spin, 2D oxides, Ag/Bi surfaces, and some van der Waals materials are examples of our model, if a nano-scale magnet could be attached.

Moreover, we give a comment concerning the inverse effect of current-vortex generation by local spin injection, i.e., local spin extraction induced by a charge current vortex in the Rashba system. In the Rashba system, charge-to-spin conversion occurs because of the Edelstein effect. Although such charge-to-spin conversion is interesting, it would be difficult to prepare the current vortex around a nano magnet.

VII. SUMMARY

Spin-orbit coupling phenomena, such as the (inverse) spin Hall effect, are of central importance in spintronics, as they facilitate the conversion between spin and charge degrees of freedom. A minimal model to investigate these effects theoretically is the free two-dimensional electron gas with Rashba spin-orbit coupling. Mesoscopic systems and interface effects are more easily studied using the lattice version of the Rashba model, however. In this paper, we demonstrated how the spin- and charge-current operators on a lattice and in the presence of spin-orbit coupling can be derived from appropriate gauge transformations. We furthermore showed that, like in the continuum model, the spin-orbit coupling Hamiltonian can be de-
Spin-charge conversion and current vortex

As a specific application of the lattice description, we then analyzed the charge-current response of the Rashba model to spin injection via local spin pumping which we modeled by coupling a single site of the lattice to a classical precessing spin. The dc component of the charge current was found to form a vortical structure, where the current direction depends on the distance from the classical spin. This dependence is explained by the Rashba spin precession. We also found additional spatial oscillations with twice the Fermi wavenumber, which have a similar origin as Friedel oscillations and the RKKY interaction. At finite temperature, these oscillations disappear for sufficiently long distances. Lastly, we performed numerical simulations, which include effects beyond the contributions considered in the analytic calculation. Although the snapshot of the spatial profile of the current in a certain time has a complicated structure, the time average is consistent with the dc component from the analytic calculation.

While we focused here on the Rashba system, the local spin injection will generally induce the nonuniform charge currents in spin-orbit-coupled systems, where the spatial profile of the current should reflect the electronic structure of the system. Hence, the spin-charge conversion by local spin injection has a great potential to investigate the electronic structure such as the SOC strength.
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Appendix A: Continuity equations

In this section, we derive the charge and spin continuity equations for the tight-binding Hamiltonian $\mathcal{H} = \mathcal{H}_c + \mathcal{H}_R$ with Rashba SOC. The continuity equation of the charge $Q_{n,m} = -e\dot{c}_{n,m}c_{n,m}$ is evaluated from

$$\dot{Q}_{n,m} = -e\left(\dot{c}_{n,m}c_{n,m} + c_{n,m}\dot{c}_{n,m}\right)$$  \hfill (A1)

with the time derivative of the field operators $c_{n,m}$ given by the Heisenberg equation of motion

$$\dot{c}_{n,m} = -\frac{i}{\hbar}\left[ c_{n,m}, \mathcal{H} \right] = -\frac{1}{i\hbar}(c_{n+1,m} + c_{n-1,m} + c_{n,m+1} + c_{n,m-1} - \alpha_R^{2}\sigma^\alpha \frac{c_{n,m+1} - c_{n,m-1}}{a}).$$  \hfill (A2)

Substituting Eq. (A2) into Eq. (A1) results in

$$\dot{Q}_{n,m} = \Gamma_{t,x} + \Gamma_{t,y} + \Gamma_{R,x} + \Gamma_{R,y},$$  \hfill (A3)

where we have suppressed the indices $n$ and $m$ on the right-hand side, and

$$\Gamma_{t,x} = \frac{\alpha t}{h}\left(\frac{c_{n+1,m} + c_{n-1,m}}{a}c_{n,m} - \text{h.c.}\right),$$  \hfill (A4)

$$\Gamma_{t,y} = \frac{\alpha t}{h}\left(\frac{c_{n,m+1} + c_{n,m-1}}{a}c_{n,m} - \text{h.c.}\right),$$  \hfill (A5)

$$\Gamma_{R,x} = \frac{\alpha R}{\hbar}\left(\frac{c_{n+1,m} - c_{n-1,m}}{a}\sigma^\alpha c_{n,m} + \text{h.c.}\right),$$  \hfill (A6)

$$\Gamma_{R,y} = -\frac{\alpha R}{\hbar}\left(\frac{c_{n,m+1} - c_{n,m-1}}{a}\sigma^\alpha c_{n,m} + \text{h.c.}\right).$$  \hfill (A7)

In the continuum limit, the first term becomes

$$\Gamma_{t,x} + \Gamma_{t,y} = -\nabla \cdot \dot{j}.$$  \hfill (A9)

The continuum limits of the Rashba terms are $\Gamma_{R,x} = \frac{\alpha R}{\hbar}\partial^2 c^\alpha / \partial x^2 - c^\alpha \partial^2 c / \partial x^2$ and $\Gamma_{R,y} = -\frac{\alpha R}{\hbar}\partial^2 c^\alpha / \partial y^2$, which may be summarized to

$$\Gamma_{R,x} + \Gamma_{R,y} = -\nabla \cdot \dot{j}.$$  \hfill (A10)

From the above, we finally obtain the continuity equation

$$\dot{Q} = -\nabla \cdot (\dot{j} + \dot{j}')$$  \hfill (A11)

that expresses the conservation of charge.

We now derive the continuity equation for spin in the same manner. The time-derivative of the spin operators is

$$\dot{s}_{n,m}^{\alpha} = \frac{\alpha R}{\hbar}\left(\frac{c_{n+1,m} + c_{n-1,m}}{a}\sigma^\alpha c_{n,m} + c_{n,m}\sigma^\alpha c_{n,m}\right).$$  \hfill (A12)

Substituting Eq. (A2) into this expression, we have

$$s_{n,m}^{\alpha} = s_{t,x}^{\alpha} + s_{t,y}^{\alpha} + s_{R,x}^{\alpha} + s_{R,y}^{\alpha},$$  \hfill (A13)

with

$$s_{t,x}^{\alpha} = \frac{\alpha R}{2}\left(\frac{c_{n+1,m} - c_{n-1,m}}{a}\sigma^\alpha c_{n,m} + \text{h.c.}\right),$$  \hfill (A14)

$$s_{t,y}^{\alpha} = \frac{\alpha R}{2}\left(\frac{c_{n,m+1} - c_{n,m-1}}{a}\sigma^\alpha c_{n,m} + \text{h.c.}\right),$$  \hfill (A15)

$$s_{R,x}^{\alpha} = -\frac{\alpha R}{4}\left(\frac{c_{n+1,m} - c_{n-1,m}}{a}\sigma^\alpha \sigma^\alpha c_{n,m} + \text{h.c.}\right),$$  \hfill (A16)

$$s_{R,y}^{\alpha} = \frac{\alpha R}{4}\left(\frac{c_{n,m+1} - c_{n,m-1}}{a}\sigma^\alpha \sigma^\alpha c_{n,m} + \text{h.c.}\right).$$  \hfill (A17)
where the indices $n$ and $m$ on the right-hand side are again suppressed. In the continuum limit,
\[
\Sigma^{\alpha}_{j,s} = \frac{it^2}{2\hbar} \left( \epsilon_{n+1,m}^{\dagger} c_{n,m} + \epsilon_{n-1,m}^{\dagger} c_{n,m} - e^2 \frac{\sigma^c}{m} c_{n,m} - h.c. \right),
\]
\[
\rightarrow \frac{\hbar}{2m_c} \left( \frac{\partial^2}{\partial x^2} \sigma^c - \sigma^c \frac{\partial^2}{\partial x^2} \right)
\]
\[
= -\frac{\partial j_s^{\alpha}_{j,s}(r)}{\partial x}, \quad (A18)
\]
and similarly $\Sigma^{\alpha}_{R,j,y} \rightarrow \partial j_s^{\alpha}_{j,s}(r)/\partial y$, so that
\[
\Sigma^{\alpha}_{j,s} + \Sigma^{\alpha}_{R,j,y} \rightarrow -\nabla \cdot j_s^{(1),\alpha} + \tau^{\alpha}. \quad (A19)
\]
For the Rashba part, we obtain
\[
\Sigma^{\alpha}_{j,s} + \Sigma^{\alpha}_{R,i,y} \rightarrow -\nabla \cdot j_s^{(1),\alpha} + \tau^{\alpha} \quad (A20)
\]
with the torque term
\[
\tau^{\alpha} = \frac{\alpha_0}{\hbar} \sum_{i,j,\beta} \epsilon^{ij} \epsilon^{\alpha\beta} j_s^{\beta}(r). \quad (A21)
\]
Therefore, the continuity equation for spin in the continuum limit is
\[
s^{\alpha} = -\nabla \cdot (j_s^{\alpha} + j_{s,\alpha}) + \tau^{\alpha}. \quad (A22)
\]
As indicated by the torque term $\tau^{\alpha}$, the spin is not conserved. The underlying reason is that the Rashba SOC breaks the SU(2) rotational symmetry in spin space.

It should be noted that the spin current for the lattice Rashba Hamiltonian is defined by Eqs. (44) and (45), in which the additional factor $1/2$ is included. The continuity equation (A22) holds for the spin current $j_s^{\alpha}$ as given by Eq. (53).

1. J. E. Hirsch, “Spin Hall Effect,” Phys. Rev. Lett. 83, 1834–1837 (1999).
2. S. Murakami, N. Nagaosa, and S.-C. Zhang, “Dissipationless Quantum Spin Current at Room Temperature,” Science 301, 1348–1351 (2003).
3. J. Sinova, D. Culcer, Q. Niu, N. A. Sinitsyn, T. Jungwirth, and A. H. MacDonald, “Universal Intrinsic Spin Hall Effect,” Phys. Rev. Lett. 92, 126603 (2004).
4. K. Uchida, S. Takahashi, K. Harii, J. Ieda, W. Koshibae, K. Ando, S. Maekawa, and E. Saitoh, “Observation of the spin Seebeck effect.” Nature 455, 778–81 (2008).
5. M. Matsuo, J. Ieda, E. Saitoh, and S. Maekawa, “Effects of Mechanical Rotation on Spin Currents,” Phys. Rev. Lett. 106, 076601 (2011).
6. R. Takahashi, M. Matsuo, M. Ono, K. Harii, H. Chudo, S. Okayasu, J. Ieda, S. Takahashi, S. Maekawa, and E. Saitoh, “Spin hydrodynamic generation,” Nat. Phys. 12, 52–56 (2016).
7. D. Kobayashi, T. Yoshikawa, M. Matsuo, R. Iguchi, S. Maekawa, E. Saitoh, and Y. Nozaki, “Spin Current Generation Using a Surface Acoustic Wave Generated via Spin-Rotation Coupling,” Phys. Rev. Lett. 119, 077202 (2017).
8. J. Sinova, S. O. Valenzuela, J. Wunderlich, C. H. Back, and T. Jungwirth, “Spin Hall effects,” Rev. Mod. Phys. 87, 1213–1260 (2015).
9. F. Lange, S. Ejima, T. Shirakawa, H. Fehske, S. Yunoki, and S. Maekawa, “Generation of Current Vortex by Spin Current in Rashba Systems,” Phys. Rev. Lett. 126, 157202 (2021).
10. Y. A. Bychkov and E. I. Rashba, “Properties of a 2D electron gas with lifting spectral degeneracy,” JETP Lett. 39, 78 (1984).
11. T. Ando, “Numerical study of symmetry effects on localization in two dimensions,” Phys. Rev. B 40, 5325–5339 (1989).
12. G. D. Mahan, Many-Particle Physics (Springer US, Boston, MA, 2000).
13. J. Shi, P. Zhang, D. Xiao, and Q. Niu, “Proper Definition of Spin Current in Spin-Orbit Coupled Systems,” Phys. Rev. Lett. 96, 076604 (2006).
14. T. Kikuchi, T. Koresutsu, R. Arita, and G. Taka, “Dzyaloshinskii-Moriya Interaction as a Consequence of a Doppler Shift due to Spin-Orbit-Induced Intrinsic Spin Current,” Phys. Rev. Lett. 116, 247201 (2016).
15. E. I. Rashba, “Spin currents in thermodynamic equilibrium: The challenge of discerning transport currents,” Phys. Rev. B 68, 241315 (2003).
16. K. Nomura, J. Wunderlich, J. Sinova, B. Kaestner, A. H. MacDonald, and T. Jungwirth, “Edge-spin accumulation in semiconductor two-dimensional hole gases,” Phys. Rev. B 72, 245330 (2005).
17. W.-K. Tse, J. Fabian, I. Zutić, and S. Das Sarma, “Spin accumulation in the extrinsic spin Hall effect,” Phys. Rev. B 72, 241303 (2005).
18. J. Fujimoto and G. Taka, “Nonlocal spin-charge conversion via Rashba spin-orbit interaction,” Phys. Rev. B 99, 054407 (2019).
19. J. Friedel, “Electronic structure of primary solid solutions in metals,” Adv. Phys. 3, 446–507 (1954).
20. M. A. Ruderman and C. Kittel, “Indirect Exchange Coupling of Nuclear Magnetic Moments by Conduction Electrons,” Phys. Rev. 96, 99–102 (1954).
21. T. Kasuya, “A Theory of Metallic Ferro- and Antiferromagnetism on Zener’s Model,” Prog. Theor. Phys. 16, 45–57 (1956).
22. K. Yosida, “Magnetic Properties of Cu-Mn Alloys,” Phys. Rev. 106, 893–898 (1957).
23. C. A. Büsser, G. B. Martins, and A. E. Feiguin, “Lanczos transformation for quantum impurity problems in d-dimensional lattices: Application to graphene nanoribbons,” Phys. Rev. B 88, 245113 (2013).
24. M. Ben Shalom, M. Sachs, D. Rakhmilevich, A. Pulevski, and Y. Dagan, “Tuning Spin-Orbit Coupling and Superconductivity at the $\text{Sr}[\text{TiO}_3]_{\text{1}} [\text{LaAlO}_3]_{\text{1}} [\text{SrTiO}_3]$ Interface: A Magnetic Transport Study,” Phys. Rev. Lett. 104, 126802 (2010), publisher: American Physical Society.
25. P. D. C. King, R. H. He, T. Eknapakul, P. Buaphet, S.-K. Mo, Y. Kaneko, S. Harashima, Y. Hikita, M. S. Bahramy, C. Bell, Z. Hussain, Y. Tokura, Z.-X. Shen, H. Y. Hwang, F. Baumberger, and W. Mevansana, “Subband Structure of a Two-Dimensional Electron Gas Formed at the Polar Surface of the Strong Spin-Orbit Perovskite $\text{Sr}[\text{TiO}_3]_{\text{1}}$ [\text{LaAlO}_3]_{\text{1}} [\text{SrTiO}_3]$ Interface: A Magnetic Transport Study,” Phys. Rev. Lett. 105, 176022 (2010), publisher: American Physical Society.
26. C. R. Ast, J. Henk, A. Ernst, L. Moreschini, M. C. Falub, D. Pacile, P. Bruno, K. Kern, and M. Grioni, “Giant Spin Splitting through Surface Alloying,” Phys. Rev. Lett. 98, 186807 (2007).
27. T.-H. Wang and H.-T. Jeng, “Wide-range ideal 2D Rashba electron gas with large spin splitting in Bi 2 Se 3 / MoTe 2 heterostructure,” npj Computational Materials 3, 1–6 (2017).
28. Q. Zhang and U. Schwingenschlögl, “Rashba effect and enriched spin-valley coupling in gax/mx2 ($M$ = Mo, W; $X$ = S, Se, Te) heterostructures,” Phys. Rev. B 97, 155415 (2018), publisher: American Physical Society.
29. V. M. Edelstein, “Spin polarization of conduction electrons induced by electric current in two-dimensional asymmetric electron systems,” Solid State Communications 73, 223–235 (1990).