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Abstract: We provide a detailed presentation of the functional renormalisation group (FRG) approach for weakly-interacting Bose–Bose mixtures, including a complete discussion on the RG equations. To test this approach, we examine thermodynamic properties of balanced three-dimensional Bose–Bose gases at zero and finite temperatures and find a good agreement with related works. We also study ground-state energies of repulsive Bose polarons by examining mixtures in the limit of infinite population imbalance. Finally, we discuss future applications of the FRG to novel problems in Bose–Bose mixtures and related systems.
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1. Introduction

The experimental realisation of Bose–Einstein condensation (BEC) with cold alkali atoms [1–3] has greatly increased the interest in degenerate low-temperature quantum gases in the past two decades [4]. Weakly-interacting one-component Bose gases [5] received significant theoretical attention after those first experiments. Even though one-component Bose gases have been theoretically studied for more than fifty years with perturbative approaches [6–8], accurate descriptions were only achieved more recently with more robust approaches [9–15]. Thanks to these developments, both experimental and theoretical efforts have shifted towards more sophisticated systems such as quantum mixtures [4].

In cold atom physics, quantum mixtures refer to gases with atoms in two or more internal states or with different atom species. The most prominent and maybe obvious example corresponds to two-component spin 1/2 Fermi gases such as BCS superfluids [16]. In recent years two-component Bose gases, or Bose–Bose mixtures, have attracted significant attention. Because of the bosonic nature of both species, Bose–Bose mixtures can show a plethora of rich phenomena non-present in their fermionic counterparts. On top of having two separate superfluids at low temperatures, Bose–Bose mixtures can show phase separation [17,18], droplet and liquid phases [19], spin drag [20,21], spin-orbit coupling [22], amongst other phenomena. Experimentally, Bose–Bose mixtures were rapidly achieved after the first BEC experiments, both using atoms in two different spin states [23–25] and of two different atom species [26]. However, only more recent experiments have been able to observe the novel droplet phases [27–29].

Perturbative calculations within Bogoliubov’s theory can give a good description of homogeneous weakly-interacting Bose–Bose mixtures at low temperatures [17,19,30–33]. Improvements to perturbative calculations for finite-temperature mixtures have been provided by means of Popov’s theory [34–36], while strongly-interacting Bose–Bose liquids have been qualitatively explored with the introduction of pairing fields [37,38]. Other employed approaches include Monte Carlo (MC) simulations [39,40], Beliaev theory [41], N-expansion [42], and time-dependent Hartree-Fock theory [43,44]. Despite the recent efforts, Bose–Bose mixtures are by no means yet consistently described. There are still open
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questions, such as the phase diagram at finite temperatures and the onset of clustering in attractive mixtures.

Closely related is the problem of impurities immersed in dilute one-component Bose gases, which in the case of a single impurity is referred to as a Bose polaron. Experimentally, Bose polarons have been recently achieved with Bose–Bose [45] and Bose-Fermi [46,47] mixtures with huge population imbalances. Theoretically, Bose polarons have been intensively studied in the past few years with a variety of approaches [48–57]. In particular, many recent studies have focused on the role of multi-body correlations and the appearance of Efimov states [50,58,59], as well as on their behaviour at finite temperatures [60–63]. Aside from being interesting problems by themselves, the physics of Bose polarons can help elucidate analogous problems in Bose–Bose gases, such as the importance of multi-body correlations in attractive Bose–Bose mixtures and the formation of multi-body bound states.

One promising approach to study Bose–Bose mixtures is the functional renormalisation group (FRG) based on the effective average action [64–66]. The FRG is a field-theory technique where fluctuations, both quantum and thermal, are taken into account non-perturbatively by solving a RG equation, making it particularly suitable to study strongly-correlated systems and phase transitions. In the context of cold atom physics, the FRG has proved a powerful tool to study homogeneous cold quantum gases [67], including one-component Bose gases [68–70], Fermi gases in the BCS-BEC crossover regime [71–73], Bose-Fermi mixtures [74], as well as related O(2)-models [75–77]. Similarly, strongly-correlated lattice systems have been studied with both fermionic [78] and bosonic [79,80] atoms. Recently, some of us have successfully applied the FRG to the study of both balanced repulsive Bose–Bose mixtures [81] and strongly-interacting Bose polarons [82], both in homogeneous configurations at zero temperature. These results make the FRG a promising approach to give a consistent and unified description of Bose–Bose gases and Bose polarons.

In this work, we provide a detailed presentation of the FRG formalism for weakly-interacting Bose–Bose mixtures to motivate further FRG studies. To illustrate this approach, we examine thermodynamic properties of three-dimensional attractive and repulsive mixtures at both zero and finite temperatures, going beyond what was presented in our previous works [81,82]. Even though we do not explore new physics in this work, we narrow exciting new directions where the FRG could provide more robust descriptions than currently used approaches.

This article is organised as follow. In Section 2, we present the microscopic model for Bose–Bose mixtures. In Section 3, we provide a general presentation of the FRG approach, while in Section 4, we detail the application of the FRG for Bose–Bose mixtures. We present results for balanced Bose–Bose gases in Section 5, and for repulsive Bose polarons in Section 6. Finally, in Section 7, we present conclusions and an outlook for future directions.

2. Microscopic Model for Bose–Bose Mixtures

We consider a uniform gas with two species of bosons, A and B, of masses $m_A$ and $m_B$ and chemical potentials $\mu_A$ and $\mu_B$, and that interact through weak short-range interactions. We consider that the interatomic interactions are dominated by s-wave scattering $\mathcal{g}_{ab}$, and thus, we can model the interactions with contact two-body potentials of strength $\mathcal{g}_{ab}$. The strengths $\mathcal{g}_{ab}$ are connected to their respective s-wave scattering lengths $a_{ab}$ via the two-body $T$-matrices (see Section 4.4). Within the grand-canonical ensemble, such two-component gas is described by the Euclidean microscopic action [31]

$$\mathcal{S}[\mathcal{g}] = \int_x \left[ \sum_{a=A,B} \varphi_a^* (x) \left( \partial_\tau - \frac{\nabla^2}{2m_a} - \mu_a \right) \varphi_a (x) + \sum_{a,b=A,B} \frac{\mathcal{g}_{ab}}{2} \left| \varphi_a (x) \right|^2 \left| \varphi_b (x) \right|^2 \right],$$  \hspace{1cm} (1)

where we use the notation $x = (\tau, \mathbf{x})$, with $\tau = -it$ the imaginary time, and

$$\int_x = \int_0^\beta d\tau \int d^d \mathbf{x},$$  \hspace{1cm} (2)
where $\beta = 1/T$ is the inverse temperature. Note that even though in this work we focus on three-dimensional gases ($d = 3$), the formalism is general. The microscopic action $S$ is a functional of the fields $\varphi = (\varphi_A, \varphi_A^*, \varphi_B, \varphi_B^*)$ which describe the two species of bosons (The complex fields $\varphi^*_A$ and $\varphi$ correspond to the field-theory formulation of the creation and annihilation operators, respectively. For a detailed formulation see Ref. [83]). The potential strengths $g_{AA}$ and $g_{BB}$ are associated with the intra-species interactions, whereas $g_{AB} = g_{BA}$ is associated with the inter-species interaction. Note that we use natural units $\hbar = k_B = 1$.

The microscopic action defines the grand-canonical partition function as a path integral over all configurations of the fields [83]

$$Z(\varphi) = \int \mathcal{D}\varphi e^{-S(\varphi)}, \quad (3)$$

from which we can obtain the grand-canonical potential

$$\Omega_G = -\beta^{-1} \ln Z. \quad (4)$$

Its differential is given by

$$d\Omega_G = -PdV_d - SdT - \sum_{a=A,B} \langle N_a \rangle d\mu_a, \quad (5)$$

where $P$ is the pressure of the gas, $V_d$ is the $d$-dimensional volume, $S$ is the entropy, and $\langle N_a \rangle$ is the average number of particles of species $a$ in the thermodynamic limit. By differentiating $\Omega_G$ we can extract the thermodynamic properties of interest. In particular, the energy density is obtained from

$$\epsilon = -P + sT + \sum_{a=A,B} n_a \mu_a, \quad (6)$$

where $n_a = \langle N_a \rangle / V_d$ is the atom density of species $a$ and $s = S / V_d$ is the entropy density. The energy per particle is then obtained from $E / N = \epsilon / (n_A + n_B)$.

The microscopic action (1) shows a $U_A(1) \times U_B(1)$ symmetry associated with the conservation of particles of each species. The $U(1)$ symmetry is spontaneously broken at low temperatures in three dimensions and at zero temperature in two dimensions, signalling the condensation of species $a$. In this case, species $a$ develops a finite expectation value $\varphi_{a,0} = \langle \varphi_a \rangle$, which takes the role of the order parameter.

Throughout this article, we largely work in momentum space $q = (\omega_n, \mathbf{q})$, where $\omega_n = 2\pi n T$ are the bosonic Matsubara frequencies. We employ the convention

$$\varphi(q) = \int_q e^{i(\omega_n T + \mathbf{q} \cdot \mathbf{x})} \varphi(x), \quad (7)$$

where (Note that at zero temperature the Matsubara sum becomes the usual contour integral $T \sum_{n=-\infty}^{\infty} \to \int_{-\infty}^{\infty} \frac{d\omega}{2\pi}$):

$$\int_q = T \sum_{n=-\infty}^{\infty} \int \frac{d^d q}{(2\pi)^d}. \quad (8)$$

Therefore, when species $a$ is condensed we have $\varphi_a(q) = \varphi_{a,0}(2\pi)^{d+1} \delta(q)$.

To compute the partition function (3) we need to consider all the paths created by both quantum and thermal fluctuations (for detailed reviews on functional integration and field theory for quantum gases we refer to Refs. [83–85]). A commonly used approximation is to consider perturbative fluctuations around a mean-field (MF) solution [30,31]. A non-perturbative alternative is to employ the FRG. In the following, we present the FRG framework, which we then use to study Bose–Bose mixtures.
3. The Functional Renormalisation Group

Fluctuations are encoded in the paths that are followed by the microscopic action. As previously mentioned, these fluctuations can be taken into account with a perturbative expansion. An alternative is to work instead with an effective action that already contains the effect of fluctuations. In the following, we present a short overview on how we can compute the effective action from the FRG. For detailed reviews on the FRG we refer to Refs. [65–67].

3.1. The Effective Action

In order to define the effective action we first generalise the partition function (3) by introducing source fields $J$

$$Z[J] = e^{W[J]} = \int D\phi e^{-S[\phi] + \int x J \cdot \phi},$$

which enables us to generate the $n$-point correlation functions from functional differentiation. Note that for a Bose–Bose mixture we have $J = (J_A, J_A^*, J_B, J_B^*)$. However, the formalism is general.

We introduce classical fields $\phi$ from the 1-point function

$$\phi(x) = \langle \phi(x) \rangle = \frac{\delta W[J]}{\delta J(x)}.$$

The effective action $\Gamma$ is then defined in terms of the classical fields by means of a Legendre transformation

$$\Gamma[\phi] = [-W[J] + \int x J \cdot \phi]_{J=J_0},$$

where $J_0$ satisfies $\phi = (\delta W[J]/\delta J)_{J_0}$. It is easy to check that $\Gamma$ is independent of $J$. Here it is important to stress that because $\Gamma$ depends only on the classical fields $\phi$, the effective action is a classical action that respects the stationary-action principle [65].

The effective action is also referred to as the generator of the one-particle irreducible diagrams, and thus it encodes the solution of the theory. In particular, for vanishing source fields we have that the grand-canonical potential

$$\Omega_G = T \Gamma[\phi_0],$$

where $(\delta \Gamma/\delta \phi)_0 = 0$. Therefore, we can easily extract the thermodynamic properties of a many-body system from the knowledge of $\Gamma$.

There are different ways to generate the effective action. For example, in a perturbative expansion we have

$$\Gamma[\phi] = S[\phi] + \frac{1}{2} \text{tr} \ln S^{(2)}[\phi] + \ldots$$

In the following, we show how to generate $\Gamma$ from the FRG.

3.2. The FRG Flow Equation

Within the FRG we introduce an infrared (IR) cutoff to the theory

$$S_k[\varphi] = S[\varphi] + \Delta S_k[\varphi],$$

where $\Delta S_k$ is defined as

$$\Delta S_k = \int_q \varphi^k(q) R_k(q) \varphi(q).$$

Here, $k$ is a momentum scale and $R_k$ is referred to as the regulator function. The regulator can be chosen freely as long as its matrix elements $R_k$ satisfy
This ensures that for large scales \( k \) the fluctuations in the path integral are suppressed, whereas for a vanishing cutoff at \( k = 0 \) we have \( S_0 = S \). For convenience, we generally choose \( R_k(q) \propto k^2 \) for small \( q \) so the scale \( k \) acts as a mass term.

Analogously to the last section, we define the \( k \)-dependent partition function as

\[
Z_k[J] = e^{W_k[J]} = \int D\phi e^{-S_k[\phi] + J \cdot \phi},
\]

where \( S_k \) is defined in Equation (14). The \( k \)-dependent flowing effective action is then defined as

\[
\Gamma_k[\phi] = \left[ -W_k[J] + \int_x J \cdot \phi \right]_{J = J_0} - \Delta S_k[\phi].
\]

Note that \( \Delta S_k \) does not depend on \( J \). \( \Gamma_k \) is the central object of the FRG. It connects the known microscopic physics in the ultraviolet (UV) for large \( k \) with the macroscopic physics in the infrared (IR) for small \( k \). Indeed, for large scales \( k = \Lambda \), all fluctuations are suppressed by the cuttoff and so the effective action is simply the original microscopic action: \( \Gamma_k = S \). On the other hand, for \( k \to 0 \) all fluctuations are included, and thus \( \Gamma_k \) corresponds to the physical effective action (11). We refer \( k \to 0 \) as the physical limit where we extract the solution of the model.

To determine the flow of \( \Gamma_k \) as a function of \( k \) we employ the Wetterich equation \cite{64}

\[
\partial_k \Gamma_k = \frac{1}{2} \int_q \text{tr} \left[ \partial_k R_k (\Gamma_k^{(2)} + R_k)^{-1} \right],
\]

where the matrix \( \Gamma_k^{(2)} \) corresponds to the second functional derivative of \( \Gamma_k \),

\[
\Gamma_k^{(2)}(q, -q) = \frac{\delta^2 \Gamma_k[\phi]}{\delta \phi^\dagger(-q) \delta \phi(q)}. \tag{20}
\]

The Wetterich equation dictates the flow of \( \Gamma_k \) as a function of \( k \). It has a one-loop structure where \( G_k = (\Gamma_k^{(2)} + R_k)^{-1} \) is the propagator and \( \partial_k R_k \) is an insertion (see Figure 1). By choosing a regulator \( R_k \) and provided an initial condition \( \Gamma_\Lambda = S \), we can solve Equation (19) from \( k = \Lambda \) to \( k \to 0 \). We provide a short derivation of the Wetterich equation in Appendix A.

![Figure 1. Diagrammatic representation of the Wetterich Equation (19). The solid line represents the propagator \( G_k = (\Gamma_k^{(2)} + R_k)^{-1} \) and the square represents the insertion \( \partial_k R_k \).](image)

We illustrate the FRG flow in Figure 2. Note that Equation (19) is exact. Therefore, even though \( \Gamma_k \) has distinct flows for different regulator choices, in principle we should obtain the same physical effective action for \( k \to 0 \) (solid lines). However, this picture is only correct if we solve the FRG flow exactly. In most applications, \( \Gamma \) depends on an infinite number of couplings, and thus, we cannot solve the Wetterich equation exactly. In general, one proposes a truncated ansatz for \( \Gamma_k \) which enables us to obtain an approximate solution for the effective action (dashed lines). Nevertheless, the Wetterich equation is...
non-perturbative and even simple approximations can provide accurate results for several problems. For more details see Refs. [86,87].

\[
\Gamma_\Lambda = S \Gamma_0 = S \Gamma_0 \approx \Gamma_{\text{exact}} \approx \Gamma_{\text{approx.}}
\]

Figure 2. Illustration of the RG flow of \( \Gamma_k \) in parameter space [66]. The solid curves represent exact flows with different regulator choices. The dashed curves represent flows with a truncated ansatz.

In the following, we propose an ansatz for the effective action of a Bose–Bose mixture based on a derivative expansion (DE). Within a DE we expand \( \Gamma_k \) in terms of the fields and their derivatives, always respecting the symmetries of the underlying theory. We truncate the expansion to a small number of \( k \)-dependent terms, and so the Wetterich equation becomes a set of coupled differential equations for the \( k \)-dependent couplings. These equations can be then solved numerically using standard methods. The DE has proved to be a robust approximation to study the thermodynamics of quantum gases and can even provide reasonable estimates for critical exponents [88]. However, in order to provide accurate descriptions of few-body physics and critical phenomena we need to employ a more sophisticated approximation, such as a vertex expansion. For more details see Ref. [65,66].

4. The FRG for Bose–Bose Mixtures

To study a Bose–Bose mixture with the FRG we propose an ansatz based on a DE. In this work, we employ a generalisation of the ansatz used in Ref. [81] to imbalance mixtures

\[
\Gamma_k[\phi] = \int_x \left[ \sum_{a=A,B} \phi_a^\dagger(x) \left( S_a \partial \tau - \frac{Z_a}{2m_a} \nabla^2 - V_a \partial^2_\tau \right) \phi_a(x) + U(\rho_A(x), \rho_B(x)) \right],
\]

where \( \rho_a(x) = \phi_a^\dagger(x) \phi_a(x) \), and \( S_a, Z_a \) and \( V_a \) are \( k \)-dependent renormalisation factors which we consider as field-independent. Ansatz (21) of course builds upon the microscopic action (1), containing the leading terms in momenta and fields. The terms and couplings not present in the original action (1) capture the effect of fluctuations during the RG flow. In particular, note that we add quadratic-frequency terms \( V_a \partial^2_\tau \) which are not present in the microscopic theory. These are necessary to correctly describe the IR regime where the theory develops phonons with linear dispersion [68]. We truncate the \( k \)-dependent effective potential \( U \) up to fourth-order in the fields

\[
U(\rho_A(x), \rho_B(x)) = -P + \sum_a u_a (\rho_a(x) - \rho_{a,0}) + \sum_{a,b=A,B} \lambda_{ab}^0 (\rho_a(x) - \rho_{a,0})(\rho_b(x) - \rho_{b,0}),
\]

where the minima of the potential \( \rho_{a,0} = \langle \rho_a \rangle \) are the order parameters associated with each species. In addition to the renormalisation factors, the couplings \( P, u_a, \) and \( \lambda_{ab}^0 \), as well as \( \rho_{a,0} \), all depend on \( k \). Therefore, each \( k \)-dependent function has an associated flow equation. Note that \( \lambda_{AB} = \lambda_{BA} \).

The effective potential evaluated at the minima satisfies
\[ \frac{\partial U}{\partial \rho_a} \bigg|_{\rho_0} = 0, \tag{23} \]

for all \( k \) [see Equation (12)], where the subscript \( \rho_0 \) denotes that the expression is evaluated at \( \rho_a = \rho_{a,0} \) \((a = A, B)\). Therefore, when the \( U_d(1) \) symmetry is broken we have that \( \rho_{a,0} > 0 \) and \( u_a = 0 \), whereas when the symmetry is unbroken we have that \( \rho_{a,0} = 0 \) and \( u_a > 0 \). In a Bose–Bose gas the symmetry is always broken in the UV (see Section 4.4) with a flowing \( \rho_{a,0} > 0 \). However, at finite temperatures the flow can undergo a transition to a symmetric phase for \( k < k^* \) where \( u_a > 0 \) flows with \( k \). The physical state of the system is dictated by the phase at \( k = 0 \). Indeed, in a mixture gas we have that species \( a \) is condensed if \( \rho_{a,0} > 0 \) for \( k \to 0 \), whereas it is non-condensed otherwise (Note that in some problems the flows can undergo several transitions between symmetric and broken phases, such as in the pseudogap regime of Fermi gases [73]). However, in a Bose gas if the flow is in the symmetric phase it remains there down to \( k \to 0 \). In particular, the phase transition occurs when \( \rho_{a,0} \) flows to zero exactly at \( k = 0 \). We examine some RG flows in Section 4.5.

The order parameters \( \rho_{a,0} \) also correspond to the \( k \)-dependent condensate densities, giving their physical values for \( k \to 0 \). In addition, we can define the superfluid stiffness \( \rho_{a,s} = Z_a \rho_{a,0} \) from \( \rho_{a,s} v_s^2 / (2m_a) \) [4], where \( v_s = \nabla \theta_a \) is the superfluid velocity and \( \theta_a \) is the phase of the condensate \( \varphi = e^{i\theta_a} \). In two and three dimensions \( \rho_{a,s} \) corresponds to the superfluid density of species \( a \) [84], giving its physical value for \( k \to 0 \). In Bose gases we have that \( \rho_{a,s} > \rho_{a,0} \). In particular, in quasicondensates gases we have that for \( k \to 0 \) the system is superfluid \( \rho_{a,s} > 0 \), but the symmetry is unbroken \( \rho_{a,0} = 0 \) [89].

Another important ingredient in the model is the regulator choice. A commonly used choice for several problems is the optimised Litim regulator [90]. For Bose–Bose mixtures this regulator takes the form

\[ R_{k,a}^{\text{opt}}(q) = Z_a k^2 - \frac{q^2}{2m_a} \Theta(k^2 - q^2), \tag{24} \]

where \( \Theta \) is the Heaviside step-function (Note that \( R_{k,a} \) correspond to the diagonal elements in the regulator matrix \( R_k \). The off-diagonal elements are zero.). The optimised regulator enables us to perform the momentum integrals \( \int dq \) analytically before solving the flow equations, greatly easing the numerical calculations. Even though this regulator is independent of \( \omega_n \), and therefore it does not regulate the energies, it has proved successful in describing the thermodynamics of quantum gases [70]. For a complete review on optimised flows see Ref. [91]. Another commonly used choice is an exponential regulator

\[ R_{k,a}^{\text{exp}}(q) = Z_a \frac{q^2 / 2m_a}{\exp(q^2 / k^2) - 1}, \tag{25} \]

which has the benefit of having a smooth decay around \( k \) instead of a sharp cutoff. In this work we employ only the optimised regulator \( 24 \). For a detailed review on the dependence of the FRG flow on the regulator see Ref. [92].

Finally, it is important to stress that, naturally, the accuracy of the results depends on the level of truncation of the ansatz. As we show later in this work, the current truncation gives accurate results at low temperatures. However, the accuracy decreases slightly as the temperature increases. Such accuracy can be improved by considering higher-order couplings in the fields and momenta. An analysis of the truncation level for one-component Bose gases can be found in Ref. [68].

4.1. Thermodynamics

As previously discussed, the RG flow enables us to obtain the condensate and superfluid densities of the gas from \( \rho_{a,0} \) and \( Z_a \rho_{a,0} \). To extract the thermodynamics, we need to
examine the grand-canonical potential $\Omega_G$. From Equation (12), we have that the physical $(k = 0)$ effective potential $U$ evaluated at $\rho_a = \rho_{a,0}$ gives the density of $\Omega_G$, 

$$
U \bigg|_{\rho_{a,k=0}} = \frac{\Omega_G}{\mathcal{V}_d} ,
$$

which enables us to extract thermodynamic quantities from differentiating the effective potential. From Equations (5) and (22) it is easy to see that the value of $P$ for $k \to 0$ simply corresponds to the physical pressure.

To obtain the atom densities we can differentiate $U$ with respect to $\mu_a$. Alternatively, an elegant and convenient way to extract the densities is to consider that the couplings depend on the chemical potentials (see Ref. [68] for details). If we consider that only the momentum-independent couplings depend on $\mu_a$, we can expand them as

$$
P \to -P - \sum_{a=A,B} n_a (\tilde{\mu}_a - \mu_a) ,
$$

$$
\mu_a \to \mu_a - \sum_{b=A,B} n_{a,b}^{(1)} (\tilde{\mu}_b - \mu_b) ,
$$

$$
\lambda_{ab} \to \lambda_{ab} - \sum_{c=A,B} n_{a,b,c}^{(2)} (\tilde{\mu}_c - \mu_c) ,
$$

where $\tilde{\mu}_a$ is a $k$-independent shift to the physical chemical potential $\mu_a$. Note that the superscripts (1) and (2) indicate that the couplings correspond to the first and second order terms in the expansion of $\rho_{a,k}$, respectively. We can identify $n_a$ as the $k$-dependent atom density of species $a$,

$$
n_a = \frac{\partial U}{\partial \tilde{\mu}_a} \bigg|_{\rho_{0,a},\mu} ,
$$

where we have evaluated at $\rho_a = \rho_{a,0}$ and $\tilde{\mu}_a = \mu_a$ ($a = A, B$). The physical values of the densities are obtained from the values of $n_a$ for $k \to 0$. Note that the densities flow with $k$, whereas the chemical potentials are fixed physical inputs. This is consistent with the fact that we work in the grand-canonical ensemble. Similarly, we can define the $k$-dependent entropy-density from (Note that because the complete finite-temperature behaviour of the flowing functions is encoded into the Matsubara sums, we do not need to consider an expansion around the temperature as with the chemical potential.)

$$
s = \frac{\partial U}{\partial T} \bigg|_{\rho_{0,a},\mu} ,
$$

where the $T$–derivative is taken after performing the Matsubara sums.

As mentioned, the physical pressure is obtained from the value of $P$ for $k \to 0$. However, if we employ frequency-independent regulators the high energy modes of the zero-point function are not regulated, and so the Matsubara sums in the flow of the pressure do not converge properly [70]. To solve this issue we can set the renormalisation factors to their bare values in the UV [70]. Alternatively, we can calculate $P$ from the physical values of $n_a$ and $s$. From the Maxwell relations, the zero-temperature pressure can be obtained by integrating the zero-temperature densities

$$
P(\mu_a, T = 0) = \sum_a \int_0^{\mu_a} d\mu_a' n_a (\mu_a', T = 0) ,
$$

where we have used that the pressure in the vacuum is zero $P(\mu_a = 0, T = 0) = 0$. The finite-temperature pressure is then obtained from integrating the entropy density

$$
P(\mu_a, T) = P(\mu_a, T = 0) + \int_0^T dT' s(\mu_a, T') .
$$
By using the last two equations we can compute the pressure for any value of $\mu_a$ and $T$. The energy per particle can be then obtained from Equation (6).

4.2. Propagator

To solve the RG flow we need the $k$-dependent propagator $G_{ij} = (\Gamma_k^{(2)} + R_k)^{-1}$. When we deal with a $U(1)$ broken-symmetry it is convenient to introduce orthogonal real fields $\phi_{a,1}$ and $\phi_{a,2}$,

$$\phi_a(x) = \frac{1}{\sqrt{2}} (\phi_{a,1}(x) + i\phi_{a,2}(x)).$$

We fix the order parameters of both species at the same direction. Therefore, by imposing real background fields $\phi_x(x) = \sqrt{2}\rho_x$ and $\phi_a(x) = 0$, the inverse propagator takes the form

$$G_k^{-1}(q) = \begin{pmatrix} G_{k,A}^{-1}(q) & \Sigma_{k,AB} \\ \Sigma_{k,BA} & G_{k,B}^{-1}(q) \end{pmatrix},$$

where

$$G_{k,a}^{-1}(q) = \begin{pmatrix} E_{a,1}(q;\rho_A,\rho_B) + V_B\omega_n^2 & S_a\omega_n \\ -S_a\omega_n & E_{a,2}(q;\rho_A,\rho_B) + V_b\omega_n^2 \end{pmatrix},$$

$$\Sigma_{k,AB} = \Sigma_{k,BA} = \begin{pmatrix} 2\sqrt{\rho_A\rho_B}A & 0 \\ 0 & 0 \end{pmatrix},$$

and

$$E_{a,1}(q;\rho_A,\rho_B) = E_{a,2}(q;\rho_A,\rho_B) = 2\rho_a^2\frac{q^2}{2m_a} + \partial_\rho A U(\rho_A,\rho_B) + R_{ka}(q),$$

where under our truncation $U$ is defined in Equation (22). The propagator $G_k$ is obtained by inverting $G^{-1}$. This is then employed in the RG flow equations.

Here, we stress that because we fix both order parameters at the same direction, we do not take into account the difference between the phases of the two condensates. Therefore, we do not describe the superfluid drag within the current approximation.

4.3. Flow Equations

The flow equations are obtained from projecting the flowing functions by functional differentiation. The flow of the effective potential $U$, including its couplings, is simply dictated by the flow of $\Gamma_k$: $\partial_k U = \partial_k \Gamma_k$ [see Equation (21)]. Therefore, $\partial_k U$ is given by the one-loop Wetterich Equation (19), where for our model $G_k$ is given by the inverse of Equation (35) and $\partial_k R$ is obtained from differentiating our regulator choice (24). The flow equations for the couplings in the expansion of $U$ are obtained by differentiating $\partial_k U$,

$$\partial_k u_{a} - \lambda_{aa}\partial_\rho_{a,0} - \lambda_{AB}\partial_\rho_{b,0} = \frac{\partial}{\partial \rho_a}(\partial_k U)\Big|_{\rho_0,\mu},$$

$$\partial_k \lambda_{ab} = \frac{\partial^2}{\partial \rho_a \partial \rho_b}(\partial_k U)\Big|_{\rho_0,\mu},$$

$$\partial_k n_{a} - n_{a,0}^{(1)}(\partial_k \rho_{a,0} - n_{a,0}^{(1)}\partial_\rho \rho_{a,0} = -\frac{\partial}{\partial \rho_a}(\partial_k U)\Big|_{\rho_0,\mu},$$

$$\partial_k n_{a,b} - n_{a,b}^{(1)}\partial_\rho \rho_{a,0} - n_{a,b}^{(1)}\partial_\rho \rho_{b,0} = -\frac{\partial^2}{\partial \rho_a \partial \rho_b}(\partial_k U)\Big|_{\rho_0,\mu},$$

$$\partial_k n_{a,b,c} = -\frac{\partial^3}{\partial \rho_a \partial \rho_b \partial \rho_c}(\partial_k U)\Big|_{\rho_0,\mu},$$

$a \neq b$
where all the equations are evaluated at \( \rho_a = \rho_{a,0} \) and \( \tilde{\rho}_a = \mu_a \) \((a = A, B)\) after differentiating. We provide \( \partial_k U \) in Equation (A5). Note that Equation (40) dictates the flow of both \( u_a \) and \( \rho_{a,0} \), which at a first sight it might suggest that we need an additional equation. However, in the broken phase we allow \( \rho_{a,0} > 0 \) to flow while we simply set \( \partial_k u_a = u_a = 0 \). On the other hand, in the symmetric phase we allow \( u_a \) to flow while we set \( \partial_k \rho_{a,0} = \rho_{a,0} = 0 \).

The flows of the renormalisation factors are dictated by the flow of the two-point function \( \Gamma^{(2)} \). We have that [see Equation (35)]

\[
\begin{align*}
\partial_k S_a &= \frac{\partial}{\partial \nu_n} \left( \partial_k \Gamma^{(2)}_{a_1 a_2} \right) |_{\rho_0, \mu, p = 0}, \\
\partial_k Z_a &= 2m \frac{\partial}{\partial p^2} \left( \partial_k \Gamma^{(2)}_{a_0 a_2} \right) |_{\rho_0, \mu, p = 0}, \\
\partial_k V_a &= \frac{\partial}{\partial \nu_n^2} \left( \partial_k \Gamma^{(2)}_{a_2 a_2} \right) |_{\rho_0, \mu, p = 0},
\end{align*}
\]

where \( p = (\nu_n, \mathbf{p}) \) is an external momentum that is taken to zero after differentiating. The flow equation of \( \Gamma^{(2)} \) is illustrated by the diagrams in Figure 3. We discuss the expressions for \( \partial_k \Gamma^{(2)} \) in Equation (A7).

\[\text{Figure 3. Diagrams that contribute to the flow of the 2-point function } \Gamma^{(2)}_k. \text{ The internal lines correspond to propagators } G_k, \text{ while the black squares correspond to insertions of } \partial_k R_k.\]

### 4.4. Initial Conditions and Physical Inputs

The RG flow is started in the UV at a high scale \( k = \Lambda \). At this scale, we impose that \( \Gamma_\Lambda = S \) to obtain the MF-like initial conditions

\[
\begin{align*}
S_a(\Lambda) &= Z_a(\Lambda) = 1, \quad V_a(\Lambda) = 0, \\
n_a(\Lambda) &= \rho_{a,0}(\Lambda), \quad n_a^{(1)}(\Lambda) = \delta_{a,b}, \quad n_{a,b}^{(2)}(\Lambda) = 0.
\end{align*}
\]

In the Bose–Bose gas phase we have

\[
u_a(\Lambda) = 0, \quad \rho_{a,0}(\Lambda) = \frac{1}{1 - \Delta(\Lambda)} \left[ \frac{\mu_a}{\lambda_{aa}(\Lambda)} - \frac{\mu_b \lambda_{AB}(\Lambda)}{\lambda_{AA}(\Lambda) \lambda_{BB}(\Lambda)} \right], \quad a \neq b
\]

where \( \frac{\mu_A}{\mu_B} > \frac{\lambda_{AB}(\Lambda)}{\lambda_{BB}(\Lambda)} \) and \( \frac{\mu_B}{\mu_A} > \frac{\lambda_{AB}(\Lambda)}{\lambda_{AA}(\Lambda)} \), \( \mu_A, \mu_B > 0 \), and

\[
\Delta(\Lambda) = \frac{\lambda_{AB}^2(\Lambda)}{\lambda_{AA}(\Lambda) \lambda_{BB}(\Lambda)}.
\]

Note that we choose \( \Delta(\Lambda) < 1 \) to prevent phase-separation and collapse at the starting scale. In the Bose polaron phase [82]

\[
\begin{align*}
u_a(\Lambda) &= 0, \quad \rho_{a,0}(\Lambda) = \mu_a / \lambda_{aa}(\Lambda), \\
u_b(\Lambda) &= -\mu_b + \mu_a \frac{\lambda_{AB}(\Lambda)}{\lambda_{aa}(\Lambda)}, \quad \rho_{b,0}(\Lambda) = 0, \quad a \neq b
\end{align*}
\]
where $\mu_a > 0$ and $\frac{\mu_b}{\mu_a} < \frac{\lambda_{AB}(A)}{\lambda_{aa}(A)}$. Here we can set $\lambda_{bb} = 0$ to impose a single impurity (For the case of a single impurity the statistics is not important. Therefore, our approach is valid for both bosonic and fermionic impurities.). Note that in this phase we can set $\lambda_{AB} > \lambda_{aa}$, in contrast to the Bose–Bose phase. Finally, in the vacuum we have

$$u_a(A) = -\mu_a, \quad \rho_{a,0}(A) = 0,$$

(51)

where $\mu_A, \mu_B < 0$ are the single-atom energies. In the vacuum $n_a = 0$ for all $k$, as expected.

We stress that to study the Bose–Bose liquid phase [19,39], where $\lambda_{AB} < -\left(\lambda_{AA} \lambda_{BB}\right)^{1/2}$ and $\mu_A, \mu_B < 0$, we need a more sophisticated ansatz. Moreover, the MF-like initial conditions might not be appropriate to describe a liquid phase. Therefore, we leave the study of Bose–Bose liquids to future works.

The starting UV scale $\Lambda$ has to be chosen much larger than the physical many-body scales of the system where fluctuations do not play a role yet. Two of these scales correspond to the thermal scales $p_{a,T} = \sqrt{m_a T}$. The remaining two scales are set by the chemical potentials $\mu_A$ and $\mu_B$. In a balanced mixture ($m = m_A = m_B$, $\mu = \mu_A = \mu_B$, $g = g_{AA} = g_{BB}$), these are just the density and spin healing scales [31]

$$p_{h,\pm} = \left(4m\mu \frac{g \pm g_{AB}}{g + g_{AB}}\right)^{1/2},$$

(52)

whereas for the Bose polaron phase these are given by $p_{h,a} = \left(4m_a \mu_a g_{ab}\right)^{1/2}$ for $a = A, B$. For general expressions for imbalanced mixtures see Ref. [36]. Note that in the previous expressions $g_{ab}$ just correspond to the two-body $T$-matrices [68].

To connect the microscopic theory with physical scattering we need to renormalise the interaction couplings $\lambda_{ab}$ [68]. Because at high scales many-body effects are not important, the RG flows in the UV in both the vacuum (in vacuum $\rho_{a,0} = n_{a,0} = 0$ for all $k$ for both species.) and in-medium are indistinguishable. We use this property to generate initial conditions $\lambda_{ab}(A)$ from the known physics in vacuum. We illustrate this process in Figure 4.

![Figure 4. Illustration of the RG flow of $\Gamma_k$ in theory space in vacuum $T = \mu_a = 0$ (dashed line) and in-medium $\mu_a > 0$ (solid line). The flow is solved from the known vacuum solution $\Gamma_0^{(c)}$ at $k = 0$ up to $k = \Lambda$. The latter is used as the initial condition in-medium.](image)

In vacuum ($T = \mu_a = 0$) only the couplings $\lambda_{ab}$ flow with $k$, whereas all the other functions remain at their microscopic values (48). We impose that in vacuum the physical couplings $\lambda_{ab}$ correspond to the known two-body $T$-matrices [68]

$$\lambda_{ab}^{(c)}(k = 0) = T_{ab}^{2B}.$$

(53)

In three dimensions these have the known form

$$T_{ab}^{2B} = \frac{2\pi a_{ab}}{m_{ab}},$$

(54)
where \( m_{ab} = m_a m_b / (m_a + m_b) \) is the reduced mass between particles \( a \) and \( b \), and \( a_{ab} \) are the \( s \)-wave scattering lengths. Note that \( m_{aa} = m_a/2 \).

For frequency-independent regulators, we can perform the contour integrals analytically. We obtain that the flows of \( \lambda_{ab} \) in vacuum are dictated by

\[
\partial_k \lambda_{ab}^{(v)} = \frac{\lambda_{ab}^{(v)}}{4} \int \left[ \frac{\partial_k R_{ab}(q)}{(q^2/2m_a + R_{k,a}(q))^2} + \frac{\partial_k R_{k,b}(q)}{(q^2/2m_b + R_{k,b}(q))^2} \right],
\]

which can be solved in closed-form

\[
\frac{1}{\lambda_{ab}^{(v)}} \bigg|_{k=\Lambda} - \frac{1}{\lambda_{ab}^{(v)}} \bigg|_{k=0} = \frac{1}{2} \int \left[ \frac{1}{q^2/2m_a + R_{A,a}(q)} - \frac{1}{q^2/2m_a + R_{0,a}(q)} \right. \\
+ \left. \frac{1}{q^2/2m_b + R_{A,b}(q)} - \frac{1}{q^2/2m_b + R_{0,b}(q)} \right].
\]

By imposing (53) we can obtain \( \lambda_{ab}^{(v)}(\Lambda) \), which we use as their initial conditions in-medium. For the optimised cutoff (24) we obtain

\[
\lambda_{ab}^{opt}(\Lambda) = \left( \frac{m_{ab}}{2\pi a_{ab}} - \frac{2m_{ab}}{3\pi^2 \Lambda} \right)^{-1}.
\]

By using (48)–(50) and (57) the initial conditions of the RG flow are completely defined in terms of the physical inputs \( m_{ab}, \mu_a, a_{ab} \) and \( T \). Initial conditions in lower dimensions can be obtained by using the corresponding \( T \)-matrices.

For a positive scattering length \( a_{ab} > 0 \), we see that Equation (57) diverges at \( \Lambda^* = 3\pi/4a_{ab} \approx 2/a \), becoming negative for larger scales (The particular value of \( \Lambda^* \) is regulator-dependent.). In repulsive interactions where \( \lambda_{ab} \) must be positive, the scattering length \( a_{ab} > 0 \) sets a lower bound to the interaction range. Therefore, for the contact potential approximation to be valid, we must restrict the flow to distances larger than \( \sim a_{ab} \), hence we must choose \( \Lambda \lesssim a_{ab}^{-1} \), which also ensures weak interactions. Because the intra-species interactions are repulsive, these always set an upper limit to \( \Lambda \). Therefore, we must choose a starting scale that satisfies \( \Lambda \lesssim a_{ab}^{-1} \) (for \( a_{ab} > 0 \), but that is also much larger than the physical scales of the system. Note that, in contrast, the scattering length of attractive interactions does not set a lower bound to the interaction range, and thus attractive inter-species interactions do not restrict \( \Lambda \).

Finally, it is worth mentioning that an effective range \( r_{a,eff} \), as defined from the two-body \( T \)-matrix, can be included within the FRG by considering an additional term in the ansatz with the form \( Y_a \rho_a \nabla^2 \rho_a \). The effective range would appear in the initial condition for \( Y_a \) [68,83].

4.5. RG Flow Examples

To provide an example of how the couplings flow, in Figure 5, we show the flows of the condensate density \( \rho_0 \), the superfluid density \( \rho_s = Z\rho_0 \), and the atom density \( n \) for a balanced \( (m = m_A = m_B, \mu = \mu_A = \mu_B, a = a_{AA} = a_{BB}) \) repulsive mixture \( (a_{AB}/a > 0) \). Note that in a balanced mixture, we have \( n = n_A = n_B, \rho_0 = \rho_{A,0} = \rho_{B,0} \), and \( Z = Z_A = Z_B \). We show flows at zero temperature \( (T = 0) \), at a finite temperature below the superfluid critical temperature \( (T < T_c) \), and at a finite temperature in the normal phase \( (T > T_c) \). Solving one RG flow for a balanced mixture takes a few seconds for zero temperature in a modern laptop, whereas it takes as much as a few minutes for finite temperatures.
Figure 5. Example flows of $n$ (blue, solid), $\rho_0$ (orange, dashed), and $\rho_s = Z\rho_0$ (green, dotted) as a function of $k$ for a balanced mixture with a repulsive inter-species scattering length $a_{AB} = 0.5a$ and the same chemical potential $\mu a^2 = 0.1$. All the flows are normalised to the value of $n(k = 0)$ at $T = 0$. Panel (a) shows flows at zero temperature, panel (b) shows flows at a finite temperature $T < T_c$, and panel (c) shows flows at a finite temperature $T > T_c$, where $T_c$ is the critical temperature of the superfluid phase transition. The vertical lines correspond to the corresponding thermal scales $p_T = \sqrt{mT}$.

At the starting scale $k = \Lambda$ (the right of each panel), all the densities are equal. This comes directly from the initial conditions (see the previous subsection). As $k$ is lowered, the RG flow incorporates fluctuations into the flowing functions, and thus, the densities flow to different values. We extract the physical values of the densities for the chosen input parameters ($a$, $a_{AB}$, $\mu$ and $T$) from the values of the densities for $k \to 0$ (the left of each panel). Note that we do not solve the flow down to $k = 0$. Instead, one solves the flow only till the flows converge at a small scale $k$ smaller than the physical many-body scales. Also note that generally, one solves the flow in terms of the RG time $t = \ln(k/\Lambda)$ to better capture the coarse-graining at different scales.

At zero temperature both $\rho_s$ and $n$ have indistinguishable flows, and so $\rho_s = n$. This is consistent with the fact that in zero-temperature Bose gases all the bosons are superfluid. In contrast, the condensate density $\rho_0$ flows to a slightly smaller value, consistent with the known depletion of the condensate [7,8].

For $T < T_c$ we have that $n > \rho_s > \rho_c$ at $k \to 0$ due to the effect of thermal fluctuations. Indeed, around the thermal scale $p_T = \sqrt{mT}$ (vertical line) there is an important depletion of both the superfluid and the condensate. Nevertheless, both $\rho_s$ and $\rho_0$ flow to positive finite values for $k \to 0$, and so the gas is still condensed. In contrast, for $T > T_c$ both $\rho_s$ and $\rho_0$ flow to zero at a finite scale $k^*$ due to the stronger thermal fluctuations. As previously mentioned, from $k^*$ the coupling $u_0$ (not shown) starts to flow. Because $\rho_s = \rho_0 = 0$ for $k \to 0$, the gas is not condensed. On the other hand, the atom density $n_0$ still flows to a finite value, as expected.

Similar flows are obtained for other parameters. For detailed examples of the RG flows of the other couplings we refer to Refs. [68,81,82].

4.6. Limitations of the Ansatz and Outlook

The level of truncated used here [Equations (21) and (22)] is able to provide accurate results for Bose–Bose mixtures in two and three dimensions, particularly at low temperatures. However, it is important to briefly stress the limitations of the current truncation and how it can be improved in future works.
First, ansatz (21) is not able to correctly describe quasicondensates where kinetic terms of all orders in the fields become relevant in the IR \[89\]. This includes two-dimensional superfluids at finite temperatures and one-dimensional superfluids at zero temperature. This issue results in unstable flows where the superfluid density incorrectly decays for small $k$. Nevertheless, superfluid two-dimensional gases at finite temperatures can still be described because thermodynamic properties converge before these instabilities \[69\]. Moreover, the RG flow signals the BKT transition as quasi-fixed points \[76\]. On the other hand, in one dimension phase fluctuations have an even stronger effect, and thus, the RG flow becomes unstable before observables can be extracted \[89\]. Therefore, the current ansatz is only applicable to two- and three-dimensional gases.

As previously mentioned, for Bose–Bose gases, another missing effect in the ansatz is that of the superfluid or spin drag \[20, 21\]. This corresponds to the interaction between the phases of the two condensates. The effect of the superfluid drag increases as the temperature increases, having an important impact on the phase transition in two dimension \[93\]. Therefore, the current ansatz has a limited application for finite-temperature two-dimensional Bose–Bose gases.

Finally, even though the current ansatz can describe attractive inter-species interactions for arbitrary scattering lengths, we can only expect it to give a good description for weak interactions. For stronger attractive interactions, the account of bound states becomes important. A commonly used approach to deal with strong attractive interactions is to introduce pairing fields via a Hubbard–Stratonovich transformation. Such approach is the standard way to describe the BCS-BEC crossover with the FRG \[71, 72\], and we recently used it to describe strongly-interacting attractive Bose polarons \[82\]. The description of Bose–Bose mixtures with strong attractive inter-species interactions, particularly the Bose–Bose liquid regime, is left to future work.

5. Balanced Bose–Bose Gases

We first examine the application of our formalism to balanced ($m = m_A = m_B, \mu = \mu_A = \mu_B, a = a_{AA} = a_{BB}$) three-dimensional Bose–Bose mixtures. In a balanced mixture the couplings associated with the different species are equal ($S_A = S_B, Z_A = Z_B$, etc), greatly reducing the number of flow equations. Moreover, the flow equations have a much simpler form. Therefore, the numerical calculations for balanced gases are much less demanding.

In Figure 6 we show the energy per particle and chemical potential as a function of the gas parameter $na^3$, where $n$ is the atom density of one species, for a few choices of inter-species scattering lengths. We compare our results with the perturbative solutions for balanced mixtures \[17\]

\[
\frac{E}{N} = \frac{2\pi n}{m} (a + a_{AB}) + \frac{128\sqrt{\pi}}{15} \frac{n^{3/2} a^{5/2}}{m} f(a_{AB}/a),
\]

\[
\mu = \frac{4\pi n}{m} (a + a_{AB}) + \frac{64\sqrt{2\pi}}{3} \frac{n^{3/2} a^{5/2}}{m} f(a_{AB}/a),
\]

where $f(x) = (1 + x)^{5/2} + (1 - x)^{5/2}$. The first terms on the right-hand-sides (RHS) correspond to the MF solutions, whereas the second terms to the LHY corrections. Note that we scale our results in terms of the critical temperature of an ideal Bose gas

\[
T_{c0} = \frac{2\pi}{m} \left( n/\zeta(3/2) \right)^{2/3}.
\]

We obtain an excellent agreement with the LHY corrections, which are known to correctly describe three-dimensional mixtures at zero temperature for the employed gas parameters. We find that the FRG works well for both repulsive and attractive inter-species interactions. Indeed, we have found that we obtain similar agreements for other choices of $|a_{AB}/a| < 1$. Note that the case $a_{AB} = 0$ simply reduces the problem to two independent
one-component Bose gases. For analogous comparisons for two-dimensional repulsive mixtures see Ref. [81].

![Figure 6](image_url)

Figure 6. Energy per particle $E/N$ (a) and chemical potential $\mu$ (b) at zero temperature for a balanced mixture as a function of the gas parameter $na^3$, where $n = n_A = n_B$ is the density of one species. The blue lines correspond to results for $a_{AB} = 0.5a$, the orange lines to results for $a_{AB} = 0$, and the green lines to results for $a_{AB} = -0.5a$. The thin dotted lines correspond to the MF solutions (58) and (59), the thin dashed lines include the LHY corrections (58) and (59), and the solid lines correspond to FRG calculations.

As explained previously, we can explore the finite-temperature regime by employing Matsubara sums. In Figure 7 we show the energy per particle, pressure and entropy at finite temperatures for two chosen gas parameters up to the superfluid phase transition. To benchmark our calculations, we compare with MC simulations for the one-component gas from Ref. [11]. Note that $S/N$ is dimensionless because we use $k_B = 1$.

First, in the one-component gas limit ($a_{AB} = 0$), at low temperatures ($T/T_c \lesssim 0.75$) there is an excellent agreement between the FRG calculations and MC simulations, whereas we obtain small deviations near the superfluid phase transition. This is due to the simple ansatz used in this work. Our results can be improved by employing an ansatz that includes higher-order couplings and better regulator choices [68,70,77].

For finite choices of $a_{AB}$, we obtain that both the energy per particle and the pressure roughly maintain their effect from zero-temperature, with an almost constant displacement with respect to the case of $a_{AB} = 0$ for different temperatures. Nevertheless, these results are in reasonable agreement with what has been found with perturbative calculations [30]. On the other hand, the entropy is not much affected by the inter-species interaction, with only minor differences between the different curves. This behaviour agrees with what has been obtained by other works [30].

Overall, the FRG can provide a good description of three-dimensional mixtures at finite temperatures, including the region around the phase transition. From the shown results, additional thermodynamic properties, such as compressibilities and sound velocities, can be easily extracted by using thermodynamic identities. Such complete examination of the thermodynamics of Bose–Bose mixtures is left for future work. Furthermore, even though here we have examined the thermodynamics for $T < T_c$, the normal phase is equally easy to access with the FRG. This will be examined in the future.
Figure 7. Energy per particle $E/N$ (a,b), pressure over total density $P/n_T$ (c,d), and entropy per particle $S/N$ (e,f) for a balanced mixture as a function of the temperature for gas parameters $n a^3 = 10^{-4}$ (left panels) and $n a^3 = 10^{-6}$ (right panels), where $n = n_A = n_B$ is the density of one species and $n_T = n_A + n_B$. The blue lines correspond to results for $a_{AB} = 0.5a$, the orange lines to results for $a_{AB} = 0.0$, and the green lines to results for $a_{AB} = -0.5a$. The solid lines correspond to FRG calculations, while the squares are MC simulations for a one-component gas $a_{AB} = 0$ from Ref. [11].

6. Repulsive Bose Polarons

We now turn our attention to the limiting case of infinite population imbalance, where one species has a macroscopic finite density $n_B = n > 0$, whereas the other species forms a gas of impurities with infinitesimal density $n_I = 0$. As explained in Section 4.4, this corresponds to the Bose polaron problem. In the following, we refer to the bosons in the Bose bath with the subscript $B$ and to the impurity with the subscript $I$. Moreover, here we focus only on the repulsive branch of the Bose polaron, where the boson-impurity interaction is repulsive and $a_{BI} > 0$.

One of the most relevant properties of a polaron is its energy. This corresponds to the energy needed to add an impurity to the Bose bath. In our model, this energy corresponds to the impurity chemical potential $\mu_I$ [see Equation (1)]. However, $\mu_I$ is the physical ground-state energy only if it is the pole of the impurity propagator or, equivalently, the spectral function $\left[94\right]$. In our formalism, the condition $G^{-1}(0)k_{0,I} = 0$ [Equation (35)] means that for $k \to 0$ the coupling $u_I$ must vanish (Note that for Bose polarons $\rho_{0,I} = 0$, so $u_I$ flows instead.). Therefore, to find the physical polaron energy $E_I = \mu_I$, we must find the choice
of $\mu_I$ that gives a vanishing $u_I$ for a chosen set of parameters ($a_{BB}, a_{BI}, \mu_B$ and $T$), which can be done self-consistently. For a more detailed discussion we refer to Ref. [82].

We show polaron energies at zero temperature for different impurity masses (Bose polarons with equal masses $m_B = m_I$ have been achieved experimentally with $^{39}$K impurities in a gas of $^{23}$Na atoms [45]. The mass imbalance $m_I = m_B/2.2$ has been achieved with $^{40}$K impurities in a gas of $^{87}$Rb atoms [46], whereas $m_I = 1.7m_B$ has been achieved with $^{40}$K impurities in a gas of $^{23}$Na atoms [47]. The imbalance $m_I = m_B/1.4$ and $m_I = 3.8m_B$ could be achieved in the future with $^{23}$Na and $^{87}$Rb atoms.) and fixed gas parameter in Figure 8. We compare with MC simulations for $m_I = m_B$ from Ref. [48] and with the perturbative solution [51]

$$E_I = \frac{2\pi a_{BI} n}{m_R} \left[ 1 + \frac{24}{3\sqrt{\pi}} \frac{m_R}{m_I} \sqrt{n a_{BB}^3 a_{BI}^2} I(\gamma) \right],$$

where $n = n_B$ is the density of the Bose bath, $\gamma = m_B/m_I$, and

$$I(\gamma) = \frac{1 + \gamma}{\gamma} \int_0^\infty dk \left[ 1 - \frac{(1 + \gamma)k^2}{\sqrt{1 + k^2(\sqrt{1 + k^2} + \gamma k)}} \right].$$

![Figure 8. Polaron energy $E_I$ at zero temperature as a function of $(n^{1/3}a_{BI})^{-1}$ for $na_{BB}^3 = 10^{-5}$, where $n$ is the density of the bath. The different colours correspond to energies of impurities with different masses. The thin dotted lines correspond to the MF solution (61), the thin dashed lines include the first perturbative correction (61), the solid lines correspond to FRG calculations, and the circles correspond to MC simulations for $m_I = m_B$ from Ref. [48].](image)

Note that for equal masses $m_B = m_I$, this takes the value $I(1) = 8/3$. The first term on the RHS of Equation (61) is the MF solution, whereas the second term is a LHY-type correction.

As reported previously in Ref. [82] for equal masses, the FRG calculations give a good agreement with the perturbative corrections and the MC simulations. In contrast, there are some deviations between the FRG and the perturbative results for heavier impurities $m_I > m_B$. Results for repulsive two-dimensional Bose polarons [82] suggest that the FRG performs better than perturbative solutions at the current truncation level. However, it is still difficult to give a conclusive conclusion without having simulations to compare with. Therefore, it is necessary to perform FRG calculations with additional higher-order couplings to check the convergence of our results.

In Figure 9, we now show polaron energies at finite temperatures for $m_B = m_I$. We observe that the energy decreases as the temperature increases, consistent with the trend predicted by recent MC simulations for similar gas parameters [62]. Therefore, the FRG seems to give, at least, a good qualitative description of finite-temperature polarons.

It is important to note that we present fewer results with increasing temperature. As discussed in Section 4.4, the starting scale $\Lambda$ must be chosen much larger than the many-body scales associated to $\mu_B$ and $T$, but also it must satisfy $\Lambda \lesssim \min(a_{BB}^{-1}, a_{BI}^{-1})$. In
the regime studied in Figures 8 and 9 we have that $a_{BI} \gg a_{BB}$. Therefore, $\Lambda$ is restricted in the UV by $a_{BI}$ only. At zero temperature, the many-body restriction set by $\mu_B$ means that we can only explore $(n^{1/3} a_{BI})^{-1} \gtrsim 5$. However, finite temperatures increasingly restrict $\Lambda$ to higher values, decreasing the region of $a_{BI}$ accessible. Therefore, with our current FRG formulation we can study relatively strong boson-impurity interactions at low temperatures only.

Despite the mentioned shortcoming, the obtained results for finite temperatures makes the FRG a promising tool to study attractive Bose polarons at finite temperatures. As discussed in Section 4.4, in attractive interactions the scattering length does not set an upper bound to $\Lambda$. Therefore, by extending the pairing-fields approach for attractive Bose polarons employed in our previous work \[82\] to finite temperatures, we could study resonant Bose polarons for a wide range of temperatures.

**Figure 9.** Polaron energy $E_I$ obtained from the FRG as a function of $(n^{1/3} a_{BI})^{-1}$ for $m_B = m_I$ and gas parameter $n a_{BB}^3 = 10^{-5}$, where $n$ is the density of the bath. The different curves correspond to calculations at different temperatures $T$.

7. Conclusions

In this work, we give a detailed presentation of the FRG framework for weakly-interacting Bose–Bose mixtures by generalising previous works on balanced repulsive mixtures and Bose polarons. We apply this approach to study three-dimensional mixtures with both attractive and repulsive inter-species interactions, and also to study repulsive Bose polarons.

We find that the FRG gives a good description of three-dimensional mixtures at zero and finite temperatures in the cases studied. At finite temperatures, we expect deviations from exact calculations, which is expected from the simple ansatz employed in this work. Nevertheless, even with the current ansatz, we expect that the FRG gives a better description than perturbative approaches for mixtures around the superfluid phase transition. Similarly, we find that the FRG gives a good description of repulsive Bose polarons at finite temperatures.

Having demonstrated that the FRG is capable of describing Bose–Bose mixtures, we devise several extensions of the current work that could study novel physics in quantum mixtures. The most straightforward extension is to study imbalanced Bose–Bose gases at zero and finite temperatures in both two and three dimensions. Even though the flow equations become much more complicated than with balanced mixtures, these should still be manageable for personal computers. Aside from the thermodynamics, it would be particularly interesting to study the phase-separation condition. Recent perturbative calculations have predicted that the phase separation depends strongly on the mass imbalance, and have also predicted novel mixed-bubble phases \[95\]. Such physics could be studied with the current FRG formalism by examining the behaviour of the healing scales, which could provide a more robust picture than that from perturbative calculations.
of the phase-separation condition at finite temperatures is also of interest, as it has been predicted that the temperature plays an important role [35].

Future studies should also consider better truncations with higher-order couplings. Standard higher-order couplings in the fields and momenta could be included to improve the accuracy of the presented results around the phase transition temperature. However, maybe more relevant is the inclusion of couplings that couple the phases of the two condensates in order to incorporate the effect of the superfluid drag. This could enable the FRG to accurately describe the superfluid phase transition in both two and three dimensions. In addition, in the case of polarons, it is relevant to include couplings that describe the feedback of the impurity onto the bath. This is particularly important to study heavy impurities.

The study of strongly-attractive Bose–Bose mixtures is of particular interest. The equation of state of Bose–Bose liquids, the onset of dimerisation and clustering, and the role of multi-body correlations are still open questions. The success of the FRG in the study of several resonant quantum gases makes it a promising tool to study these phenomena. In principle, strongly-attractive Bose–Bose mixtures could be studied with the FRG by simply proposing an ansatz with pairing fields as with Fermi gases [71]. However, the presence of the liquid phase could require more sophisticated ansätze and initial conditions.

A more straightforward related extension is the study of resonant attractive Bose polarons at finite temperatures. This can be done by simply employing Matsubara sums over the approach presented in Ref. [82]. Several works have studied finite-temperature Bose polarons in the past few years with different approaches, sometimes leading to contradicting results. Therefore, FRG studies could help to provide a more definite answer. Moreover, it could be particularly interesting to study two-dimensional Bose polarons at finite temperatures in order to examine the impact of the BKT transition on the impurity.

In addition to homogeneous gases, the FRG has proved successful in studying lattice systems. In particular, it can give an accurate description of the quantum phases of the Bose-Hubbard model [79,80], competing with MC simulations but with a much lower computational cost. The ansatz presented in this work can be extended to work on lattices by employing the lattice formulation of the FRG [96]. Such extension could provide robust descriptions of Bose–Bose mixtures and Bose polarons in optical lattices in two and three dimensions.

Finally, other related extensions include the study of coherently-coupled condensates [97,98], higher multi-component Bose gases, such as SU(N) Bose gases [99], bipolarons [100], and impurities in superfluid Fermi gases [101,102]. Such systems can be studied with similar techniques to those used in this work.
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The following abbreviations are used in this manuscript:

BEC Bose–Einstein condensation
BCS Bardeen–Cooper–Schrieffer
MC Monte Carlo
FRG functional renormalisation group
RG renormalisation group
MF mean-field
LHY Lee-Huang-Yang
IR infrared
UV ultraviolet
DE derivative expansion
RHS right-hand-side
BKT Berezinskii–Kosterlitz–Thouless

Appendix A. The Wetterich Equation
Here we present a short sketch for the derivation of the Wetterich Equation (19) for purely bosonic fields. For a more detailed derivation see Ref. [65].

First, we differentiate Equation (17) with respect to $k$,

$$
\partial_k W_k[J] e^{W_k[J]} = -\frac{1}{2} \int D\phi \left( \phi^\dagger \partial_k R_k \phi \right) e^{-S_k[\phi] + \int_k J \phi}
$$

$$
= -\frac{1}{2} \int_q \left( \delta_J \partial_k R_k \delta_J \right) e^{W_k[J]}
$$

$$
= -\frac{1}{2} \int_q \left( \phi^\dagger \partial_k R_k \phi + \text{tr} [\partial_k R_k \delta_J] \right) e^{W_k[J]}, \quad (A1)
$$

where $W_k = \ln Z$ and $\phi$ are the classical fields as defined in Equation (10). Note that we have used Equation (15) in the first line. To continue we need an expression for both $\partial_k W_k$ and $\delta_J \phi$. By differentiating Equation (18) with respect to $k$ we obtain

$$
\partial_k W_k = -\partial_k \Gamma_k[\phi] - \partial_k \Delta S_k[\phi] = -\partial_k \Gamma_k[\phi] - \frac{1}{2} \phi^\dagger \partial_k R_k \phi, \quad (A2)
$$

whereas by taking two functional derivatives to Equation (18) with respect to $\phi$ we obtain

$$
\frac{\delta J}{\delta \phi} = \frac{\delta^2 \Gamma_k[\phi]}{\delta \phi^\dagger \delta \phi} + R_k = \Gamma_k^{(2)} + R_k, \quad (A3)
$$

where we have once again used Equation (15) in both equations. By using the last two equations in (A1) we obtain the Wetterich Equation (19),

$$
\partial_k \Gamma_k = \frac{1}{2} \int_q \text{tr} \left[ \partial_k R_k (\Gamma_k^{(2)} + R_k)^{-1} \right]. \quad (A4)
$$

Note that we have inverted Equation (A3). Here we stress that for fermionic fields we need to consider Grassmann fields that anticommute. See Refs. [65,66] for more details.

Appendix B. Driving Terms
The flow equation of the effective potential is simply obtained from Equation (19). For the current truncation it reads
\[
\frac{\partial_t U}{U} = \frac{1}{2} \int_q \left[ \left( E_{A,2}(q) + V_A \omega_n^2 \right) \left( E_{B,1}(q) + V_B \omega_n^2 \right) \left( E_{B,2}(q) + V_B \omega_n^2 \right) \right. \\
+ \left( E_{B,2}(q) + V_B \omega_n^2 \right) \left[ \left( E_{A,1}(q) + V_A \omega_n^2 \right) \left( E_{B,1}(q) + V_B \omega_n^2 \right) - 4 \rho_A \rho_B \lambda_{AB}^2 \right] \\
+ \left. S_B^2 \omega_n^2 \left( E_{A,1}(q) + E_{A,2}(q) + 2V_A \omega_n^2 \right) \right] \times \frac{\partial_k R_{k,a}(q)}{\text{det}_{AB}(q)} + (A \leftrightarrow B), \quad (A5)
\]

where

\[
\text{det}_{AB}(q) = \text{det}_{BA}(q) = \left[ S_B^2 \omega_n^2 + \left( E_{A,2}(q) + V_A \omega_n^2 \right) \left( E_{A,2}(q) + V_A \omega_n^2 \right) \right] \\
\times \left[ S_B^2 \omega_n^2 + \left( E_{B,2}(q) + V_B \omega_n^2 \right) \left( E_{B,2}(q) + V_B \omega_n^2 \right) \right] \\
- 4 \rho_A \rho_B \left( E_{A,2}(q) + V_A \omega_n^2 \right) \left( E_{B,2}(q) + V_B \omega_n^2 \right) \lambda_{AB}^2, \quad (A6)
\]

and \( E_{a,i} (a = A, B, i = 1, 2) \) are defined in Equations (38) and (39). Note that these functions still depend on \( \rho_a \). We stress that the momentum-integral is defined as in Equation (8).

The driving terms of Equations (40)–(44), that is, their RHS’s, are simply obtained by differentiating \((A5)\) with respect to \( \rho_a \) and \( \beta_a \) and then evaluating at \( \rho_a = \rho_{a,0} \) and \( \beta_a = \mu_a \) for \( a = A, B \).

The driving terms for the two-point functions are dictated by the diagrams in Figure 3. These are given by

\[
\partial_k \Gamma_{a,b}^{(2)} = \int_q \text{tr} \left[ \partial_k R_{k}(q) G_k(q) \Gamma_{b}^{(3)}(-q, p, q + p) G_k(q + p) \Gamma_{a}^{(3)}(-q - p, p, q) G_k(q) \right. \\
\left. - \frac{1}{2} \partial_k R_{k}(q) G_k(q) \Gamma_{b}^{(4)}(-q, q, p, -p) G_k(q + p) \right],
\]

where in our current truncation the three-point vertices are given by

\[
\Gamma_{a1}^{(3)} = \begin{pmatrix}
(3 / 2 \rho_a)^{1/2} \lambda_{aa} & 0 & (2 / 2 \rho_a)^{1/2} \lambda_{AB} & 0 \\
0 & (2 / 2 \rho_a)^{1/2} \lambda_{aa} & 0 & (2 / 2 \rho_a)^{1/2} \lambda_{AB} \\
0 & 0 & (2 / 2 \rho_a)^{1/2} \lambda_{AB} & 0 \\
0 & 0 & 0 & (2 / 2 \rho_a)^{1/2} \lambda_{AB}
\end{pmatrix}, \quad a \neq b \quad (A7)
\]

\[
\Gamma_{a2}^{(3)} = \begin{pmatrix}
0 & (2 / 2 \rho_a)^{1/2} \lambda_{aa} & 0 & 0 \\
0 & 0 & (2 / 2 \rho_a)^{1/2} \lambda_{AB} & 0 \\
0 & 0 & 0 & (2 / 2 \rho_a)^{1/2} \lambda_{AB} \\
0 & 0 & 0 & 0
\end{pmatrix}, \quad a \neq b \quad (A8)
\]

Within the truncation employed in this work all vertices are momentum-independent, and thus, the second diagram in Figure 3 (the term in the second line of Equation (A7)) does not depend on the external momentum \( p \). Therefore, this term does not contribute to the flows of \( S_a, Z_a, \) and \( V_a \), and so we do not need the four-point functions. Nevertheless, we refer to Refs. [65,66] for more discussion on the hierarchy of the FRG flow equations.

To generate the driving terms for this or other FRG studies it is convenient to employ a symbolic programming language. In particular, we refer the reader to the DoFUn package [103], which automatically generates FRG flow equations for a given ansatz. Alternatively, the reader can employ standard packages for functional differentiation.
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