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Abstract

Domain generalization aims at training machine learning models to perform robustly across different and unseen domains. Several recent methods use multiple datasets to train models to extract domain-invariant features, hoping to generalize to unseen domains. Instead, first we explicitly train domain-dependent representations by using ad-hoc batch normalization layers to collect independent domain’s statistics. Then, we propose to use these statistics to map domains in a shared latent space, where membership to a domain can be measured by means of a distance function. At test time, we project samples from an unknown domain into the same space and infer properties of their domain as a linear combination of the known ones. We apply the same mapping strategy at training and test time, learning both a latent representation and a powerful but lightweight ensemble model. We show a significant increase in classification accuracy over current state-of-the-art techniques on popular domain generalization benchmarks: PACS, Office-31 and Office-Caltech.

1. Introduction

Machine learning models trained on a certain data distribution often fail to generalize to samples from different distributions. This phenomenon is commonly referred to in literature as domain shift between training and testing data [48, 34], and is one of the biggest limitations of data driven algorithms. Assuming the availability of few annotated samples from the test domain, the problem can be mitigated by fine-tuning the model with explicit supervision [53] or with domain adaptation techniques [51]. Unfortunately, this assumption does not always hold in practice as it is often unfeasible in real scenarios to collect samples for any possible environment.

Domain generalization refers to algorithms to solve the domain shift problem by learning models robust to unseen domains. Several works leverage different domains at training time to learn a domain-invariant feature extractor [42, 14, 23, 41, 28]. Other works focus on optimizing the model parameters to obtain consistent performance across domains via ad-hoc training policies [49, 46, 50, 27], while a different line of work requires modifications to the model architecture to achieve domain invariance [21, 25, 10, 36].

While these methods try to extract domain-invariant features, we go in the opposite direction and explicitly leverage domain-specific representations by collecting domain-dependent batch normalization (BN) statistics for each of the domains available at training time. By doing so, we train a lightweight ensemble of domain-specific models sharing all parameters except for BN statistics. Peculiarly to our proposal, we use the accumulated statistics to map each domain as a point in a latent space of domains. We will re-

Figure 1: Visualization of our method on the PACS dataset when the domains Art Painting, Photo and Cartoon are available at training time. We propose to use batch normalization layers to implicitly learn a domain space onto which map both known (training) and unknown (testing) domains. At test time, we project each target sample independently in the domain space and locate it with respect to the known domains using the corresponding distances $D_{a,t}$, $D_{p,t}$, and $D_{c,t}$. Properties of the unknown domain are revealed by the location of the unseen sample. We leverage these hints to improve classification of each test sample by means of a linear combination of domain specific classifiers, weighted by the inverse of the distances.
fer to this mapping as the Batch Normalization Embedding (BNE) of a domain. Fig. 1 sketches a visualization of such space for the case of three domains available at training time (e.g. Photo, Art Painting and Cartoon). At convergence, each training domain is mapped to a single point in the domain space. Then, at test time unseen samples from unknown domains can be mapped to the same space by means of their instance normalization statistics. By measuring the distances between the instance normalization statistics of the test sample (black dot) and the accumulated population statistics of each domain (colored dots), we can infer properties of the unknown test domain. Specifically, we leverage the reciprocal of such distances at test time to weigh the domain-specific predictions of our lightweight ensemble and accurately classify an unseen sample from an unknown domain. The same combination of domain-specific models can be used at training time on samples from the known domains to force the ensemble to learn a meaningful latent space and logits that can be linearly combined according to the proposed weighting strategy.

To sum up the contributions of our work: (i) we propose to accumulate domain-specific batch normalization statistics accumulated on convolutional layers to map image samples into a latent space where membership to a domain can be measured according to a distance from domain BNEs; (ii) we propose to use this concept to learn a lightweight ensemble model that shares all parameters except the normalization statistics and can generalize better to unseen domains; (iii) compared to previous work, we do not discard domain-specific attributes but exploit them to learn a domain latent space and map unknown domains with respect to known ones; (iv) our method can be applied to any modern Convolutional Neural Network (CNN) that relies on batch normalization layers, and scales gracefully to the number of domains available at training time.

2. Related Work

Domain Generalization. Most domain generalization works attempt to expose the model to domain shift at training time to generalize to unseen domains. Invariance can be encouraged at multiple levels:

- **Feature-level**, denotes methods deriving domain-invariant features by minimizing a discrepancy between multiple training domains. Ghifary et al. [14] brought domain generalization to the attention of the deep learning community by training multi-task autoencoders to transform images from one source domain into different ones, thereby learning invariant features. Analogously, Li et al. [28] extended adversarial autoencoders by minimizing the Maximum Mean Discrepancy measure to align the distributions of the source domains to an arbitrary prior distribution via adversarial feature learning. Conditional Invariant Adversarial Networks [30] have been proposed to learn domain-invariant representations, whereas Deep Separation Networks [4] extract image representations partitioned into two sub-spaces: one unique to each domain and one shared. Differently, Motiian et al. [41] propose to learn a discriminative embedding subspace via a Siamese architecture [23]. Episodic training [27] was proposed to train a generic model while exposing it to domain shift. In each episode, a feature extractor is trained with a badly tuned classifier (or vice-versa) to obtain robust features. Recently, [40] proposed a method to simultaneously discover latent domains by clustering featuring together and minimizing feature discrepancy between them. For all these methods, the limited variety of domains to which the model can be exposed at training time can limit the magnitude of the shift to which the model learns invariance.

- **Data-level**, denotes methods attempting to reduce the training set domain bias by augmenting the cardinality and variety of the samples. Data augmentation methods based on domain-guided perturbations of input samples [46] or on adversarial examples [50] have been proposed with the purpose of training a model to be robust to distribution shift. Domain randomization was adopted [49, 33] to solve the analogous problem of transferring a model from synthetic to real data by extending synthetic data with random renderings. By performing data augmentation those methods force the feature extractor to learn domain-invariant features, while we argue that discarding domain-specific information might be detrimental for performance.

- **Model-based**, denotes methods relying on ad-hoc architectures to tackle the domain generalization problem. [25] introduced a low-rank parameterized CNN model, a dynamically parameterized neural network that generalizes the shallow binary undo bias method [21]. Similarly, a structured low-rank constraint is exploited to align multiple domain-specific networks and a domain-invariant one in [10]. Mancini et al. [36] train multiple domain-specific classifiers and estimate the probabilities that a target sample belongs to each source domain to fuse the classifiers’ predictions. A recent work [6] proposes an alternative approach to tackle domain generalization by teaching a model to simultaneously solve jigsaw puzzles and perform well on a task of interest. Most of these methods require changes to state-of-the-art architectures, resulting in an increased number of parameters or complexity of the network.

- **Meta-learning**, denotes methods relying on special training policies to train models robust to domain shift. [26] extend to domain generalization the widely used model agnostic meta learning framework [13]. [2] propose a novel regularization function in a meta-learning framework to make the model trained on one domain perform well on another domain. [19] propose a training heuristic that iteratively discards the dominant features activated on the training data, challenging the model to learn more robust rep-
representations. A gradient-based meta-train procedure was introduced by [11] to expose the optimization to domain shift while regularizing the semantic structure of the feature space. These methods simulate unseen domains by splitting the training data in a meta-training set and meta-test set, therefore are inherently bounded by the variety of the samples available at training time.

**Batch Normalization for distribution alignment.** The use of separate batch normalization statistics to align a training distribution to a test one has been firstly introduced for domain adaptation [7, 8, 31]. The same domain-dependent batchnorm layer has been adapted to the multi-domain scenario [39, 37] and exploited in a graph-based method [38] that leverages domain meta-data to better align unknown domains to the known ones. All these works, however, require some representation of the target domain to perform the alignment during training, using either samples or metadata describing the target domain. Our approach instead does not rely on any external source of information regarding the target domain. Domain-specific normalization layers have only recently been proposed for domain generalization in [45], where a cluster of networks is trained to learn an optimal mixture of instance and batch normalization.

### 3. Method

The core idea of our method is to exploit domain-specific batch normalization statistics to map known and unknown domains in a shared latent space, where domain membership of samples can be measured according to their distance from the domain embeddings of the known domains.

#### 3.1. Problem Formulation

Let \( \mathcal{X} \) and \( \mathcal{Y} \) denote the input (e.g., images) and the output (e.g., object categories) spaces of a model. Let \( \mathcal{D} = \{d_i\}_{i=1}^{K} \) denote the set of the \( K \) source domains available at training time. Each domain \( d_i \) can be described by an unknown conditional probability distribution \( p_{x,d_i} = p(y|x,i) \) over the space \( \mathcal{X} \times \mathcal{Y} \). The aim of a machine learning model is to learn the probability distribution \( p_{y} = p(y|x) \) of the training set [5] by training models to learn a mapping \( \mathcal{X} \to \mathcal{Y} \). We propose to use a lightweight ensemble of models to learn a mapping \( (\mathcal{X}, \mathcal{D}) \to \mathcal{Y} \) that leverages the domain label to model a set of conditional distributions \( \{p_{y,d_i}\}_{i=1}^{K} \), each conditioned on the domain membership. Let \( t \) be a generic target domain available only at testing time and following the unknown probability distribution \( p_{x,t} \) over the same space. Since it is not possible to learn the target distribution \( p_{y,t} \) during training, the goal of our method is to accurately estimate it as a mixture (i.e., linear combination) of the learned source distributions \( p_{y,d_i} \).

For each source domain \( d \in \mathcal{D} \), a training set \( S_d = \{(x_{1},y_{1}),\ldots,(x_{n_d},y_{n_d})\} \) containing \( n_d \) labelled samples is provided. The test set \( T = \{x_1,\ldots,x_{m_t}\} \) is composed of \( m_t \) unlabelled samples collected from the unknown marginal distribution \( p_{y}^{t} \) of the target domain \( t \). As opposed to the domain adaptation setting, we assume that target samples are not available at training time, and that each of them might belong to a different unseen domain.

#### 3.2. Multi-Source Domain Alignment Layer

Neural networks are particularly prone to capture dataset bias in their internal representations [32], making internal features distributions highly domain-dependent. To capture and alleviate the distribution shift that is inherent in the multi-source setting, we draw inspiration from [8, 39, 37, 45] and adopt batch normalization layers [20] to normalize the activations of each domain to the same reference distribution via domain-specific normalization statistics.

At inference time, the activations of a certain domain \( d \) are normalized by matching their first and second order moments, nominally \( (\mu_d, \sigma_d^2) \), to those of a reference Gaussian with zero mean and unitary variance:

\[
BN(z;d) = \frac{z - \mu_d}{\sqrt{\sigma_d^2 + \epsilon}},
\]

where \( z \) is an input activation extracted from the marginal distribution \( q_d^t \) of the activations from the domain \( d \); \( \mu_d = \mathbb{E}_{z \sim q_d^t}[z] \) and \( \sigma_d^2 = \text{Var}_{z \sim q_d^t}[z] \) are the population statistics for the domain \( d \), and \( \epsilon > 0 \) is a small constant to avoid numerical instability. At training time, the layer collects and applies domain-specific batch statistics \((\mu_d, \sigma_d^2)\), while updating the corresponding moving averages to approximate the domain population statistics.

At inference time, if the domain label \( d \) of a test sample is unknown or it does not belong to \( \mathcal{D} \), we can still rely on normalization by instance statistics, i.e., the degenerate case of batch statistics with batch size equal to 1. Fig. 2 (a) depicts the functioning of a multi-source domain generalization layer. Our method builds on the observation that for convolutional layers instance statistics and batch statistics are approximations of the same underlying distribution with different degrees of noise. Since the population statistics are a temporal integration of the batch statistics, the validity of this statement extends to the comparison with them. For example, statistics for a single channel in the case of a batch normalization layer applied on a 2D feature map of size \( H \times W \), for a generic batch size \( B \) (batch statistics) and for \( B = 1 \) (instance statistics), are computed as:

\[
\tilde{\mu} = \frac{1}{B \cdot H \cdot W} \sum_{b,h,w} z_{b,h,w}
\]

\[
(B=1) = \frac{1}{H \cdot W} \sum_{h,w} z_{h,w}
\]

(2)
A Multi-Source Domain Alignment Layer (a) collects domain-specific population statistics and compute instance statistics for test samples. After training, the population and instance statistics map respectively the source domains and the test samples into a latent space, where domain similarity can be measured by distances between embedding vectors. In (b), we visualize the learned domain space $L^1$ by means of a t-SNE plot of instance normalization and population statistics for a model trained with our method. Each test sample from the unseen domain sketch can be localized through its instance statistics (cyan dots) with respect to the known domains, embedded by the population statistics (green dots). Considering a test sample embedding, e.g., $r_t$, the estimated distances (orange arrows) will be used to weigh the predictions of domain-specific classifiers.

$$\tilde{\sigma}^2 = \frac{1}{B \cdot H \cdot W} \sum_{b,h,w} (z_{b,h,w} - \tilde{\mu})^2$$

$$= \frac{1}{H \cdot W} \sum_{h,w} (z_{h,w} - \tilde{\mu})^2, \quad (3)$$

where $\tilde{\mu}$ and $\tilde{\sigma}^2$ are respectively the batch mean and variance and $z_{b,h,w}$ is the value of a single element of the feature map. If we consider $z_{b,h,w}$ to be described by a normally distributed random variable $Z \sim N(\mu, \sigma^2)$, then the instance and batch statistics are an estimate of the parameters of the same gaussian computed over a different number of samples, $H \cdot W$ and $B \cdot H \cdot W$ respectively. In the next section, we explain how we exploit this property to map source domains and unseen samples from unknown domain into the same latent space.

### 3.3. Domain Localization in the Batchnorm Latent Space

The domain alignment layers described in Sec. 3.2 allow to learn the multiple source distributions $\{p^y_{x,d}\}_{d \in D}$ distinctly. By leveraging them, we can learn a lightweight ensemble of domain-specific models, where every network shares all the weights except for the normalization statistics. Since such a lightweight ensemble nicely embodies the multiple source distributions, we propose to reduce the domain shift on the unknown target domain by interpolating across these distributions to estimate the unknown distribution $p^y_{x,t}$. The resulting target distribution is a weighted mixture of the distributions in the ensemble, for which the choice of the weights depends on the similarity of a test sample to each source domain.

We denote with a $l \in B = \{1, 2, ..., L\}$ in superscript notation the different batch normalization layers in the model. For each of them we can define a latent space $L^l$ spanned by the activation statistics at the $l$-th layer of the model. In this space, we observe that single samples $x$ are mapped via their instance statics $(\tilde{\mu}_l, \tilde{\sigma}_l^2)$, whereas the population statistics accumulated for each domain $(\mu_d, \sigma_d^2)$ are used to represent domain centroids. Fig. 2-(b) shows a visualization of the latent space $L^1$ for the PACS dataset [25], composed of 4 domains, and 3 of which (e.g. Art Painting, Cartoon, Photo) assumed available at training time. Population (big green dots) and instance (small dots) statistics are respectively used to project domains and individual samples. We rely on t-SNE[35] to visualize instance and population statistics of source and target samples, and we observe how the latent space that we propose allows a spontaneous and stark division between domain clusters. Considering all latent spaces at different layers, we define a batch normalization embedding (BNE) for a certain domain $d$ as the stack-
ing of the population statistics computed at every layer:

\[ e_d = [e^1_d, e^2_d, ..., e^L_d] \] (4)
\[ = [\mu_{d}^1, \sigma_{d}^{2^1}], (\mu_{d}^2, \sigma_{d}^{2^2}), ..., (\mu_{d}^L, \sigma_{d}^{2^L})]. \]

For a target sample \( x_t \) from an unknown domain \( d \), we can derive a projection to the same space by forward propagating it through the network and computing its instance statistics. The latent embedding \( r_t \) of \( x_t \) is defined as the stacked vector of its instance statistics at different batch normalization layers in the network:

\[ r_t = [r^1_t, r^2_t, ..., r^L_t] \] (5)
\[ = [\mu_{t}^1, \sigma_{t}^{2^1}], (\mu_{t}^2, \sigma_{t}^{2^2}), ..., (\mu_{t}^L, \sigma_{t}^{2^L})]. \]

Each \( r^l_t \) represents the instance statistics collected at a certain layer \( l \) during forward propagation and can be used to map the sample \( x_t \) in the latent space \( L^l \) of layer \( l \). Once the BNE for the test sample is available, it is possible to measure the similarity of a target sample \( x_t \) to one of the known domains \( d \) as the inverse of the distance between \( r_t \) and \( e_d \). By extension, this allows a soft 1-Nearest Neighbour domain classification of any test sample.

To compute a distance between two points in \( L^l \), we consider the means and variances of the corresponding batch normalization layer as the parameters of a multivariate Gaussian distribution. We can hence adopt a distance on the space of probability measures, i.e. a symmetric and positive definite function that satisfies the triangle inequality. We select the Wasserstein distance for the special case of two multivariate Gaussian distributions, but we report a comparison to alternative distances in the supplementary material. Let \( p \sim \mathcal{N}(\mu_p, C_p) \) and \( q \sim \mathcal{N}(\mu_q, C_q) \) be two normal distributions on \( \mathbb{R}^n \), with expected value \( \mu_p \) and \( \mu_q \in \mathbb{R}^n \) respectively and \( C_p, C_q \in \mathbb{R}^{n \times n} \) covariance matrices. Denoting with \( \| \cdot \|_2 \) the Euclidean norm on \( \mathbb{R}^n \), the 2-Wasserstein distance is:

\[ W(p, q) = \phi((\mu_p, C_p), (\mu_q, C_q)) \] (6)
\[ = \|\mu_p - \mu_q\|^2_2 + Tr(C_p + C_q - 2(C_{p}^{\frac{1}{2}}C_{p}C_{q}C_{p}^{\frac{1}{2}})^\frac{1}{2}), \]

\( Tr \) being the trace of the matrix. We rely on Eq. 6 to measure the distance between a test sample \( x_t \) and the domain \( d \) by summing over the batch normalization layers \( l \in B \) the distance between the activation embeddings \( r^l_t \) and \( e^l_d \):

\[ D_{L}(e_d, r_t) = \sum_{l \in B} W(e^l_d, r^l_t) \] (7)
\[ = \sum_{l \in B} \phi((\mu^l_d, \text{Diag}(\sigma^2_d)), (\mu^l_{t}, \text{Diag}(\sigma^2_{t}))). \]

Eq. 2 shows that instance and batch statistics differ only for the number of samples over which they are estimated, making the comparison meaningful. The similarity of a test sample \( x_t \) to the domain \( d \) is defined as the reciprocal of the distance from that domain and denoted as \( w^d_t \).

Once the similarity to each source domains is computed, we can use them to recover the unknown target distribution \( p^y_{x,t} \) as a mixture (i.e. a linear combination) of the learned source distributions \( p^y_{x,d} \) weighted by the corresponding domain similarity:

\[ p^y_{x,t} = \frac{\sum_{d \in D} w^d_t p^y_{x,d}}{\sum_{d \in D} w^d_t}. \] (8)

We denote with \( f(\cdot) \) the result of a forward pass in a neural network. We get the final prediction of our lightweight ensemble model \( f(x_t) \) as a linear combination of the domain dependant models \( f(x_t|d) \):

\[ f(x_t) = \frac{\sum_{d \in D} w^d_t f(x_t|d)}{\sum_{d \in D} w^d_t}, \] (9)

Fig. 2-(b) shows a visualization of our localization technique superimposed over the t-SNE plot of instance and population statistics. By measuring the distance of a test samples (yellow dot) from the training domain embeddings (big green dots), we obtain ad-hoc mixture coefficients for each test sample.

Our formulation allows to navigate in the latent space of the batchnorm statistics. Specifically, if a test sample belongs to one of the source domains, our method assigns a high weight to the prediction of the corresponding domain-specific model. On the other hand, if the test sample does not belong to any of the source domains, the final prediction will be expressed as a linear combination of the domain-dependant models embodied in our lightweight ensemble.

### 3.4. Training Policy

To encourage a well-defined latent space for every batch normalization layer, we replicate at training time the distance weighting procedure described in Eq. 9 to compute predictions on samples from known domains. Each training batch is composed of \( K \) domain batches with an equal number of samples. During every training step, (i) the domain batches are first propagated to update the corresponding domain population statistics \( (\mu_d, \sigma^2_d) \). Then, (ii) all individual samples are propagated assuming an unknown domain to collect their instance statistics and compute the domain similarities \( w^d_t \), as in Sec. 3.3. Finally, (iii) each sample is propagated under \( K \) different domain assumptions (i.e. through the corresponding domain-specific branches) and the resulting domain-specific predictions are weighted according to Eq. 9. Applying this procedure during training promotes the creation of a well-defined latent space.

Since we initialize our model with weights pre-trained on ImageNet [9], each domain-specific batch normalization
branch needs to be specialized before starting the distance training (DT) procedure described above, otherwise convergence problems might occur. We thus warm-up domain-specific batch normalization statistics by pre-training the model on the whole dataset following the standard procedure, except for the accumulation and application of domain-specific batch normalization statistics.

4. Experiments

4.1. Experimental Settings

By means of a synecdoche, we name our method after BNE, its main component.

Datasets. We evaluate our method on three domain generalization benchmarks:

PACS [25] features 4 domains (Art Painting, Cartoon, Photo, Sketch) with a significant domain shift. Each domain includes samples from 7 different categories, for a total of 9991 samples. Some examples are shown in Fig. 2.

Office-31 [44] was originally introduced for domain adaptation and has been subsequently used for domain generalization. The dataset is composed of 3 different sources and 31 categories, representing images captured with a Webcam and a dSLR camera or collected from the Amazon website.

Office-Caltech [15] is a variant of Office-31 featuring one additional domain, derived from the Caltech-256 dataset [16]. The dataset is composed of the 10 categories shared between Caltech-256 and the domains in Office-31.

Evaluation Protocol. Coherently with other works, we evaluate both the AlexNet [24] and the ResNet-18 [17] architectures. For the experiments on PACS and Office-31 we follow the standard leave-one-domain-out evaluation procedure, where the model is trained on all domains but one, and tested on the left-out one. For Office-Caltech we do the same but also test following a leave-two-domain-out procedure. Since the original version of AlexNet does not include batch normalization layers, we adopt a variant with batch normalization applied on the activations of each convolutional layer [47]. Since the goal of domain generalization is to leverage multiple sources to learn models that are robust to any target domain, the natural deep-learning baseline to compare against consists in training directly on the merged set of source domains. We will refer to it as (DeepAll).

4.2. Domain Generalization for Classification

We compare BNE against several methods for object classification on commonly used benchmarks. Additional experiments are reported in the supplementary material.

PACS. We first benchmark our method on the PACS dataset [25], which presents a challenging domain generalization setting for object recognition. Every test uses 3 domains as training set and one as unknown test set; for each of this leave-one-out configurations, we train a model from the same initialization for 60 epochs. We test our method using the ResNet-18 architecture and report the results in Tab. 1. Overall, our proposal obtains the best absolute accuracy on 1 out of 4 target sets, with the second best average accuracy (Avg.) of 83.1% and a relative gain (Δ%) of +5.86 making it the second most effective algorithm on this dataset. Since all the networks are initialized with weights trained on ImageNet, they are implicitly biased towards the Photo domain, as testified by the higher accuracy on it when treated as test set. Sketch, instead, is arguably the more challenging domain, as testified by the lower accuracy achieved by all methods. It is in this scenario that our method is able to provide the bigger gain (+9.6% absolute gain in accuracy over our baseline). The best performance on this datasets is obtained by DSON [45], which proposes to learn an ad-hoc mixture of instance and batch normalization statics to improve generalization. This characteristic makes it a perfect candidate to be extended with the domain embedding strategy that we propose in Sec. 3.3. An in-depth discussion on this topic is provided in Sec. 4.4.

Office-31. We evaluate our method on Office-31 [44] and follow the leave-one-domain-out protocol. To compare with published results, we use AlexNet initialized with ImageNet weights and train it with our method for 100 epochs with learning rate $10^{-4}$. Tab. 2 shows that our approach obtains the best absolute accuracy in two out of three test scenarios and a relative gain comparable or better than the alternatives. The Amazon target domain proves to be the most challenging setting, as the images are acquired in ideal conditions (i.e., white backgrounds, studio lighting...) that are fairly different from the ImageNet domain. In this challenging generalization scenario, BNE boosts the absolute accuracy with respect to the baseline by an impressive +11.2% and +2.3% with respect to the closest competitor.

Office-caltech. We evaluate our method also on Office-Caltech [15] and follow the standard evaluation procedure for this dataset, enumerating cases with a single target domain, either Amazon or Caltech, and scenarios with pairs of target domains: Dslr-Webcam and Amazon-Caltech. We use AlexNet initialized with ImageNet weights to compare with published results, and train BNE for 100 epochs. Tab. 3 shows that our approach achieves the best average accuracy and the best gain with respect to the baseline. The performance boost delivered with our method is especially evident
Table 1: State-of-the-art comparison on PACS with ResNet-18. Methods with * do not use domain labels.

| Method     | Art | Cartoon | Photo | Sketch | Avg. DA | Avg. | Δ%  |
|------------|-----|---------|-------|--------|---------|------|-----|
| CrossGrad  | 78.7| 73.3    | 94.0  | 65.1   | 79.1    | 77.8 | -1.64 |
| MetaReg    | 79.9| 75.1    | 95.2  | 69.5   | 79.9    | 81.7 | +2.25 |
| MLDG       | 79.5| 77.3    | 94.3  | 71.5   | 79.1    | 80.7 | +2.02 |
| Epi-FCR    | 82.1| 77.0    | 93.9  | 73.0   | 79.1    | 81.5 | +3.03 |
| JiGen*     | 79.4| 75.3    | 96.0  | 71.4   | 79.1    | 80.5 | +1.77 |
| MASF       | 80.3| 77.1    | 94.99 | 71.69  | 79.2    | 81.0 | +1.01 |
| D-SAM      | 77.3| 72.4    | 95.3  | 77.8   | 79.5    | 80.7 | +1.47 |
| MMLD*      | 81.3| 77.2    | 96.1  | 72.3   | 78.7    | 81.8 | +3.93 |
| DSON       |     | 84.7    | 77.6  | 95.9   | 78.9    | 85.1 | +7.85 |
| DeepAll    | 75.8| 73      | 94.4  | 70.9   | -       | 78.5 | -   |
| BNE (Ours) | 78.8| 78.9    | 94.8  | 79.7   | 78.5    | 83.1 | +5.86 |

Table 2: State-of-the-art comparison on Office-31 with AlexNet.

| Method     | Amazon | Dslr | Webcam | Avg. DA | Avg. | Δ%  |
|------------|--------|------|--------|---------|------|-----|
| UB         | 42.4   | 98.5 | 93.4   | 74.2    | 78.1 | +5.26 |
| DSN        | 44.0   | 99.0 | 94.5   | 74.2    | 79.2 | +6.74 |
| MTAE       | 43.7   | 99.0 | 94.2   | 74.2    | 79.0 | +6.47 |
| DGLRC      | 45.4   | 99.4 | 95.3   | 74.2    | 80.0 | +7.82 |
| MCIT       | 51.7   | 97.9 | 94.0   | 74.2    | 81.2 | +9.43 |
| DeepAll    | 43.8   | 94.1 | 88.4   | -       | 75.4 | -   |
| BNE (Ours) | 54.0   | 99.4 | 92.3   | 75.4    | 81.9 | +8.62 |

in the challenging scenario where 2 domains are treated as targets, e.g. +6.4% absolute accuracy on Dslr-Webcam.

4.3. Ablation Study

To measure the impact on performance of the different components of our method, we run ablation experiments on the PACS dataset using the ResNet-18 backbone, and report the results in Tab. 4. We compare again with the DeepAll baseline and against a DiscoveryNet (DNet, row (d)), a variant of BNE inspired by [37]. While in BNE we propose to assign domain membership by looking at the distance between the latent batch normalization embeddings, with DNet domain membership is learned through a domain classification network. On row (a) we show the performance gain attributable to the usage of separate batchnorm statistics for each training domain, while using at inference time the projection and weighting strategy described in Sec. 3.3; row (b) extends the this approach by leveraging distance weighting (DT) at training time, as described in Sec. 3.4; finally, row (c) includes a warm-up phase in the initial training phase to help population statistics to converge to stable values before starting distance training. By comparing the average accuracy (Avg.) across the four possible target sets, it is clear how every component contributes to an increase in performance with respect to the baseline. By comparing line (c) to (d), we can notice how our proposal is more effective than the variant DNet inspired by the domain mapping strategy from [37], while also requiring less parameters. More details on DNet and extensive comparisons are reported in the supplementary material.

4.4. Choosing a Distance Metric

A crucial component of our method is the distance function, used to locate each test sample with respect to the known domains. As mentioned in Sec. 3.3, we picked the Wasserstein distance for this task after a detailed preliminary study among different options, reported in Tab. 5. We considered three different distances: using a fixed value for the distance (Uniform), equivalent to averaging predictions of domain specific branches; using the Bhattacharya distance; using the Wasserstein distance. The basic Uniform distance setting is similar to [45], with the main difference being the normalization layer used: a domain-specific batchnorm in our case, a learned mixture of instance and batch normalizations for [45]. Their approach thus also require to learn additional parameters. In our experiments, the
Table 3: State-of-the-art comparison on Office-Caltech with AlexNet.

| Method      | Amazon | Caltech | Dslr, Webcam | Avg. DA | Avg. | ∆%  |
|-------------|--------|---------|--------------|---------|------|-----|
| UB - [21]   | 91.0   | 86.0    | 80.5         | 70.0    | 84.5 | 81.9 | -3.08 |
| DSN - [4]   | -      | -       | 85.8         | 81.2    | 84.5 | -   | -    |
| MTAE - [14] | 93.1   | 86.2    | 85.3         | 80.5    | 84.5 | 86.3 | +2.13 |
| DGLRC - [10]| 94.2   | 87.6    | 86.3         | 82.2    | 84.5 | 87.6 | +3.67 |
| MDA - [18]  | 93.5   | 86.9    | 84.9         | 82.6    | 84.5 | 87.0 | +2.96 |
| CIDG - [29] | 93.2   | 85.1    | 83.7         | 65.91   | 84.5 | 82.0 | -2.96 |
| MCIT - [43] | 93.3   | 86.3    | 85.2         | 82.7    | 84.5 | 86.9 | +2.84 |

DeepAll: 91.7 82.1 83.4 84.5 - 85.4 -
BNE (Ours): 93.7 85.9 89.8 87.7 85.4 89.3 +4.57

Table 4: Comparison of different variants of our method on PACS with Resnet.

| Method | DT | Warm-up | Art | Cartoon | Photo | Sketch | Avg. | ∆% |
|--------|----|---------|-----|---------|-------|--------|------|----|
| DeepAll|    | -       | 75.8| 73.0    | 94.4  | 70.9   | 78.5 | -  |
| (a) BNE| ×  | ×       | 74.7| 71.7    | 93.0  | 74.8   | 78.6 | +0.03 |
| (b) BNE| ✓  | ×       | 79.8| 76.0    | 92.5  | 72.5   | 80.2 | +2.13 |
| (c) BNE| ✓  | ✓       | 78.8| 78.9    | 94.8  | 79.7   | 83.1 | +5.86 |
| (d) DNet| ✓  | ✓       | 77.3| 73.8    | 94.2  | 71.2   | 79.1 | +0.08 |

Table 5: Comparison of different distance measures with our method on PACS with Alexnet.

| Method      | Distance   | Art | Cartoon | Photo | Sketch | Average |
|-------------|------------|-----|---------|-------|--------|---------|
| DeepAll     | -          | 64.4| 65.4    | 88.0  | 53.8   | 67.9    |
| BNE (Ours)  | Uniform    | 64.9| 64.0    | 88.7  | 61.7   | 69.8    |
| BNE (Ours)  | Bhattacharyya| 66.3| 64.6    | 89.4  | 64.3   | 71.2    |
| BNE (Ours)  | Wasserstein| 66.7| 65.7    | 89.5  | 66.8   | 72.2    |

Wasserstein distance proves to be a more principled choice, consistently delivering the best performance both on average and on any specific left-out domain. Measuring the similarity of all samples to one of the training domain by means of a distance function is always more effective than blindly averaging predictions, therefore the effectiveness of our method derives from the accurate sample-wise domain attribution rather than from the chosen normalization layer. This observation leaves open the opportunity of combining our distance weighting scheme with other recently proposed normalization methods, e.g. [45].

5. Conclusions

Our method allows to navigate in the latent space of batch normalization statistics, describing unknown domains as a combination of the known ones. We rely on domain-specific normalization layers to disentangle independent representations for each training domain, and then use such implicit embeddings to localize unseen samples from unknown domains. Our method outperforms many alternatives on a number of domain generalization benchmarks ([25, 44, 15]), underlining the advantage of maintaining specific domain representations over forcing invariant representations. We believe that our work highlights interesting properties of batch normalization layers, not extensively explored yet. Our formulation could also be easily extended to the domain adaptation setting by injecting unlabelled samples from the target domain during training. If few target samples happened to be available at the same time, they could all be used to retrieve a less biased estimate of the statistics of the unseen domain. We plan to explore these directions in future work.
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6. Supplementary Material

We provide supplementary material to further validate our method and complement the experimental section included in the main paper. Sec. 6.1 provides an algorithmic overview of the proposed training policy and additional training details are reported in Sec. 6.2; Sec. 6.3 shows additional results obtained with ResNet-18 [17] on Office-31 [44] and Office-Caltech [15], and with AlexNet on PACS [25]; In Sec. 6.4, we conduct a qualitative analysis to verify our choices in terms of batch sizes and distance measures. Moreover, we validate BNE against other popular normalization strategies. In Sec. 6.5, we validate quantitatively our latent space proposal. Finally, we extensively compare the performance of BNE against the variant DNet that leverages a domain discovery network.

N.B.: Blue references point to the original manuscript.

6.1. Training Policy

We here provide a formalization of the distance training policy described in Sec. 3.4.

Let \( T = \{ b_d \}_{d \in D} \) be a training batch composed of \( K \) domain batches, each containing \( n \) samples from the corresponding domain \( d \): \( b_d = \{(x_{di}, y_{di})\}_{i=1}^n \). In Alg. 1, we illustrate the training procedure for a single training batch \( T \) using the same notation as in the original manuscript.

During every training step, first, the domain batches are propagated to update the corresponding domain embedding \( e_d \) (l:2-6). Then, each individual sample \( x_t \) is propagated using instance normalization to collect its instance statistics \((\mu_l^i, \sigma_l^i)^2 \) \( \forall l \in B \) (l:8). Given the statistics we compute the target embedding \( r_t \) (l:9-10) and the domain similarities \( w_d^l \) (l:12), as in Sec. 3.3. Each sample is propagated under \( K \) different domain assumptions (i.e. through the corresponding domain-specific branches) (l:13). The resulting domain-specific predictions are weighted according to Eq. 11 to compute the final prediction (l:14). Finally, the cross-entropy loss between the final predictions \( f(x_t) \) and the corresponding ground truth \( y_t \) is computed (l:15) and back-propagated to update the weights \( \theta \) of the model (l:16). Applying this procedure during training encourages the creation of a batch normalization latent space.

6.2. Training Settings

Coherently with other works, we evaluate both the AlexNet [24] and the more recent ResNet-18 [17] architecture. Before training each network, we initialize them with pre-trained weights on ImageNet and fine-tune the last fully-connected layer on the dataset of interest for 20 epochs. To train AlexNet [24], we use SGD as optimizer with momentum 0.95 and L2 regularization on network weights with weight decay \( 5 \times 10^{-5} \). The initial learning rate is \( 10^{-3} \), exponentially decayed with decay rate 0.95. ResNet-18 is trained with Adam [22] and weight decay \( 10^{-6} \). The initial learning rate is \( 10^{-4} \). Coherently with previous works ([8, 7, 39]), we also compute gradients through the mean and standard deviation computation for the batch normalization layers. All the input images are normalized according to the statistics computed on ImageNet. At training time, data augmentation is performed by first resizing the input image to 256, then randomly cropping to \( 224 \times 224 \) for ResNet-18 and \( 227 \times 227 \) for AlexNet; finally, a random horizontal flip is performed. Every training batch is composed of 16 samples per domain for ResNet-18 and 6 for AlexNet.

All the models are implemented in Tensorflow 2.0 ([1]). We initialize both AlexNet and ResNet-18 using the publicly available Caffe weights pre-trained on ImageNet, after carefully converting them.\(^3\)

6.3. Additional Results

We here provide additional results with the ResNet-18 [17] architecture for the dataset Office-31 [44] and with the AlexNet [47] architecture for PACS [25]. In the original manuscript, we already provide results with AlexNet and ResNet-18 respectively to compare against recently published works. Moreover, we expand the experimental setting with the addition of the dataset Office-Caltech [15], for which we present results with both ResNet-18 and AlexNet.

6.3.1 PACS

In Tab. 6, we extend the comparison on PACS considering AlexNet to compare against a vast literature of published works relying on this older architecture. Once again our proposal achieves absolute performance comparable to the state of the art even if starting from a weaker baseline. Indeed when comparing the relative gain in performance provided by our method (\( \Delta \% \)), we are clearly outperforming any previously published solutions with an increase of \( +6.33\% \), while the second best obtains \( -4.88\% \). Once again, when considering Sketch as unseen domain our method can boost the performance by a \( +13\% \) absolute gain in accuracy over our baseline.

6.3.2 Office-31

In Tab. 7, we extend the comparison on Office-31 considering ResNet-18 as it is a good example of a modern architecture with native batch normalization layers. The results confirms that our method is able to improve performances over DeepAll across all three tests.

\(^3\)ResNet-18 and AlexNet ImageNet weights available at https://github.com/heuritech/convnets-keras and https://github.com/cvjena/cnn-models.
Algorithm 1: Training Step for a batch $T$

1: for $b_d \in T$ do 
2: Collect domain batch statistics ($\hat{\mu}_d, \hat{\sigma}_d$)
3: $\hat{\mu}_d^l \leftarrow 0.99\hat{\mu}_d^l + 0.01\bar{\mu}_d \quad \forall l \in B$
4: $(\hat{\sigma}_d^2)^l \leftarrow 0.99(\hat{\sigma}_d^2)^l + 0.01(\bar{\sigma}_d)^2 \quad \forall l \in B$
5: $e_d^l \leftarrow (\hat{\mu}_d^l, (\hat{\sigma}_d^2)^l) \quad \forall l \in B$
6: $e_d \leftarrow [e_d^1, e_d^2, \ldots, e_d^L]$
7: for $(x_t, y_t) \in T$ do 
8: Collect instance statistics ($\mu_t, \sigma_t^2$)
9: $r_t^l \leftarrow (\mu_t^l, \sigma_t^2) \quad \forall l \in B$
10: $r_t \leftarrow [r_t^1, r_t^2, \ldots, r_t^L]$ 
11: $D_L(e_d, r_t) = \sum_{l \in B} W(e_d^l, r_t^l) \quad \forall d \in D$
12: $w_d^l = D_L(e_d, r_t)^{-1} \quad \forall d \in D$
13: $f_t^l \leftarrow f(x_t | d) \quad \forall d \in D$
14: $f_t = \sum_{d \in D} w_d^l f_t^l$ 
15: $L(\theta; T) = \sum_{(x_t, y_t) \in T} XE(f_t(x_t), y_t)$
16: $\theta \leftarrow \theta - \eta \cdot L(\theta; T)$

Table 6: State-of-the-art comparison on PACS with AlexNet.

| Method         | Art  | Cartoon | Photo  | Sketch | Avg. DA | Avg. | $\Delta\%$ |
|----------------|------|---------|--------|--------|--------|------|------------|
| DICA - [42]    | 64.6 | 64.5    | 91.8   | 51.1   | 68.7   | 68.0 | -1.02      |
| D-MTAE - [14]  | 60.3 | 58.7    | 91.1   | 47.9   | 68.7   | 64.5 | -6.11      |
| DSN - [4]      | 61.1 | 66.5    | 83.3   | 58.6   | 68.7   | 67.4 | -1.89      |
| TF-CNN - [25]  | 62.9 | 67.0    | 89.5   | 57.5   | 67.1   | 69.2 | +3.13      |
| CIDDG - [30]   | 62.7 | 69.7    | 78.7   | 64.5   | 71.7   | 68.9 | -3.91      |
| Fusion - [36]  | 64.1 | 66.8    | 90.2   | 60.1   | 67.1   | 70.3 | +4.77      |
| CrossGrad - [46]| 64.1 | 66.8    | 90.2   | 60.1   | 68.7   | 70.3 | +2.33      |
| MetaReg - [2]  | 69.8 | 70.4    | 91.1   | 59.3   | 69.3   | 72.6 | +4.76      |
| MLDG - [26]    | 66.2 | 66.9    | 88.0   | 59.0   | 67.2   | 70.0 | +4.17      |
| Epi-FCD - [27] | 64.7 | 72.3    | 86.1   | 65.0   | 68.7   | 72.0 | +4.80      |
| JiGen - [6]    | 67.6 | 71.7    | 89.0   | 65.2   | 71.5   | 73.4 | +2.66      |
| MASF - [11]    | 70.4 | 72.5    | 90.7   | 67.3   | 71.7   | 75.2 | +4.88      |
| DeepAll        | 64.4 | 65.4    | 88.0   | 53.8   | -      | 67.9 | -          |
| BNE (Ours)     | 66.7 | 65.7    | 89.5   | 66.8   | 67.9   | 72.2 | +6.33      |

Table 7: State-of-the-art comparison on Office-31 with ResNet-18.

| Method         | Amazon | Dslr | Webcam | Avg. DA | Avg. | $\Delta\%$ |
|----------------|--------|------|--------|---------|------|------------|
| DeepAll        | 55.1   | 99.0 | 92.6   | -       | 82.2 | -          |
| BNE (Ours)     | 55.5   | 99.3 | 95.4   | 82.2    | 83.4 | +1.42      |

6.3.3 Office-Caltech

In Tab. 8 we show additional results for Office-Caltech using the ResNet-18 architecture. The same good property observed using Alexnet is confirmed also when considering ResNet as architecture in Tab. 8, with a clear $+5.5\%$ gain over DeepAll.
Table 8: State-of-the-art comparison on Office-Caltech with ResNet-18.

| Method   | Amazon Caltech | Dslr, Webcam | Amazon, Caltech | Avg. DA | Avg. | ∆%  |
|----------|----------------|--------------|-----------------|---------|------|-----|
| DeepAll  | 92.7           | 83.1         | 85.3            | 80.7    | -    | 85.5 |
| BNE (Ours) | **92.9**      | **87.4**     | **93.0**        | **87.3**| 85.5 | **90.2** | +5.50 |

6.4. Ablation Study

We here provide additional ablation studies to better highlight different characteristics of our method with respect to the chosen batch size and the distance measures used in the latent space. The experiments are conducted on the PACS dataset [25].

6.4.1 Batch Size

We study the impact of different batch sizes on the performance of our method in Tab. 9. As expected and already documented in several recent works leveraging batch normalization layers [3, 52], the larger the batch size is the better the generalization capability. In particular for our method the bigger is the batch size used at training time, the better are the approximation of the true population statistics (i.e., the better are the domain embeddings $e_d$). This translates in better final performance as detailed in Tab. 9 where we can observe an increment of +2.9 Average accuracy between using batch size 16 and 64.

6.4.2 Method Components

In the main paper we measured the contribution in achieving the final performance of the different components of our methods. The proposed setting leveraged the PACS dataset and the ResNet-18 architecture. We here consider ablation experiments on the PACS dataset using the AlexNet architecture and report the results in Tab.3, comparing again with the DeepAll baseline. On row (a) we show the performance gained by using separate batchnorm statistics for the different train domains and using the projection and weighting strategy described in Sec. 3.3; row (b) extends the method above by using the distance weighting at training time (DT) as described in Sec. 3.4; finally, row (c) includes a warm-up phase in the training of the model to make population statistics converge to stable values before starting the distance training. By comparing the average accuracy (Avg.) across the four possible target sets, it is clear how every component contributes to an increase in performance with respect to the baseline.

6.4.3 Normalization Strategies

BNE can be interpreted as a peculiar normalization technique to achieve better generalization. We hence provide a quantitative comparison of our method against other popular normalization strategies: (a) InstanceNorm [31]; (b) BatchNorm [20]; (c) Freeze BatchNorm [20] (i.e., keeping the population statistics as the one computed after the imagenet pre-training); (d) BNE(Ours).

Results for this comparison are shown in Tab. 11. Freezing batch normalization statistics (c) to those accumulated on ImageNet provides better generalization than fine-tuning population statistics on the training datasets (b), which might lead to overfitting and is equivalent to the baseline DeepAll. This is coherent with what highlighted in [45]. Among the analysed normalization techniques, InstanceNorm (a) achieves the poorest results. Our proposal (d) instead, by combining instance and batch normalization properties in a principled way, achieves the best results. We can indeed notice how BNE outperforms by a large margin all other normalization strategies, both overall (+3.5% over Freeze BatchNorm) and on any specific domain.

6.5. Latent Space Validation

We now want to investigate how well we are able to collect domain specific attributes of samples by projecting them to the batchnorm latent space. We trained ResNet-18 until convergence without distance training and warm-up on the PACS dataset considering Photo or Sketch as unseen domains. Once trained, we forward every training sample through the network and compute its instance statistics to project it to the batchnorm latent space. After the projection we measure the distance from every domain embedding: if the closest domain matches the real domain, then the latent space effectively represents membership to a certain domain. In Tab. 12 we report the average value of the reciprocal of the distance for every training sample with respect to the centroid of the three training domains. The higher values on the diagonal confirm our intuition that the batchnorm latent space can be used to implicitly encode domain attributes.

Furthermore, we investigate the relationship between measured distances and the prediction accuracy on the same ResNet-18 trained on PACS without DT. For each test sam-
Table 9: Comparison of different batch sizes (per domain) on PACS with Alexnet.

| Method       | Batch Size | Art  | Cartoon | Photo | Sketch | Average |
|--------------|------------|------|---------|-------|--------|---------|
| DeepAll      | -          | 64.4 | 65.4    | 88.0  | 53.8   | 67.9    |
| BNE (Ours)   | 16         | 65.7 | 66.5    | 88.9  | 56.0   | 69.3    |
| BNE (Ours)   | 32         | 67.9 | 65.7    | 89.4  | 62.3   | 71.3    |
| BNE (Ours)   | 64         | 66.7 | 65.7    | 89.5  | 66.8   | 72.2    |

Table 10: Comparison of different variants of our method on PACS with Alexnet.

| Method       | DT     | Warm-up | Art  | Cartoon | Photo | Sketch | Avg. |
|--------------|--------|---------|------|---------|-------|--------|------|
| DeepAll      | -      | -       | 64.4 | 65.4    | 88.0  | 53.8   | 67.9 |
| (a) BNE      | ✗      | ✗       | 64.4 | 65.9    | 89.6  | 54.2   | 68.53|
| (b) BNE      | ✓      | ✗       | 63.7 | 67.9    | 84.6  | 66.6   | 70.7 |
| (c) BNE      | ✓      | ✓       | 66.7 | 65.7    | 89.5  | 66.8   | 72.2 |

Table 11: Comparison of different normalization strategies on PACS with ResNet-18.

| Method                  | Art  | Cartoon | Photo | Sketch | Average |
|-------------------------|------|---------|-------|--------|---------|
| (a) InstanceNorm        | 62.6 | 72.7    | 79.7  | 71.7   | 71.7    |
| (b) BatchNorm           | 75.8 | 73.0    | 94.4  | 70.9   | 78.5    |
| (c) Freeze BatchNorm    | 75.0 | 76.8    | 92.6  | 73.9   | 79.6    |
| (d) BNE (Ours)          | 78.8 | 78.9    | 94.8  | 79.7   | 83.1    |

Table 12: Analysis of the average similarity value as domain classification metrics with ResNet-18 on PACS without distance training. Classified domain is in bold.

(a) **Photo** unseen.

| Source | Art  | Cartoon | Sketch |
|--------|------|---------|--------|
| Art    | 8.24 | 5.35    | 4.21   |
| Cartoon| 6.58 | 7.02    | 5.97   |
| Sketch | 3.94 | 4.56    | 10.19  |

(b) **Sketch** unseen.

| Source | Art  | Cartoon | Photo |
|--------|------|---------|-------|
| Art    | 1.18 | 0.70    | 1.15  |
| Cartoon| 0.94 | 1.02    | 0.90  |
| Photo  | 1.19 | 0.70    | 1.25  |

...we measure the prediction accuracy obtained using only the predictions from either the closest domain branch, the second closest or the third (i.e., the farthest away). We run the test for all 4 possible unseen domains following the leave-one-domain-out protocol and report in Table 13 the average accuracy. The results show a clear correlation between distances and accuracy, as trusting the “closest” domain branch clearly results in a higher accuracy than the others.

6.6. **Domain Discovery Net**

In Sec 4.3, we compared the performance of BNE with DNet. For this purpose, we follow [37] and implement a domain discovery network (DNet) that takes as input the activations after the first convolutional block and directly outputs the probability for the input sample to belong to each one of the training domains. This probability distribution is used to weight the domain-specific predictions of our lightweight ensemble. Analogously to [37] we implemented DNet as a lateral branch to our lightweight ensemble that is composed of a global pooling layer, followed by a ReLU non linearity, a fully-connected layer and a softmax activation. DNet is trained in an end-to-end fashion together with the main classifier. We considered two options: (i) training DNet applying only a cross-entropy loss on the image classification logits with respect to the input categories; (ii) training DNet directly supervising the clas-
Table 13: Analysis of the classification accuracy considering predictions from the closest, second-closest (second) and third-closest (third) domain branches to target sample. We also report the average accuracy (Avg.) over all leave-one-domain-out tests.

| Method | Art       | Painting | Cartoon | Photo | Sketch | Avg. |
|--------|-----------|----------|---------|-------|--------|------|
| Closest| 68.02     | 63.10    | 92.75   | 71.09 | 72.20  |      |
| Second | 65.14     | 60.75    | 86.83   | 57.11 | 64.58  |      |
| Third  | 47.95     | 60.66    | 67.31   | 57.90 | 58.08  |      |

Table 14: Comparison BNE and DNet with or without cross-entropy loss applied also on domain logits. We report the domain classification accuracy for different runs with different unseen domains, the average domain classification accuracy (Avg. Domain) and the average image classification accuracy (Avg. Class).

| Method | XE | Art | Cartoon | Photo | Sketch | Avg. Domain | Avg. Class |
|--------|----|-----|---------|-------|--------|-------------|------------|
| BNE    | ✗  | 71.2| 82.2    | 75.0  | 60.1   | 72.1        | 83.1       |
| DNet   | ✗  | 33.3| 33.3    | 33.3  | 33.3   | 33.3        | 79.1       |
| BNE    | ✓  | 75.9| 82.7    | 74.5  | 58.7   | 73.0        | 80.8       |
| DNet   | ✓  | 96.0| 87.8    | 62.7  | 84.3   | 82.7        | 74.9       |

In Tab. 14 we compare the domain classification accuracy (Avg. Domain) of BNE and that of DNet with or without applying a cross entropy loss over the domain labels across four tests considering different unseen domains on PACS. When cross-entropy is not applied on domain logits, BNE largely outperforms DNet. The 33% Avg. Domain for DNet without cross-entropy on domain logits denotes that the discovery network learns to disregard the multidomain BN layer, always predicting the same domain class and thus leveraging only one branch of the multidomain BN layer. However, when cross-entropy is applied also on domain logits, the domain classification branch of DNet can adapt its parameters to predict well the domain classes (Avg. Domain). This, however, comes at the cost of a remarkable drop in image classification accuracy (Avg. Class) that can be partially explained by DNet overfitting more to the training data and being less able to generalize to the test one. BNE instead provides a meaningful domain representation even without cross-entropy on domain logits, largely outperforming the image classification accuracy of DNet. Nevertheless, since our representation is not parametric, we cannot witness a visible increase in Avg. Domain when applying a cross-entropy loss also on the domain membership assigned through our representation.

The advantages of BNE over DNet are clear, since BNE relies only on the activations of the first layer due to the fixed input size of the domain classification branch. Moreover, our method allows a parameter-free domain representation, while DNet relies on a lateral branch to the main network. Finally, BNE allows to map samples in a latent space where distances from domain embeddings are computed, while DNet can only output the distance of the input sample from the training domains.