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Abstract—Belief propagation (BP) is a classical algorithm that approximates the marginal distribution associated with a factor graph by passing messages between adjacent nodes in the graph. It gained popularity in the 1990’s as a powerful decoding algorithm for LDPC codes. In 2016, Renes introduced a belief propagation with quantum messages (BPQM) approach to general binary-input classical-quantum (CQ) channels based on the implementation of a symmetric “paired measurement”. While this new paired-measurement BPQM (PMBPQM) approach is suboptimal in general, it provides a concrete BPQM decoder that can be implemented with local operations. Finally, we demonstrate that density evolution can be used to analyze the performance of PMBPQM on tree factor graphs. As an application, we compute noise thresholds of some LDPC codes with BPQM decoding for a class of BSCQ channels.

I. INTRODUCTION

Low-density parity-check (LDPC) codes and iterative decoding were introduced by Gallager in 1960 [1] but they did not attract widespread interest until the introduction of Turbo codes [2] and the rediscovery of LDPC codes [3] four decades later. Belief propagation (BP), in its general form, was introduced by Pearl in 1982 [4] as an efficient algorithm to exactly compute marginals for tree-structured probability models. BP works by passing messages between neighboring nodes and it was subsequently shown that BP includes both Gallager’s iterative decoding and turbo decoding as special cases [5], [6].

Starting in the 1990s, there has been a growing interest in generalizing concepts from classical coding to the case of classical quantum (CQ) channels. Holevo, Schumacher, and Westmoreland identified the maximum rate of classical information transfer over a CQ channel [7]. Subsequent works described code constructions and decoding strategies that achieve this optimal rate [8], [9]. At the same time, advances in photonic communication underscored the need for developing low-complexity decoding protocols [10], [11], [12], [13]. In particular, there is a significant gap between the information rate achievable by a receiver with individual pulse-by-pulse detection and the rate possible with optimal joint quantum receiver (i.e., measurement of the full output system) if the mean number of photons per received optical pulse is smaller than one.

A key question is whether generalizations of BP can also be used to efficiently decode codes transmitted over CQ channels. Just as direct computation of the marginal probability distribution is computationally infeasible for large factor graphs in the classical case, it is experimentally infeasible to naively implement the optimal (Helstrom) measurement for decoding a code defined by a large factor graph. This is because it would require many quantum operations involving all the qubits. The idea of generalizing BP to decode a classical binary code transmitted over a CQ channel was introduced by Renes [14] and it offers an alternative to experimentally infeasible collective measurements. The described approach is restricted to the pure-state channel (PSC) and codes whose Tanner graphs are trees. It is described based on a channel-combining perspective that is also adopted in this work. Following [15], we will refer to this general decoding method as belief-propagation with quantum messages (BPQM). In [15], simulation results are presented for a simple 5-bit code (whose Tanner graph is a tree) and compared to a classical decoding approach. For the 5-bit code, it is observed in [15] (and proved in [16]) that bit-optimal decoding is actually block optimal in this context. However, this version of BPQM had exponential complexity due to the need for controlled unitary operations which grow with the size of the tree.

Piveteau and Renes significantly advanced the understanding of BPQM in [17], where they prove that BPQM is simultaneously optimal both for bit-error probability and block-error probability for binary linear codes with tree factor graphs on the PSC. They additionally reduce the overall decoding complexity from exponential to quadratic by introducing quantum reliability registers for each qubit message.

In this work, we introduce a paired-measurement BPQM (PMBPQM) protocol which is the first extension of BPQM to general symmetric binary-input CQ (BSCQ) channels. This extension is based on a lemma that shows any BSCQ channel can be approximated by an orthogonal mixture of BSCQ channels that output a single qubit. In some ways, this is similar to the fact that any symmetric binary-input classical channel can be represented as a stochastic mixture of binary symmetric channels (BSCs) [18, p. 182]. For classical bit-flip channels, it is easy to verify that PMBPQM simplifies to classical BP and, for the PSC, we also show that PMBPQM simplifies to the BPQM defined in [14].

For more general BSCQ channels, we also have an example (see [19]) that shows any approach involving binary-outcome measurements will be suboptimal relative to the collective Helstrom success probability. However, by comparing the performance of PMBPQM to the Helstrom measurement for a variety of factor graphs with up to 13 qubits, we observe that PMBPQM is near optimal for the chosen instances. One interesting open question is “What is the worst-case gap between
PMBPQM and the collective Helstrom measurement”.

We also analyze the performance of PMBPQM for large factor graphs by deriving its density evolution equations. Density evolution, which was formalized in [20], is an asymptotic analysis method that can be used to find noise thresholds for successful BP decoding (in terms of bit-error rate) of long LDPC codes sent through symmetric channels. For LDPC codes on CQ channels with optimal Helstrom decoding, there are no currently known methods for computing channel noise thresholds. We demonstrate that PMBPQM lends itself to asymptotic analysis and characterize the region of channel parameters for a qubit BSCQ channel such that asymptotically reliable decoding is achievable via PMBPQM.

II. NOTATION

We define the set of natural numbers by \( \mathbb{N} = \{1, 2, \ldots \} \) and use the shorthand \([m] := \{1, \ldots, m\}\) for \(m \in \mathbb{N}\). We denote the \(n\)-dimensional complex Hilbert space by \(\mathcal{H}_n\) and write the \(i\)-th element of the standard basis of \(\mathcal{H}_n\) as \(|i\rangle\) for \(i \in \{0, 1, \ldots, n-1\}\). A pure quantum state, \(|\psi\rangle \in \mathcal{H}_n\), is an \(n\)-dimensional complex vector with unit length. The Hermitian transpose of \(|\phi\rangle \in \mathcal{H}_n\) is denoted either by \(|\phi\rangle\rangle\) or \(\langle \phi|\). The inner product between \(|\psi\rangle\) and \(|\phi\rangle\) is denoted by \(\langle \phi|\psi\rangle\) and all pure states satisfy \(\langle \psi|\psi\rangle = 1\). We abuse notation and define \(|\theta\rangle := \cos(\frac{\theta}{2})|0\rangle + \sin(\frac{\theta}{2})|1\rangle\) by its argument \(\theta\). The Pauli matrices are denoted by

\[
\sigma_x := \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}, \quad \sigma_y := \begin{bmatrix} 0 & -i \\ i & 0 \end{bmatrix}, \quad \sigma_z := \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}
\]

and the Hadamard matrix by \(H := (\sigma_x + \sigma_z)/\sqrt{2}\).

A stochastic mixture of pure states is called a mixed state. Consider a random pure state defined by \(\{p_i, |\psi_i\rangle\}_{i \in [m]}\) which takes value \(|\psi_i\rangle\) with probability \(p_i\). The associated mixed state is represented by the density matrix \(\rho = \sum_{i=0}^{m-1} p_i |\psi_i\rangle\langle\psi_i|\), which is a positive semidefinite matrix with unit trace. Let \(\mathcal{D}(\mathcal{H}_n)\) denote the set of density matrices (i.e., positive semidefinite \(n \times n\) complex matrices with unit trace). When the value of \(n\) is not important, we will use \(\mathcal{H}\) to denote the Hilbert space and \(\mathcal{D}(\mathcal{H})\) to represent the set of density matrices.

Finally, we denote with \(\mathcal{B}(\mathcal{H}_n)\) the set of positive semidefinite \(n \times n\) complex matrices with bounded (not necessarily unit) trace. A quantum measurement on an \(n\)-dimensional quantum system is then represented by \(\Pi = \{\Pi_j\}_{j=1}^m\) where each element \(\Pi_j \in \mathcal{B}(\mathcal{H}_n)\) and \(\sum_{j=1}^m \Pi_j = \mathbb{I}_n\).

A. Classical Quantum Channels

Definition 1. A BSCQ channel, \(W: \{0, 1\} \rightarrow \mathcal{D}(\mathcal{H}_n)\), maps classical input \(z \in \{0, 1\}\) to the density matrix output \(W(z) \in \mathcal{D}(\mathcal{H}_n)\) such that the symmetry constraint \(W(1) = UW(0)U\) for \(U^2 = \mathbb{I}\) is satisfied. If \(n = 2\), then the output lives in a 2-dimensional Hilbert space and we call this a qubit channel.

Definition 2. A minimum-error measurement \(\hat{\Pi} = \{\Pi_j\}_{j=1}^m\) for a given set of candidate states \(\{\rho_j\}_{j=1}^m\) with corresponding probabilities \(p_j = \text{Pr}(\rho = \rho_j)\) is a measurement that maximizes the probability of correct detection,

\[
\sum_{j=1}^m p_j \text{Tr}[\Pi_j \rho_j].
\]
**Lemma 7.** For a BSCQ channel \( W: \{0, 1\} \rightarrow \mathcal{D}(\mathcal{H}_{2n}) \) with equiprobable inputs, the channel \( W \) followed by paired measurement \( \Pi_W \) is equivalent to a BSCQ which defines the classical mixture of symmetric qubit channels given by

\[
\hat{W}(z) = \sum_{j=1}^{n} p_j \left( \sigma_z^j \rho_j \sigma_z^j \otimes |j\rangle \langle j| \right).
\]

Direct calculation shows that \( j \)-th paired outcome has probability \( p_j = \text{Tr}[\left( |\psi_j\rangle \langle \psi_j| + U |\psi_j\rangle \langle \psi_j| U^\dagger \right) \rho] \) and results in a post-measurement density matrix equivalent to

\[
\rho_j = \frac{1}{p_j} \left( \langle \psi_j | \rho | \psi_j \rangle \langle \psi_j | U \rho U^\dagger | \psi_j \rangle \right).
\]

**Proof:** See [19].

**B. Channel Combining for Bit and Check Nodes**

The following definitions of bit-node and check-node combining can be found in [22] and are straightforward generalizations of classical definitions for LDPC codes. Since these operations preserve channel symmetry, the paired-measurement can also be applied to the combined channels.

**Definition 8.** For CQ channels \( W, W' \), the bit-node and check-node channel combining operations are defined by

\[
[W \boxdot W'](z) := W(z) \otimes W'(z),
\]

\[
[W \boxcirc W'](z) := \frac{1}{2} \sum_{z' \in \{0, 1\}} W(z \oplus z') \otimes W'(z').
\]

**Lemma 9.** If \( W, W' \) are symmetric CQ channels, then \( W \boxcirc W' \) and \( W \boxdot W' \) are symmetric CQ channels.

**Proof:** See [19].

**C. Optimality of PMBPQM for Pure State Channels (PSC)**

We show that implementing paired-measurements before bit- and check-node combining is equivalent on PSCs to the BPQM method outlined in [14], [15]. Given that a coherent implementation of this BPQM method has been proven to be optimal for PSCs [17], it follows that PMBPQM is likewise optimal for PSCs. First, we define the canonical PSC \( W_0 \).

**Definition 10.** The canonical pure state channel (PSC), \( W_0 \), maps binary input \( z \in \{0, 1\} \) to \( W_0(z) = \sigma_z^0 (H \theta_0 |\theta_0 \rangle \langle H^\dagger) \sigma_z^0 \).

Now, we show that using paired-measurement BPQM after check combining is equivalent to coherent BPQM check node combining [14] via applying CNOT1→2.

**Lemma 11.** Implementing the paired-measurement to distinguish between \( [W_0 \boxcirc W_0'](0) \) and \( [W_0 \boxcirc W_0'](1) \) is unitarily equivalent to implementing

\[
\text{CNOT1} \rightarrow 2[W_0 \boxcirc W_0'](z) \text{CNOT1} \rightarrow 2 = \sum_{j \in \{0, 1\}} p_j \left( (-1)^z \theta_0^j \langle -1 \rangle \theta_0^j |j\rangle \langle j| \right),
\]

where \( p_0 = \frac{1}{2} (1 + \cos(\theta) \cos(\theta')) \), \( p_1 = 1 - p_0 \), \( \cos(\theta_0^0) = \frac{\cos(\theta) + \cos(\theta')}{{\sqrt{1 + \cos(\theta) \cos(\theta')}}} \), and \( \cos(\theta_0^1) = \frac{\cos(\theta) - \cos(\theta')}{{\sqrt{1 - \cos(\theta) \cos(\theta')}}} \).

**IV. RESULTS FOR THE FIVE-QUBIT FACTOR GRAPH**

**A. Decoding on General BSCQ Channels**

Now, consider a qubit BSCQ \( W \) which is neither a pure state channel nor a purely classical channel. Specifically, we consider the channel family defined by

\[
W(z) = (1 - p) H |(-1)^z \theta \rangle \langle (-1)^z \theta | H^\dagger + p H |(-1)^z \otimes 1 \theta \rangle \langle (-1)^z \otimes 1 \theta | H^\dagger.
\]

Figure 1: The left side shows the five-qubit factor-graph. The right side depicts paired-measurement BPQM for the five-qubit factor-graph, where each stage of paired-measurement BPQM merges two qubits into one new qubit.

**Proof:** The difference matrix is given by

\[
[W_0 \boxcheck W_0'](0) \text{ } [W_0 \boxcheck W_0'](1) = \frac{1}{2} \sin(\theta) \sin(\theta') \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}.
\]

The optimal choice of paired measurement is defined by \( |v_0\rangle = \frac{1}{\sqrt{2}} (1, 0, 0, 1) \) and \( |v_1\rangle = \frac{1}{\sqrt{2}} (-1, 0, 0, 1) \) with respective eigenvalues of \( \pm \sin(\theta) \sin(\theta')/2 \). The probability of obtaining outcome \( \Pi_0 = \langle v_0 | v_0 \rangle + U \langle v_0 | v_0 \rangle U^\dagger = p_0 = \frac{1}{2} (1 + \cos(\theta) \cos(\theta')) \) for symmetry operator \( U = \sigma_z \otimes \mathbf{I} \). The corresponding post-measurement state for outcome \( j \in \{0, 1\} \) is given by

\[
\rho(j, z) = \sigma_z^j H |\theta_0^j \rangle \langle \theta_0^j | H^\dagger \sigma_z^j.
\]

Using [14], we can similarly demonstrate unitary equivalence of paired-measurement for bit-node combining to the coherent BPQM operation. First, we define

\[
U_\delta(\theta, \theta') := \begin{pmatrix} a_+ & 0 & 0 & a_- \\ a_- & 0 & 0 & -a_+ \\ b_+ & b_- & 0 & 0 \\ b_- & -b_+ & 0 & 0 \end{pmatrix},
\]

\[
a_\pm := \frac{1}{\sqrt{2}} \left( \cos \left( \frac{\theta - \theta'}{2} \right) \pm \cos \left( \frac{\theta + \theta'}{2} \right) \right),
\]

\[
b_\pm := \frac{1}{\sqrt{2}} \left( \sin \left( \frac{\theta - \theta'}{2} \right) \pm \sin \left( \frac{\theta + \theta'}{2} \right) \right).
\]

**Lemma 12.** Implementing the paired-measurement to distinguish between \( [W_0 \boxcheck W_0'](0) \) and \( [W_0 \boxcheck W_0'](1) \) is unitarily equivalent to

\[
U_\Theta(\theta, \theta') [W_0 \boxcheck W_0'](z) U_\Theta(\theta, \theta')^\dagger := \langle(-1)^z \theta_0^j \rangle \langle(-1)^z \theta_0^j | H^\dagger,
\]

where \( \cos(\theta_0^0) = \cos(\theta) \cos(\theta') \).

**Proof:** See [19].
consists of the following steps:

1. Paired measurement on qubits 2 and 3 for \( W^2 \) or \( \rho(a, z) \)
2. Paired measurement on qubits 4 and 5 for \( W^5 \) or \( \rho(b, z) \)
3. Paired measurement for \( \rho(a, z) \otimes \rho(b, z) \); obtain measurement outcome \( c \) and post-measurement state \( \tilde{\rho}(c, z) \)
4. Measuring \( \tilde{\rho}(c, z) \) and qubit 1 through Helstrom measurement for \( \{ W(0) \otimes \tilde{\rho}(c, 0), W(1) \otimes \tilde{\rho}(c, 1) \} \)

This process is depicted in Figure 1. We then generate success probabilities for the five-qubit factor-graph using both a paired-measurement BPQM approach and a collective Helstrom measurement respectively. The left hand side of Figure 2 shows the overall success probability of both approaches, while the right hand side of Figure 2 plots their relative difference. We observe that the relative difference is small for all choices of channel parameters \((\theta, p)\) and in the special case of a PSC \((p = 0)\), there is no relative difference.

We have also considered the “worst case” gap between paired-measurement BPQM and the collective Helstrom measurement. For the tested cases, the worst case gap is relatively small and paired-measurement BPQM is either optimal or nearly optimal in all cases. We also tested that PMBPQM outperforms the naive locally-greedy that first measures and the performs classical BP. This is discussed further in [19] where we demonstrate that a small gap between local measurement strategies and the collective Helstrom will also occur with any approach using semi-local binary-output measurements. Namely, there exists an example where no local measurement approach or extension of BPQM can achieve the optimal Helstrom success probability.

Lemma 13. Consider a tree factor graph for a binary linear code where all bits are sent through CQ channels. When the root bit has value \( z \in \{0, 1\} \), we denote the density matrix of the observations by \( \rho_z \). Let \( P_{LM}(\rho_0, \rho_1) \) be the optimal success probability for decoding algorithms that start from the bottom of the tree and, in each round, measure a single check node or bit node is conditional on all previous measurement results. Then, there are CQ channels where

\[
P_{LM}(\rho_0, \rho_1) < P_H(\rho_0, \rho_1, \frac{1}{2}).
\]

Proof: See [19].

V. DENSITY EVOLUTION

Density evolution is an technique that allows one to analyze the asymptotic performance of a given code ensemble with BP decoding by tracking the probability density function of messages that are passed along edges of a factor graph [18]. Density evolution thus determines whether a given channel and degree distribution leads to asymptotically reliable decoding. In turn, this enables the construction and optimization of low-density parity-check (LDPC) codes that achieve reliable communication at rates close to the channel capacity.

While there is no currently known method to analyze the performance of general protocols such as the collective Helstrom measurement, we demonstrate here that it is possible to extend density evolution to provide an asymptotic analysis (via Monte Carlo simulation) of PMBPQM. Such a method is possible because each the paired measurement operation allows the result of bit- and check-node combining to be viewed as a new single-qubit BSCQ channel. Thus, the paired measurements can be iteratively performed up the tree and
Let $P$ be the parent qubit (with parameters $(\theta, q)$) condensed to a single post-measurement qubit state, $\tilde{\rho}(j, z) = (1 - q_j) |(-1)^{z} \theta \rangle \langle -1^{z} \theta | + q_j \frac{1}{2}$.

d) Add the new channel parameters $(\theta_j, q_j)$ to $S'$

e) Repeat 2a-2d until $S'$ has $M$ elements, set $S = S'$

Figure 3: The left diagram shows the noise threshold boundary for LDPC codes on (1) as a function of $|z - \theta|$ and $p = q/2$ for $W_{\theta,q}(z) = (1 - q) |(-1)^{z} \theta \rangle \langle -1^{z} \theta | + q \frac{1}{2}$, where $(\theta, q) = (\pi/2, 2p)$ is a BSC with bit flip probability $p$. Results are provided for the $(d_v, d_c)$ regular LDPC codes indicated in the legend. On the right, we see a corresponding diagram for the Holevo bounds of the associated code rates, $\{0.2, 0.25, 0.5\}$.

the threshold can be found by tracking the channel parameters after a large number of channel combining iterations.

We begin by describing bit- and check-node combining operations for higher-degree bit and check nodes. First, we consider the case where the bit node has degree $d_v$ and the check node has degree $d_c$, and where for each node the channel corresponding to the $j^{th}$ qubit is denoted as $W^{(j)}$. The steps are then given by:

1) For $j \in \{1, \ldots, \lfloor \frac{d_v}{2} \rfloor \}$, execute paired measurement $\{W^{(2j-1)} @ W^{(2j)}, \{0\}, W^{(2j-1)} @ W^{(2j)}\} (1)$ to get post-measurement channels $\{W^{(12)}, \ldots, W^{(d_v-1,d_c)}\}$ (or $W^{(d_v-1)}$ if $d_v$ is odd)

2) Repeat the above step with the post-measurement channel set to form the new set $\{W^{(124)}, W^{(5678)}, \ldots, \}$ etc.

3) Repeat until only a single post-measurement qubit remains with effective channel $\tilde{W}$

4) Implement a final paired measurement for $\tilde{W} @ W$

For a check node, the steps are analogous (with bit-node combining replaced by check-node combining) except there is no additional combining with $W$ (in the 4th step).

Density evolution works by tracking the distribution of the PMBPQM qubit channels. We implement $N$ stages using the Monte Carlo process described below. For a regular LDPC code with bit and check degrees $d_v$ and $d_c$, the process alternates between bit and check channel combining. To start, we assume that all bits are initially sent separately through the BSCQ channel $W_{\theta,p}(z) = (1 - p) |(-1)^{z} \theta \rangle \langle -1^{z} \theta | + p \frac{1}{2}$.

The following method is used for density evolution:

1) Create multisets $S = \{(\theta, q)\}^{\lfloor \frac{M}{2} \rfloor}$ with $M = 5000$ copies of the channel parameters and initialize multiset $S' = \emptyset$

2) For $j \in \{1, 2, \ldots, N\}$:

a) Randomly draw $(\theta, q)$ and $(\theta', q')$ from $S$

b) If $j$ is odd, implement iterative paired measurements for the check node until all $d_c$ qubits are condensed to a single post-measurement qubit state

\[\tilde{\rho}(j, z) = (1 - q_j) |(-1)^{z} \theta \rangle \langle -1^{z} \theta | + q_j \frac{1}{2}\]

c) If $j$ is even, implement iterative paired measurements for the check node until all $d_c$ qubits and

VII. CONCLUSIONS

We introduce a paired-measurement BPQM protocol that extends BPQM to the case of BSCQ channels. This protocol reduces to BP for classical symmetric channels and matches the known (optimal) BPQM protocol for the pure-state channel. For more general BSCQ channels, we show that PMBPQM performs well in all tested instances. We also consider the application of PMBPQM to large factor graphs by using asymptotic analysis techniques. Based on Monte Carlo density evolution, we plot the region of channel parameters for which PMBPQM achieves asymptotically reliable decoding for a few different regular LDPC codes on BSCQ channels. The introduction of PMBPQM naturally leads to interesting open questions about the “worst case” gap between paired-measurement BPQM and the collective Helstrom measurement; as well as whether there exists an extension of BPQM that is optimal for general BSCQ channels.
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