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Abstract

This research aims at studying the discretization based on Chi2 algorithm and visualize technique for association rule mining. Numeric attributes with large distinct values normally do not appear in the association rules. We thus study the discretization method for numeric attributes with the integrated Chi2 algorithm and visualize technique to handle numeric attributes prior to the association analysis phase. We comparatively experiment with our proposed method against existing techniques. The comparative metrics are accuracy and number of rules.
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1. Introduction

Currently, many organizations and merchants do not use paper to record data, but they use computers for recording. When the data are in the digital form, we can use computer to analyze these data in order to obtain the model for future use such as to predict patient’s disease, to understand customer purchase behavior, or to assess learning behavior of student. The automatic induction of model from electronic data is known as data mining (1).

Association rule mining is one well-known technique in data mining. It is the induction of relationships of events or objects and generate these relationship as association rules to understand the current data or to predict the occurrence of an event or object in the future. There are many researches about the increase in efficiency in association rule mining, such as increase the speed or the accuracy of the association rule mining.

The data currently available are in a variety of types, such as numeric, text or character. But, the result of relationship induction from the numerical data in association rule mining was not good enough because the numerical data have a wide range of values. Thus, the solution of numerical data handling for association rule mining is discretization technique. There exist have many techniques for discretizing numerical data (2), such as Chi2 algorithm and Extend-Chi2 algorithm (3).

This research aims at proposing the efficient discretization technique based on Chi2 algorithm and visualized cut-point analysis for association rule mining to handle numerical data. The problem caused by the numerical data in association rule mining is that they make association rules disappear due to the sparseness of each numeric value. We, therefore, propose an efficient algorithm to solve this problem.

2. Related Work

Related researches can be divided into several types: research for proposing the new idea, research to improve the original algorithm, research to discretize numerical data for classification, and research to discretize numerical data for association rule mining. Thus, we study related work along these research themes with the details as follows:

Gyeneseni (4) has proposed an algorithm to discretize numerical data by using fuzzy sets technique to reduce runtime and to increase number of effective rules in the association rule mining. The experimental result has been compared between discretization by non-normal distributed data and normal distributed data. The result of the discretization by normal distributed data gives more effective association rules than non-normal distributed data,
which is measured by the minimum support, minimum confidence and runtime in association rule mining.

Tong et al.\(^5\) has proposed a method for association rule mining with numerical data using k-means clustering algorithm and Euclidean-based distance calculation. They used synthetic data to test the performance of the algorithm. Their algorithm results in less number of association rules, but higher in the values of support and confidence compared to association rule mining without any handling method for numerical data.

Ke et al.\(^6\) has proposed a method of the association rule mining with numerical data using mutual information and clique (MIC). This technique has divided the work into 3 parts. First, applying discretization to numerical data. Second, using the data obtained from the first step to create the MI graph. And finally, the result of the second step was used in the finding of frequent itemsets. The experimental result used 6 datasets and compared the runtime, number of rules and other measures.

Wei\(^7\) has proposed discretization technique to handle numerical data for association rule mining with clustering and genetic algorithm. His proposed technique is multivariate discretization based on density-based clustering and genetic algorithm (MVD-CG), which is an algorithm that improves the multivariate discretization algorithm (MVD). The experiment used real data and compared between MVD-CG algorithm and MVD algorithm. Measurement metrics are number of rules and effective of rules. The result is that MVD-CG algorithm has higher confident than MVD algorithm.

Sug\(^8\) has proposed multi-dimensional association rule mining, which is different from original association rule mining in term of the difference of column. This method can reduce the data size and runtime in association rule mining. The experiment used real data from UCI. The result is that the algorithm can create small multi-dimensional table and reduce the number of rules.

From the related work, it can be seen that there exist many techniques for discretization. However, most researches do not take into consideration the distribution of the data in each rang of the divided value. We notice that it may be possible that some of the data that was in the range with very small amount might be unnecessary to be used in the association rule mining. We thus propose the visualize technique to detect ranges of values with limited amount of data in order to consider a cut point during discretization process.

### 3. Background

This research aims at studying the discretization and proposing a new method based on Chi2 algorithm and visualize technique for association rule mining. The related theories are divided into 4 parts, that is, association rule mining, discretization algorithms, the cut points in Chi2 algorithm, and visualization by cut points.

#### 3.1 Association Rule Mining

Association rule mining is a popular analysis technique to automatically find the relationships between the data. There are many methods for association rule mining. In this papers we use Apriori\(^9\) algorithm for association rule mining. In the table 1 is a list of customer purchases that will be used as an example to explain the association rule mining process. The data are counted to find the frequent customer purchases on each itemset, and then take the frequent itemsets to generate the association rules, which is a rule in the form of “If condition Then result”. The measurement metrics used in the selection of frequent itemsets and rules are the following:

- Support is the frequency of the occurring event. Give the items A and B, the computation for support of A and B to be purchased is as follows:

\[
Support(A \rightarrow B) = P(A \wedge B) \quad (1)
\]

As an example, support (Coca cola → Bread) = \(2/5 = 0.4\) or 40%.

- Confidence is the frequency of the incident with other events occurring together. The computation for confident is as follows:

\[
Confidence(A \rightarrow B) = \frac{Support(A \rightarrow B)}{Support(A)} \quad (2)
\]

For the same example as above, confidence (Coca cola → Bread) = 0.4/0.4 = 1.0 or 100%.

| Order | Coca cola | Bread | Candy | Milk |
|-------|-----------|-------|-------|------|
| 1     | 1         | 1     | 1     | 0    |
| 2     | 0         | 1     | 1     | 0    |
| 3     | 0         | 0     | 0     | 1    |
| 4     | 1         | 1     | 1     | 0    |
| 5     | 0         | 1     | 0     | 0    |
### 3.2 Discretization algorithms

(a) Chi2 algorithm

Chi2 algorithm\(^{(10)}\) that is based on the \(X^2\) statistics was used to perform discretization over the numerical data. The computation for \(X^2\) is as follows:

\[
X^2 = \sum_{i=1}^{k} \sum_{j=1}^{k} \frac{(A_{ij} - E_{ij})^2}{E_{ij}}
\]  

(3)

where:

- \(k\) = number of classes,
- \(A_{ij}\) = number of patterns in the \(i\)th interval, \(j\)th class,
- \(E_{ij}\) = expected frequency of \(A_{ij} = R_i \times C_j / N\),
- \(R_i\) = number of patterns in the \(i\)th interval = \(\sum_{j=1}^{k} A_{ij}\),
- \(C_j\) = number of patterns in the \(j\)th class = \(\sum_{i=1}^{k} A_{ij}\),
- \(N\) = total number of patterns = \(\sum_{i=1}^{k} R_i\)

\[
X^2 = (0-.5)^2/5 + (1-.5)^2/5 + (1-.5)^2/5 + (0-.5)^2/5 = 2
\]

(b) CAIM algorithm

Class-Attribute Interdependence Maximization (CAIM)\(^{(11)}\) is a discretization algorithm by supervised learning. Main idea of the CAIM algorithm is to use class-attributed interdependence of the class and the numeric column to create minimal interval. The computation for CIAM is as follows:

\[
CAIM(C, D | F) = \frac{\sum_{r=1}^{n} \max_{q}^2}{M_{+r}}
\]  

(4)

where:

- \(C\) = class,
- \(D\) = discretization,
- \(F\) = columns,
- \(n\) = number of intervals,
- \(\max_{q}\) = maximum of the \(q_c\),
- \(M_{+r}\) = number of all continuous columns

(c) CACC algorithm

Class-Attribute Contingency Coefficient (CACC)\(^{(12)}\) is a discretization algorithm developed from CAIM algorithm for solving the overfitting problem. The computation for CACC is as follows:

\[
CACC = \sqrt{\frac{y' \cdot}{y' + M'}}
\]  

(5)
where:  
\[ M' = \text{number of sampling data} \]
\[ y' = M \left[ \left( \sum_{i=1}^{S} \sum_{r=1}^{m} \frac{q_{ir}^2}{M_{ir}} \right) - 1 \right] / \log(n) \]
when
\[ M = \text{number of sampling data}, \]
\[ n = \text{number of data}, \]
\[ q_{ir} = \text{number of class i by sampling data} \]
\[ (i=1,2,...,S \text{ and } r=1,2,...,n) \]
\[ M_{ir} = \text{number of class i by sampling data in interval } (d_{i},d_{i}) \]

(d) AMEVA algorithm

AMEVA algorithm\(^{(13)}\) is discretization algorithm by supervised learning. This algorithm increase performance in terms of correlations between parameter and decrease number of intervals of the Chi2 algorithm. The computation for AMEVA is as follows:

\[ Ameva(k) = \frac{x^2(k)}{k(l-1)} \tag{6} \]

where:
\[ k = \text{number of intervals}, \]
\[ x^2(k) = N \left( -1 + \sum_{i=1}^{d'} \sum_{j=1}^{x} \frac{n_{ij}^2}{n_in_j} \right) \]

3.3 Cut point in Chi2 Algorithm

Discretization by Chi2 algorithm is to find the cut points to divide the numerical data to interval data. The algorithm is based on the bottom-up division of numerical data in each row into intervals, and then gradually merging each interval based on independence, which can be computed by Chi2 value. We can be demonstrate the cut point calculation from contingency table in table 2 and equation (3). Figure 1 shows an example of calculating the Chi2 in each interval, such as intervals 2, 3 and 4 has Chi2 0. Figure 2 shows an example of integration the intervals by considering minimal Chi2 value, because the minimal Chi2 value means less independent between intervals. If the intervals are less independent, they should be in the same interval. For instance, the intervals 3, 4 and 5 have the Chi2 values 0. They should be in the same interval. Repeat the interval merging until Chi2 values of all intervals are greater than threshold that the user has defined.

3.4 Visualization Cut Point Consideration Through

Discretization numerical data by various algorithms has to consider the cut points, which can be used for grouping the numerical data to intervals. But in some situation the data in the discretized interval has too small amount of data. This can lead to an inefficient association rule mining. Thus, we propose to use visualization technique\(^{(14)}\) in the post-processing of the discretization steps to see the distribution of data in each interval, and then adjust the cut points to fit the data distribution in each interval. Figure 3 shows an example chart comparing the number of data in each interval. It can be seen that the data in the intervals 1, 7 and 12 are minimal comparing to other intervals. The cut points should be adjusted to re-distribute data in the discretized intervals. Figure 4 example of interval integration by visualize technique.

![Fig. 3. Example of comparing the number of rules in each interval.](image)

![Fig. 4. Example of interval integration by visualize technique](image)
Table 3. Comparative results of accuracy and number of rules by five discretization algorithms.

| Algorithms | Datasets       | Simulated Data | ECOLI | APD | CLE |
|------------|----------------|----------------|-------|-----|-----|
|            | #Rules | Acc. | #Rules | Acc. | #Rules | Acc. | #Rules | Acc. |
| AMEVA      | 81     | 88.19 | 107   | 97.57 | 987   | 95.29 | 111    | 45.31 |
| CAIM       | 79     | 88.39 | 52    | 97.47 | 971   | 94.87 | 43     | 83.13 |
| CACC       | 81     | 88.19 | 107   | 97.57 | 987   | 95.21 | 75     | 65.99 |
| Chi2       | 41     | 88.17 | 47    | 97.67 | 40    | 81.85 | 239    | 81.37 |
| Chi2+Visualize | 37   | 95.41 | 47    | 97.68 | 36    | 87.08 | 220    | 81.58 |

Fig. 5. The accuracy comparison of the five discretization algorithms.

Fig. 6. The number of rules comparison of the five discretization algorithms.
Fig. 7. Conceptual framework of the research.

4. Proposed Discretization Method

This research has proposed a methodology to perform discretization based on the Chi2 algorithm and the visualize technique for association rule mining. Figure 7 sketches the proposed method to discretize numerical attributes for association rule mining. The pre-processing module can be divided into two parts: discretization step and visualization by cut point consideration step. Discretization in our method is based on the Chi2 algorithm because it is easy to understand. After the discretization step to visualization has been applied to see distribution of data in each interval. If amount of data in any interval is too small, that interval will be merged with the previous interval or the next interval, which is considered by the distance to the nearest interval. Finally, the result is data discretized by new cut points. These data will be further used in the association rule mining.

5. Experimental Setting and Results

The proposed discretization method has been experimented with both synthetic data and real data from the UCI Machine Learning Repository. The UCI data are Appendicitis data (APD) with 106 records and 7 attributes. Ecoli data with 336 records and 8 attributes. Cleveland data (CLE) with 303 records and 13 attributes. Each of these datasets has been divided into training dataset (70%) and test dataset (30%). The discretization algorithm is encoded with the R language. The algorithm proposed in this research is called Chi2+Visualize discretization algorithm. Its performance has been compared with the AMEVA, CAIM, CACC, and Chi2 algorithms. The performance metrics are number of rules and accuracy of the algorithms.

Table 3 shows the number of rules and accuracy of the algorithms with different datasets. It can be seen that the Chi2+Visualize algorithm with the synthetic data and Ecoli data shows higher accuracy with less number of rules when compared to other algorithms. But the performance of our algorithm on the CLE and APD data shows lower accuracy than some algorithms.

Figure 5 shows a chart comparing the accuracy of algorithms with different datasets. It can be seen that the Chi2+Visualize with synthetic data and Ecoli data show higher accuracy when compared to other algorithms. Figure 6 shows a chart comparing the number of rules with different datasets. It can be seen that the Chi2+Visualize with synthetic, Ecoli and APD data has less number of rules when compared with other algorithms.

6. Conclusions

This research aims at studying the discretization method based on Chi2 algorithm and visualize technique for association rule mining. The problem of association rule mining with numerical data is that there will be large number of rules and the obtained association rules are not effective enough to predict the future data. Thus, we propose to use the cut point from discretization by Chi2 algorithm to see the distributed data in each interval, and then adjust the cut points to fit the distribution in each interval. The experimental results reveal that the proposed algorithm can reduce the number of rules and increase accuracy in predicting the future data. However, the application of our method over some data show low accuracy, but can be traded-off by small number of rules. But in some data our method shows low accuracy and large number of rules. We hypothesize that this dataset may be non-normal distribution and this kind of distribution has strong effect to our method. However, this hypothesis needs theoretical and experimental proofs further.
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