Abstract

We develop novel learning rates for conditional mean embeddings by applying the theory of interpolation for reproducing kernel Hilbert spaces (RKHS). We derive explicit, adaptive convergence rates for the sample estimator under the misspecified setting, where the target operator is not Hilbert-Schmidt or bounded with respect to the input/output RKHSs. We demonstrate that in certain parameter regimes, we can achieve uniform convergence rates in the output RKHS. We hope our analyses will allow the much broader application of conditional mean embeddings to more complex ML/RL settings involving infinite dimensional RKHSs and continuous state spaces.

1 INTRODUCTION

In the past decade, several studies have explored a new framework for embedding conditional distributions in reproducing kernel Hilbert spaces (RKHS). This approach seeks to represent a conditional distribution as an RKHS element, and thereby reduce the computation of conditional expectations to the evaluation of kernel inner products. Unlike other distribution learning approaches, which often involve density estimation and expensive numerical analysis, the conditional mean embedding (CME) framework exploits the popular kernel trick to allow distributions to be learned directly and efficiently from sample information, and do not require the target distribution to possess a density function. The broad generalizability and computational levity of conditional embeddings have led them to find many applications in reinforcement learning, hypothesis testing, and non-parametric inference.\cite{fukumizu2007kernel, fukumizu2009kernel}

Several foundational works by\cite{song2009alignment, song2010alignment} established the consistency of the sample embedding estimator, exploring its convergence rate to a “true” embedding in the RKHS norm. These works framed the act of conditioning as a linear operator between two Hilbert spaces, which mapped features of the independent variable in the input space to the mean embeddings of their respective conditional distributions in the output feature space. Under certain smoothness conditions on the underlying distribution,\cite{song2010alignment} demonstrated convergence of the sample estimator in the Hilbert-Schmidt norm. Although these works introduced a regularization parameter to tackle the ill-conditioning of the sample covariance operator, the learning task was not explicitly framed as a regularized regression problem, with the consistency of the sample estimator only implicitly depending on the polynomial decay of the regularizer. Later,\cite{grunewalder2012kernel} explicitly formulated conditional embeddings as the solution of a vector-valued Tikhonov-regularized regression problem. Here, the learning target was framed as a Hilbert space-valued function acting directly on the independent variable. Drawing from the rich theory of regularized regression\cite{caponnetto2007learning}, they derived near-optimal learning rates for kernels whose spectrum exhibits polynomial decay. However, their analysis required the compactness of the input set and the target Hilbert space to be finite-dimensional, an assumption which is violated by several common kernels.

In recent years, there have been several attempts to further relax the hypotheses of the previous two approaches — namely the requirement of a finite-dimensional output RKHS and the compact-
ness of the true conditional mean operator (well-specification). These approaches have sought a measure-theoretic interpretation of conditional mean embeddings as Hilbert-valued Bochner-measurable random variables in either an operator or vector-valued RKHS. Klebanov et al. (2020) demonstrates almost sure consistency for centered operators under relatively weak assumptions, but only $L^2$ consistency in the more popular uncentered framework, providing no insight into learning rates in either case. Park and Muandet (2020) abandons the operator framework, and seeks to directly extend the vector-valued regression approach from Grünewälder et al. (2012a) to infinite-dimensional RKHS, but similarly only demonstrates consistency in the general setting, and must further assume the well-specified setting to provide an concrete learning rate for the surrogates. Moreover, the latter approach sacrifices the operator interpretation of the conditional embedding, which has recently found an elegant connection to transfer operators in dynamical systems theory, and their associated data-driven spectral techniques (Mollenhauer et al. 2020; Khus et al. 2018).

In this paper, we aim to address these gaps by deriving novel adaptive learning rates for conditional mean embeddings in the misspecified setting, that elucidate the relationship between the properties of the kernel class and target measure. In particular, we seek to capture the interplay between kernel complexity (as measured by eigenvalue decay/summability) and the continuity of the hypothesis class in establishing uniform convergence rates. We apply the theory of interpolation spaces for RKHS (Steinwart and Scovel, 2012) to significantly relax the aforementioned source conditions, and simply require that the target “conditioning function” lie in some intermediate fractional space between the input RKHS and $L^2$. To the best of our knowledge, this is the first work to establish uniform convergence rates in the misspecified setting. Our approach is also distinct from existing operator-based methods in that we do not require the target conditional mean operator to be Hilbert-Schmidt, but simply bounded on the aforementioned interpolation space. Our generalized notion of boundedness also significantly attenuates the need to explicitly verify this continuity condition, which can often be difficult and unintuitive, and was a key motivator of the regression approach adapted by Grünewälder et al. (2012a); Park and Muandet (2020). Moreover, our analysis does not make any assumptions on the dimensionality of the input/output RKHS or the compactness of the latent spaces. These relaxations do introduce a slight tradeoff of requiring the polynomial eigendecay of the covariance operator, a standard assumption in regularized least-squares problems (Lin et al. 2020; Lin and Cevher, 2020; Caponnetto and De Vito, 2007). In a sense, our approach hybridizes the two aforementioned frameworks — namely, like Song et al. (2010) we construct conditional embeddings as operators, and characterize the convergence of the sample estimator via the spectral structure of the target embedding operator. However, we seek inspiration from the regression formulation of Grünewälder et al. (2012a) and likewise try to extrapolate approaches from scalar-valued kernel regression to our operator learning problem.

2 MODEL AND PRELIMINARIES

2.1 Problem Statement

Let $D = \{(x_i, y_i)\}_{i=1}^n \subset X \times Y$ be a dataset of $n$ independent, identically distributed observations sampled from a distribution $P$. Our goal is to learn the conditional distribution $P(Y|X)$, where $(X, Y) \sim P$. Here, we study a learning strategy based on conditional mean embeddings (Song et al. 2010), which seek to represent conditional distributions as operators between an input and output RKHS. Formally, let $\mathcal{H}_K$ be a separable RKHS on $X$ with bounded measurable kernel $k(\cdot, \cdot)$ and $\mathcal{H}_L$ be a separable RKHS on $Y$ with measurable kernel $l(\cdot, \cdot)$. Then, according to Song et al. (2009), we define a conditional mean embedding $C_{Y|X} : \mathcal{H}_K \to \mathcal{H}_L$ as follows:

**Definition 2.1.** The conditional mean embedding operator $C_{Y|X} : \mathcal{H}_K \to \mathcal{H}_L$ is defined such that:

- $\mu_{Y|X} \equiv E_{Y|X} [l(Y, \cdot)] = C_{Y|X} k(x, \cdot)$
- $E_{Y|X} [g(\cdot)] = \langle g, \mu_{Y|X} \rangle_L$ for all $g \in \mathcal{H}_L$ and $x \in X$

Essentially, the operator $C_{Y|X}$ performs the action of conditioning on some $x \in X$, which is represented by its feature mapping $k(x, \cdot) \in \mathcal{H}_K$. The output $\mu_{Y|X} \in \mathcal{H}_L$ then represents the conditional distribution $P(\cdot|x)$ in the output feature space $\mathcal{H}_L$ — evaluating the conditional expectation of some function $g \in \mathcal{H}_L$ simply reduces to taking its inner product with $\mu_{Y|X}$. Thus, in a sense, $\mu_{Y|X}$ can be interpreted as a generalization of the “density” of $P(\cdot|x)$, although it is important to note that distributions do not need to possess Lebesgue densities to be represented via a CME.

It is important to note that, implicit in Definition 2.1 is the assumption that the function $g_f(\cdot) = E[f(Y)|X = \cdot]$ is contained in $\mathcal{H}_K$ for every $f \in \mathcal{H}_L$. This is a strong assumption, and forms the so-called “well-specified” scenario treated exhaustively in the
literature (see e.g. Song et al. (2009, 2010)). It is violated in several common cases, such as when $X$ and $Y$ are independent and $\mathcal{H}_K$ is a Gaussian RKHS, which does not contain the constant functions $g_f(\cdot)$ for any $f \in \mathcal{H}_L$ (see Corollary 4.44 in Steinwart and Christmann (2008); our Lemma D.6 demonstrates that constants are included in every interpolation space, however). A key feature of our analysis will involve relaxing this assumption by replacing $\mathcal{H}_K$ in Definition 2.1 with a larger interpolation space $\mathcal{H}_K^*$ that lies “between” $\mathcal{H}_K$ and $L^2(P_X)$ (defined rigorously in the following section). Hence, our framework proves robust as long there exists some such fractional space that contains $g_f(\cdot)$ for every $f \in \mathcal{H}_L$ — in section 3 we demonstrate how our learning rates depend on the smoothness of this space.

We also define the uncentered kernel covariance $C_{XX} = \mathbb{E}_X[k(X, \cdot) \otimes k(X, \cdot)]$ and cross-covariance $C_{YX} = \mathbb{E}_X[I(Y, \cdot) \otimes k(X, \cdot)]$ operators. Note here that $\otimes$ may be interpreted as a tensor product, i.e. $C_{XX}$, for example, may be alternatively expressed as: $C_{XX} = \mathbb{E}_X[k(X, \cdot)k(X, \cdot)K]$, if we wish to make the action of $C_{XX}$ on $\mathcal{H}_K$ more explicit. It can be easily shown (Klebanov et al. 2020) that $C_{Y|X} = (C_{XX} C_{XY})^*$, when $C_{Y|X}$ exists (where $\dagger$ denotes the pseudo-inverse and $*$ the adjoint).

In practice, we do not have access to the true covariance operators $C_{XX}$ and $C_{YX}$, and hence we use the regularized sample CME $\hat{C}_{Y|X} = \hat{C}_{YX}(\hat{C}_{XX} + \lambda)^{-1}$, where $\lambda > 0$ and the empirical operators $\hat{C}_{YX}$ and $\hat{C}_{XX}$ are defined precisely like their population counterparts (with $\mathbb{E}_X[I(X, \cdot)]$ replaced by the empirical expectation $\mathbb{E}_D[I]$). Grünwald et al. (2012a) demonstrated that $\hat{C}_{Y|X}$ solves the following regularized least-squares problem:

$$\arg \min_{T: \mathcal{H}_K \rightarrow \mathcal{H}_L} \frac{1}{n} \sum_{i=1}^n \|I(y_i, \cdot) - T[k(x_i, \cdot)]\|^2_{L_2} + \lambda \|T\|^2_{HS} (1)$$

Traditionally, the sample complexity of solutions to (1) has been analyzed through the lens of vector-valued regression (e.g. Park and Munda (2020); Grünwald et al. (2012a)). In earlier works, the consistency of the sample CME was demonstrated via a spectral characterization (Song et al. 2010) that imposed strong compactness conditions on $C_{Y|X}$. Here, we develop an integral operator approach towards the analysis of (1) that seeks to significantly weaken the spectral conditions on $C_{Y|X}$ through the use of interpolation spaces — our approach is strongly motivated by Fischer and Steinwart (2020) where integral operator techniques were successfully applied towards the analysis of scalar-valued kernel regression problems. In section 3 we notably demonstrate that we can achieve the same learning rates derived in Fischer and Steinwart (2020) for our operator regression problem, under weaker smoothness conditions.

Remark (Proofs). All proofs can be found in the supplementary appendices.

Remark (Notation). In the remainder of this paper, we define $\hat{C}_{Y|X} = \hat{C}_{YX}(\hat{C}_{XX} + \lambda)^{-1}$, $C_{Y|X} = C_{YX}(C_{XX} + \lambda)^{-1}$, and $\mu_{Y|X} = \mathbb{E}_Y[f(Y, \cdot)]$, $\mu_{Y|X} = \hat{C}_{Y|X}(k(x, \cdot))$, and $\mu_{Y|X}^\lambda = C_{Y|X}^\lambda(k(x, \cdot))$. Note that when denoting the sample conditional embedding $\hat{C}_{Y|X}$ we suppress the dependence on $\lambda$ and the number of samples $n$, as these are typically understood from context. Moreover, for any two Banach spaces $A$ and $B$, we denote by $\mathcal{L}(A, B)$ the set of all continuous linear operators between $A$ and $B$. For any $T \in \mathcal{L}(A, B)$, $||T||$ denotes the operator norm given by $||T|| = \sup_{||x||_A \leq 1} ||Tx||_B$ and $||T||_{HS}$ denotes a Hilbert-Schmidt norm. Occasionally, we denote this operator norm as $||T||_{A \rightarrow B}$ in order to make the domain and codomain more explicit. Finally, we use the symbol $\simeq$ to denote the Loewner (semidefinite) order between positive semidefinite operators (i.e. $A \simeq B$ if $B - A$ is positive semidefinite).

2.2. Mathematical Preliminaries.

We first summarize the theory of interpolation spaces between $\mathcal{H}_K$ and $\mathcal{L}^2(\nu)$ (where $\nu = P_X$ is the marginal distribution on $X$). Consider the injective imbedding $I_\nu: \mathcal{H}_K \rightarrow \mathcal{L}^2(\nu)$ of $\mathcal{H}_K$ into $\mathcal{L}^2(\nu)$. Let $S_\nu = I_\nu^*$ be its adjoint. Then, it can be shown that $S_\nu$ is an integral operator given by:

$$S_\nu(f) = \int_X k(x, \cdot) f(y) d\nu(y)$$

Using $S_\nu$ and $I_\nu$, we construct the following positive self-adjoint operators on $\mathcal{H}_K$ and $\mathcal{L}^2(\nu)$, respectively:

$$C_\nu = S_\nu I_\nu = I_\nu^* I_\nu$$
$$T_\nu = I_\nu S_\nu = I_\nu I_\nu^*$$

We observe that $C_\nu$ and $T_\nu$ are nuclear (see Lemma 2.2.23 in Steinwart and Scovel (2012)), and that $C_\nu$ coincides with our uncentered cross-covariance operator $C_{XX}$. In our discussion/analyses below we typically only use the notation $C_{XX}$ when considering expansions of the operators $\hat{C}_{Y|X}, C_{Y|X},$ or $C_{Y|X}^\lambda$ in order to remain consistent with literature (when the latter operators are abbreviated as in this sentence, we instead use $C_\nu$). Since, $T_\nu$ is nuclear and self-adjoint, it admits a spectral representation:

$$T_\nu = \sum_{j=1}^\infty \mu_j \delta_{e_j, \cdot} L^2(\nu)$$
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where \( \{\mu_j\}_{j=1}^\infty \in (0, \infty) \) are nonzero eigenvalues of \( T_\nu \) (ordered nonincreasingly) and \( \{e_j\}_{j=1}^\infty \subset L^2(\nu) \) form an orthonormal system of corresponding eigenfunctions. Note that formally, the elements \( e_j \) of \( L^2(\nu) \) are equivalence classes \([e_j]_\nu\) whose members only differ on a set of \( \nu \)-measure zero—notationally, we consider this formalism to be understood here and simply write \( e_j \) to refer to elements in both \( \mathcal{H}_K, \) \( L^2(\nu) \), and their interpolation spaces (with the residence of \( e_j \) understood from context). We define the interpolation spaces \( \mathcal{H}_K^\alpha \) as:

**Definition 2.2.** For \( \alpha > 0 \), we define the space \( \mathcal{H}_K^\alpha \):

\[
\mathcal{H}_K^\alpha = \left\{ f = \sum_i a_i (\mu_i^{\frac{\alpha}{2}} e_i) : \{a_i\}_{i=1}^\infty \in \ell^2 \right\}
\]

with inner product:

\[
\left< \sum_i a_i (\mu_i^{\frac{\alpha}{2}} e_i), \sum_i b_i (\mu_i^{\frac{\alpha}{2}} e_i) \right>_{\mathcal{H}_K^\alpha} = \sum_i a_i b_i
\]

We observe that, if \( \alpha > \beta \), \( \mathcal{H}_K^\alpha \subset \mathcal{H}_K^\beta \subset L^2(\nu) \), with \( \mathcal{H}_K^\beta = \mathcal{H}_K \). Note it is easy to see that \( \{\mu_i^{\alpha/2} e_i\}_{i=1}^\infty \) is an orthonormal basis for \( \mathcal{H}_K^\alpha \). We also observe that if:

\[
\sum_{i=1}^{\infty} \mu_i^\alpha e_i^2(x) < \infty \quad \forall \ x \in \mathcal{X}
\]

then \( \mathcal{H}_K^\alpha \) can be viewed as an RKHS whose reproducing kernel is equivalent to that of the integral operator \( T_\nu^\alpha \) on \( L^2(\nu) \) (Proposition 4.2 in Steinwart and Scovel (2012)). Even, when \( (2) \) is not satisfied, we denote this kernel as

\[
k^\alpha(x, y) = \sum_i \mu_i^\alpha e_i(x) e_i(y), \text{ and write } ||k^\alpha||_\infty = \sup_{x \in \mathcal{X}} \sum_{i=1}^{\infty} \mu_i^\alpha e_i^2(x), \text{ if the latter quantity is finite.}
\]

Hence, we may identify \( \mathcal{H}_K^\alpha \cong \text{ran } T_\nu^\alpha \). A detailed development of RKHS interpolation spaces can be found in Steinwart and Scovel (2012).

### 2.3 Conditional Embeddings on Interpolation Spaces

We develop the notion of conditional embeddings on interpolation spaces. We begin with the following definition:

**Definition 2.3.** Let \( T : \mathcal{H}_K^\beta \to \mathcal{H}_L \) be a (possibly unbounded) operator for some \( \beta > 0 \) and let \( \gamma \in (0, \beta) \). Let \( I_{\beta, \gamma}^* : \mathcal{H}_K^\beta \to \mathcal{H}_L^\gamma \) be the canonical embedding. We define the operator norm \( || \cdot ||_{\gamma} \):

\[
||T||_{\beta, \gamma} = ||T \circ I_{\beta, \gamma}^*||_{\mathcal{H}_K^\beta \to \mathcal{H}_L}
\]

where both norms may possibly be infinite. When \( \beta = 1 \), we simply write \( || \cdot ||_{\gamma} \)

Our definition of the interpolation norm is motivated by the following observation:

**Lemma 1.** Suppose \( C_{Y|X} : \mathcal{H}_K \to \mathcal{H}_L \) is well-defined according to Definition 2.1. Then, for any \( \beta \in (0, 1) \), \( C_{Y|X} \circ I_{\beta,\beta,\nu}^* \) is the conditional mean embedding from \( \mathcal{H}_K^\beta \) to \( \mathcal{H}_L \) (by Definition 2.1 with \( \mathcal{H}_K \) replaced by \( \mathcal{H}_K^\beta \)).

When the conditional mean embedding from \( \mathcal{H}_K^\beta \) to \( \mathcal{H}_L \) is well-defined, we denote it as \( C_{Y|X}^\beta \). Note, implicit in this definition of \( C_{Y|X}^\beta \) is the assumption that \( \mathcal{H}_K^\beta \) is indeed an RKHS, i.e. it satisfies condition (2). Thus, from Lemma 1 we observe that if \( C_{Y|X} \) and \( C_{Y|X}^\beta \) are well-defined, then \( ||C_{Y|X}||_{\beta} = ||C_{Y|X}^\beta||_{\mathcal{H}_K^\beta \to \mathcal{H}_L} \).

The following result further elaborates the relationship between the operator norms \( || \cdot || \) and \( || \cdot ||_{\gamma} \):

**Lemma 2.** Let \( T : \mathcal{H}_K^\beta \to \mathcal{H}_L \) be an operator. Then, for any \( \gamma \in (0, \beta) \), we have that:

\[
||T||_{\beta, \gamma} = ||T \circ I_{\beta, \gamma}^*||_{\mathcal{H}_K^\beta \to \mathcal{H}_L}
\]

where \( C_{\beta, \gamma, \nu} = I_{\beta, \gamma, \nu}^* I_{\beta, \gamma, \nu} \).

Our motivation behind introducing the Sobolev norms in Definition 2.3 stems from our desire to study operator convergence over the interpolation spaces \( \mathcal{H}_K^\beta \). A distinguishing feature of our analysis is that we do not assume the existence of the CME \( C_{Y|X} \) over \( \mathcal{H}_K \), but merely over some interpolant \( C_{Y|X}^\beta (\beta \in (0, 2)) \), which maps \( k^\beta(x, \cdot) \in \mathcal{H}_K^\beta \) to \( \mu_{Y|x} \) (we are primarily interested in the misspecified setting \( 0 < \beta < 1 \)). Since, we cannot approximate \( C_{Y|X}^\beta \) directly (as the exponent \( \beta \) is typically unknown), we construct the regularized approximation \( C_{Y|X}^\lambda \in \mathcal{L}(\mathcal{H}_K, \mathcal{H}_L) \) (which is always well-defined and bounded) and “pushback” to \( \mathcal{H}_K^\beta \) via the composition \( C_{Y|X}^\lambda \circ I_{\lambda, \beta, \nu}^* \). We observe that \( (C_{Y|X}^\lambda \circ I_{\lambda, \beta, \nu}) k^\beta(x, \cdot) = C_{Y|X}^\lambda k(x, \cdot) = \mu_{Y|x} \), i.e. \( C_{Y|X}^\lambda \circ I_{\lambda, \beta, \nu}^* \) maps the canonical “feature” \( k^\beta(x, \cdot) \) in \( \mathcal{H}_K^\beta \) to the regularized mean embedding \( \mu_{Y|x} \) in \( \mathcal{H}_L \).

Thus, the use of Sobolev norms here is primarily a mathematical construction employed to compare operators defined over different domains — in applications, we are mainly interested in estimating \( ||\mu_{Y|x} - \hat{\mu}_{Y|x}||_L \), i.e. the distance between the sample and true embeddings of the conditional distribution \( P(\cdot|x) \) in the output RKHS \( \mathcal{H}_L \). Bounding the latter distance provides insight into the sample error involved in computing the conditional expectation of a function \( g \in \mathcal{H}_L \), as:

\[
||\langle g, \hat{\mu}_{Y|x} \rangle_L - \mathbb{E}[g(Y)|x]||_L = ||\langle g, \hat{\mu}_{Y|x} \rangle_L - \langle g, \mu_{Y|x} \rangle_L ||_L \leq ||\mu_{Y|x} - \hat{\mu}_{Y|x}||_L ||g||_L
\]
(note that $\langle g, \hat{\mu}_{Y|x}\rangle_L$ is typically not an expectation of $g$ with respect to some distribution, but simply an approximation of the true expectation $\mathbb{E}[g(Y)|x]$; see [Grünwald et al., 2012] for more details). If $H^2_F$ is continuously embedded in $L^\infty(\mathcal{X})$ (i.e. $k^\beta$ is bounded), then we can obtain uniform bounds on $||\mu_{Y|x} - \hat{\mu}_{Y|x}||_L$ over all $x \in \mathcal{X}$, by estimating the operator distance $||C^\beta_Y \circ \mathbf{I}_{1,\beta,\nu} - C^\beta_{Y|x}||$. Indeed, we have:

$$
||\mu_{Y|x} - \hat{\mu}_{Y|x}||_L = ||(C^\beta_Y \circ \mathbf{I}_{1,\beta,\nu})k^\beta(x, \cdot) - (C^\beta_{Y|x})k^\beta(x, \cdot)||_L \\
\leq ||\hat{C}^\beta_{Y|x} \circ \mathbf{I}_{1,\beta,\nu} - C^\beta_{Y|x}||_L ||k^\beta(x, \cdot)||_\beta \\
\leq ||k^\beta||_\infty ||\hat{C}^\beta_{Y|x} \circ \mathbf{I}_{1,\beta,\nu} - C^\beta_{Y|x}||_L 
$$

In the following section, we discuss the various parameter regimes in which such bounds are attainable.

**Remark** (Abuse of Notation). In light of Lemma 1 for the remainder of the paper, when $C^\beta_{Y|x}$ is well-defined, we abuse notation and simply write $||\hat{C}^\beta_{Y|x} - C^\beta_{Y|x}||_\beta$ to express $||\hat{C}^\beta_{Y|x} \circ \mathbf{I}_{1,\beta,\nu} - C^\beta_{Y|x}||$, even when $C^\beta_{Y|x}$ is not well-defined/bounded, in order to make explicit the distance between a sample estimator and its “true” value. Similarly, for any $\gamma < \beta$, we define $||\hat{C}^\beta_{Y|x} - C^\beta_{Y|x}||_\gamma$ as $||\hat{C}^\beta_{Y|x} \circ \mathbf{I}_{1,\gamma,\nu} - C^\beta_{Y|x} \circ \mathbf{I}_{1,\gamma,\nu}||$.

### 2.4 Assumptions

We state some assumptions similar to those in [Fischer and Steinwart, 2020] — namely, we impose conditions on the decay of the eigenvalues of $T_p$, the boundedness of a kernel interpolant, the conditional kernel moments of our target distribution, and the boundedness of $C^\beta_{Y|x}$. Below, we discuss how the latter assumption is weaker than the direct generalization of its analogous hypothesis in [Fischer and Steinwart, 2020] for scalar-valued regression.

**Assumption 1.** There exists a $0 < p < 1$ such that $c_i^{1/p} \leq \mu_i \leq c_i^{1/p}$, for some $c_i, C > 0$

**Assumption 2.** There exists a $0 < p < \alpha \leq 1$ such that the inclusion map $i : H^\alpha_K \hookrightarrow L^\infty(\nu)$ is continuous, with $||i|| = ||k^\alpha|| \leq A$ for some $A > 0$ (we define $\alpha$ as the smallest value satisfying these conditions)

**Assumption 3.** There exists a $0 < p < \beta < 2$ such that $||C^\beta_{Y|x}||_\nu \leq B < \infty$

**Assumption 4.** There exists a trace-class operator $V : \mathcal{H}_L \rightarrow \mathcal{H}_L$ and scalar $R > 0$, such that for every $x \in \mathcal{X}$ and $p \geq 1$:

$$
\mathbb{E}_{Y|x}\left[ (L(Y, \cdot) - \mu_{Y|x}) \otimes (L(Y, \cdot) - \mu_{Y|x}) \right]_p \leq \frac{(2p)!R^{2p-2}}{2} V 
$$

#### 2.4.1 Discussion/Comparison of Assumptions

Although they are listed separately here, Assumptions 1 and 2 are indeed highly related as they both (implicitly) impose conditions on the summability of powers of eigenvalues of $T_p$. Indeed, under an additional assumption of uniform boundedness of the eigenfunctions $e_i$, Assumptions 1 and 2 can be shown to be equivalent for certain domains of $\alpha$ and $p$. A comprehensive discussion of the relationship between these two assumptions can be found in [Fischer and Steinwart, 2020; Steinwart and Scovel, 2012].

Assumption 3 characterizes the continuity of the “true” conditional embedding operator. Note, a distinctive feature of our approach is that we not only allow the CME to exist over any fractional RKHS $H^\beta_K$, but additionally only require that the CME is bounded over this space. This contrasts strongly with existing operator-theoretic literature ([Song et al., 2009, 2010] where the CME is required to be Hilbert-Schmidt (or equivalently belong to a product RKHS in the regression formulation of [Park and Muandet, 2020]) in order to achieve explicit learning rates. The significance of this relaxation can be seen in the trivial example when $Y = X$ and $1 - \beta \leq \frac{\beta}{\gamma}$; indeed here, it can be easily seen that $C^\beta_{Y|x} = I^*_{1,\beta,\nu}$, and hence $||C^\beta_{Y|x}|| = \mu_1^{1-\beta} < \infty$ while $||C^\beta_{Y|x}||_H^2 = \sum_{i=1}^\infty \mu_i^{2(1-\beta)} = \sum_{i=1}^\infty i^{-1} = \infty$. More generally, it can be shown that if $C^\beta_{Y|x}$ exists, then it is automatically bounded when $\mathbb{E}_Y[|Y,Y|] < \infty$, i.e. when $l$ is bounded (see Lemma 3 below). Note, however, compared to the scalar regression case in [Fischer and Steinwart, 2020], this introduces the condition that $p < \beta$, which is trivially satisfied when $H^\beta_K$ is an RKHS (Proposition 4.4 in [Steinwart and Scovel, 2012]). We are able to remove the latter condition if we require $C^\beta_{Y|x}$ to be Hilbert-Schmidt, which would be a direct generalization of the source condition in [Fischer and Steinwart, 2020] (this tradeoff is directly indicated in the remark following the proof of Lemma 3 in Appendix B).

We are primarily interested in the misspecified/“hard learning” scenario when $0 < \beta < 1$, the regime where the conditional embedding is not bounded over the RKHS $H_K$, as this is where our framework improves on the related literature. Note that since the interpolation spaces are descending, the regime with $1 \leq \beta \leq 2$ simply collapses to $\beta = 1$, which has already been analyzed in [Song et al., 2010]. We only include this regime here, to demonstrate that we can generalize the learning rates from...
Fischer and Steinwart (2020) almost exactly. We now demonstrate the relationship between Assumption 3 and the hard-learning scenario:

**Lemma 3.** Assumption 3 is equivalent to 
\[ \sup_{||f||_1 \leq 1} \mathbb{E} [f(Y)|X = \cdot] \in \mathcal{H}_K \text{ for } f \in \mathcal{H}_L. \]
Indeed, by Lemma 3, \( \mathbb{E} [f(Y)|X = \cdot] \in \mathcal{H}_K \) must only lie in a \( || \cdot ||_{\mathcal{H}_K} \)-ball of radius \( \beta \) for all unit vectors \( f \in \mathcal{H}_L \). Intuitively, the act of conditioning on \( X \) must map \( \mathcal{H}_L \) continuously into \( \mathcal{H}_K \), which is strictly larger than \( \mathcal{H}_K \) for \( \beta \in (0, 1) \) — the misspecified setting.

Recall that in the previous section, we demonstrate that uniform convergence rates are attainable when \( \alpha < \beta \) (note that Assumption 2 automatically qualifies \( \mathcal{H}_K^\alpha \) as a bounded RKHS). This setting is attainable in many common settings — for example, when \( k \) is a Matérn kernel of order \( \gamma > 0 \) on a bounded open subset \( \mathcal{X} \subset \mathbb{R}^d \) with strong Lipschitz boundary, \( k^\alpha \) is bounded for all \( \alpha \in (\frac{2+d}{\gamma} - 1) \) (see e.g. Example 4.8 in Steinwart (2013)). Moreover, in this scenario, the condition \( p < \beta \) translates to requiring \( \mathcal{H}_K^\alpha \cong W^s(\mathcal{X}) \) for \( s > \frac{d}{2} \).

Assumption 4 may be viewed as an “operator subexponential” condition that controls the norm of the conditional operator MGF. Like Assumption 3, Assumption 4 can be weakened to \( \mathbb{E}_{Y|x}[||Y|\cdot||_2^p] \leq \frac{(2p+1)e^{R(p-1)^2}}{\tau^p} \) (for \( \sigma \in \mathbb{R} \)) if Assumption 3 is replaced with a stronger Hilbert-Schmidt criterion (which would be the natural generalization of the corresponding assumptions from Fischer and Steinwart (2020) to operator-valued RKHS). However, Lemma 4 demonstrates that Assumption 4 is satisfied when the output RKHS also satisfies a variant of Assumptions 1 and 2 suggesting that the tradeoff we choose here indeed achieves more generality.

**Lemma 4.** Let \( \pi \) be a measure on \( \mathcal{Y} \). Suppose \( \mathcal{H}_L \) is compactly and injectively embedded in \( L^2(\pi) \), \( l \) is bounded (sup \( \sup_{y \in \mathcal{Y}} \sqrt{t(y, y)} = \ell < \infty \), and \( T_\tau \) has spectrum \( \{ (\eta_i, f_i) \}_{i=1}^\infty \) (where \( T_\tau \) is defined on \( L^2(\pi) \) analogously to \( T_\tau \) above). Then, if \( \eta_i = \mathcal{O}(\ell^{-q-1}) \) for \( 0 < q < 1 \), and \( K \equiv \sup_{y \in \mathcal{Y}} \sum_{i=1}^\infty \eta_i f_i^2(y) < \infty \) for some \( \gamma \in (0, 1-q) \), we have that Assumption 4 is satisfied for \( R = 2\ell \) and \( V = K C_\pi^{1-\gamma} \).

Thus, Lemma 4 demonstrates that we can reduce Assumption 4 to a condition on the RKHS \( \mathcal{H}_L \), instead of a constraint on the conditional distribution \( Y|x \). Moreover, although Assumptions 1 and 2 are more restrictive than the measure-theoretic frameworks of Mollenhauer et al. (2020) and Park and Muanedel (2020), these hypotheses do not impose conditions on the conditional distribution \( P(Y|X) \) or the CME, but instead prescribe the relationship between the kernel and the measure \( \nu = P_X \). A crucial feature of our analysis involves establishing explicit learning rates that are adaptive to this relationship between kernel complexity (Assumptions 1 and 2) and the CME continuity (Assumption 3).

As mentioned previously, Assumptions 1 and 2 are borrowed directly from Fischer and Steinwart (2020). However, our assumption 3 requiring only boundedness of \( C_{Y|X}^\beta \) is significantly weaker than the Hilbert-Schmidt condition that would result from a direct generalization of the source condition in Fischer and Steinwart (2020) to operator-valued RKHSs. Indeed, the use of a more general source condition in Assumption 3 and operator subexponentiality in Assumption 4 distinguishes our analysis from that of Fischer and Steinwart (2020) and requires the development of additional approximation machinery to obtain operator norm learning rates (see Appendix C and section 5.4.1).

### 2.4.2 Example: Markov Operators

To further demonstrate the generality of Assumption 3, we consider an example involving Markov transition operators, which have recently found an elegant connection to CMEs (see e.g. Mollenhauer and Koltai (2020); Mollenhauer et al. (2020)). Although this example is presented to provide a concrete comparison with existing applications of conditional embeddings (Grünewälder et al. 2012b; Lever et al. 2015), it should be noted that the argument applies to any setting where the input and output variables range over the same measure space (i.e. \( \mathcal{X} = \mathcal{Y} \)).

Let \( \{ X_t \}_{t \geq 0} \) be a Markov process on a state space \( S \subset \mathbb{R}^d \). Fix \( \tau > 0 \), and let \( p_\tau(y|x) = P(X_{t+\tau} = y|X_t = x) \) be the conditional transition density. Then, we may define the Koopman operator \( P_\tau \) acting on an observable \( \phi \in \mathcal{F} \) in some suitable function space \( \mathcal{F} \) by:

\[ (P_\tau \phi)(x) = \int_S p_\tau(y|x) \phi(y) dy \]

In applications, we are often interested in building empirical approximations to \( P_\tau \), which typically require restricting the domain of \( P_\tau \) to an amenable space. Recently, kernel methods have
been proposed for this purpose (Klus et al., 2020; Mollenhauer et al., 2021, Klus et al., 2018, where F is set to some RKHS \( \mathcal{H}_K \) typically over \( L^2(\nu) \) (here \( \nu \) is the stationary measure invariant under \( P_x \)). Indeed, Klus et al. (2020) demonstrate that when \( F \) is an RKHS, the Koopman operator \( P_\tau \) is simply the dual of the conditional mean embedding mapping \( P(X_t = \cdot) \) to \( P(X_{t+\tau} = \cdot) \), thereby enabling the straightforward application of CME machinery towards the empirical estimation of \( P_\tau \). However, their construction notably requires \( P_\tau \) to be invariant over \( \mathcal{H}_K \), which as mentioned in Mollenhauer et al. (2020) and Das and Gianakis (2020) is quite restrictive, and equivalent to the assumption that the CME of \( p_\tau \) exists from \( \mathcal{H}_K \) to \( \mathcal{H}_K \). Notably, this assumption often introduces a model error by requiring the (possibly weak) approximation of \( P_\tau \) in \( \mathcal{L}(\mathcal{H}_K, \mathcal{H}_K) \). We observe that this assumption is significantly relaxed in our framework — indeed by Lemma 3 we require that \( P_\tau \) merely be a bounded operator on \( \mathcal{H}_K \) with range in \( \mathcal{H}_K \), for some \( \beta \in (0,1] \) (the latter space being strictly larger than \( \mathcal{H}_K \) when \( \beta < 1 \)). Hence, we may apply the new misspecified learning rates developed here towards the data-driven estimation of the Koopman operator \( P_\tau \) in much broader settings.

### 3 Technical Contributions

We first present our main result in Theorem 5. As expected, we achieve a faster learning rate as \( \gamma \to 0 \), i.e. as the norm \( ||\cdot||_r \) weakens.

**Theorem 5.** Suppose Assumptions 1–4 are satisfied, and that \( \sup_{x \in \mathcal{X}} ||\mu_{Y|x}|| \leq C < \infty \). Then, let \( \lambda_n \approx \left( \frac{\log n}{n} \right)^{\max\{\frac{\beta-\gamma}{2}, \frac{\beta}{2(\beta+p)}\}} \) for some \( r > 1 \). Then there exists a constant \( K > 0 \) (independent of \( n \) and \( \delta \)), such that for \( 0 < \gamma < \beta \):

\[
||\hat{C}_{Y|x} - C_{Y|x}||_\gamma \leq K \log(\delta^{-1}) \left( \frac{n \log n}{\log^2 n} \right)^{-\frac{\beta-\gamma}{2\max\{\beta, \beta+p\}}}
\]

with probability \( 1 - 2\delta \).

The exponent \( -\frac{\beta-\gamma}{2\max\{\beta, \beta+p\}} \) illustrates that the learning rate hinges quite naturally on the comparison between \( \alpha \) and \( \beta \). Intuitively, the exponent \( \alpha \) characterizes the boundedness of our kernel, while \( \beta \) characterizes the boundedness of the conditional mean operator. The sizes of \( \alpha \) and \( \beta \) are related inversely to specification, with our problem being more strongly specified as \( \alpha \to 0 \) and \( \beta \to 1 \). We therefore expect to achieve faster learning rates for low \( \alpha \) and high \( \beta \). Indeed, when \( \alpha > 2\beta \) (i.e. the kernel is relatively poorly bounded), then \( \alpha = \max\{\alpha, \beta + p\} \), which will limit the magnitude of the exponent and lead to a slow learning rate. Conversely, if \( \beta > \alpha \), then we can bring our learning rate arbitrarily close to \( \frac{1}{\log n} \) (by Assumption 3). Note, in this regime, the Sobolev norm learning rate \( ||\cdot||_r \) is only useful for establishing uniform convergence rates when \( \gamma \geq \alpha \). Indeed, here we can obtain a uniform error bound in \( ||\hat{\mu}_{Y|x} - \mu_{Y|x}|| \) for the sample conditional mean embedding \( \hat{\mu}_{Y|x} \) over all \( x \in \mathcal{X} \). Moreover, as we will see later in Lemma 5 the exponent \( \alpha - \beta \) characterizes our ability to control the worst-case bias of our estimator \( \sup_{x \in \mathcal{X}} ||\mu_{Y|x} - \hat{\mu}_{Y|x}|| \) as \( \lambda \to 0 \), which likewise relates directly to the convergence of the sample embedding operator.

**Remark.** We note that the additional assumption \( \sup_{x \in \mathcal{X}} ||\mu_{Y|x}|| \leq C \) is not very restrictive, as this is easily satisfied when the kernel \( \ell \) is bounded (recall we do not place an a priori assumption on the boundedness of the output kernel \( \ell \)).

**Corollary 5.1.** Suppose the hypotheses of Theorem 5. Then, if \( \beta > \alpha \), we obtain, with probability \( 1 - 2\delta \) and constant \( K > 0 \):

\[
\sup_{x \in \mathcal{X}} ||\hat{\mu}_{Y|x} - \mu_{Y|x}|| \leq K \log(\delta^{-1}) \left( \frac{n \log n}{\log^2 n} \right)^{-\frac{\beta-\gamma}{2\max\{\beta, \beta+p\}}}
\]

We emphasize that we are able to achieve learning rates roughly matching those in Fischer and Steinwart (2020) for scalar-valued regression, despite only requiring the continuity/boundedness of our target \( C_{Y|x} \) rather than the stronger smoothness source condition imposed on the regression function in Fischer and Steinwart (2020). Moreover, we note that we obtain a roughly similar result to the base observed in Grünewälder et al. (2012a) for finite-dimensional RKHSs, which is unsurprising as the latter is based on the regularized learning rates of Caponnetto and De Vito (2007), which is foundational in the scalar-valued kernel regression literature.

#### 3.1 Proof of Theorem 5

To estimate the error \( ||\hat{C}_{Y|x} - C_{Y|x}||_\gamma = ||\hat{C}_{Y|X}(C_{X|X} + \lambda I)^{-1} - C_{Y|X}||_\gamma \), we follow the standard procedure by separating into bias and variance terms, and bounding each term independently. Namely, we write:

\[
||\hat{C}_{Y|x} - C_{Y|x}||_\gamma \leq ||\hat{C}_{Y|X} - C_{Y|X}||_\gamma + ||C_{Y|X} - C_{Y|X}||_\gamma
\]  

Our main tool will be Theorem 7 where we estimate the variance by noting that the subexponential bound in Assumption 3 and a new operator Bernstein inequality derived in Lemma C.3 in the Appendix, which may be of independent interest. Lemma C.3 is crucial in our analysis, as it enables us to quantify the variance in directly in...
operator norm, rather than embedding the operators in a product RKHS, which implicitly requires them to be Hilbert-Schmidt (see discussion in e.g. Park and Muandet (2020); Mollenhauer and Koltai (2021)). Like in Fischer and Steinwart (2020), our variance bound in Theorem 7 is expressed implicitly in terms of the worst-case bias. Hence, we first discuss the estimation of this bias term \(|\|C_{Y|X}^\lambda - C_{Y|X}\|_{\gamma}|.

3.1.1 Bounding the Bias

In the following result, we seek to estimate several different measures of the bias between \(\mu_{Y|X}^\lambda \) and \(\mu_{Y|X} \), that relate to the various spectral properties of the covariance operators arising in Theorem 7. We will see that while the “average” bias \(\mathbb{E}[|\mu_{Y|X}^\lambda - \mu_{Y|X}|^2] \) can always be shown to decay polynomially at order \(\beta - p \) as \(\lambda \to 0\), estimating the worst-case bias is less straightforward. Notably, we can only demonstrate the polynomial decay of the latter quantity when \(\beta > \alpha\), i.e. the “nice” regime when the conditional embedding can be expressed as a continuous operator acting on bounded RKHS, leading to uniform convergence rates in the output space \(\mathcal{H}_L\). When \(\beta \leq \alpha\), we can merely bound this worst-case bias in a way sufficient to achieve the learning rates in Theorem 5.

We argue that imposing a continuity constraint on \(C_{Y|X}^\lambda \) in Assumption 3 is more natural for studying uniform convergence of \(\mu_{Y|X}^\lambda \), rather than the stronger Hilbert-Schmidt criteria often imposed in vector-valued regression. Indeed, estimating the bias \(|\mu_{Y|X}^\lambda - \mu_{Y|X}|^2|\) and sample error \(|\mu_{Y|X}^\lambda - \mu_{Y|X}|^2|\) involve quantifying distances in the output RKHS \(\mathcal{H}_L\), the codomain of the true \((C_{Y|X}^\lambda, \mu_{Y|X}^\lambda)\), sample \((\tilde{C}_{Y|X}, \tilde{\mu}_{Y|X})\), and regularized \((C_{Y|X}^\lambda, \mu_{Y|X}^\lambda)\) conditional embedding operators. Since \(\mu_{Y|X}, \tilde{\mu}_{Y|X}\) and \(\mu_{Y|X}^\lambda\) lie more specifically in the range of their respective operators \((C_{Y|X}^\lambda, \tilde{C}_{Y|X}, \mu_{Y|X}^\lambda)\), intuitively, it is sufficient to constrain the operator norms of the latter to obtain uniform upper bounds in \(\mathcal{H}_L\). However, we must note that additionally requiring \(C_{Y|X}^\lambda \) to be Hilbert-Schmidt would allow us to achieve the polynomial decay of the expected bias in 6 for any \(\beta \in (0, 2)\), without requiring \(\beta > p\) as in Assumption 3 (elaborated in the remark following the proof of Lemma 6 in Appendix B). We view this tradeoff to be quite minor with respect to elimination of the Hilbert-Schmidt requirement on \(C_{Y|X}^\lambda\) (as discussed in section 3.4.1).

Lemma 6. Suppose Assumptions 1-4 and
\[\sup_{x \in X} |\mu_{Y|X}|_L \leq \tilde{C}. \]
Then, we have for all \(0 < \gamma < \beta < 2:\
\begin{align*}
\mathbb{E}[|\mu_{Y|X}^\lambda - \mu_{Y|X}|^2] & \leq DB\lambda^{\beta-p} \\
M^2(\lambda) & \equiv \sup_{x \in X} |\mu_{Y|X}^\lambda - \mu_{Y|X}|^2 \leq (\tilde{C}^2 + |k^\alpha|_\infty^2 B^2)\lambda^{-\alpha (\beta-p)} + \|C_{Y|X}^\lambda - C_{Y|X}\|_{\gamma} \leq B\lambda^{\frac{\beta - p}{2}} \\
M_x & \equiv \mathbb{E}(|\mu_{Y|X}^\lambda - \mu_{Y|X}|^2) \leq B^2 \lambda^\beta \\
|\|C_{Y|X}^\lambda - C_{Y|X}\|_{\gamma} & \leq B\lambda^{\frac{\beta - p}{2}}.
\end{align*}

3.1.2 Bounding the Variance

We now present our primary estimate, where we demonstrate that for sufficiently large \(n\), the “variance” of the sample CME (in \(|\| \cdot |\|_{\gamma}\)) can be estimated implicitly via the bias. Specifically, we use a new operator Bernstein inequality (detailed in Appendix C) and the framework of Theorem 6.8 in Fischer and Steinwart (2020), to demonstrate the concentration of \(\tilde{C}_{Y|X}\) around \(C_{Y|X}\) for a fixed \(\lambda\).

Theorem 7. Suppose Assumptions 1-4 hold. Let \(\sigma^2 = \text{tr}(V)\) (where \(V\) is defined in Assumption 4). Define:
\[\mathcal{N}(\lambda) = \text{tr}(C_r(C_r + \lambda)^{-1})\]
\[Q = \max(M(\lambda), R)\]
\[g_\lambda = \log \left(2\mathcal{N}(\lambda) |C_r||| + \lambda \right) \]
\[\rho_\lambda = \mathbb{E}\left(|\mu_{Y|X}^\lambda - \mu_{Y|X}| \otimes (\mu_{Y|X}^\lambda - \mu_{Y|X})\right) \]
\[\eta = \max\left\{\frac{(\sigma^2 + M^2(\lambda))); |C_r|||}{|C_r||| + \lambda}, |\mathcal{N}(\lambda)\| + |k^\alpha|_\infty^2 \rho_\lambda\} \right\} \]
\[\beta(\delta) = \frac{4((2\sigma^2 + M^2(\lambda))\mathcal{N}(\lambda) + |k^\alpha|_\infty^2 |\mathcal{N}(\lambda)|\|)}{\eta \delta} \]

Then, for \(n \geq 8|k^\alpha|_\infty^2 \log(\delta^{-1})g_\lambda \lambda^{-\alpha}:
\[||\tilde{C}_{Y|X} - C_{Y|X}||_{\gamma} \leq 3\lambda^{-\frac{\beta}{2}} \left(\frac{16Q|k^\alpha|_\infty^2 \beta(\delta)}{\lambda^\frac{\beta}{2}} + 8 \sqrt{\frac{\eta \delta(\delta)}{n}}\right) \]
with probability \(1 - 2\delta\).

The proof of Theorem 5 then follows by substituting the bias estimates in Lemma 6 into (8), combining with the operator bias bound in (8). and considering the behavior of the resulting bound as \(\lambda_n \propto \left(\frac{\log n}{n}\right)^{-\frac{1}{\alpha (\beta-p)+\gamma}}\) as \(n \to \infty\). A full proof of these three results can be found in Appendix B.

4 DISCUSSION

In this paper, we derive novel learning rates for conditional mean embeddings under a new misspecified framework that significantly relaxes the Hilbert-Schmidt criteria currently required to guarantee uniform convergence on infinite-dimensional RKHS. This relaxation reduces the need to explicitly verify the smoothness of the learning target, which can often be difficult or counterintuitive. Our results hopefully enable the much broader application of existing...
ML/RL algorithms for conditional mean embeddings to more complex, misspecified settings involving infinite dimensional RKHS and continuous state spaces. There are several remaining questions. Firstly, complementary lower bounds would be required for Theorem 5 to ensure the results presented here are indeed optimal. Given the ease in matching the upper bounds from the scalar-valued setting in Fischer and Steinwart (2020), we suspect that our learning rates are likewise optimal in this setting, however verifying this would require further analysis. A further interesting question involves exploring how the framework developed here may generalize to other regularization approaches, such as spectral regularization, or quantile/expectile regression.
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Supplementary Material:
Sobolev Norm Learning Rates for Conditional Mean Embeddings

A Proofs for Sections 2.3 and 2.4

Proof of Lemma 1. We must demonstrate that $C_{Y|X} \circ I_{1,\beta,v}^* : \mathcal{H}_K^\beta \to \mathcal{H}_L$ satisfies the definition of the conditional mean embedding in Definition 2.1 where the input space is taken as $\mathcal{H}_K^\beta$ (instead of $\mathcal{H}_K$). Thus, we must show that $C_{Y|X} \circ I_{1,\beta,v}^* k^\beta(x, \cdot) = \mu_{Y|x}$. We first observe that, for any $f \in \mathcal{H}_K$ and $x \in \mathcal{X}$, we have:

$$\langle I_{1,\beta,v} f, k^\beta(x, \cdot) \rangle_{\mathcal{H}_K^\beta} = \langle f, k^\beta(x, \cdot) \rangle_{\mathcal{H}_K^\beta} = f(x) = \langle f, k(x, \cdot) \rangle_{\mathcal{H}_L}$$

Hence, we have that $I_{1,\beta,v}^* k^\beta(x, \cdot) = k(x, \cdot)$. Therefore, by the definition of $C_{Y|X}$ in Definition 2.1, we have:

$$(C_{Y|X} \circ I_{1,\beta,v}^*) k^\beta(x, \cdot) = C_{Y|X} k^\beta(x, \cdot) = \mu_{Y|x}$$

and we obtain our result.

Proof of Lemma 2. Since $\{\mu_\beta^2 e_i\}_{i=1}^\infty$ is an orthonormal basis for $\mathcal{H}_K^\beta$, we may express any $f \in \mathcal{H}_K^\beta$ as $f = \sum_{i=1}^\infty \langle f, \mu_\beta^2 e_i \rangle_{\mathcal{H}_K^\beta} \mu_\beta^2 e_i$. Hence, we have:

$$\langle f, C_{\beta,\gamma,v}(\mu_\beta^2 e_i) \rangle_{\mathcal{H}_K^\beta} = \langle f, I_{\beta,\gamma,v}^* I_{\beta,\gamma,v} (\mu_\beta^2 e_i) \rangle_{\mathcal{H}_K^\beta} = \langle I_{\beta,\gamma,v} f, I_{\beta,\gamma,v} (\mu_\beta^2 e_i) \rangle_{\mathcal{H}_K^\beta} = \langle f, \mu_\beta^2 e_i \rangle_{\mathcal{H}_K^\beta} = \langle \sum_{i=1}^\infty \langle f, \mu_\beta^2 e_i \rangle_{\mathcal{H}_K^\beta} \mu_\beta^2 e_i, \mu_\beta^2 e_i \rangle_{\mathcal{H}_K^\beta} = \mu_\beta^{\beta-\gamma} \langle f, \mu_\beta^2 e_i \rangle_{\mathcal{H}_K^\beta}$$

where the final step follows from the fact that $\{\mu_\beta^2 e_i\}_{i=1}^\infty$ is an orthonormal basis in $\mathcal{H}_K^\gamma$. Hence $C_{\beta,\gamma,v}$ is a positive self-adjoint operator on $\mathcal{H}_K^\beta$ with eigenvalues $\{\mu_\beta^{\beta-\gamma}\}_{i=1}^\infty$ and an orthonormal basis of eigenfunctions $\{\mu_\beta^2 e_i\}_{i=1}^\infty$. Moreover, since $C_{\beta,\gamma,v} = I_{\beta,\gamma,v}^* I_{\beta,\gamma,v}$ by definition and $I_{\beta,\gamma,v}$ is the canonical embedding of $\mathcal{H}_K^\beta$ into $\mathcal{H}_K^\gamma$, it follows that the action of $I_{\beta,\gamma,v}^*: \mathcal{H}_K^\gamma \to \mathcal{H}_K^\beta$ can be characterized as:

$$I_{\beta,\gamma,v}^* e_i = \mu_\beta^{\beta-\gamma} e_i \quad \nu - \text{almost surely}$$

for all $i \in \mathbb{N}$. Now, let $B_{\ell^2}$ denote the unit ball in $\ell^2$. Then, we have that for any linear operator $T : \mathcal{H}_K^\beta \to$
The following result demonstrates that if $\mathbb{E}_Y[\ell(Y,Y)] < \infty$, then $C_{Y|X}^\beta$ is always bounded when it exists.

**Lemma A.1.** Suppose that $C_{Y|X}^\beta$ exists and $\mathbb{E}_Y[\ell(Y,Y)] < \infty$. Then, $C_{Y|X}^\beta$ is bounded.

**Proof.** Define $C_{\beta,XY} \equiv \mathbb{E}_{XY}[k^\beta(X,\cdot) \odot l(Y,\cdot)]$. Note, that this operator is analogous to the cross-covariance operator $C_{XY}$ defined in section 2.2 except that the feature vectors $k(x,\cdot)$ have been replaced by $k^\beta(x,\cdot)$, since $C_{\beta,XY}$ maps between the RKHS $\mathcal{H}_L$ and $\mathcal{H}_K^\beta$. Similarly, it is easy to see that the covariance operator of $X$ over $\mathcal{H}_K^\beta$ is simply $\mathbb{E}_X[k^\beta(X,\cdot) \odot k^\beta(X,\cdot)]$ and equivalent to $C_{\beta,0,\nu} = I_{\beta,0,\nu}^\beta I_{\beta,0,\nu}$ (as defined in Lemma 2 and Definition 2.3 note here $I_{\beta,0,\nu}$ is simply the embedding of $\mathcal{H}_K^\beta$ in $L^2(\nu)$). Thus, by the discussion in section 2.2 and Klebanov et al. (2020), it follows that when $C_{Y|X}^\beta$ exists it is given by $(C_{\beta,0,\nu}^\beta C_{XY})^\dagger$. Hence, in order to demonstrate that $C_{Y|X}^\beta$ is bounded, we must only demonstrate that $C_{\beta,0,\nu}$ and $C_{XY}$ are bounded and then apply Theorem A.1 in Klebanov et al. (2020). It is clear that $C_{\beta,0,\nu}$ shares the same eigenvalues as $T_\nu^\beta$ (just as $T_\nu$ and $C_\nu$), and hence $||C_{\beta,0,\nu}|| = \mu_1^\beta < \infty$. To see that $C_{\beta,XY} : \mathcal{H}_L \to \mathcal{H}_K^\beta$ is bounded, we note that, for $f \in \mathcal{H}_L$ with $||f||_L \leq 1$, we have:

\[
||C_{\beta,XY}f||_{\mathcal{H}_K^\beta} = ||\mathbb{E}_{XY}[k^\beta(X,\cdot) \odot l(Y,\cdot),f]||_{\mathcal{H}_K^\beta} \\
\leq ||f||_L ||\mathbb{E}_{XY}[k^\beta(X,\cdot) \odot l(Y,\cdot)]||_{\mathcal{H}_K^\beta} \\
\leq \mathbb{E}_{XY}[||k^\beta(X,\cdot)||_{\mathcal{H}_K^\beta} \sqrt{l(Y,Y)}] \\
= \mathbb{E}_{XY}[\sqrt{k^\beta(X,X)}l(Y,Y)] \\
\leq \sqrt{\mathbb{E}_X[k^\beta(X,X)]}\mathbb{E}_Y[l(Y,Y)] \\
< \infty
\]

(11)

(12)

(13)

(14)

where (11) follows from Cauchy-Schwarz, (12) follows from Jensen’s inequality and the fact that $||f||_L \leq 1$, (13) follows from Cauchy-Schwarz, and finally (14) follows from the assumption $\mathbb{E}_Y[\ell(Y,Y)] < \infty$ and the fact that $\mathbb{E}_X[k^\beta(X,X)] = \mathbb{E}_X[\sum_{i=1}^\infty \mu_i^\beta e_i^2(X)] < \infty$, since $\mathcal{H}_K^\beta$ is implicitly an RKHS (since the CME $C_{Y|X}^\beta$ is well-defined) and hence satisfies (2). Hence $C_{\beta,XY}$ is bounded, and our result follows from Theorem A.1 in Klebanov et al. (2020). Moreover, if Assumption 1 is satisfied for some $p > 1$, it follows that since $\infty > \mathbb{E}_X[k^\beta(X,X)] = \mathbb{E}_X[\sum_{i=1}^\infty \mu_i^\beta e_i^2(X)] = \sum_{i=1}^\infty \mu_i^\beta \geq c \sum_{i=1}^\infty i^{-p-1}\beta$, that $\beta > p$. 

\[\square\]
Proof of Lemma 4. Let \( g_f(\cdot) = \mathbb{E}[f(Y) | X = \cdot] \). We observe that for every \( x \in \mathcal{X} \):

\[
g_f(x) = \mathbb{E}_{Y|\pi}[f(Y)] = \langle f, \mu_{Y|x} \rangle_L = \langle f, C^\beta_{Y|x}K^\beta(x, \cdot) \rangle_L = \langle (C^\beta_{Y|x})^* f, k^\beta(x, \cdot) \rangle_{\mathcal{H}^\beta_K} \tag{18}
\]

Since \( g_f \in \mathcal{H}^\beta_K \) by assumption (recall this is implicit in the existence of \( C^\beta_{Y|x} : \mathcal{H}^\beta_K \rightarrow \mathcal{H}_L \)), we have that \( g_f = (C^\beta_{Y|x})^* f \). The result then follows from:

\[
||C^\beta_{Y|x}||^2 = \sup_{\|f\|_L \leq 1} \sum_{i=1}^{\infty} \langle f, C^\beta_{Y|x} \mu_i^\beta e_i \rangle^2_L
\]

The second part of the lemma follows directly from Lemma A.3.

Proof of Lemma 4. We first note that, here \( \pi \) may be any measure, and we only require that the compact imbedding \( \mathcal{H}_L \rightarrow L^2(\pi) \) be injective (which ensures that \( \{\eta_i^\beta f_i\}_{i=1}^\infty \) is indeed an orthonormal basis for \( \mathcal{H}_L \) by Theorem 3.3 in Steinwart and Scovel (2012)). Let \( g_f(x) = \mathbb{E}_{Y|\pi}[f(Y)] \), for \( f \in \mathcal{H}_L \). Then, we have that:

\[
\mathbb{E}_{Y|\pi}[\left((l(Y, \cdot) - \mu_{Y|x}) \otimes (l(Y, \cdot) - \mu_{Y|x})\right)^p] = \mathbb{E}_{Y|\pi}[\left(||l(Y, \cdot) - \mu_{Y|x}||_{2p-2}^2(l(Y, \cdot) - \mu_{Y|x}) \otimes (l(Y, \cdot) - \mu_{Y|x})\right)] \\
\leq (2\ell)^{2p-2}\mathbb{E}_{Y|\pi}[\left((l(Y, \cdot) - \mu_{Y|x}) \otimes (l(Y, \cdot) - \mu_{Y|x})\right)] \\
\leq (2\ell)^{2p-2}\mathbb{E}_{Y|\pi}[l(Y, \cdot) \otimes l(Y, \cdot)] \tag{19}
\]

where (19) follows from the fact that \( \mu_{Y|x} = \mathbb{E}_{Y|\pi}[l(Y, \cdot)] \) by definition and \( ||l(y, \cdot)|| = \sqrt{l(y, y)} \leq l \) by assumption. Now, since:

\[
l(y, \cdot) = \sum_{i=1}^{\infty} \eta_i f_i(y) f_i
\]

converges pointwise (Theorem 3.3 in Steinwart and Scovel (2012)), we have that for any \( h \in \mathcal{H}_L \),

\[
\langle h, l(y, \cdot) \rangle_L^2 = \left\langle h, \sum_{i=1}^{\infty} \eta_i f_i(y) f_i \right\rangle_L^2 \\
\leq \left( \sum_{i=1}^{\infty} \eta_i^2 f_i^2(y) \right) \left( \sum_{i=1}^{\infty} \eta_i^{1-\gamma} \langle h, \eta_i^\beta f_i \rangle_L^2 \right) \\
\leq K \langle h, C^{1-\gamma}_\pi h \rangle_L \tag{21}
\]

where (21) follows from the fact that \( K \equiv \sum_{i=1}^{\infty} \eta_i f_i^2(y) < \infty \) by assumption, and in (21), \( C_\pi \) is defined analogously to \( C_\nu \) in section 2.2. Hence, for all \( y \in \mathcal{Y} \), \( l(y, \cdot) \otimes l(y, \cdot) \leq KC^{1-\gamma}_\pi \) and:

\[
\mathbb{E}_{Y|\pi}[\left((l(Y, \cdot) - \mu_{Y|x}) \otimes (l(Y, \cdot) - \mu_{Y|x})\right)^p] \leq (2\ell)^{2p-2}\mathbb{E}_{Y|\pi}[l(Y, \cdot) \otimes l(Y, \cdot)] \leq K(2\ell)^{2p-2}C^{1-\gamma}_\pi
\]

Finally, \( \text{tr}(C^{1-\gamma}_\pi) = \sum_{i} \eta_i^{1-\gamma} \geq \sum_{i} i^{-q^{-1}(1-\gamma)} < \infty \) since \( \gamma < 1 - q \). Hence, we obtain our result with \( V = KC^{1-\gamma}_\pi \) and \( R = 2\ell \). 

\[\square\]
Remark (Assumptions in Lemma 4). A particularly illustrative case of the assumption $\eta_i = O\left(i^{-q}\right)$ occurs when the $\eta_i$ decay exponentially (such as when $l$ is the Gaussian kernel and $\pi$ is the Lebesgue measure), in which case it is easy to see that the decay condition holds for any $q \in (0, 1)$. Moreover, we note that our boundedness condition $\|\sum_{i \in \mathbb{N}} \eta_i f_i^2\|_{L^\infty(Y)} < \infty$ is significantly weaker than requiring the uniform boundedness of the eigenfunctions $\|f_i\|_{L^\infty(Y)} < \infty$, the latter of which is often violated even for $C^\infty$ kernels (see discussion in Steinwart and Scovel (2012) and Zhou (2002)). In fact, for the kernel in Example 1 of Zhou (2002), it can be shown that the requirement $\|f_i\|_{L^\infty(Y)} < \infty$, is satisfied for any choice of $\gamma \in \left(\frac{\ln \delta}{\ln H}, 1\right)$, despite $\|f_i\|_{L^\infty(Y)}$ growing exponentially. Most importantly, Lemma 4 demonstrates that we can replace the requirement on the conditional distribution $Y|X$ in Assumption 4 with a condition on $\mathcal{H}_L$ and thereby eliminate any constraints on $P(Y|X)$ in our hypotheses.

B Proof of Theorem 5

Proof of Lemma 4 We first note that:

$$
\mu_{Y|X}^\lambda = C_{Y|X}(C_{XX} + \lambda)^{-1}k(x, \cdot)
= \mathbb{E}_{Y|X}[(\sum_{i=1}^{\infty} \mu_i e_i(X)e_i)\otimes (\sum_{i=1}^{\infty} \mu_i e_i(X)e_i)](C_{XX} + \lambda)^{-1}k(x, \cdot)
= C_{Y|X}^\lambda \mathbb{E}_{X}(k^\lambda(x, \cdot) \otimes k(x, \cdot))(C_{XX} + \lambda)^{-1}k(x, \cdot)
$$

(22)

where (22) follows from the fact that $\mu_{Y|X} = \mathbb{E}_{Y|X}[(Y, \cdot)] = C_{Y|X}^\lambda k^\lambda(x, \cdot)$ by the definition of the conditional embedding $C_{Y|X}^\lambda$ on $\mathcal{H}_L^\lambda$. We then observe that:

$$
\mathbb{E}_{X}(k^\lambda(x, \cdot) \otimes k(x, \cdot))(C_{XX} + \lambda)^{-1}k(x, \cdot) = \mathbb{E}_{X}\left[\left(\sum_{i=1}^{\infty} \mu_i^{1+\beta} e_i(X)e_i\right) \otimes (\sum_{i=1}^{\infty} \mu_i e_i(X)e_i)\right](C_{XX} + \lambda)^{-1}k(x, \cdot)
= \left(\sum_{i=1}^{\infty} \mu_i^{1+\beta} e_i \otimes e_i\right)k(x, \cdot)
= \left(\sum_{i=1}^{\infty} \frac{\mu_i^{1+\beta}}{\mu_i + \lambda} e_i \otimes e_i\right)k(x, \cdot)
= \sum_{i=1}^{\infty} \frac{\mu_i^{1+\beta}}{\mu_i + \lambda} e_i(x)e_i
$$

We thus have that:

$$
\mu_{Y|X}^\lambda - \mu_{Y|X} = C_{Y|X}^\lambda \left(\mathbb{E}_{X}(k^\lambda(x, \cdot) \otimes k(x, \cdot))(C_{XX} + \lambda)^{-1}k(x, \cdot)\right) - C_{Y|X}^\lambda k^\lambda(x, \cdot)
= C_{Y|X}^\lambda \left(\sum_{i=1}^{\infty} \frac{\mu_i^{1+\beta}}{\mu_i + \lambda} e_i(x)e_i - \sum_{i=0}^{\infty} \mu_i^{1+\beta} e_i(x)e_i\right)
= \sum_{i=1}^{\infty} \frac{\lambda}{\mu_i + \lambda} \cdot C_{Y|X}^\lambda \mu_i^{1+\beta} e_i(x)e_i
$$
Thus, we can write:

\[
\mathbb{E}_X[||\mu_{Y|X} - \mu^\lambda_{Y|X}||_L^2] = \mathbb{E}_X \left[ \left\| \sum_{i=1}^{\infty} \frac{\lambda}{\lambda + \mu_i} C_{Y|X}^\beta \mu_i^\beta e_i(x) e_i \right\|_L^2 \right]
\]

\[
= \mathbb{E}_X \left[ \left\| \sum_{i=1}^{\infty} \frac{\lambda \cdot \mu_i^\beta}{\lambda + \mu_i} C_{Y|X}^\beta \mu_i^\beta e_i(x) e_i \right\|_L^2 \right]
\]

\[
\leq \lambda^2 ||C_{Y|X}^\beta||^2 \mathbb{E}_X \left[ \sum_{i=1}^{\infty} \left( \frac{\mu_i^\beta}{\lambda + \mu_i} \right)^2 e_i^2(x) \right]
\]

\[
= \lambda^2 ||C_{Y|X}^\beta||^2 \sum_{i=1}^{\infty} \left( \frac{\mu_i^\beta}{\lambda + \mu_i} \right)^2
\]

\[
\leq D \lambda^{\beta - \alpha} ||C_{Y|X}^\beta||^2
\]

where the last line follows from Lemma D.2. Moreover, we have, for any \(x \in X\):

\[
||\mu_{Y|x} - \mu^\lambda_{Y|x}||_L^2 = \left\| \sum_{i=1}^{\infty} \frac{\lambda}{\lambda + \mu_i} C_{Y|X}^\beta \mu_i^\beta e_i(x) e_i \right\|_L^2
\]

\[
= \left\| \sum_{i=1}^{\infty} \frac{\lambda \cdot \mu_i^\beta}{\lambda + \mu_i} \cdot C_{Y|X}^\beta \mu_i^\beta e_i(x) e_i \right\|_L^2
\]

\[
\leq \left( \sum_i \left( \frac{\lambda \cdot \mu_i^\beta}{\lambda + \mu_i} \right)^2 \right)^2 \frac{\beta - \alpha}{\lambda + \mu_i} \cdot \sum_i e_i^2(x) \cdot ||C_{Y|X}^\beta||^2
\]

\[
\leq \lambda^{\beta - \alpha} ||k^\alpha||^2 ||C_{Y|X}^\beta||^2
\]

when \(\beta > \alpha\) (here (23) follows from the fact that \(\left\{ \frac{\mu_i^\beta}{\lambda + \mu_i} e_i \right\}_{i=1}^{\infty}\) is an orthonormal basis for \(\mathcal{H}_K^\beta\) and the last line follows from Lemma A.1 in [Fischer and Steinwart (2020)]. When \(\beta < \alpha\), we have that:

\[
||\mu^\lambda_{Y|x}||_L^2 = \left\| \sum_{i=1}^{\infty} \frac{\mu_i^\beta}{\lambda + \mu_i} C_{Y|X}^\beta \mu_i^\beta e_i(x) e_i \right\|_L^2
\]

\[
= \left\| \sum_{i=1}^{\infty} \frac{\mu_i^\beta}{\lambda + \mu_i} \cdot C_{Y|X}^\beta \mu_i^\beta e_i(x) e_i \right\|_L^2
\]

\[
= \left( \sum_i \left( \frac{\mu_i^\beta}{\lambda + \mu_i} \right)^2 \right)^2 \frac{\beta - \alpha}{\lambda + \mu_i} \cdot \sum_i e_i^2(x) \cdot ||C_{Y|X}^\beta||^2
\]

\[
\leq \lambda^{\beta - \alpha} ||k^\alpha||^2 ||C_{Y|X}^\beta||^2
\]

where again the last line follows from Lemma A.1 in [Fischer and Steinwart (2020)]. Thus, we have for all cases:

\[
||\mu_{Y|x} - \mu^\lambda_{Y|x}||_L \leq ||\mu_{Y|x}||_L + ||\mu^\lambda_{Y|x}||_L
\]

\[
\leq \tilde{C} + \lambda^{\frac{\beta - \alpha}{2}} ||k^\alpha||_\infty ||C_{Y|X}^\beta||
\]

\[
\leq (\tilde{C} + ||k^\alpha||_\infty ||C_{Y|X}^\beta||) \lambda^{-\frac{\beta - \alpha}{2}}
\]
where we have used the fact that we may assume the fixed \( \lambda \leq 1 \) (as the \( \lambda_n \to 0 \) in Theorem 5). Moreover, we have:

\[
\| \mathbb{E}[(\mu_Y|^x - \mu_{Y|^x}) \otimes (\mu_Y|^x - \mu_{Y|^x})] \|_2^2 = \sup_{\|f\|_L \leq 1} \mathbb{E}[(f, \mu_Y|^x - \mu_{Y|^x})^2]
\]

\[
= \sup_{\|f\|_L \leq 1} \mathbb{E} \left[ \left( \sum_{i=1}^\infty \frac{\lambda \cdot \mu_i^{\beta} e_i(X)}{\lambda + \mu_i} (f, C^\beta_{Y|^x}^2 e_i)_L \right)^2 \right]
\]

\[
\leq \sup_{\|f\|_L \leq 1} \sum_{i=1}^\infty \left( \frac{\lambda \cdot \mu_i^{\beta}}{\lambda + \mu_i} \right)^2 (f, C^\beta_{Y|^x} e_i)_L^2 \leq \left( \sup_{\|f\|_L \leq 1} \sum_{i=1}^\infty (f, C^\beta_{Y|^x} e_i)_L^2 \right) \leq \lambda^2 \| C^\beta_{Y|^x} \|^2
\]

where (24) follows from the fact that \( \mathbb{E}[e_i(X) e_j(X)] = \delta_{ij} \) (as \( \{ e_i \}_{i=1}^\infty \) is an orthonormal basis for \( L^2(\nu) \)), and the last step follows from \( \{ C^\beta_{Y} e_i \}_{i=1}^\infty \) being an orthonormal basis in \( H^\beta_K \). For the final part of Lemma 6 we observe that like before:

\[
C^\lambda_{Y|^x} = C_{Y|^x}(C_{X|^x} + \lambda)^{-1} = C^\beta_{Y|^x} \mathbb{E} [k^\beta(x, \cdot) \otimes k(x, \cdot)](C_{X|^x} + \lambda)^{-1} = \sum_{i=1}^\infty \frac{\mu_i^{1+\beta}}{\mu_i + \lambda} C^\beta_{Y|^x} e_i \otimes e_i
\]

(27)

Recall that:

\[
\|C^\lambda_{Y|^x} - C_{Y|^x}\|_\gamma = \|C^\lambda_{Y|^x} \circ I_{1,\gamma,\nu} - C^\beta_{Y|^x} \circ I_{\beta,\gamma,\nu}\|
\]

by definition (see remark after section 2.3). Now, observe that for any element \( f = \sum_i a_i \mu_i^{\beta} e_i \in H^\gamma_K \) with \( \{ a_i \}_{i=1}^\infty \in \ell^2 \), we have that:

\[
(C^\lambda_{Y|^x} \circ I_{1,\gamma,\nu})f = (C^\lambda_{Y|^x} \circ I_{1,\gamma,\nu}) \left( \sum_i a_i \mu_i^{\beta} e_i \right) = C^\lambda_{Y|^x} \left( \sum_i a_i \mu_i^{1-\gamma} e_i \right)
\]

(28)

\[
= C^\lambda_{Y|^x} \left( \sum_i \frac{\mu_i^{1+\beta}}{\mu_i + \lambda} C^\beta_{Y|^x} e_i \otimes e_i \right) \left( \sum_i a_i \mu_i^{1-\gamma} e_i \right)
\]

(29)

\[
= \sum_{i=1}^\infty \frac{\mu_i^{1+\beta-\gamma}}{\mu_i + \lambda} C^\beta_{Y|^x} e_i
\]

(30)

where (28) follows from (24), (29) follows from (27) and noting that \( \sum_i a_i \mu_i^{1-\gamma} e_i \in \mathcal{H}_K \), since \( \mu_i \to 0 \) (as \( C^\beta \) is compact) and \( \frac{1-\gamma}{2} > 0 \) (as \( \gamma < 1 \) by assumption); and (30) follows from noting that \( \{ \mu_i^{\beta} e_i \}_{i=1}^\infty \) is an orthonormal basis in \( \mathcal{H}_K \). Similarly, we have that:

\[
(C^\beta_{Y|^x} \circ I_{\beta,\gamma,\nu})f = (C^\beta_{Y|^x} \circ I_{\beta,\gamma,\nu}) \left( \sum_i a_i \mu_i^{\beta} e_i \right) = \sum_i a_i \mu_i^{\beta-\gamma} C^\beta_{Y|^x} e_i
\]
Thus, we have that:

$$||C_{Y|X}^\alpha - C_{Y|X}||_\gamma = ||C_{Y|X}^\alpha \circ I_{1,\gamma,\nu} - C_{Y|X}^\beta \circ I_{\beta,\gamma,\nu}||$$

$$= \sup_{||a_i\in\mathbb{C}|i|\leq 1} ||(C_{Y|X}^\alpha \circ I_{1,\gamma,\nu} - C_{Y|X}^\beta \circ I_{\beta,\gamma,\nu})(\sum a_i \hat{\mu}_i^\beta e_i)||_L$$

$$= \sup_{||a_i\in\mathbb{C}|i|\leq 1} \left|\left| \sum_{i=1}^\infty a_i \lambda \cdot \frac{\hat{\mu}_i^\beta}{\mu_i + \lambda} \cdot C_{Y|X}^\beta \hat{\mu}_i^\beta e_i \right|\right|$$

$$\leq \left( \sup_i \frac{\lambda \cdot \hat{\mu}_i^\beta}{\mu_i + \lambda} \right) ||C_{Y|X}^\beta||_L$$

$$\leq \lambda \frac{\hat{\mu}_\gamma^\beta}{\lambda + \mu_1} ||C_{Y|X}^\beta||_{HS}$$

\[ \square \]

**Remark** (Expected Bias for Hilbert-Schmidt $C_{Y|X}^\beta$). Observe that when $C_{Y|X}^\beta$ is Hilbert-Schmidt, we have, by the above proof:

$$\mathbb{E}_X[||\mu_{Y|X} - \mu_{Y|X}^\beta||_L^2] = \mathbb{E}_X\left[\left|\left| \sum_{i=1}^\infty \frac{\lambda}{\lambda + \mu_i} C_{Y|X}^\beta \mu_i^\beta e_i(X)e_i \right|\right|^2\right]$$

$$= \mathbb{E}_X\left[\left|\left| \sum_{i=1}^\infty \frac{\lambda^i \cdot \hat{\mu}_i^\beta}{\lambda + \mu_i} C_{Y|X}^\beta \mu_i^\beta e_i(X)e_i \right|\right|^2\right]$$

$$= \sum_{i=1}^\infty \left( \frac{\lambda^i \cdot \hat{\mu}_i^\beta}{\lambda + \mu_i} \right)^2 ||C_{Y|X}^\beta \mu_i^\beta e_i||_L^2$$

$$\leq \lambda^\beta ||C_{Y|X}^\beta||_{HS}$$

where the last line follows from Lemma A.1 in [Fischer and Steinwart, 2020] and the fact that $\{\mu_i^\beta e_i\}_{i=1}^\infty$ is an orthonormal basis of $\mathcal{H}_{K}^\beta$. Thus, when $C_{Y|X}^\beta$ is Hilbert-Schmidt, we can achieve polynomial decay of the expected bias for all $\beta \in (0, 2)$.

**Proof of Theorem 7.** We begin like in the proof of Theorem 6.8 in [Fischer and Steinwart, 2020]. Namely, applying Lemma 5 we write:

$$||\hat{C}_{Y|X} - C_{Y|X}^\alpha||_\gamma = ||(\hat{C}_{Y|X} - C_{Y|X}^\alpha) \circ I_{1,\gamma,\nu}|| \quad (31)$$

$$= ||(\hat{C}_{Y|X} - C_{Y|X}^\alpha) \circ C_{1,\gamma,\nu}|| \quad (32)$$

$$= ||(\hat{C}_{Y|X} \hat{C}_{XX} + \lambda)^{-1} - C_{YX}(C_{XX} + \lambda)^{-1})C_{XX}^{-\frac{1}{2}}||$$

$$\leq ||(\hat{C}_{Y|X} - C_{YX}(C_{XX} + \lambda)^{-1}(\hat{C}_{XX} + \lambda))((C_{XX} + \lambda)^{-\frac{1}{2}}||C_{XX}^{-\frac{1}{2}}(C_{XX} + \lambda)^{-\frac{1}{2}}|| \quad (33)$$

where (31) follows from Lemma 5 and (32) follows from the fact that $C_{1,\gamma,\nu} = C_{1,\gamma,\nu}^\gamma = C_{XX}^{-\gamma}$, since $C_{1,\gamma,\nu}$ has eigenfunctions $\{\mu_i^\gamma e_i\}_{i=1}^\infty$ and eigenvalues $\{\mu_i^\gamma\}_{i=1}^\infty$ (see proof of Lemma 5 in Appendix A). Note here, we have used the notation $C_{XX}$ instead of $C_{\nu}$ to remain consistent with the expansions of $\hat{C}_{Y|X}$ and $C_{Y|X}^\beta$ in the literature. We primarily focus on bounding the first factor on the RHS of (35), as the remaining factors can be estimated simply as discussed previously in [Fischer and Steinwart, 2020]. To start, we again imitate the
We now wish to apply Lemma C.3 to bound this deviation. Let \( h(X, \cdot) = (C_{XX} + \lambda)^{-\frac{1}{2}}k(X, \cdot) \). We first write:

\[
(L(Y, \cdot) - \mu^\lambda_{Y|X}) \otimes h(X, \cdot) = (L(Y, \cdot) - \mu_{Y|X}) h(X, \cdot) + (\mu^\lambda_{Y|X} - \mu_{Y|X}) \otimes h(X, \cdot)
\]

Then, applying Corollary D.1.1 we can write:

\[
\left[ ((L(Y, \cdot) - \mu^\lambda_{Y|X}) \otimes h(X, \cdot))^2 \right]^p \leq 2^{p-1} \left[ \| (L(Y, \cdot) - \mu_{Y|X}) \|_L^2 \right]^p \left( (L(Y, \cdot) - \mu_{Y|X}) \otimes h(X, \cdot) \right)^p
\]

\[
(34)
\]

\[
\left[ ((L(Y, \cdot) - \mu^\lambda_{Y|X}) \otimes h(X, \cdot)) (L(Y, \cdot) - \mu^\lambda_{Y|X}) \otimes h(X, \cdot) \right]^p \leq 2^{p-1} ||h(X, \cdot)||^p \left[ ((L(Y, \cdot) - \mu_{Y|X}) \otimes (L(Y, \cdot) - \mu_{Y|X})) \right]^p
\]

\[
(36)
\]

Hence, we have four terms to consider. We begin first with the RHS of (34):

\[
\mathbb{E}[||L(Y, \cdot) - \mu_{Y|X}||_L^2 \left( h(X, \cdot) \otimes h(X, \cdot) \right)^p] = \mathbb{E}[||L(Y, \cdot) - \mu_{Y|X}||_L^2 ||h(X, \cdot)||^{2(p-1)} \left( h(X, \cdot) \otimes h(X, \cdot) \right)]
\]

\[
= \mathbb{E}_X \left[ \mathbb{E}_{Y|X} \left[ ||L(Y, \cdot) - \mu_{Y|X}||_L^2 \cdot ||h(X, \cdot)||^{2(p-1)} \left( h(X, \cdot) \otimes h(X, \cdot) \right) \right] \right]
\]

\[
\leq \frac{R^{2p-2}(2p)!\sigma^2}{2} \mathbb{E}_X \left[ ||h(X, \cdot)||^{2(p-1)} \left( h(X, \cdot) \otimes h(X, \cdot) \right) \right]
\]

\[
(38)
\]

\[
\leq \frac{||k^\alpha||^{2(p-1)} R^{2p-2}(2p)!\sigma^2}{2\lambda^{(p-1)}} \mathbb{E}_X \left[ h(X, \cdot) \otimes h(X, \cdot) \right]
\]

\[
(39)
\]

\[
= \frac{||k^\alpha||^{2(p-1)} R^{2p-2}(2p)!\sigma^2}{2\lambda^{(p-1)}} C_{XX}(C_{XX} + \lambda)^{-1}
\]

\[
(40)
\]

where we have taken the trace of both sides in Assumption 4 to obtain (38) and have applied Lemma D.3 to obtain (39). By a similar reasoning, we have:

\[
\mathbb{E} \left[ ||h(X, \cdot)||_L^2 \left( (L(Y, \cdot) - \mu_{Y|X}) \otimes (L(Y, \cdot) - \mu_{Y|X}) \right) \right]^p \leq \frac{||k^\alpha||^{2p-2} R^{2p-2}(2p)!\mathcal{N}(\lambda)\mathcal{V}}{2\lambda^{(p-1)}}
\]

\[
(41)
\]

for the RHS of (36) after again applying Assumption 4. Note the only difference between the adjoint moment in (41) and (40) is that we have taken the trace of \( C_{XX}(C_{XX} + \lambda)^{-1} \) (\( \mathcal{N}(\lambda) \)) in the former instead of \( \text{tr}(V) = \sigma^2 \). Now, for (36), we have:

\[
\mathbb{E} \left[ ||\mu_{Y|X} - \mu^\lambda_{Y|X}||_L^2 h(X, \cdot) \otimes h(X, \cdot) \right]^p = \mathbb{E} \left[ ||\mu_{Y|X} - \mu^\lambda_{Y|X}||_L^2 ||h(X, \cdot)||^{2p-2} \left( h(X, \cdot) \otimes h(X, \cdot) \right) \right]
\]

\[
\leq M(\lambda)^{2p} ||k^\alpha||^{2p-2} \frac{C_{XX}(C_{XX} + \lambda)^{-1}}{\lambda^{(p-1)}}
\]

\[
\leq \frac{(2p)!M(\lambda)^{2p} ||k^\alpha||^{2p-2}}{2\lambda^{(p-1)}} C_{XX}(C_{XX} + \lambda)^{-1}
\]
where we recall the definition of $M(\lambda)$ from Lemma B. Finally for (37)
\[
\mathbb{E}\left[|\hat{\mu}_Y| - \mu_Y|X||^2_2 \|h(X, \cdot)\|^2_2 \left(\mu_{X|Y}^{1/2} - \mu_{Y|X}^{1/2} \otimes (\mu_{X|Y}^{1/2} - \mu_{Y|X}^{1/2})\right)\right] \leq \frac{(2p)!M(\lambda)^{(p-1)}\|k^\alpha\|^2_2}{2\lambda^{2\alpha}}.
\]

Let $Q = M(\lambda) \lor R$ and $\rho_\lambda = \mathbb{E}\left[|\hat{\mu}_Y| - \mu_Y|X||^{1/2} \otimes (\mu_{X|Y}^{1/2} - \mu_{Y|X}^{1/2})\right]$. Then, we can apply Lemma C.3 with $V = 2(\sigma^2 + M^2(\lambda))C_{XX}(C_{XX} + \lambda)^{-1}$, $W = 2\mathbb{N}(\lambda)V + \frac{2||k^\alpha||^2_2}{\lambda^\alpha}p_\lambda$. Then, we have that, with probability $1 - \delta$:
\[
||(C_X - P) - (C_{XX} + \lambda) - (C_{XX} + \lambda)|| \leq \frac{16Q||k^\alpha||_\infty \beta(\delta)}{\lambda^\alpha n} + 8\sqrt{\eta \beta(\delta)}
\]
where:
\[
\rho_\lambda = \mathbb{E}\left[|\hat{\mu}_Y| - \mu_Y|X||^{1/2} \otimes (\mu_{X|Y}^{1/2} - \mu_{Y|X}^{1/2})\right]
\]
\[
\eta = \max\{\sigma^2 + M^2(\lambda)|\mathbb{N}_\nu(\lambda)\|C_\nu\|^2_2 + \lambda^{-1}, ||\mathbb{N}(\lambda)V + \frac{2||k^\alpha||^2_2}{\lambda^\alpha}p_\lambda||\}
\]
\[
\beta(\delta) = \log\left(\frac{4((\sigma^2 + M^2(\lambda))\mathbb{N}(\lambda) + (\sigma^2\mathbb{N}(\lambda) + \frac{2||k^\alpha||^2_2}{\lambda^\alpha})\mathbb{E}_X[||\mu_{X|Y}^{1/2} - \mu_{Y|X}^{1/2}|^2_n]]\right) \eta \delta
\]
The last term in (33) is bounded as follows:
\[
||C_{XX}^{1/2} (C_{XX} + \lambda)^{-1/2}|| \leq \sqrt{\sup \frac{\mu_i^{-1/2}}{\mu_i} + \lambda} \leq \lambda^{-\alpha/2}
\]
Finally, for the middle term, we may follow the proof of Theorem 6.8 in Fischer and Steinwart (2020) exactly to obtain:
\[
||(C_{XX} + \lambda)^{1/2} (C_{XX} + \lambda)^{-1}(C_{XX} + \lambda)^{1/2}|| \leq 3
\]
for $n \geq 8||k^\alpha||^2_\infty \log(\delta^{-1})g_\lambda \lambda^{-\alpha}$ with probability $1 - \delta$ (for brevity, we do not repeat this argument here). Putting these together, we obtain our result.

**Proof of Theorem 3** We must first demonstrate that for $n \geq n_0$, $n \geq 8||k^\alpha||^2_\infty \log(\delta^{-1})g_\lambda \lambda^{-\alpha}$ in order apply the result in Theorem 4. Since $\lambda_n \to 0$, we can let $\lambda_n \leq \min\{1, ||C_\nu||\}$, from which we obtain:
\[
\frac{8||k^\alpha||^2_\infty \log(\delta^{-1})g_\lambda \lambda^{-\alpha}}{n} = \frac{8||k^\alpha||^2_\infty \log(\delta^{-1})\lambda_n^{-\alpha}}{n} \cdot \log\left(2e\mathbb{N}(\lambda_n)||C_\nu|| + \lambda_n\right)
\]
\[
\leq \frac{8||k^\alpha||^2_\infty \log(\delta^{-1})\lambda_n^{-\alpha}}{n} \cdot \log 4M_1e\lambda_n^{-\alpha - 1}
\]
\[
= \frac{8||k^\alpha||^2_\infty \log(\delta^{-1})\lambda_n^{-\alpha}}{n} \cdot \log 4M_1e\lambda_n^{-\alpha - 1}
\]
\[
= \frac{8||k^\alpha||^2_\infty \log(\delta^{-1})\lambda_n^{-\alpha}}{n} \cdot \log 4M_1e\lambda_n^{-\alpha - 1}
\]
where (12) follows from Lemma D.4. Thus, in order to demonstrate $\frac{8||k^\alpha||^2_\infty \log(\delta^{-1})g_\lambda \lambda^{-\alpha}}{n} \to 0$, it is sufficient to show $\frac{\lambda_n^{-\alpha} \log \lambda_n^{-1}}{n} \to 0$. This follows from the fact that:
\[
\frac{\lambda_n^{-\alpha} \log \lambda_n^{-1}}{n} \asymp \left(\frac{\log n}{n}\right)^{1-\frac{1}{\max(\alpha, \beta + p)}} \left(\frac{\max(\alpha, \beta + p)}{\max(\alpha, \beta + p)}\right)
\]
after substituting for $\lambda_n$, and observing that $\left(\frac{\log n}{n}\right)^{1-\frac{1}{\max(\alpha, \beta + p)}} \to 0$ as $n \to \infty$ since $r > 1$. We now estimate
each term in $[49]$. We first have that:

$$
\beta(\delta) = \log \left( \frac{4(\sigma^2 + M^2(\lambda_n))N(\lambda_n) + \sigma^2N(\lambda_n) + \frac{\|k^\alpha\|^2}{\lambda^\alpha} E_X [\|\mu_{Y|X}^{(\alpha)} - \mu_{Y|X}^{(\beta)}\|^2] }{\eta^\delta} \right)
$$

$$
\leq \log \left( \frac{4(\sigma^2 + M^2(\lambda_n))N(\lambda_n) + \frac{\|k^\alpha\|^2}{\lambda^\alpha} E_X [\|\mu_{Y|X}^{(\alpha)} - \mu_{Y|X}^{(\beta)}\|^2] }{\eta^\delta} \right) + \frac{\sigma^2N(\lambda_n) + \frac{\|k^\alpha\|^2}{\lambda^\alpha} E_X [\|\mu_{Y|X}^{(\alpha)} - \mu_{Y|X}^{(\beta)}\|^2] }{N(\lambda_n)V + \frac{\|k^\alpha\|^2}{\lambda^\alpha} \rho_{\lambda_n}}
\leq \log \left( \frac{4\sigma^2N(\lambda_n) + \frac{\|k^\alpha\|^2}{\lambda^\alpha} E_X [\|\mu_{Y|X}^{(\alpha)} - \mu_{Y|X}^{(\beta)}\|^2] }{\eta^\delta} \right) + \frac{\sigma^2N(\lambda_n) + \frac{\|k^\alpha\|^2}{\lambda^\alpha} E_X [\|\mu_{Y|X}^{(\alpha)} - \mu_{Y|X}^{(\beta)}\|^2] }{N(\lambda_n)V + \frac{\|k^\alpha\|^2}{\lambda^\alpha} \rho_{\lambda_n}}
\leq \log \left( \frac{N_1\lambda_n^p + N_2\lambda_n^{p-\alpha}}{N_1\lambda_n^p + N_2\lambda_n^{p-\alpha}} \right) - \log \delta
$$

for $N_1 = \frac{4M_1\|C_0 + \lambda\|}{\|C_\nu\|}$ and $N_2 = \frac{4\|k^\alpha\|^2 B^2}{\|V\|}$. Note, $[43]$ follows from the definition of $\eta$ and the fact that $\frac{\text{tr}(A+B)}{\text{max}\{\|A\|,\|B\|\}} \leq \frac{\text{tr}(A)}{\|A\|} + \frac{\text{tr}(B)}{\|B\|}$ for any self-adjoint operators $A$ and $B$. $[44]$ follows from the sublinearity of the operator norm and the fact that $\rho_{\lambda_n} \geq 0$; and $[45]$ follows from applying Lemmas [D.4], [D.5], and noting that we can restrict $\lambda_n \leq 1$ (which allows the absorption of the constant term $\frac{4\sigma^2}{\|V\|}$ into $N_1$). Thus, it follows that $\beta(\delta) \leq N_3 \log(\delta^{-1} \cdot \lambda_n^{-\max\{\alpha - \beta, p\}})$ for some $N_3 > 0$. Moreover, we have that:

$$
Q = M(\lambda) \lor R
\leq (\tilde{C} + \|k^\alpha\|\|B\|)\lambda_n^{\frac{(\alpha - \beta)}{2}} \lor R
\leq N_4\lambda_n^{\frac{(\alpha - \beta)}{2}}
$$

for $N_4 = \max\{\tilde{C} + \|k^\alpha\|\|B\|, R\}$ (where the penultimate step follows from applying $[9]$ and the final step follows since we can again assume $\lambda_n \leq 1$). We also have:

$$
\eta = \max\{\sigma^2 + M^2(\lambda)||C_{\nu}||||C_{\nu}|| + \lambda\}, ||N(\lambda)V + \frac{\|k^\alpha\|^2}{\lambda^\alpha} \rho_{\lambda_n}||
\leq \max\{\sigma^2 + N_2^2\lambda_n^{-\max\{\alpha - \beta, p\}}||C_{\nu}||||C_{\nu}|| + \lambda\}, M_1\lambda_n^{-p}||V|| + B^2||k^\alpha||\|\lambda_n^\alpha - \lambda_n^\beta\|
\leq N_5\lambda_n^{-\max\{\alpha - \beta, p\}}$

(47)

(48)

for some $N_5 > 0$. Note, in $[47]$, we have applied $[6]$, $[7]$, and Lemma [D.4]. Thus, we have that:

$$
\|\tilde{C}_{Y|X} - C_{Y|X}\| \leq 3\lambda_n^2 \left( \frac{16Q ||k^\alpha\|\|B\|\|\beta(\delta)\|}{\lambda_n^\alpha n^\frac{1}{2}} \right) + 8\sqrt{\eta\beta(\delta)}
\leq 24\lambda_n^{-\frac{1}{2}} \left( \frac{2N_4 ||k^\alpha\|\|B\|\|\beta(\delta)\|}{n\lambda_n^{\frac{(\alpha - \beta)}{2}} + 2\lambda_n^{-\frac{(\alpha - \beta)}{2}}} \right)
\leq 24\lambda_n^{-\frac{1}{2}} \left( \frac{\beta(\delta)}{n\lambda_n^{\frac{(\alpha - \beta)}{2}} + 2\lambda_n^{-\frac{(\alpha - \beta)}{2}}} \right)
$$

(49)

where $[49]$ follows from $[48]$ and $[49]$. Then, like in the proof of Theorem 6.8 in [Fischer and Steinwart 2020], we consider the inner factor for our two parameter regimes. When $p < \alpha - \beta$, we have that $\lambda_n \asymp \left( \frac{n}{\log n} \right)^{-\frac{1}{\alpha - \beta}}$; and thus:

$$
\frac{\beta(\delta)}{n\lambda_n^{\alpha + (\alpha - \beta)_+ - \max\{\alpha - \beta, p\}}} \leq N_3 \log(\delta^{-1} \cdot \lambda_n^{\frac{\alpha - \beta}{\alpha - \beta - p}}) = \log(\delta^{-1} \cdot \lambda_n^{\frac{\alpha - \beta}{\alpha - \beta - p}})
$$

Thus, since $r > 1$, it follows that $\frac{\beta(\delta)}{n\lambda_n^{\alpha + (\alpha - \beta)_+ - \max\{\alpha - \beta, p\}}} \leq \log(\delta^{-1}) \cdot O\left( \log(n)^{-\frac{r + (\alpha - \beta)_+ - r_p}{\beta + p}} \right)$. Similarly, when $p > \alpha - \beta$, we have that $\lambda_n \asymp \left( \frac{n}{\log n} \right)^{-\frac{1}{\alpha - \beta}}$; and:

$$
\frac{\beta(\delta)}{n\lambda_n^{\alpha + (\alpha - \beta)_+ - \max\{\alpha - \beta, p\}}} \leq N_3 \log(\delta^{-1} \cdot \lambda_n^{-p}) = \log(\delta^{-1} \cdot \lambda_n^{-p})
$$

(50)
Thus, since \(1 - \frac{\alpha + (\alpha - \beta) - p}{\beta + p} > 0\) by the assumption that \(p > \alpha - \beta\), we again have \(\frac{\beta(\delta)}{n\lambda_n^{\alpha+(\alpha-\beta)_{\max}(p,\alpha-\beta)}} \to 0\) when \(p > \alpha - \beta\). Hence, we can bound, \(\sqrt{\frac{\beta(\delta)}{n\lambda_n^{\alpha+(\alpha-\beta)_{\max}(p,\alpha-\beta)}}}\) by \(N_6^2 \log(\delta^{-1})\) for some constant \(N_6 > 0\).

Thus, putting this all together and combining with the bias bound \(\|C_{Y|X}^\lambda - C_{Y|X}\|_\gamma \leq B\lambda^\frac{2-\gamma}{2}\) in \(\text{[5]}\), we obtain by \([4]\):

\[
\|\hat{C}_{Y|X} - C_{Y|X}\|_\gamma \leq \|\hat{C}_{Y|X} - C_{Y|X}^\lambda\|_\gamma + \|C_{Y|X}^\lambda - C_{Y|X}\|_\gamma \\
\leq 24\lambda_n^{-2} \frac{\sqrt{\beta(\delta)}}{n\lambda_n^{\alpha+(\alpha-\beta)_{\max}(p,\alpha-\beta)}} \left(2N_4\|k^\alpha\|_\infty \sqrt{\frac{\beta(\delta)}{n\lambda_n^{\alpha+(\alpha-\beta)_{\max}(p,\alpha-\beta)}} + N_5} \right) + B\lambda^\frac{2-\gamma}{2}
\]

\[
\leq 24\lambda_n^{-2} \frac{\log(\delta^{-1}) \cdot \beta(\delta)}{n\lambda_n^{\alpha+(\alpha-\beta)_{\max}(p,\alpha-\beta)}} \left(2N_4N_6\|k^\alpha\|_\infty + N_5 \right) + B\lambda^\frac{2-\gamma}{2}
\]

\[
= \lambda_n^\frac{2-\gamma}{2} \left(N_7 \sqrt{\frac{\log(\delta^{-1}) \cdot \beta(\delta)}{n\lambda_n^{\alpha+(\alpha-\beta)_{\max}(p,\alpha-\beta)}} + B} \right)
\]

where we have set \(N_7 = 24(2N_4N_6\|k^\alpha\|_\infty + N_5)\). Now, noting that \(\lambda_n \approx \left(\frac{n}{\log n}\right)^{-\left(\frac{1}{\max(\alpha,\beta+p)}\right)}\) by definition, we observe that:

\[
\frac{\beta(\delta)}{n\lambda_n^{\max(\beta+p,\alpha)}} \leq \frac{\log(\delta^{-1}) \cdot \lambda_n^{\max(\alpha-\beta,p)}}{n\lambda_n^{\max(\beta+p,\alpha)}} \\
\leq \frac{\log(\delta^{-1})}{n\lambda_n^{\max(\beta+p,\alpha)}} + \frac{\log(\delta^{-1})}{n} \\
\leq \frac{\log(\delta^{-1}n)}{n} \\
\leq \frac{\log(\delta^{-1})}{\log n}
\]

where \([50]\) follows from the fact that \(\lambda_n^{-\beta} \leq 1\) as \(\lambda_n \to 0\). Hence, since \(\delta < 1\) and \(r > 1\), we have that \(\frac{\beta(\delta)}{n\lambda_n^{\max(\beta+p,\alpha)}} = O(\log(\delta^{-1}))\) as \(n \to \infty\). Thus, we have, that there exists a \(K > 0\) not depending on \(n\) or \(\delta\), such that:

\[
\|\hat{C}_{Y|X} - C_{Y|X}\|_\gamma \leq K\log(\delta^{-1})\lambda_n^\frac{2-\gamma}{2}
\]

with probability \(1 - 2\delta\). \(\square\)

C Concentration Bounds

Lemma C.1. Let \(X_1, X_2, \ldots X_N\) be i.i.d self-adjoint operators on a Hilbert space \(\mathcal{V}\), with:

\[
E[X_i] = 0 \\
E[X_i^{2p}] \leq \frac{R^{2p-2}(2p)!}{2} V \quad \forall p \in \mathbb{N} \\
\|V\| = \sigma^2
\]

where \(V\) is a trace-class operator. Let \(\delta > 0\) and \(\beta(\delta) = \log\left(\frac{4e(V)}{\delta \sigma^2}\right)\). Then, for \(t \geq \frac{2\beta(\delta)}{N} + \frac{4}{\sqrt{N}}\) we have that:

\[
\left\|\frac{1}{N} \sum_{i=1}^{N} X_i\right\| \leq \frac{4R\beta(\delta)}{N} + 2\sqrt{\frac{2\beta(\delta)}{N}}
\]

with probability \(1 - \delta\).
Proof. We first note that for odd \( p \geq 1 \) and \( y \in \mathcal{V} \), we have \( \mathbb{E}[(y, X^p_i y)_V] = \mathbb{E}(X_i y, X^{p-1}_i y)_V \leq \sqrt{\mathbb{E}((y, X^p_i y)_V^2)\mathbb{E}((y, X^{2p-2}_i y)_V^2)} \leq \sqrt{\frac{R^{2p-4}(2p-2)}{2}}(y, V y) \leq (\frac{(2p-2)(p-1)}{2})(y, \sqrt{S}V y) \). Thus, letting \( S = 2R \), we have, by the usual construction:

\[
\mathbb{E}[e^{\theta X}] = I + \sum_{j=2}^{\infty} \frac{\mathbb{E}[(\theta X)^j]}{j!} = I + \sum_{j=2}^{\infty} \frac{\sqrt{S}(\theta S)^j V}{2S^2} = I + \frac{\sqrt{S}\theta^2 V}{2(1-\theta)} = \exp\left(\frac{\sqrt{S}\theta^2 V}{2(1-\theta)}\right)
\]

(51)

where the first equality follows by assumption. Let \( g(\theta) = \frac{\theta^2}{2(1-\theta)} \). Equipped with this result, we then have:

\[
P\left(\left\| \frac{1}{N} \sum_{i=1}^{N} X_i \right\| > t \right) \leq \mathbb{E}\left[\exp\left(\frac{\sqrt{S}\theta^2 N_g(N-1)^2}{||V||^2}||V||-1\right)\right] \leq \exp\left(\frac{\sqrt{S}\theta^2 N_g(N-1)^2}{||V||^2}||V||-1\right)\]

(52)

(53)

(54)

where (52) follows from the iterative application of the operator concavity of \( \exp(A + \log X) \) in \( X \) (see e.g. Tropp (2015)), (53) follows from applying (51), and (54) follows from Lemma 7.5.1 in Tropp (2015) and the observation that \( f(t) = e^{\theta t} - 1 \) is convex with \( f(0) = 0 \). Applying the bound \( e^{\theta t - \theta t - 1} \leq 1 + \frac{3\theta t}{\sigma^2} \) for \( a \geq 0 \) (see e.g. the proof of Theorem 7.7.1 in Tropp (2015)), we obtain:

\[
P\left(\left\| \frac{1}{N} \sum_{i=1}^{N} X_i \right\| > t \right) \leq \frac{\text{tr}(V)}{\sigma^2} \exp\left(\frac{3(N-1)^2}{N^2 t^2} + \frac{\sqrt{S}N_g(N-1)^2}{2(\sqrt{S}^2 + 2Rt)}\right)
\]

after setting \( \theta = \frac{N_t}{\sqrt{S}\sigma^2 + 2Rt} \), noting \( S = 2R \), and observing that \( \sqrt{S}N\sigma^2 g(N-1)^2 - \theta t = \frac{N_t^2}{2(\sqrt{S}^2 + 2Rt)} - \frac{N_t^2}{\sqrt{S}^2 + 2Rt} \leq -\frac{N_t^2}{\sqrt{S}^2 + 2Rt} \). We consider only the case where \( N_t^2 \geq \sqrt{S}\sigma^2 + 2Rt \), noting like in Theorem 7.7.1 in Tropp (2015) that the Chernoff bound above is typically vacuous when this restriction is violated. Solving this quadratic inequality, we obtain the more amenable expression: \( t \geq \frac{R}{\sqrt{N}} + \frac{R^2}{N\sigma^2} + \frac{2\sqrt{S}\sigma^2}{\sqrt{N}} \). Thus, applying the fact that \( \sqrt{a+b} \leq \sqrt{a} + \sqrt{b} \), we have that \( t \geq \frac{2R}{\sqrt{N}} + \frac{R^2}{N\sigma^2} + \frac{2\sqrt{S}\sigma^2}{\sqrt{N}} \):

\[
P\left(\left\| \frac{1}{N} \sum_{i=1}^{N} X_i \right\| > t \right) \leq \frac{4\text{tr}(V)}{\sigma^2} \exp\left(\frac{-N_t^2}{2(\sqrt{S}^2 + 2Rt)}\right)
\]
The result follows from setting the RHS equal to \( \delta \), solving for \( t \) using the quadratic formula, applying the triangle inequality to this solution, and noting that \( \sqrt{2} \leq 2 \), we obtain our result.

**Remark.** We emphasize the qualification \( t \geq 2R \frac{N}{\delta} + 2 \frac{3\sigma}{\sqrt{\delta}} \) in Lemma C.1 is not very restrictive as the derived Chernoff bound is typically vacuous when this restriction is violated (and therefore is avoided by choosing sufficiently small \( \delta \)). For brevity, we therefore omit this restriction in the below generalizations.

**Lemma C.2.** Let \( X_1, X_2, \ldots, X_N \) be i.i.d operators from \( \mathcal{V} \) to \( \mathcal{W} \), with:

\[
\begin{align*}
E[X_i] &= 0 \\
E[(X_i^* X_i)^p] &\leq \frac{R^{2p-2}(2p)!}{2} V \quad \forall p \in \mathbb{N} \\
E[(X_i^* X_i)^p] &\leq \frac{R^{2p-2}(2p)!}{2} W \quad \forall p \in \mathbb{N} \\
\max\{||V||, ||W||\} &= \sigma^2
\end{align*}
\]

where \( V \) and \( W \) are trace-class operators on \( \mathcal{V} \) and \( \mathcal{W} \), respectively. Let \( \delta > 0 \) and \( \beta(\delta) = \log \left( \frac{4\tr(V+W)}{\delta \sigma^2} \right) \). Then, we have that:

\[
\left| \left| \frac{1}{N} \sum_{i=1}^{N} X_i \right| \right| \leq 4R\beta(\delta) \frac{\delta}{N} + 2\sqrt{2\beta(\delta)} \frac{\sigma}{N}
\]

with probability \( 1 - \delta \)

**Proof.** We generalize the approach from [Tropp (2015)](Tropp2015) — namely we define the “dilation” operator \( T_i \) on \( \mathcal{W} \times \mathcal{V} \) that maps \( T_i : (w, v) \mapsto X_i^* w, X_i v \), where \( X_i^* \) denotes the adjoint of \( X_i \). Then, it is easy to see that \( T_i \) is self-adjoint. Moreover, we have that \( \left| \sum_i T_i \right| = \left| \sum_i X_i \right| \). Thus, we can apply Lemma C.1 to the \( T_i \). Indeed, observe that \( T_i^2 : (w, v) \mapsto (X_i^* w, X_i v) \), and hence we have that \( \mathbb{E}[T_i^{2p}] : (w, v) \mapsto \mathbb{E}[(X_i^* X_i)^p] w, \mathbb{E}[(X_i^* X_i)^p] v \). From this, we obtain that \( \mathbb{E}[T_i^{2p}] \leq \frac{R^{2p-2}(2p)!}{2} U \), where \( U : (w, v) \mapsto (Wv, Wv) \).

Our result then follows from Lemma C.1.

**Lemma C.3.** Let \( \mathcal{H}_K \) and \( \mathcal{H}_L \) be RKHSs on \( \mathcal{X} \) and \( \mathcal{Y} \), respectively. Let \( X_1, X_2, \ldots, X_N \) be i.i.d rank-1 operators from \( \mathcal{H}_K \) to \( \mathcal{H}_L \), with:

\[
\begin{align*}
E[(X_i^* X_i)^p] &\leq \frac{R^{2p-2}(2p)!}{2} V \quad \forall p \in \mathbb{N} \\
E[(X_i^* X_i)^p] &\leq \frac{R^{2p-2}(2p)!}{2} W \quad \forall p \in \mathbb{N} \\
\max\{||V||, ||W||\} &= \sigma^2
\end{align*}
\]

where \( V \) and \( W \) are trace-class operators on \( \mathcal{X} \) and \( \mathcal{Y} \), respectively. Let \( \delta > 0 \) and \( \beta(\delta) = \log \left( \frac{4\tr(V+W)}{\delta \sigma^2} \right) \). Then, we have that:

\[
\left| \left| \frac{1}{N} \sum_{i=1}^{N} X_i - \mathbb{E}[X_i] \right| \right| \leq \frac{8R\beta(\delta)}{N} + 4\sigma \sqrt{2\beta(\delta)} \frac{\sigma}{N}
\]

with probability \( 1 - \delta \)

**Proof.** We observe that:

\[
\begin{align*}
\mathbb{E}[(X_i - \mathbb{E}[X_i])^*(X_i - \mathbb{E}[X_i])^p] &\leq \mathbb{E}[||X_i - \mathbb{E}[X_i]||_{HS}^{2(p-1)} (X_i - \mathbb{E}[X_i])^*(X_i - \mathbb{E}[X_i])] \\
&\leq 2^{2p-1} \left( \mathbb{E}[||X_i||_{HS}^{2(p-1)} X_i^* X_i] + ||\mathbb{E}[X_i]||_{HS}^{2(p-1)} \mathbb{E}[X_i]^* \mathbb{E}[X_i] \right) \\
&\leq 4^p \mathbb{E}[||X_i||_{HS}^{2(p-1)} X_i^* X_i] \\
&= 4^p \mathbb{E}[(X_i^* X_i)^p]
\end{align*}
\]
Then, the operator-valued function $g$ where (55) and (56) follow from the convexity of $||X||_{HS}^2 ||Xf||_H^2$ for any $f \in \mathcal{H}_K$ by Lemma D.1 and the definition of the semidefinite order, and the last step follows from the fact that $X_i$ is rank-1 and hence $||X_i||_{HS}^{2p-2}X_i^*X_i = (X_i^*X_i)^p$. We can show a similar conclusion for $E[(X_i - E[X_i])(X_i - E[X_i])^*]^p$ from which the result follows by Lemma C.2.

D Auxiliary Results

**Lemma D.1.** Let $\mathcal{H}_1, \mathcal{H}_2$ be Hilbert spaces. Then, for any $y \in \mathcal{H}$, the functions $f : \mathcal{H} \to \mathbb{R}^+$ and $g : \mathcal{L}(\mathcal{H}_1, \mathcal{H}_2) \to \mathbb{R}^+$ given by $f(x) = ||x||_{HS}^2 ||x,y||_H^2$ and $g(A) = ||A||_{HS}^{2p} ||Ay||_{H_2}^2$ are convex for all $p \geq 1$ in the semidefinite order.

**Proof.** We must show that for any $x, z \in \mathcal{H}$ and $X, Z \in \mathcal{L}(\mathcal{H}_1, \mathcal{H}_2)$, the functions $\tilde{f}(t) = f(x + tz)$ and $\tilde{g}(t) = g(X + tZ)$ are convex in $t$. Observing that $\tilde{f}$ and $\tilde{g}$ can be expressed as: $\tilde{f}(t) = (||z||^2 + 2t(x, z) + ||x||^2)^p(\langle x, z \rangle t + \langle y, z \rangle)^2$ and $\tilde{g}(t) = (||Z||_{HS}^2 + 2tr(X^* \circ Z)t + ||X||_{HS}^2)^p(||Xf||_{H_2}^2 t^2 + 2t\langle Xf, Zf \rangle_{H_2} + ||Xf||_{H_2}^2)$, the claim can be readily verified by taking second derivatives. □

**Corollary D.1.1.** Let $\mathcal{H}$ be a Hilbert space, and let $\mathcal{L}_1(\mathcal{H})$ be the space of rank-1 linear operators on $\mathcal{H}$. Then, the operator-valued function $g : \mathcal{H} \to \mathcal{L}_1(\mathcal{H})$ given by and $g(u) = (u \otimes u)^p$ is convex for any $p \geq 1$.

**Proof.** Let $T \in \mathcal{L}_1(\mathcal{H})$. Then, we have that $T = u \otimes u$ for $u \in \mathcal{H}$. Thus, $f(T) = ||u||_{HS}^{2p-2}(u \otimes u)$. By the definition of the semidefinite order, we have $f$ is convex iff the real-valued function $f(T) = ||u||_{HS}^{2p-2}$ for all $y \in \mathcal{H}$. The latter follows from Lemma D.1. □

**Lemma D.2.** Suppose Assumption [1] holds. Then, if $\beta > p$, there exists a constant $D > 0$ that depends only on $\beta$ and $p$, such that:

$$\sum_{i=1}^{\infty} \left( \frac{\mu_i^p}{\mu_i + \lambda} \right)^2 \leq D \lambda^{\beta-p-2}$$

**Proof.** We have that:

$$\sum_{i=1}^{\infty} \left( \frac{\mu_i^p}{\mu_i + \lambda} \right)^2 = \sum_{i=1}^{\infty} \left( \frac{\mu_i^{p-1}}{1 + \lambda \mu_i^{p-1}} \right)^2$$

$$\leq \int_{0}^{\infty} \left( \frac{(c-p)x)^{-1} + \beta \lambda x^{-1}}{1 + \lambda (c-p)x^{-1}} \right)^2 \, dx$$

$$= \lambda^{\beta-p-2} \int_{0}^{\infty} \left( \frac{(c-p)y)^{-1} + \beta \lambda y^{-1}}{1 + \lambda (c-p)y^{-1}} \right)^2 \, dy$$

where (57) follows from Assumption [1] and (58) follows after making the substitution $\lambda^px = y$. Now, observe that:

$$\int_{0}^{\infty} \left( \frac{(c-p)y)^{-1} + \beta \lambda y^{-1}}{1 + (c-p)y^{-1}} \right)^2 \, dy = \int_{0}^{\infty} \left( \frac{(c-p)y)^{-1} + \beta \lambda y^{-1}}{c+C+(c-p)y^{-1}} \right)^2 \, dy$$

$$= \int_{0}^{1} \left( \frac{(c-p)y)^{-1} + \beta \lambda y^{-1}}{c+C+(c-p)y^{-1}} \right)^2 \, dy + \int_{1}^{\infty} \left( \frac{(c-p)y)^{-1} + \beta \lambda y^{-1}}{c+C+(c-p)y^{-1}} \right)^2 \, dy$$

$$\leq \int_{0}^{1} \left( \frac{c^{\frac{p-1}{2}}}{C} \right)^2 \, dy + \frac{C^2}{2^{\beta-1}} \int_{1}^{\infty} \frac{y^{-p-1} \beta \lambda y^{-1}}{y^{2p-1} - \lambda y} \, dy$$

$$= D$$

$$< \infty$$

where (59) follows from the fact that $\frac{p-1}{2} < 1$ and Lemma A.1 in [Fischer and Steinwart, 2020], and the last line follows from $\beta > p$. □
The following two results, which are from Fischer and Steinwart (2020) (and were originally discussed in Steinwart and Scovel (2012)), characterizes the boundedness of the kernel and the “effective dimension”. We include them here for completeness.

**Lemma D.3.** Suppose $\|k^\alpha\|_\infty < \infty$. Then, we have that:

$$\|(C_{XX} + \lambda)^{-\frac{1}{2}}k(X, \cdot)\|_K \leq \lambda^{-\frac{p}{2}}\|k^\alpha\|_\infty$$

**Proof.** From definition, we have that:

$$(C_{XX} + \lambda)^{-\frac{1}{2}}k(X, \cdot) = \sum_i \sqrt{\frac{\mu_i}{\mu_i + \lambda}} \cdot e_i(x)(\mu_i^{\frac{1}{2}} e_i)$$

Thus:

$$\|(C_{XX} + \lambda)^{-\frac{1}{2}}k(X, \cdot)\|_K^2 \leq \left(\max_i \frac{\mu_i^{1-\alpha}}{\mu_i + \lambda}\right) \sum_i \mu_i^{\alpha} e_i^2(x) \leq \lambda^{-\alpha}\|k^\alpha\|_\infty^2$$

by Lemma A.1 in Fischer and Steinwart (2020). \(\square\)

**Lemma D.4.** Suppose Assumption 1 holds. Then, there exists a $M_1 > 0$ such that:

$$\mathcal{N}(\lambda) = \text{tr}(C_{\nu}(C_{\nu} + \lambda)^{-1}) \leq M_1 \lambda^{-p}$$

**Proof.** See Lemma 6.3 in Fischer and Steinwart (2020) \(\square\)

**Lemma D.5.** Suppose Assumption 1 holds. Then, there exists a $M_2 > 0$ such that:

$$\mathcal{N}(\lambda) \geq M_2 \lambda^{-p}$$

**Proof.** We have that:

$$\mathcal{N}(\lambda) = \sum_{i=1}^{\infty} \frac{\mu_i}{\mu_i + \lambda}$$

$$\geq \sum_{i=1}^{\infty} \frac{c_i^{-p^{-1}}}{C_i^{-p^{-1}} + \lambda}$$

$$\geq \int_1^{\infty} \frac{c x^{-p^{-1}}}{C x^{-p^{-1}} + \lambda} dx$$

$$= \int_1^{\infty} \frac{c}{C + \lambda x^{p^{-1}}} dx$$

$$= \lambda^{-p} \int_1^{\infty} \frac{c}{C + y^{p^{-1}}} dy$$

where the last line follows from making the substitution $y = \lambda^p x$. Then, our result follows from observing $\int_1^{\infty} \frac{c}{C + y^{p^{-1}}} = M_2 < \infty$ since $p < 1$ by assumption. \(\square\)

**Lemma D.6.** Let $\mathcal{H}_K$ be a Gaussian RKHS over $\mathbb{R}^d$ with kernel $K(x, y) = \exp\left(-\frac{\|x-y\|^2}{\sigma^2}\right)$ for some $\sigma > 0$. Then, for every $\beta \in (0, 1)$, $\mathcal{H}_K^\beta$ contains constant functions.

**Proof.** We only treat the one-dimensional case $d = 1$ and note that the more general case follows easily from the argument of Steinwart and Christmann (2008). By Minh (2010), we have that:

$$\mathcal{H}_K = \left\{f = e^{-\frac{x^2}{2\sigma^2}} \sum_{k=0}^{\infty} w_k x^k : \|f\|_K^2 = \sum_{k=0}^{\infty} \frac{w_k^2 \sigma^{2k} k!}{2^k} < \infty\right\}$$
Thus, we have by definition:

$$\mathcal{H}^\beta_K = \left\{ f = e^{-\frac{x^2}{2}} \sum_{k=0}^\infty w_k x^k : \|f\|_{\mathcal{H}^\beta}^2 = \sum_{k=0}^\infty \frac{w_k^2 e^{2\beta k (k!)^\beta}}{2^{\beta k}} < \infty \right\}$$

For any $c \in \mathbb{R}$, we have that:

$$c = e^{-\frac{x^2}{2}} \cdot e^{\frac{x^2}{2}} \cdot \sum_{k=0}^\infty \frac{c e^{2k}}{k! \sigma^{2k}}$$

Thus, we may define $w_{2k} = \frac{c}{k! \sigma^{2k}}$ and $w_{2k+1} = 0$ for $k \in \mathbb{N}$. Therefore, we have:

$$\|g f\|_{\mathcal{H}^\beta}^2 = c^2 \sum_{k=0}^\infty \frac{\sigma^{4\beta k} ((2k)!)^\beta}{4^{\beta k} (k!)^2 \sigma^{4k}}$$

$$= c^2 \sum_{k=0}^\infty \frac{\sigma^{4(\beta-1)k} ((2k)!)^\beta}{4^{\beta k} (k!)^2}$$

Let $a_k = \frac{\sigma^{4(\beta-1)k} ((2k)!)^\beta}{4^{\beta k} (k!)^2}$. Now applying Stirling’s formula $n! \sim \sqrt{2\pi n} \left( \frac{n}{e} \right)^n$, we have (for sufficiently large $k$):

$$a_k \sim e^{2(1-\beta)k} (\pi k)^{\frac{\beta-2}{2}} \sigma^{4(\beta-1)k} k^{2(\beta-1)k}$$

Noting that since $\beta < 1$, for $k \geq \frac{2(\beta-1)\pi}{\sigma^2}$, we have $e^{2(1-\beta)k} (\pi k)^{\frac{\beta-2}{2}} \sigma^{4(\beta-1)k} k^{2(\beta-1)k} \leq \left( \frac{1}{2} \right)^k$. Thus, we have $\|g f\|_{\mathcal{H}^\beta}^2 = c^2 \sum_{k=0}^\infty a_k < \infty$, and we obtain our result. \qed