A multiple-timing analysis of temporal ratcheting
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Abstract We develop a two-timing perturbation analysis to provide quantitative insights on the existence of temporal ratchets in an exemplary system of a particle moving in a tank of fluid in response to an external vibration of the tank. We consider two-mode vibrations with angular frequencies $\omega$ and $\alpha \omega$, where $\alpha$ is a rational number. If $\alpha$ is a ratio of odd and even integers (e.g., $\frac{2}{1}$, $\frac{3}{2}$, $\frac{4}{3}$), the system yields a net response: here, a nonzero time-average particle velocity. Our first-order perturbation solution predicts the existence of temporal ratchets for $\alpha = 2$. Furthermore, we demonstrate, for a reduced model, that the temporal ratcheting effect for $\alpha = \frac{3}{2}$ and $\frac{4}{3}$ appears at the third-order perturbation solution. More importantly, we find closed-form formulas for the magnitude and direction of the induced net velocities for these $\alpha$ values. On a broader scale, our methodology offers a new mathematical approach to study the complicated nature of temporal ratchets in physical systems.

1 Introduction

A zero time-average oscillatory excitation with certain broken time symmetries can induce a net response, i.e., a nonzero time-average solution, in nonlinear dynamical systems [1–7]. In particular, periodic excitations that are not shift-symmetric (or antiperiodic) can induce a net drift when acting on nonlinear systems [6,8]. Unlike the classical Feynman–Smoluchowski ratchet [9], where the symmetry is broken in the physical domain, these “temporal ratchets” are caused by time asymmetries. Previous theoretical and experimental studies have established the existence of temporal ratchets in point particles [1,2,10–14], optical [15–20] and quantum [21,22] lattices, and mechanical and microfluidic systems [23–28]. However, the underlying mechanism by which the temporal ratcheting is induced has remained relatively obscure. Notably, it is unclear as to what determines or, rather, how to predict the sign and magnitude of the net response, e.g., the direction and speed of net motion. Typically, the sign and magnitude of the net response are determined by a direct numerical integration of the governing equation. Here, in this study, we introduce multiple time-scale theory as a method to analyze temporal ratchets. Our approach shows a new way to obtain an analytical approximation to the ratcheting behavior and, thereby, provides a theoretical understanding of their origin. Importantly, we provide a new methodology to find closed-form formula for the magnitude and direction of the net motion in temporal ratchets.

2 Physical problem

As a model system, consider a particle immersed in a large (compared to the size of the particle) enclosed tank, which is filled with a liquid and vertically placed on top of a platform (see Fig. 1). The platform vibrates up and down with a periodic wave form $f(t) = \ell \hat{f}(t)$, where $\ell$ is the nominal amplitude of oscillation, and $t$ is time. The Newton’s second law for the particle motion can be expressed as

$$m \ddot{u} = -a(u - \dot{\hat{f}}) - b \text{sgn}(u - \dot{\hat{f}})(u - \dot{\hat{f}})^2 - Vg \Delta \rho,$$

where $m$ and $u$ are the particle mass and velocity, respectively; $\text{sgn}(x)$ is the sign function; $a$ and $b$ are positive constants; $Vg \Delta \rho$ is the gravitational force on the particle; and overdot denotes differentiation with respect to time. The terms on the right hand side (RHS) of (1) correspond to linear drag/friction, a nonlinear drag, and gravitational forces, respectively.
with liquid and vibrates vertically at a periodic velocity \( u \). Fig. 1

Schematic diagram of the problem. A particle moves at a velocity \( u(t) \) in a large tank that is fully filled with liquid and vibrates vertically at a periodic velocity given by \( f(t) \). \( x(t) \) denotes the vertical location of the particle relative to the tank. The tank vibrates up and down with a displacement \( f(t) \) with respect to the initial location of the particle.

Using \( \omega^{-1} \) and \( \ell \omega \) as, respectively, the time and velocity scales, and changing the dependent variable to \( v = u - \tilde{f} \) (with \( v \) as the particle velocity relative to the tank), we find the dimensionless form of (1),

\[
\frac{d\tilde{v}}{dt} = -\frac{q^2 \tilde{f}}{\ell \omega} - k\tilde{v} - \epsilon \text{sgn}(\tilde{v})\tilde{v}^2 - w,
\]

where \( k = a/(m\omega) \), \( \epsilon = b\ell/m \), and \( w = Vg\Delta\rho/(m\ell\omega^2) \).

To make further progress, we approximate the \( \text{sgn}(\tilde{v}) \) function with Taylor series expansion of a smooth sigmoid function \( \tanh(\tilde{v}) \),

\[
\frac{d\tilde{v}}{dt} = -\frac{q^2 \tilde{f}}{\ell \omega} - k\tilde{v} - \epsilon \left( \tilde{v} - \frac{1}{3}\tilde{v}^3 + \cdots \right)\tilde{v}^2 - w. \tag{3}
\]

While the approximation \( \text{sgn}(\tilde{v}) \approx \tanh(\tilde{v}) \) might be quantitatively inaccurate, it does capture the most important qualitative characteristics of the resistance term, such as being nonlinear, odd in \( v \), and monotonic increasing. Finally, for \( |\tilde{v}| \ll 1 \), which physically implies that the particle moves at only a slightly different velocity than the tank, we truncate the series to obtain

\[
f(t) = \frac{1}{2} [\sin(t) + c \sin(\alpha t)], \tag{5}
\]

with \( \alpha \) as a rational number, and \( 2\tau = 2\pi/\text{gcd}(1,\alpha) \), where \( \text{gcd}(1,\alpha) \) denotes the greatest common divisor of 1 and \( \alpha \). Without any loss of generality, we assume \( \alpha \geq 1 \); any two-mode waveform with \( \alpha < 1 \) can be expressed as another waveform with \( \alpha := 1/\alpha \) by choosing \( (\alpha \omega)^{-1} \) as the time scale. In (5), \( c \) is assumed to be an \( O(1) \) constant that represents the relative importance of the two modes of excitation.

Fig. 2 shows representative numerical results for the particle position (relative to the tank), i.e., \( x(t) = \int_0^t v(s)ds \), versus time for different values of \( \alpha \), and with and without gravitational forces. (Note that we are not interested in cases where the system behavior is largely dominated by gravitational forces; so we present results for \( w = 0.001 \) and \( w = 0 \) only.) When \( w \neq 0 \) (Fig. 2a), one would expect the particle to follow, on average, the direction of the gravitational force. This is the case for \( \alpha = 1, \frac{5}{3}, \frac{19}{5} \); the particle moves on average downward despite oscillating. Perhaps the simplest intuition is that in the absence of the nonlinear term, one could simply find the average velocity as \( \langle v \rangle = -w/k \). (Here, \( \langle \cdot \rangle \) denotes a time-average over the period \( 2\tau \); namely, \( \langle \chi \rangle = \frac{2\pi}{\tau} \int_0^{2\tau} \chi ds \). However, the system behaves qualitatively different for \( \alpha = 2 \) and the particle moves upward on average, against gravity.

Further analysis indicates that there are two different phenomena governing the average motion of the particle. Fig. 2b shows the same results but for \( w = 0 \). Here, the particle does not move, on average, for \( \alpha = 1, \frac{5}{3}, \frac{19}{5} \) (the particle experiences an initial drift but
then remains, on average, in the same location) but
drifts downward and upward with a constant velocity
for \( \alpha = \frac{3}{2} \) and \( \alpha = 2 \), respectively. Note that the total
resistance term in (4) is nonlinear and odd in \( v \). The
latter indicates that the system has no direction bias
when \( w = 0 \). Under such conditions, it can be proved
that an antiperiodic \( f(t) \), for which \( f(t + \tau) = -f(t) \),
invariably yields a zero net response, i.e., \( \langle v \rangle = 0 \). How-
ever, if such a symmetry is broken, the system will,
potentially, behave as a ratchet; see Hashemi et al. [27]
(cf. Equation (1) in [27]). How-

3 Perturbation solution

Here, we develop a perturbation solution to (4) to inves-
tigate such prob-
lem.

In what follows, we attempt to explicate the ratchet-
ning behavior of the system (with more focus on the tem-
poral ratchet) using a perturbation solution (in terms of \( \epsilon \ll 1 \), i.e., weak nonlinear friction) to the problem.
Note that we only consider the nonlinear component
of the friction to be weak in (4), which is consistent
with the overdamped particle dynamics. We empha-
size that such a temporal ratcheting phenomena has
been reported previously in similar problems, including
microfluidics [28] and micromachining by solid–solid
friction [26, 27]. It is also worth mentioning that a work-
ing equation similar to (4) has been investigated before
by Hashemi et al. [27] (cf. Equation (1) in [27]). How-
ever, this prior work focused on a numerical study of the
problem only. Our goal here is to provide a mathemat-
cal framework to theoretically investigate such prob-
lem.

\[
v(t) = v^{(0)}(t_0, t_1) + \epsilon v^{(1)}(t_0, t_1) + \cdots
\]

where \( t_0 = t \) and \( t_1 = ct \) are the fast and slow time
scales of the problem, respectively, so that \( d/dt = \partial/\partial t_0 + c\partial/\partial t_1 \), and \( v^{(i)} \) are the solutions of different
perturbation orders. We substitute (6) and definitions
of \( t_0 \) and \( t_1 \) into (4), and collect terms with equal pow-
ers of \( \epsilon \), to obtain the system of equations for different
perturbation orders.

The zeroth-order problem can be expressed as

\[
\frac{\partial v^{(0)}}{\partial t_0} = \frac{1}{2} \left[ \sin(t_0) + c \alpha^2 \sin(\alpha t_0) \right] - kv^{(0)} - w,
\]

which represents a balance between the particle accel-
eration and external forcing; that is, the weak nonlinear
friction does not enter the leading order problem at the
fast time scale. One can solve (7) to obtain

\[
v^{(0)}(t_0, t_1) = A(t_1) e^{-k t_0} + \beta [k \sin(t_0) - \cos(t_0)]
+ \gamma \left[ \frac{k}{\alpha} \sin(\alpha t_0) - \cos(\alpha t_0) \right] - \frac{w}{k}
\]

where \( \beta = \frac{1}{2} / (1 + k^2) \) and \( \gamma = \frac{1}{2} c \alpha^3 / (\alpha^2 + k^2) \). Note
that the constant of integration is a function of the slow
time scale \( t_1 \). Equation (8) suggests that \( \langle v^{(0)} \rangle = -w/k \)
as \( t \to \infty \), which is the linear response of the system to
gravitational force.

To observe interesting nonlinear dynamics, we need
to investigate higher perturbation orders. The first-
order differential equation becomes

\[
\frac{\partial v^{(1)}}{\partial t_0} = -\frac{\partial v^{(0)}}{\partial t_1} - kv^{(1)} - \left[ v^{(0)} \right]^3
\]

Since the total resistance force is a monotonically
increasing function of \( v \), i.e., \( d (kv + \epsilon v^3) / dv \geq 0 \) (see
(4)), the particle velocity cannot increase indefinitely,
and hence, we require \( \langle dv/dt \rangle = 0 \) at long times. In
other words, the harmonic solution has a constant aver-
age velocity as \( t \to \infty \). Therefore, one needs to set the
sum of the non-vanishing terms (upon time-averaging)
on the RHS of (9) equal to zero, which provides an
explicit expression for \( \langle v^{(1)} \rangle \):

\[
\langle v^{(1)} \rangle = -\frac{1}{k} \left[ \beta [k \sin(t_0) - \cos(t_0)]
+ \gamma \left[ \frac{k}{\alpha} \sin(\alpha t_0) - \cos(\alpha t_0) \right] - \frac{w}{k} \right]^3
\]
Table 1 $\langle v^{(1)} \rangle$ formula for different values of $\alpha$

| $\alpha$ | $\langle v^{(1)} \rangle$ |
|----------|------------------|
| 1        | $\frac{3(1+c)^2}{8k^2}w + \frac{w^3}{k^2}$ |
| $\frac{3}{2}$ | $\frac{3}{8}(4+9k^2 + 8(1+k^2))(w^3 + \frac{w^3}{k^2})$ |
| 2        | $\frac{2(4+9k^2)(w^3 + \frac{w^3}{k^2})}{8k^2}$ |
| $\frac{19}{9}$ | $\frac{81(361+8k^2)^2 + 130321(1+k^2)}{2k^2}w + \frac{w^3}{k^2}$ |
| 3        | $\frac{3(9+4k^2 + 8(1+k^2))}{8k^2}w^3 + \frac{w^3}{k^2}$ |
| 2        | $\frac{3(4k^2 + 16(1+k^2))}{8k^2}w^3 + \frac{w^3}{k^2} + \frac{3c}{4k(1+k^2)(4+k^2)}$ |

Note that the overall first-order time-average solution is $\langle v^{(0)} \rangle + \epsilon \langle v^{(1)} \rangle$. From (8) the zeroth-order contribution is simply $\langle v^{(0)} \rangle = -w/k$, the terminal velocity in the presence of linear drag. The first-order contribution given by (10) is more complicated and in particular depends on the value of $\alpha$. Table 1 lists $\langle v^{(1)} \rangle$ formula from (10) for different values of $\alpha$. This first-order perturbation accurately predicts the dynamics of the particle for sufficiently small values of $\epsilon$. For example, for $c = 1, k = 1, w = 0.001, \epsilon = 0.01, \alpha = 2$, $\langle v^{(0)} \rangle + \epsilon \langle v^{(1)} \rangle = -6.11 \times 10^{-4}$, which is close to the numerically obtained value of $-6.28 \times 10^{-4}$ for the average velocity. More importantly, our first-order perturbation solution correctly captures the qualitative behavior of the system; it predicts a nonzero time-average velocity for $\alpha = 2$ even in the absence of gravitational forces (i.e., $w = 0$). However, it fails to predict the expected behavior ($\langle v^{(1)} \rangle \neq 0$) for other values of $\alpha$ that yield non-antiperiodic excitations, such as $\alpha = \frac{3}{2}$. Note in Table 1 that $\alpha = 2$ is the only case that yields a time-average velocity contribution that is independent of $w$.

We argue that the contribution of other non-antiperiodic $\alpha$ values shows up at higher perturbation orders. To demonstrate this idea, we consider a simplified working equation, albeit less physically feasible for the original problem, in Sect. 4. Of course, our analysis can be extended to the original problem (4); however, the algebraic complexity of the calculation would be greatly increased. Nonetheless, we expect that the conclusions gained below from analysis of the simplified problem will hold for the original problem.

4 Simple model

In this section, we develop a high-order perturbation solution for a simplified version of (4),

$$\frac{dv}{dt} = -\frac{d^2f}{dt^2} - cv^3,$$

where we have removed the linear drag term. Also, note that we are more interested in the temporal ratcheting effect and, hence, let $w = 0$ to disable the spatial asymmetry. A variety of overdamped nonlinear systems can be reduced to (11). For example, consider a solid–solid friction system in which a flat object is placed on a surface that vibrates laterally (cf. Hashemi et al. [27] for details). In the absence of a sticking regime (i.e., the object is always sliding on the surface), one obtains the dimensionless equation of motion as $dv/dt = -d^2f/dt^2 - \lambda \text{sgn}(v)$, where $\lambda$ is the dimensionless kinetic friction coefficient and $v$ is the object velocity relative to the surface. Clearly, this equation can be simplified to (11) using the same approximation to the signum function. Of course, in a more realistic solid–solid friction model, we need to account for the potential periods of time that the object sticks to the surface [27].

We follow a similar procedure as that in Sect. 3 and consider a two-timing perturbation solution in terms of $\epsilon$. The zeroth-order differential equation becomes

$$\frac{\partial v^{(0)}}{\partial t_0} = \frac{1}{2} \left[ \sin(t_0) + c\alpha^2 \sin(\alpha t_0) \right],$$

with general solutions

$$v^{(0)}(t_0, t_1) = \frac{1}{2} \left[ \cos(t_0) + c\alpha \cos(\alpha t_0) \right] + A(t_1).$$

The first-order problem can then be written as

$$\frac{\partial v^{(1)}}{\partial t_0} = \frac{\partial v^{(0)}}{\partial t_1} - \left[ v^{(0)} \right]^3$$

$$= -\frac{dA}{dt_1} + \left[ \frac{1}{2} (\cos(t_0) + c\alpha \cos(\alpha t_0)) - A \right]^3.$$  

Similar to our analysis in Sect. 3, since $d (cv^3)/dt \geq 0$, the solution $v$ cannot increase without bound and we enforce $dv/dt = 0$. Hence, we set the sum of the non-vanishing terms (upon time-averaging) on the RHS of (14) equal to zero.

Two distinctively different conditions happen for $\alpha = 2$ and $\alpha \neq 2$. To see this, we need to expand the RHS of (14) as

$$\frac{\partial v^{(1)}}{\partial t_0} = \gamma - \frac{3}{8} A (1 + c^2 \alpha^2) - A^3 - \frac{dA}{dt_1}$$

$$+ \frac{3}{8} c\alpha \cos^2(t_0) \cos(\alpha t_0)$$

$$- \frac{3}{2} A c\alpha \cos(t_0) \cos(\alpha t_0),$$

where $\gamma$ is a collection of cosine terms and $\langle \gamma \rangle = 0$. If $\alpha \neq 2$, we require

$$\frac{dA}{dt_1} = -\frac{3}{8} (1 + c^2 \alpha^2) A - A^3,$$
to ensure that the time-average of the RHS of (15) over the period of the solution goes to zero. One can solve (16) to find

\[ A = \pm \sqrt{\frac{\beta}{K e^{2\beta t_1} - 1}}, \]  

(17)

for some constant \( K \) and \( \beta = \frac{3}{8} (1 + c^2 \alpha^2) \). Clearly, \( A \to 0 \) as \( t_1 \), and hence \( t \), go to infinity. Therefore, at long times, when the harmonic solution is achieved, there will be no net response. Alternatively, note that the only real fixed-point of (16) is \( A^* = 0 \), which points to the same conclusions. Note that \( A \) does not change sign from its initial value \( A(0) = \frac{1}{2}(1 + \alpha c) \). So the correct sign in (17) is determined by the sign of \( \frac{1}{2}(1 + \alpha c) \). But, perhaps, the sign is insignificant here as \( A \) goes to zero regardless of the initial conditions for \( \alpha \neq 2 \). When \( \alpha = 1 \), the last term on the RHS of (15) gives rise to another steady term \( -\frac{\alpha}{4} A^2 \), and we need

\[ \frac{dA}{dt_1} = -\frac{3}{8} (1 + c)^2 A - A^3, \]  

(18)

which again has a zero fixed-point \( A^* = 0 \).

For \( \alpha = 2 \), the term \( \frac{3}{16} c \alpha \cos^2(t_0) \cos(\alpha t_0) \) in (15) becomes \( \frac{3}{16} c + \frac{3}{16} c \cos(4t_0) + 2 \cos(2t_0) \), and therefore, we enforce

\[ \frac{dA}{dt_1} = \frac{3}{16} c - \frac{3}{8} (1 + 4c^2) A - A^3, \]  

(19)

an Abel differential equation of the first kind [29], with one real, nonzero, fixed-point given by

\[ A^* = \frac{2}{3} \left( 1 + 4c^2 \right) - \frac{1}{3} \zeta^2 \frac{2}{4\zeta^3}, \]  

(20)

where \( \zeta = -3c + \sqrt{2 + 33c^2 + 96c^3 + 128c^6} \). This nonzero fixed-point is, to leading order, the net response of the system when \( \alpha = 2 \).

Figure 3 shows a comparison between the numerical and two-timing solutions to \( x(t) = \int_0^t v(s) ds \) from (11) versus time, for \( \alpha = 1 \) (\( \epsilon = 0.1 \)) and \( \alpha = 2 \) (\( \epsilon = 0.1, 0.2 \)). The two-timing solution is \( x^{(0)}(t) \), obtained by integrating (13), with the slowly varying \( A(t_1) \) given by the differential equations (18) and (19) for \( \alpha = 1 \) and 2, respectively. The inset shows normalized norm of difference between the numerical (\( v(t) \)) and two-timing (\( v^{(0)}(t) \)) solutions to the harmonic solution \( v \), i.e., \( \parallel v(t) - v^{(0)}(t) \parallel / \parallel v(t) \parallel \) (over the solution period), versus \( \epsilon \). Parameter: \( c = 1 \).

![Fig. 3 Numerical results and two-timing perturbation solutions to \( x(t) = \int_0^t v(s) ds \) from (11) versus time, for \( \alpha = 1 \) (\( \epsilon = 0.1 \)) and \( \alpha = 2 \) (\( \epsilon = 0.1, 0.2 \)).](image)

Numerical results and two-timing perturbation solutions to \( x(t) = \int_0^t v(s) ds \) from (11) versus time, for \( \alpha = 1 \) (\( \epsilon = 0.1 \)) and \( \alpha = 2 \) (\( \epsilon = 0.1, 0.2 \)). The two-timing solution is \( x^{(0)}(t) \), obtained by integrating (13), with the slowly varying \( A(t_1) \) given by the differential equations (18) and (19) for \( \alpha = 1 \) and 2, respectively. The inset shows normalized norm of difference between the numerical (\( v(t) \)) and two-timing (\( v^{(0)}(t) \)) solutions to the harmonic solution \( v \), i.e., \( \parallel v(t) - v^{(0)}(t) \parallel / \parallel v(t) \parallel \) (over the solution period), versus \( \epsilon \). Parameter: \( c = 1 \).

Fig. 4 Numerical results and two-timing perturbation solutions to the harmonic time-average solution (\( \langle v(t) \rangle \)) from (11) versus \( c \), for \( \alpha = 2, \frac{3}{2}, \frac{2}{3} \). The two-timing solutions are given by \( A^* ((20)) \) for \( \alpha = 2 \), and \( \epsilon^3 C^* \) for \( \alpha = \frac{3}{2} \) and \( \frac{2}{3} \) ((B10) and (B11), respectively). For visualization purposes, the data for \( \alpha = \frac{3}{2} \) and \( \frac{4}{3} \) are multiplied by \( 10^2 \) and \( 10^3 \), respectively. Parameters: \( \epsilon = 0.05 \).
as those for \( \alpha = \frac{3}{2} \) and \( \frac{4}{3} \). To see these yet weaker nonlinear phenomena, we need to investigate higher perturbation orders. In Appendix B, we show that one needs to go up to the third perturbation order to find information about the ratchet effects at the next \( \alpha \) values with the strongest ratchet effect. Our analysis suggests that \( \langle v \rangle \rightarrow c^2C^* \) as \( t \to \infty \) (harmonic solution), where \( C^* \) is given by \((B10)\) and \((B11)\) for \( \alpha = \frac{3}{2} \) and \( \frac{4}{3} \), respectively.

In Fig. 4, we compare the numerical and two-timing solutions to the time-average solution \( \langle v(t) \rangle \) for \( \alpha = 2 \) \((A^* \text{ from } (20)), \frac{3}{2} \( (e^2C^* \text{ from } (B10)) \), and \( \frac{4}{3} \) \( (e^2C^* \text{ from } (B11)) \). Let us first discuss the observed, intriguing, effects of \( c \). Recall, \( c \) is the relative magnitude of two modes in the excitation. For \( \alpha = 2 \) and \( \frac{4}{3} \), it is the sign of \( c \) that determines the direction of motion, while when \( \alpha = \frac{3}{2} \), \( \langle v \rangle \) is always negative. Such a qualitative difference between the cases for \( \alpha = \frac{3}{2} \) and \( \frac{4}{3} \) is counterintuitive, given that both their net responses are induced by the third perturbation order. Additionally, note that the effect of \( c \) is non-monotonic for all of the \( \alpha \) values.

When \( c = 0 \), the waveform \((5)\) reduces to a single-mode wave oscillating as \( \sin(t) \), which yields no net response. Similarly, for large values of \( c \), the waveform mimics a single-mode oscillator \( \sin(\omega t) \), which again leads to a zero net response. (Of course, the latter effect is exaggerated in Fig. 4 due to normalization by \( \frac{1}{2} (1 + c^2) \).) Consequently, there is a \( c \) for which the ratchet effect is maximized. For the representative results shown in Fig. 4, when \( \alpha = 2 \), this maximum value occurs at \( c \approx 0.38 \) and is equal to \( \langle v \rangle \approx 0.2 \times \frac{1}{2} (1 + c^2) \approx 0.11 \), which is \( \approx 1.4 \text{ mm}/\text{s} \) for a vibration with \( \ell = 0.5 \text{ mm} \) at \( 4 \text{ Hz} \). Another important observation in Fig. 4 is the relatively inaccurate predictions of the two-timing method at large values of \( |c| \) (particularly for \( \alpha = \frac{3}{2} \) and \( \frac{4}{3} \)). However, this is an expected behavior, given that our perturbation solution is built upon the assumption that \( f(t) \), and therefore, \( c = O(1) \).

5 Conclusions

The present analysis points up further interesting questions. For instance, for a given \( \alpha \), what perturbation orders contribute to the temporal ratchet effect? An answer to this question can help explain the relative magnitude of the net response for different \( \alpha \) values. The two-timing methodology provided here can be employed for the study of temporal ratchets in other, more complicated, systems. Specific future works include: (i) an experimental analysis of the current problem; and (ii) developing a two-timing perturbation solution to the Poisson–Nernst–Planck equations to study the ratchet asymmetric rectified electric field \[27\]. Finally, our work elucidates that temporal ratchets in weakly nonlinear systems arise from the cumulative effect of instantaneously small nonlinear disturbances. These disturbances accumulate to generate a leading order drift at long times. It has been shown previously \[27\] that temporal ratchets are maximal for \( \alpha = 2 \) excitations: our work explains this finding, since such excitations are shown to produce net drift at fastest slow time-scale. In principle, while net drift could occur for any non-antiperiodic signal, it may occur on such a long-time scale to practically impossible to observe in experiment.

Acknowledgements This material is partially based upon work conducted during the 2022 AM-SURE program at the Courant Institute, supported by the National Science Foundation under Grant No. RTG/DMS-1646339. We thank Leif Ristroph for helpful discussions regarding future experimental investigation of the problem.

Author contribution statement

AH performed the computational study and wrote the manuscript; AH, ETG, and ASK developed the perturbation solution and conducted the analytical study of the problem; AH and ASK envisioned and led the project.

Data availability The data that support the findings of this study are available upon request from the corresponding author [AH].

Declarations

Competing interests There are no competing interests to declare.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

Appendix A: Regular perturbation

In this section, we show that a regular perturbation expansion fails to capture the physics of the problem at long times, even for a single-mode vibration. We consider the model given by \((11)\). Let \( f = \sin(t) \) and \( v(t) \approx v^{(0)}(t) + c v^{(1)}(t) + O(c^2), \) which upon substituting into \((11)\), and solving for \( v^{(0)} \) yield

\[ v^{(0)} = -\cos(t) + A. \] (A1)
Using the initial condition $v(t) = v^{(0)}(t) + \epsilon v^{(1)}(t)$, we conclude that $v^{(0)} = 0$ and $v^{(1)} = 0$, which we use to find the constant $A = 1$. The first-order differential equation is therefore $dv^{(1)}/dt = (\cos(t) - 1)^3$, with a general solution

$$v^{(1)} = \frac{1}{12} [\sin(3t) - 9\sin(2t) + 45 \sin(t)] - \frac{5}{4} t + B, \quad (A2)$$

where the initial condition $v^{(1)}(0) = 0$ gives $B = 0$. Hence, the overall, first-order, solution is

$$v(t) = 1 - \cos(t) - \frac{5}{4} t + \frac{1}{12} [\sin(3t) - 9 \sin(2t) + 45 \sin(t)]. \quad (A3)$$

This solution predicts, incorrectly, that the time-average solution increases indefinitely with time. Also, it loses uniformity at long times ($t = O(\epsilon^{-1})$), suggesting that the system behavior is governed by a fast, $t$, and a slow, $\epsilon t$, time scales.

Appendix B: Higher perturbation orders

Here, for model problem (11), we demonstrate how the higher perturbation orders contribute to the observed ratchet effect for $\alpha = \frac{3}{2}$ and similarly $\alpha = \frac{5}{2}$. These are the next two $\alpha$ values after $\alpha = 2$ with the strongest response.

We focus on finding the long-time solution to the time-average response, i.e., $t \rightarrow \infty$. Under such conditions, $A(t_1)$ given by (17) goes to zero, and so does $dA/dt_1$ (when $\alpha \neq 2$). Therefore, the zeroth-order solution simplifies to

$$v^{(0)} = \frac{1}{2} [\cos(t_0) + \alpha \cos(\alpha t_0)]. \quad (B4)$$

Likewise, the first-order differential Eq. (14) reduces to

$$\frac{\partial v^{(1)}}{\partial t_0} = \frac{1}{8} [\cos(t_0) + \alpha \cos(\alpha t_0)]^3, \quad (B5)$$

with a general solution of the form

$$v^{(1)} = \{\text{sine terms}\}(t_0) + B(t_1). \quad (B6)$$

Here, $B(t_1)$ is a constant of integration and is a function of the slow time scale, and $\{\text{sine terms}\}(t_0)$ is a collection of sine terms.

The second-order differential equation has the form

$$\frac{\partial v^{(2)}}{\partial t_0} = -3 \left[ v^{(0)} \right]^2 v^{(1)} - \frac{\partial v^{(1)}}{\partial t_1} = -3 \left[ v^{(0)} \right]^2 v^{(1)} - \frac{dB}{dt_1}. \quad (B7)$$

It is rather straightforward to show that the product $\left[ v^{(0)} \right]^2 v^{(1)}$ does not introduce any secular term to the RHS of (B7). As a result, enforcing the time-average of the RHS to be zero, yields an ordinary differential equation (ODE) for $B(t_1)$ with a zero fixed-point. When $\alpha = \frac{3}{2}$, this ODE can be expressed as $dB/dt_1 = -\frac{1}{12}(4 + 9\epsilon^2)B$. Clearly, $B \rightarrow 0$ as $t \rightarrow \infty$. So, similar to $A(t_1)$, we set $B(t_1) = 0$ in our analysis of the long-time behavior. The general solution for $v^{(2)}$ becomes

$$v^{(2)} = \{\text{cosine terms}\}(t_0) + C(t_1), \quad (B8)$$

where $\{\text{cosine terms}\}(t_0)$ is a collection of cosine terms and $C(t_1)$ is the constant of integration, which is to be determined.

The third-order differential equation is

$$\frac{\partial v^{(3)}}{\partial t_0} = -3 \left[ v^{(0)} \right]^2 v^{(2)} + \left[ v^{(1)} \right]^2 v^{(0)} - \frac{\partial v^{(2)}}{\partial t_1}. \quad (B9)$$

Again, we require that the sum of the nonzero time-average terms on the RHS to vanish, which leads to an ODE for $C(t_1)$. For $\alpha = \frac{3}{2}$, the fixed-point $C^*$ of this ODE is

$$C^* = -\frac{3\epsilon^2 (33873 + 98935\epsilon^2)}{57344 (4 + 9\epsilon^2)}. \quad (B10)$$

Similarly, for $\alpha = \frac{5}{2}$, we have

$$C^* = -\frac{34349\epsilon^3}{11520 (9 + 16\epsilon^2)}. \quad (B11)$$

Hence, the induced time-average solution for $\alpha = \frac{3}{2}$ and $\frac{5}{2}$ can be approximated as $\epsilon^2 C^*$, where $C^*$ is given by (B10) and (B11), respectively.
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