Counterexamples expose gaps in the proof of time complexity for cover trees introduced in 2006
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Abstract
This paper is motivated by the $k$-nearest neighbors search: given an arbitrary metric space, and its finite subsets (a reference set $R$ and a query set $Q$), design a fast algorithm to find all $k$-nearest neighbors in $R$ for every point $q \in Q$. In 2006, Beygelzimer, Kakade, and Langford introduced cover trees to justify a near-linear time complexity for the neighbor search in the sizes of $Q, R$.

Section 5.3 of Curtin’s PhD (2015) pointed out that the proof of this result was wrong. The key step in the original proof attempted to show that the number of iterations can be estimated by multiplying the length of the longest root-to-leaf path in a cover tree by a constant factor. However, this estimate can miss many potential nodes in several branches of a cover tree, that should be considered during the neighbor search. The same argument was unfortunately repeated in several subsequent papers using cover trees from 2006.

This paper explicitly constructs challenging datasets that provide counterexamples to the past proofs of time complexity for the cover tree construction, the $k$-nearest neighbor search presented at ICML 2006, and the dual-tree search algorithm published in NIPS 2009.

The corrected near-linear time complexities with extra parameters are proved in another forthcoming paper by using a new compressed cover tree simplifying the original tree structure.
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1 Introduction: Neighbor Problem and Past Work
The search for nearest neighbors was one of the first data-driven problems and led to the neighbor rule for classification [10].

In a modern formulation, the problem is to find all nearest neighbors in a reference set $R$ for all points from a query set $Q$. Both sets live in an ambient space $X$ with a distance $d$ satisfying all metric axioms. The simplest example is $X = \mathbb{R}^n$ with the Euclidean metric, where a query set $Q$ can be a single point or a subset of a larger set $R$.

Problem 1.1 (all nearest neighbors search). Let $Q, R$ be finite subsets of query and reference points in a metric space $(X, d)$. For any integer $k \geq 1$ and every $q \in Q$, design an algorithm to exactly find a point $p$ minimizing $d(q, p)$ so that the parameterized worst-case time complexity is near-linear in $\max(|Q|, |R|)$, where hidden constants may depend on structures of $Q, R$ but not on their sizes $|Q|, |R|$. ■

Spatial data structures. It is well known that the time complexity of a brute-force approach of finding all 1st nearest neighbors of points from $Q$ within $R$ is proportional to the product $|Q| \cdot |R|$ of the sizes of $Q, R$. Already by the mid of 1970s real data was big enough to motivate faster algorithms and sophisticated data structures.

One of the first spatial data structure, a quadtree [15], hierarchically indexes a reference set $R \subset \mathbb{R}^2$ by subdividing its bounding box (a root) into four smaller boxes (children), which are recursively subdivided until final boxes (leaf nodes) contain only a small number of reference points. A generalization of the quadtree to $\mathbb{R}^n$ exposes an exponential dependence of its computational complexity on $n$, because the $n$-dimensional box is subdivided into $2^n$ smaller boxes.

The first attempt to overcome this dimensionality curse was the $kd$-tree [6] that subdivides a subset of the reference set $R$ at every recursion step into two subsets instead of $2^n$ subsets.
Table 1: Results for building structures in terms of the expansion constant $c(R)$ in Definition 1.2 or KR-type constant $2^{\dim_{KR}}$ in [20, Section 2.1]

| Data structure, reference | time complexity | space | proofs |
|---------------------------|-----------------|-------|--------|
| Navigating nets [20]      | $O(2^{\dim_{KR}} \cdot |R| \log(|R|) \log(\log(|R|)))$, [20, Theorem 2.6] | $O(2^{\dim_{KR}} |R|)$ | Not available |
| Cover tree [8]            | $O(c(R)^{O(1)} \cdot |R| \cdot \log(|R|))$, [8, Theorem 6] | $O(|R|)$ | Counterexample 4.2 shows that the past proof is incorrect |
| Compressed cover tree [14] | $O(c(R)^{O(1)} \cdot |R| \cdot \log(|R|))$ | $O(|R|)$ | [14, Theorem 3.52]. |

Table 2: Results for finding exact all $k$-nearest neighbors of one query point $q \in Q$ in terms of the expansion constant $c(R)$ in Definition 1.2 or KR-type constant $2^{\dim_{KR}}$ in [20, Section 2.1], assuming that all data structures are already built.

| Data structure, reference | time complexity | space | proofs |
|---------------------------|-----------------|-------|--------|
| Navigating nets [20]      | $O(2^{\dim_{KR}} \cdot (|R| + k))$ for $k \geq 1$ [20, Theorem 2.7] | $O(2^{\dim_{KR}} |R|)$ | Not available |
| Cover tree [8]            | $O(c(R)^{O(1)} \cdot \log(|R|))$ for $k = 1$, [8, Theorem 5] | $O(|R|)$ | Counterexample 5.2 shows that the past proof is incorrect |
| Compressed cover tree [14] | $O(c(R)^{O(1)} \cdot \log(k) \cdot \log(|R|))$ | $O(|R|)$ | [14, Theorem 3.84] |
| Dual cover tree [29]      | $O(c(Q)^{O(1)} \cdot c(Q)^{O(1)} \cdot |R|)$ for large set $Q$, [29, Theorem 3.1] | $O(|R|)$ | Counterexample 6.5 shows that the past proof is incorrect |

Then more advanced algorithms utilizing spatial data structures have positively impacted various related research areas such as a minimum spanning tree [5], range search [26], k-means clustering [26], and ray tracing [17]. The spacial data structures for finding nearest neighbors in the chronological order are k-means tree [16], R tree [4], ball tree [25], R* tree [4], vantage-point tree [32], TV trees [21], X trees [7], principal axis tree [24], spill tree [22], cover tree [8], cosine tree [18], and max-margin tree [28], cone tree [27].

**Expansion constant.** The past work starting from [19] expressed the time complexities of neighbor search in terms of a dimensionality constant for a finite metric space $X$. This constant was denoted by $2^{\dim_{KR}}$ in [20, Section 2.1] and by $c$ in [8, Section 1]. In any metric space $X$, let $\bar{B}(p, t) \subseteq X$ be the closed ball with a center $p$ and a radius $t$. Let $|\bar{B}(p, t)|$ be the number (if finite) of points in $\bar{B}(p, t)$.

**Definition 1.2** (expansion constant $c(R)$, [14, Definition 3.4]). Let $R$ be a finite set in a metric space $X$. The expansion constant $c(R)$ is the smallest $c(R) \geq 2$ such that $|\bar{B}(p, 2t)| \leq c(R) \cdot |\bar{B}(p, t)|$ for any point $p \in R$ and radius $t \geq 0$.

Typically, uniformly distributed datasets have small expansion constants. Using arguments of [14, Section 4.3] it can be shown that if $R$ is a uniformly distributed point cloud of $\mathbb{R}^m$ we have $c(R) = 2^m$. However, if a dataset contains even a single outlier, say $R = \{1, 2, 3, \ldots, m, 2m\}$, then $c(R) = |R|$.

The data structures described below were designed to justify a near-linear time complexity for finding $k$-nearest neighbors.

**Navigating nets.** In 2004 a new data structure was introduced that was a sequence of progressively finer $\varepsilon$-nets on the dataset $R$. In [20, Theorem 2.7] it was claimed that all $k$-nearest neighbors of a query point $q$ are found by navigating nets in time $2^{O(\dim_{KR}(R(q)))} \cdot (k + \log(|R|))$, where $\dim_{KR}(R \cup \{q\})$ is an expansion rate of [20, Section 1.2]. All proofs and pseudocodes were omitted. The authors did not reply to our request for details.

**Modified navigating nets** [9] were used in 2006 to claim the worst-case time complexity $O(\log(|R|) + (1/\varepsilon)^{O(1)})$ for finding the first $(1 + \varepsilon)$-approximate neighbor parameterized by a constant that depends on a doubling dimension of the ambient space. However, only sketch of proof of this result was given.

**Cover trees.** In 2006, [8] introduced a cover tree inspired by the navigating nets [20]. This cover tree was designed to prove a worst-case time complexity in the size $|R|$ and the expansion constant $c$ from Definition 1.2. In particular, [8, Theorem 5] claimed that cover trees help solve Problem 1.1 for $k = 1$ could be solved in $O(c^{12} \log(|R|))$ time.

**Past challenges.** In 2015, Curtin’s PhD [11, section 5.3] pointed out that the proof of [8, Theorem 5] had a mistake. It was incorrectly claimed that the number of performed iterations of the nearest neighbors algorithm [8, Algorithm 1] can be bounded by multiplying the depth of cover tree by some constant factor. This claim is false because many potential branches at different levels of a cover tree can be missed. The similar mistake was repeated in proof of time complexity method of Insert() method [8, Theorem 6], as well as in several subsequent papers: for a dual-tree based all-nearest-neighbor search [29, Theorem 3.1], for a Minimum Spanning Tree [23, Theorem 5.1], for a fast exact max-kernel search [13, Lemma 5.2].

**Counterexamples.** To confirm the discovery of Ryan Curtin [11, section 5.3], Example 3.1 will describe a finite metric space $(R, d)$ and its cover tree $\bar{c}(R)$, for which the maximal root-to-node path is bounded by $O(\sqrt{|R|})$, but that forces both Algorithm 1 and Algorithm 2 of [8] iterate over all $|R|$ levels of the cover tree $\bar{c}(R)$. The contradiction will follow by noting that the number of iterations in one particular example has a lower bound $|R|$ despite the claimed upper bound $O(\sqrt{|R|})$ for all datasets.

Here is the summary of the found counterexamples:

- Counterexample 4.2 to the proof of [8, Theorem 2],
- Counterexample 5.2 to the proof of [8, Theorem 1],
- Counterexample 6.5 to the proof of [29, Theorem 3.1].

Counterexamples for the time complexity of a minimum spanning tree [23, Theorem 5.1] can be found in [14, Section 4.2].

**New results and compressed cover trees.** All issues of past approaches are resolved in [14, Chapter 3] by defining a new data structure, a compressed cover tree [14, Definition 3.5], which combines the explicit and implicit cover tree into a single simpler structure. Near-linear time algorithms with new parameters for building a compressed cover tree and for finding $k$-nearest neighbors are described in [14, Algorithm 3.5.3] and [14, Algorithm 3.7.2].
To overcome the past issues, we estimate the number of iterations in [14, Algorithm 3.5.4] and [14, Algorithm 3.7.2] in [14, Lemma 3.5.9] and [14, Lemma 3.7.13], respectively. In [14, Corollary 3.5.11] it is shown that a compressed cover tree can be constructed in time $O(c(R)^{10} \log(|R|) |R|)$ and [14, Theorem 3.7.14] shows that $k$ nearest neighbors of any point $q$ can be found in time

$$O(c(R \cup \{q\})^3 \cdot \log_2(k) \cdot (c(R \cup \{q\})^9 \cdot \log_2(|R|) + k)).$$

Tables 1 and 2 summarize all known cover tree methods and their contributions for $k$-nearest-neighborhood search into two tables.

2 Original cover trees introduced in 2006

To resolve Problem 1.1 effectively [8] introduced a new data structure, cover tree, the idea of which was to encode data of the reference set $R$ into a leveled tree. Using this tree, a new algorithm [8, Algorithm 1] was introduced, which was used to find the nearest neighbor of a given query point $q$. The idea was to travel from the root node of the tree, located on the highest level towards the leaf nodes on the lowest level, memorizing the current best candidate for the nearest neighbor and eliminating the branches, which were clearly too far from the query point. Compared to the brute-force search, the benefit of this procedure is that we avoid computing the distance of a query point to a large number of points which are eliminated in large batches during the search.

Implicit and explicit cover trees are visualizations of finite metric spaces, that were discovered in [8, Section 2]. However, only the definition of the implicit cover tree was formally stated.

Definition 2.1 (Implicit cover tree $\mathcal{F}(R)$, [8, Section 2]). Let $R$ be a finite set in a metric space $(X, d)$. An implicit cover tree $\mathcal{F}(R)$ is a tree on a subset of $R \times \mathbb{Z} \cup \{-\infty, +\infty\}$ with a root $r \in R$ and a level function $l: R \rightarrow \mathbb{Z}$ satisfying the conditions below.

(2.1a) Root condition: The level of the root node $r$ is $l(r) = \infty$.

(2.1b) Node condition: For all points $p \in R$ and for all indices $i \in \{\infty, l(p)+1\}$ there exists a node $(p, i)$ in the tree $\mathcal{F}(R)$.

(2.1c) Covering condition: for every node $(q, i) \in \mathcal{F}(R)$ there exists a parent $(p, i+1) \in \mathcal{F}(R)$ such that $d(q,p) \leq 2^{i+1}$, this parent node $p$ has a single link to its child node $q$ in the tree $\mathcal{F}(R)$.

(2.1d) Separation condition: for $i \in \mathbb{Z}$ and the cover set $C_i = \{p \in R \mid l(p) \geq i\}$, the minimum inter-point distance $d_{\min}(C_i) = \min_{p \in C_i,q \in C_i \setminus \{p\}} d(q,p)$ is larger than $2^i$.

For any node $p \in \mathcal{F}(R)$, Children$(p, i)$ denotes the set consisting of all children of the node $(p, i)$, including the node $(p, i-1)$ on the level below. For any node $p \in \mathcal{F}(R)$, define the node-to-root path as a unique sequence of nodes $w_0, \ldots, w_m$ such that $w_0 = p$, $w_m$ is the root and $w_{j+1}$ is the parent of $w_j$ for $j = 0, \ldots, m-1$. A node $q \in \mathcal{F}(R)$ is a descendant of a node $p$ if $p$ is in the node-to-root path of $q$. A node $p$ is an ancestor of $q$ if $q$ is in the node-to-root path of $p$. Let Descendants$(p, i)$ be the set of all descendants of node $(p, i)$, including $(p, i-1)$. The explicit cover tree is obtained from an implicit cover tree by collapsing into a single node all nodes from any infinite non-branching path $(p, i) \rightarrow (p, i-1) \rightarrow \cdots \rightarrow (p, -\infty)$, see the left and middle pictures of Fig. 1, as formalized below.

Definition 2.2 (Explicit cover tree $\mathcal{E}(R)$, [8, Section 2]). Let $R$ be a finite set in a metric space $(X, d)$. Let $\mathcal{F}(R)$ be implicit cover tree of Definition 2.1. An explicit cover tree $\mathcal{E}(R)$ is a quotient tree $\mathcal{F}(R)/\sim$, where $(p, i) \sim (q, j)$ if $p = q$ and Children$(p, i)$ consist of the nodes $(p, t-1)$ for all $t \in [\min(i, j) + 1, \max(i, j)]$.

Since nodes containing different points are never glued together, we denote an arbitrary node of explicit cover tree $\mathcal{E}(R)$ by $(p, [i])$, where $p \in R$ is the point stored in the node and $[i]$ is equivalence class of $(p, i)$ in $\sim$.

Example 2.3 (Three point example). Let $R = \{0, 1, 2\}$ for some large $i \in \mathbb{Z}_+$ and let $d(x, y) = |x - y|$ be the Euclidean metric on $\mathbb{R}$. There are multiple ways to construct an implicit cover tree $\mathcal{F}(R)$. Assume that $2^i$ is chosen to be the root node. Then $\mathcal{F}(R)$ will contain an infinite chain $\{(2^i, j) \mid j \in \mathbb{Z}\}$, in such a way that for all $j$ node $(2^i, j)$ is parent of $(2^i, j-1)$.

Let us now insert points $[0, 1]$. Since $d(2^i, 1) = 2^i - 1$ and $d(2^i, 0) = 2^i$, by conditions (2.1b) and (2.1c) either $l(0) = i - 1$ or $l(1) = i - 1$. Let us choose $l(0) = i - 1$, then $\mathcal{F}(R)$ will contain chain $\{(0, j) \mid j \in (\infty, i-1]\cap \mathbb{Z}\}$ in its vertex set, where, $(0, j)$ will be parent of $(0, j - 1)$ for all $j \in (\infty, i-1]$ and $(2^i, i)$ will be parent of $(0, i-1)$. Since $d(0, 1) = 1$ and point 0 minimizes the distance $d(1, \{0, 2^i\})$ we have $l(1) = -1$. Therefore $\mathcal{F}(R)$ will contain chain $\{(1, j) \mid j \in (\infty, -1]\cap \mathbb{Z}\}$ and $(1, -1)$ will be child of $(0, 0)$.

The compressed representation of $\mathcal{F}(R)$ is illustrated in Figure 2 (middle). Explicit cover tree $\mathcal{E}(R)$ consists of nodes: $(2^i, [i])$, $(2^i, [i-1])$, $(0, [i-1])$, $(0, [-1])$, $(1, [-1])$, where

- $(2^i, [i])$ has two children $(2^i, [i-1])$, $(0, [i-1])$ on level $i-1$.
- $(0, [i-1])$ has two children $(0, [-1])$, $(1, [-1])$ on level $-1$.
- No other children are present.

Example 2.4 (a short train line tree). Let $G$ be the unoriented metric graph consisting of two vertices $r, q$ connected by three different edges $e_1, e_2, e_3$ with lengths $|e_1| = 2^i, |e_2| = 2^i, |e_3| = 1$. Let $p_2$ be the middle point of the edge $e_2$. Let $p_3$ be the middle point of the subedge $(p_2, q)$. Let $p_2$ be the middle point of the edge $h$. Let $p_1$ be the middle point of the subedge $(p_2, q)$. Let $R = \{p_1, p_2, p_3, p_4, r\}$. We construct an implicit cover tree $\mathcal{F}(R)$ by choosing the level $l(p_1) = 1$ and by setting the root to be $r$. Then $\mathcal{F}(R)$ satisfies all the conditions of Definition 2.1, see a comparison of the three cover trees in Fig. 1.

3 Challenging datasets for original cover trees

In this section Example 3.1 introduces a dataset $R$ and its cover tree $\mathcal{F}(R)$, which will be used to show that key steps in proofs of time complexity estimates of cover tree construction algorithm [8, Theorem 5] and the nearest neighbor search algorithm [8, Theorem 6] are incorrect. Since the same false arguments were later repeated in the papers [23] and [29], we provide a detailed counterexamples in Sections 4 and 5 that expose the contradiction within each of the proof of the theorems.

Example 3.1 (tail imbalance tree). For any integer $m > 0$, let $G$ be a metric graph pictured in Figure 3 that has two vertices $r, q$ and $m+1$ edges $(e_i)$ for $i \in \{0, \ldots, m\}$, and the length of each edge $e_i$ is $|e_i| = 2^{m+i+2}$ for $i \geq 1$. Finally, set $|e_0| = 1$. For each $i \in \{1, \ldots, m\}$ if $i$ is divisible by $m$ we set $p_i$ be the middle point of $e_{i/m}$ and for every other $i$ we define $p_i$ to be the middle point of segment $(p_{i+1}, q)$. Let $d$ be the induced shortest path metric on the continuous graph $G$. Then $d(q, r) = 1$, $d(r, p_i) = 2^{i+1} + 1$, $d(q, p_i) = 2^i$. If $i > j$ and $\left[ \frac{i}{m} \right] = \left[ \frac{j}{m} \right]$, then

$$d(p_j, p_i) = \sum_{i=j+1}^{i} 2^i.$$

We consider the reference set $R = \{r\} \cup \{p_i \mid i = 1, 2, 3, \ldots, m^2\}$ with the metric $d$. 
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Let us define an implicit cover tree \( \mathcal{F}(R) \) by setting \( r \) to be the root node and \( l(p_i) = i \) for all \( i \). For all \( i \in 1, \ldots, m^2 \): If \( i \) is divisible by \( m \), we set \( (p_{i+1}, i+1) \) to be the parent of \( (p_i, i) \). If \( i \) is not divisible by \( m \), we set \( (p_{i+1}, i+1) \) to be the parent of \( (p_i, i) \). For every \( i \) divisible by \( m \), the point \( p_i \) is in the middle of edge \( e_i/m \), hence \( d(p_i, r) \leq 2^{i+1} \). For every \( i \) not divisible by \( m \), by definition, \( p_i \) is the middle point of \((p_i, \cdot)\). Therefore, we have \( d(p_i, p_{i+1}) \leq 2^{i+1} + 1 \). Since for any point \( p_i \), the root \( r \) is at most \( 2^{i+1} + 1 \), the tree \( \mathcal{F}(R) \) satisfies covering condition (2.1b). For any integer \( t \), the cover set is \( C_t = \{r\} \cup \{p_i | i \geq t\} \). We will prove that \( C_t \) satisfies condition (2.1c). Let \( p_i \in C_t \). If \( i \) is divisible by \( m \), then \( d(r, p_i) = 2^{i+1} + 1 \geq 2^{i+1} > 2^i \). If \( i \) is not divisible by \( m \), then \( d(r, p_i) = d(r, q) + d(q, p_i) = 1 + 2^{i+1} > 2^i \). Then the root \( r \) is separated from the other nodes by the distance \( 2^i \). Consider arbitrary points \( p_i \) and \( p_j \) with indices \( i > j \geq t \) and \( \lceil \frac{i}{m} \rceil = \lceil \frac{j}{m} \rceil \). Then
\[
d(p_i, p_j) = \sum_{s=j+1}^{i} 2^s \geq 2^{j+1} \geq 2^{i+1} > 2^i.
\]
On the other hand, if \( i > j \geq t \) and \( \lceil \frac{i}{m} \rceil \neq \lceil \frac{j}{m} \rceil \), then
\[
d(p_i, p_j) = d(p_i, q) + d(p_j, q) \geq 2^i + 2^j \geq 2^{i+1} > 2^i.
\]
For any \( t \), we have shown that all pairwise combinations of points of \( C_t \) satisfy condition (2.1c). Hence this condition holds for the whole tree \( \mathcal{F}(R) \).

Let us now define the explicit depth, that corresponds to maximal root-to-node path of any cover tree. By Definition 2.2 an explicit cover tree \( \mathcal{E}(R) \) is a quotient of \( \mathcal{F}(R) / \sim \), where we collapse all the chains having only a single self-child into a single node. Nodes of \( \mathcal{F}(R) / \sim \) are denoted by \( (p, [i]) \), where \( [i] \) is the equivalence class of integer \( i \) in \( \sim \). By [8, Lemma 4.3] the depth of any node \( (p, [i]) \) is "defined as the number of explicit grandparent nodes on the path from the root to \( p \) in the lowest level in which \( p \) is explicit". The explicit depth of a node \( (p, [i]) \) in any explicit cover tree \( \mathcal{E} \) is introduced in Definition 3.2 below using the natural interpretation of the aforementioned quotes.

**Definition 3.2** (Explicit depth for explicit cover tree). Let \( R \) be a finite subset of a metric space with a metric \( d \). Let \( \mathcal{E}(R) \) be an explicit cover tree on \( R \). For any \( (p, [j]) \in \mathcal{E}(R) \), let \( s = (w_0, \ldots, w_m) \) be a node-to-root path of \((p, [j])\), where \( w_0 = (r, [\infty]) \) and \( w_m = (p, [j]) \). We define \( D(p, [j]) \) to be the number of nodes \([x]\) in the path \( s \). The **explicit depth** of a cover tree is defined as the size of maximal node-to-root path
\[
D(\mathcal{E}(R)) = \max_{(p, [j]) \in \mathcal{E}(R)} D(p, [j]).
\]

Lemma 3.3 shows that the cover tree of Example 3.1 the maximal node-to-root has \( 2 \cdot \sqrt{|R|} \) size, where \( |R| \) is the size of the dataset.

**Lemma 3.3.** Let \( \mathcal{E}(R) \) be a compressed cover tree on the set \( R \) from Example 3.1 for some \( m \in \mathbb{Z} \). The explicit depth \( D(\mathcal{E}(R)) \) of Definition 3.2 has the upper bound \( 2m + 1 \).

**Proof.** Note first that root node \( r \) contains exactly \( m \) non-trivial children. Consider arbitrary node \( p_i \). If \( i \) is divisible by \( m \), then \( r \) is the parent of \( p_i \). It follows that we can reach root node \((r, [\infty])\) in at most \( m + 1 \) steps from \( p_i \).

Let us now consider an index \( i \) that is not divisible by \( m \). Note that \( (p_{i+1}, [j+1]) \) is the parent of \( (p_j, [j]) \) for all \( j \in i \cdot m : [i/m] \) – 1. Then the path \( s \) consisting of all ancestors of \( p_i \) from \( p_m \) has the form \( ((p_i, [i]), (p_{i+1}, [i+1]), \ldots, (p_m, [i/m]), [m : [i/m]]) \). Note that \( |s| \leq m \). Since \( m : [i/m] \) is divisible by \( m \), by the first paragraph the node to root path \( f \) from \((p_m, [i/m]), [m : [i/m]]) \) to \((r, [\infty]) \) takes at most \( m + 1 \) steps. Therefore
\[
D(p_i, [i]) \leq |s| + |l| \leq |j| + |l| \leq (m + 1) + m \leq 2m + 1,
\]
which proves the claim.
4 Cover tree construction

Counterexample 4.2 shows that the proof of worst-case time complexity of the Insert() operation for an implicit cover tree [8, Theorem 6] is incorrect. A correct time complexity for a new compressed cover tree is given in [14, Corollary 3.53].

Counterexample 4.2 (for a step in the proof of [8, Theorem 6]). The idea is based on adding a new point $q$ of Figure 3 to the tree $\mathcal{E}(R)$ of Example 3.1 that lures the Algorithm 4.1 into using all branches of $\mathcal{E}(R)$. It follows that the Algorithm 4.1 is launched $O(|R|)$ times. However, in the proof of [8, Theorem 6] it was claimed that Algorithm 4.1 is launched at most $4 \cdot D(\mathcal{E}(R))$, where $D(\mathcal{E}(R))$ is the explicit depth of explicit cover tree $\mathcal{E}(R)$. This is a contradiction, since $D(\mathcal{E}(R)) \leq 2\sqrt{|R|} + 1$ but Algorithm 4.1 runs $O(|R|)$ times.

For more details, we cite a part of the proof of [8, Theorem 6]:

"Theorem 6 Any insertion or removal takes time at most $O(\mathcal{E}(\log(n)))$ [In other words the run time of Algorithm 4.1 is $O(\mathcal{E}(\log(n)))$, where $n$ is the number of points of original dataset $S$ on which tree $T$ was constructed.]

[Partial proof:] Let $k = c^2 \log(|S|)$ be the maximum explicit depth of any point, given by Lemma 4.3. Then the total number of cover sets with explicit nodes is at most $3k + k = 4k$, where the first term follows from the fact that any node that is not removed must be explicit at least once every three iterations, and the additional $k$ accounts for a single point that may be implicit for many iterations. Thus the total amount of work in Steps 1 [Our line 2] and 2 [Our lines 3-5] is proportional to $O(\log(\max |Q_i|))$. Step 3 [Our lines 5-11] requires work no greater than step 1 [Our line 2]."

In our interpretation the above arguments says that the total number of times line 1 [our line 2] was called during the algorithm has the upper bound $4 \cdot D(\mathcal{E}(R))$, where $D(\mathcal{E}(R))$ is the explicit depth of $\mathcal{E}(R)$, see Definition 3.2. In this Counterexample we will show that $\mathcal{E}(R)$ from Example 3.1 does not satisfy the claimed inequality.

Take the reference set $R$, the compressed cover tree $\mathcal{E}(R)$ and the point $q$ from Example 3.1 for any parameter $m > 200$. Assume that we have already constructed tree $\mathcal{E}(R)$. Let us show that $\mathcal{E}(R \cup q)$ constructed by Algorithm 4.1 from the input $q, i = m^2 + 1, Q_i = \{(r, [i, +\infty])\}$ runs at least $m^2 - 2$ self-recursions. This will lead to a contradiction since by Lemma 3.3 we have $D(\mathcal{E}(R)) \leq 2m + 1$.

We show by induction on $m$ going down that, for every step $i \in [1, m^2]$, we have $Q_i = \{(r, [i]), (p_i, [i])\}$. The proof for the base case...
i = m^2" is similar to the induction step and thus will be omitted. Assume that Qi has the desired form for some i. Let us show that the claim holds for i − 1. For all levels i − 1 divisible by m, the node \( p_{i-1}, [i-1] \) is a child of node \( (r, [i]) \). For all levels i − 1 not divisible by m, the node \( p_{i-1}, [i-1] \) is a child of \( p_i \). Since \( E(R) \) contains exactly one node at each level, in both cases we have \( Q = \{ (r, [i]), (p_i, [i]), (p_{i-1}, [i-1]) \} \). Since \( d(q, r) = 1, d(q, p_i) = 2^{i+1} \) and \( d(q, p_{i-1}) = 2^i \) we have

\[
Q_{i-1} = \{ p \in Q \mid d(p, q) \leq 2^i \} = \{ (r, [i-1]), (p_i, [i-1]) \}.
\]

The actual implementation of algorithm 4.1 iterates over all levels i for which there exists a node in \( Q_i \) that contains at least one non-trivial child on level i − 1 and for which the condition in line 7 is satisfied. Since for every index \( i \in [2, m^2 + 1] \) we have \( Q_i = \{ (r, [i]), (p_i, [i]) \} \) and since either \( r \) or \( p_i \) has a child at level i − 1 and the condition in line 7 is always satisfied, it follows that \( m^2 - 2 \) is a low bound for the number \( \xi \) of self-recursions. Therefore the contradiction follows from the inequality:

\[
m^2 - 2 < \xi \leq 4 \cdot D(E(R)) = 8 \cdot (2m + 1) \leq 16 \cdot m + 8
\]

where \( m > 20 \).

5 Nearest neighbor search

Counterexample 5.2 shows that the proof of [8, Theorem 5], which gives an upper bound for the complexity of Algorithm 5.1, is incorrect. A correct time complexity estimate for a new k-m algorithm using compressed cover tree is given in [14, Corollary 3.84].

1: Input: implicit cover tree \( T \), a query point \( p \)
2: Set \( Q_m = C_m \), where \( C_m \) is the root level of \( T \)
3: for \( i \) from \( \infty \) down to \( -\infty \) do
4: \( Q = \{ \text{Children}(q) \mid q \in Q_{i-1} \} \)
5: Form cover set \( Q_{i-1} = \{ q \in Q \mid d(p, q) \leq d(p, Q) + 2^i \} \)
6: end for
7: return argmin \( q \in Q_{i-1} \) \( d(p, q) \)

Algorithm 5.1: Copy-pasted from Algorithm 1 based on an implicit cover tree \( T \) [8, Section 2] for nearest neighbor search, which is used in Counterexample 5.2. The children of a node \( q \) of an implicit cover tree are defined as the nodes at one level below \( q \) that have \( q \) as their parent. In the actual implementation the loop in lines 3-6 runs only for the levels containing nodes with non-trivial children (not coinciding with their parents).

Counterexample 5.2 (for a step in the proof of [8, Theorem 5]), Counterexample 5.2 shows that there is a gap in proof of [8, Theorem 6]. The counterexample is obtained by running Algorithm 5.1 for node \( q \) of Figure 3 and tree \( E(R) \) of Example 3.1. It is shown that Algorithm 5.1 iterates over all branches of \( E(R) \), therefore lines 3-6 are considered exactly \( |R| \) times. However, the proof of [8, Theorem 6] claimed that the number of times lines 3-6 are considered is bounded by multiplication max\(i, |R| : D(E(R)) \), where \( D(E(R)) \) is the maximal path-to-root path that has an upper bound \( 2^{\sqrt{|R|}} \). In this counterexample it will also be shown that max\(i, |R| \leq 3 \) during the whole iteration of the algorithm, which will lead to contradiction \( |R| < 3 \cdot 2^{\sqrt{|R|}} \), when \( |R| \) is sufficiently big.

For more detailed exhibition let us first cite a part of the proof of [8, Theorem 5].

"Theorem 5 If the dataset \( S \cup \{ p \} \) has expansion constant c, the nearest neighbor of p can be found in time \( O(c^{12} \log(n)) \)."

[Partial proof:] "Let Q be the last Q considered by the Algorithm 5.1 (so Q contains only of lead nodes with scale \( -\infty \)). Lemma 4.3 bounds the explicit depth of any node in the tree (and in particular any node in \( Q^* \)) by \( k = O(c^2 \log(n)) \). Consequently the number of iterations is at most \( k|Q^*| \leq k \max(|Q|) \)."

By our interpretation the above argument claims that the total number \( \xi \) of times when Algorithm 5.1 runs lines 3-6 has an upper bound \( \xi \leq D(E(R)) \cdot \max(|Q|) \). Contradiction will be obtained by showing that \( D(E(R)) \) from Example 3.1 does not satisfy this inequality.

Take \( R, E(R) \) and \( q \) from Example 3.1. We will apply Algorithm 5.1 to the tree \( E(R) \) and query point \( q \). By Lemma 3.3 the cover tree \( E(R) \) having parameter \( m \) has \( D(p) \leq 2m + 1 \) for all \( p \). A contradiction to the original argument will follow after showing that max\( |Q| \leq 2 \) and \( \xi \geq m^2 - 2 \).

Let us first estimate max\( |Q| \). Similarly to Counterexample 4.2 we will show that, for every iteration \( i \in [1, m^2] \) of lines 3-5 of Algorithm 5.1, we have \( Q_i = \{ (r, [i]), (p_i, [i]) \} \). The proof for the basecase \( i = m^2 \) is similar to the induction step and thus will be omitted. Assume that \( Q_i \) has the desired form for some \( i \). Let us show that the claim holds for \( i - 1 \). For all levels \( i - 1 \) divisible by \( m \), the node \( p_{i-1}, [i-1] \) is a child of the root \( (r, [i]) \). For all levels \( i - 1 \) not divisible by \( m \), the node \( p_{i-1}, [i-1] \) is a child of \( (p_i, [i]) \). Since \( E(R) \) contains exactly one node at each level, in both cases we have \( Q_i = \{ (r, [i-1]), (p_i, [i-1]), (p_{i-1}, [i-1]) \} \). Since \( d(q, r) = 1, d(q, p_i) = 2^{i+1} \) and \( d(q, p_{i-1}) = 2^i \) we have

\[
Q_{i-1} = \{ p \in Q_i \mid d(p, q) \leq 2^i \} = \{ (r, [i-1]), (p_i, [i-1]) \}
\]

Therefore it follows that \( |Q| \leq 2 \) for all \( i \in [1, m^2] \).

The actual implementation of algorithm 5.1 iterates over all levels i for which there exists a node in \( Q_i \) containing at least one non-trivial child at level i − 1. Since \( Q_i = \{ r, p_i \} \) and for every index \( i \in [2, m^2 + 1] \), either \( (r, [i]) \) or \( (p_i, [i]) \) has a child on level \( i - 1 \), it follows that \( m^2 - 2 \) is a low bound for the number \( \xi \) of iterations. A contradiction follows from

\[
m^2 - 2 < \xi \leq D(E(R)) \cdot \max_i |Q| = \left( 2m + 1 \right) \cdot 2 \leq 4m + 2
\]

for any \( m > 20 \).

6 Challenges of the nearest neighbor search based on paired trees

In 2009 [29, Theorem 3.1] revisited the time complexity for all 1st nearest neighbors and claimed the upper bound \( O(c(R) \cdot 12 c(Q)^4 k \max(|Q|, |R|)) \), where \( c(Q), c(R) \) are expansion constants of the query set \( Q \) and reference set \( R \). The degree of bichromaticity \( \kappa \) is a parameter of both sets \( Q, R \), see [29, Definition 3.1]. We have found the following issues.

First, Counterexample 6.2 shows that [29, Algorithm 1] for \( Q = R \) returns for any query point \( q \in Q \) the same point \( q \) as its first neighbor. Second, Remark 6.4 explains several possible interpretations of [29, Definition 3.1] for the parameter \( \kappa \). Third, [29, Theorem 3.1] similarly to [8, Theorem 5] relied on the same estimate of recursions in the proof of [8, Lemma 4.3]. Counterexample 6.5 explains step-by-step why the proof of the time complexity result of [29, Algorithm 1] is incorrect and requires a clearer definition of \( \kappa \).

In 2015 Curtin with the authors above [12] introduced other parameters: the imbalance \( I_i \) in [12, Definition 3] and \( B \) in [12, Definition 4]. These parameters measured extra recursions that occurred due to possible imbalances in trees built on \( Q, R \), which was missed in the past. [12, Theorem 2] shows that, for constructed cover trees on a
query set $Q$ and a reference set $R$, Problem 1.1 for $k = 1$ (only 1st nearest neighbors) can be solved in time
\[ O\left(e^{O(1)}(|R| + |Q| + |L_1 + \theta)| \right), \tag{+} \]
where $c$ is expansion constant that depends on $Q$ and $R$. The problem with this approach is that in worst case $L_i$ is quadratic $O(|R|^2)$. To make the time complexity linear, we would have to show $L_i = O(c^{O(1)} \cdot \max(|R|, |Q|))$. However, no such result exist at the moment.

1: Function FindAllNN(a node $q_j \in T(Q)$, a subset $R_i$ of a cover set $C_i$ of $T(R)$).
2: if $i = -\infty$ then
3: for each $q_j \in L(q_j)$ return $\arg\min_{r \in R} d(q, r)$
4: $\{\text{here } L(q_j) \text{ is the set of all descendants of the node } q_j\}$
5: else if $j < \infty$ then
6: $\mathcal{E}(R_j) = \{\text{Children}(r) \mid r \in R_j\}$
7: $R_{j-1} = \{r \in R \mid d(q_j, r) \leq d(q_j, R_j) + 2^j + 2^{j+2}\}$
8: FindAllNN($q_{j-1}$, $R_{j-1}$) \{ $q_{j-1}$ is the same point as $q_j$ on one level below \}
9: else
10: for each $p_{j-1} \in \text{Children}(q_j)$ FindAllNN($p_{j-1}$, $R_{j-1}$)
11: end if

Algorithm 6.1: Copy-pasted [29, Algorithm 1] is analyzed in Counterexamples 6.2 and 6.5.

The step-by-step execution of Algorithm 6.1 will show that the number of reference expansions has a lower bound $O(\max\{|Q|, |R|^2\})$.

Recall that [29, End of Section 1] defined the all-nearest-neighbor problem as follows. “**All Nearest-neighbors:** For all queries $q \in Q$ find $r^*(q) \in R$ such that $r^*(q) = \arg\min_{r \in R} d(q, r)$. For $Q = R$, the last formula produces trivial self-neighbors.

In original Algorithm 6.1, the node $q_i$ has a level $j$, a reference subset $R_i \subset R$ is a subset of $C_i$ for an explicit cover tree $\mathcal{E}(R)$. The algorithm is called for a pair $q_i, R_i = \{(r, +\infty)\}$, where $q_i$ is the root of the query tree at the maximal level $j = +\infty$, and $r$ is the root of the reference tree at the maximal level $i = +\infty$.

Split Algorithm 6.1 into these blocks: **lines 2-4**: FinalCandidates, **lines 5-9**: query expansion.

Counterexample 6.2. In the notations of Example 3.1, $m$ is a parameter of $R$. Build a compressed cover tree $\mathcal{E}(R)$ as in Figure 4. Set $Q = R$. First we show that Algorithm 6.1 returns the trivial neighbor when $\mathcal{E}(Q) = \mathcal{E}(R)$. We start the simulation with the query node $r$ on the level $m^2 + 1$, which has the reference subset $R_{m^2+1} = \{(r, [m^2 + 1])\}$. The query node and the reference set are at the same levels, so we run the query expansions (lines 9-11). The node $r$ has $p_m$ and $r$ as its children. Hence the algorithm goes into the branches that have $p_m$ as the query node and into the branches that have $r$ as the query node. Let us focus on all recursions having $p^m$ as the query node. In the first recursion involving the node $p^m$, we have $i = m^2 + 1, j = m^2$. Thus $j < i$ and we run reference expansions (lines 5-9). The node $(r, [m^2 + 1])$ has two children at the level $m^2$, so $\mathcal{E}(R) = \{(p^m, [m^2]), (r, [m^2])\}$. Since $d(p^m, p^m) = 0$ and $d(p^m, r) = 2m^2 + 1$ on line 7, we have:

\[ R_{m^2} = \{r \in \mathcal{E}(R_i) \mid d(q_j, r) \leq 2m^2 + 2m^2 + 2\} = \{(p^m, [m^2]), (r, [m^2])\} \]

Similarly, for $i = m^2, j = m^2 - 1, q_j = p^m$, we have
\[ \mathcal{E}(R_j) = \{(p^m, [m^2]), (p^m - 1, [m^2 - 1]), (r, [m^2 + 1])\} \]

and since $d(p^m - 1, p^m) = 2m^2$ and $d(r, p^m) = 2m^2 + 1$ we have:

\[ R_{m^2 - 1} = \{r \in \mathcal{E}(R_j) \mid d(q_j, r) \leq 2m^2 + 2m^2 + 1\} = \{(p^m, [m^2 - 1]), (p^m - 1, [m^2 - 1])\}. \]

Finally, for $i = m^2 - 1, j = m^2 - 2, q_j = p^m$, we have
\[ \mathcal{E}(R_i) = \{(p^m, [m^2 - 2]), (p^m - 1, [m^2 - 2]), (p^m - 2, [m^2 - 2])\}. \]

Since $d(p^m - 1, p^m) = 2m^2$ and $d(p^m - 2, p^m) = 2m^2 + 2m^2 - 1$, we have:
\[ R_{m^2 - 2} = \{r \in \mathcal{E}(R_i) \mid d(q_j, r) \leq 2m^2 - 2 + 2m^2 - 1\} = \{(p^m, [m^2]), (p^m - 1, [m^2 - 1]), (p^m - 2, [m^2 - 2])\}. \]

Since $R_{m^2 - 2} = \{p^m\}$, the nearest neighbor of $p^m$ will be chosen to be $p^m$. The same argument can be repeated for all $p_i \in R$. It follows that Algorithm 6.1 finds trivial nearest neighbor for every point $p_i \in R$.

Example 6.3. To avoid the issue of finding trivial nearest neighbors as in Counterexample 6.2, we will modify Example 3.1. For any integer $m > 100$, let $G$ be a metric graph that has 2 vertices $r$ and $q$ and $2m - 1$ edges $e = \{e_1, \ldots, e_{2m-1}\}$. The edge-lengths of $e = |e| = 2m^2 + 2$ and $|e| = 2m^2 + 2$ for all $i \in [1, m]$, finally $|e| = 1$.

For every $i \in \{1, \ldots, m^2\}$, if $i$ is divisible by $m$, we set $q_i$ to be the midpoint of $e_{i/m}$ and $r_i$ to be the middle point of $h_{i/m}$. For every other $i$ not divisible by $m$, we define $q_i$ to be the middle point of segment $(q_{i+1}, q_i)$ and $r_i$ to be the middle point of segment $(r_{i+1}, q_i)$.

Let $d$ be the shortest path metric on the graph $G$. Then $d(q_i, r_i) + 1 = 2m^2 + 1 + d(q_{i+1}, r_{i+1}) = 2m^2 + 2 + d(q_{i+1}, r_{i+1})$ and $d(q_i, r_i) = 2m^2 + 2m^2 + 1$. Let $R = \{r, r_{m^2}, r_{m^2 - 1}, \ldots, r_1\}$ and let $Q = \{q_1, q_{m^2 - 1}, \ldots, q_1\}$. Compressed cover trees $\mathcal{E}(Q), \mathcal{E}(R)$ have the same structure as the compressed cover tree $\mathcal{E}(R)$ in Example 3.1.

Remark 6.4. [29, Definition 3.1] introduced the degree of bichromaticity $\kappa$ as follows. "**Definition 3.1** Let $S$ and $T$ be cover trees built on query set $Q$ and reference set $R$ respectively. Consider a dual-tree algorithm with the property that the scales of $S$ and $T$ are kept as close as possible – i.e. the tree with the larger scale is always descended. Then, the degree of bichromaticity $\kappa$ of the query-reference pair $(Q, R)$ is the maximum number of descendents in $S$ between any two descendents in $T". There are at least two different interpretations of this definition. Our best interpretation is that $\kappa$ is the maximal number of levels in $T$ containing at least one node between any two consecutive levels of $S$. However, if $q$ is a leaf node of $S$, but there are still many levels between level of $q$ and $l_{\text{max}}(T)$, it is not clear from the definition if $\kappa$ includes those levels. [12, page 3284] pointed out that $\kappa$ Our results are similar to that of Ram et al. (2009a), but those results depend on a quantity called the constant of bichromaticity, denoted $\kappa$, which has unclear relation to cover tree imbalance. The dependence on $\kappa$ is given as $c_{\kappa}^2$, which is not a good bound, especially because $\kappa$ may be much greater than 1 in the bichromatic case (where $Q = S^c$).
To keep track of the indices $i, j$, the function call FindAllNN($q_j, R_j$) will be expressed as FindAllNN($i, j, q_j, R_j$) in Counterexample 6.2.

**Counterexample 6.5** (for a step in the proof of [29, Theorem 3.1]),

We will now show that in addition to the problems in the pseudocode the proof of [29, Theorem 3.1] is incorrect. Let us consider the following quote from its proof.

"**Theorem 3.1** Given a reference set $R$ of size $N$ and expansion constant $c_R$, a query set $Q$ of size $O(N)$ and expansion constant $c_Q$, and bounded degree of biuromaticity $k$ of the $(Q, R)$ pair, the FindAllINN subroutine of Algorithm 1 computes the nearest neighbor in $R$ of each point in $Q$ in $O(c_R^k c_QN)$ time.

[Partial proof:] Since at any level of recursion, the size of $R$ in Algorithm 6.1 is bounded by $c_R^k \max |R_i|$, and the maximum depth of any point in the explicit tree is $O(c_Q^k \log(N))$ (depth bound), the number of nodes encountered in Line 6 is $O(c_R^k \max |R_i| \log(N))$. Since the traversal down the query tree causes duplication, and the duplication of any reference node is upper bounded by $c_R^k$. Line 6 [corresponds to line 8 in Algorithm 6.1] takes at most $O(c_R^k \max |R_i| \log(N))$ in the whole algorithm."

The above arguments claimed the algorithm runs Line 8 at most this number of times:

$$
\#(Line 8) \leq D(\mathcal{E}(R)) \cdot \max_i \mathcal{E}(R)_i \cdot (\text{number of duplications}) \quad (1)
$$

It will be shown that cover tree $\mathcal{E}(R)$ from Example 6.3 does not satisfy the inequality above.

Let $X, \mathcal{E}(R_i), \mathcal{E}(Q_i), R, Q$ be as in Example 6.3 for some parameter $m$. We will consider the simulation of Algorithm 6.1 on pair $(\mathcal{E}(Q), \mathcal{E}(R))$. We note first Lemma 3.3 applied on $\mathcal{E}(R)$ provides $\max_{p \in R} D(p) \leq 2m + 1$ as in Counterexample 5.2, a contradiction will be achieved by showing that $R_i$ and a set of its children $\mathcal{E}(R_i)$ have a constant size bound on any recursion $i, j$ of Algorithm 6.1.

Since $\mathcal{E}(R)$ contains at most one children on every level $i$ we have $|\mathcal{E}(R_i)| \leq |R_i| + 1$ for any recursion of FindAllINN algorithm. For any $i > m^2$ denote $r_i$ and $q_i$ to be $r$. Note first that since $l(q_i) = i$ for any $i \leq m^2$, then $q_i$ is recursed into from FindAllINN($i + 1, q_i, R_i$), where $p$ is parent node of $q_i$. Therefore it follows that $i > i + 1$ in any stage of the recursion. Let us prove that for any $i \geq 1, m^2 + 1$ following two claims hold: (1) Function FindAllINN($i, j = i + 1, q_i, R_i$) is called for all $i \geq 1 + 1$ and (2) We have $R_i = \{r_i = i \cdot r_i, r_i\}$ in this stage of the algorithm. The claim will be proved by induction on $i$. Let us first prove case $i = 2m + 1$. Note that Algorithm 6.1 is originally launched from FindAllINN($2m + 2, m^2 + 1, r_i, \{r_i\}$), therefore the first claim holds. Second claim holds trivially since $r_{2m+2} = r$ and $r_{2m+1} = r$.

Let the claim hold for some $i$, let us show that the claim will always hold for $i + 1$. Assume that FindAllINN($i, j = i + 1, q_i, R_i$) was called for some $i \geq 1 + 1$. Since $j = i - 1$, we perform a reference expansion (lines 5-9). By line 6 and induction assumption we have

$$
\mathcal{E}(R_i) = \{(r_i, i - 1), (r_i, i - 1), (r_i, i - 1), (r_i, i - 1)\}.
$$

Assume first that $q_i = r$. Recall that for any $u \in [1, m^2]$ we have $d(r_u) \geq 2^u + 1$. It follows that

$$
R_i = \{r' \in \mathcal{E}(R_i) \mid d(r, r') \leq 2^i + 2^{i+1}\}
$$

$$
= \{r \mid r_i, i - 1, i - 1, i - 1\}.
$$

Let us now consider case $q_i \neq r$. We have $d(q_i) = 2^i + 1$ and $d(q_i, r_{i+1}) = 2^i + 2^{i+1}$ for any $u \in [1, m^2 + 1]$. Therefore

$$
R_i = \{r' \in C_{i-1} \mid d(q_i, r') \leq d(q_i, r) + 2^i + 2^{i+1} \leq 2^i + 2^{i+1} + 2^i + 2^{i+1}\}.
$$

It follows that $R_{i-1} = \{r \mid r_i, i - 1, i - 1, i - 1\}$. In both cases we proceed to line 8 where we launch FindAllINN($i - 1, i - 1, q_i, R_{i-1}$). After proceeding into the recursion we have $j = i$ and therefore query-expansion (lines 9-11) will be performed. Note that $q_i$ was chosen so that $i \geq 1 + 1$. Since every $q_i - 1$ is either a child of $r$ or $q_i$ it follows that FindAllINN($i - 1, i - 2, q_i, R_{i-1}$) will be called for all $i' \geq i - 1 \geq i$. Then condition (2) of the induction claim holds as well.

It remains to show that Algorithm 6.1 ($q, R_i = \{r\}$) has $O(m^4)$ low bound on the number of times reference expansions (lines 5-9) are performed. Let $\xi$ be the number of times Algorithm 6.1 performs reference expansions. For every $q \in Q$ denote $\xi(q')$ to be the total number of reference expansions performed for $q'$. Recall that any query node $q'$ is introduced in the query expansion (lines 9-11) for parameters $(i = u + 1, j = u + 1, p, R_i)$, where $p$ is the parent node of $q'$. Since $R_i$ is non empty for all levels $[1, u]$ we have $\xi(q) \geq u - 1$ for all $u$. Thus

$$
\xi(q) = \sum_{q' \in Q} \xi(q') \geq \sum_{u=2}^{m^2+1} u - 2 = O(m^4).
$$

There are different interpretations for the number of duplications. Note that the query tree $\mathcal{E}(Q)$ has exactly one new child on every level and that trees $\mathcal{E}(Q)$ and $\mathcal{E}(R)$ contain exactly the same levels. By using the definitions the number of duplications should be 2. However, since there can be other interpretations for the number of duplications, we make a rough estimate that the number of duplications is upper bounded by the number of nodes in query tree $O(m^2)$. By using Inequality (1), we obtain the following contradiction:

$$
O(m^4) = \xi \leq \max_{p \in R} D(p) \cdot \max_i \mathcal{E}(R)_i \cdot (\text{number of duplications})
$$

$$
\leq (2m + 1) \cdot 4 \cdot m^2 \leq O(m^4)
$$

**7 CONCLUSIONS AND FURTHER WORK**

The motivations for this paper were the past gaps in the proofs of time complexities in [8, Theorem 5], [8, Theorem 6], [29, Theorem 3.1, [23, Theorem 5.1]. In this paper. Example 3.1 introduced a dataset $R$ and its cover tree $\mathcal{E}(R)$, where each node appears in a separate level, so the tree is split into $\sqrt{|R|}$ different branches and its maximal depth $D(\mathcal{E}(R)) = 2\sqrt{|R|}$.

Counterexample 4.2 shows that the proof of the time complexity [8, Theorem 6] for the Insert() operation [8, Algorithm 2] is incorrect for the explicit cover tree $\mathcal{E}(R)$ in Example 3.1. Similarly, [8, Theorem 5] giving time complexity bound for the nearest neighbors search algorithm [Algorithm 1] has a similar gap in the proof when used on $\mathcal{E}(R)$. Counterexample 6.5 shows that the same mistake was later repeated in the dual-tree approach for all nearest neighbor search [29, Theorem 3.1].

Another forthcoming paper based on the PhD thesis [14] studies a new compressed cover tree that overcomes the past obstacles in [8, Theorem 5]. [8, Theorem 6] and proves the parameterized near-linear time complexities for the compressed cover tree construction and the $k$-nearest neighbor search for any $k \geq 1$. In [14, Corollary 3.5.11] it is shown that a compressed cover tree can be constructed in $O(c(R|^{10} \cdot \log(|R|) \cdot |R| + k))$ and [14, Theorem 3.7.14] shows that using compressed cover tree $k$-nearest neighbors of any point $q$ can be found in time

$$
O(c(R \cup \{q\})^{3} \cdot \log_{2}(k) \cdot (c(R \cup \{q\})^{9} \cdot \log_{2}(|R|) + k)).
$$

The near-linear complexities above have helped justify the fast neighbor-based algorithms for computing isometry invariants of periodic crystals [1–3, 30, 31].

We thank all reviewers for their valuable time and suggestions.
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