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Abstract—Existing distributed cooperative multi-agent reinforcement learning (MARL) frameworks usually assume undirected coordination graphs and communication graphs while estimating a global reward via consensus algorithms for policy evaluation. Such a framework may induce expensive communication costs and exhibit poor scalability due to requirement of global consensus. In this work, we study MARLs with directed coordination graphs, and propose a distributed RL algorithm where the local policy evaluations are based on local value functions. The local value function of each agent is obtained by local communication with its neighbors through a directed learning-induced communication graph, without using any consensus algorithm. A zeroth-order optimization (ZOO) approach based on parameter perturbation is employed to achieve gradient estimation. By comparing with existing ZOO-based RL algorithms, we show that our proposed distributed RL algorithm guarantees high scalability. A distributed resource allocation example is shown to illustrate the effectiveness of our algorithm.
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I. INTRODUCTION

Traditional Reinforcement Learning (RL) aims to find an optimal policy for a single agent to accomplish a specific task by making the agent interact with the environment. The problem, however, is much more complex for multi-agent reinforcement learning (MARL) due to the non-stationary environment for each agent and the curse of dimensionality. MARL, therefore, has been attracting increasing attention recently, and has been studied extensively in e.g., [1]–[7]. Markov game [8] has been commonly employed as a mathematical formulation for MARL, where each agent has its own reward and different agents may have conflicts of interest. In distributed cooperative MARL, e.g., [1]–[3], the global reward is usually formulated as the average of the sum of all agents’ local rewards. Accordingly, policy gradient algorithms always require each agent to track the global reward by interacting with its neighbors via a connected undirected communication graph. Moreover, due to the non-stationarity of the environment, the global state information is assumed to be known for all agents in several references, e.g., [2], [4]. In [7], the authors considered a more distributed setting, where each agent has its local state space and local action space, and different agents are coupled through network-based interactions. This is similar to the setting in the present work.

In this paper, we study distributed cooperative MARL with partial observations and a directed coordination graph. We consider a general case where the coordination graph and the communication graph are different but related to each other. The coordination graph is considered to be weakly connected, which specifies the coordination relationship between agents and determines the partial observation of each agent. The communication graph is designed for each agent to obtain the value of its local value-function, which is a directed graph dictated by the coordination graph. We show that under an appropriate design for local value-functions, the local gradient of the global value-function with respect to the policy of each agent is equivalent to the local gradient of a local value-function (see Lemma 1). As a result, gradient estimation can be achieved without knowing the global value.

The main contributions of our work in contrast to the existing literature are summarized as follows:

1) We employ a weakly connected graph to characterize the coordination relationships among agents, which also determines the partial observation of each agent. The notion “coordination graph” has been used in [9], [10] to describe limited communication and observability in the network and enable distributed Q-learning. However, this graph was always considered bidirectional in those works, while we use a general directed graph.

2) We establish a connection between the coordination graph and the communication graph required for learning, based on which each agent can estimate its local gradient via communications with its designated set of agents. The agents are not required to reach consensus on any global index. Such a setting is more scalable to large-scale networks compared with the distributed RL based on average consensus, e.g., [1]–[3].

3) Distributed MARL via value-functions involving only partial agents has also been studied in [7], where the local value-function of each agent is designed to approximate the global value-function, by ignoring some other agents. In our work, there is no error induced by the use of local value-functions in the sense that the partial gradient of each local value-function is equivalent to that of the global value-function; see Lemma 1.

4) Our distributed RL algorithm is a policy gradient algorithm based on zeroth-order optimization (ZOO) with exploration in the parameter space. It is known that the dimension of the parameter space is typically higher than that of the action space [11], [12], which is the
main shortage of parameter-based ZOO compared with action-based ZOO for RL. In this paper, the sample space dimension for each agent is significantly reduced due to the use of local value-functions. Moreover, under different zeroth-order oracles, we show that our learning framework always exhibits a reduced variance of the estimated gradient compared with global value-based policy evaluation. Note that most of the existing distributed MARL works (e.g., [2], [3], [5]) require estimating the value of the global value-function.

The rest of this paper is organized as follows. Section II describes the MARL formulation and the main goal of this paper. Section III proposes the local value-function design and specifies the communication graph required for learning. Section IV shows the distributed RL algorithm, and provides convergence and variance analysis. Section V shows the simulation result of an application example. Section VI concludes the paper.

Notation: Throughout the paper, $G = (V, E)$ is an unweighted directed graph, where $V = \{1, ..., N\}$ is the set of vertices, $E \subseteq V \times V$ is the set of edges, and $(i, j) \in E$ means that there is a directional edge in $G$ from $i$ to $j$. A path from $i$ to $j$ is a sequence of distinct edges of the form $(i_1, i_2), (i_2, i_3), ..., (i_{r-1}, i_r)$ where $i_1 = i$ and $i_r = j$. We use $i \xrightarrow{E} j$ to denote that there is a path from $i$ to $j$ in edge set $E$. A subgraph $G' = (V', E')$ with $V' \subseteq V$ and $E' \subseteq E$ is said to be a strongly connected component (SCC) if there is a path between any two vertices in $G'$. One vertex is a special SCC. The $d \times d$ identity matrix is denoted by $I_d$, the $a \times b$ zero matrix is denoted by $0_{a \times b}$, $\mathbb{R}^d$ is the d-dimensional Euclidean space. $\mathbb{N}$ is the set of non-negative integers.

II. PROBLEM FORMULATION

A. Cooperative MARL with Partial Observation

We model the MARL as a tuple $\mathcal{M} = (V, \mathcal{E}, \Pi, \Pi_0, \Pi, \Pi_1, \Pi_2, \gamma, \delta)$ with $\Pi_i = (S_i, A_i, P_i)$ denoting the process for agent $i$, where

- $V = \{1, ..., N\}$ is the set of agent indices;
- $\mathcal{E} \subseteq V \times V$ is the edge set of the coordination graph $G_C = (V, \mathcal{E})$, which specifies the coordination relationship between agents;
- $S_i$ and $A_i$ are the state space and the action space of agent $i$, respectively;
- $P_i : \Pi \times S_i \times \Pi \times S_i \rightarrow P(S_i)$ is the transition probability function specifying the probability of transition to state $s'_i \in S_i$ under states $\{s_j\}_{j \in \mathcal{E}}$ and actions $\{a_j\}_{j \in \mathcal{E}}$.

The proposed results in this work are also applicable to cases when the observation space of agent $i$ is only a subset of $\Pi \times S_i$, e.g., $S_i$.

- $\gamma \in (0, 1]$ is the discount factor that trades off the instantaneous and future rewards.

Let $S = \Pi_j \in V S_j, A = \Pi_j \in V A_j$, and $P = \Pi_j \in V P_j$ denote the state space, action space and state transition matrix of the whole multi-agent system. Let $\rho : S \times A \rightarrow P(A)$ and $\pi_i : C_i \rightarrow \Pi_i$ be the global policy function of the MAS and the local policy function of agent $i$, respectively. Here $P(A)$ and $P(A_i)$ are the sets of probability measures on $A$ and $A_i$, respectively. The global policy is the policy of the whole MAS from the centralized perspective, thus is based on the global state $s$. The local policy of agent $i$ is the policy from agent $i$’s point of view, which is based on $s_i$ composed of partial states. Note that a global policy always corresponds to a collection of local policies uniquely.

At each time step $t$ of the MDP, each agent $i \in V$ executes an action $a_{i,t} \in A_i$ according to its policy and the local observation $o_{i,t} \in O_i$, resulting in transition to a new state $s_{i,t+1}$, then obtains a reward $r_{i,t+1}(s_{i,t}, a_{i,t})$. Note that such a formulation is different from that in [2], [4], where the transition and reward of each agent are associated with the global state $s$.

The long-term accumulated discounted global reward is defined as

$$R(s, a) = \sum_{t=0}^{T-1} \gamma^t r_t(s_t, a_t) = \sum_{i=1}^{N} \sum_{a_i} R_i(s_i, a_i),$$

where $R_i(s_i, a_i) = \sum_{t=0}^{T-1} \gamma^t r_t(s_t, a_t, a_i)$, $r_t$ is the global reward for the MAS at time $t$, $R_i(s, a)$ is the long-term individual reward for agent $i$, $r_{i,t}$ is the individual reward for agent $i$ at time $t$, and $T$ is the number of iterations we consider. Note that maximizing $R(s, a)$ is equivalent to maximizing its average $1/N R(s, a)$, which has been commonly adopted as the learning objective in many MARL references, e.g. [1]–[3], [7].

Based on the long term global reward, with a given policy $\pi$, we are able to define the global state-value-function $V^\pi(s) = \mathbb{E}[R(s, \pi(s)) | s_0 = s']$ and state-action value-function $Q^\pi(s', a') = \mathbb{E}[R(s, a) | s_0 = s', a_0 = a']$, which describe the expected long term global reward when agents have initial state $s'$ and initial state-action pair $(s', a')$, respectively. Similarly, a local state-value-function with initial state $s'$ for each agent $i$ can be defined as $V^\pi_i(s') = \mathbb{E}[R_i(s_i, a_i) | s_0 = s']$.

The goal of the MARL problem in this paper is to find a solution to

$$\max_{\pi} J(\pi) := \mathbb{E}_{s_0 \sim D} V^\pi(s_0),$$

where $D$ denotes the distribution that the initial state follows. Our approach is also applicable to other formulations for $J(\pi)$, for example, $J(\pi) = \mathbb{E}_{s_0 \sim D_x, a_0 \sim D_a} Q^\pi(s_0, a_0)$, where $D_x$ and $D_a$ are the two distributions that $s_0$ and $a_0$ follow, respectively. For convenience of analysis, we also define the expected value to be maximized corresponding to individual reward for each agent $i$ as

$$J_i(\pi) = \mathbb{E}_{s_0 \sim D} V^\pi_i(s_0), i \in V.$$

To solve for an optimal policy such that $J(\pi)$ can be maxi-
We parameterize the global policy $\pi(s, a)$ using parameters $\theta = (\theta_1, ..., \theta_N)^T \in \mathbb{R}^d$ with $\theta_i \in \mathbb{R}^{d_i}$. The global policy and agent $i$’s local policy are then rewritten as $\pi^i(s, a)$ and $\pi^i_j(o_t, a_t)$, respectively. As a result, it suffices to solve the following optimization problem:

$$\max_{\theta} J(\theta) := \mathbb{E}_{s_0 \sim \mathcal{D}} V^\pi(\theta)(s_0).$$

A typical method for solving this is implementing the policy gradient algorithm for each agent $i$:

$$\theta^{k+1}_i = \theta^k_i + \eta \nabla_{\theta_i} J(\theta^k), i \in \mathcal{V},$$

where $\eta > 0$ is the step-size.

Existing distributed policy gradient methods such as actor-critic [2] and zeroth-order optimization [3] can always be employed to estimate $\nabla_{\theta_i} J(\theta^k)$ when there is a connected undirected communication graph among the agents. However, these approaches are based on estimating the value of the global value-function, which requires a large amount of communications during each learning episode. Moreover, policy evaluation based on the global value-function has a significant scalability issue due to the high dimension of the state and action spaces for large-scale networks.

In the next section, by utilizing the structure of the directed coordination graph $\mathcal{G}_C$, we will design a local value-function for each agent, based on which the local gradient can be derived with only partial agents involved.

III. LOCAL VALUE-FUNCTION AND COMMUNICATION GRAPH DESIGN

In this section, we introduce a local value-function for each agent and propose a graph condition for inter-agent communications required for distributed learning.

A. Graph Clustering and Local Value-Function Design

We consider the coordination graph $\mathcal{G}_C$ as a weakly connected directed graph. Note that SCCs can always be found in $\mathcal{G}_C$. Suppose that we already have a clustering $\mathcal{V} = \bigcup_{j=1}^n \mathcal{V}_j$, where $\mathcal{V}_j$ is the vertex set of the $j$-th maximum independent SCC in $\mathcal{G}_C$, and $\mathcal{V}_j \cap \mathcal{V}_k = \emptyset$ for any distinct $j, k \in \{1, ..., n\}$. An example for the coordination graph is shown in Fig. 1 where there are 4 clusters corresponding to 4 maximum independent SCC, i.e., $\mathcal{V}_1 = \{1, 2\}$, $\mathcal{V}_2 = \{3, 4\}$, $\mathcal{V}_3 = \{5, 6\}$, and $\mathcal{V}_4 = \{7, 8, 9\}$.

Let

$$\mathcal{N}_i^L = \{ j \in \mathcal{V} : i \xrightarrow{L} j \}$$

be the set of vertices in graph $\mathcal{G}$ that are reachable from agent $i$. Denote $\mathcal{I}_i^L = \mathcal{N}_i^L \cup \{i\}$. It is observed that $\mathcal{I}_i^L = \mathcal{I}_j^L$ if $i$ and $j$ belong to the same cluster.

Define the following composite reward for agent $i$:

$$\tilde{r}_{i,t} = \sum_{j \in \mathcal{I}_i^L} r_{j,t}(s_{j,t}, o_{j,t}).$$

Accordingly, we define a local state value-function for agent $i$:

$$\hat{V}_i^\pi(s') = \mathbb{E} \left[ \tilde{r}_{i,t} | s_0 = s' \right],$$

where $\tilde{R}_i(s, a) = \sum_{t=0}^{T-1} \gamma^t \tilde{r}_{i,t}$.

Now we are able to obtain a local value-function for each agent $i$ to maximize:

$$\hat{J}_i(\theta) = \mathbb{E}_{s_0 \sim \mathcal{D}} \hat{V}_i^\pi(\theta)(s_0) = \sum_{j \in \mathcal{I}_i^L} J_j(\theta).$$

Given a function $f(\theta) : \mathbb{R}^d \rightarrow \mathbb{R}$ and a positive $\delta$, we define

$$f^\delta(\theta) = \mathbb{E}[f(\theta + \delta u)], \ u \sim \mathcal{N}(0, I_d).$$

The following lemma builds a connection between the local value-function $\hat{J}_i(\theta)$ and the global value-function $J^i(\theta)$.

**Lemma 1.** The following statements are true:

(i) $\nabla_{\theta_i} J^i(\theta) = \nabla_{\theta_i} \hat{J}_i(\theta)$ for any $r > 0$, $i \in \mathcal{V}$.

(ii) If $J_i(\theta), i \in \mathcal{V}$ are differentiable, then $\nabla_{\theta_i} J(\theta) = \nabla_{\theta_i} J_i(\theta), i \in \mathcal{V}$.

**Proof.** Define

$$\hat{J}_i(\theta) = J(\theta) - \hat{J}_i(\theta) = \sum_{j \in \mathcal{V} \setminus \mathcal{I}_i^L} \mathbb{E}_{s_0 \sim \mathcal{D}} V_j^\pi(\theta)(s_0).$$

Next we show that $\hat{J}_i(\theta)$ is independent of $\theta_i$.

Let $\mathcal{N}_i^{L-} = \text{the set of vertices in graph } \mathcal{G}_C \text{ that can reach } i$. Note that for each agent $j$, its action at time $t$, i.e., $o_{j,t}$, is only affected by the partial observation $o_{j,t}$, the current state $s_{j,t}$, and policy $\theta_j$. Therefore, there exists a function $f_j : \mathcal{O}_j \times \mathbb{R}^d \rightarrow P(A_j)$ such that

$$a_{j,t} \sim f_j(o_{j,t}, \theta_j) = f_j(\{s_{k,t}\}_{k \in \mathcal{I}_j}, \theta_j).$$

Similarly, according to the definition of $\mathcal{P}_i$, there exists another function $h_j : \Pi_{k \in \mathcal{I}_j} S_k \times \Pi_{k \in \mathcal{I}_j} A_k \rightarrow P(S_j)$ such that

$$s_{j,t} \sim h_j(\{s_{k,t-1}\}_{k \in \mathcal{I}_j}, \{o_{k,t-1}\}_{k \in \mathcal{I}_j}).$$

According to (11) and (12), we conclude that $s_{j,t}$ and $a_{j,t}$ are essentially only affected by $\{s_{k,0}\}_{k \in \mathcal{N}_i^{L-}\cup\{j\}}$, $\{\theta_{k}\}_{k \in \mathcal{N}_i^{L-}\cup\{j\}}$, and the transition probability function of each agent $k \in \mathcal{N}_i^{L-}$.

Note also that if $j \notin \mathcal{I}_i^L$, then $i \notin \mathcal{N}_i^{L-}$, which implies that $\theta_i$ never influences $\mathbb{E}[R_i(s, a)|s_0 = s]$ for $j \notin \mathcal{N}_i^L$. Therefore, $\hat{J}_i(\theta)$ is independent of $\theta_i$.

Proof for (i): it has been shown in [13] that

$$\nabla_{\theta} J^i(\theta) = \frac{1}{\kappa} \int_{\mathbb{R}^d} J(\theta + \delta u) e^{-\frac{1}{2} \|u\|^2} du,$$

where

$$\kappa = \int_{\mathbb{R}^d} e^{-\frac{1}{2} \|u\|^2} du.$$
Define
\[ \Phi^i = (0_d \times d_1, \ldots, J_d, \ldots, 0_d \times d_N) \in \mathbb{R}_d \times d, \]
then \( u_i = \Phi^i u \). It follows that
\[
\nabla_\theta J^i(\theta) = \Phi^i \nabla_\theta J^i(\theta) \\
= \frac{1}{\delta} \int_{\mathbb{R}_d} J_i(\theta + \delta u) e^{-\frac{1}{2}||u||^2} u_i du \\
= \frac{1}{\delta} \int_{\mathbb{R}_d} \tilde{J}_i(\theta + \delta u) e^{-\frac{1}{2}||u||^2} u_i du \\
+ \frac{1}{\delta} \int_{\mathbb{R}_d} J_i(\theta + \delta u) e^{-\frac{1}{2}||u||^2} u_i du.
\]

Let \( \bar{\theta}_i = (\ldots, \bar{\theta}_i, \ldots, \bar{\theta}_j) \in \mathbb{R}^{d-d_i}, \bar{u}_i = (\ldots, u_i, \ldots, u_j) \in \mathbb{R}^{d-d_i} \). Since we have proved that \( J_i(\theta + \delta u) \) is independent of \( u_i \), the following holds:
\[
\int_{\mathbb{R}_d} \tilde{J}_i(\theta + \delta u) e^{-\frac{1}{2}||u||^2} u_i du \\
= \int_{\mathbb{R}_d-d_i} \tilde{J}_i(\bar{\theta}_i + \delta \bar{u}_i) e^{-\frac{1}{2}||\bar{u}_i||^2} d\bar{u}_i \int_{\mathbb{R}_d} e^{-\frac{1}{2}||u_i||^2} u_i du_i \\
= 0.
\]
Therefore,
\[
\nabla_\theta J^i(\theta) = \frac{1}{\delta} \int_{\mathbb{R}_d} \tilde{J}_i(\theta + \delta u) e^{-\frac{1}{2}||u||^2} u_i du = \nabla_\theta \tilde{J}_i(\theta).
\]

Proof for (ii): differentiability of \( J_i(\theta) \) for all \( i \in \mathcal{V} \) implies that \( \tilde{J}_i(\theta) \) for all \( i \in \mathcal{V} \) and \( J(\theta) \) are differentiable as well. Since \( \tilde{J}_i(\theta) \) is independent of \( \bar{\theta}_i \), we have
\[
\nabla_\theta \tilde{J}_i(\theta) = \nabla_\theta ((\tilde{J}_i(\theta) + \tilde{J}_i(\bar{\theta})) = \nabla_\theta \tilde{J}_i(\theta).
\]
This completes the proof.

It is important to note that statement (i) in Lemma 1 does not require \( J_i(\theta), i \in \mathcal{V} \) to be differentiable because \( J^i(\theta) = \mathbb{E}[J_i(\theta)] \) is always differentiable. When \( \theta \) is not differentiable, we choose to find the stationary point of \( J^i(\theta) \). The gap between \( J_i(\theta) \) and \( J^i(\theta) \) can be bounded if \( J(\theta) \) is Lipschitz continuous and \( \delta > 0 \) is sufficiently small.

We make the following assumption for functions \( J_i(\theta) \):

**Assumption 1.** \( J_i(\theta), i \in \mathcal{V} \) are \( L_i \)-Lipschitz continuous in \( \mathbb{R}^d \). That is, \( |J_i(\theta) - J_i(\theta')| \leq L_i ||\theta - \theta'|| \) for any \( \theta, \theta' \in \mathbb{R}^d \).

Assumption 1 implies that \( J(\theta) \) is \( L \)-Lipschitz continuous in \( \mathbb{R}^d \), where \( L \triangleq \sum_{i \in \mathcal{V}} L_i \), due to the following fact:
\[
|J(\theta) - J(\theta')| \leq \sum_{i \in \mathcal{V}} |J_i(\theta) - J_i(\theta')| \leq \sum_{i \in \mathcal{V}} L_i ||\theta - \theta'||.
\]

**B. Learning Graph Design**

Lemma 1 has shown that having the local gradient of a local value-function is sufficient for each agent to update its policy according to gradient ascent. In this paper, we will estimate the local gradient based on the function value. To ensure that each agent \( i \) has access to the value of \( \tilde{J}_i(\theta) \), we derive a learning graph (the communication graph required for learning) \( \mathcal{G}_L = (\mathcal{V}, \mathcal{E}_L) \), where
\[
\mathcal{E}_L = \{(j, i) \in \mathcal{V} \times \mathcal{V} : i \in c_j \}.
\]

Based on this definition, we have the following observations:

- The subgraph corresponding to each cluster \( \mathcal{V}_i \) in \( \mathcal{G}_L \) is a clique.
- Once there is one communication link from one cluster to another cluster, then any pair of agents in these two clusters have a communication link.
- The agents in the same cluster share the same local value-function.

To demonstrate the edge set definition (20), the learning graph corresponding to the coordination graph in Fig. 1 is shown in Fig. 2. According to the above-mentioned observations, the graph in Fig. 2 can be interpreted from a cluster perspective, as shown in Fig. 3. In real applications, one coordinator can be chosen in each cluster, based on which different clusters are able to exchange information with each other, so that a large amount of communication links in Fig. 2 can be avoided.

The following assumption ensures that agent \( i \) is able to communicate with those agents whose rewards influence \( J_i(\theta) \).

**Assumption 2.** During the learning process, agents are able to communicate with each other via the communication graph \( \mathcal{G}_L \).

We assume that given the global policy \( \pi(\theta) \) and initial state \( s_0 \), each agent is able to compute \( R_i(s, a) \) and \( R_i(s, a) \) based on the received rewards \( r_{j,t}, j \in T_i \) at each time step \( t = 0, \ldots, T - 1 \). By further considering random effects in the transition, we rewrite the obtained values of agent \( i \) by implementing policy \( \pi(\theta) \) as
\[
W_i(\theta, \xi) = J_i(\theta) + \xi \text{ and } W_i(\theta, \xi) = J_i(\theta) + \xi \text{ with } \xi = \sum_{j \in T_i} \xi_j, \text{ where } \xi \in \mathbb{R}^N \text{ and } \xi \sim \mathcal{H}, \mathbb{E}[\xi] = 0, \mathbb{E}[\xi_0^2] = \sigma_i^2, \text{ and } \mathcal{I}, i \in \mathcal{V}, \mathcal{H} \text{ is determined by randomness of both } s_0 \text{ and the transition probability. Therefore,}
\]
\[
J_i(\theta) = \mathbb{E}[W_i(\theta, \xi)], \tilde{J}_i(\theta) = \mathbb{E}[\tilde{W}_i(\theta, \xi)], \forall i \in \mathcal{V}. \quad (21)
\]

Note that different from [1]–[3], where the agents need to communicate with each other frequently during each learning episode, in our work, only one-time communication for transmitting \( W_i(\theta, \xi) \) among neighbors in \( \mathcal{G}_L \) is required.
in each learning episode $k$.

IV. DISTRIBUTED RL VIA ZOO

In this section, we propose a distributed RL algorithm based on ZOO with policy search in the parameter space. Since the parameter space usually has a higher dimension than the action space, ZOO with policy search in the action space was proposed in [12]. However, their approach requires the action space to be continuous and leverages the Jacobian of the policy $\pi$ w.r.t. $\theta$. Our distributed RL algorithm is applicable to both continuous and discrete action spaces and even does not require $\pi$ to be differentiable. In addition, our distributed learning framework based on local value-functions is actually also compatible with the method in [12].

A. Distributed RL Based on Local Value Evaluation

Let $\theta^k = (\theta^k_1, ..., \theta^k_K) \in \mathbb{R}^d$ be the global policy of the MAS at episode $k$. For agent $i$, its policy is updated at the $k$-th episode according to gradient ascent:

$$\theta^{k+1}_i = \theta^{k}_i + \eta g_i(\theta^k, u^k, \xi^k),$$

where we adopt the following one-point zeroth-order oracle

$$g_i(\theta^k, u^k, \xi^k) = \frac{W_i(\theta^k + \delta u^k, \xi^k) - W_i(\theta^k, \xi^k)}{\delta},$$

$\xi^k \in \mathbb{R}^p$ is the random variable induced by random initial state $s^k_0$ and possible noises in agents’ transitions at episode $k$, $\delta > 0$ is the smoothing radius, $u^k \sim \mathcal{N}(0, I_d)$ is the randomly sampled perturbation direction, $u^k = (u^T_1, ..., u^T_N)$, and $u^k \in \mathbb{R}^d$.

The following lemma shows that $g_i(\theta^k, u^k, \xi^k)$ is an unbiased estimation of $\nabla_{\theta^k} J^i(\theta^k)$.

Lemma 2. Given policy $\theta^k$, it holds that $\nabla_{\theta^k} J^i(\theta^k) = \mathbb{E}[g_i(\theta^k, u^k, \xi^k)]$.

Proof. According to (21),

$$\mathbb{E}[g_i(\theta^k, u^k, \xi^k)] = \mathbb{E}\left[\frac{\hat{J}_i(\theta^k + \delta u^k) - \hat{J}_i(\theta^k)}{\delta} u^k\right]$$

$$= \Phi^i \mathbb{E}[\frac{\hat{J}_i(\theta^k + \delta u^k)}{\delta} u^k]$$

$$= \Phi^i \nabla_{\theta^k} \hat{J}_i(\theta^k),$$

where $\Phi^i$ is defined in (15) and the third equality has been proved in [13]. Recall Lemma 1 the proof is completed.

Remark 1. Besides the one-point feedback gradient estimation (23), there are other efficient unbiased estimation approaches in the literature such as the two-point feedback policy search [13] and residual feedback oracle [23], via which the second moment of the estimated gradient has an upper bound independent of the value of $W_i$. The distributed RL framework in this work is also compatible with those different gradient estimates, and the variance may be reduced by utilizing different zeroth-order oracles. However, in real applications, it may be costly to implement one more policy to compute the long term accumulated reward $W_i$, or to store information at each time step. Therefore, we adopt the simplest conventional one-point zeroth-order oracle (23).

Based on the zeroth-order oracle (23), the distributed RL algorithm is proposed in Algorithm 1.

Algorithm 1 Distributed RL Algorithm

Input: Step-size $\eta$, initial state distribution $\mathcal{D}$, number of learning epochs $K$, number of iterations $T$ (for policy evaluation), initial policy parameter $\theta_0$, smoothing radius $\delta > 0$.

Output: $\theta^K$.

1. for $k = 0, 1, ..., K - 1$ do
2. Sample $s^k_0 \sim \mathcal{D}$
3. for all $i \in V$ (Simultaneous Implementation)
4. Agent $i$ samples $u^k \sim \mathcal{N}(0, I_d)$, implements policy $\pi_i(\theta^k + \delta u^k)$ for $t = 0, ..., T - 1$, observes $W_i(\theta^k + \delta u^k, \xi^k)$, computes $g_i(\theta^k, u^k, \xi^k)$ in (23), and then obtains $\theta^{k+1}_i$ according to (22).
5. end
6. end

Remark 2. Note that when the coordination graph $\mathcal{G}_C$ is strongly connected, we have $\mathcal{I}_i^L = V$ for all $i \in V$, then Algorithm 1 becomes a centralized RL algorithm. In practice, when the multi-agent network is of a large scale, it is reasonable to consider that the whole coordination graph is weakly connected due to limited energy, selfishness, or physical constraints of partial agents. In such cases Algorithm 1 is more efficient than centralized approaches in terms of gradient variance and convergence rate.

B. Convergence Result

We further make the following assumption to ensure solvability of (4).

Assumption 3. There exists $J^*_i > 0$ such that $|J_i(\theta)| \leq J^*_i$ for any $\theta \in \mathbb{R}^d$, $\xi \in \mathbb{R}^p$, $i \in V$.

Assumption 3 implicitly implies that there exists an optimal policy for the RL problem (4), which is the premise of solving problem (4). Based on Assumption 3 we can bound $|J_i|$ and $|J_i| = |\sum_{i \in V} J_i|$ as $\sum_{j \in \mathcal{I}_i^L} J_{ij}^* \leq J^*_i$ and $\sum_{i \in V} J_{ii}^* \geq J^*_i$, respectively. Note that boundedness of $J_i$ does not lead to boundedness of $W_i$. Therefore, the observed $W_i$ may be unbounded due to unbounded noises such as Gaussian noise during transition.

The following lemma bounds the variance of the zeroth-order oracle (23).

Lemma 3. Under Assumption 3 for any $\theta^k \in \mathbb{R}^d$, $i \in V$,

$$\mathbb{E}[\|g_i(\theta^k, u^k, \xi^k)\|^2] \leq \frac{(J^*_i + \delta^2)^2}{\gamma^2},$$

$$= \frac{1}{\delta^2 \kappa} \int_{\mathbb{R}^d} \mathbb{E}\left[\left(\hat{J}_i(\theta^k + \delta u^k) + \xi^k\right)^2 \|u^k\|^2 e^{-\frac{1}{2} \|u^k\|^2} du^k\right]$$

(26)
where $B$ has been proved in [13, Lemma 1].

Lemma 3 shows that the variance of each local zeroth-order oracle is only associated with the bound of the local value-function $J^*$, and the variances of observations noises for agents in $\mathcal{Z}^L$. Note that if the policy evaluation is based on the global reward, the bound of $\mathbb{E}[[g_i(\theta^k, u^k, \xi^k)]^2]$ would be $(j+2)\sum_{i=1}^{N} \sigma_i^2 d_i$. When the network is of a large scale, $J^*$ may be much larger than $J^*$, which means that our algorithm has a significantly improved scalability to large-scale networks.

**Theorem 1.** Under Assumptions 1-3, let $\delta = \frac{\epsilon}{2\sqrt{K}}$, $\eta = \frac{\epsilon}{d_1^2 \sqrt{K}}$. Then

(i) $|J^*(\theta) - J^*(\theta)| \leq \epsilon$ for any $\theta \in \mathbb{R}^d$.

(ii) By implementing Algorithm 1, if $K \geq \frac{d_2^2 \epsilon^2}{\epsilon^2}$, then

$$\frac{1}{K} \sum_{k=0}^{K-1} \mathbb{E}[[\nabla \theta J^*(\theta)^k]_0] \leq \epsilon,$$

where $B = J^* - J^*(\theta_0^k) + L^4 (J_0^2 + \sigma_0^2)/2$, $J_0 = \max_{i \in \mathcal{V}} J^*_i$, $\sigma_0 = \max_{i \in \mathcal{V}} \sigma_i$.

**Proof.** Statement (i) is obtained by using the Lipschitz continuity of $J^*(\theta)$, which has been proved in [13].

Now we prove statement (ii). According to Assumption 1 and [13, Lemma 2], the gradient of $J^*(\theta)$ is $\frac{\sqrt{dL}}{\delta}$-Lipschitz continuous. Let $g^k = (g_1^k(\theta^k, u^k, \xi^k), ..., g_N^k(\theta^k, u^k, \xi^k))^T \in \mathbb{R}^d$, the following holds:

$$|J^*(\theta^k+1) - J^*(\theta^k) - \langle \nabla \theta J^*(\theta^k), \eta g(\theta^k) \rangle| \leq \frac{\sqrt{dL}}{2\delta} \eta^2 \|g^k\|^2,$$

which implies that

$$\langle \nabla \theta J^*(\theta^k), \eta g(\theta^k) \rangle \leq J^*(\theta^k+1) - J^*(\theta^k) + \frac{\sqrt{dL}}{2\delta} \eta^2 \|g^k\|^2.$$

Lemma 3 implies that

$$\mathbb{E}[[g_i(\theta^k, u^k, \xi^k)]^2] = \sum_{i=1}^{N} \mathbb{E}[[g_i(\theta^k, u^k, \xi^k)]^2] \leq \sum_{i=1}^{N} (2J_0^2 + 2\sigma_0^2) d_i/\delta^2 = (2J_0^2 + 2\sigma_0^2) d_i/\delta^2.$$

Taking expectation on both sides of (33), we obtain

$$\eta \mathbb{E}[[\nabla \theta J^*(\theta^k)]^2] \leq \frac{\eta^2}{\delta} \mathbb{E}[[g_i(\theta^k, u^k, \xi^k)]^2] \leq \frac{\sqrt{dL}}{\delta} \eta^2 \|g^k\|^2.$$

It follows that

$$\frac{1}{K} \sum_{k=0}^{K-1} \mathbb{E}[[\nabla \theta J^*(\theta)^k]_0] \leq \frac{1}{\eta^2} \left[ \frac{1}{K} \left( \mathbb{E}[[J^*(\theta^k)]^2] - \mathbb{E}[[J^*(\theta)]^2] + \frac{L^2 (J_0^2 + \sigma_0^2)}{2\delta^3} \right) + \frac{J^*(\theta^k) - J^*(\theta)}{2} \right].$$

The proof is completed.

**Advantage Analysis.** If the policy evaluation is based on global value-function $J(\theta)$, then $J_0$ and $\sigma_0^2$ in (37) will be replaced by $J^2 + \sum_{i=1}^{N} \sigma_i^2$, which may dominate the complexity and be significantly larger than $J_0^2$ and $\sigma_0^2$ when there are a large number of agents. This implies that our algorithm has a higher scalability to large-scale network problems than the algorithms with policy evaluation based on the global value-function.

According to (37), the convergence result can also be written as $\frac{1}{K} \sum_{k=0}^{K-1} \mathbb{E}[[\nabla \theta J^*(\theta)]_0] \leq O(B d_1^2 \epsilon^{-1.5} K^{-0.5})$, which is similar to the result in [3, Theorem 3.2]. However, they require a consensus algorithm to be run for a sufficiently long time during each learning episode, which is unnecessary in our algorithm. Therefore, our algorithm has a lower sample complexity. However, the residual feedback used in [3] may exhibit a lower gradient variance than the one-point feedback in [23] when $J^*$ is very large for each agent $i$. In the next subsection, we show that if the two-point feedback or the residual feedback is utilized in our work, our local value-function design can further reduce the gradient estimation variance for large-scale networks.

**C. Discussions on Distributed RL with Two-Point Feedback**

We have proposed a distributed RL algorithm based on the one-point zeroth-order oracle [23]. We observe that Algorithm 1 is always efficient as long as $g_i(\theta^k, u^k, \xi^k)$ is an unbiased estimator of $\nabla \theta J^*(\theta^k)$ and $\mathbb{E}[[g_i(\theta^k, u^k, \xi^k)]^2]$ is bounded. Therefore, the two-point feedback oracles proposed in [13] and the residual feedback oracle in [14] can also be employed in Algorithm 1. Based on the local value-function design in our work, the two-point feedback oracle and the residual feedback oracle can be obtained by

$$\tilde{g}_i(\theta^k, u^k, \xi^k) = \tilde{W}_i(\theta^k + \delta u^k, \xi^k) - \tilde{W}_i(\theta^k, \xi^k) / \delta,$$

$$\tilde{g}_i(\theta^k, u^k, \xi^k) = \tilde{W}_i(\theta^k + \delta u^k, \xi^k) - \tilde{W}_i(\theta^k, \xi^k) / \delta.$$

(38)

(39)
respectively, where only local value-function is needed, in contrast to [13], [14].

Define \( \hat{L}_i = \sum_{j \in \mathcal{I}_i} L_i, \) which is actually a Lipschitz constant of \( W_i \). Then we are able to show

\[
\mathbb{E}[(\|g_i(\theta^k, u^k, \xi^k)\|^2) \leq \mathbb{E}[(\|L_i^2 + \sigma_i^2\|u_i^k\|^2)^2] \leq (L_i^2 + \sigma_i^2)(\|u_i^k\|^2)\]

\[
\leq (L_i^2 + \sigma_i^2)((d_i + 4)^2 + (d - d_i)d_i) \leq (L_i^2 + \sigma_i^2)(d_i d + 8d_i + 16).
\]

As a result,

\[
\mathbb{E}[\|g(\theta^k, u^k, \xi^k)\|^2] \leq (L_0^2 + \sigma_0^2)(d + 4)^2,
\]

where \( L_0 = \max_{i \in V} \hat{L}_i \).

**Advantage Analysis.** If the two-point feedback oracle \( (38) \) is based on the global observation \( W(\theta, \xi) = J(\theta) + \sum_{i = 1}^N \xi_i \), which is the case in [13], the bound in (44) will be increased by replacing \( L_0^2 + \sigma_0^2 \) with \( L^2 \) and \( \sum_{i = 1}^N \sigma_i^2 \). Similarly, for the residual feedback, we can show that the bound of \( \mathbb{E}[\|g_i(\theta^k, u^k, \xi^k)\|^2] \) can be reduced by using local value-functions due to the reduction of the Lipschitz constant from \( L \) to \( L_0 \). In conclusion, a local value-function always exhibits a lower variance of the zeroth-order oracle than the global value-function, thereby inducing a lower sample complexity.

V. A DISTRIBUTED RESOURCE ALLOCATION EXAMPLE

We adopt a generalized version of the example in [3], where the coordination graph is directed and the partial observation of each agent includes states of its collaborative neighbors and itself instead of only itself. Nonetheless, our algorithm is applicable to the case when the partial observation of each agent is itself only.

Consider a distributed resource allocation problem with a coordination graph \( \mathcal{G}_C = (\mathcal{V}, \mathcal{E}_C) \). There are \( N \) agents representing \( N \) warehouses. At time step \( t \), each agent \( i \) stores resources with the amount \( m_i(t) \in \mathbb{R} \), receives a local demand \( d_i(t) \in \mathbb{R} \), sends partial of its resources to and receives resources from its neighbors \( j \in \mathcal{N}_i \). Then agent \( i \) has the following dynamics

\[
m_i(t+1) = m_i(t) - \sum_{j \in \mathcal{N}_i} a_{ij}(t)m_j(t) + \sum_{j \in \mathcal{N}_i} a_{ji}(t)m_j(t) - d_i(t),
\]

\[
d_i(t) = A_i(1 - \sin(w_{i,t})) + w_{i,t},
\]

where \( a_{ij}(t) \in [0, 1] \) denotes the fraction of resources agent \( i \) sends to its neighbor \( j \) at time \( t \), \( 0 < A_i < m_i(t) \) is a constant, \( w_{i,t} \) is a bounded noise with zero mean, \( \mathcal{N}_i = \{ j \in \mathcal{V} : (j, i) \in \mathcal{E}_C \} \) and \( \mathcal{N}_i^{out} = \{ j \in \mathcal{V} : (i, j) \in \mathcal{E}_C \} \) are the in-neighbor set and the out-neighbor set of agent \( i \), respectively.

Under Assumption 2 and a learning graph \( \mathcal{G}_L = (\mathcal{V}, \mathcal{E}_L) \) with \( \mathcal{E}_L \) defined in [20], agent \( i \) receives the following information at time step \( t \) during the learning process:

**Partial observation:** \( a_{i,j} = [m_j^+(t), d_i^+(t)] \in \mathbb{R}^{[I]+1} \).

**Individual reward:** \( r_{i,t} = 0 \) if \( m_i(t) \geq 0 \), and \( r_{i,t} = -m_i^2(t) \) otherwise.

**Individual rewards of neighbors in \( \mathcal{G}_L: \) \( r_{j,t}, j \in \mathcal{N}_i^{out} \)**

Define \( a_{i,t} = (\ldots, a_{i,j}(t), \ldots) \in \mathbb{R}^{[I]^{out}} \) as the action agent \( i \) takes. The local policy \( \pi_i : \mathbb{R}^{[I]+1} \rightarrow \mathbb{R}^{[I]} \) maps the observation \( a_{i,j} \) of agent \( i \) to its action \( a_{i,j} \). The global policy \( \pi : \mathbb{R}^8 \rightarrow \mathbb{R}^{\sum_{i \in \mathcal{V}}[I]} \) maps all the agents’ states to all the local policies.

The cooperative control objective is to find an optimal policy \( \pi^* \) such that the following global reward is maximized:

\[
J = \sum_{i = 1}^N \sum_{t = 0}^{T-1} \gamma^t r_{i,t}.
\]

To seek the optimal policy \( \pi_i(a_i) \) for agent \( i \) to determine its action \( \{a_{i,j}\}_{j \in \mathcal{N}_i} \), we parameterize the policy function by defining

\[
a_{ij}(t) = \frac{\exp(-z_{ij})}{\sum_{j' \in \mathcal{V}} \exp(-z_{ij'})},
\]

where \( z_{ij} \) is approximated by radial basis functions:

\[
z_{ij} = \sum_{l = 1}^{n_c} \|o_i - c_{il}\|^2 \theta_{ij}(l),
\]

\( c_{il} = (c_{il}^T, \tilde{c}_{il}) \in \mathbb{R}^{[I]+1} \) is the center of the \( l \)-th feature for agent \( i \), here \( c_{il} \in \mathbb{R}^{[I]} \) and \( \tilde{c}_{il} \) are set according to the ranges of \( m_{X_i} \) and \( d_i \), respectively, such that \( c_{il}, l = 1, \ldots, n_c \) are approximately evenly distributed in the range of \( o_i \).

**Example 1.** Consider 9 warehouses with the coordination graph shown in Fig. 1. Fig. 2 shows the corresponding learning graph. Set \( m_i(0) = 1 + \tilde{w}_i \) for all \( i = 1, \ldots, 9 \), \( w_i \) is a random variable with zero mean and is bounded by 0.01, iteration number \( T = 8 \), number of learning epochs \( K = 600 \), \( d_i = 0.2(1 - \sin(w_{i,t})) + w_{i,t} \), \( w \sim \mathcal{N}(0, 0.01) \). Fig. 2 (left) depicts the evolution of the observed values of the global value-function by implementing 4 different algorithms repeatedly for 10 times. Here \( \xi^* \) corresponds to a fixed initial state \( m_i(0) = 1, i = 1, \ldots, 9 \). In each time of implementation, one perturbation vector \( u^k \) is sampled and used for all the 4 algorithms during each learning episode \( k \). The centralized algorithm is the zeroth-order optimization algorithm based on global value evaluation, while the distributed algorithm is based on local value evaluation (Algorithm 1). The distributed two-point feedback algorithm is Algorithm 2 with \( g_i(\theta, u^k, \xi^k) \) replaced by \( \tilde{g}_i(\theta^k, u^k, \xi^k) \) in (38). We observe that the distributed algorithms are always faster than the centralized algorithms. Fig. 2 (middle) and Fig. 2 (right) show the comparison of centralized and distributed one-point feedback algorithms, and the comparison of centralized and distributed two-point feedback algorithms, respectively. From these two figures, it is clear that the distributed algorithms always exhibit lower variances in contrast to the centralized algorithms. This implies that the policy evaluation based on local value-functions is more robust than policy evaluation based on the global value-function.
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more robust and exhibit significantly lower variances. This is due to the much lower variance of the gradient estimates. On the contrary, our distributed algorithm was applied to a distributed resource allocation problem. For our future work we would like to investigate how to reduce the number of required communication links using graph-theoretic reduction techniques.

VI. CONCLUSIONS

We studied the MARL problem with a directed coordination graph via a MDP formulation. Based on the weakly connected coordination graph, we showed that a local value-function can be designed for each agent, which is sufficient for estimating the local gradient of the global value-function. To ensure that each agent has access to the value of the local value-function, we further specified how the learning graph can be designed. By employing zeroth-order oracles, we proposed a distributed RL algorithm that has guaranteed convergence, and exhibits reduced variance of the gradient. The algorithm was applied to a distributed resource allocation problem.

REFERENCES

[1] S. Kar, J. M. Moura, and H. V. Poor, “QQP-learning: A collaborative distributed strategy for multi-agent reinforcement learning through consensus + innovations,” IEEE Transactions on Signal Processing, vol. 61, no. 7, pp. 1848–1862, 2013.
[2] K. Zhang, Z. Yang, H. Liu, T. Zhang, and T. Basar, “Fully decentralized multi-agent reinforcement learning with networked agents,” in International Conference on Machine Learning. PMLR, 2018, pp. 5872–5881.
[3] Y. Zhang and M. M. Zavlanos, “Cooperative multi-agent reinforcement learning with partial observations,” arXiv preprint arXiv:2006.10822, 2020.
[4] T. Chen, K. Zhang, G. B. Giannakis, and T. Basar, “Communication-efficient policy gradient methods for distributed reinforcement learning,” IEEE Transactions on Control of Network Systems, 2021.
[5] L. Cassano, K. Yuan, and A. H. Sayed, “Multigant fully decentralized value function learning with linear convergence rates,” IEEE Transactions on Automatic Control, vol. 66, no. 4, pp. 1497–1512, 2020.
[6] S. Gronauer and K. Diepold, “Multi-agent deep reinforcement learning: a survey,” Artificial Intelligence Review, pp. 1–49, 2021.
[7] G. Qi, A. Wierman, and N. Li, “Scalable reinforcement learning of localized policies for multi-agent networked systems,” in Learning for Dynamics and Control. PMLR, 2020, pp. 256–266.
[8] M. L. Littman, “Markov games as a framework for multi-agent reinforcement learning.” in Machine learning proceedings. Elsevier, 1994, pp. 157–163.
[9] C. Guestrin, M. Lagoudakis, and R. Parr, “Coordinated reinforcement learning,” in ICML, vol. 2. Citeseer, 2002, pp. 227–234.
[10] J. R. Kok and N. Vlassis, “Collaborative multiagent reinforcement learning by payoff propagation,” Journal of Machine Learning Research, vol. 7, pp. 1789–1828, 2006.
[11] A. Vemula, W. Sun, and J. Bagnell, “Contrasting exploration in parameter and action space: A zeroth-order optimization perspective,” in The 22nd International Conference on Artificial Intelligence and Statistics. PMLR, 2019, pp. 2926–2935.
[12] H. Kumar, D. S. Kalogeras, G. J. Pappas, and A. Ribeiro, “Zeroth-order deterministic policy gradient,” arXiv preprint arXiv:2006.07314, 2020.
[13] Y. Nesterov and V. Spokoiny, “Random gradient-free minimization of convex functions,” Foundations of Computational Mathematics, vol. 17, no. 2, pp. 527–566, 2017.
[14] Y. Zhang, Y. Zhou, K. Ji, and M. M. Zavlanos, “Improving the convergence rate of one-point zeroth-order optimization using residual feedback,” arXiv preprint arXiv:2006.10820, 2020.

Fig. 4: Comparison of (Left) different algorithms for 9 warehouses; (Middle) centralized and distributed algorithms under zeroth-order oracles with one-point feedback; (Right) centralized and distributed algorithms under zeroth-order oracles with two-point feedback.

Fig. 5: Comparison of different algorithms for 100 warehouses.

Example 2. We further consider a larger-size case where there are $N = 100$ warehouses. The coordination graph $G_C = (V, E_C)$ has the following edge set:

$E_C = \{(i, j) \in V^2 : |i - j| = 1, i = 2k - 1, k \in \mathbb{N}\} \cup \{(1, N)\}.$

Accordingly, graph $G_L = (V, E_L)$ has the edge set

$E_L = \{(i, j) \in V^2 : |i - j| = 1, i = 2k, k \in \mathbb{N}\} \cup \{(N, 1)\}.$

The parameter settings are the same as those in Example 1. Fig. 3 shows the evolutions of the observed values of the global value-function by implementing 4 different algorithms repeatedly for 10 times. Observe that when the network is of a large scale, policy evaluation based on the global value-function becomes very unstable due to the high variance of the gradient estimates. On the contrary, our distributed algorithms based on observing local value-functions are more robust and exhibit significantly lower variances. This is consistent with our analysis in Subsections IV-B and IV-C.