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Abstract. The conventional way of choosing a fashion catalogue has a lot of drawbacks and is yet to be resolved. Struck in a dilemma of what to choose and what not to, not wearing fashion items that are appropriate, and lured by terms that are misleading such as 50 percent off limited period offer, when in reality the prize was never higher in the first place. These are the flaws that go under the radar for humans, but that is not the case with machines. The proposed system when given an image of a fashion item, by the user makes use of a Convolution Neural Network to find the type of item, then suggest items based on occasion. The system also gives you the prize of that particular item over a period of time in various e-commerce sites, and if there is any chance of drop in prize in the future. This eliminates the human part of errors while choosing a fashion catalogue and makes everything automated. The next advantage of our site is to resell our old clothes at best prize so our used clothes are not wasted and it can be used by others.
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1. Introduction
The fashion world has enhanced with lots of varieties of products and online fashion store has been used by so many people. In these covid situation people do not go outside to purchase items such as clothes, shoes, make up items [1]. There is a confusion on which to choose from lots of products so to make shopping easier we have proposed a system on which a product matches the other. For instance a shirt is chosen the best matching bottom would be recommended by CNN [2]. The system also tells us on which day the product would be in the best price and it also tells the upcoming offers in the store so you can save money.

The best price is predicted by collecting the data of previous price of around 10 days and our system tells the best price of a product in upcoming days. It is built by bs4 module in python [3] for accuracy and it keeps track of all items over a period to find the best price.

Another feature in our system is we can sell and buy our reused clothes at best price. We have used MNIST dataset [4] to train and validate our system. The reused clothes is only considered in our website if it is in a good condition and branded by doing this we can reuse our clothes and no fashion items[5] are of no use. The system will provide the best price for our cloth and other items.

The idea of our system is normal store does not tell us when to buy the product at best price and there is no category for selling reused clothes by doing this many people could save money and time. Many users would use our website since it makes shopping easy and it saves our money as well. Introduction
2. Convolution Neural Network based fashion classifier

A convolution neural network is a deep learning algorithm that uses the convolution operation and the back propagation algorithm to identify and classify a given image. We can separate any CNN classifier into three sections i.e. Convolution, max pooling [6] and fully connected network.

The Convolution layer is where the convolution operation is applied on the images, after every epoch the neurons in the layers are tuned to find features from the image. The first layer would be tuned to find vertical lines the second would identify shapes and as we go deeper and deeper through the layers the features would become more complex in nature. The architecture of CNN is depicted below in Figure 1.

![CNN Architecture Diagram](image-url)

**Figure 1.** CNN architecture

Max pooling [7] is effectively for reducing the number of computations by reducing the number of pixels, that is we pool out 4 pixels (varies based on value passed) as one, effectively reducing the image by 75%. Fully connected network is where the 2D feature set is converted to a linear value and then classified into various categories.

Now in our proposed system we have used the concept of transfer learning[8], which is basically using the patterns and knowledge gained while solving one particular problem to solve another problem which is related. For example a model trained to detect trucks can be fine tuned slightly to detect cars. This reduces the number of computations one has to do and reduces cost.

Alexnet’s contains a total of 60000 parameters with 8 total layers five convolutional layers, three fully connected layers. Alexnet[9] uses Rectified linear unit (ReLu) as the activation function which reduces the error and makes it faster. A sample of Fashion-MNIST Dataset is given below in Figure 2.
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Figure 2. Fashion-MNIST Dataset

We have used the fashion-MNIST dataset done by Zalando Research\cite{10}, containing a total number of 70,000 (60,000+10,000) training and test validation grayscale images, where each image is labelled as one of ten types of clothing (such as t shirt, coat, sneaker, etc.). The distribution of this dataset is summarized in Figure 3 below.

| Code | Label       | Training | Validation | Testing |
|------|-------------|----------|------------|---------|
| 0    | T-shirt/top | 6,000    | 1,000      | 232     |
| 1    | Trouser     | 6,000    | 1,000      | 404     |
| 2    | Pullover    | 6,000    | 1,000      | 431     |
| 3    | Dress       | 6,000    | 1,000      | 324     |
| 4    | Coat        | 6,000    | 1,000      | 430     |
| 5    | Sandal      | 6,000    | 1,000      | 201     |
| 6    | Shirt       | 6,000    | 1,000      | 461     |
| 7    | Sneaker     | 6,000    | 1,000      | 274     |
| 8    | Bag         | 6,000    | 1,000      | 294     |
| 9    | Ankle boot  | 6,000    | 1,000      | 297     |
|      | Total       | 60,000   | 10,000     | 3,348   |

Figure 3. Training, Validation and testing data Distribution Table

Using this model we will classify the images into fashion categories then based on the occasion we will recommend clothing material to be worn with the given outfit if the product id is specified we can track the product's prize over a period of time and give details like maximum prize it was sold for and a graph on prize trends over a period of time.
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Along with this, users can sell their old clothes, and the network will give an approximate prize after analyzing based on the product ID and how long it has been used. The summary of AlexNet parameters is given below Figure 4.

![Figure 4. Summary of AlexNet Parameters](image)

The proposed system uses the Keras framework for building the neural network model. The model architecture used is LeNet-5 [11] for more accuracy. The system makes use of the bs4 module in Python to web scrape the product's price over a period of time based on the product's ID. The system also makes use of the ReactJS and Django rest framework [12] to build the web interface.

3. Implementation and result:

We were able to build our neural network model using the Keras framework in Python, we trained our neural network model using Google Colab which is an online collaborative tool where we can make use of Google’s fast GPU power [13] to train our model. After selecting the model structure, the key problem was to select training variables [14] like learning rate, number of epochs, and batch size. We tried different values and based on graph simulations and accuracy, we locked our training variables. We then built an web-based interface where users can upload their fashion items and then get the required functionality [15], we did not want the users to use the command line interface. The interface was built using the Django rest framework and ReactJS library.
Given an image of any fashion item the system identifies the type of image using a neural network and then suggests items that suits the given item and items based on the occasion [16]. The proposed system includes a price tracker, which keeps track of an item's price over a period of time based on the product id. This helps in avoiding falling for discount traps set by many e-commerce websites [17]. The proposed system also allows users to sell their used fashion items [18]. The system gives out an appropriate price based on date of purchase and the price of the product when it was purchased. Figure 5 depicts the price vs time graph of an amazon product [19].

![Price vs time graph of an amazon product](image)

**Figure 5.** Price of dress is predicted

Loss over Epochs while training our neural network is depicted below in Figure 6.
4. Conclusion and future enhancement

There are definitely a few areas where we can improve. We can also train the model to give the perfect size that would fit the person, improve the accuracy of the current model and venture out to a greater number of fashion products. We can also add a feature called try this, where users can have a visual 3-dimensional image of them wearing that particular fashion item.
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