Profiling and Identifying Individual Users by Their Command Line Usage and Writing Style
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I. Introduction

Profiling is a way of grouping things or individuals into categories or groups based on characteristics such as situation, appearance, traits [1]. The term profiling means to get information about user’s activities, and it is possible to perform anomaly detection over a user profile to allow user identification.

There are many researches on computer science that use social networks for user profiling. Social networking is one of the applications that engage the user to be more active and permit user to create and maintain their own web pages, Maia et al [2]. According to Vosecky et al. [3] varieties of social networking have different manners to display and store information user profile on user’s web profile. Social network has become one of the applications to identify user profile. Other work involves the social networking technologies used for identifying user behavior [2]. Pannell and Ashman [4] evaluate an intrusion detection system (IDS) to analyze user’s activities, and propose to help an administrator to identify and quickly respond to the intrusion.

Other work discusses the use of behavioral biometrics for intrusion detection applications [5]. Another interesting research by Pepyne et al. [6], analyses user profiling for computer security on particular users such as insurance adjusters and bank tellers. Another work investigates user profiling based on tag based in social media recommendation [7]. A further work outlines the purpose of user profile as gather related information based on user interests [8]. The ontology-based semantic similarity method is used to extend and sustain a user profile based on web access behaviour of user
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in music domain. However the lack of data support to justify whether the method is effective and no future work is discussed to develop the research.

One of the researches is to identify individual user by process profiling [9]. Another research from [1] examined the UNIX operating system to identify the user based on the login host, the login time, the command set and command set execution time of the profiled user. Another piece of related research in regarding identifying user in social network that concern in trust and privacy [10].

Another interesting research focuses on the connection of network topology and semantic similarity of user keywords [11]. Categories of keyword and the notion of the distance among multiple categories trees and keyword across were used in a forest model. Work by Takeda et al [12] outline characteristic expression in literary work. Their problem is, take literary work as positive examples (first writer) and negative examples of works by another writer especially in Japanese Poems (Waka poems and prose texts). The method is to create a sequence list of substring of writer goodness.

There is also research about the misuse of social networks for Automated User Profiling [13]. They analyze users’ weakness when registered to the social networking such as Facebook by used their email address. Other research investigates how to identify a user based on similar profile [3]. They used social networking such as MSN and Facebook to collect user profiles. User’s profiles are used to create tools especially for a profile comparison, to decide if similar profile is belonging to the same person or not. The use of vector-based comparison algorithm is a method to compare each user profile.

This research will focus on evaluating the potential of two psychometric user characteristics, namely writing style in both Natural Language (Jane Austin & William Shakespeare) and Formal language (command line histories). To evaluate this particular characteristic this research will use the n-gram analysis method, and will aim to identify users in two ways, positive user identification and negative user identification. The work will however not implement the use of these user characteristics in an intrusion detection system. However, it establishes whether they can be used in such a system.

Profiling and identifying can help recognize intrusions. According to [14], user profiling is already a necessary part of the personalization of information delivery, and they propose it as an approach for identifying attacks to a computer system by profiling program and user behaviors [15]. Anomaly detection over user profile can detect when an intruder is masquerading as a genuine user.

The research extends previous research that implemented an intrusion detection system based on biometric characteristics such as keystroke analysis and mouse use and psychometrics characteristic such as user prose style and favorite web pages [14]. However, this research will focus on one potential psychometric user characteristic and will consider whether user’s writing styles in two different scenarios can be assessed with n-gram analysis in order to identify the user. Users’ writings may be in the form of text in a novel, books, blogs, tweets and emails, and this is a form of natural language. On the other hand, users’ writings also occur in the way they interact with computers, issuing commands through a command line interface, and this is a form of formal language. This research will perform the same analysis on data of both types, using exactly the same analysis, and will determine firstly whether either form can be used successfully for user identification, and if so, the research will then determine which is the more effective of the two.

This research will analyse the two different forms of data in two ways, firstly to check whether it can detect when the current user does not match the user profile and is hence an intruder – this is a negative identification. The second way is to detect whether the current user can unquestionably be verified as the true user – this is positive identification. Most intrusion detection systems assume that the user is genuine until anomalies or broken rules show otherwise, that is, they only make use of negative identification. However, it might be useful to constrain a user’s activities until they positively identify themselves, perhaps not allowing the user to make significant changes until their current login session has been positively identified.

In this research, the default position will be that the system has no evidence about the user’s identity, other than the fact that the user managed to log in. Analyzing their activity after logging in should either give positive information that correlates strongly with the user’s profile and confirms their identity, or it should mismatch the profile, and the user would then be rejected from the system.
II. Methods

This research aims to identify a user especially in Natural language (Jane Austen and William Shakespeare writing style) and Formal Language (command line history). The implementation part is explained about how the application produced the n-gram frequency. This software application was written in Java programming language. There are two classes in this software, “n-gram.java” and “Data.java”. The program running with the command “java n-gram [n]” n is the value of n-gram. This software will produce the n-gram frequency that placed in the Comma Separated Value “csv” folder and distributed to Microsoft Excel. In ‘csv’ folder contain the history of data which txt. Formatted and can be read by Microsoft Excel or other that equivalent and can be ready to use for n gram analysis.

We will use this software for counting the n-gram of history of data from the user writing style. We use the software to perform four types of n-gram analysis, namely 3-gram, 5-gram, 11-gram and 15-gram.

A. N-gram analysis

An n-gram is a contiguous sequence of n letters, words or phonemes. For example size 1 of n-gram refer to unigram, size 2 of n-gram refer to bigram, size 3 of n-gram refer to trigram, size 4 refer to four-gram and in the general case is called an n-gram.

An n-gram analysis is able to count the frequency of n-grams in a given file. For example, in the binary string level 3-gram such as 111001000101010010000 has the following character-level trigrams

111, 110, 100, 001, 010, 100, 000, 000, 001, 010, 101, 010,………………000

And in the sentences “in this work we aim to get the certain knowledge”, has the following word-level 3-grams:

In this work
This work we
Work we aim
We aim to
Aim to get
To get the
Get the certain
The certain knowledge,

And for the phrase “in this work”, has the following character-level 3-grams:

in, n t, th, thi, his , s w, wo, wor, ork

This project uses varying sizes of n-gram such as 3-gram, 5-gram, 11-gram and 15-gram. Firstly, we will evaluate the use of n-gram analysis of user generated formal language such as their command line histories to profile users’ command usage in their command line histories. Secondly, we will evaluate the use of n-gram analysis of natural language to profile users and to ensure the accurate user identification. After that, we will compare each writing style from each user and see how different or significance of their pattern in term of natural language and formal language. Next, we will visualize their n-gram patterns graphically to view their frequency pattern.

B. T-Test

The t-test is a method that can be performed to decide whether two data sets (samples) are similar or dissimilar and to conclude whether they could have come from the same population. It assesses whether the means of two groups are statistically different from each other. This analysis is useful when we want to determine whether the means of two groups are similar or different. We will use t-tests to assess both natural language and formal language samples, between two samples from the same user (for positive identification purposes) and between two samples from different users (for negative identification purposes).
We next consider which form of t-test is appropriate to this research.

- **One sample t-test**
  The one-sample t-test is used to decide whether a specific sample comes from a specific population. For example, when we want to know about a specific sample of university students is similar to or different from university students in general. In the current research we are comparing series of words or commands, and while it may later be feasible to identify a user from a single n-gram value, at this early stage, it is more appropriate to decide whether individuals can be identified from larger quantities of their writings.

- **Independent t-test**
  The independent t-test, or two sample t-test, is used to determine whether two samples are statistically similar or different to each other between the means in two unrelated groups. For example, when we want to know between university students female and male are different or similar to some psychological characteristics. In this research, the samples may not be unrelated, especially when comparing two samples from the same user.

- **Dependent t-test**
  The dependent t-test, also called the paired-group t-test, correlated-group t-test, matched-groups t-test or dependent-group t-test. This t-test is used to compare two related samples (matched or related in the same way) that are both measured once or the same sample measured on two separate occasions. For example, when we want to know how the effect of using a particular drug for insomnia, for the patient is similar or different after consuming the drug. In this case, we will see what the effects of the drug on the patient are before and after consuming the drug. This is highly suitable to this research as we need to positively identify a user by comparing a current sample of the user’s writing to an older sample of their writing.

From the explanation above we conclude that the dependent t-test or paired group t-test is the most suitable method to test our investigation. We use the t-test by proposing the following competing hypotheses:

- The test hypothesis is the means of population behind the different of two samples.
- The null hypothesis is the means of population behind the similarity of two samples.

A probability value p is output by the t-test. The result of probability value is a comparison to the chosen level of significance \( \alpha \) to conclude the test result. A common default is \( \alpha = 0.05 \):

- If the probability value is equal to or less than the level of significance, we can reject the null hypothesis and conclude that the two samples of writing are different.
- If the probability value is more than the level of significance, we can accept the hypothesis and conclude that the two samples of writing style are the same.

**Normalization of samples**

Before performing any t-test, we will see the distribution of data collection from each gram whether the distribution of data is normal or non-normal. If the data non-normal we will transform the data to the normal data. This is because the samples we are analyzing are of radically different size. While it would be possible to choose subsamples from each sample so that each subsample is an identical size, we elected to normalize each whole sample instead, as command lines users, in particular, may have different tasks at different times, and the subsamples may not accurately reflect the user’s command line habits in a subsample. By normalizing the samples, we most accurately preserve each user’s writing styles, but at the same time cast them into the same numerical range so that different sample sizes do not confound the results.

Fig. 1 shows three types of normalization, we use to make normal distribution: a percentage normalization, max-min and Z score. Firstly, percentage normalization is counting each value of the n-gram and divided by total value of all n-gram and time to one hundred. Secondly, max-min normalization is counting the total value all the n-gram and divided by a total number from the reduction of maximum number and minimum number of n-gram. Lastly, the z score normalization is counting each value of the gram reduction by average total all the n-gram and divided by standard deviation. We will assess all three normalization methods in this research to determine which is most appropriate for the task of identifying users.
III. Results and Discussions

A. Natural Language

Fig. 2 shows how we compare both authors’ writing styles. Firstly, we will see the result of one author. We compare each of Jane Austen’s writings to each other, using 3-gram, 5-gram, 11-gram and 15-gram analyses. We then use the t-test to measure their similarity and if the t-test for both pairs in each comparison shows they are from the same author, we have successfully performed a positive identification. Secondly, we will do the same procedure for William Shakespeare’s writings.

We will then compare the writing styles of each of Jane Austen’s works with each of Shakespeare’s and if the t-tests indicate they are different, then we will have successfully performed a negative identification.

B. Formal Language

There were five users involved in this experiment (Fig. 3). One example of formal language is command line history, where the user interacts with the computer through a command line. By use n-gram analysis we will identify those user’s ‘writing style’, namely their command line usage habits. The figure below shows how we compare each of our formal language samples:

We will follow the same procedure for formal language as for natural language. Namely we will analyze each sample, and compare samples by the same user to see if we can achieve positive identification. We will then compare the samples from different users to see if we can achieve negative identification.
C. Summary of Formal Language

1) Positive Identification

Table 1 shows positive identification summary for formal language, for all six possible pairings of samples, and for the four different n-gram lengths, calculated for each of the three normalization methods. For all four n-gram lengths, we find that the Percentage and Z score normalization methods correctly identify that the user is the same in each case. However, the Max-Min normalization method fails to identify that the user is the same in all but one case for each n-gram length. These results suggest that positive identification can be reliably achieved using the n-gram analysis method for formal language, using either the Percentage or Z score normalization methods. However, it indicates also that the Max-Min normalization method is not useful for positive identification in formal language samples.

2) Negative Identification

Table 2 is a negative identification summary for formal language, for all possible pairings of samples, and for the four different n-gram lengths, calculated for each of the three normalization methods. The results are less clear than were observed in the positive identification table. The Max-
Min normalization method is correct between 60.71 % (out of 100 %) and 92.86 % (out of 100 %) of the time, showing an improvement over its use in positive identification. The other two normalization methods were not as reliable as in the positive identification tests.

D. Summary of Natural Language

1) Positive Identification

Table 3 is a positive identification summary for natural language, for all possible pairings of same-author samples, and for the four different n-gram lengths, calculated for each of the three normalization methods. Firstly, for the 3-gram percentage normalization and Z score the percentage rate is 100 % success. However, Max-min’s percentage rate only 11.11 % (out of 100 %) similarity for the paired comparison in User1’s command line history for a different machine. It means that Max-Min normalization fails to identify positive Identification. Secondly, for 5-gram, 11-gram and 15-gram the percentage normalization and Z score are 100 % (out of 100 %) success for positive identification. On the other hand, the Max-min gives a different result for each gram. For instance 5-gram show 11.11 % (out of 100 %) same as 3-gram, 11-gram is 33.33 % (out of 100 %) and 15-gram is 50 % (out of 100 %).

2) Negative Identification

Table 4 is a negative identification summary for natural language, for all possible pairings of different-author samples, and for the four different n-gram lengths, calculated for each of the three normalization methods. The table above is the summary of negative identification shows the

| n-gram | Normalization Type | Correct Identification | Incorrect Identification | Rate Percentage |
|--------|--------------------|-------------------------|--------------------------|----------------|
| 3 Gram | Percentage         | 23/28                   | 5/28                     | 82.14 %        |
|        | Max-Min            | 20/28                   | 8/28                     | 71.43 %        |
|        | Z Score            | 19/28                   | 9/28                     | 67.86 %        |
| 5 Gram | Percentage         | 13/28                   | 15/28                    | 46.43 %        |
|        | Max-Min            | 17/28                   | 11/28                    | 60.71 %        |
|        | Z Score            | 14/28                   | 14/28                    | 50.00 %        |
| 11 Gram| Percentage         | 16/28                   | 12/28                    | 57.14 %        |
|        | Max-Min            | 26/28                   | 2/28                     | 92.86 %        |
|        | Z Score            | 16/28                   | 14/28                    | 57.14 %        |
| 15 Gram| Percentage         | 23/28                   | 5/28                     | 82.14 %        |
|        | Max-Min            | 24/28                   | 4/28                     | 85.71 %        |
|        | Z Score            | 24/28                   | 4/28                     | 85.71 %        |
unsatisfactory result for each gram. The table 4 negative identification summary shows how negative
detection for natural language fails for user identification. However, for Max-min normalization
especially for 3-gram, 5-gram, and 11-gram show that we success 100 % (out of 100 %) to identify
the negative identification. However, we cannot trust max-min normalization since in both formal
language and natural language max-min normalization show the result always different.

IV. Conclusion

In this research, we investigate user writing styles which aim to be able to identify users positively
and negatively. We investigate formal language and natural language by use n-gram methodology.
There are five participants in formal language and two famous writers for natural language. We
compare the result of n-gram analyses from each participant and assess how successful this
comparison by using a t-test for paired two samples for means. The result shows that formal language
can identify users in term of positive and negative identification. However, for natural language, the
n-gram analysis is successful for positive identification but not for negative identification. Thus,
formal language is shown to be more generally accurate. Further experiment has to be made to
continue the investigation, as follows. Firstly, for the formal language, we can investigate by dividing
the period of time for instance per month or week, rather than compare on different machines in the
different work place. Secondly, we should try another gram, such as 1, 2, 4, 6, 7, 8, 9, 10, 12, 13, since
every gram length appears to show a different result, and another gram length could give a more
accurate result for formal and natural language.
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