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Abstract
We provide a general discussion on the importance of three-body Efimov physics for strongly interacting ultracold quantum gases. Using the adiabatic hyperspherical representation, we discuss a universal classification of three-body systems in terms of the attractive or repulsive character of the effective interactions. The hyperspherical representation leads to a simple and conceptually clear picture for the bound and scattering properties of three-body systems with strong s-wave interactions. Using our universal classification scheme, we present a detailed discussion of all relevant ultracold three-body scattering processes using a pathway analysis that makes evident the importance of Efimov physics in determining the energy and scattering length dependence of such processes. This article provides a general overview of the current status of the field and a discussion of various issues relevant to the lifetime and stability of ultracold quantum gases along with universal properties of ultracold, resonantly interacting, few-body systems.
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1. Introduction

Along with the recent theoretical and experimental progress in the exploration of the collective behavior of ultracold quantum gases, the relevance of few-body physics, i.e., the physics of systems with three or more particles, has increasingly been recognized for its fundamental importance in determining the stability and dynamics of ultracold gases [1–15]. The key ingredient that sets apart ultracold gases from most other physical systems is that the strength of the interatomic interactions can be controlled. By applying an external magnetic field, the intricate fine and hyperfine structure of alkali atoms allow for the occurrence of Feshbach resonances in the collision threshold for two atoms [16], causing the two-body s-wave scattering length, $a$, to diverge. This ability to control the scattering length near Feshbach resonances is the pivotal element that enables driving ultracold quantum gases into the strongly interacting regime, a regime in which $|a| \gg r_0$ (where $r_0$ is the characteristic range of the interatomic interactions) and drastically different collective regimes are expected [1–10, 12, 13, 17–21]. In practice, however, it was quickly realized [22–32] that three-body scattering processes within the gas lead to strong atomic losses, consequently limiting the lifetime and stability of the system. These observations were soon recognized [33–37] as a window for accessing a much more fundamental effect governing strongly interacting few-body systems: the Efimov effect.

The Efimov effect [38–41] was predicted nearly 45 years ago in the context of nuclear physics. It is one of the most counterintuitive quantum phenomena present in a few particle system. In its purest form, the Efimov effect occurs for strongly interacting systems ($|a| \gg r_0$) and is associated with the appearance of an infinite number of weakly bound three-body states—today called Efimov states. In many ways, these states appear different from the common-sense expectation.
For instance, a large number of Efimov states can exist even when the two-body interaction is not strong enough to support a single weakly bound $s$-wave bound state, a typical scenario found whenever $a < 0$ and $|a| \gg r_0$. And, if a weakly bound $s$-wave two-body state does exist ($q > 0$), weakening the two-body interaction (for instance, by making the two-body potential well shallower) can only increase the number of Efimov states. Perhaps more surprising, when a zero-energy $s$-wave two-body state exists ($|a| = \infty$), the number of Efimov states is rigorously infinite, even though the underlying two-body interactions are short-ranged and can only support a finite number of bound states. These characteristics defy any simple and intuitive physical argument and, in fact, were what led to many attempts to disprove Efimov’s original predictions. However, these attempts mainly resulted in different ways to prove Efimov’s predictions.

The key finding in Efimov’s work was that, in the large $|a|$ limit, an attractive $1/R^2$ effective interaction emerges in the range $r_0 \ll R \ll |a|$, with a supercritical coefficient. As a result, this interaction causes the number of three-body states to increase to infinity as $a \to \pm \infty$. (Here, $R$ describes the overall size of the three-body system.) The specific $1/R^2$ form of the attractive effective interaction also naturally leads to one of the key features of the Efimov effect: three-body observables associated with the Efimov effect have geometric-scaling properties characterized by the geometric scaling factor $e^{\gamma/2}$, with $s_0$ being intimately related to the strength of the attractive $1/R^2$ effective interaction. The $1/R^2$ form of the interaction results in log-periodic properties for any low-energy three-body observable associated with the Efimov effect. A prime example is the geometric scaling of energies, $E_{3b}$, of Efimov states at $|a| = \infty$:

$$E_{3b}^{(i+1)} = E_{3b}^{(i)} / (e^{\gamma/2})^2,$$

with $i = 0, 1, 2, ..., \infty$. The Efimov coefficient, $s_0$, is a universal number depending only on very general properties of the system such as its total angular momentum, number of resonant pairs of interactions, and the mass ratios between the particles [41]. For instance, for three identical bosons in their lowest total angular momentum state $s_0 \approx 1.0062378$ and the corresponding geometric scaling $e^{\gamma/2} \approx 22.694384$. In addition to expressing the geometric scaling properties for the energies, equation (1) also manifests an important, and general, characteristic of the Efimov effect: three-body observables are determined in terms of a single three-body parameter, which depends on the short distance behavior of the three-body interactions [42]. In the case of equation (1), knowing the energy of the Efimov ground state ($i = 0$) allows for the determination of the energy of all other states by simply rescaling this known value. Without the three-body parameter, one can only find the ratios but not where the ladder of values sits.

In ultracold quantum gases, the main signatures for the Efimov effect arise from low-energy scattering observables that are measurable through atomic and molecular losses. Here too, observables have log-periodic properties. In scattering processes, however, characteristic Efimov features originate from interference and resonant effects caused by the formation of Efimov states as $a$ is changed by the multiplicative factor $e^{\gamma/2}$ [34–37]. The first experimental observation of the Efimov effect was made by measuring atomic losses in an ultracold gas of $^{133}$Cs atoms [43]; this observation triggered many other experimental explorations.

Currently, signatures of Efimov states have been observed in ultracold gases of $^{133}$Cs [43–53], $^{39}$K [54, 55], $^6$Li [56–61], $^{40}$K [62–69], $^{85}$Rb [70, 71], $^{4}$He [72, 73], and heteronuclear gas mixtures of $^{4}$K–$^{87}$Rb [74], $^{40}$K–$^{87}$Rb [75], $^{6}$Li–$^{133}$Cs [76–80], and $^7$Li–$^{87}$Rb [81]. (Note that some debate [82, 83] still exists on the observations in [74].) This frenetic pace of activity has deepened and expanded our knowledge of this exotic phenomena and provided the field of few-body physics with a broad range of outstanding problems and possibilities.

From a more general perspective, the physics obtained from Efimov’s original work, or simply Efimov physics, has an even broader impact than the Efimov effect alone [84–86]. One immediate result is that the Efimov physics allows for a classification scheme in which all three-body systems with strong $s$-wave interactions fall into one of two categories: three-body attractive systems, where the attractive $1/R^2$ effective interaction occurs (that is characteristic of the Efimov effect) and three-body repulsive systems, in which, instead, a repulsive $1/R^2$ effective interaction emerges. Systems within the same class have similar scattering and bound state properties. For attractive systems, scattering observables display unique signatures due to the formation of Efimov states and are generally associated to strong atomic and molecular losses causing great instability and short lifetimes in ultracold gases. In contrast, although no Efimov states occur in repulsive three-body systems, scattering observables also display a signature characteristic that traces back to Efimov physics: the suppression of inelastic transitions and the consequent reduction of atomic and molecular losses. For such systems, the repulsive $1/R^2$ effective interaction prevents atoms from approaching each other at short distances, which, in turn, leads to a suppression of inelastic transitions and various universal properties for the system [87]. Therefore, the suppression of loss rates depends intimately on the strength of the Efimov repulsive interaction and is an extremely beneficial effect for ultracold gases that allows for long lifetimes and stability. This effect has been observed in two-component Fermi gases of $^{40}$K [88] and $^6$Li [89–96], as well as in heteronuclear Fermi–Fermi and Bose–Fermi mixtures of $^{40}$K–$^{87}$Rb [97], $^{40}$K–$^6$Li [98], $^6$Li–$^{174}$Yb [99], $^{23}$Na–$^{40}$K [100] and $^6$Li–$^7$Li [101]. Note that the nonexistence of Efimov states does not mean that other universal states can occur in repulsive systems. For a subclass of such systems, the interaction beyond the range in which Efimov potentials are repulsive ($r_0 \ll R \ll a$) can be attractive and support bound states. These states, today known as Kartavtsev–Malyshev (KM) states [102], can be extremely long-lived, have a very different nature than Efimov states, and have an important impact on the scattering properties of the system [102–105].

In this tutorial, we provide an analysis of strongly interacting three-body systems from a simple and conceptually clear perspective based on the adiabatic hyperspherical representation. It is not our goal to review the
theoretical approaches used to explore few-body problems, because more comprehensive reviews can be found in [42, 48, 106–116]. Rather, our goal is to focus on the broadness of Efimov physics and provide an intuitive picture of its impact on three-body scattering processes and, consequently, ultracold quantum gases. This tutorial is organized as follows. In section 2 we provide a brief discussion of the adiabatic hyperspherical representation and set the stage for the analyzes in the next sections. In section 3, by assuming contact interactions between atoms, we analyze the solutions of the three-body problem. Revisiting Efimov’s original work [38–41], we provide a classification scheme based on Efimov physics and discuss the energy spectrum for both Efimov and KM states. In section 4, using a pathway analysis for scattering processes [84–86, 117–119] combined with a simple WKB formulation [120], we derive both the energy and scattering length dependence of three-body scattering observables for all three-body systems with strong s-wave interactions. This pathway analysis provides a clear and intuitive physical picture of how the main signatures of Efimov physics appear in scattering processes. In section 5, we analyze the impact of Efimov physics in ultracold quantum gases, including finite temperature effects. In section 6, we briefly review the universal relations for Efimov features [42, 121–123] and discuss recent progress in understanding the origin of the universality of the three-body parameter and its four-body counterpart. In section 7, we summarize our analysis.

2. The hyperspherical way

The key idea behind the adiabatic hyperspherical representation [124–126] is to explore the quasi-separability of the corresponding hyperradial and hyperangular motions for systems with three or more particles. In this representation the hyperradius, $R$, determines the overall size of the system, while all other degrees of freedom are represented by a set of hyperangles, $\Omega$, describing the system’s internal motion and overall rotations. In many instances, this representation allows for the description of few-body systems in a similar way to a two-particle problem, but now in terms of the collective coordinate, the hyperradius $R$, thus providing a simple and conceptually clear physical picture for both bound and scattering processes. Although different choices of hyperspherical coordinates exist [110, 127–139], the three-body Schrödinger equation can always be written in a quasi-separable form as:

$$
\left[ -\frac{\hbar^2}{2\mu} \frac{\partial^2}{\partial R^2} + H_{\text{ad}}(R, \Omega) \right] \psi(R, \Omega) = E \psi(R, \Omega),
$$

(2)

which is obtained after separating the center-of-mass motion and rescaling the total wave function for the relative motion according to: $\psi = \psi(R^{3/2})$. In equation (2), $\mu$ is the three-body reduced mass, $\mu = m_1 m_2 m_3 / M$ with $M = m_1 + m_2 + m_3$ being the total mass and $m_i$ the mass of the $i$th particle and $E$ is the total (relative) energy of the system. The adiabatic Hamiltonian, $H_{\text{ad}}$, is given by

$$
H_{\text{ad}}(R, \Omega) = \frac{\lambda^2(\Omega)}{2} + \frac{15}{4} \frac{1}{2\mu R^2} h^2 + V(R, \Omega),
$$

(3)

and contains the hyperangular part of the kinetic energy as expressed through the grand-angular momentum operator, $\lambda^2(\Omega)$, and all the interparticle interactions via $V(R, \Omega)$. Although not necessary, it is typically assumed that the interactions are given in terms of a pairwise sum of the form

$$
V(R, \Omega) = v(r_{12}) + v(r_{23}) + v(r_{31}),
$$

(4)

where $r_{ij} = |\vec{r}_i - \vec{r}_j|$ is the distance between particles $i$ and $j$. In most cases, nonadditive three-body interactions can be easily introduced in equation (4) with effectively no cost to the calculations [140].

The quasi-separability of the hyperradial and hyperangular parts of the Schrödinger equation (2) is exploited by imposing an adiabatic expansion of the total wave function as

$$
\psi(R, \Omega) = \sum_{\nu} F_{\nu}(R) \Phi_{\nu}(R; \Omega),
$$

(5)

where $F_{\nu}(R)$ and $\Phi_{\nu}(R; \Omega)$ are the hyperradial wave functions and channel functions, respectively, with $\nu$ representing all quantum numbers necessary to specify each channel. The channel functions $\Phi_{\nu}(R; \Omega)$ form a complete set of orthonormal functions at each value of $R$ and are eigenfunctions of $H_{\text{ad}}$.

$$
H_{\text{ad}}(R, \Omega) \Phi_{\nu}(R; \Omega) = E_{\nu}(R) \Phi_{\nu}(R; \Omega).
$$

(6)

The eigenvalues $E_{\nu}(R)$ are the three-body hyperspherical potentials from which one can define three-body effective potentials for the hyperradial motion (see equation (8) below).

By substituting the total wave function (equation (5)) into the three-body Schrödinger equation (equation (2)) and projecting out the channel functions $\Phi_{\nu}$, we obtain the hyperradial Schrödinger equation,

$$
\left[ -\frac{\hbar^2}{2\mu} \frac{d^2}{dR^2} + W_{\nu}(R) - E \right] F_{\nu}(R)
$$

$$
-\frac{\hbar^2}{2\mu} \sum_{\nu'} W_{\nu'}(R) F_{\nu'}(R) = 0,
$$

(7)

which describes the three-body hyperradial motion under the influence of the effective potentials, $W_{\nu}(R)$ and nonadiabatic couplings, $W_{\nu'}(R)$, defined, respectively, as

$$
W_{\nu}(R) = U_{\nu}(R) - \frac{\hbar^2}{2\mu} Q_{\nu}(R),
$$

(8)

$$
W_{\nu'}(R) = 2P_{\nu'}(R) \frac{d}{dR} + Q_{\nu'}(R),
$$

(9)

where the first and second derivative couplings are determined from the hyperradial dependence of the channel functions,

$$
P_{\nu}(R) = \left\{ \Phi_{\nu} \frac{\partial \Phi_{\nu}}{\partial R} \right\} \text{ and } Q_{\nu}(R) = \left\{ \Phi_{\nu} \frac{\partial^2 \Phi_{\nu}}{\partial R^2} \right\}.
$$

(10)

The brackets denote integration over the hyperangular coordinates $\Omega$ only. Although nonadiabatic couplings are
generally associated with channel mixing and inelastic transitions in scattering processes, including $Q_{ni}(R)$ in the definition of the effective potential $W_i(R)$ (see equation (8)) is crucial for obtaining potentials with the correct behavior at large distances [106, 112, 141]. As it stands, equation (7) is exact. However, in practice, the sum over channels must be truncated, and the number of channels retained increased until one achieves the desired accuracy.

Solving the adiabatic equation (6), is the core, and often the hardest part, of the adiabatic hyperspherical representation. Nevertheless, once this task is performed, the effective potentials and nonadiabatic couplings, equations (8)–(10), determine all bound and scattering properties of the system through the solutions of the hyperradial Schrödinger equation (7) with proper boundary conditions, while still offering a simple and conceptually clear physical picture—which is no different than the usual radial two-body problem. Figure 1 displays a typical set of hyperspherical potentials for a system of three identical bosons interacting via the two-body interaction model: $v(r) = -D \text{sech}^2(r/r_0)$ [142] interacting via a simple two-body interaction: $v(r) = -D \text{sech}^2(r/r_0)$, with $D$ determining the potential depth and $r_0$ the characteristic range of the interaction. In figure 1 we adjust $D$ to support a total of 12 diatomic bound states.

From the structure of the three-body potentials, various properties of the system become evident, thus providing a clear physical picture for the system’s bound and resonant spectra as well as scattering processes. In the asymptotic regime, i.e., when $R$ is much larger than any other length scale in the problem, the three-body hyperspherical potentials can be uniquely identified with particular physical processes. Three-body potentials that converge asymptotically to the energy of diatomic molecular states are associated with molecular channels and represent atom–molecule scattering states. On the other hand, potentials converging to the zero-energy three-body threshold (black-dotted horizontal line in figure 1) are associated with three-body continuum channels and describe collisions of three free atoms. Molecular and three-body continuum potentials have their asymptotic expansion given by, respectively,

$$W_c(R) \simeq -E_0 + \frac{l(l+1)}{2\mu R^2} \hbar^2,$$

and

$$W_i(R) \simeq \frac{\lambda(\lambda+4) + 15/4}{2\mu R^2} \hbar^2,$$

where $E_0$ is the binding energy of the diatomic molecular state, $l$ is the relative angular momentum between the molecule and the atom, and $\lambda$ is a positive integer number labeling the eigenstates of the hyperangular kinetic energy operator $\lambda^2(\lambda)$ in equation (3). As we will show in section 4, the asymptotic form of the three-body potentials (equations (11) and (12)) determines the energy dependence of both low-energy elastic and inelastic scattering processes. In figure 1, bound and resonant states (schematically represented by the green-dashed lines) are defined for states with energies below and above the lowest molecular channel, respectively. This characterization of states is consistent with the fact that true bound states do not decay, while resonant states will have a finite lifetime due to transitions to energetically open molecular channels. Although not shown in figure 1, the importance of nonadiabatic couplings can be, in part, deduced from the structure of avoided-crossings. As usual, broad avoided-crossings imply in strong inelastic transitions while narrow ones indicate weak transitions. Although narrow avoided-crossings represent weak transitions, they are numerically challenging to describe. Nevertheless, simple changes of the adiabatic representation can fully address such problems [143].

In the next section, we apply the adiabatic hyperspherical representation for the three-body problem with two-body regularized Fermi pseudopotentials [144, 145], which allow us to account for $s$-wave interactions only and completely neglect finite-range effects. This interaction model, combined with the Faddeev representation for the total wave function [41, 146, 147] in Delves’ hyperspherical coordinates [128–130], allows for the determination of semianalytical solutions for the problem of three strongly interacting atoms and represents an ideal model for studying universal properties related to the Efimov physics.

3. Strongly interacting three-body systems

In this section, we provide an analysis of the solutions of the three-body problem with $s$-wave zero-range interactions, implemented in terms of specific boundary conditions. The
zero-range model is the basis of several other approaches to few-body systems and we refer to such works throughout this section. Evidently, zero-range model interactions can only capture the correct three-body physics at distances larger than the typical range of interatomic interactions. Nevertheless, this constraint is enough to allow for the exploration of many universal properties of the system. In fact, within the adiabatic hyperspherical representation, one can still incorporate modifications to these universal results that originate from the finite-range aspects of more realistic interactions based on simple physical arguments. Here, we revisit Efimov’s original approach and provide some modifications to it in order to impose the proper symmetrization of the total wave function. We also analyze the conditions for the occurrence of the Efimov effect, establish a universal classification scheme for all three-body systems with strong s-wave interactions, and discuss the structure of effective potentials and nonadiabatic couplings as well as the origin of universal three-body states.

3.1. Contact interactions

In his original seminal work [38–41], Efimov demonstrated that three-body effective interactions are strongly modified once the short-range two-body interactions become resonant, i.e., when the two-body s-wave scattering length, $a$, becomes much larger than the characteristic range of the two-body interactions $r_0$, $|a| \gg r_0$. Efimov’s work revealed that in the resonant regime, the scattering length becomes an important length scale in the problem, setting the range within which three-body interactions assume an unusual form for systems interacting via short-range potentials. When three particles are within distances smaller than, or comparable to, $|a|$ but still larger than $r_0$, the three-body interactions assume a long-range form that is proportional to $1/R^2$ and have a universal character, regardless of the details that cause the two-body interactions to be resonant. In this case, the three-body effective potentials $W_\nu$ are found to be conveniently parameterized by

$$W_\nu(R) = \frac{\xi^2}{2} - \frac{1}{4} \frac{1}{2\mu R^2} \hbar^2 \left( r_0 \ll R \ll |a| \right),$$

where $\xi$ is a universal quantity that determines the strength as well as the attractive and repulsive character of three-body interactions; $\xi$ depends only on very general properties of the system, such as the total angular momentum and parity, $J^z$, the number of resonant pairs of interactions, and the mass ratio of the particles [41]. Efimov’s central motivation was to analyze the cases in which the effective interaction is attractive, which is obtained when $\xi = \text{i} s_0$ is a purely imaginary number and inevitably leading to Efimov effect [38–41]. Nevertheless, the solutions leading to repulsive interactions, i.e., when $\xi$ is a real number, were not fully explored and, as we will show throughout this manuscript, they have an important impact in ultracold quantum gases.

Therefore, it is clear that the key quantity that controls Efimov physics is the coefficient $\xi$ in equation (13). To determine $\xi$, we follow closely Efimov’s original work [41] and present results in terms of the system’s permutation symmetry, mass ratio, and total angular momentum. One convenient way to perform this analysis is to write the total wave function in terms of the Faddeev components [41, 146, 147] in the following form:

$$\psi(R, \Omega) = c_1 \psi^{(1)}(\tilde{p}_3, \tilde{p}_1) + c_2 \psi^{(2)}(\tilde{p}_3, \tilde{p}_2) + c_3 \psi^{(3)}(\tilde{p}_2, \tilde{p}_3).$$

(14)

Each Faddeev component, $\psi^{(i)}$, favorably describes a particular configuration of the three-body system in terms of its mass-scaled Jacobi vectors $\tilde{p}_i$ and $\tilde{p}_j$ [128–130], defined in terms of the individual particle’s positions $\vec{r}_i$ and masses $m_i$ as

$$\tilde{p}_i = d_k^{-1} (\vec{r}_i - \vec{r}_k),$$

$$\tilde{p}_k = d_k \left( \frac{m_i \vec{r}_i + m_j \vec{r}_j}{m_i + m_j} \right),$$

(15)

where $d_k^2 = (m_k/\mu)(1 - m_k/M)$. Indices $\{i, j, k\}$ are cyclic permutations of $\{1, 2, 3\}$. Note that the different sets of Jacobi coordinates $(\tilde{p}_i, \tilde{p}_j)$ in the Faddeev decomposition of the total wave function (14) can be related to each other by means of a ‘kinematic rotation’ [41, 106]

$$\tilde{p}_i = -\tilde{p}_k \cos \gamma_k + \tilde{p}_j \sin \gamma_k,$$

$$\tilde{p}_j = -\tilde{p}_k \sin \gamma_k - \tilde{p}_j \cos \gamma_k,$$

(16)

where $\tan \gamma_k = (m_k M/m_j m_i)^{1/2} \sigma_{ijk}$, with $\sigma_{ijk}$ being the sign of the permutation $\{i, j, k\}$. The Faddeev components are, in general, determined from the solutions of a set of integro-differential Faddeev equations [106, 147]. However, as we will see next, the use of zero-range interactions greatly simplifies the problem.

One of the main advantages of using the zero-range interaction model is that this model allows for semianalytical solutions for the three-body problem [41]. The form of the s-wave zero-range potential that we use [144, 145] is

$$v(r_\nu) = \frac{4\pi a_\nu}{2\mu r_\nu} \delta^{(3)}(\vec{r}_\nu) \frac{\partial}{\partial r_\nu} r_\nu,$$

(17)

where $\mu_{ij} = m_i m_j/(m_i + m_j)$ is the two-body reduced mass, $a_{ij}$ the scattering length, and $\delta$ the usual three-dimensional Dirac-δ function. One important characteristic of this potential model is that it can support only a single bound state for $a_{ij} > 0$ that has a binding energy equal to $\hbar^2/2\mu_{ij} a_{ij}^2$. More importantly, it can be shown that the effect of this potential model is equivalent to imposing the Bethe–Peierls boundary condition on the total three-body wave function [41].

$$\frac{1}{(r_\nu \psi)} \frac{\partial}{\partial r_\nu} (r_\nu \psi) = -\frac{1}{a_{ij}}, \text{ at } r_\nu = 0.$$

(18)

This boundary condition, along with the corresponding boundary conditions for the pairs $jk$ and $kl$, fully represents all the interactions in the problem. Consequently, the determination of the Faddeev components becomes equivalent to solving the problem of three free particles, representing a tremendous simplification.

Within the hyperspherical framework, although the hyperradius, $R = (\tilde{p}_i^2 + \tilde{p}_j^2)^{1/2}$, is independent of the choice of Jacobi coordinates, each set of Jacobi vectors defines a set of hyperspherical coordinates [128–130], denoted collectively.
by \( \Omega_k \equiv \{ \alpha_k, \hat{\rho}_j, \hat{\rho}_k \} \), where
\[
\rho_j = R \sin \alpha_k, \\
\rho_k = R \cos \alpha_k,
\]
(19)
define the hyperangle \( \alpha_k \), and \( \hat{\rho}_j \) and \( \hat{\rho}_k \) are the usual spherical angles associated with the Jacobi vectors \( \hat{\rho}_j \) and \( \hat{\rho}_k \), respectively. (The relationship between different sets of hyper-spherical coordinates can also be obtained from the same kinematic relation between different Jacobi vectors (16) (see also [106]).) Here, using the adiabatic hyperspherical representation, the total wave function is still represented by the adiabatic expansion (5)
\[
\psi(R; \Omega) = \sum_{\nu} F_{\nu}(R) \Phi_{\nu}(R; \Omega),
\]
(20)
while the Faddeev decomposition in equation (14) is now imposed to the channel functions,
\[
\Phi(R; \Omega) = c_1 \phi^{(1)}(R; \Omega_1) + c_2 \phi^{(2)}(R; \Omega_2) + c_3 \phi^{(3)}(R; \Omega_3).
\]
(21)
Each of the Faddeev components is now determined from the adiabatic equation (6) for three noninteracting atoms,
\[
\left[ \frac{\hat{\mathcal{L}}_j(\Omega_k) + 15/4}{2\mu R^2} \right] h^2 - U_y(R) \phi^{(k)}_{\nu}(R; \Omega_k) = 0.
\]
(22)
In equation (22) the hyperangular kinetic energy operator, \( \hat{\mathcal{L}}_j \), is given by
\[
\hat{\mathcal{L}}_j(\Omega_k) = -\frac{\partial^2}{\partial \alpha_k^2} - 2(\cot \alpha_k - \tan \alpha_k) \frac{\partial}{\partial \alpha_k}
\]
\[+ \frac{L^2_j(\hat{\rho}_j)}{\sin^2 \alpha_k} + \frac{L^2_k(\hat{\rho}_k)}{\cos^2 \alpha_k},
\]
(23)
where \( L^2_j \) and \( L^2_k \) are the angular momentum operators for the pair \( ij \) and for the relative motion of the \( k \)th particle to the center-of-mass of the \( ij \) pair, respectively. Note that the hyperradial dependence in equation (22) originates exclusively from the boundary condition (18), which is now expressed as
\[
\frac{1}{(\sin \alpha_k \Phi)} \frac{\partial}{\partial \alpha_k}(\sin \alpha_k \Phi) = -\frac{dR}{a_j} \text{ at } \alpha_k = 0.
\]
(24)
In a more general problem, where atoms interact through some finite-range potential, each of the Faddeev components of the channel functions (equation (21)) should be expanded in terms of the eigenstates of the total angular momentum \( J \) and azimuthal projection \( M_J \), which are given by the Clebsch–Gordan series
\[
\mathcal{Y}_{l_j, l_k}(\hat{\rho}_j, \hat{\rho}_k) = \sum_{m_j, m_k} (l_j m_j l_k m_k | J M_J) \times \mathcal{Y}_{m_j m_k}(\hat{\rho}_j) \mathcal{Y}_{m_j m_k}(\hat{\rho}_k),
\]
(25)
where \( \mathcal{Y}_m \) is the spherical harmonic. As usual, the eigenstates of the total angular momentum (equation (25)) satisfy the rules for angular momentum addition: \( |l_j - l_k| \leq J \leq l_j + l_k \) and \( M_J = m_j + m_k \). Within the s-wave zero-range interaction model (17), however, only states with \( l_j = 0 \) and \( l_k = J \) interact and, as a result, only ‘parity-flavorable’ angular momentum states, i.e., \( J^\pi \) states with \( \pi = -(1)^J \) are relevant (see [135, 148]). Therefore, the s-wave interaction approximation allows us to write the Faddeev components simply as
\[
\phi^{(k)}_{\nu}(R; \Omega_k) = \frac{\varphi_0^{(k)}(\alpha_k)}{\sin \alpha_k \cos \alpha_k} Y_{00}(\hat{\rho}_j) Y_{M_J}(\hat{\rho}_k),
\]
(26)
where \( \varphi \) is the eigenfunction of the hyperangular kinetic energy operator \( \hat{\mathcal{L}}^k \) in equation (23), given by [41]
\[
\varphi_{\xi}^{(k)}(\alpha_k) = \cos \alpha_k \left[ \frac{1}{\sin \alpha_k \cos \alpha_k} \left[ \sin \left( \frac{\pi}{2} - \alpha_k \right) \right]^2 \right] \]
(27)
satisfying the boundary condition \( \varphi(\pi/2) = 0 \). The corresponding eigenvalues are equal to \( (\xi^2 - 4) \), allowing us to write (using equations (8) and (22)) the corresponding effective potential as
\[
W_{\xi}(R) = \frac{\xi^2}{2\mu R^2} - \frac{1}{4} \left[ \frac{1}{\sin \alpha_k \cos \alpha_k} \right] \left[ \sin \left( \frac{\pi}{2} - \alpha_k \right) \right]^2 \]
(28)
in terms of the, as yet unknown, parameter \( \xi \). General expressions for the nonadiabatic couplings \( P \) and \( Q \) (equation (10)) can also be derived in terms of \( \xi \), as shown in [102, 149]. For the purpose of our present study, however, we won’t need to determine the nonadiabatic couplings. We only need to know their general behavior, i.e., when and where they are important. For instance, for \( R \ll |a| \), since the boundary condition (24) becomes independent of \( R \), and so are \( \xi \) and the channel functions (21), the nonadiabatic couplings vanish, allowing us to neglect \( Q \) in equation (28).

Substituting equations (26) and (21) in the boundary condition (24), one obtains a set of transcendental equations from which \( \xi \) can be finally determined. From the kinematic relations (16), one can show that for \( \alpha_k = 0 \), the other two hyperangles are simply given by \( \alpha_1 = \gamma_{24}, \alpha_2 = \gamma_{24} \), while the spherical angles are related by \( \hat{\rho}_1 = \hat{\rho}_2 = -\hat{\rho}_4 \). Using these relations and a bit of algebra, one can rewrite the boundary condition (24) as
\[
\varphi_{\xi}^{(0)}(0) c_k + \frac{(-1)^j \varphi_{\xi}^{(0)}(\gamma_{24})}{\sin \gamma_{24} \cos \gamma_{24}} c_l
\]
\[+ \frac{(-1)^{j+1} \varphi_{\xi}^{(0)}(\gamma_{24})}{\sin \gamma_{24} \cos \gamma_{24}} c_j = -\frac{dR}{a_j} \varphi_{\xi}^{(0)}(0) c_k,
\]
(29)
where the derivative of \( \varphi \) at \( \alpha_k = 0 \) can be determined analytically for even values of \( J \),
\[
\varphi_{\xi}^{(0)}(0)_{\text{even}} = (1)^{-j+1} \frac{1}{\sqrt{2}} \sum_{j=1}^{J/2} [\xi^2 - (2j)^2] \cos \left( \frac{\pi}{2} \xi \right),
\]
(30)
and for odd values of \( J \),
\[
\varphi_{\xi}^{(0)}(0)_{\text{odd}} = (1)^{j+1} \frac{1}{\sqrt{2}} \sum_{j=1}^{(J+1)/2} [\xi^2 - (2j - 1)^2] \sin \left( \frac{\pi}{2} \xi \right).
\]
(31)
Equation (29) defines a homogeneous system of linear equations for the \( c_i \) coefficients of equation (21), where imposing that the corresponding determinant vanishes results in a transcendental equation determining all possible values of
\( \xi \). Nevertheless, since the channel functions (21) have no permutation symmetry, this transcendental equation contains all solutions. In the next section, we explicitly define the form of the transcendental equations resulting from the boundary condition (24) that accounts for the proper permutation symmetry. We then analyze the solutions \( \xi \) and characterize their strength as well as the attractive and repulsive aspects of the three-body potentials for all relevant three-body systems with \( s \)-wave interactions.

### 3.2. Boundary conditions

So far, our approach is completely general and does not take into account the specific permutational symmetry of the wave function. Doing so is a requirement for distinguishing the solutions for three-body systems with three identical bosons, \( \text{BBB} \), two identical bosons, \( \text{BBX} \), and two identical fermions, \( \text{FFX} \). Hereafter, \( B \) and \( F \) denote bosonic and fermionic atoms, respectively, while \( X \) (or in some cases, \( Y \) or \( Z \)) denotes a distinguishable atom that can be either a boson or fermion with different mass or in a different spin state. Within the Faddeev approach, the proper permutation symmetry can be imposed directly in the total wave function (equations (20) and (21)) in a simple and intuitive manner. Moreover, in the scenario relevant for ultracold quantum gases, atoms are found in a single spin state, which allows for the permutation symmetry be imposed only on the spacial part of the wave function. Also, within the adiabatic hyperspherical representation, since the hyperradius \( R \) is invariant under any permutation, the symmetry properties of the total wave function (20) are imposed in the channel functions (21) only.

It is important to emphasize that in general, for problems in which the internal spin structure or the multichannel nature of the interactions becomes important, the symmetrization of the total wave function must be done more carefully [118, 119, 150].

As we will see next, various properties of three-body systems will depend only on the mass ratio between the distinguishable particles rather than on the values of the individual masses, leading us to define \( \delta_{XY} = m_X/m_Y \) as the mass ratio between the atomic species \( X \) and \( Y \). Besides determining the proper symmetrized boundary conditions for each system (expressed in terms of a transcendental equation), we will also analyze various properties of Efimov physics in terms of the mass ratio and total angular momentum \( J \). In all cases, however, we will see that the boundary conditions admit at most a single purely imaginary solution and an infinite number of real solutions.

#### a. Three identical bosons (\( \text{BBB} \)).

An advantage of the Faddeev representation for the total wave function is that the symmetrization procedure is simple. To impose the desired permutational symmetry, one needs to determine the proper relation between \( c_1 \), \( c_2 \) and \( c_3 \) in the Faddeev decomposition of the channel function (21) or, equivalently, in the total wave function (14). For \( \text{BBB} \) systems, requiring \( c_1 = c_2 = c_3 \) is enough to obtain a completely symmetric wave function. In this case, using the symmetrized solution (equation (21) with \( c_1 = c_2 = c_3 = c_B \)) and proceeding as with the derivation of equation (29), we find that, for \( \text{BBB} \) systems, \( \xi \) is determined by solving the transcendental equation

\[
\psi_\xi^0(0) + \frac{(-1)^J \psi_\xi^0(\gamma_B)}{\sin \gamma_B \cos \gamma_B} = -\frac{2^{1/2}}{3^{1/2} a_{BB}} \phi_\xi^0(0),
\]

where \( \gamma_B = \pi/3 \), and \( \phi^0 \) and \( \psi^0 \) are given by equations (27), (30) and (31), respectively. In the range of \( R \) where \( R/|a_{BB}| \ll 1 \), this boundary condition becomes \( R \) independent, and \( \xi \) becomes constant. As a result, since nonadiabatic couplings vanish in this case, the effective potentials in equation (28) are simply proportional to \( R^{-2} \) within the range \( r_0 < R < |a_{BB}| \). The actual repulsive or attractive aspect of the three-body interaction within this range, i.e., whether equation (32) admits a purely imaginary solution, can be determined by inspection. In fact, solving equation (32) for different values of \( J \) allows us to conclude that the Efimov effect can only occur for identical bosons in the \( J^0 = 0 \) state and where it is associated with the imaginary solution \( \xi \approx 1.00624i \) [38–41], obtained by substituting \( \xi = i\xi_0 \) into equation (32) and solving it for \( \xi_0 \). For all other values of \( J^0 \neq 0 \), equation (32) only admits real solutions for \( \xi \) and, consequently, the three-body potentials are repulsive. Because of the trigonometric nature of the terms in equation (32), there exist an infinite number of such real solutions.

#### b. Two identical bosons (\( \text{BBX} \)).

For bosonic \( \text{BBX} \) systems, the most general case involves two types of resonant interactions with associated large values for the \( a_{BB} \) and \( a_B \) scattering lengths. In ultracold quantum gases, this situation can occur when there exists an overlap between two Feshbach resonances [117]. In this case, to determine the boundary condition with proper permutation symmetry, we use the symmetrized form of the wave function (21) obtained by requiring that \( c_1 = c_2 \) and \( c_2 = c_3 = c_B \). The boundary condition (29) now leads to a system of equations for \( c_X \) and \( c_B \) given by

\[
\psi_\xi^0(0) c_B + \frac{(-1)^J \psi_\xi^0(\gamma_B)}{\sin \gamma_B \cos \gamma_B} c_X = -\left( \frac{\delta_{XB} + 1}{\tan \gamma_X} \right)^{1/2} \frac{R}{a_{BX}} \phi_\xi^0(0) c_B, \]

where \( \tan \gamma_B = [(\delta_{XB} + 2)/\delta_{XB}]^{1/2}, \tan \gamma_X = [\delta_{XB}(\delta_{XB} + 2)]^{1/2}, \) and \( \delta_{XB} = m_X/m_B \). For this homogeneous linear system, requiring the determinant to vanish determines the value of \( \xi \). As one can see, equations (33) and (34) depend on the mass ratio \( \delta_{XB} \) instead of the individual atomic masses, as do their solutions \( \xi \). Nevertheless, since equations (33) and (34) depend on more than one scattering length, the structure of the three-body potentials can be, in general, more complicated [117].
We can, however, simplify our analysis for BBX systems if we assume that the interaction between identical particles is not resonant, and set \( a_{BB} = 0 \). In this case, one obtains \( c_X = 0 \) (from equation (34)) and the boundary condition in equation (33) reduces to

\[
\psi^I_\xi (0) + \left(-1\right)^J \varphi^I_\xi (\gamma_X) \sin \gamma_X \cos \gamma_X = \left( \frac{\delta_{XB} + 1}{\tan \gamma_X} \right)^{1/2} \frac{R}{a_{BB}} \varphi^I_\xi (0). \tag{35}
\]

Analysis of the solutions of this transcendental equation shows that the Efimov effect occurs for \( J^* = 0^+ \) (i.e., equation (35) admits a purely imaginary solution) for all values of the mass ratio \( \delta_{XB} \). For even values of \( J^* \), the Efimov effect can also occur, but only for values of the mass ratio below a critical value, \( \delta_c \). We analyze these cases in more detail, along with their physical interpretation in section 3.3. On the other hand, for odd values of \( J^* \), equation (35) only permits real solutions, and the corresponding three-body systems are repulsive. A similar analysis can also be performed if the interaction between the dissimilar particles is not resonant, i.e., \( a_{BB} = 0 \). In this case, the only resonant pair is the one involving the identical bosons. This results in \( c_B = 0 \) (from equation (33)), and equation (34) reduces to

\[
\psi^I_\xi (0) = - \left( \frac{2}{\tan \gamma_B} \right)^{1/2} \frac{R}{a_{BB}} \varphi^I_\xi (0), \tag{36}
\]

This equation does not allow for purely imaginary solutions for \( \xi \) for any value of the mass ratio \( \delta_{XB} \) and total angular momentum \( J \). In fact, in the limit \( R/|a_{B1}| \to 0 \), the solutions of equation (36) are quite simple, \( \xi = J + 1, J + 3, J + 5, \ldots \), irrespective of the value of the mass ratios [86].

c. Two identical fermions (FFX). For fermionic FFX systems, the antisymmetric form of the wave function (21), or, equivalently, the total wave function (14), is obtained by requiring \( c_2 = -c_3 = c_F \). Evidently, since \( s \)-wave interactions are not allowed for identical fermions, one has to set the coefficient \( c_F \), corresponding to the pair \( FF \), to zero in equation (21). Therefore, for these systems the only possible scattering length is \( a_{FX} \), and the boundary condition (equation (29)) is considerably simplified,

\[
\psi^I_\xi (0) - \left(-1\right)^J \varphi^I_\xi (\gamma_F) \sin \gamma_F \cos \gamma_F = \left( \frac{\delta_{XF} + 1}{\tan \gamma_F} \right)^{1/2} \frac{R}{a_{FX}} \varphi^I_\xi (0), \tag{37}
\]

where \( \tan \gamma_F = [\delta_{XF} (\delta_{XF} + 2)]^{1/2} \) and \( \delta_{XF} = m_X/m_F \). Here, again the transcendental equation depends on the mass ratio \( \delta_{XF} \) instead of the individual atomic masses, and so do their solutions \( \xi \). The analysis of equation (37) shows that for all even values of \( J^* \), no purely imaginary solutions exist. Thus their resulting effective potentials are always repulsive within the range \( r_0 \ll R \ll |a_{FX}| \). For odd values of \( J^* \), however, the Efimov effect can in fact occur for FFX systems, but only for mass ratios below a certain critical value, \( \delta_c \), in a way similar to BBX systems with even values of \( J^* \). We discuss such cases in more detail in section 3.3.

To illustrate the approach developed in this section, figures 2(a) and (b) show a plot of the left-hand side of equations (35) and (37) for BBX and FFX systems, respectively, for \( J^* = 0^+ \) and \( \delta_{XB} = \delta_{XF} = 1 \) (see green-dashed and blue dotted–dashed lines in figure 2). The zeros in these plots represent the solutions of equations (35) and (37) in the \( R/|a| \to 0 \) limit. The red solid line in figure 2 corresponds to the determinant obtained from the nonsymmetrized boundary condition (29) and shows that our symmetrized boundary conditions (35) and (37) correctly reproduce the full spectrum of solutions.

3.3. Conditions for the Efimov effect

In this section we discuss in more detail three-body systems in which the Efimov effect occurs. The analysis of solutions to the boundary conditions determined in the previous section gives us a precise idea of the conditions under which a particular three-body system will display an attractive \( 1/R^2 \) effective potential, which is characteristic of the Efimov effect. Whenever a particular boundary condition allows for a purely imaginary solution for \(\xi \) for \( R/|a| \ll 1 \), the Efimov coefficient \( s_0 = -i \xi \) determines the strength of the Efimov potential (13),

\[
W_\xi = \frac{s_0^2 + 1/4}{2\mu R^2} h^2. \tag{38}
\]

According to our discussion in the previous section, a necessary, but not sufficient, condition for the occurrence of the Efimov effect is that at least two of the pairs of interactions must be resonant. Efimov’s original work [41] also claims that the persistence of the Efimov effect is a result of a delicate balance between the repulsive and attractive contributions from the kinetic and potential energies, respectively. We discuss the cases in which the Efimov effect occurs in terms of this balance, giving further insight into the nature of this intriguing phenomena.

We begin with three identical bosons in the \( J^* = 0^+ \) state. In this case, the Efimov effect is present and associated with the solution \( \xi \approx 1.00624 i \) of the boundary condition (32) for \( R/|a_{B1}| \ll 1 \). For the \( J^* = 0^+ \) symmetry, equation (32) only allows real solutions, i.e., the system is
Figure 3. Values of $\xi$ for BBX and FFX systems obtained from the solutions of equations (35) and (37), respectively. These results demonstrate that for BBX systems the Efimov effect occurs for even partial waves, and the effect occurs for FFX systems for odd partial waves and values of $\delta$ below a critical $\delta^{(2)}$ ($\delta^{(2)} \approx 0.073492$, $\delta^{(3)} \approx 0.025887$, $\delta^{(3)} \approx 0.013159$).

described by repulsive $1/R^2$ effective potentials. In contrast, for BBX and FFX heteronuclear systems, the Efimov effect occurs for even and odd values of $J^* > 0$, respectively, below a critical mass ratio, $\delta^{(2)}$. For $J^* = 0^+$ BBX systems, the Efimov effect occurs for all mass ratios [41]. From equations (35) and (37), the critical value of the mass ratio is found to be: $\delta^{(1)} \approx 0.073492$, $\delta^{(2)} \approx 0.025887$, and $\delta^{(3)} \approx 0.013159$, for $J^* = 1^+$, $2^+$ and $3^+$, respectively. Figure 3 shows the values of $\xi$ obtained from equations (35) and (37) in the regime in which $R/a < 1$, as a function of the relevant mass ratios and indicates the corresponding values of $\delta$. In figure 3, only the lowest solution for each value of $J^*$ is shown, clearly displaying the transition from a repulsive (real $\xi$) to an attractive (imaginary $\xi$) interaction regime as the mass ratio decreases. In fact, for small mass ratios, the corresponding values for the Efimov coefficient, $s_0 = -i\xi$, diverge as $\delta^{-1/2}$ [41]. For large mass ratios, the attractive solution $\xi = i\xi_0$ disappears or becomes vanishingly small.

The increase of the $s_0$ coefficient for BBX and FFX systems with small mass ratios implies that systems composed of two heavy and one light particles possess a stronger attractive $1/R^2$ effective interaction and can be thought of as ‘Efimov favorable’ systems. Systems with large values for $s_0$ have a denser energy spectrum and a smaller value for the geometric-scaling parameter $\varepsilon^{3/2}$, thus resulting in a better scenario for experimental observations [85, 151]. On the other hand, systems of two light and one heavy particles (large mass ratios) have a weaker attraction and are thought of as ‘Efimov unfavorable’ systems. For $J^* = 0^+$ BBX systems, where both $a_{BB}$ and $a_{BX}$ scattering lengths are large, the scenario for the mass ratio dependence of $s_0 = -i\xi$ is substantially changed [117]. In this case, setting $|a_{BB}| = |a_{BX}| = \infty$ in equations (33) and (34), we find that the values for the purely imaginary solution, $\xi^* = i\xi_0$, still diverge for small $\delta_{XB}$; however, the values remain finite for large $\delta_{XB}$.

Figure 4 shows the results for the Efimov constant $s_0^*$ and geometric scaling factor $\varepsilon^{3/2}$ (green-dashed lines). For comparison, figure 4 also shows the corresponding results for BBX systems with $a_{BB} = 0$, and $|a_{BX}| = \infty$, $s_0$ and $\varepsilon^{3/2}$ (solid red lines). We find that the smallest value for $s_0^*$ occurs at $\delta_{XB} = 1$ and corresponds to the value obtained for BB systems, $s_0 \approx 1.00624$ (see figure 4(a)). As a result, the largest value for $\varepsilon^{3/2}$ also corresponds to $\varepsilon^{3/2} \approx 22.6942$ at $\delta_{XB} = 1$ (see figure 4(b)). Therefore, the effect of the resonant intraspecies interaction is to make the attractive $1/R^2$ effective interaction substantially stronger to the extent that even ‘Efimov unfavorable’ systems (two light and one heavy particles) become more favorable.

From this analysis, it is clear that the occurrence of the Efimov effect covers a broad class of systems and symmetries. Efimov, in his original work [41], interpreted the critical value of the mass ratio where the attractive $1/R^2$ effective potential for $J^* = 0$ emerges, $\delta$, as the point at which the attraction induced by the potential energy overcomes the kinetic energy centrifugal barrier. This interpretation implies
that the effective interaction for \( J^\pi = 0 \) can be written as,
\[
-\frac{(s_0^J)^2}{2\mu R^2}h^2 \approx -\frac{(s_0^{J=0})^2}{2\mu R^2}h^2 + \frac{J(J+1)}{2\mu R^2}h^2,
\]
where \( s_0^J \) is the Efimov constant for the system in the \( J^\pi \) state. Equation (39) decomposes the effective interaction in terms of the \( J^\pi = 0^+ \) interaction and a kinetic energy term proportional to \( J(J+1) \). This decomposition is, of course, only an approximation. Nevertheless, it allows us to determine \( s_0 \) as
\[
s_0^J = [(s_0^{J=0})^2 - J(J+1)]^{1/2},
\]
and compare it to the exact values obtained from the boundary conditions in equations (35) and (37). This comparison is shown in figure 5, where results from equation (40) are shown as solid lines, and the exact results for \( J^\pi = 1^-, 2^- \) and \( 3^+ \) are shown as dashed, dotted-dashed and dotted lines, respectively. This qualitative agreement clearly indicates that the kinetic energy is the key factor that prohibits the Efimov effect for \( J^\pi \neq 0 \) states with a mass ratio beyond \( \xi \).

### 3.4. Universal classification scheme

In section 3.3, we showed that, as a result of the Efimov physics, the three-body effective potentials are proportional to \( 1/R^2 \) in the range \( r_0 \ll R \ll |a| \), with their strength, as well as their attractive or repulsive character, depending on the number of resonant pairs, permutation symmetry, angular momentum state, and mass ratios. This fact motivated us to propose in [84] a classification scheme of the Efimov physics where all three-body systems with resonant s-wave interactions can be sorted out in one of two categories: three-body attractive systems (i.e., systems in which the Efimov effect occurs) and three-body repulsive systems (i.e., systems in which the Efimov effect is absent). Within this universal classification scheme, discussed further in section 4, three-body systems falling into the same category have qualitatively similar ultracold scattering properties [84, 85]. Here we detail our classification scheme by characterizing the effective three-body potentials and the important properties of nonadiabatic couplings between the relevant three-body channels.

#### 3.4.1. Effective potentials and couplings

Taking account of the analysis and discussions presented in the previous sections, the three-body effective potentials can be divided into three distinct regions in \( R \), where different physics controls the specific form of the interactions: the short-range region, \( R \approx r_0 \), the Efimov region, \( r_0 \ll R \ll |a| \), and the asymptotic region, \( R \gg |a| \). For distances smaller than the characteristic range of the interatomic interactions, \( R \approx r_0 \), all particles are close to each other, and the effective potentials depend on the details of the interatomic potentials. Note that the zero-range model explored in the previous sections does not account for the proper behavior of the interatomic interactions at short distances. For this reason, and the fact that the potentials for \( R \approx r_0 \) are nonuniversal, i.e., they can vary from system to system, we will not specify the potentials in this region. However, the importance of nonuniversal physics will be made clear whenever appropriate.

In contrast, the effective potentials within the Efimov region, \( r_0 \ll R \ll |a| \), are universally determined. The fact that the effective potentials in this region can only be attractive or repulsive \( 1/R^2 \) effective potentials is what establishes our classification scheme. Instead of parameterizing the potentials in terms of \( \xi \), as shown in sections 3.1 and 3.2, it is more convenient to parameterize the potentials in a way that reflects the two different categories. For attractive systems, the potentials within the Efimov region are parameterized by the coefficients \( s_{\nu} \):
\[
W_\nu(R) = -\frac{s_{\nu}^2 + 1/4}{2\mu R^2}h^2, \quad \text{and} \quad W_{\nu}^C(R) = \frac{s_{\nu}^2 - 1/4}{2\mu R^2}h^2,
\]
where \( s_{\nu} \) is the usual Efimov coefficient, and \( s_{\nu} (\nu > 0) \) are the coefficients associated with all other repulsive potentials. Similarly, for repulsive systems the potentials are now parameterized by the coefficients \( p_{\nu} \):
\[
W_\nu(R) = \frac{p_{\nu}^2 - 1/4}{2\mu R^2}h^2, \quad \text{and} \quad W_{\nu}^C(R) = \frac{p_{\nu}^2 + 1/4}{2\mu R^2}h^2,
\]
where \( p_0 < p_\nu \), characterizing all repulsive potentials within this category. We note that these potentials only describe the physics for channels in which s-wave interactions are resonant. Other three-body channels associated with higher partial-wave states are, to a very good approximation, insensitive to variation of the scattering length.

In the asymptotic region, \( R \gg |a| \), the form of the effective potentials is also universal. The effective potentials in this region, however, can describe two types of asymptotic behavior. They can be associated with molecular channels that describe atom–molecule scattering and with three-body continuum channels that describe collisions of three free
atoms. The asymptotic form of the effective potentials for molecular and continuum channels can be determined analytically. Their leading-order terms are given, respectively, by [106, 141, 142]

\[ W_\alpha(R) \approx E_{\alpha'} + \frac{(l + 1)}{2\mu R^2} \hbar^2, \quad (43) \]

and

\[ W_\beta(R) \approx \frac{\lambda(\lambda + 4) + 15/4}{2\mu R^2} \hbar^2. \quad (44) \]

In equations (43) and (44), the diatomic molecular state energy \( E_{\alpha'} \) is labeled by its ro-vibrational quantum numbers \( v \) and \( l' \); \( l \) is the relative angular momentum between the molecule and the atom; and \( \lambda \equiv 2n_\lambda + l + l' \), and \( n_\lambda \) are positive integers labeling the eigenstates of the hyperangular kinetic energy operator (23), determined by the total angular momentum \( J' \) and permutation symmetry. Note, again, that here we are only interested in channels representing strong s-wave interactions. In this case, since \( l \) and \( l' \) satisfy the triangular inequality, \( |l - l'| \leq l \leq l' \), for an s-wave state, we have \( l' = 0 \) and \( l = J \), restricting the number of relevant molecular and continuum channels. In fact, although, in general, many molecular channels (43) can exist, the only one relevant for strong s-wave interactions is the one associated with the molecular state for \( a > 0 \), with energy \( E_{\alpha'}^0 \propto -1/a^2 \). Channels associated with non s-wave interactions are largely insensitive to \( a \) and can be simply described by the potentials in equations (43) and (44) for \( R \gg r_0 \). These channels correspond, respectively, to deeply bound molecular channels and continuum states associated with states where \( l' = 0 \) [106].

The connection between the potentials in the Efimov and asymptotic regions is made in a one-to-one correspondence according to their energy and occur smoothly across \( R = |a| \) [142]. For instance, the lowest potential in the Efimov region smoothly connects to the lowest potential in the asymptotic region. The physics implied from these connections, however, depends on the sign of \( a \), because of the presence of the s-wave weakly bound diatomic molecule for \( a > 0 \). For instance, for three-body attractive systems, when \( a > 0 \), the attractive \( 1/R^2 \) effective potential in equation (41) occurs in the weakly bound molecular channel (43), while all repulsive \( 1/R^2 \) effective potentials in equation (41) connect to the continuum channels (44). For \( a < 0 \), however, the attractive \( 1/R^2 \) effective potential occurs in the lowest three-body continuum channel in equation (44)—associated with the lowest-allowed value of \( \lambda \). All other repulsive potentials in equation (41) connect to the other higher-lying continuum channels in equation (44). A similar analysis applies for the repulsive systems.

Figure 6 shows a schematic representation of the relevant low-lying potentials for both attractive (figures 6(a) and (b)) and repulsive (figures 6(c) and (d)) systems with \( a > 0 \) and \( a < 0 \). Note that the form of the potentials near \( R = |a| \) is omitted in this schematic representation since their actual form are different from equations (43) to (42). The potentials in this region, however, are smooth functions of \( R \) and are also expected to be universal. We also omitted the form of the potentials in the \( R \lesssim r_0 \) (see shaded region in figure 6), because the potentials within this region are expected to be nonuniversal. The connection between the effective potentials in the Efimov and asymptotic regions can be derived by following the proper labels in the figure. For \( a > 0 \) (figures 6(a) and (c)), the channel \( \alpha \) connects asymptotically to the lowest continuum channel, while the channel \( \beta \) connects asymptotically to the s-wave weakly bound molecular channel. For \( a < 0 \) (figures 6(b) and (d)), since the weakly bound molecular channel is absent, the \( \alpha \) and \( \beta \) channels connect asymptotically to the second-lowest and lowest continuum channels, respectively. The channel \( \gamma \) in figure 6 represents collectively all possible (nonresonant) deeply bound molecular channels, \( \gamma \equiv \{\gamma_1, \gamma_2, \ldots\} \), that are insensitive to variations of \( a \). Figure 6 also represents schematically the nonadiabatic couplings for the relevant channels, i.e., \( W_{\alpha\beta}, W_{\alpha\gamma}, \) and \( W_{\beta\gamma} \), in the regions where inelastic transitions are most likely. At short distances, \( R \lesssim r_0 \), since all particles are close together, nonadiabatic couplings are expected to be strong between all channels. Near \( R = |a| \), however, since only the \( \alpha \) and \( \beta \) channels vary strongly with \( a \), only the \( W_{\alpha\beta} \) coupling is expected to be important. We have verified all these assumptions numerically [142].

Figure 6 represent all relevant channels and couplings necessary to describe three-body scattering processes at ultracold energies, as will be further explored in section 4. The particular form of the potentials and couplings near \( R = r_0 \) and \( R = |a| \) will be shown to be encapsulated in specific constants within our model. Simply knowing the leading-order terms of the potentials and the general form of the nonadiabatic couplings is enough to determine the pathways for elastic and inelastic collisions as well as the resulting energy and scattering length dependence of the ultracold three-body scattering observables.

3.4.2. Summary: classification scheme. Accordingly to the discussion in the previous section, the classification of strongly interacting (s-wave) three-body systems relies on the understanding of Efimov physics, which determines whether a system falls into the category for attractive or repulsive systems. There exist, however, only four types of systems that allow for s-wave interactions, namely: \( BBB, BBX, FFX \) and \( XYZ \) (i.e., three dissimilar particles). In the case of homonuclear systems, \( BBX, FFX \) and \( XYZ \) systems will be represented by \( BB\bar{B}, F\bar{F}F \) and \( BB'B'' \) (or \( F'F'' \)), respectively, where the prime indicates a different internal spin state. For homonuclear systems, table 1 lists the two lowest Efimov coefficients, \( s_p \) and \( p_l \) controlling the strength of the \( 1/R^2 \) effective potentials for attractive and repulsive systems (equations (41) and (42)), respectively. These results were obtained by solving equations (32)–(37). Table 1 also lists the quantum numbers \( J \) and \( \lambda \) characterizing the system’s asymptotic behavior (see equations (43) and (44)). The only homonuclear systems that fall into the category of attractive systems are \( BBB \) and \( BBB' (\bar{a}_{BB}) \) in the \( J^* = 0^+ \) state. The table also displays the solutions for \( XYZ (a_{XY}) \) systems, since
Table 1. Coefficients and asymptotic quantum numbers characterizing the effective potentials for homonuclear three-body systems. In the range \( r_0 \ll R \ll |a| \), the potentials are characterized by the Efimov coefficients, \( s_i \), and \( p_i \) (see equations (41) and (42)). For \( R \gg |a| \) the s-wave weakly bound molecular channel is characterized by the relative atom–molecule angular momentum \( l \) (\( =J \)), and three-body continuum channels are determined by the values of \( \lambda \) (see equations (43) and (44)). Note that the quantum numbers \( l \) and \( \lambda \) do not depend on the atomic mass ratios.
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**Figure 6.** Schematic representation of the effective potentials and couplings for attractive, (a) and (b), and repulsive, (c) and (d), three-body systems. For \( a > 0 \), (a) and (c), the channel \( ' \alpha ' \) denotes the lowest continuum channel and represents collisions of three free atoms. \( \gamma \) denotes the weakly bound molecular channel, representing atom–molecule collisions, and \( \gamma \equiv \{ \gamma_1, \gamma_2, \ldots \} \) collectively denotes deeply bound (nonresonant) molecular channels. For \( a < 0 \) (b) and (d), however, since there are no weakly bound molecules, both \( ' \alpha ' \) and \( ' \gamma \) channels describe three free atoms.

| System       | \( J^s \) | \( s_0 \)  | \( s_1 \)  | \( p_0 \)  | \( p_1 \)  | \( l \)  | \( \lambda \) |
|--------------|-----------|------------|------------|------------|------------|-------|----------|
| BBB(\( a_{BB} \)) | 0\(^+\)   | 1.0062378  | 4.4652946  | 0          | 0          | 4     | ...      |
|              | 1\(^-\)   | 2.8637994  | 6.4622044  | 1          | 3          | 5     | ...      |
|              | 2\(^+\)   | 2.8233419  | 5.5082494  | 2          | 2          | 4     | ...      |
| BBB(\( a_{BB} \)) | 0\(^+\)   | 0.4136973  | 3.4509891  | 0          | 0          | 2     | ...      |
|              | 1\(^-\)   | 2.2787413  | 3.6413035  | 1          | 1          | 3     | ...      |
|              | 2\(^+\)   | 2.9073507  | 5.2232519  | 2          | 2          | 4     | ...      |
| System       | \( J^s \) | \( p_0 \)  | \( p_1 \)  | \( l \)  | \( \lambda \) |
| FFF(\( a_{FF} \)) | 0\(^+\)   | 2.1662220  | 5.1273521  | 0          | 2          | 4     | ...      |
|              | 1\(^-\)   | 1.7772243  | 4.3582493  | 1          | 1          | 3     | ...      |
|              | 2\(^+\)   | 3.1049769  | 4.7954054  | 2          | 2          | 4     | ...      |
| BBB(\( a_{BB} \)) | 0\(^+\)   | 1.0000000  | 3.0000000  | 0          | 0          | 2     | ...      |
| XYZ(\( a_{XY} \)) | 1\(^-\)   | 2.0000000  | 4.0000000  | 1          | 1          | 3     | ...      |
|              | 2\(^+\)   | 3.0000000  | 5.0000000  | 2          | 2          | 4     | ...      |

Those have the same values for \( p_\nu \) as \( BBB'(a_{BB}) \) systems, regardless of the mass ratios.

For heteronuclear systems, the classification of three-body systems into attractive and repulsive systems, as well as the strength of their interactions, depends on the value of the mass ratios. In fact, three-body effective potentials can change their nature from repulsive to attractive for mass ratios smaller than the critical value, \( \delta_c \). This change in nature is shown in figure 7 for the mass ratio dependence of the coefficients \( s_i \) and \( p_i \) for \( BBX \) and \( FFX \) systems, which can be obtained by solving equations (35) and (37), respectively. In this figure, while \( J^s = 0^+ \) \( BBX \) systems always fall into the category of attractive systems, \( J^s \)-even states are only attractive systems for \( \delta < \delta_c \). A similar result applies to \( FFX \) systems, where the system is attractive only for \( J^s \)-odd states with \( \delta < \delta_c \) (see section 3.3). For all other cases, the systems fall into the category of repulsive interactions. Therefore, to establish the classification of heteronuclear systems, one needs to account for their proper mass ratio dependence. This accounting is done in table 2, which summarizes the classification of three-body systems with s-wave resonant interactions. The only restriction made while classifying the systems listed in table 2 is that only one type of interaction is resonant, i.e., interspecies and intraspecies interactions are not simultaneously resonant. When the system has strong interspecies...
and intraspecies interactions, e.g., when different Feshbach resonances overlap [117], our classification scheme does not necessarily apply, since now the system can have mixed characteristics of both categories (see [117]).

The present classification scheme allows general results to be obtained for the relevant scattering observables in three-body systems, as it will more become evident in section 4. In fact, we find that systems that fall into the same category share similar scattering properties because of their shared potential and coupling structure. For instance in attractive systems, scattering observables display a nontrivial dependence on the scattering length that is intimately related to the Efimov effect. For repulsive systems, scattering observables have, in general, a simpler scattering length dependence characterized by the suppression of inelastic processes. In both cases, however, the behavior of three-body scattering observables is a direct consequence of Efimov physics.

### 3.5. Efimov and other universal states

Before we move towards analyzing the relevant scattering processes in ultracold gases, which are described in detail in the next section, it is instructive to build up an intuition of some of their properties derived from the energy spectrum for strongly interacting three-body systems. Understanding the energy spectrum gives an intuitive idea of when important resonant effects appear in ultracold scattering observables.

For systems in which the Efimov effect occurs (see table 2), it is important to realize that the attractive $1/R^2$ effective interaction only holds for $r_0 < R < |a|$. In that sense, an infinity of Efimov states is only obtained when $|a| = \infty$. For large, but finite, values of $a$ only a finite number of states can exist. In figure 8(a), we show schematically the energies of the lowest three Efimov states (green-dashed lines)—the shaded area in the figure indicates the region of the spectrum in which other high-lying states would appear. Note that although we indicate that such a spectrum corresponds to a $BBB$ system, the same general form of the spectrum is also valid for any attractive system. As expected, figure 8(a) shows that as $|a|$ increases, the number of Efimov states increases. In fact, an estimate of the number of Efimov states can be obtained from [41]

$$N \approx \frac{s_0}{\pi} \ln(|a|/r_0).$$

This result implies a fundamental property of the Efimov effect: whenever $a$ is increased by the geometric factor $e^{s_0/\pi}$, a new Efimov state is formed. This property is also shown in figure 8(a). For $a > 0$, Efimov states emerge from the atom–molecule threshold $(B_2 + B)$ in figure 8(a), corresponding to the weakly bound molecular channel, as illustrated in figure 8(b). For $a < 0$, however, Efimov states emerge from the three-body breakup threshold $(B + B + B)$, which now corresponds to the lowest three-body continuum, as
schematically represented in figure 8(c). As we can see in both cases, as $|a|$ increases, so does the range in which the attractive $1/R^2$ effective potential holds ($r_0 \ll R \ll |a|$), thus causing the increase on the number of Efimov states the system can support. In terms of the scattering properties, it is evident that the formation of Efimov states as $a$ increases should lead to characteristic Efimov features, such as interference minima and/or resonance peaks, in the low-energy three-body scattering observables. Moreover, Efimov features in scattering observables should be expected to log-periodic, since a new state is formed any time $a \rightarrow a \times e^{2\pi/\alpha}$. From figures 8(b) and (c), it is clear that resonant features associated with the formation of an Efimov state should lead to an enhancement of atom–molecule collisions ($a > 0$) and collisions involving three-free atoms ($a < 0$). In section 4 we will see that this is, in fact, the case. We will also see that other less obvious interference effects can occur in scattering observables that are also related to Efimov states.

For three-body systems in which Efimov physics leads to a repulsive interaction within the range $r_0 \ll R \ll |a|$ (table 2), the expectation is that no three-body bound states would be allowed. However, for some cases, other equally universal three-body states do exist. A new class of states was discovered by Kartavtsev and Malykh [102] for $FFX$ systems in the $J^z = 1$ state and with mass ratios $\delta_{FX} > \delta_c \approx 0.073492$. For a given value of $a_{FX} > 0$, they found that up to two three-body states can exist for $\delta_c \leq \delta_{FX} \leq 0.12236$. Recent studies [103–105] have shown that such KM states can also occur for $BBX$ ($J^z = 0$-even) systems and other $FFX$ ($J^z$-odd) systems, showing that KM states represent a novel class of three-body states with interesting universal properties. We illustrate the typical energy spectrum of KM states (green-dashed lines) in a $FFX$ system in figure 8(d). One important feature of such KM states is that their energies are proportional to the diatomic molecular state, $-1/2\mu_{FX} a_{FX}^2$ (where $\mu_{FX}$ is the two-body reduced mass). In fact, in the adiabatic hyperspherical representation, KM states occur in the weakly bound molecular channel and lie in a potential well near $R = a$, as represented schematically in figure 8(e). As a result, atoms in KM states cannot all be enclosed within distances comparable with $r_0$, in strong contrast to Efimov states, whose atoms can access distances well within the region $r_0 \ll R \ll |a|$. In terms of the scattering properties for systems displaying KM states, since such states exist for all values of $a > 0$, their signatures can only be determined via their mass dependence. In fact, signatures exist for both collisions between three free atoms [102, 152] and atom–molecule collisions [103, 104]. Depending on how close the KM state is to the atom–molecule threshold, enhancements and interference effects can occur. As we see next, such effects can be incorporated in terms of a universal, mass-ratio-dependent, phase.

### 4. Pathways for ultracold collisions

In this section we provide a detailed analysis of a framework for obtaining ultracold three-body rates in a simple and unifying picture. Our method [84–86, 117–119] relies primarily on recognizing the dominant pathways in which a particular
collision process can occur. This formulation not only makes evident the main physical mechanisms controlling the collision processes, but also demonstrates the pervasive influence of Efimov physics in determining the scattering length dependence of the collision rates. In our approach, the limiting steps controlling the ultracold collision rates are tunneling, transmission, and reflection through three-body effective potentials. A simple WKB analysis [120] is sufficient to determine both the energy and scattering length dependence of the rates and to elucidate the origin of universal behavior.

4.1. The general idea

We analyze both elastic and inelastic scattering observables using the classification scheme described in section 3.4 and derive general results for all relevant three-body systems with resonant $s$-wave interactions. As we will see, Efimov physics is associated with striking differences between collision processes for attractive and repulsive systems. In attractive systems (see table 2), the formation of Efimov states as the scattering length increases leads to characteristic interference minima and resonance peaks in the three-body scattering observables. Such Efimov features appear whenever the scattering length is changed by the geometric factor $e^{\pi/\beta}$. For repulsive systems (see table 2), Efimov physics also impacts the scattering length dependence of the three-body rates and in various cases, is responsible for the suppression of the inelastic collision rates and other universal properties.

Within our model, scattering processes at ultracold energies proceed mainly via tunneling in the initial collision channel, following by transitions, transmission and/or reflection depending on the structure of the effective potentials, $W_{e}$, and nonadiabatic couplings, $W_{ad}$ (see equations (8) and (9)). This simple physical picture can easily be applied to the schematic representation of effective potentials and couplings, as described in figure 6. This figure shows that, since couplings can peak in more than one place, and effective potentials can change in different regions, the probability for a particular scattering process depends on contributions from multiple pathways. At ultracold energies, however, only a few pathways will dominate the scattering event, where the dominance can simply determined by the WKB tunneling probability

$$P^{(u)}_{x\rightarrow y} = \exp \left[ -2 \int_{y}^{x} \frac{2\mu}{\hbar^{2}} \left( W_{e}(R) + \frac{1/4}{2\mu R^{2}} \right) dR \right],$$

(46)
calculated along the different parts of the potentials. (In equation (46), $x$ and $y$ are the usual inner and outer classical turning points, and $(1/4)\hbar^{2}/(2\mu R^{2})$ corresponds to the semiclassical Langer correction [120].) Since the tunneling probability in equation (46) depends on the effective potentials, the relative importance of each pathway, as well as possible interference between them, will strongly depend on the nature of the three-body interactions. Moreover, since in all cases the couplings peak near $R = |a|$ and/or $R = r_{0}$, the evaluation of the tunneling probabilities through a particular pathway will cover regions that span both kinds of potentials characterizing the two categories of three-body systems (equations (41)–(44)).

One of the advantages of using a pathway analysis for scattering processes is that it allows for the identification of the main physical mechanisms that control scattering events. Moreover, a pathway analysis also lets us determine whether a particular collision process has a universal character or not. For instance, collision processes whose pathways only involve transitions and/or reflections occurring near $R = |a|$ ($|a| \gg r_{0}$) are expected to be universal. On the other hand, processes where pathways are affected by the physics near $R = r_{0}$ will be expected to have nonuniversal contributions that depend on the details of the interatomic interactions. Note that our piecewise representation of the three-body effective potentials in figure 6 makes it simple to obtain analytical results for tunneling probabilities (46) and other important phases (responsible for interference and resonant effects) involved in the determination of scattering observables. However, while determining the probability for scattering through a particular pathway, the actual nonpiecewise character of the effective potentials will be encapsulated into specific constants that often have a simple physical interpretation. Such constants, whenever having a universal character (originating from the physics near $R = |a|$), will be represented by capital letters $A$, $B$, $C$, etc. Constants depending on the short-range form of the three-body interactions (originating from the physics near $R = r_{0}$) will be represented by capital letters with an index $\eta$ ($A^{\eta}$, $B^{\eta}$, $C^{\eta}$, etc) and will be referred as nonuniversal. Further studies, however, are needed to fully determine whether such constants have any residual universal character. Although our present simple pathway analysis is not capable of determining the values of such constants, it offers a unifying picture in which the importance of the Efimov physics in determining the scattering length dependence of scattering observables becomes clear and intuitive.

4.2. Three-body inelastic collisions

Since the early years after the experimental realization of ultracold atomic and molecular gases, three-body inelastic processes have been largely recognized as the main mechanism controlling the lifetime and stability of such systems [22–32]. Therefore, the general picture for three-body inelastic processes, and their relation to Efimov physics, provided in this section, are necessary for determining the factors that control the stability of a variety of strongly interacting atomic and molecular gases. For pure atomic gases, the main inelastic loss process is three-body recombination. Here, three free atoms collide to form a diatomic molecule and a free atom $(X + Y + Z \rightarrow XY + Z)$, releasing kinetic energy that corresponds to the molecular binding energy, which is sufficient to eject both atoms and molecules from typical traps [34–37, 153]. Note that under some conditions, weakly bound molecules formed through recombination can still remain trapped [89–92] because of their
Figure 9. Pathways for recombination, (a)–(c), dissociation, (d), and relaxation, (e). The relevant nonadiabatic couplings, $W_{\alpha\beta}$, driving inelastic transitions along the pathways are indicated in the figure in the region in which they are expected to be enhanced (see figure 6). For $a > 0$, the channels $\alpha$, $\beta$, and $\gamma$ correspond to the lowest continuum, weakly, and deeply bound molecular channels, respectively, and are represented in figures 6(a) and (c). For $a < 0$, however, the channels $\alpha$ and $\beta$ correspond to the first-excited and lowest continuum channels represented in figures 6(b) and (d).

extremely small binding energy. For that reason, we treat recombination into weakly and deeply bound molecules separately. For atom–molecule gas mixtures, atom–molecule relaxation plays a fundamental role in determining the lifetime of the mixture. In this case, collision of atoms with weakly bound diatomic molecules can stimulate inelastic transitions to more deeply bound molecular states ($XY^+ + Z \rightarrow XY + Z$), again releasing enough kinetic energy to cause losses. Atom–molecule relaxation is defined here as the process in which an atom collides with a molecule leading to a transition to any lower-lying diatomic molecular state. However, if the gas temperature is high enough or the molecular binding energy too small, collision-induced dissociation can also lead to a loss of weakly bound molecules ($XY^+ + Z \rightarrow X + Y + Z$). This process is the time reversal process of recombination, but the final products can still remain trapped. Here we determine the scattering length dependence of each of these inelastic processes in light of the classification scheme established in section 3.4, making clear the relevance of Efimov physics.

4.2.1. Pathways for inelastic collisions. In general, for a typical three-body collision process there exist many possible pathways along which the collision can proceed. This large number of pathways is associated with both the infinite number of continuum channels and the usually large number of diatomic molecular channels. At ultracold collision energies, however, it is possible to identify a small number of pathways from which the general energy and scattering length dependence of three-body scattering rates can be derived. While the dominant pathways can be determined by simple energy arguments, based on the Wigner threshold laws [154], some of these pathways, which involve various subsequent inelastic transitions and/or additional tunneling effects, will represent higher-order corrections to the scattering rates and will be neglected in this analysis. In fact, the effective potentials and couplings in figure 6 display the only channels necessary to determine the dominant pathways for the processes we are interested in, and we follow closely the schematic representation in figure 6 throughout this section. Moreover, since the structure of nonadiabatic couplings is the same for both attractive and repulsive systems (both peak near $R = r_0$ and/or $|a|$, the relevant pathways for our analysis will be the same regardless of the classification of the three-body system. The specific form of the potentials, however, is crucial in determining the energy and scattering length dependence of the scattering observables. Here, we simply describe the dominant pathways for each of the inelastic scattering processes relevant for ultracold quantum gases. The explicit form of the transition probabilities, and their resulting dependence on energy and scattering length are left to the sections 4.2.2–4.2.4.

a. Three-body recombination. For three-body recombination, we separately describe the pathways for recombination processes leading to the formation of weakly and deeply bound molecules. These two processes have a distinct dependence on the scattering length because of fundamental differences in the collision pathways. For $a > 0$, the initial channel for recombination in both cases is represented by the channel $\alpha$ in figures 6(a) and (c). From the structure of the nonadiabatic couplings, the most dominant pathways for recombination into weakly bound molecules, i.e., pathways that start in channel $\alpha$ and finish in channel $\beta$, can be represented diagrammatically as in figure 9(a). The pathways (I) and (II) both describe three free-entering atoms in the channel $\alpha$ undergoing an inelastic transition to channel $\beta$ near $R = a$, $W_{\alpha\beta}$. While in pathway (I) molecules are formed just after this transition, in pathway (II) atoms can still reach short distances in channel $\beta$ before forming a molecular state. In pathway (III), atoms approach each other at short distances...
(R = r_0) and undergo an inelastic transition to channel β, forming a weakly bound molecular state. For recombination into deeply bound molecules, the two dominant pathways are shown in figure 9(b). Here, pathway (I) represents atoms approaching each other, making an inelastic transition to channel β near R = a, and following an inelastic transition to the final state in channel γ. In pathway (II), the inelastic transition to channel γ only occurs at short distances. For a < 0, no weakly bound molecular state exists, and only recombination into deeply bound molecules can happen (see figures 6(b) and (d)). In that case, the initial channel for recombination is the channel β, and the relevant pathways are shown in figure 9(c). While in pathway (I) inelastic transitions occur only at short distances, in pathway (II) an inelastic transition to an excited three-body continuum (channel α) occurs near R = |a| before transitioning to the final channel γ.

b. Collision-induced dissociation. At ultracold temperatures, the only dissociation process that can happen involves weakly bound molecules formed when a > 0. In this case, dissociation is the time-reverse process of the three-body recombination into weakly bound molecules. Therefore, the pathways for dissociation are the reverse of the pathways for recombination; they are shown in figure 9(d). As shown later, however, the pathways for dissociation will imply a different energy and scattering length dependence than found for recombination, mostly due to the differences in their initial collision states.

c. Atom–molecule relaxation. The pathways for inelastic collisions between an atom and the weakly bound molecular state for a > 0 are shown in figure 9(e). In pathway (I) atoms in channel β closely approach each other and experience an inelastic transition to the final deeply bound molecular channel γ. In pathway (II), an additional inelastic transition to the three-body continuum (channel α) can occur near R = a before the transition to the final channel γ takes place.

d. Phases and amplitudes. Within our pathway analysis we determine the transition probabilities assuming that each pathway contributes with a probability amplitude given by

$$A_j = e^{i\phi_j}|A_j|,$$

where

$$\phi_j = \int \sqrt{-\frac{2\mu}{\hbar^2}} \left( W(R) + \frac{1}{2\mu R^2} \right) dR - \frac{\pi}{2}$$

is the WKB phase accumulated along the pathway [120], calculated whenever the system is in a classically allowed region, and |A_j|^2 is the corresponding probability for such a pathway, determined simply from the tunneling probability in equation (46). The total transition probability, as usual, is determined from the coherent sum of the amplitudes for each pathway, i.e.,

$$|T_γ|^2 = \sum_j A_j^2 \cos(\phi_j - \phi_k),$$

where j and k (= I, II, III, ...) label the collision pathways, starting from the initial state i to the final state f. Complications occur, however, when three-body resonances appear in the initial collision channel. For such cases, we extend our pathway analysis to incorporate the proper resonant effects.

4.2.2. Three-body recombination. The general difficulty of accurately describing three-body recombination, X + Y + Z → XY + Z, is related to the infinite number of incoming continuum channels and the many possible final molecular states, which can make numerical calculations extremely challenging [112, 143, 155, 156]. Within our pathway analysis, however, since we are mostly interested in the energy and scattering length dependence of the rates, a number of simplifications are possible. Formally, the recombination rate is given in terms of the T-matrix elements as [135, 157]

$$K_3 = n! \sum_{\gamma} 32\pi^2 h \frac{2J + 1}{\mu k^4} |T_{βγ}|^2,$$

where n is the number of identical particles, i and f label all possible initial and final states, respectively, and $k^2 = 2\mu E / h^2$ is the incoming wave vector. Within our model, we interpret |T_{βγ}|^2 as simple transition probabilities (48). Because of the Wigner threshold laws [143, 154], the energy and scattering length dependence for recombination determined solely from the properties of the lowest few continuum states, and the effects of all deeply bound states can be encapsulated in a single parameter, greatly simplifying the problem.

As a first step, the transition probabilities |T_{βγ}|^2 in equation (49) are expressed in terms of the contributions from the relevant recombination pathways shown in figure 9. For a > 0, recombination into weakly bound states is described by the pathways (I), (II), and (III) in figure 9(a), and the probability for recombination is determined by

$$|T_{βγ}|^2 = |A_1^{βα}|^2 + |A_2^{βα}|^2 + |A_3^{βα}|^2 + 2|A_1^{βα}| |A_2^{βα}| \cos(\phi_1 - \phi_2) + 2|A_2^{βα}| |A_3^{βα}| \cos(\phi_2 - \phi_3),$$

where the corresponding amplitudes for recombination can be derived from the pathways in figure 9(a) as,

$$|A_1^{βα}|^2 = P_{i→a}^{(β)} P_{f→∞}^{(α)},$$

$$|A_2^{βα}|^2 = P_{i→a}^{(β)} P_{f→∞}^{(α)} P_{f→a}^{(β)} P_{f→∞}^{(α)},$$

$$|A_3^{βα}|^2 = P_{i→a}^{(β)} P_{f→∞}^{(α)} P_{f→∞}^{(α)} P_{f→∞}^{(α)} P_{f→a}^{(β)} P_{f→∞}^{(α)}.$$ (51)

In equation (51), r_c = (λ + 2) / k is the outer classical turning point for recombination, determined from the asymptotic form of the effective potentials in equation (44), including the Langer correction [120]. (Evidently, at ultracold energies one can assume that r_c ≫ |a|.) Note that the notation used for the probabilities (see equations (51)) translate contributions from each pathway into a simple and precise form. For instance, in the transition probability in equation (51) corresponding to the pathway (I) in figure 9(a), |A_1|^2, P_{i→a}^{(β)} represents the probability of reaching R = a from R = r_c through the channel α, while P_{f→∞}^{(α)} indicates that the atom–molecule
compound, described by channel $\beta$, was formed and represents the exit channel contribution. Note that since there is no tunneling in the final (exit) channel between $R = a$ (or $R = r_0$) and $R = \infty$, the corresponding probabilities will be simply constant. The derivation of the pathways contributions to the transition probability for recombination into deeply bound states is done in a similar way. In this case, the relevant transition probability is determined from contributions of pathways (I) and (II) in figure 9(b) and is given by

$$|T_{\gamma}|^2 = |A_{\alpha}^{(3)}|^2 + |A_{\beta}^{(3)}|^2 + 2|A_{\alpha}^{(3)}||A_{\beta}^{(3)}| \cos(\phi_1 - \phi_\beta),$$

(52)

where, now, we have

$$|A_{\alpha}^{(3)}|^2 = P_{\alpha\rightarrow a}^{(3)}(a^{-\beta}P_{a\rightarrow r_0}^{(\gamma)}),$$

$$|A_{\beta}^{(3)}|^2 = P_{\beta\rightarrow a}^{(3)}(a^{-\beta}P_{a\rightarrow r_0}^{(\gamma)}),$$

(53)

with $\gamma$ generically representing the set of deeply bound molecular channels (see figure 6). In principle, equation (52) should include all possible deeply bound channels and associated values of $\gamma$. However, since all terms would then share the same probabilities from channels $\alpha$ and $\beta$, this sum can be encapsulated in a single term, namely, $P_{a\rightarrow r_0}^{(\gamma)}$. Equations (51) and (53) fully determine the transition probability for recombination processes for $a > 0$.

For $a < 0$, only recombination into deeply bound molecules can occur, and the relevant pathways are shown in figure 9(c). Although such recombination processes occur only at short distances ($R \approx r_0$), they can proceed via a direct transition, as described by pathway (I), or via an indirect transition, described by the pathway (II). These two pathways contribute to recombination into deeply bound molecules ($a < 0$), resulting in the following expression for the recombination probability,

$$|T_{\alpha}|^2 = |A_{\alpha}^{(3)}|^2 + |A_{\beta}^{(3)}|^2 + 2|A_{\alpha}^{(3)}||A_{\beta}^{(3)}| \cos(\phi_1 - \phi_\beta),$$

(54)

where

$$|A_{\alpha}^{(3)}|^2 = P_{\alpha\rightarrow a}^{(3)}(a^{-\beta}P_{a\rightarrow r_0}^{(\gamma)}),$$

$$|A_{\beta}^{(3)}|^2 = P_{\beta\rightarrow a}^{(3)}(a^{-\beta}P_{a\rightarrow r_0}^{(\gamma)}).$$

(55)

The above formulas for the transition probabilities are quite general and were obtained by considering only the position where the coupling peaks. The actual shape of the three-body effective potentials reveals the energy and scattering length dependence for recombination. Within our model, however, the energy dependence of the transition probabilities is solely determined by the tunneling probability in the initial channel, from $r_1 = (\Lambda + 2)/\mu$ to $|a|$, and is present in all pathways (see equations (50)–(55)). For recombination, since the potential $V_r$ in the initial channel is given by equation (44), this tunneling probability can be determined from equation (46) as

$$P_{\alpha\rightarrow a}^{(3)} \propto (k|a|)^{2\lambda+4} \text{ and } P_{\beta\rightarrow a}^{(3)} \propto (k|a|)^{2\lambda+4},$$

(56)

for $a > 0$ and $a < 0$, respectively. Therefore, for a given three-body system, the lowest value of $\lambda$, determined from the permutation symmetry (see table 1), dictates the leading-order energy behavior of recombination, in complete analogy to the Wigner threshold law for recombination [154]. Note that equations (56) already introduce some scattering length dependence for recombination. The complete scattering length dependence, however, can still be strongly modified by the tunneling probability in the Efimov region, $r_0 \ll R \ll |a|$, thus depending on the category the system falls under. In the next two sections, recombination for each category is discussed, along with the determination of contributions from Efimov physics.

a. Recombination for attractive systems. Three-body recombination for systems that fall into the attractive class (see figures 6(a) and (c) and table 2) is expected to be strongly affected by the Efimov effect. For those cases, the effect of the attractive potential in the region $r_0 \ll R \ll |a|$ (equation (41)) is mostly carried out through the WKB phases in equation (47). However, since no tunneling occurs in this region, the corresponding probabilities within this region will be independent of energy and scattering length. This phase accumulation will lead to the usual interference and resonant phenomena related to the Efimov effect.

For recombination into $s$-wave weakly bound molecules ($a > 0$), the pathways (I), (II), and (III) in figure 9(a) lead to amplitudes (51) given by

$$|A_{\alpha}^{(3)}|^2 = A^2(k\lambda+4),$$

$$|A_{\beta}^{(3)}|^2 = A^2e^{-4\lambda}(ka)^{2\lambda+4},$$

$$|A_{\tau}^{(3)}|^2 = B^2e^{-4\lambda}(\frac{r_0}{a})^{2\lambda+4},$$

(57)

and corresponding phase differences $\phi_1 - \phi_\beta = -2[s_0 \ln(a/r_0) + \Phi_1, \phi_1 - \phi_\tau = -s_0 \ln(a/r_0) + \Phi_1 + \Phi_\tau, \phi_\beta - \phi_\tau = s_0 \ln(a/r_0) + \Phi_\tau$, as determined from equation (47). Note that in the definition of the phases from pathways (II) and (III), an unknown three-body phase $\Phi$ has been introduced. This phase encapsulates phase accumulated in the region near $R = r_0$ where the form of the potentials in equation (41) is not expected to hold. Note also that the expressions for $A_\alpha$ and $A_\beta$ account for the possibility of loss of amplitude in these pathways due to decay into deeply bound molecular channels, whose probability is given by $(1 - e^{-4\lambda}$, where $\eta$ is the inelasticity parameter [42] ($\eta < 1$ meaning low decay probability and $\eta \gg 1$ high decay probability). The above considerations lead to the following expression for recombination into weakly bound molecules (50):

$$K_\tau^a(a > 0) = \frac{AB}{\mu} \left[ 4A^2 \sinh \left[ s_0 \ln(a/a_0) \right] + \sinh^2 \eta \right]$$

$$+ 2A^2 B^2 \sin \left[ s_0 \ln(a/a_0) \right] \left( \frac{r_0}{a} \right)$$

$$+ B^2 e^{4\lambda} \left( \frac{r_0}{a} \right)^{2\lambda+4},$$

(58)
where $\Lambda_\omega$ and $B_\eta$ relate to the coefficients $A$ and $B$ in equation (57), respectively, according to equation (49). Here we introduce the so-called three-body parameter $a_{\omega}$ related to the three-body phase $\Phi$ by $s_0 \ln(a/a_{\omega}) = s_0 \ln(a/r_0) + \Phi + \pi/2$, thus also encapsulating the short-range behavior of the three-body interactions. In equation (58), the first term is the dominant contribution for recombination. It contains the interference between pathways (I) and (II), leading to Stückelberg oscillations. Such Stückelberg interference is a signature of the Efimov effect and leads to a log-periodic interference pattern in $K_\omega$, with minima obtained for values of $a/a_{\omega}$ equal to integer powers of the geometric scaling factor $e^{\pi/\omega}$.

Equation (58) reverts the well-known expression obtained for $J^z = 0^+$ ($\lambda = 0$) recombination of three identical bosons [34, 36, 158] by neglecting the contribution from pathway (III) or, equivalently, setting $B_\eta = 0$. Equation (58), however, generalizes recombination into weakly bound molecules to all attractive three-body systems and all values of $J^z$. Within our framework, the coefficient $\Lambda_\omega$ in equation (58), which originates from pathways (I) and (II) in figure 9(a), can be expected to be universal due to the fact that it accounts for inelastic transitions near $R = a$. In contrast, $B_\eta$ is expected to be nonuniversal because it is related to inelastic transitions near $R = r_0$. The universal nature of the coefficient $\Lambda_\omega$ was noticed in the first studies on recombination in BBB systems [34, 36, 42, 157, 158], with numerical results consistent with the exact value $A_\omega^2 \approx 67.1177(\sqrt{3}/2)$ of $[121, 159, 160]$. Results for $\Lambda_\omega$ for heteronuclear BBBX ($J^z = 0^+$) systems are also known, but expressed in terms of the relevant mass ratio [122].

For three-body recombination into deeply bound states ($a > 0$), the collision event is mainly controlled by the pathways (I) and (II), shown in figure 9(b). For such pathways, the corresponding amplitudes (see equation (53)) are given by

$$|A_{\omega}^\uparrow|^2 = A^2 (1 - e^{-4\eta}) (ka)^{2\lambda + 4},$$
$$|A_{\omega}^\downarrow|^2 = B^2 (1 - e^{-4\eta}) \left( \frac{r_0}{a} \right)^{2\nu} (ka)^{2\lambda + 4},$$

and the phase difference is given by $\phi_1 - \Phi_\eta = s_0 \ln(a/r_0) + \Phi$. As a result, the probability of recombination is determined from equation (52), leading to

$$K_\xi (a > 0) = \frac{\hbar}{\mu} \left[ A_{\omega}^2 (1 - e^{-4\eta}) + B_{\omega}^2 (1 - e^{-4\eta}) \left( \frac{r_0}{a} \right)^{2\nu} \right] \left( k^{2\lambda} a^{2\lambda + 4} \right),$$

where the first term is the dominant contribution from pathway (I) in figure 9(b). The second and third terms are corrections due to contributions from pathway (II), with $B_{\omega}$ being a nonuniversal constant that depends on the details of the interactions. Equation (60) is also consistent with previous results for three identical bosons with $J^z = 0^+$ [42] and generalizes recombination in into deeply bound molecules for all attractive three-body systems.

A similar analysis can determine recombination rates into deeply bound molecules for $a < 0$. In this case, the two relevant pathways are shown in figure 9(c), which leads to the recombination probability given in equation (54). A crucial difference between recombination for $a > 0$ and $a < 0$ is that for $a < 0$, the attractive $1/R^2$ effective potential (equation (41)) appears in the initial collision channel $\beta$, instead of the final channel. Having the attractive $1/R^2$ effective potential in the initial collision channel implies that, as $a$ increases and new Efimov states appear at the collision threshold, resonant effects should strongly enhance recombination for $a < 0$. The appearance of an Efimov state in the entrance channel requires us to include many pathways similar to pathway (I) in figure 9(c). These pathways account for the multipole rattles within the range $r_0 \ll R \ll |a|$, which is characteristic of a collision process near a resonant state. Therefore, equation (54) alone is clearly insufficient to capture the resonant physics. To account for the proper resonant effects, we include all important pathways by defining

$$|T_{\xi,\eta}|^2 = \sum_{j,k} |A_{\xi,\eta}^j|^2 |A_{\xi,\eta}^k|^2 \cos(\phi_{j,k} - \phi_{\eta}),$$

After some consideration, the amplitudes for the pathways described above can be determined, as in equation (55), to be

$$|A_{\xi,\eta}^j|^2 = A^2 (1 - e^{-4\eta})(e^{-4\eta})^{j-1} (k|a|)^{2\lambda + 4},$$
$$|A_{\xi,\eta}^k|^2 = B^2 (1 - e^{-4\eta}) \left( \frac{r_0}{|a|} \right)^{2\nu} (k|a|)^{2\lambda + 4},$$

where $j, k, l, \ldots, \infty$ and corresponding WKB phases in equation (61) are given by $\phi_{j,k} = (2j - 1)s_0 \ln(|a|/r_0) + \Phi$ and $\phi_{j,k} - \phi_{\eta} = 2(j - k)s_0 \ln(|a|/r_0) + \Phi$. Substituting equation (62) into equation (61), one can perform the summations analytically. Our present analysis, based on equation (61) and valid for all values of $J^z$, yields the same expression for recombination found in [42] for $J^z = 0^+$ ($\lambda = 0$) with a few additional modifications,

$$K_\xi (a < 0) = \frac{\hbar}{\mu} \left[ A_{\omega}^2 \left( \sinh 2\eta \right) + \frac{A_{\omega}^2 B_{\omega} \sinh 2\eta \cos \left( s_0 \ln(|a|/a_{\ldots}) + \sinh^2 \eta \left( \frac{r_0}{|a|} \right)^{2\nu} \right)}{(1 - e^{-2\eta}) \left( s_0 \ln(|a|/a_{\ldots}) + \sinh \eta \left( \frac{r_0}{|a|} \right)^{2\nu} \right)} \right] \left( k^{2\lambda} a^{2\lambda + 4} \right),$$

where $s_0 \ln(|a/a_{\ldots}|) = s_0 \ln(|a|/r_0) + \Phi$. The first and third terms in equation (63) correspond to contributions for recombination from pathways (I) and (II) in equation (62), respectively, while the second term accounts for the interference between them. As expected, when $a$ increases by the geometric factor, $e^{\pi/\omega}$, the recombination rate (63) displays resonant enhancements associated with the creation of Efimov states at the collision threshold. The width of the resonance in $K_\xi$ is controlled by the inelastic parameter $\eta$ [42]. In equation (63), the three-body
Figure 10. Three-body recombination for BBB (J\(^s = 0^+\), \(\lambda = 0\)) systems characterizing the log-periodic structure associated with the Efimov effect. (a) For \(a > 0\), the plot shows recombination into weakly and deeply bound molecules, \(K^\omega_3\) and \(K^\lambda_3\), respectively, for different values of \(\eta\). (b) For \(a < 0\), the plot shows a log-periodic resonant structure for recombination into deeply bound molecules, \(K^\lambda_3\), for different values of \(\eta\).

parameter \(a_+\) is introduced; it encapsulates the short-range behavior of the three-body interaction. As shown in [42], there exists a universal relation between \(a_+\) and \(a_+\) in equation (58). Such universal relations, along with the universality of the three-body parameters themselves, are discussed in section 6.2. From our analysis of the relevant pathways for recombination, the coefficient \(B_\omega\) in equation (63) defines a nonuniversal contribution, originated from pathway (II) in figure 9(c). The universality of recombination for \(a < 0\) is reflected in the constant \(A_\omega\), which is related to the tunneling probability at \(R \approx |a|\). Its numerical value, for BBB (J\(^s = 0^+\) systems, was calculated in [42] for identical bosons and found to be \(A_\omega^2 \approx 4590(4\sqrt{3})\).

Figure 10 shows the scattering length dependence of the recombination rates for BBB (J\(^s = 0^+\), \(\lambda = 0\)) systems, illustrating the log-periodic structure associated with the Efimov effect. For \(a > 0\), figure 10(a) shows recombination into weakly and deeply bound molecules via equations (58) and (60), respectively, for different values of \(\eta\). As one can see, the corresponding log-periodic minima occurring in recombination into weakly bound molecules (solid lines) reach a maximum contrast in the absence of deeply bound molecular states (\(\eta = 0\)), while they tend to disappear in the limit of strong decay (\(\eta \gg 1\)). In that case, the recombination rates for weakly and deeply bound states (dashed lines) are approximately the same. For \(a < 0\), figure 10(b) shows the log-periodic resonant structure for recombination into deeply bound molecules, equation (63). Again, the resonances reach a maximum contrast in the regime of small decay (\(\eta \ll 1\)), and they tend to disappear in the limit of strong decay (\(\eta \gg 1\)). Note that in figure 10, we plot the leading-order term of equations (58), (60), and (63), while plotting the scaling behavior of the next-to-leading-order term separately. Although this term, \((r_0/a)^\kappa \sim (r_0/a)^{4/3}g\), is strongly suppressed for large \(a\), for BBB (J\(^s = 0^+\) systems with small mass ratios, where \(s_1 \approx 2\) (see figure 7(a)), such terms can be more important. Note also that the shaded region in figure 10 indicates the region in which finite-range corrections to the formulas (58), (60), and (63) are expected to be important.

b. Recombination for repulsive systems. In contrast to recombination for three-body attractive systems, where the Efimov effect leads to interference and resonant effects, recombination for repulsive systems (see figures 6(b) and (d), and table 2) is strongly influenced by tunneling effects, which are also controlled by Efimov physics. Specifically, these effects are controlled by the repulsive \(1/R^2\) effective potentials (42) in the range \(r_0 < R < |a|\). For \(a > 0\), recombination into weakly bound molecules can be determined from the transition probabilities in equation (50), which originates from the pathways in figure 9(a). Here, however, since the contributions from pathway (III) are more strongly suppressed, we only consider contributions from pathways (I) and (II), whose amplitudes are determined from equation (51) to be

\[
|A_1^{\Delta_0}|^2 = A^2(k\omega)^{3\lambda+4},
\]

\[
|A_II^{\Delta_0}|^2 = B^2(e^{-4\phi})(\frac{r_0}{a})^{4\phi_1}(ka)^{6\lambda+4},
\]

and \(\phi_1 = \phi_{II} = 0\). In that case, recombination into weakly bound states is simply

\[
K^\omega_3(a > 0) = \frac{\hbar}{\mu} A^2_w + B_\omega^2 e^{-4\phi}(\frac{r_0}{a})^{4\phi_1}
+ 2A_\omega B_\omega e^{-2\phi}(\frac{r_0}{a})^{2\phi_1}k^{2/3}\alpha^{2\lambda+4}.
\]
Note that according to the discussion in section 3.5, for BBX and FFX systems, KM states [102–105] can occur over a certain range of mass ratios, leading to important effects in scattering observables. KM states occur in the atom–molecule channel $\beta$ in figure 6(c), and interference effects are possible for recombination into weakly bound molecular states (see [102, 152]). In this case, the phase controlling the interference phenomena, $\phi_0$, is determined by the potentials near $R = a$ and, therefore, is universal—depending only on the mass ratio $\delta$. Our pathway analysis for this case follows in complete analogy to the derivation of equation (58). Here, however, we neglect contributions from pathway (III) in figure 9(a), and replace $s_0 \ln (a/a_+) \to \Phi_0 + \pi/2$, and $e^{-4i} \to e^{-4\Phi_0} = 1 - (1 - e^{-4i}) (r_0/a)^{\Phi_0}$, incorporating the fact that, now, the probability for decay to deeply bound states is suppressed by tunneling through the potentials in the range $r_0 \ll R < a$. With these considerations, and expanding the results for small $\eta_0 \approx (1/4)(1 - e^{-4\Phi_0}) (r_0/a)^{\Phi_0}$, one finally can find that recombination into weakly bound states is given by

$$K_{\beta} (\alpha > 0) \approx \frac{\hbar}{\mu} \left[ 4A_{\beta}^2 \left( 1 - \frac{1 - e^{-4i}}{2} \left( \frac{r_0}{a} \right)^{\Phi_0} \right) \cos^2 \Phi_0 + A_{\beta}^2 \frac{(1 - e^{-4i})}{2} \left( \frac{r_0}{a} \right)^{\Phi_0} \right] k^{2\lambda} a^{2\lambda + 4}. \quad (66)$$

For $\eta = 0$, our result is consistent with [102, 152], where recombination is predicted to vanish for certain values of $\delta$ or, as in our case, for $\Phi_0 = (2n + 1)\pi/2$, with $n = 0, 1, 2$, etc (equation 66), however, shows that in the presence of inelastic decay ($\eta = 0$), recombination into weakly bound molecules is not fully suppressed. In fact, analysis shows that contributions from the neglected pathway (III) in figure 9(a) would also lead to a nonvanishing recombination, with its minimum value proportional to $(r_0/a)^{\Phi_0} + 2\eta k^{2\lambda} a^{2\lambda + 2}$, even in the absence of decay ($\eta = 0$).

Now, turning to recombination into deeply bound molecules ($\alpha > 0$), its energy and scattering length dependence are determined from equation (52), with amplitudes (equation (53)) given by

$$|A_{\gamma}^{\alpha\beta}|^2 = A^2 (1 - e^{-4i}) \left( \frac{r_0}{a} \right)^{\Phi_0} (ka)^{2\lambda + 4},$$

$$|A_{\gamma}^{\alpha\beta}|^2 = B^2 (1 - e^{-4i}) \left( \frac{r_0}{a} \right)^{\Phi_0} (ka)^{2\lambda + 4}, \quad (67)$$

and the corresponding phase difference $\phi_1 - \phi_2 = 0$. Substituting equation (67) in equation (52), we find recombination into deeply bound molecules to be given by

$$K_{\delta} (\alpha < 0) = \frac{\hbar}{\mu} (1 - e^{-4i}) \left[ A_{\delta}^2 \left( \frac{r_0}{a} \right)^{\Phi_0} + 2A_{\delta} B_{\delta} \left( \frac{r_0}{a} \right)^{\Phi_0} \right] k^{2\lambda} a^{2\lambda + 4}. \quad (68)$$

where amplitudes $A_{\delta}$ and $B_{\delta}$ depend on details of the interatomic interactions. Effects associated with the KM states can be obtained by following the derivation of equation (60), with the proper replacements: $s_1 \to p_1$, $s_0 \ln (a/a_+) \to \Phi_0 + \pi/2$, and $e^{-4i} \to 1 - (1 - e^{-4i}) (r_0/a)^{\Phi_0}$. Doing so, we obtain

$$K_{\delta} (\alpha > 0) = \frac{\hbar}{\mu} (1 - e^{-4i}) \left[ A_{\delta}^2 \left( \frac{r_0}{a} \right)^{\Phi_0} + B_{\delta}^2 \left( \frac{r_0}{a} \right)^{\Phi_0} \right] + 2A_{\delta} B_{\delta} \left( \frac{r_0}{a} \right)^{\Phi_0} k^{2\lambda} a^{2\lambda + 4}. \quad (69)$$

Comparing the scattering length dependence for recombination into weakly and deeply bound states (equations (65), (68), and (69), respectively), we see that recombination in deeply bound states has a much weaker dependence on $\alpha$, and, as a result, most of the recombination processes for $\alpha > 0$ should lead to weakly bound molecules. For instance, for $FF$ ($J^F = 1^-$) systems, recombination into weakly bound molecular states as $k^{2\lambda} a^{2\lambda}$, while recombination in deeply bound molecules scales approximately as $k^{2\lambda} a^{2\lambda + 5}$. This dominance of recombination into weakly bound states is in contrast with attractive systems where recombination into weakly and deeply bound states has the same $a$ scaling (see equations (58) and (60)).

This same suppression for recombination into deeply bound states is also observed for $\alpha < 0$. In this case, recombination is determined from equation (54), with amplitudes (equation (55)) given by

$$|A_{\gamma}^{\alpha\beta}|^2 = A^2 (1 - e^{-4i}) \left( \frac{r_0}{|a|} \right)^{2\Phi_0} (k|a|)^{2\lambda + 4},$$

$$|A_{\gamma}^{\alpha\beta}|^2 = B^2 (1 - e^{-4i}) \left( \frac{r_0}{|a|} \right)^{2\Phi_0} (k|a|)^{2\lambda + 4}, \quad (70)$$

and $\phi_1 - \phi_2 = 0$. In this case, recombination into deeply bound molecules is given by

$$K_{\delta} (\alpha < 0) = \frac{\hbar}{\mu} (1 - e^{-4i}) \left[ A_{\delta}^2 \left( \frac{r_0}{|a|} \right)^{2\Phi_0} + B_{\delta}^2 \left( \frac{r_0}{|a|} \right)^{2\Phi_0} \right] + 2A_{\delta} B_{\delta} \left( \frac{r_0}{|a|} \right)^{2\Phi_0} k^{2\lambda}|a|^{2\lambda + 4}. \quad (71)$$

where both amplitudes $A_{\delta}$ and $B_{\delta}$ depend on details of the interatomic interactions.

The results in equations (65)–(71) thus predict an asymmetry in recombination into weakly bound molecules ($K_{\delta}^w \propto k^{2\lambda} a^{2\lambda - 2}$) and deeply bound molecules ($K_{\delta}^d \propto k^{2\lambda} a^{2\lambda + 2\eta}$), which is a direct consequence of the Efimov physics manifested through its dependence on the Efimov coefficient $\rho_0$ [84]. This asymmetry is illustrated in figure 11, which shows the coefficient $2\lambda + 4 - 2\eta$, controlling the scattering length dependence for BBX and FFX repulsive systems as a function of the relevant mass ratios. For large mass ratios FFX ($J^F = 1$), recombination into deeply bound states tends to be more strongly suppressed while it becomes proportional to $ka^{\Phi_0}$ for $\rho_0 < \xi$, i.e., when the system changes its characteristic from repulsive to attractive, as shown in figure 11. For these cases, the suppression of recombination is more pronounced for small mass ratios.
4.2.3. Collision-induced dissociation. In this section, the energy and scattering length dependence of collision-induced dissociation processes, $XY + Z \rightarrow X + Y + Z$, is determined. In ultracold quantum gases, collision-induced dissociation is allowed only if the collision energy of the incoming collision partners ($XY + Z$) is greater or equal to the corresponding molecular binding energy. In that case, the three-body continuum channels ($X + Y + Z$) are energetically open and dissociation can proceed. As a result, at ultracold temperatures only dissociation of weakly bound molecules is relevant to experiments. The dissociation rate of weakly bound molecules is given by [135]

$$D_3 = \sum_f 4\pi \hbar \frac{(2f + 1)}{\mu_{ad} k_{ad}} |T_{fi}|^2,$$  

(72)

where $k_{ad}^2 = 2\mu_{ad}(E - E_f)/\hbar^2$ is the wave vector in the initial atom–molecule collision channel, and $\mu_{ad}$ is the atom–molecule reduced mass. For dissociation, however, the important wave vector for the threshold law is $k^2 = 2\mu E/\hbar^2$, which is associated with the final channels and originates from the energy dependence of the dissociation probability, $|T_{fi}|^2$. In the ultracold regime $(ka \ll 1), k_{ad} \propto 1/a$, and the formula (72) already contain a linear dependence in $a$.

Extending the analysis performed for recombination in section 4.2.2, the dissociation of weakly bound molecules can be determined from pathways (I), (II), and (III) in figure 9(d). As a result, the probability for dissociation is given by

$$|T_{ad}|^2 = |A_1^{\alpha\beta}|^2 + |A_2^{\alpha\beta}|^2 + |A_1^{\alpha\beta}|^2 + 2|A_1^{\alpha\beta}|A_2^{\alpha\beta}| \times \cos(\phi_1 - \phi_2) + 2|A_1^{\alpha\beta}|A_2^{\alpha\beta}| \times \cos(\phi_1 - \phi_2)$$

$$+ 2|A_2^{\alpha\beta}|A_2^{\alpha\beta}| \times \cos(\phi_1 - \phi_2).$$

(73)

where the corresponding amplitudes for dissociation can be derived from the pathways in figure 9(d) to be:

$$|A_1^{\alpha\beta}|^2 = p_{d-\alpha}^{(\beta)} p_{d-\beta}^{(\alpha)},$$

$$|A_2^{\alpha\beta}|^2 = p_{d-\alpha}^{(\beta)} p_{d-\beta}^{(\alpha)} p_{d-\alpha}^{(\alpha)} p_{d-\alpha}^{(\alpha)},$$

$$|A_3^{\alpha\beta}|^2 = p_{d-\alpha}^{(\beta)} p_{d-\beta}^{(\alpha)}.$$

(74)

Note that for dissociation, there is no tunneling in the initial channel for $R > a$. As a result, the term $P_{d-\alpha}^{(\beta)}$ is constant. All pathways for dissociation include tunneling processes in the final channel in the region $a < R < r_c$, where $r_c = (\lambda + 2)/k$ is the outer classical turning point in the final collision channel $\alpha$ of figures 6(a) and (c). In this case, the tunneling probability calculated using equation (46) is the same irrespective of the category into which a system falls into, i.e.,

$$P_{d-\alpha}^{(\beta)} \propto (ka)^{2\lambda+4},$$

(75)

thus determining the threshold law for collision-induced dissociation [154] and some of the scattering length dependence for dissociation. The scaling with $a$, however, can be strongly modified because of Efimov physics, providing the main signature of such effects in dissociation.

In fact, equation (74) fully determines the scattering length dependence for dissociation of weakly bound molecules $(a > 0)$. For attractive systems, the dissociation rate is determined from equation (73) with amplitudes

$$|A_1^{\alpha\beta}|^2 = \lambda^2 (ka)^{2\lambda+4},$$

$$|A_2^{\alpha\beta}|^2 = \lambda^2 e^{-4\eta}(ka)^{2\lambda+4},$$

$$|A_3^{\alpha\beta}|^2 = B \lambda^2 e^{-4\eta}(\frac{r_0}{a})^{2\eta} (ka)^{2\lambda+4},$$

(76)

and corresponding phases $\phi_1 - \phi_2 = -2[S_0 \ln(a/r_0) + \Phi], \phi_1 - \phi_3 = [-S_0 \ln(a/r_0) + \Phi], \phi_2 - \phi_3 = S_0 \ln(a/r_0) + \Phi$, determined from equation (47). These considerations lead to the following expression for dissociation of weakly bound molecules:

$$D_3^{\alpha}(a > 0) = \frac{\hbar}{\mu_{ad}} \left[ \frac{4A^2}{\eta^2} \sin^2 \left[ S_0 \ln(a/a_0) \right] + \sin^2 \eta \right]$$

$$+ \frac{2A_0 B_0 \sin \left[ S_0 \ln(a/a_0) \right]}{e^{2\eta} + (1 + e^{-2\eta})^{-1}} \left( \frac{r_0}{a} \right)^{2\eta}$$

$$+ \frac{B_0}{e^{2\eta}} \left( \frac{r_0}{a} \right)^{2\eta} \int (ka)^{2\lambda+4} d^{2\lambda+5},$$

(77)

where $A_0$ and $B_0$ relate to the coefficients $A$ and $B$ in equation (76) via equation (72), and $S_0 \ln(a/a_0) = S_0 \ln(a/r_0) + \Phi + \pi/2$. Since dissociation is the time-reversed process of recombination, the coefficients $A_0$ and $B_0$ are also expected to be related to the ones for recombination in equation (58).

For repulsive systems, dissociation of weakly bound molecules is determined only considering contributions from pathways (I) and (II) in equation (73). In this case, the
corresponding amplitudes are given by
\[ |A_0^{a,b}|^2 = A_0^2 (ka)^{2\lambda+4}, \]
\[ |A_0^{a,b}|^2 = B_0^2 e^{-4\eta (\frac{a}{\alpha})^4} (ka)^{2\lambda+4}, \] (78)
and \( \phi_1 - \phi_\Pi = 0 \), which results in the rate for dissociation of weakly bound molecules to be:
\[ D_0^a (a > 0) = \frac{\hbar}{\mu_{ad}} \left[ A_0^2 + B_0^2 e^{-4\eta (\frac{a}{\alpha})^4} \left( \frac{\alpha}{\alpha_0} \right)^{2\eta} \right] (ka)^{2\lambda+4}. \] (79)
And as with recombination (equation (66)), the interference effects associated with KM equations [102–105] can be introduced for the dissociation of weakly bound molecules. In this case, we obtain
\[ D_0^\Pi (a > 0) \approx \frac{\hbar}{\mu_{ad}} 4A_0^2 \left[ \frac{1}{2} \left( 1 - e^{-4\eta (\frac{a}{\alpha})^4} \right) \left( \frac{\alpha}{\alpha_0} \right)^{2\eta} \right] \cos^2 \Phi_\Pi + A_0^2 \left( 1 - e^{-4\eta (\frac{a}{\alpha})^4} \right) \left( \frac{\alpha}{\alpha_0} \right)^{2\eta} (ka)^{2\lambda+4}. \] (80)

The main difference between the results above and ones for recombination into weakly bound molecules is the additional \( a \) dependence of \( D_0^\Pi \). In ultracold quantum gases with \( a \gg r_0 \), molecules are extremely weakly bound and both collision-induced dissociation and atom–molecule relaxation can cause molecular losses. The difference, however, is that while dissociation does not lead to loss of atoms because its final products have a negligible kinetic energy, atom–molecule relaxation does lead to loss of both atoms and molecules. In this case, the amount of energy released is too large, causing both atom and molecules to escape from typical traps. The influence of the Efimov physics on atom–molecule relaxation will be discussed in the next section.

4.2.4. Atom–molecule relaxation. In strongly interacting ultracold atom–molecule gas mixtures, the major collisional process that determines stability is atom–molecule relaxation, \( XY^* + Z \rightarrow XY + Z \). The present study only concerns the collisional properties of weakly bound s-wave molecules, where universal properties associated with Efimov physics can be derived. Collisional properties of deeply bound molecular states are insensitive to variations of \( a \) and strongly dependent on the details of interatomic interactions and, therefore, cannot be described within our model. Nevertheless, the general definition for the atom–molecule relaxation rate is given by [161]
\[ \beta_{\text{rad}} = \sum_f 4\pi \hbar \left( \frac{2J + 1}{\mu_{ad} E_{\text{rad}}} \right) |T_f|_r^2, \] (81)
where \( \mu_{ad} \) is the atom–molecule reduced mass and \( f \) is the label corresponding to all possible final states associated with deeply bound molecular channels. For relaxation of weakly bound s-wave molecules, the relevant wave vector associated to the initial collision channel is \( k_{\text{rad}}^2 = 2\mu_{ad} (E - E_{\text{ad}}^0) / \hbar^2 \), where \( E_{\text{ad}}^0 \approx -1/a^2 \), corresponding to the binding energy of the weakly bound molecular state. The energy and scattering dependence for relaxation of weakly bound molecules can be determined solely from the properties of the initial collision channel \( J \) of figures 6(a) and (c). For simplicity, in what follows, we will denote \( k = k_{\text{rad}} \).

Within our model, the probability for relaxation of weakly bound molecules is determined from pathways (I) and (II) in figure 9(e). Pathway (II) includes an intermediate transition to the energetically closed channel \( \alpha \) of figures 6(a) and (c), and is, in general, less important. These pathways define the probability for relaxation of weakly bound molecules as
\[ |T_{\text{rad}}|_r^2 = |A_1^a|^2 + |A_1^\Pi|^2 + 2|A_1^a||A_1^\Pi|^\ast \cos(\phi_1 - \phi_\Pi), \] (82)
where the corresponding amplitudes can be derived from the pathways in figure 9(e) as,
\[ |A_1^a|^2 = P^{(3)}_{c\rightarrow c} P^{(3)}_{c\rightarrow c} P^{(1)}_{c\rightarrow c}, \]
\[ |A_1^\Pi|^2 = P^{(3)}_{c\rightarrow c} P^{(3)}_{c\rightarrow c} P^{(1)}_{c\rightarrow c}, \] (83)
where \( r_c = (l + 1/2) / k \) is the classical turning point for relaxation, determined from equation (43), including the Langer correction [120]. Note that in equation (83), since there is no tunneling in the final (exit) channel between \( R = r_0 \) and \( R = \infty \), the corresponding probability will be simply constant. The energy dependence for relaxation can be determined using the tunneling probability given by equation (46). In that case, similar to recombination and dissociation, tunneling in the regions from \( r_c \) to \( a \) completely determines the energy dependence of relaxation, regardless of the category into which the system falls,
\[ P^{(3)}_{c\rightarrow c} \propto (ka)^{2l+1}. \] (84)

The scaling with \( a \) obtained from equation (84) is strongly modified by the three-body interaction in the region \( r_0 \ll R \ll a \), as determined by the Efimov physics characteristic of each category.

a. Relaxation for attractive systems. For attractive systems (see figures 6(a) and table 2), relaxation is expected to exhibit resonant features related to the Efimov states formed at the collision threshold. In fact, similar to the \( a < 0 \) recombination in attractive systems (see equations (61) and (62)) the physics encapsulated in pathway (I) in figure 9(e) is not enough to describe resonant effects. Resonant transmission effects should include the multiple rattles within the range \( r_0 \ll R \ll |a| \), i.e., within the region where the effective potential is attractive and supporting a resonant state. Therefore, resonant transmission allows a substantial part of the wave function to reach the region where the coupling for relaxation peaks, \( R \approx r_0 \), enhancing the inelastic transitions. To account for the proper resonant effects, we
include all important pathways by defining

$$\begin{align*}
[T_\varphi] & = \sum_{j,k} |A_{ji}^\varphi|^2 |A_{kj}^\varphi|^2 \cos(\phi_{ji} - \phi_{kj}) \\
& + |A_{ji}^\varphi|^2 + 2|A_{ji}^\varphi|\sum_j |A_{kj}^\varphi|^2 \cos(\phi_{ji} - \phi_{kj}),
\end{align*}$$

with corresponding amplitudes determined from

$$\begin{align*}
|A_{ji}^\varphi|^2 & = A^2(1 - e^{-2\eta})(e^{-4\eta})^{-(1-(ka)^2)+1}, \\
|A_{ji}^\varphi|^2 & = B^2(1 - e^{-4\eta})\left(\frac{r_0}{a}\right)^{2j+1},
\end{align*}$$

where \( j = 1, 2, \ldots, \infty \). The corresponding WKB phases are given by \( \phi_{ji} - \phi_{kj} = 2(j - k)[s_0 ln(a/r_0) + \Phi] \) and \( \phi_{ji} - \phi_{kj} = (2j - 1)[s_0 ln(a/r_0) + \Phi] \). Replacing equation (86) into equation (85) and performing the summations analytically yield the relaxation rate as

$$\beta^{\varphi}_\text{rel}(a > 0) = \frac{\hbar}{\mu a} \left[ \frac{\sinh(2\eta)}{2 \sin^2(s_0 ln(a/a_\nu) + \sinh^2(\eta)} \right]$$

$$\begin{align*}
&+ \frac{A_d B_\eta}{(1 - e^{-2\eta})^{1 - s_0 \ln(a/a_\nu) + \sinh^2(\eta)}} \left( \frac{r_0}{a} \right)^{2j+1},
\end{align*}$$

where \( s_0 \ln(a/a_\nu) = s_0 \ln(a/r_0) + \Phi \). Here, the three-body parameter \( a_\nu \) is introduced and encapsulates the short-range behavior of the three-body interactions. The first term displays the expected resonant enhancements each time \( a \) is increased by \( e^{2/\eta} \), creating a new Efimov state. The second term corresponds to interference effects between pathways (I) and (II). Within our model it is clear that \( A_d \) should be a universal number, and that all dependence of relaxation on the details of the interactions is incorporated in the \( \nu, \eta, \) and \( B_\eta \) parameters.

The above expression for the relaxation rate is a generalization of the result for \( BBB \) \((J^c = 0^+, l = 0)\) systems in [162], where it was found that \( A_d^2 \approx 20.3(4/3) \). This result can also be derived from [163] by letting the transition probability at small distances be less than unity. In both cases, the linear dependence on \( a \) was obtained indirectly by dimensional and physical arguments, while it follows naturally from equation (84) in the present analysis. In the present, simple approach, the mass dependence for relaxation is manifested only through the coefficient \( s_0 \) (see figure 7(a), for instance). In a more rigorous approach [122], the values for the universal constant \( A_d \) were calculated for heteronuclear \( BBX \) \((J^c = 0^+)\) systems in terms of the mass ratio.

The scattering length dependence of the relaxation rate for \( BBB \) \((J^c = 0^+, l = 0)\) systems, displaying the usual log-periodic structure associated with the Efimov effect, is illustrated in figure 12. Here, similar to \( a < 0 \) recombination (see figure 10(b)), resonances in relaxation reach a maximum contrast in the regime of small decay \((\eta \ll 1)\) and tend to be washed out in the limit of strong decay \((\eta \gg 1)\). Note that we only include the leading-order term of equation (87) and plot, separately, its next-to-leading-order term in figure 12. This next-to-leading-order term, \((r_0/a)^{\nu} \approx (r_0/a)^{4/3}\), is strongly suppressed for large \( a \). However, for \( BBX \) \((J^c = 0^+)\) systems with small mass ratios, where \( s_1 \approx 2 \) (see figure 7(a)), such terms can be more important.

**b. Relaxation for repulsive systems.** For repulsive systems, no resonant enhancements of relaxation are, in general, expected to occur since these systems do not exhibit the Efimov effect. Nevertheless, Efimov physics still has a strong impact on the scattering length dependence of the relaxation of weakly bound molecules. In contrast with attractive systems, where the three-body attractive \( 1/R^2 \) effective interaction leads to resonant effects, the main physical phenomena that controls the scattering length dependence of relaxation in repulsive three-body systems is tunneling through the repulsive \( 1/R^2 \) effective potential in the region \( r_0 \ll R < a \). In our model, all the pathways relevant for relaxation (figure 9(c)) suffer from such tunneling effects. Moreover, since the spatial extent of this Efimov potential increases with \( a \), it is reasonable to expect that relaxation should be suppressed in the large \( a \) limit. This suppression, first predicted in [87] in the context of two-spin Fermi gases, has been observed in several experiments [88–101] and has proved to be an extremely beneficial property that allows for long molecular lifetimes. However, Efimov physics has not been traditionally recognized as the main mechanism controlling the collisional properties of weakly bound molecules. Rather, the suppression of relaxation is often associated with Pauli blocking [87], which prevents two identical fermions from coexisting at short distances (where inelastic transitions occur). Although the Pauli blocking picture is not necessarily misleading, it omits the importance of the Efimov physics and does not explain cases in which no fermions are involved in the collision process [86].

We derive the explicit scattering length dependence of relaxation of weakly bound molecules for repulsive three-body systems from equation (82), with amplitudes...
and \( \phi_1 = \phi_\Pi = 0 \). In this case, the relaxation of weakly bound s-wave molecules is given by

\[
\beta_{\text{rad}}(a > 0) = \frac{\hbar}{\mu_{\text{ad}}} (1 - e^{-4a}) \left[ A_1^2 \left( \frac{r_0}{a} \right)^{2p_0} + B_1^2 \left( \frac{r_0}{a} \right)^{2p_1} \right] + 2A_1B_1 \left( \frac{r_0}{a} \right)^{p_0 + p_1} k^{-2}\alpha^2 a^{2l+1},
\]

(89)

where amplitudes \( A_1 \) and \( B_1 \) will depend on the details of the interatomic interactions; they originate from the contributions of pathways (I) and (II) in figure 9(e), respectively. The dominant contribution scales as \( a^{-1} \), implying that the suppression of relaxation occurs whenever \( 2l + 1 < 2p_0 \), and depends crucially on the strength of the Efimov repulsive potential, \( p_0 \) (see equation 84). As a result, we conclude that the suppression of relaxation is a direct consequence of Efimov physics.

Therefore, the result in equation (89) predicts a suppression of relaxation for \( \phi_1 = \phi_\Pi = 0 \) systems, for instance, we find that relaxation scales as \( a^{-1.332} \) (see table 1 for the value for \( p_0 \)). This result agrees with the prediction of Petrov et al [87] (see also [84, 161]) and is consistent with various experiments. For bosonic \( BBB' \) (\( J^z = 0^+, l = 0 \)) systems, where only the \( BB \) interaction is resonant (see table 1), relaxation scales as \( a^{-1} \), serving as evidence that a Pauli-blocking mechanism is not the only factor that determines the suppression of the relaxation rate. In fact, the \( a^{-1} \) suppression of relaxation holds for any system of three dissimilar particles with a single resonant pair, \( XYZ(a_{XY}) \), regardless of the mass ratios. For such cases, the suppression of \( XY^* + Z \) collisions has also been observed experimentally [97–101].

In our model, the effects of universal KM three-body states [102–105] (see section 3.5) can also be incorporated. For \( BBX \) (\( J^z > 0 \)-even) and \( FFX \) (\( J^z \)-odd) systems with \( \delta > \delta_c \), the mass ratio dependence of such states can lead to resonant effects in atom–molecule collisions [103]. The leading-order term of relaxation can be obtained following the same derivation for equation (87), replacing \( s_0 \) ln(\( a/\alpha_0 \)) \( \rightarrow \) \( \Psi_\delta \) and \( e^{-4a} \rightarrow e^{-4\eta_0} = 1 - (1 - e^{-4\eta_0})(r_0/\alpha)^{2p_0} \), where \( \Psi_\delta \) is a universal mass-ratio-dependent phase [103]. By expanding the result for small \( \eta_0 \approx (1/4)(1 - e^{-4\eta_0})(r_0/\alpha)^{2p_0} \), one obtains

\[
\beta_{\text{rad}}^{\text{new}}(a > 0) = \frac{\hbar}{\mu_{\text{ad}}} \left[ A_1^2 \left( \frac{1 - e^{-4a}}{s} \right)^{2p_0} + B_1^2 \left( \frac{1 - e^{-4a}}{s} \right)^{2p_1} \right] k^{-2}\alpha^2 a^{2l+1}.
\]

As a result, atom–molecule resonances occur whenever \( \Psi_\delta \) is an integer multiple of \( \pi \). Note that the dependence on \( r_0/\alpha \) above derives from the existence of the Efimov repulsive barrier (equation 42) within the range \( r_0 \ll R \ll a \) that suppresses the probability of inelastic transitions. This suppression indicates that, in the limit of large \( a \), KM states should be extremely long-lived.

4.3. Three-body elastic collisions

In this section, we analyze properties of three-body elastic processes relevant for ultracold quantum gases. While the determination of three-body inelastic collisional processes is crucial for the understanding of the lifetime and stability of ultracold gases, three-body elastic collisions play a different role. Three-body elastic processes help to characterize the many-body behavior of the system, in a way similar to two-body elastic processes. For instance, from the mean-field point of view, large and positive values of the two-body...
scattering length are generally associated with a collective regime characterized by strongly repulsive (mean-field) interactions. In contrast, for large and negative scattering lengths the mean-field interactions now become strongly attractive. Therefore, understanding the physics controlling three-body elastic properties, whether or not they are affected by the presence of three-body states, is of crucial importance. Here, we use our pathway analysis to provide a clear physical picture for the relevant three-body elastic processes in strongly interacting ultracold gases. Specifically, we examine three-body elastic scattering (describing the collision between three free atoms) atom–molecule elastic scattering.

For atom–molecule collisions, the description of elastic properties is essentially equivalent to a two-body process. Here, however, the asymptotic form of the effective potential for the case of weakly bound s-wave molecules is given by equation (43) (with \( l' = 0 \)). In this case, the relative atom–molecule angular momentum \( l \) defines the partial wave contributions for elastic scattering. As a result, the \( l \)-wave atom–molecule scattering length can be written as

\[
a^{(l)}_{ad} = -\lim_{k_{ad} \to 0} \text{Re} \left[ \frac{\tan \delta^{(l)}_{ad}(k_{ad})}{k_{ad}^{l+1}} \right],
\]

where \( k_{ad}^2 = 2\mu_{ad}(E - E_{\text{ad}}^*)/\hbar^2 \), with \( E_{\text{ad}}^* \approx -1/\a^2 \), is the wave vector associated with the initial atom–molecule collision channel, and \( \delta_{ad} \) is the corresponding phase-shift. (Note that although we refer to the above quantity as a scattering length, its actual unit is length\(^{l+1}\). Note also that, in the presence of inelastic processes, \( \delta_{ad} \) is a complex quantity with its real and imaginary parts defining the elastic and inelastic properties of the collision process [164], respectively.) Similarly, for three-body elastic scattering, each three-body continuum state will define a partial-wave contribution. In this case, however, the effective potential representing the collision of three free particles is given asymptotically by equation (44) and \( l_{\text{eff}} = \lambda + 3/2 \) will characterize the effective hyperangular momentum for the collision process. As a result, we define the three-body scattering length as

\[
A^{(1)}_{3b} = -\lim_{k \to 0} \text{Re} \left[ \frac{\tan \delta^{(1)}_{3b}(k)}{k^{3+4}} \right],
\]

where \( k^2 = 2\mu E/\hbar^2 \) is the wave vector associated with the initial collision channel, and \( \delta_{3b} \) is the corresponding three-body phase-shift.

In the next sections we determine the explicit dependence of the atom–molecule and three-body scattering lengths in terms of the two-body scattering length. The analysis of the relevant collision pathways will, once again, reveal the pervasive influence of Efimov physics.

### 4.3.1. Pathways for elastic collisions

The dominant pathways for elastic processes considered in our analysis are shown schematically in figure 14. As in inelastic processes (section 4.2), the pathways for elastic processes are independent of the category the three-body system belongs to, i.e., they do not depend on whether the three-body system has an attractive or repulsive \( 1/R^2 \) effective potential in the range \( R_0 \ll R \ll |a| \) (see figure 6). The relative importance of each pathway will, of course, depend on the specific form of the potentials, and whether they allow for interference and resonant effects. We show the pathways for three-body elastic processes with \( a > 0 \) and \( a < 0 \) as well as for \( a > 0 \) atom–molecule elastic scattering. In (a) and (c) channels \( \alpha \) and \( \beta \) correspond to the lowest continuum and the weakly bound molecular channels, respectively (see figures 6(a) and (c)). In (b), channels \( \beta \) and \( \gamma \) correspond to the lowest continuum and a deeply bound molecular channel (see figures 6(b) and (d)).

**Figure 14.** Relevant pathways for three-body elastic scattering for (a) \( a > 0 \) and (b) \( a < 0 \) as well as for (c) \( a > 0 \) atom–molecule elastic scattering. In (a) and (c) channels \( \alpha \) and \( \beta \) correspond to the lowest continuum and the weakly bound molecular channels, respectively (see figures 6(a) and (c)). In (b), channels \( \beta \) and \( \gamma \) correspond to the lowest continuum and a deeply bound molecular channel (see figures 6(b) and (d)).
where \( j = I, II, III, \text{ etc.} \), and amplitudes \( |A_j| \) determined from the tunneling probability in equation (46). The fact that, in the low-energy limit, the \( T \)-matrix element is simply \( T = (e^{2\delta} - 1)/2i \approx \delta \), allows us to directly relate the amplitude and phases in equation (93) to the phase-shift, \( \delta \). (Note that the overall minus sign in the equation (93) was chosen to provide the correct sign for the phase-shift in our analysis.) As in inelastic processes (section 4.2), we define the scattering parameters in terms of constants whose specific values can be determined though numerical calculations or more sophisticated analytical approaches.

4.3.2. Three-body elastic scattering. The problem of determining the three-body elastic properties, i.e., properties of three colliding particles at low energy, is a fundamental and highly nontrivial problem [165–177]. More recently, this problem has been revitalized due to the interest in understanding high-order three-body correlations in ultracold Bose gases in the strongly interacting regime [118, 119, 178–184], where Efimov physics plays an important role. The main difficulty in studying three-body elastic processes is the necessity for determining scattering contributions that originate from multiple scattering events where two atoms interact, while the third only spectates [165]. These contributions must be subtracted out to determine scattering events that are truly of a three-body nature [169], i.e., collision events in which all three atoms participate. In our present formulation, as well as in Efimov’s original analysis in [163], we neglect such contributions, bypassing the issue of removing multiple scattering contributions by accounting for interactions only in the regions where all three atoms interact, i.e., the region in which the interactions are characterized by the Efimov potentials (41) and (42) within the range \( r_0 < R < |a| \). In fact, within the adiabatic hyperspherical representation, it can be shown [185] that spectator multiple-scattering contributions are manifested through high-order corrections to the asymptotic potentials in equation (44), for \( R \gg |a| \). Evidently, an accurate determination of the three-body scattering length (equation (92)) requires a more rigorous approach such as the ones in [179, 183, 184]. Nevertheless, our simple formulation is capable of determining the \( a \) dependence of the three-body scattering length while elucidating the role of Efimov physics in the collision process.

For \( a > 0 \), the relevant pathways for three-body elastic collisions are given in figure 14(a). In this case, the elastic phase-shift, which is associated to the relevant \( T \)-matrix for elastic scattering in the limit of \( k \to 0 \), is simply determined by

\[
\text{Re}[T_{0,IJ}] \sim \text{Re}[\delta_{0IJ}],
\]

\[
= -|A_{0IJ}^{\alpha}||\cos \phi_0 - |A_{0IJ}^{\beta}||\cos \phi_\beta. \tag{94}
\]

where \( \phi_0 \) and \( \phi_\beta \) are the WKB phases in equation (47), corresponding to pathways (I) and (II) in figure 14(a), respectively, with amplitudes determined from

\[
|A_{0IJ}^{\alpha}|^2 = P^{(\alpha)}_{r = |a|} P^{(\alpha)}_{r_0 = |a|} P^{(\alpha)}_{r \to \infty},
\]

\[
|A_{0I}^{\beta}|^2 = P^{(\beta)}_{r = |a|} P^{(\beta)}_{r_0 = |a|} P^{(\beta)}_{r \to \infty}. \tag{95}
\]

For \( a < 0 \), the entrance channel now corresponds to channel \( \beta \) in figure 14(b), and the corresponding elastic phase-shift is given by

\[
\text{Re}[T_{0,I}](\approx \text{Re}[\delta_{0I}]) = -|A_{0I}^{\beta}||\cos \phi_0 - |A_{0I}^{\beta}||\cos \phi_\beta. \tag{96}
\]

with WKB phases \( \phi_0 \) and \( \phi_\beta \) (equation (47)) and amplitudes determined from

\[
|A_{0I}^{\beta}|^2 = P^{(\beta)}_{r = |a|} P^{(\beta)}_{r_0 = |a|} P^{(\beta)}_{r \to \infty},
\]

\[
|A_{0I}^{\beta}|^2 = P^{(\beta)}_{r = |a|} P^{(\beta)}_{r_0 = |a|} P^{(\beta)}_{r \to \infty}. \tag{97}
\]

Corresponding to pathways (I) and (II) in figure 14(b), respectively. Note that in equations (95) and (97), since there is no tunneling in the final (exit) channel between \( R = r \) and \( R = \infty \), the corresponding probabilities will be simply a constant.

At ultracold energies, the energy dependence of the elastic phase-shift in equations (94) and (96) originates solely from the terms describing tunneling from the classical turning point \( r_0 = (\lambda + 2)/k |a| \). From the tunneling probability in equations (46) and the asymptotic form of the potentials (44), we obtain

\[
P^{(\alpha)}_{\xi \to |a|} \propto (ka)^{2\lambda+4} \quad \text{and} \quad P^{(\beta)}_{\xi \to |a|} \propto (k|a|)^{2\lambda+4}, \tag{98}
\]

ensuring that the scattering length in equation (92) is constant in the limit of \( k \to 0 \), and proportional to \( a^{2\lambda+4} \). However, the other terms in equations (95) and (97) originating from pathway (II) will depend critically on the attractive or repulsive character of the three-body interactions within the region \( r_0 < R < |a| \). In fact, these are the terms through which the Efimov physics is introduced, and we will discuss them according to the category into which the three-body system falls.

a. Three-body elastic scattering for attractive systems. For three-body attractive systems, we have already shown that specific signatures in the inelastic scattering occur in relation to the formation of Efimov states. For elastic scattering, Efimov states should also lead to specific signatures. For \( a > 0 \), the signatures of the Efimov effect in elastic scattering originate from the same interference effect occurring for recombination into weakly bound molecules (see equation (58)). Here, the amplitudes for elastic scattering from pathways (I) and (II) in equation (95) are given by

\[
|A_{0I}^{\alpha}|^2 = A^4 \left(ka\right)^{2\lambda+8},
\]

\[
|A_{0I}^{\beta}|^2 = B^4 \left(ka\right)^{2\lambda+8}, \tag{99}
\]

which include the probability of decay to deeply bound states via the contribution from pathway (II) in figure 14(a). Since no phase is accumulated in pathway (I), we set \( \phi_0 = 0 \), while for pathway (II) we obtain:

\[
\phi_\beta = 2\left| \ln (a/r_0) + \Phi \right| - \pi/2,
\]

according to equation (47). In equation (99) the coefficients \( A \) and \( B \) are expected to be universal and related to the reflection and transmission probability near \( R = a \). Therefore, replacing equation (99) and corresponding phases in equation (94), allows us to determine the three-body scattering length in
length dependence of the three-body scattering length \( A_{3b} \) (\( a > 0 \)) for \( BBB \) (\( J^z = 0^+ \), \( \lambda = 0 \)) systems [179, 184]. This dependence displays the expected log-periodic features associated with the Efimov effect, but with a very small amplitude (associated due to the small value for \( B^2 \) for identical bosons). In fact, as one can see in figure 15(a), in the limit of strong decay (\( \eta \gg 1 \)), the sinusoidal term in equation (100) is completely suppressed. Although here we do not determine the explicit values for the coefficients \( A \) and \( B \) in equation (100), one would in general expect that \( A^2 - B^2 > 0 \) since the value of \( B^2 \) depends on the (normally weakly) inelastic transition probability near \( R = a \), associated with the pathway (II) in figure 14(a). In this case, from equation (100) we expect that, in general, \( A_{3b} > 0 \), regardless of the value of \( \eta \).

For \( a < 0 \), our pathway analysis (see pathways (I) and (II) in figure 14(b)) indicates that the main physical mechanism that controls the elastic process is resonant scattering associated with the formation of Efimov states in the entrance channel \( \beta \). In this case, which is similar to the resonant effects in inelastic processes (equation (63)), the contribution from pathway (II) in equation (96) must be generalized to account for the multiple rattles within the range \( r_0 \ll R \ll |a| \), characteristic of the resonant state. This effect can be simply incorporated into our analysis by writing equation (96) as

\[
\text{Re}[T_{3b}] \approx \text{Re}[\delta_{3b}] = -|A_{3b}^{(3)}| \cos \phi_1 - \sum_j |A_{3b}^{(3j)}| \cos \phi_{3b j}^{(2j)},
\]

with amplitudes determined from

\[
|A_{3b}^{(3j)}|^2 = A^2 (k|a|)^{4\lambda+8}, \quad |A_{3b}^{(3j)}|^2 = B^4 (e^{-4i})/(k|a|)^{4\lambda+8},
\]

where \( j = 1, 2, \ldots, \infty, \) and corresponding WKB phases \( \phi_1 = 0 \) and \( \phi_{3b j} = (2j)|s_0 \ln(|a|/r_0) + \Phi| - \pi/2 \). The coefficients \( A \) and \( B \) in equation (102) are expected to be universal, since both related to the physics near \( R = |a| \).

Replacing the equation (102) into equation (101), performing the summations analytically and substituting the results into equation (92), one finally obtains

\[
A_{3b}^{(3)} = A^2 + B^2 \sin^2[2s_0 \ln(|a/a|-)] -\sin^2 \frac{3\lambda+4}{4} |s_0 \ln(|a/a|-)] + \sin^2 \frac{3\lambda+4}{4} \]

with the three-body parameter \( a \), defined identically as we showed in the recombination into weakly bound molecules in equation (58). Note, however, that the result of equation (100) is \( \pi/4 \) out-of-phase from equation (58). Our result in equation (100) is general and displays interference effects whenever \( a \) increases by the geometric factor, \( e^{\psi/a} \), for all three-body attractive systems. In the limit of weak decay (\( \eta \ll 1 \)), equation (100) is consistent with the results from [179, 184] for \( BBB \) (\( J^z = 0^+ \) and \( \lambda = 0 \)) systems, with \( A^2 - B^2 \approx 1.22 (4\pi - 3\sqrt{3})/(2\sqrt{3} \pi) \), and \( 2B^2 \approx 0.021 (4\pi - 3\sqrt{3})/(2\sqrt{3} \pi) \). Figure 15(a) shows the scattering
corresponding to the value of $a$ in which an Efimov state becomes bound. Figure 15(b) shows the scattering length dependence of the three-body scattering length $A_{1b}$ ($a < 0$) for $BBB$ ($J^\pi = 0^+, \lambda = 0$) systems [179, 184]. It displays the expected log-periodic resonant features associated with the Efimov effect. Note, however, for any nonzero inelastic decay ($\gamma \neq 0$), $A_{1b}$ does not diverge on resonance. On resonance, it rather assumes its background value (proportional to $A^2$), in agreement with the analysis of [164]. Note also that, in the limit of strong decay ($\gamma \gg 1$), the second term in equation (103) vanishes, and $A_{1b}$ is given by its background value for all values of $a$.

b. Three-body elastic scattering for repulsive systems. For the three-body repulsive systems the elastic properties can be determined following the same procedure described in the previous section. For $a > 0$, the amplitudes (equation (95)) for elastic scattering from pathways (I) and (II) in equation (94) are given by

$$|A^{\text{I}}_{1b}|^2 = A^4(k|a|)^{\Delta + 8},$$

$$|A^{\text{II}}_{1b}|^2 = B^4e^{-4\theta_0}(\frac{r_0}{|a|})^{2\theta_0}(k|a|)^{\Delta + 8},$$

and we set $\phi_1 = \phi_\Pi = 0$, since all potentials are repulsive and, consequently, no phase is accumulated. In this case, the three-body scattering length is determined from equation (92) to be

$$A_{1b}^{(\text{III})} = \left[ A^2 + B^2e^{-2\theta_0}(\frac{r_0}{|a|})^{2\theta_0} \right] a^{2\Delta + 4},$$

with both $A$ and $B$ being universal constants dependent on the physics near $R = a$. The inclusion of interference effects related to KM states follows an analogous procedure to the derivation of equation (100). But now, we replace $s_0 \ln(a/\alpha) \rightarrow \Phi_0 + \pi/2$, and $e^{-4\theta_0} \rightarrow e^{-4\theta_0} = 1 - (1 - e^{-4\theta_0})r_0/|a|^{2\theta_0}$. Then, expanding for small values of $\theta_0$, we obtain

$$A_{1b}^{(\text{III})} = \left[ A^2 - B^2 \left[ 1 - \frac{1 - e^{-4\theta_0}}{2}(\frac{r_0}{|a|})^{2\theta_0} \right] \right] a^{2\Delta + 4},$$

$$+ 2B^2 \left[ 1 - \frac{1 - e^{-4\theta_0}}{2}(\frac{r_0}{|a|})^{2\theta_0} \right] \cos^2(\Phi_0 - \pi/4) a^{2\Delta + 4},$$

where $\Phi_0$ is the same universal, mass-ratio dependent phase appearing in equation (66). For $a < 0$, the amplitudes (equation (97)) for elastic scattering from pathways (I) and (II) (equation (96)) are given by

$$|A^{\text{I}}_{1b}|^2 = A^4(k|a|)^{\Delta + 8},$$

$$|A^{\text{II}}_{1b}|^2 = B^4e^{-4\theta_0}(\frac{r_0}{|a|})^{2\theta_0}(k|a|)^{\Delta + 8},$$

with phases $\phi_1 = \phi_\Pi = 0$. In this case, we find the three-body scattering length to be

$$A_{1b}^{(\text{III})} = \left[ A^2 + B^2e^{-2\theta_0}(\frac{r_0}{|a|})^{2\theta_0} \right] a^{2\Delta + 4}.$$

Note that since the second terms in equations (105), (106), and (108), are strongly suppressed for large values of $a$, the three-body elastic scattering problem for repulsive systems can be simply seen as a problem of scattering from a hard-hypersphere of hyperradius $|a|$.

4.3.3. Atom–molecule elastic scattering. The problem of determining the elastic properties of collisions involving weakly bound dimers has been the subject of various works where both atom–dimer [122, 123, 152, 161, 162, 186–189] and molecule–molecule [87, 190–193] elastic collisions have been studied. In this section we only focus on the properties of elastic atom–molecule collisions, although some of the ideas discussed here can be applied for elastic molecule–molecule collisions [110].

According to the pathways shown in figure 14(c), the entrance channel corresponds to channel $\beta$, and the corresponding atom–molecule elastic phase-shift is given by

$$\text{Re}[T_{\beta\beta}](\equiv \text{Re}[\delta_{\beta\beta}]) = -|A^{(\beta)}_{\text{I}}| \cos \phi_1 - |A^{(\beta)}_{\text{II}}| \cos \phi_\Pi,$$

where WKB phases $\phi_1$ and $\phi_\Pi$ are determined from equation (47) and amplitudes are given by

$$|A^{(\beta)}_{\text{I}}|^2 = p^{(\beta)}_{\text{I}}(a \rightarrow \infty) p^{(\beta)}_{\text{I}}(a \rightarrow \infty),$$

$$|A^{(\beta)}_{\text{II}}|^2 = p^{(\beta)}_{\text{II}}(a \rightarrow \infty) p^{(\beta)}_{\text{II}}(a \rightarrow \infty).$$

The amplitudes for both pathways (I) and (II) in equation (110) have contributions from tunneling from the classical turning point $r_c = (l + 1/2)/k$ to $R = a$, determining the low-energy dependence of the phase-shift

$$p^{(\beta)}_{\text{I}}(a \rightarrow \infty) \propto (ka)^{2l+1}.$$ (111)

The other terms in equation (110), however, depend critically on the attractive or repulsive character of the three-body interactions controlled by the Efimov physics.

a. Atom–molecule elastic scattering for attractive systems. For attractive systems, the main expected features in elastic atom–molecule collisions are resonant effects due to the appearance of Efimov states at the atom–molecule threshold (see figure 6(a)), i.e., corresponding to the entrance channel $\beta$ in figure 14(c). While the contribution to equation (109) from pathway (I) corresponds to a hard-sphere (of radius $R = a$) scattering, the resonant contribution originates from pathway (II) and is obtained by rewriting equation (109) to include the multiple rattles within the range $r_0 \ll R \ll a$, i.e.,

$$\text{Re}[T_{\beta\beta}](\equiv \text{Re}[\delta_{\beta\beta}]) = -|A^{(\beta)}_{\text{I}}| \cos \phi_1 - \sum_j |A^{(\beta)}_{j\Pi}| \cos \phi_{j\Pi},$$ (112)

where the amplitudes are determined from

$$|A^{(\beta)}_{\text{I}}|^2 = A^4(k|a|)^{\Delta + 2},$$

$$|A^{(\beta)}_{j\Pi}|^2 = B^4e^{-4\theta_j}(k|a|)^{\Delta + 2},$$ (113)

with corresponding WKB phases $\phi_1 = 0$, and $\phi_{j\Pi} = (2j)\pi s_0 \ln(a/|r_0|) + \Phi - \pi/2$. In this case, substituting the
amplitudes in equation (113) into equation (112), we obtain the 
the physics near the scattering length, \( a_{ad} \), for \( BBB (J^z = 0^+ \), \( l = 0 \) systems [162] 
the log-periodic resonant structure associated with the 
formation of Efimov states at the collision threshold. In the absence of 
inelastic decay (\( \eta = 0 \)), \( a_{ad} \) diverges at values \( a = a_0(\epsilon^{n/\hbar})^n \) 
\( n = 1, 2, 3, \) etc, while for \( \eta \neq 0 \) decay to deeply bound molecules suppresses the poles in \( a_{ad} \) [164].

\[
a_{ad}^{(j)} = \left[ A^2 + \frac{B^2}{4} \sin\left[2\phi_0 \ln\left(a/a_0\right)\right] \right]^{1/2j+1}, \quad (114)
\]

where \( \phi_0 = \ln\left(a/a_0\right) + \Phi \). Both coefficients \( A \) and \( B \) are expected to be universal, as they are determined by 
the physics near \( R = \hbar \). Equation (114) is consistent with 
[122, 123, 162]. For \( BBB \) systems \( (J^z = 0^+ \) and \( l = 0 \)), the 
coefficients \( A \) and \( B \) were determined numerically to be 
\( A^2 \approx 1.46 \) and \( B^2/4 \approx 2.15 \) in [162]; for heteronuclear \( BBX \) 
systems values for such universal constants can be found in 
[122]. Figure 16 shows the \( a \) dependence of the atom–molecule 
scattering length for \( BBB (J^z = 0^+ \), \( l = 0 \) systems 
[162] displaying the log-periodic resonant structure associated 
with the formation of Efimov states at the collision threshold. 
As expected, in the absence of inelastic decay \( (\eta = 0) \) \( a_{ad} \) 
diverges at values \( a = a_0(\epsilon^{n/\hbar})^n \) \( n = 1, 2, 3, \) etc, corresponding to the values of \( a \) in which an Efimov state becomes 
bound. For \( \eta \neq 0 \), however, decay to deeply bound molecules suppresses the poles in \( a_{ad} \) with \( a_{ad} \) assuming its background value, proportional to \( A^2 \) on resonance [164].

\[
a_{ad}^{(j)} = \left[ A^2 + \frac{B^2}{4} \sin\left(2\psi_0\right) \right]^{1/2j+1}, \quad (117)
\]

In this case, the atom–molecule scattering length also displays 
resonant effects whenever a KM state is formed, in agreement with [103]. The dependence on \( r_0/\hbar \) in equation (117), however, 
leads to narrow resonant features in \( a_{ad} \) which is also consistent with 
the predicted long lifetime of KM states [102–105].

5. Three-body collisions in ultracold gases

The analysis of three-body scattering processes presented in 
the previous sections has benefited from our ability to classify 
three-body systems according to their characteristic attractive 
and repulsive interactions. This classification allows us to 
state that systems falling into the same category have essentially 
the same scattering properties. Scattering observables 
for three-body attractive systems display clear signatures of 
Efimov effects via the occurrence of interference and resonant 
effects whenever the scattering length changes by the 
characteristic Efimov geometric factor, \( \epsilon^{n/\hbar} \). In contrast, for 
repulsive systems the characteristic signature of Efimov 
physics is the (relative or absolute) suppression of various 
inelastic processes.
In the context of ultracold gases, among all possible contributions to the collision processes, only a few (if not only one) are expected to dominate because of their corresponding low-energy behavior, as dictated by Wigner’s threshold laws. These dominant scattering processes will ultimately determine the stability and lifetime of the ultracold gas. Therefore, it is crucial to build up an overall picture to evaluate how and when Efimov physics can be experimentally accessible and whether its appearance will be detrimental or beneficial to the system’s stability. Moreover, for any finite energy system, one also must understand the regime in which finite temperature effects become important. In other words, one needs to understand the breakdown of the threshold regime, which ensures the applicability and usefulness of the Wigner threshold laws. Consequently, in this section, we provide a summary of the relevant three-body scattering rates and an analysis of the dominant scattering contributions and the collisional stability of various types of ultracold gases. We also provide an analysis of the notion of a threshold regime and finite temperature effects on three-body scattering observables.

From the perspective of the experimental observability of Efimov physics in ultracold gases, signatures of Efimov physics for three-body repulsive systems can be easily identified through the suppression of atomic and molecular losses. In contrast, the observation of signatures of Efimov physics for three-body attractive systems is more delicate, since they are accompanied with generally strong losses, and they are more sensitive to finite temperature effects. For such cases, the observation of geometric scaling for Efimov states, i.e., the observation of multiple Efimov features in atomic and molecular losses, depend strongly on the experimental ability to keep the gas within the threshold regime [140, 151, 157]. In fact, at any finite temperature, the threshold regime persists only within a range of scattering lengths, which define a maximum value of the scattering length in which the interference and resonant effects associated with Efimov states can be observed [157]. Outside the threshold regime, the system enters into the so-called unitarity regime, where scattering rates becomes independent of , and all Efimov features are simply washed away [157]. Therefore, finite temperature effects sets a limit on the number of consecutive features that can be experimentally accessible [151].

5.1. Scaling and threshold laws: summary

To gain a more comprehensive view of the relevant inelastic scattering processes in ultracold quantum gases, we summarize in table 3 our results for the energy and scattering length dependence for three-body recombination, \( K_s \) (section 4.2.2), collision-induced dissociation, \( D_1 \) (section 4.2.3), and atom–molecule relaxation, \( \beta_{rel} \) (section 4.2.4). The results in table 3 cover the inelastic processes for all three-body systems in which only one type of pair interaction is resonant, with the relevant scattering length for each system also indicated. (Results for cases in which more than one scattering length is relevant can be found in [117].) Table 3 will serve as a guide for various discussions following this section. As a result, here, we carefully describe how these results are structured, and their corresponding physical relevance.

The boldface type in table 3 indicates the dominant partial wave contribution for each scattering process, as determined by its energy dependence, i.e., by Wigner’s threshold laws. Note that the dominant contribution does not necessarily correspond to the lowest \( J \). Although this is always the case for atom–molecule relaxation, for recombination, the dominant contribution depends essentially on \( \lambda = \lambda_{\text{sc}} \), i.e., the minimum value of \( \lambda \) determined by the permutational symmetry and total angular momentum \( J^z \) (see table 1). By including results for different partial waves, table 3 indicates how strong should be the contribution from the next leading term for finite temperatures.

In table 3 we only show the main power-law behavior for each rate. We have added a label to the total angular momentum, \( J^z \), to indicate whether the corresponding three-body system has attractive or repulsive Efimov interactions, by marking it with the subscripts A and R, respectively. For three-body attractive systems, the terms that are responsible for Efimov features in the inelastic rates are given in table 3 by

\[
M_{3b}^a(a) = 4A \lambda^2 e^{-2\eta}[\sin^2[\lambda a (a/\lambda_a)] + \sin^2 \eta] \frac{h}{\mu}, \quad (118)
\]

\[
P_{3b}^a(a) = A \frac{2 \sin h^2 \sinh 2 \eta}{[\lambda a (a/\lambda_a)] + \sinh^2 \eta} \frac{h}{\mu}, \quad (119)
\]

describing the interference phenomena in recombination and dissociation involving weakly bound molecules \( a > 0 \), and resonant effects in recombination into deeply bound states \( a < 0 \), respectively (see sections 4.2.2 and 4.2.3). For atom–molecule relaxation, the resonant effects are encapsulated in the term (see section 4.2.4)

\[
P^{a}_{3d}(a) = A \frac{2 \sin h^2 \sinh 2 \eta}{[\lambda a (a/\lambda_a)] + \sinh^2 \eta} \frac{h}{\mu_a}. \quad (120)
\]

The universal nature of the constants \( A_{3d} \), \( C_{3d} \), and \( A_{3d} \) in equations \( (118) \)–(120) is discussed in sections 4.2.2–4.2.4, respectively. Equations \( (118) \)–(120) also explicitly show the geometric-scaling properties characteristic of the Efimov effect via their log-periodic dependence on \( a \). Together they show that an Efimov feature (a minimum or a resonant enhancement due to the formation of a Efimov state) should occur whenever \( a \rightarrow e^{\pi/\hbar} a \). The values of \( a \) in which such features occur are determined by the three-body parameters \( a_+, a_-, a_\), which encapsulate the short-range properties of the three-body interactions—see section 6.2 for a discussion on the universality of such three-body parameters. As one can see from table 3, the inelastic rates associated with three-body repulsive systems are typically characterized by their suppression as \( a \) increases. Note that for repulsive systems, while the atom–dimer relaxation rate vanishes for large \( a \), recombination into deeply bound is enhanced, but with a weaker \( a \) dependence, comparable to recombination into weakly bound molecules. Note also that for BBX and FFX repulsive systems, the scattering length dependence of the inelastic rates depends on the specific value of the mass ratio, \( \hbar \), through its...
dependence on the parameter $p_0$. Recall that for $BBX$ and $FFX$ systems, for values of $\delta$ smaller than a critical value, $\delta < \delta_c$, the system is characterized by an attractive interaction (the Efimov effect occurs), while for $\delta > \delta_c$, a repulsive interaction prevails, and the rates depend on the strength of such repulsion, $p_0$ (see figures 7(a)–(h)).

Similarly, table 4 summarizes our results for the elastic three-body scattering length, $A_{3b}$ (section 4.3.2), and the atom–molecule scattering length, $a_{ad}$ (section 4.3.3). For those cases, the interference and resonant phenomena in three-body attractive systems, associated with the Efimov effect, are encapsulated in the terms

$$I_{3b}^a(a) = \left( A^2 - \frac{B^2}{2\pi} \right) + \frac{2B^2}{2\pi} \sin^2 \left[ s_0 \ln(a/a_+) - \pi \right]$$

(121)

$$R_{3b}^d(a) = A^2 + \frac{B^2}{4 \sin^2 \left[ s_0 \ln(a/a_+) \right]} + \sin^2 \eta$$

(122)

for the three-body scattering length, $A_{3b}$, while the resonant effects in the atom–molecule scattering length are encapsulated through

$$R_{ad}^d(a) = A^2 + \frac{B^2}{4 \sin^2 \left[ s_0 \ln(a/a_{ad}) \right]} + \sin^2 \eta$$

(123)

The nature of the universal constants above is discussed in sections 4.3.2 and 4.3.3. Note that the only cases in table 4 in which a negative value of the scattering length can be

\begin{table}[h]
\centering
\caption{Energy and scattering length scaling laws for three-body inelastic rates for systems in which only one scattering length (indicated in the table) is resonant. For a given value of $J^f$, the attractive and repulsive character of the three-body systems is indicated by the subscripts A and R, respectively, added to the value of $J^f$. Note that for $BBX$ ($J^f = 2^+$) and $FFX$ ($J^f = 1^+$) systems, the rates are given for $\delta < \delta_c$ and $\delta > \delta_c$, respectively, emphasizing the change in the scattering properties due to the appearance of the Efimov Effect for $\delta < \delta_c$. (For $J^f = 1^+$ we have $\delta_c \approx 0.073492$, and for $J^f = 2^+$ we have $\delta_c \approx 0.025887$.) Boldface type indicates the leading contribution at threshold.}

| System          | $J_c^a$ | $l$ | $\beta_{w}^{\nu}$ | $K_{w}^{\nu}$ | $K_{d}^{\nu}$ | $D_{w}^{\nu}$ |
|-----------------|---------|-----|-------------------|---------------|---------------|---------------|
| $BBB(a_{BB})$   | $0_4^a$ | 0   | $P_{4a}^a(a)\delta$ | 0             | $M_{5a}(a)\delta^4$ | $P_{5a}^a(a)\delta^4$ | $M_{5a}(a)\delta^4$ |
|                 | $1_4^a$ | 1   | $K_a^{1.790}$     | 1             | $k_{a}^{2}a^4$     | $k_{a}^{2}a^4$     | $k_{a}^{2}a^4$     |
|                 | $2_4^a$ | 2   | $K_a^{1.158}$     | 1             | $k_{a}^{2}a^4$     | $k_{a}^{2}a^4$     | $k_{a}^{2}a^4$     |
| $BBB^\prime(a_{BB})$ | $0_4^a$ | 0   | $P_{4a}^a(a)\delta$ | 0             | $M_{5a}(a)\delta^4$ | $P_{5a}^a(a)\delta^4$ | $M_{5a}(a)\delta^4$ |
|                 | $1_4^a$ | 1   | $K_a^{1.790}$     | 1             | $k_{a}^{2}a^4$     | $k_{a}^{2}a^4$     | $k_{a}^{2}a^4$     |
| $FFX^\prime(a_{FF})$ | $0_4^a$ | 0   | $a^{1.333}$       | 2             | $k_{a}^{2}a^4$     | $k_{a}^{2}a^4$     | $k_{a}^{2}a^4$     |
|                 | $1_4^a$ | 1   | $K_a^{1.790}$     | 1             | $k_{a}^{2}a^4$     | $k_{a}^{2}a^4$     | $k_{a}^{2}a^4$     |
| $BBX(a_{BX})$   | $0_4^a$ | 0   | $P_{4a}^a(a)\delta$ | 0             | $M_{5a}(a)\delta^4$ | $P_{5a}^a(a)\delta^4$ | $M_{5a}(a)\delta^4$ |
|                 | $1_4^a$ | 1   | $K_a^{1.790}$     | 1             | $k_{a}^{2}a^4$     | $k_{a}^{2}a^4$     | $k_{a}^{2}a^4$     |
| $FFX(a_{FX})$   | $0_4^a$ | 0   | $a^{1.333}$       | 2             | $k_{a}^{2}a^4$     | $k_{a}^{2}a^4$     | $k_{a}^{2}a^4$     |
|                 | $1_4^a$ | 1   | $K_a^{1.790}$     | 1             | $k_{a}^{2}a^4$     | $k_{a}^{2}a^4$     | $k_{a}^{2}a^4$     |
| $BBX(a_{BB})$   | $0_4^a$ | 0   | $P_{4a}^a(a)\delta$ | 0             | $M_{5a}(a)\delta^4$ | $P_{5a}^a(a)\delta^4$ | $M_{5a}(a)\delta^4$ |
|                 | $1_4^a$ | 1   | $K_a^{1.790}$     | 1             | $k_{a}^{2}a^4$     | $k_{a}^{2}a^4$     | $k_{a}^{2}a^4$     |
| $XYZ(a_{XYZ})$  | $0_4^a$ | 0   | $a^{1.333}$       | 2             | $k_{a}^{2}a^4$     | $k_{a}^{2}a^4$     | $k_{a}^{2}a^4$     |
|                 | $1_4^a$ | 1   | $K_a^{1.790}$     | 1             | $k_{a}^{2}a^4$     | $k_{a}^{2}a^4$     | $k_{a}^{2}a^4$     |

\begin{table}[h]
\centering
\caption{Scattering length dependence of the elastic atom–molecule scattering length, $a_{ad}$, and three-body scattering length $A_{3b}$. The attractive and repulsive character of the three-body systems is indicated by A and R, respectively. Boldface type indicates the leading contribution at threshold.}

| System          | $J_c^a$ | $l$ | $a_{ad}$ | $A_{3b}$ |
|-----------------|---------|-----|----------|----------|
| $BBB(a_{BB})$   | $0_4^a$ | 0   | $R_{5a}^a(a)\delta$ | 0         |
|                 | $1_4^a$ | 1   | $I_{5a}^a\delta^4$ | $R_{5a}^a\delta^4$ |
| $BBB^\prime(a_{BB})$ | $0_4^a$ | 0   | $R_{5a}^a(a)\delta$ | 0         |
|                 | $1_4^a$ | 1   | $I_{5a}^a\delta^4$ | $R_{5a}^a\delta^4$ |
| $FFX^\prime(a_{FF})$ | $0_4^a$ | 0   | $a^{1.333}$       | 2         |
|                 | $1_4^a$ | 1   | $I_{5a}^a\delta^4$ | $R_{5a}^a\delta^4$ |
| $BBX(a_{BX})$   | $0_4^a$ | 0   | $R_{5a}^a(a)\delta$ | 0         |
|                 | $1_4^a$ | 1   | $I_{5a}^a\delta^4$ | $R_{5a}^a\delta^4$ |
| $FFX(a_{FX})$   | $0_4^a$ | 0   | $a^{1.333}$       | 2         |
|                 | $1_4^a$ | 1   | $I_{5a}^a\delta^4$ | $R_{5a}^a\delta^4$ |
| $BBX(a_{BB})$   | $0_4^a$ | 0   | $R_{5a}^a(a)\delta$ | 0         |
|                 | $1_4^a$ | 1   | $I_{5a}^a\delta^4$ | $R_{5a}^a\delta^4$ |
| $XYZ(a_{XYZ})$  | $0_4^a$ | 0   | $a^{1.333}$       | 2         |
|                 | $1_4^a$ | 1   | $I_{5a}^a\delta^4$ | $R_{5a}^a\delta^4$ |
obtained are the ones in which a three-body state is formed at
the collision threshold. In the case of attractive systems,
formation of Efimov states leads to resonant effects para-
metrized by equations (122) and (123). For repulsive systems,
although not explicitly shown in table 4, a negative value of
the atom–molecule scattering length is also possible for some
values of the mass ratio due to the presence of KM states
[102–105] for BBX ($J^P > 0$-even) and FFX ($J^P$-odd) sys-
tems, as explained in section 4.3.3. Although we do not
explore the relevance of the three-body elastic parameters $A_{ab}$
and $A_{abc}$, it is well-known that, from the mean-field point of
view, both the magnitude and sign of the scattering lengths
are important in determining the character of the three-body
interactions in a many-body system. For large and positive
values for the elastic scattering parameters, mean-field inter-
actions are expected to be strong and repulsive, while for
large and negative values, mean-field interactions are strong
and attractive. Therefore, the results in table 4 can offer fur-
ther insights on the impact of three-body elastic processes for
the collective behavior of ultracold quantum gases, an ana-
lysis beyond the scope of the present study.

5.2. Collisional stability of ultracold gases

Using the results in table 3, we now analyze the collisional
properties of ultracold quantum gases and identify the
important processes determining their lifetimes and stabilities.
We do this here, however, only to provide an overall look at
such issues and characterize the Efimov physics accessible in
different quantum gases. We first analyze the relevant scat-
tering processes according to the structure of the gas, i.e.,
whether it forms a pure atomic sample, an atom–dimer mix-
ture, or a pure molecular sample. We then perform the analy-
ysis on the lifetime and stability of such samples, which
strongly depend on their intrinsic quantum statistics.

a. Atomic and molecular loss processes. For pure atomic
samples, recombination represents the main collisional pro-
cess leading to atomic losses. However, for large values of
$a > 0$, while recombination to deeply bound molecules ($K^0$)
will unequivocally lead to atomic losses (both atom and
diatomic molecules will have enough kinetic energy to escape
from the trap), weakly bound molecules formed via recombi-
nation ($K^1$) can still remain trapped. In this case, both
relaxation ($\beta_{\text{rel}}$) and dissociation ($D_0^1$) of weakly bound
molecules can start contributing to the collisional and dyna-
mical properties of the system. Note that although relaxation
will lead to atomic and molecular losses, dissociation does not
necessarily leads to losses. Weakly bound molecules formed
by recombination can have enough kinetic energy to be dis-
sociated due to collisions with other atoms (or molecules),
thus leading to an increase in the number of atoms. In the case
of atom–molecule samples, if the temperature is lower than
the molecular binding energy, relaxation (due to collisions of
other atoms or molecules) is the main process controlling the
molecular lifetime. The stability of the atomic component of
this mixture, however, will be controlled by both relaxation
and recombination. Evidently, if the temperature is larger than
the molecular binding energy, or if recombination can lead to

the formation of trappable weakly bound molecules, disso-
ciation will also play a role, greatly complicating the dyna-
mics of the system. In pure molecular gases, molecule–
molecule collisions (not covered in table 3) are the main
collisional process controlling the stability of such samples,
and whether such molecules are composite bosons or fermi-
ons have important implications for their collisional prop-
erties due the Wigner threshold law. For bosonic molecules
relaxation is constant at threshold, while for fermionic mole-
ules, relaxation is suppressed due to their $p$-wave charac-
ter. Moreover, if any of the possible three-body sub-
systems of the molecule–molecule four-body compound
belongs to the attractive or repulsive class of three-body
systems, inelastic molecule–molecule collisions can display
resonant effects or be suppressed [87, 190–193].

b. Collisional stability of ultracold quantum gases. In
ultracold Bose gases (single component), the main collisional
behavior is determined from the $J^P = 0^+$ partial-wave con-
tribution for BBB systems. Efimov resonant and inter-
fERENCE features can be observed in atomic and molecular
losses caused by recombination, dissociation and relaxation,
with rates given according to table 3. A similar situation is
found in ultracold Bose gas mixtures with two components,
where the main collisional behavior is also determined from
the $J^P = 0^+$ partial-wave contribution. In this case, however,
the main collisional behavior originates from two different
systems, BBb and Bbb, where B and b denote two dissimilar
bosons. If the interspecies interactions are resonant, the
Efimov effect occurs for both systems. As a result, a more
complicated structure of interference and resonances can
be expected to occur, since BBb and Bbb systems can have
different geometric-scaling parameters, $e^{\pi/\alpha}$ (see
figure 4). Moreover, depending upon the mass ratio,
$\delta_{Bb} < \delta_c \approx 0.025887$, the contributions from BBb collis-
ions can also display Efimov features, associated with $J^P = 2^+$
Efimov states. However, if the density of the B and b species
is substantially different, only one of the processes will
dominate the collisional behavior of the system. For instance,
if the density of B atoms is much higher than the density of b
atoms, one can expect BBb processes to be the leading
contribution to atomic and molecular losses. Whether or not
the Bose gas is made out of a single or two components, in
both cases the dominant contribution for recombination and
relaxation is constant at low energies and proportional to $a^4$
and $a$, respectively—see table 3. This dependence of the loss
rates on $a$ should lead to a drastic reduction of the system’s
lifetime as $a$ increases. As a result, bosonic gases are intrin-
sically unstable in the resonant regime.

In contrast, ultracold Fermi gases (single component) are
far more stable. In such systems, however, the interactions
can only be tuned via $p$-wave interactions. In this case,
although recombination is still enhanced for large values of
the $p$-wave scattering length [196–201], their energy
dependence (controlled by the Wigner threshold law [154])
still ensures its suppression. Although in molecular samples,
collisions between $p$-wave molecules with other atoms and
molecules are not suppressed at low energies, they remain
constant for large values of the $p$-wave scattering length
In the case of ultracold Fermi gas mixtures with two components, strong \( s \)-wave interactions are allowed between the components. For pure atomic samples, the main collisional behavior is determined from the \( J^p = 1^- \) partial-wave contribution for recombination and dissociation, while for atom–molecule mixtures, the collisional behavior is determined from the \( J^p = 0^+ \) partial-wave for relaxation (see table 3). Similar to Bose gas mixtures, atomic and molecular losses in a two-component Fermi gas can originate from two different three-body systems, \( FFf \) and \( Fff \), where \( F \) and \( f \) denote two dissimilar fermions. For this case, whenever \( \beta_{ff} < \beta_{f} \approx 0.073492 \), one should expect the contributions from \( FFf \) collisions to display Efimov features—associated with \( J^p = 1^- \) Efimov states—that can be observable through atomic losses associated to three-body recombination. For values of the mass ratios in which none of the systems display the Efimov effect, the signature of Efimov physics characteristic for this case is the suppression of recombination into deeply bound molecular states, which comes from the \( a^{d-2p} \) dependence on recombination (see table 3). For specific values of \( p_0 \), see figure 7(e). In general, in Fermi gas mixtures one should expect long lifetimes in both pure atomic samples and atom–molecule mixtures, even in the large \( a \) regime. In atomic samples, recombination is suppressed due to its \( k^2 \) energy dependence, while in atom–molecule mixtures, the suppression occurs due the \( a^{d-2p} \) dependence on relaxation, which is a direct result of the Efimov physics (see table 3).

In ultracold Bose–Fermi mixtures (two components), as with the other gas mixtures, two different inelastic processes can contribute, one involving two bosons, \( BBF \), and the other involving two fermions, \( BFF \). The dominant collisional behavior, however, is solely determined from the \( J^p = 0^+ \) partial-wave contribution for \( BBF \) collisions, since contributions for \( BFF \) are suppressed because of its energy and/or scattering length dependence. For instance, while \( J^p = 0^+ \) recombination for \( BFF \) systems is constant in the low energy limit (displaying Efimov features), recombination for a \( BFF \) system is determined by the \( J^p = 1^- \) contribution, which vanishes as \( k^2 \) at threshold (see table 3). In the case of relaxation, the relaxation rate for both systems is constant at low energies (determined by the \( J^p = 0^+ \) contribution). However, relaxation for \( BFF \) is suppressed in the limit of large scattering lengths as \( a^{d-2p} \), while relaxation for a \( BFF \) systems scales linearly with \( a \) and displays resonant enhancements due to the formation of Efimov states (see table 3). We also note that, for mass ratios \( \beta_{BFS} < \beta_{f} \approx 0.073492 \), the Efimov effect can also occur for \( BFF \) systems where resonant and interference effects due to \( J^p = 1^- \) Efimov states can also occur and might still be visible if the temperature of the gas is not too low. Because the dominant collisional behavior is controlled by the \( BFF \) system, Bose–Fermi mixtures are expected, in general, to be short-lived. However, for a mixture of \( BF \) molecules with only \( F \) atoms, relaxation is suppressed due to its \( a^{d-2p} \) dependence (see table 3), which results in a long-lived mixture for large values of \( a \). Specific values for the scaling of relaxation for different Bose–Fermi mixtures can be found in [85].

Evidently, the determination of collisional properties for multicomponent ultracold gases, when multiple scattering lengths can be tuned to large values simultaneously, is more complicated and depends strongly on the quantum statistics of the gas. Nevertheless, this is a tractable problem, and we have addressed most of the relevant issues in the analysis presented in [86, 117], where a similar approach to the one presented in section 4 has been applied to determine the relevant scattering rates. As shown in these works, a multitude of interesting effects can lead to unique ways of probing Efimov physics and controlling the collisional properties of the system.

### 5.3. Threshold regime and finite energy effects

In the previous two sections, the characterization of the collisional properties of ultracold quantum gases was accomplished by identifying the dominant contribution for the inelastic rates in the low-energy limit without explicitly quantifying what sets up this regime. In fact, the analysis in the previous sections is only meaningful provided that the temperature of the system represents the smallest energy scale in the problem. This condition relates to the validity of the Wigner’s threshold laws, which determines the low-energy behavior of scattering observables. Therefore, whenever the temperature (or collision energy) is found to be the smallest energy scale in the system, it is said that the system is in the threshold regime and the collisional rates obey Wigner’s threshold laws. If the condition for the threshold regime is not satisfied, finite energy effects in the three-body scattering rates have been shown to be extremely important [157, 202–209]. In this case, not only are the low-energy expressions for the three-body rates not valid, but also other higher partial-wave contributions are expected to substantially contribute to the total rates. Moreover, as shown in [157], at any finite temperature, the condition for the threshold regime is always violated for values of \( a \) exceeding a certain critical value, \( \alpha_c \) (characterized below). Therefore, it is crucial to understand the physics behind such breakdown of the threshold regime.

The violation of the threshold regime shown in [157] was found for \( |a| \geq \alpha_c \) as a result of the appearance of a new energy scale. For example, for \( a > 0 \), this energy scale is set by the binding energy of the weakly bound molecular state, while for \( a < 0 \) the energy scale is set by the height of a potential barrier. Both this height and binding energy are proportional to \( 1/a^2 \), and become increasingly small as \( a \) becomes large. Therefore, for three-body collisions, the condition \( |k|a \ll 1 \) specifies the range of energies, or, equivalently, the range of scattering lengths, \( |a| \ll \alpha_c = 1/k \), where the system is in the threshold regime. In this case, the three-body scattering observables can be quantitatively described by their dominant contribution, as shown in table 3. For three-body repulsive systems the violation of the threshold regime only implies a change in behavior for the collision rates with \( a \) beyond \( \alpha_c \). However, for three-body attractive systems, \( \alpha_c \) also defines the maximum value of the scattering length in which interference and resonant effects associated to Efimov states can be observed. As a result, the condition for
the threshold regime sets a limit on the number of consecutive Efimov features that can be experimentally accessible for a given temperature (see discussion in [151]).

For values of $|a|$ beyond $a_c$, the transition probabilities $|T_{p1}|^2$ in equations (49), (72) and (81) become constant, therefore drastically changing the energy and scattering length dependence of the inelastic scattering rates [157]. In fact, in this unitarity regime (since $|T_{p1}|^2$ approaches unit value), the rates become independent of $a$. For recombination (49), dissociation (72), and relaxation (81), the unitarity-limited values for the rates (valid for $|a| \gg a_c$ or, equivalently, $k|a| \gg 1$) are given, respectively, by

$$K_{3s}^p(E) = \frac{8n!\pi^2\hbar^5(2J + 1)}{m^3E^2}(1 - e^{-4\eta}),$$  \hspace{1cm} (124)

$$D_{3s}^p(E) = \frac{4\pi\hbar^2(2J + 1)}{2^{1/2}a_d^{1/2}E^{1/2}}(1 - e^{-4\eta}),$$  \hspace{1cm} (125)

$$\beta_{3s}^p(E) = \frac{4\pi\hbar^2(2J + 1)}{2^{1/2}a_d^{1/2}E^{1/2}}(1 - e^{-4\eta}),$$  \hspace{1cm} (126)

where $n$ is the number of identical particles and $\eta$ the usual three-body inelasticity parameter [42]. The $\eta$-dependent term in equation (124) was first obtained in [2, 209]. Although equations (124)–(126) give a limiting value for the inelastic collision rates in the unitarity regime, they are only part of the story for attractive three-body systems. In the unitarity regime, Efimov states lead to oscillations in the inelastic three-body rates as the energy changes, with the number of oscillations determined by the number of Efimov states for a given value of $a$ [207, 208] (see also [112, 210]).

The validity, and eventual breakdown, of the threshold regime can be illustrated by comparisons between the universal formulas from table 3 and the fully numerical calculations. This comparison is done in figure 17(a), where black solid lines represents the analytical, zero-range, and zero-energy results for recombination for BBB ($J^s = 0^+$) systems from table 3. The numerical results (lines with symbols in figure 17(a)) were obtained for Cs atoms in [140], using a finite-range two-body interaction supporting up to three diatomic molecular states. The results display three interference minima ($a > 0$) and three resonances ($a < 0$). For $a > 0$ recombination can lead to weakly bound and deeply bound molecules (green and red curves, respectively), while for $a < 0$ recombination can only proceed to deeply bound molecules (see [140]). Note that for $a > 0$ there exists an additional $d$-wave resonance feature that appears when the scattering length is of the order of the range of the interaction, $r_0 = 100a_0$, where $a_0$ is the Bohr radius (see blue curve in figure 17(a)). In fact, the gray-shaded area in figure 17(a) indicates the region in which $|a| \lesssim r_0$, emphasizing the region in $a$ in which finite-range effects not incorporated within the zero-range results [black solid lines in figure 17(a)] can play an important role. One clear consequence of such corrections is that the predicted geometric scaling between scattering features, $\varepsilon^{1/2} \approx 22.7$, can only be quantitatively verified for those deep in the $|a| \gg r_0$ regime, even in the zero energy limit.

For the lowest collision energy in figure 17(a) ($E/k_B = 0.67 \times 10^{-4}$ nK), the critical scattering length, $a_c = 1/(mE)^{1/2}$ (where $m$ is the atomic mass) is about $a_c \approx 4.4 \times 10^{-4}a_0$, thus ensuring the validity of the zero-energy limit results of table 3.

**Figure 17.** (a) Comparison of the finite energy and finite-range numerical calculations for $J^s = 0^+$ recombination of Cs atoms to the analytical results from table 3 (black solid lines). For $a > 0$, green and red curves (with symbols) represent recombination into weakly and deeply bound molecules, respectively, while for $a < 0$ recombination only occurs to deeply bound molecular states. For $a > 0$ there exists an additional $d$-wave resonance feature (blue curve) which appears for values of $a$ on the order of the range of the interaction. The gray-shaded areas indicate the region $a$ in which finite-range effects are expected to be important. Finite energy effects are evident for $|a| > a_c$, where recombination becomes independent of $a$ [157]. (b) Contour plot of $K_3/a^4$ demonstrating the importance of the fundamental energy scale, proportional to $1/a^4$, in determining the threshold regime.
for the entire range of \( a \) displayed in figure 17(a). As the collision energy increases toward more accessible values, this range gets substantially smaller. For \( E/k_B = 6.7 \times 10^{-2} \), 6.7 and 670 nK, the corresponding values for \( a_s \) are \( 1.3 \times 10^2 a_0 \), \( 1.3 \times 10^4 a_0 \), and \( 1.3 \times 10^6 a_0 \), as indicated by the vertical dashed lines in figure 17(a). For a given collision energy, recombination becomes independent of \( a \) for values of \( |a| > a_s \), i.e., when the system enters into the unitarity regime [157], with values consistent with the unitarity-limited rate in equation (124). In the unitarity regime, all Efimov features (minima and resonances) in recombination are completely washed out, illustrating the fact that the number of observable Efimov features will depend on the energy (figure 17(a)). One can, however, estimate the number of Efimov features that are observable in loss rates for a given temperature. Accordingly to equation (45) and the discussion in section 3.5, this number can be estimated by [151]

\[
N \approx \frac{s_0}{\pi} \ln(a_c/r_0) = \frac{s_0}{\pi} \ln(1/kr_0). \tag{127}
\]

This result emphasizes that in systems with large values of \( s_0 \), such as those with two heavy and one light atoms, the number of experimentally accessible Efimov features will be larger for a given temperature, thus allowing for the observation of multiple features [151]. However, a series of universal relationships that connect different Efimov scattering features offer a path around the limitations related to the finite temperature effects discussed here, while still providing evidence of the Efimov effect (see section 6).

A more clear demonstration of the importance of the \( \hbar^2/ma^2 \) energy scale in determining the range of validity of the threshold regime can be seen in figure 17(b), where a contour plot of \( K_1/a^4 \) is shown for both \( a > 0 \) and \( a < 0 \). (The dashed line in figure 17(b) is the corresponding \( \hbar^2/ma^2 \) energy scale.) Figure 17(b) also illustrates the energy dependence of the position of the minima and resonances in recombination. Even before reaching the unitarity regime, \( |a| \gg a_s \), the finite energy effects already can modify such positions and therefore impact the observation of geometric scaling. Note that passing the range of validity of the threshold regime, higher partial waves can also contribute, and can even dominate the total rate. This fact was shown in [157] by calculating the \( J^z = 2^+ \) contribution for recombination of three identical bosons (the next leading-order contribution for recombination in table 3). Other examples can be found in the literature (see, for instance, [135, 211, 212]). Note that although our analysis indicates that \( \hbar^2/ma^2 \) is the important energy scale controlling the validity of the threshold regime, changes this rule can be expected if some other smaller energy scale is introduced in the problem.

Taking account the discussions here, it is clear that whenever \( |a| \gtrsim a_s \), finite energy effects and contributions from higher-\( J^z \) partial waves must be taken into account to accurately determine the scattering rates. In the context of ultracold quantum gases, however, thermal effects must also to be considered. In a gas of ultracold atoms and/or molecules, a thermal distribution of energies, rather than in a well-defined energy state is found. In the thermal regime (i.e., in the nondegenerate regime), atoms and molecules should follow a Boltzmann distribution of energies, and three-body scattering rates should be properly thermally averaged accordingly to this distribution. For a system at temperature \( T \), the proper thermally averaged recombination, dissociation, and relaxation rates are given by [157]:

\[
\frac{1}{2}(k_B T)^3 \int_0^\infty K_1E^{2}e^{-E/k_B T}dE, \tag{128}
\]

\[
\frac{1}{2}(k_B T)^3 \int_0^\infty D_3E^{2}e^{-E/k_B T}dE, \tag{129}
\]

\[
\frac{1}{2}(k_B T)^3 \int_0^\infty \beta_{rel}E^{2}e^{-E/k_B T}dE, \tag{130}
\]

respectively. Within the threshold regime, \( k_B |a| \ll 1 \), the effect of thermal averaging is simply determined based on the threshold law for each scattering observable: \( K_1 \propto k^{23}, D_3 \propto k^{23+1} \) and \( \beta_{rel} \propto k^{23} \) (see section 4). Using equations (128)–(130), the thermally averaged rates are found to be

\[
\frac{1}{2}(k_B T)^3 \int_0^\infty \Gamma(\lambda_m + 3)K_1E^{2}e^{-E/k_B T}dE, \tag{131}
\]

\[
\frac{1}{2}(k_B T)^3 \int_0^\infty \Gamma(\lambda_m + \frac{7}{2})D_3E^{2}e^{-E/k_B T}dE, \tag{132}
\]

\[
\frac{1}{2}(k_B T)^3 \int_0^\infty \Gamma(\lambda_m + \frac{3}{2})\beta_{rel}E^{2}e^{-E/k_B T}dE, \tag{133}
\]

where \( \lambda_m \) and \( l \) are given in table 3. Therefore, except for some proportionality constants, the thermally averaged rates are obtained simply by substituting \( E \) with \( k_B T \). For \( B B B \) systems, since \( J^z \propto \sqrt{\pi}/4 \approx 0.44 \). Now, whenever the system is in the unitarity regime, \( k_B |a| \gtrsim 1 \), the thermally averaged rates can also be determined simply from their energy dependence in equations (124)–(126). In this case, we obtain the thermally averaged, unitarity-limited rates as

\[
\frac{1}{2}(k_B T)^3 \int_0^\infty \frac{1}{2}K_1E^{2}e^{-E/k_B T}dE, \tag{134}
\]

\[
\frac{1}{2}(k_B T)^3 \int_0^\infty \frac{1}{2}D_3E^{2}e^{-E/k_B T}dE, \tag{135}
\]

\[
\frac{1}{2}(k_B T)^3 \int_0^\infty \frac{1}{2}\beta_{rel}E^{2}e^{-E/k_B T}dE, \tag{136}
\]

Again, apart from a proportionality constant, the thermally averaged rates are obtained simply by substituting \( E \) with \( k_B T \) in equations (124)–(126). In all cases, however, thermal averaging leads to a reduction of the unitarity-limited rates.
6. Universality in few-body systems

To some extent, everything we have discussed so far is a result of the universality of few-body systems. The fact that all three-body systems with resonant s-wave interactions can be classified into only two classes, the nature and origin of Efimov states and other few-body states, the scattering length dependence of the collisional processes and various other properties are all independent of the actual form of the interparticle interactions. All that is assumed is that s-wave interactions are strong and that they have a finite-range character. Evidently, since most of the universal properties of few-body systems are derived from the use of zero-range interactions, more realistic systems will display finite-range corrections to the universality when the interactions are not strong enough, i.e., when the condition \(|a| \gg r_0\) is not fully satisfied (see discussion of figure 17(a) in section 5.3). In fact, understanding finite-range corrections and determining whether they are themselves universal is a crucial point in further developing our knowledge of the underlying universal phenomena. Understanding finite-range effects is especially important considering that under accessible experimental conditions, few-body observables will likely be sensitive to finite-range corrections.

In this section, we analyze a set of important universal relations among different few-body parameters derived from [42, 121–123], from which we can estimate the effect of finite-range interactions. Such universal relations connect the different Efimov interferences and resonances as well as the energy of Efimov states in an elegant and unifying way. At the same time, they offer a path that mitigates the need for tuning the scattering length to very large values and the low-lying states, i.e., without requiring extremely large values of \(a\). In that case, however, understanding finite-range effects in such universal relations is of critical importance. We conclude this section by briefly discussing the recent developments, both experimentally and theoretically, that led to the establishment of the universality of both three-body and four-body parameters. This universality represents a unique characteristic of atomic systems that can open up ways to expand our knowledge of the Efimov universal phenomena in ultracold quantum gases.

6.1. Universal relations for Efimov features

From the perspective of the experimental observation of the Efimov effect in ultracold quantum gases, one direct way to clearly identify such phenomena is through the observation of multiple consecutive Efimov features in atomic and molecular losses following the characteristic geometric scaling, \(e^{x/\hbar}\). As shown in the previous section, however, this approach requires tuning the scattering length to very large values and extremely low temperatures to keep the system within the threshold regime. There are, however, other properties one can identify that also relate to the Efimov effect that may circumvent the requirement to keep the system under such extreme conditions. In this section, we describe the universal relations between Efimov features from different scattering observables. The existence of a universal relationship between these features was first determined by Braaten and Hammer in [42], and later expanded in [121], for the case of three identical bosons and then extended to heteronuclear systems in [122, 123]. The observation of a single Efimov feature in any two observables and the verification of their corresponding universal relations, serves as a unique way to demonstrate the physics implied by the Efimov effect.

The key underlying concept explored by the universal relations between Efimov features is that the three-body physics depends on a single \textit{three-body parameter} that incorporates the short distance behavior of the three-body interactions [38–41]. This concept implies that the observation of a single Efimov feature (or, equivalently, the determination of a single three-body parameter) would be sufficient to derive all the properties of the system. As we discussed in sections 4.2 and 4.3, the relevant three-body parameters for scattering observables are \(a_{+}, a_{-}\) and \(a_{\ast}\), determining, respectively, the values of the scattering length in which interference minima \((a > 0)\) and resonances \((a < 0)\) occur in three-body recombination (equations (58) and (63)) and the resonances in atom–molecule relaxation \((a > 0)\) (equation (87)). Figure 18 illustrates the Efimov energy spectrum, indicating the positions of the Efimov features in scattering observables. Efimov states, with energy \(E_{\text{Efimov}}\), are labeled by the index \(i\) (with \(i = 0, 1, 2, \ldots, \infty\)) and the additional index on the \(a_{+}, a_{-}\) and \(a_{\ast}\) parameters indicates their Efimov family parentage. (According to the usual geometric scaling properties of the problem, each value corresponds to: \(a_{+,i} = a_{+}(e^{x/\hbar})^i\), \(a_{-i} = a_{-}(e^{x/\hbar})^i\), and \(a_{\ast,i} = a_{\ast}(e^{x/\hbar})^i\).) One can generically define the universal relations between the Efimov features as

\[
\frac{a_{\alpha,i}}{a_{\beta,j}} = \theta^\alpha_{\beta} (e^{x/\hbar})^{-j},
\]

(137)

where \(\theta^\alpha_{\beta} = a_{\alpha}/a_{\beta}\), with \(\alpha\) and \(\beta\) assuming the values \(\ast\), \(+,\) and \(\ast\), and \(i\) and \(j\) running over the index labeling the Efimov states. Note that universal relations also exist between the scattering three-body parameters \((a_{+}, a_{-}\) and \(a_{\ast}\)) and the energy of the Efimov states at \(a = \pm \infty\) [42, 121]. The coefficients \(\theta\) in equation (137) define the fundamental ratios. Evidently, whenever the universal relation in equation (137) is applied to features belonging to the same scattering observable (i.e., when \(\alpha = \beta\)), we obtain \(\theta^\alpha_{\alpha} = 1\), and the universal relation simply refers to the geometric-scaling property of Efimov physics. The fundamental ratios for Efimov features from different scattering observables are universal and deeply rooted in the universal properties of Efimov physics. As shown in [42, 121], for the case of three identical bosons, their values are:

\[
\theta^\ast_+ = a_{+}/a_{-} \approx -0.209914,
\]

\[
\theta^\ast_- = a_{-}/a_{+} \approx -0.046938,
\]

\[
\theta^\ast_\ast = a_{\ast}/a_{\ast} \approx 0.223604.
\]

From equation (137), it is clear that the determination of a single Efimov feature will determine all other scattering features. The universal relations in equation (138) are extremely
The ratio \( \theta^\pm \) has also been calculated in [123] for \( \text{FFX} (J^\pi = 1^+) \) systems for values of the mass ratio \( \delta_{\text{FFX}} = m_X/m_B \) smaller than the critical value \( \delta_{\text{c}} \approx 0.073492 \). According to the analysis of [122], the ratio \( |\theta^+| = 1/e^{\pi/2\delta_{\text{c}}} \) thus depends on the mass ratios only through \( \delta_{\text{c}} \) and valid for other systems. This remarkably simple result implies that the maxima in \( K_0^\pm/\alpha^2(\alpha > 0) \) (i.e., the maximum between two interference minima) and \( K_0^\pm/\alpha^2(\alpha < 0) \) are symmetric across the resonance \( |\alpha| \to \infty \). Moreover, since \( \theta^\pm \) can be determined analytically, and because \( \theta^\pm = \theta^\pm \), knowing one of the remaining two fundamental ratios is enough to determine the other.

Note that, in principle, the universal relations in equation (137) could only be expected to be valid if they are obtained from Efimov features that belong to the same two-body resonance, since different resonances would imply different short-range physics. This expectation was shown explicitly in [140], where recombination was numerically calculated for three identical bosons interacting via a finite-range potential. However, more recent developments have shown that the specific form of the interactions between neutral atoms leads to a novel type of universality in which case the universal relations obtained from Efimov features that belong to different two-body resonances can indeed be expected to satisfy equation (137). (We discuss such aspects in the next section.) It is also important to emphasize that the universal relations in equation (138) were obtained assuming a zero-range interaction model. As a consequence, finite-range corrections to these results can be expected for the relations between Efimov features associated to low-lying states. In fact, strong deviations from the geometric scaling between consecutive Efimov features, \( e^{\pi/s_0} \), were found whenever the features occur for scattering length not deep inside the universal regime \( |q| \gg r_0 \) [140]. The existence of such deviations is important to be recognized by any experimentalist seeking to verify Efimov features. Moreover, understanding the physics controlling the deviations and whether they are themselves universal, are of crucial importance. Much progress has been achieved recently. We explore some of this progress in the next section.

### 6.2. Universality of the three-body parameter

In the recent years, an unexpected development has changed one of most fundamental aspects of Efimov physics conceived at the time of its original prediction [38–41]: although the universal physics related to the Efimov effect depends on a single three-body parameter, this three-body parameter is itself expected to be nonuniversal. In fact, since the three-body parameter depends on the short-range behavior of the three-body interactions, this concept does make sense—different atomic species or different two-body resonances should imply different three-body interactions at short distances, especially considering the importance of short-ranged nonadditive three-body forces [213, 214]. Nevertheless, this scenario has proven to be not true for ultracold atoms. This fact was first shown from the experimental observations in \(^{133}\text{Cs} \) [47] where the observed value for the three-body...
The three-body effective potentials (in van der Waals units) for the $BBB$ ($J^0 = 0^+$) system with atoms interacting via a Lennard-Jones potential tuned to give $a = \infty$ and no deeply bound states [215–217]. The relevant attractive $1/R^2$ effective potential for Efimov physics is repulsive for distances $R \lesssim 2r_{vdW}$, preventing atoms from probing the details of the interaction (see inset). The universality of this result was systematically tested for systems supporting multiple diatomic states and different model interactions [215, 216].

Figure 20. Three-body effective potentials (in van der Waals units) for the $BBB$ ($J^0 = 0^+$) system with atoms interacting via a Lennard-Jones potential tuned to give $a = \infty$ and no deeply bound states [215–217]. The relevant attractive $1/R^2$ effective potential for Efimov physics is repulsive for distances $R \lesssim 2r_{vdW}$, preventing atoms from probing the details of the interaction (see inset). The universality of this result was systematically tested for systems supporting multiple diatomic states and different model interactions [215, 216].

Parameter $a_\infty$ was the same (within a 15% margin) for different two-body resonances. However, the theory at that point essentially expected no correlation between the results. Moreover, if the value for $a_\infty$ is recast in terms of the van der Waals length, $r_{vdW}$, the observations in all other available atomic species also led to similar results, $a_\infty \approx 10r_{vdW}$ (see [48, 112] for a summary of such experimental findings). This new universal picture for the three-body parameter was then confirmed and interpreted theoretically as intimately related to the van der Waals forces in atomic systems [215–226].

In [215–221] the origin of the universality of the three-body parameter was found to be rooted in the sudden increase of kinetic energy as atoms approach each other and, consequently, leads to the suppression of the probability of finding atoms at short distances. When two atoms approach each other, the steep change in the $-C_0/\rho^2$ interaction (where $C_0$ is the usual van der Waals dispersion coefficient) leads to a sudden increase of the local two-body kinetic energy that, consequently, suppresses the amplitude of the wave function for $r < r_{vdW}$ (see [216]). Intuitively, on the three-body level, this increase of kinetic energy should now be manifested as a repulsive barrier for $R < r_{vdW}$. The three-body effective potentials (in van der Waals units) for three identical bosons [215–217] are shown in figure 20. The atoms interact via a Lennard-Jones potential tuned to give $a = \infty$ and no deeply bound states. As one can see, the relevant channel for Efimov physics (i.e., the attractive $1/R^2$ effective potential) is, in fact, repulsive for distances $R \lesssim 2r_{vdW}$, thus consistent with the increase of the local two-body kinetic energy. A more detailed study in [220] has provided further insights into the origin of the universality of the three-body parameter by showing that, because of the high kinetic energy cost, the three-body system is subject to a geometric deformation. This deformation effectively prevents three atoms from coming within distances smaller than $r_{vdW}$ and, consequently, leads to a universal three-body parameter (see more details in [115]). The universality of the three-body parameter has also been explored for three-body systems with interactions other than van der Waals, leading to interesting prospects in nuclear physics and solid-state physics [221].

The universality for ultracold atoms was systematically studied for systems supporting multiple diatomic states and different model interactions [215, 216]. Physically, this potential barrier prevents all three atoms, colliding at ultracold energies, from approaching at distances smaller than $R \lesssim 2r_{vdW}$. As a result, the atoms cannot probe the details of the interactions, thus leading to a universal three-body parameter. At higher collision energies ($E \gg \hbar^2/mr_{vdW}^2$) or collision processes involving a deeply bound diatomic state, however, the system can, in fact, probe the short-range behavior of the interactions, and the universality of three-body observables should not be expected. The inset of figure 20 shows a typical short-range behavior for a three-body system with many diatomic states [215]. The figure illustrates the complexity that is avoided at ultracold energies by the existence of the potential barrier at $R \approx 2r_{vdW}$.

The repulsive interaction in figure 20 also persists for finite values of $a$ and translates into the universality of all three-body parameters $a_{i\infty}$, $a_*$, and $a_\infty$ [215, 217]. In fact, universality holds for scattering lengths of the order of $r_{vdW}$, in which case effects associated to the van der Waals universality [227, 228] becomes important. The results for the relevant three-body parameters obtained from averaging the results of [217], using a different number of diatomic states, are listed in table 5. The results from [217] deviate among themselves within less than 2%, a strong indication of universality. Moreover, since [217] uses a finite-range potential, this result indicates that finite-range effects should also be universal. Note that the three-body parameter $a_{k,0}$, associated with the lowest Efimov state is absent in the table, since, as shown in [217], this state fails to cross the atom–molecule threshold because of the existence of a variational principle [229, 230] that prevents the energy of the three-body ground state from exceeding that of the two-body system.

Now, to compare the results from table 5 to the zero-range results (equations (137) and (138)), we define the universal relation between three-body parameters as

$$a_{i\infty}/a_{j\beta} = \frac{1}{\Theta_{i\infty}^{(j\beta)}} (\sigma^{n\beta}_i y'^{-j}),$$

where $\alpha$ and $\beta$ can assume the values ‘+', '−' and ‘∗', while $i$ and $j$ run over the index labeling the Efimov state. For features obtained for large values of $a$, i.e., for large values of $i$ and $j$, finite-range effects should be less important, and the fundamental ratio $\Theta$ should approach the values for the ratio $\theta$ obtained from the zero-range model (equation (138)). Therefore, equation (139) allows us to determine the size of finite-range effects depending on the states analyzed. The values for $\Theta$ obtained from the three-body parameters are listed in table 5 and compared to those from the zero-range model for three identical bosons. As one can see, the
deviations are substantial. For a more comprehensive analysis on the finite-range effects, see [217].

Understanding the nature of finite-range effects in the universal relations obtained for features associated with the low-lying Efimov states is of crucial importance, since those are the features most likely accessible to experiments. In fact, much progress has been recently achieved [231–237]. A key point to be better understood is the dependence of the three-body parameters on the width of the Feshbach resonance [16], which is closely related to the two-body effective range [121, 141, 238, 239]. In particular, the results from table 5 and the zero-range results in equation (138) are expected to be valid only for broad resonances. For narrow, or even intermediate, resonances, strong modifications for the universal ratios can be expected. A more comprehensive, and perhaps more useful, discussion of the effects of the width of the resonance can be found, for instance, in [141, 222, 238, 239]. Here, our goal is to simply emphasize the importance of this issue.

As we see here, in the adiabatic hyperspherical representation, the origin of the universality of the three-body parameter can be related to the existence of a repulsive barrier on the three-body potentials for $R < 2r_{\text{DW}}$, which prevents atoms from probing the details of the interatomic interactions. In retrospect, the existence of a three-body potential barrier had also been found in other types of three-body systems. For example, in [240, 241], it was shown that a similar repulsive interaction exists for a system of three strongly interacting dipoles, leading to a universal three-body parameter. In this case, however, the range of the repulsive three-body interaction was found to be controlled by the dipole length, $d_c$, characterizing the range of the interparticle interactions. As a consequence of the universality in the problem, [240] found that the three-body parameters for three identical bosonic dipoles ($a_+, a_-, a_+$) depended on $d_c$, instead $r_{\text{DW}}$. The key difference here is that the dipole length can largely exceed $r_{\text{DW}}$ for strongly dipolar atomic and molecular species [242–247], and, in the case of electronic dipolar interaction, $d_c$ can actually be tuned. From the three-body perspective, a large value of $d_c$ (implying a stronger repulsive barrier) not only leads to the universality of the three-body parameters, but also implies long lifetimes for Efimov states, which can make ultracold dipolar gases an ideal system for exploring the Efimov effect, as shown [240].

### 6.3. Four-boson universality

The idea of extending the Efimov effect to four or more identical bosons was pursued almost immediately after Efimov’s original prediction [248]. Considering that a true $N$-body Efimov effect would consist of an $N$-body system possessing an infinity of bound states when an $(N − 1)$-body bound state formed at the $N$-body breakup threshold, while still no other bound subsystem would exist, Amado and Greenwood [248] found that the Efimov effect for four or more identical bosons was not possible. The absence of an Efimov effect for four identical bosons, however, does not preclude the existence of other Efimov-related states or other universal phenomena in such systems. In fact, much has been learned in recent years about the universal aspects of four-boson systems, both theoretically [192, 249–269] and experimentally [45, 48, 49, 54, 56, 61]. For a more comprehensive review on the theoretical and experimental progress on the four-boson problem see [112].

The pioneering work of Platter, Hammer and Meißner [249] (see also [250]) found that four-boson systems can support weakly bound states that have an intrinsic connection to Efimov states. In particular, two weakly bound four-body states whose energies were a multiple of the energy of the lowest Efimov state at $a = \pm \infty$ were found, and that the same relationship should also persist for excited Efimov trimer states, with each of them having an associated pair of tetramer states [249, 250]. Since the energies of the tetramer states depend only on the energy of the Efimov trimers, these

### Table 5. Values for the three-body parameters $a_+, a_-$ and $a_+$ for the lowest two Efimov scattering features in recombination and relaxation, obtained by averaging the results from [217] that were calculated from different numbers of diatomic states. From these results, we determine the fundamental ratios, $\Theta_{ij}^{a_a}$ in equation (139) and the corresponding geometric-scaling factor for consecutive Efimov features. We compare these ratios to the zero-range results for three identical bosons: $e^{i/\theta} \approx 22.694384$, $\theta^{+} \approx -0.209914$, $\theta^{+} \approx -0.046938$ and $\theta^{+} \approx 0.223604$ [42, 121].

| Three-body parameters | Geometric scaling |
|-----------------------|-------------------|
| $a_+/r_{\text{DW}}$ | 1.4 27.7 — 19.8 ($\Theta_{1,0}^{+} \approx 0.87$) |
| $a_-/r_{\text{DW}}$ | -9.77 -163 — 16.7 ($\Theta_{1,0}^{+} \approx 0.74$) |
| $a_+/r_{\text{DW}}$ | — 3.33 159 47.8 ($\Theta_{1,1}^{+} \approx 2.10$) |

| Universal relations | Geometric scaling |
|---------------------|-------------------|
| $(i, j)$ | $(0, 0)$ | $(0, 1)$ | $(1, 0)$ | $(1, 1)$ | $(2, 0)$ | $(2, 1)$ |
| $\Theta_{ij}^{+}$ | -0.143 | -0.195 | -0.125 | -0.170 | — | — |
| $\Theta_{ij}^{+}$ | — | — | -0.015 | -0.020 | -0.032 | -0.043 |
| $\Theta_{ij}^{+}$ | — | — | 0.105 | 0.120 | 0.221 | 0.253 |
studies brought in the notion that the four-body parameters should also depend on the three-body physics alone, without the need of any additional parameter associated with the short-range, nonuniversal aspect of the interatomic interactions. Although there was some initial controversy [251], today the relationship between the energy of the ground and short-range, nonuniversal aspect of the interatomic interactions in [252–256, 259–263], in agreement with [249, 250], including for the tetramers associated with excited Efimov states. This relationship can be conveniently expressed by

\[ E^{(1)}_{4b} = c_j E^{(0)}_{3b} \]

where \( j = 1 \) and 2 and \( E^{(n)}_{3b} \) is the energy of the \( n \)th Efimov trimer at \( a = \pm \infty \). The constants in equation (140) were found to be \( c_1 = 5.0 \) and \( c_2 = 1.01 \) from [250], \( c_1 = 5.008 \) in [252], and \( c_1 = 4.58 \) and \( c_2 = 1.01 \) in [253]. Such constants were later refined through more numerically accurate calculations in [254] to be \( c_1 = 4.6108 \) and \( c_2 = 1.00228 \) for states in which finite-range effects are negligible, i.e., for four-boson states associated with highly excited Efimov states. Note that these values should also be compared with the ones from many other recent calculations in [255, 256, 259–261]. Note also that the small numerical discrepancy between these results can be understood in terms of different finite-range corrections, and are present in all calculations described here.

The origin of the universality of the four-boson energies (expressed through their relationship with the energies of Efimov trimers in equation (140)) was explained in [253] and further extended for other four-boson scattering observables [192, 253, 261, 264–269]. Within the adiabatic hyperspherical representation in [253], the four-body potentials displayed a repulsive barrier for values of the hyperradius \( R \) that were comparable with the size of the Efimov states. The

four-boson hyperspherical potentials are shown in figure 21 for \( |a| = \infty \). In this case, the lowest hyperspherical potential supports the lowest two four-boson states and converges asymptotically (\( R \rightarrow \infty \)) to the energy of the lowest Efimov trimer. The other potentials support the four-boson states associated with the excited Efimov trimers, as indicated. The location of the minimum of each potential and the barrier at shorter distances scale with the size of the respective Efimov trimer, \( R^0 \). As a result, since the size of the Efimov states is larger compared to the range of the two-body interactions, \( R^0 \), the repulsive barrier prevents atoms from approaching short distances to probe the nonuniversal details of the interactions. This result is similar to what was found on the three-body level (see section 6.2), although it was identified a few years before [253].

The general structure of four-boson states and their relation to Efimov states is shown in figure 22, along with the corresponding three-body parameters \( a_s, a_+ \), and \( a_- \) (see also figure 18). Note that, now, on the four-body level, Efimov states appear as an atom–trimer threshold \( (B_2^+ + B) \), while dimers appear forming the atom–atom–dimer \( (B_2^+ + B + B) \) and dimer–dimer \( (B_2^+ + B_2^+) \) thresholds. For \( a < 0 \), four-boson states are formed in the collision threshold for four free atoms \( (B + B + B + B) \), while for \( a > 0 \) these states merge into the dimer–dimer threshold. (A more detailed description of the four-boson energy spectrum (including states not shown in figure 22) is given below and illustrated in figure 23.) As shown in figure 22, for each Efimov state (dashed-green curves), there exist two universal four-boson states (solid back curves). Although a four-boson Efimov effect does not exist, one can see that different families of four-boson states are related to each other by the Efimov states.
geometric factor, $e^{\pi/2\hbar}$, thus defining their connection to the Efimov effect.

Evidently, the same universality that leads to the relationship between four-boson and Efimov energies (equation (140)) is also reflected in four-boson scattering observables. This universality allows for the determination of various (universal) relations between different three- and four-body parameters, in the same spirit as that derived for three bodies (see section 6.2). Such universal relations can be visualized and understood from the four-body energy spectrum. In figure 23 we singled out a single family of four-boson states and the corresponding three-body parameters ($a_0$, $a_\pm$, and $a_\ast$) to better analyze the relevant scattering observables associated with four-body scattering. This structure, evidently, repeats for all families of four-boson states, rescaled by the geometric factor $e^{\pi/2\hbar}$.

In region (I) of the four-boson energy spectrum in figure 23, where $a < 0$, the four-boson states are manifested as resonances in four-body recombination, i.e., the collision process involving four free atoms, $B + B + B + B$ [264]. The values of $a$ in which such resonances occur, namely $a_{ij}^{4b}$ ($j = 1$ and 2), are universally connected to the value $a = a_\ast$ in which the trimer becomes bound (see region (I) in figure 23). In [253] this relationship was found to be

$$a_{-1}^{4b} \approx 0.43a_\ast \quad \text{and} \quad a_{-2}^{4b} \approx 0.90a_\ast, \quad (141)$$

and later refined in [265] to $a_{-1}^{4b} \approx 0.425a_\ast$ and $a_{-2}^{4b} \approx 0.9125a_\ast$. Note that an earlier work [252] also calculated $a_{-1}^{4b}$ associated with the lowest tetramer, obtaining $a_{-1}^{4b} \approx 0.49a_\ast$ (see also [261]). Such resonances, associated with the ground Efimov state, have been observed experimentally in ultracold quantum gases [45, 48, 54, 56, 61] and represent a milestone in the studies of universal properties of few-body systems. (Note, however, that $39\bar{K}$ features originally labeled as tetratetramers [54] are currently being reassigned to trimer resonances.)

In contrast, the other four-boson scattering features illustrated in figure 23 remain unverified experimentally and, in some cases, not even theoretically identified. Such is the case for four-body recombination for $a > 0$, where interference effects presumably could lead to specific features for specific values of $a = a_{ij}^{4b}$. In region (II), for $a > 0$, resonant features associated with the two four-boson states have been predicted [192] for dimer–dimer collisions, $B_2^+ + B_2^-$, for values of $a$ expressed in terms of the three-body atom–dimer resonance, $a_\ast$,

$$a_{dd,1}^* \approx 2.37a_\ast \quad \text{and} \quad a_{dd,2}^* \approx 6.60a_\ast. \quad (142)$$

Such values were further refined by calculating them in the limit in which finite-range effects are negligible, in [267]:

$$a_{dd,1}^* \approx 2.1962a_\ast \quad \text{and} \quad a_{dd,2}^* \approx 6.7854a_\ast. \quad (143)$$

The region (III) of figure 23 illustrates the regime in which rearrangement reactions capable of producing Efimov states, $B_2^* + B_2^\pm \rightarrow B_3^\pm + B$, should take place. This reaction was predicted in [192] to occur for $a > a_{dd}^*$, where

$$a_{dd}^* = 6.73a_\ast, \quad (143)$$

with great efficiency, thus providing an exciting possibility of forming Efimov states. Such a rearrangement reaction can also, in part, explain some of the experimental data in [270] (see [192]). The value for $a_{dd}$ in equation (143) is comparable to $a_{dd}^* \approx 6.789a_\ast$ from [267]. In the region (IV), near the atom–dimer resonance (i.e., when $a = a_\ast$ and $a_{dd} = \pm\infty$), an infinity of four-boson states are formed where a weakly bound dimer binds with two other atoms, $B_2^*BB$, in close analogy to the three-body Efimov states with one of the bodies having twice the mass of the other two [42, 192]. Many of the four-boson scattering properties in this region resemble those from the three-body problem. Such four-boson states, whose geometric scaling is $e^{\pi/2\hbar} \approx 2.01649 \times 10^3$ ($\delta_0 \approx 0.25721$) were studied in [266]. There, it was found that four-boson states cause resonant enhancement in atom–trimer, $B_2^* + B$, collisions ($a_{ad} > 0$) and atom–atom–dimer, $B_2^* + B + B$, collisions ($a_{ad} < 0$), for values of $a$ given by

$$a_{ad}^* \approx 1.608a_\ast \quad \text{and} \quad 0.9999a_\ast < a_{dd} < a_\ast. \quad (144)$$
respectively, in analogy to the $a_\infty$ ($a > 0$) and $a_-$ ($a < 0$) three-body parameters. Although, interference effects can be expected for atom–atom–dimer collisions ($a_{ad} > 0$) for values of $a = a_{ad}^0$, currently there are no predictions for such a four-body parameter.

Similarly, in the region (V), other atom–trimer resonances can also occur [268]. Such a case was studied in [269] where resonant effects in atom–trimer collisions occurred because of the unbinding and subsequent binding of the excited four-boson state at the values

$$\tilde{a}_{at(l)} \approx 93.128a_\infty \quad \text{and} \quad \tilde{a}_{at(r)} \approx 6.8002a_\infty. \quad (145)$$

In [266], however, it was noticed that such atom–trimer resonances occur only for the excited families of four-body states. For the lowest family of four-boson states, the excited tetramer always remained below the atom–trimer threshold, most likely due to the existence of the variational principle that prevents the energy of the bound state of a $N$-body system from exceeding that of the ground state of the $N-1$ system [229, 230]. These results are consistent with the analysis of the numerical calculations performed in [192, 253].

With the universal relations for the four-body parameters presented in equations (141)–(145) one can derive other relations with respect to the other three-body parameters $a_-$ and $a_+$. (see section 6.1). Such relations can provide various ways to identify universal features in four-boson scattering. There are also other systems in which the notion of universality has been explored such as heteronuclear four-body systems [215, 271–275] and systems with more than four atoms. For a more comprehensive review on the theoretical and experimental progress on the four-boson problem, see [112]. In many cases, the adiabatic hyperspherical representation has proved to be instrumental, offering a simple and conceptually clear physical picture of the problem. The increase of complexity, however, demands novel numerical and/or analytical tools to be developed.

7. Summary

We provided a general discussion on the importance of Efimov physics for ultracold quantum gases in the strongly interacting regime. The richness of few-body systems along with the experimental ability to control and probe the associated universal phenomena make ultracold few-body systems a dynamic field of research with much still to be explored. From the theoretical viewpoint, we present an analysis of the few-body universal phenomena from the adiabatic hyperspherical representation perspective. By using a zero-range potential model for the interatomic interactions, the convenience of the hyperspherical representation allowed us to discuss general properties Efimov physics, including its influence in allowing for a general classification of three-body systems and their bound and scattering properties. In fact, one of the major strengths of the adiabatic hyperspherical representation is that it provides a simple and conceptually clear physical picture of the few-body problem, while still offering numerically exact solutions. Using a simple pathway analysis, we showed that the energy and scattering length dependence for all scattering observables can be obtained and related to Efimov physics in an elegant way. From this analysis we also provided a general discussion of atomic and molecular losses in ultracold gases, highlighting the importance of finite-range corrections as well as finite temperatures effects. We conclude this manuscript with a discussion on universal properties of few-body systems and the origin of the universal behavior in both three- and four-body systems.
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