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Abstract. The paper shows how to associate a motivic zeta function with a large class of infinite dimensional Lie algebras. These include loop algebras, affine Kac–Moody algebras, the Virasoro algebra and Lie algebras of Cartan type. The concept of a motivic zeta functions provides a good language to talk about the uniformity in $p$ of local $p$-adic zeta functions of finite dimensional Lie algebras. The theory of motivic integration is employed to prove the rationality of motivic zeta functions associated to certain classes of infinite dimensional Lie algebras.
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1. Introduction

1.1. In the present paper we associate motivic zeta functions with certain classes of infinite-dimensional Lie algebra over a field $k$ of characteristic zero. Included in these classes are the important cases of loop algebras, affine Kac–Moody algebras, the Virasoro algebra, and Lie algebras of Cartan type. These zeta functions take their values in the Grothendieck ring of algebraic varieties over $k$ and are built by encoding in some manner the $k$-subalgebras of a given codimension. This construction is done by an adaptation of the idea of the motivic Igusa zeta function introduced in [6].

Let us recall the definition of the Grothendieck ring $M$ of algebraic varieties over $k$. This is the ring generated by symbols $[S]$, for each $S$ an algebraic variety over $k$, that is, a reduced separated scheme of finite type over $k$, with the relations

1. $[S] = [S']$ if $S$ is isomorphic to $S'$;
2. $[S] = [S'] + [S']$ if $S'$ is closed in $S$;
3. $[S 	imes S'] = [S][S']$.

The idea leading to this construction comes from the analogy with the zeta functions capturing the subalgebra lattice of $p$-adic Lie algebras. More precisely, in [18] the zeta function of a finite-dimensional Lie algebra $L_p$ over $\mathbb{Z}_p$ was defined
as

\[ \zeta_{L_p}(s) := \sum_{H \leq L_p} |L_p : H|^{-s} \]
\[ = \sum_{n=0}^{\infty} a_{p^n}(L_p)p^{-ns}, \]

where the first sum is taken over finite index \( \mathbb{Z}_p \)-subalgebras, that is, \( \mathbb{Z}_p \)-submodules which define subalgebras in \( L_p \) and \( a_{p^n}(L_p) \) is the number of index \( p^n \). This is a well defined series since there are only finitely many of each for a given finite index. Note that since \( \mathbb{Z} \) is dense in \( \mathbb{Z}_p \), finite index \( \mathbb{Z}_p \)-subalgebras are the same as finite index \( \mathbb{Z} \)-subalgebras. The zeta function captures in some analytic manner the lattice of subalgebras. In the same paper the zeta function is proved to be a rational function in \( p^{-s} \) when \( L_p \) is additively isomorphic to \( \mathbb{Z}_p^d \). The proof depends on Denef’s results on \( p \)-adic definable integrals. Explicit formulae in terms of an associated resolution of singularities are given in [12] for \( \zeta_{L_p}(s) \) in the case that \( L_p = L \otimes \mathbb{Z}_p \) for some Lie algebra \( L \) defined over \( \mathbb{Z} \).

In general an infinite-dimensional Lie algebra over a field \( k \) of characteristic zero contains an infinite number of subalgebras of each given finite codimension. So it does not make sense to count them in a conventional way and try to encode this counting function in a Dirichlet or Poincaré series with integer coefficients. Instead, in the cases we consider in the present paper, the set of subalgebras of a fixed finite codimension form a constructible subset of some grassmannian, so we may associate to it an element of the Grothendieck ring \( \mathcal{M} \), and we can construct the zeta function as a Poincaré series with coefficients in \( \mathcal{M} \).

### 1.2. An example: counting \( k[[t]] \)-submodules of \( k[[t]]^2 \)

To illustrate the thinking behind this, it is instructive to see how we would count \( k[[t]] \)-submodules of finite codimension in the free \( k[[t]] \)-module \( L = k[[t]]^2 \). Let \( e_1, e_2 \) be a basis for \( L \); then each subalgebra \( H \) of codimension 1 can be represented by coordinates in a \( k[[t]] \)-basis with respect to this standard basis. We can record these coordinates in a matrix whose rows are the coordinates for the basis of the subalgebra \( H \).

By normalizing the matrix into upper triangular form we can choose a unique representative

\[
\begin{pmatrix}
m_{11} & m_{12} \\
0 & m_{22}
\end{pmatrix}
\]

for each \( H \). We have two cases:

1. \( m_{22} \in t (k[[t]])^* \) and \( m_{11} \in (k[[t]])^* \). To get a unique representative we can assume that \( m_{11} = 1 \) and \( m_{22} = t \). By subtracting \( k[[t]] \)-combinations of the second row from the first we can choose \( m_{12} \in k \). So the subalgebras of this sort give a space of subalgebras which looks like \( k \).

2. If \( m_{22} \in (k[[t]])^* \) and \( m_{11} \in t (k[[t]])^* \), then we get a unique representative
of the form $\begin{pmatrix} t & 0 \\ 0 & 1 \end{pmatrix}$.

This gives just one subalgebra of codimension 1.

In the case of $(\mathbb{Z}_2, +)$ this analysis showed us that there were $p + 1$ subalgebras of index $p$. Here there are $\mathbb{A}_k^1 + 1$ subalgebras, with $\mathbb{A}_k^1$ the affine line over $k$, since, for any field $K$ containing $k$, the $K[[t]]$-submodules of codimension 1 of $K[[t]]^2$ are parametrized by $K + 1 = \mathbb{A}_k^1(K) + 1$. For that to make sense one is naturally led to work in the Grothendieck ring $\mathcal{M}$. So if we set $L := [\mathbb{A}_k^1]$ in $\mathcal{M}$, we can interpret our analysis of the subalgebras in $(k[[t]])^2$, as saying there are $L + 1$ subalgebras of codimension 1.

An alternative approach is to observe that these codimension one sublattices are parameterized by codimension one subspaces in $k[[t]]^2 / (t \cdot k[[t]])^2 \cong k^2$. Therefore codimension one sublattices are parameterized by $[\mathbb{P}_k^1]$ and $[\mathbb{P}_k^1] = L + 1$. The advantage of the more explicit representation of submodules via matrices for bases is that it will be more amenable to describing subalgebras.

On the other hand if we consider counting all vector subspaces of codimension 1, i.e., ignoring the action of $t$, then there are really too many subspaces to be able to assign an element of the Grothendieck ring $\mathcal{M}$. In fact, this is similar to the situation when $k = \mathbb{F}_p$. There are $1 + p + \cdots + p^n \mathbb{F}_p[[t]]$-submodules of index $p^{n+1}$ in $(\mathbb{F}_p[[t]])^2$ but an infinite number of additive $\mathbb{F}_p$-subspaces of index $p^{n+1}$.

1.3. Stability and the motivic zeta function. The key to being able to assign an element of the Grothendieck ring to subalgebras of a fixed codimension is a notion we call stability. The context is that of $\mathbb{N}$-filtered or $\mathbb{Z}$-filtered Lie algebras over a field $k$ of characteristic zero. These are infinite-dimensional Lie algebras $L$ with a filtration $L = \bigcup L_i$ indexed by $\mathbb{N}$ or $\mathbb{Z}$ consisting of subalgebras $L_i$ of finite codimension in $L_0$. By a class $\mathcal{X}$ of subalgebras of $L$, we shall mean the data, for every field $K$ which is a finite extension of $k$, consisting of a family $\mathcal{X}(K)$ of subalgebras of $L \otimes K$. We will sometimes, with a slight abuse, identify $\mathcal{X}$ with the union of the various sets $\mathcal{X}(K)$. Let $A_n(\mathcal{X})(K)$ denote the set of subalgebras in $\mathcal{X}(K)$ of codimension $n$ in $L \otimes K$. We say that a class of subalgebras $\mathcal{X}$ of $L$ is stable if, for every $n$, there exists some $f(n)$ such that, for every $K$, if $H$ belongs to $A_n(\mathcal{X})(K)$, then $H$ contains $L_{f(n)} \otimes K$.

In this case it is possible to show for certain classes of subalgebras $\mathcal{X}$ that $A_n(\mathcal{X})$ is a constructible subset of the grassmannian $\text{Gr}(L/L_{f(n)})$. We can then define the concept of a motivic zeta function:

$$P_{L, \mathcal{X}}(T) := \sum_{n=0}^{\infty} [A_n(\mathcal{X})] T^n,$$

where the coefficients $[A_n(\mathcal{X})]$ belong to $\mathcal{M}$. This zeta function will be our inter-
pretation of how to add the series
\[ \sum_{H \in X} T^\text{codim} H, \]
which is then an element of \( \mathcal{M}[[T]] \).

We also introduce a variant of this function that has not been considered previously in the \( p \)-adic case, which counts subalgebras commensurable with the subalgebra \( L_0 \) of infinite codimension in a \( \mathbb{Z} \)-filtered Lie algebra \( L \). A subalgebra \( H \) is commensurable with \( L_0 \) if \( H \cap L_0 \) has finite codimension in \( H \) and \( L_0 \). We then define the codimension of \( H \) in \( L_0 \) to be the sum of the codimension of \( H \cap L_0 \) in \( H \) and \( L_0 \).

Our approach to proving the stability of subalgebras in a filtered Lie algebra is a new concept we call well covered. This means essentially that elements in the \( n \)-th term of the grading can be realized in many ways as commutators of elements further up the grading. We prove that affine Kac–Moody Lie algebras (which are built from loop algebras \( L \otimes k[[t]] \), with \( L \) a finite-dimensional Lie algebra over \( k \)), the Virasoro algebra and Lie algebras of Cartan type are well covered and hence have an associated motivic zeta function.

On the other hand we show that a finitely generated free Lie algebra is not well covered since an Engel element like \((a, b, b, ..., b)\) of length \( n \) cannot be realized as a commutator in more than one way. Hence we can show that such Lie algebras do not have an associated motivic zeta function.

1.4. Rationality of the motivic zeta function. Once the motivic zeta function is defined, it is natural to consider the question of its rationality. Using results from [7] and [6], we are able to prove the rationality of motivic zeta functions counting \( k[[t]] \)-subalgebras in \( k[[t]] \)-Lie algebras of the form \( L_k \otimes k[[t]] \) where \( L_k \) is a finite-dimensional Lie algebra over \( k \), a field of characteristic zero. Recently, J. Sebag [27] was able to extend the results of [7] so we can prove rationality of motivic zeta functions counting \( k[[t]] \)-subalgebras in \( k[[t]] \)-Lie algebras that are free \( k[[t]] \)-modules of finite type (we call them finite-dimensional free \( k[[t]] \)-Lie algebras for short).

Denote by \( \mathcal{M}_{\text{loc}} \) the ring \( \mathcal{M}[[L^{-1}]] \) obtained by localization and define by \( \mathcal{M}[T]_{\text{loc}} \) the subring of \( \mathcal{M}_{\text{loc}}[[T]] \) generated by \( \mathcal{M}_{\text{loc}}[T] \) and the series \( (1 - L^a T^b)^{-1} \) with \( a \in \mathbb{Z} \) and \( b \in \mathbb{N} \).

1.5. Theorem. Let \( k \) be a field of characteristic zero.

1. If \( L \) is a finite-dimensional free \( k[[t]] \)-Lie algebra and \( \mathcal{X}(K) \) is the set of all \( K[[t]] \)-subalgebras of \( L \otimes K \), then \( P_{\text{loc}}(T) \) is well defined and is rational, belonging to \( \mathcal{M}[T]_{\text{loc}} \).

2. If \( L \) is a finite-dimensional \( k((t)) \)-Lie algebra, \( L_0 \) is a finite-dimensional free \( k[[t]] \)-Lie subalgebra of \( L \) and \( \mathcal{X}(K) \) is the set of all \( K[[t]] \)-subalgebras
of \( L \otimes K \) commensurable with \( L_0 \otimes K \), then \( P_{L_0, X}(T) \) is well defined and is rational, belonging to \( \mathcal{M}[T]_{\text{loc}} \).

The key to the proof of this theorem is to express the motivic zeta function as a motivic integral as developed by Denef and the second author [7] and [6]. In fact we are naturally led to introduce the concept of a motivic measure on the infinite grassmannian.

The following key question arises in the light of this theorem. Question: We prove that simple \( \mathbb{Z} \)-graded Lie algebras over an algebraically closed field of characteristic zero of finite growth are well covered. Hence these algebras have associated motivic zeta functions. If we restrict to motivic zeta functions whose coefficients have polynomial growth, are these functions rational?

The definition of polynomial growth is provided in Section 5. The restriction of polynomial growth is necessary if the zeta function stands a chance of being rational. For example if we restrict to zeta functions encoding \( d \)-generator subalgebras in these simple \( \mathbb{Z} \)-graded Lie algebras, then the coefficients have polynomial growth.

1.6. Implications for \( p \)-adic zeta functions. One of the most important applications of this paper is to provide a language for talking about the uniformity of local zeta functions of a Lie algebra \( L \) over \( \mathbb{Z} \). The motivic zeta function of \( L \otimes \mathbb{C}[[t]] \) has implications for the zeta functions of \( L \otimes \mathbb{Z}_p \) as we range over primes \( p \). In particular we can show, by “taking the trace of Frobenius” of the motivic zeta function that the explicit formulae calculated in [12] and alluded to in 1.1 for \( \zeta_{L \otimes \mathbb{Z}_p}(s) \) are canonical and hence independent of a choice of resolution and simplicial decomposition of a cone which are involved in the calculation.

We also define the concept of the topological zeta function of \( L \) which is the analogue of the topological Igusa zeta function defined in [5]. This can be thought of as the limit as \( p \to 1 \) of the explicit formulae expressing \( \zeta_{L \otimes \mathbb{Z}_p}(s) \). To show that this is well defined we show that this is the same as taking the Euler characteristic of the associated motivic zeta function, similarly as in [6].
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Notations and terminology. We shall use the notation \( \mathbb{N} = \{0, 1, 2, \ldots\} \). For a field \( k \), we denote by \( \mathbb{A}^n_k \) the affine space \( \text{Spec} k[x_1, \ldots, x_n] \). By an algebraic variety over \( k \), we shall always mean a scheme of finite type over \( k \), which is separated and reduced. Except explicitly stated otherwise, all Lie algebras we consider will be
assumed to be Lie algebras over \( k \). We shall consider a measure \( \tilde{\mu} \) taking values in \( \mathcal{M}_{\text{loc}} \) and a measure \( \mu \) taking values in the completion \( \hat{\mathcal{M}} \) of \( \mathcal{M}_{\text{loc}} \).

2. Definition of the motivic zeta function

We fix a field \( k \). In this section we explore some infinite-dimensional Lie algebras for which one can define a motivic zeta function.

2.1. Definition. (1) An \( \mathbb{N} \)-filtered Lie algebra \( L \) is a Lie algebra equipped with a filtration by subspaces \( L_j, j \in \mathbb{N} \), of finite codimension with \( L_{j+1} \subset L_j \) satisfying \( (L_j, L_k) \subset L_{j+k} \) and \( \bigcap_{i \in \mathbb{N}} L_i = 0 \). We shall assume for convenience that \( L_0 = L \).

(2) Similarly a \( \mathbb{Z} \)-filtered Lie algebra comes with a filtration by subspaces \( L_j, j \in \mathbb{Z} \), with \( L_{j+1} \subset L_j \) satisfying \( (L_j, L_k) \subset L_{j+k} \) where we assume that \( L_j \) is commensurable with \( L_0 \) and \( L = \bigcup_{j \in \mathbb{Z}} L_j \) and \( \bigcap_{i \in \mathbb{Z}} L_i = 0 \).

The filtration defines a (formal) topology on \( L \) defined by the neighbourhood base of zero consisting of subspaces \( L_j \). A subspace \( H \) is commensurable with \( L_0 \) if the intersection \( H \cap L_0 \) has finite codimension in both \( H \) and \( L_0 \). We define the codimension of \( H \) in \( L_0 \) in this case as the sum of the codimension of \( H \cap L_0 \) in \( H \) and \( L_0 \). Note that in an \( \mathbb{N} \)-filtered Lie algebra the \( L_j \) are ideals but this is not necessarily the case in a \( \mathbb{Z} \)-filtered Lie algebra since \( (L_j, L_k) \subset L_{j+k} \).

2.2. Remark. We can carry out the analysis of this section under the assumption that the Lie algebra \( L \) comes only with a formal topology of subspaces \( L_j \) of finite codimension without insisting that \( (L_j, L_k) \subset L_{j+k} \). However essentially all the cases where we can get the theory up and running apply to the examples where the chain of subspaces is actually a filtration. However in any particular case it may not be necessary to assume anything this strong. It may be possible to show that subalgebras are a constructible subset of the finite grassmannian \( \text{Gr}(L/L_j) \).

2.3. Examples of filtered Lie algebras. (1) A good example of an \( \mathbb{N} \)-filtration on \( L \) is the lower central series. In this case \( L_0 = L_1 \) and \( L_i = \gamma_i(L) = (\gamma_{i-1}(L), L) \).

We are insisting that the filtration be of subalgebras of finite codimension. If the first layer \( L_1/L_2 \) is finite-dimensional, then this implies the same for the other layers \( L_i/L_{i+1} \). If \( (L, L) \) has infinite codimension, then the theory will not get up and running, since there will be too many subalgebras of codimension 1. Note that, by definition of an \( \mathbb{N} \)-filtration, \( L_i \) contains \( \gamma_i(L_1) \).

(2) Another example arises if \( L \) has some \( \mathbb{N} \)-grading, so that \( L = \bigoplus_{j \geq 0} L(j) \) and if \( L(j) \) is finite-dimensional, then put \( L_k = \bigoplus_{j \geq k} L_j \).

(3) If \( L \) has the structure of a \( k[[t]] \)-module, then put \( L_k = t^k L \).

(4) If \( L \) comes with a \( \mathbb{Z} \)-grading \( L = \bigoplus_{j \in \mathbb{Z}} L(j) \), then we can define \( L_k = \bigoplus_{j \geq k} L_j \).
\[ \bigoplus_{j \geq k} L(j) \text{ for } k \in \mathbb{Z} \text{ and consider subalgebras commensurable with } L_0. \]

(5) Finally if \( L \) is a \( k((t)) \)-Lie algebra with a choice of \( k[[t]] \)-subalgebra \( L_0 \), we take \( L_k = t^k L_0 \) for \( k \in \mathbb{Z} \).

2.4. Constructible sets of subalgebras in Grassmannians. It is the subalgebras of finite codimension that are closed with respect to the formal topology that we shall seek to count. Such subalgebras contain some term \( L_j \) of the neighbourhood base and can therefore be viewed as a point of the finite Grassmannian \( \text{Gr}(L/L_j) \). This follows because if \( H \) is closed, \( H = \bigcap_{i \in \mathbb{N}} (H + L_i) \), and since \( H \) has finite codimension, the chain \( H + L_i \) must stabilize at some point.

In the case of a closed commensurable subalgebra \( H \) in a \( \mathbb{Z} \)-filtered Lie algebra, there exists some \( j \) with \( L_{-j} \supset H \supset L_j \). Hence these will be points of the finite Grassmannian \( \text{Gr}(L_{-j}/L_j) \). For convenience we set \( X_j = \text{Gr}(L/L_j) \) or \( \text{Gr}(L_{-j}/L_j) \) according to which situation we find ourselves.

2.5. Remark. In Section 4 we shall introduce the concept of infinite Grassmannians which can be thought of as the direct limit of these finite Grassmannians. These are considered for example in Section 7.2 (i) of [24]. The set of subalgebras \( X \) can then be thought of as subsets of these infinite Grassmannians. We shall see later that in some cases it is possible to put a motivic measure directly on an infinite Grassmannian and express the motivic zeta functions of this section as integrals over \( X \) with respect to this measure.

2.6. Remark. Note that not all subalgebras of finite codimension will be closed with respect to a chosen formal topology. For example in \( \bigoplus_{i \in \mathbb{N}} k e_i \) with respect to the formal topology \( L_j = \bigoplus_{i \geq j} k e_i \), the subspace

\[ \langle e_0 - e_1, e_1 - e_2, \ldots, e_k - e_{k+1}, \ldots \rangle \]

has codimension 1 but contains no term of the filtration \( L_j \).

2.7. Remark. There is a one-to-one correspondence preserving the codimension between closed subalgebras of finite codimension of \( L \) and closed subalgebras of finite codimension of the completion of \( L \) with respect to the formal topology.

2.8. Let \( Y \) be an algebraic variety of finite type over \( k \). By the set underlying \( Y \) we shall always mean the set of closed points of \( Y \). These points correspond to rational points of \( Y \) over fields \( K \) which are finite extensions of \( k \). The boolean algebra of constructible subsets of \( Y \) is the smallest family of subsets of \( Y \) containing all Zariski closed subsets of \( Y \) and stable by taking finite unions and complements. It follows from the definitions that to any constructible subset \( A \) of \( Y \) one can associate a canonical element \([A]\) of the Grothendieck ring \( \mathcal{M} \).

We shall now view the finite Grassmannian \( X_j = \text{Gr}(L/L_j) \) or \( \text{Gr}(L_{-j}/L_j) \) as...
an algebraic variety of finite type over \( k \). Hence points of \( X_j \) will be linear spaces defined over some field \( K \) which is a finite extension of \( k \).

By a class \( X \) of subalgebras of \( L \), we shall mean the data, for every field \( K \) which is a finite extension of \( k \), consisting of a family \( X(K) \) of subalgebras of \( L \otimes K \). For every \( l, n \in \mathbb{N} \), and every field \( K \) which is a finite extension of \( k \), we define the subsets:

\[
A_n(X)(K) := \{ H \in X(K) : \text{codim}_{L \otimes K} H = n \}
\]

\[
A_{l,n}(X)(K) := \{ H \in A_n(X)(K) : H \supset L_l \otimes K \}.
\]

Hence \( A_{l,n}(X)(K) \) can be thought of as a subset of \( X_l(K) \), and the union of these subsets when varying \( K \) is a subset \( A_{l,n}(X) \) of the finite grassmannian \( X_l \).

2.9. Definition. We call \( X \) a **constructible class of subalgebras** if \( A_{l,n}(X) \) is a constructible subset of \( X_l \), for every \( l, n \in \mathbb{N} \).

2.10. Examples of constructible classes of subalgebras. For \( L \) an \( \mathbb{N} \)-filtered Lie algebra, we define \( X^\leq \) as the class of closed subalgebras, i.e., \( X^\leq(K) \) is the set of all closed subalgebras of \( L \otimes K \), and \( X^\triangleleft \) as the class of closed subalgebras which are ideals, i.e., \( X^\triangleleft(K) \) is the set of all closed subalgebras of \( L \otimes K \) which are ideals of \( L \otimes K \).

If \( L \) is a \( \mathbb{Z} \)-filtered Lie algebra, the corresponding classes of commensurable subalgebras are defined as follows: for \( \ast \in \{ \leq, \triangleleft \} \), \( X^\ast_0(K) \) is the set of subalgebras \( H \) in \( X^\ast(K) \) which are commensurable with \( L_0 \otimes K \).

2.11. Lemma. Let \( L \) be an \( \mathbb{N} \)-filtered Lie algebra; then for \( \ast \in \{ \leq, \triangleleft \} \), \( X^\ast \) is a constructible class of subalgebras.

Proof. Choose a basis \( e_1, \ldots, e_r \) for \( L/L_l \). Let \( \beta : \mathbb{A}^{2r}_k \rightarrow \mathbb{A}^r_k \) denote the bilinear form defining the Lie bracket in \( L/L_l \) with respect to this basis. Let \( \text{Tr}_{r,k} \) denote the \( k \)-variety of upper triangular matrices of order \( r \). Hence the \( K \)-points of \( \text{Tr}_{r,k} \) are the upper triangular matrices of order \( r \) with coefficients in \( K \). We have a morphism

\[ h : \text{Tr}_{r,k} \rightarrow \text{Gr}(L/L_l) \]

which takes the matrix \((m_{ij})\) to the subspace spanned by

\[ \{m_{11}e_1 + \cdots + m_{1r}e_r, \ldots, m_{rr}e_r\} \].

Let \( \mathcal{M}^\ast_{l,n} \) denote the inverse image of \( A_{l,n}(X^\ast) \) under this map. Since there is a finite partition of \( \text{Gr}(L/L_l) \) into locally closed subvarieties over which \( h \) induces morphisms which are locally trivial fibrations for the Zariski topology, it suffices to show that \( \mathcal{M}^\ast_{l,n} \) is a constructible subset of \( \text{Tr}_{r,k} \).
(1) A matrix \((m_{ij})\) in \(\text{Tr}_{r,k}(K)\) defines a subspace of codimension \(n\) in \(L \otimes K\) if and only if there exist \(r - n\) linearly independent rows and every \(r - n + 1\) set of rows is linearly dependent.

(2) A matrix \((m_{ij})\) in \(\text{Tr}_{r,k}(K)\) defines a subalgebra of \(L \otimes K\) if and only if for each \(1 \leq i < j \leq r\) there exist \(Y_{ij}^1, \ldots, Y_{ij}^r \in K\) such that
\[
\beta(m_i, m_j) = \sum_{k=1}^{r} Y_{ij}^k m_k
\]
where \(m_i\) denotes the \(i\)th row of \((m_{ij})\); 

(2̂) A matrix \((m_{ij})\) in \(\text{Tr}_{r,k}(K)\) defines an ideal of \(L \otimes K\) if and only if for each \(1 \leq i, j \leq r\) there exist \(Y_{ij}^1, \ldots, Y_{ij}^r \in K\) such that
\[
\beta(e_i, m_j) = \sum_{k=1}^{r} Y_{ij}^k m_k
\]
where \(e_i\) denotes the \(r\)-tuple with 1 in the \(i\)-th entry and zeros elsewhere.

The two conditions on a matrix \((m_{ij})\) in (1) and (2̂) define \(M^*_{l,n}\) as a constructible subset of \(\text{Tr}_{r,k}\). □

If \(L\) is a finite-dimensional \(k[[t]]\)-Lie algebra, then we can also define the classes of subalgebras \(X^\leq_{\leq}\) with \(X^\leq_{\leq}(K)\) the set of closed subalgebras of \(L \otimes K\) which are \(K[[t]]\)-submodules of \(L \otimes K\) and \(X^\leq_{\leq}\) defined by \(X^\leq_{\leq}(K) = X^\leq_{\leq}(K) \cap X^\leq_{\leq}(K)\).

2.12. Lemma. Let \(L\) be a finite-dimensional \(k[[t]]\)-Lie algebra whose filtration consists of the ideals \(L_j = v^j L\). Then for \(* \in \{\leq, \triangleleft\}, X^*_{\leq}\) are constructible classes of subalgebras.

Proof. We just have to add the constructible condition:

(3) A matrix \((m_{ij})\) in \(\text{Tr}_{r,k}(K)\) defines a \(K[[t]]\)-submodule of \(L \otimes K\) if and only if for each \(1 \leq i \leq r\) there exist \(Y_i^1, \ldots, Y_i^r \in K\) such that
\[
tm_i = \sum_{k=1}^{r} Y_i^k m_k.
\]

We shall see later a better reason for these subalgebras being constructible when we realize \(X^*_{\leq}\) as a semialgebraic subset in a suitable arc space.

2.13. Lemma. Suppose that \(L\) is a \(\mathbb{Z}\)-filtered Lie algebra. Then \(X^\leq_{0}\) is a constructible set of subalgebras.

Proof. We want to put a condition on a subspace of \(L_{-j}/L_j\) that it is a subalgebra of codimension \(n\) in \(L_0\). The trouble is now that \(L_j\) is not necessarily an ideal in \(L_{-j}\).
However we use the fact that \((L_{-j}, L_{2j}) \subset L_j\). Let \(e_0, e_{-1}, \ldots, e_{-s_1}\) be a basis for \(L_{-2j}/L_0\) with \(e_0, e_{-1}, \ldots, e_{-s}\) a basis for \(L_{-j}/L_0\), and let \(e_1, \ldots, e_{r_1}\) be a basis for \(L_0/L_{2j}\) with \(e_1, \ldots, e_r\) a basis for \(L_0/L_j\). Let \(\beta : \mathbb{A}_k^{s+r_1+1} \times \mathbb{A}_k^{s+r_1+1} \rightarrow \mathbb{A}_k^{s+r_1+1}\) be the bilinear map defining the Lie bracket from \(L_{-j}/L_{2j} \rightarrow L_{-2j}/L_j\) with respect to these choices of basis.

There is still a morphism

\[
\text{Tr}_{s+r+1,k} \rightarrow \text{Gr}(L_{-j}/L_j)
\]

which takes a matrix \((m_{ij})\), \(-s \leq i \leq j \leq r\) to the subspace spanned by

\[
\{m_{-s,-s}e_{-s} + \cdots + m_{-s,r}e_r, \ldots, m_{r,r}e_r\}.
\]

(1) A matrix \((m_{ij})\) in \(\text{Tr}_{s+r+1,k}(K)\) defines a subspace of codimension \(n\) in \(L_0 \otimes K\) if and only if (i) the rows defining elements in \(L_0\) contain precisely \(n_1\) linearly independent elements, (ii) taking the rows of \((m_{ij})\) and rows corresponding to the standard basis for \(L_0\) there are precisely \(n_2\) linearly independent rows, and (iii) \(n_2 - n_1 = n\).

(2\(\ge\)) the subspace \(H = \langle m_{-s,-s}e_{-s} + \cdots + m_{-s,r}e_r, \ldots, m_{r,r}e_r \rangle + L_j \otimes K\) defines a subalgebra of \(L \otimes K\) if and only if, for \(-s \leq i < j \leq r\) and for all \(\lambda = (\lambda_{r+1}, \ldots, \lambda_{r_1}), \mu = (\mu_{r+1}, \ldots, \mu_{r_1}) \in K^{(r-1)}\) there exist \(Y_{ij}^s, \ldots, Y_{ij}^r \in K\) such that

\[
\beta(m_i, \lambda, m_j, \mu) = \left(0, \ldots, 0, \sum_{k=-s}^{r} Y_{ij}^k m_k \right)
\]

where there are \(s_1 - s\) zeros. The point is that we are going to be guaranteed \((H, L_{2j}) \subset H\) so we just need to check that \(H\) is a subalgebra modulo \(L_{2j}\) which is finite-dimensional and therefore leads to a constructible subset. \(\square\)

Proving that ideals in a \(\mathbb{Z}\)-filtered Lie algebra define a constructible set is slightly more problematic since we need to check that the action of all the \(L_{-j}\) stabilize the candidate ideal \(H\). However, if \(L\) is finitely generated we need only check these finite number of generators:

**2.14. Lemma.** Suppose that \(L\) is a finitely generated \(\mathbb{Z}\)-filtered Lie algebra. Then \(\mathcal{X}_0^d\) is a constructible set of subalgebras.

**Proof.** Let \(f_1, \ldots, f_d\) be a finite set of generators. Then, for any fixed \(j\), there exists some \(N(j)\) and \(M(j)\) such that \((f_i, L_{N(j)}) \subset L_j\) and \((f_i, L_{M(j)}) \subset L_{-M(j)}\). So we can carry out the same analysis essentially as the previous lemma. Let \(e_0, e_{-1}, \ldots, e_{-s_1}\) be a basis for \(L_{-M(j)}/L_0\) with \(e_0, e_{-1}, \ldots, e_{-s}\) a basis for \(L_{-j}/L_0\), and let \(e_1, \ldots, e_{r_1}\) be a basis for \(L_0/L_{N(j)}\) with \(e_1, \ldots, e_r\) a basis for \(L_0/L_j\). Let \(\varphi : \mathbb{A}_k^{s+r_1+1} \rightarrow \mathbb{A}_k^{s+r_1+1}\) define the action of \(f_i\), taking \(L_{-j}/L_{N(j)} \rightarrow L_{-M(j)}/L_j\) with respect to these choices of basis. Then
the subspace $H = \langle m_{-s}, s e_{-s} + \cdots + m_{-s} r e_r, \ldots, m_{r} r e_r \rangle + L_j \otimes K$ defines an ideal of $L \otimes K$ if and only if it is a subalgebra of $L \otimes K$ and for $-s \leq j \leq r$ and $i = 1, \ldots, d$ for all $\lambda = (\lambda_{r+1}, \ldots, \lambda_{r_1}) \in K_{r_1-r}$ there exist $Y_{ij}^{-s}, \ldots, Y_{ij}^{r} \in K$ such that
\[
\varphi_i(m_i, \lambda) = 0, \ldots, 0, \sum_{k=-s}^{r} Y_{ij}^{k} m_k
\]
where there are $s_1 - s$ zeros. \hfill \Box

Let $L$ be a finite-dimensional $k((t))$-Lie algebra and $L_0$ be some choice of a $k[[t]]$-submodule of the same dimension. Set $L_j = t^{-j} L_0$ for $j \in \mathbb{Z}$. Note that in this case there are no commensurable ideals unless $L$ is abelian. The reason for this is as follows. Let $e_1, \ldots, e_d$ be a basis for the $k[[t]]$-submodule $L_0$. Then commensurable ideals must be contained in the centre of $L$ since if $H \leq L_{-j}$ is an ideal and $(e_i, h) = x \in L_k \setminus L_{k+1}$, then $(t^{-k-j-1} e_i, h) = t^{-k-j-1} x \notin H$. But the centre $Z(L)$ is a $k((t))$-submodule. So if there exists a commensurable ideal $H$ then there exists some $L_j \leq H \leq Z(L)$. Hence $Z(L) = L$. So the case of commensurable ideals in finite-dimensional $k((t))$-Lie algebras is not an interesting one.

In the same manner as above we can prove:

2.15. Lemma. Suppose that $L$ is a finite-dimensional $k((t))$-Lie algebra. Then $X_{\leq 0}$, defined by
\[
X_{\leq 0}(K) = \left\{ H \in X_{\leq 0}(K) : H is a K[[t]]-submodule of L \otimes K \right\},
\]
is a constructible class of subalgebras.

Proof. Again we just have to add the constructible condition:

(3) A matrix $(m_{ij})$ in $Tr_{s+r+1,k}(K)$ defines a $K[[t]]$-submodule if and only if, for each $-s \leq i \leq r$, there exist $Y_{i}^{-s}, \ldots, Y_{i}^{r} \in K$ such that
\[
t m_i = \sum_{k=-s}^{r} Y_{i}^{k} m_k. \hfill \Box
\]

2.16. Stable classes of subalgebras and motivic zeta functions. If $X$ is a constructible class of subalgebras, then $A_{l,n}(X)$ defines an element $[A_{l,n}(X)]$ of the Grothendieck ring $\mathcal{M}$. The only way that this can have a limit as $l \to \infty$ is that the series stabilize at some point.

2.17. Definition. We shall call a constructible class of subalgebras $X$ a stable class of subalgebras if for every $n$ there exists some $l$ such that $A_{l,n} = A_{k,n}$ for all $k \geq l$. When this is the case we set $[A_{n}] = [A_{l,n}]$ and we define the motivic zeta
Notice we can now say why it is not sensible to count $k$-subalgebras of finite codimension in $k[[t]]^2$ with trivial Lie structure since they are not a stable system of subalgebras. As we said above, there are too many such subalgebras. In fact $X^\leq$ (respectively $X^\geq$) will not be stable for all $\mathbb{N}$-filtered or $\mathbb{Z}$-filtered Lie algebras $L$ for which $(H,H)$ (respectively $(L_0,H)$) has infinite codimension for any closed subalgebra $H$ (respectively ideal $H$) of finite codimension.

2.18. Stability of ideals. If we only want to count ideals, then we can prove stability for all $\mathbb{N}$-filtered Lie algebras for which the closure of terms in the lower central series of $L_1$ have finite codimension:

2.19. Theorem. Suppose $L = \bigcup_{i \in \mathbb{N}} L_i$ is an $\mathbb{N}$-filtered Lie algebra and $\gamma_i(L_1)$ has finite codimension for all $i$ (where $\gamma_i(L)$ is the closure of the $i$th term of the lower central series with respect to the formal topology defined by $L_1$). Then $X^\leq(L)$ is a stable class of subalgebras.

Proof. Suppose $H$ is a closed ideal of codimension $n$ in $L$. Let us show that each ideal $H \cap \bigcup_{i \geq 1} L_i$ of codimension $n$ in $\bigcup_{i \geq 1} L_i$ contains some fixed term of the filtration. We can assume $L_0 = L_1$. Let us consider $H_i = (H \cap \gamma_i(L)) \gamma_{i+1}(L)$ where $\gamma_i(L)$ is the lower central series of $L$ (which might be distinct from the closure of the lower central series with respect to the filtration $L_i$). The ideal $H$ is closed and hence contains some term of the filtration $L_m \supset \gamma_m(L)$. There must be some $1 \leq i \leq n + 1$ such that $H_i = \gamma_i(L)$; otherwise the ideal would have codimension greater than $n$. Hence $H + \gamma_{i+1}(L) \supset \gamma_i(L)$. So $H \cap \gamma_i(L) \equiv \gamma_i(L) \mod \gamma_{i+1}(L)$. Now $H \cap \gamma_{i+1}(L) \supset (L_1, H \cap \gamma_i(L))$ since $H$ is an ideal. Hence $H \cap \gamma_{i+1}(L) \equiv \gamma_{i+1}(L) \mod \gamma_{i+2}(L)$ and therefore $H + \gamma_{i+2}(L) \supset H + \gamma_{i+1}(L) \supset \gamma_i(L)$. Continuing this analysis shows that $H \cap \gamma_{i+e}(L) \equiv \gamma_{i+e}(L) \mod \gamma_{i+e+1}(L)$ for all $e$, hence $H + \gamma_{i+e+1}(L) \supset H + \gamma_{i+e}(L) \supset \gamma_i(L)$. But $H + \gamma_{i+e+1}(L) = H$ for some $e$ since $H$ is a closed subalgebra of finite codimension. This implies that $H \supset \gamma_{n+1}(L)$. Since $H$ is closed, $L \supset \gamma_{n+1}(L) \supset L_{f(n)}$. Similarly, if $K$ is a finite extension of $k$, every closed ideal of codimension $n$ in $L \otimes K$ contains $L_{f(n)} \otimes K$, whence $X^\leq(L)$ is a stable class of subalgebras.

2.20. Corollary. Suppose $L = \bigcup_{i \in \mathbb{N}} L_i$ is an $\mathbb{N}$-filtered Lie algebra and $L_0 = L_1$. Then $X^\leq(L)$ is a stable class of subalgebras if and only if $\gamma_i(L)$ has finite codimension for all $i$. 

$$P_{L,X}(T) = \sum_{n=0}^{\infty} [A_n] T^n.$$
Note that \( \gamma_i(L) \) has finite codimension for all \( i \) if and only if \( (L_1, L_1) \) has finite codimension.

2.21. Remark. There is a case missing in the above analysis, namely, when \( L_0 \neq L_1, (L_0, H) \) has finite codimension for all closed ideals \( H \) of finite codimension but \( (L_1, L_1) \) has infinite codimension.

2.22. Stability of subalgebras. We now describe several important categories of Lie algebras with stable classes of subalgebras. Note that for two classes of constructible subalgebras \( \mathcal{X}_0 \subset \mathcal{X}_1 \), once we have proved that \( \mathcal{X}_1 \) is stable, then \( \mathcal{X}_0 \) will also be stable.

2.23. Theorem. (1) Let \( L \) be a finitely-dimensional Lie algebra over \( k[[t]] \) and define the formal topology on \( L \) via \( L_t = tL \). Then \( \mathcal{X}_0^* \) is a stable constructible class of subalgebras for \( * \in \{ \leq, \lhd \} \).

(2) Suppose that \( L \) is a finite-dimensional \( k((t)) \)-Lie algebra. Then \( \mathcal{X}_0^* \) for \( * \in \{ \leq, \lhd \} \) is a stable class of subalgebras.

Proof. This follows from the fact that a \( K[[t]] \)-submodule \( H \) of codimension \( n \) in \( L \otimes K \) must contain \( L_n \otimes K \). In (2) we apply this to \( H \cap (L_0 \otimes K) \) which must have codimension bounded by \( n \). Recall that the case \( \mathcal{X}_{t,0}^\leq \) either is empty or else \( L \) is abelian and \( \mathcal{X}_{t,0}^\leq = \mathcal{X}_{t,0}^\lhd \).

2.24. Loop algebras. Examples of Lie algebras that are finite-dimensional as \( \mathbb{C}[[t]] \)-Lie algebras arise as the positive parts of loop algebras. These are defined as the complexified algebra of smooth maps from the circle \( S^1 \) (or more generally some compact complex manifold) into a finite-dimensional \( \mathbb{C} \)-Lie algebra \( g_\mathbb{C} \), and denoted by \( L_{g_\mathbb{C}} \). We can decompose \( L_{g_\mathbb{C}} \) into its Fourier components:

\[
L_{g_\mathbb{C}} = \bigoplus_{k \in \mathbb{Z}} g_\mathbb{C} \cdot t^k.
\]

(One uses the notation \( L_g \) to denote the set of loops, i.e., the set of smooth maps before we have complexified.) This is the decomposition into eigenspaces of the action of the circle which rotates the loops bodily. We define the positive part of the loop algebra to be

\[
L_{0g_\mathbb{C}} = \bigoplus_{k \geq 0} g_\mathbb{C} \cdot t^k.
\]

This is then isomorphic to the \( \mathbb{C}[[t]] \)-Lie algebra \( g_\mathbb{C} \otimes \mathbb{C}[[t]] \).

These examples are then graded Lie algebras, unlike a general \( \mathbb{C}[[t]] \)-Lie algebra arising from a bilinear form defined over \( \mathbb{C}[[t]] \) on a finite-dimensional \( \mathbb{C}[[t]] \)-module, which are not in general graded but just \( \mathbb{N} \)-filtered.

Note that \( L_{0g_\mathbb{C}} \otimes \mathbb{C}((t)) \) is the \( \mathbb{C} \)-subalgebra generated by the rational loops.
sometimes denoted $L_{\text{rat}} gC$ (see section 3.5 of [24]). Also it should be pointed out that $L_{\text{rat}} gC$ is $\mathbb{Z}$-filtered with $L_{\text{rat}} gC = \bigcup_{i \in \mathbb{Z}} i L_{0} gC$ whilst the Hilbert space of all loops $L gC$ is something bigger containing $L_{\text{rat}} gC$ as a dense subspace.

There is another important $C$-subalgebra $L_{\text{pol}} gC = gC \otimes \mathbb{C}[z, z^{-1}]$ generated by all the loops which are given by Laurent polynomials in $z$ and $z^{-1}$. This algebra is the same as the Lie algebra of polynomial maps from $\mathbb{C}^*$ into $g - \mathbb{C}^*$ is the complexification of the circle (see 2.2 of [24]). In the case that $gC$ is a simple finite-dimensional $C$-Lie algebra, the subalgebras of polynomial loops are what the Kac–Moody algebras are built from. Kac–Moody Lie algebras arise out of the existence of interesting central extensions which these loop algebras have. We shall see that affine Kac–Moody algebras are examples of infinite-dimensional Lie algebras for which the class of all subalgebras is a stable class.

2.25. Kac–Moody Lie algebras. A Kac–Moody Lie algebra over a field $k$ of characteristic zero is defined in the first instance via a presentation associated to a generalized Cartan matrix (see [22]). The affine Kac–Moody algebras are those whose Cartan matrices have corank 1. They can then be realized as algebras whose derived group is the universal central extension of the polynomial loop algebra $L_{\text{pol}} gk = gk \otimes k[t, t^{-1}]$ of polynomial loops from $k^*$ into a simple finite-dimensional Lie algebra $gk$. More generally, if $gk = g_{1,k} \oplus \cdots \oplus g_{q,k}$ is a decomposition of $gk$ into simple factors, then the product of algebras $k \cdot d \circ L_{gj,k}$ which looks additively like $k \cdot c \oplus L_{\text{pol}} g_{j,k}$.

Not all are covered by this construction. The other affine Kac–Moody Lie algebras arise by taking the same construction associated to the twisted loop algebras. These are defined for a choice of outer automorphism $\alpha$ of $gk$ of finite order $m$ and for fields $k$ containing primitive $m$-th roots of unity. One replaces $L_{\text{pol}} gk$ by its subalgebra $L_{(\alpha)} gk$ consisting of the loops $f \in L_{\text{pol}} gk$ which are equivariant:

$$f(\varepsilon^{-1} t) = \alpha(f(t))$$

where $\varepsilon$ is a primitive $m$-th root of unity. The automorphism gives rise to a decomposition of the finite-dimensional Lie algebra:

$$gk = \bigoplus_{j \in \mathbb{Z}/m\mathbb{Z}} g_j,$$

where $g_j$ is the eigenspace of $\alpha$ for the eigenvalue $\varepsilon^j$. Conversely, any $\mathbb{Z}/m\mathbb{Z}$-grading of $gk$ arises like this since the linear transformation of $gk$ given by multiplying the vectors of $g_j$ by $\varepsilon^j$ is an automorphism $\alpha$ of $gk$ which has order $m$. The twisted loop algebra then has the following description as a $\mathbb{Z}$-graded Lie algebra:

$$L_{(\alpha)} gk = \bigoplus_{n \in \mathbb{Z}} g_{n \bmod m} \otimes t^n.$$
(This is sometimes referred to as a loop algebra by algebraists because of the cyclic filtration and $L_{pol}{\mathfrak g}_k$ as the loop algebra with trivial $C_m$-grading. This seems to be a little confusing and perhaps arose out of a misunderstanding that the original name loop arose from the setting over $\mathbb{C}$ of maps from the circle (hence the name loop) rather than a graded Lie algebra whose filtration somehow comes from ‘looping’ the finite graded Lie algebra $\mathfrak{g}$.)

For more details see section 5.3 of [24]. Note that in our context there is little difference between taking polynomial loops or the rational loop space because polynomial loops are dense in the rational loops and the lattices of closed subalgebras of finite codimension will be in one-to-one correspondence.

2.26. Theorem. If $L$ is an affine Kac–Moody Lie algebra with no infinite-dimensional abelian quotients and $L_0$ is its positive part, then for $* \in \{\leq, \triangleright\}$, $X^*(L_0)$ and $X^*_0(L)$ are stable classes of subalgebras.

Proof. Let $H$ be a closed subalgebra of $L_0$ of codimension $n$. Suppose

$$\mathfrak{g}_k = \mathfrak{g}_{1,k} \oplus \cdots \oplus \mathfrak{g}_{q,k}$$

is the decomposition of the underlying simple Lie algebra. Then

$$L_0 = \bigoplus_{i=1}^q L(\alpha_i,0)\mathfrak{g}_{i,k} \oplus k \cdot c_i \oplus k \cdot d_i$$

where $c_i$ is central, $d_i$ is a derivation and $\alpha_i$ is an automorphism of $\mathfrak{g}_k$ which has order $m$ ($k$ is assumed to have primitive $m$-th roots of unity) and

$$L(\alpha)_r \mathfrak{g}_k = \bigoplus_{n \geq r} \mathfrak{g}_{n \text{mod} m} \otimes t^n.$$  

We can restrict our attention to showing that a subalgebra $H_i$ of codimension $n_i$ in $L(\alpha)_0 \mathfrak{g}_{i,k}$ must contain some fixed term $L(\alpha)_{f(n_i)}\mathfrak{g}_{i,k}$ of the filtration on $L(\alpha)_0 \mathfrak{g}_{i,k}$ depending only on $n_i$. For convenience we drop the subscript $i$ and since we are only considering one twisted algebra at a time we put $L_r = L(\alpha)_r \mathfrak{g}_k$.

The assumption that $L$ has no infinite abelian sections means that $\mathfrak{g}_k$ is not abelian and hence $\mathfrak{g}_k = (\mathfrak{g}_k,\mathfrak{g}_k)$ is perfect. This implies in turn that $(L_{im},L_{jm}) = L_{(i+j)m}$. Let

$$H_i = (H \cap L_{im}) + L_{(i+1)m}/L_{(i+1)m}.$$  

The codimension of $H$ is then equal to the sum of the codimensions of $H_i$ in $L_{im}/L_{(i+1)m}$. Therefore $H_i \neq L_{im}/L_{(i+1)m}$ for at most $n$ values of $i$. Therefore consider $N \geq 2n$, there must be some value of $i$ with $1 \leq i \leq N/2$ such that both $H_i = L_{im}/L_{(i+1)m}$ and $H_{N-i} = L_{(N-i)m}/L_{(N-i+1)m}$. Hence $H_N \supset (H_i,H_{N-i}) = L_{Nm}/L_{(N+1)m}$ for all $N$. Thus $H \supset L_{2nm}$. □

Note that an affine Kac–Moody Lie algebra is finitely generated hence $X_0^*(L)$ is constructible.
The key to this proof is that in affine Kac–Moody Lie algebras, each element can be realized as a commutator in many different ways. In fact we can see that the argument applies to the following filtered Lie algebras:

2.27. Definition. Call an $\mathbb{N}$-filtered Lie algebra well covered if it has the property that for each $n$ there exists some $f(n)$ such that $L_{f(n)} = (L_i, L_{f(n)-i})$ for $n + 1$ values of $i < f(n)/2$. Call a $\mathbb{Z}$-filtered Lie algebra well covered if its positive part is well covered.

The proof of the theorem above can then easily be adapted to prove:

2.28. Theorem. (1) If the $\mathbb{N}$-filtered Lie algebra $L$ is well covered, then $\mathcal{X}^*(L)$ for $\ast \in \{\leq, \triangleleft\}$ are stable classes of subalgebras.

(2) If the $\mathbb{Z}$-filtered Lie algebra $L$ is well covered, then $\mathcal{X}^0_\mathbb{Z}(L)$ is a stable class of subalgebras.

The affine Kac–Moody Lie algebras (or rather the underlying loop algebras) make up the bulk of the classification of the simple $\mathbb{Z}$-graded Lie algebras over an algebraically closed field of characteristic zero whose graded pieces have finite growth. According to the classification of such Lie algebras proved by Mathieu [23], the remaining Lie algebras are those of Cartan type and the Virasoro algebra.

2.29. Virasoro algebra. The Virasoro algebra is defined for any field $k$ of characteristic zero as the unique central extension of the Witt algebra. The Witt algebra $\mathfrak{d}$ is defined by

$$
\mathfrak{d} := \text{Der}_k[t, t^{-1}] = \bigoplus_{j \in \mathbb{Z}} k \cdot d_j,
$$

where $d_j = -t^{j+1} \frac{d}{dt}$ with the following commutation relations:

$$
[d_i, d_j] = (i - j)d_{i+j}.
$$

The Lie algebra $\mathfrak{d}$ has a unique (up to isomorphism) non-trivial central extension by a 1-dimensional centre, $k \cdot c$ say, called the Virasoro algebra Vir, which is defined by the following commutation relations:

$$
[d_i, d_j] = (i - j)d_{i+j} + (i^3 - i)\delta_{i,-j}c \text{ where } i, j \in \mathbb{Z}.
$$

The Virasoro algebra, denoted Vir, plays an important role in the representation theory of affine Kac–Moody Lie algebra and in quantum field theory. It is a $\mathbb{Z}$-graded subalgebra in $\text{Der}\tilde{L}\mathfrak{g}_k$, the group of derivations of the algebra $\tilde{L}\mathfrak{g}_k$. When $k = \mathbb{C}$, it is the complexified Lie algebra of smooth vector fields on the circle. The positive part of this Lie algebra $\mathfrak{d}^+ := \bigoplus_{j \geq 1} k \cdot d_j$ also arises as the graded Lie algebra of the so-called Nottingham group over $k$. This is defined as the group whose underlying set is the set of formal power series $tk[[t]]$ and whose group operation is
substitution of power series. It is a certain subgroup of the automorphism group of $k[[t]]$, called the wild automorphisms.

2.30. Cartan subalgebras. The Cartan algebras are defined as follows. Let $n \geq 1$ and let $W_n$ be the algebra of derivations of the polynomial ring $R = k[X_1, \ldots, X_n]$. So $W_n = RD_1 + \cdots + RD_n$, where $D_i = \frac{d}{dX_i}$. Thus $W_n$ acts on the Grassmann algebra of Kähler differential forms on $R$. We define three subalgebras of $W_n$.

(1) The subalgebra $S_n$, called the special algebra, consists of those derivations annihilating the differential form $\nu = dX_1 \wedge \ldots \wedge dX_n$. We can describe this set of derivations as follows:

$$ S_n = \left\{ \sum_{j=1}^{n} a_j D_j : \sum_{j=1}^{n} D_j(a_j) = 0 \right\}. $$

It is additively spanned by $D_{ij}(f) = D_j(f)D_i - D_i(f)D_j$, where $1 \leq i, j \leq n$ and $f$ ranges over $R$.

(2) Suppose now that $n = 2m$ is even then $H_{2m}$, called the Hamiltonian algebra, consists of derivations annihilating $\omega = \sum_{1 \leq i \leq m} dX_i \wedge dX_{m+i}$. Define the following notation:

$$ j' = j + m \quad \text{and} \quad \sigma(j) = 1 \quad \text{if} \quad 1 \leq j \leq m $$

$$ j' = j - m \quad \text{and} \quad \sigma(j) = -1 \quad \text{if} \quad m + 1 \leq j \leq 2m. $$

Then we have the following description of the Hamiltonian algebra:

$$ H_{2m} = \left\{ \sum_{j=1}^{2m} a_j D_j : \sigma(j')D_i(a_{j'}) = \sigma(i')D_j(a_{i'}) , 1 \leq i, j \leq 2m \right\}. $$

Every element of $H_{2m}$ can be represented as $D_H(f)$ for some $f \in R$ where

$$ D_H(f) = \sum_{j=1}^{2m} \sigma(j) D_j(f)D_{j'}. $$

(3) Finally if $n = 2m + 1$ is odd, then $K_{2m+1}$, called the contact algebra, consists of derivations $\partial$ such that $\partial \cdot \alpha = f \cdot \alpha$ for some polynomial $f$ where

$$ \alpha = dX_{2m+1} + \sum_{1 \leq i \leq m} X_i dX_{m+i} - X_{m+i} dX_i. $$

For every derivation $D = \sum_{j=1}^{n} a_j \frac{d}{dX_j}$ define

$$ u(D) = \sum_{j=1}^{2m} \sigma(j) X_j \frac{d a_{j'}}{dX_n} - \frac{d a_n}{dX_n}. $$
Then $D$ is contained in $K_{2m+1}$ if and only if for each $1 \leq i \leq 2m$

$$\sigma(i)a_i - \sum_{j=1}^{2m} \sigma(j)X_j \frac{da_j}{dX_i} = \frac{da_n}{dX_i} = \sigma(i)X_i u(D).$$

Every element of $K_{2m+1}$ can be represented as $D_D(f) = \sum_{j=1}^{2m+1} f_j D_j$ where

$$f_j = X_j D_{2m+1}(f) + \sigma(j')D_{j'}(f) \text{ for } j \leq 2m$$

and

$$f_{2m+1} = 2f - \sum_{j=1}^{2m} \sigma(j)X_j f_j.$$

The Lie algebras $W_n, S_n, H_{2m}$ and $K_{2m+1}$ are called Lie algebras of Cartan type. The usual grading of the polynomial ring $k[X_1, \ldots, X_n]$ induces a grading of $W_n, S_n$ and $H_{2m}$. If $n = 2m + 1$ and $m \geq 1$, then there exists a unique grading of $k[X_1, \ldots, X_{2m+1}]$ such that $X_1, \ldots, X_{2m}$ are homogeneous of degree 1 and $X_{2m+1}$ is homogeneous of degree 2. The induced grading for $K_{2m+1}$ is called the natural grading of $K_{2m+1}$.

**2.31. Theorem.** The Virasoro algebra Vir and the Lie algebras of Cartan type $W_n, S_n, H_{2m}$ and $K_{2m+1}$ are well covered.

**Proof.** This depends on the fact that any derivation

$$X_1^{m_1} \ldots X_i^{m_i+1} \ldots X_n^{m_n} \frac{d}{dX_i}$$

with $m_1 + \cdots + m_n = N$ can be realized as a linear multiple of the Lie product

$$\left( X_1^{r_1} \ldots X_i^{r_i+1} \ldots X_n^{r_n} \frac{d}{dX_i}, X_1^{s_1} \ldots X_i^{s_i+1} \ldots X_n^{s_n} \frac{d}{dX_i} \right)$$

where $r_j + s_j = m_j$ and $r_i \neq s_i$. For the Lie algebras Vir and $W_n$ the result follows, since we can then realize the derivation in the grading of weight $N$ as a Lie product of elements of weight $i$ and $N - i$ for all values of $i < N/2$.

We shall have to work harder to get the corresponding result for the other Cartan algebras $S_n, H_{2m}$ or $K_{2m+1}$ since we need to realize elements of weight $N$ as sums of commutators of elements of weight $i$ and $N - i$ which still stabilize the form defining the corresponding Cartan algebra.

For $S_n$ let us show why, for $X^c = X_1^{c_1} \ldots X_n^{c_n}$ where $(c) = c_1 + \cdots + c_n = nN$, $D_{ij}(X^c)$ can be realized as a linear combination of commutators of elements of weight $nN - t$ and $t$ for $N$ values of $t$.

We are going to use the following identity which can easily be checked. Suppose that $b_j = 0$; then

$$[D_ki(X^a), D_kj(X^b)] = a_i b_k D_kj(X^{a+b-e^k} - e^k) + a_k b_i D_ij(X^{a+b-2e^k}).$$

Since $(c) = nN$, we know that there is some $c_k \geq N$. 
Case 1. Suppose first that \( k \neq i, j \). Then choose \( a \) and \( b \) with \( c = a + b - 2e_k \), \( b_j = 0 \), \( a_i = 0 \) and \( a_k = c_k + 1 - l \) and \( b_k = l + 1 \). For \( l = 0, \ldots, c_k \), we get

\[
[D_{k_1}(X^a), D_{k_2}(X^b)] = a_k b_k D_{l_1}(X^{a + b - 2e_k}) = \lambda D_{ij}(X^c)
\]

with \( \lambda \neq 0 \) and \( D_{k_1}(X^a) \) of weight \( a_1 + \cdots + a_{k-1} + a_{k+1} + \cdots + a_n + c_k + 1 - l \) and \( D_{k_2}(X^b) \) of weight \( b_1 + \cdots + b_{k-1} + b_{k+1} + \cdots + b_n + l + 1 \).

Case 2. If \( k = i \), then choose some \( s \in \{1, \ldots, n\} \setminus \{i, j\} \) and define \( a \) and \( b \) with \( c = a + b - 2e_s \), \( b_j = 0 \), \( a_s = 1 \) and \( a_i = c_i + 1 - l \) and \( b_l = l + 1 \). Form

\[
[D_{s_1}(X^a), D_{s_2}(X^b)] = a_s b_s D_{s_1}(X^{a + b - e_s}) + a_s b_s D_{s_2}(X^{a + b - e_s})
\]

where \( a_s \neq 0 \neq b_s \). To deal with \( a_s b_s D_{s_2}(X^{a + b - e_s}) \) we can use the analysis of case 1 since the weight is still concentrated at \( c_i \) but now we are considering a derivation \( D_{s_2} \) with \( i \neq s, j \). Hence choose \( a' = a + e_i - e_s \), then \( a + b - e_i - e_s = a' + b - 2e_i \), and \( a'_s = 0 \), \( a'_i = c_i + 2 - l \) and \( b_l = l + 1 \) where \( l = 0, \ldots, c_i \). (Note that the weight at \( X_i \) of \( D_{s_2}(X^{a + b - e_i - e_s}) \) is now \( c_i + 1 \).) Hence we have

\[
[D_{s_1}(X^a), D_{s_2}(X^b)] - (a_s b_s)D_{s_1}(X^{a + b - e_s})(D_{s_2}(X^b)) = \lambda D_{ij}(X^c)
\]

with \( \lambda \neq 0 \), \( D_{s_1}(X^a) \) and \( D_{s_2}(X^a) \) have weight \( a_1 + \cdots + a_{i-1} + a_{i+1} + \cdots + a_n + c_i + 1 - l \) and \( D_{s_2}(X^{b}) \) and \( D_{s_2}(X^{b}) \) have weight \( b_1 + \cdots + b_{i-1} + b_{i+1} + \cdots + b_n + l + 1 \).

This proves then that \( S_{n} \) is well covered.

For the Hamiltonian algebra, we can use the following identity (see Chapter 4 Lemma 4.3 (1) of [31])

\[
[D_{H}(X^a), D_{H}(X^b)] = D_{H}(D_{H}(X^a)(X^b))
\]

Consider now realizing \( D_{H}(X^c) \) of weight \( Nn \). So there exists some \( i \) such that \( c_i \geq N \). We then put \( b_i = l + 1 \) and \( a = e_i - b_i + 1 \) with \( l = 0, \ldots, c_i \) and hence can express \( D_{H}(X^c) \) as a commutator of elements of the Hamiltonian algebra of weight \( Nn - l \) and \( l \) for \( l = 0, \ldots, c_i \). Hence \( H_{2m} \) is well covered.

There is an alternative approach which we could use in the case of the special and Hamiltonian algebras. \((L_i, L_{i-1})\) is a non zero \( L_0 \)-submodule of \( L_n \). But \( L_n \) is an irreducible \( L_0 \)-module in the case of the special and Hamiltonian algebras. Therefore \((L_i, L_{i-1}) = L_n \) and the algebra is well covered. The argument is more complicated if applied to the Lie algebra of Cartan type \( W_n \) since in this case the \( L_0 \)-module \( L_0 \) is a direct sum of two irreducible modules. However our first argument to prove that the algebra of type \( W_n \) is well covered is much simpler.

The contact algebra \( K_n = K_{2m+1} \) has a much more complicated module structure.
In this case the $L_0$-module $L_k$ is a sum of $|k| + 2$ non-isomorphic irreducible $L_0$-modules. We thank Sandro Mattarei who provided us with a proof of this fact. We therefore continue our more direct analysis of commutators to prove the contact Lie algebra is well covered.

For the contact algebra $K_n = K_{2m+1}$, we shall use the following identity (see Chapter 4 Proposition 5.2 of [31]):

$$[D_K(f), D_K(g)] = D_K (D_K(f)(g) - 2gD_{2m+1}(f)).$$

This algebra is slightly trickier than the previous algebras. We shall consider realizing $D_K(X^c)$ of weight $4Nn(n-1)$ as a linear combination of commutators of weight $4Nn(n-1) - l$ and $l$ for $N$ different values of $l$. Recall that in this algebra $X_n$ has weight two whilst the other variables have weight one. There exists some $i$ with $c_i \geq 2N(n-1)$.

Case 1. Suppose that $i \neq n$. We prove by induction on $c_n$ that we can express $D_K(X^c)$ as a linear combination of commutators of weight $4Nn(n-1) - l$ and $l$ for $l = 0, \ldots, N$. Put $f = X^a$ and $g = X^{b_i}$ where $a = c + e_j' - l e_i$ and $b_i = l + 1$. Then

$$[D_K(X^a), D_K(X_i^{b_i})] = D_K \left( X_i a_n X^{a-e_j} b_i X_i^{b_i-1} \right) + D_K \left( \sigma(i') a_n X^{a-e_j'} b_i X_i^{b_i-1} \right).$$

(2.31.2)

Suppose that $c_n = a_n = 0$. Then we are done. We now suppose by induction that we have proved the claim for $c_n - 1$. Then the identity (2.31.2) shows how to express $D_K(X^c)$ as a linear combination of commutators as desired since the first expression on the right-hand side of (2.31.2) can be dealt with by the inductive hypothesis.

Case 2. Suppose now that $i = n$. We show how to shift the weight from $X_n$ to the other variables such that eventually we are in a position to invoke case 1.

We use the following identity

$$[D_K(X_n^{b_n}), D_K(X^a)] = D_K \left( \langle X_n^{b_n}, X^a \rangle \right)$$

where

$$\langle X_n^{b_n}, X^a \rangle = D_K(X_n^{b_n})(X^a) - 2X^a D_n(X^{b_n})$$

$$= \left( \left( \sum_{j=1}^{2m} a_j \right) - 2 \right) b_n + 2a_n \right) \ X^a X_n^{b_n-1}$$

$$- \sum_{j=1}^{2m} \sigma(j) b_n a_n X^{a+(b_n-2)e_j+e_j'}.$$

Note that we shall let $b_n = l + 1$ for $l = 0, \ldots, N$ and $a_n = c_n - l$. Since $c_n \geq 2N(n-1)$ this will mean that $\left( \left( \sum_{j=1}^{2m} a_j \right) - 2 \right) b_n + 2a_n$ is always non zero. The choice of $c_n \geq 2N(n-1)$ means that we can keep on applying the
above identity to realize the expressions $\sigma(j)b_n a_n X^{a_n+(b_n-2)e_n+e_{i'}}$ as commutators $\left[D_K(X^{a_n}),D_K(X^{a_{i'}})\right]$ with an error term which has the values of $c_i$ increasing for $i \neq n$ and $c_n$ decreasing, whilst still ensuring that $c_n > N$ so that we can choose $b_n = l + 1$ for $l = 0, \ldots, N$. Eventually the error terms will have some $c_i$ with $c_i > N$ and we can apply case 1 to finish the realization.

2.32. Corollary. If $L$ is a simple $\mathbb{Z}$-graded Lie algebra over an algebraically closed field of characteristic zero of finite growth, then $X^*_0(L)$ and $X^*_0(L_0)$ for $* \in \{\leq, \prec\}$ are stable classes of subalgebras.

The proof above depends on the classification proved by Mathieu [23] and a case-by-case analysis of each class of Lie algebra in the classification. A more direct argument may be possible based on the simplicity of the $\mathbb{Z}$-graded Lie algebra. Note that since $L$ is simple, $X^*_0(L)$ is actually empty or consists of $L$ if $L_0$ has finite codimension in $L$.

As we have pointed out, an $\mathbb{N}$-filtered Lie algebra has many ideals so we cannot expect it to be simple. However in this context, the concept of being simple is replaced by that of being just infinite – that is, an infinite-dimensional Lie algebra all of whose proper quotients are finite dimensional. It is conjectured by Shalev and Zelmanov (see [30] section 6.5) that the just infinite $\mathbb{N}$-filtered Lie algebras over an algebraically closed field of characteristic zero for which $L_0 = L_1$ and $\dim(L_i/L_{i+1})$ are uniformly bounded are in the following list:

1. $L$ is soluble;
2. The completion of $L$ is commensurable with the positive part of a loop algebra;
3. The completion of $L$ is commensurable to the completion of $\partial^+$.

Note that only (2) and (3) will have stable subalgebras.

2.33. Non-stability of free graded Lie algebras. Stability for infinite Lie algebras is the analogue of determining when a group has only a finite number of subgroups of each given index which can then be counted using a standard Dirichlet series. For groups the condition that the group be finitely generated (either as an abstract group or a topological group) was sufficient to ensure this condition. Note that being finitely generated will not suffice in the context of infinite-dimensional Lie algebras as the following theorem indicates:

2.34. Theorem. Let $L = \bigoplus_{i \geq 1} \gamma_i(L)/\gamma_{i+1}(L)$ be the free two generated infinite-dimensional graded Lie algebra where $\gamma_i(L)$ is the lower central series. Then for each $i$ there exist closed subalgebras of codimension 2 not containing $\gamma_i(L)$.

Proof. Let $x$ and $y$ be the free generators. If $w$ is any Lie word in $x$ and $y$, we define the length $l(w)$ to be the number of terms in $w$. We take a Hall set $H = \{w_i : i \geq 1\}$
as a basis for $L$ (see [2] II.2.10) which is defined as follows:

1. if $w_i \in H$ and $w_j \in H$ and $l(w_i) < l(w_j)$, then $i < j$;
2. $w_1 = x, w_2 = y$ and $w_3 = (xy)$;
3. an element $w$ of length $\geq 3$ belongs to $H$ if and only if it is of the form $(a(bc))$ with $a, b, c$ in $H$, $(bc) \in H$ and $b \leq a < bc$ and $b < c$ where the ordering is defined by the ordering on the index set.

For example, the construction provided by Proposition 11 of [2] II.2.10 starts with the following basis for each layer $\gamma_i(L)/\gamma_{i+1}(L)$:

\[
\begin{align*}
\gamma_1(L)/\gamma_2(L) & w_1 = x & w_2 = y \\
\gamma_2(L)/\gamma_3(L) & w_3 = (xy) \\
\gamma_3(L)/\gamma_4(L) & w_4 = (x(xy)) & w_5 = (y(xy)) \\
\gamma_4(L)/\gamma_5(L) & w_6 = (x(x(xy))) & w_7 = (y(x(xy))) & w_8 = (y(y(xy))) \\
\gamma_5(L)/\gamma_6(L) & w_9 = (x(x(x(xy)))) & w_{10} = (y(x(x(xy)))) & w_{11} = (y(y(x(xy)))) \\
& w_{12} = (y(y(y(xy)))) & w_{13} = ((xy)(x(xy))) & w_{14} = ((xy)(y(xy))).
\end{align*}
\]

Let $n_i - 1$ be the dimension of $\gamma_1(L)/\gamma_i(L)$. Then we claim that the additive subspace of $L$ generated by the following basis elements is actually a subalgebra:

\[H_i = \bigoplus_{l \neq 1, n_i} kw_l.\]

So this is a vector subspace of codimension 2 which skips the basis elements $w_1 = x$ and $w_{n_i} = (x(x\ldots(xy)\ldots))$ where $x$ appears $i - 1$ times. The Hall basis has the property that each word $w_j$ has a unique decreasing factorization $w_j = (w_jw_k)$ with $j < k < l$ (see Corollary 4.7 of [25]).

We prove by induction on the length of $w_j$ for $1 < j < n_i$ and $k \neq 1, n_i$ that $(w_jw_k) = \sum_{l \neq 1, n_i} a_lw_l$. If $w_j$ has length 1, then $w_j = y$ and by condition (3) $(yw_k)$ is in $H$. The property of unique factorization implies it is not the element $w_{n_i} = (xw_{n_i-1})$. Suppose we have proved that $(w_jw_k) = \sum_{l \neq 1, n_i} a_lw_l$ for all words $w_j$ of length less that $m$ and take $w_j$ of length $m > 1$. There is a unique decreasing factorization $w_j = (w_{j_1}w_{j_2})$ with $l(w_{j_1}) < l(w_{j_2})$. Using the Jacobi identity we can rewrite

\[
(w_jw_k) = ((w_{j_1}w_{j_2})w_k) = (w_{j_1}(w_{j_2}w_k)) - (w_{j_2}(w_{j_1}w_k)).
\]

Now we can use our induction hypothesis applied to $w_{j_1}$ and $w_{j_2}$.

\[\square\]

Obviously the same argument applies to the $d$-generated free Lie algebra. So the existence of a motivic zeta function for an infinite-dimensional Lie algebra does not appear to be so straightforward. The condition of being well covered will suffice, but this is a special property which depends on the internal workings of a Lie algebra. It would be nice to have a more transparent Lie theoretic condition which will ensure the stability of the class of subalgebras. We therefore raise the following issue:
2.35. Problem. Determine a criterion for the class of all subalgebras of finite codimension to be stable in an $\mathbb{N}$-filtered or $\mathbb{Z}$-filtered Lie algebra.

From now on we shall focus on the situation of a finite-dimensional $k[[t]]$-Lie algebra and $X$ a class of $k[[t]]$-subalgebras.

3. Motivic integration and rationality of Poincaré series

In this section, we review material from [7] and [9] which will be used in the present paper.

3.1. Scheme of arcs. For $X$ a variety over $k$, we will denote by $\mathcal{L}(X)$ the scheme of germs of arcs on $X$. It is a scheme over $k$ and for any field extension $k \subset K$ there is a natural bijection

$$\mathcal{L}(X)(K) \cong \text{Mor}_{k\text{-schemes}}(\text{Spec } K[[t]], X)$$

between the set of $K$-rational points of $\mathcal{L}(X)$ and the set of germs of arcs with coefficients in $K$ on $X$. We will call $K$-rational points of $\mathcal{L}(X)$, for $K$ a field extension of $k$, so on $X$, and $\varphi(0)$ will be called the origin of the arc $\varphi$. More precisely the scheme $\mathcal{L}(X)$ is defined as the projective limit

$$\mathcal{L}(X) := \lim_{\leftarrow} \mathcal{L}_n(X)$$

in the category of $k$-schemes of the schemes $\mathcal{L}_n(X)$ representing the functor

$$R \mapsto \text{Mor}_{k\text{-schemes}}(\text{Spec } R[[t]]/t^{n+1}R[[t]], X)$$

defined on the category of $k$-algebras. The existence of $\mathcal{L}_n(X)$ is well known (cf. [7]) and the projective limit exists since the transition morphisms are affine. We shall denote by $\pi_n$ the canonical morphism, corresponding to truncation of arcs,

$$\pi_n : \mathcal{L}(X) \longrightarrow \mathcal{L}_n(X).$$

The schemes $\mathcal{L}(X)$ and $\mathcal{L}_n(X)$ will always be considered with their reduced structure.

3.2. Semialgebraic geometry. From now on we will denote by $\bar{k}$ a fixed algebraic closure of $k$, and by $k((t))$ the fraction field of $k[[t]]$, where $t$ is one variable. Let $x_1, \ldots, x_m$ be variables running over $\bar{k}((t))$ and let $\ell_1, \ldots, \ell_r$ be variables running over $\mathbb{Z}$. A \textit{semialgebraic} (resp. $k[[t]]$-\textit{semialgebraic}) condition $\theta(x_1, \ldots, x_m; \ell_1, \ldots, \ell_r)$ is a finite boolean combination of conditions of the form

1. $\text{ord}_tf_1(x_1, \ldots, x_m) \geq \text{ord}_tf_2(x_1, \ldots, x_m) + L(\ell_1, \ldots, \ell_r)$
2. $\text{ord}_tf_1(x_1, \ldots, x_m) \equiv L(\ell_1, \ldots, \ell_r) \pmod{d}$
3. $h(\overline{\varphi}(f_1(x_1, \ldots, x_m)), \ldots, \overline{\varphi}(f_{m'}(x_1, \ldots, x_m))) = 0,$
where $f_i$ are polynomials with coefficients in $k$ (resp. $f_i$ are polynomials with coefficients in $k[[t]]$), $h$ is a polynomial with coefficients in $k$, $L$ is a polynomial of degree $\leq 1$ over $\mathbb{Z}$, $d \in \mathbb{N}$, and $\overline{\alpha}(x)$ is the coefficient of lowest degree of $x$ in $k((t))$ if $x \neq 0$, and is equal to 0 otherwise. Here we use the convention that $\infty + \ell = \infty$ and $\infty \equiv \ell \mod d$, for all $\ell \in \mathbb{Z}$. In particular the condition $f(x_1, \ldots, x_m) = 0$ is a semialgebraic condition (resp. a $k[[t]]$-semialgebraic condition), for $f$ a polynomial over $k$ (resp. over $k[[t]]$). A subset of $k((t))^m \times \mathbb{Z}^r$ defined by a semialgebraic (resp. $k[[t]]$-semialgebraic) condition is called \textit{semialgebraic} (resp. $k[[t]]$-\textit{semialgebraic}). One defines similarly semialgebraic and $k[[t]]$-semialgebraic subsets of $K((t))^m \times \mathbb{Z}^r$ for $K$ an algebraically closed field containing $k$.

A function $\alpha : k((t))^m \times \mathbb{Z}^n \to \mathbb{Z}$ is called \textit{simple} (resp. $k[[t]]$-\textit{simple}) if its graph is semialgebraic (resp. $k[[t]]$-semialgebraic).

Let $X$ be an algebraic variety over $k$. For $x \in \mathcal{L}(X)$, we denote by $k_x$ the residue field of $x$ on $\mathcal{L}(X)$, and by $\tilde{x}$ the corresponding rational point $\tilde{x} \in \mathcal{L}(X)(k_x) = X(k_x[[t]])$. When there is no danger of confusion we will often write $x$ instead of $\tilde{x}$. A \textit{semialgebraic family of semialgebraic subsets} (resp. $k[[t]]$-\textit{semialgebraic family of $k[[t]]$-semialgebraic subsets}) (for $n = 0$ a semialgebraic subset (resp. $k[[t]]$-semialgebraic subset)) $A_\ell$, $\ell \in \mathbb{N}^n$, of $\mathcal{L}(X)$ is a family of subsets $A_\ell$ of $\mathcal{L}(X)$ such that there exists a covering of $X$ by affine Zariski open sets $U$ with

$$A_\ell \cap \mathcal{L}(U) = \left\{ x \in \mathcal{L}(U) : \theta(h_1(\tilde{x}), \ldots, h_m(\tilde{x}); \ell) \right\},$$

where $h_1, \ldots, h_m$ are regular functions on $U$ and $\theta$ is a semialgebraic condition (resp. $k[[t]]$-semialgebraic condition). Here the $h_i$’s and $\theta$ may depend on $U$ and $h_i(\tilde{x})$ belongs to $k_x[[t]]$.

Let $A$ be a semialgebraic subset (resp. $k[[t]]$-semialgebraic subset) of $\mathcal{L}(X)$. A function $\alpha : A \times \mathbb{Z}^n \to \mathbb{Z} \cup \{\infty\}$ is called \textit{simple} (resp. $k[[t]]$-\textit{simple}) if the family of subsets $\{ x \in \mathcal{L}(X) : \alpha(x, t_1, \ldots, t_n) = \ell_{n+1} \}$, $(\ell_1, \ldots, \ell_{n+1}) \in \mathbb{N}^{n+1}$, is a semialgebraic family of semialgebraic subsets (resp. a $k[[t]]$-semialgebraic family of $k[[t]]$-semialgebraic subsets) of $\mathcal{L}(X)$. An important fact is that if $A$ is a $k[[t]]$-semialgebraic subset of $\mathcal{L}(X)$, then $\pi_n(A)$ is a constructible subset of $\mathcal{L}_n(X)$ (cf. Proposition 1.7 of [9]).

\textbf{3.3. Remark.} Motivic integration is developed in [7] for semialgebraic subsets of $\mathcal{L}(X)$, when $X$ is an algebraic variety over $k$, and simple functions. In the paper [9], this is extended to what is called there $k[t]$-semialgebraic subsets of $\mathcal{L}(X)$ and $k[t]$-\textit{simple} functions, which are defined similarly as $k[[t]]$-semialgebraic subsets of $\mathcal{L}(X)$ and $k[[t]]$-\textit{simple} functions, but replacing $k[[t]]$ by $k[t]$. In fact, as mentioned in Remark 1.18 of [9], all results in § 1 of [9] (before 1.17) may be extended, with similar proofs, to cover the case of $k[[t]]$-semialgebraic subsets and $k[[t]]$-\textit{simple} functions. Hence when we shall quote a result from [9], we shall use its extension to $k[[t]]$-semialgebraic subsets and $k[[t]]$-\textit{simple} functions without further comment.
3.4. Motivic integration. From now on we assume \( X \) is a smooth algebraic variety over \( k \) of pure dimension \( d \). Let \( A \) be a \( k[[t]] \)-semialgebraic subset \( \mathcal{L}(X) \). We say \( A \) is stable at level \( n \) if \( A = \pi_n^{-1} \pi_n(A) \). Remark that if \( A \) is stable at level \( n \), then \( A \) is stable at level \( m \), for any \( m \geq n \). We say \( A \) is stable if it is stable at some level. Denote by \( B \) the set of all \( k[[t]] \)-semialgebraic subsets of \( \mathcal{L}(X) \), and by \( B_m \) the set of all \( A \) in \( B \) which are stable. Clearly there is a unique additive measure

\[
\tilde{\mu} : B_0 \rightarrow \mathcal{M}_{\text{loc}}
\]

satisfying

\[
\tilde{\mu}(A) = [\pi_n(A)] L^{-(n+1)d},
\]

when \( A \) is stable at level \( n \). In fact, the condition of being \( k[[t]] \)-semialgebraic is superfluous here. By the same formula one may define \( \tilde{\mu}(A) \) for \( A \) cylindrical at level \( n \), i.e., subsets of \( \mathcal{L}(X) \) of the form \( A = \pi_n^{-1}(C) \) with \( C \) constructible. One says \( A \) is cylindrical if it is cylindrical at some level.

Let \( A \) be in \( B_0 \) and let \( \alpha : A \rightarrow \mathbb{Z} \) be a \( k[[t]] \)-simple function (or, more generally, assume \( A \) and the fibers of \( \alpha \) are cylindrical). By Lemma 2.4 of [7] and Lemma A.3 of [9], \( |\alpha| \) is bounded, and we can define

\[
\int_A L^{-\alpha} d\tilde{\mu} := \sum L^{-n} \tilde{\mu}(\alpha^{-1}(n)), \tag{3.4.1}
\]

the sum on the right-hand side being finite.

3.5. Completion. We now explain how one extends \( \tilde{\mu} \) to nonstable \( k[[t]] \)-semialgebraic subsets by using a completion of \( \mathcal{M}_{\text{loc}} \). This is indeed similar to the use of real numbers for defining \( p \)-adic integrals. The material here will only be used in section 7. So we denote by \( \widehat{\mathcal{M}} \) the completion of \( \mathcal{M}_{\text{loc}} \) with respect to the filtration \( F^m \mathcal{M}_{\text{loc}} \) where \( F^m \mathcal{M}_{\text{loc}} \) is the subgroup generated by \( \{ [S] L^{-t} : i - \dim S \geq m \} \). We will also denote by \( F \) the filtration induced on \( \widehat{\mathcal{M}} \).

In [7] and [9] the following is shown:\footnote{In fact loc. cit. also covers the case of singular varieties.} There exists a unique map \( \mu : B \rightarrow \widehat{\mathcal{M}} \) satisfying the following three properties:

1. If \( A \in B \) is stable at level \( n \), then \( \mu(A) = [\pi_n(A)] L^{-(n+1)d} \).
2. If \( A \in B \) is contained in \( L(S) \) with \( S \) a reduced closed subscheme of \( X \otimes k[[t]] \) with \( \dim k[[t]] S < \dim X \), then \( \mu(A) = 0 \).
3. Let \( A_i \) be in \( B \) for each \( i \) in \( \mathbb{N} \). Assume that the \( A_i \)'s are mutually disjoint and that \( A := \bigcup_{i \in \mathbb{N}} A_i \) is \( k[[t]] \)-semialgebraic. Then \( \sum_{i \in \mathbb{N}} \mu(A_i) \) converges in \( \widehat{\mathcal{M}} \) to \( \mu(A) \).

Moreover we have:

4. If \( A \) and \( B \) are in \( B \), \( A \subset B \) and if \( \mu(B) \in F^m \widehat{\mathcal{M}} \), then \( \mu(A) \in F^m \widehat{\mathcal{M}} \).
This unique map $\mu$ is called the motivic volume on $\mathcal{L}(X)$ and is denoted by $\mu_{\mathcal{L}(X)}$ or $\mu$. For $A$ in $\mathcal{B}^r$ and $\alpha : A \to \mathbb{Z} \cup \{\infty\}$ a $k[[t]]$-simple function, one defines the motivic integral

$$
\int_A L^{-\alpha} d\mu := \sum_{n \in \mathbb{Z}} \mu(A \cap \alpha^{-1}(n)) L^{-n}
$$

(3.5.1)
in $\widehat{\mathcal{M}}$, whenever the right-hand side converges in $\widehat{\mathcal{M}}$, in which case we say that $L^{-\alpha}$ is integrable on $A$. If the function $\alpha$ is bounded from below, then $L^{-\alpha}$ is integrable on $A$, because of (4).

3.6. Rationality. The following results are proved in section 5 of [7] for semialgebraic families of semialgebraic subsets and simple functions and extended by J. Sebag in [27] to $k[[t]]$-semialgebraic families of $k[[t]]$-semialgebraic subsets and $k[[t]]$-simple functions. For simplicity, results are stated here only for smooth varieties.

3.7. Theorem. Let $X$ be a smooth algebraic variety over $k$ of pure dimension $d$. Let $A_n$, $n \in \mathbb{Z}^r$, be a $k[[t]]$-semialgebraic family of $k[[t]]$-semialgebraic subsets of $\mathcal{L}(X)$ and let $\alpha : \mathcal{L}(X) \times \mathbb{Z}^r \to \mathbb{N}$ be a $k[[t]]$-simple function. Assume that $A_n$ and the fibers of $\alpha(\_ ,n) : A_n \to \mathbb{N}$ are stable, for every $n \in \mathbb{N}^r$. Then the power series

$$
\sum_{n \in \mathbb{N}^r} T^n \int_{A_n} L^{-\alpha(-n)} d\tilde{\mu}
$$
in the variable $T = (T_1, \ldots, T_r)$ belongs to the subring of $\mathcal{M}_{\text{loc}}[[T]]$ generated by $\mathcal{M}_{\text{loc}}[T]$ and the series $(1 - L^{-a}T^b)^{-1}$, with $a \in \mathbb{N}$ and $b \in \mathbb{N}^r \setminus \{0\}$.

3.8. Theorem. Let $X$ be a smooth algebraic variety over $k$ of pure dimension $d$. Let $A_n$, $n \in \mathbb{Z}^r$, be a $k[[t]]$-semialgebraic family of $k[[t]]$-semialgebraic subsets of $\mathcal{L}(X)$ and let $\alpha : \mathcal{L}(X) \times \mathbb{Z}^r \to \mathbb{N}$ be a $k[[t]]$-simple function. Then the power series

$$
\sum_{n \in \mathbb{N}^r} T^n \int_{A_n} L^{-\alpha(-n)} d\mu
$$
in the variable $T = (T_1, \ldots, T_r)$ belongs to the subring of $\widehat{\mathcal{M}}[[T]]$ generated by the image in $\widehat{\mathcal{M}}[[T]]$ of $\mathcal{M}_{\text{loc}}[T]$, $(L^i - 1)^{-1}$ and $(1 - L^{-a}T^b)^{-1}$, with $i \in \mathbb{N} \setminus \{0\}$, $a \in \mathbb{N}$, $b \in \mathbb{N}^r \setminus \{0\}$.

3.9. Corollary. For any semialgebraic subset $A$ of $\mathcal{L}(X)$, the measure $\mu(A)$ is in $\mathcal{M}_{\text{loc}}[[(L^i - 1)^{-1}]_{i \geq 1}]$, where $\mathcal{M}_{\text{loc}}$ is the image of $\mathcal{M}_{\text{loc}}$ in $\widehat{\mathcal{M}}$. \hfill \Box

3.10. Remark. By replacing $T_i$ by $T_i L^{m_i}$ in Theorems 3.7 and 3.8, one sees that the condition “$\alpha$ takes values in $\mathbb{N}$” may be replaced by the condition “$\alpha$ is bounded from below by a linear function of the $\mathbb{Z}^r$-variable”.
4. Motivic integration on the infinite grassmannian

All the material in 4.1 and 4.2 is contained in [1], or is directly adapted, replacing SL by GL, from statements in [1].

4.1. We work over a field $k$ of characteristic 0. We shall consider the infinite grassmannian as a functor on the category of $k$-algebras. (A $k$-algebra will always be assumed to be associative, commutative and unitary.) A natural framework is that of $k$-spaces and $k$-groups in the sense of [1]. By definition, a $k$-space (resp. a $k$-group) is a functor from the category of $k$-algebras to the category of sets (resp. of groups) which is a sheaf for the faithfully flat topology (see [1] for a definition). The category of schemes over $k$ can be viewed as a full subcategory of the category of $k$-spaces. Schemes will always be assumed to be quasi-compact and quasi-separated. An important feature is that direct limits exist in the category of $k$-spaces. Schemes will always be assumed to be quasi-compact and quasi-separated.

We fix a positive integer $d$. Let $t$ be an indeterminate. We consider the $k$-groups $\text{GL}_d(k[[t]])$ and $\text{GL}_d(k((t)))$, respectively defined by $R \mapsto \text{GL}_d(R[[t]])$ and $R \mapsto \text{GL}_d(R((t)))$.

For $n \geq 0$, we denote by $G_{(n)}(R)$ the set of matrices $A(t)$ in $\text{GL}_d(R((t)))$ such that both $A(t)$ and $A(t)^{-1}$ have a pole of order $\leq n$. This defines a subfunctor $G_{(n)}$ of $\text{GL}_d(k((t)))$. One can show (see [1]), that the $k$-group $\text{GL}_d(k[[t]])$ is an affine group scheme and that the $k$-group $\text{GL}_d(k((t)))$ is an ind-group, being the direct limit of the sequence of schemes $(G_{(n)})$, $n \geq 0$.

4.2. The infinite grassmannian $\mathcal{G}r$ may be defined as the quotient

$$\text{GL}_d(k((t)))/\text{GL}_d(k[[t]])$$

in the category of $k$-spaces. It is the sheaf, for the faithfully flat topology, associated to the presheaf $R \mapsto \text{GL}_d(R((t)))/\text{GL}_d(R[[t]])$. Now we have to explain why $\mathcal{G}r$ is indeed the infinite grassmannian. For any $k$-algebra $R$, consider the set $W(R)$ of $R[[t]]$-submodules $L$ of $R((t))^d$ such that, for some $n \geq 0$, $t^n R[[t]]^d \subset L \subset t^{-n} R[[t]]^d$ and $L/t^n R[[t]]^d$ is a projective $R$-module. By Proposition 2.3 of [1], the $k$-space $\mathcal{G}r$ is isomorphic to the functor $R \mapsto W(R)$. Under this isomorphism, the group scheme action of $\text{GL}_d(k((t)))$ on $\mathcal{G}r$ corresponds to the natural action of $\text{GL}_d(R((t)))$ on $R[[t]]$-submodules of $R((t))^d$. Denote by $G_{(n)}$ the image of $G_{(n)}$ in $\mathcal{G}r$. Under the preceding isomorphism $G_{(n)}$ may be identified with the grassmannian $G_{(n)}(t^{-n}k[[t]]^d/t^n k[[t]]^d)$, whose $K$-rational points, for $K$ a field containing $k$, are the $K$-linear subspaces of the finite-dimensional $K$-vector space $t^{-n}K[[t]]^d/t^n K[[t]]^d$ which are stable by multiplication by $t$; in particular $G_{(n)}$ is a projective variety. Furthermore, $\mathcal{G}r$ as a $k$-space is naturally isomorphic to the direct limit of the system of projective varieties $G_{(n)}$, hence $\mathcal{G}r$ is an ind-scheme. The canonical morphism of $k$-spaces $\Theta : \text{GL}_d(k((t))) \to \mathcal{G}r$ is a locally trivial fibration for the
We define \( G \subset \text{mianian Gr} \) Zariski topology, i.e., \( \mathcal{G} \) is covered by open subsets over which \( \Theta \) is a product.

4.3. Denote by \( M_d \) the affine \( k \)-space of \( d \) by \( d \) matrices. There is canonical immersion of \( k \)-schemes \( \iota : \text{GL}_d(k[[t]]) \hookrightarrow \mathcal{L}(M_d) \), which identifies \( \text{GL}_d(k[[t]]) \) with the open subscheme defined by \( \det \neq 0 \). In particular we can consider \( \text{GL}_d(k[[t]]) \) as a semialgebraic subset of \( \mathcal{L}(M_d) \). A subset of \( \text{GL}_d(k[[t]]) \) will be called semialgebraic (resp. \( k[[t]] \)-semialgebraic) if it is semialgebraic (resp. \( k[[t]] \)-semialgebraic) as a subset of \( \mathcal{L}(M_d) \). The space \( \text{GL}_d(k((t))) \) being an ind-scheme, one can associate to it an underlying set, which by abuse we shall denote by the same letter. We shall say a subset \( A \) of \( \text{GL}_d(k((t))) \) is bounded \( k[[t]] \)-semialgebraic (resp. stable \( k[[t]] \)-semialgebraic, resp. cylindrical), if, for some integer \( n \) in \( \mathbb{N} \), \( t^n A \) is a \( k[[t]] \)-semialgebraic (resp. stable \( k[[t]] \)-semialgebraic, resp. cylindrical) subset of \( \text{GL}_d(k[[t]]) \).

We may extend the measures \( \mu \) and \( \tilde{\mu} \) to bounded \( k[[t]] \)-semialgebraic, stable bounded \( k[[t]] \)-semialgebraic and cylindrical subsets respectively, by defining

\[
\mu(t^{-n} A) = L^{d^2 n} \mu(A) \quad \text{and} \quad \tilde{\mu}(t^{-n} A) = L^{d^2 n} \tilde{\mu}(A),
\]

for \( A \) a \( k[[t]] \)-semialgebraic (resp. stable \( k[[t]] \)-semialgebraic or cylindrical) subset of \( \text{GL}_d(k[[t]]) \), which is independent from the choice of the integer \( n \). One should also remark that the measures \( \mu \) and \( \tilde{\mu} \) are invariant under \( \text{GL}_d(k[[t]]) \) action.

4.4. For any integer \( m \) in \( \mathbb{Z} \), the functor

\[
R \mapsto \left\{ M \in \text{GL}_d(R((t))) : \text{ord}_t \det M = m \right\}
\]

defines a subspace of \( \text{GL}_d(k((t))) \), denoted by \( \text{GL}_d(k((t)))[m] \). Clearly \( \text{GL}_d(k((t)))[m] \) is an ind-scheme.

If \( H \) is a linear subspace of \( t^{-n} K[[t]]^d/t^n K[[t]]^d \), for \( K \) a field containing \( k \), we set

\[
\text{index}(H) := \dim t^{-n} K[[t]]^d/H - nd.
\]

We define \( \mathcal{G}_{r(n)}[m] \) as the projective variety parametrizing subspaces in the grassmannian \( \mathcal{G}_r(t^{-n} K[[t]]^d/t^n k[[t]]^d) \) which are of index \( m \). For fixed \( m \), the varieties \( \mathcal{G}_{r(n)}[m] \) form an inductive system and we denote by \( \mathcal{G}_r[m] \) the corresponding ind-scheme. For every \( m \), the fibration \( \Theta : \text{GL}_d(k((t))) \to \mathcal{G}_r \) restricts to a fibration \( \Theta : \text{GL}_d(k((t)))[m] \to \mathcal{G}_r[m] \).

4.5. Let \( A \) be a subset of \( \mathcal{G}_r \). We say \( A \) is \( \text{gr}-\)stable at level \( n \) if \( A \) is a constructible subset of \( \mathcal{G}_{r(n)} \).

Note that in this case \( A \cap \mathcal{G}_r[m] \) is constructible in \( \mathcal{G}_{r(n)}[m] \) for every \( m \). Hence we can define the motivic measure \( \tilde{\mu}_{\mathcal{G}_r}(A) \) of \( A \) as the element

\[
\tilde{\mu}_{\mathcal{G}_r}(A) := \sum_{m \in \mathbb{Z}} \frac{|A \cap \mathcal{G}_r[m]|}{L_{md}}
\]
in $\mathcal{M}_{t_{loc}}$, which makes sense, the sum on the right-hand side being finite. Clearly if $A$ is gr-stable at level $n$, then $\Theta^{-1}(t^n A)$ is cylindrical at level $2n$. The relation with the previously defined measure $\tilde{\mu}$ is given by the following proposition.

4.6. Proposition. Let $A$ be a gr-stable subset of $\mathcal{G}r$. Then
\[
\tilde{\mu}_{\mathcal{G}r}(A) = (1 - L^{-1})^{-1} \cdots (1 - L^{-d})^{-1} \tilde{\mu}(\Theta^{-1}(A)).
\]

Proof. We may assume $A$ is contained in $\mathcal{G}r_{(n)}[m]$. By Lemma 4.7 applied to $r = m + nd$ and $p = 2n$,\[
[\pi_{2n}(\Theta^{-1}(t^n A))] = [t^n A](L^d - 1) \cdots (L^d - L^{-d})^{-1} L^{2nd^2 - d(m + nd)},
\]
since $[\mathcal{G}L_{d,k}] = (L^d - 1) \cdots (L^d - L^{-d})$. We deduce that\[
\tilde{\mu}(\Theta^{-1}(t^n A)) = [t^n A] (1 - L^{-1}) \cdots (1 - L^{-d}) L^{-nd^2} L^{-nd}.
\]
The result follows since\[
\tilde{\mu}(\Theta^{-1}(t^n A)) = \tilde{\mu}(t^n \Theta^{-1}(A)) = L^{-nd^2} \tilde{\mu}(\Theta^{-1}(A))
\]
and $[t^n A] = [A]$.

4.7. Lemma. For any integer $p \geq r/d$, the morphism
\[
\pi_p(\Theta^{-1}(\mathcal{G}r(k[[t]]^d/t^p k[[t]]^d)[r])) \to \mathcal{G}r(k[[t]]^d/t^p k[[t]]^d)[r]
\]
is a locally trivial fibration for the Zariski topology with fiber $\mathcal{G}L_{d,k} \times k^{p(d^2 - dr)}$. Here $\mathcal{G}L_{d,k}$ denotes the algebraic variety of invertible $d$ by $d$ matrices over $k$.

Proof. By taking a covering of the grassmanian $\mathcal{G}r(k[[t]]^d/t^p k[[t]]^d)[r]$ by open Schubert cells corresponding to different choices of bases of the lattice $k[[t]]^d$, one deduces the result from the following elementary Lemma 4.8.

4.8. Lemma. Let $p \geq m_d \geq \ldots \geq m_1 \geq 0$ be integers. Set $r = \sum_{1 \leq i \leq d} m_i$. Let $U$ be the subscheme of $\mathcal{L}(M_d)$ consisting of triangular matrices $(a_{ij})$ with $a_{ij} = t^{m_i}$, $a_{ij} = 0$ for $j < i$, $m_i \leq \text{ord}_t a_{ii}$, and $\deg_t a_{ij} < m_i$ for $j > i$. Consider the morphism $\varphi : U \times \mathcal{G}L_d(k[[t]]) \to U \times \mathcal{L}_p(M_d)$ sending $(A, M)$ to $(A, \pi_p(AM))$. Then the image $W$ of $\varphi$ is an algebraic variety over $k$ which is isomorphic to $U \times \mathcal{G}L_{d,k} \times k^{p(d^2 - dr)}$ by an isomorphism compatible with the projection $W \to U$.

Now we can express our zeta functions as integrals, defined as in (3.4.1), with respect to the measure $\tilde{\mu}_{\mathcal{G}r}$ on the grassmanian:

4.9. Theorem. Let $X$ be a class of constructible $k[[t]]$-subalgebras. Then
\[
P_{L,X}(L^{-r}) = \int_{X \subseteq \mathcal{G}r_{(n)}(L)} L^{\text{index}(H)d - (\text{codim} H)} d\tilde{\mu}_{\mathcal{G}r}(H).
\]
Proof. Let $X_n$ be the subalgebras of codimension $n$. Then $X_n \subset \text{Gr}^d(t^{-n}L/t^nL)$ and

$$[X_n] = \sum_{m \in \mathbb{Z}} [X_n \cap \mathcal{G}[m]]$$

$$= \sum_{m \in \mathbb{Z}} \frac{[X_n \cap \mathcal{G}[m]]}{L^m} d\tilde{\mu}_{\mathcal{G}}(H)$$

$$= \sum_{m \in \mathbb{Z}} \int_{X_n \cap \mathcal{G}[m]} L^{\text{index}(H)} d\tilde{\mu}_{\mathcal{G}}(H)$$

$$= \int_{X_n} L^{\text{index}(H)} d\tilde{\mu}_{\mathcal{G}}(H). \quad \Box$$

5. Rationality of motivic zeta functions of infinite-dimensional Lie algebras

In this section we shall prove the following rationality result:

5.1. Theorem. Let $k$ be a field of characteristic zero.

(1) Let $L$ be a finite-dimensional free $k[[t]]$-Lie algebra. Let $X^\leq_t$ (resp. $X^\triangleleft_t$) be the class of subalgebras such that $X^\leq_t(K)$ (resp. $X^\triangleleft_t(K)$) is the set of all $K[[t]]$-subalgebras (resp. $K[[t]]$-ideals) of $L \otimes K$, for every field $K$ which is a finite extension of $k$. Then $P_{L,X^\star_t}(T)$ for $\star \in \{\leq, \triangleleft\}$ is rational, belonging to $\mathcal{M}[T]_{\text{loc}}$.

(2) Let $L$ be a finite-dimensional $k((t))$-Lie algebra and $L_0$ be a $k[[t]]$-Lie subalgebra of $L$. Let $X^\leq_{0,t}$ be the class of subalgebras such that $X^\leq_{0,t}(K)$ is the set of all $K[[t]]$-subalgebras $L \otimes K$ commensurable with $L_0 \otimes K$, for every field $K$ which is a finite extension of $k$. Then $P_{L,X^\leq_{0,t}}(T)$ is rational, belonging to $\mathcal{M}[T]_{\text{loc}}$.

Let $L$ be a finite-dimensional free $k[[t]]$-Lie algebra of dimension $d$. Choosing a basis allows us to identify $L$ additively with $k[[t]]^d$ and we may view the $X^\leq_t$ as a subset of the grassmannian $\mathcal{G}^d$.

5.2. Theorem. With the preceding notation, $\Theta^{-1}(X^\leq_t)$ is a $k[[t]]$-semialgebraic subset of $\text{GL}_d(k[[t]])$, for $\star \in \{\leq, \triangleleft\}$, and

$$P_{L,X^\star_t}(L^{-s}) = \int_{X^\star_t} L^{(d-s)\text{codim}H} d\tilde{\mu}_{\mathcal{G}}(H)$$

$$= (1 - L^{-1})^{-1} \ldots (1 - L^{-d})^{-1} \int_{\Theta^{-1}(X^\star_t)} L^{(d-s)\text{ord}_tM} d\tilde{\mu}. \quad (5.2.1)$$
Furthermore, if $L = L_k \otimes_k k[[t]]$, with $L_k$ a Lie algebra over $k$, then $\Theta^{-1}(A^*)$ is a semialgebraic subset of $\text{GL}_d(k[[t]])$.

Proof. The first line (5.2.1) follows from Theorem 4.9 and the remark that $\text{codim}(H) = \text{index}(H)$ if $H$ is a subalgebra of $L$.

Let $A^* = \Theta^{-1}(A^*_1)$. Let $M = (m_{ij})$ be in $\text{GL}_d(k[[t]])$ and write $m_i = m_{i1}e_i + \cdots + m_{id}e_d$, for $i = 1, \ldots, d$. We have $M \in A^\leq$ if and only if, for every $1 \leq i, j \leq d$, there exist $Y^1_{ij}, \ldots, Y^d_{ij} \in K[[t]]$ such that $\beta(m_i, m_j) = \sum_{k=1}^d Y^k_{ij}m_k$, for some finite field extension $K$ of $k$. Here $\beta$ is the bilinear mapping $L \times L \to L$ corresponding to the product in $L$. Let $C_j$ denote the matrix whose rows are $c_i = \beta(e_i, e_j)$. We then have

$$\beta(m_i, m_j) = m_i \left( \sum_{l=j}^d m_{jl}C_l \right).$$

Then $M \in A^\leq$ if and only if, for every $1 \leq i, j \leq d$, one can solve the matrix equation

$$m_i \left( \sum_{l=j}^d m_{jl}C_l \right) = (Y^1_{ij}, \ldots, Y^d_{ij}) M$$

for $Y^1_{ij}, \ldots, Y^d_{ij} \in K[[t]]$, with $K$ a finite field extension of $k$. Let $M'$ denote the adjoint matrix; we can then rewrite (5.2.3) as

$$m_i \left( \sum_{l=j}^d m_{jl}C_l \right) M' = (\det(M)Y^1_{ij}, \ldots, \det(M)Y^d_{ij}).$$

Let $g_{ijk}(m_{rs})$ denote the $k$-th entry of the $d$-tuple $m_i \left( \sum_{l=j}^d m_{jl}C_l \right) M'$. Then the set $A^\leq$ has the following description:

$$A^\leq = \left\{(m_{ij}) \in \mathcal{L}(M_d) : \text{ord}_t(\det(M)) \leq \text{ord}_t(g_{ijk}(m_{rs})) \text{ for } i, j, k \in \{1, \ldots, d\} \right\}. \tag{5.2.4}$$

The set $A^\leq$ is therefore $k[[t]]$-semialgebraic. Let $\Phi^\leq(M)$ denote the conjunction of conditions $\text{ord}_t(\det(M)) \leq \text{ord}_t(g_{ijk}(m_{rs}))$.

Since $\text{ord}_t : \mathcal{L}(M_d) \to \mathbb{N} \cup \{\infty\}$ is a simple function this implies that $A^\leq$ is a semialgebraic set and in particular is constructible. As we promised in section 2 this provides an alternative way to show the constructibility of this class of subalgebras.

We prove that $A^\leq$ is $k[[t]]$-semialgebraic. We have $M \in A^\leq$ if and only if, for every $1 \leq i, j \leq d$, there exist $Y^1_{ij}, \ldots, Y^d_{ij} \in K[[t]]$, with $K$ some finite field extension of $k$, such that $\beta(m_i, e_j) = \sum_{k=1}^d Y^k_{ij}m_k$. Let $g^a_{ijk}(m_{rs})$ denote the $k$-th entry of the $d$-tuple $m_iC_jM'$. Then an argument similar to the above implies that the set $A^\leq$ has the following description:

$$A^\leq = \left\{(m_{ij}) \in \mathcal{L}(M_d) : \text{ord}_t(\det(M)) \leq \text{ord}_t(g^a_{ijk}(m_{rs})) \text{ for } i, j, k \in \{1, \ldots, d\} \right\}. \tag{5.2.5}$$
Hence $A^g$ is $k[[t]]$-semialgebraic. Indeed it is defined by $\Phi^g$, the definable condition which is the conjunction of conditions $\text{ord}_t(\det(M)) \leq \text{ord}_t(g_{i,k}^g(m_{rs}))$. Equation (5.2.2) follows from Proposition 4.6 and the last statement is clear: when $L$ is of the form $L_k \otimes_k k[[t]]$, the above definable conditions are all semialgebraic. \( \square \)

5.3. Remark. The following provides an easier integral expression in general to calculate. It is similar to the integral expression used in [18]. Let $Y$ denote the variety $T_{d,k}$ of $d \times d$ upper triangular matrices which is isomorphic to the affine space $K^{d(d+1)/2}$. Let $\nu$ denote the measure on stable $k[[t]]$-semialgebraic subsets of $L(Y)$. For $i = 1, \ldots, d$, define the simple function $\alpha_i : L(Y) \to \mathbb{Z}$ by $\alpha_i(M) = \text{ord}_t(m_{ii})$. Then

$$
(1 - L^{-1})^{-1} \cdots (1 - L^{-d})^{-1} \int_{A^*} L^{(d-s)\text{ord}_t(M)} d\nu \\
= (1 - L^{-1})^{-d} \int_{A^* \cap L(Y)} L^{-(d-s)\text{ord}_t(M)} L^{\alpha_1(M) + \cdots + \alpha_d(M) + \cdots + d\alpha_d(M)} d\tilde{\nu}.
$$

5.4. Commensurable subalgebras. We turn now to the issue of commensurable subalgebras. The following discussion will also apply to counting commensurable subalgebras in a $\mathbb{Q}_p$-Lie algebra, an issue which has previously not been discussed.

We identify $L$ with $k((t))^d$ by a choice of a basis $e_1, \ldots, e_d$ for the $k[[t]]$-submodule $L_0$ which is then identified with $k[[t]]^d$. The mapping $\Theta : \mathbb{GL}_d(k((t))) \to \mathfrak{gl}$ sends a matrix $M$ to the lattice $\langle m_1, \ldots, m_d \rangle$ spanned by

$$
m_i = m_{ii}e_i + \cdots + m_{id}e_d,
$$

for $i = 1, \ldots, d$. The index of $H = \langle m_1, \ldots, m_d \rangle$ (as defined in (4.4.1)) is then just $\text{ord}_t(\det M)$.

5.5. Remark. For subalgebras of $L_0 \otimes K$ the index of $H$ is the same as the codimension. We might have considered encoding a zeta function of commensurable subalgebras according to index, but note that there are an infinite number of commensurable submodules of index 0 whilst there is only one of codimension 0.

We now give a description of the codimension as a function of the entries of $M$. Recall that if the entries of $M$ are in the field $K$ containing $k$, the codimension of $H = \langle m_1, \ldots, m_d \rangle$ in $L \otimes K$ is defined as the sum of the codimension of $H \cap (L_0 \otimes K)$ in $L_0 \otimes K$ and in $H$.

5.6. Lemma. Let $M$ be a $K$-rational point of $\mathbb{GL}_d(k((t)))$ and define

$$
n_i = \min \{ 0, \text{ord}_t(m_{ij}) : j = 1, \ldots, d \}.
$$

Then the codimension of $H = \langle m_1, \ldots, m_d \rangle$ in $L \otimes K$ is the sum of $\text{ord}_t(\det(m_{ij}^{n_i}))$ and $\sum_{i=1}^d n_i$. 
Proof. This follows from the fact that $H \cap (L_0 \otimes K) = \langle t^{n_1}m_1, \ldots, t^{n_d}m_d \rangle$. Hence the codimension of $H \cap (L_0 \otimes K)$ is given as usual by $\text{ord}_t(\det(m_{ij}t^{n_i}))$. The codimension of $H \cap (L_0 \otimes K)$ in $H$ on the other hand is given by $\sum_{i=1}^{d} n_i$. 

We define next the function

$$\text{codim}(M) := \text{ord}_t(\det(m_{ij}t^{n_i})) + \sum_{i=1}^{d} n_i = \text{ord}_t(\det(m_{ij})) + 2 \sum_{i=1}^{d} n_i$$

which is a simple function.

5.7. We want to convert the Poincaré series into integrals over arc spaces. To do this we think of $k((t))$ as consisting of two pieces: $k[[t]]$ identified with $k[[t]]$ via $v \mapsto v$ and $k((t))/k[[t]]$ identified with $tk[[t]]$ via $v \mapsto v^{-1}$. Notice that the measure on $k((t))/k[[t]]$ translates under this identification to the measure $L^{2\text{ord}_t(v)\mu_{k[[t]}}}$ on $tk[[t]]$. This follows because the set $t^{-n}k[[t]]^*$ has measure $L^n$, whilst $t^n k[[t]]^*$, its image under $v \mapsto v^{-1}$, has measure $L^{-n}$.

We can partition $\text{GL}_d(k((t)))$ into $2^d$ subsets $\text{GL}_d(k((t)))_A$ which we can index with an element of $A \in \text{M}_d(\{\pm 1\})$ such that

$$\text{GL}_d(k((t)))_A = \{M \in \text{GL}_d(k((t))) : \text{ord}_t(m_{ij}) \geq 0 \text{ if and only if } A_{ij} = 1\}.$$

We then identify each $\text{GL}_d(k((t)))_A$ with a subset of $\text{L}(\text{M}_d)$ by the morphism $\Xi_A : M \mapsto \left( m_{ij}^{A_{ij}} \right)$. Note that $\Xi_A(\Xi_A(M)) = M$.

Now remark that with the notation used in the proof of Proposition 5.2, a matrix $M$ is in $\Theta^{-1}(\mathcal{X}_{t,0}^{\leq})$ if and only if $\Phi^\leq(M)$ is true where $\Phi^\leq$ was defined as the conjunction of statements $\text{ord}_t(\det(M)) \leq \text{ord}_t(\tilde{g}_{ijk}(m_{rs}))$ appearing in (5.2.4). Hence the subset $\Xi_A \left( \Theta^{-1}(\mathcal{X}_{t,0}^{\leq}) \cap \text{GL}_d(k((t)))_A \right)$ is a $k[[t]]$-semialgebraic subset of $\text{L}(\text{M}_d)$ defined by the condition $\Phi^\leq(\Xi_A M)$ is true. Furthermore, when $L_0$ is of the form $L_k \otimes_k k[[t]]$, the definable conditions considered are all semialgebraic, hence $\Xi_A \left( \Theta^{-1}(\mathcal{X}_{t,0}^{\leq}) \cap \text{GL}_d(k((t)))_A \right)$ is semialgebraic in this case. Hence we have the following result:

5.8. Theorem. With the preceding notation, $\Xi_A \left( \Theta^{-1}(\mathcal{X}_{t,0}^{\leq}) \cap \text{GL}_d(k((t)))_A \right)$ is a $k[[t]]$-semialgebraic subset of $\text{L}(\text{M}_d)$, and

$$P_{L,\mathcal{X}_{t,0}^{\leq}}(L^{-s}) = \int_{\Theta^{-1}(\mathcal{X}_{t,0}^{\leq})} L^{\text{ord}_t(\det(M))d-(\text{codim} M)s} d\tilde{\mu}$$

$$= \sum_{A \in \text{M}_d(\{\pm 1\})} \int_{\Xi_A(\Theta^{-1}(\mathcal{X}_{t,0}^{\leq}) \cap \text{GL}_d(k((t)))_A)} L^{\text{ord}_t(\det(\Xi_A(M))d-(\text{codim} \Xi_A(M)))s} \times L^{\sum_{A_{ij} = -1} 2\text{ord}_t(m_{ij}) d\tilde{\mu}.} \quad (5.8.1)$$
Furthermore, if \( L_0 = L_k \otimes_k k[[t]] \), with \( L_k \) a Lie algebra over \( k \), then
\[
\Xi_A \left( \Theta^{-1}(\mathcal{X}_L) \cap \text{GL}_d(k((t)))_A \right)
\]
is a semialgebraic subset of \( \mathcal{L}(M_d) \).

**Proof.** Everything has already been proved, except for (5.8.1), which follows from Proposition 4.6. \( \square \)

### 5.9. Proof of Theorem 5.1

Let us first prove (1). Since, by Theorem 5.2, we have (5.2.2) the result follows from Theorem 3.7 and Remark 3.10. Similar to deduce (2) from Theorem 5.8, Theorem 3.7 and Remark 3.10, one needs to check that there exists an integer \( N \) such that
\[
N \text{codim } \Xi_A (M) > \text{ord}_t (\det \Xi_A (M))d + \sum_{A_{ij} = -1} 2\text{ord}_t m_{ij}^{-A_{ij}}.
\]
This follows from the fact that \( \text{codim } \Xi_A (M) > \text{ord}_t (\det \Xi_A (M)) \) and if \( A_{ij} = -1 \), then \( \text{ord}_t m_{ij}^{-1} < n_i \). Hence if we take \( N = 3d \) we are done. \( \square \)

### 5.10. Commensurable subalgebras in \( p \)-adic Lie algebras

Note that the analysis above can also be applied to any finite-dimensional \( \mathbb{Q}_p \)-Lie algebra \( L \) with a choice of \( \mathbb{Z}_p \)-lattice \( \mathcal{L} \) where we define the commensurable zeta function as
\[
\zeta_{\mathcal{L}, L}(s) = \sum_{H \in \mathcal{X}(\mathcal{L}, L)} |L + H : L \cap H|^{-s}
\]
where \( \mathcal{X}(\mathcal{L}, L) \) denotes the set of \( \mathbb{Z}_p \)-subalgebras commensurable with \( L \). This is the analogue of what we did above where the index \( |L + H : L \cap H| \) corresponds to the codimension since \( \text{codim } H = \text{codim } (L_0 + H : L \cap H) \) in the \( k[[t]] \)-setting.

We shall consider later, see Corollary 7.8, the question of zeta functions of \( L \otimes \mathbb{Z}_p \), where \( L \) is \( \mathbb{Z} \)-Lie algebra, but here the analysis applies to a Lie algebra with no underlying \( \mathbb{Z} \)-structure. So it is worth recording the following result for \( \zeta_{\mathcal{L}, L}(s) \), proved as we said by the same analysis as above, replacing \( \mathcal{L} \) by \( p \), \( k[[t]] \) by \( \mathbb{Z}_p \), \( k((t)) \) by \( \mathbb{Q}_p \), and Theorem 3.7 by Theorem 3.2 of [4].

### 5.11. Theorem

Let \( \mathcal{L} \) be a finite-dimensional \( \mathbb{Q}_p \)-Lie algebra with a choice of \( \mathbb{Z}_p \)-lattice \( L \) such that \( L \otimes \mathbb{Q}_p = \mathcal{L} \). Then \( \zeta_{\mathcal{L}, L}(s) \) is a rational function in \( p^{-s} \).

### 5.12. \( \mathbb{F}_p[[t]] \)-Lie algebras

We mention that there is another open rationality question which fits into this context. This concerns Lie algebras in characteristic \( p \). For example the following is conjectured in section 5 of [11]:

### 5.13. Conjecture

Let \( L \) be a finite-dimensional Lie algebra over \( \mathbb{F}_p[[t]] \) additively
isomorphic to $\mathbb{F}_p[[t]]^d$. Then

$$\zeta_L(s) = \sum_{H \leq L} |L : H|^{-s}$$

is a rational function in $p^{-s}$ where the sum is taken over $\mathbb{F}_p[[t]]$-subalgebras $H$.

5.14. The techniques involved in proving such a result in characteristic zero (quantifier elimination and Hironaka’s resolution of singularities) do not exist at present in characteristic $p$. However, in [11] the rationality was proved for one class of $\mathbb{F}_p[[t]]$-algebras. Take $L$ to be an algebra additively isomorphic to $\mathbb{Z}^d$ and set $L_p = L \otimes \mathbb{F}_p[[t]]$; then one can prove that for almost all primes $\zeta_{L_p}(s)$ is a rational function in $p^{-s}$. In fact one gets that $\zeta_{L_p}(s) = \zeta_{L \otimes \mathbb{Z}_p}(s)$ for almost all primes. The proof actually follows the theme of this paper, namely, that there is an integral over the additive Haar measure on $(\mathbb{F}_p[[t]])^d$ representing this zeta function $\mathbb{F}_p[[t]]$ which formally looks the same as the integral representing $\zeta_{L \otimes \mathbb{Z}_p}(s)$. Macintyre then observed that the calculation of this latter integral will carry over formally to the former essentially for any primes for which one does not divide by in this calculation. See also Theorem 8.3.2 of [8] for much more general results along these lines.

5.15. If we are going to consider the possible rationality of some of the other motivic zeta functions considered in this paper, then it is necessary to introduce the concept of polynomial growth for $(L, \mathcal{X})$. This is going to be a necessary requirement if we are to prove that the zeta function $P_{L, \mathcal{X}}(T)$ can be expressed as an element of $\mathcal{M}[T]_{loc}$.

5.16. Definition. We say that $(L, \mathcal{X})$ has polynomial growth if there exists some $d \in \mathbb{N}$ such that for all $n$, $A_n(\mathcal{X})$ is a constructible set and

$$\dim A_n(\mathcal{X}) \leq dn.$$ 

Recall a constructible set is of dimension $\leq m$, if it may be partitioned into finitely many locally closed pieces with dimension $\leq m$.

It is a necessary condition that $(L, \mathcal{X})$ have polynomial growth for the zeta function to be rational because the coefficients of a rational series satisfy a linear recurrences of finite order. For example, when $L$ is a finite-dimensional $k[[t]]$-algebra additively isomorphic to $k[[t]]^d$ and $\mathcal{X}$ the class of commensurable $k[[t]]$-subalgebras, then $A_n(\mathcal{X})$ is contained in $Gr(n)$ whose dimension is bounded by $2nd^2$, the dimension of $M_d(t^{-n}k[[t]]/t^n k[[t]])$.

5.17. Problem. Characterize the $\mathbb{N}$-filtered or $\mathbb{Z}$-filtered infinite-dimensional Lie algebras for which $\mathcal{X}^\leq$ has polynomial growth.
5.18. Polynomial growth. If we consider the algebra $\mathfrak{d}^+ := \bigoplus_{j \geq 1} k \cdot d_j$, where $(d_i, d_j) = (i - j) d_{i+j}$ and $\mathcal{X}$ is the class of all subalgebras, then this does not have polynomial growth. However, if we define $\mathcal{X}^d$ to be the class of $d$-generated subalgebras, we find that $(\mathfrak{d}^+, \mathcal{X}^d)$ does have polynomial growth.

5.19. Problem. Calculate $P_{\mathfrak{d}^+, \mathcal{X}^d}(T)$ for $d \geq 2$. Is it rational?

More generally, $(L, \mathcal{X}^d)$ has polynomial growth if $L$ is a well covered Lie algebra (where recall a subalgebra of codimension $n$ in $L \otimes K$ contains $L_{f(n)} \otimes K$ for some function $f(n)$) and $\dim(L/L_{f(n)}) \leq n^c$ for some fixed $c$. This is true for example for all the simple graded Lie algebras of finite growth. However we are unable to prove that the corresponding zeta function encoding these $d$-generated subalgebras is rational.

6. $k[[t]]$-powered nilpotent groups

6.1. In [18] subgroups of finite index in a torsion-free finitely generated nilpotent group $G$ were encoded in zeta functions. It was shown there how, for almost all primes $p$, there is a one-to-one correspondence between subgroups of finite index in the pro-$p$ completion $\hat{G}_p$ of $G$ and subalgebras of finite index in $L \otimes \mathbb{Z}_p$ for an associated Lie algebra $L$ over $\mathbb{Z}$. The pro-$p$ completion has the structure of a $\mathbb{Z}_p$-powered nilpotent group.

We can use the same ideas to show that the motivic zeta functions counting subalgebras in a finite-dimensional $k[[t]]$-Lie algebra are also encoding the subgroup structure of a $k[[t]]$-powered nilpotent group $G$ where subgroups are taken to be $k[[t]]$-closed subgroups.

An $R$-powered nilpotent group is a nilpotent group with an action of the ring $R$ satisfying various axioms which can be found in Chapter 6 of P. Hall’s notes on nilpotent groups [20].

We shall be interested in a certain type of $R$-powered nilpotent group which arises when $R$ is a binomial ring in the following way. Take a torsion-free finitely generated nilpotent group $G$ with a choice of Malcev basis $x_1, \ldots, x_d$. The group $G$ can be identified with the set of elements $x(a) = x_1^{a_1} \cdots x_d^{a_d}$ with $a = (a_1, \ldots, a_d) \in \mathbb{Z}^d$. In [20] P. Hall proved that there exist polynomials over $\mathbb{Q}$ in suitably many variables which define mappings

$$
\lambda : \mathbb{Z}^d \times \mathbb{Z} \rightarrow \mathbb{Z} \\
\mu : \mathbb{Z}^d \times \mathbb{Z}^d \rightarrow \mathbb{Z}^d
$$

such that for $a_1$ and $a_2 \in \mathbb{Z}^d$ and $k \in \mathbb{Z}$

$$
x(a)^k = x(\lambda(a, k)) \\
x(a_1) \cdot x(a_2) = x(\mu(a_1, a_2)).
$$
Motivic zeta functions of infinite-dimensional Lie algebras

Since these polynomials over \( \mathbb{Q} \) take integer values, they can be represented as \( \mathbb{Z} \)-linear combinations of binomial polynomials. Suppose \( R \) is a binomial ring, i.e., \( \binom{r}{n} \) is a well defined element of \( R \) for \( r \in R \) and \( n \in \mathbb{Z} \). Then we can use the polynomials \( \lambda \) and \( \mu \) to define the structure of an \( R \)-powered nilpotent group on the set of elements \( x(a) = x_1^{a_1} \cdots x_d^{a_d} \) with \( a = (a_1, \ldots, a_d) \in R^d \).

Therefore to every finitely generated torsion-free nilpotent group \( G \) we can define a \( k[[t]] \)-powered group denoted by \( G^{k[[t]]} \). There exists a \( \mathbb{Q} \)-rational representation of \( G^{k[[t]]} \) embedding it as a subgroup of \( \text{Tr}_k^1(k[[t]]) \), the upper triangular matrix group of dimension \( n \) with 1’s on the diagonal. The image of \( G^{k[[t]]} \) under the map log defines a nilpotent \( k[[t]] \)-subalgebra \( L = \log G^{k[[t]]} \) of \( \text{Tr}_k^0(k[[t]]) \), the upper triangular matrix group of dimension \( n \) with 0’s on the diagonal. (Note that log is a polynomial map since \((U - 1)^n = 0 \) if \( U \in \text{Tr}_k^1(k[[t]]) \).) The Lie algebra \( L \) is \( L_\mathbb{Q} \otimes k[[t]] \) where \( L_\mathbb{Q} \) is the Lie algebra corresponding to \( G^\mathbb{Q} \) under the Malcev correspondence. In general the image of \( G \) under log is not a Lie algebra. However there is some integer \( f \) such that \( L = \log G^f \) is a \( \mathbb{Z} \)-Lie algebra. This is the Lie algebra mentioned in the first paragraph of this section used by Guhrsten, Segal and Smith to set up a one-to-one correspondence between subgroups in \( G^\mathbb{Z}_p = \hat{G}_p \) and \( L \otimes \mathbb{Z}_p \) for all primes not dividing \( f \) (see Theorem 4.1 of [18]).

A subgroup \( H \) of \( G^{k[[t]]} \) is \( k[[t]] \)-closed if \( h^r \in H \) for all \( r \in k[[t]] \) and \( h \in H \). We shall define the codimension of such a subgroup as the length \( n \) of the maximal chain of \( k[[t]] \)-closed subgroups \( H_i \) \( 0 \leq i \leq n \) with \( H_i \) contained in \( H_{i-1} \) with infinite index and \( H_0 = G^{k[[t]]} \) and \( H_n = H \).

The claim is that log gives a way of getting from \( k[[t]] \)-closed subgroups to \( k[[t]] \)-subalgebras to prove the following:

6.2. Theorem. There is a one-to-one correspondence between the set of \( k[[t]] \)-closed subgroups of \( G^{k[[t]]} \) of finite codimension and the set of \( k[[t]] \)-subalgebras of finite codimension in \( L \) which preserves the codimension.

Proof. We need to prove that the image of a \( k[[t]] \)-closed subgroup \( H \) under the map log is a \( k[[t]] \)-subalgebra. The proof of Lemma 1 in Chapter 6 of [28] can be applied in this setting to prove that \( m \mathbb{Z} \log H \subset \log H \). But since \( H \) is \( k[[t]] \)-closed and \( k[[t]] \supset \mathbb{Q} \) we have \( h^{1/m} \in H \). Hence \( \mathbb{Z} \log H \subset \log H \), i.e., \( \log H \) is additively closed. Once we have this, Corollary 3 of Chapter 6 of [28] implies that \( \log H \) is also closed under the Lie bracket by applying the inverse of the Campbell–Hausdorff series. We have implicitly used the identity \( r \log h = \log h^r \) above when \( r \in \mathbb{Q} \). This is true in fact for all values of \( r \in k[[t]] \). This follows from the fact that there exist polynomials \( f_1(a), \ldots, f_d(a) \) such that \( \log(x_1^{a_1} \cdots x_d^{a_d}) = f_1(a) \log x_1 + \cdots + f_d(a) \log x_d \). Since \( r \log h = \log h^r \) is true for all \( h \in G \) and \( r \in \mathbb{Z} \) we get that the following is a polynomial identity for all \( a \in k[[t]]^d \) and \( r \in \mathbb{Z} \)

\[
f_i(\lambda(a), r) = r f_i(a).
\]

Hence this must be a formal identity of polynomials which is true for all values of
Conversely, if $M$ is a $k[[t]]$-subalgebra of $L$, then $\exp M$ is well defined on $\text{Tr}_n(k[[t]])$ being a finite polynomial map. By using the Campbell–Hausdorff series one obtains directly that $\exp M$ is a subgroup and the identity $r \log h = \log h^r$ again implies that $\exp M$ is a $k[[t]]$-closed subgroup taking $h = \exp m$ and using the identity $\log \exp(m) = m$. Since $\log$ and $\exp$ are bijective maps, we have a one-to-one correspondence as detailed in the statement of the theorem. The correspondence preserves codimension since this is defined by lengths of chains of $k[[t]]$-closed subgroups or $k[[t]]$-subalgebras. □

We can use this to deduce the existence and rationality of a motivic zeta function associated to $G_k[[t]]$, a certain type of loop group.

6.3. Corollary. Let $G$ be a finitely generated torsion-free nilpotent group and $G_k[[t]]$ the associated $k[[t]]$-powered nilpotent group. For any field $K$ which is a finite extension of $k$, let $X(K)$ denote the set of $K[[t]]$-closed subgroups of $G_k[[t]]$ and let $A_n(K)$ denote the set of $K[[t]]$-closed subgroups of $G_k[[t]]$ of codimension $n$. There is a natural structure of constructible set on $A_n = \bigcup_{K} A_n(K)$, hence

$$P_{G_k[[t]],X}(T) := \sum_{n \in \mathbb{N}} [A_n] T^n$$

is a well defined element of $M[[T]]$. We call it the motivic zeta function of $G_k[[t]]$. It is equal to the motivic zeta function $P_{\mathcal{L},X}^\mathbb{C}(T)$ of the associated $k[[t]]$-Lie algebra $\mathcal{L} = \log G_k[[t]] = \log G^Q \otimes_k k[[t]]$. Hence $P_{G_k[[t]],X}(T)$ is rational, belonging to $M[[T]]_{\text{loc}}$.

We have a similar result for normal $k[[t]]$-closed subgroups in $G_k[[t]]$ since the one-to-one correspondence in Theorem 6.2 sends normal subgroups to ideals.

7. Motivic and $p$-adic cone integrals

The motivic integrals we have defined to capture the subalgebras in a $k[[t]]$-algebra are examples of integrals that the first author and Grunewald studied in the $p$-adic setting in [12] called cone integrals. We make the same definition in the motivic setting:

7.1. Definition. We call an integral

$$Z_{\mathcal{D},\text{geom}}(s) := \int_V L^{-\text{ord}_t(f_0) s - \text{ord}_t(g_0)} d\mu$$

a motivic cone integral if $f_0(x)$ and $g_0(x)$ are polynomials in $k[[t]][x_1, \ldots, x_m]$ and there exist polynomials $f_i(x), g_i(x), i = 1, \ldots, l$, in $k[[t]][x_1, \ldots, x_m]$ such that

$$V = \{ x \in \mathcal{L}(A_k^m) : \text{ord}_t(f_i(x)) \leq \text{ord}_t(g_i(x)) \text{ for } i = 1, \ldots, l \}.$$
The set $\mathcal{D} = \{f_0, g_0, f_1, g_1, \ldots, f_l, g_l\}$ is called the set of cone integral data.

**7.2. Definition.** Let $L$ be a $k[[t]]$-algebra additively isomorphic to $(k[[t]])^d$ (or a $\mathbb{Z}$-Lie algebra additively isomorphic to $\mathbb{Z}^d$). Then we define $Z_{L, \text{geom}}(s)$, the motivic cone integral associated to $L$, to be

$$Z_{L, \text{geom}}(s) := \int_A L^{-\text{ord}_t(M)} d\mu = Z_{\mathcal{D}, \text{geom}}(s)$$

where

$$A = \{(m_{ij}) \in \mathcal{L}(M_d) : \text{ord}_t(\det(M)) \leq \text{ord}_t(g_{ij}(m_{rs})) \text{ for } i, j, k \in \{1, \ldots, d\}\}$$

and $\mathcal{D}$ is the corresponding cone data.

In section 5 we therefore established that

$$P_{L, X_i}(L^{-s}) = (1 - L^{-1})^{-1} \cdots (1 - L^{-d})^{-1} Z_{L, \text{geom}}(s - d).$$

The set $V$ in the definition of the motivic cone integral is $k[[t]]$-semialgebraic and therefore measurable; the functions $\text{ord}_t(f_0)$ and $\text{ord}_t(g_0)$ are $k[[t]]$-simple functions. However, in this more general setting, we do not know whether the fibres of $\text{ord}_t(f_0) : V \rightarrow \mathbb{N}$ and $\text{ord}_t(g_0) : V \rightarrow \mathbb{N}$ are weakly stable. This is why we need to use the completion $\hat{M}$ of $M_{\text{loc}}$ with respect to the filtration $F^nM_{\text{loc}}$, introduced in 3.5, and to replace the measure $\hat{\mu}$ by the measure $\mu$. Hence, Theorem 3.8 gives us the following:

**7.3. Theorem.** Assume the polynomials $f_i(x), g_i(x), i = 0, \ldots, l$, have their coefficients in $k$. The motivic cone integral $Z_{\mathcal{D}, \text{geom}}(s)$ belongs to the subring of the ring $\hat{M}[\{T\}]$ which is generated by the image in $\hat{M}[\{T\}]$ of $M_{\text{loc}}[\{T\}], (L^i - 1)^{-1}$ and $(1 - L^{-a}T^b)^{-1}$ with $i \in \mathbb{N}, a \in \mathbb{N}, b \in \mathbb{N} \setminus \{0\}$, where $T = L^{-s}$.

In the algebra setting we had that the cone conditions were in fact stable and hence, by Theorem 3.7, the associated zeta function $Z_{L, \text{geom}}(s)$ is an element of the subring of $M_{\text{loc}}[[T]]$, where $T = L^{-s}$. However in the more general setting here, we are required to take infinite sums of elements of $M_{\text{loc}}$ which are only defined in the associated complete ring $\hat{M}$. At the moment it is not known if the image of $M_{\text{loc}}$ is the same as $M_{\text{loc}}$ since there might be some kernel. The infinite sums of elements of $M_{\text{loc}}$ and the terms like $(L^i - 1)^{-1}$ which do not occur in Theorem 3.7 appear for example when we consider the constant term of these motivic zeta functions which take the following form:

$$\int_{V \cap \{x : \text{ord}_t(f_0(x)) = 0\}} L^{-\text{ord}_t(g_0)} d\mu.$$
Even if $g_0 = 0$ we get terms coming from the cone conditions like $(L' - 1)^{-1}$ as we shall see when we derive an explicit expression for motivic cone integrals.

In [12] the first author and Grunewald produced an explicit formula for $p$-adic cone integrals extending Denef’s explicit formula for the Igusa zeta function. We can do the same thing for the motivic cone integrals. As we shall explain, this will impact on how canonical the explicit formula for $p$-adic cone integrals is. It will also allow us to define a topological zeta function associated to $p$-adic cone integrals and ultimately to the zeta function of an algebra defined over $\mathbb{Z}$.

**7.4.** Assume the polynomials $f_i(x), g_i(x), i = 0, \ldots, l$, have their coefficients in $k$. Let $F = f_0g_0 \cdots f_lg_l$ and denote by $D$ the divisor defined by $F = 0$. Let $(Y, h)$ be a resolution of $F$. By this, we mean that $Y$ is a smooth and connected algebraic variety, $h : Y \to X = \mathbb{A}^n_k$ is proper, that the restriction $h : Y \setminus h^{-1}(D) \to X \setminus D$ is an isomorphism, and that $(h^{-1}(D))_{\text{red}}$ has only normal crossings as a subvariety of $Y$. Let $E_i, i \in T$ be the irreducible (smooth) components of $(h^{-1}(D))_{\text{red}}$ where $D$ is the divisor defined by $F = 0$ in $X = \mathbb{A}^n$. For each $i \in T$, denote by $N_i(f_j)$ and $N_i(g_j)$ the multiplicity of $E_i$ in the divisor of $f_j \circ h$ and $g_j \circ h$ on $Y$ and by $\nu_i$ the multiplicity of $E_i$ in the divisor of $h^*dx$, where $dx$ is a local non-vanishing volume form. For $i \in T$ and $I \subset T$, we consider the schemes $E^0_i = E_i \setminus \bigcup_{j \not\in I} E_j, E^0_I = \bigcap_{i \in I} E_i$ and $E^0_I = E_I \setminus \bigcup_{j \not\in I} E_j$. When $I = \emptyset$, we have $E^0_\emptyset = Y$.

Define a closed cone $\overline{D_T}$ as follows:

$$\overline{D_T} := \left\{ (x_1, \ldots, x_t) \in \mathbb{R}_{\geq 0}^t : \sum_{j=1}^t N_j(f_i)x_j \leq \sum_{j=1}^t N_j(g_i)x_j \text{ for } i = 1, \ldots, l \right\},$$

where $\text{card}T = t$ and $\mathbb{R}_{\geq 0} = \{x \in \mathbb{R} : x \geq 0\}$. Denote the lattice points in $\overline{D_T}$ by $\Delta_T$, i.e., $\Delta_T = \overline{D_T} \cap \mathbb{N}^t$. We can write this cone as a disjoint union of open simplicial pieces called $R_k, k = 0, 1, \ldots, w$. We shall assume that $R_0 = (0, \ldots, 0)$ and that the next $q$ pieces are all the open one-dimensional edges in the cone $\overline{D_T}$: for $k = 1, \ldots, q$,

$$R_k = \{ \alpha e_k = \alpha(q_{k1}, \ldots, q_{kt}) : \alpha > 0 \}.$$

Since these are all the edges, for any $k \in \{0, \ldots, w\}$ there exists some subset $M_k \subset \{1, \ldots, q\}$ such that

$$R_k = \left\{ \sum_{j \in M_k} \alpha_j e_j : \alpha_j > 0 \text{ for all } j \in M_k \right\}.$$

Note that $m_k := \text{card}M_k \leq t$. We can choose the decomposition of the cone $\overline{D_T}$ so that for any $k \in \{0, \ldots, w\}$

$$R_k \cap \mathbb{N}^t = \left\{ \sum_{j \in M_k} l_j e_j : l_j \in \mathbb{N}_{>0} \text{ for all } j \in M_k \right\}.$$
as follows from [3], p. 123–124.

Define for each \( k = 1, \ldots, q \) the following non-negative constants:

\[
A_k = \sum_{j=1}^{t} q_{kj} N_j(f_0) \tag{7.4.1}
\]

\[
B_k = \sum_{j=1}^{t} q_{kj} (N_j(g_0) + \nu_j).
\]

For each \( I \subset T \) define

\[
D_I = \{(k_1, \ldots, k_t) \in D_T : k_i > 0 \text{ if } i \in I \text{ and } k_i = 0 \text{ if } i \in T \setminus I \}.
\]

\[
\Delta_I = D_I \cap \mathbb{N}^t.
\]

For each \( I \subset T \) there is then a subset \( W_I \subset \{0, \ldots, w\} \) so that

\[
D_I = \bigcup_{k \in W_I} R_k.
\]

If \( k \in W_I \), we set \( I_k = I \). We can now state the explicit formula for motivic cone integrals:

7.5. Theorem. Assume the polynomials \( f_i(x), g_i(x), i = 0, \ldots, t \), have their coefficients in \( k \). The following equality holds in \( \mathbb{N} \):

\[
Z_{D, \text{geom}}(s) = \sum_{k=0}^{w} (L - 1)^{|I_k|} L^{-m} \prod_{j \in M_k} \frac{L^{-(A_j s + B_j)}}{(1 - L^{-(A_j s + B_j)})}. \tag{7.5.1}
\]

Proof. The proof works just the same as the one in [12] for the explicit formula for \( p \)-adic cone integrals, using Lemma 3.4 of [7] for performing the change of variable, cf. the proof of Proposition 2.2.2 of [6]. \( \square \)

7.6. Our goal now is to explain the relationship between motivic cone integrals and \( p \)-adic cone integrals. We begin with some preliminaries. We assume \( k = \mathbb{Q} \) (in fact we could assume as well that \( k \) is a number field or even only a field of finite type over \( \mathbb{Q} \)). For any variety \( X \) over \( \mathbb{Q} \), one can choose a model \( X \) of \( X \) over \( \mathbb{Z} \), and consider the number of points \( n_p(X) \) of the reduction of \( X \) modulo \( p \), for \( p \) a prime number. Of course, for some prime numbers \( p \), \( n_p(X) \) may depend on the model \( X \), but, for a given \( X \), the numbers \( n_p(X) \) are well defined for almost all \( p \).

If we denote by \( \mathcal{P} \) the set of all primes, the sequence \( n_p(X) \) is well defined as an element of the ring \( \mathbb{Z}^{\mathcal{P}'} \), where, for any ring \( R \), we set \( R^{\mathcal{P}'} := \prod_{p \in \mathcal{P}} R / \cap_{p \in \mathcal{P}} R \). Moreover, counting points being additive for disjoint unions and multiplicative for products, the sequence \( n_p(X) \) in \( \mathbb{Z}^{\mathcal{P}'} \) only depends on the class of \( X \) in \( \mathcal{M} \) and
may be extended to a ring morphism \( n : \mathcal{M} \rightarrow \mathbb{Z}^P \). Setting \( n_p(L^{-1}) = 1/p \), one may extend uniquely \( n \) to a ring morphism \( n : \mathcal{M}_{\text{loc}} \rightarrow \mathbb{Q}^P \). Furthermore, by Lemma 8.1.1 of [8], the morphism \( n \) factors through the image \( \mathcal{M}_{\text{loc}} \) of \( \mathcal{M}_{\text{loc}} \) in \( \mathcal{M} \).

Recall that we denoted by \( \hat{M} \) the subring of the ring \( \mathcal{M}[[T]] \) which is generated by the image in \( \hat{M}[[T]] \) of \( \mathcal{M}_{\text{loc}}[T] \), \( (L^i - 1)^{-1} \) and \( (1 - L^{-a}T^b)^{-1} \) with \( i \in \mathbb{N}, a \in \mathbb{N}, b \in \mathbb{N} \setminus \{0\} \). Hence, sending \( (L^i - 1)^{-1} \) and \( (1 - L^{-a}T^b)^{-1} \) to \( (p^i - 1)^{-1} \) and \( (1 - p^{-a}T^b)^{-1} \), respectively, one can uniquely extend \( n \) to a ring morphism \( n : \hat{M} \rightarrow \mathbb{Q}[[T]]^P \).

7.7. Assume \( k = \mathbb{Q} \) and that \( f_i \) and \( g_i \), for \( i = 0, \ldots, l \), are polynomials with coefficients in \( \mathbb{Q} \). Then, for every prime \( p \), we can consider the \( p \)-adic cone integral

\[
Z_{D,p}(s) = \int_{V_p} p^{-\text{ord}_p(f_0)s - \text{ord}_p(g_0)} d\mu_p,
\]

with

\[
V_p = \{ x \in \mathbb{Q}_p^m : \text{ord}_p(f_i(x)) \leq \text{ord}_p(g_i(x)) \text{ for } i = 1, \ldots, l \}.
\]

Here \( \text{ord}_p \) stands for \( p \)-adic valuation and \( d\mu_p \) denotes the additive Haar measure on \( \mathbb{Q}_p^m \), normalized so that \( \mathbb{Z}_p^m \) has volume 1. By [12], for almost all \( p \),

\[
Z_{D,p}(s) = \sum_{i=0}^m (p - 1)^{|f_i|} p^{-m|E_{I_{M_k}}(F_p)|} \prod_{j \in M_k} \frac{p^{-(A_j + B_j)}}{(1 - p^{-(A_j + B_j)})}.
\]

Hence Theorem 7.5 has the following corollary:

7.8. Corollary. For almost all primes \( p \),

\[
n_p(Z_{D,\text{geom}}(s)) = Z_{D,p}(s).
\]

(In the left-hand side \( T = L^{-s} \), while in the right-hand side \( T = p^{-s} \).)

In particular, we have the following relationship between the motivic zeta function of a Lie algebra and the zeta functions counting finite index \( \mathbb{Z}_p \)-subalgebras:

7.9. Corollary. Let \( L \) be a Lie-algebra of finite rank defined over \( \mathbb{Z} \). For almost all \( p \),

\[
n_p(P_{L \otimes \mathbb{Q}[[t]], x^L}^{K}(L^{-s})) = \zeta_{L \otimes \mathbb{Z}_p}(s).
\]

7.10. In fact, we should mention that a result such as Corollary 7.8 holds in much wider generality. Let \( k \) be a finite extension of \( \mathbb{Q} \) with ring of integers \( \mathcal{O} \) and \( R = \mathcal{O}[\frac{1}{x}] \), with \( N \) a non-zero multiple of the discriminant. For \( x \) a closed point of \( \text{Spec} \, R \), we denote by \( K_x \) the completion of the localization of \( R \) at \( x \), by \( \mathcal{O}_x \) its ring of integer, and by \( \mathbb{F}_x \) the residue field at \( x \), a finite field of cardinality \( q_x \).

Let \( f(x) \) be a polynomial in \( k[x_1, \ldots, x_m] \) (or more generally a definable function
in the first order language of valued fields with variables and values taking place in the valued field and with coefficients in \(k\)) and let \(\varphi\) be a formula in the language of valued fields with coefficients in \(k\), free variables \(x_1, \ldots, x_m\) running over the valued field and no other free variables. Now set \(W_x := \{ y \in \mathcal{O}_x^m : \varphi(y) \text{ holds} \}\) and let \(\phi\) be a formula in the language of valued fields with coefficients in \(k\), free variables \(x_1, \ldots, x_m\) running over the valued field and no other free variables.

Define
\[
I_{\varphi,f,x}(s) = \int_{W_x} |f_x^s| dx |_{x}.
\]

for \(x\) a closed point of \(\text{Spec} \mathcal{O}\). One should remark these integrals are of much more general nature than the previously considered cone integrals since quantifiers are now allowed in \(\varphi\). In this more general setting we still want a geometrical object which specializes, for almost all \(x\) to the local integrals \(I_{\varphi,f,x}(s)\). In [8] this aim is achieved, at the cost of replacing the “naive” ring \(\mathcal{M}_{\text{loc}}\) by a Grothendieck group of Chow motives. More precisely, it is shown in [8], that there exists a canonical rational function \(I_{\varphi,f,\text{mot}}(T)\) with coefficients in an appropriate Grothendieck ring of Chow motives, such that, for almost all closed points \(x\) in \(\text{Spec} \mathcal{O}\), \(I_{\varphi,f,\text{mot}}(T)\) specializes – after taking the trace of the Frobenius on an étale realization and after setting \(T = q^{-s}_{x} - t\) – to the \(p\)-adic integral \(I_{\varphi,f,x}(s)\).

7.11. To what extent are the constructible sets \(E^*_k\) in Theorem 7.5 unique? The left-hand side of (7.5.1) being canonical, it follows that the class of the right-hand side is independent of the resolution. On the other hand it is unclear how one can deduce the motivic zeta function from the \(p\)-adic ones. The first problem is that distinct varieties over \(\mathbb{Q}\) may have the same number of points in \(\mathbb{F}_p\), which is in particular the case for isogenous elliptic curves over \(\mathbb{Q}\). Much deeper is the fact, due to Faltings [16], that if, for almost all \(p\), \(n_p(E) = n_p(E')\), with \(E\) and \(E'\) elliptic curves over \(\mathbb{Q}\), then \(E\) and \(E'\) are isogenous. Since isogenous elliptic curves define the same Chow motive, one sees Chow motives appearing in a natural way in the play. Let us recall (see [26] for more details) that for \(k\) a field, a Chow motive over \(k\) is just a triple \((S, p, n)\) with \(S\) proper and smooth over \(k\), \(p\) an idempotent correspondence with coefficients in \(k\) on \(X\), and \(n\) in \(\mathbb{Z}\). One endows Chow motives over \(k\) with the structure of a pseudo-abelian category denoted by \(\text{Mot}_k\) and we denote by \(K_0(\text{Mot}_k)\) its Grothendieck group which may also be defined as the abelian group associated to the monoid of isomorphism classes of objects in \(\text{Mot}_k\) with respect to the natural sum \(\oplus\). There is also a tensor product on \(\text{Mot}_k\) inducing a product on \(K_0(\text{Mot}_k)\) which provides \(K_0(\text{Mot}_k)\) with a natural ring structure. Assume now that \(k\) is of characteristic zero. By a result of Gillet and Soulé [17] and Guillén and Navarro Aznar [19] there exists a unique morphism of rings
\[
\chi_c : \mathcal{M} \longrightarrow K_0(\text{Mot}_k)
\]
such that \(\chi_c([S]) = [h(S)]\) for \(S\) projective and smooth, where \(h(S)\) denotes the Chow motive associated to \(S\), i.e., \(h(S) = (S, \text{id}, 0)\). Let us still denote by \(L\) the

\footnote{For an indication of why Chow motives arise naturally in these questions, see 7.11.}
image of $L$ by $\chi_c$. Since $L = [(\text{Spec }k, \text{id}, -1)]$, it is invertible in $K_0(\text{Mot}_k)$, hence $\chi_c$ can be extended uniquely to a ring morphism

$$\chi_c : \mathcal{M}_{\text{loc}} \longrightarrow K_0(\text{Mot}_k).$$

**7.12. Problem.** Assume $k = \mathbb{Q}$ (one can ask a similar question when $k$ is a number field, or more generally of finite type over $\mathbb{Q}$). Is it true that for $\alpha$ in $\mathcal{M}_{\text{loc}}$ if $n(\alpha) = 0$ then $\chi_c(\alpha) = 0$?

A positive answer to this question would imply that the knowledge of the motivic integrals may be deduced from that of the corresponding $p$-adic integrals.

**7.13.** Since in the simplest examples, as the ones given in §9, the zeta functions $\zeta_{L_p}(s)$ are just rational functions of $p$ and $p^{-s}$ and the corresponding motivic zeta functions rational functions of $L$ and $L^{-s}$, we give an example showing that non-trivial motives may indeed appear.

Let $L$ be the class two nilpotent Lie algebra over $\mathbb{Z}$ of dimension 9 as a free $\mathbb{Z}$-module given by the following presentation:

$$L = \left\langle x_1, x_2, x_3, x_4, x_5, x_6, y_1, y_2, y_3 : (x_1, x_4) = y_3, (x_1, x_5) = y_1, (x_1, x_6) = y_2, (x_2, x_4) = y_2, (x_2, x_5) = y_1, (x_3, x_4) = y_1, (x_3, x_5) = y_3 \right\rangle$$

where all other commutators are defined to be 0. This Lie algebra was discovered by the first author to answer negatively the following question asked by Grunewald, Segal and Smith in [18]: if $L$ is a Lie algebra over $\mathbb{Z}$, do there exist finitely many rational functions $\Phi_1(X, Y), \ldots, \Phi_r(X, Y)$ such that for each prime $p$ there exists $i \in \{1, \ldots, r\}$ and $\zeta_L^p(s) = \Phi_i(p, p^{-s})$? Let $E$ be the elliptic curve $Y^2 = X^3 - X$.

One can show, by a direct calculation (see [14] and [15]), that there exist two non-zero rational functions $P_1(X, Y)$ and $P_2(X, Y) \in \mathbb{Q}(X, Y)$ such that, for almost all primes $p$,

$$\zeta_L^p(s) = P_1(p, p^{-s}) + |E(\mathbb{F}_p)|P_2(p, p^{-s}).$$

By the result of Faltings already alluded to it follows that the Chow motive of the curve $E$ is canonically attached to the Lie algebra $L$. It seems also quite natural to guess, but this has to be checked, that the calculation of the associated motivic cone integral gives

$$P_1(L, L^{-s}) + [E]P_2(L, L^{-s}).$$

To see where the elliptic curve is hidden in this Lie algebra, consider $\det((x_1, x_{i+3})) = 0$ which gives an equation for the projective version of $E$.

**7.14.** There is one case in which one can deduce an expression for the motivic zeta function from the corresponding expression for the $p$-adic zeta functions.

**7.15. Theorem.** Let $L$ be a Lie algebra over $\mathbb{Z}$ additively isomorphic to $\mathbb{Z}^d$. Suppose that there exist two rational functions $\Phi(X, Y)$ and $\Psi(X, Y) \in \mathbb{Q}(X, Y)$
such that, for almost all primes \( p \), \( \zeta_{L_p}(s) = \Phi(p, p^{-s}) \) and \( P_{L \otimes \mathbb{Q}(\varepsilon), \boldsymbol{X}}(L^{-s}) = \Psi(L, L^{-s}) \). Then \( \Phi(X, Y) = \Psi(X, Y) \).

**Proof.** This follows from Corollary 7.9 and the fact that if \( \Phi(p, p^{-s}) = \Psi(p, p^{-s}) \) for almost all primes \( p \), then \( \Phi(X, Y) = \Psi(X, Y) \). \( \square \)

8. Topological zeta functions

8.1. In [5] a topological zeta function was associated to each polynomial \( f \in \mathbb{C}[X] \). The function was defined from the explicit formula in terms of a resolution of singularities for the associated local Igusa zeta functions of \( f \). It can be interpreted as considering the explicit formula as \( p \mapsto 1 \). The heart of the paper [5] was the proof that this definition was independent of the resolution. The proof given there depended essentially on using the \( p \)-adic analysis of these local zeta functions and the associated explicit formulæ. However the current motivic setting gives a proof of the independence of the resolution without going to the local zeta functions as we shall explain.

In the setting of groups and Lie algebras it was unclear that such a topological zeta function could be associated to every nilpotent group or \( \mathbb{Z} \)-Lie algebra. This depended on producing an explicit formula. Since [12] now provides such an explicit formula for zeta functions of nilpotent groups and Lie algebras and more generally for any cone integral, we can define the associated topological zeta function and use the setting of the current paper to prove that it is independent of the resolution and subdivision of the cone.

We now proceed similarly as in section 2.3 of [6] to define topological zeta functions.

Let \( M[L^{-s}]_{\text{loc}} \) be the subring of \( M[L^{-s}]_{\text{loc}} \) generated by the ring of polynomials \( M_{\text{loc}}[L^{-s}] \) and by the quotients \( (L - 1)(1 - L^{-Ns-n})^{-1} \) for \( (N,n) \in \mathbb{N}^2 \backslash (0,0) \). Recall we denoted by \( \overline{M}_{\text{loc}} \) the image of \( M_{\text{loc}} \) in \( M \). In particular \( \overline{M}_{\text{loc}} \) is a quotient without \( (L - 1)\)-torsion of \( M_{\text{loc}} \).

By expanding \( L^{-s} \) and \( (L - 1)(1 - L^{-Ns-n})^{-1} \) into series in \( L - 1 \), one gets a canonical morphism of algebras

\[ \varphi : M[L^{-s}]_{\text{loc}} \to \overline{M}[s][(Ns + n)^{-1}]_{(N,n) \in \mathbb{N}^2 \backslash (0,0)}[(L - 1)], \]

where \( [(L - 1)] \) denotes completion with respect to the ideal generated by \( L - 1 \). Taking the quotient of \( \overline{M}_{\text{loc}}[s][(Ns + n)^{-1}]_{(N,n) \in \mathbb{N}^2 \backslash (0,0)}[(L - 1)] \) by the ideal generated by \( L - 1 \), one obtains the evaluation morphism

\[ \text{ev}_{L-1} : \overline{M}_{\text{loc}}[s][(Ns + n)^{-1}]_{(N,n) \in \mathbb{N}^2 \backslash (0,0)}[(L - 1)] \to \overline{M}_{\text{loc}}[s][(Ns + n)^{-1}]_{(N,n) \in \mathbb{N}^2 \backslash (0,0)}[(L - 1)][s]. \]

We denote by \( \chi_{\text{top}}(X) \) the usual Euler characteristic of a smooth, projective
$k$-scheme (say in étale $\overline{\mathbb{Q}}$-cohomology). By §6.1 of [7], this factorises through a morphism $\chi_{\text{top}} : \mathcal{M}_{\text{loc}} \to \mathbb{N}$. Since $\chi_{\text{top}}(L) = 1$, this induces a morphism

$$
\chi_{\text{top}} : (\mathcal{M}_{\text{loc}}/L - 1)[s][N(s + n)^{-1}]_{(N,n) \in \mathbb{N}^2 \setminus \{0,0\}} \to \mathbb{Z}[s][N(s + n)^{-1}]_{(N,n) \in \mathbb{N}^2 \setminus \{0,0\}}.
$$

8.2. Definition. The topological cone zeta function $Z_{D,\text{top}}(s)$ associated to the cone data $D$ is defined to be

$$
Z_{D,\text{top}}(s) := (\chi_{\text{top}} \circ ev_{L=1} \circ \varphi)(Z_{D,\text{geom}}(s)).
$$

8.3. Definition. Let $L$ be a $k[[t]]$-algebra additively isomorphic to $(k[[t]])^q$ or a $\mathbb{Z}$-Lie algebra additively isomorphic to $\mathbb{Z}^d$. Let $L$ be an algebra additively isomorphic to $\mathbb{Z}^d$. We define the topological zeta function $Z_{L,\text{top}}(s)$ of $L$ to be

$$
Z_{L,\text{top}}(s) := (\chi_{\text{top}} \circ ev_{L=1} \circ \varphi)(Z_{L,\text{geom}}(s)).
$$

These definitions make sense since $Z_{D,\text{geom}}(s)$ and $Z_{L,\text{geom}}(s)$ belong to $\mathcal{M}[L^{-q}]_{\text{loc}}$ by Theorem 7.5.

We can get an explicit formula for the topological zeta functions from that for the associated motivic zeta function. We use the notation defined prior to the statement of Theorem 7.5. We define the subset $W_{\text{top}} \subset \{0,\ldots,w\}$ such that $k \in W_{\text{top}}$ if and only if $|I_k| = |M_k|$. These are the indices of pieces of the cone whose dimension is equal to the dimension of the vector space spanned by all those basis elements with non-zero coefficients somewhere in the piece.

8.4. Proposition. Let $D$ be a set of cone integral data. Then with the notation above:

$$
Z_{D,\text{top}}(s) = \sum_{k \in W_{\text{top}}} \chi_{\text{top}}(E_{I_k}^2) \prod_{j \in M_k} \frac{1}{(A_j s + B_j)}.
$$

Some pieces $R_j$ of the cone may be missing in this expression. Note that in the special case of the Igusa zeta function we do see all the pieces $R_j$ since the cone there is the full positive quadrant. Nevertheless, in the more general setting of a cone integral, the constants $A_j$ and $B_j$ ($j \in \{1,\ldots,q\}$) will appear in this formula somewhere whenever the one-dimensional edge $R_j$ sits on an open simplicial piece of the cone of dimension corresponding to the number of non-zero entries of $R_j$. 
9. Examples

9.1. Free abelian. Let $L = \mathbb{Z}^d$. Then

$$P_{L \otimes k[[t]]} \chi_c^\times(s) = (1 - L^{-s})^{-1} \cdots (1 - L^{-s+d-1})^{-1}$$

$$Z_{L, \text{geom}}(s) = \frac{(1 - L^{-1})}{(1 - L^{-s-d})} \cdots \frac{(1 - L^{-d})}{(1 - L^{-s-1})}$$

$$Z_{L, \text{top}}(s) = \frac{1}{(s + d) \cdots (s + 1)}.$$

The calculation of the integral in the $p$-adic setting translates immediately to a calculation of the motivic integral, proving the above identities.

9.2. Heisenberg. Let

$$L = \begin{pmatrix} 0 & \mathbb{Z} & \mathbb{Z} \\ 0 & \mathbb{Z} & 0 \\ 0 & 0 & 0 \end{pmatrix}.$$

Then

$$P_{L \otimes k[[t]]} \chi_c^\times(s) = (1 - L^{-s})^{-1} (1 - L^{1-s})^{-1} (1 - L^{2-2s})^{-1} (1 - L^{3-2s})^{-1} (1 - L^{3-3s})^{-1}$$

$$Z_{L, \text{geom}}(s) = \frac{(1 - L^{-1})(1 - L^{-2})(1 - L^{-3})(1 - L^{-3s-6})}{(1 - L^{-s-3})(1 - L^{-s-2})(1 - L^{-s-1})(1 - L^{-2s-3})}$$

$$Z_{L, \text{top}}(s) = \frac{3}{2(s + 3)(s + 2)(2s + 3)}.$$

Using Proposition 5.3,

$$Z_{L, \text{geom}}(s) = \frac{(1 - L^{-1})(1 - L^{-2})(1 - L^{-3})}{(1 - L^{-1})^3} \int_A L^{-\text{ord}_t(x)(s+2)} L^{-\text{ord}_t(y)(s+1)} L^{-\text{ord}_t(z)s} d\mu$$

where

$$A = \{ (x, y, z) \in k[[t]]^3 : \text{ord}_t(x) \geq \text{ord}_t(y) \geq \text{ord}_t(z) \}.$$

The polynomial associated to the cone integral data already defines a non-singular space consisting only of normal crossings. So no resolution of singularities is required. The associated cone $D_T$ is the span of the four one-dimensional pieces where we record the associated $A_j$ and $B_j$:

$$R_1 = (1, 0, 1), A_1 = 2, B_1 = 4$$

$$R_2 = (1, 0, 0), A_2 = 1, B_2 = 3$$

$$R_3 = (0, 1, 1), A_3 = 2, B_3 = 3$$

$$R_4 = (0, 1, 0), A_4 = 1, B_4 = 2.$$
The following is a table of the pieces \( R_k \) \( k \in \{0, \ldots, w\} \) corresponding to a suitable decomposition of this cone where \( R_{i_1} \ldots R_{i_r} \) denotes the open piece spanned by \( R_{i_1}, \ldots, R_{i_r} \):

| \( R_k \) | \( |I_k| \) | \( |M_k| \) | \( E_k^\circ \) |
|---|---|---|---|
| 0 | 0 | 0 | \((L - 1)^3\) |
| \( R_1 \) | 2 | 1 | \((L - 1)\) |
| \( R_2 \) | 1 | 1 | \((L - 1)^2\) |
| \( R_3 \) | 2 | 1 | \((L - 1)\) |
| \( R_4 \) | 1 | 1 | \((L - 1)^2\) |
| \( R_1R_2 \) | 2 | 2 | \((L - 1)\) |
| \( R_1R_3 \) | 3 | 2 | 1 |
| \( R_2R_3 \) | 3 | 2 | 1 |
| \( R_2R_4 \) | 2 | 2 | \((L - 1)\) |
| \( R_3R_4 \) | 2 | 2 | \((L - 1)\) |
| \( R_1R_2R_3 \) | 3 | 3 | 1 |
| \( R_2R_3R_4 \) | 3 | 3 | 1 |

Using our explicit formula it is possible then to derive the expression for \( Z_{L,\text{geom}}(s) \) given above.

To derive the expression for \( Z_{L,\text{top}}(s) \) note that \( \chi_{\text{top}}(E_k^\circ) \neq 0 \) for \( i > 0 \). Hence those pieces \( R_k \) for which \( |I_k| = |M_k| \) and \( \chi_{\text{top}}(E_k^\circ) \neq 0 \) are \( R_1R_2R_3 \) and \( R_2R_3R_4 \). This gives the following expression for \( Z_{L,\text{top}}(s) \):

\[
Z_{L,\text{top}}(s) = \frac{1}{(2s + 4)(s + 3)(2s + 3)} + \frac{1}{(s + 3)(2s + 3)(s + 2)} + \frac{3}{2(s + 3)(2s + 3)(s + 2)}.
\]

Of course one could directly deduce this by applying the function \( \chi_{\text{top}} \circ \ev_{L=1} \circ \varphi \) to the final expression for \( Z_{L,\text{geom}}(s) \). However it is instructive to see the explicit formula for \( Z_{L,\text{top}}(s) \) at work.

9.3. \( \mathfrak{sl}_2 \). Let

\[
L = \left\{ \left( \begin{array}{c} a & b \\ c & -a \end{array} \right) : (a, b, c) \in \mathbb{Z}^3 \right\}.
\]

Then

\[
P_{L \otimes k[[t]],X_\varphi}(s) = (1 - L^{-s})^{-1}(1 - L^{1-s})^{-1}(1 - L^{2-2s})^{-1}(1 - L^{1-2s})^{-1}(1 - L^{1-3s})^{-1}
\]

\[
Z_{L,\text{geom}}(s) = \frac{(1 - L^{-1})(1 - L^{-2})(1 - L^{-3})(1 - L^{-3s-8})}{(1 - L^{-s-3})(1 - L^{-s-2})(1 - L^{-2s-4})(1 - L^{-2s-5})}
\]

\[
Z_{L,\text{top}}(s) = \frac{3s + 8}{2(s + 3)(s + 2)^2(2s + 5)}.
\]
Using Proposition 5.3 we have the following description of $Z_{L, \text{geom}}(s)$

$$Z_{L, \text{geom}}(s) = \frac{(1 - L^{-1})(1 - L^{-2})(1 - L^{-3})}{(1 - L^{-1})^3} \int_W L^{-\text{ord}_1(a)(s+2)}L^{-\text{ord}_1(x)(s+1)}L^{-\text{ord}_1(z)s}d\mu$$

where

$$W = \left\{ \begin{array}{l}
\begin{bmatrix} a & b & c \\
0 & x & y \\
0 & 0 & z 
\end{bmatrix} \in \text{Tr}_3(R) : \\
v(x) \leq v(4zb) \\
v(x) \leq v(4by) \\
v(zx) \leq v(ax^2 + 4cxy - 4by^2)
\end{array} \right\}.$$ 

The polynomial associated to the cone integral data is singular in this case. There have been several calculations of the zeta function of $\mathfrak{sl}_2(\mathbb{Z}_p)$ for $p > 2$ (see [21] and [11]) which give the answer above with $L$ replaced by $p$. However, it is not possible to deduce directly that the above expression is a correct formula for the corresponding motivic zeta function, cf. the discussion at the end of Section 7. However, recently, the first author and Ph.D. student Gareth Taylor [13], have used the approach of applying resolution of singularities to the non-singular polynomial associated to the cone integral data of the integral above to deduce the expression for the $p$-adic integrals. The advantage of this approach is that it formally translates into a calculation of the corresponding motivic zeta function. Alternatively, one can observe that the resolution of the polynomial gives rise to $E_I$ which are generated out of $L$, i.e., we do not get any exotic varieties, so that there exists a rational function $\Psi(X,Y) \in \mathbb{Q}(X,Y)$ such that the motivic zeta function is $\Psi(L, L^{-s})$. Hence, by Corollary 7.9, one is able to deduce that the rational function describing the $p$-adic expressions is the same as $\Psi(X,Y)$.
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