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Abstract. We consider the numerical approximation of Gaussian random fields on closed surfaces defined as the solution to a fractional stochastic partial differential equation (SPDE) with additive white noise. The SPDE involves two parameters controlling the smoothness and the correlation length of the Gaussian random field. The proposed numerical method relies on the Balakrishnan integral representation of the solution and does not require the approximation of eigenpairs. Rather, it consists of a sinc quadrature coupled with a standard surface finite element method. We provide a complete error analysis of the method and illustrate its performances in several numerical experiments.

1. Introduction

Random fields appear in many applications. A typical example is when uncertainty is incorporated in mathematical models. The uncertainty in the parameters reflects an intrinsic variability of the system or our inability to adequately characterize all the data, for instance due to measurements. In a probability setting, the uncertainty is modeled by random variables or more generally random fields. A concrete example in the context of partial differential equations (PDEs) is Darcy’s flow, where the permeability is modeled as a log-normal random field [23, 56].

Many methods have been developed to solve stochastic partial differential equations (SPDEs) or to compute statistics of their solutions. The most commonly used are Monte Carlo-type methods [36, 25], the stochastic Galerkin method [35, 7] and the stochastic collocation method [62, 6]. Common to all these methods is the use of samples from random fields.

The standard approach to evaluate a random field is to use a truncated series expansion, e.g. a Karhunen–Loève (KL) [48, 49] or Fourier expansion, thereby consisting of only a finite number of random variables (this process is usually referred to as the finite dimensional noise assumption in the random PDEs literature).

The truncated KL expansion is widely used in practice as it is the one minimizing the mean square error. In specific cases, the analytic expression of the KL expansion is known, e.g. for random fields with separable exponential covariance function on hyperrectangles (the eigenfunctions being (product of) sine and cosine functions) [45, 50] or for isotropic Gaussian random fields (GRFs) on the
Here the eigenfunctions are the spherical harmonics \[52, 44\] and are known analytically. However, in general, the computation of KL expansions requires approximating eigenfunctions of an elliptic operator. We refer to \[58\] for an efficient algorithm (based on discontinuous finite elements) that can be used to approximate the truncated KL expansion of a random field with prescribed mean field and covariance function defined on a Euclidean domain. In the case of GRFs on compact Riemannian manifolds, a numerical method combining a Galerkin approximation of the Laplace–Beltrami operator with a truncated Chebyshev series approximation of the square-root of a covariance matrix is introduced in \[43\].

As an alternative to KL expansions, multilevel representations have been considered for efficient simulation of random fields. We refer for instance to \[8\] for (modified) spherical needlet-based representations of GRFs on the sphere or \[37\] for wavelet-based representations of GRFs indexed by Euclidean domains, manifolds, or graphs.

In this work, we are interested in GRFs which belong to the so-called (Whittle–) Matérn class, see \((12)\). They are characterized as the solution to a fractional PDE with additive white noise of the form

\[
(k^2 I - \Delta_{\gamma})^{s} \tilde{u} = \tilde{w},
\]

where \(\kappa > 0, s > \frac{n-1}{4}\) and \(\gamma\) is a closed hypersurface in \(\mathbb{R}^n\) \((n = 2, 3)\).

This link between GRFs and fractional SPDEs was already observed in \[60, 61\] for stationary fields on \(\mathbb{R}^n\) and later extended in \[47\] to more general fields, including GRFs on bounded domains. Numerical solvers for such fractional SPDEs can then be used to approximate random fields, see for instance \[12, 11, 26\] for GRFs defined in Euclidean domains, \[40, 24\] for GRFs on general manifold, and \[14\] for GRFs on graphs. A list of recent applications of the SPDE approach to the approximation of random fields can be found in \[46\].

We propose a numerical method for approximating the solution to \((1)\) when \(\frac{n-1}{4} < s < 1\); refer to Remark 2.1 for extensions to \(s \geq 1\). The method relies on the integral representation

\[
(k^2 I - \Delta_{\gamma})^{-s} \tilde{w} = \frac{\sin(\pi s)}{\pi} \int_{0}^{\infty} \mu^{-s}((\mu + k^2) I - \Delta_{\gamma})^{-1} \tilde{w} \, d\mu.
\]

The improper integral is approximated by a sinc quadrature and a continuous linear finite element method on an approximate surface \(\Gamma\) is put forward to approximate the integrand at each sinc quadrature point.

Such a two-step numerical strategy (sinc quadrature coupled with a finite element method) was originally proposed in \[20\] for Euclidean domains and \(k = 0\). We refer to \[22, 19, 2\] for several extensions and notably to \[18\] when the domain is a closed hypersurfaces.

All the above mentioned work on fractional PDEs are for deterministic data. Although the approximation of the solution to \((1)\) considered in this work is similar to the one introduced in \[18\] Section 3, realizations of the stochastic right-hand side \(\tilde{w}\) are not almost surely in \(L^2(\gamma)\). Whence, following \[38\], we replace \(\tilde{w}\) by a projection onto a conforming finite element space defined on \(\gamma\). The resulting approximation is a Gaussian random vector with zero mean and a covariance matrix given by a weighted finite element mass matrix. Alternatively in \[13\], which considers the Euclidean setting, \(\tilde{w}\) is approximated by an expansion with respect to the discrete eigenfunctions of the conforming finite element approximation of the
operator \((\kappa^2 I - \Delta_\gamma)\). Using a change of basis, the resulting approximation to \(\tilde{w}\) can be expressed in terms of the finite element basis functions and can then be used in practice since both are equal in the mean square sense. This property is critical in our analysis of the error in the mean square norm.

We now comment on the main novelties of this work.

- Compared to [13, 38], we improve on the convergence of the sinc quadrature by deriving an exponential convergence rate with respect to the quadrature spacing and in particular not depending on the finite element mesh size; see Theorem 5.2 and 6.1 as well as the numerical validation in Remark 5.3. This implies that the mesh size and the quadrature spacing can be chosen independently.

- The abstract analysis proposed in [38] considers a finite element method defined on the exact surface and provides strong error estimates. Instead, we design and analyze a parametric finite element method on approximate surfaces by taking into account the geometric error. Note that setting the finite element on approximate (polygonal) surfaces facilitates the construction of the discrete system. In [10], the surface is restricted to a sphere but strong and mean squared norm error estimates are derived for parametric finite element methods on approximations of the sphere. In that case, the approximation of the white noise strongly relies on the knowledge of the eigenpairs for the sphere. Our analysis, accounts for the intricate influence of the geometric error in the approximation of the eigenpairs for general \(C^3\) surfaces.

- Borrowing ideas from [13], we estimate the discrepancy between the mean square norm of the exact solution and that of the proposed approximate solution. Our analysis relies on the asymptotic behavior of the eigenvalues of the Laplace–Beltrami operator (Weyl’s law) as well as the ability for the finite element method to approximate the eigenvalues of \((\kappa^2 I - \Delta_\gamma)\). However, the analysis in [13] relies on an assumption for the approximation of individual eigenvalues (Assumption 2.6 in [13])

\[
0 < \bar{\lambda}_j \gamma - \lambda_j \leq C\lambda_j \gamma h^q, \quad q > 1, \quad r > 0,
\]

where \(\bar{\lambda}_j \gamma\) is the approximation of the \(j\)th eigenvalue \(\bar{\lambda}_j\) (see (19) and (46)). To derive optimal convergence rates in the mean square norm, it appears that one needs \(q = r = 2\). With this choice of parameters, the constant \(C\) in (3) may not be uniform with \(j\); see e.g. [32, Theorem 47.10]. In this work, we do not rely on such assumption but rather derive a weaker but cluster robust eigenvalue error estimate (Lemma 4.1) instrumental for the optimal convergence rates in the mean square norm provided by Theorem 6.1. It is worth pointing out that the cluster robust estimate of Lemma 4.1 is used in [43, Appendix C] to guarantee (3) with a uniform constant \(C\) when \(q = r = 2\).

This paper is organized as follows. We start by recalling in Section 2 known results about random fields, including properties of their KL expansions. In Section 3, we define our model problem (16) in Sobolev spaces and introduce the Dunford–Taylor integral representation for the solution. The numerical method is introduced in Section 4. The strong and mean square norm error estimates are discussed in Sections 5 and 6 respectively. Theorem 5.2 (strong convergence) and Theorem 6.1...
(convergence in the mean square norm) are the main results of this work. Several numerical experiments illustrating the efficiency of the method and the influence of $s$ and $\kappa$ on resulting GRFs are provided in Section 7.

2. Random Fields

We start this section by recalling the notion of random fields. A natural approach to represent a random field is to consider its Karhunen–Loève expansion formally described in Section 2.1, see [14] and references therein. However, this representation is computationally challenging as it requires (an approximation of) the eigenpairs of the associated covariance operator, see [1] below. Alternatively, Matérn Gaussian random fields defined in Section 2.1.2 and considered in this work are solutions to an SPDE with Gaussian white noise. This representation is critical for the efficient numerical method analyzed in this work.

2.1. Random Fields in Euclidean Domains. Let $D \subset \mathbb{R}^n$, $n = 1, 2, 3$, be a bounded domain and let $(\Omega, \mathcal{F}, \mathbb{P})$ be a complete probability space, where $\Omega$ is the set of outcomes, $\mathcal{F} \subset 2^\mathbb{P}$ is a $\sigma$-algebra of events, and $\mathbb{P} : \mathcal{F} \to [0, 1]$ is a probability measure. Let $u : D \times \Omega \to \mathbb{R}$ be a real-valued random field, namely $u(x, \cdot)$ is a real-valued random variable for each $x \in D$. We suppose that $u \in L^2(\Omega) \otimes L^2(D)$, that is $u(\cdot, \omega) \in L^2(D) \mathbb{P}$-a.e. in $\Omega$ and $u(x, \cdot) \in L^2(\Omega)$ a.e. in $D$. With a slight abuse of notation, we shall often consider $u$ as a square integrable mapping $u : \Omega \to L^2(D)$. This means that $u \in L^2(\Omega; L^2(D))$, where for any Hilbert space $H$ on $D$ equipped with the norm $\| \cdot \|_H$, the Bochner space $L^2(\Omega; H)$ is defined by

$$L^2(\Omega; H) := \{ v : \Omega \to H : v \text{ is strongly measurable and } \|v\|_{L^2(\Omega; H)} < \infty \}$$

(4) with

$$\|v\|^2_{L^2(\Omega; H)} := \mathbb{E}\left[\|v\|^2_H\right] := \int_{\Omega} \|v(\omega)\|^2_H d\mathbb{P}(\omega) < \infty.$$

We introduce $\bar{u} : D \to \mathbb{R}$ and $\text{cov}_u : D \times D \to \mathbb{R}$ the mean and covariance functions of $u$ defined respectively by

$$\bar{u}(x) := \mathbb{E}[u(x, \cdot)] \text{ for a.e. } x \in D,$$

and

$$\text{cov}_u(x, x') := \mathbb{E}[(u(x, \cdot) - \bar{u}(x))(u(x', \cdot) - \bar{u}(x'))] \text{ for a.e. } x, x' \in D.$$

(5)

We say that $u$ is weakly stationary if the mean field $\bar{u}$ is constant and the covariance function depends only on the difference $x - x'$, namely $\text{cov}_u(x, x') = c(x - x')$ for some function $c : D \to \mathbb{R}$. If in addition $\text{cov}_u(x, x')$ depends only on the Euclidean distance $|x - x'|$ then $u$ is said to be isotropic; see [1].

To motivate the representation of a random field by its Karhunen–Loève expansion, see [45] and references therein, we suppose that $u$ is such that $\text{cov}_u$ in (5) is continuous on $D \times D$. This is for instance the case when $u$ is a Gaussian random field with Matérn covariance, see Section 2.1.2 below, and $D$ is convex; see for instance [50, Lemma 11]. Then $u$ can be represented by its Karhunen–Loève expansion

$$u(x, \omega) = \bar{u}(x) + \sum_{i=1}^{\infty} \sqrt{\lambda_i(\omega)} \xi_i(x) \phi_i(x),$$

(6)

1For any Hilbert space $H$ on $D$, the tensor product space $L^2(\Omega) \otimes H$ is isomorphic to $L^2(\Omega; H)$ defined in [4], see for instance [2].
where the sum converges in $L^2(\Omega; L^2(D))$. In [6], \[(\lambda_i, \phi_i)\] with \[
\lambda_1 \geq \lambda_2 \geq \ldots \to 0 \quad \text{and} \quad \int_D \phi_i(x) \phi_j(x) dx = \delta_{ij}\]
are the eigenpairs of the (compact, self-adjoint, positive semi-definite) Hilbert-Schmidt integral operator $C_u : L^2(D) \to L^2(D)$ defined for $v \in L^2(D)$ by

\[
(C_u v)(x) := \int_D \text{cov}_u(x, x') v(x') dx', \quad x \in D.
\]
That is, the eigenpair $(\lambda_i, \phi_i)$, $i \in \mathbb{N}$, satisfies the following eigenvalue problem (Fredholm integral equation of the second kind)

\[
\int_D \text{cov}_u(x, x') \phi_i(x) dx' = \lambda_i \phi_i(x), \quad x \in D.
\]
Moreover, the random variables $\{\xi_i\}_{i=1}^\infty$, which are given by

\[
\xi_i(\omega) := \frac{1}{\sqrt{\lambda_i}} \int_D (u(x, \omega) - \bar{u}(x)) \phi_i(x) dx,
\]
have zero mean, unit variance, and are pairwise uncorrelated:

\[
\mathbb{E}[\xi_i] = 0 \quad \text{and} \quad \mathbb{E}[\xi_i \xi_j] = \delta_{ij}.
\]
In other words they are orthonormal in $L^2(\Omega)$.

### 2.1.1. Properties of the KL Expansion.

The KL series in [6] converges not only in $L^2(\Omega; L^2(D))$ but also in $L^2(\Omega)$ pointwise in $x \in D$. Indeed, since $\text{cov}_u$ is symmetric, continuous, and positive semi-definite, thanks to Mercer’s theorem [55], we have

\[
\text{cov}_u(x, x') = \sum_{i=1}^\infty \lambda_i \phi_i(x) \phi_i(x'),
\]
where the convergence is absolute and uniform on $D \times D$, and thus

\[
\text{Var}[u(x, \cdot)] = \text{cov}_u(x, x) = \sum_{i=1}^\infty \lambda_i \phi_i(x)^2.
\]
Now for any $N \in \mathbb{N}$, let

\[
u^N(x, \omega) := \bar{u}(x) + \sum_{i=1}^N \sqrt{\lambda_i} \xi_i(\omega) \phi_i(x)
\]
declare the truncated KL expansion with $N$ terms, which satisfies the following relation for any $x \in D$

\[
\text{Var}[\nu^N(x, \cdot)] = \mathbb{E}[(\nu^N(x, \cdot) - \bar{u}(x))^2] = \sum_{i,j=1}^N \sqrt{\lambda_i} \sqrt{\lambda_j} \phi_i(x) \phi_j(x) \mathbb{E}[\xi_i \xi_j] = \sum_{i=1}^N \lambda_i \phi_i(x)^2.
\]
Then for any \( x \in D \), thanks to Fubini’s theorem, relation (9), and the fact that \( \{ \phi_i \}_{i=1}^\infty \) forms an orthonormal basis of \( L^2(D) \), we infer that

\[
E \left[ (u(x, \cdot) - u^N(x, \cdot))^2 \right] = E \left[ (u(x, \cdot) - \bar{u}(x) + \bar{u}(x) - u^N(x, \cdot))^2 \right] = \text{Var}(u(x, \cdot)) - \text{Var}(u^N(x, \cdot)) = \sum_{i=N+1}^\infty \lambda_i \phi_i(x)^2 \to 0 \quad \text{as} \quad N \to \infty \quad (11)
\]

uniformly in \( x \in D \), from which we deduce that (6) holds for all \( x \in D \).

Using the fact that \( \| \phi_i \|_{L^2(D)} = 1 \) for all \( i \in \mathbb{N} \) together with Fubini’s theorem, we easily deduce from (11) the relation

\[
\| u - u^N \|^2_{L^2(D)} = \sum_{i=N+1}^\infty \lambda_i.
\]

Therefore, the mean square error between the random field \( u \) and its truncated KL expansion \( u^N \) is controlled by the decay of the eigenvalues, and the latter depends on the smoothness of the covariance function. Estimates on the decay of the eigenvalues can be found for instance in [34].

The truncated KL expansion (10) is the one minimizing the mean square error in the sense that (cf. [35])

\[
\{(\sqrt{\lambda_i} \xi_i, \phi_i)\}_{i=1}^N = \arg\min_{\{(\zeta_i, \psi_i)\}_{i=1}^N, \int_D \psi_i \psi_j = \delta_{ij}} E \left[ \int_D \left( u(x, \cdot) - \bar{u}(x) - \sum_{i=1}^N \psi_i(x) \xi_i(\cdot) \right)^2 dx \right].
\]

Finally, note that the KL representation (6) of \( u \) only requires the knowledge of the mean field and the covariance function, i.e. of the first two moments of \( u \). From a modeling point of view, random fields can be generated by prescribing functions \( \bar{u} \) and \( \text{cov}_u \) and building the representation (6) or (10). However, the difficulty lies in the fact that not any function \( \text{cov}_u \) is admissible, in particular it needs to be positive semi-definite. We will consider in the next section a specific family of admissible covariance functions, see (12) below, and we refer to [29] for other classes of functions.

2.1.2. Gaussian Random Fields. It is well-known that if \( u \) is a GRF then \( u \) is fully determined by its mean and covariance functions [50]. Moreover, the KL expansion of a GRF is given by (6), where the \( \xi_i \) are pairwise independent and follow a normal distribution, i.e. \( \xi_i \overset{i.i.d.}{\sim} \mathcal{N}(0,1) \).

In particular, we say that a GRF belongs to the Matérn family [53] if the covariance function reads

\[
\text{cov}_u(x, x') = \frac{\sigma^2}{2^{\nu-1} \Gamma(\nu)} (\kappa |x - x'|)^\nu K_\nu (\kappa |x - x'|), \quad (12)
\]

where \( \sigma^2 \) is the marginal variance, \( K_\nu \) is the modified Bessel function of the second kind of order \( \nu \), \( \Gamma \) is the gamma function, and \( \kappa \) and \( \nu \) are positive parameters controlling the spatial correlation range and the smoothness of \( \text{cov}_u \), respectively.

\footnote{We say that \( u \) is a Gaussian random field if the random vector \((u(x_1), u(x_2), \ldots, u(x_M))\) follows a multivariate Gaussian distribution for any \( x_1, x_2, \ldots, x_M \in D \) and any \( M \in \mathbb{N} \).}
Specifically, the underlying random field $u$ is $[\nu] - 1$ mean square times differentiable. The covariance function (12) is usually re-parameterized using, for instance, $\kappa = \sqrt{2\nu}/l_c$ with $l_c$ the correlation length. Processes with covariance function as in (12) have been used in many applications such as machine learning [57] and spatial statistics [59], in particular in geostatistics [29]. Note that for $\nu = 1/2$, the covariance function reduces to the exponential

$$
cov_u(x, x') = \sigma^2 \exp \left(-\frac{|x - x'|}{l_c}\right)
$$

(13)

while in the limit $\nu \to \infty$ we get the squared exponential

$$
cov_u(x, x') = \sigma^2 \exp \left(-\frac{|x - x'|^2}{2l_c^2}\right).
$$

(14)

When $D$ is convex, the covariance function (13) is only Lipschitz continuous and the realizations of the underlying random field $u$ are Hölder continuous with parameter $\alpha < 1/2$, namely $u(\cdot, \omega) \in C^{0,\alpha}(D) \mathbb{P}$-almost surely. Instead, we have $cov_u \in C^\infty(D \times D)$ and $u(\cdot, \omega) \in C^\infty(D) \mathbb{P}$-almost surely when the covariance function is given by (14), see [56].

It was observed in [60, 61] that the stationary (mean zero) solution $u : \mathbb{R}^n \times \Omega \to \mathbb{R}$ to the SPDE

$$(\kappa^2 I - \Delta)^s u = w, \quad \text{in } \mathbb{R}^n, \mathbb{P} \text{-almost surely}, \quad (15)$$

has the covariance function (12) with smoothness parameter $\nu = 2s - n/2$ and marginal variance $\sigma^2 = \Gamma(\nu)\Gamma(\nu + n/2)^{-1}(4\pi)^{-n/2}\kappa^{-2\nu}$. Here, $I$ denotes the identity operator, $\Delta$ is the Laplacian operator, and $w$ is Gaussian white noise with unit variance. That is, $w$ is a (so-called generalized) Gaussian random field satisfying

$$
\mathbb{E} \left[ (w, \varphi)_{L^2(\mathbb{R}^n)} \right] = 0 \quad \text{and} \quad \text{Cov} \left( (w, \varphi)_{L^2(\mathbb{R}^n)}, (w, \psi)_{L^2(\mathbb{R}^n)} \right) = (\varphi, \psi)_{L^2(\mathbb{R}^n)}
$$

for all $\varphi, \psi \in L^2(\mathbb{R}^n)$, where $(\cdot, \cdot)_{L^2(\mathbb{R}^n)}$ stands for the $L^2$ inner product in $\mathbb{R}^n$, see for instance [40].

Instead of using a (truncated) KL expansion to simulate a GRF with covariance function as in (12), we can thus solve the SPDE (15). Not only this latter approach does not require the knowledge of the eigenfunctions of the covariance operator, but it also permits several generalizations such as random fields on a bounded domain or non-stationary random fields; we refer to [17] for the case $2s \in \mathbb{N}$ and to [13, 11] for the general case $s > n/4$.

**Remark 2.1.** In the case $s \geq 1$, namely $s = m + \bar{s}$ with $m \in \mathbb{N}$ and $\bar{s} \in [0, 1)$, the solution to (15) can be computed recursively as described in [40]: first solve the $m$ non-fractional SPDEs $L w^i = w^{i-1}$ for $i = 1, \ldots, m$, where $L := (\kappa^2 I - \Delta)$ and $w^0 = w$, and then solve the fractional SPDE $L^s u = w^m$.

2.2. Random Fields on Surfaces. The advantage of the SPDE approach is that it can be straightforwardly generalized to random fields on surfaces [24], while this is not the case when starting from the mean field and covariance function. For instance, replacing the Euclidean distance $|x - x'|$ in (12) by the geodesic distance between $x$ and $x'$ does not yield an admissible covariance function as it fails to be positive semi-definite, see e.g. [33].

In this work, we are thus concerned with the numerical approximation of the following SPDE: find $\bar{u}$ defined on the closed hypersurface $\gamma \subset \mathbb{R}^n$ ($n = 2, 3$) such
that $\mathbb{E}[\tilde{u}] = 0$ almost everywhere on $\gamma$, and satisfies
\[
(k^2 I - \Delta_\gamma)^s \tilde{u} = \tilde{w}, \quad \text{on } \gamma, \ P\text{-almost surely,}
\] (16)
where $I$ denotes the identity operator, $\Delta_\gamma$ is the Laplace–Beltrami operator, $\kappa$ is a positive constant, and $\tilde{w}$ denotes Gaussian white noise with unit variance. The meaning of the fractional power $s > \frac{n-1}{2}$ of the elliptic operator $L := k^2 I - \Delta_\gamma$ will be made precise in the next section. In statistics, the above equation models GRFs on closed surfaces [47]. As above, $s$ indicates the smoothness of the corresponding covariance function while $\kappa$ controls the correlation range [13].

In what follows, we shall restrict the fractional power to the range $s \in (\frac{n-1}{2}, 1)$, and we mention that the recursive strategy described in Remark 2.1 can be used when $s \geq 1$. We also write $a \lesssim b$ when $a \leq Cb$, where $C$ is a positive constant which does not depend on $a$, $b$, or the discretization parameters. We say $a \sim b$ if $a \lesssim b$ and $b \lesssim a$. We will use the notation $\cdot$ for quantities defined on $\gamma$ and discrete functions in space are denoted with capital letters. Finally, all the equations involving random variables or random fields are to be understood in the $P$-almost sure sense.

3. Dunford–Taylor Formulation of (16)

The central SPDE (16) involves fractional powers of differential operators on surfaces. In this section, we make these notions precise and justify an integral representation of the solution to (16). The latter is critical for the design and analysis of the numerical algorithm proposed in Section 4.

3.1. Differential Operators on Surfaces. We assume that $\gamma$ is a closed and compact hypersurface in $\mathbb{R}^n$ ($n = 2, 3$) of class $C^3$. The signed distance function to $\gamma$ is denoted $d : \mathbb{R}^n \to \mathbb{R}$. The regularity of $\gamma$ translates into the regularity of $d$, that is $d \in C^3(\mathcal{N})$, where $\mathcal{N}$ is a tubular neighborhood of $\gamma$ of width depending on the curvatures of $\gamma$, see [27]. Note that $\nabla d|_{\gamma}$ is normal to $\gamma$ and thus $\nabla d$ is an extension to $\mathcal{N}$ of the normal to the surface $\gamma$. With this at hand, one can define the orthogonal projection operator $P : \mathcal{N} \to \gamma$ by
\[
P(x) := x - d(x)\nabla d(x), \quad x \in \mathcal{N},
\] (17)
which is instrumental to define normal extensions of quantities defined on $\gamma$. More precisely, for $\mathbf{v} : \gamma \to \mathbb{R}$, the extension is given by $\mathbf{v} \circ P$. By construction, these extensions are constant in the normal direction $\nabla d$.

The surface gradient (or tangential gradient) on $\gamma$ is the tangential component of the regular gradient defined on $\mathcal{N}$, i.e.
\[
\nabla_\gamma \mathbf{v} := (I - \nabla d \otimes \nabla d)\nabla \mathbf{v}|_\gamma : \gamma \to \mathbb{R}^n, \quad \mathbf{v} := \mathbf{v} \circ P.
\]
The components of the surface gradient $\nabla_\gamma \mathbf{v}$ are denoted $D_i$, $i = 1, \ldots, n$ so that when applied to a vector-valued function $\mathbf{v} = (\mathbf{v}_1, \ldots, \mathbf{v}_n) : \gamma \to \mathbb{R}^n$, the surface gradient reads
\[
\nabla_\gamma \mathbf{v} := (D_i \mathbf{v}_i)_{i,j=1}^n.
\]
Furthermore, the surface divergence and Laplace–Beltrami operator are given for $\mathbf{v} : \gamma \to \mathbb{R}^n$ and $\tilde{v} : \gamma \to \mathbb{R}$ by, respectively,
\[
\text{div}_\gamma \mathbf{v} := \text{trace}(\nabla_\gamma \mathbf{v}), \quad \Delta_\gamma \mathbf{v} := \text{div}_\gamma (\nabla_\gamma \mathbf{v}).
\]
The functional space $L^2(\gamma)$ stands for the space of measurable and square integrable functions on $\gamma$. It is a Hilbert space with scalar product and norm

$$\langle \tilde{v}, \tilde{w} \rangle_\gamma := \int_\gamma \tilde{v} \tilde{w}, \quad \|\tilde{v}\|_{L^2(\gamma)} := \langle \tilde{v}, \tilde{v} \rangle_\gamma.$$  

We also define the Sobolev spaces

$$H^1(\gamma) := \{ \tilde{v} \in L^2(\gamma) : |\nabla_\gamma \tilde{v}| \in L^2(\gamma) \}$$

endoed with the norm

$$\|\tilde{v}\|_{H^1(\gamma)} := \|\tilde{v}\|_{L^2(\gamma)} + \|\nabla_\gamma \tilde{v}\|_{L^2(\gamma)}$$

and

$$H^2(\gamma) := \{ \tilde{v} \in H^1(\gamma) : D_i D_j \tilde{v} \in L^2(\gamma), \ i, j = 1, \ldots, n \}$$

with

$$\|\tilde{v}\|_{H^2(\gamma)}^2 := \|\tilde{v}\|_{H^1(\gamma)}^2 + \sum_{i,j=1}^n \|D_i D_j \tilde{v}\|_{L^2(\gamma)}^2.$$  

Their dual spaces are denoted $H^{-1}(\gamma)$ and $H^{-2}(\gamma)$, respectively, and $\langle \cdot, \cdot \rangle_{H^1(\gamma)}$ stands for the duality product, $l = 1, 2$.

3.2. Solution Operator. We are now in a position to define a shifted Laplace–Beltrami problem associated with the SPDE [16], which formally corresponds to taking $s = 1$. Given $\kappa > 0$ and $\tilde{f} \in H^{-1}(\gamma)$, we are interested in $\tilde{u} \in H^1(\gamma)$ satisfying

$$\kappa^2 \tilde{u} - \Delta_\gamma \tilde{u} = \tilde{f}$$

in a weak sense. More precisely, we seek $\tilde{u} \in H^1(\gamma)$ satisfying

$$a_\gamma(\tilde{u}, \tilde{v}) := \kappa^2 \int_\gamma \tilde{u} \tilde{v} + \int_\gamma \nabla_\gamma \tilde{u} \cdot \nabla_\gamma \tilde{v} = \langle \tilde{f}, \tilde{v} \rangle_{H^1(\gamma)}, \text{ for all } \tilde{v} \in H^1(\gamma). \tag{18}$$

The Lax-Milgram theory implies that the above problem admits a unique solution and we denote by $T : H^{-1}(\gamma) \to H^1(\gamma)$ the solution operator $T \tilde{f} := \tilde{u}$. Because $\gamma$ is of class $C^3$, $T$ is an isomorphism from $L^2(\gamma)$ to $H^2(\gamma)$; see [31] Theorem 3.3 and [17] Lemma 3]. Whence, its inverse $L := (\kappa^2 I - \Delta_\gamma)^{-1}$ is defined on $H^2(\gamma)$.

3.3. Fractional Powers of Elliptic Operators. The operator $T : H^{-1}(\gamma) \to H^1(\gamma)$ is compact thanks to the compact embedding $H^1(\gamma) \subset H^{-1}(\gamma)$. Thus, the Fredholm alternative guarantees the existence of an $L^2(\gamma)$ orthonormal basis of eigenfunctions $\{\tilde{\psi}_j\}_{j=1}^\infty$ of its inverse $L$ with non-decreasing positive eigenvalues $\kappa^2 = \tilde{\lambda}_1 < \tilde{\lambda}_2 \leq \tilde{\lambda}_3 \leq \ldots$. That is, the eigenpair $(\tilde{\lambda}_j, \tilde{\psi}_j, \tilde{\psi}_j^2) \in \mathbb{R}^+ \times H^1(\gamma)$, $j = 1, 2, \ldots$, satisfies

$$a_\gamma(\tilde{\psi}_j, \tilde{v}) = \tilde{\lambda}_j \int_\gamma \tilde{\psi}_j \tilde{v}, \text{ for all } \tilde{v} \in H^1(\gamma) \tag{19}$$

with the eigenfunctions chosen so that

$$\langle \tilde{\psi}_j, \tilde{\psi}_i \rangle_\gamma = \delta_{ij}, \text{ for all } i, j = 1, 2, \ldots.$$
In order to define fractional powers of the shifted Laplace–Beltrami operator \( L = \kappa^2 I - \Delta_\gamma \), we shall define the so-called dotted space as follows. The dotted space \( \dot{H}^r(\gamma) \) for \( r \geq 0 \) is the set of functions \( \tilde{v} \in L^2(\gamma) \) such that
\[
\| \tilde{v} \|_{\dot{H}^r(\gamma)}^2 := \sum_{j=1}^{\infty} \tilde{\lambda}_j^r |(\tilde{v}, \tilde{\psi}_j)_\gamma|^2 < \infty.
\] (20)

For negative indices, we define
\[
\dot{H}^{-r}(\gamma) := \left\{ \sum_{j=1}^{\infty} c_j \tilde{\psi}_j, \right\}_{\dot{H}^r(\gamma)} : \{ c_j \}_{j=1}^{\infty} \subset \mathbb{R}, \sum_{j=1}^{\infty} |c_j|^2 \tilde{\lambda}_j^{-r} < \infty \}, \quad r > 0.
\]

Here we have identified the duality product between \( \dot{H}^{-r}(\gamma) \) and \( \dot{H}^r(\gamma) \) with the \( L^2(\gamma) \) scalar product and set
\[
\left\langle \sum_{j=1}^{\infty} c_j \tilde{\psi}_j, \sum_{j=1}^{\infty} d_j \tilde{\psi}_j \right\rangle_{\dot{H}^r(\gamma)} := \sum_{j=1}^{\infty} c_j d_j, \quad \text{for} \quad \sum_{j=1}^{\infty} d_j \tilde{\psi}_j \in \dot{H}^r(\gamma).
\]

For \( r \in [0, 1] \), the dotted spaces \( \dot{H}^{4r-2}(\gamma) \) are equivalent to the interpolation spaces \( H^{4r-2}(\gamma) := (H^{-2}(\gamma), H^2(\gamma))_{r,2} \) obtained by the real interpolation method, see [20]. To simplify the presentation, we will frequently use this equivalence, typically to estimate the \( H^r(\gamma) \) norm of a function by the \( \dot{H}^r(\gamma) \) norm defined in (20). Moreover, we will simply write the duality pairing with \( \langle \cdot, \cdot \rangle \) in what follows.

The fractional powers \( L^\beta, \beta \in (-1, 1) \), of \( L \) are defined on \( \dot{H}^r(\gamma) \) using the eigenpairs of \( L \). For \( \tilde{v} = (\sum_{j=1}^{\infty} v_j \tilde{\psi}_j, \cdot) \in \dot{H}^r(\gamma) \) we define
\[
L^\beta \tilde{v} := \left\langle \sum_{j=1}^{\infty} \tilde{\lambda}_j^\beta v_j \tilde{\psi}_j, \cdot \right\rangle.
\] (21)

We recall that we have identified the duality product between \( \dot{H}^{-r}(\gamma) \) and \( \dot{H}^r(\gamma) \) with the \( L^2(\gamma) \) scalar product so that when \( r \geq 0 \) we have
\[
L^\beta \tilde{v} = \sum_{j=1}^{\infty} \tilde{\lambda}_j^\beta v_j \tilde{\psi}_j \quad \text{with} \quad v_j := (\tilde{v}, \tilde{\psi}_j)_\gamma.
\] (22)

Invoking the Lax-Milgram theory again, we see that \( L^\beta : \dot{H}^r(\gamma) \rightarrow \dot{H}^{-2\beta}(\gamma) \) is an isomorphism and in view of the equivalence of spaces mentioned above,
\[
L^\beta : H^r(\gamma) \rightarrow H^{-2\beta}(\gamma) \quad \text{is an isomorphism}
\] (23)
for \( \beta \in (-1, 1) \) provided that
\[
\max \{-2, 2\beta - 2\} \leq r \leq \min \{2, 2\beta + 2\}.
\]

3.4. Regularity of the White Noise \( \tilde{w} \) and the Solution \( \tilde{u} \). We have established mapping properties of the fractional powers of \( L \) in the previous section. To justify the SPDE (10), it remains to determine the regularity of the white noise \( \tilde{w} \).

Recall that \( (\Omega, \mathcal{F}, \mathbb{P}) \) is a complete probability space. We briefly sketch the proof of [13] Proposition 2.3 which guarantees that for \( r > \frac{n-1}{2} \), \( \tilde{w} \) satisfies
\[
\| \tilde{w} \|^2_{L^2(\Omega; H^{-r}(\gamma))} = \mathbb{E} \| \tilde{w} \|^2_{H^{-r}(\gamma)} < \infty,
\] (24)
i.e. $\tilde{w} \in L^2(\Omega; H^{-r}(\gamma))$. Consider the formal KL expansion of $\tilde{w}$ with respect to the orthonormal eigenbasis $\{\psi_j\}_{j=1}^{\infty}$ and write

$$\tilde{w} = \sum_{j=1}^{\infty} \xi_j \psi_j,$$

(25)

where $\xi_j$ are pairwise independent real-valued standard normally distributed random variables, i.e. $\xi_j \overset{i.i.d.}{\sim} \mathcal{N}(0,1)$. Weyl’s law (see e.g. [39]) characterizes the asymptotic behavior of the eigenvalues

$$\tilde{\lambda}_j \sim j^{\frac{2r}{r-1}} \quad \text{for } j = 1, 2, \ldots.$$

(26)

Whence, for $r > \frac{n-1}{2}$ there holds

$$\|\tilde{w}\|_{L^2(\Omega; H^{-r}(\gamma))}^2 \sim \sum_{j=1}^{\infty} j^{-\frac{2r}{r-1}} \lesssim \frac{r}{r-(n-1)/2},$$

(27)

which guarantees that $\tilde{w} \in L^2(\Omega; H^{-r}(\gamma))$ as anticipated.

We can now link this regularity to the regularity of the solution to the SPDE (16) thanks to the isomorphic property (23) of $L^2$. Indeed, for $\beta \in (0,1)$ and $\frac{n-1}{2} < r \leq 2$, we have $L^{-\beta} \tilde{w} \in H^{2\beta-r}(\gamma)$ $\mathbb{P}$-almost surely. Moreover, (24) implies

$$\|L^{-\beta} \tilde{w}\|_{L^2(\Omega; H^{2\beta-r}(\gamma))} \lesssim \|\tilde{w}\|_{L^2(\Omega; H^{-r}(\gamma))} < \infty$$

so that

$$L^{-\beta} \tilde{w} \in L^2(\Omega; H^{2\beta-r}(\gamma))$$

(28)

and in particular, for $s \in (0,1)$ there exists a unique solution $\tilde{u} = L^{-s} \tilde{w}$ to (16) in $L^2(\Omega; H^{2s-r}(\gamma))$.

We end this section by recalling our convention: expressions relating functions from $\Omega$ to a Banach space are always understood $\mathbb{P}$-almost surely.

3.5. Dunford–Taylor Integral Representation. The regularity (28) implies that restricting $s \in (\frac{n-1}{4}, 1)$ the solution $\tilde{u} = L^{-s} \tilde{w}$ to our model problem (16) belongs to $L^2(\Omega; H^{2s-r}(\gamma)) \subset L^2(\Omega; L^2(\gamma))$ for any $r \in (\frac{n-1}{2}, 2s)$. Under these assumptions, we can proceed as in [20] and resort to a Dunford–Taylor integral representation of $\tilde{u}$ to design a numerical algorithm for its approximation. The next proposition justifies the integral representation (2) by extending [20] Theorem 2.1.

**Proposition 3.1.** Let $\tilde{w}$ be a Gaussian white noise. For $\frac{n-1}{4} < s < 1$, the expression

$$I(\tilde{w}) := \frac{\sin(\pi s)}{\pi} \int_0^{\infty} \mu^{-s}(\mu I + L)^{-1} \tilde{w} \, d\mu$$

(29)

is in $L^2(\Omega; L^2(\gamma))$ and coincides with $L^{-s} \tilde{w}$, i.e.

$$L^{-s} \tilde{w} = \frac{\sin(\pi s)}{\pi} \int_0^{\infty} \mu^{-s}(\mu I + L)^{-1} \tilde{w} \, d\mu \quad \text{in} \quad L^2(\Omega; L^2(\gamma)).$$

**Proof.** We first show that the mapping

$$\Omega \ni \zeta \mapsto \int_0^{\infty} \mu^{-s}(\mu I + L)^{-1} \tilde{w}(\cdot, \zeta) \, d\mu \in L^2(\gamma)$$

(30)

is measurable. Recall that (24) establishes that $\tilde{w} \in L^2(\Omega; H^{-r}(\gamma))$ for $r = \frac{n-1}{2} + \epsilon$, $\epsilon > 0$, and so $\frac{r}{2} < s < 1$ for $\epsilon$ sufficiently small. In particular, the mapping
Ω ⊃ \zeta \mapsto \tilde{w}(\cdot, \zeta) \in H^{-r}(\gamma) is measurable. Consequently, the measurability of (30) follows from the continuity (or boundedness) of the linear mapping
\[ H^{-r}(\gamma) \ni \tilde{v} \mapsto \int_0^\infty \mu^{-s}(\mu I + L)^{-1} \tilde{v} \, d\mu \in L^2(\gamma) \] (31)
discussed now.

Let \( \tilde{v} \in H^{-r}(\gamma) \) and set \( \tilde{f} := L^{-r/2} \tilde{v} \) which belongs to \( L^2(\gamma) \) thanks to (23). We compute
\[ \| (\mu I + L)^{-1} \tilde{v} \|_{L^2(\gamma)}^2 = \| (\mu I + L)^{-1} L^{r/2} \tilde{f} \|_{L^2(\gamma)}^2 = \sum_{j=1}^\infty \frac{\tilde{\lambda}_j^{r/2}}{\mu + \tilde{\lambda}_j} |\tilde{f}_j|^2, \]
where \( \tilde{f}_j := (\tilde{f}, \tilde{\psi}_j)_\gamma \). We estimate the coefficients \( \frac{\tilde{\lambda}_j^{r/2}}{\mu + \tilde{\lambda}_j} \) for \( \mu \leq 1 \) and \( \mu > 1 \) separately. When \( \mu \leq 1 \), we recall that \( \frac{1}{2} < s < 1 \) and that the eigenvalues are non-decreasingly ordered to deduce that
\[ \frac{\tilde{\lambda}_j^{r/2}}{\mu + \tilde{\lambda}_j} \lesssim 1, \] (32)
where the hidden constant depends only on \( \tilde{\lambda}_1 = \kappa^2 \). Instead, when \( \mu > 1 \), Young's inequality allows us to estimate
\[ \frac{\tilde{\lambda}_j^{r/2}}{\mu + \tilde{\lambda}_j} \lesssim \mu^{\frac{r}{2} - 1}. \] (33)

Taking into account these two cases and using the fact that \( \| \tilde{f} \|_{L^2(\gamma)} \lesssim \| \tilde{v} \|_{H^{-r}(\gamma)} \), we find that
\[ \| (\mu I + L)^{-1} \tilde{v} \|_{L^2(\gamma)} \lesssim \| \tilde{v} \|_{H^{-r}(\gamma)} \begin{cases} 1, & \text{when } \mu \leq 1, \\ \mu^{\frac{r}{2} - 1}, & \text{when } \mu > 1. \end{cases} \] (34)

Estimating the integral of this quantity separately for \( 0 < \mu \leq 1 \) and \( \mu > 1 \), we deduce that
\[ \left\| \int_0^\infty \mu^{-s}(\mu I + L)^{-1} \tilde{v} \, d\mu \right\|_{L^2(\gamma)} \leq \int_0^\infty \mu^{-s}\| (\mu I + L)^{-1} \tilde{v} \|_{L^2(\gamma)} \, d\mu \lesssim \| \tilde{v} \|_{H^{-r}(\gamma)} \] (35)
and the continuity of the mapping (31) follows. In turns this proves the measurability of the mapping (30). The estimate
\[ \| I(\tilde{w}) \|_{L^2(\Omega; L^2(\gamma))} \lesssim \| \tilde{w} \|_{L^2(\Omega; H^{-r}(\gamma))} \] (36)
is a direct consequence of (35).

We now show that the Dunford–Taylor integral \( I(\tilde{w}) \) coincides with the spectral definition (21) of \( L^{-s} \tilde{w} \), namely \( L^{-s} \tilde{w} = \sum_{j=1}^\infty \tilde{\lambda}_j^{-s} \xi_j \tilde{\psi}_j \) with \( \tilde{w} = \langle \sum_{j=1}^\infty \xi_j \tilde{\psi}_j, \cdot \rangle \). We only provide a sketch of the proof since the arguments follow those in [41, 9], see also [21, 22]. We start by noting that
\[ \tilde{\lambda}_j^{-s} = \frac{\sin(\pi s)}{\pi} \int_0^\infty \mu^{-s}(\mu + \tilde{\lambda}_j)^{-1} \, d\mu \] (37)
so that for the partial sum \( \tilde{w}^N := \sum_{j=1}^N \xi_j \tilde{\psi}_j \), we have \( L^{-s} \tilde{w}^N = I(\tilde{w}^N) \). As a consequence, we have

\[
||L^{-s} \tilde{w} - I(\tilde{w})||_{L^2(\Omega; L^2(\gamma))} \leq ||L^{-s} \tilde{w} - L^{-s} \tilde{w}^N||_{L^2(\Omega; L^2(\gamma))} + ||I(\tilde{w}^N - \tilde{w})||_{L^2(\Omega; L^2(\gamma))} \lesssim ||\tilde{w} - \tilde{w}^N||_{L^2(\Omega; H^{-r}(\gamma))},
\]

where we used the mapping properties (23) of \( L^{-s} \), \( r/2 < s \), and estimate (36) to justify the last inequality. To estimate the difference between \( \tilde{w} \) and \( \tilde{w}^N \), we resort to Weyl’s law (26) to obtain

\[
||\tilde{w} - \tilde{w}^N||_{L^2(\Omega; H^{-r}(\gamma))} \lesssim \sum_{j=N+1}^{\infty} j^{-\frac{2r}{n}} \rightarrow 0 \quad \text{as} \quad N \rightarrow \infty.
\]

Combining the last two inequalities, we conclude that

\[
||L^{-s} \tilde{w} - I(\tilde{w})||_{L^2(\Omega; L^2(\gamma))} = 0
\]

as desired.

4. Numerical Scheme

We propose a numerical scheme based on the integral representation

\[
\tilde{u} = L^{-s} \tilde{w} = \frac{\sin(\pi s)}{\pi} \int_0^\infty \mu^{-s}(\mu I + L)^{-1} \tilde{w} \, d\mu
\]

of the solution to the SPDE (38).

The numerical approximation of \( \tilde{u} \) consists of two steps. Following [38], we approximate the white noise in a finite element space via projection. Then, the integral representation (38) is approximated using a sinc quadrature combined with a standard finite element method for the approximation of the integrand at each quadrature point. We refer to [20, 22] for the original development and to [18] for its extension to the fractional Laplace–Beltrami problem on surfaces. The results in [20, 22, 18] do not apply in the present stochastic context.

We start with the construction of the finite element space.

4.1. Finite Element Methods on Discrete Surfaces. There exist several finite element methods for problems defined on hypersurfaces, see for instance [17] and the references therein. In this work, we consider parametric finite elements [30] which are defined on an approximated surface \( \Gamma \) with the help of the projection \( P = x - d(x)\nabla d(x) \) mapping \( \Gamma \) to \( \gamma \) assumed to be \( C^3 \). Recall that \( d \) is the signed distance function and is of class \( C^3 \), see Section 3.1. This property guarantees that the geometric inconsistency arising from replacing \( \gamma \) by \( \Gamma \) does not affect the finite element method convergence rate. For deterministic right-hand sides, this is the subject of Theorem 4.2 in [18]. The numerical study in [18] also shows that using a generic continuous piecewise \( C^2 \) lift [54, 16, 15] does not affect the convergence rate, noting that such lifting operator only provides the first order convergence for the approximated surface.

Let \( \Gamma \) be an \((n-1)\)-dimensional polyhedral surface so that the vertices of \( \Gamma \) lie on \( \gamma \) (see [28] for more general assumptions). The analysis provided below holds for a subdivision made of triangles or quadrilaterals. The former is possibly more standard while the latter is the setting used in the numerical illustrations.
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in Section 7 below. To incorporate both settings simultaneously, we denote by $\mathcal{T}$ a triangular or quadrilateral subdivision of $\Gamma$. Given a subdivision with triangles (resp. quadrilaterals), let $\hat{\tau}$ be the unit triangle (resp. square) and denote $\mathcal{P}$ the set of linear (resp. bi-linear) polynomials defined on $\hat{\tau}$.

For each $\tau \in \mathcal{T}$, we set $F_\tau : \hat{\tau} \to \tau, F_\tau \in [\mathcal{P}]^{n-1}$ to be the map from the reference element to the physical element. We let $c_\tau := c_\tau(T)$ be such that

$$c_\tau^{-1}|\tau| \leq |DF_\tau x| \leq c_\tau|\tau|, \quad \forall x \in \hat{\tau}, \forall \tau \in \mathcal{T}.$$

Furthermore, we denote by $h_\tau, \tau \in \mathcal{T}$, the diameter of $\tau, h := \max_{\tau \in \mathcal{T}} h_\tau$, and by $c_q := c_q(T)$ the quasi-uniformity constant satisfying

$$h := \max_{\tau \in \mathcal{T}} h_\tau = c_q \min_{\tau \in \mathcal{T}} h_\tau.$$

The maximum number of elements sharing the same vertex is

$$c_v := c_v(T) := \max_{v \text{ vertex of } \mathcal{T}} \#\{\tau \in \mathcal{T} : v \text{ is a vertex of } \tau\}.$$  \hspace{1cm} (39)

The constants appearing in the analysis below (but hidden in “$\lesssim$”) may depend on $c_J, c_q$, and $c_v$ while the dependency on the mesh size $h$ will be explicitly given. We further assume that the geometry of $\gamma$ is sufficiently well approximated by $\Gamma$, i.e. $h$ is small enough, so that $\Gamma \subset N$ and thus the lift $P$ defined in (17) restricted to $\Gamma$ is a bijection. To simplify the notation in what follows, we introduce the operator $P : L^1(\gamma) \to L^1(\Gamma)$ and its inverse $P^{-1} : L^1(\Gamma) \to L^1(\gamma)$ defined as follows. For $\bar{v} : \gamma \to \mathbb{R}$ we set $(P\bar{v})(x) := (\bar{v} \circ P)(x), x \in \Gamma$, while for $v : \Gamma \to \mathbb{R}$ we set $(P^{-1}v)(x) := (v \circ P^{-1})(x), x \in \gamma$.

**Remark 4.1.** 
It is possible to construct sequences of subdivisions with uniform constants $c_J, c_q$, and $c_v$. We refer to [21] for uniform refinements and to [16] [14] for local refinements by adaptive algorithms. A typical possibility is to start with an initial polyhedral surface $\Gamma_0$ and consider the sequence $\{\Gamma_i := \mathcal{I}_i P(\Gamma_i)\}_{i=1}^\infty$, where $\{\mathcal{I}_i\}$ consists of uniform refinements and $\mathcal{I}_i$ is the corresponding nodal interpolant.

The finite element space associated with $\mathcal{T}$ is denoted $\mathcal{V}(\mathcal{T})$ and reads

$$\mathcal{V}(\mathcal{T}) := \{v \in H^1(\Gamma) : v|_\tau \circ F_\tau \in \mathcal{P}, \quad \forall \tau \in \mathcal{T}\}.$$

Its dimension will be denoted by $N := \dim(\mathcal{V}(\mathcal{T}))$.

We can now define the discrete operator $L_\mathcal{T} := T^{-1}_\mathcal{T} : \mathcal{V}(\mathcal{T}) \to \mathcal{V}(\mathcal{T})$ as the discrete counterpart of $L$. Here $T_\mathcal{T} : \mathcal{V}(\mathcal{T}) \to \mathcal{V}(\mathcal{T})$ is defined by $T_\mathcal{T}F := U$ where $U$ is the unique solution to

$$A_\mathcal{T}(U, V) := \kappa^2 \int_\Gamma UV + \int_\Gamma \nabla_U U \cdot \nabla_U V = \int_\Gamma FV, \quad \forall V \in \mathcal{V}(\mathcal{T});$$  \hspace{1cm} (40)

compare with [18].

We also introduce $\sigma : \Gamma \to \mathbb{R}^+$ to be the ratio between the area element of $\gamma$ and $\Gamma$ associated with the parametrization $P$ so that for $\bar{v} \in L^1(\gamma)$ we have

$$\int_\gamma \bar{v} = \int_\Gamma \sigma P\bar{v}.$$  \hspace{1cm} (41)

The area ratio $\sigma$ satisfies

$$\|\sigma\|_{L^\infty(\Gamma)} \lesssim 1, \quad \|1 - \sigma\|_{L^\infty(\Gamma)} \lesssim h^2 \quad \text{and} \quad \|1 - \sigma^{-1}\|_{L^\infty(\Gamma)} \lesssim h^2;$$  \hspace{1cm} (42)

see for instance [17].
4.2. Lifted Finite Element Method on $\gamma$. At several instances, it will be useful to compare quantities defined on $\gamma$ with their finite element approximation on the geometrically consistent lifted finite element space

$$\bar{V}(T) := P^{-1}V(T) := \{P^{-1}v : v \in V(T)\}.$$ 

Of course the dimension of $\bar{V}(T)$ is $\dim(\bar{V}(T)) = \dim(V(T)) = N$.

The operator $\bar{L}_T : \bar{V}(T) \to \bar{V}(T)$ is defined as $L_T$, but on the exact surface $\gamma$. That is, we set $L_T := T^{-1} : \bar{V}(T) \to \bar{V}(T)$ where $T : V(T) \to \bar{V}(T)$ is defined by $T_F := \bar{U}$ with $\bar{U}$ uniquely solving

$$\kappa^2 \int_{\gamma} \bar{U}V + \int_{\gamma} \nabla_{\gamma} \bar{U} \cdot \nabla_{\gamma} \bar{V} = \int_{\gamma} \bar{F}V, \quad \text{for all } \bar{V} \in \bar{V}(T).$$ (43)

We denote by $\Pi : L^2(\gamma) \to \bar{V}(T)$ the $L^2(\gamma)$ projection onto $\bar{V}(T)$. It is defined for $\bar{v} \in L^2(\gamma)$ by the relations

$$\int_{\gamma} (\Pi \bar{v} - \bar{v}) \bar{V} = 0, \quad \text{for all } \bar{V} \in \bar{V}(T).$$ (44)

The Bramble-Hilbert lemma guarantees the approximation property

$$\|(I - \Pi)\bar{v}\|_{L^2(\gamma)} + h\|(I - \Pi)\bar{v}\|_{H^1(\gamma)} \lesssim h^t \|\bar{v}\|_{H^t(\gamma)}$$ (45)

for all $\bar{v} \in H^t(\gamma)$ with $t \in [0, 2]$.

We now turn our attention to the eigenpairs of $\bar{L}_T$. We define $\{(\bar{\lambda}_j, \bar{\Psi}_j)\}_{j=1}^N \subset \mathbb{R}_+^+ \times \bar{V}(T)$ on the exact surface $\gamma$ as satisfying

$$\kappa^2 \int_{\gamma} \bar{\Psi}_j^2 \bar{V} + \int_{\gamma} \nabla_{\gamma} \bar{\Psi}_j \cdot \nabla_{\gamma} \bar{V} = \bar{\lambda}_j \int_{\gamma} \bar{\Psi}_j \bar{V}, \quad \text{for all } \bar{V} \in \bar{V}(T).$$ (46)

The eigenfunctions are chosen to be $L^2(\gamma)$ orthonormal, i.e.

$$\int_{\gamma} \bar{\Psi}_i^2 \bar{\Psi}_j = \delta_{ij}, \quad i, j = 1, \ldots, N.$$ (47)

Error estimates for the eigenvalues approximations $|\bar{\lambda}_j - \bar{\lambda}_j|$, $j = 1, \ldots, N$, are needed in the proof of the mean square norm error estimate derived in Section 6 below. We refer to [6] [10] for standard error estimates on Euclidean domains which typically requires the mesh size to be sufficiently small, where how small depends on the eigenvalue being approximated. Moreover, the constants involved in the error estimates also depend on the magnitude of the eigenvalue being approximated. We refer to [42] for cluster robust error estimates. As a corollary, we obtain the following lemma and note that the provided estimate deteriorates for large eigenvalues, but will nonetheless be sufficient for our analysis.

**Lemma 4.1.** For $j = 1, \ldots, N$ there holds

$$0 \leq \bar{\lambda}_j - \bar{\lambda}_j \lesssim \bar{\lambda}_j \bar{\lambda}_j h^2,$$ (48)

where the hidden constant does not depend on $j$ nor on $h$.

**Proof.** The desired estimate follows from Theorem 3.1 in [42] which guarantees that for $j = 1, \ldots, N$, there holds

$$0 \leq \frac{\bar{\lambda}_j - \bar{\lambda}_j}{\bar{\lambda}_j} \leq \sup_{\bar{v} \in \text{span}\{\bar{\psi}_i : i \in \{1, \ldots, j\}\}, \|\bar{v}\|_{H^1(\gamma)} = 1} \|(I - \Pi)\bar{v}\|_{H^1(\gamma)}^2.$$ (49)
Recall that $\tilde{\Pi}$ is the $L^2(\gamma)$ projection onto $\tilde{V}(T)$, the lifted finite element space, see \cite{[44]}. It remains to estimate the right hand side using the approximation property \cite{[45]} of $\tilde{\Pi}$ to get
\[
\|(I - \tilde{\Pi})\tilde{v}\|^2_{H^1(\gamma)} \lesssim h^2\|\tilde{v}\|^2_{H^2(\gamma)} \lesssim \lambda_j h^2,
\]
where for the last inequality we used the fact that for $v_l := \int_\gamma \tilde{v}\psi_l$,
\[
\|\tilde{v}\|_{H^2(\gamma)} \lesssim \|L\tilde{v}\|_{L^2(\gamma)} = \left(\sum_{l=1}^j \lambda_l^2 v_l^2\right)^{1/2} \lesssim \lambda_j^{1/2}\|\tilde{v}\|_{H^1(\gamma)}.
\]
Inserting the above two inequalities into (49) yields (48). \qed

4.3. **Approximations of the White Noise $\tilde{w}$.** In \cite{[40]}, a surface finite element is proposed to approximate \cite{[10]} on the sphere using a truncated KL expansion. For more general surfaces, we follow \cite{[38]} to construct a finite dimensional approximation of the white noise $\tilde{w}$ in the conforming finite element space $\tilde{V}(T)$, namely we approximate $\tilde{w} = \langle \sum_{j=1}^\infty \xi_j \tilde{\psi}_j, \cdot \rangle$ by
\[
\tilde{W} := \sum_{j=1}^\infty \xi_j \tilde{\Pi} \tilde{\psi}_j.
\]
To show that $\tilde{W} \in L^2(\Omega; L^2(\gamma))$ with
\[
\|\tilde{W}\|^2_{L^2(\Omega; L^2(\gamma))} = N = \text{dim}(\tilde{V}(T))
\]
we follow the proof of \cite{[38]} Lemma 2.4. Invoking Fubini’s theorem and using the orthonormality of the discrete eigenfunctions $\{\tilde{\psi}_j\}_{j=1}^N$ defined in \cite{[46]}, we compute
\[
\|\tilde{W}\|^2_{L^2(\Omega; L^2(\gamma))} = E\left[\sum_{j=1}^\infty \xi_j^2 (\tilde{\Pi} \tilde{\psi}_j, \tilde{\psi}_j)^2\right] = \sum_{j=1}^\infty \|\tilde{\Pi} \tilde{\psi}_j\|^2_{L^2(\gamma)}
\]
\[
= \sum_{j=1}^N (\tilde{\Pi} \tilde{\psi}_j, \tilde{\psi}_j)^2 = \sum_{i=1}^N \sum_{j=1}^N (\tilde{\psi}_i, \tilde{\psi}_j)^2 = \sum_{i=1}^N \|\tilde{\psi}_i\|^2_{L^2(\gamma)} = N.
\]
We can now use the map $P : L^1(\gamma) \to L^1(\Gamma)$ to define the approximation to $\tilde{w}$ on the discrete surface $\Gamma$, namely
\[
W := \sigma P\tilde{W} \in L^2(\Omega; L^2(\Gamma)),
\]
where the multiplicative factor $\sigma$ is introduced to avoid geometric inconsistencies when mapping back to $\gamma$; see \cite{[41]}.

4.4. **Computing the Approximate White Noise $W$.** In this section, we discuss how to compute the approximation $W = \sigma P\tilde{W}$ of the white noise $\tilde{w}$. We emphasize that it involves the $L^2(\gamma)$ projection of the continuous eigenfunctions $\tilde{\psi}_j$ defined in \cite{[10]}, see \cite{[50]}.

The construction of the approximate solution $U_k$ given in \cite{[60]} below requires the finite element approximation $U^l$ satisfying \cite{[61]}. In turn, the latter requires the evaluation of
\[
\alpha_i := \int_\Gamma W\Phi_i = \int_\Gamma \sigma P\tilde{W}\Phi_i, \quad i = 1, \ldots, N,
\]
where $\{\Phi_j\}_{j=1}^N$ denotes the Lagrange nodal basis functions of $V(T)$. 
Using the mapping property (41) and the definition (50) of \( \bar{W} \) together with (44), we write
\[
\alpha_i = \int_{\gamma} \bar{W}(P^{-1}\Phi_i) = \sum_{k=1}^{\infty} \xi_k \int_{\gamma} \bar{\psi}_k(P^{-1}\Phi_i),
\]
where we recall that \( \xi_k \overset{i.i.d.}{\sim} \mathcal{N}(0,1) \). This implies that \( \mathbb{E}[\alpha_i] = 0, i = 1, \ldots, N, \) and
\[
\mathbb{E}[\alpha_i\alpha_j] = \sum_{k=1}^{\infty} \left( \int_{\gamma} \bar{\psi}_k(P^{-1}\Phi_i) \right) \left( \int_{\gamma} \bar{\psi}_k(P^{-1}\Phi_j) \right) = \int_{\gamma} (P^{-1}\Phi_i)(P^{-1}\Phi_j) = \int_{\Gamma} \sigma \Phi_i \Phi_j =: M_{ij}, \quad i, j = 1, \ldots, N,
\]
where we used the orthonormality of the eigenfunctions \( \{\tilde{\psi}_j\}_{j=1}^{\infty} \). Hence, the vector \( \alpha := (\alpha_1, \ldots, \alpha_N)^T \) satisfies \( \alpha \sim \mathcal{N}(0,M) \), where \( M := (M_{ij})_{i,j=1}^{N} \) is the \( \sigma \)-weighted mass matrix associated to the Lagrange finite element basis \( \{\Phi_j\}_{j=1}^{N} \).

As a consequence, if \( G \) denotes a Cholesky factor of \( M \), i.e. \( GG^T = M \), the above reasoning indicates that \( Gz \) with \( z \sim \mathcal{N}(\mathbf{0}, I_{N \times N}) \) follows the same distribution as \( \alpha \) and could thus be used in place of \( \alpha \).

For the analysis below, we shall need a different representation of \( \bar{W} \) based on the discrete eigenfunctions \( \{\tilde{\Psi}_j\}_{j=1}^{N} \) defined on the exact surface \( \gamma \), see Section 4.2. Namely, we set
\[
\bar{W}^\Psi := \sum_{j=1}^{N} \xi_j \bar{\Psi}_j^\gamma,
\]
where \( \xi_j \overset{i.i.d.}{\sim} \mathcal{N}(0,1) \); compare with (50). The corresponding random data vector is given by
\[
\alpha^\Psi := (\alpha^\Psi_1)^N := \left( \int_{\Gamma} \sigma P\bar{W}^\Psi \Phi_i \right)_{i=1}^{N}.
\]

In fact, \( \alpha^\Psi \) follows the same distribution as \( \alpha \). To verify that this is true, let \( R \in \mathbb{R}^{N \times N} \) be the matrix with entries
\[
R_{ij} := \int_{\Gamma} \sigma (P\bar{\Psi}_j^\gamma) \Phi_j,
\]
so that \( \alpha_i^\Psi = (R^T \xi)_i \) for \( i = 1, \ldots, N \), where \( \xi := (\xi_1, \ldots, \xi_N)^T \). Recalling that \( M \) is the \( \sigma \)-weighted mass matrix with entries \( M_{ij} = \int_{\Gamma} \sigma \Phi_i \Phi_j \), using the orthonormality property (47) we infer that \( M = R^T R \). Thus,
\[
\mathbb{E}[\alpha^\Psi (\alpha^\Psi)^T] = \mathbb{E}[R^T \xi \xi^T R] = M.
\]
This shows that \( \alpha^\Psi, \alpha \sim \mathcal{N}(\mathbf{0}, M). \)

Thanks to the eigenvalues approximation estimate (Lemma 4.1), we deduce estimates for \( \|\tilde{L}_T^{-r/2}\bar{W}^\Psi\|_{L^2(\Omega;L^2(\gamma))} \) when \( r \in (\frac{n-1}{2}, 2s) \); compare with the estimates (27) for \( \bar{w} \). This is the object of the following lemma.

**Lemma 4.2.** For \( r \in (\frac{n-1}{2}, 2s) \), we have
\[
\|\tilde{L}_T^{-r/2}\bar{W}^\Psi\|_{L^2(\Omega;L^2(\gamma))}^2 \lesssim \frac{r}{r-(n-1)/2},
\]
Proof. Using the expansion in the eigenfunction basis \( \{ \tilde{\psi}_i \}_{i=1}^N \) of \( \tilde{L}_T \) (discrete operator defined on the lifted space \( \tilde{V}(T) \), see \((43)\)), we find that
\[
\| \tilde{L}_T^{-r/2} \tilde{W} \|_{L^2(\Omega;L^2(\gamma))}^2 = \sum_{j=1}^N (\tilde{\Lambda}_j^y)^{-r} = \sum_{j=1}^N (\tilde{\Lambda}_j^y)^{-r} - \sum_{j=1}^N \tilde{\lambda}_j^{-r}.
\]
The approximation estimates for the eigenvalues (Lemma \((4.1)\)) yield
\[
| (\tilde{\Lambda}_j^y)^{-r} - \tilde{\lambda}_j^{-r} | \leq r \tilde{\lambda}_j^{-r-1} | \tilde{\Lambda}_j^y - \tilde{\lambda}_j | \lesssim h^2 \tilde{\lambda}_j^{-r} \tilde{\Lambda}_j^y \lesssim \tilde{\lambda}_j^{-r},
\]
where for the last inequality we used the fact that \( \tilde{\Lambda}_j^y \lesssim \tilde{\lambda}_N \lesssim h^{-2} \). Therefore, we obtain
\[
\| \tilde{L}_T^{-r/2} \tilde{W} \|_{L^2(\Omega;L^2(\gamma))}^2 \lesssim \sum_{j=1}^N \tilde{\lambda}_j^{-r}.
\]
It remains to take advantage of the decay of the eigenvalues \((20)\), see also \((27)\), to derive the desired estimate. \(\square\)

4.5. Finite Element Approximation for \( L^{-s} \). The numerical scheme advocated here for approximating \((38)\) follows the original work in \((19)\). Although the scheme is conceptually the same, its analysis must be extended, see Section \((5)\).

With the change of variable \( y = \ln(\mu) \), so that \( \mu = e^y \), we rewrite \((38)\) as
\[
\tilde{u} = L^{-s} \tilde{w} = \frac{\sin(\pi s)}{\pi} \int_{-\infty}^{\infty} e^{(1-s)y} (e^y I + L)^{-1} \tilde{w} \, dy.
\]
The improper integral in \( y \) is approximated using a sinc quadrature with spacing \( k > 0 \), i.e.
\[
\tilde{u} \approx \tilde{u}_k := Q_k^{-s}(L) \tilde{w} := \frac{k \sin(\pi s)}{\pi} \sum_{l=-M}^{M} e^{(1-s)y_l} (e^{y_l} I + L)^{-1} \tilde{w}, \quad (57)
\]
where
\[
N := \left\lfloor \frac{2\pi^2}{(s - (n - 1)/4)k^2} \right\rfloor, \quad M := \left\lfloor \frac{\pi^2}{(1-s)k^2} \right\rfloor \quad (58)
\]
and \( y_l := kl, \ l = -N, \ldots, N \). This particular choice of \( N \) and \( M \) is motivated by the analysis provided in Section \((5)\).

The sinc quadrature approximation is stable as indicated by the following lemma.

Lemma 4.3. For all \( \tilde{v} \in L^2(\Omega; H^{-r}(\gamma)) \), there holds
\[
\| Q_k^{-s}(L) \tilde{v} \|_{L^2(\Omega;L^2(\gamma))} \lesssim \| \tilde{v} \|_{L^2(\Omega;H^{-r}(\gamma))}. \quad (59)
\]
In the interest of being concise, we do not provide a proof of this result since estimate \((59)\) follows from similar arguments leading to \((56)\) (for a finite sum instead of the integral).

The numerical approximation of \((57)\) is based on \((18)\). We recall that an to guarantee optimal convergence rate for the deterministic PDE \((-\Delta) \tilde{u} = \tilde{f} \), the right hand side used in the numerical algorithm is chosen to be \( \sigma P \tilde{f} \). In the present context, this suggests the use of \( \sigma PW \in L^2(\Omega; L^2(\Gamma)) \) as introduced in Section \((4.3)\).
where \( \tilde{W} \) is defined in (50). Consequently, the approximation \( U_k \in L^2(\Omega; \mathcal{V}(T)) \) to \( \tilde{u} \) is defined as
\[
U_k := Q_k^{-s}(L_T)(\sigma P \tilde{W}) := \frac{k \sin(\pi s)}{\pi} \sum_{l=-K}^K e^{(1-s)l} U_l^l,
\]
where \( U_l := (e^{\gamma l} + L_T)^{-1}(\sigma P \tilde{W}) \in L^2(\Omega; \mathcal{V}(T)) \) approximates \( \tilde{u}^l := \tilde{u}(\tilde{w}) := (e^{\gamma l} I + L_T)^{-1} \tilde{w} \), namely it satisfies
\[
(e^{\gamma l} + \kappa^2) \int_{\Gamma} U_l^l V + \int_{\Gamma} \nabla_{\Gamma} U_l^l \cdot \nabla_{\Gamma} V = \int_{\Gamma} \sigma(P \tilde{W}) V, \quad \text{for all } V \in \mathcal{V}(T).
\]
In other words, recalling the discussion in Section 4.4 for the computation of the approximate white noise, we have \( U_l^l(x, \omega) = \sum_{j=1}^N u^l_j(\omega) \Phi_j(x) \) where the random vector \( u^l = (u^l_j)_{j=1}^N : \Omega \to \mathbb{R}^N \) solves the linear system
\[
A' u^l = G z.
\]
Here \( z \sim \mathcal{N}(0, I_{N \times N}) \), \( G \) a Cholesky factor of the weighted mass matrix \( M \) defined in (54), and \( A' = (a_{ij})_{i,j=1}^N \in \mathbb{R}^{N \times N} \) is given by
\[
a_{ij} = (e^{\gamma l} + \kappa^2) \int_{\Gamma} \Phi_j \Phi_i + \int_{\Gamma} \nabla_{\Gamma} \Phi_j \cdot \nabla_{\Gamma} \Phi_i, \quad i, j = 1, \ldots, N.
\]

Regarding the finite element error, we recall that Theorem 4.2 of [18] guarantees that for \( \tilde{f} \in L^2(\gamma) \) with vanishing mean value and \( L = (-\Delta_{\gamma}) \), there holds
\[
\| P Q_k^{-s}(L) \tilde{f} - Q_k^{-s}(L_T)(\sigma P \tilde{W}) \|_{L^2(\Gamma)} \lesssim h^{2s} \ln(h^{-1}) \| \tilde{f} \|_{L^2(\Gamma)}
\]
provided \( h < e^{-1} \). This result readily extends to our current setting where the operator \( L \) is \( \kappa^2 I - \Delta_{\gamma} \) and the right hand side has a stochastic component. More precisely, we have
\[
\| P Q_k^{-s}(L) \tilde{W} - Q_k^{-s}(L_T)(\sigma P \tilde{W}) \|_{L^2(\Omega; L^2(\Gamma))} \lesssim h^{2s} \ln(h^{-1}) \| \tilde{W} \|_{L^2(\Omega; L^2(\Gamma))},
\]
where now the hidden constant depends on \( \kappa \). A similar estimate holds for the finite element method defined on the lifted finite element space \( \tilde{\mathcal{V}}(T) \) (see Section 4.2), namely for the error between \( Q_k^{-s}(L) \tilde{W} \) and \( Q_k^{-s}(L_T) \tilde{W} \).

4.6. Lifted Finite Element Method on \( \gamma \). As mentioned above, the approximation \( \tilde{W}^\Psi \) of the white noise defined in (55) will be needed for the analysis of the method. More precisely, the mean square norm error estimate derived in Section 4.6 below involves the approximations \( Q_k^{-s}((\tilde{L}_T) \tilde{W}^\Psi \) and \( Q_k^{-s}(L_T)(\sigma P \tilde{W}^\Psi \) obtained with the finite element methods defined on \( \tilde{\mathcal{V}}(T) \) and \( \tilde{\mathcal{V}}(T) \), respectively. We end this section by stating important results for these various approximations.

First, recalling that the random data vectors \( \alpha \) and \( \alpha^\Psi \) based on \( \tilde{W} \) and \( \tilde{W}^\Psi \), respectively, follow the same Gaussian distribution, we have
\[
\| U_k \|_{L^2(\Omega; L^2(\Gamma))} = \| Q_k^{-s}(L_T)(\sigma P \tilde{W}^\Psi \|_{L^2(\Omega; L^2(\Gamma))}.
\]
Moreover, using the expansion in the eigenfunction basis \( \{ \Phi_i \}_{i=1}^N \) of \( \tilde{L}_T \), the mean square norm of \( Q_k^{-s}(L_T) \tilde{W}^\Psi \) is given by
\[
\| Q_k^{-s}(L_T) \tilde{W}^\Psi \|_{L^2(\Omega; L^2(\Gamma))}^2 = \sum_{j=1}^N Q_k^{-s}(\tilde{\Lambda}_j)^2.
\]
Finally, we can show that the strong mean square error between \( P Q_k^{-s}(\tilde{L}_T)\tilde{W}^\Psi \) and \( Q_k^{-s}(L_T)(\sigma P\tilde{W}^\Psi) \) is controlled by the geometric error. The analysis follows from the finite element error analysis in Section 4 of [18] and relies on the geometric error estimate for the weak formulation as well as regularity properties for the discrete operators, see Appendix A for the complete proof.

**Lemma 4.4.** There holds
\[
\|P Q_k^{-s}(\tilde{L}_T)\tilde{W}^\Psi - Q_k^{-s}(L_T)(\sigma P\tilde{W}^\Psi)\|_{L^2(\Omega;L^2(\Gamma))} \leq C(h)h^2,
\]
where \( C(h) \lesssim 1 \) when \( n = 2 \) and \( C(h) \lesssim \ln(h^{-1}) \) when \( n = 3 \) provided that \( h < e^{-c} \).

## 5. Strong Error Estimate

In this section, we provide a mean square error estimate for the numerical approximation \( \tilde{U}_k \) in \([16]\) to the solution \( \tilde{u} \) of the model problem \([16]\). We start with the convergence of the sinc quadrature scheme for the continuous operator, i.e. the discrepancy between \( \tilde{u} = L^{-s}\tilde{w} \) in \([38]\) and \( \tilde{u}_k = Q_k^{-s}(L)\tilde{w} \) expressed in \([57]\). Then, we address the finite element error between \( \tilde{u}_k \) and \( \tilde{U}_k = P^{-1}\tilde{U}_k \) on \( \gamma \). We note that by considering the sinc quadrature error first, our final estimate for the error \( \tilde{u} - \tilde{U}_k \) improves the results of \([13, 38]\).

### 5.1. Analysis of the Sinc Approximation

The following result establishes the exponential convergence of the sinc quadrature approximation \( \tilde{u}_k = Q_k^{-s}(L)\tilde{w} \) to \( \tilde{u} \) in the strong mean square norm \( \|\cdot\|_{L^2(\Omega;L^2(\gamma))} \).

**Proposition 5.1.** Assume that \( \frac{n-1}{4} < s < 1 \) and set \( r = \frac{n-1}{4} + s \) so that \( \tilde{w} \in L^2(\Omega; H^{-r}(\gamma)) \). Let \( \tilde{u} \) be the solution to \([16]\) and let \( \tilde{u}_k = Q_k^{-s}(L)\tilde{w} \) be defined by \([57]\) with a sinc quadrature step \( k > 0 \). There holds
\[
\|\tilde{u} - \tilde{u}_k\|_{L^2(\Omega;L^2(\gamma))} \lesssim e^{-\frac{\pi}{2}}\|\tilde{w}\|_{L^2(\Omega; H^{-r}(\gamma))}.
\]

**Proof.** We only sketch a proof of this results since it follows the same arguments used in Theorem 3.2 of \([19]\) except that the data \( \tilde{w} \) belongs to \( L^2(\Omega; H^{-r}(\gamma)) \) rather than \( L^2(\gamma) \).

Note that the specific choice of \( r \) is made so that not only \( \tilde{w} \in L^2(\Omega; H^{-r}(\gamma)) \) but also \( \tilde{u} \in L^2(\Omega; L^2(\gamma)) \), see Section 3.4. In particular, we have \( \tilde{v} := L^{-\frac{r}{2}}\tilde{w} \in L^2(\Omega; L^2(\gamma)) \) satisfies \( \|\tilde{v}\|_{L^2(\Omega; L^2(\gamma))} \lesssim \|\tilde{w}\|_{L^2(\Omega; H^{-r}(\gamma))} \). Hence, using the eigenfunction expansion of \( \tilde{v} \) it suffices to investigate the quadrature error in the scalar case, namely
\[
e(\tilde{\lambda}) := \left| \int_{-\infty}^{\infty} g_{\tilde{\lambda}}(y) dy - k \sum_{l=-N}^{N} g_{\tilde{\lambda}}(lk) \right|
\]
for all \( \tilde{\lambda} \geq \tilde{\lambda}_1 \). Here, the integrand
\[
g_{\tilde{\lambda}}(z) := \exp((1-s)z)(\exp(z) + \tilde{\lambda})^{-1}\tilde{\lambda}^z
\]
arises from the relation
\[
e^{(1-s)y}e^{yI}+L)^{-1}L^2\tilde{\psi}_j = g_{\tilde{\lambda}}(y)\tilde{\psi}_j.
\]
Remark 5.1. Notice that the result of Proposition 5.1 holds for any choice of

\( r \in \left( \frac{n-1}{2}, 2s \right) \)

which guarantees that both \( \tilde{w} \in L^2(\Omega; H^{-r}(\gamma)) \) and \( \tilde{u} \in L^2(\Omega; L^2(\gamma)) \), see Section 5.4. Furthermore, recall that according to (68) we have \( \|\tilde{w}\|_{L^2(\Omega; H^{-r}(\gamma))} \rightarrow +\infty \) as \( r \rightarrow (n-1)/4 \). This means that the error estimate provided by Proposition 5.1 deteriorates as \( s \rightarrow (n-1)/4 \).

5.2. Strong Error Estimate. The strong convergence of the finite element algorithm is discussed in this section. This result, together with the mean square norm convergence discussed in the next section, are the main results of this work.

Theorem 5.2 (strong convergence). Assume that \( \frac{n-1}{4} < s < 1 \). Let \( \tilde{u} \) be the solution to (16) and let \( U_k \) be the discrete approximation defined in (60). Then there holds

\[
\|\tilde{u} - P^{-1}U_k\|_{L^2(\Omega; L^2(\gamma))} \lesssim (\ln(h^{-1}))^{3/2} h^{2s-(n-1)/2} + e^{-\pi^2/k}
\]

provided \( h < e^{-1} \).

Proof: We split the error into the sinc quadrature error, the white noise approximation error, and the finite element error

\[
\|\tilde{u} - P^{-1}U_k\|_{L^2(\Omega; L^2(\gamma))} \leq \|\tilde{u} - \tilde{u}_k\|_{L^2(\Omega; L^2(\gamma))} + \|\tilde{u}_k - \tilde{u}^N_k\|_{L^2(\Omega; L^2(\gamma))} + \|\tilde{u}^N_k - P^{-1}U_k\|_{L^2(\Omega; L^2(\gamma))},
\]

where \( \tilde{u}^N_k := Q^{-s}_k \tilde{W} \) with \( \tilde{W} \) defined in (60).

The quadrature error is already estimated in Proposition 5.1 and reads

\[
\|\tilde{u} - \tilde{u}_k\|_{L^2(\Omega; L^2(\gamma))} \lesssim e^{-\pi^2/k} \|\tilde{w}\|_{L^2(\Omega; H^{-r}(\gamma))}, \quad r = \frac{n-1}{4} + s.
\]
For the white noise approximation error, we take advantage of the eigenfunction expansion and the stability of the sinc quadrature (Lemma 4.1) to infer that
\[
\| \tilde{u} - \tilde{u}_h^N \|^2_{L^2(\Omega; L^2(\gamma))} = \| Q_k^{-s}(L) (\tilde{w} - \tilde{W}) \|^2_{L^2(\Omega; L^2(\gamma))} \lesssim \epsilon^{-2} \| L^{-s-\epsilon/2} (\tilde{w} - \tilde{W}) \|^2_{L^2(\Omega; L^2(\gamma))} \lesssim \epsilon^{-2} \sum_{j=1}^{\infty} \tilde{\lambda}_j^{-2s+\epsilon} \|(I - \tilde{\Pi}) \tilde{\psi}_j \|^2_{L^2(\gamma)},
\]
where \( 0 < \epsilon < 2s - (n-1)/2 \) will be chosen below. The approximation property (45) of \( \tilde{\Pi} \) together with the property
\[
\| \tilde{\psi}_j \|_{H^s(\gamma)} \lesssim \| L^{1/2} \tilde{\psi}_j \|_{L^2(\gamma)} \lesssim \tilde{\lambda}_j^{1/2} \| \tilde{\psi}_j \|_{L^2(\gamma)} = \tilde{\lambda}_j^{1/2},
\]
both with \( t = 2s - (n-1)/2 - \tilde{\epsilon} \), where \( \epsilon < \tilde{\epsilon} < 2s - (n-1)/2 \) so that \( t \in (0,2) \), yield
\[
\| \tilde{u}_h - \tilde{u}_h^N \|^2_{L^2(\Omega; L^2(\gamma))} \lesssim \epsilon^{-2} h^{4s-(n-1)-2} \sum_{j=1}^{\infty} \tilde{\lambda}_j^{-(n-1)/2 - (\tilde{\epsilon} - \epsilon)}.
\]
Since \( h < \epsilon^{-1} \), we choose \( \tilde{\epsilon} = (2s - (n-1)/2)/\ln(h^{-1}) \in (0,2s - (n-1)/2) \) and \( \epsilon = \tilde{\epsilon}/2 \) and deduce, using Weyl’s law (26), that
\[
\| \tilde{u}_h - \tilde{u}_h^N \|^2_{L^2(\Omega; L^2(\gamma))} \lesssim \epsilon^{-2} h^{4s-(n-1)-2} \sum_{j=1}^{\infty} j^{-1-2(\tilde{\epsilon} - \epsilon)/(n-1)} \lesssim \epsilon^{-3} h^{4s-(n-1)-2} \lesssim (\ln(h^{-1}))^3 h^{4s-(n-1)}.
\]  

It remains to estimate the finite element error. Note that in view of the change of variable formula (41) and the estimates on the area ratio (42), we have
\[
\| \tilde{u}_h - P^{-1} U_h \|^2_{L^2(\Omega; L^2(\gamma))} = \| \sigma^{1/2} (P \tilde{u}_h^N - U_h) \|^2_{L^2(\Omega; L^2(\gamma))},
\]
\[
\lesssim \| P \tilde{u}_h^N - U_h \|^2_{L^2(\Omega; L^2(\gamma))} \lesssim \| P Q_k^{-s}(L) \tilde{W} - Q_k^{-s}(L\tau)(\sigma P \tilde{W}) \|_{L^2(\Omega; L^2(\gamma))}.
\]  

Whence, (63) together with (51) yield
\[
\| \tilde{u}_h - P^{-1} U_h \|^2_{L^2(\Omega; L^2(\gamma))} \lesssim h^{2s} (\ln(h^{-1}))^2 \lesssim \ln(h^{-1}) h^{2s-(n-1)/2}.
\]

The desired estimate follows upon gathering the three error estimates. \( \square \)

**Remark 5.2.** Note that from Theorem 5.2, we can deduce the following stability of the sinc quadrature applied to \( L_\gamma \)
\[
\| Q_k^{-s}(L)(\sigma P \tilde{W}) \|_{L^2(\Omega; L^2(\gamma))} \lesssim \| \tilde{u} \|^2_{L^2(\Omega; L^2(\gamma))} + (\ln(h^{-1}))^{3/2} h^{2s-(n-1)/2} + e^{-\pi^2/k} \quad (71)
\]
and thanks to Lemma 4.4, the same hold for \( \tilde{L}_\gamma \)
\[
\| P Q_k^{-s}(\tilde{L}_\gamma)(\tilde{W}) \|_{L^2(\Omega; L^2(\gamma))} \lesssim \| \tilde{u} \|^2_{L^2(\Omega; L^2(\gamma))} + (\ln(h^{-1}))^{3/2} h^{2s-(n-1)/2} + e^{-\pi^2/k}, \quad (72)
\]

**Remark 5.3.** In view of Theorem 5.2, we have improved the strong error estimate from [13, Theorem 2.10] and [38, Proposition 2.2] by showing that the error due to the sinc quadrature is independent of the mesh size \( h \). This can be verified numerically. According to the proof of Proposition 5.1, it suffices to check
the error \( \max_{\bar{\lambda} \geq \lambda_1} |e(\bar{\lambda})| \). In Figure 1, we report the error \( |e(\bar{\lambda})| \), \( \bar{\lambda} \in [2, 10^7] \), when the fractional power is set to \( s = 0.75 \) and for the sinc quadrature spacing \( k = 0.6 \). We observe that the error decays as the eigenvalue increases. Therefore, \( \max_{\lambda \geq 2} |e(\lambda)| = |e(2)| \) and the sinc quadrature error is independent of the largest eigenvalue \( \lambda \).

Figure 1. Log-log plot of sinc approximation error \( |e(\bar{\lambda})| \) for \( \bar{\lambda} \in [2, 10^7] \).

6. MEAN SQUARE NORM ERROR ESTIMATE

In this section, we provide an error bound between the mean square norm of the exact solution \( \tilde{u} \) and that of its finite element approximation \( U_k \). The main result is the following theorem.

**Theorem 6.1** (convergence in the mean square norm). Assume that \( \frac{n-1}{4} < s < 1 \). Let \( \tilde{u} \) be the solution to (16) and let \( U_k \) be the approximation defined by (60). Then there holds

\[
\|\tilde{u}\|_{L^2(\Omega;L^2(\gamma))}^2 - \|U_k\|_{L^2(\Omega;L^2(\Gamma))}^2 \lesssim \log(h^{-1})^3h^{4s-(n-1)} + C(h)h^2 + e^{-\pi^2/k},
\]

where \( C(h) \) is the constant that appears in Lemma 4.4.

**Proof.** Using the triangle inequality, we split the target error with the following five error terms

\[
\|\tilde{u}\|_{L^2(\Omega;L^2(\gamma))}^2 - \|U_k\|_{L^2(\Omega;L^2(\Gamma))}^2 \leq \sum_{i=1}^5 E_i,
\]

\footnote{We note that the monotonicity of the error \( |e(\bar{\lambda})| \) depends on the choice of \( M \) and \( N \) with respect to \( k \). Here our simulation is based on the balanced scheme (58).}
where, thanks to (65), we have

\[ E_1 := \left\| \overline{u} \right\|^2_{L^2(\Omega; L^2(\gamma))} - \left\| \overline{u}_k \right\|^2_{L^2(\Omega; L^2(\gamma))} = \left| \sum_{j=1}^{\infty} (\bar{\lambda}_j - 2s - Q_{-s}(\bar{\lambda}_j))^2 \right|, \]

\[ E_2 := \sum_{j=N+1}^{\infty} Q_{-s}(\bar{\lambda}_j)^2, \]

\[ E_3 := \left| \sum_{j=1}^{N} (Q_{-s}(\bar{\lambda}_j)^2 - Q_{-s}(\bar{\lambda}^2))^2 \right|, \]

\[ E_4 := \left\| Q_{-s}(L_T^\ast \overline{W}^\Phi)^2_{L^2(\Omega; L^2(\gamma))} - \left\| Q_{-s}(L_T^\ast (\sigma P \overline{W}^\Phi))^2_{L^2(\Omega; L^2(\Gamma))} \right\| \right|, \]

\[ E_5 := \left\| Q_{-s}(L_T^\ast (\sigma P \overline{W}^\Phi))^2_{L^2(\Omega; L^2(\Gamma))} - \left\| U_k^2_{L^2(\Omega; L^2(\Gamma))} \right\| \right|. \]

Note that (64) guarantees that \( E_5 = 0 \) so we only need to estimate each error \( E_i, i = 1, \ldots, 4 \).

For \( E_1 \), the sinc quadrature error formula (67) together with (58) directly implies that for \( r = n - 1 + s \) we have

\[ |\bar{\lambda}_j - 2s - Q_{-s}(\bar{\lambda}_j)| \lesssim |e(\bar{\lambda}^\ast)\bar{\lambda}_j^{-r/2} \lesssim e^{-\pi^2/k \bar{\lambda}_j^{-r/2}} \]

so that

\[ |\bar{\lambda}_j^{-2s} - Q_{-s}(\bar{\lambda}_j)| \lesssim e^{-\pi^2/k \bar{\lambda}_j^{-r/2}}(\bar{\lambda}_j^{-s} + Q_{-s}(\bar{\lambda}_j)) \lesssim e^{-\pi^2/k \bar{\lambda}_j^{-r}}, \]

where we used

\[ Q_{-s}(\bar{\lambda}_j) \lesssim \frac{1}{s - r/2} \bar{\lambda}_j^{-r/2} \tag{73} \]

with \( r = n - 1 + s \) to justify the last inequality. Consequently, we find that

\[ E_1 \lesssim e^{-\pi^2/k} \sum_{j=1}^{\infty} \bar{\lambda}_j^{-r} \lesssim e^{-\pi^2/k} \| \overline{u} \|^2_{L^2(\Omega; H^{-r}(\gamma))} \lesssim e^{-\pi^2/k}. \]

We invoke again the stability of the sinc quadrature (73) with \( r = 2s - \epsilon \) with \( \epsilon = (2s - (n - 1)/2)/\ln(h^{-1}) \) together with Weyl’s law (26) to estimate \( E_2 \)

\[ E_2 \lesssim e^{-2} \sum_{j=N+1}^{\infty} \bar{\lambda}_j^{-(2s-\epsilon)} \lesssim \sum_{j=N+1}^{\infty} \epsilon^{-2} (2s-\epsilon)/(n-1) \lesssim e^{-3} N^{1-(4s-2\epsilon)/(n-1)} \lesssim (\log(h^{-1}))^3 h^{4s-(n-1)}. \]
For $E_3$, the stability of the sinc quadrature (73) along with the error estimates on the approximation of the eigenvalues (Lemma 4.1) yield
\[
Q_k^{-s} (\tilde{\lambda}_j - \Lambda_j) = \frac{k \sin(\pi s)}{\pi} \sum_{l=-\infty}^{\infty} e^{i(1-s) y_0} \left( \frac{1}{e^{y_0} + \lambda_j} - \frac{1}{e^{y_0} + \Lambda_j} \right) \\
= \frac{k \sin(\pi s)}{\pi} \sum_{l=-\infty}^{\infty} e^{i(1-s) y_0} \frac{\Lambda_j - \lambda_j}{(e^{y_0} + \lambda_j)(e^{y_0} + \Lambda_j)} \\
\leq \frac{\Lambda_j - \lambda_j}{\Lambda_j} \left( \frac{k \sin(\pi s)}{\pi} \sum_{l=-\infty}^{\infty} e^{i(1-s) y_0} \frac{1}{e^{y_0} + \lambda_j} \right) \\
= \frac{\Lambda_j - \lambda_j}{\Lambda_j} Q_k^{-s} (\tilde{\lambda}_j) \lesssim e^{-1} \lambda_j^{1-s+\epsilon/2} h^2.
\]
Here again $\epsilon = (2s - (n - 1)/2) / \ln(h^{-1})$. Since $\kappa^2 \leq \lambda_j \leq \Lambda_j$ thanks to Lemma 4.1, we deduce that
\[
E_3 \lesssim \sum_{j=1}^{N} |Q_k^{-s} (\tilde{\lambda}_j - \Lambda_j)| |Q_k^{-s} (\tilde{\lambda}_j) + Q_k^{-s} (\Lambda_j)| \\
\lesssim \sum_{j=1}^{N} |Q_k^{-s} (\tilde{\lambda}_j) - Q_k^{-s} (\Lambda_j)| |e^{-1} \lambda_j^{1-s+\epsilon/2} \lesssim e^{-2} h^2 \sum_{j=1}^{N} \lambda_j^{1-2s+\epsilon} \\
\lesssim e^{-2} h^2 \sum_{j=1}^{N} j^{(2-4s+2\epsilon)/(n-1)} \lesssim e^{-2} h^2 N^{1+(2-4s+2\epsilon)/(n-1)} \lesssim (\log(h^{-1}))^2 h^{4s-(n-1)}.
\]
We now focus on $E_4$. Using the triangle inequality and Lemma 4.4 as well as Remark 5.2, we have
\[
E_4 \leq \|Q_k^{-s}(\tilde{\lambda}) W^\Psi\|_{L^2(\Omega; L^2(\gamma))}^2 - \|PQ_k^{-s}(\tilde{\lambda}) W^\Psi\|_{L^2(\Omega; L^2(\Gamma))}^2 \\
+ \left| \|PQ_k^{-s}(\tilde{\lambda}) W^\Psi\|_{L^2(\Omega; L^2(\gamma))}^2 - \|Q_k^{-s}(\lambda) W^\Psi\|_{L^2(\Omega; L^2(\Gamma))}^2 \right| \\
\lesssim \|1 - \sigma\|_{L^\infty(\Gamma)} \|Q_k^{-s}(\tilde{\lambda}) W^\Psi\|_{L^2(\Omega; L^2(\gamma))}^2 + C(h) h^2,
\]
where $C(h)$ is as in Lemma 4.4 and where for the second term on the right hand side we used (71) and (72). The geometric consistency (42) together with the stability estimate (72) imply
\[
E_4 \lesssim h^2 + C(h) h^2 \lesssim C(h) h^2.
\]
The proof is complete by combing the estimates for $E_i$ with $i = 1, \ldots, 5$. \qed

**Remark 6.1.** We note that for two dimensional surfaces ($n = 2$), the rate of convergence is limited to $O(h^2)$ even when $s > \frac{3}{2}$. This $O(h^2)$ limitation is due to the geometric approximation of the area $\|1 - \sigma\|_{L^\infty(\Gamma)}$ to derive the estimate for $E_4$ in the proof of Theorem 6.3. We anticipate that the optimal order of convergence $O(h^{4s-(n-1)})$ can be obtained upon using higher order surface approximations. In fact, when $\gamma$ is of class $C^{p+1}$ and polynomial of degree $p$ are used to define the approximation $\Gamma$ of $\gamma$, one has $\|1 - \sigma\|_{L^\infty(\Gamma)} \lesssim h^{p+1}$ (see e.g. [28]).
7. Numerical Illustration

In this section, we perform several numerical experiments to illustrate the proposed numerical method. In particular, we compute the strong and mean square norm errors as well as illustrate the effect of the parameters $s$ and $\kappa$ by plotting one realization of the approximated random field $U_k$ and by evaluating the covariance $\text{cov}_{U_k}(x, x')$ at some points $x, x' \in \Gamma$. Recall that $U_k$ is a linear combination of the $\{U_l\}_{l=-M}^M$, see (62), and that a realization $U_l(\cdot, \omega) \in V(\mathcal{T})$ of $U_l$ is obtained by solving the linear system (62) for a realization $z(\omega) \sim N(0, I_{N \times N})$.

For the numerical error analysis, we focus on the error due to the finite element discretization. Therefore, from now on, we set $k = 0, 6$ for the quadrature spacing and choose $N$ and $M$ according to (58), thus yielding (up to a multiplicative constant) a sinc quadrature error of order $e^{-\pi^2/k} \approx 7.1803 \cdot 10^{-8}$. The numerical implementation is based on the deal.ii library [3] and the visualization is done with ParaView [4].

7.1. Gaussian Matérn Random Field on the Unit Sphere. In this first example, we let $\gamma = S^2$ be the sphere in $\mathbb{R}^3$ parametrized using the spherical coordinates $(\theta, \varphi) \in [0, \pi] \times [0, 2\pi)$, where $\theta$ and $\varphi$ are the elevation angle (latitude) and azimuth angle (longitude), respectively. Using the spherical harmonic functions, see for instance [52, 44, 40], the formal KL expansion (25) of the white noise can be written

$$
\tilde{\omega}(x, \omega) = \sum_{l=0}^{\infty} \left[ \xi_{l,0}^1(\omega)q_{l,0}(\theta) + \sqrt{2} \sum_{m=1}^{l} q_{l,m}(\theta) \left( \xi_{l,m}^1(\omega) \cos(m\varphi) + \xi_{l,m}^2(\omega) \sin(m\varphi) \right) \right],
$$

and the solution to the SPDE (16) reads

$$
\tilde{u}(x, \omega) = \sum_{l=0}^{\infty} \left[ (\kappa^2 + l(l+1))^{-s} \xi_{l,0}^1(\omega)q_{l,0}(\theta) + \sqrt{2} \sum_{m=1}^{l} q_{l,m}(\theta) \left( \xi_{l,m}^1(\omega) \cos(m\varphi) + \xi_{l,m}^2(\omega) \sin(m\varphi) \right) \right],
$$

where the $\kappa^2 + l(l+1)$ are the eigenvalues of the operator $L$ (multiplicity $2l + 1$). Here

$$
\xi_{l,m}^{i,d} \sim \mathcal{N}(0, 1), \quad l \in \mathbb{N}_0 := \mathbb{N} \cup \{0\}, \quad m = 0, \ldots, l, \quad i = 1, 2,
$$

and $\mathbf{x} = (\sin(\theta) \cos(\varphi), \sin(\theta) \sin(\varphi), \cos(\theta)) \in \gamma$. Moreover, for $l \in \mathbb{N}_0$ and $m = 0, \ldots, l,$

$$
q_{l,m}(\theta) := \sqrt{\frac{2l+1}{4\pi}} \frac{(l-m)!}{(l+m)!} P_{l,m}(\cos(\theta))
$$

with $P_{l,m}(\mu)$ the Legendre functions

$$
P_{l,m}(\mu) := (-1)^m (1 - \mu^2)^{\frac{m}{2}} \frac{\partial^m}{\partial \mu^m} P_l(\mu), \quad \mu \in [-1, 1],
$$
Moreover, we need to have comparable samples for the (truncated) exact solution given in (53), and thus the computation of the strong error, since $\tilde{u}$ in (75) satisfies

$$
\|\tilde{u}\|^2_{L^2(\Omega;L^2(\gamma))} = \sum_{l=0}^{\infty} (\kappa^2 + l(l + 1))^{-2s}(2l + 1),
$$

(76)

7.1.1. Strong and Mean Square Norm Errors. We first compute the strong and mean square norm errors given, respectively, by

$$
\|P\tilde{u} - U_k\|_{L^2(\Omega;L^2(\gamma))} \sim \|\tilde{u} - P^{-1}U_k\|_{L^2(\Omega;L^2(\gamma))}
$$

and

$$
\|\tilde{u}\|^2_{L^2(\Omega;L^2(\gamma))} - \|U_k\|^2_{L^2(\Omega;L^2(\gamma))},
$$

where $U_k$ is the approximation given in (60). However, these quantities cannot be computed exactly in practice, and some approximations are required. First, we accurately compute the norm of $\tilde{u}$ (still denoted $\|\tilde{u}\|_{L^2(\Omega;L^2(\gamma))}$ below) using (76) but keeping the first 100000 terms. For the other terms, we use the vanilla Monte Carlo method with sample size $K$ to compute the expected values. Now for the strong error, since $\tilde{u}$ involves an infinite sum, we replace it by $\tilde{u}_l = L^{-z}\tilde{u}_l$, where $\tilde{u}_l$ and $\tilde{u}_l$ are defined as in (74) and (75), respectively, but with the index $l$ running from 0 to some positive integer $L$. Then we have

$$
\|\tilde{u}_l\|^2_{L^2(\Omega;L^2(\gamma))} = \sum_{l=0}^{L} (\kappa^2 + l(l + 1))^{-2s}(2l + 1)
$$

(77)

and

$$
\|\tilde{u}_l\|^2_{L^2(\Omega;L^2(\gamma))} = \sum_{l=0}^{L} (2l + 1) = (L + 1)^2,
$$

(78)

and we refer to [44] for an analysis of the truncation error $\|\tilde{u} - \tilde{u}_l\|_{L^2(\Omega;L^2(\gamma))}$. Moreover, we need to have comparable samples for the (truncated) exact solution $\tilde{u}_l$ and the approximation $U_k$. This would require the computation of $\alpha$ with entries given in (53), and thus the computation of the $L^2(\gamma)$ projection of the eigenfunctions onto the conforming finite element space $\mathcal{V}(T)$. In particular, we cannot use the strategy described in Section 4.4, namely replace $\alpha$ by $Gz$ with $z \sim \mathcal{N}(0, I_{N\times N})$ and $GG^T = M$. As an alternative, we follow [13] and replace $U_k$ by $U_{L,k}$ obtained by using the data vector with entries $(\sigma P\tilde{u}_l, \Phi_i)^T$, $i = 1, \ldots, N$. To sum up, we report below the errors

$$
e_{\text{strong}} := \left( \frac{1}{K} \sum_{i=1}^{K} \|P\tilde{u}_l(\cdot, \omega_i) - U_{L,k}(\cdot, \omega_i)\|_{L^2(\gamma)}^2 \right)^{\frac{1}{2}}
$$

and

$$
e_{\text{weak}} := \left( \frac{1}{K} \sum_{i=1}^{K} \|\tilde{u}_l(\cdot, \omega_i) - U_{k}(\cdot, \omega_i)\|_{L^2(\gamma)}^2 \right)^{\frac{1}{2}}.
$$
as well as $e_{\sigma} := \| 1 - \sigma \|_{L^\infty(\Gamma)}$, for different meshes and different values of the parameters $s$ and $\kappa$. Recall that according to Theorems 5.2 and 6.1 the theoretical convergence rate is $2s - 1$ for the strong error (up to a logarithm term) and $4s - 2$ for the mean square error. In Table 1 we report the strong error $e_{\text{strong}}$ for $L = 100$ and $K = 10000$. In all cases we observe approximately the convergence rate $O(h^2)$ predicted by Theorem 4.2 in [18] for smooth right-hand sides (in physical space), see also Proposition 4.2 in [40]. In passing, we mention that numerical instabilities may arise when $L$ is large because of large values assumed by the Legendre functions $P_{l,m}$ (for instance $P_{100,98}(0) = -1.675 \cdot 10^{184}$ and $P_{100,100}(0) = 6.666 \cdot 10^{186}$). However, we do not clearly observe such instability, see Figure 2.

| $s = 0.75$ | $s = 0.9$ |
|---|---|
| $\kappa = 0.5$ | $\kappa = 0.5$ |
| $\kappa = 2$ | $\kappa = 2$ |
| $\kappa = 8$ | $\kappa = 8$ |
| $N$ | $h$ | $e_{\sigma}$ | $\| U_k \|_{L^2(\Omega; L^2(\Gamma))}$ |
| 8 | 1.633 | 2.000 | 65.488 | 11.199 | 1.913 | 79.794 | 8.672 | 1.024 |
| 26 | 1.000 | 0.3032 | 23.258 | 5.418 | 1.294 | 27.780 | 4.007 | 0.677 |
| 98 | 0.541 | 0.0778 | 11.367 | 3.078 | 0.976 | 13.040 | 2.191 | 0.489 |
| 386 | 0.276 | 0.0194 | 4.550 | 1.334 | 0.532 | 5.328 | 0.916 | 0.247 |
| 1538 | 0.139 | 0.0048 | 0.244 | 0.202 | 0.192 | 0.180 | 0.070 | 0.061 |
| 6146 | 0.070 | 0.0012 | 0.097 | 0.097 | 0.095 | 0.029 | 0.028 | 0.028 |

Table 1. Error $e_{\text{strong}}$ using $K = 10000$ Monte Carlo samples and $L = 100$ for the truncation of the white noise.

Regarding the mean square error $e_{\text{weak}}$, we report its value along with $\| U_k \|_{L^2(\Omega; L^2(\Gamma))}$ for different fractional powers $s$ and the cases $\kappa = 2$ and $\kappa = 8$ in Tables 2 and 3 respectively. These tables are supplemented with Figure 3 to better comprehend the evolution of the mean square error as the meshsize varies. We observe that the convergence rates observed numerically match the predictions from Theorem 6.1 when the finite element error is dominant, namely when $s$ is small (i.e. the solution is not smooth) or when $\kappa$ is large (i.e. the correlation length is small). In the other cases, other sources of error like the Monte Carlo and the sinc quadrature errors affect the convergence with respect to $h$. 

Figure 2. Errors $e_{\text{strong}}$ for $\kappa = 0.5$ and different values of the truncation parameter $L$ using $K = 10000$ Monte Carlo samples.
### 7.1.2. Effect of the Parameters $s$ and $\kappa$

The fractional power $s$ determines the regularity of the random field. To illustrate this, we give on Figure 3 one realization of $U_k$ for $s = 0.55, 0.75, 0.95$ using $N = 1538$ DoFs ($h = 0.1391$). For the color map, blue indicates negative values while red indicates positive values, the range of values being $[-2.2614, 1.7720]$ for $s = 0.55$, $[-1.1898, 0.6849]$ for $s = 0.75$, and $[-0.8278, 0.2587]$ for $s = 0.95$. 

| $N$ | $h$ | $\|U_k\|^2$ | $\epsilon_{\text{weak}}$ | $\|U_k\|^2$ | $\epsilon_{\text{weak}}$ | $\|U_k\|^2$ | $\epsilon_{\text{weak}}$ |
|-----|-----|-------------|-----------------|-------------|-----------------|-------------|-----------------|
| 98  | 0.542 | 1.4399     | 0.7554         | 0.3738     | 0.625           | 1.4391     | 0.7554         |
| 386 | 0.276 | 1.8060     | 0.8751         | 0.4103     | 0.75            | 1.0729     | 0.5050         |
| 1538| 0.139 | 2.0978     | 0.9461         | 0.4248     | 0.9             | 0.7812     | 0.4336         |
| 6146| 0.070 | 2.3210     | 0.9903         | 0.4336     | 0.953           | 0.5579     | 0.44277        |
| 24578| 0.035| 2.4761     | 1.0087         | 0.4339     | 0.955           | 0.4028     | 0.4428         |

**Table 2.** Mean square error $\epsilon_{\text{weak}}$ using $K = 1000$ when $\kappa = 2$, in which case $\|\tilde{u}\|_{L^2(\Omega; L^2(\gamma))}^2$ is equal to 2.87891 for $s = 0.625$, 1.04528 for $s = 0.75$, and 0.44277 for $s = 0.9$. 

| $N$ | $h$ | $\|U_k\|^2$ | $\epsilon_{\text{weak}}$ | $\|U_k\|^2$ | $\epsilon_{\text{weak}}$ | $\|U_k\|^2$ | $\epsilon_{\text{weak}}$ |
|-----|-----|-------------|-----------------|-------------|-----------------|-------------|-----------------|
| 98  | 0.542 | 0.2605     | 0.0813         | 0.0203     | 0.625           | 1.1429     | 0.0203         |
| 386 | 0.276 | 0.4684     | 0.1329         | 0.0303     | 0.75            | 0.9351     | 0.0303         |
| 1538| 0.139 | 0.6859     | 0.1774         | 0.0375     | 0.9             | 0.7175     | 0.0375         |
| 6146| 0.070 | 0.8741     | 0.2083         | 0.0415     | 0.953           | 0.5293     | 0.0415         |
| 24578| 0.035| 1.0250     | 0.2278         | 0.0435     | 0.955           | 0.3784     | 0.0435         |

**Table 3.** Mean square error $\epsilon_{\text{weak}}$ using $K = 1000$ when $\kappa = 8$, in which case $\|\tilde{u}\|_{L^2(\Omega; L^2(\gamma))}^2$ is equal to 1.40341 for $s = 0.625$, 0.25063 for $s = 0.75$, and 0.04506 for $s = 0.9$. 

---

**Figure 3.** Errors $\epsilon_{\text{weak}}$ for $\kappa = 2$ (left) and $\kappa = 8$ (right) using $K = 1000$ Monte Carlo samples. The dashed lines indicate the behavior predicted by Theorem 6.1.
To see the influence of the parameter $\kappa$, which is inversely proportional to the correlation length, we compute the approximated covariance at different points, namely

$$cov_{U_k}(x, x') := \frac{1}{K-1} \sum_{i=1}^{K} (U_k(x, \omega_i) - \bar{U}_k(x)) (U_k(x', \omega_i) - \bar{U}_k(x')) ,$$  \hspace{1cm} (79)

where

$$\bar{U}_k(x) := \frac{1}{K} \sum_{i=1}^{M} U_k(x, \omega_i).$$

We take $K = 10000$ for both the approximation of the mean field $\bar{U}_k$ and the covariance function $cov_{U_k}$, but using two different sets of samples, and we take $N = 1538$ DoFs ($\bar{h} = 0.139$). The results are reported in Table 4. We observe numerically that the smaller $\kappa$ the larger the covariance, and that the evaluation of $cov_{U_k}$ at pairs of points with the same (geodesic) distance yields comparable values.

| $s$ | $\kappa = 0.5$ | $\kappa = 2$ | $\kappa = 0.5$ | $\kappa = 2$ |
|-----|----------------|----------------|----------------|----------------|
| $(x_1, x_2)$ | 0.623685 | 0.005944 | 0.951398 | 0.004374 |
| $(x_1, x_3)$ | 0.577621 | 0.001588 | 0.909999 | 0.000980 |
| $(x_2, x_3)$ | 0.617366 | 0.004903 | 0.945554 | 0.003722 |

Table 4. Covariance function defined in (79) evaluated at the following points: the South Pole $x_1 = (0, 0, -1)$, the point $x_2 = (0, 1, 0)$ which lies on the Equator, and the North Pole $x_3 = (0, 0, 1)$.

### 7.2. Gaussian Matérn Random Field on a Torus.

Here the surface $\gamma$ is a torus with parametrization

$$ (x, y, z) = ((R + r \cos(\theta)) \cos(\phi), r \sin(\theta), (R + r \cos(\theta)) \sin(\phi)) $$

for $\theta, \phi \in [0, 2\pi)$. In what follows, we set $r = 0.5$ and $R = 2$. One realization for the case $\kappa = 0.5$ is given on Figure 5 for $s = 0.55, 0.75, 0.95$ using $N = 5120$
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(\(h = 0.1386\)). As above, blue indicates negative values while red stands for positive values, the range of values being in this case \([-2.6314, 3.0553]\) for \(s = 0.55\), \([-1.5083, 1.5491]\) for \(s = 0.75\), and \([-1.2159, 0.7646]\) for \(s = 0.95\).

\[\text{Figure 5. Numerical solution to Problem (16) on the torus defined in (80) when } \kappa = 0.5 \text{ and } s = 0.55 \text{ (left), } s = 0.75 \text{ (middle), and } s = 0.95 \text{ (right).}\]

As for the sphere, we evaluate the covariance function \(\text{cov}_{U_k}\) at different points and for different values of the parameters \(s\) and \(\kappa\), see Table 4 for the results obtained when \(N = 1280\) (\(h = 0.2757\)). As above, we observe that the covariance is inversely proportional to \(\kappa\) and the inverse of the geodesic distance between the two points.

\[\begin{array}{c|c|c|c|c|c}
\kappa & s = 0.75 & s = 0.9 \\
\hline
0.5 & 0.377470 & 0.505575 & 0.505575 & 0.010112 \\
2 & 0.360484 & 0.497597 & 0.497597 & 0.005097 \\
2 & 0.401743 & 0.529588 & 0.529588 & 0.011722 \\
\end{array}\]

As above, we evaluate the covariance function \(\text{cov}_{U_k}\) at different points and for different values of the parameters \(s\) and \(\kappa\), see Table 4 for the results obtained when \(N = 1280\) (\(h = 0.2757\)). As above, we observe that the covariance is inversely proportional to \(\kappa\) and the inverse of the geodesic distance between the two points.

\[\text{Table 5. Covariance function defined in (79) evaluated at the following points: } x_1 = (1.5, 0, 0), x_2 = (2, 0.5, 0), \text{ and } x_3 = (2.5, 0, 0) \text{ which correspond to the cases } \phi = 0 \text{ and } \theta = \pi, 0, \pi/2 \text{, respectively.}\]

**APPENDIX A. PROOF OF LEMMA 1.4**

We follow the argument from Section 4 of [18]. Note that from the definition of \(Q_k^{-s}\), we have

\[P Q_k^{-s}(\tilde{L}_\tau) \tilde{W}^\psi - Q_k^{-s}(L_\tau)(\sigma P \tilde{W}^\psi) = \frac{k \sin(\pi s)}{\pi} \sum_{l=-\kappa}^{\kappa} e^{(1-s)\mu} \mathcal{E}_l \tilde{W}^\psi\]

where \(\mathcal{E}_l : \mathcal{V}(\mathcal{T}) \to \mathcal{V}(\mathcal{T})\) is given by

\[\mathcal{E}_l := P(\mu I + \tilde{L}_\tau)^{-1} - (\mu I + L_\tau)^{-1}(\sigma P)\]

\[\text{where } \mathcal{E}_l : \mathcal{V}(\mathcal{T}) \to \mathcal{V}(\mathcal{T}) \text{ is given by}\]

\[\mathcal{E}_l := P(\mu I + \tilde{L}_\tau)^{-1} - (\mu I + L_\tau)^{-1}(\sigma P)\]
with \( \mu_i := e^{\gamma_i} \) and \( y_i \) are the sinc quadrature points; see \[16\]. The decomposition of the operator \( E_l \)

\[
E_l = (\mu_l I + L_T)^{-1}[(\mu_l I + L_T)P - \sigma P(\mu_l I + L_T)](\mu_l I + L_T)^{-1} \\
= L_T(\mu_l I + L_T)^{-1}(P\tilde{T}_T - T_T\sigma P)\tilde{L}_T(\mu_l I + L_T)^{-1} \\
\mu_l(\mu_l I + L_T)^{-1}(1 - \sigma)P(\mu_l I + L_T)^{-1} \\
=: \mathcal{E}_l^1 + \mathcal{E}_l^2.
\]

is instrumental in the error analysis below.

The next result recall estimate for some terms in the above decomposition. We refer to Lemma 4.5 in \[13\] for more details.

**Lemma A.1.** Let \( p \in [-1, 1] \) and \( q \in \mathbb{R} \) be such that \( p + q \in [0, 2] \). Then for any \( \mu > 0 \) and any \( \tilde{F} \in \mathcal{V}(T) \) there holds

\[
\|\tilde{L}_T(\mu I + \tilde{L}_T)^{-1}\tilde{F}\|_{H^{-p}(\gamma)} \lesssim \mu^{-(p+q)/2}\|\tilde{L}_T^{3/2}\tilde{F}\|_{L^2(\gamma)}.
\]

Moreover, for any \( F \in \mathcal{V}(T) \) we have

\[
\|L_T(\mu I + L_T)^{-1}F\|_{L^2(\Gamma)} \lesssim \mu^{-1/2}\|F\|_{H^1(\Gamma)}
\]

and

\[
\|\mu I + L_T)^{-1}F\|_{L^2(\Gamma)} \lesssim \mu^{-1}\|F\|_{L^2(\Gamma)}.
\]

We also note that the arguments leading to \[81\] but using expansions based on the discrete eigenpairs imply that if \( r \in ((n-1)/2, 2s) \) and \( \mu > 0 \) we have

\[
\|(\mu I + L_T)^{-1}F\|_{L^2(\gamma)} \lesssim \|\tilde{L}_T^{-r/2}\tilde{F}\|_{L^2(\gamma)} \begin{cases} 1, & \text{when } \mu \leq 1, \\ \mu^{s-1}, & \text{when } \mu > 1. \end{cases}
\]

for any \( \tilde{F} \in \mathcal{V}(T) \).

To prove Lemma 4.4, it suffices to show that

\[
S_i := k \sum_{l=-N}^{N} \mu_i^{1-s}\|\tilde{e}_l^i\tilde{W}^\psi\|_{L^2(\Omega; L^2(\gamma))} \leq C(h)h^2, \quad i = 1, 2.
\]

(86)

which we do now by estimating each term separately.

We start with \( S_2 \) and let \( r \in (\frac{n-1}{2}, 2s) \). Thanks to \[81\], the geometric error \[42\], and \[85\], we obtain

\[
S_2 \lesssim h^2\|\tilde{L}_T^{-r/2}\tilde{W}^\psi\|_{L^2(\Omega; L^2(\gamma))} \left( \sum_{\mu_i \leq 1} k\mu_i^{1-s} + \sum_{\mu_i > 1} k\mu_i^{-s+r/2} \right),
\]

The estimate of \( \|\tilde{L}_T^{-r/2}\tilde{W}^\psi\|_{L^2(\Omega; L^2(\gamma))} \) provided by Lemma 4.2 in conjunction with \( -s + r/2 < 0 \), yield

\[
S_2 \lesssim h^2\|\tilde{L}_T^{-r/2}\tilde{W}^\psi\|_{L^2(\Omega; L^2(\gamma))} \lesssim h^2,
\]

which is the desired estimate in disguised (with \( C(h) \lesssim 1 \)).

For \( S_1 \), we first estimate the discrepancy between \( \tilde{U}_T := \tilde{T}_T\tilde{F} \) and \( U_T := T_T\sigma P\tilde{F} \) for any \( \tilde{F} \in \mathcal{V}(T) \). By definition, see \[16\], \( U_T \) satisfies

\[
A_T(U_T, V) = \int_{\Gamma} \sigma P\tilde{F}V
\]
for any $V \in \mathcal{V}(\mathcal{T})$. In turn, the change of variable formula (11) together with the definition of $\bar{U}_T$ imply

$$A_T(U_T, V) = \int_\gamma \bar{F}(P^{-1}V) = a_\gamma(\bar{U}_T, P^{-1}V)$$

upon realizing that $P^{-1}V \in \bar{V}(\mathcal{T})$. Consequently, we find that

$$\kappa^2 \int_\Gamma (P \bar{U}_T - U_T)V + \int_\Gamma \nabla_T(P \bar{U}_T - U_T) \cdot \nabla TV = A_T(P \bar{U}_T, V) - a_\gamma(\bar{U}_T, P^{-1}V)$$

$$= \kappa^2 \int_\gamma (P^{-1} - 1) \bar{U}_T(P^{-1}V) + \int_\gamma \bar{V}, \bar{U}_T \cdot \bar{E} \nabla \gamma(P^{-1}V),$$

where the error matrix $\bar{E}$ satisfies $\|\bar{E}\|_{L^\infty(\gamma)} \lesssim h^2$ (see e.g. [17, Corollary 33]). We now set $V = P \bar{U}_T - U_T$ so that with Cauchy-Schwarz inequality and the geometric consistency (12), we get

$$\|(P \bar{T}_T - T_T \sigma P) \bar{F}\|_{H^1(\Gamma)} = \|P \bar{U}_T - U_T\|_{H^1(\Gamma)} \lesssim h^2 \|\bar{U}_T\|_{H^1(\gamma)} \lesssim h^2 \|\bar{F}\|_{H^{-1}(\gamma)}, \quad (87)$$

We next estimate $\|\mathcal{E}^{1}_i \bar{W}_\gamma\|_{L^2(\Omega; L^2(\gamma))}$ distinguishing two cases.

1. If $\mu_1 > 1$, we apply successively (83), (87) and (82) (with $p = 1$ and $q = -\min\{1, r\}$) to get

$$\|\mathcal{E}^{1}_i \bar{W}_\gamma\|_{L^2(\Omega; L^2(\gamma))} \lesssim \mu_1^{\min\left\{-1, \frac{r}{2} - 1\right\}} h^2 \|\bar{L}_T^{q/2} \bar{W}_\gamma\|_{L^2(\Omega; L^2(\gamma))} \lesssim \mu_1 r h^2 \|\bar{L}_T^{q/2} \bar{W}_\gamma\|_{L^2(\Omega; L^2(\gamma))},$$

where we used that $\mu_1^{-1/2} \leq \mu_1^{r/2 - 1}$ if $r > 1$.

2. If $0 < \mu_1 \leq 1$, we set again $q = -\min\{1, r\}$. Using to the relation $L_T(\mu_1 I + L_T)^{-1} = I - \mu_1(\mu_1 I + L_T)^{-1}$ and (84) we have

$$\|L_T(\mu_1 I + L_T)^{-1} F\|_{L^2(\Gamma)} \leq \|F\|_{L^2(\gamma)} + \mu_1 \|L_T(\mu_1 I + L_T)^{-1} F\|_{L^2(\gamma)} \lesssim \|F\|_{L^2(\gamma)}.$$

Moreover, (87) implies that

$$\|(P \bar{T}_T - T_T \sigma P) \bar{F}\|_{H^1(\Gamma)} \lesssim h^2 \|\bar{F}\|_{H^s(\gamma)},$$

while (82) with $p = -q$ reads

$$\|\bar{L}_T(\mu_1 I + \bar{L}_T)^{-1} \bar{F}\|_{H^s(\gamma)} \lesssim \|\bar{L}_T^{q/2} \bar{F}\|_{L^2(\gamma)}.$$

Gathering the above three estimates yields

$$\|\mathcal{E}^{1}_i \bar{W}_\gamma\|_{L^2(\Omega; L^2(\gamma))} \lesssim h^2 \|\bar{L}_T^{q/2} \bar{W}_\gamma\|_{L^2(\Omega; L^2(\gamma))},$$

and as a consequence

$$S_1 \lesssim h^2 \|\bar{L}_T^{q/2} \bar{W}_\gamma\|_{L^2(\Omega; L^2(\gamma))} \left( \sum_{\mu_i \leq 1} k\mu_i^{1-s} + \sum_{\mu_i > 1} k\mu_i^{-s+r/2} \right) \lesssim h^2 \|\bar{L}_T^{q/2} \bar{W}_\gamma\|_{L^2(\Omega; L^2(\gamma))}.$$
Recall that $q = -\min(1, r)$ and so we now argue depending on whether $r \leq 1$ (which can only happen when $n = 2$) and $r > 1$. When $r \leq 1$, we have $q = -r$ and thus $S_1 \lesssim h^2$ by Lemma 4.2. For $r > 1$, i.e. $q = -1$, we write $r = 1 + \epsilon$ with $\epsilon \in (0, 2s - 1)$ and we invoke an inverse inequality to write
\[
S_1 \lesssim h^{2-\epsilon} \|\overline{L}_{\tau}^{-(1+\epsilon)/2} \tilde{W}^{\Psi} \|_{L^2(\Omega; L^2(\gamma))} \lesssim \frac{1 + \epsilon}{1 + \epsilon - (n-1)/2} h^{2-\epsilon},
\]
where we applied Lemma 4.2 for the second inequality. To conclude, we choose $\epsilon = (2s - 1)/\ln(h^{-1})$ yielding $S_1 \lesssim h^2$ for $n = 2$ and $S_1 \lesssim \ln(h^{-1}) h^2$ for $n = 3$. The proof is now complete.
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