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Abstract. In this note, we study the utility maximization problem on the terminal wealth under proportional transaction costs and bounded random endowment. In particular, we restrict ourselves to the numéraire-based model and work with utility functions only supporting $\mathbb{R}_+$. Under the assumption of existence of consistent price systems and natural regularity conditions, standard convex duality results are established. Precisely, we first enlarge the dual domain from the collection of martingale densities associated with consistent price systems to a set of finitely additive measures; then the dual formulation of the utility maximization problem can be regarded as an extension of [6] to the context under proportional transaction costs.

1. Introduction

Utility maximization under proportional transaction costs is a classical problem in Mathematical Finance. In general, this problem is investigated by two major approaches: dynamic programming and convex duality, where the latter will play a crucial role in this note. As a complete review of literature on this topic is too extensive, we only concentrate on those of immediate interest.

To our best knowledge, Cvitanić and Karatzas [5] are the first to apply convex duality to solve the utility maximization problem under proportional transaction costs. They considered a numéraire-based model within the Itô framework and the agent was assumed to liquidate his portfolio to the bond at the end of trading. In [5], the existence of primal solution is ensured only when the dual problem admits a suitable solution. In the same setting, Cvitanić and Wang [7] afterward provided duality results without appealing to such assumption on the dual solution. They achieved this by suitably enlarging the domain of the dual problem, as Kramkov and Schachermayer did in [13] for investigating a frictionless counterpart.

In parallel with the numéraire-based model, Kabanov [11] introduced a more general multicurrency model based on the concept of solvency cone. In this framework, Deelstra et al. gave dual formulation of the multivariate utility maximization in [10], when the market was associated with a continuous semimartingale of classical no-arbitrage features. Thereafter, a similar problem has been considered with random endowment in [2], in which liquidation is required. For more general market models beyond semimartingales, Campi and Owen [3] solved the utility maximization problem with transaction costs by convex duality under existence of consistence price systems (cf. [4]). In particular, duality results in [3] rely on the enlargement of the dual domain formed by consistent price systems to a set of finitely

Date: February 5, 2016.

Key words and phrases. Utility maximization, transaction costs, random endowment, convex duality.

*THE AUTHORS HAVE NO INTENTION OF SEEKING PUBLISHING OPPORTUNITIES FOR THIS NOTE, WHICH IS ORGANIZED ONLY FOR THE CONVENIENCE OF COMMUNICATION.
additive measures, which is based on the idea of [6, 12, 15]. Notice that this step is altered in
the proof of a similar problem in the numéraire-based context (cf. [8, 9]), where the abstract
theorem in [13] applies, which is owed to the \( L^0 \)-bipolar property between the dual domain
defined in terms of supermartingale deflators and the primal one.

The results in [3] has been subsequently generalized by Benedetti and Campi in [1] to the
case with bounded random endowment. In this note, we consider a similar problem as in [1] however for the numéraire-based model rather than the multi-currency one, i.e., we assume
that the market consists of one bond and one stock, and the investor has to liquidate all
his/her position in stock at the end of trading. We emphasize that essentially we goes no
further than Benedetti and Campi. Indeed, by applying the approach in [6], we merely
present how convex duality works for the problem under transaction costs with the simpler
numéraire-based model. Moreover, it is observed that every result in [6] has its extension
under transaction costs. We remark that only utility functions supporting the positive half-
plane are concerned in [1] as well as in this note. For the results on utility functions allowing
for negative wealth, we refer the reader to [14] (submission in preparation, draft available on
request).

The remainder of the article is organized as follows. In Section 2, we introduce the financial
market model with transaction costs. Moreover, the primal and dual problems are defined.
In particular, thanks to the crucial super-replication theorem proved in [17] (compare also
[4]), we could enlarge the collection of martingale densities corresponding to consistent price
systems to a set of finitely additive measures in a similar manner as in [6]. Then, we establish
the convex duality results as in [6] by characterizing the primal value function and the primal
optimizer with respect to the dual ones in Section 3.

2. FORMULATION OF THE PROBLEM

2.1. The financial model. We consider a model of a financial market which consists of two
assets, one bond and one stock. We work in discounted terms, i.e., the price of the bond \( B \)
is constant and normalized to \( B \equiv 1 \). We denote by \( S = (S_t)_{0 \leq t \leq T} \) the price process of the
stock, which is based on a filtered probability space \((\Omega, \mathcal{F}, (\mathcal{F}_t)_{0 \leq t \leq T}, \mathbb{P})\) satisfying the usual hypotheses of right continuity and saturatedness, where \( \mathcal{F}_0 \) is assumed to be trivial. Here, \( T \)
is a finite time horizon. Throughout the paper we make the following assumption:

**Assumption 2.1.** The process \( S = (S_t)_{0 \leq t \leq T} \) is adapted to \((\mathcal{F}_t)_{0 \leq t \leq T}, \) with càdlàg and strictly positive paths.

We introduce proportional transaction costs \( \lambda > 0 \) for the trading of the stock. The process
\((1 - \lambda)S_t, S_t)_{0 \leq t \leq T} \) models the bid and ask price of the stock \( S_t \), respectively, which means
that the agent has to pay a higher ask price \( S_t \) to buy stock shares but only receives a lower
bid price \((1 - \lambda)S_t \) when selling them. We assume \( \lambda < 1 \) for obvious economic reasons.

We also assume that the agent is endowed with initial wealth \( x > 0 \) and receives an ex-
genous endowment, whose cumulative process is denoted by \( e = (e_t)_{0 \leq t \leq T}, e_0 = 0 \), assumed bounded, adapted, with \( \rho := \|e_T\|_{\infty} < \infty \). We note that \( e_t \) can take negative values, inter-
preted as mandatory consumption. In our case, to solve an expected utility maximization
problem, only the final value \( e_T \) matters.

We model trading strategies by \( \mathbb{R}^2 \)-valued, predictable processes \( \varphi = (\varphi_t^0, \varphi_t^1)_{0 \leq t \leq T} \) of
finite variation, where \( \varphi_t^0 \) and \( \varphi_t^1 \) denote the holdings in units of the riskless and the risky
asset, respectively, after rebalancing the portfolio at time \( t \).

To establish our model, we adopt several definitions from [17] and [16].
As explained in [4, Remark 4.2], we can assume without loss of generality that trading strategies must begin and end with a cash position only. Note that the restriction on trading strategies \( \phi \) is a two dimensional strictly positive process for all \( 0 < s < t < T \), where the integrals are defined via

\[
\begin{align*}
\int_s^t S_u d\phi_u^{1\uparrow} &:= \int_s^t S_u d\phi_u^{1\uparrow} + \sum_{s < u \leq t} S_u - \Delta \phi_u^{1\uparrow} + \sum_{s \leq u < t} S_u \Delta + \phi_u^{1\uparrow}, \\
\int_s^t S_u d\phi_u^{1\downarrow} &:= \int_s^t S_u d\phi_u^{1\downarrow} + \sum_{s < u \leq t} S_u - \Delta \phi_u^{1\downarrow} + \sum_{s \leq u < t} S_u \Delta + \phi_u^{1\downarrow}.
\end{align*}
\]

The self-financing condition (2.1) states that purchases and sales of the risky asset are accounted for in the riskless position:

\[
\begin{align*}
\Delta \phi_t^0 &\leq -S_t \Delta \phi_t^{1\uparrow} + (1 - \lambda) S_t \Delta \phi_t^{1\downarrow}, \\
\Delta \phi_t^1 &\leq -S_t \Delta \phi_t^{1\uparrow} + (1 - \lambda) S_t \Delta \phi_t^{1\downarrow},
\end{align*}
\]

for \( 0 \leq t \leq T \).

**Definition 2.3.** A self-financing strategy \( \phi \) is **admissible**, if its liquidation value

\[
V_t^{\text{liq}}(\phi) := \phi_0^0 + (\phi_t^1)^+ (1 - \lambda) S_t - (\phi_t^1)^- S_t \geq -M, \quad \text{a.s.}
\]

for some \( M > 0 \), simultaneously for all \( t \in [0, T] \).

For \( x \in \mathbb{R} \), we denote by \( A_{\text{adm}}^\lambda(x) \) the set of all admissible self-financing trading strategies under transaction costs \( \lambda \) with \((\phi_0^0, \phi_0^1) = (x, 0) \) and \( \phi_T^1 = 0 \) and

\[
C^\lambda(x) := \left\{ V_t^{\text{liq}}(\phi) \bigg| \phi = (\phi_0^0, \phi_1^1) \in A_{\text{adm}}^\lambda(x) \right\}.
\]

As explained in [4, Remark 4.2], we can assume without loss of generality that \( \phi_T^1 = 0 \) and therefore

\[
C^\lambda(x) := \left\{ \phi_T^0 \bigg| \phi = (\phi_0^0, \phi_1^1) \in A_{\text{adm}}^\lambda(x) \right\}.
\]

Note that the restriction on trading strategies \( \phi_T^1 = 0 \) means that all stock shares are liquidated at time \( T \), i.e., a trading strategy must begin and end with a cash position only.

To ensure the optimization problem meaningful, the assumption of the absence of arbitrage, is required here too. We recall some useful results of the arbitrage theory in markets with transaction costs.

**Definition 2.4.** Fix \( 0 < \lambda < 1 \) and a price process \( S = (S_t)_{0 \leq t \leq T} \) as above. A \( \lambda \)-**consistent price system** is a two dimensional strictly positive process \( Z = (Z_0^0, Z_1^1)_{0 \leq t \leq T} \) with \( Z_0^1 = 1 \), that consists of a martingale \( Z_0^0 \) and a (local) martingale \( Z_1^1 \) under \( \mathbb{P} \) such that

\[
\tilde{S}_t := \frac{Z_1^1}{Z_0^1} \in [(1 - \lambda)S_t, S_t], \quad \text{a.s.}
\]

for \( 0 \leq t \leq T \).

We denote by \( \mathcal{Z}_c^\lambda(S) \) the set of \( \lambda \)-consistent price systems.
We say that $S$ satisfies $(\text{CPS}^\lambda)$, if there is a consistent price system for given transaction costs $\lambda \in (0, 1)$.

**Remark 2.5.** In the above definition, $Z^0$ defines a density process of an equivalent (local) martingale measure $Q \sim P$ for a price process $\tilde{S}$ evolving in the bid-ask spread $[(1 - \lambda)S, S]$, and $Z^1 = Z^0\tilde{S}$.

In the context with transaction costs, the consistent price system plays the same role as the equivalent local martingale measure in frictionless financial markets. To issue the important superreplication theorem, we have the following assumption throughout the paper:

**Assumption 2.6.** $S$ satisfies $(\text{CPS}^\mu)$ for all $\mu \in (0, 1)$.

**Theorem 2.7** (Superreplication theorem). Let $S$ satisfy Assumption 2.1 and Assumption 2.6. Fix $0 < \lambda < 1$. Let $g \in L^0(\Omega, \mathcal{F}, P)$ be a random variable bounded from below, i.e., $g \geq -M$ almost surely for some $M > 0$.

Then $g \in C^\lambda(x)$, i.e., $(g, 0)$ is the terminal value of some $\lambda$-self-financing, admissible trading strategy $(\varphi^0_t, \varphi^1_t)_{0 \leq t \leq T} \in \mathcal{A}_{\text{adm}}^\lambda(x)$, if and only if

$$E[Z^0_T g] \leq x,$$

for every $\lambda$-consistent price system $(Z^0, Z^1)$.

**Proof.** See [17, Theorem 1.4].

2.2. Optimization problem. Now suppose the agent’s preferences over terminal wealth are modeled by a utility function $U : (0, \infty) \rightarrow \mathbb{R}$, which is strictly increasing, strictly concave, continuously differentiable and satisfies the Inada condition:

$$U'(0) := \lim_{x \to 0} U'(x) = \infty \quad \text{and} \quad U'(\infty) := \lim_{x \to \infty} U'(x) = 0.$$

Without loss of generality, we may assume $U(\infty) > 0$ to simplify the analysis. Define also $U(x) = -\infty$ whenever $x \leq 0$.

**Assumption 2.8.** The utility function $U$ satisfies the reasonable asymptotic elasticity, i.e.

$$AE(U) := \limsup_{x \rightarrow \infty} \frac{xU'(x)}{U(x)} < 1.$$

For financial interpretation and more results about the previous assumption, we refer to [13].

Then, we restrict our attention to the terminal liquidation wealth. For $x > 0$, the primal problem is to maximize the expected utility function from terminal wealth

$$u(x) := \sup_{(\varphi^0, \varphi^1) \in \mathcal{A}_{\text{adm}}^\lambda(x)} E[U(\varphi^0_T + e_T)].$$

We denote $\mathcal{C}^\lambda := \mathcal{C}^\lambda(0)$. Note that $\mathcal{C}^\lambda(x) = x + \mathcal{C}^\lambda$, therefore the above problem may also be written as

$$u(x) := \sup_{g \in \mathcal{C}^\lambda} E[U(x + g + e_T)],$$

(2.3)

where the set $\mathcal{C}^\lambda$ consists of those elements of $\mathcal{C}^\lambda$ for which the above expectation is well defined.

Finally, in order to exclude trivial case, we have the following assumption:
**Assumption 2.9.** The value function \( u(x) \) is finitely valued for some \( x > \rho \).

The concavity of \( u(x) \) and Assumption 2.9 imply that \( u(x) < \infty \) for all \( x \in \mathbb{R} \).

2.3. **Dual problem.** Let us denote \( V : \mathbb{R}_+ \to \mathbb{R} \) the convex conjugate function of \( U(x) \) defined by

\[
V(y) := \sup_{x > 0} \{ U(x) - xy \}, \quad y > 0.
\]

From classical results of convex analysis, we know that \( V(y) \) is strictly decreasing, strictly convex and continuously differentiable and satisfies

\[
V(0) = U(\infty), \quad V(\infty) = U(0).
\]

We also define \( I : (0, \infty) \to (0, \infty) \) the inverse function of \( U' \) on \((0, \infty)\), which is strictly decreasing, and satisfies \( I(0) = \infty, I(\infty) = 0 \) and \( I = -V' \).

For a treatment of the problem at hand, the usual dual space

\[
\mathcal{M}^\lambda := \left\{ Z^0_T \in L^1(\mathcal{P}) \mid (Z^0, Z^1) \in Z^\lambda_c(S) \right\},
\]

which is a subset of \( L^1 \), is too small. As in [6], we extend the usual domain to \( ba = (L^\infty)^* \), the dual space of \( L^\infty \) and define the following subset of \( ba \), which is equipped with the weak-star topology \( \sigma(ba, L^\infty) \),

\[
D^\lambda := \{ Q \in ba \mid \|Q\| = 1 \text{ and } \langle Q, g \rangle \leq 0 \text{ for all } g \in C^\lambda \cap L^\infty \},
\]

and \( D^{\lambda,r} := D^\lambda \cap L^1 \), where \( r \) stands for regular.

**Remark 2.10.** \( D^\lambda \) is clearly convex and also \( \sigma(ba, L^\infty) \)-compact by Alaoglu’s theorem.

**Remark 2.11.** It is easy to see that \(-L^\infty \subseteq C^\lambda \), then \( D^\lambda \subseteq ba_+ \), hence \( D^{\lambda,r} \subseteq L^1_+ \).

**Remark 2.12.** By Theorems 2.7, each \( g \in C^\lambda \) satisfies \( E[Z^0_T g] \leq 0 \), for every consistent price system \((Z^0, Z^1)\), so \( M^\lambda \neq \emptyset \). Since \( M^\lambda \subseteq D^{\lambda,r} \subseteq D^\lambda \), the sets \( D^\lambda \) and \( D^{\lambda,r} \) are nonempty.

**Lemma 2.13.** The set \( D^\lambda \) is the \( \sigma(ba, L^\infty) \)-closure of \( M^\lambda \).

**Proof.** It is clear that \( M^\lambda \subseteq D^\lambda \) and \( D^\lambda \) is \( \sigma(ba, L^\infty) \)-closed, hence

\[
\overline{M^\lambda}^{\sigma(ba, L^\infty)} \subseteq D^\lambda.
\]

Assume now that there exists an element \( \bar{Q} \in D^\lambda \) satisfying \( \bar{Q} \notin \overline{M^\lambda}^{\sigma(ba, L^\infty)} \). As \( M^\lambda \) is a convex set, the \( \sigma(ba, L^\infty) \)-closure \( \overline{M^\lambda}^{\sigma(ba, L^\infty)} \) is also convex. By the Hahn-Banach theorem, there exists \( f \in L^\infty = (ba, \sigma(ba, L^\infty))^* \), such that \( \langle \bar{Q}, f \rangle > \alpha \) and

\[
\langle Q, f \rangle \leq \alpha, \quad \forall Q \in \overline{M^\lambda}^{\sigma(ba, L^\infty)},
\]

for some \( \alpha \in \mathbb{R} \). In particular, \( E[Z^0_T f] \leq \alpha \) for all \( Z^0_T \in M^\lambda \), which follows by Theorem 2.7 that \( f \in C^\lambda(\alpha) \), therefore \( f - \alpha \in C^\lambda \). By the definition of \( D^\lambda \), we obtain that

\[
\langle \bar{Q}, f - \alpha \rangle = \langle \bar{Q}, f \rangle - \alpha \leq 0,
\]

which contradicts the fact that \( \langle \bar{Q}, f \rangle > \alpha \).

**Lemma 2.14.** Let \( g \in L^\infty \). Then \( g \in C^\lambda \) if and only if \( \langle Q, g \rangle \leq 0 \) for all \( Q \in D^{\lambda,r} \).

**Proof.** The necessity follows directly from the definition of \( D^\lambda \). The sufficiency follows from Theorem 2.7 since \( M^\lambda \subseteq D^{\lambda,r} \subseteq D^\lambda \).
The following proposition collects some properties of the space \( ba_+ \); more information can be found in Appendix of [6] and references there.

**Proposition 2.15.**

1. The set \( ba_+ \) can be identified as the set of all nonnegative finitely additive bounded set functions on \( F \), which vanish on the \( P \)-null sets.
2. Every \( Q \in ba_+ \) admits a unique decomposition in the form of \( Q = Q^r + Q^s \), where the regular part \( Q^r \) is the maximal countably additive measure on \( F \), that is dominated by \( Q \), and the singular part \( Q^s \) is purely finitely additive and does not dominate any nontrivial countably additive measure.
3. \( Q \in ba_+ \) is purely finitely additive, i.e., \( Q^r = 0 \), if and only if for every \( \varepsilon > 0 \), there exists a set \( A_\varepsilon \in F \) such that \( P(A_\varepsilon) > 1 - \varepsilon \) and \( Q(A_\varepsilon) = 0 \).
4. Suppose \( (Q_n)_{n \in \mathbb{N}} \subseteq ba_+ \) is a sequence such that \( dQ_n \rightarrow f \) almost surely for some \( f \geq 0 \). Then any weak-star cluster point \( Q \) of \( (Q_n)_{n \in \mathbb{N}} \) satisfies \( dQ \rightarrow f \) almost surely.

For any \( Q \in ba_+ \), we may define

\[
\langle Q, X \rangle := \lim_{n \to \infty} \langle Q, X \wedge n \rangle \in [0, \infty],
\]

for all \( X \in L^0_+ \). For \( X \in L^0 \), set \( \langle Q, X \rangle = \langle Q, X^+ \rangle - \langle Q, X^- \rangle \) whenever this is well-defined.

We observe that each \( g \in C^\lambda \) is uniformly bounded from below and thus, \( \langle Q, g \rangle \leq 0 \), for all \( g \in C^\lambda \) and \( Q \in D^\lambda \).

Now we define the dual optimization problem by

\[
(2.4) \quad v(y) := \inf_{Q \in D^\lambda} J(y, Q) := \inf_{Q \in D^\lambda} \left\{ \mathbb{E}\left[ V\left( y \frac{dQ^r}{dP} \right) \right] + y\langle Q, e_T \rangle \right\}.
\]

### 3. Main Theorem

In the following theorem, we see that even by adding transaction costs, the results are similar as in [6]. Now we state the main result:

**Theorem 3.1.** Under the Assumption 2.1, 2.6, 2.8, 2.9 we have

1. \( u(x) < \infty \) for all \( x \in \mathbb{R} \) and \( v(y) < \infty \) for all \( y > 0 \).
2. The primal value function is continuously differentiable on \( (x_0, \infty) \) and \( u(x) = -\infty \) for all \( x < x_0 \), where \( x_0 := -v'(\infty) = \sup_{Q \in D^\lambda} \langle Q, -e_T \rangle \). The dual value function \( v \) is continuously differentiable on \( (0, \infty) \).
3. The functions \( u \) and \( v \) are conjugate in sense that

\[
(3.1) \quad v(y) = \sup_{x>x_0} \{ u(x) - xy \}, \quad y > 0,
\]

\[
(3.2) \quad u(x) = \inf_{y>0} \{ v(y) + xy \}, \quad x > x_0.
\]

4. For all \( y > 0 \), there exists a solution \( \hat{Q}_y \in D^\lambda \) to the dual problem, which is unique up to the singular part. For all \( x > x_0 \), \( \hat{g} := I\left( \frac{d\hat{Q}_y}{dP} \right) - x - e_T \) is the solution to the primal problem, where \( \hat{g} = u'(x) \), which attains the infimum of \( \{ v(y) + xy \} \).
The rest of this section is devoted to the proof of the above main theorem. We split the proof in several lemmas and propositions, where we may see the use of the required assumptions for each step.

**Lemma 3.2.** For all $x \in \mathbb{R}$,

$$ u(x) \leq \inf_{y > 0} \inf_{Q \in \mathcal{D}^\lambda} \{ J(y, Q) + xy \} = \inf_{y > 0} \{ v(y) + xy \}. $$

**Proof.** For the case $x + g + e_T \leq 0$ on a measurable set $A \in \mathcal{F}$ with $\mathbb{P}(A) > 0$, we get $u(x) = -\infty$, therefore the assertion satisfies trivially. We only have to consider the case $x + g + e_T > 0$ $\mathbb{P}$-a.s. As $g$ is bounded from below by $-(x + \rho)$ and $S$ satisfies $(CP_{S\mu})$ for all $\mu \in (0, 1)$, it follows by [16, Theorem 1] that $g$ can be attained by some $(x + \rho)$-admissible, self-financing trading strategy.

From the definition of $V(y)$, positivity of $x + g + e_T$, and $\langle Q, g \rangle \leq 0$, it follows

$$ E[U(x + g + e_T)] \leq \mathbb{E} \left[ V \left( y \frac{dQ^r}{dP} \right) + y \frac{dQ^r}{dP} (x + g + e_T) \right] $$

$$ \leq \mathbb{E} \left[ V \left( y \frac{dQ^r}{dP} \right) \right] + y \langle Q, x + g + e_T \rangle $$

$$ \leq \mathbb{E} \left[ V \left( y \frac{dQ^r}{dP} \right) \right] + y \langle Q, e_T \rangle + xy $$

$$ = J(y, Q) + xy $$

for all $y > 0$, $g \in \tilde{C}^\lambda$, $Q \in \mathcal{D}^\lambda$. Taking supremum and infimum at left-and right-hand side, respectively, we obtain the assertion. $\square$

We now study the dual value function.

**Lemma 3.3.** The function $v(y)$ is finitely valued, for all $y > 0$.

**Proof.** By Jensen’s inequality, the fact that $V$ is decreasing and $\mathbb{E} \left[ \frac{dQ^r}{dP} \right] \leq 1$, we have

$$ v(y) = \inf_{Q \in \mathcal{D}^\lambda} \left\{ \mathbb{E} \left[ V \left( y \frac{dQ^r}{dP} \right) \right] + y \langle Q, e_T \rangle \right\} $$

$$ \geq \inf_{Q \in \mathcal{D}^\lambda} V \left( y \mathbb{E} \left[ \frac{dQ^r}{dP} \right] \right) - y\rho \geq V(y) - y\rho > -\infty $$

for all $y > 0$.

To show $v(y) < \infty$, we need to recall the duality result without random endowment in [S] (cf. in [S, Theorem 3.2]). To adapt the setting in that article, we denote by $\tilde{u}(x)$ and $\tilde{v}(y)$ be the primal and dual value function, respectively, i.e.,

$$ \tilde{u}(x) := \sup_{g \in \tilde{C}^\lambda} \mathbb{E} [U(x + g)], $$

$$ \tilde{v}(y) := \inf_{Z^0_\mu \in \mathcal{M}^\lambda} \mathbb{E} \left[ V \left( yZ^0_\mu \right) \right]. $$

By Assumption [2.3] we obtain

$$ \tilde{u}(x) \leq \sup_{g \in \tilde{C}^\lambda} \mathbb{E} [U(x + g + \rho + e_T)] = u(x + \rho) < \infty, $$

(3.5)
for all \( x > 0 \). On the other hand, by [8, Theorem 3.2],
\[
\tilde{v}(y) = \sup_{x > 0} \{ \tilde{u}(x) - xy \} = \tilde{u}(\tilde{x}_y) - \tilde{x}_y y < \infty,
\]
for all \( y > 0 \). It follows from
\[
v(y) = \inf_{Q \in \mathcal{D}} \left\{ \mathbb{E} \left[ V \left( y \frac{dQ^r}{dP} \right) \right] + y \langle Q, e_T \rangle \right\} \\
\leq \min_{Z^y \in \mathcal{M}^\lambda} \mathbb{E} \left[ V \left( yZ^y_T \right) \right] + y\rho \\
= \tilde{v}(y) + y\rho,
\]
that \( v(y) < \infty \), for all \( y > 0 \). \( \square \)

**Lemma 3.4.** For any \( y > 0 \), the infimum of the left-hand side of (2.4) is attained by some \( \tilde{Q}_y \in \mathcal{D}^\lambda \).

**Proof.** Let \((Q_n)_{n \in \mathbb{N}} \subseteq \mathcal{D}^\lambda\) be the minimizing sequence, i.e.
\[
v(y) = \lim_{n \to \infty} \left\{ \mathbb{E} \left[ V \left( y \frac{dQ_n^r}{dP} \right) \right] + y \langle Q_n, e_T \rangle \right\}.
\]

Since \( \mathcal{D}^\lambda \) is convex and \((\frac{dQ_n^r}{dP})_{n \in \mathbb{N}}\) is \( L^1 \)-bounded, we can find a sequence \((Q_n)_{n \in \mathbb{N}}\) with \( Q_n \in \text{conv}(Q_k; k \geq n) \) such that \( \frac{dQ_n^r}{dP} \) converges almost surely to some \( f \geq 0 \).

Clearly \( \langle \tilde{Q}_n, e_T \rangle \leq \rho \). Then we can extract a subsequence of \( \tilde{Q}_n \), which is still denoted by \( \tilde{Q}_n \), such that \( \langle \tilde{Q}_n, e_T \rangle \) converges.

Note that \( \mathcal{D}^\lambda \) is \( \sigma(ba, L^\infty) \)-compact, thus the sequence \((\tilde{Q}_n)_{n \in \mathbb{N}}\) has a cluster point \( \tilde{Q}_y \in \mathcal{D}^\lambda \).

From Proposition 2.15 (4) we have
\[
\frac{d\tilde{Q}_y^r}{dP} = f = \lim_{n \to \infty} \frac{d\tilde{Q}_n^r}{dP}.
\]

Similarly to [13, Lemma 3.2], we obtain the uniform integrability of \( \left\{ V^\left( y \frac{d\tilde{Q}_n^r}{dP} \right) \right\}_{n \in \mathbb{N}} \). By Fatou’s Lemma, we have
\[
\liminf_{n \to \infty} \mathbb{E} \left[ V \left( y \frac{d\tilde{Q}_n^r}{dP} \right) \right] \geq \mathbb{E} \left[ V \left( y \frac{d\tilde{Q}_y^r}{dP} \right) \right].
\]

Since \( \langle \tilde{Q}_y, e_T \rangle \) is a cluster point of \((\langle \tilde{Q}_n, e_T \rangle)_{n \in \mathbb{N}}\), which converges, we have
\[
\langle \tilde{Q}_y, e_T \rangle = \lim_{n \to \infty} \langle \tilde{Q}_n, e_T \rangle.
\]
Hence,

\[ J(y, \tilde{Q}_y) = E \left[ V \left( y \frac{d\tilde{Q}_y^r}{dP} \right) \right] + y \langle \tilde{Q}_y, e_T \rangle \leq \liminf_{n \to \infty} \left\{ E \left[ V \left( y \frac{d\tilde{Q}_n^r}{dP} \right) \right] + y \langle \tilde{Q}_n, e_T \rangle \right\} \leq \lim_{n \to \infty} \left\{ E \left[ V \left( y \frac{dQ_n^r}{dP} \right) \right] + y \langle Q_n, e_T \rangle \right\} = v(y), \]

which gives the optimality of \( \tilde{Q}_y \in \mathcal{D}^\lambda \).

**Lemma 3.5.** The solution of the dual problem might not be unique, but its countably additive part is unique.

**Proof.** Assume that \( Q_1 \) and \( Q_2 \) are two minimizers such that \( Q_1^r \neq Q_2^r \). Let \( Q := \frac{1}{2}Q_1 + \frac{1}{2}Q_2 \in \mathcal{D}^\lambda \). By the strict convexity of \( V \),

\[ E \left[ V \left( y \frac{dQ^r}{dP} \right) \right] < \frac{1}{2} E \left[ V \left( y \frac{dQ_1^r}{dP} \right) \right] + \frac{1}{2} E \left[ V \left( y \frac{dQ_2^r}{dP} \right) \right], \]

hence,

\[ J(y, Q) < \frac{1}{2} J(y, Q_1) + \frac{1}{2} J(y, Q_2) = J(y, \tilde{Q}_y), \]

which is in contradiction to the optimality of \( \tilde{Q}_y \). \( \square \)

**Lemma 3.6.** The dual value function \( v(\cdot) \) is strictly convex.

**Proof.** It follows directly from the strict convexity of the function \( V \). \( \square \)

**Proposition 3.7.** For all \( y > 0 \), \( \frac{d\tilde{Q}_y^r}{dP} I \left( (y - \varepsilon) \frac{d\tilde{Q}_y^r}{dP} \right) \) is uniformly integrable for sufficiently small \( \varepsilon > 0 \).

To prove this proposition, we recall a result from [13].

**Lemma 3.8.** Under Assumption 2.8, there exist \( y_0 > 0 \) and \( 0 < \gamma < 1 \) such that

\[ yI(y) < \frac{\gamma}{1 - \gamma} V(y) \quad \text{and} \quad V(\beta y) < \beta^{-\frac{\gamma}{1 - \gamma}} V(y) \]

for all \( 0 < y < y_0 \) and \( 0 < \beta < 1 \).
Proof of Proposition 3.7. By Lemma 3.8 we can find a \( y_0 > 0 \), such that, for all \( 0 < y < y_0 \) and sufficiently small \( \varepsilon > 0 \),

\[
0 \leq \frac{d\hat{Q}_r^y}{d\bar{P}} I \left( (y - \varepsilon) \frac{d\hat{Q}_y^r}{d\bar{P}} \right) 1 \left\{ y \frac{d\hat{Q}_y^r}{d\bar{P}} < y_0 \right\} = \frac{1}{y - \varepsilon} \frac{y - \varepsilon}{y} \frac{d\hat{Q}_y^r}{d\bar{P}} I \left( (y - \varepsilon) \frac{d\hat{Q}_y^r}{d\bar{P}} \right) 1 \left\{ y \frac{d\hat{Q}_y^r}{d\bar{P}} < y_0 \right\} \leq \frac{1}{y - \varepsilon} \frac{\gamma}{1 - \gamma} \left| \frac{\gamma C}{(y - \varepsilon)(1 - \gamma)} \right| V \left( y \frac{d\hat{Q}_y^r}{d\bar{P}} \right) 1 \left\{ y \frac{d\hat{Q}_y^r}{d\bar{P}} < y_0 \right\} \]

where \( C = \left( \frac{y - \varepsilon}{y} \right)^{\frac{\gamma}{1 - \gamma}} \). Since \( I \) is decreasing and positive,

\[
0 \leq \frac{d\hat{Q}_r^y}{d\bar{P}} I \left( (y - \varepsilon) \frac{d\hat{Q}_y^r}{d\bar{P}} \right) 1 \left\{ y \frac{d\hat{Q}_y^r}{d\bar{P}} \geq y_0 \right\} \leq \frac{d\hat{Q}_r^y}{d\bar{P}} I \left( \frac{y - \varepsilon}{y} \right)_0 .
\]

Therefore,

\[
0 \leq \frac{d\hat{Q}_r^y}{d\bar{P}} I \left( (y - \varepsilon) \frac{d\hat{Q}_y^r}{d\bar{P}} \right) \leq K \left| V \left( y \frac{d\hat{Q}_y^r}{d\bar{P}} \right) \right| + \frac{d\hat{Q}_r^y}{d\bar{P}} I \left( \frac{y_0}{2} \right) ,
\]

for some constant \( K > 0 \). Since the right-hand side is an element in \( L^1 \), we obtain the uniform integrability of \( \frac{d\hat{Q}_r^y}{d\bar{P}} I \left( (y - \varepsilon) \frac{d\hat{Q}_y^r}{d\bar{P}} \right) \) for sufficiently small \( \varepsilon > 0 \). \( \square \)

Lemma 3.9. The dual value function is continuously differentiable on \( (0, \infty) \),

\[
v'(y) = -\left\langle \hat{Q}_y^r, I \left( y \frac{d\hat{Q}_y^r}{d\bar{P}} \right) \right\rangle + \langle \hat{Q}_y, e_T \rangle .
\]

Proof. Let \( y > 0 \) be arbitrary. Define

\[
f(z) := E \left[ V \left( z \frac{d\hat{Q}_y^r}{d\bar{P}} \right) \right] + z \langle \hat{Q}_y, e_T \rangle .
\]

It is easy to see that \( f(z) \) is convex, \( f(\cdot) \geq v(\cdot) \) and \( f(y) = v(y) \), which implies that \( \Delta^- f(y) \leq \Delta^- v(y) \leq \Delta^+ v(y) \leq \Delta^+ f(y) \), where \( \Delta^\pm \) describe the left and the right derivatives, respectively.
By the convexity of $V(\cdot)$ and the Fatou’s lemma, it follows that

$$\Delta^+ f(y) \leq \limsup_{\varepsilon \to 0} \frac{1}{\varepsilon} \mathbb{E} \left[ V \left( y + \varepsilon \frac{d\tilde{Q}_y^r}{d\tilde{P}} \right) - V \left( y \frac{d\tilde{Q}_y^r}{d\tilde{P}} \right) \right] + \langle \tilde{Q}_y, e_T \rangle$$

$$\leq \limsup_{\varepsilon \to 0} \mathbb{E} \left[ \frac{d\tilde{Q}_y^r}{d\tilde{P}} V' \left( y + \varepsilon \frac{d\tilde{Q}_y^r}{d\tilde{P}} \right) \right] + \langle \tilde{Q}_y, e_T \rangle$$

$$\leq \mathbb{E} \left[ \frac{d\tilde{Q}_y^r}{d\tilde{P}} V' \left( y \frac{d\tilde{Q}_y^r}{d\tilde{P}} \right) \right] + \langle \tilde{Q}_y, e_T \rangle$$

$$= - \langle \tilde{Q}_y^r, I \left( y \frac{d\tilde{Q}_y^r}{d\tilde{P}} \right) \rangle + \langle \tilde{Q}_y, e_T \rangle.$$

On the other side, by Proposition 3.7, we can apply Fatou’s lemma again, and it follows that

$$\Delta^- f(y) \geq \liminf_{\varepsilon \to 0} \mathbb{E} \left[ - \frac{d\tilde{Q}_y^r}{d\tilde{P}} I \left( y - \varepsilon \frac{d\tilde{Q}_y^r}{d\tilde{P}} \right) \right] + \langle \tilde{Q}_y, e_T \rangle$$

$$\geq - \langle \tilde{Q}_y^r, I \left( y \frac{d\tilde{Q}_y^r}{d\tilde{P}} \right) \rangle + \langle \tilde{Q}_y, e_T \rangle.$$

Thus, $\Delta^- f(y) = \Delta^- v(y) = v'(y) = \Delta^+ v(y) = \Delta^+ f(y)$.

By strict convexity, $v(\cdot)$ is continuously differentiable. \qed

Lemma 3.10. In particular,

$$v'(0+) = -\infty, \quad v'(\infty) \in \left[ \inf_{Q \in \mathcal{D}^\lambda} \langle Q, e_T \rangle, \sup_{Q \in \mathcal{D}^\lambda} \langle Q, e_T \rangle \right].$$

Proof. From (3.4), we have $v(0+) \geq V(0+)$. On the other hand, by the definition of $v(\cdot)$ and the decrease of $V(\cdot)$, we have that, for any $Q \in \mathcal{D}^\lambda$,

$$v(y) \leq \mathbb{E} \left[ V \left( y \frac{dQ^r}{dP} \right) \right] + y \langle Q, e_T \rangle \leq V(0+) + y\rho,$$

which implies $v(0+) \leq V(0+)$. Hence $v(0+) = V(0+) = U(\infty)$. We only need to consider the case that $U(\infty) < \infty$, indeed, if $U(\infty) = \infty$, we get $v(0+) = \infty$, and it follows trivially $v'(0+) = -\infty$.

By the convexity of $v$ and $V$, (3.4), we have

$$v'(0+) \leq \frac{v(y) - v(0+)}{y} \leq \frac{\mathbb{E} \left[ V \left( y \frac{dQ^r}{dP} \right) - V(0+) \right] + y\rho}{y} \leq - \mathbb{E} \left[ \frac{dQ^r}{dP} I \left( y \frac{dQ^r}{dP} \right) \right] + \rho,$$

for all $y > 0$ and $Q \in \mathcal{D}^\lambda$. Letting $y \to 0$, we obtain $v'(0+) = -\infty$ by monotone convergence theorem.
By the definition of $v(\cdot)$ and l'Hôpital's rule, we have

$$v'(\infty) = \lim_{y \to \infty} \frac{v(y)}{y} = \lim_{y \to \infty} \inf_{Q \in \mathcal{D}^\lambda} \left\{ E \left[ \frac{V \left( y \frac{dQ'}{dP} \right)}{y} \right] + y \langle Q, e_T \rangle \right\}$$

$$\in \left[ K + \inf_{Q \in \mathcal{D}^\lambda} \langle Q, e_T \rangle, K + \sup_{Q \in \mathcal{D}^\lambda} \langle Q, e_T \rangle \right],$$

where

$$K = \lim_{y \to \infty} \frac{1}{y} \inf_{Q \in \mathcal{D}^\lambda} E \left[ V \left( y \frac{dQ'}{dP} \right) \right].$$

Since $-V(\cdot)$ is increasing and $I(y) \to 0$ as $y \to \infty$, we have that for all $\varepsilon > 0$, there exists $C_\varepsilon > 0$ such that

$$-V(y) \leq C_\varepsilon + \varepsilon y,$$

for all $y > 0$. Hence

$$0 \leq -K = \lim_{y \to \infty} \sup_{Q \in \mathcal{D}^\lambda} E \left[ \frac{-V \left( y \frac{dQ'}{dP} \right)}{y} \right] \leq \lim_{y \to \infty} \frac{C_\varepsilon + \varepsilon y}{y} = \varepsilon.$$

Consequently, $K = 0$ and the claim follows. \[\square\]

Now let us consider the next step, $\inf_{y > 0} \{v(y) + xy\}$:

If $x < x_0 := -v'(\infty)$ we have $v'(y) + x < 0$ for all $y > 0$, hence $\inf_{y > 0} \{v(y) + xy\} = -\infty$ and by Lemma 3.2 we have

$$u(x) \leq \inf_{y > 0} \{v(y) + xy\} = -\infty.$$

In this case the optimization problem is trivial.

For each $x > x_0$, there exists a unique $\tilde{y} > 0$, such that $v'(\tilde{y}) + x = 0$, and $\tilde{y}$ attains the infimum of $\{v(y) + xy\}$. After having shown the existence of optimizer of the dual problem, we come back to the primal problem. For simplicity, denote $\hat{Q} := \hat{Q}\tilde{y}$. Let us consider

$$\hat{g} := I \left( \hat{y} \frac{d\hat{Q}'}{dP} \right) - x - e_T.$$

Since $I(\cdot)$ is positive, we have that $x + \tilde{y} + e_T > 0$ $P$-a.s. It follows from Lemma 3.9

$$-x = v'(\hat{g}) = -\left( \hat{Q}', I \left( \hat{y} \frac{d\hat{Q}'}{dP} \right) \right) + \langle \hat{Q}, e_T \rangle$$

$$= -\left( \hat{Q}', x + \hat{y} + e_T \right) + \langle \hat{Q}, e_T \rangle$$

$$= -\left( \hat{Q}', x + \hat{y} \right) + \langle \hat{Q}, e_T \rangle.$$

The following lemmas will show that $\hat{g}$ is an element in $\mathcal{C}^\lambda$.

**Lemma 3.11.**

$$\sup_{Q \in \mathcal{D}^\lambda} \{\langle Q', x + \hat{y} \rangle - \langle Q, e_T \rangle\} = \langle \hat{Q}', x + \hat{y} \rangle - \langle \hat{Q}, e_T \rangle = x.$$
Proof. Given a $Q \in \mathcal{D}^\lambda$ which is a convex set, and an $\varepsilon \in (0, 1)$, define

$$Q_\varepsilon := (1 - \varepsilon)\hat{Q} + \varepsilon Q \in \mathcal{D}^\lambda.$$ 

It follows $Q_\varepsilon^* = (1 - \varepsilon)\hat{Q}^* + \varepsilon Q^*$. By the optimality of $\hat{Q}$ and the convexity of $V(\cdot)$, we have

$$0 \geq \frac{1}{\varepsilon} \mathbb{E} \left[ V\left(\frac{d\hat{Q}^*}{d\mathbb{P}}\right) + \hat{g}(\hat{Q}, e_T) - \mathbb{E} \left[ V\left(\frac{dQ^*}{d\mathbb{P}}\right)\right] - \hat{g}(Q_\varepsilon, e_T) \right]$$

$$= \frac{1}{\varepsilon} \mathbb{E} \left[ V\left(\frac{d\hat{Q}^*}{d\mathbb{P}}\right) - V\left(\frac{dQ^*}{d\mathbb{P}}\right)\right] + \langle \hat{Q}, e_T \rangle - \langle Q, e_T \rangle$$

$$\geq \frac{1}{\varepsilon} \mathbb{E} \left[ \hat{g}\left(\frac{d\hat{Q}^*}{d\mathbb{P}} - \frac{dQ^*}{d\mathbb{P}}\right) V^\prime\left(\frac{dQ^*}{d\mathbb{P}}\right)\right] + \langle \hat{Q}, e_T \rangle - \langle Q, e_T \rangle$$

$$= \mathbb{E} \left[ \left(\frac{dQ^*}{d\mathbb{P}} - \frac{d\hat{Q}^*}{d\mathbb{P}}\right) I\left(\hat{g}\left(\frac{dQ^*}{d\mathbb{P}}\right)\right)\right] + \langle \hat{Q}, e_T \rangle - \langle Q, e_T \rangle.$$ 

We now claim that $\left(\frac{dQ^*}{d\mathbb{P}} - \frac{d\hat{Q}^*}{d\mathbb{P}}\right) I\left(\hat{g}\left(\frac{dQ^*}{d\mathbb{P}}\right)\right)$ is uniformly integrable. Indeed,

$$\left(\frac{dQ^*}{d\mathbb{P}} - \frac{d\hat{Q}^*}{d\mathbb{P}}\right) I\left(\hat{g}\left(\frac{dQ^*}{d\mathbb{P}}\right)\right) \leq \frac{d\hat{Q}^*}{d\mathbb{P}} I\left(\hat{g}\left(\frac{dQ^*}{d\mathbb{P}}\right)\right) \leq \frac{d\hat{Q}^*}{d\mathbb{P}} I\left(\hat{g}(1 - \varepsilon)\frac{dQ^*}{d\mathbb{P}}\right),$$

where the last term is uniformly integrable for sufficiently small $\varepsilon$ by Lemma 3.7. Hence we can apply Fatou’s lemma, and obtain

$$0 \geq \liminf_{\varepsilon \to 0} \mathbb{E} \left[ \left(\frac{dQ^*}{d\mathbb{P}} - \frac{d\hat{Q}^*}{d\mathbb{P}}\right) I\left(\hat{g}\left(\frac{dQ^*}{d\mathbb{P}}\right)\right)\right] + \langle \hat{Q}, e_T \rangle - \langle Q, e_T \rangle$$

$$\geq \mathbb{E} \left[ \left(\frac{dQ^*}{d\mathbb{P}} - \frac{d\hat{Q}^*}{d\mathbb{P}}\right) I\left(\hat{g}\left(\frac{dQ^*}{d\mathbb{P}}\right)\right)\right] + \langle \hat{Q}, e_T \rangle - \langle Q, e_T \rangle$$

$$= \langle Q^*, x + \hat{X} \rangle - \langle \hat{Q}^*, x + \hat{X} \rangle + \langle \hat{Q}^*, e_T \rangle - \langle Q^*, e_T \rangle,$$

which implies our assertion. □

Lemma 3.12. $\hat{g} \in \mathcal{C}^\lambda$.

Proof. Firstly, we show that $\hat{g} \land n \in \mathcal{C}^\lambda$ for all $n \in \mathbb{N}$.

Since $\hat{g}$ is uniformly bounded from below, $\hat{g} \land n \in L^\infty$. For any $Q \in \mathcal{D}^{\lambda,x}$, we have $Q^* = Q$. It follows from Lemma 3.11 and $Q^* = 0$ that

$$\langle Q, x + \hat{g} \land n \rangle \leq \langle Q, x + \hat{g} \rangle \leq x + \langle Q^*, e_T \rangle = x.$$ 

Therefore

$$\langle Q, \hat{g} \land n \rangle \leq x - \langle Q, e_T \rangle = 0,$$

for all $Q \in \mathcal{D}^{\lambda,r}$ and $n \in \mathbb{N}$. By Lemma 2.13, $\hat{g} \land n \in \mathcal{C}^\lambda$. As, by [17, Theorem 3.4], $C_0^\lambda$ is closed with respect to convergence in measure, and $\hat{g} \land n \to \hat{g}$ almost surely, we have $\hat{g} \in \mathcal{C}^\lambda$. □
Proof of main theorem. Since $\hat{g} \in C^\lambda$ bounded from below, we have that $(\hat{Q}, \hat{g}) \leq 0$. By (3.6) and the positivity of $x + \hat{g} + e_T$, we get

$$(\hat{Q}, e_T) + x = (\hat{Q}^*, x + \hat{g} + e_T) \leq (\hat{Q}, x + \hat{g} + e_T) \leq (\hat{Q}, e_T) + x,$$

which implies

$$(\hat{Q}^*, x + \hat{g} + e_T) = 0, \quad (\hat{Q}, \hat{g}) = 0, \quad (\hat{Q}, x) = x.$$ Together with

$$x + \hat{g} + e_T = I \left( \frac{d\hat{Q}^*}{d\mathbb{P}} \right),$$

we get equalities instead of inequalities in (3.3), i.e.,

$$E[U(x + \hat{g} + e_T)] = E \left[ V \left( \frac{d\hat{Q}^*}{d\mathbb{P}} \right) \right] + \hat{g}(\hat{Q}, e_T) + x\hat{y}.$$ Hence for $x > x_0$, we have

$$u(x) \geq E[U(x + \hat{g} + e_T)] = E \left[ V \left( \frac{d\hat{Q}^*}{d\mathbb{P}} \right) \right] + \hat{y}(\hat{Q}, e_T) + x\hat{y} \geq v(\hat{y}) + x\hat{y} = u(x),$$

which shows the optimality of $\hat{g} \in C^\lambda$ and (3.2). Since $u$ is differentiable, (3.1) follows from the convex duality theory.

By the positivity of $x + \hat{g} + e_T$, we obtain that

$$u(x) = E[U(x + \hat{g} + e_T)] > -\infty,$$

for all $x > x_0$, which implies the existence of an $g \in C_0^\lambda$ such that $x + g + e_T > 0$ almost surely, hence $(Q, x + g + e_T) \geq 0$, and therefore

$$x \geq (Q, x) \geq (Q, x) + (Q, g) \geq (Q, -e_T),$$

for all $Q \in \mathcal{D}^\lambda$, which follows that

$$x_0 \geq \sup_{Q \in \mathcal{D}^\lambda} (Q, -e_T).$$

By lemma 3.10 we have that

$$x_0 = \sup_{Q \in \mathcal{D}^\lambda} (Q, -e_T),$$

which completes the proof.
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