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ABSTRACT

We propose U-Singer, the first multi-singer emotional singing voice synthesizer that expresses various levels of emotional intensity. During synthesizing singing voices according to the lyrics, pitch, and duration of the music score, U-Singer reflects singer characteristics and emotional intensity by adding variances in pitch, energy, and phoneme duration according to singer ID and emotional intensity. Representing all attributes by conditional residual embeddings in a single unified embedding space, U-Singer controls mutually correlated style attributes, minimizing interference. Additionally, we apply emotion embedding interpolation and extrapolation techniques that lead the model to learn a linear embedding space and allow the model to express emotional intensity levels not included in the training data. In experiments, U-Singer synthesized high-fidelity singing voices reflecting the singer ID and emotional intensity. The visualization of the unified embedding space exhibits that U-singer estimates the correct variations in pitch and energy highly correlated with the singer ID and emotional intensity level. The audio samples are presented at https://u-singer.github.io.

1 Introduction

The singing voice synthesis (SVS) system is a generative model that synthesizes singing voices from the lyric, note pitch, and note duration of the music score. Similar to text-to-speech (TTS), SVS converts the lyrics into spectrograms that represent their pronunciation. However, SVS has an additional restriction: the output voice should follow note pitch and note duration. In the past, most SVS systems were based on traditional methods such as the concatenative method or hidden Markov models (HMM) [1][2][3]. In recent years, end-to-end neural SVS has been actively studied [4][5][6][7]. Neural SVS exhibits the flexibility to effectively express various singing styles.

Reflecting singer ID and emotion is important for synthesizing natural and expressive singing voices. In particular, the intensity of emotion, as well as the type, is crucial to convey the feeling of the song. However, there are few studies on expressing emotions in SVS, and they are based on traditional methods such as HMM [8]. To the best of our knowledge, there is no existing deep learning-based SVS model that expresses emotions of varying intensities [9]. In the TTS field, many studies have been conducted to express types of emotions [10][11][12][13][14][15][16], but there are few studies to express the intensity of emotions [17][16].

The main challenge in speaker/singer ID and emotion control is disentangling them from other style attributes such as pitch and rhythm. In particular, expressing emotion in SVS is more challenging than in TTS because the SVS model is
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restricted by note pitch and note duration. Previous work has shown that F0 contour changes, power envelope, and spectral sequence are important for expressing emotions in singing voices [18, 19, 20]. As well, [21] exhibits that the level and variation of loudness and the variation of F0 have a significant effect on emotional expression. Therefore, to effectively express emotions in a singing voice, it is essential to precisely model the variations in pitch and energy according to the type and intensity of emotion. However, it is challenging to generate subtle changes in pitch and energy while producing accurate pronunciation and following note pitch and note duration. In particular, multi-singer emotional SVS is of greater difficulty, as it has to disentangle and control each singer’s timbre separately, in addition to the above attributes.

In this paper, we propose U-Singer, the first multi-singer emotional SVS model based on deep learning that effectively expresses the type and intensity of emotion. Following FastSpeech2 [22], U-Singer synthesizes spectrograms in a non-autoregressive manner. Based on UniTTS [23], a recently developed multi-speaker emotional TTS, U-Singer represents multiple style attributes in a unified embedding space. Since U-Singer represents each attribute by conditional residual embedding conditional on the preceding attributes, it avoids interference between style attributes. More importantly, it predicts the fine variation of pitch, energy, and phoneme duration conditioned on singer ID and emotion, while accurately following the note pitch and note duration. U-Singer applies emotion interpolation and extrapolation to learn a continuous embedding space and to express the emotional intensities that are not included in the training data. Furthermore, we developed ASPP-Transformer that combines atrous spatial pyramid pooling (ASPP) [24] and Transformer [25]. The ASPP-Transformer incorporates broad context while focusing on local details, thereby improving the fidelity of singing voices with a large variation in phoneme duration.

To train U-Singer, we collected 12.32 hours of Korean singing voices, including the voice of four singers and seven intensity levels of emotion: three levels of happiness and sadness, respectively, and neutral. Although the training data includes only seven intensity levels of emotion, U-Singer can express emotion intensities not included in the training data by the proposed emotion embedding interpolation and extrapolation techniques. In experiments, U-Singer synthesized singing voices of multiple singers controlling emotional intensity. The visualization results demonstrate that U-Singer learns embeddings highly correlated to singer ID and emotional intensity, and the pitch and energy predictors produce embeddings according to the singer ID and emotional intensity.

Our main contributions include 1) the first deep learning-based multi-singer emotional SVS that controls emotional intensity, 2) residual pitch and duration encoders to add variance to the note pitch and note duration according to the singer ID and emotional intensity, 3) emotional embedding interpolation and extrapolation to express emotional intensity, not in the training data, and 4) ASPP-Transformer to incorporate broad context while focusing on local details of singing voices.

2 Related Work

Single-singer SVS The SVS models developed in the early days of deep learning have a similar structure to the conventional SVS system but have replaced some modules with deep neural networks [26]. [27, 28, 29] propose deep learning-based end-to-end SVS models composed of an encoder and an attention-based autoregressive decoder. In addition, [29] improves voice quality by applying adversarial loss. In the speech synthesis field, [30] proposes a novel non-autoregressive TTS model, FastSpeech, that resolves the skipping and repeating issues of the autoregressive models. Inspired by FastSpeech, many SVS models have adopted the non-autoregressive method based on feed-forward transformer (FFT) [5, 6, 7]. They are composed of an encoder that extracts high-level embeddings from the lyrics, note pitch, and note duration, a length regulator combined with a duration predictor that aligns a phoneme sequence to the spectrogram frames, and a decoder that synthesizes spectrograms from the aligned phoneme embeddings. There are also SVS models based on GAN [31, 29, 32] and diffusion model [33].

Multi-singer SVS In the speech synthesis fields, many multi-speaker TTS models reflect speaker ID by feeding a fixed-size speaker embedding into the decoder [34, 35]. Most multi-speaker SVS models represent singer characteristics in similar ways [31, 36, 37]. However, learning the characteristics requires sufficient data for each singer. There are a few studies to learn singer characteristics from a small number of samples. [38] learns the characteristics of each singer by adapting a pre-trained SVS model to a target singer. [36, 37] present zero-shot style adaptation methods that apply reference encoders that extract singer embeddings from the reference audio. In particular, [37] applies multiple reference encoders and multi-head attention to reflect singer characteristics more effectively. On the other hand, [39] proposes a method to disentangle timbre from singing style and control them separately.

Emotion modeling in SVS Most previous studies on emotional expression in SVS are based on conventional approaches. [18] analyzes the effect of F0 contour on emotional expression in the singing voice and proposes an F0 control module to reflect four types of F0 dynamics characteristics: overshoot, vibrato, preparation, and fine-fluctuation. [3] proposes an SVS system that controls acoustic parameters that affect emotional expression by hidden semi-Markov
models (HSMM). [19] and [20] analyze the effect of F0 contour, amplitude envelope, and spectral sequence on emotional expression. [21, 40] report that the variation of F0 and duration significantly affects recognized emotion. In TTS, previous work has controlled emotion through emotion embeddings [41]. However, to the best of our knowledge, there is no previous deep learning-based end-to-end SVS system that controls the type and intensity of emotion [9].

**Multiple style modeling using unified embedding space** The multi-singer emotional SVS should control multiple attributes, such as singer ID, emotional intensity, pitch, energy, and rhythm, together. However, it is challenging to disentangle multiple attributes. In particular, overlapping attributes, such as speaker ID and emotion, often interfere with each other, reducing fidelity and controllability. To address this issue, [23] proposes a unified embedding space to represent all style attributes avoiding interference, as shown in Figure 1. U-Singer applies the unified embedding space to predict pitch, energy, and duration according to singer ID and emotional intensity, avoiding interference.

![Figure 1: Conceptual figure of unified embedding space. U-Singer applies the unified embedding space to predict pitch, energy, and duration according to singer ID and emotional intensity, avoiding interference.](image)

**3 Multi-singer Emotional Singing Voice Synthesis based on Unified Embedding Space**

**3.1 Overall Architecture**

Figure 2 illustrates the structure of U-Singer. It takes lyrics (phoneme sequence), note pitch, and note duration as input. First, it retrieves the low-level embeddings of the phoneme and note pitch from the embedding tables, respectively. [5] and [6] combine phoneme and pitch embeddings by element-wise addition. However, we combine them by concatenation followed by a linear layer. The linear layer provides a more general form and exhibited higher fidelity than element-wise addition in our preliminary experiments. The lyric-pitch encoder converts the combined embedding into a high-level representation and transmits it to the variance adapter.
U-Singer represents each attribute by a residual embedding, which is the vector distance between the embeddings before and after applying the attribute, i.e., $R(z_k|y_i, z_{<k}) = E(y_i, z_{<k}) - E(y_i, z_{<k-1})$. Since the residual embedding is conditional on the previous attributes, it represents the attribute embeddings adapted to the preceding attribute. U-Singer learns the residual embedding with residual encoders $R_k(E(z_k), E(y_i, z_{<k}))$ that take as input the previous joint embeddings $E(y_i, z_{<k})$ as well as $E(z_k)$. The arrows from the vertical line to the attribute encoders in Figure 2(b) represent $E(y_i, z_{<k})$ transmitted to the attribute encoders $R_k(E(z_k), E(y_i, z_{<k}))$. Note that the duration predictor takes $E(y_i, z_1, z_2)$ because duration is affected by $z_1$ (singer ID) and $z_2$ (emotion), but independent of $z_3$ (pitch) and $z_4$ (energy). We learn the residual encoders through knowledge distillation from a style encoder based on global style token (GST). For more details, refer to [23].

The variance adapter outputs the joint embedding $E(y_i, z_{<N})$. The length regulator aligns the joint embeddings to Mel-frames by duplicating them for the duration of each phoneme. Finally, the decoder converts the aligned joint embeddings to the Mel-spectrogram. The lyric-pitch encoder and the decoder are composed of FFT, while the attribute encoders and predictors are composed of CNNs. The detailed structure of the modules is presented in Appendix A.1.

### 3.2 Residual Pitch and Duration Predictors

**Residual Pitch Predictor**  In general, the pitch and phoneme duration of the singing voice follow the note pitch and note duration. Additionally, they accumulate acoustic variation depending on the singer ID as well as the type and intensity of emotion [42, 21, 43, 40]. Since the singer ID and emotional intensity are mainly expressed through the fine variation of pitch, U-Singer predicts the residuals between the note pitch and that of the singing voice by a residual pitch predictor, as in Equation (1), where $\hat{p}_i$, $\tilde{p}_i$, and $Pred_p(\cdot)$ denote the effective pitch, note pitch, and residual pitch predictor, respectively.

$$\hat{p}_i = \tilde{p}_i + Pred_p(E(y_i, z_1, z_2))$$  \hspace{1cm} (1)

As shown in Figure 2(b), we add the output of the residual pitch predictor and the note pitch to compute the effective pitch. We learn the pitch predictor by minimizing $L_2$ distance between the effective pitch and the pitch of the training sample, and thereby, lead the predictor to produce the residual pitch $\hat{p}_i - \tilde{p}_i$ from the joint embedding $E(y_i, z_1, z_2)$, that encodes phoneme $y_i$, singer ID $z_1$, and emotional intensity $z_2$. $Pred_p(\cdot)$ also refers to the note pitch because the initial phoneme embedding $E(y_i)$ encodes the phoneme together with its note pitch, as shown in Figure 2(a). The experimental results in Section 4.2.2 demonstrate that the residual pitch predictor and encoder produce different vibrato according to emotional intensity.

A few previous studies have predicted residual pitch instead of absolute pitch [5, 6]. However, our work differs from them in the following aspects: First, while the purpose of the previous works is to attenuate off-pitch issue, we predict residual pitch to control pitch variation according to the singer ID and emotional intensity, and thereby, to synthesize expressive singing voice. Second, we predict residual pitch by a different method and use it in a different way from the previous works.

**Residual Duration Predictor**  In SVS, the accumulation of duration prediction error is fatal to maintain sync with instruments or other voice parts. However, it is challenging to predict accurate phoneme duration while controlling multiple attributes. To minimize duration prediction error, we utilize note duration by applying a residual duration predictor.

Similar to the residual pitch predictor, the residual duration predictor takes the joint embedding $E(y_i, z_1, z_2)$ as input and outputs the residual duration, which is added to the note duration to compute the effective duration as Equation (2), where $\hat{d}_i$, $\tilde{d}_i$, and $Pred_d(\cdot)$ denote the effective duration, note duration, and residual duration predictor. Additionally,
the residual duration predictor receives the embedding of the note duration because \( E(y_i, z_1, z_2) \) does not carry any information about the note duration of the phoneme.

\[
\hat{d}_i = \bar{d}_i + \text{Pred}_{d}(E(\hat{d}_i), E(y_i, z_1, z_2))
\]

Figure 3 demonstrates the effect of our residual duration predictor for a song that is 15.28 seconds long, compared with XiaoiceSing [5] which predicts absolute phoneme durations. [5] improves prediction accuracy by applying syllable duration loss in addition to the phoneme duration loss. The middle row exhibits the duration predicted by U-Singer, which is significantly more accurate than the prediction of [5] displayed in the bottom row.

### 3.3 Emotion Embedding Interpolation and Extrapolation

Figure 4: Emotion embedding interpolation and extrapolation. U-Singer learns the emotion embedding of intermediate intensity level by interpolation.

In previous work, many emotional TTS represent emotion types through embedding vectors [44, 16, 45, 23]. U-Singer predicts residual emotion embeddings by a combination of an embedding table and a residual encoder, following [23].
We attempted two methods to learn multiple emotional intensity levels: one is level-wise embeddings, and the other is emotion interpolation. The former learns separate embeddings for each emotional intensity level, while the latter learns only one embedding for each emotion type and represents other intensity levels by embedding interpolation, as shown in Figure 4. Our training data contains seven emotional intensity levels: happy1.0, happy0.7, happy0.3, neutral, sad0.3, sad0.7, and sad1.0. Therefore, U-Singer learns seven separate embeddings with the level-wise embedding table. However, with emotion interpolation, it learns only three embeddings each of which is for happy1.0, neutral, and sad1.0, and computes the embeddings of intermediate intensity levels by interpolation as \( r_{\text{happy1.0}} = t \cdot r_{\text{happy1.0}} + (1 - t) \cdot r_{\text{neutral}} \) and \( r_{\text{sad1.0}} = t \cdot r_{\text{sad1.0}} + (1 - t) \cdot r_{\text{neutral}} \).

Emotion interpolation has multiple advantages over level-wise emotion embeddings: First, it enables to express intermediate intensity levels, such as happy0.5 and sad0.8, that are not in the training data. Second, it enables emotion extrapolation with \( t > 1 \) in synthesis time to produce emotional intensities beyond those in training data. Our demo page presents audio samples produced with \( t > 1 \). Third, applying emotion interpolation during training leads the model to learn a linear embedding space, as shown in Figure 6. (b).

A previous study [16] also applies emotion interpolation to mix different types of emotion. However, while they only apply emotion interpolation in synthesis, we apply it in both synthesis and training. Moreover, in synthesis, we not only interpolate emotions but also extrapolate them.

### 3.4 ASPP-Transformer

The variation of phoneme durations in singing voices is substantially higher than that of ordinary voices. To synthesize high-fidelity singing voices, the model requires a sufficiently large receptive field. Meanwhile, to effectively learn fine-grained acoustic features, which are important for expressing emotion[21], the model should catch local details as well. The FFT block is composed of a self-attention sub-layer and a convolution sub-layer. Previous work has shown that convolution refers to a limited context[47] and self-attention requires a large amount of data to learn sufficiently[48][49]. Naively enlarging the convolution filter drastically increases computational cost and the number of parameters and introduces a risk of overfitting.

To tackle this challenge, we extended FFT by replacing convolution with atrous spatial pyramid pooling (ASPP) [24], as shown in Figure 2. (c). We call the new building block ASPP-Transformer. ASPP-Transformer inherits the advantage of ASPP that it can refer to a broad context with a small amount of computation and number of parameters. To focus on the local neighborhoods while incorporating a broad context, we assign a large number of channels to the filters that have low atrous rates.

### 3.5 Training

U-Singer produces the Mel-spectrogram of a singing voice from lyrics, note pitch, note duration, singer ID, and emotional intensity. We train U-Singer by minimizing the \( \mathcal{L}_1 \) reconstruction loss between the ground truth and the synthesized Mel-spectrograms. We also minimize the \( \mathcal{L}_2 \) reconstruction loss between the predicted pitch, energy, and duration and those of the training sample to improve the accuracy of the predictors. In addition, we combine the adversarial loss to alleviate the over-smoothing issue, following [4][7][6]. The total loss \( \mathcal{L}_{\text{gen}} \) combines those losses by weighted sum as Equation (3), where \( \mathcal{L}_{\text{mel}}, \mathcal{L}_{p}, \mathcal{L}_{e}, \) and \( \mathcal{L}_{d} \) are the reconstruction losses for Mel-spectrogram, pitch, energy, and duration, while \( \mathcal{L}_{\text{adv}} \) is the adversarial loss. \( \lambda_{\text{mel}}, \lambda_{p}, \lambda_{e}, \lambda_{d}, \) and \( \lambda_{\text{adv}} \) are their weights. For the details of our training procedures, see Appendix A.3

\[
\mathcal{L}_{\text{gen}} = \lambda_{\text{mel}} \mathcal{L}_{\text{mel}} + \lambda_{p} \mathcal{L}_{p} + \lambda_{e} \mathcal{L}_{e} + \lambda_{d} \mathcal{L}_{d} + \lambda_{\text{adv}} \mathcal{L}_{\text{adv}}
\]  

### 3.6 Data collection

To collect a singing voice dataset, we selected 69 Korean pop songs and categorized them into happy and sad songs. We asked two professional singers (one male and one female) and two amateur singers (one male and one female) to sing the selected songs four times at different emotional intensity levels: happy1.0, happy0.7, happy0.3, and neutral for the happy songs, and sad1.0, sad0.7, sad0.3, and neutral for the sad songs.
The biggest challenges were defining the guideline of each emotional intensity level and guiding the singers to maintain the guidelines while singing. We consulted a vocal trainer to establish the guideline of each emotional intensity level. Then, we asked the professional singers to sing the selected songs multiple times at different emotional intensity levels following the guideline. We collected one hour of reference singing voice samples from the professional singers. With the guideline and the reference singing voices, we guided the amateur singers to sing at different emotional intensity levels. In this way, we collected 11.23 hours of singing voice samples from the amateur singers. Since it is challenging to consistently follow the guidelines for an amateur singer, our dataset contains samples with unstable pitch and inaccurate pronunciation.

4 Experiments

4.1 Experimental Settings

Dataset For experiments, we combined our internal dataset, described in Section 3.6, and 2.12 hours of Korean singing voices in the Children’s Song Dataset (CSD) [50]. The combined dataset consists of 7,672 singing voice samples sung by five singers that are 5-10 seconds long. We used 7,120 samples for training and 552 samples for the test. Since the samples in the CSD dataset do not have emotion labels, we labeled all of them as ‘neutral’.

Baseline models Because U-Singer is the first multi-singer emotional SVS model, there is no existing baseline model to compare fairly. Therefore, we built an SVS model as the baseline by extending FastSpeech2 [22] to an SVS model and add a speaker embedding table and an emotion embedding table, as shown in Appendix A.2. We call this SVS model ‘extended FastSpeech2’ (EXT.FS2). EXT.FS2 differs from U-Singer in two aspects: 1) the attribute encoders of EXT.FS2 predict attribute embeddings $E(z_k)$ independently of the previous attribute, while those of U-Singer predict $R(z_k | y_i, z_{<k})$, and 2) EXT.FS2 applies the FFT blocks, while U-Singer applies the ASPP-Transformer block to the decoder.

In addition, we built two more SVS models derived from U-Singer for ablation study, namely ABS.PITCH and KERNEL13. We designed ABS.PITCH to evaluate the effectiveness of the residual pitch predictor described in Section 3.2. ABS.PITCH is identical to U-Singer except for one difference: ABS.PITCH predicts absolute pitch $\hat{p}$, while U-Singer predicts residual pitch $\hat{p} - \bar{p}$, as described in Section 3.2. On the other hand, KERNEL13 was designed to test the effectiveness of the ASPP-Transformer block. KERNEL13 has the same architecture as U-Singer while it applies the standard FFT block with a large convolution kernel whose width is 13.

Environment and Hyperparameters We trained each SVS model on a single RTX 3090 GPU with 24GB memory for 1.5 days. We used ADAM optimizer with learning rate of 0.001 and batch size of 16. The detailed description of the hyperparameters is presented in Appendix A.

4.2 Experimental results

4.2.1 Quantitative Evaluation

Table 1: MOS Evaluation with 95% confidence intervals

| METHOD       | PRONUNCIATION ACCURACY | SOUND QUALITY | NATURALNESS  |
|--------------|------------------------|---------------|--------------|
| G.T.         | 4.65±0.24              | 4.43±0.28     | 4.59±0.32    |
| EXT.FS2      | 3.61±0.37              | 3.74±0.33     | 3.74±0.39    |
| ABS.PITCH    | 3.8±0.37               | 3.54±0.29     | 3.67±0.47    |
| KERNEL13     | 3.5±0.4                | 3.52±0.31     | 3.61±0.42    |
| U-SINGER     | 4.31±0.36              | 4.35±0.34     | 3.93±0.38    |

Audio Quality We evaluated the performance of the SVS models by MOS test. We measured the overall audio quality by pronunciation accuracy, voice quality, and naturalness, and expressiveness by singer similarity, emotion type accuracy, and emotion intensity accuracy. Table 1 presents the test results from 18 subjects. U-Singer exhibited the highest pronunciation accuracy, sound quality, and naturalness among the SVS models. The difference in pronunciation accuracy and the sound quality was substantial, but that in naturalness was less significant than the other two metrics.

\[\text{Many previous studies in the TTS and SVS fields listed in our references present the result of MOS test evaluated by 10-20 raters [23,22,30,5,6]}\]
We compared our residual duration predictor with an absolute duration predictor that applies both phoneme-level and pitch-level loss, following XiaoiceSing [5]. In the experiment, the error of our model was 1.8%, while that of XiaoiceSing was 5.4%, which demonstrates that the residual duration predictor is effective in reducing duration prediction error, thereby maintaining singing speed.

### Table 2: Accuracy of emotion type and intensity

| Method       | MOS (↑) | SINGER SIMILARITY | ACCURACY (↑) | EMOTION TYPE | EMOTIONAL INTENSITY |
|--------------|---------|-------------------|--------------|--------------|---------------------|
| G.T.         | 4.54±0.34 | 89.81%            | 79.63%       |              |                     |
| EXT.FS2      | 2.56±0.49 | 93.52%            | 73.15%       |              |                     |
| ABS. PITCH   | 3.13±0.64 | 91.67%            | 83.33%       |              |                     |
| KERNEL13     | 2.89±0.53 | 91.67%            | 80.56%       |              |                     |
| U-SINGER     | 3.43±0.61 | 96.3%             | 95.37%       |              |                     |

**Expressiveness** In regard to expressiveness, U-Singer exhibited remarkably improved results than those of the other models. The singer similarity score of U-Singer was 3.43, which was substantially higher than 2.56 of the EXT.FS2 model. We conducted two experiments to evaluate the emotional type and intensity expression performance: We first asked the subjects to answer the emotion type of the singing voice samples. Then, we asked the subjects to find the sample with stronger emotional intensity among two randomly chosen samples with different emotional intensities but the same emotion type.

Table 2 displays the results. U-Singer showed the highest accuracy in both tests. All SVS models exhibited high emotion type accuracy. Among them, the score of the KERNEL13 model that does not apply ASPP-Transformer and ABS.Pitch that does not apply residual pitch predictor showed the lowest emotion type accuracy. In particular, the emotional intensity accuracy of the EXT.FS2 model that does not apply the unified embedding space was significantly lower than those of the other models. The scores of the ABS.PITCH and KERNEL13 models suggest that the proposed residual pitch predictor and ASPP-Transformer are effective in improving the emotion expression performance of the SVS model.

**Duration prediction** We evaluated the effectiveness of the residual duration predictor by measuring the duration prediction error on the test samples as:

\[
\text{Error}_d = \frac{1}{N} \sum_{i=1}^{t} | \frac{d_i - \hat{d}_i}{d_i} | ,
\]

where \( N \) is the number of samples, \( t, d, \) and \( \hat{d} \) denote the number of samples, the number of phonemes in each sample, the effective duration predicted by the model, and the note duration, respectively. Please note that \( \text{Error}_d \) measures duration error at the sample-level rather than at the phoneme level.

We compared our residual duration predictor with an absolute duration predictor that applies both phoneme-level and syllable-level losses, following XiaoiceSing [5]. In the experiment, the error of our model was 1.8%, while that of XiaoiceSing was 5.4%, which demonstrates that the residual duration predictor is effective in reducing duration prediction error, thereby maintaining singing speed.

#### 4.2.2 Visualization results

**Embedding visualization** U-Singer represents each style attribute by a residual embedding \( R(z_k|y_i, z_{<k}) \), following UniTTS [23]. We visualized the distribution of the residual embeddings using principal component analysis (PCA). Figure 5(b) displays the distribution of the residual singer (emotion) embeddings colored by singer (emotion) label. The singer and emotion embeddings are well-clustered according to their labels, which suggests that the proposed methods learn attribute embeddings highly correlated with the corresponding attribute labels. In particular, because of the emotion interpolation during training, the center coordinates of the emotional intensity levels showed a linear arrangement, as the blue (sad) and red (happy) lines in Figure 5(b).

**Conditional residual embeddings** To evaluate the effectiveness of our conditional residual encoder in expressing emotional intensity, we compared the attribute embeddings learned by the conditional residual encoder and conventional attribute encoder. Our encoder predicts residual embedding \( R(z_k|y_i, z_{<k}) \) conditioned on the previous attributes, while conventional encoder predicts attribute embedding \( E(z_k) \) independent of other attributes. Figure 6 visualizes the embeddings. (a) and (b) display the pitch and energy embeddings learned by the conventional encoders of the EXT.FS2 model, while (c) and (d) show the embeddings learned by our encoders. In (a) and (b), the embeddings are almost independent of emotional intensity, while the embeddings in (c) and (d) show a substantial correlation with emotional intensity.

**F0 contour and phoneme durations varying with emotional intensity** We analyzed the effectiveness of the proposed residual pitch predictor and encoder by visualizing the pitch contours of the singing voices synthesized by U-Singer and the ABS.PITCH model, respectively. Figure 7 displays the visualization results. From the top, each row displays the pitch contour synthesized with emotion label neutral, happy0.3, happy0.7, and happy1.0, respectively. U-Singer controlled the strength of vibrato according to the emotional intensity level as (b), while ABS.PITCH pro-
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Figure 5: Visualization of U-Singer’s residual embedding. We visualized $R(z_k|y_i, z_{<k})$ which are singer embedding and emotion embedding into 2-dimensional space using principle component analysis (PCA). We manually drew the lines for the convenience of the reader.

Figure 6: Visualization of pitch and energy embeddings obtained by conventional encoder of EXT.FS2(a,b) and residual encoder of U-Singer(c,d).

duced pitch contours not significantly affected by emotional intensity label as (a). Figure 8 displays the spectrogram synthesized by U-Singer with different emotional intensities. Figure 8 shows that U-Singer predicted pitch and phoneme duration differently according to emotional intensity level, thereby expressing emotion by the variation of prosodic attributes.

5 Conclusion

In this paper, we proposed U-Singer, the first multi-singer emotional singing voice synthesizer that controls emotional intensity based on the unified embedding space. U-Singer synthesizes singing voices from lyric, note pitch, and note duration controlling multiple attributes such as singer ID and emotional intensity. It represents emotional intensity by controlling the fine variation of pitch, energy, and phoneme durations. Additionally, we proposed novel emotion interpolation and extrapolation techniques as well as ASPP-Transformer. In experiments, U-Singer synthesized singing voices reflecting the specified emotional intensity level. We also presented multiple visualization results that confirm the effectiveness of the proposed method in expressing the type and intensity of emotions.
U-Singer: Multi-Singer Singing Voice Synthesizer that Controls Emotional Intensity

Figure 7: F0 contour of singing voices synthesized with different emotional intensities.

Figure 8: Mel-Spectrograms synthesized with different emotional intensities.
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A Detailed Model Architectures

Input data pre-processing The model takes a score consisting of lyric, note pitch, note duration as input sequence, and they are preprocessed by following steps. Lyric is converted to phoneme sequence using rule-based Grapheme-to-Phoneme algorithm (g2pK\(^3\)) note pitch is converted to pitch index based on Midi Standard, and note duration is converted to the number of Mel-spectrogram frames. Finally, each sequence is mapped into a dense vector using an embedding lookup table.

Model Configuration The U-Singer is largely composed of the encoder, variance adaptor, decoder, and discriminator. The encoder is composed of 6 blocks that consist of multi-head self-attention and two convolution layers. The variance adaptor consists of per-attribute predictors with two convolution layers and per-attribute encoders with one convolution layer. The decoder consists of six blocks, made up of the ASPP-transformer, the model we are proposing. The discriminator was constructed referencing SF-GAN of [6], and the three discriminators each respectively possess three 2-D convolutions and one linear projection layer.

Table 3: The hyperparameters of U-Singer

| HYPERPARAMETER                      | U-SINGER |
|-------------------------------------|----------|
| PHONEME EMBEDDING DIMENSION         | 384      |
| LYRIC-PITCH Encoder                |          |
| LAYERS                              | 6        |
| Hidden dim.                         | 384      |
| Conv1D Kernel                       | 9        |
| Conv1D Filter Size                  | 1536     |
| MEL-SPECTROGRAM Decoder             |          |
| LAYERS                              | 6        |
| Hidden dim.                         | 384      |
| Conv1D Kernel                       | 9        |
| Conv1D Kernel Dilation rate         | [1, 3, 5, 7] |
| Conv1D Filter Size                  | [768, 384, 192, 192] |
| Attention Heads                     | 2        |
| Encoder/Decoder                     |          |
| Attention Heads                     | 2        |
| Dropout                             | 0.2      |
| Variance Predictor                  |          |
| Conv1D Kernel                       | 3        |
| Conv1D Filter Size                  | 384      |
| Dropout                             | 0.5      |
| Reference Encoder                   |          |
| LAYERS                              | 6        |
| Conv2D Kernel                       | (3, 3)   |
| Conv2D Filter Size                  | (32, 32, 64, 64, 128, 128) |
| Conv2D STRIDE                       | (2, 2)   |
| Hidden dim. of GRU                  | 192      |
| Style Token Layer                   |          |
| Tokens                              | 10       |
| Token dim.                          | 48       |
| Attention Hidden dim.               | 384      |
| Attention Heads                     | 8        |
| Prosody Encoder                     |          |
| Conv1D Kernel                       | 3        |
| Conv1D Filter Size                  | 384      |
| Dropout                             | 0.5      |
| Discriminator                       |          |
| LAYERS                              | 3        |
| Conv2D Kernel                       | (9, 9)   |
| Conv2D Filter Size                  | (1, 64, 64, 64, 64) |
| Conv2D STRIDE                       | (1, 1)   |
| Total number of parameters          | 101M     |

\(^3\)https://github.com/Kyubyong/g2pK
A.1 Overall architecture

Figure 9: Detailed version of the overall architecture
A.2 Baseline

Figure 10: Detailed version of the baseline
A.3 Training Algorithm

Following UniTTS [23], the training procedure of U-Singer is divided into two, which are as follows:
1. Train a generator with a style encoder activated and a singer encoder, an emotion encoder, a discriminator deactivated.
2. Train all models with style encoder deactivated.
(1) Train singer and emotion embedding table by distilling the knowledge from the trained style encoder.
(2) Freezing singer and emotion embedding table, train all models with style encoder deactivated.

Algorithm 1 Training Phase #1: Train reference encoder (GST). \( e \) denotes energy, \( gt \) denotes ground truth.

Input lyric \( lyric \), note pitch \( \bar{p} \), note duration \( \bar{d} \), reference mel-spectrogram \( x_{sc} \), where \( s \) is singer id and \( e \) is emotion id.
Initialize lookup table \( LUT \) for each input except for reference mel-spectrogram.

for predefined number of iterations do
  Retrieves the low-level embeddings of the phoneme and pitch from the lookup table (LUT)
  \( x_{lyric}, \bar{x}_p, \bar{x}_d \leftarrow LUT_{lyric}(lyric), LUT_{\bar{p}}(\bar{p}), LUT_{\bar{d}}(\bar{d}) \)
  \( y_i \leftarrow \text{Linear} (\text{concat}(x_{lyric}, \bar{x}_p)) + \text{PositionalEncoding} \)
  Extract high-level embedding using LyricPitchEncoder
  \( E(y_i) \leftarrow \text{LyricPitchEncoder}(y_i) \)
  Add style embedding with reference mel-spectrogram \( x_{sc} \)
  \( E(y_i, \bar{z}_1, \bar{z}_2) \leftarrow E(y_i) + \text{StyleEncoder}(x_{sc}) \)
  Predict phoneme durations
  \( \hat{d} \leftarrow \bar{d} + \text{Pred}_d(E(y_i, \bar{z}_1, \bar{z}_2, x_d) \)
  Predict pitch and add them into joint embedding
  \( \hat{\bar{p}} \leftarrow \bar{p} + \text{Pred}_p(E(y_i, \bar{z}_1, \bar{z}_2)) \)
  \( E(y_i, \bar{z}_1, \bar{z}_2, \bar{z}_3) \leftarrow E(y_i, \bar{z}_1, \bar{z}_2) + \text{PitchEncoder}(\bar{p}_{gt}, E(y_i, \bar{z}_1, \bar{z}_2)) \)
  Predict energy and add them into joint embedding
  \( \hat{e} \leftarrow \text{Pred}_e(E(y_i, \bar{z}_1, \bar{z}_2, \bar{z}_3)) \)
  \( E(y_i, \bar{z}_1, \bar{z}_2, \bar{z}_3, \bar{z}_4) \leftarrow E(y_i, \bar{z}_1, \bar{z}_2, \bar{z}_3) + \text{EnergyEncoder}(e_{gt}, E(y_i, \bar{z}_1, \bar{z}_2, \bar{z}_3)) \)
  Align \( E(y_i, \bar{z}_1, \bar{z}_2, \bar{z}_3, \bar{z}_4) \) by duplicating the joint embedding according to the durations
  \( \hat{E}(y_i, \bar{z}_1, \bar{z}_2, \bar{z}_3, \bar{z}_4) \leftarrow \text{LengthRegulator}(E(y_i, \bar{z}_1, \bar{z}_2, \bar{z}_3, \bar{z}_4), d_{gt}) \)
  Synthesize a mel-spectrogram by the decoder
  \( y_{mel} \leftarrow \text{Decoder}(\hat{E}(y_i, \bar{z}_1, \bar{z}_2, \bar{z}_3, \bar{z}_4)) \)
  Compute the loss and back-propagate
  \( L_{mel} \leftarrow \text{MAE}(mel_{gt}, y_{mel}) \)
  \( L_d \leftarrow \text{MSE}(d_{gt}, \hat{d}) \)
  \( L_p \leftarrow \text{MSE}(p_{gt}, \hat{\bar{p}}) \)
  \( L_e \leftarrow \text{MSE}(e_{gt}, \hat{e}) \)
  \( L_{total} \leftarrow L_{mel} + L_d + L_p + L_e \)
end for
Algorithm 2 Training Phase #2: Train U-Singer. \( sg \) denotes stop gradient.

**Input** reference mel-spectrogram \( x_{se} \), where \( s \) is singer id and \( e \) is emotion id.

**Knowledge distillation from trained StyleEncoder**

for each singer \( s \in \text{SingerSet} \) do
  \( \mu_s \leftarrow \frac{1}{N_s} \sum s \text{StyleEncoder}(x_{se}) \)
end for

for each emotion type \( e \in \text{EmotionTypeSet} \) do
  \( \mu_e \leftarrow \frac{1}{N_e} \sum e \text{StyleEncoder}(x_{se}) - \mu_s \)
end for

Deactivate the StyleEncoder

**Initialize** lookup table \( \text{LUT} \) for each input.

for predefined number of iterations do

  Retrieve the low-level embeddings of the phoneme and pitch from the lookup table \( \text{LUT} \)
  \( x_{\text{lyric}}, \hat{x}_p, \hat{x}_d \leftarrow \text{LUT}_{\text{lyric}}(\text{lyric}), \text{LUT}_{\hat{p}}(\hat{p}), \text{LUT}_{\hat{d}}(\hat{d}) \)
  \( y_i \leftarrow \text{Linear}(\text{concat}(x_{\text{lyric}}, x_{\hat{p}})) + \text{PositionalEncoding} \)

  Extract high-level embedding using LyricPitchEncoder
  \( E(y_i) \leftarrow \text{LyricPitchEncoder}(y_i) \)

  Add singer embeddings
  \( E(z_1) \leftarrow sg(\mu_s) + \text{ResidualSingerEncoder}(sg(\mu_s), E(y_i)) \)
  \( E(y_i, z_1) \leftarrow E(y_i) + E(z_1) \)

  Add emotion embeddings
  \( E(z_2) \leftarrow sg(\mu_e) + \text{ResidualEmotionEncoder}(sg(\mu_e), E(y_i, z_1)) \)
  \( E(y_i, z_1, z_2) \leftarrow E(y_i, z_1) + E(z_2) \)

  Predict phoneme durations
  \( \hat{d} \leftarrow \hat{d} + \text{Pred}_d(E(y_i, z_1, z_2), x_d) \)

  Predict pitch and add them into joint embedding
  \( \hat{p} \leftarrow \hat{p} + \text{Pred}_p(E(y_i, z_1, z_2)) \)
  \( E(y_i, z_1, z_2, z_3) \leftarrow E(y_i, z_1, z_2) + \text{PitchEncoder}(\hat{p}, E(y_i, z_1, z_2)) \)

  Predict energy and add them into joint embedding
  \( \hat{e} \leftarrow \text{Pred}_e(E(y_i, z_1, z_2, z_3)) \)
  \( E(y_i, z_1, z_2, z_3, z_4) \leftarrow E(y_i, z_1, z_2, z_3) + \text{EnergyEncoder}(\hat{e}, E(y_i, z_1, z_2, z_3)) \)

  Align \( E(y_i, z_1, z_2, z_3, z_4) \) by duplicating the joint embedding according to the durations
  \( E(y_i, z_1, z_2, z_3, z_4) \leftarrow \text{LengthRegulator}(E(y_i, z_1, z_2, z_3, z_4), d_{gt}) \)

  Synthesize a mel-spectrogram by the decoder
  \( y_{\text{mel}} \leftarrow \text{Decoder}(\hat{E}(y_i, z_1, z_2, z_3, z_4)) \)

  Compute the generator loss and back-propagate
  \( \mathcal{L}_{\text{mel}} \leftarrow \text{MAE}(\text{mel}_{gt}, y_{\text{mel}}) \)
  \( \mathcal{L}_d \leftarrow \text{MSE}(d_{gt}, \hat{d}) \)
  \( \mathcal{L}_p \leftarrow \text{MSE}(p_{gt}, \hat{p}) \)
  \( \mathcal{L}_e \leftarrow \text{MSE}(e_{gt}, \hat{e}) \)
  \( \mathcal{L}_{\text{adv}}(G) = \text{MSE}(1, D(\text{mel}_{gt})) \)
  \( \mathcal{L}_{\text{Gen}} \leftarrow \mathcal{L}_{\text{mel}} + \mathcal{L}_d + \mathcal{L}_p + \mathcal{L}_e + \mathcal{L}_{\text{adv}}(G) \)

  Compute the discriminator loss and back-propagate
  \( \mathcal{L}_{\text{adv}}(D) = \text{MSE}(1, D(y_{\text{mel}})) + \text{MSE}(0, D(\text{mel}_{gt})) \)
end for
B Dataset Detail

The entire dataset we used for learning is shown in Table 4 below. We learned a total of 13.49 hours of data, including the CSD dataset [50], and conducted the evaluation using 0.95 hours of test data. Table 5 shows the ratio of professional and amateur singers among the samples.

Table 4: Dataset Specification

| SINGER | NUMBER OF SAMPLES | LENGTH(HOURS) |   |   |
|--------|------------------|----------------|---|---|
|        | TRAIN            | TEST           | TRAIN | TEST |
| F0     | 1082             | 71             | 1.99 | 0.13 |
| F1     | 236              |                | 0.57 | 0   |
| M1     | 219              |                | 0.52 | 0   |
| F2     | 3073             | 247            | 5.54 | 0.47 |
| M2     | 2510             | 234            | 4.87 | 0.35 |
| TOTAL  | 7120             | 552            | 13.49 | 0.95 |

Table 5: Dataset Specification (Pro/Amateur Ratio)

| NUMBER OF SAMPLES | HOURS | RATIO |
|-------------------|-------|-------|
| PRO               | 1608  | 3.21  | 21% |
| AMATEUR           | 6064  | 11.23 | 79% |
| TOTAL             | 7672  | 14.44 | 100% |
C MOS Evaluation Interface

Instructions
This test should be conducted by listening to audio samples using headphones or earphones in a quiet environment.
Do not proceed under the following circumstances.
1) In case you do not have a headphone or earphone
2) In case you are in a noisy environment difficult to concentrate
3) In case your health state and such are not suit to listen to audios
4) In case it is difficult to listen to the samples for other reasons

Section 01: Naturalness of the synthesized song
Please evaluate how natural the voice is.

• MOS 5 : Excellent : Imperceptible distortions.
• MOS 4 : Good : Just perceptible but not annoying distortions.
• MOS 3 : Fair : Perceptible and slightly annoying distortions.
• MOS 2 : Poor : Annoying but not objectionable distortions.
• MOS 1 : Bad : Very annoying and objectionable distortions.

Section 02: Speaker accuracy of the synthesized song
Listen to the reference first, then evaluate how similar each model’s voice is to the speaker’s voice of the reference.

• MOS 5 : Very Similar : Feeling like same singer.
• MOS 4 : Similar : Feeling like same singer without concentration.
• MOS 3 : Somewhat similar: Feeling like different singer but target is similar in some degree.
• MOS 2 : Dissimilar : Feeling like different singer.
• MOS 1 : Very Dissimilar: Perfectly different singer.

Section 03: Emotional accuracy test of synthesized songs
After listening to the two voices, answer whether the voices sound sad or happy.
Then answer which one of the two voices sounds sadder or happier.

Happy
Sad
Section 04: Pronunciation of the synthesized song

Please evaluate how good voice’s pronunciation is.

- MOS 5: Excellent: No mispronunciations.
- MOS 4: Good: Few minor mispronunciations.
- MOS 3: Fair: Many minor mispronunciations.
- MOS 2: Poor: Few major mispronunciations.
- MOS 1: Bad: Many major mispronunciations.

Script: 말은 바람이지 지금 이대로 우리

Section 05: Sound quality of the synthesized song

Please evaluate how good voice’s quality is.

- MOS 5: Excellent: Like face-to-face voice.
- MOS 4: Good: Imperfections can be perceived, like cellphone calls.
- MOS 3: Fair: Annoying.
- MOS 2: Poor: Very annoying, hard to understand.
- MOS 1: Bad: Impossible to understand.

Figure 11: The interface of MOS evaluation