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Abstract—Recently, different techniques have been employed toward motion estimation. Some of these approaches include image based, model based, and silhouette based estimations. Despite their promising nature and outcomes, it remains notable that the techniques rely on motion data quality before producing optimal classification with precision and accuracy. Also, most of the existing algorithms have been complex relative to motion estimation, making interpretation challenging. Therefore, this study strived to respond to these dilemmas by modeling simple human motions through which various patterns of activity behavior could be recognized and aid in classification analyses. Three body components were used to develop the framework. These components included the lower body (LB), the upper body (UB), and the backbone (BB). Indeed, it was through these parts that a simple 2D human stick figure was formed. It is also notable that upon completion, the motion estimation mathematical model was compared to the performance of real motion phases to determine its efficiency in classification. The classifiers to which the model’s performance was compared included Rules and Tress, Misc, Meta, Function, Lazy, and Bayes classifiers. From the results, it was established that the 2D stick-model matching estimation was feasible and could be used to play a crucial rule in analyzing human motion classification.

1. Introduction

In the computer vision field, increasing attention has been extended to the attribute of vision-based human motion estimation [1]. Some of the specific areas that have benefitted from this trend include motion surveillance and analysis, human computer interaction, and animation [2, 3]. However, situations involving complicated human motions imply that motion estimation is a challenging process, especially when postures vary relative to different time series [4, 5]. Despite these mixed outcomes, it remains notable that in computer vision study, human motion estimation plays a crucial role. From the previous literature, the concept of human motion estimation constitutes automated estimations and predictions of human postures relative to body segment location, joint angles, and rigid body motion [6]. Some of the previous scholarly studies avow that a central determining factor that shapes outcomes linked to motion estimation involves motion data quality [7-9]. Other studies assert that the factor that plays a moderating role in determining process outcomes involves the algorithm that is established to model and estimate the intended framework [4, 8-10]. Imperative to note is that the quality of motion affects motion estimation performance, but it is also influenced by the method used to capture the data [6], whether by marker-less or marker-based motion capture. This study strived to present a novel framework through which human motion could be estimated. The common motion resemblance that was employed involved a 2D stick model construction and simple three-body-segment components. Some of the short temporal daily activities to which the presented model was applied included jumping, running, and walking, having gained access to these activities by using a publicly available video.

2. Methodology

In the model, multiple joints connecting simple rigid objects were used to express the human framework. The selected segments that were used to present the human body included LB, UB, and
BB. The role of the BB was to link the pelvis, neck, and head. On the other hand, the UB linked the right wrist, right elbow, right shoulder, neck, left shoulder, left elbow, and left wrist. Lastly, the LB linked the right toe, the right ankle, the right knee, the pelvis, the left knee, the left ankle, and the left toe. The figure below illustrates the study’s simple 2D stick model.

Figure 1: A simple 2D stick model highlighted

Figure 2: An illustration of motion images
In the study, one of the assumptions was that for each body joint, the motion assumed a coplanar state in such a way that it would lie on the x-y plane. Another assumption was that it was at the 2D system’s origin that the human pelvis was fixed.

3. Results and Discussion

Notably, six temporal motions were used to test the 2D motion estimation model. These motions included a camel pose, a leg lock pose, a child pose, jumping, running, and walking. Notably, the datasets were gained from experimental captures and publicly available video data. Regarding the latter data, motion activities that were investigated relative to the designed framework included a single subject performing jumping, running, and walking activities. However, backgrounds varied. In relation to the dataset obtained from experimental captures, activities that were used to evaluate the performance of the designed model included a professional Yoga master’s engagement in a camel pose, leg lock pose, and child pose; with all the three translating into Yoga postures. For the first phase, 30 instances were used and they constituted five jumping instance, 16 running instances, and nine walking instances. The second phase relied on 35 camel pose instances, 53 leg lock pose instances, and 47 child pose instances.
When visual inspection was conducted, findings demonstrated that the proposed human estimation framework performed similarly as the real motion pattern. Hence, only relatively small deviations were noted regarding the activities of running and walking motions. However, the models failed relative to jumping motion estimation for the case involving public available video data. Hence, the model would estimate jumping pose sequences but there was a significant deviation compared to the results that were obtained when it was used to estimate the running and walking motions. A central trend that could explain the model’s failure was the case of jumping activity’s rapid movements that translated into occluding motion poses.

For the case investigation that relied on the experimental dataset, which was obtained from the performance of a professional Yoga trainer, there was close similarity between the performance of the actual model and the estimated stick models. Regarding the results about visual estimation, the model proved superior regarding motion estimation on Yoga and rhythmic (running and walking) motions, rather than the instance of jumping (discrete motion). As such, it was established that the estimated model’s performance was reasonable whereby it could estimate rhythmic motion accurately, proving superior to an approach such as silhouette-base estimation. However, a notable aspect is that the model was established from pure numerical interpretation. As such, it was likely to lose perceptual validity in relation to the estimation of human motion. From the previous literature, perceptual accuracy is likely to be maintained if human motion is synthesized during motion.

The estimated model was also compared to the actual model in terms of the matching rate. The matching rate was obtained using the formula:

\[
\text{% matching rate} = \left( \frac{\text{Number of “Y”}}{\text{Number of “Y”} + \text{Number of “N”}} \right) \times 100\%
\]

From the results, the matching accuracy for the walking motion was higher than the running motion. A factor that explained this variation involved the pre-processing approach that was applied to the raw data. At t4 and t11, the running motion’s LB segment exhibited anomalies. The secondary effect of these anomalies was that the actual data deviated from the estimated data’s range. On the other hand, there was 42.35% and 57.67% matching rate for the jumping motion relative to the y-coordinate and x-coordinate respectively. Combined, the model’s overall matching rate for the selected parameter stood at 50.00%. For the case of the dataset obtained from the professional Yoga trainer, the study established relatively small matching rate as there was smaller tolerance range. Hence, the actual data failed to fall within the estimated tolerance’s small range. Due to these mixed outcomes, the study proceeded to compare the classification accuracy of the estimated model with that of the actual model. From the results, the estimated and actual data classification accuracy lay between 53.33% and 100.00%.

4. Conclusion

In summary, this study developed a human motion estimation framework. The study relied on 2D movement data. The three main body segments that the 2D stick figure incorporated included: LB, UB, and BB. From the visual inspection, it was found that the framework can estimate rhythmic motion patterns with accuracy and precision. In future, there is a need to incorporate superior cyber-shooting feature video cameras to counter errors arising from rapid motions, upon which high-speed motion might be captured correctly. Overall, an implementation of the latter recommendation is poised to steer improvements in the estimated model’s accuracy.
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