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Abstract

Partial Differential Equations (PDEs) are used to model a variety of dynamical systems in science and engineering. Recent advances in deep learning have enabled us to solve them in a higher dimension by addressing the curse of dimensionality in new ways. However, deep learning methods are constrained by training time and memory. To tackle these shortcomings, we implement Tensor Neural Networks (TNN), a quantum-inspired neural network architecture that leverages Tensor Network ideas to improve upon deep learning approaches. We demonstrate that TNN provide significant parameter savings while attaining the same accuracy as compared to the classical Dense Neural Network (DNN). In addition, we also show how TNN can be trained faster than DNN for the same accuracy. We benchmark TNN by applying them to solve parabolic PDEs, specifically the Black-Scholes-Barenblatt equation, widely used in financial pricing theory, empirically showing the advantages of TNN over DNN. Further examples, such as the Hamilton-Jacobi-Bellman equation, are also discussed.

1 Introduction

Partial Differential Equations (PDEs) are an indispensable tool for modeling a variety of problems ranging from physics to finance. Typical approaches for solving such PDEs mostly rely on classical mesh-based numerical methods or Monte Carlo approaches. However, scaling these to higher dimensions has always been a challenge because of their dependency on spatio-temporal grids as well as on a large number of sample paths. As an alternative, recent advancements in deep learning have enabled us to circumvent some of these challenges by approximating the unknown solution using Dense Neural Networks (DNNs) [23, 7, 16, 30]. The basic idea of these approaches is to leverage the connection between high-dimensional PDEs and forward-backward stochastic differential equations (FBSDE) [6]. The solution of the corresponding FBSDE can be written as a deterministic function of time and the state process. Under suitable regularity assumptions, the FBSDE solution can represent the solution of the underlying parabolic PDE. Efficient methods for approximating the FBSDE solution with a DNN have been put forward recently in Refs. [24, 25]. However, in spite of their apparent success, DNN approaches for solving PDEs are computationally expensive and limited by memory [19, 27, 32].
In this paper we show how to overcome this problem by combining Tensor Networks (TN) [20] with DNNs. TNs were proposed in physics to efficiently describe strongly-correlated structures, such as quantum many-body states of matter. They are at the basis of well-known numerical simulation methods, such as Density Matrix Renormalization Group (DMRG) [31], Time-Evolving Block Decimation (TEBD) [29], and more. At the fundamental level, TNs are nothing but efficient descriptions of high-dimensional vectors and operators. Because of this, TNs have recently found important applications also in different domains of computer science such as machine learning (ML) and optimization. In particular, TNs have proven successful in ML tasks such as classification [11, 10, 13, 12, 3, 17, 14], generative modeling [15, 5, 28] and sequence modeling [4].

In practice, we use a specific type of TN known as Matrix Product Operator (MPO) (also known as Tensor Train as used in Ref. [19]), which generalizes the low-rank idea by representing the weight matrix in terms of an efficient TN description. Following ideas from Refs. [19, 21], we transform a DNN into what we call a Tensor Neural Network (TNN), in turn enhancing training performance and reducing memory consumption. Our approach saves memory since it uses fewer parameters compared to a standard Neural Network (NN) [19]. While low-rank representations of the weight matrices had already been discussed in the literature [26, 32, 9], we certify the improvement obtained by TNN by showing that we cannot find an equally-performing DNN with the same number of parameters as the TNN. We achieve this by analyzing the entire sample space of DNN architectures with equivalent number of parameters as that of a TNN. To the best of our knowledge, this important milestone has not yet been considered in the literature. Our main test bed for benchmark is the Black-Scholes-Barenblatt equation, widely used in financial pricing theory.

This paper is organized as follows: in Section 2, we show how a parabolic PDE can essentially be mapped to an SDE and how the corresponding SDE can be solved with a neural network. In Section 3, we briefly review the concept of a TNN. To the best of our knowledge, this important milestone has not yet been considered in the literature. Following ideas from Refs. [19, 21], we transform a DNN into what we call a Tensor Neural Network by showing that we cannot find an equally-performing DNN with the same number of parameters as the TNN. Finally, in Section 5 we present our conclusions. Furthermore, Appendix A discusses mathematical details of the Feynman-Kac representation, and Appendix B shows further experiments, including benchmarks for the Hamilton-Jacobi-Bellman equation.

2 Neural Networks for PDE

The connection between PDE and Forward Backward Stochastic Differential Equations (FBSDE) is well studied in Refs. [6, 2, 18, 22, 8]. For $t \in [0, T]$ consider the following system of Stochastic Differential Equations (SDE),

$$
dX_t = \mu(t, X_t, Y_t, Z_t)dt + \sigma(t, X_t, Y_t) dW_t,
$$

$$
dY_t = \varphi(t, X_t, Y_t, Z_t)dt + Z_t^T \sigma(t, X_t, Y_t) dW_t,
$$

where $X_0 = \epsilon$ is the initial condition for the forward SDE whereas $Y_T = g(X_T)$ is the terminal condition for the backward SDE with known $g : \mathbb{R}^d \rightarrow \mathbb{R}$. Furthermore, $W_t$ is the vector valued Brownian motion. A solution to this set of equations would have $X_t, Y_t, Z_t$.

Now, consider the non-linear PDE

$$
u_t = f(t, x, u, Du, D^2 u),
$$

where $Du, D^2 u$ represents gradient and Hessian of $u$ respectively whereas function $f$ is given by

$$
f(t, x, y, z, \gamma) = \varphi(t, x, y, z) - \mu(t, x, y, z) Z_t^T \gamma - \frac{1}{2} \text{Tr} \left( \sigma(t, x, y) \sigma(t, x, y)^T \gamma \right).
$$

For the given function $f$ and terminal condition $u(T, x) = g(x)$, it is known that $Y_t = u(t, X_t)$ and $Z_t = \nabla u(t, X_t)$ by Ito’s Lemma. This is how the SDEs in Eq.(1) are related to the PDE in Eq.(2), so that if we know the solution to one, we can find or approximate the other.

Now, if the solution to the PDE in Eq.(2) is known, then we can easily approximate the solution to SDEs in Eq.(1) by leveraging Euler-Maruyama discretization of SDEs in Eq.(1) such that:

$$
\Delta W_n \sim \mathcal{N}(0, \Delta t_n),
$$

$$
X_{n+1} - X_n \approx \mu(t_n, X_n, Y_n, Z_n) \Delta t_n + \sigma(t_n, X_n, Y_n, Z_n) \Delta W_n,
$$

$$
Y_{n+1} - Y_n \approx \varphi(t_n, X_n, Y_n, Z_n) \Delta t_n + Z_t^T \sigma(t_n, X_n, Y_n, Z_n) \Delta W_n.
$$

where $Y_n = u(t_n, X_n)$ and $Z_n = \nabla u(t_n, X_n)$. However, as the solution of the PDE is not known, we parameterize the solution $u_t$ using a neural network with parameters $\theta$ as proposed in Ref. [23]. We obtain the required gradient vector.
using automatic differentiation. Parameters of the neural network representing \( u(t, x) \) can be learned by minimizing the following loss function obtained by discretizing the SDE as done in Eq.(4):

\[
\min_{\theta} \left( \sum_{m=1}^{M} \sum_{n=0}^{N-1} \left| Y_{n+1}^{m}(\theta) - Y_{n}^{m}(\theta) - \varphi(t_n, X_{n}^{m}, Y_{n}^{m}(\theta), Z_{n}^{m}(\theta)) \Delta t_n \right| \right)
\]

\[
- (Z_{n}^{m}(\theta))^T \sigma(t_n, X_{n}^{m}, Y_{n}^{m}(\theta)) \Delta W_n^m \right) + \sum_{m=1}^{M} \left( Y_{N}^{m}(\theta) - g(X_{N}^{m}) \right)^2. \tag{5}
\]

where \( M \) is the batch size, \( m \) labels the \( m \)-th realization of the underlying Brownian motion, and \( n \) labels time \( t_n \).

The goal is to find the solution of a given PDE, and we aim to approximate it using a neural network. In the process of doing so, we first have the PDE alongside an SDE of an underlying state with known initial condition. From this, we can get the SDE of the state variable modeled by the PDE using Ito’s Lemma. This SDE has a known terminal condition. Once we have a system of FBSDE, we can use the approach described here to find or approximate the solution of the SDE which, in turn, can be used as an approximation for the solution of the PDE we are interested in.

3 Tensor Neural Networks

3.1 Tensor Networks

For our purposes, a tensor is a multi-dimensional array of real/complex numbers, denoted as \( T_{\alpha_1 \alpha_2 \ldots} \), where the indices denote different array dimensions, with the rank of the tensor defined as the number of indices. Tensor network diagrams were introduced as a convenient notation for dealing with the calculation of multiple tensors with multiple indices. As illustrated in Fig. 1, a rank-\( n \) tensor is an object with \( n \) legs corresponding to its \( n \) indices, with each index corresponding to a dimension of the array.

A tensor network is a network of interconnected tensors. By definition, a connected leg between neighboring tensors indicates a shared index to be summed over. The operation of summing over shared indices is also called tensor contraction, and a full contraction will leave a TN with only open (non-contracted) legs. For example, contraction of two rank-2 tensors, i.e., matrices \( R_{\alpha \beta} \) and \( S_{\beta \gamma} \), along the index \( \beta \) is equivalent to a matrix multiplication. Diagrammatically, the pre-contraction state is shown by connecting the two tensors with their \( \beta \) legs, as depicted in

![Figure 1: (upper panel) Tensor network diagrams. Each rank-\( n \) tensor is represented by a shape with \( n \) legs attached, each of which represents an index of the tensor. A scalar, vector, matrix and rank-\( N \) tensor have 0, 1, 2, \( N \) legs attached, respectively. (lower panel) Contraction of tensors equivalent to matrix multiplication. Here, \( R \) and \( S \) tensors are connected with the shared leg \( \beta \). The resulting tensor (matrix) \( Q \) after full contraction has only open legs left.](image-url)
the lower panel of Fig. 1. Typical one-dimensional TNs include Matrix Product States (MPS) and Matrix Product Operators (MPO) [20] as illustrated in Fig. 2.

![Figure 2: (upper panel) Matrix Product State (MPS) and Matrix Product Operator (MPO). (lower panel) Tensorizing a matrix into a 2-node MPO by SVD decomposition, producing two isometric tensors $U$ and $V$, as well as a diagonal matrix $S$ of real and positive singular values.]

Generally speaking, MPOs are efficient representations of linear operators, i.e., matrices. In general, a $d^n \times d^n$ matrix can be decomposed (tensorized) into an $n$-site MPO by a series of consecutive singular value decompositions (SVD). In such a decomposition, at every step there exist at most $d^2$ singular values. Notably, by discarding sufficiently small singular values we can find an approximated but more efficient MPO representation of the matrix. The lower panel of Fig. 2 shows an example of tensorizing a $d^2 \times d^2$ matrix into a 2-site MPO. The grey legs denote what we call the physical indices (i.e., those that correspond to the original tensor), whereas the black line in-between represents what we call a virtual bond, with bond dimension $\chi$, corresponding to the number of singular values.

### 3.2 Tensorizing Neural Networks

A way of tensorizing Neural Networks is to replace the weight matrix of a dense layer by a TN. In particular, we choose an MPO representation of the weight matrix that is analogous to the Tensor-Train format [19], and we call this layer a TN layer. This representation, however, is not unique, and is determined by two additional parameters: the MPO bond dimension, and the number of tensors in the MPO. In the simplest case, the MPO may consist of just two tensors only, $W_1$ and $W_2$, as shown in Fig. 3. The MPO in the figure has bond dimension $\chi$ and physical dimensions $d$ everywhere. The TN layer with such an MPO can be initialized in the same manner as a weight matrix of a dense layer.

The forward pass of the TN layer involves additional operations compared to the one for a dense layer. Here, we first contract the MPO along the bond index and then reshape the resulting rank-4 tensor into a matrix as shown in Fig. 3. This matrix is the corresponding weight matrix of a TN layer. The weight matrix can then be multiplied with the input vector. We apply an activation function to the resulting output vector, thereby finishing the forward pass of the TN layer. The weight matrix takes the form

$$W = \sum_{\alpha=1}^{\chi} (A_\alpha \otimes B_\alpha), \quad W \in \mathbb{R}^{d^2 \times d^2},$$

where $W_1 = [A_1, A_2, \cdots, A_\chi], A_\alpha \in \mathbb{R}^{d \times d}$ and $W_2 = [B_1, B_2, \cdots, B_\chi], B_\alpha \in \mathbb{R}^{d \times d}$ are the two rank-3 weight tensors connected by a virtual bond $\alpha$ of dimension $\chi$. The resulting weight matrix $W$ is of dimension $d^2 \times d^2$, so it contains $d^4$ elements. Notice that these elements are not independent since they come from the TN structure with $2\chi d^2$ trainable parameters. So, if we initialized the MPO with bond dimension $\chi = d^2/2$, we would have the same number of parameters as a dense layer with $d^2$ neurons. Any choice where $\chi < d^2/2$ will result in a weight matrix...
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Figure 3: The process of contracting a 2-node MPO and reshaping it into the weight matrix $W$ in each forward pass.

$W$ comprising of $d^4 - 2\chi d^2$ fewer parameters than the weight matrix of a dense layer, thus allowing for potential parameter savings. In principle, when $\chi = d^2$, we have sufficient degree of freedom to be able to construct an arbitrary $d^2 \times d^2$ matrix. Thus, we expect that by increasing the bond dimension the TN layer behaves increasingly similar to a dense layer. This is also shown empirically in Section 4.

The existence of Kronecker product in Eq.(6) implies that there is correlation between the matrix elements in $W$, i.e. each element will be a sum of products of elements of the tensors $A$ and $B$. The parameters to be trained are not the matrix elements of the weight matrix, but the elements of the individual tensors of the MPO. This can exhibit interesting training behavior and can lead to faster convergence of the loss function as we show in Section 4.

By implementing the TN layer in this way and with a ML library which supports automatic differentiation such as TensorFlow or PyTorch, one can optimize the MPO weights in a similar fashion as those of dense layers in DNN and train the TNN. As an alternative, one could work with an explicit TN layer without contraction of the MPO, including tensor optimizations as in other TN algorithms (e.g., variational), provided one can find a way to decompose the activation function. We observe, however, that for most interesting NN structures, we do not actually need this option. Additionally, the TNN structure is not limited only to a single TN layer but can further be extended to any desired number of TN layers or a combination of dense and TN layers. This provides a flexibility of designing TNN architectures which is favorable for the problems of interest.

4 Black-Scholes-Barenblatt Equation in 10 dimensions

We test our approach on an application in mathematical finance where we approximate the solution of a 10-dimensional Black-Scholes-Barenblatt equation to price a European-style option. This is primarily motivated by the pioneering work of using deep learning to solve high-dimensional PDEs [23, 7, 16].

We aim to solve the following PDE:

$$u_t = -\frac{1}{2} \text{Tr} (\sigma^2 \text{diag}(X_t^2) D^2 u) + r(u - (D u)' x),$$

with terminal condition $u(T, x) = \|x\|^2$. The explicit solution for this equation is

$$u(t, x) = \exp((r + \sigma^2)(T - t)) \|x\|^2,$$

which can be used to test the accuracy of the proposed algorithm. Using the approaches from Section 2 and the Feynman-Kac formalism from Appendix A, this can be re-casted into a system of forward-backward stochastic differential equations:

$$dX_t = \sigma \text{diag}(X_t) dW_t, \quad t \in [0, T]$$

$$X_0 = \epsilon$$

$$dY_t = r(Y_t - Z_t' X_t) dt + \sigma Z_t' \text{diag}(X_t) dW_t, \quad t \in [0, T]$$

$$Y_T = \|X_T\|^2$$
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where $\epsilon = (1, 1, 1, \ldots, 1) \in \mathbb{R}^{10}$, $T = 1$, $\sigma = 0.4$, $r = 0.05$. $W_t$ is a vector-valued Brownian motion, whereas $Y_t$ and $Z_t$ represent $u(t, X_t)$ and $Du(t, X_t)$. Furthermore, we partition the time domain $[0, T]$ into $N = 50$ equally spaced intervals. For loss, instead of using mean squared error (MSE) which is classically used for regression problems, we use log-cosh loss which helps in speeding up the convergence as compared to the work in Ref. [23] and which is of the form $\frac{1}{T} \sum_{i=1}^{N} \ln(\cosh(\hat{y}_i - y_i))$. We further sketch out the details of this loss function and its advantages in Appendix B. To optimize our model weights, we use Adam Optimizer with batch of size 100 and a fixed learning rate of $10^{-3}$. Given the simplicity of the payoff structure, for all our experiments, we use a 2-hidden layer architecture. For simplicity, we only construct TN layers that are symmetric in each input and each output dimension. In practice, we choose the first layer in our NN to be a dense layer with neurons that match the input shape of the second TN layer. That is, a DNN$(x, y)$ corresponds to a two-layer dense network with $x$ neurons in layer 1 and $y$ neurons in layer 2. On the other hand, a TNN$(x)$ corresponds to a two layer TNN architecture with the first being a dense layer with $x$ neurons and the second layer a TN layer with $x$ neurons.

We described in Section 3 how TNN can compress dense layers, which was experimentally tested in Ref. [19]. However, this compression is only relevant if no DNN with the same parameter count can achieve the same accuracy and training performance.

In Fig. 4, we see the loss behavior and the option price at $t = 0$ for three different architectures, TNN(16), DNN(16,16) and DNN(6,35). Note that, in comparison with TNN(16), DNN(16,16) has the same number of neurons but more parameters. Whereas, DNN(6,35) has the same number of parameters but different number of neurons. All three architectures achieve the same accuracy level upon convergence. So, although TNN(16) is achieving the same accuracy as DNN(16,16) with fewer parameters, we find DNN(6,35) to be equally good in terms of accuracy and number of parameters. Hence, the number of parameters may not be used as a measure of compression without considering alternative DNN architectures with same parameter counts, which is a major drawback in the experiments performed in Ref. [19].

Moreover, we see in our experiments that the architectures differ in convergence speed. DNN(6,35) converges fastest among all the DNN architectures with the same parameter count as that of TNN(16). However, we observe that the TNN architecture converges even faster than DNN(6,35). It also converges faster than DNN(16,16). In summary, TNN not only allows for memory savings with respect to DNN for the same number of neurons, but also for faster convergence for the same number of parameters and neurons.

To get a better understanding of the advantages and behavior of TNN after taking various hyperparameters into account, we further implemented the following three experiments: (a) testing convergence speed for TNN with increasing bond dimension, (b) testing convergence speed for TNN with increasing number of neurons, and (c) finding the best matching DNN architecture (in terms of convergence speed and accuracy) and its parameter count as compared to a TNN.

![Figure 4](image-url)

Figure 4: (left panel) Training loss and (right panel) option price at $t_0$ over epochs of TNN(16) bond dimension 4 case (orange) and the corresponding best performing DNN with the same number of parameters (in this case, 353). The plots indicate resulting mean ± standard deviation from 100 runs.
Let us discuss experiment (a), where we analyzed the effect of the bond dimension to the convergence behavior. We choose two TN architectures, TN(16) and TN(64) and vary their bond dimension $\chi$. For each $\chi$ we calculate the number of parameters in the network and construct all possible two-layer DNN with the same parameter count. We train the networks until convergence (convergence criteria is described in Appendix B) and show the results in Fig. 5. We observe that almost all TNN architectures train faster than their DNN counterparts. The convergence gap is the largest for TN(16) for $\chi = 4$ with 26.9% fewer epochs to converge compared to the best performing DNN with the same parameter count. Furthermore, we see that with increasing bond dimension, the convergence gap diminishes, which is a signature that the corresponding MPO is approaching a dense layer and therefore the performance of a DNN as seen in our discussion in Section 3. An MPO with sufficiently large bond dimension can approximate any arbitrary matrix to an arbitrary degree. Hence, a TNN with a large bond dimension should exhibit a weight matrix in the forward pass that is very much comparable to an equally sized weight matrix of a DNN.

Figure 5: Epoch for loss convergence for TN(16) (left panel) and TN(64) (right panel) over different bond dimensions. Each TNN is shown along with all DNNs of same number of parameters. The plots indicate results from 100 runs for the architectures reaching accuracy within 1% of the true solution.

Model complexity is another important factor when discussing the advantages of different architectures. We chose not to go deeper than two-layer networks due to the simplicity of the PDE at hand. However, we would like to know how TNN behaves if we construct wider networks. To this end, we increase the number of neurons in experiment (b). We choose $\chi = 2$ and $\chi = 4$ for the TNN we analyse and use the same convergence criteria as in experiment (a). The results are shown in Fig. 6 for TN(16), TN(64), TN(144) and TN(256). In all cases, TNN is trained faster than its best DNN counterparts. We find the largest convergence gap of 32.8% for TN(144) with $\chi = 4$.

Figure 6: Epoch for loss convergence for TNN of bond dimension 2 (left panel) and 4 (right panel) with varying number of layer width (TN(16), TN(64), TN(144) and TN(256)). Each TNN is shown along with all DNNs of same number of parameters. The plots indicate results from 100 runs for the architectures reaching accuracy within 1% of the true solution.
Figure 7: Loss functions for TNN (orange) with bond dimension 4 and its best matching DNN (blue). The TNN has 353 parameters whereas the DNN has 1057 parameters. The plots indicate resulting mean ± standard deviation from 100 runs.

Finally, in experiment (c), we analyse the parameter savings of the TNN for the example presented in Fig. 4. One way of quantifying this is to find the smallest DNN architecture that matches the loss signature of TNN, i.e., one that has the same training speed and accuracy. Fig. 7 shows such an example, where we compare a DNN architecture with 1057 parameters to that of a TNN with 353 parameters. We conclude that with DNN we almost need three times the number of parameters to match the TNN’s performance. This parameter saving of 66% is indeed a significant advantage for TNN.

To consolidate the TNN advantage observed in the plots from this section, we also tested TNN on the Hamilton-Jacobi-Bellman equation, which can be found in Appendix B.

5 Conclusions and Outlook

We have shown how we can leverage TNN to solve high-dimensional parabolic PDEs. Furthermore, we addressed some of the shortcomings in the existing literature when quantifying the advantages of TNN by analyzing parameter savings and convergence speed. Empirically, we demonstrated that TNN provides significant parameter savings as compared to a DNN while attaining the same accuracy. We further illustrated that TNN achieves speedup in training by comparing them against entire families of DNN architectures with similar parameter count. The methodology described in this paper can be used to improve training from a memory and speed perspective for a wide variety of problems in machine learning. Quantifying the complexity of a problem and adapting the methodology presented to problems where this approach can provide a significant edge, can be an interesting avenue for future work.
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Appendix

A Feynman-Kac Representation

Let $\mu : \mathbb{R}_+ \times \mathbb{R}^d \to \mathbb{R}^d$, $\sigma : \mathbb{R}_+ \times \mathbb{R}^d \to \mathbb{R}^{d \times m}$, $V : \mathbb{R}_+ \times \mathbb{R}^d \to \mathbb{R}$ and $f : \mathbb{R}^d \to \mathbb{R}$ be sufficiently regular functions, fix $T > 0$ and suppose $u \in C^{1,2}([0, T] \times \mathbb{R}^d \to \mathbb{R})$ is the unique solution to the parabolic differential equation

$$
\frac{\partial u}{\partial t} + Au = Vu
$$

with generator defined by

$$
Ag(t, x) = \sum_{i=1}^d \mu_i(t, x) \frac{\partial g}{\partial x_i}(t, x) + \frac{1}{2} \sum_{i,j=1}^d (\sigma \sigma^T)_{ij}(t, x) \frac{\partial^2 g}{\partial x_i \partial x_j}(t, x)
$$

for $g \in C^{1,2}([0, T] \times \mathbb{R}^d \to \mathbb{R})$. If $Y$ is the $\mathbb{R}^d$-valued stochastic process satisfying the stochastic differential equation

$$dY_t = \mu(t, Y_t)dt + \sigma(t, Y_t)dB_t$$

for some $m$-dimensional Brownian motion $B$ defined on a probability space $(\Omega, F, \mathbb{P})$, then $u$ admits the stochastic representation

$$u(t, x) = \mathbb{E}^\mathbb{P}\left[e^{-\int_t^T V(s, Y_s)ds} f(Y_T) \mid Y_0 = x\right]$$

for all $(t, x) \in [0, T] \times \mathbb{R}^d$.

B Further experiments

B.1 Hamilton-Jacobi-Bellman Equation

Dynamic Decision Making (DDM) lies at the heart of a lot of industrial problems spanning from inventory control and robotics to finance. Integral to DDM is the difference equation called Bellman equation which is an optimality condition associated with dynamic programming, an approach which has been fundamental in solving DDM problems recursively. This Bellman equation in continuous form leads us to the Hamilton-Jacobi-Bellman (HJB) PDE which is an indispensable tool in the area of stochastic control problems. Here, we consider a 100-dimensional HJB equation as shown in Ref. [23] which looks as follows:

$$u_t = -\text{Tr} \left( D^2 u \right) + \|Du\|^2,$$

with terminal condition $u(T, x) = \ln \left( 0.5(1 + \|x\|^2) \right)$. The explicit solution for this equation is

$$u(t, x) = -\ln \left( \frac{1}{\mathbb{E} \left[ \exp(-g(x + \sqrt{2}W_{T-t}) \right)]} \right),$$

which can be used to test the accuracy of the proposed algorithm. However, due to the presence of the expectation operator in the explicit solution, we can only approximate the exact solution. To do so, we use $10^5$ samples to approximate the exact solution as done in Ref. [23]. Using Feynman-Kac as shown in Section 2, this can be recasted into a system of forward-backward stochastic differential equations as follows:

$$
\begin{align*}
    dX_t &= \sigma dW_t, \quad t \in [0, T] \\
    X_0 &= \epsilon \\
    dY_t &= \|Z_t\|^2 dt + \sigma Z_t dW_t, \quad t \in [0, T] \\
    Y_T &= \ln \left( 0.5 \left( 1 + \|X_T\|^2 \right) \right),
\end{align*}
$$

where $\epsilon = (0, 0, 0, \ldots, 0) \in \mathbb{R}^{100}, T = 1, \sigma = \sqrt{2}$. Furthermore, we partition the time domain $[0, T]$ into $N = 50$ equally spaced intervals. For loss, here too, instead of using mean squared error (MSE) which is classically used for regression problems, we use log-cosh loss which helps in speeding up the convergence as compared to the work in Ref. [23] and which is of the form $\frac{1}{N} \sum_{i=1}^N \ln(cosh(y_i - \hat{y}_i))$. To optimize our model weights, we use Adam Optimizer with batch of size 100 and a fixed learning rate of $10^{-3}$. 
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As shown in Fig. 8, a TNN of 64 units and bond dimension 2 clearly outperforms all DNNs with the same parameter count in terms of convergence speed, thereby showing TNN’s clear advantage (in this plot, we plot DNN(34,96) which has the best performance among the DNNs with the same parameter count as TNN). Here, the advantage is even more observable, with TNN converging in 66% fewer epochs (which is 63% savings in time taken to converge). In the plot, we also show the comparison of TNN with a DNN with same number of neurons, i.e., DNN(64,64). Despite the DNN having same number of neurons and rather more parameters, TNN clearly outperforms it.

**B.2 Same Initialization Magnitude**

In Section 3, we saw that, for a TNN layer, we first initialize a set of tensors and then contract them to a shape that is equivalent to that of a dense layer. In doing so, we realize that if the tensors are initialized in a similar way as the
weight matrix of a DNN layer, the magnitude of initialized weights is different when comparing the contracted tensor of a TNN layer with a weight matrix from a DNN layer with same size. This can often lead to different training trajectories. However, to ensure that the resulting advantage stems from the underlying structure of TNN and not magnitude of initialized weights, we also initialize them in a way to ensure similar magnitude. Here, we start by setting up weights in a way that the distribution of the pre-trained weights of a DNN layer and that of an equivalent contracted TNN layer with same number of parameters are similar as shown in Figs. 9 and 10. Despite having the same pre-trained weights, we still observe the TNN advantage as Fig. 4, which can also be attributed to different post-trained weight distribution.

B.3 Hybrid Loss Function

![A Comparison of Loss Functions](image)

Figure 11: Comparison of Mean Squared Error (MSE), Mean Absolute Error (MAE) and Hybrid loss for regression-type problems

For our experiments in this paper, we use a hybrid loss function over MSE due to its empirically enhanced speed of convergence as observed in our experiments. We use log-cosh loss of the form \( \frac{1}{N} \sum_{i=1}^{N} \ln(\cosh(y_i - y_i)) \). The function \( \ln(\cosh(x)) \) for small \( x \) turns out to be \( \frac{x^2}{2} \), whereas for large \( x \) this becomes \( |x| - \ln(2) \). Comparing it to MSE, it looks as in Fig. 11. However, due to empirical results, we only apply this to the terminal conditions. As a result, our loss function changes from

\[
\min_{\theta} \left( \sum_{m=1}^{M} \sum_{n=0}^{N-1} |Y_{n+1}^m(\theta) - Y_n^m(\theta)| - \varphi(t_n, X_n^m, Y_n^m(\theta), Z_n^m(\theta)) \Delta t_n 
- (Z_n^m(\theta))^T \sigma(t_n, X_n^m, Y_n^m(\theta)) \Delta W_n^m|^2 + \sum_{m=1}^{M} (Y_n^m(\theta) - g(X_N^m))^2 \right) \tag{15}
\]

to

\[
\min_{\theta} \left( \sum_{m=1}^{M} \sum_{n=0}^{N-1} |Y_{n+1}^m(\theta) - Y_n^m(\theta)| - \varphi(t_n, X_n^m, Y_n^m(\theta), Z_n^m(\theta)) \Delta t_n 
- (Z_n^m(\theta))^T \sigma(t_n, X_n^m, Y_n^m(\theta)) \Delta W_n^m|^2 + \frac{1}{M} \sum_{m=1}^{M} \ln(\cosh(Y_N^m(\theta) - g(X_N^m))) \right) \tag{16}
\]
B.4 Convergence Test

In this paper, we run experiments for a large number of epochs to ensure guaranteed convergence for both, DNN and TNN. For defining convergence for loss, we use the criteria in the pseudocode 1 based on smoothed time series of mean loss [1].

Algorithm 1 Convergence Test

**Input:** Observed Time Series of Mean Loss for 100 runs over 3000 epochs $L = \{l_1, l_2, \ldots, l_{3000}\}$, window size($w$), batch size($b$), threshold($h$), tolerance($t$)

**Smoothing:** Initialize $\alpha$ and obtain Smoothed Time Series ($\hat{L}$) with same starting point $l_1$ and hence $\hat{L} = \{\hat{l}_1, \hat{l}_2, \ldots, \hat{l}_{3000}\}$ where $\hat{l}_1 = l_1$ and $\hat{l}_i = \alpha \hat{l}_{i-1} + (1 - \alpha) l_i$ for $i > 1$

for $i = 1$ to epochs-$w$ do

$Window = \hat{L}[i : i + w]$  
$Diff = |mean(Window[: b])| - |mean(Window[w - b :])|$  
▷ Difference between the loss trajectory at the start and the end of the window for a batch of entries

if $Entries(Window) < h$ and $Diff < t$ then

return $i$

▷ Ensure all the elements in window are less than a threshold and $Diff$ is less than a tolerance

else

continue

end if

epochs

end for