Fusing Visual Features and Metadata to Detect Flooding in Flickr Images
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Abstract—Social media platforms such as Flickr have become a source of information for the assessment of natural disasters, for instance assisting in flood mapping. Visual features and textual metadata have been used to identify natural disasters in social media images, however, they have often been used separately. Here, we fuse these two modes together using two fusion methods and deep learning to identify flood images in the MediaEval 2017 dataset. A novel backpropagation technique, Direct Backpropagation (DBP) is used to train a neural network for the classification. The results show that the fusion methods improve the classification accuracy compared to their individual counterparts. We compare our proposed learning method with other baseline methods and find it producing highest classification results. For external evaluation, the results are compared with MediaEval 2017 methods, where our methods outperform most of them.
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I. INTRODUCTION

Our world is in a continuous threat of natural disasters that can cause thousands of deaths, billion dollars of damage, and destroy natural landmarks [1]. Research shows that proper assessment of these disasters can reduce the damage they cause. For fifty years, remote sensors such as satellites and radars have been collecting images of natural disasters that have been used by researchers for assessment [2]–[4]. However, due to long revisit time and cloud cover, remote sensing images are often unavailable [5].

Alternatively, social media such as Twitter, Facebook, Flickr and Instagram are enriched with in-situ information of natural disasters [6]. This information typically appears as geo-tagged photos and associated metadata such as keywords assigned by the user. For example, each Flickr post is a photo entry with user-defined Title, a small Description, user tags, time stamp and location. Research shows that this multimedia information can be employed for different applications including natural disaster detection [7] and assessment [8]. However, social media data are also associated with some limitations such as lack of reliability and uncertainty [10]. Researchers have tested different techniques to identify flooding evidence in social media images. Visual features have been used for such applications. Alternatively, the metadata have been exploited to a limited extent. This is due to the challenges associated with analysing unstructured and noisy text data [8].

Data fusion is a popular technique in remote sensing community [9]. Fusing together of multimodal data typically produce better classification results [13], [14]. Here, we apply two fusion approaches, feature-level fusion and decision fusion, to combine visual features and metadata from social media. These approaches are used to classify Flickr images into two categories, flood and no-flood. We also test the visual features and metadata separately to evaluate the fusion approaches.

We employ a neural network for the classification using the multimodal data described in previous paragraph. However, instead of using typical backpropagation technique for the learning, we propose a novel method named Direct Backpropagation (DBP).

For evaluation, we use the Disaster Image Retrieval from Social Media (DIRSM) dataset from MediaEval 2017 [15]. We compare our different approaches using classification accuracy. The results show that the visual modes outperform the textual modes and achieve higher accuracy when used separately. However, the fusion approaches further improve the accuracy. The decision fusion approaches perform better than feature-level fusion, but require more computation. We evaluate our proposed learning method by comparing our results with other baseline methods. The results show that our proposed method produce highest training accuracy in minimum time. We also compare our results with other approaches presented in MediaEval 2017 as external evaluation using Mean Average Precision (MAP), where our fusion approaches are comparable to the most successful approaches.

II. RELATED WORK

A. Classification using visual features

In the last decade, Convolutional Neural Networks (CNN) have achieved high success for visual feature extraction in the image processing and remote sensing domain [16], [20]. CNNs typically require large training datasets and with the development of large standard datasets such as ImageNet [17] and Places [18], they can now be trained more accurately. These datasets contain millions of images labelled in thousands of categories and can be exploited to pre-train CNNs for visual feature extraction. For example, ImageNet was used to pre-train different architectures of CNNs for visual feature extraction in [19]. However, researchers have argued that the

...
ImageNet dataset mostly contains object type images such as, ‘table’ and ‘tree’ and therefore, to extract scene level features such as ‘river’, and ‘garden’, it is important to use a dataset that contains scenic type images such as the Places dataset [7]. The Places dataset was tested for pre-training CNNs in [21]. However, the ImageNet dataset contains around twice more images categorized into thousands more classes than the Places dataset [6]. Recently the Places dataset has been updated to Places365-Standard by increasing the number of images per category [18].

Among different CNN architectures, Xception, ResNeXt and InceptionV3 are the top performing models on ImageNet. However, the ResNext model calculates twice the number of parameters compared to other models and therefore, requires more resources. On the Places dataset, VGG16, ResNet and GoogleNet are the top performing models [6].

B. Classification using metadata

There are four categories of typical social media image metadata: textual, geographical, temporal and social media information [22].

Here, we use only the textual metadata, because of challenges such as unavailability [1] and ethics [23] associated with others. Among the textual metadata, user tags that are the keywords assigned by the user have been popular for event detection in social media due to their availability and structured nature [8]. In Flickr the title, which is typically a one sentenced statement, and the Description that is a longer explanation of an image, are unstructured, and sometimes noisy [6].

For textual feature extraction, word embedding and Bag-of-Words (BoW) are two popular techniques [24]. However, for domain specific applications, word embedding can be sensitive to the domain knowledge. Therefore, this technique is suitable only if pre-trained on similar dataset and typically used in such applications [24].

For text classification, several studies relied on a support vector machine (SVM) classifier because of its simplicity and ease of interpretability [8]. However, neural networks are also popular for text classification [25].

C. Multimodal fusion

Two basic multimodal fusion methods are early fusion and late fusion. Early fusion, also known as feature-level fusion, joins the input features from multiple modalities and fuses them together as one feature set [26]. Researchers have tested different approaches such as concatenation [27], linear sum [28], pooling [29], and gated method [30] for feature-level fusion of visual modes and textual modes. Research shows that the concatenation method is most efficient because it can produce competitive results with minimum computation, where other methods such as linear sum require the feature dimensions to be equal [14]. Alternatively, the late fusion method takes the unimodal decision or the prediction values from different modes as the input and calculates the final decision value using a fusion mechanism such as averaging [31], voting [32], weighting [33] and learned model [25]. This method is also known as the decision fusion method.

Both of these methods have their advantages and disadvantages. For example, in decision fusion, the heterogeneity of the features is dealt with suitable individual classifiers for each modality. Therefore, the strength of individual modalities are exploited separately [26]. This is why they typically perform better than feature-level fusion [14], [26]. However, there is no scope to learn and exploit the correlation and the interaction between features of different modalities in decision fusion. It also requires increased number of classifiers and computation.

Alternatively, in feature-level fusion only one classifier is required that takes multimodal features from multiple modalities together as the input pattern [26]. Feature-level fusion is also considered as the true multimedia feature representation because they combine the features at raw level and can exploit the correlation among them [33]. Research shows that depending on the feature and the feature processing method, feature-level fusion can outperform decision fusion method [35]. However, with different types of features having dissimilar capability, the learning becomes challenging as they require sophisticated weight learning and assigning method.

Other interesting multimodal fusion models include multi-view [36], multimodal representation [13], hybrid of decision and feature-level fusion [37], Boltzmann Machines [38] and autoencoders [39]. However, such methods suffer from increased computational complexity [40]. Alternatively, deep learning gained much popularity in this field due to their computationally tractable representation capability and superior performance [41].

D. Deep learning

Artificial neural networks (ANN) have the capability to learn and assign weights to individual input based on their impact on the classification process [42]. Using a feedforward method, they calculate the output and the error, which is also known as the cost function, as the difference between predicted output and target. After that, the error information is fed back in a backpropagation method to recalculate the output with changed parameters. This process of updating the parameters or the weights to reduce the error is known as training. The training process continues until the error is reduced to a certain acceptable level [42].

A typical neural network comprises of three layers: input, hidden and output. Each layer is comprised of multiple neurons and each neuron is connected to next consecutive layer's neurons. These connections have weights that represent the reliability of the signals [42]. Backpropagation (BP) is a popular method to calculate a gradient that updates these weights based on the error signal [42]. However, backpropagation method requires symmetric weights, a separate phase for inference and learning, and the learning signals have to be propagated backward layer-by-layer from the output layer to the input layer. This also means that each layer is dependent on previous layer during the update process, which necessitates a waiting time [43].
Researchers have proposed a few alternative methods of backpropagation. For example, Lillcrap et al., have proposed a Feedback Alignment (FA) method that bypasses random feedback weights and can achieve similar accuracy as BP [44]. Nøkland proposed a modified version of FA, the Direct Feedback Alignment (DFA) [43]. He showed that the feedback to shallow layers need not be propagated at all; only the cost function from last layer can be utilized with the random feedback to calculate the gradient of each layer. He further modified the technique to develop the Indirect Feedback Alignment (IFA) method. In IFA, the first layer weights are updated using the direct feedback. The network is then placed into a forward path again, using the derivative of first layer to update the second layer and so on. These techniques show that the last layer error information can be used instead of calculating the derivatives in each layer to produce similar learning, which reduces the computational cost, time and reciprocal connection dependency. However, they ignore the symmetric weights in the weight updating process unlike backpropagation. This might hamper the learning process while using dissimilarly capable inputs. Furthermore, in the feedback alignment methods each neuron requires feedback weights for each error in the network [45]. Therefore, they typically require a significant number of computation and data movement that compromises the locality of the algorithm [46]. Research also shows that these techniques perform poorly if the network becomes larger as the complexity and difficulty increases [45].

III. METHODOLOGY

A. Fusion and classification

We employed Xception and InceptionV3 pre-trained on ImageNet to extract visual features from the images. We also employed VGG16 pre-trained on the Places 365 dataset for scenic level feature extraction. To verify the impact of this feature set, we tested the classification in two phases: including the scenic oriented features, and excluding them. We used Python’s “keras” library on google colab platform to extract the visual features.

For metadata, we took a text processing approach and exploited the user tags, the description and the title of the images. We preprocessed them by removing the texts that were only symbols and non-English terms and then enumerated the missing values with a fixed constant. The user tags of an image were provided as multiple words, which were joined missing values with a fixed constant. The user tags of an image were provided as multiple words, which were joined

```
import pandas as pd
from sklearn.feature_extraction.text import TfidfVectorizer

df = pd.read_csv('metadata.csv')
vectorizer = TfidfVectorizer()
document_matrix = vectorizer.fit_transform(df['tags'])
```

We performed fusion of six modes, three visual modes: i) Xception, ii) InceptionV3 and iii) VGG16 and three textual modes: i) Tags, ii) Title, and iii) Description using both feature-level and decision fusion methods. To evaluate how each mode contribute in the classification, we included one mode at a time in the fusion process.

We employed a supervised Chi-squared method to select best features from each mode. Although, previous research shows that the feature reduction method can impact the classification accuracy [6], the main objective here was to make sure that each mode has same number of features for fair contribution in the fusion process. For example, VGG16 extracts 512 dimensional features, which is the minimum among all modes. Therefore, we selected 512 best features from every mode while we perform fusion including scenic features. For the other experiment, we selected 2048 features from each mode because that is the minimum number of features among all modes used in this experiment.

Using the described modes separately, we performed the image classification to get the posterior probabilities and averaged them for decision fusion. For feature-level fusion, we concatenated the features from each mode. We employed a neural network with our proposed learning method, DBP, for the classification task. We also tested different parameters such as the batch sizes, learning rates and total number of epochs for the neural network training. The batch size is the number of training examples taken at one forward pass, and epoch is the total number of iterations. The learning rate is amount that the weights are updated in every backward pass during the training process.

B. Direct Backpropagation

As an alternate to the backpropagation technique, we proposed a learning method that employs the cost function from the output layer for each layer's update, similar to DFA. This technique exploits the advantages of DFA and removes the reciprocal dependency of layers in the backward pass. However, unlike DFA, this technique uses the symmetrical weights in the gradient calculation process instead of a random fixed feedback. We call this technique the Direct Backpropagation method (DBP).

\[
\delta a_2 = (W_3^T e) \odot f'(a_2), \delta a_1 = (W_2^T \delta a_2) \odot f'(a_1) \tag{1}
\]

\[
\delta a_2 = (B_2 e) \odot f'(a_2), \delta a_1 = (B_1 \delta a_2) \odot f'(a_1) \tag{2}
\]

\[
\delta a_2 = (B_2 e) \odot f'(a_2), \delta a_1 = (B_1 e) \odot f'(a_1) \tag{3}
\]

\[
\delta a_2 = (W_3^T e) \odot f'(a_2), \delta a_1 = (W_2^T e) \odot f'(a_1) \tag{4}
\]

Equation (1), (2), (3) and (4) show the hidden layer update direction for BP, FA, DFA and IFA respectively. Here, considering a three layered network, \(\delta a_2\) and \(\delta a_1\) are the second and first layer gradients respectively, \(f'(\cdot)\) is the derivative of the
non-linearity, \(\odot\) is an element-wise multiplication operator, \(B\) are random feedbacks, \(e\) is the gradient at the last layer or the cost function, \(W\) are the forward weights and \(W^T\) are the symmetric weights. Our proposed learning method can be presented by equation (5). Figure 1 shows the overview of different error propagation and parameter update techniques.

The DBP technique sends the the cost function, \(e\) from the last layer back to every layer to calculate their gradients, and therefore, removes the dependency on previous layer in the learning process. That means, once the forward pass is complete and the cost function is calculated, the gradients of all layers can be calculated at the same time in a parallel processing environment and thereby, reduces the processing time and cost. For example, in a deep neural network consisting hundred layers using BP as learning method, \(\delta a_1\) could be calculated only after calculating all ninety nine previous \(\delta a\), because \(\delta a_1\) is dependent on \(\delta a_2\), \(\delta a_2\) is dependent on \(\delta a_3\) and so on. This initiates a waiting time for each gradient calculation in the backward pass. However, with DBP, this dependency does not exist because the layers do not require information from previous layer on the backward path to update their gradients.

Moreover, the DBP technique utilizes the transpose of forward weights \((W^T)\) in the backward learning process similar to BP. Therefore, unlike DFA, this technique does not require generating fixed random weight matrix for each neuron. Utilisation of transpose weights in the backward pass also maintains the locality of the algorithm. The transpose of weights is also expected to be effective than random feedback while using inputs of dissimilar credibility such as the visual modes and textual modes of social media.

### IV. RESULTS AND DISCUSSION

#### A. Dataset and experimental setup

The Disaster Image Retrieval from Social Media (DIRSM) task of MediaEval 2017 provided the dataset. It contains 6,600 Flickr images extracted from the YFCC100M-Dataset categorized by human assessors into two categories, flood (1) and no-flood (0). The dataset was separated with a ratio of 80/20 into two sets. The development-set contains 5,280 images and the test set contains 1,320 images. The organizers currently restrict public access to this dataset. To train the network, We perform the experiments with a 10-fold cross validation and average the results. Here, we split the training set into ten sets and use nine of them for training and one set for validation each time. We made sure that the training sets and the validation sets are similarly balanced with both categories.

We tested different batch sizes including 64, 256, 512, 1024 and 4752. Here, for parameter selection experiments, we use two visual modes: InceptionV3 and Xception with one textual mode: Tags. Figure 2 shows the training accuracies over 1000 epochs with learning rate of \(3 \times 10^{-4}\) (a) and \(3 \times 10^{-6}\) (b) for different batch sizes filled in between their standard deviations.

The results show that with learning rate of \(3 \times 10^{-4}\), we get a very similar stable learning for 64 and 256 batch sizes. Although, training with 512 batch size struggles to produce high training accuracy in the first 200 epochs, it reaches the peak after 350 epochs and performs as 64 and 256 batch sizes from there. However, the lower batch sizes require longer time for training. Alternatively, with larger batch sizes the learning process gets hampered because the number of weight updates is reduced. We compared training with 500 epochs and the result shows very small improvement in the accuracy with a cost of doubled training time (Table I) while using 1000 epochs . With a lower learning rate of \(3 \times 10^{-6}\), the learning improves for the larger batch sizes. However, they fail to reach as high accuracy as of \(3 \times 10^{-4}\). This is due to the fact that the learning is slower with a lower learning rate and therefore, requires more training to achieve higher accuracy. Therefore, we select batch size of 512 with learning rate \(3 \times 10^{-4}\) and 500 epochs as the parameters for our following experiments.

All experiments of this research were performed on a laptop computer with 2.6 GHz i7-6600U processor and 16 GB of memory.

#### B. Feature-level fusion

We concatenated the features from different modes and used them as the input pattern for the neural network for classification. Table II compares different modes separately and their feature-level fusions in terms of validation accuracy and their standard deviations (SD) \((\sigma)\). It also shows improvement significance of the highest achieved accuracy based on the t-test results compared to with others. Here “*s*” stands for significant \((p \leq 0.05)\) and “ns” for not-significant \((p > 0.05)\) differences.

In this phase, we did not include VGG16 features and therefore, the number of features per mode was 2048. Results show that Xception produced the highest accuracy compared to other modes individually. However, the fusion of the modes improved the accuracy gradually. With all six modes, the number of fusion combinations were too many to present.
Therefore, we adapted a method where we included modes based on their classification accuracy in an descending order. For example, we combined Xception (accuracy = 90.7%) and InceptionV3 (accuracy=89.6%) first, then we included Tags (accuracy=83.5%) and then Title (accuracy=80.6%). Inclusion of Description did not improve the classification accuracy. In this phase, highest accuracy was achieved by fusing InceptionV3, Xception, Tags and Title.

Table III shows the results using 512 features from each mode. The result shows that the VGG16 features is capable of achieving good classification accuracy by itself. However, accuracies of other modes are lower compared their 2048 counterparts. This was due to the feature reduction on the original feature sets. The results show that the inclusion of textual metadata with visual features slightly improves the accuracy. However, inclusion of Title and Description improves the accuracy even further.

C. Decision fusion

In the second step, we tested the decision fusion method. The results are presented in Table IV and Table V. Here also we perform the classification in two phases, using 2048 features and 512 features. The highest classification accuracy
TABLE V

| Modes       | Validation accuracy (SD) (significance) | Test accuracy |
|-------------|----------------------------------------|--------------|
| VGG16, Xception | 90.4 (0.012) (s)                       | 91.1         |
| VGG16, Xception, InceptionV3, Tags | 91.9 (0.008) (s)                        | 92           |
| VGG16, Xception, InceptionV3, Tags, Title | 92.9 (0.005) (s)                        | 93.1         |
| VGG16, Xception, InceptionV3, Tags, Title, Description | 93.2 (0.008) (ns)                      | 93           |
| VGG16, Xception, InceptionV3, Tags, Title, Description, Description | 93.4 (0.007)                         | 93.2         |

was achieved by fusing InceptionV3, Xception, Tags, Title and Description using 512 features.

Overall the results show that the decision fusions produced higher classification accuracy than their feature-level counterparts that indicates the competence of decision fusion method for fusing heterogeneous modalities such as the high dimensional visual feature matrix and metadata sparse matrix. This also verifies previous researches [14], [34]. However, they require increased computational and processing cost. The results also show that the fused modes can produce significant improvement in classification compared to the individual modes.

D. Learning of weights

The results also distinguished visual features as superior than metadata for flood detection in social media images in Figure 3. It shows the last layer weights distribution of each feature after training the neural network using DBP. Here, we present weights of total 10,240 features (2048 features from each mode) from Xception, InceptionV3, Tags, Title, and Description sequentially concatenated together. Table VI summarizes the average absolute weights of each modes that shows that the visual features have around ten times higher weights than metadata.

We also compared our results with other baseline learning methods. Figure 4 shows the training average accuracy distribution over 500 epochs for DFA, IFA, FA, BP and our proposed method, DBP. We used top performing modes, InceptionV3, Xception and Tags fused in feature-level for this experiment. Result shows that the DFA, IFA and FA have smoother learning curves compared to BP and DBP. This can be explained by the use of fixed random weight matrix instead of symmetric weights in the backward pass in those three methods. Alternatively, both BP and DBP utilize the symmetric weights in the learning process that might cause the fluctuations through the learning process. However, for DBP, the fluctuation problem does not exist in the final 100 epochs.

Table VII summarizes the test results achieved using different learning methods on the test-set. The results show that DBP has the capability to produce highest classification accuracy and MAP compared to other methods. The FA method also produces very similar result. However, this method has the
The result also showed that DBP takes significantly smaller average training time per fold compared to other methods except BP. This can be reduced further with parallel processing unlike in BP. Although the difference compared to IFA was not significant, the standard deviation of the training times was lowest with DBP.

E. External evaluation

We compared our results with top performing MediaEval 2017 fusion approaches in Table VIII using MAP across different cutoffs (k= 50, 100, 150, 240, 480) on test set. Therefore, MAP identifies the credibility of a method to retrieve top 480 relevant images. In the table, number of features are mentioned in the last part of the method names. A “D” and an “F” in the names indicate the decision fusions and feature-level fusions respectively.

Team DFKI has the highest MAP (97.4) in the comparison table, so does the fusion of InceptionV3, Xception and Tags fused in decision fusion manner and fusion of VGG16 with them. Team DFKI extracted 1000 dimensional visual features using X-ResNet pre-trained on DeepsentiBank and 200 dimensional metadata using the Word2Vec model on user tags only [19]. These two feature sets were concatenated to create 1200 dimensional feature for the classification. The idea of using only the user tags from metadata, which was only one-fifth of visual features in number, was effective here. Alternatively, team MRLDCE took decision fusion approach and combined the posterior probabilities resulted from three support vector machines using features extracted by AlexNet pre-trained on ImageNet, the Places dataset, and metadata (user tags, Title and GPS information) [21]. They assigned equal weights to each mode manually during the combination process. However, the classification result using only metadata was very poor (MAP=18.23) compared to the only visual features (MAP=95.73). That indicated a clear advantage of visual feature over the metadata, and therefore, using equal weights on them degraded the overall performance. Team ELEDIA@UTB used an ensemble learner using two combined learner and a tuning learner to perform classification using visual features and took a text processing approach for metadata analysis [25]. They have also taken decision fusion approach and showed that the result was improved by 3% compared to visual only approach. Although they have employed a neural network for the metadata analysis, but exploited only the low-level visual features provided by the organizers. That describes their overall poor performance compared to top results. The rest of the teams did not produce competitive results.

Among our approaches, the decision fusion approaches performed better than the feature-level fusions. The highest MAP was achieved by fusing 2048 features from InceptionV3, Xception and Tags in a decision fusion manner. Furthermore, the decision fusion of 512 features from InceptionV3, VGG16, Xception and Tags produced a similar result. This indicates the impact of including scene level features. Feature-level fusion of InceptionV3, Xception and Tags with 2048 features also produced high MAP. However, inclusion of 512 features of Tags and Title with InceptionV3, Xception and VGG16 could not produce as good of a result. This is because of the feature reduction and feature-level fusion of heterogeneous features. These approaches outperform most of the MediaEval 2017 approaches. These results also verify the weight values presented in Table VI that is the Tags and the visual features have higher capability of detect flood in social media images.

V. Conclusion

We have tested two fusion techniques, feature-level fusion and decision fusion to combine visual features and metadata for flood detection in Flickr Images. The results show that the fusion methods can improve the classification accuracy compared to their individual counterparts. Although, the decision fusion performs better than the feature-level fusion, it increases the computational cost. We have also investigated the impact of using scene level features; however, this needs more investigation. The results distinguish the user tags as the most credible textual metadata. We have also investigated the learned weights for each feature using our proposed learning method, DBP, which has distinguished the visual features as more impactful with higher values of weights. We have also compared our proposed learning method with other baseline methods. The results show that the DBP method can produce better results with lesser computational cost and processing time. Comparison of results with other fusion methods presented in MediaEval 2017 showed that our method is capable of outperforming most methods.
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