Dbar-approach to coupled nonlocal NLS equation and general nonlocal reduction
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Abstract
The coupled nonlocal nonlinear Schrödinger (NLS) equation is studied by virtue of the $2 \times 2$ Dbar-problem. Two spectral transform matrices are introduced to define two associated Dbar-problems. The relations between the coupled nonlocal NLS potential and the solution of the Dbar-problem are constructed. The spatial transform method is extended to obtain the coupled nonlocal NLS equation and its conservation laws. The general nonlocal reduction of the coupled nonlocal NLS equation to the nonlocal NLS equation is discussed in detail. The explicit solutions are derived.
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1 | INTRODUCTION

By virtue of a novel left-right Riemann–Hilbert problem, the inverse scattering transform of nonlocal nonlinear Schrödinger (nNLS) equation and a circumstantial comparison with the classical NLS equation are given in Refs. 1 and 2. The inverse scattering transform for the nNLS equation with nonzero boundary conditions at infinity is presented in Refs. 3 and 4. Under the $PT$-symmetric transformation, coupled nonlocal NLS equation and general vector nonlocal NLS equation are discussed in Refs. 5 and 6. Alice–Bob systems are introduced in Refs. 7 and 8. The long-time behavior of the nonlocal NLS equation was considered in Ref. 9. In particular, the nNLS equation admits both bright and dark solitons. 10 The higher order rational solitons of the nNLS equation are given in Refs. 11 and 12. Rogue waves 13,14 in the nonlocal $PT$-symmetric NLS equation are given in Refs. 15, 16. The multilinear form and some self-similar solutions are investigated in
Ref. 17. Discrete nonlocal NLS equation was presented in Refs. 10, 18, 19, and 20. The reverse-time nNLS equations are discussed in Refs. 21–26. A nonlocal derivative NLS equation is introduced. 27 Transformations between nonlocal and local integrable equations are presented in Ref. 28. Nonlocal reductions for nonlocal integrable equations are investigate in Refs. 29–31. In addition, the higher order rational solitons of the nNLS equation are also derived in Ref. 32, and a discrete PT-symmetric nonlocal NLS equation is discussed in Ref. 33.

̄(Dbar)-problem is an effective tool to study nonlinear evolution equations and to give their explicit solutions. 34–41 The Dbar-problem can be regarded as a generalization of the Riemann–Hilbert problem. For the Riemann–Hilbert problem, one needs to investigate the analytic regions of the eigenfunction for certain linear spectral problem associated with a nonlinear integrable system, where the boundary contour of the analytic regions is determined by the so-called dispersion relation. It can be regarded as a bridge to connect the physical space with the spectral space. For the Dbar-problem, one only needs to carry out the discussion in the spectral space, where the spectral transform matrix is curbed by certain dispersion relation, see (11) and (12). The Dbar dressing method and the certain symmetry conditions will establish the relation between the potential function of the nonlinear integrable system and the Dbar data. The Dbar approach with the spectral transform matrix containing impulses is equivalent to the inverse scattering transform in the reflectionless case, and the explicit solutions of the nonlinear integrable system can be obtained.

Recently, we extended the Dbar approach to study the NLS equation with nonzero boundary condition. 42 The existing research methods to nonlocal integrable equations are mainly the inverse scattering method (the Riemann–Hilbert problem) and the Darboux transformation. The Dbar-problem to investigate the nonlocal integrable equation is still an open problem. In this paper, we extend the Dbar-approach to investigate the coupled nonlocal NLS (cnNLS) equation

\[ iq_t(x, t) = q_{xx}(x, t) - 2\sigma q^2(x, t)\tilde{q}(-x, t), \]
\[ i\tilde{q}_t(x, t) = \tilde{q}_{xx}(x, t) - 2\sigma \tilde{q}^2(x, t)q(-x, t), \quad \sigma = \mp 1. \]

(1)

It is noted that, for the cnNLS equation (1), if \( \{q(x, t), \tilde{q}(x, t)\} \) is a set of solution so is \( \{q(x, -t), \tilde{q}(x, -t)\} \), and so is \( \{\tilde{q}(x, -t), q(-x, t)\} \). In addition, if let \( V(x, t) = -2\sigma q(x, t)\tilde{q}(-x, t) \) and \( \tilde{V}(x, t) = -2\sigma \tilde{q}(x, t)q(-x, t) \), then \( \tilde{V}(x, t) = \tilde{V}(-x, t) \).

Equation (1) reduces to the nNLS equation

\[ iq_t(x, t) = q_{xx}(x, t) - 2\sigma q^2(x, t)q(-x, t). \]

(2)

if \( q(x, t) = \tilde{q}(x, t) \). We note that the cnNLS equation (1) is derived from a 2×2 matrix linear problem, so it is different from the multicomponent or vector ones. 5,6

It is known that the relation between the NLS potential and the solution of the Dbar problem is established by the Dbar dressing method, among which a spectral transform matrix is introduced. The explicit solution can be given by choosing the spectral transform matrix with certain scattering data, which are called the Dbar data. While for cnNLS equation, we have to define two different spectral transform matrices \( R(k; x, t) \) and \( \tilde{R}(k; x, t) \), which give two associated Dbar problems \( \tilde{\psi}(k; x, t) = \psi(k; x, t)R(k; x, t) \) and \( \tilde{\psi}(k; x, t) = \tilde{\psi}(k; x, t)\tilde{R}(k; x, t) \). With the Dbar-approach to the cnNLS equation with \( \sigma = -1 \), we show a simple and clear picture about the reconstruction of the cnNLS potential about the scattering data that are equivalent to the Dbar data given by \( \{\lambda_i, d_i\}_{i=1}^N \) and \( \{k_j, \epsilon_j\}_{j=1}^N \) in the spectral transform matrices \( R(k; x, t) \) and \( \tilde{R}(k; x, t) \). For the first
spectral transform matrix, we have one set of representations

\[ q(x, t) = 2i \sum_{l=1}^{N} d_l e^{-2i\theta(-\lambda_l; x, t)} \psi_{11}(-\lambda_l; x, t), \]

\[ r(x, t) = -2i \sum_{j=1}^{N} c_j e^{2i\theta(x, k_j; x, t)} \psi_{22}(k_j; x, t), \]

and for the second spectral transform matrix, we obtain another set of representations

\[ \hat{q}(x, t) = -2i \sum_{j=1}^{N} \hat{c}_j e^{-2i\theta(-\hat{k}_j; x, t)} \hat{\psi}_{11}(-\hat{k}_j; x, t), \]

\[ \hat{r}(x, t) = 2i \sum_{l=1}^{N} \hat{d}_l e^{2i\theta(\lambda_l; x, t)} \hat{\psi}_{22}(\lambda_l; x, t), \]

where \( \theta(k; x, t) = kx - 2k^2 t \). It is noted that the eigenfunctions admit the following symmetry conditions

\[ \hat{\psi}_{11}(k; x, t) = \overline{\psi_{22}(-k; -x, t)}, \quad \hat{\psi}_{12}(k; x, t) = -\sigma \overline{\psi_{21}(-k; -x, t)}, \]

\[ \hat{\psi}_{21}(k; x, t) = -\sigma \overline{\psi_{12}(-k; -x, t)}, \quad \hat{\psi}_{22}(k; x, t) = \psi_{11}(-k; -x, t). \]

Then we find \( r(x, t) = \sigma \overline{\hat{q}(-x, t)} \) and \( \hat{r}(x, t) = \sigma \overline{q(-x, t)} \). In addition, we extended the spatial transform method\(^{43}\) to find the cnNLS equation and its conservation laws.

It is remarked that the choice of the parameters \( \{\lambda_l, d_l\}_{l=1}^{N} \) and \( \{k_j, c_j\}_{j=1}^{N} \) for obtaining the explicit solutions of the cnNLS equation (1) is more free. To construct the solution of nNLS equation (2), one needs to consider the reduction and to introduce some constraint conditions on the parameters to make sure that \( \hat{q}(x, t) = q(x, t) \). We note that the current nonlocal reductions are usually to construct the first few solutions (\( N = 1, 2, 3 \)) for nonlocal equation, but very few investigations for the general nonlocal reduction are presented. Here, we express the solution with two sets of special determinants of symmetry matrices and give a full discussion of the general nonlocal reduction for cnNLS equation. We show that the constraint conditions are \( N = \hat{N}, \ k_j = ib_j, \ \lambda_j = i\eta_j \) are imaginary numbers, and \( \prod_{1 \leq m < m' \leq N} (\eta_m - \eta_{m'}) \) as well as

\[ |c_j|^2 = \frac{\prod_{l=1}^{N} (\eta_l - b_j)^2}{\prod_{s=1, s \neq j}^{N} (b_s - b_j)^2}, \quad |d_j|^2 = \frac{\prod_{l=1}^{N} (\eta_j - b_l)^2}{\prod_{s=1, s \neq j}^{N} (\eta_s - \eta_j)^2}. \]

The outline of this paper is as follows. In Section 2, we introduce two local Dbar problems. In Section 3, we derive the focusing/defocusing cnNLS equation and its conservation laws. In Section 4, we present the explicit solutions for the focusing cnNLS equation. In Section 5, we discuss the nonlocal reductions to the nNLS equation in detail.
2 | DOUBLE DBAR-PROBLEMS AND DRESSING METHOD

Consider the first local Dbar-problem

\[ \bar{\delta}\psi(k) = \psi(k)R(k), \tag{7} \]

with the normalization condition

\[ \psi(k) \to I, \quad k \to \infty, \tag{8} \]

where \( R(k) \) is the spectral transform matrix. The Dbar-problem (7) and (8) equivalent to the following integral equation:

\[ \psi(k) = I + \psi(k)R(k)C_k, \tag{9} \]

where the Cauchy–Green operate in complex plane is defined as

\[ \psi(k)R(k)C_k = \frac{1}{2\pi i} \iint \frac{dz \wedge d\bar{z}}{z - k} \psi(k)R(k). \tag{10} \]

The aim of dressing method is construct the relation between the cnNLS potential and the solution of the Dbar-problem. To this end, a good way is to construct the cnNLS equation and its Lax pair from the Dbar-problem. It is noted that the Dbar-problem is defined in the spectral space, whereas the cnNLS equation is in the physical space. Thus, we need to introduce the physical variables \( x, t \) into the function \( \psi(k) \), which can be done by extending the spectral transform matrix to be the form \( R(k; x, t) \), and letting

\[ R_x(k; x, t) = -ik[\sigma_3, R(k; x, t)], \tag{11} \]

\[ R_t(k; x, t) = 2ik^2[\sigma_3, R(k; x, t)]. \tag{12} \]

We note that the solution of the system (11) and (12) is not unique. Under the dressing procedure, \(^{37–39} \) we find that

\[ \psi_x(k; x, t) = -ik[\sigma_3, \psi(k; x, t)] + Q(x, t)\psi(k; x, t), \tag{13} \]

\[ Q(x, t) = -i[\sigma_3, \langle \psi(k; x, t)R(k; x, t) \rangle], \]

and

\[ \psi_t(k; x, t) = 2ik^2[\sigma_3, \psi(k; x, t)] - 2kQ(x, t)\psi(k; x, t) \]

\[ + i\sigma_3[Q^2(x, t) - Q_x(x, t)]\psi(k; x, t). \tag{14} \]
where
\[ \langle \psi(k; x, t)R(k; x, t) \rangle = \frac{1}{2\pi i} \oint \psi(k; x, t)R(k; x, t)dk \wedge d\bar{k}. \] (15)

For the cnNLS equation, we need to consider the second local Dbar problem
\[ \bar{\delta}\hat{\psi}(k; x, t) = \hat{\psi}(k; x, t)\hat{R}(k; x, t), \]
\[ \hat{\psi}(k; x, t) \to I, \quad k \to \infty, \] (16)
where the new spectral transform matrix \( \hat{R}(k; x, t) \) is another solution of the evolution system (11) and (12). Then we have
\[ \hat{\psi}(k; x, t) = I + \hat{\psi}(k; x, t)\hat{R}(k; x, t)C_k. \] (17)
A similar procedure gives another potential \( \hat{Q}(x, t) \)
\[ \hat{Q}(x, t) = -i[\sigma_3, \langle \hat{\psi}(k; x, t)\hat{R}(k; x, t) \rangle], \] (18)
and the another linear spectral system
\[ \hat{\psi}_x(k; x, t) = -ik[\sigma_3, \hat{\psi}(k; x, t)] + \hat{Q}(x, t)\hat{\psi}(k; x, t), \] (19)
and
\[ \hat{\psi}_t(k; x, t) = 2ik^2[\sigma_3, \hat{\psi}(k; x, t)] - 2k\hat{Q}(x, t)\hat{\psi}(k; x, t) \]
\[ + i\sigma_3[\hat{Q}^2(x, t) - \hat{Q}_x(x, t)]\hat{\psi}(k; x, t). \] (20)

In addition, to get the cnNLS equation, one also needs to introduce a symmetry condition about the two potentials
\[ \hat{Q}(x, t) = -\Lambda\overline{Q(-x, t)}\Lambda^{-1}, \quad \Lambda = \begin{pmatrix} 0 & 1 \\ -\sigma & 0 \end{pmatrix}, \] (21)
then the symmetry condition of the eigenfunction takes the following form
\[ \hat{\psi}(k; x, t) = \Lambda\overline{\psi(-k; -x, t)}\Lambda^{-1}. \] (22)
Thus, we have
\[ Q = \begin{pmatrix} 0 & q(x, t) \\ \sigma\overline{q(-x, t)} & 0 \end{pmatrix}, \quad \hat{Q} = \begin{pmatrix} 0 & \hat{q}(x, t) \\ \sigma\overline{q(-x, t)} & 0 \end{pmatrix}. \] (23)
\[ \dot{\psi}_{11}(k; x, t) = \overline{\psi}_{22}(-\bar{k}; -x, t), \quad \dot{\psi}_{12}(k; x, t) = -\sigma \overline{\psi}_{21}(-\bar{k}; -x, t), \]
\[ \dot{\psi}_{21}(k; x, t) = -\sigma \overline{\psi}_{12}(-\bar{k}; -x, t), \quad \dot{\psi}_{22}(k; x, t) = \overline{\psi}_{11}(-\bar{k}; -x, t). \]  

(24)

3  THE CNNLS EQUATION AND CONSERVATION LAWS

From (8), we know that \( \psi(k; x, t) \) has the following asymptotic behaviors

\[ \psi(k; x, t) = \sum_{n=0}^{\infty} \frac{a_n(x, t)}{k^n}, \quad k \to \infty, \]  

(25)

where \( a_0(x, t) = I \). In view of the temporal linear spectral problem (14), we get

\[ \psi_t(k; x, t) + 2ik^2 \psi(k; x, t) \sigma_3 = T(k; x, t) \psi(k; x, t), \]  

(26)

where

\[ T(k; x, t) = 2ik^2 \sigma_3 - 2kQ(x) + i\sigma_3(Q^2(x) - Q_x(x)). \]  

(27)

Let the trace of the spectral transform matrix \( R(k; x, t) \) is zero, then the Dbar problem (7) implies \( \bar{\partial} \det \psi(k; x, t) = 0 \), and further \( \det \psi(k; x, t) = 1 \) in view of the asymptotic behaviors (25). Since \( \psi^{-1} = \sigma_2 \psi^T \sigma_2 \), Equation (26) can be rewritten as

\[ T(k; x, t) = \psi_t(k; x, t) \sigma_2 \psi^T(k; x, t) \sigma_2 + 2k^2 \Psi(k; x, t) \sigma_2, \]  

(28)

where

\[ \Psi = \psi \sigma_1 \psi^T. \]  

(29)

It is noted that

\[ \Psi(k; x, t) = \sum_{n=0}^{\infty} \frac{\Psi_n(x, t)}{k^n}, \quad k \to \infty, \]  

(30)

where

\[ \Psi_0(x, t) = \sigma_1, \quad \Psi_n(x, t) = \sum_{m=0}^{n} a_m \sigma_1 a^T_{n-m}, \quad (n \geq 1). \]  

(31)

Substituting the expansions (25) and (30) into (28), and considering the \( O(k^{-1}) \) items, we obtain

\[ a_{1,t}(x, t) = -2\Psi_3(x, t) \sigma_2. \]  

(32)
In view of the spatial linear spectral problem (13), $\Psi$ satisfies

$$\Psi_x(k; x, t) = -ik[\sigma_3 \Psi(k; x, t) + \Psi(k; x, t)\sigma_3] + Q\Psi(k; x, t) + \Psi(k; x, t)Q^T,$$

(33)

which can be rewritten as

$$\Psi_x^{[d]}(k; x, t) = -2ik\sigma_3\Psi^{[d]}(k; x, t) + Q\Psi^{[o]}(k; x, t) + \Psi^{[o]}(k; x, t)Q^T,$$

(34)

and

$$\Psi_x^{[o]}(k; x, t) = Q\Psi^{[d]}(k; x, t) + \Psi^{[d]}(k; x, t)Q^T,$$

(35)

where $\Psi^{[d]}$ and $\Psi^{[o]}$ denote the diagonal part and off-diagonal part of the matrix $\Psi$. Substituting the expansion (30) into (34) and (35)

$$\Psi_1^{[d]} = -i\sigma_3 Q\sigma_1,$$

$$\Psi_{n+1}^{[d]} = \frac{i}{2}\sigma_3 \Psi_n^{[d]} - \frac{i}{2} \sigma_3 \left( Q\Psi_n^{[o]} + \Psi_n^{[o]} Q^T \right),$$

(36)

$$\Psi_n^{[o]} = \left( Q\Psi_n^{[d]} + \Psi_n^{[d]} Q^T \right).$$

For simplicity, here and after we omit the variables $(x, t)$. From the above recurrent formula, we find

$$\Psi_1^{[d]} = -Q\sigma_2, \quad \Psi_1^{[o]} = 0,$$

$$\Psi_2^{[d]} = \frac{1}{2}Q_x \sigma_1, \quad \Psi_2^{[o]} = \frac{1}{2}Q^2 \sigma_1,$$

$$\Psi_3^{[d]} = \frac{1}{4}Q_{xx} \sigma_2 - \frac{1}{2}Q^2 \sigma_2, \quad \Psi_3^{[o]} = \frac{1}{4}(QQ_x - Q_x Q) \sigma_2,$$

$$\Psi_4^{[d]} = \left( -\frac{1}{8}Q_{xxx} + \frac{3}{4}Q^2 Q_x \right) \sigma_1,$$

$$\Psi_4^{[o]} = -\frac{1}{8}(QQ_{xx} + Q_{xx} Q - Q_x^2 - 3Q^4) \sigma_1.$$

(37)

From the off-diagonal part of Equation (32), we obtain the nonlinear equation

$$i\sigma_3 Q_t - Q_{xx} + 2Q^2 Q = 0,$$

(38)

which implies the nonlocal NLS equation (1). From the diagonal part of (32), we find the first conservation law

$$i(qr)_t = (q_x r - qr_x)_x, \quad r = \sigma q(-x, t).$$

(39)

Similarly, the $O(k^{-2})$ terms in the expansion of (28) have the following form

$$a_{2,t} + a_{1,t} \sigma_2 a_1^T \sigma_2 + 2\Psi_4 \sigma_2 = 0,$$

(40)
The off-diagonal part of Equation (40) also implies Equation (38), and the diagonal part gives the second conservation law

$$i(q_r)_t = (q_x r_x + q^2 r^2 - q r_{xx})_x, \quad r = \sigma \bar{q}(-x, t). \quad (41)$$

The more conservation laws of the cnNLS equation can be derived similarly from (28). The same results can be derived from the second linear system (19) and (20).

## 4 THE SOLUTIONS OF COUPLED NONLOCAL FOCUSING NLS EQUATION

In this section, we give the explicit solutions of cnNLS equation in the case \( \sigma = -1 \).

According to the above symmetry conditions, we let the first spectral transform matrix \( R(k; x, t) \) has the following form:

$$R(k; x, t) = \pi \begin{pmatrix} 0 & \sum_{j=1}^{N} \tilde{d}_j e^{-2i\vartheta(k;x,t)} \delta(k + \tilde{\lambda}_j) \\ \sum_{j=1}^{N} c_j e^{2i\vartheta(k;x,t)} \delta(k - k_j) & 0 \end{pmatrix}, \quad (42)$$

and take the second spectral transform matrix be of the form

$$\hat{R}(k; x, t) = -\pi \begin{pmatrix} 0 & \sum_{j=1}^{N} \tilde{c}_j e^{-2i\vartheta(k;x,t)} \delta(k + \bar{k}_j) \\ \sum_{j=1}^{N} d_j e^{2i\vartheta(k;x,t)} \delta(k - \lambda_j) & 0 \end{pmatrix}, \quad (43)$$

where

$$\vartheta(k; x, t) = kx - 2k^2 t. \quad (44)$$

From Equations (42) and (13), we get

$$q(x, t) = 2i \sum_{l=1}^{N} \tilde{d}_l e^{-2i\vartheta(-\tilde{\lambda}_l;x,t)} \psi_{11}(-\tilde{\lambda}_l; x, t),$$

$$r(x, t) = -2i \sum_{j=1}^{N} c_j e^{2i\vartheta(x,k_j;x,t)} \psi_{22}(k_j; x, t). \quad (45)$$
Equations (43) and (18) imply another representations of the solution of the cnNLS equation

\[
\hat{q}(x, t) = -2i \sum_{j=1}^{N} \hat{c}_j e^{-2i\theta(-\hat{k}_j; x, t)} \hat{\psi}_{11}(-\hat{k}_j; x, t), \\
\hat{r}(x, t) = 2i \sum_{l=1}^{N} \hat{d}_l e^{2i\theta(\hat{\lambda}_l; x, t)} \hat{\psi}_{22}(\hat{\lambda}_l; x, t).
\] (46)

Using the symmetry condition (24) and \(\theta(-\hat{k}; -x, t) = \theta(k; x, t)\), we find that \(r(x, t) = -\hat{q}(-x, t)\) and \(\hat{r}(x, t) = -\hat{q}(-x, t)\).

Substituting (42) into (9), we obtain

\[
\psi(k; x, t) = I + \left( \sum_{j=1}^{N} \frac{g_j}{k - k_j} \psi[2](k_j; x, t), \sum_{l=1}^{N} \frac{\hat{h}_l}{k + \hat{\lambda}_l} \psi[1](-\hat{\lambda}_l; x, t) \right),
\] (47)

where \([j]\) denote the \(j\)th column of \(\psi(k; x, t)\). Similarly, from (43) and (17), we have

\[
\hat{\psi}(k; x, t) = I - \left( \sum_{l=1}^{N} \frac{h_l}{k - \hat{\lambda}_l} \psi[2](\hat{\lambda}_l; x, t), \sum_{j=1}^{N} \frac{\hat{g}_j}{k + \hat{k}_j} \psi[1](-\hat{k}_j; x, t) \right).
\] (48)

Here we have used the following notations:

\[
g_j = c_j e^{2i\theta(k_j; x, t)}, \quad \hat{g}_j = \bar{c}_j e^{-2i\theta(-\hat{k}_j; x, t)}, \\
h_l = d_l e^{2i\theta(\hat{\lambda}_l; x, t)}, \quad \hat{h}_l = \bar{d}_l e^{-2i\theta(-\hat{\lambda}_l; x, t)}.
\] (49)

We note that \(\hat{g}_j(x) = \overline{g_j(-x)}, \hat{h}_l(x) = \overline{h_l(-x)}\), and Equations (47) and (48) are equivalent to each other in views of the symmetry condition (22).

From (48) and (47), we find that \(\hat{\psi}_{11}(-\hat{k}_j; x, t)\) and \(\psi_{11}(-\hat{\lambda}_l; x, t)\) admit the following linear system:

\[
\Omega \hat{G} \hat{\psi}_{11} = \bar{E}^T, \quad \hat{\Omega} \hat{H} \psi_{11} = \bar{E}^T,
\] (50)

where \(E = (1, 1, \ldots, 1)_N, \bar{E} = (1, 1, \ldots, 1)_{\bar{N}}\) and

\[
\hat{\psi}_{11} = (\hat{\psi}_{11}(-\hat{k}_1; x, t), \ldots, \hat{\psi}_{11}(-\hat{k}_N; x, t))^T, \\
\psi_{11} = (\psi_{11}(-\hat{\lambda}_1; x, t), \ldots, \psi_{11}(-\hat{\lambda}_N; x, t))^T, \\
\hat{G} = \text{diag}(\hat{g}_1, \hat{g}_2, \ldots, \hat{g}_N), \quad \hat{H} = \text{diag}(\hat{h}_1, \hat{h}_2, \ldots, \hat{h}_N), \\
G = \text{diag}(g_1, g_2, \ldots, g_N), \quad H = \text{diag}(h_1, h_2, \ldots, h_N),
\] (51)

Here the symmetry matrices \(\hat{\Omega}\) and \(\Omega\) are given by the symmetry matrix \(\hat{\Omega}\) and \(\Omega\) are given by

\[
\hat{\Omega}_{N \times \bar{N}} = \hat{H}^{-1} + \bar{\Lambda} \bar{\Lambda}^T, \quad \Omega_{N \times N} = \hat{G}^{-1} + \Lambda^T H \Lambda,
\] (52)
with $\Lambda$ is the $N \times N$ Cauchy type matrix with $\Lambda_{ij} = \frac{1}{\lambda_i + k_j}$. It is noted that, for some scattering data $S = \{\{c, k\}_{j=1}^N, \{d, \lambda\}_{i=1}^\tilde{N}\}$, the symmetry matrices $\tilde{\Omega}$ and $\Omega$ may degenerate in $x$-$t$ plane $\mathbb{E}^2$ at certain point sets denoted by $\tilde{P}_S$ and $P_S$. Beyond these point sets, we find the explicit solution for the cnNLS equation (1)

$$q(x, t) = -2i \frac{\det \tilde{\Omega}^a}{\det \tilde{\Omega}}, \quad \tilde{q}(x, t) = 2i \frac{\det \Omega^a}{\det \Omega}, \quad \mathbb{E}^2 \setminus (\tilde{P}_S \cup P_S),$$

(53)

where the symmetry matrix $\tilde{\Omega}$ and $\Omega$ are given by

$$\tilde{\Omega}^a = \begin{pmatrix} 0 & \tilde{E} \\ \tilde{E}^T & \tilde{\Omega} \end{pmatrix}, \quad \Omega^a = \begin{pmatrix} 0 & E \\ E^T & \Omega \end{pmatrix}.$$

(54)

In general, $q(x, t)$ and $\tilde{q}(x, t)$ have some singularities at the points in $\tilde{P}_S$ and $P_S$, respectively. It is important to express the solution of the cnNLS equation in the form (53) and (54). Because it makes us possible and easier to give the general nonlocal reduction of the cnNLS equation, which will be discussed in the next section.

For $N = \tilde{N} = 1$,

$$q(x, t) = \frac{2i}{\hat{n}_1^{-1} + \frac{g_1}{(\hat{\lambda}_1 + k_1)^2}},$$

$$\tilde{q}(x, t) = \frac{-2i}{\hat{g}_1^{-1} + \frac{\hat{n}_1}{(\hat{\lambda}_1 + \hat{k}_1)^2}},$$

(55)

where $\hat{g}_j, \hat{n}_j$ are defined in (49). If $k_1$ and $\lambda_1$ are chosen to be imaginary numbers, then the wave trains of $q(x, t)$ and $\tilde{q}(x, t)$ are on different lines, and the point sets $\tilde{P}_S$ and $P_S$ are located at the peaks (see Figure 1).
Figure 2 shows the amplitude of $q(x, t)$ and $\hat{q}(x, t)$ in (56), (57), and (53) with $\lambda_1 = 0.5i, \lambda_2 = 0.6i, k_1 = -2i, c_1 = e^{1+\pi/3}, d_1 = e^{1.5+\pi/4}, d_2 = e^{1.2+\pi/6}$.

For $N = 1, \tilde{N} = 2$, we have the solution (53) with

$$\det \tilde{\Omega}^a = -\left[\hat{h}_1^{-1} + \hat{h}_2^{-1} + \frac{g_1(\bar{\lambda}_2 - \bar{\lambda}_1)^2}{(\bar{\lambda}_1 + k_1)^2(\bar{\lambda}_2 + k_1)^2}\right],$$

$$\det \tilde{\Omega} = \hat{h}_1^{-1}\hat{h}_2^{-1} + \frac{g_1\hat{h}_1^{-1}}{\bar{\lambda}_2 + k_1} + \frac{g_1\hat{h}_2^{-1}}{\bar{\lambda}_1 + k_1},$$

and $\det \Omega^a = -1$,

$$\det \Omega = \hat{g}_1^{-1} + \frac{h_1}{(\lambda_1 + k_1)^2} + \frac{h_2}{(\lambda_2 + \bar{k}_1)^2}.$$  \hfill (57)

Figure 2 shows the amplitude of $q(x, t)$ and $\hat{q}(x, t)$ in (56), (57), and (53) with $\lambda_1, \lambda_2,$ and $k_1$ are imaginary numbers. One kind of the point sets $\tilde{P}_S$ and $P_S$ is shown.

Similarly, for $N = \tilde{N} = 2$, we obtain the solution (53) with

$$\det \tilde{\Omega}^a = -\left[\hat{h}_1^{-1} + \hat{h}_2^{-1} + \frac{g_1(\bar{\lambda}_2 - \bar{\lambda}_1)^2}{(\bar{\lambda}_1 + k_1)^2(\bar{\lambda}_2 + k_1)^2} + \frac{g_2(\bar{\lambda}_2 - \bar{\lambda}_1)^2}{(\bar{\lambda}_1 + k_2)^2(\bar{\lambda}_2 + k_2)^2}\right],$$

$$\det \tilde{\Omega} = \hat{h}_1^{-1}\hat{h}_2^{-1} + g_1g_2\frac{(\bar{\lambda}_2 - \bar{\lambda}_1)(k_2 - k_1)^2}{\prod_{j=1}(\bar{\lambda}_j + k_l)^2} + \frac{g_1\hat{h}_1^{-1}}{(\bar{\lambda}_2 + k_1)^2} + \frac{g_2\hat{h}_2^{-1}}{(\bar{\lambda}_1 + k_1)^2},$$

$$\det \Omega = \hat{g}_1^{-1} + \frac{h_1}{(\lambda_1 + k_1)^2} + \frac{h_2}{(\lambda_2 + \bar{k}_1)^2} + \frac{g_1\hat{h}_1^{-1}}{(\bar{\lambda}_1 + k_1)^2} + \frac{g_2\hat{h}_2^{-1}}{(\bar{\lambda}_1 + k_2)^2}.$$  \hfill (58)
FIGURE 3  The amplitude of $q(x, t)$ and its density in (58) and (53) with $\lambda_1 = 0.8i, \lambda_2 = 1.2i, k_1 = -i, k_2 = -0.5i, c_1 = c_2 = 1, d_1 = d_2 = 1$.

FIGURE 4  The amplitude of $\hat{q}(x, t)$ and its density in (59) and (53) with $\lambda_1 = 0.8i, \lambda_2 = 1.2i, k_1 = -i, k_2 = -0.5i, c_1 = c_2 = 1, d_1 = d_2 = 1$.

and

$$
\det \Omega^a = -\left[ \frac{1}{g_1^{-1} + g_2^{-1}} + \frac{h_1(k_2 - k_1)^2}{(\lambda_1 + k_1)(\lambda_1 + k_2)^2} + \frac{h_2(k_2 - k_1)^2}{(\lambda_2 + k_1)(\lambda_2 + k_2)^2} \right],
$$

$$
\det \Omega = \frac{1}{g_1^{-1} g_2^{-1}} + h_1h_2 \frac{(\lambda_2 - \lambda_1)^2(k_2 - k_1)^2}{\prod_{j=1}^{2}(\lambda_j + k_j)^2}
+ \frac{h_1g_1^{-1}}{(\lambda_1 + k_2)^2} + \frac{h_1g_2^{-1}}{(\lambda_1 + k_1)^2} + \frac{h_2g_1^{-1}}{(\lambda_2 + k_2)^2} + \frac{h_2g_2^{-1}}{(\lambda_2 + k_1)^2}.
$$

(59)

Figures 3 and 4 show the amplitude of $q(x, t)$ and $\hat{q}(x, t)$ in (58),(59), and (53) with $\lambda_1, \lambda_2$ and $k_1, k_2$ are imaginary numbers. The point sets $\tilde{P}_S$ and $P_S$ can be found in “smiling faces.”
From the above figures, we find that the two wave trains of \( q(x, t) \) and \( \tilde{q}(x, t) \) locate on different lines that are determined by the Dbar data \( \{\lambda_l, d_l\} \) and \( \{k_j, c_j\} \). So, we can carefully choose certain Dbar data to ensure \( q(x, t) = \tilde{q}(x, t) \).

5 | REDUCTION TO THE NONLOCAL FOCUSING NLS EQUATION

In general, \( q(x, t) \) and \( \tilde{q}(x, t) \) given in (53) are not equal to each other. From (49), we find that \( q(x, t) = \tilde{q}(x, t) \) implies the following conditions \( k_j = -\tilde{k}_j, \lambda_l = -\tilde{\lambda}_l \) and \( N = \tilde{N} \), as well as \( |c_j|, |d_l| \) dependent on \( \{k_j, \lambda_l\} \). To find the constraint conditions on \( |c_j| \) and \( |d_l| \) for \( q(x, t) = \tilde{q}(x, t) \), we take \( k_j = ib_j, \lambda_l = i\eta_l \), with \( b_j < 0 < \eta_j, j, l = 1, 2, \ldots, N \). It is remarked that

\[
\begin{align*}
g_j &= c_j e^{2i\theta(ib_j)}, \quad \tilde{g}_j^{-1} = \frac{1}{c_j} e^{2i\theta(ib_j)}, \\
h_j &= d_j e^{2i\theta(i\eta_j)}, \quad \tilde{h}_j^{-1} = \frac{1}{d_j} e^{2i\theta(i\eta_j)}.
\end{align*}
\]

The matrices \( \Omega \) and \( \tilde{\Omega} \) in (54) are symmetry matrix and the matrix \( K = i\Lambda = \left(\frac{1}{\eta_j - b_l}\right) \) is a Cauchy matrix. Using the Cauchy–Binet formula, we give the determinants in (53) as the following form Refs. 38 and 39:

\[
\det \tilde{\Omega}^a = \sum_{\sigma=1}^{N} (-1)^{\sigma} \prod_{l,s,n_\sigma} \frac{\tilde{h}_{n_\sigma}^{-1} g_s}{(\eta_l - b_s)^2} \prod_{l<s'} (\eta_l - \eta_{l'})^2 (b_{s'} - b_s)^2,
\]

\[
\det \tilde{\Omega} = \prod_{j=1}^{N} \tilde{h}_j^{-1} + \sum_{\sigma=1}^{N} (-1)^{\sigma} \prod_{l,m,n_\sigma} \frac{\tilde{h}_{n_\sigma}^{-1} g_m}{(\eta_l - b_m)^2} \prod_{l<s'} (\eta_l - \eta_{l'})^2 (b_{m'} - b_m)^2,
\]

and

\[
\det \Omega^a = \sum_{\sigma=1}^{N} (-1)^{\sigma} \prod_{l,s,n_\sigma} \frac{h_{s} \tilde{g}_{n_\sigma}^{-1}}{(\eta_s - b_l)^2} \prod_{l<s'} (\eta_s - \eta_{s'})^2 (b_{l'} - b_l)^2,
\]

\[
\det \Omega = \prod_{j=1}^{N} g_j^{-1} + \sum_{\sigma=1}^{N} (-1)^{\sigma} \prod_{l,m,n_\sigma} \frac{h_{m} \tilde{g}_{n_\sigma}^{-1}}{(\eta_m - b_l)^2} \prod_{l<s'} (\eta_m - \eta_{m'})^2 (b_{m'} - b_l)^2,
\]

where \( \sum_{\sigma=12} \) denotes the summation for indices \( 1 \leq j_1 \leq j_2 \leq \cdots \leq j_\sigma \leq N, 1 \leq r_2 \leq \cdots \leq r_\sigma \leq N \), and summation \( \sum_{\sigma=11} \) for \( 1 \leq j_1 \leq j_2 \leq \cdots \leq j_\sigma \leq N, 1 \leq r_1 \leq r_2 \leq \cdots \leq r_\sigma \leq N \).

If the determinants in (53) admit

\[
\det \tilde{\Omega}^a = (-1)^{N-1} \det \Omega^a, \quad \det \tilde{\Omega} = (-1)^N \det \Omega,
\]
which means that \( \det \tilde{\Omega}^a \det \Omega + \det \Omega^a \det \tilde{\Omega} = 0 \), then \( q(x, t) = \tilde{q}(x, t) \), and the cnNLS equation (1) reduces to the nNLS equation (2). In addition, from (61)–(63), the constraint conditions about \( |c_j|, |d_j| \) on \( \eta_j \) and \( b_j \) can be derived.

For \( N = \tilde{N} = 1 \), We have, from (61), (62), \( \det \tilde{\Omega}^a = \det \Omega^a = -1 \) and

\[
\det \Omega = \hat{h}_1^{-1} - \frac{1}{(\eta_1 - b_1)^2} g_1, \quad \det \tilde{\Omega} = \hat{g}_1^{-1} - \frac{1}{(\eta_1 - b_1)^2} h_1,
\]

which can also be obtained from (55). Then \( \det \tilde{\Omega} = - \det \Omega \) implies that

\[
|c_1| = |d_1| = \eta_1 - b_1,
\]

in terms of (60). In this case, we take \( c_1 = e^{2(\tau_1+i\alpha_1)}, d_1 = e^{2(\tau_1+i\beta_1)} \), then the solution of nNLS equation takes the form of

\[
q(x, t) = i \frac{e^{2\tilde{\tau}e^{-2it}} - e^{2\tilde{\tau}e^{-2it}}}{\cosh[2(\tilde{X} - X)] - \cos[2(\tilde{T} - T)]},
\]

where \( \eta_1 - b_1 = e^{2\tau_1} \) and

\[
\tilde{X} = \eta_1 x + \tau_1, \quad X = b_1 x + \tau_1, \quad \tilde{T} = 2\eta_1^2 t + \beta_1, \quad T = 2b_1^2 t + \alpha_1.
\]

This solution is singular at the points (see Figure 5)

\[
x = 0, \quad t = \frac{n\pi + \alpha_1 - \beta_1}{2(\eta_1^2 - b_1^2)}, \quad n \in \mathbb{Z}.
\]

In particular, if \( b_1 = -\eta_1 \), then \( \tilde{T} - T = \beta_1 - \alpha_1 \). Furthermore, if \( \cos[2(\tilde{T} - T)] = 1 \), \( (\beta_1 = \alpha_1 \) or \( \beta_1 = \alpha_1 + \pi \)), solution of the nNLS equation (2) reduces to

\[
q(x, t) = -2i\eta_1 e^{-2it} \text{csch}(2\eta_1 x),
\]

which is singular at the line \( x = 0 \).
In the case $b_1 = -\eta_1$ and $|\cos[2(\bar{T} - T)]| < 1$, (66) gives the stationary soliton solution of the nNLS equation (2) (see Figure 6). In the case $b_1 = -\eta_1$ and $\cos[2(\bar{T} - T)] = -1$ or $\beta_1 = \alpha_1 \pm \pi/2$, (66) yields

$$q(x, t) = 2i\eta_1 e^{-2i\bar{T}} \text{sech}(2\eta_1 x),$$

which means that the two distributions $R(k, x, t)$ and $\hat{R}(k; x, t)$ are equal. Hence, the nNLS equation (2) reduces to the NLS equation.

For $N = \bar{N} = 2$, using (61) and (62) or equivalent (58) and (59), we find, from $\det \tilde{\Omega}^a = - \det \Omega^a$, that

$$|c_j| = \frac{(\eta_1 - b_j)(\eta_2 - b_j)}{|\eta_2 - \eta_1|}, \quad |d_j| = \frac{(\eta_j - b_1)(\eta_j - b_2)}{|b_2 - b_1|}, \quad j = 1, 2,$$

and $\det \tilde{\Omega} = \det \Omega$ implies that $|c_1 c_2| = |d_1 d_2|$ and

$$\frac{|c_1|^2}{|d_1|^2} = \frac{(\eta_2 - b_1)^2}{(\eta_1 - b_2)^2} = \frac{|d_2|^2}{|c_2|^2}, \quad \frac{|c_2|^2}{|d_1|^2} = \frac{(\eta_2 - b_2)^2}{(\eta_1 - b_1)^2} = \frac{|d_2|^2}{|c_1|^2}.$$  

(72)

In addition, $|c_1 c_2| = |d_1 d_2|$ and (71) give $|\eta_2 - \eta_1| = |b_2 - b_1|$.

For convenience, we let $c_j = |c_j|e^{2i\alpha_j}, d_j = |d_j|e^{2i\beta_j}$ and

$$g_j = |c_j|e^{2\delta_j}, \quad \hat{g}_j^{-1} = \frac{1}{|c_j|}e^{2\delta_j},$$

$$h_j = |d_j|e^{2\delta_j}, \quad \hat{h}_j^{-1} = \frac{1}{|d_j|}e^{2\delta_j},$$

(73)

where

$$\delta_j = -X_j + iT_j, \quad X_j = b_j x, \quad T_j = 2b_j^2 t + \alpha_j,$$

$$\hat{\delta}_j = -\bar{X}_j + i\bar{T}_j, \quad \bar{X}_j = \eta_j x, \quad \bar{T}_j = 2\eta_j^2 t + \beta_j,,$$

(74)
Then we find that solution of nNLSequation (2) is

\[ q(x, t) = -2i \frac{M^a}{M}, \]  

with

\[ M^a = |c_2|e^{2\delta_1} + |c_1|e^{2\delta_2} - |d_2|e^{2\delta_1} - |d_1|e^{2\delta_2}, \]  

\[ M = e^{2(\delta_1 + \delta_2)} + e^{2(\delta_1 + \delta_2)} - p_1 \left( e^{2(\delta_1 + \delta_2)} + e^{2(\delta_2 + \delta_1)} \right) - p_2 \left( e^{2(\delta_1 + \delta_1)} + e^{2(\delta_2 + \delta_2)} \right). \]  

where \( p_j \) are constants and satisfy the following relations:

\[ p_1 = \frac{|d_1c_1|}{(\eta_1 - b_1)^2} = \frac{|d_2c_2|}{(\eta_2 - b_2)^2}, \]  

\[ p_2 = \frac{|d_1c_2|}{(\eta_1 - b_2)^2} = \frac{|d_2c_1|}{(\eta_2 - b_1)^2}. \]  

We note that

\[ p_2 - p_1 = \frac{b_2 - b_1}{\eta_2 - \eta_1} = \text{sgn}(b_2 - b_1), \]  

if \( 0 < \eta_1 < \eta_2 \) in view of \( |\eta_2 - \eta_1| = |b_2 - b_1| \). The solution (75) with \( \eta_2 - \eta_1 = b_2 - b_1 \) is shown in Figure 7, and \( \eta_2 - \eta_1 = b_1 - b_2 \) is shown in Figure 8.

In particularly, if we take \( \beta_j = \alpha_j \) and \( b_j = -\eta_j, (j = 1, 2) \), then (75) reduces to

\[ q(x, t) = \frac{-2i \left( m_1 e^{-2it_1} \sinh 2X_2 + m_2 e^{-2it_2} \sinh 2X_1 \right)}{\cosh 2(X_2 + X_1) - p \cosh 2(X_2 - X_1) - (p - 1) \cos 2(T_2 - T_1)}, \]
FIGURE 8  The amplitude and its density of $q(x, t)$ in (83) with $\eta_1 = 0.5, \eta_2 = 1, b_1 = -0.8, b_2 = -1.3, \alpha_j = 0, \beta_j = 0, (j = 1, 2)$

FIGURE 9  The amplitude and its density of $q(x, t)$ in (81) with $\eta_1 = 0.5, \eta_2 = 1, \alpha_j = 0, \beta_j = 0, (j = 1, 2)$

where

$$m_1 = \frac{2\eta_1(\eta_1 + \eta_2)}{\eta_2 - \eta_1}, \quad m_2 = \frac{2\eta_2(\eta_1 + \eta_2)}{\eta_2 - \eta_1}, \quad p = \frac{(\eta_2 + \eta_1)^2}{(\eta_2 - \eta_1)^2} > 1.$$

and $\tilde{X}_j$ and $\tilde{T}_j$ are defined in (73). The solution (81) has some singularities, and is shown in Figure 9.

Now, if we take $b_1 = -\eta_2, b_2 = -\eta_1$ and $\beta_1 = \alpha_2 + \pi/2, \beta_2 = \alpha_1 + \pi/2$, then (75) reduces to a regular solution

$$q(x, t) = \frac{2i(m_1 e^{-2i\tilde{T}_1} \cosh 2\tilde{X}_2 + m_2 e^{-2i\tilde{T}_2} \cosh 2\tilde{X}_1)}{\cosh 2(\tilde{X}_2 + \tilde{X}_1) + (p_1 + 1) \cosh 2(\tilde{X}_2 - \tilde{X}_1) + p_1 \cos 2(T_2 - T_1)}, \quad (81)$$
The amplitude and its density of $q(x, t)$ in \((83)\) with $\eta_1 = 0.5, \eta_2 = 1, \alpha_j = 0, \beta_j = \pi/2, (j = 1, 2)$ where

$$m_1 = \frac{2\eta_1(\eta_1 + \eta_2)}{\eta_2 - \eta_1}, \quad m_2 = \frac{2\eta_2(\eta_1 + \eta_2)}{\eta_2 - \eta_1}, \quad p_1 = \frac{4\eta_1\eta_2}{(\eta_2 - \eta_1)^2}. \quad (82)$$

This solution is shown in Figure 10.

Furthermore, For $N = \tilde{N} = 3$, one may find, from \((61)\) and \((62)\), that

$$\det \tilde{\Omega}^a = - \sum_{1 \leq s < s' \leq 3} \tilde{h}_s^{-1} \tilde{h}_{s'}^{-1} + \sum_{1 \leq l < l' \leq 3} \sum_{s = 1}^3 \frac{(\eta_l - \eta_{l'})^2}{(\eta_l - b_s)^2(\eta_{l'} - b_s)^2} g_s \tilde{h}_n^{-1}$$

$$- \sum_{1 \leq s < s' \leq 3} \frac{(b_s - b_{s'})^2}{\prod_{1 \leq l \leq 3} (\eta_l - b_s)(\eta_l - b_{s'})} g_s g_{s'}, \quad n = \{1, 2, 3\} \{l, l'\}, \quad (83)$$

$$\det \Omega^a = - \sum_{1 \leq s < s' \leq 3} \tilde{g}_s^{-1} \tilde{g}_{s'}^{-1} + \sum_{1 \leq l < l' \leq 3} \sum_{s = 1}^3 \frac{(b_s - b_{s'})^2}{(\eta_l - b_s)^2(\eta_l - b_{s'})^2} h_l \tilde{g}_n^{-1}$$

$$- \sum_{1 \leq s < s' \leq 3} \frac{(\eta_s - \eta_{s'})^2}{\prod_{1 \leq l \leq 3} (\eta_l - b_s)(\eta_l - b_{s'})} h_s h_{s'}, \quad n = \{1, 2, 3\} \{s, s'\}. \quad (84)$$

Then $\det \Omega^a = \det \tilde{\Omega}^a$ implies that

$$|d_s d_{s'}|^2 = \frac{\prod_{l=1}^3 (\eta_l - b_l)^2(\eta_{s'} - b_l)^2}{(\eta_s - \eta_{s'})^2 \prod_{1 \leq l < l' \leq 3} (b_{l'} - b_l)^2},$$

$$|c_s c_{s'}|^2 = \frac{\prod_{l=1}^3 (\eta_l - b_l)^2(\eta_l - b_{s'})^2}{(b_{s'} - b_s)^2 \prod_{1 \leq l < l' \leq 3} (\eta_l - \eta_{l'})^2}. \quad (85)$$
In addition, we also have

\[
\det \tilde{\Omega} = \prod_{m=1}^{3} \hat{h}_m^{-1} - \prod_{m=1}^{3} \frac{g_m h_n^{-1} h_n^{-1}}{(\eta_l - b_m)^2} + \sum_{3(l,m)} \frac{(\eta_l - \eta_{l'})^2(b_{m'} - b_m)^2}{\prod'(\eta - b)} g_m g_{m'} h_n^{-1} \tag{86}
\]

\[
\prod_{1 \leq l < l' \leq 3} (\eta_l - \eta_{l'})^2 \prod_{1 \leq m < m' \leq 3} (b_{m'} - b_m)^2 \prod_{l, m=1}^{3} \frac{g_m}{(\eta_l - b_m)^2}.
\]

\[
\det \Omega = \prod_{m=1}^{3} \tilde{g}_m^{-1} - \prod_{m=1}^{3} \frac{h_m \tilde{g}_n^{-1} \tilde{g}_n^{-1}}{(\eta_l - b_m)^2} + \sum_{3(l,m)} \frac{(\eta_l - \eta_{m'})^2(b_{l'} - b_l)^2}{\prod(\eta - b)} h_m h_{m'} \tilde{g}_n^{-1} \tag{87}
\]

\[
- \prod_{1 \leq m < m' \leq 3} (\eta_l - \eta_{m'})^2 \prod_{1 \leq l < l' \leq 3} (b_{l'} - b_l)^2 \prod_{l, m=1}^{3} \frac{h_m}{(\eta_l - b_m)^2}.
\]

where the indices are defined

\[
3(l, m) := 1 \leq l < l' \leq 3, 1 \leq m < m' \leq 3,
\]

\[
n = \{1, 2, 3\}\backslash\{l, l'\}, \quad l, l' \in \{1, 2, 3\}, (l < l')
\]

\[
n_1, n_2 \in \{1, 2, 3\}\backslash\{l\}, \quad 1 \leq l \leq 3, (n_1 \neq n_2),
\]

and the product \(\prod^*(\eta - b)\) denotes

\[
\prod^*(\eta - b) = (\eta_m - b_l)^2(\eta_m - b_{l'})^2(\eta_{m'} - b_l)^2(\eta_{m'} - b_{l'})^2. \tag{89}
\]

Thus \(\det \Omega = -\det \tilde{\Omega}\) yields

\[
|c_1 c_2 c_3|^2 = |d_1 d_2 d_3|^2 = \frac{\prod_{l, m=1}^{3} (\eta_m - b_l)^2}{\prod_{1 \leq m < m' \leq 3} (\eta_m - \eta_{m'})^2 \prod_{1 \leq l < l' \leq 3} (b_{l'} - b_l)^2}. \tag{90}
\]

From (85) and (90), we get the constraint conditions about \(|c_j|\) and \(|d_j|\), \((1 \leq j \leq 3)\)

\[
|c_j|^2 = \frac{\prod_{l=1}^{3} (\eta_l - b_j)^2}{\prod_{s=1, s \neq j}^{3} (b_s - b_j)^2}, \quad |d_j|^2 = \frac{\prod_{l=1}^{3} (\eta_l - b_j)^2}{\prod_{s=1, s \neq j}^{3} (\eta_s - \eta_j)^2}, \tag{91}
\]

and

\[
\prod_{1 \leq m < m' \leq 3} (\eta_m - \eta_{m'})^2 = \prod_{1 \leq l < l' \leq 3} (b_{l'} - b_l)^2. \tag{92}
\]

We note that Equation (85) is obtained from the first summation and the third summation in (83) and (84), and Equation (90) is derived from the first product and the forth product in (86) and (87). If choose \(s = n\) and \(l = n\) in the second summation in (83) and (84), we also have some equations about \(|c_s|\), \(|d_l|\) and \(\{\eta_j\}, \{b_m\}\), which can also be obtained from (91) and (92), just like (72). It is also true for the results obtained from the second summation and the third summation.
in (86) and (87). Hence, for \( N = 3 \), under the constrain condition (91) and (92), the solution of nNLS equation can be constructed, where

\[
\det \Omega = \frac{3}{\sum_{1 \leq s < s' \leq 3} \sum_{l=1}^{3} \frac{(\eta_i - \eta_l')^2}{(\eta_i - b_s)(\eta_l' - b_s)} g_s \hat{h}_l^{-1} n - \sum_{1 \leq s < s' \leq 3} \hat{h}_s^{-1} \hat{h}_{s'}^{-1} - \sum_{1 \leq s < s' \leq 3} \hat{g}_s^{-1} \hat{g}_{s'}^{-1}, \quad n = \{1, 2, 3\} \setminus \{l, l'\},
\]

and

\[
\det \hat{\Omega} = \prod_{m=1}^{3} \hat{h}_m^{-1} - \prod_{m=1}^{3} \hat{g}_m^{-1} - \sum_{j, m=1}^{3} \frac{g_m \hat{h}_{n_1}^{-1} \hat{h}_{n_2}^{-1}}{(\eta_i - b_m)^2} + \sum_{3(l,m)} \frac{(\eta_i - \eta_l')^2(b_{m'} - b_m)^2}{\prod (\eta - b)} g_m g_{m'} \hat{h}_n^{-1}.
\]

Here the summation indices and the product are defined in (88) and (89).

It is remarked that the constraint conditions (91) and (92) for \( N = N = 3 \) can be extended to general \( N = N \), just by change 3 to \( N \) in (91) and (92), which can be derived similarly from the first and last terms in (61) and (62) by virtue of the condition (63). If fact, the first term of \( \det \Omega \) takes the form

\[
- \sum_{1 \leq s < s' \leq 3} \hat{h}_s^{-1} \hat{h}_{s'}^{-1} \prod_{l < l'} \frac{(\eta_i - \eta_l')^2}{(\eta_i - b_s)(\eta_l' - b_s)} (b_{s'} - b_s)^2 = - \prod_{n_1} \hat{h}_n^{-1}
\]

\[
= - \sum_{1 \leq s_1 < \cdots < s_{N-1} \leq N} \hat{h}_{s_1}^{-1} \cdots \hat{h}_{s_{N-1}}^{-1} = - \sum_{j=1}^{N} \prod_{s=1}^{N} \hat{h}_s^{-1},
\]

and the last term is

\[
(-1)^N \sum_{N \leq l, s, n \leq N} \frac{\hat{h}_{n_1}^{-1} \hat{g}_s}{(\eta_i - b_s)^2} \prod_{l < l'} (\eta_i - \eta_l')^2 (b_{s'} - b_s)^2
= (-1)^N \sum_{j=1}^{N} \prod_{1 \leq l, s, l' \leq N} (\eta_l - \eta_l') \prod_{s < s'} (b_{s'} - b_s)^2 \prod_{l,s=1}^{N} \frac{g_s}{(\eta_l - b_s)^2}.
\]

The first term and the last term of \( \det \Omega \) are

\[
- \sum_{1 \leq s < s' \leq 3} \frac{h_s \hat{g}_{n_1}^{-1}}{(\eta_s - b_i)^2} \prod_{l < l'} (\eta_s - \eta_l')^2 (b_{l'} - b_l)^2 = - \sum_{j=1}^{N} \prod_{s=1}^{N} \hat{g}_s^{-1},
\]

\[
\text{(97)}
\]
\begin{align}
(-1)^N \sum_{N_{12}, s, n_N} \frac{h_s g_n^{-1}}{(\eta_s - b_l)^2} \prod_{l < l'} (\eta_s - \eta_{s'})^2 (b_{l'} - b_l)^2 \\
= (-1)^N \sum_{j=1}^N \prod_{s < s', s' \neq j} (\eta_s - \eta_{s'})^2 \prod_{1 \leq l < l' \leq N} (b_{l'} - b_l)^2 \prod_{l, s = 1, s \neq j}^N \frac{h_s}{(\eta_s - b_l)^2}.
\end{align}

(98)

By the condition \(\det \tilde{\Omega} = (-1)^{N-1} \det \Omega\), Equations (95) and (98) imply that

\begin{equation}
\prod_{s=1, s \neq j}^N |d_s|^2 = \frac{\prod_{l=1, s \neq j}^N (\eta_s - b_l)^2}{\prod_{s < s', s' \neq j} (\eta_s - \eta_{s'})^2 \prod_{s < s', s' \neq j} (b_{s'} - b_s)^2}.
\end{equation}

(99)

and Equations (96) and (97) give

\begin{equation}
\prod_{s=1, s \neq j}^N |c_s|^2 = \frac{\prod_{l=1, s \neq j}^N (\eta_l - b_s)^2}{\prod_{1 \leq l < l' \leq N} (\eta_l - \eta_{l'})^2 \prod_{s < s', s' \neq j} (b_{s'} - b_s)^2}.
\end{equation}

(100)

Similarly, the first term and the last term of \(\det \tilde{\Omega}\) and \(\det \Omega\) are

\begin{align}
\det \tilde{\Omega} : & \prod_{m=1}^N h_m^{-1}, \quad (-1)^N \prod_{1 \leq l, m \leq N} \frac{g_m}{(\eta_l - b_m)^2} \prod_{1 \leq l < l' \leq N} (\eta_l - \eta_{l'})^2 (b_{l'} - b_m)^2; \\
\det \Omega : & \prod_{m=1}^N g_m^{-1}, \quad (-1)^N \prod_{1 \leq l, m \leq N} \frac{h_m}{(\eta_l - b_m)^2} \prod_{1 \leq l < l' \leq N} (\eta_m - \eta_{m'})^2 (b_{l'} - b_m)^2.
\end{align}

(101)

which yields

\begin{equation}
\prod_{s=1}^N |d_s|^2 = \prod_{s=1}^N |c_s|^2 = \frac{\prod_{l=1}^N (\eta_s - b_l)^2}{\prod_{1 \leq s < s' \leq N} (\eta_s - \eta_{s'})^2 \prod_{1 \leq l < l' \leq N} (b_{l'} - b_l)^2}.
\end{equation}

(102)

in terms of \(\det \tilde{\Omega} = (-1)^N \det \Omega\). From (99),(100), and (102), we obtain

\begin{align}
|c_j|^2 = \frac{\prod_{l=1}^N (\eta_l - b_l)^2}{\prod_{s=1, s \neq j}^N (b_s - b_j)^2}, \quad |d_j|^2 = \frac{\prod_{l=1}^N (\eta_l - b_l)^2}{\prod_{s=1, s \neq j}^N (\eta_s - \eta_j)^2},
\end{align}

(103)

and

\begin{equation}
\prod_{1 \leq m < m' \leq N} (\eta_m - \eta_{m'})^2 = \prod_{1 \leq l < l' \leq N} (b_{l'} - b_l)^2.
\end{equation}

(104)
6 | CONCLUSIONS AND DISCUSSIONS

In this paper, we extended the Dbar-problem to discuss the cnNLS equation. In this approach, we introduced two spectral transform matrices to define two Dbar-problems. The general nonlocal relations between the cnNLS potential and the solutions of the Dbar-problems were established by Dbar-dressing method. Two sets of Dbar data were used to construct the special explicit solution of the focusing cnNLS equation. By using the Cauchy–Binet formula, we expanded the determinant solution, which was used to discuss nonlocal reductions of the cnNLS equation in detail.

Recently, an integrable space-time shifted nonlocal NLS equations was introduced in Ref. 44. We note that the present approach can also be used to study the new type of integrable shifted nonlocal equations. This can be done by introducing the symmetry condition \( \hat{Q}(x, t) = -\Lambda Q(x_0 - x, t)\Lambda^{-1} \). The detail discussions will be presented in separate paper.
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