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Abstract

This study proposes a reversible jump Markov chain Monte Carlo method for estimating parameters of lognormal distribution mixtures for income. Using simulated data examples, we examined the proposed algorithm’s performance and the accuracy of posterior distributions of the Gini coefficients. Results suggest that the parameters were estimated accurately. Therefore, the posterior distributions are close to the true distributions even when the different data generating process is accounted for. Moreover, promising results for Gini coefficients encouraged us to apply our method to real data from Japan. The empirical examples indicate two subgroups in Japan (2020) and the Gini coefficients’ integrity.
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1 Introduction

Finding a distribution that fits the data well is one of the main challenges in the estimation of income distributions. However, we face the trade-off between the interpretation of parameters and the fit of the hypothetical distribution. To explore the fit of the distribution, several flexible hypothetical distributions are proposed, including: the generalized beta distribution of first and second kind (McDonald, 1984); generalized beta distribution (McDonald and Xu, 1995); double Pareto-lognormal distribution (Reed and Jorgensen, 2004); and $\kappa$-generalized distribution (Clementi et al., 2007). Several of these support interpretations that are economically meaningful. Conversely, the mixture distribution models are also considered to fit the distribution to the data because the assumed underlying distributions are easy to interpret and the distribution fits better than single component models in many cases. The greater level of detail offered by mixture distribution models, such as a subgroups’ information, is evident from the model’s adoption in Paap and van Dijk (1998); Griffiths and Hajargasht (2012) among other studies.

Mixture distribution models have also considered the framework of household income distributions from a Bayesian point of view using Markov chain Monte Carlo (MCMC) methods. For example, in the case of lognormal distribution, Lubrano and Ndoye (2016) considered a finite mixtures of lognormal (MLN) distribution model from individual data and determined the number of components by the marginal likelihood (Chib, 1995) and DIC (Spiegelhalter et al., 2002). The income inequality was then decomposed into between-subgroup and within-subgroup components. Moreover, it is also considered in gamma distribution cases. Wiper et al. (2001) considered the mixtures of gamma distribution model with a known and unknown number of components. Chotikapanich and Griffiths (2008) examined the Canadian income data using two components’ mixtures of gamma densities, which is the known number of components case in Wiper et al. (2001). However, with the exception of Wiper et al. (2001), the number of components were assumed in advance or determined after estimation in these studies, and they used individual or household data as mentioned above.

As with Wiper et al. (2001), there are two main approaches for dealing with an unknown number of components in a mixture model: one uses a Dirichlet process prior (Escobar and West, 1995), and the other use a reversible jump MCMC algorithm (Richardson and Green, 1997), which is used in Wiper et al. (2001). The reversible jump MCMC algorithm, which is first proposed by Green (1995), is one of the most powerful tools in model determination. Richardson and Green (1997) proposed the algorithm in the framework of the mixtures of normal distribution model. Subsequently,
some scholars have proposed extensions to the multivariate normal distribution (Komárek, 2009) and the mixtures of normal distribution with the same component means (Papastamoulis and Iliopoulos, 2009). In addition, Miller and Harrison (2013) pointed out that the posterior from a Dirichlet process prior for the number of components was not consistent—unlike with the reversible jump MCMC, the Dirichlet process prior did not converge at the true number. Therefore, we consider the reversible jump MCMC algorithm in this study, because we are also interested in the number of components in the analysis of income distribution.

Although the availability of individual and household data has improved, it remains difficult to access, especially in developing countries. Alternatively, the grouped data, which partitions the sample space of observations into several non-overlapping groups is widely available. Using this type of data, Gau et al. (2014) considered the MCMC sampling scheme for finite mixtures of normal distribution. This study extends this approach to the mixtures of lognormal distribution model, which can simultaneously determine the number of components from grouped data. Exploring this model is worthwhile because the number of components provides information about population subgroups as discussed in Lubrano and Ndoye (2016). Therefore, if it is possible to determine the number of components from grouped data; for example, this approach can be used for detailed comparisons of the income inequalities in developing countries.

This study aims to develop a reversible jump MCMC method for the mixtures of lognormal (MLN) distribution model from grouped data to examine the income distributions and income inequalities in Japan. Our proposed algorithm is discussed using simulated data examples. From these, we can confirm that our proposed algorithm works well in terms of the accuracy of the parameters and in fitting the distribution. The data also suggests that the posterior distributions of the Gini coefficients are accurate. Hence, we applied it to real data in Japan in 2020 to examine the income distributions and inequalities. From the results, we identified two subgroups in both two-or-more person households and workers’ households. We also observed that the Gini coefficient of two-or-more person households was larger than that of workers’ households.

The rest of this paper is organized as follows. In Section 2, we summarize the MLN distribution model using grouped data with its Gini coefficient and obtain a joint posterior distribution. Section 3 discusses the computational strategy of the MCMC method. In Section 4, our approach is illustrated using simulated datasets. Section 5, examines the empirical examples using real datasets from Japan. Finally, brief conclusions are offered in Section 6.
2 Mixtures of Lognormal Distribution Model using Grouped Data

Let $x > 0$, which means the annual income of households or individuals, for example, follow any hypothetical distribution. Let $x_i$, $i = 1, 2, \ldots, n$ observations be sampled from the distribution. Then, the grouped data partitions the sample space of observations into $K > 1$ non-overlapping intervals of the forms $(t_0, t_1], (t_1, t_2], \ldots, (t_{K-1}, t_K)$, where $t_0 = 0$ and $t_K = \infty$. Moreover, only the number, $n_k$ of observations falling in each interval $(t_{k-1}, t_k]$, $k = 1, 2, \ldots, K$, can be observed with $\sum_{k=1}^{K} n_k = n$. It should be mentioned that the class income mean $\bar{x}_k$, which means the average of $x_i$ in the interval $(t_{k-1}, t_k]$, is also available in many cases.

Let $\theta$ be the vector of parameters of any underlying hypothetical distribution, which we assume in advance. Let $f(x|\theta)$ and $F(x|\theta)$ be the probability density function (PDF) and cumulative distribution function (CDF), respectively. Given the PDF and CDF, we define the likelihood function, which is based on the concept of selected order statistics, to estimate the parameters of the distribution.\footnote{McDonald and Ransom (1979) considered the likelihood based on the multinomial distribution, whereas Nishino and Kakamu (2011) considered the likelihood based on the selected order statistics. As is pointed out by Eckernkemper and Gribisch (2021), the likelihood based on the multinomial distribution is applicable to the data with known fixed boundaries and random frequencies, while the likelihood based on the selected order statistics is applicable to the data with known random boundaries and fixed frequencies. In this study, we follow the likelihood based on Nishino and Kakamu (2011), because we are interested in the decile data, whose features are with known random boundaries and fixed frequencies. It should be mentioned that our approach merely treats the special case of DGP1 in Eckernkemper and Gribisch (2021).}

To explain the likelihood function, let $t = (t_1, t_2, \ldots, t_{K-1})'$ be the vector of the endpoints of the intervals and let $n = (n_1, n_2, \ldots, n_K)'$ be the vector of frequencies, which fall in the intervals. Then, the likelihood function is defined as follows:

$$L(t|\theta, n) = n! \left( \frac{F(t_1|\theta)^{n_1-1}}{(n_1-1)!} - f(t_1|\theta) \prod_{k=2}^{K-1} \frac{(F(t_k|\theta) - F(t_{k-1}|\theta))^{n_k-1}}{(n_k-1)!} f(t_k|\theta) \right) \left( 1 - F(t_{K-1}|\theta) \right)^{n_K}.$$ \hspace{1cm} (1)

Once the parameter estimate for $\theta$ is obtained from (1) using maximum likelihood and so on, the Gini coefficient can be estimated by using

$$G = -1 + \frac{2}{\mu} \int_{0}^{\infty} x F(x|\theta) f(x|\theta) dx,$$ \hspace{1cm} (2)

where $\mu$ is the mean of the distribution.\footnote{In the numerical integration, we use the expression}

\begin{align*}
G & = 1 - \int_{0}^{\infty} \frac{(1 - F(x|\theta))^2}{(1 - F(x|\theta))} dx, \\
& = 1 - \int_{0}^{\infty} \frac{(1 - F(x|\theta))^2}{(1 - F(x|\theta))} dx,
\end{align*}
In the empirical analysis we need to specify the hypothetical income distribution. First, we start with the lognormal (LN) distribution, following Nishino and Kakamu (2011), because the distribution fits to the Japanese data, which is also used in this empirical example. Although we could consider the other distributions, such as a gamma distribution and so on, we restrict our discussion on the LN distribution to focus on our empirical example. Let \( x \sim LN(\mu, \sigma^2) \), which means \( x \) follows LN distribution, where the PDF is expressed by

\[
f(x|\mu, \sigma^2) = \frac{1}{\sqrt{2\pi\sigma^2}x} \exp\left\{ -\frac{(\ln x - \mu)^2}{2\sigma^2} \right\},
\]

and the CDF is expressed by

\[
F(x|\mu, \sigma^2) = \Phi\left( \frac{\ln x - \mu}{\sigma} \right),
\]

where \( \Phi(\cdot) \) is the CDF of the standard normal distribution. If we substitute (3) and (4) for (1), it becomes the likelihood function for the LN distribution model and its Gini coefficient has a closed form, expressed by

\[
G_{LN} = 2\Phi\left( \frac{\sigma}{\sqrt{2}} \right) - 1.
\]

To extend the above results, we consider the MLN distribution model with \( R \) components. Let us begin with the fixed number of components model. Let \( \pi = (\pi_1, \pi_2, \ldots, \pi_R)' \), \( \theta_r = (\mu_r, \sigma_r^2)' \), and \( \Theta = \{\theta_r\}_{r=1}^R \), where \( \sum_{r=1}^R \pi_r = 1 \). Then, the PDF of the MLN distribution with \( R \) components is expressed by

\[
f(x|\pi, \Theta) = \sum_{r=1}^R \pi_r f(x|\theta_r) = \sum_{r=1}^R \frac{\pi_r}{\sqrt{2\pi\sigma_r^2}x} \exp\left\{ -\frac{(\ln x - \mu_r)^2}{2\sigma_r^2} \right\},
\]

and the CDF is expressed by

\[
F(x|\pi, \Theta) = \sum_{r=1}^R \pi_r F(x|\theta_r) = \sum_{r=1}^R \pi_r \Phi\left( \frac{\ln x - \mu_r}{\sigma_r} \right).
\]

If we substitute (6) and (7) for (1), it becomes the likelihood function for the MLN distribution model. However, its Gini coefficient does not have a closed form. Therefore, it is calculated from (2). In the next section, we will consider the MLN distribution model with an unknown number of components, where \( R \) is also treated as one of the parameters.

---

because it is equivalent to (2) (see Dorfman, 1979) and easier than calculating (2).
3 Posterior Analysis

3.1 Joint Posterior Distribution

The likelihood function given in (1) for the MLN distribution model is not particularly useful for Bayesian inference because its full conditional distributions are not the standard forms. In this study, we consider an alternative approach based on the framework by Gau et al. (2014). They proposed augmenting the model with vectors of latent variables \( x = (x_1, x_2, \ldots, x_n)' \) and \( x_{n_k}^* \) is set to \( t_k \) for \( k = 1, \ldots, K - 1 \), where \( n_k^* = \sum_{j=1}^{k} n_j \) and \( z = (z_1, z_2, \ldots, z_n)' \), where \( z_i = r \in \{1, 2, \ldots, R\} \). To complete this augmented likelihood, we also introduce a vector of observed variable \( d = (1, 1, \ldots, 1, k, k, \ldots, k, K, K, \ldots, K)' \), instead of \( n \). Then, the joint likelihood of \((x, d, z, \pi, \Theta)\) can be specified as

\[
L(x, d, z, \pi, \Theta) \propto \prod_{r=1}^{R} (\sigma_r^2)^{-\frac{n_r}{2}} \pi^{n_r} \exp \left\{ -\sum_{i=1}^{n} \sum_{k=1}^{K} \frac{(\ln x_i - \mu_r)^2}{2\sigma_r^2} I(d_i = k) I(z_i = r) \right\},
\]

where \( n_r = \# \{ i : z_i = r \} \) and \( I(A) \) denotes the indicator function of the event \( A \).

As we adopt a Bayesian approach and extend the model to allow the number of components to change, we complete the model by specifying the following hierarchical prior distributions over the parameters \((R, \pi, \Theta)\):

\[
R \sim \mathcal{PO}(\lambda_0) I(R \leq R_{\text{max}}), \quad \pi' \sim \mathcal{D}(\alpha_0, \alpha_0, \ldots, \alpha_0), \quad \mu_r | \mu, \tau^2 \sim \mathcal{N}(\mu, \tau^2),
\]

\[
\mu \sim \mathcal{N}(\mu_0, \tau_0^2), \quad \tau^{-2} \sim \mathcal{G}(n_0, s_0), \quad \sigma_r^{-2} | \beta \sim \mathcal{G}(\nu_0, \beta), \quad \beta \sim \mathcal{G}(g_0, h_0),
\]

where \( \mathcal{PO}(\lambda) \) means a Poisson distribution and \( I(R \leq R_{\text{max}}) \) imposes the preassigned upper limit \( R_{\text{max}} \) on the number of components. \( \mathcal{D}(\alpha, \alpha, \ldots, \alpha) \) means a symmetric Dirichlet distribution and \( \mathcal{G}(a, b) \) is a gamma distribution with scale and shape parameters \( a \) and \( b \), respectively.

It should be mentioned that the use of midpoint and range of data is recommended as the hyperparameters in Richardson and Green (1997). On the other hand, Gau et al. (2014) used an improper prior. For the grouped data in income distribution, it is difficult to find a midpoint and range of data. Therefore, the hierarchical prior is assigned and they are also treated as parameters in the model to avoid it.
3.2 Posterior Simulation

As the joint posterior distribution is much simplified, we can now use MCMC methods. The Markov chain sampling scheme can be constructed from birth-and-death process, split-or-combine process, and the full conditional distributions of $R, \pi, \{\mu_r\}, \{\sigma^2_{r}\}, \{z_i\}, \{x_{i:i\neq n^*_k}\}, \mu, \tau^2, \beta$.

3.2.1 Birth and Death Process

To implement a birth and death process, we first make a random choice between birth and death with the probability $b_R$ and $d_R$, where $d_R = 1 - b_R = 0.5$ except for $d_1 = 0$ and $b_{R_{\text{max}}} = 0$. For a birth process, a weight and parameters for the proposed new component are sampled from

$$\pi_{r^*} \sim B(1, R), \quad \mu_{r^*} \sim N(\mu, \tau^2), \quad \sigma^2_{r^*} \sim G(\nu_0, \beta), \quad (9)$$

where $B(p, q)$ is a beta distribution. For a death process, a random choice is made between any empty components and the chosen component is deleted. Then, the acceptance probabilities $\min(1, A)$ and $\min(1, A^{-1})$ for birth and death are evaluated by

$$A = \frac{\pi(R + 1)}{\pi(R)} B(\alpha_0, \alpha_0) n^{\alpha_0 - 1} (1 - \pi_{r^*})^{R + R_0 - R} \frac{d_{R+1}}{(R_0 + 1)b_R g_{1,R}(\pi_{r^*})} (1 - \pi_{r^*})^{R^{-1}}, \quad (10)$$

where $g_{p,q}$ denotes the $B(p, q)$ density, $B(p, q)$ is a beta function and $R_0$ is the number of empty components (see also Richardson and Green, 1998).

3.2.2 Split or Combine Process

Using the same probabilities $b_R$ and $d_R$ as above, we make a random choice between attempting to split or combine, depending on $R$. Our combine proposal begins by choosing a pair of adjacent components $(r_1, r_2)$ at random, which satisfies that there is no other $\mu_r$ in the interval $[\mu_{r_1}, \mu_{r_2}]$. Then, the combined component, here labeled $r^*$, is created as $(\pi_{r^*}, \mu_{r^*}, \sigma^2_{r^*})$, which satisfies the following equations:

$$\pi_{r^*} = \pi_{r_1} + \pi_{r_2}, \quad (11)$$
$$\pi_{r^*} \mu_{r^*} = \pi_{r_1} \mu_{r_1} + \pi_{r_2} \mu_{r_2}, \quad (12)$$
$$\pi_{r^*} \left( \mu^2_{r^*} + \sigma^2_{r^*} \right) = \pi_{r_1} \left( \mu^2_{r_1} + \sigma^2_{r_1} \right) + \pi_{r_2} \left( \mu^2_{r_2} + \sigma^2_{r_2} \right). \quad (13)$$

To make a split proposal, we begin with choosing a component, here labeled $r^*$, and drawing a three-dimensional random variables as follows:

$$u_1 \sim B(2, 2), \quad u_2 \sim B(2, 2), \quad u_3 \sim B(1, 1). \quad (14)$$
Then, the split proposal is made as follows:

\[
\begin{align*}
\pi_{r_1} &= \pi_{r^*} u_1, & \pi_{r_1} &= \pi_{r^*} (1 - u_1), \\
\mu_{r_1} &= \mu_{r^*} - u_2 \sigma_{r^*} \sqrt{\frac{\pi_{r_2}}{\pi_{r_1}}}, & \mu_{r_2} &= \mu_{r^*} + u_2 \sigma_{r^*} \sqrt{\frac{\pi_{r_1}}{\pi_{r_2}}}, \\
\sigma_{r_1}^2 &= u_3 (1 - u_2^2) \sigma_{r^*}^2 \frac{\pi_{r^*}}{\pi_{r_1}}, & \sigma_{r_2}^2 &= (1 - u_3) (1 - u_2^2) \sigma_{r^*}^2 \frac{\pi_{r^*}}{\pi_{r_2}},
\end{align*}
\]

where the adjacency condition that there is no other \( \mu_r \) in the interval \([\mu_{r_1}, \mu_{r_2}]\) is satisfied.

Finally, the acceptance probability \( \min(1, A) \) for split is evaluated by

\[
A = (\text{likelihood ratio}) \frac{\pi(R + 1)}{\pi(R)} \frac{(R + 1)}{\pi_{r_1}^{\alpha_{n-1+l_1}} \pi_{r_2}^{\alpha_{n-1+l_2}}} B(\alpha_0, R\alpha_0) \\
\times \frac{1}{\sqrt{2\pi\tau^2}} \exp \left\{ -\frac{(\mu_{r_1} - \mu)^2 + (\mu_{r_2} - \mu)^2 - (\mu_{r^*} - \mu)^2}{2\tau^2} \right\} \\
\times \frac{\beta^{\alpha_0}}{\Gamma(\nu_0)} \left( \frac{\sigma_{r_1}^2}{\sigma_{r^*}^2} \right)^{-\nu_0} \exp \left\{ -\beta \left( \sigma_{r_1}^2 + \sigma_{r_2}^2 - \sigma_{r^*}^2 \right) \right\} \\
\times \frac{1}{b_R P_{\text{alloc}} g_{2,2}(u_1) g_{2,2}(u_2) g_{1,1}(u_3)} \\
\times \frac{\pi_{r_1} | \mu_{r_1} - \mu_{r_2} | \sigma_{r_1}^2 \sigma_{r_2}^2}{u_2 (1 - u_2) u_3 (1 - u_3) \sigma_{r^*}^2}.
\]

(15)

where \( l_1 \) and \( l_2 \) are the numbers of observations proposed to be assigned to \( r_1 \) and \( r_2 \) and \( P_{\text{alloc}} \) is the probability that this particular allocation is made. For the corresponding combine move, the acceptance probability is \( \min(1, A^{-1}) \), using the same expression for \( A \), but some obvious differences in the substitutions.

Unsurprisingly, we can use the same acceptance probabilities with Richardson and Green (1997) in spite of the fact that this model includes additional parameters (\( \mu, \tau^2 \)) and a latent vector (\( \mathbf{x} \)). This is because the additional parameters and a latent vector are independent from the number of components. These two processes are explained in more detail in Richardson and Green (1997).

### 3.2.3 Sampling the Other Parameters

With the exception of some hyper-parameters, the other parameters are easily sampled from the standard distributions following Diebolt and Robert (1994) and Gau et al. (2014). The full conditional distribution for \( \pi \) remains Dirichlet in form:

\[
\pi' | \cdots \sim \mathcal{D}(n_1 + \alpha_0, \ldots, n_R + \alpha_0),
\]

(16)

where we use \( ' | \cdots ' \) to denote conditioning on all other variables.
The full conditionals for \( \{\mu_r\} \) and \( \{\sigma_r^2\} \) are

\[
\mu_r | \cdots \sim \mathcal{N}(\hat{\mu}_r, \hat{\tau}_r^2), \quad \sigma_r^{-2} | \cdots \sim \mathcal{G}(\hat{\nu}_r, \hat{\beta}_r),
\]

where 

\[
\hat{\tau}_r^2 = \left( \sigma_r^{-2} n_r + \tau_0^{-2} \right)^{-1}, \quad \hat{\mu}_r = \hat{\tau}_r^2 \left( \sigma_r^{-2} \sum_{i: z_i = r} \ln x_i + \tau_0^{-2} \mu_0 \right), \quad \hat{\nu}_r = 0.5 n_r + \nu_0 \quad \text{and} \quad \hat{\beta}_r = 0.5 \sum_{i: z_i = r} (\ln x_i - \mu_r)^2 + \beta.
\]

Although Lubrano and Ndoye (2016) considered several restrictions to avoid the label switching problem, we simply assume that \( \mu_1 < \mu_2 \ldots < \mu_R \) to help remove the label switching problem (see Diebolt and Robert, 1994).

For the allocation variables, we have \(^3\)

\[
\pi(z_i = r | \cdots) \propto \frac{\pi_r}{\sigma_r} \exp \left\{ -\frac{(\ln x_i - \mu_r)^2}{2\sigma_r^2} \right\}.
\]

For the latent variables \( x_i, i = 1, 2, \ldots, n \) except for \( i = n_k^*, k = 1, 2, \ldots, K - 1 \), the full conditional distributions are

\[
x_i | \cdots \sim \mathcal{LN}(\mu_r, \sigma_r^2) I(t_{d_i-1} < x_i \leq t_{d_i}).
\]

For the hyper-parameters that we are not treating as fixed, \( \mu, \tau^2 \) and \( \beta \), have

\[
\mu | \cdots \sim \mathcal{N}(\hat{\mu}, \hat{\tau}^2), \quad \tau^{-2} | \cdots \sim \mathcal{G}(\hat{n}, \hat{s}), \quad \beta | \cdots \sim \mathcal{G}(\hat{g}, \hat{h}),
\]

where

\[
\hat{\tau}^2 = \left( \tau^{-2} R + \tau_0^{-2} \right)^{-1}, \quad \hat{\mu} = \hat{\tau}^2 \left( \tau^{-2} \sum_{r=1}^{R} \mu_r + \tau_0^{-2} \mu_0 \right), \quad \hat{g} = R\nu_0 + g_0, \quad \hat{h} = \sum_{r=1}^{R} \sigma_r^{-2} + h_0.
\]

### 4 Numerical Examples by Simulated Data

To illustrate the Bayesian approach discussed in the previous section, we consider two simulated data examples. One is the case where the true data generating process (DGP) is the MLN distribution, and the other is the case where the true DGP is the generalized beta distribution of the second kind (GB2 distribution). In the first example, we examine the performance of our method and compare the GB2 distribution. In the second example, we explore the possibility of the MLN distribution model assuming that the true DGP is the GB2 distribution. The reason for choosing the GB2 distribution

\(^3\)It should be mentioned that Gau et al. (2014) derived the full conditional distribution of (B) \( z_i | \pi, \Theta, d_i \), which is one without the condition on \( x_i \). However, it is not required to decide the initial values of \( z_i \) and we can choose any \( z_i \). The simplest example is to start from \( R = 1 \). Even if we start from any \( R > 1 \), (B) in Step 2 in Gau et al. (2014) is not required. We can start from any random \( z_i \).
as the competing distribution against the MLN distribution is that the GB2 distribution is reported to fit the data well in the empirical analyses. Therefore, it is worthwhile to examine the fit of the MLN distribution when the true DGP is the GB2 distribution. All the results reported here were generated using Ox version 9.06 (macOS_64/Parallel) (see Doornik, 2013) and all the figures are drawn using R version 4.3.0 (see R Core Team, 2023).

4.1 Example 1

In the first simulated example, we examine the performance of our algorithm, and then compare the distribution with the GB2 distribution. The simulated data, wherein the DGP is the MLN distribution, is generated as follows. First, \( x_i, i = 1, \ldots, 10,000 \) were generated from the MLN distribution with three components \((R = 3)\) with parameters \( \pi = (0.2, 0.5, 0.3)' \), \( \mu = (2.0, 3.0, 4.0)' \) and \( \sigma^2 = (0.3, 0.1, 0.2)' \). The generated random numbers are sorted in ascending order, and \( x_{nk} \) corresponds to the \( nk \)th observation, where \( n_k = n \times \frac{k}{K} \). Then, \( k = 1, 2, \ldots, K - 1 \) is picked up and \( t = (t_1, t_2, \ldots, t_{K-1})' \), where \( t_k = x_{nk} \), are collected. In this example, \( K \) is set to 10, which means that the dataset is decile data. Figure 1 shows the true distribution and histogram, which is drawn from the simulated data. From the figure, we can observe the following features under this setting: (i) the first and second components’ modes are found easily whereas the third one is not in the true distribution; (ii) the histogram looks like a unimodal distribution with heavy tail, that is, it is difficult to identify the first component as well from the grouped data.

To proceed with the Bayesian analysis, we need to set the hyper-parameters. For the prior distributions, we set the hyper-parameters as follows:

\[
\begin{align*}
\lambda_0 &= 10, \quad R_{\text{max}} = 50, \quad \alpha_0 = 1.0, \quad \mu_0 = 0.0, \quad \tau_0^2 = 100.0, \\
n_0 &= 2.0, \quad s_0 = 0.01, \quad \nu_0 = 2.0, \quad g_0 = 0.2, \quad h_0 = 0.01.
\end{align*}
\]

With the simulated data, we ran the MCMC algorithm using 500,000 and discarding the first 100,000 iterations.
Figure 2 shows the posterior distribution of $R$. From the figure, we can confirm that the true number of components $R = 3$ shows the highest posterior mass. Therefore, we will focus on the result of the conditional posterior results on $R = 3$ hereafter, if we report the result of a conditional one. We can also conclude that our algorithm can identify the exact number of components. Figure 3 shows the unconditional predictive distribution and the predictive distribution conditioned on $R = 3$. From the figure, we find that the unconditional predictive distribution and the predictive distribution conditioned on $R = 3$ show the similar shape. In addition, they also show a similar shape with the true distribution, although there is a slight difference around the first component, where the first mode of the predictive distribution is lower than that of the true distribution. To see the difference between the predictive and true distributions, Table 1 shows the conditional posterior estimates on $R = 3$. From the table, we can see that all the estimates include the true values in the 95% credible intervals and most of the posterior means are close to the true values. However, it seems difficult to identify the first component because the standard deviations of the first component are larger than those of other components, and the 95% credible intervals of the first component are wider than those of others. Nevertheless, we can conclude that our method not only identifies the true number of components, but also estimates the parameters accurately.

Based on the favorable performance of the model and our algorithm in the simulated data, we can consider the goodness-of-fit of this model. Bordley et al. (1997); Kakamu and Nishino (2019) confirmed that the fit of the GB2 distribution proposed by McDonald (1984) performed quite well in the empirical analyses. Therefore, we examine the goodness-of-fit of the GB2 distribution model when the true distribution is the MLN distribution model. The parameters of the GB2 distribution is estimated using the Tailored randomized block Metropolis-Hastings (TaRBMH) algorithm by Kakamu and Nishino (2019), which is first proposed by Chib and Ramamurthy (2010) for estimating the DSGE model, and we examine the goodness-of-fit using the marginal likelihoods in line with Kakamu and Nishino (2019). Table 2 shows the log of marginal likelihoods for these distributions, which are calculated by the harmonic mean estimator proposed by Newton and Raftery (1994) for its simplicity.
From the table, we can confirm that the unconditional MLN distribution model shows the highest and the GB2 distribution model shows the lowest log of marginal likelihood. The log of marginal likelihood of the conditional MLN distribution on $R = 3$ lies between the unconditional MLN and GB2 distribution models and is much higher than that of GB2 distribution. Figure 4 shows the unconditional predictive distributions for the MLN distribution, conditional predictive distribution for the MLN distribution on $R = 3$, and predictive distribution for the GB2 distributions. From the figure, we can confirm that the unconditional predictive distribution for the MLN distribution and the conditional predictive distribution for the MLN distribution on $R = 3$ seem to be similar to the true distribution, whereas the predictive distribution for the GB2 distribution seems to be different from the true distribution. Therefore, we can conclude that the unconditional predictive distribution for the MLN distribution model is a good fit for the income distribution, and, that the conditional predictive distribution, which includes the number of components, is useful for interpretation in an economically meaningful way.

[INCLUDE Figure 5 HERE]
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Once the parameters are estimated, the Gini coefficient can be calculated from the parameters using (2). To confirm the accuracy of the estimates, we calculated the Gini coefficient by means of the numerical integration. Figure 5 shows the posterior distributions of the Gini coefficients for the unconditional MLN distribution, the conditional MLN distribution on $R = 3$, and the GB2 distribution. The posterior summaries are also reported in Table 3. To see the accuracy of the Gini coefficients, the nonparametric lower and upper bounds of the Gini coefficient (0.414, 0.422), which was proposed by Gastwirth (1972), are shaded in the figure. From the results, we can confirm that not only all of the 95% credible intervals are wider than the nonparametric bound, but also the posterior means are estimated outside the bound. Moreover, the posterior means for the unconditional MLN distribution model and the conditional MLN distribution on $R = 3$ are similar, whereas the posterior mean for

---

4The parameters and the harmonic mean estimate from GB2 distribution are estimated independently from the MLN distribution and we ran the MCMC algorithm using 40,000 and discarding the first 10,000 iterations. For the parameters $a, b, p, q$ in the GB2 distribution, we assume the following prior distributions:

$$a \sim \mathcal{G}(\alpha_0, \beta_0), \quad b \sim \mathcal{G}(\gamma_0, \delta_0), \quad p \sim \mathcal{G}(\epsilon_0, \zeta_0), \quad q \sim \mathcal{G}(\eta_0, \theta_0),$$

and the hyper-parameters are set to $\alpha_0 = \beta_0 = \gamma_0 = \delta_0 = \epsilon_0 = \zeta_0 = \eta_0 = \theta_0 = 1.0$. 


the GB2 distribution is farther than these means from the true value (0.420). Simultaneously, we can see that the posterior modes for both the unconditional and conditional MLN distribution models on \( R = 3 \) seem to be close to the true value. Therefore, we also calculated the posterior modes using the half sample mode estimator by Robertson and Cryer (1974). From the results, we can confirm that the posterior modes for the unconditional MLN distribution are estimated accurately. Therefore, we can conclude that our algorithm can accurately estimate not only the number of components, but also the posterior estimates including the Gini coefficient, which is constructed as the function of the parameters.

### 4.2 Example 2

[INCLUDE Figure 6 HERE]

In the previous subsection, we confirm that our algorithm can identify the true number of components and that the Gini coefficient can be calculated accurately. In this subsection, we will consider the contrary situation, wherein the true distribution is different from the MLN distribution. As we have found that when the MLN distribution is the true distribution, the GB2 distribution may not fit the distribution well or the calculation of the Gini coefficient may not be accurate, we explore the possibility of the MLN distribution model by considering the contrary case. The simulated data, wherein the DGP is the GB2 distribution, is generated as follows. First, \( x_i, i = 1, \ldots, 10,000 \) were generated from the GB2 distribution with parameters \( a = 2.0, b = 10.0, p = 2.5, \) and \( q = 1.5 \). The generated random numbers are sorted in ascending order, and \( x_{nk} \) corresponds to the \( n_k \)th observation, where \( n_k = n \times \frac{k}{K} \). Then, \( k = 1, 2, \ldots, K - 1 \) is picked up and \( t = (t_1, t_2, \ldots, t_{K-1})' \), where \( t_k = x_{nk} \), are collected. In this example, \( K \) is also set to 10. Figure 6 shows the true distribution and histogram, which is drawn from the simulated data. From the figure, we can confirm that the shape of the distribution exhibits the standard shape for income distribution, that is, it is unimodal and is right-skewed. Using the same hyper-parameters with the previous subsection, we ran the MCMC algorithm using 500,000 and discarding the first 100,000 iterations. \(^5\)
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\(^5\)For the case of the GB2 distribution, we ran the MCMC algorithm using 50,000 and discarding the first 10,000 iterations.
To keep this paper focused on the results of the MLN distribution model, we do not report the estimation result of the GB2 distribution; however, it should be mentioned that it was estimated quite well. Figure 7 shows the posterior distribution of \( R \) and the number of components \( R = 2 \) shows the highest posterior mass. Therefore, we will focus on the result of the conditional posterior result on \( R = 2 \) hereafter. As with the previous subsection, we will examine the goodness-of-fit of the distributions to examine the possibility of the MLN distribution model. Table 4 shows the log of marginal likelihoods for these distributions. From the table, we can confirm that the log of marginal likelihood of the GB2 distribution model shows the highest value. However, that of the unconditional MLN distribution is not so different if we take the standard error into account. Conversely, that of the conditional MLN distribution model on \( R = 2 \) indicates a smaller value than these distribution models. Therefore, if we only focus on the fit of the distribution, the unconditional MLN distribution model becomes the alternative candidate against the GB2 distribution model. However, if we are interested in the economically meaningful interpretation, the marginal likelihood can distinguish which distribution is preferred, because the log of marginal likelihood of the conditional MLN distribution model is smaller than that of the GB2 distribution.

[INCLUDE Figure 8 HERE]

Figure 8 shows the posterior predictive distributions for these distribution models. From the figure, we can see that all the predictive distributions are close to the true distribution. However, we can also confirm that the conditional posterior predictive distribution on \( R = 2 \) exhibits a small difference from the true distribution and that difference may lead to the difference in the log of marginal likelihoods. Therefore, the choice of the distribution is very important and the marginal likelihoods play an important role to examine the goodness of fit.
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Finally, we examine the accuracy of the Gini coefficients. Figure 9 shows the posterior distributions of the Gini coefficients for the unconditional MLN distribution, conditional MLN distribution on \( R = 2 \), and GB2 distribution. The posterior summaries are also reported in Table 5. To see the accuracy of the Gini coefficients, the nonparametric lower and upper bounds of the Gini coefficients (0.334, 0.344) are shaded in the figure. From the results, we can confirm that all of the posterior
means are included in the nonparametric bound, although all of the 95\% credible intervals are wider than the nonparametric bound. Moreover, the posterior mean for the GB2 distribution is closest to the true value (0.344). However, it should be mentioned that posterior modes for the unconditional and conditional MLN distribution models are estimated outside the bound. Therefore, we can conclude that the Gini coefficients from both distributions can be calculated accurately. However, those form these distributions infer to the GB2 distribution in terms of accuracy if the true DGP is the GB2 distribution.

5 Applications to Real Data

Using the Japanese household survey, Family Income and Expenditure Survey (FIES) in 2020, which is compiled by the Statistics Bureau of the Ministry of Internal Affairs and Communications, we will consider the income distributions and income inequalities in Japan. The survey offers data, presented in Table 3, for two types of households: Yearly Average of Monthly Receipts and Disbursements per Household by Yearly Income Quintile Group, and by Yearly Income Decile Group (Two-or-more-person Households). Yearly pre-tax income is surveyed for two types of households, depending on the occupation of the households’ head: workers’ households are employed as clerks or wage earners by public or private enterprises, such as government office, private companies, factories, schools, hospitals, shops, etc, whereas two-or-more person households include those other than workers’ households, such as individual proprietors households and households whose heads are merchants, artisans or administrators of unincorporated enterprise. The sample size for each dataset is \( n = 10,000 \) and the dataset in decile form is utilized, therefore \( n_k = 1,000 \) for \( k = 1, 2, \ldots, K = 10 \). Thus, only \( t \) (unit: million yen) is different in each dataset.
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Using the same hyper-parameters as in the previous section, we ran the MCMC algorithm using 500,000 iteration and discarding the first 100,000 iterations for each dataset. Figure 10 shows the posterior distribution of \( R \) and we can see that the posteriors for \( R \) favor the model with 2 components both for two-or-more person households and for workers’ households. Therefore, we proceed our discussion based on the results from \( R = 2 \) both for two-or-more person households and for workers’
households, when we examine the conditional ones. Table 6 shows the log of marginal likelihoods for the unconditional MLN, conditional MLN on \( R = 2 \), and GB2 distributions for both datasets. From the table, we can confirm that the unconditional and conditional MLN distributions are preferred to the GB2 distribution. Therefore, it allows us to interpret the parameters in an economically meaningful way using the results from the conditional MLN distribution on \( R = 2 \). The results from two-or-more person households and for workers’ households suggest that there are two groups: a lower and higher income group. In other words, Japanese households are divided into two groups both for two-or-more person households and for the workers’ households, when the MLN distribution is assumed. However, the interpretation of the parameters is different in each dataset.

Table 7 shows the posterior estimates both for two-or-more person households and for workers’ households. From the table, we can make the following observations: that 35.5% households belong to the lower income group \( (r = 1) \) in two-or-more person households from \( \pi \), whereas 64.8% households belong to the lower income group in workers’ households; if we focus on the posterior estimates of \( \mu \), the posterior estimate \( \mu_2 \) of two-or-more person households is close to that of workers’ households, whereas the posterior estimate \( \mu_1 \) of two-or-more person households is much smaller than that of workers’ households; and the posterior estimate \( \sigma^2_1 \) of two-or-more person households is smaller than \( \sigma^2_2 \), whereas \( \sigma^2_2 \) of workers’ households is larger than \( \sigma^2_2 \). As is described in the data explanation, workers’ households are a subset of two-or-more person households. Therefore, we can guess that the households, which are not included in the workers’ households, make the meaning of the components different. Even if the two components in workers’ households are interpreted as lower and higher income class, the components wherein the households belong in workers’ households might be different from the components wherein the households belong in two-or-more person households, because most of the estimates are different between two-or-more person and workers’ households. In addition to these interpretations, these differences may lead to the difference in the shape of income distribution.

Figure 11 shows the histogram from the data, predictive distributions for the unconditional and conditional MLN distributions, and GB2 distribution both for two-or-more person and workers’
households. First, we can confirm that the predictive distributions for the unconditional and condi-
tional MLN distributions both from two-or-more person and workers’ households are very similar. They seem to fit to the histograms, whereas those from the GB2 distribution are different from those from the unconditional and conditional MLN distributions, especially in the case of two-or-more per-
son households. Therefore, the goodness-of-fit of the MLN distribution model seems to be adequate for the Japanese income data.

Finally, as the predictive distributions for both datasets seem to fit to the histograms, we are also estimate the Gini coefficients as is discussed in the previous section. This is because the Gini coef-
ficients are sometimes used for policy making and related matters. To examine the features of the Gini coefficients, the estimated Gini coefficients are shown in Table 8 with the posterior distributions shown in Figure 12. At first, we can confirm that the Gini coefficient from two-or-more person house-
holds is larger than that of workers’ households. This might be caused by the additional households, which do not appear in the workers’ households. Secondly, the 95% credible intervals do not overlap between the unconditional and conditional MLN distribution and GB2 distribution for two-or-more person households, whereas they overlap in the case of workers’ households. This may suggest that the choice of the distribution in two-or-more person households is more pronounced than that of workers’ households. Furthermore, if we assume the GB2 distribution as the hypothetical income distribution, the Gini coefficients are overestimated both in two-or-more person and workers’ house-
holds. However, the log of marginal likelihood of the GB2 distribution is much smaller than that of the MLN distribution. Therefore, we can avoid such an overestimation, if the marginal likelihoods are appropriately utilized.

6 Conclusions

There is a strong argument for employing a reversible jump MCMC algorithm for the MLN distribu-
tion model with an unknown number of components from grouped data. Based on the simulated data examples, our proposed algorithm worked well in terms of fitting the distribution and enabled us to calculate the Gini coefficient accurately. The unconditional MLN distribution model is useful if we
are interested in the fit of the income distribution, whereas the conditional MLN distribution model is useful if we are interested in an economically meaningful interpretation. A major strength of the reversible jump MCMC algorithm is that it can provide both results simultaneously in one estimation. This, along with the ability of the marginal likelihood to choose an appropriate distribution, makes it an algorithm of choice for estimating the MLN model.

The robust results support the case for using the MLN distribution model to compare other candidate distributions. Finally, using FIES datasets in 2020, the income distributions and inequalities in Japan were examined. The results indicated two subgroups, both in two-or-more person households and in workers’ households. However, the meanings of the two subgroups might be different in each dataset. We also observed that the Gini coefficient of two-or-more person households are larger than that of workers’ households. Moreover, if we calculate the Gini coefficients from the GB2 distribution, the Gini coefficients are overestimated.

Finally, we discuss the remaining issue. Although a reversible jump MCMC algorithm for grouped data is considered to determine the number of components, more sophisticated algorithms, which can determine the number of components, are proposed, for example, by Malsiner-Walli et al. (2016). We need to examine more efficient algorithm, but our finding that a reversible jump MCMC algorithm can identify the number of components correctly even from grouped data, represents an interesting first step.
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Figure 1: Simulated data 1: The histogram and true distribution

Figure 2: Simulated data 1: Posterior distribution of $R$
Note: The histogram, true distribution, unconditional predictive distribution for the MLN distribution (MLN), and conditional predictive distribution for the MLN distribution on \( R = 3 \) \((R = 3)\) are drawn.

Figure 3: Simulated data 1: The histogram, true distribution, and predictive distributions

Note: The histogram, true distribution, unconditional predictive distribution for the MLN distribution (MLN), conditional predictive distribution for the MLN distribution on \( R = 3 \) \((R = 3)\), and predictive distribution for the GB2 distribution (GB2) are drawn.

Figure 4: Simulated data 1: The histogram, true distribution, and predictive distributions
Figure 5: Simulated data 1: The posterior distributions of the Gini coefficients

Figure 6: Simulated data 2: The histogram and true distribution
Figure 7: Simulated data 2: Posterior distribution of $R$

Figure 8: Simulated data 2: The histogram, true distribution, and predictive distributions

Note: The histogram, true distribution, unconditional predictive distribution for the MLN distribution (MLN), conditional predictive distribution for the MLN distribution on $R = 2$ ($R = 2$), and predictive distribution for the GB2 distribution (GB2) are drawn.
Figure 9: Simulated data 2: The posterior distributions of the Gini coefficients

Figure 10: Posterior distributions of $R$
Note: The histogram, unconditional predictive distribution for the MLN distribution (MLN), conditional predictive distribution for the MLN distribution on $R = 2$ ($R = 2$), and predictive distribution for the GB2 distribution (GB2) are drawn.

Figure 11: The histogram and predictive distributions

Figure 12: The posterior distributions of the Gini coefficients
Table 1: Simulated data 1: The conditional posterior estimates on $R = 3$

|          | TRUE | MEAN   | SD    | 95%CI      |
|----------|------|--------|-------|------------|
| $\pi_1$  | 0.2  | 0.375  | 0.148 | [0.152 0.600]|
| $\pi_2$  | 0.5  | 0.423  | 0.094 | [0.301 0.617]|
| $\pi_3$  | 0.3  | 0.202  | 0.082 | [0.068 0.339]|
| $\mu_1$  | 2.0  | 2.498  | 0.414 | [1.854 3.007]|
| $\mu_2$  | 3.0  | 3.007  | 0.019 | [2.966 3.044]|
| $\mu_3$  | 4.0  | 4.027  | 0.062 | [3.887 4.128]|
| $\sigma^2_1$ | 0.3  | 0.703  | 0.409 | [0.051 1.275]|
| $\sigma^2_2$ | 0.1  | 0.139  | 0.217 | [0.070 1.173]|
| $\sigma^2_3$ | 0.2  | 0.153  | 0.062 | [0.048 0.283]|

Note: Posterior means (MEAN), standard deviations (SD), and 95% credible intervals (95%CI) are displayed.

Table 2: Simulated data 1: Marginal likelihoods

|          | log ML | SE    |
|----------|--------|-------|
| MLN      | 2.843  | 0.478 |
| $R = 3$  | -1.342 | 0.146 |
| GB2      | -76.923| 0.307 |

Note: Log of marginal likelihoods (log ML) and the standard errors (SE), which are calculated using delta method, are displayed.

Table 3: Simulated data 1: The posterior estimates of the Gini coefficients

|          | MEAN   | MODE  | SD    | 95%CI      |
|----------|--------|-------|-------|------------|
| MLN      | 0.437  | 0.422 | 0.021 | [0.410 0.487]|
| $R = 3$  | 0.437  | 0.422 | 0.020 | [0.413 0.485]|
| GB2      | 0.516  | 0.515 | 0.021 | [0.465 0.552]|

Note: Posterior means (MEAN), posterior modes (MODE), standard deviations (SD), and 95% credible intervals (95%CI) are displayed.
Table 4: Simulated data 2: Marginal likelihoods

|                | log ML | SE  |
|----------------|--------|-----|
| MLN            | 9.977  | 0.473 |
| $R = 2$        | 8.338  | 0.277 |
| GB2            | 10.743 | 0.115 |

Note: Log of marginal likelihoods (log ML) and the standard errors (SE), which are calculated using delta method, are displayed.

Table 5: Simulated data 2: The posterior estimates of the Gini coefficients

|        | MEAN  | MODE | SD      | 95%CI          |
|--------|-------|------|---------|----------------|
| MLN    | 0.335 | 0.330| 0.010   | [ 0.322 0.359 ]|
| $R = 2$| 0.336 | 0.332| 0.010   | [ 0.322 0.360 ]|
| GB2    | 0.342 | 0.339| 0.006   | [ 0.331 0.354 ]|

Note: Posterior means (MEAN), posterior modes (MODE), standard deviations (SD), and 95% credible intervals (95%CI) are displayed.

Table 6: Marginal likelihoods for FIES data in 2020

|                | Two-or-more person | Workers¹ |
|----------------|--------------------|----------|
|                | log ML  | SE   | log ML  | SE   |
| MLN            | 14.850 | 0.725| 17.888 | 0.229 |
| $R = 2$        | 16.103 | 0.249| 11.920 | 0.302 |
| GB2            | -20.798| 0.230| 10.685 | 0.257 |

Note: Log of marginal likelihoods (log ML) and the standard errors (SE), which are calculated using delta method, are displayed.

Table 7: The conditional posterior estimates from the FIES data in 2020

|        | Two-or-more person | Workers¹ |
|--------|--------------------|----------|
|        | MEAN | SD | 95%CI     | MEAN | SD | 95%CI     |
| $\pi_1$| 0.355 | 0.107 [0.173 0.592 ] | 0.674 | 0.211 [0.133 0.944 ] |
| $\pi_2$| 0.645 | 0.107 [0.408 0.827 ] | 0.326 | 0.211 [0.056 0.867 ] |
| $\mu_1$| 1.221 | 0.070 [1.111 1.384 ] | 1.793 | 0.098 [1.515 1.893 ] |
| $\mu_2$| 1.951 | 0.080 [1.813 2.128 ] | 2.114 | 0.079 [1.942 2.249 ] |
| $\sigma_1^2$| 0.116 | 0.024 [0.074 0.169 ] | 0.202 | 0.053 [0.130 0.271 ] |
| $\sigma_2^2$| 0.195 | 0.031 [0.134 0.255 ] | 0.116 | 0.068 [0.046 0.179 ] |

Note: Posterior means (MEAN), standard deviations (SD), and 95% credible intervals (95%CI) are displayed.
Table 8: The posterior estimates of the Gini coefficients from the FIES data in 2020

| Two-or-more person | Workers’ |
|--------------------|----------|
| **MEAN** | **MODE** | **SD** | **95% CI** | **MEAN** | **MODE** | **SD** | **95% CI** |
| MLN     | 0.299    | 0.299   | 0.004    | [ 0.294 0.306 ] | 0.245    | 0.245   | 0.004    | [ 0.239 0.251 ] |
| $R = 2$ | 0.299    | 0.299   | 0.005    | [ 0.294 0.310 ] | 0.244    | 0.244   | 0.003    | [ 0.239 0.250 ] |
| GB2     | 0.316    | 0.316   | 0.004    | [ 0.309 0.324 ] | 0.249    | 0.249   | 0.003    | [ 0.244 0.254 ] |

Note: Posterior means (MEAN), posterior modes (MODE), standard deviations (SD), and 95% credible intervals (95%CI) are displayed.