A learning heuristic for integrating spatial and temporal detail in forest planning
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Abstract
We present a learning heuristic using dynamic programming (DP) formulations to address both spatial and temporal detail in multiobjective forest management planning. The problem is decomposed into smaller problems to avoid the curse of dimensionality associated with DP. The heuristic learns from multiple decomposed problem formulations to identify stands assigned the same management option regardless of formulation. Consistently managed stands are recognized, and the problem is eventually distilled to the most difficult to solve portions of the forest. The heuristic is demonstrated on a forest management problem with short-lived core area wildlife habitat, where temporal detail is important. The problem is large due to the number of stand-level management timing options and associated interactions with the management timings of nearby stands. Results show solution improvement along with substantial time savings over previously used heuristics. The learning heuristic enables analysis of large problems that emerge with high levels of spatial and temporal detail.

Recommendations for Resource Managers:
Adding spatial and temporal detail to forest planning models can improve the utility of the solution for some applications such as wildlife habitat management.

- Decomposing a large optimization problem into linked, smaller subproblems can speed the solution search time.
- Learning from problem decomposition solutions to formulate subsequent search attempts can improve the quality of a solution.
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### 1 | INTRODUCTION

Forest management analyses have historically used coarse spatial depictions of a landscape coupled with aggregate time periods to derive strategic management plans for large forests (Johnson & Scheurman, 1977). Since then, advances in both computing technology and solution techniques have allowed for linkages between strategic and tactical-level modeling. Explicit spatial and temporal detail into forest planning models aimed at addressing tactical decisions is becoming more common. However, the resulting problems are often too complicated to fit into an exact optimization model structure of practical size. Metaheuristics are general algorithms for addressing complicated optimization problems. In forestry, metaheuristic applications include genetic algorithms, simulated annealing, and tabu search (Kangas et al., 2015).

As noted in a review of metaheuristics (Blum et al., 2011), emphasis has shifted to metaheuristics that are linked closely with optimization techniques with a more specific problem-oriented approach rather than algorithm oriented. Pellerin et al. (2019) describe this shift in a survey of hybrid metaheuristics for resource-constrained project scheduling problems. Mohamed-Mahmoud et al. (2015) in reviewing metaheuristics for agricultural land use optimization, conclude that success of meta-heuristics is problem dependent with need to escape from local optima. They suggest a future challenge is the use of parallelization techniques with hybrid metaheuristic techniques and involving stakeholders to help find key trade-offs between competing land uses. For forestry applications, Kangas et al. (2015, pp. 167–189) provide a recent review of heuristic optimization including meta-heuristics that have been linked with optimization models.

Temporal and spatial resolution of a planning problem affects its complexity, and therefore each is often considered as a possible simplification. Andersson and Eriksson (2007), in looking at impacts of temporal scale on long-term strategic planning for timber production, found that 5-year planning periods were generally adequate for representing financial returns from timber production. Forsell and Eriksson (2014) found that results were substantially more sensitive to temporal aggregation when also considering impacts of windfall damage. In a review of spatial modeling, DePellegrin Llorente et al. (2017) describe the importance of spatial and temporal interactions with stand-level harvest timing decisions which are also complicated by market...
destination options for multiple forest products. Bixby et al. (2019) address the complications of coordinating spatial planning across multiple forest ownerships. Then, not only are larger areas (forests) involved, but coordination is likely needed regarding time-sensitive value assumptions about spatially dependent nonmarket forest conditions.

Temporal and spatial simplification in planning problems is not always desirable, however. Rau et al. (2019) reviewed 295 studies on ecosystem services with only 2% of those studies considering changes in ecosystem services over time. They emphasize that future studies should: (1) more explicitly study temporal patterns including fine grain temporal patterns, (2) analyze trade-offs and synergies between services over time, and (3) integrate changes in supply and demand and involve and empower stakeholders in temporal ecosystem services research. Multiple ecosystem services are also typically involved making situations extremely complex.

Belavenutti et al. (2019) propose two goal programming model formulations for focusing on important time scale differences for better linking strategic and tactical forest management planning models. The modular nature of their formulation structure likely offers substantial flexibility for addressing a wide range of forestry problems. As the authors point out, the best approach for linking strategic and tactical models is problem dependent with improvements plausible with linkages to meta-heuristics to help overcome simplifying assumptions.

Dynamic programming (DP) is a problem structure from operations research that has been useful in solving some forestry problems. DP decomposes problems into a series of smaller, linked problems (Bellman, 1954). Hoganson et al. (2008) describe some of the history of DP in forestry. They outline early applications such as stand-level thinning. Applications of DP have involved solving problems for forest-wide spatial constraints such as adjacency (Hoganson & Borges, 1998), and patches of older forest core area (Hoganson et al., 2004; Wei & Hoganson, 2008). Core area forest is free from edge effects, assuming a certain buffer distance from an edge (Baskent & Keles, 2005; Ohman & Eriksson, 1998; Ohman, 2000). In another example, Wei and Hoganson (2005) set the shadow price of core area exogenously and allowed the DP to determine core area levels achieved at several prices.

A notable challenge with forestry-based DP formulations is they grow rapidly in size with moderate increases in the number of management options recognized for each stand, also known as the “curse of dimensionality” (Bellman, 1954). To address DP size concerns, Hoganson and Borges (1998) used a heuristic solution strategy involving a series of overlapping subproblems, or “moving windows,” to solve the adjacency problem for a forest comprised of uniform square stands. Borges et al. (1999) explored window design and DP formulation strategies with irregular polygons. Later, Hoganson et al. (2004) modified the heuristic to address core area management by using the concept of influence zones, or areas of the forest that are dependent on coordinated management of one or more stands to help achieve spatial objectives. The heuristic was used operationally as part of the USDA Forest Service planning process for the two National Forests in Minnesota (USDA Forest Service, 2004) involving ten planning periods and over 90,000 analysis areas. Since the size of the windows can influence both solution speed and solution quality, Wei and Hoganson (2008) investigated parameter settings of the heuristic solution strategy with the goal of increasing solution speed with minimal effects on solution quality. Their main tests specific to window design involved using different window widths, and different window overlap percentages. Generally, they showed that while smaller window sizes resulted in shorter solution times, they also yielded inferior solution values. To date, there have been few or no studies that have explored learning from common stand-level solutions between different window formulations.
2 | OBJECTIVES

The study objective is to develop a management strategy that includes tactical decisions associated with enhanced spatial and temporal consideration. The strategy is evaluated with a learning-based dynamic programming solution heuristic designed to quickly solve a spatial forest management problem with minimal loss in optimality. Interest in developing a better heuristic was rooted in a USDA Forest Service wildlife management problem (Sjogren, 2012) that sets explicit targets for the amount of Kirtland’s warbler (KW; *Setophaga kirtlandii*) core area habitat desired in each of 30 two-year planning periods (60 years total). An increased number of planning periods results in more management timing options per stand which can quickly complicate the problem with the curse of dimensionality. The method presented in this study is nested within a broader solution method that assumes explicit constraints on the amount of core area desired in each planning period. Here, we assume the value of core area is known in each planning period. In practice, the value of core area is determined through an iterative search that requires hundreds or thousands of DP solutions to search for shadow prices associated with the core-area constraints (Hoganson & Rose, 1984; Paredes & Brodie, 1988). Thus, it is advantageous to develop heuristics and exploit simplifications that allow the DP to be solved both quickly and accurately.

3 | METHODS

3.1 | Study problem

The data for the study comes from a forest and wildlife management problem faced by managers on the Hiawatha National Forest (HNF) in Michigan. The Forest’s land management plan has an objective to create and maintain 2711 hectares of suitable KW habitat consisting of young jack pine (*Pinus banksiana*) 6–16 years old (USDA Forest Service, 2006). This equates to a total of 13,557 hectares in a KW jack pine habitat system assuming this habitat area is regulated based on a 50-year rotation and 20% of this area between ages 6 and 16 years. Potential areas for KW habitat (sandy glacial outwash plains) on the HNF consist of approximately 70,620 hectares defined by 12,307 stands. The specific stands (13,557 ha) managed as suitable breeding habitat within the potential area have not been explicitly identified by the forest plan. Therefore, the forest management team has discretion in where it creates habitat and has the opportunity to design a management schedule that is both effective as habitat and financially efficient. The ideal spatial arrangement for KW habitat is in large, contiguous patches (Donner et al., 2010). Financial efficiency is measured by the present net value of the management strategy. It is important to coordinate management timing and spatial arrangement of habitat since it only exists for 10 years in young stands.

The planning horizon was 60 years, modeled as a series of 30 2-year time periods. Sixty years accommodates the average jack pine rotation length of 50 years and allows stands to convert to KW habitat later in the planning horizon for better spatial arrangement. Two-year time periods were chosen to address important detail in temporal fluctuations and the relatively short-lived nature of the suitable habitat (10 years). From a wildlife management perspective, a consistent abundance of habitat in each year is beneficial to wildlife recovery (Michigan Department of Natural Resources, 2015). Using short planning periods allows the model to evaluate the importance of different management timing decisions between adjacent stands in
consecutive planning periods. Habitat patches consisting of aggregated stands might slowly “walk” or shift on the landscape over time if adjacent timing options are staggered. Alternately, contiguous patches might emerge and desist at discrete times. With 2-year planning periods, each stand managed for KW produces habitat in five, 2-year planning periods. If adjacent stands are managed for KW habitat at similar times, each stand could be part of up to five different habitat patches over its lifetime if the habitat timing of those adjacent stands is staggered.

In addition to KW habitat, the problem was formulated to meet other desired conditions of the Hiawatha Forest Plan (USDA Forest Service, 2006), including covertype and size class minimum and maximum amounts. The model included management options resulting in KW habitat, as well as options to convert existing KW habitat to other covertypes. For the 12,307 stands recognized in the study, there were a total of 1.08 million management options considered, or an average of 88 per stand.

Rather than an explicit constraint on total KW habitat, the model specified desired amounts of habitat in KW core area each period, hereafter referred to as the spatial constraints of the problem. Core area is defined as the portion of a habitat patch sufficiently far from the nearest edge of a forest. Typically, edges of a patch are buffered inward to recognize the effect of the edge, and the portion of the patch not in the buffer, that is, far enough from the edge, is core area. In the case of KW habitat, an edge of larger trees is undesirable, as it allows the parasitic cowbird to more easily identify nest locations (Michigan Department of Natural Resources, 2015). To model core area, the landscape was simplified into a grid of 0.8 ha regular hexagons. Hexagons were then aggregated into stands that best represented the irregular polygons of the forest’s stand layer. Cells in a hexagonal grid have regular spatial interactions with all adjacent cells, which is not the case for stand designs such as squares or irregular polygons (Heinonen et al., 2007). The core area concept as it relates to hexagons is displayed in Figure 1. To produce core area, a cluster of at least three hexagons must meet the overall definition of KW habitat, meaning that core area exists approximately 56 m or more from the nearest edge. In Figure 1b, each triangle represents an area of potential core area production. Core area can be produced if
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and only if the three hexagons in which it exists (e.g., stands \{1,2,3\} for triangle on the left) are managed as habitat in a specific time period. Efficiency can be gained if larger contiguous areas are managed as habitat. In the Figure 1 example, if three stands \{1,2,3\} are habitat in period 1, simply managing \textit{one more} stand \{4\} as KW habitat in period 1 would double the core area. Thus, the best solutions to problems that value core area consist of large, contiguous patches of adjacent stands in a compact arrangement.

The general DP formulation in this study is presented in Hoganson et al. (2004) and in Wei and Hoganson (2008). As a simplified example, consider four single-hexagon stands illustrated in Figure 1a. For each stand, assume there are two management options, \textit{a} (produce habitat in period 1) and \textit{b} (produce habitat in period 2). If core area produced in period 1 has a value of 2 and a unit of core area produced in period 2 has a value of 1, maximum value will result from managing all stands with option \textit{a}. The bottom portion of the figure (1b) is included to show a DP formulation of the problem, with the Stand 1 management decision as the “stage 1” decision, which is likely one of the simpler formulation options. Each stage of the DP represents the management decision for a single stand and each state at the start of a stage is defined by management decisions implied for stands associated with earlier stages in the network (e.g., state 1a is stand 1 option \textit{a}). These decisions must be remembered in the formulation so that core area conditions involving neighboring stands can be assessed (valued) in later stages of the network when decisions for all stands defining a triangle are implied. A stand can be dropped as a state descriptor only after all of its potential core area has been evaluated in the network. From Figure 1 it should be apparent how the number of states in each stage will increase if more management options are considered per stand. The DP network also grows substantially in size if the width of the area modeled is increased, resulting in more stands included as state variables at most stages of the formulation.

The problem in this study is too large to solve exactly with a single DP formulation. Therefore, we rely heavily on a moving windows DP heuristic first described by Hoganson and Borges (1998). A window is a subproblem consisting of a strip of forest stands spanning either the length or the width of the forest. The moving window heuristic utilizes three main parameters to define each subproblem: size, direction, and overlap. The size measures how many stands and resulting DP states span the window along the narrow axis. Direction describes the span of the forest in the long axis as well as the end from which the formulation starts. Finally, the overlap defines how many stands from the prior subproblem are included in the next subproblem. Window subproblems progress across the forest perpendicular to their direction. At each subproblem formulation, all of the stands behind the progression are considered as if their solutions are known and can be included without increasing the DP size. Window subproblem progression continues until all the stands in the forest have been evaluated.

### 3.2 A learning heuristic

This study seeks to quickly solve a large DP without compromising solution quality. Again, the DP is useful for this problem because it considers core area that results from coordinated management of adjacent stands. The study builds on work by Wei and Hoganson (2008) that showed smaller window subproblem formulations yield faster solutions, but often have inferior solution (objective function) values. Their study held direction constant, while incrementally increasing size and evaluating the trade-offs in the resulting objective
function value and solution time. Here, we evaluate similarities between solutions of many different problem formulation “trials” to inform subsequent formulations. In this way, the heuristic learns from known solutions to inform subsequent problem formulations with the intent of deriving a superior solution in less time.

The parameters of the learning heuristic include the window subproblem size and direction as well as the number of trial solutions that must be evaluated before simplifying the problem. A particular parameter set is called a “trial” and its solution is comprised of stand-level solutions, that is, chosen management options. The heuristic saves the solution to each trial to look for common stand-level management options between multiple trials. If a stand’s chosen management option is consistent between several trials, it supposed that global problem may be simplified by using only that management option for future trial formulations. Stand-level management options were classified as either part of the spatial solution ($\theta$), or not part of the spatial solution ($\delta$). If a stand had a specified number of consecutive trial solutions exceeding either the $\theta$ or $\delta$ threshold, that particular stand-level solution was accepted and used in subsequent trials. Theoretically, one could use the same value for both $\theta$ and $\delta$. However, we hypothesized that better results might be found with $\theta$ less than $\delta$; that is, take extra care in eliminating stands that are not part of the spatial solution too early. This hypothesis considers that stands with a nonspatial solution early in the search process may become part of the spatial solution if they are evaluated in a much larger context of the forest, made possible by accepting obvious spatial solutions first ($\theta$).

The heuristic is described in Figure 2. It initiates at the upper left with a set of management options $\{Rx\}$ available to each stand. The modeler then specifies both the trial direction and size parameters, and the problem is formulated and solved with the DP moving windows heuristic. If the DP solved exactly (single subproblem), the heuristic stops because by definition it is optimal. If, however, more than one window subproblem was required to solve the problem, each stand is evaluated for whether or not to accept that trial’s scheduled management option ($Rx$) for the stand by comparing it with the specified number of prior trial solutions. If a stand’s management option is accepted, it is the only management option included for that stand in subsequent trial formulations. This results in a simplified DP formulation, as stands with a single management option do not add to the DP size. Therefore more stands can be included in each subproblem of the next trial. Eventually, as more stands’ management options are accepted, the heuristic could result in an exact DP formulation and the heuristic will stop. In the case where an exact DP formulation is too large, the modeler may specify a maximum number of trials to evaluate and the best trial solution will be accepted (not shown).

Eight window subproblem directions were used for DP trials in this study. Directions included each end along the four sides of a forest (e.g., starting at the top end of a window subproblem that spans the north-to-south axis of a forest). Consider the illustration in Figure 3a in which the colored stands (“add to solution next” and “available to schedule next”) define a window across the forest. One window direction originates at the top of the window and works to the bottom and the other begins at the bottom and works to the top. When the DP for the trial is solved, the stand solutions closest to the edge of the forest are accepted for the remainder of the trial (“Add to assumed solution”) and the next window would add as many stands as possible (“Available to schedule next” and “Not yet included”) without violating the specified maximum window size. This overlap parameter was held constant at 40% for each trial.
3.3 Methods for evaluating the heuristic

The heuristic was tested at two scales to determine its performance in identifying a timely, accurate solution. The first scale (the baseline scenario) was small enough to arrive at an exact solution, yet large enough in size and complexity to be a meaningful test of a heuristic-derived solution. In the baseline scenario, the number of management options per stand was limited to six, including five options to create core area at different points in time and one that did not create core area, but contributed to other forest-wide desired conditions such as timber and other ecological conditions. Tests of the baseline scenario involved single trials of window direction and size combinations, as well as a test of the full heuristic. The second test scale (full scenario) included up to 28 management options per stand and was too large to solve with an exact DP formulation.

Results of each test show two financial metrics. First, the total objective function value is the discounted net value including spatial (KW) and nonspatial (timber) values using the shadow pricing approach as described and referenced earlier (Hoganson & Rose, 1984; Paredes & Brodie, 1988). Total objective function value can be used to assess how close the heuristic is to the true optimal solution. Second, its spatial value component is the net present value of core area based on the assumed per unit price (shadow price) for core area in each planning period. The summed spatial value is an indicator of the total amount and timing of the core area in the solution. All net present value estimates are based on a 4% annual discount rate in real dollars.
4.1 Baseline scenario: Tests for single window size and direction combinations

The first tests of the baseline scenario generated information to compare against the heuristic. The tests solved the problem with unique combinations of window size and direction. The maximum window size (number of states in a single stage of the DP) ranged from 1000 to 10 million, and all eight directions were tested for each size. Computing time ranged from less than a minute for the 1000 state limit to 82 min for the ten million state window size. As expected, larger windows yield better results (Table 1), and the same best solution (28608733) was found with the 10 million state window size at Directions 2, 3, 4, and 8 (bold font in Table 1). Although not absolute proof the solution is optimal, it seems unlikely that 4 of 8 DP solutions for substantially different combinations of overlapping windows would converge on anything but an optimal solution. The first part of Table 1 shows that even with a 1000 node limit, solution values were within 0.3% of the highest known objective function value. Increasing the node limit to 100,000 or 1,000,000 yields values to within thousandths of a percentage point of the maximum value. The lower section of the table shows the spatial value of the test as a percentage of the spatial value (8423033) associated with the best solution.
Again, increased maximum DP state-size limits generally identify solutions with higher spatial value. One important observation is that total objective function value and core area value are not necessarily coincident. An extreme case is seen with window direction 4 for the smallest window size, where the objective function value is 0.3% below the maximum, but the spatial value is 32% lower. Alternatively, consider window direction 5 solved with the largest window size. The core area value of this solution is measurably higher than the core area value of the best solution, yet the overall objective value is measurably lower than that of the best solution. These two outcomes suggest there are local optima for the problem close to the global optimum, and that the quality of the solution should be evaluated on not only the overall estimated value of the objective function, but also the estimated value of the spatial component. More important, and related to the first observation, is that the largest window sizes are needed to find solutions that are within 1%–2% of the spatial value associated with the best solution. By themselves, large windows result in long solution times (82 min average) that would potentially be quite limiting for iterative search methods that may require many intermediate DP solutions to help address additional forest-wide constraints.

| Percent objective function value | 1000 | 10,000 | 100,000 | 1,000,000 | 10,000,000 |
|---------------------------------|------|--------|---------|-----------|------------|
| 1                               | 99.80% | 99.94% | 99.99% | 99.999% | 99.9998% |
| 2                               | 99.80% | 99.97% | 99.98% | 99.990% | 100% |
| 3                               | 99.80% | 99.94% | 99.99% | 99.998% | 100% |
| 4                               | 99.70% | 99.96% | 99.97% | 99.998% | 100% |
| 5                               | 99.80% | 99.95% | 99.99% | 99.990% | 99.999% |
| 6                               | 99.90% | 99.96% | 99.97% | 99.990% | 99.9980% |
| 7                               | 99.80% | 99.95% | 99.99% | 99.990% | 99.9990% |
| 8                               | 99.70% | 99.94% | 99.99% | 99.990% | 100% |

| Percent maximum spatial value | 1000 | 10,000 | 100,000 | 1,000,000 | 10,000,000 |
|-------------------------------|------|--------|---------|-----------|------------|
| 1                             | 77.80% | 96.40% | 99.10% | 99.60% | 99.90% |
| 2                             | 80.70% | 94.30% | 96.30% | 96.30% | 100% |
| 3                             | 75.30% | 94.90% | 96.60% | 99.30% | 100% |
| 4                             | 68.00% | 94.20% | 98.50% | 98.90% | 100% |
| 5                             | 79.40% | 93.30% | 97.70% | 99.97% | 100.10% |
| 6                             | 81.50% | 93.60% | 97.00% | 96.50% | 99.60% |
| 7                             | 77.40% | 93.20% | 97.70% | 98.80% | 99.99% |
| 8                             | 70.20% | 92.10% | 98.50% | 98.90% | 100% |

| Solution times (minutes) | 1000 | 10,000 | 100,000 | 1,000,000 | 10,000,000 |
|--------------------------|------|--------|---------|-----------|------------|
| Average                  | 0.5  | 0.8    | 1       | 6.2       | 82         |
| Minimum                  | 0.5  | 0.8    | 1.0     | 5.0       | 15         |
| Maximum                  | 0.5  | 0.8    | 1.1     | 6.7       | 111        |

Note: Bold values indicate combinations that resulted in the maximum value. Italicized values indicate the lowest and highest financial values of the spatial component of the problem. Solution time comparisons are shown in the final portion of the table.
4.2 Baseline scenario: Testing the heuristic

The Baseline scenario was then used to test the learning heuristic. Tests used a series of trials that varied both window direction and window size as well as the number of trials evaluated before any part of a solution was accepted. With each successive trial, the window direction changed and the window size was increased. As more of the solution was accepted and the overall problem became smaller, the analysis was focused on the portions of the problem with inconsistent solutions, arguably those areas most difficult to solve. Additionally, as more of the solution was accepted, the most difficult areas could be evaluated in a larger spatial context, as windows could include much more of the forest in a feasible DP formulation.

There were two different rules used to increase the window size. First, a linear increase was used to adjust window size by a set amount every trial. For instance, one might initiate the search with a window size of 30,000 states, and increase by 10,000 states every trial. The second rule was to define thresholds according to the number of stands in the formulation. When there were only a few stands (such as 100) left in the problem, the window size was increased to a very large size such as 10 million. This potentially allowed the problem to solve with a single-window formulation and meet the stopping rule of the heuristic. The parameter test results are shown in Table 2. The first column indicates the initial window size in terms of DP states for any DP stage (window size) and the magnitude of the window size increase in each successive trial. Acceptance thresholds (θ and δ value) are shown in the second column, and indicate the number of window directions tried before accepting spatial and nonspatial management options, respectively. The third column indicates a threshold for the number of stands left in the DP before a large increase in maximum window size is triggered, and the fourth column indicates the size of increase for each successive trial. Columns five and six indicate the quality

| Initial size/ increase | Threshold stands | Size/ increase | Total loss | Spatial loss | Solution time (min.) | Trials to solve |
|------------------------|------------------|---------------|-----------|-------------|---------------------|-----------------|
| 1k/1k                  | 2/4              | 100           | 50k/10k   | 0.04%       | 3.24%               | 4.49            | 6               |
| 1k/1k                  | 4/6              | 100           | 50k/10k   | 0.02%       | 1.43%               | 5.67            | 9               |
| 1k/1k                  | 8/12             | 100           | 50k/10k   | 0.01%       | 0.26%               | 9.27            | 18              |
| 10k/10k                | 2/4              | 100           | 100k/50k  | 0.01%       | 1.23%               | 4.78            | 4               |
| 10k/10k                | 4/6              | 100           | 100k/50k  | 0.005%      | 0.89%               | 6.59            | 6               |
| 100k/20k               | 8/12             | 100           | 100k/50k  | 0           | 0                   | 11.82           | 12              |
| 30k/10k                | 2/4              | 100           | 1 M/500k  | 0.005%      | 0.89%               | 5.21            | 4               |
| 30k/10k                | 4/6              | 100           | 1 M/500k  | 0           | 0                   | 7.06            | 6               |
| 30k/10k                | 8/12             | 100           | 1 M/500k  | 0           | 0                   | 12.64           | 12              |
| 100k/20k               | 2/4              | 100           | 2 M/1 M   | 0           | 0                   | 6.29            | 4               |
| 100k/20k               | 4/6              | 100           | 2 M/1 M   | 0           | 0                   | 8.79            | 6               |
| 100k/20k               | 8/12             | 100           | 2 M/1 M   | 0           | 0                   | 18.2            | 12              |

Note: Bold values indicate tests that match the optimal solution. Italics indicate the test that found the optimal solution in the least amount of time.
of the solution respect to overall objective function loss and spatial loss. Loss is the value below the best solution; higher loss values indicate inferior solutions. Column six is the solution time in minutes, and the final column indicates the number of trials needed to find the solution.

The test that found the best solution in the least amount of time is indicated in italics in Table 2. It is not the test with the smallest problem formulation, but it accepts the spatial and nonspatial management options in the fewest number of trials. There are many potential parameter value tests that are not reflected in Table 2 that might reveal shorter solution times than those indicated. The point, however, is that the heuristic was generally consistent in identifying the best solution in measurably less time than the more complete DP formulations evaluated in Table 1 (6 vs. 82 min) for a range of parameter values tested.

4.3 Full scenario: Tests on larger problem sizes

One simplifying aspect of the baseline scenario is the maximum number of management options available to any stand was assumed to be six; five spatial and one nonspatial. Limiting the model to five spatial management options per stand speeds solution time, but potentially diminishes some of the benefits of using shorter planning periods. Therefore, the heuristic was tested on a larger problem that evaluated up to 28 management options per stand. Figure 4 shows a distribution of how many management options could be included in the DP formulation.

The learning heuristic was tested on the Full scenario by using a “trimming” algorithm to vary the maximum number of management options per stand. Briefly, the trimming was conducted with a stand-by-stand valuation of each management option that created core area in the context of the stand’s immediate neighbors, assuming the neighbors were assigned the management option that best aligned with the stand option in question. The stand’s management options with the highest values were then included in the DP formulation, up to the specified maximum. The rest were excluded, or trimmed, from the problem. Additionally, the

![Figure 4](image-url) Number of management options for stands used in the full analysis. The figure does not include the 8380 stands that had a mathematically optimal nonspatial solution and thus were excluded from the DP formulation.
management option with the highest noncore area value (“nonspatial”) was included in the DP formulation to allow scheduling to meet other forest conditions. Tests varied the number of management options per stand from 5 to 13. Additionally, the “All” test did not do any trimming (included up to 28 management options). This test was used as a control as it resulted in the highest objective function value.

In all, varying combinations of maximum management options per stand, window size, window increase, and \( \theta/\delta \) parameters were tested. Window sizes were evaluated at the 10,000, 30,000, 100,000, 200,000, 500,000, 1 million, and 2 million levels. Window size increases were set at 50% of the initial window size (i.e., a 30,000 window size was increased by 15,000 with each Trial). Theta/delta (\( \theta/\delta \); number of trials before solution acceptance) values were either 2/4, 4/6, or 8/12. This resulted in nearly 400 unique parameter combinations that could be tested.

Early tests indicated that certain parameter values were not likely to yield good results. Evaluating fewer than seven management options per stand failed to yield superior results even with large windows and large \( \theta/\delta \) values. Additionally, \( \theta/\delta \) values of 2/4 were too low to identify good solutions and \( \theta/\delta \) levels of 8/12, while yielding better solutions, also required additional solution time. Finally, initial window sizes greater than 100,000 seldom produced solutions with higher objective function values and lower solution times. Therefore, tests generally consisted of differing initial management option levels between 7 and 13, a \( \theta/\delta \) of 4/6, and initial window sizes of 30,000 and 100,000.

Test solutions were measured by total objective function value, spatial value, and solution time. Figure 5 displays 36 of the best solutions found. The solution with the greatest value is shown at (1,1) and is indicated as the “Best Solution Value.” The solution was found by using all potential management options and solved in 232 min. The \( x \)-axis shows how close the test objective function value is to the Best Solution Value (expressed as a percentage), and the \( y \)-axis shows how close the spatial value is to the spatial value of the Best Solution Value (expressed as a percentage). The size of each marker is inversely proportional to the amount of time it took to solve; that is, larger markers indicate shorter solution times. The shortest time is 6.72 min and is indicated by the largest point on the graph. All solutions were within 0.2% in the total value dimension and within 7% in the spatial dimension. One might conclude from these results that measurable time savings can be realized without compromising a large amount of overall objective function value or spatial production potential.

### 4.4 An unanticipated result

Thus far, solution quality has been discussed relative to overall solution value and spatial value. A closer examination of the results, however, highlights a concern not apparent by looking at values alone. Specifically, core area production through time can vary considerably between solutions with similar solution values. An example of these temporal variations is illustrated by Figure 6, which shows the final 23 periods of the planning horizon are shown for four of the tests included in Figure 5. The first several time periods of this problem are not particularly interesting since they are heavily influenced by existing and planned habitat and do not vary by test. In Figure 6, the thick solid line is the amount of core area associated with the best solution. The other three solutions are depicted with dotted or dashed lines, and the constraint level is the thin solid line. All nonoptimal solutions are within 0.1% the best solution value and within 3% of the spatial value of the best solution. Yet, in many periods, there are noticeable
differences in the estimated amount of core area between the solutions. For instance, in period 26, the best solution is within 14% of the desired constraint level, and the 11 Rx solution over-achieves the desired level by 43%. Similar differences can be detected in other periods as well, and this can complicate making a determination of whether habitat is valued correctly at each time step.

**FIGURE 5** Scatter plot summarizing the full forest tests. Spatial values and total values are relative to the best solution found. Point size is inverse to solution time; larger points represent shorter solution times.

**FIGURE 6** Core area production over time for select trials.
5 | DISCUSSION AND CONCLUSIONS

5.1 | Strengths of the learning heuristic

A strength of the learning heuristic is that it is based on a specific optimization model structure from operations research. The learning heuristic is distinct from random-search based heuristics. Some heuristic and meta-heuristic methods start with a randomly generated initial solution and seek ways to improve it (e.g., the cellular automaton meta-heuristic described by Heinonen & Pukkala, 2007, initiates with a random solution). Since each window formulation is unique, the learning heuristic does not start with a predetermined solution to move away from a local optimum. Rather, it seeks a global optimum with every formulation. The structure assumed is a DP formulation, yet this same model structure could also be described in terms of linear programming (Wei & Hoganson, 2007). Regardless of how this master problem is defined, the heuristic decomposes the problem into subproblems (windows) that include spatial overlap to help overcome spatial detail that is not truly separable in an exact sense.

The heuristic finds superior solutions by improving the methods of Wei and Hoganson (2008). The heuristic allows examination of larger window subproblems and multiple direction formulations. Larger window subproblems are likely to lead to better solutions because each window considers the spatial interdependencies of more stands. The learning heuristic allows larger window formulations (more included stands) by incrementally accepting common stand-level solutions from independently formulated problems. Searching through a variety of window directions also allows the heuristic to identify superior solutions. As a point of comparison, Wei and Hoganson (2008) conducted tests that corresponded with the first three window sizes of Direction 1 in the Table 1, which would not have identified the highest objective function value found here. Results of this study strongly suggest that distinguishing portions of the forest where one can likely accept intermediate solutions from portions of the forest where the problem is challenging to solve is an efficient use of time that yields better solutions. This strategy has practical appeal which this paper has demonstrated.

Another strength of the heuristic is the time savings that may be realized when parameter settings are set effectively. Figure 5 demonstrates substantial time savings with little compromise in solution quality; the shortest solution time is just under 7 min, compared to the best solution, which was found in 232 min. This translates into a 97% reduction in solution time associated with only a 0.14% reduction in overall value and 4% reduction in core area value. Arguably, this is a valuable trade-off to consider when solution time is limited.

While perhaps not unique to this study, the presence of other (nonspatial) constraints and the dynamics of the patch duration add substantial complexity. The approach presented in this study is similar to those such as Ohman and Lamas (2003) where harvest activities are clustered to realize economic efficiencies of scale from spatially coordinated harvesting activities. However, our study differs in several key areas that make the problem more complex. First, there are more nonspatial constraints to consider, such as cover type and size class constraints. Also, the clustering activity persists over several different time periods, which means that a single stand can conceivably be clustered with different sets of stands in different time periods. This phenomenon indicates the third key difference, which is that the habitat is allowed to move dynamically across the landscape through time. That is, so long as the core area constraint is satisfied, the design of the habitat might take the form of either a gradual shift, where a single patch grows and changes shape and location through time, or it might consist of spatially distinct patches that are created and then disappear at distinct points in time. In a
historical context, one might have expected habitat to mimic the spatially distinct patches that originate and disappear in large blocks since they were created by wildfire. In practice, the solution will likely be implemented with a combination of these two possibilities. The spatial context of these patches in relation to other patches is an aspect of this study that is not explicitly explored, however. Donner et al. (2010) found that larger, nonisolated patches were associated with earlier colonization and later abandonment, and birds may occupy relatively small patches if they are positioned in larger complexes of suitable habitat. Similar spatial concerns may arise when considering the year-over-year colonization patterns that require birds to locate suitable breeding habitat after seasonal migrations. It may be beneficial to design current habitat with good spatial proximity to suitable habitat from the year before.

Finally, comparing solutions based on objective function value alone may mask an important aspect of habitat management; namely, “pinch points” of low habitat availability that may affect species persistence (Marshall et al., 1998). The solutions depicted in Figure 6 show similar objective function values but measurable differences at each time step. In practice, managers will want to avoid deficits in habitat at any given time period and may evaluate results based on the worst-case scenario. Managers may benefit from having several near-optimal solutions from which to choose.

5.2 Future improvements

The learning heuristic allows for more exploration into what makes the “difficult areas” challenging to solve. One can easily pare down the problem to the most difficult spots by identifying those areas that do not solve exactly and that have differing solutions depending on the window size and direction (e.g., Figure 3d). It could be enlightening to study these areas in detail to look for patterns and develop improved solution tactics.

Additional study into the benefits of preprocessing could uncover greater efficiencies in the solution method. The management option trimming routine used to pare the management options included in the DP has a potential weakness in that it eliminates the management options for some stands that would be in the optimal solution (e.g., in Figure 5, even including the best 13 management options does not allow the DP to match the best solution). This outcome points to the concern that the DP or any other optimization approach can be limited by weaknesses in the preprocessing trimming routine. Stronger trimming rules that increase the likelihood of including the optimal management option and eliminate more nonoptimal options for each stand would allow the DP to find better solutions with shorter solution times.
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