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Abstract—Much stringent reliability and processing latency requirements in ultra-reliable-low-latency-communication (URLLC) traffic make the design of linear massive multiple-input-multiple-output (M-MIMO) receivers becomes very challenging. Recently, Bayesian concept has been used to increase the detection reliability in minimum-mean-square-error (MMSE) linear receivers. However, the latency processing time is a major concern due to the exponential complexity of matrix inversion operations in MMSE schemes. This paper proposes an iterative M-MIMO receiver that is developed by using a Bayesian concept and a parallel interference cancellation (PIC) scheme, referred to as a linear Bayesian learning (LBL) receiver. PIC has a linear complexity as it uses a combination of maximum ratio combining (MRC) and decision statistic combining (DSC) schemes to avoid matrix inversion operations. Simulation results show that the bit-error-rate (BER) and latency processing performances of the proposed receiver outperform the ones of MMSE and best Bayesian-based receivers by minimum 2 dB and 19 times for various M-MIMO system configurations.

Index Terms—Massive MIMO, PIC, DSC, Bayesian learning, low complexity, URLLC.

I. INTRODUCTION

Massive multiple-input-multiple-output (M-MIMO) technology has been proposed to support ultra reliability and low latency (URLLC) data transmissions. The reduction of minimum transmission time intervals (TTI) and bit-error-rate (before coding) requirements from 15 ms and $10^{-3}$ to 1 ms and $10^{-5}$ in 4G and 5G NR URLLC [2]–[7], respectively, pose a challenging problem in developing an M-MIMO receiver. Two types of M-MIMO receivers have been investigated in the literature; classical and Bayesian learning receivers.

Classical receivers can be divided into two categories, non-linear and linear receivers. While non-linear receivers e.g., maximum likelihood (ML) receiver [8] can achieve an optimal symbol detection reliability, it suffers a high computational complexity due to an exhaustive search operation to find the ML combinations of user symbols. This leads to a long detection processing time and thus a high latency. The second type is the linear M-MIMO receivers; 1) minimum mean square error (MMSE) and zero forcing (ZF) receivers [9]; and 2) iterative parallel interference cancellation (PIC) receivers that use a combination of maximum ratio combining (MRC) and decision statistic combining (DSC) schemes [10]. MMSE and ZF receivers both rely on a matrix inversion operation to cancel multiple user interference which leads to an exponential increase in computational complexity with the number of antennas. In contrast, PIC receivers avoid the use of a matrix inversion operation. Specifically, PIC receivers iteratively performs MRC to estimate multiple user symbols used to reconstruct interfering symbols. The interfering symbols are then subtracted from the received signal to recover the desired symbols, in a parallel manner. Consequently, PIC receivers have a linear computational complexity and thus a much lower latency. Note that all above linear receivers exhibit poor detection reliability when compared to an ML receiver.

Recently, Bayesian learning concept has been introduced to reduce the reliability performance gap between ML and linear receivers. These receivers are referred to as the Bayesian learning receivers [11]–[16]. The Bayesian learning concept is used to incorporate detection probability measures when estimating the detected symbols from the received signals [17]. The best Bayesian learning receivers in term of bit-error-rate (BER) performance combines the Bayesian learning concept with MMSE scheme, referred to as approximate message passing (AMP) receiver [15], [16] has been proposed, albeit at the cost of higher BER as compared to EP receivers. Note also that all Bayesian M-MIMO receivers above rely on the learning parameters that needs to be searched by using a trial and error process for different environments.

We propose a novel iterative M-MIMO receiver referred to as linear Bayesian learning (LBL) receiver to cater for higher reliability and lower latency requirements in URLLC traffic. We first build the system model wherein an M-MIMO receiver at the base station is used to detect the symbols sent by multiple users. We assume that the channel estimates for different users are available and have been calculated by using different processes at the base stations. The developed LBL receiver consists of three modules; Bayesian symbol observation (BSO), Bayesian symbol estimate (BSE) and DSC modules.

An extended version of this paper including all proofs is in preparation [1]. This research was supported by an Australian Research Council Discovery Early Career Research Award (DE150101704) and the Research Training Program Stipend from The University of Sydney.
In the BSO module, we apply the MRC scheme to the received signals in order to get the symbol estimates, referred to as the observed symbols. For each observed symbol, PIC scheme is then used to remove its interference. The symbols variance is also calculated. In the BSE module, the observed symbols and their variances are then used to construct maximum likelihood Gaussian distribution functions. The soft symbol estimates are then calculated based on the likelihood functions. These estimates are used to compute symbol error between estimations and observations. In the DSC module, the value of symbol errors in current and previous iterations are used to calculate the symbol estimates. The process is then repeated iteratively and finally the DSC outputs are taken as the symbol estimates. The simulation results show that the BER and latency performances of the proposed LBL receiver outperform existing classical and Bayesian M-MIMO receivers in [9], [10], [15] by minimum 2 dB and 19 times for various M-MIMO system configurations. The main contributions of this paper are as follows:

- First Bayesian M-MIMO iterative receiver that uses PIC scheme [10]. This leads to an elimination of the matrix inversion operations or approximations used in several advanced iterative receivers [11], [13], [14], [18]. As a result, linearly computational latency processing and a near-optimal performance are achieved.
- First Bayesian M-MIMO iterative receiver that derives the learning parameters directly from the symbol errors between estimations and observations in different iterations via the DSC scheme. This is in contrast to the trial and error process used by many Bayesian receivers [11], [13], [14], [16] to find the learning parameters.
- We perform an analysis on the maximum number of users that can be supported by the proposed receiver in exchange of a low complexity signal processing. This analysis has not been discussed in the literature.

Notations—I denotes a proper size identity matrix. For any matrix A, AT is the transpose of A, AHT is the conjugate transpose of A, and tr(A) denotes the traces of A. diag(Q) refers to the operation to force the non-diagonal elements of matrix Q to zero. Conversely, off(Q) refers to the operation to force the diagonal elements of matrix Q to zero. E[x] is the mean of random vector x and Var[x] = E[(x − E[x])2] is its variance. N(xK, cK; vK) represents a complex single variate Gaussian distribution of random variable xK with mean cK and variance vK. By letting x = [x1, . . . , xK]T, c = [c1, . . . , cK]T, the multivariate Gaussian distribution of random vector x is denoted as

\[ N(x; c; \Sigma) = \frac{1}{\sqrt{(2\pi)^K |\Sigma|}} \exp\left(-\frac{1}{2}(x - c)^T \Sigma^{-1} (x - c)\right) \]  

(1)

\( \Sigma \) is a covariance matrix, and |\Sigma| is the determinant of the covariance matrix \( \Sigma \).

### II. System Model

We consider an M-MIMO receiver that receives uplink signals from K users, each with a single antenna, as depicted in Fig. 1. The receiver is equipped with a large number of antennas N >> K. Each user first maps its information bit stream to a symbol \( x_k \) that belongs to a constellation point of M-QAM, \( \Omega_k = [s_1, \ldots, s_m] \) where \( x = [x_1, \ldots, x_K]^T \), \( s_m \) is the m-th symbol in the M-QAM symbol constellations, and \( k = 1, \ldots, K \). The average symbol energy is \( E_x = E[|x_k|^2] \).

In the receiver side, the received signal at the M-MIMO receiver, \( y = [y_1, \ldots, y_N]^T \) where \( y_n \) is the received signal at antenna \( n \) can then be written as

\[ y = Hx + n \]  

(2)

where, \( H \in \mathbb{C}^{N \times K} \) is the coefficients of complex Rayleigh wireless channels between N antennas at M-MIMO receiver and K users, \( n \in \mathbb{C}^N \) denotes the additive white Gaussian noise (AWGN) with zero mean and covariance matrix \( \sigma^2 I \).

The function used to cancel multiple user interference and recover the symbols sent by K users, \( x \) from the received signals, \( y \) when MMSE receiver is used, is given as

\[ x \propto (H^H H + \sigma^2 I)^{-1} H^H y \]  

(3)

Note that the matrix inversion operation used in (3) is costly as its complexity increases exponentially with the number of antennas. In contrast, when the iterative PIC receiver is used there is no matrix inversion operation performed. At the M-MIMO receiver, the symbols recovery from \( y \) in iteration \( t \), \( x^{(t)} \) is given as

\[ x^{(t)} \propto \text{diag}^{-1}(H^H H)(H^H y - \text{off}(H^H H)\hat{x}^{(t-1)}) \]  

(4)

where \( \hat{x}^{(t-1)} = [\hat{x}_1^{(t-1)}, \ldots, \hat{x}_K^{(t-1)}]^T \) are the symbol estimates from previous iteration \( t - 1 \). Note that to estimate \( x^{(t+1)} \), we set \( \hat{x}^{(t)} = x^{(t)} \).
III. EXPECTATION PROPAGATION RECEIVER

In this section, we briefly review the best Bayesian based receiver in the literature, Expectation Propagation (EP) receivers [11]–[14], [19], [20], which is a combination of Bayesian and MMSE concepts. The main idea of the EP is to iteratively approximate the distribution of a random transmitted symbol vector, \( \mathbf{x} \) by using a Gaussian probability distribution function (PDF) approximation based on the received signals \( y \), \( p^{(t)}(\mathbf{x}|y) \), and a pair of tuning parameters, \( (\lambda^{(t)}, \gamma^{(t)}) \) which are obtained from the exponential family distributions [17].

\[
p^{(t)}(\mathbf{x}|y) = \mathcal{N}\left( \mathbf{x}, \mu^{(t)}_{\text{obs}}; \Sigma^{(t)}_{\text{obs}} \right) \tag{5}
\]

with its mean and variance are obtained from the received signal observation, \( y \),

\[
\mu^{(t)}_{\text{obs}} = \Sigma^{(t)}_{\text{obs}} \left( \sigma^{-2} \mathbf{H}^H \mathbf{y} + \gamma^{(t)} \right) \tag{6a}
\]

\[
\Sigma^{(t)}_{\text{obs}} = \left( \sigma^{-2} \mathbf{H}^H \mathbf{H} + \lambda^{-1(\gamma^{(t)})} \right). \tag{6b}
\]

We then construct a Gaussian likelihood function to approximate the distribution of received signal \( y \) for a given statistic of \( \mathbf{x} \) in [6]. This is denoted as \( p^{(t)}(y|x) \).

\[
p^{(t)}(y|x) = \mathcal{N}\left( x, x^{(t)}_{\text{ext}}; v^{(t)}_{\text{ext}} \right) \tag{7}
\]

where \( \mathcal{N}\left( x, x^{(t)}_{\text{ext}}; v^{(t)}_{\text{ext}} \right) = \prod_{k=1}^{K} \mathcal{N}\left( x_k, x^{(t)}_{k,\text{ext}}; v^{(t)}_{k,\text{ext}} \right) \) and \( x^{(t)}_{k,\text{ext}} = v^{(t)}_{k,\text{ext}} \left( \mu^{(t)}_{k,\text{obs}} - \gamma^{(t)}_k \right) \) \( \Sigma^{(t)}_{k,\text{obs}} = \frac{\Sigma^{(t)}_{k,\text{obs}}}{1 - \Sigma^{(t)}_{k,\text{obs}} \lambda^{(t)}_k} \) \( \tag{8a} \)

Here, \( x^{(t)}_{k,\text{ext}}, \mu^{(t)}_{k,\text{obs}} \) and \( \gamma^{(t)}_k \) are the \( k \)-th element of vectors \( x^{(t)}_{\text{ext}}, \mu^{(t)}_{\text{obs}} \) and \( \gamma^{(t)} \), respectively, \( v^{(t)}_{k,\text{ext}}, \Sigma^{(t)}_{k,\text{obs}} \), and \( \lambda^{(t)}_k \) are the \( k \)-th diagonal element of matrices \( v^{(t)}_{\text{ext}}, \Sigma^{(t)}_{\text{obs}} \), and \( \lambda^{(t)} \), respectively.

Now, we estimate the soft symbols of \( x \) based on the Gaussian likelihood function in [7]. The soft symbol estimates and its variance are given as

\[
\tilde{x}^{(t)} = E\left[ x | x^{(t)}_{\text{ext}}, v^{(t)}_{\text{ext}} \right] = c \sum_{x \in \Omega} x \mathcal{N}\left( x, x^{(t)}_{\text{ext}}; v^{(t)}_{\text{ext}} \right) \tag{9a}
\]

\[
V^{(t)} = \text{Var}\left[ x | x^{(t)}_{\text{ext}}, v^{(t)}_{\text{ext}} \right] = E \left[ x - E \left[ x | x^{(t)}_{\text{ext}}, v^{(t)}_{\text{ext}} \right] \right]^2, \tag{9b}
\]

respectively, where \( c \) is a normalisation constant to ensure that the summation of \( p^{(t)}(y|x) \) is 1.

The iteration of the EP receiver is performed until the values of \( \tilde{x}^{(t)} \) and \( V^{(t)} \) in [9] are close to those of \( \mu^{(t)}_{\text{obs}} \) and \( \Sigma^{(t)}_{\text{obs}} \) in [6], respectively. This is referred to as the moment matching condition [11]. When the moment matching condition has not been satisfied, the EP receiver recomputes the parameters \( (\gamma^{(t+1)}, \lambda^{(t+1)}) \) in [6] by using [9] and a predefined learning parameter, \( \beta \). Note that \( \beta \) is used to weight the parameters, \( (\gamma^{(t+1)}, \lambda^{(t+1)}) \) in two consecutive iterations.

Their details are described in [11]. Although EP receivers can achieve near optimal detection performance [11]–[14], [19], [20], it suffers a highly computational complexity as it performs the matrix inversion operation (6b), in every iteration. Furthermore, the predefined learning parameter needs to be searched beforehand by using the trial and error processes. These limitations prohibit the deployment of EP receivers in real time systems.

IV. LINEAR BAYESIAN LEARNING M-MIMO RECEIVER

In this section, we propose a novel linear Bayesian based receiver referred to as a linear Bayesian learning (LBL) receiver which avoids the matrix inversion operations in (11a) and the search of a learning parameter. The proposed receiver is shown in Fig. 2. It consists of three modules, BSO module that computes the probability distribution function (PDF) of observed symbols from the received signals; BSE module that yields soft symbol estimates based on the computed PDFs; DSC module refines the symbol estimates by using the BSE outputs and returns the refined estimates to BSO module.

A. Bayesian Symbol Observation

The computation of PDF of symbols from the observed received signal is done by treating \( x \) in [2] at each iteration \( t \) as a random vector. Its mean and variance are obtained from observation \( y \) based on [4]. The PDF of symbol vector \( x \) for a given \( y \) at iteration \( t \), \( p^{(t)}(x|y) \) is given as

\[
p^{(t)}(x|y) = \mathcal{N}\left( x, x^{(t)}_{\text{obs}}; \Sigma \right) \tag{10}
\]

where

\[
\Sigma = \text{Var}[x] = \left( \sigma^{-2} \text{diag}(\mathbf{H}^H \mathbf{H}) \right)^{-1}, \tag{11a}
\]

\[
x^{(t)}_{\text{obs}} = E[x] = \Sigma \sigma^{-2} \left( \mathbf{H}^H \mathbf{y} - \text{off}(\mathbf{H}^H \mathbf{H}) \tilde{x}^{(t-1)} \right) \tag{11b}
\]

where \( \Sigma_k \) is the \( k \)-th diagonal element of matrix \( \Sigma \), \( x^{(t)}_{\text{obs},k} \) is the \( k \)-th element of vector \( x^{(t)}_{\text{obs}} \). Note that \( \Sigma \) in (11a) is a diagonal matrix and thus no matrix inversion operation is needed. This is in contrast to the matrix inversion operations in EP receiver (6b). The results, \( \left( x^{(t)}_{\text{obs}}, \Sigma \right) \) are then forwarded to BSE module, as shown in Fig. 2.

B. Bayesian Symbol Estimator

In the BSE module, in Fig. 2, we compute the soft symbol estimate, \( \tilde{x}^{(t)} \). We use (10) and (11) obtained from the BSO module to write the likelihood probability function of symbol \( x_k \) of user \( k \),

\[
p(x_k|x^{(t)}_{\text{obs},k}, \Sigma_k) = c \times \mathcal{N}\left( x_k; x^{(t)}_{\text{obs},k}, \Sigma_k \right)
\]

where \( c \) is a normalisation constant to ensure that \( \sum_{x_k \in \Omega_k} p(x_k|x^{(t)}_{\text{obs},k}, \Sigma_k) = 1 \). The soft symbol estimate, \( \tilde{x}^{(t)}_k \) is then given as

\[
\tilde{x}^{(t)}_k = E\left[ x_k | x^{(t)}_{\text{obs},k}, \Sigma_k \right] = \sum_{x_k \in \Omega_k} x_k p(x_k|x^{(t)}_{\text{obs},k}, \Sigma_k), \tag{12}
\]
\( \tilde{x}^{(t)} = [\tilde{x}_1^{(t)}, ..., \tilde{x}_K^{(t)}] \) and \( \Omega_k \) is the \( k \)-th constellations. The errors between estimations and observations for \( K \) users at iteration \( t \), \( V^{(t)} \) is given as

\[
V^{(t)} = \text{diag}\left( (H^H y - (H^H H)\tilde{x}^{(t)}) (H^H y - (H^H H)\tilde{x}^{(t)})^T \right).
\]

(13)

The outputs of BSE module \( (\tilde{x}^{(t)}, V^{(t)}) \) from (12) and (13) are sent to the DSC module.

C. Decision Statistic Combining

In this section, we use the DSC scheme to approximate the learning parameter based on the values of instantaneous errors in subsequent iterations. This is shown in Fig. 2 and done by weighting the outputs of the BSE module, \( \tilde{x} \) in the current and previous iterations based on the error \( V \) in (13), given as

\[
x_{DSC}^{(t)} = \left( V^{(t)} + V^{(t-1)} \right)^{-1} \left( V^{(t-1)} x^{(t)} + V^{(t)} x^{(t-1)} \right)
\]

(14)

where \( x_{DSC}^{(t)} = [x_{DSC,1}^{(t)}, ..., x_{DSC,K}^{(t)}] \). The iterative process will stop if the following is achieved,

\[
\| x_{DSC}^{(t)} - x_{DSC}^{(t-1)} \| \leq \epsilon \forall t = T_{\text{max}}
\]

(15)

where \( \epsilon \) is the minimum acceptable difference of the \( x_{DSC}^{(t)} \) in two consecutive iterations and \( T_{\text{max}} \) is the maximum number of the iterations. If (15) is not satisfied, we use \( x_{DSC}^{(t)} \) as the inputs of BSO in the next iteration

\[
\tilde{x}^{(t)} = x_{DSC}^{(t)}
\]

(16)

else the symbol hard decision is then made by using the outputs of DSC in (14),

\[
x_{\text{hard}} = \arg\min \| x_{DSC}^{(T)} - \Omega \|^2
\]

(17)

where \( T \) is the last number of iteration and \( \Omega \) is the set of the constellations. Note that the use of (13) and (14) eliminates the trial and error issues for finding optimal learning parameters used in most of Bayesian learning iterative receivers, Eq. (37) and (38) in (11), Eqs. (15) and (16) in (13), and Eq. (8) in (16). The complete pseudo-code is shown in Alg. 1.

Algorithm 1: LBL Algorithm

Initialization: \( \tilde{x}^{(0)} = 0, T_{\text{max}} = 10; \)

while (15) is not satisfied do

1. Compute the mean and variance, \( \mu^{(t)}, \Sigma \), in (11)

2. Compute the mean and variance, \( \tilde{x}^{(t)}, \bar{V}^{(t)} \), in (12), (13)

3. Compute \( x_{DSC}^{(t)} \), in (14)

4. Execute (16)

end

5. Execute (17)

V. COMPLEXITY AND CONVERGENCE ANALYSIS

We first evaluate the computational complexity of the LBL receiver. The computational complexity of the proposed receiver; the representative of best linear receivers, MMSE [9] scheme; the representative of Bayesian receivers EP [11], [14] and AMP [15] schemes; and the exhaustive search based ML scheme [8] are tabulated in Table I. The table indicates that the computational complexity of the proposed receiver increases linearly with the number of antennas, \( N \) and users, \( K \) by avoiding matrix inversion operations. This is in contrast to all other receivers whose computational complexity grow exponentially with \( N \) and/or \( K \). We have also observed that the number of iterations, \( T \) needed for the EP, AMP, and LBL receivers are similar. However, the convergence rates of the AMP and EP receivers are not shown in this paper due to a space limitation. Therefore, the proposed receiver has a significantly lower processing latency and thus more suitable for URLLC data traffic. For instance, for \( K = 64, N = 192, \) and \( T = 10 \), LBL receiver complexity is 19 times lower than MMSE receiver, and 192 times lower than EP receiver. We conclude that by eliminating the matrix inversion operations, we can obtain a significantly lower computational complexity and thus much lower latency.

To analyse the convergence rate of the proposed LBL receiver, we plot the value of the difference between symbol estimates, \( x_{DSC} \) in iteration \( t \) and \( t - 1 \) versus the iteration \( t \).
for 100,000 channel realisations in Fig. 3, and $\epsilon = 10^{-6}$. The figure shows that the maximum number of iterations needed is 6 for various system configurations, implying a low latency. This also indicates that the iterations needed is relatively insensitive to the system configurations.

VI. RELIABILITY ANALYSIS

To analyse receivers’ reliability, we plot the BER performances of our proposed receiver versus the linear receivers based on PIC [10] and MMSE [9] schemes; Bayesian learning receivers based on EP [11], [14] and AMP [15] schemes; an optimal ML receiver [8] for different system configurations. The same modulation scheme and number of channel realisation as in Section V are used. Note also that we perform trial and error process to search for the optimal learning parameters for EP and AMP off-line. We found that the optimal learning parameters in the EP and AMP receivers are $\alpha = 0.9$ and $0.2$, respectively.

In Fig. 4a, we employ the number of receive antennas, $N = 24$ and users, $K = 8$. It shows that the LBL receiver outperforms (MMSE and PIC) receivers for about 2 dB to achieve BER $10^{-4}$. In practice, this also implies that the radio coverage of the proposed M-MIMO receiver is 26% broader than those of the existing linear receivers. Note also the similarity in term of BER performance with the EP and ML receivers that have significantly higher computational complexity and latency as explained in the previous section. In Fig. 4b, the number of received antennas and users are increased to $N = 192$ and $K = 64$. Similar behaviour is observed in relation to the BER performance in comparison with the linear and Bayesian learning receivers. Note that in Fig. 4b we are unable to draw ML receivers due to its high computational complexity. From these facts, we conclude that the LBL receiver is more reliable than several existing classical and advance iterative receivers.

In Fig. 5, we analyse the relationship between the number of users and used receive antennas in the proposed M-MIMO receiver. We first define the ratio between the number of users and used received antennas as $\alpha$ in Fig. 5. In Fig. 5, we set a fixed number of antennas, $N = 256$. The EP and LBL receivers can achieve BER less than $10^{-4}$ when $\alpha < 0.71$ and $\alpha < 0.65$, respectively. In Fig. 5, we increase the number of antennas, $N = 1024$ and obtain $\alpha < 0.61$ and 0.7 for LBL and EP receivers, respectively. This implies that the exchange of the low complexity signal processing of the proposed receiver is the number of supported users.

VII. CONCLUSION

We propose a novel Bayesian-based parallel interference cancellation receiver referred to as the LBL receiver. Simulation results show that the BER performance of the LBL receiver is very close to that of maximum likelihood receiver while maintaining a linear latency processing time in contrast to other existing schemes in the literature.
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