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Abstract

Graph neural networks (GNNs) have been demonstrated to achieve state-of-the-art for a number of graph-based learning tasks, which leads to a rise in their employment in various domains. However, it has been shown that GNNs may inherit and even amplify bias within training data, which leads to unfair results towards certain sensitive groups. Meanwhile, training of GNNs introduces additional challenges, such as slow convergence and possible instability. Faced with these limitations, this work proposes FairNorm, a unified normalization framework that reduces the bias in GNN-based learning while also providing provably faster convergence. Specifically, FairNorm employs fairness-aware normalization operators over different sensitive groups with learnable parameters to reduce the bias in GNNs. The design of FairNorm is built upon analyses that illuminate the sources of bias in graph-based learning. Experiments on node classification over real-world networks demonstrate the efficiency of the proposed scheme in improving fairness in terms of statistical parity and equal opportunity compared to fairness-aware baselines. In addition, it is empirically shown that the proposed framework leads to faster convergence compared to the naive baseline where no normalization is employed.

1 Introduction

Graphs are powerful structures in modeling complex systems and the relations within them. Hence, they are widely employed to represent various real-world systems, such as gene networks, traffic networks and social networks to name a few. Such expressiveness has led to a rise in the attention towards learning over graphs, and it has been shown that graph neural networks (GNNs) achieve the state-of-the-art for several tasks over graphs [1, 2, 3, 4, 5, 6]. GNNs create node representations by repeatedly aggregating information from the neighbors, which can be employed on ensuing tasks such as traffic forecasting [7], crime forecasting [8], and recommendation systems [9].

Due to their success, machine learning (ML) models have widespread use in our everyday lives to make life-changing decisions, which makes it essential to prevent any discriminatory behaviour in these models towards under-represented groups. However, several studies have demonstrated that ML models propagate the historical bias within the training data [10, 11] and lead to discriminative results in ensuing applications. Particular to GNNs, it has been shown that in addition to propagating the already existing bias, GNN-based learning may even amplify it due to the utilization of biased graph topologies [12]. This well-motivates the studies in fairness-aware GNN-based learning.
Normalization operations are introduced to shift and scale the hidden representations created in deep neural networks (DNNs) in order to accelerate the optimization process in training. While the other aspects of GNN-based learning are theoretically investigated, such as generalization and expressiveness, the optimization of GNNs is analytically an under-explored area. Practically, training GNNs generally has a slow convergence rate and is accompanied by instability issues. Inspired by this, GraphNorm investigates the effect of a shift operation on a simple GNN-based learning environment and proposes a normalization framework that is suitable for GNNs. The proposed framework, GraphNorm, is demonstrated to be more effective in improving convergence speed over graphs compared to previously presented normalization strategies in other domains.

It has been shown in that the distribution discrepancy among different sensitive groups is one of the leading factors to bias in general ML algorithms. For GNNs, fairness analyses have also shown that the distributions of the representations of different sensitive groups affect the resulting bias. In the meantime, normalization layers learn the parameters that manage the sample mean and variance of these hidden representations. Herein, we emphasize that the normalization layer inherently provides an ability to manipulate said parameters in order to mitigate bias, while also improving the convergence. Motivated by this, this study proposes a unified framework that mitigates bias in GNN-based learning, while also providing a faster convergence through the employment of a normalization layer. Overall, our contributions in this paper can be summarized as follows:

- **c1** We propose a framework that can reduce bias while providing a higher convergence speed for a GNN-based learning environment. To the best of our knowledge, FairNorm is the first attempt to improve fairness and convergence speed in a unified framework.
- **c2** The effect of the fairness-aware shift operations on convergence rate is investigated in a simple GNN-based learning framework. It is analytically demonstrated that the proposed shift operations can improve the convergence rate for node classification compared to the case where no shift is employed.
- **c3** For fairness considerations, two fairness-aware regularizers are introduced for the trainable parameters of normalization layers. The designs of said regularizers are based on the theoretical understanding regarding the sources of bias in GNN-based learning.
- **c4** Empirical results are obtained over real-world networks in terms of utility and fairness metrics for node classification. It is demonstrated that compared to fairness-aware baselines, FairNorm leads to an improvement in fairness metrics while providing comparable utility. Meanwhile, it is shown that applying FairNorm enhances the convergence speed with respect to the no-normalization baseline.

2 Related Work

**Fairness-aware learning over graphs:** In fairness-aware learning over graphs, serves as a seminal work based on random walks. In addition, propose to use adversarial regularization to reduce bias in GNNs. Another approach is to utilize a Bayesian approach where the sensitive information is modeled in the prior distribution to enhance fairness over graphs. Furthermore, performs a PAC-Bayesian analysis and links the notion of subgroup generalization to accuracy disparity, and proposes several strategies including GNN-based ones to reduce bias for the representations of heterogeneous information networks. Specifically for fairness-aware link prediction, while introduces a regularizer, propose strategies that alter the adjacency matrix. With a specific consideration of individual fairness over graphs, proposes a ranking-based framework. Another research direction in fairness-aware graph-based learning is to modify the graph structure to combat bias resulted from the graph connectivity. Differing from all previous works, the proposed framework herein proposes a unified framework that can mitigate bias in GNN-based learning together with an enhanced convergence speed.

**Normalization:** Batch Normalization (BatchNorm) is the pioneering study that proposes to shift and scale the hidden representations in a batch to accelerate the convergence of training for DNNs. As a following work, Instance Normalization (InstanceNorm) is proposed for real-time image generation, which applies normalization over individual images instead of the samples in a batch. For permutation-equivalent data processing, adaptations of InstanceNorm have also been presented. Specifically for GNNs, employs BatchNorm within the framework of graph isomorphism networks, while a prior version of normalizes node features based on the graph size. A size-agnostic normalization for graphs, GraphNorm, is further proposed, which improves
InstanceNorm for graphs with a learnable shift to prevent degradation in expressiveness. However, none of the aforementioned normalization schemes consider fairness.

3 Preliminaries

This study develops a unified training scheme for GNNs that can improve fairness while at the same time enhance the convergence speed, given an input graph \( G := (V, E) \), where \( V := \{v_1, v_2, \ldots, v_N\} \) denotes the node set, and \( E \subseteq V \times V \) is the edge set. Matrices \( X \in \mathbb{R}^{F \times N} \) and \( A \in \{0, 1\}^{N \times N} \) are the feature and adjacency matrices, respectively, where \( A_{ij} = 1 \) if and only if \((v_i, v_j) \in E\). Degree matrix \( D \in \mathbb{R}^{N \times N} \) is defined to be a diagonal matrix with the \( n \)th diagonal entry denoting the degree of node \( v_n \). In this study, the sensitive attributes of the nodes are denoted by \( s \in \{0, 1\}^{N \times 1} \), where the existence of a single, binary sensitive attribute is considered. Furthermore, \( S^0 \) and \( S^1 \) denote the set of nodes whose sensitive attributes are 0 and 1, respectively. Node representations at \( k \)th layer are represented by \( H^{(k)} \in \mathbb{R}^{F \times N} \), where \( h_{ij} \) denotes the representation of node \( v_j \) and \( h_{ij} \) is the \( n \)th feature of \( h_{ij} \). Vectors \( x_j \in \mathbb{R}^F \) and \( s_j \in \{0, 1\} \) will be used to denote the feature vector and the sensitive attribute of node \( v_j \). Throughout the paper, \( \max(\ldots) \) outputs the element-wise maximum vector of its argument vectors, and \( \text{mean}(\ldots) \) denotes the sample mean operator.

GNNs produce node embeddings by repeatedly aggregating information from neighbors. Different GNN structures that are based on different aggregation strategies are proposed so far \([4, 5, 23]\). A general formulation of GNNs in matrix form follows as:

\[
H^{(k)} = \text{Act} \left( W^{(k)} H^{(k-1)} Q \right)
\]

where \( W^{(k)} \) represents the weight matrix of GNN at \( k \)th layer and \( \text{Act} \) denotes activation function. In this formulation, \( Q \) matrix specifies the information aggregation process from neighbors, which changes in different GNN frameworks. For example, \( Q = D^{-\frac{1}{2}} A D^{-\frac{1}{2}} \) for Graph Convolutional Networks (GCN) \([4]\), where \( A = A + I_N \) with \( I_N \in \{0, 1\}^{N \times N} \) denoting the identity matrix, and \( D \) is the degree matrix corresponding to \( A \). Finally, the representations created after one aggregation process are denoted by \( Z^{(k)} = H^{(k-1)} \). Note that the superscript \((k)\) for layer number is dropped in the remaining of the paper, as the proposed framework is applicable to every layer in the same way.

3.1 Normalization for GNNs

For deep neural networks (DNNs), normalization methods have been shown to accelerate training through shifting and scaling the hidden representations \([13, 14, 15, 16, 17, 18, 19, 20]\). Normalization methods differ in the set of features over which the normalization is applied. For example, Layer normalization (LayerNorm) normalizes the feature vectors at each instance in a sequence \([15]\), while BatchNorm executes the normalization over individual features across different samples in a batch. In general, different normalization methods are proposed for different domains, and there is not a universal normalization strategy that suits every domain \([26]\). For example, while LayerNorm is presented for natural language processing \([15]\), InstanceNorm seeks specifically to improve the optimization for style transfer tasks \([14]\). For GNNs, \([26]\) demonstrates that mean normalization can degrade the expressiveness of the neural networks, as mean statistics incorporate graph structural information. Motivated by this, \([26]\) proposes GraphNorm, which employs a learnable shift to preserve the mean statistics to a certain extent. The study reports that GraphNorm consistently achieves superior convergence speed and training stability on graph classification for GNNs over other normalization strategies.

3.2 Bias in GNNs

ML models can lead to discriminative results towards certain under-represented groups, as they propagate the bias within the training data \([10, 11]\). It has been demonstrated that the utilization of graph structure in GNNs amplifies the already existing bias \([12]\). Thus, understanding the sources of bias in graph structure is crucial to develop a remedy for it. Motivated by this, \([28]\) and \([29]\) investigate the sources of bias in GNN-based learning. In \([28]\), the representation discrepancy between different sensitive groups is examined, whereas in \([29]\), the bias analysis is based on the correlation between the aggregated representations \( Z \) and sensitive attributes \( s \). Though through
different approaches, both analyses in [28, Theorem 4.1] and [29, Theorem 3.1] demonstrate the parallelism between the terms \( |\mu^{(0)} - \mu^{(1)}| \), \( ||\Delta|| \) and bias in GNN-based learning. Here, \( \mu^{(0)} \) and \( \mu^{(1)} \) are the sample means of node representations respectively across each sensitive group, where \( \mu^{(n)} = \text{mean}(h_j | v_j \in S^n) \), and \( \Delta \) stands for the maximal deviations of hidden representations, that is \( \Delta^{(n)} = \max_j |h^{(n)}_j - \mu^{(n)}_j|, \forall i = 1, \cdots, F \) and \( \Delta = \max(\Delta^{(0)}, \Delta^{(1)}) \). The superscript \( (n) \) in \( h^{(n)}_j \) is utilized to specify the sensitive group index. Specifically, the hidden representation \( h^{(n)}_j \) corresponds to a node \( v_j \in S^n \).

As the analyses in [28, 29] suggest that the distributions of hidden representations corresponding to different sensitive groups \( S^0 \) and \( S^1 \) influence the resulted bias by GNNs, a tool that can shift these group-wise distributions can effectively decrease bias-related terms, and hence the overall bias.

4 FairNorm: A Fair and Fast Training Framework for GNNs

This section presents the proposed unified framework that achieves fairness improvement together with faster convergence speed for GNN-based learning.

4.1 Group-wise Normalization

It has been demonstrated in [28, 29] that decreasing \( ||\mu^{(0)} - \mu^{(1)}|| \) and \( \Delta \) can effectively reduce bias in GNN-based learning. Note that both terms are affected by the distributions of representations from different sensitive groups. On the other hand, the mean and standard deviation of the hidden representations, and in turn their distributions, are affected by the learnable parameters of a normalization layer. Thus, employing such a layer can enable manipulating said distributions, which can be used to improve fairness. Inspired by this, the proposed framework, FairNorm, first applies normalizations to different sensitive groups individually, which results in individual learnable parameters affecting \( \mu^{(0)} \) and \( \mu^{(1)} \), as well as their difference. For any input matrix \( A \in \mathbb{R}^{F \times N} \), given that the columns of \( A \) can be divided into two sensitive groups \( S^0 \) and \( S^1 \), the corresponding multiple group-wise normalization operations can be mathematically described as:

\[
\text{M-Norm} \left( a^{(n)}_{i,j} \right) = \gamma^{(n)}_i \cdot \frac{a^{(n)}_{i,j} - \alpha^{(n)}_i}{\sigma^{(n)}_i} + \beta^{(n)}_i, \forall i = 1, \ldots, F \text{ and } n = 0, 1
\]

where \( m^{(n)}_i = \sum_{j=1}^{S_n} a^{(n)}_{i,j}, (\sigma^{(n)}_i)^2 = \sum_{j=1}^{S_n} (a^{(n)}_{i,j} - \mu^{(n)}_i)^2, \) and \( \alpha^{(n)}_i, \gamma^{(n)}_i, \beta^{(n)}_i \) are learnable parameters. The superscript \( (n) \) in \( a^{(n)}_{i,j} \) specifies that the representation corresponds to a node from the sensitive group \( S^n \). Considering that mean normalization can degrade the expressiveness of GNNs [26], the proposed framework employs the learnable parameter \( \alpha \) that manages the amount of mean normalization.

It is demonstrated in [26] that applying a shift operation over the whole graph can speed up the convergence for graph classification. However, as the proposed framework herein applies multiple shift operations individually over subgraphs corresponding to different sensitive groups and considers the node classification task, the effect of the proposed strategy on the convergence speed becomes unclear. Hence, the analysis in [26] cannot be directly applied to this case. Motivated by this, this study analytically examines the influence of group-wise shifts on the convergence speed.

Shift operations over different sensitive groups can be applied in matrix forms via the matrices \( N^{(0)} \) and \( N^{(1)} \), where \( N^{(n)} = I_N - \frac{1}{|S^n|} e^{(n)} (e^{(n)})^\top \) for \( n = 0, 1 \). In this formulation, \( e^{(n)} \in \mathbb{R}^N \) is created such that \( e^{(n)}_j = 1 \) if \( v_j \in S^n \), and \( e^{(n)}_j = 0 \) otherwise. Therefore, for any vector \( e \in \mathbb{R}^N \), \( e^\top N^{(n)} = e^\top - \frac{1}{|S^n|} \sum_{j:v_j \in S^n} e_j (e^{(n)})_j \). Hence, the group-wise shift operations applied to hidden representations can be written as:

\[
\text{MShift}(W^{(k)} H^{(k-1)} Q) = W^{(k)} H^{(k-1)} Q N^{(0)} N^{(1)}.
\]

The following lemma demonstrates that \( N^0 N^1 \) acts as a preconditioner of \( Q \), whose proof is presented in Appendix A.
Lemma 1. Let $0 \leq \lambda_1 \leq \cdots \leq \lambda_N$ be the singular values of $Q$. We have $\gamma_N = \gamma_{N-1} = 0$ as the two of the singular values of $QN^0N^1$. Let the remaining singular values of $QN^0N^1$ be $0 \leq \gamma_1 \leq \gamma_2 \leq \cdots \leq \gamma_{N-2}$. Then, the following holds:

\[
\begin{align*}
\lambda_1 &\leq \gamma_1 \\
\lambda_2 &\leq \gamma_2 \\
&\quad \vdots \\
\lambda_{N-2} &\leq \gamma_{N-2} \leq \lambda_N,
\end{align*}
\]

where $\lambda_i = \gamma_i$ or $\lambda_N = \gamma_{N-2}$, only if $Q$ have a right singular vector $\alpha$ such that $(e^{(0)})^\top \alpha = 0$ and $(e^{(1)})^\top \alpha = 0$.

In other domains, such as DNNs or iterative algorithms, a similar preconditioning is considered to help the training [43, 46]. Such a preconditioning of the aggregation matrix $Q$ is also demonstrated to accelerate the optimization of GNNs [26]. In order to theoretically investigate such an effect in our setting, we considered a basic linear GNN model for node classification that is optimized via gradient descent, and presented its convergence analysis in Theorem [1]. Appendix B presents all assumptions and considered learning settings employed in Theorem [1] in detail, as well as its proof.

Theorem 1. For a linear GNN model, let the parameters of the model at time $t$ with applied shift operations through $N^0N^1$ be denoted by $w^{M\text{Shift}}_t$. Then, with high probability, $w^{M\text{Shift}}_t$ converges to the optimal parameters $w^*_t$ linearly with a rate $\rho_1$:

\[
\|w^{M\text{Shift}}_t - w^*_t\|_2 = O \left( \rho_1^t \right).
\]

The same also holds for the parameters of the model without any shift, $w^{\text{vanilla}}_t$, for convergence rate $\rho_2$:

\[
\|w^{\text{vanilla}}_t - w^*_t\|_2 = O \left( \rho_2^t \right), \text{ where } \rho_1 < \rho_2.
\]

Thus, it concludes that the shift operations applied through $N^0N^1$ lead to faster convergence with high probability compared to the scheme where no shift is applied.

Theorem [1] demonstrates that the individual shift operations applied over different sensitive groups indeed improve the convergence rate compared to the naive baseline. While the result of Theorem [1] seems to be similar to the result of [26 Proposition 3.1], the analysis in [26] cannot be easily extended to our proof due to the employment of group-wise shifts in this work and the fact that we consider node classification instead of graph classification.

4.2 Fairness-aware Regularizers

Consider the conventional case where the normalization is applied after linear transformations [13, 17, 26]. For this case, the hidden representations can be expressed in matrix form as:

\[
H^{(n)} = \text{Act} \left( M\text{-Norm}^{(n)} \left( (WHQ)^{(n)} \right) \right), \quad n = 0, 1.
\]

In Equation (6), $(WHQ)^{(n)}$ denotes the submatrix consisting the columns of $(WHQ)$ whose corresponding nodes are in $S^n$. Furthermore, as the proposed strategy applies normalizations individually over different sensitive groups, these group-wise normalization layers are differentiated by the superscript $n = 0, 1$. Let $\bar{\mu}^{(n)} \in \mathbb{R}^F$ denote the sample mean of representations after normalization for the sensitive group $S^n$, $n = 0, 1$. In the proposed framework, recalling from Subsection 3.1, individual normalization layers are employed to create individual learnable parameters for the distributions of different sensitive groups, so that the bias-related terms derived in [26] can be reduced. However, in order to manipulate $\bar{\mu}^{(0)}$ and $\bar{\mu}^{(1)}$ for possible bias reduction, the relationship between $\|\mu^{(0)} - \mu^{(1)}\|$ and $\bar{\mu}^{(n)}$ should be investigated. To this end, we present the following theorem, the proof of which can be found in Appendix C.

Theorem 2. Let Act(.) be Lipschitz continuous with Lipschitz constant $L$, and let $H^{(n)}$ denote the normalized representations in group $S^n$. Then, $\|\mu^{(0)} - \mu^{(1)}\|$ is bounded above by

\[
\|\mu^{(0)} - \mu^{(1)}\|_p \leq L \left( \|\bar{\mu}^{(0)} - \bar{\mu}^{(1)}\|_p + \|\Delta^{(0)}\|_p + \|\Delta^{(1)}\|_p \right), \quad \forall p \geq 1.
\]
Here, \( \bar{\Delta}^{(n)} \) is the maximal deviation of \( \bar{H}^{(n)} \) from \( \bar{\mu}^{(n)} \) (i.e., we have \( \bar{\Delta}^{(n)}_i = \max_j |\bar{h}^{(n)}_{i,j} - \bar{\mu}^{(n)}_i|, \forall i = 1, \cdots, F \)).

Theorem 2 demonstrates that decreasing \( \|\bar{\mu}^{(0)} - \bar{\mu}^{(1)}\| \) results in a decreased upper bound for \( \|\mu^{(0)} - \mu^{(1)}\| \), which can possibly reduce the actual value of \( \|\mu^{(0)} - \mu^{(1)}\| \). Based on this result, as a second step after applying individual normalization layers over different sensitive groups, FairNorm proposes the use of a regularizer term \( L_\Delta = \|\bar{\Delta}^{(0)}\|_2^2 + \|\bar{\Delta}^{(1)}\|_2^2 \) to decrease bias for GNN-based learning. We note that many commonly used activation functions such as ReLU, sigmoid, tanh, etc. have a Lipschitz constant equal to \( L = 1 \).

Furthermore, Theorem 2 shows that the upper bound for \( \|\mu^{(0)} - \mu^{(1)}\| \) can also be decreased by reducing the norms of maximal deviations \( \bar{\Delta}^{(0)} \) and \( \bar{\Delta}^{(1)} \). Inspired by this finding, \( L_\Delta = \|\bar{\Delta}^{(0)}\|_2^2 + \|\bar{\Delta}^{(1)}\|_2^2 \) is also introduced as a regularizer to reduce the norms of maximal deviations of the normalized representations. Hence, the overall learning objective for the considered node classification task can be written as:

\[
\min_{\theta_G} \mathcal{L}_c + \kappa \mathcal{L}_\mu + \tau \mathcal{L}_\Delta
\]

where \( \mathcal{L}_c \) is the classification loss, \( \mathcal{L}_\mu = \|\bar{\mu}^{(0)} - \bar{\mu}^{(1)}\|_2^2 = \| (\gamma_{(0)} \frac{m^{(0)}(1-\alpha^{(0)})}{\sigma^{(0)}} + \beta^{(0)}) - (\gamma_{(1)} \frac{m^{(1)}(1-\alpha^{(1)})}{\sigma^{(1)}} + \beta^{(1)}) \|_2^2 \) for M-Norm in (1), \( \mathcal{L}_\Delta = \|\bar{\Delta}^{(0)}\|_2^2 + \|\bar{\Delta}^{(1)}\|_2^2 \), and \( \Delta^{(n)}_i = \frac{\gamma^{(n)}_{(n)} \max_j |\bar{r}^{(n)}_{i,j} - \bar{m}^{(n)}_i|}{\sigma^{(n)}_{(n)}} \) for M-Norm defined in (1) \( \forall i = 1, \cdots, F \), where \( \bar{R}^{(n)} = \left(\frac{WHQ}{}\right)^{(n)} \) denotes the representations input to the normalization layer. GNN parameters are denoted by \( \theta_G \), and \( \kappa \) and \( \tau \) are hyperparameters specifying the focus on the fairness regularizers.

Remark 1 (Order of normalization and activation). Although the proposed fairness regularizers \( \mathcal{L}_\mu, \mathcal{L}_\Delta \) are designed for the conventional case where the normalization is used before nonlinear activation, it can be demonstrated that they can also reduce bias when the normalization is applied after activation, where

\[
\bar{H}^{(n)} = \text{M-Norm}^{(n)} \left(\text{Act} \left(\left(\frac{WHQ}{}\right)^{(n)}\right)\right), \text{ for } n = 0, 1.
\]

In this case, it holds that \( \bar{\mu}^{(n)} = \mu^{(n)} \) and \( \|\bar{\Delta}^{(n)}\| = \|\Delta^{(n)}\| \) for \( n = 0, 1 \). Therefore, the employment of the proposed fairness regularizers can naturally be extended to the case where the normalization is utilized after activation, as the analyses in [28, 29] demonstrate that reducing \( \|\mu^{(0)} - \mu^{(1)}\| \) and \( \|\Delta\| \) can help mitigate bias in GNN-based learning.

Remark 2 (Non-binary sensitive attributes). It is worth mentioning that, while the fairness analyses in [28, 29] are carried out only for a single and binary sensitive attribute, the proposed framework can be extended to non-binary sensitive attributes as well. For non-binary attributes, the normalization layers can still be applied independently for each sensitive group. Afterwards, via regularizers, the sample means for different groups can be brought closer based on distance measures of choice (e.g., the maximum of the \( \ell_2 \)-norm distances between all pairs), as well as the norms of the maximal deviations of normalized representations corresponding to different sensitive groups can be decreased.

Remark 3 (Applicability to other normalization methods). Note that the proposed FairNorm framework can be readily utilized together with other normalization techniques where the distribution of the normalized representations depends on learnable parameters, e.g., BatchNorm [13].

5 Experiments

In this section, experimental results obtained on real-world datasets for a supervised node classification task are presented. The performance of the proposed framework, FairNorm, is compared with baseline schemes in terms of node classification accuracy and fairness metrics. Furthermore, the influence of the proposed fairness-aware normalization strategy on convergence speed is examined.
5.1 Datasets and Settings

Datasets. In the experiments, three real-world networks are used: Pokec-z, Pokec-n [12], and the Recidivism graph [47]. Pokec-z and Pokec-n are created by sampling the anonymized, 2012 version of Pokec [48], which is a Facebook-like social network used in Slovakia [12]. In Pokec networks, the region information is utilized as the sensitive attribute, where the nodes of these graphs are the users living in two major regions. Labels to be used in node classification are assigned to be the binarized working field of the users. The information of defendants (corresponding to nodes) who got released (i.e., the defendant is not likely to commit a violent crime if released) or no bail (i.e., the defendant is likely to commit a violent crime if released) [39]. Further statistical information for datasets are presented in Table 2 in Appendix D.

Evaluation Metrics. Accuracy is used as the utility measure for node classification. Two quantitative measures of group fairness metrics are also reported in terms of statistical parity: \( \Delta_{SP} = |P(\hat{y} = 1 | s = 0) - P(\hat{y} = 1 | s = 1)| \) and equal opportunity: \( \Delta_{EO} = |P(\hat{y} = 1 | y = 1, s = 0) - P(\hat{y} = 1 | y = 1, s = 1)| \), where \( y \) is the ground truth label, and \( \hat{y} \) denotes the predicted label. Lower values for \( \Delta_{SP} \) and \( \Delta_{EO} \) signify better fairness performance [12].

Implementation details. To comparatively evaluate our proposed framework, node classification is utilized in a supervised setting. A two-layer GCN [4] followed by a linear layer is employed for the classification task, which is identical to the experimental setting used in [12]. A normalization layer follows after every GNN layer, where the normalization is applied after linear transformations and before the non-linear activation, as suggested in [13] [26]. For the hyperparameter selection of the GCN model, See Appendix E. This experimental framework is kept the same for all baselines. Furthermore, training of the model is executed over 50% of the nodes, while the remaining nodes are equally divided to be used as the validation and test sets. For each experiment, results for five random data splits are obtained, and the average of them together with standard deviations are presented. The hyperparameters of the proposed fairness-aware framework and all other baselines are tuned via a grid search on cross-validation sets, see Appendix E for the utilized hyperparameter values. A sensitivity analysis is also provided in Appendix F for the hyperparameters of the proposed FairNorm framework.

Baselines. This work aims to mitigate bias via employing fairness-aware regularizers, as well as to provide a faster convergence through its utilized normalization layers. We note that similar to the proposed regularizers, any other fairness-aware regularizer can be employed together with a normalization layer, for these same purposes. In order to demonstrate the performance improvement of the proposed regularizers over said alternatives, we compare the proposed framework with other fairness-aware regularizers. To this end, the performance of 4 different baselines is presented. For improving fairness in a supervised setting, FairGNN [12] employs adversarial debiasing and a covariance-based regularizer (the absolute covariance between the sensitive attribute and estimated label \( \hat{y} \)). The results for these regularizers are obtained both individually and together, where the framework that utilizes both regularizers is called FairGNN [12]. Furthermore, hyperbolic tangent relaxation of the difference of demographic parity (HTR\(_{DDP}\)) that is proposed in [49] is utilized as another baseline. Note that, as DDP is not differentiable, its relaxations are used as fairness-aware regularizers for a gradient-based optimization. It is worth emphasizing that the fairness regularizers proposed in this study are also applicable to an unsupervised setting, while the covariance-based (also FairGNN) and HTR\(_{DDP}\) regularizers can only be used in a supervised framework.

5.2 Experimental Results

The results of node classification are presented in Table 1 in terms of fairness and utility metrics for both the proposed framework and baselines. The results are obtained for two commonly utilized activation functions: ReLU and sigmoid, in order to demonstrate the efficacy of the proposed framework over different activations. In Table 1, “NoNorm” denotes the scheme where no normalization layer is employed. “M-Norm” stands for the proposed framework where only individual normalizations are applied to the nodes belonging to different sensitive groups, without using the proposed fairness regularizers. Furthermore, “Covariance” is for the covariance-based regularizer [12], “Adversarial” stands for the adversarial regularizer [12], and “HTR\(_{DDP}\)” denotes hyperbolic tangent relaxation
of the difference of demographic parity [49]. It should be noted that the results for baselines are obtained with the best performing normalization layer framework (individual normalizations over different sensitive groups vs. normalization over all nodes in the graph) in terms of fairness measures.

The results in Table 1 demonstrate that FairNorm achieves superior fairness performance, together with similar utility, compared to all baselines on all datasets, for both of the utilized activation functions. Compared to its natural baseline “M-Norm”, FairNorm achieves approximately 70% improvement in all fairness measures on Pokec-z. Furthermore, on the Recidivism graph with sigmoid activation, while the improvement in fairness metrics is accompanied by a decrease in accuracy for the baselines, FairNorm achieves better fairness performance without a deterioration in utility. Overall, the results in Table 1 show the efficacy of the proposed fairness regularizers in reducing bias while providing similar utility on different real-world networks. Note that, in addition to their superior fairness performance, the proposed regularizers of FairNorm can be flexibly applied to both supervised and unsupervised settings, whereas some of the baselines (“Covariance”, “FairGNN”, “HTRPDP”) require predicted labels for their regularizer designs.

Remark 4 (Ablation study). An ablation study is also provided in Appendix C in order to demonstrate the influences of $L_{\mu}$ and $L_{\Delta}$ independently. Overall, the ablation study signifies that while $L_{\mu}$ has a greater effect on fairness improvement compared to $L_{\Delta}$, the utilization of both regularizers typically leads to the largest improvement in fairness measures.

The proposed framework herein aims to mitigate bias by also providing a faster convergence speed. The results in Table 1 confirm that the proposed fairness regularizers within FairNorm do provide said bias reduction. In order to evaluate the convergence speed of FairNorm’s group-wise normalizations, Figure 1 is presented. The baselines in Figure 1 consist of GraphNorm [26], and the framework where no normalization is applied. We note that in Figure 1, FairNorm is employed with both its individual normalizations as well as its fairness regularizers.

The results on both Pokec datasets and the Recidivism network confirm that the employed normalization can indeed lead to a faster convergence in training compared to NoNorm. Figure 1 also demonstrates that compared to GraphNorm, the convergence improvement of FairNorm is slightly less on Pokec-z, whereas it provides approximately the same improvement on Pokec-n and Recidivism.

### 6 Conclusions and Limitations

This study proposes a unified framework, FairNorm, that mitigates bias in GNN-based learning and provides faster convergence in training. FairNorm applies normalization independently over different sensitive groups, and employs two novel fairness regularizers that manipulate the parameters of these normalization layers. The designs of these regularizers are based on theoretical fairness analyses on GNNs. Experimental results on real-world social networks show the fairness improvement of FairNorm over fairness-aware baselines in terms of statistical parity and equal opportunity, as well as...
as its similar utility performance in node classification tasks. Furthermore, it is demonstrated that FairNorm improves the convergence speed of the naive baseline where no normalization is used. The present framework considers only a single sensitive attribute in its design of normalization layers and fairness regularizers. One possible future direction of this study is the extension of the current design to a case with multiple sensitive attributes, which may be essential in certain applications. Furthermore, while the experimental results are obtained in a supervised setting for fair comparison with certain baselines, FairNorm is also applicable to an unsupervised setting. Thus, another future direction is to investigate the performance of FairNorm in an unsupervised learning setting.
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\section{Proof of Lemma 1}

First, we present the following Lemma, as it will be utilized in the proof of Lemma 1.

\begin{lemma} \textit{(Cauchy Interlace Theorem, [50]). Let $A$ be a Hermitian matrix of order $N$, and let $B$ be a principal submatrix of $A$ of order $N - 1$, such that $A = \begin{pmatrix} B & y^T \\ y & a \end{pmatrix} \in \mathbb{R}^{N \times N}$. If \( \lambda_N \leq \lambda_{N-1} \leq \cdots \leq \lambda_2 \leq \lambda_1 \) lists the eigenvalues of $A$ and $\gamma_N \leq \gamma_{N-1} \leq \cdots \leq \gamma_3 \leq \gamma_2$ the eigenvalues of $B$, then:
\end{lemma}

\begin{equation}
\lambda_N \leq \gamma_N \leq \lambda_{N-1} \leq \cdots \leq \lambda_2 \leq \gamma_2 \leq \lambda_1
\end{equation}

where $\lambda_i = \gamma_i$ only when there is a nonzero $z \in \mathbb{R}^{N-1}$ such that $Bz = \gamma_i z$ and $y^T z = 0$; if $\lambda_i = \gamma_{i-1}$ then there is a nonzero $z \in \mathbb{R}^{N-1}$ such that $Bz = \gamma_{i-1} z$, $y^T z = 0$.

The shift operations over different sensitive groups are defined to be:

\begin{equation}
\text{MShift}(W^{(k)}H^{(k-1)}Q) = W^{(k)}H^{(k-1)}QN^{(0)}N^{(1)},
\end{equation}

where $N^{(n)} = I_N - \frac{1}{\gamma_n}e(n)(e(n))^T$ for $n = 0, 1$. Let $0 \leq \gamma_1 \leq \cdots \leq \gamma_N$ be the singular values of $Q$. Then, eigenvalues of $(Q)^TQ$ are $0 \leq \gamma_2^2 \leq \cdots \leq \gamma_N^2$. Let $\gamma_i^2$ denote the eigenvalues of $(N^{(1)})^T(N^{(0)})^T(Q)^TQN^{(0)}N^{(1)} = N^{(1)}N^{(0)}(Q)^TQN^{(0)}N^{(1)} \forall i = 1, \ldots, N$.

\begin{equation}
(N^{(0)}N^{(1)})^2 = N^{(0)}N^{(1)}N^{(0)}N^{(1)} = N^{(0)}N^{(0)}N^{(1)}N^{(1)} = N^{(0)}N^{(1)}
\end{equation}

as both $N^{(0)}$ and $N^{(1)}$ are symmetric projection matrices onto the orthogonal complement spaces of the subspaces spanned by $e^{(0)}$ and $e^{(1)}$, respectively, and $(N^{(0)}N^{(1)})$ commutes. Then, the following decomposition can be written: $(N^{(0)}N^{(1)}) = U \text{diag}(1, 1, \ldots, 1, 0, 0)U^T$, where $U = \begin{bmatrix} U_{\text{sub}}, & \frac{1}{\sqrt{|S^0|}}e^{(0)}, & \frac{1}{\sqrt{|S^1|}}e^{(1)} \end{bmatrix}$. Note that diag(a) creates a diagonal matrix $D \in \mathbb{R}^{N \times N}$ with $a$th diagonal entry being equal to $a_i$, $\forall a \in \mathbb{R}^N$. This decomposition implies that the eigenvalues corresponding to the eigenvectors $\frac{1}{\sqrt{|S^0|}}e^{(0)}, \frac{1}{\sqrt{|S^1|}}e^{(1)}$ are zero, which can be shown as:

\begin{align*}
N^{(0)}N^{(1)}e^{(0)} &= (I_N - \frac{1}{|S^0|}e^{(0)}(e^{(0)})^T) - \frac{1}{|S^1|}e^{(1)}(e^{(1)})^T + \frac{1}{|S^0|}e^{(0)}(e^{(0)})^T e^{(1)}(e^{(1)})^T e^{(0)} \\
&= (I_N - \frac{1}{|S^0|}e^{(0)}(e^{(0)})^T) - \frac{1}{|S^1|}e^{(1)}(e^{(1)})^T e^{(0)}), \text{ as } e^{(0)} \text{ and } e^{(1)} \text{ are orthogonal,} \\
&= e^{(0)} - \frac{1}{|S^0|}e^{(0)}(e^{(0)})^T e^{(0)} - \frac{1}{|S^1|}e^{(1)}(e^{(1)})^T e^{(0)} \\
&= e^{(0)} - \frac{1}{|S^0|}e^{(0)}e^{(0)} = (e^{(0)})^T e^{(0)} = |S^0| \text{ by definition,} \\
&= 0e^{(0)}.
\end{align*}

The same analysis also holds for $e^{(1)}$. Let $\gamma_N^2$ and $\gamma_{N-1}^2$ denote zero eigenvalues, and $0 \leq \gamma_N^2 \leq \cdots \leq \gamma_{N-2}^2$ hold. Based on the decomposition of $(N^{(0)}N^{(1)})$, the following can be written:

\begin{align*}
(N^{(1)})^T(N^{(0)})^T(Q)^TQN^{(0)}N^{(1)} = U \text{diag}(1, 1, \ldots, 1, 0, 0)U^T(Q)^TQU \text{diag}(1, 1, \ldots, 1, 0, 0)U^T \\
&= \begin{bmatrix} I_{N-2} & [0]_{2 \times N-2} \\
[0]_{2 \times N-2} & [0]_{N-2 \times 2} \\
[0]_{N-2 \times 2} & [0]_{2 \times N-2} \end{bmatrix},
\end{align*}
where \([0]_{i \times j}\) denotes an all-zeros matrix with dimensions \(i \times j\). Let \(C\) denote \(Q^TQ\).

\[
(N^{(1)})^T (N^{(0)})^T C N^{(0)} N^{(1)} 
\sim DU^T C U D
\]

\[
= D \left[ \begin{array}{c}
\frac{U_{sub}^T (e^{(0)})^T}{\sqrt{|S^0|}} \\
\frac{U_{sub}^T (e^{(1)})^T}{\sqrt{|S^1|}}
\end{array} \right] C \left[ \begin{array}{c}
\frac{1}{\sqrt{|S^0|}} (e^{(0)}) \\
\frac{1}{\sqrt{|S^1|}} (e^{(1)})
\end{array} \right] D
\]

\[
= D \left[ \begin{array}{c}
\frac{U_{sub}^T C U_{sub}^T}{\sqrt{|S^0||S^1|}} (e^{(0)})^T C (e^{(0)}) \\
\frac{U_{sub}^T C U_{sub}^T}{\sqrt{|S^0||S^1|}} (e^{(1)})^T C (e^{(1)})
\end{array} \right] D
\]

\[
= \left[ \begin{array}{c}
U_{sub}^T C U_{sub}^T [0]_{2 \times N-2} \\
[0]_{2 \times N-2}
\end{array} \right].
\]

(16)

As, \((N^{(1)})^T (N^{(0)})^T C N^{(0)} N^{(1)}\) has the eigenvalues \(0 \leq \gamma_1^2 \leq \cdots \leq \gamma_{N-2}^2\), and \(\gamma_{N-1}^2 = \gamma_N^2 = 0\), (16) shows that \(U_{sub}^T C U_{sub} \in \mathbb{R}^{N-2 \times N-2}\) has the eigenvalues \(0 \leq \gamma_1^2 \leq \cdots \leq \gamma_{N-2}^2\).

Let \(R\) denote \(U^T C U\), then \(R\) has the eigenvalues \(0 \leq \lambda_1^2 \leq \cdots \leq \lambda_N^2\), as \(R \sim C\).

\[
R = \left[ \begin{array}{cc}
\frac{U_{sub}^T C U_{sub}^T}{\sqrt{|S^0||S^1|}} (e^{(0)})^T C (e^{(0)}) & \frac{1}{\sqrt{|S^0||S^1|}} U_{sub}^T C (e^{(1)}) \\
\frac{1}{\sqrt{|S^0||S^1|}} U_{sub}^T C (e^{(0)}) & \frac{1}{\sqrt{|S^1|}} (e^{(1)})^T C (e^{(1)})
\end{array} \right]
\]

(17)

Further, define matrix \(A \in \mathbb{R}^{N-1 \times N-1}\) such that:

\[
A = \left[ \begin{array}{cc}
\frac{U_{sub}^T C U_{sub}^T}{\sqrt{|S^0||S^1|}} (e^{(0)})^T C (e^{(0)}) & \frac{1}{\sqrt{|S^0||S^1|}} U_{sub}^T C (e^{(1)}) \\
\frac{1}{\sqrt{|S^1|}} (e^{(1)})^T C (e^{(0)}) & \frac{1}{\sqrt{|S^0||S^1|}} (e^{(1)})^T C (e^{(1)})
\end{array} \right],
\]

(18)

together with eigenvalues \(\eta_1 \leq \cdots \leq \eta_{N-1}\). Then, utilizing Lemma \[17\] and \[18\], we can conclude that

\[
\lambda_1^2 \leq \eta_1 \leq \lambda_2^2 \leq \eta_2 \cdots \leq \eta_{N-1} \leq \lambda_N^2,
\]

where \(\lambda_i = \eta_i\) or \(\lambda_i^2 = \eta_{i-1}\), if and only if there is a right singular vector \(\alpha\) of \(Q\) such that \((e^{(1)})^T \alpha = 0\). The proof of the condition for \(\lambda_2^2 = \eta_i\) or \(\lambda_2^2 = \eta_{i-1}\) is presented below in italic.

**Proof:** Cauchy interlace theorem states that inequalities in \[10\] become equalities if there is a nonzero \(z \in \mathbb{R}^{N-1}\) such that \(Bz = \gamma_i z\) and \(y^T z = 0\) or if there is a nonzero \(z \in \mathbb{R}^{N-1}\) such that \(Bz = \gamma_i z\) and \(y^T z = 0\). Therefore, for the result in \[19\], inequalities become equalities, if there is a nonzero \(z \in \mathbb{R}^{N-1}\) such that:

\[
A z = \eta z and \left[ \begin{array}{c}
\frac{1}{\sqrt{|S^1|}} (e^{(1)})^T C U_{sub} \\
\frac{1}{\sqrt{|S^0||S^1|}} (e^{(1)})^T C (e^{(0)})
\end{array} \right] z = 0.
\]

(20)

Note that we dropped the subscript of \(\eta\) in \[20\], as it is enough to hold these conditions for any of the \(\eta_i\)s to turn one of the inequalities into equality in \[19\].

\[
A = \left[ \begin{array}{c}
\frac{U_{sub}^T C}{\sqrt{|S^1|}} (e^{(0)}) \\
\frac{1}{\sqrt{|S^0||S^1|}} (e^{(1)})^T C (e^{(0)})
\end{array} \right] C \left[ \begin{array}{c}
U_{sub} \\
\frac{1}{\sqrt{|S^0|}} (e^{(0)})
\end{array} \right]
\]

(21)

Let \(U_1 := \left[ \begin{array}{c}
U_{sub} \\
\frac{1}{\sqrt{|S^0|}} (e^{(0)})
\end{array} \right]\), where \(U_1\) forms an orthogonal basis for \(e^{(1)}\). Therefore, \(A = U_1^T C U_1\). The conditions presented in \[20\] can be rewritten based on this definition:

\[
U_1^T C U_1 z = \eta z and \frac{1}{\sqrt{|S^1|}} (e^{(1)})^T C U_1 z = 0.
\]

(22)
The second condition in (22) demonstrates that for inequalities in (19) become equalities. \( \text{CU}_1z \) should lie in the orthogonal complement space of \( e^{(1)} \), which is spanned by \( U_1 \). Therefore, if the second condition in (22) is satisfied, there exists a vector \( b \in \mathbb{R}^{N-1} \) such that:

\[
\text{CU}_1z = U_1b. \tag{23}
\]

In this case, the first condition in (22) becomes:

\[
U_1^\top \text{CU}_1z = U_1^\top U_1b = I_{N-1}b = b = \eta z\tag{24}
\]

Therefore, the following equality should hold to meet both criterion in (20):

\[
\text{CU}_1z = U_1b = \eta U_1z. \tag{25}
\]

(25) demonstrates that the conditions in (20) are met, if \( U_1z \) is the eigenvector of \( \text{C} = Q^\top Q \) associated with eigenvalue \( \eta \). This eigenvector \( U_1z \) lies in the orthogonal complement space of \( e^{(0)} \) and the eigenvector of \( \text{C} = Q^\top Q \) is the right singular vector of \( Q \). Therefore, inequalities in (19) become equalities, if there is a right singular vector \( \alpha \) of \( Q \) such that \( (e^{(1)})^\top \alpha = 0 \), which concludes the proof.

A is created in the following way:

\[
A = \begin{bmatrix}
U_{\text{sub}}^\top \text{CU}_{\text{sub}} & \frac{1}{\sqrt{|S|}} U_{\text{sub}}^\top C(e^{(0)}) \\
\frac{1}{\sqrt{|S|}} (e^{(0)})^\top C U_{\text{sub}} & \frac{1}{\sqrt{|S|}} (e^{(0)})^\top C e^{(0)}
\end{bmatrix},
\tag{26}
\]

together with eigenvalues \( \eta_1 \leq \cdots \leq \eta_{N-1} \). Furthermore, (16) shows that \( U_{\text{sub}}^\top \text{CU}_{\text{sub}} \in \mathbb{R}^{N-2 \times N-2} \) has the eigenvalues \( 0 \leq \gamma_1^2 \leq \cdots \leq \gamma_{N-2}^2 \). Again, we can apply Cauchy interlace theorem presented in Lemma \( \text{2} \) which concludes that:

\[
\eta_1 \leq \gamma_1^2 \leq \eta_2 \leq \gamma_2^2 \leq \cdots \leq \gamma_{N-2}^2 \leq \eta_{N-1}, \tag{27}
\]

where \( \eta_i = \gamma_i^2 \) or \( \eta_i = \gamma_{i-1}^2 \), if and only if there is a right singular vector \( \alpha \) of \( Q \) such that \( (e^{(0)})^\top \alpha = 0 \) and \( (e^{(1)})^\top \alpha = 0 \). For these conditions leading to equalities \( \eta_i = \gamma_i^2 \) or \( \eta_i = \gamma_{i-1}^2 \), the proof follows in the same manner as the previous one.

Finally, by unifying the results of (19) and (27), the Theorem 1 can be proved, such that:

\[
\lambda_1 \leq \gamma_1 \tag{28}
\]

\[
\lambda_2 \leq \gamma_2 \tag{29}
\]

\[
\vdots
\]

\[
\lambda_{N-2} \leq \gamma_{N-2} \leq \lambda_N \tag{30}
\]

where \( \lambda_i = \gamma_i \) or \( \lambda_N = \gamma_{N-2} \), only if \( Q \) have a right singular vector \( \alpha \) such that \( (e^{(0)})^\top \alpha = 0 \) and \( (e^{(1)})^\top \alpha = 0 \). Note that \( \lambda_i \) and \( \gamma_i \) are defined to be non-negative, thus we can omit the powers of 2 in the final result.

## B Learning Environment and Proof for Theorem 1

We first introduce the following Lemma that will be utilized in the proof.

**Lemma 3.** (Theorem 1, [5]) Let \( x_1, \ldots, x_N \sim \mathcal{N}(0, \Sigma) \) be independent Gaussian vectors, where \( \Sigma \) is an \( F \times F \) real positive definite matrix. Let \( B \) be a fixed symmetric real \( N \times N \) matrix. Consider the compound Wishart matrix \( W = XB X^T/N \) with \( X = [x_1, \ldots, x_N] \). Then for any \( \delta \geq 0 \), the following event

\[
\|W - \mathbb{E}W\|_2 \geq \frac{32}{N} \|B\|_F \delta + 64 \|B\|_2 \delta^2 \\|\Sigma\|_2
\]

holds with probability at most \( 2 \exp \left(-2\delta^2 + 2F \log 3\right) \), where \( \|\cdot\|_F \) denotes the Frobenius norm. Specifically, for \( \delta \geq \sqrt{2 \ln(3)\sqrt{F}} \),

\[
\|W - \mathbb{E}W\|_2 \geq \frac{32}{N} \|B\|_F \delta + 64 \|B\|_2 \delta^2 \\|\Sigma\|_2
\]

holds with probability at most \( 2 \exp \left(-\delta^2\right) \).
Model: For the node classification task over a graph \( G \), a linear one-layer GNN-based model is considered, where the models without and with individual shifts for different sensitive groups are denoted by \( f_{\text{vanilla}}(X, Q) = w^T XQ \) and \( f_{M\text{Shift}}(X, Q) = w^T XQN(0)N(1) \), respectively. Note that \( w \in \mathbb{R}^{F \times 1} \), \( X \in \mathbb{R}^{F \times N} \) and \( Q \in \mathbb{R}^{N \times N} \).

Training loss: Let \( Z_{\text{vanilla}} \in \mathbb{R}^{F \times N} \) and \( Z_{M\text{Shift}} \in \mathbb{R}^{F \times N} \) denote \( XQ \) and \( XQN(0)N(1) \), respectively. The training loss for both the models without and with individual shifts for different sensitive groups follows as:

\[
L(w) = \frac{1}{2}||Z^T w - y||_2^2
\]

where \( y \in \mathbb{R}^N \) denotes the labels of the nodes. Note that this loss is applicable to both \( Z_{\text{vanilla}} \) and \( Z_{M\text{Shift}} \), and \( Z \) is used interchangeably with \( Z_{\text{vanilla}} \) for the ease of notation.

Optimization: Gradient descent is utilized for the optimization by initializing \( w_0 = 0 \), where an optimization step can be written as:

\[
w_{t+1} = w_t - \eta(ZZ^T w_t - Zy) = (I_F - \eta ZZ^T)w_t + \eta Zy.
\]

Assumption 1: \( w_0 = 0 \).

Based on Assumption 1 and (33), following inequality can be written:

\[
||w_t - w^*|| \leq \frac{1}{\sigma_{\text{max}}(ZZ^T)} \cdot ||w^*||.
\]

For the learning rate \( \eta = \frac{1}{\sigma_{\text{max}}(ZZ^T)} \), the following convergence rate can be guaranteed for this problem:

\[
||w_t - w^*|| \leq \left(1 - \frac{\sigma_{\min}(ZZ^T)}{\sigma_{\text{max}}(ZZ^T)}\right)^t ||w^*||.
\]

Note that \( \sigma_{\min} \) and \( \sigma_{\text{max}} \) output the minimum and maximum positive eigenvalues of the input matrix, respectively. The same result can also be derived for \( Z_{M\text{Shift}} \) following the same steps, such as:

\[
||w_t - w^*|| \leq \left(1 - \frac{\sigma_{\min}(Z_{M\text{Shift}}^\top Z_{M\text{Shift}})}{\sigma_{\text{max}}(Z_{M\text{Shift}}^\top Z_{M\text{Shift}})}\right)^t ||w^*||.
\]

Equations (35) and (36) demonstrate that the convergence rates of the defined node classification problem for without and with shifts depend on the terms 1 – \( \left(\frac{\sigma_{\min}(ZZ^T)}{\sigma_{\text{max}}(ZZ^T)}\right) \) and 1 – \( \left(\frac{\sigma_{\min}(Z_{M\text{Shift}}^\top Z_{M\text{Shift}})}{\sigma_{\text{max}}(Z_{M\text{Shift}}^\top Z_{M\text{Shift}})}\right) \), respectively. Therefore, the next step examines these factors together with the following assumptions.

Assumption 2: \( x \in \mathbb{R}^F \) is a centered Gaussian random variable with covariance matrix \( \Sigma = \text{E}[xx^\top] \). The features of nodes \( x_1, \ldots, x_N \) are independent realizations of \( x \), where \( X = [x_1 \cdots x_N]^\top \), \( Z = XQ \) and \( Z_{M\text{Shift}} = XQN(0)N(1) \).

Assumption 3: \( \text{E}[XQ] := Y \).

Assumption 4: \( O \leq \text{E}[\frac{(XQ - Y)(XQ - Y)^\top}{\sqrt{N}}] \leq \delta_1 I_F \).

Assumption 5: \( O \leq \text{E}[\frac{(XQ - Y)(N(0)N(1)(XQ - Y)^\top)}{\sqrt{N}}] \leq \delta_1 I_F \).
Assumption 6: Defined Y matrix is full rank.

We will analyze the eigenvalues of \( \frac{1}{N}ZZ^T \), as multiplying with a constant does not change the ratio between the minimum and maximum eigenvalues.

\[
\frac{1}{N}ZZ^T = \frac{1}{N} \sum_{i=1}^{N} z_i z_i^T.
\]  

For the analysis of \( \frac{1}{N}ZZ^T \), we will first focus on \( E \left[ ZZ^T \right] \), which equals to:

\[
E \left[ ZZ^T \right] = E \left[ XQ \frac{XQ}{\sqrt{N}} \right]^T
= \frac{YY^T}{N} + E \left[ \frac{(XQ - Y)(XQ - Y)^T}{\sqrt{N}} \right]
\]  

based on the Assumption 3. By utilizing Weyl’s inequality and the provided assumptions, following inequalities can be written:

\[
\begin{align*}
\sigma_{\text{max}}\left( \frac{YY^T}{N} \right) &\leq \sigma_{\text{max}}\left( E \left[ ZZ^T \right] \right) \leq \sigma_{\text{max}}\left( \frac{YY^T}{N} \right) + \delta_1 \\
\sigma_{\text{min}}\left( \frac{YY^T}{N} \right) &\leq \sigma_{\text{min}}\left( E \left[ ZZ^T \right] \right) \leq \sigma_{\text{min}}\left( \frac{YY^T}{N} \right) + \delta_1
\end{align*}
\]

Similarly:

\[
E \left[ Z^{\text{MShift}}(Z^{\text{MShift}})^T \right] = E \left[ \frac{XQN(0)N(1)}{\sqrt{N}} \frac{(XQ)N(1)}{\sqrt{N}} \right]^T
= \frac{YN(0)N(1)Y^T}{N} + E \left[ \frac{(XQ - Y)(XQ - Y)^T}{\sqrt{N}} \right]
\]  

Again, by utilizing Weyl’s inequality and the provided assumptions, following inequalities can be written for the shifted case:

\[
\begin{align*}
\sigma_{\text{max}}\left( \frac{YN(0)N(1)Y^T}{N} \right) &\leq \sigma_{\text{max}}\left( E \left[ Z^{\text{MShift}}(Z^{\text{MShift}})^T \right] \right) \leq \sigma_{\text{max}}\left( \frac{YN(0)N(1)Y^T}{N} \right) + \delta_1 \\
\sigma_{\text{min}}\left( \frac{YN(0)N(1)Y^T}{N} \right) &\leq \sigma_{\text{min}}\left( E \left[ Z^{\text{MShift}}(Z^{\text{MShift}})^T \right] \right) \leq \sigma_{\text{min}}\left( \frac{YN(0)N(1)Y^T}{N} \right) + \delta_1
\end{align*}
\]

Next step in the proof is bounding the errors \( \| \frac{1}{N}ZZ^T - E \left[ ZZ^T \right] \|_2 \) and \( \| \frac{1}{N}Z^{\text{MShift}}(Z^{\text{MShift}})^T - E \left[ Z^{\text{MShift}}(Z^{\text{MShift}})^T \right] \|_2 \). Based on Lemma 3 and assumption 2, the following inequality holds with probability \( 1 - \epsilon \), for errors \( \| \frac{1}{N}ZZ^T - E \left[ ZZ^T \right] \|_2 \) and \( \| \frac{1}{N}Z^{\text{MShift}}(Z^{\text{MShift}})^T - E \left[ Z^{\text{MShift}}(Z^{\text{MShift}})^T \right] \|_2 \):

\[
\left\| \frac{1}{N}ZZ^T - E \left[ ZZ^T \right] \right\|_2 \leq O \left( \frac{\log(2/\epsilon)}{N} \right),
\]
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where the constants $\|QQ^T\|_F$, $\|QQ^T\|_2$, and $\|\Sigma\|_2$ are hidden in $O(.)$ notation for a focus on $N$, similar to the approach taken in [26]. Similarly, the following bound holds for $\|\frac{1}{N}Z^{MShift}(Z^{MShift})^\top - E \left[ \frac{Z^{MShift}(Z^{MShift})^\top}{N} \right]\|_2$ with probability $1 - \epsilon$, where $\epsilon < \frac{2}{e}$.

$$
\left\| \frac{1}{N}Z^{MShift}(Z^{MShift})^\top - E \left[ \frac{Z^{MShift}(Z^{MShift})^\top}{N} \right] \right\|_2 \leq O \left( \frac{\log(2/\epsilon)}{N} \right) .
$$

(43)

Based on Lemma 3, Equations (42) and (43), the inequalities in (39) and (41) can be re-organized. Following inequalities hold with probability $1 - \epsilon$ where $\epsilon < \frac{2}{e}$:

$$
\sigma_{\text{max}} \left( \frac{YY^\top}{N} \right) - O \left( \frac{\log(2/\epsilon)}{N} \right) \leq \sigma_{\text{max}} \left( \frac{ZZ^\top}{N} \right) \leq \sigma_{\text{max}} \left( \frac{YY^\top}{N} \right) + \delta_1 + O \left( \frac{\log(2/\epsilon)}{N} \right)
$$

(44)

$$
\sigma_{\text{min}} \left( \frac{YY^\top}{N} \right) - O \left( \frac{\log(2/\epsilon)}{N} \right) \leq \sigma_{\text{min}} \left( \frac{ZZ^\top}{N} \right) \leq \sigma_{\text{min}} \left( \frac{YY^\top}{N} \right) + \delta_1 + O \left( \frac{\log(2/\epsilon)}{N} \right)
$$

$$
\sigma_{\text{max}} \left( \frac{YN^{(0)}N^{(1)}Y^\top}{N} \right) - O \left( \frac{\log(2/\epsilon)}{N} \right) \leq \sigma_{\text{max}} \left( \frac{1}{N}Z^{MShift}(Z^{MShift})^\top \right) \leq \sigma_{\text{max}} \left( \frac{YN^{(0)}N^{(1)}Y^\top}{N} \right) + \delta_1 + O \left( \frac{\log(2/\epsilon)}{N} \right)
$$

(45)

$$
\sigma_{\text{min}} \left( \frac{YN^{(0)}N^{(1)}Y^\top}{N} \right) - O \left( \frac{\log(2/\epsilon)}{N} \right) \leq \sigma_{\text{min}} \left( \frac{1}{N}Z^{MShift}(Z^{MShift})^\top \right) \leq \sigma_{\text{min}} \left( \frac{YN^{(0)}N^{(1)}Y^\top}{N} \right) + \delta_1 + O \left( \frac{\log(2/\epsilon)}{N} \right)
$$

By the same method that proves Theorem 1 and is presented in Appendix A, it can be shown that positive eigenvalues of $YN^{(0)}N^{(1)}Y^\top$ are interlaced between the positive eigenvalues of $YY^\top$:

$$
\sigma_{\text{min}}(YY^\top) \leq \sigma_{\text{min}} \left( \frac{YN^{(0)}N^{(1)}Y^\top}{N} \right) \leq \sigma_{\text{max}} \left( \frac{YN^{(0)}N^{(1)}Y^\top}{N} \right) \leq \sigma_{\text{max}}(YY^\top)
$$

(46)

where inequalities become equalities, only if there is a right singular vector $\alpha$ of $Y^\top$ that is orthogonal to both $e^{(0)}$ and $e^{(1)}$.

**Assumption 7:** None of the right singular vector of $Y^\top$ is orthogonal to both $e^{(0)}$ and $e^{(1)}$

Based on Assumption 7 and result in (46), following holds:

$$
\sigma_{\text{min}} \left( \frac{YY^\top}{N} \right) < \sigma_{\text{min}} \left( \frac{YN^{(0)}N^{(1)}Y^\top}{N} \right) < \sigma_{\text{max}} \left( \frac{YN^{(0)}N^{(1)}Y^\top}{N} \right) < \sigma_{\text{max}} \left( \frac{YY^\top}{N} \right)
$$

(47)

Finally, for small enough $\delta_1$ and large enough $N$ with probability $1 - \epsilon$ with $\epsilon < \frac{2}{e}$, the following inequalities can be written:

$$
\sigma_{\text{min}} \left( \frac{1}{N}ZZ^\top \right) \leq \sigma_{\text{min}} \left( \frac{YY^\top}{N} \right) + \delta_1 + O \left( \frac{\log(2/\epsilon)}{N} \right)
$$

$$
< \sigma_{\text{min}} \left( \frac{YN^{(0)}N^{(1)}Y^\top}{N} \right) - O \left( \frac{\log(2/\epsilon)}{N} \right)
$$

$$
\leq \sigma_{\text{min}} \left( \frac{1}{N}Z^{MShift}(Z^{MShift})^\top \right)
$$

$$
\leq \sigma_{\text{max}} \left( \frac{YN^{(0)}N^{(1)}Y^\top}{N} \right) + \delta_1 + O \left( \frac{\log(2/\epsilon)}{N} \right)
$$

$$
< \sigma_{\text{max}} \left( \frac{YY^\top}{N} \right) - O \left( \frac{\log(2/\epsilon)}{N} \right)
$$

$$
\leq \sigma_{\text{max}} \left( \frac{1}{N}ZZ^\top \right)
$$

(48)
Therefore, Equation (48) proves that $1 - \left( \frac{\sigma_{\min}(ZZ^\top)}{\sigma_{\max}(ZZ^\top)} \right) > 1 - \left( \frac{\sigma_{\min}(Z\text{Shift}(Z)^\top)}{\sigma_{\max}(Z\text{Shift}(Z)^\top)} \right)$ with probability $1 - \epsilon$. Unifying this result with Equations (35) and (36) concludes that shifted model by matrices $N^{(0)}N^{(1)}$ converges faster compared to the vanilla model with high probability in the considered learning environment for node classification.

C  Proof of Theorem 2

Define the sample mean after normalization layer by $\tilde{\mu}^{(n)} \in \mathbb{R}^F$, $n = 0, 1$. Then,

\[
\|\tilde{\mu}^{(0)} - \mu^{(1)}\| = \left\| \frac{1}{|S^0|} \sum_{j \in S^0} \tilde{h}_j^{(0)} - \frac{1}{|S^1|} \sum_{j \in S^1} \tilde{h}_j^{(1)} \right\|,
\]

\[
\|\mu^{(0)} - \mu^{(1)}\| = \left\| \frac{1}{|S^0|} \sum_{j \in S^0} \text{Act}(\tilde{h}_j^{(0)}) - \frac{1}{|S^1|} \sum_{j \in S^1} \text{Act}(\tilde{h}_j^{(1)}) \right\|_1.
\]

(49)

We can write $\tilde{h}_j^{(0)} = \tilde{\mu}^{(0)} + \tilde{\delta}_j^{(0)}$, $\forall j = 1 \cdots |S^0|$ and $\tilde{h}_j^{(1)} = \tilde{\mu}^{(1)} + \tilde{\delta}_j^{(1)}$, $\forall j = 1 \cdots |S^1|$. If the activation function $\text{Act}()$ is Lipschitz continuous with Lipschitz constant $L$ (applies to several nonlinear activations, such as rectified linear unit (ReLU), sigmoid), the following holds:

\[
\text{Act}(\tilde{\mu}_i^{(0)}) - L|\delta_{i,j}^{(0)}| \leq \text{Act}(\tilde{\mu}_i^{(0)} + \delta_{i,j}^{(0)}) \leq \text{Act}(\tilde{\mu}_i^{(0)}) + L|\delta_{i,j}^{(0)}|, \forall i = 1, \cdots F
\]

\[
\text{Act}(\tilde{\mu}^{(0)}) - L|\delta_j^{(0)}| \leq \text{Act}(\tilde{h}_j^{(0)}) = \text{Act}(\tilde{\mu}^{(0)} + \delta_j^{(0)}) \leq \text{Act}(\tilde{\mu}^{(0)}) + L|\delta_j^{(0)}|, \forall j = 1, \cdots |S^0|
\]

(50)

where $|.|$ takes the element-wise absolute value of the input. The same inequalities can also be written for $S^1$:

\[
\text{Act}(\tilde{\mu}^{(1)}) - L|\delta_j^{(1)}| \leq \text{Act}(\tilde{h}_j^{(1)}) = \text{Act}(\tilde{\mu}^{(1)} + \delta_j^{(1)}) \leq \text{Act}(\tilde{\mu}^{(1)}) + L|\delta_j^{(1)}|, \forall j = 1, \cdots |S^1|
\]

(51)

Based on Equations (49), (50), and (51), following holds:

\[
\frac{1}{|S^0|} \sum_{j \in S^0} \left( \text{Act}(\tilde{\mu}^{(0)}) - L|\delta_j^{(0)}| \right) - \frac{1}{|S^1|} \sum_{j \in S^1} \left( \text{Act}(\tilde{\mu}^{(1)}) + L|\delta_j^{(1)}| \right) \leq \mu^{(0)} - \mu^{(1)}
\]

\[
\leq \frac{1}{|S^0|} \sum_{j \in S^0} \left( \text{Act}(\tilde{\mu}^{(0)}) + L|\delta_j^{(0)}| \right) - \frac{1}{|S^1|} \sum_{j \in S^1} \left( \text{Act}(\tilde{\mu}^{(1)}) - L|\delta_j^{(1)}| \right)
\]

(52)

\[
\text{Act}(\tilde{\mu}^{(0)}) - \text{Act}(\tilde{\mu}^{(1)}) - \frac{1}{|S^0|} \sum_{j \in S^0} L|\delta_j^{(0)}| - \frac{1}{|S^1|} \sum_{j \in S^1} L|\delta_j^{(1)}| \leq \mu^{(0)} - \mu^{(1)}
\]

\[
\leq \text{Act}(\tilde{\mu}^{(0)}) - \text{Act}(\tilde{\mu}^{(1)}) + \frac{1}{|S^0|} \sum_{j \in S^0} L|\delta_j^{(0)}| + \frac{1}{|S^1|} \sum_{j \in S^1} L|\delta_j^{(1)}|
\]

(53)

Define $a := \text{Act}(\tilde{\mu}^{(0)}) - \text{Act}(\tilde{\mu}^{(1)}) - \frac{1}{|S^0|} \sum_{j \in S^0} L|\delta_j^{(0)}| - \frac{1}{|S^1|} \sum_{j \in S^1} L|\delta_j^{(1)}|$ and $b := \text{Act}(\tilde{\mu}^{(0)}) - \text{Act}(\tilde{\mu}^{(1)}) + \frac{1}{|S^0|} \sum_{j \in S^0} L|\delta_j^{(0)}| + \frac{1}{|S^1|} \sum_{j \in S^1} L|\delta_j^{(1)}|$. Equation (53) leads to:

\[
|\mu_i^{(0)} - \mu_i^{(1)}| \leq \max(|a_i|, |b_i|), \forall i = 1, \cdots, F.
\]

(54)
If we consider the case, \(|a_i| ≥ |b_i|\). Then:

\[
|\mu_i^{(0)} - \mu_i^{(1)}| \leq \left| \text{Act}(\hat{\mu}_i^{(0)}) - \text{Act}(\hat{\mu}_i^{(1)})\right| - \frac{1}{|S_0|} \sum_{j \in S_0} L|\delta_j^{(0)}| - \frac{1}{|S_1|} \sum_{j \in S_1} L|\delta_j^{(1)}|
\]

\[
\leq \left| \text{Act}(\hat{\mu}_i^{(0)}) - \text{Act}(\hat{\mu}_i^{(1)})\right| + \frac{1}{|S_0|} \sum_{j \in S_0} L|\delta_j^{(0)}| + \frac{1}{|S_1|} \sum_{j \in S_1} L|\delta_j^{(1)}|
\]

\[
\leq \left| \text{Act}(\hat{\mu}_i^{(0)}) - \text{Act}(\hat{\mu}_i^{(1)})\right| + L \left| \Delta_i^{(0)}\right| + L \left| \Delta_i^{(1)}\right|
\]

(55)

where \(\Delta_i^{(0)} := \max_j |\delta_{j,i}^{(0)}|\) and \(\Delta_i^{(1)} := \max_j |\delta_{j,i}^{(1)}|\).

Consider the term \(\text{Act}(\hat{\mu}_i^{(0)}) - \text{Act}(\hat{\mu}_i^{(1)})\):

\[
\text{Act}(\hat{\mu}_i^{(0)}) - \text{Act}(\hat{\mu}_i^{(1)}) = \text{Act}(\hat{\mu}_i^{(0)} + \tilde{\mu}_i^{(1)} - \tilde{\mu}_i^{(1)}) - \text{Act}(\hat{\mu}_i^{(1)}).
\]

(56)

Utilizing Equations (50) and (51), \(\text{Act}(\hat{\mu}_i^{(0)} + \tilde{\mu}_i^{(1)} - \tilde{\mu}_i^{(1)}) - \text{Act}(\hat{\mu}_i^{(1)})\) can be bounded by below and above:

\[
\text{Act}(\hat{\mu}_i^{(1)}) - L|\tilde{\mu}_i^{(0)} - \tilde{\mu}_i^{(1)}| - \text{Act}(\hat{\mu}_i^{(1)}) ≤ \text{Act}(\hat{\mu}_i^{(0)} + \tilde{\mu}_i^{(1)} - \tilde{\mu}_i^{(1)}) - \text{Act}(\hat{\mu}_i^{(1)})
\]

\[
≤ \text{Act}(\hat{\mu}_i^{(0)}) + L|\tilde{\mu}_i^{(0)} - \tilde{\mu}_i^{(1)}| - \text{Act}(\hat{\mu}_i^{(1)})
\]

\[
-L|\tilde{\mu}_i^{(0)} - \tilde{\mu}_i^{(1)}| ≤ \text{Act}(\hat{\mu}_i^{(0)} + \tilde{\mu}_i^{(1)} - \tilde{\mu}_i^{(1)}) - \text{Act}(\hat{\mu}_i^{(1)}) ≤ L|\tilde{\mu}_i^{(0)} - \tilde{\mu}_i^{(1)}|
\]

(57)

(58)

Therefore:

\[
|\mu_i^{(0)} - \mu_i^{(1)}| ≤ L|\tilde{\mu}_i^{(0)} - \tilde{\mu}_i^{(1)}| + L \left| \Delta_i^{(0)}\right| + L \left| \Delta_i^{(1)}\right|, \forall i \text{ such that } |a_i| ≥ |b_i|.
\]

(60)

Next step is to consider the case, \(|a_i| < |b_i|\). For this case, following inequalities hold:

\[
|\mu_i^{(0)} - \mu_i^{(1)}| ≤ \left| \text{Act}(\hat{\mu}_i^{(0)}) - \text{Act}(\hat{\mu}_i^{(1)})\right| + \frac{1}{|S_0|} \sum_{j \in S_0} L|\delta_j^{(0)}| + \frac{1}{|S_1|} \sum_{j \in S_1} L|\delta_j^{(1)}|
\]

\[
≤ \left| \text{Act}(\hat{\mu}_i^{(0)}) - \text{Act}(\hat{\mu}_i^{(1)})\right| + \frac{1}{|S_0|} \sum_{j \in S_0} L|\delta_j^{(0)}| + \frac{1}{|S_1|} \sum_{j \in S_1} L|\delta_j^{(1)}|
\]

(61)

\[
≤ \left| \text{Act}(\hat{\mu}_i^{(0)}) - \text{Act}(\hat{\mu}_i^{(1)})\right| + L \left| \Delta_i^{(0)}\right| + L \left| \Delta_i^{(1)}\right|
\]

\[
≤ L|\tilde{\mu}_i^{(0)} - \tilde{\mu}_i^{(1)}| + L \left| \Delta_i^{(0)}\right| + L \left| \Delta_i^{(1)}\right|, \forall i \text{ such that } |a_i| ≥ |b_i|.
\]

Combining Equations (60) and (61), the following inequality can be written:

\[
|\mu_i^{(0)} - \mu_i^{(1)}| ≤ L|\tilde{\mu}_i^{(0)} - \tilde{\mu}_i^{(1)}| + L \left| \Delta_i^{(0)}\right| + L \left| \Delta_i^{(1)}\right|, \forall i = 1, \ldots, F.
\]

(62)

which concludes:

\[
\|\mu^{(0)} - \mu^{(1)}\| ≤ L \left( \|\tilde{\mu}^{(0)} - \tilde{\mu}^{(1)}\| + \|\Delta^{(0)}\| + \|\Delta^{(1)}\| \right).
\]

(63)

### D Additional Statistics on Datasets

Table 2 presents further statistical information on the utilized datasets. In the table, \(|S_0|\) and \(|S_1|\) are the cardinalities of the sets of nodes with sensitive attributes 0 and 1, respectively. ‘Inter-edges’ and ‘Intra-edges’ correspond to the number of edges linking nodes from different sensitive groups and the same sensitive group, respectively. \(F\) in Table 2 denotes the dimension of nodal features.
### E Hyperparameters

We provide the selected hyperparameter values for the GNN model and the proposed framework for the reproducibility of the presented results. In the GNN-based classifier, weights are initialized utilizing Glorot initialization \( [52] \). All models are trained for 1000 epochs by employing Adam optimizer \( [45] \) together with a learning rate of \( 10^{-3} \) and \( \ell_2 \) weight decay factor of \( 10^{-5} \). A 2-layer GCN network followed by a linear layer is employed for node classification. Hidden dimension of the node representations is selected as 64 on all datasets.

The results for baseline schemes, covariance, adversarial, \( HTDRDP \) regularizers, and FairGNN \( [12] \) are obtained by choosing corresponding hyperparameters (the multiplying factors for these regularizers in the overall loss) via grid search on cross-validation sets with 5 different data splits. Specifically, a grid search on the values \( 10^9, 10^{10}, 10^{11} \) is executed for covariance-based regularizer. Furthermore, the values \( 0.01, 0.1, 1.10 \) are examined as the multiplier for adversarial regularizer. FairGNN employs both covariance-based and adversarial regularizers, therefore its parameter selection is the unification of the previous two hyperparameter selection methods. Finally, the parameters \( 0.01, 0.1, 1, 10 \) are examined for the \( HTDRDP \) regularizer.

Hyperparameter values for the proposed FairNorm whose results are presented in Section 5.2 can be found in Table 3. These parameters are selected via grid search on cross-validation sets over 5 different data splits. The range of the parameters are selected based on the corresponding loss terms. Specifically, the values 10, 100, 1000 values are examined for \( \kappa \) in Pokec networks, and the values 0.01, 0.1, 1 values are examined for \( \kappa \) in Recidivism network. After the selection of best \( \kappa \) value, the \( \tau \) is selected together with the fixed, best \( \kappa \) value. While the values \( 10^{-7}, 10^{-8}, 10^{-9}, 10^{-10}, 10^{-11} \) values are examined for \( \tau \) in Pokec networks, the values \( 10^{-8}, 10^{-9}, 10^{-10}, 10^{-11}, 10^{-12} \) values are examined for \( \kappa \) in Recidivism network.

### F Sensitivity Analysis

In order to examine the effects of hyperparameter selection, the sensitivity analysis for the proposed framework is executed. The results for changing \( \kappa \) and \( \tau \) values are presented in Tables 4 and 5 for Pokec networks and Recidivism network, respectively. Overall, the results demonstrate that the proposed strategy, FairNorm, typically leads to better fairness measures compared to the natural baseline (M-Norm) within a wide range of hyperparameter selection.

### G Ablation Study

In order to investigate the influences of different fairness regularizers introduced in this study, we carry over an ablation study. The results of this study are presented in Table 6. Table 6 demonstrates that while the employment of \( \mathcal{L}_\mu \) seems to have a greater effect in fairness performance improvement,
utilization of both $L_{\mu}$ and $L_{\Delta}$ (FairNorm) leads to better fairness results compared to the cases where only one of the regularizers is used with ReLU activation. For the case where sigmoid is used as the nonlinear activation, use of both regularizers again results in better $\Delta_{EO}$ values compared to the cases where only one of the regularizers is employed. However, the same cannot be always claimed for $\Delta_{SP}$, which can be explained by the fact that sigmoid already limits the maximal deviation to some extend after the first layer reducing the effect of $L_{\Delta}$. Overall, Table 4 shows that the utilization of both $L_{\mu}$ and $L_{\Delta}$ generally achieves the best fairness performance, while $L_{\mu}$ appears to be a more influential component compared to $L_{\Delta}$ for the bias reduction.

| Table 4: Sensitivity Analysis for Pokec Networks |
|-----------------------------------------------|
| **ReLU** | **Pokec-z** | **Pokec-n** |
| | Acc (%) | $\Delta_{SP}$ (%) | $\Delta_{EO}$ (%) | Acc (%) | $\Delta_{SP}$ (%) | $\Delta_{EO}$ (%) |
| M-Norm | 70.71 ± 0.8 | 5.57 ± 1.3 | 5.00 ± 2.0 | 69.25 ± 0.5 | 2.48 ± 1.2 | 2.91 ± 1.7 |
| $\tau = 10^{-8}, \kappa = 10$ | 70.26 ± 0.9 | 1.52 ± 1.0 | 2.19 ± 1.2 | 69.45 ± 0.6 | 2.23 ± 1.3 | 2.65 ± 1.6 |
| $\tau = 10^{-8}, \kappa = 100$ | 70.48 ± 0.9 | 1.40 ± 1.0 | 2.20 ± 1.2 | 69.53 ± 0.8 | 2.07 ± 1.0 | 1.98 ± 0.8 |
| $\tau = 10^{-8}, \kappa = 1000$ | 70.37 ± 1.1 | 3.20 ± 0.9 | 3.18 ± 2.0 | 69.38 ± 0.8 | 1.55 ± 1.4 | 1.48 ± 1.7 |
| $\kappa = 100, \tau = 10^{-7}$ | 70.67 ± 1.0 | 1.35 ± 1.2 | 1.90 ± 1.8 | 69.56 ± 0.8 | 2.10 ± 0.9 | 2.09 ± 0.5 |
| $\kappa = 100, \tau = 10^{-8}$ | 70.48 ± 0.9 | 1.40 ± 1.0 | 2.20 ± 1.7 | 69.53 ± 0.8 | 2.07 ± 1.0 | 1.98 ± 0.8 |
| $\kappa = 100, \tau = 10^{-9}$ | 70.55 ± 0.9 | 1.48 ± 1.2 | 1.99 ± 1.8 | 69.54 ± 0.7 | 2.15 ± 1.1 | 1.84 ± 0.9 |

| **Sigmoid** | **Pokec-z** | **Pokec-n** |
| | Acc (%) | $\Delta_{SP}$ (%) | $\Delta_{EO}$ (%) | Acc (%) | $\Delta_{SP}$ (%) | $\Delta_{EO}$ (%) |
| M-Norm | 69.84 ± 0.7 | 6.21 ± 1.4 | 4.44 ± 2.1 | 68.59 ± 0.9 | 1.78 ± 2.1 | 2.88 ± 1.8 |
| $\tau = 10^{-8}$ | 69.71 ± 0.9 | 1.36 ± 0.4 | 1.72 ± 1.1 | 68.82 ± 1.1 | 1.65 ± 1.2 | 1.80 ± 1.8 |
| $\kappa = 100, \tau = 10^{-7}$ | 69.73 ± 0.5 | 5.67 ± 2.0 | 4.35 ± 2.3 | 68.59 ± 0.9 | 1.78 ± 2.1 | 2.88 ± 1.8 |
| $\kappa = 100, \tau = 10^{-8}$ | 69.73 ± 0.9 | 1.71 ± 0.3 | 1.48 ± 1.1 | 68.88 ± 1.1 | 1.44 ± 1.2 | 1.74 ± 1.7 |

| Table 5: Sensitivity Analysis for Recidivism Network |
|-----------------------------------------------|
| **ReLU** | **Pokec-z** | **Pokec-n** |
| | Acc (%) | $\Delta_{SP}$ (%) | $\Delta_{EO}$ (%) | Acc (%) | $\Delta_{SP}$ (%) | $\Delta_{EO}$ (%) |
| M-Norm | 95.00 ± 0.3 | 8.87 ± 1.2 | 1.71 ± 0.7 | 94.45 ± 0.3 | 8.94 ± 1.2 | 2.06 ± 1.0 |
| $\tau = 10^{-10}, \kappa = 1$ | 95.01 ± 0.2 | 8.76 ± 1.2 | 1.66 ± 0.6 | 94.38 ± 0.2 | 7.27 ± 1.0 | 0.95 ± 1.0 |
| $\tau = 10^{-10}, \kappa = 0.1$ | 95.02 ± 0.3 | 8.62 ± 1.1 | 1.43 ± 0.5 | 94.27 ± 0.3 | 7.29 ± 1.1 | 0.89 ± 1.0 |
| $\tau = 10^{-10}, \kappa = 0.01$ | 95.11 ± 0.2 | 8.45 ± 1.0 | 0.90 ± 0.5 | 94.32 ± 0.2 | 7.28 ± 1.1 | 0.80 ± 0.9 |
| $\kappa = 0.1, \tau = 10^{-9}$ | 94.99 ± 0.2 | 8.59 ± 1.1 | 1.17 ± 0.6 | 94.33 ± 0.3 | 7.39 ± 1.1 | 1.12 ± 1.0 |
| $\kappa = 0.1, \tau = 10^{-10}$ | 95.02 ± 0.3 | 8.62 ± 1.1 | 1.43 ± 0.5 | 94.27 ± 0.3 | 7.29 ± 1.1 | 0.89 ± 1.0 |
| $\kappa = 0.1, \tau = 10^{-11}$ | 94.98 ± 0.1 | 8.48 ± 1.1 | 1.32 ± 1.0 | 94.38 ± 0.2 | 7.27 ± 1.0 | 1.14 ± 1.1 |

| **Sigmoid** | **Pokec-z** | **Pokec-n** |
| | Acc (%) | $\Delta_{SP}$ (%) | $\Delta_{EO}$ (%) | Acc (%) | $\Delta_{SP}$ (%) | $\Delta_{EO}$ (%) |
| M-Norm | 69.84 ± 0.7 | 6.21 ± 1.4 | 4.44 ± 2.1 | 68.59 ± 0.9 | 1.78 ± 2.1 | 2.88 ± 1.8 |
| $\kappa = 100, \tau = 10^{-7}$ | 69.71 ± 0.9 | 1.36 ± 0.4 | 1.72 ± 1.1 | 68.82 ± 1.1 | 1.65 ± 1.2 | 1.80 ± 1.8 |
| $\kappa = 100, \tau = 10^{-8}$ | 69.73 ± 0.5 | 5.67 ± 2.0 | 4.35 ± 2.3 | 68.59 ± 0.9 | 1.78 ± 2.1 | 2.88 ± 1.8 |
| $\kappa = 100, \tau = 10^{-9}$ | 69.73 ± 0.9 | 1.71 ± 0.3 | 1.48 ± 1.1 | 68.88 ± 1.1 | 1.44 ± 1.2 | 1.74 ± 1.7 |

| Table 6: Ablation study for the proposed regularizers |
|-----------------------------------------------|
| **ReLU** | **Pokec-z** | **Pokec-n** | **Recidivism** |
| | Accuracy (%) | $\Delta_{SP}$ (%) | $\Delta_{EO}$ (%) | Accuracy (%) | $\Delta_{SP}$ (%) | $\Delta_{EO}$ (%) | Accuracy (%) | $\Delta_{SP}$ (%) | $\Delta_{EO}$ (%) |
| M-Norm | 70.71 ± 0.8 | 5.57 ± 1.3 | 5.00 ± 2.0 | 69.25 ± 0.5 | 2.48 ± 1.2 | 2.91 ± 1.7 | 95.00 ± 0.3 | 8.87 ± 1.2 | 1.71 ± 0.7 |
| $\kappa = 100, \tau = 10^{-7}$ | 70.48 ± 0.9 | 1.40 ± 1.0 | 2.20 ± 1.2 | 69.38 ± 0.8 | 1.55 ± 1.4 | 1.48 ± 1.7 | 95.11 ± 0.2 | 8.45 ± 1.0 | 0.90 ± 0.5 |
| $\kappa = 100, \tau = 10^{-8}$ | 70.37 ± 1.1 | 3.20 ± 0.9 | 3.18 ± 2.0 | 69.53 ± 0.8 | 2.07 ± 1.0 | 1.98 ± 0.8 | 94.32 ± 0.2 | 7.28 ± 1.1 | 0.80 ± 0.9 |

22
H Computing Infrastructures

**Software infrastructures:** All GNN-based models are trained utilizing PyTorch 1.10.2 [53] and NetworkX 2.6.3 [54].

**Hardware infrastructures:** Experiments are carried over on a server with 4 NVIDIA RTX A4000 GPUs and 32 AMD Ryzen Threadripper 3970X CPUs.