Dynamic precise orbit determination of Hayabusa2 using laser altimeter (LIDAR) and image tracking data sets
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Abstract

The precise orbit of the Hayabusa2 spacecraft with respect to asteroid Ryugu is dynamically determined using the data sets collected by the spacecraft’s onboard laser altimeter (LIDAR) and automated image tracking (AIT). The LIDAR range data and the AIT angular data play complementary roles because LIDAR is sensitive to the line-of-sight direction from Hayabusa2 to Ryugu, while the AIT is sensitive to the directions perpendicular to it. Using LIDAR and AIT, all six components of the initial state vector can be derived stably, which is difficult to achieve using only LIDAR or AIT. The coefficient of solar radiation pressure (SRP) of the Hayabusa2 spacecraft and standard gravitational parameter (GM) of Ryugu can also be estimated in the orbit determination process, by combining multiple orbit arcs at various altitudes. In the process of orbit determination, the Ryugu-fixed coordinate of the center of the LIDAR spot is determined by fitting the range data geometrically to the topography of Ryugu using the Markov Chain Monte Carlo method. Such an approach is effective for realizing the rapid convergence of the solution. The root mean squares of the residuals of the observed minus computed values of the range and brightness-centroid direction of the image are 1.36 m and 0.0270°, respectively. The estimated values of the GM of Ryugu and a correction factor to our initial SRP model are 29.8 ± 0.3 m3/s2 and 1.13 ± 0.16, respectively.
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Introduction

Hayabusa2 is an asteroid-sample return mission that is being conducted by Japan Aerospace Exploration Agency (JAXA). The spacecraft was launched in December 2014, performed an Earth swing-by utilizing Earth gravity in December 2015, and arrived at the target asteroid Ryugu in June 2018. Subsequent to its arrival at Ryugu, Hayabusa2 performed various observations and experiments, such as remote-sensing observations using onboard instruments, releases of a small rover and lander, ejection of the impactor, and sample collection from the surface and subsurface of Ryugu.

Some papers have been published on the results of the remote-sensing observations of Hayabusa2. Watanabe et al. (2019) discussed the formation process and
The Hayabusa2 spacecraft is not orbiting Ryugu, but simply remaining around it, i.e., it is usually hovering at the home position (HP), which is 20 km above Ryugu and facing the sub-Earth direction (Tsuda et al. 2013). In the case of observations obtained at higher latitudes and low-altitude, or special events such as a gravity measurement, touch down, and ejection of a rover, lander, or impactor, Hayabusa2 starts from the HP, changes its position, and returns to the HP after the operation is completed.

In this study, we aim to determine not only the initial state vectors of the trajectory, but also the GM of Ryugu and a correction factor for the Hayabusa2 SRP model. The arcs used for the orbit determination are selected such that they are suitable for estimating these range observations during the periods other than special operations, although the sampling frequency may vary (see “LIDAR range data” section). However, they first approximated the three-dimensional coordinates of the spacecraft using polynomials before the geometrical fitting to the topography. Owing to the use of such a non-dynamical approach, the velocities and other parameters, such as the GM of Ryugu, cannot be determined using this method.

In this study, we determine the orbit by dynamical approach, to improve the trajectory determined by Matsumoto et al. (2020) (MCMC orbit). In order to obtain a more precise orbit, in addition to the initial state vectors of the orbit, two parameters, i.e., the GM of Ryugu and a correction factor of the Hayabusa2 solar radiation-pressure (SRP) model, are also estimated. To estimate these parameters precisely, we use the data of multiple arcs with different altitudes, including the ones of the period when GCP-NAV data is unavailable. We use the AIT data as well as the LIDAR data. In principle, the AIT data are automatically calculated onboard at all times, although the data availability depends on whether the telemetry data are downlinked at that time. Our approach and software are independent of those used by Watanabe et al. (2019), and hence, our obtained GM value of Ryugu is useful for validating their results.

This paper is organized as follows. In “Data sets” section, we present the orbit arcs and details of the data sets used in this study. The method of orbit determination as well as software improvement is presented in “Orbit determination” section. In “Results and discussion” section, the results of the estimation of the Hayabusa2 orbit, GM of Ryugu, and correction factor of the Hayabusa2 SRP model are presented along with the corresponding discussion, and finally, the conclusion of this study is presented in “Conclusion” section.

**Data sets**

**Hayabusa2 orbit and selection of arcs**

The Hayabusa2 spacecraft is not orbiting Ryugu, but simply remaining around it, i.e., it is usually hovering at the home position (HP), which is 20 km above Ryugu and facing the sub-Earth direction (Tsuda et al. 2013). In the case of observations obtained at higher latitudes and low-altitude, or special events such as a gravity measurement, touch down, and ejection of a rover, lander, or impactor, Hayabusa2 starts from the HP, changes its position, and returns to the HP after the operation is completed.

In this study, we aim to determine not only the initial state vectors of the trajectory, but also the GM of Ryugu and a correction factor for the Hayabusa2 SRP model. The arcs used for the orbit determination are selected such that they are suitable for estimating these range observations during the periods other than special operations, although the sampling frequency may vary (see “LIDAR range data” section). However, they first approximated the three-dimensional coordinates of the spacecraft using polynomials before the geometrical fitting to the topography. Owing to the use of such a non-dynamical approach, the velocities and other parameters, such as the GM of Ryugu, cannot be determined using this method.

In this study, we determine the orbit by dynamical approach, to improve the trajectory determined by Matsumoto et al. (2020) (MCMC orbit). In order to obtain a more precise orbit, in addition to the initial state vectors of the orbit, two parameters, i.e., the GM of Ryugu and a correction factor of the Hayabusa2 solar radiation-pressure (SRP) model, are also estimated. To estimate these parameters precisely, we use the data of multiple arcs with different altitudes, including the ones of the period when GCP-NAV data is unavailable. We use the AIT data as well as the LIDAR data. In principle, the AIT data are automatically calculated onboard at all times, although the data availability depends on whether the telemetry data are downlinked at that time. Our approach and software are independent of those used by Watanabe et al. (2019), and hence, our obtained GM value of Ryugu is useful for validating their results.

This paper is organized as follows. In “Data sets” section, we present the orbit arcs and details of the data sets used in this study. The method of orbit determination as well as software improvement is presented in “Orbit determination” section. In “Results and discussion” section, the results of the estimation of the Hayabusa2 orbit, GM of Ryugu, and correction factor of the Hayabusa2 SRP model are presented along with the corresponding discussion, and finally, the conclusion of this study is presented in “Conclusion” section.

**Data sets**

**Hayabusa2 orbit and selection of arcs**

The Hayabusa2 spacecraft is not orbiting Ryugu, but simply remaining around it, i.e., it is usually hovering at the home position (HP), which is 20 km above Ryugu and facing the sub-Earth direction (Tsuda et al. 2013). In the case of observations obtained at higher latitudes and low-altitude, or special events such as a gravity measurement, touch down, and ejection of a rover, lander, or impactor, Hayabusa2 starts from the HP, changes its position, and returns to the HP after the operation is completed.

In this study, we aim to determine not only the initial state vectors of the trajectory, but also the GM of Ryugu and a correction factor for the Hayabusa2 SRP model. The arcs used for the orbit determination are selected such that they are suitable for estimating these
parameters. We use long, multiple, and different-altitude arcs in order to obtain a stable solution via the least-squares method (LSM). The use of multiple different-altitude arcs is advantageous for effectively separating the gravity and SRP forces (see “Estimation of the correction factor of the Hayabusa2 SRP model” section). Furthermore, it is preferable to include low-altitude arcs in the arc selection for a precise estimation of the GM of Ryugu. Table 1 presents the 14 arcs used for the orbit determination in this study.

LIDAR range data
The Hayabusa2 LIDAR is a pulse radar that comprises a YAG laser that produces a wavelength of 1064 nm (Mizuno et al. 2017). The pulse energy of each shot is 15 mJ, and the pulse width is 7 ns. LIDAR is used to measure the distance between the spacecraft and a target based on the measurement of the time duration between the transmission and reception of the laser pulse. The resolution of the time interval counter of the LIDAR is 3.33 ns, which corresponds to 0.5 m of the one-way distance. The LIDAR has two telescopes for detection of laser light (Far and Near) to meet the dynamic range requirement of the Hayabusa2 (30 m to 25 km). Under the Automatic Gain Control (AGC) operation mode, the optical-range mode is automatically switched from Far to Near when the distance between the spacecraft and the target is less than 1 km. The fields of view of the Far and Near optical telescope modes are 1.5 mrad and 20.4 mrad, respectively.

In this study, we use the LIDAR time-series range data provided by the Hayabusa2 LIDAR team. The data contains the LIDAR-measured range and related telemetry data derived from the Hayabusa2 science data packets called “AOCSM”. The time resolutions of the range data are 1 Hz for scientific mapping and special operation periods, e.g., gravity measurement operations, and 1/32 Hz for other periods. Figure 1 shows the temporal changes of the LIDAR-range observations used in this study.

Table 1 List of orbit arcs used in this study

| Arc no. | Time (UT) (yyyy/mm/dd hh:mm) | Arc length (h) | Altitude minimum/maximum (km) | Number of data | Sampling rate (Hz) |
|---------|------------------------------|----------------|-----------------------------|----------------|-------------------|
|         | Start                        | End            | LIDAR                       | LIDAR          |                   |
| 1       | 2018/07/19 15:29             | 2018/07/20 05:00 | 13.52                       | 7.09/9.95      | 1577              | 1/32             | 1/1024–1/592    |
| 2       | 2018/07/20 17:32             | 2018/07/21 03:00 | 9.47                        | 6.16/6.57      | 1341              | 1/32             | 1/1024–1/32    |
| 3       | 2018/08/06 11:30             | 2018/08/06 23:10 | 12.05                       | 0.849/5.91     | 41985             | 1/50             | 1/1200–1/32    |
| 4       | 2018/08/06 23:12             | 2018/08/07 08:28 | 9.27                        | 0.886/5.28     | 33367             | 1/40             | 1/600, 1/592   |
| 5       | 2018/08/07 16:01             | 2018/08/08 06:00 | 14.02                       | 7.91/10.7      | 1649              | 1/32             | 1/1024         |
| 6       | 2018/09/12 15:23             | 2018/09/13 06:00 | 14.63                       | 11.4/16.6      | 1719              | 1/32             | 1/1024–1/64    |
| 7       | 2018/09/13 07:58             | 2018/09/14 06:00 | 22.05                       | 18.9/19.5      | 2484              | 1/32             | 1/1024–1/144   |
| 8       | 2018/10/04 15:28             | 2018/10/05 04:00 | 12.55                       | 6.61/15.9      | 1721              | 1/32             | 1/2048–1/592   |
| 9       | 2018/10/29 17:07             | 2018/10/30 04:30 | 11.40                       | 5.21/8.78      | 1571              | 1/32             | 1/1024–1/528   |
| 10      | 2019/01/13 16:37             | 2019/01/14 04:05 | 11.48                       | 19.8/20.2      | 1439              | 1/32             | 1/1024–1/528   |
| 11      | 2019/02/05 14:02             | 2019/02/06 00:09 | 10.14                       | 19.7/19.9      | 1700              | 1/32             | 1/1040–1/768   |
| 12      | 2019/02/06 14:26             | 2019/02/07 03:35 | 13.16                       | 19.7/19.9      | 1809              | 1/32             | 1/1024–1/768   |
| 13      | 2019/02/07 03:36             | 2019/02/07 23:38 | 20.05                       | 19.7/19.9      | 34826             | 1/32, 1         | 1/1024, 1/1008 |
| 14      | 2019/02/12 10:05             | 2019/02/12 23:08 | 13.07                       | 19.8/19.9      | 1327              | 1/32             | 1/1024, 1/16   |

Fig. 1 Temporal change of LIDAR-observed altitude for each arc. Arc numbers are listed in Table 1.
Image tracking data
The Hayabusa2 ONC system consists of three charge-coupled-device (CCD) cameras—telescopic nadir view (ONC-T), wide-angle nadir view (ONC-W1), and wide-angle slant view (ONC-W2)—of focal length 120.50 mm, 10.22 mm, and 10.34 mm, respectively (Kameda et al. 2017; Suzuki et al. 2018; Tatsumi et al. 2019). In this study, we use AIT data generated on board from an ONC-W1 image. The AIT data contains the time series of $X_{\text{ONC}}$, $Y_{\text{ONC}}$, and $A_{\text{ONC}}$. As Hayabusa2 is facing the sub-Earth direction, except for the conjunction period, when Ryugu is on the other side of the Sun to the Earth, the daylight hemisphere of Ryugu can always be observed by the spacecraft. $X_{\text{ONC}}$ is a two-dimensional center coordinate of the brightness of the ONC-W1 image, i.e., centroid coordinates. The illumination condition of the pixels on each image depends not only on the shape of Ryugu’s limb, but the shadow produced by the surface topography. $A_{\text{ONC}}$ is the number of the bright pixels used for the centroid-coordinate calculation and can be converted to the approximate distance between the center of Ryugu and Hayabusa2 (see “Software” section) when the whole image of Ryugu is captured by ONC-W1. ONC-W1 has a $1024 \times 1024$ detector array with a pixel size of 0.013 mm, and the field of view (FOV) is $69.71^\circ \times 69.71^\circ$. That is, 1 pixel corresponds to 0.06808” (1.1882 mrad). On the other hand, $0 \leq X_{\text{ONC}} \leq 512$, $0 \leq Y_{\text{ONC}} \leq 512$, and $0 \leq A_{\text{ONC}} \leq 512 \times 512$, because the $1024 \times 1024$ image array is binned to $512 \times 512$ in the onboard data processing. Thus, 1 pixel of the AIT data corresponds to 0.13616” (2.3764 mrad). The time resolution of the data is between 1/2048 Hz and 1/16 Hz for the arcs used in this study (Table 1). Figure 2 shows the time series of $X_{\text{ONC}}$ for each arc.

Ancillary data
The precise boresight coordinate of the LIDAR instrument with respect to the center of the Hayabusa2 spacecraft was determined by Noda et al. (2019), and we use it in this study. As for the coordinate of the ONC-W1 instrument with respect to the center of the spacecraft, we use that in the Hayabusa2 Science Data Archives (JAXA 2019). The attitude of the Hayabusa2 spacecraft is also obtained from the archives, and the precision is better than 0.03°. The temporal mass-change data of the Hayabusa2 spacecraft are provided by JAXA.

---

**Fig. 2** Temporal change in image-tracking-data coordinate for the duration of each arc. Arc numbers are listed in Table 1.
Orbit determination

Software

We use the orbit determination software c5++ (Otsubo et al. 2016; Hattori and Otsubo 2019) that was originally developed for the data analysis of satellite laser ranging (SLR) between ground stations on the Earth and SLR satellites. This study presents the first case of the software being applied to an interplanetary spacecraft. Various features of the software are reorganized or newly developed for the orbit determination in this study as follows.

Improvement to use SPICE kernel format data in c5++

SPICE is a framework used for handling ancillary space science data and has been developed by the Navigation Ancillary Information Facility of the Jet Propulsion Laboratory (Acton 1996; Acton et al. 2018). In the Hayabusa2 project, the auxiliary data of the spacecraft, such as attitude and clock, are released in the SPICE kernel format as well as the physical parameters and ephemeris of Ryugu and other bodies. We are required to implement the transformations of various reference frames and, therefore, extend c5++ such that it can use the data of the SPICE kernel format.

Development of a function for analyzing LIDAR data

LIDAR range data ($\rho_{\text{LIDAR}}$) is the observed value of the distance between the Hayabusa2 spacecraft and the surface of Ryugu. For the orbit determination, it is necessary to compute the corresponding range value in the software. The range $\rho_c$ is given by the following equation:

$$\rho_c = |\mathbf{x} - \mathbf{x}_0| = \sqrt{(x - x_0)^2 + (y - y_0)^2 + (z - z_0)^2}, \quad (1)$$

where $\mathbf{x} (x, y, z)$ is a position vector of the Hayabusa2 spacecraft at laser emission time. $\mathbf{x}_0 (x_0, y_0, z_0)$ is a position vector of the footprint of the LIDAR laser beam on the surface of Ryugu. $\mathbf{x}_0$ is determined by applying corrections of change of the Ryugu position as seen by the spacecraft and rotation of Ryugu during the travel time of the light. The origin of these vectors is set to the center of Ryugu.

In principle, a footprint position can be calculated as the interception of a LIDAR laser beam and the surface of Ryugu. However, especially at the initial stage of the orbit determination, the footprint calculated using such a method may depart from the actual footprint because there exists a large uncertainty in the spacecraft position. In order to derive a more realistic footprint position, in c5++, the method applied by Matsumoto et al. (2020) is integrated into the footprint estimation procedure.

The footprint is re-estimated using the improved orbit obtained at each iteration step, and we obtain the final solution after two to three iterations.

Development of a function for analyzing the centroid coordinate in the AIT data

A centroid coordinate $\mathbf{X}_{\text{ONC}}$ ($X_{\text{ONC}}, Y_{\text{ONC}}$) (refer to “Image tracking data” section) and the focal length of the ONC-W1 camera $r_f$ are represented using a spacecraft-fixed centroid direction vector at the focal point $\mathbf{x}_{\text{ONC}}$ ($x_{\text{ONC}}, y_{\text{ONC}}, z_{\text{ONC}}$), as presented in the following equations:

$$\begin{align*}
X_{\text{ONC}} &= \frac{x_{\text{ONC}}}{y_{\text{ONC}}}, \\
Y_{\text{ONC}} &= \frac{y_{\text{ONC}}}{y_{\text{shift}},} \\
r_f &= \sqrt{x_{\text{ONC}}^2 + y_{\text{ONC}}^2 + z_{\text{ONC}}^2} \quad (2)
\end{align*}$$

where $X_{\text{pix}}$ ($X_{\text{pix}}, Y_{\text{pix}}$) is the pixel size of the ONC-W1 camera, and $X_{\text{shift}}, Y_{\text{shift}}$ is a shift value of the defined origin of the ONC-W1 coordinate from the center of the image. In Eq. (2), the known parameters are $X_{\text{pix}}, Y_{\text{pix}}$ and $r_f$. For $X_{\text{pix}}$ and $Y_{\text{pix}}$, we use in-flight calibrated values obtained by Suzuki et al. (2018) and Tatsumi et al. (2019). The value of $X_{\text{shift}}$ is $(-256, -256)$ since the pixel values of $X_{\text{ONC}}$ start from the upper left corner of the $512 \times 512$-pixel array, not from the center.

We derive $x_{\text{ONC}}$ from each $X_{\text{ONC}}$ observation using Eq. (2) and then convert it into a centroid direction vector in the spacecraft-centered inertial frame $x_{\text{ONC}}$ by multiplying a coordinate transformation matrix. Finally, right ascension $\alpha_{\text{ONC}}$ and declination $\delta_{\text{ONC}}$ of the centroid direction in the spacecraft-centered inertial frame, which are the observation values input into c5++, are derived from $x_{\text{ONC}}$ using the following equations:

$$\begin{align*}
\alpha_{\text{ONC}} &= \tan^{-1} \frac{x_{\text{ONC}}}{y_{\text{ONC}}} \\
\delta_{\text{ONC}} &= \cos^{-1} \frac{z_{\text{ONC}}}{r_f} \cos \alpha_{\text{ONC}} \quad (3)
\end{align*}$$

The corresponding computed right ascension $\alpha_c$ and declination $\delta_c$ of the centroid direction in the spacecraft-centered inertial frame are derived as follows. We define $\mathbf{X}_v$ ($X_v, Y_v$) as a coordinate of a projection of each vertex of the Ryugu shape model onto the image plane as obtained from ONC-W1. Furthermore, the following two inner products are introduced: $\beta$ is an inner product of a vector from the center of Ryugu to a vertex and a vector from the spacecraft to the vertex, and $\gamma$ is an inner product of a vector from the center of Ryugu to a vertex and a vector from the Sun to the vertex. For a vertex to be photographed by ONC-W1, the following three conditions should be satisfied: (1) the projected vertex coordinate should be in the field of view of ONC-W1, i.e., $0 \leq X_v \leq 512$, and $0 \leq Y_v \leq 512$; (2) the vertex should be visible
from ONC-W1, i.e., $\beta \leq 0$; and (3) the vertex should be illuminated by the Sun, i.e., $\gamma \leq 0$. We check these conditions for all the vertices of the shape model of Ryugu at each time of obtaining the AIT observations and obtain the projected image coordinates $X_v$ of the vertexes that could be photographed by ONC-W1.

In a real ONC-W1 image, the distortion in the peripheral areas of the field of view was non-negligible. Suzuki et al. (2018) presented an equation for converting a distorted image into a non-distorted image. In our study, the inverse transformation equation, i.e., the equation that provides a distorted image from a non-distorted image, is required. We prepare the inverse transformation equation in the same manner as that of the transformation equation presented by Suzuki et al. (2018). The coefficients in the equation are estimated via the LSM and using distorted and non-distorted test data bases on the study of Suzuki et al. (2018). The maximum error of the conversion is 0.5 pixels. Using the inverse transformation equation, we reproduce a distorted ONC-W1 image coordinate $X_v'$ from the non-distorted one $X_v$. Finally, all $X_v'$ are stored in $512 \times 512$ pixel bins to obtain data of the same resolution as that of the observed AIT. The computed centroid coordinate $X_c$ is derived as follows:

$$X_c = \frac{1}{512 \times 512} \sum_{i=1}^{512} \sum_{j=1}^{512} a_{ij} X_{ij}$$

where $X_{ij}$ is the center coordinate of each bin of the pixel. $a_{ij}$ is an index that indicates whether the pixel is illuminated; $a_{ij}=1$ if the pixel is illuminated, and $a_{ij}=0$ otherwise. For each bin, the average value of $\gamma$ of all of the contained vertexes is calculated. If this average value is $-0.5$ or less, we assume that the pixel is illuminated and set $a_{ij}$ as 1; otherwise $a_{ij}$ is set as 0. Before $X_c$ is fed into $c5++$, it is converted to computed right ascension $\alpha_c$ and declination $\delta_c$ as the same way of observed values.

**Development of a function for analyzing the number of pixels in the AIT data**

$A_{ONC}$ in “Image tracking data” section reflects the size of Ryugu as observed from ONC-W1 and can be used to approximate the distance between the center of Ryugu and Hayabusa2 ($d_{ONC}$), although it is only valid when the whole of Ryugu is captured within the field of view of ONC-W1; all the arcs used in this study satisfied this condition.

We obtain $d_{ONC}$ from $A_{ONC}$ using the following equation:

$$d_{ONC} = CA_{ONC}^{-n}$$

where $C$ and $n$ are constants, the values of which depend on the conditions of illumination and rotation of Ryugu at the observed time. For example, in the case of arc No. 3 in Table 1, $C=339043$ [m pixel$^{-1}$], and $n=0.59$. $C$ and $n$ are derived by fitting a power function to the model of the $d_{ONC}$—$A_{ONC}$ plot, which is derived from a calculation that comprises the use of a shape model of Ryugu. Furthermore, the computed distance $d_c$ between the center of Ryugu and Hayabusa2 is calculated based on the spacecraft position and Ryugu’s ephemeris in $c5++$.

**Force models**

The motion of Hayabusa2 that is disturbed by various perturbing forces is described in the Ryugu-centered reference frame in this study. Figure 3 shows the magnitude of the accelerations caused by several significant forces. The altitudes of the arcs used in this study range

---

**Fig. 3** Change in the magnitude of various perturbing forces affecting Hayabusa2 as a function of the distance from the center of Ryugu
from 0.849 to 20.2 km (Table 1). At the altitude of the HP (20 km), the SRP force causes the most significant acceleration. The accelerations caused by the GM force of Ryugu gradually increase as the altitude decreases and become the dominant acceleration at altitudes less than 16.5 km. The effects of the GM and SRP forces are particularly significant as perturbing forces for the arcs we used, and precise modeling of these forces is essential for improving the precision of orbit determination. Thus, we estimate the GM of Ryugu and a correction factor for the Hayabusa2 SRP model.

The GM of Ryugu is initially set as 30.0 m³/s² based on the study conducted by Watanabe et al. (2019). This value is estimated and updated in the orbit-determination process. For the calculation of the SRP force, the spacecraft mass is required because the magnitude of the SRP force is inversely proportional to the spacecraft mass. The spacecraft mass is constantly losing mass while it is in orbit. During the 8-month period considered in this study (Table 1), Hayabusa2 executed various events, and its mass decreased owing to its fuel consumption and the release of payloads. Therefore, we use the realistic spacecraft-mass-change data, as mentioned in “Ancillary data” section for obtaining an accurate estimation of the SRP force. In the case of this study, mass decrease due to fuel consumption within each arc is slight. However, after some events, most notably, the operations of Minerva-II1 rover and MASCOT lander releases performed on September 20–21 and October 2–4 2018, respectively, the spacecraft significantly loses the mass.

Models of the spacecraft shape and surface reflectivity are also required for the SRP-force calculation. As an initial Hayabusa2 shape model, we use a model comprising two solar panels and one cube spacecraft of dimensions $4.23 \times 1.36$ m² and $1.00 \times 1.60 \times 1.25$ m³, respectively. The initial specular and diffuse reflectivity are set as 0.01 and 0.08 for the solar panels (Ono et al. 2016) and 0.375 and 0.255 for the cube spacecraft (typical values for general spacecraft), respectively. The SRP force is initially calculated using the aforementioned simple spacecraft shape and reflectivity models, the mass-change data and the incidence angle on each panel of the spacecraft shape model, which is obtained from the position of the Sun with respect to the spacecraft and the attitude data, and updated by estimating a correction coefficient in the orbit determination.

As shown in Fig. 3, the accelerations due to other perturbing forces are not as significant as the ones due to the GM of Ryugu and the SRP forces. In the Ryugu-centered reference frame, the acceleration from the Sun represents the most significant third-body perturbation. At the HP it is approximately two orders of magnitude smaller than the acceleration resulting from SRP and decreases as the altitude decreases. Accelerations caused by the $C_{20}$ and $C_{40}$ terms of Ryugu’s gravity field, which are the second- and third-largest gravity-field terms after GM, increase as the altitude decreases, although they are one-to-three orders of magnitude smaller than the GM acceleration even below an altitude of 1 km. We consider these forces as perturbing forces in the orbit integration, but did not estimate the related parameters. The three-body forces from the Sun and other solar system planets and higher terms of the gravity field of Ryugu up to degree and order 10 are considered in the orbit integration. The Sun, planetary, and Ryugu ephemerides used for the calculation of the three-body forces are presented in “Shape model and rotation parameters of Ryugu, and ephemerides of Sun, planets, and Ryugu” section. The model of the higher degree and order of the Ryugu gravity field are obtained from the spherical harmonic expansion of the shape model based on the assumption of the globally constant density of 1.19 g/cm³ (Watanabe et al. 2019) and shown in Additional file 1: Table S1.

Shape model and rotation parameters of Ryugu, and ephemerides of Sun, planets, and Ryugu

We use Ryugu’s shape model of the version SHAPE_SPC_3M_v20181109, an updated version of the model SHAPE_SPC_3M_v20180829 developed by Watanabe et al. (2019). This model comprises 3,145,728 facets and 1,579,014 vertexes. The model was developed with the stereo-photo-clinometric (SPC) technique using hundreds of images. To estimate the error magnitudes of the SPC model, Watanabe et al. (2019) compared the topographic cross sections derived from the shape model and LIDAR measurements at some of the selected boulders and reported that the observed differences were less than 2 m.

The orientation parameters of Ryugu, which is required for the coordinate transformation between Ryugu-fixed and inertial frames, were also determined as by-products of the shape model production, and we used them. The ecliptic longitude and latitude of the pole direction are $179.3^\circ$ and $-87.44^\circ$, respectively, and the rotation period is $7.63262 \pm 0.00002$ h. The Sun and planet positions and velocities are derived from DE430 ephemerides provided by JPL (Folkner et al. 2014), and the ones of Ryugu are obtained from the Ryugu ephemeris provided by JAXA (see “Shape model and rotation parameters of Ryugu, and ephemerides of Sun, planets, and Ryugu” section).

Orbit determination

We estimate the initial state vector of each arc, which is an arc-specific parameter, the GM of Ryugu and the coefficient of the Hayabusa2 SRP model, which are global parameters and common to all the arcs. In the real
situation, it is empirically known that an SRP coefficient temporally changes the value by other unmodelled factors, as will be discussed in “Estimation of the correction factor of the Hayabusa2 SRP model” section. However, we do not incorporate these multiple factors into the SRP model as additional model parameters because the estimation becomes more unstable. As another approach, it is also possible to estimate the SRP coefficient of each arc as an arc-specific parameter. However, in that case, separation of the effects of GM and SRP forces by using different altitude arcs could be achieved insufficiently, and the uncertainties of the estimated parameters could become larger. Therefore, in this study, the SRP coefficient is estimated as one of the global parameters. We first perform orbit determination for each arc with global parameters fixed and obtain the improved arc-specific parameters. Subsequently, using the improved arc-specific parameters as the initial parameter values, orbit determination is performed again to estimate the global parameters (and further improved arc-specific parameters). Such a two-step approach is practical for realizing the fast convergence of the solution, in the case that the error of the initial arc-specific parameters is much greater than that of the initial global parameters.

Figure 4 shows the overview of the orbit determination in this study.

In C5++, (1) the orbit of each arc is first generated using force models. As the starting value of the initial state vector of each arc, we use that of the MCMC orbit in the solution of Matsumoto et al. (2020). The initial value of the GM of Ryugu is set as 30.0 m³/s², as mentioned in “Force models” section. The SRP coefficient is initially set as 1.0. The computed observables (LIDAR range, centroid direction, and/or distance between the center of Ryugu and the spacecraft) for each observed time are then obtained from the generated orbit. In order to derive the computed LIDAR range value in this orbit determination process, the coordinates of the LIDAR footprint are required in addition to the spacecraft position, as shown in Eq. (1). In principle, the footprint can be estimated from the spacecraft position and attitude information. However, in this method, especially at the initial stage of iterations, such a footprint estimation provides an inaccurate value because of the significantly inaccurate orbit. As a more reasonable footprint coordinate, we use the LIDAR footprint coordinates generated using the MCMC method in the process of trajectory estimation presented by Matsumoto et al. (2020). The footprint coordinates are obtained in the process of estimating the MCMC orbit such that the topography obtained from the shape model and the LIDAR observation data are geometrically consistent.
Then, (2) the unknown parameters are estimated using the LSM, in order to minimize the difference between the observed and computed observables. In the LSM, the LIDAR footprints are fixed and not estimated. We introduce the weight $w$ of $\rho_{\text{LIDAR}}$, $X_{\text{ONC}}$, or $A_{\text{ONC}}$ for the LSM as follows:

$$w = \frac{1}{\varepsilon^2}$$

(6)

where $\varepsilon$ is the error in the observation. The errors of $\rho_{\text{LIDAR}}$ and $X_{\text{ONC}}$ were assumed to be 1.5 m and 0.1°, respectively. The error in $A_{\text{ONC}}$ is given as an apparent angle of view of the Ryugu body as observed from Hayabusa2, which is assumed to be 2.0°. It is converted in c5++ into the error in the distance to make it consistent with $d_{\text{ONC}}$.

(3) The estimated values of the initial state vectors, the $GM$ of Ryugu, and the SRP coefficient derived based on the LSM are improved by some iterations (the shaded part in Fig. 4).

(4) The updated orbit is generated from these estimated parameters.

(5) Using the updated orbit as a new initial input orbit, the LIDAR footprint coordinates and spacecraft positions are re-estimated using the MCMC method and used for the LIDAR range calculation in the next iteration step. The iterations outside the shaded part in Fig. 4 are repeated 2–3 times to obtain the final estimated values of the initial state vectors, the $GM$ of Ryugu and the SRP coefficient.

Results and discussion

Orbit determination using LIDAR and AIT data sets

As mentioned in “Introduction” section, the Hayabusa2 orbit can be determined by radiometric observation from the Earth. In general, the precision of radiometric sciences is about 0.03 mm/s for 60 s integration time, 1–2 m and 2.5 nrad for Doppler, range and DDOR observations, respectively (Turyshhev 2011). 2.5 nrad corresponds to about 600 to 750 m at the surface of Ryugu, as Hayabusa2 is about 250 to 300 million km away from the earth during the rendezvous phase with Ryugu. Considering that the mean diameter of Ryugu is about 900 m, it is difficult to obtain local positions on the surface of Ryugu by only using this orbital information. Thus, orbit determination with respect to Ryugu is desired.

We first perform orbit determination using the LIDAR range data only. In the case of an orbiter of a body, an initial state vector (three-dimensional initial position and velocity vectors) of the spacecraft can be determined from the range data by using LSM, if the number of range observations is sufficiently large. However, as mentioned in “Hayabusa2 orbit and selection of arcs” section, Hayabusa2 does not orbit Ryugu, but hovered above it. This means that Hayabusa2 does not move actively with respect to Ryugu, and thus, a separation of the three direction components (line-of-sight direction of the range observation and the other two orthogonal directions) is insufficient for stable orbit determination. In particular, the correlation between the two directions orthogonal to the ranging direction is significantly high. Thus, a three-dimensional solution cannot be obtained. If strong constraints are provided for the other two directions, we can obtain the radial components of the state vector, which correspond to the direction of LIDAR range observation. However, in this case, the other two components are hardly improved because of the strong constraints.

Next, orbit determination is performed using only AIT data. As stated in “Image tracking data” section, the AIT data include $A_{\text{ONC}}$ and $X_{\text{ONC}}$, which can be converted into the distance between the center of Ryugu and Hayabusa2, and the right ascension and declination angles of the centroid direction in the spacecraft-centered inertial frame, respectively. By using these observation values corresponding to the radial directions and the other two directions orthogonal to it, it is possible to obtain all of the six components of the initial state vector stably. Figure 5a shows the error ellipsoid derived from the solution covariance matrix. The case of the orbit determination of arc No. 3 is presented as an example. The root-mean-squares of the residual of the observed minus computed ((O – C) RMS) values of the distance between the center of Ryugu and Hayabusa2 and the centroid direction are 29.4 m and 0.0333°, respectively. As shown in Fig. 5a, in this approach, the error of the obtained solution is significantly greater in the ranging direction than that in the other two directions orthogonal to it. The AIT data are based on the two-dimensional camera image data, which has less sensitivity in the radial direction. Furthermore, the observed value of $A_{\text{ONC}}$ is provided as an integer value. As a result, the resolution of $d_{\text{ONC}}$ is insufficient for representing a small change in the distance.

To compensate for defects in the two approaches above, we finally perform orbit determination using the LIDAR data and $X_{\text{ONC}}$ of the AIT data. The solution can be solved stably because the observed data corresponding to the three directions are available. Furthermore, by replacing $A_{\text{ONC}}$ of the AIT data with the LIDAR range data, the accuracy in the radial direction is significantly improved, as shown in Fig. 5a and b. The (O – C) RMSs of the range and centroid direction are 2.34 m and 0.0329°, respectively, for arc No. 3.
Estimation of LIDAR footprint using MCMC method

In the case of the range observation from ground stations, such as SLR, the ground station coordinates can be estimated as one of the global parameters in orbit determination by using LSM. Such an estimation is only possible when there are multiple range observations for each ground station. In contrast, in the case of the Hayabusa2 LIDAR, in principle, the footprint coordinates can be derived if the spacecraft position and attitude are known for each observation time. However, in actuality, it is impossible to obtain precise footprint coordinates using such a method if inaccurate spacecraft orbit data is used. Furthermore, in contrast to SLR, there is only one range observation corresponding to each footprint, and thus, the LSM approach cannot be used for the footprint coordinate estimation. Therefore, as shown in Fig. 4, we do not estimate footprint coordinates as one of the estimated parameters of the LSM, but leave it to MCMC method outside the LSM. This approach is useful for realizing quick convergence of the solution as compared to that in the case of the direct footprint calculation from the updated orbit and attitude data. The updated orbit determined using the LSM is based on the footprints obtained by MCMC method in the initial/previous iteration step. If there exists a significant error in the footprints, the updated orbit is not always closer to the correct solution than that before the update. As a result, the direct footprint calculation from the updated orbit and attitude data requires a number of iterations to provide the final converged solution, and it sometimes diverges during the iteration. In contrast, only a few iterations are required to obtain converged footprints in the case of the footprint estimation using the MCMC method. The iteration is stopped when the differences between footprints estimated using the MCMC method and those calculated using the orbit and attitude data are small. Figure 6a shows the residuals of the observed LIDAR range of arc No. 3 and the corresponding computed range obtained from the finally determined footprint and the spacecraft orbit, after removing the long-wavelength variation by fitting quartic equations. On removing the long wavelength components, the small variations become more significant. The small variations correspond inversely to the surface fluctuation of the topography. Figure 6b shows the difference between the observed and computed ranges and Fig. 6c shows the difference between the observed and computed centroid directions, respectively.

Estimation of the correction factor of the Hayabusa2 SRP model

In some cases of Earth-orbiting geodetic satellites, the surface area and surface reflection characteristics of the spacecraft are examined before the launch for precise modeling of the SRP force for highly precise applications. However, generally such a model is not constructed. In the case of Hayabusa2, a generalized sail dynamics model was developed by Ono et al. (2016) in order to model the transitional and rotational motion of the spacecraft induced by the SRP force. In this study, we consider a
simple SRP model, as shown in “Force models” section, and estimate the correction factor as one of the global parameters of the orbit determination. This factor is a constant that corrects the errors of the surface area and surface reflection characteristics of the spacecraft.

As shown in Fig. 3, the magnitude of the accelerations on the spacecraft due to the SRP force and GM force of Ryugu exhibit different behaviors for the altitude change. The magnitude of the acceleration due to the GM force of Ryugu is inversely proportional to the square of the distance from Ryugu. In contrast, magnitude of the acceleration due to the SRP force does not depend on the distance from Ryugu. It depends on the solar incident angle to the spacecraft surface and the mass of the spacecraft. In this study, we use multiple arc data comprising different altitudes, as shown in Table 1. It is helpful to separate the effects of the two forces in the orbit determination and derive more plausible values of the two parameters, i.e., the GM of Ryugu and the correction factor of the Hayabusa2 SRP model. The obtained value of the correction factor is 1.13. In actuality, it is empirically known that an SRP coefficient is not constant and temporally varies due to various environmental factors (e.g., Hattori and Otsubo 2019). In the case of Hayabusa2, for example, the effect of variation of the temperature distribution of the spacecraft depending on which onboard instruments the
internal heater is assigned to for each phase, the effect of holes in the structure of the spacecraft, which are made after the release of payloads, and the effect of the secular degradation of the surface material are considered as some of the factors. Therefore, the SRP coefficient derived in this study is an average value for the 14 arcs. In the real situation, the SRP coefficient is not a fixed value, but temporally variable. We estimate the SRP coefficient for each of the 14 arcs by fixing the GM of Ryugu to the value shown in “Estimation of the GM value of Ryugu” section. The results (Table 2) show that the range of the variation is ±0.16.

**Estimation of the GM value of Ryugu**

Watanabe et al. (2019) estimated the GM in their orbit determination. The estimated GM value is 30.0 ± 0.4 m/s². As mentioned in “Introduction” section, the time-series data of ONC image landmark coordinates (i.e., GCP-NAV) is involved in this determination. It is useful to fix the relative position of Hayabusa2 at each time with respect to the feature points on the surface of Ryugu. The GCP-NAV has the advantages of high spatial resolution (1024 × 1024) and small uncertainties in the intercept coordinates of the line-of-sight direction of ONC and Ryugu’s surface. Thus, a precise orbit determination is expected, especially in the two directions orthogonal to the ranging directions. However, the availability of GCP-NAV data is limited mainly to the arcs for special operations. In this study, we use multiple arcs with different altitudes for obtaining a precise estimation of the correction factor of the SRP model. The majority of these arcs used in this study are not the arcs of a special operation period when GCP-NAV data are available. We only use the AIT and LIDAR data and do not use the GCP-NAV data. We estimate the coefficient of the LIDAR footprint on the surface of Ryugu at each observation time by the MCMC method. As stated in “Estimation of LIDAR footprint using MCMC method” section, although several iterations are required to obtain a plausible footprint coordinate by the method, our approach is useful to fix the relative position of Hayabusa2 with respect to a footprint point on the surface of Ryugu at each time. Thus, our approach enables precise orbit determination even for the arcs where GCP-NAV is unavailable.

The estimated GM value of Ryugu in our study is 29.8 ± 0.3 m/s², which is consistent with the one presented by Watanabe et al. (2019). The uncertainty of the estimated value is caused by the uncertainty of the SRP coefficient (see “Estimation of the correction factor of the Hayabusa2 SRP model” section). The density calculated using the GM and the volume of the used shape model (0.379 km³) is 1.18 g/cm³. We also estimate the GM using only the descending (arc No. 3) or ascending arc (arc No. 4) of the gravity measurement operation by fixing the SRP coefficient to 1.13. These two arcs contribute most to the determination of the GM because of the low altitude. The results are 29.79 m³/s² and 29.84 m³/s² for the descending and ascending arcs, respectively.

**Table 2 Correction factor of the solar radiation pressure (SRP) model with respect to our initial SRP model for each of the 14 arcs estimated by fixing GM of Ryugu to 29.8 m³/s²**

| Arc no. | Correction factor of SRP model |
|--------|--------------------------------|
| 1      | 1.19                           |
| 2      | 0.93                           |
| 3      | 1.14                           |
| 4      | 1.24                           |
| 5      | 1.15                           |
| 6      | 1.10                           |
| 7      | 1.06                           |
| 8      | 1.11                           |
| 9      | 1.13                           |
| 10     | 1.12                           |
| 11     | 1.09                           |
| 12     | 1.17                           |
| 13     | 1.17                           |
| 14     | 1.20                           |

**Comparison of the determined orbit with MCMC orbit**

The initial state vector of each arc is finally estimated using the correction factor of the SRP model and the GM of Ryugu determined in “Estimation of the correction factor of the Hayabusa2 SRP model” section. Table 3 shows the (O − C) RMSs of the range and centroid direction, respectively. The (O − C) RMSs derived from the corresponding MCMC orbits are also presented for the purpose of comparison. The averaged (O − C) RMSs of range and centroid direction for the 14 arcs are 1.95 m and 0.143° for the MCMC orbits, while 1.44 m and 0.0231° for the orbits determined in this study, respectively.

The uncertainty of attitude data limits the precision of orbit determination. As stated in “Ancillary data” section, the nominal precision of attitude data is better than 0.03°. The effect of attitude uncertainty on the MCMC orbit determination is relatively small because the footprint size of LIDAR is 0.086°, which is larger than attitude uncertainty. On the other hand, as shown in Additional file 2: Table S2, the X_ONC is given in units of pixels with better precision than four decimal places. Since 1 pixel of the X_ONC data corresponds to 0.13616° (see “Image
Table 3 Root mean squares (RMS) of the difference between the observed (O) and computed (C) ranges and the centroid directions for each arc shown in Table 1

| Arc no. | RMS of (O − C) range (m) | RMS of (O − C) centroid direction (°) |
|---------|--------------------------|--------------------------------------|
|         | MCMC orbit | This study | MCMC orbit | This study |
| 1       | 0.927       | 1.23       | 0.145       | 0.0265     |
| 2       | 1.05        | 1.07       | 0.152       | 0.0307     |
| 3       | 3.60        | 1.32       | 0.142       | 0.0286     |
| 4       | 3.29        | 1.09       | 0.377       | 0.0339     |
| 5       | 1.52        | 1.30       | 0.121       | 0.0258     |
| 6       | 2.89        | 1.60       | 0.102       | 0.0225     |
| 7       | 2.30        | 1.88       | 0.104       | 0.0227     |
| 8       | 1.20        | 1.55       | 0.124       | 0.0239     |
| 9       | 1.87        | 1.26       | 0.0706      | 0.0237     |
| 10      | 2.86        | 1.89       | 0.110       | 0.0185     |
| 11      | 1.50        | 1.65       | 0.104       | 0.0157     |
| 12      | 1.26        | 1.28       | 0.168       | 0.0163     |
| 13      | 1.62        | 1.55       | 0.151       | 0.0192     |
| 14      | 1.42        | 1.52       | 0.135       | 0.0160     |

Computed ranges and centroid directions were derived from the MCMC orbit presented by Matsumoto et al. (2020) and the orbit of this study.

tracking data” section), the precision corresponds to better than $1.3616 \times 10^{-5}$, which is much smaller than the uncertainty of attitude data. Thus, in the orbit determination in this study, the uncertainty of the attitude is one of the factors which limits the orbit precision of the direction perpendicular to LIDAR-beam direction. From another point of view, in principle, there is a way to adjust pointing from the image data, since the precision of the data is better than the attitude knowledge. This could also help improve attitude knowledge of the spacecraft.

The error in the shape model is also a factor to limit the precision of orbit determination. The shape model in this study consists of about 3 million facets and the surface area of each of the facets is less than 1 m² on average. Topographic features smaller than each facet are not represented in the model. However, this effect on the orbit determination in the LIDAR-beam direction is small because the surface LIDAR footprint size is about 30 m in diameter when the spacecraft altitude is 20 km, which is larger than the mean facet area of the model. The finite number of facets and vertexes of the shape model also affects the calculation of the computed centroid coordinates (see “Software” section, which is calculated based on the projection of the shape model on the image plane, although the magnitude of the error cannot be estimated.

There are two essential differences between the orbit determination in this study and that performed by Matsumoto et al. (2020). The first is that our orbit is not determined geometrically but dynamically. Therefore, we can estimate all the six components of the initial state vector (three-dimensional position and velocity components) for each arc, and also GM of Ryugu and the correction factor of the SRP model, while only the position coordinates for each LIDAR observation time can be estimated using the method of Matsumoto et al. (2020).

The second difference between our method and that of Matsumoto et al. (2020) is that we used AIT data for the orbit determination in addition to the LIDAR data. As shown in Table 3, the (O − C) RMS of the centroid direction obtained in our study is improved by approximately one order of magnitude as compared to that of the MCMC orbit. This means that the orbit is largely improved in the two directions orthogonal to the ranging direction. As a result, the footprint coordinates of the range observation obtained using the two methods exhibit a difference. The magnitude of this discrepancy depends on the arc (Fig. 7). Despite the large change in the footprint coordinates, the (O − C) RMSs of the range are of almost the same order of magnitude in the two methods, and in the case of some arcs, our result was worse than that of the MCMC orbit. The results show that there are multiple similar topographic profiles that fit well geometrically with the LIDAR-range variation of each arc and it is difficult to determine a unique trajectory if only LIDAR data is used. Figure 8 shows the topographic profiles of the Ryugu shape model along with the LIDAR footprints derived from our estimated orbit and the MCMC orbit. For example, the figure of arc No. 1 shows that the two profiles are very similar, although the geographical latitude and longitude of the footprints are different from each other, as shown in Fig. 7. The introduction of the AIT data helped to decrease the uncertainty of geometric LIDAR data fitting by providing the observations of the two directions orthogonal to the ranging directions. However, it should be noted that, even in our estimation, the MCMC method of Matsumoto et al. (2020) is used to estimate and improve the footprint coordinates in each iteration step, as stated in “Estimation of LIDAR footprint using MCMC method” section. This is useful for realizing a quick convergence of the solution for the orbit determination.

In the study of Matsumoto et al. (2020) and this study, the same attitude data are used. Therefore, the footprint discrepancies between the two methods shown in Fig. 7 directly correspond to the latitudinal and longitudinal differences of the orbits. The error in the latitudinal direction of the orbit has a greater effect on the estimation of Ryugu’s GM than that of the longitudinal direction. The 0-order term of the gravity force is expressed as $GM/r^2$, where $r$ is the distance between Ryugu’s center and the spacecraft. As the shape of Ryugu is not a sphere...
Fig. 7 Comparison of computed LIDAR footprint coordinates derived using the MCMC method presented by Matsumoto et al. (2020) (red) and this study (blue). The hourly footprint position is indicated by a dot representing the longitudinal position differences. The background shows the topographic height of the Ryugu shape model measured from the center of Ryugu.
but a spin-top shape, the displacement of the orbit in the latitudinal direction is directly linked to the difference in $r$, which results in a change in the value of the gravity force. Therefore, the introduction of the AIT data is also important from the viewpoint of $GM$ estimation.

**Conclusion**

The MCMC orbits determined by Matsumoto et al. (2020) are improved to dynamically estimated precise ones by using the AIT data as well as LIDAR range data. By dynamic orbit determination, we are able to solve all six components of the initial state vector of each arc. The $(O - C)$ RMSs of the LIDAR range and the centroid direction are $1.36$ m and $0.0270^\circ$ on average for all the arcs. By using the AIT data, we can correct the mis-fit of LIDAR range data to geometrically similar topography caused in the MCMC orbit determination. Thus, the AIT data contributes significantly to the improvement of the MCMC-orbit error by providing information regarding the directions orthogonal to the ranging

![Fig. 8 Topographic profiles of the Ryugu shape model along with the LIDAR footprints of the MCMC orbit presented by Matsumoto et al. (2020) (red) and our determined orbit (blue)](image-url)
direction. By dynamic approach, we can also estimate the GM of Ryugu and a correction factor of the Hayabusa2 SRP model in order to obtain a more precise orbit. The estimated value of the correction factor of the SRP model is 1.13 ± 0.16 with respect to our initial SRP model. The GM of Ryugu obtained in this study is 29.8 ± 0.3 m³/s². This value is consistent with the results of Watanabe et al. (2019) estimated using a different method and software. We do not use GCP-NAV data, which is available for limited number of arcs. For example, when Hayabusa2 is hovering at the HP during several arcs at altitudes of about 20 km shown in Table 1 (arc No. 7, 10, 11, 12, 13 and 14), GCP-NAV navigation is not performed. Our orbit-determination method is applicable not only to special operation arcs, but also to such non-special arcs.

Our approach provides added values, for example, to the orbit determination of the following cases:

1. A case that it is difficult to separate each of three direction components of the orbit. More concretely, a case when the spacecraft does not actively move with respect to the target body, such as rendezvous.

2. A case that orbit determination is required to use many arc data including not only special operation arcs, but also non-special arcs. For example, a case of estimating long-period variable components of the orientation parameters of the target body.

3. A case that it is required to map remote-sensing data even outside of the special operation periods.

Thus, our method will be useful not only for Hayabusa2 mission, but also for future small body missions as one of the methods to obtain a precise orbit.
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Additional file 1: Table S1. Fully normalized spherical harmonic coefficients of the gravity field model of Ryugu up to degree and order 10 obtained from the shape model SHAPE_SPC_3M_v20181109 based on the assumption of the globally constant density.
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