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Abstract—Multi-user multiple-input multiple-output (MU-MIMO) systems can be used to meet high throughput requirements of 5G and beyond networks. A base station serves many users in an uplink MU-MIMO system, leading to a substantial multi-user interference (MUI). Designing a high-performance detector for dealing with a strong MUI is challenging. This paper analyses the performance degradation caused by the posterior distribution approximation used in the state-of-the-art message passing (MP) detectors in the presence of high MUI. We develop a graph neural network based framework to fine-tune the MP detectors’ cavity distributions and thus improve the posterior distribution approximation in the MP detectors. We then propose two novel neural network based detectors which rely on the expectation propagation (EP) and Bayesian parallel interference cancellation (BPIC), referred to as the GEPNet and GPICNet detectors, respectively. The GEPNet detector maximizes detection performance, while GPICNet detector balances the performance and complexity. We provide proof of the permutation equivariance property, allowing the detectors to be trained only once, even in the systems with dynamic changes of the number of users. The simulation results show that the proposed GEPNet detector performance approaches maximum likelihood performance in various configurations and GPICNet detector doubles the multiplexing gain of BPIC detector.
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I. INTRODUCTION

MULTIUSER multiple-input multiple-output (MU-MIMO) technique is one of the key technologies to enable a high throughput in 5G and beyond networks [2], [3]. The usage of a high number of multiple transmit and receive antennas ensures a high spectral efficiency [4], [5], and therefore a high throughput. One of the challenging problems in uplink MU-MIMO systems is to design a practical base station detector that can achieve a high reliability performance in the presence of a strong multi-user interference (MUI). The MUI is caused by multiple user antennas simultaneously sending information to multiple base station antennas. The state-of-the-art practical high performance MU-MIMO detectors can be classified into three categories [6]: the linear, non-linear, and neural network (NN) based detectors.

The linear detectors (e.g., minimum-mean-square-error (MMSE) detector) are attractive due to their low complexity, however, their performance is far from the near maximum likelihood (ML) performance demonstrated by the sphere decoding [7]–[9], whose usage is restricted to the systems with a small number of users due to the computational complexity issue. The non-linear detectors can be classified as interference cancellation (IC), tree search and message passing (MP) detectors [6]. The MP detectors [10]–[13] can achieve an excellent performance with a reasonable complexity. They use Gaussian distributions to approximate the posterior probability distribution of the transmitted symbols conditioned on the received signal. For simplicity, the latter distribution is further referred to as the posterior distribution. The performance of these detectors was shown to degrade away from the ML performance in the presence of ill-conditioned channel matrices and/or when the number of user transmit antennas (users) is equal to the number of the base station receive antennas. The latter case is referred to as a high MUI scenario. For instance, the approximate message passing (AMP) [10] and the Bayesian parallel interference cancellation (BPIC) [14] detectors perform very poorly in the presence of ill-conditioned channel matrices and high MUI. The problem of ill-conditioned channel matrices has been partially resolved by the orthogonal AMP (OAMP) detector [12] that integrates the AMP with the linear MMSE filtering. The best MP detector, the expectation propagation (EP) detector [13], significantly outperforms the OAMP detector by introducing regularization parameters in the MMSE filter that are iteratively adjusted according to the channel matrix and MUI level. However, there is still a significant gap to the ML performance exceeding 2 dB at the symbol error rate (SER) of $10^{-4}$ for a $16 \times 16$ MU-MIMO configuration.

The NN based detectors have recently been proposed in [15]–[21] to address the performance limitation of the MP detectors in the case of ill-conditioned channel matrices and/or high MUI. This is done by unfolding the iteration process of the MP detectors into NN layers and optimizing NN parameters. For example, the OAMPNet detector [16], [17] combines the OAMP and NN to deal with the ill-conditioned
channel matrices. This results in a significant performance improvement compared to the conventional OAMP detector. Another example of an NN based detector is the high performance recurrent equivariant (RE)-MIMO detector \[20\]. The RE-MIMO detector unfolds the AMP detector and integrates it with a self-attention NN to significantly improve the performance of the conventional AMP detector. Unfortunately, the RE-MIMO requires a large number of NN parameters, which are difficult to optimize. Different from the RE-MIMO, the graph neural network (GNN) detector \[21\] is based on the belief propagation algorithm and utilizes a pair-wise Markov random field (MRF) model. The use of pair-wise model results in significant reduction of the number of NN parameters. Nevertheless, a significant performance gap remains between the state-of-the-art practical detectors and the ML detector in the presence of ill-conditioned channel matrices and/or high MUI. As will be shown in this paper, the gap is due to the inaccuracy of the Gaussian approximation of the posterior distribution in practical detectors. To the best of the authors’ knowledge, the inaccuracy of the Gaussian approximation in the state-of-the-art detectors has not been addressed in prior work.

In this paper, we first analyse the state-of-the-art MP detectors, specifically, the EP, OAMP and BPIC detectors, which use the posterior distribution approximation based on the independent Gaussian approximation and the Gaussian cavity distribution in the detection process. We show that the use of this posterior distribution approximation leads to the loss of some MUI information in these detectors, and therefore to a severe performance degradation in a high MUI scenario. Guided by this analysis, we propose a GNN based framework to improve the detection performance by fine-tuning the cavity distribution. Compared to the conventional Gaussian cavity function parameterized only by mean and variance, the GNN based framework incorporates additional parameters into the cavity function to capture the MUI information. The framework is first used to improve the posterior distribution approximation in the EP detector \[13\]. We refer to the newly developed detector as the graph EP network (GEPNet) detector. We then demonstrate how the proposed GNN-based framework can also be used to improve the recently proposed low-complexity BPIC detector \[14\]. We refer to this detector as graph parallel interference cancellation network (GPICNet) detector. The choice of the BPIC detector is motivated by its low computational complexity as it does not need to perform any matrix inversion operation in contrast to the EP detector. A mathematical proof of the permutution equivariance for both GEPNet and GPICNet detectors is then provided. The permutation equivariance paves a way to the robustness to the changes in the number of users, which allows the proposed detectors to be trained only once even in the systems with dynamic changes of the number of users. Simulation results show that the GEPNet detector is able to significantly outperform the EP \[13\], RE-MIMO \[20\], OAMPNet \[16\], GNN \[21\], OAMP \[12\], AMP \[10\], BPIC \[14\] detectors by more than 4 dB at the SER of $10^{-4}$ for 64 × 64 MU-MIMO configuration and achieve a near ML performance for various system configurations. The GPICNet detector substantially improves the performance and doubles the multiplexing gain of its predecessor BPIC detector.

The main contributions of this paper:

- We analyse the MP detectors by evaluating the accuracy of the joint posterior distribution approximation and investigating the connection between the accuracy of the posterior distribution approximation and the cavity distribution, used to calculate the symbol estimates in the MP detectors. We show that the state-of-the-art posterior distribution approximation is inaccurate in high MUI scenarios, which leads to inaccurate symbol estimates.
- We develop a GNN-based framework that can be used to improve the posterior distribution approximation by fine-tuning the cavity distributions in the MP detectors \[10\]–\[13\]. In contrast to \[21\], the proposed GNN-based framework is designed to allow processing of prior knowledge generated by the MP detectors.
- We propose two novel NN based detectors that use the developed GNN-based framework to improve the posterior distribution approximations in the EP and BPIC. The first detector, named GEPNet, is proposed to ensure an excellent detection performance, while the second detector, named GPICNet, is proposed to balance the performance and complexity, since it does not need to perform matrix inversion as opposed to the GEPNet detector.
- We show that it suffices to train the proposed detector only once with two different numbers of users by mathematically proving that the proposed detectors are equivariant to the user permutations and experimentally demonstrating that the proposed detectors are robust to the changes in the number of users. This is in contrast to the GNN \[21\] and OAMPNet \[16\], which need to be trained individually for each number of users according to \[16\], \[21\], and the RE-MIMO detector \[20\], which need to be trained with all possible numbers of users according to \[20\].

This paper is organized as follows. A system model for a MU-MIMO system is introduced in Section II. It is followed by a brief overview of the EP detector in Section III. The analysis of the posterior distribution approximation in the EP and other MP detectors is given in Section IV. In Section V, we present the proposed GNN-based framework with the GEPNet and GPICNet detectors, prove that the proposed detectors are permutation equivariant, and analyse the computational complexity of the MU-MIMO detectors. In Section VI, we discuss the training method and robustness of the proposed detectors. In Section VII, we show the simulation results. Finally, Section VIII concludes the paper.

**Notations:** $I_n$ denotes an identity matrix of size $n$. For any matrix $A$, the notations $A^T$ and $A^\dagger$ stand for transpose and pseudo-inverse of $A$, respectively. $\| \cdot \|$ denotes the Frobenius norm of a vector or a matrix. $q^*$ denotes the complex conjugate of a complex number $q$. Let $x = [x_1, \ldots, x_K]^T$ and $c = [c_1, \ldots, c_K]^T$. $E[x]$ is the mean of random vector $x$, and $\text{Var}[x] = E[(x - E[x])^2]$ is its variance. $N(x_k : c_k, \sigma_k)$ represents a single variate Gaussian distribution for...
a random variable $x_k$ with mean $c_k$ and variance $v_k$. $[K] = \{1, 2, \ldots, K\}$ is the set of all natural numbers up to $K$.

II. SYSTEM MODEL

We consider an MU-MIMO system used to transmit information streams generated by $N_t$ single-antenna users. The streams are received by a base station, which is equipped with $N_r \geq N_t$ antennas to simultaneously serve the users. The system is depicted in Fig. 1. User $k$ maps $\log_2(M)$ bits of its information stream $b_k$ to a symbol $\tilde{x}_k \in \Omega$ using a quadrature amplitude modulation (QAM) technique, where $\Omega = \{s_1, \ldots, s_M\}$ is a constellation set of $M$-QAM and $s_m$ is the $m$-th constellation point. The transmitted symbols are uniformly distributed, and the corresponding received signal is given by

$$\tilde{y} = \tilde{H}\tilde{x} + \tilde{n}, \tag{1}$$

where $\tilde{x} = [\tilde{x}_1, \ldots, \tilde{x}_{N_t}]^T$, $\tilde{y} = [\tilde{y}_1, \ldots, \tilde{y}_{N_r}]^T$, $\tilde{H} = [h_1, \ldots, h_{k}, \ldots, h_{N_r}] \in \mathbb{C}^{N_r \times N_t}$ is the coefficient matrix of complex memoryless Rayleigh fading channels between $N_t$ transmit and $N_r$ receive antennas, $h_k$ is the $k$-th column vector of matrix $\tilde{H}$ that denotes wireless channel coefficients between the receive antennas and the $k$-th transmit antenna, where each coefficient follows a Gaussian distribution with zero mean and variance of $1/N_r$, and $\tilde{n} \in \mathbb{C}^{N_r}$ denotes the additive white Gaussian noise (AWGN) with a zero mean and covariance matrix $\tilde{\Sigma}_{\tilde{n}}$. For convenience, the complex-valued variables are transformed into real-valued variables. Accordingly, we define $x = [\Re(\tilde{x})^T \Im(\tilde{x})^T]^T \in \mathbb{R}^K$, $y = [\Re(\tilde{y})^T \Im(\tilde{y})^T]^T \in \mathbb{R}^N$, $n = [\Re(\tilde{n})^T \Im(\tilde{n})^T]^T \in \mathbb{R}^N$, and $H = [\Re(\tilde{H}) - \Im(\tilde{H}) \begin{bmatrix} \Im(\tilde{H}) & \Re(\tilde{H}) \end{bmatrix}] \in \mathbb{R}^{N \times K}$, where $K = 2N_t$, $N = 2N_r$, $\Re(\cdot)$ and $\Im(\cdot)$ are the real and imaginary parts, respectively. Therefore, we can rewrite (1) as

$$y = Hx + n. \tag{2}$$

Note that the covariance matrix of $n$ is $\sigma^2 I_N$ with $\sigma \triangleq \sqrt{2}$, the energy per transmit antenna in the real-valued system is $E_x \triangleq E_s/2$, where $E_s = 1$, and the real-valued constellation is $\Omega = \{R(s_m*s_m) \in \Omega\}$ with $|\Omega| = M \triangleq \sqrt{M}$. The SNR of the system is defined as $\text{SNR} = 10 \log_{10} \frac{E_x |Hx|^2}{E_n n^2}$ dB. We consider the system model from (2) for the rest of the paper. We assume that a detector has a perfect knowledge of $H$, $E_x$, and $\sigma^2$. The ML detector finds $\hat{x} = \arg\min_{x \in \Omega^K} p(y|x)$, where $p(y|x) \propto \exp\left(-\frac{1}{2\sigma^2} |y - Hx|^2\right)$ due to (2). Given a received vector $y$, the posterior distribution $p(x|y)$ can be expressed as

$$p(x|y) = p(y|x) \cdot p(x)/p(y) \propto p(y|x)\text{ since the transmitted symbols are uniformly distributed, and therefore}$$

$$p(x|y) = \frac{1}{Z} \exp\left(-\frac{1}{2\sigma^2} |y - Hx|^2\right), \tag{3}$$

where $Z$ is a normalization constant such that $\sum_{x \in \Omega^K} p(x|y) = 1$. We further refer to $p(x|y)$ in (3) as the true posterior distribution. The maximization of $p(x|y)$ corresponds to the maximum a posteriori (MAP) detection. Thus, the ML detection solution coincide with the MAP detection solution and is given by

$$\hat{x} = \arg\min_{x \in \Omega^K} |y - Hx|^2. \tag{4}$$

Unfortunately, the complexity of solving (4) increases rapidly with the number of users $K$.

III. CONVENTIONAL MP DETECTORS

In this section we briefly review the conventional MP detectors, specifically, the EP [13] and the BPIC [14] detectors. Both detectors consist of two modules: the observation and estimation modules. The goal of the two modules is to iteratively approximate the posterior probability distribution of the transmitted symbols using tunable parameters and calculate the symbol estimates based on the approximated probability distribution. At each iteration, the observation module is used to calculate the approximated probability distribution using tunable parameters while the estimation module updates the tunable parameters and calculates the symbol estimates.

A. The Expectation Propagation Detector

In the following, we explain the observation and estimation modules in the EP.

1) The Observation Module: The posterior probability distribution of the transmitted symbols conditioned on the received signal in (2) can be expressed as

$$p(x|y) = \frac{p(y|x)}{p(y)} \cdot p(x) \propto N(y: Hx, \sigma^2 I_N) \prod_{k=1}^{K} p(x_k), \tag{5}$$

where $x_k$ is treated as a continuous random variable, $p(x_k) = \frac{1}{M} \sum_{x \in \Omega} \delta(x_k-x)$ is a priori probability density function of $x_k$, $\delta$ is the Dirac delta function, and $p(y)$ is omitted as it is not related to random variable $x_k$. By multiplying system model (2) by $H^H = (H^H H)^{-1} H^T$, which is a pseudoinverse matrix of $H$, one obtains that $p(y|x) \propto N(x: H^H y, \sigma^2 (H^H H)^{-1})$ for a given received vector $y$ [13]. The EP scheme uses this to iteratively approximate $p(x|y)$ as

$$p^{(t)}(x|y) \propto p(y|x) \cdot \chi^{(t)}(x)$$

$$\propto N(x: H^H y, \sigma^2 (H^H H)^{-1})$$

$$\cdot N(x: \lambda^{(t-1)}, (\lambda^{(t-1)})^{-1})$$

$$\propto N(x: \mu^{(t)}, \Sigma^{(t)}), \tag{6}$$

where $\mu^{(t)}$ and $\Sigma^{(t)}$ are tunable parameters.
where $t$ denotes the iteration index, $\chi(t)(x)$ is an approximation of $p(x)$ obtained from the exponential family [13], $\chi(t)$ is a $K \times K$ diagonal matrix with diagonal elements $\lambda_k(t) > 0$ and $\gamma(t) = [\gamma_1(t), \ldots, \gamma_K(t)]^T$. Both $\lambda_k(t)$ and $\gamma_k(t)$ are real valued tunable parameters with $\lambda_k(0) = 1 / E_a$ and $\gamma_k(0) = 0$. Both $\chi(t)$ and $\gamma(t)$ are derived in Section III-A.2. Note that $p(y|x)$ in (6) is approximated by treating $x$ as a random real-valued vector. The product of two Gaussians in (6) is computed by using the Gaussian product property,\(^1\) given in Appendix A.1 of [22]. Accordingly, we can obtain the covariance and mean of $p(t)(x|y)$ as

$$\Sigma^{(t)} = \left(\sigma^{-2}H^T H + \Lambda^{(t-1)}\right)^{-1}, \quad (7a)$$

$$\mu^{(t)} = \Sigma^{(t)} \left(\sigma^{-2}H^T y + \gamma^{(t-1)}\right). \quad (7b)$$

To reduce the computational complexity, the EP approximates $p(t)(x|y)$ by a product of independent Gaussian distributions as

$$q^{(t)}(x) = \prod_{k=1}^{K} N\left(x_k : \mu^{(t)}_k, \Sigma^{(t)}_k\right), \quad (8)$$

where $\mu^{(t)}_k$ is the $k$-th element in vector $\mu^{(t)}$ and $\Sigma^{(t)}_k$ is the $k$-th diagonal element in covariance matrix $\Sigma^{(t)}$, obtained from (7). As a consequence of using such an approximation, the EP loses some MUI information corresponding to the off-diagonal elements of covariance matrix $\Sigma^{(t)}$. We refer to expression (8) as the independent Gaussian approximation (IGA), since the off-diagonal elements of the covariance matrix $\Sigma^{(t)}$ are assumed to be zero.

The EP then calculates the cavity distribution [13] based on $q^{(t)}(x_k)$ as

$$q^{(t)}(x_k) = \frac{q^{(t)}(x_k)}{\chi^{(t)}(x_k)} \propto \frac{N\left(x_k : \mu^{(t)}_k, \Sigma^{(t)}_k\right)}{N\left(x_k : \gamma^{(t-1)}_k / \lambda^{(t-1)}_k, 1 / \lambda^{(t-1)}_k\right)} \propto N\left(x_k : x^{(t)}_{obs,k}, v^{(t)}_{obs,k}\right), \quad k \in [K], \quad (9)$$

where

$$v^{(t)}_{obs,k} = \frac{\sum_k v^{(t)}_{obs,k}}{1 - \gamma^{(t)}_k \lambda^{(t-1)}_k}, \quad (10a)$$

$$x^{(t)}_{obs,k} = v^{(t)}_{obs,k} \left(\frac{\mu^{(t)}_k}{\Sigma^{(t)}_k} - \gamma^{(t)}_k \lambda^{(t-1)}_k\right). \quad (10b)$$

Vector $x^{(t)}_{obs} = [x^{(t)}_{obs,1}, \ldots, x^{(t)}_{obs,K}]^T$ and $K \times K$ diagonal matrix $V^{(t)}_{obs}$ with the main diagonal $[v^{(t)}_{obs,1}, \ldots, v^{(t)}_{obs,K}]$ are then forwarded to the estimation module.

2) The Estimation Module: In this module, the EP calculates the soft symbol estimate and its variance based on the cavity distribution given in (9) as

$$\hat{x}_k^{(t)} = \sum_{a \in \Omega} a \times q^{(t)}(x_k = a), \quad (11a)$$

$$v^{(t)}_{k} = \sum_{a \in \Omega} \left(x_k - \hat{x}_k^{(t)}\right)^2 \times q^{(t)}(x_k = a), \quad (11b)$$

where $k \in [K]$. The EP detection is finished once the maximum number of iterations $T$ has been reached. Hard estimate of the transmitted symbols is then made from $\hat{x}^{(T)}$ by converting its back into the complex domain and comparing its Euclidean distances from the elements of the constellation set $\hat{\Omega}$. Thus, the detection result for the $k$-th user is given by a hard estimate of $\hat{a}_k^{(t)}$, which is the mean of the cavity distribution $q^{(t)}(a_k^{(t)} | x_k)$ discretized on $\Omega$ as shown in (11a). Therefore, the accuracy of the detection result directly depends on the cavity distribution. In the case of $t < T$, the approximate posterior distribution $p^{(t+1)}(x|y)$ is obtained by replacing $\chi^{(t)}(x)$ in (6) by [13]

$$\chi^{(t+1)}(x) \propto \frac{N\left(x : \hat{x}^{(t)}, V^{(t)}\right)}{N\left(x : x^{(t)}_{obs}, V^{(t)}_{obs}\right)} = N\left(x : (\lambda^{(t)})^{-1} \gamma^{(t)}, (\lambda^{(t)})^{-1}\right), \quad (12)$$

where the vector $\hat{x}^{(t)} = [\hat{x}_1^{(t)}, \ldots, \hat{x}_K^{(t)}]^T$, the $K \times K$ diagonal matrix $V^{(t)}$ is specified by its diagonal $[v^{(t)}_{1}, \ldots, v^{(t)}_{K}]^T$, and

$$\lambda^{(t)} = (V^{(t)})^{-1} - (V^{(t)}_{obs})^{-1}, \quad (13a)$$

$$\gamma^{(t)} = (V^{(t)})^{-1} \hat{x}^{(t)} - (V^{(t)}_{obs})^{-1} x^{(t)}_{obs}. \quad (13b)$$

Note that $\chi^{(t)}$ in (13a) may yield a negative value, which should not be the case as it is inverse variance term. Therefore, when $\lambda^{(t)} < 0$, the EP assigns $\lambda^{(t)} = \lambda^{(t-1)}$ and $\gamma^{(t)} = \gamma^{(t-1)}$. Finally, a damping calculation is performed for ($\lambda^{(t)}$, $\gamma^{(t)}$) as

$$\lambda^{(t)} = (1 - \eta) \lambda^{(t)} + \eta \lambda^{(t-1)}, \quad (14a)$$

$$\gamma^{(t)} = (1 - \eta) \gamma^{(t)} + \eta \gamma^{(t-1)}, \quad (14b)$$

where $\eta \in [0, 1]$ is a weighting coefficient. The estimation module sends the parameters ($\lambda^{(t)}$, $\gamma^{(t)}$) to the observation module for the next iteration.

B. The Bayesian Parallel Interference Cancellation Detector

In this section, we explain the BPIC detector [14]. The BPIC detector does not need to perform any matrix inversion in contrast to the EP detector, and therefore it has substantially lower computational complexity. Similarly to the EP detector, the BPIC detector consists of the observation and estimation modules.

1) The Observation Module: Note that the observation module of the BPIC detector is referred to as the Bayesian symbol observation module in [14]. Similarly to the EP, the joint posterior probability of the transmitted symbols is approximated by a product of conditionally independent Gaussian functions as $p(x|y) \approx \prod_{k=1}^{K} N\left(x_k : \mu_k^{(t)}, \Sigma_k^{(t)}\right).$
Differently from the EP, the mean and variance are defined as in [14]

\[
\mu_k^{(t)} = \frac{h_k^T (y - H\hat{x}_{k}^{(t-1)})}{h_k^T h_k},
\]

\[
\Sigma_k^{(t)} = \frac{1}{(h_k^T h_k)^2} \left( \sum_{j \in [1:K]} s_j^2 v_j^{(t-1)} + h_k^T h_k \sigma^2 \right),
\]

where \(\hat{x}_{k}^{(t-1)} = [\hat{x}_1^{(t-1)}, \ldots, \hat{x}_{k-1}^{(t-1)}, 0, \hat{x}_{k+1}^{(t-1)}, \ldots, \hat{x}_K^{(t-1)}]^T\) are the symbol estimates in the \((t-1)\)-th iteration, \(s_j \equiv h_k^T h_j\), and \(v_j^{(t-1)}\) is the variance of the symbol estimates in iteration \(t - 1\). At the first iteration, we initialise \(\hat{x}_k^{(0)} = [\hat{x}_1^{(0)}, \ldots, \hat{x}_K^{(0)}]^T = 0\) indicating that the PIC is inactive and thus we have \(\mu_k^{(1)} = \frac{h_k^T h_k}{h_k^T h_k} y\), which is the expression of the matched filter [23]. The mean \(\mu^{(t)}\) and variance \(\Sigma^{(t)}\) of the approximate posterior distribution are then forwarded to the estimation module.

2) The Estimation Module: Similarly to the EP, the BPIC computes the soft symbol estimate \(\hat{x}_k^{(t)}\) of the \(k\)-th user and its variance \(v_k^{(t)}\) in (11) using \(N(\hat{x}_k^{(t)}; \mu_k^{(t)}, \Sigma_k^{(t)})\) as \(q^{(t)}(x_k)\). We then apply the decision statistics combining (DSC) concept before sending the estimation results back to the observation module. The DSC exploits the conditionally uncorrelated symbol estimates in the early iterations. According to [24], the symbol estimates are combined using a weighting coefficient

\[
\rho_k^{(t)} = \frac{e_k^{(t-1)}}{e_k^{(t-1)} + e_k^{(t-1)}},
\]

where \(e_k^{(t)}\) is defined as the instantaneous square error of the \(k\)-th symbol estimate, which can be computed by using a linear filter such as matched filter,

\[
e_k^{(t)} = \left\| \frac{h_k^T}{h_k^T h_k} (y - H\hat{x}^{(t)}) \right\|^2.
\]

The value of a linear combination of the symbol estimates in two consecutive iterations is assigned to the current symbol estimate

\[
\hat{x}_k^{(t)} = (1 - \rho_k^{(t)}) \hat{x}_{k}^{(t-1)} + \rho_k^{(t)} \hat{x}_k^{(t)}; \quad v_k^{(t)} = (1 - \rho_k^{(t)}) v_k^{(t-1)} + \rho_k^{(t)} v_k^{(t)}.
\]

Note that in the first iteration we do not perform the DSC scheme.

### IV. Analysis of the Posterior Distribution Approximation

In this section, we first analyse the accuracy of the IGA-based posterior distribution approximation in the state-of-the-art MP detectors, specifically, the EP [13], OAMP [12] and BPIC [14] detectors. We then link the inaccuracy of the IGA-based posterior distribution approximation in a high MUI scenario with the inability of the symbol estimator, used in these detectors, to deal with the correlated non-Gaussian residual noise.

#### A. Accuracy of the Posterior Distribution Approximation

We first explain the importance of having the accurate posterior distribution approximation, in the state-of-the-art MP detectors. Unfortunately, the exact true posterior distribution (3) and its maximum can be found only for small \(K\) due to rapidly increasing computational complexity. The MP detectors such as the EP, OAMP and BPIC enable detection for high \(K\) by iteratively approximating the true posterior distribution \(p(x|y)\) by a factorizable distribution \(q^{(t)}(x)\), where \(t\) is the iteration index. Specifically, these detectors find \(q^{(t)}(x)\) in form of the IGA (8), which means that \(q^{(t)}(x)\) is given by the product of Gaussian distributions. Since any Gaussian distribution is conveniently defined just by the first two moments, i.e., the mean and variance, \(q^{(t)}(x)\) is defined by the mean \(\mu^{(t)} \in \mathbb{R}^K\) and diagonal covariance matrix \(\Sigma^{(t)} \in \mathbb{R}^{K \times K}\). Therefore, we characterize the similarity between \(q^{(t)}(x)\) and \(p(x|y)\) by the average difference between the moments of \(p(x|y)\) and \(q^{(t)}(x)\) computed as

\[
\Delta^{(t)}_\mu = \mathbb{E}[\|\mu_{\text{true}} - \mu^{(t)}\|] \quad \text{and} \quad \Delta^{(t)}_\Sigma = \mathbb{E}[\|\text{diag}(\Sigma_{\text{true}}) - \text{diag}(\Sigma^{(t)})\|],
\]

where \(\mu_{\text{true}}\) and \(\Sigma_{\text{true}}\) are the covariance matrix of the true posterior distribution \(p(x|y)\) from (3), function \(\text{diag}(\cdot)\) returns the main diagonal of a given matrix, and the mean is taken over realizations of transmitted symbols \(x\), channel matrix \(H\), noise \(n\). Note that \(\mu^{(t)}\) and \(\Sigma^{(t)}\) are computed by representing the true posterior distribution as a set \(\{x, p(x|y)\}_{x \in \Omega^K}\) of possible outcomes \(x \in \Omega^K\) and their probabilities \(p(x|y)\). Table I shows the values of \(\Delta^{(t)}_\mu\) and \(\Delta^{(t)}_\Sigma\), where \(t = T\) corresponds to the last iteration. Note that the SNR values are set so that the ML detector can achieve the SER of 10^{-3}. It can be seen that the values of \(\Delta^{(T)}_\mu\) and \(\Delta^{(T)}_\Sigma\) increase with the transmit-to-receive antennas ratio \(K/N\). Therefore, \(q^{(T)}(x)\) diverges from \(p(x|y)\) with increasing \(K/N\).

We further consider the detection as an optimization problem with the objective function \(p(x|y)\) to be maximized over \(x \in \Omega^K\), and evaluate how close the approximate maximum \(p(x_{\text{ML}}|y)\) is to the true maximum \(p(x|y)\) by computing

\[
r^{(t)} = \mathbb{E}[p(x_{\text{ML}}|y)/p(x_{\text{ML}}|y)],
\]

where \(x_{\text{ML}}\) is an estimate of transmitted symbols found by a detector in the \(t\)-th iteration, \(x_{\text{ML}}\) is the ML detection solution, \(p(x_{\text{ML}}|y)\) are calculated by substituting \(x_{\text{ML}}^*\) and \(x_{\text{ML}}\) into (3), and the mean is taken over \(x, H, n\). Table I shows that \(r^{(T)}\) decreases with the transmit-to-receive antennas ratio \(K/N\) for the EP, BPIC and OAMP detectors, while the SER increases. Therefore, we conclude that the accuracy of the posterior distribution approximation deteriorates with increasing \(K/N\) for the EP, BPIC and OAMP detectors.

#### B. Role of the Cavity Distribution

The EP, AMP, OAMP and BPIC detectors employ the element-wise symbol estimator that is defined by (9) and (11). The symbol estimator is optimal only for uncorrelated Gaussian residual noise [25], [26]. The residual noise of the \(k\)-th user is given by

\[
e_k^{(t)} = (x_{\text{obs},k}^{(t)} - x_{\text{ML},k}^{(t)})/v_{\text{obs},k}^{(t)},
\]

where \(x_{\text{ML},k}\) is the \(k\)-th symbol of the ML solution \(x_{\text{ML}}\), \(x_{\text{obs},k}^{(t)}\) and \(v_{\text{obs},k}^{(t)}\) are defined by (10), and \(k \in [K]\).
TABLE I
THE ACCURACY OF THE POSTERIOR DISTRIBUTION APPROXIMATION WITH 4-QAM MODULATION SCHEME

| Detector | Configuration | SER $\Delta^{(T)}_{u}$ | $\Delta^{(T)}_{v}$ | $r^{(T)}$ | $c^{(T)}$ |
|----------|----------------|-----------------|-----------------|--------|--------|
| EP [13]  | $N = 16$, $K = 8$, SNR=9dB | 0.0014 | 0.0134 | 0.0051 | 0.9993 | 0.0146 |
|          | $N = 16$, $K = 12$, SNR=11dB | 0.0018 | 0.0192 | 0.0071 | 0.9978 | 0.0230 |
|          | $N = 16$, $K = 16$, SNR=12.5dB | 0.0025 | 0.0281 | 0.0095 | 0.9947 | 0.0390 |
| OAMP [12]| $N = 16$, $K = 8$, SNR=9dB | 0.0039 | 0.0515 | 0.0114 | 0.9880 | 0.0180 |
|          | $N = 16$, $K = 12$, SNR=11dB | 0.0083 | 0.0658 | 0.0135 | 0.9695 | 0.0420 |
|          | $N = 16$, $K = 16$, SNR=12.5dB | 0.0204 | 1.5917 | 0.3838 | 0.9336 | 2.5314 |
| BPIC [14]| $N = 16$, $K = 8$, SNR=9dB | 0.0037 | 0.0511 | 0.1100 | 0.9955 | 0.0150 |
|          | $N = 16$, $K = 12$, SNR=11dB | 0.0138 | 0.0647 | 0.1519 | 0.9741 | 0.0328 |
|          | $N = 16$, $K = 16$, SNR=12.5dB | 0.0408 | 0.8412 | 0.1787 | 0.9054 | 0.0528 |

Fig. 2. The QQ plots for the residual noise in the conventional MP detectors for 4-QAM and $N = 16$.

To evaluate the correlation between the residual noise of different users, we generated 100000 random realizations of symbols $x$, noise $n$ and channel matrix $H$. We applied the EP, OAMP and BPIC detectors with $T = 10$ iterations and calculated $\varepsilon^{(T)}_k$, $k \in [K]$, for each realization. We then computed the Pearson correlation coefficient $C^{(t)}_{kk'}$ between the normalized residual noise for each $(k,k') \in |K|^2$ pair of users. As a result, we obtain $K \times K$ matrix $C^{(t)}$ with the unit diagonal. Since we are interested only in the off-diagonal elements of the matrix $C^{(t)}$, we compute coefficient $c^{(T)} = \|C^{(t)} - I_K\|$. Table I shows the value of $c^{(T)}$ for the EP, OAMP and BPIC detectors, $t = T$. Since $c^{(T)}$ increases with the transmit-to-receive antennas ratio $K/N$, we conclude that the user noise correlation increases with $K/N$.

To evaluate the normality of the residual noise for the EP, BPIC and OAMP detectors, we use the quantities to quantiles (QQ) plots shown in Fig. 2, where the reference lines are given by Gaussian distributions. It can be seen that all six QQ curves fall along the corresponding reference lines in the middle of the plots, but curve off in the extremities. Such a behavior of the QQ curves means that the residual noise distributions of the EP, BPIC and OAMP have more extreme values than the Gaussian distribution. Since the divergence of the QQ curves from the reference lines increases with $K/N$, the EP, BPIC and OAMP, we conclude that the residual noise distributions of all three detectors diverge from the Gaussian distribution with increasing $K/N$. This causes a severe performance degradation in the EP, BPIC and OAMP detectors.

C. Conclusion

It is evident that the posterior distribution accuracy metrics in Table I and the residual noise correlation and normality metrics in Table I and Fig. 2, respectively, demonstrate a similar behaviour. This similarity implies that the accuracy of the posterior distribution approximation can be improved by adjusting the symbol estimator to deal better with the correlated and non-Gaussian residual noise. Since the main operation in the symbol estimator is the computation of the cavity distribution, we conclude that an improvement of the cavity distribution paves a way for the improvement of the accuracy of the posterior distribution approximation.

V. THE PROPOSED GNN-BASED FRAMEWORK

Motivated by the analysis in Section IV, we develop a GNN-based framework to improve the accuracy of the posterior distribution approximation by adjusting the cavity distribution in the MP detectors that rely on the IGA, such as the EP [13], AMP [10], BPIC [14], Gaussian tree approximation [11], and OAMP [12] detectors. As later shown in Section VII, the resulting GNN aided MP detectors can achieve a significant performance improvement compared to the corresponding classical MP detectors. We provide a description of our framework in terms of the EP and BPIC detectors.
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\[\text{The factor node attribute } f_{jk} \triangleq [h_j^T h_j, \sigma^2] \text{ is obtained by}\]

\[\text{extracting the information from the pair-potential function, given}\]

\[\text{in [21, Eq. (6)] as}\]

\[\psi(x_k, x_j) = \exp \left( -\frac{1}{\sigma^2} h_j^T h_j x_k x_j \right),\]  

\[20\]

\[\text{while the information from the self-potential function, given}\]

\[\text{in [21, Eq. (5)] as}\]

\[\phi(x_k) = \exp \left( \frac{1}{\sigma^2} y^T h_k x_k - \frac{1}{2} h_k^T h_k x_k^2 \right) p(x_k),\]  
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\[\text{is incorporated into the message}\]

\[u_k^{(0)} = W_1 \cdot [y^T h_k, h_k^T h_k, \sigma^2]^T + b_1,\]  
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\[\text{where the learnable matrix } W_1 \in \mathbb{R}^{N_h \times 3} \text{ and learnable vector}\]
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\[\text{where } D \text{ is a MLP. Finally, the messages } m_{jk}^{(t)}, k, j \in [K], j \neq k, \text{ are sent to the neighboring variable nodes, as illustrated}\]

\[\text{in Fig. 3a.}\]
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\[\text{as}\]

\[m_k^{(t)} = \sum_{j \in [K] \backslash \{k\}} m_{jk}^{(t)}, a_k^{(t)}\]  
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\[\text{The concatenated vector is used to compute the message } u_k^{(t)}\]

\[\text{as}\]

\[g_k^{(t)} = \mathcal{U} \left( g_k^{(t-1)}, m_k^{(t)} \right),\]  

\[25a\]

\[u_k^{(t)} = W_2 \cdot g_k^{(t)} + b_2,\]  

\[25b\]

\[\text{where function } \mathcal{U} \text{ is specified by the gated recurrent unit (GRU) network } [28], \text{whose current and previous hidden states are}\]

\[g_k^{(t)} \in \mathbb{R}^{N_h_1} \text{ and } g_k^{(t-1)} \in \mathbb{R}^{N_h_1}, \text{ respectively.}\]

\[W_2 \in \mathbb{R}^{N_u \times N_h_1} \text{ is a learnable matrix, and } b_2 \in \mathbb{R}^{N_u}\]

\[\text{is a learnable vector. Note that the GNN message computations}\]

\[22\text{-}25\) \text{can be performed in parallel over } K^2 - K \text{ factor}\]

\[\text{nodes and } K \text{ variable nodes. The message } (25b) \text{ is then sent to}\]

\[\text{the neighbouring factor nodes to continue the MP iterations.}\]

\[\text{After } L \text{ rounds of the MP, a readout process yields an}\]

\[\text{adjusted cavity distribution } q_{\text{GNN}}^{(t)\backslash k}\]

\[\{d_k,a\}_{a \in \Omega} = \mathcal{R} \left( u_k^{(L)} \right),\]  

\[26a\]

\[q_{\text{GNN}}^{(t)\backslash k}(a) = \frac{\exp(d_k,a)}{\sum_{b \in \Omega} \exp(d_k,b)}, a \in \Omega.\]  

\[26b\]

\[\text{In this work, we set } L = 2. \text{The readout function } \mathcal{R} \text{ is given}\]

\[\text{by an MLP with two hidden layers of sizes } N_h_1 \text{ and } N_h_2, \text{ and}\]

\[\text{ReLU activation at the output of each hidden layer. The output}\]
Algorithm 1 GEPNet Detector

1: **Input:** $H, y, \sigma^2, E, L, T$
2: **Initialization:** $\gamma^{(0)} = 0, \lambda^{(0)} = \frac{1}{E}I_K, \eta = 0.7, g_k^{(0)} = 0$
3: for $t = 1, \ldots, T$ do
   4: **The Observation Module:**
      5: Compute $\Sigma^{(t)}$ and $\mu^{(t)}$ in (7)
      6: Compute $v_{\text{obs},k}^{(t)}$ and $x_{\text{obs},k}^{(t)}$ in (10), $k \in [K]$ 
   7: **The GNN Module:**
      8: Compute (19)
      9: if $t = 1$ then
         10: Compute $u_k^{(0)}$ in (22), $k \in [K]$ 
      11: end if
      12: Compute (21)
      13: Compute (20)
      14: end for
      15: Compute $q_k^{(t)k}$ in (25), $k \in [K]$ 
      16: Compute (27)
   17: **The Estimation Module:**
      18: Compute $\hat{x}_k^{(t)}$ and $v_k^{(t)}$ in (28), $k \in [K]$ 
      19: Compute $\lambda_k^{(t)}$ and $\gamma_k^{(t)}$ in (13) 
      20: if $\lambda_k^{(t)} < 0$ then
         21: $\lambda_k^{(t)} = \lambda_k^{(t-1)}$ and $\gamma_k^{(t)} = \gamma_k^{(t-1)}, k \in [K]$ 
      22: end if
      23: Smoothen $\lambda_k^{(t)}$ and $\gamma_k^{(t)}$ using (14) 
      24: end for
   25: **Return:** Hard symbol estimates from $[\hat{x}_1^{(T)}, \ldots, \hat{x}_K^{(T)}]$ 

Algorithm 2 GPICNet Detector

1: **Input:** $H, y, \sigma^2, E, L, T$
2: **Initialization:** $g_k^{(0)} = 0, \mathbf{x}^{(0)} = 0$
3: for $t = 1, \ldots, T$ do
   4: **The Observation Module:**
      5: Compute $\Sigma^{(t)}$ and $\mu^{(t)}$ in (15)
   6: **The GNN Module:**
      7: Compute (29)
      8: if $t = 1$ then
         9: Compute $u_k^{(0)}$ in (22), $k \in [K]$ 
      10: end if
      11: Compute (21)
      12: Compute (20)
      13: end for
      14: Compute $q_k^{(t)k}(x_k)$ in (26), $k \in [K]$ 
      15: Compute (27)
   16: **The Estimation Module:**
      17: Compute $\hat{x}_k^{(t)}$ and $v_k^{(t)}$ in (28), $k \in [K]$ 
      18: if $t > 1$ then
         19: Update $\hat{x}_k^{(t)}$ and $v_k^{(t)}$ in (18), $k \in [K]$ 
      20: end if
   21: **Return:** Hard symbol estimates from $[\hat{x}_1^{(T)}, \ldots, \hat{x}_K^{(T)}]$ 

B. The Graph Parallel Interference Cancellation Network Detector

In this section, we describe the proposed GNN-based framework in the context of the BPIC detector [14]. The proposed GNN-aided BPIC detector is referred to as the GPICNet detector. Similarly to the BPIC detector, the GPICNet detector does not need to perform any matrix inversion operation, and therefore has a lower complexity than the GEPNet. The structure of the GPICNet detector is the same as the GEPNet detector. Compared to the BPIC detector, the GPICNet detector has an additional GNN module, explained as follows.

The GNN module takes the outputs of the observation module (Section III-B.1) and uses them as the node attributes, i.e.,

$$a_k^{(t)} = \left[ \mu_k^{(t)}, \Sigma_k^{(t)} \right], k \in [K].$$

The rest of the computations in the GNN module of the GPICNet are the same as those in the GEPNet. The GNN module then passes the $q_k^{(t)k}(x_k)$, $k \in [K]$, to the estimation module. The estimation module of the GPICNet operates as described in Section III-B.2 except for computing the soft symbol estimates $\hat{x}_k^{(t)}$ and their variances $v_k^{(t)}$ in (28) instead of (11), $k \in [K]$. Note that the use of the GNN module is to improve the accuracy of the posterior distribution approximation, as in the case of the GEPNet detector. The pseudo-code of the GPICNet detector is given in Algorithm 2.
C. Permutation Equivariance

In this section, we prove that the GEPNet and GPICNet detectors are permutation equivariant. If a permutation equivariant detector returns $\hat{\mathbf{x}}^{(t)}$ for the user data $\mathbf{x}$, channel matrix $\mathbf{H}$ and received signal $y$, then it would return $\Pi^T \cdot \hat{\mathbf{x}}^{(t)}$ for $\mathbf{x}' \triangleq \Pi^T \cdot \mathbf{x}$, $\mathbf{H}' \triangleq \mathbf{H} \cdot \Pi$ and $y$, where $\Pi$ is a $K \times K$ permutation matrix. The GEPNet/GPICNet detector consists of the observation, GNN and estimation modules. Due to the transitivity of the permutation equivariance [30], it suffices to proof that each module is equivariant, therefore in the following we prove the equivariance for each module separately.

1) The Observation Module: Operations in the observation module of the GEPNet are specified by (7) and (10). By substituting $\mathbf{H}' \triangleq \mathbf{H} \cdot \Pi$ instead of $\mathbf{H}$, $\mathbf{X}^{(t-1)} \triangleq \Pi^T \mathbf{X}^{(t-1)} \cdot \Pi$ instead of $\mathbf{X}^{(t-1)}$, and $\gamma^{(t-1)} \triangleq \Pi^T \gamma^{(t-1)}$ instead of $\gamma^{(t-1)}$ in (7), we obtain $\Sigma^{(t)} = \Pi^T \cdot \Sigma^{(t)}$, $\Pi$ and $\mu^{(t)} = \Pi^T \cdot \mu^{(t)}$. It can be seen that the main diagonal of the diagonal matrix $\Sigma^{(t)}$ is equal to the permuted diagonal of $\Sigma^{(t)}$, where the permutation is defined by $\Pi^T$. The main diagonals of $\mathbf{X}^{(t)}$ and $\lambda^{(t)}$ are connected in the same way. This and the independent computation of (10) for each user $k \in [K]$ lead to

$$
x^{(t)}_{\text{obs}} = \Pi^T \cdot x^{(t)}_{\text{obs}} \quad \text{and} \quad \mathbf{v}^{(t)}_{\text{obs}} = \Pi^T \cdot \mathbf{v}^{(t)}_{\text{obs}}.
$$

Therefore, the observation module of the GEPNet ensures permutation equivariance. The computations in the observation module of the GPICNet are also permutation equivariant, we skip the derivation for brevity as it can be proved by following the above mentioned steps.

2) The GNN Module: According to Algorithms 1-2, all computations for users $k \in [K]$ in the GNN module are performed independently using the same expressions, except for (23)-(24). Therefore, we focus on (23)-(24). Due to (19), (29), and (30), GEPNet’s and GPICNet’s node attributes satisfy $\alpha^{(t)} = \Pi^T \cdot \alpha^{(t)}$. Let us define a function $\pi$ such that $\Pi_k \cdot \pi(k) = 1$ for any $k \in [K]$. Then $h_t^{\Pi}(k) = h_k(y)$, and therefore the substitution of $h_t^{\Pi}(k)$ into (22) results in the message $u^{(0)}_{\pi(k)}$. Similarly, $f_t^{\Pi}(j) = f_{j_k}(y)$. This leads to $\mathbf{m}^{(t)}_{\pi(j)} = \mathbf{m}^{(t)}_{j_k}$ in (23). Note that (23) uses the same MLP $\mathcal{D}$ for all $j$ and $k$. Since each column of a permutation matrix has a single unit, the function $\pi$ satisfies $\pi(j) = \pi(k)$ iff $j = k$, and therefore we have $\sum_{j \in [K] \setminus \{k\}} \mathbf{m}^{(t)}_{\pi(j)} = 1$. As result, $\mathbf{m}^{(t)}_{\pi(j)} = \mathbf{m}^{(t)}_{j_k}$ in (24), and consequently, $\mathbf{m}^{(t)} = \Pi^T \cdot \mathbf{m}^{(t)}$. Therefore, the permutation equivariance is preserved for all the expressions up to (24).

3) The Estimation Module: The estimation module also guarantees permutation equivariance, since it follows from Algorithms 1-2 that users $k \in [K]$ are independently processed using the same expressions.

Since all the modules in the proposed GEPNet/GPICNet detectors are permutation equivariant, we conclude that the proposed detectors are also permutation equivariant that is robust to the user permutations.

D. Computational Complexity Analysis

In this section, we analyse the computational complexity of the GEPNet detector depicted in Alg. 1. We provide complexity in terms of the number of multiplications for the real-valued system (2). The corresponding complexity for the complex-valued system (1) can be easily obtained by substituting $K = 2N_t$ and $N = 2N_c$. We first compute $\mathbf{H}^T \mathbf{H}$ and $\mathbf{H}^T y$ to be used in the GEPNet iterations, the complexity cost is $NK^2 + NK$. The dominant complexity of the GEPNet detector per iteration is related to matrix inversion operation in (7a) that requires $K^3 + K^2 + 2K$ number of multiplications. Expressions (10), (28), (13), and (14) are all related to matrix-vector multiplications and the cost is $2\sqrt{MK} + 11K$. The rest of the operations belong to the GNN computations, whose complexity is $1.5N + 0.5NK + K + S_u(N_h1 + N_h2 + 3) + N_h1N_h2 + M + K + 4N_h1S_u + 5N_h1 + N_h2(N_h1 + S_u + 2) + 3N_h2^2)(KL$. As the GEPNet iterations are performed $T$ times, the total computational complexity of the GEPNet detector is as given in the Table II. To numerically illustrate the complexity, we set $N = 256$, $K = 128$, 256, 16-QAM, and $T = 10$ and calculate the complexity of each detector in the last two columns of Table II. As expected, the proposed GEPNet has a higher complexity compared to the EP, but their complexity ratio decreases with increasing $K$. The proposed detectors provide a flexible complexity-performance trade-off: the complexity of the proposed detectors can be reduced at the expense of performance by adjusting the layer sizes, i.e., $N_h1$, $N_h2$, $S_u$. This is in contrast to the near optimal sphere decoding that can be realized only for MIMO systems with a small number of user antennas in which case the sphere decoding complexity grows as $O(K^3)$ [9]. For example, the sphere decoding complexity for $K = 32$, $N = 512$, and 16-QAM is $2.1 \times 10^7$ real-number multiplications [8], which is the sum of the initial radius computation complexity $1.9 \times 10^7$ real-number multiplications and the number of visited nodes $5.24 \times 10^4$ multiplied by the average complexity of a single node processing 38 real-number multiplications, assuming that each complex-number multiplication in [8] requires four real-number multiplications. For the same MIMO configuration, the complexity of the GEPNet $1.2 \times 10^7$ real-number multiplications. However, the sphere decoding complexity is of the same order of magnitude as the GEPNet complexity only for a small $K$, since the complexity of the sphere decoding generally grows exponentially with $K$ as shown in [9, Section III]. Even efficient node pruning techniques are unable to resolve the problem of exponentially growing size of the sphere decoding tree [9], which makes the near optimal sphere decoder impractical when $K$ is large.

Unlike the GEPNet detector which needs to perform matrix inversion operations and therefore having cubical complexity with respect to the number of users, the low complexity GPICNet detector avoids such a high complexity by using MRC and PIC schemes, performed in (15), and the complexity

...
cost is $(2N + 3)K$. Note that $h_k^T h_k$, $(h_k^T h_k)^2$, and $h_k^T h_k$ for $k \in [K]$ are only computed once as their values do not change with the iterations. The number of multiplications needed in (11), (18), (17) is $(2M + 14)K$. Note that the PIC and DSC schemes are inactive at the first iteration. The rest of the operations in the GPICNet belong to the GNN computations and its total computational complexity is given in Table II.

### VI. Training and Robustness of the Proposed Detectors

In this Section, we describe a method that we use to train the proposed GEPNet and GPICNet detectors. Once trained, the proposed detectors can be implemented in the systems with the robustness of the proposed detectors with respect to the dynamic changes of the number of active users. We further evaluate the proposed detectors can be implemented in the systems with the proposed GEPNet and GPICNet detectors. Once trained, the number of users and thus ensures scalability.

#### A. Training Method

We implemented the proposed detectors in Python using PyTorch [32]. The training process was divided into 600 epochs. In each epoch, 1563 batches of 64 samples were generated, where a sample includes realizations of $x$, $H$ and $n$ satisfying (2). Thus, the total number of samples in each epoch is 100032. We used QAM modulation with varying SNR values that are uniformly distributed in the range of $[\text{SNR}_{\text{min}}, \text{SNR}_{\text{max}}]$. The proposed detectors were trained using Adam optimizer with the learning rate $0.0001$. We applied the learning rate scheduler (PyTorch ReduceLROnPlateau) to adjust the learning rate based on the validation loss that was reducing factor of the learning rate is set to $0.91$. We used the total cross-entropy loss function expressed as:

$$\text{Loss} = -\frac{1}{W} \sum_{w=1}^{W} \sum_{k=1}^{K_{\text{train}}} \sum_{a \in \Omega} \mathbb{I}_{q^{(w)}_k(a)} \log \left( q^{(T)}_k (a) \right), \quad (31)$$

where $W$ is the number of training samples in each batch, $K_{\text{train}}$ denotes the number of users in the training phase, $x^{(w)} \in \Omega^{K_{\text{train}}}$ is the transmitted vector, the training label $\mathbb{I}_{q^{(w)}_k(a)}$ is the indicator function that takes value one if $q^{(w)}_k(a) = a$ and zero otherwise, and $q^{(T)}_k (a)$ is the corresponding probability estimate obtained by the GEPNet detector for the $w$-th training sample and $k$-th user. The loss in (31) is used to update the NN parameters during the training. Specifically, all samples in each batch have the same $K_{\text{train}}$, but samples from different batches may have different $K_{\text{train}}$. We set the number of iterations $T = 10$ for all the detectors during the training and testing except $T = 15$ for the GPICNet during the testing.

In the testing phase, we first created a testing dataset by randomly generating 500000 samples for each SNR point with the same $N$ and $M$ that were used in the training phase, and $K$ was set depending on the testing scenario. Finally, we computed the SER of all the trained detectors using the testing dataset. A PyTorch implementation of the proposed GEPNet detector is available at https://github.com/GNN-based-MIMO-Detection/GNN-based-MIMO-Detection. For comparison purpose, we used the implementation of RE-MIMO and OAMPNet detectors provided in GitHub repository of [20]. Note that the proposed detectors share the same NN parameters to be optimized in the training phase does not grow with the number of users and thus ensures scalability.

#### B. Robustness to the Changes in the Number of Users

In this section, we investigate the robustness of the proposed detectors changes in the number of users. Typically, a detector is trained and tested for the same configuration $(N, K)$. This leads to the necessity to retrain the detector once the configuration has changed. The number of active users in uplink MU-MIMO systems may vary with the time, therefore,

| Detector | Number of multiplications |
|----------|--------------------------|
| AMP [10] | $(4NK + 8N + 6K + 4MK)T$ |
| GNN [21] | $(1.5N + 0.5NK + K + S_a (N_{h1} + N_{h2} + 3) + N_{h1}N_{h2} + M) K + (4N_{h1}S_u + 5N_{h1} + N_{h2} (N_{h1} + S_u + 2) + 3N_{h1}^2) KT$ |
| MMSE [31] | $K^2 + K^2 (N + 1) + NK$ |
| RE-MIMO [20] | $2(N + 1) + (5ds(2N + 1) + 4d^2 + 2) K + (0.5N(K + 1) + M + 2d_s d_v + d_v d_s + d_s + d_s^2 + 1) KT$ |
| OAMPNet [16] | $NK(K - 1) + (K^2 + N^2 K + NK^2 + 2NK + 12K + 4MK + 2K + 8)T$ |
| EP [13] | $NK^2 + N K + (K^2 + K^2 + 13K + 2MK) T$ |
| BPIC | $NK^2 - 6K + (17 + 2M + N) KT$ |
| GPICNet | $(1.5N + 1.5NK - 5 + S_u (N_{h1} + N_{h2} + 3) + N_{h1}N_{h2} + M) K + (3NK + 2M + 10 + (N_{h1} (4S_u + 5 + 3N_{h1}) + N_{h2} (N_{h1} + S_u + 2)) L) KT$ |
| GEPNet | $(2.5N + 1.5NK + K + S_u (N_{h1} + N_{h2} + 3) + N_{h1}N_{h2} + M) K + (K^2 + K^2 + 13K + 2MK + (N_{h1} (4S_u + 5 + 3N_{h1}) + N_{h2} (N_{h1} + S_u + 2)) KL) T$ |

* The hyperparameters $d_s, d_v = d_s + M + N, d_s = d_v + 1, d_v = d_s = d_v / n$ are set to $0.6340$ and $3.0868$ respectively.
it is desirable to use a practical detector that is able to handle a varying number of users without retraining. The proposed detectors are expected to be robust due to

1) Using the number of detector parameters independent from the number of users.
2) Representing each user by the corresponding node in the GNN so that all nodes are specified by the same neural networks (NN) defined in equations (22)-(23), (25)-(26). Therefore, all users share the same NN parameters, and scaling of the proposed detectors in terms of the number of users is straightforward.

We evaluate the robustness of the GEPNet, GPICNet, OAMPNet and RE-MIMO detectors to the changes in \( K \) in two scenarios:

1) Interpolation scenario, where we train the detectors for two different numbers of users \( K_{\text{train}} \in \{a, b\} \), and then test the detectors in a system with a number of users \( K \) in the range of \( a \) and \( b \).
2) Extrapolation scenario, where we train the detectors for a certain number of users \( K_{\text{train}} \), and then test the detectors in a system with a larger number of users \( K > K_{\text{train}} \).

As a baseline for comparison, we provide results for the detectors that are trained and tested for the same number of users, i.e., \( K_{\text{train}} = K \). The results for \( a = 32, b = 64, N = 64 \) and \( K = 48 \) are given in Fig. 4. It can be seen that the curves \( K_{\text{train}} \in \{32, 64\} \) are close to the curves \( K_{\text{train}} = 48 \) for all the detectors. However, the curve \( K_{\text{train}} = 32 \) is able to approach the curve \( K_{\text{train}} = 48 \) only for the GEPNet detector, while there is a significant gap between the curves for all the other detectors, i.e., these detectors show a significant performance degradation. Therefore, we conclude that all the considered detectors are robust to the changes in the number of users in the interpolation scenario, but only the GEPNet detector demonstrates the robustness in the extrapolation scenario. This indicates that the GEPNet detector is able to cope with the varying number of users without retraining.

Since the proposed GEPNet and GPICNet detectors demonstrate a good robustness in the interpolation scenario, we propose to train them only for \( K_{\text{train}} \in \{\min(K), \max(K)\} \), where \( K \) is a set of all \( K \) of interest. This would lead to a substantial complexity reduction compared to the training for all \( K_{\text{train}} \in K \).

VII. SIMULATION RESULTS

In this section, we first evaluate the posterior distribution approximation of the proposed detectors. We then analyse the performance of our proposed detectors by comparing their SER performance with that of the state-of-the-art MP and NN based detectors. More specifically, the SER is evaluated with respect to the channel condition number, SNR, and transmit-to-receive antennas ratio. The MP detectors considered in this paper are the AMP [10], MMSE [31], BPIC [14], OAMP [12], and EP [13] detectors. The weighting coefficients in the EP and GEPNet detectors are set to 0.9 and 0.7, respectively. Besides the proposed NN based GEPNet and GPICNet detectors, we also consider the state-of-the-art NN based GNN [21], OAMPNet [16] and RE-MIMO [20] detectors. Since we focus on MU-MIMO systems where the transmit-to-receive antennas ratio is high, we consider \( \alpha \triangleq \frac{N}{K} \in [\frac{1}{2}, 1] \). The proposed GEPNet and GPICNet detectors only need to be trained with \( K_{\text{train}} \in \{\frac{1}{2}N, N\} \), as discussed in the previous section. The RE-MIMO [20] was trained with \( K_{\text{train}} \in \{\frac{1}{2}N, \frac{1}{2}N + 1, \ldots, N\} \), as suggested in [20]. The OAMPNet and GNN detectors were trained with the same number of users as in the testing phase, i.e., \( K_{\text{train}} = K \), as suggested by their authors.

We also provide the ML detection results. The ML detector was implemented by using Gurobi optimizer [34] to solve the quadratic minimization problem (4). Specifically, the Gurobi optimizer employs an advanced version of the widely known branch-and-cut method [35]. Unless otherwise mentioned, 500000 channel realizations were used to compute the SER. We employ 4-QAM, 16-QAM, and 64-QAM modulation.

A. Improvement of the Posterior Distribution Approximation by Using the GNN Framework

In this section, we show that the proposed GEPNet and GPICNet detectors improve the accuracy of the posterior distribution approximation compared to the EP and BPIC detectors, respectively, by computing the SER and \( r(\cdot) \), defined...
in Section IV. Note that the SNR values are set so that the ML detector can achieve the SER of $10^{-3}$. Figs. 5-6 show the SER and $r(t)$ for the EP, GEPNet, BPIC and GPICNet detectors. It is evident that the GEPNet and GPICNet detectors exhibit a lower SER and a higher $r(t)$ compared to the EP and BPIC detectors, respectively. Therefore, we conclude that the GEPNet and GPICNet detectors provide more accurate posterior distribution approximation.

**B. SER vs. Channel Condition Number**

The symbol detection is especially challenging in the case of ill-conditioned channel matrices. A matrix is ill-conditioned if it has a high condition number, which is defined as the ratio between the maximum and minimum singular values. Note that the channel matrix coefficients in (2) follow a Gaussian distribution with zero mean and variance $1/N$. Since the channel matrix coefficients are random variables, the corresponding condition number is also a random variable. Thus, there is a certain probability that a particular random realization of channel matrix $H$ would be ill-conditioned. We perform simulations for SER vs channel condition number by generating 5000 random realizations of symbols $x$ and noise $n$ for each of 1000 channel matrix realizations $H$. The SER is calculated for each condition of channel realization. Fig. 7 shows the SER performance of the BPIC, EP, GPICNet, and GEPNet detectors with respect to the channel matrix condition number. The SNR is set so that the GEPNet detector achieves the SER of $10^{-3}$. It can be seen that the integration of the GNN with the BPIC and EP detectors allows the detectors to deal better with ill-conditioned channel matrices.

**C. SER vs. SNR**

We first evaluate the SER performance of the proposed detectors with 4-QAM modulation scheme for $N = 16$ and $K \in \{8, 12, 16\}$, as illustrated in Fig. 8. The GEPNet closely approaches the ML performance for the transmit-to-receive antennas ratio $K/N = \frac{K}{16}$. This is in contrast to the other MP [10], [12]–[14] and NN based [16], [20], [21] detectors that show a significant performance gap when $K/N$ is 1. The GPICNet detector achieves a similar performance to the GEPNet detector when $K/N = 0.5$. However, its performance degrades when the number of users increases, as expected since the GPICNet detector balances the complexity and performance. Nevertheless, the GPICNet provides a great
advancement in terms of the performance compared to its predecessor BPIC detector. We then investigate the performance of the detectors in systems with a higher number of receive antennas, i.e., $N = 64$, as illustrated in Fig. 9. We observe that the proposed detectors for $N = 64$ behave in the same way as for $N = 16$. Finally, to better understand the behaviour of the detectors with a higher order QAM modulation, we perform simulations with $N = 64$, $K \in \{32, 48, 64\}$ and 16-QAM modulation scheme. The results in Figs. 10a and b indicate that the GEPNet can achieve a near ML performance, while
in Fig. 10c the GEPNet is shown to outperform the state-of-the-art MU-MIMO detectors by more than 4dB at SER of $10^{-4}$. Note that we are not able to generate the ML detection result for $K = 64$ with 16-QAM due to prohibitive computational complexity. The GPICNet achieves an excellent detection performance when $\frac{K}{N}$ is 0.5. We further test the proposed detectors in small MIMO systems with a high order QAM modulation scheme, i.e., 64-QAM. Low dimensional
MIMO systems (e.g., $N = K = 16$) are currently of high interest, especially for 5G smartphones [36]. The results are depicted in Fig. 11 where the GEPNet outperforms the EP by around 3 dB for $N = K = 16$ MIMO configuration at the SER of $10^{-3}$.

D. SER vs. Transmit-to-Receive Antennas Ratio

We performed simulations to analyse the performance of the detectors in terms of the SER with respect to the transmit-to-receive antennas ratio $\alpha$. The MMSE, OAMP, AMP, and GNN detectors are excluded from the comparison, since their performance is worse than that of the EP, OAMPNet, and RE-MIMO detectors, as shown in the previous section. The BPIC detector is included, since the gap between the GNN and BPIC gives an idea how significantly the GNN can improve the performance. The SNR is set so that the GEPNet detector achieves the SER of $10^{-3}$ when $\alpha = 1$. The results are depicted in Fig. 12. It can be seen that the GEPNet detector outperforms the other MU-MIMO detectors. Compared to the BPIC detector, the GICNet detector has two times higher number of users that can be served simultaneously by $N$ receive antennas. In practice, this means that the GICNet doubles the multiplexing gain of the BPIC detector.

VIII. CONCLUSION

In this paper, we analysed the accuracy of the IGA-based posterior distribution approximation in the state-of-the-art MP detectors, specifically, the EP, OAMP and BPIC detectors. Motivated by this analysis, we developed a GNN-based framework to improve the accuracy of the posterior distribution approximation by fine-tuning the cavity distribution in the MP detectors that rely on the IGA. We focused on the improvement of the high-performance EP and low-complexity BPIC detectors. We introduced an additional GNN module in these detectors to fine-tune the cavity distribution. The resulting detectors are referred to as the GEPNet and GICNet detectors. We proved that the proposed detectors are robust to user permutations and changes in the number of users. Simulation results show that the GEPNet detector can achieve a near-ML performance in various system configurations and significantly outperforms the EP detector, while the GICNet detector doubles the multiplexing gain of the BPIC detector.
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