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Abstract—The adoption of many-cores systems introduces the concern for data protection as a critical design requirement due to the resource sharing and the simultaneous executions of several applications on the platform. A secure application that processes sensitive data may have its security harmed by a malicious process. The literature contains several proposals to protect many-cores against attacks, focusing on the protection of the application execution or the access to shared memories. However, there is a gap to be fulfilled: a solution covering the entire application lifetime, including its admission, execution, and peripheral’s access. This survey discusses three security-related issues: the secure admission of applications, the prevention of resource sharing during their execution, and the safe access to external devices. This survey concludes with an evaluation of the studied methods, pointing out directions and research opportunities.
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I. INTRODUCTION

Many-core SoCs (System on Chip) are platforms that provide high connectivity and massive parallelism for running a wide variety of applications. The use of many-cores systems is continuously increasing due to the growing number of integrated processing cores into one single chip and the diversity of fields to where they have been applied to. A many-core SoC contains PEs (Processing Element) and IPs (Intellectual Property) modules interconnected by complex communication infrastructures, such as hierarchical buses or NoC (Network on Chip), that must be able to handle the high communication demands [1].

In the context of this survey, the term \textit{MCSoC} refers to NoC-based many-core SoCs. \textit{MCSoCs} are becoming the solution to meet the high-performance demand of embedded systems while maintaining the power consumption constraints during its execution. Examples of modern architectures with a large number of processors interconnected by NoC includes the Mellanox family TILE-Gx72 (72 cores) [2], Intel Knights Landing [3] and Oracle M8 (32 cores) [4], Kalray array (256 cores) [5], KiloCore chip (1,000 cores) [6], and Esperanto with 1,100 RISC-V cores [7]. Recently, even complex architectures are following the \textit{MCSoC} trend, such as Intel Xeon i9 (18 x86-processors) [8].

As the adoption and complexity of \textit{MCSoCs} increases, data protection’s concern appears as a new design requirement [9]. A \textit{MCSoC} may be employed in scenarios where availability is a critical factor and downtimes must be minimized. Simultaneously, the system may also need to handle sensitive information; thus, it is necessary to protect this data from unauthorized access.

According to [10], not only data protection, unauthorized access and availability are concerns on \textit{MCSoC} design. The following seven \textit{security principles} are generally accepted as the foundation of a good security solution being the first three principles mandatory features:

- Confidentiality: the property of non-disclosure of information to unauthorized processes, entities or users;
- Availability: the protection of assets from DoS (Denial-of-Service) threats that might impact any of the system’s resources availability;
- Integrity: the prevention of modification or destruction of an asset by an unauthorized entity or user;
- Authentication: the process of establishment and validation of a claimed identity;
- Authorization: the process of determining whether a validated entity is allowed to access a secured resource based on attributes, predicates or context;
- Auditing: the property of logging sufficient system activities to reconstruct events;
- Nonrepudiation: the prevention of any participant denying his role in the interaction once it is completed.

\textit{MCSoCs}, beyond their inherent scalability, provide massive parallelism and high performance to the users. In such systems, several applications execute simultaneously, sharing computation (processors) and communication (routers and links) resources. However, this \textit{resource sharing} also leads to security and trust problems, requiring the design of solutions that prevent malicious entities from exploring vulnerabilities and breaking any of the security principles. Furthermore, those malicious entities can damage the system (hardware and Operating System) or the application at different moments of the application’s lifetime, compromising their admission and execution through the resource sharing feature of the \textit{MCSoC} [11–13].

The application’s lifetime encompasses three main phases: (a) before the execution we need to admit the application to the \textit{MCSoC}, mapping the tasks and reserving resources for execution; (b) during the application execution the computation resources run the algorithms and use communication resources to inter-task cooperation and peripherals access; (c) finally, at the end of the execution, the resources release must be provided to enable its use by another application.
The execution of an application with security constraints comprises at least three assumptions. The first one is the secure admission of the application, to guarantee the object code integrity. The second assumption regards the application execution in a runtime environment protected from attacks. The third assumption is related to the protection of the communication with peripherals and shared memories (Figure 1).

The application admission corresponds to the object code transfer from an off-chip entity to the MCSoC. With respect to security in this process, the many-core must trust on the entity transmitting the application and the integrity of the application must be verified to avoid the insertion of malicious code. Examples of attacks in this phase are Trojan Horses, man-in-the-middle and spoofing. While solutions to these issues exist for the Internet, computer networks, and software [14–16], few works are still applied to the MCSoC.

At execution time, a malicious attacker may have access to sensitive computation or communication data. Therefore, a secure application that processes sensitive data will have its security harmed by a malicious process. Examples of attacks that occur in this phase include DoS, timing attack, side-channel attack and information leakage (snooping) [17–19]. The adoption of firewalls, encryption mechanisms, and resource isolation through secure zones are common strategies to deal with those security threats.

Relative to the communication with external devices, unauthorized access to instructions and data in shared memory and peripherals can compromise the applications’ execution, resulting in attacks of information tampering or information leakage. Examples of such attacks include DoS and timing attack [20, 21].

The MCSoC research field is broad, with several research groups working in this area. Concerns related to NoC security is not a recent thread, with publications dating from the beginning of the 2000’s, such as [22–25].

Table I details how this survey is organized. Emphasis is given to mechanisms used to protect the system on the different lifetime phases, considering the positioning of the mechanisms: at the NoC level; at the MCSoC level; in other systems or research areas.

Section II. presents the threat model, discussing the MCSoC’s vulnerabilities for each security principle. Then, still in this context, details attacks that can be carried-out by exploring those vulnerabilities.

During the application admission phase, authentication mechanisms are applied to the entities in order to ensure the integrity of the application’s object code (Section III). With respect to the application’s execution, the review focus on the protection of the communication resources, the computation resources, and works that considers the protection of both (Section IV). The review of proposed mechanisms to protect the access to peripherals (mainly shared memory) is presented in Section V. Each related work is summarized according to the following structure: (i) the attacks employed to obtain some advantage; (ii) the threats mitigation methods; (iii) the operation of the method; (iv) the cost regarding the area, power or latency of the proposed mechanisms.

Section VI. concludes this survey, presenting a discussion, alongside the issues and gaps found in the reviewed works.

II. Threat Model

The resource sharing of MCSoCs components introduces vulnerabilities to the applications running on it. These vulnerabilities compromise the security principles throughout the applications lifetime, by example:

- **Integrity**: a malicious entity can change the source code of the tasks, at the application admission, inserting Trojan Horses or backdoors causing a suspicious behavior of the application during its execution.

- **Confidentiality**: unauthorized access to the data writing or reading. With different applications sharing the MCSoCs, a malicious application can be loaded and executed by a given processor, accessing the memory to retrieve or leak critical data through malicious PEs or peripherals.

- **Availability**: disruption of the system by overloading resources. A malicious application generating packets with a high injection rate can produce this attack, overloading the communication infrastructure.

- **Authentication**: before the application admission, the MCSoC must have confidence that the entity that want to run an application in the many-core system proofs its identity.

- **Authorization**: the deployment of an malicious application without authorization enables innumerable threats
in the system compromising its integrity, availability and integrity.

In the MCSoCs context, it is possible to explore such vulnerabilities with attacks that compromise the system by using:

- **Denial-of-Service - DoS**: disruption of the system by overloading resources, compromising its availability. A malicious application task generating packets with a high injection rate can produce this attack, overloading the communication infrastructure.

- **Distributed Denial-of-Service - DDoS**: similar to DoS, uses multiples tasks to attack and disrupt the system by overloading resources, compromising its availability. A malicious application running in distinct PEs can coordinate an attack to a specific router overloading its communication capacity.

- **Timing attack**: explores the communication collision between the sensitive traffic and the attacker traffic. The latency interference induced by malicious traffic can provide to the attacker some information about the timing, frequency, and volume of the secure communication.

- **Hardware Trojans**: a malicious modification of the system’s hardware (e.g., inserted into the NoC) aiming to sniff and leak sensitive data.

- **Spoofing**: a malicious application successfully falsifies its identity to obtain unauthorized privileges.

- **Hijacking**: an attempt to alter the system configuration to execute a set of abnormal tasks along with normal system operation (e.g., during the load of the operating system or an application).

- **Man-in-the-Middle - MitM**: an attack where the attacker secretly relays and alters the communication between the external entity and the MCSoC, in such way that each one believes they are directly communicating with each other. Enabling the attacker to send malicious data or obtain secret information of the MCSoC.

- **Trojan Horse and backdoor**: the tampering of the task’s source code during the admission of the application can insert malicious code that, during the application execution, can compromise the availability of the MCSoC and the confidentiality of the data.

**III. PROTECTING THE APPLICATION ADMISSION**

The application admission corresponds to the object code transfer from an off-chip entity to the MCSoC. With respect to security in this process, each actor (external entity and MCSoC) must confirm the other part’s identity, and the integrity of the application must be verified to avoid the tampering of the application’s object code. Solutions to these issues exist for the Internet, computer networks, and software using techniques such as ZKP (Zero Knowledge Proof) [16], DH (Diffie-Hellman) protocol based on ECC (Elliptic Curve Cryptography) [27] and MAC [26]. Caimi et al. [35] present a solution to the application admission in MCSoCs.

(i) **Zero Knowledge Proof protocol**

In [16], the Authors present a secure lightweight and energy efficient authentication scheme for WBAN (Wireless Body Area Network) called BANZKP. The scheme is based on a ZKP protocol and a commitment scheme to authenticate the sensor nodes in the WBAN network. They used ZKP to confirm the identity of the sensor nodes while the commitment scheme deals with replay attacks. According to the authors, after the authentication success, an encryption mechanism (not presented in the paper) provides the message privacy protection. Evaluation uses the Omnet++ simulator. Authors claim that the proposed method reduces the memory consumption by 56.13% and energy consumption by 94.11% when compared with the alternative protocol TiniZKP.

(ii) **ECDH protocol**

He et al. [27] present an authentication scheme for session initiation protocol based on ECDH applied to multimedia services. The proposed scheme consists of three phases: system setup; registration; and authentication. At the setup phase, the system generates a point (P) over an elliptic curve using a large prime number, an integer (Ks) as the secret key, then calculate the Ppub = Ks x P as a public key (over the finite field Fp and modular arithmetic over P), and publish these parameters, except Ks. At registration phase, the user becomes a new legal user sending the username and password, and the server computes two secret values, the first based on the user password and another based on Ks value. Then the server calculates and stores a password auditor based on these two values. At the authentication phase, the user sends a request using the username and a value (R1), calculated with Ppub; the server responds with a challenge using (R1); the user validate the server’s challenge and, if it holds, compute a response that involves the user password, the R1, the server’s challenge, and the username. Finally, the server validates the answer to accept the user’s request. After the mutual authentication, a shared session key is calculated in both sides using common values. The paper presents a security and performance analysis based on the number of elliptic curve scalar multiplications, modular multiplications, modular inversions, and one-way hash functions operations used on the scheme.

(iii) **Message Authentication Code (MAC)**

Sepúlveda et al. [26] propose a runtime mechanism based on MAC and PUF (Physical Unclonable Function) to provide memory integrity and authentication. The MAC uses the SipHash algorithm. The proposed mechanism prevents code injection and memory modification attacks, including spoofing, reallocation and replay attacks to the off-chip components. The mechanism is divided into three stages: key generation; MAC initialization and application installation; and operation. At the key generation stage, one key for each application is derived utilizing a challenge PUF and a random number. These two are also utilized to compute the helper data, which is part of the generation and reconstruction of the key. Application identifier, PUF challenge, and helper data
are utilized by the Authentication Controller module (Figure 2) to trigger the regeneration of the application-specific key which is required for MAC initialization during application installation as well as during the SoC operation.

Fig. 2 The Authentication Controller module (adapted from [26]).

At the MAC Initialization and Application Installation stage, before the normal system operation, the MAC for all applications that are going to be executed are computed and stored in the off-chip memory. During SoC operation phase, code/data may be migrated to another IP core or wrote back to the main memory. In such situations, MACs are computed in the Authentication Controller and stored in the off-chip memory. During a read access, the loaded data is used to recompute the MAC, which is then compared with the MAC previously stored in memory. For an authentic memory line the computed MAC matches to the MAC stored in memory. For an authentic memory line the computed MAC matches to the MAC stored in memory. The Authors implement the mechanism using Xilinx Nexys4 FPGA (Field Programmable Gate Array) and the evaluation FPGA resource utilization shows the following: overhead of the modules when compared with the baseline system: +132% of FFs (Flip-Flops) and +135% of LUTs to the entire secure PUF module; +19% of FFs (Flip-Flops) and +17% of LUTs to the authentication Controller module. Performance evaluation shows a low impact on the application degradation due to the mechanism: up to 25% (write intensive Qsort application).

(iv) ECDH and MAC

Caimi et al. [35] propose a solution to authenticate external entities responsible by deploying secure applications (Appsec) to MCSoC using an ECDH (Ellipt Curves Diffie-Hellman) protocol. At the Appsec admission, a protocol using a MAC (based on the SipHash algorithm) verifies the object code integrity of each application’s task. Only after all Appsec tasks pass through the integrity validation the application start.

The entity’s authentication evaluation shows an overhead of 1.68 seconds using an ARM processor running at 500 MHz. The object code integrity verification using SipHash costs 32K clock cycles per KB.

IV. PROTECTING THE APPLICATION EXECUTION

The literature presents a diversity of mechanisms used to protect communication, computation and memory accesses in MCSoCs. Mechanisms protecting the communication include: (i) firewalls; (ii) secure zones; (iii) routing schemes; (iv) temporal network partitioning; (v) cryptography; (vi) packet certification. To protect computation, the main mechanism used is spatial and/or logical isolation. The mechanism protecting memory accesses include routing schemes and firewalls.

A. Protecting communication

Hardware Trojans (HT) or malicious processes are threats that can be utilized to access sensitive information or break the communication subsystem security. The most reported attacks are DoS [17, 19, 36], HT [28, 29], timing side-channel attack [31, 37], and attacks to confidentiality and integrity [29, 38].

We describe in this Section works that use different mechanisms to specifically protect the communication subsystem. However, in such cases, the computation is still exposed due to resource sharing that is not directly addressed in the proposed mechanisms.

(i) Firewalls

In the on-chip communication scope, a firewall is a hardware barrier placed at the communication structure ports to control the input and output of an element. This mechanism is, in general, composed of a table to store the recognized trusted sources and a controller, which allows the certified traffic and blocks unauthorized traffic.

Rajesh et al. [29] propose a runtime latency auditor for NoCs, called RLAN, to dynamically monitor the on-chip resources availability and properly filter the malicious traffic. The goal of the proposed method is to prevent HT and mitigate attacks to the availability of the NoC. According to the Authors, RLAN is a non-invasive technique that can work without any modification with third part IP NoCs. The method is implemented at the NI (Network Interface), as shown in Figure 3.

Fig. 3 Block diagram of RLAN’s network interface [29].

The principle adopted by the RLAN design is that packets traversing routes with significant overlap (spatial similarity) around the same time (temporal similarity) have comparable latencies. The method includes two major steps: (a) all packets are tagged with a timestamp to enable latency computation; (b) creation of Source/Destination traffic in RLAN. The second step creates a control traffic to compute the reference latency, using it to detect attacks by HTs or malicious processes. The authors use BooKSim 2.0 Simulator to evaluate the performance of the method, and a 45nm TSMC standard cell library to evaluate power and area. Results show that RLAN incurs an overhead of 12.73% in area, 9.84% in power and 5.4% in terms of network latency when compared to the baseline NI.
Hu et al. [17] propose a three-level firewall to provide access control, authentication, and availability of the communication system, preventing information leakage and DoS attack. The proposed method makes a design time analysis of the traffic and the NoC architecture [39] applying Integer Linear Programming (ILP) to select the levels and position of the firewalls: (a) between a PE and a router or; (b) between routers. Figure 4 illustrate the method in a smartphone application.

Fig. 4: Example of optimized NoC topology for a smartphone application [17].

The Authors’ goal is to reduce the communication overhead required for security information in packets’ headers. The authors do not present the area, power, or performance costs. Results show a 30% to 65% overhead reduction in header size of packets when the firewalls are positioned between routers over a standard solution, i.e., firewalls connected to the NIs.

Azad et al. [40] propose a firewall to guarantee the platform’s integrity and confidentiality. The firewall is placed at the NI and has two tables: (i) initiator table, which checks if the source has permission to send messages, and (ii) target table, which verifies if the message is allowed to enter the target unit. Another important aspect of this proposal is that a Security Manager configures the firewalls, which send configuration messages protected with MAC. There is an area increase of 139% in the secure NI with a firewall with 15 entries. The critical path delay of the baseline NI increases by 6.46% from 2.32ns to 2.47ns by adding the firewall. Integration of SipHash (MAC algorithm) for reconfiguration packets imposes an NI overhead of 17,105 μm² (TSMC 40 nm technology).

Another proposal of Azad et al. [41], named CAESAR-MCSoC, utilizes a group of firewalls to set an isolated cluster of nodes in the platform, building a Secure Zone with them. However, as the Firewalls are configurable, the focus is to promote a secure configuration protocol with encrypted and authenticated configuration packets. Implementation puts two encryption and authentication modules (CAESAR-AEGIS and CAESAR-ASCON) integrated into the Network Interfaces (NIs). The evaluations show an area overhead of 277.6% when NI uses the CAESAR-AEGIS, and 18% when uses CAESAR-ASCON (TSMC 40 nm technology). The delay in the critical path increases 17.8% with CAESAR-AEGIS and no additional delay with CAESAR-ASCON.

(ii) Routing Scheme

Sepúlveda et al. [36] present a runtime method to prevent timing side-channel attacks and information leakage. The work proposes two mechanisms: adaptive routing and random arbitration. The proposed method assumes that a malicious task in the path of a memory access may extract sensitive data from the communication flow’s temporal behavior. To prevent the temporal behavior extraction, the first mechanism implements a random arbitration in the routers to remove the temporal correlation of malicious injected traffic and memory access. The second mechanism is the adaptive West-First routing method, which allows, in some situations, to make turns to escape from blocking conditions. Thus, the secure traffic deviates from the malicious traffic in the path automatically to get a free one. Results show that random arbitration and adaptive routing maintain an average throughput of 0.41 and 0.6 flits/cycle, respectively, to one secure traffic flow with several malicious injection rates. The area overhead due to the random arbitration and adaptive routing is 11% and 5%, respectively. The power overhead due to the random arbitration and adaptive routing is 9% and 8%, respectively.

Charles et al. [42] propose a lightweight Anonymous Routing (AR). This method inserts extra layers of protection that hide the source and target fields of the message and utilizes a three-way handshake protocol to establish the communication path (Route Initiation, Route Accept and Route Confirmation). As a result, the message exchange becomes untraceable for devices that do not access the key. AR results present 70% (69% on average) delay increase and 34% (28% on average) increase in execution time, both compared to the No-AR implementation.

Indrusiak et al. [43] propose the implementation of route randomization in a many-core as a protection mechanism against SCA. In this case, varying the routes taken by sensitive traffic prevents the collision with malicious traffic provoked by an SCA attacker, making the SCA information extraction considerably harder since the timing measures are not precise. Results show distinct latency overhead according to the routing algorithm and the packet priority, presenting high dependency on traffic scenario, dificulting a performance evaluation.

(iii) Secure Zones - Routing Scheme

Fernandes et al. [31] propose a design time method that enables the creation of Secure Zones (SZ) based on the routing algorithm to mitigate DoS and timing side channel attacks. The authors extend the Segment-based Routing (SBR) to security purposes creating the SBR Security Zone Awareness (SBR-SZA) that enables the creation of SZs. After running the SBR-SZA, the Region-based Routing Algorithm (RBR) creates routing restrictions avoiding shared paths between different applications and deadlock free paths.

Figure 5 shows two cases of segment computation for the same six routers of the MCSoC. Depending on the NoC segments computed by SBR, the communication path between S and D can be either PIZ (Partial intra-zone communication), as shown in Figure 5(a); or FIZ (Full intra-zone communication), as shown in Figure 5(b).

The evaluation method uses two synthetic scenarios and the Numerical Aerodynamic Simulation (NAS) benchmark [44] to measure the routing tables size and the communicati-
bitation latency. Results showed up to 16.56% overhead in the routing tables size.

(iv) Secure Zones - Encryption

Sharma et al. [34] proposes an encryption mechanism for zone-to-zone secure communication. The authors present a runtime protocol (PF-ID-2PAAK) that generates private/public par keys for each IP core of the SoC. The secure zones are created dynamically having an anchor node responsible by the secure communication with other zones. The protocol enables dynamically creation of session keys used to encrypt the message flow between the anchor nodes, protecting the communication.

(v) Temporal Network Partitioning

Temporal network partitioning (TNP) employs explicit flow separation to avoid interference of low-priority flows in high priority flows. The goal of the approach is to mitigate DoS, timing side-channel attacks and information leakage [37, 38].

In [37, 45], the authors propose a design time method to create domains of noninterference to prevent DoS and timing attacks. Noninterference means that packet injection from one domain can never have any effect on the packets delivered from other domains. The domains are implemented using virtual channels, and the noninterference is obtained through bounded priority arbitration, called surf scheduling at each router port. In this schedule, a packet waits until it can be forwarded in one dimension (e.g. X-direction) and then does not experience any wait at any downstream router in this dimension. After finishing the first dimension, the packet might experience another wait until it can be forwarded to the next dimension. The authors call this schedule surf scheduling because a packet is like a surfer who waits to ride a wave to some location and then waits to ride another wave.

The proposed SurfNoC was implemented in BookSim 2.0, a cycle accurate simulator. The latency evaluation shows that the overhead of surf scheduling is almost independent of network size (average number of hops), leading to a constant overhead of 19 cycles (except for 16 nodes) because the packet wait time depends only on the number of dimensions and domains. The drawback of the proposed method is that increasing the number of domains also increases the number of virtual channels, increasing the router area an power consumption.

Wang et al. [38] propose a design time priority-based arbitration and a static limit mechanism to provide protection against information leakage and DoS. The idea is to assign high-priority to low-security traffic, in such way that its behavior is not affected by high-security traffic. With this scheme, when flows from two different security levels compete for the router traversal, the low-security flow always wins due to the arbitration police, avoiding a malicious task to infer timing information over the high-security flow. Virtual channels are statically allocated to each security domain to remove interference in buffers. To prevent a possible DoS attack due to this unfair arbitration scheme, the authors include an additional mechanism that monitors and limits the amount of the low-security traffic regardless the amount of high-security flows. The proposed method evaluation uses the Darsim Simulator. As expected, results show that the method increases the performance in low-security flow and decreases the high-security flow.

(vi) Cryptography

Ancajas et al. [28] present a runtime method to protect information leakage from HTs. The authors propose the FortNoC, a three-layer security mechanism. These security measures are introduced in the NI of the NoC. The first layer is the Data Scrambling (DS), which makes the HT activation harder. This is done with XOR cipher encryption [46] to encrypt the data before sending it to the NoC. The second layer is the Packet Certification (PC) that attach an encrypted tag at the end of the packet before injecting it into the NoC. This is obtained creating a random lookup table dynamically at the boot-time that creates a 16-bit unique identifier for each node in the system. Based on the destination node of a packet, each data packet embeds a tag containing the translated identifier of the destination node from the lookup table. The third layer is the Node Obfuscation (NObf) that decouples the source and destination nodes of a communication to increase side-channel resilience. The NObf is obtained with task migration. The evaluation of the area shows an overhead of 0.34% and 9.57% to PC and DS respectively. The power consumption evaluation shows no overhead to PC technique and overhead of 5.8% to DS technique. According to the authors, the performance evaluation shows an overhead of 5.9%.

Silva and Zeferino [47] propose the use of an AES block and a KDC (Key Distribution Center), adding authenticity and confidentiality in the message flow of the SoCIN NoC. The KDC share different master keys with each node (the authors do not explain how this is executed). During the operation, when a node A wants to send a sensitive message to node B, the node A send a session key request to the KDC. This request inform the communicating nodes (A and B) an is encrypted using his master key of node A. The KDC decrypt the request and generate (using a LFSR) a session key. The KDC sends the session key generated to node A encrypted with its master key and another message with the session key to node B encrypted with the note B’s master key. At this point the two communicating nodes (A and B) have a session key to encrypt the message at source node A and decrypt message at target node B. Figure 6 illustrate the process.
In the paper, it is not clear if each message exchange needs a new key session or the same key session is used by all messages from node A to node B. The evaluation shows that the communication using the security mechanism is from 7 to 17.6 times slower if the secure session was already established or not, respectively. The hardware cost evaluation using Xilinx ISE synthesis toll shows the additional costs in LUTs, FFs and BRAMs equal 233.5%, 188.6%, and 687.5%, respectively.

Oliveira et al. [33] propose an architecture that includes a firewall capable of filtering incoming and outgoing NoC traffic, an AES cipher block to encrypt the NoC flow and, an auxiliary NoC that use a Hamiltonian path to configure the firewall rules and distribute the keys. Figure 7 presents the interfaces connected to the firewall. The router and the NI signals are the same. Instead of changing the interfaces, state machines in the firewall manage the flow control signals. The firewall may encrypt or not the packets according to an identifier in the packet.

The firewall plus the AES module increases the router area by 193.7% and latency increases (i) in the best-case scenario (disturbing traffic in the path of the ciphered traffic) by 126.3%; (ii) in the worst-case scenario (contention due to the simultaneous need of encrypt and decrypt packets by the same AES block) by 395.92%.

Santana et al. [48] extend the aforementioned work [33], by adopting four security countermeasures: spatial isolation of applications, a dedicated network to send sensitive data, filters to block malicious traffic, lightweight cryptography. This proposal is decoupled from the MCSoC architecture, protecting the system from attacks, such as Denial of Service and man-in-the-middle, ensuring confidentiality and integrity to applications. Performance evaluation present distinct behaviors, according to the application profile. For a synthetic application, the average latency increased by 13.63% and 46.51% without and with the AES encryption, respectively, compared to the baseline MCSoc. The overhead in the average latency of a real application (MPEG) is 2.55%.

In Kinsky et al. [12], the authors introduced Hermes, a secure multicore computing architecture framework. The proposed scheme claims to prevent DoS, virtual channel and physical memory attacks by creating a virtualization layer that isolates computing threads based on system and user-defined trust levels and security policies.

Hermes achieves both hardware and software views of secure processing by grouping processors into physical zones called wards and virtual logical zones called islands. The wards have different secure level defined at design time and each one have an anchor node responsible by its key management. The environment protects the physical memory using an MMU (Memory Management Unit) with access restrictions based on two tables that provide a firewall behavior to the MMU. Hermes achieve communication protection using several mechanisms: (i) DH protocol distributes public keys to anchor nodes of the physical zones, with join and leave operations to distribute the keys to the logical zones; (ii) a AES module in the NI to encrypt the traffic flow when required; (iii) a key manager in the NI to select an appropriate key during the operation; (iv) MAC and hash modules to generate session keys. Beyond those mechanisms, the environment provides a routing algorithm to prohibit or limit the traversal of zones by non-member generated traffic. According to the Authors, the hardware overhead to fully implement the security features of Hermes architecture is 17%. The performance results on the SPLASH-2 benchmarks presents an overhead of 1% to 9% across all the benchmarks when compared to the non-secure baseline architecture.

(vii) Packet Validation

Boraten et al. [49] propose a runtime packet-security (P-Sec) method, including a packet validation technique to protect compromised NoC architectures from fault injection side channel attacks (potentially DoS) and HTs by merging two error detection schemes, namely algebraic manipulation detection (AMD) and cyclic redundancy check (CRC) codes. According to the authors, in normal operating environments (not under attack) CRC is capable of detecting faults in packets since the fault rates are low. For cores sending sensitive data over the network, P-Sec is turned ON, switching CRC to AMD mode, protecting sensitive packets from fault injection attacks.

Figure 8 shows, at the top, the changing between normal operation (CRC) and secure operation (AMD). In the same Figure, at the middle, the logical arrangement of two modules and, at the bottom, the packet structures in the distinct operation modes. In the AMD technique the number of redundant bits is a function of the message length and the size of a random number internally used.

The work uses CRC messages with 204 bits length and CRC of 32 bits length; AMD messages with 204 bits...
length, random number of 17 bits and redundancy of 17 bits (204,17,17). The evaluation implements four methods (AMD, CRC-32, JTEC-QED and SECDED). Compared to SECDED, the smallest method, the power consumption is 2.68x and 8.36x greater to CRC-32 and AMD, respectively. The evaluated area, in comparison with SECDEC is 3.5x and 16.1x greater to CRC-32 and AMD, respectively. Performance results indicate P-Sec reduces overhead compared to Fort-NoCs.

B. Protecting Computation

The computation protection encompass mechanisms to avoid the processors sharing between distinct applications or deeply embedded into the processor micro-architecture mechanisms. The review shows that logical and spatial isolation are adopted [19, 50]. When just processors or clusters isolation is used, the communication system remain exposed to attacks. Solutions based on processor micro-architecture mechanisms such as obfuscated instruction execution [51] or PUF-based authentication architecture [52] are not addressed in this survey.

Real et al. [53] and their previous works [11, 19] propose a logical and spatial isolation of sensitive applications through the dynamic creation of SZs to mitigate DoS and cache SCA attacks at runtime. The architecture uses the MPSoCSim [54], a Mesh NoC where each router is connected to a cluster with four processors (with local memory), one shared memory and one shared bus (see Figure 9).

Only cluster resources are isolated by the SZ. If a task needs to communicate with a task in another cluster the message is sent through an insecure channel.

The evaluation focus on the creation of secure zones with different deployment strategies (number of clusters in the SZ) and execution scenarios (number of isolated application and their priorities). According to the chosen deployment and execution strategies, either the isolated applications performance or the non-isolated applications performance can be penalized. The performance overhead of the proposed mechanisms increases with the number of required secure zones. The worst-case shows an execution-time overhead up to 35.86% over the baseline.

ARM processors provide the ARM TrustZone (ATZ) [50], a hardware support for the creation at runtime of Trusted Execution Environments (TEEs), isolating the applications in the same processor. This feature creates two virtual processors and two Memory Management Units (MMU), allowing to execute a secure and a non-secure application simultaneously. However, at any instant, only a single domain in the system is secured. TEE allows the secure partition of shared memory to control the accesses to avoid data extraction and change (mitigating confidentiality and integrity attacks). Nevertheless, in multicores and many-core architectures, applications running on different processors share resources such as the communication infrastructure (NoC, buses) and memory. Thereby, with TEE, applications running on different processors are not protected from each other since sharing the communication infrastructure leads to possible leakage of information.

C. Protecting Computation and Communication

This section includes works that protect both computation and communication simultaneously [30, 32]. These works use firewalls or encryption mechanisms along with isolation.

(i) Secure Zones - Partition and encryption

Isakovic et al. [30] obtain computation and communication protection using spatial isolation with encryption mechanisms. The proposal is an architectural partitioning of the MCSoC resources at design time to provide availability, confidentiality and integrity. This goal is reached by adopting security components like a secure microkernel and a secure channel infrastructure that includes cryptography and firewalls. The Authors also propose to migrate the security functions from application components to the security components. Furthermore, Spatial Isolation of applications and secure channels (encryption) is used to obtain a secure environment for applications. The proposed method uses the ACROSS MPSoC architecture [55], but does not detail the implementation methods and how the protocols work. Figure 10 shows the block diagram of architecture (TISS means Trusted Interface Subsystem). The Authors also show a use-case of the proposal on a Engine Control Unit (ECU) but do not present results regarding area, power consumption or latency.

(ii) Secure Zones - Spatial isolation and encryption

Sepúlveda et al. [32] also protect computation and communication resources using spatial isolation with encryption
mechanisms. The authors propose an NoC-based architecture that implements runtime disrupted SZs using three cryptographic techniques: Hierarchical Diffie-Hellman, Hierarchical Tree-based Diffie-Hellman and mapping key predistribution scheme. The method prevents attacks to availability, confidentiality, and integrity of the system. The architecture adopts two NoCs: (a) data NoC, used by the application data; (b) service NoC used to exchange the security control packets (key exchange, firewall rules, etc.). After mapping the application, one of the key agreement protocol is executed between the mapped PEs using the service NoC. The encryption/decryption is obtained XORing the message with the shared key. Figure 11 presents an example with one disrupted SZ, two malicious routers and one infected IP.

The architecture was modeled in SystemC-TLM and RTL-VHDL, and the evaluation uses the SHOC simulation environment. Despite the use of cryptographic primitives like Diffie-Hellman, the authors show an area overhead of 20% and a power consumption overhead of 12.7% over a baseline implementation. The latency evaluation overhead shows a dependency with the number PEs in the SZ, between 30% and 55% over the baseline implementation.

(iii) Opaque Secure Zones

Caimi et al. [56] propose the method Opaque Secure Zones (OSZ), enabling temporal and spatial isolation of applications, preventing the communication and computation resource sharing. The execution mechanism includes: (i) OSZ shape definition and positioning; (ii) wrapper activation; (iii) retransmission of lost packets in and out the OSZ boundaries; and (iv) launch application. Figure 12 illustrates a simplified view of the approach. In Figure 12(a), the MCSoC contains one application in execution, App1. Next, the manager processor maps an App2, activating the wrappers at the boundary of the OSZ. At this moment (Figure12(b)), the App1 traffic is blocked by the OSZ. Figure 12(c) shows the App2 executing in the OSZ, and the App1 traffic circumventing the region.

(iv) SDN (Software-Defined Networking)

Most works adopt isolation in continuous regions, using SZs. Ruaro et al. [57] propose an alternative to SZs, which is the SDN-based management to implement the communication isolation at runtime. The method adopts two constraints. The first one is the spatial isolation at the computation level: secure tasks can only share a PE with tasks belonging to the same application. The second one is the spatial isolation at the communication level: map tasks in regions where the SDN subnets utilization is low to increase the probability of all applications’ tasks receiving a dedicated connection. The communication isolation is supported by the SDN paradigm, which establishes exclusive paths for secure applications (circuit switching). Results show that the SDN-based approach presents a negligible latency to admit and execute a secure application, with a reduced hardware cost and higher computational resources utilization compared to SZs.

(v) Obfuscation

Reinbrecht et al. [58] present Guard-NoC, a platform pro-
ected against Side-Channel Attacks, specifically Timing Attacks. The protection is based on the Obfuscation Module (Figure 13), placed between the Network Interface and the local IC input. This module uses two processes to prevent timing attacks: blinding and masking. The blinding strategy implementation changes the response time of the ICs to have a constant value. Masking is applied to insert delays on the responses, operating as a noise source. Both strategies are effective against the attempts to read or access time measurements of that local IC. In addition to this obfuscation mechanism, the Guard-NoC protects the system’s communication via Switching Mechanism. This NoC has dual switching, the packet switching is reserved to secure communications. Consequently, the circuit switching is destined to common packets transmission. The separation of secure and common traffic prevents the attackers from injecting malicious traffic directed to collide against secure traffic and infer timing values about a protected communication.

The evaluation shows a performance degradation of 12.6% due to the blinding mechanism (worst-case) and 26.9% due to the masking mechanism. The Guard-NoC router presents an area and power overhead of 16% and 18%, respectively.

V. PROTECTING THE MEMORY ACCESS

When the MCSoC architecture has shared memories, it is necessary to protect the memory accesses. The protection must prevent unauthorized tasks to read or write sensitive memory blocks and avoid information leakage in the communication subsystem.

(i) Routing Scheme

Reinbrecht et al. [21] and their previous works [59, 60] propose the improvement of the Prime + Probe (P + P) attack introduced by Osvik [61], expanding it to the communication structure of the MCSoC (i.e. the NoC). The (P + P) attack is a timing side-channel attack that exploits the information leakage through communication timing behavior. The attack is executed over the interaction between the shared cache and the victim IP that is reading the AES secret key.

The proposed attack has two variations: (i) (P + P) firecracker; (ii) (P + P) arrow. The authors show results to both attacks. In the (P + P) firecracker technique, 14 cryptographic tasks were needed to complete the attack, properly recovering 12 of 16 bytes from AES key. The (P + P) arrow technique performed 256 encryptions in the attack and recovered 9 of 16 bytes from AES key.

To mitigate the (P + P) attacks, the authors propose the Gossip NoC. The Gossip NoC combines two strategies to protect the MCSoC against timing side-channel attacks: (i) detection, which includes a bandwidth monitoring and a gossip message generation in the presence of an abnormal behavior that enables the second strategy; (ii) protection, triggered when any gossip message is received and which is able to modify the route of the packet (XY routing algorithm to the YX).

The work Reinbrecht et al. [21] shows that the Gossip router increases the logic area of the NoC about 21%. The unprotected NoC represent 35% of the MCSoC, became 42.5%, meaning that the effective logic overhead in the system was 7.5%. When calculating the same impact for power, the authors obtain 16.2% of power overhead over the baseline router and 1.18% of power overhead in the entire system.

Another cache collision attack in NoC-based SoC is presented in [13]. The authors show the attack efficacy to fully recover an AES key. The paper does not propose a mechanism to mitigate the attack in the work.

(ii) Firewall

Grammatikakis et al. [62] and their previous works [20, 63, 64] propose a source-side firewall at the NI which, by checking the physical address against a set of rules, rejects untrusted CPU requests to the on-chip memory. The Authors claim that the proposed method protects against DDoS and threats related to data leakage, confidentiality, integrity, and availability. The firewall architecture has three modules: (a) the operating mode controller (OMC), that accepts, decodes and dispatches NoC firewall commands; (b) the segment-level rule-checking (SLRC), that processes incoming memory accesses and configuration commands; (c) the interrupt unit (INTU) that accepts interrupt requests from the OMC and SLRC modules besides reporting interrupt contexts to the CPU.

The evaluation environment uses the STNoC, a ring-based NoC topology. First, a time-annotated RTL description was implemented, then a set of GEM5 simulations are executed. Results show a reduction on power consumption by 30% due to the fact that malicious requests are prevented from entering the network, thus fewer packets are released, resulting in lower network traffic and smaller queues and activities. For the same reason, the delay of the packets to transverse the STNoC was decreased by 20.47%.

VI. STATE-OF-THE-ART DISCUSSION

Proposals to provide mutual authentication of entities (users, sensors, peripherals) and application deploy exists in other computing areas (wireless sensor networks, WBAN, multimedia services, cloud computing, etc.), however, according to the literature review, these issues have scarce attention in MCSoC research area.

The recent work Sepúlveda et al. [26] deals partially this issue presenting a MAC mechanism based on PUF to protect the memory from data forgery. The application admission protection is not directly addressed since that the paper doesn’t discuss the authentication of the entities and the secure transfer of the object code to the memory, focusing on the protection during the memory access provided by the MAC scheme, that includes the tasks object code.
The state-of-the-art showed that during the application execution phase, most works related to the security of MCSoCs protect only the communication subsystem. The main mechanisms used are firewalls, temporal network partition, routing schemes and secure zones. Table II summarizes the characteristics of state-of-the-art proposals. The first column presents the primary author, year and reference paper of proposed mechanism. The second and third columns indicate if the proposed mechanism protects the communication and/or computation. The fourth column presents the protection mechanism. The fifth column shows which attack or malicious behavior is mitigated by the proposed mechanism. The sixth and seventh columns summarize what happens at design-time and runtime for each proposed mechanism. Table II also has three blocks, each one presenting works related to the protection of different application lifetime phase.
Several works [17, 31, 37] adopt design time methods. Methods deployed at design time enable the adoption of sophisticated and robust algorithms to provide solutions to the security problem since they do not have limitations related to the computation time of the heuristics. However, design time methods are not applicable in dynamic workload scenarios. Thus, these methods are limited to scenarios where the workload is known beforehand, without any change during the life cycle of the system. In the review, only [37] addresses this issue suggesting that their proposed method can be used in aerospace or medical devices. According to the authors, these fields require high performance, security and have static workloads.

The most common and intuitive approach to protect communication refers to encryption mechanisms. The review shows the use the AES modules incorporated to the NI, ciphering and deciphering the message flow in works such as [12, 33, 47] or, less robust encryption modules using XOR logic gates [28, 32]. This approach provides data confidentiality but still expose the traffic to DoS and timing SCA attacks. Firewall and TNP (Temporal Network Partition) try mitigate this issues.

The use of firewalls [20, 27, 29] ensure access control to the communication system, avoiding DoS attacks and minimizing the possibility of data extraction by a malicious process. Wassel et al. [37] and Wang et al. [38] use TNP to provide temporal and logical traffic isolation avoiding the interference on secure flows, enabling communication availability and timing SCA attacks protection.

The works offering protection to computation [19, 50] or protecting computation and communication simultaneously [30, 32] adopts temporal, logical or spatial isolation as main mechanism.

The isolation enables the creation of secure zones. According to review, secure zones are defined at design time [31] or at runtime [30, 32]. The techniques to create secure zones include encryption [32], the routing algorithm [31], firewalls [12] or, spatial isolation [53]. The proposed mechanisms found in the literature implement secure zones providing logical [32, 34] or spatial isolation [31, 53], although still sharing the communication resources, remaining vulnerable to attacks such as, DoS, timing SCA, HT or data eavesdropping, depending on the mechanism used. The most comprehensive work [56] protects simultaneously computation and communication, using opaque secure zones.

In the reviewed works, just Isakovic et al. [30] discuss the needs of an explicit partitioning in the prevent resources. According to the Authors the application level don’t need to implement mitigating resources directly. These mechanisms must be implemented at hardware and microkernel level to be used by the application level.

The protection of the application communication with peripherals and shared memories avoids unauthorized access to instructions and data, which may also compromise the resources availability, due to DoS attacks, cache-based SCA attacks or tampering. Mechanisms to mitigate these threats employ techniques such as firewalls [20], routing scheme [21] and MAC [26].

Table III presents the overhead of distinct proposals (first column) related to the area (second column), power consumption (third column) and latency (fourth column). The fifth column shows another overhead parameter eventually presented by the schemes.

Even though all proposed mechanisms use MCSoC, according to [66] a comparative cost analysis is hard to make. This is the case for the performance, area, and power consumption evaluation over distinct platforms and the comparison only against a baseline architecture of one’s own work. Also, the baseline system adopted for each work and the workload varies. As an example, [32] uses encryption mechanisms to protect the communication and a dedicated service NoC to key exchange and firewall rules configuration, presenting area overhead of 20%, i.e. less than [21], which use a router logic to generate and detect gossip messages, with 21% of area overhead. These works do not detail the baseline system, making the comparison difficult and imprecise.

The area overheads are within the range of 9.9% up to 233% of the correspondent baseline implementation. In general, methods that protect communication using AES modules present higher overhead, as Silva et al. [47] (233%) and Oliveira et al. [193%). An initial expectation is that adopting encryption methods would imply in highest area and power costs. However, the reviewed proposed mechanisms [28, 32], use only simple XOR-based methods to encrypt the communication. While such strategies imply good results regarding area and power consumption, the papers do not discuss how secure or how strong is this encryption technique.

The power consumption is strongly related to the workload and the method used to mitigate the threats. The evaluation in Grammatikakis et al. [62] show a power consumption reduction of 30% when compared to the system under attack. With the proposed method, several packets are dropped by the firewall in the NI, saving power resources. However, the impact of the firewall with normal operation is not evaluated. Other works that evaluate the impact of the

| Proposal         | Area Overhead (%) | Power Overhead (%) | Latency Overhead (%) | Performance Overhead (%) |
|------------------|-------------------|--------------------|----------------------|--------------------------|
| Sepulveda (2018) | 15%               | –                  | –                    | –                        |
| Rajesh (2015)    | 12%               | 9.8%               | 5.4%                 | –                        |
| Sepulveda (2015) | 11%               | 10%                | –                    | –                        |
| Fernandes (2016) | –                 | –                  | –                    | 15.56%                   |
| Silva (2017)     | 23%               | 700% to 1760%      | –                    | –                        |
| Kinsky (2017)    | 17.0%             | 9.0%               | –                    | –                        |
| Real (2018)      | –                 | –                  | –                    | 35.8%                    |
| Sepulveda (2017) | 20.0%             | 12.7%              | 30% to 55%           | –                        |
| Oliveira (2018)  | 193%              | –                  | 395.9%               | –                        |
| Grammatikakis (2015) | –                 | –                  | –                    | –                        |
| Reinbrecht (2017)| 21.0%             | 16.2%              | –                    | –                        |
proposed methods in power consumption shows an increase between 5.8% with the packet certification presented in [28] and 16.2% with the gossip method proposed in [21].

A. Final Remarks
As presented in Section I, we argue that the security concerns to run a sensitive application must deal with the application admission, the computational and communications aspects of their execution, and the memory and I/O access. The state-of-the-art review shows that few works present a systemic solution that includes all these aspects.

Most works consider only one of these aspects, limited to the application execution (computation or communication protection) and the memory access. The concern about memory access is considered from the communication point of view. Proposals regarding the application admission and the access to peripherals are scarce in the MCSoC research field. A low-cost protocol for secure application admission and communication with external devices targeting MCSoCs is still an open research problem.

Two recent works present systemic solutions, opaque secure zones (OSZ) [56] and the use of SDN to define paths through circuit-switching [57].

The OSZ proposal is concerned with the three stages of execution, presenting a proposal with lightweight encryption for communication with peripherals. Future works for OSZ include: (i) provide an open standard IO interface, such as AMBA or Wishbone, at the borders of the MCSoC, enabling the isolation of internal NoC signals to the peripheral. This feature increases the MCSoC security once the internal signaling used is hidden, the attacks started on malicious peripherals are hindered; (ii) implement a peripheral request manager with arbitration functionality, enabling simultaneous requests to devices, including the retransmission of messages.

The SDN approach does not require the use of continuous regions. Spatial isolation is controlled by mapping, and isolation of data flows controlled by circuit switching. Future work for SDN include: (i) protection of the packet switching network to prevent DoS attacks, since this subnet is not protected; (ii) definition of a method for safely communication with peripherals, since it occurs through packet switching given the limitations of the number of SDN subnets.
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