More general correlation functions of twist fields from Ward identities in the massive Dirac theory
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Abstract

Following on from previous work we derive the nonlinear differential equations of more general correlators of $U(1)$ twist fields in two-dimensional massive Dirac theory. Using the conserved charges of the double-copy model equations parametrizing the correlators of twist fields with arbitrary twist parameter are found. This method also gives a parametrization of the correlation functions of general, fermionic, descendent twist fields. The equations parametrizing correlators of primary twist fields are compared to those of the literature and evidence is presented to confirm that these equations represent the correct parametrization.
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by integrable differential equations. Twist fields were first introduced in [20], as the $\mathbb{Z}_2$ monodromy fields of the Majorana fermion corresponding to the spin field of the Ising model. Similarly, it is known that primary $U(1)$ twist fields in the Dirac model reproduce correlation functions of exponential fields in the sine–Gordon model at a particular value of the coupling (the free-fermion point) [13]. It is correlation functions of such $\mathbb{Z}_2$ and $U(1)$ primary twist fields that have been studied and that are known to lead to differential equations in QFT models.

This paper is an extension of the work presented in [7] where the differential equations for the correlation function of twist fields with equal monodromy were found using a method similar to that of [9]. In [9], a double copy of Ising field theory is considered and its conserved charges are used to derive Ward identities which lead to differential equations for the spin–spin two-point function. The states considered in [7] were kept as general as possible and only translation and parity symmetries were required in order to reduce the Ward identities to the known form [3]. In this work, we use the same methods to retrieve the differential equations parametrizing the correlation functions of twist fields with differing monodromy. To obtain these equations, it transpires that the states under consideration are also required to be rotation symmetric as without this property the Ward identities derived below do not provide sufficient information to obtain the result.

The twist fields of the Dirac model, $\sigma_\alpha$ for $\alpha \in \mathbb{R}$, are characterized by their $U(1)$ monodromy, $e^{2\pi i u}$ and dimension $\alpha^2$. The properties of these fields, along with their fermionic descendents, are discussed in more detail in [7]. The main aim of this work is to reproduce the differential equations parametrizing the correlation function of twist fields. When written as

$$\langle \sigma_\alpha(x, y) | \sigma_\beta(0, 0) \rangle = c_\alpha c_\beta m^{\alpha^2 + \beta^2 + \beta^2} e^{\Sigma(x, y)},$$  
(1)

where $\Sigma$ is a function of $r = (1/4)(x^2 + y^2)$, we find that it is a solution of the following equations (first found in [18]):

$$\left( \frac{\partial^2}{\partial r^2} + \frac{1}{r} \partial_r \right) \Sigma = \frac{m^2}{2} (1 - \cosh(2\psi)), \quad \text{(2)}$$

$$\left( \frac{\partial^2}{\partial r^2} + \frac{1}{r} \partial_r \right) \psi = \frac{m^2}{2} \sinh(2\psi) + \frac{(\alpha - \beta)^2}{r^2} \tanh \psi (1 - \tanh^2 \psi). \quad \text{(3)}$$

In deriving these equations, we find a discrepancy between (3) and the results of [3], namely a factor of 4 multiplying the $(\alpha - \beta)^2$ is not present in our equations. As we are unable to find an error, or explain this missing factor, we attempt to verify which equation is correct. Using the form factor expansion of the correlator at large $r$, we obtain an approximate expression for $\Sigma$ and thus also for $\psi$. We then examine how well this expression solves both (3) and the equation of [3]. Numerical and analytical methods are used to this end with each one indicating that the equations presented in this paper do indeed give the correct parametrization.

The method presented in this paper also gives differential equations for the correlation functions of descendent twist fields,

$$\langle \sigma_{\alpha+1}(x, y) | \sigma_{\beta+1}(0, 0) \rangle = p e^{i(\delta(\alpha - \beta)c_\alpha c_\beta m^{\alpha^2 + \alpha + \beta + \beta^2} e^{\Sigma(r)}}$$
$$\langle \sigma_{\alpha+1}(x, y) | \sigma_{\beta, \beta+1}(0, 0) \rangle = q e^{i(\delta(\beta - \alpha)c_\alpha c_\beta m^{\alpha^2 + \alpha + \beta + \beta + \beta^2} e^{\Sigma(r)}},$$  
(4)

parametrized by the same auxiliary function $\psi$. Both correlators are shown to have the same $r$ dependence and the constants $p$ and $q$ are discussed in more detail in section 4.1, but they essentially depend on the positions of the fields through their braiding relations. It is shown that the function $\Sigma'$ satisfies

$$\left( \frac{\partial^2}{\partial r^2} + \frac{1}{r} \partial_r \right) \Sigma' = \frac{(\partial_r \psi)^2}{\sinh^2 \psi} - m^2 - \frac{(\alpha - \beta)^2}{r^2 \cosh^2 \psi}, \quad \text{(5)}$$

which is a new result that appears naturally from the Ward identities.
This paper is organized as follows. In section 2, notation is set out and the model under consideration is explained. We also present the fields and relevant form factors; however, no derivation is presented and we refer the interested reader to [7] for more details. Section 3 introduces the double model and the action of relevant conserved charges is described. Again more detail is presented in [7]. In section 4, the correlation functions of interest and their symmetries are discussed, and the Ward identities derived from the conserved charges in the double model are written down. These Ward identities are then manipulated to give the differential equations parametrizing the correlation functions of primary and descendent twist fields. As the equations for the primary twist fields differ from those of the literature, section 5 presents numeric and analytic evidence that the equations derived in this paper give the correct parametrization. Finally section 6 gives our conclusions and outlook.

2. The model and its fields

In all that follows, we will use the following conventions: \( x \in \mathbb{R} \) is a space coordinate while \( y \in \mathbb{R} \) is the usual Euclidean time. These are combined into the complex coordinates \( z := -\frac{i}{2}(x + iy), \bar{z} := \frac{i}{2}(x - iy) \), with derivatives \( \partial := \partial_x = i\partial_t + \partial_y \) and \( \bar{\partial} := \partial_x = -i\partial_t + \partial_y \). When only one coordinate is given, it is understood to be the space coordinate with time being set to 0.

2.1. Dirac fermions

The standard, two-dimensional, free Dirac Fermi field of mass \( m \) is an operator solution, \( \Psi_R(x, y), \Psi_L(x, y) \), to the equations of motion

\[
\bar{\partial}\Psi_R = -im\Psi_L, \quad \bar{\partial}\Psi_R^\dagger = -im\Psi_L^\dagger
\]

\[
\partial\Psi_L = im\Psi_R, \quad \partial\Psi_L^\dagger = im\Psi_R^\dagger
\]

and the equal-time anti-commutation relations

\[
\{\Psi_R(x_1), \Psi_R^\dagger(x_2)\} = 4\pi\delta(x_1 - x_2), \quad \{\Psi_L(x_1), \Psi_L^\dagger(x_2)\} = 4\pi\delta(x_1 - x_2)
\]

with all other combinations anti-commuting. This is subject to the condition there exists a vacuum state, \(|\text{vac}\rangle\), with the properties

\[
\lim_{y \to -\infty} \Psi_{R, L}(x, y)|\text{vac}\rangle = \lim_{y \to +\infty} \Psi_{R, L}^\dagger(x, y)|\text{vac}\rangle = 0.
\]

The anti-commutation relations (7) have been chosen so as to give the fields the ‘CFT’ normalization in terms of the \( z \) variable: as \(|z_1 - z_2| \to 0\),

\[
\langle \text{vac}|T[\Psi_R^{\dagger}(x_1, y_1)\Psi_R(x_2, y_2)]|\text{vac}\rangle \sim \frac{1}{z_1 - z_2},
\]

\[
\langle \text{vac}|T[\Psi_L^{\dagger}(x_1, y_1)\Psi_L(x_2, y_2)]|\text{vac}\rangle \sim \frac{1}{\bar{z}_1 - \bar{z}_2},
\]

where \( T \) is the time ordering, with operators at later Euclidean time being placed to the left of those at earlier times and picking up a sign, in general, if those operators are fermionic.

These operators can be written in terms of creation and annihilation operators (Fourier modes):

\[
\Psi_R(x, y) = \sqrt{m}\int d\theta e^{\theta/2}(D_+^\dagger(\theta) e^{iE_0 - i\theta p_y} - iD_-^\dagger(\theta) e^{-iE_0 + i\theta p_y}),
\]

\[
\Psi_L(x, y) = \sqrt{m}\int d\theta e^{-\theta/2}(iD_+^\dagger(\theta) e^{iE_0 - i\theta p_y} - D_-^\dagger(\theta) e^{-iE_0 + i\theta p_y}).
\]

(9)
where
\[ E_\theta = m \cosh \theta, \quad p_\theta = m \sinh \theta \]
and their Hermitian conjugates are
\[ \Psi^\dagger_R(x, y) = \sqrt{m} \int d\theta \ e^{i\theta/2} (iD^R_\theta(x) e^{iE_\theta y + i p_\theta} + D_\theta(x) e^{-iE_\theta y - i p_\theta}) \]
\[ \Psi^\dagger_L(x, y) = \sqrt{m} \int d\theta \ e^{-i\theta/2} (-D^L_\theta(x) e^{iE_\theta y - i p_\theta} - iD_\theta(x) e^{-iE_\theta y + i p_\theta}) \]

remembering that since \( y \) is Euclidean time it changes sign under Hermitian conjugation. The creation and annihilation operators satisfy the anti-commutation relations
\[ [D^R_\theta(\theta_1), D_\theta(\theta_2)] = \delta(\theta_1 - \theta_2), \quad [D^L_\theta(\theta_1), D^{\dagger}_\theta(\theta_2)] = \delta(\theta_1 - \theta_2) \]

(with all other combinations anti-commuting), which are derived from (7), and the vacuum condition
\[ D_\pm(\theta)|\text{vac}\rangle = 0, \]
from (8). The multi-particle states
\[ |\theta_1 \ldots \theta_n\rangle_{\epsilon_1 \ldots \epsilon_n} := D^L_{\epsilon_1}(\theta_1) \cdots D^L_{\epsilon_n}(\theta_n)|\text{vac}\rangle \quad \text{for} \quad \theta_1 > \cdots > \theta_n, \quad \epsilon_i \in \{+, -\}, \]
form a basis of the Hilbert space and have total energies \( \sum_j E_\theta \) and total momenta \( \sum_j p_\theta \). Dual vectors are written as \( \epsilon_1 \cdots \epsilon_n |\theta_1 \ldots \theta_n\rangle_{\epsilon_1 \ldots \epsilon_n} = \prod_{j=1}^n \delta^{\epsilon_j}_{\epsilon'_j} \delta(\theta_j - \theta'_j) \).

It is useful to note that the identity operator can be written as
\[ 1 = \sum_{N=0}^{\infty} \frac{1}{N!} \sum_{\epsilon_1 \cdots \epsilon_N} \int_{-\infty}^{\infty} d\theta_1 \cdots \int_{-\infty}^{\infty} d\theta_N |\theta_1 \ldots \theta_N\rangle e^{\epsilon_1 \cdots \epsilon_N} \langle \theta_N \ldots \theta_1| \]

2.2. Primary twist fields

The internal \( U(1) \) symmetry of the Dirac theory, \( \Psi_{R,L} \mapsto e^{2\pi i \alpha} \Psi_{R,L}, \alpha \in [0, 1] \), has associated primary twist fields, \( \sigma_\alpha(x, y) \). These are local, spinless, \( U(1) \) neutral bosonic quantum fields with scaling dimension \( \alpha^2 \) [19]. At this point, we note that these twist fields can be identified with exponentials of the sine–Gordon field at the free-fermion point via \( \sigma_\alpha \equiv e^{i\alpha\Phi} \); where \( \Phi \) is the appropriately normalized sine–Gordon field. The relevant bosonization relations also give bilinears of fermions in terms of \( \Phi \): \( \Psi_{\alpha}^R \Psi_{\beta}^L \equiv e^{i\Phi} \) and \( \Psi_{\alpha}^R \Psi_{\beta}^L \equiv e^{-i\Phi} \). Expressions for the fermions themselves require exponentials of terms which are non-local in terms of the sine–Gordon field and so the descendents fields discussed in section 2.3 are also given by non-local expressions, meaning that these fields are not so natural in the sine–Gordon theory. The implications of the identification with the sine–Gordon model are beyond the scope of this paper, but discussed further in [3].

The twist property of \( \sigma_\alpha \) is manifested in the monodromy property of time-ordered correlation functions
\[ C(z) := \langle \text{vac}| T[\cdots \Psi_{R,L}(x, y)\sigma_\alpha(0) \cdots ]|\text{vac}\rangle. \]

When the complex variable \( z \) is continued along a loop \( \gamma \), surrounding the origin once counterclockwise, the function \( C \) is given by
\[ C(e^{2\pi i} z) = e^{-2\pi i w} C(z), \]
which holds for any loop which can be contracted to the origin without intersecting the position of any other twist fields present in the correlation function. When $\Psi_{R,L}$ is replaced with $\Psi^\dagger_{R,L}$ a similar property holds but with $e^{-2\pi i\alpha}$ replaced by $e^{2\pi i\alpha}$. This twist property can also be expressed via the exchange relations:

$$
\Psi_{R,L}(x)\sigma_a(0) = \begin{cases} 
\sigma_a(0)\Psi_{R,L}(x) & (x < 0) \\
 e^{2\pi i\alpha}\sigma_a(0)\Psi_{R,L}(x) & (x > 0)
\end{cases}
$$

$$
\Psi^\dagger_{R,L}(x)\sigma_a(0) = \begin{cases} 
\sigma_a(0)\Psi^\dagger_{R,L}(x) & (x < 0) \\
 e^{-2\pi i\alpha}\sigma_a(0)\Psi^\dagger_{R,L}(x) & (x > 0)
\end{cases}
$$

The Hermitian conjugate of the primary twist fields is given by

$$
\sigma_a^\dagger = \sigma_{-a}. \tag{19}
$$

From (18a), the form factors of the primary twist fields can be calculated [10, 14, 8]. The fields are $U(1)$ neutral and so only have non-vanishing form factors with $U(1)$ neutral states:

$$
\langle \text{vac}|\sigma_a(0)|\theta_1\theta_2\cdots\theta_n\rangle_{+-\cdots} = c_a m^{2\alpha} (-1)^{n(n-1)/2} \left( \frac{\sin(\pi\alpha)}{\pi i} \right)^n \times \left( \prod_{\ell=1}^{n} (u_\ell)^{1+a} (u_{\ell+n+1})^{1-a} \right) \left( \prod_{i<j}\frac{(u_i - u_j)}{u_i + u_j} \right) \prod_{i=1}^{n} \left( u_i + u_{i+n+1} \right) \tag{20}
$$

where there are $n-s$ and $n+s$ in the state, and $u_i := \exp(\theta_i)$. In particular, the two-particle form factor is

$$
\langle \text{vac}|\sigma_a(0)|\theta_1\theta_2\rangle_{++} = c_a m^{2\alpha} \frac{\sin(\pi\alpha)}{2\pi i} \cos \frac{\pi\alpha}{2}. \tag{21}
$$

These form factors may differ from those written in other publications in the choice of sign of $\alpha$ and the two-particle form factor. The constant $c_a$ does not influence the calculations of this paper, and so we direct the interested reader to [2, 13, 4, 7] for further discussion and evaluation of this constant.

Other matrix elements can be obtained by analytic continuation in the rapidities, as is standard in the context of (1+1)-dimensional QFT [21]. Note that the form factors (20) and the Hermiticity relation (19) are in agreement with the analytic-continuation formula

$$
\langle \text{vac}|\sigma_a(0)|\theta_1 + i\tau \cdots \theta_{2n} + i\tau \rangle_{+-\cdots} = +\cdots-\langle \theta_{2n} \cdots \theta_1|\sigma_a(0)|\text{vac}\rangle, \tag{22}
$$

where the analytic continuation is simultaneous on all rapidities.

### 2.3. Descendent twist fields

As well as the primary twist field described in the previous subsection our model also contains descendent twist fields. The two families of descendent twist field of interest here occur in the operator product expansions (OPEs) of primary twist field with the Dirac fields $\Psi_R$ and $\Psi^\dagger_R$:

$$
T[\Psi_R^\dagger(x,y)\sigma_a(0)] \sim (-iz)^\alpha \sigma_{a+1}\sigma_a(0) \tag{23}
$$

$$
T[\Psi_R(x,y)\sigma_a(0)] \sim (-iz)^{-\alpha} \sigma_{a-1}\sigma_a(0)
$$

These OPEs are valid for all $\alpha \in \mathbb{R}\setminus\mathbb{Z}^*$ (where $\mathbb{Z}^* := \mathbb{Z}\setminus\{0\}$), and the same families of descendent twist fields occur in the OPEs of $\Psi_L$ and $\Psi^\dagger_L$ with primary twist fields:

$$
T[\Psi_L^\dagger(x,y)\sigma_a(0)] \sim -(iz)^{-\alpha} \sigma_{a-1}\sigma_a(0) \tag{24}
$$

$$
T[\Psi_L(x,y)\sigma_a(0)] \sim -(iz)^\alpha \sigma_{a+1}\sigma_a(0)
$$
The descendent twist fields $\sigma_{\alpha,1,\alpha}$ have dimensions $\alpha^2 \pm \alpha + 1/2$, spins $\pm \alpha + 1/2$ and charges $\mp 1$, as discussed in [7]. The one-particle form factors of these fields can be evaluated from the OPEs:

$$\langle \text{vac} | \sigma_{\alpha+1,\alpha} (0) | \theta \rangle_+ = c_2 \frac{e^{-i\sigma \alpha/2}}{\Gamma(1 + \alpha)} n^{\alpha^2 + \alpha + 1/2} e^{i(\alpha + 1/2) \theta}$$

and

$$\langle \text{vac} | \sigma_{\alpha-1,\alpha} (0) | \theta \rangle_- = -i c_2 \frac{e^{i\sigma \alpha/2}}{\Gamma(1 - \alpha)} n^{\alpha^2 - \alpha + 1/2} e^{-i(\alpha + 1/2) \theta}.$$  

All higher particle form factors can be calculated via Wick’s theorem.

3. The double model

As was the case in [7], inspiration is taken from [9] where a model containing two non-interacting copies of Ising field theory is studied. The conserved charges in this double model allow differential equations for the Ising spin–spin correlation function to be written down.

Here, we consider a double model consisting of two non-interacting copies of the Dirac model discussed in section 2 with $\Psi$ and $\Phi$ denoting the fermion fields and $D_{\pm}^{\Psi}$ and $E_{\pm}^{\Phi}$ the respective creation and annihilation operators of the two copies. As these two copies do not interact, their fermionic fields anti-commute. The copy which other fields belong to will be denoted by a superscript; so twist fields from the two copies are denoted $\sigma_{\alpha}^{\Psi}$ and $\sigma_{\alpha}^{\Phi}$.

3.1. Conserved charges

Energy and momentum are conserved charges of the single-copy model. They are associated with the dynamical invariance under space and time translation: the equations of motion (6) possess this invariance. In the double-copy model, the energy and momentum conserved charges are the sums of the corresponding charges of each copy. However, there are other conserved charges in the double-copy model that can be constructed out of these. As the two copies are non-interacting, the energy–momentum operators for each are still independently conserved quantities, and can be combined differently to give new conserved quantities. The two specific conserved charges that are of interest to us are the differences of those of the single copies. We define $P$ and $\bar{P}$ via the following action (these conserved charges are chosen to be anti-Hermitian):

$$[P, O^\Psi O^\Phi] = i a O^\Psi O^\Phi - i O^\Psi a O^\Phi.$$  

$$[\bar{P}, O^\Psi O^\Phi] = -i a O^\Psi O^\Phi + i O^\Psi a O^\Phi.$$  

(27)

This holds for any local fields $O^\Psi$ and $O^\Phi$ interacting non-trivially with fields in copy $\Psi$ and $\Phi$ respectively. In particular, the actions on the creation and annihilation operators are

$$[P, D_{\pm} (\theta)] = -im e^{i\theta} D_{\pm} (\theta), \quad [P, E_{\pm} (\theta)] = im e^{i\theta} E_{\pm} (\theta),$$

$$[\bar{P}, D_{\pm} (\theta)] = im e^{-i\theta} D_{\pm} (\theta), \quad [\bar{P}, E_{\pm} (\theta)] = -im e^{-i\theta} E_{\pm} (\theta)$$

from which it is simple to derive an explicit expression for $P$ and $\bar{P}$ through bilinears in the creation and annihilation operators.

In the double-copy model, there is another conserved charge $Z$, related to the $O(2)$ rotation symmetry amongst the copies. Written in terms of the Fermi fields $\Psi$ and $\Phi$, the charge $Z$ is (again, chosen to be anti-Hermitian)

$$Z = \frac{1}{4\pi} \int d\chi (\Psi_R \Phi_R^\dagger + \Psi_L \Phi_L^\dagger + \Psi_R^\dagger \Phi_R + \Psi_L^\dagger \Phi_L).$$  

(28)
The action of this charge on the creation and annihilation operators is
\[
[Z, D_{\pm}(\theta)] = -E_{\pm}(\theta) \quad [Z, E_{\pm}(\theta)] = D_{\pm}(\theta),
\]
(29)
and similarly for \(D_{\pm}(\theta)\) and \(E_{\pm}(\theta)\).

Higher order conserved charges can of course be obtained by commutations of \(P, \tilde{P}\) and \(Z\), but as was the case in [7], the Ward identities coming from these three charges prove sufficient to derive the equations of interest. Below, we will derive the integrable differential equations from the Ward identities associated with \(Z\), and use the simpler space–time dependence of correlation functions coming from translation, parity and rotation symmetries to achieve our result.

As was observed in [5] (in the generalized situation of a theory on the Poincaré disc), it is the relation
\[
[P, [\tilde{P}, Z]] = [\tilde{P}, [P, Z]] = 4m^{2}Z
\]
(30)
which provides the dependence on the mass in the differential equations. Relation (30) corresponds essentially to the equations of motion of the theory, as expressed using the charge \(Z\). It can be derived from (27) and (28) using the equations of motion (6). Relation (30) is the only one where the massive theory is used: besides it, we only need the action of \(Z\) on products of twist fields and their first derivatives in order to find differential equations parametrizing the correlation function (1).

3.2. Equations for the action of \(Z\)

The action of the conserved charge \(Z\) on products of local fields \(\phi^{\psi} \phi^{\phi}\) gives linear combinations of similar products of local fields (with unchanged locality index) whenever the combined locality index of the product \(\phi^{\psi} \phi^{\phi}\) is one. Otherwise, the result of the action is non-local, and the resulting Ward identities are not useful. The equations that are needed here are derived in [7], so we simply report the necessary results.

In the rest of this section, we neglect to write the location of the fields, to make the equations easier to read, it being understood that all fields are evaluated at the same point, \((0, 0)\) for instance. The equations representing the action of the charge \(Z\) on twist fields involving no derivatives are as follows:
\[
[Z, \phi^{\psi}_{a} \phi^{\phi}_{a}] = 0
\]
\[
[Z, \phi^{\psi}_{a} \sigma^{\phi}_{a-1}] = i(\sigma^{\psi}_{a-1,a} \phi^{\phi}_{a-1} - \phi^{\psi}_{a} \sigma^{\phi}_{a-1,a})
\]
\[
[Z, \phi^{\phi}_{a} \sigma^{\phi}_{a+1}] = i(\sigma^{\phi}_{a+1,a} \phi^{\phi}_{a+1} - \phi^{\phi}_{a} \sigma^{\phi}_{a+1,a})
\]
\[
[Z, \phi^{\psi}_{a+1,a} \sigma^{\phi}_{a,a+1}] = i(\sigma^{\psi}_{a,a+1} \phi^{\phi}_{a+1} - \phi^{\psi}_{a+1,a} \sigma^{\phi}_{a,a+1})
\]
Equations involving one derivative are as follows:
\[
[Z, (\partial_{a} \sigma^{\psi}_{a}) \phi^{\phi}_{a+1}] = i((\partial_{a} \sigma^{\psi}_{a+1}) \phi^{\phi}_{a+1,a} - \phi^{\psi}_{a} \sigma^{\phi}_{a+1,a})
\]
\[
[Z, (\partial_{a} \phi^{\psi}_{a}) \sigma^{\phi}_{a+1}] = i(\phi^{\psi}_{a+1,a} \sigma^{\phi}_{a+1} - (\partial_{a} \phi^{\psi}_{a+1}) \sigma^{\phi}_{a,a+1})
\]
\[
[Z, (\partial_{a} \sigma^{\phi}_{a}) \sigma^{\phi}_{a-1}] = i((\partial_{a} \sigma^{\phi}_{a-1}) \sigma^{\phi}_{a-1,a} - \sigma^{\phi}_{a} \sigma^{\phi}_{a-1,a})
\]
\[
[Z, (\partial_{a} \phi^{\phi}_{a}) \sigma^{\phi}_{a-1}] = i(\phi^{\phi}_{a-1,a} \sigma^{\phi}_{a-1} - (\partial_{a} \phi^{\phi}_{a-1}) \sigma^{\phi}_{a,a-1})
\]
\[
[Z, (\partial_{a} \phi^{\phi}_{a+1}) \sigma^{\phi}_{a,a+1}] = i(\phi^{\phi}_{a,a+1} \sigma^{\phi}_{a+1} - (\partial_{a} \phi^{\phi}_{a,a+1}) \sigma^{\phi}_{a,a+1})
\]
\[
[Z, (\partial_{a} \sigma^{\phi}_{a}) \sigma^{\phi}_{a+1}] = i((\partial_{a} \sigma^{\phi}_{a}) \sigma^{\phi}_{a+1} - \sigma^{\phi}_{a} \sigma^{\phi}_{a+1})
\]
\[
[Z, (\partial_{a} \phi^{\phi}_{a+1}) \sigma^{\phi}_{a,a+1}] = i(\phi^{\phi}_{a,a+1} \sigma^{\phi}_{a+1} - (\partial_{a} \phi^{\phi}_{a,a+1}) \sigma^{\phi}_{a,a+1})
\]
The only relations involving second derivatives of twist fields that we need can be obtained by using those above along with the equation of motion of the charge $Z$ (30). Indeed, we only need action of $Z$ on double-derivative fields of the form $[P, [\hat{P}, O^{\Phi} O^\Phi]]$, which we can evaluate using

$$[Z, [P, [\hat{P}, O^{\Phi} O^\Phi]]] = [[P, [\hat{P}, Z]], O^{\Phi} O^\Phi] + [\hat{P}, [Z, [P, O^{\Phi} O^\Phi]]] + [P, [Z, [\hat{P}, O^{\Phi} O^\Phi]]] - [P, [\hat{P}, [Z, O^{\Phi} O^\Phi]]]$$

$$= 4m^2[Z, O^{\Phi} O^\Phi] + [\hat{P}, [Z, [P, O^{\Phi} O^\Phi]]] + [P, [Z, [\hat{P}, O^{\Phi} O^\Phi]]] - [P, [\hat{P}, [Z, O^{\Phi} O^\Phi]]].$$

This is how the mass dependence will appear in the equations for correlation functions.

4. Correlation functions

The aim of this section is to generalize the results of [7] and obtain a pair of partial differential equations parametrizing the correlation function

$$\langle \sigma_\alpha(x, y)\sigma_\beta(0, 0) \rangle,$$

using the Ward identities derived from the action of $Z$.

Before describing the properties of the correlation functions, we first introduce the notation

$$F_{\gamma, \delta}^{\alpha, \beta}(x, y) = \langle \sigma_{\gamma, \delta}(x, y)\sigma_{\alpha, \beta}(0, 0) \rangle,$$

where it is understood that when the two indices are equal the twist field is a primary twist field, i.e.

$$\sigma_{\alpha, \alpha} = \sigma_\alpha.$$

4.1. Symmetries of correlation functions

Before writing down our Ward identities, we will first discuss some symmetries of the correlation functions involved. Firstly since our system has translation symmetry it is always possible to place one of the fields at the origin, as in (32).

Next, we note that

$$F_{\alpha+1, \alpha+1}^{\beta+1, \beta+1}(x, y) = F_{\alpha, \alpha}^{\beta, \beta}(x, y),$$

which follows directly from the definition of the primary twist fields and can be seen explicitly by inserting the identity (15) between the fields on each side and using the form factors (20).

We also note that as the fields involved in $F_{\alpha, \alpha}^{\beta, \beta}$ are spinless, we do not expect this function to depend on the angle $\theta$, where $z = r e^{i\theta}$ and $\bar{z} = r e^{-i\theta}$, so we may also write

$$F_{\alpha, \alpha}^{\beta, \beta}(x, y) = F_{\alpha, \alpha}^{\beta, \beta}(r).$$

Along with translation symmetry we also assume parity symmetry, discussed in more detail in [7]. Combining this with the fact that the primary twist fields have bosonic statistics, we see that $F_{\alpha, \alpha}^{\beta, \beta}(x, y) = F_{\beta, \beta}^{\alpha, \alpha}(x, y)$. In order to achieve a similar relation for the descendent twist fields, we need to return to the braiding relations (18a) and recall that by definition

$$\sigma_{\alpha+1, \alpha}(w) = \lim_{z \to w} (-i(z - w))^{-\alpha} \Psi_\alpha(z)\sigma_{\alpha, \alpha}(w)$$

$$\sigma_{\alpha, \alpha+1}(w) = \lim_{z \to w} (i(z - \bar{w}))^{-\alpha} \Psi_\alpha(z)\sigma_{\alpha, \alpha}(w),$$

where $\Psi_\alpha(z) = \frac{1}{\partial z}$. 
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where the factors \((-i(z-w)^{-a}\) and \((-i(w-z)^{-a}\) are taken on the principal branch, and so are continuous exactly where \(\Psi^\dagger(z)\sigma_{a,a}(w)\) and \(\Psi_L(z)\sigma_{a,a}(w)\) are continuous. Using these definitions and the braiding relations we obtain
\[
\langle \sigma_{\beta,\beta+1}(w_2)\sigma_{\alpha+1,\alpha}(w_1) \rangle = \begin{cases} 
-e^{i\pi a} & \text{if } x(w_1) > x(w_2) \\
-e^{i\pi a} & \text{if } x(w_1) < x(w_2) 
\end{cases}
\sigma_{\alpha+1,\alpha}(w_1)\sigma_{\beta,\beta+1}(w_2).
\tag{36}
\]

We can now write
\[
\langle \sigma_{\alpha+1,\alpha}(w_1)\sigma_{\beta,\beta+1}(w_2) \rangle = (i(w_1 - w_2))^{\beta-a}F_{\alpha+1,\alpha}(|w_1 - w_2|),
\tag{37}
\]
which reproduces the correct rotation properties. The choice of the factor \((i(w_1 - w_2))^{\beta-a}\) is in some sense arbitrary, but defined on the principal branch, it is convenient as we can also write
\[
\langle \sigma_{\beta,\beta+1}(w_2)\sigma_{\alpha+1,\alpha}(w_1) \rangle = -e^{2\pi i \xi}(i(w_1 - w_2))^{\beta-a}F_{\alpha+1,\alpha}(|w_1 - w_2|),
\tag{38}
\]
where the same function \(F_{\alpha+1,\alpha}(|w_1 - w_2|)\) is involved and \(\xi = \alpha\) if \(x(w_1) < x(w_2)\) and \(\xi = \beta\) if \(x(w_1) > x(w_2)\). This choice will not be a problem as we will always consider products of the form \(F_{\alpha+1,\alpha}^{\beta+1,\beta}F_{\alpha+1,\alpha}^{\beta,\beta+1}\) and so the same constant will occur in every term.

With all this in mind, we can now write
\[
F_{\alpha+1,\alpha}(x, y) = p e^{\beta(a-b)} f_1(r)
\]
\[
F_{\alpha+1,\alpha}^{\beta+1,\beta}(x, y) = q e^{\beta(a-b)} f_2(r)
\tag{39}
\]
where \(p\) and \(q\) are phases, as in (38), coming from (18a), and the functions \(f_1\) and \(f_2\) will be discussed in the next subsection.

### 4.2. Ward identities

We are now in a position to write down the Ward identities associated with the actions of \(P, \tilde{P}\) and \(Z\) and simplify the resulting equations.

The Ward identities of interest here are as follows:
\[
[[Z, \sigma_{a,a}^\psi(z)\sigma_{a+1,a+1}^\phi(z)\sigma_{\beta+1,\beta}^\phi(0)\sigma_{\beta,\beta+1}^\psi(0)]] = 0
\tag{40a}
\]
\[
[[Z, [P, \sigma_{a,a}^\psi(z)\sigma_{a+1,a+1}^\phi(z)]\sigma_{\beta+1,\beta}^\phi(0)\sigma_{\beta,\beta+1}^\psi(0)]] = 0
\tag{40b}
\]
\[
[[Z, [\tilde{P}, \sigma_{a,a}^\psi(z)\sigma_{a+1,a+1}^\phi(z)]\sigma_{\beta+1,\beta}^\phi(0)\sigma_{\beta,\beta+1}^\psi(0)]] = 0
\tag{40c}
\]
\[
[[Z, [P, [\tilde{P}, \sigma_{a,a}^\psi(z)\sigma_{a+1,a+1}^\phi(z)]]\sigma_{\beta+1,\beta}^\phi(0)\sigma_{\beta,\beta+1}^\psi(0)]] = 0
\tag{40d}
\]
\[
[[Z, [P, \sigma_{a,a}^\psi(z)\sigma_{a+1,a+1}^\phi(z)][\tilde{P}, \sigma_{\beta+1,\beta}^\phi(0)\sigma_{\beta,\beta+1}^\psi(0)]]] = 0.
\tag{40e}
\]

Maintaining the full \((z, \bar{z})\) dependence for the moment these identities become, respectively,
\[
F_{\alpha+1,\alpha}^{\beta+1,\beta}(z)F_{\alpha+1,\alpha}^{\beta,\beta+1}(z) - F_{\alpha+1,\alpha}^{\beta+1,\beta}(z)F_{\alpha+1,\alpha}^{\beta,\beta+1}(z) + F_{\alpha+1,\alpha}^{\beta+1,\beta}(z)F_{\alpha+1,\alpha}^{\beta,\beta+1}(z) = 0
\tag{41a}
\]
\[
\partial F_{\alpha+1,\alpha}^{\beta+1,\beta}(z)F_{\alpha+1,\alpha}^{\beta,\beta+1}(z) - F_{\alpha+1,\alpha}^{\beta+1,\beta}(z)\partial F_{\alpha+1,\alpha}^{\beta,\beta+1}(z)
+ \partial F_{\alpha+1,\alpha}^{\beta+1,\beta}(z)F_{\alpha+1,\alpha}^{\beta,\beta+1}(z) - F_{\alpha+1,\alpha}^{\beta+1,\beta}(z)\partial F_{\alpha+1,\alpha}^{\beta,\beta+1}(z) = 0
\tag{41b}
\]
\[
\tilde{F}_{\alpha+1,\alpha}^{\beta+1,\beta}(z)F_{\alpha+1,\alpha}^{\beta,\beta+1}(z) - F_{\alpha+1,\alpha}^{\beta+1,\beta}(z)\tilde{F}_{\alpha+1,\alpha}^{\beta,\beta+1}(z)
- \tilde{F}_{\alpha+1,\alpha}^{\beta+1,\beta}(z)F_{\alpha+1,\alpha}^{\beta,\beta+1}(z) + F_{\alpha+1,\alpha}^{\beta+1,\beta}(z)\tilde{F}_{\alpha+1,\alpha}^{\beta,\beta+1}(z) = 0
\tag{41c}
\]
\[\begin{align*}
\partial \tilde{\alpha} \tilde{\beta} \tilde{F}^{\beta,\beta+1}(z) F_{\beta,\beta+1}^{\alpha+1,\alpha+1}(z) &= - \tilde{\alpha} F_{\beta,\beta+1}^{\alpha+1,\alpha+1}(z) \partial \tilde{\alpha} F_{\beta,\beta+1}^{\alpha+1,\alpha+1}(z) - \tilde{\beta} F_{\beta,\beta+1}^{\alpha+1,\alpha+1}(z) \partial \tilde{\beta} F_{\beta,\beta+1}^{\alpha+1,\alpha+1}(z) \\
&+ F_{\beta,\beta+1}^{\alpha+1,\alpha+1}(z) \partial \tilde{\beta} F_{\beta,\beta+1}^{\alpha+1,\alpha+1}(z) - 4m^2 F_{\beta,\beta+1}^{\alpha+1,\alpha+1}(z) F_{\beta,\beta+1}^{\alpha+1,\alpha+1}(z) \\
&+ \partial \tilde{\alpha} F_{\beta,\beta+1}^{\alpha+1,\alpha+1}(z) F_{\beta,\beta+1}^{\alpha+1,\alpha+1}(z) - \partial \tilde{\beta} F_{\beta,\beta+1}^{\alpha+1,\alpha+1}(z) \partial \tilde{\beta} F_{\beta,\beta+1}^{\alpha+1,\alpha+1}(z) \\
&- \tilde{\alpha} F_{\beta,\beta+1}^{\alpha+1,\alpha+1}(z) \partial \tilde{\alpha} F_{\beta,\beta+1}^{\alpha+1,\alpha+1}(z) + F_{\alpha,\alpha}^{\alpha+1,\alpha+1}(z) \\
&- \tilde{\alpha} F_{\beta,\beta+1}^{\alpha+1,\alpha+1}(z) \partial \tilde{\alpha} F_{\beta,\beta+1}^{\alpha+1,\alpha+1}(z) + \tilde{\beta} F_{\beta,\beta+1}^{\alpha+1,\alpha+1}(z) \partial \tilde{\beta} F_{\beta,\beta+1}^{\alpha+1,\alpha+1}(z) \\
&+ \partial \tilde{\alpha} F_{\beta,\beta+1}^{\alpha+1,\alpha+1}(z) \partial \tilde{\beta} F_{\beta,\beta+1}^{\alpha+1,\alpha+1}(z) - F_{\beta,\beta}^{\alpha+1,\alpha+1}(z) \partial \tilde{\beta} F_{\beta,\beta+1}^{\alpha+1,\alpha+1}(z) = 0 \quad (41d)
\end{align*}\]

Now switching to polar coordinates and inserting the expressions (39) into (41b) and (41c), we find that \( f_1 = f_2 \) up to an irrelevant constant. Thus we let

\[ f(r) := f_1(r) = f_2(r). \quad (42) \]

We now depart from the method of [7]; in the present case, we have no information about the relation between \( F_{\beta,\beta}^{\alpha+1,\alpha+1} \) and \( F_{\alpha,\alpha}^{\beta,\beta+1} \), so we will use (41a)–(41c) to eliminate these functions from (41d) and (41e). In doing this we will also simplify our notation, using \( f \) as in (42) and (39), and letting \( F_{\beta,\beta}^{\alpha} = F(r) \).

It is also simpler to switch to \( r \) and \( \theta \) coordinates, as the \( \theta \) dependence will drop out, and introduce the operator

\[ \mathcal{D} = \partial_r^2 + \frac{1}{r} \partial_r. \quad (44) \]

Putting all this together, we see that (41d) becomes

\[-pqf \mathcal{D}f + \frac{pq(\alpha - \beta)^2}{r^2} f^2 + pqm^2 f^2 + (\partial_r F)^2 \]

\[-\frac{1}{F^2} = \frac{1}{pqf} (F^2 - \partial_r F)^2 - 2pqF f \partial_r F + f (pq)^2 f^2 \partial_r f = 0, \quad (45a)\]

and similarly (41e) becomes

\[-pqf \mathcal{D}f + \frac{pq(\alpha - \beta)^2}{r^2} f^2 + FDF \]

\[-\frac{1}{F^2} = \frac{1}{pqf} (F^2 - \partial_r F)^2 - 2pqF f \partial_r F + f (pq)^2 f^2 \partial_r f = 0. \quad (45b)\]

Now as in the case for \( \alpha = \beta \), we can make progress by setting

\[ F + \sqrt{pq}f = e^\chi \cosh(\psi) \quad \quad F - \sqrt{pq}f = e^\chi \sinh(\psi), \quad (46) \]
which reduces (45a) and (45b), respectively, to
\[
(\mathcal{D}_\chi - \mathcal{D}_\phi) \left( \sinh(2\phi) - \cosh(2\phi) \right) + (\partial_r \phi)^2 \left( 2 \sinh(2\phi) - \frac{\cosh^2 \phi + \sinh^2 \phi}{\cosh \phi \sinh \phi} \right)
\]
\[
+ m^2 \left( \cosh(2\phi) - \sinh(2\phi) \right) + \frac{(\alpha - \beta)^2}{r^2} \left( \cosh(2\phi) - \sinh(2\phi) \right)
\]
\[
\times \left( 1 + \frac{1}{4} \left( \coth \phi - 1 \right) \left( 1 - \tanh \phi \right) \right) = 0, \tag{47a}
\]
\[
\sinh(2\phi) \mathcal{D}_\chi + \cosh(2\phi) \mathcal{D}_\phi + (\partial_r \phi)^2 \left( \sinh(2\phi) - \cosh(2\phi) \coth(2\phi) \right)
\]
\[
+ \frac{(\alpha - \beta)^2}{4r^2} \left( \cosh(2\phi) - \sinh(2\phi) \right)(\coth(2\phi) + 1) = 0. \tag{47b}
\]
Eliminating \( \chi \) from these equations leaves
\[
\mathcal{D}_\phi - (\partial_r \phi)^2 (1 + \coth(2\phi)) - m^2 \sinh(2\phi)(\sinh(2\phi) - \cosh(2\phi))
\]
\[
+ \frac{(\alpha - \beta)^2}{4r^2} (1 + \coth(2\phi)) = 0, \tag{48}
\]
which we attempt to transform into (3) meaning we must eliminate the \( \partial_r \phi \) term. This is accomplished by noting that
\[
\frac{h''}{h'} = -1 - \coth(2\phi) \tag{49}
\]
is solved by
\[
2\psi = h(\phi) = \ln \left( \frac{\sqrt{1 - e^{4\phi}} - 1}{\sqrt{1 - e^{4\phi}} + 1} \right), \tag{50}
\]
and it is then a straightforward exercise to show that
\[
\mathcal{D}_\psi = \frac{m^2}{2} \sinh(2\psi) + \frac{(\alpha - \beta)^2}{r^2} \tanh(\psi)(1 - \tanh^2(\psi)). \tag{51}
\]
To obtain (2), we note that by setting
\[
e^{-\Sigma} = 2F(r) = e^{x + \psi} \tag{52}
\]
we find
\[
\mathcal{D}_\Sigma = \mathcal{D}_\chi + \mathcal{D}_\phi
\]
\[
= \frac{m^2}{2} (1 - \cosh(2\psi)). \tag{53}
\]
As noted in the introduction, (51) disagrees with the equations in [3] by a factor of 4 in the \( (\alpha - \beta)^2 \) term, which is not just a choice of coordinates since \( m \) scales like \( 1/r \). Evidence that (51) gives the correct parametrization is presented in the next section. It is also worth noting that by setting
\[
e^{\Sigma'} = 2\sqrt{pq}f(r) = e^x - \psi, \tag{54}
\]
we find that \( f \) is also parametrized by the same function, \( \psi \), via the equation
\[
\mathcal{D}_\Sigma' = \frac{(\partial_r \psi)^2}{\sinh^2 \psi} - \frac{m^2}{r^2} - \frac{(\alpha - \beta)^2}{r^2 \cosh^2 \psi}, \tag{55}
\]
which, as stated in the introduction, is a new result that appears naturally when applying this method.
5. Analysis of differential equations

In order to show that the results of the previous section give the correct parametrization of the correlation functions, we examine the form factor expansion of the correlator

\[ \langle \sigma_a(x,y) \sigma_b(0,0) \rangle \]  

(56)
at large distances and look at how well this solves the differential equations (51). It turns out to be sufficient to only consider terms up to two particles, so we use the expression for the two-particle form factor given in (21).

To begin we insert the resolution of the identity (15) in between the fields of (56) and then expand the two-particle term:

\[ \langle \sigma_a(x,y) \sigma_b(0,0) \rangle = \langle \text{vac} | \sigma_a(x,y) | \text{vac} \rangle \langle \text{vac} | \sigma_b(0,0) | \text{vac} \rangle + \cdots \]

(57)

Since the first term is constant, it is the second term which will eventually provide the leading large distance behaviour of \( \psi \). First, it is useful to use boost invariance to replace the \((x,y)\) dependence in this term with \(r\) dependence, so that the second term in (57) becomes

\[ - \frac{1}{4 \pi^2} \int d\theta_1 d\theta_2 e^{-r(E_1 + E_2) - i \theta_1 p_1 + i \theta_2 p_2} \left\{ \phi^2_{\psi}(\alpha, \beta) \cosh^2 \varphi_2 \right\} \cosh^2 \varphi_1 \cosh^2 \varphi_2 \]

(58)

This expression can be further simplified using a change of variables inside the integral. Using the variables

\[ \phi_1 = \frac{\theta_1 + \theta_2}{2} \quad \text{and} \quad \phi_2 = \frac{\theta_1 - \theta_2}{2}, \]

(59)

we see that the integral in (58) becomes

\[ \frac{1}{2} \int d\phi_1 d\phi_2 e^{-2r \cosh \phi_1 \cosh \phi_2 \cosh \phi_2 \cosh \phi_2} \frac{e^{2\phi_2(\alpha - \beta)}}{\cosh^2 \phi_2} \frac{e^{2\phi_2(\alpha - \beta)}}{\cosh^2 \phi_2} \]

(60)

where \( K_n(x) \) is a modified Bessel function.

Armed with this expression, we wish to find out what \( \Sigma \) looks like at large values of \( r \). From definition (1), we can write

\[ \Sigma = \ln \left( 1 - \frac{\sin(\pi \alpha) \sin(\pi \beta)}{4 \pi^2} \int d\theta \frac{e^{2\theta(\alpha - \beta)}}{\cosh^2 \theta} K_0(2mr \cosh \theta) \right) + \cdots \]

(61)

where \( g(r) \) is defined implicitly. For ease of notation, we also introduce the constant

\[ \xi = \frac{\sin(\pi \alpha) \sin(\pi \beta)}{4 \pi^2}. \]

(62)
To approximate $\psi$ we need to calculate
\begin{equation}
\left( \frac{\partial^2}{\partial r^2} + \frac{1}{r} \frac{\partial}{\partial r} \right) \Sigma, \tag{63}
\end{equation}
which quickly becomes very cumbersome when using (61). However, at large distances $g(r)$ becomes small so we may expect the Taylor series expansion of the log to still provide a good approximation. Thus, we define our approximate solution for $\Sigma$ as
\begin{equation}
\tilde{\Sigma} = -g(r) \tag{64}
\end{equation}
and thus
\begin{equation}
\left( \frac{\partial^2}{\partial r^2} + \frac{1}{r} \frac{\partial}{\partial r} \right) \tilde{\Sigma} = - \left( g''(r) + \frac{1}{r} g'(r) \right) = -4m^2 \xi \int d\theta e^{2i(\alpha - \beta)} K_0(2mr \cosh \theta). \tag{65}
\end{equation}

We now have a useful approximation to the left-hand side of (53), but to find a usable expression for $\psi$ we must also examine the right-hand side. As $r \to \infty$, (56) is expected to tend to a constant, namely $c_\alpha c_\beta m^{\alpha + \beta}$, and so in this limit it must be that $\psi \to 0$ and we may Taylor expand the right-hand side of (53) and only keep the first term:
\begin{equation}
\frac{m^2}{2} \left( 1 - \cosh(2\psi) \right) = -m^2 \psi^2 + \cdots. \tag{66}
\end{equation}

Letting our approximate solution be $\tilde{\psi}$, we see that
\begin{equation}
\tilde{\psi}^2 = 4\xi \int d\theta e^{2i(\alpha - \beta)} K_0(2mr \cosh \theta) = J(r) \tag{67}
\end{equation}
where the function $J(r)$ is defined for later convenience. Our goal now is to see how well this approximate solution solves equation (51). For comparison, we will also examine how well the corresponding equation from [3]
\begin{equation}
D\psi = \frac{m^2}{2} \sinh(2\psi) + \frac{4(\alpha - \beta)^2}{r^2} \tanh(\psi) \left( 1 - \tanh^2(\psi) \right) \tag{68}
\end{equation}
satisfies $\tilde{\psi}$.

5.1. Numerical approximation

To give a first indication as to which solution is correct, we will examine how well the approximate solution (67) satisfies equations (51) and (68) numerically. As the left-hand sides of both equations are the same, it will be sufficient to examine the functions
\begin{equation}
\left( \frac{\partial^2}{\partial r^2} + \frac{1}{r} \frac{\partial}{\partial r} \right) \tilde{\psi}, \tag{69}
\end{equation}
\begin{equation}
\frac{m^2}{2} \sinh(2\tilde{\psi}) + \frac{4(\alpha - \beta)^2}{r^2} \tanh(\tilde{\psi}) \left( 1 - \tanh^2(\tilde{\psi}) \right), \tag{70}
\end{equation}
\begin{equation}
\frac{m^2}{2} \sinh(2\tilde{\psi}) + \frac{(\alpha - \beta)^2}{r^2} \tanh(\tilde{\psi}) \left( 1 - \tanh^2(\tilde{\psi}) \right). \tag{71}
\end{equation}
These functions can be calculated numerically for a fixed value of $(\alpha - \beta)$ and their curves plotted. The value of $(\alpha - \beta)$ must be non-zero as the two equations are equal for $\alpha = \beta$. In figure 1, these curves are plotted with $(\alpha - \beta) = 0.3$ and $r \in (7, 7.25)$. From this plot it is clear that for modest values of $r$ the expression presented in section 4.2, (71), is a better approximation of (69) than (70). The same behaviour is observed for different values of $(\alpha - \beta)$.
From plots such as figure 1, we see that (71) provides a better approximate solution for all values of $r$. At $r = 10$, for example (69) is $4.36163 \times 10^{-6}$, (71) is $4.34464 \times 10^{-6}$ while (70) is $4.30542 \times 10^{-6}$. So in this case and using the equation presented in this paper the approximate solution $\tilde{\psi}$ is out by 0.39%. When equation (70) is used this difference jumps to 1.39%. Again the same pattern appears when different values of $(\alpha - \beta)$ and $r$ are used.

The numerical evidence presented in this subsection strongly suggests that the equation presented in this paper is indeed the correct parametrization for the correlation functions twist fields.

5.2. Analytic approximation

With the strong numerical evidence pointing to (51) being the correct expression for the function parametrizing the correlation functions of twist fields, we will now look for some analytic evidence to support this. The objective is to expand both sides of (51) and test whether or not the leading $r$ terms cancel when the approximation $\psi = \tilde{\psi}$ is applied.

To begin with, as we know that $\psi$ is small at large values of $r$, we may expand the right-hand side of (51) and only keep the linear term:

$$m^2 \frac{2}{r} \sinh(2\psi) + \left(\frac{(\alpha - \beta)^2}{r^2}\right) \tanh(\psi) = \left(m^2 + \frac{(\alpha - \beta)^2}{r^2}\right) \psi + \cdots.$$  \hfill (72)

We now want to insert our approximation of $\psi$ and examine the equation

$$\left(\frac{\partial}{\partial r} + \frac{1}{r}\frac{\partial}{\partial \psi}\right) \tilde{\psi} = \left(m^2 + \frac{(\alpha - \beta)^2}{r^2}\right) \tilde{\psi} + \cdots.$$  \hfill (73)

It is convenient at this point to use the function $J(r)$ defined in (67) so that this equation becomes, neglecting higher order terms,

$$J'' - \frac{1}{2} (J')^2 + \frac{1}{r} J' J \simeq \left(m^2 + \frac{(\alpha - \beta)^2}{r^2}\right) \sqrt{J}$$  \hfill (74)

and to further ease our calculations this expression can be rearranged to give

$$J'' - \frac{1}{2} (J')^2 + \frac{1}{r} J' J \simeq 2 \left(m^2 + \frac{(\alpha - \beta)^2}{r^2}\right) J^2.$$  \hfill (75)
In order to progress further we need

\[ J(r) = 4 \xi \int d\theta e^{2 \alpha \theta} K_0(2mr \cosh \theta) \]  
(76)

\[ J'(r) = -8m \xi \int d\theta e^{2 \alpha \theta} \cosh \theta K_1(2mr \cosh \theta) \]  
(77)

\[ J''(r) = 16m^2 \xi \int d\theta e^{2 \alpha \theta} \cosh^2 \theta K_0(2mr \cosh \theta) \]
\[ + 8m \xi \int d\theta e^{2 \alpha \theta} \cosh \theta \frac{K_1(2mr \cosh \theta)}{r}. \]  
(78)

From this we see that the second term in the \( J''J \) term of (75) cancels with the \( J'J/r \) term so there are only two terms left to deal with.

Next we note that there are no \((\alpha - \beta)^2\) terms in these derivatives so we need to eliminate these from (75). This is done by integrating \( J(r) \) by parts, integrating the exponential term to bring down \( 1/(\alpha - \beta) \) terms:

\[ \int d\theta e^{2 \alpha \theta} K_0(2mr \cosh \theta) = -\frac{mr}{\alpha - \beta} \int d\theta e^{2 \alpha \theta} K_1(2mr \cosh \theta) \sinh \theta \]
\[ = \frac{mr}{2(\alpha - \beta)^2} \int d\theta e^{2 \alpha \theta} \left( 2mrK_0(2mr \cosh \theta) \sinh^2 \theta \right) \]
\[ + \frac{\sinh^2 \theta}{\cosh \theta} K_1(2mr \cosh \theta) - K_1(2mr \cosh \theta) \cosh \theta \]
\[ = \frac{m^2 r^2}{(\alpha - \beta)^2} \int d\theta e^{2 \alpha \theta} K_0(2mr \cosh \theta) (\cosh^2 \theta - 1) \]
\[ - \frac{mr}{2(\alpha - \beta)^2} \int d\theta e^{2 \alpha \theta} \frac{1}{\cosh \theta} K_1(2mr \cosh \theta). \]  
(79)

Now writing the right-hand side of (75) as

\[ m^2 J^2 + \frac{(\alpha - \beta)^2}{r^2} J', \]  
(80)

and using the above integration by parts to rewrite one of the Js multiplying the \((\alpha - \beta)^2\) term, we see that the \( m^2 \) term is cancelled by the first part of the integral in (79) and the other part of this integral cancels some of the integral from the \( J''J \) term on the left-hand side. So bringing all the remaining terms of (75) together, we have

\[ 32m^2 \xi^2 \left( \int d\theta e^{2 \alpha \theta} K_0(2mr \cosh \theta) \right) \]
\[ \times \left( \int d\theta e^{2 \alpha \theta} \left( \frac{1}{2mr \cosh \theta} K_1(2mr \cosh \theta) + \cosh^2 \theta K_0(2mr \cosh \theta) \right) \right) \]
\[ - 32m^2 \xi^2 \left( \int d\theta e^{2 \alpha \theta} \cosh \theta K_1(2mr \cosh \theta) \right)^2 \approx 0 \]  
(81)

from which we want to extract the leading large \( r \) behaviour. Expanding the Bessel functions for large \( r \) gives leading terms proportional to \( 1/\sqrt{r} \):
While these terms do not cancel directly, we observe that the main contribution from each integrand is from the region around $\theta = 0$ and so the first-order saddle-point approximation of these integrals does indeed vanish, as we had hoped.

6. Summary

As stated in the introduction, we have derived the equations parametrizing the correlation function

$$\langle \sigma_\alpha(x, y)\sigma_\beta(0, 0) \rangle$$

(83)

following the method of [7]. We have also presented strong evidence that the equations derived in this paper provide the correct parametrization of the correlation function.

With this derivation, we have retrieved the known results regarding twist fields in the Dirac model using a direct and straightforward method. Unlike the equations of [7], the equations found here require rotation symmetry and so the result is not as strong. One extension of this work would be to determine if it would be possible to derive similar differential equations where the states considered have more general symmetries.

The method presented has already been applied to Ising field theory [9], but its success in this more general setting suggests that it may have wider applications. It would be interesting to discover if this method could be successfully applied to other massive field theories to produce new results.
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