A Method of Fast Calculation of Lepton Magnetic Moments in Quantum Electrodynamics
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Abstract—A new method of divergence subtraction in Feynman parametric integrals is presented. The method is suitable for calculating the lepton anomalous magnetic moments (AMM) in quantum electrodynamics (QED). The subtraction procedure eliminates all divergences before integration and leads to a finite Feynman parametric integral for each individual Feynman diagram. It is based on a forest formula with linear operators applied to the Feynman amplitudes of ultraviolet-divergent subdiagrams. The formula is similar to Bogoliubov–Parasiuk–Hepp–Zimmermann summation; the difference is only in the linear operators used and in the way of combining them. The subtraction is equivalent to the on-shell renormalization from the beginning: for obtaining the final result we should only sum up the contributions of all Feynman diagrams after subtraction. The developed method is an improvement of the method presented by the author in 2016. The modification is specifically designed for calculating the contributions dependent on the relations of particle masses. In comparison with the old version, the new subtraction formula does not contain redundant terms and possesses some flexibility that can be used for improving the precision of calculations. Numerical test results are presented up to four loops.
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INTRODUCTION

The electron AMM $a_e$ is measured with a very high precision [1] as well as the muon AMM $a_\mu$ [2]:

$$a_e[\text{expt.}] = 0.00115965218073(28), \quad a_\mu[\text{expt.}] = 0.00116592061(41).$$

The Standard Model prediction of $a_e$ uses the following representation:

$$a_e = a_e^{(\text{QED})} + a_e^{(\text{hadronic})} + a_e^{(\text{electroweak})},$$

$$a_e^{(\text{QED})} = \sum_{n=1}^{\infty} \left( \frac{\alpha}{\pi} \right)^n a_e^{2n},$$

$$a_e^{2n} = A_1^{(2n)} + A_2^{(2n)}(m_e/m_\mu) + A_2^{(2n)}(m_\mu/m_\tau) + A_3^{(2n)}(m_e/m_\mu, m_\mu/m_\tau),$$

where $m_e, m_\mu, m_\tau$ are the masses of the electron, muon and tau-lepton, respectively. Different terms of this expression were calculated by different researchers. A similar expression is used for $a_\mu$. The QED part forms the most significant contribution to both $a_e$ and $a_\mu$.

1 The value is the statistical average of the new experimental value and the old one [3].
respectively. Each of these values has three uncertainties: from $A_{1}^{(10)}$ (statistical uncertainty of the Monte Carlo integration), the hadronic and electroweak corrections, the uncertainty of $\alpha$, respectively. Since the $\alpha$ uncertainty dominates, this calculation can be used for improving the precision of $\alpha$: (1) in combination with (3) gives

$$\alpha^{-1}|a_e, \text{AHKN}| = 137.0359991496(331).$$

The tension between it and (4)–(6) amounts $1.69\sigma$, $2.43\sigma$, $1.61\sigma$.

In 2019 the author recalculated a part of $A_{1}^{(10)}$ and discovered a discrepancy with (3) [9]. The calculation gave the value

$$A_{1}^{(10)}[\text{Volков} + \text{AHKN}] = 5.862(90). \quad (7)$$

The value leads to

$$a_{\mu}[\text{theory, Rb-2011, Volков + AHKN}] = 0.001159652181969(6)(12)(720),$$

$$a_{\mu}[\text{theory, Cs-2018, Volков + AHKN}] = 0.001159652181547(6)(12)(229),$$

$$a_{\mu}[\text{theory, Rb-2020, Volков + AHKN}] = 0.001159652180195(6)(12)(94),$$

$$\alpha^{-1}|a_e, \text{Volков + AHKN}| = 137.0359991427(331)$$

with the same order of uncertainties. The last value has the tension $1.61\sigma$, $2.26\sigma$, $1.81\sigma$ with (4)–(6). The shift is relatively small, but a significant error in $A_{1}^{(10)}$ would be sensitive in experiments.

A recent theoretical prediction for $a_{\mu}$ [10] gives

$$a_{\mu} = 0.0011659180953(4386)(100)(10),$$

where the uncertainties came from the hadronic, electroweak and QED contributions, respectively. It has the discrepancy $4.2\sigma$ with (2). The QED uncertainty is relatively small, but it is based on the assumption that all the coefficient values are correct. $A_{1}$ and $A_{2}$ for the muon suffer from powered large logarithms of $(m_{\mu}/m_{e})$. For example, in [11] the value

$$A_{2}^{(10)}(m_{\mu}/m_{e}) = 742.18(87)$$

was published. It is more than 100 times larger than $A_{1}^{(10)}$ and is not double-checked yet. A significant error in it would give a shift in $a_{\mu}$ comparable with the hadronic uncertainty. Moreover, the higher-order terms are still important [11]. Thus, the development of a method of high-order QED calculations is still actual. A possibility to reduce the influence of large logarithms in intermediate values is very important for improving the precision.

**OLD AND NEW METHOD**

Let $G$ be a QED Feynman diagram contributing to the lepton AMM (it contains one external photon line and two external lepton lines). The old method [12] uses the linear operators $A$, $L$, $U$, where $A$ is the AMM projector multiplied by the Dirac matrix $\gamma_{\mu}$, $L$ is the standard on-shell renormalization operator for vertex-like diagrams, $U$ is an intermediate operator.

Let us examine the diagram from Fig. 1 contributing to $a_{\mu}$, where all lepton loops correspond to electrons. The old method gives the expression

$$\left[ A_{G} (1-U_{G})(1-L_{G}-U_{G})A_{G} (1-U_{G}) \right. \left. - (L_{G}-U_{G})(1-L_{G})A_{G} \right] \times (1-U_{G})(1-U_{G}e_{e}\ell)(1-U_{G}e_{e}\ell)(1-U_{G}e_{e}\ell),$$

where $G_{e} = aa_{1}a_{2}b_{1}b_{2}c_{1}c_{2}c_{3}d_{3}d_{4}e_{1}e_{2}e_{3}, \quad G_{e} = aa_{1}a_{2}b_{1}b_{2} \times c_{1}c_{2}c_{3}c_{4}d_{3}d_{4}e_{1}e_{2}e_{3}, \quad G_{d} = aa_{1}a_{2}b_{1}b_{2}c_{1}c_{2}c_{3}d_{3}d_{4}d_{5}, \quad A_{G},$$

the operator subscript means the subdiagram to which the operator is applied (encoded by the set of vertexes). Here all brackets should be expanded, each multiplication should be considered as a sequential transformation of the Feynman amplitudes from smaller to larger subdiagrams, all terms should be written in the same Feynman parametric space. In this example, the expression, that gives a contribution to $a_{\mu}$, contains $A$ applied to an electron subdiagram $G_{e}$. This looks like a nonsense, but the proof of the equivalence to the on-shell renormalization in [12] does not allow to avoid these nonsense terms.

Also, an ability to preserve minimal gauge-invariant classes is important for divergence subtraction methods. Such a class is obtained from one diagram by moving internal photons along lepton loops and paths without jumping over the external photon (and without violating one-particle irreducibility). The old method preserves the classes without lepton loops [9]. However, the proof in [12] requires swapping the lay-
ers between subdiagrams to which $A$ is applied (like $G$, $G_e$, $G_\tau$); this can lead to exit from the class.

It surprisingly turned out that the drawbacks described above are fictitious: the nonsense terms are cancelled, and all gauge-invariant classes are preserved due to Ward identities of some kind. However, the old method remains redundant and nonflexible.

We use two types of Ward identities for individual lepton self-energy and vertex-like diagrams. The first type is $\Gamma_\mu(p,0) = -\partial \Sigma(p)/\partial p^\mu$, where $\Gamma_\mu(p,q)$ is a vertex-like Feynman amplitude, $\Sigma(p)$ is a lepton self-energy amplitude; the $\Gamma_\mu$-diagrams are obtained from the $\Sigma$-diagram by inserting the external photon into all possible places on the main lepton path. The second type is $\Gamma_\mu(p,0) = 0$; here the $\Gamma_\mu$-diagrams are obtained from some diagram by inserting the external photon into one lepton cycle.

Let us describe the new method. We will use four operators $U_0, U_1, U_2, U_3$ instead of $U$. $U_0$ is applied to photon self-energy and photon-photon scattering sub-diagrams and works as in the standard renormalization. $U_i, i = 1, 2, 3$, are not fixed, but given by requirements (tentative):

1. $U_i$ extracts the overall UV-divergent part completely;
2. $U_i$ preserves the Ward identity: if $\Gamma_\mu$ and $\Sigma$ (or $\Gamma_\mu$ itself) satisfy the Ward identity described above, then $U_i \Gamma_\mu$ and $U_i \Sigma$ (or $U_i \Gamma_\mu$ itself) satisfy it too;
3. $U_i$ cancels IR divergences of the subdiagram;
4. $U_i$ extracts the mass part completely:

$$U_i[a(p^2) + b(p^2)p] = a(m^2) + b(m^2)m + (p - m)(\ldots).$$

---

**Fig. 2.** 3-loop gauge-invariant classes for the muon $g - 2$. Each class is given by one generating diagram. Electron and tau-lepton loops are marked with $e$ and $\tau$.

**Fig. 3.** 4-loop gauge-invariant classes IV (b) (left) and IV (c) (right) from [11].
Table 1. Contributions of the classes from Fig. 2 to $\alpha_\mu^6$ and their comparison with known values obtained by different researchers with the help of analytical expressions

| Diagram | Our value | Analyt. value | Ref. |
|---------|-----------|---------------|------|
| 1       | 0.448703(35) | 0.44870        | [14–17] |
| 2       | -0.498224(67) | -0.49825       | [14, 15, 17–20] |
| 3       | 0.533289(54)  | 0.53336        | [14–20] |
| 4       | 0.421080(43)  | 0.42117        | [18–20] |
| 5       | 0.050178(16)  | 0.0501487      | [21, 22] |
| 6       | -0.112324(21) | -0.112336      | [21, 23] |
| 7       | -0.087987(12) | -0.0879847     | [21, 24] |
| 8       | 0.0025598(15) | 0.0025585      | [25]   |
| 9       | 0.052865(11)  | 0.05287        | [25]   |
| 10      | 0.37094(15)   | 0.371005       | [26]   |
| 11      | 1.61752(28)   | –             |       |
| 12      | -2.06183(39)  | –             |       |
| 13      | -1.94880(28)  | –             |       |
| 14–13   | -2.39311(56)  | -2.39239181(7) | [27] |
| 14      | 2.71885(62)   | 2.7186557(2)  | [27]   |
| 15      | 0.10038(12)   | 0.100519296(3) | [27] |
| 16      | 1.49545(92)   | 1.49367180(4) | [27]   |
| 17      | 20.9475(13)   | 20.9471(29)   | [28]   |
| 18      | 0.00054410(20)| –             |       |
| 19      | -0.00160008(30)| –            |       |
| 20      | -0.00106137(17)| –            |       |
| 18–20   | -0.00211735(40)| -0.00211713  | [27] |
| 21      | 0.0000002766(30)| 0.000000277833 | [27] |
| 22      | 0.000038704(63)| 0.0000386875  | [27] |
| 23      | 0.000295496(73)| 0.000295557   | [27]   |
| 24      | 0.0021443(12) | 0.00214331    | [28]   |
| 25      | 0.00052547(70) | 0.000527761   | [29]   |

The definitions may differ for different particles. It is possible to put $U_3 = L$.

By $\overline{\mathcal{N}}[G]$ we denote the set of all vertex-like subgraphs of $G$ (including $G$) lying on the main path of $G$ and having the external photon of $G$. By $\overline{\mathcal{N}}[G]$ we denote the set of all forests of UV-divergent subdiagrams of $G$ containing $G$. The expression is

$$
\sum_{F = (G_1, \ldots, G_k) \in \overline{\mathcal{N}}[G]^G} (-1)^n M^G_{G_1} M^G_{G_2} \cdots M^G_{G_k}.
$$

Here $M^G_{G_i}$ equals $A^G_{G_i}$, if $G'' = G'$, $L^G - (U_1)^{G''}$, if $G'' = G \neq G'$, $L^G$, if $G' \subset G'' \subset G$; $(U_0)^{G''}$, if $G''$ is a photon self-energy or a light-by-light subgraph. In the remaining cases it equals $(U_2)^{G''}$, if $G''$ lies on a lepton loop, $(U_2)^{G''}$, if $G'' \in \overline{\mathcal{N}}[G]$ and $G'' \subset G'$, $(U_1)^{G''}$, in the other cases; here $w = 3$, if $G$ has its external photon on a lepton loop, $w = 1$ otherwise.

For the example from Fig. 1 we have

$$
A_G (1 - (U_3)^{G_{\mu}}) - (L^G - (U_1)^{G_{\mu}}) A_{G_{\mu}} (1 - (U_2)^{G_{\mu}})
$$

$$
\times (1 - (U_0)^{G_{\mu}}) (1 - (U_0)^{G_{\mu} S}) (1 - (U_2)^{G_{\mu} S}) (1 - (U_2)^{G_{\mu} S} - (U_2)^{G_{\mu} S})
$$

$$
\times (1 - (U_2)^{G_{\mu} S}).
$$
Results of numerical tests of the methods are presented in Tables 1–3. We use two setups: New 1 means \( U_1 = U_2 = U, \ U_3 = L \), New 2 means \( U_1 = U_2 = U_3 = U \). We use fixed masses of particles without taking into account their uncertainty: 

\[
\mu = 105.6583745 \text{ MeV}, \quad \tau = 1776.82 \text{ MeV}, \quad m_0 = 0.51099895 \text{ MeV}, \quad m_e = 1776.82 \text{ MeV}.
\]

All results from Table 1 are in very good agreement with known values from literature. The difference between the methods starts from four loops. The sum values in Table 2 are in good agreement with each other, with the value 0.006117(92) from [11], and with [30]. Diagrams 2 and 10 are the only diagrams with differences between the methods. The sum values in Table 3 are in good agreement with the value \( \sum \) from [11]. A difference between the methods is only in diagrams 7 and 8.
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