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Abstract

Third-order elastic coefficients (TOECs) have been measured experimentally and tabulated with pretty good accuracy since the middle of the previous century. In the classical acoustic measurement method the recalculation of instantaneous stiffness change onto TOECs is based on the use of Green strain. In recent calculations performed by means of atomistic and quantum methods many different strain measures are employed. In result, quite different sets of TOECs can be obtained for the same material. In this paper, it is shown how dramatically the coefficients obtained depend on the choice of strain measure. The known formulas for calculation of the second derivative of a tensor-valued function of tensor variable are corrected. The formulas are essential for the correct analytic calculation of the tangent stiffness matrix in finite element method, among others.
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1 Introduction

Recently, the classical second-order elastic constants (SOECs) as well as the higher-order elastic coefficients are more and more often predicted theoretically on the basis of quantum calculations \cite{9, 26, 30, 35, 48, 55–57, 60}. Over many years the elastic coefficients were measured mainly by means of acoustic measurement methods. Thanks to such measurements the second– and third–order elastic coefficients have been tabulated with pretty good accuracy for the most of known crystal structures. Despite so large database of TOECs collected over many years, still every year tens of new papers presenting TOECs for known and novel materials are published in journals of solid physics.

It is worth mentioning that anisotropic hyperelastic models fitted to TOECs compose only a very small subset among numerous constitutive models describing the anisotropic elastic behaviour of solids. In continuum mechanics a term nonlinear elasticity is often identified not with the quantitative modelling of elastic softening or hardening but with a modelling in the limits of finite elastic deformations. Potentially, most of such obtained models can be fitted to the experimentally determined TOECs. Nevertheless, it is easy to note that these two groups of papers develop rather separately. The present paper is situated on the border of these two groups.

Constitutive models of elastic materials should have two fundamental properties:

- First of all, such models should hold the energy balance for an arbitrarily chosen elastic deformation loop. Unfortunately, many of elastic models ignore this fundamental rule. This concerns most of so-called Cauchy elastic materials for which the constitutive relationship is stated directly between the stress and strain measures, see \cite{4}. A similar problem does concern the linear elasticity. Despite that a linear theory is regarded as a theory which does not distinguish the Lagrangian and Eulerian configurations (small strain approach), the correct integration of elastic work done should take into account the change of elastic body shape. As a matter of fact, for each of deformation problem the linear theory of elasticity can be used to obtain two mutually different analytic solutions for displacement vector field derived alternatively from the Lagrangian or Eulerian configuration. For example, the most of analytic solutions applied in civil engineering satisfy the boundary conditions assumed in the Lagrangian configuration. Contrary to civil engineering, almost all of the analytic solutions available in the linear theory of dislocations satisfy the boundary conditions imposed in the Eulerian configuration, cf. e.g.
Eqs (3-45) and (3-46) in [25]. The elastic spring back of such a self-stressed structure leads to quite different analytic function for displacement vector derived from the Lagrangian configuration being then a single– or a multi–connected region of a perfect lattice, cf. [7].

- A second but no less important issue is that the nonlinear elastic behaviour of constitutive models should be in agreement with the nonlinearity demonstrated by real materials. For example, the best-known anisotropic Hookean based on Green strain demonstrates a very strong change of instantaneous stiffness. Unfortunately, this elastic hardening runs in the quite opposite direction than those demonstrated by real materials. Namely, according to the experimental evidence, the instantaneous stiffness of crystals increases strongly under compression and decreases under tension. This phenomenon is responsible for many physical effects. For example, the experimentally observed sensitivity of elastic stiffness on the applied stress has been used in commercial devices for detection of the residual stresses by means of acoustic waves [6,11,15,46]. Another domain of research in which TOECs play an important role is optoelectronics. Namely, a GPa stress assisting the lattice mismatch between monolayers in semiconductor devices often results in a strong piezoelectric effect. This effect shifts the band gap in quantum structures and changes their optical properties, cf. [17,34]. Recently, the effect of the higher order elastic and piezoelectric coefficients on the optical properties of quantum dots is calculated numerically, see e.g. [31,32]. Another example concerns the nonlinear elastic effect induced by dislocations. Due to the asymmetry in the stress/strain response for the extension and compression, the nonlinear theory of crystal defects predicts the volume expansion induced by edge dislocations and other extended defects, see [25,27,50]. TOECs are used also for prediction of elastoplastic behaviour of materials undergoing megabar pressures up to 300 GPa [8,14,42]. In geophysics, an isothermal Eulerian Birch–Murnaghan equation of state is used despite of the recognized shortcomings for large compressive strains [1,41]. Poirier et al. [45] have shown that the analogical state equation for strain energy constructed from logarithmic (Hencky) strain is more stable than the traditional Eulerian Birch–Murnaghan equation based on the use of Green strain.

The awareness of a strong dependency of TOECs on the choice of strain measure, could be the reason why Thurston et al. already in 1966 named TOECs not constants but only coefficients. Since that time, TOECs have been successfully determined by measuring the dependency of elastic wave speed on the stress applied to crystal structures [4,12,20,22,29,33,49,51,53,54]. Despite the fact that the measurement of higher order elastic coefficients of this kind has a long tradition, it appears occasionally that some formulas used through so many years and settled down as a classic are not quite correct. For example recently, the formulas for the extraction of pressure coefficients derived by McSkimin and Andreatch in 1972 [38] were corrected by Winey et al. [58]. In the present paper a similar situation is shown with the formulas for the second order derivative of a tensor-valued function of a symmetric second–order tensor.

In the next section the deformation and strain measures used in the linear and finite deformation theories of elasticity are discussed in brief. Special attention is focused on the strict mathematical relationships between so called linear strain measures and finite strain measures related to mutually different reference configurations. In the mentioned section the known formulas for calculation of the second derivative of a tensor-valued function of tensor variable are corrected. Section 3 is devoted to anisotropic hyperelastic models in which TOECs are used to fit the behaviour of constitutive models to the anisotropic elastic behaviour of real materials. The effect of strain measure on the resultant elastic hardening of Hookan models is discussed in terms of experimentally determined elastic hardening data. This hardening is quantified by means of TOECs fixed experimentally in relation to an arbitrary chosen strain measure. With respect to the revision of the formulas mentioned above, in Section 4 the revised formulas are used for calculation of tangent stiffness matrix in finite element method.

### 2 Deformation measures

In continuum mechanics two main approaches to the modelling of elastic body are applied. In the linear approach, the body motion is described by means of a displacement vector function that depends either on the reference position or the spatial position of a material particle. Contrary to that, in nonlinear theories the current position \( \mathbf{x} \) of the material particle is assumed to be a function of the reference position, \( \mathbf{x} = \mathbf{x}(\mathbf{X}) \). In such a case, \( \mathbf{x} \) and \( \mathbf{X} \) are treated as points given by means of curvilinear coordinates on a differential manifold. Neglecting some special cases like the continuum theory of discrete dislocations, the mentioned mapping is assumed to be regular and reversible which means that in most cases an inverse function \( \mathbf{X} = \mathbf{X}(\mathbf{x}) \) is assumed to be regular and invertible. The last approach based on the use of manifolds is found to be more general with respect to the possibility of considering the deformation of an elastic body in a curvilinear space where a displacement vector field of the same order as of the order of the manifold may not exist. In the present paper, we consider finite deformation of elastic body by means of curvilinear coordinates.
embedded in a 3D Euclidean space. In more general case, the analytic relations presented here can be easy translated to an arbitrary 3D Riemannian manifold on which a parallel connection is additionally determined.

Taking into account that \( \mathbf{X} = \mathbf{x} - \mathbf{u} \), the mutually reversible relationship can be rewritten in the form

\[
\mathbf{F} = (1 - \mathbf{v}_\mathbf{u})^{-1} = 1 + \mathbf{v}_\mathbf{u}, \quad \mathbf{v}_\mathbf{u} = 1 - \mathbf{F}^{-1}, \quad \mathbf{F} = \mathbf{F} - 1,
\]

where \( \mathbf{F} = \frac{\partial \mathbf{X}}{\partial \mathbf{x}} \), \( \mathbf{F}^{-1} = \frac{\partial \mathbf{x}}{\partial \mathbf{X}} \); and 1 denotes the second order unit tensor.

According to the theorem of polar decomposition, the deformation gradient can be decomposed into the orthogonal tensor of rotation, \( \mathbf{R} \), and symmetric strain tensor, \( \mathbf{\varepsilon} \),

\[
\mathbf{F} = \mathbf{R} \mathbf{U} = \mathbf{V} \mathbf{R}.
\]

Contrary to that, in the linear theory, the displacement gradient is decomposed into an antisymmetric rotation tensor, \( \mathbf{w} \), and symmetric strain tensor, \( \mathbf{\varepsilon} \), referred alternatively to the Eulerian (spatial) or Lagrangian (reference) configurations,

\[
\mathbf{v}_\mathbf{u} = \mathbf{w} + \mathbf{\varepsilon}, \quad \mathbf{\bar{v}}_\mathbf{u} = \mathbf{\bar{w}} + \mathbf{\bar{\varepsilon}},
\]

where

\[
\mathbf{w} = \frac{1}{2} (\partial \mathbf{u} - \partial^T \mathbf{u}), \quad \mathbf{\varepsilon} = \frac{1}{2} (\partial \mathbf{u} + \partial^T \mathbf{u}),
\]

\[
\mathbf{\bar{w}} = \frac{1}{2} (\partial \mathbf{u} - \partial^T \mathbf{u}), \quad \mathbf{\bar{\varepsilon}} = \frac{1}{2} (\partial \mathbf{u} + \partial^T \mathbf{u}),
\]

the displacement vector function is treated then as a composite vector function \( \mathbf{u} = \mathbf{f}(\mathbf{X}(\mathbf{u})) \) or \( \mathbf{u} = \mathbf{\hat{f}}(\mathbf{X}) \), respectively. A linear theory of elasticity is often regarded as a theory that by definition ignores any difference between the reference and spatial configuration of elastic body. As a matter of fact, in practical uses, the analytic solutions of boundary-value problems obtained by means of the linear theory can be divided into two separated groups that satisfy the imposed symmetry (loading, kinematic constrains, boundary conditions) in the reference or spatial configurations, alternatively. For example, in the linear theory of dislocations, almost all the known analytic solutions for stress-stain fields have been obtained for the Eulerian configuration. In such a case, in order to find the reference position of a material particle in the Lagrangian configuration the displacement vector field must be pulled back from the Eulerian configuration, cf. the analytic solutions for dislocations in [25]. Recently, the lack of analytic solutions for the displacement vector field related directly to the Lagrangian configuration poses some problem in the use of analytic formulas for the preprocessing of atomistic models of dislocation networks in noncrystalline heterostructures, cf. [7, 59].

**Example** To illustrate the problem of inaccuracies in the determination of strain with the use of linear strain measures, let us consider two different gradients of displacement vector

\[
[\mathbf{\varepsilon}_1] = \begin{bmatrix} \frac{1}{2} & \frac{\sqrt{2}}{2} & 0 \\ -\frac{\sqrt{2}}{2} & \frac{1}{2} & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad \begin{bmatrix} \frac{1}{2} & \frac{\sqrt{2}}{2} & 0 \\ -\frac{\sqrt{2}}{2} & \frac{1}{2} & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad [\mathbf{\varepsilon}_2].
\]

From the viewpoint of linear theory the additive decomposition into antisymmetric and symmetric parts gives

\[
[\mathbf{w}_1] = \begin{bmatrix} \frac{1}{2} & 0 & 0 \\ 0 & \frac{\sqrt{2}}{2} & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad [\mathbf{w}_2], \quad \begin{bmatrix} \frac{1}{2} & 0 & 0 \\ 0 & \frac{\sqrt{2}}{2} & 0 \\ 0 & 0 & 1 \end{bmatrix} = [\mathbf{w}_2].
\]

From the viewpoint of finite deformation theory the substitution of (6) into (7) gives the following matrix representations of deformation gradient

\[
[\mathbf{F}_1] = \begin{bmatrix} \frac{1}{2} & -\frac{\sqrt{2}}{2} & 0 \\ \frac{\sqrt{2}}{2} & \frac{1}{2} & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad [\mathbf{F}_2].
\]

One can check that these two mutually different deformation gradients are nothing more than two rigid rotations around z axis through the angles \( \frac{\pi}{8} \) and \( \frac{5\pi}{8} \), respectively. For a rigid body rotation, the strain tensors should vanish. Thus, the non-zero components of linear strains \( [\mathbf{\varepsilon}_1] \) and \( [\mathbf{\varepsilon}_2] \) represent only errors generated by the linear theory. As a matter of fact, the anti symmetric tensors \( \mathbf{w}_1 = \mathbf{w}_2 \) do not distinguish these two quite different rotations.

One of important consequence of the inaccurate determination of strain in linear theories is the incorrect determination of strain energy — independently of whether the elastic strain is very small or not. We do not discuss here which level of linear elastic strain is a sufficiently small to neglect the perpetual motion of such elastic models on deformation loops. The important here is that the mathematical dependency of linear strain measures on rigid rotation makes impossible the measurement of many material coefficients with the use of these strain measures. This concerns TOECS as well as many other coefficients like the second and higher order piezoelectric and magnetostriction coefficients.
2.1 Logarithmic strain measure based on polar decomposition

According to the spectral decomposition theorem the right stretch tensor can be decomposed into three real and positive eigenvalues, \( u_1, u_2, u_3 \), and three unit eigenvectors \( \mathbf{u}_1, \mathbf{u}_2, \mathbf{u}_3 \), which can be used for the following decomposition of the stretch tensor

\[
\mathbf{U} = \sum_{n=1}^{3} u_n \mathbf{u}_n \otimes \mathbf{u}_n,
\]

where \( \otimes \) denotes the dyadic product.

**Definition** By a Lagrangian strain measure we mean a tensor-valued isotropic function of the right stretch tensor,

\[
\hat{\mathbf{e}} \doteq \sum_{n=1}^{3} f(u_n) \mathbf{u}_n \otimes \mathbf{u}_n,
\]

where \( f(\cdot) \) is an arbitrarily chosen, sufficiently smooth and monotonically increasing function \( f(x) : \mathbb{R}^+ \ni x \rightarrow f \in \mathbb{R} \) which satisfies the conditions: \( f(x)|_{x=1} = 0 \) and \( \frac{df(x)}{dx}|_{x=1} = 1 \).

In this definition \( \mathbb{R} \) and \( \mathbb{R}^+ \) denotes the sets of real and positive real numbers, respectively. This definition includes among others the well-known Seth-Hill family of strain measures defined as

\[
\hat{\mathbf{e}} \doteq \begin{cases} 
\frac{1}{m} (\mathbf{U}^m - 1) & \text{for } m \neq 0, \\
\ln \mathbf{U} & \text{for } m = 0,
\end{cases}
\]

For \( m = 2, 1, 0 \) and -2 the Green, Biot, logarithmic (Hencky) and Almansi strain measures are obtained, respectively. For a uniaxial stretch test, these family of strain measures was gathered into a common formula by Seth [47] in 1964. In 1970 Hill [23] first applied a definition of an analytic function of a matrix for generalization the Seth’s definition to a 3D case. As a matter of fact, functions of matrices have been studied for as long as matrix algebra itself [18, 21].

As shown by Hill [24], the material derivative of (10) reads

\[
\dot{\hat{\mathbf{e}}} = \mathbf{a} : (\mathbf{R}^T \mathbf{d} \mathbf{R}),
\]

where

\[
\mathbf{d} \doteq \frac{1}{2} \left[ \mathbf{F}^{-1} + (\mathbf{F}^{-1})^T \right].
\]

In the eigenvector basis \( \{ \mathbf{u}_k \} \) the fourth-order proper-symmetric tensor \( \mathbf{a} \) is represented by the following non-vanishing components [13]

\[
\mathbf{a}_{ij} = \mathbf{a}_{i\dot{j}} = \begin{cases} 
\frac{u_i f'(u_j)}{2}, & \text{for } i = j, \\
\frac{1}{2} \frac{u_i f'(u_j)}{u_i - u_j}, & \text{for } u_i = u_j \text{ and } i \neq j, \\
\frac{u_i f'(u_j)}{|u_i - u_j|}, & \text{for } u_i \neq u_j,
\end{cases}
\]

sans serif fonts are reserved here for components rewritten in a special vector basis composed of the stretch eigenvectors. For the Hencky and Green strain measures this function reads, respectively

\[
\mathbf{a}_{ij} = \begin{cases} 
1, & \text{for } i = j, \\
\frac{u_i - u_j}{2 \sinh(u_j - u_i)}, & \text{for } \hat{e}_i = \hat{e}_j \text{ and } i \neq j, \\
\frac{u_i^2}{2 u_i u_j}, & \text{for } i = j,
\end{cases} \quad \mathbf{a}_{ij} = \begin{cases} 
\frac{u_i^2}{2 u_i u_j}, & \text{for } i = j, \\
\frac{u_i - u_j}{2 \sinh(u_j - u_i)}, & \text{for } \hat{e}_i \neq \hat{e}_j,
\end{cases}
\]

In Voigt notation the symmetric stress and strain tensors are treated as six-dimensional vectors in which the shear strain components take double values. Alternatively, in the Mandel notation the shear components both of the 6-dimensional stress and strain vectors are multiplied equally by \( \sqrt{2} \). It is worth mentioning that representations of symmetric second-order tensors satisfy all postulates of the Euclidean six dimensional space. Thus, the two notations mentioned above are identified here with two representations of 6 dimensional vectors in two mutually different vector bases of a 6D Euclidean space, respectively. In order to distinguish components of vectors and tensors decomposed in \( \mathbb{E}^3 \otimes \mathbb{E}^3 \) and \( \mathbb{E}^6 \), the elements of vector bases in \( \mathbb{E}^6 \) will be denoted here by Gothic characters, e.g. \( \mathbf{a}_e \) vs \( \mathbf{e}_a \) and \( \mathbf{e}_e \).
In the case of an orthonormal coordinate system in \( E^3 \) the scalar product of the stress and strain tensors used to determine the strain energy can be rewritten in the following form

\[
\sigma : \varepsilon = \sigma_{11} \varepsilon_{11} + \sigma_{22} \varepsilon_{22} + \sigma_{33} \varepsilon_{33} + 2 \sigma_{23} \varepsilon_{23} + 2 \sigma_{31} \varepsilon_{31} + 2 \sigma_{12} \varepsilon_{12}.
\]  

(15)

Representations of the tensors in Voigt notation will be identified here with the covariant and contravariant components of the following six-dimensional vectors

\[
[e^\#]^T = [e^1, e^2, e^3, e^4, e^5, e^6]^T \equiv [e_{11}, e_{22}, e_{33}, e_{23}, e_{13}, e_{12}]^T, \\
[\sigma^\#] = [\sigma_1, \sigma_2, \sigma_3, \sigma_4, \sigma_5, \sigma_6] \equiv [\sigma_{11}, \sigma_{22}, \sigma_{33}, \sigma_{23}, \sigma_{13}, \sigma_{12}].
\]  

(16a)

(16b)

In such a case, the right hand of (15) can be treated as a scalar product of vector components rewritten in the Voigt vector basis for which the co- and contravariant representations of the unit tensor read

\[
[g^{\#\#}] = \begin{bmatrix}
1 & \cdots & \cdots & \cdots & \cdots & \cdots \\
\cdot & 1 & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & 1 & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & 1 & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & 1 & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot & 1 \\
\end{bmatrix}, \quad [g^{\#\#}] = \begin{bmatrix}
1 & \cdots & \cdots & \cdots & \cdots & \cdots \\
\cdot & 2 & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & 2 & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & 2 & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & 2 & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot & 2 \\
\end{bmatrix},
\]  

(17)

where \( \# \) denotes the Voigt type index corresponding to a pair of subscripts \((i, j)\) used for tensors in \( E^3 \otimes E^3 \). In our notation, the pair of indices and its six dimensional counterpart in \( E^6 \) will be denoted by analogical symbols, e.g. \( ii \) and \( ae \) will be replaced their ligatures \( \bar{i}, \bar{a} \), or simply by diacritical symbols obtained by overlapping the original ones, \( \bar{i} \) and \( \bar{a} \). By analogy to classical force and displacement components, the components \( \sigma_{ij} \) and \( \varepsilon_{ij} \) will be identified here respectively with co- and contravariant representations of six dimensional stress and strain vectors, \( \sigma^\# \) and \( \varepsilon^\# \), respectively. For example, the volume density of strain energy can be rewritten in the form

\[
\psi_V = \frac{1}{2} \sigma : \varepsilon = \frac{1}{2} \sigma^\# \varepsilon^\# = \frac{1}{2} \sigma_{ij} \varepsilon^{ij}.
\]  

(18)

### 2.2 Derivatives of tensor-valued functions

In Voigt notation the contravariant, covariant and mixed representations of the first derivative of a tensor-valued function of a symmetric second-order tensor, \( f(U) \), can be rewritten in the following form

\[
\frac{\partial f^\#}{\partial U^\#} = \begin{cases}
\frac{\partial f^\#}{\partial \lambda_i} & \text{for } i = j, \\
\frac{\partial f^\#}{\partial \lambda_i} & \text{for } i \neq j,
\end{cases}
\]  

(19)

\[
\frac{\partial f^g}{\partial U^g} = \begin{cases}
\frac{\partial f^g}{\partial \lambda_i} & \text{for } i = j, \\
\frac{\partial f^g}{\partial \lambda_i} & \text{for } i \neq j, \\
\frac{\partial f^g}{\partial \lambda_i} & \text{for } \lambda_i = \lambda_j,
\end{cases}
\]  

(20)

\[
\frac{\partial f^g}{\partial U^g} = \frac{\partial f^g}{\partial U^g} = \begin{cases}
\frac{\partial f^g}{\partial \lambda_i} & \text{for } i = j, \\
\frac{\partial f^g}{\partial \lambda_i} & \text{for } i \neq j, \\
\frac{\partial f^g}{\partial \lambda_i} & \text{for } \lambda_i = \lambda_j, \\
\frac{\partial f^g}{\partial \lambda_i} & \text{for } \lambda_i = \lambda_j,
\end{cases}
\]  

(21)

The mentioned representations satisfy the following transformation rule

\[
\frac{\partial f^e}{\partial U^e} = g^{\#\#} \frac{\partial f^\#}{\partial U^\#} g_{\#\#} = g^{\#\#} \frac{\partial f^g}{\partial U^g} g_{\#\#} = g^{\#\#} \frac{\partial f^g}{\partial U^g} g_{\#\#}.
\]

A 6x6 dimensional unit tensor \( g \) can be spanned on two different vector bases. Then, the shifters \( g^{\#\#} \) give possibility to transform the tensor components from one vector basis to another, e.g. from the Voigt vector basis to the orthonormal one in \( E^6 \).

Analytic formulas for \( \frac{\partial f^e}{\partial U^e} \) take a more complex form than those for \( \frac{\partial f^e}{\partial U^e} \). The first derivation of such analytic formulas (not quite correct) is due to Bowen and Wang \([2]\), see (3.50-3.61) therein. In 1971, Chadwick and Ogden presented the results of an independent calculation in which the main errors of Bowen and Wang \([2]\) were corrected.
As a matter of fact, they repeated some errors after Bowen and Wang. In result, it seems that in none of papers published as of yet the mentioned equations have been corrected. In 2008, Norris [43] presented in a smart form a general mathematical scheme for calculation of an $n^{th}$-order derivative, see (3.16) therein. The present authors, not being quite convinced which form of the formulas for the second derivative is correct, have performed a series of the validation tests. Due to the non–orthonormality of the Voigt vector basis \( \{ e_i \} \), the first test was performed for the mixed representation by means of the standard finite difference scheme adopted here to \( E^0 \).

\[
\frac{\partial^2 f_y}{\partial U_w \partial U_x} = \frac{f_y(U + \Delta x) - 2f_y(U) + f_y(U - \Delta x)}{\Delta x \Delta y},
\]

(22a)

where \( \Delta x = [U_1, \ldots, U_n + \Delta x, \ldots, U_6]^T \). After this test had passed, the following correct contravariant representation (23) was fixed by using the chain rule

\[
\frac{\partial^2 f_y}{\partial U^m \partial U^p} = g^{ij} \frac{\partial^2 f_y}{\partial U^m \partial U^p},
\]

(23)

where the subscripts \( i, j, k \) run over all possible values: 1, 2, 3. In order to compare our results with those presented in the previous papers it is convenient to rewrite \( \mathcal{L}_{ijklmm}^{(2)} = \frac{\partial^2 f_j}{\partial U^m \partial U^m} \) in the following form

\[
\mathcal{L}_{ijkl}^{(2)} = f''(\lambda_i) \text{ for } \lambda_i = \lambda_j = \lambda_k,
\]

(24a)

\[
\mathcal{L}_{ijkl}^{(2)} = \begin{cases} 
\frac{f''(\lambda_i)}{\lambda_i - \lambda_j} - f'(\lambda_i) & \text{for } \lambda_i = \lambda_j, \\
\frac{f''(\lambda_i)}{(\lambda_i - \lambda_j)^2} & \text{for } \lambda_i \neq \lambda_j,
\end{cases}
\]

(24b)

\[
\mathcal{L}_{ijkl}^{(2)} = \begin{cases} 
\frac{f''(\lambda_i)}{\lambda_i - \lambda_j} - f'(\lambda_i) & \text{for } \lambda_i = \lambda_j = \lambda_k, \\
\frac{f''(\lambda_i)}{(\lambda_i - \lambda_j)^2} & \text{for } \lambda_i \neq \lambda_j = \lambda_k,
\end{cases}
\]

(24c)

where only \( i \neq j \neq k \) take possible values: 1, 2, 3. The terms corrected here have been rewritten in bold, cf. (3.5.33–34) in [44]. The question then arises how it was possible that so many years a formula so important for calculation of the second derivatives of a tensor-valued functions have not been corrected. Recently, most of the complex analytic differentiation is computed by means of programs for symbolic calculations. Such programs are very useful under one condition, namely, that somebody earlier has programmed a given analytic operation. Otherwise, there is rather a small chance that a given error will be detected by means of elemental operations already programmed in.

## 3 Anisotropic hyperelasticity and TOECs in terms of logarithmic strain

In the case of quasistatic elastic deformation of an anisotropic body, the local form of the energy balance law can be rewritten in the following way

\[
-\rho \dot{\psi} + \sigma : \mathbf{d} = 0,
\]

(25)

where \( \rho, \dot{\psi} \) and \( \sigma \) respectively denote the mass density, material derivative of strain energy, and the Cauchy stress. Suppose that the specific strain energy depends on the Lagrangian strain tensor

\[
\psi = \psi(\varepsilon).
\]

(26)

Substitution of (26) and (12) into (25) gives

\[
-\frac{\rho}{\rho} \left( \frac{\partial \psi}{\partial \varepsilon} \right) : \mathbf{a} := (R^T \mathbf{d} \mathbf{R}) + \sigma : \mathbf{d} = 0,
\]

(27)
Table 1: Eulerian and Lagrangian strains conjugate by the transformation tensor $\mathbf{A}$, cf. (32b).

| Name         | Formula       | Name         | Formula       |
|--------------|---------------|--------------|---------------|
| Hencky       | $\ln V$      | Hencky       | $\ln U$      |
| Swainger     | $1 - V^{-1}$  | Biot         | $U - 1$      |
| Alamansi     | $\frac{1}{2}(1 - V^{-2})$ | Green         | $\frac{1}{2}(U^2 - 1)$ |

where $\hat{\rho} = \rho \det \mathbf{F}$. To balance the energy for an arbitrarily chosen $\mathbf{d}$, the Cauchy stress has to be governed by the following transformation rule

$$\sigma = R(\mathbf{A} : \hat{\sigma})R^T \det \mathbf{F}^{-1},$$

where the stress conjugate to the given Lagrangian strain reads

$$\hat{\sigma} = \hat{\rho} \frac{\partial \psi}{\partial \hat{\epsilon}}.$$  

Constitutive equations for anisotropic Hookean model can be derived by assuming the following strain energy function

$$\hat{\rho} \psi(\hat{\epsilon}) = \frac{1}{2} \hat{\epsilon} : \hat{\epsilon},$$

where, by definition, $\hat{\epsilon} = \text{const}$. The substitution subsequently into (29) and (28) gives

$$\hat{\sigma} = \hat{\epsilon} : \hat{\epsilon} \quad \text{and} \quad \sigma = \epsilon : \epsilon,$$

where the Eulerian strain and stiffness tensors are defined by means of the following transformation rules

$$\epsilon^{df} = \mathbf{A}^{-1} : \hat{\epsilon}, \quad \epsilon^{df} = \mathbf{A}^T : \hat{\epsilon} \det \mathbf{F}^{-1},$$

where $\mathbf{A}^{ij}_{kl} = R^i_k R^j_l \hat{\mathbf{A}}_{kl}$ and $\mathbf{A}^{-1}_{ij} = R^i_k R^j_l \hat{\mathbf{A}}_{kl}^{-1}$. According to this transformation rule, Almansi strain in the Eulerian configuration is obtained as the Eulerian counterpart of Green strain, cf. Table 1. In the literature, different notations and names are used. In the present paper, the tensors called the Eulerian and Lagrangian Almansi strains differ each other only the rigid rotation.

Assume further that a hyperelastic material satisfies the following strain energy function

$$\psi(\hat{\epsilon}) = \frac{1}{\hat{\rho}} \left[ \frac{1}{2!} \hat{\epsilon}^{ijkl} \hat{\epsilon}^{ijkl} + \frac{1}{3!} \hat{\mathbf{C}}^{ijklm} \hat{\epsilon}^{ijkl} \hat{\epsilon}^{m} \right],$$

where $\hat{\mathbf{C}}$ and $\hat{\mathbf{C}}$ are tensors of the second and third–order elastic coefficients determined in relation to a given strain measure. Substitution of (33) into (29) gives the following equation for the conjugate stress

$$\hat{\sigma} = \hat{\epsilon} : \hat{\epsilon} + \frac{1}{2} \hat{\epsilon} : \hat{\mathbf{C}} : \hat{\epsilon}.$$  

Each of strain measures from the Seth-Hill family can be recalculated to another one from the same family by means of the following transformation rule

$$\hat{\epsilon}'(\hat{\epsilon}) = \begin{cases} \frac{1}{m} \left( (m \hat{\epsilon} + 1)^{\frac{m}{m'}} - 1 \right) & \text{for } m \neq 0 \land m' \neq 0, \\ \frac{1}{m'} \exp (m' \hat{\epsilon}) - 1 & \text{for } m = 0 \land m' \neq 0, \\ \frac{1}{m} \ln (m \hat{\epsilon} + 1) & \text{for } m \neq 0 \land m' = 0. \end{cases}$$

It is easy to shown that SOECs are invariant with respect to the choice of strain measure. Contrary to that, TOECs depend very strongly on the choice of strain measure. In other words, two experimenters observing the same run of instantaneous stiffness under loading can determine two dramatically different sets of TOECs. Thus, in order to refer to the same initial 2nd order instantaneous stiffness by constitutive models based on different strain measures, TOECs must be recalculated from the strain for which TOECs had been determined experimentally to the strain measure.
which is used in a given constitutive model. The formulas for recalculation of TOECs have been given by Dłużewski [13],

\[ C_{ijkl}^{m} = C_{ijkl} + (m - m') \left[ \mathcal{J}_{ijkl}^{m} \nabla + \mathcal{J}_{ijkl}^{m} \nabla + \mathcal{J}_{ijkl}^{m} \nabla + \mathcal{J}_{ijkl}^{m} \nabla \right], \tag{36} \]

where \( \mathcal{J} \) is a sixth-order proper-symmetric unit tensor.

Apply (36) to recalculation of TOECs. According to the method proposed by Thurston et al. [52], the 2-nd order instantaneous stiffness change of silicon crystal had been measured by Johal and Dunstan [29] and stored in the form of TOECs related to Green strain measure, see Table 2. SOECs obtained by them were \( \hat{c}_{11} = 166 \text{ GPa}, \hat{c}_{12} = 64 \text{ GPa}, \hat{c}_{44} = 80 \text{ GPa} \). In the case of cubic crystal, (36) reads [13]

\[
\begin{align*}
\hat{C}_{111} &= \hat{c}_{111} + 3(m - m') \hat{c}_{11}, \\
\hat{C}_{112} &= \hat{c}_{112} + (m - m') \hat{c}_{12}, \\
\hat{C}_{123} &= \hat{c}_{123}, \\
\hat{C}_{144} &= \hat{c}_{144} + \frac{1}{2}(m - m') \hat{c}_{12}, \\
\hat{C}_{155} &= \hat{c}_{155} + (m - m') \left[ \hat{c}_{44} + \frac{1}{4} \hat{c}_{12} + \frac{1}{4} \hat{c}_{11} \right], \\
\hat{C}_{456} &= \hat{c}_{456} + \frac{3}{4} (m - m') \hat{c}_{44}.
\end{align*}
\tag{37} \]

Thus, TOECs have been recalculated here onto equivalent TOECs referred to a few mutually different strain measures, see rows 3,4 and 5 in Table 2. Additionally, in the last row the strain measure has been chosen in such a way to get a Hookean for which the second-order bulk modulus vanishes. Namely, the substitution of \( \hat{c} = \hat{c}^0 + \hat{C} : \hat{\varepsilon} \) into \( \hat{B} = \hat{c}^0 + \frac{2}{3} \hat{c}^0 \) gives the following dependence of bulk modulus on the volume strain \( \hat{B} = \frac{\hat{c}_{11} + 2 \hat{c}_{12} \hat{c}_{12} + 2 \hat{c}_{123} \hat{c}_{12}}{3 \hat{c}_{11} + \hat{c}_{12}} \).

\[ B(\varepsilon) = \frac{\hat{c}_{11} + 2 \hat{c}_{12} \hat{c}_{12} + 2 \hat{c}_{123} \hat{c}_{12}}{3 \hat{c}_{11} + \hat{c}_{12}} \hat{\varepsilon} \tag{38} \]

where \( \hat{\varepsilon} = \hat{\varepsilon}^1 = \hat{\varepsilon}^2 = \hat{\varepsilon}^3 \). One can check that \( \frac{dB}{d\varepsilon} \) vanishes for \( m' = m + \frac{\hat{c}_{11} + 3 \hat{c}_{12} + 2 \hat{c}_{123}}{3 \hat{c}_{11} + \hat{c}_{12}} \).

### 3.1 Uniaxial stretch test

In this case the axial component of Hencky strain changes proportionally to the relative change of the length of sample, according to the differential form

\[ d\hat{\varepsilon} = d\ln U \]

Bearing in mind (39), it is easy to note that

\[ \lim_{\Delta \varepsilon \to 0} \frac{\Delta \sigma_{11}}{\Delta \varepsilon} = \frac{d\sigma_{11}}{d\ln F_{11}} = \frac{d\sigma_{11}}{dF_{11}} \frac{dF_{11}}{d\ln F_{11}} = \frac{d\sigma_{11}}{dF_{11}} F_{11}. \tag{40} \]

This means that the increase of Hencky strain is invariant with respect to the choice of the reference configuration. For this reason, Hencky strain was initially regarded as a measure for which Hooke’s law holds a constant instantaneous stiffness. Nevertheless, the strain energy is referred to the mass density thus, also the instantaneous stiffness changes during the uniaxial deformation process. The Hookean extended by TOECs term leads to the following relationship for the Cauchy stress

\[
\sigma = \begin{cases} 
  c_o F^{m-1} \left( \frac{1}{m} (F^m - 1) + \frac{1}{2} C_o F^{m-1} \frac{1}{m^2} (F^m - 1)^2 \right) & \text{for } m \neq 0, \\
  c_o F^{m-1} \ln F + \frac{1}{2} C_o F^{m-1} \ln^2 F & \text{for } m = 0,
\end{cases}
\tag{41} \]

| \( m \) | \( \hat{C}_{111} \) | \( \hat{C}_{112} \) | \( \hat{C}_{123} \) | \( \hat{C}_{144} \) | \( \hat{C}_{155} \) | \( \hat{C}_{456} \) | \( \partial \hat{B} / \partial \hat{\varepsilon} \) |
| --- | --- | --- | --- | --- | --- | --- | --- |
| Green | -115 | -450 | -75 | 16 | -307 | -82 | -1124 |
| Biot | -317 | -386 | -75 | 48 | -170 | -22 | -928 |
| Hencky | 181 | -322 | -75 | 80 | -32 | 38 | -544 |
| Almansi | 1177 | -194 | -75 | 144 | 243 | 158 | -46 |
| | 1254 | -184 | -75 | 149 | 266 | 167 | 0 |
| | | | | | | | -2.155 |

Table 2: Silicon crystal third–order elastic coefficients [GPa] related to different strain measures.
Figure 1: Instantaneous stiffness and Cauchy stress curves for constitutive models obtained by adding third–order elastic terms to Hookean models in uniaxial stretch test, cf. Table 2.

where $\sigma = \sigma_{11}$, $F = F_{11}$, $c_0 = \hat{c}_{1111}$ and $C_0 = \hat{C}_{111111}$. In order to hold the same 2nd order instantaneous stiffness in the relaxed configuration by different constitutive models, the TOECs must be recalculated first to the values corresponding to strain measure used in the given constitutive model. From a mathematical point of view, the instantaneous stiffness tensor is identified with the derivative of Cauchy stress over the deformation gradient in the current configuration assumed to be the reference one, see [44]. As an example, consider the behaviour of the 2nd and 3rd order hyperelastic models of silicon crystal. In contrast to SOECs, the TOECs have been recalculated according to the state-of-the-art discussed above, see (36) and Table 1. Thanks to such a chosen transformation rule, all of the third–order elastic models hold the same, experimentally observed change of instantaneous stiffness in the vicinity of the relaxed configuration. In other words, despite of the different TOECs used, the Cauchy stress and instantaneous stiffness diagrams shown in Fig. 1 for Green 2+3, Hencky 2+3, Almansi 2+3, have the same initial slope corresponding to the experimentally observed instantaneous evolution, $\frac{d\sigma}{dF_{11}}|_{F_{11}=1}$. All runs shown have been normalized by dividing both the axial Cauchy stress and instantaneous stiffness by $\hat{c}_{11}$.

It is worth emphasizing that a one-dimensional Hookean model of atomic bound based on the use of Hencky strain demonstrates the constant stiffness of atomic bond. As is shown in solid physics the stiffness of atomic bonds decrease together with stretching the bonds. Obviously, these two effects, the volume change vs the change of single atomic bonds stiffness, having two mutually different origin, contribute together in the overall response of elastic material as a whole. It was shown in many papers that Hookean based on Hencky strain pretty well approximates the atomistic simulations for many monocrystals, see e.g. [14, 37].

4 TOECs in finite element modelling

In many iterative schemes applied in solving nonlinear FE problems the important role takes the correct determination of the tangent stiffness matrix. In order to limit considerations to matrix components resulting from constitutive equations discussed above, we consider the classical quasi-static problem. In such a case, the total potential energy $\Pi$ is defined as

$$\Pi = \int_{V} \bar{\rho} \psi \det F^{-1} dV - \Pi_{\text{ext}},$$

where $\Pi_{\text{ext}} = \int_{\partial V} u \sigma ds$ denotes the potential of external traction forces acting on the surface $\partial V$ bounding the volume region V. In the case of the isoparametric finite elements, the virtual displacement field is determined by the following
Figure 2: Cook’s membrane problem. The initial and final configurations for the Hencky 2+3 model and Si nanomembrane orientation \([075\langle 357\rangle]\).

relation: \(\delta u^i = \sum_m N_{mi} \delta a_m^i\), where \(N_{mi}\) and \(\delta a_m^i\) denote the shape function and a variation of \(i\)-th displacement component at node \(m\), respectively. For isoparametric elements, the same shape function is assumed for all spatial position vectors and displacement vectors, i.e. \(N_{m1}(a_1, \ldots, a_n) = N_{m2}(a_1, \ldots, a_n) = N_{m3}(a_1, \ldots, a_n) = N_m(a_1, \ldots, a_n)\). Nevertheless, to distinguish which shape function and gradients relate to which nodal displacement component, we save in our notation the displacement component index and write it in serif letters contrary to italics denoting the co– and contravariant components of vectors and tensors, respectively. The variation of total energy (42) can be rewritten as

\[
\delta \Pi = \delta a_m^i \int_V \hat{\rho} \frac{\partial \hat{\varepsilon}_{ij}}{\partial \hat{a}_m^i} \det \mathbf{F}^{-1} \, dv - \delta a_m^i \int_{\partial V} N_{mi} \sigma_{ij} n^j \, ds. \tag{43}
\]

where

\[
\frac{\partial \hat{\varepsilon}_{KL}}{\partial \hat{a}_m^i} = \frac{1}{2} A_{KL}^{ikjl} (g_{ik} N_{mi,l} + g_{il} N_{mi,k}). \tag{44}
\]

Thus, the elimination of virtual displacements from (43) leads to the following nonlinear equation

\[
P_{mi} \frac{df}{dv} \left( g_{ik} N_{mi,l} + g_{il} N_{mi,k} \right) \sigma^{kl} \, dv - \int_{\partial V} N_{mi} \sigma_{ij} n^j \, ds = 0. \tag{45}
\]

where \(P_{mi}\) is the \(i\)-th component of the residual vector in the \(m\)-th node. As shown in Appendix, such obtained tangent stiffness matrix takes form

\[
K_{mn}^{ij} = \int_V N_{mj,k} \left[ \left( A_P^{ik} \frac{\partial \sigma^{PR}}{\partial \hat{E}^{ST}} + B_P^{ikjl} \sigma^{PR} \right) \det \mathbf{F}^{-1} + g^{ij} \sigma^{kl} \right] N_{nj,l} \, dv. \tag{46}
\]

4.1 Numerical example

As a FE test we consider a three dimensional variant of the Cook’s membrane made of 4 nm thick silicon crystal, see Fig[2]. The problem is analysed with and without the use of TOECs related to the Hencky and Green strain measures, respectively; see Table [2]. The membrane is discretized into \(16 \times 16 \times 4\) isoparametric Lagrange brick elements with quadratic interpolation [36]. The shape and boundary conditions are assumed here in the similar way to those considered among others by Menzel and Steinmann [39]. The front vertical wall of membrane is conservatively loaded by a uniformly distributed vertical traction force corresponding 3.75 GPa. We consider two lattice orientations of the nanomembrane, \([001\langle 100\rangle]\) and \([075\langle 357\rangle]\), where the Miller indices in the round and square brackets denote respectively the crystal orientation of nanomembrane plane and the lattice vector direction \(x\) on that plane.
Figure 3: (Top) Displacements $u_x, u_y, u_z$ and $U_x, U_y, U_z$ obtained without and with use of the 3rd order elastic coefficients for different strain measures and different lattice orientations. (Bottom) Difference between the displacements of nanomembrane.
The resultant displacements of the mid point of the top edge of the nanomembrane are presented in Fig. 3. For symmetric crystal lattice orientation \([001](100)\) the difference in displacements yielding from the use of TOECs does not exceed 10%, see Fig. 3. For asymmetric lattice orientation \([075](357)\), the nanomembrane bucked both for the use of the Green as well as Hencky strain measures. The use of different lattice orientation significantly changed the behaviour of the nanomembrane, while the adding of TOECs changed its displacements up to 10%. In Fig. 2, the views \(xy\) and \(xz\) of the initial and deformed mesh for the \([075](357)\) lattice orientation and the use of TOECs related to Hencky strain is shown.

5 Conclusions

In acoustic measurements, according to tradition, TOECs are determined in relation to the Green strain \([28, 51]\). On the other hand, in ab-inito calculations, TOECs are often determined with the use of Biot strain measure, e.g. \(\varepsilon_{11} = \frac{a - a^\circ}{a^\circ}\).

In result, the coefficients obtained by means of these two methods can differ from each other dramatically. As shown in Table 2 the coefficient \(C_{111} = -317\) GPa determined experimentally with the use of Green strain is equivalent to \(C_{111} = -815\) GPa determined with the use of Biot strain. This is because each Hookean hardens in a different way, see Fig. 1. As a matter of fact, TOECs are nothing more than the correction chosen for a given Hookean towards the experimentally fixed stress-stretch curve. In order to use TOECs with another strain measure than that of used in experimental measurement, the coefficients must be recalculated first to the given strain measure, see formula \((36)\) and \((37)\) derived by Dłużewski in \([13]\). It is worth emphasizing that the replacement of Green strain by Hencky strain leads generally to the decreasing of TOECs, cf. Table 2.

The convergence of iterative schemes applied in solving of FE boundary–value problems often depends strongly on the correct calculation of the stiffness matrix. In this paper the analytic formulas for the tangent stiffness calculation for Hookeans based on general Lagrangian strain have been corrected. The use of Hencky strain in FE calculations is not a new problem, and many validation tests comparing the convergence of different algorithms were done in the past \([19, 39, 40]\). Due to the corrections presented here, an open question arises as to how far these errors burdened results of such validation tests in the past, cf. the use of \((24b)\) and their counterparts in the concurrent numerical schemes. From the viewpoint of our computational practice, errors of this kind can limit the convergence region and/or increase the computing time especially for the problems with expected symmetries in the resulting stress/strain fields.
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A Appendix

For isoparametric FEs the substitution of (45) into $K_{mn}^{ij} = \frac{\partial P_m}{\partial a_n}$ can be rewritten in the following form

$$K_{mn}^{ij} = \int_V \left( \frac{\partial \hat{\varepsilon}_{PR}}{\partial a_{mi}} \frac{\partial \hat{\sigma}_{PR}}{\partial a_{nj}} \frac{\partial \hat{\varepsilon}_{ST}}{\partial a_{ij}} + \frac{\partial \hat{\sigma}_{PR}}{\partial a_{mi}} \frac{\partial^2 \hat{\varepsilon}_{PR}}{\partial a_{mj} \partial a_{nj}} \right) \det \mathbf{F}^{-1} dv .$$

(47)

$\frac{\partial^2 \hat{\varepsilon}_{PR}}{\partial a_{mj} \partial a_{nj}}$ can be considered as the second derivative of a complex tensor function $\hat{\varepsilon} = \hat{\varepsilon}(E)$, where the Green strain depends on nodal displacement vectors, $E = E(a_1, \ldots, a_k)$. According to the chain rule this derivative reads

$$\frac{\partial^2 \hat{\varepsilon}_{PR}}{\partial a_{mj} \partial a_{nj}} = \frac{\partial \hat{\varepsilon}_{PR}}{\partial E_{ST}} \frac{\partial^2 E_{ST}}{\partial a_{mi} \partial a_{nj}} + \frac{\partial \hat{\varepsilon}_{PR}}{\partial E_{ST}} \frac{\partial E_{MN}}{\partial a_{mi}} \frac{\partial E_{MN}}{\partial a_{nj}} .$$

(48)
where
\[ \frac{\partial E_{KL}}{\partial a_{mi}} = \frac{1}{2} (N_{mi,k} F^I_L + N_{mi,l} F^I_K), \]
\[ \frac{\partial^2 E_{KL}}{\partial a_{mj} \partial a_{nj}} = g^{ij} N_{mi,k} N_{nj,l}, \]
\[ \frac{\partial^3 E_{KL}}{\partial a_{mi} \partial a_{nj} \partial a_{ab}} = 0. \]  
(49)

Substitution of (49) into (48), and the following result into (47) gives subsequently
\[ K_{mni}^j = \int_V \left( \frac{1}{2} (g^j_p N_{mi,r} + g^j_r N_{mi,p}) \frac{\partial g^{PR}}{\partial E_{ST}} \frac{\partial^2 \hat{\sigma}_{ST}}{\partial E_{KL}} \frac{1}{2} \left( \frac{1}{2} (g^j_r N_{mj,t} + g^j_t N_{mj,r}) \right) \right. \]
\[ + \frac{1}{2} (N_{mi,s} F^I_T + N_{mi,T} F^I_s) \frac{\partial \hat{\sigma}_{PR}}{\partial E_{ST}} \frac{1}{2} \left( N_{mj,k} F^I_L + N_{mj,l} F^I_K \right) \]
\[ \left. + g^{ij} N_{mj,s} N_{mj,t} \frac{\partial \hat{\sigma}_{PR}}{\partial E_{ST}} \frac{\partial \hat{\sigma}_{PR}}{\partial E_{KL}} \right) \text{det} F^{-1} dV \]
\[ = \int_V N_{mi,k} \left( \frac{\partial \hat{\sigma}_{PR}}{\partial E_{ST}} \frac{\partial \hat{\sigma}_{ST}}{\partial E_{KL}} \frac{\partial \hat{\sigma}_{PR}}{\partial E_{ST}} \frac{\partial \hat{\sigma}_{PR}}{\partial E_{ST}} \frac{\partial \hat{\sigma}_{PR}}{\partial E_{ST}} \right) \text{det} F^{-1} + g^{ij} \sigma_{kl} \right) N_{mj,l} dV. \]  
(50)

The last term leads to (46) where \( \hat{\sigma}_{PR}^{ijkl} = F^i_j F^k_l F^l_i F^j_k \). According to (24) the second derivative \( \frac{\partial^2 \hat{\sigma}}{\partial E_{ST}} \) rewritten in the stretch eigenvector basis reads
\[ \frac{\partial^2 \hat{\sigma}}{\partial E_{ST}} = \begin{cases} 
2 u^4 \left( E_i \right) \left( \frac{\partial}{\partial E_i} \right)^4 \left( E_i \right) & \text{for } u_i = u_j = u_k, \\
2 u^4 \left( E_i \right) \left( \frac{\partial}{\partial E_i} \right)^3 \left( E_i \right) & \text{for } u_i \neq u_j = u_k, \\
-2 u^4 \left( E_i \right) \left( \frac{\partial}{\partial E_i} \right)^2 \left( E_i \right) & \text{for } u_i \neq u_j \neq u_k \neq u_i, 
\end{cases} \]  
(51)

where
\[ E_i = \frac{1}{2} \left( u_i^2 - 1 \right), \]  
(52a)
\[ \hat{\epsilon}(E_i) = f(u_i), \]  
(52b)
\[ \hat{\epsilon}'(E_i) = \frac{\partial f(u(E_i))}{\partial E_i} \frac{\partial u}{\partial E_i} E_i = u_i^{-1} f'(u_i), \]  
(52c)
\[ \hat{\epsilon}''(E_i) = \frac{\partial^2 f}{\partial E_i^2} \frac{\partial f}{\partial E_i} \frac{\partial^2 u}{\partial u^2} \frac{\partial u}{\partial E_i} E_i = u_i^{-2} f''(u_i) - u_i^{-3} f'(u_i). \]  
(52d)