The Casimir effect and deconfinement phase transition
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We show that the Casimir effect may lead to a deconfinement phase transition induced by the presence of boundaries in confining gauge theories. Using first-principle numerical simulations we demonstrate this phenomenon in the simplest case of the compact lattice electrodynamics in two spatial dimensions. We find that the critical temperature of the deconfinement transition in the vacuum between two parallel dielectric/metallic wires is a monotonically increasing function of the separation between the wires. At infinite separation the wires do not affect the critical temperature while at small separations the vacuum between the wires looses the confinement property due to modification of vacuum fluctuations of virtual monopoles.

I. INTRODUCTION

Quantum fluctuations of virtual particles are affected by the presence of physical objects. This property is a cornerstone of the Casimir effect [1] which predicts that the energy of vacuum (“zero-point”) quantum fluctuations is modified by the presence of physical bodies [2,3]. The energy shift of the virtual particles has real physical consequences because the Casimir effect leads to appearance a tiny force between neutral objects (called sometimes the “Casimir-Polder force” [4]) which is detectable experimentally [5]. The Casimir effect is an important phenomenon because it demonstrates the physical significance of the vacuum energy.

The Casimir effect has been mostly studied in noninteracting field theories. However, apart from the simplest geometry of two parallel perfectly conducting plates, the calculation of the shift of the vacuum energy is a nontrivial analytical problem even for physical bodies of simplest geometries. Moreover, even in a free field theory the Casimir problem cannot be solved exactly for a physical object of an arbitrary shape. Therefore the Casimir effect is often studied using certain analytical approximations such as the proximity-force approximation [6] as well as utilizing numerical tools [7] which includes worldline approaches [8] and methods of lattice field theories [9,11].

The Casimir energy is known to be modified in the presence of (self) interactions of the fields. In phenomenologically interesting case of quantum electrodynamics the correction to the Casimir-Polder forces comes from fermionic vacuum loops. Due to the weakness of the electromagnetic interaction, the corresponding correction may be calculated in the standard perturbation theory. The result, given by the second order perturbation theory, turns out to be negligibly small [3,12].

In strongly coupled theories the interactions may not only lead so a substantial modification of the Casimir force, but they may also affect the nonperturbative structure of the vacuum itself. For example, the Casimir effect in the mentioned double-plate geometry leads to strengthening of the finite-temperature phase transition associated with chiral symmetry breaking in a four-fermion effective field theory [13]. The boundary effects restore the chiral symmetry in a chirally broken phase and in cylindrical geometries. The critical temperature of the restoration of the chiral symmetry depends on the geometry of the system. The interactions may also change the sign of the Casimir–Polder force in fermionic systems with condensates [16] as well as in the CPN−1 model on an interval with the Dirichlet boundary conditions [17] (see also Ref. [18] for a related discussion).

In our paper we study the influence of the Casimir effect on a (de)confining phase transition in compact electrodynamics which is one of the simplest field theories possessing the linear confinement property. We use a general numerical approach which is applicable to a wide class of gauge theories including non-Abelian (Yang-Mills) gauge theory as well as various theories with interacting matter fields [10,11]. This numerical method, which is based on well-developed algorithms of lattice quantum (field) theory, allows us to investigate the Casimir effect from the first principles of the theory in a non-perturbative regime which is otherwise not accessible by standard perturbative calculations.

In Refs. [10,11] we have studied Casimir energy induced by dielectric and perfectly metallic plates in the vacuum of the compact electrodynamics in two spatial dimensions. Since this model has both perturbative (photon) and nonperturbative (monopole) sectors, the plates not only modify the fluctuations of perturbative photon fields [10], but they also affect the dynamics of the topological defects in the photon fields, i.e. the magnetic monopoles [11]. In particular, the ideal metallic plates cannot be pierced by the magnetic field coming from the monopoles which leads to the inhibition of the monopole gas between closely spaced metallic plates. The latter effect modifies strongly the Casimir energy of vacuum fluctuations and, consequently, affects nonperturbatively the Casimir-Polder force between the plates [11]. In the present paper we demonstrate the existence of a phenomenon which works in exactly the opposite way: the Casimir effect influences the vacuum structure of the theory by modifying the monopole dynamics which, in
turn, induces deconfinement of electric charges in between closely spaced plates.

The structure of this paper is as follows. In Sec. II we briefly describe the lattice formulation of the Casimir effect following Refs. [10, 11] and focusing on the compact electrodynamics. We present our numerical results on the monopole density in the finite temperature theory in Sec. III. We discuss the effect of the presence of the dielectric wires on the monopoles and compare our numerical findings with the zero-temperature results of Ref. [11]. Section IV describes the outcomes of our numerical simulations on the confinement-deconfinement phase transition in the presence of dielectric/ideal-metallic wires. We also present the corresponding phase diagram of the model in the “temperature – interwire separation” plane of parameters. Our conclusions on the role of the finite Casimir geometry in the deconfinement phase transition are summarized in the last section.

II. CASIMIR EFFECT ON THE LATTICE

In this section we briefly summarize the formulation of the Casimir problem for the compact lattice electrodynamics. More detailed discussion, including generalizations a wide class of other lattice (gauge) theories, can be found in Refs. [10, 11].

A. Compact electrodynamics: a brief introduction

In our paper we study the Casimir effect in the vacuum of compact electrodynamics which has interesting nonperturbative features such as the linear confinement of electric charges and the mass gap generation in physically relevant cases of two and three spatial dimensions. The case of two spatial dimensions, considered in this paper, is particularly attractive since it can be treated using simple analytical techniques [24]. The linear confinement means that the long-ranged potential between the oppositely charged electric particles is linearly proportional to the distance between the particles $L$,

$$V(L) = \sigma L,$$  \hspace{1cm} (1)

where $\sigma$ plays a role of the tension of the string which spans between the static charges and confines them together. Indeed, due to the linear nature of the inter-particle potential the particles can never be separated from each other at an infinite distance with expense of a finite amount of energy.

In the confining phase, the model exhibits the phenomenon of the mass gap generation which implies that the mass of a lightest particle (photon, in our case) is nonzero [24].

In addition to the linear confinement and the mass gap properties, the model possesses a nontrivial phase diagram featuring a (deconfinement) phase transition at finite temperature. In the deconfinement phase the string tension $\sigma$ in Eq. (1) vanishes and the electric charges are liberated. These features make the compact electrodynamics similar to (and, simultaneously, a simplified/toy model of) the Yang-Mills theory which is the most important nonperturbative ingredient of Quantum Chromodynamics.

The nonperturbative physics of the compact electrodynamics appears as a result of particular dynamics of Abelian monopoles which, in turn, emerge in this model as a result of the compactness of its Abelian gauge group. The monopoles are topological defects which are particle-like (instanton-like) objects in three (two) spatial dimensions. Basically, the model describes the dynamics of two types of physical entities: photons and monopoles. The photons govern the usual perturbative physics while the monopoles are responsible for various nonperturbative effects. The former describe, for example, the Coulomb part of interaction potential between test electric charges while the latter lead to emergence of the linear confining potential between the charged particles, the mass gap generation and the associated phase transitions.

The compact electrodynamics has the Abelian gauge group $U(1)$ which is very similar to the one of the usual non-compact electrodynamics. Thus both theories possess the photons in their physical spectra. However, the compact electrodynamics has also the Abelian monopoles which are absent in the standard noncompact version of the model. This model may be viewed as a long-range (infrared) effective model of more complicated non-Abelian gauge theories which possess monopoles as natural topological excitations (one may mention the ’t Hooft–Polyakov monopoles [19, 20] in the Georgi-Glashow model [21] as a simplest example). These monopoles are essentially non-Abelian objects in the vicinity of the monopole center (in the monopole core) while outside the core the monopoles are Abelian objects with Abelian magnetic field characterized by nonzero (quantized) magnetic charge. Since the pure Abelian monopole is characterized by a singularity (“a defect”) of the photon field in its geometrical center, it is often said that the monopoles are the topological defects in the theory. In the case of non-Abelian monopoles such as the ’t Hooft–Polyakov monopole [19, 20], the singularity in the monopole core is softened by other non-Abelian (matter) fields.

The compact QED is a toy model not only for particle physics, but it also serves as an effective macroscopic model in a number of condensed matter systems [22]. Despite its apparent complexity, the compact QED may be easily formulated both in continuum spacetime convenient for analytical calculations as well as in discretized (lattice) spacetimes suitable for numerical sim-

---

1 We would like to stress that the discussed model is often called “the compact electrodynamics” or “the compact QED”, despite it contains no dynamical matter fields. In our paper we will use this standard terminology.
A standard photon action for weak gauge fields in continuous (non-discretized) spacetime.

\[ \partial \] indicates the lattice coupling constant with the lattice spacings. Here \( \theta \) is the dimensionless lattice angle \( \theta \equiv P \), which play the role of the lattice field strength. In the continuum limit, \( \theta \) tends to its continuum version \( \theta_{\text{cont}} \), which corresponds to large values of the lattice couplings and the electric charge \( g \).

### B. Compact electrodynamics on the lattice

The compact lattice electrodynamics in three Euclidean dimensions is determined by the following action

\[ S[\theta] = \beta \sum_{P} (1 - \cos \theta_{P}) , \quad (2) \]

where the sum is taken over all elementary plaquettes \( P \equiv \{x, \mu, \nu\} \) of the lattice. Each plaquette is characterized by the position \( x \) of one of its corners and by orientation in the plaquette plane determined by two orthogonal vectors \( \mu < \nu \) with \( \mu, \nu = 1, 2, 3 \). The lattice gauge field \( \theta_{x,\mu} \in [-\pi, +\pi] \) is a compact dynamical variable defined at each link \( l_{x,\mu} \) starting at the point \( x \) and pointing in the direction \( \mu \). The dimensionless lattice angle \( \theta_{x,\mu} \) is related to the dimensionful continuum gauge field \( A_{\mu}(x) \) as follows: \( \theta_{x,\mu} = aA_{\mu}(x) \), where \( a \) is the lattice spacing (the physical length of elementary plaquette of the lattice). The lattice action (2) is expressed via the plaquette angles

\[ \theta_{P_{x,\mu\nu}} = \theta_{x,\mu} + \theta_{x+\hat{\mu},\nu} - \theta_{x+\hat{\nu},\mu} - \theta_{x,\nu} , \quad (3) \]

which play the role of the lattice field strength. In the continuum limit, \( a \rightarrow 0 \), the plaquette variable (3) tends to its continuum version \( \theta_{\text{cont}} \) as they generate contributions of the form \( \delta F_{\mu\nu} \sim 2\pi/a^2 \) where \( a \rightarrow 0 \) is the vanishing lattice spacing. In four space-time dimensions these shifts correspond to gauge-dependent displacements of the Dirac sheets which are worldlines of thin Dirac strings attached to the Abelian monopoles. The ends of the Dirac strings correspond to positions of the Abelian monopoles which are physical, gauge-invariant topological defects. Thus, the compactness of the model leads to the appearance of singular configurations of gauge fields, the Abelian monopoles.

In the (2+1)-dimensional compact electrodynamics the monopoles are instanton-like objects. In the lattice formulation of the theory the monopole density is defined as the divergence of the physical part \( \theta_{P} \) of the lattice field-strength tensor \( \theta_{P} \) at three-dimensional cubes \( C_{x} \):

\[ \rho_{x} = \frac{1}{2\pi} \sum_{P \in \partial C_{x}} \tilde{\theta}_{P} , \quad (5) \]

where

\[ \tilde{\theta}_{P} = \theta_{P} + 2\pi k_{P} \in [-\pi, \pi) , \quad k_{P} \in \mathbb{Z} . \quad (6) \]

Here the integer number \( k_{P} \) is chosen in such a way that the physical plaquette angle \( \tilde{\theta}_{P} \) is limited within the interval \( [-\pi, \pi] \). In the continuum limit Eq. (5) is proportional to the divergence of the magnetic field.

The lattice monopole density (5) at each cube \( C_{x} \) is always an integer number, \( \rho_{x} \in \mathbb{Z} \), so that the quantity (5) may be associated with a number of continuum Abelian monopoles inside each lattice cube \( C_{x} \). The monopoles were studied intensively both in Abelian and non-Abelian lattice gauge theories [29].

### C. Compactness and monopoles

The action of the model (2) is invariant under discrete shifts of the plaquette variable, \( \theta_{P} \rightarrow \theta_{P} + 2\pi n \) where \( n \) is an arbitrary integer number, \( n \in \mathbb{Z} \). This invariance implies that two lattice field strengths \( \theta_{P} \) and \( \theta'_{P} = \theta_{P} + 2\pi n \) with \( n \in \mathbb{Z} \) are physically equivalent to each other. Therefore the Abelian gauge group of the theory corresponds to a compact manifold (hence the name “compact” electrodynamics).

In the continuum limit the \( 2\pi \) shifts of the action lead to singularities in the continuum version of the field strength (3) as they generate contributions of the form \( \delta F_{\mu\nu} \sim 2\pi/a^2 \) which are worldlines of thin Dirac strings attached to the Abelian monopoles. The ends of the Dirac strings correspond to positions of the Abelian monopoles which are physical, gauge-invariant topological defects. Thus, the compactness of the model leads to the appearance of singular configurations of gauge fields, the Abelian monopoles.

In the (2+1)-dimensional compact electrodynamics the monopoles are instanton-like objects. In the lattice formulation of the theory the monopole density is defined as the divergence of the physical part \( \theta_{P} \) of the lattice field-strength tensor \( \theta_{P} \) at three-dimensional cubes \( C_{x} \):

\[ \rho_{x} = \frac{1}{2\pi} \sum_{P \in \partial C_{x}} \tilde{\theta}_{P} , \quad (5) \]

where

\[ \tilde{\theta}_{P} = \theta_{P} + 2\pi k_{P} \in [-\pi, \pi) , \quad k_{P} \in \mathbb{Z} . \quad (6) \]

Here the integer number \( k_{P} \) is chosen in such a way that the physical plaquette angle \( \tilde{\theta}_{P} \) is limited within the interval \( [-\pi, \pi] \). In the continuum limit Eq. (5) is proportional to the divergence of the magnetic field.

The lattice monopole density (5) at each cube \( C_{x} \) is always an integer number, \( \rho_{x} \in \mathbb{Z} \), so that the quantity (5) may be associated with a number of continuum Abelian monopoles inside each lattice cube \( C_{x} \). The monopoles were studied intensively both in Abelian and non-Abelian lattice gauge theories [29].

### D. Casimir boundary conditions on the lattice

Similarly to case of the gauge theories in continuum spacetime, the Casimir boundary conditions may also be formulated in the discretized space, both for Abelian and
non-Abelian lattice gauge theories \cite{10}. Here we briefly describe, following Ref. \cite{11}, the main statements which are relevant to the compact electrodynamics studied in this paper.

In (3+1) dimensions the Casimir problem is defined for two-dimensional surfaces of physical materials. If the surfaces are made of an ideal metal, then two tangential (with respect to the surface at each local point) components of the electric field and a normal component of the magnetic field vanish. These requirements lead to modification of zero-point (vacuum) fluctuations and appearance of forces between the uncharged surfaces.

In (2+1) dimensions the Casimir boundary conditions are applied to one dimensional wires. In the case of ideal metal a tangential component of the electric field is forced to vanish at each wire. In a covariant form the corresponding boundary conditions read as follows:

\[ F^{\mu\nu}(x)s_{\mu\nu}(x) = 0, \tag{7} \]

where \( F^{\mu\nu} = \partial_{[\mu}A_{\nu]} \equiv \partial_{\mu}A_{\nu} - \partial_{\nu}A_{\mu} \) is the field strength tensor and

\[ s_{\mu\nu}(x) = \int d\tau \int d\xi \frac{\partial x_{[\mu}}{\partial \tau} \frac{\partial x_{\nu]}}{\partial \xi} \delta^{(3)}(x - x(\tau, \xi)), \tag{8} \]

is the local surface element of the world sheet of the wire. The latter is described by the vector function \( \vec{x}_\mu(\tau, \xi) \) parameterized by two parameters \( \tau \) and \( \xi \).

In this paper we consider two static straight wires directed along the \( x_2 \) axis and separated along the \( x_1 \) direction at \( x_1 = l_1 \) and \( x_1 = l_2 \). For each such wire, the local surface element of the corresponding world sheet is

\[ s_{\mu\nu}(x) = (\delta_{\mu,2}\delta_{\nu,3} - \delta_{\mu,3}\delta_{\nu,2})\delta(x_3 - l_a), \tag{9} \]

where the parameter \( a = 1, 2 \) labels the wires and the \( x_3 \) axis is associated with the Euclidean “time” direction. Consequently, the covariant condition

\[ F^{33}(x) \bigg|_{x_1=l_a} = 0, \quad a = 1, 2, \tag{10} \]

naturally forces the tangential component of the electric field to vanish at each wire. In the lattice gauge theory this boundary condition corresponds to the vanishing of the field strength tensor \( \bar{\epsilon}_{\mu\nu} \) - up to the discrete compact transformations mentioned above - at a set of the plaquettes \( P \in \mathcal{P}_S \) that belongs to the world surfaces \( S \) of the wires.

In the case of an ideal metal, the Casimir boundary condition is given by the lattice version of Eq. (9):

\[ \cos \theta_{x,23} \bigg|_{x_1=l_a} = 1, \quad a = 1, 2, \tag{11} \]

for all possible \( x_2 \) and \( x_3 \) and fixed \( x_1 = l_1 \) or \( x_1 = l_2 \).

A simplest way to implement the boundary condition \( \theta \) is to add a set of Lagrange multipliers to the standard Abelian action \( \int \mathcal{D}A e^{-S[A]} \):

\[ S_\beta[\theta; \mathcal{P}_S] = \sum_P \beta_P(\varepsilon) \cos \theta_P, \tag{12} \]

where the plaquette-dependent gauge coupling

\[ \beta_P(\varepsilon) = \beta[1 + (\varepsilon - 1)(\delta_{\mu,2}\delta_{\nu,3} + \delta_{\mu,3}\delta_{\nu,2})] \cdot (\delta_{x,l_1} + \delta_{x,l_2}), \tag{13} \]

is a function of the dielectric permittivity \( \varepsilon \) of the wire. At \( \varepsilon = 1 \) the wires are absent and we get the original theory. In the limit \( \varepsilon \to \infty \) the components of the physical lattice field-strength tensor vanish at the world-surfaces of the wires, \( \theta_{x,23} = 0 \), as required by the lattice condition \( \bar{\delta} \).

In addition to the dielectric permittivity \( \varepsilon \), it is also convenient to characterize the properties of the Casimir wires in two space dimensions in terms of the “relative strength” of the wires:

\[ \delta \beta = \beta_{\text{wire}} - \beta \equiv (\varepsilon - 1)\beta, \tag{14} \]

which is related to the permittivity \( \varepsilon \) of the wires using the standard formula

\[ \varepsilon = 1 + \chi_{\varepsilon}, \tag{15} \]

where

\[ \chi_{\varepsilon} = \frac{\delta \beta}{\beta}. \tag{16} \]

is the conventional electric susceptibility of the wire material.

Physically, the wire strength \( \delta \beta \) characterizes the degree of influence of the wire on the fluctuations of the electromagnetic field: at \( \delta \beta = 0 \) (equivalently, at \( \varepsilon = 1 \)) the wire is absent while at \( \delta \beta \to \infty \) (i.e., at \( \varepsilon \to \infty \)) the effect of the wire is the strongest possible and the wire become perfectly metallic \( \beta \). For the sake of simplicity, in our paper we study the Casimir effect in between two wires of the equal strength \( \beta \).

In the absence of the Casimir boundaries the partition function of compact electrodynamics includes the integration over the angular link variables \( \theta_{x,\mu} \):

\[ \mathcal{Z} = \prod_l \int_{-\pi}^{\pi} d\theta_l e^{-S[\theta]}, \tag{17} \]

where the Abelian action \( S \) is given in Eq. (2). In the presence of the Casimir plates made of the ideal metal the partition function \( \mathcal{Z} \) is modified

\[ \mathcal{Z}[\mathcal{P}_S] = \lim_{\varepsilon \to \infty} \mathcal{Z}_{\varepsilon}[\mathcal{P}_S], \tag{18} \]

where the partition function

\[ \mathcal{Z}_{\varepsilon}[\mathcal{P}_S] = \int \mathcal{D}\theta e^{-S_\varepsilon[\theta; \mathcal{P}_S]}, \tag{19} \]

corresponds to the wires of finite permittivity \( \varepsilon \).

In our simulations we realize the case of perfectly conducting wires by taking the limit \( \varepsilon \to \infty \) of large permittivity \( \varepsilon \to \infty \) in which a component of the electric field parallel to the wire vanishes \( \beta \) thus mimicking an ideal metal. We would like also to stress that in two spatial dimensions the magnetic permeability does not exist and a
wire with infinite static dielectric permittivity affects the electromagnetic field in the same way as an ideal metal (we refer a reader to Section 5.1 of Ref. [2] where this limit is discussed in more details).

E. Details of numerical calculations

We consider the model at asymmetric cubic lattice $L_1 \times L_2 \times L_3$ with periodic boundary conditions along all three directions of the Euclidean lattice. In our simulations we take $L_1 = 4$ and $L_2 = 64 \gg L_1$. We also set two parallel static straight wires with flat parallel time-sheets in the $(x_2, x_3)$ planes at the positions $x_1 = l_1$ and $x_1 = l_2$. The lattice extension in the Euclidean time (or, inverse temperature) direction $L_t$ is related to the physical temperature of thermal equilibrium

$$T = \frac{1}{L_t a},$$

where $a$ is the lattice spacing related to the physical gauge coupling $g$ and lattice gauge coupling $\beta$ by Eq. (1).

The Casimir wires are implemented with the help of the space-dependent gauge coupling [26] in the action of the model [11]. Due to periodic boundary conditions the wires divide the $x_1$ axis into two, generally inequivalent, intervals, $R$ and $L_2-R$, where $R = |l_2 - l_1| \leq L_2/2$ is the shortest distance between the wires. Due to the boundary conditions all $R$-dependent quantities are invariant under the spatial flip in the $x_1$ direction, $R \rightarrow L_2 - R$. The wire strengths [13] are taken in the wide range $\delta \beta = 0.5 \ldots 88$.

Our basic simulation parameters are the same as the ones in our previous simulations [10, 11]. All configurations of the gauge field are generated with the help of a Hybrid Monte Carlo algorithm based on standard Monte-Carlo methods improved by molecular dynamics algorithms [26]. The latter utilize a second-order minimum norm integrator [27] at several time scales [28]. The use of different timescales is a crucial tool which allows us to diminish integration errors accumulated at and outside worldsheets of the wires at which the Casimir boundary conditions are imposed. Long autocorrelation lengths in Markov chains are eliminated, following Ref. [26], with the help of five subsequent overrelaxation steps which separate gauge field configurations sufficiently far from each other. We apply a self-tuning adaptive algorithm in order to control the acceptance rate of the Hybrid Monte Carlo in a reasonable range between 0.70 and 0.85. We use about $10^6$ trajectories per one value of the wire permittivity $\varepsilon$ with about $10^8$ trajectories for thermalization of our gauge configurations.

III. CASIMIR EFFECT AND MONOPOLES

The presence of the Casimir (metallic or dielectric) plates affects both the fluctuations of the photon field and the dynamics of the monopoles between the worldsheets of wires ("plates"). The modification of the photon fields leads to the well-studied conventional Casimir effect while monopole dynamics in between the plates may also lead to a number of new nonperturbative modifications of the Casimir effect which were first touched in Ref. [11]:

(i) The presence of the monopoles influences the Casimir force in between the plates. Indeed, the presence of the monopoles leads to the generation of the mass gap which makes the photon massive, and, in turn, naturally suppresses the Casimir effect at large distances between the plates. This phenomenon was numerically found at zero temperature in Ref. [11].

(ii) The finite geometry of the Casimir setup modifies the dynamics of the monopoles in between the wires and should, consequently, affect the phase transition between the confined (mass-gapped) phase and the deconfined (gapless) phase of the model. This nonperturbative effect is the scope of the present paper and it will be discussed in details below.

Since the discussion in this section has largely a qualitative nature, we work with the absolute monopole density defined in the natural lattice units,

$$\rho = \langle |\rho_x| \rangle \equiv \rho_{\text{lat}}^{\text{mon}} = \rho_{\text{phys}}^{\text{mon}} a^3,$$

where the local monopole charge density $\rho_x$ is given in Eq. (5). In Eq. (20) the lattice spacing $a$ is expressed via the gauge coupling $g$ and the lattice coupling $\beta$ using the simple formula [4].

The simplest question we may ask ourselves is as follows: what is the effect of the Casimir wires on the monopole density in the space between them? In Fig. 1 we plot the monopole density in between the wires as a function of the wire strength $\delta \beta$, defined in Eq. (13), for a certain set of fixed separations $R$ between the wires. We choose the small value of the lattice gauge coupling $\beta = 0.4$ where the monopole density is high and the discussed effects are well pronounced.

Figure 1 demonstrates the existence of two nonperturbative effects highlighting how the wires act on the monopoles. Firstly, the monopole density calculated in the space in between the wires $\rho_{\text{phys}}$ turns out to be a diminishing function of the wire strength $\delta \beta$ (or, equivalently, of the permittivity $\varepsilon$). This property is not unexpected since the metallic wires confine the monopole flux emanating by the monopoles to the narrow space between the wires. The squeezed monopole flux has bigger energy density compared to the energetically preferred spherical configuration of the magnetic flux around the monopole. Consequently, the plates make the associated monopole mass heavier. In turn, the heavier monopoles the lower their density. We come to the conclusion that the wires with bigger permittivity $\varepsilon$ (or, equivalently, the bigger wire strength $\delta \beta$) suppress the monopole density more.
effectively, in a full qualitative agreement with the behavior of the monopole density shown in Fig. 1.

Secondly, we see from Fig. 1 that the wider the separation between the plates $R$ the higher the monopole density. This observation comes out naturally from the very same property: the smaller separation between the plates, the more squeezed the magnetic field, the higher its energy and, consequently, the heavier the monopole mass. More massive monopoles should have lower density compared to their lighter counterparts. Thus, the smaller separation between the plates the more dilute the monopole gas and vice versa.

In Fig. 2 we plot the monopole density in between the plates in the perfect metallic limit ($\varepsilon \to \infty$) for various lattice couplings $\beta$. In agreement with the discussion above, the monopole density $\rho_{\text{in}}$ is an increasing function of the interwire distance $R$: the further wires the lower they have the effect on the monopoles. As in the absence of the wires, the monopole density $\rho_{\text{in}}$ is a decreasing function of the monopole gauge coupling $\beta$. Both Fig. 1 and Fig. 2 show self-consistently that the approaching (obviously, in terms of the interwire distance $R$) and strengthening (in terms of the coupling difference $\delta \beta$) wires suppress the monopole density between them.

The monopole density effects at finite temperature, shown both in Fig. 1 and Fig. 2, agree qualitatively with the results of our previous studies performed at zero temperature [11].

Finally, we would like to compare the effect of the Casimir wires on the relative density of the monopoles: how strong is the effect of the wires in the monopole density in between the wires (“inside”) and in the outer space (“outside”). In order to quantify the effect of the wires, we show the mentioned quantities, as well as the total density of the monopoles, in Fig. 3. In order to highlight the magnitude of the effects we work at the smallest lattice gauge coupling $\beta = 0.4$ (at which the monopole density is the largest) and the smallest separation between the plates ($R = a$), at which the effect of the latter is the strongest. Figure 3 shows us that, in agreement with our intuitive expectations supported by Fig. 1 and Fig. 2, the density of the monopoles in between the plates is a rapidly diminishing function of the plate strength $\delta \beta$ which has, however, a definite limit at $\delta \beta \to \infty$. At the same time the effect of the plates on the density of monopoles outside the plates, and on the total monopole density, is vanishingly small. Basically, the plates effectively expel the monopoles from the space between them to the space outside the plates as the density of the monopoles outside the plates is slightly larger compared to the total density of the monopoles. Thus, the plates affect only the properties of the vacuum in between (and not outside) them, as expected.
tween them. This observation suggests that the wires should suppress the confining properties of the vacuum. The effect of the Casimir geometry on confinement is discussed in the next section.

IV. DECONFINEMENT PHASE TRANSITION

A. Polyakov line as the order parameter

The confining properties of the vacuum may be characterized by the Polyakov line

\[ L_x(\theta) = \exp \left\{ i \sum_{x=0}^{L-1} \theta_{x,3} \right\}, \tag{21} \]

where the sum of the time component (\( \mu = 3 \)) of the vector gauge field \( \theta_{x,\mu} \equiv \theta_\mu(x) \) is taken along the Euclidean time direction \( \tau \equiv x_3 \). By the construction, the Polyakov loop \( L_x \) is a spatially local operator which is defined at a spatial point \( x = (x_1, x_2) \) and which does not depend on the (Euclidean) time coordinate \( x_3 \).

The vacuum expectation value of the Polyakov line \( \langle L_x \rangle \) is an order parameter of the deconfinement phase transition: the Polyakov line \( \langle L_x \rangle \) is vanishing in the confinement phase and it is nonzero in the deconfinement phase. The expectation value of the line operator \( L_x \) is associated with the free energy \( F_x \) of an isolated static electric charge localized at the point \( x \):

\[ e^{-F_x/T} = \langle L_x \rangle, \tag{22} \]

where \( T \) is the temperature of the system. According to Eqs. \( 1 \) and \( 19 \) the physical temperature \( T \), expressed in units of the coupling constant \( g^2 \), is a linear function of the lattice gauge coupling \( \beta \):

\[ \frac{T}{g^2} = \frac{\beta}{L_t}. \tag{23} \]

In the confinement phase (low \( T \) and small \( \beta \)) the order parameter \( \langle L_x \rangle \) is zero, implying that the free energy \( F_x \) is infinite, so that an isolated electric charge cannot exist. In the deconfinement phase (high \( T \) and large \( \beta \)) both the order parameter and the associated energy are nonzero which is a clear indication of the existence of free electric charges (deconfinement).

In the presence of the plates it is convenient to identify three types of bulk expectation values of the Polyakov loop. They correspond to the expectation value taken over the whole space \( \langle L_{\text{tot}} \rangle \), the space in between (“inside”) the plates \( \langle L_{\text{in}} \rangle \) and the space outside the plates \( \langle L_{\text{out}} \rangle \), respectively:

\[ L_{\text{tot}} = \frac{1}{L_x^3} \left( \sum_{x_1=0}^{L_x-1} \sum_{x_2=0}^{L_x-1} L_{x_1,x_2} \right), \tag{24} \]

\[ L_{\text{in}} = \frac{1}{L_x(R-1)} \left( \sum_{x_1=1}^{l_1-1} \sum_{x_2=0}^{L_x-1} L_{x_1,x_2} \right), \tag{25} \]

\[ L_{\text{out}} = \frac{1}{L_x(L_s - R - 1)} \left( \sum_{x_1=0}^{l_1-1} \sum_{x_2=0}^{L_x-1} \sum_{x_1=l_1+1}^{L_s-1} L_{x_1,x_2} \right). \tag{26} \]

Here \( L_x \) is the spatial extent of the lattice (in our calculations \( L_x = 64 \) in both directions \( x_1 \) and \( x_2 \)) and \( R = |l_1-l_2| \leq L/2 \) is the shortest distance between the plates (notice that as we consider the periodic boundary conditions so that the distance between the plates may be defined both as \( R \) and \( L_s - R \)). The inner and outer expectation values of the Polyakov line, given in Eqs. \( 25 \) and \( 26 \) respectively, do not include contributions from the points belonging to the plates themselves (i.e., with \( x_1 \neq l_1,l_2 \)). Therefore the average of the Polyakov line in between the plates \( \langle L_x \rangle \) is well defined only for separations \( R \geq 2 \) (for the sake of simplicity, we define the distances in dimensionless lattice units by setting \( a = 1 \) in these formulae).

In Fig. 4 we show the expectation value of the Polyakov line in the space between the wires for two fixed interwire distances, \( R = 2a \) and \( R = 5a \), and for a set of strengths of the Casimir wires \( \delta \beta \). We notice a few interesting qualitative properties of the Polyakov line.

Firstly, the Polyakov line \( L_{\text{in}} \) in between the wires is a monotonically increasing function of the lattice gauge constant \( \beta \). According to Eq. \( 23 \) this fact implies that the Polyakov line increases with the increase in temperature. In turn, the latter property indicates the natural fact that – similarly to the vacuum in the absence of the Casimir wires – the deconfinement phase in between the wires is realized at high temperatures while the confinement of electric charges takes place in a low temperature regime.

Secondly, at a fixed distance between the wires the Polyakov line increases with the increase of the wire strength \( \delta \beta \). Therefore, given the relation between the expectation value of the Polyakov line and the free energy of a single charge \( 22 \), we conclude that closely spaced Casimir wires force the vacuum to turn into the deconfinement phase. This observation agrees with yet another property which can also be seen by comparison of the top and bottom panels of Fig. 4; the closer separation between the wires the higher expectation value of the Polyakov loop. Therefore we come to the conclusions that

(i) the Casimir wires tend to make the vacuum between them deconfining;

(ii) the decrease of temperature favors the confinement phase;
Examples of the fits of the numerically obtained Polyakov loop by the analytical function \( (27) \) are shown in Fig. 4 by the solid lines.

For all fits the best fit values for the power \( \nu \) lie in the range \( \nu \approx (1/3 \ldots 1/2) \) while the slope parameter \( \kappa \) is slowly varying, depending on the interwire distance \( R \), in the region \( \kappa \approx (4 \ldots 8) \). Figure 4 suggests that the strength of the deconfinement phase transition gets slightly stronger with the increase of the wire strength \( \delta \beta \), while the transition insignificantly weakens with the decrease of the distance between the wires.

The fitting parameter \( \beta_c \) plays a role of a pseudocritical value of the lattice coupling constant \( \beta = \beta_c \), corresponding to a point where the deconfinement (phase) transition of the finite-volume system takes place. The coupling \( \beta_c \) is called the “pseudocritical” coupling because in a finite volume the phase transition is, literally speaking, absent and the value of a critical coupling depends on a particular way how it is defined. For example, in Eq. (27) we could also use a similar function, \( f_2(x) = \tanh x + 1 \), instead of \( f_1(x) = \arctan x + \pi/2 \), with a slightly worse quality of the fit. In an infinite-volume limit the pseudocritical coupling constants tend to the same value of the critical coupling. In the next section we will discuss the behavior of the pseudocritical coupling \( \beta_c \) defined with the help of Eq. (27).

It is also interesting to compare the relative values of the Polyakov lines in the whole space, as well as inside and outside the wires. In Fig. 5 we show the expectation values of the Polyakov line in all three regions, as defined, respectively, by Eqs. (24), (25), and (26). In order to maximize the effect we plot the data for the shortest possible distance between the wires \( (R = 2a) \) and at largest available value of the wire strength \( (\delta \beta = 88) \).

In addition, Fig. 5 indicates that the Polyakov line in the space between the wires becomes much larger compared to its expectation value outside the wires. This property indicates that the wires make the vacuum in between them deconfining. The deconfinement effect agrees perfectly with the features of the monopole picture described in the previous section which demonstrates that short-separated wires expel the magnetic monopoles from the space in between them. Since the monopole gas is tightly linked to the confinement property, the monopole suppression between the plates agrees well with the observed deconfinement effect.

\[
\beta_c = 1.97(3). \quad (28)
\]
B. Phase diagram in the presence of Casimir wires

We have found that the vacuum structure of the compact electrodynamics is affected by the presence of dielectric/metallic wires: in the space between two parallel wires the monopole density is diminished while the Polyakov loop line is, consistently, enhanced. These properties indicate that the parallel wires induce the deconfinement transition which should naturally be reflected in lowering of the deconfinement transition temperature in the volume between the wires. In lattice variables, the physical (pseudo)critical temperature of the deconfinement transition is proportional to the corresponding value of the lattice coupling [23] so that we should expect that in the presence of the wires the (pseudo)critical value of the coupling $\beta$ is diminished compared to its value in the absence of the wires.

In Fig. 7 we plot the pseudocritical coupling $\beta_c$ determined from the fits of the expectation value of the Polyakov loop by the analytical function [27]. The coupling $\beta_c$ is shown as a function of the wire strength $\delta \beta$ at a set of various interwire distances $R$. Figure 7 clearly illustrates that the pseudocritical coupling diminishes with the decrease of the distance between the wires. Moreover, the increase of the wire strength $\delta \beta$ – which is related to the permittivity of the wires [14] and their dielectric susceptibility [15] – also leads to a substantial lowering of the pseudocritical coupling constant $\beta_c$ for each value of the interwire distance $R$.

It turns out that the dependence of the pseudocritical coupling on the wire strength $\delta \beta$ at each fixed interwire distance $R$ may be very well described by the following simple function:

$$\beta_c^{fit}(\delta \beta) = \beta_c^{\infty} + \beta_1 [\tanh(\gamma \delta \beta) - 1],$$

(29)

where $\beta_c^{\infty} = \beta_c^{\infty}(R)$, $\beta_1 = \beta_1(R)$, and $\gamma = \gamma(R)$ are the fitting parameters which depend on the distance between the wires $R$. The corresponding fits are shown by the dashed lines in Fig. 6.

It is interesting to consider two limits of the fitting function (29). In the limit $\delta \beta \to 0$ the wires are absent and the pseudocritical coupling constants for all interwire distances $R$ agree with each other within error bars. Moreover, the statistical average of the pseudocritical couplings for the available set of $R$’s gives us the following averaged coupling of the deconfinement transition:

$$\beta_c^{(0)} \approx 1.988(7).$$

(30)

This value agrees very well with the independent estimate given in Eq. (28).

In the opposite case we extrapolate, using the fitting function (29), the behavior of the pseudocritical coupling constant to the metallic limit where the strength of the wire is infinite, $\delta \beta \to \infty$:

$$\beta_c^{\infty} = \lim_{\delta \beta \to \infty} \beta_c(\delta \beta).$$

(31)

In Fig. 7 we show the extrapolated pseudocritical coupling (31) as the function of the interwire distance $R$. The coupling $\beta_c^{\infty}$ is a linearly rising function of the distance between the metallic wires. Using relation (23) between the physical temperature $T$ and the lattice coupling constant $\beta$, we may easily obtain, from the data of Fig. 7, the temperature of the deconfinement transition in the physical units of electromagnetic coupling $g$.

In Fig. 8 we show the phase structure of the vacuum of compact electrodynamics in the space between the infinitely long parallel Casimir wires in the metallic limit $\varepsilon \to \infty$. The (pseudo)critical temperature $T_c$ is a monotonically rising function of the interwire distance $R$. It is remarkable that the dependence of the deconfinement temperature on the interwire distance $R$ in the available
fitting range $R g^2 \in (1.8, 6.0)$ may be well described by the following simple function:

$$T_c(R) = T_c^\infty - \frac{C_0}{R}.$$  \hspace{1cm} (32)

where the best fit parameter $C_0 = 0.35(1)$ determines the slope of the dependence of the pseudocritical temperature $T_c(R)$ on the interwire distance $R$. In the limit of the infinitely separated wires the critical temperature is given by the following extrapolation of (32):

$$T_c^\infty = \lim_{R \to \infty} T_c(R) = 0.483(2) \cdot g^2.$$  \hspace{1cm} (33)

The best fit function (32) with the mentioned parameters $C_0$ and $T_c^\infty$ is shown in Fig. 8 by the dashed line.

Thus, the closely spaced wires affect the vacuum structure of the compact electrodynamics by inducing, in

the space between them, the deconfinement of electric charges. Formally, the confinement property disappears completely when the separation between the plates becomes smaller ($R \ll R_c$) than the critical radius $R = R_c$ at which the critical temperature vanishes:

$$T_c(R_c) = 0.$$  \hspace{1cm} (34)

According to Eqs. (32) and (33), the critical distance between the metallic wires ($\varepsilon \to \infty$) can be estimated with the help of Eq. (34) as follows:

$$R_c = 0.72(1) \frac{1}{g^2}.$$  \hspace{1cm} (35)

We stress that the estimate (35) is based on the assumption that the fitting function (32) remains valid in the region of small interwire distances which were not discussed in our paper.

V. CONCLUSIONS

In our paper we have shown that the Casimir effect leads to deconfinement of electric charges via modification of quantum fluctuations in a confining field theory.

In order to illustrate this statement we have studied the compact lattice electrodynamics (compact QED) from the first principles of the theory using numerical methods developed in our earlier papers [10, 11]. The compact QED in two space dimensions serves as a toy model of the more complicated theory of strong interactions, QCD, as both these theories possess the phenomena of the linear confinement of charges and the mass gap generation. At finite temperature the vacua of both theories exhibit a phase transition from the confining phase to the deconfining phase. Therefore, the compact QED in $(2+1)$ spacetime dimensions is a useful toy model to study the effects of the Casimir geometry on confining properties of the vacuum of the theory. Due to the reduced spatial dimensionality in $(2+1)$ dimensions it is appropriate to formulate the Casimir problem between the wires rather than between the plates.

In our first study [10] we have demonstrated the reliability of the new numerical approach based on first-principle simulations of lattice (gauge) theories. We have confirmed that our numerical method correctly reproduces the known analytical results for the Casimir interaction between the dielectric and metallic wires in a weakly coupled region of compact electrodynamics where the (nonperturbative) interaction effects are small.

In our second study [11] we used the same approach to reveal nonperturbative effects of magnetic monopoles on the Casimir energy in the strong coupling region. We have found that the virtual monopoles and anti-monopoles make the Casimir interaction short-ranged while increasing the attractive Casimir-Polder force at short distances.

In the present, third paper we demonstrate that while both perturbative [10] and nonperturbative [11] vacuum
effects modify the Casimir energy between the physical wires, the Casimir effect, in the other way around, causes the restructuring of the nonperturbative vacuum in the space between the wires. We studied the theory at finite temperature in order to highlight the deconfining effect of the shortly-spaced wires on the vacuum. We also investigated the wires of different "wire strength" $\delta \beta$ which is related to the permittivity of the wires $\varepsilon$ and their dielectric susceptibility $\chi$.

The effect is illustrated in Fig. 9: the vacuum in the space between the Casimir wires becomes deconfining as the distance between the wires gets smaller. In (2+1) dimensions this figure represents two spatial and one Euclidean time dimension. The dependence of the deconfining temperature $T_c$ on the distance $R$ between perfectly metallic wires is shown, in physical units, in Fig. 8. The critical temperature is very well described by the simple function give in Eq. (32), suggesting that at certain critical distance between the wires $R_{\text{crit}}$, the vacuum in the space between the wires resides always in the deconfinement phase regardless of the temperature of the system. In a low-temperature regime the vacuum outside the plates always stays in the confinement phase. We suggest that the same Casimir-induced confinement-suppression effect is also realized in 3+1 dimensional confining theories (in this case Fig. 9 illustrates the Casimir plates in three spatial dimensions).

We conclude that the dynamical monopoles, linear confinement and mass gas generation on the one side and the Casimir geometry on the other side are antagonistic to each other: the presence of the dynamical monopoles in the vacuum suppresses the Casimir-Polder force at large distances via the mass gap generation [11], while, in the other way around, the dielectric and/or metallic wires in the Casimir problem diminish the mean monopole density thus leading to the absence of the linear confinement of electric charges at large distances and to reduction of the mass gap for photons in the vacuum between the wires.
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