The authors present an adaptive deep learning based joint source-channel coding architecture for semantic communications, introduce its design principles, highlight its benefits, and outline future research challenges that lie ahead.

**ABSTRACT**

Semantic communications is considered a promising technology that will increase the efficiency of next-generation communication systems, particularly human-machine and machine-type communications. In contrast to the source-agnostic approach of conventional wireless communication systems, semantic communications seek to ensure that only relevant information for the underlying task is communicated to the receiver. Considering most semantic communications have strict latency, bandwidth, and power constraints, a prominent approach is to model them as a joint source-channel coding (JSCC) problem. Although JSCC has been a long-standing open problem in communication and coding theory, remarkable performance gains have been made recently over existing separate source and channel coding systems, particularly in low-latency and low-power scenarios. Recent progress has been made thanks to the adoption of deep learning techniques for joint source-channel code design that outperform the concatenation of state-of-the-art compression and channel coding schemes, which are the result of decades-long research efforts. In this article, we present an adaptive deep learning based JSCC (DeepJSCC) architecture for semantic communications, introduce its design principles, highlight its benefits, and outline future research challenges that lie ahead.

**INTRODUCTION**

Almost all existing communication systems, including the past five generations of mobile communication standards, follow the layered design approach, where sampling, quantization and compression are taken care of by the application layer, while the physical layer takes care of the communication aspects. In this design paradigm, physical layer coding and modulation are designed independently of the application they serve; their goal is to convey packets of bits to their respective receivers as reliably as possible within the prescribed latency, bandwidth, and power limitations, without taking into account how these bits are used at the receiver end. This paradigm has its roots in Shannon’s well-known Separation Theorem [11], which proves that separate source and channel coding is without loss of optimality in the usual Shannon theoretic asymptotic regime of infinite block length and unbounded complexity. Separation-based designs have been satisfactory for our current communication networks whose main purpose is content delivery for human consumption. However, a significant transformation in the data traffic is expected in the next generation of mobile networks. Emerging applications, such as industrial robotics, autonomous driving, drone networks, virtual reality and metaverse, all have significantly different communication requirements and constraints. First of all, signals are delivered to other machines for inference purposes, rather than for reconstruction. This means that significant reduction in traffic load is possible by taking the signal semantics into account. Additionally, these applications impose stringent constraints on latency, computational capability, bandwidth usage, and energy consumption. It is becoming increasingly evident that the strict performance requirements cannot be met within the boundaries of the conventional separate network architecture. Although the fifth generation (5G) of mobile networks has defined the ultra reliable low latency communications (URLLC) scenario to deal with the latency problem, it often ignores the complexity of signal processing (e.g., compression) that can easily dominate the end-to-end latency.

An alternative design paradigm has started to emerge in recent years (Fig. 1). In joint source-channel coding (JSCC), the transmitter directly maps the source signal to channel symbols, and the receiver recovers its estimate directly from the noisy channel output. In the JSCC paradigm, bits are no longer the common currency between the application and physical layers. Although JSCC is known to outperform separate source and channel coding in the finite block length regime, a practical JSCC scheme with reasonable complexity and desirable performance has remained elusive due to the complexity of designing such a scheme. Most existing JSCC solutions combine conventional source and channel code designs, and jointly optimize their parameters for improved end-to-end performance. On the other hand, what we really need is a transformation from the source signal space to the channel input space (and vice versa at the receiver), where similar input signals are mapped to similar channel inputs so that the receiver can recover a reconstruction of the source signal with minimal distortion despite the noise and other
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imperfections of the channel. While this is a highly challenging optimization problem to solve in a model-driven manner, it was shown in [2] that neural networks can be trained to successfully learn such a transform directly from data. In the so-called DeepJSCC design paradigm introduced in [2], the encoder and decoder are parameterized as deep neural networks (DNNs), forming an autoencoder with channel noise injected into the latent space, and optimized jointly in a data-driven manner.

The end-to-end training approach of DeepJSCC lends itself well to the notion of semantic communications that has been receiving significant research attention from both academia and industry in recent years [3]. Here, we refer to semantic communication as conveying the most relevant information prescribed by the underlying task. For example, if the goal is to send text while maintaining its semantics, the particular language and communication context will specify the fidelity function, that is, which reconstructions are accepted as semantically equivalent for each input sentence, and the goal will be to communicate while maintaining within those semantic constraints. Similarly, in transmitting an image, the application will specify if the receiver wants a reconstruction that has high fidelity at the pixel level, or more interested in reconstructing a perceptually natural looking image, or only interested in reconstruction of the classes of the objects in the image. In each case, the application specifies the distortion/fidelity function. In the DeepJSCC approach, since the encoder/decoder pair can be trained with any desired loss function, they can learn not only to extract relevant semantic features for the end-to-end communication task, but also to communicate them over the noisy channel with as high fidelity as possible.

Yet, it is worth noting that semantic communication per se does not require JSCC, and a separation-based system can also benefit from semantic compression. On the other hand, as we will show through examples in this article, significant gains in reconstructing a perceptually natural looking image, or only interested in reconstruction of the classes of the objects in the image. In each case, the application specifies the distortion/fidelity function. In the DeepJSCC approach, since the encoder/decoder pair can be trained with any desired loss function, they can learn not only to extract relevant semantic features for the end-to-end communication task, but also to communicate them over the noisy channel with as high fidelity as possible.

Recent works have demonstrated the superiority of DeepJSCC over separate source and channel coding for various information sources, for example, image [2], video [4], text [5] and speech [6]. We will focus on image transmission in this article to illustrate the benefits of DeepJSCC for various tasks.

In the original design in [2], DeepJSCC encoder employs a fully convolutional neural network (CNN) architecture to transform the input image \( x \in \mathbb{R}^n \) to a complex channel codeword \( z \in \mathbb{C}^n \), under an average power constraint. The receiver employs a matching CNN to transform the received noisy vector \( \hat{z} \in \mathbb{C}^n \) to reconstruction \( \hat{x} \). We call the dimension of the source signal \( n \) as the source bandwidth and that of the output signal \( k \) as the channel bandwidth. Bandwidth ratio is defined as \( \rho = \frac{n}{k} \). The power of DeepJSCC comes from the fact that it learns a communication scheme from scratch by optimizing all transformations in a data-driven manner, with a non-trainable differentiable channel model in the bottleneck layer. This simplifies the JSCC design procedure, and allows adaptation to any particular source statistics, channel model, and fidelity measure specified by the end task.

In Fig. 2, we present the peak signal-to-noise ratio (PSNR) performance achieved by DeepJSCC after being trained on a portion of the CIFAR-10 dataset, transmitted over an additive white Gaussian noise (AWGN) channel with a channel bandwidth of \( k = 256 \) symbols. Inputs are colored images of size \( 32 \times 32 \), which corresponds to a bandwidth ratio of \( \rho = 256/(32 \times 32) = 1/128 \). Each of the curves in the figure, denoted by “classical DeepJSCC,” corresponds to an encoder/decoder pair proposed in [7] trained on a different channel signal-to-noise ratio (SNR), \( \text{SNR}_{\text{train}} \), and tested over a range of channel conditions, \( \text{SNR}_{\text{test}} \in [0, 20] \) dB. We can clearly observe that the performance of DeepJSCC gracefully degrades as the test SNR drops below the training SNR, and it slowly improves when it gets better. This is in contrast with the “cliff edge” behavior of the separation-based schemes in the figure, where the performance sharply falls when the channel quality falls below the SNR threshold required to reliably decode the channel code. The separation based schemes in the figure employ BPG codec for compression and polar codes with QAM modulation for transmission. We refer the readers to [2] for a comparison of these two approaches in terms of the computational complexity.

We also observe from Fig. 2 that the best performance at each \( \text{SNR}_{\text{test}} \) value is achieved by training the encoder/decoder networks at the same SNR. However, this would imply stor-
Comparison of SNR-adaptive DeepJSCC and classical DeepJSCC on the CIFAR-10 dataset.

**FIGURE 2.**
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In [9] for channel bandwidth adaptation. The architecture with shared weights as proposed come this problem, adaptive DeepJSCC adopts models according to channel conditions. To overcome this problem, adaptive DeepJSCC adopts the architecture with shared weights as proposed in [9] for channel bandwidth adaptation.

In order for DeepJSCC to adapt to channel conditions, the AF module is proposed in [8], which interacts with the DNNs in the DeepJSCC encoder and decoder. As shown in the lower part of Fig. 3, the feature learning (FL) and AF modules are alternately connected. The output of each FL module is combined with the CSI, and fed into the next AF module. The output of each AF module is then fed to the next FL module. Each FL module corresponds to a layer of the classical DeepJSCC architecture, and is responsible for extracting the semantic features most relevant for the underlying task specified through the end-to-end distortion/fidelity function. The CSI and the output of the previous FL module (i.e., the FL features), the AF module first extracts information from the FL features and then fuses it with the CSI to form the context information. Next, the factor prediction network produces an attention mask for the FL features with the context information as input, and scales the FL features based on the attention weights. This architecture is trained over a range of channel conditions, so that in poor channel conditions only the most important features are communicated with more robustness against channel noise.

To mitigate this limitation and to bring DeepJSCC one step closer to practice, an SNR-adaptive DeepJSCC architecture is also presented. Here, assuming CSI information at both the transmitter and receiver, DeepJSCC encoder and decoder are enhanced by an attention feature (AF) module [8]. The decision and the required task performance (RTP) modules are also introduced. The RTP module generates a required performance level according to the specific task, for example, PSNR or multi-scale structural similarity index measure (MS-SSIM) for image or video reconstruction tasks, or BLEU for text reconstruction tasks, and sends it to the transmitter. The decision module at the transmitter infers how much channel bandwidth, \( k \), should be transmitted to achieve the desired performance level, taking into account the CSI and the specific input signal.

In order for DeepJSCC to adapt to channel conditions, the AF module is proposed in [8], which interacts with the DNNs in the DeepJSCC encoder and decoder. As shown in the lower part of Fig. 3, the feature learning (FL) and AF modules are alternately connected. The output of each FL module is combined with the CSI, and fed into the next AF module. The output of each AF module is then fed to the next FL module. Each FL module corresponds to a layer of the classical DeepJSCC architecture, and is responsible for extracting the semantic features most relevant for the underlying task specified through the end-to-end distortion/fidelity function. Given the CSI and the output of the previous FL module (i.e., the FL features), the AF module first extracts information from the FL features and then fuses it with the CSI to form the context information. Next, the factor prediction network produces an attention mask for the FL features with the context information as input, and scales the FL features based on the attention weights. This architecture is trained over a range of channel conditions, so that in poor channel conditions only the most important features are communicated with more robustness against channel noise.

We observe in Fig. 2 that adaptive DeepJSCC performs better than classical DeepJSCC, especially when the SNR \( \text{SNR}_{\text{test}} \) mismatches the SNR \( \text{SNR}_{\text{train}} \). More interestingly, adaptive DeepJSCC outperforms the classical DeepJSCC even when \( \text{SNR}_{\text{test}} = \text{SNR}_{\text{train}} \) in the high SNR regime, which shows that training at low SNR values provides additional robustness.

To achieve bandwidth adaptivity, in [9], the output of the DeepJSCC encoder is divided into multiple layers, and a random number of first \( l \) layers are transmitted to the decoder during training. As a consequence, the encoder learns to order the information in the latent vector in descending order of importance relative to the number of layers. This results in a successive refinement scheme, where the more layers are received, the better the reconstructed image.

**DeepJSCC with Semantic Loss**

While we have considered PSNR performance in Fig. 2, it is known that large PSNR values do not necessarily mean a high perceptual quality. Many different metrics have been proposed in the literature for better image quality assessment. Thanks to its flexibility, DeepJSCC can be optimized for any semantic loss function. In Fig. 4, we consider learned perceptual image patch similarity (LPIPS) and multi-scale structural similarity index measure (MS-SSIM) as loss functions, which are considered to be better aligned with semantic image transmission. We train this model on the ImageNet dataset and evaluate its performance on the Kodak dataset, which consists of relatively large colored images (Fig. 5 for an example). A lower LPIPS value or a higher MS-SSIM value represents better perception. With the assistance of the AF module, SNR-adaptive DeepJSCC trained over an SNR range again outperforms the best LPIPS/MS-SSIM performance obtained by training for a specific SNR value. We also present...
in Fig. 5 the results of the DeepJSCC transmission over different channel qualities trained both for PSNR and LPIPS. We observe that DeepJSCC trained for LPIPS recovers more realistic looking images even though the reconstruction may not be accurate at the pixel level, which can be considered as acquiring better image semantics.

**Security in DeepJSCC**

A critically important issue in DeepJSCC is security against eavesdroppers. In separation-based systems, the source signal is first compressed, then encrypted, and the encrypted data is encoded by the channel encoder. Well-known encryption methods, for example, data encryption standard (DES), advanced encryption standard (AES) or Rivest-Shamir-Adleman (RSA) can be employed. The independence of channel coding from the source information allows the adoption of such encryption techniques without effecting the end performance. However, these encryption schemes are not compatible with DeepJSCC, which directly maps the source signal to channel input symbols. Indeed, DeepJSCC benefits from the correlation between the signals transmitted over the channel and the underlying source signal. The channel noise may reduce this correlation, and hence, impair the reconstruction quality, but unlike in digital communication, the system never completely breaks down. This advantage, however, becomes a challenge from a security point of view. Next, we propose two potential solutions for securing DeepJSCC against potential eavesdroppers.

**Security of the Source Signal**

The first approach aims at protecting the source signal before it is fed to the DeepJSCC encoder. Conventional source protection methods, for example, permutation and scrambling, destroy the inherent correlations within the source, causing a performance degradation in subsequent DeepJSCC transmission. In [10], a joint source protection and source-channel coding method, called DeepJPSCC, is proposed to overcome this problem, where another module is introduced, which transforms the source signal to a protected domain before transmission. At the receiver, once the protected source is recovered, an inverse network is employed to recover the source. In order to train both the protection and the transmission networks, a novel loss function consisting of the reconstruction loss, the protection loss, and the deprotection loss is proposed [10]. Moreover, a feature extraction network is designed for calculating the protection loss between the original source and its protected version at the transmitter, and the deprotection loss between the source and its protected version recovered at the receiver. In the training stage, DeepJPSCC minimizes the reconstruction loss and simultaneously maximizes the protection and deprotection losses to jointly train the protection, DeepJSCC, and deprotection networks. Note that DeepJPSCC is a general princi-
FIGURE 5. Visualization of an image from the Kodak dataset transmitted with DeepJSCC over different channel conditions and loss functions: a) Training with semantic loss; b) Training with MSE loss.

The application of JSCC to video streaming and delivery is expected to have a significant impact given that video traffic constitutes a large portion of all network traffic. The first DeepJSCC approach for wireless video delivery is studied in [4]. The proposed DeepWiVe architecture faces unique challenges that do not appear in image transmission. In video coding, it is important to exploit the temporal correlations within the frames to reduce the compression rate. In DeepWiVe, however, residual errors can only be estimated at the transmitter due to the random nature of the reconstructed frames at the receiver. Another challenge is bandwidth allocation among frames. In [4], this problem is resolved by employing reinforcement learning to sequentially allocate the available channel bandwidth among frames according to their content, for example, more bandwidth is allocated to those frames with more temporal variations. The authors show that the proposed DeepWiVe scheme can outperform state-of-the-art H.265 video compression codec followed by LDPC channel codes in terms of MS-SSIM. DeepWiVe provides not only better end-to-end perceptual performance and robustness to channel variations, but also requires significantly lower computational complexity compared to common video compression codecs. These aspects make it particularly appealing for virtual and augmented reality applications, video delivery from drones, or video sharing among autonomous vehicles, which require high-quality, low-latency and flexible delivery.

**Other Applications of DeepJSCC**

In the previous sections, we have shown the superiority of DeepJSCC particularly in wireless image delivery. However, DeepJSCC is a highly flexible framework, and it can be used for a wide variety of source and channel distributions and for different objectives. In this section, we introduce three novel applications of DeepJSCC as examples of its significant potential in a wide variety of communication applications.

**Wireless Video Delivery (DeepWiVe)**

Accurate CSI feedback is crucial for massive multiple-input multiple-output (MIMO) communications, as it significantly improves the capacity and energy efficiency of the system. However, CSI feedback can also induce a very large overhead for the system particularly due to the large number of antennas and users being served. Just like the transmission of images or video, CSI feedback schemes built upon the separation of source and channel distributions can be used for a wide variety of objectives. In this section, we introduce three novel applications of DeepJSCC as examples of its significant potential in a wide variety of communication applications.
channel coding can easily suffer from the cliff-effect, which leads to a cliff-edge drop off in the throughput of the system. As such, in [12, 13], DeepJSCC is proposed for CSI feedback. The idea is to directly map the CSI estimate at the receiver to complex channel symbols of the feedback channel, just like in image transmission. This can be considered yet another case of semantic communications, as the goal is not necessarily to reconstruct the CSI matrix accurately, but to achieve the highest communication rate.

**DeepJSCC for Image Retrieval**

In many emerging machine-type communication applications, rather than reconstructing the input signal, the receiver is interested in certain specific features, which, in general terms, represent the semantics of the source for a particular downstream task. For example, the receiver may want to identify objects or other statistical properties in an image. In general, when the goal of the receiver is to recover a function of the input signal (e.g., classification or regression tasks), optimal performance can be obtained by the transmitter first estimating this function value, and then communicating its estimate to the receiver. However, in many cases, the transmitter may not have all the available information to make a reliable local decision. In those cases, it should extract the most relevant features of the source signal for the downstream task, and deliver them over the wireless channel.

In [14], a remote image retrieval problem is considered, where the objective of the receiver is to identify the subject in an image observed at the transmitter from a gallery of images available to the receiver. Note that, this decision cannot be made by the transmitter as it does not have access to the image gallery. As such, the objective of the JSCC problem here is classification, rather than reconstruction. The results are presented in Fig. 6, where the DeepJSCC approach is compared with a separation-based scheme that combines retrieval oriented compression scheme with capacity achieving channel coding, where B represents the channel bandwidth. We observe that the gap between the two is particularly large in the low-bandwidth low-SNR regime, even though the capacity-achieving channel coding assumption is very loose in this case. These results illustrate the significant benefits of DeepJSCC for low-power and ultra low latency applications.

**DeepJSCC for Effective/Pragmatic Communications**

In [15], a new class of communication problems, called effective/pragmatic communications, that generalize the JSCC/semantic communication problem, is introduced. An example is provided by considering an agent interacting with its environment through actions it takes. The agent does not observe the environment state, and relies on a remote controller for its actions. The controller can see the state perfectly, but has a noisy communication channel with limited bandwidth to communicate with the agent to help it take the right actions. In the framework proposed in [15], the communication channel is considered as part of the environment dynamics, and the transmitted messages are treated as the actions taken by the controller. As a result, we obtain a multi-agent system, where the agents learn not only to collab-
DeepJSCC is a powerful paradigm that can be applied to any semantic communication problem involving diverse source and channel statistics and any downstream task. While we have provided potential solutions for the security of DeepJSCC, we believe that security still constitutes an important challenge in front of its adoption in practical systems, particularly for sensitive applications. More research will be needed in this direction to incorporate more advanced security mechanisms into the design of DeepJSCC architectures.

DeepJSCC is a powerful paradigm that can be applied to any semantic communication problem involving diverse source and channel statistics and any downstream task. We have mentioned wireless image and video delivery, CSI feedback, image retrieval, and multi-agent cooperation to demonstrate the flexibility of the DeepJSCC paradigm. On the other hand, an important challenge for DeepJSCC is to develop universal encoder/decoder architectures that can be used for multi-modal data sources, so that we do not need to train and store different network parameters for different source and channel combinations. We also expect to see diverse applications of DeepJSCC for more challenging channels, such as optical, visible light, underwater, or satellite communication channels. In some of these scenarios, purely data driven approaches may need to be employed due to the lack of accurate channel models for training.

Another potential application of the DeepJSCC paradigm is source delivery over multi-user networks. It is known that Shannon’s Separation Theorem breaks down in most multi-user scenarios, even in the asymptotic infinite block length regime. This will require developing more advanced DeepJSCC techniques that can incorporate correlations among multiple source signals, resource allocation techniques among nodes, and interference management and cancellation techniques. Although favorable properties from superior performance to robustness against channel variations make DeepJSCC a promising technology in future communication systems, there are still many issues to be addressed before its adoption in practical systems. These include the peak-to-average power ratio (PAPR) problem when combining DeepJSCC with orthogonal frequency division multiplexing (OFDM) and the efficient training problem when DeepJSCC encoder and decoder adopt deeper and more complex networks. Solving these challenges will make DeepJSCC a key enabler of semantic communications in practical future wireless systems.
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