A model of neuron-glial crosstalk explains stages of neural tissue resilience
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Abstract

The human brain keeps billions of neurons functional across decades. Glia, the helper cells of the brain, are essential to maintaining this neural resilience: They react to neuronal states and carefully balance either quick repair or disposal of injured neurons to prevent damage spread. Malfunction of these interactions is implicated in many neurodegenerative diseases. Here, we propose a model for neuron-glial crosstalk which maintains tissue resilience by a balance between housekeeping and damage-inducing glial reactions to neuronal damage and death. Depending on the interplay of the functionality of this crosstalk, the model assumes four distinct tissue states: healthy, challenged, primed tissue at risk of acute damage propagation, and chronic neurodegeneration. These states and their underlying mechanisms are in agreement with experimental observations for the most common neurodegenerative conditions. We suggest that the onset of neurodegeneration results from a compromise between two conflicting goals: Maintenance of short-term resilience to stressors, and resilience to degeneration. Based on these findings, we discuss disease-state specific diagnostic and therapeutic strategies.

1 Introduction

The human brain faces the challenge of keeping neuronal networks functional throughout many decades. This requires repairing injured neurons or, if their damage is irreversible, disposing of them. The decision of what to do with injured neurons is made by interactions between glia, the helper-cells of the brain, and neurons [13, 5, 7], and needs to be carefully balanced: neuronal disposal has to be kept low, as neurons only have a limited potential for regeneration [5]. On the other hand, if disposal processes are dysfunctional, then damage spreads to neighbors and synaptic partners [18]. Thus, the regulation of repair-or-dispose decisions is essential for the maintenance of global tissue health, tissue resilience and prevention of neurodegenerative
diseases. Are inaccurate repair-or-dispose decisions to blame for the loss of resilience? We set up a computational model which combines short-term neuronal disposal decisions with slow damage-accumulation and neurodegenerative processes. We show that these two effects define four distinct tissue states which correspond to phases in common neurodegenerative conditions. We argue that neurodegeneration ensues when maintenance of short-term stability and long-term resilience become conflicting goals.

Glial cells have long been regarded as secondary ‘helper cells’ of the brain. Microglia surveil their local microenvironment, clear the tissue of pathogens and phagocyte debris; and astrocytes provide trophic support and housekeeping functions. However, recent genetic and experimental results have shed light on a more diverse and complex set of glial functions, which include highly reactive and pro-inflammatory phenotypes that can inflict neural damage. Intriguingly, in the healthy brain, both damage-repairing and damage-inducing glial activity can have a net homeostatic function in maintaining resilience, by either repairing or removing stressed neurons.

Recent experimental work has shown that these originally homeostatic glial processes can become dysfunctional and harm tissue resilience. The causes of a malfunction can be complex and multi-faceted, ranging from cardiovascular stress to meningeal lymphatic dysfunction and a dysfunctional immune communication across the gut-brain axis. Ultimately, they can result in neurodegeneration and functional deficits. But even in neurodegeneration, glia can have a dual role – their reactive phenotype activation can be detrimental in one condition while serving a neuroprotective role in another. For instance, accumulation of senescent microglia and astrocytes can drive tau aggregation and cognition-associated neuronal loss, or microglia can contribute to protein clearance and promote recovery from motor symptoms in an amyotrophic lateral sclerosis model. Functional glia-neuron feedback is therefore critical for resilience against neurodegeneration, containment of lesions, and maintenance of neuronal network function.

The case-dependent, dual role of glial activation for neuronal health emphasizes the need to complement experimental one-interaction-at-a-time approaches by a study of systems-level phenomena. In this work, we build on the successes of reductionist approaches in biology and neuroscience and propose a computational model which incorporates damage-repairing versus damage-inducing glial activity at a neuronal population level. This reveals long- and short-term implications of individual repair-or-dispose decisions.

Specifically, we show how the interplay between long-term stressors and the adaptation of (1) glial reactivity, (2) spatial focal range and (3) glial reaction to cell death lead to four distinct tissue states: Healthy tissue with intact seed removal; challenged tissue with decreased functionality and accuracy of glia-neuron crosstalk, primed tissue which is functional, but can become unstable and fuel quickly spreading lesions in the event of a large enough external shock; and finally chronic degeneration, in which seed removal breaks down, giving way to neurodegenerative processes. We show under which conditions a neuronal population can become either vulnerable to acute damage spread or promote slow neurodegeneration, and link these distinct tissue states to the most common neurodegenerative conditions and their phases.

The structure of the paper is as follows: We introduce key features of the model in Sec. II-A, and discuss the model equations of slow and fast processes in sections II-B and II-C, respectively. In sections II-D and II-E, we discuss implications of two aspects of fast neuron-glia crosstalk. In section II-F and II-G, we discuss the four distinct tissue states that we identify based on our analysis. In section III, we discuss links between the tissue states and progression of Alzheimer’s (III-A), and Multiple sclerosis (III-B). Common risk factors such as aging, and possible implications of our model for therapy, are discussed in III-C and III-D.
2 Results

2.1 Key features of neuron-glia crosstalk

We aim to capture basic principles of tissue behavior with a minimal number of parameters (see Fig. 1). Our model therefore operates at the mesoscopic level and mediates between microscopic descriptions of individual signaling pathways [29] and the macroscopic descriptions of different brain regions [57, 108]. This allows us to group key processes of neuron-glia crosstalk into five classes operating on two timescales (see also Appendix, Fig. 6).

The first two classes represent slow, neurodegenerative processes: (i) Accumulation of non-repairable baseline damage such as misfolded protein accumulation [41] or permanent demyelination [72] are represented by the variable $z$; (ii) Slow increase and spread of this damage is represented by the dimensionless parameter $S$. $S$ is a measure for how many neurons will be affected by the baseline damage of one neuron (see Eq. 5). Processes represented by this class include intracellular ‘protein condensation’ [93, 40], self-propagating protein assemblies [102, 58] and the vicious cycle of deleterious inflammation and neurodegeneration [10, 111].

The other three classes describe fast processes of neuron-glia crosstalk: (iii) The amount of glial reactivity to neuronal damage is captured by the variable $G$. It describes the ability to activate damage-inducing effects on neurons such as the glial release of pro-inflammatory cytokines and microglial checkpoint dysregulation [54]; (iv) Spatial effects such as impairment of microglial motility [24] and cytokine spillover are represented by the focal range parameter $c$. The narrow and wide limiting cases $c \to 0$ and $c \to 1$ represent glia reacting independently to each neuron, or collectively to all neurons, respectively; (v) Tissue reactions to the death of a neuron are captured by the parameter $D$. Once a neuron dies, necrosis or apoptosis results in either damage-inducing or damage-repairing effects on neighboring neurons [11]. This is captured by positive and negative values for $D$, respectively (see Appendix, Sec. A for further detail).
Figure 2: Active removal of seed neurons maintains long-term resilience. a, Tissue behavior with and without active seed-removal at $z = 0.5$, depicted by blue and red lines, respectively. In both tissues seeds of degeneration are generated at a constant rate $\nu$. Failure to remove seeds leads to slow neurodegeneration progression in three phases, but seed removal maintains long-term resilience. b, A balance between damage-repairing housekeeping effects (black lines) and damage-inducing effects (red lines) implements active seed-removal. High reactivity $G$ ensures early seed removal, and low reactivity $G$ leads to failure of seed removal.

2.2 Active seed removal prevents spreading of slow neurodegeneration

Slow neuron-to-neuron spread of damage is modeled as follows: Each neuron $n$ is assigned a dimensionless value $z_n$ describing its non-repairable baseline damage. $z_n = 0$ denotes baseline health and $z_n = 1$ represents an amount of damage which induces cell-death. $z_{\text{cliff}} = 0.5$ defines a seeding threshold which acts similar to a catastrophic cliff e.g. in protein aggregation [40]. Neurons whose damage exceeds $z_{\text{cliff}}$ serve as seeds. A seeding neuron $n$ propagates damage to other neurons, and every neuron is linked to $M$ potential seeds, defined by the set $C_n$. In the following, we refer to a neuron whose damage is $z_n \geq z_{\text{cliff}}$ as a ‘seed’. To mimic random damage-inducing events at times $t_{k,n}$ due to age, stress or neuronal susceptibility [40], we include a slow background seeding rate $\nu$. The model equations take the form

$$\frac{dz_n}{dt} = \frac{1}{\tau_\infty} \sum_{m \in C_n} [z_m - z_{\text{cliff}}]_+ + z_{\text{cliff}} \sum_k \delta(t - t_{k,n}),$$

where $[z]_+ = z$ for $z > 0$ and zero otherwise. $\tau_\infty$ is the characteristic time scale for slow stress-accumulating processes and is here in the timescale of decades. In the early phase of damage propagation, before neurons
die, the damage susceptibility of a network is determined by the dimensionless parameter \( S = \frac{M}{\nu \tau_\infty} \). It represents the ratio between the rate of damage propagation, given by the number \( M \) of neighbors damage is spread to per time unit \( \tau_\infty \), and the frequency \( \nu \) of random seed-generating damage events (see Appendix, Eq. 5).

Neurodegenerative spread modeled in Eq. 1 progresses in three phases (see Fig. 2a). First, damage spreads subtoxically: seeds are formed and damage spreads, but does not yet induce cell death. In a second chronic spreading phase, the number of seeds increases and damage spread accelerates. However, death rates are still low. The final phase is characterized by widespread damage and exponential cell loss. This breakdown of long-term resilience can be avoided if neurons are selectively removed. An effective selection mechanism maintains neurons if their baseline damage is low \( z_n < z_{\text{cliff}} \), but actively removes them as soon as the baseline damage crosses the seeding threshold \( z_{\text{cliff}} \). The rate of neuronal deaths then reaches its lowest possible value corresponding to the background seeding rate \( \nu \) (see Fig. 2a).

2.3 Balance of housekeeping and damage-inducing neuron-glia crosstalk allows for active seed-removal

An active seed-removal mechanism repairs neurons if damage is low, but disposes of them if damage exceeds the seeding threshold \( z_{\text{cliff}} \). The simplest formalization of such a mechanism is through neuron-glia feedback which tips in favor of damage-inducing effects once the baseline damage \( z_n \) of a neuron crosses a threshold (see Appendix, Sec. A.2 for a discussion of possible biological mechanisms). This threshold needs to be lower than the seeding threshold \( z_{\text{cliff}} \). To formalize this, we introduce \( x_n \) as acute neuronal damage which assumes values between zero and unity, whereby 0 represents health and 1 denotes cell death. \( x_n \) is dynamically modulated by a balance of damage-inducing and damage-repairing mechanisms. Here, the baseline damage \( z_n \) inhibits repair functions. For simplicity, we assume that the neurons are organized in a periodic equidistant one- or two dimensional grid at positions \( r_n \) with grid spacing of one. We also assume that damage-inducing effects \( g_n \) scale quadratically with acute damage \( x_n \) and are controlled via the glial reactivity parameter \( G \):

\[
\frac{\tau}{\text{d}t} \frac{\text{d}x_n}{\text{d}t} = - (x_n - z_n) + \frac{1 - c}{1 + c} \sum m c |r_n - r_m| g_m \tag{2a}
\]

with

\[
g_n = \begin{cases} G x_n^2 & \text{if } n \in S_{\text{alive}}(t) \\ D e^{-\frac{t - t_{\text{death}}}{\tau_{\text{death}}}} & \text{else} \end{cases}, \tag{2b}
\]

where for simplicity \( \tau = 4h \) is set to the timescale of the microglial screening cycle [80]. The spatial impact of one neuron to another is represented by the sum in Eq. 2a, \( c \in [0, 1] \) is the focal range of glial reactivity, with \( c \to 0 \) being a perfectly focused reactivity. Once a neuron dies at time \( t_{\text{death}} \), it elicits an anti- (for \( D < 0 \)) or pro-inflammatory (for \( D > 0 \)) glial reaction which decays exponentially with time constant \( \tau_{\text{death}} = 24h \) (see Eq. 2b). \( S_{\text{alive}}(t) = \{ n : x_n(t') < 1 (\forall t' < t) \} \) is the set of indices of all alive neurons at time \( t \).

First, consider a system with narrow focal range (small \( c \)). Steady states of the tissue are obtained by balancing damage-inducing effects \( G x_n^2 \) and damage-repairing effects \( x - z \) for each neuron (see Eq. 2a). If the effective parameter

\[
H = 4G z \tag{3}
\]

is less than unity, \( H < 1 \), the system has one stable and one unstable steady state (see Fig. 2b). Once \( H \) crosses unity, the neuron is driven to cell death. By tuning glial reactivity \( G \), the tissue sets the threshold \( z_{\text{crit}} = 1/4G \), beyond which a neuron is actively removed. For a more details, see Appendix, and Appendix,
Sec. B. This process results in a controlled seed-removal mechanism – therefore preventing slow damage-spreading and maintaining long-term tissue resilience.

### 2.4 Increasing focal range of neuron-glia crosstalk compromises seed removal

An increase of the glial focal range $c$, e.g. due to dysfunctional or impaired glial motility [24], has dramatic effects for seed removal. It means that the threshold damage level $z_{crit}^{single}$ beyond which a single neuron is removed can be much greater than the system-level threshold $z_{crit}$ (see Fig. 3 and Appendix Fig. 7). For systems with a narrow focal range $c \to 0$, $z_{crit}^{single}$ is equal to $z_{crit}$. But, for systems with a wide focal range $z_{crit}^{single}$ can be significantly higher. This means that seeds might not be removed, or that removal is slower and puts more stress on the surrounding tissue (see Fig. 3).

Whether seed removal is functional or not depends on the interplay between the focal range $c$ and two other factors: First, average non-repairable baseline damage $z$ across the neuronal population needs to be low, such that highly damaged neurons can be singled out. Second, glial reactivity to neuronal damage $G$ needs to be high to initiate removal. If, however, reactivity $G$ is too high, the system becomes unstable. Reconciling seed-removal and stability of the population increasingly restricts the parameter space as the mean baseline damage $\langle z \rangle$ increases (See Appendix, Fig. 8). Maintenance of short- and long-term resilience therefore become conflicting goals in age and disease.

![Figure 3: Wide focal range critically slows down seed removal or leads to failure of seed removal. Figures depict the reaction of a healthy population of neurons with $\langle z \rangle = 0.05$ to baseline damage induction of one neuron. Left column: Black solid and dashed line as in Fig. 2. The red line is the stability line for a single neuron in the population. Each blue dot represents one neuron of the population, grey bars represent the histogram of the baseline damage. Right bar graphs: Reaction of the neuron population over time if $z_{25}$ is set to 0.5 at $t = 0$. Narrow focal range leads to swift recognition and removal of a seed. Wider focal ranges delay seed removal and affects a larger part of neighboring tissue ($c = 0.5$). $c = 0.7$ leads to failure of seed removal and permanently affects surrounding tissue. (see Appendix Fig. 8 for details).]
2.5 Tissue reaction to cell death defines short term resilience

If baseline damage $z$ becomes too large, then short-term damage-inducing glial activity can compromise short-term tissue stability (see Fig. 4b). This can happen in two ways: First, a sudden large increase of $\langle z \rangle$ can lead to spontaneous cell death across the tissue. This has different consequences, depending on the focal range $c$ (see Appendix, Fig. 9). Systems with narrow focal ranges react gradually to an increase of $\langle z \rangle$, but systems with wide focal range $c$ react suddenly and collectively. This population effect has been observed in many other biological and ecological systems, for instance when coral reefs are repaired by ‘mobile link organisms’ from nearby reefs [91].

In addition to this classical transition, our model also reveals a ‘primed state’ for intermediate increases of $\langle z \rangle$. Under normal conditions, this primed tissue appears to be healthy, but in the event of strong enough acute stress, it amplifies damage and may initiate a wave-like spreading lesion. In general, protective glial reactions to neuronal cell death (low $D$) protect the surrounding tissue against these knock-on effects. If this protection, however, is attenuated, and glial focal range is wide, then acute attacks can cause widespread damage. Glial reactivity with wide focal range (high $c$) and pro-inflammatory glial reaction to cell death (high $D$) increases damage. The danger of acute short-term damage amplification is more pronounced for a system with intact, high, glial reactivity $G$ (see Appendix, Fig. 10 for details).

2.6 Tissue states

Our parameter study reveals four states which characterize neural tissue resilience: healthy tissue, challenged tissue, tissue prone to acute lesion spread, and chronically inflamed tissue (see Table 1). In healthy tissue, microglia surveil the tissue and respond focally to the state of single neurons – by either repairing or removing the compromised seed. In this state, which is characterized by low baseline damage $z$, high reactivity $G$, a narrow focal range (low $c$), and a protective tissue reaction to cell death (low $D$), short- and long-term resilience are maintained.

In age or disease, baseline neuronal damage $z$ accumulates and microglial function becomes increasingly dysregulated [105]. In our model, this challenged tissue exhibits increased values of $z$ and $c$ and requires a down-regulation of tissue reactivity $G$ in order to maintain short-term stability. Notably, active seed removal is still functional in this state. It is, however, slowed down and perturbations of the tissue are resolved at a slower pace (see Fig. 3). This phase is crucial for disease progression. Once the reserve of this phase is exhausted and seed removal fails, slow, disease-specific mechanisms take over, and the tissue transitions to the chronic phase.

If reactivity $G$ is not down-regulated with increasing baseline damage $z$, then neural tissues enters a primed state. In this state, the tissue appears to be healthy, but in the event of a sufficiently strong acute attack, glial reactivity exacerbates the effect of the attack, and can lead to a quickly spreading lesion (Fig. 4). In the event of a large shift in conditions, the whole system may become unstable, leading to spontaneous cell death across the tissue. The primed state can be aggravated and triggered more easily if glial reaction to cell death does not protect surrounding neurons, therefore allowing for a fast domino-like passing on of neurodegeneration to neighboring tissue (see Appendix, Fig. 10).

The chronic, and for most neurodegenerative diseases final, phase is characterized by a widening of focal range $c$ and loss of reactivity $G$, leading to a failure of active seed removal, and therefore a breakdown of long-term resilience. While glial reactivity $G$ is down-regulated, glial activity $Gx^2$ is high due to high levels of baseline damage $z$ and consequently high levels of acute damage $x$. This reflects chronically inflamed conditions in neurodegenerative diseases which are ineffective in resolving inflammation. Interestingly, in this state the down-regulated glial reactivity protects the tissue against unwanted amplification of acute attacks (see Fig. 4c), and may therefore also be a self-protective measure.
Figure 4: **Primed tissue is susceptible to damage amplification of acute attacks.** Simulation of a population of neurons with high reactivity $G = 2$, widened focal range $c = 0.4$, and inhibited resolution of activity after cell death $D = -0.5$. Left: High population-wide damage levels $\langle z \rangle$ can destabilize the tissue and lead to spontaneous cell death (black line). In primed, but otherwise stable tissue, an acute attack can initiate an expanding lesion (red line). Each dot represents one simulation. Right: Acute damage levels $x$. Top right: Snapshots for a spreading damage reaction following an acute attack for a primed tissue with mean damage $\langle z \rangle = 0.085$. Bottom right: Snapshots for a tissue reaction to a population-wide increase of baseline damage to an unstable regime $\langle z \rangle = 0.11$.

### 2.7 The transition from the challenged to the chronic phase

We subject two model systems to repeated low subthreshold stressors (see Fig. 5). In the first scenario, the stressors are more frequent, weaker, and more distributed across the tissue. In the second scenario the stressors are less frequent, stronger, and are focused in one position. The longer the system takes to resolve the stressor, the more does the baseline damage $z_n$ increase. Glial reactivity $G$ and focal range adapt to the increasing spatially heterogeneous baseline damage such that short term stability is maintained (see Appendix, Fig. 11 for how a lack adaptation of $G$ and $c$ leads to early catastrophic neuron loss).

In the first, distributed stress example, glial reactivity $G$ steadily declines, until seed removal breaks down. Once seeds are not removed, the focal range $c$ increases to maintain system stability. In the next phase, damage accumulation accelerates, but damage remains below the neuronal deaths threshold. In the final phase, massive neuron death is observed. The situation is slightly different for a focal, less frequent stressor. In this scenario, the baseline damage only increases in a very narrow domain, and therefore mean baseline damage levels are very low. Strikingly, however, the ‘footprint’, or net impact of each stress event, increases dramatically as the transition point to the chronic phase is approached. After seed removal breaks down, a decrease in glial reactivity $G$ and increase in focal range $c$ reduces the impact of the external stressors, and instead slow neurodegenerative processes take over to drive baseline damage accumulation.

### 3 Discussion

Glia play an important role in neuronal tissue maintenance. Not only do they provide trophic support and repair damage, but they can also induce damage. Mechanistically, these processes of neuron-glia crosstalk are well-documented (see Appendix, Sec. A for a detailed discussion). We propose a model for the active removal of seeds, based on the interplay of these mechanisms. What role do these repair-or-dispose decision have for long-term tissue resilience and neurological disease progression? Intriguingly, the challenged, primed and chronic phases, which we found in our model, share common features and key processes with Alzheimer’s disease, a classical neurodegenerative condition, multiple sclerosis, a neuroinflammatory disorder, and with other neurological diseases. Therefore, even though evidence suggests that overlap of genetic susceptibility
(iii) if reactivity $G_x$ is lowered, a quickly spreading lesion; (iv) in a highly damaged system, reactivity is down-regulated to ensure maintenance of long-term stability. Nevertheless, high damage induces high levels of dysfunctional glial activity. Insets show levels of damage-inducing (red lines, $G_x^z$) and damage-repairing (black lines, $x - z$) glial activity as a function of neuron damage $x$. The steady state is shown by a black circle at the intersection of both lines.

Table 1: Four characteristic states of neuron-glial crosstalk and their impact on tissue resilience

(i) In the healthy state, $z$, $c$, and $D$ are low, and reactivity $G$ enables active seed removal, therefore maintaining long-term resilience; (ii) under challenging conditions, i.e. increased damage $z$ and focal range $c$, the system becomes less stable, and seed removal gradually becomes less functional with decreasing reactivity $G$; (iii) if reactivity $G$ does not adapt, the system moves closer to a critical transition, and an acute attack can induce a quickly spreading lesion; (iv) in a highly damaged system, reactivity is down-regulated to ensure short-term stability. Nevertheless, high damage induces high levels of dysfunctional glial activity. Insets show levels of damage-inducing (red lines, $G_x^z$) and damage-repairing (black lines, $x - z$) glial activity as a function of neuron damage $x$. The steady state is shown by a black circle at the intersection of both lines.

across neurodegenerative diseases is low 28, our model hints at the possibility of common system-level mechanisms which precede the clinical outbreak of the disease, with possible implications for treatment strategies. Fig. 5 shows two stereotypical examples of disease progression in our model framework.

3.1 Alzheimer’s disease (AD)

AD is a neurodegenerative disease characterized by the extracellular accumulation of amyloid-$\beta$ (A$\beta$) plaques, as well as intracellular accumulation of neurofibrillary tangles consisting of misfolded, hyperphosphorylated tau protein 52. Next to genetic risk factors 59, lifestyle, cardiovascular disease 88 and meningeal glymphatic system dysfunction 28 also contribute to disease outbreak. In Fig. 5, the affinity, or selective vulnerability, of a tissue to induce ‘seeds’ such as amyloid plaques, is set by the seeding rate $\nu$. In contrast, low subthreshold stressors such as lifestyle or glymphatic system dysfunction, are represented by weak distributed frequent stressors on the tissue. Our model simulations show how weak and slow accumulation of subthreshold baseline damage can have huge implications of glial reactivity $G$, eventually leading to the breakdown of seed removal and a transition from the challenged to the chronic phase.

This is in line with recent genetic studies, which implicate mutations in genes expressed by immune-active cells in the development of late-onset AD – one major risk factor being a mutation of TREM2 (triggering receptor expressed on myeloid cells 2) 54. TREM2 encodes an innate immune receptor expressed by microglia and is part of an immune checkpoint which controls the activation of A$\beta$-clearing disease-associated microglia. In particular, functional TREM2 leads to an up-regulated microglial phagocytosis of A$\beta$ plaques early in the disease by activated microglia, but it also increases levels of ApoE (plaque-associated apolipoprotein E) in A$\beta$ plaques, which promotes misfolded protein aggregation 81 52. In contrast, TREM2 loss-of-function mice exhibit microglia which appear to be locked in a homeostatic state.
Neurodegeneration as a result of habituation to subthreshold stressor accumulation.

Figure 5: Neurodegeneration as a result of habituation to subthreshold stressor accumulation. Left: Frequent, weak distributed stressor across the tissue mimics subthreshold amyloid accumulation due to dysfunctional lymphatic clearance in AD. Gradual adaptation of glial reactivity to higher mean damage levels across the tissue leads to a breakdown of seed removal. Right: Repeated, stronger stressor at the center of the domain, mimics local, peripherally driven immune cell penetration in the brain parenchyma. Repeated local attacks require an adaptation of the focal range to maintain short-term stability, leading to a breakdown of seed removal. Prior to this breakdown, the footprint of immune cell attacks increases. In both scenarios, after the point of no return, neuronal death is first offset by seed maintenance, but damage levels increase. Eventually, neuronal death rates increase too. Bottom: Baseline damage levels prior to, during, and after breakdown of seed removal. Seeds are shown in red. The insets of the graphs of the second row depict the imposed stress pattern.

Intriguingly, this promotes plaque growth early but not late in the disease. Analogous to the function of reactivity in our model, TREM2 signaling participates in active seed removal in healthy tissue, but is counterproductive in the chronic phase. This hints at a possible transition from a challenged but functional phase to a chronic phase, corresponding to the so-called ‘cellular phase’, in which clearance mechanisms break down. Once the chronic phase is entered, several slow neurodegenerative processes drive disease progression. For instance, dying or damaged neurons release so-called danger-associated molecular patterns (DAMPs). These can initiate microglial NLRP3 inflammasome activation, enhance amyloid seeding and promote tau hyperphosphorylation. Experiments also indicate that A\(\beta\) plaques disseminate throughout the brain, even though the underlying mechanisms are not yet fully understood.

We note that, if generating seeding rates \(\nu\) are very high, due to excessive stress on neurons with a selective vulnerability to protein aggregation or if average damage levels \(\langle z\rangle\) are too high, e.g. in age, then an active removal of seeds may induce collateral damage and become counter-productive. Down-regulation of glial reactivity, which compromises long-term resilience at the benefit of maintaining short-term resilience, could then be the lesser of two evils.
3.2 Multiple sclerosis (MS)

A hallmark feature of MS is its progression in two sequential disease phases [72]. In the first phase, also referred to as relapse-remitting MS (RRMS), neurodegeneration is driven by immune cells entering the CNS from the periphery through the blood-brain-barrier and attacking myelin sheaths and axons. In the second phase, also referred to as secondary progressive phase (SPMS), neurodegeneration is compartmentalized and chronic. The transition point between these two phases is highly patient-specific and may either happen within a few months, decades or, as in some patients, not occur at all. The reasons for the transition and its high variability are not fully understood [64].

In our model, repeated immune attacks during the relapse-remitting phase of the disease are modeled as focal, repeated stressors (see Fig. 5b). These events raise acute damage levels $x$ (remyelination possible). Depending on how quickly damage is resolved, this affects baseline damage levels $z$ (no remyelination possible). The repeated immune attacks put the reactivity of immune competent cells to the test: As baseline damage levels $z$ increase locally and reactivity $G$ stays high, the ‘footprint’ of immune attacks increases. In order to avoid a breakdown of short-term stability and collateral damage by acute lesion spread, eventually the focal range $c$ is increased. This leads to a breakdown of seed removal, and slow compartmentalized neurodegenerative processes take over, leading to a transition to the chronic phase (see also Table 1).

The increase of the ‘footprint per attack’ shows that glial activity persists for a longer time after a peripherally driven immune attack (see Fig. 5b). This is reminiscent of the increasing intensity of RRMS lesions before the transition to SPMS. In contrast, failure to avoid acute lesion spread is equivalent to the development in progressive MS [11] and quickly expanding lesions in fulminant MS [86]. The slow processes in the chronic phase of the disease, which take over after failure of seed removal, are of various origins (see Appendix, Sec. A for details). For instance, myelin debris can inhibit oligodendrocyte differentiation [38]. Also, an impairment of astrocytic glutamate transporter protein expression and glutamate uptake can lead to slow self-enforcing neurodegenerative spreading. Following our model predictions, the point at which glial reactivity $G$ is down-regulated so much that seed-removal breaks down, characterizes the transition from RRMS to SPMS. Postponing the transition from RRMS to SPMS therefore hinges on the careful management of immune attacks and subsequent tissue adaptation.

3.3 Risk factors

Fig 5 highlights the importance of early adaptive changes to subthreshold stressors prior to the outbreak of the disease, thus requiring the consideration of a multidimensional complex system, rather than manipulation of a single signaling pathway (see box). This is consistent with common risk factors. Aging is a major risk factor in AD [105] and MS [39], which affects several parameters in the model presented here. First, baseline damage $z$ increases with age. This may be due to mitochondrial dysfunction, DNA damage and oxidative stress, or maladaptive ion channel redistribution along inflamed axons [39, 106]. Additionally, microglial surveillance functions are down- or dysregulated, corresponding to a widening of the focal range $c$ and a dysregulation of reactivity $G$. For instance, microglial motility decreases [24], in some brain regions young homeostatic microglial signature is lost [44] and microglia exhibit reduced induced phagocytic activity [105]. In old age, microglia also develop more inflammatory phenotypes [105, 20]. According to the model presented here, this is likely a secondary effect due to increased damage levels $x$. These induce an overall higher glial activity $Gx$, even if reactivity $G$ is down-regulated (see Tab. 1).

In contrast to the breakdown of seed removal, vulnerability to a transition from the challenged to the primed state may be due to the intracellular accumulation of misfolded proteins, e.g. in AD or Parkinson’s disease (PD). In particular, this can influence glial reactions to cell-death $D$: glial phagocytic function may become up-regulated and negatively affect neighboring neurons [4]; and necrosis of long-term stressed neurons can lead to further inflammation and damage propagation [111]. This can lead to fast domino-
like passing on of neurodegeneration to neighboring tissue, characteristic for the primed state (see Fig. 3). Another possibility is that dying neurons negatively affect baseline damage levels of neighbors, therefore contributing to slow neurodegenerative damage-propagation, characteristic of the chronic state. We also note that vulnerability to the primed state is heightened if glial reactivity is disproportionately upregulated (see Fig. 3), e.g. following immune training from the periphery [109].

3.4 Therapy

Our results suggest postponing the transition from the challenged to the chronic phase as a therapeutic target (see Tab. 1). This transition, which marks the breakdown of maintenance processes, likely precedes the appearance of disease-specific symptoms and clinical diagnosis. The transition may be postponed by keeping the focal range c narrow and glial reactivity G high – which can be summarized as maintaining ‘glial fitness’. We note, however, that maintenance of seed-removal and short term resilience become conflicting goals with increasing baseline damage levels, e.g. in stressed tissue or in age. Therefore, G and c need to be carefully managed and adapted. The main goal in the challenged phase is to maintain active seed removal without compromising short-term stability, i.e. avoiding the primed state (see Tab. 1). Possible avenues are the maintenance of the various checkpoint mechanisms of the innate immune system [32], as well maintenance of microglial motility [24]. This becomes increasingly important with age [77]. Warning signs which signal the exhaustion of the challenged state are delayed seed removal (see Fig. 3a) and decreased short-term stability (see Appendix, Fig. 8). Our model therefore suggests the development of diagnostic tools which can probe changes to these dynamic tissue qualities.

**Hypothesis:**
Glia identify and actively remove damaged but viable neurons (seeds) to prevent slow neurodegenerative feedback processes.

**Results:** Healthy glial activity is challenged by slow sub-threshold stressors and maladaptive immune responses. This affects repair-or-dispose decisions of the neuron-glia unit and leads to (iii) a primed tissue state which amplifies external stressors or (iv) habituation and a breakdown of identification and removal of seeds, resulting in neurodegeneration. In a chronically stressed tissue, maintaining resilience w.r.t. both scenarios represents a conflict of goals.

**Possible experimental validation:** To test our model predictions, the ability of glia to dispose of seeds and to contain activation needs to be measured in the following states (see Table 1): in healthy tissue (state i), after slow subthreshold damage accumulation (state ii), and during neurodegeneration (state iv). The transition to the primed tissue state (iii) can be tested by suppressing the ability of the tissue to habituate to slow damage accumulation, and then test for external stressors amplification.

Active seed removal requires an anti-inflammatory protective tissue reaction to cell death (negative D). The exhaustion of this effect may lead to a primed state and therefore act as an accelerator and facilitator of neurological disease progression, in particular in protein-accumulating diseases. To avoid or postpone this transition, therapeutic interventions need to selectively reinforce the resolution, but not the initiation, of glial reactivity.

In contrast to early disease phases, in which high reactivity G needs to be maintained, our results show that in the chronic phase, active seed removal is dysfunctional, calling for a down-regulation of reactivity G, e.g. using anti-inflammatory treatments. This avoids the vulnerability to collateral damage (see Fig. 4), and slows down feedback processes which drive neurodegeneration. The disease-phase specific approaches
outlined here highlight the importance of maintaining a delicate balance of several processes of neuron-glia crosstalk across different timescales. This is in line with conclusions drawn from failures of clinical trials of AD drugs [18, 34], which call for earlier diagnosis and treatment strategies, as well as the use of more realistic Aβ concentrations for in vitro, cell and animal models.

3.5 Conclusion and Outlook

An experimental verification of the model predictions needs to satisfy several requirements (see box). First, seed removal is a reaction to an innate perturbation, therefore a highly sensitive process. External seed induction must mimic this perturbation. This is especially difficult, as the spontaneous development of pathological processes is poorly reproduced by animal models. In Alzheimer’s, the interplay between amyloid plaque deposition, intracellular tangles and dementia is not replicated by any animal model [107]. Second, subthreshold damage accumulation must mimic slow physiological adaptation processes to ageing, cardiovascular dysfunction and glymphatic system dysfunction. It is unlikely that animals with a shorter life span exhibit the same adaptive processes as humans. Finally, the pathology in the model system must develop spontaneously. This significantly constrains experiments, which often hinge on a controlled induction of the disease, and puts the focus on human pathological data.

We argue that animal models provide indispensable insights into mechanisms of brain function. Often, however, they do not replicate the human interplay of these functions sufficiently well to find adequate therapies. Failure to account for the human complexity has been given as one of the reasons for the repeated failure of clinical trials for Alzheimer’s [18, 34, 30] and progressive multiple sclerosis [20]. In this light, computational models can provide insights for the interaction of mechanisms across timescales. Nevertheless, we highlight that the model proposed here is a coarse-grained description of neuron-glia crosstalk. Future work needs to extend the model to include other factors which impact tissue maintenance function such as immune communication along the gut-brain axis [103], or the differential activation of astrocytic and microglial phenotypes.

In conclusion, based on existing genetic and experimental reports, we propose a self-consistent computational description of the ambiguous function of neuron-glia crosstalk with a minimal number of parameters. The model is in agreement with current experimental findings for the most common neurodegenerative conditions. We identify stereotypical disease states which are common in health and across several diseases and suggest a state-specific intervention: maintenance of glial fitness, i.e. reactivity and focal range in early, preclinical phases; management of the ability to contain and resolve glial activation after cell death to prevent primed tissue; and reduction of reactivity in the chronic phase of the disease. Specifically, we have shown how failure of the interplay of innate maintenance processes might be at the heart of the onset of the most common neurological diseases. These results highlight the importance of understanding innate and dynamic maintenance processes prior to disease outbreak in the race to find cures for the most common neurological conditions.

4 Material and Methods

4.1 Numerical details

For the simulations, baseline neuronal damages $z_n$ are independently drawn from a log-normal distribution with mean $\langle z \rangle$ and a standard deviation of 50% of the mean. In Fig. 2a, Eq. 1 is solved for 1000 neurons with $\langle z \rangle = 0.05$, averaged over 20 distributions. The seeding rate and slow time scale used in Fig. 2a and 5 are $\nu = 1/(2000\text{yrs}), 1/(500\text{yrs})$ and $\tau_\infty = 25, 50$ years, respectively. The spreading parameter is $M = 10$. 2D simulations in Figs. 4 and 5 were done on a uniform grid of $n \times n$ neurons ($n = 30$). Stressors are modeled by
a local and temporally limited stressor function $f_{\text{ext},n}$ which is added to the right hand side of Eq. 2. For Figs. 4 and 5, $f_{\text{ext},n} = A(t)e^{-|r_n-r_c|^2/(2\sigma^2)}$, where $A(t) = \tilde{A}(1+\tanh((12h-t)/4h))/2$ and $\sigma = 3$, $r_c = (n/2,n/2)$. For Figs. 4, $A = 0.25$ and for Figs. 5a and Fig. 5b, $A = 0.1$. In Fig. 5, the footprint of each local attack is computed as $\Delta_n = \int_0^\infty x_n dt - (x_n|_{t=0} + x_n|_{t=\infty})/2$. For Figs. 5a and 5b, $\Delta_n/500$ and $\Delta_n/200$, and appear at a rate of 1/(2yrs) and 1/(5yrs) for Figs. 5a and 5b, respectively. In Fig. 5, glial reactivity is constantly adapted such that $4G\langle z \rangle = 1/2$. Glial focal range is adapted such that the maximal eigenvalue of Eq. 2a is not greater than $-0.1/\tau$.

4.2 Seeding parameter $S$

The seeding equation 1 may be nondimensionalized to obtain

$$\frac{dz_n}{dt'} = \frac{1}{\nu\tau_\infty} \sum_{m \in \mathcal{C}_n} (z_m - \theta) + z_{\text{cliff}} \sum_k \delta (t' - t'_{k,n}) \,,$$

with dimensionless timescale $t' = t\nu$, and where the seeding events $t'_{k,n}$ take place at a rate of one. The early, linear damage propagation is then described by the dimensionless parameter

$$S = \frac{M}{\nu\tau_\infty} \,.$$

$S$ represents the balance of the spreading strength $M$, given by the number of elements in $\mathcal{C}_n$ and speed $1/\tau_\infty$, to the rate of independent self-induced seeding events $\nu$.

4.3 Mean field and steady state solutions

The mean field limit of Eqs. 2 is defined by $x_n = x, g_n = g, z_n = z$ constant for all $n$. The prefactor of the sum in the second term of Eq. 2a was chosen such that the term becomes $1/\tau \sum_{m=-\infty}^{\infty} e^{c|m-n|} g_m = g$ for $g_n = g$. For subthreshold insults $x < 1$, $g = Gx^2$, the neuronal damage $x$ solves $\tau \frac{dx}{dt} = -(x-z) + Gx^2$, with steady states given by $x_\pm = (1 \pm \sqrt{1-4Gz})/(2G)$. Here, $x_+$ and $x_-$ are the unstable and stable solutions, depicted in Fig. 2 by dashed and solid lines, respectively. The critical point, beyond which no stationary solution exists, is given by $z_{\text{crit}} = 1/(4G)$, as used in Figs. 2 and 3.
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Appendix A  Biological processes of neuron-glia crosstalk across timescales

In Fig. 1 of the main manuscript, we classify neuron-glia interactions into five classes. In Supplementary Fig. 6, we show at which time scale these interactions act. We distinguish between neuron-glia interactions which equilibrate in the timescale of hours to days, and slow processes, which drive neurodegeneration over the timescale of months to years.

**Slow neurodegeneration**

$\tau_\infty \sim \text{Years}$

- $A\beta$-accumulation and microglial overactivation
- Demyelination and inhibited oligodendrocyte differentiation
- Excitotoxicity and reduced glutamate clearance
- Protein propagation through synapses
- Slow spread of baseline damage

**Fast neuron-glia crosstalk**

- $\tau = 4 \text{ hrs}$
- Glial reaction to cell death: $	au_{\text{death}} = 24 \text{ hrs}$
- Neuronal cell death
- Protective glial reaction
- Demyelination
- Inhibited oligodendrocyte progenitor cell differentiation

**Figure 6: Neuron-glia crosstalk across timescales.** Top: On the timescale of hours, glia react differentially to neuronal damage: They provide neurotrophic support and repair, but can also induce damage. Glia also quickly react to neuronal cell death and induce a response which decays with timescale $\tau_{\text{death}}$. Bottom: At the timescale of years, slow age-, lifestyle- and disease-specific processes induce permanent neuronal damage, depicted by prototypical processes of the most common neurological diseases. With ‘…’ we indicate that only a selection is shown here.

### A.1 Details of fast processes of neuron-glia crosstalk

In this section, we provide further detail for the biological processes modeled in Eq. 2 of the main manuscript.

**Damage-repairing housekeeping functions**

Glia, the helper cells of the brain, play a crucial role in maintaining homeostasis, and in driving and resolving inflammation in the brain. Both microglia [63, 5, 110, 60, 84] and astrocytes [112, 61] exhibit differential and multidimensional activity patterns, which depend – among other factors – on the neuronal state. For instance, microglia provide neurotrophic support [51] and surveil the tissue [80]. Microglial activity is suppressed by so-called neuronal ‘Off’-signals, allowing for a regulation of sensing and housekeeping functions [8, 110, 60]. These signals are mediated by receptor-ligand interactions such as CX3CL1 and CD200 signaling [54, 51].

These homeostatic effects are included in the first term $x - z$ on the right-hand-side of Eq. 2a of the main manuscript. Note that we assume that the strength of repair functions increases proportionally with the amount of neuronal damage.

**Damage-inducing glial functions**

Glia, the helper cells of the brain, play a crucial role in maintaining homeostasis, and in driving and resolving inflammation in the brain. Both microglia [63, 5, 110, 60, 84] and astrocytes [112, 61] exhibit differential and multidimensional activity patterns, which depend – among other factors – on the neuronal state. For instance, microglia provide neurotrophic support [51] and surveil the tissue [80]. Microglial activity is suppressed by so-called neuronal ‘Off’-signals, allowing for a regulation of sensing and housekeeping functions [8, 110, 60]. These signals are mediated by receptor-ligand interactions such as CX3CL1 and CD200 signaling [54, 51].

These homeostatic effects are included in the first term $x - z$ on the right-hand-side of Eq. 2a of the main manuscript. Note that we assume that the strength of repair functions increases proportionally with the amount of neuronal damage.

Glia, the helper cells of the brain, play a crucial role in maintaining homeostasis, and in driving and resolving inflammation in the brain. Both microglia [63, 5, 110, 60, 84] and astrocytes [112, 61] exhibit differential and multidimensional activity patterns, which depend – among other factors – on the neuronal state. For instance, microglia provide neurotrophic support [51] and surveil the tissue [80]. Microglial activity is suppressed by so-called neuronal ‘Off’-signals, allowing for a regulation of sensing and housekeeping functions [8, 110, 60]. These signals are mediated by receptor-ligand interactions such as CX3CL1 and CD200 signaling [54, 51].

These homeostatic effects are included in the first term $x - z$ on the right-hand-side of Eq. 2a of the main manuscript. Note that we assume that the strength of repair functions increases proportionally with the amount of neuronal damage.

Glia, the helper cells of the brain, play a crucial role in maintaining homeostasis, and in driving and resolving inflammation in the brain. Both microglia [63, 5, 110, 60, 84] and astrocytes [112, 61] exhibit differential and multidimensional activity patterns, which depend – among other factors – on the neuronal state. For instance, microglia provide neurotrophic support [51] and surveil the tissue [80]. Microglial activity is suppressed by so-called neuronal ‘Off’-signals, allowing for a regulation of sensing and housekeeping functions [8, 110, 60]. These signals are mediated by receptor-ligand interactions such as CX3CL1 and CD200 signaling [54, 51].

These homeostatic effects are included in the first term $x - z$ on the right-hand-side of Eq. 2a of the main manuscript. Note that we assume that the strength of repair functions increases proportionally with the amount of neuronal damage.
release. Astrocytes respond to infections, trauma or inflammation by a process known as reactive astrogliosis, characterized by an increased production of pro-inflammatory cytokines such as IL-1β and TNF-α, and reactive oxygen species (ROS). Reactive astrocytes may also play an important role in inducing complement-mediated synapse elimination, which in many neurodegenerative diseases precedes, and might even drive, neuronal loss. Overactivated microglia can induce the transition of nearby astrocytes to a highly neurotoxic phenotype, causing widespread damage to the tissue. Microglia can also remove stressed-but-viable neurons as a response to so-called ‘eat-me-signals’.

The departure from the neuroprotective tissue reaction due to damage-inducing glial activity is modeled by the second term on the right hand side of Eq. 2a and Eq. 2b of the main manuscript.

Spatial effects and focal range One key ingredient of the model is that glial activity may not be perfectly precise in space, and may therefore affect neighboring parts of the tissue. This can happen through different pathways: For instance, pro-inflammatory phenotypes in neighboring cells can be induced by cytokine diffusion. Microglia migrate to regions of insult and form clusters as a reaction to blood-derived fibrinogen. Therefore, inhibition of microglial motility can lead to a loss of specificity and loss of precision. Also, astrocytic gap junction communication has been shown to play a role in spatial propagation of cell injury, and neuroprotection in ischemia (see for a review).

These spatial effects are modeled in the sum in Eq. 2a of the main manuscript.

Glial reactions to cell death Microglia clear neuronal debris, secrete anti-inflammatory cytokines and minimize damage to surrounding cells. An epigenetically mediated dysregulation of this tightly controlled clearance function can lead to damage in healthy neurons. Also following necrosis, in age, and in neurodegenerative diseases phagocytosis is reduced or can induce pro-inflammatory reactions via ATP released from dying neurons.

The resolution of inflammation following cell death, or its pro-inflammatory tissue reactions, are modeled by the exponential decay term in Eq. 2c.

A.2 Details of slow neurodegenerative processes

In this section, we provide further detail for the slow processes in different diseases which form vicious feedback loops and drive disease progression. These processes are modeled in Eq. 1 of the main manuscript.

Note how despite their different mechanisms, these processes have the following common key properties: First, the respective neuronal damage caused is permanent, i.e. it cannot be repaired by intracellular or glial functions. Second, once the damage exceeds a certain threshold, it spreads through the tissue. Finally, the processes involved are slow, and the permanent damage caused in the initial stages is not severe enough to kill individual neurons.

Protein accumulating diseases The accumulation of proteins in insoluble aggregates is a hallmark of Alzheimer’s disease (AD) and Parkinson’s disease (PD). It is thought that seeds recruit their soluble counterparts in living cells, therefore establishing a self-driven process. There is also evidence that neurodegeneration and glial reaction to it form a positive feedback.

In vitro studies for AD show that Aβ induces inflammatory microglial responses and primes microglia for a secondary stimulus. These activated glial cells appear before the first structural changes in the tissue. Initially, the immune response amplifies the glial clearance abilities on early stages of aggregation. However, prolonged exposure to excessive concentrations of proteins causes chronic inflammation. Overactivated microglia and reactive astrocytes then express neurotoxic factors and impaired Aβ clearance and lose their cleaning abilities. This winds up the protein aggregation.
and compromises the inflammation resilience in a vicious feed-back loop. In AD, the feedback has recently been linked to microglia-derived ASC specks, which act as an inflammation-driven cross-seed for Aβ pathology \[102\].

In AD, these processes extend the ‘amyloid cascade hypothesis’, where Aβ is seen as the main driving force of the disease. In particular, it has been proposed that AD transitions from a reversible disease course to an irreversible chronic autonomous cellular response. In this phase, disease progression no longer depends on aggregated proteins which trigger the initial response, but on glial chronic inflammation \[104\] \[31\].

Similarly, PD may progress when the initial cause of neurodegeneration has disappeared \[55\], pointing to a self-promoting mechanism within the brain tissue. Parkinson’s disease is characterized by the intracellular accumulation of α-synuclein protein in dopaminergic neurons of the substantia nigra. Damage spreading occurs if α-synuclein take-up by microglia induces inflammasome activation which in turn leads to α-synuclein truncation and accumulation \[51\]. Slow damage spread has also been reported in ALS and metastatic cancer \[58\].

Additionally, there is evidence that misfolded proteins, in particular tau and α-synuclein, can propagate from neuron to neuron \[27\] \[12\] \[101\] in a ‘prion-like’ manner \[58\]. This self-propagating seeding process may spread via synaptic connections \[27\] \[45\] or other mechanisms \[12\].

Multiple sclerosis In MS, immune cells penetrate the brain, demyelinate neurons \[70\] and induce excitotoxic insults \[94\] \[66\]. Several self-propagating processes can induce a vicious neurodegenerative cycle. First, in acute MS lesions, the transporter protein levels GLT-1 and GLAST are dysregulated and therefore impaired in their ability to take up glutamate \[62\] \[74\]. This is also seen in amyotrophic lateral sclerosis (ALS) \[73\]. This reduction in the astrocytic glutamate uptake \[82\] can exacerbate the toxic increases of intracellular calcium \[71\] following T-cell attacks in MS. This means that the tissue becomes increasingly vulnerable to excitotoxicity and external stress.

Second, with age and in disease, glial processes can reduce remyelination of neuronal axons. This may be a consequence of impaired myelin clearance from an initial insult due to reduced motility, surveillance, and phagocytic activity of activated microglia with age \[88\]. In MS, impaired myelin debris clearance can then lead to cholesterol crystallisation, inflammasome activation and a maladaptive immune response \[19\] \[38\]. Importantly, reduced myelin debris clearance, and the resulting myelin debris in the tissue, inhibits oligodendrocyte progenitor cell differentiation into oligodendrocytes \[38\], further aggravating the problem. Additionally, in MS, regulatory lymphocytes, which act through crosstalk with microglia \[35\], are less effective in inducing remyelination. Also, chronic inflammation and microglial activation, and increasing neuronal oxidative stress and damage of the axon-glia unit, can lead to a self-perpetuating vicious cycle \[48\] \[78\]. Recent studies even point at the possibility that decoupled pathological protein-propagation contributes to this vicious cycle in progressive MS, although research is still at an early stage \[90\].

Appendix B  Mathematical analysis

B.1  Focal range \(c\)

The interplay between glial reactivity \(G\), focal range \(c\) determines the tissue reaction to neuronal damage. It therefore determines whether seed removal is functional or not. In Fig. 7 the population effect of four configurations of \(G\) and \(c\) is shown as an example. In the following, we study the behavior of Eq. 2a of the main manuscript in the limit of very narrow and very wide focal ranges.

If the glial focal range is very narrow, \(c \to 0\), then \(\frac{1}{T^2} \sum_{m=-\infty}^{\infty} e^{i\pi m} g_m \to g_n\), and we obtain indepen-
dent ordinary differential equations for all \( n \):

\[
\tau \frac{dx_n}{dt} = -(x_n - z_n) + g_n. \tag{6}
\]

The results of the mean field section then hold individually for each neuron.

If the glial focal range is very wide, \( c \to 1 \), we map the discrete values of \( n \) onto the spatial variable \( \eta = \Delta \cdot n \) with \( \Delta = -\log c \). As \( c \to 1 \), \( \Delta \) decreases to zero, allowing us to define continuous state variables \( x(\eta), g(\eta), z(\eta) \). The sum in the second term of Eq. 2a becomes

\[
\frac{1 - c}{1 + c} \sum_{m=-\infty}^{\infty} e^{\Delta|m-n|} g_m = \frac{1 - c}{1 + c} \sum_{m=-\infty}^{\infty} e^{-\Delta|m-n|} g_m \quad \text{as} \quad c \to 1.
\]

\[
\frac{c \to 1}{2} \sum_{m=-\infty}^{\infty} e^{-\Delta|m-n|} g_m
\]

\[
\Delta \to 0 \quad \frac{1}{2} \int_{-\infty}^{\infty} e^{-|\eta-\eta'|} g(\eta') d\eta',
\]

where we used that \( \frac{1 - c}{1 + c} \to \frac{3}{2} + O(c - 1)^3 \) as \( c \to 1 \). Eq. 2a then becomes an integral equation

\[
\tau \frac{\partial x}{\partial t} = -(x - z) + \frac{1}{2} \int_{-\infty}^{\infty} e^{-|\eta-\eta'|} g(\eta') d\eta'. \tag{7}
\]

Therefore, for highly imprecise glial reactivities the characteristic length scale is \( \Delta \) and the influence of one neuron on another decays exponentially on that length scale. This can be observed in Fig. 3 and in the snapshots of Fig. 10.

**B.2 Stability analysis**

In Fig. 3 of the main manuscript, subthreshold properties of the system were studied for different mean damage levels \( \langle z \rangle \) and different reactivities \( G \). Here, we investigate the critical point for a single neuron. We do this by considering the nondimensionalized form of Eq. 2 of the main manuscript for \( x_n < 1 \)

\[
\tau \frac{dh_n}{dt} = -(h_n - H_n) + \frac{1 - c}{1 + c} \sum_{m} c^{n-m} h_m^2, \tag{8}
\]

with \( h_n = Gx_n \) and \( H_n = 4Gz_n \). This allows us to plot one stability diagram in \( (H, c) \)-space in Appendix Fig. 8.
Figure 7: **Functional tissue resilience requires tuning between focal range $c$ and tissue reactivity $G$.** Black solid and dashed lines represent stable and unstable steady states in the mean field limit. Red solid and dashed lines represent stable and unstable steady states of one neuron for a given $(z_n)$-distribution. Blue dots represent a population of 200 neurons, taken from a log-normal distribution (blue lines). Grey bars represent the histogram of their $(z_n)$-distribution. Note that some neurons cross the death threshold at unity. For a narrow focal range ($c = 0.25$), neurons react independently of each other (see left column). For a wide focal range ($c = 0.75$), population effects allow for regional compensation of locally elevated stress levels (see top right), but also of rescue of neuronal seeds, if the reactivity $G$ is attenuated (see bottom right). Red and black lines of the insets show mean field damage inducing and damage reducing glial effects $Gx^2$ and $x - z$, respectively, as a function of neuronal damage $x$. 

...
Figure 8: **Short-term stability and seed removal.** Analysis of Eq. 8 as a function of effective population reactivity $\langle H \rangle$ and focal range $c$ for a one-dimensional configuration. **a** Left: seed removal threshold $H_{\text{crit}}^{\text{single}}$ for a single neuron. Here, we studied the stability of the first neuron in a system of 25 neurons, and the resulting $H_{\text{crit}}^{\text{single}}$ was obtained by averaging over 50 $(h_n)$-distributions. Right: Highest eigenvalue $\lambda_i$. Higher eigenvalues indicate reduced short-term stability. **b**, Stability analysis from **a**, applied to three concrete values of $z$. Varying $H$ then stands for varying glial reactivity $G$. White areas indicate parameter ranges for which seed removal fails, i.e. $z_{\text{crit}}^{\text{single}} > 0.5$. As baseline damage increases, allowed parameter ranges become more constrained and less stable (higher eigenvalues). With increasing population-wide baseline damage levels $\langle z \rangle$, active seed removal and short-term tissue stability become conflicting goals: effective damage $\langle H \rangle$ needs to be higher and focal range $c$ needs to be narrow in order to ensure active seed removal. This pushes the system into increasingly unstable parameter ranges.
Figure 9: **Critical transitions as in Fig. 4b of the main manuscript.** Survival rate for different strengths of glial reactivity $G$ for different levels of glial focal range $c$, plotted as a function of the effective damage parameter $\langle H \rangle |_{G=\text{const.}}$. Simulations with anti-inflammatory, neutral or pro-inflammatory glial reaction to cell death ($D = -1, 0, 1$) are represented by cyan, black and red lines, respectively. Each symbol represents distribution of baseline damage levels ($z_n$), and solid lines represent mean values. Parameters: $N = 100$ in a periodic domain, $t_{\text{max}} = 10$ days, 20 runs per parameter set. Systems with a wide focal range ($c \to 1$) exhibit step-like transitions, for which all neurons survive until the critical point is reached, beyond which a steep decrease in survival rates is seen. In contrast, for narrow focal ranges ($c \to 0$), each neuron-glia unit reacts separately to the individual stress levels of the neuron, therefore allowing for a gradual decline of survival rates. Protective glial reactions to cell death ($D = -1$) can act as a barrier for the spread of damage and glial dysregulation and stabilize neuron loss after crossing the critical transition. If glial protective effects to neuronal cell death are attenuated ($D = 0$) or become toxic ($D = 1$), then the death of the first neuron sets off a domino-like knock-on effect that can lead to the death of large parts of the population. Tissue with intermediate focal range (e.g. $c = 0.5$) is particularly vulnerable to this effect, because local stress by a dying neuron fully acts on the neighboring neuron, and is not distributed across the tissue. This means that even though the system is stable locally, i.e. small perturbations to the damage levels can be compensated for, it is not stable with respect to the impact of one dying neuron, which sets off a propagating lesion.
(a) Death rate of a subthreshold stable tissue following an external attack for different baseline damage levels \( z \), as a function of glial reaction to cell death \( D \) and focal range \( c \), for effective reactivity \( H = 4G(z) = 2/3 \).

(b) Snapshots of an expanding lesion, initiated by an external insult as in panel A of (a) \( (G = 2.5, H = 2/3) \), for different levels of glial focal range \( c \) and glial reaction to cell death \( D \). Magenta circles in the plots of the first column depict the chosen parameter set. The colorscale in the first column represents the death rate, as in (a). The second column depicts lesion front paths for 10 \( (z_n) \)-distributions. The snapshot panels \( (t = 12h, 24h, \ldots) \) show neuronal damage values \( x_n \) for the path represented by the magenta line. Each bar represents one neuron. Blue bars represent amount of damage of alive neurons. Bars that reach 1 are dead neurons. Levels of red and green represents the level of inflammatory and anti-inflammatory glial reaction to neuronal cell death, respectively.

Figure 10: **Analysis of primed tissue.** Impact of an acute attack on a stable one-dimensional tissue with 100 neurons. Here, the stressor function is \( f_{\mathrm{ext, n}} = e^{-t/\tau_{\mathrm{ext}}} [1 - n/N_{\mathrm{ext}}]_+ \), where \( \tau_{\mathrm{ext}} = 48 \) h and \( N_{\mathrm{ext}} = 10 \). Acute attacks can initiate wave-like expanding lesions for highly reactive tissues. For a narrow focal range \( (c = 0.25) \), damage spreads in a domino-like manner from neuron to neuron. It is contained if glial reaction to cell-death is protective \( (D = -1) \), but spreads slowly if glial reaction to cell death is inflammatory \( (D = 1) \). For a wide focal range \( (c = 0.75) \), a large enough part of the neuronal population needs to be sufficiently damaged to activate the toxic feedback loop. In this case, the lesion spreads quickly, leading to partial and complete cell death for protective and inflammatory glial reactions \( D \), respectively.
Figure 11: **Lack of adaptation leads to early catastrophic neuron loss:** Effect of adaptation of glial reactivity $G$ and focal range $c$ for an Alzheimer’s disease model (AD) and a Multiple Sclerosis disease model (MS). The first column depicts the results as in Fig. 5 of the main manuscript. In the subsequent columns, we deactivate adaptation of $c$ (ii), adaptation of $G$ (iii), and both $G$ and $c$ (iv). In all cases, $c$ is not allowed to adapt beyond 0.6. The black dashed line represents the time point of catastrophic neuron loss of more than 100 neurons (11%). It is seen how no adaptation leads to early catastrophic neuron loss. The AD model is stabilized by $G$-adaptation, and the MS model is stabilized by both $G$ and $c$ adaptation.