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Abstract—Over the past decade, Interferometric Synthetic Aperture Radar (InSAR) has become a successful remote sensing technique. However, during the acquisition step, microwave reflections received at satellite are usually disturbed by strong noise, leading to a noisy single-look complex (SLC) SAR image. The quality of their interferometric phase is even worse. InSAR phase filtering is an ill-posed problem and plays a key role in subsequent processing. However, most of existing methods usually require expert supervision or heavy runtime, which limits the usability and scalability for practical usages such as wide area monitoring and forecasting. In this work, we propose a deep convolutional neural network (CNN) based model DeepInSAR to intelligently solve both the phase filtering and coherence estimation problems. We demonstrate our DeepInSAR using both simulated and real data. A teacher-student framework is proposed to deal with the issue that there is no ground truth sample for real-world InSAR data. Quantitative and qualitative comparisons show that DeepInSAR achieves comparable or even better results than its stacked-based teacher method on new test datasets but requiring less pairs of SLCs as well as outperforms three other established non-stack based methods with less running time and no human supervision.
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1 INTRODUCTION

Synthetic Aperture Radar (SAR) is a remote sensing technology, which uses active microwaves to capture ground surface characteristics. An Interferometric SAR (InSAR) image a.k.a interferogram is created from two temporally separated single look complex (SLC) SAR images via the point-wise product of one SLC image with the complex conjugate of the other SLC image. Thus each pixel in an interferogram indicates phase difference between two co-registered SLC images. The phase difference encodes many useful information including deformation of the earth’s surface and topographical signals and have been successfully used to obtain the digital elevation model (DEM). InSAR final products are widely used for civil engineering, topography mapping, infrastructure; oil/gas mining; natural hazards monitoring and elevation change detection. In any SAR system, as the satellite circumnavigates earth, SAR sensor launches millions of radar signals toward the earth in the form of microwaves. Then SAR image is represented as a SLC image, which is generated based on radar information echoed back from the ground. However, different ground surface compositions have strong impact on these radar signals. Some are reflected away from the satellite, some are absorbed by non-reflective materials and some are reflected back to the satellite. Signal reflections can be noisy resulting in SAR images with strong speckle noise. Furthermore, temporal and spatial variations between two SLC acquisitions, cause decorrelation, which also affects the interferometric phase [1]. Noisy SAR images make the interferometric phase filtering step on their output InSAR image more challenging. It is important to point out that the quality of estimated interferogram has direct importance to the whole processing pipeline. The phase noise will affect all subsequent stages from phase-unwrapping operation to the motion signal modelling [2]. Therefore, restoration of interferometric phase image becomes a fundamental and crucial step to ensure measurement accuracy in remote sensing. In this regard, the coherence map of interferogram is a crucial indicator showing reliability of the interferometric phase [3]. Therefore, interferometric phase filtering and coherence estimation are the main focus in this work.

In recent decades, numerous filtering methods have been proposed. Boxcar is a well-known method because it is straightforward and thus is still widely used nowadays. It simply performs a moving average to estimate the variation of local pixel pattern. In [4], authors show that this kind of simple average process is a maximum-likelihood (ML) estimator for interferometric phase and coherence when all involved processes are stationary. Unfortunately, InSAR images are inherently non-stationary because of changing topography and ground displacement. While Boxcar filter can be useful in a flat area, it is not suitable for areas with high slope. In addition, Boxcar outputs are unsatisfactory due to its strong smoothing behaviour caused by simple averaging. In addition to significant phase and coherence estimation error, it is vulnerable to loss of both spatial resolution and fine details. Other classical filters, such as median filter, 2-D Gaussian filter and multi-look processing, also have similar limitations.

Consequently, researchers started addressing the problem of non-stationary filtering for interferometric phase. Generally speaking, their methods can be categorized into two groups according to whether the filtering is done with
or without domain transformation. Lee filter [5] is a well known classical method working in the original spatial domain. It takes advantage of local fringe morphology modelling with anisotropic filter, which reduces the noise via local statistics and an adaptive window. Researcher in [6] introduced an extension of Lee’s method by using a minimum mean squared error estimator to exclude singular pixels within a selected direction. Another statistical optimization framework is proposed in [7], which applies Bayesian estimation in the filtering process. Some adaptive methods are proposed in [3], [9]. Vasile et al. designed an intensity-driven adaptive-neighbourhood method for denoising interferometric phase images [8]. Yu et al. used a low-pass filter along local fringe orientation with an adaptive-contoured-window [9]. In [10] Wang et al. pointed out phase fringe and noise frequency distribution are different, and hence noise can be detected without destroying the fringe signal. There are also some works which estimate maximum posterior probability, as filtered phase image can be obtained by modelling image prior as a Markov random field (MRF) [11], [7]. However, how to choose appropriate properties as image prior is still an open problem.

Besides studies in the spatial domain, Goldstein filter [12] is the first frequency domain method with Fourier transformation. One of its extensions [13] proposed a technique to preserve the signal in low noise (high coherence) areas by estimating dominant component from local power spectrum of the signal, which also adapts to the local direction of fringes. Other improvements to the Goldstein and Baran filters have been proposed by researchers, who tried to obtain more accurate coherence estimation and overcome the original method’s under-filtering issue on low coherent regions [14], [15]. A joint method, which uses modified Goldstein and simplified Lee filter, is invented in [16]. This filter particularly focuses on interferometric phase denoising under high dense fringes and low coherent situation. In [17], authors pointed out that filtering with adaptive multi-resolution technique is also necessary because of different sizes and shapes of the interferogram. It improves the filtering quality on fringes via better frequency estimation and invalid estimation correction. Inspired by the success of wavelet domain methods on natural image restoration, researchers had started considering wavelet domain for phase noise filtering. In [18], authors first proposed a wavelet domain filter in complex domain (WlnPF) based on a complex phase noise model. They proved that phase information and noise can be more easily separated in the wavelet domain. The success of WlnPF was of a great importance to lots of subsequent work. [2] applied wavelet packets based Wiener filter to further separate phase information in the wavelet packet domain, it achieves superior performance compared to the WlnPF filter. In [19], Bian and Mercer proposed undecimated wavelet transform by treating image filtering as an estimation problem. Overall, wavelet-domain filters seem to better preserve a good spatial resolution than other methods and have high computational efficiency. Xu et al. [20] introduced a joint denosing filter via simultaneous regularization in the wavelet domain. Phase discontinuities are well preserved through this joint sparse constraint and iterations.

Following the realization that clean signal phase values are also correlated in temporal domain, in recent years, many methods have started taking the interferogram stack into consideration. Theoretically, it is easier to extract displacement information over a longer period of time. DespecKS [21] introduced a space adaptive processing together with their SqueeSAR procedure that could filter interferometric phase properly by using amplitude SAR images. An adaptive multi-looking filter for airborne single-pass multi-baseline InSAR stacks is proposed in [22]. It achieves faster and more efficient estimation on complex covariance matrices of InSAR data stacks by employing principal component analysis (PCA) based thresholding. A simple and parallelizable filtering approach is proposed in [23] to effectively increase the number of pixels with a high temporal coherence as well as allowing a significant reduction in the overall processing time. The idea of Nonlocal filtering is to explore more information from the data itself. In general, images contain repetitive structures such as corners and lines. Those redundant patterns in an image could be analyzed and explored to improve filtering performance. Such nonlocal techniques have been extensively applied for natural image restoration and have gained superior results [24]. In recent years, more and more studies are deploying nonlocal techniques for SAR data filtering from amplitude images de-specking [25], [26], [27] to interferometric phase denosing [3], [28], [29], [30], [31], and InSAR stack multi-temporal processing [32], [33]. Compared to the aforementioned methods, although they are promising in some aspects, nonlocal based methods always achieve state-of-the-art results. Nonlocal filtering adapts estimation to the local signal behaviour to deal with non-stationary images like previous approaches, but it not only relies on local neighbourhood of the target pixel, but also takes consideration of the entire image according to the image self-similarity property. The first nonlocal method applied to interferometric phase filtering was proposed by Deledalle et al. in [25]. Both image intensities and interferometric phase information are used to build a nonlocal means model with a probability criterion for estimating pixels. NL-InSAR [3] is the first InSAR application to use a non-local approach for the joint estimation of the reflectivity, interferometric phase and coherence map from a pair of co-registered SLC SAR images. In [28] and [34], researchers achieve better results on textural fine details preservation by combining non-local filtering with other conventional natural image processing algorithm, such as pyramidal representation and singular value decomposition. A unified frameworks (NL-SAR) is proposed in [31] as an extension of NL-InSAR, where an adaptive procedure is carried out to handle very high resolution images. It is able to obtain the best nonlocal estimation with good quality on radar structures and discontinuities reconstruction. Recently, works on extending and modifying existing image restoration algorithms to suit interferometric phase domain achieve very promising performance. In [10], a modified patch-based locally optimal Wiener (PLOW) method is proposed for interferometric phase filtering that achieves on-par and better results than non-local means. Another famous algorithm, nonlocal block-matching 3D (BM3D) which is widely used for additive white Gaussian noise removing for natural images, also inspired researchers to propose InSAR-BM3D
which delivered state-of-the-art results for InSAR phase filtering. The method is not able to concurrently estimate phase coherence. Instead, InSAR-BM3D requires coherence map as input and as a result, the performance is likely affected by the accuracy of the coherence estimator.

Deep learning based methods, especially Deep convolutional neural network (CNN) techniques have shown their dominant performance in the past few years on different visual related tasks including image restoration. Milestone works using CNN have shown their ability to outperform almost all conventional algorithms. Built upon the experience of using natural image processing technique to interferometric phase filtering domain, in this work, we propose to integrate a new deep learning based model for SAR interferometric phase restoration and coherence estimation called DeepInSAR. The model is empowered by a set of state-of-the-art deep learning techniques, relying on suitable phase-oriented solutions. We aim to design a more effective joint phase filter and coherence estimator, by learning from the pre-generated training data. We pre-processed InSAR data into a single tensor to do a multi-modal fusion analysis of both phase and amplitude information. A densely connected feature extractor is used to achieve multi-scale feature extraction and fusion. Two subsequent fully connected CNN perform phase filtering and coherence estimation from extracted features respectively. InSAR phase noise can be approximated as a Gaussian. So, we adopt the residual learning strategy, which has been proven by other researchers as effective for removing such type of noise [35]. Meanwhile, pre-activation and bottleneck [36], as well as batch normalization techniques [37], are used to enhance training efficiency and boost the model’s performance.

The reminder of the paper is organized as follows, we first define briefly our interferometric phase model in Section 2. Section 3 describes our DeepInSAR model in detail. Experimental setup, as well as quantitative and qualitative comparison of the performance with three other established methods for both simulated and real data, are presented in Section 4. Future work and conclusion are discussed in Section 5.

2 Phase Noise Model

Similar to the classical additive white Gaussian noise (AWGN) degradation mode in natural image restoration problem, an interferometric phase can also be characterized by:

\[ \theta_y = \theta_x + v \] (1)

which has been validated in [5]. \( \theta_y \) denotes the noisy observation, \( \theta_x \) is clean phase component and \( v \) is the noise with zero mean and \( \sigma \) standard deviation representing different noise levels. It follows a similar definition in the natural image analysis that clean signals are independent from noise signals. Unfortunately, it is not feasible to directly use natural image processing algorithms in interferometric phase domain, because of branch cuts. According to the SAR interferometric phase calculation, the range of interferometric phase is within \([-\pi, \pi]\), which means that wrapped phase value could jump from negative to positive or positive to negative \( \pi \), and they could represent high-frequency motion signals that should be well preserved. Therefore, in this work, we follow the strategy in [10] and [18] to process the interferometric phase in the complex domain. In other words, the phase noise model could be represented by real and imaginary channels, which are continuous values:

\[ y_{\text{Real}} = \cos(\theta_y) = Q \cos(\theta_x) + v_r = Qx_{\text{Real}} + v_r \]
\[ y_{\text{Imag}} = \sin(\theta_y) = Q \sin(\theta_x) + v_i = Qx_{\text{Imag}} + v_i \] (2)

The noisy phase observation \( \theta_y \) is decomposed into two components \( y_{\text{Real}} \) and \( y_{\text{Imag}} \). \( v_r \) and \( v_i \) are AWGN noises in the real and imaginary parts, and they are independent from the underlying clean phase signals \( \theta_x \). As analyzed in [10], \( Q \) is a quality indicator, which is monotonically changing with coherence level. We designed our filtering network based on the above complex phase model. During training, the network learns to filter both real and imaginary parts and then the estimated clean phase \( \hat{\theta}_x \) could be reconstructed from filtered \( \hat{x}_{\text{Real}} \) and \( \hat{x}_{\text{Imag}} \) as:

\[ \hat{\theta}_x = \arctan\left(\frac{\hat{x}_{\text{Imag}}}{\hat{x}_{\text{Real}}}\right) \] (3)

3 DeepInSAR

In this section, we describe our proposed DeepInSAR in detail. The main goal is to establish and validate the idea of using deep learning method to automate and accelerate both interferometric phase filtering and coherence estimation, which are conducted separately in most of existing approaches. Recently, deep learning studies especially CNNs have been dominating various fields of vision-related tasks. Generally, their excellent performance can be attributed to their powerful feature classification and ability to learn image priors during the training stage. The reason why we choose to use CNN for InSAR filtering and coherence estimation is 1) CNN is effective for capturing spatial feature characterization with a lot of trained parameters, 2) Many achievements in deep learning can be borrowed to benefit better training and generalization, as well as to speed up and improve the output data quality. 3) Powerful GPUs could speed up CNN training and runtime inference. Deep CNN is well suited to be deployed on modern GPUs for parallel computation. All these advantages make deep learning techniques promising for InSAR phase filtering and coherence estimation, where real-time processing and high quality of large resolution radar images are required.

Fig. 1 illustrates the architecture of the proposed DeepInSAR network. At a high-level, our deep model includes multiple modules for handling different subtasks. The amplitudes and their interferometric phases of two SLC SAR images are combined by concatenating into a single tensor during preprocessing step. The output is subsequently fed into a densely connected feature extractor. Dense connectivity helps extract useful features under different scales and composite multi-scale features are suitable for different end tasks [38]. Two feature to image transformations are achieved by sub-networks performing: 1) phase filtering using residual learning strategy [39] and 2) coherence estimation. The model is expected to learn optimal discriminative functions, mapping from noisy observations to both latent clean phase signals and coherence, by a feed-forward neural network.
3.1 Prepossessing of Radar Data

Referring to our noise model in Eq. (2) we propose to fully utilize all the information from two SLCs rather than only analyzing interferometric phase. As shown in Preprocessing Module in Fig. 1, the raw input contains two noisy co-registered SLC SAR images $S_1$ and $S_2$. Interferometric phase image $I$ is calculated as:

$$ I = (A_{S_1} \odot A_{S_2}) e^{i\varphi_{S_2} - i\varphi_{S_1}} = A_I e^{\Delta \varphi} $$

where $A$ is amplitude and $\varphi$ is phase. In fact, the phases in SLC images look like random noise from one pixel to another because each pixel is a complicated function of scattering features located on the ground surface. However interferometric phase $\Delta \varphi$ represents phase-difference fringes illustrating changes in distance between ground and satellite antenna, which are valuable information needed for InSAR related application but they are often contaminated by noise. Intuitively, we want to incorporate amplitude images, because they usually show recognizable patterns like buildings, mountains, and valleys, which are useful spatial characterizations and hence informative for denoising and coherence estimation. For phase filtering, our DeepInSAR aims to learn a mapping function $F_{oc}$: observation $\mapsto$ clean. As shown in Eq. (2) $F_{oc}$ can include noisy $y_{Real}$, $y_{Imag}$ and $Q$ as observations. In this work, we further use two SLC’s amplitude value to replace the $Q$ in the observations, because we learn from [39] that coherence magnitude $|\gamma|$ can be approximated based on two SLC’s amplitude:

$$ |\gamma| = \frac{|\sum_{m=1}^{M} \sum_{n=1}^{N} A_{S_1}(m, n) A_{S_2}(m, n)|}{\sqrt{\sum_{m=1}^{M} \sum_{n=1}^{N} |A_{S_1}(m, n)|^2 \sum_{m=1}^{M} \sum_{n=1}^{N} |A_{S_2}(m, n)|^2}} $$

where $M$, $N$ represent estimator window size. This widely used coherence estimator shows a potential mapping $(A_{S_1}, A_{S_2}) \mapsto |\gamma|$. Moreover, As mentioned in Section 2, $Q$ is related to $|\gamma|$. Here we hypothesize that there is a mapping chain $(A_{S_1}, A_{S_2}) \mapsto |\gamma| \mapsto Q$. Hence, instead of using any handcrafted sampling estimator to estimate $Q$. We proposed to use a deep model to approximate the mapping function $F_{oc}$, in a simplified end-to-end manner by treating both SLC amplitudes together with interferometric phase as input observation to the network. Theoretically, sufficient and well-rationed input would help the model learn a proper mapping function to estimate latent clean signals more precisely. The same should also supports estimating the quality of signals (coherence).

Unfortunately, in real world SAR image, the range of amplitude values could be extremely broad, i.e., from 0 to 10e5, and the scale of the values also varies across different target sites and types of radar sensor. This is one of the reasons why learning-based studies are not pursued for SAR analysis because using uncontrolled amplitude values to train a deep discriminative model is not effective. In general, the learning-based method requires each input dimension to have a similar distribution with low and controlled variance, which has been suggested by many deep learning studies [40] [35]. Unnormalized input data can lead to an awkward loss function topology and place more emphasis on certain parameter gradients resulting in a poor training. Hence, for CNN layer, all the input pixels should be in the same scale. The amplitude values in raw SAR images are not suitable as input data for a deep model. In this work, we introduce an adaptive method to normalize all amplitude values to lie between 0 to 1. The model saturates potential outliers as well as keeps most dynamic changes in the original image without destroying or cutting off any essential ground characteristics.

Inspired by the classical outliers detector [41], we first calculate median absolute deviation (MAD) for SLC amplitude $A$:

$$ MAD = median(|A_i - \hat{A}|) $$

where $\hat{A}$ is the median of the data. Compared to the average absolute deviation, MAD is less affected by extremes in the distribution tail, and thus it is suitable for real SAR amplitude data. Next, we transform the data into the modified Z-score domain:

$$ A^{mz}_{i} = \frac{0.6745 \times (A_i - \hat{A})}{MAD} $$

$A^{mz}$ represents each pixel’s modified Z score. For outlier detection, researchers commonly use the absolute value of modified Z-scores to threshold the data, where data points with $|Z|$ score greater than 3.5 are potential outliers and
are ignored [41]. By observing amplitude images and their histograms from three real datasets as shown in the 1st and 2nd rows of Fig. 2, data points are close to Rayleigh distribution. So simply cutting off according to the modified Z score might cause loss of information located on the right tail of high amplitude values. Although logarithm transformation could help us visualize the images better, there is no fixed base number for all images because they might differ by order of magnitude. In our proposed normalization method, we adopt modified Z score as a transformation function to force all values to be close to 0 first and then all potential outliers will be far from 0 and greater than 3.5. To give a standard input data distribution for training the neural network, we apply hyperbolic tangent \( \tanh \) non-linear function as:

\[
\hat{A} = \frac{1}{2} \left( \tanh \left( \frac{A^{\text{mz}}}{7} \right) + 1 \right)
\]  

(8)

to bind all input amplitudes with a controlled variance. A good property of hyperbolic tangent \( \tanh(x) \) function is that the input value between -1 to 1 will be enhanced and others will be saturated. In our case, we divide \( A^{\text{mz}} \) by 7 (two times of 3.5) to make the majority of data points lie between -1 to 1. Then ground characteristics could be potentially enhanced after \( \tanh \) operations. Secondly, data points with relatively high amplitude are still kept on the right tail, and for those extremely high values, likely outliers, are saturated close to 1. Note that, we further normalize the transformed data to the range 0 to 1, because we use a Rectified Linear Unit (ReLU) activation for introducing nonlinearity in the CNN to learn complex features. Non-negative input is recommended to avoid saturated neuron at early training stage when using ReLU activation in the early layers [42].

As shown in the 3rd row in Fig. 2 after our proposed data normalization, all amplitude values lie in the range 0 to 1 are properly delivered without losing and breaking essential details. One can also observe this in the 4th row of Fig. 2. The final observation \( o \) is a tensor \([y_{\text{real}}, y_{\text{imag}}, \hat{A}_{S1}, \hat{A}_{S2}]\), and is the input to DeepInSAR.

### 3.2 Filtering with Residual Learning

Residual learning is designed for solving performance degradation problem on very deep neural networks [43]. In our interferometric phase filtering, we apply a similar idea but without using too many skip-connections within the network. We only create identity shortcuts for predicting the residuals of both real and imaginary channels. Instead of directly outputting the estimated clean components, the proposed model is trained to predict residuals. The model implicitly filters the latent clean signals with hidden operations within the deep neural network. For each of the real and imaginary channels we have the loss function below:

\[
\mathcal{L}(W_{fe}, W_{\text{real}}) = \frac{1}{2} \| R_{\text{real}}(o; W_{fe}, W_{\text{real}}) - (y_{\text{real}} - x_{\text{real}}) \|^2_F
\]

\[
\mathcal{L}(W_{fe}, W_{\text{imag}}) = \frac{1}{2} \| R_{\text{imag}}(o; W_{fe}, W_{\text{imag}}) - (y_{\text{imag}} - x_{\text{imag}}) \|^2_F
\]

(9)

where, \( W_{fe}, W_{\text{real}} \) and \( W_{\text{imag}} \) are the trainable parameters in the model corresponding to feature extractor, real and imaginary channels respectively. For both real and imaginary channels filtering, during the training iterations, our model aims to learn a residual mapping \( R(o) \approx y - \frac{w^{\text{mz}}}{2} \).
according to our noise model (Eq.1). Then the clean components can simply be reversed by $x = y - R(o)$. $(y, x)$ represents noise-free training sample (patch) pairs. Residual mapping is much easier to learn than the original un-referenced mapping. It has been shown to output excellent results in many low-level vision image inverse restoration problem such as image super-resolution [44] and image denoising [35]. To the best of our knowledge, we are the first to use residual learning and CNN to do InSAR phase filtering. The model now learns a residual mapping $\mathcal{R} : observations \mapsto residuals$ on real and imaginary channels respectively. Furthermore, it is known that phase noise variance $\sigma_p^2$ could be approximated by coherence magnitude $|\gamma|$ [39]:

$$\sigma_p^2 = \frac{\pi}{3} - \pi \arcsin(|\gamma|) + \arcsin^2(|\gamma|) - \frac{Li_2(|\gamma|^2)}{2}$$  (10)

where $Li_2$ is Eulers dilogarithm. Our input tensor for phase filtering includes two SLC's amplitude, which correlated to coherence magnitude. Hence, our designed observation input is well-rationed for predicting phase residuals.

### 3.3 Coherence Estimation

Coherence map is estimated from two co-registered SAR images and is usually used as an indicator of phase quality. Demarcation of image regions based on the degree of contamination (coherence) is an important component of the InSAR processing pipeline. Coherence denotes complete decorrelation. On the other hand, successful and accurate deformation is measurable with high coherence. Lower quality of interferometry corresponds to decreasing coherence level and increasing level of noise on the phase. Interferometric fringes can only be observed where image coherence prevails. Filtered output is usually combined with coherence map for further processing, because coherence map could tell how much useful signals are potentially within this area. Some of the filtering studies also require coherence map in the filtering process. However, most of them use Maximum Likelihood (ML) estimator (Eq. 5) or its extensions, which are usually significantly biased when they use Maximum Likelihood (ML) estimator (Eq. 5).

$$L = \frac{c}{c^e + 1}$$  (11)

$z$ is the reference coherence map that can be pre-calculated by any existing coherence estimator in order to generate training dataset for real images.

### 3.4 Shared Feature Extractor with Dense Connectivity

Natural images exhibit repetitive patterns, such as geometric and photometric similarities, which provide cues to improve the filtering performance. This concept is also valid for InSAR interferometric phase and SAR amplitude images. However, it should be noted that though, CNNs perform well for visual related tasks, it is known that as CNNs become increasingly deep, both input and gradient information can vanish and “wash out.” Recent work ResNet [43], [45] have addressed this problem by building shorter connections between layers close to the input and those close to the output. By doing this, CNNs can be substantially deep but still have accurate performance as well as efficient training. We adopt a dense connected CNN introduced in [38] as a shared feature extractor before the real-imaginary filter and coherence estimator. In the single-look interferometric phase, the latent noise level is related to the coherence magnitude [39]. A shared feature extractor for both phase filter and coherence estimation modules is expected to capture this relationship in latent space because weights in the feature extractor $W_{fe}$ are updated based on the gradient feedback back-propagated from both phase residual prediction and coherence estimation as shown in Fig.3. During training, the model can encode non-local image prior by updating network parameters according to both phase filter and coherence estimator loss. After training, the model can directly produce filtering and coherence output with a learned discriminative network function without any runtime non-local analysis.

Furthermore, because of the dense connectivity, our feature extractor follows multi-supervision that learns to extract common feature parameters for all related subsequent tasks [37].
A feature extractor is connected to every other layer in a feed-forward manner. During gradient back-propagation, each layer’s weight is updated based on all subsequent layers’ gradients. As shown in Fig. features extracted by each layer in the feature extractor module of DeepInSAR are based on all preceding layers’ output. At the same time, its own output is passed to all subsequent layers as input. In our network, all feature maps extracted at different depth levels are passed to both phase filter and coherence estimator as a single concatenated tensor. Note that, as per deep CNNs’ working mechanism, early layers extract most detailed and low complexity features with a small perceptual field. With increasing depth, later layers in the feature extractor start extracting high level and complex features with a larger perceptual field. Therefore, a densely connected CNN feature extractor allows each sub-module to perform its own task with multi-scale and multi-complexity features. Our DeepInSAR also achieves a deep supervision by allowing each layer in the feature extractor to have direct access to the gradients from both sub-modules. Dense connectivity guarantees the model to get better feature propagation and enables feature reuse and fusion, which is really important for InSAR phase filtering and coherence estimation. In real world images, ground data sites contain very different scale level characteristics. That is why most existing methods require user-defined window sizes to extract image characteristics. Therefore, all these methods suffer from the inability to choose a generic optimal window size, and fail to automatically generalize to different data sites. In our case, we use a dense CNN based feature extractor to intelligently select the best multi-level features for subsequent modules. The model is capable of generalizing on phase filtering and coherence estimation for different scale features in one image, as well as performing effectively on new site images.

3.5 Teacher-Student Framework

Based on our findings, the main reason why deep learning techniques have not been pursued widely in InSAR filtering and coherence estimation so far is the lack of ground truth image data (reference without noise) for training such models. For training our DeepInSAR model, we need image pairs as described in Section 3. However, there is no ground truth for real-world InSAR images. Therefore we introduce a teacher-student framework to make it feasible to train DeepInSAR for real-world images. From the literature, stack-based methods, like PtSel, always give reliable results. PtSel is an industry level algorithm for coherence estimation and interferometric phase filtering, which searches similar pixels across a stack of interferograms in both spatial and temporal domain. Despite the accuracy of stack-based methods, it requires historical SLCs and intensive online parallel searching using a high-end GPU farm, which limits its ability to be integrated into a time-critical InSAR processing chain. The stack-based methods have to wait for several months to collect sufficient data before it can start processing a new site. Although existing stack or non-stack based methods are powerful, most of them require human expert to ensure intermediate output quality because they are incapable of automatically detecting and removing all possible real world noise patterns from InSAR data. We introduce a deep neural network to replace the manual pre-processing, i.e., feature extraction; and post-processing, i.e., quality inspection, with a single intelligent trainable model. Similar to training an object classification neural network model, a large human labeled dataset is required in our approach. Human thus acts as a teacher to teach the model how to classify objects by providing human labeled data. For InSAR phase restoration and coherence estimation, we adopt the PtSel method to create filtered phase images for reference, coherence maps with human tuning and full stack processing to make sure the results are sufficiently reliable. The detail of the PtSel algorithm and its GPU implementation can be found at [46]. In our approach, PtSel with expert supervision becomes the teacher of the DeepInSAR model, which is a student. We are able to demonstrate that, after training, 1) the student DeepInSAR can generate on-par or even better results than its teacher method - PtSel, using the same test data sets, 2) our model only requires feed-forward inference on a single pair of SLCs, while PtSel requires more than thirty SLCs; and 3) our model can output filtering and coherence results after a one pass computation, while PtSel requires back and forward tuning processes and needs the phase unwrapping step, which is time consuming.

4 EXPERIMENTAL ANALYSIS

We compare our method with a number of other non-stack based methods, which can also perform both phase filtering and coherence estimation. They are 1) boxcar filter 2) NL-SAR [31] and 3) NL-InSAR [3]. We used publicly available implementations of these methods found in https://github.com/gbaier/despeckCL. Note that all parameters were set, when applicable, as suggested by the authors of the original papers, or else chosen to optimize the performance. We implemented the proposed DeepInSAR using Tensorflow-GPU 1.10. For a given training dataset, the model was trained on randomly extracted image patches with a size of 128x128. Network parameters were updated using Adam optimizer with a batch size of 64 and 0.001 initial learning rate. The model was trained on two NVIDIA 1080 GPUs for 6 hours with 1.5e6 iterations. To fairly compare the computational time, we executed all methods on the same GPU with an i7-8700K processor and 32GB RAM. It is worth noting that we built and trained our model using common hyper-parameter settings in our experimental setup because the work presented in this paper is mainly for validating the feasibility of using deep learning techniques to do InSAR phase filtering and coherence estimation. It is expected that more extensive hyper-parameter tuning will further improve the performance of our proposed deep model based on the explorations of researchers in [38][44]. We conducted experiments using both simulated and real-world data to assess the effectiveness and robustness of the proposed model. In this section, we also discuss learning capacity and generalization ability, which are essential criteria for evaluating a learning model.
4.1 Results on Simulation Data

In this section, we present quantitative results using simulated data. Simulated data allows us to evaluate the filtered quality in a controlled environment by comparing with the simulated ground truth. Ground truth is treated as an optimal teacher for training our DeepInSAR; we can objectively demonstrate our model’s capability to learn proper phase filtering and coherence estimation for new simulated testing images, with ground truth available. The simulation strategy is similar to the work for generating the interferometric phase in \[30\]. Instead of synthesizing a limited known patterns, the additional advantage is to extend the simulation for randomly generated irregular motion signals, ground reflective phenomena, as well as non-stationary noisy conditions. We designed a synthetic InSAR generator to randomly simulate a pair of SLC SAR images with the following procedure:

- Generate first SLC image \( S_1 \) with 0 phase value. The amplitude value grows from 0.1 to 1 from the left-most column in the image to the right column following a Rayleigh distribution. This leads to a linearly growing of coherence from left to right.
- Generate second SLC image \( S_2 \) by adding random Gaussian bubbles as synthetic motion signals to the phase. The amplitude value is equal to \( S_1 \)’s amplitude value.
- Add random low-value amplitude bands (less than 0.3) on \( S_1 \) and \( S_2 \) to simulate stripe-like low amplitude incoherence areas.
- Generate noisy SLCs \( S_1^{\text{noisy}} \) and \( S_2^{\text{noisy}} \) by adding independent additive Gaussian noise \( v \) to both real and imaginary channels of \( S_1 \) and \( S_2 \).
- Calculate clean and noisy interferometric phase \( I \) and \( I^{\text{noisy}} \).
- Calculate ground truth coherence using clean amplitude, phase, and the standard deviation of base noise \( v \).

Our simulated image generator includes a set of parameters for controlling the complexity of the interferometric phase at different distortion levels. We generated 18 different configurations, by combining (1) three base AWGN levels of \( v \) (S1, S2, S3), (2) three fringe frequency levels of phase fringes (F1, F2, F3), and (3) with or without low amplitude strips (S, NS). For example, the dataset, which has a relatively high level of base noise, and low fringe frequency with low amplitude stripes, is denoted by S3-F1-S. Sample images are shown in the first column of Fig. 4. We generated 100 samples with 1000x1000 image resolution under each configuration. Half of them were used for...
training and the rest were for testing. In this experiment, in order to assess the learning capacity and generalization ability of our proposed DeepInSAR model, a single model was trained on all 18 datasets with the noise-free ground truth images (teacher). Because all amplitude stripes and motion signals are randomly generated, all images between training and testing datasets were distinct. Fig. 4 shows randomly selected samples from our simulation dataset. Our data generator is inspired by the noise simulation strategy described in [45]. Basically, we simulate speckle noise by adding uncorrelated zero-mean Gaussian random varibles to the real and imaginary parts of both sythetic SLCs before multiplying them for interferogram generation. To get the ground truth coherence for the simulated interferogram, we make an empirical mapping to it from the standard deviation of those random variables and the ground truth amplitude. This is because increasing the noise will decrease the coherence, and decreasing the amplitude will also decrease the coherence. In this case, each pixel in the generated interferogram is composed of 4 zero-mean Gaussian random variables with identical standard deviation. The source code of our simulator and full resolution simulated samples used in the experiments are available online at https://github.com/Lucklyric/InSAR-Simulator.

We use objective assessment to evaluate the performance of our method. Our test datasets include 18x50 = 900 simulated images with noisy and ground truth phase images, as well as corresponding coherence indices. The results obtained from Boxcar, NL-InSAR, NL-SAR and our proposed DeepInSAR are compared. We computed both root mean square error (RMSE) in radians, and mean structural similarity map (SSIM) between the filtered phase image and noise-free ground truth to quantitatively evaluate the filtering performance. RMSE is also used to assess coherence estimation. For visual comparison, sample outputs from Fig. 4 are shown in Fig. 5. The quantitative comparison is shown in Table 1. It can be seen that the proposed DeepInSAR significantly outperforms all other methods on most of 18 different distortion levels. All methods work fairly well on low-level noise and low-level fringe frequency cases. However, with increasing distortion level, all reference methods perform rather poorly. High-level fringe frequency indicates fast-moving areas on the ground. SSIM score indicates that our method preserves excellent detail even on highly dense fringes (F3). In this case, structural information is one of the most important information that any phase filtering method should preserve, because the performance of subsequent InSAR processing, e.g., phase unwrapping, is heavily affected by the distorted fringe structure. The filtering method should preserve the structural details as much as possible, and our proposed method demonstrates this capability. In particular, when distortion is with high base noise and high fringe frequency, our model only loses insignificant detail especially on relatively low coherent left regions. Although NL-InSAR can guarantee strong noise suppression with detail preservation on high frequency fringes, e.g., (Fig. 5th row), it over-smoothes the image when phase distortion level keeps increasing (note the left patch in 5th row of Fig. 4 and first row of Fig. 5). Fringe structures are washed out when both distortion level and fringe frequency are high (3rd row Fig. 5). Also, NL-SAR can successfully remove noises but its performance is highly dependent on the searching window size. We noticed that when we set a fixed small searching window size, e.g., 25x25, NL-SAR performed well on low frequency fringes at different noise levels (See Table 1 two F1 columns and 1st row in Fig. 5). However, a larger window size affected its performance on reconstructing high-activity areas. When we adjusted the searching window size back to a smaller size, NL-SAR was able to filter well on those highly dense fringes, but facing under-filtering problem on slow motion areas. During the experiments, we had to manually tune the set of parameters of reference methods in order to get reasonable results. Their coherence estimators also have similar limitations. Boxcar and NL-SAR tend to output low coherence on fast moving areas (3rd and 6th rows in Fig. 5) and fail to compute correct coherence around low amplitude strips (2nd row in Fig. 5). In comparison, our proposed model’s coherence output is most matched to ground truth on all different distortion cases. For instance, all three referenced methods tend to give better results when using (1) a small window size on highly dense fringe areas and (2) a large window size on low frequency motion.

### TABLE 1

RMSE and SSIM scores on 18 different types of Simulation dataset. $S$ denotes Gaussian level of base noise and $F$ represents fringe frequency. $S$ and NS mean with and without low amplitude strips respectively.

|           | S F1 | S F2 | S F3 | NS F1 | NS F2 | NS F3 | S F1 | S F2 | S F3 | NS F1 | NS F2 | NS F3 |
|-----------|-----|-----|-----|-------|-------|-------|-----|-----|-----|-------|-------|-------|
| F1        | 0.4469 | 0.5967 | 0.9624 | 0.8409 | 1.1787 | 2.0668 | 1.1230 | 0.9592 | 1.1930 | 1.3008 | 0.8886 | 1.1267 | 1.2203 |
| F2        | 0.4801 | 1.2012 | 0.4801 | 0.8078 | 1.2319 | 1.2801 | 0.8990 | 1.1687 | 0.8232 | 1.2537 | 1.3430 | 0.8627 | 1.2203 | 1.2927 |
| F3        | 0.6336 | 0.7832 | 0.8294 | 0.5135 | 0.8588 | 0.5829 | 0.8785 | 0.4929 | 0.8951 | 0.4241 | 0.9623 | 0.8199 | 0.6689 | 0.1948 |
| Phase SSIM| 0.4921 | 0.7372 | 0.6937 | 0.6865 | 0.6075 | 0.2510 | 0.7357 | 0.6152 | 0.8026 | 0.5717 | 0.2747 | 0.8750 | 0.6483 | 0.4612 |
| S F1      | 0.4897 | 0.6266 | 0.4989 | 0.8490 | 0.7413 | 0.7074 | 0.8590 | 0.5681 | 0.4694 | 0.8502 | 0.6557 | 0.5647 | 0.8168 | 0.4989 |
| S F2      | 0.5856 | 0.7723 | 0.6888 | 0.5050 | 0.8887 | 0.8117 | 0.8588 | 0.6746 | 0.5222 | 0.9024 | 0.7852 | 0.6398 | 0.7993 | 0.5748 |
| S F3      | 0.9511 | 0.9335 | 0.9015 | 0.9585 | 0.9493 | 0.9303 | 0.9122 | 0.8647 | 0.7976 | 0.9312 | 0.8966 | 0.8562 | 0.8349 | 0.7620 |

**Proposed** | 0.2125 | 0.1838 | 0.1850 | 0.2045 | 0.1663 | 0.1564 | 0.2688 | 0.2699 | 0.2774 | 0.2011 | 0.2038 | 0.2166 | 0.2549 | 0.2553 | 0.2591 | 0.1920 | 0.1955 | 0.1998

RMSE and SSIM scores on 18 different types of Simulation dataset. $S$ denotes Gaussian level of base noise and $F$ represents fringe frequency. $S$ and NS mean with and without low amplitude strips respectively.
There is no fixed size, which works for all 18 simulated distortion levels. However, we show that our learning-based DeepInSAR works well for all 18 simulated datasets with a single trained model. It has successfully learned the mapping from noisy observations (18 different distortions) to latent clean signals and coherence magnitudes, when we give it proper training samples to explore. Using densely connected feature extractor gives DeepInSAR the ability to intelligently handle multi-scale signal characteristics with a single model. Since the simulated signal patterns are random, therefore simulated motion patterns, noise conditions and low reflective strips, are irregular among all training and testing images. The evaluation output on the testing dataset shows that our trained model does not suffer from the over-fitting issue and only shows a small generalization error. It learns well from the teacher and the model can be generalized to new InSAR data.

4.2 Results on Real Data

Real complex features and noise patterns cannot be fully replicated by simulation data. However, we can conclude from simulation data experiments that if we can give the model close to clean reference data for teaching DeepInSAR, the model can learn latent mapping from training samples. As mentioned in Section 3.5, we use PtSel with expert supervision to generate clean reference phases and coherence maps for three real-world datasets captured by TerraSAR-X in StripMap mode [49]: 1) Site-A - 27 SLCs 2) Site-B - 37 SLCs, and 3) Site-C - 103 SLCs. We used a cropped version of these datasets with size 1000x1000 pixels. For coherence estimation, because the window-based PtSel coherence estimator is biased [46], we applied binary thresholding 0.5 on PtSel’s coherence output to transform the original regression problem into a classification task. During the inference step, we use coherence estimator’s sigmoid output as the confidence level to represent final coherence magnitude. To demonstrate the generalization ability of DeepInSAR on real word InSAR data, we trained the model using images from two sites and tested its robustness on the third site.

Three representative interferograms selected from each of the three real datasets are shown in Fig. 3. Filtered phases and estimated coherence obtained using BoxCar, NL-InSAR, NL-SAR, PtSel, and our trained DeepInSAR are shown in Fig. 3. We use qualitative comparison because we do not have noise-free real images for quantity evaluation. The boxcar filter tends to blur fringe edges because of its low-pass behaviour and it under-filters near incoherent areas. Though non-local based NL-SAR and NL-InSAR can provide as sharp and visually appealing filtered phase as DeepInSAR on high coherence areas, on medium and low coherence areas, they tend to flatten the phase and create artifacts in fully noisy areas. Both methods have lower overall variance and less blurring than the boxcar filter, though NL-InSAR has high variance in the estimates between the coherence/amplitude boundaries with streaky artifacts. In NL-SAR’s output, there are also artifacts, which are high coherence dots in low coherent area. The limitation is caused by NL-InSAR’s numerical instability algorithm and preferential treatment of amplitude, when the amplitude similarities disagree with the phase similarities. Explanation of NL-InSAR’s weakness is also discussed in [50] and [51]. Comparing to these non-stack based methods, our DeepInSAR offers both strong noise suppression and detail preservation. Moreover, in Fig. 3 it is obvious that the output from the three reference models looks very different from the original images of the sites. The comparisons confirm that our trained DeepInSAR model generalizes well to new InSAR data without any human supervision or parameter adjustment, which is required by other methods. Furthermore, besides the superior performance compared to other non-stack methods, under a teacher-student framework, DeepInSAR can achieve results comparable to or better than its teacher method with a learned discriminating neural network. The PtSel algorithm (teacher) has several limitations: (1) It relies on temporal information, which means that non-local linear motion can make it hard to pick a neighbourhood suitable for all interferograms, causing under-filtering in these areas. As a result, the algorithm has to wait for many more days of sufficient data before starting the process. (2) It has bias towards filtering results: PtSel looks for similar nearby pixels to perform filtering. If it does not find enough of such pixels, then the filtering is towards averaging, giving worse result compared to another pixel which can find lot of similar neighbours. PtSel’s filtering and coherence output is regarded as state-of-the-art in the literature, but it fails to give optimal output across the test input image because of its biased adaptive kernel estimation. On the other hand, the proposed DeepInSAR successfully distills the knowledge from training samples and generalizes the model to new unseen InSAR images with a simple feed-forward inference, without any human expert supervision, or intensive online searching on a stack of interferograms as required by PtSel. Our DeepInSAR model captures coherence in the fast-moving areas even better than PtSel and produces excellent delineation in the coherence with better contrast, which helps subsequent stages in the InSAR processing pipeline, i.e., when thresholding and weighting are required on the estimated coherence in the phase unwrapping stage. With respect to the average running time (T) in seconds, as seen from Table 2, the proposed method requires significant less running time than other non-stack methods because only feed-forward computation is needed after training. After testing different parameter settings (e.g. number of iterations and patch size), reference methods sometimes get better results after running a longer time. However, it is not always the case, which means that these methods have limited potential of full automation without human intervention. The proposed method shows better results with much faster processing time. It is worth mentioning that PtSel outputs used for training and visual comparison are generated using Titan XP GPU farm. This is because PtSel requires high-end GPUs for intensive parallel searching on a stack of SLCs (>30). In comparison, our method can run on a consumer level system aforementioned in Section 4, and perform filtering and coherence estimation using only two SLCs. Taking filtering, coherence performance and flexibility into consideration. DeepInSAR is very competitive and suitable for real world InSAR applications.
5 Conclusion

In this paper, we propose a learning-based DeepInSAR to address two important research issues: InSAR phase filtering and coherence estimation, in a single process. Our model works well in when using simulated and real data, under different synthetic distortion and real noisy pattern levels. To quantitatively assess DeepInSAR, we designed an InSAR simulator, which can generate motion and noise patterns randomly. We showed that DeepInSAR outperforms existing Non-stack based methods on both tasks. Results show that DeepInSAR can generalize well on new unseen images once it has been trained, and thus can be applied in various real world InSAR applications. We also presented a teacher-student training strategy, which allows DeepInSAR to augment, automate and accelerate existing un-differentiable methods using a differentiable deep neural network. Our trained model can obtain the same or better filtering and coherence estimation results compared to its teacher, requiring less amount of input and achieving higher computational efficiency. Comparing to other non-stack based methods, our model gives better results (1) without any human supervision and (2) with real-time performance. To address two important research issues: InSAR phase filtering and coherence estimation jointly using both amplitude and phase information of only two co-registered SLC SAR images. In future work, we will investigate how well the DeepInSAR framework can benefit subsequent InSAR analytic stages along the processing pipeline.
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