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Abstract

Noise prediction is important for crew comfort in an offshore platform such as oil drilling rig. A deep neural network learning on the oil drilling rig is not widely studied. In this paper, a deep belief network (DBN) with the last layer initialized with trained DBN (named DBN-DNN) is used to model the sound pressure level (SPL) in the compartments of the oil drilling rig. The method finds an optimal number of the hidden neurons in restricted Boltzmann machine by using a normalized Euclidean distance from the worst possible error for each hidden layer progressively. The dataset used for experimental results is obtained via vibroacoustics simulation software such as VA-One and actual site measurements. The results show that output parameters such as spatial SPL, average spatial SPL, structure-borne SPL and airborne SPL improve the testing root mean square error to around 20% as compared to randomly assigning the number of neurons for each hidden layer. The testing RMSE in the output parameters has improved when compared with a multi-layer perceptron, sparse autoencoder, Softmax, self-taught learning and extreme learning machine.
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1 Introduction

Due to rapid technology advancement, the industries aim to reduce the manpower by incorporating artificial intelligence (AI) in a different domain. For example, adding intelligence in the sense of having conscious thought in the systems allows them to make decisions that impact performance in the maritime industry. There are many applications of AI in electric vehicle (Ellassad et al. 2020), optimal path planning for research vessels (Liang and Wang 2019) and fault diagnosis of marine diesel engine (Hou et al. 2019). In addition, a deep evolutionary modeling was applied to marine propulsion systems (Diez-Olivan et al. 2019). It helped to predict temperatures related to a marine propulsion system, detecting anomalies in operating conditions.

It was followed by using neural network for collision avoidance system (Praczyk 2020), motion planning and task assignment (Zadeh et al. 2018) in an autonomous underwater vehicle. A broader application of the fuzzy neural network for condition maintenance of marine electric propulsion system (Liang et al. 2014) was demonstrated. The results improved the operational efficiency and maintenance ability of ship. In addition, machine-learning-based approach was used in marine environment (Li et al. 2019). The approach combined cross-recurrence plot and statistical analysis. It gives visualization of marine time series and the degree of similarity between different marine factors.

The knowledge-based engineering methods (Yang et al. 2012) involved an intelligent method for ship deck design used to provide suitable suggestions to reduce design cycle time and improve work efficiency. Monte Carlo simulation (Cui and Wang 2013) was applied on container ship. Reliability analysis using the uncertainty in the design vari-
ables subjected to seawater corrosion was performed. The approach applied on a ship structural design problem had resulted in a more robust design approach. Another paper Abramowski (2013) used simulated annealing and genetic algorithm to model the cargo ship effective power that helps in the power prediction on-board the ship.

In addition, the neural network approach was used to predict marine traffic (Daranda 2016) under different disturbances and geographical structures. The successful prediction on the turning regions led to a future application to predict the marine traffic situation. The estimation of the main engine power of a container ship was performed using multiple linear regressions (Cepowski 2017). The approach was applied to the engine power data collected from 4414 container ships over 10 years. The results obtained were more accurate than using a simple linear regression.

Despite the successes of the neural network on marine engineering and naval architecture involving ship, the AI applications on offshore industry such as oil drilling rig are still quite limited. Recently, there is a growing interest in noise control on the oil rig platform where crews are staying on board for an extended period. The noise affects their well-being especially at night where they require rest hour in the crew accommodation block while drilling is still ongoing. A new SOLAS regulation II-1/3-12 (Resolution MSC.337 (91)) requires new ships to reduce on-board noise and to protect personnel from noise.

The mandatory maximum noise level limits in different locations such as machinery spaces, accommodation and other spaces on board ships are imposed. For example, crew members without hearing protection should not expose to noise levels, exceeding 85 dB(A) for less than eight hours. In the event of more than eight hours in spaces with high noise, it should not exceed 80 dB(A). However, at least one-third of a day, they should subject to a noise level of below 75 dB(A).

In order to tackle the problem at the early design stage, a paper was first published using intelligent method (instead of expensive commercial software). A multiple generalized regression neural network model using fuzzy c-means with principal component analysis (PCA) (Chin et al. 2017) was used to reduce the size of the input parameters before predicting the sound pressure level (SPL) in different compartments on the oil rig platform. However, the method was quite computationally exhaustive as pre-processing using the fuzzy c-means and PCA was required. Hence, another paper suggested an adaptive online sequential extreme learning machine (ELM) (Chin and Ji 2018) for solving the same problem where the noise data were only available in batches. The ELM-based approach requires less training time as the parameters of the hidden layers are randomly generated without tuning. However, it exhibited a higher root mean square error over time than its counterpart such as multi-layer perceptron.

A deep neural network based on stacked autoencoder (Essien and Giannetti 2020) was also proposed. It consists of multiple layers of sparse autoencoders (AE) where outputs of each layer are connected to successive input layers. The first layer is usually meant to learn lower features, and it progresses to learn even higher-order features at a higher layer. In addition, a multilayer perceptron (MLP) (Fan et al. 2020) combined with other approaches can be used. However, it is still a class of feedforward neural network that consists of more than three layers where the input node consists of a nonlinear activation function. The updating of weight is still performed using the classical back-propagation (BP).

An extension from the single-layered neural network to multiple-layered neural networks to overcome the higher testing RMSE at the expense of reasonable training time was proposed. A deep architecture consists of several levels of nonlinear neural nets with various hidden layers (LeCun et al. 2015). Boltzmann machine (BM) is a log-linear Markov random field (MRF) (Fischer and Igel 2012). A restricted Boltzmann machine (RBM) is BM without connections between hidden–hidden and visible–visible. However, the RBM is the basic block used in the deep architectures in deep belief network (DBN) (Hinton et al. 2006) and deep Boltzmann machine (DBM). The DBN trains numerous layers of RBM via a greedy algorithm. After training the stack of RBMs, it can initialize a multi-layer neural network. On the other hand, the deep neural network (DNN) is stacked by including the last layer where it is initialized with trained DBN. The proposed network is sometimes called DBN-DNN (Tanaka and Okutomi 2014). The DBN-DNN is fine-tuned in a supervised manner using the classical back-propagation (BP) algorithm (Rumelhart et al. 1986).

In this paper, the DBN-DNN of 5-layer is used and compared with other networks such as MLP and AE to predict the four outputs, namely spatial sound pressure level (SPL), spatial average SPL, structure-borne noise and airborne noise at different octave frequencies (from 125 to 8000 Hz) using 13 input variables obtained from experiments and numerical results from the commercial software. However, issue related to the network structure such as finding the number of optimal neurons used in each hidden layer is still quite challenging in the AI research. Thus, a method to determine an optimal number of the hidden neurons in DBN-DNN is proposed. It uses a normalized Euclidean distance from the worst possible error across each hidden layer to determine the optimal number of neurons. The optimization moves progressively from first hidden layer to last hidden layer. The results using the optimized neuron number exhibit improvement in the testing root mean square error (RMSE) as compared to the DBN-DNN without the optimal search for the number of neurons or using the random number of neurons.

Most of the noise prediction uses sound spectrum and log-mel (Su et al. 2019) for subsequent CNN training. As
the log-mel inputs are color images, the computation time and resources can be quite intensive to perform the CNN for different locations on the oil drilling rig. Furthermore, they are mainly for classification tasks. In this paper, the sound pressure level (SPL) at different frequencies and spatial locations as inputs to model the sound pressure level is proposed. This paper contributes to the area of deep learning for noise prediction of spatial SPL, spatial average SPL, structure-borne noise and airborne noise at different octave frequencies on the offshore platform during the initial design stage where design data or information such as sound spectrum is limited. In addition, the paper also contributes to the finding of optimal number of neurons for each hidden layer that is still an active research areas, particularly for the frequency- and spatial-dependent data. Lastly, the overall approach eliminates the use of expensive commercial noise simulation software during the preliminary design stage of offshore rig design. Similar approach can be applied to other applications of interest.

This paper consists of the following sections. Section 2 describes the frequency-dependent noise dataset from the oil drilling rig for training: Sect. 3 reviews DBN fundamental that is essential to understand the topic. Section 4 describes the proposed neurons optimization algorithm for the hidden layers. Section 5 demonstrates the deep neural networks and comparisons with other approaches. Section 6 concludes the paper.

2 Frequency-dependent noise dataset

The frequency-dependent noise data used in this paper were obtained from the previous works (Chin et al. 2017; Chin and Ji 2018). The compartments or rooms in the oil rig can be affected by airborne, structure-borne and transmission noise. The main sound pressure level (SPL) parameters in dB(A) are mainly: output spatial SPL (or localized SPL measurement), structure-borne SPL (due to structural vibration), average spatial SPL (average of different SPL measurements within the compartment) and airborne (transmitted through the air from the noise source) SPL which can be predicted using the following input variables in Table 1. The data and related information can be downloaded from the following link: https://github.com/mcschin1/deeplearning_noise_offshoreplatform

1. total sound power level (SWL) or sound source
2. room type (NORSOK S-002 (Resolution MSC.337 (91)) administrated by Norwegian Technology Standards Institution for Norwegian offshore sector) for eight different room types based on the permitted noise levels on the board of the oil-rig

(a) Type 1- unmanned machinery room (maximum allowable 110dBA)
(b) Type 2- unmanned machinery room (maximum allowable 90 dBA)
(c) Type 3- manned machinery room (maximum allowable 85dBA)
(d) Type 4- unmanned instrument room (maximum allowable 75 dBA)
(e) Type 5- store, workshop and instrument room (maximum allowable 70 dBA)
(f) Type 6- living quarter public area, change room, corridor and toilets (maximum allowable 65 dBA)
(g) Type 7- living quarter public area, laboratory, local control room, galley, mess room, office, gymnasium, lobby (maximum allowable 60 dBA)
(h) Type 8- cabin, hospital, central control room (maximum allowable 45dBA)
3. room surface area
4. room volume
5. first nearest source sound power levels
6. source–receiver distance from the first source
7. second nearest source sound power levels
8. source–receiver distance from the second source
9. room mean absorption coefficient
10. the maximum sound power level of adjacent rooms
11. panel or insulation thickness
12. room type (refers to item 2) of the adjacent room
13. number of decks to the main deck

The hull dimensions of the jack-up rig involved in the study can be shown in Fig. 1. The proposed approach uses dataset (Chin and Ji 2018) to train the DBN-DNN model. There are not more than 215 observations in the thirteen input variables (Table 1) across the octave frequencies (i.e., 125 Hz, 250 Hz, 500 Hz, 1000 Hz, 2000 Hz, 4000 Hz and 8000 Hz) for predicting the SPL of the oil drilling rig. Data for each input variables were obtained from different rooms on the offshore platform (Table 1) using both the commercial VA-One software and site measurements. There are around 19565 data for all seven octave frequencies where 50% of it will be used for training and remaining for testing. As shown in Table 1, all data are continuous variables except for the data used for the room types which is a discrete variable. All data are normalized to the range from 0 to 1 before the machine learning.

3 Deep belief network

A graphical representation of an RBM used to form stacked RBM is shown in Fig. 2. The RBM is pre-trained using the training data via contrastive divergence (CD) (Hinton
training algorithm of the RBMs. Then, the states of the hidden binary units of the trained RBM are utilized as the training data for the next layer of the RBM. This process is repeated for other layers. The deep belief network (DBN) is constructed by stacking the trained RBMs. Adding a final decision layer to the DBN gives the DBN-DNN. The supervised training of the DBN-DNN by the back-propagation algorithm is called fine-tuning. The details of RBM to final DBN-DNN construction can be found in the following reference (Tanaka and Okutomi 2014).

The joint probabilities of visible units $v$ and hidden units $h$ of RBM (Fig. 2) can be denoted by

$$ p(v, h; W, a, b) = \frac{\exp^{E(v, h; W, a, b)}}{Z} $$

where $E$ is the energy function, $Z$ is the partition function, $W$ represents the weights connecting hidden and visible units and $a$ and $b$ are the biases of the visible and hidden layers, respectively. For example, $v = 1$ (or $h = 1$) when $b$ (or $c$) will be positive or vice versa. The partition function $Z$ is defined as

$$ Z = \sum_v \sum_h \exp^{E(v, h; W, a, b)} $$

The energy function $E$ in (2) can be expressed as

$$ E(v, h; W, a, b) = -h^T W v - b^T h - a^T v $$

where $a$ and $b$ are the biases of the visible ($v$) and hidden ($h$) layers, respectively, and $W$ represents the weights connecting $v$ and $h$.

The conditional probabilities of the hidden (visible) state given the visible (hidden) state are written as Eq. (4) and (5), respectively. The given visible and hidden states are both random binary variable. Hence,

$$ P(h = 1|v) = \sigma(W^T v + b) $$

where $\sigma$ is the sigmoid function defined as

$$ \sigma(W^T v + b) = \frac{1}{1 + \exp[-(W^T v + b)]} $$

$a$ is the bias and $W$ represents the weights connecting $v$ and $h$.

Similarly, the conditional probabilities of the visible state given the hidden state are

$$ P(v = 1|h) = \sigma(W h + a) $$

where $\sigma$ is the sigmoid function defined as

$$ \sigma(W h + a) = \frac{1}{1 + \exp[-(W h + a)]} $$

$a$ is the bias and $W$ represents the weights connecting $v$ and $h$.

The set of visible and hidden units are conditionally independent in RBMs. The block Gibbs sampling by simultaneously sampling visible (or hidden) units with fixed values of hidden (visible) units can be performed. A single step of Markov chain can be expressed as shown in Eqs. (6) and (7).

$$ h^{n+1} = \sigma(W^T v^n + b) $$

$$ v^{n+1} = \sigma(W h^{n+1} + a) $$

where $h^n$ is the set of all hidden units at $n$-th step of the Markov chain, $a$ and $b$ are the biases of the visible ($v$) and hidden($h$) layers, respectively, and $\sigma$ is the sigmoid function.

However, the update of each parameter in the process needs one such chain to convergence. It can be quite computationally exhaustive. The principle of CD can reduce the sampling process to just a single-step CD (known as CD-1). As seen in Fig. 3, it consists of the positive phase where the input sample went into the input layer $v_1$ and propagated to the hidden layer to give $h_1$ via Eq. (4). The result of the hidden layer $h_1$ propagates down to a new or reconstructed
### Table 1  Types of input and output variables (and limits) (Chin et al. 2017)

| No. | Input variables and outputs | 125 Hz | 250 Hz | 500 Hz | 1000 Hz | 2000 Hz | 4000 Hz | 8000 Hz |
|-----|-----------------------------|--------|--------|--------|---------|---------|---------|---------|
|     |                             | Max.   | Min.   | Max.   | Min.    | Max.    | Min.    | Max.    | Min.    | Max.    | Min.    |
| 1   | Sound power level (dBA)     | 104.6  | 0.0    | 115.2  | 0.0     | 122.0   | 0.0     | 128.0   | 0.0     | 123.0   | 0.0     |
| 2   | Room Type                   | 8.0    | 1.0    | 8.0    | 1.0     | 8.0     | 1.0     | 8.0     | 1.0     | 2160.0  | 16.2 |
| 3   | Room surface area (m2)      | 2052.0 | 39.2   | 2052.0 | 39.2    | 2052.0  | 39.2    | 2052.0  | 39.2    | 2052.0  | 39.2    |
| 4   | Room volume, V (m3)         | 2160.0 | 16.2   | 2160.0 | 16.2    | 2160.0  | 16.2    | 2160.0  | 16.2    | 2160.0  | 16.2    |
| 5   | Nearest source 1 (SWL)      | 101.0  | 0.0    | 112.0  | 0.0     | 119.0   | 0.0     | 125.0   | 0.0     | 120.0   | 0.0     |
| 6   | Dist. to source 1 (m)       | 20.0   | 0.0    | 20.0   | 0.0     | 20.0    | 0.0     | 20.0    | 0.0     | 20.0    | 0.0     |
| 7   | Nearest source 2 (SWL)      | 101.0  | 0.0    | 112.0  | 0.0     | 119.0   | 0.0     | 125.0   | 0.0     | 120.0   | 0.0     |
| 8   | Dist. to nearest source 2 (m)| 20.2  | 0.0    | 20.2   | 0.0     | 20.2    | 0.0     | 20.2    | 0.0     | 20.2    | 0.0     |
| 9   | Mean absorption coefficient | 0.3    | 0.0    | 0.6    | 0.0     | 0.7     | 0.0     | 0.6     | 0.0     | 0.6     | 0.0     |
| 10  | Max sound power level of adjacent room (dBA) | 104.6 | 0.0 | 115.2 | 0.0 | 122.0 | 0.0 | 128.0 | 0.0 | 123.0 | 0.0 | 75.0 | 1.0 | 0.5 | 0.0 |
| 11  | Room type of adjacent room  | 8.0    | 1.0    | 8.0    | 1.0     | 8.0     | 1.0     | 8.0     | 1.0     | 6.0     | 1.0     |
| 12  | Panel/insulation thickness (mm) | 75.0 | 0.0 | 75.0 | 0.0 | 75.0 | 0.0 | 75.0 | 0.0 | 75.0 | 0.0 | 28.6 | 25.5 | 75.0 | 0.0 |
| 13  | Number of decks to main deck| 6.0    | – 2.0  | 6.0    | – 2.0   | 6.0     | – 2.0   | 6.0     | – 2.0   | 94.1    | 8.8     |
| 14  | Spatial SPL (dBA)           | 90.5   | 20.4   | 97.2   | 21.0    | 103.3   | 16.2    | 109.4   | 12.9    | 104.5   | 9.9     |
| 15  | Spatial average SPL (dBA)   | 89.8   | 20.4   | 96.5   | 21.0    | 101.6   | 16.2    | 108.0   | 12.9    | 103.0   | 9.9     |
| 16  | Structure-borne SPL (dBA)   | 45.8   | 0.0    | 90.8   | 0.0     | 93.3    | 0.0     | 98.2    | 0.0     | 93.2    | 0.0     |
| 17  | Airborne SPL (dBA)          | 58.2   | 0.0    | 104.4  | 0.0     | 100.6   | 0.0     | 104.6   | 0.0     | 105.7   | 0.0     |
visible layer $v_2$ via Eq. (5) Then to $h_2$ again. The change of the parameters in the CD training can be expressed as
\[
\Delta w_{ij} = \varepsilon (\langle v_1^i h_1^j \rangle - \langle v_2^i h_2^j \rangle)
\] (8)
where $\varepsilon$ is the training rate, the superscripts of 1 and 2 of $h_j$ and $v_i$ are used to denote the step in the sampling process and the angle bracket refers to the average training data.

The inference Tanaka and Okutomi (2014) of the RBM by taking expectation after the activation function is defined as
\[
P(s_{l+1} = 1) = E_{P(s_l)}[\sigma(W^T_l s_l + b_l)]
\] (9)
where $\sigma$ is the sigmoid function, $E$ is the expectation of the probability $P(.)$, $s_l$ is the input, $b_l$ is the bias and $W^T_l$ represents the weights.

The conditional probabilities of the $(l+1)$-th node given all possible combinations of binary states of the $l$-th node are computed. It is followed by evaluating the expectation of conditional probabilities. The eventual closed-form approximation (Tanaka and Okutomi 2014) of (9) can be expressed as
\[
P(s_{l+1}^j = 1) = E[\sigma(w_j^i s_l^i + b_j^i)] \approx \sigma \left( \frac{\mu}{\sqrt{1 + \pi \rho^2/8}} \right)
\] (10)
where $E$ is the expectation, $w_j^i$ is the $j$-th column vector of the matrix $W^i$, $b_j^i$ is the $j$-th column vector of the matrix $b_l$, $s_l^i$ is the input, $\sigma$ is the sigmoid function, $\rho^2$ is the variance and $\mu$ is the mean.

Here, the mean $\mu$ and variance $\rho^2$ Tanaka and Okutomi (2014) in (10) can be defined as follows.
\[
\mu = E[s_{l+1}^j] = E[w_j^i s_l^i + b_j^i]
= \sum_i w_j^i P(s_l^i = 1) + b_j^i
\] (11)
\[
\rho^2 = V[s_{l+1}^j] = V[w_j^i s_l^i + b_j^i]
= \sum_i w_j^i \sum_{i'} w_{i'}^j P(s_l^i = 1)(1 - P(s_l^i = 1))
\] (12)
where $P(.)$ is the probability, $w_{ij}^i$ is the $(i,j)$-th element of the matrix $W^i$, $b_{ij}^i$ is the $ij$-th column vector of the matrix $b_l$, $s_l^i$ is the input and $V[s_{l+1}^i]$ represents the variance of $s_{l+1}^i$.

The forward inference of the DBN-DNN with the inference is easy. For the fine-tuning of the DBN-DNN, back-propagation two sets of partial derivatives (Wang and Manning 2013) are required. The back-propagation process can be obtained similarly using classical BP. The details can be found in Tanaka and Okutomi (2014), and its potential application can be seen in Zhang et al. (2017), Sun et al. (2018) and Xiong et al. (2018).
4 Neuron optimization algorithm for hidden layers

Problems related to the network structure such as the number of neurons for each hidden layer are still a challenging task within the AI research. In this paper, the optimal number of neurons used in the three hidden layers is based on the idea of Euclidean Distance. The method finds an optimal number of hidden neurons in DBN-DNN by using a normalized Euclidean distance between the current RMSE and the worst possible error. The approach applies on the first hidden layer and propagates to the last hidden layer progressively as seen in Fig. 4 before validating the final set of hidden neurons.

In the process of finding the optimal number of hidden neurons in one layer, the remaining hidden layer is set to one. A final validation using the optimal set of hidden neuron is performed to ensure the RMSE is indeed smaller than the worst-case value.

In summary, the procedure of finding the optimal neurons for one hidden layer is as follows.

1. The root mean square error (RMSE) of the test sample ($E_{ij}$) consisting of four actual SPL outputs ($j$), namely spatial SPL, average spatial SPL, structure-borne SPL and airborne SPL across different sets of neuron numbers ($i$), is computed. For clarity, only ten different numbers of neurons starting from 2 to 11 are used. The RMSE matrix can be tabulated in Table 2.

2. The best-case (equal to 0) and worst-case (equal to 80dBA as it should not exceed this value under SOLAS regulation II-1/3-12 [14]) RMSE value for each SPL output are also provided in the RMSE matrix as seen in Table 2.

3. The RMSE matrix is then normalized by the root mean square (RMS) value for each SPL output in Eq. (13). The normalized values can be seen in Table 3.

4. The Euclidean distance between the current and the best-case value of RMSE for the SPL outputs is given in Eq. (14). The values for the Euclidean distance are tabulated.

\[ R_{ij} = \frac{E_{ij}}{\sqrt{\sum_{j=1}^{m} E_{ij}^2}}, \forall i = 1, ..., n; j = 1, ..., m \quad (13) \]

where \( \text{RMS} \sqrt{\sum_{j=1}^{m} E_{ij}^2} \) is computed as [85.773 86.510 88.174 87.937]

| No. of Neurons | Spatial SPL(dBA) | Average spatial SPL(dBA) | Structure-borne SPL(dBA) | Airborne SPL (dBA) |
|----------------|-----------------|--------------------------|--------------------------|--------------------|
| 2              | 9.0090          | 11.117                   | 9.0475                   | 15.127             |
| 3              | 11.510          | 11.802                   | 13.985                   | 12.965             |
| 4              | 9.9609          | 10.222                   | 12.575                   | 10.594             |
| 5              | 9.5580          | 10.822                   | 10.360                   | 9.6611             |
| 6              | 9.1339          | 9.6388                   | 12.282                   | 11.120             |
| 7              | 9.5831          | 9.8609                   | 12.266                   | 11.007             |
| 8              | 10.146          | 10.525                   | 11.480                   | 12.200             |
| 9              | 9.7829          | 10.020                   | 12.759                   | 10.958             |
| 10             | 9.7910          | 10.111                   | 11.388                   | 9.7678             |
| 11             | 9.1148          | 9.7975                   | 10.303                   | 11.015             |
| $R^-$          | 0               | 0                        | 0                        | 0                  |
| $R^+$          | 80              | 80                       | 80                       | 80                 |
Table 3  Normalized testing RMSE of SPL outputs at different numbers of neurons

| No. of neurons | Spatial SPL (dBA) | Average spatial SPL (dBA) | Structure-borne SPL (dBA) | Airborne SPL (dBA) | SPL |
|----------------|------------------|--------------------------|--------------------------|-------------------|-----|
| 2              | 0.1050           | 0.1285                   | 0.1026                   | 0.1720            |     |
| 3              | 0.1342           | 0.1364                   | 0.1426                   | 0.1205            |     |
| 4              | 0.1161           | 0.1182                   | 0.1175                   | 0.1099            |     |
| 5              | 0.1065           | 0.1114                   | 0.1393                   | 0.1265            |     |
| 6              | 0.1117           | 0.1140                   | 0.1391                   | 0.1252            |     |
| 7              | 0.1183           | 0.1121                   | 0.1302                   | 0.1287            |     |
| 8              | 0.1144           | 0.1158                   | 0.1447                   | 0.1246            |     |
| 9              | 0.1142           | 0.1169                   | 0.1292                   | 0.1111            |     |
| 10             | 0.1063           | 0.1133                   | 0.1169                   | 0.1253            |     |
| 11             | 0.1063           | 0.1133                   | 0.1169                   | 0.1253            |     |
| R−             | 0                | 0                        | 0                        | 0                 |     |
| R+             | 0.9327           | 0.9247                   | 0.9073                   | 0.9097            |     |

Table 4 Distance between current and best value of RMSE for SPL outputs at different numbers of neurons

| No. of neurons | Spatial SPL (dBA) | Average spatial SPL (dBA) | Structure-borne SPL (dBA) | Airborne SPL (dBA) | S_j^+ |
|----------------|------------------|--------------------------|--------------------------|-------------------|-------|
| 2              | 0.0110           | 0.0165                   | 0.0105                   | 0.0296            | 0.2601|
| 3              | 0.0180           | 0.0186                   | 0.0252                   | 0.0126            | 0.2876|
| 4              | 0.0135           | 0.0140                   | 0.0203                   | 0.0145            | 0.2496|
| 5              | 0.0124           | 0.0157                   | 0.0138                   | 0.0121            | 0.2323|
| 6              | 0.0113           | 0.0124                   | 0.0194                   | 0.0160            | 0.2432|
| 7              | 0.0125           | 0.0130                   | 0.0194                   | 0.0157            | 0.2460|
| 8              | 0.0140           | 0.0148                   | 0.0170                   | 0.0192            | 0.2549|
| 9              | 0.0130           | 0.0134                   | 0.0209                   | 0.0155            | 0.2508|
| 10             | 0.0130           | 0.0137                   | 0.0167                   | 0.0123            | 0.2360|
| 11             | 0.0113           | 0.0128                   | 0.0137                   | 0.0157            | 0.2312|
| R−             | 0                | 0                        | 0                        | 0                 |       |
| R+             | 0.8609           | 0.8551                   | 0.8232                   | 0.8276            | 1.8373|

in Table 4.

\[ S_j^+ = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (E_{ij} - R_i^+)^2}, \forall j = 1, \ldots, m \] (14)

5. The Euclidean distance between the current and the worst-case value of RMSE for the SPL outputs is given in Eq. (15). The values for the Euclidean distance can be seen in Table 5.

\[ S_j^- = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (E_{ij} - R_i^-)^2}, \forall j = 1, \ldots, m \] (15)

6. Calculate the closeness or distance to the best value by computing the ratio of the worst-case RMSE value over the sum of both the worst-case and the best-case values of the RMSE for the SPL outputs in Eq. (16). The values can be seen in Table 6.

\[ C_j^- = \frac{S_j^-}{S_j^+ + S_j^-}, \forall j = 1, \ldots, m \] (16)

7. Finally, perform ranking on the ratio obtained from Eq. (16). As seen in Table 6, the optimal number of neurons is the higher value that is closer to the best case, \( S_j^+ \). In this case, the highest ratio or the optimal number of neuron is 11th neuron. Note that \( R^+ \) (or \( R^- \)) is not included as it is always the highest (or the lowest).

8. The optimal number of neurons for first hidden layer is used and the same procedure repeats for the 2nd until it reaches the last hidden layer. During the process of finding the optimal number of the hidden neurons in one layer, the remaining hidden layer is set to 1.

9. The final optimal number of neurons for all hidden layers is then used. The testing RMSE of the SPL outputs is validated to ensure that the optimal neuron numbers
Table 5  Distance between current and worst value of RMSE for SPL outputs at different numbers of neurons

| No. of neurons | Spatial SPL (dBA) | Average spatial SPL (dBA) | Structure-borne SPL (dBA) | Airborne SPL (dBA) | $S_j$ |
|----------------|------------------|---------------------------|---------------------------|--------------------|-------|
| 2              | 0.6850           | 0.6340                    | 0.6475                    | 0.5442             | 1.5845|
| 3              | 0.6376           | 0.6214                    | 0.5605                    | 0.5811             | 1.5494|
| 4              | 0.6668           | 0.6506                    | 0.5847                    | 0.6229             | 1.5890|
| 5              | 0.6745           | 0.6394                    | 0.6238                    | 0.6398             | 1.6054|
| 6              | 0.6826           | 0.6615                    | 0.5898                    | 0.6135             | 1.5961|
| 7              | 0.6740           | 0.6573                    | 0.5901                    | 0.6155             | 1.5928|
| 8              | 0.6632           | 0.6449                    | 0.6039                    | 0.5944             | 1.5832|
| 9              | 0.6702           | 0.6543                    | 0.5815                    | 0.6164             | 1.5882|
| 10             | 0.6700           | 0.6526                    | 0.6055                    | 0.6379             | 1.6019|
| 11             | 0.6830           | 0.6585                    | 0.6248                    | 0.6154             | 1.6068|
| $R^-$          | 0.8699           | 0.8551                    | 0.8232                    | 0.8276             | 1.8373|
| $R^+$          | 1.8373           | 0                          | 0                          | 0                  | 1     |

Table 6  Optimal number of neurons by examining $C_j^+$ and its ranking

| No. of Neurons | $S_j^+$ | $S_j^-$ | $C_j^+$ | Rank |
|----------------|---------|---------|---------|------|
| 2              | 0.2601  | 1.5845  | 0.8589  | 10   |
| 3              | 0.2890  | 1.5494  | 0.8427  | 11   |
| 4              | 0.2496  | 1.5890  | 0.8642  | 7    |
| 5              | 0.2323  | 1.6054  | 0.8736  | 3    |
| 6              | 0.2432  | 1.5961  | 0.8677  | 5    |
| 7              | 0.2460  | 1.5928  | 0.8662  | 6    |
| 8              | 0.2549  | 1.5832  | 0.8613  | 9    |
| 9              | 0.2508  | 1.5882  | 0.8636  | 8    |
| 10             | 0.2360  | 1.6019  | 0.8715  | 4    |
| 11             | 0.2312  | 1.6068  | 0.8741  | 2    |
| $R^-$          | 0       | 1.8373  | 1.0000  | 12   |
| $R^+$          | 1.8373  | 0       | 0       | 1    |

(Table 7 [11 − 3 − 2]) give the lower RMSE values than the worst case (see Table 8 equal to [5 − 11 − 8]).

The results of the neuron optimization algorithm for all hidden layers can be seen in the next section.

5 Experimental results

5.1 Neuron optimization algorithm for hidden layers at different frequencies

The neuron optimization algorithm is applied to DBN-DNN. The optimal number of neurons can be seen in Table 7 for 125 Hz. It is found that the optimal number of neurons is 11, 3 and 2. The average RMSE for the testing using the proposed optimal neuron number is approximately 20% less than the random assignment of the number of neurons. Similar phenomena can be seen in Fig. 5 where the SPL outputs have a closer match to the actual outputs as compared to other number of neurons.

Instead of using the same number of neurons for other frequencies, namely 250 Hz, 500 Hz, 1000 Hz, 2000 Hz, 4000 Hz and 8000 Hz, the results of the neuron optimization algorithm can be seen in Table 9. The average RMSE of the SPL outputs using different optimal numbers of neurons is higher than its counterpart that uses the same number of neurons [11 − 3 − 2]. In addition to the more training time required as a result of more number of optimization, the results for optimizing the number of neurons for each frequency do not show prominent improvement. In fact, the RMSE is slightly higher than the constant optimal number of neurons. Hence, the constant optimal number of neurons [11 − 3 − 2] is used for all frequencies.

5.2 Comparisons with other neural networks

Next, the DBN-DNN with the optimal number of neurons is then compared with the MLP, sparse autoencoder (AE), Softmax, self-taught learning (STL) and extreme learning machine (ELM). The results of other approaches tabulated in Tables 10 and 11 can be found in the paper Chin and Ji (2018). The sigmoid function was used except for ELM that used sinusoidal activation function. The number of neurons used for MPL, AE, Softmax, STL and ELM is as follows: 65, 25, 15, 200 and 2, respectively. The details can be seen in Tables 10 and 11.

The hardware environment includes a laptop with Intel 2.40 GHz CPU and 16G Memory. A total of 215 data for each input parameters for all octave frequency: 125 Hz, 250 Hz, 500 Hz, 1000 Hz, 2000 Hz, 4000 Hz and 8000 Hz, were used for machine learning. The thirteen input data can be
Table 7 RMSE for testing using an optimal number of neurons \([11 - 3 - 2]\) at 125Hz

| No. of neurons | 2nd layer | 3rd layer | 4th layer | Localized SPL (dBA) | Room average SPL (dBA) | Structure-borne SPL (dBA) | Airborne SPL (dBA) |
|----------------|-----------|-----------|-----------|--------------------|------------------------|--------------------------|-------------------|
| 2              | 0.8645    | 0.8523    | [0.8734]  | 9.6755             | 9.6739                 | 10.3739                  | 9.4692            |
| 3              | 0.8650    | [0.8666]  | 0.8560    | 9.8224             | 9.8089                 | 10.4888                  | 9.8263            |
| 4              | 0.8635    | 0.8500    | 0.8600    | 10.2038            | 10.1822                | 10.8532                  | 9.7141            |
| 5              | 0.8631    | 0.8450    | 0.8688    | 7.9167             | 7.8851                 | 8.6260                   | 10.6013           |
| 6              | 0.8634    | 0.8302    | 0.8461    | 10.1263            | 10.1048                | 10.8095                  | 9.9359            |
| 7              | 0.8636    | 0.8169    | 0.8425    | 9.0605             | 9.1735                 | 11.2480                  | 10.4736           |
| 8              | 0.8631    | 0.8480    | 0.8352    | 10.4275            | 10.1482                | 10.6753                  | 13.7164           |
| 9              | 0.8634    | 0.8570    | 0.8657    | 10.5758            | 10.5463                | 11.2578                  | 10.0299           |
| 10             | 0.8636    | 0.8662    | 0.8394    | 10.9348            | 10.6485                | 11.3260                  | 13.9328           |
| 11             | [0.8662]  | 0.8045    | 0.8675    | 10.4299            | 10.3875                | 10.0487                  | 10.2850           |
| Average        | 9.9173    | 9.8559    | 10.6707   | 10.7985            |                        |                          |                   |

Table 8 RMSE for testing using random assignment of number of neurons \([5 - 11 - 8]\) at 125Hz

| No. of neurons | Localized SPL (dBA) | Room average SPL (dBA) | Structure-borne SPL (dBA) | Airborne SPL (dBA) |
|----------------|----------------------|------------------------|---------------------------|-------------------|
| 2              | 12.6750              | 11.9985                | 11.5623                   | 11.8973           |
| 3              | 11.1339              | 10.6383                | 11.1423                   | 14.0363           |
| 4              | 14.3013              | 13.8551                | 13.5527                   | 16.2555           |
| 5              | 4.7404               | 14.2091                | 14.1974                   | 12.2804           |
| 6              | 9.6866               | 9.2504                 | 9.3485                    | 9.0593            |
| 7              | 9.6679               | 9.1342                 | 9.1349                    | 10.6857           |
| 8              | 14.7574              | 14.0909                | 13.7873                   | 19.2516           |
| 9              | 15.2133              | 14.5506                | 14.6168                   | 13.3477           |
| 10             | 16.6444              | 15.9197                | 14.7827                   | 13.1876           |
| 11             | 13.5756              | 12.7343                | 13.9823                   | 13.3356           |
| Average        | 13.2396              | 12.6381                | 12.6107                   | 13.3337           |

seen in Table 1. As such, a total of 19565 points were used for the noise prediction. Around 50% of the dataset was utilized for training and remaining was for testing. The performance was evaluated using the root mean square error (RMSE) of the four outputs: spatial SPL, average spatial SPL, structure-borne SPL and airborne SPL. The time spent on training is tabulated in Tables 10 and 11 for all the octave frequency. A three-hidden-layer DBN-DNN (excluding the input and output layer) was used.

The number of hidden units or neurons for the three-layer is configured as \([11 - 3 - 2]\). All the RBMs used in DBN-DNN are Bernoulli–Bernoulli RBMs. The maximum iteration was set to 500 that can be adjusted to fine-tune the results. The momentum value is between 0 and 1. To jump from local minima, the momentum value has to be high. If it becomes too large, the learning rate needs to be smaller. A substantial momentum causes a faster convergence. With both momentum and learning rate at high values, it will skip the minimum with a large step.

Conversely, a small momentum can increase the training time and can trap in local minimal. However, it can help to smooth out the variations for changing gradient. In this paper, the right value of momentum was obtained through trial and error. The initial momentum was set to 0.5 for the first five iterations followed by 0.9. The weight cost was set to 0.0002. It is used to decrease the cost function. By dropping out units (both hidden and visible), it helps to reduce overfitting issue. A dropout rate of 0.5 was used. The learning step size was set to 0.035. The inputs were normalized to 0 to 1 in order to reduce the training time and the risk of the local optima.

As observed in Tables 10 and 11, the DBN-DNN has the lowest testing RMSE among MLP, AE, Softmax, STL and ELM in all the selected octave frequency. However, the time taken to complete the training is moderately faster than MLP and Softmax. However, the DBN-DNN is slower than the ELM. The ELM is faster as it is based on a straightforward formula or structure that can achieve quite a fast training speed with only one hidden layer (not trained via a constant weight on the incoming connections). The training time for
DBN-DNN is around 20 s. Although ELM has a simple structure such as less neurons can be used for the hidden layer, the RMSE of ELM is not sufficiently small. Hence, a multi-layer neural network such as DBN-DNN is proposed to reduce the testing RMSE.

As shown in Figs. 6, 7, 8, 9, 10 and 12, the mean outputs of each neuron in the hidden layers of the DBN-DNN were plotted. As observed, each hidden layer is trying to learn the features of the thirteen input parameters. The first hidden layer is usually meant to learn lower features, and it progresses to learn even higher-order features at a higher frequency.
Table 10  Performance of DBN-DNN as compared to other approaches at 125 Hz, 250 Hz, 500 Hz and 1000 Hz

| Frequency (Hz) | Approaches                  | Testing root mean square error (RMSE) | Training time (in second) |
|---------------|-----------------------------|--------------------------------------|--------------------------|
|               |                             | Spatial SPL (dBA) | Average SPL spatial (dBA) | Structure-borne SPL (dBA) | Airborne SPL (dBA) |
| 125           | DBN-DNN (sig, [13,11,3,2,4]) | 9.917 | 9.856 | 10.67 | 10.79 | 19.98 |
|               | MLP (sig, 65 nodes)         | 33.06 | 32.91 | 25.37 | 25.33 | 27.94 |
|               | AE (sig, 25 nodes)          | 18.75 | 16.92 | 20.13 | 21.11 | 16.14 |
|               | Softmax (sig, 15 nodes)     | 40.03 | 40.62 | 41.31 | 44.74 | 74.52 |
| 250           | DBN-DNN                     | 10.03 | 9.99  | 12.38 | 11.32 | 17.81 |
|               | MLP                         | 25.95 | 16.57 | 25.44 | 21.46 | 1.990 |
|               | AE                          | 43.18 | 43.12 | 25.47 | 25.54 | 28.13 |
|               | Softmax                     | 12.84 | 13.15 | 14.72 | 14.37 | 15.87 |
|               | STL (sig, 200 nodes)        | 46.16 | 49.07 | 40.54 | 44.81 | 66.84 |
|               | ELM (sin, 2 nodes)          | 55.13 | 30.87 | 33.47 | 23.15 | 0 |
| 500           | DBN-DNN                     | 10.70 | 10.29 | 13.51 | 12.97 | 18.89 |
|               | MLP                         | 19.62 | 26.74 | 30.41 | 17.94 | 2.400 |
|               | AE                          | 43.80 | 43.71 | 25.30 | 25.34 | 26.56 |
|               | Softmax                     | 7.750 | 7.689 | 14.34 | 17.82 | 15.76 |
|               | STL                         | 48.63 | 46.68 | 40.32 | 48.34 | 67.47 |
|               | ELM                         | 72.24 | 50.05 | 48.70 | 5.78  | 0 |
| 1000          | DBN-DNN                     | 10.50 | 10.22 | 13.60 | 13.06 | 20.41 |
|               | MLP                         | 15.08 | 22.93 | 26.15 | 21.52 | 2.390 |
|               | AE                          | 43.89 | 43.81 | 25.26 | 25.31 | 23.58 |
|               | Softmax                     | 9.040 | 8.743 | 15.30 | 16.12 | 15.52 |
|               | STL                         | 42.87 | 44.29 | 46.08 | 45.83 | 66.85 |
|               | ELM                         | 55.78 | 66.42 | 67.96 | 29.24 | 0 |

layer. Unlike face recognition, each layer can learn edges and face features such as nose, eyes and mouth. In noise prediction, each hidden layer will learn the importance of the input parameters such as level of the noise source, the volume of the room, distance from the noise source and noise insulation or absorption coefficient of the room. However, the outputs of the neurons may not coincide with the input parameters, and the image plots may not provide information such as edge and features of the face (in the case of face recognition problem). Nevertheless, some insights into the performance of DBN-DNN in each hidden layer can be obtained.

For example, in Fig. 6 (for 125 Hz), more emphasis is placed on first and second hidden neurons to achieve the targeted spatial SPL, average spatial SPL, structure-borne SPL and airborne SPL. As the training continues to the next layer, the mean activation outputs become more prominent. The 4th layer gives the outputs of DBN-DNN in the range of 0 to 1 that are then converted back to the actual SPL values. As seen in Fig. 6, 7, 8, 9, 10, 11 and 12, the mean activation value of each neuron is quite different in each layer. In general, higher activation outputs can be found in spatial SP and average spatial SPL. On the other hand, the structure-borne SPL has the smallest activation output as compared to the rest. From the training, it can observe that a few layers are required to train the dataset in order to learn the necessary features that affect the SPL. Increasing the hidden layer beyond three does not have much improvement on the testing RMSE.

As observed from Figs. 13, 14, 15, 16, 17, 18 and 19, the responses of the noise prediction in each frequency can be plotted. In general, the RMSE of the SPL outputs is not more than 10dBA. The prediction of the overall SPL, in particular the airborne noise, performs better at a higher frequency of 2000 Hz and beyond. It is due to the fact that the airborne noise is characterized by higher frequency. As observed, there exist some deviations between the actual and prediction by DBN-DNN. It is due to the presence of both
Table 11  Performance of DBN-DNN as compared to other approaches at 2000 Hz, 4000 Hz and 8000 Hz

| Frequency (Hz) | Approaches                  | Testing root mean square error (RMSE) | Training time (in second) |
|----------------|-----------------------------|----------------------------------------|---------------------------|
|                |                             | Spatial SPL (dBA) | Average spatial SPL (dBA) | Structure-borne SPL (dBA) | Airborne SPL (dBA) |
| 2000           | DBN-DNN(sig, [13,11,3,2,4]) | 8.180 | 7.417 | 11.19 | 9.715 | **21.51** |
|                | MLP(sig,65 nodes)           | 21.38 | 23.08 | 29.24 | 25.68 | 2.960  |
|                | AE (sig,25 nodes)           | 39.65 | 39.53 | 25.23 | 25.25 | 24.20  |
|                | Softmax (sig,15 nodes)      | 9.830 | 8.204 | 13.33 | 18.08 | 15.19  |
|                | STL(sig,200 nodes)          | 48.14 | 47.20 | 38.66 | 46.94 | 65.28  |
|                | ELM(sin,2 nodes)            | 57.89 | 82.34 | 67.69 | 16.54 | 0      |
| 4000           | DBN-DNN                     | 5.330 | 5.276 | 8.026 | 8.546 | **22.01** |
|                | MLP                         | 23.63 | 25.41 | 22.30 | 19.30 | 2.590  |
|                | AE                          | 37.53 | 37.38 | 25.26 | 25.24 | 26.36  |
|                | Softmax                     | 16.39 | 10.46 | 10.40 | 15.39 | 15.24  |
|                | STL                         | 47.45 | 35.12 | 37.71 | 48.29 | 28.46  |
|                | ELM                         | 39.15 | 43.66 | 59.73 | 18.97 | 0      |
| 8000           | DBN-DNN                     | 6.873 | 6.874 | 5.992 | 6.088 | **23.32** |
|                | MLP                         | 27.22 | 25.34 | 24.42 | 26.50 | 2.180  |
|                | AE                          | 37.73 | 37.61 | 25.28 | 25.30 | 29.74  |
|                | Softmax                     | 9.927 | 9.805 | 11.43 | 10.14 | 14.61  |
|                | STL                         | 46.29 | 35.59 | 39.81 | 48.07 | 25.22  |
|                | ELM                         | 47.44 | 52.84 | 58.12 | 45.06 | 0      |

Fig. 6  Mean activation function outputs for each layer for 125 Hz using DBN-DNN
continuous and discrete variables in the dataset. Although the normalization was performed to have the same range of values for each of the inputs to guarantee stable convergence of weight and biases, the normalization can cause errors in the training of the data (with outliers) when they are passed through the nonlinearities in each layer before the
outputs. However, the testing RMSE can further be improved by fine-tuning the hyper-parameters of DBN-DNN such as step size and momentum values, but at the expense of higher computation time in training and testing if the number of neurons or layer increases. Moreover, it may not reduce the RMSE.
Fig. 11  Mean activation function outputs for each layer for 4000 Hz using DBN-DNN

Fig. 12  Mean activation function outputs for each layer for 8000 Hz using DBN-DNN
Fig. 13 Spatial, average spatial, structure-borne and airborne SPL for 125 Hz using DBN-DNN.

Fig. 14 Spatial, average spatial, structure-borne and airborne SPL for 250 Hz using DBN-DNN.
Fig. 15  Spatial, average spatial, structure-borne and airborne SPL for 500 Hz using DBN-DNN

Fig. 16  Spatial, average spatial, structure-borne and airborne SPL for 1000 Hz using DBN-DNN
Fig. 17  Spatial, average spatial, structure-borne and airborne
SPL for 2000 Hz using DBN-DNN

Fig. 18  Spatial, average spatial, structure-borne and airborne
SPL for 4000 Hz using DBN-DNN
6 Conclusion

The deep belief network (DBN) including the last layer where it was initialized with trained DBN called DBN-DNN was used to model the sound pressure level (SPL) of the compartments in the oil drilling rig. The supervised pre-training changed the weights in a greedy layer-wise fashion. The two layers at a time were trained as a restricted Boltzmann machine (RBM) where one of the hidden layers acted as the visible layer for the next. It was followed by the supervised pre-tuning that adjusted these parameters using the standard back-propagation.

To improve on the neural network structure, the normalized Euclidean distance from the worst possible error for each hidden layer was used to determine the optimal number of the hidden neurons in RBM. It was performed in a progressive manner from the first to the last hidden layer. The results indicated that the spatial SPL, average spatial SPL, structure-borne SPL and airborne SPL improved the testing root mean square error (RMSE) to approximately 20% as compared to its counterpart using the random assignment of number of neurons.

In addition, as compared with the other machine learning approaches such as multilayer perceptron (MLP), sparse autoencoder (AE), Softmax, self-taught learning (STL) and extreme learning machine (ELM), the experimental results showed that the RMSE in the spatial SPL, average spatial SPL, structure-borne SPL and airborne SPL had improved.

In the future, more dataset will be sought for training, and further adaptive-based fine-tuning will be incorporated into the DBN-DNN to reduce the testing RMSE.
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