Non-adiabatic Rectification and Current Reversal in Electron Pumps
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The possibility to pump charges or spins through nanoscale devices despite the absence of a bias voltage [1, 2], shows the intriguing potential of driven nano-devices. It has consequently led to an increasing interest in such systems over the past decades. This interest was partly driven by the prospect of achieving single-electron pumping and thus creating a unique nano-scale single-electron source. However, it was soon realized that electron pumps may also help to close the metrological triangle, because they provide a connection between frequency and current [3, 4]. These developments were substantially aided by the rapid experimental and technological progress in controlling and fabricating nano-scale devices. In particular, it recently became possible to realize charge pumping in the GHz regime [5-8], which leads to a significant increase of the pumped current.

In this Letter we demonstrate the drastic consequences of non-adiabatic driving for the pumped charge per period in a generic system and arbitrary frequencies. In particular, we show that it is possible to reverse the average current by sweeping the driving frequency only. In connection with this, we observe a rectification of the average current for high frequencies. Since both effects are very robust, as corroborated by analytical results for harmonic driving, they offer a new way of controlling electron pumps.

The adiabatic limit of charge pumping, where the driving frequency Ω is much smaller than the typical charging/discharging rate Γ, is very well understood [9]. In this case, one can resort to well-established time-independent formalisms to describe the electron transport and many theoretical works have considered adiabatic pumping in various systems [10-13]. The opposite limit of very fast pumping has also been studied [14, 15]; to large extent in the context of photon-assisted tunneling [16-18]. How-ever, the borderland between these limits is lacking a comparably systematic understanding. Here, one is faced with an inherently non-equilibrium problem, while due to the similar time-scales a perturbative description is not possible. To address this problem, numerical calculations in the time-domain [19, 20] or methods based on Floquet theory have typically been used [21, 22]. Only recently, within the diagrammatic real-time transport theory, has a summation to all orders in Ω in the limit of weak tunnel-coupling and moderate pumping frequencies been achieved [13], revealing interesting non-adiabatic effects for spin and charge pumping.

In this Letter we demonstrate the drastic consequences of non-adiabatic driving for the pumped charge per period in a generic system and arbitrary frequencies. In particular, we show that it is possible to reverse the average current by sweeping the driving frequency only. This reversal is shown to be a hallmark of the borderland between very slow and fast driving regimes. It does not rely on interference effects [22] and appears to be robust with respect to different driving schemes. The reversal effect is associated with a non-adiabatic rectification of the pumped current for high frequencies.

In our case the electron pump is realized using a quantum dot (QD), which is coupled via tunnel barriers to source (S) and drain (D) contacts. These are connected to larger electron reservoirs. The total Hamiltonian is $H = H_{\text{dot}} + H_{\text{res}} + H_{\text{tun}}$, where the first term describes the QD itself, $H_{\text{dot}} = \epsilon(t)\hat{c}\hat{c}$, the second term characterizes the attached contacts, $H_{\text{res}} = \sum_{\alpha S,D} \sum_k \epsilon_k \hat{b}_k^\dagger \hat{b}_k$, and the third term accounts for the tunnel coupling between QD and contacts, $H_{\text{tun}} = \sum_{\alpha k} T_{\alpha k}(t) \hat{b}_k^\dagger \hat{c} + \text{h.c.}$ Here, $\hat{c}$ and $\hat{b}_k$ create an electron in the QD state and in the reservoir state $\alpha k$, respectively. The transport through the QD is mainly characterized by the tunneling rate $\Gamma_{\alpha}(t) = 2\pi \sum_k |T_{\alpha k}(t)|^2 \delta(\epsilon - \epsilon_k)$, which is given in terms of the time-dependent tunneling amplitudes $T_{\alpha k}(t)$. In order to calculate the pumped charge per period, we use the framework of NEGFs [23, 24] in conjunction with an auxiliary mode expansion [24]. This method is very flexible and allows for treating arbitrary time-dependencies of the parameters entering the Hamiltonian.

Specifically, we use the following time dependence for the QD level and the couplings to the reservoirs,

(1a) $\epsilon(t) = \epsilon_0 + \epsilon_1 \cos(\Omega t)$,

(1b) $\Gamma_{\alpha}(t) = \Gamma_{\alpha 0} \exp[i\epsilon_0 \cos(\Omega t - \delta_\alpha)]$.

This choice reflects the experimental situation of modulated voltages, which will in general lead to an expo-
The exponential dependence of the tunnel couplings on this modulation \[7, 8\]. The most important aspect of Eqs. (1) is, however, the inclusion of the phase shifts \( \delta \), allowing for an offset of the coupling oscillations with respect each other. As in earlier work [7], we use \( \delta_\text{L} \equiv \delta \) and \( \delta_\text{R} = 0 \) in the following. In Fig. 1a the time dependence of \( \varepsilon \) and \( \Gamma \), shown for a specific delay of \( \delta = 3\pi/4 \), is indistinguishable. In Fig. 1b pumped charge is positive, while for positive shifts it is negative, which is known as peristaltic pumping [9].

The time-dependent driving \( \Omega \) induces currents \( J_\text{L} \) and \( J_\text{R} \) from the left and the right reservoir, respectively. The net charge, pumped from the left to the right reservoir within one period \( \tau \equiv 2\pi/\Omega \), can be obtained by the integral

\[
Q = \frac{1}{2} \int_0^\tau dt' \left[ J_\text{L}(t') - J_\text{R}(t') \right].
\]

In numerical calculations, the respective equations are propagated until the charge per period converges. Figure 2 shows the numerical results for the pumped charge \( Q \) as a function of frequency \( \Omega \) and phase shift \( \delta \). For very low frequencies, \( \Omega \ll \Gamma \), one finds the expected behavior of \( Q \) in dependence on \( \delta \): For negative shifts the pumped charge is positive, while for positive shifts it is negative, reverse the direction of the average current. These effects — rectification and current reversal — are the central result of this Letter.

In the following, we analyze the pumping using a simple rate-equation description of the electron transport, which is valid for \( \varepsilon_1 \gg \Gamma, k_B T \). As we will show, this description is sufficient to reveal the basic mechanisms behind both effects. The currents \( J_{\text{L,R}} \) and the dot occupation \( n \) are given by the following equations [7]

\[
J_{\text{L,R}}(t) = \Gamma_{\text{L,R}}(t) \left[ f(\varepsilon(t)) - n(t) \right],
\]

\[
\partial_t n(t) = J_\text{L}(t) + J_\text{R}(t),
\]

with \( f(\varepsilon) \) the Fermi distribution function describing the occupation in the reservoirs. The pumped charge obtained in this model agrees very well with the NEGF result as can be seen in Fig. 2 which shows the current reversal in panel a \( (Q \text{ vs } \Omega \text{ for } \delta = -3\pi/4) \) and the rectification in panel b \( (Q \text{ vs } \delta \text{ for } \Omega = \Gamma/10) \).

In order to get a better understanding of this surprising behavior, it is instructive to examine the temporal evolution of the currents for slow and fast drivings, respectively. This is most conveniently done using a Fourier analysis. By means of the definition (2) and the equation of motion (3) the pumped charge per period reads

\[
Q = \frac{1}{2} \int_0^\tau dt' \left[ J_{\text{L,R}}(t') \left[ f(\varepsilon(t')) - n(t') \right] \right].
\]

It is given in terms of the difference of the tunnel couplings \( \Gamma(=) \), which is defined (along with the correspond-
FIG. 3: Time evolution within one period for three different parameters sets \((\Omega, \delta)\). Lower row: Currents through tunnel barriers \(J_L(t)\) and \(J_R(t)\) (red and blue lines). Upper row: Dot occupation \(n(t)\) and transferred charge \(\int dt\,(J_L(t') - J_R(t'))/2\). The gray area indicates the time span when the dot is charged, i.e., \(\varepsilon(t) < 0\). Red/blue arrows mark the times when left/right couplings are maximal.

Note that this expression only depends on given quantities, which are either external parameters (like \(\tilde{\Gamma}^{(-)}\) or \(\Omega\)) or trivial matrices (like \(\mathbb{D}\)). With this formulation one can derive intuitive expressions for low- and high-frequency pumping. In order to invert the matrix in Eq. (7) we split the matrix \(\mathbb{G}/\Omega = \mathbb{G}_0 + \mathbb{G}_1\) into a diagonal and an off-diagonal component [29]

\[
(G_0)_{km} \equiv \delta_{km}G_{km}/\Omega = \delta_{km}\Gamma_0/\Omega ,
\]

\[
(G_1)_{km} \equiv (1 - \delta_{km})G_{km}/\Omega ,
\]

and use for Eq. (7b) the expansion

\[
\Theta - n = \sum_{k=0}^{\infty} K_k \mathbb{D} \Theta ,
\]

\[
K_k \equiv (\mathbb{D} - i\mathbb{G}_0)^{-1} \left[G_1 (\mathbb{D} - i\mathbb{G}_0)^{-1}\right]^k ,
\]

where \(\mathbb{D} - i\mathbb{G}_0\) can be easily inverted since it is diagonal. Equation (9) has a very intuitive interpretation. The Fourier vector \(\mathbb{D} \Theta\) describes alternating “\(\delta\)-kicks” at times \(\Omega t_j = (j+1/2)\pi\). The expansion in terms of \(K_k\) accounts for the response of the system to these kicks, which is mainly characterized by the ratio \(\Gamma_0/\Omega\). The first term \(K_0\) in the sum is diagonal and given as

\[
(K_0)_{nm} = \frac{m + i\Gamma_0/\Omega}{m^2 + (\Gamma_0/\Omega)^2}.
\]

The Lorentzian decay in the index \(m\) accounts for the exponential charging or discharging of the quantum dot. It is interesting to consider the following limits

\[
\Gamma_0/\Omega \gg 1: \quad K_0 = i\frac{\Omega}{\Gamma_0} \mathbb{I} + \left(\frac{\Omega}{\Gamma_0}\right)^2 \mathbb{D} + \ldots 
\]

\[
\Gamma_0/\Omega \ll 1: \quad K_0 = \tilde{\mathbb{D}}^{-1} - i\frac{\Omega}{\Gamma_0} \tilde{\mathbb{D}}^{-2} + \ldots
\]

Note that this expression only depends on given quantities, which are either external parameters (like \(\tilde{\Gamma}^{(-)}\) or \(\Omega\)) or trivial matrices (like \(\mathbb{D}\)). With this formulation one can derive intuitive expressions for low- and high-frequency pumping. In order to invert the matrix in Eq. (7) we split the matrix \(\mathbb{G}/\Omega = \mathbb{G}_0 + \mathbb{G}_1\) into a diagonal and an off-diagonal component [29]
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(G_0)_{km} \equiv \delta_{km}G_{km}/\Omega = \delta_{km}\Gamma_0/\Omega ,
\]
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and use for Eq. (7b) the expansion
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\Theta - n = \sum_{k=0}^{\infty} K_k \mathbb{D} \Theta ,
\]

\[
K_k \equiv (\mathbb{D} - i\mathbb{G}_0)^{-1} \left[G_1 (\mathbb{D} - i\mathbb{G}_0)^{-1}\right]^k ,
\]

where \(\mathbb{D} - i\mathbb{G}_0\) can be easily inverted since it is diagonal. Equation (9) has a very intuitive interpretation. The Fourier vector \(\mathbb{D} \Theta\) describes alternating “\(\delta\)-kicks” at times \(\Omega t_j = (j+1/2)\pi\). The expansion in terms of \(K_k\) accounts for the response of the system to these kicks, which is mainly characterized by the ratio \(\Gamma_0/\Omega\). The first term \(K_0\) in the sum is diagonal and given as

\[
(K_0)_{nm} = \frac{m + i\Gamma_0/\Omega}{m^2 + (\Gamma_0/\Omega)^2}.
\]

The Lorentzian decay in the index \(m\) accounts for the exponential charging or discharging of the quantum dot. It is interesting to consider the following limits

\[
\Gamma_0/\Omega \gg 1: \quad K_0 = i\frac{\Omega}{\Gamma_0} \mathbb{I} + \left(\frac{\Omega}{\Gamma_0}\right)^2 \mathbb{D} + \ldots 
\]

\[
\Gamma_0/\Omega \ll 1: \quad K_0 = \tilde{\mathbb{D}}^{-1} - i\frac{\Omega}{\Gamma_0} \tilde{\mathbb{D}}^{-2} + \ldots
\]
with \( \tilde{D}_{kk} \equiv D_{kk} \) for \( k \neq 0 \) and \( \tilde{D}_{00} \equiv -i\Gamma_0/\Omega \), which replaces \( D \) in order to enable the matrix inversion.

In the adiabatic limit (\( \Omega/\Gamma_0 \to 0 \)) given by Eq. (11), all matrix elements of \( \mathbb{K}_0 \) are identical. This implies that \( \Theta - \pi \propto \mathbb{D}\Theta \), i.e., the "\( \delta \)-kicks" of the driving mentioned before also occur in the response of the system. In other words, the electron in-our outflow is much faster than the external period. Indeed this can be seen in the lower panel of Fig. 3. Therefore, \( Q \) in Eq. (4) is determined by the couplings at specific times \( \Gamma^{-}(t_f) \). For negative phase shifts \( -\pi<\delta<0 \), as shown in Fig. 3b, it is \( \Gamma^{-}>0 \) for the charging at \( \Omega_0=\pi/2 \) and \( \Gamma^{-}>0 \) for the discharging at \( \Omega_1=3\pi/2 \). The opposite applies for positive shifts \( 0<\delta<+\pi \). As mentioned before, the pumping is "peri-staltic" 9. The simple relation of \( Q \) and the coupling differences \( \Gamma^{-}(t_0) \) and \( \Gamma^{-}(t_1) \) explains that the maximal charge \( Q \) is obtained for \( \delta = \pm \pi/2 \) and that it vanishes for \( \delta = 0, \pm \pi \). Because of the pre-factor in Eq. (4), \( Q \) becomes independent of \( \Omega \) in the adiabatic case and the first non-adiabatic correction is proportional to \( \Omega \).

On the other hand, in the fast driving limit (\( \Omega/\Gamma_0 \to \infty \)) given by Eq. (11), we get \( \Theta - \pi \propto \Theta + \text{const} \) and the occupation \( n(t) \) is constant. Because of Eq. (4) there is no transfer in this limit and \( Q \propto \Omega^{-1} \). In between these two extrema the time scale of the exponential decay is comparable to the period of the external driving. Thus the integral (11) "considers" \( \Gamma^{-}(t) \) over the whole period, not just at particular instants of time as in the adiabatic case. This explains why the net current flows in the same direction as long as the peak of the left coupling occurs during charging of the dot, which is fulfilled for \( |\delta|>\pi/2 \), cf. gray area in Fig. 3. For \( \delta = -3\pi/4 \) (Fig. 3b) the charging occurs in the 2nd half of the charging period, for \( \delta = +3\pi/4 \) (Fig. 3c) in the 1st half. Thus, in both cases the dot is charged from the left and discharged to right since the right coupling \( \Gamma_R \) is locked to the oscillating level \( \varepsilon \). This explains the observed rectification effect. By means of this interpretation one would expect a current reversal for phase delays \( -\pi<\delta<\pi/2 \). For these delays it is \( \Gamma^{-}(t_0)<0 \), relevant for small \( \Omega \), but \( \int_{t_0}^{t_1} dt' \Gamma^{-}(t')>0 \), relevant for large \( \Omega \), and the charging occurs either from the right or the left. Correspondingly, it is \( \Gamma^{-}(t_1)>0 \) and \( \int_{t_1}^{t_2} dt' \Gamma^{-}(t')<0 \) and the dot is discharged to the opposite direction. Figure 4 indeed shows this behavior in the predicted range of phase delays \( \delta \).

Finally, to show that the current reversal is not specific to our driving scheme, we turn to the case of purely harmonic driving, i.e., \( \Gamma(t) = \Gamma_0 + \Gamma_1 \cos(\Omega t - \delta) \). More importantly, the basic mechanism of the current reversal can be understood analytically in this case. Harmonic driving at a frequency \( \Omega \) is characterized by having three Fourier components \( \Gamma_L = \{ \Gamma_1 e^{+i\delta}, \Gamma_0, \Gamma_1 e^{-i\delta} \} \) and \( \Gamma_R = \{ \Gamma_1, \Gamma_0, \Gamma_1 \} \), where \( \Gamma_0 \geq \Gamma_1 \) guarantees positive couplings and \( \delta \) is the time shift of the left and right coupling. If the calculation in Eq. (9) is restricted to \( \mathbb{K}_0 \) only three Fourier components of the step function are needed, which are \( \Theta = \{-1/\pi, 1/2, -1/\pi\} \). Using these expressions in Eqs. (7)–(10) one gets

\[
Q = \frac{\Gamma_1}{\Gamma_0^2 + \Omega^2} \left[ \Omega (1 - \cos \delta) + \Gamma_0 \sin \delta \right].
\]

This simple expression contains all the basic features for periodic pumping including the current reversal. Moreover, it allows us to analyze the respective regimes in detail. For \( \Omega \ll \Gamma_0 \) (adiabatic limit) one obtains from Eq. (12) \( Q = (\Gamma_1/\Gamma_0) \sin \delta \). As discussed earlier, the sign of \( Q \) depends on the order of the "door openings". Optimal transfer is attained for \( \Gamma_1 = \Gamma_0 \). In the opposite limit, \( \Omega \gg \Gamma_0 \), one finds \( Q = (\Gamma_1/\Omega_0)(1 - \cos \delta) \). Most interestingly and in contrast to the adiabatic case, in this limit the sign of \( Q \) is independent of the phase shift \( \delta \), which is the non-adiabatic rectification effect. Consequently, for \( \delta < 0 \) one gets negative \( Q \) in the adiabatic and positive \( Q \) in the non-adiabatic limit: the average current can be reversed by tuning the driving frequency. These findings are confirmed by Fig. 2 where we compare the harmonic driving to the scenario considered initially [Eqs. (1)]. Qualitatively, the behavior of \( Q \) is quite similar in both cases, which underlines the robustness of the discussed effects.

In summary, we have studied the influence of non-adiabatic driving on the charge pumping through a quantum dot in the Coulomb blockade regime. Our numerical calculations, based on a NEGF method, showed that the average pumped current can be reversed by sweeping the driving frequency. The origin of this effect was found to be the qualitatively different response to slow and fast driving, rendering the difference of the left and right tunneling rates matter only at specific instants of time (adiabatic case) or during a time-interval (non-adiabatic case). By means of a description with rate equations, we derived for the case of harmonic driving an analytical expression for the transferred charge per cycle, which confirms our analysis. Furthermore this shows that the observed effects are generic and quite robust with respect to the specific form of the external driving. Therefore they could be useful for realizing frequency filters or frequency-selected switches.
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