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In this paper, we explore methods for computing wall-normal derivatives used for calculating wall skin friction and heat transfer over a solid wall in unstructured simplex-element (triangular/tetrahedral) grids generated by anisotropic grid adaptation. Simplex-element grids are considered as efficient and suitable for automatic grid generation and adaptation, but present a challenge to accurately predict wall-normal derivatives. For example, wall-normal derivatives computed by a simple finite-difference approximation, as typically done in practical fluid-dynamics simulation codes, are often contaminated with numerical noise. To address this issue, we propose an improved method based on a common step-length for the finite-difference approximation, which is otherwise random due to grid irregularity and thus expected to smooth the wall-normal derivative distribution over a boundary. Also, we consider using least-squares gradients to compute the wall-normal derivatives and discuss their possible improvements. Numerical results show that the improved methods greatly reduce the noise in the wall-normal derivatives for irregular simplex-element grids.

1. Introduction

Towards fully automated computational fluid dynamics (CFD) simulations, there is an increasing interest in developing robust and accurate discretizations and solvers for unstructured simplex-element grids with anisotropic grid adaptation [1, 2, 3, 4, 5, 6]. While fully-automated CFD simulations have recently been successfully demonstrated for practical three-dimensional problems [2], improvements are still desired in the discretization method especially in terms of accuracy. For example, computations of derivatives such as the viscous/heat fluxes and the vorticity are known to suffer from numerical noise on highly irregular and skewed simplex-element grids [7]. Impact of numerical noise may be reduced in integrated quantities (e.g., drag coefficient), but when accuracy is required for a pointwise quantity, e.g., heating rate at a stagnation point, numerical noise can be a serious problem, causing a large error and a great degree of uncertainty in the prediction. In order to develop a reliable automated CFD solver, it is necessary to be able to accurately predict pointwise derivatives, especially at wall boundaries, on irregular anisotropic simplex-element grids.

There have been efforts to improve derivative accuracy on unstructured grids: derivative variables introduced in target equations [8, 7], improved least-squares methods [9, 10, 11], and implicit gradient methods [12, 13]. All these methods are promising for improving derivative accuracy, but they are not specifically designed to accurately estimate derivatives at a boundary and thus further improvements may be achieved by developing a more specific technique. In this work, we focus on wall-normal derivatives and explore various methods for accurately estimating the wall-normal derivatives relevant to the viscous stresses and heat fluxes at a wall, as a post-processing step for a given numerical solution on adaptive simplex-element grids. A popular technique used in practical CFD codes for computing the wall-normal derivatives is a one-sided finite-difference formula applied in the wall-normal direction with the numerical solution in a nearby node/cell and a boundary condition value. For example, it provides an approximation to $\partial u / \partial n$ that dominates the viscous stress at a wall, where $u$ is a wall-parallel velocity component and $n$ is the coordinate normal to the wall. It can provide an accurate approximation on structured grids, but will introduce numerical noise on irregular simplex-element grids [1]. We conjecture that the numerical noise in the derivative is due to the irregularity of the spacing used in the finite-difference formula. That is, the distance between the center of a cell adjacent to a boundary and a wall-boundary face centroid varies along a boundary in adaptive
simplex-element grids. Then, we propose to keep the same distance for the finite-difference formula applied at all wall-boundary faces. Numerical experiments show that the modified finite-difference method greatly improves the skin friction distribution over a flat plate in a laminar flow, where the distance is determined as $\eta = 0.5$ at all boundary faces, where $\eta$ is a normalized coordinate in the Blasius boundary-layer solution. In order to extend this technique to more general flows over complex geometries, it is necessary to develop a method for estimating a universal distance for the finite-difference formula.

Another post-processing technique can be devised based on gradients computed by a least-squares method at nodes or cells. Following a recent study [1], where heating rate prediction over a flat plate in a hypersonic turbulent flow has been shown to be greatly improved by the face-averaged nodal-gradient (F-ANG) approach applied to the finite-volume discretization [1,14], we employ the F-ANG approach in this study, but only consider the post-processing technique for estimating the wall-normal derivatives for a given numerical solution. Discussions on the impact of the gradient approach (used in the discretization) on wall heating prediction are given in a companion paper [15]. In the F-ANG method, gradients are computed and stored at nodes while numerical solutions are stored at cells. Therefore, the wall-normal derivatives are already available at wall nodes. However, these derivatives can be noisy for irregular anisotropic simplex-element grids. A simple method for reducing the noise would be to average the nodal gradients, and there are two possible techniques: face and cell averages. We compare these averaged gradients for estimating the wall-normal derivatives. Numerical results indicate that the cell-averaged nodal-gradients can greatly reduce the noise in the wall-normal derivatives, but not as much as the improved finite-difference formula.

2. Finite-Volume Discretization

We consider a cell-centered finite-volume discretization for the Navier-Stokes equations integrated over a computational cell $j$ (see Figure 1) with the midpoint rule:

$$\text{Res}_j = \sum_{k \in \{k_j\}} \Phi_{jk} A_{jk},$$

(2.1)

where $\{k_j\}$ is a set of neighbors of the cell $j$, $A_{jk}$ is the length of the face across $j$ and $k$, and $\Phi_{jk}$ is a numerical flux. In this work, the Roe [16] flux is used for the inviscid terms, and the alpha-damping flux [17] for the viscous terms. The solution values are stored in the primitive variables $w = (\rho, \mathbf{v}, T)$, at cells as point values at the centroid [4], where $\rho$ is the density, $\mathbf{v}$ is the velocity vector, and $T$ is the temperature. Second-order accuracy is achieved by the linearly-exact flux quadrature (i.e., the midpoint rule) and the numerical flux evaluated with linearly reconstructed solutions. In this work, we focus on the F-ANG approach [1,14], which has been shown to yield significantly more accurate wall-derivatives than a conventional finite-volume scheme, but still involves mild oscillations in the derivatives on irregular simplex-element grids. In the F-ANG approach, we compute the solution gradients at nodes using solution values stored at cells by a linear least-squares method. Then, the nodal gradients are used in the linear reconstruction, averaged over the nodes of a face:

$$w_L = w_j + \nabla w_f \cdot \Delta x_{jm}, \quad w_R = w_k + \nabla w_f \cdot \Delta x_{km},$$

(2.2)

where $\nabla w_f$ denotes the face-averaged gradient:

$$\nabla w_f = \frac{1}{2} (\nabla w_{jk}^f + \nabla w_{jk}^r),$$

(2.3)

where the superscripts $l$ and $r$ denote the left and right nodes of the face $[j,k]$ (see Figure 1). This approach has various advantages especially for simplex-element grids: e.g., no interpartition is required for gradients, the residual stencil is greatly reduced. See [1,14] for further details.

3. Methods for Computing Wall-Normal Derivatives

In this section, we describe methods for computing a wall-normal derivative, taking the velocity derivative $\partial u / \partial n$ as an example, where $u$ is the wall-parallel component of the velocity and $n$ denotes the coordinate normal to the wall. We assume that the value at a wall $u_b$ is known, e.g., $u_b = 0$ for a no-slip condition. The wall-normal derivative will be computed at a boundary node or at a boundary face, depending on the method.
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3.1. Nodal gradients

The wall-normal derivative is computed at a boundary node $i$ by projecting the nodal gradient $\nabla u_i$ in the direction of wall normal (see Figure 2):

$$\frac{\partial u}{\partial n} \bigg|_i = \nabla u_i \cdot \hat{n}_i,$$

(3.1)

where $\hat{n}_i$ denotes a unit vector at the node $i$ normal to the wall pointing towards the interior domain. This is perhaps the simplest method since the nodal gradients are already available in the F-ANG method.

3.2. Face-averaged nodal gradients

The wall-normal derivative is computed at a face $j$ with a face-averaged gradient:

$$\frac{\partial u}{\partial n} \bigg|_j = \nabla u_j^{face} \cdot \hat{n}_j,$$

(3.2)
where $\nabla u_{j,\text{face}}$ is the average of the nodal gradients over the boundary face $j$. In Figure 2, $\nabla u_{j,\text{face}}$ is obtained by averaging the nodal gradients at the left and right nodes of the boundary face $j$.

### 3.3. Cell-averaged nodal gradients

The wall-normal derivative is computed at a face $j$ with a cell-averaged gradient:

$$\frac{\partial u}{\partial n}\bigg|_j = \nabla u_{j,\text{cell}} \cdot \hat{n}_j,$$

(3.3)

where $\nabla u_{j,\text{cell}}$ is the average of the nodal gradients over a cell adjacent to the face $j$. In Figure 2, $\nabla u_{j,\text{cell}}$ is obtained by averaging the nodal gradients at the three nodes of the triangular cell $c$. 

![Figure 3: Geometries for the finite-difference wall-normal derivative formulae.](image)

#### 3.4. Finite-difference I

The wall-normal derivative can be computed at a face $j$ by the following finite-difference formula:

$$\frac{\partial u}{\partial n}\bigg|_j = \frac{u_c - u_b}{(x_c - x_j) \cdot \hat{n}_j},$$

(3.4)

where $u_c$ is a solution value stored at the cell $c$ adjacent to the boundary face $j$, $u_b$ is a known boundary value (e.g., from a boundary condition), $x_c$ is the centroid position of the cell $c$, $x_j$ is the centroid of the boundary face $j$. See Figure 3(a). This formula estimates the derivative at a point where the cell-center $x_c$ is projected on the boundary, not at $x_j$.

#### 3.5. Finite-difference II

The wall-normal derivative can be estimated at the face centroid by

$$\frac{\partial u}{\partial n}\bigg|_j = \frac{u_c' - u_b}{(x_c' - x_j) \cdot \hat{n}_j},$$

(3.5)

where $u_c'$ is a solution extrapolated from the cell center $x_c$ to the point right above the face centroid (see Figure 3(b)):

$$u_c' = u_c + \nabla u_c \cdot (x_c' - x_c), \quad x_c' = x_j + [(x_c - x_j) \cdot \hat{n}_j]\hat{n}_j.$$

(3.6)

This approximation is exact for linear functions at the face centroid.
3.6. Finite-difference III

In the previous methods, the finite-difference formula is applied with varying step-length as the distance between the cell center and the face center in the normal direction changes randomly on irregular simplex-element grids. Hence, the methods are strongly dependent on the grid geometry, which is not suitable for adaptive simplex-element grids. To minimize the dependence on the grid geometry, we generalize the previous formula as

\[
\frac{\partial u}{\partial n} \bigg|_{j} = \frac{u_p - u_b}{\hbar},
\]

where \( u_p \) is a solution extrapolated from the cell center \( \mathbf{x}_c \) to the point at a certain distance \( \hbar \) from the face center in the wall normal direction (see Figure 3(c)):

\[
u_p = \nabla u_c \cdot (\mathbf{x}_p - \mathbf{x}_c), \quad \mathbf{x}_p = \mathbf{x}_j + \hbar \mathbf{n}_j,
\]

where \( \hbar \) is a global constant or varies along a wall but constant in a transformed normal coordinate. This approximation is also exact for linear functions at the face centroid.

This formula does not depend strongly on the cell centroids of the adjacent cells. Whether in the physical or transformed coordinate, the above formula keeps the same step-length of the finite-difference formula over a wall and thus is expected to produce a smoother derivative (and its error) distribution.

In this work, we investigate the effects of the use of a common step-length \( \hbar \) and explore estimation techniques of \( \hbar \) for various viscous-flow problems on adaptive grids. Here, we provide preliminary results for a laminar flat-plate computation with the height \( \hbar \) determined as described below.

3.7. Finite-difference with face-area-weighted centroids

Finite-difference III requires a common length to be defined. For a laminar flow over a flat plate, a normalized wall-normal distance, as we will describe later, has been found to serve well for subsonic flows. However, such an estimate is not applicable to high-speed flows and practical turbulent flows over complex geometries. As a practical technique, we consider the face-area-weighted centroid \[4\], which could reduce the centroid-height variation along a boundary. The resulting method is similar to the finite-difference II but \( x_c' \) is replaced by the face-area-weighted centroid:

\[
x_{c'} = \frac{\sum_{k \in \{k_j\}} \hat{A}_{jk} x_{jk}}{\sum_{k \in \{k_j\}} \hat{A}_{jk}}, \quad \hat{A}_{jk} = \frac{A_{jk}}{\max_{k \in \{k_j\}} A_{jk}},
\]

where \( A_{jk} \) is the area (length in two dimensions) of the face across \( j \) and \( k \), \( x_{jk} \) is the face centroid, and \( p = 2 \).

4. Numerical Results

4.1. Two-dimensional laminar flat plate at \( M_\infty = 0.15, Re_\infty = 10^6 \)

For a laminar flat plate, we consider the normalized wall-normal coordinate \( \eta \):

\[
\eta = \frac{y}{x} \sqrt{Re_x}, \quad Re_x = \frac{\rho_\infty U_\infty x}{\mu_\infty},
\]

where \( x \) is the distance from the leading edge, \( \rho_\infty, U_\infty, \mu_\infty \) are free stream density, flow speed, and viscosity. For the finite-difference III, we fix the height to be \( \eta = 0.5 \), which is translated into the \( y \)-coordinate as

\[
\hbar = \eta \sqrt{\frac{x_j}{Re_\infty}},
\]

where \( \eta = 0.5, x_j \) is the \( x \)-coordinate of the face centroid, and \( Re_\infty \) is the free stream Reynolds number per unit length. Note that we compute the wall-normal velocity derivative at boundary face centroids and
thus $x_j$ will not be zero. As can be seen from the formula, the height $\bar{h}$ changes in the physical coordinate parabolically but remains constant in the normalized wall-normal coordinate $\eta$. In the results, this method is denoted by FD-III($\eta = 0.5$). For a more general flow problem, this approach may not be suitable. Therefore, we also consider using a fixed length over the wall in the physical space:

$$\bar{h} = \eta \sqrt{Re_{\infty}}, \quad (4.3)$$

which corresponds to using the estimated distance with $\eta = 0.5$ at $x_j = 1.0$ everywhere. In this case, $\bar{h}$ is a global constant.

An adaptive grid was generated by the open-source tool refine [18] developed by Mike Park at NASA Langley Research Center and available at https://github.com/nasa/refine. Adaptation was performed with the multiscale metric technique to control interpolation error in L2-norm [19] with Mach Hessian computed at nodes (by a least-squares method) from the numerical solution obtained at cells with the F-ANG finite-volume solver for the Navier-Stokes equations. The resulting adaptive grid is shown in Figures 4(a) and 4(b). As can be seen, it is a fully irregular grid towards the flat plate located at the bottom in $x \in [0, 2]$. Note that we already have a numerical solution on this grid as shown by Mach contours in Figure 4(b). Then, the skin friction is computed at the flat plate as

$$C_{fx} = (\tau_{xx}, \tau_{xy}) \cdot \hat{n} \frac{2}{M_{\infty}^2} = \mu \left( \frac{2}{3} \frac{\partial u}{\partial x} - \frac{1}{3} \frac{\partial v}{\partial y} \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} \right) \cdot \hat{n} \frac{2}{M_{\infty}^2} = \mu \left( \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x} \right) \frac{2}{M_{\infty}^2}, \quad (4.4)$$

where $u$ and $v$ are the x- and y-components of the velocity, the factor $1/M_{\infty}^2$ comes from the nondimensionalization (i.e., the velocity is nondimensionalized by the free stream speed of sound), and $\hat{n}$ is either $\hat{n}_i$ or $\hat{n}_j$, depending on where the gradients are computed. The term $\partial v/\partial x$ is ignored in the finite-difference methods, but retained in the LSQ gradient methods.

Results are shown in Figures 4(c)-4(i), where numerical skin-friction distributions are compared with that of the Blasius solution. All numerical skin-friction distributions are close to the theoretical distribution on average, but significant differences are observed in the noise level. First, the FD-I and FD-II methods produce noisy skin-friction distributions as shown in Figures 4(c) and 4(d). On the other hand, as expected, the proposed methods produce much smoother distributions as shown in Figures 4(e) and 4(f). Note that the choice of $\bar{h}$ has no major impact on the skin-friction distribution: Figure 4(e) for $\eta = 0.5$, and Figure 4(f) for a global constant corresponding to $\eta = 0.5$ and $x = 1$. These results indicate that it is the uniformness of the step-length, whether in $\eta$ or $y$, that affects the smoothness of the skin friction distribution. This is encouraging since the method can be extended to more general problems by developing a method for estimating a single value of the step-length $\bar{h}$ in a given physical problem.

For the LSQ gradient methods, the direct use of the nodal gradients leads to a noisy skin-friction distribution as shown in Figure 4(g). A slightly smoother distribution is obtained with the face-averaged nodal gradients as shown in Figure 4(h). The smoothest distribution is obtained with the cell-averaged nodal gradients as shown in Figure 4(i). The results indicate that averaging with more nodal gradients leads to a smoother distribution, but not as smooth as those obtained with the finite-difference III. Note that the gradients are linearly exact no matter how they are averaged, and the averaging operator acts as a kind of filtering to remove high-frequency contents from the underlying gradient approximation.

## 5. Concluding Remarks

We have proposed improved wall-normal derivative formulæ for adaptive anisotropic simplex-element grids, based on the simple idea of unifying the finite-difference distance over a wall. The improved formulæ have been demonstrated for a laminar flow over a flat plate to reduce the amount of numerical noise in the skin friction distribution. In the future work, these formulæ will have to be extended to three dimensions and to turbulent flows.
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Figure 4: Results for a laminar flow over a flat plate at $M_\infty = 0.15$ and $Re_\infty = 10^6$ on an adaptive triangular grid. The flat plate is located at $y = 0$ in $x \in [0, 2]$. The skin friction coefficient $C_{fx}$ is plotted at wall face centers, except for the figure (g).
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