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Abstract—Fog computing, which provides low-latency computing services at the network edge, is an enabler for the emerging Internet of Things (IoT) systems. In this paper, we study the allocation of fog computing resources to the IoT users in a hierarchical computing paradigm including fog and remote cloud computing services. We formulate a computation offloading game to model the competition between IoT users and allocate the limited processing power of fog nodes efficiently. Each user aims to maximize its own quality of experience (QoE), which reflects its satisfaction of using computing services in terms of the reduction in computation energy and delay. Utilizing a potential game approach, we prove the existence of a pure Nash equilibrium and provide an upper bound for the price of anarchy. Since the time complexity to reach the equilibrium increases exponentially in the number of users, we further propose a near-optimal resource allocation mechanism and prove that in a system with $N$ IoT users, it can achieve an $\epsilon$-Nash equilibrium in $O(N^{1/\epsilon})$ time.

Through numerical studies, we evaluate the users’ QoE, as well as the equilibrium efficiency. Our results reveal that by utilizing the proposed mechanism, more users benefit from computing services in comparison to an existing offloading mechanism. We further show that our proposed mechanism significantly reduces the computation delay and enables low-latency fog computing services for delay-sensitive IoT applications.

Index Terms—Computation offloading, fog computing, Internet of Things, potential games.

I. INTRODUCTION

A. Background and Related Work

Fog computing provides cloud services at the edge of the network where data is generated [1]. Fog computing services are promising to alleviate the challenges that Internet of Things (IoT) systems face due to the tremendous growth of IoT devices and applications [2], [3]. Fog computing not only reduces the backbone traffic to be sent to the cloud, but also improves the latency for delay-sensitive IoT applications by reducing the relatively long delay of remote cloud computing. These result in enhanced user-experience [4], [5]. Nonetheless, efficient allocation of fog computing resources is challenging due to the limited processing power of fog nodes and rapid development of computation-intensive applications.

Powerful computing resources are required to support the growing demand of IoT applications with heterogeneous quality of service (QoS) requirements [6]. However, the IoT devices usually suffer from limited processing power. Task offloading to either fog nodes or remote cloud servers can alleviate this issue. IoT devices equipped with multi-radio access technology (multi-RAT) can connect to different fog nodes or remote cloud servers. Each IoT device may select a different fog node or remote cloud server to offload its tasks while guaranteeing the QoS requirement of its applications. To enable fog computing in IoT systems, a resource allocation mechanism is crucial to efficiently allocate the fog computing resources to the IoT devices.

Task offloading in fog computing has received much attention in recent years due to the growing development of IoT systems. Optimal allocation of offloaded workload in fog-cloud computing is studied in [7]. The objective is to minimize the power consumption of fog nodes and cloud servers when meeting the delay constraints of different IoT applications. An online job dispatching and scheduling mechanism is proposed in [8] that aims to minimize the total weighted response time over all the jobs. The weight is set based on the latency sensitivity of each job. A distributed mechanism for the allocation of fog computing resources is proposed in [9] that aims to minimize the response time of fog nodes under a given power efficiency constraint. This mechanism determines the portion of the computation workload of each fog node that should be offloaded to the remote cloud servers. To provide fog computing services, the formation of fog networks is studied in [10]. An online framework that enables the fog nodes to form a network of computing resources is proposed with the goal of minimizing the maximum delay of all computation tasks generated by all users within the network. A latency-constrained resource allocation mechanism is proposed in [11] when a fog network provides computing services and is able to cache the popular computation tasks. The objective of the proposed mechanism is to minimize the aggregate delay of all tasks. A hybrid computation task offloading mechanism is proposed in [12], where the users’ devices form the fog network. Each device may offload its computation tasks to nearby devices through device-to-device communication. The proposed mechanism aims to minimize the overall cost of all users using a centralized graph matching technique. A framework to enable developers and users to manage an IoT infrastructure is developed in [13]. This framework realizes the applications of IoT in smart cities. In [14], we also studied the computation task offloading in mobile cloud computing systems where only the remote cloud computing services are available. We proposed a joint optimal pricing and task scheduling algorithm for mobile devices with the objective of maximizing the utility of the users and the profit of the cloud service operator.

Similar to fog computing, mobile edge computing (MEC) enables the computing services at the edge of wireless cellular networks and is promising for the fifth generation (5G) wire-
less systems [15]. In MEC, the computing servers are located within the radio access networks of cellular systems. Hence, unlike fog computing, the computation offloading is managed and controlled by the network operators. Computation task offloading in MEC has also been widely studied in recent years. Optimal offloading decisions of computation tasks are obtained in [16] by jointly allocating communication and computing resources. The objective is to minimize the overall cost of energy, computation, and delay for all mobile users. An efficient multi–user computation offloading mechanism is proposed in [17] that aims to minimize the cost of each mobile user individually. The mechanism allocates a wireless channel to each offloaded computation task assuming that there are sufficient computing resources at the network edge. The offloading decisions are made by a centralized controller located in the cellular base station.

B. Motivation and Contributions

The existing works [7]–[12] studied the computation task offloading in fog computing by considering different objectives. However, they focused on optimizing the overall performance of the system (e.g., minimizing the total cost of the IoT system as in [7], [12] or minimizing the aggregate delay as in [8]–[11]). Nevertheless, selfish IoT users are interested in optimizing their own quality of experience (QoE) individually, which reflects their level of satisfactions of using computing services. They may not follow the strategies that aim to optimize the overall system performance and compete against each other for the limited fog computing resources. Thus, it is important to consider this competition in order to enable fog computing in real–world IoT systems.

In this paper, we propose an allocation mechanism for fog computing resources in IoT systems. Our goal is to determine the offloading decision for each task arriving to the IoT users, where each user is interested in maximizing its own QoE. Each user equipped with multi-RAT is able to offload its tasks to either different fog nodes or remote cloud servers. The limited processing power of each fog node results in competition among the IoT users when they intend to offload their tasks to a fog node. We first use a processor sharing method to allocate the computing resources of fog nodes and manage their limited resources. We then adopt a game theoretic approach to model the competition among IoT users.

In summary, the key contributions of this paper are as follows:

- **QoE maximization framework**: We formulate a QoE maximization problem for each user to determine its computation offloading decision. The QoE is the reduction in the computation energy and delay obtained by offloading the task to the fog nodes or remote cloud servers. Hence, it reflects the satisfaction of using computing services.

- **Game formulation**: We model the competition among IoT users as a potential game to determine the computation offloading decisions of all users. We analyze the properties of the formulated game and show the existence of a pure Nash equilibrium (NE). We further prove that the NE can be obtained in finite time. However, the time complexity to reach the NE may increase exponentially with the number of IoT users.

- **Equilibrium efficiency**: We prove that the price of anarchy (PoA), which reflects the equilibrium efficiency loss, is bounded. Thus, the degradation of the social cost due to the strategic behavior of players is no worse than a constant. We also investigate the efficiency of the equilibrium through numerical experiments and show that the proposed algorithm is able to achieve a close-to-optimal social cost.

- **Near–optimal resource allocation**: To address the time complexity of determining the equilibrium, we propose a near–optimal resource allocation algorithm. We also prove that for an IoT system with $N$ users, the proposed algorithm can achieve an $\epsilon$-Nash equilibrium in $O(N/\epsilon)$ steps, which is polynomial in $N$.

- **Performance evaluation**: We investigate the performance of the proposed resource allocation algorithm through extensive numerical experiments. We first study the users’ QoE obtained at the equilibrium. Our results show that by utilizing the proposed algorithm, the IoT users can obtain a higher QoE. In particular, for delay-sensitive applications, the existence of fog nodes in the close proximity of users reduces the computation time by up to 70%. We further compare our algorithm with an existing job dispatching and allocation mechanism proposed in [8]. Results show that up to 20% more IoT users benefit from computing services when our proposed algorithm is used in comparison to that of [8].

This paper is organized as follows. In Section II, we introduce the system model. We formulate the potential game in Section III, prove the existence of an equilibrium, and develop an algorithm that can achieve the NE. We also provide an upper bound for the PoA. In Section IV, we extend our framework and propose a near–optimal resource allocation mechanism and prove that it achieves an $\epsilon$-Nash equilibrium. We evaluate the performance of our framework through extensive simulations in Section V. Finally, we conclude in Section VI.

II. System Model

We consider an IoT system with a hierarchical computing structure and a set of IoT users. Each IoT user may either perform its tasks locally or offload them to the computing servers. The computing servers include a set of fog nodes and the remote cloud servers. Fog nodes can provide computing services to the IoT users in their close proximity. Fig. 1 illustrates an instant of such IoT system.

A. Hierarchical Computing Structure

We assume that there are $S$ fog nodes in the system where $\{1, \ldots, S\}$ denotes the set of these fog nodes. We further denote the set of all computing servers available in the hierarchical computing structure as $S = \{0, 1, \ldots, S\}$, where 0 represents the remote cloud servers and is used to model all remote cloud servers that IoT users can use for their computation task offloading. We assume that the remote cloud
servers have sufficient computing resources. We model each cloud server as a virtual machine with dedicated processing power $f_s$, which denotes the processing capacity of the server in cycles per time unit. Without loss of generality, we assume that all remote cloud servers have the same processing power.

Unlike the remote cloud servers, fog nodes have limited processing power. We model the computing resource of each fog node $s = 1, \ldots, S$ as a virtual machine with processing power $f_s$. The processing power of each fog node is equally shared among the applications of IoT users offloaded to the fog node. Notice that the fog nodes cannot prioritize applications of an IoT user as all users are selfish and only follow the strategic behaviors that maximize their own QoE.

B. IoT Users and Computation Task Models

We consider that there are $N$ IoT users denoted by the set $\mathcal{N} = \{1, \ldots, N\}$. Each IoT user $n \in \mathcal{N}$ has a computation task $T_n = (z_n, \gamma_n)$, where $z_n$ is the size of task in bits. Furthermore, $\gamma_n$ is the processing density in cycles per bit, which is the number of cycles required to process a unit bit of data. The processing density of each task depends on the application type and is known to the user upon arrival of the task. Each IoT user may perform its task locally or offload it to the computing servers. The computing server can either be one of the fog nodes in close proximity or belong to the remote cloud. Although each IoT user is equipped with multi-RAT and may have access to more than one computing server, each computation task should either be served entirely by the IoT device of the user or be offloaded to one computing server. We define the offloading indicator $a_{n,s} \in \{0, 1\}$ for each IoT user $n \in \mathcal{N}$ and computing server $s \in \mathcal{S}$, where $a_{n,s} = 1$ indicates that the task $T_n$ from IoT user $n$ is offloaded to the server $s$. Otherwise, if $a_{n,s} = 0$ for all $s \in \mathcal{S}$, then task $T_n$ is performed locally by the user. We also define the offloading vector of user $n \in \mathcal{N}$ as $\mathbf{a}_n = (a_{n,0}, \ldots, a_{n,S})$. Since each task $n$ can be offloaded to at most one server, we have $\sum_{s \in \mathcal{S}} a_{n,s} \leq 1$.

We further introduce constant $b_{n,s} \in \{0, 1\}$ for each $n \in \mathcal{N}$ and $s \in \mathcal{S}$, which represents the connectivity of user $n$ to computing server $s$. If $b_{n,s} = 1$, then user $n$ is able to offload its task to the server $s$. Otherwise, if user $n$ is not in close proximity of fog node $s$ and cannot connect to it, we have $b_{n,s} = 0$ to exclude $s$ from the feasible strategy space of user $n$. We restrict the offloading indicator to take the connectivity model into account and ensure that $a_{n,s} \leq b_{n,s}$ for all $n \in \mathcal{N}$ and $s \in \mathcal{S}$.

We now introduce the QoE of IoT users when performing the computation tasks. The QoE reflects the benefits an IoT user received by offloading its tasks to the computing servers. We define the QoE as the cost reduction achieved from computation offloading, where the cost of performing a task consists of the computation energy and computation delay. We first determine the cost of performing a task in both local and fog–cloud computing cases.

Case 1. Local Computing: The computation energy for performing a task of size $z_n$ and processing density $\gamma_n$ locally in IoT device $n$ is $a_{n,z_n \gamma_n}/f_n$, where $f_n$ denotes the processing power of IoT device $n$ and $a_n$ is a user–dependent constant. The same model of energy consumption is used in [18]–[20]. Furthermore, the time required to process the task is $z_n/\gamma_n$. We define the cost of performing the task $T_n = (z_n, \gamma_n)$ locally as follows:

$$c^L_n = \lambda^E_n \frac{z_n \gamma_n}{f_n} + \lambda^T_n \frac{z_n \gamma_n}{f_n},$$

where $\lambda^E_n, \lambda^T_n$ denote the constant weights of computation energy and computation time, respectively. We assume that $\lambda^E_n \in [0, 1]$, while $\lambda^T_n \in (0, 1]$ to avoid the case that a task experiences a huge delay. These parameters depend on the IoT users and the type of application.

Case 2. Fog–Cloud Computing: In this case, an IoT user offloads its computation task to either a fog node in close proximity or the remote cloud server. The task will be submitted to the computing server via the user’s wireless interface. We assume that for each user $n$ and computing server $s$, at most one wireless interface is used as indicated by constant $b_{n,s}$. For IoT user $n$, we denote the energy required to offload the task to computing server $s$ as $\beta_{n,s} z_n/\tau_{n,s}$, where $\tau_{n,s}$ is the roundtrip delay between the IoT device and the server. For an offloaded task, the delay consists of the time to dispatch the task to the allocated computing server and the computation time required to complete the task on the server. The former includes the transmission time of the wireless interface, which is $z_n/\tau_{n,s}$, and the roundtrip delay between the IoT device and the server. The roundtrip delay to access fog nodes is negligible as they are located in close proximity of the IoT users, while dispatching the tasks to the remote cloud servers may impose a long roundtrip delay. We denote the roundtrip delay between IoT device $n$ and computing server $s$ as $d_{n,s}^r$.

We now determine the computation time each offloaded task spends in the computing servers. Let matrix $\mathbf{A}_{-n}$ denote the offloading strategies of all IoT users excluding user $n$. Each row of $\mathbf{A}_{-n}$ represents the offloading strategies of a user. We define $\phi^c_{n,s}(\mathbf{A}_{-n})$ as the computation time required to process task $T_n$ in server $s$, when the task is being offloaded. Similar
to other existing works (e.g., [7], [9], [16], [17]), we focus on a particular time instant and allocate the computing services to the jobs arrived at the system.\(^1\) We further assume that the processing power of fog nodes is equally shared among the workload that is arrived from IoT users and is under processing in the fog nodes. We now determine the computation time each task \(T_n\) spends in fog nodes. For fog node \(s \in S\setminus\{0\}\) and task \(T_n, n \in N\), if it is the only task in the server (i.e., \(a_{m,s} = 0\) for all \(m \in N\setminus\{n\}\)), the processing power of the fog node is assigned to this task and it takes \(d_{n,s} = z_n\gamma_n/f_s\) to process the task. The computation time may increase when other IoT users are allocated to this server. If there are more tasks other than \(T_n\) arrived at the fog node, the processing power of the fog node is equally shared among them. The number of these tasks including task \(T_n\) is \(1 + \sum_{m \in N \setminus \{n\}} a_{m,s}\). Let assume task \(T_n\) is the smallest task, i.e., \(z_n\gamma_n < z_m\gamma_m\) for all \(m \in N \setminus \{n\}\). In this case, the computation time required to process this task is:

\[ d_{n,s}^{(A_{-n})} = \frac{z_n\gamma_n}{f_s} \left(1 + \sum_{m \in N \setminus \{n\}} a_{m,s} \right), \]

as the processing power of the fog node is equally shared among the offloaded tasks. However, smaller tasks depart the server sooner as they require less processing power. Once a task leaves the server, we reassign the processing power to other tasks which are still under processing. Therefore, the computation time of task \(T_n\) offloaded to fog node \(s \in S\setminus\{0\}\) is

\[ d_{n,s}^{(A_{-n})} = \frac{z_n\gamma_n}{f_s} \left(1 + \sum_{m \in N \setminus \{n\}} \min \left\{ \frac{z_m\gamma_m}{z_n\gamma_n}, 1 \right\} a_{m,s} \right). \tag{2} \]

Notice that \(\min \left\{ \frac{z_m\gamma_m}{z_n\gamma_n}, 1 \right\} = 1\) when \(z_m\gamma_m > z_n\gamma_n\). Otherwise, this term is equal to \(\frac{z_m\gamma_m}{z_n\gamma_n} < 1\), which states that task \(T_m\) leaves the fog node earlier than task \(T_n\). Given \(A_{-n}\) as the offloading strategies of IoT users except user \(n\), the second term of \(d_{n,s}^{(A_{-n})}\) determines how the other tasks offloaded to server \(s\) prolong the computation time of task \(T_n\).

The computation time spent in the remote cloud servers can also be determined as follows as we assume that they have sufficient processing power.

\[ d_{n,0}^{(A_{-n})} = \frac{z_n\gamma_n}{f_0}. \tag{3} \]

The cost imposed to IoT user \(n\) when offloading the task \(T_n\) is:

\[ c_n^{C}(a_n, A_{-n}) = \alpha_n \sum_{s \in S} a_{n,s} \beta_{n,s}\gamma_{n}/r_{n,s} \]

\[ + \lambda T \sum_{s \in S} a_{n,s} \left( \frac{z_n}{r_{n,s}} + d_{n,s}^{(A_{-n})} \right). \tag{4} \]

We further define the QoE as the amount of cost reduction achieved by the user when offloading its task. Let \(q_n(a_n, A_{-n})\) denote the user \(n\)’s QoE given offloading vector \(a_n\) and matrix \(A_{-n}\). We have

\[ q_n(a_n, A_{-n}) = \begin{cases} c_n^{C}(a_n, A_{-n}) - c_n^{C}(a_n, A_{-n})_n, & \text{if } \sum_{a \in S} a_{n,s} = 1 \\ 0, & \text{otherwise}, \end{cases} \tag{5} \]

where \(c_n^{C}(a_n, A_{-n})\) are given in (1) and (4), respectively. Note that when \(\sum_{a \in S} a_{n,s} = 1\), the task is offloaded and the user’s QoE is the cost of local computing minus the cost imposed by offloading the task. Otherwise, the QoE is zero as the task is performed locally.

### III. Computation Offloading Game

In this section, we formulate the interactions between the IoT users as a strategic game and propose an algorithm that can obtain the NE. We further analyze the PoA for this game.

#### A. Game Formulation

We formally define game \(G \triangleq (N, A_n, \{q_n\}_{n \in N})\), where \(N\) is the set of players and \(A_n\) is the feasible strategy space of player \(n\) such that \(a_n \in A_n\). Furthermore, \(q_n\) is the player \(n\)’s QoE, which represents its payoff achieved from using computing services.

Each IoT user aims to maximize its own QoE in response to the other users’ strategies. To obtain the strategies of all IoT users, we first introduce the concept of best response strategy.

**Definition 1 (Best Response Strategy) [21].** Given \(A_{-n}\) as the strategies of all players excluding player \(n\), player \(n\)’s best response strategy is:

\[ a_n^* = \arg \max_{a_n} q_n(a_n, A_{-n}) \tag{6a} \]

subject to \(\sum_{a \in S} a_{n,s} \leq 1\), \(a_{n,s} \leq b_{n,s}, \forall s \in S, \tag{6b} \)

\(a_{n,s} \in \{0, 1\}, \forall s \in S, \tag{6c} \)

which represents the choice of \(a_n\) that maximizes the player \(n\)’s QoE.

In QoE maximization problem (6), constraint (6b) is introduced to guarantee that each task can be offloaded to at most one computing server. Constraint (6c) ensures that offloading to computing server \(s\) is possible if there is a wireless link connecting user \(n\) to server \(s\). The feasible region of problem (6) represents the feasible strategy space of player \(n\), which is denoted as \(A_n\).

Utilizing Definition 1, we now introduce the NE as follows.

**Definition 2 (Nash Equilibrium) [21].** An offloading strategy profile \(\{a_n^*\}_{n \in N}\) is an NE of Game \(G\) if it is a fixed point of best responses, i.e., for all \(a_n^* \in A_n, n \in N\):

\[ q_n(a_n^*, A_{-n}^*) \geq q_n(a_n^*, A_{-n}^*). \]

According to Definition 2, no player has an incentive to deviate unilaterally from the NE as the player cannot further improve its QoE by following a different strategy than the equilibrium.
We now show that there exists an NE for Game \( G \). To obtain the NE, we use the potential games [22], [23] and introduce the weighted potential game as follows.

**Definition 3 (Weighted Potential Game).** Let \( \mathbf{w} = \{w_n\}_{n \in \mathcal{N}} \) denote a vector of positive numbers. A game is called a weighted potential game if it admits a \( \mathbf{w} \)-potential function \( P \) such that for every player \( n \in \mathcal{N} \) and offloading vectors \( \mathbf{a}_n, \mathbf{a}'_n \in \mathcal{A}_n \),

\[
q_n(\mathbf{a}_n, \mathbf{A}_{-n}) - q_n(\mathbf{a}'_n, \mathbf{A}_{-n}) = w_n(P(\mathbf{a}_n, \mathbf{A}_{-n}) - P(\mathbf{a}'_n, \mathbf{A}_{-n})) .
\]

In a weighted potential game, each player \( n \) is associated with a positive weight as denoted by \( w_n \). To formulate the potential game, we first define the function \( Q(\mathbf{A}) \) as the weighted aggregate QoE of all users.

\[
Q(\mathbf{A}) \triangleq \sum_{n \in \mathcal{N}} \frac{1}{\lambda_n} q_n(\mathbf{a}_n, \mathbf{A}_{-n}) ,
\tag{7}
\]

where \( \mathbf{A} = (\mathbf{a}_n, \mathbf{A}_{-n}) \). We further define the function \( \bar{Q}(\mathbf{A}) \) as the weighted aggregate QoE of all users if each user is alone in the game.

\[
\bar{Q}(\mathbf{A}) \triangleq \sum_{n \in \mathcal{N}} \frac{1}{\lambda_n} q_n(\mathbf{a}_n, 0) ,
\tag{8}
\]

where \( \mathbf{0} = (0)_{(N-1) \times |\mathcal{S}|} \) is an all zero \((N - 1) \times |\mathcal{S}|\) matrix. In the following theorem, we introduce a \( \mathbf{w} \)-potential function and show that it satisfies the condition of Definition 3.

**Theorem 1.** Given vector \( \mathbf{w} = (\lambda_n^w)_{n \in \mathcal{N}} \), the following function is a \( \mathbf{w} \)-potential function and game \( G \) is a weighted potential game.

\[
P(\mathbf{A}) \triangleq \frac{Q(\mathbf{A}) + \bar{Q}(\mathbf{A})}{2} .
\tag{9}
\]

**Proof.** We prove Theorem 1 when we show that the potential function introduced in this theorem is a \( \mathbf{w} \)-weighted potential function satisfying the condition of Definition 3. To facilitate the analysis, we define \( \rho_{n,s,m} \triangleq \frac{z_n^\gamma}{T_s} \min \left\{ \frac{z_n^\gamma}{z_m^\gamma}, 1 \right\} \). We first form

\[
P(\mathbf{a}_n, \mathbf{A}_{-n}) - P(\mathbf{a}'_n, \mathbf{A}_{-n}) = \frac{Q(\mathbf{a}_n, \mathbf{A}_{-n}) - Q(\mathbf{a}'_n, \mathbf{A}_{-n})}{2} + \frac{Q(\mathbf{a}_n, 0) - \bar{Q}(\mathbf{a}'_n, 0)}{2} .
\]

\[
= \sum_{n \in \mathcal{N}} \frac{1}{2 \lambda_n^w} (q_n(\mathbf{a}_n, \mathbf{A}_{-n}) - q_n(\mathbf{a}'_n, \mathbf{A}_{-n})) + \frac{1}{2 \lambda_n^w} (q_n(\mathbf{a}_n, 0) - q_n(\mathbf{a}'_n, 0))
\]

\[
= -\sum_{s \in \mathcal{S}} (a_{n,s} - a'_{n,s}) \frac{\lambda_n}{\lambda_s} \frac{z_n^{\gamma}}{r_{n,s}}
\]

\[
- \sum_{s \in \mathcal{S}} (a_{n,s} - a'_{n,s}) \left( \frac{z_n^{\gamma}}{T_s} + \frac{z_n}{r_{n,s}} + d^p_{n,s} \right)
\]

\[
- \frac{1}{2} \sum_{m \in \mathcal{N} \setminus \{n\}} \sum_{s \in \mathcal{S}} (a_{n,s} - a'_{n,s}) a_{m,s} \rho_{n,s,m}
\]

\[
- \frac{1}{2} \sum_{m \in \mathcal{N} \setminus \{n\}} \sum_{s \in \mathcal{S}} a_{m,s} (a_{n,s} - a'_{n,s}) \rho_{m,s,n} ,
\]

where \( (a) \) is obtained based on the fact that \( \rho_{n,s,m} = \rho_{m,s,n} \) for all \( n, m \in \mathcal{N} \) and \( s \in \mathcal{S} \). Notice that

\[
\frac{z_n^{\gamma}}{T_s} \min \left\{ \frac{z_n^{\gamma}}{z_m^{\gamma}}, 1 \right\} = \frac{z_m^{\gamma}}{T_s} \min \left\{ \frac{z_n^{\gamma}}{z_m^{\gamma}}, 1 \right\} .
\]

Therefore, the introduced function is a \( \mathbf{w} \)-potential function with weights \( w_n = \lambda_n^w \) for all \( n \). Accordingly, we conclude that Game \( G \) is a weighted potential game.

In the following lemma, we now show that there exists a pure NE in Game \( G \).

**Lemma 1.** Every finite potential game possesses a pure-strategy NE and has the finite improvement property.

The proof of Lemma 1 can be found in [22]. Lemma 1 states that there exists an NE for every potential game with finite strategy space of players. This further implies that any algorithm that updates the players’ strategies and improves their QoE is guaranteed to reach an NE in finite time. Utilizing this lemma, we now propose a best response algorithm as illustrated in Algorithm 1.

**Algorithm 1: Best Response Adaptation for an IoT user \( n \).**

1. **initialization:** \( t \leftarrow 0 \), and \( \mathbf{a}_n^{(0)} \)

2. **do**

3. \( t \leftarrow t + 1 \)

4. **User** \( n \) collects \( d_{n,s}(\mathbf{A}_{-n}) \) from fog nodes.

5. **User** \( n \) updates its best response strategy

\[
\mathbf{a}_n^{(t)} \leftarrow \arg\max_{\mathbf{a}_n} q_n(\mathbf{a}_n, \mathbf{A}_{-n})
\]

subject to (6b) – (6d),

and submits it to the neighboring fog nodes.

6. **output:** \( \mathbf{a}_n^{(t)} \neq \mathbf{a}_n^{(t-1)} \)

The time of convergence increases exponentially with the number of IoT users \( N \) and is \( O(2^{NS}) \) in the worst case.
B. Price of Anarchy (PoA)

We have so far shown that Game $\mathcal{G}$ possesses at least an NE, which can be obtained using Algorithm 1. We now study an important performance metric of strategic games to answer the following question. How far is the overall performance of an NE from the socially optimal allocation? We use the PoA to quantify this difference. In a strategic game, the PoA illustrates how the social cost increases due to players’ selfish behaviors. To facilitate the analysis of PoA, we resort to the IoT users’ cost minimization framework as it admits the same behaviors.

The social cost is defined as the aggregate cost of all IoT users as follows.

$$c_n(a_n, A_{-n}) = \left\{ \begin{array}{ll} c_n^C(a_n, A_{-n}), & \text{if } \sum_{s \in S} a_{n,s} = 1 \\ c_n^L, & \text{otherwise} \end{array} \right. \quad (10)$$

The PoA is defined as the ratio between the worst social cost obtained in an NE and the optimal centralized solution of the social cost minimization problem. In a strategic game, the PoA illustrates how the social cost increases due to players’ selfish behaviors.

The PoA can then be obtained as

$$PoA = \frac{\max_{\mathcal{A} \in \mathcal{A}^E} \Phi(\mathcal{A})}{\Phi(\mathcal{A}_{opt})}, \quad (12)$$

where $\mathcal{A} = \prod_{n \in N} \mathcal{A}_n$ is the strategy space of all users and $\mathcal{A}^E$ is the set of all equilibria.

In the following theorem, we provide an upper bound for the PoA of the NE in Game $\mathcal{G}$ and show that it is no worse than a constant.

**Theorem 2.** The PoA of the computation offloading game $\mathcal{G}$ is no worse than

$$\min \left\{ N_s, \frac{\sum_{n \in N} I_n^L}{\sum_{n \in N} \min_{a_n, a_{n,0}} c_n(a_n, 0)} \right\},$$

where $N_s$ denotes the maximum number of IoT users allocated to a fog node and $0$ is an all zero $(N - 1) \times |S|$ matrix.

**Proof.** We first show that PoA is no larger than $N_s$, which is the maximum number of IoT users allocated to a fog node. Notice that $N_s$ is much less than the number of users and hence it is a tight bound for the PoA. From Definition 2, we know that for any user $n \in N'$ at the equilibrium, we have

$$c_n(\mathbf{a}^S_n, A^-) \leq c_n(\mathbf{a}^S_n, A^E), \quad (13)$$

where $\mathbf{a}^S_n$ denotes the socially optimal strategy of user $n$. For the user $n$’s strategy, we consider two cases of local task execution and offloading. For the case of task offloading, we have

$$c_n(\mathbf{a}^S_n, A^E) = c_n^C(\mathbf{a}^S_n, A^E) = \sum_{s \in S} a_{n,s}^S \beta_{n,s} z_n + \frac{c_n^T}{r_n,s} a_{n,s}^T \frac{c_n^T}{d_{n,s}} + \frac{c_n^T}{r_n,s} \mathbf{a}^S_n A^E_{-n}.$$  

Notice that in $c_n^C(\mathbf{a}^S_n, A^E)$, only the last term depends on the strategies of other players (i.e., $\mathbf{A}^E_{-n}$). If other users change their strategies from $\mathbf{A}^E_{-n}$ to the socially optimal strategy $\mathbf{A}^S_{-n}$, $c_n^C(\mathbf{a}^S_n, A^E_{-n})$ will be increased by at most $N_s$ times. Therefore, for the last term of $c_n^C(\mathbf{a}^S_n, A^E_{-n})$, we have

$$\sum_{s \in S} a_{n,s}^S d_{n,s} A^E_{-n} \leq N_s \sum_{s \in S} a_{n,s}^S d_{n,s} A^E_{-n}.$$  

Hence, in this case,

$$c_n(\mathbf{a}^S_n, A^E_{-n}) \leq N_s c_n(\mathbf{a}^S_n, A^S_{-n}).$$

We also know that the above inequality holds for the case of local computing as $c_n^L \leq N_s c_n^L$. Thus, for any NE strategy including the worst equilibrium, we have

$$c_n(\mathbf{a}^E_n, A^E) \leq N_s c_n(\mathbf{a}^S_n, A^S_{-n}), \quad \forall n \in N'.$$

We now conclude that PoA is always less than or equal to $N_s$.

We further show that the PoA is also no larger than the second term presented in Theorem 2. We show that if all users choose local task execution in an NE, that equilibrium is the worst one. In other words, that equilibrium results in a higher social cost than all other equilibria. In this case, the maximum social cost is $\sum_{n \in N} c_n^L$. By contradiction, we assume that there exists an NE in which the social cost is higher than $\sum_{n \in N} c_n^L$. Therefore, there should be at least one user $n$ such that $c_n(\mathbf{a}^E_n, A^E_{-n}) > c_n^L$. However, according to Definition 2, this user has a positive incentive to move from the equilibrium and choose the local execution as it imposes less cost. Thus, if there is an NE in which all users choose the local execution, it is the worst equilibrium and we can conclude that

$$\max_{\mathcal{A} \in \mathcal{A}^E} \Phi(\mathcal{A}) \leq \sum_{n \in N} c_n^L.$$  

We now focus on the minimum social cost and derive a lower bound. Let $\mathbf{a}^L_n$ denote the strategy of user $n$ when minimizing the social cost. A lower bound of the cost of each user can be obtained when there is no competition with other users. Therefore,

$$c_n(\mathbf{a}^L_n, A^E_{-n}) \geq c_n(\mathbf{a}^S_n, 0) \geq \min_{a_n \in A_n} c_n(a_n, 0),$$

which completes the proof.
Algorithm 2: \(\varepsilon\)-Better Response Adaptation for an IoT user \(n\).

1. **input**: \(\varepsilon\)
2. **initialization**: \(t \leftarrow 0\), \(B_n \leftarrow A_n\), and \(a_n^{(0)}\)
3. **while** \(B_n \neq \emptyset\)
4. User \(n\) submits its better response strategy \(a_n^{(t)}\) to the neighboring fog nodes.
5. User \(n\) collects \(d_{n,s}(A_{-n})\) from fog nodes.
6. User \(n\) obtains a set of better response strategies
   \[B_n = \{a_n \in A_n | q_n(a_n, A_{-n}) - q_n(a_n^{(t)}, A_{-n}) > \varepsilon\}\]
7. User \(n\) chooses \(a_n^{(t+1)}\) from set \(B_n\) and updates its strategy
8. \(t \leftarrow t + 1\)
9. **end**
10. **output**: \(a_n^{(t)}\)

IV. NEAR-OPTIMAL RESOURCE ALLOCATION MECHANISM

To address the time complexity of the best response algorithm presented in Section III, in this section, we propose a near-optimal resource allocation algorithm that terminates in polynomial time. We develop the algorithm by using a better response approach and show that it can achieve a near NE equilibrium. In this algorithm, each player updates its strategy weakened to allow the possibility that a player may have a better response approach and show that it can achieve a near NE equilibrium. In this algorithm, each player updates its strategy weakened to allow the possibility that a player may have a better response strategy rather than its best response equilibrium. In this algorithm, each player updates its strategy weakened to allow the possibility that a player may have a better response strategy rather than its best response strategy.

In an NE, no player has an incentive to change its strategy. However, in an \(\varepsilon\)-Nash equilibrium, this requirement is weakened to allow the possibility that a player may have a small bounded incentive to deviate from NE. The player cannot expect to increase its payoff (i.e., QoE) by more than \(\varepsilon\).

We now develop an algorithm that can achieve an \(\varepsilon\)-Nash equilibrium. In this algorithm, each player updates its strategy to a better response strategy rather than its best response strategy. Given a constant \(\varepsilon\), if there exists a strategy which improves the player’s QoE by more than \(\varepsilon\), the player updates its strategy to one such strategy. Otherwise, the player does not change its strategy assuming that it has reached near NE. Algorithm 2 illustrates our proposed better response algorithm for IoT user \(n\).

In Algorithm 2, for each IoT user, we update its strategy to a better one which improves the user’s QoE by more than \(\varepsilon\). Set \(B_n\) shows all feasible better strategies that user \(n\) can follow. Once this set is empty, we terminate the algorithm as there is no such strategy. In the following theorem, we show that Algorithm 2 can achieve the \(\varepsilon\)-Nash equilibrium with a polynomial time complexity.

**Theorem 3.** For any given \(\varepsilon > 0\), the better response algorithm illustrated in Algorithm 2 reaches the \(\varepsilon\)-Nash equilibrium in \(O(N/\varepsilon)\) steps.

**Proof.** According to Definition 4, the equilibrium obtained by Algorithm 2 is an \(\varepsilon\)-Nash equilibrium as the user incentive obtained by deviating from the equilibrium is at most \(\varepsilon\). We now prove that the time complexity of the algorithm is at most \(O(N/\varepsilon)\). In each iteration \(t\), user \(n\) improves its QoE by at least \(\varepsilon\). Thus,

\[q_n(a_n^{(t)}, A_{-n}) - q_n(a_n^{(t-1)}, A_{-n}) > \varepsilon.\]

Since Game \(G\) is a weighted potential game as stated in Theorem 1, we have

\[P(a_n^{(t)}, A_{-n}) - P(a_n^{(t-1)}, A_{-n}) > \varepsilon.\]

As a result, each IoT user increases the potential function \(P\) by at least \(\varepsilon/\lambda_n^T\) in each iteration. However, the potential function \(P\) is bounded above and is always less than \(\sum_{n \in N} \lambda_n^{T}/\lambda_n^{T}\).

Therefore, the number of better response updates is at most

\[\frac{\lambda_n^{T}}{\varepsilon} \sum_{n \in N} \lambda_n^{T},\]

where \(\lambda_n^{T} = \max_{n \in N} \lambda_n^{T}\). We can conclude that the time complexity of our proposed algorithm to determine the \(\varepsilon\)-Nash equilibrium in all users is \(O(N/\varepsilon)\), which completes the proof.

V. PERFORMANCE EVALUATION

In this section, we investigate the performance of the proposed algorithm by evaluating the IoT users’ QoE at the equilibrium and that of socially optimum mechanism. We further compare our proposed algorithm with an existing algorithm proposed in [8].

A. Simulation Setup

For each IoT device, we assume that the CPU clock speed is randomly and uniformly taken from [100 MHz, 1 GHz].\(^2\) To determine the energy consumption of the CPU, we follow the model presented in [18]–[20]. For a task of size \(z_n\) and processing density \(\gamma_n\), the energy consumed in the device \(n\)’s CPU to perform the task is \(\alpha_n z_n \gamma_n / f_n\), where \(\lambda_n\) is the user-dependent parameter \(\alpha_n\) is [18]–[20]:

\[\alpha_n = \kappa_n f_n^{\phi_n} + \psi_n,\]

where \(\kappa_n\), \(\varphi_n\), and \(\psi_n\) are user-dependent constants that depend on the CPU model. We use the measurement results reported in [26] and set \(\kappa_n = 0.33\), \(\varphi_n = 3\), \(\psi_n = 0.1\) for all \(n \in N\). We assume that each IoT device is equipped with three wireless interfaces, which are Long Term Evolution (LTE), WiFi, and Bluetooth interfaces. IoT users may use their LTE interface to communicate with the remote cloud servers, while they can use the WiFi and Bluetooth interfaces to connect to at most two nearby fog nodes. Without loss of generality, we assume that the energy parameter \(\beta_n\) only depends on the type of interface and does not vary in different

\(^2\)For example, ARM Cortex-M3 processor which is widely used in IoT devices has 100 MHz clock speed [24]. Moreover, smartphones are usually powered with ARM Cortex-A8 processors with 1 GHz clock speed [25].
devices. According to [26], for the LTE interface of each device $n \in N$, we set $\beta_{n,0} = 2605$ mJ/sec. We further set $\beta_{n,s} = 1224.78$ mJ/sec [27] if user $n$ is connected to fog node $s$ via WiFi interface and $\beta_{n,s} = 84$ mJ/sec [28] if the Bluetooth interface is used. The average transmission rate of LTE and WiFi are 5.85 Mbps and 3.01 Mbps, respectively, as measured in [27]. According to these measurements, we assume that the transmission rate of LTE and WiFi interfaces are uniformly and randomly distributed over $[4.85, 6.85]$ Mbps and $[2.01, 4.01]$ Mbps, respectively. We further assume that the transmission rate of Bluetooth is uniformly distributed in $[0.7, 2.1]$ Mbps. We also assume that the processing power of fog nodes is uniformly distributed in $[2, 3]$ GHz and the processing power of each cloud server is 4 GHz [29]. Unless stated otherwise, we assume that the roundtrip delay of remote cloud servers (i.e., $d_{n,h}$) is 200 msec [8], while the roundtrip delay between IoT devices and fog nodes is negligible.

We consider different computing jobs with different task sizes and processing densities arrive at IoT users to study a wide range of IoT applications. We assume that the task size and processing density are uniformly distributed in $[100 \text{ B}, 0.5 \text{ MB}]$ and $[100, 600]$ cycles per bit, respectively. To study the tradeoff between energy consumption and delay, unless stated otherwise, we randomly choose $x_n^B$ and $x_n^T$ from the intervals $[0, 1]$ and $[0.5, 1]$, respectively.

B. Computation Offloading Game

1) Average QoE: We first study the computation offloading game by investigating the average QoE of users at different equilibria obtained by Algorithm 1 (i.e., NE) and Algorithm 2 (i.e., $\epsilon$–Nash equilibria). The QoE of each user $n \in N$ is given in (5). Fig. 2 illustrates the average QoE perceived by IoT users by utilizing the computing services. As can be observed, for $\epsilon = 0.01$, the QoE perceived at the $\epsilon$–Nash equilibrium is almost the same as what achieved at the NE. This is because when $\epsilon$ is very small, the users may choose the same strategy as the NE. However, as stated in Theorem 3, the convergence time of Algorithm 2 is guaranteed to be polynomial. By increasing the value of $\epsilon$, we trade the QoE for reducing the computational complexity.

Fig. 2 further shows that the average QoE of users in an IoT system with more fog nodes is higher than that of a system with fewer fog nodes. The more number of fog nodes, hence the more nearby computing resources, reduces the delay each offloaded task experiences, which consequently improves the QoE of users. However, when there are more IoT users, the workload of each fog node increases. Thus, the average QoE each user obtains reduces.

2) Average Delay: We further focus on delay–sensitive applications and investigate the delay each task experienced to be processed locally or be offloaded. We set $x_n^B = 0$ and $x_n^T = 1$ for all $n \in N$ and vary the roundtrip delay between IoT devices and the remote cloud servers. Fig. 3 shows the average delay when different number of fog nodes exist in the system. We first investigate the case that there are no fog nodes (i.e., $S = 0$) and the IoT users can only offload their computation tasks to the cloud servers.

Fig. 4. The average delay each task experienced to be processed versus the number of IoT users $N$ when there are $S = 50$ fog nodes. The average delay significantly increases when there are more number of users. The users may not choose the fog nodes in this case due to their long computation time.

We consider different strategies to offload the users’ computation tasks. As can be observed, the roundtrip delay of remote cloud servers to study the computation time of delay–sensitive applications. When $S = 0$, the users can only offload their computation tasks to the cloud servers.
services for delay-sensitive IoT applications.

Fig. 4 further shows the average delay of tasks when there are \( S = 50 \) fog nodes in the system. We vary the number of IoT users for different roundtrip delays of remote cloud servers. A larger roundtrip delay to offload the tasks to the remote cloud servers substantially increases the average delay each task experiences. This is because the users are not interested in the remote cloud servers anymore, while the processing power of fog nodes is also limited.

We also investigate the computation time, communication time, and the roundtrip delay that each task experiences. Fig. 5 shows the average of these metrics for different number of fog nodes when there are \( N = 200 \) IoT users in the system. As can be observed, the computation time reduces when there are more fog nodes. This is because more IoT users choose computation task offloading rather than local computing, which consequently reduces the computation time. Likewise, the roundtrip delay reduces in this case. However, the communication time increases as the WiFi and Bluetooth interfaces used for dispatching the tasks to the fog nodes have usually a lower transmission rate than the LTE interface used for transmitting the tasks to the remote cloud servers. Notice that in local computing, the communication time is zero as the tasks are performed locally.

3) Number of Beneficial Users: We now study the number of beneficial users that offload their computation tasks as their QoE is greater than zero. Figs. 6 and 7 show the number of beneficial users for different number of fog nodes and IoT users affected by the roundtrip delay of remote cloud servers. As can be observed from Fig. 6, when there are no fog nodes, the number of beneficial users substantially decreases for long roundtrip delay of remote cloud servers. However, the effect of roundtrip delay will be reduced when fog nodes are available for computation task offloading. According to Fig. 7, if there are more users in the system, a higher number of them benefit from the computing services. However, the percentage of beneficial users decreases as the workload of fog nodes and cloud servers, hence the computation time to perform the task, increases. For example, when there are 100 users and the roundtrip delay is 200 msec, 70% of users offload their tasks, while for a system with 200 users, only 58% of them have non-zero QoE. Surprisingly, when \( N = 50 \), the effect of different roundtrip delay is negligible. This is because there are enough nearby computing resources in this case and the IoT users do not offload their computation tasks to the remote cloud servers.

Figs. 8 and 9 illustrate the number of beneficial users categorized into the number of users offloading to the remote cloud servers and fog nodes, respectively. As shown in Fig. 8, the number of computation tasks offloaded to the remote cloud servers significantly reduces when there are more fog nodes offering the computing services. Furthermore, from Fig. 9, we can also observe that more users offload their computation tasks when we increase \( N \). In this case, the increase in the number of tasks offloaded to the remote cloud servers is more significant comparing to that of fog nodes. This is because a higher workload at the fog nodes imposed by more number of offloaded tasks affects the interest of IoT users in utilizing fog computing services.

We now compare the performance of our proposed mechanism with that of [\( \text{[8]} \)] when the roundtrip delay is 400 msec. We assume that \( \lambda_n^E = 0 \) for all \( n \in \mathcal{N} \), while \( \lambda_n^T \)

\(^3\)In [\( \text{[8]} \)], the authors proposed offline and online mechanisms. Since the offline mechanism always outperforms the online one, we used the offline mechanism for comparison. Notice that the offline mechanism in [\( \text{[8]} \)] aims to minimize the total delay of all tasks by considering their priorities.
is randomly and uniformly distributed in $[0.01, 1]$ in order to compare in a fair manner. We consider $\lambda_n^t$ for each task $n \in \mathcal{N}$ as its priority when investigating the performance of the offloading mechanism [8]. Figs. 10 and 11 illustrate the number of IoT users that benefit from computing services by utilizing our proposed computation offloading mechanism in comparison to [8]. As can be observed from Fig. 10, our proposed mechanism outperforms [8] by up to 20% in terms of the number of beneficial users. We further vary the number of fog nodes and investigate the performance of our proposed mechanism. As shown in Fig. 11, 18% more users benefit from computing services in comparison to the offloading mechanism proposed in [8]. Furthermore, Fig. 11 shows that the number of beneficial users significantly decreases when there is no fog node (i.e., $S = 0$) in the system.

C. Social Cost and PoA

In this subsection, we study the social cost of IoT users to investigate the efficiency of the NE in Game $\mathcal{G}$. The social cost is the total cost of all users as given in (11). Fig. 12 shows the total cost imposed to IoT users in different scenarios. The local computing refers to the case when all tasks are performed locally by users, while in the remote cloud computing case, we assume that only remote cloud servers are available. The cost of users in the computation offloading game is $\Phi(A^{NE})$ and the socially optimal cost is $\Phi(A^S)$. The socially optimal cost is always less than the cost in the computation offloading game due to the strategic behavior of IoT users. However, as can be observed, the total cost in the computation offloading game is close to optimal social cost. This shows that the PoA of Game $\mathcal{G}$ is close to 1, which states that the degradation of the social cost due to the strategic behavior of players is negligible. This further validates Theorem 2 stating that the PoA is no worse than a constant. Fig. 12 also illustrates that if all users perform their computation tasks locally, a huge amount of cost will be imposed to them. Thus, the proposed hierarchical fog-cloud computing paradigm can significantly reduce the total cost of the IoT users and is promising for the development of future IoT applications.

VI. CONCLUSION

In this paper, we studied the computing resource allocation in a hierarchical fog-cloud computing paradigm. We formulated a QoE maximization problem based on which we proposed a computation offloading game to model the competition between IoT users. We proved the existence of a
pure NE and developed an algorithm that can achieve the equilibrium. We also provided an upper bound on the equilibrium efficiency loss of the game. To mitigate the time complexity of obtaining the NE, we further proposed a near-optimal resource allocation algorithm and showed that it reaches an $\epsilon$-Nash equilibrium in polynomial time. We investigated the proposed algorithm through numerical experiments. Our results show that by utilizing the proposed algorithms, the IoT users can obtain a higher QoE. Results also show that the computation time of delay-sensitive IoT applications reduces significantly when utilizing the computing resources of fog nodes. This demonstrates the ability of fog nodes in providing low-latency computing services in IoT systems. We further showed that the number of users that find the computing services beneficial increases by up to 20% when using the proposed mechanism in comparison to an existing algorithm in the literature.

For future work, we will consider dynamic arrival of computation tasks and develop an online mechanism to allocate the computing resources. In addition, we will focus on mobile edge computing, where the cloud servers are installed within the radio access networks of cellular systems. We will jointly allocate the wireless spectrum and computing resources to enable mobile users to offload their computation tasks. This is promising to realize low-latency edge network services of future 5G wireless networks.

REFERENCES

[1] Cisco, “Fog computing and the Internet of Things: Extend the cloud to where the things are,” 2015. [Online]. Available: http://www.cisco.com/c/dam/enus/solutions/trends/iot/docs/computing-overview.pdf

[2] F. Bonomi, R. Milito, J. Zhu, and S. Addepalli, “Fog computing and its role in the Internet of Things,” in Proc. of ACM MCC Workshop on Mobile Cloud Computing, Helsinki, Finland, Aug. 2012.

[3] M. Chiang and T. Zhang, “Fog and IoT: An overview of research opportunities,” IEEE Internet of Things Journal, vol. 3, no. 6, pp. 854–864, Dec. 2016.

[4] R. Deng, R. Lu, C. Lai, and T. H. Luan, “Towards power consumption-delay tradeoff by workload allocation in cloud-fog computing,” in Proc. of IEEE ICC, London, UK, Jun. 2015.

[5] F. Jalali, K. Hinton, R. Ayre, T. Alpcan, and R. S. Tucker, “Fog computing may help to save energy in cloud computing,” IEEE J. on Select. Areas in Commun., vol. 34, no. 5, pp. 1728–1739, May 2016.

[6] A. Brogi and S. Forti, “QoS-aware deployment of IoT applications through the fog,” accepted for publication in IEEE Internet of Things Journal, 2017.

[7] R. Deng, R. Lu, C. Lai, T. H. Luan, and H. Liang, “Optimal workload allocation in fog-cloud computing toward balanced delay and power consumption,” IEEE Internet of Things Journal, vol. 3, no. 6, pp. 1171–1181, Dec. 2016.

[8] H. Tan, Z. Han, X-Y. Li, and F. C. Lau, “Online job dispatching and scheduling in edge-clouds,” in Proc. of IEEE INFOCOM, Atlanta, GA, May 2017.

[9] Y. Xiao and M. Kunz, “QoE and power efficiency tradeoff for fog computing networks with fog node cooperation,” in Proc. of IEEE INFOCOM, Atlanta, GA, May 2017.

[10] G. Lee, W. Saad, and M. Bennis, “An online secretary framework for fog network formation with minimal latency,” in Proc. of IEEE ICC, Paris, France, May 2017.

[11] M. S. Elbamby, M. Bennis, and W. Saad, “Proactive edge computing in latency-constrained fog networks,” arXiv preprint arXiv:1704.06749, Apr. 2017.

[12] X. Chen and J. Zhang, “When D2D meets cloud: Hybrid mobile task offloadings in fog computing,” in Proc. of IEEE ICC, Paris, France, May 2017.

[13] D. Bruneo, S. Distefano, F. Longo, M. Merlino, A. Paladino, V. D’Amico, M. Sapienza, and G. Torrisi, “Stack4Things as a fog computing platform for smart city applications,” in Proc. of IEEE INFOCOM, San Francisco, CA, Apr. 2016.

[14] H. Shah-Mansouri, V. W. S. Wong, and R. Schober, “Joint optimal pricing and task scheduling in mobile cloud computing systems,” IEEE Trans. on Wireless Commun., vol. 16, no. 8, pp. 5218–5232, Aug. 2017.

[15] V. W.S. Wong, R. Schober, D. W. K. Ng, and L.-C. Wang, Key Technologies for 5G Wireless Systems. Cambridge University Press, 2017.

[16] M.-H. Chen, B. Liang, and M. Dong, “Joint offloading and resource allocation for computation and communication in mobile cloud with computing access point,” in Proc. of IEEE INFOCOM, Atlanta, GA, May 2017.

[17] X. Chen, L. Jiao, W. Li, and X. Fu, “Efficient multi-user computation offloading for mobile-edge cloud computing,” IEEE/ACM Trans. on Networking, vol. 24, no. 5, pp. 2795–2808, Oct. 2016.

[18] M.-R. Ra, J. Paek, A. B. Sharma, R. Govindan, M. H. Krieger, and M. J. Neely, “Energy-delay tradeoff in smartphone applications,” in Proc. of ACM MobiSys, San Francisco, CA, June 2010.

[19] M. Andrews, A. F. Anta, L. Zhang, and W. Zhao, “Routing for energy minimization in the speed scaling model,” in Proc. of IEEE INFOCOM, San Diego, CA, March 2010.

[20] J. Kwak, O. Choi, S. Chong, and P. Mohapatra, “Dynamic speed scaling for energy minimization in delay-tolerant smartphone applications,” in Proc. of IEEE INFOCOM, Toronto, Canada, April 2014.

[21] N. Shoham and K. Leyton-Brown, Multiagent Systems: Algorithmic, Game-Theoretic, and Logical Foundations. Cambridge University Press, 2008.

[22] D. Monderer and L. S. Shapley, “Potential games,” Games and Economic Behavior, vol. 14, no. 1, pp. 124–143, May 1996.

[23] E. Bodine-Baron, C. Lee, A. Chong, B. Hassibi, and A. Wierman, “Peer effects and stability in matching markets,” in Proc. of Int’l Conf. on Algorithmic Game Theory, Amaifi, Italy, Oct. 2011.

[24] Cortex-M3 Specification Summary. [Online]. Available: https://developer.arm.com/products/processors/cortex-m/cortex-m3

[25] Cortex-A8 Specification Summary. [Online]. Available: https://developer.arm.com/products/processors/cortex-a8

[26] Y. Kim, J. Kwak, and S. Chong, “Dual-side dynamic controls for cost minimization in mobile cloud computing systems,” in Proc. of WiOpt, Mumbai, India, May 2015.

[27] J. Kwak, Y. Kim, J. Lee, and S. Chong, “DREAM: Dynamic resource and task allocation for energy minimization in mobile cloud systems,” IEEE J. Sel. Areas Commun., vol. 33, no. 12, pp. 2510–2523, Dec. 2015.

[28] M. Siekkinen, M. Hienkari, J. K. Nurminen, and J. Nieminen, “How low energy is Bluetooth Low Energy? Comparative measurements with ZigBee/802.15.4,” in Proc. of IEEE WCNC Workshop on Internet of Things Enabling Technologies, Embracing Machine-to-Machine Communications and Beyond, Paris, France, Apr. 2012.

[29] Y. Wang, M. Sheng, X. Wang, L. Wang, and J. Li. “Mobile-edge computing: Partial computation offloading using dynamic voltage scaling,” IEEE Trans. Commun., vol. 64, no. 10, pp. 4268–4282, Oct. 2016.