**ABSTRACT**

Power transformers are an important component of a nuclear power plant (NPP). Currently, the NPP operates a lot of power transformers with extended service life, which exceeds the designated 25 years. Due to the extension of the service life, the task of monitoring the technical condition of power transformers becomes urgent. An important method for monitoring power transformers is Chromatographic Analysis of Dissolved Gas. It is based on the principle of controlling the concentration of gases dissolved in transformer oil. The appearance of almost any type of defect in equipment is accompanied by the formation of gases that dissolve in oil, and specific types of defects generate their gases in different quantities. At present, at NPPs, the monitoring systems for transformer equipment use predefined control limits for the concentration of dissolved gases in the oil. This study describes the stages of developing an algorithm to detect defects and faults in transformers automatically using machine learning and data analysis methods. Among machine learning models, we trained Logistic Regression, Decision Trees, Random Forest, Gradient Boosting, Neural Networks. The best of them were then combined into an ensemble (StackingClassifier) showing F1-score of 0.974 on a test sample. To develop mathematical models, we used data on the state of transformers, containing time series with values of gas concentrations (H₂, CO, C₂H₄, C₂H₂). The datasets were labeled and contained four operating modes: normal mode, partial discharge, low energy discharge, low-temperature overheating.
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1 **Introduction**

Modern nuclear power plants (NPPs) generate a large amount of data. Mining or data-driven methods provide effective using of the generated information for faults and failures detection, determining the remaining useful life of the equipment, and solving other urgent diagnostic tasks. The International Atomic Energy Agency (IAEA) states that the high quality of solving these tasks and effective implementation of modern techniques will allow nuclear industry to switch to condition-based maintenance (CBM) [1] which has been successfully applied for different applications. According to Bond et al. and their analysis [2], applying of the CBM in the nuclear industry will be saving for the United states over 1 billion per year. Moreover, it is strongly important to keep in safe NPPs defending against cyber-attacks and intrusions, equipment faults and failures, and other anomalies to prevent the terrible and devastating consequences. Moreover the downtime of the plant leads to significant financial losses. At the same time, safety requirements need to
be complied with cost-effectively without expensive additional diagnostics and safety systems and without adding a large number of new measuring channels. Finally, faults in equipment and processes are stated as one of the challenges in NPPs by IAEA.

Power transformers (PTs) are an important component of a NPP. They convert alternating voltage and are instrumental in power supply of both external NPP energy consumers and NPPs themselves. Currently, many PTs have exceeded planned service life that had been extended over the designated 25 years. Due to the extension, monitoring the PT technical condition becomes an urgent matter.

An important method for monitoring and diagnosing PTs is Chromatographic Analysis of Dissolved Gas (CADG). It is based on the principle of forced extraction and analysis of dissolved gases from PT oil. Almost all types of equipment defects are accompanied by formation of gases that dissolve in oil; certain types of defects generate certain gases in different quantities. At present, NPP control and diagnostic systems for PT equipment use predefined control limits for concentration of dissolved gases in oil. The main disadvantages of this approach are the lack of automatic control and insufficient quality of diagnostics, especially for PTs with extended service life. To combat these shortcomings in diagnostic systems for the analysis of data obtained using CADG, machine learning (ML) methods including neural networks, as well as pattern recognition algorithms, time series forecasting, cluster analysis, control charts, graph analysis, etc can be used. The variety of methods used for NPP and other complex technical systems and their components diagnostics is represented in the IAEA report [1], books [3, 4, 5] and recent reviews [6, 7, 8, 9, 10, 11, 12, 13]. Mentioned ML methods showed significant results in solving various tasks in many industrial applications including anomaly detection task [14].

Our study describes the stages of developing an algorithm for detecting and classifying anomalies (defects and faults) in PTs automatically using ML and data analysis methods.

2 Problem statement

The fault detection problem is a particular case of the anomaly detection problem in the data that refers to the monitoring of industrial systems and components which are PTs. Moreover, fault detection is one of the four diagnostics tasks [1], which are illustrated as a sequence of diagnosis process in Fig. 1. Fault detection is a critical link in the diagnostic circuit since only in case of a deviation detection in the equipment operation, the processes of solving the remaining diagnostic problems (identification or isolation, diagnosis, prognosis or process recovery) are started.

Depending on existing data and labels, business problems, and desired output, a fault detection problem may transform into various mathematical problems, such as classification, regression, changepoint detection, etc. Almost always in technical systems diagnostics and anomaly detection problem in particular there is a lack of markup or labels for the anomalous state. We often have only healthy state to train reconstruction or prediction model of the normal state and look for deviations of the model’s outputs on the new data. The details regarding these approaches are presented in [15]. Sometimes we do not have even healthy state and pure unsupervised techniques are used [16, 17, 18]. In our case, the fault detection problem transforms into a classification problem, since the data is related to one of four labeled classes (including one normal and three anomalous), so the model’s output needs to be a class number. Since the algorithm solves multiclass classification problem indicating specific state or operation mode, it also solves the diagnosis problem. Moreover, we do not train two different models for fault detection and diagnosis problems solving but we use a single one multiclass classifier for both.

![Figure 1: Process monitoring circuit.](image-url)
3 Data

One of the challenges for the research of ML application to manufacturing, energy-producing and construction industries is a lack of publicly available non-proprietary real-world data. There are just a few public benchmarks and datasets in technical anomaly detection field:

- Tennessee Eastman Process (TEP) benchmark [19];
- Sugar Refinery Benchmark [20];
- Urban waste water treatment plant [21];
- Delft pump [22];
- Satellite anomaly benchmark [23];
- Wireless Sensor Networks benchmark [24];
- Machinery Fault Database [25];
- Skoltech anomaly benchmark (SKAB) [26].

But none of the mentioned datasets relate to nuclear field, and just a few of them represent real-world data.

This paper firstly introduces a real-world data with PT anomalies which is publicly available at https://www.kaggle.com/competitions/transformer/data. The data represents PT state and contains 3000 separate datasets. Each dataset contains time series with gas concentrations values ($H_2$, $CO$, $C_2H_4$, $C_2H_2$). The datasets are labeled and contain four PT operating modes (classes):

1. Normal mode;
2. Partial discharge: local dielectric breakdown in gas-filled cavities;
3. Low energy discharge: sparking or arc discharges in poor contact connections of structural elements with different or floating potential; discharges between PT core structural elements, high voltage winding taps and the tank, high voltage winding and grounding; discharges in oil during contact switching;
4. Low-temperature overheating: oil flow disruption in windings cooling channels, magnetic system causing low efficiency of the cooling system for temperatures < 300 °C.

A single label meaning single operation mode is assigned to each dataset which may be represented in a matrix form of a 4 (features) x 420 (points) size. The raw features represent various gases, while each point is a value of gas concentration measured over twelve hours. Examples of datasets for each class are presented in Fig. 2).

Since we have labels for the data with a relatively lot of incidents, supervised techniques are much more preferable due to their high or state-of-the-art results in plenty tasks. Moreover, when looking at the distributions of the same signals in different modes (Fig 3), it becomes clear that various modes can be divided according to the values of the statistical properties (mean, std, etc.). This leads to an idea of extracting such features and feeding them to the models.

The only problem remains how to preprocess data of time-series type to use classic supervised techniques appropriately and effectively.

To be properly used as the input into ML models, the data needs to be preprocessed and transformed into a single vector, not a matrix. The details about the importance of preprocessing in general and a review of preprocessing stages and methods for NPPs are presented in [27]. In our case, feature extraction procedure over a time series from tsfresh library [28] are used. The scheme of these transformations is presented in Fig. 4.

This procedure contains aggregations that transform each vector to a single value. After several aggregations, several new features representing statistical properties (mean, median, max, min, std, etc.) are acquired. After the full feature extraction procedure, informative features are created and at the next step they are selected by dropping strongly correlated features (Pearson correlation coefficient > 0.9). The result is a 16 (features) x 900 (points) dataset. After that, the dataset is divided into train and test (20%) sets, and ML models are trained and tested using the preprocessed data.
4 Methods and Results

4.1 Evaluation metrics

To compare various algorithms in presence of unbalanced classes in data we have chosen Precision, Recall and F1 metrics.

\[
\text{Precision} = \frac{TP}{TP + FP}
\]

\[
\text{Recall} = \frac{TP}{TP + FN}
\]

\[
F1 = 2 \cdot \frac{\text{Precision} \cdot \text{Recall}}{\text{Precision} + \text{Recall}}
\]

where \(TP\) is the total number of \(tp\) samples; \(FP\) is the total number of \(fp\) samples; \(FN\) is the total number of \(fn\) samples; \(TN\) is the total number of \(tn\) samples.

The intuition behind determining the classification result for each sample by using a confusion matrix is shown in Table 1.

### Table 1: Confusion matrix.

| Actual \ Predicted | Predicted Anomaly | Predicted no anomaly |
|--------------------|-------------------|---------------------|
| Actual anomaly     | true positive \((tp)\) | false negative \((fn)\) |
| Actual no anomaly  | false positive \((fp)\) | true negative \((tn)\) |
Figure 3: Distributions of datasets (columns show various operating modes; rows show various gases).

Figure 4: The scheme of time series feature extraction procedure.
Table 2: Metrics of classifiers on test set and 5-folds cross-validation.

| ML algorithm          | F1-score on test set | F1-score on 5-folds |
|-----------------------|----------------------|---------------------|
|                       | mean                | std                 |
| LogisticRegression    | 0.95                | 0.94 0.009          |
| DecisionTreeClassifier| 0.94                | 0.92 0.008          |
| RandomForestClassifier| 0.96                | 0.94 0.006          |
| LGBMClassifier        | 0.96                | 0.95 0.011          |
| XGBClassifier         | 0.96                | 0.95 0.009          |
| MLPClassifier         | 0.96                | 0.96 0.011          |

4.2 Train stage #1: classic ML methods

We selected and used during the experiments ML methods of the most common classes, including linear method (Logistic Regression), tree-based method (Decision Trees), ensemble-based methods (Random Forest, Gradient Boosting) and neural network (multilayer perceptron).

A comparison of the quality of the algorithms is shown in Table 2. The F1 metric on both test set and five folds cross-validation was used to select the best model. For cross-validation, we look at the mean and standard deviation of the metric calculated over the five folds which represent bias and variance respectively. All the ensemble models and neural network show quite similar results. Even though RandomForestClassifier slightly loses to other ensemble models on the cross-validation, the standard deviation of the metric is the smallest among all models.

4.3 Train stage #2: ensemble of selected models (StackingClassifier)

Based on the previous results, we have selected following models to combine them in the single algorithm called StackingClassifier:

- LGBMClassifier, an implementation of the gradient boosting model in LightGBM framework [29];
- RandomForestClassifier, an implementation of the random forest model in scikit-learn framework [30];
- MLPClassifier, a multilayer perceptron implemented with tensorflow framework [31]. In our case, a simple two-layer perceptron was used.

A technique called stacking was used to build an ensemble of models. In this technique, heterogeneous individual models can be combined. There is a meta-model, which takes the basic models as input, and meta-model’s output is the final prediction of the whole algorithm. It is often improves quality and robustness of the solution [18]. In our case, selected models were combined into an ensemble using a second-level gradient boosting model implemented in the XGBoost library [32] that uses first-level (basic) models’ outputs as the features for its input. The training of the StackingClassifier (train stage #2) is following:

1. The train set is divided into K folds;
2. For an object from the train set, related to the K-th fold, a prediction is made by weak algorithms that have been trained on K-1 folds. This process is iterative and happens for each fold.
3. A set of basic models’ predictions is created for each object in the train set;
4. The meta-model is trained on the predictions generated by first-level algorithms.

The final pipeline, as well as the ensembling scheme and ML models used in the final solution are shown in Fig. 5.

In Table 3 the detailed results of the classification problem solving including multi-class (multi-label) classification metrics are presented. The details regarding the multi-class classification metrics are given in [33].

The misclassifications in the form of a confusion matrix for the StackingClassifier model on the test set are shown in Table 4. Using the StackingClassifier model, a prediction was made on the test set, and the following results were obtained: 5 errors for the Normal mode class, 1 error for the Partial discharge class, 5 errors for the Low-energy discharge class, 7 errors for the Low-temperature overheating class. These results indicate that Low-energy discharge class is the hardest to predict correctly, while both Low-energy discharge class and Low-temperature overheating class misclassifications are falsely assigned to the normal mode class in most cases. Finally, Partial discharge and normal mode classes are the easiest to predict.
Figure 5: The pipeline of the diagnostic approach development.

Table 3: Detailed results of the StackingClassifier on test set.

| Class                 | Precision | Recall | F1  |
|-----------------------|-----------|--------|-----|
| Normal mode           | 0.98      | 0.99   | 0.99|
| Partial discharge     | 0.91      | 1.0    | 0.95|
| Low energy discharge  | 0.78      | 0.78   | 0.78|
| Low-temperature overheating | 1.0     | 0.89   | 0.94|
| Macro average         | 0.92      | 0.91   | 0.91|
| Weighted average      | 0.97      | 0.97   | 0.97|

5 Conclusion

We have described the stages of developing an algorithm for anomaly detection and diagnosis in power transformers using machine learning methods (Fig 5). At the initial stage, informative features were created and selected. After that, machine learning models were trained on the preprocessed data. The preprocessing part, including train-test splitting have been described. As a core part of the algorithm, we have trained Logistic Regression, Decision Trees, Random Forest, Gradient Boosting, and Neural Network (perceptron). The final part of the algorithm development is the selecting and ensembling the best ML models. Developed algorithm StackingClassifier shows an F1 of 0.974 on a test set. Since the algorithm's output is a class of PT's state, it allows to solve two of the technical diagnostics tasks: anomaly (fault) detection and diagnosis.

The research also presents the real-world data from PTs that represents the state of transformers, containing time series with values of gas concentrations (H₂, CO, C₂H₄, C₂H₂) and one of four modes (normal mode, partial discharge, low energy discharge, low-temperature overheating) as labels.

The results clearly show that ML methods are applicable in technical diagnostics and PT monitoring using Chromatographic Analysis of Dissolved Gas. ML methods can also improve the current level of diagnostics. The developed algorithms might improve fault detection and diagnosis process, which leads to an increasing efficiency and potentially allows avoiding major accidents that often result in a lot of fatalities or significant financial losses.
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