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Abstract

This paper studies a novel multi-access coded caching (MACC) model in the two-dimensional (2D) topology, which is a generalization of the one-dimensional (1D) MACC model proposed by Hachem et al. The 2D MACC model is formed by a server containing $N$ files, $K_1 \times K_2$ cache-nodes with $M$ files located at a grid with $K_1$ rows and $K_2$ columns, and $K_1 \times K_2$ cache-less users where each user is connected to $L^2$ nearby cache-nodes. The server is connected to the users through an error-free shared link, while the users can retrieve the cached content of the connected cache-nodes without cost. Our objective is to minimize the worst-case transmission load over all possible users’ demands. In this paper, we first propose a grouping scheme for the case where $K_1$ and $K_2$ are divisible by $L$. By partitioning the cache-nodes and users into $L^2$ groups such that no two users in the same group share any cache-node, we use the shared-link coded caching scheme proposed by Maddah-Ali and Niesen for each group. Then for any model parameters satisfying $\min\{K_1, K_2\} > L$, we propose a transformation approach which constructs a 2D MACC scheme from two classes of 1D MACC schemes in vertical and horizontal projections, respectively. As a result, we can construct 2D MACC schemes that achieve maximum local caching gain and improved coded caching gain, compared to the baseline scheme by a direct extension from 1D MACC schemes.
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I. INTRODUCTION

Caching techniques have a central role in future communication systems and wireless cellular networks [1]. In the caching paradigm, some content is locally stored into the users’ local caches during off-peak times. Then the pre-stored content is leveraged to reduce the network congestion during peak times, such that some local caching gain arises. In the seminal paper [2], Maddah-Ali and Niesen (MN) proposed a coded caching scheme which achieves an additional multicast gain on top of the conventional local caching gain. In the MN coded caching model, a single server with $N$ file is connected to $K$ users over an error-free shared link, while each user has a local cache of size $M$. A coded caching scheme consists of two phases: i) placement phase: some packets of each file are placed into the cache of each user without knowledge of the user’s future demand; ii) delivery phase: each user requests one file. According to the users’ demands and cache content, the server sends coded packets such that each user’s demand is satisfied. The goal is to minimize the worst-case number of transmitted packets normalized by the file size (referred to as load in this paper).

The MN coded caching scheme utilizes an uncoded combinatorial cache construction in the placement phase and linear coding in the delivery phase. When $M = t \frac{N}{K}$ with $t \in \{0, 1, \ldots, K\}$, the achieved load is $\frac{K(1-M/N)}{1+KM/N}$. The term $1 - M/N$ in the numerator is the local caching gain, which is defined as the average fraction of each file not available in the cache of each user. The term $1 + KM/N$ in the denominator is the coded caching gain, which is defined as the average number of users served by one multicast message. For other memory sizes, the lower convex envelope of the above memory-load tradeoff can be achieved by memory-sharing. The load of the MN coded caching scheme was proved to be optimal within a factor of 2 [3] and exactly optimal under the constraint of uncoded cache placement [4], [5] (i.e., each user directly copies some packets of files in its cache).

However, the MN scheme requires a subpacketization exponential to the number of users $K$. In order to reduce the subpacketization, the authors in [6] proposed a combinatorial structure to characterize the placement and delivery strategies in a single array, referred to as Placement Delivery Array (PDA). It was shown in [7] that the schemes in [2], [6]–[12] can be represented by appropriate PDAs. Particularly, the PDA characterizing the MN scheme in [2] is referred to as MN PDA. Given any $(K, F, Z, S)$ PDA, we can obtain a shared-link coded caching scheme for $K$ users, with subpacketization $F$, memory ratio $\frac{M}{N} = \frac{Z}{F}$ and load $R = \frac{S}{F}$. By using PDA,
(K', F', Z', S') PDA for
shared-link coded
 caching system

Fig. 1: Transformation from a (K', F', Z', S') shared-link PDA to a (K, L, M, N) 1D MACC
scheme, where K = K' + \frac{K'Z'}{F'}(L - 1) and M = \frac{K'Z'N}{F'K'}.

various coded caching schemes were constructed to reduce the subpacketization of the MN
scheme, e.g., [6], [9], [11], [13]–[21].

**A. One-Dimension Multi-access Caching**

Most works on coded caching consider that each user has its own dedicated cache. Edge
caching, which stores the Internet-based content at the wireless edges, boosts the spatial and
spectral efficiency. The main advantages of edge caching compared to the end-user caches include
that the edge nodes normally have larger storage sizes and could be accessed by multiple local
users with high data rates. Such a scenario motivated the work in [22] which introduced a
multi-access coded caching (MACC) problem, referred to as (K, L, M, N) one-dimensional (1D)
MACC problem. Different from the MN coded caching problem, there are K cache-nodes with
the cache size of M files, while each of the K users is cache-less and can access L neighboring
cache-nodes in a cyclic wrap-around fashion. Thus, each cache-node serves exactly L users. As
assumed in [22], the cache-nodes are accessed by the connected users with negligible load cost.

Under the 1D MACC model, various schemes were proposed in [22]–[34]. The most related
work to this paper is our previous work in [18], which proposed a transformation approach to
extend any PDA for the shared-link coded caching system (satisfying some constraints which
most existing PDAs satisfy) to generate a 1D MACC scheme as illustrated in Fig. 1. For any
(K, L, M, N) 1D MACC system with M/N \in \{0, 1, \ldots, \lfloor K/L \rfloor\}, by using such transformation
approach on the MN PDA for shared-link coded caching scheme, we can obtain a 1D MACC
caching scheme with the load \frac{K(1 - LM/N)}{KM/N + 1}.

**B. Two-Dimensional Multi-access Caching**

The aforementioned works on the MACC problem only considered the 1D topology. However,
in a practical cellular network, the cache-nodes are most typically placed in a two-dimensional
Motivated by this, we consider an ideal MACC problem with 2D square topology, referred to as 2D MACC. In this paper, we focus on the \((K_1, K_2, L, M, N)\) 2D MACC system as illustrated in Fig. 2. In this setting, \(K_1 \times K_2\) cache-nodes with cache size of \(M\) files are placed in a rectangular grid with \(K_1\) rows and \(K_2\) columns, and \(K_1 \times K_2\) cache-less users are placed regularly on the same grid such that each user is in the proximity of a square of \(L \times L\) neighboring cache-nodes (where distance is defined in a cyclic wrap-around fashion). For instance, when \(K_1 = K_2 = 3\) and \(L = 2\), the user at row 2 and column 2 can access the cache-nodes which are located at \((row, column) = (1, 1), (1, 2), (2, 1)\) and \((2, 2)\) (as illustrated in Fig. 2). Without loss of generality, we assume that \(K_1 \geq K_2\). When \(K_2 = 1\), the 2D MACC system reduces to 1D MACC system. Similar to the 1D MACC model, users can access their \(L^2\) cache-nodes at no cost (this assumes very fast off-load side links between users and cache-nodes). The objective of the problem is to minimize the worst-case load of the broadcast transmissions from the server to users over all possible demands.

**C. Contribution and Paper Organization**

Our contributions for the new \((K_1, K_2, L, M, N)\) 2D MACC system are as follows.

- We first propose a baseline scheme, by using an MDS precoding on each file such that the 2D MACC problem is divided into \(K_2\) separate 1D MACC problems, each of which has \(K_1\) cache-nodes and users. The baseline scheme achieves the maximum local caching gain and a coded caching gain equals to \(\frac{K_1 \min\{K_2, L\} M}{N} + 1\).
When $K_1$ and $K_2$ are divisible by $L$, we propose a grouping scheme which partitions all the cache-nodes and users into $L^2$ groups such that any two users in the same group cannot access the same cache-node, and uses the MN caching scheme for each group. The grouping scheme achieves the maximum local caching gain and a coded caching gain which equals to $\frac{K_1K_2M}{N} + 1$.

Our major contribution on this new model is to propose a new transformation approach for the case $K_2 > L$, which constructs a hybrid 2D MACC scheme (i.e., consisting of an outer structure and an inner structure) from two classes of 1D MACC schemes as illustrated in Fig. 3. In the vertical projection of the 2D system which reduces to the $(K_1, L, M_1, N)$ 1D MACC system, we select a 1D MACC scheme as outer structure from any 1D MACC scheme, which is generated by the transformation approach [18]. In the horizontal projection of the 2D system which reduces to the $(K_2, L, M_2, N)$ 1D MACC system, we use $\frac{K_1K_2M}{N}$ 1D MACC schemes as inner code, which are generated by using the transformation approach [18] on the Partition PDA in [15] for the shared-link caching model. Finally, by incorporating the outer and inner structures, we obtain a hybrid $(K_1, K_2, L, M, N)$ 2D MACC scheme, where $\frac{M_1}{N} \cdot \frac{M_2}{N} = \frac{M}{N}$. The grouping scheme achieves the maximum local caching gain and a coded caching gain no less than $\frac{K_1K_2M}{N}$ while the outer structure is generated based on the MN PDA.

The rest of this paper is organized as follows. Section II reviews some related results on the original shared-link coded caching model and 1D MACC model. Section III formulates the novel 2D MACC model. Section IV lists the main results of the paper. Sections V and VI provide the detailed constructions of the proposed caching schemes. Finally, we conclude the paper in Section VII and some proofs are provided in the Appendices.
In this paper, we use the following notations unless otherwise stated.

- **Bold capital letter, bold lower case letter and curlicue font will be used to denote array, vector and set respectively.** The $r^{th}$ element of a set represents the $r^{th}$ smallest element in this set. $| \cdot |$ is used to represent the cardinality of a set or the length of a vector;
- **For any positive integers $a$, $b$, $t$ with $a < b$ and $t \leq b$, non-negative set $\mathcal{V}$, and vector $\mathbf{e}$,**
  - $[a] := \{1, 2, \ldots, a\}$, $[a : b] := \{a, a + 1, \ldots, b\}$, $[a : b) := \{a, a + 1, \ldots, b - 1\}$ and $\binom{[b]}{t} := \{\mathcal{V} \mid \mathcal{V} \subseteq [b], |\mathcal{V}| = t\}$, i.e., $\binom{[b]}{t}$ is the collection of all $t$-sized subsets of $[b]$;
  - $\text{mod}(a, q)$ denotes the least non-negative residue of $a$ modulo $q$.
  - $\langle a \rangle_q := \begin{cases} \text{mod}(a, q) & \text{if } \text{mod}(a, q) \neq 0 \\ q & \text{if } \text{mod}(a, q) = 0 \end{cases}$
  - $[a : b)_q := \{\langle a \rangle_q, \langle a + 1 \rangle_q, \ldots, \langle b \rangle_q\}$.
  - $\mathcal{V}[h]$ represents the $h^{th}$ smallest element of $\mathcal{V}$, where $h \in [|\mathcal{V}|]$. Assuming that $\mathcal{V}[h] = k$, we use $\mu(k)$ to represent the order of $k$ in $\mathcal{V}$, i.e., $\mu(k) = h$ if and only if $\mathcal{V}[h] = k$ for any $k \in \mathcal{V}$. $\mathbf{e}|_h$ is the $h^{th}$ entry of $\mathbf{e}$ for each $h \in [|\mathbf{e}|]$;
  - $\mathcal{V} + a := \{v + a \mid \forall v \in \mathcal{V}\}$.
  - For any array $\mathbf{P}$ with dimension $m \times n$, $\mathbf{P}(i, j)$ represents the element located at the $i^{th}$ row and the $j^{th}$ column of $\mathbf{P}$.
  - The matrix $[a; b]$ is written in a Matlab form, representing $\begin{bmatrix} a \\ b \end{bmatrix}$.

II. PRELIMINARY RESULTS ON ORIGINAL CODED CACHING MODEL AND 1D MULTI-ACCESS CODED CACHING MODEL

In this section, we review the original shared-link coded caching model in [2] and the PDA structure in [6], [15]. Then we review the 1D MACC model in [22] and the transformation approach in [18] which constructs 1D MACC schemes from PDAs.

A. Original Shared-link Coded Caching Model

In the original coded caching model [2], referred to as shared-link coded caching model, a server containing $N$ equal-length files, $\mathcal{W} = \{W_1, W_2, \ldots, W_N\}$, connects through an error-free shared link to $K$ users $U_1, U_2, \ldots, U_K$ with $K \leq N$. Each user has a cache with size of $M$ files where $0 \leq M \leq N$. An $F$-division $(K, M, N)$ coded caching scheme contains two phases.
• **Placement phase:** The server divides each file into $F$ packets with equal size, i.e., $W_n = \{W_{n,j} \mid j \in [F]\}$, then directly places up to $MF$ packets to each user’s cache. Note that in this phase the server has no information of the users’ later demands. Define $Z_k$ as the cache content of user $k$.

• **Delivery phase:** Each user randomly requests one file from the server. Assume that the demand vector is $d = (d_1, d_2, \ldots, d_K)$, i.e., user $U_k$ requests $W_{d_k}$, where $d_k \in [N]$ and $k \in [K]$. According to the users’ cache content and demand vector, the server broadcasts $S_d$ coded packets to the users such that each user can decode its desired file.

The objective is to minimize the worst-case load among all possible requests, defined as

$$R = \max \left\{ \frac{S_d}{F} \mid d \in [N]^K \right\}.$$  

(1)

The authors in [6] proposed a combinatorial coded caching structure, referred to as placement delivery array (PDA).

**Definition 1.** ([6]) For any positive integers $K$, $F$, $Z$ and $S$, an $F \times K$ array $P$ composed of a specific symbol “*” and $S$ integers in $[S]$, is called a $(K, F, Z, S)$ PDA if it satisfies the following conditions,

C1. The symbol “*” appears $Z$ times in each column;

C2. Each integer in $[S]$ occurs at least once in the array;

C3. For any two distinct entries $P(j_1, k_1)$ and $P(j_2, k_2)$, if $P(j_1, k_1) = P(j_2, k_2) = s \in [S]$, then $P(j_1, k_2) = P(j_2, k_1) = *$, i.e., the corresponding $2 \times 2$ sub-array formed by rows $j_1, j_2$ and columns $k_1, k_2$ must be one of the following form

$$\begin{pmatrix}
  s & * \\
  * & s
\end{pmatrix} \quad \text{or} \quad \begin{pmatrix}
  * & s \\
  s & *
\end{pmatrix}.$$  

□

Notice that, for the sake of ease notation, sometimes we also express the non-star entries in a PDA by sets or vectors rather than integers.

Based on a $(K, F, Z, S)$ PDA, an $F$-division coded caching scheme for the $(K, M, N)$ coded caching system can be obtained in the following way.

• The columns represent the user indices while the rows represent the packet indices.

• If $P(j, k) = *$, user $k$ caches the $j^{th}$ packet of all files. So, Condition C1 of Definition [1] implies that all users have the same memory ratio $\frac{M}{N} = \frac{Z}{F}$. 

• If $P(j, k)$ is an integer $s$, the $j^{th}$ packet of each file is not stored by user $k$. Then the server transmits a multicast message (i.e., the XOR of all the requested packets indicated by $s$) to the users at time slot $s$. Condition C3 of Definition [1] guarantees that each user can recover its requested packets since it has cached all the other packets in the multicast message except its requested one. The occurrence number of integer $s$ in $P$, denoted by $g_s$, is the coded caching gain at time slot $s$, meaning that the coded packet is broadcasted at the time slot $s$ and simultaneously useful for $g_s$ users. $P$ is said to be a $g$-$\langle K, F, Z, S \rangle$ PDA if $g_s = g$ for all $s \in [S]$.

• Condition C2 of Definition [1] implies that the number of multicast messages transmitted by the server is $S$; thus the load is $R = \frac{S}{F}$.

Example 1. We use the following $g$-$\langle K, F, Z, S \rangle = 3$-$\langle 3, 3, 2, 1 \rangle$ PDA $P$ to construct a $\langle K, M, N \rangle = (3, 2, 3)$ coded caching scheme for the shared-link coded caching model.

$$P = \begin{pmatrix} * & * & 1 \\ * & 1 & * \\ 1 & * & * \end{pmatrix}$$

• Placement Phase: The server divides each file into 3 equal-size packets, i.e., $W_n = \{W_{n,1}, W_{n,2}, W_{n,3}\}, n \in [3]$. The users cache the following packets,

$Z_1 = \{W_{n,1}, W_{n,2} \mid n \in [3]\}, \quad Z_2 = \{W_{n,1}, W_{n,3} \mid n \in [3]\}, \quad Z_3 = \{W_{n,2}, W_{n,3} \mid n \in [3]\}$.

• Delivery Phase: Assume that the request vector is $d = (1, 2, 3)$. The server sends $W_{1,3} \oplus W_{2,2} \oplus W_{3,1}$ to the users. Then each user can recover its requested file. For instance, user 1 requests the file $W_1 = \{W_{1,1}, W_{1,2}, W_{1,3}\}$ and has cached $W_{3,1}, W_{2,2}$, so it can recover $W_{1,3}$. The load is $R = \frac{1}{3}$.

For what said above, it follows that any PDA corresponds to a coded caching scheme achieving the performance state in the following lemma.

Lemma 1. ([6]) Given a $\langle K, F, Z, S \rangle$ PDA, there exists an $F$-division $\langle K, M, N \rangle$ coded caching scheme with the memory ratio $\frac{M}{N} = \frac{Z}{F}$ and load $R = \frac{S}{F}$. \[ \square \]

The authors in [6] showed that the seminal coded caching scheme proposed in [2] can be represented by a special PDA, referred to as MN PDA.
Construction 1. (MN PDA [6]) For any integer \( t \in [K] \), we have a \( (t+1)-\times (K, \binom{K}{t}, \binom{K}{t+1}, \binom{K}{t}) \) PDA, \( P = (P(T, k)) \) with dimension \( \binom{K}{t} \times K \), where \( T \in \binom{[K]}{t} \) and \( k \in [K] \), by\(^1\)

\[
P(T, k) = \begin{cases} 
* & \text{if } k \in T \\
T \cup \{k\} & \text{otherwise}
\end{cases}
\] (2)

When \( K = 3 \) and \( t = 2 \), the \( 3-(3, 3, 2, 1) \) MN PDA is exactly the PDA in Example \([1]\).

In order to further reduce the subpacketization of the MN PDA, the authors in \([15]\) proposed a particular PDA construction, referred to as Partition PDA. For the sake of clarity, we express the non-star entries by vectors first.

Construction 2. (Partition PDA [15]) For any positive integers \( q, z \) and \( m \) where \( 0 < z < q \), we define the row index set as \( F = [q]^m \), and the column index set as \( K = [q] \). Then we have \( m \) arrays \( H'_1, \ldots, H'_m \), each of which is a \( q^m \times q \) array. For each \( i \in [m] \), each entry in \( H'_i \) is defined as

\[
H'_i(f, k) = \begin{cases} 
* & \text{if } k \in B_{f_i} \\
(f_1, \ldots, f_{i-1}, k, f_{i+1}, \ldots, f_m, < f_i - k >_q) & \text{otherwise}
\end{cases}
\] (3)

where \( f = (f_1, f_2, \ldots, f_m) \in F \) and \( k \in K \) represent the row and column indices, respectively, and \( B_{f_i} = \{f_i; < f_i + 1 >_q, \ldots, < f_i + (z - 1) >_q\} \) represents the set of columns filled by “*” in row \( f \). Intuitively, if \( k \not\in B_{f_i} \), the entry \( H'_i(f, k) \) is a non-star entry represented by a vector with length \( m + 1 \), which is generated by replacing the \( i^{th} \) coordinate of \( f = (f_1, f_2, \ldots, f_m) \) by \( k \) and appending \( < f_i - k >_q \) at the end of the vector.

The block array formed by stacking \( H'_i \) for all \( i \in [m] \) next to each other as \( H' = (H'_1, \ldots, H'_m) \) is an \( m-(mq, q^m, zq^{m-1}, q^m(q - z)) \) PDA.

For the sake of future convenience, we replace the vectors in \( H' = (H'_1, \ldots, H'_m) \) by integers in \([q^m(q - z)]\) according to an arbitrary one-to-one mapping \( \phi \); the resulting array containing stars and integers is defined as \( H = (H_1, \ldots, H_m) \), which is also an \( m-(mq, q^m, zq^{m-1}, q^m(q - z)) \) PDA.

Example 2. When \( q = 3, z = 2 \) and \( m = 2 \), the Partition PDA \( H' = (H'_1, H'_2) \) is illustrated in Fig \([4]\) including two sub-arrays \( H'_1 \) and \( H'_2 \) with dimension \( 9 \times 3 \). In \( H'_1 \), let us focus on the

\(^1\)Notice that the rows are indexed by all the subsets \( T \in \binom{[K]}{t} \), and the columns are indexed by all the integers \( k \in [K] \).
Fig. 4: $H'_1$, $H'_2$ of Partition PDA $H'$ with $q = 3$, $z = 2$ and $m = 2$

row with index $f = (1, 1)$,

- we have $B_{f_1} = \{f_1, <f_1 + 1> + 3\} = \{1, 2\}$. Thus the stars are located at column 1 and column 2 of this row, i.e., $H'_1(f, 1) = H'_1(f, 2) = \ast$;

- for column 3 of this row (i.e., when $k = 3$), we have $H'_1(f, 3) = (k, f_2, <f_1 - k> + 3) = (3, 1, 1)$ from (3).

In $H'_2$, let us focus on the row with index $f = (2, 1)$,

- we have $B_{f_2} = \{f_2, <f_2 + 1> + 3\} = \{1, 2\}$. Thus the stars are located at column 1 and column 2 of this row, i.e., $H'_2(f, 1) = H'_2(f, 2) = \ast$;

- for column 3 of this row (i.e., when $k = 3$), we have $H'_2(f, 3) = (f_1, k, <f_2 - k> + 3) = (2, 3, 1)$ from (3).

Similarly, the other entries in $H'_1$ and $H'_2$ are obtained as illustrated in Fig 4. Next, we check the Condition C3 of PDA in Definition 1. For instance, let us focus on the vector $(3, 1, 1)$. In $H'_1$, the vector $(3, 1, 1)$ is filled in the entry at row $(1, 1)$ and column 3; in $H'_2$, the vector $(3, 1, 1)$ is filled in the entry at row $(3, 2)$ and column 1. In row $(1, 1)$, the entry at column 1 of $H'_2$ is star; in row $(3, 2)$, the entry at column 3 of $H'_1$ is star. Thus the sub-array containing $(3, 1, 1)$ satisfies Condition C3 of PDA in Definition 1.

We can also replace the vectors in $H'_1$ and $H'_2$ by integers according to the one-to-one mapping $\phi$ in Table I. The resulting arrays $H_1$ and $H_2$ are illustrated in Fig. 5.

Next, we introduce the concept of “tag-star” in a Partition PDA, which plays an important role in the constructions of this paper.
TABLE I: The mapping $\phi$  

| $h'$   | (1,1) | (2,1) | (3,1) | (1,2) | (2,2) | (3,2) | (1,3) | (2,3) | (3,3) |
|--------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| $h = \phi(h')$ | 1     | 2     | 3     | 4     | 5     | 6     | 7     | 8     | 9     |

Fig. 5: $H_1, H_2$ of Partition PDA $H$ with $q = 3$, $z = 2$ and $m = 2$

Definition 2. For each $i \in [m]$ and each $f \in \mathcal{F}$, we have $H_i(f, f_i) = \ast$. Then we define this star (i.e., the star located at row $f$ and column $f_i$ of $H_i$) as a tag-star.

In Example 2, for $i = 1$, the row indexed by $f = (2, 1)$ of $H_1$ (see Fig. 5) contains a $\ast$ in the second position. Since $f_1 = 2$, this is a tag star. For $i = 2$, the row indexed by $f = (2, 1)$ of $H_2$ (see Fig. 5) contains a $\ast$ in the first position. Since $f_2 = 1$, this is a tag star.

B. 1D Multi-access Coded Caching Model

A $(K, L, M, N)$ 1D MACC system proposed in [22] contains a server with a set of $N$ equal-length files, $K$ cache-nodes, and $K \leq N$ cache-less users. Each cache-node has a memory size of $M$ files where $0 \leq M \leq \frac{N}{L}$. The cache-nodes are placed in a line, and each user can access $L$ neighboring cache-nodes in a cyclic wrap-around fashion. That is, each user $U_k$, $k \in [K]$, can retrieve all the content cached by the cache-node $C_{k'}$ if and only if $< k - k' >_K < L$. Each user is also connected to the server via an error-free shared link. As in [22], we assume that the users can retrieve the cache content of the connected cache-nodes without any cost. The system operates in two phases.

- **Placement phase**: Each file is divided into $F$ packets of equal size, then each cache-node directly caches up to $MF$ packets of files. Each user $U_k$ can retrieve the content stored at its
accessible cache-nodes. The placement phase is done without knowledge of later requests.

- **Delivery phase:** Each user randomly requests one file. According to the request vector $d = (d_1, d_2, \ldots, d_K)$ and the retrieved content by users, the server transmits $S_d$ multicast messages to users, such that each user’s request can be satisfied.

Let $t = \frac{KM}{N} \in [0 : \lfloor K/L \rfloor]$. A transformation approach to generate a $(K, L, M, N)$ 1D MACC scheme was proposed in [18] which extends any $(K' = K - t(L - 1), F', Z', S')$ PDA $P$ for the shared-link coded caching system satisfying $\frac{K'Z'}{F'} = t$, Conditions C1-C3 in Definition 1 and Conditions C4, C5 (which will be clarified soon).

First, $P$ satisfies the following condition,

- C4. Each row of $P$ has exactly $t$ stars.

Then we define

$$A_j = \{k' \mid P(j, k') = *, k' \in [K'], j \in [F']\}$$

as column index set of star entries in row $j$ of $P$. Notice that $|A_j| = t$ since each packet is cached $t$ times in the original MN caching model.

In $(K, L, M, N)$ 1D MACC scheme, each file is divided into $K$ equal-length subfiles, $W_n = \{W_n^{(r)} \mid r \in [K]\}$ where $n \in [N]$, and the caching procedure is also divided into $K$ rounds. For any $r \in [K]$, in the $r$th round we only deal with the $r$th subfile of each file. Furthermore, it is sufficient to introduce the construction in the first round since all the caching procedures in different rounds are symmetric. In the first round, the authors in [18] showed that the node-placement array $C_{1D}$, user-retrieve array $U_{1D}$, and user-delivery array $Q_{1D}$ are generated by the PDA $P$ as follows.

- **Node-placement array** $C_{1D}$. In order to obtain the maximum local caching gain, the scheme guarantees that any $L$ neighboring cache-nodes do not cache any common packets. Thus based on $P$, the $F' \times K$ node-placement array $C_{1D} = (C_{1D}(j, k))_{j \in [F'], k \in [K]}$ is defined as

$$C_{1D}(j, k) = \begin{cases} * & \text{if } k \in C_j \\ \text{null} & \text{otherwise} \end{cases} \quad (5)$$

where

$$C_j = \{A_j[i] + (i - 1)(L - 1) \mid i \in [t]\}. \quad (6)$$

Here $C_j$ represents the set of cache-nodes caching the packet indexed by $j$. From (6), there are $t$ stars in each row, which means that each packet stored by $t$ cache-nodes. Moreover,
any two entries \( k_1 = C_j[i_1] \) and \( k_2 = C_j[i_2] \) in \( C_j \) satisfy \( D_r(k_1, k_2) \geq L \) which means that any two cache-nodes accessed by the same users do not cache common packets.

- **User-retrieve array** \( U_{1D} \). According to the relationship between users and their accessible cache-nodes, based on \( C_{1D} \), the \( F' \times K \) user-retrieve array \( U_{1D} = (U_{1D}(j, k))_{j \in [F'], k \in [K]} \) is defined as
  \[
  U_{1D}(j, k) = \begin{cases} 
  * & \text{if } k \in U_j \\
  \text{null} & \text{otherwise}
  \end{cases},
  \]
  where
  \[
  U_j = \bigcup_{i \in [t]} \{C_j[i], C_j[i] + 1, \ldots, C_j[i] + (L - 1)\}. \tag{8}
  \]
  Here \( U_j \) represents the set of users who can retrieve the packet indexed by \( j \). From (6) and (8), there are \( tL \) stars in each row, which means that each packet can be retrieved by \( tL \) users. In addition, for any row indexed by \( j \in [F'] \), we can divide the \( tL \) stars into \( t \) groups and each group has \( L \) consecutive stars, where the \( i \)th group is defined as
  \[
  U_{j,i} := \{C_j[i], C_j[i] + 1, \ldots, C_j[i] + (L - 1)\}. \tag{9}
  \]
  \( U_{j,i} \) represents the set of users who retrieve the packet cached by cache-node \( C_j[i] \).

Another important observation is that, each packet cannot be retrieved by \( K - tL = K' - t \) users, which is exactly the same as the number of users not caching each packet in the original \((K', F', Z', S')\) PDA \( P \).

- **User-delivery array** \( Q_{1D} \). Based on \( U_{1D} \) and \( P \), the \( F' \times K \) user-delivery array \( Q_{1D} = (Q_{1D}(j, k))_{j \in [F'], k \in [K]} \) is defined as
  \[
  Q_{1D}(j, k) = \begin{cases} 
  s & \text{if } k \in \overline{U}_j \\
  * & \text{otherwise}
  \end{cases},
  \]
  where \( s = P(j, \psi_j(k)) \in [S'] \). \( \psi_j \) is a one-to-one mapping from \( \overline{U}_j = [K] \setminus U_j \) (i.e., the column index set of \( U_{1D} \) where the entries in row \( j \) are non-star) to \( \overline{A}_j = [K'] \setminus A_j \) (i.e., the column index set of original PDA \( P \) where the entries in row \( j \) are non-star). So,
  \[
  \psi_j(\overline{U}_j[\mu]) := \overline{A}_j[\mu], \forall \mu \in [K' - t], j \in F'. \tag{11}
  \]

\(^2\)Recall that \( D_r(k_1, k_2) = \min\{< k_1 - k_2 >_K, K - < k_1 - k_2 >_K \} \) where \( k_1, k_2 \in [K] \).
Hence, the alphabet set of the resulting $Q_{1D}$ contains $S'$ different integers which indicate the broadcasted messages.

**Remark 1.** In [18], the authors showed that in order to guarantee $Q_{1D}$ satisfying Condition C3, the original PDA $P$ should satisfy,

- C5. For any two distinct entries $P(j_1, k_1)$ and $P(j_2, k_2)$ satisfying $P(j_1, k_1) = P(j_2, k_2) = s \in [S']$, assume that $k_1 = A_{j_1, i_1} \cup \{k_1\}$, $k_2 = A_{j_2, i_2} \cup \{k_2\}$, we have $k_1 + (i_1 - 1)(L - 1) \in U_{j_2}$ and $k_2 + (i_2 - 1)(L - 1) \in U_{j_1}$ for some integers $i_1, i_2 \in [t + 1]$.

□

It turns out that most existing PDAs meet Conditions C4 and C5, such as MN PDA and the PDAs in [6], [9], [11], [15].

After determining $C_{1D}$, $U_{1D}$ and $Q_{1D}$, the placement and delivery strategies of $(K, L, M, N)$ 1D MACC scheme are obtained in the first round. For each $r \in [K]$, in the $r_{th}$ round, we only need to cyclically right-shift $C_{1D}$, $U_{1D}$, and $Q_{1D}$ by $r - 1$ positions, respectively. For the total placement array of cache-nodes, there are $K'Z'$ stars in each column, while this array has $KF'$ rows. Hence, each cache-node caches $\frac{K'M}{F'} \cdot \frac{N}{K} = M$ files, satisfying the memory size constraint.

In conclusion, by the above transformation approach, we obtain the following theorem.

**Theorem 1.** ( [18]) Given any $(K', F', Z', S')$ PDA $P$ satisfying Conditions C1-C5, there exists a $(K = K' + t(L - 1), L, M, N)$ 1D MACC scheme where $t = \frac{K'M}{N} = \frac{K'Z'}{F'}$, with the transmission load $R_{1D} = \frac{S'}{F'}$.

□

By applying the transformation approach into the MN PDA, a 1D MACC scheme can be obtained as follows, referred to as CWLZC 1D MACC scheme.

**Corollary 1.** (CWLZC 1D MACC scheme) Given a $(K', (K'_{t}), (K'_{t-1}), (K'_{t+1}))$ MN PDA $P$, there exists a 1D MACC scheme for $(K = K' + t(L - 1), L, M, N)$ 1D MACC system where $t = \frac{K'M}{N} = \frac{K'Z'}{F'}$, with the transmission load $R_{1D} = \frac{K-tL}{t+1}$.

□

**Example 3.** We consider a $(K, L, M, N) = (5, 2, 6, 15)$ 1D MACC scheme based on the $(K', F', Z', S') = (3, 3, 2, 1)$ MN PDA $P$. The construction of node-placement array $C_v$, user-retrieve array $U_v$, and user-delivery array $Q_v$ in the first round is illustrated in Fig. 6.
The node-placement array $C_v$ is constructed from $P$. More precisely, in row 1, the stars at columns 1 and 2 of $P$ are corresponded to columns $1 + (1-1)(2-1) = 1$ and $2 + (2-1)(2-1) = 3$ of $C_v$, respectively; in row 2, the stars at columns 1 and 3 of $P$ are corresponded to columns $1 + (1-1)(2-1) = 1$ and $3 + (2-1)(2-1) = 4$ of $C_v$, respectively; in row 3, the stars at columns 2 and 3 of $P$ are corresponded to columns $2 + (1-1)(2-1) = 2$ and $3 + (2-1)(2-1) = 4$ of $C_v$, respectively. By this construction, any two cache-nodes connected to the same users do not cache any common packets.

The user-retrieve array $U_v$ is constructed from $C_v$ by the relationship between users and the accessible cache-nodes. More precisely, in row 1, the first star at column 1 of $C_v$ is extended to the stars at columns 1 and 2 in the first group of $U_v$, the second star at column 3 of $C_v$ is extended to the stars at columns 3 and 4 in the second group of $U_v$; in row 2, the first star at column 1 of $C_v$ is extended to the stars at columns 1 and 2 in the first group of $U_v$, the second star at column 4 of $C_v$ is extended to the stars at columns 4 and 5 in the second group of $U_v$; in row 3, the first star at column 2 of $C_v$ is extended to the stars at columns 2 and 3 in the first group of $U_v$, the second star at column 4 of $C_v$ is extended to the stars at columns 4 and 5 in the second group of $U_v$. Thus each packet can be retrieved by $tL = 4$ users.

The user-delivery array $Q_v$ is constructed by filling the non-star entries in $U_v$ according to the integers in $P$. More precisely, in row 1, the integer “1” at column 3 of $P$ is filled at column 5 of $Q_v$; in row 2, the integer “1” at column 2 of $P$ is filled at column 3 of $Q_v$; in row 3, the integer “1” at column 1 of $P$ is filled at column 1 of $Q_v$.

After determining $C_v$, $U_v$, and $Q_v$, we have the placement and delivery strategies for the $(K_1, L, M_1, N) = (5, 2, 6, 15)$ 1D MACC system in the first round. Assume that the request vector is $d = (1, 2, \ldots, 5)$, the server sends $W_{1,3}^{(1)} \oplus W_{3,2}^{(1)} \oplus W_{5,1}^{(1)}$ to the users. Then the overall
transmission load is $R_{1D} = \frac{1 \times 5}{3 \times 5} = \frac{1}{3}$ which coincides with Corollary 1.

Another class of useful 1D MACC schemes for this paper are generated by using the transformation approach [18] on the Partition PDA proposed in [15].

**Corollary 2.** (*1D MACC scheme based on Partition PDA*) Given an $m$-$(mq, q^m, zq^{m-1}, q^m(q-z))$ Partition PDA $H = (H_1, H_2, \ldots, H_m)$, there exists $m$ different 1D MACC schemes for $(K = q, L = z, M = N/K, N)$ 1D MACC system. The overall transmission load for $m$ schemes is $R_{1D} = K - L$. □

**Example 4.** We consider two different $(K, L, M, N) = (3, 2, 5, 15)$ 1D MACC schemes generated by using the transformation approach on $2$-$(6, 9, 6, 9)$ Partition PDA $H = (H_1, H_2)$. The node-placement arrays $E_1, E_2$, user-retrieve arrays $B_1, B_2$, and user-delivery arrays $H_1, H_2$ are illustrated in Fig. 7.

- The node-placement arrays $E_1, E_2$ consist of the *tag-stars* (defined in Definition 2) in sub-Partition arrays $H_1, H_2$. Recall that, the row indices exactly indicate the positions of tag-stars where the first coordinate corresponds to the column index of stars in $E_1$; the second coordinate corresponds to the column index of stars in $E_2$.
- The user-retrieve arrays $B_1, B_2$ are constructed from $E_1, E_2$ by the relationship between users and the accessible cache-nodes. More precisely, $B_1, B_2$ are generated by extending each star in $E_1, E_2$ to $L = 2$ stars. For instance, in the row indexed by $(2, 1)$, the star at column 2 of $E_1$ is extended to the stars at columns 2 and 3 of $B_1$; the star at column 1 of $E_2$ is extended to the stars at columns 1 and 2 of $B_2$. Notice that, $B_1, B_2$ have the same star entries as $H_1, H_2$ of Partition PDA $H = (H_1, H_2)$ in Example 2.
- The user-delivery arrays $H_1, H_2$ are constructed by filling the non-star entries in $B_1, B_2$. Since $B_1, B_2$ have the same star entries as sub-Partition PDAs $H_1, H_2$ in Fig 5 $H_1, H_2$ are used to be user-delivery arrays.

□

### III. System Model: 2D Multi-access Coded Caching Model

The new 2D MACC model considered in this paper, with parameters $(K_1, K_2, L, M, N)$, is given as follows. A server containing $N$ equal-length files is connected to $K := K_1 \times K_2$ cache-less users through an error-free shared link. Without loss of generality, we assume that
$K_1 \geq K_2$. There are also $K$ cache-nodes, each of which has a memory size of $M$ files where $0 \leq M \leq \frac{N}{M}$. The cache-nodes are placed in a $K_1 \times K_2$ array (see Fig. 2), and at the position of each cache-node there is one user. For any positive integers $k_1 \in [K_1]$ and $k_2 \in [K_2]$, the cache-node and the user located at row $k_1$ and column $k_2$ of the $K_1 \times K_2$ array, are denoted by $C_{k_1,k_2}$ and $U_{k_1,k_2}$, respectively. Each user $U_{k_1,k_2}$ can retrieve all the content cached by the cache-node $C_{k_1',k_2'}$, if and only if the modular distances $< k_1 - k_1' >_{K_1}$ and $< k_2 - k_2' >_{K_2}$ are less than $L$, i.e.,

$$\max\{< k_1 - k_1' >_{K_1}, < k_2 - k_2' >_{K_2}\} < L. \quad (12)$$

Each user is connected to $L^2$ neighboring cache-nodes in a cyclic wrap-around fashion. For instance, in Fig. 2 user $U_{2,2}$ can access $L^2 = 4$ neighboring cache-nodes $C_{1,1}$, $C_{1,2}$, $C_{2,1}$, $C_{2,2}$. Similar with 1D MACC model, we assume that the users can retrieve the cache content of the connected cache-nodes without any cost. A $(K_1, K_2, L, M, N)$ 2D MACC scheme consists of two phases,

- **Placement phase**: The server divides each file into $F$ packets with equal size. For any positive integers $k_1 \in [K_1]$ and $k_2 \in [K_2]$, cache-node $C_{k_1,k_2}$ caches up to $MF$ packets of files. Each user $U_{k_1,k_2}$ can retrieve the packets stored by its connected cache-nodes. This phase is done without knowledge of later requests.

- **Delivery phase**: For any request vector $d = (d_{1,1}, \ldots, d_{K_1,K_2})$ representing that user $U_{k_1,k_2}$ requests file $W_{d_{k_1,k_2}}$ where $k_1 \in [K_1]$ and $k_2 \in [K_2]$, the server transmits $S_d$ coded packets to users such that each user can decode its requested file.

Notice that, each column (or row) in the 2D MACC model is exactly a 1D MACC model in Section II-B. The objective of the 2D MACC problem is to minimize the worst-case load...
\( R = \max \left\{ \frac{S_d}{F} \mid d \in [N]^K \right\}, \) as defined in (1).

IV. MAIN RESULTS

In this section, our new schemes for the 2D MACC network are presented. We first provide a baseline scheme by directly extending the CWLZC 1D MACC scheme. Then, when \( L | K_1 \) and \( L | K_2 \), we improve the baseline scheme by a grouping scheme. Next, for the more general case where \( L < \min\{K_1, K_2\} \) (i.e., \( L < K_2 \)), we propose a new transformation approach, which constructs a hybrid 2D MACC scheme from two classes of 1D MACC schemes. Thus, concatenating the new transformation approach with the transformation approach from PDAs to 1D MACC schemes proposed in [18], we obtain a transformation approach from PDAs to 2D MACC schemes. Finally, the performance analysis and construction examples of these two schemes are introduced.

A. Proposed 2D MACC Schemes

By directly using the CWLZC 1D MACC scheme in Corollary [1] into the 2D model, we obtain the following baseline scheme.

Theorem 2. (Baseline Scheme) For the \((K_1, K_2, L, M, N)\) 2D MACC problem, the lower convex envelope of the following memory-load tradeoff corner points is achievable,

- when \( K_2 \leq L \),
  
  \[
  (M, R_1) = \left( \frac{N t}{K_1 K_2}, \frac{K_1 K_2 - t L K_2}{t + 1} \right), \quad t \in \left[ 0 : \left\lfloor \frac{K_1 L}{K_2} \right\rfloor \right], \quad (13)
  \]

  and \((M, R_1) = \left( \frac{N}{K_2 L}, 0 \right)\);

- when \( K_2 > L \),

  \[
  (M, R_1) = \left( \frac{N t}{K_1 K_2}, \frac{K_1 K_2 - t L^2}{\gamma t + 1} \right), \quad t \in \left\{ 0, \frac{1}{\gamma}, \ldots, \left\lfloor \frac{K_1}{L} \right\rfloor \frac{1}{\gamma} \right\}, \quad (14)
  \]

  where \( \gamma = \frac{L}{K_2} \), and \((M, R_1) = \left( \frac{N}{L^2}, 0 \right)\).

Proof. Assume that in a \((K_1, K_2, L, M, N)\) 2D MACC system, each file has \( F \) packets where \( L \) and \( K_2 \) divide \( F \), and each packet has enough bits such that any field extension can be operated. The \( K_1 \times K_2 \) 2D topology can be divided into \( K_2 \) columns, such that each column can be
regarded as a 1D MACC system with \( K_1 \) cache-nodes and users, where each user can access \( L \) neighboring cache-nodes.

We first consider the case \( K_2 \leq L \).

- **Placement Phase.** We divide each file into \( K_2 \) subfiles with equal length, i.e., \( W_n = \{ W_n^{(k_2)} \mid k_2 \in [K_2] \} \) where \( n \in [N] \). Each subfile has \( \frac{E}{K_2} \) packets. For each integer \( k_2 \in [K_2] \), denote the set of all the \( k_2 \)th subfiles by \( W^{(k_2)} = \{ W_n^{(k_2)} \mid n \in [N] \} \). Then, the server places \( W^{(k_2)} \) into the cache-nodes in the \( k_2 \)th column by using the placement strategy of \((K_1, L, M_1 = K_2 M, N)\) CWLZC 1D MACC scheme in Corollary 1. Each cache-node totally caches \( M_1 \cdot \frac{E}{K_2} = K_2 M \cdot \frac{E}{K_2} = M F \) packets.

- **Delivery Phase.** Given any demand vector \( \mathbf{d} \), the server sends the coded subfiles of \( W^{(k_2)} \) to the users in the \( k_2 \)th column by using the delivery strategy of \((K_1, L, M_1, N)\) CWLZC 1D MACC scheme, for each \( k_2 \in [K_2] \). Since the server uses the delivery strategy of \((K_1, L, M_1, N)\) CWLZC scheme exactly \( K_2 \) times, from Corollary 1, the transmission load is

\[
R_1 = K_2^2 \cdot \frac{K_1(1 - \frac{M_1 L}{N})}{K_2} \cdot \frac{1}{t+1} = \frac{K_1 K_2 - t L K_2}{t+1},
\]

where \( t = \frac{K_1 M_1}{N} \in [0 : \lfloor \frac{K_1}{L} \rfloor] \).

- **Decodability.** In the 2D MACC system, each user can access all the \( K_2 \) cache-nodes in each row which cache \( K_2 \) different subfiles. Hence, each user can totally obtain \( K_2 \) subfiles of each file from the placement and delivery phases, such that it can decode its desired file.

Similar to the above case, the scheme for the case \( K_2 > L \) can be obtained as follows. In the placement phase, each file \( W_n \) where \( n \in [N] \) is divided into \( L \) non-overlapping and equal-length subfiles, which are then encoded into \( K_2 \) subfiles by a \([K_2, L]\) MDS code, i.e., \( \tilde{W}_n = \{ \tilde{W}_n^{(k_2)} \mid k_2 \in [K_2] \} \). Each MDS-coded subfile has \( \frac{E}{L} \) packets. The server places \( \{ \tilde{W}_n^{(k_2)} \mid n \in [N] \} \) to the cache-nodes in the \( k_2 \)th column by using the \((K_1, L, M_1' = LM, N)\) CWLZC 1D MACC scheme. Each cache-node caches \( M_1' \cdot \frac{E}{L} = LM \cdot \frac{E}{L} = MB \) packets, satisfying the memory size constraint. In the delivery phase, for each \( l \in [L] \), the server sends the required subfiles of \( \{ W_n^{(l)} \mid n \in [N] \} \) to the users in each column by using the \((K_1, L, M_1', N)\) CWLZC 1D MACC scheme. Since the server uses the delivery strategy of \((K_1, L, M_1', N)\) CWLZC scheme exactly \( K_2 L \) times, the transmission load is

\[
R_1 = K_2 L \cdot \frac{K_1(1 - \frac{L^2 M}{N})}{K_1 LM + 1} \cdot \frac{1}{L} = \frac{K_1 K_2 - t L^2}{\frac{L}{K_2} t + 1} = \frac{K_1 K_2 - t L^2}{\gamma t + 1},
\]
where \( t = \frac{K_1K_2M}{N} \in \{0, \frac{K_2}{L}, \ldots, \left\lfloor \frac{K_1}{L} \right\rfloor \frac{K_2}{L} \} \) and \( \gamma = \frac{L}{K_2} \). In the 2D MACC system, each user can retrieve \( L \) different subfiles which are stored in \( L \) neighboring cache-nodes in each row. By the property of MDS code, each file could be recovered from any of its \( L \) subfiles; thus the demand of each user is satisfied.

Note that, when \( K_2 > L \) the coded caching gain of the scheme in Theorem 2 is always less than \( t \). To improve this scheme, when \( L|K_1 \) and \( L|K_2 \), we can divide the cache-nodes into \( L^2 \) non-overlapping groups, each of which has \( \frac{K_1K_2}{L^2} \) cache-nodes. By using the MN scheme for each group, we have the following scheme whose coded caching gain is \( t + 1 \), whose proof could be found in Section □

**Theorem 3. (Grouping Scheme)** For the \((K_1, K_2, L, M, N)\) MACC problem, when \( L|K_1 \) and \( L|K_2 \), the lower convex envelope of the following memory-load tradeoff corner points is achievable,

\[
(M, R_3) = \left( \frac{Nt}{K_1K_2}, \frac{K_2L^2 - tL^2}{t + 1} \right), \quad \forall t \in \left[ 0 : \frac{K_1K_2}{L^2} \right].
\] (15)

□

Next, we will propose a highly non-trivial hybrid construction for the case \( K_2 > L \). This construction is consisted of outer and inner structures, which is built on a transformation approach from two classes of 1D MACC schemes (for 1D MACC systems in vertical and horizontal projections of the 2D MACC system, respectively) to a 2D MACC scheme. As the outer structure (i.e., the vertical projection of 2D system), we could choose any \((K_1, L, M_1 = K_2M, N)\) 1D MACC scheme from the transformation approach in Theorem 1. As the inner structure (i.e., the horizontal projection of 2D system), we choose \( K_2^tM \) different \((K_2, L, M_2 = N/2, N)\) 1D MACC schemes from the transformation approach on Partition PDA in Corollary 2.

**Theorem 4. (Hybrid Scheme)** For the \((K_1, K_2, L, M, N)\) MACC problem with \( K_2 > L \), given any \((K_1', F_1', Z_1', S_1')\) PDA (satisfying Conditions C1-C5) where \( K_1' = K_1 - t(L - 1) \), and a \( t\)-\((tK_2, K_2^tL, K_2^t(K_2 - L))\) Partition PDA, the lower convex envelope of the following memory-load tradeoff corner points is achievable,

\[
(M, R_3) = \left( \frac{Nt}{K_1K_2}, \frac{K_2L^2 - tL^2}{t} + \frac{K_2S_1'}{F_1'} \right), \quad \forall t \in \left[ \left[ \frac{K_1}{L} \right] \right],
\] (16)

and \((M, R_3) = (0, K_1K_2)\), \((M, R_3) = \left( \frac{N}{L^2}, 0 \right)\). □
The proof of Theorem 4 could be found in Section VI.

When the 1D MACC scheme for the outer structure is generated from the MN PDA in Corollary 1 by applying the novel transformation approach in Theorem 4, the following result can be directly obtained.

**Theorem 5. (Hybrid Scheme via MN PDA)** For the \((K_1, K_2, L, M, N)\) MACC problem with \(K_2 > L\), given a \((t + 1) - (K'_1, (K'_1 - 1)/(t+1), (K'_1)/(t+1))\) MN PDA where \(K'_1 = K_1 - t(L - 1)\), and a \(t\)-(\(tK_2, LK'_2, K'_2(K_2 - L)\)) Partition PDA, the lower convex envelope of the following memory-load tradeoff corner points is achievable,

\[
(M, R_4) = \left( Nt/K_1K_2, \frac{K_2^tL - tL^2}{t} + \frac{K_1K_2 - K_2^tL}{t + 1} \right), \quad \forall t \in \left[ \left\lfloor \frac{K_1L}{L} \right\rfloor \right],
\]  

and \((M, R_4) = (0, K_1K_2), (M, R_4) = (\frac{N}{L^2}, 0)\). \(\square\)

**Remark 2. (Local caching gain and coded caching gain in Theorem 5)** The local caching gain of the hybrid scheme in Theorem 5 is \(1 - \frac{L^2M}{N}\), which is the same as the local caching gains of the baseline scheme and the grouping scheme in Theorems 2 and 3. In addition, its coded caching gain is between \(t\) (the denominator of the first item) and \(t + 1\) (the denominator of the last item). \(\square\)

We conclude this subsection with some numerical comparisons of the schemes in Theorems 2, 3, and 5. In Fig 8a, we consider the case where \(K_1 = 12, K_2 = 8, L = 2,\) and \(N = 96\). It can be seen that both schemes in Theorems 3 and 5 have lower loads than the baseline scheme in Theorem 2. Furthermore, the load of the hybrid scheme in Theorem 5 is slightly larger than that of the grouping scheme in Theorem 3. In Fig. 8b, we consider the case where \(K_1 = 11, K_2 = 9, L = 2,\) and \(N = 99\). Since \(L\) does not divide \(K_1\) nor \(K_2\), the scheme in Theorem 5 cannot be used. It can be seen that the proposed hybrid scheme in Theorem 5 outperforms the baseline scheme in Theorem 2.

**B. Example of the Grouping Scheme in Theorem 3**

Let us consider a \((K_1, K_2, L, M, N) = (4, 4, 2, 1, 16)\) 2D MACC problem. In this case, we have \(L|K_1\) and \(L|K_2\).
Fig. 9: Groups of cache-nodes in the grouping scheme.

- **Placement phase.** Each file is divided into $L^2 = 4$ subfiles with equal length, i.e., $W_n = \{W_{n}^{(1)}, W_{n}^{(2)}, W_{n}^{(3)}, W_{n}^{(4)}\}$ where $n \in [16]$, and the cache-nodes are divided into $L^2 = 4$ groups, i.e.,

\[
\mathcal{G}_1 = \{C_{1,1}, C_{1,3}, C_{3,1}, C_{3,3}\}, \quad \mathcal{G}_2 = \{C_{1,2}, C_{1,4}, C_{3,2}, C_{3,4}\}, \\
\mathcal{G}_3 = \{C_{2,1}, C_{2,3}, C_{4,1}, C_{4,3}\}, \quad \mathcal{G}_4 = \{C_{2,2}, C_{2,4}, C_{4,2}, C_{4,4}\},
\]

as illustrated in Fig 9. Then the server places the subfiles $\{W_{n}^{(l)} \mid n \in [16]\}$ to the cache-nodes in $\mathcal{G}_l$, $l \in [4]$, by the placement phase of $(\frac{K_1 K_2}{L^2}, L^2 M, N) = (4, 4, 16)$ MN scheme. Each cache-node caches $\frac{1}{L^2} \cdot L^2 M = M = 1$ file, satisfying the memory size constraint. Furthermore, any two cache-nodes connected to the common user do not cache the same
content. Since each user can access \( L^2 \) cache-nodes, the local caching gain of the proposed scheme is 
\[
    g_{\text{local}} = 1 - \frac{L^2 M}{N} = \frac{3}{4}.
\]
In each group, every user can retrieve one different subfile of each file.

- **Delivery phase.** We divide the users into the following four groups according to the cache-node groups,

\[
    G'_1 = \{U_{1,1}, U_{1,3}, U_{3,1}, U_{3,3}\}, \quad G'_2 = \{U_{1,2}, U_{1,4}, U_{3,2}, U_{3,4}\},
\]
\[
    G'_3 = \{U_{2,1}, U_{2,3}, U_{4,1}, U_{4,3}\}, \quad G'_4 = \{U_{2,2}, U_{2,4}, U_{4,2}, U_{4,4}\}.
\]

Let us focus on the \( i^{th} \) group of users, where \( i \in [4] \). The transmission for this group of users contains 4 time slots. In the \( l^{th} \) time slot where \( l \in [4] \), these users will use the cache content of the cache-nodes in \( G_l \). The multicast messages in this time slot are generated through the \((4,4,16)\) MN scheme on the subfiles in \( \{W_n^{(l)} | n \in [N]\} \) which are demanded by the users in \( G'_l \).

Since the coded caching gain of the MN scheme is 
\[
    g_{\text{coded}} = \frac{K_1 K_2 M}{N} + 1 = 2,
\]
the load of the proposed scheme is 
\[
    K_1 K_2 \frac{g_{\text{local}} g_{\text{coded}}}{g_{\text{coded}}} = 6,
\]
which coincides with (15).

**C. Example of Hybrid Scheme in Theorem 5**

Let us consider the \((K_1, K_2, L, M, N) = (5, 3, 2, 2, 15)\) 2D MACC system. The hybrid scheme in Theorem 5 consists of an outer structure and an inner structure, which are generated from a scheme for the \((K_1, L, M_1 = K_2 M, N) = (5, 2, 6, 15)\) 1D MACC problem (i.e., the 1D model in the vertical projection of the 2D model), and \( \frac{K_1 K_2 M}{N} = 2 \) schemes for the \((K_2, L, M_2 = N/K_2, N) = (3, 2, 5, 15)\) 1D MACC problem (i.e., the 1D model in the horizontal projection of the 2D model), respectively. We choose these two classes of 1D MACC problems satisfying
\[
    \frac{M_1}{N} \cdot \frac{M_2}{N} = \frac{M}{N}.
\]

We divide each file into \( K_1 = 5 \) equal-length subfiles, \( W_n = \{W_n^{(r)} | r \in [5]\} \), and divide the caching procedure into 5 separate rounds. For each \( r \in [5] \), in the \( r^{th} \) round we only consider the \( r^{th} \) subfile of each file. Since all the caching procedures in different rounds are symmetric, we focus on the first round, and construct the node-placement array \( C \), user-retrieve array \( U \) and user-delivery array \( Q \), defined as follows.

**Definition 3.** Given integers \( F' \) and \( K \) which represent the subpacketization of the first round and the number of cache-nodes (or users) respectively, we define that
- An $F' \times K$ node-placement array $C$ consists of “*” and null entries. The entry located at
the position $(j, k)$ in $C$ is star if and only if the $k$th cache-node caches the $j$th packet of
$W_n^{(1)}$ where $n \in [N]$. Note that, the $K$ cache-nodes are ordered into $K$ columns of $C$ as
$(C_{1,1}, C_{1,2}, \ldots, C_{1,K_2}, C_{2,1}, \ldots, C_{K_1,K_2})$.
- An $F' \times K$ user-retrieve array $U$ consists of “*” and null entries. The entry located at the
position $(j, k)$ in $U$ is star if and only if the $k$th user can retrieve the $j$th packet of $W_n^{(1)}$
where $n \in [N]$, from its connected cache-nodes. Note that, the $K$ users are ordered into $K$
columns of $U$ as $(U_{1,1}, U_{1,2}, \ldots, U_{1,K_2}, U_{2,1}, \ldots, U_{K_1,K_2})$.
- An $F' \times K$ user-delivery array $Q$ consists of $\{*\} \cup \mathcal{S}$, which is obtained by filling the
null entries in $U$ by some integers. Each integer represents a multicast message, while $\mathcal{S}$
represents the total number of multicast messages transmitted in the first round during the
delivery phase.

For the sake of clarity, we label the columns of $C$, $U$ and $Q$ by vectors $(k_1, k_2)$ where
$k_1 \in [K_1] = [5]$ and $k_2 \in [K_2] = [3]$. For each $k_1 \in [K_1] = [5]$, we define $(k_1, [3])$ as the column
index set $\{(k_1, 1), (k_1, 2), (k_1, 3)\}$. The constructions of $C$, $U$ and $Q$ are listed as follows, as
illustrated in Fig. 10.

- The construction of node-placement array $C$. As illustrated in Fig. 10a, the node-placement
array $C$ is designed via outer and inner structures, respectively. $C$ is composed
of an outer structure which corresponds to a vertical 1D MACC problem containing $K_1 = 5$
(cache-nodes). We select the node-placement array of the $(K_1, L, M_1, N) = (5, 2, 6, 15)$ 1D
MACC scheme $C_v$ (detailed in Fig. 6) as the outer structure. We then extend $C_v$ into the 2D
MACC node-placement array $C$ by replacing each entry in $C_v$ by an inner node-placement
array with $K_2 = 3$ columns. More precisely:
  - For the stars in each row of $C_v$, we replace the first star by $E_1$, and replace the last star
by $E_2$. Note that, the inner structure $E_1$ and $E_2$ are node-placement arrays (detailed
in Fig. 7) of the $(K_2, L, M_2, N) = (3, 2, 5, 15)$ 1D MACC problem in the horizontal
projection of the 2D model.
  - For the null entry in each row of $C_v$, we replace it by a null array with dimension
$9 \times 3$ which is the same as $E_1$ and $E_2$.

By this construction of $C$, any two cache-nodes connected to common users do not
Fig. 10: Flow diagram of constructing $C$, $U$ and $Q$ for $(5,3,2,2,15)$ 2D MACC system where $(H_1, H_2)$ is a Partition PDA

**cache any common packets.** In other words, for each row of $C$ (representing each packet), any two stars at column $(k_1, k_2)$ and column $(k'_1, k'_2)$ satisfying $D_t(k_1 - k'_1) \geq 2$.\(^3\)

- **The construction of user-retrieve array $U$.** Once the node-placement array $C$ is designed, the user-retrieve array $U$ is also determined, as illustrated in Fig. 10(b). In the 2D MACC

\(^3\)We define that $D_t(k_1, k'_1) = \min\{<k_1 - k'_1 >_{K_1}, K_1 - <k_1 - k'_1 >_{K_1}\}$. 

system, each user can access $L^2$ cache-nodes satisfying (12). In other words, focus on the same row of $C$ and $U$, if the column $(k'_1, k'_2)$ in $C$ is “*”, then the column $(k_1, k_2)$ in $U$ is set to be “*” where $k_1 - k'_1 > 5 < 2$ and $k_2 - k'_2 > 3 < 2$. From the design of $C$, the outer structure of $U$ corresponds to the user-retrieve array $U_v$ of the $(5, 2, 6, 15)$ 1D MACC scheme detailed in Fig. 6. We then extend $U_v$ into the 2D MACC user-retrieve array $U$ by replacing each entry in $U_v$ by an inner user-retrieve array with $K_2 = 3$ columns. More precisely:

- For the stars in each row of $U_v$, we replace the first $L = 2$ consecutive stars by $B_1$, and replace the last $L = 2$ consecutive stars by $B_2$. Note that $B_1$ and $B_2$ are the user-delivery arrays for the inner structure detailed in Fig. 7 which are from the $(K_2, L, M_2, N) = (3, 2, 5, 15)$ 1D MACC problem in the horizontal projection of the 2D model. Since there are 3 rows of $U_v$, we obtain $3 \times L = 6$ $B_1$ and $6$ $B_2$ of $U$, respectively.

- For the null entry in each row of $U_v$, we replace it by a null array with dimension $9 \times 3$.

- **The construction of user-delivery array $Q$.** $Q$ is obtained by filling the null entries of $U$ such that the Condition C3 of PDA in Definition 1 is satisfied. As illustrated in Fig. 10c, we design $Q$ from $U$ in two steps:

  - In the first step, we fill the null entries in the inner structure of $U$, i.e., the null entries of $B_1$ and $B_2$. Recall that $H_1$ and $H_2$ are user-delivery arrays of the $(3, 2, 5, 15)$ 1D MACC problem detailed in Fig. 7 which correspond to sub-Partition PDAs of $H = (H_1, H_2)$ in Fig. 5. We replace the 6 arrays $B_1$ and 6 arrays $B_2$ in $U$ by $H_1 + 9v$ and $H_2 + 9v$ for each $v \in [0 : 5]$ from left to right then from top to bottom, respectively. For example, the first $B_1$ is replaced by $H_1$ and the second $B_1$ is replaced by $H_1 + 9$, because there are 9 different integers in $H_1$. Since $(H_1 + a, H_2 + a)$ constitutes a Partition PDA, this integer-filling is valid for the conditions of PDA. As a result, we have used $9 \times 6 = 54$ integers, each of which occurs $t = 2$ times. Hence, the coded caching gain for the multicast messages in the first step (referred to as Type I multicast messages) is $t = 2$.

\[4\] Recall that for any integer $a$, $H_1 + a$ denotes an array $(H_1(j, k) + a)$, where $* + a = *$. 

Recall that for each $k \in [K_1] = [5]$, we define $(k_1, [3])$ as the column index set $\{(k_1, 1), (k_1, 2), (k_1, 3)\}$.

Fig. 11: The sub-array $Q_{(3,2,1)}$ containing the vector $(3, 2, 1)$ in $A_1$, $A_2$, $A_3$.

In the second step, we fill the null entries in the outer structure of $U$ by arrays $A_1$, $A_2$, and $A_3$, each of which has dimension $9 \times 3$. For each $j \in [3]$, we label each of 27 entries in $A_j$ by a $t + 1 = 3$-dimensional vector $e = (e_1, e_2, e_3)$, where $e_1, e_2, e_3 \in [K_2] = [3]$. In $Q$, as illustrated in Fig. 10c the sets of column indices of $A_1$, $A_2$, and $A_3$ are $(1, [3])$, $(3, [3])$ and $(5, [3])$ respectively. In $A_1$, any vector $e = (e_1, e_2, e_3)$ is filled in the entry indexed by row $(e_2, e_3)$ and column $e_1$ of $A_1$. In $A_2$, any vector $e = (e_1, e_2, e_3)$ is filled in the entry indexed by row $(e_1, e_3)$ and column $e_2$ of $A_2$. In $A_3$, any vector $e = (e_1, e_2, e_3)$ is filled in the entry indexed by row $(e_1, e_2)$ and column $e_3$ of $A_3$. By the above construction, it can be checked that Condition C3 of PDA in Definition [1] is satisfied. For instance, let us focus on the case $e = (3, 2, 1)$ filled in $A_1$, $A_2$, and $A_3$. The sub-array of $Q$ containing the vector $(3, 2, 1)$ is denoted by $Q_{(3,2,1)}$. We will show that $Q_{(3,2,1)}$ is with the form illustrated in Fig. 11 and thus satisfies Condition C3 of PDA in Definition [1]. In $A_1$ the vector $(3, 2, 1)$ is filled in the entry indexed by row $(2, 1)$ and column 3; in $A_2$ the vector $(3, 2, 1)$ is filled in the entry indexed by row $(3, 1)$ and column 2; in $A_3$ the vector $(3, 2, 1)$ is filled in the entry indexed by row $(3, 2)$ and column 1. By Definition [2] of the Partition PDA, the entry at row $(2, 1)$ and column 2 of $H_1$ is tag-star; the entry at row $(2, 1)$ and column 1 of $H_2$ is tag-star. Thus we obtain row $(2, 1)$ of $Q_{(3,2,1)}$. Similarly, the entry at row $(3, 1)$ and column 3 of $H_1$ is tag-star; the entry at row $(3, 1)$ and column 1 of $H_2$ is tag-star. Thus we obtain row $(3, 1)$ of $Q_{(3,2,1)}$. The entry at row $(3, 2)$ and column 3 of $H_1$ is tag-star; the entry at row $(3, 2)$ and column 2 of $H_2$ is tag-star. Thus we obtain row $(3, 2)$ of $Q_{(3,2,1)}$. So the multicast message for the vector $(3, 2, 1)$ is decodable. As a result, we have used 27 vectors, each of which occurs $t + 1 = 3$ times. **Hence, the coded caching gain**
for the multicast messages in the second step (referred to as Type II multicast messages) is \( t + 1 = 3 \).

After determining \( C, U, \) and \( Q \), the placement and delivery strategies are obtained during the first round. For each \( r \in [K_1] = [5] \), in the \( r \)-th round, we only need to right-shift \( C, U, \) and \( Q \) by \( K_2 (r - 1) = 3(r - 1) \) positions in a cyclic wrap-around fashion. Denoting the node-placement array for the \( r \)-th round by \( C^{(r)} \), the overall placement array of the cache-nodes is \([C^{(1)}; C^{(2)}; \ldots; C^{(5)}]\). Since each \( C_r \) has 6 stars, and each column of \( E_1 \) and \( E_2 \) has 3 stars, the number of stars in each column of \([C^{(1)}; \ldots; C^{(5)}]\) is \( 6 \times 3 = 18 \). In addition, \([C^{(1)}; \ldots; C^{(5)}]\) has \( 3 \times 9 \times 5 = 135 \) rows. Thus each cache-node caches \( M = \frac{18}{135} \times N = \frac{2}{15} N = 2 \) files, satisfying the memory size constraint.

According to the placement strategy, in the hybrid scheme, any two cache-nodes connected to some common users do not cache the same packets. Since each user can access \( L^2 = 4 \) cache-nodes in the 2D MACC system, the local caching gain of the proposed scheme is \( g_{\text{local}} = 1 - \frac{L^2 M}{N} = \frac{7}{15} \). In the delivery phase, there are \( K_1 \times 54 = 5 \times 54 = 270 \) multicast messages in Type I with the coded caching gain \( g_1 = t = 2 \); there are \( K_1 \times 27 = 5 \times 27 = 135 \) multicast messages in Type II with the coded caching gain \( g_2 = t + 1 = 3 \). So the overall coded gain of the hybrid scheme is \( g_{\text{coded}} = \frac{270 \times 2 + 135 \times 3}{270 + 135} = \frac{7}{3} \); thus the achieved load is \( K_1 K_2 g_{\text{local}} g_{\text{coded}} = 15 \times \frac{7}{15} \frac{7}{3} = 3 \), which coincides with \([17]\).

V. PROOF OF THEOREM \( 3 \)

In this section, we describe the grouping scheme for \((K_1, K_2, L, M, N)\) 2D MACC system under the constraints \( L | K_1 \) and \( L | K_2 \). Cache-nodes and users are divided into the following \( L^2 \) groups respectively,

\[
G_{j_1,j_2} = \left\{ C_{k_1,k_2} \mid k_1 = j_1 + i_1 L, k_2 = j_2 + i_2 L, i_1 \in \left[0 : \frac{K_1}{L}\right], i_2 \in \left[0 : \frac{K_2}{L}\right]\right\},
\]

\[
G'_{j_1,j_2} = \left\{ U_{k_1',k_2'} \mid k_1' = j_1' + i_1' L, k_2' = j_2' + i_2' L, i_1' \in \left[0 : \frac{K_1}{L}\right], i_2' \in \left[0 : \frac{K_2}{L}\right]\right\},
\]

where \( j_1, j_1', j_2, j_2' \in [L] \). Then \( |G_{j_1,j_2}| = |G'_{j_1,j_2}| = \frac{K_1 K_2}{L^2} = K \).

- **Placement phase.** Each file is divided into \( L^2 \) subfiles with equal length, i.e., \( W_n = \{ W_n^{(j_1,j_2)} \mid j_1, j_2 \in [L]\} \). Define that \( W^{(j_1,j_2)} = \{ W_1^{(j_1,j_2)}, W_2^{(j_1,j_2)}, \ldots, W_N^{(j_1,j_2)} \} \) for each \( j_1, j_2 \in [L] \). The server places the subfiles in \( W^{(j_1,j_2)} \) to the cache-nodes in \( G_{j_1,j_2} \), by the placement phase of the \((\hat{K}, \hat{M}, N)\) MN scheme where \( \hat{M} = L^2 M \). Each cache-node caches
\(\hat{M} \cdot \frac{1}{L^2} = M\) files, satisfying the memory size constraint. Furthermore, any two cache-nodes connected to the common user (i.e., satisfying (12)) do not cache the same content.

- **Delivery phase.** Focus on the users in group \(G'_{j_1', j_2'}\), where \(j_1', j_2' \in [L]\). The transmission for this group of users contains \(L^2\) time slots. Each time slot is indexed by \((j_1, j_2)\), where \(j_1, j_2 \in [L]\). In the time slot \((j_1, j_2)\), the users will use the cache content stored by the cache-nodes in \(G_{j_1, j_2}\). The multicast messages in this time slot are generated through the \((\hat{K}, \hat{M}, N)\) MN scheme on the subfiles in \(W_{(j_1, j_2)}\) which are demanded by the users in \(G'_{j_1', j_2'}\). Since there are \(L^2\) groups of users, the transmission load is

\[
R_2 = L^2 \frac{\hat{K}(1 - \hat{M}/N)}{\hat{K}M/N + 1} = \frac{K_1K_2 - tL^2}{t + 1},
\]

where \(t = \frac{K_1K_2M}{N} \in [0 : \frac{K_1}{L^2}]\).

- **Decodability.** In the 2D MACC system, each user can access all the \(L^2\) cache-nodes satisfying (12) which cache \(L^2\) different subfiles. Hence, each user can totally obtain \(L^2\) subfiles of each file from the placement and delivery phases, such that it can decode its desired file.

Hence, we proved the Theorem 3.

### VI. PROOF OF THEOREM 4

In this section, we describe the hybrid scheme (i.e., consisting of outer and inner structures) for the \((K_1, K_2, L, M, N)\) 2D MACC system, where \(t = \frac{K_1K_2M}{N} \in [\lfloor K_1/L \rfloor]\). The hybrid scheme constructs a novel transformation approach to generate 2D MACC scheme from two classes 1D MACC schemes, where the outer structure corresponds to a scheme for the \((K_1, L, M_1 = K_2M, N)\) 1D MACC problem in vertical projection is generated by the transformation approach proposed in [18] and detailed in Section II-B; and the inner structure corresponds to \(t\) different schemes for \((K_2, L, M_2 = N/K_2, N)\) 1D MACC problem in the horizontal projection are generated by using the transformation approach [18] on the Partition PDA in [6] for the shared-link caching model.

In the hybrid scheme, we divide each file \(W_n\) where \(n \in [N]\) into \(K_1\) subfiles with equal length, i.e., \(W_n = \{W_{n}^{(1)}, \ldots, W_{n}^{(K_1)}\}\). Denote the set of the \(r\)th subfiles by \(W^{(r)} = \{W_{1}^{(r)}, \ldots, W_{N}^{(r)}\}\) for each \(r \in [K_1]\). We divide the whole caching procedure into \(K_1\) separate rounds, where in the \(r\)th round we only deal with \(W^{(r)}\). Our construction contains three steps: the generations of node-placement array \(C\), user-retrieve array \(U\), and user-delivery array \(Q\), respectively.
A. Caching Strategy for Cache-nodes: Generation of the Array $C$

From Section IV-C, we first construct the node-placement array $C$ of the $(K_1, K_2, L, M, N)$ 2D MACC system in the first round. $C$ is designed via outer and inner structures, respectively. We select the node placement array $C_v$ (defined in (5)) for the outer structure which corresponds to the $(K_1, L, M_1 = K_2 M, N)$ 1D MACC problem in the vertical projection of the 2D model, and then extend $C_v$ into the 2D MACC node-placement array $C$ by replacing each entry in $C_v$ by an inner node-placement array with $K_2$ columns. More precisely, for the $t$ stars in each row of $C_v$, we replace them (from left to right) by $E_1, E_2, \ldots, E_t$, each of which corresponds to a node-placement array of the $(K_2, L, M_2 = N/K_2, N)$ 1D MACC problem in the horizontal projection of the 2D model. For null entries in $C_v$, we replace each of them by a null array with dimension $F_2 \times K_2$ (i.e., with the same dimension as $E_1, \ldots, E_t$), where $F_2 = K_2$ equals to the subpacketization of Partition PDA that detailed in Section II-A. Then we get the node-placement array $C$ in the first round. By this construction, any two cache-nodes connected to some common users do not cache the same packet, since any two stars at column $(k_1, k_2)$ and column $(k'_1, k'_2)$ satisfying $D_r(k_1, k'_1) \geq L$ from (6).

For each $r \in [K_1]$, in the $r^{th}$ round, the node-placement array $C^{(r)}$ is generated by cyclically right-shifting $C$ by $(r-1)K_2$ positions. In our hybrid construction, we use $[C^{(1)}; C^{(2)}; \ldots; C^{(K_1)}]$ to represent the overall placement array of the cache-nodes. Since each outer structure has $Z'_1 K_1'$ stars in each column, and each inner structure has $Z_2$ stars in each column, the number of stars in each column of $[C^{(1)}; \ldots; C^{(K_1)}]$ is $Z'_1 K'_1 Z_2$. In addition, $[C^{(1)}; \ldots; C^{(K_1)}]$ has $F'_1 F_2 K_1$ rows. Thus, the memory size of each cache-node is

$$\frac{Z'_1 K'_1 Z_2}{F'_1 F_2 K_1} N = \frac{K'_1 Z'_1}{K'_1} \cdot \frac{K_2 Z_2}{F_2} \cdot \frac{1}{K_1 K_2} N = \frac{K_1 M_1}{N} \cdot 1 \cdot \frac{1}{K_1 K_2} N = M,$$

satisfying the memory size constraint.

Note that when $(K_1, K_2, L, M, N) = (5, 3, 2, 2, 15)$, the above construction on $C$ is illustrated in Fig. 10a

B. Packets Retrievable to Users: Generation of the Array $U$

After constructing the node-placement array $C$, the user-retrieve array $U$ is determined, since each user can access $L^2$ cache-nodes satisfying that the row and column modular distances are less than $L$. In other words, for the same row of $C$ and $U$, if the column $(k'_1, k'_2)$ of $C$ is "*", then the column $(k_1, k_2)$ of $U$ is set to be "*" where $< k_1 - k'_1 >_{K_1} < L$ and $< k_2 - k'_2 >_{K_2} < L$. 
From the design of $C$, we select the user-retrieve array $U_v$ (defined in (7)) for the outer structure which corresponds to the $(K_1, L, M_1, N)$ 1D MACC problem in the vertical projection, then extend $U_v$ to the 2D MACC user-retrieve array $U$ by replacing each entry in $U_v$ by an inner node-placement array with $K_2$ columns. More precisely, focus on each row of $U_v$:

- There are $tL$ stars in this row; as shown in Section II-B, we can divide these stars into $t$ disjoint groups, each of which has $L$ consecutive stars. For each $i \in [t]$, we replace each of the stars in the $i^{th}$ group (defined in (9)) by $B_i$.\(^{6}\)
- For null entries in this row, we replace each of which by a null array with dimension $F_2 \times K_2$.

Then we get the user-retrieve array $U$ in the first round. Since each outer structure has $tL$ stars in each row and each inner structure has $L$ stars in each row, the number of stars in each row of $U$ is $t L^2$. So, there are $K_1 K_2 - t L^2$ null entries in each row of $U$.

**Remark 3.** The null entries in each row of $U$ can be divided into two disjoint parts.

- **Type I**: The inner structure null entries, i.e., the null entries in $B_i$ for all $i \in [t]$ of $U$.
  Since there are $K_2 - L$ null entries in each row of $B_i$, and $L$ stars in each row of $U_v$ are replaced by $B_i$, thus there are totally $t(K_2 - L)L$ null entries in each row of $U$ in Type I.
- **Type II**: The outer structure null entries, i.e., the null entries not in any $B_i$ for all $i \in [t]$ of $U$. Since there are $K_1 - tL$ null entries in each row of $U_v$, and each of which is replaced by a null array with $K_2$ columns in $U$, thus there are $K_2(K_1 - tL)$ null entries in each row of $U$ in Type II.

For each $r \in [K_1]$, in the $r^{th}$ round, the user-retrieve array $U^{(r)}$ is obtained by cyclically right-shifting $U$ by $(r - 1) K_2$ positions.

Note that when $(K_1, K_2, L, M, N) = (5, 3, 2, 2, 15)$, the above construction on $U$ is illustrated in Fig. 10b.

**C. Delivery Strategy: Generation of the Array $Q$**

The user-delivery array $Q$ is obtained by filling the null entries of $U$ such that Condition C3 of PDA in Definition 1 is satisfied. Inspired from Remark 3, we fill the null entries in two steps:

\(^{6}\) Recall that $B_1, \ldots, B_t$ correspond to $t$ different user-retrieve arrays of the $(K_2, L, M_2, N)$ 1D MACC problem in the horizontal projection.
1) Step 1. Fill the null entries in Type I:

From Remark 3, the entries in Type I are exactly the null entries of $B_i$ where $i \in [t]$. Recall that for each $i \in [t]$, the user-retrieve array $B_i$ has the same star entries as $H_i$ of Partition PDA $H$. We fill the null entries in Type I by replacing all $F'_1L$ arrays $B_i$ in $U$ by $H_i + vK'_2(K_2 - L)$ (from left to right, from top to bottom) for each $i \in [t]$, where $v \in [0 : F'_1L - 1]$ and $K'_2(K_2 - L)$ is the number of different integers in $H_i$.

For each $v \in [0 : F'_1L - 1]$, since $(H_1 + vK'_2(K_2 - L), \ldots, H_t + vK'_2(K_2 - L))$ constitutes a Partition PDA, this integer-filling scheme satisfies Condition C3 of Definition 1.

Remark 4. From Fig. 10c and Section VI-B, the filling rule for Type I entries also can be seen as follows: for each row of $Q_v$ (user-delivery array in vertical 1D MACC problem), we replace each of the stars in $i$th group by $H_i$ (user-delivery array in horizontal 1D MACC problem), since $Q_v$ has the same star entries as $U_v$, and $H_i$ has the same star entries as $B_i$; then increment the integers in $H_i$ by the occurrence orders. □

From Remark 3, there are $tL(K_2 - L) \times F'_1F_2$ non-star entries in Type I of $Q$. From Construction 2, each integer in Type I occurs $t$ times. So there are

$$S_i = \frac{tL(K_2 - L) \times F'_1F_2}{t}$$

different integers filled in Type I of $Q$, i.e., the server sends $S_1$ Type I multicast messages of packets in the first round.

Example 5. Let us return to the example in Section IV-C with $(K_1, K_2, L, M, N) = (5, 3, 2, 2, 15)$, which is based on the 2-(6, 9, 6, 9) Partition PDA $H = (H_1, H_2)$ in Example 2. $H_1$ and $H_2$ are illustrated in Fig.5 Then the following 2D MACC user-delivery array $Q$ can be obtained in Table II.

More precisely, since the number of rows in $U_v$ is $F'_1 = 3$, and in each row of $U_v$, there are $L = 2$ stars replaced by $B_1$, thus there are 6 arrays $B_1$ in $U$. In the first row, we fill the null entries in Type I by replacing the first $B_1$ of $U$ by $H_1 + (1 - 1) \times 9 = H_1$, and replacing the second $B_1$ of $U$ by $H_1 + (2 - 1) \times 9 = H_1 + 9$. In the second row, we replace the first $B_1$ of $U$ with $H_1 + (3 - 1) \times 9 = H_1 + 18$.

7 Recall that $F'_1$ represents the number of rows in $U_v$. In each row and for each $i \in [t]$, there are exactly $L$ stars replaced by $B_i$ to obtain $U$. Thus for each $i \in [t]$, there are $F'_1L$ arrays $B_i$ in $U$.

8 Recall that for any integer $a$, $H_1 + a$ denotes an array $(H_1(j, k) + a)$, where $* + a = *$. 

TABLE II: Fill Type I of user-delivery array \( \mathbf{Q} \) with \( K_1 = 5 \), \( K_2 = 3 \), \( L = 2 \) and \( t = 2 \), where \( U_{i,[3]} = \{ U_{i,1}, U_{i,2}, U_{i,3} \} \) represents the set of users \( U_{i,1}, U_{i,2}, \) and \( U_{i,3} \).

| \( U_{1,[3]} \) | \( U_{2,[3]} \) | \( U_{3,[3]} \) | \( U_{4,[3]} \) | \( U_{5,[3]} \) |
|-----------------|-----------------|-----------------|-----------------|-----------------|
| \( H_1 \)       | \( H_1 + 9 \)   | \( H_2 \)       | \( H_2 + 9 \)   |                 |
| \( H_1 + 18 \)  | \( H_1 + 27 \)  | \( H_2 + 18 \)  | \( H_2 + 27 \)  |                 |
| \( H_1 + 36 \)  | \( H_1 + 45 \)  | \( H_2 + 36 \)  | \( H_2 + 45 \)  |                 |

by \( H_1 + (3 - 1) \times 9 = H_1 + 18 \), and replace the second \( B_1 \) of \( U \) by \( H_1 + (4 - 1) \times 9 = H_1 + 27 \). In the third row, we replace the first \( B_1 \) of \( U \) by \( H_1 + (5 - 1) \times 9 = H_1 + 36 \), and replace the second \( B_1 \) of \( U \) by \( H_1 + (6 - 1) \times 9 = H_1 + 45 \). In the similar way, we replace the 6 arrays \( B_2 \) in \( U \). As a result, we used \( 9 \times 6 = 54 \) integers in Type I which equals \( S_I \).

2) Step 2. Fill the null entries in Type II:

Next, we fill the outer structure null entries in Type II. Recall that our hybrid scheme is combined with two 1D MACC problems in vertical and horizontal projections. In \((K_1, L, M_1, N)\) vertical 1D MACC problem, the row index is denoted by \( j \in [F'_1] \); and column index is denoted by \( k_1 \in [K_1] \). In \((K_2, L, M_2, N)\) horizontal 1D MACC problem, the row index is denoted by \( f \in [K_2]^t \) (same as Partition PDA detailed in Section II-A); and the column index is denoted by \( k_2 \in [K_2] \). Thus in the \((K_1, K_2, L, M, N)\) 2D MACC problem, we define the row index of \( U \) and \( Q \) as

\[
(j, f), \quad \text{where } j \in F'_1, \ f \in [K_2]^t, \tag{18}
\]

and the column index of \( U \) and \( Q \) as

\[
(k_1, k_2), \quad \text{where } k_1 \in [K_1], \ k_2 \in [K_2]. \tag{19}
\]

In addition, the following notations are useful to fill the null entries in Type II. For any integer \( s \in [S'_1] \), we assume that the integer \( s \) occurs \( g_s \) times in \( Q_v \), i.e., \( Q_v(j_1, k_{1,1}) = Q_v(j_2, k_{1,2}) = \ldots = Q_v(j_{g_s}, k_{1,g_s}) = s \). Without loss of generality, we assume that \( k_{1,1} < k_{1,2} < \ldots < k_{1,g_s} \). Notice that, all these entries containing \( s \) are distributed in different rows and columns by Condition C3 of Definition 1. Denote the set of columns in \( Q_v \) containing \( s \) by

\[
S_s = \{ k_{1,1}, k_{1,2}, \ldots, k_{1,g_s} \}. \tag{20}
\]
Focus on the $g_s \times g_s$ sub-array of $Q_v$ containing $s$, for each $\sigma \in [g_s]$, all the entries in row $j_\sigma$ are stars except the entry at column $k_{1,\sigma}$ since Condition C3 in Definition 1. Then we define

$$P_{s,j_\sigma} = S_s \setminus \{k_{1,\sigma}\}$$

(21)

to indicate the users served by the multicast message containing $s$ and able to retrieve the $j_\sigma^{th}$ packet.

From Remark 4, for each $j \in [F_1']$ and each $k_1 \in U_j$, we define a one-to-one mapping

$$\varphi_j(k_1) = i$$

(22)

to indicate which sub-Partition array $H_i$ replaces the star entry $Q_v(j_\sigma k_1)$. For instance, in the last row of Table II and $k_1 = 3$, we have $\varphi_3(3) = 1$ since this entry $H_1 + 45$ is obtained by using $H_1$. Then for each $\sigma \in [g_s]$, we define

$$\Lambda_{s,j_\sigma} = \{\lambda_1, \lambda_2, \ldots, \lambda_{g_s-1}\} = \{\varphi_{j_\sigma}(k_1) \mid k_1 \in P_{s,j_\sigma}\}$$

(23)

and

$$\Lambda'_{s,j_\sigma} = \{\lambda'_1, \lambda'_2, \ldots, \lambda'_{t-g_s+1}\} = [t] \setminus \Lambda_{s,j_\sigma},$$

(24)

which indicate the subscripts of beneficial sub-Partition PDAs by the multicast message containing “$s$” in row $j_\sigma$, and the other non-beneficial sub-Partition PDAs, respectively.

Now we are ready to introduce our filling rule for the entries in Type II. From Remark 3, the entry with index $((j, f), (k_1, k_2))$ of $U$ is a Type II null entry if $k_1 \in U_j$, where $U_j = [K_1] \setminus U_j$. Thus we only need to design the filling rule for these entries, as

$$Q((j, f), (k_1, k_2)) = (s, e), \text{ if } k_1 \in U_j,$$

(25)

where

$$s = P(j, \psi_j(k_1)),$$

(26)

which is consistent with $Q_v$ in (10), i.e., the user-delivery array in the vertical 1D MACC problem; and

$$e = (f_{\lambda_1}, \ldots, f_{\lambda_h-1}, k_2, f_{\lambda_h}, \ldots, f_{\lambda_{g_s-1}}, f_{\lambda'_1}, \ldots, f_{\lambda'_{t-g_s+1}}) \in [K_2]^{t+1},$$

(27)

where $h$ satisfies that $S_s[h] = k_1$. Here, the subscripts $\lambda_1, \ldots, \lambda_{g_s-1}$ and $\lambda'_1, \ldots, \lambda'_{t-g_s+1}$ are given in (23) and (24), respectively.
By the above construction, the following lemmas can be obtained whose detailed proofs are given in Appendices A and B.

**Lemma 2.** In the hybrid scheme, any entry defined by (25) in Type II satisfies Condition C3 of Definition 1. □

**Lemma 3.** In the hybrid scheme, Type II entries defined by \((s, e)\) satisfying each integer \(s \in [S_1']\) occurs at least once; and each vector \(e \in [K_2]^{t+1}\) occurs at least once. □

From Lemma 3, there are \(S_{II} = S_1' \times K_2^{t+1} = S_1' F_2 K_2\) different vectors filled in Type II of \(Q\), i.e., the server sends \(S_{II}\) Type II multicast messages of packets in the first round.

In conclusion, the server totally sends \(S_I + S_{II}\) multicast messages in the first round during the delivery phase. Furthermore, the hybrid scheme contains \(K_1\) rounds. With \(F = F_1' F_2 \times K_1\), we can compute that the transmission load of the hybrid scheme is

\[
R_3 = \frac{K_1 (S_I + S_{II})}{F} = \frac{t L (K_2 - L)}{t} + \frac{S_1' K_2}{F_1'} = \frac{K_2 t L - t L^2}{t} + \frac{K_2 S_1'}{F_1'},
\]

which coincides with Theorem 4.

**Example 6.** We return to the Example 5. From (26) and Example 3, for the integer \(s = 1\), we have \(\psi_1(5) = 3, \quad \psi_2(3) = 2, \quad \psi_3(1) = 1\).

Thus \(S_1 = \{1, 3, 5\}\). From (21), we have

\[
\mathcal{P}_{1,1} = \{1, 3\}, \quad \mathcal{P}_{1,2} = \{1, 5\}, \quad \mathcal{P}_{1,3} = \{3, 5\}.
\]

Then combining with Example 5, (23) and (24), we have

\[
\lambda_{1,1} = \{1, 2\}, \quad \lambda_{1,2} = \{1, 2\}, \quad \lambda_{1,3} = \{1, 2\}
\]

and \(\lambda'_{1,1} = \lambda'_{1,2} = \lambda'_{1,3} = \emptyset\).

When \(j = 1\), \(f = (3, 2)\), \(k_1 = 5\), and \(k_2 = 1\), we consider the entry in the row indexed by \((1, (3, 2))\) and the column indexed by \((5, 1)\). Since \(k_1 = 5 \in \mathcal{U}_1 = \{5\}\), from (25), (26) and (27), we have

\[
Q((1, (3, 2)), (5, 1)) = (1, (3, 2, 1)).
\]
TABLE III: The sub-array containing \((1, (3, 2, 1))\)

| Row index | Column index | \( (1, 3) \) | \( (3, 2) \) | \( (5, 1) \) |
|-----------|--------------|--------------|--------------|--------------|
| \( (1, (3, 2)) \) | \*            | \*           | \( (1, (3, 2, 1)) \) |
| \( (2, (3, 1)) \) | \*           | \( (1, (3, 2, 1)) \) | \*          |
| \( (3, (2, 1)) \) | \( (1, (3, 2, 1)) \) | \*           | \*          |

Notice that, \( k_1 = 5 \) is the third element of set \( S_1 = \{1, 3, 5\} \), thus the vector \( e = (3, 2, 1) \) is generated by appending \( k_2 = 1 \) into the third coordinate of the vector \((f_{o_1}, f_{o_2}) = (f_1, f_2) = (3, 2)\). Similarly, we have

\[
Q((2, (3, 1)), (3, 2)) = (1, (3, 2, 1)),
\]

\[
Q((3, (2, 1)), (1, 3)) = (1, (3, 2, 1)).
\]

The sub-array, which contains \( (1, (3, 2, 1)) \) in Table III, is exactly the sub-array \( Q_{(3,2,1)} \) in Fig. 11, and satisfies Condition C3 of Definition 1.

VII. Conclusion

In this paper, we formulated a new 2D MACC system, which is a generalization of the existing 1D MACC system. A baseline 2D MACC scheme was first proposed by directly extending 1D MACC schemes to the 2D model via an MDS precoding. When \( K_1 \) and \( K_2 \) are both divisible by \( L \), we proposed an improved scheme via a grouping method. For the case where \( K_1 \geq K_2 > L \), we propose a new transformation approach to construct a hybrid 2D MACC scheme by using two classes of 1D MACC schemes as outer and inner structures. On-going works include the derivation on the converse bounds for the 2D MACC model and the extension of the proposed schemes to more general 2D cellular networks, hierarchical networks, and combination networks.

\(^9\)For convenience, we omitted the integer \( s = 1 \) in Fig. 11
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For any two different entries in Type II, \( Q((j, f), (k_1, k_2)) = (s, e) \) and \( Q((j', f'), (k'_1, k'_2)) = (s', e') \), we have

\[
\begin{align*}
k_1 & \in \mathcal{U}_j, & k'_1 & \in \mathcal{U}_{j'}; \\
f = (f_1, f_2, \ldots, f_t), & f' = (f'_1, f'_2, \ldots, f'_t); \\
s = \mathcal{P}(j, \psi_j(k_1)), & s' = \mathcal{P}(j', \psi'_{j'}(k'_1)); \\
e = (e_1, e_2, \ldots, e_{t+1}), & e' = (e'_1, e'_2, \ldots, e'_{t+1}),
\end{align*}
\]

from (25), (26) and (27). Furthermore, focus on the sub-arrays containing \( s \) and \( s' \). By simplifying (20) and (21), we have

\[
\begin{align*}
\mathcal{S}_s &= \{s_1, s_2, \ldots, s_{g_s}\} & \mathcal{S}'_{s'} &= \{s'_{1}, s'_{2}, \ldots, s'_{g_{s'}}\}; \\
\mathcal{P}_{s,j} &= \mathcal{S}_s \setminus \{k_1\}, & \mathcal{P}_{s',j'} &= \mathcal{S}'_{s'} \setminus \{k'_1\},
\end{align*}
\]

where \( \mathcal{S}_s \) and \( \mathcal{S}'_{s'} \) indicate the sets of columns containing integer \( s \) and \( s' \), respectively; \( \mathcal{P}_{s,j} \) and \( \mathcal{P}_{s',j'} \) indicate the sets of columns containing stars in row \( j \) and row \( j' \), respectively.

Assume that

\[
Q((j, f), (k_1, k_2)) = Q((j', f'), (k'_1, k'_2)) \]

thus we have

\[
s = s', \quad \mathcal{S}_s = \mathcal{S}'_{s'}, \quad \text{and} \quad e = e'.
\]

It was proved in [18] that user-delivery array for the outer structure \( Q_v \) satisfies Condition C3; the original PDA \( \mathcal{P} \) satisfies Condition C5 in Remark 1. Assume that \( \mathcal{P} \) satisfies Condition C5, thus \( \mathcal{P}(j, k) = \mathcal{P}(j', k') = s \). Furthermore, for some integers \( i_1, i_2 \in [t + 1] \), we have

\[
k = \mathcal{A}_j \cup \{k\}[i_1], \quad k' = \mathcal{A}_{j'} \cup \{k'\}[i_2]
\]

where \( \mathcal{A}_j \) and \( \mathcal{A}_{j'} \) are the sets of columns containing stars in row \( j \) and row \( j' \) of \( \mathcal{P} \); and \( k + (i_1 - 1)(L - 1) \in \mathcal{U}_{j'}, \quad k' + (i_2 - 1)(L - 1) \in \mathcal{U}_j \) where \( \mathcal{U}_{j'} \) and \( \mathcal{U}_j \) are the sets of columns containing stars in row \( j' \) and row \( j \) of \( Q_v \). Then let \( k = \psi_j\{k_1\} \) and \( k' = \psi'_{j'}\{k'_1\} \). From (10), we have \( Q_v(j, k_1) = Q_v(j', k'_1) = s \). From the construction of the vertical 1D MACC scheme in Section II-B, we have \( k_1 = k + (i_1 - 1)(L - 1) \) and \( k'_1 = k' + (i_2 - 1)(L - 1) \) for some integers \( i_1, i_2 \in [t + 1] \). Thus \( k_1 \in \mathcal{U}_{j'} \) and \( k'_1 \in \mathcal{U}_j \) holds, i.e., \( Q_v(j, k_1) = Q_v(j', k'_1) = \ast \). Hence, \( Q_v \) satisfies Condition C3 in Definition 1.

Now we will prove \( Q \) satisfies Condition C3. Since \( Q_v \) satisfies Condition C3, we have \( k_1 \neq k'_1 \) and \( Q_v(j, k_1) = Q_v(j', k'_1) = \ast \). In the construction of the hybrid scheme in 2D
MACC model, from Remark [4] these stars of Q, are replaced based on arrays H_i and H_{i'} in Q respectively, where i = \varphi_j(k'_1) and i' = \varphi_j(k_1) are defined by (22) (i.e., from Q, the star Q_{i}(j, k'_1) is replaced based on array H_i, and the star Q_{i'}(j', k_1) is replaced based on array H_{i'}). To prove Q satisfies Condition C3, it is equivalent to prove that Q((j, f), (k'_1, k'_2)) and Q((j', f'), (k_1, k_2)) are stars of H_i and H_{i'}, respectively. Without loss of generality, we assume that k'_1 < k_1. From (21), we have \mathcal{P}_{s,j} \cup \{k'_1\} = \mathcal{P}_{s,j} \cup \{k_1\} = S_s. From (27), we have S_s[h'] = k'_1 and S_s[h] = k_1 where h' < h, since S_s is sorted in an increasing order and k'_1 < k_1. Thus, \mathcal{P}_{s,j}[h'] = S_s[h'] = k'_1; \mathcal{P}_{s,j}[h'] = S_s[h] = k_1 holds. Since e = e', we have e'_h = e_{h'}, which leads to k''_2 = f_{e_{h'}} = f_{e_{j'}} = f_{i}; and e_h = e'_{h'}, which leads to k''_2 = f_{e_{h'-1}} = f_{e_{j'_1}} = f_{i'}'. Hence, k''_2 = f_i and k_2 = f_i' always hold, such that H_i (f, k''_2) = * and H_{i'} (f', k_2) = * hold from (3), where these stars are tag-stars in Definition [2]. As a result, Q((j, f), (k'_1, k'_2)) = Q((j', f'), (k_1, k_2)) = * holds, i.e., Condition C3 of Definition [1] is satisfied.

For instance, the sub-array of Q containing (s, e) = (1, (3, 2, 1)) is shown in Table [3].
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From the transformation approach detailed in Section II-B and (10), all the integers s \in [S'_1] in the original PDA P are filled in the user-delivery array Q, of the vertical 1D MACC problem, and eventually filled in Type II entries by (25) and (26). Since P satisfies Condition C2 of Definition [1] each integer s \in [S'_1] occurs at least once in (s, e).

Next, we focus on the vector e \in [K_2]^{t+1} in (27).

- Any e = (e_1, e_2, \ldots, e_{t+1}) \in [K_2]^{t+1} can be written as e = (e_1, \ldots, e_{g}, e_{g+1}, \ldots, e_{t+1}). From (27), there exists an h \in [g], such that S_s[h] = k_1 where k_1 \in [K_1] and e_h = k_2 \in [K_2]. Thus for any given vector e, there exists a column index (k_1, k_2), where k_1 \in [K_1] and k_2 \in [K_2], which satisfies (19).
- We define \tilde{f} as the sub-vector of e by removing the coordinate e_h. From (27) we have \tilde{f} = (f_{\lambda_1}, \ldots, f_{\lambda_{g-1}}, f_{\lambda_1'}, \ldots, f_{\lambda_{g+1}'}). From (21), (23), (24), all the t subscripts in \tilde{f} are different from each other. Thus, by adjusting the order of coordinates in \tilde{f}, we can obtain the vector f = (f_1, \ldots, f_t) \in [K_2]^t. In addition, from the non-star entries filled by integer s, we have j \in [F'_1]. Thus for any given vector e, there exists a row index (j, f), where j \in [F'_1] and f \in [K_2]^t, which satisfies (18). Hence, each vector e \in [K_2]^{t+1} occurs at least once in (s, e).
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