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Abstract. We prove the global well-posedness of the free interface problem for the two-phase incompressible Euler Equations with damping for the small initial data, where the effect of surface tension is included on the free surfaces. Moreover, the solution decays exponentially to the equilibrium.

1. Introduction.

1.1. Eulerian formulation. We consider two distinct, immiscible, inviscid, incompressible fluids evolving in two moving domains \( \Omega_\pm(t) \), respectively, for time \( t \geq 0 \). One fluid (+), called the “upper fluid”, fills the upper domain

\[
\Omega_+(t) = \{ y \in \mathbb{T}^2 \times \mathbb{R} \mid h_-(t, y_1, y_2) < y_3 < \ell + h_+(t, y_1, y_2) \},
\]

and the other fluid (−), called the “lower fluid”, fills the lower domain

\[
\Omega_-(t) = \{ y \in \mathbb{T}^2 \times \mathbb{R} \mid -b < y_3 < h_-(t, y_1, y_2) \}.
\]

Here we assume that the domains are horizontally periodic for \( \mathbb{T} = \mathbb{R}/\mathbb{Z} \) the usual 1–torus. The lower boundary is fixed and given by the constant \( b > 0 \), but the two surface functions \( h_\pm \) are free and unknown. The surface \( \Sigma_+(t) = \{ y_3 = \ell + h_+(t, y_1, y_2) \} \) is the moving upper boundary of \( \Omega_+(t) \) where the upper fluid is in contact with the atmosphere, \( \Sigma_-(t) = \{ y_3 = h_-(t, y_1, y_2) \} \) is the moving internal interface between the two fluids, and \( \Sigma_b = \{ y_3 = -b \} \) is the fixed lower boundary of \( \Omega_-(t) \).

For each \( t > 0 \), the two fluids are described by their velocity and pressure functions, which are given by \( u_\pm(t, \cdot) : \Omega_\pm(t) \to \mathbb{R}^3 \) and \( p_\pm(t, \cdot) : \Omega_\pm(t) \to \mathbb{R} \), respectively. For each \( t > 0 \), we require that \( (u_\pm, p_\pm, h_\pm) \) satisfy the following free boundary problem for the two-phase incompressible Euler equations with damping,
with taking into account of the effect of surface tension on the free surfaces,

\[
\begin{align*}
\partial_t u_\pm + u_\pm \cdot \nabla u_\pm + \nabla p_\pm + a_\pm u_\pm &= 0 \quad \text{in } \Omega_\pm(t) \\
\text{div} u_\pm &= 0 \quad \text{in } \Omega_\pm(t) \\
\partial_t h_+ &= u_+ \cdot N_+ \quad \text{on } \Sigma_+(t) \\
\partial_t h_- &= u_- \cdot N_- \quad \text{on } \Sigma_-(t) \\
p_+ &= p_{\text{atm}} - \sigma_+ H_+ \quad \text{on } \Sigma_+(t) \\
p_- &= p_- + \sigma_- H_- \quad \text{on } \Sigma_-(t) \\
u_{3,\pm} &= 0 \quad \text{on } \Sigma_b.
\end{align*}
\]

The third and fourth equations in (1.3) state that the free surfaces \(\Sigma_\pm(t)\) move with the velocities of the two fluids; the fourth equation implies in particular that the normal components of the velocities are continuous across the free interface \(\Sigma_-\).

The first two equations in (1.3) is the incompressible Euler equations with damping (or dissipation), where \(a_\pm > 0\) is the damping coefficient; the equations is used in geophysical models for large-scale processes in atmosphere and ocean [27, 14], where the damping term models the friction due to the bottom of the ocean or the Rayleigh friction (or the Ekman pumping/dissipation) in the planetary boundary layer in the presence of rough boundaries [34, 6, 16]. We may refer to, for instance, [3, 29, 10, 22, 9] for some mathematical results of the incompressible damped Euler equations. \(p_{\text{atm}}\) is the constant pressure of the atmosphere and \(\sigma_\pm > 0\) are the surface tension coefficients. Finally, \(N_\pm = (-\partial_1 h_\pm, -\partial_2 h_\pm, 1)\) are the upward (non-unit) normal vectors to \(\Sigma_\pm(t)\), and \(H_\pm\) are twice the mean curvature of the free surfaces \(\Sigma_\pm(t)\):

\[
H_\pm = \nabla \cdot \left( \frac{\nabla h_\pm}{\sqrt{1 + |\nabla h_\pm|^2}} \right). 
\]

To complete the statement of the problem, we must specify the initial conditions. We suppose that the initial two free surfaces are given by the graphs of the functions \(h_\pm(0) = h_{0,\pm} : T^2 \to \mathbb{R}\), which yield the initial domain \(\Omega_\pm(0)\) on which the initial velocities \(u_\pm(0) = u_{0,\pm} : \Omega_\pm(0) \to \mathbb{R}^3\) are specified. We will assume that \(\ell + h_{0,+} > h_{0,-} > -b\) on \(T^2\).

1.2. Background. The local well-posedness of the two-phase incompressible Euler equations with surface tension, without damping, has been proved by Cheng, Coutand and Shkoller [7]; see also Shatah and Zeng [30, 31], Cheng, Coutant and Shkoller [8] and Pusateri [28]. We may also refer to Ambrose [1] and Ambrose and Masmoudi [2] for the local well-posedness of the irrotational flows. These results of the local well-posedness were established for the large initial data, which in particular implies the short-time structural stability of vortex sheets with surface tension. The presence of surface tension is necessary for the stability of vortex sheets in the two-phase incompressible Euler equations; without surface tension, we have the well-known Kelvin-Helmholtz instability, see Caflisch and Orellana [5] and Ebin [15]. For the short-time structural stability of vortex sheets in the two-phase compressible Euler equations, we refer to Coulombel and Secchi [11, 12] and Stevens [33].

Up to our best knowledge, the global stability of vortex sheets remains open. With including damping, there are no trivial vortex-sheet solutions to the Euler equations, and hence there is no meaning to consider their stability for the Euler
equations with damping. In this paper, we will prove the global well-posedness of the two-phase incompressible Euler equations with damping for the small initial data around the trivial equilibrium; we believe that the damping can not prevent the Kelvin-Helmholtz instability, and hence we need to include the effect of surface tension on the free interface. Note that the global stability of the trivial equilibrium has been established for the two-phase Navier-Stokes equations, where the surface tension is not necessary to be included due to the regularizing effect of the viscosity, see Wang, Tice and Kim [36] for the incompressible fluids and Jang, Tice and Wang [23, 24] for the compressible fluids; the arguments of [36, 24] employed the methods introduced previously by Beale [4] and Guo and Tice [19, 20, 21] for viscous surface waves. The damping effect leads to the global well-posedness for the free boundary problems of the Euler equations with damping is much more involved than that of the case of fixed domains or viscous fluids. Note that without damping the global well-posedness of inviscid water waves has been established under the irrotational assumption, see Germain, Masmoudi and Shatah [17] for instance.

1.3. Reformulation in flattening coordinates. In order to transform the free boundary problem (1.3) to be one in the fixed domain, we will use a flattening transformation as [36, 24] rather than the Lagrangian coordinate transformation. To this end, we define the fixed domain transformation as $[36, 24]$ rather than the Lagrangian coordinate transformation. boundary problem (1.3) to be one in the fixed domain, we will use a flattening 1.3. Reformulation in flattening coordinates. In order to transform the free boundary problem (1.3) to be one in the fixed domain, we will use a flattening transformation as [36, 24] rather than the Lagrangian coordinate transformation. To this end, we define the fixed domain transformation as $[36, 24]$ rather than the Lagrangian coordinate transformation.

$$\Omega_+ := \{0 < x_3 < \ell \} \text{ and } \Omega_- := \{-b < x_3 < 0 \},$$ \hspace{1cm} (1.5)

for which we have written the coordinates as $x \in \Omega_{\pm}$. We shall write $\Sigma_+ := \{x_3 = \ell \}$ for the upper boundary, $\Sigma_- := \{x_3 = 0 \}$ for the internal interface and $\Sigma_b := \{x_3 = -b \}$ for the lower boundary. Throughout the paper we will write $\Omega := \Omega_+ \cup \Omega_- \text{ and } \Sigma = \Sigma_+ \cup \Sigma_-$. We think of $h_{\pm}$ as functions on $\Sigma_{\pm}$ according to $h_+ : \mathbb{R}^+ \times (T^2 \times \{\ell \}) \to \mathbb{R}$ and $h_- : \mathbb{R}^+ \times (T^2 \times \{0 \}) \to \mathbb{R}$, respectively. We will transform the free boundary problem $f \in \Omega_+(t)$ to one in the fixed domains $\Omega_{\pm}$ by using the unknown free surface functions $h_{\pm}$. Indeed, we will flatten the coordinate domains via the following special coordinate transformation:

$$\Omega_{\pm} \ni x \mapsto (x_1, x_2, \varphi(t, x) := x_3 + \eta(t, x)) =: \Phi(t, x) = y \in \Omega_{\pm}(t),$$ \hspace{1cm} (1.6)

Here $\eta = \tilde{b}_1 \mathcal{P}_+ h_+ + \tilde{b}_2 \mathcal{P}_- h_-$, where $\mathcal{P}_{\pm}$ are the Poisson extensions defined by (A.3) and (A.8), respectively, and $\tilde{b}_1 = \tilde{b}_1(x_3), \tilde{b}_2 = \tilde{b}_2(x_3)$ are two smooth functions in $\mathbb{R}$ that satisfy

$$\tilde{b}_1(0) = \tilde{b}_1(\ell) = 0, \tilde{b}_1(\ell) = 1 \text{ and } \tilde{b}_2(\ell) = \tilde{b}_2(-b) = 0, \tilde{b}_2(0) = 1.$$ \hspace{1cm} (1.7)

Note that if $h_{\pm}$ are sufficiently small in an appropriate Sobolev space, then $\partial_3 \varphi = 1 + \partial_3 \eta > 0$ and hence the mapping $\Phi$ is a diffeomorphism. This allows us to transform the free boundary problem to one on the fixed domains $\Omega_{\pm}$. Since the domains $\Omega_{\pm}$ and the boundaries $\Sigma_{\pm}$ are now fixed, we henceforth consolidate notation by writing $f$ to refer to $f_{\pm}$. When we write an equation for $f$ we assume that the equation holds with the subscripts added on the domains $\Omega_{\pm}$ or $\Sigma_{\pm}$, etc.; when we write an equation involving $f$ on $\Sigma_-$, then it means that the equation holds for both $f = f_+$ and $f = f_-$. When necessary to distinguish the two, we will write out the subscripts explicitly. To write the jump conditions on $\Sigma_-$, for a quantity
\[ f = f_\pm, \text{ we define the interfacial jump as} \]
\[ \llbracket f \rrbracket := f_+\{x_3=0\} - f_-\{x_3=0\}. \]  
(1.8)

We define
\[ v(t,x) = u(t, \Phi(t,x)), \quad q(t,x) = p(t, \Phi(t,x)) - p_{atm} \text{ in } \Omega. \]  
(1.9)

Set
\[ \partial_i^\varphi = \partial_i - \frac{\partial_i \varphi}{\partial_3 \varphi} \partial_3, \quad i = t, 1, 2, \quad \partial_3^\varphi = \frac{1}{\partial_3 \varphi} \]  
(1.10)

such that
\[ \partial_i u \circ \Phi(t,\cdot) = \partial_i^\varphi v, \quad i = t, 1, 2, 3. \]

Then in the new coordinates, the problem (1.3) becomes
\[
\begin{align*}
\partial_t^\varphi v + v \cdot \nabla^\varphi v + \nabla^\varphi q + av &= 0 \quad \text{in } \Omega \\
\nabla v \cdot v &= 0 \quad \text{in } \Omega \\
\partial_t h = v \cdot N &\quad \text{on } \Sigma \\
q &= -\sigma H &\quad \text{on } \Sigma_+ \\
\llbracket q \rrbracket &= \sigma H &\quad \text{on } \Sigma_- \\
v_3 &= 0 &\quad \text{on } \Sigma_b \\
(v,h)|_{t=0} &= (v_0,h_0).
\end{align*}
\]  
(1.11)

Here we have written \((\nabla^\varphi)_i = \partial_i^\varphi, \quad i = 1, 2, 3, \quad \nabla^\varphi \cdot v = \partial_i^\varphi v_i\) and \(N = (-\partial_1 \eta, -\partial_2 \eta, 1)\). Hereafter, on \(\Sigma_-\) the third equation is assumed to hold for \(v = v_\pm\) both, etc.

We assume that the initial surface functions satisfy the zero-average conditions
\[ \int_{\Sigma_\pm} h_{0,\pm} = 0. \]  
(1.12)

For sufficiently regular solutions, the conditions (1.12) persist in time, that is,
\[ \int_{\Sigma_\pm} h_{\pm}(t) = 0. \]  
(1.13)

Indeed, by the third, sixth and second equations in (1.11), we have
\[ \frac{d}{dt} \int_{\Sigma_-} h_- = \int_{\Sigma_-} \partial_t h_- = \int_{\Sigma_-} v_- \cdot N_- = \int_{\Sigma_-} \nabla v_\cdot v_- d\mathcal{V}_t = 0, \]  
(1.14)

where \(d\mathcal{V}_t = \partial_3 \varphi dx\). Similarly,
\[ \frac{d}{dt} \int_{\Sigma_+} h_+ = \int_{\Sigma_+} \partial_t h_+ = \int_{\Sigma_+} v_+ \cdot N_+ = \int_{\Sigma_+} \nabla v_\cdot v_+ d\mathcal{V}_t + \int_{\Sigma_-} v_- \cdot N_- = 0. \]  
(1.15)

The conditions (1.13) will allow us to apply Poincaré’s inequality for \(h_{\pm}\) on \(\Sigma_{\pm}\) for all \(t \geq 0\). If it happens that the initial surface functions do not satisfy the zero average conditions (1.12), then we can shift the data and the coordinate system so that (1.12) is satisfied, provided that the extra condition \(\ell + h_{0,\pm} > h_{0,-} > -b\) is satisfied; see [36] for instance.

The problem (1.11) possesses a natural physical energy. For sufficiently regular solutions, we have an energy evolution equation that expresses how the change in physical energy is related to the dissipation induced by the damping:
\[ \frac{1}{2} \frac{d}{dt} \left( \int_{\Omega} |v|^2 d\mathcal{V}_t + \int_{\Sigma} \sigma \left( \sqrt{1 + |\nabla h|^2} - 1 \right) \right) + \int_{\Omega} a|v|^2 d\mathcal{V}_t = 0. \]  
(1.16)
1. Main results. We write \( H^k(\Omega_\pm) \) with \( k \geq 0 \) and \( H^s(\Sigma_\pm) \) with \( s \in \mathbb{R} \) for the usual Sobolev spaces. We will typically write \( H^0 = L^2 \). If we write \( f \in H^k(\Omega) \), the understanding is that \( f \) represents the pair \( f_\pm \) defined on \( \Omega_\pm \) respectively, and that \( f_\pm \in H^k(\Omega_\pm) \). We employ the same convention on \( \Sigma_\pm \). To avoid notational clutter, we will avoid writing \( H^k(\Omega) \) or \( H^k(\Sigma) \) in our norms and typically write

\[
\|f\|_H^2 = \|f_+\|_{H^2(\Omega_+)}^2 + \|f_-\|_{H^2(\Omega_-)}^2 \quad \text{and} \quad |f|_s^2 = \|f_+\|_{H^s(\Sigma_+)}^2 + \|f_-\|_{H^s(\Sigma_-)}^2. \tag{1.17}
\]

When there is a potential of confusion, we will write explicitly the space.

For a generic integer \( n \geq 3 \), we define the energy as

\[
E_n := \sum_{j=0}^n \|\partial_j v\|^2_{\frac{3}{2}(n-j)} + \|\partial_j q\|^2_{\frac{3}{2}(n-j)-\frac{1}{2}} + \sum_{j=0}^{n-1} \|\partial_j h\|^2_{\frac{3}{2}(n-j)+\frac{1}{2}}. \tag{1.18}
\]

The local well-posedness of the problem (1.11) with surface tension in our energy functional \( E_n \) \((n \geq 3)\) can follow exactly in the same way as that of the problem without damping; indeed, the local well-posedness of the two-phase incompressible Euler equations with surface tension in the energy functional \( E_2 \) \((i.e., \ n = 2)\) was proved by Cheng, Coutand and Shkoller [7], and one could then check step by step that there would not be any essential difficulties to generalize the local well-posedness result in [7] to the case \( n \geq 3 \) or with damping. We may then record the local well-posedness of (1.11) as the following.

**Theorem 1.1.** Let \( n \geq 3 \) be an integer. Assume that \( v_0 \in H^{\frac{3}{2}n}(\Omega) \), \( h_0 \in H^{\frac{3}{2}n+1}(\Sigma) \) satisfy \( \nabla v_0 \cdot v_0 = 0 \) in \( \Omega \), \( \|v_0\| \cdot N_0 = 0 \) on \( \Sigma_- \) and \( v_{0,3} = 0 \) on \( \Sigma_b \). There exists a \( T_0 > 0 \) such that there exists a unique solution \((v, q, h)\) solving (1.11) on \([0, T_0]\) satisfying

\[
\sup_{[0, T_0]} E_n \leq P(E_n(0)). \tag{1.19}
\]

Here \( P \) is a generic polynomial.

Our main results of this paper are stated as follows.

**Theorem 1.2.** Let \( n \geq 3 \) be an integer. Assume that \( v_0 \in H^{\frac{3}{2}n}(\Omega) \), \( h_0 \in H^{\frac{3}{2}n+1}(\Sigma) \) satisfy \( \nabla v_0 \cdot v_0 = 0 \) in \( \Omega \), \( \|v_0\| \cdot N_0 = 0 \) on \( \Sigma_- \), \( v_{0,3} = 0 \) on \( \Sigma_b \) and the zero-average conditions (1.12). There exists a universal constant \( \epsilon_0 > 0 \) such that if \( E_n(0) \leq \epsilon_0 \), then there exists a global unique solution \((v, q, h)\) solving (1.11) on \([0, \infty)\). Moreover, there exists universal constants \( C, \gamma > 0 \) such that for all \( t \geq 0 \),

\[
E_n(t) + \int_0^t E_n(\tau) d\tau \leq C E_n(0) \tag{1.20}
\]

and

\[
E_n(t) \leq C E_n(0) e^{-\gamma t}. \tag{1.21}
\]

**Remark 1.1.** Since \( h \) is such that the mapping \( \Phi(t, \cdot) \), defined in (1.6), is a diffeomorphism for each \( t \geq 0 \). As such, one may change coordinates to \( y \in \Omega(t) \) to produce a global-in-time, exponentially decaying solution to (1.3).

**Remark 1.2.** We can also consider the two-phase Euler equations with different densities under the influence of the gravitational force. In this case, if the upper fluid is heavier than the lower fluid, then the fluids are susceptible to the well-known Rayleigh-Taylor gravitational instability. We may prove that there exists a critical surface tension value \( \sigma_c \) such that if \( \sigma_- > \sigma_c \), then the problem is nonlinearly stable;
if $0 < \sigma_- < \sigma_c$, the the problem is nonlinearly unstable. The critical value $\sigma_c$ is same as the viscous problem \cite{35, 36, 18, 24, 25}. We will report this in a forthcoming paper.

We now present a sketch of main ideas in the proof of Theorem 1.2, and by Theorem 1.1 it suffices to derive the a priori estimates as recorded in Theorem 6.1.

The first step is to utilize the geometric structure of (1.11) and the energy-dissipation structure (1.16) to derive the following temporal energy evolution estimate:

$$
\mathcal{E}_n(t) + \int_0^t \mathcal{D}_n(\tau) d\tau \lesssim \mathcal{E}_n(0) + (\mathcal{E}_n(t))^{3/2} + \int_0^t (\mathcal{E}_n(\tau))^{3/2} d\tau,
$$

where

$$
\mathcal{E}_n := \sum_{j=0}^n \left( \| \partial_t^j v \|_0^2 + \| \partial_t^j h \|_1^2 \right) \quad \text{and} \quad \mathcal{D}_n := \sum_{j=0}^n \| \partial_t^j v \|_0^2.
$$

The derivation of the estimate (1.22), which is in spirit of the local well-posedness theory in \cite{7, 34}, relies heavily on the definition of $\mathcal{E}_n$ (cf. (1.18)), especially that $\partial_t^{-1} v \in H^{3/2}(\Omega)$ and $\partial_t^n v \in H^{-1/2}(\Sigma)$. For the one-phase incompressible Euler equations [13], one can use either $\partial_t^{-1} v \in H^{3/2}(\Omega)$ or $\partial_t^n v \in H^{-1/2}(\Sigma)$ to close the highest order temporal energy estimate. However, for the two-phase incompressible Euler equations, especially in our flattening coordinates, $\partial_t^n v \in H^{-1/2}(\Sigma)$ is necessary to be included in $\mathcal{E}_n$. Indeed, compared to the one-phase incompressible Euler equations, the new and most technical difficulty is the control of the following boundary integral on $\Sigma_-$:

$$
- \int_{\Sigma_-} \partial_t^{-1} q_- \left[ \partial_t^n v \right] \cdot N = \int_{\Sigma_-} \partial_t^{-1} q_- \left[ \left( n + 1 \right) \| \partial_t^n v \|_0 \cdot N + \| v \| \cdot \partial_t^{n+1} N \right] + \cdots.
$$

(1.24)

Here $+ \cdots$ means a sum of terms that can be controlled easily by $C(\mathcal{E}_n)^{3/2}$. The first integral in the right hand side of (1.24) is controlled by the $H^{1/2}(\Sigma_-) - H^{-1/2}(\Sigma_-)$ dual paring due to that $\partial_t^n v \in H^{-1/2}(\Sigma_-)$. To estimate the second integral we use the third equation with $v_-$ on $\Sigma_-$ to write, upon an integration by parts in $x_*$,

$$
\int_{\Sigma_-} \partial_t^{-1} q_- \left[ \| v \| \right] \cdot \nabla \partial_t^{n+1} N = - \int_{\Sigma_-} \partial_t^{-1} q_- \left[ \| v_* \| \right] \cdot \nabla \partial_t^{n+1} h

= \int_{\Sigma_-} \left[ \| v_* \| \cdot \nabla \partial_t^{n+1} h \right] \cdot \left( \partial_t^n v_- \cdot N - v_+ \cdot \nabla \partial_t^n h \right) + \cdots
$$

(1.25)

It is now crucial to convert the first integral in the right hand side of (1.25) to be an integral over the interior domain $\Omega_-$, by using the divergence theorem,

$$
\int_{\Sigma_-} \left[ \| v_* \| \cdot \nabla \cdot \partial_t^{-1} v_- \right] \cdot N

= \int_{\Omega_-} \xi \left( \left[ \| v_* \| \cdot \nabla \right] \partial_t^{-1} v_- \cdot N + \left[ v_* \right] \cdot \nabla \partial_t^{-1} v_- \cdot \nabla \partial_t v_- \right) dV_n + \cdots,
$$

(1.26)

where $\xi$ is a nonnegative cutoff function so that $\text{supp} \xi \subset \Omega$ and $\xi = 1$ on $\Sigma_-$ and we extend $v_+$ to be defined on $\Omega$. The second integral in the right hand side of (1.26) is controlled by using the second equation of (1.11) in $\Omega_-$. For the first integral, we use the first equation of (1.11) in $\Omega_-$ to write

$$
\int_{\Omega_-} \left[ \| v_* \| \cdot \nabla \right] \partial_t^{-1} v_- \cdot dV_n
$$

(1.27)
\[= \int_{\Omega} ((\nabla \phi) \cdot \nabla \partial_t^{n-1} q_-)
\]
\[= \int_{\Omega} ((\nabla \phi) \cdot \nabla \partial_t^{n-1} q_-)
\]
\[\partial_t^3 \phi \partial_t^{n-1} v_- - \nabla^2 \partial_t^{n-1} q_- \) d\Omega + \cdots,
\]
where \( w = \frac{1}{\partial_t} (v \cdot \mathbf{N} - \partial_t \eta) \). The second integral in the right hand side of (1.27) is controlled by integrating by parts in \( x \). Now the situation is that it remains to estimate the first integral in the right hand side of (1.27) and the second integral in the right hand side of (1.25). However, there are both out of control and can not be estimated by using further the equations. To overcome this difficulty, we will introduce the differential operator \( D^-_t = \partial_t^3 + V_\cdot \nabla \), where \( V_\cdot \) is an extension of \( v_- \) onto \( \Omega \). The key point lies in that when considering \( D^-_t \partial_t^{n-1} \) instead of \( \partial_t^n \), those two troublesome integrals are canceled out; these allow us to conclude the estimate (1.22).

The next goal is to replace \( \mathcal{E}_n \) and \( \mathcal{D}_n \) in the left hand side of (1.22) by the full one \( \mathcal{E}_n \). To derive the estimates for the normal derivatives of \( v \), the natural way is to estimate instead the vorticity \( \text{curl}^\mathcal{E} = \nabla^\mathcal{E} \times v \) to get rid of the pressure term \( \nabla^\mathcal{E} q \), and the conclusion is that
\[
\sup_{[0,T]} \sum_{j=0}^{n-1} \left\| \partial_t^j \text{curl} v \right\|_{\frac{2}{3(n-j)-1}}^2 + \int_0^T \sum_{j=0}^{n-1} \left\| \partial_t^j \text{curl} v \right\|_{\frac{2}{3(n-j)-1}}^2 \lesssim \mathcal{E}_n(0) + \mathcal{E}_n^2 + \int_0^T \mathcal{E}_n^2. 
\]

We also use the equations of \( \text{curl}^\mathcal{E} v \) to derive the bound for the \( (H^1(\Omega))^\prime \)-norm of \( \text{curl}^\mathcal{E} \partial_t^n v \). The similar estimates for \( \text{div}^\mathcal{E} v \) follow easily by using the incompressible condition. The bound of the \( (H^1(\Omega))^\prime \)-norm of \( \text{curl}^\mathcal{E} \partial_t^n v \) and \( \text{div}^\mathcal{E} \partial_t^n v \) yield in particular that \( \partial_t^n v \in H^{-1/2}(\Sigma) \).

Note that to utilize the vorticity and divergence estimates so as to employ the Hodge-type elliptic estimates of \( \partial_t^j v \) for \( j = 0, \ldots, n-1 \), we need to show that \( \partial_t^j v_3 \in H^{\frac{2}{3}(n-j)-\frac{1}{2}}(\Sigma) \). This will follow from the third equation in (1.11) by showing that \( \partial_t^j h \in H^{\frac{2}{3}(n-j)+\frac{1}{2}}(\Sigma) \) for \( j = 1, \ldots, n \). By chaining the Hodge-type elliptic estimates of \( v \), the regularizing elliptic estimates of \( h \) by the presence of surface tension and the derivation of the estimates of \( q \), we can show an iteration-type argument that if \( \partial_t^j h \in H^{\frac{2}{3}(n-j)+\frac{1}{2}}(\Sigma) \), then \( \partial_t^{j-2} h \in H^{\frac{2}{3}(n-j-2)+\frac{1}{2}}(\Sigma) \), see Proposition 5.1 for more details. On the other hand, by the third equations in (1.11), we have
\[
\left| \partial_t^{n+1} h \right|_{\frac{1}{2}} \lesssim \mathcal{D}_n + \mathcal{E}_n^2. 
\]
So to conclude the estimates, it remains to show that \( \partial_t^n h \in H^1(\Sigma) \). Since \( |\partial_t^n h|_1^2 \leq \mathcal{E}_n \), this implies that for the estimates of \( \mathcal{E}_n \) in the energy, we have
\[
\mathcal{E}_n \lesssim \mathcal{E}_n + \sum_{j=0}^{n-1} \left\| \partial_t^j \text{curl} v \right\|_{\frac{2}{3(n-j)-1}}^2 + \mathcal{E}_n^2. 
\]
However, for the estimates of \( \mathcal{E}_n \) in the dissipation, the difficulty is that \( |\partial_t^n h|_1^2 \) is not controlled by \( \mathcal{D}_n \). The most crucial point of our global analysis is the observation of the following:
\[
\int_0^T |\partial_t^n h|_1^2 \lesssim \sup_{[0,T]} \left( |\partial_t^{n-1} h|_1^2 + |\partial_t^n h|_1^2 \right) + \int_0^T \left( |\partial_t^{n-1} h|_{\frac{1}{2}}^2 + |\partial_t^{n+1} h|_{-\frac{1}{2}}^2 \right). 
\]
See (5.24) for the proof of (1.31). Hence, we have the following time-integrated dissipation estimate

\[
\int_0^T E_n \lesssim \sup_{[0,T]} E_n + \int_0^T \left( \| \bar{D}_n + \sum_{j=0}^{n-1} \left\| \partial_j \mathbf{curl} \mathbf{v} \right\|_{L^2}^{2j/(n-j)-1} + (E_n)^2 \right). \tag{1.32}
\]

We remark that the \( L^2 \) norm of \( h \) is controlled by using Poincaré’s inequality since \( \int_\Sigma h = 0 \).

Consequently, combining (1.22), (1.28), (1.30) and (1.32), we can close the a priori estimates for \( E_n \) is small and then the decay estimate can be derived also, as recorded in Theorem 6.1. Hence, the proof of Theorem 1.2 is completed.

1.5. Notation. We use the Einstein convention of summing over repeated indices. Throughout the paper \( C > 0 \) denotes a generic constant that does not depend on the data and time, but can depend on the parameters of the problem, e.g., \( a, b, \sigma \) and \( n \). We refer to such constants as “universal”. Such constants are allowed to change from line to line. We employ \( A_1 \lesssim A_2 \) to mean that \( A_1 \leq CA_2 \) for a universal constant \( C > 0 \).

We write \( \mathbb{N} = \{0, 1, 2, \ldots\} \) for the collection of non-negative integers. When using space-time differential multi-indices, we write \( \mathbb{N}^{1+d} = \{\alpha = (\alpha_0, \alpha_1, \ldots, \alpha_d)\} \) to emphasize that the 0-index term is related to temporal derivatives. For \( \alpha \in \mathbb{N}^{1+d} \), \( \partial^\alpha = \partial^{\alpha_0}_t \partial^{\alpha_1}_1 \cdots \partial^{\alpha_d}_d \). For any differential operator \( \partial^\alpha \), we use the commutators

\[
[\partial^\alpha, f, g] = \partial^\alpha (fg) - f \partial^\alpha g \quad \text{and} \quad [\partial^\alpha, f, g] = \partial^\alpha (fg) - f \partial^\alpha g - \partial^\alpha fg. \tag{1.33}
\]

We denote \( x_* = (x_1, x_2) \) for the horizontal coordinates and \( v_* = (v_1, v_2) \) for the horizontal components of \( v \). We denote \( \nabla_* \) for the horizontal gradient, \( \text{div}_* \) for the horizontal divergence and \( \Delta_* \) for the horizontal Laplacian. For simplify the notations, we still use \( \nabla f \) to mean \( \nabla_* f \), etc., when without confusion, for function \( f \) defined on \( \Sigma \). We omit the differential elements \( dx \) and \( dx_* \) of the integrals over \( \Omega \) and \( \Sigma \), and also sometimes the time differential elements.

2. Preliminary. In this section we record some preliminary results that will be used in the derivation of the a priori estimates for the solutions to (1.11). We will assume throughout the rest of the paper that the solutions are given on the interval \( [0, T] \) and obey the a priori assumption

\[
E_n(t) \leq \delta, \quad \forall t \in [0, T] \tag{2.1}
\]

for an integer \( n \geq 3 \) and a sufficiently small constant \( \delta > 0 \). This implies in particular that

\[
\frac{1}{2} \leq \partial_3 \varphi(t, x) \leq \frac{3}{2}, \quad \forall (t, x) \in [0, T] \times \Omega. \tag{2.2}
\]

(2.1) and (2.2) will be used frequently, without mentioning explicitly.

In order to derive the estimates for the time derivatives of the solutions to (1.11) (essentially for the highest order), as for the local well-posedness, it is natural to utilize the geometric structure of the equations given in (1.11); see also Guo and Tice [19, 20, 21] of utilizing this structure to handle with the pressure term. We
first apply $\partial_{t}^{j}$ for $j = 0, \ldots, n - 1$ to (1.11) to find that
\[
\begin{align*}
\partial_{t}^{j} \partial_{t} v + v \cdot \nabla \phi &+ \nabla \phi \partial_{t} q + a \partial_{t} v = F^{1,j} & \text{in } \Omega \\
\nabla \phi \cdot \partial_{t} v &= F^{2,j} & \text{in } \Omega \\
\partial_{h} \partial_{t} h &= \partial_{t} v \cdot \mathbf{N} + F^{3,j} & \text{on } \Sigma \\
\partial_{t} q &= -\sigma \partial_{t} H & \text{on } \Sigma_{+} \\
\left[ \partial_{t} q \right] &= \sigma \partial_{t} H & \text{on } \Sigma_{-} \\
\partial_{t} v_{3} &= 0 & \text{on } \Sigma_{b},
\end{align*}
\]
where
\[
F^{1,j} = -\left[ \partial_{t}^{j}, \partial_{t}^{j} + v \cdot \nabla \phi \right] v - \left[ \partial_{t}^{j}, \nabla \phi \right] q, \quad (2.4)
\]
\[
F^{2,j} = -\left[ \partial_{t}^{j}, \nabla \phi \right] \cdot v, \quad (2.5)
\]
\[
F^{3,j} = \left[ \partial_{t}^{j}, \mathbf{N} \right] \cdot v. \quad (2.6)
\]
Furthermore, we may write that for $j \geq 1$,
\[
\partial_{t} H = \nabla \cdot \left( \partial_{t} \left( \frac{\nabla h}{\sqrt{1 + |\nabla h|^{2}}} \right) \right)
\]
\[
= \nabla \cdot \left( \frac{\nabla \partial_{t}^{j} h}{\sqrt{1 + |\nabla h|^{2}}} + \nabla h \partial_{t} \left( \frac{1}{\sqrt{1 + |\nabla h|^{2}}} \right) + \left[ \partial_{t}^{j} \nabla h, \frac{1}{\sqrt{1 + |\nabla h|^{2}}} \right] \right), \quad (2.7)
\]
and
\[
\partial_{t} \left( \frac{1}{\sqrt{1 + |\nabla h|^{2}}} \right) = \partial_{t}^{-1} \partial_{t} \left( \frac{1}{\sqrt{1 + |\nabla h|^{2}}} \right) = -\partial_{t}^{-1} \left( \frac{\nabla h \cdot \nabla \partial_{t} h}{\sqrt{1 + |\nabla h|^{2}}} \right)
\]
\[
= -\frac{\nabla h \cdot \nabla \partial_{t}^{j} h}{\sqrt{1 + |\nabla h|^{2}}} - \left[ \partial_{t}^{-1}, \frac{\nabla h}{\sqrt{1 + |\nabla h|^{2}}} \right] \cdot \nabla \partial_{t} h. \quad (2.8)
\]
It thus follows that
\[
\partial_{t} H = \nabla \cdot \left( \frac{\nabla \partial_{t}^{j} h}{\sqrt{1 + |\nabla h|^{2}}} - \frac{\nabla h \cdot \nabla \partial_{t}^{j} h}{\sqrt{1 + |\nabla h|^{2}}} \nabla h \right) + F^{4,j}, \quad (2.9)
\]
where
\[
F^{4,j} = \nabla \cdot \left( -\left[ \partial_{t}^{-1}, \frac{\nabla h}{\sqrt{1 + |\nabla h|^{2}}} \right] \cdot \nabla \partial_{t} h \nabla h + \left[ \partial_{t}^{j}, \frac{1}{\sqrt{1 + |\nabla h|^{2}}} \nabla h \right] \right). \quad (2.10)
\]
As explained in the introduction we can not simply use the equations (2.3) with taking $j = n$ to derive the estimates for the $n$-th order time derivative of the solutions, and we introduce the following differential operator
\[
\partial_{t}^{n} := D_{t}^{n} - D_{t}^{n-1} \text{ with } D_{t}^{n} = \partial_{t}^{n} + V_{-} \cdot \nabla \phi, \quad (2.11)
\]
where $V_{-}$ is the extension of $v_{-}$, defined in $\Omega_{-}$, onto $\Omega$, with taking the value of $v_{+}$ near $\Sigma_{+}$. Note that $D_{t}^{n}$ is the material derivative operator in $\Omega_{-}$ but not in $\Omega_{+}$; the important advantage of introducing $V_{-}$ not rather using $v$ is that it is continuous across the interface $\Sigma_{-}$. Note also that
\[
D_{t}^{n} = \partial_{t} + v_{n,+} \cdot \nabla \phi \text{ on } \Sigma_{+} \text{ and } D_{t}^{n} = \partial_{t} + v_{n,-} \cdot \nabla \phi \text{ on } \Sigma_{-} \cup \Sigma_{b}. \quad (2.12)
\]
In particular, $D_t^-$ is a tangential derivative on $\partial\Omega_\pm$ and is continuous across $\Sigma_-$.

We now restate the two key points, mentioned in the introduction, of using $\partial_t^n$ instead of $\partial_t^j$. First, it follows from the first equation of (2.3) in $\Omega_-$ with $j = n - 1$ that

$$
\partial_t v = -\nabla_\varphi \partial_t^{n-1} q - a_- \partial_t^{n-1} v + F_{-1,n-1} \text{ in } \Omega_-.
$$

(2.13)

Second, it follows from the third equation of (2.3) with $j = n - 1$ that

$$
\partial_t h = \partial_t^{n-1} v \cdot \mathbf{N} + v \cdot \partial_t^{n-1} \mathbf{N} + \tilde{F}_{3,n-1} = \partial_t^{n-1} v \cdot \mathbf{N} - \varphi_* \nabla_\varphi \partial_t^{n-1} h + \tilde{F}_{3,n-1},
$$

(2.14)

where

$$
\tilde{F}_{3,n-1} = [\partial_t^{n-1} v, \mathbf{N}].
$$

(2.15)

By (2.12), this implies

$$
\partial_t^h = \partial_t^{n-1} v \cdot \mathbf{N} + \tilde{F}_{3,n-1}.
$$

(2.16)

Now applying $D_t^-$ to the equations (2.3) with $j = n - 1$, we find that, by (2.16),

$$
\begin{align*}
\partial_t^2 \partial_t v + v \cdot \nabla \varphi \partial_t^{n-1} v + \nabla \varphi \partial_t q + a \partial_t^q & = F_{1,n} \text{ in } \Omega, \\
\nabla \varphi \cdot \partial_t^q v & = F_{2,n} \text{ in } \Omega, \\
\partial_t^q & = -\sigma \partial_t^H H \text{ on } \Sigma, \\
\left[ \partial_t^q \right] & = \sigma \partial_t^H H \text{ on } \Sigma, \\
\partial_t^3 v & = 0 \text{ on } \Sigma,
\end{align*}
$$

(2.17)

where

$$
\begin{align*}
F_{1,n} & = -[D_t^-, \partial_t^2 \varphi] \partial_t^{n-1} v - [D_t^-, \nabla \varphi] \partial_t^{n-1} q + D_t^- \partial_t^{1,n-1}, \\
F_{2,n} & = -[D_t^-, \nabla \varphi] \cdot \partial_t^{n-1} v + D_t^- F_{2,n-1}, \\
F_{3,n} & = -\varphi_* \nabla_\varphi \partial_t^n h + \tilde{F}_{3,n} \text{ with } \tilde{F}_{3,n} = \partial_t^{n-1} v \cdot D_t^- \mathbf{N} + D_t^- \tilde{F}_{3,n-1}.
\end{align*}
$$

(2.18) - (2.20)

Moreover, applying $D_t^-$ to the equation (2.9) with $j = n - 1$, we have

$$
\partial_t^2 H = \nabla \cdot \left( \frac{\nabla \partial_t^h}{\sqrt{1 + |\nabla h|^2}} - \frac{\nabla h \cdot \nabla \partial_t^h}{\sqrt{1 + |\nabla h|^2}} \nabla h \right) + F_{4,n},
$$

(2.21)

where

$$
F_{4,n} = \left[ D_t^-, \nabla \cdot \left( \frac{\nabla}{\sqrt{1 + |\nabla h|^2}} - \frac{\nabla h \cdot \nabla}{\sqrt{1 + |\nabla h|^2}} \nabla h \right) \right] \partial_t^{n-1} h + D_t^- F_{4,n-1}.
$$

(2.22)

We present the estimates of these nonlinear terms $F_{i,n}$.

**Lemma 2.1.** It holds that

$$
\left\| F_{1,n} \right\|^2_0 + \left\| F_{2,n} \right\|^2_{1/2} + \left\| F_{3,n} \right\|^2_1 + \left\| F_{4,n} \right\|^2_2 \lesssim \left( \mathcal{E}_n \right)^2. \tag{2.23}
$$

**Proof.** We expand these commutators in $F_{i,j}$ into a sum of products and then control each product with the highest order derivative term in $H^r$ ($r = 0, 1/2, 1$, accordingly) and the lower order derivative terms in $H^m$ for $m$ depending on $r$, using Lemmas A.2 and A.1, the trace theory along with the definition of $\mathcal{E}_n$ (cf. (1.18)); all of them are bounded by $\mathcal{E}_n$. We remark that it is needed to have included the term $\left| \partial_t^{n+1} h \right|^2_{-1/2}$ in the definition of $\mathcal{E}_n$ so that when estimating $F_{i,n}$, by Lemma A.1,

$$
\left\| \partial_t^{n+1} \varphi \right\|^2_0 = \left\| \partial_t^{n+1} \eta \right\|^2_0 \lesssim \left\| \partial_t^{n+1} \varphi \right\|^2_0 \lesssim \left| \partial_t^{n+1} h \right|^2_{-1/2} \leq \mathcal{E}_n.
$$

(2.24)
The estimate (2.23) follows by summing.

In order to utilize the linear structure of (1.11), it is convenient to write the equations in the linear perturbed form

$$
\begin{cases}
\partial_t v + \nabla q + av = G^1 \quad \text{in } \Omega \\
\text{div} v = G^2 \quad \text{in } \Omega \\
\partial_t h = v_3 + G^3 \quad \text{on } \Sigma \\
q = -\sigma \Delta h - G^4 \quad \text{on } \Sigma_+ \\
\|q\| = \sigma \Delta h + G^4 \quad \text{on } \Sigma_- \\
v_3 = 0 \quad \text{on } \Sigma_b,
\end{cases}
$$

where

$$
\begin{align*}
G^1 &= \partial_t \eta \partial_\xi^3 v + \nabla \eta \partial_\xi^3 q - v \cdot \nabla \partial_\eta^3 v, \\
G^2 &= \nabla \eta \cdot \partial_\xi^3 v, \\
G^3 &= -v \cdot \nabla h, \\
G^4 &= \sigma \nabla \cdot ((1 + |\nabla h|^2)^{-1/2} - 1)\nabla h).
\end{align*}
$$

Here we have used the fact that, by (1.10), $\partial_\xi^i - \partial_i \eta \partial_\xi^3$ for $i = t, 1, 2, 3$.

We present the estimates of these nonlinear terms $G^i$.

**Lemma 2.2.** It holds that

$$
\sum_{j=0}^{n-1} \left( \left\| \partial_\xi^j G^1 \right\|^2_{2(n-j)^{-\frac{1}{2}}} + \left\| \partial_\xi^j G^2 \right\|^2_{2(n-j)^{-1}} + \left\| \partial_\xi^j G^3 \right\|^2_{2(n-j)^{-\frac{1}{2}}} \right) + \sum_{j=0}^{n} \left\| \partial_\xi^j G^4 \right\|^2_{2(n-j)^{-1}} \lesssim (E_n)^2.
$$

**Proof.** We first apply the spatial-time mixed differential operators to $G^i$ to expand them as sums of products and then proceed in the same way as Lemma 2.1, except when estimating $\partial_\xi^j G^4$ we need to use first the structure of $G^4$:

$$
\left\| \partial_\xi^j G^4 \right\|^2 \lesssim \left\| \partial_\xi^j \left( (1 + |\nabla h|^2)^{-1/2} - 1)\nabla h) \right\|^2_0.
$$

The estimate (2.30) follows by summing.

3. **Temporal estimates.** In this section we will derive the energy evolution estimates for the temporal derivatives of the solutions to (1.11). For a generic integer $n \geq 3$, we define the temporal energy by

$$
\mathcal{E}_n := \sum_{j=0}^{n} \left( \left\| \partial_\xi^j v \right\|^2_0 + \left\| \partial_\xi^j h \right\|^2_1 \right)
$$

and the corresponding dissipation by

$$
\mathcal{D}_n := \sum_{j=0}^{n} \left\| \partial_\xi^j v \right\|^2_0.
$$

To derive the estimates for the highest order time derivative of the solutions, we shall use the equations (2.17). A key point is that the various norms of the error between $\hat{\partial}_\xi^i$ and $\partial_\xi^i$ of the solutions are bounded by $C\mathcal{E}_n$. We record the following time-integrated temporal energy evolution estimate.
Proposition 3.1. It holds that
\[ \mathcal{E}_n(t) + \int_0^t \mathcal{D}_n(\tau) \, d\tau \lesssim \mathcal{E}_n(0) + (\mathcal{E}_n(t))^{3/2} + \int_0^t (\mathcal{E}_n(\tau))^{3/2} \, d\tau. \] (3.3)

Proof. We only present the estimates of the highest order time derivative of the solutions, and the lower orders can be estimated in a much simpler way. Taking the inner product of the first equation in (2.17) with \( \tilde{\partial}_t^n v \) and then integrating by parts over \( \Omega \), we obtain
\[ \frac{1}{2} \frac{d}{dt} \int_{\Omega} |\tilde{\partial}_t^n v|^2 \, d\Omega + \int_{\Omega} \nabla \tilde{\partial}_t^n q \cdot \tilde{\partial}_t^n v \, d\Omega = \int_\Sigma \tilde{\partial}_t^n q \nabla \tilde{\partial}_t^n v \cdot \mathbf{N} \, d\Sigma \]
By integrating by parts over \( \Omega \), using the sixth and second equations in (2.17), we obtain
\[ \int_\Sigma \tilde{\partial}_t^n q \nabla \tilde{\partial}_t^n v \cdot \mathbf{N} \, d\Sigma \lesssim \|F^{1,n}\|_0 \|\tilde{\partial}_t^n v\|_0 \lesssim (\mathcal{E}_n)^{3/2}. \] (3.5)
By integrating by parts over \( \Omega \), using the sixth and second equations in (2.17), we obtain
\[ \int_{\Sigma_+} \sigma \tilde{\partial}_t^n H \left( \tilde{\partial}_t \tilde{\partial}_t^n h + v_* \cdot \nabla_* \tilde{\partial}_t^n h - \tilde{F}^{3,n} \right). \] (3.7)
By integrating by parts over \( \Omega \), we obtain
\[ -\int_{\Sigma_-} \sigma \tilde{\partial}_t^n H \tilde{F}^{3,n} \lesssim \left| \tilde{\partial}_t^n H \right|_{-1} \|\tilde{F}^{3,n}\|_1 \lesssim (\mathcal{E}_n)^{3/2}. \] (3.8)
By (2.25), we may write
\[ \int_{\Sigma_-} \sigma \tilde{\partial}_t^n \tilde{\partial}_\tau^n H \sim \int_{\Sigma_-} \sigma \left( \nabla \cdot \left( \frac{\nabla \tilde{\partial}_t^n h}{\sqrt{1 + |\nabla h|^2}} - \frac{\nabla h \cdot \nabla \tilde{\partial}_t^n h}{\sqrt{1 + |\nabla h|^2}} \nabla h \right) + F^{4,n} \right) \]
\[ \left( \tilde{\partial}_t \tilde{\partial}_t^n h + v_* \cdot \nabla_* \tilde{\partial}_t^n h \right). \] (3.9)
By (2.23), we obtain
\[ \int_{\Sigma_-} \sigma F^{4,n} \left( \tilde{\partial}_\tau^n h + v_* \cdot \nabla_* \tilde{\partial}_t^n h \right) \leq \|F^{4,n}\|_2 \left| \tilde{\partial}_\tau^n h + v_* \cdot \nabla_* \tilde{\partial}_t^n h \right|_{-\frac{1}{2}} \lesssim (\mathcal{E}_n)^{3/2}. \] (3.10)
Integrating by parts in both $x_*$ and $t$, we find that

$$
\int_{\Sigma_-} \sigma \nabla \cdot \left( \frac{\nabla \tilde{\rho}_t^p h}{\sqrt{1 + |\nabla h|^2}} \right) \partial_t \tilde{\rho}_t^p h = - \int_{\Sigma_-} \left( \frac{\nabla \tilde{\rho}_t^p h}{\sqrt{1 + |\nabla h|^2}} \cdot \nabla \partial_t \tilde{\rho}_t^p h \right)
$$

$$
= - \frac{1}{2} \frac{d}{dt} \int_{\Sigma_-} \sigma \frac{|\nabla \tilde{\rho}_t^p h|^2}{\sqrt{1 + |\nabla h|^2}} + \frac{1}{2} \int_{\Sigma_-} \sigma \partial_t \left( \frac{1}{\sqrt{1 + |\nabla h|^2}} \right) |\nabla \tilde{\rho}_t^p h|^2
$$

$$
\leq - \frac{1}{2} \frac{d}{dt} \int_{\Sigma_-} \sigma \frac{|\nabla \tilde{\rho}_t^p h|^2}{\sqrt{1 + |\nabla h|^2}} + C(\mathcal{E}_n)^{3/2}.
$$

(3.11)

Similarly, we have

$$
- \int_{\Sigma_-} \sigma \nabla \cdot \left( \frac{\nabla h \cdot \nabla \tilde{\rho}_t^p h}{\sqrt{1 + |\nabla h|^2}} \right) \partial_t \tilde{\rho}_t^p h \leq \frac{1}{2} \frac{d}{dt} \int_{\Sigma_-} \sigma \frac{|\nabla h \cdot \nabla \tilde{\rho}_t^p h|^2}{\sqrt{1 + |\nabla h|^2}} + C(\mathcal{E}_n)^{3/2}.
$$

(3.12)

Upon an integration by parts in $x_*$, we find that

$$
\int_{\Sigma} \sigma \nabla \cdot \left( \frac{\nabla \tilde{\rho}_t^p h}{\sqrt{1 + |\nabla h|^2}} \right) v \cdot \nabla \tilde{\rho}_t^p h = - \int_{\Sigma} \sigma \nabla \cdot \left( \frac{\nabla \tilde{\rho}_t^p h}{\sqrt{1 + |\nabla h|^2}} \right) \nabla \cdot (v \cdot \nabla \tilde{\rho}_t^p h)
$$

$$
= - \int_{\Sigma} \sigma \frac{\nabla \cdot \nabla \tilde{\rho}_t^p h}{\sqrt{1 + |\nabla h|^2}} \cdot \nabla \cdot (v \cdot \nabla \tilde{\rho}_t^p h) + \frac{1}{2} \int_{\Sigma} \sigma \nabla \cdot \left( \frac{v}{\sqrt{1 + |\nabla h|^2}} \right) |\nabla \tilde{\rho}_t^p h|^2
$$

$$
\lesssim (\mathcal{E}_n)^{3/2}.
$$

(3.13)

Similarly, we have

$$
- \int_{\Sigma} \sigma \nabla \cdot \left( \frac{\nabla h \cdot \nabla \tilde{\rho}_t^p h}{\sqrt{1 + |\nabla h|^2}} \right) v \cdot \nabla \tilde{\rho}_t^p h \lesssim (\mathcal{E}_n)^{3/2}.
$$

(3.14)

Hence, (3.7)--(3.14) implies

$$
I_2 \leq - \frac{1}{2} \frac{d}{dt} \int_{\Sigma_-} \sigma \left( \frac{|\nabla \tilde{\rho}_t^p h|^2}{\sqrt{1 + |\nabla h|^2}} - \frac{|\nabla h \cdot \nabla \tilde{\rho}_t^p h|^2}{\sqrt{1 + |\nabla h|^2}} \right) + C(\mathcal{E}_n)^{3/2}.
$$

(3.15)

Similarly, we have

$$
I_1 \leq - \frac{1}{2} \frac{d}{dt} \int_{\Sigma_+} \sigma \left( \frac{|\nabla \tilde{\rho}_t^p h|^2}{\sqrt{1 + |\nabla h|^2}} - \frac{|\nabla h \cdot \nabla \tilde{\rho}_t^p h|^2}{\sqrt{1 + |\nabla h|^2}} \right) + C(\mathcal{E}_n)^{3/2}.
$$

(3.16)

Now, we estimate $I_3$. By integrating by parts in $t$ and $x_*$, we obtain

$$
I_3 = \frac{d}{dt} \int_{\Sigma_-} \partial_t^{n-1} q_- \left[ \tilde{\rho}_t^p v \right] \cdot N - \int_{\Sigma_-} \partial_t^{n-1} q_- \partial_t \left( \left[ \tilde{\rho}_t^p v \right] \cdot N \right)
$$

$$
+ \int_{\Sigma_-} v_{x_*,-} \cdot \nabla \partial_t^{n-1} q_- \left[ \tilde{\rho}_t^p v \right] \cdot N
$$

$$
\leq \frac{d}{dt} \int_{\Sigma_-} \partial_t^{n-1} q_- \left[ \tilde{\rho}_t^p v \right] \cdot N - \int_{\Sigma_-} \partial_t^{n-1} q_- \left[ D_t \tilde{\rho}_t^p v \right] \cdot N + C(\mathcal{E}_n)^{3/2}.
$$

(3.17)

Here we have used the $H^{1/2}(\Sigma_-) - H^{-1/2}(\Sigma_-)$ dual pairing, the trace theory, Lemma A.3 and the fact that $|\partial_t^{n-1} q_-|_2^{1/2} \lesssim \mathcal{E}_n$. Hereafter, for the conciseness of presentations, we omit to write out explicitly the estimates of many terms which are bounded by
Hence, we obtain, by (2.23),

$$\text{supp}_{\Omega} \subset \Omega$$

By (2.16), we have

Then we obtain, by a further integration by parts in $x_*$,

$$\int_{\Sigma_-} \partial_t \partial_t^n q_- [D_t^{-} \partial_t^n v] \cdot \mathbf{N} \leq -\int_{\Sigma_-} \partial_t^{n-1} q_- [\nabla_* D_t^{-} \partial_t^n h - \nabla_* [D_t^{-} \partial_t^n, \nabla_*] h]. (3.19)$$

By (2.16), we have

$$D_t^{-} \partial_t^n h = \partial_t^n v \cdot \mathbf{N} + \tilde{\mathbf{F}}^{3,n}. (3.20)$$

Hence, we obtain, by (2.23),

$$-\int_{\Sigma_-} [\nabla_* \partial_t^{n-1} q_- D_t^{-} \partial_t^n \mathbf{N}] \leq \int_{\Sigma_-} [\nabla_* \partial_t^{n-1} q_- D_t^{-} \partial_t^n \mathbf{N}] + C(\mathcal{E}_n)^{3/2}. (3.22)$$

Now we convert the remaining integral in the right hand side of (3.22) to be one over the interior domain $\Omega_-$. For this, let $\xi$ be a nonnegative cutoff function so that $\text{supp} \xi \subset \Omega$ and $\xi = 1$ on $\Sigma_-$. Let $V_+$ be an extension of $v_+$, defined in $\Omega_+$, onto $\Omega_-$. By using the divergence theorem, we have

$$\int_{\Omega_-} [\nabla_* \partial_t^{n-1} q_- \nabla_* \partial_t^n v_- \cdot \mathbf{N}] = \int_{\Omega_-} \nabla_* \cdot \left(\xi (V_+ - v_-)_* \cdot \nabla_* \partial_t^{n-1} q_- \partial_t^n v_-ight) d\mathcal{V}_t$$

$$\leq \int_{\Omega_-} \left(\xi (V_+ - v_-)_* \cdot \nabla_* \partial_t^{n-1} q_- \partial_t^n v_- d\mathcal{V}_tight)$$

$$+ \int_{\Omega_-} \xi (V_+ - v_-)_* \cdot \nabla_* \partial_t^{n-1} q_- \nabla_* \partial_t^n v_- d\mathcal{V}_t + C(\mathcal{E}_n)^{3/2}. (3.23)$$

By using the second equation of (2.17) and (2.23), we obtain

$$\int_{\Omega_-} \xi (V_+ - v_-)_* \cdot \nabla_* \partial_t^{n-1} q_- \nabla_* \partial_t^n v_- d\mathcal{V}_t$$

$$\leq \| (V_+ - v_-)_* \cdot \nabla_* \partial_t^{n-1} q_- \|_0 \| F^{2,n} \|_0 \lesssim \mathcal{E}_n^2. (3.24)$$

By integrating by parts in $x_*$ and using the first equation of (2.17) and (2.23), we have

$$\int_{\Omega_-} (\xi (V_+ - v_-)_* \cdot \nabla_* \partial_t^{n-1} q_- \partial_t^n v_- d\mathcal{V}_t)$$

$$\leq -\int_{\Omega_-} \nabla_* \partial_t^{n-1} q_- \cdot \xi (V_+ - v_-)_* \cdot \nabla_* \partial_t^n v_- d\mathcal{V}_t + C(\mathcal{E}_n)^{3/2}$$

$$= \int_{\Omega_-} \nabla_* \partial_t^{n-1} q_- \cdot \xi (V_+ - v_-)_* \cdot \nabla_* \left(\nabla_* \partial_t^{n-1} q_- + a_- \partial_t^{n-1} v_- - F^{1,n-1}_- \right) d\mathcal{V}_t + C(\mathcal{E}_n)^{3/2}$$
Accordingly, integrating by parts in $\Omega_-$, we obtain

$$
\int_{\Omega_-} (\xi(V_+ - v_-)_* \cdot \nabla_*) \nabla^2 \partial_t^{-1} q_- dV_i
$$

where

$$
\partial_t^{-1} q_- \nabla^2 \partial_t^{-1} q_- dV_i = -\frac{1}{2} \int_{\Omega_-} \text{div_*} (\partial_3 \xi (V_+ - v_-)_*) |\nabla^2 \partial_t^{-1} q_-|^2 \lesssim (\mathcal{E}_n)^{3/2}.
$$

Hence, (3.17), (3.20) and (3.22)–(3.26) imply

$$
\mathcal{I}_3 \leq \frac{d}{dt} \int_{\Sigma} \partial_t^{-1} q_- \left[ \bar{\partial}_t^n v \right] \cdot N + C(\mathcal{E}_n)^{3/2}.
$$

Finally, we turn to estimate $\mathcal{I}_4$. By integrating by parts in $t$, we obtain

$$
\int_{\Omega} \partial_t^n q F^{2,n} dV_i = \int_{\Omega} (\partial_t^n q F^{2,n} + (D_t^- - \partial_t) \partial_t^{-1} q F^{2,n}) dV_i
$$

$$
\leq \frac{d}{dt} \int_{\Omega} \partial_t^{-1} q F^{2,n} dV_i - \int_{\Omega} \partial_t^{-1} q \partial_t F^{2,n} dV_i + C(\mathcal{E}_n)^{3/2}.
$$

To estimate the second integral in (3.28), since $\nabla^2 v = \text{div}_* v_* + \frac{1}{\partial_3 \xi} \partial_3 v \cdot N = 0$, we may use the following decomposition

$$
F^{2,n} = -\partial_3 \xi \tilde{F}^{2,n} \text{ with } \tilde{F}^{2,n} = \sum_{i=1}^{5} \tilde{F}_i^{2,n},
$$

where

$$
\tilde{F}_1^{2,n} = n \partial_t N \cdot \partial_t^{-1} \partial_3 v,
$$

$$
\tilde{F}_2^{2,n} = n \partial_t \partial_3 \eta \partial_t^{-1} \text{div}_* v_*,
$$

$$
\tilde{F}_3^{2,n} = \partial_t^n N \cdot \partial_3 v,
$$

$$
\tilde{F}_4^{2,n} = \partial_t^n \partial_3 \eta \text{div}_* v_*,
$$

$$
\tilde{F}_5^{2,n} = \sum_{\ell=2}^{n-1} C_n \left( \partial_t^n N \cdot \partial_t^{-\ell} \partial_3 v + \partial_t^n \partial_3 \eta \cdot \partial_t^{-\ell} \text{div}_* v_* \right).
$$

Accordingly,

$$
- \int_{\Omega} \partial_t^{-1} q \partial_t F^{2,n} dV_i \leq \sum_{i=1}^{5} \int_{\Omega} \partial_t^{-1} q \partial_t \tilde{F}_i^{2,n} + C(\mathcal{E}_n)^{3/2}.
$$

We easily have

$$
\int_{\Omega} \partial_t^{-1} q \partial_t \tilde{F}_5^{2,n} \lesssim \|\partial_t^{-1} q\|_0 \|\partial_t \tilde{F}_5^{2,n}\|_0 \lesssim (\mathcal{E}_n)^{3/2}.
$$

Integrating by parts in $x_3$, we obtain, using $|\partial_t^n v|_{-1/2}^2 \lesssim \mathcal{E}_n$,

$$
\int_{\Omega} \partial_t^{-1} q \partial_t \tilde{F}_1^{2,n} = \int_{\Sigma} \partial_t^{-1} q n \partial_t N \cdot \partial_t^n v - \int_{\Sigma} n \partial_t N \cdot \left[ \partial_t^n v \partial_t^{-1} q \right]
$$

$$
+ \int_{\Omega} \partial_t (n \partial_t N \partial_t^{-1} q) \cdot \partial_t^n v \lesssim (\mathcal{E}_n)^{3/2}.
$$

(3.37)
Similarly, we have
\[
\int_{\Omega} \partial_t^{n-1} q \partial_t \left( F_{2,n}^2 + F_{3,n}^2 + F_{4,n}^2 \right) \lesssim (E_n)^{3/2}. \tag{3.38}
\]
Hence, (3.28) and (3.35)–(3.38) imply that
\[
\mathcal{I}_4 \leq \frac{d}{dt} \int_{\Omega} \partial_t^{n-1} q F^{2,n} \, dV_t + C(E_n)^{3/2}. \tag{3.39}
\]
Consequently, in light of the estimates (3.5), (3.15), (3.16), (3.27) and (3.39), we deduce from (3.4) that, by integrating in time from 0 to \( t \),
\[
\begin{align*}
\| \partial_t^n v(t) \|_0^2 + \| \nabla \partial_t^n h(t) \|_0^2 + \int_0^t \| \partial_t^n v(\tau) \|_0^2 \, d\tau \\
\lesssim \| \partial_t^n v(0) \|_0^2 + \| \nabla \partial_t^n h(0) \|_0^2 + B_n(t) - B_n(0) + \int_0^t (E_n(\tau))^{3/2} \, d\tau,
\end{align*}
\tag{3.40}
\]
where
\[
B_n = \frac{1}{2} \int_{\Sigma} \left( \sigma \left( 1 - \frac{1}{\sqrt{1 + |\nabla h|^2}} \right) \| \nabla \partial_t^n h \|^2 + \frac{|\nabla h \cdot \nabla \partial_t^n h|^2}{\sqrt{1 + |\nabla h|^2}} \right) + \int_{\Sigma_-} \partial_t^{n-1} q - \left[ \partial_t^n v \right] \cdot \mathbf{N} + \int_{\Omega} \partial_t^{n-1} q F^{2,n} \, dV_t. \tag{3.41}
\]
Recalling the definition (2.11) of \( \partial_t^n \), so
\[
\partial_t^n - \partial_t^n = -\partial_t \varphi \partial_t^2 \partial_t^{n-1} + V_- \cdot \nabla \varphi \partial_t^{n-1}. \tag{3.42}
\]
Then as Lemma 2.1, we may bound
\[
\| (\partial_t^n - \partial_t^n) v \|_0^2 + \| \nabla (\partial_t^n - \partial_t^n) h \|_0^2 \lesssim (E_n)^2. \tag{3.43}
\]
On the other hand, by the trace theory and using again that \( \| v \| \cdot \mathbf{N} = 0 \) on \( \Sigma_- \), we obtain
\[
\begin{align*}
\int_{\Sigma_-} \partial_t^{n-1} q - \left[ \partial_t^n v \right] \cdot \mathbf{N} \lesssim |\partial_t^{n-1} q_-|_{1/2} \left[ \left| \partial_t^n v \right| \cdot \mathbf{N} \right]_{-1/2} \\
\lesssim \| \partial_t^{n-1} q_- \|_{1} \left[ \left| \partial_t^n v, \mathbf{N} \right| \cdot \| v \| \right]_{-1/2} \lesssim (E_n)^{3/2}. \tag{3.44}
\end{align*}
\]
Also, by Lemma 2.1, we have
\[
\int_{\Omega} \partial_t^{n-1} q F^{2,n} \, dV_t \lesssim \| \partial_t^{n-1} q \|_0 \| F^{2,n} \|_0 \lesssim (E_n)^{3/2}. \tag{3.45}
\]
Therefore, by the estimates (3.43), (3.44) and (3.45), we deduce from (3.40) that
\[
\begin{align*}
\| \partial_t^n v(t) \|_0^2 + |\partial_t^n h(t)|_1^2 + \int_0^t \| \partial_t^n v(\tau) \|_0^2 \, d\tau \\
\lesssim (E_n(0)) + (E_n(t))^{3/2} + \int_0^t (E_n(\tau))^{3/2} \, d\tau,
\end{align*}
\tag{3.46}
\]
where we have used Poincaré’s inequality since \( \int_{\Sigma} h = 0 \). Deriving the same estimates for the lower order time derivatives in a much simpler way, the estimate (3.3) then follows.
4. Vorticity and divergence estimates. In this section we will derive the estimates for the normal derivatives of $v$. The natural way is to estimate instead the vorticity $\text{curl}^\phi v = \nabla^\phi \times v$ to get rid of the pressure term $\nabla^\phi q$; applying $\text{curl}^\phi$ to the first equation in (1.11), we have
\[
\partial_t^\phi \text{curl}^\phi v + v \cdot \nabla^\phi \text{curl}^\phi v + a\text{curl}^\phi v = -[\text{curl}^\phi, v] \cdot \nabla^\phi v \text{ in } \Omega_\pm.
\] (4.1)

Note that the third and sixth equations in (1.11) implies that the equations (4.1) are characteristic in each of $\Omega_\pm$, and the estimates follow in the same way as the one-phase incompressible Euler equations. For the completeness, we still repeat the procedure. We derive the following time-integrated energy estimates of the vorticity.

**Proposition 4.1.** It holds that
\[
\sup_{[0,T]} \sum_{j=0}^{n-1} \left\| \partial_t^j \text{curl}^\phi v \right\|_{L^2(\Omega_\pm)}^2 + \int_0^T \sum_{j=0}^{n-1} \left\| \partial_t^j \text{curl}^\phi v \right\|_{L^2(\Omega_\pm)}^2 \lesssim \mathcal{E}_n(0) + \sup_{[0,T]} (\mathcal{E}_n)^2 + \int_0^T (\mathcal{E}_n)^2. 
\] (4.2)

**Proof.** Let $j = 0, \ldots, n-1$. Apply $\mathcal{D}_j$, where $\mathcal{D}_j$ denotes for any $\partial^\alpha$, $\alpha \in \mathbb{N}^{1+3}$ with $\alpha_0 = j$ and $\alpha_1 + \alpha_2 + \alpha_3 \leq \left\lfloor \frac{3}{2} (n-j) \right\rfloor - 1$, to (4.1) to find that
\[
\partial_t^\phi \mathcal{D}_j \text{curl}^\phi v + v \cdot \nabla^\phi \mathcal{D}_j \text{curl}^\phi v + a\mathcal{D}_j \text{curl}^\phi v = \mathfrak{g}^j,
\] (4.3)
where
\[
\mathfrak{g}^j = -[\mathcal{D}_j, \partial_t^\phi + v \cdot \nabla^\phi] \text{curl}^\phi v - [\mathcal{D}_j, \text{curl}^\phi, v] \cdot \nabla^\phi v.
\] (4.4)

Denote $r_j = \frac{3}{2} (n-j) - \left\lfloor \frac{3}{2} (n-j) \right\rfloor \in [0, 1)$. It is easy to have
\[
\left\| \mathfrak{g}^j \right\|_{L^2_r} \lesssim (\mathcal{E}_n)^2.
\] (4.5)

Now the standard $H^r$ energy estimates on (4.3) yields that, by (4.5),
\[
\sup_{[0,T]} \left\| \mathcal{D}_j \text{curl}^\phi v \right\|_{L^2_r}^2 + a \int_0^T \left\| \mathcal{D}_j \text{curl}^\phi v \right\|_{L^2_r}^2 \lesssim \left\| \mathcal{D}_j \text{curl}^\phi v(0) \right\|_{L^2_r}^2 + \int_0^T \left\| \mathfrak{g}^j \right\|_{L^2_r}^2 \lesssim \left\| \mathcal{D}_j \text{curl}^\phi v(0) \right\|_{L^2_r}^2 + \int_0^T (\mathcal{E}_n)^2.
\] (4.6)

This implies that, by summing over such $\alpha$ in $\mathcal{D}_j$,
\[
\sup_{[0,T]} \sum_{j=0}^{n-1} \left\| \partial_t^j \text{curl}^\phi v \right\|_{L^2(\Omega_\pm)}^2 + a \int_0^T \sum_{j=0}^{n-1} \left\| \partial_t^j \text{curl}^\phi v \right\|_{L^2(\Omega_\pm)}^2 \lesssim \left\| \partial_t^\phi (\text{curl}^\phi - \text{curl}) v \right\|_{L^2(\Omega_\pm)}^2 + \int_0^T (\mathcal{E}_n)^2.
\] (4.7)

Since $\left\| \partial_t^\phi (\text{curl}^\phi - \text{curl}) v \right\|_{L^2(\Omega_\pm)}^2 \lesssim (\mathcal{E}_n)^2$ as Lemma 2.1, we deduce from (4.7) that
\[
\sup_{[0,T]} \sum_{j=0}^{n-1} \left\| \partial_t^j \text{curl}^\phi v \right\|_{L^2(\Omega_\pm)}^2 + a \int_0^T \sum_{j=0}^{n-1} \left\| \partial_t^j \text{curl}^\phi v \right\|_{L^2(\Omega_\pm)}^2 \lesssim \mathcal{E}_n(0) + \sup_{[0,T]} (\mathcal{E}_n)^2 + \int_0^T (\mathcal{E}_n)^2.
\] (4.8)

This yields the estimate (4.2). $\square$
We now record an estimate for the divergence.

**Proposition 4.2.** It holds that

\[
\sum_{j=0}^{n-1} \left\| \partial^j_t \text{div} v \right\|_{L^2(\Omega)}^2 \lesssim \mathcal{E}^2_n. \tag{4.9}
\]

**Proof.** It follows directly by the second equation of (2.25) and (2.30).

Finally, we record the $H^{-1/2}(\Sigma)$-estimate of $\partial^n_t v$.

**Proposition 4.3.** It holds that

\[
\left\| \partial^n_t v \right\|_{L^2(\Omega)}^2 \lesssim \left\| \partial^n_{t-1} \text{curl} v \right\|_{L^2(\Omega)}^2 + \mathcal{E}^2_n. \tag{4.10}
\]

**Proof.** It follows from (4.1) that

\[
\partial_t \text{curl}^2 v + (v_\ast \cdot \nabla_\ast + w_3) \text{curl}^2 v + acur^2 v = -[\text{curl}^2, v] \cdot \nabla^2 v, \tag{4.11}
\]

where $w = \frac{1}{\partial_\Sigma^2} (v \cdot \mathbf{N} - \partial_\Sigma \varphi)$. Applying $\partial_{t-1}^{n-1}$ to (4.11) yields

\[
\partial_t^n \text{curl} v = \nabla \varphi \times \partial_t^n \varphi v - (v_\ast \cdot \nabla_\ast + w_3) \partial_t^{n-1} \text{curl}^2 v + F^n, \tag{4.12}
\]

where

\[
F^n = \left[ \partial_t^n, \nabla \varphi \times \partial_t^n \varphi \right] v - \left[ \partial_t^{n-1}, v_\ast \cdot \nabla_\ast + w_3, \text{curl}^2 v \right] - a\partial_t^{n-1} \text{curl}^2 v + \partial_t^{n-1} \left[ \text{curl}^2, v \right] \cdot \nabla^2 v. \tag{4.13}
\]

It is easy to see that $\|F^n\|_0 \lesssim \mathcal{E}_n + \|\partial_t^{n-1} \text{curl} v\|_0$. We now take $\psi \in H^1(\Omega)$, then we have

\[
\int_{\Omega} \partial_t^n \text{curl} v \psi = \int_{\Omega} (\nabla \varphi \times \partial_t^n \varphi v - (v_\ast \cdot \nabla_\ast + w_3) \partial_t^{n-1} \text{curl}^2 v + F^n) \psi. \tag{4.14}
\]

By integrating by parts over $\Omega_-$, we have

\[
\int_{\Omega_-} \nabla \varphi \times \partial_t^n \varphi v \psi = -\int_{\partial_\Omega_-} \nabla \varphi \times \partial_t^n \varphi v \psi - \int_{\Omega_-} \partial_3 \left( \frac{\nabla \varphi}{\partial_3 \varphi} \psi \right) \times \partial_t^n v \psi \lesssim \mathcal{E}_n \|\psi\|_1. \tag{4.15}
\]

and

\[
\int_{\Omega_-} (v_\ast \cdot \nabla_\ast + w_3) \partial_t^{n-1} \text{curl}^2 v \psi \lesssim \mathcal{E}_n \|\psi\|_1. \tag{4.16}
\]

Hence, we obtain

\[
\int_{\Omega_-} \partial_t^n \text{curl} v \psi \lesssim \mathcal{E}_n \|\psi\|_1, \tag{4.17}
\]

which, together with the similar arguments on $\Omega_+$, implies that

\[
\|\partial_t^n \text{curl} v\|_{L^2(\Omega)} \lesssim \mathcal{E}_n + \|\partial_t^{n-1} \text{curl} v\|_0. \tag{4.18}
\]

Similarly, we have

\[
\|\partial_t^n \text{div} v\|_{L^2(\Omega)} \lesssim \mathcal{E}_n. \tag{4.19}
\]

By the trace estimates (A.14), (4.18) and (4.19), we conclude (4.10).
5. Elliptic regularity. In this section we will chain the Hodge-type elliptic estimates of \(v\), the regularizing elliptic estimates of \(h\) by the presence of surface tension and the derivation of the estimates of \(q\) by using directly the fourth, fifth and first equations in (2.25) to derive the full energy estimates.

We first present the result in the “energy”.

**Proposition 5.1.** It holds that

\[
\mathcal{E}_n \lesssim \bar{\mathcal{E}}_n + \sum_{j=0}^{n-1} \| \partial^j_t \text{curl } v \|_{L^2}^2 h_{\bar{\mathcal{E}}_n} + (\mathcal{E}_n)^2. \quad (5.1)
\]

**Proof.** We first derive some preliminary estimates resulting from the control of \(\bar{D}_n\) (weaker than \(\bar{\mathcal{E}}_n\)). By the normal trace estimate (A.13), the second equation in (2.17) and (2.23), we obtain

\[
\sum_{j=0}^{n} \left| \partial^j_t v \cdot N \right|_{\dot{H}^2}^2 \lesssim \sum_{j=0}^{n} \left( \| \partial^j_t v \|_{L^2}^2 + \| \nabla^2 \partial^j_t v \|_{L^2}^2 \right) \\
= \sum_{j=0}^{n} \left( \| \partial^j_t v \|_{L^2}^2 + \| F^{2,j} \|_{L^2}^2 \right) \lesssim \bar{D}_n + (\mathcal{E}_n)^2. \quad (5.2)
\]

By the third equation in (2.17), (2.23) and (5.2), we have

\[
\sum_{j=1}^{n+1} \left| \partial^j_t h \right|_{\dot{H}^2}^2 \lesssim \sum_{j=1}^{n+1} \left( \| \partial^{j-1} v \cdot N \|_{\dot{H}^2}^2 + \| F^{3,j-1} \|_{\dot{H}^2}^2 \right) \lesssim \bar{D}_n + (\mathcal{E}_n)^2. \quad (5.3)
\]

By the fourth and fifth equations in (2.25), (5.3) and (2.30), we obtain

\[
\sum_{j=1}^{n} \left( \| \partial^j q \|_{H^{-\frac{1}{2}}(\Sigma_+)}^2 + \| \partial^j q \|_{H^{-\frac{1}{2}}(\Sigma_-)}^2 \right) \lesssim \sum_{j=1}^{n} \left( \| \partial^j h \|_{H^{-\frac{1}{2}}(\Sigma_+)}^2 + \| \partial^j G^1 \|_{H^{-\frac{1}{2}}(\Sigma_-)}^2 \right) \\
\lesssim \bar{D}_n + (\mathcal{E}_n)^2. \quad (5.4)
\]

On the other hand, by the first equation in (2.25) and (2.30), we have

\[
\| \partial^n_t \nabla q \|_{L^2(\Sigma_+)}^2 \lesssim \| \partial^n_t v \|_{L^2}^2 + \| \partial^n_t v \|_{L^2}^2 + \| \partial^n_t G^1 \|_{L^2}^2 \lesssim \bar{D}_n + (\mathcal{E}_n)^2. \quad (5.5)
\]

Then by the Poincaré type inequality and the trace theory, (5.5) and (5.4), we obtain

\[
\| \partial^n_t q \|_1^2 \lesssim \| \partial^n_t \nabla q \|_{L^2(\Sigma_+)}^2 + \| \partial^n_t q \|_{H^{-\frac{1}{2}}(\Sigma_+)}^2 + \| \partial^n_t q \|_{H^{-\frac{1}{2}}(\Sigma_-)}^2 \\
\lesssim \bar{D}_n + (\mathcal{E}_n)^2. \quad (5.6)
\]

By the standard elliptic regularity of \(h\) of the fourth and fifth equations in (2.25), the trace theory, (2.30), (5.3) and (5.6), we have

\[
\| \partial^n_t h \|_{\dot{H}^\frac{1}{2}(\Sigma_+)}^2 \lesssim \| \partial^n_t h \|_{\dot{H}^\frac{1}{2}}^2 + \| \partial^n_t q \|_{\dot{H}^\frac{1}{2}}^2 + \| \partial^n_t G^1 \|_{\dot{H}^\frac{1}{2}}^2 \\
\lesssim \| \partial^n_t h \|_{\dot{H}^\frac{1}{2}}^2 + \| \partial^n_t q \|_1^2 + (\mathcal{E}_n)^2 \lesssim \bar{D}_n + (\mathcal{E}_n)^2. \quad (5.7)
\]

Next, we will prove an iteration type argument: we assume the control of \(\| \partial^j_t h \|_{\dot{H}^\frac{1}{2}(\Sigma_+)}^2 \) for \(j = 1, \ldots, n\), then we derive the estimates of \(\| \partial^{j+1} h \|_{\dot{H}^\frac{1}{2}(\Sigma_+)}^2 \) for \(j = 1, \ldots, n\), and we continue this process until \(n = n_0\).
(for $j - 2 \geq 0$). We write compactly

$$X_n := \tilde{\mathcal{D}}_n + \sum_{j=0}^{n-1} \left\| \partial_t^j \text{curl} v \right\|_{\frac{1}{2}(n-j)-\frac{1}{2}}^2 + \sum_{j=0}^{n-2} \left\| \partial_t^j v \right\|_{\frac{1}{2}(n-j)-\frac{3}{2}}^2. \quad (5.8)$$

By the third equation in (2.25) and (2.30), we have

$$\left| \partial_t^{j-1} v_3 \right|_{\frac{1}{2}(n-j)-\frac{1}{2}}^2 \leq \left| \partial_t^{j-1} h \right|_{\frac{1}{2}(n-j)-\frac{1}{2}}^2 + \left| \partial_t^{j-1} G \right|_{\frac{1}{2}(n-j)-\frac{1}{2}}^2 \lesssim \partial_t^j h \left| v \right|_{\frac{1}{2}(n-j)+1} + (E_n)^2. \quad (5.9)$$

Then employing the Hodge-type elliptic estimates (A.15), by (4.9), (5.8) and (5.9), we obtain

$$\left\| \partial_t^{j-1} v \right\|_{\frac{1}{2}(n-j)-1}^2 \lesssim \left\| \partial_t^{j-1} v \right\|_{0}^2 + \left\| \partial_t^{j-1} \text{curl} v \right\|_{\frac{1}{2}(n-j)-1}^2 + \left\| \partial_t^{j-1} \text{div} v \right\|_{\frac{1}{2}(n-j)-1}^2 + \left| \partial_t^{j-1} v_3 \right|_{\frac{1}{2}(n-j)-\frac{1}{2}}^2 \lesssim \partial_t^j h \left| v \right|_{\frac{1}{2}(n-j)+1} + X_n + (E_n)^2. \quad (5.10)$$

By the first equation in (2.25), (5.10), (5.8) and (2.30), we have (for $j - 2 \geq 0$)

$$\left\| \partial_t^{j-2} \nabla q \right\|_{\frac{1}{2}(n-j)-1}^2 \lesssim \left\| \partial_t^{j-2} v \right\|_{\frac{1}{2}(n-j)-1}^2 + \left\| \partial_t^{j-2} v \right\|_{\frac{1}{2}(n-j)-1}^2 \lesssim \partial_t^j h \left| v \right|_{\frac{1}{2}(n-j)+1} + X_n + (E_n)^2. \quad (5.11)$$

We then use Poincaré’s inequality to estimate $\left\| \partial_t^{j-2} q \right\|_0^2$. If $j - 2 \geq 1$, then we use the boundary estimate (5.4); by the Poincaré type inequality and the trace theory, (5.11) and (5.4), we have that for $j - 2 \geq 1$,

$$\left\| \partial_t^{j-2} q \right\|_{\frac{1}{2}(n-j-2)-\frac{1}{2}}^2 \lesssim \left\| \partial_t^{j-2} \nabla q \right\|_{\frac{1}{2}(n-j)-1}^2 + \left\| \partial_t^{j-2} q \right\|_{H^{-\frac{1}{2}}(\Sigma_+)}^2 + \left\| \partial_t^{j-2} q \right\|_{H^{-\frac{1}{2}}(\Sigma_-)}^2 \lesssim \partial_t^j h \left| v \right|_{\frac{1}{2}(n-j)+1} + X_n + (E_n)^2. \quad (5.12)$$

If $j - 2 = 0$, then we need to estimate for $|q_+|^2_{H^{-\frac{1}{2}}(\Sigma_+)} + ||q||^2_{H^{-\frac{1}{2}}(\Sigma_-)}$ in a different way. For this, we recall here that $|h|^2_1 \leq E_n$. By the fourth and fifth equations in (2.25) and (2.30), we obtain

$$|q_+|^2_{H^{-\frac{1}{2}}(\Sigma_+)} + ||q||^2_{H^{-\frac{1}{2}}(\Sigma_-)} \lesssim |h|^2_1 + |G|^2_{-\frac{1}{2}} \lesssim |h|^2_1 + (E_n)^2. \quad (5.13)$$

Then by the Poincaré type inequality and the trace theory, (5.11) and (5.4), we have

$$\left\| q \right\|_{\frac{1}{2}(n-1)}^2 \lesssim \| \nabla q \|_{\frac{1}{2}(n-1)}^2 + |q_+|^2_{H^{-\frac{1}{2}}(\Sigma_+)} + ||q||^2_{H^{-\frac{1}{2}}(\Sigma_-)} \lesssim |h|^2_1 + \partial_t^j h \left| v \right|_{\frac{1}{2}(n-2)+1} + X_n + (E_n)^2. \quad (5.14)$$
By the elliptic regularity of the fourth and fifth equations in (2.25), the trace theory, (2.30), (5.12) and (5.14), we have that for \(j - 2 \geq 1\),
\[
|\partial^j \bar{h}|^2_{\frac{3}{2}(n-(j-2))+1} \lesssim |\partial^j \bar{q}|^2_{\frac{3}{2}(n-(j-2))-1} + |\partial^j G|^2_{\frac{3}{2}(n-(j-2))-1}
\]
\[
\lesssim \left\| \partial^j \bar{q} \right\|^2_{\frac{3}{2}(n-(j-2))-\frac{1}{2}} + (E_n)^2
\]
\[
\lesssim |\partial_t \bar{h}|^2_{\frac{3}{2}(n-j)+1} + X_n + (E_n)^2
\]  \(\text{(5.15)}\)
and that
\[
|h|^2_{\frac{3}{2}n+1} \lesssim |q|^2_{\frac{3}{2}n-1} + |G|^2_{\frac{3}{2}n-1} \lesssim \|q\|_{\frac{3}{2}n-\frac{1}{2}}^2 + (E_n)^2
\]
\[
\lesssim |h|^2_{\frac{3}{2}n} + |\partial_t^2 \bar{h}|^2_{\frac{3}{2}(n-2)+1} + X_n + (E_n)^2.
\]  \(\text{(5.16)}\)
We have thus arrived at the iterated estimates.

By a simple inductive argument on (5.15), combining with (5.16), we have
\[
\sum_{j=0}^{n-2} |\partial^j \bar{h}|^2_{\frac{3}{2}(n-j)+1} \lesssim |\partial_t^n \bar{h}|^2_1 + |\partial_t^{n-1} \bar{h}|^2_{\frac{3}{2}} + |h|^2_{\frac{3}{2}} + X_n + (E_n)^2.
\]  \(\text{(5.17)}\)
This together with (5.7) and (5.3) implies
\[
\sum_{j=0}^{n+1} |\partial^j \bar{h}|^2_{\frac{3}{2}(n-j)+1} \lesssim |\partial_t^n \bar{h}|^2_1 + |h|^2_{\frac{3}{2}} + X_n + (E_n)^2.
\]  \(\text{(5.18)}\)
We then obtain that by (5.10) and (5.18),
\[
\sum_{j=0}^{n} |\partial^j \bar{v}|^2_{\frac{3}{2}(n-j)} \lesssim |\partial_t^n \bar{h}|^2_1 + |h|^2_{\frac{3}{2}} + X_n + (E_n)^2
\]  \(\text{(5.19)}\)
and that by (5.6), (5.12), (5.14) and (5.18),
\[
\sum_{j=0}^{n-1} |\partial^j \bar{q}|^2_{\frac{3}{2}(n-j)-1} \lesssim |\partial_t^n \bar{h}|^2_1 + |h|^2_{\frac{3}{2}} + X_n + (E_n)^2.
\]  \(\text{(5.20)}\)

Consequently, combining (5.18)–(5.20) and recalling (5.8), by the definition of \(\tilde{E}_n\) and (4.10), we have
\[
E_n \lesssim |\partial_t^n \bar{h}|^2_1 + |h|^2_{\frac{3}{2}} + X_n + (E_n)^2
\]
\[
\lesssim \tilde{E}_n + \sum_{j=0}^{n-1} \left\| \partial^j \text{curl} \bar{v} \right\|^2_{\frac{3}{2}(n-j)-1} + \sum_{j=0}^{n-2} \left\| \partial^j \bar{v} \right\|^2_{\frac{3}{2}(n-j)-\frac{1}{2}} + (E_n)^2.
\]  \(\text{(5.21)}\)
We may use the Sobolev interpolation to improve the above to be
\[
E_n \lesssim \tilde{E}_n + \sum_{j=0}^{n-1} \left\| \partial^j \text{curl} \bar{v} \right\|^2_{\frac{3}{2}(n-j)} + \sum_{j=0}^{n-2} \left\| \partial^j \bar{v} \right\|^2_{0} + (E_n)^2
\]
\[
\lesssim \tilde{E}_n + \sum_{j=0}^{n-1} \left\| \partial^j \text{curl} \bar{v} \right\|^2_{\frac{3}{2}(n-j)-1} + (E_n)^2.
\]  \(\text{(5.22)}\)
This is the estimate (5.1).

Now we present the time-integrated result in the “dissipation”.

\[\square\]
Proposition 5.2. It holds that
\[
\int_0^T \mathcal{E}_n \leq \sup_{[0,T]} \mathcal{E}_n + \int_0^T \left( \mathcal{D}_n + \sum_{j=0}^{n-1} \left\| \partial_t^j \text{curl} v \right\|_{\mathfrak{S}(n-j-1)}^2 + (\mathcal{E}_n)^2 \right). \tag{5.23}
\]

**Proof.** We remark that we may not be able to show a pointwise-in-time estimate of \(\mathcal{E}_n\) in the dissipation as that in the energy of Proposition 5.1 since we can not control \(|\partial_t^n h|^2\) by \(\mathcal{D}_n\). Our crucial observation is that we can show an \(L^1\)-in-time estimate of \(|\partial_t^n h|^2\) by the control of the \(L^1\)-in-time bound of \(|\partial_t^{n+1} h|_{-1/2}^2 + |\partial_t^n h|^2_{5/2}\) and \(L^\infty\)-in-time bound of \(|\partial_t^n h|^2 + |\partial_t^{n-1} h|_{1}^2\). Recall that \(|\partial_t^n h|^2 + |\partial_t^{n-1} h|_{1}^2 \leq \mathcal{E}_n\).

Also, since \(|h|_{1}^2\) is not controlled by \(\mathcal{D}_n\), we need to modify those estimates that involve \(|h|_{1/2}^2\) in Proposition 5.1.

We first derive the \(L^1\)-in-time estimate of \(|\partial_t^n h|^2\). We can still use the estimates (5.2)–(5.7). By Parseval’s theorem, we have that, by (5.3) with \(j = n + 1\) and (5.7), using Cauchy’s inequality,
\[
\int_0^T |\partial_t^n h|^2 = \int_0^T \sum_{\xi \in \mathbb{Z}^2} (1 + |\xi|^2) \left| \partial_t^n \hat{h} \right|^2 \\
= \int_0^T \sum_{\xi \in \mathbb{Z}^2} \partial_t \left((1 + |\xi|^2) \partial_t^{n-1} \hat{h} \partial_t^n \hat{h}\right) - \sum_{\xi \in \mathbb{Z}^2} (1 + |\xi|^2) \partial_t^{n-1} \hat{h} \partial_t^{n+1} \hat{h} \\
= \sum_{\xi \in \mathbb{Z}^2} \left((1 + |\xi|^2) \partial_t^{n-1} \hat{h} \partial_t^n \hat{h}\right) (T) - \sum_{\xi \in \mathbb{Z}^2} \left((1 + |\xi|^2) \partial_t^{n-1} \hat{h} \partial_t^n \hat{h}\right) (0) \\
- \int_0^T \sum_{\xi \in \mathbb{Z}^2} (1 + |\xi|^2)^{5/2} \partial_t^{n-1} \hat{h} (1 + |\xi|^2)^{-1/2} \partial_t^{n+1} \hat{h} \\
\lesssim \sup_{[0,T]} \left( |\partial_t^{n-1} h|_{1}^2 + |\partial_t^n h|_{1}^2 \right) + \int_0^T \left( |\partial_t^{n-1} h|_{1/2}^2 + |\partial_t^{n+1} h|_{-1/2}^2 \right) \\
\lesssim \sup_{[0,T]} \mathcal{E}_n + \int_0^T \left( \mathcal{D}_n + (\mathcal{E}_n)^2 \right). \tag{5.24}
\]

Now we continue to proceed with the estimates in Proposition 5.1. We can use the estimates (5.8)–(5.12). But we can not use the estimate (5.13), and we need to employ a different argument. Indeed, by the trace theory and (5.11) with \(j = 2\), we obtain
\[
|\nabla^* q|_{2(n-2)}^2 \lesssim \|\nabla q\|_{2(n-1)}^2 \lesssim |\partial_t^2 h|_{2(n-2)+1}^2 + \mathcal{X}_n + (\mathcal{E}_n)^2. \tag{5.25}
\]

Since \(\int_{\Sigma} q = 0\) and \(\int_{\Sigma} \|q\| = 0\) by the fourth and fifth equations of (1.3), by Poincaré’s inequality and (5.25), we have
\[
\|q\|_{2(n-1)}^2 \lesssim \|\nabla q\|_{2(n-1)}^2 \lesssim |\partial_t^2 h|_{2(n-2)+1}^2 + \mathcal{X}_n + (\mathcal{E}_n)^2. \tag{5.26}
\]

Hence, we have removed \(|h|_{-1/2}^2\) from the estimate (5.14). We can still use the estimate (5.15), but we can not use the estimate (5.16). Indeed, by (5.26), the fourth and fifth equations of (2.25) and since \(\int_{\Sigma} h = 0\), we have
\[
|h|_{2(n+1)}^2 \lesssim |q|_{2(n-1)}^2 + |G^2|_{2(n-1)}^2 \lesssim \|q\|_{2(n-1)}^2 + (\mathcal{E}_n)^2.
\]
In light of (5.27), we can remove $|h|^2 \frac{\cdot}{3}$ from the estimates (5.17)–(5.20) and then improve the estimate (5.21) to be

$$E_n \lesssim |\partial_t h|^2 + \mathcal{X}_n + (\mathcal{E}_n)^2.$$  (5.28)

Consequently, combining (5.28) and (5.24), we deduce that

$$\int_0^T E_n \lesssim \int_0^T \left( |\partial_t h|^2 + \mathcal{X}_n + (\mathcal{E}_n)^2 \right) \lesssim \sup_{[0,T]} \mathcal{E}_n + \int_0^T (\mathcal{X}_n + (\mathcal{E}_n)^2).$$  (5.29)

This thus implies (5.23) as did in Proposition 5.1.

6. Global energy estimates. Now the proof of Theorem 1.2 follows, in a standard way, by the local well-posedness theory as illustrated after Remark 1.2 in the introduction section, a continuity argument and the following a priori estimates.

**Theorem 6.1.** Let $n \geq 3$ be an integer. There exists a universal constant $\delta > 0$ such that if

$$E_n(t) \leq \delta, \quad \forall t \in [0, T],$$  (6.1)

then

$$E_n(t) + \int_0^t E_n(\tau) \, d\tau \leq E_n(0), \quad \forall t \in [0, T].$$  (6.2)

Moreover, there exists a universal constant $\gamma > 0$ such that

$$E_n(t) \lesssim E_n(0) e^{-\gamma t}, \quad \forall t \in [0, T].$$  (6.3)

**Proof.** Combining Propositions 3.1 and 4.1, by (6.1), we have

$$\sup_{0 \leq \tau \leq T} \left( \mathcal{E}_n(\tau) + \sum_{j=0}^{n-1} \left\| \partial_t^j \text{curl } v(\tau) \right\|^2 \frac{\cdot}{2(n-j)-1} \right)$$

$$+ \int_0^T \left( \overline{D}_n(\tau) + \sum_{j=0}^{n-1} \left\| \partial_t^j \text{curl } v(\tau) \right\|^2 \frac{\cdot}{2(n-j)-1} \right) \, d\tau$$

$$\lesssim E_n(0) + \sup_{0 \leq \tau \leq T} (\mathcal{E}_n(\tau))^{3/2} + \int_0^t (\mathcal{E}_n(\tau))^{3/2} \, d\tau,$$  (6.4)

This together with Propositions 5.1 and 5.2 yields that

$$\sup_{0 \leq \tau \leq T} E_n(\tau) + \int_0^T E_n(\tau) \, d\tau \lesssim E_n(0) + \sup_{0 \leq \tau \leq T} (\mathcal{E}_n(\tau))^{3/2} + \int_0^t (\mathcal{E}_n(\tau))^{3/2} \, d\tau$$

$$\lesssim E_n(0) + \sqrt{\delta} \left( \sup_{0 \leq \tau \leq T} E_n(\tau) + \int_0^t E_n(\tau) \, d\tau \right).$$  (6.5)

This implies (6.2) since $\delta$ is small.

Now we prove the decay estimate (6.3). Following the proof of (6.2), we may deduce that

$$E_n(t) + \int_s^t E_n(\tau) \, d\tau \lesssim E_n(s), \quad \forall t \geq s \geq 0.$$  (6.6)

If we define

$$V(s) = \int_s^t E_n(\tau) \, d\tau,$$  (6.7)
then by (6.6), we have that there exists a universal constant $\gamma > 0$ such that
\[
2\gamma V(s) \leq \mathcal{E}_n(s) = -\frac{d}{ds}V(s).
\] (6.8)

Applying the Gronwall lemma to (6.8), we obtain
\[
V(s) \leq V(0)e^{-2\gamma s} \leq \frac{1}{2\gamma}\mathcal{E}_n(0)e^{-2\gamma s}.
\] (6.9)

Now integrating (6.6) in $s$ from $t/2$ to $t$ implies that, by (6.9),
\[
\frac{t}{2}\mathcal{E}_n(t) \lesssim \int_{t/2}^{t} \mathcal{E}_n(s) ds = V\left(\frac{t}{2}\right) \leq \frac{1}{2\gamma}\mathcal{E}_n(0)e^{-\gamma t}.
\] (6.10)

This together with (6.2) yields (6.3). \qed

**Appendix A. Analytic tools.**

**A.1. Poisson extensions.** We will now define the appropriate Poisson sums that allow us to extend $h_\pm$, defined on the surfaces $\Sigma_\pm$, to functions defined on $\Omega$, with “good” boundedness.

Suppose that $\Sigma_+ = \mathbb{T}^2 \times \{\ell\}$. We define the Poisson sum in $\mathbb{T}^2 \times (-\infty, \ell)$ by
\[
P_{-,-}f(x) = \sum_{\xi \in (2\pi\mathbb{Z}) \times (2\pi\mathbb{Z})} e^{i\xi \cdot x'}e^{i\xi(x_3-\ell)}\hat{f}(\xi),
\] (A.1)

where for $\xi \in (2\pi\mathbb{Z}) \times (2\pi\mathbb{Z})$ we have written
\[
\hat{f}(\xi) = \int_{\mathbb{T}^2} f(x')e^{-i\xi \cdot x'}dx'.
\] (A.2)

Here “$-\ell$” stands for extending downward and “$\ell$” stands for extending at $x_3 = \ell$, etc. We can then extend $h_+$ to be defined on $\Omega$ by
\[
P_+h_+(x',x_3) := P_{-,\ell}h_+(x',x_3), \text{ for } x_3 \leq \ell.
\] (A.3)

Similarly, for $\Sigma_- = \mathbb{T}^2 \times \{0\}$ we define the Poisson sum in $\mathbb{T}^2 \times (-\infty, 0)$ by
\[
P_{-,-}f(x) = \sum_{\xi \in (2\pi\mathbb{Z}) \times (2\pi\mathbb{Z})} e^{i\xi \cdot x'}e^{i\xi x_3}\hat{f}(\xi).
\] (A.4)

This allows us to extend $h_-$ to be defined on $\Omega_-$. However, we do not extend $h_-$ to the upper domain $\Omega_+$ by the reflection since this will result in the discontinuity of the partial derivatives in $x_3$ of the extension. We instead to do the extension through the following. Let $0 < \lambda_0 < \lambda_1 < \cdots < \lambda_m < \infty$ for $m \in \mathbb{N}$ and define the $(m+1) \times (m+1)$ Vandermonde matrix $V(\lambda_0,\lambda_1,\ldots,\lambda_m)$ by $V(\lambda_0,\lambda_1,\ldots,\lambda_m)_{ij} = (-\lambda_j)^{i} \text{ for } i,j = 0,\ldots,m$. It is well-known that the Vandermonde matrices are invertible, so we are free to let $\alpha = (\alpha_0,\alpha_1,\ldots,\alpha_m)^T$ be the solution to
\[
V(\lambda_0,\lambda_1,\ldots,\lambda_m)\alpha = q_m, \quad q_m = (1,1,\ldots,1)^T.
\] (A.5)

Now we define the specialized Poisson sum in $\mathbb{T}^2 \times (0, \infty)$ by
\[
P_{+,0}f(x) = \sum_{\xi \in (2\pi\mathbb{Z}) \times (2\pi\mathbb{Z})} e^{i\xi \cdot x'}\sum_{j=0}^{m} \alpha_j e^{-|\xi|\lambda_j x_3}\hat{f}(\xi).
\] (A.6)

It is easy to check that, due to (A.5), $\partial_0^\alpha P_{+,0}f(x',0) = \partial_0^\alpha P_{-,0}f(x',0)$ for all $0 \leq l \leq m$ and hence
\[
\partial_0^\alpha P_{+,0}f(x',0) = \partial_0^\alpha P_{-,0}f(x',0), \forall \alpha \in \mathbb{N}^3 \text{ with } 0 \leq |\alpha| \leq m.
\] (A.7)
These facts allow us to extend $h_-$ to be defined on $\Omega$ by

$$\mathcal{P}_- h_-(x', x_3) := \begin{cases} \mathcal{P}_+ h_-(x', x_3), & x_3 > 0 \\ \mathcal{P}_- h_-(x', x_3), & x_3 \leq 0. \end{cases} \quad (A.8)$$

We may assume that $m$ is sufficiently large for our use.

We have the following boundedness of $\mathcal{P} = \mathcal{P}_\pm$.

**Lemma A.1.** It holds that

$$\|\mathcal{P} f\|_s \lesssim |f|_{s - \frac{1}{2}}, \quad s \in \mathbb{R}. \quad (A.9)$$

**Proof.** It follows by the definition of $\mathcal{P}$. \hfill $\square$

A.2. **Estimates in Sobolev spaces.** We will need some estimates of the product of functions in Sobolev spaces.

**Lemma A.2.** Let the domain be either $\Omega$ or $\Sigma$, and $d$ be the dimension.

1. Let $0 \leq r \leq s_1 \leq s_2$ be such that $s_1 > d/2$. Then

$$\|f g\|_{H^r} \lesssim \|f\|_{H^{s_1}} \|g\|_{H^{s_2}}. \quad (A.10)$$

2. Let $0 \leq r \leq s_1 \leq s_2$ be such that $s_2 > r + d/2$. Then

$$\|f g\|_{H^r} \lesssim \|f\|_{H^{s_1}} \|g\|_{H^{s_2}}. \quad (A.11)$$

**Proof.** These results are standard and may be derived, for example, by use of the Fourier characterization of the $H^s$ spaces and the extension if the domain is $\Omega$. \hfill $\square$

We also need the following $|\cdot|_{-1/2}$ product estimates.

**Lemma A.3.** Let $m > 2$. Then

$$|fg|_{-\frac{1}{2}} \lesssim |f|_{-\frac{1}{2}} |g|_m. \quad (A.12)$$

**Proof.** It follows by the duality and (A.11) with $r = s_1 = 1/2, \; d = 2$ and $s_2 = m > 2$. \hfill $\square$

A.3. **Trace estimates.** We record the following $H^{-1/2}$ boundary estimates for functions satisfying $v \in L^2$ and $\nabla \varphi \cdot v \in L^2$.

**Lemma A.4.** Assume that $\|\nabla \varphi\|_{L^\infty} \leq C$, then

$$|v \cdot N|_{-\frac{1}{2}} \lesssim \|v\|_0 + \|\nabla \varphi \cdot v\|_0. \quad (A.13)$$

**Proof.** It follows by an easy dual argument. \hfill $\square$

It is crucial to use the following trace estimates:

**Lemma A.5.** It holds that

$$|v|_{-1/2} \lesssim \|v\|_0 + \|\text{div} v\|_{(H^1(\Omega))'} + \|\text{curl} v\|_{(H^1(\Omega))'} \quad (A.14)$$

**Proof.** It follows from combining the normal and tangential trace estimates, see the statement after Theorem 3.1 in [7]. \hfill $\square$

A.4. **Elliptic estimates.** Our derivation of high order energy estimates for the velocity $v$ is based on the following Hodge-type elliptic estimates.

**Lemma A.6.** Let $r \geq 1$, then it holds that for $v \cdot v = 0$ on $\Sigma_0$,

$$\|v\|_r \lesssim \|v\|_0 + |\text{curl} v|_{r - 1} + \|\text{div} v\|_{r - 1} + |v_3|_{r - 1/2}. \quad (A.15)$$

**Proof.** The estimate is well-known and follows from the identity $-\Delta v = \text{curl} \text{curl} v - \nabla \text{div} v$. \hfill $\square$
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