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ABSTRACT

Estimation of a deterministic quantity observed in non-Gaussian additive noise is explored via order statistics approach. More specifically, we study the estimation problem when measurement noises either have positive supports or follow a mixture of normal and uniform distribution. This is a problem of great interest specially in cellular positioning systems where the wireless signal is prone to multiple sources of noises which generally have a positive support. Multiple noise distributions are investigated and, if possible, minimum variance unbiased (MVU) estimators are derived. In case of uniform, exponential and Rayleigh noise distributions, unbiased estimators without any knowledge of the hyper parameters of the noise distributions are also given. For each noise distribution, the proposed order statistic-based estimator’s performance, in terms of mean squared error, is compared to the best linear unbiased estimator (BLUE), as a function of sample size, in a simulation study.

Keywords Order statistics · Estimation · Non-Gaussian noise · Mean squared error

1 Introduction

We consider the problem of estimating the mean $x$ observed in noise as $y_k = x + e_k$, for $k = 1, 2, \ldots, N$, also known as “estimation of location” [Kassam and Poor, 1985], where the noise $e_k$ has positive support. We will refer to such distributions as positive noise. Examples of distributions we will study include uniform, exponential, Rayleigh, Pareto.

A bias compensated linear estimator as the sample mean has a variance that decays as $1/N$, while it is well-known from the statistical literature, see for example [Kay, 1993], that the minimum has a variance that decays as $1/N^2$. The minimum is the simplest example of order statistics. Certain care has to be taken for the cases where the parameters in the distributions are unknown, in which case bias compensation becomes tricky. This paper derives all combinations of known/unknown parameters for order statistics/BLUE (best linear unbiased estimator) for some selected and common distribution that allow for analytical solutions.

Problems involving positive noise can be motivated from applications where the arrival times of radio or sound waves are used. Such waves travel with the speed of the medium, and non line of sight conditions give rise to delayed arrival times. Physics does simply not allow for negative noise, only positive one. This case occur in a variety of applications such as target tracking using radar or lidar, and localisation using radio waves such as is done in for instance global satellite navigation systems [Kok et al., 2015; Chen et al., 2009; Gustafsson and Gunnarsson, 2005; Eling, 2012].

arXiv:1910.01569v1 [eess.SP] 3 Oct 2019
Figure 1: The error histograms of time-of-arrival measurements collected from three separate cellular antennas described in [Medbo et al., 2009].

For example, the error histograms of time-of-arrival measurements collected from three separate cellular antennas are given in Figure 1. For detailed description of hardware and the measurement campaign see [Medbo et al., 2009].

To deal with the estimation’s performance degradation in non-Gaussian error conditions, conventional estimation techniques which are developed based on Gaussian assumptions need to be adjusted properly. As discussed in [Yin et al., 2013], “identify and discard”, “mathematical programming”, and “robust estimation” are the three broad categories of estimation methods which are robust against non-Gaussian errors. Robustness of the estimator has been a concern for many years in both research [Stigler, 1973] and different engineering topics [Kassam and Poor, 1985, Kassam, 1988, Stewart, 1999, Arce, 2004] for a long time now. A more recent survey on this topic containing more references can be found in [Zoubir et al., 2012].

The maximum likelihood estimator (MLE), developed under Gaussian assumptions, can be modified to become robust in presence of non-Gaussian noises. The authors in [Eskin, 2000] first detect and then reject the outliers by learning the probability density function (PDF) of the measurements and develop a mixture model of outliers and clean data. A similar idea to k-nearest-neighbor approach is used in [Chawla et al., 2010] to classify outliers as the data points that are less similar to a number of neighboring measurements. Surveys of advances in clustering the data into outliers and clean data can be found in [Hodge and Austin, 2004, Yin et al., 2013, Fritsche et al., 2009]. While these approaches might result in high estimation accuracy, they typically require large datasets [Zoubir et al., 2012].

M-estimators [Huber and Ronchetti, 2009], in the contrary to identification-based methods, do not require pre-processing and can be used in non-Gaussian noise conditions. In principle, M-estimators can be seen as generalization of MLE and rely on solving a minimization problem of some loss function. For a detailed discussion on different loss functions, see [Huber and Ronchetti, 2009]. Since minimization problems are typically solved numerically based on the derivative of the loss function [Maronna et al., 2006], they might converge to local minima.

In this work, we strive to find minimum variance unbiased (MVU) estimators for the location of estimation problems for non-Gaussian noise distributions where multiple distributions with positive support are considered. In case where MVU is not found, we introduce unbiased order-statistic-based estimators and compare their variances against the BLUE. The MVU estimators without any knowledge of the hyper parameters of the noise distributions are also derived, if possible. Finally, we derive an estimator for the case in which the noise follows a mixture of normal and uniform distribution.

The rest of this paper is structured as follows. In Section 2 the marginal distribution of order statistics is introduced. In Section 3 the location estimation problem is formulated. The problem is then investigated for different noise distributions and estimators for each distribution are derived in Sections 4–6. The proposed estimators are evaluated in a simulation study in Section 8 followed by the concluding remarks given in Section 9.

## 2 Marginal Distribution of Order Statistics

The marginal distribution of order statistics, in this work is computed by differentiating the corresponding cumulative distribution function (CDF). In this section, we first introduce the minimum, also know as first or extreme, order statistic and then give the generalization to any statistics of order k. Let F denote the common CDF of N independent and identically distributed sample of random variables $y_1, \ldots, y_N$. We let $y^{(k)}$ denote the k:th order statistic of the sample, defined as the k:th smallest value of the set $\{y_i\}_{i=1}^N$. We define $f_{(k,N)}(y)$ as the marginal PDF of the k:th
order statistics corresponding to a sample of size $N$. The PDF $f_{(k,N)}(y)$ is then calculated by differentiating $F_{(k,N)}(y)$ with respect to $y$.

### 2.1 Marginal distribution of minimum order statistic

To further illustrate the problem, consider first an example in which we have drawn $N = 5$ independent random variables $\{y_i\}_{i=1}^5$ each from a common distribution with PDF $f(y)$. Assume that we are interested in the PDF of the first order statistic, $f_{(1,5)}(y)$. The CDF $F_{(1,5)}(y)$ is defined as $P(y^{(1)} < y)$. We note that the minimum order statistic $Y^{(1)}$ would be less than $y$ if at least 1 of the random variables $y_1, y_2, y_3, y_4, y_5$ are less than $y$. In other words, we need to count the number of ways that can happen such that at least one random variable is less than $y$. This leads to a binomial probability calculation. The ‘success’ is considered to be the event $\{y_i < y\}$, $i = 1$ and we let $\zeta$ denote the number of successes in five trials, then

$$F_{(1,5)}(y) = P(y^{(1)} < y) = P(\zeta = 1) + \ldots + P(\zeta = 5),$$

$$f_{(1,5)}(y) = \frac{d}{dy} F_{(1,5)}(y).$$

To generalize the example, let $y_{(1)} < y_{(2)} < \ldots < y_{(N)}$ be the order statistics of $N$ independent observations from a continuous distribution with cumulative distribution function $F(y)$ and probability density function $f(y) = F'(y)$. The marginal PDF $f_{(1,N)}(y)$ of the minimum order statistic can be obtained by considering the event $\{Y_i \leq y\}, i = 1$ as a "success," and letting $\zeta = \text{number of such successes in } N$ mutually independent trials. $\zeta$ is a binomial random variable with $N$ trials and probability of success $P(y_i \leq y)$. Hence, the CDF of the minimum order statistic is given by,

$$F_{(1,N)}(y) = \sum_{n=1}^{N} P(\zeta = n).$$

(1a)

Noting that the probability mass function of this binomial distribution is given by,

$$P(\zeta = n) = \binom{N}{n} [F(y)]^n [1 - F(y)]^{N-n}.$$ 

(1b)

Substituting (1b) into (1a) and taking the last term out of the sum, we get

$$F_{(1,N)}(y) = \sum_{n=1}^{N-1} \binom{N}{n} [F(y)]^n [1 - F(y)]^{N-n} + [F(y)]^N.$$ 

(1c)

Differentiating (1c) with respect to $y$ gives a telescoping sum of the form,

$$f_{(1,N)}(y) = \sum_{n=1}^{N-1} \frac{N!}{(n-1)!(N-n)!} [F(y)]^{n-1} f(y) [1 - F(y)]^{N-n}$$

$$+ \sum_{n=1}^{N-1} \frac{N!}{n!(N-n-1)!} [F(y)]^n [1 - F(y)]^{N-n-1} (-f(y))$$

$$+ N[F(y)]^{N-1} f(y),$$

(2)

in which, except the first term, all other terms cancel each other out. Hence, the marginal probability density function of the minimum order statistic of a set of $N$ independent and identically random variables with common CDF $F(y)$ and PDF $f(y)$ is given by,

$$f_{(1,N)}(y) = N f(y) (1 - F(y))^{N-1}.$$ 

(3)

### 2.2 Marginal distribution of general order statistic

The marginal PDF $f_{k,N}(y)$ of the general order statistic $k$ can be obtained by generalizing the results of the previous section, and considering the event $\{y_i \leq y\}, i = 1, 2, \ldots, k$ as a "success," and letting $\zeta = \text{number of such successes in } N$ mutually independent trials,

$$F_{k,N}(y) = \sum_{n=k}^{N-1} \binom{N}{n} [F(y)]^n [1 - F(y)]^{N-n} + [F(y)]^N.$$ 

(4)
Differentiating (4) with respect to $y$ gives a telescoping sum of the form,

$$
f_{(k,N)}(y) = \sum_{n=k}^{N-1} \binom{N}{n}(N-1)!(F(y))^{n-1}f(y)[1-F(y)]^{N-n} + \sum_{n=k}^{N-1} \frac{N!}{n!(N-n-1)!}(F(y))^{n}1-F(y)]^{N-n-1}(-f(y)) + N[F(y)]^{N-1}f(y),
$$

in which, except the first term, all other terms cancel each other. Hence, the marginal probability density function of the $k$:th order statistic of a set of $N$ independent and identically random variables with common CDF $F(y)$ and PDF $f(y)$ is given by,

$$
f_{(k,N)}(y) = N f(y) \left(\frac{N-1}{k-1}\right) F(y)^{k-1} (1-F(y))^{N-k}.
$$

### 3 Location Estimation Problem

Consider the location estimation problem in which we have measurements $y_k, k = 1, \ldots, N$ of the unknown parameter $x$. Assuming that the measurements are corrupted with additive noise $e_k \sim p_e(\theta)$, where $\theta$ denotes the parameter(s) of the noise distribution, the measurement model is given by

$$y_k = x + e_k, \quad k = 1, \ldots, N. \tag{7}
$$

The BLUE for the estimation problem (7) is given by

$$\hat{x}_{\text{BLUE}}^{p_e}(y_{1:N}, \theta) = \frac{1}{N} \sum_{k=1}^{N} y_k - \delta(\theta), \tag{8}
$$

where $y_{1:N} = \{y_k\}_{k=1}^{N}$ and $\delta(\theta) = \mathbb{E}(e_k)$ is the bias compensation term.

In the following sections, closed-form expressions for the mean squared error (MSE) of the BLUE estimator for multiple noise distributions with positive support are provided. Given hyperparameter $\theta$, the MVU estimator for each noise distribution $p_e$ is denoted by $\hat{x}_{\text{MVU}}^{p_e}(y_{1:N}, \theta)$. MVU estimators with unknown hyperparameter are denoted by $\hat{x}_{\text{MVU}}^{p_e}(y_{1:N})$. If the MVU cannot be found, an unbiased order-statistics-based estimator is derived and denoted by $\hat{x}_{\text{MVU}}^{p_e}(y_{1:N}, \theta)$ and $\hat{x}_{\text{MVU}}^{p_e}(y_{1:N})$ for known and unknown hyperparameter cases, respectively. For example, $\hat{x}_{\text{MVU}}^{p_e}(y_{1:N}, \beta)$ denotes the MVU estimator when $e_k \sim \mathcal{U}(0, \beta)$ and $\beta$ is known. $\hat{x}_{\text{MVU}}^{p_e}(y_{1:N})$, on the other hand, corresponds to the MVU estimator of uniform noise with unknown hyper parameters of the distribution. Table 1 summarizes the notation used throughout this work.

For each noise distribution, we also consider the minimum order statistic estimator, denoted by $\hat{x}_{\text{MIN}}^{p_e}(y_{1:N})$. Let $\left(y_{1:N}\right)_{m=1}^{(m)}$ denote the ordered sequence obtained from sorting $y_{1:N}$ in an ascending order, $\hat{x}_{\text{MIN}}^{p_e}(y_{1:N})$ is defined as

$$\hat{x}_{\text{MIN}}^{p_e}(y_{1:N}) = y_{1:N}^{(1)} \triangleq \min_{k} y_k, \tag{9}
$$

### Table 1: Notation

| Symbol | Description |
|--------|-------------|
| $\{y_k\}_{k=1}^{N}$ | noisy measurements of the unknown parameter $x$ |
| $(y^{(m)})_{m=1}^{N}$ | ordered measurement sequence |
| $\theta$ | parameters of the noise distribution |
| $\delta(\theta)$ | bias compensation term |
| $\hat{x}_{\text{BLUE}}^{p_e}(y_{1:N}, \theta)$ | BLUE when $e_k \sim p_e$ for known $\theta$ |
| $\hat{x}_{\text{MVU}}^{p_e}(y_{1:N}, \theta)$ | MVU estimator when $e_k \sim p_e$ for known $\theta$ |
| $\hat{x}_{\text{MVU}}^{p_e}(y_{1:N})$ | MVU estimator when $e_k \sim p_e$ for unknown $\theta$ |
| $\hat{x}_{\text{MVU}}^{p_e}(y_{1:N}, \theta)$ | unbiased estimator when $e_k \sim p_e$ for known $\theta$ |
| $\hat{x}_{\text{MIN}}^{p_e}(y_{1:N})$ | unbiased estimator when $e_k \sim p_e$ for unknown $\theta$ |
Noting that for any generic estimator \( \hat{x} \) the MSE is given by
\[
\text{MSE}(\hat{x}) = \text{Var}(\hat{x}) + b^2(\hat{x}).
\] (10)
The MSE for BLUE and MVU or any other bias compensated estimator coincides with the estimator’s variance. In case of \( \hat{x}_{\text{BLUE}} \), the existing bias enters the MSE.

In order to find the MVU estimator, the first step is to find the PDF \( f(y_{1:N}; \theta) \) with \( \theta \) denoting the parameters of the distribution. If the PDF satisfies regularity conditions, the CRLB can be determined. Any unbiased estimator that satisfies CRLB is thus the MVU estimator. However, the considered PDFs do not satisfy the regularity conditions.

Hence, the CRLB approach is not applicable. Instead, we rely on the RBLS theorem \cite{Lehmann1950, Kay1993}, to find the MVU estimator. The RBLS theorem \cite{Lehmann1950} states that for any unbiased estimator \( \hat{x} \) and sufficient statistics \( T(y_{1:N}) \), \( \hat{x} = \mathbb{E}(\hat{x} \mid T(y_{1:N})) \) is unbiased and \( \text{Var}(\hat{x}) \leq \text{Var}(\hat{x}) \).

Additionally, if \( T(y_{1:N}) \) is complete, then \( \hat{x} \) is MVU.

As shown in \cite{Kay1993}, if the dimension of the sufficient statistics is equal to the dimension of the parameter, then the MVU estimator is given by \( \hat{x} = g(T(y_{1:N})) \) for any function \( g(\cdot) \) that satisfies
\[
\mathbb{E}(g(T)) = x.
\] (12)
Hence, the problem of MVU estimator turns into the problem of finding a complete sufficient statistic. The Neyman-Fisher theorem \cite{Fisher1922, Halmos1949} gives the sufficient statistic \( T(y_{1:N}) \), if the PDF can be factorized as follows
\[
f(y_{1:N}; \Psi) = g(T(y_{1:N}), \Psi)h(y_{1:N}),
\] (13)
where \( \psi \) is the union of the noise hyper parameter(s) \( \theta \) and \( x \). The estimators in this work are derived in the order statistics framework.

4 Uniform Distribution

As the first scenario, consider the case in which the additive noise \( e_k \) has a uniform distribution with a positive support, \( p_e(\theta) = \mathcal{U}(0, \beta], \beta > 0 \) and \( \theta = \beta \). The BLUE is given by
\[
\hat{x}_{\text{BLUE}}^U(y_{1:N}, \beta) = \frac{1}{N} \sum_{k=1}^{N} y_k - \frac{\beta}{2}.
\] (14a)

The MSE of BLUE for this case is given by
\[
\text{MSE}(\hat{x}_{\text{BLUE}}^U(y_{1:N}, \beta)) = \frac{1}{N^2} \sum_{k=1}^{N} \text{Var}\left(y_k - \frac{\beta}{2}\right) = \frac{\beta^2}{12N}.
\] (14b)

In order to find the MSE of the minimum order statistics estimator, \( \hat{x}^U_{\text{min}}(y_{1:N}) \), we need to find the first two moments of the estimator. Let \( \tilde{y}_k = \frac{1}{k} y_k \). Since \( y_k \sim \mathcal{U}[x, x+b] \), then for any constant \( \beta > 0 \), \( \tilde{y}_k \sim \mathcal{U}[\frac{x}{k}, \frac{x+b}{k}] + 1 \). Hence, \( f(\tilde{y}_k) = 1 \) and \( F(\tilde{y}_k) = \frac{1}{k}(y_k - x) \). From (6) we get,
\[
f_{(k,N)}^{U(0,\beta)}(\tilde{y}) = N \frac{N-1}{k-1} \left( \frac{\tilde{y} - x}{\beta} \right)^{k-1} \left( \frac{\beta - (\tilde{y} - x)}{\beta} \right)^{N-k-1} = \frac{(N)!}{(k-1)!(N-k)!} \left( \frac{\tilde{y} - x}{\beta} \right)^{k-1} \left( \frac{\beta - (\tilde{y} - x)}{\beta} \right)^{N-k}. \] (15a)

Since \( N \in \mathbb{N}^+, \ k \in \mathbb{N}^+, \ \text{and} \ k \in [1, N] \) we can change the factorials to gamma functions,
\[
f_{(k,N)}^{U(0,\beta)}(\tilde{y}) = \frac{\Gamma(N+1)}{\Gamma(k)\Gamma(N-k+1)} \left( \frac{\tilde{y} - x}{\beta} \right)^{k-1} \left( \frac{\beta - (\tilde{y} - x)}{\beta} \right)^{N-k}. \] (15b)

The marginal distribution \cite{McDonald1995} is a generalized beta distribution, also known as four parameters beta distribution \cite{McDonald1995}. The support of this distribution is from 0 to \( \beta > 0 \) and \( f_{(k,N)}^{U(0,\beta)}() = \frac{1}{\beta} f_{(k,N)}^{U(0,1)}() \). The bias
and variance of the general $k$:th order statistic estimator $\hat{x}^U_{(k)}(y_{1:N})$ in case of uniform noise with support on $[0, \beta]$ are given by

$$\mathbb{E}(\hat{x}^U_{(k)}(y_{1:N})) = \frac{\beta k}{N + 1}, \quad (16a)$$

$$\text{Var}(\hat{x}^U_{(k)}(y_{1:N})) = \frac{k(N - k + 1)\beta^2}{(N + 1)^2(N + 2)}. \quad (16b)$$

The first two moments of the minimum order statistic estimator are obtained by letting $k = 1$ in (16)

$$b(\hat{x}^U_{\min}(y_{1:N})) = \frac{\beta}{N + 1}, \quad (17a)$$

$$\text{Var}(\hat{x}^U_{\min}(y_{1:N})) = \frac{N\beta^2}{(N + 1)^2(N + 2)}. \quad (17b)$$

The MSE of $\hat{x}^U_{\min}(y_{1:N})$ is then given by

$$\text{MSE}(\hat{x}^U_{\min}(y_{1:N})) = \frac{2\beta^2}{(N + 1)(N + 2)}. \quad (18)$$

### 4.1 MVU estimator

In order to find the MVU estimator, we note that the PDF can be written in a compact form using the step function $\sigma(\cdot)$ as

$$f(y_k; x, \beta) = \frac{1}{\beta} [\sigma(y_k - x) - \sigma(y_k - x - \beta)]. \quad (19a)$$

which gives

$$f(y_{1:N}; x, \beta) = \frac{1}{\beta^N} \prod_{k=1}^{N} [\sigma(y_k - x) - \sigma(y_k - x - \beta)] = \frac{1}{\beta^N} \left[ \sigma(y^{(1)}_{1:N} - x) - \sigma(y^{(N)}_{1:N} - x - \beta) \right], \quad (19b)$$

where $y^{(k)}_{1:N} \triangleq \max_k y_k, \ k = 1, \ldots, N$. The expressions for the MVU estimator is derived for two different scenarios. We first assume that the hyper parameter $\beta$ of the noise distribution is known and then further discuss the unknown hyper parameter case. In the general case, let $\Psi = [x, \beta]^T$ denote the unknown parameter vector, the Neyman-Fisher factorization gives $h(y_{1:N}) = 1$ and

$$T(y_{1:N}) = \begin{bmatrix} y^{(1)}_{1:N} \\ y^{(N)}_{1:N} \end{bmatrix} = \begin{bmatrix} T_1(y_{1:N}) \\ T_2(y_{1:N}) \end{bmatrix}. \quad (20)$$

#### 4.1.1 Known hyper parameter $\beta$

When the maximum support of the uniform noise $\beta$ is known, the dimensionality of the sufficient statistic is larger than that of the unknown parameter $x$. As discussed in [Kay, 1993], the RBLS theorem can be extended to address this case if the form of a function $g(T_1(y_{1:N}), T_2(y_{1:N}))$ can be found that combines $T_1$ and $T_2$ into a single unbiased estimator of $x$.

Let $Z = T_1(y_{1:N}) + T_2(y_{1:N}) = u + v$. Since $T_1$ and $T_2$ are dependent,

$$f_Z(z) = \int_{-\infty}^{\infty} f_{g(y^{(1)}_{1:N}, y^{(N)}_{1:N})}(u, z - u) \, du, \quad (21a)$$

where $f_{g(y^{(i)}_{1:N}, y^{(j)}_{1:N})}(u, z - u)$ is the joint density of minimum and maximum order statistics. As shown in [David and Nagaraja, 2004], for $-\infty < u < v < \infty$, the joint density of two order statistics $y^{(i)}$ and $y^{(j)}$ is given by

$$f_{g(y^{(i)}_{1:N}, y^{(j)}_{1:N})}(u, v) = \frac{N!}{(i - 1)!(j - 1 - i)!(N - j)!} \times f_Y(u) f_Y(v) [F_Y(u)]^{i-1} \times [F_Y(v) - F_Y(u)]^{j-1-i} [1 - F_Y(v)]^{N-j}, \quad (21b)$$
that for the extreme orders, \( i = 1 \) and \( j = N \) can be simplified such that for \( u < v \)
\[
f_{y(1),y(N)}(u,v) = N(N-1) |F_Y(v) - F_Y(u)|^{N-2} f_Y(u)f_Y(v).
\] (21c)
and zero otherwise. Substituting (21c) into (21a), we get
\[
f_Z(z) = \frac{1}{2} N \beta^{-N} (2x + 2\beta - z)^{N-1},
\] (21d)
for \( 2x + \beta < z < 2(x + \beta) \) and
\[
f_Z(z) = -\frac{1}{2} N \beta^{-N} \frac{(z - 2x)^N}{2x - z},
\] (21e)
for \( 2x < z \leq 2(x + \beta) \) and zero otherwise. It can be shown that
\[
\mathbb{E}(f_Z(z)) = 2x + \beta.
\] (21f)
Hence, noting that \( \beta \) is known, the function \( g(T_1(y_{1:N}), T_2(y_{1:N})) \) that gives an unbiased estimator should be of the form of
\[
\hat{x}_{MVU}^H(y_{1:N}, \beta) = g(T_1(y_{1:N}), T_2(y_{1:N})) = \frac{1}{2} (y_{(1)}^{(1)} + y_{(N)}^{(N)}) - \frac{\beta}{2}.
\] (22a)
The MSE of the MVU estimator is given by
\[
\text{MSE} (\hat{x}_{MVU}^H(y_{1:N}, \beta)) = \frac{\beta^2}{2N(N + 3) + 4}.
\] (22b)
Comparing to (14b), the order statistics based MVU estimator outperforms the BLUE one order of magnitude.

4.1.2 Unknown hyper parameter \( \beta \)

In this case, the MVU estimators for the parameter vector \( \Psi = [x, \beta]^\top \) can be derived from sufficient statistics (20),
\[
\hat{\Psi} = g(T(y_{1:N})), \quad \text{s.t.} \quad \mathbb{E}(g(T(y_{1:N}))) = \Psi.
\] (23)
In this case, we have
\[
\mathbb{E}(T(y_{1:N})) = \begin{bmatrix} x + \frac{\beta}{N+1} \\ x + \frac{N\beta}{N+1} \end{bmatrix}
\] (24)
To find the transformation that makes (24) unbiased, we define
\[
g(T(y_{1:N})) = \begin{bmatrix} \frac{N+1}{N-1} (NT_1(y_{1:N}) - T_2(y_{1:N})) \\ \frac{N+1}{N-1} (T_2(y_{1:N}) - T_1(y_{1:N})) \end{bmatrix}
\] (25a)
that gives
\[
\mathbb{E}(g(T(y_{1:N}))) = \begin{bmatrix} x \\ \beta \end{bmatrix}.
\] (25b)
Finally, the MVU estimator of \( x \) when the hyper parameter \( \beta \) is unknown is given by
\[
\hat{x}_{MVU}^H(y_{1:N}) = \frac{N}{N - 1} y_{(1)}^{(1)} - \frac{1}{N - 1} y_{(N)}^{(N)}.
\] (26a)
and its MSE is
\[
\text{MSE} (\hat{x}_{MVU}^H(y_{1:N})) = \frac{N \beta^2}{(N + 2)(N^2 - 1)}.
\] (26b)
This is naturally slightly larger than (22b) for finite \( N \).
5 Distributions in the exponential family

The exponential family of probability distributions, in their most general form, is defined by
\[ f(y; \theta) = h(y)g(\theta) \exp \{A(\theta) \cdot T(y)\}, \] (27)
where \( \theta \) is the parameter of the distribution, and \( h(y), g(\theta), A(\theta), \) and \( T(y) \) are all known functions. In this section, we only consider some example distributions of this family and show that the minimum order statistic estimator gets the same form of distribution as the noise distribution but with modified parameters. For the selected distributions, if possible, MVU estimators for both cases of known and unknown hyperparameter are derived. Otherwise, unbiased estimators with less variance than BLUE are proposed.

5.1 Exponential distribution

Exponential distributions are members of the gamma family with shape parameter 1; strongly skewed with no left sided tail \((y_k \in [x, \infty])\). Let \( \beta > 0 \) denote the scale parameter, the PDF of an exponential distribution is then given by
\[ f_{\text{Exp}}(y_k; x, \beta) = \left\{ \begin{array}{ll}
\frac{1}{\beta} \exp\left(-\frac{(y_k-x)}{\beta}\right) & y_k \geq x, \\
0 & y_k < x.
\end{array} \right. \] (28a)
and the CDF, for \( y \geq x \), is given by
\[ F_{\text{Exp}}(y_k; x, \beta) = 1 - \exp\left(-\frac{(y_k-x)}{\beta}\right). \] (28b)

For the BLUE estimator \( \hat{x}_{\text{BLUE}}^{\text{Exp}}(y_{1:N}, \beta) \), from the properties of exponential distribution, we have
\[ \hat{x}_{\text{BLUE}}^{\text{Exp}}(y_{1:N}, \beta) = \frac{1}{N} \sum_{k=1}^{N} y_k - \beta, \quad \text{MSE}(\hat{x}_{\text{BLUE}}^{\text{Exp}}) = \frac{\beta^2}{N}. \] (29)

Substituting (28) into (6), the marginal density of the \( k \)-th order statistic is given by
\[ f_{(k,N)}^{\text{Exp}}(y; x, \beta) = \frac{N}{\beta} \left( \frac{N-1}{k-1} \right) \left( 1 - \exp\left(-\frac{(y-x)}{\beta}\right) \right)^{k-1} \exp\left(-\frac{(N-k+1)(y-x)}{\beta}\right). \] (30)
The first order statistic density is then given by letting \( k = 1 \) in (30) that results in another exponential distribution,
\[ f_{(1,N)}^{\text{Exp}}(y; x, \beta) = f_{\text{Exp}}(y; x, \bar{\beta}), \] (31)
where \( \bar{\beta} = \frac{\beta}{N} \). Hence, the MSE of the minimum order statistics estimator is given by
\[ \text{MSE}\left(\hat{x}_{\text{min}}^{\text{Exp}}(y_{1:N})\right) = \frac{2\beta^2}{N^2}. \] (32)
In order to find the MVU estimator, we re-write the PDF as
\[ f(y_{1:N}; x, \beta) = \frac{1}{\beta^N} \exp\left[-\frac{1}{\beta} \sum_{k=1}^{N} y_k\right] \exp\left[-\frac{N}{\beta} x\right] \times \sigma(y_{1:N}^{(1)} - x). \] (33)

5.1.1 Known hyper parameter \( \beta \)

In case of the known hyper parameter \( \beta \), the Neyman-Fisher factorization of PDF (33) gives
\[ T(y_{1:N}) = y_{1:N}^{(1)} \] (34a)
\[ h(y_{1:N}) = \frac{1}{\beta^N} \exp\left[-\frac{1}{\beta} \sum_{k=1}^{N} y_k\right]. \] (34b)
The MVU estimator can then be obtained from a transformation of the minimum order statistic that makes it an unbiased estimator. Finally, in case of exponential noise with known hyperparameter of the distribution, the MVU estimator and its MSE are given by
\[ \hat{x}_{\text{MVU}}^{\text{Exp}}(y_{1:N}, \beta) = y_{1:N}^{(1)} - \frac{\beta}{N}, \quad \text{MSE}\left(\hat{x}_{\text{MVU}}^{\text{Exp}}(y_{1:N}, \beta)\right) = \frac{\beta^2}{N^2}. \] (35a) (35b)
5.1.2 Unknown hyper parameter $\beta$

If the hyper parameter $\beta$ is unknown, the factorization gives

$$T(y_{1:N}) = \begin{bmatrix} y_{(1):N}^{(1)} \\ \sum_{k=1}^{N} y_k \end{bmatrix} = \begin{bmatrix} T_1(y_{1:N}) \\ T_2(y_{1:N}) \end{bmatrix}. \tag{36a}$$

Noting that sum of exponential random variables results in a Gamma distribution, we have $T_2(y_{1:N}) \sim \Gamma(N, \beta)$. Hence,

$$\mathbb{E}(T(y_{1:N})) = \begin{bmatrix} x + \frac{\beta}{N} \\ N(x + \beta) \end{bmatrix}. \tag{36b}$$

Following the same line of reasoning as in Section 4.1.2, the unbiased estimator is given by the transformation

$$g(T(y_{1:N})) = \begin{bmatrix} \frac{1}{N-1} \left(NT_1(y_{1:N}) - \frac{1}{N} T_2(y_{1:N}) \right) \\ \frac{1}{N-1} \left(T_2(y_{1:N}) - NT_1(y_{1:N}) \right) \end{bmatrix}, \tag{37a}$$

that gives

$$\mathbb{E}(g(T(y_{1:N}))) = \begin{bmatrix} x \beta \end{bmatrix}. \tag{37b}$$

Finally, the MVU estimator when the hyper parameter $\beta$ is unknown, is given by

$$\hat{x}_{\text{Exp MVU}}(y_{1:N}) = \frac{N}{N-1} y_{(1):N} - \frac{1}{N(N-1)} \sum_{k=1}^{N} y_k = \frac{N}{N-1} y_{(1):N} - \frac{1}{N-1} \bar{y}, \tag{38a}$$

where $\bar{y}$ is the sample mean. Assuming that $N$ is large $\min_k y_k$ and $\bar{y}$ are independent and the MSE of the estimator, asymptotically, is given by

$$\text{MSE} \left( \hat{x}_{\text{Exp MVU}}(y_{1:N}) \right) = \frac{\beta^2(N + 1)}{N(N - 1)^2}. \tag{38b}$$

5.2 Rayleigh distribution

One generalization of the exponential distribution is obtained by parameterizing in terms of both a scale parameter $\beta$ and a shape parameter $\alpha$. Rayleigh distribution is a special case obtained by setting $\alpha = 2$

$$f_{\text{Rayleigh}}(y; x, \beta) = \begin{cases} \frac{y - x}{\beta^2} \exp\left(-\frac{(y - x)^2}{2\beta^2}\right) & y > x, \\ 0 & y \leq x. \end{cases} \tag{39a}$$

and the CDF, for $y_k > x$ is given by

$$F_{\text{Rayleigh}}(y_k; x, \beta) = 1 - \exp\left(-\frac{(y_k - x)^2}{2\beta^2}\right). \tag{39b}$$

Hence, the BLUE estimator (3), becomes

$$\hat{x}_{\text{BLUE}}(y_{1:N}, \beta) = \frac{1}{N} \sum_{k=1}^{N} y_k - \sqrt{\frac{\pi}{2}} \beta, \tag{40a}$$

$$\text{MSE} \left( \hat{x}_{\text{BLUE}}(y_{1:N}, \beta) \right) = \frac{(4 - \pi)\beta^2}{2N}. \tag{40b}$$

The marginal density of the $k$:th order statistic is given by

$$f_{\text{Rayleigh}}^{(k:N)}(y; x, \beta) = \begin{cases} \frac{N}{\beta^2} \binom{N-1}{k-1} \left(1 - \exp\left(-\frac{(y - x)^2}{2\beta^2}\right)\right)^{k-1} \exp\left(-\frac{(N-k+1)(y-x)^2}{2\beta^2}\right) & y > x, \\ 0 & y \leq x. \end{cases} \tag{41}$$
Hence, the minimum order statistics density also is Rayleigh distributed

\[ f_{\text{Rayleigh}}^{(1,N)}(y; x, \beta) = f_{\text{Rayleigh}}(y; x, \bar{\beta}), \quad (42) \]

where \( \bar{\beta} = \frac{\beta}{\sqrt{N}} \). The MSE of the minimum order statistics is given by

\[ \text{MSE}\left(\hat{x}_{\text{min}}^{\text{Rayleigh}}(y_{1:N})\right) = \frac{2\beta^2}{N}, \quad (43) \]

The joint PDF of \( N \) independent observations \( y_{1:N} \) is given by

\[ f(y_{1:N}; x, \beta) = \prod_{k=1}^{N} \frac{(y_k - x)^2}{\beta^2} \exp\left[\sum_{k=1}^{N} \frac{-(y_k - x)^2}{2\beta^2}\right] \sigma(y_{1:N}^{(1)} - x). \quad (44a) \]

Noting that

\[ \sum_{k=1}^{N} (y_k - x)^2 = \sum_{k=1}^{N} (y_k)^2 - 2x \sum_{k=1}^{N} y_k + N x^2, \quad (44b) \]

the PDF becomes

\[ f(y_{1:N}; x, \beta) = \beta^{-2N} \prod_{k=1}^{N} (y_k - x) \exp\left[\frac{-1}{2\beta^2} \sum_{k=1}^{N} y_k^2\right] \times \exp\left[\frac{-N x^2}{2\beta^2}\right] \exp\left[\frac{x}{\beta^2} \sum_{k=1}^{N} y_k\right] \sigma(y_{1:N}^{(1)} - x). \quad (44c) \]

### 5.2.1 Known hyper parameter \( \beta \)

Since (44c) cannot be factorized in the form of \( f(y_{1:N}; x, \beta) = g(T(y_{1:N}), x)h(y_{1:N}) \), the RBLS theorem cannot be used. Hence, even if an MVU estimator exists for this problem, we may not be able to find it. Thus, in case of Rayleigh-distributed measurement noise, we propose unbiased estimators based on order statistics.

If the hyper parameter of the distribution is known, the unbiased order statistic based estimator \( \hat{x}_{\text{Rayleigh}}^{(y_{1:N}, \beta)} \) is then given by,

\[ \hat{x}_{\text{Rayleigh}}^{(y_{1:N}, \beta)} = \frac{y_{1:N}^{(1)}}{\sqrt{N}} - \frac{\sqrt{\pi} \beta}{\sqrt{2N}}, \quad (45a) \]

\[ \text{MSE}\left(\hat{x}_{\text{Rayleigh}}^{(y_{1:N}, \beta)}\right) = \frac{(4 - \pi)\beta^2}{2N}. \quad (45b) \]

which has the same variance as the BLUE estimator.

### 5.2.2 Unknown hyper parameter \( \beta \)

In case of unknown hyper parameters, as for the known case, no factorization that enables us to use the RBLS theorem can be found. In this case, we propose the following unbiased estimator

\[ \hat{x}_{\text{Rayleigh}}^{(y_{1:N})} = \frac{\sqrt{N}}{\sqrt{N} - 1} y_{1:N}^{(1)} - \frac{1}{N(\sqrt{N} - 1)} \sum_{k=1}^{N} y_k \]

\[ = \frac{1}{\sqrt{N} - 1} (\sqrt{N} y_{1:N}^{(1)} - \bar{y}). \quad (46) \]

Asymptotically, for large \( N \), the sample mean and minimum order statistic are independent and the estimator MSE is given by

\[ \text{MSE}\left(\hat{x}_{\text{Rayleigh}}^{(y_{1:N})}\right) = \frac{(1 + N)(4 - \pi)\beta^2}{2N(\sqrt{N} - 1)^2}. \quad (47) \]
5.3 Weibull distribution

Weibull distribution is a generalization of the Rayleigh distribution that is parameterized by two parameters—scale parameter $\beta$ and shape parameter $\alpha > 0$. In fact Weibull distribution is obtained by relaxing the assumption $\alpha = 2$ in the Rayleigh distribution and its density function is given by

$$ f^{\text{Weibull}}(y_k; x, \beta, \alpha) = \begin{cases} \frac{\alpha}{\beta} \left( \frac{y_k - x}{\beta} \right)^{\alpha-1} \exp\left(-\left(\frac{y_k - x}{\beta}\right)^\alpha\right) & y_k > x, \\ 0 & y_k \leq x. \end{cases} \quad (48a) $$

and the CDF, for $y_k \geq x$ is given by

$$ F^{\text{Weibull}}(y_k; x, \beta, \alpha) = 1 - \exp\left(-\left(\frac{y_k - x}{\beta}\right)^\alpha\right). \quad (48b) $$

The BLUE estimator, in case of Weibull-distributed measurement noises is given by

$$ \hat{x}^{\text{BLUE}}_{\text{Weibull}}(y_{1:N}, \beta, \alpha) = \frac{1}{N} \sum_{k=1}^{N} y_k - \beta \Gamma(1 + \frac{1}{\alpha}), \quad \text{MSE}(\hat{x}^{\text{BLUE}}_{\text{Weibull}}(y_{1:N}, \beta, \alpha)) = \frac{\beta^2}{N} \left[ \Gamma\left(\frac{\alpha + 2}{\alpha}\right) - \left(\Gamma\left(\frac{\alpha + 1}{\alpha}\right)\right)^2 \right]. \quad (48c) $$

The marginal density of the $k$th order statistic is given by

$$ f^{\text{Weibull}}_{(k,N)}(y; x, \beta, \alpha) = \frac{N \alpha}{\beta} \left( \frac{N - 1}{k - 1} \right) \left( \frac{y - x}{\beta} \right)^{\alpha-1} \left( 1 - \exp\left(-\left(\frac{y - x}{\beta}\right)^\alpha\right) \right)^{k-1} \exp\left(-\left(N - k + 1\right)\left(\frac{y - x}{\beta}\right)^\alpha\right). \quad (49) $$

Hence, the first order statistic density in case of $e_k \sim \text{Weibull}(\beta, \alpha)$, is another Weibull distribution,

$$ f^{\text{Weibull}}_{(1,N)}(y; x, \beta, \alpha) = f^{\text{Weibull}}(y; x, \beta, \alpha), \quad (50) $$

where $\bar{\beta} = \sqrt{N} \beta$. This gives the MSE of the minimum order statistic estimator as

$$ \text{MSE}(\hat{x}^{\text{Weibull}}_{\text{min}}(y_{1:N})) = \beta^2 N \frac{\alpha}{\alpha - 2} \Gamma\left(\frac{\alpha + 2}{\alpha}\right) \quad (51) $$

Given $N$ independent observations, the joint density is given by

$$ f^{\text{Weibull}}_{\text{y}_{1:N}}(x; \beta, \alpha) = \left( \frac{\alpha}{\beta} \right)^N \prod_{k=1}^{N} \left( \frac{y_k - x}{\beta} \right)^{\alpha-1} \exp\left(-\sum_{k=1}^{N} \left(\frac{y_k - x}{\beta}\right)^\alpha\right) \sigma(\min y_k - x) \quad (52) $$

Since (52) cannot be factorized using Neyman-Fisher factorization, RBLS is not applicable. Additionally, in this case, it is not possible to find an unbiased estimator when the hyper parameters $\alpha$ and $\beta$ are unknown. In case of known hyper parameters, the unbiased minimum order statistic estimator, however, can be computed. The unbiased estimator based on minimum order statistic is given by,

$$ \hat{x}^{\text{Weibull}}_{\text{min}}(y_{1:N}, \beta, \alpha) = y^{(1)}_{1:N} - \beta N^{-\frac{1}{\alpha}} \Gamma(1 + \frac{1}{\alpha}), $$

$$ \text{MSE}(\hat{x}^{\text{Weibull}}_{\text{min}}(y_{1:N}, \beta, \alpha)) = \beta^2 N^{\frac{2}{\alpha}} \left[ \Gamma\left(\frac{\alpha + 2}{\alpha}\right) - \left(\Gamma\left(\frac{\alpha + 1}{\alpha}\right)\right)^2 \right]. \quad (53) $$

An order-statistics-based unbiased estimator with unknown hyper parameters of the distribution could not be obtained.

6 Other Distributions

In this section, we further study the location estimation problem for two other noise distributions. In the rest, the Pareto distribution with positive support is first studied followed by the mixture of uniform and normal distribution.

6.1 Pareto distribution

Let the scale parameter $\beta$ (necessarily positive) denote the minimum possible value of $y_k$, and $\alpha > 0$ denote the shape parameter. The Pareto Type I distribution is characterized by $\beta$ and $\alpha$

$$ f^{\text{Pareto}}(y_k; x, \beta, \alpha) = \begin{cases} \alpha \beta^\alpha \left( y_k - x \right)^{-(\alpha+1)} & y_k \geq x + \beta, \\ 0 & y_k < x + \beta. \end{cases} \quad (54a) $$
and the CDF is given by
\[ F_{\text{Pareto}}(y_k; x, \beta, \alpha) = 1 - \left( \frac{\beta}{y - x} \right)^\alpha. \] (54b)

For the BLUE we get,
\[ \hat{x}_{\text{BLUE}}(y_{1:N}; \beta, \alpha) = \frac{1}{N} \sum_{k=1}^{N} y_k \frac{\alpha \beta}{\alpha - 1}, \quad \alpha > 1 \] (55a)
\[ \text{MSE}(\hat{x}_{\text{BLUE}}(y_{1:N}; \beta, \alpha)) = \frac{\alpha \beta^2}{N(\alpha - 1)^2(\alpha - 2)}, \quad \alpha > 2 \] (55b)

The RBLS theorem cannot be used in case Pareto-distributed noises. We provide an unbiased estimator using minimum order statistics and its variance. The marginal density of the \( k \)-th order statistic, for \( y \geq x + \beta \) is given by
\[ f_{\text{Pareto}}^{(k,N)}(y; x, \beta, \alpha) = \frac{N \alpha \beta}{\alpha} \left( y - x \right)^{\alpha - 1} \left( \frac{\beta}{y - x} \right)^{\alpha - 1} \left( 1 - \left( \frac{\beta}{y - x} \right) \right)^{k-1} \left( \frac{\beta}{y - x} \right)^{\alpha - 1} \left( N - k \right). \] (56)

The minimum order statistic has the same form of distribution
\[ f_{(1,N)}^{\text{Pareto}}(y; \beta, \alpha) = f_{\text{Pareto}}^{(1,N)}(y; \beta, \bar{\alpha}), \] (57)
where \( \bar{\alpha} = N \alpha \). The MSE of the minimum order statistic estimator is
\[ \text{MSE}(\hat{x}_{\text{min}}^{\text{Pareto}}(y_{1:N})) = \frac{N \alpha \beta^2}{N \alpha - 2} \] (58)

The unbiased estimator is thus given by,
\[ \hat{x}_{\text{Pareto}}(y_{1:N}; \beta, \alpha) = y_{(1)}^{(1)} - \frac{N \alpha \beta}{N \alpha - 1}, \quad N \alpha > 1 \] (59a)
\[ \text{MSE}(\hat{x}_{\text{Pareto}}(y_{1:N}; \beta, \alpha)) = \frac{N \alpha \beta^2}{(N \alpha - 1)^2(N \alpha - 2)}, \quad N \alpha > 2 \] (59b)

No unbiased estimator for unknown hyper parameter case could be found for Pareto distribution.

7 Mixture of Normal and Uniform Noise Distribution

Suppose the error is distributed as
\[ e_k \sim \alpha \mathcal{N}(0, \sigma^2) + (1 - \alpha)\mathcal{U}[0, \beta], \]
where \( \alpha \) is the mixing probability of the mixture distribution. Define \( f_{\text{M,N}}^{\mathcal{U}}(y_k) \) as the probability density function of the considered mixture distribution given by
\[ f_{\text{M,N}}^{\mathcal{U}}(y_k; x, \alpha, \sigma^2, \beta) = \begin{cases} \frac{\alpha}{\sqrt{2\pi\sigma^2}} \exp \left[ -\frac{(y_k - x)^2}{2\sigma^2} \right] + \frac{1 - \alpha}{\beta} & 0 \leq y_k - x \leq \beta \\ \frac{\alpha}{\sqrt{2\pi\sigma^2}} \exp \left[ -\frac{(y_k - x)^2}{2\sigma^2} \right] & \text{Otherwise.} \end{cases} \] (60)

The BLUE, in case of the mixture of normal and uniform measurement noises is given by
\[ \hat{x}_{\text{BLUE}}^{\mathcal{U}}(y_{1:N}; \alpha, \beta, \sigma^2) = \frac{1}{N} \sum_{k=1}^{N} y_k - \frac{\beta(1 - \alpha)}{2}, \] (61a)
\[ \text{MSE}(\hat{x}_{\text{BLUE}}^{\mathcal{U}}(y_{1:N}; \alpha, \beta, \sigma^2)) = \frac{\beta^2 (1 + (2 - 3\alpha)\alpha) + 12\alpha \sigma^2}{12N}. \] (61b)
Noting that at \( y_k - x = 0 \) contributions of the uniform distribution and the mean (mode) of the normal distribution are added together, (60) is maximized at this point. The order statistics PDF for \( 0 \leq y - x \leq \beta \) is given by

\[
\begin{align*}
    f_{U,N}^{(k,N)}(y; \alpha, \beta, \sigma^2, x, k) &= N \left( \frac{N - 1}{k - 1} \right) \left( \frac{\alpha \exp\left( -\frac{(y-x)^2}{2\sigma^2} \right)}{\sqrt{2\pi\sigma^2}} + \frac{1 - \alpha}{\beta} \right) \\
    &\times \left( \frac{1 - \alpha}{\beta} \right) \left( \frac{\alpha}{\beta} + \frac{1}{2} \left( 1 + \text{Erf} \left[ \frac{y-x}{\sqrt{2\sigma^2}} \right] \right) \right)^{k-1} \\
    &\times \left( 1 + \frac{(\alpha - 1)(y-x)}{\beta} - \frac{\alpha}{2} \left( 1 + \text{Erf} \left[ \frac{y-x}{\sqrt{2\sigma^2}} \right] \right) \right)^{N-k},
\end{align*}
\]  

(62)

where \( \text{Erf}(\cdot) = \frac{2}{\sqrt{\pi}} \int_0^\infty e^{-t^2} dt \) is the error function. In order to find the best order statistic estimator, we maximize the likelihood function

\[
\ell(k | y = x, \alpha, \beta, \sigma^2) = N \left( \frac{N - 1}{k - 1} \right) 2(2 - \alpha)^{-k}(1 - \frac{\alpha}{2})^N \alpha^{k-1} \\
\times \left( \frac{1 - \alpha}{\beta} + \frac{\alpha}{\sqrt{2\pi\sigma^2}} \right).
\]  

(63a)

Noting that \( \left( \frac{1 - \alpha}{\beta} + \frac{\alpha}{\sqrt{2\pi\sigma^2}} \right) \) is always positive and independent of \( k \), we extract it from the likelihood function. Simplifying (63a) by means of manipulating the terms, we get

\[
\begin{align*}
    2(2 - \alpha)^{-k} &= 2^{1-k}(1 - \frac{\alpha}{2})^{-k}, \\
    \alpha^{k-1} &= (2^{\frac{\alpha}{2}})^{-k} = 2^{-k}(\frac{\alpha}{2})^{-k}.
\end{align*}
\]  

(63b) \quad (63c)

the likelihood function to be maximized can be re-written as

\[
\ell(k | y = x, \alpha, \sigma^2) \propto \left( \frac{N - 1}{k - 1} \right) \left( \frac{\alpha}{2} \right)^{k-1}(1 - \frac{\alpha}{2})^{N-k}.
\]  

(63d)

In order to find the maximum likelihood estimate \( \hat{k} = \arg \max_k \ell(k | y - x = 0) \), we note that (63d) is a binomial distribution with probability of success \( \frac{\alpha}{2} \). Hence, the maximum of the function is given at the mode of the distribution,

\[
\hat{k} = \left\lfloor \frac{N\alpha}{2} \right\rfloor + 1 \quad \text{or} \quad \left\lceil \frac{N\alpha}{2} \right\rceil.
\]  

(64)

This gives the best order statistic estimator for the case when noise is a mixture of normal and uniform distribution as

\[
\hat{x}^{U,N}(y_{1:N}, \alpha) = y_{\hat{k}}^{(1:N)}.
\]  

(65)

| distribution | bias | MSE |
|--------------|------|-----|
| \( U[0, \beta] \) | \( \frac{\beta}{N+1} \) | \( \frac{2\beta^2}{(N+1)(N+2)} \) |
| \( \text{Exp}(\beta) \) | \( \frac{\beta}{N} \) | \( \frac{2\beta^2}{N^2} \) |
| \( \text{Rayleigh}(\beta) \) | \( \frac{\sqrt{\pi\beta}}{\sqrt{2N}} \) | \( \frac{2\beta^2}{N} \) |
| \( \text{Weibull}(\beta, \alpha) \) | \( \beta N^{\frac{\alpha}{2}} \Gamma(1 + \frac{1}{\alpha}) \) | \( \beta^2 N^{\frac{\alpha}{2}} \Gamma(1 + \frac{2}{\alpha}) \) |
| \( \text{Pareto}(\beta, \alpha) \) | \( \frac{N\alpha\beta}{N\alpha - 1} \) | \( \frac{N\alpha\beta^2}{N\alpha - 2} \) |
Table 3: Estimators and their MSEs derived for multiple noise distributions.

| noise distribution | estimator | MSE |
|--------------------|----------|-----|
| $\mathcal{U}[0, \beta]$ | $\hat{x}_{\text{BLUE}}^M(y_1.N, a.N) = \frac{1}{N} \sum_{k=1}^{N} y_k - \frac{\beta}{2}$ | $\frac{\beta^2}{12N}$ |
| | $\hat{x}_{\text{MVU}}^M(y_1.N, a.N) = \frac{1}{2} (y_1.N + y_1.N) - \frac{\beta}{2}$ | $\frac{\beta^2}{2N(N+3)+4}$ |
| | $\hat{x}_{\text{MVU}}^N(y_1.N) = \frac{N}{N-1} y_1.N - \frac{1}{N-1} y_1.N$ | $\frac{\beta^2}{N(N-1)}$ |
| | $\hat{x}_{\text{exp}}^M(y_1.N, \beta) = \frac{1}{N} \sum_{k=1}^{N} y_k - \beta$ | $\frac{\beta^2}{N}$ |
| | $\hat{x}_{\text{exp}}^M(y_1.N, \beta) = \frac{1}{N} y_1.N - \frac{\beta}{N}$ | $\frac{\beta^2}{N^2}$ |
| Rayleigh($\beta$) | $\hat{x}_{\text{Rayleigh}}^M(y_1.N, \beta) = \frac{1}{N} \sum_{k=1}^{N} y_k - \sqrt{2}\beta$ | $\frac{(4-\pi)\beta^2}{2N}$ |
| | $\hat{x}_{\text{Rayleigh}}^M(y_1.N, \beta) = \frac{1}{N} \sum_{k=1}^{N} y_k - \beta$ | $\frac{(4-\pi)\beta^2}{2N}$ |
| | $\hat{x}_{\text{Rayleigh}}^M(y_1.N) = \frac{\sqrt{N}}{\sqrt{N-1}} y_1.N - \frac{\sum_{k=1}^{N} y_k}{N(N-1)}$ | $\frac{(1+N)(4-\pi)\beta^2}{2N(N-1)^2}$ |
| Weibull($\beta, \alpha$) | $\hat{x}_{\text{Weibull}}^M(y_1.N, \beta, \alpha) = \frac{1}{N} \sum_{k=1}^{N} y_k - \beta \Gamma(1 + \frac{1}{\alpha})$ | $\beta^2 N^{-\frac{1}{2} \left[ \frac{\Gamma(1 + \frac{1}{\alpha}) - (\Gamma(1 + \frac{1}{\alpha}))^2}{2} \right]}$ |
| | $\hat{x}_{\text{Weibull}}^M(y_1.N, \beta, \alpha) = \frac{1}{N} \sum_{k=1}^{N} y_k - \beta N^{-\frac{1}{\alpha}} \Gamma(1 + \frac{1}{\alpha})$ | $\beta^2 N^{-\frac{1}{2} \left[ \frac{\Gamma(1 + \frac{1}{\alpha}) - (\Gamma(1 + \frac{1}{\alpha}))^2}{2} \right]}$ |
| Pareto($\beta, \alpha$) | $\hat{x}_{\text{Pareto}}^M(y_1.N, \beta, \alpha) = \frac{1}{N} \sum_{k=1}^{N} y_k - \frac{\alpha \beta}{\alpha - 1}, \alpha > 1$ | $\frac{\alpha \beta^2}{N(\alpha-1)^2(\alpha-2)}, \alpha > 2$ |
| | $\hat{x}_{\text{Pareto}}^M(y_1.N, \beta, \alpha) = \frac{1}{N} \sum_{k=1}^{N} y_k - \frac{\alpha \beta}{N - \alpha - 1}, N \alpha > 1$ | $\frac{\alpha \beta^2}{N(\alpha-1)^2(N-2)}$ |
| $\alpha N(0, \sigma^2) + (1-\alpha)\mathcal{U}[0, \beta]$ | $\hat{x}_{\text{BLUE}}^M(y_1.N, \alpha, \beta) = \frac{1}{N} \sum_{k=1}^{N} y_k - \frac{\beta(1-\alpha)}{2}$ | $\frac{\beta^2(1+(2-2\alpha)\alpha)+12\alpha \sigma^2}{12N}$ |
| | $\hat{x}_{\text{MVU}}^N(y_1.N, \alpha, \beta) = y_1.N$ | Unknown |

8 Performance Evaluation

The estimators (both unbiased and the ones without bias compensation) derived in sections 5–6 for different noise distributions together with their MSE are summarized in Tables 3 and 2. The biased minimum order statistics based estimators and their MSE are also The estimators derived for each noise distribution are compared against each other as a function of the sample size $N \in [2, \ldots, 2000]$. Additionally, in order to verify the analytical derivations of the estimator variances, they are compared against the numerical variances obtained from $M = 5000$ Monte Carlo runs.

8.1 Simulation Setup

For each sample size, $N$ noisy measurements of the unknown parameter $x$ are generated. The hyper parameters of the noise distributions are randomly selected in each repetition. In order to have a fair comparison, the hyper parameters are randomly drawn such that the error densities are mostly in the same range for all scenarios. The noise realizations are generated from the six considered distributions with the following hyper parameters

- Uniform noise: $\beta \sim \mathcal{U}[6, 50]$
- Exponential noise: $\beta \sim \mathcal{U}[5, 14]$
- Rayleigh noise: $\beta \sim \mathcal{U}[5, 12]$
- Weibull noise: $\beta = 1, \alpha \sim \mathcal{U}[5, 10]$
- Pareto noise: $\beta = 6, \alpha \sim \mathcal{U}[2.1, 2.5]$
- Mixture noise: $\sigma \sim \mathcal{U}[1,9], \beta \sim \mathcal{U}[1, 50]$

The empirical CDF of the error values used in the simulations are presented in Figure 2. The support of the noise values, as can be read from the figure, is $e_m \in [0, 60]$ unit.
Let $\hat{x}_N^{(m)}$ denote the estimated value of the unknown parameter $x$ in the $m$:th repetition obtained from a sample of size $N$. For each noise distribution, the estimators’ performances are evaluated in terms of the obtained MSEs. The theoretical MSE of each estimator, as defined in Table 3 and Table 2, is compared against the numerical MSE obtained in simulations.

We let $E[\hat{x}_N] = \frac{1}{M} \sum_{m=1}^{M} \hat{x}_N^{(m)}$ and define

$$\hat{b}_N = E[\hat{x}_N] - x \quad (66a)$$

$$\hat{\sigma}_N^2 = \frac{1}{M} \sum_{m=1}^{M} (\hat{x}_N^{(m)} - E[\hat{x}_N])^2. \quad (66b)$$

The numerical MSE for each sample size $N$ is then computed by

$$\text{MSE}(\hat{x}_N) = \hat{\sigma}_N^2 + \hat{b}_N^2. \quad (66c)$$

### 8.2 Simulation Results

Figure 3 presents the performance of the four estimators when the noise is uniformly distributed. The solid lines correspond to the theoretical MSEs and the crosses are the numerical MSEs obtained from $M = 5000$ repetitions. Both MVU estimators, with and without any knowledge of the hyper parameters of the underlying noise, result in noticeably less MSE compared to the BLUE estimator. The minimum order statistics estimator also outperforms BLUE when measurements are corrupted with additive, uniformly distributed, noise. It can be further observed that if the hyper parameter $\beta$ is unknown, the MSE of the proposed estimator is negligibly larger than the case with known $\beta$.

For the exponential noise distribution, as shown in Figure 4a, there is still a non-negligible difference between BLUE and the other three estimators in terms of estimators’ MSE. However, the two MVU estimators, specially for large values of $N$, behave similarly. In order to verify their performance for smaller sample sizes, Figure 4b illustrates the variances of all estimators for $N \leq 20$. At the beginning, $N \in [2, 4]$ the estimator with unknown hyperparameter has the largest MSE. However, for larger sample sizes, the two MVU estimators are almost equal and both have less MSE than the BLUE estimator. As in case of uniformly distributed measurement noise, the minimum order statistics estimator outperforms BLUE specially for large sample sizes.
In case of Rayleigh noise distribution, as given in Table 3, the minimum order statistics estimator has the largest MSE while the BLUE and the proposed unbiased estimator with known hyper parameter, result in similar estimation variance. This can be verified also in the simulation results presented in Figure 5a. For large sample sizes, $N > 20$, these two estimators and the proposed estimator with unknown hyperparameter have similar values. However, for the smaller sample sizes, as illustrated in Figure 5b, the BLUE (and order statistic with known hyper parameter) estimator has smaller variance compared to the case with unknown hyper parameter. The minimum order statistics estimator results in larger MSE compared to the other three estimators in case of Rayleigh noise distribution.
Figure 6: Analytical (marked with solid lines) and numerical (marked with crosses) MSE for Weibull and Pareto noise distributions as a function of the sample size $N$.

As Table 3 suggests, for Pareto and Weibull noise distributions, we only derived BLUE and an unbiased order statistics based estimators when the two hyperparameters of the distributions are known. For both noise distributions, the MSE of the two unbiased estimators as well as the MSE of the minimum order statistics estimator are compared and the results are presented in Figure 6. In both cases, the proposed estimators outperform the BLUE in terms of variance. The minimum order statistics estimator results in a lower MSE than the BLUE for Weibull noise distributions. However, in case of Pareto noise, the BLUE has a better performance compared to the minimum order statistics estimator.

In case of mixture noise distribution, we consider three different scenarios based on the mixing probabilities; two extreme cases with dominant contribution from uniform noise, $\alpha = 0.01$, and dominant contribution from normal noise, $\alpha = 0.99$, and the case with $\alpha = 0.5$. Fig. 7a illustrates the histogram of the noise realizations of the considered noise distribution $e_k \sim \alpha \mathcal{N}(0, 8^2) + (1 - \alpha) \mathcal{U}(0, 60)$ for three different values of $\alpha$. 

![Figure 6: Analytical and numerical MSE for Weibull and Pareto noise distributions.](image1)

![Figure 7a: Histogram of noise realizations.](image2)

![Figure 7b: Empirical CDF.](image3)
mixture noise distributions $e_k \sim \alpha N(0, 8^2) + (1 - \alpha) U(0, 60)$ and the fitted densities. The empirical CDFs of the errors for the three cases are presented in Figure 7b.

In order to estimate the unknown parameter $x$, in each Monte Carlo run, we sort the measurements and then find the $(\lfloor N\alpha/2 \rfloor + 1)$:th component. Figure 8 presents the estimation MSE for the three different scenarios with different mixing probabilities. As the results indicate, when the main contribution of the noise is from uniform distribution, $\alpha = 0.01$, BLUE outperforms the proposed estimator. In this case, a periodic behavior for the MSE can be observed. The jumps in the MSE occur exactly at points where $\lfloor N\alpha/2 \rfloor + 1$ switches from the $k$:th measurement to the $k+1$:th measurement. For instance, for $N \in [1, 199]$, $\lfloor N\alpha/2 \rfloor = 0$, hence $\hat{x} = y^{(1)}(1)$. However, at $N = 200$, $\lfloor N\alpha/2 \rfloor = 1$, resulting in $\hat{x} = y^{(2)}(2)$.

The proposed estimator and the BLUE result in similar estimation MSE for $\alpha = 0.99$, as shown in Figure 8b, in which the normal component is the dominant source of error. However, the most interesting results are obtained when both distributions have equal contributions in the measurement noise, i.e $\alpha = 0.5$. In this case, as Figure 8c suggests, the proposed estimator outperforms the BLUE.

9 Conclusions

In this work, the location estimation problem was studied in which an unknown parameter was estimated from observations under additive noise. Multiple noise distributions were considered and, in some cases, MVU estimators were proposed. In other cases an unbiased estimator based on minimum order statistic was derived. Furthermore, if applicable, MVU and minimum order statistic estimators without any knowledge of the hyper parameters of the underlying noise distributions were provided. The results of all the estimators were compared with BLUE in terms of variance for various measurement sample sizes. The results indicate better performance of the proposed estimators compared to BLUE. Additionally, the location estimation problem under mixture of normal and uniform noise distribution was studied and the numerical MSE of the proposed estimator were evaluated. The simulation results indicate that for the extreme cases where either of the two components, Gaussian or uniform, are dominant, the proposed estimator cannot beat the BLUE. However, when the mixing probability is not in the extreme region, e.g larger than 1 percent, the proposed estimator has a noticeably less MSE compared to the BLUE.
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