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Abstract

Inverse modeling for computing a high-dimensional spatially-varying property field from indirect sparse and noisy observations is a challenging problem. This is due to the complex physical system of interest often expressed in the form of multiscale PDEs, the high-dimensionality of the spatial property of interest, and the incomplete and noisy nature of observations. To address these challenges, we develop a model that maps the given observations to the unknown input field in the form of a surrogate model. This inverse surrogate model will then allow us to estimate the unknown input field for any given sparse and noisy output observations. Here, the inverse mapping is limited to a broad prior distribution of the input field with which the surrogate model is trained. In this work, we construct a two- and three-dimensional inverse surrogate models consisting of an invertible and a conditional neural network trained in an end-to-end fashion with limited training data. The invertible network is developed using a flow-based generative model. The developed inverse surrogate model is then applied for an inversion task of a multiphase flow problem where given the pressure and saturation observations the aim is to recover a high-dimensional non-Gaussian permeability field where the two facies consist of heterogeneous permeability and varying length-scales. For both the two- and three-dimensional surrogate models, the predicted sample realizations of the non-Gaussian permeability field are diverse with the predictive mean being close to the ground truth even when the model is trained.
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1. Introduction

Inverse problems arise in many fields of engineering and science. An inverse problem aims to recover the unknown input field; however, we only have access to some indirect measurements that are the output of a physical process. For example, in reservoir engineering, it is important to find out the properties of the subsurface, such as the permeability field, given various measurements of geophysical fields. Other applications where inverse problems arise include ocean dynamics [1], medical imaging [2], seismic inversion [3], remote sensing [4] and many others. Inverse problems are often ill-posed, i.e., one may not be able to uniquely recover the input field given the noisy and incomplete observations. This is a challenging problem, where one is interested in recovering the unknown input field given the sparse observations. To address this challenge, most common methods used are the Markov chain Monte Carlo methods (MCMC) method [5, 6] and the ensemble-based methods [7, 8]. However, there is a challenge associated with these methods since often the forward model is computationally expensive to evaluate. Several methods have been developed in the past using inexpensive surrogate forward models such as the Gaussian process [9, 10] or polynomial chaos expansion [11, 12]. In addition to accurate surrogate models, one is also interested propagating uncertainties from the data-driven surrogate model to the inverse solution.

In recent years, enormous progress has been made to solve inverse problems using deep learning techniques [13, 14, 15] and, more specifically deep generative models (DGM) such as [16, 17] have been used for learning a low-dimensional representation of the high-dimensional input, where the input field is spatially represented within the latent space manifold and therefore making the inversion process possible using either MCMC [13] or ensemble-based methods [15]. The deep neural network (DNN) is now widely used for surrogate modeling [18, 19, 20], and it has been applied to various science and engineering fields [21, 22]. For example, flow through porous media [23, 24, 25, 26] or turbulence modeling [27, 28]. In the deep learning community, various convolutional neural network architectures (CNN) [29]
have been successfully implemented to develop various generative models that aim to learn the data generation mechanism. Examples of deep generative models applied to various fields are fluid mechanics [30], parameterization of geological models [31], porous materials [32, 33], and others. In recent years, generative adversarial networks (GANs) [16], variational autoencoders (VAE) [17, 34, 35], and flow-based models [36, 37, 38] have made great progress as generative models. Although there are various works in the past on parameterizing the input space for the inversion that is modeled using principal component analysis (PCA) and its variants [39, 40], these methods are limited in terms of accuracy when solving a non-trivial physical problem with complex non-Gaussian fields [14]. Hence, researchers have been interested in developing efficient methods for solving the inverse problem with complex non-Gaussian fields, and one possible way is to learn a low-dimensional representation of the input space using DGM and then implement the above mentioned MCMC or the ensemble-based methods for inversion task [13, 14, 41]. For example, Laloy et al. [13] developed a Bayesian framework for the inversion of the permeability field using VAE [17] and build a low-dimensional representational of the input field using encoder and decoder layers consisting of convolutional layers [29].

While the above works concentrate on non-Gaussian fields where the two facies consists of homogeneous permeability, i.e., the high-permeability channels and the low-permeability non-channels, each consists of homogeneous permeability. However, it is vital to study non-Gaussian fields where the two facies consist of heterogeneous permeability from a practical perspective. Recently, Mo et al. [15], developed an inversion framework by combining the convolutional adversarial autoencoder, deep residual dense convolutional network, and an iterative local updating ensemble smoother (ILUES) algorithm [42] for the inversion of a non-Gaussian permeability field with heterogeneous permeability within each facies. Here, the convolutional adversarial autoencoder is used for parameterizing the high-dimensional input space; the deep residual dense convolutional network is implemented as the forward surrogate model and the ILUES for inverse modeling. While the above inversion framework is implemented for a high-dimensional and highly-complex forward model, the length-scale was considered to be constant for the non-Gaussian permeability field.

In this work, we develop an inverse surrogate model for performing an inversion task for a dynamic multiphase flow problem which aims to recover a high-dimensional non-Gaussian permeability field with heterogeneous per-
meability within each facies, and varying length scales given the sparse and noisy pressure observations and the saturation observations over time. In general, inverse problems are ill-conditioned i.e., the number of data (observation data) may not be able to uniquely recover the high dimensional input permeability field. One way to address the challenge is to learn a low-dimensional representation of the input space using a deep generative model (DGM) and then perform the inversion task. All the above-mentioned inversion works [13, 14, 15] which use the concept of the DGM are implemented using GANs [16] or VAEs [17]. However, few drawbacks are associated with these conditional deep generative models, such as training stability issues and hard to obtain samples with sharp features [43]. Therefore, in the present study, we use a flow-based generative model for performing the above-mentioned inversion task.

Our work focuses on developing a two- and a three-dimensional inverse surrogate model that seeks to recover a high-dimensional non-Gaussian permeability field given the sparse and noisy observations. The model mainly consists of two networks, namely, an invertible network and a conditional network. Both networks are trained together in an end-to-end fashion with limited training data. The invertible architecture is constructed using the concepts of real NVP [36] that consists of several affine coupling layers at multiple scales. The conditioning network is also constructed in a multiscale structure, so that the sparse and noisy observations are passed on to the higher-resolution features of the invertible network at multiple feature sizes. The multiscale architecture of the inverse surrogate and the exact conditional log-likelihood evaluation through the change of variables helps in capturing the ill-posedness nature that exists in an inverse problem. Here, we show the inversion task of recovering a high-dimensional non-Gaussian permeability field given the pressure and saturation observations at specific locations of the domain. The saturation observations are collected at different time instances. Furthermore, in order to evaluate the efficiency of our inverse surrogate, we train our model with two different configurations that mainly depend on the number of saturation observations, i.e., for one configuration, we consider the saturation observations at the last time instant and the other configuration, we consider the saturation observations over a specified interval of time. In addition, we also train both our 2-D and 3-D model with different number of training data and different levels of observation noise.

This paper is organized as follows. In Section 2 we introduce the multiphase model and define the problem of interest. In Section 3 we discuss
the generative model, conditional invertible network with details regarding its training given in Section 4. In Section 5, the proposed model is evaluated using a synthetic example for each of the flow models. Finally, we present a summary of our work and address potential extensions in Section 6.

2. Governing Equations and Problem Definition

In this work, we consider a two-phase flow through a heterogeneous porous media. Let \( p_o, p_w, s_o, s_w \) and \( \lambda_o, \lambda_w \) represent the pressure, the saturation fields, and the total mobilities of the oil (\( o \)) and water (\( w \)) phases, respectively. Here, \( s_w + s_o = 1 \) and the capillary pressure is defined as \( p_c = p_o - p_w \).

Now the governing equation for a multi-phase flow for a spatial domain \( \Omega \) can be written as follows \([44]\):

\[
\nabla \cdot u = q, \quad u = -K \lambda (s_w) \nabla p, \tag{1}
\]

\[
\phi \frac{\partial s_w}{\partial t} + \nabla \cdot (f_w (s_w) \ u) = q_w. \tag{2}
\]

Here, \( p \) is the pressure field, \( u \) is the velocity field, \( q \) is the source term for the water injection, \( q_w \) is the source term for the saturation Eq. (2) and \( K \) is the permeability. We consider no-flux boundary conditions: \( u \cdot \hat{n} = 0 \) on \( \partial \Omega \), where \( \hat{n} \) is the unit normal of the boundary and zero initial saturation at time \( t \) : \( s_w(t = 0) = 0 \) on \( \Omega \). The fractional flow \( f_w \) is given as:

\[
f_w = \frac{\lambda_w}{\lambda_w + \lambda_o}. \tag{3}
\]

In this work, we are interested in identifying the heterogeneous permeability field in an oil reservoir given pressure and saturation measurements at specific locations on the domain, and therefore, we pose this problem as an inverse problem. This problem is ill-posed and considering the incomplete noisy pressure and saturation observations we may not be able to uniquely recover the high-dimensional non-Gaussian permeability field. Our approach will be based on the development of a surrogate model that maps noisy measurements at the sensor locations to the corresponding high-dimensional permeability field. This approach will be based on deep generative models \([36]\). The training of the model will be based on pressure/saturation, permeability pairs obtained from forward simulations. The training permeability data will be sampled from a broad prior distribution of the input field that contains the solution to the inverse problem.
3. Methodology

In this section, we start with the definition of the inverse problem in Section 3.1. Then, we present the details of the generative model in Section 3.3 and finally, we provide the details of the conditional invertible neural network in Section 3.4.

3.1. Inverse problem

The inverse problem aims at recovering the permeability field $\mathbf{x} \in \mathbb{R}^M$ given the noisy observations (pressure and saturation) $\mathbf{y} \in \mathbb{R}^D$ at specific locations of the domain. It can be summarized as follows:

$$\mathbf{y} = \mathcal{S}(\mathbf{x}) + \mathbf{e}. \quad (4)$$

The mapping $\mathcal{S} : \mathbf{x} \to \mathbf{y}$ is the forward operator and $\mathbf{e} \in \mathbb{R}^D$ is the observational noise. With known forward operator $\mathcal{S}$, the regularized (deterministic) solution of this inverse problem can be written as:

$$\mathbf{x}^* = \min_{\mathbf{x}} \mathcal{L}(\mathcal{S}(\mathbf{x}), \mathbf{y}) + \lambda \mathcal{R}(\mathbf{x}), \quad (5)$$

where $\mathcal{R}$ is the regularizer (such as TV regularizer [45]) and $\lambda$ is a regularization parameter.

3.2. Inverse surrogate with limited forward problem evaluations

Probabilistic solutions of inverse problems are often addressed using the Bayesian formulation, i.e., defining a prior probability measure over the unknown permeability $p(\mathbf{x})$ and using Bayes’ rule to produce samples of the posterior $p(\mathbf{x} | \mathbf{y})$ using the likelihood $p(\mathbf{y} | \mathbf{x})$:

$$p(\mathbf{x} | \mathbf{y}) \propto p(\mathbf{y} | \mathbf{x})p(\mathbf{x}). \quad (6)$$

The likelihood $p(\mathbf{y} | \mathbf{x})$ is computed by evaluating the forward model $\mathcal{S}$. There are two challenges associated with this approach. First, the likelihood is computationally expensive since the physical system is non-trivial, and the approach requires multiple evaluations of the forward model. Several works have been developed in the past to address this problem that use surrogate forward models such as Gaussian processes [9] or polynomial chaos expansion based models [11]. However, it is important that one has to obtain good accuracy when evaluating the forward model using surrogate models as
well as propagate the surrogate model uncertainties to the inverse solution. Second, if the dimension of the quantity of interest is high, then it is not a trivial task to obtain the posterior samples. Altogether, it is computationally not effective if one is implementing Eq. (6). In this work, we aim to bypass Bayes’ rule and directly build an inverse surrogate model for the posterior distribution $p(x \mid y)$ using a finite set of forward evaluations of the pressure/saturation values at the sensor locations that result from various permeability fields sampled from a prior model $p(x)$. Direct construction of the posterior $p(x \mid y)$ only requires a finite set of training data. Recall that implementation of Eq. (6) will require training data for the forward model surrogate as well as sampling from the high-dimensional posterior.

In this work, we construct the inverse surrogate as follows. First, we assume that a set of training data are available either from observations or using the forward model: $D = \{x^{(i)}, y^{(i)}\}_{i=1}^{N}$, where $N$ is the size of the training data set. The inverse surrogate will use this training data set to build a direct mapping from observations $y$ to the corresponding permeability $x \in p(x)$. In the present study and in order to address the ill-posedness of the inverse problem, we construct a multiscale conditional deep generative network that learns a low-dimensional representation $z$ of the input space $x$ when conditioned on the observations $y$. Here, we condition the observations $y$ at different multiple scales on the deep generative model. The multiscale architecture of the inverse surrogate and the exact conditional log-likelihood evaluation through the change of variables as enumerated in Section 4.3.3 helps in addressing the ill-posedness nature that exists in an inverse problem. The conditional density $p_\theta(x \mid y)$ will be modeled as an invertible neural network where $\theta$ are the network parameters.

Before proceeding to the details of the conditional deep generative network, we briefly discuss some of the essentials of the flow-based generative model that stands as the backbone to the conditional deep generative network.

### 3.3. Flow-based generative model

The flow-based generative model learns the data generative mechanism using normalizing flows. Normalizing flows basically consist of a sequence of invertible transformations that can transform a simple distribution $p_0(z_0)$ to a complex distribution $p(x)$ as illustrated in Fig. [1].
One can obtain the complex distribution \( p(\mathbf{x}) \) from a simple distribution \( p_0(\mathbf{z}_0) \) in the following steps. For simplicity, let us first derive the relationship between variable \( \mathbf{z}_{(E-1)} \) and \( \mathbf{z}_{(E-2)} \). First, we sample \( \mathbf{z}_{(E-2)} \sim p_{(E-2)}(\mathbf{z}_{(E-2)}) \). Then, we consider a bijective function \( f \) that maps between the variable \( \mathbf{z}_{(E-1)} \in \mathbb{R}^M \) and \( \mathbf{z}_{(E-2)} \in \mathbb{R}^M \), such that \( \mathbf{z}_{(E-1)} = f_{(E-1)}(\mathbf{z}_{(E-2)}) \) and \( \mathbf{z}_{(E-2)} = f_{(E-2)}^{-1}(\mathbf{z}_{(E-1)}) \). Next, using change of variables, we can compute \( p_{(E-1)}(\mathbf{z}_{(E-1)}) \):

\[
p_{(E-1)}(\mathbf{z}_{(E-1)}) = p_{(E-2)}(\mathbf{z}_{(E-2)}) \left| \det \frac{df_{(E-1)}^{-1}(\mathbf{z}_{(E-1)})}{d\mathbf{z}_{(E-1)}} \right|.
\]

Now taking log on both sides and further simplifying the above equation leads to the following:

\[
\log p_{(E-1)}(\mathbf{z}_{(E-1)}) = \log p_{(E-2)}(\mathbf{z}_{(E-2)}) - \log \left| \det \frac{df_{(E-1)}^{-1}(\mathbf{z}_{(E-1)})}{d\mathbf{z}_{(E-1)}} \right|.
\]

Finally, the above equation can be extended to obtain the complex distribution \( p(\mathbf{x}) \) where the transformation function should satisfy the following properties. First, the transformation must be invertible. Next, the Jacobian determinant should be easy to compute, and lastly, the input and the output dimensions must be the same. Therefore, the complex distribution \( p(\mathbf{x}) \) given \( \{\mathbf{z}_{E-1}, \ldots, \mathbf{z}_1, \mathbf{z}_0\} \) and the bijective function \( \{f_j\}_{j=1}^{E} \) can be computed as follows:

\[
\log p(\mathbf{x}) = \log p_0(\mathbf{z}_0) - \sum_{j=1}^{E} \log \left| \det \frac{df_j(\mathbf{z}_{j-1})}{d\mathbf{z}_{j-1}} \right|.
\]

Notably, an enormous effort has been made in developing models for normalizing flows \cite{36, 37, 38}. The real-valued Non-Volume Preserving (RealNVP) \cite{36} model is developed by constructing a sequence of normalizing flows.
flows by invertible bijective transformations, where each transformation is referred as the \textit{affine coupling layer} that basically satisfies the aforementioned properties. The real NVP model consists of forward and inverse propagation as illustrated in Fig. 2.

To enumerate the details of the real NVP, let us consider the forward propagation $f : x \rightarrow z$. Here, $x \in \mathbb{R}^M$ is considered as the input for the forward propagation. In the forward propagation, the input is split into two parts. The first part, $x_{1:m}$, $1 < m < M$ remains the same whereas the second part, $x_{m+1:M}$, undergoes transformation as follows:

$$z_{1:m} = x_{1:m},$$
$$z_{m+1:M} = x_{m+1:M} \odot \exp\left(s\left(x_{1:m}\right)\right) + t\left(x_{1:m}\right),$$

where, $s(\cdot)$ and $t(\cdot)$ are scale and translation functions, respectively, that are modeled by neural networks trained in the forward pass (Fig. 2(a)). Here, $\odot$ is the element-wise product. The above transformation is easy to invert and therefore the inverse propagation (Fig. 2(b)) with input $z \in \mathbb{R}^M$ is given as follows:

$$x_{1:m} = z_{1:m},$$
$$x_{m+1:M} = \left(z_{m+1:M} - t\left(z_{1:m}\right)\right) \odot \exp\left(-s\left(z_{1:m}\right)\right).$$

The Jacobian determinant for the above transformation is given by [30]:

$$J = \begin{bmatrix}
I_m \\
\frac{\partial z_{m+1:M}}{\partial x_{1:m}} \\
\end{bmatrix}_{m \times (M-m)} \begin{bmatrix}
0_{m \times (M-m)} \\
\text{diag}\left(\exp\left(s\left(x_{1:m}\right)\right)\right)
\end{bmatrix}.$$

Therefore, the Jacobian determinant is easy to compute. This invertible transformation together with Eq. (9) can be used to transform a simple distribution $p(z)$, say, for example, standard Gaussian distribution to a complex distribution $p(x)$.
Single-side affine coupling layer: As mentioned earlier, in a conventional affine coupling layer, the data is split into two parts such that the first part remains unchanged, whereas the second part goes through a transformation. In [36], the data is divided into two parts using the masking schemes, where the data is split spatially in a checkerboard pattern. However, in the problem considered in this work, we construct a single-side affine coupling layer, such that we process the given input as a single entity without dividing it into two components. In the manner, we retain the high-resolution information of the input during both the forward and inverse propagation processes. To illustrate the concept of the single-side coupling layer, let us consider the forward propagation \( f : x \rightarrow z \). Here, \( x \in \mathbb{R}^M \) is considered as the input to the forward propagation. The forward propagation for a single-side affine coupling layer is given as follows (see Fig. 3):

\[
\begin{align*}
  z_{1:m} &= x_{1:m}, \\
  z_{m+1:M} &= \exp \left( s \left( x_{1:m} \right) \right) + t \left( x_{1:m} \right).
\end{align*}
\]  

Figure 3: Illustration of the single-side affine coupling layer, where \( u_1 = x_{1:M} \), \( v_1 = z_{1:m} \) and \( v_2 = z_{m+1:M} \).

3.4. Conditional invertible neural network

In this section, we present the two- and three-dimensional inverse surrogate models by extending the concept of real NVP (as discussed in the previous section) by concatenating the observations \( \tilde{y} \) at multiple scales with the aid of a conditioning network to the affine coupling layer. Here, the observations \( \tilde{y} \) are not directly concatenated to the affine coupling layer, but rather we construct a conditioning network that will output the conditioning inputs to the invertible network at multiple scales. In this work, we construct the invertible network with several affine coupling layers at multiple scales. Therefore, our conditional invertible neural network (or inverse
surrogate) consists of an invertible network and a conditional network that
is trained in an end-to-end fashion.

Note that in recent years several conditional deep generative models have
been proposed [46, 47, 48]. However, there are few drawbacks associated with
existing conditional deep generative models, such as training stability issues
and hard to obtain samples with sharp features [43]. Therefore, in this work,
we use a flow-based generative model as it provides an exact log-likelihood
evaluation [36, 26]. The concept of concatenating the conditioning inputs to
the scale, \( s(\cdot) \), and shift, \( t(\cdot) \), networks is similar to the work of Geneva and
Zabaras [49] Zhu et al. [26] and Ardizzone et al. [43]. However, in this work,
the conditioning and the invertible architecture are modified to incorporate
the sparse observations present in the inverse problem.

3.4.1. Two-dimensional conditional invertible neural network

In this section, we enumerate the details regarding the construction of
a two-dimensional conditional invertible neural network. Aforementioned,
in this work, the conditional invertible neural network (inverse surrogate)
consists of two networks, namely, the conditioning network and the invertible
network.

The conditional network consists of \( L \) conditional blocks (in our imple-
mentation and the following schematics, \( L = 4 \), see Fig. [4]). The input to
the conditioning network are the observations \( \tilde{y} \). Here the output features
\( \{c_i\}_{i=1}^L \) at each conditional block as they derive from the observations \( \tilde{y} \) are
provided as the conditional input to the invertible network. In the first con-
ditional block, we unflatten the given observations channel-wise, i.e., in this
work, the observation to the network is a multi-channel input of size \( C_o \times T \),
where \( C_o \) is the number of observation channels, and \( T \) is the number of
observations. If we consider the multiphase flow problem of interest, then
the number of observation channels are the saturation at different time in-
stances and the pressure. The unflattening operation involves converting the
one-dimensional data into two-dimensional data. The resulting unflattened
feature maps are then passed to a transposed convolution layer, a ReLU
(Rectified Linear Unit), and then a transposed convolution layer to increase
the feature size. The ReLU is a non-linear activation function that is defined
as \( \text{ReLU}(x) = \max(0, x) \). The conditional blocks 2 and 3 perform the fol-
lowing operations: a ReLU followed by a transposed convolution layer and
then again a ReLU followed by a transposed convolution layer, thereby dou-
bling the feature size of the input to the respective conditional blocks. The
last conditional block \((L = 4)\) consists of the following operations: a \(ReLU\), average pooling that performs downsampling along the spatial dimensions by dividing the input feature into small patches, and evaluating the average values of each patch and finally flattening the average pooled feature. The flattened data is then passed through fully-connected layers. Here, the features extracted after each conditional block are considered as the conditional input features to the invertible network. Note that the conditional network has only a forward pass.

Figure 4: Multiscale 2-D conditional invertible neural network. Here, the blue dashed box is the invertible network with \(x\) as the input field and \(\{c_l\}_{l=1}^{L}\) as the output from the conditional network (indicated in brown dashed box) considered as the input to the invertible network. The figure shows the direction of the training (indicated in blue line) and testing processes (indicated in yellow line).

The invertible architecture transforms the latent space \(z\) that is concatenated at different scales to the input \(x\) conditioned on \(\{c_l\}_{l=1}^{L}\), where \(L\) is number of invertible blocks. In this work, we construct 4 invertible blocks with the first three blocks being convolutional invertible blocks and the last invertible block being a fully-connected block. Here, we denote \(\{x'\}_{l=1}^{L}\) as the output of each invertible blocks. The multiscale architecture is constructed such that the output \(\{x'\}_l\) of each convolutional invertible block is half the feature map size of its input \(\{x'\}_{l-1}\). Figure 4 illustrates the invertible and
conditional multiscale architectures. The output features \{c_l\} from the conditional network are provided as conditional input to the invertible network at different scales. More specifically, the output features \{c_l\} are concatenated with first half of the input features \(x_{1:m}\) (during forward propagation) or \(z_{1:m}\) (during inverse propagation) before they are passed to the scale \(s(\cdot)\) and shift \(t(\cdot)\) networks. Figure 5(b) shows the output features \{c_l\} are concatenated to the first half of the input data, \(x_{1:m}\), before passing to the scale \(s(\cdot)\). The details regarding the forward and reverse of each affine coupling layer with the conditioning of the output features \{c_l\} are provided in Table 1.

### Table 1: Forward and inverse propagation of each affine coupling layer conditioned on the output features \{c_l\}

| Forward | Inverse |
|---------|---------|
| \(x_{1,l-1}, x_{2,l-1}=\text{split}(x_{l-1}')\) | \(z_{1,l-1}, z_{2,l-1}=\text{split}(z_{l-1}')\) |
| \(\hat{x}_{1,l-1}=\text{concat}(\bar{x}_{1,l-1}, c_l)\) | \(\hat{z}_{1,l-1}=\text{concat}(\bar{z}_{1,l-1}, c_l)\) |
| \((s, t)=\text{AffineCouplingNetwork}(\hat{x}_{1,l-1})\) | \((s, t)=\text{AffineCouplingNetwork}(\hat{z}_{1,l-1})\) |
| \(\bar{x}_{2,l} = s \circ \bar{x}_{2,l-1} + t\) | \(\bar{z}_{2,l} = (\bar{z}_{2,l-1} - t) / s\) |
| \(\bar{x}_{1,l} = \bar{x}_{1,l-1}\) | \(\bar{z}_{1,l} = \bar{z}_{1,l-1}\) |
| \(x_{l} = \text{concat}(\bar{x}_{1,l}, \bar{x}_{2,l})\) | \(z_{l} = \text{concat}(\bar{z}_{1,l}, \bar{z}_{2,l})\) |

In this work, the permeability field is a single channel input feature of size \(C \times H \times W\), where \(C\) is the number of channels (here, \(C = 1\)), \(H\) is the height, and \(W\) is the width of the feature maps. Conventional affine coupling layer splits the data into two parts, where the first part remains the same and the second part goes through the transformation with the aid of the scale \(s(\cdot)\) and shift \(t(\cdot)\) networks. Therefore, we construct a single-side affine coupling layer for the convolutional invertible block-1, as illustrated in Fig. 3. Here, the output features \(c_3\) from the conditioning network are concatenated to the single channel input data before passing to the scale \(s(\cdot)\) as shown in Fig. 5(a).
Other convolutional invertible blocks consist of the regular affine coupling layer as enumerated in Section 3.3 and shown in 2. During the forward propagation, we split the output \( \{x_i\}_{i=1}^{L} \) of each convolutional invertible block channel-wise into two halves, where the first half \( x''_i \) is considered as the input to the next invertible block and the other half of the data \( z'_i \) is concatenated to the latent variable \( z \) as shown in Fig. 6. During inverse propagation, we divide the latent dimension \( z \) into three parts \( 1 < m_1 < m_2 < M \) such that the first convolutional part \( z_{(j)}^{(1:m_1)} \) is concatenated to the invertible block-2, where we first unflatten the data and then concatenate. Similarly,
the second part, $z^{(j)}_{(m_1:m_2)}$, is first unflattened and then concatenated to the invertible block-3 and the last part ($z^{(j)}_{(m_2:M)}$) is provided as the input to the fully-connected invertible block-4 as shown in Fig. 7. We also perform permutation that reverses the ordering of the channels [36] between two invertible blocks. The reasons for constructing the conditional network and the invertible network with multiscale features are the following. First, training the network with multiscale features helps in reducing the computational cost rather than training the model [50] with constant feature size. Second, conditioning the observations at multiscale features helps in the inference stage, i.e., the samples generated in the inference stage will be diverse and, at the same time, dependent on the observations. Lastly, the conditioning network is constructed in a multiscale structure, so that sparse information (or observation) is passed on to the higher-resolution features of the invertible network at multiple feature sizes.

Figure 6: Split forward operation during training, where the output from the previous invertible block $x'_l$ is divided channel-wise and the first half $x''_l$ is the input to the next invertible block. The other half of the data $x'_l$ is concatenated to the latent variable $z$. 
Figure 7: Split inverse operation during inference, where the latent space $z \in \mathbb{R}^M$ is divided into three parts $1 < m_1 < m_2 < M$ such that the first part ($z_{(1:m_1)}$) is concatenated to the invertible block-2, the second part ($z_{(m_1:m_2)}$) is concatenated to the invertible block-3 and the last part ($z_{(m_2:M)}$) is provided as an input to the fully-connected invertible block-4.

3.4.2. Three-dimensional conditional invertible neural network

In this section, we enumerate the details of the three-dimensional conditional invertible neural network. The concept of conditioning inputs to the scale $s(\cdot)$ and shift $t(\cdot)$ networks is similar to the two-dimensional conditional INN. However, the network architecture is modified to incorporate the data with depth $D$, height $H$, and width $W$ of the input features. Here, the three-dimensional conditional INN consists of two networks, namely, conditional network and invertible network as illustrated in Fig. 8.
Figure 8: Multiscale 3-D conditional invertible neural network. Here, the blue dashed box is the invertible network with $x$ as the input field and $\{c_l\}_{l=1}^4$ as the output from the conditional network (indicated in brown dashed box) considered as the input to the invertible network. The figure shows the direction of the training (indicated in blue line) and testing processes (indicated in yellow line).

In this work, the input to the model is a three-dimensional single-channel data, i.e., the input feature is of the size $C \times D \times H \times W$, where here, $C = 1$. Similar to the two-dimensional cINN, we implement the single-side affine coupling layer in the convolutional invertible block-1 and the conventional affine coupling layer for the other invertible blocks. Here, the scale $s(\cdot)$ and shift $t(\cdot)$ networks consist of three-dimensional convolutional blocks and ReLU. The three-dimensional convolutional blocks are constructed such that the output of each invertible block has the same feature size as that of the conditioning input at multiple feature sizes. Additionally, one can also add dropout \[51\] and also initialize the model parameters using Xavier weight initialization technique \[52\].

The conditional network consists of four conditional blocks, and the output of each block is considered as the conditional input to the invertible network. The first conditional block unflattens the observations channel-wise and depth-wise. Given a multi-channel observation of size $C_o \times D_o \times T$, where $C_o$ is the number of observation channels, $D_o$ is the depth-wise information and $T$ is the number of observations, the data is unflattened to obtain a three-dimensional representation. Then the data is passed to a 3-D
convolution transpose and ReLU to increase the feature size. In order to maintain the conditioning input to the same feature size of the output of each invertible blocks, a 3-D convolution transpose is performed at the end of each conditioning block. Conditional blocks-2 and 3 perform the following operations: a ReLU followed by a 3-D transposed convolution layer, and then again a ReLU followed by a 3-D transposed convolution layer, thereby doubling the feature size of the input to the respective conditional blocks. The last conditional block consists of average pooling the three-dimensional information and then flattening the data. The resulting flattened data is then passed through the fully-connected layer.

The details regarding the training and testing procedure for both the 2-D and 3-D models are provided in Section 4.3.3

4. Application

We consider here the PyTorch implementation of the proposed methodology in Section 3 for the inversion task in a multiphase flow with a random permeability field. All computer code and data can be found on https://github.com/zabaras upon publication of this work.

4.1. Identification of the permeability field of an oil reservoir

In this work, we consider a non-Gaussian permeability field with a $64 \times 64$ grid, as illustrated in Fig. 9(a) for the 2-D case and $4 \times 64 \times 64$ grid for the 3-D case. For the 2-D case, the left and right boundaries are Dirichlet, with pressure values 1 and 0, respectively. The boundary conditions for the upper and lower walls of the domain are Neumann, with zero flux. For the 3-D case, there is an injection well at the left bottom of the reservoir and a production well at the top right corner. For both the 2-D and 3-D cases, we assume a constant porosity $\phi = 0.25$. The permeability field for both cases is generated in the following steps. First, we consider a channelized field where the samples of size $64 \times 64$ for 2-D are cropped from a large training image [41]. Similarly, for the 3-D case, the samples of size $4 \times 64 \times 64$ are cropped from a large training data (available at http://www.trainingimages.org/training-images-library.html). As illustrated in Fig. 9(c), this field consists of two facies: high-permeability channels and low-permeability non-channel, which consists of 0’s and 1’s, respectively. Finally, we assign each facies with log-permeability values independently generated Gaussian random fields with constant mean
\( \mu \), and covariance function \( k \) specified in the following form \([15]\):

\[
k(\mathbf{r}, \mathbf{r}') = \sigma^2_{\log(K)} \exp \left( -\sqrt{\frac{(r_1 - r'_1)^2}{\ell_1} + \frac{(r_2 - r'_2)^2}{\ell_2}} \right), \tag{14}
\]

where \( \mathbf{r} = (r_1, r_2) \) and \( \mathbf{r}' = (r'_1, r'_2) \) denote two arbitrary spatial locations, \( \sigma^2_{\log(K)} \) is the variance, and \( \ell_1 \) and \( \ell_2 \) are the correlation lengths along the \( x \) and \( y \) axes, respectively. The length scales used in the training dataset were generate using Algorithm 1 and

\[
K(\mathbf{r}) = \exp(G(\mathbf{r})), \quad G(\cdot) \sim \mathcal{N}(\mu, k(\cdot, \cdot)). \tag{15}
\]

In this work, we assign each facies with log-permeability values independently generated Gaussian random fields with a mean value of 4 for high-permeability channels and 0 for low-permeability non-channel, i.e., in the imported channelized data, we replace 1 in the channelized data with one Gaussian random field and 0 with another Gaussian random field. For both the 2-D and 3-D cases, the means for the two facies, namely, low-permeability non-channel and high-permeability channel, are 0 and 4, respectively. Here, we train the cINN model with varying length-scales instead of training the model with a constant length scale (this will allow us to solve inverse problems with true log-permeabilities sampled from different length scales than those used for training). In this case, we obtain the length-scale samples using Algorithm 1 rather than sampling the length-scales uniformly \([53]\). This is due to the fact that small length-scales have more variability in the solution rather than larger length-scales, and therefore, we generate the length-scales samples which are more concentrated in the smaller length-scales regions as illustrated in Fig. 9[d]. As illustrated in Algorithm 1, the number of length scales pairs \( n \), and the lower bound \( h \) are pre-specified. In this work, we define \( n = 20 \) and \( h = 0.016 \). However, one can choose any number of length scale pairs \( n \) depending upon any prior information available. In this work, we have 20 pairs of length scales for both the 2-D and 3-D cases.
Algorithm 1: Sampling length scale for generating training data.

**Input:** Number of length-scale pairs $n$; lower bound $h$ initialization $\mathcal{H}$ and $\epsilon = 1$

**while** $\epsilon \leq n$ **do**

Sample $u = [u_1, u_2, u_3] \sim \mathcal{U}[0, 1]^3$

if $\exp(-u_1 - u_2) < u_3$ then

$\mathbf{l}_c = (l_x, l_y) = (h + u_1(1 - h), u_2(1 - h))$

$\mathcal{H} \leftarrow \mathbf{l}_c$

Increment $\epsilon \leftarrow \epsilon + 1$

**end**

**end**
Figure 9: (a) 2-D sample permeability $K$, (b) a channelized field where the samples of size $64 \times 64$ are cropped from a large training image, (c) a channelized field consists of two facies: high-permeability channels and low-permeability non-channel, (d) sampled pair of length-scales, and (e) 3-D sample permeability $K$ used for training the inverse surrogate.
4.2. Observations

In this section, we enumerate the details of the synthetic observations that are used for the multiphase flow. Here, the synthetic observations are generated by running the forward model with the permeability field as the input.

4.2.1. 2-D model

In this work, we obtain a set of noisy measurements by corrupting the observations with 1%, 3%, and 5% independent Gaussian noise. For the multiphase flow, we construct two configurations based on the saturation at 3-time instances (i.e., 100, 200, and 300 days). In configuration 1, the pressure is collected at $8 \times 8$, i.e., 64 observation locations, and the saturation is collected at the last time instant (i.e., 300 days) with 64 number of observations. In configuration-2, the pressure is collected at $8 \times 8$, i.e., 64 observation locations and the saturation is collected at all time instants (i.e., 100, 200, and 300 days) with $8 \times 8$ observations at each time instant and therefore resulting in 192 observation locations.

4.2.2. 3-D Model

In the present study for the 3-D model, we consider a set of noisy measurements by corrupting the observations with 1%, 2%, and 5% independent Gaussian noise. Here, we consider two configurations based on the saturation time instances (i.e., 100, 200, and 300 days). For configuration-1, we consider the pressure at $8 \times 8$ observation locations at each depth, and similarly, the saturation is collected at the last time step (i.e., $300^{th}$ day) with $8 \times 8$ observation locations at each depth. In configuration-2, we consider saturation at all the time instances (i.e., 100, 200, and 300 days) with $8 \times 8$ observations at each depth, and also, the pressure is collected at $8 \times 8$ observations at each depth.

4.3. Network design and training

In this work, we construct two networks, namely, the invertible and conditioning networks. The details regarding both networks are given in Section 3.4.

4.3.1. 2-D Model

The invertible network consists of four invertible blocks, as illustrated in Fig. 4. Each invertible block consists of the scale $s(\cdot)$ and shift $t(\cdot)$ networks.
Here, the first three blocks are fully-convolutional networks, and the last block is a fully-connected network. In the convolutional invertible blocks, the scale $s(\cdot)$ and shift $t(\cdot)$ networks are fully-convolutional networks with 4 convolutional layers. The output of each convolutional invertible blocks is half the feature map size of its input feature map size, i.e., $32 \times 32$, $16 \times 16$, and $8 \times 8$ are the output feature map size of the convolution invertible blocks–1, 2, and 3, respectively. The kernel size for all the convolutional layers is 3, and the stride is 1 for maintaining the same feature size. Here, the number of steps that each convolutional invertible block is evaluated are $F_1 = 6$, $F_2 = 5$ and $F_3 = 4$, and for the fully-connected invertible block $F_4 = 1$.

The conditional network consists of four conditional blocks, as illustrated in Fig. 4. Given the observations, the conditional blocks 1 – 3 double the feature sizes (ex. $16 \times 16$, $32 \times 32$, and $64 \times 64$) using the transposed convolution layers and each conditional blocks consist of two transposed convolution layers with 2 and 3 kernel size, respectively. The stride 1 and 2 are used to maintain the feature size and to decrease the feature size, respectively. The last conditional block contains an average pool that performs downsampling along the spatial dimensions and then flattens the downsampled image. Here, the feature extracted after each conditional block is considered as the conditional input to the respective invertible blocks.

### 4.3.2. 3-D Model

In the 3-D model, we consider the observations at each depth and the number of observation locations are $8 \times 8$ at each level and therefore resulting in 256 observation locations. Similarly to the 2-D, we consider four invertible blocks that consist of the scale $s(\cdot)$ and shift networks $t(\cdot)$. The first three invertible blocks are fully 3-D convolutional networks and each block consists of four 3-D convolutional layers. Also, the output of each convolutional invertible blocks is half the feature map size of its input feature map size. The kernel size and the stride are 3 and 1, respectively.

Similarly to the 2-D framework, we consider four conditional blocks. Given the observations, the first three conditional blocks double the feature size of their input feature size using the 3-D transposed convolution layers. Here, the kernel size for the first three conditional blocks are 2 and 3, respectively. Lastly, we perform the average pooling in the last conditional block and flatten the data.
4.3.3. Training

In this section, we provide the training procedure for the cINN model. Given a set of training data \( \mathcal{D} = \{ \mathbf{x}^i, \tilde{\mathbf{y}}^i \}_{i=1}^{N} \), where \( \mathbf{x}^{(i)} \) is the non-Gaussian permeability field (input) and \( \tilde{\mathbf{y}}^{(i)} \) is the corresponding pressure and saturation observations at specific locations on the domain, the objective is to learn a probabilistic inverse surrogate model that specifies a conditional density \( p_{\theta}(\mathbf{x}|\tilde{\mathbf{y}}) \), where \( \theta \) are the model parameters.

In this work, the 2-D and the 3-D surrogate models are trained with \( N = 6000, 8000, \text{ and } 10000 \) training data (\( \mathcal{D} \)). Aforementioned, we develop a surrogate model that maps the noisy and the sparse observations \( \tilde{\mathbf{y}}^{(i)} \) to the non-Gaussian field \( \mathbf{x}^{(i)} \). This inverse mapping is confined to a broad prior distribution of the permeability field with which we train our cINN model. Here, the set of training data is obtained by evaluating the forward (well-posed) model. The cINN model simultaneously trains to compute the invertible network parameters, \( \theta_I \), and the conditional network parameters, \( \theta_g \), in an end-to-end fashion on a NVIDIA Tesla V100 GPU card. As illustrated in Fig. 4 for 2-D and Fig. 8 for 3-D (indicated in blue arrow), we provide the observations, \( \tilde{\mathbf{y}} \), as the input to the conditioning network and the non-Gaussian field, \( \mathbf{x} \), as the input to the invertible network during the training process. The mini-batch size considered for both the 2-D and 3-D cases is \( Q = 16 \) for all the training cases considered. Here, we train the 2-D model for 100 epochs and the 3-D model for 200 epochs. For both models, the Adam optimizer [54] was considered with a learning rate of \( 1 \times 10^{-4} \) for the 2-D case and \( 5 \times 10^{-5} \) for the 3-D case. For the 2-D case, the weight decay value is \( 1e-5 \), and for the 3-D case, the weight decay value is \( 5e-6 \). In this work, we consider the number of invertible blocks to be \( 4 \) (\( L = 4 \)). At the end of the training process, the invertible network parameters, \( \theta_I \), and the conditional network parameters, \( \theta_g \), are computed such that the trained surrogate model will then allow us to estimate the unknown permeability field for given sparse and noisy observations. As discussed earlier, even though deep generative models have shown a great potential to generalize, the unknown underlying true permeability is assumed here to be well represented by the assumed broad prior model. The training procedure is illustrated in Algorithm 2.

During training, the input to the invertible network is the permeability field \( \mathbf{x}^{(i)} \). Let us consider the output of each invertible block to be \( \{ \mathbf{x}^{(i)} \}_{l=1}^{L} \), where \( L \) is number of invertible blocks that includes both the convolutional
invertible blocks \( L = 1, 2, 3 \) and the fully-connected invertible block \( L = 4 \). Here, the output \( \{x^{'(i)}\}_i \) of each convolutional invertible block will be half the feature map size of its input \( \{x^{(i)}\}_{i-1} \) feature map size. For example, in the 2-D case, if the feature size of the input field \( x^{(i)} \) is \( C \times H \times W \), where \( C \) is the number of channels, \( H \) is the height, and \( W \) is the width of the feature size, then, the output \( x^{(i)}_1 \) for the first invertible block \( L = 1 \) will be \( 4C \times H/2 \times W/2 \). The last fully-connected invertible block consists of the same input \( x^{(i)}_3 \) and output \( x^{(i)}_4 \) dimensions. As illustrated in Fig. 6, we split the output of each convolutional invertible block channel-wise into two halves, where the first half is considered as the input \( x^{(i)}_l \) to the next invertible block and the other half of the data \( z^{(i)}_l \) is concatenated to the latent variable \( z \). As enumerated in Section 3.3, the dimension of the input \( x^{(i)} \) and the latent space \( z^{(i)} \) should be the same for the transformation function to be bijective. Therefore, the dimension of the latent space \( z^{(i)} \) which includes the output of the fully-connected invertible block \( x^{(i)}_4 \) and the concatenation from the other invertible blocks \( (z^{(i)}_2 \text{ and } z^{(i)}_3) \) should be same as the dimension of the input \( x^{(i)} \). Also, the output of each conditional blocks \( \{c_l\} \) from the conditioning network is concatenated to the scale \( s(\cdot) \) and shift \( t(\cdot) \) networks.

**Loss function.** Let us define the loss function that is used for training our cINN model. Given a set of training data \( \mathcal{D} = \{x^i, \tilde{y}^i\}_{i=1}^N \), let us consider the maximum a posteriori (MAP) estimate of the model parameters \( \theta \):

\[
\theta^* = \arg\max_{\theta} \prod_{i=1}^N p(\theta|x^{(i)}, \tilde{y}^{(i)}).
\]

Here, the model parameters, \( \theta \), include the invertible network parameters, \( \theta_I \), and the conditional network parameters \( \theta_g \), i.e., \( \theta = [\theta_g, \theta_I] \). Now, Eq. (16) can further be simplified as follows:

\[
\theta^* = \arg\max_{\theta} p(\theta) \prod_{i=1}^N p(x^{(i)}|\tilde{y}^{(i)}, \theta),
\]

where \( p(\theta) \) is the prior on the model parameters and the evaluation of the conditional likelihood \( p(x^{(i)}|\tilde{y}^{(i)}, \theta) \) is discussed next.

In this work, the invertible network is constructed using the concepts of the flow based generative model (as discussed in Section 3.3). Therefore, given a latent variable \( z \) and its known probability density function \( z \sim p(z) \),
a bijection \( f_\theta(\cdot) \) (see Fig. 10) is introduced, that is parametrized by the model parameters \( \theta \) and conditioned on the data \( y \), that maps the input \( x \) to \( z \sim p(z) \). Through the change of variables formula, we can write the following conditional likelihood:

\[
p_\theta(X | \tilde{Y}) = \prod_{i=1}^{N} p(f_\theta(x^{(i)}, \tilde{y}^{(i)})) \cdot \left| \text{det} \left( \frac{\partial (f_\theta(x^{(i)}, \tilde{y}^{(i)}))}{\partial x^{(i)}} \right) \right|,
\]

where, \( X = \{x^1, x^2, \ldots, x^N\} \), \( \tilde{Y} = \{\tilde{y}^1, \tilde{y}^2, \ldots, \tilde{y}^N\} \) and the latent variable \( z^{(i)} = f_\theta(x^{(i)}, \tilde{y}^{(i)}) \). Therefore, the conditional log-likelihood \( \log p_\theta(X | \tilde{Y}) \) can be exactly evaluated as the following:

\[
\log p_\theta(X | \tilde{Y}) = \sum_{i=1}^{N} \log p(f_\theta(x^{(i)}, \tilde{y}^{(i)})) + \log \left| \text{det} \left( \frac{\partial (f_\theta(x^{(i)}, \tilde{y}^{(i)}))}{\partial x^{(i)}} \right) \right|. \quad (19)
\]

The MAP estimate in Eq. (17) can then be re-written as the minimization of the following loss function:

\[
\mathcal{L} = -\sum_{i=1}^{N} \left[ \log p(f_\theta(x^{(i)}, \tilde{y}^{(i)})) + \log \left| \text{det} \left( \frac{\partial (f_\theta(x^{(i)}, \tilde{y}^{(i)}))}{\partial x^{(i)}} \right) \right| \right] - \log p(\theta). 
\]

(20)

In this work, we consider a standard normal distribution for the latent variable \( p(z) \). Therefore, \( \log p(f_\theta(x^{(i)}, \tilde{y}^{(i)})) \) can be further simplified as \( \frac{1}{2} \left\| f_\theta(x^{(i)}, \tilde{y}^{(i)}) \right\|_2^2 \). Therefore,

\[
\mathcal{L} = \sum_{i=1}^{N} \left[ \frac{1}{2} \left\| f_\theta(x^{(i)}, \tilde{y}^{(i)}) \right\|_2^2 - \log \left| \text{det} \left( \frac{\partial (f_\theta(x^{(i)}, \tilde{y}^{(i)}))}{\partial x^{(i)}} \right) \right| \right] - \log p(\theta). \quad (21)
\]

Here, we consider a Gaussian prior on the model parameters \( p(\theta) \) with mean 0 and variance \( \sigma_\theta^2 \). Therefore,

\[
\mathcal{L} = \frac{1}{N} \sum_{i=1}^{N} \left[ \frac{1}{2} \left\| f_\theta(x_i, \tilde{y}_i) \right\|_2^2 - \log |J_i| \right] + \tau \| \theta \|_2^2, \quad (22)
\]

where, \( \tau = 1/2\sigma_\theta^2 \) and the Jacobian determinant \( J_i = \text{det} \left( \frac{\partial (f_\theta(x_i, \tilde{y}_i))}{\partial x^{(i)}} \right) \). The training process is shown in Fig. 10(a). Here, the \( L_2 \) regularization is
implemented using PyTorch optimizers [55] by providing the weight decay value ($\tau$). As illustrated in Algorithm 2, the Jacobian for each invertible block is calculated separately using Eq. (12) and then summed over all the blocks. Therefore, the determinant of the Jacobian in Eq. (22) is computed as the summation of all the individual determinants of the Jacobians in the flow model.

The minimization of the above regularized loss function makes it feasible to compute the solution of the inverse problem of interest. Regularization is introduced in multiple ways both explicitly (in terms of the prior parameter model) but also implicitly via the conditioning process. Recall that the sparse observations are mapped during training to higher-resolution features at multiple scales using the conditional network. This in principle conditions the training process as if we had smooth observations in the whole domain. Similarly, once the model is trained, the upscaling of the given observation data in the inverse problem aid us in computing the conditional density $p(x|y)$ and recovering the unknown high-dimensional input field. For example, in the 2-D case, given the $8 \times 8$ pressure/saturation observations at specific locations of the domain, we upscale this incomplete information to $16 \times 16$, $32 \times 32$ and $64 \times 64$, respectively.

![Figure 10: (a) Training of the cINN model and (b) testing of the cINN model. During training, apart from $z$, we also obtain the Jacobian (not shown in this Figure) from $f_{\theta}(\cdot)$. Details regarding the Jacobian can be found in Section 3.3 and its implementation in Algorithm 2.](image)

4.3.4. Testing

Once the invertible network parameters, $\theta_I$, and the conditional network parameters, $\theta_g$ are computed using Algorithm 2, we can proceed to the solution of the inverse problem and estimate the unknown permeability field, $\hat{x}$, for an unseen (not used during training) pressure and saturation observation.
data, \( \tilde{y} \). As discussed earlier, we are assuming that the unknown (ground truth) \( x \), lies within the space specified by our broad prior model \( p(x) \). The inversion process is as follows. First, we sample \( z \) from a standard normal distribution with \( S = 1000 \) samples: \( Z = \{z^{(j)}\}_{j=1}^{S} \), where \( z^{(j)} \sim \mathcal{N}(0, 1) \) and provide these samples as the input to the invertible network that consists of several affine coupling layers. Simultaneously, we also provide the observations, \( \tilde{y} \), as the input to the conditioning network as shown in Fig. 4 for 2-D and Fig. 8 for 3-D (indicated in yellow arrow). As enumerated in Section 3.3, these affine coupling layers are referred as the invertible bijective transformation function. Therefore, taking the advantage of the bijective nature of the affine coupling layers one can obtain the input field \( \{\hat{x}^{(j)}\} \) given the latent variable \( z^{(j)} \) conditioned on the observations, \( \tilde{y} \), such that for \( j = \{1, \ldots, S\} \) (see Fig. 10(b)): \[
\hat{x}^{(j)} = f_{\theta}^{-1}(z^{(j)}, \tilde{y}).
\] The above inversion operation of transforming the latent variable \( z^{(j)} \) to the input field \( \hat{x}^{(j)} \) conditioned on the observations \( \tilde{y} \) using the transformation function \( f^{-1}(\cdot) \) is performed as follows. Consider \( z^{(j)} \in \mathbb{R}^M \) to be the latent variable sampled from a standard Gaussian distribution. Here, we first split the latent dimension into two parts \( 1 < m < M \) such that the first part \( (z_{1:m}^{(j)}) \) remains the same, therefore, \( \hat{x}^{(j)}_1 = z_{1:m}^{(j)} \) and the second part \( z_{m+1:M}^{(j)} \) undergoing through the transformation with the concatenation of the observation \( \tilde{y} \) resulting in \( \hat{x}^{(j)}_2 \) as illustrated in Table 1. Now we concatenate \( \hat{x}^{(j)}_1 \) and \( \hat{x}^{(j)}_2 \) to obtain the input field \( \hat{x}^{(j)} \). Note that this inverse mapping is different from the traditional forward deterministic approach where the output is just a mere point estimate. However, in this work, during testing, the cINN model provides us samples of the input field for given observation data. This is due to the nature of the design of our neural network that hinges on the concept of generative models [36], where the output will be the samples of the input field conditioned on the observations \( \tilde{y} \). The latent variable that is the input to Eq. (23) is sampled from a standard Gaussian distribution. Once the input field for all the samples \( S \) is predicted, we then estimate the predictive mean and 95% confidence interval for all the predicted input fields. In this work, we also present a one-dimensional cut along the diagonal of the domain.

Algorithm 3 illustrates the inversion process using the cINN model for a given pressure and saturation observation data, \( \tilde{y} \). Aforementioned in Section 3.4 and the network design for the 2-D and 3-D models described in this
section, the invertible network is designed with four invertible blocks. During the inference process, we first sample \( z^{(j)} \in \mathbb{R}^M \) from a standard Gaussian distribution. As shown in Fig. 7, we split the latent dimension into three parts \( 1 < m_1 < m_2 < M \) such that the first part \( z^{(j)}_{(1:m_1)} \) will be concatenated to the invertible block-2, the second part \( z^{(j)}_{(m_1:m_2)} \) will be concatenated to the invertible block-3 and the last part \( z^{(j)}_{(m_2:M)} \) will be provided as the input to the fully-connected invertible block-4. In this work, \( m_1 = M/2 \), and \( m_2 = 3M/4 \). During the inversion process, let us consider the output of each invertible block to be \( \{z^{(j)}_l\}_{l=1}^L \), where \( L \) is number of invertible blocks that includes both the convolutional invertible blocks \( (L = 1, 2, 3) \) and the fully-connected invertible block \( L = 4 \). Here, in the inversion process, the output of each convolutional invertible block will be twice the feature map size of its input feature map size. For example, in the 2-D case, if the input \( z^{(j)}_2 \) feature size for the invertible block-2 \( (L = 2) \) is \( 4C \times H/2 \times W/2 \) then, the output \( z^{(j)}_1 \) feature size will be \( C \times H \times W \). Similar to the training, in the inference stage, the output of each conditional blocks \( \{c_l\} \) from the conditional network is concatenated to the scale \( s(\cdot) \) and shift \( t(\cdot) \) networks. In this work, other than mean NLL the relative \( L_2 \) error is considered as the evaluation metric:

\[
L_2 = \frac{1}{N} \sum_{i=1}^{N} \frac{\|\bar{x}^{(i)} - x^{(i)}\|_2}{\|x^{(i)}\|_2},
\]

(24)

where \( \bar{x}^{(i)} \) is the mean of the predicted permeability samples \( \bar{x} = \frac{1}{S} \sum_{j=1}^{S} p(x|\tilde{y}, \theta) \) and \( x^{(i)} \) is the corresponding ground truth permeability field. For both models, 128 test data was considered and \( S = 1000 \) samples were generated using the invertible network.

5. Results and Discussion

In this section, the results for the two-dimensional and three-dimensional inverse multiphase flow problem are presented. In the present study, the inverse surrogate model is trained with 6000, 8000, and 10000 training data and tested with 128 data. Here each training and the test data consists of a pair the permeability field and the corresponding pressure and saturation observations. Both the training and test data are generated using the MRST software [56]. Aforementioned, in this work, for both the 2-D and 3-D cases,
Algorithm 2: Training procedure for the inverse surrogate model.

**Input:** Input: Training data: \( \{x^{(i)}, \tilde{y}^{(i)}\}_{i=1}^N \), number of epochs: \( E_{\text{train}} \), learning rate: \( \eta \), number of steps in each flow model (each scale): \( F \) and number of scales: \( L \).

**for** epoch = 1 to \( E_{\text{train}} \) **do**

Sample a minibatch from the training data: \( \{x^{(i)}, \tilde{y}^{(i)}\}_{i=1}^Q \) and pass the observations \( \{\tilde{y}^{(i)}\}_{i=1}^Q \) to the conditioning network to obtain the conditioning inputs \( \{c^{(i)}_{l}\}_{i=1,l=1}^{Q,L} \).

Pass the input \( \{x^{(i)}\}_{i=1}^Q \) to the invertible network:

**for** \( l = 1 \) to \( L \) **do**

\[
x^{(i)}_0 = x^{(i)}
\]

\[
\text{if } 1 < l < L \text{ then }
x^{(i)}_l, J^{(i)}_l = f_{l, \theta_l}(x^{(i)}_{l-1}, c^{(i)}_l) \quad \triangleright \text{ } f \text{ is the invertible network that includes permutation and } F \text{ steps.}
x^{(i)}_l, z^{(i)}_l = \text{Split}(x^{(i)}_l)
\]

\[
\text{else if } l = L \text{ then }
x^{(i)}_l, J^{(i)}_l = f_{l, \theta_l}(x^{(i)}_{l-1}, c^{(i)}_l)
\]

\[
\text{else if } l = 1 \text{ then }
x^{(i)}_l, J^{(i)}_l = f_{l, \theta_l}(x^{(i)}_{l-1}, c^{(i)}_l)
\]

\[
\hat{z}^{(i)} = \text{concatenate}\{z^{(i)}_l, x^{(i)}_L\}_{l=2}^L
\]

Compute \( J^{(i)}_{\text{final}} = \sum_{l=1}^L J^{(i)}_l \)

\[
\mathcal{L} = \text{Loss}(\hat{z}^{(i)}, J^{(i)}_{\text{final}}) \quad \triangleright \text{ Loss is evaluated using Eq. } (22)
\]

\[
\nabla \theta \leftarrow \text{Backprop}(\mathcal{L})
\]

\[
\theta \leftarrow \theta - \eta \nabla \theta
\]

**Output:** Result: Simultaneously trained invertible and conditional network.
Algorithm 3: Inverse solution: Conditional invertible neural networks.

**Input:** Input: Trained invertible and conditional network and \( \tilde{y} \) (observations)

\[ z^{(j)} \sim \mathcal{N}(0, 1); \ Z = \{ z^{(j)} \}_{j=1}^{S} \] and \( z^{(j)} \in \mathbb{R}^M \). Here, \( S \) is number of samples.

Split the latent dimension into \((L - 1)\) parts

\( m_0 < m_1 < \cdots < m_{L-1} < m_L \):

\[ \{ z^{(j)}_{(m_{l-1};m_l)} \}_{l=1}^{L} \]. Here, \( m_0 = 1 \) and \( m_L = M \). Fig. 7 shows the latent dimension split into three parts.

\[ \tilde{y} = \text{tile}(\hat{y}); \ \tilde{y} = \{ \tilde{y}^{(j)} \}_{j=1}^{S} \] tile: constructs a new array by repeating \( \tilde{y} \)

Pass the observations \( \{ \tilde{y}^{(j)} \}_{j=1}^{S} \) to the conditioning network to obtain the conditioning inputs \( \{ c^{(j)} \}_{j=1,l=1}^{S,L} \):

\[ c^{(j)} = g_{\theta_i}(\tilde{y}^{(j)}). \]

Pass the samples \( \{ z^{(j)} \}_{j=1}^{S} \) to the invertible network:

**for** \( l = 1 \) **to** \( L \) **do**

\[ z_{(m_{l-1};m_l)}^{(j)} = z^{(j)} \]

**if** \( l = L \) **then**

\[ z_{(m_{l-1};m_l)}^{(j)} = f_{l,\theta_i}^{-1}(z_{(L-1)}^{(j)}, c^{(j)}_{(l)}) \quad \triangleright \quad f^{-1} \text{ is the inverse mapping that includes permutation, } F \text{ steps and split} \]

**else if** \( 1 < l < L \) **then**

\[ \hat{z}^{(j)} = \text{concatenate}\{ z_{(l+1)}, z_{(l-2)} \}_{l=2}^{L} \]

\[ z_{(m_{l-1};m_l)}^{(j)} = f_{l,\theta_i}^{-1}(\hat{z}^{(j)}, c^{(j)}_{(l)}) \]

**else if** \( l = 1 \) **then**

\[ \hat{x}^{(j)} = f_{l,\theta_i}^{-1}(z^{(j)}_{(1)}, c^{(j)}_{(l)}) \]

**Output:** Samples: \( \{ \hat{x}^{(j)} \}_{j=1}^{S} \)
we consider two different configurations, three different noise levels, and three
different numbers of training data for a multiphase flow problem as described
in Section 2. For the present problem, the number of observations and the
location of the observations for a given 2-D or 3-D domain is fixed, i.e., we
consider $8 \times 8$ observations for a given two-dimensional domain and for the
3-D domain, we consider $8 \times 8$ observations at each depth. In the present
study, we investigate the effect of the number of saturation data (considered
at regular time instants), the effect of the number of training data, and,
finally, the effect of observation noise for both the two- and three-dimensional
data.

5.1. Varying the number of training data

In this work, we train the 2-D and 3-D cINN surrogate model with
$N = 6000$, $8000$, and $10000$ training data. Here, the synthetic training data
consists of the permeability field and the corresponding pressure and satu-
ration observations that are obtained using the forward (well-posed) model.
The mini-batch and the learning rate remain the same when training for all
three training data sets. The details regarding the training procedure and hy-
perparameters of the model were discussed earlier in Section 4.3. The mean,
samples of the predicted log-permeability field, and the ground truth for the
configuration-1 and configuration-2 test data, where the model trained with
10000 training data and 1% observation noise are shown in Fig. 11 for 2-D
case and Fig. 13 for 3-D, respectively. For the same setup, we show the
standard deviation in Fig. 12 for 2-D and Fig. 14 for 3-D case. For both
the cases, we observe that the predicted mean of all the samples illustrates
a similar channel structure as that of the ground truth. Also, the individual
samples have similar high-permeability channels and for low-permeability
non-channel patterns compared to the actual ground truth sample. Note
that we do not apply any thresholding step or any post-processing as on the
predicted samples.

We show the 2-D and 3-D test mean NLL error during training with
various training data in Fig. 17(a)-(b) and Fig. 18(a)-(b) for 1% observation
noise and configuration-2, respectively. Overall the cINN surrogate model
converges around 50 epochs for the 2-D case and 150 epochs for the 3-D case
when the model is trained with $6000$, $8000$, and $10000$ training data. Also,
we observe that the mean NLL loss decreases as we increase the number of
training data, and this trend is also observed in configuration-1. Figure 17(c)
-(d) shows the test relative $L_2$ error for configuration-1 and configuration-2,
respectively. Similarly, we show the test relative $L_2$ error for the 3-D case for both configurations in Fig. 18(c)-(d). In each sub-figure, we show the performance of the inverse surrogate for various training data and observation noise. In all the cases, the test relative $L_2$ error for each test data, the predictive mean of the log-permeability is estimated with $S = 1000$ samples from the conditional density by sampling 1000 realizations of noise $Z = \{z^{(i)}\}_{i=1}^S$ as illustrated in Algorithm 3. In sub-figures, Fig. 17(c)-(d) for the 2-D case and Fig. 18(c)-(d) for the 3-D case, we observe that the test relative $L_2$ error decreases as we increase the number of training data from the 6000 to 10000 and we observe this trend for all values of the observation noise.
Figure 11: For each subfigure (a) configuration-1 and (b) configuration-2: first image (first row and first column) shows the actual log-permeability field, second image (first row and second column) shows the mean for all the samples and the other images (second row) are samples.
Figure 12: Standard deviation of the predicted log-permeability based on the generated samples (a) configuration-1 and (b) configuration-2.
Figure 13: For each subfigure (a) configuration-1 and (b) configuration-2: first image (first row and first column) shows the actual log-permeability field, second image (first row and second column) shows the mean for all the samples and the other images (second row) are samples.
Figure 14: Standard deviation of the predicted log-permeability based on the generated samples (a) configuration-1 and (b) configuration-2.

Figure 15: One-dimensional cut along the diagonal of the domain. (a)-(c) configuration-1 for 1%, 3%, and 5%, respectively. (d)-(f) configuration-2 for 1%, 3%, and 5%, respectively. The green curve is the actual (ground truth) field; the blue curve is the mean log-permeability, and the blue shaded area is 95% confidence interval.
5.2. Effect of the number of observations

In the present study, we consider two configurations by varying the number of observations in the temporal component. Specifically, we consider the saturation observations at the last time instant and three regular time instants. For the 2-D, we consider a one-dimensional cut along the diagonal of the domain, as illustrated in Fig. [15]. For the 3-D case, we first consider a two-dimensional cut at depth $D = 4$ and then a one-dimensional cut along the diagonal of that 2-D domain.

For both the 2-D and 3-D cases, we observe the following. First, we see that the width of the confidence interval of the predicted permeability gradually reduces as the number of observations increases. For example, if we compare configuration-1 and configuration-2, we observe a decrease in the confidence interval’s width as we increase the number of observations. At the same time, the approximate mean posterior permeability gradually follows the trend of the ground truth as we increase the number of observations. Also, the confidence interval is high near the corner pixels of the permeability
field as the inverse problem is very ill-conditioned, i.e., the number of data (observation data) is not sufficient to completely specify the input permeability field. Next, from Fig. 17(c)-(d) and Fig. 18(c)-(d), for a given number of training data and observation noise, the relative $L_2$ error decreases as the inverse surrogate is trained with more number of observations. Overall, the addition of the saturation data ($S_1$, $S_2$ and $S_3$) over a regular interval of time helps in improving the accuracy of the inverse prediction.

2-D

Figure 17: (a) Test mean NLL loss for various training data with 1% observation noise. The inverse surrogate model is trained with configuration-2, (b) Test mean NLL loss for various levels of observation noise with 10000 training data. The surrogate model is trained with configuration-1, (c) The relative $L_2$ error of the predicted mean of the permeability samples for configuration-1 with varying training data and different levels of observation noise and (d) The relative $L_2$ error of the predicted mean of the permeability samples for configuration-2 with varying training data and different observation noise.

5.3. Effect of the observation noise

The effect of the pressure and saturation observation noise plays a vital role in evaluating the performance of the developed 2-D and 3-D inverse
surrogate model. In this work, we train the inverse surrogate with 1%, 3%, and 5% Gaussian noise for both configurations. As illustrated from the one-dimensional cut along the diagonal of the domain in Fig. 15 and Fig. 16, the inverse surrogate model was trained with 10000 training data. For both the 2-D and 3-D cases, we observe that as the observation noise decreases from 5% to 1%, the width of the confidence interval reduces. Fig. 17 (b) for 2-D and Fig. 18 (b) for 3-D shows the test mean NLL for various levels of observation noise, and it can be seen that the inverse surrogate model performs well even for the highest observation noise and the test mean NLL decreases as the observation noise is reduced from 5% to 1%. We also report the relative $L_2$ for both configurations with different observation noise levels. Here, we observe for both configurations that the observation noise plays the predominant effect on the prediction of the model with very few pressure and saturation observations. One can observe a similar trend as that of the test mean NLL, i.e., as the observation noise decreases, the $L_2$ values decrease. From the test mean NLL plot and the relative $L_2$ plot for various observation noise, we observe that the 2-D performs slightly better than the 3-D model due to the additional dimensionality of depth in the 3-D model.
Figure 18: 3-D: (a) Test mean NLL loss for various training data with 1% observation noise. The surrogate model is trained with configuration-2, (b) Test mean NLL loss for varying levels of the observation noise with 10000 training data. The surrogate model is trained with configuration-1, (c) The relative $L_2$ error of the predicted mean of the permeability samples for configuration-1 with varying training data and observation noise and (d) The relative $L_2$ error of the predicted mean of the permeability samples for configuration-2 with varying training data and observation noise.

6. Conclusions

We outlined the development of a surrogate model that maps the sparse and noisy pressure and saturation observations to a high-dimensional non-Gaussian permeability field. In this work, we construct a two- and three-dimensional inverse surrogate models that will allow us to estimate the unknown input field given the incomplete and noisy observations. The inverse surrogate model is a multiscale conditional invertible neural network (cINN) that consists of an invertible network and a conditioning network. Both networks are trained in an end-to-end fashion by maximizing the conditional log-likelihood evaluated through the change of variables. The inverse surrogate model was then demonstrated on an inverse multiphase flow problem.
with various numbers of training data, observation data, and lastly, different levels of the observation noise. The predicted output samples of the non-Gaussian permeability field from the model trained with limited pairs of pressure and saturation observations and the permeability field were diverse with the predictive mean being close to the ground truth.

One could further extend the presented model to a dynamic setting (sequential inversion tasks) by introducing modern architectures such as long short-term memory [57] [58] [59] [60]. Simultaneous identification of the permeability and time-dependent source terms is also a natural extension [61].
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