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Deep Hierarchical Non-negative Matrix Factorization for Clustering Short Text

Wathsala Anupama Mohotti and Richi Nayak
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Abstract. This paper proposes a deep hierarchical Non-negative Matrix Factorization (NMF) method with Skip-Gram with Negative sampling (SGNS) to learn semantic relationships in short text data. The proposed unsupervised method learns a dense lower-order text presentation by minimizing the encoding and decoding error of factor matrices. Semantically-enriched dense text representation is constructed using the factor matrices where clusters are identified. We empirically evaluate the effectiveness of the method against the state-of-the-art short text clustering methods and deep neural embedding based methods.
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1 Introduction

Social media platforms are a popular networking mechanism that allow users to disseminate information and assemble social views based on short-text communication [6]. A short text data faces sparsity and low word co-occurrences that create challenges for unsupervised text mining to identify groups or topics or concepts within the data. Recently, supervised deep learning methods based on shallow auto-encoder to deep auto-encoders using Recurrent Neural Networks (RNN) [10] and Convolutional Neural Network (CNN) [10] have been used in learning deep feature representation [24]. However, discovering a dense representation for short text in a fully unsupervised manner is essential in many applications to identify the clusters or concepts or topics.

Non-negative Matrix factorization (NMF) [12], which maps the high-dimensional text representation to a lower-dimensional representation, has become popular in text clustering due to its capability to learn part-based lower-order representation where groups can be identified accurately [1, 14]. Though the decomposed factor matrices are considerably dense in traditional text data and can be used to identify clusters, extreme-spareness in short text challenges them in identifying dense factor matrices for the short text data.

In this paper, we present a novel method of deep Hierarchical NMF in which input data undergoes a special normalization which results in an effect similar to word embedding. This allows NMF to identify dense factor matrices incorporating contexts in the short text data. This technique is similar to Skip-Gram
modelling with negative sampling (SGNS) when used with NMF. To the best of our knowledge, the proposed method, named as SG-DHNMF, is the first method that aims to (1) capture the semantic relationship in the short text data by analysing the pairwise documents similarity aligning with SGNS modeling and (2) progressively identify lower-rank factor matrices with each layer of hierarchical NMF that encodes the information of sparse document representation in each iteration. We conjecture that hierarchical factorization of document × document matrix into lower order can embed the geometrical structure of sparse data by combining the nearest neighbor (NN) information in each projection step. Empirical analysis with several Twitter datasets reveals that SG-DHNMF can handle sparsity in short text and outperforms the state-of-the-art short text clustering methods in finding accurate clusters.

2 Related Work

Document Expansion These methods typically expand the feature vectors by adding relevant terms to deal with the sparsity in data [2, 7, 9]. A common approach is to use external knowledge sources for document expansion such as Wikipedia [2], WordNet [7], and ontologies [9]. Currently, word embedding-based pre-trained models such as word2vec [15], doc2vec [11], Glove [19] and Skip-Gram [17] have been used by exploiting semantic relationships in the data. However, short text in social media enriched using these static external sources provide inadequate information due to semantic incoherence [18]. Social media data includes unstructured phrases that result in a huge variance to traditional text vocabulary. Self corpus-based expansion is proposed as an alternative semantically aligned method in which concepts are identified in the collection for augmentation using clustering [8] or topics based on term frequency probabilities [18]. However, all these methods face challenges in dealing with the fewer word co-occurrences and the unstructured nature of the micro-blogging data [11].

Supervised deep feature learning Deep neural networks have been successfully used in feature learning. Deep auto-encoder [4] was one of the first models used in the text representation. Recent research uses advanced versions of NNs to reconstruct text representation [10]. Recurrent and recursive NNs [16, 22] have been used with word-embedding to improve the representation learning process by including information of previous nodes for better semantic analysis in the dataset. Recent research applies convolution filters to capture the features similarity and achieve dense feature representation with CNNs [24, 10]. CNN-based methods produce promising results in linguistic tasks among all supervised methods due to their ability to detect patterns in the data [3]. However, these methods rely on the label data (i.e. the ground-truths) for feature learning and cannot be applied to tasks where finding labelled data is scarce.

Unsupervised deep feature learning This emerging research area includes two families of methods, word-embedding-based and matrix factorization. The word embedding methods include language modeling and feature learning techniques where words are mapped to vectors of real numbers using a vocabulary
Word2vec [15], a feed-forward NN based method that efficiently estimates word representations in vector space, is a popular model. Doc2Vec [11] is an extension of Word2vec producing document level embedding using a word vector generated for each word and a document vector generated for each document. Glove [19] is a non-neural network based vector space representation model. It considers a global word×word co-occurrence count matrix and uses the statistics in representing documents. The applicability of these pre-trained word-embedding models to short text data is limited due to vocabulary mismatch that shows a huge variance to the general text, a fewer number of word co-occurrence in short text data and, the noisy nature of micro-blogging data.

Matrix factorization methods are the leading unsupervised text representation methods. NMF has been used in clustering multi-view data by learning latent features embedded in multiple views [14]. It uses assistance provided by many views in identifying the final set of features. In comparison to the one-step dimensional reduction in traditional NMF, the use of progressive dimensional reduction with multiple iterations [5, 25] is a recent approach. This is used in [5] with deep learning similar to autoencoder network considering encoding error, trained by a non-negativity constraint algorithm to learn features that show a part-based representation of data with matrix factorization. A handful of methods has been existed that use this type of hierarchical feature learning with NMF in step-by-step fashion [23] for document data to discover feature hierarchies in concepts. However, this stacking of NMF in leaning feature hierarchies considers geometric relationships between features within each iteration and encodes data to factor matrices that could approximate the input matrix more accurately. This method captures latent features precisely that could be neglected by one step dimensional reduction process. In [25], encoding as well as decoding of a factor matrix is considered in the optimization process. It shows that consideration of both the information as in deep auto-encoders is successful in identifying communities through user×user matrix in network data.

The proposed SG-DHNMF performs a progressive factorization on a symmetric document co-relation matrix that encodes normalized neighbourhood information via overlapping terms that results in SGNS through factorization. It considers encoding as well as decoding errors in each layer of the deep NMF process to accurately capture the geometric information in the data in resulting factor matrices. There exist only a very few similar works. In [21], each document in a short text corpus is considered as a window and a term-correlation matrix is factorized to boost the performance of short text-based topic modelling. It models words based on their context through word-correlations to overcome the sparsity. It has been shown that applying factorization on a normalized word-correlation matrix is similar to SGNS that encodes the relationship between the word and its context [13].

3 Deep Hierarchical NMF with SGNS-based embedding

Figure 1 illustrates the overall process of SG-DHNMF for identifying clusters in the short text data. Let $D = \{d_1, d_2, \ldots, d_n\}$ be the dataset that contain a set
of $m$ unique terms after standard prepossessing steps such as lemmatizing and stop word removal. Let $A_1 \in \mathbb{R}^{n \times n}$ represent the document × document matrix where each cell models the number of common terms between a document pair. We propose to model $A_1$ with SGNS that becomes input $A$ to NMF.

$$A_1 \in \mathbb{R}^{n \times n}$$

**Fig. 1. Overview of SG-DHNMF**

SG-DHNMF progressively decomposes $A$ into factor matrices $U_g \in \mathbb{R}^{n \times k}$ and $V_g \in \mathbb{R}^{k \times n}$ where $g \in p$ and $p$ is the number of layers (or the level of depth) in hierarchical decomposition. It does so by reducing encoding error $\|A - U_1U_2...U_pV_p\|$ and decoding error $\|V_p - U_p^TU_p^T...U_1^TA\|$ in each iteration and optimizes the process to converge for a given lower rank $k$. The sequential dimensional reduction process allows encoding geometric relationship with nearest neighbour documents to obtain dense representation in each iteration. Finally, SG-DHNMF reconstructs $A'$ (document × document) by multiplying dense factor matrices. A clustering method can be applied to this dense representation to identify cluster assignments. In SG-DHNMF we apply one step NMF to the reconstructed $A'$ with hard assignment policy by setting $k$ as the cluster number.

### 3.1 Semantic Document Representation Learning with SGNS

SG-DHNMF aims to capture the closeness within documents in $A$ with the SGNS modeling. SGNS has been used to highlight the word embedding in text data when representing them in NNs [17]. It can capture the context of a word in a corpus that the simple bag-of-word model fails [13]. The concept of negative (word, context) sampling is used with the Skip-Gram model to maximize the probability of an observed pair while minimizing the probability of unobserved pairs in distributed word representation [21]. SGNS has been proved to be equivalent to factorizing a word correlation matrix whose cells are the point-wise mutual information of the respective word and context pairs [13]. Specifically, factorizing a word correlation matrix with SGNS can model the closely related words with higher coefficients near to 1 while producing lower coefficients for loosely related words.
Distinct from the previous work, we use SGNS in SG-DHNMF to effectively encode the sparse text data by capturing the documents similarity and represent the input matrix to the NMF process. It maximizes the weight for the document pairs that show closer semantic similarity (i.e., share more common terms) in comparison to the others while minimizing the weight of document pairs that show fewer similarity. We conjecture that representing the input matrix with neighborhood information will capture the geometric structure inherent in the collection and utilise the relatedness while projecting the high-order dimensional data to low-rank data. The low-rank data will exhibit similar documents in closer space and non-similar documents in distant space. Hence, the low-rank representation obtained will improve the accuracy of a clustering solution.

Let $d_i, d_j$ be a document pair in $D$. we model the closeness between them based on their shared terms with respect to rest of the documents in the collection as in Eq. (1).

$$A_{(d_i, d_j)} = \log \left( \frac{c_{(d_i, d_j)} \times T}{\sum_{d_a \in D} c_{(d_a, d_i)} \times \sum_{d_a \in D} c_{(d_a, d_j)}} \right) \text{ where } c_{(d_i, d_j)} > 0 \quad (1)$$

where $T$ is the total number of terms shared by the all the document pairs in $D$. Eq. (1) calculates a ratio of the number of terms shared between a document pair with the number of terms that are shared by each of these documents with others in the collection. Let $c_{(d_i, d_j)}$ be the original cell value that represents the terms shared between $d_i$ and $d_j$. It is divided by the sum of the values in the $d_i$ row and $d_j$ column. Document pairs that do not share any terms, the SGNS value for them is set to 0. The cell values $A_{d_i, d_j}$ whose arguments of log are less than 0 are converted to 0 to minimize the probability of document pairs that show less similarity [13]. This step ensures that the input to NMF remains positive and will improve group identification.

### 3.2 Feature Learning with Hierarchical NMF

The matrix $A$ modelled with SGNS becomes input to the deep factorization process. The progressive factorization in NMF enables SG-DHNMF to learn document context relationship accurately as it captures higher-abstract features with every iteration of projection in comparison to learning latent features based on one-step lower dimensional projection. The hierarchical representation of NMF enforces lower to higher level feature learning with each progression. Generally, NMF factorizes a given symmetric input matrix $A \in R^{n \times n}$ into two factor matrices $U \in R^{n \times k}$ and $V \in R^{k \times n}$ as in Eq. (2), where $k$ is the lower rank that generally be the required cluster number.

$$\min_{U, V \geq 0} \|A - UV\|_F \quad s.t \ U \geq 0, V \geq 0 \quad (2)$$

The SG-DHNMF factorization process with $p$ layers starts factorizing the input matrix $A$ into two non-negative factor matrix pairs $(U_1, V_1)$ and proceeds with factorizing each $V_g$ at each layer $g+1 \in p$ hierarchically. $p$ is an empirical parameter that represents the number of layers on which NMF is applied progressively.
In the short text data, the hierarchical representation learning through factorizing a matrix model with SGNS concept allows the data to promote document co-occurrences to deal with sparsity.

\[ A \approx U_1 U_2 \ldots U_p V_p \]  

where \( V_p \in R^{k \times n} \), \( U_g \in R^{r_{g-1} \times r_g} \) where we set \( n = r_0 \geq r_1 \geq \ldots \geq r_p = k \) and \( 1 \leq g < p \).

In the short text data where a fewer number of co-occurrences in terms exist, it becomes difficult to accurately identify the factors only considering encoding of input information. It is important to validate identified factors with decoding that inversely track factors and approximate them through input data. SG-DHNMF attempts to minimise the total approximation error by using both encoding and decoding to obtain an optimum lower-order dense representation. The decoding component, given in Eq. (4), is included in the objective function of SG-DHNMF as follows.

\[
V_p \approx U_p^T U_{p-1}^T \ldots U_1^T A
\]

\[
\min_{V_g, V_g \geq 0} ||A - U_1 U_2 \ldots U_p V_p||_F^2 + \min_{V_g, V_g \geq 0} ||V_p - U_p^T U_{p-1}^T \ldots U_1^T A||_F^2
\]

s.t \( U_g \geq 0, V_g \geq 0 \)

(5)

The objective function of SG-DHNMF as in Eq. (5) calculates the total encoding error within \( p \) layer with the first component (Eq. (3)) and the total decoding error within \( p \) layer with the second component (Eq. (4)) in each iteration. The total error is attempted to minimize over the iterations in obtaining accurate dense factors for short text. This use of reconstruction loss ensures to capture the geometric information accurately in factor matrices. Fig. 2 illustrates the impact of hierarchical NMF in comparison to a single NMF using a toy dataset. The multi-layer progressive factorization \( (k = 20, 10, 5) \) can achieve the denser and accurate lower-order representation in comparison to the one-step projection \( (k = 5) \).

**Update Rules for SG-DHNMF** We initially pre-train each layer to have initial approximation of factor matrices \( U_g \) and \( V_g \) by simply decomposing the input matrix for each layer as follows. This pre-training process starts by decomposing \( A \) as \( A \approx U_1 V_1 \) by minimizing \( ||A - U_1 V_1||_F^2 + ||V_1 - U_1^T A||_F^2 \) where \( U_1 \in R^{n \times r_1} \) and \( V_1 \in R^{r_1 \times n} \). Matrix \( V_1 \) is then decomposed as \( V_1 \approx U_2 V_2 \) by minimizing \( ||V_1 - U_2 V_2||_F^2 + ||V_2 - U_2^T V_1||_F^2 \) where \( U_2 \in R^{r_1 \times r_2} \) and \( V_2 \in R^{r_2 \times n} \).
This process is continued until all the $p$ layers are pre-trained. This type of pre-training has been found effective and efficient [25]. It has greatly reduced the training time of the model as it gives better initialization for the model.

In each iteration of the optimization process of Eq. (5), entries of the factor matrices for each layer are updated sequentially following multiplicative update rule principles. Following update rules for $U_g$ and $V_g$ have been derived based on the objective function using a derivative process similar to [25] for minimizing the total error.

$$U_g \leftarrow U_g \odot \frac{2\psi_T^{g-1} A V^T_p \Phi^{g+1}}{\psi_T^{g-1} \psi_{g-1} U_1 \Phi_{g+1} V_p V^T_p \Phi^{g+1} + \psi_T^{g-1} A A^T \psi^{g+1} U_g \Phi^{g+1} \Phi_T + 1}$$

(6)

where $\psi_{g-1} = U_1 U_2 \ldots U_{g-1}$ and $\Phi_{g+1} = U_g+1 \ldots U_{p-1} U_p$. When $g=1$ and $g=p$, we set $\psi_0 = I$ and $\Phi_{p+1} = I$ respectively.

We start updating each matrix $U_g$ as in Eq. (6), and then update $V_g$ for lower rank $k$ within each iteration as follows:

$$V_g \leftarrow V_g \odot \frac{2\psi_T^g A}{\psi_T^g \psi_g V_g + V_g}$$

(7)

This process used in SG-DHNMF is illustrated in Algorithm 1.

---

**Algorithm 1: The SG-DHNMF algorithm**

**Input**: The Document-Document matrix model with SGNS weighting $A$, Number of layers $p$ with the configuration, Number of Clusters $k$

**Output**: The final Document-Cluster matrix $C$

**while** Convergence of Eq. (5) where number of iterations $\leq 100$ **do**

**foreach** $g=1: p$ **do**

- Compute $U_g$ using Eq. (6)
- Compute $V_g$ using Eq. (7)

**end**

**end**

$A' = V_p U_p$

$C \leftarrow$ Apply NMF with hard clustering policy on $A'$ to assign to $k$ clusters

---

4 Empirical Analysis

**Datasets**: Two publicly available tweets [26] and stack overflow [24] with their ground-truth labels, used in prior short text clustering research, have also been used. Two additional twitter datasets from Trisma (https://trisma.org/) spanning across discussions on Cancer types and University Education have been used. The DS1:cancer dataset consists of 8 cancer types and the DS2:Edu dataset consists of 7 subject streams. These subgroups are considered as clusters. Stop words were removed. Terms with $>90\%$ frequency and $<3$ were removed. Table 1 reports the details of the datasets as well as the depth of the hierarchical-NMF model and the layer configuration at each depth. The layer configurations have been set based on experiments to systematically reduce the input data matrix.
**Baselines:** SG-DHNMF is compared with traditional unsupervised clustering methods including traditional NMF, Latent Dirichlet allocation (LDA) and k-means [1]. SG-DHNMF is also compared with the state-of-the-art unsupervised methods proposed to address the sparseness in short text, (1) Gibbs Sampling algorithm for the Dirichlet Multinomial Mixture model for short text clustering (GSDMM) [26], (2) Short-text topic modeling via NMF [21] (SeaNMF) that combines SGNS and NMF, (3) Deep autoencoder-like NMF [25] for community detection with sparse data that combines deep learning and NMF, and (4) k-means clustering with the document-level embedding, Doc2Vec [11] that can be used as an alternative way to obtain dense representation. Doc2Vec which creates a numeric representation that includes positive and negative numbers for a document limits us to use Doc2Vec with NMF.

Additionally, we compare unsupervised SG-DHNMF against the commonly used dense representation learning supervised methods to show how well SG-DHNMF can learn deep features without the guidance. State-of-the-art single-layer shallow auto-encoder [10], RNN with Gated Recurrent Unit (RNN-GRU) [10] and CNN [10], that rely on ground-truth labels, are used. Finally, we compare the use of SGNS concept in learning the dense text representation accurately.

**Evaluation metrics:** Two measures used to evaluate the accuracy of the short text clustering are standard pairwise F1-score (F1) which calculates the harmonic average of precision and recall, and Normalized Mutual Information (NMI) which measures the purity against the number of clusters [18].

| Dataset  | # Docs | # Terms | #Clusters | Sparsity | Layers Configuration |
|----------|--------|---------|-----------|----------|----------------------|
| DS1:Cancer | 20568  | 8851    | 8         | 0.9913   | 800-160-32-8         |
| DS2:Uq    | 7504   | 5522    | 7         | 0.9974   | 700-140-28-7         |
| DS3:tweet | 2472   | 5077    | 89        | 0.9422   | 356-89               |
| DS4:Stackoverflow | 16407  | 2302    | 20        | 0.9413   | 2000-400-80-20       |

**Comparison with traditional clustering methods:** Fig. 3 shows the comparative results of SG-DHNMF with traditional shallow clustering methods when the input matrix is document × document representation encoded without SGNS and reconstruction loss. It also shows the results on traditional methods when the input matrix is used in classical way of term × document matrix. Results show that the document × document matrix representation is able to produce better results for traditional clustering methods. Additionally, it depicts that SG-DHNMF is superior to traditional shallow clustering methods as it uses step-wise deep learning to identify dense representation for text. This learning process shows a significant impact on large sparse datasets such as DS1.

**Comparison with unsupervised short text mining methods:** Table 2 details the performance of SG-DHNMF with state-of-the-art unsupervised methods that have been designed to handle sparsity in the data. The comparison with SeaNMF shows the superiority of using the SGNS concept in SG-DHNMF and with DANMF shows the superiority of using hierarchical learning.
in SG-DHNMF. The Doc2Vec encoding with k-means that extends the word-embedding concept to document embedding shows the least performance as there exists low word co-occurrences among short documents that this method can be benefited on. GSDMM which uses probability calculation face challenges due to less word co-occurrences and is unable to capture probabilities. DANMF uses reduced representation of network data for community detection balancing encoding and decoding, using a very large user to user network. However, DANMF does not perform well with extremely sparse short text data. SeaNMF uses the term×term relationship to learn word-context relationship with NMF and is able to achieve the best results among the baselines. Datasets DS3 and DS4 show generally good results with other methods such as SeaNMF, DANMF and Doc2Vec in comparison to DS1 and DS2 which are more denser. In highly sparse datasets SG-DHNMF produce superior results.

**Table 2.** Performance comparison with state-of-the-art unsupervised methods

| Dataset | SG-DHNMF NMI | GSDMM NMI | SeaNMF NMI | DANMF NMI | Doc2Vec NMI | RNN F1 | CNN F1 |
|---------|--------------|-----------|------------|-----------|--------------|-------|-------|
| DS1     | 0.94         | 0.93      | 0.06       | 0.17      | 0.11         | 0.32  | 0.03  |
| DS2     | 0.31         | 0.45      | 0.01       | 0.22      | 0.08         | 0.81  | 0.17  |
| DS3     | 0.86         | 0.74      | 0.8        | 0.57      | 0.87         | 0.75  | 0.75  |
| DS4     | 0.65         | 0.63      | 0.39       | 0.31      | 0.6          | 0.55  | 0.56  |
| **Avg** | **0.69**     | **0.69**  | **0.32**   | **0.42**  | **0.44**     | **0.61** | **0.38** |

**Comparison with supervised deep learning methods:** Deep learning methods have been commonly developed to learning dense representation with using ground-truth labels. They have been rarely used in unsupervised setting, except only a handful such as DANMF [25], benchmarked in Table 2. Results in Table 3 show the performance of state-of-the-art supervised methods in categorising documents to respective clusters as classes. RNN and CNN based methods trained with ground-truth data only perform 4.35% and 7.25% better than SG-DHNMF in NMI that is not trained with ground-truth data. In spite of training, the shallow auto-encoder method shows inferior performance. It highlights the importance of deep learning embedded with hierarchical NMF in SG-DHNMF without supervision and shows that it even outperforms supervised shallow methods.
Table 3. Comparison of SG-DNMF with Supervised deep learning methods

| Dataset | SG-DHNMF | Autoencoder-shallow | RNN-GRU | CNN |
|---------|----------|---------------------|---------|-----|
|         | NMI      | F1-score            | NMI     | F1-score |
| DS1     | 0.94     | 0.93                | 0.01    | 0.25  |
| DS2     | 0.31     | 0.45                | 0.01    | 0.84  |
| DS3     | 0.86     | 0.74                | 0.05    | 0.13  |
| DS4     | 0.65     | 0.63                | 0.01    | 0.1   |
| Avg     | 0.69     | 0.69                | 0.02    | 0.33  |

Fig. 4. With and Without Skip-Gram With Negative Sampling

**Impact of SGNS:** The SGNS concept has been used in learning the word-context relationship in text mining [13]. In SG-DHNMF, we have proposed to use SGNS in learning the document-context relationship. Fig. 4 shows that the document-context relationship can be learnt accurately with the SGNS modelling and factorizing the document correlation matrix. DS1 and DS2 which are extremely sparse show higher boost with SGNS modelling by capturing the document-correlations in modelling.

**Sensitivity Analysis** We evaluate the depth of the layers used in NMF for deep learning the low-order features. Results in Table 4 show that this parameter depends on the nature and size of the dataset. This is similar to hyper-parameters tuning in neural network-based methods. The best coefficients for factor matrices are identified in iterative fashion reducing the encoding and decoding error. We measure the total error for 100 iterations and reported the normalized total error as in Fig. 5 (a). It depicts that SG-DHNMF converges within this 100 iterations for all the datasets. Figure. 5(b) shows how performance varies with sparsity in datasets. We have chosen a subset of cancer dataset (DS1) with different cluster numbers to form varying sparse datasets. Results show that performance increases with the sparsity in datasets. Fig. 5(c) shows time taken for hierarchical NMF-based model training against the data size considering the subsets of Cancer dataset. SG-DHNMF shows a trend close to quadratic efficiency when double the sample size, similar to a NMF based method.

**Complexity Analysis** The computational complexity of SG-DHNMF is higher than any methods that use term×document matrix as an input. It includes an additional step calculating the document×document matrix by measuring pair-wise similarity in the document set. Excluding this additional pair-wise comparison, computational complexity of SG-DHNMF is $O(p(n^2 r + nr^2))$ where $n$ is the number of documents, $p$ is the number of layers in HNMF with $(n >> p)$,
Table 4. Performance comparison using different number of layers

| Dataset | 1 layer | 2 layer | 3 layer | 4 layer | 5 layer |
|---------|---------|---------|---------|---------|---------|
|         | NMI     | F1      | NMI     | F1      | NMI     | F1      | NMI     | F1      | NMI     | F1      |
| DS1     | 0.66    | 0.65    | 0.81    | 0.74    | 0.74    | 0.94    | 0.93    | 0.65    | 0.64    |
| DS2     | 0.19    | 0.38    | 0.3     | 0.45    | 0.22    | 0.39    | 0.31    | 0.45    | 0.25    | 0.39    |
| DS3     | 0.83    | 0.69    | 0.86    | 0.74    | 0.83    | 0.7     | -       | -       | -       |
| DS4     | 0.62    | 0.59    | 0.64    | 0.62    | 0.64    | 0.62    | 0.65    | 0.63    | -       | -       |

Fig. 5. Convergence and Performance with sparsity and scalability

and $r$ is the maximum layer size in layer configuration out of all layers. This is similar to complexity of DANMF. However, seaNMF has $O(n^2)$ complexity [21] while GSDMM [26] and Doc2vec [11] have $O(n \log(v))$ and $O(knl)$ complexity respectively where $v$ is the size of the vocabulary, $l$ is the average document length and $k$ is the number of groups/clusters. In contrast, deep NN models have higher computation complexity to SG-DHNMF.

5 Conclusion

We present a novel unsupervised method for short text clustering by learning a feature representation with deep NMF. The short text data shows extreme sparseness and fewer co-occurrences and creates additional challenges for a clustering algorithm to learn categories. This paper develops a feature learning method with the progressive use of NMF similar to deep NNs to explore the document-context relationships and encoding neighbour information within each step. Empirical analysis shows the superiority of SG-DHNMF.
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