The primordial fluctuations on large scales are adiabatic, but on smaller scales this need not be the case. Here we derive the general analytical framework to compute the stochastic gravitational wave background induced by primordial cold dark matter isocurvature fluctuations on small scales. We find that large isocurvature fluctuations can yield an observable gravitational wave signal, with a spectrum distinct from the one induced by adiabatic perturbations, and we provide for the first time the exact analytic expression of the kernel necessary to compute this signal. We then forecast the constraining power of future gravitational wave detectors on dark matter isocurvature on small scales and find they will dramatically improve on existing constraints.
I. INTRODUCTION

It is well established that on the largest scales the primordial fluctuations of our universe were predominantly adiabatic [1, 2]. This means that energy density fluctuations in the early universe left the relative particle number densities unperturbed [3]. In a geometrical view adiabatic fluctuations are curvature perturbations of the spacetime.

Isocurvature perturbations are the orthogonal type of primordial fluctuations, corresponding to an unperturbed total energy density but inhomogeneities in the relative number densities of different particle species [4, 5]. Adiabatic and isocurvature perturbations evolve differently in the early universe, and from the Planck observations of the Cosmic Microwave Background (CMB) anisotropies, the isocurvature modes are constrained to account for, roughly speaking, less than 1% of the primordial fluctuations in the range of scales \(10^{-3} \text{Mpc}^{-1} \lesssim k \lesssim 10^{-1} \text{Mpc}^{-1}\) [2].

On smaller scales than those probed by the CMB, the amplitude of isocurvature fluctuations is generally subject to much weaker constraints. While in the future CMB spectral distortions offer an interesting window to test isocurvature modes in the range of scales \(1 \text{Mpc}^{-1} \lesssim k \lesssim 10^6 \text{Mpc}^{-1}\) [6, 7], and isocurvature perturbations of the baryons are constrained to be less than 1% in the range of scales \(10^{-1} \text{Mpc}^{-1} \lesssim k \lesssim 4 \times 10^8 \text{Mpc}^{-1}\) because they directly affect the processes of Big Bang Nucleosynthesis [8], in this work we focus on the practically unconstrained Cold Dark Matter (CDM) isocurvature perturbations. A very large amplitude of CDM isocurvature on scales \(k \gtrsim 1 \text{Mpc}^{-1}\), even much larger than \(O(1)\), is generally compatible with current observations up to some uncertainties on the end state of the fluctuations and possible non-trivial particle interactions [9–11].

Primordial isocurvature fluctuations on small scales can be large only because of their peculiar nature. At early times, the geometry is by definition unaffected by them [12]. As time evolves and the relative energy densities of matter and radiation change, isocurvature fluctuations are gradually transferred to curvature perturbations. However, when a mode enters the horizon during radiation domination the curvature perturbation starts to decay. Thus the transfer from isocurvature to curvature perturbation is suppressed for modes which enter the horizon before matter-radiation equality, with a greater suppression for the smallest scales which enter the horizon earliest [12].

This means that even though the amplitude of isocurvature fluctuations can be much larger than unity, curvature fluctuations can remain small. Only when the local energy density of CDM overcomes the energy density of radiation does perturbation theory break down, and in this case primordial black holes (PBHs) can form [13]. This provides an alternative PBH formation channel to the typical collapse of primordially adiabatic fluctuations [14–20] (see also Refs. [21–26] for recent reviews). Large isocurvature fluctuations may be a consequence of phase transitions [27], light spectator fields during inflation [28, 29], or clustering of Q-balls [30], though forming sufficiently large fluctuations for this mechanism to function may be challenging.

In this paper, we follow up on the work of Ref. [13] by investigating the gravitational waves (GWs) induced by large primordial CDM isocurvature fluctuations. This type of GWs is generated by spacetime oscillations induced by the evolution of the curvature perturbation when it enters the horizon [31–37] (see Refs. [38, 39] for recent reviews). However, the arguments above on the size
of the curvature perturbation sourced by isocurvature show that one should expect a suppressed GW production in this scenario. Nevertheless, if the amplitude of the isocurvature fluctuations is large enough so as to compensate for the suppression factor, there can be a substantial generation of curvature fluctuations and hence gravitational waves.

The induced GW signal studied in this work is important for two reasons. First, as the counterpart of PBHs from large initial isocurvature, it has the potential to be the distinctive signature of this new PBH production scenario. Second, regardless of whether PBHs form, it is a novel probe of the nature of the primordial fluctuations on small scales which could in general be adiabatic or isocurvature or a combination thereof. It also emphasizes that large adiabatic primordial fluctuations are not the only source of observable induced GWs (see also Refs. [40–43] for GWs induced by fluctuations in the density of PBHs). We find that the induced GW signal from primordial CDM isocurvature has a different shape than the one induced by adiabatic fluctuations, and therefore in the case of a detection of a GW background signal one should in general consider both contributions.

In the absence of a GW signal, this work provides at the moment the best prospects for constraining isocurvature fluctuations on the smallest scales. In particular, we find that future GW detectors, such as ET [44–46], LISA [47, 48] and SKA [49–51], would improve the constraints from the absence of PBHs [13] by several orders of magnitude in the range of scales $10^7 \text{Mpc}^{-1} \lesssim k \lesssim 10^{18} \text{Mpc}^{-1}$. This constraints complement those on larger scales coming from CMB anisotropies [2] and spectral distortions [6].

This paper is organized as follows. In §II we review the evolution of cosmological perturbations in the presence of large CDM isocurvature and provide new exact analytic solutions for the evolution of primordial isocurvature perturbations during radiation domination. In §III we derive for the first time the spectrum of GWs induced by initial CDM isocurvature perturbations. In §IV we then use the sensitivity of future GW detectors to forecast future constraints on CDM isocurvature. Finally we discuss the implications of our work in §V.

II. CURVATURE AND ISOCURVATURE EVOLUTION

The evolution of primordial fluctuations in the early universe induces, in general, GWs [31–35]. In some sense, curvature (or total energy density) fluctuations “back-react” onto the metric when acoustic oscillations of the total energy density fluctuations cause spacetime oscillations. At second order in cosmological perturbation theory, this appears as a scalar squared source to the equation of motion for tensor modes. These induced GWs have been shown to be a promising and unique tool to probe new physics during [52–70] and after inflation [40, 42, 71, 82] and to map the primordial curvature spectrum on small scales [36, 37, 83–87].

GWs induced by early isocurvature fluctuations are more subtle. Isocurvature perturbations cannot directly induce GWs, as by definition they correspond to a homogeneous total energy density and an unperturbed geometry. Instead, GWs are induced by curvature perturbations sourced by the isocurvature as the CDM gains in energy relative to the radiation. However, for modes which enter the horizon before matter-radiation equality, only a fraction of the early isocurvature can
be transferred into curvature fluctuations before the curvature begins to decay inside the horizon. Therefore the second-order GWs must be suppressed by the square of the transfer efficiency.

We now review the sourcing and evolution of curvature perturbations in the presence of early isocurvature in a matter-radiation universe. The CDM isocurvature perturbations are formally defined by \[ S \equiv \frac{\delta \rho_m}{\rho_m} - \frac{3}{4} \frac{\delta \rho_r}{\rho_r}, \] (2.1)

where \( \rho_m \) and \( \delta \rho_m \) are the energy density of CDM and its fluctuations, and the subscript “\( r \)” denotes those quantities for the radiation fluid. Note that the notion of isocurvature, and so the definition (2.1), is independent of the gauge choice. In the matter sector, there are also perturbations to the CDM and radiation fluid velocities, which we respectively denote by \( V_m \) and \( V_r \). Details on the perturbation expansion of the matter sector can be found in Appendix A.

Interestingly, one may restrict to linear theory even when \( S \) is much larger than unity. Crudely speaking, this is because in a radiation dominated universe the quantity that matters for the validity of the perturbative expansion is \( \delta \rho_m / \rho_r < 1 \) rather than \( \delta \rho_m / \rho_m < 1 \). While below we will show more precisely the conditions under which linear theory holds, we direct the interested reader to Appendix B for more details.

To describe the metric perturbations, we work throughout in the Newtonian (or shear-free) gauge where the perturbed flat Friedmann-Lemaître-Robertson-Walker (FLRW) metric takes the form \[ ds^2 = a^2(\tau) \left[ -(1 + 2\Psi)d\tau^2 + (\delta_{ij} + 2\Phi \delta_{ij} + h_{ij})dx^i dx^j \right], \] (2.2)

with \( a \) the scale factor, \( \tau \) the conformal time, \( \Psi \) the lapse perturbation, \( \Phi \) the curvature perturbation, and \( h_{ij} \) the tensor modes. In a matter-radiation universe, one finds an exact solution for the background given by \[ \frac{a}{a_{eq}} = 2 \frac{\tau}{\tau_s} + \left( \frac{\tau}{\tau_s} \right)^2 \quad \text{and} \quad \mathcal{H} \equiv \frac{a'}{a} = \frac{2(1 + \tau/\tau_s)}{\tau 2 + \tau/\tau_s}, \] (2.3)

where ‘\( \cdot \)’ denotes a derivative with respect to the conformal time, the absolute normalization is provided by \( \tau_s = 2(\Omega_{m,0}H_0^2/a_{eq})^{-1/2} \), and throughout we use the subscript “\( \text{eq} \)” to denote evaluation at the time of matter-radiation equality.

In the absence of anisotropic stress we have that \( \Psi + \Phi = 0 \). Pure isocurvature fluctuations imply that the total energy density is initially homogeneous, i.e. \( \delta \rho = \delta \rho_m + \delta \rho_r = 0 \). Then by the Einstein equations the metric is also unperturbed and so we initially have \( \Phi = 0 \). The curvature and isocurvature perturbations at linear level then evolve according to \[ \Phi'' + 3\mathcal{H}(1 + c_s^2)\Phi' + (\mathcal{H}^2(1 + 3c_s^2) + 2\mathcal{H}')\Phi + c_s^2k^2\Phi = \frac{a^2}{2} \rho_m c_s^2 S, \] (2.4)
and

\[ S'' + 3Hc_s^2S' = \frac{3}{2a^2\rho_r}c_s^2k^4\Phi + \frac{3\rho_m}{4\rho_r}c_s^2k^2S = 0, \quad (2.5) \]

where

\[ c_s^2 \equiv \frac{4}{9 \rho_m + 4\rho_r/3}, \quad (2.6) \]

is the sound speed of perturbations. We suppress a \( k \)-marker here on the Fourier modes \( \Phi \) and \( S \) and only restore it when strictly necessary. The relative velocity is then obtained by

\[ V_{rel} \equiv V_m - V_r = k^{-2}S'. \quad (2.7) \]

Note that despite the factor \( k^{-2} \) in Eq. (2.7), the relative velocity vanishes on superhorizon scales because the isocurvature perturbation is constant.

We first solve these equations assuming that linear theory holds and later confirm that the situation \( S \gg 1 \) is allowed within linear theory. We will be interested only in modes which enter the horizon before matter-radiation equality, that is \( k \gg k_{eq} \) where \( k_{eq} = H_{eq} \sim 0.01 \text{ Mpc}^{-1} \) is the mode which enters the horizon at matter-radiation equality. These modes are the ones that may induce GWs in the sensitivity domain of future detectors. Therefore to track such modes from superhorizon scales, through horizon crossing, and deep into the subhorizon regime, we can expand Eqs. (2.4) and (2.5) in the radiation domination limit \( \tau/\tau_s \ll 1 \) to find

\[ \frac{d^2\Phi}{dx^2} + \frac{4}{x} \frac{d\Phi}{dx} + \frac{1}{3} \Phi + \frac{1}{4\sqrt{2}\kappa x} \left( x \frac{d\Phi}{dx} + (1 - x^2)\Phi - 2S \right) \simeq 0, \quad (2.8) \]

and

\[ \frac{d^2S}{dx^2} + \frac{1}{x} \frac{dS}{dx} - \frac{x^2}{6} \Phi - \frac{1}{2\sqrt{2}\kappa} \left( \frac{dS}{dx} - \frac{x}{2} S - \frac{x^3}{12} \Phi \right) \simeq 0, \quad (2.9) \]

where we introduced for convenience

\[ x = k\tau \quad \text{and} \quad \kappa = \frac{k}{k_{eq}}. \quad (2.10) \]

The time coordinate \( x \) splits the superhorizon \( (x \ll 1) \) and subhorizon \( (x \gg 1) \) regimes of the scalar perturbation, while \( \kappa \gg 1 \) controls how deep in radiation domination the mode enters the horizon. In radiation domination we always have \( x/\kappa = k_{eq}\tau \ll 1 \). One can check that Eqs. (2.8) and (2.9) are valid up to order \( (x/\kappa)^2 \).

We present now an analytical solution to Eqs. (2.8) and (2.9) for initial isocurvature conditions \( \Phi(0) = 0 \) and \( S(0) \equiv S_k(0) \). Note that we restore the subscript \( k \) to emphasize that the initial conditions in Fourier space may be drawn in general from a \( k \)-dependent spectrum. We start with the perturbative ansatz \( \Phi = \Phi_0 + \kappa^{-1}\Phi_1 + \ldots \) and \( S = S_0 + \kappa^{-1}S_1 + \ldots \) by noting that in Eq. (2.8) there is a hierarchy between \( \Phi \) and \( S \) in terms of \( \kappa \). This hierarchy is then preserved by Eq. (2.9).
The initial conditions impose $\Phi_0 = 0$, and then only $S_0 = S_k(0)$ sources $\Phi_1$ in Eq. (2.8). In the next step $\Phi_1$ sources $S_1$ in Eq. (2.9), and with this procedure we arrive at

$$\Phi(x/\kappa \ll 1) = \frac{3S_k(0)}{2\sqrt{2\kappa}} \frac{1}{x^3} \left(6 + x^2 - 2\sqrt{3}x \sin(c_s x) - 6 \cos(c_s x)\right) + \mathcal{O}(x/\kappa)^2,$$

(2.11)

$$S(x/\kappa \ll 1) = S_k(0) + \frac{3S_k(0)}{2\sqrt{2\kappa}} \left(x + \sqrt{3}\sin(c_s x) - 2\sqrt{3}\text{Si}(c_s x)\right) + \mathcal{O}(x/\kappa)^2,$$

(2.12)

where at leading order $c_s = 1/\sqrt{3}$ and $\text{Si}(x)$ is the sine-integral function, defined in Appendix E.

From the solution for $S$, we find using Eq. (2.7) that the relative velocity is given by

$$k_{eq}V_{\text{rel}}(x \ll x_{eq}) = \frac{3S_k(0)}{2\sqrt{2\kappa}^2} \left(1 + \cos(c_s x) - 2\frac{\sin(c_s x)}{c_s x}\right) + \mathcal{O}(x/\kappa)^3.$$

(2.13)

Note that the relative velocity is suppressed by $\kappa^{-1}$ with respect to $\Phi$ and $S$.

Factoring out the initial condition $S_k(0)$, we define the transfer functions as

$$T_{\Phi}(x) \equiv \Phi(x)/S_k(0), \quad T_S \equiv S(x)/S_k(0), \quad T_{V_{\text{rel}}}(x) \equiv V_{\text{rel}}(x)/S_k(0).$$

(2.14)

We show these transfer functions in Fig. 1 comparing the analytic solution (2.11), (2.12) and (2.13) to a numerical solution of the equations of motion Eqs. (2.4), (2.5) and (2.7). We find perfect agreement between the analytics and the numerics.
The analytic solution (2.11) presented here, exact during radiation domination, improves on the analytic superhorizon and subhorizon approximations provided by Ref. [90]. In particular we find that in the subhorizon approximation of Ref. [90] (their equation (4.58a)), the coefficients of the sine and cosine should be, respectively, $A_\infty = -3/2$ and $B_\infty = 0$. Nonetheless their results are close to the exact solution found here within a factor $\sim 10\%$.

To understand the physical picture, we investigate the superhorizon ($x \ll 1$) and subhorizon ($x \gg 1$) regimes of our solution in more detail. On superhorizon scales, the curvature (2.11) and isocurvature (2.12) become

$$\Phi(x \ll 1) \simeq S_k(0) \frac{x}{8\sqrt{2}\kappa}, \quad (2.15)$$

$$S(x \ll 1) \simeq S_k(0) \left(1 - \frac{x^3}{36\sqrt{2}\kappa}\right), \quad (2.16)$$

and the relative velocity (2.13) is given by

$$k_{eq}V_{rel}(x \ll 1) \simeq -S_k(0)\frac{x^2}{12\sqrt{2}\kappa^2}. \quad (2.17)$$

These limits show that on superhorizon scales the curvature perturbation and the relative velocity are in principle much smaller than unity, since $x/\kappa \ll 1$. In order to induce a significant curvature perturbation at horizon crossing we therefore require a large value of $S_k(0) \gg 1$. This is allowed in perturbation theory as long as the metric perturbations remain small $\Phi \ll 1$, the velocity is suppressed $kxV_m \ll 1$, and the local density of matter does not overcome that of radiation $\rho_m S_k(0) \ll \rho_r$. As long as this is the case the system evolves fully linearly and the universe is dominated by radiation with small radiation fluctuations. We therefore expect that linear theory is valid as long as

$$\frac{\rho_m}{\rho_r}S_k(0) = \frac{x}{\sqrt{2}\kappa}S_k(0) \ll 1. \quad (2.18)$$

Note that the only $k$-dependence in Eq. (2.18) is through the initial condition profile $S_k(0)$.

For any $S_k(0)$ this condition is always satisfied at early enough times. There will however be a time

$$\tau_{NL}(k) = \frac{\sqrt{2}}{k_{eq}S_k(0)}, \quad (2.19)$$

when the local energy density of CDM overcomes that of the radiation and we enter the nonlinear regime. Our calculation is valid only for times $x < x_{NL} \equiv k\tau_{NL}(k)$. Note that although we will use the variable $x_{NL}$ for convenience, the time $\tau_{NL}$ when non-linearities become important only depends on $k$ through $S_k(0)$. Thus different modes reach the non-linear regime at different times only through the shape of the initial profile.

---

2 Note that the energy density of CDM is on average unaffected by the isocurvature fluctuations.
If total density fluctuations become non-linear on superhorizon scales, i.e. \( x_{NL} < 1 \), we have that \( \Phi > 1 \) from Eq. (2.15). We then do not know what happens to the geometry and we cannot predict the end state of the large isocurvature perturbations [13]. Though not the subject of the present paper, one possibility is that the universe may suddenly transition to a black hole dominated universe.

We therefore require that the non-linear regime and the subsequent collapse of matter fluctuations happens inside the horizon. Therefore we require \( x_{NL} > 1 \), which sets an upper limit on the amplitude of initial isocurvature for a given \( k \) we can consider,

\[
S_k(0) < \sqrt{2\kappa}.
\]

This is the same condition as obtained in Ref. [13]. We shall later see that future constraints from the absence of induced GWs are deep within this regime of validity.

If \( x_{NL} > 1 \), then non-linearity begins on subhorizon scales. From (2.11) we have that \( \Phi \) decays on subhorizon scales, and therefore we always have \( \Phi < 1 \). However at \( x_{NL} \) our condition (2.18) is violated and signals the beginning of non-linear gravitational collapse. We are forced to stop our calculation here, but black hole formation is one possible end state of this process [13].

Nevertheless, as we will now see, this does not pose a problem for induced GWs since they are mainly sourced by \( \Phi \) and it decays sufficiently fast for relatively large \( x_{NL} \). Thus the overall amplitude of the GW spectrum turns out to be not directly dependent on \( x_{NL} \) nor to the transition to the matter radiation equality if \( k \gg k_{eq} \), as long as \( x_{NL} \gg 1 \). Moreover, the induced GW spectrum can be computed solely using the linear theory solutions we have presented here, and we now turn to this.

### III. GRAVITATIONAL WAVES INDUCED BY PRIMORDIAL CDM ISOCURVATURE FLUCTUATIONS

The formalism for analytic calculation of GWs induced by primordial adiabatic fluctuations in radiation domination was laid out in Refs. [31,35,91,92] and reviewed in Ref. [39]. For primordial isocurvature fluctuations, the main computational difference is in the behavior of the curvature perturbation, as given by the transfer functions we derived in §II.

We wish to compute the spectral energy density of GWs [93],

\[
\Omega_{GW}(k) \equiv \frac{1}{3H^2} \frac{d\rho_{GW}}{d\ln k},
\]

today. Deep inside the horizon, tensor perturbations behave as free GWs and their energy redshifts as radiation. Therefore if we compute \( \Omega_{GW}(k) \) at some time \( x_c \) in radiation domination \( (x_c/\kappa \ll 1) \) when the mode is sufficiently subhorizon \( (x_c \gg 1) \), then the spectral density today \( \Omega_{GW,0}(k) \) can be related to it by [94]

\[
\Omega_{GW,0} h^2(k) = \Omega_{r,0} h^2 \left( \frac{g_*(T_c)}{g_{*0}} \right) \left( \frac{g_{*s}(T_c)}{g_{s0}} \right)^{-4/3} \Omega_{GW,c}(k) .
\]
where $\Omega_{r,0} h^2 \approx 4.18 \times 10^{-5}$ is the density fraction of radiation today \cite{95}, $g_*(T_c)$ and $g_{ss}(T_c)$ are respectively the effective number of degrees of freedom in the energy density and entropy at $T_c$, and $g_{*0} = 3.36$ and $g_{ss,0} = 3.91$ are their values today. Eventually, for $k \gg 5 \times 10^8 \text{Mpc}^{-1}$, corresponding to modes of interest in this paper, one has $g_*(T_c) = g_{ss}(T_c) = 106.75$ \cite{68}. In the general case, we use the fitting formulas for $g_*(T_c)$ and $g_{ss}(T_c)$ provided by Ref. \cite{70}. The subscript “c” denotes evaluation at $x_c$ here and throughout.

Before proceeding to the computation of the induced GW spectrum, we highlight a distinctive feature of this work with respect to typical calculations of induced GWs. As we discussed earlier, to have significant GW production we will require large initial isocurvature, that is $S_k(0) \gg 1$. From Eq. (2.1), we see that imposing that the energy density of CDM is non-negative yields $S > -1$ and therefore that $S$ should follow a non-Gaussian, very highly skewed, probability distribution. Most of the universe must be filled with $S \sim -1$ (devoid of CDM) regions in order to allow for regions of substantial $S \gg 1$.

We argue in Appendix C that such a highly skewed non-Gaussian probability distribution enhances the production of GWs. Roughly speaking, the universe is very inhomogeneous in certain places and the gradients of the gravitational potential there, which are the source of induced GWs, are likely larger than in the Gaussian case (for which positive regions can be compensated with negative regions). However, the probability distribution function for $S$ must be extremely non-Gaussian which hinders a rigorous description of the four point correlation function. Nevertheless, we propose a reasonable estimate for the amplitude of such a four point correlation based on a motivated example.

Thus for simplicity we first proceed by assuming Gaussian isocurvature fluctuations despite the fact that strictly speaking it is inconsistent with the condition $S > -1$. The amplitude of the derived induced GW spectrum can then be thought of as a conservative estimate, and at the end of this section in \S III E we use our example from Appendix C to estimate the enhancement due to the non-Gaussianity.

Assuming now that the isocurvature fluctuations are Gaussian, the spectral density of induced GWs at $x_c$ is given by

$$\Omega_{\text{GW},c}(k) = \frac{2}{3} \int_0^\infty dv \int_{|1-v|}^{1+v} du \left( \frac{4u^2 - (1 - u^2 + v^2)^2}{4uv} \right)^2 T^2(x_c, k, u, v) \mathcal{P}_S(ku) \mathcal{P}_S(kv), \quad (3.3)$$

where $\mathcal{P}_S(k)$ is the initial dimensionless spectrum of isocurvature fluctuations. $T^2$ is the oscillation average of the square of the kernel

$$I(x_c, k, u, v) \equiv x_c \int_{x_c}^{x_c} d\bar{x} G(x_c, \bar{x}) f(\bar{x}, k, u, v), \quad (3.5)$$

Note that this situation is not unique to our set up. For instance, assuming $S_k(0)$ peaks at a given scale, a similar situation would be a universe where CDM is concentrated in very compact halos or in black holes, or when there are bubbles of CDM. For example, see the discussion in Refs. \cite{27} and \cite{30} for creating black holes respectively from large baryon isocurvature and from clustering of Q-balls. In all these cases, a linear treatment of the perturbations in the fluid description is valid until we enter the non-linear regime where we stop our calculations.

The dimensionless power spectrum is defined by

$$\langle S_k(0) S_{k'}(0) \rangle = \frac{2\pi^2}{k^3} \mathcal{P}_S(k) \times (2\pi)^3 \delta^{(3)}(k + k').$$

$4$ The dimensionless power spectrum is defined by

$$\langle S_k(0) S_{k'}(0) \rangle = \frac{2\pi^2}{k^3} \mathcal{P}_S(k) \times (2\pi)^3 \delta^{(3)}(k + k').$$

Note that this situation is not unique to our set up. For instance, assuming $S_k(0)$ peaks at a given scale, a similar situation would be a universe where CDM is concentrated in very compact halos or in black holes, or when there are bubbles of CDM. For example, see the discussion in Refs. \cite{27} and \cite{30} for creating black holes respectively from large baryon isocurvature and from clustering of Q-balls. In all these cases, a linear treatment of the perturbations in the fluid description is valid until we enter the non-linear regime where we stop our calculations.

$4$ The dimensionless power spectrum is defined by

$$\langle S_k(0) S_{k'}(0) \rangle = \frac{2\pi^2}{k^3} \mathcal{P}_S(k) \times (2\pi)^3 \delta^{(3)}(k + k').$$

Note that this situation is not unique to our set up. For instance, assuming $S_k(0)$ peaks at a given scale, a similar situation would be a universe where CDM is concentrated in very compact halos or in black holes, or when there are bubbles of CDM. For example, see the discussion in Refs. \cite{27} and \cite{30} for creating black holes respectively from large baryon isocurvature and from clustering of Q-balls. In all these cases, a linear treatment of the perturbations in the fluid description is valid until we enter the non-linear regime where we stop our calculations.
which is an integral of the tensor modes Green’s function in radiation domination

\[
G(x, \tilde{x}) = \frac{a(\tilde{x})}{a(x)} (\sin x \cos \tilde{x} - \cos x \sin \tilde{x}),
\]  

(3.6)

against the scalar source term

\[
f(x, k, u, v) = T_\Phi(vx)T_\Phi(ux) + \frac{3}{2} c_s^2 a^2 \rho_m T_{V_{\text{rel}}}(vx) T_{V_{\text{rel}}}(ux)
\]

\[+ \frac{3}{2} c_s^2 \left(1 + \frac{\rho_m}{\rho_r}\right) \left( T_\Phi(vx) + \frac{T'_\Phi(vx)}{H} \right) \left( T_\Phi(ux) + \frac{T'_\Phi(ux)}{H} \right),
\]

(3.7)

which involves the transfer functions of the curvature perturbation and relative velocity, \( T_\Phi \) and \( T_{V_{\text{rel}}} \), given in Eqs. (2.11), (2.13) and (2.14). In Eq. (3.5), \( x_i = k \tau_i \) is an initial time which we take as \( x_i \to 0 \) since we begin the calculation when all modes of interest are superhorizon. Since Eq. (2.13) shows \( V_{\text{rel}} \) is suppressed by \( \kappa^{-1} \ll 1 \) with respect to \( \Phi \), we can safely neglect its contribution to \( f \) from now on. These formulas have been derived using the second order equations of motion for tensor modes focusing only on the scalar source, which can be found in Appendix A.

In the radiation dominated regime, we can decompose the kernel into a sine and cosine piece

\[
I(x, k, u, v) = I_c(x, k, u, v) \sin x - I_s(x, k, u, v) \cos x,
\]

(3.8)

where

\[
I_{c/s}(x, k, u, v) \equiv \int_0^x d\tilde{x} \tilde{x} \left\{ \frac{\cos \tilde{x}}{\sin \tilde{x}} \right\} f(\tilde{x}, k, u, v).
\]

(3.9)

Then \( x_c \) should be a time late enough that we can compute the oscillation averaged kernel as

\[
\overline{I^2}(x_c, k, u, v) \simeq \frac{1}{2} \left( I_{c,\infty}^2(k, u, v) + I_{s,\infty}^2(k, u, v) \right),
\]

(3.10)

where \( I_{c/s,\infty}(k, u, v) \equiv \lim_{x \to \infty} I_{c/s}(x, k, u, v) \) while remaining in radiation domination.

So far these equations are very similar to the ones derived from adiabatic initial conditions. However as we shall now see the explicit form of the kernel (3.8) is very different.

A. The general kernel

We wish to compute the general integration kernel \( I(x, k, u, v) \) (3.8). To do so, we first compute the source term \( f(x, k, u, v) \) by plugging in our analytic solution for \( \Phi \), Eq. (2.11), into Eq. (3.7) at leading order in \( \kappa^{-1} \).

We show the resulting source \( f \) in Fig. 2 while relegating the expression itself to Appendix D. We compare it to the source term from purely adiabatic initial conditions which can also be found in that appendix. To facilitate comparison we scale out the \( \kappa^{-2} \) suppression of the isocurvature case.
While in the adiabatic case the source term is constant on superhorizon scales, in the isocurvature case the source is proportional to $x^2$ at early times. In both cases the source begins to oscillate inside the horizon, but in the case of adiabatic initial conditions the source can be written as the square of sine and cosine functions, with oscillations that hit zero and have a frequency twice the frequency of $\Phi$, i.e. $2c_s$. In contrast, the source from isocurvature initial conditions decays as $x^{-2}$ but has no zero crossings. Moreover, the oscillatory modulation in $f$ (3.7) is out of phase with the adiabatic one and has two frequencies, $c_s$ and $2c_s$ as is clear from looking at Fig. 2. This implies that while some oscillations have twice the frequency of $\Phi$ and there might be resonances in the GW production, for primordial isocurvature initial conditions there can be no full destructive interference of the kind seen in the adiabatic case.

With this source we have all ingredients necessary to compute the $I_{c,s}(k, x, u, v)$ cosine and sine components of the kernel $I$ by appropriately integrating over $f$ using Eq. 3.9 until $I_{c/s}$ approach constants at late times. At that point we can compute the oscillation averaged kernel with
Eq. (3.10). Evaluating the limits of the kernels, we find
\[
\kappa^2 I_{c,\infty}(u,v) = \left\{ \begin{array}{ll}
-3u^2v^2 + (-3 + u^2)(-3 + u^2 + 2v^2) \ln \left| 1 - \frac{u^2}{3} \right| \\
+ (-3 + v^2)(-3 + v^2 + 2u^2) \ln \left| 1 - \frac{v^2}{3} \right| \\
- \frac{1}{2} (-3 + v^2 + u^2)^2 \ln \left[ \frac{1 - (u + v)^2}{3} \left| 1 - \frac{(u - v)^2}{3} \right| \right]
\end{array} \right. ,
\]
(3.11)
and
\[
\kappa^2 I_{s,\infty}(u,v) = \left\{ \begin{array}{ll}
9 - 6v^2 - 6u^2 + 2u^2v^2 \\
+ (3 - u^2)(-3 + u^2 + 2v^2) \Theta \left( 1 - \frac{u}{\sqrt{3}} \right) \\
+ (3 - v^2)(-3 + v^2 + 2u^2) \Theta \left( 1 - \frac{v}{\sqrt{3}} \right) \\
+ \frac{1}{2} (-3 + v^2 + u^2)^2 \left[ \Theta \left( 1 - \frac{u + v}{\sqrt{3}} \right) + \Theta \left( 1 + \frac{u - v}{\sqrt{3}} \right) \right]
\end{array} \right. .
\]
(3.12)

A particularity of the kernel for isocurvature-induced GWs with respect to the adiabatic case is that it presents a \(\kappa^{-2}\) dependence due to the fact that long-wavelength scalar modes enter the horizon at later times and are therefore less suppressed. We can gain intuition for the effect of this \(\kappa^{-2}\) dependence by introducing an effective induced-curvature power spectrum
\[
\mathcal{P}_\Phi^\text{eff}(k) \equiv \kappa^{-2} \mathcal{P}_S(k) ,
\]
(3.13)
which we could in principle use in the \(\Omega_{GW,c}\) equation (3.3) with the kernels (3.11) and (3.12) without the \(\kappa^{-2}\) and with one less factor of \(1/(uv)\) in the prefactor. The resulting kernels, although explicitly very different from the adiabatic case, should then have qualitatively similar features as in the adiabatic case such as no explicit \(k\)-dependence, a resonant peak at \(u + v = \sqrt{3}\) and a high momenta tail for \(u \sim v \gg 1\) that goes as \(v^{-2} \ln v\). Consider for example that \(\mathcal{P}_S\) is a scale invariant power spectrum, with some infra-red cut-off not to violate constraints from CMB. Then, because \(\mathcal{P}_\Phi^\text{eff}(k) \propto k^{-2}\) the resulting induced GW spectrum goes as \(\Omega_{GW} \propto k^{-4}\). If instead \(\mathcal{P}_S\) is peaked, then \(\mathcal{P}_\Phi^\text{eff}\) is also peaked and the enhancement of long-wavelength modes gradually disappears for narrower and narrower \(\mathcal{P}_S\). As we shall shortly see, for an infinitely narrow peak only a single scalar mode is the source of induced GWs and the resulting GW spectrum resembles that of the adiabatic case. While this effective curvature power spectrum \(\mathcal{P}_\Phi^\text{eff}\) is useful to gain intuition in some situations, in this paper we still use \(\mathcal{P}_S(k)\) to do all the calculations.

We have glossed over here that we cannot self-consistently integrate the source \(f(x,k,u,v)\) past the point when linear theory breaks down in the transfer functions. This occurs, for a scalar mode of wavenumber \(q\), at (2.19)
\[
\tau_{NL}(q) = \frac{\sqrt{2}}{k_{eq}\sigma(q)} ,
\]
(3.14)
where
\[ \sigma^2(q) = \int \frac{dk}{k} W_q^2(k) P_S(k), \] (3.15)
is the variance smoothed over a scale \( q \) and \( W_q \) is some window function. The smoothing is necessary to go from the power spectrum to the density fluctuations just like in PBH calculations, which in our case determines when fluctuations at a given scale enter on average the non-linear regime. For simplicity, we consider \( W_q(k) \) a top-hat. This means that in the \( I_{c,s} \) integrals (3.9), we cannot take \( x_c \) to be larger than
\[ x_{\text{cut}} = k \tau_{\text{cut}} \equiv k \min(\tau_{\text{NL}}(kv), \tau_{\text{NL}}(ku)), \] (3.16)
as \( \tau_{\text{cut}} \) corresponds to the time when we have to cut off the source term. Connecting to the notation of §II, \( \tau_{\text{cut}} \) is related to \( \tau_{\text{NL}} \) (2.19) for the mode \( ku \) or \( kv \), whichever is earlier. Note that in Eq. (3.16), the wavenumber \( k \) is the tensor mode wavenumber.

If \( P_S \) is very large, this cut-off time may be early and the \( x_c \to \infty \) limits taken in Eqs. (3.12) and (3.11) maybe not be valid. This does not significantly limit our calculation: if the finite \( x_{\text{cut}} \) is not large enough, we can approximate that the production of induced tensor modes abruptly ends before all relevant modes are deep inside the horizon. From that moment on, tensor modes propagate freely and still eventually become GWs once deep enough inside the horizon. Thus, the averaging procedure is still valid, although we should use the general analytical form of the kernel (3.9) for finite \( x_{\text{cut}} \). The full analytic expression for the kernel \( I(k, x_{\text{cut}}, u, v) \) is lengthy and not particularly enlightening and we therefore omit it, but we discuss the effect in detail in §III D. Until then, however, we assume that the cutoff is sufficiently late that Eqs. (3.11) and (3.12) are valid.

We now proceed to compute the induced gravitational wave spectrum for certain primordial isocurvature spectra in §III B and §III C, before returning to some of the technicalities in §III D and §III E.

**B. Dirac delta peak**

We consider first a Dirac delta function in \( \ln k \) for the isocurvature power spectrum,
\[ P_S(k) = A_S \delta(\ln(k/k_p)). \] (3.17)
This distribution is characterized by a spectral amplitude \( A_S \) and a peak position \( k_p \).

The delta function picks out \( u = v = k_p/k \) in the \( \Omega_{GW} \) integral (3.3), with the resulting GW spectrum
\[ \Omega_{GW,c} = \frac{1}{3} \left( \frac{k}{k_p} \right)^{-2} \left( 1 - \frac{k^2}{4k_p^2} \right)^2 (I_{c,\infty}^2(u,v) + I_{s,\infty}^2(u,v)) A_S^2 \Theta(k - 2k_p), \] (3.18)
which we have also confirmed by numerical integration of numerical solutions of the equations of motion.
We show this result in Fig. 3 and compare it to the spectrum produced by the same feature in the adiabatic power spectrum, Eq. (D3). For the same input $A_S$, the isocurvature mode induces GWs with an amplitude suppressed by $(k_p/k_{eq})^{-4}$, as we previously described, and therefore producing an observable GW abundance requires much larger input isocurvature fluctuations than adiabatic fluctuations.

Beyond the overall amplitude, however, the induced GWs from isocurvature and adiabatic fluctuations have different spectral shapes. While both spectra have resonant peaks at $k/k_p = 2c_s = 2/\sqrt{3}$, due to the same resonance phenomenon when a tensor mode has a wavenumber twice the frequency of the scalar modes just like a harmonic oscillator with a periodic force, the shape around the divergent peak is different. Furthermore, the adiabatic-induced spectrum shows a zero at $k/k_p = \sqrt{2/3}$ whereas the isocurvature-induced one shows a non-zero minimum at $k/k_p \approx 0.73$. The shift in the position of the minimum of the GW spectrum in the isocurvature case is due to the different phase of the oscillations of the induced $\Phi$. The zero in the adiabatic-induced GW spectrum is due to precise cancellations in the GW integrals in radiation domination, and for a general equation of state parameter $w = c_s^2 = p/\rho$ the minimum occurs at $k = \sqrt{2}c_s k_p$ and is in general non-zero [39]. The resonant peak-dip relation, that is $k_{peak}/k_{dip} \approx \{1.58, \sqrt{2}\}$ for, respectively, the
isocurvature and adiabatic cases, might be one possible way to distinguish both scenarios.

The low frequency tail goes as

$$\Omega_{GW,c}(k \ll k_p) \simeq \frac{27}{64} A_S^2 k^2 \kappa_p^4 \frac{k_p^2}{k^2} \left( \pi^2 + \left( \frac{3}{4} + 2 \ln \frac{\sqrt{6}k}{k_p} \right)^2 \right)$$  \hspace{1cm} (3.19)$$

where $\kappa_p = k_p/k_{eq}$ and which, although it has the same scaling as the adiabatic result, i.e. for $k \ll k_p$ it goes as $k^2 \ln^2 k$, for the same initial isocurvature and adiabatic primordial power spectra it has a lower amplitude

$$\frac{\Omega_{GW,c}^{iso}(k \ll k_p)}{\Omega_{GW,c}^{ad}(k \ll k_p)} = \frac{9}{16\kappa_p^4}. \hspace{1cm} (3.20)$$

The divergence of the induced GW spectrum at $k/k_p = 2/\sqrt{3}$ makes a $\delta$-function peak in the primordial spectrum rather unphysical. We therefore consider instead, as a toy model, a log-normal peak in the scalar spectrum which in the narrow peak limit approaches a $\delta$-function while regulating the divergence.

### C. Log-normal peak

We consider a log-normal peak in the primordial isocurvature power spectrum with functional form [98]

$$P_S(k) = \frac{A_S}{\sqrt{2\pi}\Delta} \exp \left( -\frac{\ln^2(k/k_p)}{2\Delta^2} \right), \hspace{1cm} (3.21)$$

characterized by an amplitude $A_S$, a position $k_p$, and a width $\Delta$. In the $\Delta \to 0$ limit, we expect to return to the $\delta$-function results of §III B. The normalization factor in (3.21) has been chosen such that $\int_0^\infty d\ln k P_S(k) = A_S$.

For such an input spectrum a complete analytic solution for $\Omega_{GW,c}$ evades us. Nonetheless $\Omega_{GW,c}$ can be obtained straightforwardly by numerical integration of Eq. (3.3) with the analytic expression for the source $I^2$ from Eqs. (3.10), (3.11), and (3.12).

We show in Fig. 4 the resulting induced GW spectrum for log-normal widths $\Delta = 0.01, 0.5$, and 1. While a wide scalar width $\Delta = 1$ leads to an effectively structureless GW spectrum, as the width $\Delta$ is taken smaller and smaller the GW spectrum approaches the fully analytic results for the $\delta$-function scalar power spectrum of §III B. As the peak in the scalar spectrum broadens, the peak in the GW shifts to lower wavenumbers. This is because although the isocurvature power spectrum peaks at $k = k_p$, the effective induced curvature spectrum (3.13) peaks at $k_{\text{max}} = e^{-2\Delta^2} k_p$. For $\Delta = 1$ we have that $k_{\text{max}} \sim 0.13k_p$.

For any small but finite $\Delta$ there are two important differences relative to the $\delta$-function case. First, the finite nature of the peak inevitably suppresses the induced spectrum in the IR below $k/k_p \sim \Delta$, with the asymptotic behavior $\propto (k/k_p)^3 \ln^2(k/k_p)$. This has consequences for the range of $k_p$ which can be probed with GW observations at a given frequency.
FIG. 4. The gravitational wave spectrum induced by a log-normal peak (3.21) in the primordial CDM isocurvature power spectrum, of amplitude $A_S$ and width $\Delta$ at scale $k_p$. The dashed blue line shows the GW spectrum from a Dirac delta, Eq. (3.18). Then, in red, orange and purple we show the GW spectrum from log-normal peaks of width, respectively, $\Delta = 0.01$, $0.5$ and $1$. In the narrowest case, the induced spectrum approaches the $\delta$-function result while regulating the divergence of the induced spectrum. Wide peaks wash out the structure completely, as in the case of initial adiabatic fluctuations. However, the peak of the GW spectrum shifts to larger scales with respect to the peak in the isocurvature spectrum, according to Eq. (3.13). For further discussion see §III C.

More important for our purposes, however, is that the finite amplitude of the scalar source regulates the divergent peak at $k/k_p = 2/\sqrt{3}$ and yields a physically reasonable induced GW spectrum which we can use to extract physical constraints on the primordial spectrum.

The peak amplitude can be estimated analytically by smoothing out the $\delta$-function’s resonant peak as explained in detail in Refs. [66, 98]. This procedure can be applied to either the adiabatic or isocurvature case as long as the GW spectrum can be written as in Eq. (3.3). If the GW spectrum sourced by a Dirac delta is known, the peak amplitude of the GW spectrum induced by a narrow scalar spectrum with dimensionless width $\Delta$ is well estimated by [66, 98]

$$
\Omega_{GW,\epsilon}^{\text{peak}}(\Delta) \simeq \frac{1}{2\Delta} \int_{2/\sqrt{3}+\Delta}^{2/\sqrt{3}+\Delta} d\epsilon \Omega_{GW}^{(\delta)}(\epsilon),
$$

(3.22)

where we used $k = (2/\sqrt{3} + \epsilon)k_p$ and expanded for small $\epsilon$ and $\Omega_{GW}^{(\delta)}$ is the GW spectrum for the $\delta$-function peak at $k_p$. For the induced GWs produced by primordial isocurvature fluctuations, this smearing procedure yields

$$
\Omega_{GW,c}^{\text{peak}} \simeq \frac{1}{16} A_S^3 \left( \frac{k_{eq}}{k_p} \right)^4 \left( 1 + \frac{\pi^2}{2} + \left( \frac{1}{2} + 3 \ln \frac{4}{3} + \frac{1}{2} \ln \left( 3\Delta^2 \right) \right)^2 \right),
$$

(3.23)
which for, e.g., $\Delta \sim 0.01$ leads to

$$\Omega_{\text{GW},c}^{\text{peak}}(\Delta = 0.01) \approx 0.8 \times A_{S}^{2} \left(\frac{k_{\text{eq}}}{k_{p}}\right)^{4}. \tag{3.24}$$

We have checked that this estimate is in good agreement with our numerical results.

**D. Dependence on the nonlinear cutoff**

We now return to the issue of the finite non-linear cutoff $x_{\text{cut}}$ by examining its effect on the GW spectra we computed in §III.B and §III.C. For a Dirac delta scalar spectrum the cut-off (3.16) is given by

$$x_{\text{cut}}^{\delta} = \frac{1}{v_{p} k_{\text{eq}} A_{S}^{1/2}} = \frac{x_{\text{NL}}^{\text{peak}}}{v_{p}}, \tag{3.25}$$

where $x_{\text{NL}}^{\text{peak}}$ denotes $x_{\text{NL}}^{\text{peak}} (2.19)$ evaluated for a scalar mode of wavenumber $k_{p}$ and amplitude $A_{S}^{1/2}$.

For the log-normal scalar spectrum, on the other hand, we have

$$x_{\text{cut}}^{\Delta} = x_{\text{cut}}^{\delta} \times \sqrt{2} \text{Min} \left\{ \left( \text{Erfc} \left[ \frac{\ln(v_{p}/v)}{\sqrt{2} \Delta} \right] \right)^{-1/2}, v \to u \right\}, \tag{3.26}$$

where Erfc$[x]$ is the complementary error function.

We show in Fig. 5 how finite values of $x_{\text{cut}}$ induced by finite values of $x_{\text{NL}}^{\text{peak}}$ change the induced GWs produced by the $\delta$-function and broad log-normal scalar spectrum. For a small value $x_{\text{NL}}^{\text{peak}} = 3$, the primary effect is to suppress the induced GW spectrum. As $x_{\text{NL}}^{\text{peak}}$ increases this suppression becomes less important, and already for $x_{\text{NL}}^{\text{peak}} = 10$ the overall amplitude of the GW spectrum is similar to the asymptotic limit $x_{\text{NL}}^{\text{peak}} \to \infty$. The most visible effect is then the presence of oscillations in the GW spectrum due to the sudden cut-off of the source, reflecting the oscillations of $\Phi$ which in our approximation suddenly stop sourcing the GWs once non-linearity begins. We note that this discussion is predicated on our conservative choice to turn off all GW production after $x_{\text{cut}}$. In practice we may expect some GWs to be produced in the non-linear regime.

Such early cutoffs erase the resonant peak in the GW spectrum in the $\delta$-function case because there has been no time for the resonance to develop. Furthermore, the deep low-frequency tail of the spectrum at $v_{p} \gg x_{\text{NL}}^{\text{peak}}$ now becomes $k^{2}$ in the $\delta$-function case as the logarithmic correction seen in Eq. (3.19) is a result of integrating over many oscillations. For $x_{\text{NL}}^{\text{peak}} = 100$, sufficient oscillations are averaged over that the resonant peak returns and the GW spectra approach their asymptotic limit.

---

5 Note that although $x_{\text{cut}}^{\delta}$ (3.25) becomes strictly zero for $v_{p} = k_{p}/k \to \infty$ it is not a problem for our formalism. First, it means that far superhorizon tensor modes did not have time to grow when we cut-off the source. Second, we are always considering $k \gg k_{\text{eq}}$ and, therefore, we never reach the zero limit in (3.25).

6 In more mathematical detail, what occurs is that the general kernel contains the cosine integral functions $\text{Ci}[x_{\text{cut}}]$, $\text{Ci}(1 - (u - v)/\sqrt{3}) x_{\text{cut}}$ and $\text{Ci}(1 - (u + v)/\sqrt{3}) x_{\text{cut}}$ in addition to the usual logarithmic terms. When $x_{\text{cut}}$ is not large enough, the logarithmic terms that appear for vanishing argument, i.e. $\text{Ci}(x_{\text{cut}} \sim 0) \sim \ln x$, cancel the typical logarithmic corrections. A similar discussion would apply to the adiabatic case if one were to suddenly shut-off the source term to the induced GWs.
This discussion holds qualitatively for both the δ-function and broad scalar peaks, but the induced spectrum is less sensitive to the non-linear cutoff in the broad spectrum case than the narrow-peak case. This is because in the broad peak case there are several scalar modes sourcing induced GWs and while some might enter the regime earlier than others, there is overall a similar production of induced GWs. The resulting amplitude of the GW spectrum is similar regardless for all $x_{\text{NL}}^{\text{peak}} \gtrsim 10$ and presents less oscillatory behavior.

If we consider a sharply peaked primordial isocurvature spectrum at $k_p$, we may gain an idea of the value of $x_{\text{NL}}^{\text{peak}}$ needed to enter the observational window of future GW detectors. Using the estimate for the resonant peak amplitude in Eq. (3.24), we find that

$$A_S \approx 2.7 \kappa_p^2 \times 10^{-5} \left( \frac{\Omega_{GW,0} h^2}{10^{-14}} \right)^{1/2},$$

for a given value of $\Omega_{GW,0} h^2$. Once we know the amplitude of the primordial isocurvature spectrum
in terms of $\Omega_{GW,0} h^2$, we find that

$$x_{NL}^{\text{peak}} \approx 270 \left( \frac{\Omega_{GW,0} h^2}{10^{-14}} \right)^{-1/4}. \quad (3.28)$$

Note that our formalism is only valid for $x_{NL} > 1$ which implies we must have $\Omega_{GW,0} h^2 < 5 \times 10^{-5}$. While we will study the constraints on $\Omega_{GW,0}$ in detail in §IV we can already use Big Bang Nucleosynthesis constraints $\Omega_{GW,0} h^2 \lesssim 10^{-6}$ [99], to find a lower bound of $x_{NL} \gtrsim 3$. Thus, our formalism is completely valid in the allowed observable range.

From now on, we will assume that we can take $x_{NL}^{\text{peak}}$ and therefore $x_{\text{cut}}$ to $\infty$ when we forecast constraints on $A_S$ in §IV. While in detail the finite value of $x_{\text{cut}}$ may affect our constraints, qualitatively our results will be robust to it.

### E. Accounting for non-Gaussianity

The calculation thus far has assumed that the CDM isocurvature fluctuations are Gaussian distributed. In fact, for large $S$ they must be highly skewed since $S$ is bounded from below by $-1$. In Appendix C we argue that such a non-Gaussian spectrum might be described by a $\chi^2$-like distribution with power-spectrum

$$P_S(k) = 3A_S \sqrt{\frac{6}{\pi k_p^3}} \exp \left( -\frac{3 k^2}{2 k_p^2} \right), \quad (3.29)$$

and that due to the enhancement of the 4-point function in the non-Gaussian case the induced GW signal might be enhanced relative to the Gaussian calculation by an extra factor of $A_S$, namely

$$\Omega_{\chi^2, GW,c} \approx A_S \Omega_{GW,c}^g. \quad (3.30)$$

where $\Omega_{GW,c}^g$ denotes the result of the Gaussian calculation we have performed so far.

Since the primordial spectrum (3.29) is fairly broad, we do not expect that the spectral shape of the non-Gaussian $\Omega_{\chi^2, GW,c}$ will differ much from the Gaussian calculation $\Omega_{GW,c}^g$. For instance, the effect of large local non-Gaussianity on the GW spectrum induced by adiabatic fluctuations has been studied in Refs. [100–103]. They found (see, e.g., Fig. 8 of Ref. [103]) that the overall spectral shape is barely modified by the local non-Gaussian contribution. This provides indications that our amplitude enhancement (3.30) might be sufficient to describe the effect of non-Gaussianity for broad peaks in the primordial spectrum. However, let us clarify that our estimate is based on one working example and that further investigation is needed to draw any general conclusion. This is out of the scope of the paper and we leave it for future work.

If our estimate (3.30) gives a good order of magnitude estimate, we can re-derive the estimate (3.27) in the non-Gaussian case to find that the scalar spectrum should have amplitude

$$A_S \approx 9\kappa_p^{4/3} \times 10^{-4} \left( \frac{\Omega_{GW,0} h^2}{10^{-14}} \right)^{1/3} \quad (3.31)$$

---

\[ ^7 \text{Strictly speaking the BBN constraints are integral constraints. However, for a peaked spectrum it already provides a good order of magnitude estimate. See §IV for further discussion.} \]
to produce a given GW abundance $\Omega_{GW,0} h^2$. Since we know the amplitude of the primordial isocurvature spectrum in terms of $\Omega_{GW,0} h^2$, we find that the non-linear cutoff $x_{NL}^{peak}$ is

$$
x_{NL}^{peak} \approx 47 \kappa_{1/3} \left( \frac{\Omega_{GW,0} h^2}{10^{-14}} \right)^{-1/6}.
$$

(3.32)

This time BBN constraints impose $x_{NL}^{peak} > 2 \kappa_{1/3}$, and recall that we always have $\kappa_p \gg 1$. Therefore the limit $x_{NL} \to \infty$ is an excellent approximation in the non-Gaussian case. In other words, the highly skewed non-Gaussianity significantly enhances the induced GW abundance, rendering it observable even for much smaller values $A_S$ which in turn lead to a much later non-linearity time $x_{NL}^{peak}$.

We now proceed to present constraints on the primordial isocurvature spectrum from induced gravitational waves using both the conservative Gaussian calculation, as well as by attempting to capture the non-Gaussian enhancement using Eq. (3.30).

### IV. FUTURE CONSTRAINTS ON DARK MATTER ISOCURVATURE FROM GWS

We now forecast how well upcoming GW detectors can constrain the primordial CDM isocurvature power spectrum. We use the peak integrated method developed by Ref. [104], which takes advantage of having a peaked spectral shape of GWs to derive constraints on the parameters of the scalar power spectrum. The peak-integrated sensitivity is defined as

$$
\Omega_{PIS}(k_p) \equiv \left[ n_{det} t_{obs} \int_{k_{min}}^{k_{max}} \frac{dk}{2\pi} \left( \frac{S(k,k_p)}{\Omega_{noise}(k)} \right)^2 \right]^{-1/2},
$$

(4.1)

where $n_{det} = 1$ if the measurement is by auto-correlation and $n_{det} = 2$ if by cross-correlation, $t_{obs}$ is the observing time of the experiment, $\Omega_{noise}(k)$ is the noise spectrum of the detector as a function of $k = 2\pi f$, which extends from some $k_{min}$ to $k_{max}$, and $S(k,k_p)$ is defined as

$$
S(k,k_p) \equiv \frac{\Omega_{GW,0}(k,A_S,k_p)}{\Omega_{peak}(A_S)},
$$

(4.2)

where $\Omega_{GW,0}(k,A_S,k_p)$ is the induced GW spectrum at comoving wavenumber $k$ for a scalar spectrum with amplitude $A_S$ and peak $k_p$, suppressing here the dependence on any parameters which are held fixed such as the scalar width $\Delta$. $\Omega_{peak}(A_S)$ is an arbitrarily normalized function which encodes the scaling of the GW amplitude with the parameter which we wish to constrain, $A_S$, such that $S(k,k_p)$ does not depend on it. Note that $\Omega_{peak}$ is not necessarily the maximum amplitude of $\Omega_{GW,0}$. For the Gaussian calculation we will take $\Omega_{peak}(A_S) = A_S^2$, while for the non-Gaussian estimate we will take $\Omega_{peak}(A_S) = A_S^3$, reflecting Eq. (3.30).

We then claim a detection of a scalar peak of amplitude $A_S$ at $k_p$ if the signal to noise ratio

$$
\varrho = \frac{\Omega_{peak}(A_S)}{\Omega_{PIS}(k_p)}
$$
FIG. 6. Projected constraints on the spectral energy density in GWs from next generation experiments SKA, LISA, DECIGO, and ET, which we use in this work to produce forecasted constraints on primordial CDM isocurvature. We also show the existing constraint from Big Bang Nucleosynthesis. For further discussion see §IV.

We summarize in Fig. 6 the gravitational wave spectral sensitivities we use to obtain constraints in this work, all of which are obtained from Ref. [104]. For clarity we have plotted them as a function of the comoving scale $\kappa = k/k_{eq}$ probed, and we see they all lie in the $\kappa \gg 1$ regime where our analytic calculation is valid. These noise curves are based on

- the forecasted sensitivity of a pulsar timing array constructed from the Square Kilometer Array (SKA) inspired by assumptions in Ref. [50],
- the forecasted sensitivity of the Laser Interferometer Space Antenna (LISA) from Ref. [105],
- the forecasted sensitivity of the Deci-Hertz Interferometer Gravitational-Wave Observatory (DECIGO) from Ref. [106],
- the forecasted sensitivity of the Einstein Telescope (ET), labeled ET-D, from Ref. [107].

We also show the integrated constraint from the contribution of GWs to the total energy density of the universe during Big Bang nucleosynthesis (BBN), $\int_{k_{\text{min}}}^{\infty} d\ln k \Omega_{GW,0}h^2(k) \lesssim 10^{-6}$ [99]. This constraint applies for GWs which are present before BBN and thus for GWs on scales smaller than $k_{\text{min}} \approx 10^3 \text{Mpc}^{-1}$, the scale that enters the horizon near the end of BBN. Although it is an integral constraint, the evaluation of the integrand provides an upper bound to the GW spectrum which we show in Fig. 6 and which we used in §III D to set a lower bound on the non-linearity scale.
x_{NL}. Comparable gravitational wave bounds extending to larger scales can be obtained from the CMB [108, 109]. The constraints shown here are only a sampling of the wide variety of present and upcoming constraints on the gravitational wave abundance [110–112].

In Fig. 7, we use the projected sensitivities of the upcoming detectors to forecast constraints on the primordial CDM isocurvature power spectrum, using a sharp log-normal peak with $\Delta = 0.01$ in the conservative Gaussian approximation as a fiducial model. These constraints extend from $k \sim 10^6 \text{Mpc}^{-1}$ to $k \sim 10^{20} \text{Mpc}^{-1}$, reflecting the range of the spectral constraints shown in Fig. 6. The constraints on $A_S$ degrade as $(k_p/k_{eq})^2$, as we described in §III, due to the decreasing importance of CDM at horizon crossing for increasing $k$. We show with a dashed black line the constraint imposed by $x_{NL}^{peak} \geq 1$ which is necessary for the validity of our calculation. Recall that for $x_{NL}^{peak} < 1$ the fluctuations become non-linear before horizon crossing and cannot be described in our formalism.

We overplot more traditional constraints on the CDM isocurvature, namely those from CMB temperature anisotropies (Plank) and spectral distortions (COBE, PIXIE forecast), details of which are provided in Appendix [F]. These are significantly stronger than our induced GW constraints, but they extend only up to $k \sim 10^5 \text{Mpc}^{-1}$. In contrast, constraints from induced GWs have the potential to extend to much smaller scales.

We also show in Fig. 7 constraints on the isocurvature spectrum from the absence of PBHs, as computed in Ref. [13]. That work found that for PBHs produced by CDM isocurvature perturba-
tions to not overclose the universe, the amplitude of the primordial isocurvature power spectrum should be less than\(^8\)

\[
\mathcal{A}_S(k_p) \lesssim \left(\frac{2^{1/2}}{3^{1/4}} \frac{k_p}{k_{\text{eq}}} \left(\frac{1}{b} \right)^{1/2}\right) \frac{4q}{2q+1},
\]

(4.4)

where \(q\) and \(b\) are constants which encode the PBH formation probability, with \(q = 13/2\), \(b = 0.02\) reasonable choices. Because \(q\) is large, the same weakening of constraints as \((k_p/k_{\text{eq}})^2\) which we found for the induced GWs is present in the PBH constraints. The slight deviation from this scaling for finite \(q\) is due to the favorable redshifting of PBHs formed during radiation domination. While this formula encodes the rough scaling of the constraints, in Fig. 7 we show the full constraints from Ref. \[13\] computed using a variety of existing experimental constraints on PBH abundances.

As Fig. 7 shows, induced GW constraints have the potential to improve on the constraints from PBHs by orders of magnitude. Moreover, the constraints from GWs can extend to smaller scales than the PBH constraints because small PBHs can evaporate while GWs persist. Similar conclusions have been reached in forecasts of constraints on the amplitude of the adiabatic spectrum on small scales (see, e.g., Ref. \[113\]).

The constraints in Fig. 7 were obtained for a sharply peaked log-normal spectrum of the form (3.21). More generally, we can immediately see from this figure that for a primordial isocurvature power spectrum \(P_S\) which leads to an observable GW signal in some future GW detector, the low-\(k\) tail of \(P_S\) should decay faster than \(k^2\). Otherwise, it would be in conflict with CMB constraints. In other words, the effective curvature power spectrum (3.13) should always decay on large scales.

In Fig. 8, we show explicitly how the constraints on the CDM isocurvature depend on the shape of the primordial spectrum. We compare the narrow-peak \(\Delta = 0.01\) scalar spectrum we showed in Fig. 7 to a wider peak \(\Delta = 1\). These correspond to the induced GW spectra we showed in Fig. 4. Because the general scaling of the constraints is independent of the shape of the primordial isocurvature spectrum, we here factor out the overall \((k_p/k_{\text{eq}})^2\) dependence for legibility. Nonetheless the detailed structure of the constraints does depend on the spectral shape of the primordial isocurvature. The broader \(\Delta = 1\) scalar spectra are more strongly constrained than the narrow \(\Delta = 0.01\) results we showed in Fig. 7 both in terms of the amplitude of the constraint at a given scale and in the range of scales constrained. This reflects the wider induced spectra we found in Fig. 4 as well as the shift and enhancement of the peak of the induced GWs due to the enhanced effective curvature power spectrum (3.13). For a broad peak, there exists more power on large scales which is then favored by the \(k^{-2}\) factor in the effective curvature power spectrum.

So far we have assumed that the isocurvature fluctuations follow a Gaussian distribution. As we discussed in §III E, this cannot be the case and our Gaussian calculation is likely conservative. We attempt in Fig. 9 to estimate the effect of the highly skewed non-Gaussianity on the constraints by using the non-Gaussian enhancement of the signal proposed in §III E and in Appendix C. We use the \(\chi^2\)-like isocurvature power spectrum Eq. (3.29), and then account for the non-Gaussianity by

\(^8\) We have corrected here an order unity factor neglected in the initial version of Ref. \[13\].
increasing the amplitude of the induced GW spectrum by an additional factor $A_S$ with respect to the Gaussian case, Eq. (3.30). Since $A_S$ must be very large to produce observable GWs, the forecasted constraints are now therefore much stronger. While in the Gaussian case the constraints on $A_S$ weakened as $(k_p/k_{eq})^2$, in the non-Gaussian case the constraints weaken only as $(k_p/k_{eq})^{4/3}$. We leave a more detailed investigation of the effects of such highly non-Gaussian probability distribution function on the induced GW spectrum for future work.

Finally, one might wonder about the effect of possible mixed adiabatic-isocurvature initial conditions. Since the GW spectrum for a very sharp peak in the primordial isocurvature spectrum is similar to the one from primordial curvature fluctuations, we can anticipate that for mixed initial conditions the peak of the induced GW spectrum would be given by a sum of terms of the type

$$\Omega_{\text{GW,e}}^{\text{peak}} \approx \gamma_n \left( A_S \kappa_p^{-1} \right)^n A_R^{4-n},$$

where $\kappa_R$ is the amplitude of the primordial curvature perturbation, $n \in [0, 4]$, $\gamma_{0,2,4} \sim 1$, and $\gamma_{1,3} \leq 1$ take into account possible correlations between $S$ and $R$, with $\gamma_{1,3} = 0$ in absence of correlations. It is interesting to note that additional factors of $R$ do not necessarily help in boosting the amplitude of induced GWs, as from primordial black hole constraints one already has $A_R < 0.1$. Even in the case when $A_S \kappa_p^{-1} \ll 1$, correlations with $R$ do not help much as the dominant contribution would be the $R^4$ term. We leave for future work a detailed study of mixed initial conditions.
FIG. 9. The non-Gaussianity of the isocurvature perturbations should increase the GW signal relative to the Gaussian approximation we have employed so far and therefore strengthen the constraint from induced GWs. We estimate the effect by using the $\chi^2$-like isocurvature power spectrum Eq. (3.29) and then enhancing the induced GW spectrum by an additional factor $A_S$, Eq. (3.30). While the constraints degraded as $(k_p/k_{eq})^2$ in the Gaussian approximation, they degrade only as $(k_p/k_{eq})^{4/3}$ in the non-Gaussian estimate. The actual result may lie somewhere between the two estimates. For further discussion see §IV.

V. DISCUSSION AND CONCLUSIONS

Gravitational waves generated in the early universe by the scalar perturbations have been recognized as an exciting probe of the adiabatic mode of the primordial fluctuations. In this work, we have shown that observable gravitational wave signals can also be generated from the cold dark matter isocurvature mode if its amplitude is sufficiently large. These induced GWs might be the counterpart to the PBHs generated by large isocurvature studied in Ref. [13].

We derived for the first time the general analytical kernel necessary to compute isocurvature-induced GWs in radiation domination, presented in Eqs. (3.11) and (3.12), enabling the use of gravitational wave astronomy to constrain the nature of the primordial perturbations on small scales in the early universe.

We then studied the GWs induced by sharp and broad peaks in the primordial isocurvature power spectrum and found three main differences with respect to the case of adiabatic fluctuations.

First, since the transfer from isocurvature to curvature effectively stops at horizon crossing, the isocurvature-induced GW spectrum is suppressed by a factor $(k_{eq}/k_p)^4$, where $k_p$ is the scale of the peak in the primordial spectrum and $k_{eq} \approx 0.01$ Mpc$^{-1}$. This suppression can be compensated for with a large amplitude of the primordial isocurvature spectrum while respecting the confines of linear theory, and the induced GW spectrum $A_S$ can be rewritten to absorb this suppression.
by introducing an effective primordial curvature power spectrum \( P_{\Phi}(k) = \left(\frac{k_{eq}}{k}\right)^2 P_S(k) \) times an effective kernel. The effective kernel, given by Eqs. (3.11) and (3.12) times a factor \((uv)\), presents qualitative similarities with the case of adiabatic-induced GWs: it has the same resonance phenomena and infrared behavior.

The effective primordial curvature power spectrum (3.13) gives us intuition for the second main difference associated with primordial isocurvature perturbations: the peak in the induced GW spectrum becomes shifted to large scales relative to the peak in the isocurvature power spectrum by the additional \( k^{-2} \) factor. This is especially important for broad primordial spectra, as we saw in Fig. 4.

The third difference appears for very sharp peaks. As is clear from Fig. 3, the isocurvature-induced GW spectrum does not present an exact zero and a dip appears slightly below \( k = \sqrt{2} c_s k_p \), which is the position of the dip for adiabatic fluctuations. This effect is due to the difference in phase in the isocurvature-induced curvature fluctuations. Although the resonance does lead to a peak in the GW spectrum at \( k = 2 c_s k_p \), the overall shape is different than in the adiabatic case. The resonant peak-dip relation for sharp peaks may be helpful in distinguishing the GW spectrum induced by isocurvature and adiabatic initial conditions.

Our work shows that if a stochastic GW signal is detected in future experiments, one must consider the possibility that these GWs were induced by either primordial adiabatic or isocurvature fluctuations. GWs induced by different initial conditions are in principle distinguishable, and additional information from the PBH mass function may also help to tell both scenarios apart [13].

In the absence of a future induced GW signal, our work provides at the moment the best prospects to constrain dark matter isocurvature fluctuations on small scales. We show our forecast in Fig. 7 for future GW detectors such as LISA, ET, DECIGO and SKA. We expect an improvement of several orders of magnitude with respect to the constraints from the absence of PBHs [13].

There are several aspects that deserve further exploration. For instance, a crucial difference with respect to the adiabatic case is that to produce significant gravitational waves the isocurvature fluctuations must have an amplitude vastly exceeding unity. This implies that: (i) the probability density distribution of isocurvature fluctuations must be highly non-Gaussian (see Appendix C), since the local energy density must also be positive, and (ii) such large dark matter density fluctuations enter the non-linear regime well before matter-radiation equality.

We found that point (i) may have a large effect on the amplitude of the induced GW spectrum. Though for analytic viability we have assumed in our calculations of induced GWs (3.3) that primordial isocurvature fluctuations are drawn from a Gaussian distribution, we expect that the non-Gaussianity enhances the amplitude of induced GWs by enhancing the 4-point correlation function. Our result can then be thought of as a conservative estimate for the GW production from large isocurvature. By analogy with a \( \chi^2 \)-like distribution with a very large variance, where the 4th moment of the distribution is proportional to the (variance)\(^3\), we estimated that \( \Omega_{GWs}^{NG} \sim A_S^4 \Omega_{GWs}^e \), where \( A_S \) is the amplitude of the primordial isocurvature spectrum. This non-Gaussian enhancement leads to the strengthening of the constraints as shown in Fig. 9. A related issue is that we lack a concrete model which could lead to such large isocurvature and, therefore, our estimates for the effects of non-Gaussianity are a first, educated, guess. In any case, we expect that the result
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of a more accurate calculation should lie somewhere within the Gaussian and non-Gaussian results.

About point \((ii)\), we argued that despite such large amplitude, linear theory is valid until density fluctuations of dark matter locally overcome the radiation. When dark matter density fluctuations enter the non-linear regime, we cut-off the production of induced GWs. This leads to a conservative amplitude of the resulting GWs as we expect GWs to be generated even in the non-linear regime. Nevertheless, because most of the gravitational waves are produced around horizon crossing, we find that the overall amplitude of the resulting GW spectrum is rather insensitive to the cut-off unless the onset of the non-linear regime occurs very close to that epoch. To derive the full induced GW spectrum inside the non-linear regime, numerical simulations may be required.

In addition to the above, we have primarily considered pure primordial isocurvature fluctuations. However, our formulation also applies directly to any mixed initial condition, and in fact our results might be important in the presence of correlations between large adiabatic and isocurvature fluctuations.

Before we conclude our work, let us comment on another important and related aspect to explore, which is the possible formation of small-scale CDM halos. Since the small-scale dark matter distribution is likely to be highly inhomogeneous, small-scale CDM halos may form (either during radiation domination or the subsequent matter domination). This is in contrast with PBH formation from adiabatic fluctuations in a radiation dominated universe, where any fluctuations that do not end up forming a black hole are washed away by the free streaming of radiation. The formation of microhalos from adiabatic and isocurvature fluctuations has been studied in the context of axions, with the so-called axion miniclusters \([114–117]\), and recently by long range scalar forces \([118, 119]\) and CDM self-interactions \([120, 121]\). Since, in general, the CDM halos are rather disperse, some constraints applicable to PBHs do not apply or apply weakly to microhalos \([118, 122]\). Interesting recently proposed future detection methods are irregularities in the microlensing caustics of highly magnified stars \([122]\) and fluctuations in pulsar timing arrays \([123]\). In the future, these methods may restrict the amount of microhalos to be less than 1% of CDM in the range of roughly \(10^{-12} - 100 M_\odot\). We note, however, that current and future constraints depend on the density profile of the halos, their halo mass function and tidal disruption by other compact objects such as stars \([114]\). The study of the formation of such microhalos in our present model and their evolution until today is an interesting topic but out of the scope of this paper. We leave it for future work.

\textit{Note Added:} After submission, Ref. \([124]\) showed with numerical simulations that large initial isocurvature fluctuations of a massless scalar field can collapse to form PBHs. This is a strong indication of the validity of the results of Ref. \([13]\), where PBHs form from the collapse of large CDM isocurvature fluctuations.

---

\[9\] During radiation domination the density fluctuations of matter grow logarithmically which makes structure formation less likely. When we reach matter domination density fluctuations collapse into virialized objects. However, some of the formed halos will be disrupted by interaction with, e.g., stars \([113]\).
ACKNOWLEDGMENTS

We would like to thank Misao Sasaki for many useful discussions and for providing an example of a power spectrum with positive 2-point function. G.D. would also like to thank V. Atal for helpful discussions on the peak integrated sensitivity curves. J. Chluba, D. Grin and S. Patil for useful correspondence on CMB spectral distortions and J. Shelton for useful correspondence on dark matter microhalos. S.R.P would also like to thank J. Lesgourgues, L. Pinol and L.T. Witkowski for useful discussions. G.D. as a Fellini fellow was supported by the European Union’s Horizon 2020 research and innovation programme under the Marie Skłodowska-Curie grant agreement No 754496. S.P. was supported by the World Premier International Research Center Initiative (WPI), MEXT, Japan. S.R.P is supported by the European Research Council under the European Union’s Horizon 2020 research and innovation programme (grant agreement No 758792, project GEODESI).

Appendix A: Fundamentals of linear perturbation theory

In this appendix we explicitly state the convention used for the perturbative expansion and write down the main formulas needed in the text.

The metric in the Newtonian gauge is given by

$$ds^2 = a^2(\tau) \left[ -(1 + 2\Psi) d\tau^2 + (\delta_{ij} + 2\Phi \delta_{ij} + h_{ij}) dx^i dx^j \right],$$  (A1)

and the matter and radiation sectors are described by their energy momentum tensors, respectively given by

$$T_{m\mu\nu} = \rho_m u_m u_{\mu} u_{\nu},$$  (A2)
$$T_{r\mu\nu} = (\rho_r + p_r) u_r u_\mu u_\nu + p_r g_{\mu\nu},$$  (A3)

where $g_{\mu\nu}$ is the metric, $\rho$ and $p$ respectively are the energy density and pressure and $u_\mu$ the fluid 4-velocity. The subscripts “$m$” and “$r$” respectively refer to CDM and radiation.

1. Background

In the background we have that $u_{m0} = u_{r0} = -a$ and $u_{mi} = u_{ri} = 0$. Then, the Friedmann and energy conservation equations in terms of conformal time are given by

$$3\mathcal{H}^2 = a^2(\rho_m + \rho_r) \equiv a^2 \rho, \quad \mathcal{H}^2 + 2\mathcal{H}' = -\frac{1}{3} a^2 \rho_r,$$  (A4)
$$\rho_m' + 3\mathcal{H}\rho_m = 0 \quad \text{and} \quad \rho_r' + 4\mathcal{H}\rho_r = 0.$$  (A5)

Interestingly, an exact solution to the scale factor is given by

$$\frac{a(\tau)}{a_{eq}} = 2 \left( \frac{\tau}{\tau_*} \right) + \left( \frac{\tau}{\tau_*} \right)^2,$$  (A6)
where \((\sqrt{2} - 1)\tau_* = \tau_{eq}\) and the subscript “eq” refers to the time of matter-radiation equality. Then we have that

\[
\rho_m = \rho_{eq} \left( \frac{a}{a_{eq}} \right)^{-3} \quad \text{and} \quad \rho_r = \rho_{eq} \left( \frac{a}{a_{eq}} \right)^{-4},
\]

(A7)

where by the Friedmann equations \(3H_{eq}^2 = 2\rho_{eq}\) and also

\[
H_{eq} = k_{eq} = \frac{2\sqrt{2}}{\tau_*}.
\]

(A8)

\(k_{eq}\) refers to the comoving wavenumber that entered the horizon right at matter-radiation equality.

2. First order

At the linear perturbation level, we have \(u_{m0} = u_{r0} = -a(1 + \Psi)\), \(u_{mi} = a\partial_i V_m\) and \(u_{ri} = a\partial_i V_r\). In the absence of anisotropies the \(ij\) component of Einstein equations leads to

\[
\Phi + \Psi = 0.
\]

(A9)

Since we are interested in isocurvature, we introduce the following variables:

\[
S = \frac{\delta \rho_m}{\rho_m} - \frac{3}{4} \frac{\delta \rho_r}{\rho_r} \quad \text{and} \quad V_{rel} = V_m - V_r,
\]

(A10)

where \(V_{rel}\) are the relative velocities of the fluids. Using these new variables, we find that the curvature perturbation obeys

\[
\Phi'' + 3H(1 + c_s^2)\Phi' + (H^2(1 + 3c_s^2) + 2H')\Phi - c_s^2\Delta \Phi = \frac{a^2}{2} \rho_m c_s^2 S,
\]

(A11)

where we defined as usual

\[
c_s^2 = \frac{4}{9} \frac{\rho_r}{\rho_m + 4\rho_r/3}.
\]

(A12)

The isocurvature mode follows

\[
S' = -\Delta V_{rel},
\]

(A13)

and the relative velocity evolves according to

\[
V_{rel}' + 3c_s^2 H V_{rel} + \frac{3}{2a^2\rho_r} c_s^2 \Delta \Phi + \frac{3\rho_m}{4\rho_r} c_s^2 S = 0.
\]

(A14)
3. Second order

At second order in perturbation theory, scalar modes act as a source to the linear tensor modes. The tensor mode equation of motion reads

\[ h''_{ij} + 2\mathcal{H}h'_{ij} + \Delta h_{ij} = \mathcal{P}_{ij}^{ab}S_{ab}, \]  

(A15)

where \( \mathcal{P}_{ij}^{ab} \) is the transverse-traceless projector which can be found in, e.g., Refs. [39, 41], and

\[ S_{ij} = 4\partial_i\Phi\partial_j\Phi + 6c_s^2\frac{\rho}{\rho_r}\partial_i\left(\frac{\Phi'}{\mathcal{H}} + \Phi\right)\partial_j\left(\frac{\Phi'}{\mathcal{H}} + \Phi\right) + 6a^2c_s^2\rho_m\partial_iV_{\text{rel}}\partial_jV_{\text{rel}}. \]  

(A16)

From the equation above it is clear that induced GWs are mainly sourced by the curvature perturbation \( \Phi \). As we show in the text, the contribution from the relative velocities is always suppressed except for modes \( k \sim k_{eq} \). For a study of the effect of relative velocities in the baryon-CDM fluids see Ref. [125].

Appendix B: Validity of linear theory for large isocurvature

In this appendix we give more details on why one can treat large isocurvature \( S \gg 1 \) within linear cosmological perturbation theory. \( S \gg 1 \) essentially implies that the local matter density is much larger than the background value, \( \delta \rho_m \gg \rho_m \). This might seem to indicate that perturbation theory no longer holds.

However, a similar situation commonly occurs in the study of structure formation deep inside the cosmological horizon. There CDM density fluctuations grow above the mean background density to form halos, but the gravitational potential is much smaller than unity. One then employs the Newtonian limit, where the gravitational potential \( \Phi \) is treated as a metric perturbation, and only the matter is considered at the non-linear level. If the matter velocity perturbation remain small enough, however, even perturbations in the matter sector can be treated within linear perturbation theory.

Let us apply this reasoning to the case of large isocurvature perturbations on superhorizon scales using the Einstein and the conservation equations

\[ M_{\text{pl}}^2G_{\mu\nu} = T_{\mu\nu}, \]
\[ \nabla^\muT_{\mu\nu} = 0. \]  

(B1)

By definition, isocurvature fluctuations do not affect the metric far on superhorizon scales. Linear perturbations in the metric are therefore well justified and we may expand \( G_{\mu\nu} \) linearly in \( \Phi \). Note that the expansion of \( G_{\mu\nu} \) on cosmological scales entails factors proportional to \( H^2 \). Therefore, we crudely estimate that in the situation we are discussing we have \( G_{\mu\nu} \sim \mathcal{O}(H^2) \).

Turning our attention to the matter sector, for CDM \( T_{\mu\nu} \) is linear in \( \rho_m + \delta \rho_m \) and quadratic in the velocities \( V_m \). This means that as long as velocities are small, we may treat the matter sector linearly in \( \rho_m + \delta \rho_m \) and \( V_m \). This does not pose a problem to the metric sector as long
as $\rho_m + \delta \rho_m \ll H^2 M_{\text{pl}}^2$. If radiation dominates the universe so that $H^2 M_{\text{pl}}^2 \sim \rho_r$, then this leads to the requirement that $\rho_m S \ll \rho_r$, which is the one used in the main text to define the time $x_{NL}$ when our calculation breaks down.

In the matter conservation equations, we may look for illustrative purposes to the continuity equation for the energy density of CDM in the Newtonian limit, namely

$$\delta \rho_m' + 2H \delta \rho_m + \partial_i ((\rho_m + \delta \rho_m) \partial^i V_m) = 0,$$

(B2)

where we neglected time derivatives of $\Phi$. We see that we can treat the system in the linear regime as long as

$$\delta \rho_m', \mathcal{H} \delta \rho_m \gg k^2 \delta \rho_m V_m.$$  

(B3)

On one hand, for scales close to the horizon we have that $\delta \rho_m' \sim H \delta \rho_m$ and thus we need

$$\frac{k^2 V_m}{\mathcal{H}} \ll 1,$$

(B4)

even if we have $\delta \rho_m \gg \rho_m$. This requirement is satisfied throughout our work, with the solution for the velocity Eq. (2.13) indicating that

$$\frac{k^2 V_{\text{rel}}}{\mathcal{H}} \propto \frac{x}{\kappa} S(0),$$

(B5)

which is $\mathcal{O}(1)$ at the non-linear regime when $x = x_{NL}$. On the other hand, for scales much smaller than the horizon we have that $\delta \rho_m' \sim k \delta \rho_m$, and the requirement becomes $k V_m \sim S(0)/\kappa \ll 1$. We plot the behavior of $V_m$ in Fig. 1.

**Appendix C: Non-Gaussian nature of large isocurvature fluctuations**

In this appendix we elaborate on a consistent statistical nature of fluctuations. We note that by definition one must have $S > -1$, since initially

$$S \approx \frac{\delta \rho_m}{\rho_m} = \frac{\rho_m(x) - \rho_m}{\rho_m}.$$  

(C1)

This means that in order to have $S \gg 1$, $S$ cannot be distributed according to Gaussian statistics. Most of the fluctuations must lie at $S \sim -1$ (or $\rho_m(x) \sim 0$) to compensate for the very large rare fluctuations elsewhere. So the universe is basically empty of CDM except for special regions where CDM highly accumulates. The CDM distribution is therefore highly inhomogeneous on small scales, and although the exact distribution will depend on the underlying mechanism to generate large isocurvature, we can expect that the realistic non-Gaussian distribution leads in general to an enhanced induced GW spectrum with respect to the Gaussian case we have computed in the main text. In this appendix, we develop this argument by discussing two examples in real space and then the implications for Fourier modes.
1. Scalar field without mean value

In the early days of CMB studies, isocurvature perturbations presented a promising scenario for structure formation (see, e.g., Ref. [126] and discussion therein). This was definitively abandoned after WMAP measured the detailed structure of the anisotropy spectrum and constrained the amplitude of isocurvature fluctuations to be less than 1% of the adiabatic ones on CMB scales, but nevertheless this period led to an interesting discussion on the generation of isocurvature. A class of models discussed in Refs. [127–129] (see also Ref. [130]) is relevant here.

The main idea is that, for example, CDM isocurvature fluctuations are sourced by a massive scalar field with zero mean. This leads to a CDM energy density

$$\rho_m(x) = A \varphi^2(x), \quad (C2)$$

where $\varphi(x)$ is generated during inflation and follows a Gaussian distribution. Thus, $\rho_m$ follows a Gaussian squared distribution and is of course always positive definite. With our definition of isocurvature, we have that

$$S = \frac{\varphi(x)^2 - \langle \varphi^2 \rangle}{\langle \varphi^2 \rangle}, \quad (C3)$$

and by definition $S > -1$. Note that equations (C2) and (C3) look like the functional form for a perturbation with local non-Gaussianity, the induced GW signal of which has been studied in, e.g., Refs. [100–103, 131]. Note, however, that the current situation is different, as in Refs. [100, 101, 103] the size of the non-Gaussian piece is determined by the parameter $f_{NL}$, which is absent in (C3). Nevertheless, we consider the results of [100–103] as an indication that the shape of the GW spectrum due to a non-Gaussian distribution is crudely speaking similar to the Gaussian case if the primordial scalar spectrum is broad. We use this when estimating the constraints in §IV when accounting for non-Gaussianity.

The problem with the present example is that $S$ is not large enough to induce a significant GW signal. Indeed, in real space one finds that since $\langle \rho_m(x) \rangle = \rho_m$ then

$$\langle \rho_m^2 \rangle \sim \langle \rho_m \rangle^2. \quad (C4)$$

This means that typical fluctuations have a dispersion $\langle S^2 \rangle \sim O(1)$ which is not enough for our purposes. Thus, we turn to another example.

2. $\chi^2$-distribution

Consider that $\rho_m(x)$ is drawn from a $\chi^2$ distribution, so that $\rho_m(x) > 0$. The probability density of the $\chi^2_n$ is given

$$P_{\chi^2}[\rho_m] = \frac{1}{2\Gamma[n/2]\sigma} \left( \frac{\rho_m}{\sigma} \right)^{n/2-1} e^{-\rho_m/(2\sigma)}, \quad (C5)$$
where $\sigma > 0$ and $n$ is often taken to be a positive integer which indicates the order of distribution. We shall instead consider the generalization $n \in \mathbb{R}^+$ which from a probability distribution point of view is well defined. With Eq. (C5) we can study the moments of the distribution in real space. The first moment is

$$\rho_{m,0} \equiv \langle \rho_m \rangle = \int_0^\infty d\rho_m \rho_m P_{\chi^2}[\rho_m] = n \sigma,$$

so from now on we replace $\sigma$ with $\rho_{m,0}/n$. We also find that

$$\langle \rho_m^2 \rangle = \frac{2 + n}{n} \rho_{m,0}^2,$$

$$\langle \rho_m^3 \rangle = \frac{(2 + n)(4 + n)}{n^2} \rho_{m,0}^3,$$

and

$$\langle \rho_m^4 \rangle = \frac{(2 + n)(4 + n)(6 + n)}{n^3} \rho_{m,0}^4.$$

from which we conclude that the isocurvature perturbation has moments

$$\langle S^2 \rangle = \frac{2}{n} \quad \text{and} \quad \langle S^4 \rangle = \frac{12(4 + n)}{n^3} = 6\langle S^2 \rangle^3 + 3\langle S^2 \rangle^2.$$

We see that for $n \ll 1$ we have a large dispersion, i.e. $\langle S^2 \rangle \gg 1$. We will refer to this distribution as $\chi^2$-like or $\chi^2_n$ since with non-integer $n$ it does not correspond to a sum of squares of Gaussian variables. Let us compare our results with the Gaussian case and let us call $S_g$ when $S$ is drawn from a Gaussian distribution. In this case we have that

$$\langle S_g^4 \rangle = 3\langle S_g^2 \rangle^2.$$

We therefore conclude that in the $\chi^2_n$ example with $n \ll 1$ we have from Eq. (C10) that the fourth moment of the distribution is much larger than the Gaussian case. We also extract that the amplitude of $\langle S^4 \rangle$ is proportional to $\langle S^2 \rangle^3$. This will be important in the following discussion in Fourier space.

### 3. Amplitude of the four point correlator

In the calculations of induced GWs, one encounters the four point correlator of the isocurvature perturbation. Roughly, the induced GW spectrum is

$$\langle h_k h_{k'} \rangle \sim \int \frac{d^3q}{(2\pi)^3} \frac{d^3q'}{(2\pi)^3} \langle S_q S_{k-q} S_{q'} S_{k'-q} \rangle,$$
where $h_k$ is the induced tensor modes and we neglected the Green and transfer functions for simplicity. In general, one can decompose the four point correlator into a connected and a disconnected part. The form

$$\langle S_q S_{k-q} S_{q'} S_{k'-q'} \rangle = \langle S_q S_{k-q} S_{q'} S_{k'-q'} \rangle_c + \langle S_q S_{k-q} \rangle \langle S_{q'} S_{k'-q'} \rangle$$

$$+ \langle S_q S_{q'} \rangle \langle S_{k-q} S_{k'-q'} \rangle + \langle S_q S_{k-q} \rangle \langle S_{q'} S_{k'} \rangle,$$

where the connected part can be expressed in terms of the trispectrum $T_S$,

$$\langle S_q S_{k-q} S_{q'} S_{k'-q'} \rangle_c = (2\pi)^3 \delta^3(k + k') T_S(q, q', k, k').$$

Due to symmetries, i.e., homogeneity and isotropy of the background, a generic connected four point function depends on six variables, that one can take to be the norms of the four external momenta and the norms of any two sums of them. To compute it, however, we usually need a probability distribution for the density which is related to a Gaussian in order to be able to easily go to Fourier space. We have seen that the Gaussian squared case is not suitable for our purposes, and the working example of the $\chi^2$ case the connected four point function should dominate over the disconnected one. We also know that $\langle S^4 \rangle \sim 6\langle S^2 \rangle^3$ and we use this result in real space to estimate the amplitude in Fourier space. With a two-point correlator of the form

$$\langle S_q S_{q'} \rangle = \frac{2\pi^2}{k^3} P_S(q)(2\pi)^3 \delta^3(q + q'),$$

we estimate that the four-point correlator is

$$\langle S_q S_{k-q} S_{k'-q} \rangle \sim \frac{2\pi^2}{q^3} \frac{2\pi^2}{|k - q|^3} P_S(q) P_S(k - q) \left( P_S(q) + P_S(k - q) \right)$$

$$\times (2\pi)^6 \delta^3(q + q') \delta^3(k + k' - q - q') + \{q \leftrightarrow k - q \},$$

where we used all possible combinations compatible with the dimensions and with Eq. (C10) that could result in two delta functions and that is symmetric with respect to $q \leftrightarrow k - q$. Of course this is a very crude estimate and in general the connected four point correlator is not proportional to two delta functions, but in the absence of a concrete model and to avoid unnecessary complications in the integrals we expect that (C16) provides a rough order of magnitude estimate while keeping the simplicity of the Gaussian results.

---

10 Note that although $S$ may be highly non-Gaussian, induced GWs still depend primarily on the 4-point function since they are generated during the regime where the perturbative expansion is valid. Next order terms would lead to a 5-point function of $\Phi$ which would contain a further $\kappa^{-1}$ suppression relative to the 4-point function of $\Phi$. This is in contrast to PBH formation, which being a fully non-linear process may depend on higher order statistics if fluctuations are highly non-Gaussian.
The last step is to find a shape of $P_S(q)$ that is compatible with the $\chi^2_n$ distribution. This means that we need a power spectrum compatible with the positivity requirement $\rho_m > 0$, and in particular with $\langle \rho_m(x)\rho_m(y) \rangle > 0$. For this purpose, we consider that the CDM energy density dimensionless power spectrum is given by

$$P_m(k) = 3A\rho^2_{m,0}\sqrt{\frac{6}{\pi}}(kR_0)^3e^{-\frac{3k^2}{2}R^2_0},$$

where $R_0$ is a given scale. Then, the 2-point correlation function reads

$$\langle \rho_m(x)\rho_m(y) \rangle = \int \frac{dk}{k}P_m(k)\frac{\sin(kr)}{kr} = A\rho^2_{m,0}e^{-\frac{r^2}{6R^2_0}},$$

where $r = |x - y|$. It then follows that $\langle \rho_m(x)\rho_m(y) \rangle > 0$ and in particular we have that

$$\langle \rho^2_m(x) \rangle = A\rho^2_{m,0}.\quad (C19)$$

With this example we obtain that

$$\langle S^2(x) \rangle = \frac{\langle (\rho_m(x) - \rho_m,0)^2 \rangle}{\rho^2_{m,0}} = A - 1,\quad (C20)$$

where we used that $\langle \rho_m(x) \rangle = \rho_{m,0}$. For $A \gg 1$ we have a large positive dispersion. Associating this spatial average with the ensemble average of Eq. (C10) yields that $A = 1 + 2/n$. We shall take as an example for $P_S(k)$ the following shape

$$P_S(k) = 3AS\sqrt{\frac{6}{\pi}}\frac{k^3}{k^3_p}e^{-\frac{3k^2}{2}k^2_p},\quad (C21)$$

which peaks at $k = k_p$. The resulting induced GW spectrum may then be given by

$$\Omega^2_{GW,c} \sim \frac{2}{3}\int_0^\infty dv \int_{1-v}^{1+v} du \left( \frac{4v^2 - (1 - u^2 + v^2)^2}{4uv} \right)^2 I^2(x_c, k, u, v)\times P_S(ku)P_S(kv) (P_S(kv) + P_S(ku)).\quad (C22)$$

However, since we do not know the explicit shape of the four point correlator we simply rescale the amplitude of the induced GW spectral density in the main text by

$$\Omega^2_{GW,c} \approx A_S\Omega^g_{GW,c}\quad (C23)$$

where the subscript $g$ refers to the Gaussian calculation. Both (C22) and (C23) are consistent within an $O(1)$ factor for $P_S(k)$ given by (C21).
Appendix D: Explicit expressions omitted in main text

In this appendix we provide some explicit expressions which are too long to be included in the main text. First, the source term [3.7] at leading order in $\kappa^{-1}$ after using (2.11) and (2.13) is given by

$$\kappa^2 f(x,u,v) \approx \frac{9}{8u^2v^2x^2} + \frac{27}{4u^4v^4x^4} + \frac{243}{2u^4v^6} + \frac{27}{2} \left( \frac{2u^2}{u^4v^4x^4} - \frac{9}{u^4v^6} \right) \cos (uc_s x) - \frac{9}{2} \left( \frac{1}{2u^4v^4x^4} + \frac{9}{u^4v^6} \right) \cos (uc_v x)
+ \frac{9\sqrt{3}}{2} \left( \frac{1}{2u^3v^3x^3} + \frac{9}{u^4v^5x^5} \right) \sin (uc_s x) - \frac{9\sqrt{3}}{2} \left( \frac{1}{2u^3v^3x^3} + \frac{9}{u^3v^5x^5} \right) \sin (uc_v x)
+ \frac{9\sqrt{3}}{4} \left( u + \frac{1}{u^3v^3x^3} - \frac{9}{u^4v^5x^5} \right) \sin ((u + v)c_s x)
+ \frac{9\sqrt{3}}{4} \left( u + \frac{1}{u^3v^3x^3} + \frac{9}{u^4v^5x^5} \right) \sin ((u + v)c_v x)
+ \frac{9}{4} \left( \frac{1}{2u^2v^2x^2} - \frac{3}{u^4v^4x^4} + \frac{27}{u^4v^6x^6} \right) \cos ((u - v)c_s x)
+ \frac{9}{4} \left( \frac{1}{2u^2v^2x^2} - \frac{3}{u^4v^4x^4} + \frac{27}{u^4v^6x^6} \right) \cos ((u + v)c_s x),
$$

(D1)

which is to be contrasted with the source term for initial adiabatic fluctuations [39]

$$f_{ad}(x,u,v) = \frac{3}{2} \left( j_0(c_s vx)j_0(c_s w) + 2j_2(c_s vx)j_2(c_s w) \right),
$$

(D2)

where $j_0(x)$ and $j_2(x)$ are the spherical Bessel functions of the first kind of order 0 and 2. In this formula we neglect the effect of the relative velocity.

Second, to find the general kernels $I_{c,s}$ provided in Eqs. (3.11) and (3.12), the source function (D1) has to be further multiplied by $x$ and either $\cos x$ or $\sin x$ as shown in Eq. (3.9). The necessary integrals are given in Appendix E.

With the general kernels, we were able to compute the induced gravitational wave spectrum $\Omega_{GW,c}$ for a $\delta$-function peak in the primordial isocurvature spectrum fully analytically, Eq. (3.18). The corresponding result for a $\delta$-function peak in the adiabatic spectrum is [39, 92]

$$\Omega_{GW,c}^{ad} = 3A_c^2 \left( \frac{k}{k_p} \right)^2 \left( 1 - \frac{k^2}{4k_p^2} \right)^2 \left( 1 - \frac{3k^2}{2k_p^2} \right)^2 \Theta(k - 2k_p)
\times \left\{ \frac{\pi^2}{4} \left[ 1 - \frac{3k^2}{2k_p^2} \right]^2 \Theta \left( \frac{2k_p}{\sqrt{3}k} - 1 \right) + \left( 1 + \frac{1}{2} \left( 1 - \frac{3k^2}{2k_p^2} \right)^2 \ln \left| 1 - \frac{4k_p^2}{3k^2} \right| \right)^2 \right\}.
$$

(D3)

One can check that after smearing the resonance using the same methodology we used in §III C...
Eq. (3.22), the adiabatic peak has amplitude

\[ \Omega_{\text{peak,ad}}^G \approx \frac{4}{9} A_R^2 \left( 1 + \frac{\pi^2}{2} + \left( 1 + \frac{1}{2} \ln (3\Delta^2) \right)^2 \right). \]  

(D4)

One can also check that the infrared tail, i.e. for \( k \ll k_p \), goes as

\[ \Omega_{\text{GW,c}}^\text{ad} \approx 3 A_R^2 \frac{k^2}{k_p^2} \ln \frac{k}{k_p}. \]  

(D5)

Appendix E: Useful identities and integrals

In this appendix we present some useful formulas that have been used to derive the results in the main text. To compute the transfer function of induced GWs we made use of the cosine and sine integrals which are respectively defined as

\[ \text{Ci}(z) = -\int_z^\infty \frac{dx}{x} \cos x \quad \text{and} \quad \text{Si}(z) = \int_0^z \frac{dx}{x} \sin x. \]  

(E1)

Their respective asymptotes at infinity are \( \text{Ci}(z \to \infty) \to 0 \) and \( \text{Si}(z \to \pm \infty) \to \pm \pi/2 \). For vanishing argument one has \( \text{Ci}(z \to 0) \to \gamma_E + \ln z \) and \( \text{Si}(z \to 0) \to 0 \), where \( \gamma_E \approx 0.577 \) is Euler’s constant. We also use that

\[ \lim_{x \to \infty} \{ \text{Si}[(1 - \beta) x] + \text{Si}[(1 + \beta) x]\} = \pi \Theta(1 - |\beta|), \]  

(E2)

where \( \Theta(x) \) is the Heaviside step function.

The integrals in the main text can all be written as an integral over a sine or cosine times a negative integer power of the argument. The integrals we need are:

\[ \int \frac{dx}{x} \frac{\cos \beta x}{x^2} = -\frac{\cos \beta x}{x} - \beta \text{Si}[\beta x], \]  

(E5)

\[ \int \frac{dx}{x} \frac{\sin \beta x}{x^2} = -\frac{\sin \beta x}{x} + \beta \text{Ci}[\beta x], \]  

(E6)

\[ \int \frac{dx}{x^2} \frac{\cos \beta x}{x^3} = \frac{\beta \sin \beta x}{2x} - \frac{\cos \beta x}{2x^2} - \frac{\beta^2}{2} \text{Ci}[\beta x], \]  

(E7)
\begin{align*}
\int \frac{dx}{x^3} \sin \beta x &= -\frac{\beta \cos \beta x}{2} x - \frac{\sin \beta x}{2x^2} - \frac{\beta^2}{2} \text{Si}[\beta x], \\
\int \frac{dx}{x^4} \cos \beta x &= \frac{\beta^2 \cos \beta x}{6} x + \frac{\beta \sin \beta x}{6} x^2 - \frac{\cos \beta x}{3x^3} + \frac{\beta^3}{6} \text{Si}[\beta x], \\
\int \frac{dx}{x^4} \sin \beta x &= \frac{\beta^2 \sin \beta x}{6} x - \frac{\beta \cos \beta x}{6} x^2 - \frac{\sin \beta x}{3x^3} - \frac{\beta^3}{6} \text{Ci}[\beta x], \\
\int \frac{dx}{x^5} \cos \beta x &= -\frac{\beta^3 \sin \beta x}{24} x + \frac{\beta^2 \cos \beta x}{24} x^2 + \frac{\beta \sin \beta x}{12} x^3 - \frac{\cos \beta x}{4x^4} + \frac{\beta^4}{24} \text{Ci}[\beta x], \\
\int \frac{dx}{x^5} \sin \beta x &= \frac{\beta^3 \cos \beta x}{24} x + \frac{\beta^2 \sin \beta x}{24} x^2 - \frac{\beta \cos \beta x}{12} x^3 - \frac{\sin \beta x}{4x^4} + \frac{\beta^4}{24} \text{Si}[\beta x].
\end{align*}

Appendix F: Other constraints used in this work

In this appendix we explain how we derived the constraints in Figs. 7 and 9 for $10^{-3} < k < 10^6 \text{Mpc}^{-1}$. The frequency of the induced GWs for such wavenumbers is too small to be detected by interferometers. However, in this regime, we may directly constrain the amplitude of isocurvature modes using the CMB.

1. CMB anisotropies

It is known that the main effect of isocurvature modes is to shift the position of the acoustic peaks in CMB anisotropies \[3, 97\]. As the position of the peaks is very well measured, isocurvature may only account for less than 1%. We show Planck’s constraints on isocurvature for an arbitrary spectrum \[2\], which are roughly given by $\beta_{\text{iso}} = \{2.5, 26, 47\} \times 10^{-2}$ respectively for $k = \{0.002, 0.05, 0.1\} \text{Mpc}^{-1}$ where

$$
\beta_{\text{iso}} = \frac{\mathcal{P}_S(k)}{\mathcal{P}_R(k) + \mathcal{P}_S(k)}.
$$

These values can be found in Table 14, row 14 of general CDM isocurvature models in \[2\]. Note that we use these values not to constrain our model, which aims to produce GWs from small scale isocurvature fluctuations, but to provide a qualitative comparison of the global constraints on the amplitude of $\mathcal{P}_S$ in a wide range of scales.
2. CMB $\mu$-distortions

Damping of small-scale fluctuations causes energy release in the early universe and creates CMB spectral distortions. In the case of small-scale CDM isocurvature fluctuations, it is the induced photon density fluctuations which produced the $\mu$-distortions [6, 96, 132]. We show current and future constraints on CDM isocurvature due to CMB $\mu$-distortions, following the work of Chluba and Grin [6]. The $\mu$-distortions due to CDM isocurvature are given by

$$\mu = \int_{k_{\text{min}}}^{\infty} \frac{dk}{k} P_S(k) W(k)$$

where $k_{\text{min}} \approx 1 \text{ Mpc}^{-1}$ and

$$W(k) \approx 5.3 \times 10^{-5} \left(\frac{k_{\text{min}}}{k}\right)^2 \left[\exp \left(-\frac{(k/k_{\text{min}}/1360)^2}{1 + \left(\frac{k/k_{\text{min}}}{260}\right)^{0.5}} + \frac{k/k_{\text{min}}}{340}\right) - \exp \left(-\left(\frac{k/k_{\text{min}}}{32}\right)^2\right)\right].$$

In the main text we consider the COBE experiment ($\mu = 10^{-5}$) and a future PIXIE-like experiment ($\mu = 10^{-9}$).
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