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Abstract. Big data has been a pervasive catchphrase in recent years, but dealing with data scarcity has become a crucial question for many real-world deep learning (DL) applications. A popular methodology to efficiently enable the training of DL models to perform tasks in scenarios with low availability of data is transfer learning (TL). TL allows to transfer knowledge from a general domain to a specific target one. However, such a knowledge transfer may put privacy at risk when it comes to sensitive or private data. With CryptoTL we introduce a solution to this problem, and show for the first time a cryptographic privacy-preserving TL approach based on homomorphic encryption that is efficient and feasible for real-world use cases. We achieve this by carefully designing the framework such that training is always done in plain while still profiting from the privacy gained by homomorphic encryption. To demonstrate the efficiency of our framework, we instantiate it with the popular CKKS HE scheme and apply CryptoTL to classification tasks with small datasets and show the applicability of our approach for sentiment analysis and spam detection. Additionally, we highlight how our approach can be combined with differential privacy to further increase the security guarantees. Our extensive benchmarks show that using CryptoTL leads to high accuracy while still having practical fine-tuning and classification runtimes despite using homomorphic encryption. Concretely, one forward-pass through the encrypted layers of our setup takes roughly 1 s on a notebook CPU.

1 Introduction

Deep learning (DL) architectures have been prompting a revolution across many fields, redefining state-of-the-art results, and influencing the lives of many people worldwide with real-time systems for automatic decision-making. However, some tasks do not benefit from DL’s high performance due to data scarcity, which hinders the model training from scratch. To overcome this problem, transfer
learning (TL) [51] has appeared as a methodology for enhancing the performance of DL models for target domain tasks by transferring knowledge from different but related source domains [7,64]. TL alleviates the problem of insufficient training data by relaxing the hypothesis that training and test data should be independent and identically distributed [59]. Therefore, models do not need to be retrained from scratch when used for tasks that differ from those they were originally developed for.

Despite the gains in model performance, the knowledge transfer may be an issue for data privacy. For instance, model inversion attacks can recover original training samples, even without initial clues about the data or model parameters in learning settings with distributed parties [34,1]. Consequently, TL methods that are trained on private or personal data must implement countermeasures against these privacy attacks like differential privacy (DP) [26]. Similar privacy challenges also arise in Machine-Learning-as-a-Service (MLaaS), where a server stores a private model trained for a task in a specific domain. The server monetizes this model by letting clients query results for their input data. In this sense, maintaining the privacy of the model is a business requirement.

Privacy, however, is a requirement not limited to corporate models. Clients of MLaaS may also refuse to send their potential private input data to servers without protection. In fact, the right to privacy has become a global concern shown by regulations, such as the European Union’s General Data Protection Regulation (GDPR) [18] and the California Consumer Privacy Act (CCPA) [5]. Those regulations usually demand safeguarding measures to avoid information breaches that cause hazardous situations, such as revealing personal data, damaging the reputation of individuals and companies, or the application of penalties and fines.

1.1 Privacy-Preserving Primitives

Privacy-preserving cryptographic protocols and primitives, like homomorphic encryption (HE) [55,28] and differential privacy (DP) [25], are established methods to protect privacy of DL models and can enable MLaaS without disclosing either the servers model or the clients input data. These mechanisms preserve privacy at different levels, usually at the expense of accuracy or increased runtime [9,58].

*Homomorphic encryption (HE)* allows to operate on encrypted data without knowledge of the secret decryption key. The concept of HE was already introduced in 1978 [55]; however, the first HE scheme, which at least in theory, is capable to evaluate an arbitrary circuit on encrypted data, was only introduced in 2009 [28]. This scheme allowed for the first time to evaluate an arbitrary number of additions and multiplications on encrypted data. Despite deemed impractical, this work led the way to many improvements [10,27,11,14,13]. The CKKS [13] encryption scheme introduced novel methods to allow HE for real numbers and is, thus, one of the most promising schemes for machine learning applications. While noting that our framework is compatible with any HE scheme, in this paper we focus on using CKKS and its implementation in the SEAL [56] library (version 4.0.0), a fast, open-source, state-of-the-art HE library maintained by Microsoft Research.
Differential privacy (DP) defines a well-established quantitative notion of privacy for single data entries within a database [26]. The main idea is that a differentially private computation’s outcome should be as independent as possible from a single data entry (e.g., by adding noise) [63,58]. The privacy guarantee is parameterizable, usually denoted by the letter $\epsilon$. Thus, when applied to training a neural network, the resulting weights will be statistically independent (in the privacy parameter) to the training data.

1.2 Goals and Contribution

HE preserves privacy of classification tasks, however it adds a severe performance penalty to the computation, minimizing the achieved throughput. Thus, efficiently training on homomorphically encrypted datasets is still an open challenge. Consequently, combining HE with TL to efficiently preclude privacy issues is another unsolved problem. In this work, we extend private MLaaS to TL scenarios by enabling a private knowledge transfer from rich source domain data into a related sparse target domain task. In addition, we increase the overall performance for the target domain task by minimizing the size of the networks applied to encrypted data. Our method, dubbed CryptoTL, ensures that all datasets involved in the knowledge transfer, as well as during classification, are protected. Furthermore, CryptoTL is carefully designed to achieve privacy while having all training and fine-tuning done in plain without HE. We then evaluate our approach in text classification use cases. Since our method only requires HE during a forward-pass of a network, CryptoTL leads to practical fine-tuning and prediction runtimes, confirmed by our extensive benchmarks. Concretely, one forward-pass through the encrypted layers takes roughly 1 s using a notebook CPU. Therefore, we demonstrate for the first time a privacy-preserving TL approach that allows training of accurate DL models on small datasets which are efficient and feasible for real-world use cases despite using HE.

The remainder of this paper is organized as follows. Section 2 presents related works at the intersection of privacy and deep TL. Section 3 describes our methodology. Section 4 outlines the experimental evaluation of CryptoTL for different scenarios. Section 5 discusses the results and main findings. Finally, Section 6 summarizes our contributions.

2 Related Work

Our method is built at the intersection of TL, HE, and DP. We start this section with an overview of recent developments of TL and continue with a review of state-of-the-art privacy-preserving machine learning methods.

Transfer learning. TL [51] has become a popular research objective in machine learning with wide spread application possibilities. A broad categorization of the different TL approaches can be found in [64]. Difficulties for TL arise in scenarios where feature spaces of both source and target domains do not overlap
in terms of size and domain, so the knowledge transfer cannot be accurately performed [7]. Further issues include the protection of private source domain data during the knowledge transfer [64]. Nevertheless, TL can be easily adapted for preserving private information, especially in the NLP domain [58]. CryptoTL, therefore, introduces a TL approach that prevents privacy issues by integrating HE and DP into the neural network model. Simultaneously, it deals with the heterogeneous feature space problem by using data representations extracted from a state-of-the-art model for language encoding.

Privacy-preserving machine learning. In recent years, the research increasingly focused on applying privacy-preserving cryptographic protocols and primitives to combat privacy issues during the training and classification of machine learning models. More specifically, secure multiparty computation (MPC) has been applied to both training [48,61,47,62] and classification [42,19,38,46,41,12], whereas solutions including HE have mostly only successfully been applied to classification tasks [29,37,21,60,20,17,15]. Training machine learning models on homomorphically encrypted inputs is still an ongoing research question. In [49], researchers from IBM (including the author of the well-known HElib [33] library for HE) tried to apply HE to the training of a small 3-layer network for classifying the MNIST [39] dataset. They reported runtimes of 1.5 days for applying one minibatch with 60 training samples to the network and more than 9 hours for the same minibatch applied to a minimized version of their network with 98% less trainable parameters. As a consequence, the authors conclude that training on encrypted data is still far too slow for real-world applications. Furthermore, in [4] the authors provide a GPU implementation of the CKKS cryptosystem and use it to speed up training of a DL model for NLP use cases. Despite achieving a classification speedup of factor 22 compared to just using CPU’s, training a model still took them more than 5 days for 2 epochs using 8 GPUs.

In [16], the authors apply HE to neural network inference tasks in MLaaS. To minimize the size of the encrypted network they propose to use TL: The client uses public pre-trained neural networks for feature extraction before transmitting the encrypted output features to the server, which then applies fine-tuned layers to this encrypted output features. Similarly, in [52], the authors propose to split the server network in two private parts interleaved by a public part that can be evaluated in plain to speed up classification while using homomorphic encryption. While these approach are somewhat similar to CryptoTL, they can only be used for classification of the client inputs and do not allow a client to fine-tune a network to his own private dataset. In [43], the authors describe a framework for private federated TL of DL models based on either HE or MPC. Their approach is vastly different to CryptoTL since their approach applies a bidirectional knowledge transfer during the training of two networks. Their HE based approach only relies on Paillier’s [50] additive HE scheme and both involved parties repeatedly use the other party to decrypt intermediate values. However, malicious parties can abuse the other party as decryption oracle to decrypt private representations of the input features. Their MPC based approach heavily relies on the precomputation of beaver triples [6] in an offline phase;
however, the authors do not give benchmarks of this more expensive offline phase in their paper. Finally, Hu and Yang [35] use DP for TL, but not combined with HE.

3 Privacy-Preserving Transfer Learning: The Methodology

Fig. 1: CryptoTL architecture scheme. The lower CNN layers on the server are frozen after training and a client can query homomorphically encrypted input on these layers. The private source domain data can be additionally secured by DP. After the query new top layers are added at the client to fine tune the pre-trained CNN to the target domain data. The fine tuning does not have to be encrypted anymore since it is performed locally at the client.

Figure 1 and Figure 2 depict the CryptoTL framework, which is outlined as follows. In our scenario, a server stores the source dataset privately, whereas the target dataset is held by a client. Both datasets potentially involve sensitive data demanding protection. The server owns a private model trained on his private source dataset that serves as a basis for the knowledge transfer. This model is trained by adding DP noise to the gradients during training using differentially private stochastic gradient descent (DPSGD) [1] optimization. This DP protects against leaking the servers dataset when the model is queried. The client’s network
Client Server

Input: Dataset \( D_C \), Key Pair (sk, pk) Input: Dataset \( D_S \)

Output: Model \( M_C \) Output: Model \( M_S \)

Train:

\[ c \leftarrow \text{HE.Enc}_\text{pk}(D_C) \]

Encrypted dataset \( c \)

\[ M_S \leftarrow \text{TrainDP}(D_S) \]

Encrypted features \( c' \)

\[ c' \leftarrow \text{ClassifyHE}(c, M_S) \]

\[ D_F \leftarrow \text{HE.Dec}_\text{sk}(c') \]

\[ M_C \leftarrow \text{Train}(D_F) \]

Classify: Dataitem \( I \)

\[ c \leftarrow \text{HE.Enc}_\text{pk}(I) \]

Encrypted dataitem \( c \)

\[ c' \leftarrow \text{ClassifyHE}(c, M_S) \]

\[ F \leftarrow \text{HE.Dec}_\text{sk}(c') \]

\[ P \leftarrow \text{Classify}(F, M_C) \]

Fig. 2: CryptoTL protocol to train a model and classify data.

then consists of (part of) the server’s network, plus some additional layers. To protect the privacy of the source model, the server does not disclose the network to the client but allows him to query output features for the client’s input. The client does not want to disclose their dataset and sends the queries encrypted using a HE scheme. The server then applies the network on the encrypted input and produces encrypted output features, which can only be decrypted by the client.

During fine-tuning, the client freezes the layers of the server and training of the top layers is done in plain based on the server’s output features. Consequently, with our method, training is always done in plain and does not suffer from the performance penalties from the HE scheme. Further, when classifying a new input, the client first queries the server network with HE (similar to private MLaaS) before applying the top layers in plain. Therefore, using our method does not require that the whole CNN is applied on encrypted data, but only the server’s part. This decreases classification latency compared to applying the full network to encrypted data.

To summarize, the security model of CryptoTL is that the client does not leak any information on its dataset to the server due to the usage of HE. In other words, even a malicious server who arbitrarily deviates from the protocol does not learn anything about the client data. The server dataset is protected from the client by leveraging differential privacy during the training of the server model, hence even a malicious client is not able to reconstruct the server dataset.
Thus, CryptoTL achieves privacy against both, a malicious server and a malicious client.

### 3.1 Encrypting a Convolutional Neural Network

Our CryptoTL framework allows the training of a model based on a sparse dataset using transfer learning while keeping all involved data private. HE is, thereby, applied as black box to a given model architecture. Nonetheless, we want to show the efficiency of CryptoTL by giving a specific instantiation using the CKKS homomorphic encryption scheme while noting that CryptoTL is compatible with other HE schemes and model architectures as well.

**The CKKS HE scheme.** The CKKS cryptosystem is a (Ring-) Learning With Errors (LWE [53], RLWE [44]) based HE scheme which introduced novel methods to allow HE for real numbers. The main idea behind CKKS is to first scale the input real numbers by a scale $Δ$, round them to the next integer, and encode the noise, which is required for security in (R)LWE based encryption schemes, in the least significant digits of the encoded real numbers. A rescaling operation applied after a multiplication then is equivalent to rounding the result, limiting the noise growth in the ciphertext and getting rid of unnecessary least significant digits. Rescaling, however, can only be performed a limited number of times with this number depending on the used CKKS parameters\(^3\). As a result, the number of consecutive multiplications is also limited by these parameters. Increasing them to support more rescaling operations (and consequently multiplications) in general results in a significantly increased runtime. Therefore, the multiplicative depth of the circuit (in our case the machine learning model) is the main performance metric in CKKS. While the novel methods in CKKS allow HE over real numbers, they also introduce approximation errors into the computation. In general, the larger the scale $Δ$ the smaller the impact of the approximation errors.\(^4\) However, increasing $Δ$ also requires larger CKKS parameters to achieve the same security, further increasing runtime. Therefore, using CKKS in machine learning applications requires choosing a trade-off between runtime, accuracy of computations, and security.

**SIMD Encoding.** In the CKKS encryption scheme, one can encrypt a vector of real numbers into only one ciphertext. Homomorphic additions and multiplications then affect these encrypted vectors elementwise, similar to SIMD instructions on modern CPUs. Additionally, one can also perform a cyclic rotation of the encrypted vectors, allowing to implement efficient SIMD algorithms for fast

---

\(^3\) The lattice dimension $N$ and the modulus $q$. Larger $q$ allow more rescaling operations and/or a larger $Δ$, while decreasing security. Bigger $N$ imply more security and thus allows larger $q$, but increase runtime.

\(^4\) In SEAL, $Δ$ can not arbitrarily increased to support arbitrary accuracy. $Δ$, thereby, is limited to 60 bit, but one also has to consider reserving enough precision ($60 − \log_2 Δ$ bits) before the decimal point.
classifications. HE adds a lot of computational overhead to the classification task. Therefore, one should use this SIMD capabilities of the CKKS encryption scheme to speed up homomorphic classifications. We use the following SIMD-algorithms in our experimental evaluation of the CryptoTL framework, while noting that CryptoTL can be applied to different use cases requiring additional layer implementations, such as 2D convolutions.

**Dense-Layer.** We use the babysstep-giantstep optimized diagonal method \([30, 31, 32]\) to efficiently implement the matrix-vector product of a plain matrix \(M \in \mathbb{R}^{t \times t}\) and an encrypted vector \(\vec{x} \in \mathbb{R}^{t}\):

\[
M \vec{x} = \sum_{k=0}^{t_2-1} \text{rot}_{(kt_1)} \left( \sum_{j=0}^{t_1-1} \text{diag}_{(kt_1+j)}(M) \circ \text{rot}_j(\vec{x}) \right),
\]

where \(t = t_1 \cdot t_2\), \(\text{rot}_j(\vec{x})\) rotates the vector \(\vec{x}\) by \(j\) steps to the left, \(\text{diag}_{i}(M) = \text{rot}_{-(i/t_1 \cdot t_1)}(\text{diag}(M))\), and \(\text{diag}_{i}(M)\) expresses the \(i\)-th diagonal of a matrix \(M\) in a vector of size \(t\), with \(i = 0\) being the main diagonal. As a result, a matrix multiplication requires \(t_1 + t_2 - 2\) rotations, \(t\) homomorphic plaintext-ciphertext multiplications, and \(t - 1\) additions, and the total depth is 1 plaintext-ciphertext multiplication. We pad non-square matrices with zeros in our implementations.

**1D Convolutions.** We implement a 1D variant of the packed-SISO Convolution from \([37]\). As a result, the convolutional layer with filter size \(f\) requires \(f\) homomorphic plaintext-ciphertext multiplications, \(f - 1\) rotations, \(f\) additions and the total depth is 1 plaintext-ciphertext multiplication.

**Average Pool.** We use pooling layers with a stride \(s = 1\) and size \(f\), which can be efficiently implemented with \(f - 1\) homomorphic rotations, \(f\) additions and 1 plaintext-ciphertext multiplication: \(\vec{x}_o = \frac{1}{f} \cdot \sum_{i=0}^{f-1} \text{rot}_{-i}(\vec{x})\).

**ReLU.** By leveraging the SIMD-capabilities of CKKS the ReLU activation can be applied to all neurons in parallel. However, CKKS only allows homomorphic additions, multiplications, and rotations and thus requires the approximation of any complex function in the encrypted layers in a basis of polynomials. Taylor or Chebychev expansions are typically used for that, the latter sometimes giving slightly better results with faster convergence. In our case it was sufficient to only approximate the ReLU activation function and its derivative for the gradients. We have tested different approximations and found that already a low number of polynomials gives good results, as long as divergences at the boundaries of the approximation intervals can be excluded. We have used the Matlab toolbox Chebfun \([24]\) for an expansion of the ReLU activation into a monomial basis up to terms of degree 3, namely

\[
\text{ReLU}_{\text{approx}}(z) = -0.0061728z^3 + 0.092593z^2 + 0.59259z + 0.49383
\]
Multiple Predictions. The algorithms discussed so far only require a subset of the available SIMD slots. Consequently, we can use the remaining SIMD slots to classify multiple data items in parallel. In our concrete network, the dense layer requires the most SIMD slots (twice the number of neurons), so we can classify \( p = \left\lfloor \frac{\#\text{slots}}{2 \cdot \#\text{neurons}} \right\rfloor \) items in parallel, where \( \#\text{neurons} \) is the number of neurons of the largest dense layer.

Multiplicative Depth. The total multiplicative depth (including plaintext-ciphertext multiplications) of homomorphically evaluating the frozen network from Figure 1 is 6. To support this depth (i.e., 6 rescaling operations) in SEAL, the ciphertext modulus \( q \) must be split into \( 8 \) primes \( q_i \), where 6 primes are \( q_i \approx \Delta \) and the remaining two primes are of size \( \gamma - \log_2 \Delta \) bits, with \( \gamma \) defining the pre-comma precision of the result.

3.2 Adding Differential Privacy to Model Gradients

To grant the server model additional privacy guarantees, we add DP noise to the gradient of CryptoTL during the model optimization. We follow the DPSGD [1] optimization approach, which limits the influence of the training data for training a model with parameters \( \theta \). The DPSGD optimizer computes the gradient \( \nabla L(\theta, \vec{v}) \) for a subset of randomly selected inputs, clips each gradient’s \( l_2 \) norm, adds DP noise, and takes a step in the opposite direction of the perturbed gradient. When the model converges, the privacy loss of DPSGD is computed. Reconstruction of the servers original training set is, thereby, hindered by several different considerations. On the one hand, the weights of the server network are unknown to the client. On the other hand, the client only gets noisy output features due to the usage of the CKKS cryptosystem, hardening the reconstruction of weights or training data from the output features. Finally, the server network is trained with DPSGD limits the statistical dependence of server weights to the original training data.

4 Experiments

To test the usefulness of our privacy-preserving TL approach we conduct a broad experimental evaluation across datasets for text classification use cases consisting of binary classification problems, i.e., sentiment analysis and spam detection.\(^5\) Text data involves privacy risks related to copyright and pieces of private information, such as person names, demographic attributes, and location, which might be sensitive data and should be protected. In this section, we describe the settings of the experimental evaluation for CryptoTL. We want to note that CryptoTL, however, has the potential to be applied to additional ML tasks which profit from privacy-preserving transfer learning, such as, e.g., image classification and credit-risk assessment.

\(^5\) The source code can be found in Appendix A.
4.1 Experimental Setup

We employ CryptoTL for natural language processing (NLP) text classification tasks and use a state-of-the-art language model for extracting representations as input for the server CNN. For this task we use a server CNN which is composed of five layers⁶ (see Figure 1), which are trained on the private source domain data, comprising a Convolutional 1-dimensional layer with filter size \( f = 9 \), a Dense layer with approximated ReLU activation and 768 units, an AveragePooling layer of size 3, a Dense layer with 766 units, and an output Dense layer with Sigmoid activation and 2 units. The first four lower layers of this CNN architecture are used as the basis for the client network and are frozen during training in order to allow knowledge transfer across domains. These layers are queried with homomorphically encrypted inputs from the client to protect its dataset. The fine-tuning on the client side is performed on a set of stacked layers which are trained on the target domain datasets. In our concrete example these stacked layers are: A second Dense layer with ReLU activation (not approximated, due to evaluation in plain) and 766 units, a MaxPooling layer, a Dropout layer with rate of 0.2, a Dense layer with 764 units, and an output Dense layer with Sigmoid activation and 2 units for prediction. At the end of the fine-tuning step, the client CNN consists of 8 layers (excluding Dropout layers) as depicted in Fig. 1.

We use Sentence-BERT [54], a pre-trained sentence encoder model to extract representations for the NLP datasets which we use in our evaluation (see Table 1). Sentence-BERT is a modification of BERT [22] that yields semantically rich representations of sentences by adding a pooling operation to the output of BERT, and fine-tuning it with siamese and triplet networks [54]. To hinder the issue of information leakage through BERT [40,57], we extracted the representations for the datasets using model instances of Sentence-BERT for the training and test sets separately. At the end of the pre-processing step, each text instance on the NLP datasets was encoded as a 768-dimensional vector by Sentence-BERT. For more details on the pre-processing step we refer to Appendix B.

4.2 Datasets

We conduct the experimental evaluation of our framework on 3 different NLP datasets for text classification tasks of sentiment analysis and spam detection.⁷ A summary of these datasets can be seen in Table 1. All of these datasets consist of binary classification problems where the label feature space presents the sentiment polarity associated with a movie review or a tweet, or the presence of spam content in YouTube comments, which can be either positive or negative, true or false.

⁶ During training of this server network we also add a Dropout layer with rate of 0.2 for better training results.

⁷ All datasets are publicly available, see Appendix B.
Table 1: Overview of the NLP datasets for sentiment analysis and spam detection.

| Dataset                | Label              | Feature      | Number of Classes / Distribution |
|------------------------|--------------------|--------------|-----------------------------------|
| IMDB Movie Reviews [45]| Sentiment polarity | 2 [24,753/25,247] |
| Twitter [23] (subset)  | Sentiment polarity | 2 [1,734/1,733]  |
| YouTube [2]            | Spam in comments  | 2 [1,005/951]  |

5 Results and Discussion

5.1 Runtime and Data Communication

One big advantage of CryptoTL is that during the actual training and fine-tuning of a network no HE is involved, which is why no encrypted back propagation is required. This significantly reduces CryptoTL’s training runtime. For fine-tuning, the client needs to query the server once for each (encrypted) element of his target-dataset; afterwards, he can proceed by fine-tuning the upper layers based on the servers output in plain. The total (single-threaded) runtime of the fine-tuning, therefore, is

\[
t_{\text{train}} = \left\lceil \frac{|\text{target-dataset}|}{p} \right\rceil \cdot t_S + t_{\text{finetune}},
\]

where \( t_S \) is the time for one forward pass through the frozen server layers evaluated on encrypted inputs, \( t_{\text{finetune}} \) is the actual fine-tuning time (without encryption) for the upper clientside layers, and \( p \) is the number of possible parallel evaluations using the SIMD slots of CKKS. For prediction, the client first needs to query the frozen layers on the server once (using encryption), before applying the fine-tuned upper layers in plain. Thus, the total runtime is

\[
t_{\text{predict}} = t_S + t_{\text{finetune}} = t_S.
\]

We depict the (single-threaded) runtime\(^8\) \( t_S \) of one forward pass through the frozen serverside layers on homomorphically encrypted input features in Table 2. We, thereby, depict the runtime for two different CKKS parameter sets (depicted by the lattice dimension \( N \) which has to be a power-of-two in SEAL, by the modulus \( q \), and by the scaling factor \( \Delta \)) both providing at least 128 bit of computational security.\(^9\) The first parameter set CryptoTL\(_{p1}\) thereby uses smaller scaling factors optimized for faster runtime by reducing the accuracy of the scheme, the second parameter set CryptoTL\(_{p2}\) trades runtime with a higher CKKS-accuracy. Further, Table 2 depicts the runtime for using SEAL configured to use the Intel HEXL library [8] with support for the \texttt{AVX512-IFMA52} instruction set of the underlying CPU, and for using SEAL without HEXL and \texttt{AVX512} (dubbed portable mode).

As mentioned in Section 1.1, the multiplicative depth, together with the desired CKKS-accuracy, defines the used HE parameters, with larger parameters

\(^8\) We ran the benchmark on a notebook with an Intel i7-1165G7 CPU (2.8 GHz, turboboost up to 4.7 GHz) and 32 GB RAM using gcc version 11.2. Each benchmark used only one thread.

\(^9\) As seen here \url{http://homomorphicencryption.org/}, verified using \url{https://github.com/malb/lattice-estimator} [3], and directly enforced by SEAL.
Table 2: Single-threaded runtime $t_s$ in seconds, client-to-server communication ($C \rightarrow S$) in kB, and server-to-client communication ($S \rightarrow C$) in kB for one forward pass through the frozen layers on homomorphically encrypted features for two different CKKS parameter sets providing 128 bit security. $p$ are the number of predictions that can be performed in parallel during one forward pass.

| Parameters  | N    | $\log_2 q$ | $\log_2 \Delta$ | $p$ | $t_s$ [s] | $C \rightarrow S$ | $S \rightarrow C$ |
|-------------|------|------------|-----------------|-----|--------|------------------|------------------|
|             |      |            |                 |     | Portable AVX-512 | kB               | kB               |
| CryptoTL$_{p1}$ | 8192 | 218        | 25              | 2   | 2.72   | 1.08             | 235.3            | 82.4             |
| CryptoTL$_{p2}$ | 16384| 420        | 50              | 5   | 5.93   | 2.56             | 838.1            | 262.3            |

significantly increasing the runtime. Once the parameters are fixed, the runtime scales with the homomorphic operations, with ciphertext-ciphertext multiplications, directly followed by homomorphic rotations and plaintext-ciphertext multiplications, being the most expensive operations in CKKS (in terms of runtime). Table 2 shows, that the larger parameter set requires more than twice the runtime of the smaller one. We, however, observed in our experiments, that the smaller, more inaccurate, parameter set already produces the same classification accuracy as the network evaluated without HE. Hence, the smaller parameter set is already sufficient for our use case allowing us to use the runtime advantage of the smaller parameter set. The runtime of one homomorphic classification is very fast, despite performing our benchmarks on a notebook CPU. One forward pass through the encrypted network takes $2.72$ s, which gets reduced to $1.08$ s when using the speedup of the AVX-512 instruction set. We want to note, that the runtime could be further reduced by using a GPU implementation of CKKS, such as the one introduced in [4]. Overall, the small size of the frozen server layers, as well as the general structure of CryptoTL allows for the first time to realize the privacy-preserving training of a new neural network based on a pre-trained private network in feasible runtime, despite using HE.

For completeness we also depict the number of bytes communicated between the client and the server for one forward pass through the CryptoTL network in Table 2. In general, the client needs to transmit a ciphertext of size $\log_2(q) \cdot N$ bits to the server, who then responds with a ciphertext of size $\log_2(q_0) \cdot 2 \cdot N$ bits, where $q_0$ is the remaining ciphertext modulus after all rescaling operations. The numbers in Table 2 were measured by serializing the corresponding ciphertexts using SEAL, which also includes further compression. The total communication for training using the CryptoTL$_{p1}$ parameters, therefore, is $\left\lceil \frac{|\text{target-dataset}|}{p} \right\rceil \cdot 235.3$ kB send by the client and $\left\lceil \frac{|\text{target-dataset}|}{p} \right\rceil \cdot 82.4$ kB responded by the server. For classification using CryptoTL$_{p1}$ the communication is only 235.3 kB and 82.4 kB respectively. This shows that communication between client and server is small enough for practical applications, especially for use cases where the target dataset is small.
5.2 Transfer Learning Accuracy

In Table 3, we present the results of applying CryptoTL to sentiment analysis and spam detection datasets. For all experiments reported in the table, we have firstly set the number of epochs $h$ to 3, run each experiment 16 times\textsuperscript{10}, and computed the average accuracy at the end of 16 executions. Secondly, we have used a 10-fold cross-validation to evaluate all models. Further, we used early stopping with patience of 1 epoch to reduce the likelihood of overfitting on the models. Finally, we have considered three baselines to compare the results of CryptoTL in the table.

Each column in Table 3 contains the accuracy of using the dataset in the column heading (i.e., IMDB, YouTube, and Twitter) as the target dataset for TL. For the CryptoTL tests, each row corresponds to using a different dataset as source dataset (i.e., $S$: IMDB refers to using IMDB as the source dataset). The first baseline to compare against our results consists of the PrivFT \cite{4} model, which performs classification over encrypted data from the IMDB dataset. In addition, we also compared the CryptoTL results against two CNN models solely trained on the target dataset without TL. The first CNN model has the same number of layers as CryptoTL, whereas the second solely consists of the upper CryptoTL layers (i.e., the client side layers). These benchmarks can be found in the last two rows of Table 3. Last, we do not compare CryptoTL with the two different CKKS parameters (Table 2) to a TL network without encryption since in our experiments all these networks produced the same accuracy.

| Model                      | IMDB         | YouTube      | Twitter      |
|----------------------------|--------------|--------------|--------------|
| PrivFT \cite{4}            | 89.88        | –            | –            |
| CryptoTL ($S$: IMDB)       | 86.29 ± 0.332| 91.41 ± 0.575| 82.65 ± 1.817|
| CryptoTL ($S$: YouTube)    | 80.48 ± 1.043| 96.67 ± 0.786| 78.03 ± 2.197|
| CryptoTL ($S$: Twitter)    | 83.82 ± 0.578| 91.97 ± 0.994| 86.70 ± 0.774|
| CNN (full, $h = 3$)        | 85.83 ± 0.904| 93.30 ± 0.885| 87.28 ± 1.337|
| CNN (upper layers, $h = 3$)| 81.26 ± 0.320| 93.96 ± 0.435| 82.65 ± 0.389|

The results in Table 3 show positive gains in accuracy over the upper CNN layers baseline when IMDB or Twitter was used as the source dataset for TL. In these experiments, accuracies on the target datasets rose by, at least, 2.178% on IMDB and 1.451% on Twitter. On the YouTube dataset, CryptoTL achieved accuracies above 90%, although this dataset hardens the knowledge transfer since it is designed for a different NLP task. However, when TL was performed using

\textsuperscript{10} We ran the experiments on an Ubuntu 20.04.2 LTS server with 2 x Intel Xeon CPU E5-2630 v4 @ 2.20GHz (20 cores = 40 threads) and 256 GB RAM. Each experiment used one thread.
a subset of YouTube as the source dataset, the scores of CryptoTL outperformed all the baselines computed on this dataset. Additionally, the full CNN without TL and PrivFT demonstrated to be still challenging baselines for TL. The reason for that is, that models benefit from the training and test over the same datasets without shifts in data domain and distribution incurred by using TL. Furthermore, PrivFT is based on the shallow fasttext [36] architecture and has the advantage of using more input features (i.e., longer sentences). Nevertheless, CryptoTL achieved competitive results despite our main goal being the achievement of a fast, efficient, and secure transfer learning architecture and *not* advancing the state-of-the-art in classification accuracy.

![CryptoTL results on the IMDB dataset](image1)

**Fig. 3:** CryptoTL results against the full CNN (without TL) baseline varying the percentage of data sampled from the training set of the target data (IMDB and Twitter) for fine-tuning.

To emphasize the functionality of CryptoTL for scenarios featuring scarce data, we reduced the available target training dataset in multiple steps down to 1% of its original size. Then, we compared the results of CryptoTL against those of the full CNN without TL in Figure 3. Figure 3a depicts the results obtained by the CNN and two settings of CryptoTL on the IMDB dataset. The CNN model only outperformed CryptoTL pre-trained on Twitter in experiments which used more than 10% of the training set of IMDB. Figure 3b shows similar results for the Twitter dataset. One can observe that CryptoTL is capable of compensating the reduction in target data, especially if the target training dataset is very small. These experiments explored the lower bound in data size for fine-tuning encrypted TL models that nonetheless achieved stable performances. In addition,
the overall success of TL strongly depends on the similarity between the source and target datasets. The higher the similarity, the larger the overall accuracy, even for low target dataset sizes. Therefore TL between datasets for different NLP tasks remains promising. For more details on the deviation of the achieved accuracy we refer to Appendix C.

5.3 Differentially Private Optimization

DP grants additional privacy guarantees against malicious attacks that aim to disclose private data used to pre-train CryptoTL. Table 4 presents the results of the experiments in which we integrated the DPSGD optimizer into the server-side layers of CryptoTL. These experiments used IMDB as the source domain data and 100% of the training set of Twitter as target domain training data. The accuracy scores in the table were obtained after predictions by CryptoTL on the test set of Twitter. In the table, $l_2$ refers to the maximum Euclidean norm of the gradients computed over the mini-batches during optimization; noise multiplier controls the amount of noise added to the gradients; and $\epsilon$ measures how strong the privacy guarantees are. By increasing the amount of noise added to the gradients of CryptoTL, we notice that $\epsilon$ values approach zero, as expected, suggesting stronger privacy guarantees, at the cost of drops in accuracy. Nevertheless, small amounts of noise, which do not degrade model accuracy at large extents, already suffice to balance this privacy-utility trade-off.

Table 4: Differentially private optimization results in TL from IMDB to Twitter.

| Parameters               | $l_2$ | Noise multiplier | $\epsilon$ | Accuracy |
|--------------------------|-------|------------------|-------------|----------|
| CryptoTL$_{DPSGD}$ 0.75  | 0.25  | 33.600           | 81.79       |
| CryptoTL$_{DPSGD}$ 0.75  | 0.50  | 2.640            | 80.05       |
| CryptoTL$_{DPSGD}$ 0.75  | 0.75  | 0.829            | 77.16       |
| CryptoTL$_{DPSGD}$ 0.75  | 1.00  | 0.413            | 66.18       |
| CryptoTL 82.65           |       |                  |             |

6 Conclusion

With CryptoTL we have introduced a novel framework for privacy-preserving TL inspired by MLaaS models. Our solution enables clients with small and private datasets to leverage DL models provided by a server while fully protecting their data. Utilizing the concept of frozen layers allows us to decouple HE from the training phase of the neural network, resulting in (for the first time) high training efficiency and comparatively low runtime for encrypted queries. Our experimental evaluation highlights the efficiency gains of CryptoTL for a concrete example. It shows low runtime and high accuracy of CryptoTL, especially for scenarios with
reduced and small training datasets. Our framework, thereby, is general and has the potential to preserve the privacy of a wide range of DL use cases.
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A Source Code

The source code used in our evaluations is publicly available at https://github.com/IAIK/CryptoTL.
B Datasets and Preprocessing

In this work, we used three NLP datasets for binary classification problems of sentiment analysis and spam detection. Table 1 presents a summary of these datasets, including their reference, label feature description, and class distribution. To commence the experimental evaluation, we collected the datasets from public online sources. First, we obtained the IMDB dataset from the Transformers Python library.\footnote{https://huggingface.co/datasets/imdb.} Second, we downloaded the Twitter dataset from the URL provided by [23].\footnote{http://goo.gl/5Enpu7.} Finally, we obtained the YouTube dataset from UCI Machine Learning Repository.\footnote{https://archive.ics.uci.edu/ml/datasets/YouTube+Spam+Collection.}

Dataset pre-processing and Sentence-BERT. We used Sentence-BERT to extract the representations for the sentences in the datasets. In the data pre-processing step, we input each text instance from the datasets to Sentence-BERT following the guidelines in the model documentation.\footnote{https://www.sbert.net/examples/applications/computing-embeddings/README.html.} We used the following parameters for Sentence-BERT:

- tokenizer: "sentence-transformers/all-distilroberta-v1".
- model: "sentence-transformers/all-distilroberta-v1".
- max_length: 512.

Finally, we extracted 768-dimensional embeddings for the sentences in the datasets.

C Transfer Learning Accuracy for Reduced Target Data

In this section, we give more details for the results shown in Figure 2. More specifically, we show the distribution of the achieved accuracy when running the training process 16 times. Each boxplot in Figure 4 shows the median accuracy value (the horizontal line in the box), the lower and upper quartiles (lower and upper whiskers), and outliers (points below or above the whiskers). Figure 4 highlights the advantage of using CryptoTL using related source and target datasets very clearly. For small target datasets, just training a CNN leads to low accuracies, as well as a high deviation in the results. The same behavior can also be observed when more unrelated datasets are combined. The Youtube dataset is used for a different classification task compared to Twitter or IMDB (spam detection vs. sentiment analysis), hence, combining these datasets using CryptoTL also leads to low accuracies and high deviations. However, combining related datasets, e.g., Twitter and IMDB, leads to high accuracies and low deviations, even on small datasets.
(a) CryptoTL results on the IMDB dataset

(b) CryptoTL results on the Twitter dataset

(c) CryptoTL results on the YouTube dataset

Fig. 4: CryptoTL results against the full CNN (without TL) baseline varying the percentage of data sampled from the training set of the target data (IMDB, Twitter, and YouTube) for fine-tuning.