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Abstract—This paper presents the design of deep learning architectures which allow to classify the social relationship existing between two people who are walking in a side-by-side formation into four possible categories—colleagues, couple, family or friendship. The models are developed using Neural Networks or Recurrent Neural Networks to achieve the classification and are trained and evaluated using a database of readings obtained from humans performing an accompaniment process in an urban environment. The best achieved model accomplishes a relatively good accuracy in the classification problem and its results enhance partially the outcomes from a previous study [1]. Furthermore, the model proposed shows its future potential to improve its efficiency and to be implemented in a real robot.

I. INTRODUCTION

The world of robotics is experiencing an unprecedented growth towards artificial intelligence or big data. Also, the field of Human Robot Interaction (HRI) is no exception in this regard; more and more researchers include these theories to allow the development of robots capable of executing more natural, safe, social and comfortable tasks for humans who interact with them to perform everyday tasks [2]–[4].

Furthermore, this interaction between robots and humans is presented as one of the great challenges for robotics that must be faced, and even more so if we want non-trained volunteers to feel comfortable interacting with these robots. For this reason, we must equip robots with more human and social skills, like the accompaniment task which is present in many situations, such as shopping [5], traveling to other places [6], or visiting museums [7]. Where the robot should be adapted to allow a more human, predictable and comfortable accompaniment behaviors. To do so, the classification of these human social relationships is crucial to allow the robot to behave in consequence.

In this research we are interested in the development of social robots capable of accompanying pedestrians. To ensure this purpose, the robot which is accompanying a person should adapt its behavior in the best possible way, and it is mandatory to be able to analyze, to learn and to execute the variables that the accompanying processes imply to give an adequate response to each person and situation, in order to obtain a comfortable and safe interaction for both parties. Thanks to the correct identification using the human social relationship classification during the accompaniment task, the robot should be able to adapt its movements and to generate a greater sense of security and comfort for people and, therefore, improve their experience during the accompaniment process.

In this paper, we present new methods to classify the social relationship of humans being accompanied by other humans, to allow a robot to learn these types of social behaviors so that in the future, it would be capable of accompanying people in a social and more comfortable manner. Fig. 1 shows a set examples of different relationships between humans navigating in a side-by-side formation.

In the remainder of the paper, the related work is presented in Sec. II Sec. III describes the used database and exposes the implemented architectures of Neural Networks (NNs) and Recurrent Neural Networks (RNNs). Sec. IV shows the obtained results. Sec. VII includes the discussion of the paper. Finally, conclusions are given in Sec. VIII.

II. RELATED WORK

The main purpose of the current research is to make robots capable of accompanying a person in a social accepted manner. However, to achieve this goal, robots should understand the relationship established between individuals during the task, in order to adapt their behavior. For this reason, it is necessary, in the first place, to classify the type of affinity that is constituted between two people, so that in the future it could be applied to the robot-human relationship.

A. Accompaniment with social robots

One of the most promising applications in recent years in the field of social robots is accompanying people. In society, there are a wide variety of situations in which a social robot can carry out accompaniment tasks, whether accompanying a group of humans or a single person. In particular, the ability to accompany a single person is an important tool that every urban robot should have, responding to the basic need to accompany people in a natural and safe way. Some of the situations where side-by-side accompaniment is a fundamental pillar arise when guiding [7]–[9] or accompanying walking.
people [10], [11], especially in urban [12] or aerial [13] environments.

HRI research in the field of robot navigation while accompanying humans presents a challenging task as the robot has to navigate safely and naturally while accompanying a person. Currently, there are models that allow a robot to navigate with social awareness and accompany a person side-by-side in crowded urban areas [12], [14], [15], even without knowing the destination of the accompanied person [11]. However, not all existing models are able to adjust certain parameters, such as social distance or accompanying speed, according to the specific characteristics of the accompanying or the particular environment of the accompanied person [10].

In addition, it has been shown that there are several factors that affect the social interactions between the robot and the accompanied person, e.g. if the accompanied people have experience in pet care or in the world of robots, they decrease their personal space with respect to the robot compared to the space that inexperienced people maintain [16].

However, the aforementioned works do not consider the different social relationships that are established between individuals in the accompaniment task. In contrast, we present a classification model of human behavior that allows us to identify the social relationship existing between two people in a couple performing an accompaniment process with the future objective that it can be adapted for a robot, so that when it is used it allows the robot to adapt to each person and, consequently, have a greater acceptance.

B. Classification of social relationship between couples

In general, there are a wide variety of studies focused on classifying the social relationship between people with the aim of designing machines and robots capable of interacting socially with humans [17]–[19]. Focusing on environments such as urban areas, there are also studies that focus on classifying the social relationship between members of pedestrian groups in public spaces [20], or analysing how the type of relationship between members of the same social group affects the dynamics of the group when moving around [21].

For example, authors in [1] presents a study that focuses on analysing social groups of pedestrians in public spaces with the aim of identifying the type of relationship between group members. In particular, the study uses pedestrian couples as the social group of reference.

Although there are various classifications of human-to-human social relationships [22]–[24], the above study [1] classifies the relationship of pedestrian couples into four categories: colleagues, couple, family or friends [25]. Using two different methods, the study manages to obtain relatively good results in classifying the relationship of the couples and distinguishing between the four categories above. Also, we compare our results with this work.

In contrast to previous studies, this work develops different models that perform the classification of the existing social relationship in couples during accompaniment based on the application of deep learning models. Therefore, the methods implemented allow for the classification of the relationship between the members of a couple while they are in the process of accompaniment into four possible categories: colleagues, couple, family or friendship. Specifically, we implement various models that use NNs, both standard and recurrent, to perform the classification.

III. CLASSIFICATION OF HUMANS’ RELATIONSHIP

For social robots to find their place in today’s society in the field of accompanying people, it is of vital importance that they are able to adapt to human behavior when carrying out these accompanying tasks. An indispensable part of these tasks is to observe this behavior and identify what kind of relationship is established with the person being accompanied.

In order that the robot will be able to classifying social relationships between humans, we describe the database that we use in Sec. [II-A] and deep learning is used to create several models to obtain this robot’s behavior in Sec[[II-C]

A. Database Description

In order to design the desired classification method it is need it a database to work on. This database allows deep learning models to be trained and the effectiveness of their classifications to be tested. The used database in this work was provided by Dr. Francesco Zanlungo of the Intelligent Robotics and Communication Laboratory of the Advanced Telecommunications Research Institute (ATR) in Kyoto, author of several studies in the field of HRI and social robots [1], [21].

This database contains the readings of different variables taken from couples performing an accompaniment process, walking through an urban environment, and the labels corresponding to the couples’ social relationships. These labels were assigned by several people that observe the couple behavior and recognize their relation. The provided database presents the examples of couples divided into four categories—colleagues, couple, family or friendship. In total, it consists of 867 examples of couples. The distribution of examples of pedestrian couples in the four studied categories are: 267 in Colleagues, 96 in Couple, 218 in Family, and 286 in Friendship.

Each example of couple includes 13 different variables: detection time: \(\overrightarrow{p}_c = (p_x, p_y, p_z)_c\) where \(c \in \{1, 2\}\) meaning position of pedestrian 1 and 2; \(\overrightarrow{V}_c = (V_x, V_y)\) velocity of pedestrian 1 and 2; and \(V^{T_c}\) total velocity of pedestrian 1 and 2. Most of these variables can be seen graphically in the Fig. In addition, to the aforementioned 13 parameters, three new variables are calculated using these previous parameters due to the importance they prove to have in the processes of social accompaniment and navigation [1], [20], [21]. These new three variables are included in Eq. [1] and [2]. All these variables are used to characterize the performed type of accompaniment. As the accompaniment processes are dynamic processes given during navigation, the experiments have different measurements as each process has a different duration.
Fig. 2: Representation of the variables of the accompaniment process obtained from the examples in the database.

- Distance between pedestrians, calculated as
  \[ \text{Dist} = |\vec{p}_2 - \vec{p}_1|, \]  
  (1)
  where \( \vec{p}_2 \) is the position of pedestrian 2 and \( \vec{p}_1 \) is the position of pedestrian 1.

- Relative pedestrian-to-pedestrian velocity, calculated as
  \[ \text{Vel}_{\text{Relative}} = |V_{T1} - V_{T2}|, \]  
  (2)
  where \( V_{T1} \) is the total velocity of pedestrian 1 and \( V_{T2} \) is the total velocity of pedestrian 2.

- Total velocity of the couple, calculated as
  \[ \text{Vel}_{\text{Total}} = \frac{V_{T1} + V_{T2}}{2}, \]  
  (3)

In summary, the database used is made up of 867 examples of pedestrian couples, each of which is defined by 16 parameters that will allow the developed method to classify each example in one of the defined categories. Further details about the database can be obtained in [1], [26].

B. Database adaptation for our Deep Learning Architectures

As couple accompaniment is a dynamic process over time, the readings of variables at a given instant may not accurately represent the reality of the relationship. To do this, we took the readings from each experiment and averaged each variable, converting the readings from one experiment into a single reading, except for the time variable, which is obtained by subtracting the final and initial times.

To train the different NNs designed, the existing database is divided into training set and test set. Thus, 90% of the data is used as a training set to train the model and the remaining 10% is used to test the accuracy and validity of the trained model as a test set. Therefore, if the database consists of 867 experiments, a total of 780 examples make up the training set and the remaining 87 examples are part of the test set.

C. Deep Learning Architecture

Neural networks (NNs) are especially notable for their ability to process information due to their structure. They are built by complex computational units, known as neurons, which are distributed in layers and are interconnected forming a network of elements that work together to solve specific problems [27].

The proposed classification methods are based on NNs. The design of the proposed models is based on finding the correct configuration of the so-called hyperparameters of the system. These hyperparameters are those variables of the model that must be configured and adjusted during the design and that allow controlling the training process of the NN.

Different NN designs are used to test which one offers the best accuracy, both in the training set and, especially, in the test set. In each design implemented, several hyperparameters of the network are varied: the number of hidden layers, the number of neurons in the hidden layers, the learning rate and the number of epochs in the training process. In addition, the L2 regularisation and dropout methods are used to try to solve the overfitting problem.

There are several design conditions that are met for all NNs developed. These conditions are:

- The input layer consists of 16 neurons. Each neuron corresponds to one of the input parameters explained in the subsection III-A.
- The hidden layers are designed with the ReLU activation function.
- The output layer is designed with the Softmax activation function.
- The Mini-Batch Gradient Descent is used as gradient descent algorithm.
- The cross-entropy function is used as the loss function.

A general outline of the developed classification method can be seen in Fig. 3. On the one hand, the variables extracted from the examples in the database feed the deep learning models designed. On the other hand, the classification of the example into one of the defined social relationship types is obtained in the NN output.

D. Recurrent Neural Network

A recurrent neural network (RNN) is a type of NN capable of working with temporal sequences of data. The ability
to have memory makes RNNs a suitable tool for machine learning tasks involving sequential data. By being able to use relevant information from past input data in the training process, they can make more accurate predictions [29]. Once the standard NN models have been implemented, several RNNs are designed to test their efficiency. Having readings of the database samples over a certain period of time, it is decided to implement RNNs due to their ability to work with temporal sequences of data and extract possible dependencies between them.

Specifically, Long Short-Term Memory (LSTM) networks are an extension of RNNs that use special hidden units, called memory cells, whose goal is to increase the memory of the network so that it is able to remember important information over time [30]. In this way, LSTMs can better capture temporal dependencies of long-term input data, due to the ability of LSTMs to register possible temporal behavioral patterns. In addition, they have the ability to avoid the phenomenon of vanishing or exploding gradients [31].

The RNNs developed in this work follow the same design conditions as NNs, as explained in subsection III-C. In addition, the first hidden layer of the RNNs is a LSTM layer, which allows the model to capture the temporal dependencies of the input data in the long term.

IV. RESULTS

In this section, we present the results obtained form the different neural networks implemented. First, the NNs (of Sec. III-C) and the RNNs (Sec. III-D) models are used to classify the people behavior in four categories in Sec. IV-A and second, the same methods are used to classify the behaviors in only two categories, because the categories of couple, family, and friendship can be merged in one "intimate", due to the fact that they have a similar degree of intimacy, very different than the one of the colleagues category.

A. Results of NNs models

The characteristics of the NNs implemented are detailed in Table I. By running the networks defined in Table II, the results are obtained as shown in Table III. To try to avoid the phenomenon of overfitting, in some models L2 regularisation and dropout methods (15 % in the hidden layers) are implemented. We only show the confusion matrix of the best model selected in table III. The other confusion matrices show worst results in general or show that the neural net can differentiate well one or two types of the four mentioned, then these neural nets can not be used alone to classify correctly all the people’s behaviors.

Table III shows that the examples in the family and friendship categories are correctly classified with accuracies of 42, 86 % and 50, 00 %, respectively, when using the RN2-3 model. Also, it may classify part of the other examples of the two other categories, couples and colleagues.

B. Results of RNNs models

The characteristics of the RNNs implemented are given in Table V. The results obtained by executing the networks defined in Table V are given in Table V. In order to try to avoid the phenomenon of overfitting, the L2 regularisation method is implemented in all models. The confusion of the best obtained method is shown in table VI.

Table VI highlights the accuracies of 82, 61 % and 30, 30 % obtained by correctly classifying the examples in the categories of colleagues and friendship, respectively, when using the RNR2-1 model. Also, we can see here that this method tries to classify in the friendship category the categories of family and couple due to the similarity of these three categories. The fact that supports that after, we try to test our classifiers in a new database that join these three types of relation in one.

C. Results analysis

At first glance, when analysing the results presented in Tables III and VI, it is observed that the best accuracies in the training set are obtained in the models based on standard NNs, as shown in Table III. On the contrary, the best accuracies in the test set are obtained in the models based on RNNs, as shown in Table VI. Specifically, the RN2-3 model, which has an accuracy of 99.10 % in the training set and 40.23 % in the test set, and the RNR2-3 model, which has an accuracy of 66.52 % in the training set and 42, 31 % in the test set, stand out.

Although the accuracies of the methods in the training set and test set are basic evaluation metrics, an analysis of the confusion matrices obtained is necessary to understand how the classification of the examples into the four categories studied is being performed.

When analysing the confusion matrices of the models based on standard NNs that show better accuracy, different phenomena are observed. In Table III, corresponding to the model with the highest accuracy in both, the training set and
the test set, it is observed that the RN2-3 model recognises the correct categories more accurately than the others, even reaching 50.00% accuracy in the friendship category, and with the exception of the examples in the couple category, which are assigned in a similar proportion among the four categories. This same pattern is repeated in the RN2-4 model, although the accuracy of the classification of the friendship and couple categories worsens but improves in the family category. The only model that shows high accuracy in the couple category is RN2-1, although it shows relatively low efficiency in classifying examples in the other categories. As for the RN2-2 and RN2-5 models, in general, they are not able to classify the examples in the correct categories with a higher accuracy than the others and, moreover, the effectiveness of the classification is in all cases surpassed by that of the RN2-3 model. Thus, the RN2-3 model is postulated as the model based on a standard NN capable of performing a better classification of human relationships in the four categories studied.

On the other hand, when analysing the confusion matrices generated from the models based on RNNs, different phenomena are observed. As can be seen in Table VII corresponding to the RNR2-1 model, it is observed that the presented model has a preference when performing the classification to assign the examples in the categories of colleagues or friendship, resulting in a very high accuracy for the category of colleagues (82.61%), but null for the category of couple and very low for the category of family, because due to its similarity the method classifies all in the category of friendship. The latter is a pattern that is repeated for all the RNN models, as all the models designed have zero accuracy in correctly classifying the examples in the database into the category of couple. Taking this into consideration, the rest of the models present a similar situation by having more facilities to classify the data in certain categories than in others. For example, while the RN2-3 model is highly accurate in correctly classifying the examples in the colleague category (but with less % than the selected model), the RN2-2 model is highly accurate in classifying the examples in the family category In addition, models based on RNNs have, in general, considerably good accuracy in classifying examples of the colleagues category compared to models based on standard NNs. After all, the RN2-3 model seems to emerge as the model based on a RNN that can perform a better classification of human relationships by showing, in general, a relatively higher efficiency than the other models in classifying the examples into the four correct categories. However, it has not been possible to produce a model capable of obtaining the best accuracy in at least three of the relationship categories, as the RN2-3 model does.

Therefore, it is considered that the model that can best perform the classification of the social relationship in human couples is the RN2-3 model, as it presents the best accuracy of all the models implemented in the training set, as well as the best accuracies in the test set, and the best efficiencies as a whole when classifying the data correctly (see Table III).

On the other hand, when analysing the confusion matrices generated from the models based on RNNs, different phenomena are observed. As can be seen in Table VII corresponding to the RNR2-1 model, it is observed that the presented model has a preference when performing the classification to assign the examples in the categories of colleagues or friendship, resulting in a very high accuracy for the category of colleagues (82.61%), but null for the category of couple and very low for the category of family, because due to its similarity the method classifies all in the category of friendship. The latter is a pattern that is repeated for all the RNN models, as all the models designed have zero accuracy in correctly classifying the examples in the database into the category of couple. Taking this into consideration, the rest of the models present a similar situation by having more facilities to classify the data in certain categories than in others. For example, while the RN2-3 model is highly accurate in correctly classifying the examples in the colleague category (but with less % than the selected model), the RN2-2 model is highly accurate in classifying the examples in the family category In addition, models based on RNNs have, in general, considerably good accuracy in classifying examples of the colleagues category compared to models based on standard NNs. After all, the RN2-3 model seems to emerge as the model based on a RNN that can perform a better classification of human relationships by showing, in general, a relatively higher efficiency than the other models in classifying the examples into the four correct categories. However, it has not been possible to produce a model capable of obtaining the best accuracy in at least three of the relationship categories, as the RN2-3 model does.

Therefore, it is considered that the model that can best perform the classification of the social relationship in human couples is the RN2-3 model, as it presents the best accuracy of all the models implemented in the training set, as well as the best accuracies in the test set, and the best efficiencies as a whole when classifying the data correctly (see Table III).

V. CONCLUSIONS EXTRACTED FROM THE IMPLEMENTATION OF ALL METHODS

The differences between the accuracies obtained in the designed models are due to the different configurations of hyperparameters that have been implemented in them. Depending on these configurations, the networks present higher or lower accuracies in the training set and test set. Even so, when analysing the confusion matrices of the models designed, it is possible to draw a series of conclusions.

Models with a higher number of neurons in their hidden layers or a higher number of epochs are able to train their network parameters better and, consequently, obtain high accuracies in the training set. However, the accuracy slightly decreases with increasing the number of hidden layers from two to four, as can be seen when comparing the results of the two-hidden-layer RN2-3 model with the results of the four-hidden-layer RN2-4 model (see Table II). This phenomenon may occur as a result of the increased learning difficulty during training due to the increased number of layers. Therefore, an unnecessary increase in the number of layers in the model design should be avoided, because such an increase does not necessarily lead to an increase in model accuracy and, on the contrary, may lead to a reduction in model efficiency.

Another factor to take into account is the training time of the models. When the number of hidden layers, the number of neurons in the hidden layers, or the number of epochs is increased, the computational time and the computational cost of the model training process increases. In the specific case of this work, it has been decided to give priority to the accuracy of the models in the classification, but in the case of looking for a model with a shorter training period, the correct choice of these three hyperparameters must be taken into account in order to achieve this objective.

Moreover, the L2 regularisation method manages to slightly decrease the overfitting phenomenon and increase the accuracy of the model, as can be seen by comparing the
The classification into two possible categories shows a considerable increase in the accuracy in the test set of the different models designed, as can be seen in Table VII. Specifically, the RN2-6 model stands out, with an accuracy of 96.15% in the training set and 71.26% in the test set. Furthermore, it can be seen in Table VIII left that the model has a high accuracy in the recognition of examples in the intimate category and by far the best accuracy of all models for the acquaintances category. In contrast, other models such as RN2-7 or RN2-4 show a very considerable bias towards the intimate category and by far the best accuracy of all models for the acquaintances category. Therefore, the RN2-6 model is postulated as the NN-based model capable of performing a better classification of human relationships into the two categories presented.

Thus, it can be stated that the process of classifying the social relationship into two categories is more accurate than the classification into four categories. In addition, as discussed above, it is necessary to increase the database of examples and to continue the process of setting hyperparameters in order to achieve a model with the best possible efficiency.

B. Comparison with state-of-art-method

Once the results of the different classification models have been obtained, they are compared with the results obtained in the work [1]. However, it is important to bear in mind that, although the objective of this project coincides with that of the comparative study, the databases used are not exactly the same. Nevertheless, it is possible to make a comparison of the results obtained by using different classification methods.

As various methods, parameters and even data are used in the study [1], the best results obtained by some of the methods presented are used to compare them with the results
We have designed a deep learning model that allows to classify the social relationship between two people who are doing an accompaniment process into four possible categories (colleagues, couple, family or friendship) with a good accuracy. The model has been developed using NNs and it has been trained and evaluated using a database of readings obtained from couples performing an accompaniment process in an urban environment. The confusion matrix has been used to verify the effectiveness of the classification and the results have been compared with those obtained in a similar work [1].

We believe that the classification model can be improved to provide its full potential by increasing the database and adjusting the value of the hyperparameters, which can lead to its further adaptation to be implemented in a social robot.

B. Contributions for HRI

One of the pillars that technology must always bear in mind is to make people’s lives easier. Thus, interaction between robots and people must be natural and safe. To achieve this, a robot must be able to identify how the person, it is accompanying and interacting, is behaving.

By correctly identifying the behavior of the person it is accompanying, the social robot should be able to adapt its movement to generate a greater sense of security and comfort for the person and, therefore, improve their experience during the process.

C. Applicability

If the database is enhanced and some adjustments in the model are done in order to improve the efficiency, the described model could be adapted to make the robot one of the members of the couple. Then, this new model could be implemented in a social robot. If this hypothetical social robot were to carry out a accompaniment process with a person, it should be able to act as an active member of that couple, navigating alongside them and classifying, in real time, the behavior of the accompanying human based on the measurements of its sensors to adapt its navigation. In addition, the accompanied person could choose, prior to the accompaniment process, what type of relationship he/she wants the robot to have with him/her.

It is important to take into account the advantage that a robotic system can adapt itself as comfortably as possible to a person while accompanying them to a destination. This can be very beneficial, for example, when using robot assistants for people with special needs, sick or elderly in nursing homes. Such robots can also support care home workers, helping to reduce their heavy workload. Ultimately, providing robots with the tools that allow them to adapt their behavior in a personalised way, and behave in the most social way possible can only bring benefits for the society of the future.

D. Limitations

Although social relationship classification in couples may prove to be a useful application, we believe that the maximum potential and most applications will come from adapting this function so that a social robot can benefit from and

| Predicted value | Model RN2-6 | Model RN2-7 | Model RN2-4 |
|-----------------|-------------|-------------|-------------|
| Acquaintances   | 45.83       | 33.33       | 17.39       |
| Intimate        | 54.17       | 66.67       | 82.61       |
| Real value      | 19.05       | 25.40       | 14.55       |
| Acquaintances   | 80.95       | 74.60       | 85.45       |
| Intimate        |              |             |             |

TABLE IX: Confusion matrix (in %) of the RN2-6 model at left, RN2-7 model at center, and RNR2-4 model at right.

| Predicted value | Colleagues | Couple | Family | Friendship |
|-----------------|------------|--------|--------|------------|
| Real value      | 68.31      | 7.29   | 5.37   | 19.03      |
| Colleague       | 18.10      | 38.92  | 20.66  | 22.32      |
| Family          | 13.58      | 31.11  | 36.57  | 18.75      |
| Friendship      | 34.19      | 16.68  | 12.74  | 36.41      |

TABLE X: Confusion matrix of one of the implemented methods in [1] (in %).
be able to adapt its behavior to the preferences shown by the person it is accompanying.

VII. CONCLUSIONS

We have presented several models capable of classifying the social behavior of a couple of humans during their accommodation. From the analysis of the results, the RN2-3 model based on a standard NN stands out, with which good accuracies are obtained in the process of classifying the social relationship between two people.

The future work would be oriented towards two different objectives. The first objective would be trying to improve the precision of the implemented NNs. To achieve this, it is essential to increase the database with more labeled examples of couples accompanying each other and, then, continue adjusting the parameters of the models and modifying their design to increase their effectiveness.

The second objective to be carried out would be the implantation of the designed models in a real robot with the necessary instruments to collect data from the target couples. If this phase were to be carried out successfully, the next step to be taken would be to adapt the programs designed to consider the robot as one of the members of the couple. Then, the robot should obtain the data of various parameters of the human companion’s navigation while it is moving to be able to process them through the new models implemented and, thus, classify its behavior in one of the four categories studied. Finally, the robot would have the necessary information to be able to adapt to the behavior shown by its human companion. Using this process, the robot should be able to accompany people in a more natural, safe, social and comfortable way for them.
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