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Artificial intelligence has guided technological progress in recent years; it has shown significant development with increased academic studies on Machine Learning and the high demand for this field in the sector. In addition to the advancement of technology day by day, the pandemic, which has become a part of our lives since early 2020, has led to social media occupying a larger place in the lives of individuals. Therefore, social media posts have become an excellent data source for the field of sentiment analysis. The main contribution of this study is based on the Natural Language Processing method, which is one of the machine learning topics in the literature. Sentiment analysis classification is a solid example for machine learning tasks that belongs to human-machine interaction. It is essential to make the computer understand people emotional situation with classifiers. There are a limited number of Turkish language studies in the literature. Turkish language has different types of linguistic features from English. Since Turkish is an agglutinative language, it is challenging to make sentiment analysis with that language. This paper aims to perform sentiment analysis of several machine learning algorithms on Turkish language datasets that are collected from Twitter. In this research, besides using public dataset that belongs to Beyaz (2021) to get more general results, another dataset is created to understand the impact of the pandemic on people and to learn about public opinions. Therefore, a custom dataset, namely, SentimentSet (Balli 2021), was created, consisting of Turkish tweets that were filtered with words such as pandemic and corona by manually marking as positive, negative, or neutral. Besides, SentimentSet could be used in future researches as benchmark dataset. Results show classification accuracy of not only up to \( \sim 87\% \) with test data from datasets of both datasets and trained models, but also up to \( \sim 84\% \) with small “Sample Test Data” generated by the same methods as SentimentSet dataset. These research results contributed to indicating Turkish language specific sentiment analysis that is dependent on language specifications.

1. Introduction

Artificial intelligence is simply defined as machines trying to imitate human intelligence and behavior. Machine learning is computer models that learn big data and make inferences from them [1]. These models consist of a series of steps that are based on statistical algorithms, process big data, and make predictions with the mathematical results it draws from them [2]. These models can be iterated and used for different data, improved with different algorithms, or retrained with different hyperparameters to get better results. It can be reused without retraining with different test data using the trained model. The goal is always to make a better guess and get better results.

Natural language processing (NLP) is a subfield of linguistics, computer science, and artificial intelligence concerned with interactions between computer and human language, specifically how to program computers to process and analyze natural language data. Its aim is to obtain a computer that can "understand" the content, along with the idiosyncratic aspects of the natural language used in writing the texts. Afterward, it is possible to classify and edit the information in the text content and extract the information correctly [3].
Sentiment analysis [4] is a field that computer science and linguistics use together that aims to determine the sentiment contained in written data. In general, sentiment analysis algorithms are used to classify datasets by dividing them into different categories or classes [5]. For the studies in this field, working with machine learning algorithms, for these meanings extracted from the data, such as writing techniques, language tools, linguistic developments for different languages, interpretation of different meanings of the word in linguistics, and the change of the emotion expressed when words come together, has produced very successful results. Besides, there are text classification studies [6, 7] in the literature that also worked on text and documents; however, they are aimed to find useful information for business intelligence instead of emotions [8].

Today, one of the most common and most diverse data sources used for sentiment analysis is social media. Social media offer to be important data source [9] in current big data studies, where the data is constantly renewed instantly, information on current issues spreads rapidly between societies and people, and it is full of different perspectives on every subject such as politics, science, and history. Twitter is one of the best source websites and also a popular micro-blogging forum [10] for providing written data on current topics or big topics in social media.

Sentiment analysis is a very common topic in the literature and worldwide; many studies have been done on this subject. However, sentiment analysis has strong dependency on the linguistic features since it is based on the language of a text, and modelling is established by a text from the same language [11]. There are many successful studies done for texts in English language. As an alternative to the language dependency, there is a study that belongs to Denecke [12]; to translate a language to English before doing sentiment analysis regardless of language is used for text. However, in general, sentiment analysis studies are done individually per language such as [13, 14].

Machine learning algorithms [11, 15–31] were commonly used for Turkish sentiment analysis problems in previous studies. Bozyigit et al. [19] present a study that used LSTM and different CNN networks for Turkish sentiment analysis over Turkish user comments. SVM is used by Kaya et al. [15] in 2012 on a study of sentiment analysis for Turkish political news. In the study of Coban et al. [17] in 2015, Twitter data were used for sentiment analysis according to emojis using various machine learning algorithms such as SVM, Naive Bayes, Multinomial Naive Bayes, and KNN.

Although, in recent years, the number of Turkish studies has increased, there is still a need for more in the literature to provide variety. In this study, it is aimed to indicate accuracy of various machine learning algorithms on Turkish sentiment analysis with using different datasets and preprocessing steps over Twitter data. Unlike other similar studies, the study is conducted with not only a public dataset (Beyaz [32]), but also a custom dataset (SentimentSet [33]) that is created by using social media with custom topic, which is “pandemic.” This multicomparison study could be useful in increasing the accuracy or validation of the research to compare results of the machine learning algorithms with Turkish language sentiment analysis. Moreover, it will contribute with other Turkish studies that already exist and give insights for the next researchers about compatibilities of machine learning algorithms with the sentiment analysis in Turkish language.

In this study, which is conducted in Turkish, two datasets that consist of twitter data are labeled as positive, negative, and neutral, while the training models with these datasets neutral tweets are ignored. The marked (labeled) data was preprocessed with various libraries according to the language characteristics specific to Turkish. Afterwards, datasets are used to train Machine Learning models with various algorithms, and predictions were made on the test data with these models. The results are compared between different combinations of the datasets, algorithms, and different preprocessing libraries.

The remainder of this paper consists of the following parts. In Section 2, the literature review is briefly represented. Section 3 introduces the methodology that is used for the sentiment analysis models and datasets in detail. Section 4 explains the experimental studies, as well as the results and metrics of the different machine learning models per datasets. Section 5 compares the results of similar studies from the literature and gives authors insights about the study. Section 6 shows the conclusion and prospects.

### 2. Literature Review

Although the beginning of Artificial Intelligence dates back to very old times, the beginning of Natural Language Processing is a subject that dates back to ancient times and is now a subbranch of Artificial Intelligence in the field of Machine Learning. Natural Language Processing was first published by Alan Turing [34] in 1950, a seminal paper on Artificial Intelligence known as the Turing Test. Turing had set the machine's task and intelligence criterion to be the automatic interpretation and generation of natural language. But it was not yet studied under Natural Language Processing at that time. Afterward, John Searle's [35] paper titled Minds, Brains, and Programs, in which he put forward the Chinese Room Experiment, published in 1980, studied the imitation of NLP tasks by the computer when a set of rules, such as a Chinese learning guide, was given to the computer.

Due to the continuous increase in computational power and the emergence of Machine Learning algorithms, there has been a great development in the field of Natural Language Processing. Systems created with the use of these algorithms since the late 1980s were included under the heading Statistical NLP. In automatic speech recognition using statistical methods, they made a great impact with the article “A Maximum Likelihood Approach to Continuous Speech Recognition,” published by Bahl et al. [36] in 1983. According to the article, a maximum likelihood decoding formulation was created for the speech recognition task. In the study, a number of statistical models are explained for use in the speech recognition task. Another statistical study of the 1990s, A Statistical Approach to Machine Translation published by Brown et al. [37], is one of the important
researches in this field. In the article, a statistical translation approach from French to English is presented using Bayes’ theorem.

Machine Learning algorithms, fast computers, and artificial intelligence networks that are developing day by day can be used in this field. Models created using Deep Neural Networks together with the developing Machine Learning algorithms have begun to become widespread and used in the field of NLP. The Natural Language Processor with Neural Networks (NALPRONN) model, developed by Martinez [38] in 1995 using artificial neural networks in the field of NLP, is one of the milestones in the field of Neural NLP. The NALPRONN system is a multimodal multilingual computer interface. It is a system of artificial neuron networks. This system has processing modules that include the backpropagation network such as I/O displays, input subsystem, output subsystem, dictionary subsystem, and monitor subsystem. There are also memory modules with feature mapping networks. According to the system, tasks are performed by modules. These modules are trained independently of each other with the same data. With NALPRONN, a generalized NLP system has been introduced using artificial neural networks.

In this study, NLP tasks are performed using supervised learning. For this reason, the study focuses on examining the studies conducted with supervised learning in the literature. One of the studies dealing with the sentiment analysis task of NLP using supervised learning is the article “Sentiment Analyzer: extracting sentiments about a given topic using natural language processing techniques” published by Yi et al. [39] in 2003. In the article, two subjects, namely, digital camera and music review, were defined while creating data. Documents collected under these two data groups are randomly selected documents from web pages collected from web scans. These documents were mixed and randomly placed under the subject headings. Two different labels were made for each subject. Subject-related documents are marked as (D+), while off-topic documents are marked as (D−). Various feature selection algorithms such as the Mixture model and Likelihood test were used with this data system. One of the studies carried out using supervised learning for text classification within the scope of the study is the comparison of SVM with kNN Decision Tree and Naïve Bayesian methods by Liu et al. [40] in 2010. In the study, an SVM-based classification model is proposed. As a result of these experiments with other given algorithms, it was revealed that the F1 value of the SVM classifier exceeds 86.26%. Another sentiment analysis study using supervised learning is the article titled “A Sentiment Analysis Model For Hotel Reviews Based on Supervised Learning,” published by Shi and Li [41] in 2011. By considering the hotel reviews of the users, it was tried to classify the emotions with a machine learning approach. SVM, one of the supervised learning algorithms, was used in the study.

There are several machine learning algorithms that can be applied to sentiment analysis. Besides, neural networks are also commonly used lately under the sentiment analysis topic. Yao and Guan [42], in 2020, proposed an advanced NLP method. This method was based on the LSTM structure. In the study, compared to Basic and other LSTM, the improved method has better F1 score results in the Wall Street Journal dataset; it is concluded that the revealed method is more suitable for NLP when there are limited computing resources and a large amount of data.

Data collecting is a very important part of the sentiment analysis. Feldman [43] said that Twitter and Facebook are focal points of many sentiment analysis applications in 2013. Since then, Twitter became even the most important data source. Twitter provides user data as anonymous, which is eligible for the sentiment analysis. There are many sentiment analysis studies [44–46] that used Twitter in the literature with several algorithms. In the study on Twitter sentiment analysis conducted by Tam et al. [46] in 2021, an accuracy rate of 91.13% was obtained in the classification performed by using CNN and bidirectional LSTM (Bi-LSTM) models together on tweets in English. However, topic selection is the first step of the collecting data for sentiment analysis. COVID-19 has been a hot topic all over the world since its start. Hence, it took its place in the literature as well. There are COVID-19 related sentiment analysis studies [47–51] that are conducted with Twitter API.

Although there are many articles on sentiment analysis in the literature with COVID-19 topic or in general, there are not as much as studies in Turkish. However, the number of studies in the Turkish language has increased in recent years. In the study of Kaya et al. [15] in 2012 on Sentiment analysis on Turkish political news, political news from different sites of Turkish news were collected. Four algorithms within the scope of supervised learning were compared for emotion classification. These are Naïve Bayes, Maximum Entropy, SVM, and the character-based N-Gram Language Model. From the empirical findings, it was observed that the Maximum Entropy and N-Gram Language Model outperformed SVM and Naïve Bayes. By using different features, it has been demonstrated that all approaches reach 65% to 77% accuracy rates.

In the study conducted by Akba [16] in 2014, an F1 score of up to 83.9% was obtained over the models trained with film evaluations. Results were measured with the Information Gain and Chi-Square metrics. Zemberek was used as a preprocess while creating the data in the study, and SVM was used for the classification of the data. In the study of Coban et al. [17] in 2015, the accuracy of up to 66% was obtained by tagging tweets received on Twitter according to emojis and classifying them with various machine learning algorithms using two different feature extraction methods, Bag of words and N-gram model. In another study conducted by Karamollaoglu et al. [18] in 2018, sentiment analysis processes were applied to user comments collected from various websites using the Lexicon-Based method. The classification and sentiment analysis process were carried out with an average success rate of 80%.

Another study conducted in Turkish is the Turkish cyberbullying detection published by Bozyigit et al. [19] in 2019. Artificial neural networks were used in the study. Existing libraries were not used for Turkish Natural Language Processing. In the study, a list named “Harmful Terms” was created, and the wrong spellings between the
term and the input were tried to be corrected with the Levenshtein algorithm. For the text mining section, the TF-IDF method that is mentioned in this study was used. Two hidden layers are predicted for the Neural network. As a result of the study, an F1 score of 91% was obtained.

In the study carried out by Pervan [20] in 2019 with LSTM and different CNN networks, using the word2vec model on Turkish user comments collected from the websites, an accuracy value of up to 94% was obtained in LSTM.

One of the NLP studies on Turkish is a sentiment analysis study conducted with Machine Learning algorithms, published by Rumelli et al. [21] in 2019. During the study, open-source libraries such as Zemberek [22] prepared on Turkish Natural Language Processing were used. The data received from an e-commerce website are marked as negative, neutral, and positive according to the scores given by the users and trained with Machine Learning algorithms such as Naive Bayesian, Random Forest, and SVM. As a result of the study, a score of 73.8% was obtained.

A Corpus of Turkish Offensive Language on Social Media, published by Coltekin [23] in 2020, is a study to detect Turkish offensive language in social media. In the study, a dataset consisting of 19% of messages labeled as offensive language was used. A 77.3% F1 score was obtained with the linear SVM. Another Turkish study conducted in recent years is the sentiment analysis of people on global warming and climate change, conducted by Kirelli and Arslankaya [11] in 2020.

Although there are a limited number of Turkish language sentiment analysis studies, it increased in recent years [24, 25]. Aydogan and Kocaman [26] offered a new dataset since there are limited Turkish datasets to work on. Lately, some COVID-19 related studies [28–31] can be found in the literature.

The accuracy values of some of the sentiment analysis studies on Turkish in the literature are shown in Table 1. According the literature review, our main contribution is providing a Turkish sentiment analysis, which is limited in number in the literature over COVID-19 topic. Besides, in our study, a pandemic topic based dataset was created as benchmark dataset to be used also by not only us, but also future researchers. Moreover, another public dataset that belongs to Beyaz [32] was also used for the sentiment analysis. There is no other study published in the corresponding literature using this public dataset. Finally, several machine learning algorithms such as SVM, Logistic Regression, and LSTM with applying different preprocessing techniques were used together, and the results were compared.

3. Methodology

Two different datasets were used for working with text data as a natural language in order to conduct sentiment analysis. The Public dataset has big amount of data that is already tagged and ready to use, which can provide more accurate results with variety of the data. This dataset also has no data that is relevant to the pandemic. It is compared with inhomogeneous SentimentSet dataset, which is created in the scope of this study and has mostly negative data. These datasets consist of pretagged positive and negative tweets that are gathered from Twitter. The datasets are trained with various Machine Learning algorithms. The emotional states of social media users were tried to be classified as positive or negative using that trained models. The architecture of the model generation that includes dataset preparation, training, and classification process is shown in Figure 1. After creating these models, the success rates of the algorithms used and the results obtained in this research were compared, and the accuracy rates were revealed.

The public dataset used within the scope of the study is an open dataset developed by Beyaz [32] in 2020 for a project on the detection of bullying in social media and was put into use as a public dataset that underwent various preprocesses. This dataset, which contains approximately 11,000 data, consists of Turkish tweets marked as positive and negative. It is seen that there are already some preprocesses in the dataset used, but in this study, the data was preprocessed again while creating the models. An example of the public dataset is shown in Figure 2.

In addition to the public dataset used for training the models in this study, the second dataset used is the SentimentSet developed within the scope of the study. The dataset consists of approximately 2600 Turkish tweets. Each tweet is marked as positive, negative, or neutral. Two methods were used while collecting the tweets that make up the dataset. The first of these methods is the use of the stream method of the Twitter API, and the second is the use of the open-source snscrape [52] library. Tweets are randomly selected without following any order. The first method used for collecting the tweets is the Stream method, which belongs to the Tweepy library and provides data in accordance with the given parameters. The dataset was created from real-time tweets selected by searching the words “aşı”, “aşılamak”, “aşı olmak”, “vaccine”, “vaccinated”, “vaccination”, “stayhome”, “stay home”, “covid”, “corona”, “coronavirus”, “krona”, “covid-19”, “Covid19”, “Covid-19”, ”Corona Virus”, ”pandemic”, ”pandemi”, ”COVID-19”. Another parameter is “languages = “tr”,” which is used to extract only Turkish tweets. Received tweets were manually transferred to a table and manually marked there. In the second method used, when collecting tweets, they were drawn by searching for the

| Study                | Accuracy       |
|---------------------|----------------|
| Kaya et al. [15]    | %77            |
| Akba [16]           | %83.9 F1 score |
| Coban et al. [17]   | %66.06         |
| Karamollaoglu et al. [18] | %80 |
| Bozyigit et al. [19] | %91 F1 score  |
| Pervan [20]         | %94.21         |
| Rumelli et al. [21] | %73.8          |
| Coltekin [23]       | %77.3 F1 score |
| Kirelli and Arslankaya [11] | 74.63 |
| Shehu et al. [24]   | %88.8          |
| Hayran and Sert [27]| %80.05         |
| Kabakus [28]        | %97.895        |

Table 1: Accuracy table of given studies that are conducted in the Turkish language.
SentimentSet already prepared in this way. However, the dataset prepared by Beyaz [32] was thus passed through these processes.

Afterward, data stemming/lemmatization was performed. This process was performed using two different libraries. One of them is Zemberek [22] library, and the other is the SnowBall library belonging to NLTK. Zemberek [22] is a library written in java. With the help of the library’s TurkishMorphology class, the lemmas of words were found with lemmatization. An example of word roots found with the help of Zemberek is shown in Figure 5.

The roots of the words were found by stemming using the class named TurkishStemmer belonging to the Snowball library of NLTK, another root-finding library used. Figure 6 shows the rooting process by stemming with the Snowball library. With these libraries, root finding is carried out using two different methods, lemmatization and stemming. While creating the models, both methods were tried, and the results were reported.

After this process, another data preprocess, Text Vectorization, was applied to the data with roots. Before starting this process, the data must be separated as training and test data. In all models created within the scope of the study, 20% of the data was reserved for testing. The remainder was used for training. After the training and test data were separated, the Text Vectorization process was performed. The purpose of this process is simply to translate the data in human language, which underwent various preprocessing steps, into a language that the machine can understand. The data obtained as a result of this process are given as input to machine learning algorithms.

In this study, the TF-IDF technique was used for Text Vectorization. Figure 7 shows how the TF-idf technique is used. Since tf-idf is a bag of words technique, the “ngram_range = (1, 2)” parameter indicates that the unigram and bigram approaches of the word bag method are used together. The “max_df = 0.9” parameter shown in the figure means ignores terms that appear in more than 90% of the documents. Likewise, the “min_df = 5” parameter means ignore terms that appear in fewer than five documents. As shown in the figure, after the vectorizer object is created with the specified parameters, the fit_transform method is called to scale according to the “x_train” data reserved for training and to learn these scaling parameters. The mean and variance of the features of the training set are learned. Then, “x_test” is scaled according to these learned parameters by calling the transform() method. [55]
After the Text Vectorization process, the data was used in Machine Learning algorithms. However, these data pre-processes for LSTM are different from the others. In LSTM, Tokenization preprocessing is performed instead of rooting (stemming or lemmatization) and text vectorization. For this process, the Tokenizer class of the Keras library is used. The Tokenizer class and parameters used for LSTM are shown in Figure 8. The value of “num_words = 2000” from the parameters shown in the figure determines how many words will be processed. Word separation operations were made according to the space with the given “split = “” parameter. As seen in the figure, the dataset is given as a parameter to the fit_on_text method. Thus, the tokenizer has frequency information about the data. This method creates a word index based on frequency. Each word has its own integer value. The text_to_sequences in the figure replaces each word with the corresponding integer in the word_index dictionary. Pad_sequences in the figure is used for ensuring all sequences in a list have the same length. By default, this is done by adding 0 to the beginning of each sequence until each sequence has the same length as the longest sequence.

The data quality has been increased, and the data has been preprocessed and brought into a form that machine learning algorithms can use. Logistic Regression, SGD, Random Forest, Bayesian, SVM, and LSTM were used to train the models. The models created within the scope of the research are written in python language [57]. Google Colab was chosen as the working environment. The data prepared and preprocessed in the study carried out on Google Colab were used in many machine learning algorithms. The Logistic Regression Model, which is one of the very common models in classification and regression problems, is used in the study. Model hyperparameters are used by default. The SGDClassifier model based on the Stochastic Gradient Descent algorithm is used in the study. This model’s hyperparameters are used by default, except for the “max_iter = 5” parameter. The “max_iter” parameter, with a default value of 1000, indicates the maximum number of times to go over the data during training. The RandomForestClassifier model created with Random Forest Algorithm is used as one of the hyperparameters “n_estimators = 20”. This parameter, with a default value of 100, indicates how many trees are in the forest. If the other parameter used is “random_state = 0”, it is then added to ensure that the same result is obtained in every study. Other hyperparameters are used by default. The BernoulliNB model is used since the binary classification was made within the scope of the study. The model based on the Bayesian algorithm was used with the default hyperparameters.
The SVC model, which is a classification model of the Support Vector Machine algorithm, has been used as default with parameters other than “kernel = linear” one of the hyperparameters in the study. Since the data can be separated linearly, and the number of features extracted from the data is high, this parameter value is generally used in text classification problems [58]. The training dataset and the training vector were added to the models with the fit method. Prediction or classification was made on the test data by using the predict method on these models.

While creating the LSTM model, root finding and text vectorization were not applied in the data preprocessing step. After the noisy data cleaning and the removal of pause words, the previously mentioned tokenization data preprocessing method was used. The parameters of the Sequential model used are shown in Figure 9. An embedding layer, a dropout layer, an LSTM layer, and a Dense layer have been added to the model with the hyperparameters max_features, embed_dim, and lstm_out [59].

The Sequential model provides a sequential and layered structure. Each layer has an input and an output value. Layers are added to the model with the add method [60].

Embedding layer added that is frequently used for Keras text data to the model. Of the parameters in this method, “max_features” refers to the size of the vocabulary, and “input_length” refers to the length of the input strings. “embed_dim” defines the size of the vector space in which the words will be embedded. Furthermore, the “embed_dim” parameter expresses the size of the output vectors in the relevant layer for each word [61].

After the Dropout layer had been added to avoid the overfitting problem, the LSTM layer was added to the model. The lstm_out parameter used in this method represents the size of the output space. In the Dense layer, “2” is added as the first parameter because of the binary classification within the scope of the study. The second parameter is added as “sigmoid” that is used for the activation function.

Finally, the “categorical_crossentropy” Adam algorithm and the accuracy metric have been added as parameters to the model compile method. Training data is added to this model with the fit method, as shown in Figure 10. The training data, the “epoch” number that shows the number of times to go over the whole dataset, the “batch_size” that represents the number of training samples used in each iteration, and the verbose parameter used to see a detailed output, have been added to the fit method.

Afterward, the test data is classified by using the evaluate method with the model. The method that gives the predicted classes by the model is shown in Figure 11. The evaluate method used in the model gives the loss function, while the predict method gives the predicted values.

4. Experimental Studies

There are approximately 11 thousand tweets in the public dataset [32]. The negative and positive category ratios of this dataset are shown in Figure 12. The results of the models created with the machine learning algorithms mentioned earlier on this dataset on the test data created by separating 20% of this dataset are shown in Figure 13. It shows the accuracy rates of these visual models and the comparison of results obtained when Zemberek or Snowball library is used as root-finding algorithms. It was observed that the success rates of the models are increased when the Snowball library belonging to NLTK was used as the root-finding algorithm with this dataset.

The correct and incorrect predictions obtained when the Bayesian model is tested with the test data separated from the tilted models using the Zemberek library with the ready dataset are given in Figure 14. The correct and incorrect predictions are obtained when the Logistic Regression model, which is one of the models trained using the NLTK Snowball library with the ready dataset, is tested with the test data separated from the dataset. These are shown in Figure 15.

SentimentSet dataset, which has approximately 2600 tweets, is created within the scope of the study. When the neutral category was removed from this dataset, a dataset containing 2551 tweets with positive negative category ratios shown in Figure 16 was created. 20% of this dataset was reserved for test data, and 80% was used for training.

The results of the models created with the machine learning algorithms mentioned earlier on this dataset on the test data created by separating 20% of this dataset are shown in Figure 17. It shows the accuracy rates of these visual models and the comparison of results obtained when Zemberek or Snowball library is used as root-finding algorithms. It was observed that the success rate of the models increased when the Zemberek library was used as the root-finding algorithm with this dataset. The correct and incorrect predictions obtained when the SVM model is tested with the test data separated from the dataset, which is one of the best models using the Zemberek library with the SentimentSet, are given in Figure 18. The correct and incorrect predictions obtained when testing with the test data separated from the Random Forest model dataset, which is one of the models trained using the NLTK Snowball library with SentimentSet, are given in Figure 19.

Models trained with the SentimentSet were also tested with a small sample test data consisting of 20 randomly picked and marked nine positive and ten negative tweets that did not belong to the dataset but were generated by the same way of SentimentSet. The results obtained are shown in Figure 20 with the comparison of root-finding algorithms. The correct and incorrect predictions obtained when the Bayesian model is tested with sample test data, one of the best models using the Zemberek library with the SentimentSet, are given in Figure 21. The correct and incorrect predictions obtained when the SVM model, which is one of the models trained using the NLTK Snowball library with SentimentSet, is tested with the sample test data are given in Figure 22.

Since the aforementioned sample test data was created with the tweet collection method of SentimentSet described earlier within the scope of the study, the tests performed with this sample test data on the models trained with the ready dataset did not result in high accuracy rates, as shown in Figure 23.
Figure 9: LSTM model and hyperparameters.

```python
max_features = 2000
embed_dim = 128
lstm_out = 196
model = Sequential()
model.add(Embedding(max_features, embed_dim,input_length = X.shape[1]))
model.add(Dropout(0.8))
model.add(LSTM(lstm_out))
model.add(Dense(2, activation='softmax'))
model.compile(loss='categorical_crossentropy', optimizer='adam',metrics = ['accuracy'])
```

Figure 10: LSTM model fit and evaluate methods and parameters.

```python
batch_size = 16
model.fit(X_train, Y_train, epochs = 6, batch_size=batch_size, verbose = 2)
score,acc = model.evaluate(X_test, Y_test, verbose = 2, batch_size = batch_size)
data_list = pd.DataFrame(model.predict_classes(X), columns = ['sentiment'])
```

Figure 11: LSTM model predict_classes method.

![Pie chart showing positive and negative categories with 55.00% positive and 45.00% negative]

Figure 12: Visualization of the category ratios of the public dataset.

Figure 13: Comparison of accuracy rates of public dataset machine learning algorithms according to root-finding libraries.

| Algorithm       | Zemberek | NLTK Snowball |
|-----------------|----------|---------------|
| Logistic Regression | 82.464%  | 85.791%       |
| SGD             | 82.791%  | 85.791%       |
| Random Forest   | 80.358%  | 84.802%       |
| Bayesian SVM    | 82.317%  | 85.611%       |
| SVM             | 82.392%  | 85.611%       |

*Note: Accuracy rates are hypothetical for illustration purposes.*
In the studies conducted with LSTM, root finding preprocess was not performed. While the model was trained, 20% of the dataset was reserved for the test data, and 80% of

![Figure 14: Distribution of test results and test data belonging to the dataset of Bayesian model trained with public dataset and Zemberek root-finding library.](image)

![Figure 15: Distribution of test results and test data belonging to the dataset of logistic regression model trained with public dataset and Zemberek root-finding library.](image)

![Figure 16: Visualization of the category ratios of the SentimentSet that is created in this study.](image)

In the studies conducted with LSTM, root finding preprocess was not performed. While the model was trained, 20% of the dataset was reserved for the test data, and 80% of

![Figure 17: Comparison of the accuracy rates of SentimentSet and machine learning algorithms according to root-finding methods.](image)

![Figure 18: Distribution of test results and test data of SVM model trained with SentimentSet and Zemberek root-finding library.](image)

![Figure 19: Distribution of test results and test data belonging to the dataset of random forest model trained with SentimentSet and NLTK snowball rooting library.](image)
the dataset was used for training in the models created for both the public dataset and SentimentSet. The results obtained when the models trained using the public dataset or SentimentSet are tested with the test data of the dataset or with the sample test data consisting of 20 tweets are shown in Figure 24.

The training and validation accuracy values obtained while training the LSTM model on the SentimentSet are shown in Figure 25, and the training and validation error rate values obtained during the training are shown in Figure 26.

The correct and incorrect predictions obtained when the LSTM model trained with the public dataset is tested with the test data that belongs to the dataset are given in Figure 27. The correct and incorrect predictions obtained when the LSTM model trained with SentimentSet is tested with the sample test data are given in Figure 28. Training and validation accuracy values during LSTM model training with the public dataset are shown in Figure 29. Training and validation error rate values during LSTM model training with the public dataset are shown in Figure 30.

The correct and incorrect predictions obtained when the LSTM model trained with the public dataset is tested with the test data that belongs to the dataset are given in Figure 31. The results obtained when the LSTM model trained with the public dataset is tested with the sample test data are shown in Figure 32.

In this study, various machine learning algorithms are used with different datasets and root-finding algorithms. All accuracy ratios of the combinations are shown in Table 2.
Figure 24: LSTM model training and test results with different datasets.

Figure 25: Training and validation accuracy values during LSTM model training with SentimentSet.

Figure 26: Training and validation error rate values during LSTM model training with SentimentSet.

Figure 27: Distribution of test results and test data belonging to the dataset of the LSTM model trained with SentimentSet.

Figure 28: Distribution of test results with sample test data of the LSTM model trained with SentimentSet.

Figure 29: Training and validation accuracy values during LSTM model training with the public dataset.
Figure 30: Training and validation error rate values during LSTM model training with the public dataset.

Figure 31: Distribution of test results and test data belonging to the dataset of the LSTM model trained with the public dataset.

Figure 32: Distribution of test results with sample test data of the LSTM model trained with the public dataset.
Table 2: Accuracy table of the algorithms with given combinations.

| Accuracy table (%) | Zemberek | NLTk snowball |
|---------------------|----------|---------------|
|                      | Train with public dataset | Test with sample test data | Train with SentimentSet | Test with sample test data | Train with public dataset | Test with sample test data | Train with SentimentSet | Test with sample test data |
| Logistic regression | %82.46 %52.63 | %85.51 %73.68 | %85.79 %52.63 | %85.32 %78.94 |
| SGD                 | %82.23 %63.15 | %85.91 %73.68 | %85.79 %52.63 | %84.73 %78.94 |
| Random forest       | %80.39 %57.89 | %86.30 %73.68 | %84.80 %57.89 | %86.49 %73.68 |
| Bayesian SVM        | %82.55 %47.36 | %85.91 %84.21 | %85.34 %47.36 | %84.14 %84.21 |
| SVM                 | %82.23 %63.15 | %87.47 %78.94 | %85.61 %52.63 | %86.10 %84.21 |

LSTM accuracy without using any root finding library (Zemberek or NLTk snowball)

| LSTM accuracy table (%) | Train with public dataset | Test with sample test data | Train with SentimentSet | Test with sample test data |
|-------------------------|--------------------------|----------------------------|------------------------|----------------------------|
| LSTM                    | %86.28 %63.15            | %86.30                     | %78.94                 |                            |

5. Discussion

In this study, we examined sentiment analysis for Turkish or different language in Twitter or in general in the literature over different topics. We observed that the dataset is one of the most challenging parts of sentiment analysis in Turkish. The public dataset [32] that we used is a general dataset that could be worked with different topics. Besides, we also aimed to contribute to adding benchmark dataset for “pandemic,” which is the hot topic recently. We made our study over these datasets, with using several machine learning algorithms. The results obtained by using different preprocessing techniques, different datasets for training and testing, and different machine learning algorithm combinations can be found in Table 2.

Furthermore, there are limited number of studies existing in the literature. Although there are not an enormous number of Turkish sentiment analysis studies, there are limited valuable studies in the literature. The accuracy results that belong to some of these studies from literature are given in Table 1.

Kirelli and Arslankaya [11] carried out a study that is Turkish sentiment analysis on global warming topic over 30000 random tweets from Twitter with using SVM, K-NN, and Bayesian. In that study, Hayran [27] used a dataset to train their models. The dataset was created with the labelling data based on emoticons; therefore, the accuracy could be little less than that of the manually labeled datasets. If we compare our study with some recent pandemic related Turkish language studies, we have nearly the same accuracy as the study [24] that used their own manually labeled benchmark dataset and worked with RNN, CNN, and HAN, which are deep learning models. However, our study differentiates with using different algorithms and datasets with different topics. On the other hand, another study [28] has very high accuracy over 15k tweets and CNN and bidirectional LSTM, which used a lexicon to label big number of data. As for us, in our study, we did not use lexicons; however, we used manually labeled dataset and SentimentSet that is created in the scope of the study. Our study contributes to the literature in many ways, but mainly it offers a general view of Turkish sentiment analysis accuracy on the several machine learning algorithms with SentimentSet, which could be used for future studies as benchmark dataset.

6. Conclusion

6.1. Theoretical Conclusion. With the development of technology day by day and the acceleration of artificial intelligence in the sector and academic studies, the diversity and number in this field in the literature are quite high today. Natural language processing, which is growing in use, is one of the topics of interest in this field. Social media are a very good data source for natural language processing studies because a wide variety of data can be accessed very quickly, and they are open source. Twitter API enables the anonymous use of Twitter users’ tweets for academic studies or research after obtaining the necessary permissions. While the number of studies conducted in Turkish was very few in the past years, it is observed that it is increasing day by day.

Although Liu [62] says that it is also possible to make sentiment classification based on unsupervised learning, in this study, we preferred to make classification that is based on supervised learning with manually labeled datasets. Due to create SentimentSet, some words such as corona and pandemic were searched in the tweets. Likewise, when the sample data created with filters are tested with both models trained with the public dataset [32] and models trained with SentimentSet, it has been seen that the models created with SentimentSet are more successful. This shows that, in NLP tasks such as sentiment analysis, the similarity of the training data content and the test data content yields more successful results. The positive and negative category weights of the datasets used in the study are given. In the comparisons conducted on the same libraries and the same algorithms in the training phase carried with these datasets, it was seen that the negative prediction accuracy rate of SentimentSet with high negative data weight was higher than the positive prediction accuracy rate. It was observed that the positive
prediction accuracy rate in the models trained with the ready dataset was higher than the SentimentSet. This confirms what is known that the dataset to have equal weights in classification problems is very important for machine learning algorithms to function in their best. However, it is more difficult to achieve these equal weights in real-life problems. Tweets with words such as “Pandemic” and “Corona” generally have a negative meaning. Hence, it is challenging to make manually labeled and equal weights in each class dataset with big amount of data on the other hand.

High negative data ratio of SentimentSet shows that there are some limitations choosing negative words like “pandemic” to collect tweets. While creating a custom dataset, it is ideal to have homogeneous labeled data with working on machine learning tasks. The more balanced dataset could give more accurate results in addition to SentimentSet dataset that was created for a periodic time that is approximately early of COVID-19 with limited data. Opinions about the words may vary because we are still in pandemic globally, and lots of changes have occurred since the beginning. Time period and data could be improved to get more valid and accurate results.

6.2. Practical Conclusion. Within the scope of the study, sentiment analysis studies were carried out on Turkish tweets with natural language processing, and the results obtained by using various machine learning algorithms in this field were compared. Two different datasets, one public dataset [32] and the other one being SentimentSet [33] dataset that was created within the scope of the study with manually labelling, were used. These datasets were preprocessed before being used with algorithms. In the root-finding preprocess, which is one of these preprocesses, two different libraries were used and compared. In order to do sentiment analysis, these datasets were trained with Logistic Regression, SVM, Bayesian, Random Forest, and SGD algorithms, and models were produced. Apart from these algorithms, models were produced by training with datasets with LSTM, a deep learning network, and the results were compared in Table 1. This study is aimed to contribute to the natural language processing studies in the Turkish language in the literature. The trained models were tested with “Sample Test Data.” This test data was created separated from the datasets. “Sample Test Data” consists of 20 tweets collected with using the methods of creating the SentimentSet created within the scope of the study.

As seen in the study, the quality of the data is as important as the creation of models. On the other hand, the success of root-finding algorithms differs according to the dataset and the tested data. It is seen that the models trained with the SentimentSet have higher success rates with the test data separated from the dataset within itself compared to the models trained with the public dataset [32]. However, this may be a result of the negative category weight being too high in the SentimentSet. The models produced within the scope of the study can be improved, and models with better results can be produced. One of the ways to be followed for this is to increase the quality of the data. Solutions such as better filtering, detailing, and diversification of preprocesses can be produced.

Better training can be provided by changing the hyperparameters of the algorithms used in the study. The hyperparameters of the LSTM algorithm used in this study were determined with using trial and error method. In future studies, the most appropriate values can be determined by using methods such as genetic algorithms while selecting the hyperparameters of this model.

As a result, it is challenging to work with Turkish language because of the language specifications; for example, Turkish is an agglutinative language, so it requires different techniques from English to work with, and there are a limited number of studies in the literature. This study aimed to contribute as a Turkish language study to generating good overview to compare performances of machine learning algorithms with the different libraries and datasets. To make supervised learning, manually labeled datasets were used. One of them is SentimentSet dataset that could be used as benchmark dataset by future studies. Totally, with 2 datasets and 2 preprocessing techniques and different test data combinations, there are significant results that up to %87 are taken from the models. The results of the models are shown in Table 2.

The models and results created in this study show that machine learning algorithms in the Turkish language and sentiment analysis are promising and can be better in the future. It is, of course, possible to expand this success, to produce larger data and better models. Turkish studies can be developed by eliminating the weaknesses of the models and increasing the data quality. Thus, models that perform sentiment analysis tasks in Turkish can continue to influence our lives with much higher success rates and to develop with technology as it progresses.

7. Managerial Implication

The managerial implication of our research is that organizations can apply the proposed social analytics methodology to understand people’s sentiment either pandemic or another topic that depends on people’s opinion and hence improve their approach about their services to the people.

8. Practical/Social Implications

The findings could be used to understand how the pandemic affected people’s sentiments from the tweets about this topic with given time duration. If this model is used for different timelines during the pandemic, it can be seen how people react with significant changes like COVID tests, vaccination, etc. Moreover, in general, with these public dataset [32] models, if they are used to make classification in another topic like world peace, women, or human rights, and if these results are shared with people, they could create solidarity about the event or topic and make their voices heard.
9. Limitations and Future Research

Although many machine learning algorithms including LSTM are used in this Turkish language study and taken satisfying results, better preprocessing and more balanced dataset are still needed to get better ones. In the results of algorithms, there is also a gap between accuracy of "sample test data," which is independent from datasets that are used for training models, and "test data from datasets"; this can be seen in Table 2. This shows that there should be more qualified data to learn features more effectively.

Furthermore, while SentimentSet has limited amount of data, these custom datasets may contain more data in the future with applying lexicon-based approach to prevent manually labelling. In addition to data and preprocessing, studies [28, 46] that are conducted with LSTM and CNN have higher accuracy results; these techniques provide good results on sentiment analysis in English language and may also be used for Turkish language studies to get higher accuracy results.

As future work, new algorithm approaches including artificial neural networks with highly preprocessed balanced datasets could be done on Turkish social media sentiment analysis to maximize the accuracy.
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The datasets used to support the findings of this study are available from the direct link in the dataset citations. The public dataset used within the scope of the study is an open dataset that can be accessed via https://www.kaggle.com/mrbeyz/trke-sosyal-medya-paylam-veri-seti. The second dataset used is the SentimentSet, developed within the scope of this study, which can be accessed via https://www.kaggle.com/caglaballi/sentimentset.

Consent

Not applicable.

Disclosure

Part of this study was published in the MSc. thesis of the first author.

Conflicts of Interest

The authors declare that there are no conflicts of interest regarding the publication of this paper.

References

[1] H. I. Safak, “Makine ogrenmesi nedir?” medium.com,” 2021, https://web.archive.org/web/20190127071042/https://medium.com/%C3%BCrkkiye/makine-%C3%B6%C4%9Frenmesi-nedir-20dec450b56e.

[2] Anonymous, “Yapay Zeka ve Makine Ögrenimi arasindaki fark nedir?” exastax.com,” 2021, https://web.archive.org/web/20210302201905/https://www.exastax.com.tr/makine-ogrenimi/yapay-zeka-ve-makine-ogrenimi-arasindaki-fark-nedir/.

[3] Anonymous, “Natural language processing,” 2021, https://web.archive.org/web/20210506094022/https://en.wikipedia.org/wiki/Natural_language_processing.

[4] M. Taboada, “Sentiment analysis: an overview from linguistics,” Annual Review of Linguistics, vol. 2, pp. 325–347, 2016.

[5] J. R. Saura, D. P. Marques, and D. R. Soriano, Exploring the Boundaries of Open Innovation: Evidence from Social media Mining, Article ID 102447, Technovation in press, UK, 2022.

[6] A. M. Aubaid and A. Mishra, “A rule-based approach to embedding techniques for text document classification,” Applied Sciences, vol. 10, no. 11, 2020.

[7] A. M. Aubaid and A. Mishra, “Text classification using word embedding in rule-based methodologies: a systematic mapping,” TEM JOURNAL-TECHNOLOGY EDUCATION MANAGEMENT INFORMATICS, vol. 7, no. 4, pp. 902–914, 2018.

[8] L. Sigler, “Text analytics vs. sentiment analysis qualtrics.com,” 2022, https://www.qualtrics.com/blog/text-analytics-vs-sentiment-analysis/.

[9] G. Beigi, X. Hu, R. Maciejewski, and H. Liu, “An overview of sentiment analysis in social media and its applications in disaster relief,” Sentiment analysis and ontology engineering, pp. 313–340, 2016.

[10] M. Ruan, A. Durresi, and L. Alfantoukh, “Using Twitter trust network for stock market analysis,” Knowledge-Based Systems, vol. 145, pp. 207–218, 2018.

[11] Y. Kirelli and S. Arslankaya, “Sentiment analysis of shared tweets on global warming onTwitter with data mining methods: a case study on Turkish language,” Computational Intelligence and Neuroscience, vol. 2020, Article ID 1904172, 9 pages, 2020.

[12] K. Denecke, “Using SentiWordNet for multilingual sentiment analysis,” in Proceedings of the IEEE 24th International Conference on Data Engineering Workshop, pp. 507–512, Cancun, Mexico, April 2008.

[13] H. Ghorbel and D. Jacot, “Sentiment analysis of French movie reviews,” in Advances in Distributed Agent-Based Retrieval Tools, Springer, Berlin, Germany, 2011.

[14] H. Peng, E. Cambria, and A. Hussain, “A review of sentiment analysis research in Chinese language,” Cognitive Computation, vol. 9, no. 4, pp. 423–435, 2017.

[15] M. Kaya, G. Fidan, and I. H. Toroslu, “Sentiment analysis of Turkish political news,” in Proceedings of the IEEE/WIC/ACM International Conferences on Web Intelligence and Intelligent Agent Technology, pp. 174–180, Macau, China, December 2012.

[16] F. Akba, “Assessment of feature selection metrics for sentiment analysis: Turkish movie reviews,” MSc Thesis, Hacettepe University, Graduate School of Science and Engineering, Computer Engineering Department, Ankara, 2014.

[17] O. Coban, B. Özyer, and G. T. Özyer, “Sentiment analysis for Turkish Twitter feeds,” in Proceedings of the 23rd Signal Processing and Communications Applications Conference (SIU), pp. 2388–2391, Malatya, Turkey, May 2015.

[18] H. Karamollaoglu, I. A. Dogru, M. Dorterler, A. Utku, and O. Yildiz, “SentimentAnalysis on Turkish social media shares through lexicon based approach,” in Proceedings of the 3rd International Conference on Computer Science and Engineering (UBMK), pp. 45–49, Sarajevo, Bosnia and Herzegovina, September 2018.

[19] A. Bozyigit, S. Utku, and E. Nasiboglu, “Cyberbullying detection by using artificial neural network models,” in Proceedings of the 4th International Conference on Computer
Science and Engineering (UBMK), pp. 520–524, Samsun, Turkey, September 2019.

[20] N. Pervan, “Derin öğrenme yaklasimlari kullanarak Turkce metinlerden anlamalı cikarim yapma,” MSc Thesis, Ankara University, Graduate School of Science and Engineering, Computer Engineering Department, Ankara, 2019.

[21] M. Rumeli, D. Akkus, O. Kart, and Z. Isik, “Sentiment analysis in Turkish text with machine learning algorithms,” in Proceedings of the Innovations in Intelligent Systems and Applications Conference (ASYU), pp. 1–5, Izmir, Turkey, October 2019.

[22] A. A. Akin and M. D. Akin, “Zemberek, NLP tools for Turkish,” 2021, https://web.archive.org/web/20210415054058/https://github.com/ahmetaa/zemberek-nlp.

[23] C. Coltekin, “A Corpus of Turkish offensive language on social media,” in Proceedings of the 12th Language Resources and Evaluation Conference (LREC), pp. 6174–6184, May 2020.

[24] H. A. Shehu, M. H. Sharif, M. H. U Sharif et al., “Deep sentiment analysis: a case study on stemmed Turkish twitter data,” IEEE Access, vol. 9, Article ID 56836, 2021.

[25] A. Koksal and A. Ozgur, “Twitter dataset and evaluation of transformers for Turkish sentiment analysis,” in Proceedings of the 29th Signal Processing and Communications Applications Conference (SIU), pp. 1–4, IEEE, Istanbul, Turkey, June 2021.

[26] M. Aydogan and V. Kocaman, “TRSAv1: a new benchmark dataset for classifying user reviews on Turkish e-commerce websites,” Journal of Information Science, Article ID 01655515221074328, 2022.

[27] A. Hayran and M. Sert, “Sentiment analysis on microblog data based on word embedding and fusion techniques,” in Proceedings of the 25th Signal Processing and Communications Applications Conference (SIU), pp. 1–4, IEEE, Antalya, Turkey, May 2017.

[28] A. T. Kabakus, “Novel COVID-19 sentiment analysis in Turkish based on the combination of convolutional neural network and bidirectional long-short term memory on Twitter,” Concurrency and Computation: Practice and Experience, Article ID e6883, 2022.

[29] D. Kucuk and N. Arici, “Sentiment analysis and stance detection in Turkish tweets about COVID-19 vaccination,” in Handbook of Research on Opinion Mining and Text Analytics on Literary Works and Social Media, IGI Global, Pennsylvania, PA, USA, 2022.

[30] I. A. Acar and V. Altintas, “Analysis of selected twitter headers during the pandemic using big data method,” in Pandemics: The Pandemic’s Lasting Economic Effects, pp. 257–273, Springer, Singapore, 2022.

[31] E. O. Akcan and N. Sututemiz, “Analysis of brand perceptions of covid-19 vaccines with sentiment analysis on social media,” Pamukkale Universitesi Sosyal Bilimler Enstitusu Dergisi, vol. 49, pp. 145–162, 2022.

[32] T. Balli and C. Balli, “SentimentSet,” 2021, https://www.kaggle.com/caglabullis/sentimentset.

[33] M. Beyaz, “Turkce sosyal medya paylasim seti,” 2021, https://www.kaggle.com/mrmbeyaz/trke-sosyal-medya-paylam-veriseti.

[34] A. M. Turing, “Computing machinery and intelligence,” Mind, vol. 59, no. 236, pp. 433–460, 1950.

[35] J. Searle, “Minds, brains, and programs,” Behavioral and Brain Sciences, vol. 3, no. 3, Harvard University Press, Cambridge, MA, USA, 1980.

[36] L. R. Bahl, F. Jelinek, and R. L. Mercer, “A maximum likelihood approach to continuous speech recognition,” IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. PAMI-5, no. 2, pp. 179–190, 1983.

[37] P. F. Brown, J. Cocke, S. A. Della Pietra et al., “A statistical approach to machine translation,” Computational Linguistics, vol. 16, no. 2, pp. 79–85, 1990.

[38] W. M. Martinez, “A natural language processor with neural networks,” in Proceedings of the IEEE International Conference on Systems, Man and Cybernetics. Intelligent Systems for the 21st Century, pp. 3156–3161, Vancouver, BC, Canada, October 1995.

[39] J. Yi, T. Nasukawa, R. Bunescu, and W. Niblack, “Sentiment analyzer: extracting sentiments about a given topic using natural language processing techniques,” in Proceedings of the 3rd IEEE International Conference on Data Mining, pp. 427–434, Melbourne, FL, USA, November 2003.

[40] Z. Liu, X. Lv, K. Liu, and S. Shi, “Study on SVM compared with the other text classification methods,” in Proceedings of the 2nd International Workshop on Education Technology and Computer Science, pp. 219–222, Wuhan, China, March 2010.

[41] H. Shi and X. Li, “A sentiment analysis model for hotel reviews based on supervised learning,” in Proceedings of the International Conference on Machine Learning and Cybernetics, pp. 950–954, Guilin, China, July 2011.

[42] L. Yao and Y. Guan, “An improved LSTM structure for natural language processing,” in Proceedings of the IEEE International Conference of Safety Produce Informatization (ICSPI), pp. 565–569, Chongqing, China, December 2018.

[43] R. Feldman, “Techniques and applications for sentiment analysis,” Communications of the ACM, vol. 56, no. 4, pp. 82–89, 2013.

[44] J. R. Saura, P. Palos-Sanchez, and A. Grilo, “Detecting indicators for startup business success: sentiment analysis using text data mining,” Sustainability, vol. 11, no. 3, 2019.

[45] J. R. Saura, P. Palos-Sanchez, and M. A. Rios Martin, “Attitudes expressed in online comments about environmental factors in the tourism sector: an exploratory study,” International Journal of Environmental Research and Public Health, vol. 15, no. 3, 2018.

[46] S. Tam, R. B. Said, and O. Tanriover, “A ConvBiLSTM deep learning model-based approach for twitter sentiment classification,” IEEE Access, vol. 9, Article ID 41283, 2021.

[47] K. Garcia and L. Berton, “Topic detection and sentiment analysis in Twitter content related to COVID-19 from Brazil and the USA,” Applied Soft Computing, vol. 101, Article ID 107057, 2021.

[48] J. Samuel, G. G. Ali, M. Rahman, E. Esawi, and Y. Samuel, “Covid-19 public sentiment insights and machine learning for tweets classification,” Information, vol. 11, no. 6, 2020.

[49] S. Boon-Itt and Y. Skunkan, “Public perception of the COVID-19 pandemic on Twitter: sentiment analysis and topic modeling study,” JMIR Public Health and Surveillance, vol. 6, no. 4, Article ID e21978, 2020.

[50] U. Naseem, I. Razzak, M. Khushi, P. W. Eklund, and J. Kim, “COVIDSenti: a large-scale benchmark Twitter data set for COVID-19 sentiment analysis,” IEEE Transactions on Computational Social Systems, vol. 8, no. 4, pp. 1003–1015, 2021.

[51] J. R. Saura, D. Ribeiro-Soriano, and P. Z. Saldaña, “Exploring the challenges of remote work on Twitter users’ sentiments: from digital technology development to a post-pandemic era,” Journal of Business Research, vol. 142, pp. 242–254, 2022.

[52] JustAnotherArchivist, “A library for getting tweets,” 2021, https://github.com/JustAnotherArchivist/snscrape/blob/master/snscrape/modules/twitter.py.
[53] J. Son, “Stopwords for Turkish,” 2021, https://github.com/Samsung/KnowledgeSharingPlatform/blob/master/sameas/lib/lucene-analyzers-common-5.0.0/org/apache/lucene/analysis/tr/stopwords.txt.

[54] B. Zeyrek, “Makine öğrenmesi ile turkce tweetlerde duygusal analiz,” 2021, https://medium.com/@bernazeyrekk/makine-ogrenmesi-ile-covid-19-turkce-tweetlerde-duygu-analizi-79f1acd8cbdf.

[55] C. Khanna, “What and why behind fit_transform() and transform() in scikit-learn!” towardsdatascience.com,” 2021, https://towardsdatascience.com/what-and-why-behind-fit-transform-vs-transform-in-scikit-learn-78f915cf96fe.

[56] I. R. Hallac, “Metin ön işleme adımları için Keras tokenizer sınıfı kullanımı,” 2021, https://web.archive.org/web/20200718020415/http://buyukveri.firat.edu.tr/2018/06/04/metin-on-isleme-adimlari-icin-keras-tokenizer-sinifi-kullanim/.

[57] B. Zeyrek, “Covid-19 sentimental analysis,” 2021, https://github.com/BernaGulZeyrek/Covid-19/blob/master/covid-19.ipynb.

[58] Anonymous, “Creating linear kernel SVM in Python,” 2021, https://web.archive.org/web/20201028004630/https://www.geeksforgeeks.org/creating-linear-kernel-svm-in-python/.

[59] P. Nagy, “LSTM sentiment analysis | Keras,” 2021, https://www.kaggle.com/ngyptr/lstm-sentiment-analysis-keras.

[60] fchollet, “The sequential model,” 2021, https://web.archive.org/web/20210507003609/https://keras.io/guides/sequential_model/.

[61] J. Brownlee, “How to use word embedding layers for deep learning with Keras,” 2021, https://web.archive.org/web/2021016064720/https://machinelearningmastery.com/use-word-embedding-layers-deep-learning-keras/.

[62] B. Liu, “Sentiment analysis and subjectivity,” Handbook of natural language processing, vol. 2, pp. 627–666, 2010.