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Processes that govern environmental mechanisms including fate, transport, and exposure are generally non-linear. Characterization models in life cycle impact assessment (LCIA), however, often linearize such processes, while the implications of linearizing non-linear processes have not been fully understood. Recently, non-linear models have been incorporated into characterization modeling, allowing the opportunity for a comparison. Here, we test potential effects of incorporating three types of non-linear processes into life cycle assessment (LCA): emission rate, environmental fate, and exposure-response. We compare the characterized results of human health impact due to non-cancer effects using (1) USEtox, a conventional, steady-state model and (2) the CLiCC suite, which employs dynamic emissions profiles, non-steady state fate and transport, and no-effect exposure thresholds. Under constant emission rates, the two approaches display comparable results over a long period of time. When significant temporal variations are introduced to emission rates, however, the results from the two approaches start to deviate. On the one hand, pulse emissions averaged over time tend to show lower human health impacts under USEtox as compared to CLiCC suite, as the level of exposure shortly after the pulse emission temporarily shifts the dose-response regime to a steeper territory in the curve. On the other hand, USEtox, in the absence of no-effect exposure thresholds, tends to show higher human health impacts compared to CLiCC suite for low-level emissions with little temporal variation. Our results call for a careful interpretation of characterized results, especially when the emissions are known to exhibit large temporal variations.
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INTRODUCTION

Life cycle assessment (LCA) is a method that quantifies the environmental impacts associated with the full life cycle of products. Life cycle impact assessment (LCIA), a phase of LCA, relates the pollutants emitted and the natural resources extracted throughout the life cycle with the environmental damages that they create (ISO, 2006). The suite of biophysical processes under which environmental damages are materialized from environmental emissions, which is collectively referred to as “environmental mechanism” (ISO, 2006), involves various non-linear aspects: fluctuations in emission rates over time, seasonal variations of environmental fate and transport processes, and dose-response relationships. In this paper, by “non-linear,” we describe...
the relationship of two variables (e.g., emission and characterized impact) of a process or a model that cannot be plotted along a straight line in a Cartesian plane (see Supplementary Material Part 1 for more details).

LCIA models often linearize these non-linear processes, resulting in input and output variables of interest move on a straight line in a graph. For example, characterization modeling often employs steady state models, in which the output variables change proportionally to the changes in inputs. In modeling dose-response relationship, for example, characterization factors are often derived using the first order derivative of the non-linear dose-response curve at a reference point, and such factors are used regardless of the background concentration at hand. Likewise, fluctuating emission rates are typically averaged and assumed as a fixed rate over time.

Over the last decade or so, however, some of the non-linear processes have started to be incorporated into characterization models. For example, acidification (van Zelm et al., 2007; Roy et al., 2014), eutrophication (Djomo et al., 2017), land use (Chaudhary et al., 2015), water use (Boulay et al., 2011; Motoshita et al., 2011; Verones et al., 2013), ecotoxicity (Dong et al., 2016), and particulate matter (Fantke et al., 2017b, 2019) models have incorporated non-linear processes in varying degrees. Likewise, some studies have incorporated variable emission rates over time, which is referred to as non-constant emission profiles in this paper (Seppälä et al., 2006; Shah and Ries, 2009; Levasseur et al., 2010, 2013; Struijs et al., 2010; Djomo et al., 2017).

Non-linearity, however, still presents challenges in deriving characterization factors. These challenges stem from the underlying modeling framework, which employs a steady-state fate and transport model for constant chemical emission and a linear exposure-response relationship. The current status of practice in handling non-linear aspects of human health characterization for chemicals in LCIA and the potential issues of linearizing non-linear environmental mechanisms are summarized in Supplementary Material Part 1. In this paper, we introduce the CLiCC suite, a collection of models developed under the Chemical Life Cycle Collaborative (CLiCC) initiative, designed to address these non-linearity issue. We then evaluate the effects of incorporating non-linear processes in human health characterization due to non-cancer effects by comparing and interpreting the characterization results of hypothetical cases calculated using USEtox and CLiCC suite.

MATERIALS AND METHODS

The CLiCC Suite

Overview

The CLiCC suite in this paper refers to the series of models developed under the Chemical Life Cycle Collaborative (CLiCC) initiative. CLiCC suite for the characterization of human health was developed under two guiding principles that differ from conventional modeling frameworks. First, CLiCC suite aims to fully embrace non-steady state, dynamic modeling for fate and transport of chemicals in the environment, accounting for the non-constancy of emission profiles associated with the marginal change from LCI and temporal climatic variations (Tao and Keller, 2020). Second, CLiCC suite adopts the no-effect thresholds for non-cancer human toxicity effects and characterizes the impact using dynamic exposure levels corresponding to the exposure-response curve over time (see the next subsections). The results are emission profile- and time horizon-dependent characterization factors.

For non-cancer effects, for example, the CLiCC suite takes the following steps for developing characterization factors: (1) Define a time period and the emission profile of interest, which should be informed from the LCI; (2) Estimate the resulting environmental concentrations of chemicals with a dynamic multimedia fate and transport model; (3) Based on the estimated concentrations, calculate the individual daily exposure dose via ingestion and the equivalent inhaled air concentration through a multi-pathway and multi-route exposure model; (4) Compare the daily exposure dose or concentration to a threshold level for non-cancer health effects over the study time period; and (5) Use a non-linear exposure-response curve and apply it to the daily exposure exceeding threshold level for the total population before summed over the study period to arrive with the characterization factor.

Dynamic Fate and Transport Model

ChemFate is the fate and transport model of the CLiCC suite that estimates chemical environmental concentrations incorporating both dynamic emissions and environmental conditions (Tao and Keller, 2020). ChemFate employs multimedia fate and transport models, considering temporal variation in climate conditions such as daily temperature, precipitation, wind speed, and river flow. ChemFate is capable of handling various types of chemical emission profiles, including constant, increasing, decreasing (e.g., phase-out), seasonal and accidental spills.

Characterization Factor Calculation

Under the CLiCC suite, emission level- and time-dependent characterization factors for chemical $i$ are developed building upon the following equations:

$$X_{i,t} = \begin{cases} C_{i,t} \times E_{i,ing,t}, & \text{ingestion} \\ C_{i,inh,t}, & \text{inhalation} \end{cases}$$

$$X_{E,i,t} = \begin{cases} 0, & x < TL_i \\ X_{i,t} - TL_i, & x \geq TL_i \end{cases}$$

$$EE_{50i} = \begin{cases} ED_{50i}, & \text{ingestion} \\ EC_{50i}, & \text{inhalation} \end{cases}$$

Equation (1) describes the total exposure $X_{i,t}$ (with a unit of $\text{mg}_{\text{chemical}}/\text{kg}_{\text{bodyweight}}$/day) on day $t$ through ingestion from the body weight adjusted ingestion rates of various items (water, produce, meat, etc.), $E_{i,ing,t}$ (with a unit of $\text{kg}_{\text{item}}$/kg$_{\text{bodyweight}}$/day), multiplied by the concentrations of chemicals in the corresponding items, $C_{i,t}$ (with a unit of $\text{mg}_{\text{chemical}}$/kg$_{\text{item}}$) or inhalation from the concentration of chemical in the air, $C_{i,inh,t}$ (with a unit of $\text{mg}_{\text{chemical}}$/m$^3$), caused by the marginal increase of emission. Equation (2) factors in the non-cancer threshold level, TL$_i$ (same unit as $X_{i,t}$), to arrive with an effective exposure $X_{E,i,t}$.
(same unit as $X_t$) on day $t$. As shown in Equation (3), $EE_{50i}$ is the effect exposure that results in a toxic effect to 50% of the exposed population chemical specific and equivalent to $ED_{50i}$ (effect dose with this result, with a unit of mg$_{chemical}$/kg$_{bodyweight}$-day) for ingestion exposure and equivalent to $EC_{50i}$ (effect concentration with this result, with a unit of mg$_{chemical}$/m$^3$) for inhalation exposure.

When $X_{E,t,i}$ is more than 0, the effect factor for non-cancer effect $e$ for chemical $i$ for exposure levels on day $t$, $EF_{E,t,i}$ (cases per mg$_{chemical}$/kg$_{bodyweight}$-day or cases per mg$_{chemical}$/m$^3$), is based on a non-linear exposure-response relationship that depends on the exposure adopted from a previous study (Huijbregts et al., 2005) and can be calculated as:

$$EF_{E,t,i} = \frac{N_{pop,t}}{\sigma_{log,e} \times \sqrt{2\pi}} \times X_{E,t,i} \ln 10 \int_0^{X_{E,t,i}} e^{-\frac{1}{2} \left( \frac{X_{E,t,i} - \frac{X_{log,e}}{\sigma_{log,e}}} \right)^2} dX_{E,t,i}$$

where $N_{pop,t}$ is the population number on day $t$ and $\sigma_{log,e}$ is the spread in human sensitivity for non-cancer effect $e$ of a lognormal distribution, which takes the default value of 0.26 (Slob and Pieters, 1998). Note that the result calculated with Equation (4) for any given day represents the probability of developing disease with the assumption that the exposure dose on that day is experienced over lifetime. When $X_{E,t,i}$ equals 0, the effect factor is also 0.

The characterization factor [cases of disease] for chemical $i$ to convert its emission profile over period $T$ to human health impact would be the summation of health impacts each day by multiplying the effective exposure and exposure dependent effect factor. Since $EF_{E,t,i}$ represents the probability of disease for lifetime exposure, the summation should then be normalized over lifetime ($LT$), which is assumed 70 years, or the entire period $T$ defined by the researcher in days, whichever is greater:

$$CF_{T,i} = \sum_{t=0}^{T} X_{E,t,i} \times EF_{E,t,i} \max(LT, T)$$

**Case Study**

Here we present a case study to examine the influences of non-linearity in non-cancer human health characterization by contrasting the results from our proposed modeling framework and USEtox 2.1 (Fantke et al., 2017a). The total number of non-cancer cases over a ten-year period were compared for chemicals covered by both the Integrated Risk Information System (IRIS) database (U.S. EPA, 2019b) and USEtox organic chemical input database (Fantke et al., 2017a).

**Case Study Setup**

**Chemicals**

Six non-ionic organic chemicals: phthalic anhydride, ethylbenzene, 1,4-dithiane, propargyl alcohol, 1,2,4,5-tetrachlorobenzene, and Aroclor 1254 were selected in this case study. They cover a wide range of toxicity and physical-chemical properties summarized in Supplementary Table 2.1 in Supplementary Material Part 2. The reference dose values are from the IRIS database (U.S. EPA, 2019b) while all other chemical-specific information is from USEtox 2.1 (Fantke et al., 2017a).

**Landscape environmental and climate data**

The Visalia region in California was selected for the case study. The total surface area for the region is 22,300 km$^2$, with coverage divided as follows: 0.43% freshwater, 48.95% natural soil, 6.56% urban soil, 44% agricultural soil, and 0.06% agricultural soil that receive biosolids (Figure 1). Supplementary Material Part 3 shows the list of environmental and climate parameters of Visalia. The daily climate data from 2005 to 2014 were collected for the Visalia region, including precipitation, wind speed, discharge (water flow), temperature, and evaporation.

**Emission profiles**

We constructed three emission profiles, each over a 10-year period with emissions entering the air compartment of the environmental system: (1) constant emission, (2) workday emission, and (3) pulse emission. Within each emission profile, three emission magnitudes were used: 10 t/yr, 1, and 100 kt/yr (t stands for metric ton and kt stands for a kilo metric ton). For context, in 2015, the United States production volumes for phthalic anhydride, ethylbenzene, and propargyl alcohol are estimated to be 280, 6,800, and 2.5 kt, respectively (U.S. EPA, 2019a). Before it was banned, there was about 3.2 kt of Aroclor 1254 produced in the United States in 1974 (Agency for Toxic Substances & Disease Registry, 2000). For the constant emission profile, the total emission was evenly spread across each of the days in a year; for workday emission, the total emission was spread over 5 workdays with the 2 weekend days having no emission each week; for pulse emission, the emission was assumed to be released only on May 1st each year, with each pulse being one tenth of the total emission.

**Comparison of the outputs**

Under the CLiCC suite, daily concentrations of chemicals in various environmental compartments were calculated by ChemFate. Exposure factors through ingestion of the chemicals from all environmental compartments were extracted from those in USEtox 2.1 to keep the comparison as consistent as possible. The reference doses from the IRIS database were used as the threshold exposure level for ingestion. Inhalation exposure was not considered in the case study because the threshold levels for inhalation (reference concentrations) are not readily available for all chemicals in the case study. Values of $ED_{50}$ for non-cancer effect via ingestion from USEtox 2.1 were used to calculate both the default effect factors in USEtox and the dynamic effect factors described in Equation (4). These intermediate outputs were then applied to the calculation steps described before (Equations 1–5) to arrive at the total impacts due to the emission profiles in this case study. Alternatively, we also used the default effect factors from USEtox to calculate the total impact $I_T$ (cases) for chemical $i$ but with consideration of the threshold levels to examine the
FIGURE 1 | Environmental concentration estimates from CLiCC suite and USEtox 2.1 for 1,2,4,5-tetrachlorobenzene at 100 kt per year emission. (A) Constant emission, (B) workday emission; (C) pulse emission.
deviation from the original outputs from USEtox. This was done as follows:

\[ I_{T,i} = \sum_{t=0}^{T} X_{E,t,i} \times BW \times EF_{USEtox,i} \]  

(6)

where \( BW \) is the human body weight with a default value of 70 kg and \( EF_{USEtox,i} \) is the default effect factor for non-cancer effect via ingestion [cases/kg\text{intake}] from USEtox.

USEtox 2.1 was modified based on the aforementioned environmental parameters in the Visalia region for the continental scale. Details can be found in Supplementary Material Part 3. USEtox cannot accommodate non-constant emission profiles, hence, only the constant three emission magnitudes were simulated in the modified USEtox model in the case study for environmental concentrations, population exposures, and impact results for this case study. While environmental concentrations and impact results are direct outputs from USEtox, the daily exposure dose for chemical \( i \), \( X_{USEtox,i} \), [mg\text{chemical}/kg\text{bodyweight}-day], is not directly generated from the USEtox model, but can be calculated as follows:

\[ X_{USEtox,i} = \frac{iF_i \times EM_i}{BW \times N_{pop}} \]  

(7)

where \( iF_i \) is the intake fraction [kg\text{intake}/kg\text{emitted}] and \( EM_i \) is the emission rate [kg\text{emitted}/day] for chemical \( i \). Since intake fraction in USEtox accounts for the population intake from all three scales (urban, continental, and global), we manually set the population of urban scale and global scale to 0 for consistent comparison with our proposed framework, which has one defined scale.

RESULTS

Environmental Concentrations

Table 1 shows the comparison of the outputs from USEtox and CLiCC suite for the constant emission profile with annual emission of 100 kt of chemicals, with the value for CLiCC suite being the average across the 10-year period. Overall, the outputs from the two models are shown to move in the same directions under the constant emission profiles, while the estimates from CLiCC suite are often higher than those from USEtox. The differences across all environmental compartments and chemicals are mostly within a factor of three, with a few larger differences up to around a factor of six. In both models the environmental concentrations scale with the emission magnitude linearly (see Supplementary Material Part 2, Supplementary Table 2.2).

Figure 1 shows the comparison between environmental concentration estimates from CLiCC suite and USEtox for 1,2,4,5-tetrachlorobenzene in all three emission profiles at 100 kt annual emission. Estimates from USEtox are the same for all emission profiles due to its incapability of accommodating non-constant emissions. For both constant and workday emission profiles, estimates from CLiCC suite reach a semi-steady state rapidly and fluctuate around the average within each year of estimate, reflecting the temporal variations in the environment.

For the pulse emission profile, estimates from CLiCC suite show large spikes immediately after the emission events and then steady declines. This also makes estimated concentrations in days when no pulse emission happens substantially lower compared to other emission profiles. Interestingly, estimates of concentrations in the freshwater compartment from CLiCC suite spike irregularly throughout the 10-year period for all emission profiles. This is due to sporadic events of large precipitation occurred in the simulated time period causing a greater than usual transfer of chemicals from the air to the freshwater by an increased rate of deposition. Supplementary Figures 2.1–5 in Supplementary Material Part 2 show the estimated concentrations for all other chemicals with all emission profiles at an annual emission of 100 kt (other emission magnitudes are not shown for brevity, as their shapes are the same since estimates scale with the magnitude of emission linearly).

Daily Exposure Doses

Figure 2 shows the comparison between estimated exposure via ingestion from CLiCC suite and USEtox for 1,2,4,5-tetrachlorobenzene in all three emission profiles at 100 kt annual emission. There are no variations among different emission profiles for estimates from USEtox due to its inherent model structure. For estimates from CLiCC suite, the dynamic of the daily exposure closely resembles the estimated environmental concentration in air. This is because above-the-ground produce is the largest contributor to the total exposure via ingestion and mainly determined by the deposited chemicals from air. The average estimated daily exposure from CLiCC suite is about 4.5 times that of USEtox for both constant and workday emission scenarios but about 3.6 times that of USEtox for pulse emission scenario. Again, the main driver of this difference is the difference in air concentration estimates from the two models as shown in Table 1. For other chemicals, the average daily exposure dose estimates from CLiCC suite are generally higher than that from USEtox by 4–349%. More details can be found in Supplementary Table 2.3 and Supplementary Figures 2.6–10 in Supplementary Material Part 2.

Effect Factors

Supplementary Figures 2.11–16 in the Supplementary Material Part 2 show the exposure-response curves of all chemicals in the case study, based on Equation (4) and the \( ED_{50} \) provided by USEtox for each chemical. They represent cumulative logistic normal probability distributions of the response in the population depending on the exposure that can then be translated into the effect factor after accounting for the population size. The marginal increases in responses for exposure in all curves are small at low concentration levels, sharply accelerating in the middle of the curve, and then reaching plateau when the response is close to 100%. Analytically, the maximum marginal increase in response occurs at an exposure dose of:

\[ X_E = e^{\log ED_{50} - \ln 10 \times \sigma_{log, E}^2} \]  

(8)

which numerically is about 70% of the \( ED_{50} \). This indicates that by using a linearly extrapolated effect factor from 50% response
TABLE 1 | Chemical environmental concentration estimates from USEtox and CLiCC suite for the constant emission profile with annual emission of 100 kt.

| Concentrations (kg/m³) and ratio for USEtox/CLiCC | Chemicals |
|---------------------------------------------------|-----------|
|                                                   | Phthalic anhydride | Ethyl-benzene | 1,4-dithiane | Propargyl alcohol | 1,2,4,5-tetrachloro-benzene | Aroclor 1254 |
| Air USEtox                                        | 2.10E-09       | 2.33E-09     | 1.69E-09     | 2.23E-09          | 2.57E-09          | 2.52E-09 |
| Ratio                                            | 0.17           | 0.26         | 0.48         | 0.29              | 0.18              | 0.19     |
| Freshwater USEtox                                | 6.37E-04       | 2.34E-08     | 1.40E-06     | 4.28E-05          | 2.42E-07          | 9.50E-06 |
| CLiCC                                            | 1.62E-03       | 3.45E-08     | 2.12E-06     | 1.64E-04          | 3.62E-07          | 1.78E-06 |
| Ratio                                            | 0.39           | 0.68         | 0.66         | 0.26              | 0.67              | 5.33     |
| Natural soil USEtox                              | 2.49E-04       | 2.38E-08     | 1.66E-07     | 4.70E-06          | 1.99E-06          | 1.08E-04 |
| CLiCC                                            | 8.49E-05       | 8.94E-08     | 5.60E-07     | 3.33E-06          | 8.66E-06          | 9.67E-05 |
| Ratio                                            | 2.93           | 0.27         | 0.30         | 1.41              | 0.23              | 1.11     |
| Agricultural soil USEtox                         | 2.88E-04       | 1.66E-08     | 1.66E-07     | 5.31E-06          | 1.48E-06          | 9.13E-05 |
| CLiCC                                            | 1.10E-04       | 6.18E-08     | 6.07E-07     | 5.18E-06          | 9.05E-06          | 1.15E-04 |
| Ratio                                            | 2.63           | 0.27         | 0.27         | 1.03              | 0.16              | 0.79     |

rate would greatly overestimate the human health impact when the population are exposed to low doses of chemicals, which may be the most relevant exposure levels in reality.

Total Human Health Impact

Figure 3 shows the comparison of human health impact estimates between CLiCC suite and original USEtox not considering the threshold assumption. USEtox results are used as reference and CLiCC suite results are shown as a percentage of the reference. The complete results of the human health impact estimates from USEtox and CLiCC with linear and non-linear effect assumptions for all emission profiles and magnitudes along with an interpretation can be found in Supplementary Table 2.4 in the Supplementary Material Part 2.

Compared to USEtox, human health impact estimates from CLiCC suite for chemicals with lower toxicity are effectively zero because exposures rarely exceed the reference doses if ever under the simulation conditions in this case study (see Supplementary Figures 2.6-9 in the Supplementary Material Part 2). For the most toxic chemical in the case study, Aroclor 1254, under 10 t/year emission magnitude, both constant and workday emissions result in exposure higher than the reference dose. However, this exposure is not substantial enough to register meaningful impact with the dynamic effect factor: the exposure doses are still on the very left end of the exposure-response curve where marginal increase in response is minimal. Meanwhile, spikes of exposure for the pulse emission result in meaningful impact. With an annual emission of 1 kt, exposures exceed the reference dose substantially for all three emission profiles. However, due to a lower exposure overtime for the pulse emission, its impact is estimated to be much smaller than constant and workday emissions, which are both about half of the estimates from USEtox. With an annual emission magnitude of 100 kt, results of Aroclor 1254 from CLiCC suite for all emission profiles are <1% of the results from USEtox. This is not because the impact estimates from CLiCC suite are low but because with a linear effect factor, the number of cases of disease estimated by USEtox is 28 times higher than the total population in the region, which is unrealistically high (see more in Supplementary Figure 2.10 and Supplementary Table 2.4 in Supplementary Material Part 2). While USEtox impact results are almost always higher than CLiCC suite results despite the exposure estimates are lower than CLiCC suite, there is an exception with 1,2,4,5- tetrachlorobenzene for pulse emission at an annual emission of 100 kt. This is because under this emission profile the exposure exceeds the reference dose meaningfully with the dynamic effect factor to exhibit a significant impact. And with the average daily exposure dose almost 3 times higher than USEtox estimate, the estimated impact becomes higher than USEtox estimate.

DISCUSSION

To our knowledge, this work is the first attempt that compares the results from (1) steady-state and (2) non-linear, dynamic modeling approaches to human health characterization in LCA. Under the constant emission scenario, the results are more comparable between the two approaches. However, when the emission rates fluctuate over time, the results from the two approaches deviate dramatically.

On the one hand, compared with the steady-state model, the dynamic model generally exhibits much lower human health impacts for the constant and workday emission profiles. We believe that the absence of effect thresholds and the current practice of using a fixed slope factor for the exposure-response curve...
curve in conventional characterization models run the risk of overestimating the human health impacts from constant ambient emissions below thresholds. This could also lead to unrealistically high results as shown in the results for Aroclor 1254 with an annual emission of 100 kt.

On the other hand, the dynamic approach could lead to higher characterized results as compared to the steady-state counterpart, when it comes to pulse emissions. This is because the peaks in exposure due to pulse emissions may exceed threshold levels, while constant and workday emissions may not, even when their total sums of exposure over time are higher than that of pulse emissions. Our results suggest that conventional characterization practices that average emission rates over time may underestimate the impact from pulse emissions.

The characterization factors derived from non-linear characterization models of CLiCC suite dynamically change in response to the magnitude of emissions, in contrast to their conventional counterparts that are fixed. Despite the difference, the non-linear characterization approach from CLiCC evaluated in this study, in our opinion, conform with the ISO 14044 standard (ISO, 2006), which states that the characterization factors are “derived from a characterization model” and “applied to convert an assigned life cycle inventory analysis result to the common unit of the category indicator.” The ISO 14040 series, to our knowledge, do not require characterization factors to be

---

**FIGURE 2** | Daily exposure estimates from CLiCC suite and USEtox 2.1 for 1,2,4,5-tetrachlorobenzene.
constant or derived from a linearized model. In some cases, non-linear characterization models and the characterization factors derived from such models may provide a better ground for justification as required by the clause 4.4.2.2.1 of the ISO 14044 standard.

Our study highlights several areas of future research. Along with constant emissions, characterization modeling in LCA often assumes an infinite time horizon. The use of infinite time horizon in characterization without the consideration of no-effect thresholds, however, poses the risk of overestimating the human health impacts of persistent chemicals, as the impact of such chemicals would accrue for decades after the emissions, even if their concentrations in the environment diminish below no-effect thresholds. This problem should be further explored considering both the persistence and toxicity of the chemicals.

When adopting a no-effect threshold for non-cancer effects, however, it is important to consider the level of background exposure, which is usually unspecified, as it could determine whether the marginal increase of emission would push exposure above threshold and reach categorically different conclusions.

In addition, the LCI is generally presented per functional unit without the information on the absolute amount of aggregated emissions to a region. As a result, emissions are usually assumed to be dispersed homogenously across a large region, while in reality, they may be concentrated in a much smaller space. This could underestimate exposures, especially those that are beneath the no-effect threshold when calculated under the assumption of homogenous dispersion, and therefore materially distort the characterization results. Our case study and the models presented along with it offer a starting point to address these challenges in LCIA modeling. In addition, enabling fully dynamic modeling for characterization would require dynamic emission profiles, which are not available in current LCI databases.

Finally, we employed hypothetical values in our case study to evaluate the conditions under which the differences in linear and non-linear models are highlighted. More realistic parameters for e.g., emission rates and background exposure levels will be needed to evaluate the magnitude of the differences between the two modeling approaches under typical conditions. Second, the ability to model non-homogeneous dispersion of emissions across multiple regions and to incorporate inhalation as an exposure route would take the non-steady state fate and transport model employed in our study into the next level.
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