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Abstract

The accuracy of channel state information (CSI) is critical for improving the capacity of wireless networks. In this paper, we introduce a training protocol for wireless relay networks that uses channel estimation and feedforwarding methods. The feedforwarding method is the distinctive feature of the proposed protocol. As we show, each relay feedforwards the imperfect CSI to the destination in a way that provides a higher network capacity and a faster transfer of the CSI than the existing protocols. In addition, we show the importance of the effective CSI accuracy on the wireless relay network capacity by comparing networks with the perfect effective CSI, imperfect effective CSI, and noisy imperfect effective CSI available at the destination.
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I. INTRODUCTION

Using training signals is a widely used channel estimation method for obtaining the imperfect channel state information (CSI) in a wireless network that uses time division duplexing [1]. The information theoretic analysis of training based methods was initiated in [2], where the authors address the question of how much of the system resources should be spent for training. In [2], the system resources including
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the training signal length, power, and structure are optimized by maximizing the effective signal-to-noise ratio (eSNR), which eventually maximizes the channel capacity.

Recently, there has been a significant amount of research interest in wireless relay networks, which improve the capacity and coverage over traditional point-to-point wireless networks [3]–[9]. In addition, relays are effective in dealing with the non-line-of-sight problem. Furthermore, relays do not require a backhaul architecture leading to a more cost efficient and a less complex design [10].

In this paper, we introduce a training protocol for wireless relay networks, which provides a higher eSNR than the existing training protocols. While the CSI should be accurately estimated to provide a higher eSNR as will be shown in the following sections, the CSI should also be made available at the destination in a timely manner. Our protocol also provides a faster transfer of the CSI than the existing training protocols.

The organization of this paper is as follows. In Section II, we summarize the channel model and the basic principles related to the paper. In Section III, we show the superiority of our protocol over the existing protocols for a single antenna relay network. Section IV covers the multiple-antenna results of our protocol, where the noisy imperfect effective CSI is available at the destination by the feedforwarding method. Then, we compare our protocol with two challenging schemes where the perfect effective CSI and the imperfect effective CSI are conceptually available (i.e., genie aided) at the destination. The comparison of these cases shows the importance of the effective CSI accuracy on the eSNR.

II. CHANNEL MODEL AND BASIC PRINCIPLES

This paper builds upon the concepts of [2], where the training based channel estimation is studied from an information theoretic approach. In this section, we outline the channel model, the training based channel estimation, the capacity of a network with a training phase, the worst case noise theorem, and the basics of a single antenna relay network.

A. General Features and Assumptions

We obtain a lower bound on the exact eSNR of wireless relay networks with channel estimation error by using the worst case noise theorem [2]. We assume that the number of relays is large \( K \gg 1 \), which clearly shows the performance differences between the protocols compared in this work. In the wireless relay network literature, scaling number of relays \( K \to \infty \) assumption is commonly used [6],[7],[11]–[12], which leads to the same eSNR for all the protocols (which is also the case in [6]). Further performance gain can be achieved by carefully constructing a power allocation policy. In addition, path
loss and shadowing models can be incorporated for a more realistic scenario. However, such scenarios are beyond the scope of this work. We apply the aforementioned features for all the protocols. During the comparisons, these features do not provide any bias for any of the protocols.

B. Channel Model

We use a block fading channel model where the channel is constant for a time interval $T$ and takes an independent value for each time interval $T$. We assume that the transmissions of the training and the data signals are completed within the interval $T = T_r + T_d$, where $T_x$ denotes the time spent for the training signal and the data signal when $x = \tau$ and $x = d$, respectively.

During the training (data transmission) phase, the received training (data) signal is as follows:

$$y_x = \sqrt{\rho_x} M \mathbf{s}_x \mathbf{H} + \mathbf{v}_x,$$

where $\mathbf{H} \in \mathbb{C}^{M \times N}$ is the $M \times N$ complex Gaussian channel matrix, $M$ and $N$ denote the number of transmit and receive antennas, respectively, $\mathbf{s}_x \in \mathbb{C}^{T_x \times M}$ denotes the transmitted training (data) signal sent in $T_x$ time samples, $\mathbf{v}_x \in \mathbb{C}^{T_x \times N}$ is the additive complex Gaussian noise, and $\rho_x$ is the SNR during the training (data transmission) phase.

C. Communication by using the training based channel estimation

There are two phases in a communication session that incorporates training based channel estimation. The first phase is the training phase where the channel estimation is achieved and the second phase is the data transmission phase. In the training phase, the source transmits a training signal, which is known to both source and destination. Therefore, the destination estimates the channel by using the training signal $\mathbf{s}_\tau$ and the received training signal $y_\tau$. The training based channel estimate $\hat{\mathbf{H}}$ can be represented as a function of $y_\tau$ and $\mathbf{s}_\tau$:

$$\hat{\mathbf{H}} = f(y_\tau, \mathbf{s}_\tau).$$

In the data transmission phase, the source transmits its data signal. Therefore, the destination estimates the data signal by using the received data signal $y_d$ and the channel estimate $\hat{\mathbf{H}}$, which again can be represented as $\hat{\mathbf{s}}_d = f(y_d, \hat{\mathbf{H}})$. Note that the data signal is estimated by throwing away some information (i.e., the channel estimate $\hat{\mathbf{H}}$ is treated as if it were the actual channel) and the residual in the received data signal due to the channel estimation error is treated as noise:

$$y_d = \sqrt{\rho_d} M \hat{\mathbf{s}}_d \hat{\mathbf{H}} + \mathbf{v}_d.$$
where \( v_d' = \sqrt{\frac{\rho}{M}} s_d \hat{H} + v_d \) is the overall noise. Note that the equality \( H = \hat{H} + \tilde{H} \) holds and \( \sqrt{\frac{\rho}{M}} s_d \hat{H} \) is the residue due to the channel estimation error.

A typical way to obtain the CSI is to use the minimum mean square error (MMSE) channel estimation \(^2\), which can be written as
\[
\hat{H} = \sqrt{\frac{M}{\rho}} \left( \frac{M}{\rho} I_M + s^*_r s_r \right)^{-1} s^*_r y_r ,
\]
where \( I_M \) is an \( M \times M \) identity matrix and \((.)^*\) denotes the conjugate transpose. It is clearly seen that the channel estimation is a function of \( y_r \) and \( s_r \) as indicated in (1).

MMSE yields tractable results since it is an unbiased estimator: \( E\{\hat{H}\} = E\{H\} \), where \( E\{\}\) denotes the expectation operator. In addition, the channel estimate and the channel estimation error are uncorrelated: \( E\{\hat{H} \tilde{H}^*\} = 0 \). As an example, the variance of the channel is simply obtained as follows:
\[
\sigma^2_H = \sigma^2_{\hat{H}} + \sigma^2_{\tilde{H}} ,
\]
where \( \sigma^2_{\hat{H}} \) and \( \sigma^2_{\tilde{H}} \) are the variances of the channel estimate and channel estimation error, respectively (i.e., \( \sigma^2_H = \frac{\text{Tr}\{E\{HH^*\}\}}{MN} \), where \( \text{Tr}\{\}\) denotes the trace operator).

D. The capacity of a wireless network with a training phase

The capacity of a wireless network with a training phase is as follows \(^2\):
\[
C_T = \sup_{p_{s,d}(\cdot), \text{Tr}\{R_{s,d}\} \leq M} I\{y_r, s_r, y_d; s_d\} ,
\]
where \( p_{s,d}(\cdot) \) denotes the signal distribution, and \( I \) denotes the mutual information. Therefore, the capacity is the supremum of the mutual information between the known signals (\( y_r, s_r \) and \( y_d \)) and the unknown signal (\( s_d \)) over the distribution \( p_{s,d}(\cdot) \) under the power constraint \( \text{Tr}\{R_{s,d}\} \leq M \), where \( R_{s,d} \) denotes the correlation matrix of the data signal.

In \(^2\), the following lower bound is obtained by using the worst case noise theorem:
\[
C_T \geq C_{\text{worst}} = \frac{T - T_r}{T} E \left\{ \log \left| I_N + \rho_{\text{eff}} \frac{\|\hat{H}\|}{\|\tilde{H}\|} \right| \right\} ,
\]
where \( |.| \) denotes the magnitude operator, \( \|\hat{H}\| = \frac{\|\tilde{H}\|}{\sigma_H} \) is the normalized channel estimate, and \( \rho_{\text{eff}} = \frac{\rho_d}{\sigma_{v_d}' \sigma_H^2} \) is the eSNR, where \( \sigma_{v_d}' \) is the variance of the overall noise in \(^2\).

E. The worst case noise theorem

The worst case noise theorem was introduced for a multiple access SISO wireless network in \(^{13}\). This theorem was extended to a point-to-point MIMO wireless network in \(^2\). The two properties of the overall noise \( v_d' \) in \(^2\) that lead to untractable results are 1) \( v_d' \) is possibly not Gaussian, and 2) it is
dependent on the data signal. In [2], it is shown that replacing $v'_d$ with a Gaussian noise that has the same power as $v'_d$ has the worst effect on the channel capacity. In other words, for a Gaussian channel and a Gaussian data signal, a Gaussian noise leads to the worst eSNR (thus the worst channel capacity).

First of all, this approach yields tractable results. Second, it enables us to optimize the system parameters for the worst case scenario [2]. The condition to replace $v'_d$ is that the data signal and the overall noise must be uncorrelated given the CSI at the destination: $E\{s'_d v'_d, \hat{H}\} = 0$ (for further details, see Theorem 1 in [2] and Theorem 4.0.2 in [14]).

F. Single antenna wireless relay networks

In this subsection, we present the generic setup and the generic received signal at the destination for all protocols that will be compared in the next section. Due to brevity and clarity concerns of the paper, the comparison is carried out for a specific case where we assume $M = N = 1$ and $T_d = T_r = 1$. For other cases, the advantage of our protocol over the other protocols would still be observed.

In Fig. 1, a wireless relay network where each node has a single antenna is shown. The received signal at each relay is as follows:

$$r_k = \sqrt{\rho_s} s h_k + n_k, \quad k = 1, 2, ..., K,$$

where $s$ denotes the transmitted complex Gaussian data signal with zero mean and $\sigma_s^2$ variance, $CN(0, \sigma_s^2)$. $h_k$ denotes the $CN(0, \sigma_{h_k}^2)$ backward channel between the source and the $k^{th}$ relay, $n_k$ denotes the $CN(0, \sigma_{n_k}^2)$ additive noise at the $k^{th}$ relay, and $\rho_s$ denotes the power spent by the source.

After each relay receives the signal (3), each relay applies the matched filtering (MF) with the backward channel estimate $\hat{h}_k$:

$$u_k = r_k \hat{h}_k,$$

where $\hat{h}_k$ is the MMSE estimate of $h_k$. Note that

$$E\{|u_k|^2\} = (\rho_s \left( \sigma_{\hat{h}_k}^2 + \sigma_{h_k}^2 \right) \sigma_s^2 + \sigma_{n_k}^2) \sigma_{h_k}^2,$$
where we have used the following equality from [15]

$$\mathbb{E}\left\{|\hat{h}_k|^4\right\} = 2\sigma^4_{\hat{h}_k}.$$  \hspace{1cm} (4)

Then, each relay applies MF with the forward channel estimate $\hat{g}_k^*$. Note that the equality $h_k = \hat{h}_k + \tilde{h}_k$ holds for the single antenna case as well due to the MMSE channel estimation (similarly for $g_k$).

Considering the power constraint $\mathbb{E}\{|t_k|^2\} = 1$ at each relay, the transmitted signal from the $k^{th}$ relay is as follows:

$$t_k = \frac{r_k \hat{h}_k^* \hat{g}_k^*}{\sqrt{\left(\rho_s \left(\sigma^2_{\hat{h}_k} + \sigma^2_{h_k}\right) \sigma^2_{\hat{g}_k} \sigma^2_{g_k}\right)}}.$$  

Finally, the received signal at the destination can be expressed as

$$y = y^{\text{sig}} + v,$$  \hspace{1cm} (5)

where

$$y^{\text{sig}} = \sum_{k=1}^{K} \sqrt{\rho_k} s_k h_k \hat{h}_k^* \hat{g}_k^* g_k,$$

$$v = \sum_{k=1}^{K} \sqrt{\frac{\rho_k}{\rho_s}} n_k \hat{h}_k^* \hat{g}_k^* g_k + z,$$

and

$$\rho_k = \frac{\rho_R \rho_s \left(\sigma^2_{\hat{h}_k} + \sigma^2_{h_k}\right) \sigma^2_{\hat{g}_k} \sigma^2_{g_k}}{\left(\rho_s \left(\sigma^2_{\hat{h}_k} + \sigma^2_{h_k}\right) \sigma^2_{\hat{g}_k} \sigma^2_{g_k}\right)}.$$  

Here, $\rho_R$ and $z$ are the power spent by each relay and the noise at the destination, respectively, and $y^{\text{sig}}$ and $v$ are the received desired signal and the overall noise at the destination, respectively. Note that the effective CSI in (5) is as follows:

$$\sum_{k=1}^{K} h_k \hat{h}_k^* \hat{g}_k^* g_k.$$  \hspace{1cm} (6)

If the destination knows the effective CSI (6), then the eSNR is obtained as follows:

$$\rho_{\text{eff}} = \frac{\mathbb{E}\left\{|y^{\text{sig}}|^2\right\}}{\mathbb{E}\left\{|v|^2\right\}}.$$
III. TRAINING PROTOCOLS IN SINGLE ANTENNA WIRELESS RELAY NETWORKS

In this section, we compare the classical protocol (P1) \cite{2}, the new protocol (P2) \cite{16}, and our protocol (P3). The key point is that the protocol that estimates the effective CSI (6) more accurately would provide a higher eSNR (thus a higher capacity). The protocols are briefly explained in the sequel.

P1: The source and the relays send the training signals to the relays and the destination, respectively. Then, the relays estimate the backward channels and feedforward the backward channel estimates to the destination. Therefore, the destination knows the imperfect CSI $\hat{h}_k$ and $\hat{g}_k$ $(k = 1, 2, \ldots, K)$.

P2: Only the source sends the training signals to the relays. Then, the relays simply feedforward the received training signals to the destination. Finally, the destination estimates the product (compound) of the backward and forward channels. Therefore, the destination knows the imperfect CSI $\tilde{a}_k$ $(k = 1, 2, \ldots, K)$, where $a_k = h_k g_k$.

P3: The source and the destination send the training signals to the relays. Each relay estimates the backward and forward channels, and then each relay feedforwards the CSI $A_k = \hat{h}_k \hat{h}_k^* \tilde{g}_k$ to the destination. Therefore, the destination has the noisy imperfect effective CSI $\sum_{k=1}^{K} A_k g_k + z^f$, where $z^f$ is the noise during the feedforwarding phase.

The training protocols are also summarized in Table I. Note that we omit the subindex $\tau$ to denote the training signals for notational simplicity and denote the training signals sent from the source, relay, and destination by $s_s$, $s_{R_k}$, and $s_D$, respectively. In addition, for simplicity, only one relay is shown in the table. Finally, $y_k$ denotes the received training signal at the $k^{th}$ relay. Note that the horizontal axis in the table can be considered as a time line. For example, consider the protocol P1. The source sends the training signal to the $k^{th}$ relay in the first time slot. Then, the $k^{th}$ relay sends the training signal to the destination in the second time slot. Later, the $k^{th}$ relay sends the backward channel estimate, which is obtained in the first time slot, to the destination in the third time slot.

A. Classical protocol (P1)

Since the destination knows each $\hat{h}_k$ and $\hat{g}_k$ $(k = 1 \ldots K)$, we can rewrite (5) as follows:

$$y = \sqrt{\rho} \sum_{k=1}^{K} s_k \hat{h}_k \hat{h}_k^* \hat{g}_k \hat{g}_k$$
$$+ \sqrt{\rho} \sum_{k=1}^{K} s_k \left( \hat{h}_k \hat{h}_k^* \hat{g}_k \hat{g}_k + \tilde{h}_k \tilde{h}_k^* \tilde{g}_k \tilde{g}_k \right).$$
Table I

**SUMMARY FOR THE TRAINING PROTOCOLS P1, P2, AND P3.**

| Training protocol | Destination CSI |
|-------------------|-----------------|
| P1 $s \rightarrow R_k \xrightarrow{s_{R_k}} \hat{h}_k, \hat{g}_k, k = 1, 2, ..., K$ | $\hat{h}_k, \hat{g}_k, k = 1, 2, ..., K$ |
| P2 $s \rightarrow R_k \xrightarrow{y_k} D$ | $\hat{a}_k, k = 1, 2, ..., K$, where $a_k = h_k g_k$ |
| P3 $s \rightarrow R_k \xleftarrow{s_{D}} \xrightarrow{A_k} D$ | $\sum_{k=1}^{K} A_k g_k + z_f$ |

Therefore, we obtain the following eSNR:

$$\rho_{\text{eff}, P1} = \frac{(K + 3) \sigma_h^2 \sigma_g^2}{2 \sigma_h^2 \sigma_g^2 + \sigma_h^2 \left( \sigma_g^2 + \sigma_h^2 \right)}.$$  (8)

Note that the same overall noise exists for all protocols. Since we aim to compare the protocols, we neglect the overall noise in (5). We also omit the simple proof that the data signal and the overall noise are uncorrelated given CSI at the destination for the sake of brevity. We only prove this condition in subsection IV-A where we apply our protocol to a multi-antenna wireless relay network.

**B. New protocol (P2)**

Since the destination knows each $\hat{a}_k$ ($k = 1...K$), we can rewrite (5) as

$$y = \sqrt{\rho} \sum_{k=1}^{K} s \hat{a}_k \hat{a}_k^* + \sqrt{\rho} \sum_{k=1}^{K} s \tilde{a}_k \hat{a}_k^*,$$  (9)

where $\hat{a}_k = \hat{h}_k \hat{g}_k$.

Then, the eSNR is obtained as follows:

$$\rho_{\text{eff}, P2} = \frac{\mathbb{E} \left\{ \sum_{k,m=1}^{K} |\tilde{a}_k|^2 |\tilde{a}_m|^2 \right\}}{\mathbb{E} \left\{ \sum_{k=1}^{K} |\tilde{a}_k \tilde{a}_k|^2 \right\}} = \frac{(K + 1) \sigma_a^2}{\sigma_{\tilde{a}}^2}.$$  (10)

As seen from (7) and (9), the assumption $\tilde{a}_k = \hat{h}_k \hat{g}_k$ leads to the same received signal for P1 and P2. However, assuming that the destination knows each compound channel estimate ($\tilde{a}_k$) or each channel estimate individually ($\hat{h}_k$ and $\hat{g}_k$) leads to different statistical values and therefore, leads to different eSNRs. In order to obtain (8), we need to use the property (4) since we encounter the fourth-order
moments. On the other hand, we do not encounter any such moments in order to obtain (10) since we assume that the destination knows the compound channel estimates.

We use the results obtained in [17] for determining the variances of the compound channel estimate \((\sigma_{\hat{a}_k}^2)\) and error \((\sigma_{\tilde{a}_k}^2)\) in (10). In [17], it is shown that the variance of the product of two real Gaussian random variables, \(N(\mu_1, \sigma_1^2)\) and \(N(\mu_2, \sigma_2^2)\), approaches to \(\sigma_1^2\sigma_2^2\) if \(\frac{\mu_1}{\sigma_1}\) and \(\frac{\mu_2}{\sigma_2}\) approach to zero. Note that this result also holds for two complex Gaussian random variables. As a result, we easily obtain the variances (i.e., \(\sigma_{\hat{a}_k}^2 = \sigma_{h_k}^2 \sigma_{g_k}^2\)).

First of all, the assumption \(\hat{a}_k = \hat{h}_k \hat{h}_k^* \hat{g}_k^* g_k\) enables us to obtain a comparable result to the other protocols’ results and directly show the advantage of knowing the product of channel estimates \((\hat{h}_k \hat{g}_k)\) over knowing the individual channel estimates \((\hat{h}_k, \hat{g}_k)\). Second, our assumption enables us to obtain a tractable result since the orthogonality of \(\hat{a}_k\) and \(\tilde{a}_k\) is still preserved: the equalities \(\sigma_{\hat{a}_k}^2 = \sigma_{\hat{h}_k}^2 + \sigma_{\hat{g}_k}^2\) and \(a_k = \hat{a}_k + \tilde{a}_k\) still hold.

Therefore, we obtain the following eSNR:

\[
\rho_{\text{eff}, P2} = \frac{(K + 1)\sigma_{\hat{h}_k}^2 \sigma_{\hat{g}_k}^2}{\sigma_{\hat{h}_k}^2 \sigma_{\hat{g}_k}^2 + \sigma_{\hat{h}_k}^2 \sigma_{\hat{g}_k}^2}
\]

C. Our protocol (P3)

The following signal is received at the destination after each relay feedforwards CSI \(A_k = \hat{h}_k \hat{g}_k^* g_k\) to the destination:

\[
\sum_{k=1}^{K} \sqrt{\rho'} \hat{h}_k \hat{h}_k^* \hat{g}_k^* g_k + z_f,
\]

where \(\rho'\) is the normalized power spent by each relay, \(\rho' = \frac{\rho_{\text{P}, f}}{\text{var}(A_k g_k)}\). \(\text{var}\{\cdot\}\) denotes the power of a vector or a scalar. \(z_f\) is the noise during the feedforwarding phase. Assuming that the destination knows \(\rho'\) noiselessly, the destination has the following effective CSI:

\[
\sqrt{\rho} \left( \sum_{k=1}^{K} \hat{h}_k \hat{h}_k^* \hat{g}_k^* g_k + \frac{z_f}{\rho'} \right).
\]

(11)

Since the destination knows the above effective CSI, we can rewrite the received signal (5) as follows:

\[
y = y^{\text{sig}} + v,
\]
where
\[ y^{\text{sig}} = \sqrt{\rho} \left( \sum_{k=1}^{K} \hat{h}_k \hat{h}_k^* g_k g_k + \frac{z_f}{\sqrt{\rho_{R,f}}} \right) s \] and
\[ v = \sqrt{\rho} \left( \sum_{k=1}^{K} \hat{h}_k \hat{h}_k^* g_k g_k - \frac{z_f}{\sqrt{\rho_{R,f}}} \right) s. \]

\( y^{\text{sig}} \) and \( v \) are the received noisy desired signal and the overall noise at the destination, respectively. Note that the intersymbol interference is critical for our protocol. Due to (11), our protocol relies on perfect synchronization at the destination, whereas the other protocols do not.

By neglecting the feedforwarding noise due to the large \( K \) assumption, we obtain the following eSNR:
\[ \rho_{\text{eff,P3}} = \frac{2 \sigma^2_h \left( \sigma^2_g + \sigma^2_g \right) + (K - 1) \sigma^2_h \sigma^2_g}{\sigma^2_h \left( \sigma^2_g + \sigma^2_g \right)}. \]

It is not immediately obvious from the previous results that the inequality \( \rho_{\text{eff,P3}} > \rho_{\text{eff,P2}} > \rho_{\text{eff,P1}} \) holds. However, we easily reach to this conclusion by numerically averaging the eSNRs over the backward and forward channel estimation variances for a fixed value of \( K \). For example, consider the case when \( K = 7 \). If we average the eSNRs by changing the estimated backward and forward channel variances discretely from 0.1 to 0.9 in 0.1 increments, we obtain 8.3, 3.92, and 2.67 for P3, P2, and P1, respectively.

**D. The worst case noise comparison**

By using the worst case noise theorem, the following capacity lower bounds can be obtained:
\[ C_{P_i} \geq C_{P_i\text{-worst}} = \frac{1}{2} \mathbb{E}\{I_{P_i}\}, \quad i = 1, 2, 3, \] (12)

where
\[ I_{P1} = \log_2 \left( 1 + \frac{A^2}{B \left( C + 2 \sigma^2_h \sigma^2_g \right)} \right), \]
\[ I_{P2} = \log_2 \left( 1 + \frac{A^2}{BC^2} \right), \text{ and} \]
\[ I_{P3} = \log_2 \left( 1 + \frac{A^2 + \sum_{k=1}^{K} |\hat{h}_k| \hat{g}_k^2 |g_k|^2}{BC} \right). \]

In (12),
\[ A = \sum_{k=1}^{K} |\hat{h}_k|^2 |\hat{g}_k|^2, \quad B = K \sigma^2_h \sigma^2_g. \]
\[
C = \left( \sigma_h^2 + \sigma_n^2 \right) \left( \sigma_g^2 + \sigma_g^2 \right), \quad \text{and} \\
C' = \sigma_h^2 \sigma_g^2 + \sigma_h^2 \sigma_g^2 + \left( \sigma_g^2 + \sigma_g^2 \right) \sigma_n^2.
\]

For the sake of brevity, we omit the simple proofs showing that the data signal and the overall noise are uncorrelated given CSI at the destination. Note that the numerators in (12) are the known CSI at the destination. Therefore, there are no expectation operators in the numerators.

It is not obvious from the capacity lower bounds in (12) that the inequality \( C_{P3-\text{worst}} > C_{P2-\text{worst}} \geq C_{P1-\text{worst}} \) holds. However, this result can be clearly deduced from Table III where the capacity results for P1, P2, and P3 are shown for \( \sigma_h^2, \sigma_g^2 \in \{0.1, 0.5, 0.9\} \). The right most values in Table III are for no channel estimation error cases (i.e., \( \sigma_h^2 = \sigma_h^2 = 1 \) and \( \sigma_g^2 = \sigma_g^2 = 1 \)), which are again obtained from (12).

The simulation results in Table III are obtained by assuming that the channels have unit variances \( (\sigma_h^2 = \sigma_g^2 = 1) \). Assuming that the channels have unit variances is different than assuming that the channels have equal variances \( (\sigma_h^2 = \sigma_g^2) \) because the former assumption is a normalization. e.g., \( \sigma_h^2 = \sigma_h^2 + \sigma_h^2 = 1 \). Therefore, a channel estimation variance that has a closer value to 1 indicates a more accurate channel estimation.

Note that the higher capacity performance of our protocol P3 is due to our feedforwarding method where the channel estimates are sent to the destination in a way that the relay network carries the perfect forward CSI (i.e., \( g_k \) in (11)). In fact, the underlying key observation is that estimating the effective CSI more accurately provides a higher capacity.

Finally, the results in Table III show that estimating the effective CSI more directly provides a higher capacity. For example, P2 provides a higher capacity than P1 because P2 estimates the effective CSI more directly than P1. While P1 estimates the backward and the forward channels individually, P2 estimates the product of the backward and forward channels. For the no channel estimation error case, our protocol does not have an advantage over the other protocols due to the relay network structure that carries the perfect forward CSI. However, our protocol still provides a higher capacity than the others because our protocol provides the effective CSI at the destination more directly than the other protocols. Note that the performance difference between P1 and P2 vanishes towards the opposite ends of the channel estimation error values as seen in Table III.

Finally, having more accurate backward channel estimates is more valuable than having more accurate forward channel estimates since the former leads to a higher capacity as seen in Table III. This result is due to the asymmetric nature of MF as explained in detail in the subsection IV-C.
Table II

|               | (a) $C_{P1-worst}$ | (b) $C_{P2-worst}$ | (c) $C_{P3-worst}$ |
|---------------|--------------------|--------------------|--------------------|
| $\sigma_g^2/\sigma_h^2$ | 0.1 0.5 0.9 | 0.1 0.5 0.9 | 0.1 0.5 0.9 |
| 0.9           | 0.14 0.52 0.84 0.99 | 0.9 0.17 0.58 0.87 0.99 | 0.9 0.26 0.82 1.26 1.4 |
| 0.5           | 0.1 0.37 0.56 | 0.5 0.12 0.42 0.64 | 0.5 0.21 0.71 1.11 |
| 0.1           | 0.03 0.11 0.17 | 0.1 0.03 0.14 0.22 | 0.1 0.11 0.43 0.74 |

E. Fast transfer of CSI

In this subsection, we show that our protocol also provides a faster transfer of the CSI than the existing training protocols. Consider a single antenna relay network with a time division duplexed training and assume that each training signal length is one symbol duration.

In $P_1$, the source sends the training signal to the relays, which requires 1 symbol duration. Then, the relays send the training signals to the destination, which requires $K$ symbol durations. As a result, $(K+1)$ symbol durations are required for the training phase. In the feedforwarding phase, each relay feedforwards the backward channel estimate to the destination. Therefore, $K$ symbol durations are required for the feedforwarding phase. In total, $(2K+1)$ symbol durations are required for $P_1$ to transfer the CSI to the destination, $T_{P1} = 2K + 1$.

In $P_2$, the source sends the training signal to the relays, which requires 1 symbol duration. Then, each relay feedforwards this training signal to the destination, which requires $K$ symbol durations. In total, $(K+1)$ symbol durations are required for $P_2$, $T_{P2} = K + 1$.

In $P_3$, the source and the destination send the training signals to the relays, which requires 2 symbol durations. Then, each relay feedforwards the CSI $A_k$ to the destination simultaneously. Therefore, only 1 symbol duration is required for the feedforwarding phase. In total, 3 symbol durations are required for $P_3$, $T_{P3} = 3$.

Therefore, $T_{P1} > T_{P2} > T_{P3}$ for $K \geq 2$. Note the superiority of our protocol over the other protocols. Moreover, our protocol is independent of the number of relays $K$, which is important for large $K$ values.

IV. OUR PROTOCOL IN MULTI-ANTENNA WIRELESS RELAY NETWORKS

In this section, we apply the training protocol that we have proposed in subsection III-C to a multi-antenna wireless relay network (Scheme S2). Then, we compare S2 with its challenging schemes (S1a and S1b) in terms of eSNR.
We consider a scenario with one source, one destination and $MK$ relays. The source and the destination have $M$ antennas each, while each relay has $N$ antennas. We use the notation $M_1 \times N_{MK} \times M_1$ to represent this network setup. We use the single antenna decoding method \cite{6}, where the designated antenna pairs of the source and the destination communicate (each source antenna communicates to a separate destination antenna) through the assigned relays as shown in Fig. 2. Assigning the relays (subgrouping the relays) is called relay partitioning \cite{6}. In the single antenna decoding method, we assume that the $x^{th}$ ($x = 1, 2, ..., M$) source and the $x^{th}$ destination antenna are assigned to each other for notational convenience. Each antenna pair is served by a subgroup of $K$ relays, thus there are $M$ subgroups. The subgroup that serves for the $x^{th}$ antenna pair is denoted by $L_x$ ($x = 1, 2, ..., M$).

Considering the communication between the $i^{th}$ antenna pair, the received signal at the $k^{th}$ relay in the $i^{th}$ subgroup is as follows:

$$r_{ik} = \sqrt{\rho_s} \left( s_i^i h_{ik}^i + \sum_{j=1 \atop j \neq i}^M s_j^i h_{jk}^i \right) + n_{ik},$$

where $i = 1, 2, ..., M$ and $k = 1, 2, ..., K,$

and $\rho_s$ is the power spent by the source for the data transmission phase, and $s^y$ is the $T_d \times 1$ data signal vector transmitted from the $y^{th}$ antenna with independent and identically distributed (i.i.d.) $CN(0, \sigma_{s^y}^2)$ entries. $h_{yk}^y$ is a $1 \times N$ backward channel between the $y^{th}$ source antenna and the $k^{th}$ relay in the $x^{th}$ subgroup, and has i.i.d. $CN(0, \sigma_{h_{yk}^y}^2)$ entries. $n_{yk}$ is the noise at the $k^{th}$ relay of the $x^{th}$ subgroup and has i.i.d. $CN(0, \sigma_{n_{yk}}^2)$ entries. Note that the second term inside the parenthesis in (13) is the interference.
After each relay applies MF, the received signal at the $i^{th}$ destination antenna is as follows:

$$y_i = \sqrt{\frac{\rho_R}{N}} \left( \sum_{k, R_k \in L_i} t_{ik} g_{ik}^i + \sum_{j=1 \atop j \neq i}^M \left( \sum_{k, R_k \in L_j} t_{jk} g_{jk}^i \right) \right) + z_i, \, i = 1, 2, \ldots, M,$$

where $\rho_R$ is the power spent by each relay, and $t_{xk}$ is the $T_d \times N$ transmitted signal at the $k^{th}$ relay in the $x^{th}$ subgroup. The $k^{th}$ relay is denoted by $R_k$ ($k = 1, 2, \ldots, K$). $g_{yk}^i$ is a $N \times 1$ forward channel between the $y^{th}$ destination antenna and the $k^{th}$ relay in the $x^{th}$ subgroup, and has i.i.d. $CN(0, \sigma^2_{g_y^i})$ entries. $z^i$ is the noise at the $y^{th}$ destination antenna and has i.i.d. $CN(0, \sigma^2_{z_y})$ entries. The desired data signal is represented with $i$ and the interfering signals are represented with $j$ ($j = 1, 2, \ldots, M$ and $j \neq i$) as also seen in Fig. 3.

### A. Effective SNR of scheme S2

The following lemma is useful for the derivation of the eSNR of S2. The proof of the lemma is straightforward by using the moment theorems for complex Gaussian processes [15] but tedious.

**Lemma 1:** Let $s$, $h$, $g$, and $n$ be the data, backward channel, forward channel, and noise vector, respectively. The data signal is a $T_d \times 1$ vector and has i.i.d. $CN(0, \sigma^2_s)$ entries. The backward and the forward channels are $1 \times N$ and $N \times 1$ vectors, and have i.i.d. $CN(0, \sigma^2_h)$ and $CN(0, \sigma^2_g)$ entries, respectively. The noise is a $T_d \times N$ vector and has i.i.d. $CN(0, \sigma^2_n)$ entries. The bar (\bar) denotes either the vector itself ($\bar{x}$), estimation of the vector ($\hat{x}$), or an independent same type vector ($x'$). Then, we have

- $\text{var}\{sh\bar{h}^*g^*g\} = \text{var}\{s\}\text{var}\{h\bar{h}^*\}\text{var}\{g^*g\}$,
- $\text{var}\{nh^*g^*g\} = \text{var}\{nh^*\}\text{var}\{g^*g\}$,
- $\text{var}\{hh^*\} = N(N+1)\sigma^4_h$,
- $\text{var}\{\bar{h}\bar{h}^*\} = N\sigma^2_h(N\sigma^2_h + \sigma^2_n)$, and
- $\text{var}\{hh'^*\} = N\sigma^2_h\sigma^2_{h'}$.

Similar results can be obtained for the forward channel.

**Theorem 1:** For the scheme with our proposed training protocol (S2), the eSNR is given by

$$\rho_{\text{eff,S2}} = \frac{N1}{D1 + D2 + D3 + D4}, \quad (14)$$
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Figure 3. Notations used in a $M_{[1]} \times N_{[MK]} \times M_{[1]}$ network with relay partitioning.

where

$$N1 = \frac{\rho_s \left( (N+1)\frac{\eta_1^2}{\sigma^4_{h_1}} \left( N\sigma^2_{g_1} + \sigma^2_{g_2} \right) + (K-1)\frac{\eta_1^2}{\sigma^4_{h_1}} \frac{\sigma^2_{s_1}}{\sigma^2_{s_1}} \right) \sigma^2_{s_1}}{A}.$$  

$$D1 = \frac{\rho_s \left( \frac{\sigma^2_{h_1}}{\sigma^2_{h_1}} \left( N\sigma^2_{g_1} + \sigma^2_{g_2} \right) \sigma^2_{s_1} + (M-1)\frac{\sigma^2_{h_1}}{\sigma^2_{h_1}} \left( N\sigma^2_{g_1} + \sigma^2_{g_2} \right) \sigma^2_{s_1} \right)}{A}.$$  

$$D2 = \frac{\rho_s (M-1) \left[ \frac{\left( N\sigma^2_{g_1} + \sigma^2_{g_2} \right) \sigma^2_{s_1}}{A} + (M-2)\frac{\sigma^2_{h_1}}{\sigma^2_{h_1}} \frac{\sigma^2_{s_1}}{\sigma^2_{s_1}} \sigma^2_{s_1} \right]}{B}.$$  

$$D3 = \frac{\left( N\sigma^2_{g_1} + \sigma^2_{g_2} \right) \sigma^2_{s_1}}{A}, \quad D4 = \frac{(M-1)\sigma^2_{g_1} \sigma^2_{s_1}}{B},$$  

and
\[ A = \rho_s \left( N \sigma_h^2 + \sigma_s^2 \right) \sigma_s^2 + (M-1) \left( \sigma_h^2 \sigma_s^2 \right) \]
\[ + \sigma_s^2, \]
\[ B = \rho_s \left( \sigma_h^2 \sigma_s^2 + \left( N \sigma_h^2 + \sigma_s^2 \right) \sigma_s^2 \right) \]
\[ + (M-2) \sigma_h^2 \sigma_s^2 \sigma_s^2 + \sigma_s^2. \]

**Proof:** In S2, each relay applies MF with the imperfect backward CSI \( \hat{h}_{ik}^i \) after receiving the signal \((13)\):
\[ u_{ik} = r_{ik} \hat{h}_{ik}^i. \] (15)

The signal (15) is normalized to unit average power
\[ \text{var}\{u_{ik}\} = \left[ \rho_s \left( N \sigma_h^2 + \sigma_s^2 \right) \sigma_s^2 \right] \]
\[ + (M-1) \left( \sigma_h^2 \sigma_s^2 \right) + \sigma_s^2 \] \[ \times NT_d \sigma_h^2 \]
by using the following equalities from Lemma 1
\[ \text{var}\{h_{ik}^i \hat{h}_{ik}^i \} = N \sigma_h^2 \left( N \sigma_h^2 + \sigma_s^2 \right) \]
\[ \text{and} \]
\[ \text{var}\{h_{ik}^j \hat{h}_{ik}^j \} = N \sigma_h^2 \sigma_s^2. \]

Then, each relay applies MF with the imperfect forward CSI \( \hat{g}_{ik}^i \). Considering the power constraint \( \text{Tr} \{ E\{t_{ik}^* t_{ik}\} \} \leq NT_d \) at the relays, the following signal is transmitted from the \( k \)-th relay in the \( i \)-th subgroup:
\[ t_{ik} = \frac{u_{ik} \hat{g}_{ik}^i}{\sqrt{\left[ \rho_s \left( N \sigma_h^2 + \sigma_s^2 \right) \sigma_s^2 + (M-1) \sigma_h^2 \sigma_s^2 \right] N \sigma_h^2 \sigma_s^2 \hat{g}_{ik}^i}}. \]

Similar steps are followed for the received signal \( r_{jk} \) \( (j = 1, ..., M \text{ and } j \neq i) \) at the \( k \)-th relay in the \( j \)-th subgroup. For this case, MF with the imperfect backward CSI \( \hat{h}_{jk}^j \) and the imperfect forward CSI \( \hat{g}_{jk}^j \) are applied.

Finally, the received signal at the destination is given by
\[ y^i = y^{i,\text{sig}} + y^{i,\text{int}} + v^i, \quad i = 1, 2, ..., M, \] (16)
where

\[ y_{i,\text{sig}} = s^i h_{i,\text{sig}}, \]

\[ y_{i,\text{int}} = \sum_{j=1}^{M} \left( s^j h_{j}^{\text{int}}, + \sum_{m=1}^{N} s^m h_{j,m}^{\text{int}} \right), \text{ and} \]

\[ h_{i,\text{sig}} = \sqrt{\frac{\rho_i}{N}} \sum_{k,R_k \in \mathcal{L}_i} h_{ik}^{\text{sig}} \hat{h}_{ik}^{\text{sig}} g_{ik} \]

\[ + \sum_{j=1}^{M} \sum_{j \neq i} \sqrt{\frac{\rho_j}{N}} h_{jk}^{\text{sig}} \hat{h}_{jk}^{\text{sig}} g_{jk}^*, \]  

(16a)

\[ h_{j}^{\text{int}} = \sqrt{\frac{\rho_j}{N}} \sum_{j=1}^{M} \sum_{j \neq i} h_{ik}^{\text{int}} \hat{h}_{ik}^{\text{int}} g_{ik} \]

\[ + \sum_{j=1}^{M} \sum_{j \neq i} \sqrt{\frac{\rho_j}{N}} h_{jk}^{\text{int}} \hat{h}_{jk}^{\text{int}} g_{jk}^*, \]  

(16b)

\[ h_{j,m}^{\text{int}} = \sum_{j=1}^{M} \sum_{j \neq i} \sum_{m=1}^{N} \sqrt{\frac{\rho_j}{N}} h_{jk}^{m} \hat{h}_{jk}^{m} g_{jk}^*, \]  

(16c)

\[ v_{i}^{j} = \sqrt{\frac{\rho_i}{\rho_N}} \sum_{k,R_k \in \mathcal{L}_i} n_{ik} \hat{h}_{ik}^{j} g_{ik} \]

\[ + \sum_{j=1}^{M} \sum_{j \neq i} \sqrt{\frac{\rho_j}{\rho_N}} n_{jk} \hat{h}_{jk}^{j} g_{jk}^* + z_{i}^{j}, \text{ and} \]

\[ \rho_i = \frac{\rho_R}{\rho_N} \left[ \begin{array}{c} \rho_s \left( \left( N \sigma^2_{h_i} + \sigma^2_{h_i} \right) \sigma^2_s \right) + \sigma^2_{n_i} \right] N \sigma^2_{h_i} \sigma^2_s \]

\[ + \left( M - 1 \right) \sigma^2_{h_i} \sigma^2_h \]

\[ \rho_j = \frac{\rho_R}{\rho_N} \left[ \begin{array}{c} \rho_s \left( \left( N \sigma^2_{h_j} + \sigma^2_{h_j} \right) \sigma^2_s \right) + \sigma^2_{n_j} \right] N \sigma^2_{h_j} \sigma^2_s \]

\[ + \left( M - 2 \right) \sigma^2_{h_j} \sigma^2_h. \]
During the feedforwarding phase, each relay in the subgroup $L_i$ ($i = 1, 2, \ldots, M$) transmits $A_{ik} = \hat{h}^i_{ik} \hat{g}^i_{ik}$ to the destination. Therefore, the received signal at the $i^{th}$ destination ($i = 1, 2, \ldots, M$) is given by

$$
\sum_{k, R_k \in L_i} \sqrt{\frac{\rho R f}{N}} \hat{h}^i_{ik} \hat{g}^i_{ik} + z_i^f,
$$

where $\rho R f = \frac{\rho R f}{\text{var}(A_k g_k^i)}$ is the normalized power spent by each relay. Assuming that destination knows $\rho R f$ noiselessly, destination has the following effective CSI:

$$
\sqrt{\frac{\rho}{N}} \sum_{k, R_k \in L_i} \hat{h}^i_{ik} \hat{g}^i_{ik} + \sqrt{\frac{\rho}{\rho R f}} z_i^f.
$$

We rearrange the received signal (16) according to the noisy imperfect effective CSI (17) as follows:

$$
y^i = y^i_{\text{sig}'} + y^i_{\text{int}'} + y^i_{\text{int}} + v^i, \quad i = 1, 2, \ldots, M,
$$

where

$$
y^i_{\text{sig}'} = s^i h^i_{\text{sig}'}, \quad y^i_{\text{int}'} = s^i h^i_{\text{int}'} , \quad \text{and}
$$

$$
h^i_{\text{sig}'} = \sqrt{\frac{\rho}{N}} \sum_{k, R_k \in L_i} \hat{h}^i_{ik} \hat{g}^i_{ik} + \sqrt{\frac{\rho}{\rho R f}} z_i^f,
$$

$$
h^i_{\text{int}'} = \sqrt{\frac{\rho}{N}} \sum_{k, R_k \in L_i} \hat{h}^i_{ik} \hat{g}^i_{ik} - \sqrt{\frac{\rho}{\rho R f}} z_i^f
$$

$$
+ \sqrt{\frac{\rho}{N}} \sum_{j=1}^{M} \sum_{j \neq i} \hat{h}^j_{jk} \hat{g}^j_{jk}.
$$

$y^i_{\text{int}}$ and $v^i$ are the same as in (16). From (16) and (18), note that the equality $h^i_{\text{sig}} = h^i_{\text{sig}'} + h^i_{\text{int}'}$ holds.

Now, we can apply the worst case noise theorem by showing that the data signal and the overall noise $V^i$ are uncorrelated given CSI at the destination:

$$
\mathbb{E} \left\{ s^i V^i | h^i_{\text{sig}} \right\} = 0.
$$

$$
\mathbb{E} \left\{ s^i V^i | h^i_{\text{sig}} \right\} = \mathbb{E} \left\{ s^i (s^i h^i_{\text{int}'} + Z^i) | h^i_{\text{sig}} \right\}
$$

$$
= \mathbb{E} \left\{ s^i s^i h^i_{\text{int}'} | h^i_{\text{sig}} \right\}
$$
The last term is zero since the data signal has zero mean, and $s^i$ and $v^i$ are independent. The second term is also zero since $s^i$, $s^j$, and $s^m$ are independent, and have zero means. We rewrite the first term as follows since $s^i$ and $h^{i,\text{int}}$ are independent:

$$
E \left\{ s^{i*} s^i h^{i,\text{int}} | h^{i,\text{sig}'}, h^{i,\text{int}} \right\} = E \left\{ s^{i*} s^i | h^{i,\text{sig}'} \right\} E \left\{ h^{i,\text{int}} | h^{i,\text{sig}'} \right\}.
$$

The second term is zero since $E \left\{ (h^{i,\text{sig}} - h^{i,\text{sig}'}) | h^{i,\text{sig}'} \right\} = 0$. Therefore, we can replace the overall noise with a Gaussian noise. From (18), we evaluate the power ratio of the received desired signal and the overall noise in order to obtain the eSNR:

$$
\rho_{\text{eff}, S2} = \frac{\text{var} \left\{ y^{i,\text{sig}'} \right\}}{\text{var} \left\{ y^{i,\text{int}'} \right\} + \text{var} \left\{ y^{i,\text{int}} \right\} + \text{var} \left\{ v^i \right\}},
$$

which finally leads to (14). Note that we use the following property explained in Lemma 1 for evaluating (14):

$$
\text{var} \left\{ \hat{h}^{i,} \hat{h}^{i}* \hat{g}^{i,} \hat{g}^{i*} \right\} = \text{var} \left\{ \hat{h}^{i} \hat{g}^{i,} \right\} \text{var} \left\{ \hat{g}^{i*} \hat{g}^{i*} \right\}.
$$

**B. Effective SNRs of schemes S1a and S1b**

The perfect and imperfect effective CSI at the destination are provided by a genie in S1a and S1b, respectively. On the other hand, the noisy imperfect effective CSI at the destination is provided by our feedforwarding method in S2 as shown in the previous subsection. Therefore, S1a and S1b are the challenging schemes of S2. In S1a, each relay has a perfect backward and forward CSI. In S1b and S2, each relay has an imperfect backward and imperfect forward CSI. We compare the eSNRs of these schemes numerically in the next subsection.

Since each relay has perfect CSI in S1a, each relay applies MF with the perfect backward and forward CSI. Therefore, for S1a, the received signal at the destination, $y^p_i$, is the same as $y^i$ (16) if the imperfect CSI are replaced with the perfect CSI in $y^i$:

$$
y^p_i \triangleq y^i(\hat{h} = h, \hat{g} = g),
$$
Table III
SUMMARY FOR THE RELAY NETWORKS SCHEMES S1A, S1B, AND S2.

1. CSI at the kth relay in the ith subgroup.
2. Effective CSI at the ith destination antenna.
3. Received signal at the ith destination antenna.

\[ i = 1, 2, \ldots, M, \text{ and } k, R_k \in \mathcal{L}_i (k = 1, 2, \ldots, K). \]

| Relay CSI \(^1\) | Dest. CSI \(^2\) | Rec. sig. \(^3\) | eSNR |
|-----------------|-----------------|-----------------|------|
| S1A \( h_{ik}^*, g_{ik}^* \) | \( h_{p}^{i, \text{sig}} \) | \( y_p^{i} \) | \( \frac{\text{var} \{ y_p^{i, \text{sig}} \}}{\text{var} \{ y_p^{i, \text{int}} \} + \text{var} \{ \eta_p^{i} \}} \) |
| S1B \( \hat{h}_{ik}^*, \hat{g}_{ik}^* \) | \( h_{p}^{i, \text{sig}} \) | \( y_p^{i} \) | \( \frac{\text{var} \{ y_p^{i, \text{sig}} \}}{\text{var} \{ y_p^{i, \text{int}} \} + \text{var} \{ \eta_p^{i} \}} \) |
| S2 \( \hat{h}_{ik}^*, \hat{g}_{ik}^* \) | \( h_{p}^{i, \text{sig}} \) | \( y_p^{i} \) | \( \frac{\text{var} \{ y_p^{i, \text{sig}} \}}{\text{var} \{ y_p^{i, \text{int}} \} + \text{var} \{ \eta_p^{i} \}} \) |

where \( p \) denotes the perfect CSI. Similarly, the perfect effective CSI for S1A, \( h_{p}^{i, \text{sig}} \), is the same as \( h_{p}^{i, \text{sig}} \) (16a) if the imperfect CSI are replaced with the perfect CSI in \( h_{p}^{i, \text{sig}} \) (16a):

\[
\hat{h}_{p}^{i, \text{sig}} \triangleq h_{p}^{i, \text{sig}} (\hat{h} = h, \hat{g} = g).
\]

Since \( h_{p}^{i, \text{sig}} \) is available at the destination by a genie, the eSNR of S1A is as follows:

\[
\rho_{\text{eff}, \text{S1A}} = \frac{\text{var} \{ y_p^{i, \text{sig}} \}}{\text{var} \{ y_p^{i, \text{int}} \} + \text{var} \{ \eta_p^{i} \}}.
\]

Since each relay has imperfect CSI in S1B, each relay applies MF with the imperfect backward and forward CSI as in S2. Therefore, the received signal at the destination for S1B is exactly the same as S2, \( y_p^{i} \) (16). For S1B, the imperfect effective CSI, \( h_{p}^{i, \text{sig}} \) (16a), is also available at the destination by a genie. Therefore, the eSNR of S1B is as follows:

\[
\rho_{\text{eff}, \text{S1B}} = \frac{\text{var} \{ y_p^{i, \text{sig}} \}}{\text{var} \{ y_p^{i, \text{int}} \} + \text{var} \{ \eta_p^{i} \}}.
\]

As a result,

\[
\rho_{\text{eff}, \text{S1A}} > \rho_{\text{eff}, \text{S1B}} > \rho_{\text{eff}, \text{S2}}.
\]

Clearly, the order of the effective CSI from more accurate to less accurate is \( h_{p}^{i, \text{sig}} \), \( h_{p}^{i, \text{sig}} \) (16a), and \( h_{p}^{i, \text{sig}} \) (18a), which are available at the destination for S1A, S1B, and S2, respectively. We omit the explicit derivations and the expressions of \( \rho_{\text{eff}, \text{S1A}} \) and \( \rho_{\text{eff}, \text{S1B}} \) for the sake of brevity. The summary of the schemes is presented in Table III.
C. Numerical comparison

We compare the schemes S1a, S1b, and S2 when \( M = 2 \) and \( K = 7 \) or \( K = 20 \) while \( N \) varies from 1 to 6. We choose \( M = 2 \) since it is the least number expected for the MIMO technology. We choose \( K = 7 \) and \( K = 20 \) to clearly demonstrate the effect of the increase in the number of relays. For convenience, we use the simplified versions of the eSNRs by assuming that \( \sigma^2_{h_x} = \sigma^2_{h_y} \) and \( \sigma^2_{g_x} = \sigma^2_{g_y} \) \( (x \in (i, j) \text{ and } y \in (i, j, m)) \). Finally, we assume that the channel variances are equal to unity. Note that assuming equal channel estimation variances within the backward and forward channels does not limit or bias our observation since we do not use a feature regarding this.

The assumption of unequal channel estimation variances among the backward and forward channels is important since we use the MF method, which performs accordingly. A relay network with the MF method has an asymmetrical structure in nature. For the forward channels, the MF is a pre-filtering before the noise corruption. On the other hand, for the backward channels, the MF is just a rough estimation of the data signal due to the post-filtering after the noise corruption. Therefore, the effects of the backward and forward channel estimations on the eSNR are asymmetrical. In order to show this asymmetric effect on the eSNR, we evaluate the eSNRs by changing the backward (forward) channel estimation variance discretely from 0.1 to 0.9 in 0.4 increments while holding the forward (backward) channel estimation variance at 0.9. Since the MF is used at the relays, the eSNR with a more accurate backward channel estimate is higher than the eSNR with a more accurate forward channel estimate as seen in Fig. 4 and Fig. 5. In other words, for the MF method, having more accurate backward channel estimates is more valuable than having more accurate forward channel estimates.

**Realistic K assumption:** Our results show the importance of considering the parameter \( K \) realistically. Although we considerably increase \( K \) from 7 to 20, the eSNRs of all schemes are still far from converging. If we unrealistically assume \( K \to \infty \), the eSNRs of all schemes converge to \( K \) as also seen in [6].

**Feedforwarding method:** The scheme with the feedforwarding method S2 has unsatisfactory performance due to its simplicity when we directly compare it with S1a and S1b. However, our scheme S2 can still achieve a higher eSNR than the scheme without the channel estimation error (S1a) at the cost of one additional antenna at each relay as seen in Fig. 4 and Fig. 5. This significant achievement of the feedforwarding method is due to its ability of providing a perfect forward CSI at the destination (e.g., perfect forward CSI \( g_k \) as seen in [11] for the single antenna case). Fixed relays can support a level of intelligence and cost budget between the levels of the mobile nodes and the base stations can support [10]. Therefore, for a network with fixed relays, it is reasonable to invest more at the relays.
(a) More accurate backward channel estimation.

(b) More accurate forward channel estimation.

Figure 4. eSNRs of the schemes S1a, S1b, and S2 when $K = 7$.

V. CONCLUSION

In this paper, we introduced a new training protocol for wireless relay networks, which provides a higher eSNR (thus a higher capacity) and a faster transfer of the CSI than the existing training protocols. In addition, unlike the other protocols, the CSI transfer time of our protocol is independent of the number of relays $K$, which is important for large $K$ values. We also showed the importance of the effective CSI accuracy on the eSNR by presenting the numerical eSNR results of the networks with perfect effective CSI, imperfect effective CSI, and noisy imperfect effective CSI available at the destination.
(a) More accurate backward channel estimation.

(b) More accurate forward channel estimation.

Figure 5. eSNRs of the schemes S1a, S1b, and S2 when $K = 20$.
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