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Abstract. This paper deals with a free boundary problem for the cancer invasion model over a one dimensional habitat in the micro-environment, in which the free boundary represents the spreading front and is caused by tumour cells and acid-mediated. In this problem it is assumed that the tumour cells spread from the given initial region, and the spreading front expands at a speed that is proportional to the tumour cell and acids’ population gradient at the front. The main objective is to realize the dynamics/variations of the healthy cells, tumour cells, acid-mediated and the free boundary. We prove a spreading-vanishing dichotomy for this model, namely the tumour cells either successfully spreads to infinity as time tends to infinite at the front, or it fails to establish and dies out in long run while the healthy cells stabilizes at a positive steady-state. The long time behavior of solution and criteria for spreading and vanishing are obtained.

1. Introduction. A variety of reaction-diffusion systems are used to describe diverse phenomena in population ecology. To consider the spreading of an invasive species in the new environment, Du and Lin [7] introduced a free boundary problem to describe the spreading of invasive species as follows:

\[
\begin{cases}
  u_t - Du_{xx} = u(a - bu), & t > 0, \quad 0 < x < h(t), \\
  h'(t) = -\mu u_x(t, h(t)), & t \geq 0, \\
  u_x(t, 0) = u(t, h(t)) = 0, & t \geq 0, \\
  h(0) = h_0, \quad u(0, x) = u_0(x) \geq 0, & 0 \leq x \leq h_0,
\end{cases}
\]

(1)

where \( u(t, x) \) represents the population density of an invasive species, \( x = h(t) \) denotes the spreading front, \( a, b, \mu \) and \( h_0 \) are positive constants. They have proved that system (1) admits a unique global solution \((u, h)\), which satisfies that as \( t \to \infty \), either \( h(t) \to \infty \) and \( u(t, x) \to a/b \), or \( h(t) \to h_\infty \leq \pi \sqrt{D/4a} \) and \( u(t, x) \to 0 \). This result revealed that the species either successfully establishes itself in the new environment (called spreading) or fails to establish and eventually vanishes (called vanishing). Moreover, they derived sharp criteria for spreading and vanishing by \( h_0 \) and \( \mu \), assuming the other parameters are fixed. Later on, Du and Guo [3] extended these results to the case of higher space dimension with radial symmetry.
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A typical model is the Gatenby-Gawlinski system, which was proposed by Jessica B. McGillen et al. ([12]) in an attempt to model the metabolism and behaviour of healthy cells, tumour cells and acid-mediated in the micro-environment. Gatenby and Gawlinski were the first to put acid-mediated invasion hypothesis into a reaction-diffusion framework (Gatenby and Gawlinski [10]). The acid-mediated invasion hypothesis is motivated by viewing a tumour as an invasive species. These models have received a great of deal of attention in the past few years, motivated in part by their widespread occurrence in models of the tumour invasion phenomena and in part by the richness of the dynamics. (see [1, 2, 14, 15]).

In this paper, we will consider the Gatenby-Gawlinski model with double free boundaries as follows:

\[
\begin{align*}
&u_t = u (1 - u - a_2 v) - d_1 uw, & t > 0, & -\infty < x < \infty, \\
v_t - D v_{xx} = r_2 v (1 - v - a_1 u) - d_2 vw, & t > 0, & g(t) < x < h(t), \\
w_t - w_{xx} = c (v - w), & t > 0, & g(t) < x < h(t), \\
h'(t) = -\mu (v_x(t, h(t)) + \tau w_x(t, h(t))), & t \geq 0, \\
g'(t) = -\mu (v_x(t, g(t)) + \tau w_x(t, g(t))), & t \geq 0, \\
u(0, x) = u_0(x), & -\infty < x < \infty, \\
v(0, x) = v_0(x), w(0, x) = w_0(x), & -h_0 \leq x \leq h_0, \\
h(0) = h_0, g(0) = -h_0.
\end{align*}
\]

(2)

where \(a_1, a_2, r_2, d_1, d_2, c, D, \mu, \tau\) and \(h_0\) are positive constants, \(u, v\) and \(w\) represent the density of healthy cells, the density of tumour cells and the concentration of extracellular lactic acid in excess of normal tissue acid concentrations, respectively. The free boundaries \(x = h(t)\) and \(x = g(t)\) show the spreading front. The initial functions \(u_0(x)\), defined on \((-\infty, \infty)\), stands for the initial population density of healthy cells in the whole space, \(v_0(x)\) defined on an initial region \([-h_0, h_0]\), signifies the initial population density of tumour cells, and \(w_0(x)\) defined on an initial region \([-h_0, h_0]\), means the initial population density of acid-mediated. It is assumed that

\[
\begin{align*}
&u_0 \in C^2([0, \infty)), \ 0 < u_0(x) < \infty \text{ in } (-\infty, \infty); \\
v_0 \in C^2([-h_0, h_0]), \ v_0(-h_0) = v_0(h_0) = 0 \text{ and } v_0(x) > 0 \text{ in } (-h_0, h_0); \\
w_0 \in C^2([-h_0, h_0]), \ w_0(-h_0) = w_0(h_0) = 0 \text{ and } w_0(x) > 0 \text{ in } (-h_0, h_0).
\end{align*}
\]

(3)

For simple, we define

\[
\begin{align*}
&f_1(u, v, w) : = u (1 - u - a_2 v) - d_1 uw; \\
f_2(u, v, w) : = r_2 v (1 - v - a_1 u) - d_2 vw; \\
f_3(u, v, w) : = c (v - w).
\end{align*}
\]

Obviously, system (1) is a one-dimensional reaction-diffusion system. We would like to show that (1.2) has a unique solution \((u, v, w, g, h)\) defined for all \(t > 0\), with \(u > 0, v > 0, w > 0, g' < 0\) and \(h' > 0\). Assume that the model parameters fulfill

\[
a_1 < 1,
\]

\[
1 - a_1 a_2 - a_1 d_1 > \frac{d_2}{r_2},
\]

\[
d_1 < 1 + \frac{d_2}{r_2} - a_2.
\]

Then, (1.2) have a state-steady solution \((u^*, v^*, w^*)\). Moreover, a spreading-vanishing dichotomy holds for (1.2), namely, as time tends to infinite either
(i) the \( v \) and \( w \) successfully establishes itself in human environment (henceforth called spreading) in the sense that \( h(t) \to \infty \), both \( u, v \) and \( w \) tend to positive constants \((u^*, v^*, w^*)\) (see Theorem 3.2).

(ii) the tumour cells \( v \) fails to establish and vanishes eventually (called vanishing), i.e., \( h(t) \to h_\infty \leq \frac{\sqrt{D}}{r_2} \) and

\[
\lim_{t \to \infty} ||v(t, \cdot)||_{C([g(t), h(t))]} = 0 \quad \lim_{t \to \infty} ||w(t, \cdot)||_{C([g(t), h(t)])} = 0.
\]

(see Theorem 3.2).

The criteria for spreading and vanishing are the following: If the initial occupying area \([-h_0, h_0]\) is beyond a critical size, i.e., \( h_0 \geq \frac{\sqrt{D}}{r_2} \), then regardless of the initial population size \((u_0, v_0)\), spreading always happens. On the other hand, if \( h_0 < \frac{\sqrt{D}}{r_2} \), then whether spreading or vanishing occurs is determined by the initial population size \((u_0, v_0, w_0)\) and the coefficient \( \mu \).

Recently, the free boundary problem has been described the dynamics of one species population \([3, 4, 5, 7, 13, 17]\). To better understand the asymptotic behavior of multiple species, Guo and Wu \([11]\) investigated the free boundary problems for Lotka-Volterra competition system. Wang, Zhao and Zhang \([20, 22, 23]\) studied the Lotka-Volterra prey-predator problems with different free boundaries conditions. The spreading-vanishing dichotomy, long time behavior of solution and criteria for spreading and vanishing have been established in there. The other related studies to free boundary problems of biological models, we refer to, for instance, \([6, 8, 9, 21]\) and references cited therein.

The organization of this paper is as follows. In Section 2, we first use a Schauder fixed point theorem to prove the local existence and apply the estimate of solution to state the uniqueness of solution to (2), and then show that it exists for all time \( t \). Section 3 is devoted to the long time behavior of \((u, v, w)\). In Section 4, we would like to provide the criteria for spreading and vanishing.

2. Existence and uniqueness of global solution. In this section, we first prove a local existence result by Schauder fixed point theorem, and then we use suitable estimate to illustrate that the solution is unique and defined for all time \( t \in (0, +\infty) \).

Define

\[
\Pi = \{a_1, a_2, r_2, d_1, d_2, c, D, \mu, h_0, \|u_0\|_\infty, \|v_0\|_{W^2_\infty(-h_0, h_0)}, \|w_0\|_{W^2_\infty(-h_0, h_0)}, \}.
\]

**Theorem 2.1.** For any given \((u_0, v_0, w_0)\) satisfying (3) and any \( \alpha \in (0, 1) \) and \( p > 3/(1-\alpha) \), there is a \( T > 0 \) such that problem (2) admits a unique solution

\[
(u, v, w, h, g) \in C^1([0, T]; L^\infty(\mathbb{R})) \times (W^{1,2}_p(D_T) \cap C^{1+\alpha/2, 1+\alpha}(\bar{D_T}))^2 \times C^{1+\alpha/2}(\bar{0, T})),
\]

where

\[
D_T = \{(t, x) \in \mathbb{R}^2 : t \in [0, T], g(t) < x < h(t)\}.
\]

Moreover

\[
\|v\|_{W^{1,2}_p(D_T)} + \|v\|_{C^{1+\alpha/2, 1+\alpha}(D_T)} + \|w\|_{W^{2,2}_p(D_T)} + \|w\|_{C^{1+\alpha/2}(\bar{0, T})} \leq C,
\]

where \( C \) and \( T \) only depend on \( \Pi \).

**Proof.** In the proof, positive constant \( C_i \) and \( C'_i \) depend on \( \Pi \). To save the space, we take \( \mu = 1 \) and \( \tau = 1 \) in this proof.
Step 1: Transformation of the solution (1). Let
\[
y = \frac{2x - g(t) - h(t)}{h(t) - g(t)}.
\]
Then (1) can be transformed into
\[
\begin{align*}
\{ u_t &= f_1(u, v, w), \quad t > 0, \quad x \in \mathbb{R}, \\
u(0, x) &= u_0(x), \quad x \in \mathbb{R}, \\
z_1(t, y) &= u(t, \frac{1}{2}[(h(t) - g(t))y + h(t) + g(t)]), \\
z_2(t, y) &= v(t, \frac{1}{2}[(h(t) - g(t))y + h(t) + g(t)]), \\
z_3(t, y) &= w(t, \frac{1}{2}[(h(t) - g(t))y + h(t) + g(t)]).
\end{align*}
\]

Then (1) can be transformed into
\[
\begin{align*}
\begin{cases}
z_2(t) - D\rho^2(t)z_{2yy} - D\zeta(t, y)z_{2y} &= f_2(z_1, z_2, z_3), \quad t > 0, \quad |y| < 1, \\
z_3 - \rho^2(t)z_{3yy} - \zeta(t, y)z_{3y} &= f_3(z_1, z_2, z_3), \quad t > 0, \quad |y| < 1, \\
z_2(t, \pm 1) &= z_3(t, \pm 1) = 0, \quad t \geq 0, \\
z_2(0, y) &= v_0(h_0y) := z_{20}(y), \quad |y| < 1, \\
z_3(0, y) &= w_0(h_0y) := z_{30}(y), \quad |y| < 1,
\end{cases}
\end{align*}
\]
where
\[
\rho(t) = \frac{2}{h(t) - g(t)}, \quad \zeta(t, y) = \frac{h'(t) + g'(t)}{h(t) - g(t)}, \quad \frac{h'(t) - g'(t)}{h(t) - g(t)} y.
\]

We should mention that we can not transform the differential equation of \(u(t, x)\) to that \(z_1(t, y)\). If we do so, then (7) will become
\[
\begin{align*}
\begin{cases}
z_{1y} - \zeta(t, y)z_{1y} &= f_1(z_1, z_2, z_3), \quad t > 0, \quad x \in \mathbb{R}, \\
z_1(0, y) &= u_0(h_0y), \quad y \in \mathbb{R},
\end{cases}
\end{align*}
\]
which is a hyperbolic problem and may be ill-defined.

Let \(T_1 = \{1, \frac{h_0}{2(4 + |g^*| + |h^*|)}\},\) and \(h^* = -v_0(h_0),\) \(g^* = -w_0(-h_0).\) For \(0 < T \leq T_1,\) denote \(I_T = [0, T] \times [-1, 1]\) and \(D_T := D_T^1 \times D_T^2 \times D_T^3 \times D_T^4,\) where
\[
\begin{align*}
D_T^1 &= \{z_2 \in C(I_T) : z_2(0) = -z_{20}(y), \quad z_2(t, \pm 1) = 0, \quad \|z_2 - z_{20}\|_{L^\infty(I_T)} \leq 1, \}
\end{align*}
\]
\[
\begin{align*}
D_T^2 &= \{z_3 \in C(I_T) : z_3(0) = -z_{30}(y), \quad z_3(t, \pm 1) = 0, \quad \|z_3 - z_{30}\|_{L^\infty(I_T)} \leq 1, \}
\end{align*}
\]
\[
\begin{align*}
D_T^3 &= \{g \in C^1[0, T] : g(0) = -h_0, \quad g'(0) = g^*, \quad \|g' - g^*\|_{L^\infty([0, T])} \leq 1, \}
\end{align*}
\]
\[
\begin{align*}
D_T^4 &= \{h \in C^1[0, T] : h(0) = h_0, \quad h'(0) = h^*, \quad \|h' - h^*\|_{L^\infty([0, T])} \leq 1. \}
\end{align*}
\]
Clearly, \(D_T\) is a bounded and closed convex set of \([C(I_T)]^2 \times [C^1[0, T]]^2.\)
Due to the choice of $T$, we can extend $g, h$ to new functions, denoted by themselves, such that $(g, h) \in \Omega^3_{T_1} \times \Omega^4_{T_1}$, where

\[
\begin{align*}
\Omega^3_{T_1} &= \{ g \in C^1[0, T] : g(0) = -h_0, \; g'(0) = g^*, \; \|g' - g^*\|_{L^\infty([0,T_1])} \leq 2 \}, \\
\Omega^4_{T_1} &= \{ h \in C^1[0, T] : h(0) = h_0, \; h'(0) = h^*, \; \|h' - h^*\|_{L^\infty([0,T_1])} \leq 2 \}.
\end{align*}
\]

Therefore, when $(g, h) \in D^3_T \times D^4_T$, we have $(g, h) \in \Omega^3_{T_1} \times \Omega^4_{T_1}$ and

\[
|g(t) + h_0| + |h(t) - h_0| \leq \frac{h_0}{2}, \; \forall t \in [0, T_1],
\]

which implies

\[
h_0 \leq h(t) - g(t) \leq 3h_0, \; \forall t \in [0, T_1].
\]

Thus, functions $\rho(t)$ and $\zeta(t, y)$ are well defined on $[0, T_1]$.

Step 2: Existence of the solution to (7)-(9). For the given $(z_2, z_3, g, h) \in D_T$. We first set $z_2 = 0$ and $z_3 = 0$ in $[0, T] \times ((-\infty, -1] \cup [1, \infty))$ and then extend $z_2$ and $z_3$ to $[T, T_1] \times \mathbb{R}$ by setting $z_2(t, y) = z_2(T, y)$ and $z_3(t, y) = z_3(T, y)$ for all $T < t \leq T_1$. Then, taking

\[
v(t, x) = z_2(t, \frac{2x - g(t) - h(t)}{h(t) - g(t)}), \; w(t, x) = z_3(t, \frac{2x - g(t) - h(t)}{h(t) - g(t)})
\]

in (10), we get a Cauchy problem of a logistic equation. It is easy to show that this Cauchy problem (7) has a unique solution

\[
u \in C^1([0, T_1]; L^\infty(\mathbb{R})), \; \|u\|_{L^\infty([0,T_1] \times \mathbb{R})} \leq C.
\]

Thus, the function

\[
z_1(t, y) = u(t, \frac{1}{2}|h(t) - g(t)|y + h(t) + g(t))
\]

satisfies $z_1 \in L^\infty([0, T_1] \times \mathbb{R})$.

Substitute these known functions $z_1(t, y)$ into (8) and consider the following problem

\[
\begin{cases}
\ddot{z}_2 - D\rho^2(t)\ddot{z}_2 + D\zeta(t, y)\ddot{z}_2 + r_2(a_1z_1 - 1)\ddot{z}_2, \\
= d_2z_2z_3 - r_2z_2^2, \quad t > 0, |y| < 1, \\
\ddot{z}_3 - \rho^2(t)\ddot{z}_3 + \zeta(t, y)\ddot{z}_3 + c\ddot{z}_3 = c\ddot{z}_2, \quad t > 0, |y| < 1, \\
\ddot{z}_2(t, \pm 1) = \ddot{z}_3(t, \pm 1) = 0, \quad t \geq 0, \\
\ddot{z}_2(0, y) = v_0(h_0y) := z_20(y), \quad |y| < 1, \\
\ddot{z}_3(0, y) = w_0(h_0y) := z_30(y), \quad |y| < 1.
\end{cases}
\]

The problem has a unique solution $\ddot{z}_2, \ddot{z}_3$ and

\[
\begin{align*}
\|\ddot{z}_2\|_{W^{1,2}_p(D_{T_1})} + \|\ddot{z}_2\|_{C^{1+\alpha/2,1+\alpha}(D_{T_1})} + \|\ddot{z}_3\|_{W^{1,2}_p(D_{T_1})} + \|\ddot{z}_3\|_{C^{1+\alpha/2,1+\alpha}(D_{T_1})} \leq C_1.
\end{align*}
\]

Define

\[
\begin{align*}
\tilde{g}(t) &= -h_0 - \int_0^t \rho(\tau)\ddot{z}_2(\tau, -1) + \rho(\tau)\ddot{z}_3(\tau, -1)d\tau, \\
\tilde{h}(t) &= h_0 - \int_0^t \rho(\tau)\ddot{z}_2(\tau, 1) + \rho(\tau)\ddot{z}_3(\tau, 1)d\tau.
\end{align*}
\]
Then $\hat{y}(0) = -h_0$, $\hat{h}(0) = h_0$, $\hat{y}'(0) = g^*$, $\hat{h}'(0) = h^*$, and
\[
\|\hat{h}\|_{C^{1+\alpha/2}([0, T])}, \quad \|\hat{y}'\|_{C^{1+\alpha/2}([0, T])} \leq C_2
\]

For $0 < T \leq T_1$, we define a mapping $\mathfrak{F} : D_T \to [C(I_T)]^2 \times [C^1([0, T])]^2$ by
\[
\mathfrak{F}(z_2, z_3, g, h) = (\hat{z}_2, \hat{z}_3, \hat{g}, \hat{h}).
\]
Obviously, $\mathfrak{F}$ is continuous in $D_T$, and $(z_2, z_3, g, h) \in D_T$ is a fixed point of $\mathfrak{F}$ if and only if $(u, v, w, g, h)$ solves (7), (8) and (9). According to (10) and (11), we know that $\mathfrak{F}$ is compact and
\[
\|\hat{z}_2 - z_{20}\|_{L^\infty(I_T)} \leq \|\hat{z}_2 - z_{20}\|_{C^{(1+\alpha)/2, 0}(I_T)} T^{(1+\alpha)/2} \leq C_1 T^{(1+\alpha)/2}, \forall t \in [0, T]
\]
\[
\|\hat{z}_3 - z_{30}\|_{L^\infty(I_T)} \leq \|\hat{z}_3 - z_{30}\|_{C^{(1+\alpha)/2, 0}(I_T)} T^{(1+\alpha)/2} \leq C_1 T^{(1+\alpha)/2}, \forall t \in [0, T]
\]
\[
\|\hat{y}' - g^*\|_{L^\infty([0, T])} \leq \|\hat{y}' - g^*\|_{C^{\alpha/2}([0, T])} T^{\alpha/2} \leq C_2 T^{\alpha/2}, \forall (t, y) \in I_T,
\]
\[
\|\hat{h}' - h^*\|_{L^\infty([0, T])} \leq \|\hat{h}' - h^*\|_{C^{\alpha/2}([0, T])} T^{\alpha/2} \leq C_2 T^{\alpha/2}, \forall (t, y) \in I_T.
\]
Therefore, if we take
\[
T \leq \min\{T_1, (C_2)^{-2/\alpha}, (C_1)^{-2/(1+\alpha)}\},
\]
then $\mathfrak{F}$ maps $D_T$ into itself. Consequently, $\mathfrak{F}$ has at least one fixed point
\[
(z_2, z_3, g, h) \in D_T
\]
by the Schauder fixed point theorem and (7)-(9) have at least one solution
\[
(u, z_2, z_3, g, h) \in [0, T] \quad t \in [0, T].
\]
Moreover, from the above discussion we see that $(u, z_2, z_3, g, h)$ satisfies
\[
g, h \in C^{1+\frac{1+\alpha}{2}}([0, T]), \quad g'(t) < 0, \quad h'(t) > 0, \quad \forall t \in (0, T],
\]
\[
eq C^1([0, T]; L^\infty(\mathbb{R})) \quad z_2 \in (W^1,2(I_T) \cap C^{1+\frac{1+\alpha}{2}}(I_T)),
\]
\[
z_3 \in (W^1,2(I_T) \cap C^{1+\frac{1}{2}+\alpha}(I_T))
\]
Step 3: Existence of solution $(u, v, w, g, h)$ to (2). Define as before,
\[
v(t, x) = z_2(t, 2x - g(t) - h(t) \quad w(t, x) = z_3(t, 2x - g(t) - h(t) \quad h(t) - g(t))
\]
Then $(u, v, w, g, h)$ satisfies (1), and $(u, v, w)$ satisfies
\[
u \in C^1([0, T]; L^\infty(\mathbb{R})), \quad v \in (W^1,2(D_T) \cap C^{1+\frac{1+\alpha}{2}, 1+\alpha}(D_T)),
\]
\[
w \in (W^1,2(D_T) \cap C^{1+\frac{1+\alpha}{2}, 1+\alpha}(D_T))
\]
Moreover, the estimate (10) gives
\[
\|z_2\|_{C^{(1+\alpha)/2, 1+\alpha}(I_T)} \leq C_1, \quad \|z_3\|_{C^{(1+\alpha)/2, 1+\alpha}(I_T)} \leq C_1,
\]
which implies
\[
\|v\|_{C^{(1+\alpha)/2, 1+\alpha}(D_T)} \leq C'_1, \quad \|w\|_{C^{(1+\alpha)/2, 1+\alpha}(D_T)} \leq C'_1,
\]
Thus $z_{2y} \in C^\alpha(I_T)$, $z_{3y} \in C^\alpha(I_T)$, $v_x \in C^\alpha(D_T)$, $w_x \in C^\alpha(D_T)$, and
\[
\|z_{2y}\|_{L^\infty(I_T)} \leq C'_1, \quad \|z_{3y}\|_{L^\infty(I_T)} \leq C'_1, \quad \|v_x\|_{L^\infty([0, T] \times \mathbb{R})} \leq C'_1,
\]
\[
\|w_x\|_{L^\infty([0, T] \times \mathbb{R})} \leq C'_1,
\]
where we have defaulted $v(t, x) = 0$ and $w(t, x) = 0$, when $x \not\in (g(t), h(t))$. 

Recall $u_0 \in C^1_b(\mathbb{R})$, \( \|u_x\|_{L^\infty([0,T] \times \mathbb{R})} \leq C'_1 \) and \( \|w_x\|_{L^\infty([0,T] \times \mathbb{R})} \leq C'_1 \), using the continuous dependence of solutions on parameters, we can show that \( u(t, \cdot) \in C^1_b(\mathbb{R}) \) and
\[
\|u, u_x\|_{L^\infty([0,T] \times \mathbb{R})} \leq C'_2. \tag{13}
\]

Step 4: Uniqueness of solution \((u, v, w, g, h)\) to (2). In the following we prove the uniqueness. Let \((\bar{u}, \bar{v}, \bar{w}, \bar{g}, \bar{h})\) and \((\hat{u}, \hat{v}, \hat{w}, \hat{g}, \hat{h})\) be the two solutions of (2), which are defined for \( t \in [0, T] \) with \( 0 < T \ll 1 \). Let
\[
\begin{align*}
\tilde{z}_1(t, y) &= \bar{u}(t, \frac{1}{2}((\tilde{h}(t) - \hat{g}(t))y + \hat{h}(t) + \hat{g}(t))), \\
\tilde{z}_2(t, y) &= \bar{v}(t, \frac{1}{2}((\tilde{h}(t) - \hat{g}(t))y + \hat{h}(t) + \hat{g}(t))), \\
\tilde{z}_3(t, y) &= \bar{w}(t, \frac{1}{2}((\tilde{h}(t) - \hat{g}(t))y + \hat{h}(t) + \hat{g}(t))).
\end{align*}
\]
and
\[
\begin{align*}
\hat{z}_1(t, y) &= \hat{u}(t, \frac{1}{2}((\hat{h}(t) - \hat{g}(t))y + \hat{h}(t) + \hat{g}(t))), \\
\hat{z}_2(t, y) &= \hat{v}(t, \frac{1}{2}((\hat{h}(t) - \hat{g}(t))y + \hat{h}(t) + \hat{g}(t))), \\
\hat{z}_3(t, y) &= \hat{w}(t, \frac{1}{2}((\hat{h}(t) - \hat{g}(t))y + \hat{h}(t) + \hat{g}(t))).
\end{align*}
\]
Then we have
\[
\begin{align*}
\left\| \tilde{z}_2 \right\|_{W^{1,2}_p(I_T)} &\leq C_1, & \left\| \tilde{z}_3 \right\|_{W^{1,2}_p(I_T)} &\leq C_1, \\
\left\| \hat{z}_2 \right\|_{W^{1,2}_p(I_T)} &\leq C_1, & \left\| \hat{z}_3 \right\|_{W^{1,2}_p(I_T)} &\leq C_1, \\
\left\| \tilde{z}_2 \right\|_{L^\infty(I_T)} &\leq C'_1, & \left\| \tilde{z}_3 \right\|_{L^\infty(I_T)} &\leq C'_1, \\
\left\| \hat{z}_2 \right\|_{L^\infty(I_T)} &\leq C'_1, & \left\| \hat{z}_3 \right\|_{L^\infty(I_T)} &\leq C'_1, \\
\left\| \bar{u}, \bar{u}_x \right\|_{L^\infty([0,T] \times \mathbb{R})} &\leq C'_2, & \left\| \hat{u}, \hat{u}_x \right\|_{L^\infty([0,T] \times \mathbb{R})} &\leq C'_2.
\end{align*}
\tag{14}
\]
Clearly, \((\tilde{z}_2, \tilde{z}_3, \tilde{g}, \tilde{h})\) and \((\hat{z}_2, \hat{z}_3, \hat{g}, \hat{h})\) solves (8) and (9) with \( z_1 = \tilde{z}_1 \) and \( z_1 = \hat{z}_1 \), respectively. Set
\[
\begin{align*}
U &= \hat{u} - \bar{u}, & V &= \hat{v} - \bar{v}, & W &= \hat{w} - \bar{w}, & Z_1 &= \hat{z}_1 - \tilde{z}_1, \\
Z_2 &= \hat{z}_2 - \tilde{z}_2, & Z_3 &= \hat{z}_3 - \tilde{z}_3, & G &= \hat{g} - \tilde{g}, & H &= \hat{h} - \tilde{h}.
\end{align*}
\]
Then we have
\[
\begin{align*}
\left\{ \begin{array}{ll}
U_t + (\hat{u} + \bar{u} + a_2 \hat{v} + d_1 \hat{w} - 1)U = -a_2 \bar{v}V - d_1 \bar{w}W, & 0 < t \leq T, \ x \in \mathbb{R}, \\
U(0, x) = 0, & x \in \mathbb{R}.
\end{array} \right.
\tag{15}
\]
By (14), it follows from (15) and (16) that
\[
\begin{align*}
H_G(z_2, y) &= \left\{ \begin{array}{ll}
H_G(z_2, y) &= t > 0, \ |y| < 1, \\
H_G(z_2, y) &= t \geq 0, \ |y| < 1, \\
H_G(z_2, y) &= t = 0, \ |y| < 1,
\end{array} \right.
\end{align*}
\]
and
\[
\begin{align*}
H'(t) &= -\rho_2(t)z_2(t, 1) - (\rho_2(t) - \rho_1(t))\bar{z}_2(t, 1) - \rho_2(t)Z_3(y, 1), \\
G'(t) &= t > 0, \\
G'(t) &= t \leq 0, \ |y| < 1,
\end{align*}
\]
\[
g(0) = -h_0, \ h(0) = h_0.
\]
By (14), it follows from (15) and (16) that
\[
\begin{align*}
\|U\|_{L^\infty([0,T] \times \mathbb{R})} &\leq C_3T\left(\|V\|_{L^\infty([0,T] \times \mathbb{R})} + \|W\|_{L^\infty([0,T] \times \mathbb{R})}\right), \\
\|Z_2\|_{W_{1,2}^{2}(I_T)} &\leq C_4\left(\|G\|_{C^1([0,T])} + \|H\|_{C^1([0,T])} + \|Z_1\|_{L^\infty(I_T)} + \|Z_3\|_{L^\infty(I_T)}\right), \\
\|Z_3\|_{W_{1,2}^{2}(I_T)} &\leq C_5\left(\|G\|_{C^1([0,T])} + \|H\|_{C^1([0,T])} + \|Z_2\|_{L^\infty(I_T)}\right).
\end{align*}
\]
For the given \((t, y) \in I_T\), using the relation
\[
\begin{align*}
\hat{x}(t, y) &= \frac{1}{2}\left(\hat{h}(t) - \hat{g}(t)\right)y + \hat{h}(t) + \hat{g}(t), \\
\hat{z}(t, y) &= \frac{1}{2}\left(\hat{h}(t) - \hat{g}(t)\right)y + \hat{h}(t) + \hat{g}(t),
\end{align*}
\]
and (14), (18), by a series of calculations we can get
\[
\begin{align*}
\|Z_1(t, y)\| &\leq C_3T\left(\|V\|_{L^\infty([0,T] \times \mathbb{R})} + \|W\|_{L^\infty([0,T] \times \mathbb{R})}\right) \\
&\quad + C'\left(\|G\|_{C^1([0,T])} + \|H\|_{C^1([0,T])}\right)
\end{align*}
\]
This implies
\[
\|Z_1\|_{L^\infty(I_T)} \leq C_3T\left(\|V\|_{L^\infty([0,T] \times \mathbb{R})} + \|W\|_{L^\infty([0,T] \times \mathbb{R})}\right) \\
+ C_2'\left(\|G\|_{C^1([0,T])} + \|H\|_{C^1([0,T])}\right). \tag{21}
\]
Substituting (21) into (19), we get
\[
\|Z_2\|_{W_{1,2}^{2}(I_T)} \leq C_6\left(\|G\|_{C^1([0,T])} + \|H\|_{C^1([0,T])} + T\left(\|V\|_{L^\infty([0,T] \times \mathbb{R})}\right) \\
+ \|W\|_{L^\infty([0,T] \times \mathbb{R})} + \|Z_3\|_{L^\infty(I_T)}\right). \tag{22}
\]
By a series of carefully analysis, we can show that
\[
\|V\|_{L^\infty([0,T] \times \mathbb{R})} \leq C_7\left(\|G\|_{C^1([0,T])} + \|H\|_{C^1([0,T])}\right) + \|Z_2\|_{L^\infty(I_T)} \tag{23}
\]
and
\[
\|W\|_{L^\infty([0,T] \times \mathbb{R})} \leq C_8\left(\|G\|_{C^1([0,T])} + \|H\|_{C^1([0,T])}\right) + \|Z_3\|_{L^\infty(I_T)}. \tag{24}
\]
Substituting (23) and (24) into (22) one has
\[ \|Z_2\|_{W^1_p(I_T)} \leq C_9(\|G\|_{C^1([0,T])} + \|H\|_{C^1([0,T])}) + T(\|Z_2\|_{L^\infty(I_T)} + \|Z_3\|_{L^\infty(I_T)}) \] (25)

From the proof of Theorem 1.1 in [18], we have
\[ [Z_2]_{C^\frac{\alpha}{2}_T(I_T)}, [Z_3y]_{C^\frac{\alpha}{2}_T(I_T)} \leq C \|Z_2\|_{W^1_p(I_T)}, \] (26)
\[ [Z_3]_{C^\frac{\alpha}{2}_T(I_T)}, [Z_3y]_{C^\frac{\alpha}{2}_T(I_T)} \leq C \|Z_3\|_{W^1_p(I_T)} \] (27)

where \( C \) independent of \( T^{-1}, [\cdot]_{C^\frac{\alpha}{2}_T(I_T)} \) is Hölder semi-norm. Note that \( Z_2(0, y) = 0 \), for any \((t, y) \in I_T\) these hold:
\[ |Z_2(t, y)| \leq [Z_2]_{C^\frac{\alpha}{2}_T(I_T)} T^\frac{\alpha}{2} \leq C \|Z_2\|_{W^1_p(I_T)} T^\frac{\alpha}{2}, \]
which implies
\[ \|Z_2\|_{L^\infty(I_T)} \leq C \|Z_2\|_{W^1_p(I_T)} T^\frac{\alpha}{2}. \]

Similarly, we also have
\[ \|Z_3\|_{L^\infty(I_T)} \leq C \|Z_3\|_{W^1_p(I_T)} T^\frac{\alpha}{2}. \]

These combined with (20) and (25) allow us to derive
\[ \|Z_3\|_{W^1_p(I_T)} \leq C_5(\|G\|_{C^1([0,T])} + \|H\|_{C^1([0,T])}) + \|Z_2\|_{W^1_p(I_T)} T^\frac{\alpha}{2}, \]
and
\[ \|Z_2\|_{W^1_p(I_T)} \leq C_9 C T(\|Z_2\|_{W^1_p(I_T)} + \|Z_3\|_{W^1_p(I_T)}) + C_9(\|G\|_{C^1([0,T])} \]
\[ + \|H\|_{C^1([0,T])}) + C_9 \|Z_3\|_{W^1_p(I_T)} T^\frac{\alpha}{2}, \]
This imply
\[ \|Z_2\|_{W^1_p(I_T)} + \|Z_3\|_{W^1_p(I_T)} \leq C_9 CT(\|Z_2\|_{W^1_p(I_T)} + \|Z_3\|_{W^1_p(I_T)}) \]
\[ + (C_5 + C_9)(\|G\|_{C^1([0,T])} + \|H\|_{C^1([0,T])}) + C_5 \|Z_2\|_{W^1_p(I_T)} T^\frac{\alpha}{2}, \]
\[ + C_9 \|Z_3\|_{W^1_p(I_T)} T^\frac{\alpha}{2}, \] (28)

If \( C_5 CT + C_9 T^\frac{\alpha}{2} \leq \frac{1}{2} \) and \( C_5 CT + C_9 T^\frac{\alpha}{2} \leq \frac{1}{2}. \) Using (17), (26), (27) and (28) we can derive
\[ [G']_{C^\frac{\alpha}{2}_T([0,T])} + [H']_{C^\frac{\alpha}{2}_T([0,T])} \leq C_{10}(\|G\|_{C^1([0,T])} + \|H\|_{C^1([0,T])}) \]
where \( C_{10} \) is independent of \( T^{-1}. \) Noticing \( G'(0) = G(0) = H'(0) = H(0), \) we have
\[ \|G\|_{C^1([0,T])} + \|H\|_{C^1([0,T])} = T^\frac{\alpha}{2}(1 + T)([G']_{\frac{\alpha}{2}} + [H']_{\frac{\alpha}{2}}) \]
\[ \leq 2C_{10} T^\frac{\alpha}{2}(\|G\|_{C^1([0,T])} + \|H\|_{C^1([0,T])}). \]
Take \( T \) satisfying \( 2C_{10} T^\frac{\alpha}{2} < 1. \) Then \( H \equiv 0 \) and \( G \equiv 0 \) in \([0,T]. \) Consequently,
\( Z_1 \equiv Z_2 \equiv Z_3 \equiv 0. \) This implies \( \vec{v} = \vec{v}, \ w = \vec{w}, \) and \( \vec{u} = \vec{u}. \) The uniqueness is obtained and the proof is complete. \( \square \)

To show that the local solution obtained in Theorem 2.1 can be extended to the all \( t > 0, \) we need the estimates of solution. In the same way as [19, 20], we can prove the following lemma.
Lemma 2.2. The solution of the free boundary problem (2) satisfies
\[ 0 < u(x,t) \leq M_1 \quad \text{for} \quad 0 \leq t \leq T, \quad -\infty < x < \infty, \]
\[ 0 < v(x,t) \leq M_2 \quad \text{for} \quad 0 \leq t \leq T, \quad g(t) \leq x \leq h(t), \]
\[ 0 < w(x,t) \leq M_3 \quad \text{for} \quad 0 \leq t \leq T, \quad g(t) \leq x \leq h(t), \]
and
\[ 0 < h'(t) \leq M_4 \quad \text{for} \quad 0 < t \leq T, \]
\[ -M_5 \leq g'(t) < 0 \quad \text{for} \quad 0 < t \leq T, \]
where \( M_i \) is independent of \( T \) for \( i = 1, 2, 3, 4, 5 \).

Based on the above estimates, we are now in a position to prove that the solution of problem (2) is actually a global solution.

Theorem 2.3. The solution of problem (2) exists and is unique for all \( t \in (0, \infty) \).

Proof. Let \([0, T_{\text{max}}]\) be the maximal time interval in which the solution exists. By Theorem 2.1, \( T_{\text{max}} > 0 \). It remains to show that \( T_{\text{max}} = \infty \). Arguing indirectly, it is assumed that \( T_{\text{max}} < \infty \). By Lemma 2.2, there exist positive constants \( M_1, M_2, M_3, M_4 \) and \( M_5 \) independent of \( T_{\text{max}} \) such that for \( t \in [0, T_{\text{max}}) \),
\[
\begin{cases}
0 < u(t, x) \leq M_1, & -\infty < x < \infty, \\
0 < v(t, x) \leq M_2, & 0 < w(t, x) \leq M_3, \\
h_0 \leq h(t) \leq h_0 + M_4 t, & 0 < h'(t) \leq M_4, \\
g_0 - M_5 t \leq g(t) \leq g_0, & -M_5 < g'(t) \leq 0, \\
g(t) < x < h(t),
\end{cases}
\]

For fixed \( \tau \in [0, T_{\text{max}}) \), it follows from the proof of Theorem 2.1 that there a \( \tau > 0 \), depending only on \( C \) and \( M_i (i = 1, 2, 3, 4, 5) \), such that the solution of (2) with initial time \( T_{\text{max}} - \tau/2 \) can be extended uniquely to the time \( T_{\text{max}} - \tau/2 + \tau \). But this contradicts the definition of \( T_{\text{max}} \). The proof is complete. \( \square \)

Remark 1. It follows from the uniqueness of the solution to (2) and some standard compactness argument that the unique solution \((u, v, w, g, h)\) depends continuously on the parameters appearing in the problem (2). This fact will be used in later analysis.

3. Long time behavior of \((u, v, w)\). In this section, we mainly study the long time behavior of \((u, v, w)\). In view of Lemma 2.2, we see that the free boundary \( x = h(t) \) is strictly increasing function and \( x = g(t) \) is strictly decreasing function with respect to the time \( t \). Thus, either
\[ h_\infty - g_\infty < \infty \quad \text{or} \quad h_\infty - g_\infty = \infty, \]
where
\[ \lim_{t \to \infty} (h(t) - g(t)) = h_\infty - g_\infty. \]
To save the space, we take \( \tau = 1 \) in this section. We first present a very useful estimate, which can be proved similarly as [11, Lemma 3.3] and [20, Theorem 4.1].

Lemma 3.1. If \( h_\infty - g_\infty < \infty \), then there exists a constant \( K > 0 \), such that the solution \((u, v, w, g, h)\) of (2) satisfies
\[
\|v(t, \cdot)\|_{C^1_0([g(t), h(t)])} \leq K, \quad \|v(t, \cdot)\|_{C^1([g(t), h(t)])} \leq K, \quad \forall \ t > 1; \\
\lim_{t \to \infty} g'(t) = 0, \quad \lim_{t \to \infty} h'(t) = 0.
\]
Let us recall the definitions of spreading and vanishing. If \( g_\infty - h_\infty = \infty \),
\[
\liminf_{t \to \infty} \|v(t, \cdot)\|_{C([g(t), h(t))]} > 0, \quad \liminf_{t \to \infty} \|w(t, \cdot)\|_{C([g(t), h(t))]} > 0,
\]
then the tumour cells and acid-mediated can survive and spread to the whole domain \((-\infty, \infty)\), so we call it spreading. While if \( h_\infty - g_\infty < \infty \) and
\[
\liminf_{t \to \infty} \|v(t, \cdot)\|_{C([g(t), h(t))]} = 0, \quad \liminf_{t \to \infty} \|w(t, \cdot)\|_{C([g(t), h(t))]} = 0.
\]
then the tumour cells and acid-mediated will be maintained in a finite region and finally goes to extinction, thus we call this vanishing.

3.1. Vanishing case. Our first result indicates that if the tumour cells and acid-mediated cannot spread to the whole domain \((-\infty, \infty)\), then it must vanish.

**Theorem 3.2.** Suppose that (4), (5) and (6) hold. Let \((u, v, w, g, h)\) be any solution of (2). If \( h_\infty - g_\infty < \infty \), then the solution \((u, v, w, g, h)\) of (2) satisfies
\[
\lim_{t \to \infty} \|v(t, \cdot)\|_{C([g(t), h(t))]} = 0.
\]
(29)
\[
\lim_{t \to \infty} \|w(t, \cdot)\|_{C([g(t), h(t))]} = 0.
\]
(30)
\[
\lim_{t \to \infty} u(t, x) = 1 \quad \text{uniformly on any compact subset of } (-\infty, \infty).
\]
(31)

**Proof.** Conclusion (29) and (30) can be deduced from Lemma 2.2 and Proposition 3.1 in [16]. In the following we prove (31). By the comparison principle \(u(t, x) \leq \bar{u}(t)\) for all \(t \in [0, \infty)\) and \(x \in (-\infty, \infty)\), where
\[
\bar{u}(t) = e^t \left( e^t - 1 + \frac{1}{\|u_0\|_\infty} \right)^{-1},
\]
(32)
which is the solution of the ODE problem
\[
\bar{u}'(t) = \bar{u}(1 - \bar{u}), \quad t > 0; \quad \bar{u}(0) = \|u_0\|_\infty.
\]

Since \(\lim_{t \to \infty} \bar{u}(t) = 1\), we have that \(\limsup_{t \to \infty} u(t, x) \leq 1\) uniformly in \((-\infty, \infty)\).

On the other hand, for any given \(\varepsilon\), there exists \(T_\varepsilon > 0\) and \(l_\varepsilon > 0\), such that the function \(u(t, x)\) satisfies
\[
u_t \geq u(1 - u - \varepsilon), \quad t > T_\varepsilon, \quad -l_\varepsilon < x < l_\varepsilon
\]

For any \(L > 0\), consider the unique solution \(u\) of
\[
\begin{cases}
  u = u(1 - u - \varepsilon), & t > T_\varepsilon, \quad -L < x < L \\
  u(T_\varepsilon) = \min_{[-L, L]} u(T_\varepsilon), & t > T_\varepsilon.
\end{cases}
\]

It follows form the comparison principle that Thus \(u(t, x) \leq u(t, x)\) for \(t > T_\varepsilon\) and \(x \in [-L, L]\). Hence
\[
\liminf_{t \to \infty} \min_{[-L, L]} u(t, \cdot) \geq \lim_{t \to \infty} u(t, x) = 1 - \varepsilon.
\]
In view of the arbitrariness of the \(L\), we derive that \(\liminf_{t \to \infty} u(t, x) \geq 1 - \varepsilon\) uniformly in the compact subset of \((-\infty, \infty)\). Since \(\varepsilon > 0\) is arbitrary, it follows that \(\liminf_{t \to \infty} u(t, x) \geq 1\) uniformly in any bounded subset of \((-\infty, \infty)\). The proof is completed. \(\square\)

**Remark 2.** This theorem plays key roles in the following two aspects: (i) affirming the tumour cells and acid-mediated disappears eventually; (ii) determining the criteria for spreading and vanishing (see the following Section 5).
3.2. **Spreading case.** The following theorem shows that the tumour cells and acid-mediated successfully establishes itself in human environment, and moreover both $u$, $v$ and $w$ go to constant in the sense that $h_\infty - g_\infty = \infty$. A heterogeneous state, $(u, v, w) = (1 - (a_2 + d_1)\bar{v}, \bar{v}, \bar{v})$, where
\[
\bar{v} = \frac{1 - a_1}{1 - a_1(a_2 + d_1) + \frac{d_2}{r_2}}.
\]
We define
\[
(u^*, v^*, w^*) = (1 - (a_2 + d_1)\bar{v}, \bar{v}, \bar{v})
\]
(33)

**Theorem 3.3.** Suppose that (4), (5) and (6) holds. If $h_\infty - g_\infty = \infty$, then the solution $(u, v, w, g, h)$ of (2) satisfies
\[
\lim_{t \to \infty} u(t, x) = u^*, \quad \lim_{t \to \infty} v(t, x) = v^*, \quad \lim_{t \to \infty} w(t, x) = w^*
\]
uniformly in any compact subset of $(-\infty, \infty)$.

**Proof.** Let $M = \max\{M_1, M_2, M_3, M_4, M_5\}$, where $M_i$ is determined by Lemma 2.2, $i = 1, 2, 3, 4, 5$. We would like to construct the suitable iteration sequences to complete the proof.

**Step 1: The construction of $\bar{u}_1$.**

For any given $0 < \varepsilon << 1$, notice that $v > 0$ and $w > 0$, there exists $l_\varepsilon$ and $T_1$ such that $u$ satisfies
\[
u_t \leq u(1 + \varepsilon - u), \quad t > T_1, \quad -l_\varepsilon < x < l_\varepsilon,
\]
For any $L > 0$, consider the unique solution $\bar{u}$ of
\[
\begin{aligned}
\bar{u}_t &= \bar{u}(1 + \varepsilon - \bar{u}), \quad t > T_1, \quad -L < x < L, \\
\bar{u}(T_1) &= \max_{[-L, L]} u(T_1, x), \quad t > T_1.
\end{aligned}
\]
Applying comparison principle, we have
\[
u(t, x) \leq \bar{u}(t, x), \quad t \geq T_1, \quad -L < x < L.
\]
It arrive at
\[
\limsup_{t \to \infty} \max_{[-L, L]} u(t, \cdot) \leq \lim_{t \to \infty} \bar{u}(t, x) = 1 + \varepsilon
\]
By the arbitrariness of $\varepsilon$, this implies
\[
\limsup_{t \to \infty} u(t, x) \leq 1 := \bar{u}_1 \quad \text{uniformly on the compact subset of} \quad (\infty, \infty). \tag{34}
\]

**Step 2: The construction of $\bar{v}_1$.**

For any given $L > 0$, $0 < \delta << 1$ and $0 < \varepsilon << 1$, let $l_\varepsilon$ is given by Lemma A.2 with $d_1 = \bar{D}$, $\beta = \bar{r}_2$, $\theta = \bar{r}_2$ and $q = M$. In view of $g_\infty = \infty$ and $h_\infty = \infty$, there exist $T_2 > T_1$ such that Therefore, $v$ satisfies
\[
\begin{aligned}
v_t - Dv_{xx} &\leq \bar{r}_2 v(1 - v), \quad t \geq T_2, \quad -l_\varepsilon < x < l_\varepsilon, \\
v(t, t, \pm l_\varepsilon) &\leq M, \quad t > T_2.
\end{aligned}
\]
As $v(T_2, x) > 0$ in $[-L, L]$, by use of Lemma A.2, it deduces that
\[
\limsup_{t \to \infty} v(t, x) \leq 1 + \varepsilon \quad \text{uniformly on} \quad [-L, L].
\]
The arbitrariness of $\varepsilon$ and $L$ imply that
\[
\limsup_{t \to \infty} v(t, x) \leq 1 := \bar{v}_1 \quad \text{uniformly on the compact subset of} \quad (-\infty, \infty). \tag{35}
\]
Step 3: The construction of \( \bar{w}_1 \).
For any given \( 0 < \varepsilon < < 1 \), According to assuming, \( h_\infty - g_\infty = \infty \), there is \( T_3 > T_2 \) such that
\[
g(t) < -l_\varepsilon, \quad h(t) > l_\varepsilon, \quad \forall t > T_3, \quad -l_\varepsilon < x < l_\varepsilon,
\]
and
\[
w_t - w_{xx} = c(v - w), \quad t > T_3, \quad -l_\varepsilon < x < l_\varepsilon,\]
Since \( \bar{v}_1 > v(t, x) \) for \( t \geq T_3 \) and \(-l_\varepsilon < x < l_\varepsilon \). Applying comparison principle, we have
\[
w(t, x) \leq \bar{v}_1, \quad t \geq T_3, \quad -L < x < L.
\]
Thus
\[
\limsup_{t \to \infty} w(t, x) \leq \bar{v}_1 := \bar{w}_1 \quad \text{uniformly on the compact subset of } (-\infty, \infty). \quad (36)
\]

Step 4: The construction of \( u_1 \).
For any given \( 0 < \delta << 1 \), \( \delta > 0 \) and \( 0 < \varepsilon << 1 \), let \( l_\varepsilon > 0 \), there exists \( T_4 > T_3 \) such that
\[
v(t, x) \leq \bar{v}_1 + \delta, \quad w(t, x) \leq \bar{w}_1 + \delta, \quad \forall t > T_4, \quad -l_\varepsilon < x < l_\varepsilon.
\]
Therefore \( u \) satisfies
\[
u_t \geq u(1 - u - \bar{v}_1 - \bar{w}_1 - 2\delta), \quad t \geq T_4, \quad -l_\varepsilon < x < l_\varepsilon,
\]
For any \( L > 0 \), consider the unique solution \( \bar{u} \) of
\[
\begin{align*}
u_t &= u(1 - u - \bar{v}_1 - \bar{w}_1 - 2\delta), \quad t \geq T_4, \quad -L < x < L, \\
u(T_4) &= \min_{[-L,L]} u(T_4), \quad t \geq T_4.
\end{align*}
\]
It follows from the comparison principle that
\[
u(t, x) \leq u(t, x), \quad t \geq T_4, \quad -L < x < L.
\]
It yields \( \lim_{t \to \infty} \min_{[-L,L]} u(t, \cdot) > \lim_{t \to \infty} \bar{u}(t, x) = 1 - \bar{v}_1 - \bar{w}_1 - 2\delta \) uniformly on \([-L, L]\). Since \( \delta > 0 \) can be arbitrarily small, this implies that
\[
\lim_{t \to \infty} u(t, x) \geq u_1 := 1 - \bar{v}_1 - \bar{w}_1 \quad \text{uniformly on the compact subset of } (-\infty, \infty). \quad (37)
\]

Step 5: The construction of \( \bar{v}_1 \).
For given \( L > 0 \) and \( 0 < \delta, \varepsilon << 1 \), let \( l_\varepsilon \) be given by Lemma A.1 with \( d_1 = D \), \( \beta = r_2(1 - a_1(\bar{u}_1 + \delta) - \frac{d_2}{r_2}(\bar{w}_1 + \delta)) \) and \( \theta = r_2 \). By virtue of (34) and (36), there is \( T_5 > T_4 \) such that
\[
u(t, x) \leq \bar{u}_1 + \delta, \quad w(t, x) \leq \bar{w}_1 + \delta, \quad \forall t > T_5, \quad -l_\varepsilon < x < l_\varepsilon.
\]
Thus, \( u \) satisfies
\[
\begin{align*}
v_t - Dv_{xx} &\geq r_2 v \left( 1 - v - a_1(\bar{u}_1 + \delta) - \frac{d_2}{r_2}(\bar{w}_1 + \delta) \right), \quad t > T_5, -l_\varepsilon < x < l_\varepsilon, \\
v(t, \pm l_\varepsilon) &\geq 0,
\end{align*}
\]
We can get
\[
\liminf_{t \to \infty} v(t, x) \geq 1 - a_1 \bar{u}_1 - \frac{d_2}{r_2} \bar{w}_1 := \bar{v}_1
\]
uniformly on the compact subset of \((-\infty, \infty)\).

Step 6: The construction of \( w_1 \).
For any given $L > 0$ and $0 < \varepsilon < 1$. According to assuming, $h_{\infty} - g_{\infty} = \infty$, there is $T_6 > T_5$ such that
\[ g(t) < -L, \quad h(t) > L, \quad \forall \ t > T_6, \quad -L < x < L. \]
Since $w$ satisfies
\[ w_t - w_{xx} = c(v - w), \quad t > T_6, \quad -L < x < L, \]
Note that $v_1 \leq v(t, x)$ for $t > T_6$ and $-l_\varepsilon < x < l_\varepsilon$. By comparison principle, we know that
\[ w(t, x) \geq v_1, \quad \forall \ t > T_6, -L < x < L. \]
Thus
\[ \liminf_{t \to \infty} w(t, x) \geq \overline{w}_1 := v_1 \text{ uniformly on the compact subset of } (-\infty, \infty). \quad (39) \]

**Step 7: The construction of $\overline{u}_2$.**

For any given $0 < \varepsilon, \delta << 1$, notice that $v > 0$ and $w > 0$, these exist $l_\varepsilon$ and $T_7$, such that $u$ satisfies
\[ u_t \leq u(1 - u - a_2(v_1 - \delta) - d_1(w_1 - \delta)), \quad t > T_7, \quad -L < x < L. \]
For any $L > 0$, consider the unique solution $\overline{u}$ of
\[
\begin{cases}
\overline{u}_t &= \overline{u}(1 - \overline{u} - a_2(v_1 - \delta) - d_1(w_1 - \delta)), \quad t > T_7, \quad -L < x < L, \\
\overline{u}(T_7) &= \max_{[-L, L]} u(T_7, x), \quad t > T_7.
\end{cases}
\]

Applying comparison principle, we have
\[ u(t, x) \leq \overline{u}(t, x), \quad t \geq T_7, \quad -L < x < L. \]
It arrive at
\[ \limsup_{t \to \infty} \max_{[-L, L]} u(t, \cdot) \leq \liminf_{t \to \infty} \overline{u}(t, x) = 1 - a_2\overline{w}_1 - d_1\overline{w}_1. \]
By the arbitrariness of $\varepsilon$ and $L$, this implies
\[ \limsup_{t \to \infty} u(t, x) \leq 1 - a_2\overline{w}_1 - d_1\overline{w}_1 := \overline{u}_2 \quad (40) \]
uniformly on the compact subset of $(-\infty, \infty)$.

**Step 8: The construction of $\overline{v}_2$.**

For any given $L > 0$, $0 < \delta << 1$ and $0 < \varepsilon << 1$, let $l_\varepsilon$ is given by Lemma A.2 with $d_1 = D$, $\beta = r_2(1 - a_1(u_1 - \delta) - \frac{d_2}{r_2}(w_1 - \delta))$, $\theta = r_2$ and $q = M$. In view of
\[ g_{\infty} = \infty \text{ and } h_{\infty} = \infty, \text{ there exist } T_8 \text{ such that Therefore, } v \text{ satisfies} \]
\[
\begin{cases}
v_t - Dv_{xx} \leq r_2v \left(1 - v - a_1(u_1 - \delta) - \frac{d_2}{r_2}(w_1 - \delta)\right), \quad t \geq T_8, \quad -L < x < L, \\
v(t, \pm L) \leq M, \quad t > T_8.
\end{cases}
\]
As $v(T_8, x) > 0$ in $[-L, L]$, by use of Lemma A.1, it deduces that
\[ \limsup_{t \to \infty} v(t, x) \leq 1 - a_1\overline{w}_1 - \frac{d_2}{r_2}\overline{w}_1 + \varepsilon \text{ uniformly on } [-L, L]. \]
The arbitrariness of $\varepsilon$ and $L$ imply that
\[ \limsup_{t \to \infty} v(t, x) \leq 1 - a_1\overline{w}_1 - \frac{d_2}{r_2}\overline{w}_1 =: \overline{v}_2 \quad (41) \]
uniformly on the compact subset of $(-\infty, \infty)$.

**Step 9: The construction of $\overline{w}_2$.**
For any given $L > 0$ and $0 < \varepsilon << 1$, according to $g_\infty = \infty$ and $h_\infty = \infty$, there is $l_\varepsilon > L$ and $T_9 > T_k$ such that

$$g(t) < -l_\varepsilon, \quad h(t) > l_\varepsilon, \quad \forall \ t > T_9, \ -l_\varepsilon < x < l_\varepsilon.$$  

Since $w$ satisfies

$$w_t - w_{xx} = (v - w), \quad t > T_9, \ -l_\varepsilon < x < l_\varepsilon,$$

Note that $\bar{v}_2 \geq v(t, x)$, for $t > T_9$ and $-l_\varepsilon < x < l_\varepsilon$. By use of comparison principle, we have

$$w(t, x) \leq \bar{v}_2, \quad \forall \ t > T_9, \ -L < x < L.$$  

Thus

$$\limsup_{t \to \infty} w(t, x) \leq \bar{v}_2 := \bar{v}_2 \text{ uniformly on the compact subset of } (-\infty, \infty).$$  

**Step 10: The construction of $u_2$.**

For any given $L > 0$, $0 < \delta \ll 1$, $\delta > 0$ and $0 < \varepsilon << 1$, let $l_\varepsilon > 0$, there exists $T_{10} > T_9$ such that

$$v(t, x) \leq \bar{v}_2 + \delta, \quad w(t, x) \leq \bar{w}_2 + \delta, \quad \forall \ t > T_{10}, \ -l_\varepsilon < x < l_\varepsilon.$$  

Therefore $u$ satisfies

$$u_t \geq u(1 - u - \bar{v}_2 - \bar{w}_2 - 2\delta), \quad t \geq T_{10}, \ -l_\varepsilon < x < l_\varepsilon.$$  

For any $L > 0$, consider the unique solution $u$ of

$$\begin{cases} u = u(1 - u - \bar{v}_2 - \bar{w}_2 - 2\delta), & t \geq T_{10}, \ -L < x < L, \\ u(T_{10}) = \min_{[-L,L]} u(T_{10}, \cdot) > 0, & t \geq T_{10}. \end{cases}$$

It follows from the comparison principle that

$$u(t, x) \leq u(t, x), \quad t \geq T_{10}, \ -L < x < L.$$  

It yields $\liminf_{t \to \infty} \min_{[-L,L]} u(t, \cdot) > \lim_{t \to \infty} u(t, x) = 1 - \bar{v}_2 - \bar{w}_2 - 2\delta$ uniformly on $[-L, L]$. Since $\varepsilon > 0$ and $L$ are arbitrary, this implies that

$$\liminf_{t \to \infty} u(t, x) \geq 1 - \bar{v}_2 - \bar{w}_2 := u_2$$  

uniformly on the compact subset of $(-\infty, \infty)$.

**Step 11: The construction of $v_2$.**

For given $L > 0$ and $0 < \delta$, $\varepsilon << 1$, let $l_\varepsilon$ be given by Lemma A.1 with $d_1 = D$, $\beta = r_2(1 - a_1(\bar{u}_2 + \delta) - \frac{d_2}{r_2}(\bar{w}_2 + \delta))$ and $\theta = r_2$. By virtue of (40) and (42), there is $T_{11} > T_{10}$ such that

$$u(t, x) \leq \bar{u}_2 + \delta, \quad w(t, x) \leq \bar{w}_2 + \delta, \quad \forall \ t > T_{11}, \ -l_\varepsilon < x < l_\varepsilon.$$  

Thus, $u$ satisfies

$$\begin{cases} v_t - Dv_{xx} \geq r_2 v \left(1 - v - a_1(\bar{u}_2 + \delta) - \frac{d_2}{r_2}(\bar{w}_2 + \delta)\right), & t > T_{11}, \ -l_\varepsilon < x < l_\varepsilon, \\ v(t, \pm l_\varepsilon) \geq 0, & t > T_{11}. \end{cases}$$  

Similarly to Step 5, we can get

$$\liminf_{t \to \infty} v(t, x) \geq 1 - a_1 \bar{u}_2 - \frac{d_2}{r_2} \bar{w}_2 := v_2$$  

uniformly on the compact subset of $(-\infty, \infty)$.  

---
Step 12: The construction of \( \overline{w}_2 \). For any given \( L > 0, 0 < \varepsilon << 1 \), according to \( g_{\infty} = \infty \) and \( h_{\infty} = \infty \), there is \( l_\varepsilon > L \) and \( T_{12} > T_{11} \) such that
\[
g(t) < -l_\varepsilon, \quad h(t) > l_\varepsilon, \quad \forall \ t > T_{12}, \ -l_\varepsilon < x < l_\varepsilon.
\]
Since \( w \) satisfies
\[
w_t - w_{xx} = c(v - w), \quad t > T_{12}, \quad -l_\varepsilon < x < l_\varepsilon,
\]
Note that \( v_2 \leq v(t, x) \) for \( t > T_{12} \) and \( -l_\varepsilon < x < l_\varepsilon \). By comparison principle, we know
\[
w(t, x) \geq v_2, \quad \forall \ t > T_{12}, \ -L < x < L.
\]
Therefore
\[
\liminf_{t \to \infty} w(t, x) \geq \overline{w}_2 := v_2 \quad \text{uniformly on the compact subset of} \ (-\infty, \infty). \quad (45)
\]

Step 13: Repeating the above procedure, we can find four sequences \( \{\bar{u}_i\}, \{\underline{u}_i\}, \{\bar{v}_i\}, \{\underline{v}_i\} \) \( \{\bar{w}_i\} \text{ and } \{\underline{w}_i\} \), such that, for all \( i \),
\[
\bar{u}_i \leq \liminf_{t \to \infty} u(t, x) \leq \limsup_{t \to \infty} u(t, x) \leq \underline{u}_i,
\]
\[
\bar{v}_i \leq \liminf_{t \to \infty} v(t, x) \leq \limsup_{t \to \infty} v(t, x) \leq \underline{v}_i,
\]
\[
\bar{w}_i \leq \liminf_{t \to \infty} w(t, x) \leq \limsup_{t \to \infty} w(t, x) \leq \underline{w}_i,
\]
uniformly on the compact subset of \( (-\infty, \infty) \). Applying by (34)-(45), these sequences can be determined by the following iterative formulas:
\[
\bar{u}_{i+1} = \frac{1 - a_2 \bar{v}_i}{1 + d_1 \bar{w}_i}, \quad \underline{u}_{i+1} = \frac{1 - a_2 \underline{v}_i}{1 + d_1 \underline{w}_i},
\]
\[
\bar{v}_{i+1} = \frac{1}{r_2} (1 - a_1 \bar{u}_{i+1} - d_2 \bar{w}_i), \quad \underline{v}_{i+1} = \underline{u}_{i+1},
\]
\[
\bar{w}_{i+1} = \frac{1}{r_2} (1 - a_1 \bar{u}_{i+1} - d_2 \underline{w}_i), \quad \underline{w}_{i+1} = \underline{w}_{i+1}, \quad i \geq 1.
\]
Moreover the following monotonicity holds:
\[
\underline{u}_1 \leq \cdots \leq \underline{u}_i \leq \cdots \leq \liminf_{t \to \infty} u(t, x) \leq \limsup_{t \to \infty} u(t, x) \leq \cdots \leq \bar{u}_i \leq \cdots \leq \bar{u}_1,
\]
\[
\underline{v}_1 \leq \cdots \leq \underline{v}_i \leq \cdots \leq \liminf_{t \to \infty} v(t, x) \leq \limsup_{t \to \infty} v(t, x) \leq \cdots \leq \bar{v}_i \leq \cdots \leq \bar{v}_1,
\]
\[
\underline{w}_1 \leq \cdots \leq \underline{w}_i \leq \cdots \leq \liminf_{t \to \infty} w(t, x) \leq \limsup_{t \to \infty} w(t, x) \leq \cdots \leq \bar{w}_i \leq \cdots \leq \bar{w}_1.
\]
Since the constant sequences \( \{\bar{u}_i\}, \{\bar{v}_i\} \text{ and } \{\bar{w}_i\} \) are monotone non-increasing and bounded from the below, and the sequences \( \{\underline{u}_i\}, \{\underline{v}_i\} \text{ and } \{\underline{w}_i\} \) are monotone non-decreasing, and are bounded from the above, the limits of these sequences exists. Let us denote their limits by \( \bar{u}, \underline{u}, \bar{v}, \underline{v}, \bar{w}, \underline{w} \), respectively, as \( i \to \infty \), it is not difficult to see that
\[
\bar{u} = \frac{1 - a_2 \underline{v}}{1 + d_1 \bar{w}}, \quad \underline{u} = \frac{1 - a_2 \bar{v}}{1 + d_1 \underline{w}},
\]
\[
\bar{v} = \frac{1}{r_2} (1 - a_1 \bar{u} - d_2 \bar{w}), \quad \bar{w} = \bar{v},
\]
\[
\underline{v} = \frac{1}{r_2} (1 - a_1 \underline{u} - d_2 \underline{w}), \quad \underline{w} = \underline{v}.
This implies 
\[ \bar{u} = u = u^*, \quad \bar{v} = v = v^*, \quad \bar{w} = w = w^*. \]
The proof is complete. \( \square \)

4. The criteria governing spreading and vanishing. This section is devoted to the study of the criteria governing spreading and vanishing. We first give a comparison principle.

**Lemma 4.1.** For given \( T \in (0, \infty) \), \( \bar{g} \in C^1([0, T]), \bar{h} \in C^1([0, T]), \bar{g}(t) > 0 \) and \( \bar{h}(t) > 0 \) in \( [0, T] \). Let \( \bar{u} \in C^{1,2}(O_T) \) with \( O_T = \{(t, x) \in \mathbb{R}^2 : 0 < t \leq T, -\infty < x < \infty\} \), and \( \bar{v}, \bar{w} \in C(G_T) \cap C^{1,2}(G_T) \) with \( G_T = \{(t, x) \in \mathbb{R}^2 : 0 < t \leq T, \bar{g}(t) < x < \bar{h}(t)\} \). Assume that \((\bar{u}, \bar{v}, \bar{w}, \bar{g}, \bar{h})\) satisfies

\[
\begin{aligned}
\bar{u}_t &\geq \bar{u}(1 - \bar{u}), & 0 < t \leq T, & -\infty < x < \infty, \\
\bar{v}_t - D\bar{v}_{xx} &\geq r_2\bar{v}(1 - \bar{v}), & 0 < t \leq T, & -\bar{g}(t) < x < \bar{h}(t), \\
\bar{w}_t - D\bar{w}_{xx} &\geq -c\bar{w}, & 0 < t \leq T, & -\bar{g}(t) < x < \bar{h}(t), \\
\bar{v}(t, \bar{g}(t)) = \bar{v}(t, \bar{h}(t)) = 0, & 0 < t \leq T, \\
\bar{w}(t, \bar{g}(t)) = \bar{w}(t, \bar{h}(t)) = 0, & 0 < t \leq T, \\
\bar{h}''(t) &\geq -\bar{v}_x(t, \bar{h}(t)) - \bar{w}_x(t, \bar{h}(t)), & 0 < t \leq T, \\
\bar{g}'(t) &\leq -\bar{v}_x(t, \bar{h}(t)) - \bar{w}_x(t, \bar{h}(t)), & 0 < t \leq T,
\end{aligned}
\]

If \( \bar{h}(0) \geq h_0, \bar{g}(0) \leq -h_0, \text{ and } \bar{u}(0, x) \geq u_0(0, x) \) in \( (-\infty, \infty) \)

\[
\begin{aligned}
v_0(x) &\leq \bar{v}(0, x) \text{ on } [-h_0, h_0], & v_0(x) &\geq 0 \text{ on } [-\bar{g}(0), \bar{h}(0)], \\
w_0(x) &\leq \bar{w}(0, x) \text{ on } [-h_0, h_0], & w_0(x) &\geq 0 \text{ on } [-\bar{g}(0), \bar{h}(0)],
\end{aligned}
\]
then the solution \((u, v, w, g, h)\) of (2) satisfies

\[
\begin{aligned}
h(t) &< \bar{h}(t) \text{ on } [0, T], & g(t) &> \bar{g}(t) \text{ on } [0, T], \\
u(t, x) &\leq \bar{u}(t, x) \text{ on } \bar{G}_T, & v(t, x) &\leq \bar{v}(t, x) \text{ on } \bar{D}_T, & w(t, x) &\leq \bar{w}(t, x) \text{ on } \bar{D}_T,
\end{aligned}
\]

where \( D_T = \{(t, x) \in \mathbb{R}^2 : t \in (0, T), g(t) < x < h(t)\} \).

The proof of Lemma 4.1 is essentially same as to that of Lemma 3.1 in [19] and is hence omitted.

Consider the following problem:

\[
\begin{aligned}
-Dz'' &\geq r_2z(1 - z), & -l < x < l, \\
z(-l) &\geq z(l) = 0,
\end{aligned}
\]

(46)

where \( d, \rho, c \) and \( k \) are positive constants. It is well known that if \( l > \frac{2}{\pi} \sqrt{D/r_2} \)

then (46) have a unique positive solution which is globally asymptotically stable. Denote \( \Lambda := \pi \sqrt{D/r_2} \). Next, we shall give a necessary condition for vanishing.

**Theorem 4.2.** Suppose that (4), (5) and (6) hold. If \( h_\infty - g_\infty < \infty \), then

\[ h_\infty - g_\infty \leq \Lambda. \]

**Proof.** By Theorem 3.2, if \( h_\infty - g_\infty < \infty \), then

\[
\lim_{t \to \infty} \|v(t, \cdot)\|_{C([g(t), h(t)])} = 0,
\]

\[
\lim_{t \to \infty} \|w(t, \cdot)\|_{C([g(t), h(t)])} = 0,
\]

\[
\lim_{t \to \infty} u(t, x) = 1 \text{ uniformly on the compact subset of } (-\infty, \infty).
\]
We assume $h_\infty - g_\infty > \Lambda$ to get a contradiction. For any small $\varepsilon > 0$, there exist $\tau \gg 1$ such that $h(\tau) - g(\tau) > \max \{2h_0, \Lambda\}$ and
\[
u(t, x) \geq 1 - \varepsilon, \quad \forall \ t \geq \tau, \ -g_\infty \leq x \leq h_\infty.
\]
Set $l = h(\tau) - g(\tau)$, then $l > \Lambda$. Let $\omega = \omega(t, x)$ be the positive solution of the following initial boundary value problem
\[
\begin{aligned}
\omega_t &= D\omega_{xx} + r_2 \omega (1 - \omega), \quad t > \tau, \ -l < x < l, \\
\omega(t, \pm l) &= 0, \quad t > \tau, \\
\omega(\tau, x) &= \psi(\tau, x), \quad -l \leq x \leq l.
\end{aligned}
\]
By the comparison principle,
\[
\omega(t, x) \leq v(t, x) \quad \text{for} \quad t \geq \tau, \ -l \leq x \leq l.
\]
Since $l > \frac{\tau}{2} \sqrt{\frac{D}{2r_2}}$, it is well known that $w(t, x) \to W(x)$ as $t \to \infty$ uniformly in the compact subset $(-l, l)$, where $W$ is the unique solution of
\[
\begin{aligned}
D\omega_{xx} + r_2 \omega (1 - \omega) &= 0, \quad -l < x < l, \\
\omega(\pm l) &= 0.
\end{aligned}
\]
Hence
\[
\lim_{t \to \infty} v(t, x) \geq \lim_{t \to \infty} \omega(t, x) = W(x) > 0 \quad \text{in} \quad (-l, l),
\]
This is a contradiction to $\lim_{t \to \infty} \|v(t, \cdot)\|_{C([g(t), h(t)])} = 0$. \hfill \Box

**Lemma 4.3.** Suppose that (4), (5) and (6) hold and $h_0 < \Lambda/2$. Then for the problem (2), there exists $\mu^0$ depending on $u_0(x)$, $v_0(x)$ and $w_0(x)$ such that $h_\infty - g_\infty = \infty$ if $\mu > \mu^0$.

**Proof.** The idea of this proof comes from [13, Lemma 3.6]. We see from (2) that there exists a constant $\delta^* > 0$ such that
\[
v_t - dv_{xx} = r_2 v (1 - v - a_1 u) - d_2 vw \geq -\delta^* v, \quad t > 0, \ -g(t) < x < h(t),
\]
\[
w_t - dw_{xx} = c(v - w) \geq -\delta^* w, \quad t > 0, \ -g(t) < x < h(t),
\]
Consider the following auxiliary free boundary problem
\[
\begin{aligned}
\phi_t - d\phi_{xx} &= -\delta^* \phi, \quad t > 0, \ -r_2(t) < x < r_1(t), \\
\varphi_t - d\varphi_{xx} &= -\delta^* \varphi, \quad t > 0, \ -r_2(t) < x < r_1(t), \\
\phi &= 0, \quad t > 0, \ x = r_1(t), \\
\varphi &= 0, \quad t > 0, \ x = r_2(t), \\
\phi(0, x) &= v_0(x), \ \varphi(0, x) = w_0(x), \ -h_0 < x < h_0, \\
r_1(0) &= h_0, \ r_2(0) = -h_0.
\end{aligned}
\]
The comparison principle yields $r_1(t) \leq h(t)$, $r_2(t) \geq g(t)$ and $\phi(t, x) \leq v(t, x)$, $\varphi(t, x) \leq w(t, x)$ for all $t \geq 0$ and $g(t) \leq x \leq h(t)$. Similar to the proof of Lemma 3.2 in [19], there is a constant $\mu^0 > 0$ such that $r_1(2) - r_2(2) \geq \Lambda$ for all $\mu \geq \mu^0$. Hence,
\[
h_\infty - g_\infty = \lim_{t \to \infty} h^\mu(t) - \lim_{t \to \infty} g^\mu(t) \geq r_1(2) - r_2(2) \geq \Lambda, \quad \forall \mu \geq \mu^0.
\]
This together with Theorem 4.2, derives the desired result. \hfill \Box
Lemma 4.4. Suppose that (4), (5) and (6) hold and \( h_0 < \Lambda/2 \). Then there exists \( \mu_0 > 0 \) for the problem (2), depending on \( u_0(x) \), \( v_0(x) \) and \( w_0(x) \), such that \( h_\infty - g_\infty < \infty \) when \( \mu \leq \mu_0 \).

Proof. We shall construct the suitable upper solutions \((\bar{u}, \bar{v}, \bar{h}, \bar{g})\) and then apply Lemma 4.1. By the comparison principle, \( u(t, x) \leq \bar{u}(t) \) for all \( t, x \geq 0 \), where \( \bar{u}(t) \) is given by (32).

Inspired by Guo and Wu [11], we define
\[
\bar{h}(t) = h_0 \left( 1 + \delta - \frac{\delta}{2} e^{-\alpha t} \right), \quad t \geq 0,
\]
\[
\bar{g}(t) = -h_0 \left( 1 + \delta - \frac{\delta}{2} e^{-\alpha t} \right), \quad t \geq 0,
\]
\[
\bar{v}(x, t) = M_1 e^{-\alpha t} V \left( \frac{x}{\bar{h}(x)} \right), \quad \bar{g}(t) \leq x \leq \bar{h}(t),
\]
\[
\bar{w}(x, t) = M_2 e^{-\alpha t} V \left( \frac{x}{\bar{h}(x)} \right), \quad \bar{g}(t) \leq x \leq \bar{h}(t),
\]
where
\[
\delta = \frac{1}{2} \left( \frac{\Lambda}{h_0} - 1 \right), \quad V(y) = \cos \left( \frac{\pi}{2} y \right),
\]
\( \alpha, M_1 \) and \( M_2 \) are to be determined later. Since \( h_0(1 + \delta) < \Lambda/2 \), we have
\[
\alpha := \frac{1}{2} \min \left\{ \left[ \left( \frac{\pi}{2} \right)^2 \frac{d}{(1 + \delta)^2 h_0^2} - r_2 \right], \left[ \left( \frac{\pi}{2} \right)^2 \frac{1}{(1 + \delta)^2 h_0^2} - c \left( \frac{M_1}{M_2} - 1 \right) \right] \right\}.
\]
The direct computation yields
\[
\bar{v}_t - d\bar{v}_{xx} - r_2 \bar{v} \geq M_1 V e^{-\alpha t} \left[ \left( \frac{\pi}{2} \right)^2 \frac{d}{(1 + \delta)^2 h_0^2} - r_2 - \alpha \right] \geq 0,
\]
\[
\bar{w}_t - \bar{w}_{xx} - c(\bar{v} - \bar{w}) \geq M_2 V e^{-\alpha t} \left[ \left( \frac{\pi}{2} \right)^2 \frac{1}{(1 + \delta)^2 h_0^2} - c \left( \frac{M_1}{M_2} - 1 \right) - \alpha \right] \geq 0.
\]
By choosing \( M_1 \) and \( M_2 \) sufficient large, we have \( \bar{v}(x, 0) \geq v_0(x) \) and \( \bar{w}(x, 0) \geq w_0(x) \) for all \( x \in [-h_0, h_0] \). Moreover, for such fixed constants \( \delta, \alpha, M_1, M_2 \), there exists \( \mu_0 \) such that
\[
\bar{h}'(t) + \mu(\bar{v}_x(t, \bar{h}(t)) + \bar{w}_x(t, \bar{g}(t))) \geq 0, \quad \forall \mu \leq \mu_0,
\]
\[
\bar{g}'(t) + \mu(\bar{v}_x(t, \bar{h}(t)) + \bar{w}_x(t, \bar{g}(t))) \leq 0, \quad \forall \mu \leq \mu_0,
\]
By Lemma 4.1, \( \bar{h}(t) < \bar{h}(t) \) and \( g(t) > \bar{g}(t) \). Thus \( h_\infty - g_\infty \leq \bar{h}(\infty) - \bar{g}(\infty) = 2h_0(1 + \delta) < \infty \). The proof is complete.

Summarizing the above arguments we get the following theorem.

Theorem 4.5. Suppose that (4), (5) and (6) hold and \( h_0 < \Lambda/2 \). For problem (2), there exists \( \mu^* \geq \mu_0 > 0 \), depending on \( u_0(x) \), \( v_0(x) \) and \( w_0(x) \), such that \( h_\infty - g_\infty \leq \Lambda \) if \( \mu \leq \mu^* \), and \( h_\infty - g_\infty = \infty \) if \( \mu > \mu^* \).

In order to investigate the long time behaviour of the solution \((u, v, w)\) to (2), we should prove the following some lemmas.
Lemma A.1 (\cite{20}) For any given \( \varepsilon > 0 \) and \( L > 0 \), there exist \( T_\varepsilon > 0 \) and \( l_\varepsilon > \max\{L, \frac{\varepsilon}{\beta} \sqrt{d_1/\beta}\} \), such that when the continuous and non-negative functions \( w(t,x) \) satisfies
\[
\begin{align*}
  w_t - d_1 w_{xx} &\geq (\leq) w (\beta - \theta w), & t > 0, \quad -l_\varepsilon < t < l_\varepsilon, \\
  w(t,\pm l_\varepsilon) &\geq (=) 0, & t > 0
\end{align*}
\]
and \( w(0,x) > 0 \) in \((-l_\varepsilon, l_\varepsilon)\), then
\[
w(t,x) > \frac{\beta}{\theta} - \varepsilon \quad (w(t,x) < \frac{\beta}{\theta} + \varepsilon), \quad \forall \ t \geq T_\varepsilon, \quad -L \leq x \leq L.
\]
Which implies
\[
\liminf_{t \to \infty} w(t,x) > \frac{\beta}{\theta} - \varepsilon \quad \left( \limsup_{t \to \infty} w(t,x) < \frac{\beta}{\theta} + \varepsilon \right) \quad \text{uniformly on } [-L, L].
\]

Lemma A.2 (\cite{20}) Let \( q \) be a positive constant. For any given \( \varepsilon > 0 \) and \( L > 0 \), there exist \( T_\varepsilon > 0 \) and \( l_\varepsilon > \max\{L, \frac{\varepsilon}{\beta} \sqrt{d_1/\beta}\} \), such that when the continuous and non-negative functions \( z(t,x) \) satisfies
\[
\begin{align*}
  z_t - d_1 z_{xx} &\geq (\leq) z (\beta - \theta z), & t > 0, \quad -l_\varepsilon < x < l_\varepsilon, \\
  z(t,\pm l_\varepsilon) &\geq (\leq) q, & t > 0
\end{align*}
\]
and \( z(0,x) > 0 \) in \((-l_\varepsilon, l_\varepsilon)\), then
\[
z(t,x) > \frac{\beta}{\theta} - \varepsilon \quad (z(t,x) < \frac{\beta}{\theta} + \varepsilon), \quad \forall \ t \geq T_\varepsilon, \quad -L \leq x \leq L.
\]
This implies
\[
\liminf_{t \to \infty} z(t,x) > \frac{\beta}{\theta} - \varepsilon \quad \left( \limsup_{t \to \infty} z(t,x) < \frac{\beta}{\theta} + \varepsilon \right) \quad \text{uniformly on } [-L, L].
\]

Acknowledgments. We thank the referee for useful comments that make our reversion of this manuscript better.

REFERENCES
\begin{enumerate}
  \item L. Bianchini and A. Fasano, A model combining acid-mediated tumour invasion and nutrient dynamics, *Nonlinear Anal.: RWA*, 10 (2009), 1955–1975.
  \item A. Bertuzzi, A. Fasano, A. Gandolfi and C. Sinisgalli, Necrotic core in EMT6/Ro tumour spheroids: Is it caused by an ATP deficit, *Journal of Theoretical Biology*, 262 (2010), 142–150.
  \item Y. H. Du and Z. M. Guo, Spreading-vanishing dichotomy in the diffusive logistic model with a free boundary, *J. Differential Equations*, 250 (2011), 4336–4366.
  \item Y. H. Du and Z. M. Guo, The Stefan problem for the Fisher-KPP equation, *J. Differential Equations*, 253 (2012), 996–1035.
  \item Y. H. Du, Z. M. Guo and R. Peng, A diffusive logistic model with a free boundary in time-periodic environment, *J. Funct. Anal.*, 265 (2013), 2089–2142.
  \item Y. H. Du and X. Liang, Pulsating semi-waves in periodic media and spreading speed determined by a free boundary model, *Annales De LInstitut Henri Poincare Non Linear Analysis*, 32 (2015), 279–305.
  \item Y. H. Du and Z. G. Lin, Spreading-vanishing dichotomy in the diffusive logistic model with a free boundary, *SIAM J. Math. Anal.*, 42 (2010), 377–405.
  \item Y. H. Du and Z. G. Lin, The diffusive competition model with a free boundary: Invasion of a superior or inferior competitor, *Discrete contin. Dyn. Syst. Ser.*, 19 (2014), 3105–3132.
  \item Y. H. Du, H. Matsuzawa and M. L. Zhou, Sharp estimate of the spreading speed determined by nonlinear free boundary problems, *SIAM J. Math. Anal.*, 46 (2014), 375–396.
  \item R. A. Gatenby and E. T. Gawlinski, A reaction-diffusion model of cancer invasion, *Cancer research*, 56 (1996), 5745–5753.
\end{enumerate}
[11] J. S. Guo and C. H. Wu, On a free boundary problem for a two-species weak competition system, *J. Dyn. Diff. Equat.*, **24** (2012), 875–895.

[12] J. B. McGillen, E. A. Gaffney, N. K. Martin and P. K. Maini, A general reaction-diffusion model of acidity in cancer invasion, *Journal of Mathematical Biology*, **68** (2014), 1199–1224.

[13] R. Peng and X. Q. Zhao, The diffusive logistic model with a free boundary and seasonal succession, *Discrete Cont. Dyn. Syst. A.*, **33** (2013), 2007–2031.

[14] K. Smallbone, D. J. Gavaghan, R. A. Gatenby and P. K. Maini, The role of acidity in solid tumour growth and invasion, *Journal of Theoretical Biology*, **235** (2005), 476–484.

[15] R. Venkatasubramanian, M. A. Henson and N. S. Forbes, Incorporating energy metabolism into a growth model of multicellular tumor spheroids, *Journal of Theoretical Biology*, **242** (2006), 440–453.

[16] M. X. Wang, On some free boundary problems of the prey-predator model, *J. Differential Equations*, **256** (2014), 3365–3394.

[17] M. X. Wang, The diffusive logistic equation with a free boundary and sign-changing coefficient, *J. Differential Equations*, **258** (2015), 1252–1266.

[18] M. X. Wang, Existence and uniqueness of solutions of free boundary problems in heterogeneous environments, *Discrete contin. Dyn. Syst. Ser. B.*, **24** (2019), 415–421.

[19] M. X. Wang and J. F. Zhao, Free boundary problems for a Lotka-Volterra competition system, *J. Dyn. Diff. Equat.*, **26** (2014), 655–672.

[20] M. X. Wang and J. F. Zhao, A free boundary problem for a predator-prey model with double free boundaries, *J. Dyn. Diff. Equat.*, **29** (2017), 957–979.

[21] M. X. Wang and Y. Zhang, Note on a two-species competition-diffusion model with two free boundaries, *Nonlinear Anal. TMA.*, **159** (2017), 458–467.

[22] M. X. Wang and Y. Zhang, Two kinds of free boundary problems for the diffusive prey-predator model, *Nonlinear Anal.: RWA.*, **24** (2015), 73–82.

[23] M. X. Wang and Y. Zhang, Dynamics for a diffusive prey-predator model with different free boundaries, *J. Differential Equations*, **264** (2018), 3527–3558.

Received November 2020; revised January 2021.

*E-mail address: zhangyanghit0217@163.com*