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We consider a real massive free quantum scalar field with arbitrary curvature coupling on n-dimensional anti-de Sitter space-time. We use Hadamard renormalization to find the vacuum expectation values of the quadratic field fluctuations and the stress-energy tensor, presenting explicit results for $n = 2$ to $n = 11$ inclusive.
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I. INTRODUCTION

Quantum field theory (QFT) on curved space-time is a semi-classical approach to quantum gravity, where the $n$-dimensional space-time geometry is fixed and classical, and a quantum field propagates on this background. This approach is encapsulated in the semi-classical Einstein equations,

$$G_{\mu\nu} + \Lambda g_{\mu\nu} = 8\pi \langle \psi | T_{\mu\nu} | \psi \rangle_{\text{ren}}, \quad (1.1)$$

where $\langle \psi | T_{\mu\nu} | \psi \rangle_{\text{ren}}$ is the renormalised stress-energy tensor (RSET), associated with the state $| \psi \rangle$ of a quantum field, and where we are using units in which

$$c = G = \hbar = 1. \quad (1.2)$$

The RSET is the central object of interest in QFT on curved space-time as it is responsible for the back-reaction of the quantum field on the space-time geometry. Since $\langle \psi | T_{\mu\nu} | \psi \rangle_{\text{ren}}$ depends on the state as well as the geometry, understanding the back-reaction requires a methodology for computing $\langle \psi | T_{\mu\nu} | \psi \rangle_{\text{ren}}$, in which the state-dependence is manifest.

The stress-energy tensor involves products of quantum operators at the same space-time point. Hence its expectation value is divergent and requires renormalization. Renormalization in curved space-time is challenging. Calculations of explicit expressions for $\langle \psi | T_{\mu\nu} | \psi \rangle_{\text{ren}}$ have been attempted mostly in $n = 4$ space-time dimensions and appear to be tractable only for highly symmetric space-times. A particular emphasis in the literature to date has been computations on black hole space-times. For $n = 4$, the RSET has been computed for various quantum fields on static, spherically symmetric black hole space-times \cite{1,2,3,4,5,6,7}, while for $n = 3$ it is also possible to find the RSET on the rotating Bañados-Tetelboim-Zanelli (BTZ) black hole \cite{8,9}. For black holes in more than four space-time dimensions, the literature on the computation of renormalized expectation values is rather limited. There is work on computing the RSET using the Schwinger-de Witt representation of the Feynman propagator when $n$ is even \cite{10}. In addition, the renormalized expectation value of the quadratic field fluctuations (RQFF) has been computed on the horizon of an asymptotically flat, spherically symmetric, three and five-dimensional black hole in \cite{11} and \cite{12}, respectively, and on the five-dimensional analogue of the BTZ black hole \cite{13}.

The subject of QFT on $adS$ has held a particular interest for some time: initially, since $adS$ arises as a natural solution of a certain class of supergravity theories (see, for example, \cite{13}); and more recently in the context of the $adS/CFT$ (conformal field theory) correspondence \cite{14,15,16}. The fact that $adS$ is not globally hyperbolic \cite{17} has important consequences for QFT on this space-time. Boundary conditions must be imposed at infinity in order to define a consistent QFT \cite{18}. These conditions were first explored in \cite{19} for a quantum scalar field when $n = 4$, leading to expressions for the scalar field modes and the Feynman Green’s function in this case. For general $n$, the scalar field modes have been obtained in \cite{20,21} and the Feynman Green’s function has been calculated by summing over these modes \cite{21}. Two-point functions for scalar, spinor and vector fields have also been derived for general $n$ \cite{22,23,24} by directly solving the field equations, exploiting the underlying symmetries of $adS_n$. Vacuum expectation values for a massive scalar field with general coupling to the Ricci scalar curvature have been computed using zeta-function regularization, for $n = 4$ \cite{25} and $n \geq 2$ \cite{26}. In addition, the one-loop effective potential for $n = 4$ has been studied \cite{27}.

Hadamard renormalization (HR) was introduced in the development of Wald’s axiomatic approach \cite{28,29}. It extends the method of covariant geodesic point separation \cite{30,31} and is based on the requirement that the short-distance singularity structure of the Green’s function solutions of the field equation have the form of Hadamard’s ‘elementary solution’ \cite{32}. The Hadamard form is a powerful device in the context of renormalization not least since its structure is given by a rigorous theorem, but moreover it clearly exhibits the influences of the field state. Rigorous approaches to QFT in curved space rely on the notion of a Hadamard state, whose point-split two-point function has the Hadamard form.

Décanini and Folacci \cite{33} have implemented HR in
an elegant framework for a free scalar field coupled to a general \( n \)-dimensional space-time. Ref. \[33\] serves as a practical approach to higher-dimensional renormalization in specific space-times. Even so, applications of HR to RSET computations in the literature mostly remain restricted to \( n = 4 \) (see, for example, \[34\]–\[37\]). In this paper our focus is on applying HR to RSET computations, but HR has wider applications, for example to studies of the self-force \[38\]–\[39\] and stress-energy tensor correlators \[40\].

In this paper, we apply HR to expectation values of operators for the vacuum state \( |0 \rangle \) of a real massive free quantum scalar field \( \Phi \) coupled to \( n \)-dimensional anti-de Sitter space-time, \( \text{adS}_n \). Due to the maximal symmetry of \( \text{adS}_n \), this is the simplest non-trivial space-time on which to compute the RSET. Working on \( \text{adS}_n \) is therefore a good preliminary step in the development of practical HR methodology in more than four space-time dimensions. Ultimately an implementation of HR for higher-dimensional black hole space-times would be of great interest. In four space-time dimensions, a computation of the RQFF for a massless, conformally coupled scalar field on an asymptotically anti-de Sitter black hole \[11\] has shown that the expectation value far from the black hole approaches the (non-zero) \( \text{adS}_4 \) expectation value. Knowledge of the vacuum expectation value of the RSET for a scalar field with arbitrary mass and curvature coupling on \( \text{adS}_n \) is therefore useful for extensions of the work of \[11\] to more general field mass and curvature coupling as well as future computations on higher-dimensional, asymptotically anti-de Sitter black holes.

The outline of this paper is as follows. We begin, in Sec. \[II\] with a review of the geometrical foundations required for QFT on \( \text{adS}_n \) \[20\], as well as the basic tools necessary for covariant geodesic point separation \[30\]–\[31\]. Sec. \[III\] is concerned with the Feynman Green’s function \( G_F(x, x') \) for a quantum scalar field on \( \text{adS}_n \), which is constructed in Sec. \[III.A\]. In Sec. \[III.B\] we set out the Hadamard form of the Feynman Green’s function, \( G_H(x, x') \), which enables us, in Sec. \[III.C\] to fix an overall normalization constant in \( G_F(x, x') \). In order to perform HR, in Sec. \[IV\] and \[V\] we expand both \( G_F \) and \( G_H \) respectively as formal series up to second order in the point separation. Based on this regularization, in Sec. \[VI\] we then detail the procedure used to obtain expressions for the RQFF, \( \langle \Phi^2 \rangle_{\text{ren}} \), and the RSET, \( \langle T_{\mu\nu} \rangle_{\text{ren}} \), with respect to \( |0 \rangle \). Analytic results for \( \langle \Phi^2 \rangle_{\text{ren}} \) and \( \langle T_{\mu\nu} \rangle_{\text{ren}} \) for \( n = 2 \) to 11 inclusive are presented in Sec. \[VII\] and our conclusions are in Sec. \[VIII\]. In particular, we compare our results using HR with those obtained from zeta-function regularization \[29\]. Throughout this paper, we adopt the Lorentzian metric signature convention \((- , + , + , \ldots )\), and the unit system \((1, 2)\). An appendix lists properties of the gamma, psi and hypergeometric functions which are used in our calculations.

## II. PRELIMINARIES

### A. Scalar field theory on \( \text{adS}_n \)

\( \text{AdS}_n \) may be realised as the embedding of a single-sheeted \( n \)-dimensional hyperboloid in an \((n + 1)\)-dimensional Euclidean space,

\[
E_{n+1} = \{ \zeta^\mu, \mu = 0, 1, 2, \ldots, n \},
\]

endowed with the metric

\[
g^\varphi_{\mu\nu} = \text{diag}(-1, 1, 1, \ldots, 1, -1).
\]

Intrinsic coordinates are then given by the constraint

\[
\{ x^\mu \} = \{ \zeta^\mu, \ z^\mu \zeta^\nu \zeta^\nu = -a^2 \}, \quad a > 0,
\]

where \( i a \) is the radius of curvature of \( \text{adS}_n \). A convenient dimensionless coordinate system is the set of hyperspherical coordinates,

\[
-\pi < \tau \leq \pi, \quad \tau = -\pi \text{ and } \tau = \pi \text{ identified},
\]

\[
0 \leq \rho < \pi, \quad 0 \leq \theta_j \leq \pi, \quad j = 1, 2, \ldots, n - 3,
\]

\[
0 \leq \varphi < 2\pi,
\]

parametrizing the temporal, radial, polar and azimuthal directions respectively. The coordinate system \((\tau, \rho, \theta_j, \varphi)\) covers \( \text{adS}_n \), excluding polar singularities. In terms of the coordinates \((\tau, \rho, \theta_j, \varphi)\), the metric on \( \text{adS}_n \) takes the form

\[
ds^2 = a^2 \sec^2 \rho \left[ -d\tau^2 + d\rho^2 + (\sin \rho)^2 d\Omega_{n-2}^2 \right]
\]

where \( d\Omega_{n-2}^2 \) is the metric on the \((n - 2)\)-sphere.

The simplest action for a real massive free classical scalar field \( \Phi(x) \) coupled to \( g_{\mu\nu} \), the metric tensor of \( \text{adS}_n \), is

\[
S[\Phi, g_{\mu\nu}] = -\frac{1}{2} \int_{\text{adS}_n} d^n x \, g^{-\frac{1}{2}} \left( g^\mu\nu \partial_\mu \Phi \partial_\nu \Phi + m^2 \Phi^2 \right),
\]

where

\[
g := |\det g_{\mu\nu}|,
\]

and

\[
m^2 := m^2 + \xi R,
\]

is an effective mass-squared term with \( m \), the mass of the field quanta, and the constant \( \xi \), the coupling between \( \Phi \) and \( R \), the Ricci scalar curvature. The scalar field equation of motion

\[
(\Box - m^2) \Phi = 0,
\]

(where \( \Box \) is the \( n \)-dimensional curved-space Laplacian) is obtained by varying \( S \) \[2.6\] with respect to \( \Phi \).
The quantization of (2.4) requires a globally hyperbolic background. However, since \( \tau = -\pi \) and \( \tau = \pi \) are identified, \( \text{adS}_n \) admits closed timelike curves. Although the covering space \( \text{CadS}_n \) (where \( -\infty < \tau < +\infty \)) does not have closed time-like curves, non-global hyperbolicity persists since spatial infinity \( \rho = \frac{\pi}{2} \) remains timelike and information may be lost or gained at infinity [20]. To ensure a well-defined QFT, we adopt reflective boundary conditions [20], whereby modes of \( \Phi \) vanish at \( \rho = \frac{\pi}{2} \). Such modes are known as regular modes [42] and exist provided
\[
\eta := \sqrt{m_0^2 a^2 + \frac{(n-1)^2}{4}} \geq 0. \tag{2.10}
\]
For the rest of this paper we shall assume that (2.10) holds.

## B. Bitensors on \( \text{adS}_n \)

A bitensor \( B(x,x') \) is a quantity which transforms as the product of two tensors, evaluated at \( x \) and \( x' \) respectively [31]. Similarly, a biscalar \( b(x,x') \) transforms as a scalar at both \( x \) and \( x' \). Covariant derivatives of \( b(x,x') \) with respect to \( x \) or \( x' \),
\[
b_{,\mu} := \nabla_\mu b(x,x'), \quad b_{,\mu'} := \nabla_\mu b(x,x'), \tag{2.11}
\]
are specified by an unprimed or primed index respectively.

Given two points \( x, x' \) sharing a geodesic, \( s(x,x') \) is the proper distance between them and is pure imaginary for timelike intervals. The related invariant,
\[
\sigma(x,x') := \frac{1}{2} [s(x,x')]^2, \tag{2.12}
\]
is known as the geodetic interval [43], or world-function [44], and obeys the PDE
\[
\sigma = \frac{1}{2} \sigma^{\mu}_{\nu} \sigma_{,\mu}. \tag{2.13}
\]
In this paper we are considering the maximally symmetric space-time \( \text{adS}_n \). A biscalar \( b(x,x') \) is a function of the proper distance \( s(x,x') \) (that is, \( b(x,x') = b(s) \)) if it is invariant under the action of all isometries of a maximally symmetric space-time [23]. This greatly simplifies our calculations.

The bivector \( g_{\mu'\nu'}(x,x') \) enables parallel transport of vectors from \( x \) to \( x' \) along a geodesic [31], such that the unit tangent vectors \( s^{,\mu} \) and \( s^{,\mu'} \) (at \( x \) and \( x' \) respectively) are related by,
\[
g_{\mu'\nu'} s_{,\nu'} = -s_{,\mu}. \tag{2.14}
\]
The bivector of parallel transport satisfies the boundary condition
\[
\lim_{x' \to x} g_{\mu'\nu'} = g_{\mu\nu}. \tag{2.15}
\]

The Van-Vleck Morette determinant [45–47],
\[
\Delta(x,x') := -[\int g(x')]^{-\frac{1}{2}} \det [-\sigma(x,x'),\mu] [g(x')]^{-\frac{1}{2}}, \tag{2.16}
\]
contributes to the description of the rate of geodesic convergence [43], and satisfies the PDE [33]
\[
\Box_x \sigma = n - 2 \Delta^{-\frac{1}{2}} \Delta^{\frac{1}{2},\mu} \sigma^{,\mu}, \tag{2.17}
\]
where \( \Box_x \) is the \( n \)-dimensional curved space Laplacian with respect to the unprimed coordinates, with the boundary condition
\[
\lim_{x' \to x} \Delta(x,x') = 1. \tag{2.18}
\]
The relationship
\[
\Box s = \frac{n-1}{a} \coth \left( \frac{s}{a} \right), \tag{2.19}
\]
established in [23] allows the explicit form of the Van-Vleck determinant to be found on \( \text{adS}_n \), namely
\[
\Delta = \left( \frac{s}{a} \coth \left( \frac{s}{a} \right) \right)^{n-1}. \tag{2.20}
\]

## III. SCALAR FIELD GREEN’S FUNCTION

### A. Feynman Green’s function

In order to compute the RQFF and RSET, we first need to find the Feynman Green’s function \( G_F(x,x') \) for the scalar field \( \Phi \). The Feynman Green’s function is defined by
\[
G_F(x,x') := i \langle 0 \mid \mathcal{T} (\Phi(x) \Phi(x')) \mid 0 \rangle, \tag{3.1}
\]
where
\[
\mathcal{T} (\Phi(x) \Phi(x')) := \begin{cases} 
\Phi(x) \Phi(x'), & t < t', \\
\Phi(x') \Phi(x), & t > t'.
\end{cases} \tag{3.2}
\]
denotes the time-ordering of the application of the field operators. The Feynman Green’s function satisfies the inhomogeneous Klein-Gordon equation
\[
(\Box_x - m_0^2) G_F(x,x') = g^{-\frac{1}{2}} \delta^n(x-x'). \tag{3.3}
\]
Integral representations of \( G_F \) can be found using Schwinger’s proper time method [48, 49], generalised to curved space-times (see, for example, [20, 31, 33, 49]). The time-ordered nature of \( G_F \) is guaranteed in such schemes by requiring that it be the limiting case of a function that is analytic in the upper complex half-plane.
of $s$. Accordingly, in what follows, it is tacitly implied that
\[ G_F(x, x') := G_F(s(x, x') + i0^+), \quad 0^+ := \lim_{\epsilon \to 0} \epsilon, \quad \epsilon > 0. \]  
(3.4)

Explicit expressions for $G_F$ on $adS_n$ can be obtained using one of two methods, both of which are greatly simplified by virtue of the underlying space-time symmetries. Burgess and Lütken [21] evaluate (3.1) as a sum over field modes. However, the maximal symmetry of $adS_n$ means that we are in the special situation of being able to find a closed-form expression for the Feynman Green’s function $G_F(x, x')$ without employing a sum over modes. Allen and Jacobson [22] show that $G_F$ is invariant under the action of all isometries of a maximally symmetric space-time and express (3.3) as the ODE
\[ \left[ \frac{d^2}{ds^2} + \frac{n-1}{a} \coth \left( \frac{s}{a} \right) \frac{d}{ds} - m^2 \right] G_F = 0, \]  
for $s \neq 0$. The ODE (3.5) is then identified with the hypergeometric equation (A.11)
\[ \left[ z(1-z) \frac{d^2}{dz^2} - n \left( z - \frac{1}{2} \right) \frac{d}{dz} + m^2 a^2 \right] G_F = 0, \]  
for $z \neq 0$ by means of the change of variable
\[ z := -\left[ \sinh \left( \frac{s}{2a} \right) \right]^2. \]  
(3.7)

Following [27] we write the solution of (3.5) in the form (using §9.153.7 of [50])
\[ G_F = G_F(C) + G_F(D), \]  
which is valid for $|z| < 1$, for all $n \geq 2$, where
\[ G_F(C) := CF[\alpha, \beta; \gamma; z], \]  
(3.9a)

\[ G_F(D) := DF[\alpha, \beta; \gamma; 1-z], \]  
(3.9b)

with $C$ and $D$ coefficients to be determined, and where
\[ \alpha := \frac{n-1}{2} + \eta, \quad \beta := \frac{n-1}{2} - \eta, \quad \gamma := \frac{n}{2}, \]  
(3.10)

with $\eta$ given by (2.10). In view of (A.8)–(A.10), as $s \to 0$,
\[ \lim_{s \to 0} G_F(C) = C, \]  
(3.11)

and $G_F(D)$ diverges. It follows that to isolate the short-distance singularity structure of $G_F$, it is necessary to determine the constant $D$.

In preparation for this exercise in Sec. III C, following [27], we apply the linear transformation $A.12d$ to both (3.9a) and (3.9b) and then (A.12b) to the latter result, yielding the expression
\[ G_F = \lambda^+ (-z)^{-\frac{n-1}{2} - \eta} F_+(z) + \lambda^- (-z)^{-\frac{n-1}{2} + \eta} F_-(z), \]  
where we have defined the constants
\[ \lambda^\pm := (C + (-1)^{n-1} D) \frac{\Gamma \left( \frac{n}{2} \right) \Gamma \left( \pm 2 \eta \right)}{\Gamma \left( \frac{n-1}{2} \pm \eta \right) \Gamma \left( \frac{1}{2} \pm \eta \right)}, \]  
(3.13)

and
\[ F_\pm(z) := F \left[ \frac{n-1}{2} \pm \eta; \frac{1}{2} \pm \eta; 1 \pm 2\eta; z^{-1} \right]. \]  
(3.14)

Following [27], for $G_F$ to remain finite as $s \to \infty$, it must be the case that
\[ C = (-1)^{n+1} - \eta D. \]  
(3.15)

Therefore
\[ G_F = \lambda_\infty D (-z)^{-\frac{n-1}{2} - \eta} F_+(z), \]  
(3.16)

where
\[ \lambda_\infty := 2i^n \sin (\pi \eta) \frac{\Gamma \left( \frac{n}{2} \right) \Gamma (n) \Gamma (-2\eta) \Gamma \left( \frac{n-1}{2} - \eta \right) \Gamma \left( \frac{1}{2} - \eta \right)}{\Gamma \left( \frac{n-1}{2} \pm \eta \right) \Gamma \left( 1 \pm 2\eta \right) \Gamma \left( \frac{n}{2} \right) \Gamma \left( \frac{n}{2} \right)}. \]  
(3.17)

B. Hadamard form

The Hadamard form of $G_F$ on $adS_n$ is given by (recalling (3.4))
\[ G_H(x, x') = i\kappa \left[ U(x, x') \sigma^{1-\frac{n}{2}} + V(x, x') \ln \sigma + W(x, x') \right], \]  
(3.18)

with
\[ \kappa := \begin{cases} \frac{1}{4\pi}, & n = 2, \\ \frac{\Gamma \left( \frac{n}{2} - 1 \right)}{2(2\pi)^{\frac{n}{2}}}, & n > 2, \end{cases} \]  
(3.19)

and where $U(x, x')$, $V(x, x')$ and $W(x, x')$ are biscalars which are regular as $x' \to x$. In (3.18) we have defined the dimensionless quantity
\[ \sigma := M^2 \sigma, \]  
(3.20)

which depends on an undetermined renormalization mass scale $M$.

The biscalars $U(x, x')$ and $V(x, x')$ are purely geometric, depending on the space-time geometry but not on the state of the quantum field. Since we are working on the maximally symmetric $adS_n$ space-time, $U(x, x')$ and $V(x, x')$ are therefore functions of the geodetic interval $\sigma(x, x')$ (or, equivalently, $s(x, x')$). The conventional Ansatz for the functions $U$ and $V$ are the series
The following recursion relations determine the coefficients $U_l$ and $V_l$

$$\Box - m^2 \frac{2l + 4 - n}{l + 1} U_l = U_{l+1} \Delta^{-\frac{1}{2}} \Delta^+_{\sigma} \sigma^{i\mu} - (l + 1) U_{l+1} - U_{l+1, \mu} \sigma^{i\mu},$$  \hspace{1cm} (3.23a)

$$\Box - m^2 \frac{2l + 4 - n}{l + 1} V_l = 2V_{l+1} \Delta^{-\frac{1}{2}} \Delta^+_{\sigma} \sigma^{i\mu} - (2l + n) V_{l+1} - 2V_{l+1, \mu} \sigma^{i\mu};$$  \hspace{1cm} (3.23b)

with the associated boundary conditions for $U_0$ and $V_0$:

$$U_0 = \Delta^{-\frac{1}{2}},$$  \hspace{1cm} (3.24)

$$V_0 = \begin{cases} -\Delta^{-\frac{1}{2}}, & n = 2, \\ \frac{1}{(n-2)} \left[ 2V_0 \Delta^{-\frac{1}{2}} \Delta^+_{\sigma} \sigma^{i\mu} - 2V_{0, \mu} \sigma^{i\mu} - (\Box - m^2) U_{n-4} \right], & n > 2. \end{cases}$$  \hspace{1cm} (3.25a, 3.25b)

Using these relations, the $U_l$ and $V_l$ (and hence $U(\sigma)$ and $V(\sigma)$) can be determined by integrating along the unique geodesic separating the events $x$ and $x'$ (assuming that $x$ and $x'$ are sufficiently close that they are connected by a unique geodesic). However, the biscalar $W(x, x')$ is not uniquely defined, a feature that can be attributed to the state-dependence of $G_\text{H}$, and it follows that the terms of (3.18) involving the functions $U$ and $V$ (i.e., those terms containing the short-distance singularities), are the purely geometrical parts of $G_\text{H}$, and the term of (3.18) involving the biscalar $W(x, x')$ additionally incorporates the state-dependence of $G_\text{H}$. Even on the maximally symmetric $adS_5$ space-time, for a general quantum state the biscalar $W(x, x')$ is not simply a function of the geometric interval $\sigma(x, x')$. However, if we are considering a quantum state which shares the maximal symmetry of the underlying $adS_n$ space-time, then $W(x, x')$ will depend on $x$ and $x'$ only through $\sigma(x, x')$, so we can write $W(x, x') = W(\sigma)$. In particular, this is the case for the global $adS_n$ vacuum which is our focus in this paper.

### C. Determination of the coefficient $D$

We now complete our determination of the Feynman Green’s function $G_F$ by finding the coefficient $D$ in (3.16). This coefficient is fixed by directly comparing the leading-order divergence of $G_F$ with that of $G_\text{H}$. To extract the leading-order divergence of $G_F$, we follow [23]. Applying (A.12b) to the hypergeometric function in (3.16) gives

$$F_+(z) = (1 - z^{-1})^{-\frac{n-2}{2} - \frac{n}{2} - \eta} F(\tilde{z}),$$  \hspace{1cm} (3.26)

where

$$F(\tilde{z}) = F \left[ \frac{n-1}{2} + \eta, \frac{1}{2} + \eta; 2\eta + 1; \tilde{z} \right],$$  \hspace{1cm} (3.27)

with

$$\tilde{z} := \frac{1}{1 - z} = \left[ \text{sech} \left( \frac{s}{2a} \right) \right]^2.$$  \hspace{1cm} (3.28)

As $z \to 0$, we have $\tilde{z} \to 1$. Applying (A.12a) to (3.27) gives

$$F(\tilde{z}) = (1 - \tilde{z})^{1-\frac{n}{2}} \tilde{F}(\tilde{z}),$$  \hspace{1cm} (3.29)

where

$$\tilde{F}(\tilde{z}) := F \left[ \eta - \frac{n-3}{2}, \frac{1}{2} + \eta; 2\eta + 1; \tilde{z} \right],$$  \hspace{1cm} (3.30)

is convergent as $\tilde{z} \to 1$ for all $n > 2$. Combining (3.16) and (3.26) gives

$$G_F^{n>2} = \lambda_\infty \tilde{z}^{\frac{n-1}{2} + \eta} (1 - \tilde{z})^{1-\frac{n}{2}} \tilde{F}(\tilde{z}),$$  \hspace{1cm} (3.31)

where all the singular behaviour in $G_F$ as $\tilde{z} \to 1$ ($z \to 0$) is now in the $(1 - \tilde{z})^{1-\frac{n}{2}}$ factor.

When $n = 2$, given (3.26) and applying the transformation (A.12c) to $F(\tilde{z})$, the Green’s function (3.16) has...
the form
\[ G_{F}^{n=2} = \lambda_{\infty} D^{\frac{n}{2} + \frac{1}{2}} \cdot \frac{\Gamma(2n + 1)}{[\Gamma(\frac{1}{2} + \eta)]^{2}} \cdot \left[ \Psi^{n=2} - \ln(1 - \bar{\varepsilon}) \right], \] (3.32)

where \( (\frac{1}{2} + \eta) \) is the Pochhammer symbol defined in [A.3] and where
\[ \Psi^{n=2} := 2 \left[ \psi(k + 1) - \psi\left(\frac{1}{2} + \eta + k\right)\right], \] (3.33)

with \( \psi \) denoting the psi function defined in [A.5]. The expression (3.32) exhibits a logarithmic leading-order divergence.

With the expressions (3.31)–(3.32) in hand, the coefficient \( D \) can be determined by extracting the leading-order divergences and then directly comparing this behaviour with that of their respective Hadamard form counterparts,
\[ G_{H}^{n=2} \sim \frac{i}{2\pi} \ln \bar{s}, \quad s \to 0, \] (3.34a)
\[ G_{H}^{n>2} \sim \frac{i}{4\pi^{2}} \Gamma\left(\frac{2}{3} - \eta\right)^{n-2}, \quad s \to 0, \] (3.34b)

obtained from (3.18)–(3.25) with (2.18), where ‘\( \sim \)’ denotes ‘diverges as’ and defining \( \bar{s} := M s \) where \( M \) is the renormalization mass scale (3.20).

When \( n = 2 \), as \( s \to 0 \) the \( k = 0 \) terms are the only contributors to the summation in (3.32). Furthermore,
\[ \ln(1 - \bar{\varepsilon}) = \ln\left\{ \left[ \tanh\left(\frac{s}{2\eta}\right)\right]^{2} \right\} \sim 2 \ln \bar{s}, \quad s \to 0. \] (3.35)

Making use of (A.2), the comparison of (3.32) and (3.34a) then yields
\[ D = \frac{i}{4} \sec(\pi \eta), \] (3.36)

for \( n = 2 \).

When \( n > 2 \), the leading-order divergence of \( G_{F}^{n>2} \) is that of the \((1 - \bar{\varepsilon})^{1 - \frac{2}{n}} = [\tanh(\frac{s}{2\eta})]^{-n-2} \) factor in (3.31). Thus, as \( s \to 0 \),
\[ G_{F}^{n>2} \sim \frac{\lambda_{\infty}}{\left(\frac{2}{3} - \eta\right)} \cdot \frac{\Gamma(2n + 1)}{\Gamma(\frac{2}{3} + \eta)} \cdot \frac{\Gamma(n-2)}{(2n-2)^{n-2}} \cdot s^{2-n}. \] (3.37)

Making use of (A.2) and (A.3), for \( p = 1, 2, \ldots \), the comparison of (3.34b) and (3.37) then yields, for \( n > 2 \),
\[ D = \frac{(-1)^{p}}{(4\pi)^{p+\frac{1}{2}} a^{2p-1}} \cdot \frac{\Gamma(\frac{n}{2} + \eta)}{\eta^{p+\frac{1}{2}}} \cdot \pi \csc(\pi \eta), \] (3.38)

for \( n = 2p + 1 \) and
\[ D = \frac{i(-1)^{p}}{(4\pi)^{p+1} a^{2p+1} \pi^{p+1}} \cdot \frac{(\frac{1}{2} - \eta)}{\eta^{p+\frac{1}{2}}} \cdot \frac{\pi \sec(\pi \eta)}{\eta}, \] (3.39)

for \( n = 2p + 2 \).

We emphasize at this stage that despite the presence of poles in (3.36) and (3.39) for \( \eta = \frac{1}{2}, \frac{3}{2}, \ldots \), and in (3.38) for \( \eta = 1, 2, \ldots \), the Feynman Green’s function \( G_{F} \) remains finite for all \( \eta \).

### IV. Singularity Structure of \( G_{F} \)

To compute the RQFF and RSET using HR, the purely-geometric, divergent, parts of the Hadamard form (3.18) (i.e. the terms containing \( U \) and \( V \)) are subtracted from the Feynman Green’s function (3.8) and the limit \( x' \to x \) is taken. The first step is therefore to regularize, by isolating all the divergent terms in both the Feynman Green’s function (3.8) and the Hadamard form (3.18) and write them in a form which facilitates renormalization, i.e. the subtraction and limit process. In this section we regularize the Feynman Green’s function (3.8) and in the next section, the corresponding calculations for the Hadamard form (3.18) are performed.

The regularization
\[ G_{F} = G_{F, \text{reg}} + G_{F, \text{sing}}, \] (4.1)

where \( G_{F, \text{sing}} \) denotes the part of \( G_{F} \) containing its singular terms and \( G_{F, \text{reg}} \) denotes the remaining regular part of \( G_{F} \) is developed below by expanding the hypergeometric functions in (3.31) and (3.9b) as series in \( s \), for \( n = 2 \) and \( n > 2 \) with \( n \) odd and with \( n \) even respectively.

The computations of \((\Phi^{2})_{\text{ren}}\) and \((T_{\mu \nu})_{\text{ren}}\) require an expression of \( G_{F} \) to zeroth and second order in \( s \) as their corresponding inputs. In what follows, we adopt a convenient notation for such expressions. For a formal series \( f(s) \), we denote: \( f^{0} \) and \( f^{II} \) as its respective zeroth and second order truncations; \( f^{(0)} \) and \( f^{(2)} \) as its zeroth and second order terms; and \( f^{(*)} \) as its singular terms.

#### A. \( n = 2 \)

The relations (3.15)–(3.30) and the expansion (A.8) of the hypergeometric function in (3.9a) combine to give
\[ G_{F}^{n=2} = \frac{1}{4} \left[ 1 - i \tan(\pi \eta) \right] \cdot \sum_{k=0}^{\infty} \frac{\Gamma(\frac{1}{2} + \eta)_{k} \cdot \Gamma(\frac{1}{2} - \eta)_{k}}{(k!)^{2}} \cdot s^{k}. \] (4.2)

Recalling (3.36) (A.2) and applying (A.12c) to the hy-
The Feynman Green’s function therefore has a logarithmic singularity as $s \rightarrow 0$, which can be seen explicitly from

$$G_{F}^{\text{II}, n=2} = -\frac{i}{2\pi} \left( \frac{\mathcal{T} + \ln \bar{s} + \frac{s^2}{24a^2}}{1 + \left( \frac{1}{4} - \eta^2 \right) \frac{s^2}{4a^2} + \left( \frac{1}{4} + \eta^2 \right) \frac{s^2}{4a^2}} \right).$$

The truncation of $G_F^{n=2}$ to second order in $s$ is therefore

$$G_F^{n=2} = \frac{1}{4\pi} \sum_{k=0}^{+\infty} \frac{\left( \frac{1}{2} + \eta \right)_k \left( \frac{1}{2} - \eta \right)_k}{(k!)^2} Z_{\log}^{n=2} z^k,$$

valid as $s \rightarrow 0$, where

$$\tilde{\psi} n:= 2\psi(k + 1) - \psi\left( \frac{1}{2} + \eta + k \right) - \psi\left( \frac{1}{2} - \eta + k \right).$$

The relations (3.15, 3.39, A.2, A.4) and the expansion (4.15) of the hypergeometric function in (3.9a) combine to give

$$Z_{\log}^{n=2\mid k=1} = \left( Z_{\log}^{n=2\mid k=0} - i\delta L \right) z,$$

where

$$\delta L := L\mid_{k=1} - L\mid_{k=0} = L\mid_{k=1} - \frac{1}{4} + 2\eta^2.$$

The zeroth order terms of $G_F$ are

$$G_F^{(0), n=2} = G_F^{(0), \text{reg}} = -\frac{i}{2\pi} \mathcal{T},$$

and the singular term of $G_F$ is

$$G_F^{(s), n=2} = G_F^{(s), \text{sing}} = -\frac{i}{2\pi} \ln \bar{s}.$$
yields
\[ G_{F}^{n=2p+2} = \frac{-i}{(4\pi)^{p+1}a^{2p}} \left[ (-1)^{p} \Gamma(p) z^{-p} \sum_{k=0}^{p-1} \frac{(\frac{1}{2} + \eta)_{k} (\frac{1}{2} - \eta)_{k}}{k! (1-p)_k} z^k \right. 
\left. + \left( \frac{1}{2} + \eta \right)_p (\frac{1}{2} - \eta)_p \sum_{k=0}^{+\infty} \frac{(p + \frac{1}{2} + \eta)_{k} (p + \frac{1}{2} - \eta)_{k}}{k!(k+p)!} (\Psi^{n=2p+2} + \ln z) z^k \right], \]  
(4.20)

where
\[ \Psi^{n=2p+2} := -\psi(k+1) - \psi(k + p + 1) + \psi(p + \frac{1}{2} + \eta + k) + \psi(p + \frac{1}{2} - \eta + k). \]  
(4.21)

Eq. (4.20) reveals poles in the formal Laurent series (FLS) of the first summation and a logarithmic divergence in the second summation.

Adding (4.19) and (4.20) gives the Feynman Green’s function \( G_{F}^{n=2p+2} \). To expand \( G_{F}^{n=2p+2} \) to second order in \( s \), it is convenient to split it into a part containing the logarithmically divergent terms and another containing the FLS:
\[ G_{F}^{n=2p+2} = G_{F, \log}^{n=2p+2} + G_{F, \text{FLS}}^{n=2p+2} \]  
(4.22)

where
\[ G_{F, \log}^{n=2p+2} := \frac{1}{(4\pi)^{p+1}a^{2p}} \left( \frac{1}{2} + \eta \right)_p (\frac{1}{2} - \eta)_p \right. 
\left. \times \sum_{k=0}^{+\infty} \frac{(p + \frac{1}{2} + \eta)_{k} (p + \frac{1}{2} - \eta)_{k}}{k!(k+p)!} Z_{\log}^{n=2p+2} \right], \]  
(4.23)

and
\[ G_{F, \text{FLS}}^{n=2p+2} = \frac{1}{(4\pi)^{p+1}a^{2p}} \left(\sum_{k=0}^{p-1} \frac{(\frac{1}{2} + \eta)_{k} (\frac{1}{2} - \eta)_{k}}{k! (1-p)_k} z^k \right. \]
\[ \left. + \left( \frac{1}{2} + \eta \right)_p (\frac{1}{2} - \eta)_p \sum_{k=0}^{+\infty} \frac{(p + \frac{1}{2} + \eta)_{k} (p + \frac{1}{2} - \eta)_{k}}{k!(k+p)!} (\Psi^{n=2p+2} + \ln z) z^k \right]. \]  
(4.24)

In Eqs. (4.23, 4.24), we have introduced the quantity
\[ Z_{\log}^{n=2p+2} := \left\{ \pi - i \left[ 2\psi \left( \frac{1}{2} + \eta \right) + 2\gamma + \tilde{L} + \ln z \right] \right\} z^k \]  
(4.25)

where
\[ \tilde{L} := \sum_{l=0}^{p+k-1} \left( \frac{1}{\frac{1}{2} + \eta + l} + \frac{1}{\frac{1}{2} - \eta + l} \right) - \sum_{l=1}^{k+p-1} \frac{1}{l} - \sum_{l=1}^{k-1} \frac{1}{l}. \]  
(4.26)

(having applied (A.6) and (A.7) to (4.21)), and where
\[ Z_{\log}^{n=2p+2} := i (-1)^{p} \Gamma(p) \sum_{k=0}^{p-1} \frac{(\frac{1}{2} + \eta)_{k} (\frac{1}{2} - \eta)_{k}}{k! (1-p)_k} z^{k-p}. \]  
(4.27)

For the summation in (4.23), only the \( k = 0 \) and \( k = 1 \) terms contribute to a second-order expansion in \( s \). From (4.25) [4.26], the \( Z_{\log}^{n=2p+2} \) contributions to these terms are
\[ Z_{\log}^{n=2p+2} \big|_{k=0} = \pi - i \left[ 2\psi \left( \frac{1}{2} + \eta \right) + 2\gamma + \tilde{L} \big|_{k=0} + \ln z \right], \]  
(4.28)

and
\[ Z_{\log}^{n=2p+2} \big|_{k=1} = \left( Z_{\log}^{n=2p+2} \big|_{k=0} - i\delta\tilde{L} \right) z, \]  
(4.29)

where
\[ \delta\tilde{L} := \tilde{L} \big|_{k=1} - \tilde{L} \big|_{k=0} = \frac{2p + 1}{(p + \frac{1}{2})^2 - \eta^2} - \frac{p + 2}{p + 1}. \]  
(4.30)

Recalling (4.5), the second-order truncation of the \( k = 0 \) term is
\[ Z_{\log}^{n=2p+2} \big|_{k=0} = -2i \left( \gamma^2 + \frac{1}{2} \tilde{L} \big|_{k=0} + \ln s + \frac{s^2}{12a^2} \right). \]  
(4.31)

From (4.29), the second-order truncation of the \( k = 1 \) term is then
\[ Z_{\log}^{n=2p+2} \big|_{k=1} = \left( Z_{\log}^{n=2p+2} \big|_{k=0} - i\delta\tilde{L} \right) \frac{s^2}{4a^2}. \]  
(4.32)

The truncation of the expansion of \( G_{F} \) to second order in \( s \) is therefore:
\[ G_{F}^{n=2p+2} = \frac{1}{(4\pi)^{p+1}a^{2p}(p+1)!} \left( \frac{1}{2} + \eta \right)_p (\frac{1}{2} - \eta)_p \right. 
\left. \times \left[ Z_{\log}^{n=2p+2} \big|_{k=0} \left( p + 1 - \left[ \eta^2 - \left( p + \frac{1}{2} \right)^2 \right] \frac{s^2}{4a^2} \right) + i\delta\tilde{L} \left[ \eta^2 - \left( p + \frac{1}{2} \right)^2 \right] \frac{s^2}{4a^2} \right] + \frac{Z_{\log}^{n=2p+2}}{(4\pi)^{p+1}a^{2p}}. \]  
(4.33)
Accordingly, recalling (4.5), the zeroth order terms of $G_{F, \text{reg}}$ are

$$G_{F, \text{reg}}^{(0), n=2p+2} = \frac{-i}{4p+\frac{3}{2} \pi p+1} \frac{1}{a^{2p+1}} \frac{(1+\eta)_p \left(\frac{1}{2} - \eta\right)_p}{\eta} \left[\psi\left(\frac{1}{2} + \eta\right) + \gamma + \frac{1}{2} \ln 2 - \ln a\right],$$

(4.34)

and the zeroth order truncation of the part of $G_F$ containing its singularities is

$$G_{F, \text{sing}}^{0, n=2p+2} = \frac{1}{(4\pi)^{p+1} a^{2p}} \left[Z_{\text{FLS}, n=2p+2}^{0, n=2p+2} |_{k=0} - 2i \frac{(1+\eta)_p \left(\frac{1}{2} - \eta\right)_p}{\eta} \ln s\right].$$

(4.35)

Recalling (4.27) and in particular that the $k^{\text{th}}$ summands for $k = 0, 1, \ldots, p-1$, are each respectively a FLS of leading order $s^{-2p}, s^{-2p+2}, \ldots, s^{-2}$, it follows that as $s \to 0$, the sum $Z_{\text{FLS}, n=2p+2}^{0, n=2p+2}$ also contains non-vanishing finite terms. These non-zero finite terms contribute to the singular part of the Feynman Green’s function, $G_{F, \text{sing}}$. For the purposes of renormalization in Sec. VI, it is therefore useful to make a further decomposition of (4.35):

$$G_{F, \text{sing}}^{0} = G_{F, \text{sing}}^{(s)} + G_{F, \text{sing}}^{(0)}$$

(4.36)

where $G_{F, \text{sing}}^{(s)}$ contains all the singular terms and $G_{F, \text{sing}}^{(0)}$ is finite and non-zero as $s \to 0$.

---

C. $n > 2$, $n$ odd

The relations (3.15) (3.38) A.2 (A.4) and the hypergeometric function in (3.9a) combine to give

$$G_{F(C)}^{n=2p+1} = \frac{1}{(4\pi)^{p+\frac{3}{2}} a^{2p-1}} \frac{(1+\eta)_p \left(-\eta\right)_p}{\eta} \left[i - \cot(\pi \eta)\right] \pi F \left[p + \eta, p - \eta; p + \frac{1}{2}; z\right].$$

(4.37)

Recalling (3.38), applying (A.12c) to the hypergeometric function in (3.9b), and then applying the results (A.2) A.4 yields

$$G_{F(D)}^{n=2p+1} = \frac{1}{(4\pi)^{p+\frac{3}{2}} a^{2p-1}} \left\{ \frac{1}{\Gamma \left(p + \frac{1}{2}\right)} \frac{(1+\eta)_p \left(-\eta\right)_p}{\eta} \pi \cot(\pi \eta) F \left[p + \eta, p - \eta; p + \frac{1}{2}; z\right] + Z_{\text{FLS}, n=2p+1}^{n=2p+1}\right\},$$

(4.38)

where

$$Z_{\text{FLS}, n=2p+1}^{n=2p+1} = - (-1)^p \Gamma \left(p - \frac{1}{2}\right) \sum_{k=0}^{+\infty} \frac{(\frac{1}{2} + \eta)_k \left(\frac{1}{2} - \eta\right)_k}{(\frac{3}{2} - p)_k} \frac{s^{k+p}}{k!}.$$

(4.39)

Adding (4.37) and (4.38) gives

$$G_{F}^{n=2p+1} = \frac{1}{(4\pi)^{p+\frac{3}{2}} a^{2p-1}} \left\{ \frac{i \pi}{\Gamma \left(p + \frac{1}{2}\right)} \frac{(1+\eta)_p \left(-\eta\right)_p}{\eta} F \left[p + \eta, p - \eta; p + \frac{1}{2}; z\right] + Z_{\text{FLS}, n=2p+1}^{n=2p+1}\right\},$$

(4.40)

Recalling (4.8), the truncation of the expansion of $G_{F}$ to second order in $s$ is given by

$$G_{F}^{\text{II}, n=2p+1} = \frac{1}{(4\pi)^{p+\frac{3}{2}} a^{2p-1}} \left\{ \frac{i \pi}{\Gamma \left(p + \frac{1}{2}\right)} \frac{(1+\eta)_p \left(-\eta\right)_p}{\eta} \left[1 - \frac{(p+\eta)(p-\eta)}{p+\frac{1}{2}} \frac{s^2}{4a^2}\right] + Z_{\text{FLS}, n=2p+1}^{n=2p+1}\right\}.$$

(4.41)

Accordingly, the zeroth order terms of $G_{F}$ are

$$G_{F}^{(0), n=2p+1} = \frac{i \pi}{(4\pi)^{p+\frac{3}{2}} a^{2p-1}} \frac{(1+\eta)_p \left(-\eta\right)_p}{\eta},$$

(4.42)

and the singular terms of $G_{F}$ are

$$G_{F}^{(s), n=2p+1} = G_{F, \text{sing}}^{0, n=2p+1} = \frac{1}{(4\pi)^{p+\frac{3}{2}} a^{2p-1}} Z_{\text{FLS}, n=2p+1}^{0, n=2p+1}.$$

(4.43)
Recalling (4.39) and in particular that the \( k^{\text{th}} \) summands for \( k = 0, 1, \ldots, p - 1 \), are each respectively a FLS of leading order \( s^{1-2p}, s^{3-2p}, \ldots, s^{-1} \), it follows that as \( s \to 0 \), the sum \( Z_{\text{FLS}}^{n=2p+1} \) does not contain non-vanishing finite terms. Therefore the non-vanishing finite terms \( G^{(0)}_{F, \text{sing}} \) only need to be considered when \( n \) is even.

V. SINGULARITY STRUCTURE OF \( G_{H} \)

As will be seen in Sec. VI, expectation values obtained using HR are constructed from the regular, state-dependent object \( W \). Unlike the purely-geometric terms \( U \) and \( V \) in the Hadamard form (3.18), the quantity \( W \) cannot be uniquely determined from recurrence relations similar to (3.23). Instead we may find \( W \) using the Hadamard form (3.18) and the explicit form of the Feynman Green’s function \( G_{F} \), given in (4.7, 4.22, 4.40) for \( n = 2, n > 2 \) with \( n \) even, and \( n > 2 \) with \( n \) odd respectively.

In this section we regularize the Hadamard form (3.18) by splitting it into two parts,

\[
G_{H} = G_{H, \text{reg}} + G_{H, \text{sing}},
\]

where

\[
G_{H, \text{reg}} := i\kappa W,
\]

and

\[
G_{H, \text{sing}} := i\kappa \left( U\sigma^{1-\frac{d}{2}} + V \ln \tilde{s} \right).
\]

Given that the Feynman Green’s function \( G_{F} \) and the Hadamard form \( G_{H} \) are alternative expressions for the same object (as long as the two space-time points are sufficiently close together), the state-dependent quantity \( W \) can then be determined using

\[
W = -i\kappa^{-1} \left( G_{F} - G_{H, \text{sing}} \right),
\]

since \( G_{H, \text{sing}} \) is the purely geometric part responsible for the short-distance divergences. The computation of expressions for \( G_{H, \text{sing}} \) for specific \( n \) is discussed below.

1. \( n = 2 \)

In two space-time dimensions, the Hadamard form (3.18) does not contain a geometric term \( U \), so the singular part is simply:

\[
G_{H, \text{sing}}^{n=2} := \frac{i}{2\pi} V \left( \ln \tilde{s} - \frac{1}{2} \ln 2 \right).
\]

2. \( n > 2, n \) even

When \( n > 2 \) is even, the singular part of the Hadamard form is

\[
G_{H, \text{sing}}^{n=2p+2} := i\kappa \left( 2pUs^{-2p} + 2V \left( \ln \tilde{s} - \frac{1}{2} \ln 2 \right) \right).
\]

As the functions \( U \) and \( V \) multiply poles and logarithmically divergent terms respectively, it is convenient to split \( G_{H, \text{sing}}^{n=2p+2} \) into parts exhibiting these different behaviours. Accordingly, we define

\[
G_{H, \text{sing}}^{n=2p+2} = G_{H(U)}^{n=2p+2} := i\kappa 2^{p-\frac{d}{2}} Us^{-2p}.
\]

3. \( n > 2, n \) odd

When \( n > 2 \) is odd, the geometric term \( V \) is absent from the singular part of the Hadamard form, so we have:

\[
G_{H, \text{sing}}^{n=2p+1} = G_{H(U)}^{n=2p+1} := i\kappa 2^{-\frac{d}{2}} Us^{1-2p}.
\]

A. Computation of \( G_{H(U)}^{n} \)

For each \( n \), the geometric quantity \( U \) in (5.7a) is found from the expansions (3.21). The coefficients \( U_{l} \) (with \( l > 0 \)) are found by exploiting (3.23a), which can be written in the following form since all quantities depend only on \( s(x, x') \):

\[
(l + 1)U_{l+1} + U_{l+1, s} s - U_{l+1} \Delta^{-\frac{d}{2}} \Delta_{,s} s = \hat{U}_{l},
\]

with \( l = 0, 1, 2, \ldots, \frac{d}{2} - 3 \), where \( , \cdot \) denotes a derivative with respect to the distance \( s \), and where

\[
\hat{U}_{l} := \left( \frac{\Box_{s} - m_{s}^{2}}{n - 2l - 4} \right) U_{l}.
\]

Multiplying through by \( \Delta^{-\frac{d}{2}} s^{l} \), the left-hand side of (5.9) can be written as \( (U_{l+1} \Delta^{-\frac{d}{2}} s^{l+1})_{,s} \). The determination of each \( U_{l} \) reduces to the following integration

\[
U_{l+1} = K \frac{\Delta_{,s}^{l}}{s^{l+1}} \Delta_{,s}^{l} \int_{0}^{\infty} \hat{U}_{l} \Delta^{-\frac{d}{2}} s^{l} ds,
\]

where the dummy integration variable is denoted as \( \hat{s} \). As \( s \to 0 \), the geometric quantity \( U_{l} \) (and therefore \( \hat{U}_{l} \)) is regular but this is not generally so for \( \Delta^{-\frac{d}{2}} s^{-(l+1)} \), and so the constant of integration \( K \) vanishes. Therefore

\[
U_{l+1} = \Delta_{,s}^{l} \int_{0}^{\infty} \hat{U}_{l} \Delta^{-\frac{d}{2}} s^{l} ds.
\]
From the explicit form of the Van-Vleck determinant on \( adS_n \) \((2.20)\), it can be seen that \( \Delta \) and hence \( U_0 \) have Taylor series expansions in even powers of \( s \). By induction, using \((5.12)\), this is true for all \( U_i \), which we therefore write as:

\[
U_i = \sum_{j=0}^{+\infty} \hat{u}_{ij} n^{2j},
\]

(5.13)

with expansion coefficients \( \hat{u}_{ij} \). The truncation of the expansion of \( G^0_{H(U)} \) to second order in \( s \) is then given by

\[
G^0_{H(U)} := i\kappa 2^{\frac{d}{2}-1} \sum_{j=0}^{p-1} \sum_{l=0}^{j_p} 2^{l-j} \hat{u}_{jl}s^{2j+2l-n+2},
\]

(5.14)

where \( n = 2p + 2 \) if \( n \) is even and \( n = 2p + 1 \) if \( n \) is odd, and

\[
 j_p = \begin{cases} 
 p - l + 1, & n = 2p + 2, \\
 p - l, & n = 2p + 1.
\end{cases}
\]

(5.15)

If \( n \) is even, the second-order truncation \((5.14)\) possesses non-vanishing finite terms, \( G^{(0)}_{H, \text{sing}} \) corresponding to the \( j = p - l \) summands. As discussed at the end of Sec. IV, these non-vanishing finite terms will need to be considered when we compute renormalized expectation values for \( n \) even, particularly as, in general,

\[
G^{(0)}_{H, \text{sing}} \neq G^{(0)}_{F, \text{sing}}.
\]

(5.16)

B. Computation of \( G^0_{H(V)} \)

This part of the Hadamard form is non-zero only when \( n \) is even. The function \( V \) in \((5.5)\) \((5.7)\) is a solution of \((2.9)\) \((33)\), and therefore it may be expressed as a linear combination of the same hypergeometric functions present in \((3.8)\),

\[
V = AF \left[ \frac{n-1}{2} + \eta, \frac{n-1}{2} - \eta; \frac{n}{2}; z \right] + BF \left[ \frac{n-1}{2} + \eta, \frac{n-1}{2} - \eta; \frac{n}{2}; 1 - z \right],
\]

(5.17)

where \( A \) and \( B \) are constants. Since \( V \) must be finite as \( s \to 0 \), this implies that \( B = 0 \), yielding

\[
V = AF \left[ \frac{n-1}{2} + \eta, \frac{n-1}{2} - \eta; \frac{n}{2}; z \right].
\]

(5.18)

Considering the expansion of \( V \) in powers of \( \sigma \) \((3.22b)\),

\[
A = \lim_{s \to 0} V_0.
\]

(5.19)

The coefficient \( V_0 \) is obtained from \((3.25b)\),

\[
(m_\xi^2 - \Box_x) U_{n=4} = (n - 2)V_0 + 2V_0 \Delta - \frac{1}{2} \Delta + \frac{1}{2} s, \]

(5.20)

recast here in terms of \( s \). Therefore, since \( V_0 \) has a Taylor series expansion in even powers of \( s \) only,

\[
A = \lim_{s \to 0} \left( \frac{m_\xi^2 - \Box_x U_{n=4}}{n - 2} \right).
\]

(5.21)

Now that \( A \) is fixed, the exact expression \((5.18)\) can be easily used to find the expansion of \( G^0_{H(V)} \) to the required order in \( s \).

VI. HADAMARD RENORMALIZATION

A. Renormalized expectation values

Having regularized the Feynman Green’s function \( G_F \) and considered the singularity structure of the Hadamard form \( G_H \), we are now in a position to find renormalized expectation values, in particular the RRQFF and RSET. Both these are determined from the state-dependent bispectral \( W(x, x') \) appearing in the Hadamard form \((3.18)\), which is calculated using \((5.4)\). In this paper we are interested just in the \( adS_n \) vacuum state \([0]\) which possesses all the symmetries of the underlying \( adS_n \) spacetime. Therefore the geometric quantities \( U \) and \( V \), and the Feynman Green’s function \((3.8)\) depend only on the proper distance \( s(x, x') \) between the two space-time points \( x \) and \( x' \). From \((5.4)\), we deduce that, for the \( adS_n \) vacuum state the quantity \( W \) also depends only on \( s(x, x') \). This simplifies our calculations greatly.

The simplest non-trivial expectation value is the RRQFF, which is given by \((33)\):

\[
\langle \Phi^2 \rangle_{\text{ren}} := \kappa w,
\]

(6.1)

where

\[
w := \lim_{s \to 0} W.
\]

(6.2)

The RSET is given by the action of a second-order linear differential operator \( T_{\mu\nu} \) on \( W \) \((33)\):

\[
\langle T_{\mu\nu} \rangle_{\text{ren}} := \kappa \lim_{s \to 0} T_{\mu\nu} W + \Theta_{\mu\nu},
\]

(6.3)

where \( T_{\mu\nu} \) is a point-separated second-order linear differential operator version of the classical stress-energy tensor \((31)\):

\[
T_{\mu\nu} = (1 - 2\xi) g_{\nu'}^\rho' \nabla_{\mu} \nabla_{\nu'} + \left( 2\xi - \frac{1}{2} \right) g_{\mu\nu} g^{\rho\sigma'} \nabla_{\rho} \nabla_{\sigma'} - 2\xi g_{\mu\nu} g^{\rho\sigma'} \nabla_{\rho} \nabla_{\sigma'} + 2\xi g_{\mu\nu} \nabla_{\rho} \nabla_{\rho'} + \xi \left( R_{\mu\nu} - \frac{1}{2} g_{\mu\nu} R \right) - \frac{1}{2} g_{\mu\nu} m^2,
\]

(6.4)

where \( R_{\mu\nu} \) is the Ricci tensor.

The RSET satisfies Wald’s axioms \((29)\), and hence is determined only up to the addition of a local, conserved,
purely geometric, tensor $\Theta_{\mu\nu}$ \cite{23}. As discussed in \cite{33},
this ambiguity in the definition of $\langle T_{\mu\nu} \rangle_{\text{ren}}$ in curved
space-times is related to the freedom of choice of renormaliza-
tion mass scale $M$ present in HR, which is manifest in
\cite{3.20}. In HR, the local tensor $\Theta_{\mu\nu}$ can be found ex-
plcitly in terms of the renormalization mass scale $M$ as
follows \cite{33}.

Firstly we note that, due to the maximal symmetry of
the $\text{AdS}_n$ vacuum, in the limit $s \to 0$, the quantity $W$
will be a constant throughout space-time, and therefore
the RQFF is also a constant. With this in mind, the
definition (6.3) can be reduced to \cite{33}:

$$\langle T_{\mu\nu} \rangle_{\text{ren}} = \kappa \left( -w_{\mu\nu} + \xi R_{\mu\nu} w - g_{\mu\nu} v_1 \right) + \Theta_{\mu\nu}, \quad (6.5)$$

where

$$w_{\mu\nu} := \lim_{s \to 0} W_{\mu\nu}, \quad v_1 := \lim_{s \to 0} V_1, \quad (6.6)$$

recalling from \cite{3.22a} that for $n$ odd, the term $v_1$ will
disappear.

For $n$ even, given (3.20), the Hadamard form (3.18)
can be written

$$G_H = i \kappa \left[ U \sigma^{1-2} + V (\ln M^2 + \ln \sigma) + W - V \ln M^2 \right].$$

(6.7)

This implies that changing the renormalization mass
scale from unity (corresponding to the Planck mass) to
$M$ corresponds to the transformation

$$W \to W + V \ln M^2. \quad (6.8)$$

It follows therefore from (6.3) that the ambiguity in the
definition of $\langle T_{\mu\nu} \rangle_{\text{ren}}$ is given by

$$\Theta_{\mu\nu} = -\kappa \lim_{s \to 0} T_{\mu\nu} V \ln M^2, \quad (6.9)$$

which is zero when $n$ is odd, but non-vanishing when
$n$ is even. Since $V$ depends only on $s(x,x')$ (5.18),
the computation of $\Theta_{\mu\nu}$ simplifies considerably \cite{33}:

$$\Theta_{\mu\nu} = \kappa \left( v_{0\mu\nu} + g_{\mu\nu} v_1 \right) - \xi R_{\mu\nu} v_0 \ln M^2. \quad (6.10)$$

where

$$v_{0\mu\nu} := \lim_{s \to 0} V_{0\mu\nu}, \quad (6.11)$$

and $v_0$ and $v_1$ are given by (6.6).

To find the RQFF (6.1) and RSET (6.5) we therefore
need to compute $w$, $w_{\mu\nu}$, $v_0$, $v_{0\mu\nu}$ and $v_1$. Since we have
to take two derivatives of $w$ and $v_0$, we require $W^\text{II}$ and
$V^\text{II}$, respectively the expansions of $W$ and $V$ to second
order in $s$ for small separation $s$. For the remainder of
this section, we give the results for $W^\text{II}$ and
$V^\text{II}$ for $n = 2$ to $n = 11$ inclusive, before calculating the RQFF
and RSET in the next section.

Firstly, $V^\text{II}$, the expansion of $V$, is found from the ex-
act expression (5.18) and given in Sec. \text{VI} B. Finding $W^\text{II}$,
the expansion of $W$, is more complicated. The first step is,
for each $n$, to find explicitly the expansions $G_{F,v,n}^\text{II}$ of
the Feynman Green’s function, using the general expres-
sions for $\text{Sec. V} \text{B}$, we present, for $n = 2$ to $n = 11$ inclusive,
the zeroth order expansions $G_{F,v,n}^{(0)}$ to illustrate our results.
The expressions for the full second-order expansions
$G_{F,v,n}^{(0)}$ are extremely lengthy so we do not present them here.
Next we find the second order expansions of the singular part of the
Hadamard form, $G_{\text{II},v,n}^{(0)}$ and then use them to find $W^\text{II}$ from (5.4),
presenting our results in Sec. \text{VTD}.

\section*{B. Expressions for $V^\text{II}$}

The second-order expansions of the geometric function $V$
appearing in the Hadamard form (3.18) are required only
when $n$ is even. Using the results of Sec. \text{VI} B we find the following:

\begin{align}
V^\text{II},n=2 &= -1 - \left( \frac{1}{4} \eta^2 - \frac{1}{16} \right) s^2 \frac{a^2}{\sigma}, \quad (6.12a) \\
V^\text{II},n=4 &= \frac{1}{a^2} \left[ \frac{1}{2} \eta^2 - \frac{1}{16} \right] + \left( \frac{1}{16} \eta^4 - \frac{5}{32} \eta^2 + \frac{9}{256} \right) s^2 \frac{a^2}{\sigma^2}, \quad (6.12b) \\
V^\text{II},n=6 &= \frac{1}{a^2} \left[ \frac{1}{8} \eta^4 + \frac{5}{16} \eta^2 - \frac{9}{128} \right] - \left( \frac{1}{96} \eta^6 - \frac{35}{384} \eta^4 + \frac{259}{1536} \eta^2 - \frac{75}{2048} \right) s^2 \frac{a^2}{\sigma^2}, \quad (6.12c) \\
V^\text{II},n=8 &= \frac{1}{a^6} \left[ \frac{1}{96} \eta^6 - \frac{35}{384} \eta^4 + \frac{259}{1536} \eta^2 - \frac{75}{2048} \right] + \left( \frac{1}{1536} \eta^8 - \frac{7}{512} \eta^6 + \frac{329}{4096} \eta^4 - \frac{3229}{24576} \eta^2 + \frac{3675}{131072} \right) s^2 \frac{a^2}{\sigma^2}, \quad (6.12d) \\
V^\text{II},n=10 &= \frac{1}{a^8} \left[ \frac{1}{2304} \eta^8 + \frac{7}{768} \eta^6 - \frac{329}{6144} \eta^4 + \frac{3229}{36864} \eta^2 - \frac{1225}{65536} \right. \\
&- \left( \frac{1}{46080} \eta^{10} - \frac{11}{12288} \eta^8 + \frac{1463}{294912} \eta^6 - \frac{17281}{131072} \eta^4 + \frac{117469}{1048576} \eta^2 - \frac{19845}{1048576} \right) s^2 \frac{a^2}{\sigma^2}. \quad (6.12e)
\end{align}
C. Expansions of the Feynman Green’s function

The singularity structure of the Feynman Green’s function has been discussed in detail in Sec. IV. Here we present our results for the zeroth order expansions $G_{F, \text{sing}}^{(0)}$, which are sufficient for the computation of the RQFF. The second order expansions $G_{F, \text{sing}}^{(1)}$, required for the computation of the RSET, are computed using the method of Sec. IV, but the resulting expressions are too lengthy to reproduce here. The explicit forms for the zeroth order expansions are:

\begin{align*}
G_{F, \text{sing}}^{0,n=2} &= -\frac{i}{2\pi} \ln \bar{s}, \\
G_{F, \text{sing}}^{0,n=3} &= \frac{i}{4\pi s}, \\
G_{F, \text{sing}}^{0,n=4} &= \frac{i}{4\pi^2} \left\{ \frac{1}{s^2} + \left[ \frac{m^2}{2} + (1 - 6\xi) \frac{1}{a^2} \right] \ln s - \frac{1}{12a^2} \right\}, \\
G_{F, \text{sing}}^{0,n=5} &= \frac{i}{8\pi^2} \left\{ \frac{1}{s^3} - \left[ \frac{m^2}{2} + (2 - 10\xi) \frac{1}{a^2} \right] \frac{1}{s} \right\}, \\
G_{F, \text{sing}}^{0,n=6} &= \frac{i}{4\pi^3} \left\{ \frac{1}{s^4} + \left[ \frac{m^2}{4} + \left( \frac{5}{3} - \frac{15\xi}{2} \right) \frac{1}{a^2} \right] \frac{1}{s^2} \right. \left[ \frac{m^4}{16} + \left( \frac{5}{8} - \frac{15\xi}{4} \right) \frac{m^2}{a^2} + \left( \frac{3}{2} - \frac{75\xi}{4} + \frac{225\xi^2}{4} \right) \frac{1}{a^4} \right] \ln s + \frac{m^6}{48a^2} + \left( \frac{101}{720} - \frac{5\xi}{8} \right) \frac{1}{a^6} \right\}, \\
G_{F, \text{sing}}^{0,n=7} &= \frac{3i}{16\pi^3} \left\{ \frac{1}{s^5} + \left[ \frac{m^2}{6} + \left( \frac{5}{3} - 7\xi \right) \frac{1}{a^2} \right] \frac{1}{s^3} + \frac{m^4}{24} + \left( \frac{2}{3} - \frac{7\xi}{2} \right) \frac{m^2}{a^2} + \left( \frac{8}{3} - 28\xi + \frac{147\xi^2}{2} \right) \frac{1}{a^4} \right\}, \\
G_{F, \text{sing}}^{0,n=8} &= \frac{i}{2\pi^4} \left\{ \frac{1}{s^6} - \left[ \frac{m^2}{8} + \left( \frac{7}{4} - 7\xi \right) \frac{1}{a^2} \right] \frac{1}{s^4} + \frac{m^4}{64} + \left( \frac{35}{96} - \frac{7\xi}{4} \right) \frac{m^2}{a^2} + \left( \frac{259}{120} - \frac{245\xi}{12} + 49\xi^2 \right) \frac{1}{a^4} \right\}, \\
G_{F, \text{sing}}^{0,n=9} &= \frac{15i}{32\pi^4} \left\{ \frac{1}{s^7} - \left[ \frac{m^2}{10} + \left( \frac{28}{15} - \frac{36\xi}{5} \right) \frac{1}{a^2} \right] \frac{1}{s^5} + \frac{m^4}{120} + \left( \frac{4}{15} - \frac{6\xi}{5} \right) \frac{m^2}{a^2} + \left( \frac{98}{45} - \frac{96\xi}{5} + \frac{216\xi^2}{5} \right) \frac{1}{a^4} \right\}, \\
G_{F, \text{sing}}^{0,n=10} &= \frac{3i}{2\pi^5} \left\{ \frac{1}{s^8} - \left[ \frac{m^2}{12} + \left( \frac{2}{3} - \frac{15\xi}{2} \right) \frac{1}{a^2} \right] \frac{1}{s^6} + \left[ \frac{m^4}{192} + \left( \frac{7}{32} - \frac{15\xi}{16} \right) \frac{m^2}{a^2} + \left( \frac{47}{20} - \frac{315\xi}{16} + \frac{675\xi^2}{16} \right) \frac{1}{a^4} \right] \frac{1}{s^4} \\
&\quad- \left[ \frac{m^6}{2304} + \left( \frac{3}{128} - \frac{15\xi}{128} \right) \frac{m^4}{a^2} + \left( \frac{203}{480} - \frac{135\xi}{32} + \frac{675\xi^2}{64} \right) \frac{m^2}{a^2} + \left( \frac{3229}{1536} - \frac{609\xi}{16} + \frac{6675\xi^2}{32} \right) \frac{1}{a^4} \right] \frac{1}{s^2} \\
&\quad- \left[ \frac{1}{18a^2} \left[ \frac{m^6}{10} + \left( \frac{3}{8} - \frac{15\xi}{8} \right) \frac{m^4}{a^2} + \left( \frac{203}{480} - \frac{135\xi}{32} + \frac{675\xi^2}{64} \right) \frac{m^2}{a^2} + \left( \frac{3229}{1536} - \frac{609\xi}{16} + \frac{6675\xi^2}{32} \right) \frac{1}{a^4} \right] \frac{1}{s^2} \\
&\quad+ \left[ \frac{761}{1152} - \frac{10125\xi}{128} \right] \frac{1}{a^2} \left[ \left( \frac{5}{1536} - \frac{5\xi}{8} \right) \frac{m^6}{a^2} + \left( \frac{109}{1536} - \frac{225\xi}{16} + \frac{675\xi^2}{256} \right) \frac{m^4}{a^2} + \left( \frac{109}{1536} - \frac{225\xi}{16} + \frac{675\xi^2}{256} \right) \frac{m^2}{a^2} + \left( \frac{109}{1536} - \frac{225\xi}{16} + \frac{675\xi^2}{256} \right) \frac{1}{a^4} \right] \frac{1}{s} \right\}, \\
&\quad+ \left[ \frac{455625\xi^4}{128} \right] \frac{1}{a^8} \ln s + \left[ \frac{m^6}{27648a^2} + \left( \frac{271}{138240} - \frac{5\xi}{512} \right) \frac{m^4}{a^4} + \left( \frac{51601}{1451520} - \frac{271\xi}{768} + \frac{225\xi^2}{256} \right) \frac{m^2}{a^6} + \left( \frac{51601}{1451520} - \frac{271\xi}{768} + \frac{225\xi^2}{256} \right) \frac{1}{a^8} \right] \left( \frac{m^6}{27648a^2} + \left( \frac{271}{138240} - \frac{5\xi}{512} \right) \frac{m^4}{a^4} + \left( \frac{51601}{1451520} - \frac{271\xi}{768} + \frac{225\xi^2}{256} \right) \frac{m^2}{a^6} + \left( \frac{51601}{1451520} - \frac{271\xi}{768} + \frac{225\xi^2}{256} \right) \frac{1}{a^8} \right] \right\}. \\
\end{align*}
The corresponding expansions of the singular part of the Hadamard form \( G_{H, \text{sing}} \) can be found using the method of Sec. VI. We do not give the resulting expressions explicitly here. The form of \( G_{H, \text{sing}} \) for a general space-time with \( n = 2 \) to \( n = 6 \) dimensions can be found in [33]. Typically, such expressions involve biscalar functions and are ridden with Riemann tensor polynomials. However, the maximal symmetry of \( adS_n \) simplifies these expressions by involving scalar functions only and reducing the possible types of Riemann tensor polynomials significantly. The singular terms of the results (6.13) agree with their counterparts in [33] for the case of \( adS_n \).

For \( n \) odd, we find that

\[
G_{F, \text{sing}}^{(0)} - G_{H, \text{sing}}^{(0)} = 0. 
\] (6.14)

Explicit expressions for the FRTs for \( n = 2, 4, 6, 8 \) and 10 are:

\[
G_{F, \text{FRT}}^{n=2} = \frac{i}{4\pi} \ln 2, 
\] (6.16a)

\[
G_{F, \text{FRT}}^{n=4} = \frac{i}{4\pi^2} \left\{ \frac{1}{6a^2} + 2 \left[ \frac{m^2}{2} + (1 - 6\xi) \frac{1}{a^2} \right] \ln 2 \right\}, 
\] (6.16b)

\[
G_{F, \text{FRT}}^{n=6} = \frac{i}{4\pi^3} \left\{ -\frac{m^2}{12a^2} - \left( \frac{221}{480} - \frac{5}{2} \xi \right) \frac{1}{a^4} - 4 \left[ \frac{m^4}{16} + \left( \frac{5}{8} - \frac{15}{4} \xi \right) \frac{m^2}{a^2} + \left( \frac{3}{2} - \frac{75}{4} \xi + \frac{225}{4} \xi^2 \right) \frac{1}{a^4} \right] \ln 2 \right\}, 
\] (6.16c)

\[
G_{F, \text{FRT}}^{n=8} = \frac{i}{2\pi^4} \left\{ \frac{m^4}{128a^2} + \left( \frac{1811}{11520} - \frac{7}{8} \xi \right) \frac{m^2}{a^4} + \left( \frac{46639}{60480} - \frac{12677}{1440} \xi + \frac{49}{2} \xi^2 \right) \frac{1}{a^6} + 8 \left[ \frac{m^6}{384} + \left( \frac{7}{96} - \frac{7}{16} \xi \right) \frac{m^4}{a^2} - \left( \frac{21}{32} - \frac{49}{6} \xi + \frac{49}{2} \xi^2 \right) \frac{m^2}{a^4} + \left( \frac{15}{8} - \frac{147}{4} \xi + \frac{686}{3} \xi^2 - \frac{1372}{3} \xi^3 \right) \frac{1}{a^6} \right] \ln 2 \right\}, 
\] (6.16d)

\[
G_{F, \text{FRT}}^{n=10} = \frac{3i}{2\pi^5} \left\{ -\frac{m^6}{3456a^2} - \left( \frac{3823}{276480} - \frac{5}{64} \xi \right) \frac{m^4}{a^4} - \left( \frac{624013}{2903040} - \frac{3823}{1935360} - \frac{33755}{1536} - \frac{225}{32} \xi^2 \right) \frac{m^2}{a^6} 
\right. 
\left. - \left( \frac{2091139}{1935360} - \frac{624013}{32256} - \frac{57345}{512} \xi + \frac{33755}{16} \xi^3 \right) \frac{1}{a^8} - 16 \left[ \frac{1}{18432} \frac{m^8}{a^8} + \left( \frac{5}{512} - \frac{5}{256} \xi \right) \frac{m^6}{a^6} 
\right. 
\left. + \left( \frac{109}{1536} + \frac{225}{256} \xi + \frac{675}{256} \xi^2 \right) \frac{m^4}{a^4} + \left( \frac{761}{1152} - \frac{1635}{128} \xi + \frac{10125}{128} \xi^2 - \frac{10125}{64} \xi^3 \right) \frac{m^2}{a^6} 
\right. 
\left. + \left( \frac{35}{16} - \frac{3805}{64} \xi + \frac{73575}{128} \xi^2 - \frac{151875}{64} \xi^3 + \frac{455625}{128} \xi^4 \right) \frac{1}{a^8} \right\} \ln 2 \right\}. 
\] (6.16e)
D. Expressions for $W^n$

Expressions for $W^{II}$ are computed using results for $G_F^{II}$ and $G_{H,\,\text{sing}}^{II}$ obtained previously. and are given below for $n = 2$ to $n = 11$ inclusive as functions of $\eta$:

$$W^{II, \, n=2} = \frac{1}{a^2} \left\{ \left[ -2a^2 - \left( \frac{1}{2} \eta^2 - \frac{1}{8} \right) a^2 \right] \tilde{\gamma} + \left( \frac{1}{2} \eta^2 + \frac{1}{24} \right) a^2 \right\},$$  \hspace{1cm} (6.17a)

$$W^{II, \, n=3} = \frac{\sqrt{2}}{a^3} \left[ -\eta a^2 - \left( \frac{1}{16} \eta^3 - \frac{1}{6} \eta \right) a^2 \right],$$  \hspace{1cm} (6.17b)

$$W^{II, \, n=4} = \frac{1}{a^4} \left\{ \left( \eta^2 - \frac{1}{4} \right) a^2 + \left( \frac{1}{8} \eta^4 - \frac{5}{16} \eta^2 + \frac{9}{128} \right) a^2 \right\} \tilde{\gamma} - \left( \frac{1}{2} \eta^2 + \frac{1}{24} \right) a^2 - \left( \frac{5}{32} \eta^4 - \frac{35}{192} \eta^2 - \frac{47}{2560} \right) a^2 \},$$  \hspace{1cm} (6.17c)

$$W^{II, \, n=5} = \frac{\sqrt{2}}{a^5} \left[ \left( \frac{2}{3} \eta^3 \right) a^2 + \left( \frac{1}{15} \eta^5 - \frac{3}{\sqrt{3}} \eta^3 + \frac{4}{15} \eta \right) a^2 \right],$$  \hspace{1cm} (6.17d)

$$W^{II, \, n=6} = \frac{1}{a^6} \left\{ \left( -\frac{1}{4} \eta^4 + \frac{5}{8} \eta^2 - \frac{9}{64} \right) a^2 - \left( \frac{1}{48} \eta^6 - \frac{35}{192} \eta^4 + \frac{259}{768} \eta^2 - \frac{75}{1024} \right) a^2 \right\} \tilde{\gamma} + \left( \frac{3}{16} \eta^4 - \frac{29}{96} \eta^2 - \frac{107}{3840} \right) a^2 + \left( \frac{17}{576} \eta^6 - \frac{403}{2304} \eta^4 + \frac{2741}{15360} \eta^2 + \frac{14171}{774144} \right) a^2 \},$$  \hspace{1cm} (6.17e)

$$W^{II, \, n=7} = \frac{\sqrt{2}}{a^7} \left[ \left( -\frac{4}{45} \eta^4 + \frac{4}{9} \eta^3 - \frac{16}{45} \eta \right) a^2 - \left( \frac{2}{315} \eta^7 - \frac{4}{45} \eta^5 + \frac{14}{45} \eta^3 - \frac{8}{35} \eta \right) \right],$$  \hspace{1cm} (6.17f)

$$W^{II, \, n=8} = \frac{1}{a^8} \left\{ \left[ \frac{1}{14} \eta^6 - \frac{35}{192} \eta^4 + \frac{259}{768} \eta^2 - \frac{75}{1024} \right] a^2 \right\} \tilde{\gamma} - \left( \frac{11}{576} \eta^6 - \frac{313}{2304} \eta^4 + \frac{2471}{15360} \eta^2 + \frac{11969}{774144} \right) a^2 \right\} \tilde{\gamma} - \left( \frac{37}{18432} \eta^8 - \frac{601}{18432} \eta^6 - \frac{103523}{737280} \eta^4 - \frac{4138441}{30965760} \eta^2 - \frac{195425}{14155776} \right) \right\} a^2 \},$$  \hspace{1cm} (6.17g)

$$W^{II, \, n=9} = \frac{\sqrt{2}}{a^9} \left[ \left( \frac{8}{1575} \eta^7 - \frac{16}{225} \eta^5 + \frac{56}{225} \eta^3 - \frac{32}{175} \eta \right) a^2 + \left( \frac{1}{14170} \eta^9 - \frac{8}{945} \eta^7 + \frac{52}{675} \eta^5 - \frac{656}{2835} \eta^3 + \frac{256}{1575} \eta \right) \right],$$  \hspace{1cm} (6.17h)

$$W^{II, \, n=10} = \frac{1}{a^{10}} \left\{ \left( -\frac{1}{1152} \eta^8 + \frac{7}{384} \eta^6 - \frac{329}{3072} \eta^4 + \frac{3229}{18432} \eta^2 - \frac{1225}{32768} \right) a^2 \right\} \tilde{\gamma} - \left( \frac{1}{23040} \eta^10 - \frac{11}{6144} \eta^8 + \frac{1463}{6144} \eta^6 - \frac{17281}{147456} \eta^4 + \frac{117469}{655360} \eta^2 - \frac{19845}{524288} \right) \right\} a^2 \tilde{\gamma} + \left( \frac{25}{27648} \eta^8 - \frac{461}{27648} \eta^6 + \frac{87983}{1105920} \eta^4 - \frac{3854941}{46448640} \eta^2 - \frac{288563}{35389440} \right) a^2 \tilde{\gamma} + \left( \frac{197}{2764800} \eta^{10} - \frac{5381}{2211840} \eta^8 + \frac{579833}{22118400} \eta^6 - \frac{36356041}{371589120} \eta^4 + \frac{442096687}{4954521600} \eta^2 + \frac{19213927}{2076180480} \right) a^2 \},$$  \hspace{1cm} (6.17i)

$$W^{II, \, n=11} = \frac{\sqrt{2}}{a^{11}} \left[ \left( -\frac{16}{99225} \eta^9 + \frac{32}{6615} \eta^7 - \frac{208}{4725} \eta^5 + \frac{2624}{19845} \eta^3 - \frac{1024}{11025} \eta \right) a^2 \right] - \left( \frac{8}{1091475} \eta^{11} - \frac{8}{19845} \eta^9 + \frac{248}{33075} \eta^7 - \frac{1112}{19845} \eta^5 + \frac{15328}{99225} \eta^3 - \frac{512}{4851} \eta \right) a^2 \},$$  \hspace{1cm} (6.17j)

where (recalling (4.14)), for even $n$,

$$\tilde{\gamma} := \psi \left( \frac{1}{2} + \eta \right) + \gamma - \frac{1}{2} \ln 2 - \ln a = \tilde{\gamma} + \frac{1}{2} \ln 2.$$  \hspace{1cm} (6.18)
VII. RESULTS

In this section we give our results for the RQFF and RSET for $n = 2$ to $n = 11$ inclusive, calculated using the methodology developed in previous sections.

A. Results for $\langle \Phi^2 \rangle_{\text{ren}}$

Using (6.1) and (6.17), expressions for $\langle \Phi^2 \rangle_{\text{ren}}$ are given below for $n = 2$ to $n = 11$ respectively (with $\tilde{Y}$ given by (4.14)):

\begin{equation}
\langle \Phi^2 \rangle_{\text{ren}}^n = - \frac{1}{2\pi} \tilde{Y}, \\
\langle \Phi^2 \rangle_{\text{ren}}^{n=3} = - \frac{1}{4\pi a} \eta, \\
\langle \Phi^2 \rangle_{\text{ren}}^{n=4} = \frac{1}{8\pi^2 a^2} \left[ \left( \eta^2 - \frac{1}{4} \right) \tilde{Y} - \frac{3}{2} \eta^2 - \frac{1}{24} \right], \\
\langle \Phi^2 \rangle_{\text{ren}}^{n=5} = \frac{1}{24\pi^2 a^3} \left( \eta^3 - \eta \right), \\
\langle \Phi^2 \rangle_{\text{ren}}^{n=6} = \frac{1}{64\pi^3 a^4} \left[ \left( \eta^4 - \frac{5}{2} \eta^2 + \frac{9}{16} \right) \tilde{Y} - \frac{3}{4} \eta^4 + \frac{29}{24} \eta^2 + \frac{107}{960} \right], \\
\langle \Phi^2 \rangle_{\text{ren}}^{n=7} = \frac{1}{240\pi^3 a^5} \left( \eta^5 - 5\eta^3 + 4\eta \right), \\
\langle \Phi^2 \rangle_{\text{ren}}^{n=8} = \frac{1}{768\pi^4 a^6} \left[ \left( \eta^6 - \frac{35}{4} \eta^4 + \frac{259}{16} \eta^2 - \frac{225}{64} \right) \tilde{Y} - \frac{11}{12} \eta^6 + \frac{313}{48} \eta^4 - \frac{2471}{320} \eta^2 - \frac{11969}{16128} \right], \\
\langle \Phi^2 \rangle_{\text{ren}}^{n=9} = \frac{1}{3360\pi^5 a^7} \left( \eta^7 - 14\eta^5 + 49\eta^3 - 36\eta \right), \\
\langle \Phi^2 \rangle_{\text{ren}}^{n=10} = - \frac{1}{12288\pi^5 a^8} \left[ \left( \eta^8 - 21 \eta^6 + \frac{987}{8} \eta^4 - \frac{3229}{16} \eta^2 + \frac{11025}{256} \right) \tilde{Y} - \frac{25}{24} \eta^8 + \frac{461}{24} \eta^6 - \frac{87983}{960} \eta^4 + \frac{3854941}{40320} \eta^2 + \frac{288563}{30720} \right], \\
\langle \Phi^2 \rangle_{\text{ren}}^{n=11} = - \frac{1}{60480\pi^5 a^9} \left( \eta^9 - 30 \eta^7 + 273 \eta^5 - 820 \eta^3 + 576 \eta \right). 
\end{equation}

The expressions (7.1) depend only on the length scale $a$ (which determines the $\text{ads}_n$ radius of curvature) and the constant $\eta$, given by (2.10). The vacuum RQFF is a constant throughout $\text{ads}_n$ for each $n$. When $\eta = 0$, the RQFF vanishes for $n$ odd, but for even $n$, the $\tilde{Y}$ factor present means that $\langle \Phi^2 \rangle_{\text{ren}} \neq 0$. The results (7.1) agree with expressions computed using zeta-function regularization [26], up to the addition of a constant. This difference may be attributed to the freedom in the definition of the renormalization mass scale, where Caldarelli’s scale $M_C$ is related to ours via

\begin{equation}
M_C = \sqrt{2} e^{-\gamma} M, 
\end{equation}

which agrees with that in [32]. The results (7.1) are plotted in Fig. 1 as functions of $\eta$, in which we have set $a = 1$ and $M = 2^{\frac{3}{2}} e^\gamma$ (so that $M_C = 1$). The curves associated with consecutive pairs of consecutive values of $n$ alternate as to whether they are ultimately decreasing or increasing functions of $\eta$.

![FIG. 1. $\langle \Phi^2 \rangle_{\text{ren}}$ for varying $n$ with $a = 1$ and $M = e^\gamma$.](image-url)
For $n$ even, the influence of the renormalization mass scale $M$ on the RQFF can be seen in Fig. 2, where we show the RQFF for $M = 2^{-\frac{1}{2}}e^{\gamma}10^{j-6}$, (with $j = -5, -4, \ldots, 5$). For each even value of $n$, the dependence of the RQFF on the renormalization mass scale is through the $\ln M$ term in $\tilde{\Upsilon}$ (6.18). For our choice of values of $M$, the different curves in Fig. 2 correspond to adding a
constant to $\tilde{T}$. For $n = 2$, since the RQFF is simply proportional to $\tilde{T}$, we therefore find a parallel arrangement of curves. For even $n > 2$, the plots show that the RQFF rapidly increases in magnitude as $\eta$ increases, following the passage of each curve through its zeroes for small values of $\eta$. For increasing values of $n$ this oscillating phase takes place nearer to $(\Phi^2)_{\text{ren}} = 0$, and the phase where the RQFF has increasing magnitude is delayed and more rapid. For $n = 2p + 2$, with $p = 1, 2, \ldots$, the $j = 0$ curve will tend to $(-1)^{p+1}\infty$ as $\mu$ increases. Consequently, the curves corresponding to $j \geq 0$ will tend to $\pm(-1)^p\infty$.

B. Results for $\langle T_{\mu\nu}\rangle_{\text{ren}}$

Using (6.5) (6.12) (6.17), expressions for $\langle T_{\mu\nu}\rangle_{\text{ren}}$ are given below for $n = 2$ to $n = 11$ respectively:

\begin{equation}
\langle T_{\mu\nu}\rangle_{\text{ren}}^{n=2} = -\frac{1}{8\pi a^2} \left[ \left(-2\eta^2 - 4\xi + \frac{1}{2}\right) \tilde{T} + \eta^2 + \frac{1}{12}\right] g_{\mu\nu} + \Theta_{\mu\nu}^{n=2},
\end{equation}

\begin{equation}
\langle T_{\mu\nu}\rangle_{\text{ren}}^{n=3} = \frac{1}{12\pi a^3} \left[ \eta^3 + (6\xi - 1) \eta \right] g_{\mu\nu},
\end{equation}

\begin{equation}
\langle T_{\mu\nu}\rangle_{\text{ren}}^{n=4} = \frac{3}{128\pi^2 a^4} \left\{ \left[-\frac{4}{3}\eta^4 - (16\xi - \frac{10}{3}) \eta^2 + 4\xi - \frac{3}{4}\right] \tilde{T} + \eta^4 + \left(8\xi - \frac{29}{18}\right) \eta^2 + \frac{2}{3}\xi - \frac{107}{720}\right\} g_{\mu\nu} + \Theta_{\mu\nu}^{n=4},
\end{equation}

\begin{equation}
\langle T_{\mu\nu}\rangle_{\text{ren}}^{n=5} = -\frac{1}{120\pi a^4} \left[ \eta^5 + (20\xi - 5) \eta^3 - (20\xi - 4) \eta \right] g_{\mu\nu},
\end{equation}

\begin{equation}
\langle T_{\mu\nu}\rangle_{\text{ren}}^{n=6} = -\frac{1}{11} (360\pi a^6) \left\{ \left[-\frac{12}{11}\eta^6 - \frac{360}{11}\xi - \frac{105}{11}\right] \eta^4 + \left(900\eta^6 - \frac{777}{44}\right) \eta^2 - \frac{405}{22}\xi + \frac{675}{176}\right\} \tilde{T}
+ \eta^6 + \left(\frac{270}{11}\xi - \frac{313}{44}\right) \eta^4 - \left(\frac{435}{11}\xi - \frac{7413}{880}\right) \eta^2 + \frac{321}{88}\xi + \frac{11969}{14784}\right\} g_{\mu\nu} + \Theta_{\mu\nu}^{n=6},
\end{equation}

\begin{equation}
\langle T_{\mu\nu}\rangle_{\text{ren}}^{n=7} = \frac{1}{1680\pi a^7} \left[ \eta^7 + (42\xi - 14) \eta^5 - (210\xi - 49) \eta^3 + (168\xi - 36) \eta \right] g_{\mu\nu},
\end{equation}

\begin{equation}
\langle T_{\mu\nu}\rangle_{\text{ren}}^{n=8} = \frac{25}{147456\pi^4 a^8} \left\{ \left[-\frac{24}{25}\eta^8 - \left(\frac{1344}{25}\xi - \frac{504}{25}\right) \eta^6 + \left(\frac{2352}{5}\xi - \frac{2961}{25}\right) \eta^4 - \left(\frac{21756}{25}\xi - \frac{9687}{50}\right) \eta^2
+ \frac{189}{147456}\xi - \frac{1323}{32}\right\} \tilde{T} + \eta^8 + \left(\frac{1323}{25}\xi - \frac{461}{25}\right) \eta^6 - \left(\frac{8764}{25}\xi - \frac{8795}{100}\right) \eta^4 + \left(\frac{5189}{125}\xi - \frac{3854941}{42000}\right) \eta^2
+ \frac{11969}{300}\xi - \frac{288563}{32000}\right\} g_{\mu\nu} + \Theta_{\mu\nu}^{n=8},
\end{equation}

\begin{equation}
\langle T_{\mu\nu}\rangle_{\text{ren}}^{n=9} = -\frac{1}{30240\pi a^9} \left[ \eta^9 + (72\xi - 30) \eta^7 - (1008\xi - 273) \eta^5 + (3528\xi - 820) \eta^3 - (2592\xi - 576) \eta \right] g_{\mu\nu},
\end{equation}

\begin{equation}
\langle T_{\mu\nu}\rangle_{\text{ren}}^{n=10} = -\frac{1}{14745600\pi^2 a^{10}} \left\{ \left[-\frac{129}{137}\eta^{10} - \left(\frac{10800}{137}\xi - \frac{4950}{137}\right) \eta^8 + \left(\frac{22600}{137}\xi - \frac{65835}{137}\right) \eta^6
- \left(\frac{1332450}{137}\xi - \frac{1296075}{548}\right) \eta^4 + \left(\frac{2179575}{137}\xi - \frac{15853815}{4384}\right) \eta^2 - \frac{7441875}{2192}\xi + \frac{13395375}{17536}\right\} \tilde{T}
+ \eta^{10} + \left(\frac{11250}{548}\xi - \frac{20650}{548}\right) \eta^8 - \left(\frac{207450}{137}\xi - \frac{481133}{1096}\right) \eta^6 + \left(\frac{3959235}{548}\xi - \frac{161437505}{92064}\right) \eta^4
- \left(\frac{57824115}{7672}\xi - \frac{418944187}{245504}\right) \eta^2 - \frac{12985335}{17536}\xi + \frac{262292845}{1543168}\right\} g_{\mu\nu} + \Theta_{\mu\nu}^{n=10},
\end{equation}

\begin{equation}
\langle T_{\mu\nu}\rangle_{\text{ren}}^{n=11} = \frac{1}{665280\pi^3 a^{11}} \left[ \eta^{11} + (110\xi - 55) \eta^9 - (3300\xi - 1023) \eta^7 + (30030\xi - 7645) \eta^5
- (90200\xi - 21076) \eta^3 + (63360\xi - 14400) \eta \right] g_{\mu\nu}.
\end{equation}
For even \( n \), the RSET depends on the geometric tensor \( \Theta_{\mu\nu} \). This is evaluated using (6.10), together with (6.12) and (6.17), and the resulting expressions are given below for \( n = 2, 4, 6, 8 \) and 10:

\[
\Theta_{\mu\nu}^{n=2} = -\ln \frac{M^2}{8\pi a^2} \left[ \eta^2 + 2\xi - \frac{1}{4} \right] g_{\mu\nu},
\]

\[
\Theta_{\mu\nu}^{n=4} = \ln \frac{M^2}{64\pi^2 a^4} \left[ \eta^4 + \left( 12\xi - \frac{5}{2} \right) \eta^2 - 3\xi + \frac{9}{16} \right] g_{\mu\nu},
\]

\[
\Theta_{\mu\nu}^{n=6} = -\ln \frac{M^2}{768\pi^3 a^6} \left[ \eta^6 + \left( 30\xi - \frac{35}{4} \right) \eta^4 - \left( 75\xi - \frac{259}{16} \right) \eta^2 + \frac{135}{8} \xi - \frac{225}{64} \right] g_{\mu\nu},
\]

\[
\Theta_{\mu\nu}^{n=8} = -\ln \frac{M^2}{12288\pi^4 a^8} \left[ \eta^8 + \left( 56\xi - 21 \right) \eta^6 - \left( 490\xi - \frac{987}{8} \right) \eta^4 + \left( 1813\xi - \frac{3229}{16} \right) \eta^2 - \frac{1575}{8} \xi + \frac{11025}{256} \right] g_{\mu\nu},
\]

\[
\Theta_{\mu\nu}^{n=10} = -\ln \frac{M^2}{245760\pi^5 a^{10}} \left[ \eta^{10} + \left( 90\xi - \frac{165}{4} \right) \eta^8 - \left( 1890\xi - \frac{4389}{8} \right) \eta^6 + \left( 44415\xi - \frac{86405}{32} \right) \eta^4 - \frac{19290505}{256} \xi + \frac{893025}{1024} \right] g_{\mu\nu}.
\]

Since the \( \text{ads}_n \) vacuum is maximally symmetric, the RSET equals a constant times the metric tensor \( g_{\mu\nu} \). The constant of proportionality depends on \( \eta \) (2.10) but also explicitly on the curvature coupling constant \( \xi \). The results (7.3) also agree with expressions previously computed by Caldarelli [26] using zeta-function regularization methods, up to the addition of a constant, which can be absorbed into the definition of the renormalization mass scale by (7.2).

Since the RSET is proportional to the metric tensor, in our plots we show \( \frac{1}{\pi\eta} \langle T_{\mu\nu}^{\text{ren}} \rangle \), which corresponds to the constant of proportionality. We first plot, in Fig. 3, the results (7.3) as functions of \( \eta \) for \( \xi = 0 \), with \( a = 1 \) and \( M = 2^{-7/2} e^\gamma \).

![Fig. 3](image)

**FIG. 3.** \( \frac{1}{\pi\eta} \langle T_{\mu\nu}^{\text{ren}} \rangle \) with \( \xi = 0 \), \( a = 1 \) and \( M = e^\gamma \sqrt{2} \).

The curves for even \( n \) decrease with increasing \( \eta \), whereas those for odd \( n \) alternate, being ultimately increasing functions of \( \eta \) for \( n = 3, 7 \) and 11 and decreasing functions of \( \eta \) for \( n = 5 \) and 9. In addition, curves for even \( n \) have a slower rate of change with respect to \( \eta \) and can be found on the right-hand side of the plot. From the expressions for even \( n \), it can be understood that their decrease is slowed by the \( \psi \left( \frac{1}{2} + \eta \right) \)-term present in \( \tilde{T} \). For increasing \( \eta \), after initially passing through its zeros, the departure of each curve to infinity takes place in ascending order of \( n \).

To investigate the effect of changing the renormalization mass scale \( M \), in Fig. 4 we show \( \frac{1}{\pi\eta} \langle T_{\mu\nu}^{\text{ren}} \rangle \) as a function of \( \eta \) for a massive, conformally-coupled field for \( n = 4, a = 1 \) and with varying \( M \). The pattern of behaviour is qualitatively identical to the description given for the plots of \( \langle \Phi^2 \rangle_{\text{ren}} \) in Fig. 2.

![Fig. 4](image)

**FIG. 4.** \( \frac{1}{\pi\eta} \langle T_{\mu\nu}^{\text{ren}} \rangle \) for \( n = 4, \xi = \frac{1}{2}, a = 1, M = \frac{e^\gamma}{\sqrt{2}} 10^{j-6} \).

Allowing \( \xi \) to vary, in Fig. 5 we show \( \frac{1}{\pi\eta} \langle T_{\mu\nu}^{\text{ren}} \rangle \) as a function of \( \eta \) and \( \xi \) for \( n = 2 \) to \( n = 11 \) inclusive with \( a = 1 \) and \( M = \frac{e^\gamma}{\sqrt{2}} 10^{j-6} \). For \( n \) even, the
\(\frac{1}{n}(T_{\mu\nu})_{\text{ren}}\) as a function of both \(\eta\) and \(\xi\), with \(a = 1\) and \(M = \frac{\xi^2}{\sqrt{2}}\), for (a) \(n = 2\), (b) \(n = 3\), (c) \(n = 4\), (d) \(n = 5\), (e) \(n = 6\), (f) \(n = 7\), (g) \(n = 8\), (h) \(n = 9\), (i) \(n = 10\) and (j) \(n = 11\).
range \( |\frac{1}{n} (T_{\mu}^{\mu})_{\text{ren}} | \) corresponding to \( \xi \in [-0.2, 0.2] \) with \( \eta \in [0.0, 7.5] \) decreases as \( n \) increases. Conversely, for \( n \) odd, \( |\frac{1}{n} (T_{\mu}^{\mu})_{\text{ren}} | \) increases as \( n \) increases. The linear dependence on \( \eta \) is particularly visible at the intersection of the plot’s surface with the \( \eta = 7.5 \) plane.

In the particular case that the quantum scalar field is massless and conformally coupled, we have

\[
m = 0, \quad \xi = \frac{n - 2}{4(n - 1)}. \tag{7.5}
\]

In this case the trace of the geometric tensor \( \Theta_{\mu\nu} \) vanishes \[33\]. For odd \( n \), the vacuum RSET vanishes when the field is massless and conformally coupled. For even \( n \), the trace of the vacuum RSET reduces to the well-known conformal anomaly (see for example \[53\] for a review). In \( adS_n \), the explicit expressions for the conformal anomaly for \( n = 2, 4, 6, 8 \) and 10 are:

\[
\begin{align*}
(T_{\text{mc}} \mu^{\mu})_{\text{ren}}^{n=2} &= - \frac{1}{12 a^2 \pi}, \tag{7.6a} \\
(T_{\text{mc}} \mu^{\mu})_{\text{ren}}^{n=4} &= - \frac{1}{240 a^4 \pi^2}, \tag{7.6b} \\
(T_{\text{mc}} \mu^{\mu})_{\text{ren}}^{n=6} &= - \frac{5}{4032 a^6 \pi^3}, \tag{7.6c} \\
(T_{\text{mc}} \mu^{\mu})_{\text{ren}}^{n=8} &= - \frac{23}{34560 a^8 \pi^4}, \tag{7.6d} \\
(T_{\text{mc}} \mu^{\mu})_{\text{ren}}^{n=10} &= - \frac{263}{506880 a^{10} \pi^5}. \tag{7.6e}
\end{align*}
\]

where the subscript ‘mc’ indicates the expectation value has been evaluated in the massless, conformally coupled case. We note that the conformal anomaly is always negative.

**VIII. CONCLUSIONS**

In this paper we have studied a real massive free quantum scalar field on \( adS_n \), with arbitrary coupling to the Ricci scalar. We have used HR to calculate the RQFF \( \langle \Phi^2 \rangle_{\text{ren}} \) and the RSET \( \langle T_{\mu\nu} \rangle_{\text{ren}} \) when the quantum field is in the global \( adS_n \) vacuum state. Our method works for arbitrary \( n \) and we have presented explicit results for \( n = 2 \) to \( n = 11 \). The maximal symmetry of both the underlying space-time and the quantum state under consideration have enabled us to give analytic results for all quantities.

We started with a derivation of the \( n = 4 \) Feynman Green’s function, \( G_F (x, x') \) \[27\] that generalises in a natural way to \( n \geq 2 \). Due to the maximal symmetry of the space-time and quantum state, \( G_F \) depends only on the distance \( s \) between the two space-time points under consideration. We regularized \( G_F \) by expanding it as a formal series to second order in \( s \). We have also regularized the Hadamard form \( G_H \) by expanding it as a formal series to second order in \( s \), using the framework in \[33\]. We verified that the divergent terms of \( G_F \) match those of \( G_H \) for \( n = 2 \) to \( n = 11 \) inclusive, and also observed the presence of FRTs for even \( n \). Using these two series expansions, we then computed the RQFF and RSET for each \( n \). Our results for \( \langle \Phi^2 \rangle_{\text{ren}} \) and \( \langle T_{\mu\nu} \rangle_{\text{ren}} \) agree with expressions obtained previously using zeta-function regularization \[26\] up to a choice of mass renormalization scale \[52\]. The equivalence of zeta-function regularization with HR has been proven rigorously for globally hyperbolic space-times \[22\] \[54\] \[55\]. Even though \( adS \) is not globally hyperbolic and so does not satisfy the hypotheses of the theorems in \[52\] \[54\] \[55\], our results have shown that zeta-function regularization and HR remain equivalent on this space-time.

In this paper we have demonstrated how HR works in practice for the vacuum state on \( adS_n \). The short-distance divergences characterizing QFTs on curved space-times are independent of the quantum state under consideration. This means that the process of renormalization for a particular space-time can be performed for a single quantum state, which can be taken to be the simplest, namely the vacuum. Finding renormalized expectation values for other quantum states then reduces to finding differences in expectation values between two quantum states. For example, we will consider in a forthcoming publication \[56\] thermal states on \( adS_n \). Such a study will be necessary for future calculations of the RQFF and RSET for a scalar field (with general mass and curvature coupling) on asymptotically \( adS_n \) black hole space-times.

Finally, let us return to semi-classical Einstein equations \( (1.1) \). Since we have been considering the vacuum state of a free quantum field on a maximally symmetric space-time, our results for \( \langle T_{\mu\nu} \rangle_{\text{ren}} \) have been proportional to the metric tensor \( g_{\mu\nu} \). The semi-classical Einstein equations \( (1.1) \) are easily solved exactly in this situation, simply by making a one-loop quantum correction to the cosmological constant \[57\].

**Appendix**

The calculations that feature in Sec. \[III \] and \[IV \] rely heavily on specific properties of the gamma, psi and hypergeometric functions. An appropriate formulaic is provided here for reference, throughout which \( z, \alpha, \beta, \gamma \in \mathbb{C} \), where \( \alpha, \beta, \gamma \) are constants, and \( k, j, p \in \{1, 2, \ldots \} \).

Firstly, useful results concerning the gamma function, \( \Gamma (z) \) (defined for \( z \in \mathbb{C} \setminus \{0, -1, -2, \ldots \} \)) are the recurrence relations:

\[
\begin{align*}
\Gamma (z + 1) &= z \Gamma (z) = z!, \tag{A.1a} \\
\Gamma (z + j) &= (z + j - 1)(z + j - 2) \cdots (z + 1) \Gamma (z + 1), \tag{A.1b}
\end{align*}
\]

and the reflection formula

\[
\Gamma (z) \Gamma (1 - z) = \pi \csc (\pi z), \tag{A.2}
\]
(see §6.1.15 – §6.1.17 [58]). Defining the Pochhammer symbol
\[(z)_j := z(z + 1) \cdots (z + j - 1) = \frac{\Gamma(z + j)}{\Gamma(z)}, \quad (z)_0 := 1,\]
(see §6.1.22 [58]), we also have
\[\Gamma(p + j + z) = (p + z)_j \Gamma(z).\] (A.4)

Useful formulae for the psi functions
\[\psi(z) := \frac{d}{dz} \ln \Gamma(z),\]
(see §8.361.5 [50]) are
\[
\psi(j + 1) = -\gamma + \sum_{l=1}^{j} \frac{1}{l}, \quad \psi(j + z) = \psi(z) + \sum_{l=0}^{j-1} \frac{1}{z + l},
\]
and the reflection result
\[\pi \tan(\pi z) = \psi \left( \frac{1}{2} + z \right) - \psi \left( \frac{1}{2} - z \right)\] (A.7)
(see §8.365.3, §8.365.4, §8.365.9 [50] respectively).

The hypergeometric series (§15.1.1 [58])
\[F[\alpha, \beta; \gamma; z] := \sum_{j=0}^{+\infty} \frac{(\alpha)_j (\beta)_j}{(\gamma)_j} \frac{z^j}{j!},\] (A.8)

is undefined for \(\gamma = 0, -1, -2, \ldots\), unless either \(\alpha\) or \(\beta\) is a negative integer. The series converges (diverges) absolutely for \(|z| \leq 1\). If \(z = 1\),
\[F[\alpha, \beta; \gamma; z] = \frac{\Gamma(\gamma) \Gamma(\gamma - \alpha - \beta)}{\Gamma(\gamma - \alpha) \Gamma(\gamma - \beta)},\] (A.9)

for \(0 < \Re(\gamma - \alpha - \beta)\) (see §15.1.20 [58]). If \(|z| = 1\) and \(z \neq 1\), then \(F\)
\[
\begin{align*}
&\text{converges absolutely,} & & 0 < \Re(\gamma - \alpha - \beta), \\
&\text{converges conditionally,} & & -1 < \Re(\gamma - \alpha - \beta) \leq 0, \\
&\text{diverges,} & & \Re(\gamma - \alpha - \beta) \leq -1,
\end{align*}
\]
(see also §15.1.1 [58]). Solutions \(F[\alpha, \beta; \gamma; z]\) of the hypergeometric differential equation (see §15.1.1 [58])
\[z(1-z)F_{zz} + [\gamma - (\alpha + \beta + 1)z]F_z - \alpha \beta F = 0,\] (A.11)
are the hypergeometric functions, exhaustive lists of which can be found in, for example, [50] [58] [59] and whose specific forms depend partly on the properties and interrelations of \(\alpha, \beta\) and \(\gamma\).

The linear transformations of hypergeometric series of direct relevance to Sec. III and IV are:
\[
F[\alpha, \beta; \gamma; z] = (1 - z)^{\gamma - \alpha - \beta} F[\gamma - \alpha, \gamma - \beta; \gamma; z],
\]
(see §15.3.3, §15.3.4, §15.3.6, §15.3.7, §15.3.10 and §15.3.12 [58], respectively).
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