On the intrinsic robustness to noise of some leading classifiers and symmetric loss function - an empirical evaluation

Hugo Le Baher
Orange Labs
Lannion, FRANCE
hugo.le-baher@orange.com

Vincent Lemaire
Orange Labs
Lannion, France
vincent.lemmaire@orange.com

Romain Trinquart
Orange Labs
Lannion, France
romain.trinquart@orange.com

ABSTRACT
In some industrial applications such as fraud detection, the performance of common supervision techniques may be affected by the poor quality of the available labels: in actual operational use-cases, these labels may be weak in quantity, quality or trustworthiness. We propose a benchmark to evaluate the natural robustness of different algorithms taken from various paradigms on artificially corrupted datasets, with a focus on noisy labels. This paper studies the intrinsic robustness of some leading classifiers. The algorithms under scrutiny include SVM, logistic regression, random forests, XGBoost, Khiops. Furthermore, building on results from recent literature, the study is supplemented with an investigation into the opportunity to enhance some algorithms with symmetric loss functions.

CCS CONCEPTS
• Computing methodologies → Supervised learning by classification: Classification and regression trees.
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1 INTRODUCTION
In recent years, there has been a surge for businesses to turn to ML solutions, especially supervised classifiers, as a solution for automation and hence scaling. In this paradigm, what was previously tackled with hard encoded expertise is now supposedly discovered and exploited automatically by learning algorithms. Alas, the path to ML starts with a strong prerequisite: the availability of labeled data. In some domains, the collection of these labels is a costly process, if not an impossible one. Classifiers are then trained with imperfect labels or proxies. Even in such adversary context, the performance of the classifiers may still deliver an added business value, such as filtering events and relieving the human operator in a monitoring scenario. But there are some application domains where the high financial stakes push for controlling the effect that noisy labels may have on classification performance. Fraud detection is one of these domains, especially for large companies where even a small fraction of fraudulent activities may yield important losses. As for a motivation to the present work, let us consider one specific realm for fraudsters: the wholesale markets in Telecommunication.

Telecommunication companies use a variety of international routes to send traffic to each other across different countries. In a "wholesale market", telecom carriers can obtain traffic to make up a shortfall, or send traffic on other routes, by trading with other carriers in the wholesale or carrier-to-carrier market. Minutes exchanges allow carriers to buy and sell terminations. Prices in the wholesale market can change on a daily or weekly basis. A carrier will look for least cost routing function to optimize its trading on the wholesale market. The quality of routes on the wholesale market can also vary, as the traffic may be going on a grey route. A chain value exists between operators that provide the connection between two customers. But this value chain could be broken if a fraudster finds a way to generate communication without paying. For the last decades, fraud has been a growing concern in the telecommunication industry. In a 2017 survey [8], the CFCA estimates the annual global fraud loss to $30 billion (USD). Therefore, detecting and preventing, when possible, is primordial in this domain. Regarding Wholesale market, a list of fraud is known [21] by the operators and fraud detection platforms already exist.

One of these platforms has been realized by Orange (as a wholesale operator). This platform contains modules which exploit the information given by the expert (the scoring module, for example, which is a classifier), others explore the data to interact with the expert(s) by finding new patterns, including malevolent ones. This goal is achieved by knowledge discovery and active learning techniques. Those exploration modules [24] are responsible for adapting to the constant evolution of fraudster’s behaviors under (in the case of this platform) the constraint of the limited time that experts can afford to spend in this exploration. This platform share similarities with the one presented by Veeramachaneni et al. in [40]. Both platforms combine a supervised model for predictions with unsupervised models for exploration of unknown pattern, and take into account the user feedback in the learning phase.

In this paper, we are interested by the inspection of the label noise which is natively incorporated in this kind of platform. Here the noise comes from an "inaccurate supervision" [30, 43]. The values used as a target for learning, also called labels, could be wrong, due to a least two factors: the human annotators could make errors, the fraud could drift over the times and previous normal behaviors could contain not yet detected fraud behaviors. These errors would be referred as noise or corruption.

2 CONTEXT AND OBJECTIVES OF THIS STUDY
In this section, we will delineate the scope of our empirical evaluation. First we provide basic definitions and notations on binary classification. Then we discuss how the task of classification can be affected by various types of noise.

The goal of binary classification is to learn a model from a limited sample of observations, in order to predict an associated class or label. Such a technique is based on the hypothesis that rules,
patterns or associations learned from a representative subset of individuals, identified as the training set, can be reused on new data from a similar source, denoted testing set.

In this article, an individual observation will refer to a vector of features \( x \). The observations are organised in a vector \( X \in \mathbb{R}^n \). Each observation \( x \) has an associated class \( y \), those associated classes (or labels) are themselves organised in a vector \( Y \) whose domain is \( \mathbb{R}^n \), with \( |X| = |Y| = n \). The aim is to model the best relationship between attributes and the associated class, defined as a couple \((x, y) \in X, Y\). The goal of the model is to find a classification function built from observed examples: \( f : X \rightarrow Y \).

In theory, the dataset used for training is supposed to represent a subset of the ground truth. However, data in real-world applications rarely correspond perfectly to reality. As defined in [20], noise is “anything that obscures the relationship between the features of an instance and its class”. According to this definition, every error or imprecision into label is considered as noise in this paper.

### 2.1 Impact of Label Noise

When label noise occurs, i.e. a degradation of the learning examples classes, it is no surprise that a significant decrease of the performance has been widely observed and studied. Impact on the learning process could be due to some form of overfitting: concerned models focus too much on corrupted individuals and have trouble generating rules or relations that would generalize properly on new data. For example, in [33], Adaboost shows overfitting behavior in presence of label noise due to wrong labels having a strong influence on the decision boundary. But in some situations, these corrupted labels can offer a new artificial diversity in the original dataset which prevents existing overfitting. For example in [6], randomized targets as a technique is compared to bagging with better results. Besides the impact on performance, other problems may arise. These issues may look less obvious but should still be taken in consideration: (i) interpretability, (ii) statistical significance tests, (iii) feature ranking, etc which are important in fraud detection platform.

### 2.2 Type of Noise

The classifier is a function which models the relationship between input features and an output qualitative variable. Only label noise where \( Y \) is corrupted is considered in this paper. Label noise is a stochastic process which consists in a misclassification of the individuals. Considering \((x, \tilde{y}) \in X, Y\), with \( x \) and \( \tilde{y} \) describing an example with measured attributes and observed label, the following probabilities apply: \( x, \tilde{y} \in (X, Y) \), \( P(\tilde{y} = +1 | y = -1) = \rho_{-1} \), \( P(\tilde{y} = -1 | y = +1) = \rho_{+1} \).

In other terms, the observed label takes one value among other values possible randomly according to two parameters \( \rho_{-1} \) and \( \rho_{+1} \), the noise parameters. Since only binary classification will be considered later in the paper \((Y = \{+1, -1\})\), introducing noise on the labels consist in swapping the observed value to the other possible one: positive becomes negative, negative becomes positive.

### 2.3 Experimental settings and Noise dependencies

Frenay et al. [16] offer a taxonomy regarding different settings of label noise. We discuss it briefly and refer to it in order to specify the environment our evaluation sets in with controlled random settings. In their publication, authors compare the context of label noise to the context of missing values, described in [34]. The noise generation is characterized in terms of the distribution and the magnitude it depends on.

One can isolate 3 distinct cases where the labels are noised: Noisy Completely At Random (NCAR), Noisy At Random (NAR) and Noisy Not At Random (NNAR). In this paper only NCAR will be studied in future experiments. This entails that, with \( \rho_{-1} \) and \( \rho_{+1} \) defined as the probability of noise insertion on negative and positive individuals respectively, \( \rho_{-1} = \rho_{+1} = \rho \). The same proportion of the positive class is noised as the noised proportion in the negative class. The noise is uniform.

### 2.4 Class Balance

The final element that describes our targeted task is the balance of the categories. In natural phenomena or datasets, labels are rarely perfectly balanced. Some proportion may appear with almost 50 percent each for a binary labelling for example, which would lead to fairly balanced datasets. However, some type of problems exhibit less balanced proportions and sometimes even really imbalanced ones. Let us consider the example of fraud detection: one can reasonably imagine that in some system, the large majority of users are from the same category. A simple example can be described as illustrate: a really unintelligent algorithm that would always predict the majority class would achieve an accuracy of 95% if the evaluation dataset is composed of only 5% of the minority class. If no proper attention is paid to the dataset or the built model, then the result could be considered as satisfactory.

This issue should be a particular focus that induces some appropriate benchmark design choices as detailed hereafter:

#### 2.4.1 Choice of Metrics

Metrics should be chosen appropriately [37]. If most common metrics work well when imbalance is no issue, some may be deeply affected when most of the individuals are from the same category. A simple example can be described to illustrate: a really unintelligent algorithm that would always predict the majority class would achieve an accuracy of 95% if the evaluation dataset is composed of only 5% of the minority class. If no proper attention is paid to the dataset or the built model, then the result could be considered as satisfactory.

#### 2.4.2 Imbalance of Categories

As studied in [38], imbalanced and noisy data entails a decrease in performance. As this article concluded, the addition of noise yields a proportional drop in performance for every tested learner, even though a few of them did actually benefit from noise in terms of robustness. Also the study proves that noise in the minority class is a lot more critical than noise in the majority class. Finally, the authors conclude that filters aiming to detect and correct potential mislabels before any supervised learning procedure, look inappropriate in the case of skewed datasets.

### 2.5 Current Solutions

In this section, we sketch out the existing solutions for coping with noisy labels. We follow the classification proposed by [16] into 4 categories, we shall then focus on the latter two.
The first pragmatic way of tackling this issue is to manually review the labels with the goal of identifying corrupted labels. However, this task is very similar to manual labelling and it is very costly in time and human resources.

Automatic filtering and cleansing. In binary classification, once a corrupted label is detected, correction is easy: since only two values are available for labelling, the faulty label should be switched to the only other possible value. Alas automating the detection of faulty labels is of similar complexity as anomaly detection, which is far from being trivial. The interested reader may take a look at [25, 27, 28, 36, 38].

Robust Algorithms. A third way of coping with noise is to look for learning algorithms which embed strong resistance to skewed labels in datasets and produce classification models whose performance may be fairly robust to noise addition. It should be an output of our evaluation to identify such classifiers.

Changing loss function for more robustness. The fourth and last approach is a variation on the previous one: instead of looking for classifiers that are robust to noise by design, one might tweak part of the algorithm to reach robustness. Recent studies (see [26, 39] or [17]) have put a new emphasis on the research of more relevant loss functions: aiming at risk minimization in presence of noisy labels, [9] shows theoretically and experimentally that when the loss function satisfies a symmetry condition, it contributes to the robustness of this algorithm.

The concept of symmetry for loss functions already has multiple conflicting definitions. Here, we will be using the following. Considering a loss function \( L \), where \( f(x) \) is the prediction of the model and \( y \) is the target label taken amongst \( Y = \{+1, -1\} \), \( L \) is symmetrical if \( \sum_{y \in Y} L(f(x), y) = c \), \( c \) being a constant. In a binary context where \( Y = \{+1, -1\} \), we have: \( L(f(x), +1) + L(f(x), -1) = c \).

In other terms, an algorithm will be penalized equally according to a relationship between target \( y \) and predicted value \( f(x) \), whatever the target being positive or negative. Some implementations of algorithms offer multiple loss functions at disposal or at least allow users to implement their own. In our study, a relevant goal is to know if using such losses is worth the change, in general or in the case of corrupted datasets.

Note: In this paper, we are more interested by an evaluation of the robustness of some recent leading classifiers and symmetric loss function thus the manual review and automatic filtering / cleansing will not be studied.

Objectives and organisation of this paper

The objectives of this paper are two-folds. First we are interested in an empirical study of the performance of some of the leading classifiers as well as the classifier used in the platform described in the introduction. Secondly we are interested in assessing the performance of dedicated symmetric loss function and hence their relevance to our platform for mitigating the effects of label noise.

For our experiments, the following hypothesis will be considered: (i) If label noise has an impact on performance in general, some algorithms may be robust to it. (ii) The addition of noise over labels may entail heterogeneous performance decrease over datasets, that is to say noise may entail a lesser performance decrease on some specific problems. (iii) Some simple tweaks in the algorithms might increase the robustness. Use of symmetrical losses when available is a promising option.

After the introduction (Section 1) and the description of the context above in this section the rest of the paper is organized as follow: the Section 3 described the methodology used to design our benchmark then the Section 4 give detailed results before a discussion / conclusion in last Section 5.

3 METHODOLOGY IMPLEMENTED

Following previously published evaluations such as [14, 29, 44], we present the design of our empirical evaluation through the following facets of specification: (i) the overall protocol, (ii) the datasets used for benchmark, (iii) the list of learning algorithms under evaluation, (iv) the procedures to generate the artificial noise, (v) the criteria for final evaluation of the tests.

3.1 Protocol

In order to ensure that our evaluation delivers relevant results, the protocol must explore a large variety of options. First it should integrate algorithms that are taken from different paradigms. Second it should confront those algorithms with diverse datasets. Not only should these datasets differ in their features, they should exhibit a sufficient range of target distribution, from fairly balanced to heavily imbalanced ones. Finally the number of run tests must be sufficient to draw trustworthy conclusions; this number should also be configurable so as to control computing time.

The protocol can be described as a pipeline, composed of many processes, from collecting datasets to results. Here are all the steps that have to be implemented, with associated adjustable parameters:

1. Collection of publicly available datasets whatever the format is (.csv, .json, .arff, ...).
2. Preprocessing and standardization of the collected datasets, to be used in the following steps with a uniform code. This implies various transformations:
   - Interpreting the format of the dataset as tabular.
   - Filling missing values. Categorical and Numerical are considered separately:
     - For categorical columns, missing values are considered as their own separate value.
     - For numeric columns, missing values replaced by the average of the whole column.
   Note that such process may penalize models that can handle missing values into their design, compared to other models.
   - Selection of the relevant variables, according to the documentation furnished or not with the dataset.
   - Standardization of the labels into \( \{ -1 : \text{negative}, +1 : \text{positive} \} \)
   - Cleaning of the strings (values and columns)
3. splitting the datasets into K-fold repeated R times. Note that the folds are stratified, i.e. they respect the original classes proportions into splits.
4. applying some noise on the splits. A random portion of the training labels are chosen according to a fixed parameter. These fixed parameters are called \( \rho \). For the noise to be
comparable across all datasets, the chosen proportion scale over the minority class percentage. If we have $p = 0.5$ and the prior is 0.25 (25% of the examples are from the minority class), then we would apply an effective label noise of $0.5 \times 0.25 = 0.125 = 12.5\%$.

(5) learn $A$ different algorithms on the corrupted training sets and evaluate over the testing sets. Some algorithms may use different preprocessing than others.

(6) compute the chosen metrics according to the predicted sets produced by the models.

At the end of this pipeline $(D \times K \times R \times |\rho| \times A \times M)$ results will be obtained: $M$ metrics computed over the learning of $A$ algorithms. The algorithms learns over $D$ datasets, split $K \times R$ times. These splits are corrupted depending on a fixed parameter $\rho$ that scales on the prior.

### 3.2 Datasets

In the introduction to this paper, we did motivate our benchmark through the description of the operational fraud detection system we contribute to. This use-case may seem like a good candidate for providing datasets for evaluation purpose. Unfortunately this source of data is sensitive and cannot be disclosed. Moreover these data are afflicted by the exact plague that this study is focused upon: the labels are not fully known and hence the actual performance in classification cannot be measured. Instead, we chose to turn to datasets which are publicly available and commonly used in benchmarks; the target labels in those datasets could then be partially changed in a controlled manner. The datasets chosen and used in this paper are listed in Table 1. They come from NASA or UCI and have been used in [29], [9], or [14]. These datasets are willingly more or less simplified versions of existing use-cases; they are close to our real application: tabular datasets with a medium number of explanatory variables which are mixed (categorical and numerical) and which are not made of images, music or language.

| Name     | Num | Cat | N  | Min% |
|----------|-----|-----|----|------|
| 1        | 170 | 0   | 76000 | 1.8 |
| 2        | 10  | 10  | 41188 | 3.3 |
| 3        | 22  | 0   | 1109  | 6.9 |
| 4        | 22  | 0   | 498   | 9.8 |
| 5        | 22  | 0   | 2105  | 15.4|
| 6        | 40  | 0   | 194   | 18.6|
| 7        | 17  | 5   | 10885 | 19.3|
| 8        | 22  | 0   | 522   | 20.5|
| 9        | 5   | 8   | 48842 | 23.9|
| 10       | 9   | 0   | 699   | 34.4|
| 11       | 57  | 0   | 4601  | 39.4|
| 12       | 14  | 0   | 14980 | 44.8|
| 13       | 68  | 0   | 11055 | 44.3|
| 14       | 0   | 22  | 8416  | 46.6|

**Table 1: Datasets used for the Benchmark and some Characteristics: name, number of numerical features (Num), number of categorical features (Cat), number of examples (N), percentage of the minority class.**

NASA datasets were chosen because they are used in [14] and because fault detection and fraud detection are quite related topics. However, original versions linked into the article are not available anymore. Moreover, authors use a cleansing process over the datasets that we are not able to reproduce, because of a lack of information. For these reasons, we will not be able to compare our results with the article.

With this choice of datasets, a large range of the class balance is covered: Mushroom is balanced while Trucks is really imbalanced. Also, volume are quite various in number of rows or columns which lead to different difficulties of learning tasks.

### 3.3 Algorithms

The aim of this paper is to demonstrate the different levels of robustness to label noise that are achieved by various algorithms paradigms. In this subsection, we list the algorithms we have chosen as paragons. For each algorithm, we provide the motivations for our choice as well as the parameters and implementations used.

Note that, given the datasets used in this benchmark are tabular, with mixed variables, we chose not to include deep learner. But the reader may find a recent survey focused on this learning paradigm in [35]. An over-all criteria for picking algorithms was interpretability, which is a key-feature for experts in fraud detection.

#### 3.3.1 Linear SVC

To serve as a baseline or starting point, a simple and common model has been chosen in the context of binary classification. The support vector machine classifier seems to fit with these requirements. The goal of this algorithm is to find a maximum margin hyper plane that provides the greatest separation between the classes [1]. An intermediate of the Liblinear implementation [13] is available in Scikit-learn (http://scikit-learn.org/). Moreover, the Liblinear implementation allows scaling on large datasets.

For our experiments, the following parameters have been used: L2 penalty is applied, regularized at $C = 1.0$, with a squared hinge loss function. As advised in documentation, in the case where the amount of samples outnumbers the number of features, we prefer the primal optimization problem rather than dual. We also want to reach convergence in a maximum cases as possible while finding a solution in a reasonable time: the number of iterations is fixed at 20000. This model is expected to have poor results on corrupted labels without cleansing [14].

#### 3.3.2 Logistic Regression (LR)

Adding another linear model to the experiments may confirm or not the expected results hypothesis. Logistic Regression is expected to be affected in the same way as Linear SVC [14]. This is confirmed by a review of the unsymmetrical loss use on corrupted labels: this problem can indeed be expressed as an optimization using a logistic loss, which does not satisfy the symmetry condition. Using this algorithm also serves the purpose of showing faults of such losses functions. The implementation used is also from Scikit-learn, with similar parameters than SVC.

---

1. Only a portion have been backed up and made available here: https://datahub.io/machine-learning
2. The code of all the experiments, and the datasets are available at: https://github.com/HugoSwen/NoiseEvaluation
3. Even though there has been a lot of recent tools like saliency maps and activation differences that work great for some domains, they do not transfer completely to all applications. It is still difficult to interpret per-feature importance to the overall decision of the deep net.
lbfgs implementation is used with only available options for this: L2 regularization with $C = 1.0$ and primal optimization. Number of iterations is also set at 20000.

3.3.3 Random Forests (RF). An option shown to outperform other approaches when dealing with label noise is the use of ensemble methods, or Bagging [12]. This kind of methods was developed mostly to upgrade performances of existing models and prevent overfitting. The principle is quite simple: multiple versions of a learner are trained on different samples and the outcome is a vote [5]. This process works well when learners are naturally unstable. For this reason Random forests [7] are often privileged.

To multiply the tests, two different implementations of Random Forests were used. One from Scikit-learn, one from Weka (http://weka.sourceforge.io/). Parameters were chosen to be similar on both implementations. The forest is composed of 100 trees, learned on . The trees have an unlimited depth. In Weka, the minimum instances per leaf equals 1, while in Scikit-learn the minimum amount to authorize a split is 2, which leads to the same idea. According to [15] good results can be expected on the noised datasets.

3.3.4 Khiops. This a tool developed and used in Orange Labs. The software, named Khiops\(^4\), is available here www.khiops.com. This is also the classifier used in the platform described in Section 1. To summarize briefly and for supervised classification it contains a Selective Naive Bayes (SNB): i.e feature selection and feature weighting are used.

Various methods of features selection have therefore been proposed [23] to focus the description of the examples on supposedly relevant features. For instance, heuristics for adding and removing features can be used to select the best features using a wrapper approach [18]. One way to average a large number of selective naive Bayes classifiers obtained with different subsets of features is to use one model only, but with features weighting [4]. The Bayes formula under the hypothesis of features independence conditionally to classes becomes: $P(j|X) = \frac{P(j) \prod_{f} P(X_f|j)^{W_f}}{\sum_{j=1}^{K} P(j) \prod_{f} P(X_f|j)^{W_f}}$, where $W_f$ represents the weight of the feature $f$, $X_f$ is component $f$ of $X$, $j$ is the class labels. The predicted class $j$ is the one that maximizes the conditional probability $P(j|X)$. The probabilities $P(X_i|j)$ are estimated by interval using a discretization for continuous features. For categorical features, this estimation can be done if the feature has few different modalities. Otherwise, grouping into modalities is used using [2]. The computation of the weights of the SNB as well as the discretization of the numerical variables and grouping modalities of categorical variables are done with the use of data dependent priors and a model selection approach [19] which has no recourse to cross-validation. As shown in [3] good results can be expected on the noised datasets since these kind of method is auto regularized.

An interface was used for the benchmark, available in Python and developed to be uniform with Scikit-learn. For this use of Khiops, no parameters are required. Another additional model, referred as “KhiopsRF” into the results analysis has also been tested. For this part, Khiops build some supplementary variables to be inputted thanks to Random Trees (100 trees) [41].

3.3.5 XGBoost. One of the solution that needed to be tested with high priority is the use of a symmetrical loss, as explained in Section 2.5.4. Then, an implementation that allowed the use of symmetrical loss is needed or custom loss at least. The first case seems to be quite rare so we made the choice to use XGBoost, which allows to implement our own losses (objective function in XGBoost) [10]. Boosting is similar to bagging in a way that it combines many simple learners to get a single decision. However, in bagging, each learner is learned at the same time and independently, while in boosting we learn models after models. Also, each model serves as a baseline for the next one. Other boosting methods like Adaboost have been shown to have really good results overall, but less than Bagging when label noise occur [12]. This algorithm has been chosen mostly for the comparison of loss functions.

Other than the choice of loss function, here are the choices of parameters: $\eta = 0.3$, $\text{min\_child\_weight} = 0$, $\lambda = 1$. Eta or $\eta$ is the learning rate that shrinks the feature weights used in the next step to prevent overfitting. $\text{min\_child\_weight}$ corresponds to the minimum sum of instance weight needed in a child to continue partitioning. It also corresponds to the sum of hessian. In some context like linear regression, the sum of hessian corresponds to the number of instances. With symmetrical losses that we use, the hessian is always null, so we need this parameter to be null also if we want to trigger the learning. Lambda or $\lambda$ is the L2 regularization parameter. 100 estimators are built.

3.4 Evaluation
To evaluate the quality of the results of all classifiers, a comparison between the predicted targets and the ground truth is needed both on the training and the testing set. Score obtained on training set helps to understand if the algorithms learn effectively. The testing score evaluates how much the model manages to generalize its results on new data. Since our datasets range from balanced to very unbalanced, three appropriate metrics will be considered:

3.4.1 Balanced Accuracy. A good alternative to accuracy in our imbalanced scenario is the balanced accuracy, also called “bacc” for short. To compute this metric, the accuracy is computed on each individual and each individual is weighted by its class balance. Thanks to this, errors on examples taken from the minority class are emphasized and thus, not ignored. Balanced accuracy is defined on $[0, +1]$, where $+1$ is the perfect score.

3.4.2 Area Under ROC Curve. Already defined into the review of [14] this metric is relevant because it shows the trade-off between detection and false alarm rates. The AUC is defined on $[0, +1]$, where $+1$ is the perfect score.

3.4.3 Cohen’s Kappa. The last metric we have chosen is the Cohen’s Kappa ([11]). It is a statistic that measures agreement between two annotators. Here, we can consider the original target values and the predicted one as assigned by two different annotators. If $p_0$ is considered as the observed agreement ratio and $p_e$ the expected agreement probability, if the labeling is randomly chosen by both annotators, then: $\text{Kappa} = \frac{(p_0 - p_e)}{(1 - p_e)}$. The Cohen’s Kappa is defined

\(^4\)An evaluation license could be obtained by everyone for free and two months without any technical limitations.
on \([-1,+1]\), where +1 is the perfect score and a negative or null value means a random classification.

3.5 Summary: Parameters Chosen and Volume of Results

To conclude this section, here is a recap of all parameters used during the benchmark:

- 14 datasets: detailed in Subsection 3.2.
- 10 algorithms: Linear SVC, Logistic Regression, Scikit-Learn Random Forest (skRF), Weka Random Forest (wekaRF), Khiops, Khiops with Random Forest features (KhiopsRF), XGBoost with asymmetric losses functions: Hinge loss (XGB_HINGE) and Squared error loss (XGB_SQUERR); XGBoost with symmetric losses functions: Unhinged loss (XGB_UNHINGED) and Ramp loss (XGB_RAMP)
- 5 folded splits, repeated 5 times.
- 12 levels of noise \(\rho = [0.00, 0.05, 0.10, 0.20, 0.25, 0.33, 0.50, 0.66, 0.75, 0.90, 1.00, 1.25]^{5}\).
- 3 metrics: AUC, Balanced Accuracy and Cohen’s Kappa

When running full tests, one obtain this amount of run models: 14 * 10 * 5 * 5 * 12 = 42,000. Each of these models have been evaluated with 3 metrics in both train and test. Below, only testing results will be used.

4 RESULTS

4.1 General Results

As stated at the end of the previous section, the benchmark is comprised of 42 thousands of runs. To interpret the results over such volumes, looking closely at each individual result is not an option: it is mandatory to aggregate the results. Considering the average results by models and datasets is a sound approach to get an overview of the algorithms performance. On the contrary averaging over all value of noise would defeat the purpose of the benchmark since it would mask the evolution of performances along with noise addition.

For the dataset breastcancer which is almost balanced, one can observe in Figure 1, that performances decrease along with noise on all models (bars that represent each levels of noise are sorted from left to right, and from dark to lighter color). For spambase (see Figure 2) the results are the same. For trucks (see Figure 3), which is the larger dataset (in number of examples and explanatory variables) and the most unbalanced, the results seems stable for all algorithms.

Note that Y axis is not drawn on the full range of values: only from half the range to maximum values. The following observations can be made on this case:

- Performances collapse genuinely at \(\rho = 1.25\).
- If models achieve similar results without noise, khiops, khiopsRF, linearSVC and logistic regression know a really small decrease even at \(\rho = 1.00\).
- Both symmetric Ramp and Unhinged losses are more robust than Hinge and Squared Error with XGBoost.
- Both implementations of Random Forests have the same results. Although this solution was considered as a promising option \([14]\), it seems that the presence of noise yields a significant decrease of performance.

Due to place consideration we cannot show the detailed results for all datasets, but they are all available here: https://github.com/Hugoswini/NoiseEvaluation for the AUC, the balanced accuracy as well the Cohen’s Kappa (the plots of every datasets results are available). This supplementary material also contains the retained performance which is discussed in the next subsection.

The following conclusions can be withdrawn from the supplementary material: the results from NASA datasets are really poor. On KC1, KC3 and CM1 especially, the algorithms struggle to achieve more than random guesses (half of the metrics range) and they exhibit a high variance. These datasets being quite small and very specific must have challenging features for the models to solve. The collapse at \(\rho = 1.25\) is also clear with eyestate, mushroom, phishing.

4.2 Retained Performances - View 1: Averaged on all datasets

To measure robustness only, a simple metric has been used to emphasize this aspect. For each run with a given \(\rho\), the result is compared to the run done with exact same conditions at \(\rho = 0.0\), i. e. when there is no noise: the retained performance\(^6\)

\[
P_{k\rho} = \frac{\text{Result}_\rho}{\text{Result}_{\rho=0}}
\]

Using this metric, the robustness of all datasets can be compared in a glance (Figure 4).

These results corroborate the following assertions:

- Performances collapse at \(\rho = 1.25\).
- Both symmetric Ramp and Unhinged losses are more robust than Hinge and Squared Error with XGBoost.
- Both implementations of Random Forests yield the same results and their decrease in performance are significant. This observation conflicts the conclusions made in \([15]\).

However the \(P_{k\rho}\) metric ignores completely the absolute performances; therefore the next section focuses on this point.

4.3 Retained Performances - View 2:

Algorithms compared with each others vs. a dataset

An aspect of the results that we really care about is how algorithms behave compared with each others. The barplots in Figures 5 and 6 allow a clear view over the results, but it is far from trivial to conclude whether algorithm A is better than B, and for which noise values. Digging further into this idea, we can plot these aggregated results where we focus on the evolution of performances of all models with respect to the noise level. Figure 5 and Figure 6 illustrate

\(^6\)Note that for this computations, Cohen’s Kappa must be scaled from \([-1;+1]\) to \([0;+2]\) with a simple addition.
the results for datasets SpamBase and Adult. Results of all datasets are available in the supplementary material.

For clarity purposes, the algorithms that belong to similar paradigms are represented with the same color: Khiops and KhiopsRF in orange, Weka and Scikit-Learn Random Forests in blue, SVC and logistic regression in green, XGBoost versions in red. Since the value $\rho = 1.25$ entails different behaviours which are not representative, only the values between 0 and 1 are kept.

From Figures 5 and 6, as well as from the others available in supplementary material, we can make the following observations (some of which reinforce some of our previous conclusions):

- Random Forests achieve very good results overall when there is no noise. However, it becomes one of the worst when noise occur. This disagree with the results in [14].
- Khiops and KhiopsRF achieve very good results overall and show quite stable results when noise occur.
- Logistic Regression and Linear SVC show surprisingly good results overall and a “small” sensibility to labels corruption.
- Symmetric loss functions in XGBoost appear stable indeed. However, it is still outperformed by a large margin by asymmetric losses and other models in most of experiments. It appears to be only worth the use for very high noise levels.
Figure 3: Results on Trucks averaged per metrics, algorithms and noise applied: AUC, Cohen’s Kappa and Bacc

Figure 4: Retained Performance averaged on all datasets: AUC, Cohen’s Kappa and Bacc

(For Phishing and Spambase, they outperform asymmetric losses only after $\rho = 0.66$).

Note on symmetric loss functions - At first it could be remind that the result presented in papers as [9] are asymptotically results, when $N \to \infty$, which is not often the case in real situation. If we consider only dataset where the XGboost algorithm provided of the symmetric loss function unhinged (XGB_UNHINGED) has good results (i.e where its AUC performance is above 0.7) it is not false that a link exists between the size of training set and the performance kept but that is also the case for others algorithm as Linear SVC or Khiops. Then even if XGB_UNHINGED is more stable than XGB_SQUERR the performances for high $\rho$ values of XGB_SQUERR are better than those of XGB_UNHINGED. The XGB_UNHINGED’s performances are also often low for these datasets (whatever is the value of $\rho$) as well on the others datasets (where its AUC performance is below 0.7 and are mainly present when the percentage of the minority class is low).

Secondly it appears that loss functions are not universal, they should be tailored to the learning algorithm. There are loss functions adapted to regression, classification etc... Even if Unhinged and Ramp loss are symmetric they seem not to be suited when using XGboost for binary classification in our empirical study. It has also been reported that performances with such losses are significantly affected by noisy labels [32]. Such implementations perform well
only in simple cases, when learning is easy or the number of classes is small. Moreover, the modification of the loss function increases the training time for convergence [42].

5 CONCLUSION

This paper presents an extensive benchmark dedicated to binary classification problems and for testing the ability of various learning algorithms to cope with noisy labels. Through the example of operational fraud detection, it is shown in the introduction that such an ability is crucial for automatic classifiers to be adopted in ‘real-life’ applications.

The article has also a tutorial value in some parts and provides additional results to [22] either in the datasets considered or in the classifiers considered. The benchmark protocol covers a wide range of settings, with diverse datasets and a variety of target classes balance (or imbalance). The algorithms under scrutiny include SVM, logistic regression, random forests, XGBoost, Khiops. Furthermore the study is supplemented with an investigation into the opportunity to enhance some algorithms with symmetric loss functions.

For the benchmark’s conclusion to be as meaningful as possible, the set of use-cases and parameters to test yields a very large set of results to be synthesized. The motivation for picking a few metrics are exposed and the aggregated results are then discussed. The conclusions can be summed up in the few sentences here-under.

If the labels in the data available for model training are trusted and there is no reason to believe that any corruption process happened, then Random Forest is a good option. However as soon as the dataset is suspected not to be perfectly reliable and the aim for more stability is required, Khiops looks like a better, safer solution. Simple models such as SVM and Logistic Regression also seem to be provide trustworthy results in such context. We also disagree with the results in [14] which considers random forest robust to label noise.

The lead of symmetrical losses still looks promising. In most of our tests, their results remained quite stable even in high level of noise. However the main issue that would have to be solved is the underwhelming performances in low noise contexts as discussed in the note of the previous section.

In spite of the efforts to make the test protocol as complete as possible, some design choices were made to stay focus, which leave room for further investigation. First, in the experiments part, the only type of noise considered for flicking labels is Noise Completly at random (NCAR). It will be interesting to pursue the benchmark with NAR (Noise at Random) and MNAR (Noise Not At Random). Second, the test protocol was designed to compare classifiers faced with “raw” noisy data. Another possible setting would consist in preparing the data with the application of automatic cleaning operations such as [31] and then measure how the classifiers perform. This would have been an added value to this empirical study and we consider this as a future work.
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