COMBINATORICS OF MATRIX FACTORIZATION AND INTEGRABLE SYSTEMS

ANTON DZHAMAY

Abstract. We study relations between the eigenvectors of rational matrix functions on the Riemann sphere. Our main result is that for a subclass of functions that are products of two elementary blocks it is possible to represent these relations in a combinatorial-geometric way using a diagram of a cube. In this representation, vertices of the cube represent eigenvectors, edges are labeled by differences of locations of zeroes and poles of the determinant of our matrix function, and each face corresponds to a particular choice of a coordinate system on the space of such functions. Moreover, for each face this labeling encodes, in a neat and efficient way, a generating function for the expressions of the remaining four eigenvectors that label the opposing face of the cube in terms of the coordinates represented by the chosen face. The main motivation behind this work is that when our matrix is a Lax matrix of a discrete integrable system, such generating functions can be interpreted as Lagrangians of the system, and a choice of a particular face corresponds to a choice of the direction of the motion.

1. INTRODUCTIONS

Over the last 25 years a lot of research efforts have been directed towards the study of discrete analogues of integrable systems and, in particular, on how to adapt the existing methods and techniques from the classical theory of differential completely integrable systems to the discrete case. The present paper is a small part of a larger project that aims to understand the Lagrangian structure of discrete integrable systems directly in terms of their Lax matrices and is motivated by work of Krichever and Phong [KP98], who obtained expressions for a universal symplectic form and elementary generating Hamiltonians on the space of Lax matrices for continuous completely integrable systems. Note that a universal formula for a Lagrangian description of integrable systems in the continuous case was obtained by Zakharov and Mikhailov [ZM80].

For discrete completely integrable systems, the Lagrangian point of view has been developed in the classical papers by Veselov [Ves88, Ves91] and Moser and Veselov [MV91]. Recently a very promising approach to the study of Lagrangian structure of integrable lattice equations in terms of Lagrangian multiforms has been proposed by Nijhoff and Lobb [LN09]. This approach is related to the notion of multidimensional consistency formulated by Bobenko and Suris [BS02] and independently by Nijhoff [Nij02]. Although our approach is much more elementary and is based on the notion of the refactorization transformations, as in the original work of Veselov and Moser, the resulting combinatorial diagrams encoding such transformations are reminiscent of the multidimensional consistency approach, and it will be very interesting to see if this is more than a pure coincidence.
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The appearance of refactorization transformations in the theory of discrete integrable systems is not very surprising. Indeed, a discrete analogue of the Lax Pair representation is the isospectral transformation \( \tilde{L}(z) = R(z)L(z)R(z)^{-1} \), where \( L(z) \) is the Lax matrix of the system and \( R(z) \) is the evolution matrix that has to be chosen in a special way dependent on \( L(z) \). When \( L(z) \) is a rational matrix function with the fixed singularity structure, one can specify elementary evolution matrices \( R(z) \) using pairs of points \( p_\pm \) on the spectral curve \( \Gamma \) of \( L(z) \) and the eigenvectors of \( L(z) \) at those points, and choosing those points to lie above the points of the determinantal divisor of \( \det L(z) \) corresponds to factoring \( L(z) = L_1(z)B_2(z) \) and mapping it to \( \tilde{L}(z) = B_2(z)L_1(z) \), i.e., by choosing \( R(z) = B_2(z) \).

In describing such refactorization transformations it is essential to choose a good coordinate system on the space of Lax matrices. The natural candidates for the coordinates are the eigenvectors of \( L(z) \) and \( L(z)^{-1} \). However, for the refactorization transformations another important class of vectors consists of vectors defining elementary building blocks. The relationship between these two sets of vectors is quite complicated, and in attempt to understand it we noticed a very elegant way to represent it using geometric diagrams described in the present paper. Although we restrict our attention to the quadratic case when \( L(z) \) is a product of two blocks and when there is no essential difference between the vectors of the additive and multiplicative representation, it is still quite interesting. Indeed, such refactorization transformations describe, for example, the change of polarization in the interaction of soliton solutions of the matrix KdV equations [GV04] and integrable discrete vector nonlinear Schrödinger equations [PAB06]. Further, in [Dzh09] we showed that for two-dimensional matrix functions the directional dynamics of the eigenvectors is described by difference Painlevé-V equation.

We plan to use this tools developed in this paper to study the higher dimensional case of products of three and more elementary blocks and, in particular, the relation to Yang-Baxter maps, in a separate publication.

This paper is organized as follows. In the next section we briefly describe a particular class of Lax matrices that we consider, their additive and multiplicative representations and the notion of an elementary divisor — a building block for a multiplicative representation. In Section 3 we explain a visual representation of some linear equations involving elementary divisors and in Section 4 we use this visual representation to describe the relations between eigenvectors of a quadratic Lax matrix, and how to use the resulting cube diagram to generate the Lagrangian functions of the refactorization transformations.

2. Preliminaries

The main goal of this section is to describe the space of Lax matrices, their additive and multiplicative representations and related coordinate systems, and briefly review the relationship between isomonodromic transformations and discrete Painlevé equations, see [Dzh09] for details.

2.1. The space of Lax Matrices. We consider the space \( \mathcal{L} \) of rational \( m \times m \) matrix functions \( L(z) \) satisfying the following conditions. We assume that \( L(z) \) is regular, diagonalizable (and diagonalized) at some normalization point \( z_0 \) that we take to be \( z_0 = \infty \),

\[
L_0 = \lim_{z \to \infty} L(z) = \text{diag}\{\rho_1, \ldots, \rho_m\}.
\]
The above representations of \( L \) to indicate a row vector, we have:

\[
L(z) = L_0 + \sum_{i=1}^{k} \frac{L_i}{z - z_i}, \quad \text{where } L_0 = \text{diag}\{\rho_1, \ldots, \rho_m\} \text{ and } L_i = a_i b_i^\dagger,
\]

\[
\det L(z) = \rho_1 \cdots \rho_m \prod_{i=1}^{k} \left( z - \zeta_i \right),
\]

These conditions mean that the residues \( L_i = \text{res}_{z_i} L(z) \) and \( M_j = -\text{res}_{\zeta_j} M(z) \), where the negative sign here is just for convenience, are matrices of rank one. Using the \( \dagger \) symbol to indicate a row vector, we have:

\[
L(z) = L_0 + \sum_{i=1}^{k} \frac{L_i}{z - z_i}, \quad \text{where } L_0 = \text{diag}\{\rho_1, \ldots, \rho_m\} \text{ and } L_i = a_i b_i^\dagger,
\]

\[
\det L(z) = \rho_1 \cdots \rho_m \prod_{i=1}^{k} \left( z - \zeta_i \right),
\]

\[
L(z)^{-1} = M(z) = M_0 - \sum_{i=1}^{k} \frac{M_i}{z - \zeta_i}, \quad \text{where } M_0 = L_0^{-1}, \quad M_j = c_j d_j^\dagger,
\]

The above representations of \( L(z) \) and \( M(z) \) are called additive representations and the vectors \( a_i, b_i^\dagger \) (resp. \( c_i, d_i^\dagger \)) additive eigenvectors of \( L(z) \) (resp. \( M(z) \)). Note that these eigenvectors are also characterized by \( L(\zeta_i) = M(z_i) a_i = 0 \) and \( d_i^\dagger L(\zeta_i) = b_i^\dagger M_i = 0 \).

Let \( D = \sum_i z_i - \sum_i \zeta_i \) be the divisor of the (determinant) of \( L(z) \) and denote the space of matrices \( L(z) \) satisfying conditions (2.3)–(2.5) by \( \mathcal{M}_P \). Then eigenvectors give coordinates on this space, as described by the following lemma.

**Lemma 2.1.** Generically, the collection \( \{a_k, d_k^\dagger\}_{k=1}^n \) (or the collection \( \{c_k, b_k^\dagger\}_{k=1}^n \)) is a coordinate system on the space \( \mathcal{M}_P \).

**Proof.** Consider the equations \( M(z_k) a_k = 0 \) and \( d_i^\dagger L(\zeta_i) = 0 \):

\[
L_0^{-1} a_k - \sum_{i=1}^{n} c_i \frac{d_i^\dagger a_k}{z_k - \zeta_i} = 0, \quad d_i^\dagger L_0 + \sum_{k=1}^{n} \frac{d_i^\dagger a_k}{\zeta_i - z_k} b_k^\dagger = 0.
\]

Then if the matrix \( \left[ \frac{d_i^\dagger a_k}{z_k - \zeta_i} \right] \) is invertible,

\[
c_i = L_0^{-1} a_k \left[ \frac{d_i^\dagger a_k}{z_k - \zeta_i} \right]^{-1}, \quad b_k^\dagger = \left[ \frac{d_i^\dagger a_k}{z_k - \zeta_i} \right]^{-1} d_i^\dagger L_0.
\]

\[\Box\]

### 2.2. Elementary Divisors and Multiplicative Representations

To define a multiplicative representation of \( L(z) \) we first define its building blocks. These are rational matrix functions of the special form

\[
B(z) = I + \frac{G}{z - z_0}, \quad \text{where } G = f g^\dagger \text{ is a matrix of rank } 1.
\]
We call such matrices \textit{elementary divisors} \cite{Dzh09}. If \( \text{tr}(G) = g^\dagger f \neq 0 \), we can consider instead of \( G \) a rank-one projector \( P = f(g^\dagger f)^{-1}g^\dagger \). Then we can write

\begin{equation}
B(z) = B(z; z_0, \zeta_0) = I + \frac{z_0 - \zeta_0}{z - z_0} g^\dagger f, \quad \det B(z) = \frac{z - \zeta_0}{z - z_0}, \quad B(z)^{-1} = I + \frac{\zeta_0 - z_0}{z - \zeta_0} g^\dagger f.
\end{equation}

If we now pair the zeroes and poles of \( \det L(z) \) in some way as \((\zeta_s, z_s)\), then, for any such pair, there is a multiplicative component of \( L(z) \) of the above form. There are two ways to think about such components — we can look at \textit{factors} or at \textit{divisors}, see also \cite{Bor04}.

\textbf{Definition 2.2.} We say that elementary divisors \( B_s^r(z) \) (resp. \( B_s^l(z) \)) corresponding to pairs \((\zeta_s, z_s)\) are \textit{right} (resp. \textit{left}) \textit{divisors} of \( L(z) \) if \( L(z) = L_s^r(z)B_s^r(z) \) (resp. \( L(z) = B_s^l(z)L_s^l(z) \)) where \( L_s^r(z) \) (resp. \( L_s^l(z) \)) is regular at \( z_s \). Further, we say that elementary divisors \( B_s(z) \) corresponding to pairs \((\zeta_s, z_s)\) are the \textit{factors} of \( L(z) \) if \( L(z) = L_0 B_1(z) \cdots B_k(z) \).

In \cite{Dzh09} we showed that left and right divisors can be written explicitly in terms of the eigenvectors of \( L(z) \),

\begin{equation}
B_s^r(z) = I + \frac{z_s - \zeta_s}{z - z_s} c_s b_s^\dagger, \quad B_s^l(z) = I + \frac{z_s - \zeta_s}{z - z_s} a_s d_s^\dagger,
\end{equation}

and so the coordinate systems described in Lemma 2.1 are just parameterizations of Lax matrices by left (resp. right) divisors. When \( L(z) \) has only two factors, which is the quadratic case that we focus on in this paper, there is no essential difference between divisors and factors.

### 2.3. Re-factorization transformations and d-PV

We now consider the refactorization transformation in the quadratic case. Let

\begin{equation}
L(z) = L_0 B_1(z) B_2(z) = B_2^l(z) L_0 B_1^r(z) = B_1^l(z) L_0 B_2^r(z)
\end{equation}

Then we can consider either isospectral transformation with \( R(z) = B_1^l(z) \),

\begin{equation}
L(z) = B_2^l(z) L_0 B_1^l(z) \rightarrow \tilde{L}(z) = B_1^l(z) B_2^l(z) L_0 = \tilde{B}_2^l(z) L_0 \tilde{B}_1^l(z),
\end{equation}

or isomonodromic transformations

\begin{equation}
L(z) = B_2^l(z) L_0 B_1^l(z) \rightarrow \tilde{L}(z) = B_1^l(z) (z + 1) B_2^l(z) L_0 = \tilde{B}_2^l(z) L_0 \tilde{B}_1^l(z).
\end{equation}

When \( m = 2 \), the resulting phase space is two-dimensional and it possible to introduce the so-called \textit{spectral coordinates} \((\gamma, \pi)\) on the space of Lax matrices. Then, in the isomonodromic case, the spectral coordinates of \( L(z) \) and \( \tilde{L}(z) \) are related by the difference Painlevé V equation in the Sakai’s classification \cite{Sak01}, see \cite{Dzh09}:

\begin{equation}
\tilde{\gamma} + \gamma = z_2 + \zeta_2 + \frac{\rho_1(k_1 - z_1 + \zeta_2)}{\pi - \rho_1} + \frac{\rho_2(k_2 - z_1 + \zeta_2 + 1)}{\pi - \rho_2},
\end{equation}

\begin{equation}
\tilde{\pi} \pi = \rho_1 \rho_2 \frac{(\gamma - \bar{z}_2)(\tilde{\gamma} - \bar{\zeta}_2)}{(\gamma - \bar{\zeta}_1)(\tilde{\gamma} - \bar{\zeta}_1)}.
\end{equation}

In \cite{Dzh08} we proved the following
Theorem 2.3. The equations of both the isospectral and isomonodromic dynamic can be written in the Lagrangian form with

\begin{align}
(2.16) \quad & \mathcal{L}(X, Y, t) = (z_2 - z_1(t)) \log(x_1^t x_2) + (z_1(t) - \zeta_2) \log(y_1^t L_0^{-1} y_2) \\
(2.17) \quad & + (\zeta_2 - \zeta_1(t)) \log(y_1^t L_0^{-1} y_2) + (\zeta_1(t) - z_2) \log(x_1^t y_2),
\end{align}

where $X = (x_1, x_2^t)$ and $Y = (y_1, y_2^t)$, in the isomonodromic case $z_1(t) = z_1 - t$, $\zeta_1(t) = \zeta_1 - t$, and in the isospectral case $z_1(t) = z_1$, $\zeta_1(t) = \zeta_1$ and $\mathcal{L}(X, Y)$ is time-independent.

Here $x_j^t$, $x_j$, $y_i^t$, $y_j$ are some eigenvectors of $L(z)$ and $\hat{L}(z)$.

The main goal of the present paper is to give a combinatorial–geometric representation of this generating function.

3. Linear Equations given by Elementary Divisors and Their Geometric Representation

In studying the relationship between various eigenvectors of $L(z)$ we mainly work with linear equations of the form $v \sim B(z^*)w$ and $v^t \sim w^t B(z^*)$, where $\sim$ means that the two vectors are proportional and $B(z^*; z_0, \zeta_0)$ is a matrix of the form (2.8) evaluated at some point $z^*$. In this section we give a diagrammatic representation of such equations using the language of elementary triples.

3.1. Basic Definitions. In what follows, let $V$ be an $n$-dimensional complex vector space whose elements are column vectors, $V \simeq \mathbb{C}^n$, and let $V^\dagger$ be its dual-space. We think of elements of $V^\dagger$ as row-vectors and denote its elements as $q_i^t \in V^\dagger \simeq (\mathbb{C}^n)^\dagger$. Our main definition is the following.

Definition 3.1. Let $\lambda_i \in \mathbb{P}V$, $i = 1, \ldots, 3$, be one-dimensional linear subspaces of $V$ and $\mu_i^t \in \mathbb{P}V^\dagger$ be a one-dimensional linear subspace of $V^\dagger$. We say that $(\lambda_1, \lambda_2, \lambda_3)$ form a $\mu^t$-based triple with parameters $(\alpha_1, \alpha_2, \alpha_3)$, $\alpha_i \in \mathbb{C}\{0\}$, if the following conditions hold:

- $\lambda_i \notin \ker \mu_i^t$ for all $i$;
- $\lambda_i \neq \lambda_j$ for $i \neq j$ but $\lambda_i \subset \lambda_j + \lambda_k$ for all $i, j, k$.
- $\sum_{i=1}^3 \frac{\alpha_i}{\mu_i^t \lambda_i} \lambda_i = \frac{\alpha_1}{\mu^t \lambda_1} \lambda_1 + \frac{\alpha_2}{\mu^t \lambda_2} \lambda_2 + \frac{\alpha_3}{\mu^t \lambda_3} \lambda_3 = 0$.

The last equation above adjusts the “slope” of $\lambda_i$ w.r.t. $\lambda_j$ and $\lambda_k$ and it should be interpreted in terms of spanning vectors. To that end, let $\lambda_i = \text{Span}_\mathbb{C}\{p_i\}$ and $\mu_i^t = \text{Span}_\mathbb{C}\{q_i^t\}$. Then we require that the vectors $p_1$, $p_2$, and $p_3$ are linearly dependent but pairwise independent, $q_i^t p_i \neq 0$ for all $i$, and the last equation takes the form

\begin{equation}
\sum_{i=1}^3 \frac{\alpha_i}{q_i^t p_i} p_i = \frac{\alpha_1}{q_1^t p_1} p_1 + \frac{\alpha_2}{q_2^t p_2} p_2 + \frac{\alpha_3}{q_3^t p_3} p_3 = 0.
\end{equation}

Note that this equation is homogeneous and so is independent of the choice of basis vectors. We represent such triples by diagrams of the form...
where we use the black circles for subspaces of $V$ (or their basis vectors) and white circles for subspaces of $V^\dagger$. In what follows, we switch freely between subspace and vector formulations.

It is clear that $\alpha_i$s are defined up to a common multiplicative constant and satisfy

$$ (3.2) \quad \alpha_1 + \alpha_2 + \alpha_3 = 0. $$

Moreover, given $q^\dagger$, there is a unique vector $[p_i] = [p_i]q^\dagger \in \lambda_i$ normalized by the condition $q^\dagger[p] = 1$, i.e.,

$$ (3.3) \quad [p_i] = \frac{p_i}{q^\dagger p_i} \in \lambda_i, $$

where $p_i$ is any non-zero vector in $\lambda_i$. Then, in terms of the normalized vectors, the linear dependence equation (3.1) becomes

$$ (3.4) \quad \alpha_1[p_1] + \alpha_2[p_2] + \alpha_3[p_3] = 0 \quad \text{or} \quad [p_i] = \frac{\alpha_j[p_j] + \alpha_k[p_k]}{\alpha_j + \alpha_k}, \quad i, j, k \text{ all distinct}, $$

which explains the interpretation of this equation in terms of “slopes”.

**Definition 3.2.** We define the $\lambda$-based dual triples $(\mu_1, \mu_2, \mu_3)$ with parameters $(\beta_1, \beta_2, \beta_3)$, $\beta_i \in \mathbb{C}\{0\}$, where $\lambda \in \mathbb{P}V$ is a one-dimensional linear subspace of $V$ and $\mu_i^\dagger \in \mathbb{P}V^\dagger$, $i = 1, \ldots, 3$, are one-dimensional linear subspaces of $V^\dagger$ in exactly the same way, and represent them by the following diagrams:

Finally, the behavior of the triples under the action of $GL(V)$ is described by the following obvious Lemma.

**Lemma 3.3.** Let $A \in GL(V)$.

(i) If $(\lambda_1, \lambda_2, \lambda_3)$ is a $\mu^\dagger$-based triple with parameters $(\alpha_1, \alpha_2, \alpha_3)$, then $(A\lambda_1, A\lambda_2, A\lambda_3)$ is a $\mu^\dagger A^{-1}$-based triple with the same parameters $(\alpha_1, \alpha_2, \alpha_3)$;

(ii) dually, if $(\mu_1^\dagger, \mu_2^\dagger, \mu_3^\dagger)$ be a $\lambda$-based triple with parameters $(\beta_1, \beta_2, \beta_3)$, then $(\mu_1^\dagger A^{-1}, \mu_2^\dagger A^{-1}, \mu_3^\dagger A^{-1})$ is an $A\lambda$-based triple with the same parameters $(\beta_1, \beta_2, \beta_3)$.
3.2. Elementary Divisors and Triples. We now turn our attention to the study of the relationship between triples and elementary divisors. The following Lemma is immediate.

**Lemma 3.4.** Let

\[ B = I + \frac{z_0 - \zeta_0}{z^* - z_0} p q^\dagger \quad \text{and} \quad [q] = [q^\dagger]_p. \]

Note that we can normalize either \( p \) or \( q^\dagger \), but not both. The choice of which one should be normalized depends on whether we think of \( B \) as acting on the elements of \( V \) or \( V^\dagger \). Then

(i) Vectors \( p \) and \( q^\dagger \) are the eigenvectors of \( B \),

\[ q^\dagger B = \frac{z^* - \zeta_0}{z^* - z_0} q^\dagger, \quad B p = \frac{z^* - \zeta_0}{z^* - z_0} p, \quad \text{where} \quad \det B = \frac{z^* - \zeta_0}{z^* - z_0}. \]

(ii) For any vector \( w \) such that \( q^\dagger w \neq 0 \), and for any row-vector \( w^\dagger \) such that \( w^\dagger p \neq 0 \), using normalized vectors we get

\[ (B - I)[w]_q^\dagger = \frac{z_0 - \zeta_0}{z^* - z_0} [p]_q^\dagger, \quad [w^\dagger]_p(B - I) = \frac{z_0 - \zeta_0}{z^* - z_0} [q^\dagger]_p. \]

(iii) If \( v = Bw \), then \([v]_q^\dagger = (z^* - z_0)/(z^* - \zeta_0)B[w]_q^\dagger\), and so \((w, p, v)\) form a \( q^\dagger \)-triple with parameters \((z^* - z_0, z_0 - \zeta_0, \zeta_0 - z^*)\). Similarly, if \( v^\dagger = w^\dagger B \), then \([v^\dagger]_p = (z^* - z_0)/(z^* - \zeta_0)B[w]_q^\dagger\), and \((w^\dagger, p^\dagger, v^\dagger)\) form a \( p \)-triple with parameters \((z^* - z_0, z_0 - \zeta_0, \zeta_0 - z^*)\).

(iv) Conversely, for any \( q^\dagger \)-triple \((p_1, p_2, p_3)\) with parameters \((\alpha_1, \alpha_2, \alpha_3)\),

\[ \frac{[p_3]}{[p_1]} = \alpha_1 \beta_1 + \frac{\alpha_2 \beta_2}{\alpha_1 \beta_1} \left( I + \frac{\alpha_2}{\alpha_1} [p_2] q^\dagger \right)[p_1] = \frac{1}{\alpha_1 \beta_1 + \beta_2 \beta_3} \frac{\partial}{\partial q^\dagger} \left( \alpha_1 \log(q^\dagger p_1) + \alpha_2 \log(q^\dagger p_2) \right), \]

and for any \( p \)-triple \((q^\dagger_1, q^\dagger_2, q^\dagger_3)\) with parameters \((\beta_1, \beta_2, \beta_3)\),

\[ \frac{[q^\dagger_3]}{[q^\dagger_1]} = \frac{\beta_1}{\beta_1 + \beta_2} \left( I + \frac{\beta_2}{\beta_1} [q^\dagger_2] p \right)[q^\dagger_1] = \frac{1}{\beta_1 + \beta_2} \frac{\partial}{\partial p} \left( \beta_1 \log(q^\dagger_1 p) + \beta_2 \log(q^\dagger_2 p) \right). \]

3.3. Gluing Properties. The following two Lemmas show that any two triples with matching parts can be “glued” together and then completed into a cube in such a way that any vertex of the cube makes a triple. More precisely, the Face Lemma shows how to glue two triples of the same type that share two vertices, and the Edge Lemma shows how to glue two triples of different type if the center of one is the end of the other and vice-versa, and the common edge parameters coincide.

**Lemma 3.5** (The Face Lemma). Let the pairs \( p_1, p_2 \in V \) and \( q^\dagger_1, q^\dagger_2 \in V^\dagger \) be linearly independent and not-orthogonal, \( q^\dagger_1 p_j \neq 0 \), and let \( \alpha_1, \alpha_2, \beta_1, \beta_2 \) be any non-zero complex parameters. Then the quad

\[ \alpha_1 q^\dagger_1 \quad \alpha_2 q^\dagger_2 \]

is a \( q^\dagger \)-triple with parameters \((\alpha_1, \alpha_2)\).
can be completed to a cube with
\[\alpha_3 = -(\alpha_1 + \alpha_2), \quad \beta_3 = -(\beta_1 + \beta_2), \quad \gamma_1 = -(\alpha_1 + \beta_1), \quad \gamma_2 = -(\alpha_2 + \beta_2),\]
and some other parameters \(\alpha_4, \alpha_5, \beta_4, \beta_5,\)

so that at each vertex the corresponding triple condition is satisfied. Moreover, if the parameters satisfy the additional cyclic condition
\[\alpha_1 + \alpha_2 + \beta_1 + \beta_2 = 0,\]
on the initial face, then the same condition is satisfied on the remaining five faces, and so
\[\alpha_4 = -\beta_2, \quad \alpha_5 = -\beta_1, \quad \beta_4 = -\alpha_2, \quad \beta_5 = -\alpha_1.\]

Further, let
\[\mathcal{L} = \alpha_1 \log(q_1^i p_1) + \alpha_2 \log(q_1^i p_2) + \beta_1 \log(q_2^i p_1) + \beta_2 \log(q_2^i p_2).\]

Then
\[\left[\mathbf{P}_1\right]_{q_1^i} = \alpha_3 \frac{\partial \mathcal{L}}{\partial q_1^i}, \quad \left[\mathbf{P}_2\right]_{q_2^i} = \beta_3 \frac{\partial \mathcal{L}}{\partial q_2^i}, \quad \left[\mathbf{Q}_1\right]_{p_1} = \gamma_1 \frac{\partial \mathcal{L}}{\partial p_1}, \quad \left[\mathbf{Q}_2\right]_{p_2} = \gamma_2 \frac{\partial \mathcal{L}}{\partial p_1}.\]

**Proof.** First, note that the normalized outside vertices are uniquely determined by the given data,
\[\left[\mathbf{P}_1\right]_{q_1^i} = \frac{\alpha_4 [\mathbf{P}_1]_{q_1^i} + \alpha_2 [\mathbf{P}_2]_{q_1^i}}{\alpha_1 + \alpha_2}, \quad \left[\mathbf{P}_2\right]_{q_2^i} = \frac{\beta_1 [\mathbf{P}_1]_{q_2^i} + \beta_2 [\mathbf{P}_2]_{q_2^i}}{\beta_1 + \beta_2},\]
\[\left[\mathbf{Q}_1\right]_{p_1} = \frac{\alpha_4 [\mathbf{Q}_1]_{p_1} + \beta_4 [\mathbf{Q}_2]_{p_1}}{\alpha_1 + \beta_1}, \quad \left[\mathbf{Q}_2\right]_{p_2} = \frac{\alpha_2 [\mathbf{Q}_1]_{p_2} + \beta_2 [\mathbf{Q}_2]_{p_2}}{\alpha_2 + \beta_2}.\]

Thus, to prove the theorem we need to show that it is possible to find the parameters \(\alpha_4, \alpha_5, \beta_4, \beta_5\) so that
\[\alpha_4 + \alpha_5 = \alpha_1 + \alpha_2, \quad \beta_4 + \beta_5 = \beta_1 + \beta_2, \quad \alpha_4 + \beta_4 = \alpha_1 + \beta_1, \quad \alpha_5 + \beta_5 = \alpha_2 + \beta_2,\]
and that the following equations hold at the outside nodes:
\[\left[\mathbf{Q}_1\right]_{q_1^i} = \alpha_4 [\mathbf{P}_1]_{q_1^i} + \beta_4 [\mathbf{P}_2]_{q_1^i} + \gamma_1 [\mathbf{P}_1]_{q_1^i} = 0,\]
\[\left[\mathbf{Q}_2\right]_{q_2^i} = \alpha_5 [\mathbf{P}_1]_{q_2^i} + \beta_5 [\mathbf{P}_2]_{q_2^i} + \gamma_2 [\mathbf{P}_2]_{q_2^i} = 0,\]
\[\left[\mathbf{P}_1\right]_{p_1} = \alpha_4 [\mathbf{Q}_1]_{p_1} + \alpha_5 [\mathbf{Q}_2]_{p_1} + \alpha_3 [q_1^i]_{p_1} = 0,\]
\[\left[\mathbf{P}_2\right]_{p_2} = \beta_4 [\mathbf{Q}_1]_{p_2} + \beta_5 [\mathbf{Q}_2]_{p_2} + \beta_3 [q_2^i]_{p_2} = 0.\]
Using the change of normalization rule

\[(3.22) \quad [P]_{q_i} = \frac{q_i P}{q_i P} [P]_{q_i},\]

the first equation, when decomposed in the spanning basis $p_1, p_2$, becomes the following system:

\[(3.23) \quad \begin{cases} 
\left(\frac{\alpha_4}{\alpha_1 + \alpha_2 Q_i^\dag P_1}\right) \cdot \alpha_1 q_i^\dag P_1 \cdot \alpha_4 q_i^\dag P_1 + \left(\frac{\beta_4}{\beta_1 + \beta_2 Q_i^\dag P_2}\right) \cdot \beta_1 q_i^\dag P_1 = \alpha_1 + \beta_1 \\
(\frac{\alpha_4}{\alpha_1 + \alpha_2 Q_i^\dag P_1}) \cdot \alpha_2 q_i^\dag P_2 \cdot (\frac{\beta_4}{\beta_1 + \beta_2 Q_i^\dag P_2}) \cdot \beta_2 = 0
\end{cases}\]

Solving it gives

\[(3.24) \quad \alpha_4 = \beta_2(\alpha_1 + \alpha_2)(\alpha_1 + \beta_1)[Q_i^\dag P_1 P_1]_{q_i} q_i^\dag P_1 q_i^\dag P_2 Q_i^\dag P_2 - \alpha_2 \beta_1 q_i^\dag P_1 q_i^\dag P_2,\]

\[(3.25) \quad \beta_4 = \alpha_2(\beta_1 + \beta_2)(\alpha_1 + \beta_1)[Q_i^\dag P_2 q_2]_{q_i} q_i^\dag P_2 q_i^\dag P_1 q_i^\dag P_2 - \alpha_2 \beta_2 q_i^\dag P_1 q_i^\dag P_2,
\]

which, together with the expressions

\[(3.26) \quad [Q_i^\dag P_1 P_1]_{q_i} = \frac{-1}{(\alpha_1 + \alpha_2)(\alpha_1 + \beta_1)} \cdot \alpha_1(\beta_2 - \kappa) q_i^\dag P_1 P_1 q_i^\dag P_2 q_i^\dag P_2 - \alpha_2 \beta_1 q_i^\dag P_1 q_i^\dag P_2 q_i^\dag P_2,\]

\[(3.27) \quad [Q_i^\dag P_2 q_2]_{q_i} = \frac{1}{(\beta_1 + \beta_2)(\alpha_1 + \beta_1)} \cdot \alpha_1 \beta_2 q_i^\dag P_2 q_i^\dag P_1 q_i^\dag P_2 q_i^\dag P_2 - \alpha_2 \beta_2 q_i^\dag P_1 q_i^\dag P_2 q_i^\dag P_2,
\]

where $\kappa = \alpha_1 + \alpha_2 + \beta_1 + \beta_2$, gives

\[(3.28) \quad \alpha_4 = -\beta_2 + \kappa \frac{\alpha_1 \beta_2 q_i^\dag P_2 q_i^\dag P_2}{\alpha_1 \beta_2 q_i^\dag P_1 q_i^\dag P_2 - \alpha_2 \beta_1 q_i^\dag P_1 q_i^\dag P_2},\]

\[(3.29) \quad \beta_4 = -\alpha_2 + \kappa \frac{\alpha_2 \beta_q q_i^\dag P_2 q_i^\dag P_2}{\alpha_1 \beta_2 q_i^\dag P_2 q_i^\dag P_2 - \alpha_2 \beta_1 q_i^\dag P_1 q_i^\dag P_2},
\]

and so it is easy to see that $\alpha_4 + \beta_4 = -\alpha_2 - \beta_2 = \alpha_1 + \beta_1$, as required. Similarly, using

\[(3.30) \quad [Q_2^\dag P_2 P_1]_{q_i} = \frac{1}{(\alpha_1 + \alpha_2)(\alpha_2 + \beta_2)} \cdot \alpha_1 \beta_2 q_2^\dag P_2 q_2^\dag P_1 q_2^\dag P_2 - \alpha_2 (\beta_1 - \kappa) q_2^\dag P_1 q_2^\dag P_2 q_2^\dag P_2,\]

\[(3.31) \quad [Q_2^\dag P_2 P_2]_{q_i} = \frac{-1}{(\beta_1 + \beta_2)(\alpha_2 + \beta_2)} \cdot (\alpha_1 - \kappa) \beta_2 q_2^\dag P_2 q_2^\dag P_2 - \alpha_2 \beta_1 q_2^\dag P_1 q_2^\dag P_2 q_2^\dag P_2,\]

and the equations at the node $Q_2^\dag$ gives

\[(3.32) \quad \alpha_5 = -\beta_1 + \kappa \frac{-\alpha_2 \beta_1 q_2^\dag P_1 q_2^\dag P_2}{\alpha_1 \beta_2 q_2^\dag P_2 q_2^\dag P_2 q_2^\dag P_2 - \alpha_2 \beta_1 q_2^\dag P_1 q_2^\dag P_2 q_2^\dag P_2},\]

\[(3.33) \quad \beta_5 = -\alpha_1 + \kappa \frac{\alpha_2 \beta_2 q_2^\dag P_2 q_2^\dag P_2}{\alpha_1 \beta_2 q_2^\dag P_2 q_2^\dag P_2 q_2^\dag P_2 - \alpha_2 \beta_1 q_2^\dag P_1 q_2^\dag P_2 q_2^\dag P_2}.\]
Similar computations show that equations at the nodes $P_1$ and $P_2$ give the same values of the parameters, and the other constraints are easy to check.

Lemma 3.6 (The Edge Lemma). Let $(p_1, p_2, p_3)$ be a $q^3$-triple with parameters $(\alpha_1, \alpha_2, \alpha_3)$, $(q_1, q_2, q_3)$ be a $p_3$-triple with parameters $(\gamma_1, \gamma_2, \gamma_3)$ with parameters $(\beta_1, \beta_2, \beta_3)$, and let $\alpha_3 = \beta_3$.

Then it is possible to glue the triples along the $p_3q_3^\dagger$-edge and, by assigning parameters $\gamma_1$ and $\gamma_2$ along the $p_1q_1^\dagger$ and $p_2q_2^\dagger$ edges so that the sum of parameters in the new quads is zero (i.e., $\gamma_1 = \alpha_2 - \beta_1$ and $\gamma_2 = \alpha_1 - \beta_2$), complete the resulting “butterfly” configuration to a consistent cube.

Proof. After choosing $\gamma_1$ and $\gamma_2$ according to the above rule, this follows immediately from the Face Lemma 3.5.

4. Eigenvectors of Quadratic Lax Matrices and Refactorization

In this section we show that a cube diagram described in the previous section can be used to represent the relationship between eigenvectors of quadratic Lax matrices. Also, we show that the three axes of symmetry of the cube connecting the centers of opposing sides can be given the following interpretation. One of the axis corresponds to switching the coordinate system on the space from left to right divisors. The other two axes correspond to two different directions of the refactorization dynamics corresponding to two possible pairings between two zeroes and two poles of $\det L(z)$. For each of this transformations we produce the explicit formula for the generating function using the labeling of the cube.

4.1. Relations Between Eigenvectors of Quadratic Lax Matrices. Consider a quadratic Lax matrix $L(z)$ given in the additive form as

$$
L(z) = L_0 + \frac{a_1b_1^\dagger}{z - z_1} + \frac{a_2b_2^\dagger}{z - z_2}, \quad L(z)^{-1} = L_0^{-1} - \frac{c_\alpha d_\alpha^\dagger}{z - \zeta_\alpha} - \frac{c_\beta d_\beta^\dagger}{z - \zeta_\beta},
$$

$$
\det L(z) = \det L_0 \frac{(z - \zeta_\alpha)(z - \zeta_\beta)}{(z - z_1)(z - z_2)}.
$$
Pairing \( z_1 \) with \( \zeta_\alpha = \zeta_1 \) and \( z_2 \) with \( \zeta_\beta = \zeta_2 \) we can write \( \mathbf{L}(z) \) and \( \mathbf{L}^{-1}(z) \) in the multiplicative form using factors \( \mathbf{B}_1(z) = \mathbf{I} + \frac{a^0}{z-a^0} \) \( \mathbf{B}_0(z) = \mathbf{I} + \frac{a^0}{z-a^0} \).

(4.3) \[
\mathbf{L}(z) = \mathbf{L}_0 \mathbf{B}_1(z) \mathbf{B}_2(z), \quad \mathbf{L}(z)^{-1} = \mathbf{B}_2(z)^{-1} \mathbf{B}_1(z)^{-1} \mathbf{L}_0^{-1},
\]

and so \( \mathbf{B}_1(z) = \mathbf{L}_0^{-1} \mathbf{B}_1(z) \mathbf{L}_0 = \mathbf{I} + \frac{z_1 - \zeta_\alpha}{z-z_1} \mathbf{L}_0^{-1} \mathbf{a}_0 \mathbf{d}_1 \mathbf{L}_0 \) and \( \mathbf{B}_2(z) = \mathbf{B}_2(z) \mathbf{I} + \frac{z_2 - \zeta_\beta}{z-z_2} \mathbf{b}_1 \mathbf{b}_2 \). This can also be seen directly by looking at the residues of \( \mathbf{L}(z) \) at \( z_1 \) and \( z_2 \) and of \( \mathbf{L}(z)^{-1} \) at \( \zeta_\alpha \) and \( \zeta_\beta \); in fact, that is how the expressions for the right and left divisors are obtained. The same residues also give the following collection of equations:

(4.4) \[
d_0 \mathbf{L}_0 \mathbf{B}_2(z_1) \sim b_1^\dagger, \quad \mathbf{B}_1(z_2) c_\beta \sim \mathbf{L}_0^{-1} a_2, \quad \mathbf{B}_2(z_\alpha) c_\alpha \sim \mathbf{L}_0^{-1} a_1, \quad d_\beta \mathbf{L}_0 \mathbf{B}_1(z_\beta) \sim b_2^\dagger.
\]

Representing these equations using elementary triples and gluing, we get the following result.

**Theorem 4.1.** The eigenvectors of \( \mathbf{L}(z) \) are related by the following cube diagram:

![Cube Diagram](image.png)

Note that in this diagram, the top (resp. bottom) faces of the cube correspond to parameterizing the space of quadratic Lax matrices by left (resp. right) divisors, and so the vertical axis of the cube correspond to the change of coordinates between these two different systems. Two horizontal axes correspond to the refactorization dynamics.

4.2. Refactorization Dynamics. Consider now an isospectral dynamic \( \mathbf{L}(z) \mapsto \tilde{\mathbf{L}}(z) = \mathbf{R}(z) \mathbf{L}(z) \mathbf{R}(z)^{-1} \), the isomonodromic case is similar. If we take \( \mathbf{R}(z) = \mathbf{B}_2(z) = \mathbf{B}_{\beta,2}(z) \), where the notation \( \mathbf{B}_{\beta,2}(z) \) explicitly specifies the zero and the pole of the elementary divisor, this becomes a refactorization transformation

(4.5) \[
\mathbf{L}(z) = \mathbf{L}_0 \mathbf{B}_{\alpha,1}(z) \mathbf{B}_{\beta,2}(z) \mapsto \tilde{\mathbf{L}}(z) = \mathbf{B}_{\beta,2}(z) \mathbf{L}_0 \mathbf{B}_{\alpha,1}(z) = \mathbf{L}_0 \tilde{\mathbf{B}}_{\alpha,1}(z) \tilde{\mathbf{B}}_{\beta,2}(z).
\]

Since we can think of the refactorization transformation as switching the roles of the left and right divisors, \( \mathbf{B}_{\beta,2}(z) = \mathbf{B}_{\beta,2}^\dagger(z) = \tilde{\mathbf{B}}_{\beta,2}(z) \) and \( \mathbf{B}_{\alpha,1}(z) = \mathbf{L}_0^{-1} \mathbf{B}_{\alpha,1}^\dagger(z) \mathbf{L}_0 = \tilde{\mathbf{B}}_{\alpha,1}(z) \), using (2.10) we get the identifications \( \tilde{\mathbf{a}}_2 = c_\beta, \tilde{\mathbf{d}}_\beta = b_2, \tilde{\mathbf{c}}_\alpha = \mathbf{L}_0^{-1} \mathbf{a}_1, \) and \( \tilde{\mathbf{b}}_1 = \mathbf{d}_1 \mathbf{L}_0 \). Thus, on the diagram below labels on the back face correspond to the coordinates of \( \mathbf{L}(z) \), labels on the front face correspond (after twisting \( \tilde{\mathbf{a}}_2 \) by \( \mathbf{L}_0^{-1} \) and \( \tilde{\mathbf{d}}_\beta \) by \( \mathbf{L}_0 \)) to the coordinates of \( \tilde{\mathbf{L}}(z) \),
and the generating function encoded by the right face of the cube is, up to some minor change of notation, exactly the Lagrangian from Theorem (2.3),

\[ L((a_2, b_1^\dagger), (a_2, b_1^\dagger)) = (z_2 - z_1) \log(\tilde{b}_1^\dagger a_2) + (z_1 - \zeta_\beta) \log(b_1^\dagger \tilde{a}_2) \]

\[ + (\zeta_\beta - \zeta_\alpha) \log(b_1^\dagger L_0^{-1}a_2) + (\zeta_\alpha - z_2) \log(\tilde{b}_1^\dagger L_0^{-1}a_2). \]

Note that using the generating function given by the left face of the cube corresponds to the backwards motion generated by \( R(z) = B_{\alpha,1}(z). \)

The remaining axis of the cube corresponds to pairing \( z_1 \) with \( \zeta_\beta \) and \( z_2 \) with \( \zeta_\alpha \). In other words, taking \( R(z) = B_{\alpha,2}(z) \) (or \( R(z) = B_{\beta,1}(z) \) for the backwards motion),

\[ L(z) = L_0 B_{\beta,1}(z) B_{\alpha,2}(z) \leftrightarrow \tilde{L}(z) = B_{\alpha,2}(z) L_0 B_{\beta,1}(z) = L_0 \tilde{B}_{\beta,1}(z) \tilde{B}_{\alpha,2}(z), \]

we get the following map

and its Lagrangian generating function

\[ L((a_2, b_1^\dagger), (a_2, b_1^\dagger)) = (z_1 - z_2) \log(\tilde{b}_1^\dagger a_2) + (\zeta_\alpha - z_1) \log(b_1^\dagger \tilde{a}_2) \]

\[ + (\zeta_\beta - \zeta_\alpha) \log(b_1^\dagger L_0^{-1}a_2) + (z_2 - \zeta_\beta) \log(\tilde{b}_1^\dagger L_0^{-1}a_2). \]

5. Conclusions

We explained a neat and efficient way to encode the structure of refactorization transformations for quadratic Lax matrices and their generating functions using cube diagrams. This approach also gives different ways of choosing coordinate systems on the space of such matrices — each choice corresponds to a face of the cube. It would be very interesting to see if this approach can be generalized to Lax matrices with more than two factors. Since, in view of
the gluing properties, cube diagrams are rigid, we expect it to results in higher dimensional configurations relating such cubes, where each cube represents a particular transposition of factors. In particular, the case of three factors is related to the structure of Yang-Baxter maps and we plan to consider it in a separate publication.
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