The Optimization Model of Target Recognition Based on Wireless Sensor Network
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1. Introduction

With the rapid development of wireless sensor network technology, it is possible to gather large amount of information in real time from a lot of information sources. Such information must be processed appropriately in order to generate an optimal recognition. In order to reduce complexity in the recognition process and to improve effectiveness of the recognition system, the information collected by different sensors is usually first processed in the locality and only some brief reports are transmitted to recognition center. These brief reports usually take the form of preliminary recognition and are typically imprecise, inconsistent, or fuzzy. For example, the first sensor may describe “it is a hostile strategic bomber with probability 1,” while the second sensor may declare “it is a hostile strategic bomber with probability 0.1.” Obviously within a probabilistic framework, the above two statements are inconsistent and fuzzy. Therefore, the real challenge for the recognition center is how to combine these imperfect sensor reports properly and to get a more reasonable recognition.

The common mathematical model of target recognition is based on Bayesian Inference Model and Dempster-Shafer (D-S) Evidential Inference Model [1]. The former model is well developed in statistical recognition theory, but it suffers from the fact that it requires the knowledge of a priori distribution and the conditional probabilities of sensor reports. In contrast, the D-S evidence inference model does not require such a priori knowledge, but it requires the sensor reports to be of a certain restrictive form and to be not inconsistent or fuzzy.

Convex optimization model is ubiquitously used in communication system [2], signal processing [3], and multisensor information fusion [4, 5]. Furthermore, many engineering problems can be converted into convex optimization problems, which greatly facilitate their analytic and numerical solutions. Therefore, in this paper, based on the convex optimization theory, a new optimization model of target recognition is proposed. The basic idea is to choose a probability distribution which provides an overall best “fit” of the potentially inconsistent sensor reports. It converts the target recognition to a convex quadratic programming model.
formulation [6], which has only a polynomial-time growing computational complexity [7, 8]. Therefore, it can be solved very efficiently in real time. In addition, unlike D-S evidence inference model, it can deal with inconsistent or incomplete sensor reports without any restriction. According to the numerical examples, in contrast to D-S evidence inference model, this new optimization model has a lower computational complexity, better recognition result, more widespread applicability, and stronger robustness.

This paper is organized as follows. Section 1 is the introduction. Section 2 provides a simple review of the Bayesian model and D-S evidence inference model. Section 3 describes model with sensor reports by using the convex quadratic formulation [6], which has only a polynomial-time growing complexity. Section 4 gives the solution method based on the Logarithmic Penalty Barrier Function [9, 10]. Section 5 gives several numerical examples in contrast to the D-S evidence inference model. Section 6 describes the conclusion of the paper.

2. The Common Model of Target Recognition

Suppose Ω = {a1, a2, ..., an} is the target recognition framework, which has n mutually exclusive and exhaustive propositions.

2.1. Bayesian Model. The Bayesian model is one of the target recognition methods, which is based on the knowledge of the a priori probability distribution p(a_i) over Ω, and the knowledge of the conditional probabilities of the form P(ω | a_i), which shows the probability of sensor report ω given that the true proposition is a.

These conditional probabilities are assumed to be known and constant. Whenever a sensor report ω is given, the updated probabilities are computed by Bayes’ rule, which is shown as follows:

\[
P(a_i | ω) = \frac{P(ω | a_i) P(a_i)}{P(ω)} ,
\]

where

\[
P(ω) = \sum_ω P(ω | a_i) P(a_i) .
\]

Then P(a_i | ω) becomes the new prior probability in the next update. In other words, Bayes’ rule is solved recursively as new sensor reports arrived. This simple relation describes the recognition center’s estimate of current probabilities given all the sensor reports.

As discussed above, Bayes’s rule requires the value of the prior probabilities p(a_i) and the values of conditional probabilities P(ω | a_i). In practice these values are usually developed using past experience and are difficult to justify.

2.2. Dempster-Shafer (D-S) Evidence Inference Model. Another model of target recognition is D-S evidence inference model, which has been shown to be effective in approximate reasoning and artificial intelligence and is widely used in practice. This model of evidence reasoning by D-S can assign a probability to any of the original n propositions or to disjunctions of the propositions. For example, a union of a_1 and a_2 will have a probability of P(a_1 ∨ a_2). Notice that there are a total of M = 2^n − 1 different possible unions for the propositions in Ω that may be assigned a probability mass. Not all of these unions must be assigned a probability. The sum of all the assigned probabilities must be one. It should be pointed out that this general form of representation is different from the Bayesian approach in which the probabilities are assigned only to the individual propositions, rather than the unions—the probability of a union of propositions is defined as the sum of the probabilities of the individual propositions.

Suppose there are two evidences E_1 and E_2, the corresponding probability masses are m_1 and m_2, the focal elements are X_i and Y_j, and the D-S fusion rule is shown as follows:

\[
m(A) = \begin{cases} \frac{1}{1-t \sum_{X∩Y=E} m_1(X_i) \cdot m_2(Y_j)}, & E \neq 0, \\ 0, & E = 0, \end{cases}
\]

where t is the conflict coefficient between evidences, which is shown as follows:

\[
t = \sum_{X∩Y≠∅} m_1(X_i) \cdot m_2(Y_j) .
\]

Meantime, ∅ represents the empty set, which is contrary to the universal set Ω.

According to the formula above, we can know that, if t = 1, it will have a high degree of evidence conflict; therefore, it needs to improve the D-S fusion rule.

Therefore, the fused probability measure will be regarded as the final target recognition result. However, since there are exponentially M = 2^n − 1 many subsets of Ω, the above recognition rule suffers from exponentially growing complexity. For large values of M, the computation may be difficult to finish in real time.

3. The Convex Optimization Model of Target Recognition

3.1. The Reports of Sensors. For the subsets of propositions ω_k(1), ω_k(2), ..., ω_k(m_k) in Ω, m_k represents the number of subsets in sensor report. This relative likelihood of occurrence is shown by r_k(1), r_k(2), ..., r_k(m_k), r_k(i) ∈ [0, 1], and \( r_k(1) + r_k(2) + \cdots + r_k(m_k) = c_k \) which represents the confidence degree of sensor reports.

In other words, with certainty c_k, the probabilities of ω_k(1), ω_k(2), ..., ω_k(m_k) must satisfy

\[
P_k[ω_k(1)] : P_k[ω_k(2)] : \cdots : P_k[ω_k(m_k)] = r_k(1) : r_k(2) : \cdots : r_k(m_k).
\]

Here k is the index of sensors, m_k is the index of subset, and
$P_k[\omega_k(i)]$ is the occurrence probability of subset $\omega_k(i)$. The confidence degree $c_{rk}$ reflects the certainty in reports, and $c_{rk} \in [0, 1]$. For example, $c_{rk} = 0$ represents the least confidence, and $c_{rk} = 1$ represents the full confidence.

This kind of report form has no restrictions imposed on how the subsets are selected. The selected subsets are not necessarily mutually exhaustive or exclusive.

The following is a simple example; suppose the target recognition framework is $\Omega = \{a_1, a_2, a_3, a_4\}$ and there are three sensors. These reports are given as follows.

The report of sensor 1 is shown as follows:

\[
P_1 = \begin{cases} 
  c_{r1} = r_1(1) + r_1(2) + r_1(3) + r_1(4) = 0.85 \\
  P_1[\omega_1(1)] : P_1[\omega_1(2)] : P_1[\omega_1(3)] : P_1[\omega_1(4)] 
\end{cases}
\]

\[
= r_1(1) : r_1(2) : r_1(3) : r_1(4) = 0.60 : 0.20 : 0.05 : 0.00,
\]

(6)

with $\omega_1(1) = a_1 \lor a_2$, $\omega_1(2) = a_2 \lor a_3$, $\omega_1(3) = a_1 \lor a_4$, $\omega_1(4) = a_1$ and $r_1(1) = 0.6$, $r_1(2) = 0.2$, $r_1(3) = 0.05$, $r_1(4) = 0$.

The report of sensor 2 is shown as follows:

\[
P_2 = \begin{cases} 
  c_{r2} = r_2(1) + r_2(2) + r_2(3) + r_2(4) = 0.80 \\
  P_2[\omega_1(1)] : P_2[\omega_1(2)] : P_2[\omega_1(3)] : P_2[\omega_1(4)] 
\end{cases}
\]

\[
= r_2(1) : r_2(2) : r_2(3) : r_2(4) = 0.10 : 0.40 : 0.20 : 0.10,
\]

(7)

with $\omega_2(1) = a_1 \lor a_2$, $\omega_2(2) = a_1 \lor a_3$, $\omega_2(3) = a_1 \lor a_4$, $\omega_2(4) = a_2 \lor a_4$ and $r_2(1) = 0.1$, $r_2(2) = 0.4$, $r_2(3) = 0.2$, $r_2(4) = 0.1$.

The report of sensor 3 is shown as follows:

\[
P_3 = \begin{cases} 
  c_{r3} = r_3(1) + r_3(2) + r_3(3) + r_3(4) = 0.84 \\
  P_3[\omega_1(1)] : P_3[\omega_1(2)] : P_3[\omega_1(3)] : P_3[\omega_1(4)] 
\end{cases}
\]

\[
= r_3(1) : r_3(2) : r_3(3) : r_3(4) = 0.22 : 0.35 : 0.12 : 0.15,
\]

(8)

with $\omega_3(1) = a_2$, $\omega_3(2) = a_3$, $\omega_3(3) = a_1$, $\omega_3(4) = a_4$ and $r_3(1) = 0.22$, $r_3(2) = 0.35$, $r_3(3) = 0.12$, $r_3(4) = 0.15$.

Furthermore, it should be known how to get the relative likelihood $r_k(i)$ of the subsets $\omega_k(i)$, which is a very important problem. There are many methods to get the $r_k(i)$, such as fuzzy theory [11], grey association theory [12], rough set theory [13], and neural network [14]. However, in this paper, because of the space limitation, we don’t talk about it.

3.2. Optimization Model of Target Recognition. To formulate the problem of target recognition, suppose there are a total of $K$ sensors, which make observations within a surveillance region. Moreover, assume that there are a total of $n$ possible propositions, as specified by $\Omega = \{a_1, a_2, \ldots, a_n\}$, regarding the targets in the surveillance region. Each sensor, based on its own observation and processing, generates several reports which will be sent to the recognition center. These sensor reports can be described as follows:

\[
P_k = \begin{cases} 
  c_{rk} = r_k(1) + r_k(2) + \cdots + r_k(m_k) \\
  P_k[\omega_k(1)] : P_k[\omega_k(2)] : \cdots : P_k[\omega_k(m_k)] 
\end{cases}
\]

(9)

Here $k = 1, 2, \ldots, K$. Based on its own likelihood assessment of each sensor, the recognition center assigns a certain confidence degree of sensor’s report. Let $a_k \in [0, 1]$ represent the recognition center’s confidence assigned to the report from sensor $k$.

Suppose the sensor reports which are shown in formula (9) and the set of fusion sensor’s confidence levels $\{a_k\}$ are given. The goal of target recognition is to determine a set of probabilities:

\[
P(a_1) = p_1, P(a_2) = p_2, \ldots, P(a_n) = p_n,
\]

(10)

for $\Omega$ that best fits the given sensor reports. Clearly, the chosen probabilities must satisfy

\[
p(a_1) + p(a_2) + \cdots + p(a_n) = p_1 + p_2 + \cdots + p_n = 1.
\]

(11)

The basic idea of target recognition is to first set up a cost function for each sensor report and then minimize a weighted sum of all the cost functions subject to the probability constraint which is shown in formula (11). Intuitively, the cost function should measure the difference between $P_k[\omega_k(i)]$ (the sensor’s own estimate of probability distribution) and $P(\omega_k(i))$ (the true probability distribution). In particular, if $P_k[\omega_k(i)] = P(\omega_k(i))$, the cost function should be zero and should increase as $P_k[\omega_k(i)]$ drifts away from $P(\omega_k(i))$.

There are many cost functions which can be used; for example,

\[
C_k(P) = (c_{rk})^2[\sum_{i=1}^{m_k} \left( \frac{r_k(i)}{c_{rk}} - \frac{P(\omega_k(i))}{P_k[\omega_k(1)]} \right)^2, \quad (12)
\]

\[
C_k(P) = \sum_{i=1}^{m_k} \left| c_k(P)r_k(i) - c_{rk}P(\omega_k(i)) \right|, \quad (13)
\]

\[
C_k(P) = \max \left\{ \left| c_k(P)r_k(i) - c_{rk}P(\omega_k(i)) \right| \right\}, \quad (14)
\]

In this paper, the first cost function is used, which is shown in formula (12), with

\[
c_k(P) = P_k[\omega_k(1)] + P_k[\omega_k(2)] + \cdots + P_k[\omega_k(m_k)]. \quad (15)
\]
For the cost function \( C_k(P) \), the term

\[
\sum_{i=1}^{m_k} \left( \frac{r_k(i)}{c_{r,k}} - \frac{P[\omega_k(i)]}{c_k(P)} \right)^2
\]

is the normalized difference in the sensor report as measured by \( P(\omega_k(i)) \) and \( P_k(\omega_k(i)) \). This difference is weighted by \( (c_{r,k})^2 \) to reflect the confidence degree of the sensor report and further by \( [c_k(P)]^2 \) to reflect the likely importance of the report.

If \( P_k(\omega_k(i)) = P(\omega_k(i)) \), the condition \( P_k[\omega_k(1)] : P_k[\omega_k(2)] : \cdots : P_k[\omega_k(m_k)] = r_k(1) : r_k(2) : \cdots : r_k(m_k) \)

implies

\[
\frac{r_k(i)}{c_{r,k}} = \frac{r_k(i)}{r_k(1) + r_k(2) + \cdots + r_k(m_k)} = \frac{P_k[\omega_k(i)]}{P_k[\omega_k(1)] + P_k[\omega_k(2)] + \cdots + P_k[\omega_k(m_k)]}
\]

\[= \frac{P_k[\omega_k(i)]}{c_k(P)}. \quad (17)\]

It further implies \( C_k(P) = 0 \) which proves the effectiveness of cost function. Further simplification of \( C_k(P) \) is shown as follows:

\[
C_k(P) = (c_{r,k})^2[c_k(P)]^2 \sum_{i=1}^{m_k} \left( \frac{r_k(i)}{c_{r,k}} - \frac{P[\omega_k(i)]}{c_k(P)} \right)^2, \quad (18)
\]

which is a convex quadratic programming function of the variable \( P = \{p_1, p_2, \ldots, p_n\} \).

Now the problem of target recognition as the following convex quadratic programming problem can be formulated. Minimize

\[
C(P) = \sum_{k=1}^{K} \alpha_k^2 C_k(P)
\]

\[
= \sum_{k=1}^{K} \alpha_k^2 \sum_{i=1}^{m_k} \left( \frac{r_k(i)}{c_{r,k}} - \frac{P[\omega_k(i)]}{c_k(P)} \right)^2
\]

\[
= \sum_{k=1}^{K} \alpha_k^2 \sum_{i=1}^{m_k} \left[ c_k(P) - c_{r,k} P[\omega_k(i)] \right]^2, \quad (19)
\]

subject to

\[
\sum_{j=1}^{n} p_j = 1; \quad p_j \geq 0, \quad j = 1, 2, \ldots, n. \quad (20)
\]

Here, \( \alpha_k \in [0, 1] \) is reliability degree of the \( k \)th sensor which represents the reliability degree of sensor report and is relative to noise, interference, electromagnetic environment, sensors type, and so on. It can be used to describe the working condition of sensor by considering \( \alpha_k \), it will make the robustness of recognition model better. Furthermore, it can be gotten by a fuzzy neuron network [15].

Furthermore, by decomposing the formula (19), the standard form of convex quadratic programming can be gotten as follows:

\[
\min C(P) = \frac{1}{2} P^T Q P + c^T P + \text{const}
\]

s.t. \( AP = b, \quad P \succeq 0 \). \quad (21)

Here, \( P = (p_1, p_2, \ldots, p_n) \in \mathbb{R}^n \) represents the optimal solution, \( b = (1, 1, \ldots, 1) \in \mathbb{R}^n \), \( A \in \mathbb{R}^{n \times n} \) (all of its elements are one), \( c = (c_1, c_2, \ldots, c_n) \in \mathbb{R}^n \), \( c_j = -2 \sum_{k \in K_j} \alpha_k^2 \sum_{i=1}^{m_j} r_k(i) c_{r,k} u_{k,j,i} \), const = \( \sum_{k \in K_j} \alpha_k^2 \sum_{i=1}^{m_j} r_k(i)^2 \); \( Q = Q_1 + Q_2 \) is a positive semidefinite matrix which is shown as follows:

\[
Q_1 = \left( \begin{array}{cccc}
2 \sum_{k \in K_1} \alpha_k^2 \sum_{i=1}^{m_1} (c_{r,k})^2 (u_{k,1,1})^2 & 2 \sum_{k \in K_1} \alpha_k^2 \sum_{i=1}^{m_1} (c_{r,k})^2 (u_{k,1,2})^2 & \cdots & 2 \sum_{k \in K_1} \alpha_k^2 \sum_{i=1}^{m_1} (c_{r,k})^2 (u_{k,1,n})^2 \\
2 \sum_{k \in K_1} \alpha_k^2 \sum_{i=1}^{m_1} (c_{r,k})^2 (u_{k,2,1})^2 & 2 \sum_{k \in K_1} \alpha_k^2 \sum_{i=1}^{m_1} (c_{r,k})^2 (u_{k,2,2})^2 & \cdots & 2 \sum_{k \in K_1} \alpha_k^2 \sum_{i=1}^{m_1} (c_{r,k})^2 (u_{k,2,n})^2 \\
& \ddots & \ddots & \ddots \\
2 \sum_{k \in K_1} \alpha_k^2 \sum_{i=1}^{m_1} (c_{r,k})^2 (u_{k,n,1})^2 & 2 \sum_{k \in K_1} \alpha_k^2 \sum_{i=1}^{m_1} (c_{r,k})^2 (u_{k,n,2})^2 & \cdots & 2 \sum_{k \in K_1} \alpha_k^2 \sum_{i=1}^{m_1} (c_{r,k})^2 (u_{k,n,n})^2 \\
\end{array} \right)
\]
Suppose \( i \) tc a nb ep r o v e dt h a ti f (24) is converging to the optimal solution of formula (21).

The above linearly constrained convex quadratic program-

\[ Q_2 = \begin{pmatrix}
2 \sum_{k \in K_2} \alpha_k \sum_{i=1}^{m_k} (y_{k,i,1})^2 & 2 \sum_{k \in K_2} \alpha_k \sum_{i=1}^{m_k} y_{k,i,1} y_{k,i,2} & \cdots & 2 \sum_{k \in K_2} \alpha_k \sum_{i=1}^{m_k} y_{k,i,1} y_{k,i,n} \\
2 \sum_{k \in K_2} \alpha_k \sum_{i=1}^{m_k} y_{k,i,2} y_{k,i,1} & 2 \sum_{k \in K_2} \alpha_k \sum_{i=1}^{m_k} (y_{k,i,2})^2 & \cdots & 2 \sum_{k \in K_2} \alpha_k \sum_{i=1}^{m_k} y_{k,i,2} y_{k,i,n} \\
\vdots & \vdots & \ddots & \vdots \\
2 \sum_{k \in K_2} \alpha_k \sum_{i=1}^{m_k} y_{k,i,n} y_{k,i,1} & 2 \sum_{k \in K_2} \alpha_k \sum_{i=1}^{m_k} y_{k,i,n} y_{k,i,2} & \cdots & 2 \sum_{k \in K_2} \alpha_k \sum_{i=1}^{m_k} y_{k,i,n} y_{k,i,n}
\end{pmatrix}
\]

(22)

Here

\[ v_{k,i,j} = r_k(s) \sum_{j=1}^{m_k} u_{k,i,j} - \sum_{j=1}^{m_k} u_{k,i,n} \]

\[ K_1 = \{ k \mid (k = 1, 2, \ldots, K) \]
\[ \cap (u_{k,i,1} = u_{k,i,2} = \cdots = u_{k,i,n} = 1) \}

\[ K_2 = \{ k \mid (k = 1, 2, \ldots, K) \]
\[ \cap \left[ (1 - u_{k,j,j})^2 + (1 - u_{k,j,2})^2 \right. \]
\[ + \cdots + (1 - u_{k,j,n})^2 \neq 0 \} \]

and if the \( j \)th proposition of \( \Omega \) consists in the \( i \)th subset of the \( k \)th sensor, \( u_{k,i,j} = 1 \); otherwise \( u_{k,i,j} = 0 \). Therefore, according to each sensor report, the recognition center can get the \( Q \) and it. Furthermore, the problem of target recognition can be converted to a convex quadratic programming problem. Finally, we can calculate the optimal solution \( P \) as the final recognition result.

4. The Solution Method of Optimization Model

The above linearly constrained convex quadratic programming problem has \( n \) variables with a simplex constraint. Furthermore, in contrast to D-S evidence inference model which has exponential time complexity, the new optimization model has only polynomial time complexity. Therefore, it can be solved very efficiently. In this paper, the solution method of Logarithmic Penalty Barrier Function is introduced to get the optimal solution \( P \). The detailed solution and steps are described as follows [16].

Suppose \( \mu \) is the penalty factor and \( \log p_i \) is the barrier function according to the method of Logarithmic Penalty Barrier Function, the problem (21) can be converted to solve the following problem:

\[ \min \ \varphi(P, u) = \frac{1}{2} P^T Q P + c^T P - u \sum_{i=1}^{n} \log p_i \]
\[ \text{s.t.} \ AP = b, \ P > 0 \]  

(24)

It can be proved that if \( u \to 0 \), then the solution of formula (24) is converging to the optimal solution of formula (21). Suppose \( \Omega_{int} = \{ AP = b, P > 0 \} \); \( P \) is the feasibility interior point of the formula (21), which is \( P \in \Omega_{int} \neq 0 \). Here, 0 represents the empty set, which is contrary to the solution set \( \Omega_{int} \). According to the initial interior point \( P^i \), \( P = P^k \in \Omega_{int} \) can be calculated which is the \( k \)th iteration result. Now, the iteration factor \( d^k \) can be calculated by the following formula:

\[ \min \ \nabla B^T d + \frac{1}{2} d^T (\nabla^2 B) d \]
\[ \text{s.t.} \ AD = 0 \]

(25)

with

\[ \nabla B = \nabla B(P, u) = C + QP - uP^{-1} e \]
\[ \nabla^2 B = \nabla^2 B(P, u) = Q + uP^{-2}; \]

\[ P = \text{Diag}(p_1, p_2, \ldots, p_n), e = (1, 1, \ldots, 1)^T \in \mathbb{R}^n \].

Furthermore, the solution method of formula (25) can be converted to solve the formula

\[ \begin{bmatrix} \nabla^2 B & A^T \\ A & 0 \end{bmatrix} \begin{bmatrix} d \\ -\lambda \end{bmatrix} = - \begin{bmatrix} \nabla B \\ 0 \end{bmatrix}. \]

(27)

Here, \( \lambda \in \mathbb{R}^m \) is the vector of Lagrange in formula (25).

If the solution of formula (27) satisfies \( d^k \neq 0 \), then \( d^k \) is the iteration factor of formula (24). In order to ensure the strict feasibleness of iteration solution \( P^{k+1} \), it must choose the proper iteration step. Meantime, it must satisfy

\[ P^{k+1} = P^k + \alpha_k d^k > 0 \]

(28)

In this paper, the iteration steps satisfy, where \( \tau \in (0, 1), \)

\[ \alpha_j = \tau \min \left\{ 1, -\frac{p_j^k}{d_j^k} \mid d_j^k < 0 \right\}, \quad j = 1, \ldots, n \]

(29)

In sum, the steps of solution method for formula (21) are shown as follows.

(1) Choosing the proper parameter, including \( \varepsilon > 0, \mu_i \in (0, 1), \sigma \in (0, 1/2), \beta \in (0, 1), k = 1 \). Furthermore, it should determine the initial interior point \( (P^1) \in \Omega_{int} \neq 0 \). It is a very important step, which will affect the convergence rate and the accuracy of solution.

(2) According to the \( P^k \) and formula (27), the iteration factor \( d^k \) can be calculated. If it satisfies \( \|d^k\| < \varepsilon \), then it stops and jumps out the iteration process. At the moment, \( P = P^k \) is the optimal solution of formula (21). Otherwise, turn to step (3).

(3) According to formula (29), the iteration step (or \( \alpha_k \)) can be calculated, and if it satisfies

\[ B(P^k, u^k) - B(P^k + \alpha_k d^k, u^k) \geq -\sigma \alpha_k(d^k)^T \nabla B(P^k, u^k), \]

(30)
Table 1: The recognition model of numeric simulation one.

| Recognition model          | Recognition result |
|---------------------------|--------------------|
| Evidence inference model [4] | 0.1859 0.0430 0.7712 0 |
| Yager model [17]          | 0.0195 0.0045 0.0810 0 |
| Sets model [18]           | 0.1432 0.0784 0.2745 0.0535 |
| Takahiko model [19]       | 0.2782 0.1662 0.4352 0.1204 |
| Murphy model [20]         | 0.2685 0.1533 0.4705 0.1077 |
| Optimization model        | 0.2759 0.1643 0.4328 0.1270 |

Table 2: The recognition result of numeric simulation two.

| Recognition model          | Recognition result |
|---------------------------|--------------------|
| Evidence inference model [4] | 0.5922 0.1337 0.2742 0 |
| Yager model [17]          | 0.0346 0.0078 0.0160 0 |
| Sets model [18]           | 0.1982 0.0999 0.1519 0.0516 |
| Takahiko model [19]       | 0.3676 0.2068 0.3052 0.1204 |
| Murphy model [20]         | 0.3808 0.2025 0.3034 0.1133 |
| Optimization model        | 0.2871 0.1760 0.3818 0.1551 |

then turn to step (4). Otherwise, choose \( \alpha^k = \alpha^k / 2 \), until it satisfies formula (30).

(4) Getting the iteration solution with the following formula:

\[
P^{k+1} = P^k + \alpha^k d^k, \quad u^{k+1} = \beta u^k.
\]

(31)

(5) Preparing for next iteration process. Make \( k = k + 1 \) and turn to step (2).

5. Numerical Simulation and Analysis

Suppose target recognition framework is \( \Omega = \{a_1, a_2, a_3, a_4\} \); there are three sensors which will send sensor reports to the recognition center. In recognition center, every sensor report will be fused with convex quadratic programming model and gets the recognition result by the method of Logarithmic Penalty Barrier Function. The main parameter of solution is shown as follows:

\[
\varepsilon = 10^{-7}, \quad \mu_1 = 0.7, \quad \sigma = 0.3355,
\]

\[
\tau = 0.9995, \quad \beta = 0.15, \quad P^1 = [0.4, 0.3, 0.2, 0.1]^T.
\]

(32)

(1) Numeric Simulation Example One. Suppose \( \alpha_1 = \alpha_3 = \alpha_5 = 1 \); it means every single sensor is working well. Assume each sensor files one report to the recognition center which are given as follows.

Report from Sensor 1:

\[
c_{r,1} = r_1 (1) + r_1 (2) + r_1 (3) + r_1 (4) = 0.80
\]

\[
P_1 [\omega_1 (1) : P_1 [\omega_1 (2) : P_1 [\omega_1 (3) : P_1 [\omega_1 (4)]]]
\]

\[
= r_1 (1) : r_1 (2) : r_1 (3) : r_1 (4)
\]

\[
= 0.15 : 0.15 : 0.30 : 0.20.
\]

Report from Sensor 2:

\[
c_{r,2} = r_2 (1) + r_2 (2) + r_2 (3) + r_2 (4) = 0.90
\]

\[
P_2 [\omega_2 (1) : P_2 [\omega_2 (2) : P_2 [\omega_2 (3) : P_2 [\omega_2 (4)]]]
\]

\[
= r_2 (1) : r_2 (2) : r_2 (3) : r_2 (4)
\]

\[
= 0.27 : 0.13 : 0.40 : 0.10.
\]

Report from Sensor 3:

\[
c_{r,3} = r_3 (1) + r_3 (2) + r_3 (3) + r_3 (4) = 0.72
\]

\[
P_3 [\omega_3 (1) : P_3 [\omega_3 (2) : P_3 [\omega_3 (3) : P_3 [\omega_3 (4)]]]
\]

\[
= r_3 (1) : r_3 (2) : r_3 (3) : r_3 (4)
\]

\[
= 0.25 : 0.12 : 0.35 : 0.00.
\]

Here, \( \omega_i (m) = a_m, i = 1, 2, 3, m = 1, 2, 3, 4 \).

The recognition result is shown in Table 1. In order to make much better comparison, five different D-S evidence inference models are selected. According to Table 1, convex quadratic programming model has the same recognition
result with D-S evidence inference model; the recognition result is \( a_3 \). Therefore, it is accurate and effective.

(2) Numeric Simulation Example Two. Immediately following the above simulation, suppose, because of the distractions, the third sensor report is changed, which is shown as follows. Meantime, the reliability degree of this sensor report is \( a_3 = 0.6 \).

Report from Sensor 3:

\[
\begin{align*}
c_{r,3} &= r_3 (1) + r_3 (2) + r_3 (3) + r_3 (4) = 0.52 \\
P_3 [\omega_3 (1)] : P_3 [\omega_3 (2)] : P_3 [\omega_3 (3)] : P_3 [\omega_3 (4)] &= r_3 (1) : r_3 (2) : r_3 (3) : r_3 (4) \\
&= 0.32 : 0.15 : 0.05 : 0.00.
\end{align*}
\]

According to Table 2, if the sensor is disturbed, the recognition center will receive wrong reports. D-S evidence inference model will lead to the wrong recognition result. However, convex quadratic programming model takes the reliability degree of every single sensor into account; therefore it can still get the right recognition result of \( a_3 \), which proves that convex optimization model has stronger anti-interference and robustness than that of D-S evidence inference model.

(3) Numeric Simulation Example Three. Suppose \( \alpha_1 = \alpha_2 = \alpha_3 = 1 \), but the sensor reports have high confliction, which are shown as follows. The recognition result is shown in Table 3.

Report from Sensor 1:

\[
\begin{align*}
c_{r,1} &= r_1 (1) + r_1 (2) + r_1 (3) + r_1 (4) = 1 \\
P_1 [\omega_1 (1)] : P_1 [\omega_1 (2)] : P_1 [\omega_1 (3)] : P_1 [\omega_1 (4)] &= r_1 (1) : r_1 (2) : r_1 (3) : r_1 (4) \\
&= 0.98 : 0.01 : 0.01 : 0.
\end{align*}
\]

Report from Sensor 2:

\[
\begin{align*}
c_{r,2} &= r_2 (1) + r_2 (2) + r_2 (3) + r_2 (4) = 1 \\
P_2 [\omega_2 (1)] : P_2 [\omega_2 (2)] : P_2 [\omega_2 (3)] : P_2 [\omega_2 (4)] &= r_2 (1) : r_2 (2) : r_2 (3) : r_2 (4) \\
&= 0 : 0.01 : 0.99 : 0.
\end{align*}
\]

Report from Sensor 3:

\[
\begin{align*}
c_{r,3} &= r_3 (1) + r_3 (2) + r_3 (3) + r_3 (4) = 0.52 \\
P_3 [\omega_3 (1)] : P_3 [\omega_3 (2)] : P_3 [\omega_3 (3)] : P_3 [\omega_3 (4)] &= r_3 (1) : r_3 (2) : r_3 (3) : r_3 (4) \\
&= 0.32 : 0.15 : 0.05 : 0.00).
\end{align*}
\]

According to Table 2, if the sensor is disturbed, the recognition center will receive wrong reports. D-S evidence inference model will lead to the wrong recognition result. However, convex quadratic programming model takes the reliability degree of every single sensor into account; therefore it can still get the right recognition result of \( a_3 \), which proves that convex optimization model has stronger anti-interference and robustness than that of D-S evidence inference model.

Table 3: The recognition result of numeric simulation three.

| Recognition model | \( a_1 \) | \( a_2 \) | \( a_3 \) | \( a_4 \) |
|-------------------|---------|---------|---------|---------|
| Evidence inference model [4] | 0       | 0       | 1       | 0       |
| Yager model [17] | 0       | 0       | 0.001   | 0       |
| Sets model [18] | 0.3206  | 0.0034  | 0.1886  | 0       |
| Takahiko model [19] | 0.6267  | 0.0067  | 0.3676  | 0       |
| Murphy model [20] | 0.6260  | 0.0067  | 0.3673  | 0       |
| Optimization model | 0.6270  | 0.007   | 0.367   | 0       |

Table 4: The recognition result of numeric simulation four.

| Recognition model | \( a_1 \) | \( a_2 \) | \( a_3 \) | \( a_4 \) |
|-------------------|---------|---------|---------|---------|
| Optimization model | 0.0441  | 0.1032  | 0.6038  | 0.2489  |

Report from Sensor 3:

\[
\begin{align*}
c_{r,3} &= r_3 (1) + r_3 (2) + r_3 (3) + r_3 (4) = 1 \\
P_3 [\omega_3 (1)] : P_3 [\omega_3 (2)] : P_3 [\omega_3 (3)] : P_3 [\omega_3 (4)] &= r_3 (1) : r_3 (2) : r_3 (3) : r_3 (4) \\
&= 0.90 : 0.10 : 0.
\end{align*}
\]

According to Table 3, the D-S evidence inference model cannot effectively fuse with such high conflict sensor reports. Yager method and Sets method will make unreasonable recognition result. Takahiko method and Murphy method can get reasonable recognition result, but they need much more complex processes. Convex quadratic programming model has the same recognition result with Takahiko method and Murphy method without complex processes. Therefore, it can deal with high conflict sensor report in real time.

(4) Numeric Simulation Example Four. Suppose \( \alpha_1 = \alpha_2 = \alpha_3 = 1 \), but the subsets of propositions \( \omega_k (1), \omega_k (2), \ldots, \omega_k (m_k) \) are not mutually exclusive or exhaustive, which are shown as follows. The recognition result is shown in Table 4.

Report from Sensor 1:

\[
\begin{align*}
c_{r,1} &= r_1 (1) + r_1 (2) + r_1 (3) + r_1 (4) = 0.85 \\
P_1 [\omega_1 (1)] : P_1 [\omega_1 (2)] : P_1 [\omega_1 (3)] : P_1 [\omega_1 (4)] &= r_1 (1) : r_1 (2) : r_1 (3) : r_1 (4) \\
&= 0.60 : 0.20 : 0.05 : 0.00.
\end{align*}
\]

with \( \omega_1 (1) = a_1 \lor a_3, \omega_1 (2) = a_2 \lor a_4, \omega_1 (3) = a_1 \lor a_4, \omega_1 (4) = a_1 \).
Report from Sensor 2:
\[ c_{2,2} = r_2(1) + r_2(2) + r_2(3) + r_2(4) = 0.80 \]
\[ P_2[\omega_2(1)] : P_2[\omega_2(2)] : P_2[\omega_2(3)] : P_2[\omega_2(4)] = r_2(1) : r_2(2) : r_2(3) : r_2(4) \]
\[ = 0.10 : 0.40 : 0.20 : 0.10, \]
with \( \omega_2(1) = a_1 \lor a_2, \omega_2(2) = a_3 \lor a_4, \omega_2(3) = a_1 \lor a_3, \omega_2(4) = a_2 \lor a_1 \).

Report from Sensor 3:
\[ c_{3,3} = r_3(1) + r_3(2) + r_3(3) + r_3(4) = 0.84 \]
\[ P_3[\omega_3(1)] : P_3[\omega_3(2)] : P_3[\omega_3(3)] : P_3[\omega_3(4)] = r_3(1) : r_3(2) : r_3(3) : r_3(4) \]
\[ = 0.22 : 0.35 : 0.12 : 0.15, \]
with \( \omega_3(1) = a_2, \omega_3(2) = a_3, \omega_3(3) = a_1, \omega_3(4) = a_4 \).

As well known, the D-S evidence inference model needs strict form of sensor reports; the subsets of propositions \( \omega_k(1), \omega_k(2), \ldots, \omega_k(m_k) \) must be mutually exclusive or exhaustive. Therefore, without additional processes, the D-S evidence inference model cannot deal with this kind of sensor reports. However, the convex quadratic programming model can deal with it. Therefore, the convex quadratic programming model has more wide applicability than the D-S evidence inference model.

6. Conclusion

In this paper, a new optimization model of target recognition is proposed. According to the theory analysis and numeric simulation, this new optimization model has the similar recognition performance with the D-S evidence inference model. In addition, in contrast to the D-S evidence inference model, it has some additional advantages. For example, in the optimization model, the reliability degree of all sensors is considered; therefore, it has much stronger anti-interference and robustness. Meantime, it will have much better accuracy and stability in complex noise and interference environment. In addition, the D-S evidence inference model needs to consider all possible subsets of propositions, while this new optimization model only needs to assign probabilities to each individual proposition. Finally, this new optimization model can deal with high conflict sensor reports without additional processes and has only polynomial computation complexity.

According to the discussion in this paper, in order to use the new model in practice, there are three questions needed to be solved in the future. The first question is how to get the sensor reports in different application environment. The second question is how to get the confidence degree of all sensors which can best fit to the real situation. The third question is how to further decrease the computation amount of solution method.
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