Abstract—We present the online Newton’s method, a single-step second-order method for online nonconvex optimization. We analyze its performance and obtain a dynamic regret bound that is linear in the cumulative variation between round optima. We show that if the variation between round optima is limited, the method leads to a constant regret bound. In the general case, the online Newton’s method outperforms online convex optimization algorithms for convex functions and performs similarly to a specialized algorithm for strongly convex functions. We simulate the performance of the online Newton’s method on a nonlinear, nonconvex moving target localization example and find that it outperforms a first-order approach.

Index Terms—online nonconvex/convex optimization, time-varying optimization, Newton’s method, moving target localization.

I. INTRODUCTION

In online or time-varying optimization one must sequentially provide decisions based only on past information. This problem arises in modeling resource allocation problems in networks [1], [2], real-time deployment in electric power systems [3], [4], and localization of moving targets problems as in [5], [6].

We consider online optimization problems of the following form. Let $x_t \in \mathbb{R}^n$ be the decision vector at time $t$. Let $f_t : \mathbb{R}^n \to \mathbb{R}$ be a twice differentiable function. We do not require it to be convex. The problems are of the form

$$\min_{x_t} f_t(x_t)$$

for $t = 1, 2, \ldots, T$ where $T$ is the time horizon. The decision maker must solve (1) at each round $t$ using the information from rounds $t-1, t-2, \ldots, 0$. The objective function $f_t$ is observed when the round $t$ ends. The goal is to provide real-time decisions when information, time and/or resources are too limited to solve (1). We base our analysis on online convex optimization [7]–[9] (OCO). We characterize our approach in terms of the dynamic regret, defined as

$$\text{Regret}(T) = \sum_{t=0}^{T} f_t(x_t) - f_t(x^*),$$

where $x^* \in \arg\min_{x \in X} f_t(x)$. In the case of static regret, $x^*$ is replaced by $x^* \in \arg\min_{x \in X} \sum_{t=1}^{T} f_t(x)$. The static regret does not capture changes in the optimal solution, and for this reason we only work with dynamic regret. Our objective is to design algorithms with a sublinear regret in the number of rounds. A sublinear regret implies that, on average, the algorithm plays the optimal decision [9], [10]. In this work, we restrict ourselves to unconstrained problems. Constrained optimization is a topic for future work.

We propose the online Newton’s method (ONM) and show that its dynamic regret is $O(V_T + 1)$ where $V_T$ is the cumulative variation between round optima. ONM is an online nonconvex optimization algorithm, which only assumes local Lipschitz properties. We acknowledge that, to date, no regret analysis has been given for first-order online approaches, e.g., online gradient descent [7] (OGD), under the current assumptions. However, given their convexity requirement and the poor performance of OGD on the example in Section IV we believe that first-order approaches are unlikely to have as good a bound as ONM. We obtain a bound on the regret of ONM of the same order as OCO methods for strongly convex functions when the initial point is in a neighborhood of the global optimum, and the variation between stationary optima is bounded. We also provide a constant regret bound for settings where the total variation between round optima is small. Moreover, ONM can be used to solve problems of the form $\text{static } f_t(x)$, i.e., to track stationary points of $f_t$ under the aforementioned assumptions. In this case, $x^* \in \{x \in \mathbb{R}^n | \nabla f_t(x) = 0\}$ in the dynamic regret definition, and the same regret analysis holds.

We present a numerical example in which ONM is used to track a moving target from noisy measurements (see [11] and references therein). The online moving target localization problem is nonconvex and thus conventional OCO algorithms have no guarantee on their performance. We test the performance of ONM on a moving target localization example and find that it outperforms a gradient-based OCO algorithm.

Related work. To the best of the our knowledge, ONM is the first dynamic regret-bounded, single-step, second-order online approach. ONM applies to general smooth nonconvex functions. An online damped Newton method is proposed in [12] but requires the objective function to be strongly convex and self-concordant, and multiple Newton steps must be performed at.
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each round to obtain a sublinear dynamic regret bound. Reference [13] developed gradient-based algorithms for weakly pseudo-convex functions. An online approach using multiple gradient step-like updates at each round is proposed in [14] to minimize the local regret of nonconvex loss functions. Reference [15] proposed the first Newton step-like approach, in which the Hessian is approximated by the outer product of the gradient, but only provided a static regret analysis. This work provides the tightest regret bound to date at $O(\log T)$, but, to the best of our knowledge, no analysis based on dynamic regret has been published. Several authors have proposed dynamic regret bounded approaches. These approaches include, for example, $\sigma$GD [7], in which the author proposed the first dynamic bound in terms of $V_T$, a specialized version for $\sigma$-strongly convex functions ($\sigma$OGD) [10], dynamic mirror descent (DMD) [16], a specialized optimistic mirror descent for predictable sequences (OMD) [17], and several other context-specific algorithms, e.g., [5], [6], [18]–[25].

Related work in parametric optimization has also investigated Newton step-like methods for time-varying nonconvex optimization [26], [27]. Reference [28] presents a discrete time-sampling method consisting of a prediction and a Newton-based correction step for continuous-time time-varying convex optimization. Reference [29] proposed a regularized primal-dual algorithm to track solutions of time-varying nonconvex optimization problems. A time-varying Quasi-Newton method was investigated in the context of the nonconvex optimal power flow in [30]. Their approach, however, requires the approximate solution of a quadratic program at each round instead of a single update rule as in the present work. Our work also differs from the aforementioned references in that our algorithm can track any type of stationary point, and we characterize its performance in terms of dynamic regret.

II. PRELIMINARIES

In this section, we introduce the second-order update and several technical results we will use to prove the main theorems.

A. Background

Let $H_t(x_t) = \nabla^2 f_t(x_t)$, the Hessian matrix at round $t$. The online Newton’s method update is a Newton step with a unit step size. Throughout this work, we assume that the update is defined for all $t = 1, 2, \ldots, T$.

Definition 1 (Online Newton update): The online Newton update is:

$$x_{t+1} = x_t - H_t^{-1}(x_t) \nabla f_t(x_t).$$

Let $v_t \in \mathbb{R}^n$, the variation in optimum, be defined as:

$$x_{t+1}^* = x_t^* + v_t. \tag{2}$$

The total variation is

$$V_T = \sum_{t=1}^T \|x_{t+1}^* - x_t^*\| = \sum_{t=0}^{T-1} \|v_t\|.$$  

Define $\tau$ to be the maximum variation between two rounds, and $V_T$ to be the maximum total variation. Then $\tau = \max_{t \in \{1, 2, \ldots, T\}} \|v_t\|$, and $V_T \leq \tau^2$.

B. Online Newton Update

We first provide a lemma, which we use to derive bounds on the ONM regret.

Lemma 1: [31, Section 2.7, Problem 7] Let $M \in \mathbb{R}^{n \times n}$ be a symmetric matrix and $h > 0$. Then,

$$\|M^{-1}\| \leq \frac{1}{h} \iff \|Mv\| \geq h \|v\| \ \forall \ v \in \mathbb{R}^n.$$  

We now use the previous lemma and derive the following identities regarding the Newton update.

Lemma 2 (Online Newton update identities): Suppose:

1) $\exists h_1 > 0$ such that $\|H_t^{-1}(x_t^*)\| \leq \frac{2}{h_1}$;

2) $\exists \beta_t, L_t > 0$ such that

$$\|x - x_t^*\| \leq \beta_t = \|H_t(x) - H_t(x_t^*)\| \leq L_t \|x - x_t^*\|;$$

3) $\|x_t - x_t^*\| \leq \gamma_t = \min \left\{ \beta_t, \frac{2\beta_t}{2h_1} \right\}$.

Then, for the online Newton update, we have the following two identities:

$$\|x_{t+1} - x_t^*\| < \|x_t^* - x_t\| \tag{3}$$

$$\|x_{t+1} - x_t^*\| \leq \frac{3L_t}{2h_1} \|x_t^* - x_t\|^2 \tag{4}$$

Proof: Consider the online Newton update given in Definition 1. Subtracting $x_t^*$ on both side leads to

$$x_{t+1} - x_t^* = x_t - x_t^* - H_t^{-1}(x_t) \nabla f_t(x_t)$$

$$= x_t - x_t^* - H_t^{-1}(x_t) \nabla f_t(x_t) + H_t^{-1}(x_t) \nabla f_t(x_t) - H_t^{-1}(x_t) \nabla f_t(x_t)$$

By the fundamental theorem of calculus, we have

$$x_{t+1} - x_t^* = x_t - x_t^* + H_t^{-1}(x_t) \int_0^1 H_t(x_t + \tau(x_t^* - x_t)) (x_t^* - x_t) \, d\tau.$$  

Consequently,

$$x_{t+1} - x_t^* = H_t^{-1}(x_t) \int_0^1 H_t(x_t + \tau(x_t^* - x_t)) (x_t^* - x_t) \, d\tau$$

$$= H_t^{-1}(x_t) \int_0^1 H_t(x_t) (x_t - x_t^*) \, d\tau + H_t^{-1}(x_t) \int_0^1 (x_t^* - x_t) \, d\tau$$

$$= H_t^{-1}(x_t) \int_0^1 (H_t(x_t + \tau(x_t^* - x_t)) - H_t(x_t)) (x_t^* - x_t) \, d\tau.$$
Taking the norm of both sides, we have
\[
\|x_{t+1} - x_t^*\| = \left\| \mathbf{H}^{-1}(x_t) \int_0^1 (\mathbf{H}_t(x_t + \tau (x_t^* - x_t))) - \mathbf{H}_t(x_t)) (x_t^* - x_t) \, d\tau \right\|
\leq \left\| \mathbf{H}^{-1}(x_t) \right\| \left\| \int_0^1 (\mathbf{H}_t(x_t + \tau (x_t^* - x_t))) - \mathbf{H}_t(x_t)) (x_t^* - x_t) \, d\tau \right\|.
\]

The second and third assumptions allow us to upper bound the argument of the integral using Lipschitz continuity of the Hessian. This leads to
\[
\|x_{t+1} - x_t^*\| \leq \left\| \mathbf{H}^{-1}(x_t) \right\| \left\| \int_0^1 \tau L_t \|x_t^* - x_t\|^2 \, d\tau \right\| = \left\| \mathbf{H}^{-1}(x_t) \right\| \frac{L_t}{2} \|x_t^* - x_t\|^2. \quad (5)
\]

We now derive a lower bound on the norm of the matrix product \(\mathbf{H}_t(x_t) \mathbf{v}\) for all \(\mathbf{v} \in \mathbb{R}^n\). We have
\[
\|\mathbf{H}_t(x_t) \mathbf{v}\| = \|\mathbf{H}_t(x_t) \mathbf{v} + \mathbf{H}_t(x_t^*) \mathbf{v} - \mathbf{H}_t(x_t^*) \mathbf{v}\|
\geq \|\mathbf{H}_t(x_t) \mathbf{v}\| - \|\mathbf{H}_t(x_t) \mathbf{v} - \mathbf{H}_t(x_t^*) \mathbf{v}\|
\geq \|\mathbf{H}_t(x_t) \mathbf{v}\| - \|\mathbf{H}_t(x_t) - \mathbf{H}_t(x_t^*)\| \|\mathbf{v}\|,
\]
where we have used the reverse triangle inequality.

By Lemma 1, we have
\[
\|\mathbf{H}_t^{-1}(x_t)\| \leq \frac{1}{h_t - L_t \|x_t^* - x_t\|^2}. \quad (6)
\]
Substituting (6) in (5), we obtain:
\[
\|x_{t+1} - x_t^*\| \leq \frac{L_t}{2(h_t - L_t \|x_t^* - x_t\|^2)} \|x_t^* - x_t\|^2. \quad (7)
\]
By assumption, \(\|x_{t+1} - x_t^*\| < \frac{2h}{3L_t}\), and therefore (7) can be bounded above as follows.
\[
\|x_{t+1} - x_t^*\| \leq \frac{L_t}{2(h_t - L_t \|x_t^* - x_t\|^2)} \|x_t^* - x_t\|^2
\leq \frac{L_t \frac{2h}{3L_t}}{2(h_t - L_t \frac{2h}{3L_t})} \|x_t^* - x_t\|^2.
\]
Hence, we obtain
\[
\|x_{t+1} - x_t^*\| < \|x_t^* - x_t\|, \quad (8)
\]
which is the first identity. Bounding the denominator of (7) yields the second identity:
\[
\|x_{t+1} - x_t^*\| \leq \frac{L_t}{2 \left( h_t - L_t \frac{2h}{3L_t} \right)} \|x_t^* - x_t\|^2
\leq \frac{3L_t}{2h_t} \|x_t^* - x_t\|^2.
\]
This completes the proof.

Newton’s method and our online extension can only be used if the Hessian is invertible along the algorithm’s path, and by construction, also invertible at the point the algorithm converges to, \(x_t^*\). For minimization, this translates to a function that is locally strongly convex in a ball of radius \(\epsilon_t\) around \(x_t^*\) for all \(t\) (Assumption 1 of Lemma 2). Without loss of generality assume that \(\beta_t = \gamma_t = \frac{2h_t}{3L_t}\). For the Newtons method to converge, it is enough for it to be initialized in a ball of radius \(\gamma_t\) around \(x_t^*\) (Assumption 3 of Lemma 2). Note that the \(\gamma_t\)-ball does not need to be a subset of the aforementioned \(\epsilon_t\)-ball [32, Section 1.4]. Newtons method converges to the solution even if it is initialized at a point outside the set where the Hessian is positive definite. The Hessian of the loss function \(f_t\) is thus not necessarily positive definite for all \(x_t\), \(t = 1, 2, \ldots, T\). One may extend the results presented in this manuscript for the cases where the Hessian is not invertible by introducing modifications of the type discussed in [33, Section 3.4].

In brief, the previous result shows that if the Hessian is nonsingular and locally Lipschitz at \(x_t^*\) and the initial point \(x_0\) is close enough to \(x_t^*\), then the online Newton update at \(t\) moves strictly closer to \(x_t^*\). Second, it shows that the update approaches \(x_t^*\) at a quadratic rate.

The next result specifies a sufficient condition under which the assumptions of Lemma 2 at round \(t\) will also be satisfied for round \(t + 1\). The next results can be derived with time-dependent parameters, but we use constant parameters to simplify notation.

**Lemma 3**: Suppose \(\|x_t - x_t^*\| \leq \gamma\) and \(\gamma \in (0, \frac{2h}{3L})\). If the online Newton update is used and \(\gamma \leq \frac{3L}{2h} \gamma^2\), then \(\|x_{t+1} - x_t^*\| < \gamma\). 

**Proof**: We first re-express the initial sufficient condition for the online Newton update at \(t + 1\) using (2). We have
\[
\|x_{t+1} - x_t^*\| = \|x_{t+1} - x_t^* + v_t\|
\leq \|x_{t+1} - x_t^*\| + \|v_t\|
\leq \frac{3L}{2h} \|x_t^* - x_t\|^2 + \|v_t\|,
\]
where we used the identity (4) of Lemma 2 to obtain the last bound. Thus,
\[
\frac{3L}{2h} \|x_t^* - x_t\|^2 + \|v_t\| \leq \gamma \implies \|x_{t+1} - x_t^*\| < \gamma.
\]
We now upper bound \(\frac{3L}{2h} \|x_t^* - x_t\|^2 + \|v_t\|\). By assumption we have \(\|x_t - x_t^*\| \leq \gamma\):
\[
\frac{3L}{2h} \|x_t^* - x_t\|^2 + \|v_t\| \leq \frac{3L}{2h} \gamma^2 + \|v_t\|.
\]
Upper bounding \(\|v_t\|\) yields
\[
\frac{3L}{2h} \gamma^2 + \|v_t\| \leq \frac{3L}{2h} \gamma^2 + \gamma.
\]
If we assume that the right-hand term of (9) can be bounded above by \(\gamma\), we obtain
\[
\frac{3L}{2h} \gamma^2 + \gamma \leq \gamma \implies \|x_{t+1} - x_t^*\| < \gamma.
\]
Hence, if \(\gamma \leq \frac{3L}{2h} \gamma^2\) for \(\gamma \in (0, \frac{2h}{3L})\), then \(\|x_{t+1} - x_t^*\| < \gamma\).
Thus, if the initial decision $x_t$ is close enough to $x_t^*$ and the variation $\bar{v} \leq \gamma - \frac{3L}{2h} \gamma^2$, Lemma 2 can be used sequentially. This is formalized in the next section.

### III. Online Newton's Method

We now present ONM, described in Algorithm 1 for online nonconvex optimization.

**Algorithm 1 Online Newton’s Method (ONM)**

**Parameters:** Given $h$, $L$, and $\beta$.

**Initialization:** Receive $x_0 \in \mathbb{R}$ such that $\|x_0 - x_0^*\| < \gamma = \min \{\beta, \frac{2h}{3L}\}$.

1. for $t = 0, 1, 2, \ldots, T$
   2. Play the decision $x_t$.
   3. Observe the outcome at $t$: $f_t(x_t)$.
   4. Update the decision:
      $$x_{t+1} = x_t - H_t^{-1}(x_t) \nabla f_t(x_t).$$
   5. end for

First, we present an $O(V_T + 1)$ general regret bound for ONM in Theorem 1 and then discuss its implication.

**Theorem 1 (Regret bound for ONM):** Suppose that

1. $\exists h > 0$ such that $\|H_t^{-1}(x_t^*)\| \leq \frac{1}{h}$ for all $t = 1, 2, \ldots, T$;
2. $\exists \beta, L > 0$ such that $\|x - x_t^*\| \leq \beta \implies \|H_t(x) - H_t(x_t^*)\| \leq L \|x - x_t^*\|$;
3. $\exists x_0 \in \mathbb{R}^n$ such that $\|x_0 - x_0^*\| \leq \gamma = \min \{\beta, \frac{2h}{3L}\}$;
4. $\bar{v} \leq \gamma - \frac{3L}{2h} \gamma^2$;
5. $\exists \ell > 0$ such that $\|x - x_t^*\| \leq \gamma \implies |f_t(x) - f_t(x_t^*)| \leq \ell \|x - x_t^*\|$ for all $t = 1, 2, \ldots, T$.

Then, the regret of ONM is bounded above by

$$\text{Regret}(T) \leq \frac{\ell}{1 - \frac{3L}{2h} \gamma} (V_T + \delta),$$

where $\delta = \frac{3L}{2h} \left(\|x_0 - x_0^*\|^2 - \|x_T^* - x_T\|^2\right)$. Equivalently, $\text{Regret}(T) \leq O(V_T + 1)$ and is sublinear in the number of rounds if $V_T < O(T)$.

**Proof:** First, observe that the third assumption of Lemma 2 is always met after an online Newton update for $\bar{v} \leq \gamma - \frac{3L}{2h} \gamma^2$, and that $\gamma \in (0, \frac{2h}{3L})$ by Lemma 3.

Next, we obtain an upper bound on the sum of $\|x_t - x_t^*\|$ over $t = 1, 2, \ldots, T$ by adapting [10]'s proof technique. We then use this result to upper bound the regret of ONM. For $t \geq 1$, we have

$$\|x_t - x_t^*\| = \|x_t - x_t^* - x_{t-1}^* + x_{t-1}^*\| \leq \|x_t - x_{t-1}^*\| + \|x_{t-1}^* - x_t^*\| \leq \frac{3L}{2h} \|x_{t-1}^* - x_{t-1}\|^2 + \|x_{t-1}^* - x_t^*\|,$$

where we first used the triangle inequality to obtain (10) and then identity 2 of Lemma 2 for (11). Summing (11) from $t = 1$ to $T$, we obtain

$$\sum_{t=1}^{T} \|x_t - x_t^*\| \leq \sum_{t=1}^{T} \frac{3L}{2h} \|x_{t-1}^* - x_{t-1}\|^2 + \|x_{t-1}^* - x_t^*\| \leq \sum_{t=1}^{T} \frac{3L}{2h} \|x_{t-1}^* - x_t^*\|^2 + \|x_{t-1}^* - x_t^*\|.$$

Thus, we have

$$\sum_{t=1}^{T} \|x_t - x_t^*\| \leq \sum_{t=1}^{T} \frac{3L}{2h} \|x_{t-1}^* - x_t^*\|^2 + V_T + \delta, \quad (12)$$

where we used the definitions: $V_T = \sum_{t=1}^{T} \|x_{t-1}^* - x_t^*\|$ and $\delta = \frac{3L}{2h} \left(\|x_0 - x_0^*\|^2 - \|x_T^* - x_T\|^2\right)$. Before solving for $\|x_T^* - x_T\|^2$, we re-express (12) as:

$$\sum_{t=1}^{T} \left(\|x_t - x_t^*\| - \frac{3L}{2h} \|x_t - x_t^*\|^2\right) \leq V_T + \delta. \quad (13)$$

Using Lemma 3, we can lower bound $\|x_t - x_t^*\|^2$ by $\gamma \|x_t - x_t^*\|$ in the left-hand side of (13). We then obtain

$$\sum_{t=1}^{T} \left(\|x_t - x_t^*\| - \frac{3L}{2h} \gamma \|x_t - x_t^*\|^2\right) \leq V_T + \delta,$$

and equivalently,

$$\sum_{t=1}^{T} \|x_t - x_t^*\| \left(1 - \frac{3L}{2h} \gamma \right) \leq V_T + \delta.$$

where $(1 - \frac{3L}{2h} \gamma) > 0$ because $\gamma \in (0, \frac{2h}{3L})$. The sum of errors is thus bounded by

$$\sum_{t=1}^{T} \|x_t - x_t^*\| \leq \left(1 - \frac{3L}{2h} \gamma \right)^{-1} (V_T + \delta). \quad (14)$$

Now, recall the definition of the regret:

$$\text{Regret}(T) = \sum_{t=1}^{T} f_t(x_t) - f_t(x_t^*).$$

By assumption, $f_t$ is locally $\ell$-Lipschitz for all $x_t^*$. The regret can be bounded above by

$$\text{Regret}(T) \leq \sum_{t=1}^{T} \|x_t - x_t^*\| \leq \left(1 - \frac{3L}{2h} \gamma \right)^{-1} (V_T + \delta). \quad (15)$$

Substituting (14) in (15) yields

$$\text{Regret}(T) \leq \frac{\ell}{1 - \frac{3L}{2h} \gamma} (V_T + \delta),$$

which completes the proof.

By Theorem 1, ONM regret is bounded above by $O(V_T + 1)$. The regret of $\sigma$Ogd for strongly convex functions has an upper bound of the same order [10]. Similar to $\sigma$Ogd, our approach requires $V_T < O(T)$ to have a sublinear regret. An advantage of our approach is that it does not require (strong-)convexity or Lipschitz continuous gradients. Assumption 1 of Theorem 1 requires the Hessian to be nonsingular at $x_t^*$. It does not require
\( f_t \) to be strongly-convex nor even convex. An example of such an objective function is the least-squares range measurement problem for localizing a moving target by an array of sensors. This problem is nonconvex, but at its optimum, the Hessian is nonsingular and Lipschitz continuous. This example will be explored in detail in Section IV. Other potential applications of ONM are concave-convex games [34, Section 10.3.4]. We note that ONM can be applied to track any kind of stationary point, e.g., a saddle point arising from minimax problems.

\( \text{OGD} \) and \( \text{DMD} \) for convex functions both have \( O\left(\sqrt{T} (\mathcal{V} + 1)\right) \) regret bounds [7], [16]. This requires \( \mathcal{V} < O\left(\sqrt{T}\right) \) and convexity for sublinear regret. The example presented in Section IV emphasizes the importance of our result as standard OCO cannot offer a performance guarantee on nonconvex loss functions and may perform poorly. \( \text{OGD}, \sigma\text{OGD} \) and \( \text{DMD} \) do, however, have extensions to handle time-invariant constraints in the dynamic regret setting [1], [2], [29], [35]–[37].

Remark 1: Convexity is not required for ONM to attain optimality. Assuming local Lipschitz properties, if \( \|x_0 - x_*\| < \gamma \) and variations are bounded, the decision \( x_t \) remains in the neighbourhood of the optimum regardless of the convexity of the loss function.

We now show that the regret bound of ONM reduces to a constant when the total variation is bounded. We first present a lemma about the convergence of a quadratic map, and then proceed to the regret bound.

**Lemma 4 (Quadratic map convergence):** Let \( x_{n+1} = c x_n^2 + v \) for \( n \in \mathbb{N} \) and where \( c > 0 \) and \( v > 0 \). If \( x_0 \in [0, \pi] \) and \( v \leq \frac{\pi}{4} \), then \( (x_n) \to \pi \) where

\[
\pi = \frac{1 + \sqrt{1 - 4cv}}{2c}, \quad x = \frac{1 - \sqrt{1 - 4cv}}{2c}.
\]

The proof is provided in the Appendix. Let

\[
\bar{E} = \frac{h}{3L} \left(1 + \sqrt{1 - \frac{6L}{\bar{v}} \|x_0 - x_*\|}\right), \quad (16)
\]

\[
\underline{E} = \frac{h}{3L} \left(1 - \sqrt{1 - \frac{6L}{\bar{v}} \|x_0 - x_*\|}\right). \quad (17)
\]

**Corollary 1 (Constant regret bound of ONM):** Suppose all the assumptions of Theorem 1 are met. If \( \gamma \leq \bar{E} \) and \( \bar{v} \leq \frac{h}{6L} \), then the regret of ONM is upper bounded by

\[
\text{Regret}(T) \leq \ell \underline{E}.
\]

Equivalently, we have \( \text{Regret}(T) \leq O(1) \).

**Proof:** Consider the error at round \( t \), \( \|x_t - x_*\| \). By the triangle inequality,

\[
\|x_t - x_*\| = \|x_t - x_* - x_{t-1}^* + x_{t-1}^*\| \\
\leq \|x_t - x_{t-1}^*\| + \|x_{t-1}^* - x_*\|.
\]

Using identity (4) of Lemma 2 we have

\[
\|x_t - x_*\| \leq c \|x_{t-1}^* - x_{t-1}\|^2 + \|x_{t-1}^* - x_*\|, \quad (18)
\]

where \( c = \frac{3L}{2\pi} \). Let \( e_t = \|x_t - x_*\| \) and recall that \( v_t = \|x_{t-1}^* - x_*\| \). We rewrite (18) as

\[
e_t \leq ce_{t-1}^2 + v_{t-1}.
\]

Summing through time yields

\[
\sum_{t=1}^T e_t \leq c \sum_{t=1}^T e_{t-1} + \sum_{t=1}^T v_{t-1},
\]

or equivalently,

\[
\sum_{t=0}^T e_t \leq c \left(\sum_{t=0}^{T-1} e_t\right)^2 + V_T + v_0, \quad (19)
\]

The sum of squares is bounded above by the square of the sum, and thus

\[
\sum_{t=0}^T e_t \leq c \left(\sum_{t=0}^{T-1} e_t\right)^2 + V_T + v_0.
\]

Finally, we have

\[
E_T \leq c E_{T-1}^2 + \bar{V} + v_0, \quad (20)
\]

where \( V_T = \sum_{t=0}^{T-1} \|x_{t+1}^* - x_*^t\| \leq \bar{V} \). Note that we obtain \( \bar{E} \) and \( E \) by applying Lemma 4 to the sequence obtained when (20) is met with equality.

The regret is bounded above by

\[
\text{Regret}(T) = \sum_{t=1}^T f_t(x_t) - f_t(x_*^t) \leq \sum_{t=0}^T \ell \|x_t - x_*^t\|, \quad (21)
\]

because \( f_t \) is locally \( \ell \)-Lipschitz around \( x_*^t \) for all \( t \). The right-hand side of (21) is a non-decreasing sum and thus

\[
\text{Regret}(T) \leq \ell \lim_{n \to \infty} \sum_{t=0}^{T+n} \|x_t - x_*\|,
\]

and equivalently,

\[
\text{Regret}(T) \leq \ell \lim_{n \to \infty} E_{T+n}.
\]

By assumption, \( E_0 = \|x_0 - x_*\| \leq \bar{E} \) and \( \bar{V} \leq \frac{h}{6L} \). Therefore Lemma 4 yields

\[
\text{Regret}(T) \leq \ell \underline{E},
\]

which completes the proof. \[ \blacksquare \]

A constant bound is desirable because it implies that (i) the total error by the algorithm is bounded and (ii) the average regret will converge more rapidly to 0 than a bound that depends on \( T \) or \( V_T \).
IV. Example

In this section, we evaluate the performance of ONM in a numerical example based on localizing a moving target [11]. Let \( x_t \in \mathbb{R}^2 \) be the location of the target at time \( t \), and \( a_i \in \mathbb{R}^2 \) be the position of sensor \( i \). The range measurement is given by

\[
d_i = \| x_t - a_i \| + w_i,
\]

for \( i = 1, 2, \ldots, m \), where \( m \) is the number of sensors and \( w_i \) models noise. Localizing a target based on range measurements leads to the following nonlinear, nonconvex least-squares problem:

\[
\min_{x_t \in \mathbb{R}^2} \sum_{i=1}^{m} (\| x_t - a_i \| - d_i)^2, \tag{22}
\]

for \( t = 1, 2, \ldots, T \). The objective is to sequentially estimate the position of the target while only having access to past information. We use ONM to track the target’s location in real-time. No other online convex optimization algorithms can guarantee performance on nonconvex loss functions like (22).

We compare ONM with OGD [7]. As previously mentioned, OGD does not guarantee adequate performance, but fits the sequential nature of the problem.

Let \( x_t^* \) be the actual position of the target at time \( t \). The target’s position evolves as \( x_{t+1}^* = x_t^* + v_t \), where we describe \( v_t \) in the next subsections. We set \( x_0^* = (2, 1)^\top \) and assume \( x_0^* \) is known, i.e., \( x_0 = x_0^* \). We consider three sensors. The sensors are located at \( a_1 = \left( \frac{1}{2}, \frac{1}{2} \right)^\top \), \( a_2 = (0, \frac{1}{2})^\top \), and \( a_3 = \left( \frac{1}{2}, 0 \right)^\top \). Each sensor \( i \) produces a range measurement, \( d_i \), which is corrupted by Gaussian noise \( w \sim \mathcal{N}(0, \sigma_w) \). For all simulations, we set \( \gamma = \frac{\sigma}{3\sqrt{t}} \) and OGD’s step size to \( \eta = 1/\sqrt{T} \).

A. Moving target localization with ONM

We first evaluate the performance of ONM in the general case. We set \( v_t = \frac{(-1)^t \sqrt{0.0025}}{\sqrt{2t}} I \) where \( b_t \sim \text{Bernoulli}(0.5) \) and let \( \sigma_w = 0.01 \%. \) All sufficient conditions of Theorem 1 are satisfied. Figure 1 presents the experimental regret of ONM and OGD for localizing a moving target averaged over 1000 simulations. The regret is sublinear in both cases, but ONM attains a much lower regret than OGD. The experimental regret is bounded above by Theorem 1’s bound. The bound is not shown in Figure 1 because it is several order of magnitude larger than the experimental regret.

The tracking performance is presented in Figure 2. OGD effectively fails to follow the target. ONM, which is guaranteed to stay in the neighborhood of the target, remains accurate at every time step.

B. Constant regret bound

We test ONM when there is limited variation in the target’s location. This case illustrates the \( O(1) \) regret bound of Corollary 1. We set \( s_t = \frac{6(-1)^t \sqrt{1/2}}{\sqrt{2T}} I \), so that \( \sum_{t=1}^T \| s_t \| < \sum_{t=1}^T \| s_t \| = \mathcal{V} \), and set \( \mathcal{V} \) according to the sufficient condition of Corollary 1. Lastly, we let \( \sigma_w = 1 \times 10^{-6} \).

Figure 3 shows the constant regret for ONM. As in the previous example, ONM’s regret is lower than OGD’s. Figure 3 shows the tracking performance. ONM outperforms OGD, which never reaches the vicinity of the target’s position. The zoomed-in section of Figure 3 presents the last ten rounds of the simulations. Here we see that ONM achieves virtually perfect performance when measurement noise is low and \( v_t \) extremely small.

V. Conclusion

In this work, we presented a second-order approach, the online Newton’s method (ONM), for online nonconvex optimization problems. We only assume local Lipschitz properties on the objective function and bounded variations between the round optima. We provide two regret bounds: an \( O(V_T + 1) \) regret bound for the general case and a constant \( O(1) \) regret bound for when the total variation between optima is limited. The first bound is similar to results in the literature but with an important difference: it also holds for nonconvex problems. We conclude with a moving target localization example using ONM. We show that our approach properly tracks a moving target using noisy range measurements and outperforms online
Assume \( x \leq x_n \leq \pi \). We get an upper bound on \( x_{n+1} \) by substituting \( x_n \) for \( \pi \):

\[
x_{n+1} = cx_n^2 + v \\
\leq cx^2 + v \\
= c \left( \frac{1 + \sqrt{1 - 4cv}}{2c} \right)^2 + v \\
= \frac{1 + \sqrt{1 - 4cv}}{2c} = \pi.
\]

Similarly, we get a lower bound by substituting \( x_n \) for \( \xi \):

\[
x_{n+1} = cx_n^2 + v \\
\geq cx^2 + v \\
= c \left( \frac{1 - \sqrt{1 - 4cv}}{2c} \right)^2 + v \\
= 1 - \frac{1 - \sqrt{1 - 4cv}}{2c} = \xi.
\]

Thus, by induction we have proved \( x_n \geq x_{n+1} \) and \( \pi \leq x_n \leq \xi \) for \( n \in \mathbb{N} \) assuming \( x_0 \in [\pi, \xi] \). The supremum, \( \sup_{n \in \mathbb{N}} x_n = \pi \), and infimum, \( \inf_{n \in \mathbb{N}} x_n = \xi \), are attained, and are respectively the maximum and the minimum of the sequence. Now, by the monotone convergence theorem, a monotonically decreasing and bounded below sequence converges and it converges to its infimum. Thus, \( (x_n) \rightarrow \xi \) for any \( x_0 \in [\pi, \xi] \) and \( v \leq \frac{1}{4c} \).

We now use the same approach in the second case and show that the limit holds for \( x_0 \in [0, \xi] \). In the second case, the sequence is monotonically increasing. Consider

\[
x_n \leq x_{n+1} \\
= cx_n^2 + v \\
\iff 0 \leq cx_n^2 - x_n + v.
\]

Hence, for all \( x_n \in [0, \xi] \), (24) holds. For the second interval of initial condition, the sequence will always be in the interval \([0, \xi]\) as shown next. Assume \( x_n \in [0, \xi] \). We bound above the sequence by substituting \( x_n \) for its maximum value, \( \xi \). We have

\[
x_{n+1} = cx_n^2 + v \\
\geq cx^2 + v \\
= c \left( \frac{1 - \sqrt{1 - 4cv}}{2c} \right)^2 + v \\
= 1 - \frac{1 - \sqrt{1 - 4cv}}{2c} = \xi.
\]

APPENDIX

PROOF OF LEMMA 4

We split the initial condition of the sequence \( (x_n) \), \( x_0 \in [0, \pi] \), into two subsets: (i) \( x_0 \in [\pi, \xi] \), and (ii) \( x_0 \in [0, \pi] \).

In the first case, we show that \( x_n \) is monotonically decreasing. We have

\[
x_n \geq x_{n+1} \\
= cx_n^2 + v \\
\iff 0 \geq cx_n^2 - x_n + v.
\]

Thus, for all \( x_n \in [\pi, \xi] \) and \( v \leq \frac{1}{4c} \), (23) holds. We now show that \( x_n \) will always stay in \([\pi, \xi] \), and thus is bounded above and below in addition to be monotonically decreasing.
To bound below the sequence, we use the minimum value of $x_n$, 0, and obtain:

$$x_{n+1} = c x_n^2 + v \leq c (0)^2 + v = v.$$  

Observe that

$$v \leq \bar{x} = \frac{1}{2c} \sqrt{1 - 4cv}$$  

because

$$v \leq \frac{1}{2c} \sqrt{1 - 4cv} \iff 2cv - 1 \leq -\sqrt{1 - 4cv} \iff 1 - 2cv \geq 1 - 4cv \iff 4cv(1 - v) \geq 0,$$

which always holds. Hence, \((25)\) always holds. By induction, it follows that if $x_0 \in [0, \bar{x}]$ and $v \leq \frac{1}{2c}$, then $x_n \leq x_{n+1}$ and $x_n \in [0, \bar{x}] \forall n \in \mathbb{N}$. Thus, sequence $(x_n)$ is bounded, $\sup_{n \in \mathbb{N}} x_n = \bar{x}$ and $\inf_{n \in \mathbb{N}} x_n = 0$ are attained and are the maximum and the minimum of the sequence. Similarly to the previous case, by the monotone convergence theorem, a monotonically increasing and bounded above sequence converges and it converges to its supremum. Therefore, if $v \leq \frac{1}{2c}$ and $x_0 \in [0, \bar{x}]$, then $(x_n) \to \bar{x}$. Putting the results for two initial condition intervals together then proves the lemma.

\[\text{REFERENCES}\]

[1] T. Chen, Q. Ling, and G. B. Giannakis, “An online convex optimization approach to proactive network resource allocation,” IEEE Transactions on Signal Processing, vol. 65, no. 24, pp. 6350–6364, 2017.

[2] X. Cao, J. Zhang, and H. V. Poor, “A virtual-queue-based algorithm for constrained online convex optimization with applications to data center resource allocation,” IEEE Journal of Selected Topics in Signal Processing, vol. 12, no. 4, pp. 703–716, 2018.

[3] W. J. Ma, V. Gupta, and U. Topcu, “Distributed charging control of electric vehicles using online learning,” IEEE Transactions on Automatic Control, vol. 62, no. 10, pp. 5289–5295, 2016.

[4] A. Lesage-Landy and J. A. Taylor, “Setpoint tracking with partially observed loads,” IEEE Transactions on Power Systems, vol. 33, no. 5, pp. 5615–5627, 2018.

[5] A. S. Bedi, P. Sarma, and K. Rajawat, “Tracking moving agents via inexact online gradient descent algorithm,” IEEE Journal of Selected Topics in Signal Processing, vol. 12, no. 1, pp. 202–217, 2018.

[6] R. Dixit, A. S. Bedi, R. Tripathi, and K. Rajawat, “Online learning with inexact proximal online gradient descent algorithms,” IEEE Transactions on Signal Processing, vol. 67, no. 5, pp. 1338–1352, 2019.

[7] M. Zinkevich, “Online convex programming and generalized infinitesimal gradient ascent,” in Proceedings of the 20th International Conference on Machine Learning (ICML-03), 2003, pp. 928–936.

[8] S. Shalev-Shwartz et al., “Online learning and online convex optimization,” Foundations and Trends® in Machine Learning, vol. 4, no. 2, pp. 107–194, 2012.

[9] E. Hazan et al., “Introduction to online convex optimization,” Foundations and Trends® in Optimization, vol. 2, no. 3-4, pp. 157–325, 2016.

[10] A. Mokhtari, S. Shahrampour, A. Jadbabaie, and A. Ribeiro, “Online optimization in dynamic environments: Improved regret rates for strongly convex problems,” in Decision and Control (CDC), 2016 IEEE 55th Conference on, 2016, pp. 7195–7201.

[11] M. Cao, B. D. Anderson, and A. S. Morse, “Sensor network localization with imprecise distances,” Systems & Control Letters, vol. 55, no. 11, pp. 887–893, 2006.

[12] L. Zhang, T. Yang, J. Yi, J. Rong, and Z.-H. Zhou, “Improved dynamic regret for non-degenerate functions,” in Advances in Neural Information Processing Systems, 2017, pp. 732–741.

[13] X. Gao, X. Li, and S. Zhang, “Online learning with non-convex losses and non-stationary regret,” in International Conference on Artificial Intelligence and Statistics, 2018, pp. 235–243.

[14] E. Hazan, K. Singh, and C. Zhang, “Efficient regret minimization in non-convex games,” arXiv preprint arXiv:1708.00075, 2017.

[15] E. Hazan, A. Agarwal, and S. Kale, “Logarithmic regret algorithms for online convex optimization,” Machine Learning, vol. 69, no. 2-3, pp. 169–192, 2007.

[16] E. C. Hall and R. M. Willett, “Online convex optimization in dynamic environments,” IEEE Journal of Selected Topics in Signal Processing, vol. 9, no. 4, pp. 647–662, 2015.

[17] A. Rakhlin and K. Sridharan, “Online learning with predictable sequences,” in Proceedings of the 26th Annual Conference on Learning Theory (COLT), 2013, pp. 1–27.

[18] O. Besbes, Y. Gur, and A. Zeevi, “Non-stationary stochastic optimization,” Operations research, vol. 63, no. 5, pp. 1227–1244, 2015.

[19] A. Jadbabaie, A. Rakhlin, S. Shahrampour, and K. Sridharan, “Online optimization: Competing with dynamic comparators,” in Artificial Intelligence and Statistics, 2015, pp. 398–406.

[20] T. Yang, Z. Lijun, R. Jin, and J. Yi, “Tracking slowly moving clairvoyant: Optimal dynamic regret of online learning with true and noisy gradient,” in Proceedings of the 33rd International Conference on Machine Learning, 2016, pp. 1–12.

[21] S. Shahrampour and A. Jadbabaie, “Distributed online optimization in dynamic environments using mirror descent,” IEEE Transactions on Automatic Control, vol. 63, no. 3, pp. 714–725, 2017.

[22] A. Lesage-Landy, I. Shames, and J. A. Taylor, “Predictive online convex optimization,” Automatica, vol. 113, 2020.

[23] Y. Li, G. Qu, and N. Li, “Online optimization with predictions and switching costs: Fast algorithms and the fundamental limit,” arXiv preprint arXiv:1801.07780, 2018.

[24] Y. Zhao, S. Qiu, and J. Liu, “Proximal online gradient is optimum for dynamic regret,” arXiv preprint arXiv:1810.03594, 2018.

[25] A. Bernstein, E. Dall’Anese, and A. Simonetto, “Online primal-dual methods with measurement feedback for time-varying convex optimization,” IEEE Transactions on Signal Processing, vol. 67, no. 8, pp. 1978–1991, 2019.

[26] V. M. Zavala and M. Anitescu, “Real-time nonlinear optimization as a generalized equation,” SIAM Journal on Control and Optimization, vol. 48, no. 8, pp. 5444–5467, 2010.

[27] A. L. Dontchev, M. Krastanov, R. T. Rockafellar, and V. M. Veliov, “An Euler–Newton continuation method for tracking solution trajectories of parametric variational inequalities,” SIAM Journal on Control and Optimization, vol. 51, no. 3, pp. 1823–1840, 2013.

[28] A. Simonetto, A. Mokhtari, A. Koppel, G. Leus, and A. Ribeiro, “A class of prediction-correction methods for time-varying convex optimization,” IEEE Transactions on Signal Processing, vol. 64, no. 17, pp. 4576–4591, 2016.

[29] Y. Tang, E. Dall’Anese, A. Bernstein, and S. H. Low, “A feedback-based regularized primal-dual gradient method for time-varying nonconvex optimization,” in 2018 IEEE Conference on Decision and Control (CDC), 2018, pp. 3244–3250.

[30] Y. Tang, K. Dvijotham, and S. Low, “Real-time optimal power flow,” IEEE Transactions on Smart Grid, vol. 8, no. 6, pp. 2963–2973, 2017.

[31] E. Kreyszig, Introductory functional analysis with applications. Wiley New York, 1978, vol. 1.

[32] D. P. Bertsekas, Nonlinear programming: 2nd Edition. Athena Scientific Belmont, 1999.

[33] J. Nocedal and S. Wright, Numerical optimization. Springer Science & Business Media, 2006.

[34] S. Boyd and L. Vandenberghe, Convex optimization. Cambridge university press, 2004.

[35] M. J. Neely and H. Yu, “Online convex optimization with time-varying switching costs: Fast algorithms and the fundamental limit,” IEEE Transactions on Automatic Control, vol. 62, no. 5, pp. 1227–1244, 2017.

[36] S. Paternain and A. Ribeiro, “Online learning of feasible strategies in unknown environments,” IEEE Transactions on Automatic Control, vol. 62, no. 6, pp. 2807–2822, 2017.

[37] A. Lesage-Landy, H. Wang, I. Shames, P. Mancarella, and J. Taylor, “Online convex optimization of multi-energy building-to-grid ancillary services,” IEEE Transactions on Control Systems Technology, 2019.