A LiDAR Assisted Control Module with High Precision in Parking Scenarios for Autonomous Driving Vehicle
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Abstract—Autonomous driving has been quite promising in recent years. The public has seen Robotaxi delivered by Waymo, Baidu, Cruise, and so on. While autonomous driving vehicles certainly have a bright future, we have to admit that it is still a long way to go for products such as Robotaxi. On the other hand, in less complex scenarios autonomous driving may have the potentiality to reliably outperform humans. For example, humans are good at interactive tasks (while autonomous driving systems usually do not), but we are often incompetent for tasks with strict precision demands. In this paper, we introduce a real-world, industrial scenario of which human drivers are not capable. The task required the ego vehicle to keep a stationary lateral distance (i.e. $3\sigma \leq 5$ centimeters) with respect to a reference. To address this challenge, we redesigned the control module from Baidu Apollo open-source autonomous driving system. A precise ($3\sigma \leq 2$ centimeters) Error Feedback System was first built to partly replace the localization module. Then we investigated the control module thoroughly and added a real-time calibration algorithm to gain extra precision. We also built a simulation to fine-tune the control parameters. After all those works, the results are encouraging, showing that an end-to-end lateral precision with $3\sigma \leq 5$ centimeters has been achieved. Further, we show that the results not only outperformed original Apollo modules but also beat specially trained and highly experienced human test drivers.
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I. INTRODUCTION

In the past a few years, autonomous driving has been intensively studied and discussed. The community has seen tremendous progress made on perception [1]–[5], prediction [6]–[10], simulation [11]–[14], etc. Interestingly, there are relatively less literature focused on control in autonomous driving, although it is a very mature topic developed over one hundred years. One reason is that control is usually designed to track planned trajectory, and unfortunately there are plenty unsolved problems in planning [15]. That said, control module can indeed contribute to autonomous driving on its own. In 2020, we have shown that a control module with longitudinal calibration algorithm improves tracking ability considerably [16]. In this paper, we introduce a redesigned control module with improved lateral control algorithms at a level of lateral precision down to 5 centimeters (cm). That is, the ego vehicle is able to keep a lateral distance within $\pm$ 5cm, with respect to a reference.

Recently, as we simultaneously work with various OEMs across a large range of topics, we have noticed that, in certain scenarios (such as parking), localization and control performance are the key to the success. For example, for a vehicle that serves for both ordinary and disabled people, the ability of the vehicle to stop precisely along the curb, i.e. target $\pm 5$cm, shows whether the autonomous vehicle is more friendly than a traditional one or not — since disabled people with a wheelchair can simply steer it to get on the bus without extra help if the gap between the vehicle and the curb is small enough. Moreover, a truck that works in an automated port may need to park in a specific area with a precision of few centimeters, to avoid failure to load/unload containers. In those scenarios, one can expect human drivers, even those well-trained, certified professional test drivers, to perform incompetently. We were then motivated to provide a solution based on an open-source autonomous driving platform (Baidu Apollo) for those scenarios, not only because they are good showcases for autonomous driving, but also they are real industrial demands.

Generally, a system’s precision depends on various factors, such as localization, HD (High-Definition) map, control, sensor, actuator, system delay, and even weather and road surface, not to mention that different factors often interact. Hence, it would be very difficult to inspect all factors individually and thoroughly. To address this issue, in this paper, we roughly split factors into two groups, namely controllable factors and uncontrollable factors. Controllable factors mainly include software parts, i.e. localization, HD map, control, system delay, whereas uncontrollable factors include factors such as actuator, sensor, weather, and road condition. Of course, with more resources one could transfer uncontrollable factors into controllable ones, for example, to build a new actuator and/or a new sensor. Nevertheless, we aimed to provide a solution that best suits most autonomous platforms with an affordable cost and minimum modifications. As a result, this paper will focus on software part, and we will show that the lateral precision was indeed improved significantly with modified software, with other conditions remained the same (same sensor, same vehicle, same weather condition, same road, etc.). Further, we divided controllable parts into external and internal factors from a control module’s perspective. External factors are signals sent to control module, such as localization, HD map, and system delay. Internal factors are signals processed within control module, such as steering-wheel offset (a vehicle’s intrinsic property), heading offset caused by IMU (Inertial
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measurement unit) mounting error. Based on this concept, this paper will show how we addressed external and internal factors individually and integrated them to eventually achieve an extra high lateral precision.

Taken altogether, in this paper we present an algorithmic architecture that integrates existing work with Baidu Apollo autonomous driving system [17], [18] to solve a real-world problem. Yet, we show that the results were far better than human drivers, bringing the community an example that autonomous driving system outperforms human drivers in real-world, industrial scenarios. This paper is organized in the following way: i). Section II introduces the methodology and compare it with existing ones; ii). Section III presents experimental set-up and shows the results; Section V concludes the work.

II. Method

Fig. 1: This figure shows the workflow of proposed method. Every Block represents a function module, whereas arrow lines connecting blocks represent signals.

A. Workflow

Figure 1 shows the architecture of this solution. The architecture can be elaborated from two aspects. First, the external factors, i.e., HD map, localization, and system delay. Fig. 1 shows that HD map only provides final heading state, i.e., the heading state the ego vehicle should achieve upon full stop, and localization only provides real time heading feedback. Neither the HD map tells the system where the reference is, nor the localization module tells the system how far away it is from that reference. Some may wonder why not build references into HD map and then use localization module in the most common way [19], [20]. The reasons are less intuitive, one can think of that during map collection there is only GNSS-based localization available, which is easily affected by the quality of GNSS signals and the distance between ego vehicle and base station. Furthermore, errors on LiDAR put another burden on map production in terms of accuracy and precision. Thus, HD map’s precision and accuracy are affected by both localization and LiDAR performance, and localization performance (with HD map), in turn, is affected by map’s accuracy and precision. This makes it extremely hard to analyze what the localization and HD map need to achieve to guarantee the lateral precision this study pursues. Another example can be seen in a paper published by Apollo localization team in 2018 [21], in which the team showed the best performance of the Apollo localization (with point-cloud HD map) was lateral RMS (root mean square error) around 4cm, with $3\sigma$ around 30cm. Obviously, current localization and HD map technology are likely not fully ready for a system with precision within $3\sigma \leq 5$cm. It is therefore that this paper only used HD map as a heading reference, instead of a reference with an absolute position. Correspondingly, localization module in this paper only measured ego vehicle’s heading, instead of its absolute position. Notice that the system needs heading feedback as an input (see Fig. 1), and we did not find a better of providing heading estimation other than localization module. Simultaneously, lateral error between ego vehicle and its targeting reference was estimated by LiDAR directly, which not only increased precision (only 1-2cm measurement error) but also reduced system delay (reduced around 100 milliseconds), see later sections for details. Reduction on time delay played an important role in maintaining precision, since a vehicle running at 10km/h can travel around 3cm every 100ms. As to the internal factors, i.e., the steering wheel offset and heading offset, this paper used RLS (recursive least square estimator) [22] to estimate them in a real-time fashion. It is worth mentioning that those offsets are often very small in practice and hence are neglected in most autonomous driving solutions. That said, for a system with as high as 5cm precision requirement, every offset plays a role in error contribution and therefore needs to be addressed seriously.

To summarize, in this workflow we first revised the external factors to provide more precise feedback, after which we calibrated internal signals to make the final output as correct as possible. Fig. 1 explains how we integrated all those efforts to generate higher quality of signal inputs (see heading error and lateral error), as well as correct output (see steering wheel angle output).

B. Error Feedback System

In order to achieve an end-to-end precision of $3\sigma \leq 5$cm, the error feedback should be even more precise, e.g. $3\sigma \leq 2$cm. In this paper, the key was to use LiDAR to do the measurement on lateral error. LiDAR is a piece of standard equipment used in almost all Level-4 autonomous driving vehicles for perception and localization [23]. The LiDAR we used has the capacity of 1 to 2cm precision (according to Hesai Pander40P LiDAR specs [24]), way better than that of a typical localization and/or HD map solution [21], [25], [26]. The reason we did not use HD map based on this LiDAR is that errors in map production does not only come from LiDAR but also localization during data collection. That is, a LiDAR with 1 to 2cm precision leads to a HD map with larger error. On the other hand, heading feedback still came from localization and HD map modules, because a single LiDAR is simply not capable of providing heading estimation. One may wonder whether the relatively
less precise heading estimation (from localization) would affect the overall performance. In fact, since we improved the lateral precision by an order of a magnitude (i.e. from $1\sigma \leq 10\text{cm}$ in localization (with HD map) to $3\sigma \leq 2\text{cm}$), the overall precision should benefit significantly just from this. Through direct LiDAR measurement, we also reduced system delay around 100ms – 160ms, since there was no other modules between LiDAR and control algorithm. By contrast, previously lateral error was successively processed by HD map, localization, and planner, resulting to a time delay when eventually passed to control module. Although a compensation to such delay is possible, error was still unnecessarily introduced.

Field tests on lateral error feedback from LiDAR, with ego vehicle either static or moving, proved the measurement was sufficiently precise (i.e. $3\sigma \leq 2\text{cm}$), see Figure 2. We should mention that Fig. 2 only shows the standard deviation of this LiDAR was indeed around 1cm during either static or moving, it by no means verify the accuracy of its measurement. In practice, it would require a device with 10 times more precise than the origin one to verify the measurement of the origin one. In this case, if one doubts the ground truth of the lateral error measured by this LiDAR, one should acquire a device with 1 to 2mm precision to do the verification. In this paper, we took the official manual provided by Hesai as a guarantee and verified its standard deviation.

C. Control Algorithm, Modeling, and Simulation

The control algorithm (Linear–Quadratic Regulator, [27]) was designed under the assumption that ego vehicle often drives at a low to medium speed (i.e. 0 to 40 KM/H). This assumption is valid due to that for parking scenarios the ego vehicle often spends a large amount of time cruising at low speed and eventually reach to a stop. Figure 3 illustrates the kinematics model under such assumption, which can be described mathematically as below,

$$\begin{align*}
x_{k+1} &= x_k + v_k \cdot \cos(\psi_k) \cdot \Delta t, \\
y_{k+1} &= y_k + v_k \cdot \sin(\psi_k) \cdot \Delta t, \\
\psi_{k+1} &= \psi_k + v_k \cdot \frac{\tan(\delta_k)}{L} \cdot \Delta t
\end{align*}$$  \hspace{1cm} (1)

where $(x, y)$, $\psi$, $v$, $\delta$, and $L$ refers to the position, heading, linear speed, front-wheel angle, and the wheelbase of the ego vehicle, respectively. Position and heading was obtained in a way described in the section of Error Feedback System (also see Figure 1), while linear speed was provided directly by IMU. The front-wheel angle, on the other hand, maps to the steering wheel angle through a transfer function below.

$$G(s) = \frac{1}{\tau s + 1}$$  \hspace{1cm} (2)

The time constant $\tau$ in Eq. (2) was fine-tuned in simulation and field tests, and was set to 0.1668 as a result.

With this model, one can build a decent LQR controller but not the precise one as this paper purposed. The reason is that there are some subtle gaps between the model and the actual vehicle, although in most cases they are ignorable. This model implies that one can get variables such as front-wheel angle and heading estimation ideally, which is incorrect due to errors such as steering-wheel offset and IMU mounting issue. Those errors are only negligible
when they are small and extra precision is not desired. A steering-wheel offset may be caused by installation problem in factory, while heading offset in this case is from an askew mounted IMU. Figure 5 presents an example, showing how an askew mounted IMU influences the heading feedback. Note that position O represents the desired mounting point, while O’ (x_{offset}, y_{offset}) represents the actual mounting point. h_o is the resulting heading offset. In order to calibrate those offsets, the follow equations were deduced from the kinematic model (1) and Fig. 4.

\[
\begin{align*}
\tan(\delta + \delta_o) &= \frac{L_w}{v_1}, \\
v_1 &= v_2 \cos(h - h_o) - \omega \cdot y_{offset}, \\
v_2 &= \sin(h - h_o) = \omega \cdot x_{offset},
\end{align*}
\]

(3)

where \(\delta_o\) represents the steering-wheel offset, and \(h_o\), \(y_{offset}\), and \(x_{offset}\) represent the heading error, lateral error, and longitudinal error, respectively, due to incorrect mounting of IMU. It should be emphasized that the calculation of \(v_1\) adds complication on offset estimation. In principle, \(v_1\) is the linear speed of the ego vehicle while \(v_2\) is the linear speed read from IMU. If the IMU is perfectly mounted or the vehicle goes perfectly straight (with no yaw rate at all), the two values match. In reality, however, \(v_1\) is not observable and one can only estimate it from \(v_2\). Now, both \(h_o\) and \(y_{offset}\) are involved in calculating \(v_1\) from \(v_2\), but we are only estimating \(h_o\), which means we should acquire \(y_{offset}\) from somewhere else. Of course, one solution is to estimate \(y_{offset}\) as well, but it would make the estimation non-linear and hence difficult to solve online in a real-time manner. Therefore, we set \(y_{offset}\) to 0.2 meter via carefully checking the mounting point and CAD (computer-aided design) model of the ego vehicle. Some may wonder whether a (reasonable) guess on \(y_{offset}\), instead of a mathematical estimation, affects the precision or not. It can be proven that, for a typical mounting error with \(h_o\) at 0.01 rad and \(y_{offset}\) at 0.2m, the difference between \(v_1\) and \(v_2\) is less than 1% on \(\omega \leq 0.05\) rad/s and \(v_2 \geq 1\) m/s, further leading to a calibration error on steering-wheel offset less than 0.01%. From this calculation, it is clear that even with \(y_{offset}\) set to zero, the calibration error is negligible, not to mention a reasonable measurement on \(y_{offset}\). Notice that it is not recommended to estimate \(x_{offset}\) and/or \(h_o\) from the CAD model too, because too many rough estimations rapidly increase the risk of breaking the system’s precision. We should always precisely estimate as many variables as possible. Further, it can be proven that a (un-calibrated) \(h_o\) at 1 degree will lead to a lateral offset between front wheel and rear wheel around 7cm. One should always estimate \(h_o\) as accurate as possible. As to estimate \(h_o\) and \(\delta_o\), Eq. 3 can be transformed to

\[
\begin{align*}
\frac{L_w}{v_1} - \tan(\delta) &= (1 + \frac{L_w}{v_1})\tan(\delta_o), \\
\mathrm{atan}(\frac{v_2'}{v_2}) &= \frac{\omega x_{offset}}{v_2} + h_o,
\end{align*}
\]

(4)

where \(v_2'\) and \(v_2'\) refer to linear speed along x-axis and y-axis, respectively, of the IMU body frame. Obviously, this is a standard form of a least square problem:

\[
y = \phi \theta
\]

(5)

where

\[
\begin{align*}
y &= \begin{bmatrix} \frac{L_w}{v_1} - \tan(\delta), \mathrm{atan}(\frac{v_2'}{v_2}) \end{bmatrix}^T, \\
\theta &= \begin{bmatrix} \tan(\delta_o), x_{offset}, h_o \end{bmatrix}^T, \\
\phi &= \begin{bmatrix} (1 + \frac{L_w}{v_1}) & 0 & 0 \\ 0 & \frac{\omega}{v_2} & 1 \end{bmatrix}
\end{align*}
\]

(6)

Directly, we can get estimations from the standard least square form, which is set to minimize the following loss function:

\[
V(\hat{\theta}, n) = \frac{1}{2} \sum_{i=1}^{n} (y(i) - \phi^T(i)\hat{\theta})^2
\]

Nevertheless, during driving we need to update estimations every frame as new data keep coming in. Fortunately, we can indeed use least square in a recursive form (Recursive Least Square, RLS for short). Through RLS, one can get estimations, i.e. \(\theta\), in the following form:

\[
\hat{\theta}(k) = \hat{\theta}(k-1) + L(k)(y(k) - \hat{\phi}^T(k)\hat{\theta}(k-1))
\]

(7)

where

\[
L(k) = P(k-1)\phi(k)(1 + \hat{\phi}^T(k)P(k-1)\phi(k))^{-1}
\]

(8)

and

\[
P(k) = (1 - L(k)\phi^T(k))P(k-1)
\]

(9)

An initial value of \(P(0)\) is needed to get RLS started. In fact, \(P(0)\) is related to the confidence of the initial guess of \(\hat{\theta}\). One can simply set \(P(0)\) to a large value (such as 1e0) and initial guess of \(\hat{\theta}\) to zero to get RLS started. Figure 5 (a) and Figure 5 (b) show calibration results for steering and heading offset, respectively. Figure 5 (c) presents a simulation result, in which one can see that the models built in this section (i.e. simulated lateral/heading error) matches reasonably well with the actual vehicle data (i.e. actual lateral/heading error).
III. Result

A. Apparatus and Testing Scenario

For the field tests, we used an electronic vehicle with a dimension of 5m (length) * 2m (width) * 2.2m (height) with a drive-by-wire system, and an X86 computer running Apollo autonomous driving system with an architecture shown in Figure 1, and multiple sensors that are designed for Level 4 autonomous driving systems. The Error Feedback System uses an existing Hesai Pandar40P LiDAR \[24\] equipped on top of the vehicle. Other sensors are mainly used by other parts (such as the perception module) of the Apollo system \[17\]. Figure 6 illustrates the testing scenario. As described in previous sections, this paper focuses on lateral precision (with respect to a reference). We hence tested the system through a typical bus-stop scenario. Note that it is a real-world, everyday bus platform built years ago, with no additional design except the grey board (the red rectangle in Figure 6). The board was added by the testing team to provide a flat and smooth surface for the LiDAR. The board was approximately 14.6 meters long, 0.6 meters wide, and in parallel with the road. During driving, the 12th ray from the top LiDAR, which is horizontal according to the Pandar40P manual, was used to measure the lateral distance between the ego vehicle and the board. To summary, we basically picked a random bus station with minimum modifications (spent 2 hours to mount the board) for the testing purpose.

B. Experiment and Measurement

As long as the ego vehicle was close to the bus stop, i.e. LiDAR detects the board, the proposed method would be triggered (Fig. 1). The system then continually adjusted its steering wheel according to the lateral and heading error feedback (see Method Section). For convenience, we used the existing (not drawn by the testing team), middle, long, white, solid lane line in Fig. 6 as the reference for the control module. That means, the lateral error from LiDAR was first subtracted by a constant offset, i.e. the lateral distance between the board and that lane line, before it was fed into the control module. Consequently, the ego vehicle drove towards the lane line, rather than crashing with the board. The lateral and heading errors were then measured with respect to the lane line. Fig. 7 shows how results were measured. We first recorded the lateral error (with respect to the lane line) from LiDAR after the ego vehicle fully stopped. We also measured the lateral error of front and rear wheels through an L-ruler (Fig.7), hence small human error on measurement, i.e. \(\pm 1\)cm, is expected. The longitudinal error was measured with respect to a horizontal line drawn by the testing team. Heading error was calculated in a way
that:

\[ Heading_{error} = \arctan(\frac{Lat_{error}_{back} - Lat_{error}_{front}}{wheelbase}) \]  

(10)

Experiments were primarily carried out under standard condition, in which all of below should be satisfied:

- Half load.
- Typical weather with no rain or snow.
- Dry road surface.
- Irrelevant to light condition.

C. Results

We expected lateral and heading error to be around zero with small means and standard deviations (std. for short). The lateral error measured by LiDAR was set to align with that of the rear wheel, which means those two values should match in principle. That said, one should consider that both measurement, i.e. LiDAR and L-ruler, have accuracy around 1 to 2 centimeters. Forty consecutive trials were carried out with the proposed method under standard conditions. Table I shows the mean and std. for both lateral error and heading error. Both the front wheel and rear wheel were in the zone of the target ± 5cm. The std. of lateral error is even less than 1cm. The lateral error measured by LiDAR is close to that by L-ruler, given the measurement accuracy. Heading error is about 0.006 rad with std. around 0.001 rad. The results suggest that the control module was able to provide an end-to-end lateral precision well within 3\( \sigma \leq 5cm \). Interestingly, the results also imply that a steady heading error has occurred. The front-wheel was always biased to one side (in this case, right to the target) while the rear wheel biased to the opposite, leading to a 0.006 rad heading error. It is possible the performance on heading correction was limited by the capacity of localization module, and/or the system delay occurred in passing heading error from HD map, localization, and planner, to control module (see Fig 1). Another possibility, on the contrary, is that lateral error and heading error was fed into control directly, other than passing to a planning module beforehand. A planning module can help the control module achieve better precision. For example, a planning module can calculate a trajectory that best describes how to eliminate heading error and lateral error simultaneously upon the ego vehicle fully stops. For this, one can refer to literature related to planning and model predicarted control [28], [29].

By comparison, we inspected whether human drivers can reach the same level of control precision with the same test vehicle in the same testing scenario. Four test drivers were involved, all of whom were specially trained for this task. They all spent 2 to 3 years in autonomous driving test and around 1 year on this specific test vehicle. The drivers were provided a full 360-degree view, thanks to the cameras mounted all around the test vehicle. To help drivers perform at their best, we relaxed the requirement on longitudinal precision. Hence drivers only needed to focus on the lateral control, as the longitudinal target was not set for them. Thus, human drivers had an advantage over the proposed automated control module in this test. An overall of thirty trials has been conducted with them. Results (Table II) show that the lateral error (cm) is around -0.5 ± 4.2 (mean ± std.) for front wheel, and -0.3 ± 4.0 for rear wheel. The heading error (rad) is around 0.0005 ± 0.0005. To conclude, with intensive training and help from the 360-degree surrounding view, human drivers were able to maintain a sound accuracy but not precision. Finally, we also conducted fifteen trials using the original Apollo solution (LQR controller) for comparison. Table III shows that the original control module (with original localization module) performed even worse than the human drivers, with -3.7 ± 3.1 for the front wheel, -4.0 ± 3.9 for the rear wheel, and -0.0007 ± 0.0072 for heading.

IV. DISCUSSION AND FEATURE WORK

Since the Error Feedback System integrates both the localization module (for heading estimation) and the LiDAR module (for lateral error), the localization module might be the root cause for the steady heading error. One solution is to use two LiDARs, one near the front wheel and one near

| TABLE I: Precision of Proposed Control Module under Standard Condition |
|--------------------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| Longitudinal Error (cm) | Lateral Error (cm) | Heading Error (rad) |
| Front Wheel | Back Wheel | LiDAR |
| Mean | 0.2 | -0.7 | 1.7 | 0.3 | 0.0061 |
| STD | 10.1 | 0.7 | 0.9 | 0.9 | 0.0013 |

| TABLE II: Precision of Human Drivers under Standard Condition |
|--------------------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| Longitudinal Error (cm) | Lateral Error (cm) | Heading Error (rad) |
| Front Wheel | Back Wheel | LiDAR |
| Mean | N/A | -0.5 | -0.3 | N/A | 0.0005 |
| STD | N/A | 4.2 | 4.0 | N/A | 0.0005 |

| TABLE III: Precision of Original Control Module under Standard Condition |
|--------------------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| Longitudinal Error (cm) | Lateral Error (cm) | Heading Error (rad) |
| Front Wheel | Back Wheel | LiDAR |
| Mean | N/A | -3.7 | -4.0 | N/A | -0.0007 |
| STD | N/A | 3.1 | 3.9 | N/A | 0.0072 |
the rear wheel, to measure the lateral error simultaneously in those two positions, from which heading (with respect to the target) can also be estimated. Meanwhile, a planning module would be beneficial as it can combine multiple optimization techniques, for example, a trajectory that is optimized to eliminate heading error and lateral error as ego vehicle eventually stop. Finally, the calibration process contributes significantly to this study. Feature work can consider incorporating both lateral calibration (such as steering wheel offset and heading offset) and longitudinal calibration [16] to achieve an even more reliable and precise control module.

One key contribution of this study is that, the proposed method not only outperformed original Apollo modules but also beat specially trained and highly experienced human test drivers. This certainly encourages the community and industries to work together on more fields in which autonomous driving can bring practical benefits with affordable costs and minimum modifications to existing environments.

V. CONCLUSION

In this study, we integrated both localization and LiDAR techniques to achieve a precise Error Feedback System. We also implemented a lateral calibration algorithm that is able to calibrate a vehicle’s steering wheel offset and heading offset in a few seconds. A simulation was built on top of this control module to fine-tune parameters. The results show that, through combining all those techniques, the lateral precision of the control module reaches a new level. A small lateral error (cm) around -0.7 ± 0.7 (front wheel) and 1.7 ± 0.9 (rear wheel), has been achieved.
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