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Abstract—Platooning strategy is an important part of autonomous driving technology. Due to the limited resource of autonomous vehicles in platoons, mobile edge computing (MEC) is usually used to assist vehicles in platoons to obtain useful information, increasing its safety. Specifically, vehicles usually adopt the IEEE 802.11 distributed coordination function (DCF) mechanism to transmit large amount of data to the base station (BS) through vehicle-to-infrastructure (V2I) communications, where the useful information can be extracted by the edge server connected to the BS and then sent back to the vehicles to make correct decisions in time. However, vehicles may be moving on different lanes with different velocities, which incurs the unfair access due to the characteristics of platoons, i.e., vehicles on different lanes transmit different amount of data to the BS when they pass through the coverage of the BS, which also results in the different amount of useful information received by various vehicles. Moreover, age of information (AoI) is an important performance metric to measure the freshness of the data. Large average age of data implies not receiving the useful information in time. It is necessary to design an access scheme to jointly optimize the fairness and data freshness. In this paper, we formulate a joint optimization problem in the MEC-assisted V2I networks and present a multi-objective optimization scheme to solve the problem through adjusting the minimum contention window under the IEEE 802.11 DCF mode according to the velocities of vehicles. The effectiveness of the scheme has been demonstrated by simulation.

Index Terms—Platoon, MEC, access scheme, fairness, age.

I. INTRODUCTION

A UTONOMOUS driving is a promising technology to change people’s life, which is an important part of a smart city [1]. Some enterprises such as Google, Tesla and Baidu have engaged in developing advanced driverless technology. It is estimated that 25 percent of vehicles on the road will be driverless vehicles by 2035 [2].
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low velocity, and thus the probability that they cannot make correct decision in time is becoming relatively high, increasing the degree of unsafety. Therefore, it is critical to design a proper access scheme to ensure fair access. Meanwhile, age of information (AoI) is an important performance metric in vehicular network [15], [19]. Different from the traditional performance metrics such as latency and throughput [17]– [19], it represents the freshness of the data in the network. If the average age of data in the network is large, the data received by BS are averagely generated long time ago. Thus, the vehicle could not retrieve the latest useful information and make decision in time. To the best of our knowledge, no research has focused on the joint optimization of the access fairness and freshness of data in the MEC-assisted platooning network, which motivates us to conduct this work.

In this paper, we present a multi-objective optimization scheme for the MEC-assisted platooning network to ensure the fair access and relatively low average age of data through adjusting the minimum contention window according to the velocities of vehicles. The main contribution is summarized as follows.

1) We formulate a joint optimization problem of access fairness and data freshness for V2I networks where the IEEE 802.11 DCF mode is employed and propose a new adaptive scheme, which can be implemented by adjusting the contention window according to the vehicle velocities.

2) We also define a fairness index to reflect the fairness of vehicles with different velocities. The paper shows that the fairness index can be expressed as a function of the velocity and minimum contention window.

3) The stochastic hybrid system (SHS) method is firstly adopted to model the transition of the age for a vehicle during the access process in this paper. The important finding is that it can exactly characterize the relationship between the average age of data in the network and minimum contention window.

4) For the associated multi-objective optimization problem, we adopt the multi-objective particle swarm optimization (MoPSO) algorithm to solve it and get the optimal minimum contention window for each vehicle.

The rest of this paper is organized as follows. Section II reviews the related work. Section III briefly describes the system model. Section IV introduces the fairness index and average age of data in the network. Section V formulates the multi-objective optimization problem and adopts MoPSO algorithm to solve it and get the optimal contention window. We present some simulation results in Section VI and conclude this paper in Section VII.

II. RELATED WORK

In this section, we first review the existing works on the platooning network, various fairness of the network and age of information.

A. Platooning network

There have been many works to improve the performance of platooning network [20]–[27]. In [20], Wu et al. considered the effect of the disturbance on the stability of platoons to construct an effective model to analyze the time-related performance of 802.11p-based platooning network. In [21], Ucar et al. considered the security vulnerabilities of IEEE 802.11p and visible light communication (VLC) to propose a hybrid security protocol based on IEEE 802.11p and VLC for platooning network to ensure the stability of the platoon. In [22], Xu et al. investigated the stability of platoons on the corners and provided an integrated platoon control framework for heterogeneous vehicles on curved roads. In [23], Guo et al. considered the platoon control problem affected by capacity constraints and random packet loss to establish a framework for network access scheduling and proposed a platooning control scheme through adapting the binary sequences method. In [24], Peng et al. proposed a sub-channel allocation scheme and a power control mechanism for long term evolution (LTE) based vehicle-to-vehicle communication under multi-platoon scenario. In [25], Kazemi et al. proposed a neural network-based insertion detection and trajectory prediction scheme to prevent interfering vehicles from inserting into cooperative adaptive cruise control (CACC) platoon, or the leader vehicle from performing special operations such as braking. In [26], Campolp et al. exploited pooled LTE resources to coordinate the platoon through the leader vehicle and proposed a solution that can meet the ultra-low latency requirements for message transmission in platoon. In [27], Gao et al. proposed a distributed adaptive sliding mode control scheme to adapt to the changes of vehicle topology in the platooning control system. However, the above works focused on the research of platooning network to solve the problem of driving control. They did not consider the effects of access fairness and age of useful information on the driving control.

B. Fairness of network

Some works have designed schemes to ensure various fairness of wireless network [28]–[31]. In [28], Cha et al. proposed a novel protocol to solve the unfair channel access caused by the increment of the contention window of the 802.11 protocol in the uplink wireless local area network (WLAN) with multiple packet reception (MPR). In [29], Ding et al. studied the fairness of the throughput generated by mobile ground users (GUs) when they communicate with unmanned aerial vehicles (UAVs) and the energy consumption of UAVs, and proposed an energy-efficient fair communication through trajectory design and band allocation (EEFC-TDBA) algorithm based on deep reinforcement learning (DRL) to autonomously choose the frequency band allocated to each mobile GU and flight direction of UAVs, thus the energy saving and fairness of throughput between GUs can be achieved. In [30], Rastegar et al. studied the fairness of users’ allocation of ternary content addressable memory (TCAM) resources due to the flow table restriction in software-defined networks (SDN), and proposed an optimal two-step procedure to solve the unfair resource allocation problem. In [31], Xiong et al. considered the near-far effect caused by unfair uneven power distribution in the high-speed railway communication (HSRC) scenario and proposed a new $\beta$-fair power distribution scheme.
to achieve the fairness of power distribution while ensuring high mobile traffic.

A few works have proposed schemes to achieve the fair V2I communication caused by different velocities of vehicles \[32\]–\[35\]. In \[32\], Karamad et al. proposed an improved 802.11 DCF mechanism to ensure the fair V2I communication in VANETs. In \[33\], Harigovindan et al. used proportional fairness (PF) resource allocation to solve the unfair V2I communication when vehicles with different velocities transmit with different transmission rates and found the optimal minimum contention window to ensure that the channel resource can be distributed fairly in single-channel and multi-channel networks. In \[34\], the authors considered the non-saturated condition of the network, i.e., each vehicle does not always have packet to transmit, and constructed a model for 802.11 DCF based communication in VANETs to ensure the fair V2I communication. In \[35\], the authors considered the non-saturated condition of the network and derived a model to achieve the fair V2I communication in platooning scenario. However, these works did not consider the effects of age of information.

C. Age of Information

Age of information has been paid wide attentions in recent years as a new communication metric to measure the data freshness \[36\]–\[43\]. In \[36\], Sanjit et al. first considered the age of information in the vehicle network architecture. They proposed a broadcast rate adaptive algorithm at the application layer to reduce the age of information. In \[37\], Ni et al. studied the age of information in the network for the beacon broadcast schedule in VANET and proposed an algorithm to minimize the age of information considering the limited communication resources and the mobility of vehicles. In \[38\], Abd-Elmagid et al. jointly optimized the UAVs flight trajectory, distribution of energy and service time for data packet transmission to minimize the average peak of the age in the UAV-assisted network. In \[39\], Smair et al. designed the trajectory and scheduling strategy problem as a markov decision process (MDP) for the UAV-assisted networks. They used the deep deterministic policy gradient (DDPG) algorithm to learn the trajectory of the deployed UAV and obtained the optimal scheduling strategy to effectively minimize the expected weighted sum AoI (EWSA). In \[40\], Wang et al. considered the wireless sensor network where all nodes use the carrier sense multiple access/collision avoidance (CSMA/CA) mechanism to send their updates in the network. They derived the transmission model of the station and adopted the scaling law to adjust the frame length according to the node density to minimize the average broadcast age of information (BAoI) in the wireless sensor network. In \[41\], Ahmed et al. proved that there is a preemptive last generated first served (LGFS) strategy that can ensure the minimum age of the multi-hop WLAN. In \[42\], Roy et al. considered a simple queue status updates from multiple source stations and calculated the age of information for each source station through SHS. In \[43\], Ali et al. analyzed the service rate and back-off rate in the WLAN when the CSMA/CA mechanism is used and obtained the closed-form solution of the age of information for each link, then transformed the original optimization problem into a convex problem, and finally obtained the optimal minimum contention window to make the minimum sum age of information of the network. However, these works did not consider the fairness of the network.

As mentioned above, there is no work designing a scheme to jointly optimize the access fairness and freshness of data for platooning network, which is crucial for autonomous driving.

III. SYSTEM MODEL

In this section, we will describe the system model in detail, which is shown in Fig. 1. Consider a one way scenario of highway, which is composed of \(N\) lanes. Vehicles on each lane are moving with the same direction. The BSs are deployed along the roadside of highway, where each BS is equipped with an edge server having powerful computing capabilities. Multiple platoons are straightly traversing the coverage area of the considered BS on their specific lanes. Each platoon
consists of a leader vehicle and several member vehicles, where the leader vehicle controls the kinematics parameters of the platoon while the member vehicles follow it one by one. The tail vehicle is the last vehicle of the platoon. For simplicity, it is assumed that the vehicles on the same lane are homogeneous, i.e., the velocities, intra-platoon spacing and inter-platoon spacing are the same for the vehicles on the same lane and different for the vehicles on different lanes, where the intra-platoon spacing is the distance between two adjacent vehicles in a platoon, while the inter-platoon spacing denotes the distance between the tail vehicle of the previous platoon and the leader one of the following neighbor platoon. The platoons of each lane arrive at the coverage of the BS according to the Poisson process. Each vehicle transmits data to the BS, where the useful information can be extracted by the edge server. Then the useful information is sent back to the vehicles. Since the size of useful information is very small and the downlink channel capacity (BS to Vehicles) is relatively large as compared with the uplink capacity (Vehicles to BS), the downlink is not considered here. Similar to [44], we assume the vehicles on the same lane have the same communication parameters.

Assume that the signal transceiver is installed on the headstock of each vehicle. Once a vehicle arrives at the network, i.e., the headstock of the vehicle arrives at the coverage of BS, it will transmit packet to the BS immediately. We consider the saturated condition of the network [45], i.e., each vehicle always has one packet to transmit when it captures the channel, to explore the extreme performance of our scheme. Each vehicle adopts the 802.11 DCF for data transmission. Specifically, a vehicle initializes a back-off process and randomly chooses an integer value from 0 to \( W_0 - 1 \) as the back-off counter, where \( W_0 \) is the minimum contention window. Then the value of the back-off counter decreases by 1 after each time slot. When the value of the back-off counter decreases to 0, the vehicle captures the channel. Then the vehicle generates a packet and transmits it to the BS via the captured channel. If more than one vehicle are transmitting at the same time, a collision will occur and thus incurs the transmission failure; otherwise the transmission is successful. The above process will be repeated to transmit different packets.

IV. FAIRNESS AND AGE OF DATA

In this section, we derive the relationship between the fairness, average age of data in the network and minimum contention windows as well as velocities. We first define the fairness index to measure the fairness of the network and derive the fairness index as a function of velocity and minimum contention window. Then we adopt the SHS to derive the relationship between the average age of data in the network and minimum contention window as well as velocity. The parameters used in this section are listed in Table I.

### A. Fairness Index

The fairness of the network means that the amount of data transmitted by vehicles with different velocities are the same when they are traversing the coverage of BS, thus we have

\[
C_s^i T_i = C, \tag{1}
\]

where \( T_i \) is the time duration one vehicle on lane \( i \) (\( i = 1, 2, \ldots N \)) traverses the coverage of a BS, \( C_s^i \) is the transmission rate of a vehicle on lane \( i \) (\( C \) is a constant). Since vehicles on the same lane keep with the same velocity, \( T_i \) can be calculated as

\[
T_i = \frac{R}{v_i}, \tag{2}
\]

where \( v_i \) is the velocity of a vehicle on lane \( i \) and \( R \) is coverage range of BS.

According to [44], the transmission rate of a vehicle on lane

| Notation | Description |
|----------|-------------|
| \( A_i \) | The transition reset matrix of age process. |
| \( C_{\text{bit}} \) | The bit rate of the channel. |
| \( C(R) \) | The normalization factor. |
| \( C_i \) | The transmission rate of a vehicle on the \( i \)-th lane. |
| \( d_i \) | The average length of a complete platoon on the \( i \)-th lane. |
| \( D_i \) | The average length of the incomplete platoon-interval on the \( i \)-th lane. |
| \( P_{\text{on}} \) | The average length of a platoon-interval on the \( i \)-th lane. |
| \( H_k \) | The average service rate of link \( k \). |
| \( R_{\text{index}} \) | The fairness index. |
| \( \Delta_{q} \) | The set of all paths from state \( q \). |
| \( \Delta_{q}^t \) | The set of all paths that transition to state \( q \). |
| \( m_i \) | The number of complete platoons on the \( i \)-th lane. |
| \( n_{i} \) | The number of vehicles on the \( i \)-th lane. |
| \( n_{ip} \) | The number of vehicles in complete platoon on the \( i \)-th lane. |
| \( n_{ip}^{c} \) | The number of vehicles in a complete platoon. |
| \( n_{ip}^{c} \) | The number of vehicles in the incomplete platoon on the \( i \)-th lane. |
| \( n_{ip}^{c} \) | The number of vehicles in the incomplete platoon on the \( i \)-th lane. |
| \( N \) | The number of lanes within the coverage of the BS. |
| \( N_{\text{bit}} \) | The average number of bits in a packet. |
| \( N_v \) | The total number of vehicles in network. |
| \( p_i \) | The collision probability on the \( i \)-th lane. |
| \( q(t) \) | The discrete process of Markov chain. |
| \( r_i \) | The minimum intra-platoon spacing. |
| \( r_i^s \) | The average inter-platoon spacing on the \( i \)-th lane. |
| \( r_i^a \) | The intra-platoon spacing on the \( i \)-th lane. |
| \( R \) | The BS coverage. |
| \( R_k \) | The average back-off rate of link \( k \). |
| \( s \) | The average length of a vehicle. |
| \( S \) | The normalized throughput of network. |
| \( T_{\text{end}} \) | The average back-end time of a vehicle on the \( i \)-th lane. |
| \( T_b \) | The minimum time headway. |
| \( T_i \) | The time that a vehicle on the \( i \)-th lane takes to pass through the coverage of BS in the network. |
| \( T_s \) | The average time of successful transmission. |
| \( T_{\text{slot}} \) | The length of a time slot. |
| \( v_i \) | The velocity of a vehicle on the \( i \)-th lane. |
| \( \chi_{q} \) | The steady correlation between \( q_i \) and \( x \). |
| \( W_0 \) | The minimum contention window of a vehicle on the \( i \)-th lane. |
| \( \chi(t) \) | The age for a link at \( t \). |
| \( \Delta T_i \) | The time difference between two consecutive platoons on the \( i \)-th lane to enter the network. |
| \( \Delta x \) | The average age of data in the network. |
| \( \Delta x_k \) | The average age of data for link \( k \). |
| \( \lambda_i \) | The platoon arrival rate on the \( i \)-th lane. |
| \( \lambda_{m} \) | The maximum platoon arrival rate on lane \( m \). |
| \( \lambda(t) \) | The transition rate from state \( q \) to state \( q_i \). |
| \( \tau_i \) | The transmission probability of vehicles on the \( i \)-th lane. |
| \( \mu_q \) | The state probability of the Markov chain of the discrete process \( q(t) \). |
i is calculated as
\[
C'_i = S \times \frac{C_{\text{bit}}}{N_{\text{bit}}} \times \frac{\tau_i}{\sum_{j=1}^{N_v} \tau_j},
\]  
where \( S \) is the normalized throughput of the network, \( C_{\text{bit}} \) is the bit rate of the channel, \( N_{\text{bit}} \) is the bits of each data packet, \( N_v \) is the total number of vehicles in the network and \( \tau_i \) is the transmission probability of a vehicle on lane \( i \).

Substituting Eqs. (2) and (3) into Eq. (1), we have
\[
S \times \frac{C_{\text{bit}}}{N_{\text{bit}}} \times \frac{\tau_i}{\sum_{j=1}^{N_v} \tau_j} \times \frac{R}{v_i} = C,
\]
which is independent of lane \( i \) and is a constant. Thus Eq. (4) can be rewritten as
\[
\tau_i \times \frac{R}{v_i} = \frac{C}{S \times \frac{C_{\text{bit}}}{N_{\text{bit}}} \times \frac{1}{\sum_{j=1}^{N_v} \tau_j}} = \frac{C'}{C'} = K'_i, \tag{5}
\]
where
\[
C' = S \times \frac{C_{\text{bit}}}{N_{\text{bit}}} \times \frac{1}{\sum_{j=1}^{N_v} \tau_j}, \tag{6}
\]

We can obtain the condition to achieve the fairness in the network, which is described as Lemma 1 i.e.,

**Lemma 1.** The fairness of the network is achieved when \( v_1 W_0^1 \approx v_2 W_0^2 \approx \cdots \approx v_N W_0^N \approx \overline{v} W_0 \).

**Proof.** In Eqs. (8) and (9), \( v_i W_0^i \) and \( \overline{v} W_0 \) are much larger than 1, thus \( K'_i \approx \frac{2 R_i}{v_i v_0} \) and \( K'_{index} \approx \frac{2 R}{v_0} \). Since the fairness of the network is achieved when the fairness index at each lane \( i \) equals to the fairness of the network, i.e., \( K'_i \) is satisfied for each lane \( i \), thus based on the approximated \( K'_i \) and \( K'_{index} \), the fairness of the network is achieved when \( v_1 W_0^1 \approx v_2 W_0^2 \approx \cdots \approx v_N W_0^N \approx \overline{v} W_0 \). \( \square \)

**B. Average Age of Data in the Network**

In this sub-section, we further derive the average age of data in the network, which is equal to the average age of data for each transmitter-receiver pair, i.e., a vehicle and the BS. A transmitter-receiver pair is referred to as a transmission link in this paper. Here, link \( k \), represents the communications link between vehicle \( k \) and BS, and we adopt the SHS approach to model its transmission process \( 42, 43 \). Similar to \( 40 \), the data sampling time could be neglected in the modeling since the time interval required for sampling is usually much less than for data transmission.

We define the state set \( (q(t), x(t)) \) to model the system. Specifically, \( q(t) \in \{0, 1, 2, \ldots N_v\} \) is used to represent the system state at time slot \( t \), where \( N_v \) indicates the total number of vehicles in the network, where \( q(t) = 0 \) indicates that no link captures the channel at \( t \), i.e., the channel is idle at \( t \), and \( q(t) = k(k \neq 0) \) indicates that link \( k \) captures the channel at \( t \); \( x(t) = [x_0(t), x_1(t)] \) is used to represent the age of data for link \( k \) at \( t \), where \( x_0(t) \) is the age of data at the receiver, i.e., BS, at \( t \) and \( x_1(t) \) is the age of data at link \( k \) at \( t \). The age of link \( k \) at BS is initialized at the beginning and increases linearly with slope of one. The age of data at link \( k \) is initialized when vehicle \( k \) generates the packet, and then increases linearly with slope of one. When the BS receives the packet, the age of data at receiver is reset to the age of data at link \( k \). According to the definition above, the integer
variable \( q(t) \) maps to a discrete process while \( x(t) \) maps to a continuous process.

Let \( H_k \) be the average service rate, i.e., the average rate of successful transmission of link \( k \), and \( R_k \) be the average back-off rate of link \( k \). The channel would be idle after link \( k \) transmits a packet successfully, and thus state \( k \) transits to 0 with rate \( H_k \). Vehicle \( k \) would capture the channel to transit a packet after the back-off process and thus state 0 transits to \( k \) with rate \( R_k \). Let the number of vehicles on lane \( i \) be \( n_i \). As described in the Section III, we consider a scenario composed of \( N \) lanes, where vehicles on the same lane are homogeneous. In this case, state 0 transits to anyone state from 1 to \( n_1 \) with the same rate \( R_1 \), and every state from 1 to \( n_1 \) transits to state 0 with the same rate \( H_1 \). The transitions between state 0 and each state from \( n_1 + 1 \) to \( N \) can be deduced similarly. However, Fig. 2 cannot reflect the transition of \( x(t) \). Next, we will further describe the transition of \( x(t) \).

According to SHS, a transition of the discrete process would incur a reset of the continuous process. Let \( l \) be a transition of the discrete process, for which we have \( x' = x A_l \), where \( x \) and \( x' \) are the continuous processes before and after resetting, respectively, and \( A_l \) is the transition reset maps. Let \( q_l = q'_l \) be the discrete state before and after transition \( l \), respectively. Then, \( q_l \rightarrow q'_l \) represents the state transition between state \( q_l \) and \( q'_l \), \( \lambda(l) \) is the transition rate of transition \( l \). Moreover, since the Markov process in the SHS is ergodic [42], we have \( \tau_{ql} = [\tau_{0q}, \tau_{1q}] \), where \( \tau_{ql} \) is the steady correlation between \( q_l \) and \( x = [x_0, x_1] \) for transition \( l \), here \( \tau_{0q} \) is the steady correlation between \( q_l \) and \( x_0 \), \( \tau_{1q} \) is the steady correlation between \( q_l \) and \( x_1 \). According to the reset of the continuous process, we can further derive \( \tau_{ql} = \tau_{ql} \cdot A_l \), where \( \tau_{ql} \) is the steady correlation between \( q'_l \) and \( x' \). Based on the above, we can employ Table II to describe the SHS.

| \( l \) | \( q_l \rightarrow q'_l \) | \( \lambda(l) \) | \( x' = x A_l \) | \( A_l \) | \( \tau_{ql} \cdot \tau_{ql} A_l \) |
|------|----------------|--------|------------|----------|----------------|
| 1    | 0 \rightarrow 1 | \( R_1 \) | \([x_0, x_1]\) | \([1, 0]\) | \([\tau_{00}, \tau_{01}]\) |
| \vdots | \vdots | \vdots | \vdots | \vdots | \vdots |
| \( N \)    | 0 \rightarrow \( N \) | \( R_N \) | \([x_0, x_1]\) | \([1, 0]\) | \([\tau_{00}, \tau_{01}]\) |
| \( N + 1 \) | 1 \rightarrow 0 | \( H_1 \) | \([x_0, x_1]\) | \([1, 0]\) | \([\tau_{10}, \tau_{11}]\) |
| \vdots | \vdots | \vdots | \vdots | \vdots | \vdots |
| \( N + k \) | \( k \rightarrow 0 \) | \( H_k \) | \([x_1, 0]\) | \([0, 1]\) | \([\tau_{k1}, 0]\) |
| \vdots | \vdots | \vdots | \vdots | \vdots | \vdots |
| \( 2N \) | \( N \rightarrow 0 \) | \( H_N \) | \([x_0, x_1]\) | \([1, 0]\) | \([\tau_{N0}, \tau_{N1}]\) |

Next we explain the transitions in Table II in detail.

1) Transition \( l_a \) (\( l_a = \{0, 1, 2, \ldots, k, \ldots, N \} \)) means that the channel has been captured. In this case, the transition rate for transition \( l_a \) is \( R_{la} \). Since link \( k \) will not reset its age after any link captures its channel, we have \( x' = x A_{la} = x \) and \( \tau_{qla} = \tau_{qla} A_{la} = \tau_{qla} A_l \).

2) Transition \( l_b \) (\( l_b = \{N + 1, N + 2, \ldots, N + k, \ldots, 2N \} \)) means that the channel becomes idle after the successful transmission. In this case, the transition rate for transition \( l_b \) is \( H_{la} \). For transition \( l_b = N + k \), the age of data at the receiver is reset to \( x_1 \) and the age of data at link \( k \) is reset to 0 because of the successful transmission, and thus \( x' = x A_{lb} = [x_1, 0] \) and \( \tau_{qlb} = \tau_{qlb} A_{lb} = [\tau_{k1}, 0] \). For other transitions, the successful transmission of any link will not reset the age for link \( k \), i.e., \( x' = x A_{lb} = x \) and \( \tau_{qlb} = \tau_{qlb} A_{lb} = \tau_{qlb} \).

Based on the analysis of [42], the average age of link \( k \) is calculated as

\[
\Delta k = \sum_q \tau_{qlb}, \quad \forall k \in \{1, \ldots, N\}, \quad \forall q \in \{0, \ldots, N\}.
\]

According to Eq. (10), \( \tau_{q0} \) needs to be further analyzed to achieve the average age of a link.

At first, based on the theorem given in [42], we have

\[
\tau_{qlb} (\sum_{l_2} \lambda(l_2) = b_q \tau_{qlb} + \sum_{l_2} \lambda(l_2) \tau_{qlb} A_{l_2}, \quad l_1 \in \mathbb{L}_q, \quad l_2 \in \mathbb{L}_q',
\]

where \( \tau_{ql} \) is the steady state probability of state \( q \), \( \mathbb{L}_q \) and \( \mathbb{L}_q' \) are the input and output set of each discrete state, respectively, \( b_q \) is a binary differential equation vector of the age evolution at state \( q \), i.e., \( b_q = \dot{x} \).

Since vehicle \( k \) generates a packet to transmit only when it captures the channel, the age of data at link \( k \) is increased with slope of one when \( q = k \) and it keeps 0 when \( q \neq k \). Moreover, the age at the receiver always increases linearly with slope of one. Therefore, we have

\[
\left\{ \begin{array}{l}
b_q = [1, 0], \quad \forall q \neq k, \\
b_q = [1, 1], \quad q = k.
\end{array} \right.
\]

Next, we will further derive \( \tau_{q0} \) according to Eqs. (11) and Table II. When \( q = 0 \), we have \( b_q = [1, 0] \) from Eq. (12). In this case, the left hand side of Eq. (11) reflects the transitions from state 0 to other states, i.e., from transition 1 to \( N \) in Table II. The right hand side of Eq. (11) reflects the transitions from other states to state 0, i.e., from transition \( N + 1 \) to \( 2N \) in Table II. Thus according to Table II we have

\[
\tau_{00} (\sum_{j=1}^{N} R_j) = \tau_{00} + \sum_{j=1}^{N} H_j \cdot \tau_{l0} + H_k \cdot \tau_{k1},
\]

\[
\tau_{01} (\sum_{j=1}^{N} R_j) = \sum_{j=1}^{N} H_j \cdot \tau_{l1}.
\]

Similarly, when \( q \neq 0 \), the left hand side of Eq. (11) reflects the transition from state \( q \) to state 0, i.e., transition \( N + q \) in Table II. The right hand side of Eq. (11) reflects the transition from state 0 to state \( q \), i.e., transition \( q \) in Table II. Thus according to Table II and Eq. (12), we have

\[
\tau_{q0} \cdot H_q = \tau_{q0} + R_q \cdot \tau_{00}, \quad \forall q \in \{1, \ldots, N\},
\]

\[
\tau_{q1} \cdot H_q = R_q \cdot \tau_{01}, \quad q \neq k,
\]

\[
\tau_{k1} \cdot H_k = \tau_{k1} + R_k \cdot \tau_{01}, \quad q = k.
\]
Next, we will derive \( \tau_{q0} \) and \( \bar{\tau}_{q0} \) according to Eqs. (13)-(17) to determine the average age of data in the network. The relationship between \( \tau_{q0} \) and \( \bar{\tau}_{q0} \) can be obtained according to Eq. (15), i.e.,

\[
\tau_{q0} = \frac{\pi_q}{H_q} + \frac{R_q}{H_q} \cdot \tau_{q0}.
\]  

(18)

Next, \( \bar{\tau}_{q0} \) is further derived to determine \( \tau_{q0} \). According to Eq. (16), \( \bar{\tau}_{q1} \) can be calculated as

\[
\bar{\tau}_{q1} = \frac{R_q}{H_q} \cdot \bar{\tau}_{q0}.
\]  

(19)

Substituting Eq. (19) into Eq. (14), we can get \( \bar{\tau}_{q1} = 0 \). Substituting \( \bar{\tau}_{q1} \) into Eq. (17), we have

\[
\bar{\tau}_{k1} = \frac{\pi_k}{H_k}.
\]  

(20)

Substituting Eqs. (18) and (20) into Eq. (13), we have

\[
\tau_{q0}(\sum_{j=1}^{N_v} R_j) = \tau_0 + \sum_{j=1}^{N_v}(\tau_j + R_j \cdot \tau_{q0}) + \tau_k.
\]  

(21)

Reorganizing Eq. (21), \( \tau_{q0} \) can be calculated as

\[
\tau_{q0} = \frac{\tau_0 + \sum_{j=1}^{N_v} \tau_j}{\frac{R_k}{H_k}} = \frac{1}{R_k}.
\]  

(22)

Combining Eqs. (18) and (22), \( \tau_{q0} \) can be expressed as a function of \( \tau_q, R_q \) and \( H_q \). Substituting Eqs. (22) and (18) into Eq. (10), the average age for link \( k \) can be calculated as

\[
\overline{\tau}_k = \tau_{q0} + \sum_{q=1}^{N_v} \tau_q = \sum_{q=1}^{N_v} \frac{\pi_q}{H_q} + \frac{N_v R_k}{H_k} + 1 \cdot \frac{1}{R_k}.
\]  

(23)

According to [43], the steady state probability of state \( q \) is calculated as

\[
\pi_0 = \frac{1}{C(R)}, \quad \pi_k = \frac{R_k}{C(R) \cdot H_k}, \quad k \in [1, \ldots, N_v],
\]  

(24)

where \( C(R) \) is a normalization factor that is expressed as

\[
C(R) = 1 + \sum_{k=1}^{N_v} \frac{R_k}{H_k}.
\]  

(25)

Substituting Eqs. (24) and (25) into Eq. (23), the average age of data for link \( k \) can be expressed as

\[
\overline{\tau}_k = \frac{C(R)}{R_k} + \sum_{q=1}^{N_v} \frac{R_q}{C(R) \cdot H_q}.
\]  

(26)

Since vehicles on the same lane have the same back-off rate and service rate, thus we can re-write the average age for any vehicle on lane \( i \) as

\[
\overline{\tau}_i = \frac{C(R)}{R_i} + \sum_{j=1}^{N_v} \frac{n_j \cdot R_j}{C(R) \cdot H_j}.
\]  

(27)

where \( n_j \) is the total number of vehicles on lane \( j \). After averaging the ages for all links [43], we can get the average age of data in the network, i.e.,

\[
\overline{\tau} = \frac{1}{N_v} \left( \sum_{j=1}^{N_v} \frac{C(R)}{R_j} + \sum_{j=1}^{N_v} \frac{n_j \cdot R_j}{C(R) \cdot H_j} \right).
\]  

(28)

In addition, we give the condition to achieve the minimum age of information of the network in Lemma 2, i.e.,

**Lemma 2.** When the average service rate of the network is given, the minimum average age of information of the network is achieved when \( W_1^i \approx W_2^i \approx \ldots \approx W_{N_v}^i \approx \overline{\tau} \).

The proof of Lemma 2 please refer to APPENDIX at the end of this paper.

According to Eq. (28), we can find the average age of data in the network is determined by the average back-off rate and service rate of a vehicle on lane \( i \), i.e., \( R_i \) and \( H_i \), and the average number of vehicles in the network \( N_v \). Next, we will further derive the relationship between \( R_i, H_i, N_v \) and the minimum contention window \( W_0^i \) as well as velocity \( v_i \) of a vehicle on lane \( i \).

1) **Average Back-off Rate and Service Rate:**

We first derive the average back-off rate and service rate. The back-off rate on lane \( i \) can be expressed as

\[
R_i = \frac{1}{T_b^i}, \quad 1 \leq i \leq N,
\]  

(29)

where \( T_b^i \) is the average back-off time of a vehicle on lane \( i \), which is calculated as

\[
T_b^i = \frac{W_0^i - 1}{2} \times T_{slot}, \quad 1 \leq i \leq N,
\]  

(30)
where $T_{\text{slot}}$ is the length of a time slot.

Collisions will hardly happen if the collision probability of a transmission is smaller than an upper bound $p_{UB}$. In this case, the transmission can be deemed to be collision-free [43]. The collision probability for a vehicle on lane $i$, i.e., $p_i$, is the probability that at least one more vehicles is transmitting at the same time. Thus the relationship between the transmission probability $\tau_i$, the number of vehicles $n_i$ and the collision probability $p_i$ is calculated as

$$p_i = 1 - (1 - \tau_i)^{n_i - 1} \prod_{j=1, j \neq i}^N (1 - \tau_j)^{n_j}. \quad (31)$$

Since $\tau_i$ is calculated according to Eq. (7), a large $W_0$ can lead to a small $p_i$. According to Eq. (31), the upper bound of the collision probability $p_{UB}$ corresponds to a lower bound of the minimum contention window $W_0^{LB}$. Therefore, the network is collision-free if the minimum contention window of each vehicle is larger than $W_0^{LB}$ . Similiar with [43], we consider the collision-free network in this paper, and thus the average service rate $H_i$ is calculated as

$$H_i = \frac{1}{T_s}, \forall i \in \{1, \ldots, N\}, \quad (32)$$

where $T_s$ is the average successful transmission time of a packet [45].

2) Average number of vehicles:

Next, the average number of vehicles in the network $N_v$ is derived. For simplicity, we first derive the average number of vehicles on lane $i$ in the network, as shown in Fig. 3. All vehicles on lane $i$ are moving with the same direction. It consists of $m_i$ complete platoons and an incomplete platoon. Note that the distance between the leader vehicles of two adjacent platoons denotes a complete platoon-interval. Then the coverage of the BS $R$ can be expressed as the summation of the average length of $m_i$ complete platoon-intervals and an incomplete platoon. In addition, the vehicles on lane $i$ are assumed to be with the same velocity, the same intra-platoon spacing and the same inter-platoon spacing.

The average number of vehicles on lane $i$ is expressed as

$$n_i = n_{iw} + n_{sw}, \quad (33)$$

where $n_{iw}$ and $n_{sw}$ are the number of vehicles in complete platoons and incomplete platoons on lane $i$, respectively. Next, we will derive $n_{iw}$ and $n_{sw}$, respectively.

Given the number of complete platoons $m_i$ and the average number of vehicles in each platoon $n_p$, thus the number of vehicles in complete platoons on the lane is calculated as

$$n_{iw} = m_i \times n_p. \quad (34)$$

In order to facilitate the analysis, we define the platoon interval as the sum of the average length of a platoon and the following inter-platoon spacing. Thus there is $m_i$ platoon intervals on lane $i$, which is shown in Fig. 3. The length of a platoon interval is calculated as

$$D^i_w = d^i_w + r^i_s, \quad (35)$$

where $d^i_w$ is the average length of a platoon and $r^i_s$ is the average distance between two consecutive platoons.

The average length of a platoon $d^i_w$ is composed of the length of $n_p$ vehicles and $n_p - 1$ intra-platoon spacings, i.e.,

$$d^i_w = n_p s + (n_p - 1) r^i_w = (n_p - 1)(s + r^i_w) + s, \quad (36)$$

where $s$ is the length of a vehicle and $r^i_w$ is an intra-platoon spacing. Substituting Eq. (36) into Eq. (35), we can observe that $D^i_w$ is a function of $n_p$, $r^i_w$ and $s$.

Since the number of complete platoons must be an integer, it can be obtained by rounding down the ratio of the coverage of the BS to the average length of a platoon, i.e.,

$$m_i = \left\lfloor \frac{R}{D^i_w} \right\rfloor. \quad (37)$$

According to Eqs. (35)-(38), $n_{iw}$ is calculated as

$$n_{iw} = \frac{R}{(n_p - 1)(s + r^i_w) + s + r^i_s} \times n_p. \quad (38)$$

Next, the average number of vehicles in the incomplete platoon is derived. Since the transceiver is installed on the headstock of each vehicle, a vehicle enters the network as long as the headstock of the vehicle reaches the network. Therefore, the number of vehicles in an incomplete platoon is calculated by rounding up the ratio of the average length of the incomplete platoon $D^i_w$ to the sum of the vehicle length $s$ and an intra-platoon spacing $r^i_w$, i.e.,

$$n^i_s = \left\lceil \frac{D^i_w}{s + r^i_w} \right\rceil. \quad (39)$$

The length of an incomplete platoon is calculated as the difference between the coverage area of the BS and the length of $m_i$ complete platoon intervals, i.e.,

$$D^i_s = R - m_i \times D^i_w = R - m_i \times (d^i_w + r^i_s). \quad (40)$$

According to Eqs. (36), (39) and (40), $n^i_s$ is calculated as

$$n^i_s = \left\lceil \frac{R - m_i \times [(n_p - 1)(s + r^i_w) + s + r^i_s]}{s + r^i_w} \right\rceil. \quad (41)$$

From Eqs. (38) and (41), we can see that $n_{iw}$ and $n^i_s$ are related with the average inter-platoon spacing $r^i_s$ and intra-platoon spacing $r^i_w$. Next, we further derive the relationship between $r^i_s$, $r^i_w$ and velocity $v_i$.

According to (47), the relationship between $r^i_w$ and $v_i$ is

$$r^i_w = \frac{r_0 + v_i T_h}{\sqrt{1 - \left(\frac{w}{v_0}\right)^4}}. \quad (42)$$

where $r_0$ is the minimum intra-platoon spacing, $T_h$ is the time headway and $v_0$ is the maximum velocity of vehicles in the network.

The inter-platoon spacing should be greater than or equal to the intra-platoon spacing to prevent collisions between vehicles [48]. Since the average distance between two consecutive platoons is $D^i_w$, the time difference between two consecutive platoons is calculated as

$$\Delta T_i = \frac{D^i_w}{v_i} = \frac{d^i_w + r^i_s}{v_i}, r^i_w \leq r^i_s. \quad (43)$$
Thus the platoon arrival rate can be calculated as
\[ \lambda_i = \frac{1}{\Delta T_i} = \frac{v_i}{d_u + r_s^i}, r_s^i \leq r_s^i. \] (44)

Note that according to Eqs. (36) and (44), we can find that the platoon arrival rate \( \lambda_i \) achieves the maximum value when the average inter-platoon spacing \( r_s^i \) equals to the intra-platoon spacing \( r_w^i \), i.e., \( \lambda_i^{\text{max}} = \frac{v_i}{n_p(s + r_w^i)}. \)

Substituting Eq. (36) into Eq. (44), we can get the relationship between \( r_s^i, r_w^i \) and \( v_i \), i.e.,
\[ r_s^i = \frac{v_i}{\lambda_i} - \left[ (n_p - 1)(s + r_w^i) + s \right], \lambda_i \leq \frac{v_i}{n_p(s + r_w^i)}. \] (45)

Up to now, we have obtained the relationships between \( r_s^i, r_w^i \) and \( v_i \) according to Eqs. (42) and (45), respectively. Substituting Eqs. (42) and (45) into Eqs. (38) and (41), either \( n_w^i \) and \( n_s^i \) can be expressed as a function \( v_i \), respectively. Thus we can further drive the average number of vehicles on each lane, i.e., \( n_i \) as a function of \( v_i \) according to Eq. (53). As a result, we can obtain the relationship between the average number of vehicles in the network \( N_v \) and \( v_i \) by aggregating the average number of vehicles on each lane.

Conclusively, we have obtained the relationship between \( N_v \) and \( v_i \) and the relationship between \( R_s \) and \( W_s \). Moreover, \( H_i \) can be determined by a given \( T_s \). Thus according to Eq. (28), given the velocities of vehicles on each lane, the average age of data in the network can be calculated according to the minimum contention window of vehicles on each lane.

V. Optimization Problem and Solution

In this section, we formulate a multi-objective optimization problem and adopt the multi-objective particle swarm optimization algorithm to solve it, thus the optimal minimum contention windows are derived.

A. Optimization Objective

In this paper, we adjust the minimum contention window of each vehicle to achieve two goals. First, it is preferable that the data transmitted by vehicles on different lanes have the similar size, i.e., the difference between fairness index \( K_{\text{index}}^i \) for lane \( i \) and \( K_{\text{index}} \) should be as small as possible. Thus we have \( N \) optimization objective functions as follows.

**Objective 1 to N:** Minimize the difference of the fairness index on different lanes
\[ F_{K_i} = \min \left| K_{\text{index}}^i - K_{\text{index}} \right|, i \in \left[ 1, \ldots, N \right]. \] (46)

Another optimization goal is that the average age of data in the network is as small as possible, thus the \((N + 1)\)-th optimization objective function is

**Objective N+1:** Minimize the average age of data in the network
\[ F_{\text{age}} = \min \sum. \] (47)

As mentioned above, the multi-objective optimization function is written as
\[ F = \begin{bmatrix} F_{K_1} \\ F_{K_2} \\ \vdots \\ F_{K_N} \\ F_{\text{age}} \end{bmatrix}, \]

subject to
\[ v_0' \leq v_i \leq v_0, \]
\[ W_0^L B \leq W_0^U \leq W_0^U B. \] (48)

where \( v_0' \) and \( v_0 \) is the allowed minimum and maximum velocities of vehicles in the network, respectively. Thus the first constraint is to ensure that the velocity of vehicles in the network is within the allowable velocity range. Moreover, \( W_0^L B \) is the lower bound of the minimum contention window to ensure the collision-free transmission, which is calculated according to Eqs. (7) and (31) under the given upper bound of the collision probability \( p_{\text{UL}} \). Thus the transmissions in the network are collision-free condition if the minimum contention window of each vehicle is larger than \( W_0^L B \). \( W_0^U B \) is the allowed upper bound of the minimum contention window defined in the 802.11 protocol. Thus the second constraint is used to ensure that the data transmissions in the network are collision-free and the minimum contention window is within the allowable range of 802.11 protocol.

According to the derivations in Section IV, given the velocities of vehicles on each lane, the fairness indexes on each lane and average age of data in the network in Eq. (48) can be designed through adaptively adjusting the minimum contention windows of each vehicle.

B. Optimization Solution

In this sub-section, we use the MoPSO algorithm to solve the multi-objective optimization function. A population includes \( P \) particles. A particle denotes a set containing \( N \) elements, i.e., the minimum contention windows of vehicles on \( N \) lanes. The input of the algorithm is the set of the velocities of vehicles on each lane \( v \), and the output is the set of the optimal contention windows of vehicles on each lane \( W_0^\text{opt} \). The pseudocode of the algorithm is described as Algorithm I where \( p_{\text{old}}^m \) and \( p_{\text{new}}^m \) are particle \( m \) before and after update, respectively, \( v_{\text{old}}^m \) and \( v_{\text{new}}^m \) are the velocities of particle \( m \), and after update, respectively, \( F_{\text{old}}^m \) and \( F_{\text{new}}^m \) are the objective values of \( p_{\text{old}}^m \) and \( p_{\text{new}}^m \), respectively, \( p_{\text{best}}^m \) is the individual optimal solution of particle \( m \), \( g_{\text{best}}^m \) is the global optimal solution of particle \( m \), \( t \) is the number of the iterations. The algorithm is composed of three procedures, i.e., initialization procedure, iteration procedure and optimization procedure. Next, we will introduce the procedures of the algorithm in detail.

1) Initialization Procedure:

\( P \) particles are initialized at first. Specifically, for each particle \( m \), each element is initialized as an integer which is randomly selected within \([W_0^L B, W_0^U B] \), thus \( p_{\text{old}}^m \) is generated. Then, the velocity of each element of particle \( m \) is
randomly selected within $[v_{min}, v_{max}]$, thus $p_{m}^{old}$ is generated. The objective value of each particle is calculated according to Eq. (49) under the input $v$. The individual optimal solution of each particle is initialized as $p_{m}^{best} = p_{m}^{old}$ (lines 1-5).

Next, we determine the set of the non-inferior solutions, i.e., pareto set, from all individual optimal solutions according to the pareto dominance relationship [49]. Specifically, a solution is a non-inferior solution if the solution dominates any other solution, i.e., the values of at least one objective value of the solution are better than the corresponding objective values of any other solution.

Then the grid method is used to divide the space of pareto set into sub-regions. Thus we obtain $(mesh_{div})^N$ sub-regions with the same sizes by dividing pareto set. Let $n_{pareto}$ be the number of individuals in the pareto set, $p_{m}^{pareto}$ be particle $n$ $(1 \leq n \leq n_{pareto})$ in the pareto set, $W_{0}^{LB}$ be the lower bound of a particle where each element is $W_{0}^{LB}$, $i_{d}^{n}$ be the index of the sub-region that particle $n$ belongs to, $i_{d}^{n}$ can be calculated as

$$i_{d}^{n} = \left[\frac{(p_{m}^{pareto} - W_{0}^{LB}) \cdot n_{pareto}}{W_{0}^{UB} - W_{0}^{LB}}\right] \tag{49}$$

Hence we can map each particle of pareto set to the index of the sub-region (lines 6-9).

Thus, the congestion degree of each sub-region, i.e., defined as the number of particles in each sub-region, is further obtained. The probability of particle $n$ which is used to select global optimal solution by the roulette gambling method is calculated according to congestion degree of the corresponding sub-region, i.e.,

$$p_{n} = \frac{1}{(n_{g})^{\alpha}} \tag{50}$$

where $n_{g}$ is the number of particles in the sub-region, $\alpha$ is a given constant. Then the probability of each particle in the pareto set is normalized in Line 10.

Next, the roulette gambling method is adopted to choose the global optimal solution of each particle of the population. Specifically, each particle of the population generates a random probability from $[0, 1]$. Denote $p_{m}^{new}$ as the generated random probability of particle $m$, and $p_{m}^{sum}$ as the summation of the normalized probabilities from particle 1 to $n$ $(1 \leq n \leq n_{pareto})$ in the pareto set. For particle $m$, $g_{m}^{best}$ is selected through comparison as follows. At the beginning $n = 1$, if $p_{m}^{new} < p_{m}^{sum}$, particle $n$ in the pareto set is selected as the global optimal solution of particle $m$, i.e., $g_{m}^{best}$; otherwise, we will go to the next particle, i.e., $n = n + 1$, and repeat the above comparison process until the global optimal solution of particle $m$, i.e., $g_{m}^{best}$, is selected (line 11).

2) Iteration Procedure:

We will run the iteration procedure repeatedly to update the pareto set.

In each iteration, the velocity of each particle of the population is updated as

$$v_{m}^{new} = \omega \cdot v_{m}^{old} + c_{1}(p_{m}^{best} - p_{m}^{old}) + c_{2}(g_{m}^{best} - p_{m}^{old}) \tag{51}$$

In Eq. (51), if the updated velocity of an element in a particle is larger than $v_{max}$ or smaller than $v_{min}$, it would be set to $v_{max}$ or $v_{min}$, respectively (lines 12-15).

Then each particle is updated as

$$p_{m}^{new} = p_{m}^{old} + v_{m}^{new} \tag{52}$$

In Eq. (52), if an element of a updated particle is larger than $W_{0}^{UB}$ or smaller than $W_{0}^{LB}$, it would be set to $W_{0}^{UB}$ or $W_{0}^{LB}$, respectively. Then the objective value of each updated particle is calculated according to Eq. (48) under the input $v$ (lines 16-17).

Then each particle is updated according to the pareto
dominance relationship [49]. Specifically, for individual \( m \), if \( p_{new}^m \) dominates \( p_{old}^m \), \( p_{new}^m = \frac{p_{best}^m}{p_{old}^m} \) is updated as \( p_{new}^m \); otherwise, \( p_{old}^m \) is not updated. Then \( v_{old}^m \) is updated as \( v_{new}^m \) (lines 18-20).

Then each individual optimal solution is updated according to the pareto dominance relationship. Specifically, if \( p_{best}^m \) dominates \( p_{m}^o \), \( p_{m}^o \) is updated as \( p_{best}^m \). Otherwise, \( p_{m}^o \) is not updated (lines 21-22).

Next, the pareto set is updated through comparing the dominance relationship of solutions in the new set which is the combination of the updated individual optimal solutions and the current pareto set. Afterwards, the grid method is adopted to divide the space of the updated pareto set into sub-regions. Then the index of the sub-region for each solution is calculated according to Eq. [49]. Next, the congestion degree of each sub-region is calculated. And thus we can derive the probability of each particle in the pareto set according to Eq [50] and further obtain the normalized probability of each particle in the pareto set. Then, the global optimal solution of each particle of the population is updated according to the roulette gambling method. Afterwards, we will go to the next iteration (lines 23-28).

3) Optimization Procedure:

In the next process, the optimal solution is selected from the pareto set to jointly optimize the access fairness and freshness of data, i.e., satisfy the following two conditions,

1. The differences between the fairness index of each lane and the average fairness index of the network \( K_{index} \) are all small enough, i.e., less than a small threshold \( K_{bound} \).
2. Average age of data in the network is as small as possible when condition (1) is satisfied.

The average age of data \( \Delta \) is first set as a very large value which is denoted as infinity. Let \( F_{age}^n \) be the average age of data calculated according to the particle \( n \) in the pareto set, i.e., \( p_{pareto}^n \). The optimal minimum contention windows are obtained through the following comparison for each particle in the pareto set. Specifically, for particle \( n \) in the pareto set, if the fairness differences of each lane are all smaller than \( K_{bound} \) and the age \( F_{age}^n \) is smaller than \( \Delta \), \( \Delta \) is updated as \( F_{age}^n \) and \( W_{opt}^n \) is set as \( p_{pareto}^n \). Finally, the optimal solution \( W_{opt}^n \) is achieved when the iteration is finished.

C. Algorithm Complexity

The complexity of the algorithm is mainly determined by the iterative number of algorithm \( c \), the population size \( P \) and the number of multi-objective equations simultaneously. According to the multi-objective optimization equations at the beginning of this section, it is composed of \( N \) fairness equations and one network average age equation. Therefore, the algorithm complexity is about \( O(cP(N+1)) \)
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VI. NUMERICAL SIMULATION AND ANALYSIS

In this section, we evaluate performance of the scheme by extensive simulation experiments\(^1\) and discuss the results in detail. The simulation is based on python 3.6. A scenario in a two-lane one-way highway is considered. The vehicle velocity ranges from \( 20m/s \) to \( 30m/s \) according to the limit of American highways [50]. The velocity difference between the two lanes keeps \( 4m/s \). The average minimum contention window \( W \), average successful transmission time \( T_s \) and the length of a time slot \( T_{slot} \) are set according to the 802.11 protocol [51]. The up bound of the collision probability \( p_{up}^n \)

\(^1\)Code to replicate the numerical experiments here presented can be found at https://github.com/qiongwu86/Fairness-Data-Freshness/branches
is set according to [43]. Given $p_{UP}$, $W_{LB}^{0}$ is calculated according to Eqs. (7) and (31). Table III lists the parameters in the simulation.

Fig. 4 shows the relationships between the fairness index of each lane and the average velocity of two lanes under platoon arrival rates $\lambda_{max}$ and $0.75\lambda_{max}$. Note that the minimum contention windows are the optimal value and the standard value defined in the 802.11 protocol, i.e., 128, respectively. We can see that when the optimal minimum contention windows are adopted, the fairness indexes of lane 1 and lane 2 almost keep stable under different average velocities and platoon arrival rates. It means that vehicles with different velocity can fairly access the channel with the optimal minimum contention windows. Moreover, we can see that when the standard contention window is adopted, the fairness index gradually decreases with the increase of average velocity. This is because the amount of data transmitted by vehicles with high velocities is smaller than that of vehicles with low velocity. Moreover, it can be seen that the fairness index is almost the same under different platoon arrival rates since the fairness index is only related to the vehicle velocity and the minimum contention window according to Eq. (8).

Fig. 5 shows the relationship between the optimal minimum contention window and average velocity under different platoon arrival rates. We can see that the optimal minimum contention window decreases as the average velocity increases. This is because that vehicles with different velocities adjust the minimum contention window adaptively to keep the fairness index constant, which is consistent with Eq. (8).

Figs 6-(a), (b) and (c) show the impact of the average velocity of the two lanes on the network performance in terms of intra-platoon spacing, inter-platoon spacing and platoon arrival rate. In Fig. 6-(a), the intra-platoon spacing is the same under different arrival rates on the same lane since the intra-platoon spacing is only related to the velocity of the vehicle, which is consist with Eq. (42). Moreover, the intra-platoon spacing gradually increases as the average velocity increases. In Fig. 6-(b), the inter-platoon spacing achieves the minimum value when the platoon arrival rate is set as $\lambda_{max}$, which is consistent with Eq. (45). Moreover, the inter-platoon spacing is smaller with a larger platoon arrival rate. This is because that given the vehicle velocity and intra-platoon spacing, the inter-platoon spacing in Eq. (45) increases with the decrease of platoon arrival rate. In addition, the inter-platoon spacing gradually increases as the average velocity increases, which keeps consistent with Eq. (45). In Fig. 6-(c), the platoon arrival rate decreases as the average velocity increases. This is because that the inter-and intra-platoon spacing increase with the increase of the vehicle velocity, thus leading to the decrease of the platoon arrival rate, which is consistent with Eq. (44).

Fig. 7-(a) shows the impact of the average velocity on the number of vehicles in the network under different platoon arrival rates. Figs (b) and (c) show the impact of the average velocity on the average age of data in the network under different platoon arrival rates. In Fig. 7-(a), the number of vehicles in the network gradually decreases as the average velocity increases. This is because that vehicles with different velocities adjust the minimum contention window adaptively to keep the fairness index constant, which is consistent with Eq. (8).
number of vehicles under platoon arrival rate $0.75\lambda_{\text{max}}$ is significantly less than that under $\lambda_{\text{max}}$. In Figs (b) and (c), the average age of data in the network under the optimal minimum contention windows is almost the same as that under the standard minimum contention window. However, the access of vehicles with different velocities under the optimal minimum contention windows is fair but the standard minimum contention window cannot achieve the fair access. In addition, the age decreases obviously with the increase of average velocity. This is because the number of vehicles in the network gradually decreases as the average velocity increases, which is consistent with Fig. 7-(a). In other words, the number of vehicles will have a significant impact on the data freshness in the network.

This can be explained according to Lemma 1 and Lemma 2. Based on Lemma 1, the fairness access is achieved when $v_1 W^1_0 \approx v_2 W^2_0 \approx \cdots \approx v_N W^N_0 = \tilde{\mathcal{W}}_0$, while based on Lemma 2, the minimize the average age of data in the network is achieved when $W^1_0 \approx W^2_0 \approx \cdots \approx W^N_0 \approx \mathcal{W}_0$. However, the velocities of vehicles on different lanes are different, thus $v_1 \neq v_2 \neq \cdots v_N$. Therefore, when the fairness access is achieved, $W^1_0 \neq W^2_0 \neq \cdots W^N_0$. In this case, the minimum the average age of data in the network is difficult to be achieved. Therefore, it is difficult to achieve the fairness access and minimize the average age of data in the network simultaneously given the velocity of vehicles.

Moreover, we can obtain the following conclusion from Figs. 4, 7-(b) and 7-(c).

- The optimal minimum contention windows can achieve relative fair access while having the similar data freshness in the network as compared to standard minimum contention window.

This is because that the fairness index of a vehicle is determined by the minimum contention window of the vehicle according to Eq. (8) when the velocity of the vehicle is given. Thus, the fairness access can be achieved when the velocities of vehicles are adjusted to be optimal contention windows. However, the standard minimum contention window cannot achieve the fairness access. Therefore, we can get part of the conclusion, the optimal contention windows can achieve the fairness access as compared to the standard minimum contention window. In addition, the data freshness in the network is related with $R_k/R_j$ according to Eq. (66) when average service rate of vehicles in the network $H_s$ is given, while $R_k$ and $R_j$ are inversely proportional to the minimum contention window $W^k_0 - 1$ and $W^j_0 - 1$ according to Eq. (59), respectively, which leads to the data freshness in the network is related with $(W^k_0 - 1)/(W^j_0 - 1)$. Thus, the change of minimum contention windows has small impact on the data freshness in the network. In this case, the data freshness in the network under the optimal contention windows is similar with the data freshness under the standard minimum contention window. Therefore, we can get another part of the conclusion, i.e., the optimal contention windows can achieve similar data freshness in the network as compared to standard minimum contention window.

VII. CONCLUSION

In this paper, we considered both fairness and freshness of data in the MEC-assisted platooning network, and designed a multi-objective optimal scheme to jointly optimize the access fairness and data freshness through adjusting the minimum contention windows of vehicles with different velocities. We formulated a multi-objective optimization problem and
adopted the MoPSO algorithm to solve it and also got the optimal minimum contention windows of vehicles. According to theoretical analysis and the simulation results, we can get the conclusions as follows:

- Due to the minimum contention windows of vehicles on different lanes are difficult to be approximated under various velocities, it is difficult to achieve the fairness access and minimize the average age of data in the network simultaneously given the velocities of vehicles.
- Since the fairness index and data freshness are both functions of the minimum contention window, and the change of the minimum contention window has a much greater impact on the fairness index than the data freshness, the optimal minimum contention windows can achieve fair access while having the similar data freshness in the network as compared to standard minimum contention window.

In the future, optimizing both the minimum contention window and average service rate of each vehicle may be an important direction so as to achieve the fairness access if the lane changing among multiple lanes with the same moving direction is allowed.

APPENDIX

In the appendix, we prove that the minimum average age of information of the network is achieved when all vehicles in the network adopt the almost same minimum contention window under the condition of the average minimum contention window of network is given. Since the summation of number of vehicles on each lane is equal to the number of vehicles in the network, Eq. (25) can be written as

\[ \Delta = \frac{1}{N_v} \left( \sum_{j=1}^{N_v} C(R_j) + \sum_{j=1}^{N_v} R_s \right). \]  
(53)

Since \( T_{slot} \) is much smaller than \( T_s \), \( R_k \) is much larger than \( H_k \) for vehicle \( k \) according to Eqs. (29, 30) and (32), thus \( \frac{R_k}{H_k} \) is much larger than 1. Therefore, Eq. (25) can be approximated as

\[ C(R) \approx \sum_{k=1}^{N_v} \frac{R_k}{H_k}, \]  
(54)

Substituting Eq. (54) into (53), Eq. (53) can be rewritten as

\[ \Delta \approx \frac{1}{N_v} \left( \sum_{j=1}^{N_v} \frac{\sum_{k=1}^{N_v} R_k}{R_j} \right) + \sum_{j=1}^{N_v} R_s + \sum_{j=1}^{N_v} \frac{R_j}{H_j}. \]  
(55)

Assuming all vehicles in the network are given the same average service rate, i.e., \( H_j = H_s = \frac{1}{v}, \forall i \in [1, 2, \ldots, N_v] \), Eq. (55) can be further simplified as

\[ \Delta \approx \frac{1}{H_s} \left( \sum_{j=1}^{N_v} \frac{\sum_{k=1}^{N_v} R_k}{R_j} + 1 \right). \]  
(56)

In Eq. (56), \( \sum_{k=1}^{N_v} \frac{R_k}{R_j} \) can be written as \( (1 + \sum_{k=1, k \neq j}^{N_v} \frac{R_k}{R_j}) \), thus \( \sum_{j=1}^{N_v} \sum_{k=1}^{N_v} \frac{R_k}{R_j} \) can be rewritten as \( (N_v + \sum_{j=1}^{N_v} \sum_{k=1, k \neq j}^{N_v} \frac{R_k}{R_j}) \), here

\begin{align*}
N_v \sum_{j=1}^{N_v} R_k & = \sum_{j=1}^{N_v} R_k + \sum_{k=1, k \neq j}^{N_v} R_k + \sum_{j=1}^{N_v} R_k + \sum_{k=1, k \neq j}^{N_v} R_k + \cdots + \sum_{j=1}^{N_v} R_k + \sum_{k=1, k \neq j}^{N_v} R_k \\
& = \frac{R_1}{R_1} + \frac{R_2}{R_1} + \frac{R_1}{R_2} + \frac{R_1}{R_3} + \cdots + \frac{R_{N_v}}{R_1} \\
& \quad + \frac{R_1}{R_2} + \frac{R_3}{R_2} + \frac{R_4}{R_2} + \cdots + \frac{R_{N_v}}{R_2} \\
& \quad + \frac{R_1}{R_3} + \frac{R_2}{R_3} + \frac{R_3}{R_3} + \cdots + \frac{R_{N_v}}{R_3} \\
& \quad + \cdots + \frac{R_{N_v-1}}{R_{N_v}} + \frac{R_{N_v}}{R_{N_v}}. \\
\end{align*}

\[ (57) \]

After reorganizing, we can get

\begin{align*}
N_v \sum_{j=1}^{N_v} R_k & = \left( \frac{R_2}{R_1} + \frac{R_1}{R_2} \right) + \left( \frac{R_3}{R_1} + \frac{R_1}{R_3} \right) + \cdots + \left( \frac{R_{N_v}}{R_1} + \frac{R_1}{R_{N_v}} \right) \\
& \quad + \left( \frac{R_3}{R_2} + \frac{R_2}{R_3} \right) + \cdots + \left( \frac{R_{N_v}}{R_2} + \frac{R_2}{R_{N_v}} \right) \\
& \quad + \cdots + \left( \frac{R_{N_v-1}}{R_{N_v}} + \frac{R_{N_v}}{R_{N_v-1}} \right) \]  
(58)

According to the inequality properties, for any \( j \) and \( k \), \( \frac{R_k}{R_j} + \frac{R_j}{R_k} \geq 2 \). In the inequality, the equal sign is satisfied if and only if \( R_k = R_j \). Therefore, according to Eq. (58), we have \( \sum_{j=1}^{N_v} \sum_{k=1, k \neq j}^{N_v} R_k > N_v(N_v - 1) \). The equal sign is satisfied if and only if \( R_1 = R_2 = \cdots = R_{N_v} \). Substituting Eq. (56) into Eq. (29), we have

\[ R_j = \frac{2}{(W_0^j - 1) \times T_{slot}}, \quad 1 \leq j \leq N_v. \]  
(59)

According to Eq. (59), \( R_1 = R_2 = \cdots = R_{N_v} \) means \( W_0^1 - 1 = W_0^2 - 1 = \cdots = W_0^{N_v} - 1 \), i.e., \( W_0^1 = W_0^2 = \cdots = W_0^{N_v} \). Moreover \( \frac{W_0^1}{W_0^2} + \frac{W_0^2}{W_0^3} + \cdots + \frac{W_0^{N_v}}{W_0} \) \( \geq N_v \). Thus the minimum age of information of the network is achieved when \( W_0^1 \approx W_0^2 \approx \cdots \approx W_0^{N_v} \approx W_0 \).
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