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ABSTRACT

Modern machine learning models often employ a huge number of parameters and are typically optimized to have zero training loss; yet surprisingly, they possess near-optimal prediction performance, contradicting classical learning theory. We examine how these benign overfitting phenomena occur in a two-layer neural network setting where sample covariates are corrupted with noise. We address the high dimensional regime, where the data dimension $d$ grows with the number $n$ of data points. Our analysis combines an upper bound on the bias with matching upper and lower bounds on the variance of the interpolator (an estimator that interpolates the data). These results indicate that the excess learning risk of the interpolator decays under mild conditions. We further show that it is possible for the two-layer ReLU network interpolator to achieve a near minimax-optimal learning rate, which to our knowledge is the first generalization result for such networks. Finally, our theory predicts that the excess learning risk starts to increase once the number of parameters $s$ grows beyond $O(n^2)$, matching recent empirical findings.

1 Introduction

In modern machine learning, overparameterized models have been applied to a wide range of learning tasks, such as natural language processing (Hinton et al., 2012) and computer vision (He et al.,...
Despite their empirical success, the theoretical properties of these overparameterized models remain unclear. In particular, recent empirical studies (Zhang et al., 2016; Belkin et al., 2018, 2019a) demonstrate that overparameterized models can not only perfectly fit the noisy training data, but also achieve near-optimal prediction accuracy. Furthermore, a plot of the prediction error as a function of the number of parameters reveals that the learning risk for overparameterized models displays a double descent behavior (Belkin et al., 2019a).

The phenomenon where overparameterized models can generalize well has recently been characterized as benign overfitting (Bartlett et al., 2020) and has attracted significant research interest (see, e.g., Bartlett et al., 2020; Belkin et al., 2018, 2019a,b; Mei and Montanari, 2019; Liao et al., 2020; Hastie et al., 2019; Deng et al., 2019; Dereziński et al., 2019; Zhou, 2021; Liang et al., 2020b,a). Existing research has been focused on studying the learning risk behavior of the interpolator (the estimator that interpolates the training data) under two regimes. The first regime investigates the asymptotic learning risk of the interpolator (Mei and Montanari, 2019; Hastie et al., 2019; Liao et al., 2020; Wu and Xu, 2020; Richards et al., 2021). These works derive the asymptotic learning risk by assuming that the data dimension $d$, number of training samples $n$ (and number of parameters $s$ in the non-linear regression case) grow simultaneously while their ratio is kept fixed. These results indicate that the prediction error can exhibit a double descent curve or a multiple descent curve with respect to the ratio between $d$, $n$ and $s$. However, asymptotic results are often limited to linear regression or random feature learning, and require further restrictive assumptions such as a Gaussian kernel or a Gaussian data generating distribution. In addition, these results do not provide a finite sample analysis of the learning risk, and hence do not give insight into the learning rate of the interpolator.

To overcome the above limitations, the second line of research studies the finite sample behavior of the learning risk. In linear regression, Bartlett et al. (2020) provide a first finite sample study of the interpolator. By assuming that the covariates belong to an infinite-dimensional Hilbert space, and that the data generating distribution follows a subgaussian distribution, they derive a matching upper and lower bound on the excess risk. These results indicate the condition for the interpolator to be consistent: the covariance operator spectrum has to decay slowly enough so that the sum of the tail of its eigenvalues is large compared to $n$. Following this, Chinot and Lerasle (2020) extend the analysis into the large deviation regime where the label noise exhibits heavy tail behavior and Bunea et al. (2020) investigate the benign overfitting phenomenon for the widely used factor regression models. Their finite sample analysis reveals that when the response and the covariate are jointly low dimensional, the interpolator can obtain the optimal prediction accuracy. Mahdaviyeh and Naulet (2019) further study the learning risk of the interpolator under the spike covariance model. They show that the excess learning risk of the interpolator can vanish as long as a fixed number of leading eigenvalues grow with $n$ and are significantly larger than the rest. Muthukumar et al. (2020b) explore the overparameterized regime in linear regression with noisy data, and provide the lower bound for the learning risk of the interpolator. Their results show that the lower bound can decay to zero and overparameterization is necessary for harmless interpolation. In kernel learning, Liang et al. (2020b) study the kernel interpolator and demonstrate that the prediction error converges provided that the kernel function has a nice curvature property. Generalization properties of high dimensional kernel ridge regression are investigated in Liu et al. (2021) in both underfitted and overfitted regime. Depending on the values of $d$ and $n$, the learning risk displays unimodal or monotonically decreasing behavior. Finally, in Li et al. (2020), the finite
sample risk bound is studied in the noisy random feature setting. With no additional assumptions on the data generating distribution and the kernel structure, they derive the double descent learning curve under the setting where the features are corrupted with subgaussian noise.

While many explanations of benign overfitting have been proposed, existing results mainly focus on either linear or kernel regression models. In particular, we do not have a thorough understanding of the overparameterized neural network model, which is the setting where benign overfitting phenomenon was observed in the first place. Therefore, in this paper, we study the finite sample risk behavior for a two-layer ReLU neural network. We aim to paint a more comprehensive picture by studying the generalization properties of the interpolator under two assumptions: i) the high dimensional regime where \( d = O(n^\alpha), \alpha \in (0, 1) \); and ii) the noisy covariates regime where the sample covariates are corrupted by independent noise (see more details in Section 3). Our results shed light on how benign overfitting occurs. Specifically, we make the following contributions:

- **Theorem 1** provides an upper bound on the variance of the interpolator. Our analysis reveals that the variance of the interpolator converges as long as the decay rate of the covariate noise is lower than that of the spectrum of the covariance matrix. Moreover, the convergence holds even in the heavily parameterized setting where the order of the number of parameters \( s \) can be taken up to \( O(nd) \). In addition, **Theorem 2** provides a matching lower bound on the variance, which indicates that our upper bound is tight;

- We study the properties of the **bias term** in Section 3.2, where **Theorem 3** provides a finite sample convergence bound. Our results show that convergence of the bias depends on the interplay between the data dimension \( d \) and the covariate noise decay rate. In particular, if the data lives in a relatively low dimension \( (\alpha \leq 1/2) \) or the covariate noise has fast decay, the convergence of the bias is guaranteed;

- **Section 3.3** discusses the generalization properties of the interpolator for two-layer ReLU network. We show that the interpolator can achieve a near minimax optimal learning rate \( O(\sqrt{\log n/n}) \) under mild conditions on the data dimension and noise decay rate. Moreover, we demonstrate that the prediction error displays a multiple descent, instead of a double descent, behavior in the presence of covariate noise. Our findings are supported by empirical evidence \( \text{(d’Ascoli et al., 2020; Nakkiran et al., 2020; Adlam and Pennington, 2020).} \)

### 1.1 Additional Related Work

Besides regression, benign overfitting has also been studied in the linear classification setting \( \text{(Cao et al., 2021; Muthukumar et al., 2020a; Wang and Thrampoulidis, 2020; Chatterji and Long, 2020).} \) Specifically, using the overparameterized linear model with Gaussian feature, \( \text{Muthukumar et al., 2020a} \) demonstrate that the solution of the hard-margin support vector machine (SVM) is equivalent to the minimum norm interpolator under square loss. Utilizing the equivalence, they provide the first non-asymptotic risk bounds of the minimum norm interpolator for the classification task. The benign overfitting phenomenon in the subgaussian/Gaussian mixture models is also studied in \( \text{Cao et al., 2021; Chatterji and Long, 2020} \) and \( \text{Wang and Thrampoulidis, 2020).} \) Through the equivalence result between classification and regression or the implicit bias of gradient descent for logistic regression, they provide population risk bounds for overparameterized classification models.
Our work is also related to recent studies on understanding the risk of the estimators in the high dimensional regime. For example, [Rakhlin and Zhai (2019)] derive the risk bound for the Laplace kernel interpolator and show that the risk does not converge unless the data dimension $d$ grows with $n$. [Liang et al. (2020b)] prove that the risk of the interpolator in the regime where $d$ grows with $n$ can be upper bounded by a small quantity provided that the kernel exhibits certain favorable spectral properties. In a similar high dimensional setting, [Liang et al. (2020a)] provide the risk of the kernel interpolator and demonstrate that the risk curve has a multiple descent shape. [Ghorbani et al. (2021)] study random feature and neural tangent kernel regression in the high dimensional setting. They show that the two estimators are equivalent in fitting certain order of polynomials and can achieve near-optimal prediction accuracy for vanishing ridge regularization.

2 Background

2.1 Shallow ReLU Network and Regularized Empirical Risk Minimization

Let $x$ and $y$ be random variables with joint probability distribution $\rho(x,y) = \rho(x)\rho(y|x)$. Given training samples $\mathcal{D} = \{(x_i,y_i)\}_{i=1}^n$ drawn independently and identically distributed (i.i.d) from $\rho(x,y)$, let $X = [x_1, \ldots, x_n]^T$ and $Y = [y_1, \ldots, y_n]^T$ denote the training covariates and outputs. We consider the following function class to perform learning

$$\mathcal{H} := \left\{ \sum_{i=1}^n \sigma(Wx_i)^T \beta, \beta = [\beta_1, \ldots, \beta_s]^T \in \mathbb{R}^s \right\},$$

where $\sigma(x) = \max\{0,x\}$ is the ReLU activation function applied entrywise. $W \in \mathbb{R}^{s \times d}$ is a random matrix with each entry $W_{ij}$ being i.i.d according to $w \sim \mathcal{N}(0, \sigma_w^2)$, where a typical choice is $\sigma_w^2 = s^{-1}$. In other words, we are using a two-layer ReLU neural network to perform learning. Thus, given a testing data point $x'$, our prediction at this point is

$$f(x',W,\beta) = \beta^T \sigma(Wx').$$

To simplify our presentation, we let

$$D_x(W) = \text{diag} \left\{ \mathbb{1}_{(w_{1x} > 0)}, \ldots, \mathbb{1}_{(w_{nx} > 0)} \right\},$$

where $\mathbb{1}_A$ is the indicator function for event $A$ and $w_i \in \mathbb{R}^d$ is the $i$-th row of $W$. We will also denote the feature vector and feature matrix as

$$z_x(W) = \sigma(Wx) \in \mathbb{R}^s, \quad Z(W) = [z_{x_1}(W), \ldots, z_{x_n}(W)]^T \in \mathbb{R}^{n \times s}.$$  

When the context is clear, we will write $D_x(W)$, $z_x(W)$ and $Z_X(W)$ as $D_x$, $z_x$ and $Z$ respectively. Thus, we have

$$z_x = D_x W x, \quad Z = [D_{x_1} W x_1, \ldots, D_{x_n} W x_n]^T, \quad f(x',W,\beta) = \beta^T z_{x'}.$$

Throughout the paper, we consider the regression problem with $x \in \mathbb{R}^d, y \in \mathbb{R}$, and the squared loss $l(y, f(x)) = (y - f(x))^2$. Under this setting, we formulate the regularized empirical risk minimization (ERM) learning as

$$\hat{f}^\lambda := \arg \min_{f \in \mathcal{H}} \frac{1}{n} \sum_{i=1}^n (y_i - f(x_i))^2 + \lambda \Omega(f),$$

where $\lambda$ is the hyperparameter and $\Omega(f)$ is some measure of the function complexity.
2.2 Interpolator and the Excess Learning risk

As discussed before, we will be interested in the estimator that can fit the data perfectly. Since there are infinitely many of such estimators, we focus on the minimum norm estimator defined below:

**Definition 1. (Minimum Norm Estimator)** Given covariates $X$ and response variables $Y$, we define the minimum norm least square (MNLS) estimator for one-hidden layer ReLU neural network as

$$
\min_{\beta \in \mathbb{R}^s} \|\beta\|^2, \quad \text{such that: } \|Z\beta - Y\|^2 = \min_\theta \|Z\theta - Y\|^2.
$$

By the projection theorem, it is easy to see that the closed form solution of the MNLS estimator is

$$
\tilde{\beta} = Z(ZZ^T)^+Y = (Z^TZ)^+Z^TY,
$$

where $A^+$ denotes the pseudoinverse for matrix $A$.

To investigate the generalization property of the MNLS estimator, we rely on the notion of the excess learning risk. In the regularized ERM with squared loss function, the optimal estimating regression function at a point $x_0$ is given by

$$
f^*(x_0) = \mathbb{E}(y|x = x_0).
$$

Given the function $\hat{f}$ estimated based on $(X, Y)$, we define the excess learning risk as in Caponnetto and De Vito (2007)

$$
\mathcal{E}(\hat{f}) = \mathbb{E}_{x,y} \left[ (\hat{f}(x) - y)^2 - (f^*(x) - y)^2 \right].
$$

Since $\hat{f}$ is estimated from $(X, Y)$, studying the excess risk $\mathcal{E}(\hat{f})$ requires us to understand the distribution of the label noise, which we denote as

$$
\epsilon = y - f^*(x), \quad \epsilon = [y_1 - f^*(x_1), \ldots, y_n - f^*(x_n)]^T.
$$

However, knowing the exact distribution of $\epsilon$ is not feasible in practice. As a result, we will study the average risk instead to avoid making restrictive assumption on $\epsilon$:

$$
R(\hat{f}) = \mathbb{E}_\epsilon(\mathcal{E}(\hat{f})).
$$

2.3 Bias-Variance Decomposition

Our aim is to analyze the excess learning risk for the MNLS estimator, which starts with the bias-variance decomposition. We present the decomposition and introduce some relevant notation here to ease our subsequent discussion.

Given a feature matrix $Z$, we denote the Hilbert space it spans as $\mathcal{H}$, and the best estimator in $\mathcal{H}$ as

$$
f_{\mathcal{H}} := \arg\min_{f \in \mathcal{H}} \mathbb{E}_\rho(f(x) - y)^2.
$$

Since $f_{\mathcal{H}} \in \mathcal{H}$, we let $f_{\mathcal{H}}(x) = Z^T \beta_{\mathcal{H}}$ for some $\beta_{\mathcal{H}} \in \mathbb{R}^s$. Given an estimator $\tilde{f}$, we define

$$
\tilde{f}(X) = [\tilde{f}(x_1), \ldots, \tilde{f}(x_n)]^T.
$$

Recall $\epsilon = [y_1 - f^*(x_1), \ldots, y_n - f^*(x_n)]^T$, we define the following two terms

$$
B_R = \mathbb{E}_x \left[ (\mathbb{E}_\epsilon[\tilde{f}(x)] - f_{\mathcal{H}}(x))^2 \right], \quad V_R = \mathbb{E}_x \text{Var}_\epsilon(\tilde{f}(x)).
$$
In the rest of the manuscript, we refer to \( B_R \) as the (squared) Bias and \( V_R \) as the Variance of the estimator \( \hat{f} \). Their relationship to the excess learning risk is described in the following lemma (proof in Appendix B).

**Lemma 1.** Let \( \hat{\beta} \) be the MNLS estimator from Eq.(\ref{eq:mnls}) associated with feature matrix \( Z \), and \( \Pi = \left( Z^T Z \right)^\dagger Z^T - I_s \). Assuming that \( f^* \not\in \mathcal{H} \), the bias and variance can be written as

\[
\begin{align*}
B_R &= \mathbb{E}_x \| z_x^T \Pi \beta_H \|^2, \\
V_R &= \mathbb{E}_x \left\{ \mathbb{E}_\varepsilon \| z_x^T (Z^T Z)^\dagger Z^T (Y - f_H(X)) \|^2 \right\}.
\end{align*}
\]

In addition, the misspecification error is defined as

\[
M_R := \mathbb{E}_x \left\{ z_x^T (Z^T Z)^\dagger Z^T (f_*(X) - f_H(X)) \right\}^2 + \mathbb{E}_x (f_*(x) - f_H(x))^2,
\]

then the following decomposition of the excess learning risk of \( \hat{\beta} \) holds

\[
R(\hat{\beta}) \leq 3(M_R + B_R + V_R).
\]

Lemma 1 states that the excess learning risk can be decomposed into the misspecification error \( M_R \), the bias \( B_R \) and the variance \( V_R \). Classical learning theory (Friedman et al., 2001, Chapter 2.9) indicates that when the model is relatively simple, \( M_R, B_R \) are large but \( V_R \) is small. As the model complexity increases, \( M_R, B_R \) decrease while \( V_R \) increases. This forms the famous U-shape learning curve. However, recent advancements in deep learning models (Zhang et al., 2016; Belkin et al., 2018, 2019a) demonstrate that heavily overparameterized models or even interpolated models can still generalize well. Hence, in this paper, we are interested in the generalization properties of the ReLU neural networks in the overparameterized setting, and aim to provide the conditions under which benign overfitting occurs. Note that in the overparameterized regime, \( M_R \) is likely to be much smaller than \( B_R \) and \( V_R \). As a result, we will mainly focus on analyzing \( B_R \) and \( V_R \) by assuming \( f_* = f_H \), implying \( \beta_* = \beta_H \) and \( M_R = 0 \).

### 3 Main Results

We provide the main results concerning the generalization properties of overparameterized ReLU networks in this section. We will first list our assumptions below.

**Assumption 1.** We assume that both \( x \) and \( y \) have zero mean and \( y = f_*(x) + \varepsilon \) with \( \mathbb{E}(\varepsilon) = 0 \) and \( \text{Var}(\varepsilon) = \sigma_0^2 \).

Assumption 1 is typical in the regression setting where both \( x \) and \( y \) are standardized. Our next two assumptions concern the dimension and distribution of the covariate \( x \).

**Assumption 2.** Assume that the covariate is in the high-dimensional setting: \( x \in \mathbb{R}^d \) and \( d = O(n^\alpha), \alpha \in (0, 1) \).

Recent research interest has focused on analyzing the MNLS estimator in the high dimensional setting where \( d \) grows with \( n \) (see, e.g., Bartlett et al., 2020, Hastie et al., 2019, Liang et al., 2020b; Rakhlin and Zhai, 2019, Liang et al., 2020a). In particular, Liang et al. (2020a) analyze the kernel interpolator under the general scaling regime \( d = O(n^\alpha), \alpha \in (0, 1) \) and demonstrate the multiple descent behavior of the learning risk. By making Assumption 2, we adopt a similar dimension scaling regime and analyze the risk behavior of the MNLS estimator under the two-layer neural network setting.
Assumption 3. Define $\Sigma = \mathbb{E}(xx^T)$ to be the covariance matrix. We assume $x = \Sigma^{1/2}u$, where $u \in \mathbb{R}^d$ is a random vector and each entry is i.i.d subgaussian with 0 mean and unit variance. In addition, denote $\{\lambda_i\}_{i=1}^d$ as the eigenvalues of $\Sigma$, and assume $\lambda_i \propto i^{-\gamma}$, $\gamma > 1$.

Assumption 3 is a common assumption used in analyzing the statistical learning risk (see, e.g., Bartlett et al., 2020; Jacot et al., 2020; Li et al., 2020). In particular, when $d \to \infty$, Assumption 3 indicates that $\Sigma$ is of trace-class as $\text{Tr}(\Sigma) < \infty$. Assumptions 2 and 3 together assume that the covariate $x$ lives in a high dimensional setting with $d = O(n^2)$. However, we require the covariate $x$ to have a low effective dimension, since $\mathbb{E}_u \|x\|^2_2 = \text{Tr}(\Sigma) < \infty$. The idea of Assumptions 2 and 3 is that the data used in practice (such as image and text) often exhibits a low effective dimensional representation property.

Assumption 4. Given a training sample $D = \{(x_i, y_i)\}_{i=1}^n$, we assume that the each of the sample covariates $x_i$ is corrupted by some i.i.d noise $\xi_i \sim \xi$, where $\xi \in \mathbb{R}^d$ and each entry of $\xi$ is i.i.d subgaussian with 0 mean and variance $\sigma^2_\xi$. Furthermore, we assume $\sigma^2_\xi = O(d^{-\zeta})$, $\zeta \geq 1$.

Assumption 4 is motivated by the well-known fact that adding noise can help improve generalization performance. For example, in Bishop (1995), it is pointed out that training with noisy data amounts to adding regularization, and hence significantly improves prediction. In Bartlett et al. (2020), the influence of the covariate noise is studied under an overparameterized linear regression regime. They show that benign overfitting occurs when feature noise and the spectrum of the covariance operator both display exponential decay. Moreover, covariate noise has been further explored under the linear factor regression (Bunea et al., 2020) and random feature regression settings (Li et al., 2020). Both demonstrate that the noise in the covariate can serve as implicit regularization and the interpolator can achieve near-optimal prediction accuracy under suitable conditions on the covariate noise.

In light of the effect of covariate noise, we study the benign overfitting phenomenon under the neural network setting by assuming that our sample covariate $x_i$ contains extra noise. Assumptions 4 details how the covariate is affected by the noise $\xi$. Based on Assumptions 3 and 4, we can see that the corrupted covariates $x_i + \xi_i$ can be written as

$$x_i + \xi_i = \Sigma^{1/2}u_i, \quad \Sigma = \Sigma + \sigma^2_\xi I_d.$$  \hspace{1cm} (2)

The requirement of $\zeta \geq 1$ is to ensure that $\text{Tr}(\Sigma) < \infty$ as $d \to \infty$.

Since our training sample is now corrupted with $\xi$, the feature vectors will also contain the noise

$$z_{x_i+\xi_i} = \sigma(W(x_i + \xi_i)) = D_{x_i+\xi_i}W(x_i + \xi_i), \quad z_{\xi} = [z_{x_1+\xi_1}, \ldots, z_{x_n+\xi_n}]^T.$$  \hspace{1cm} (3)

3.1 Variance

In this section, we analyze the behavior of the variance $V_R$. Theorem 1 (proof in Appendix C) provides an insight on when the MNLS estimator $\hat{\beta}$ can generalize well for the overparameterized model in the high dimensional setting ($s > n > d$).

Theorem 1. Given Assumptions 2, 4 and assuming the high dimensional overfitting regime ($s > n > d$), let $\hat{\beta}$ be the MNLS estimator defined in Eq. (1). $\{\lambda_i\}_{i=1}^d$ be the eigenvalues of the covariance

\hspace{1cm} $\sigma^2_\xi = O(d^{-\zeta})$, $\zeta \geq 1$.  \hspace{1cm} (4)

We would like to point out that our analysis also applies to the case where $\zeta < 1$. In this case, however, $\text{Tr}(\Sigma) \to \infty$ as $d \to \infty$, and $\Sigma$ is dominated by the covariate noise $\xi$. As a result, we would be regressing on pure noise, which is not interesting.

Note that the condition $n > d$ is due to Assumption 2.
matrix $\Sigma$ in descending order, and $\lambda_i^\xi = \lambda_i + \sigma_i^2$. Suppose there exists a $k^* \in [d]$, such that
\[
\sum_{i > k^*} d \frac{\lambda_i^\xi}{\lambda_i^\xi} \geq \frac{1}{b} d. 
\tag{4}
\]
Then with probability $1 - 4e^{-d/c} - 4e^{-s/c}$, we have
\[
V_R \leq c\sigma_0^2 \text{Tr}(\Sigma) \frac{s}{nd},
\tag{5}
\]
where $b, c > 1$ are universal constants.

Theorem 1 provides a finite sample convergence bound for the variance of the MNLS estimator $\tilde{\beta}$. It demonstrates that as long as the order of $s$ is not larger than $O(nd)$, the variance can decay to zero.

**Remark 1** Before we further analyze the upper bound, we discuss our key condition: Eq. (4). To simplify our discussion, we temporarily assume that $\zeta = 1$, so $\sigma_i^2 = 1/d$. Recall that we have assumed that $\lambda_i = O(i^{-\gamma})$ and $\gamma > 1 = \zeta$. Condition (4) is equivalent to
\[
\sum_{i > k^*} d \frac{\lambda_i^\xi}{\lambda_i^\xi} = \sum_{i > k^*} \frac{\lambda_i + \sigma_i^2}{\lambda_i^\xi + \sigma_i^2} \geq \frac{1}{b} d.
\]
Since $\gamma > \zeta$, there must exist a $k^* \in [d]$ such that $\lambda_{k^*} \leq \sigma_\xi^2$. In this case, for all $k^* < i \leq d$,
\[
\frac{\lambda_i + \sigma_i^2}{\lambda_i^\xi + \sigma_i^2} \geq \frac{1}{2}.
\]
As a result, $\sum_{i > k^*} (\lambda_i^\xi / \lambda_i^\xi) \geq \frac{1}{2} (d - k^*)$. In addition, if $k^* \ll d$, we will have $\frac{1}{2} (d - k^*) \geq \frac{1}{b} d$ for some constant $b$. Therefore, condition (4) is equivalent to requiring that $k^* \in [d]$ such that $k^* \ll d$ and $\lambda_{k^*} \leq \sigma_\xi^2 = 1/d$.

Based on the value of $\gamma$, we split the discussion into three scenarios:

1. $\gamma = \infty$: $\Sigma$ has finite rank. In this case there is some $r$ such that $\lambda_i = 0$ for $i > r$. As such, let $k^* = r$, and we have $\sum_{i > k^*} (\lambda_i^\xi / \lambda_i^\xi) = (d - r) \geq \frac{1}{b} d$ for some constant $b$;
2. $\gamma \propto i$: The spectrum of $\Sigma$ decays exponentially, i.e., $\lambda_i = O(\exp(-i))$. If we let $k^* = \log d$, it is easy to see that $\lambda_{k^*} = \frac{1}{d} \leq \sigma_\xi^2$. We therefore have $\sum_{i > k^*} (\lambda_i^\xi / \lambda_i^\xi) \geq \frac{1}{2} (d - \log d) \geq \frac{1}{b} d$;
3. $\gamma$ is a constant: $\Sigma$ has polynomial decay, i.e., $\lambda_i = O(i^{-\gamma})$. If we let $k^* = d^{1/\gamma}$, we have $\lambda_{k^*} = (d^{1/\gamma})^{-\gamma} = 1/d \leq \sigma_\xi^2$. Therefore, $\sum_{i > k^*} (\lambda_i^\xi / \lambda_i^\xi) \geq \frac{1}{2} (d - d^{1/\gamma}) \geq \frac{1}{b} d$.

The analysis for the case where $\zeta > 1$ is similar. The key point is that there exists $k^* \ll d$ such that $\lambda_{k^*} \leq \sigma_\xi^2$. This requirement is guaranteed to hold if the noise $\xi$ has the property that $\zeta < \gamma$, i.e., as long as the decay rate of $\sigma_\xi$ is lower than that of $\lambda_i$, there is a $k^*$ such that Eq. (4) holds. Therefore, we can see that Eq. (4) is a mild requirement on the covariate noise $\xi$.

We now discuss the upper bound for the variance $V_R$. It is easy to see that the convergence rate of $V_R$ is governed by $O(s/nd) = O(s/n^{1+\alpha})$. As such, if we choose $s = O(n^\kappa)$ with $\kappa < 1 + \alpha$, the variance decays to zero asymptotically when $n \to \infty$. In this case, even if $s \gg n$ in the sense that $\lim_{n \to \infty} s/n \to \infty$ (i.e., the heavily overparameterized setting), as long as $\kappa < 1 + \alpha$, $V_R$ still converges to zero.
Moreover, if the data dimension $d$ is constant with respect to $n$, we can see that in the overparameterized case $s > n$, the variance as well as the excess learning risk of the MNLS estimator do not converge. We remark that Rakhlin and Zhai (2019) show that the MNLS estimator for Laplace kernel is not consistent (i.e., the excess risk does not converges to zero with $n → ∞$) if $d$ is constant with respect to $n$. It is interesting to see that our results yield similar findings to Rakhlin and Zhai (2019) for the two-layer ReLU neural network. Finally, we point out that Theorem 1 also provides us the convergence rate of the variance term, which we will discuss in Section 3.3.

3.1.1 Lower Bound

Having established the finite sample upper bound of the variance, our next theorem (proof in Appendix C.1) provides a lower bound, which demonstrates that our upper bound is tight.

**Theorem 2.** Given Assumptions 1–4 and assuming $s > n > d$, let $\tilde{\beta}$ be the MNLS estimator defined in Eq. (7), for some universal constant $c > 1$. With probability greater than $1 - 5e^{-d/c} - 2e^{-s/c}$, we have

$$V_R \geq \frac{1}{c} \sigma_0^2 \text{Tr}(\Sigma) \frac{s}{nd}. \quad (6)$$

**Remark 2** Although the lower bound looks similar to the upper bound, the universal constant is different. Furthermore, the lower bound does not require the existence of $k^*$ in Eq. (4).

Theorem 2 indicates that our upper bound on the variance is tight. Together with Theorem 1, it shows that the variance decays as $O(s/nd)$. The lower bound also demonstrates that we cannot arbitrarily increase the number of parameters: the order of $s$ has to remain $O(nd)$ to ensure convergence. Since $d < n$, our theory predicts that the number of the parameter cannot exceed the order of $n^2$, i.e., if we choose $s = \Omega(n^2)$, the variance and hence the learning risk will start to grow again.

We remark that a line of recent empirical work has shown that the excess learning risk curve exhibits multiple descent, instead of double descent, in many learning settings, including linear regression (Nakkiran et al., 2020), random Fourier feature regression (d’Ascoli et al., 2020), kernel regression (Liang et al., 2020a) and two-layer neural networks (Adlam and Pennington, 2020). In recent theoretical work, Chen et al. (2020) and Li et al. (2020) provide justifications for multiple descent behavior in the linear regression and random feature settings, respectively. Our upper and lower bounds on the variance indicate that it is possible for a two-layer ReLU neural network to obtain a multiple descent learning risk curve, matching the recent empirical findings.

3.2 Bias

In this section, we present the upper bound for the bias of the MNLS estimator. Our next theorem (proof in Appendix D) shows that under mild conditions, the bias also converges to zero for heavily overparameterized models in the high dimensional setting ($s > n > d$).

**Theorem 3.** Given Assumptions 1–4 and assuming $s > n > d$, for any $\delta \in (0, 1)$ and a universal constant $c > 1$, with probability greater than $1 - \delta - 4e^{-d/c} - 2e^{-s/c}$, we have

$$B_R \leq c \left\{ \left( \frac{1}{n} \log \frac{s}{\delta} + \frac{d^2 \sigma_\xi}{n} \right) \right\}. \quad (7)$$
Theorem 3 demonstrates that the bias term $B_R$ can converge, where the convergence rate depends on the covariate dimension $d$ and the noise level $\sigma_\xi$. Given $d = O(n^\alpha)$ and $\sigma_\xi^2 = O(d^{-\zeta})$, it is easy to see that the bias $B_R$ is governed by the rate $O(\sqrt{\log n/n + n^{2\alpha-1-\alpha\zeta/2}})$. Based on the values of $\alpha$ and $\zeta$, we have the following three scenarios:

B.1 $\alpha \in (0, 1/2)$: In this case, $B_R$ is governed by $O(\sqrt{\log n/n + \sigma_\xi}) = O(\sqrt{\log n/n + d^{-\zeta/2}})$. Since $\zeta \geq 1$, $B_R$ is guaranteed to converge;

B.2 $\zeta \geq 2$: When $\zeta \geq 2$, $d^2\sigma_\xi \leq d$. Hence, $B_R$ is on the order of $O(\sqrt{\log n/n + d/n})$. Then $\alpha < 1$ implies that $B_R$ converges;

B.3 $\alpha \in (1/2, 1)$ & $\zeta \in [1, 2)$: In this case, $B_R$ converges at rate $O(\sqrt{\log n/n + n^{2\alpha-1-\alpha\zeta/2}})$. Therefore, convergence of the bias amounts to requiring that $2\alpha - 1 - \alpha\zeta/2 < 0$. This is equivalent to $\zeta > 4 - 2/\alpha$.

In summary, Theorem 3 reveals that the bias term converges under mild requirements. In particular, the convergence depends on the interplay between the following three quantities: $\alpha$ (the rate at which dimension grows with $n$), $\gamma$ (the decay rate of the spectrum of $\Sigma$) and $\zeta$ (the decay rate of the noise $\xi$). For instance, if the spectrum of $\Sigma$ exhibits fast decay ($\gamma \in (2, \infty)$), and $2 \leq \zeta < \gamma$, the bias is guaranteed to converge according to B.2. Note that the requirement for $\zeta < \gamma$ is to ensure the convergence of $V_R$ (see Remark 1).

On the other hand, even if the spectrum of $\Sigma$ has a slow decay rate where $\gamma$ is close to 1 and $\zeta < \gamma$, as long as the dimension of the covariate is low ($\alpha \in (0, 1/2)$), by B.1, we can still observe the convergence of $B_R$. In the worst scenario where the spectrum exhibits slow decay ($\gamma$ is close to 1) and the covariate has relatively high dimension $\alpha > 1/2$, $B_R$ converges only in the regime where $\zeta > 4 - 2/\alpha$. For example, if $\alpha = 4/5$, we require $\gamma > \zeta > 5/4$ to observe the convergence of the bias.

Finally, we remark that if the decay rate of the noise $\zeta$ is not benign, $B_R$ can diverge. For instance, if both $\alpha$ and $\zeta$ are close to 1, $B_R$ is on the order of $O(n^{1/2})$, which diverges as we increase $n$.

### 3.3 Convergence of The Excess Learning Risk and Near Minimax Optimality

In this section, we discuss the convergence of the excess learning risk and show that the two-layer ReLU network MNLS estimator can achieve near optimal learning rate in the minimax sense.

Theorems 1 and 3 together imply that the excess learning risk $R(\tilde{\beta})$ for the MNLS estimator $\tilde{\beta}$ can be upper bounded by

$$R(\tilde{\beta}) \leq O\left(\sqrt{\frac{1}{n}\log s + \frac{d^2\sigma_\xi}{n} + \frac{s}{nd}}\right).$$

In particular, the upper bound indicates that if $\zeta < \gamma$ and $\zeta > 4 - 2/\alpha$, the overparameterized ReLU network can generalize well, i.e., we observe benign overfitting. From this we can see that the decay of the excess learning risk for the MNLS estimator depends on the interplay between the properties of the covariate $x$ (as represented by $\alpha$ and $\gamma$) and the size of the noise $\xi$ (as represented by $\zeta$). Depending on the values of $\zeta$, the excess learning risk can either converge or diverge. In the case that the covariate noise is added manually by the user, our results state that adding noise to the covariate can serve as an implicit regularization during training, and thereby leads to significant improvements in generalization performance. Our findings match with previous results where
interpolating noisy data can achieve near-optimal generalization performance (see, e.g., Bishop, 1995; Bartlett et al., 2020; Li et al., 2020; Richards et al., 2021).

We further remark that the upper bound not only reveals the conditions for benign overfitting, but also demonstrates the learning rate of the MNLS estimator. For example, if $\alpha = 0.5$, $\gamma > \zeta = 2$ and we choose $s = O(n^{1.25})$, the excess learning risk converges at rate $O(n^{-0.25})$.

Finally, our results indicate that the interpolator can obtain near minimax optimal learning rate depending on the properties of the data and covariate noise (i.e., $\alpha$, $\gamma$ and $\zeta$). For example, if $\alpha = 0.5$ and $\gamma > \zeta = 2$, and we choose the overparameterized regime by letting $s = \Omega(n)$ and $s/n = c$ for a constant $c > 1$, the excess learning risk is now at the $O \left( \sqrt{\log n/n} \right)$ rate. Recalling that the optimal learning rate in the minimax sense is $O(n^{-1/2})$ (Caponnetto and De Vito, 2007) for a typical non-linear regression, we conclude that the MNLS estimator can achieve near minimax optimal learning rate in the presence of the covariate noise $\xi$.

4 Discussion

By assuming the high dimensional setting and the existence of the covariate noise, our results characterize the conditions under which benign overfitting occurs for a two-layer ReLU neural network. We derive a finite sample excess risk bound and show that the excess risk of the MNLS estimator can vanish in $n$ for a wide range of high dimensional settings $d = n^\alpha$, $\alpha \in (0, 1)$. Our analysis reveals that the interplay between the dimension parameter $\alpha$, the decay rate of the spectrum of the covariance $\gamma$, and the covariate noise decay rate $\zeta$ plays an important role in determining the generalization performance of overparameterized models. In particular, when data lives in a relatively low dimension $\alpha \leq 1/2$, or the spectrum and the covariate noise have fast decay $\gamma > \zeta \geq 2$, a heavily overparameterized neural network can still achieve optimal prediction accuracy. Beyond those regimes, obtaining optimal prediction accuracy for the overparameterized models requires the $\alpha$, $\gamma$, $\zeta$ to exhibit benign conditions.

In addition, we also demonstrate that the MNLS estimator can achieve various learning rates. In particular, under suitable conditions, an overparameterized ReLU network that interpolates training data can enjoy a near minimax optimal learning rate $O \left( \sqrt{\log n/n} \right)$. Finally, we observe that the excess learning risk for overparameterized ReLU networks starts to increase once the number of parameter $s$ is beyond the $O(n^\alpha)$ order, which generalizes the double descent phenomenon in linear regression and other models.

We would also like to point out some limitations of our work. We currently assume that the data generating distribution and the covariate noise are subgaussian. The restriction is largely due to the concentration inequalities used only applying for subgaussian distributions. Therefore, we do not have a clear understanding of benign overfitting when both data generating distribution and covariate noise have heavy tailed distributions. Furthermore, our analysis applies to the regime where $d < n$, and not when $d > n$, which may occur in some real-world applications.

Having discussed our limitations, we believe that there are several interesting directions to investigate. First, it would be interesting to extend our analysis to the settings where the data and noise have heavy tailed distributions. Second, providing analysis in the $d > n$ regime is an important direction. In addition, it would be interesting to investigate how our results can extend to different
activation functions such as the sigmoid function, softplus, etc., since they are widely used in practice. Finally, when we analyze the properties of the MNLS estimator, the first layer weights of the ReLU neural network are kept constant during training. We would like to understand the settings where all the parameters from the ReLU network are optimized, where benign overfitting is also observed.
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A Notation

In the appendix, we will use $a_1, a_2, \ldots, b_1, b_2, \ldots, c_1, c_2, \ldots > 1$ to represent universal constants. We also use $\|a\|_2$ to denote the $l_2$ norm for a vector $a$ and $\|A\|_2$ denote the operator norm for matrix $A$. In addition, for matrix $A \in \mathbb{R}^{n \times n}$, we denote its eigenvalues as $\mu_1(A) \geq \ldots \geq \mu_n(A)$ in descending order. In particular, if the rank of $A$ is less than $n$, we use $\mu_{\min}(A) > 0$ to denote the least positive eigenvalue of $A$.

For a matrix $W \in \mathbb{R}^{s \times d}$, we use $W_i \in \mathbb{R}^s$ to denote its $i$-th column and $w_i \in \mathbb{R}^d$ to denote its $i$-th row. We use $1_s \in \mathbb{R}^s$ to denote the vector $[1, \ldots, 1]^T$ and $I_s \in \mathbb{R}^{s \times s}$ to denote the $s$ dimensional identity matrix. Given integer $s$, we use $[s]$ to denote the set $\{1, \ldots, s\}$.

B Bias-Variance Decomposition

Lemma 1. Let $\hat{\beta}$ be the MNLS estimator from Eq.(1) associated with feature matrix $Z$, and $\Pi = (Z^T Z)^T Z - I_s$. Assuming that $f^* \notin \mathcal{H}$, the bias and variance can be written as

$$B_R = \mathbb{E}_x \left\| z^T \Pi \beta_H \right\|^2,$$
$$V_R = \mathbb{E}_x \left\{ \mathbb{E}_\epsilon \left[ \left( \left( z^T \Pi \beta_H \right) z^T \right)^T (Y - f_H(X))^2 \right] \right\}.$$

In addition, the misspecification error is defined as

$$M_R := \mathbb{E}_x \left\{ \left( z^T (Z^T Z)^T (f_H(X) - f_H(X)) \right)^2 + \mathbb{E}_x (f_H(x) - f_H(x))^2 \right\},$$

then the following decomposition of the excess learning risk of $\hat{\beta}$ holds

$$R(\hat{\beta}) \leq 3(M_R + B_R + V_R).$$

Proof. We decompose the excess risk as follows:

$$R(\hat{\beta}) = \mathbb{E}_x \left\{ \mathbb{E}_{x,y} \left[ (\hat{f}(x) - y)^2 - (f_H(x) - y)^2 \right] \right\}$$
$$= \mathbb{E}_{x,y} \left( \hat{f}(x) - f_H(x) \right)^2 = \mathbb{E}_{x,y} \left( z^T \beta - f_H(x) \right)^2,$$
$$= \mathbb{E}_{x} \left\{ z^T (Z^T Z)^T Z^T Y - f_H(x) + [f_H(x) - f_H(x)] \right\}^2,$$
$$= \mathbb{E}_{x} \left\{ z^T (Z^T Z)^T (f_H(X) + f_H(X) + \epsilon) - f_H(x) + [f_H(x) - f_H(x)] \right\}^2,$$
$$\leq 3 \mathbb{E}_{x,y} \left\{ z^T (Z^T Z)^T (f_H(X) + \epsilon) - f_H(x) \right\}^2 := A$$
$$+ 3 \mathbb{E}_x \left\{ z^T (Z^T Z)^T (f_H(X) - f_H(X)) \right\}^2 + \mathbb{E}_x (f_H(x) - f_H(x))^2 \right\} := M_R.$$

Now we can see that the risk has been decomposed into the $A$ term and the misspecification error term $M_R$. For the $A$ term, we have

$$A = \mathbb{E}_{x,y} \left\{ z^T (Z^T Z)^T (f_H(X) + \epsilon) - z^T \beta_H \right\}^2,$$
$$= \mathbb{E}_{x,y} \left\{ z^T (Z^T Z)^T + z^T (Z^T Z)^T (Z^T Z - I) \beta_H \right\}^2,$$
$$= \int_\mathcal{X} \left\| z^T (Z^T Z)^T Z^T \beta_H \right\|^2 d\rho(x) := B_R$$
$$+ \int_\mathcal{X} \mathbb{E}_{\epsilon} \left\| z^T (Z^T Z)^T \epsilon \right\|^2 d\rho(x) := V_R.$$
We then replace \( \epsilon \) with \( Y - f_*(X) \).

### C Proof of Theorem 1

**Theorem 1.** Given Assumptions 1–4 and assuming the high dimensional overfitting regime \( (s > n > d) \), let \( \hat{\beta} \) be the MNLS estimator defined in Eq. (1), \( \{\lambda_i\}_{i=1}^d \) be the eigenvalues of the covariance matrix \( \Sigma \) in descending order, and \( \lambda_i^* = \lambda_i + \sigma_\xi^2 \). Suppose there exists a \( k^* \in [d] \), such that

\[
\sum_{i > k^*} \frac{\lambda_i^*}{\lambda_k^*} \geq \frac{1}{b} d. \tag{4}
\]

Then with probability \( 1 - 4e^{-d/c} - 4e^{-s/c} \), we have

\[
\mathbb{V}_R \leq c\sigma_0^2 \text{Tr}(\Sigma) \frac{s}{nd}, \tag{5}
\]

where \( b, c > 1 \) are universal constants.

**Proof.** To upper bound the variance, we first note that some simple algebra yields a basic result:

\[
\mathbb{V}_R = \mathbb{E}_x \left\{ \mathbb{E}_\epsilon \left[ z_x^T (Z_\xi^T Z_\xi)^\dagger z_x \right] \right\} = \sigma_0^2 \mathbb{E}_x \left\{ z_x^T (Z_\xi^T Z_\xi)^\dagger z_x \right\} = \frac{\sigma_0^2}{n} \mathbb{E}_x \left( \text{Tr} \left[ z_x^T (Z_\xi^T Z_\xi)^\dagger z_x \right] \right).
\]

Therefore, we need to study the least positive eigenvalue \( \mu_{\min} \left( \frac{1}{n} Z_\xi^T Z_\xi \right) \). By Lemma 2 we know that with probability greater than \( 1 - 2e^{-s/b_1} - 2e^{-d/b_1} \),

\[
\left\| \frac{1}{n} Z_\xi^T Z_\xi - W \Sigma_\xi W \right\|_2 = O \left( \sqrt{\frac{d}{n}} d \sigma_w \right).
\]

We hence can lower bound the least positive eigenvalue of \( \frac{1}{n} Z_\xi^T Z_\xi \) as

\[
\mu_{\min} \left( \frac{1}{n} Z_\xi^T Z_\xi \right) \geq \mu_{\min} \left( W \Sigma_\xi W \right) - b_2 \sqrt{\frac{d}{n}} d \sigma_w.
\]

Let \( A = W \Sigma_\xi W^T = \sum_{i=1}^d \lambda_i^* W_i W_i^T \), where \( \lambda_i^* = \lambda_i + \sigma_\xi^2 \). We also denote \( A_k = \sum_{i > k} \lambda_i^* W_i W_i^T \). By Lemma 3 we have with probability greater than \( 1 - 2e^{-d/\eta} \),

\[
\mu_{\min}(A) \geq \mu_{\min}(A_k) \geq \left( 1 - \frac{1}{\sqrt{\eta}} \right) \sigma_w^2 \left( \sum_{i > k} \lambda_i^* - \frac{1}{\sqrt{\eta}} \lambda_k^* d \right).
\]

If we choose \( k = k^* \), then we have \( \left( \sum_{i > k} \lambda_i^* - \frac{1}{\sqrt{\eta}} \lambda_k^* d \right) \geq \frac{1}{b_3} d \). We hence have

\[
\mu_{\min} \left( \frac{1}{n} Z_\xi^T Z_\xi \right) \geq \frac{1}{b_3} d \sigma_w^2 - b_2 \sqrt{\frac{d}{n}} d \sigma_w \geq \frac{1}{b_4} d \sigma_w^2.
\]
provided that \( n \) is large enough.

We can now upper bound \( V_R \) as

\[
V_R \leq b_4 \frac{\sigma^2}{n d \sigma_w^2} \mathbb{E}_z \left( \mathbf{Tr}(\mathbf{z}_z^T \mathbf{z}_x) \right)
\]

\[
\leq b_4 \frac{\sigma^2}{n d \sigma_w^2} s \sigma_w^2 \mathbb{E}_x(\|x\|_2^2)
\]

\[
\leq b_4 \frac{s}{n d} \sigma_0^2 \mathbb{Tr}(\Sigma)
\]

\[
\leq b_5 \frac{s}{n d} \sigma_0^2.
\]

Letting \( c = \max\{b_1, \ldots\} \) yields the final result. \( \square \)

**Lemma 2.** Let \( \Sigma_\xi \) and \( \mathbf{Z}_\xi \) be defined as in Eq. (2) and Eq. (3) respectively, then we have with probability greater than \( 1 - 2e^{-s/c} - 2e^{-d/c} \),

\[
\left\| \frac{1}{n} \mathbf{Z}_\xi^T \mathbf{Z}_\xi - \mathbf{W} \Sigma_\xi \mathbf{W} \right\|_2 = O \left( \sqrt{\frac{d}{n}} \sigma_w^2 \right).
\]

**Proof.** We first notice that

\[
\frac{1}{n} \mathbf{Z}_\xi^T \mathbf{Z}_\xi - \mathbf{W} \Sigma_\xi \mathbf{W} = \frac{1}{n} \sum_{i=1}^{n} \mathbf{z}_{x_i + \xi_i} \mathbf{z}_{x_i + \xi_i}^T - \mathbf{W} \Sigma_\xi \mathbf{W}
\]

\[
= \frac{1}{n} \sum_{i=1}^{n} \mathbf{z}_{x_i + \xi_i} \mathbf{z}_{x_i + \xi_i}^T - \frac{1}{n} \sum_{i=1}^{n} \mathbf{W}(x_i + \xi_i)(x_i + \xi_i)^T \mathbf{W}^T
\]

\[+ \frac{1}{n} \sum_{i=1}^{n} \mathbf{W}(x_i + \xi_i)(x_i + \xi_i)^T \mathbf{W}^T - \mathbf{W} \Sigma_\xi \mathbf{W}. \quad (8)
\]

For Eq. (8), we can further write as

\[
\frac{1}{n} \sum_{i=1}^{n} \mathbf{z}_{x_i + \xi_i} \mathbf{z}_{x_i + \xi_i}^T - \frac{1}{n} \sum_{i=1}^{n} \mathbf{W}(x_i + \xi_i)(x_i + \xi_i)^T \mathbf{W}^T
\]

\[
= \frac{1}{n} \sum_{i=1}^{n} \mathbf{z}_{x_i + \xi_i} \mathbf{z}_{x_i + \xi_i}^T - \frac{1}{n} \sum_{i=1}^{n} \mathbf{z}_{x_i + \xi_i}(\mathbf{W}(x_i + \xi_i))^T
\]

\[+ \frac{1}{n} \sum_{i=1}^{n} \mathbf{z}_{x_i + \xi_i}(\mathbf{W}(x_i + \xi_i))^T - \frac{1}{n} \sum_{i=1}^{n} \mathbf{W}(x_i + \xi_i)(x_i + \xi_i)^T \mathbf{W}^T
\]

\[= \frac{1}{n} \sum_{i=1}^{n} \mathbf{z}_{x_i + \xi_i} (\mathbf{z}_{x_i + \xi_i} - \mathbf{W}(x_i + \xi_i))^T + \frac{1}{n} \sum_{i=1}^{n} (\mathbf{z}_{x_i + \xi_i} - \mathbf{W}(x_i + \xi_i)) (\mathbf{W}(x_i + \xi_i))^T
\]

\[= \frac{1}{n} \sum_{i=1}^{n} \mathbf{z}_{x_i + \xi_i} \mathbf{z}_{x_i + \xi_i}^T + \frac{1}{n} \sum_{i=1}^{n} \mathbf{z}_{x_i + \xi_i} (\mathbf{W}(x_i + \xi_i))^T.
\]

Note for the last step, we used the fact that \( \sigma(x) - x = \sigma(-x) \) and \( \mathbf{z}_{x_i + \xi_i} = \sigma(\mathbf{W}(x_i + \epsilon_i)). \) In addition, for a Gaussian random matrix \( \mathbf{W} \) with mean 0, \( -\mathbf{W} \) and \( \mathbf{W} \) have exactly the same distribution.
Hence, we can upper bound the norm of Eq. (8) with

\[
\left\| \frac{1}{n} \sum_{i=1}^{n} z_{x_i + \xi_i} z_{x_i + \xi_i}^T + \frac{1}{n} \sum_{i=1}^{n} z_{x_i + \xi_i} (W(x_i + \xi_i))^T \right\|_2 \\
\leq \left\| \frac{1}{n} \sum_{i=1}^{n} z_{x_i + \xi_i} z_{x_i + \xi_i}^T \right\|_2 + \left\| \frac{1}{n} \sum_{i=1}^{n} z_{x_i + \xi_i} (W(x_i + \xi_i))^T \right\|_2 \\
= \left\| \frac{1}{n} \sum_{i=1}^{n} D_{x_i + \xi_i} W(x_i + \xi_i)(x_i + \xi_i)^T W^T D_{x_i + \xi_i} \right\|_2 \\
+ \left\| \frac{1}{n} \sum_{i=1}^{n} W(x_i + \xi_i)(x_i + \xi_i)^T W^T \right\|_2 \\
\leq 2 \left\| \frac{1}{n} \sum_{i=1}^{n} W(x_i + \xi_i)(x_i + \xi_i)^T W^T \right\|_2 \\
= \frac{2}{n} \left\| W \Sigma_{\xi}^{1/2} U^T U \Sigma_{\xi}^{1/2} W^T \right\|_2 \\
\leq 2 \frac{d}{n} \| W \Sigma_{\xi} W^T \|_2 \\
\leq 2 \frac{d}{n} d \sigma_w^2.
\]

Note that for the second last step, we apply Lemma 10 to $U^T U$ with $U = [u_1, \ldots, u_n]^T$, where each $u_i$ is a subgaussian random vector defined in Eq. (2). For the last step we apply Lemma 10 to $W \Sigma_{\xi} W^T = \sum_{i=1}^{d} (\lambda_i + \sigma_{\xi}^2) W_i W_i^T$.

We now study Eq. (9),

\[
\frac{1}{n} \sum_{i=1}^{n} W(x_i + \xi_i)(x_i + \xi_i)^T W^T - W \Sigma_{\xi} W = \frac{1}{n} \sum_{i=1}^{n} W \Sigma_{\xi}^{1/2} u_i u_i^T \Sigma_{\xi}^{1/2} W^T - W \Sigma_{\xi} W = W \Sigma_{\xi}^{1/2} \left( \frac{1}{n} U^T U - I_d \right) \Sigma_{\xi}^{1/2} W^T.
\]

Let $v \in \mathbb{R}^d$ be a unit vector. We then have

\[
v^T \left( \frac{1}{n} U^T U - I_d \right) v = \frac{1}{n} \sum_{i=1}^{n} \left( \sum_{j=1}^{d} v_j u_{i,j} \right)^2 - 1.
\]

For each $i$, $\left( \sum_{j=1}^{d} v_j u_{i,j} \right)^2 - 1$ is a subexponential random variable with 0 mean. We apply Lemma 7 to obtain with probability greater than $1 - 2e^{-t}$,

\[
\frac{1}{n} \sum_{i=1}^{n} \left( \sum_{j=1}^{d} v_j u_{i,j} \right)^2 - 1 \leq b_1 \left( \frac{t}{n} + \sqrt{\frac{t}{n}} \right).
\]
Similar to the proof of Lemma 10, we use the ε-net argument from Lemma 9 to yield that with probability greater than 1 - 2e^{-d/9},

\[ \left\| \frac{1}{n}U^T U - I_d \right\|_2 \leq b_3 \left( \frac{d}{n} + \sqrt{\frac{d}{n}} \right) \leq b_3 \sqrt{\frac{d}{n}}. \]

Therefore, we have

\[ \left\| \frac{1}{n} \sum_{i=1}^{n} W(x_i + \xi_i)(x_i + \xi_i)^T W - W \Sigma W \right\|_2 \leq \left\| W \Sigma W \right\|_2 \leq b_4 \sqrt{\frac{d}{n} \sigma_w^2}. \]

Note that we used Lemma 10 to upper bound the norm of \( W \Sigma W = \sum_{i=1}^{d} (\lambda_i + \sigma_w^2) W_i W_i^T. \)

Combining Eq. (8) and Eq. (9) together, and letting \( c = \max\{b_1, \ldots \} \) we have with probability greater than 1 - 2e^{-s/c} - 2e^{-d/c},

\[ \left\| \frac{1}{n} Z^T Z - W \Sigma W \right\|_2 = O \left( \sqrt{\frac{d}{n} \sigma_w^2} \right). \]

The following lemma provides the upper and lower bounds on the eigenspectrum of \( W \Sigma W. \) The lemma can be seen as a refined version of Lemma 10 in Section F.

**Lemma 3.** Let \( A = W \Sigma W^T, \) for some universal constant \( c_1, c_2 > 1, \) with probability greater than 1 - 2e^{-d/\eta}, we have

\[ \sigma_w^2 \left( \frac{1}{c_1 \sqrt{\eta}} \sum_{i=1}^{d} \lambda_i \frac{c_2}{\sqrt{\eta}} \lambda_i^2 d \right) \leq \mu_{\text{min}}(A) \leq \mu_1(A) \leq \sigma_w^2 \left( \frac{1}{c_1 \sqrt{\eta}} \sum_{i=1}^{d} \lambda_i^2 \lambda_i^2 d \right). \]

Let \( A_k = \sum_{i>k}^{d} \lambda_i^2 W_i W_i^T, \) for some 1 \( \leq \) k \( \leq \) d with the same probability bound we have

\[ \sigma_w^2 \left( \frac{1}{c_1 \sqrt{\eta}} \sum_{i>k}^{d} \lambda_i \frac{c_2}{\sqrt{\eta}} \lambda_i^2 d \right) \leq \mu_{\text{min}}(A) \leq \mu_1(A) \leq \sigma_w^2 \left( \frac{1}{c_1 \sqrt{\eta}} \sum_{i>k}^{d} \lambda_i^2 \lambda_i^2 d \right). \]

**Proof.** We write \( A = \sum_{i=1}^{d} \lambda_i^2 W_i W_i^T, \) where we recall \( W_i \in \mathbb{R}^s \) is a subgaussian random vector and \( \lambda_i^2 = \lambda_i + \sigma_w^2. \) For any unit vector \( \mathbf{v} \in \mathbb{R}^s, \) we have \( \mathbf{v}^T W_i \) is \( \sigma_w^2 \)-subgaussian random variable. Hence for any \( \mathbf{v}, \) \( \mathbf{v}^T A \mathbf{v} = \sum_{i=1}^{n} \lambda_i^2 (\mathbf{v}^T W_i)^2. \) Applying Lemma 7 for any unit vector \( \mathbf{v}, \) there is a constant \( \eta \geq 1 \) and \( t \) such that with probability at least 1 - 2e^{-t/\eta},

\[ |\mathbf{v}^T A \mathbf{v} - \sigma_w^2 \sum_{i=1}^{d} \lambda_i^2| \leq \sigma_w^2 \max \left( \lambda_i \frac{t}{\eta} \sqrt{\frac{t}{\eta} \sum_{i=1}^{d} \lambda_i^2} \right) \leq \frac{1}{\sqrt{\eta}} \sigma_w^2 \left( \lambda_i^2 t + \sqrt{t \sum_{i=1}^{d} \lambda_i^2} \right). \]

Now since \( A \) has at most \( d \) positive eigenvalues, we let the \( d \) dimensional subspace spanned by \( A \) be \( A^d, \) and let \( N_{\text{st}} \) be the \( \omega \)-net of \( S^{d-1} \) with respect to the Euclidean distance, where \( S^{d-1} \) is the unit sphere in \( A^d. \) We let \( \omega = \frac{1}{4}, \) implying that \(|N_{\text{st}}| \leq 9^d. \) Applying the union bound, for every \( \mathbf{v} \in N_{\text{st}}, \) we have with probability at least 1 - 2e^{-t/\eta}

\[ |\mathbf{v}^T A \mathbf{v} - \sum_{i=1}^{d} \lambda_i| \leq \frac{1}{\sqrt{\eta}} \sigma_w^2 \left( \lambda_i^2 (t + d \log 9) + \sqrt{(t + d \log 9) \sum_{i=1}^{d} \lambda_i^2} \right). \]
Applying the $\epsilon$-net argument, since $\omega = \frac{1}{4}$, for any $v \in S^{d-1}$, we have

$$\left| v^T A v - \sum_{i=1}^{d} \lambda_i \right| \leq \frac{b_1}{\sqrt{\eta}} \sigma_w^2 \left( \lambda_1^\xi (t + d \log 9) + \sqrt{(t + d \log 9) \sum_{i=1}^{d} (\lambda_i^\xi)^2} \right) := \Lambda.$$ 

Thus, with probability $1 - 2e^{-t/n}$, we have

$$\left\| A - \sum_{i=1}^{d} \lambda_i I_d \right\|_2 \leq \Lambda.$$ 

We now further simplify $\Lambda$. Note that when $t \leq d$, $(t + n \log 9) \leq b_2 d$. Hence,

$$\Lambda \leq \frac{b_1}{\sqrt{\eta}} \sigma_w^2 \left( b_2 \lambda_1^\xi d + \sqrt{b_2 d \sum_{i=1}^{d} (\lambda_i^\xi)^2} \right),$$

$$\leq \frac{b_1}{\sqrt{\eta}} \sigma_w^2 \left( b_2 \lambda_1^\xi d + \frac{b_2 b_3 d \lambda_1^\xi}{2} \sum_{i=1}^{d} \lambda_i^\xi \right),$$

$$\leq \frac{b_1}{\sqrt{\eta}} \sigma_w^2 \left( b_2 \lambda_1^\xi d + \frac{b_2 b_3 d \lambda_1^\xi}{2} \frac{1}{2} + \frac{1}{2b_3} \sum_{i=1}^{d} \lambda_i^\xi \right) \quad \text{(we use } \sqrt{xy} \leq \frac{x+y}{2}),$$

$$= \frac{1}{\sqrt{\eta}} \sigma_w^2 (b_2 \lambda_1^\xi d + \frac{1}{b_2} \sum_{i=1}^{n} \lambda_i^\xi).$$

Therefore, with probability $1 - 2e^{-d/\eta}$, we have:

$$\sigma_w^2 \left( 1 - \frac{1}{b_3 \sqrt{\eta}} \sum_{i=1}^{d} \lambda_i^\xi \right) \leq \mu_{\min}(A) \leq \mu_1(A) \leq \sigma_w^2 \left( 1 + \frac{1}{b_5 \sqrt{\eta}} \sum_{i=1}^{d} \lambda_i^\xi \right).$$

Using the same proof for $A_k$, we obtain the bound for $\mu_{\min}(A_k)$ and $\mu_1(A_k)$. \qed

C.1 Proof of Theorem 2

Theorem 2. Given Assumptions 1–4 and assuming $s > n > d$, let $\tilde{\beta}$ be the MNLS estimator defined in Eq. (11), for some universal constant $c > 1$. With probability greater than $1 - 5e^{-d/c} - 2e^{-s/c}$, we have

$$V_R \geq \frac{1}{c} \sigma_0^2 \text{Tr} \left( \Sigma \right) \frac{s}{nd}. \quad (6)$$

Proof. First, recall that we showed the variance can be written as:

$$V_R = \frac{\sigma_0^2}{n} \mathbb{E}_x \left( \text{Tr} \left[ z_x^T \left( \frac{1}{n} Z_x Z_x^T \right) \right] \right).$$

By Lemma 2, with probability greater than $1 - 2e^{-s/b_1} - 2e^{-d/b_2}$,

$$\left\| \frac{1}{n} Z_x^T Z_x - W \Sigma \xi W \right\|_2 = O \left( \sqrt{\frac{d}{n}} d \sigma_w^2 \right).$$
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By Lemma 3 with probability greater than \(1 - e^{-d/\eta}\),
\[
\mu_1 (W \Sigma \xi W) \leq (1 + \frac{1}{b_3 \sqrt{\eta}}) \sigma^2_w \sum_{i=1}^{d} \lambda_i^\xi + \frac{b_4}{\sqrt{c_2}} \sigma_w^2 \lambda_i^\xi d \leq b_5 d \sigma_w^2.
\]

Therefore, it is easy to see that with probability greater than \(1 - 2e^{-s/b_1} - 3e^{-d/b_2}\), we have
\[
\mu_1 \left( \frac{1}{n} Z^T \xi Z^\xi \right) \leq b_5 d \sigma_w^2.
\]

Hence, we have
\[
V_R = \frac{\sigma^2_0}{n} \mathbb{E}_x \left( \text{Tr} \left[ z^T_x \left( \frac{1}{n} Z^T \xi Z^\xi \right) z_x \right] \right)
\geq \frac{\sigma^2_0}{n} b_5 d \sigma_w^2 \mathbb{E}_x \left( \text{Tr} \left[ z^T_x z_x \right] \right)
\geq b_6 \sigma^2_0 \text{Tr} (\Sigma) \frac{s}{n d}.
\]

The final result follows by letting \(c = \max \{b_1, \ldots\}\).

\(\square\)

### D Proof of Theorem 3

**Theorem 3.** Given Assumptions 1–4 and assuming \(s > n > d\), for any \(\delta \in (0, 1)\) and a universal constant \(c > 1\), with probability greater than \(1 - \delta - 4e^{-d/c} - 2e^{-s/c}\), we have
\[
B_R \leq c \left\{ \frac{1}{n} \log \frac{s}{\delta} + \frac{d^2 \sigma^2_\xi}{n} \right\}.
\]

**Proof.** Recall from Lemma 3 we have \(B_R = \mathbb{E}_x \| z_x^T \Pi_\xi \beta_\star \|^2\), where \(\Pi_\xi = (Z^T_\xi Z^\xi)^\dagger Z^T_\xi Z^\xi - I_s\).

This can be further written as:
\[
B_R = \mathbb{E}_x \left( \beta_\star^T \Pi_\xi z_x z^T_x \Pi_\xi \beta_\star \right),
\]
\[
= \mathbb{E}_x \left\{ \beta_\star^T \Pi_\xi \left( z_x z^T_x - \frac{1}{n} Z^T_\xi Z^\xi \right) \Pi_\xi \beta_\star \right\},
\]
\[
= \beta_\star^T \Pi_\xi \left\{ \mathbb{E}_x \left( z_x z^T_x \right) - \frac{1}{n} \sum_{i=1}^{n} z_{x_i+\xi_i} z_{x_i+\xi_i}^T \right\} \Pi_\xi \beta_\star,
\]

where in the second step, we used the fact that
\[
Z^T_\xi Z^\xi \Pi_\xi = Z^T_\xi Z^\xi (I - (Z^T_\xi Z^\xi)^\dagger Z^T_\xi Z^\xi) = 0.
\]

Hence, to be able to find the behavior of \(B_R\), we need to study \(\mathbb{E}_x \left( z_x z^T_x \right) - \frac{1}{n} \sum_{i=1}^{n} z_{x_i+\xi_i} z_{x_i+\xi_i}^T\).

\footnote{Note the \(B_R\) now contains \(\Pi_\xi\) because our sample covaraites are corrupted with noise \(\xi\).}
We first notice that

\[
\mathbb{E}_x (z_x z_x^T) - \frac{1}{n} \sum_{i=1}^{n} z_{x_i} \xi_i z_{x_i}^T \xi_i \\
= \mathbb{E}_x (z_x z_x^T) - \frac{1}{n} \sum_{i=1}^{n} z_{x_i} z_{x_i}^T \\
+ \frac{1}{n} \sum_{i=1}^{n} z_{x_i} z_{x_i}^T - \frac{1}{n} \sum_{i=1}^{n} z_{x_i}^T z_{x_i}^T z_{x_i} \\
+ \frac{1}{n} \sum_{i=1}^{n} z_{x_i + \xi_i} z_{x_i + \xi_i}^T - \frac{1}{n} \sum_{i=1}^{n} z_{x_i + \xi_i}^T z_{x_i + \xi_i}^T \\
= \mathbb{E}_x (z_x z_x^T) - \frac{1}{n} \sum_{i=1}^{n} z_{x_i}^T z_{x_i} \\
+ \frac{1}{n} \sum_{i=1}^{n} z_{x_i + \xi_i} z_{x_i + \xi_i}^T - \frac{1}{n} \sum_{i=1}^{n} z_{x_i + \xi_i}^T z_{x_i + \xi_i}^T \\
+ \frac{1}{n} \sum_{i=1}^{n} z_{x_i + \xi_i} z_{x_i + \xi_i}^T - \frac{1}{n} \sum_{i=1}^{n} z_{x_i + \xi_i}^T z_{x_i + \xi_i}^T + \frac{1}{n} \sum_{i=1}^{n} \xi_i z_{x_i + \xi_i}^T + \frac{1}{n} \sum_{i=1}^{n} \xi_i z_{x_i + \xi_i}^T.
\]

(11)

For Eq. (11), we apply Lemma 4 to obtain that with probability greater than \(1 - \delta - 2e^{-s/b_1}\), we have

\[
\left\| \mathbb{E}_x (z_x z_x^T) - \frac{1}{n} \sum_{i=1}^{n} z_{x_i} z_{x_i}^T \right\| \leq b_2 \sqrt{\frac{1}{n} \log \frac{s}{\delta}}.
\]

For Eq. (12), we have

\[
\frac{1}{n} \sum_{i=1}^{n} z_{x_i} z_{x_i}^T - \frac{1}{n} \sum_{i=1}^{n} z_{x_i + \xi_i} z_{x_i + \xi_i}^T \\
= \frac{1}{n} \sum_{i=1}^{n} (z_{x_i} - z_{x_i + \xi_i}) z_{x_i + \xi_i}^T \\
= \frac{1}{n} \Delta Z \Sigma.
\]

Applying Lemma 5, we have with probability greater than \(1 - 2e^{-d/b_3}\),

\[
\left\| \frac{1}{n} \Delta Z \Sigma \right\| \leq b_4 \frac{d^2 \sigma^2}{n}.
\]

Eq. (13) can be written as \(\frac{1}{n} \Delta Z Z_\xi\). We notice that \(Z_\xi = \sigma(W(x_i + \epsilon_i))\), which is similar to \(Z = \sigma(W x_i)\), since \(x_i + \epsilon_i\) is also a subgaussian random variable by our assumption. Therefore, we apply Lemma 5 similarly and obtain with probability greater than \(1 - 2e^{-d/b_5}\),

\[
\left\| \frac{1}{n} \Delta Z \Sigma Z_\xi \right\| \leq b_6 \frac{d^2 \sigma^2}{n}.
\]

Combining the results together and letting \(c = \max\{b_1, \ldots\}\), we have with probability greater than \(1 - \delta - 2e^{-s/c} - 4e^{-d/c}\),

\[
B_R \leq c \left\{ \sqrt{\frac{1}{n} \log \frac{s}{\delta}} + \frac{d^2 \sigma^2}{n} \right\}.
\]
Lemma 4. With probability greater than $1 - \delta - 2e^{-s/c}$, we have

$$\| E_x (z_x z_x^T) - \frac{1}{n} \sum_{i=1}^{n} z_{x_i} z_{x_i}^T \| \leq c \sqrt{\frac{1}{n} \log \frac{s}{\delta}},$$

where $\delta \in (0, 1)$ and $c$ are some universal constants.

Proof. We adopt the matrix concentration inequality in Section [G]. Define $R_i = z_{x_i} z_{x_i}^T$ and $R = E_x (z_x z_x^T)$ and recall

$$z_{x_i} = [(x_i^T w_1) \mathbb{1}_{\{x_i^T w_1 > 0\}}, \ldots, (x_i^T w_s) \mathbb{1}_{\{x_i^T w_s > 0\}}]^T = D_{x_i} W x_i.$$

Clearly, we have $E_x (R_i) = R$. In addition,

$$\| R_i \|_2 = \| z_{x_i} z_{x_i}^T \|_2 = z_{x_i}^T z_{x_i}.$$

By Lemma [13] each entry of $z_{x_i}$ is i.i.d subgaussian with mean $b_1 \sigma_w \| x_i \|$ and variance $b_2 \sigma_w^2 \| x_i \|^2_2$. By Lemma [8] we have with probability greater than $1 - 2e^{-s/b_3}$,

$$\| R_i \|_2 \leq b_4 s \sigma_w^2 \| x_i \|^2 = b_4 u_i^T \Sigma u_i,$$

where we used the assumption that $x_i = \Sigma u_i$. Since $u_i$ is a subgaussian random vector with i.i.d entries, then applying Lemma 36 in [Page and Grünewälder 2019], we have with probability greater than $1 - 2e^{-t}$,

$$\| R_i \|_2 \leq b_4 4t \text{Tr}(\Sigma) \leq b_5 t. \quad (14)$$

$R_i$ is symmetric, so $R_i^T R_i = R_i R_i^T$ and

$$R_i^T R_i = D_{x_i} W x_i x_i^T W^T D_{x_i} D_{x_i} W x_i x_i^T W^T D_{x_i} \leq D_{x_i} W x_i x_i^T W^T W x_i x_i^T W^T D_{x_i} = \| W x_i \|_2 D_{x_i} W x_i x_i^T W^T D_{x_i} \leq b_6 s \sigma_w^2 W x_i x_i^T W^T,$$

where for the last inequality, we used the fact that $W x_i$ is a Gaussian random vector with i.i.d entries and Lemma [8]. We also used that $W x_i x_i^T W^T$ is positive semidefinite. We now have

$$E_x (R_i R_i^T) \leq b_6 W \Sigma W^T = b_6 \sum_{i=1}^{d} \lambda_i W_i W_i^T.$$

Recall that we have $d < s$. Applying Lemma [10] we have with probability greater than $1 - 2e^{-s/b_7} - 2e^{-d/b_6}$,

$$E_x (R_i R_i^T) \leq b_6 \sigma_w^2 \sum_{i=1}^{d} (\lambda_i + d \lambda_1) I_s \leq b_9 d \sigma_w^2 I_s \leq b_9 I_s.$$

We are now ready to apply Lemma [11]. With probability greater than $1 - 2e^{-t} - 2e^{-s/b_7} - 2e^{-d/b_6}$, we have

$$P \left( \left\| E_x (z_x z_x^T) - \frac{1}{n} \sum_{i=1}^{n} z_{x_i} z_{x_i}^T \right\| \geq \epsilon \right) \leq 4s \exp \left( \frac{-n \epsilon^2}{b_9 + 2b_5 t \epsilon / 3} \right) := \delta.$$
If we let \( t \leq \frac{d}{b_0} \) and \( \sqrt{\frac{b_0}{n} + \frac{2b_0 t}{3n}} \leq \epsilon \leq \frac{1}{2} \), and rearrange the above equation, we have with probability greater than \( 1 - \delta - 2e^{-d/b_0} - 2e^{-s/b_7} - 2e^{-d/b_8} \),

\[
\| \mathbb{E}_x (z_x z_x^T) - \frac{1}{n} \sum_{i=1}^{n} z_x^T x_i \| \leq b_{11} \sqrt{\frac{\log s}{n}}
\]

The final result follows by letting \( c = \max\{b_1, \ldots\} \)

**Lemma 5.** Define \( \Delta Z \in \mathbb{R}^{n \times s} \) and \( \Delta Z_{ij} = z_{x_i,j} - z_{x_i+\xi,i,j} = \sigma(w_j^T x_i) - \sigma(w_j^T (x_i + \xi_i)) \), recall \( Z = [z_{x_1}, \ldots, z_{x_n}]^T \), then we have with probability greater than \( 1 - \delta - 2e^{-d/c} \),

\[
\left\| \frac{1}{n} \Delta Z^T Z \right\| \leq c^2 \frac{\sigma_\xi^2}{n},
\]

where \( c \) is some universal constant.

**Proof.** It is easy to see that

\[
\left\| \frac{1}{n} \Delta Z^T Z \right\| \leq \frac{1}{n} \| \Delta Z \|_2 \| Z \|_2.
\]

For \( \| \Delta Z \|_2 \), we notice that

\[
\| \Delta Z \|_2 \leq \sqrt{\text{Tr}(\Delta Z^T \Delta Z)}
\]

\[
= \sqrt{\sum_{i=1}^{n} \sum_{j=1}^{s} \Delta Z_{ij}^2}
\]

\[
\leq \sqrt{\sum_{i=1}^{n} \sum_{j=1}^{s} (2w_j^T \xi_i)^2}
\]

\[
= 2 \sqrt{\text{Tr}(W \Xi^T \Xi W^T)}.
\]

The first inequality is because the operator norm is no larger than the Frobenius norm. The third inequality is a property of the ReLU function where \( |\sigma(X + Y) - \sigma(X)| \leq 2|Y| \). Finally we use \( \Xi \) to denote the matrix \( [\xi_1, \ldots, \xi_n]^T \).

We can write \( \Xi^T \Xi = \sum_{i=1}^{n} \xi_i \xi_i^T \). Applying Lemma \[10\] and noticing \( d < n \), we have with probability greater than \( 1 - 2e^{-d/b_1} \),

\[
\mu_1(\Xi^T \Xi) \leq b_2 d \sigma_\xi^2.
\]

Hence,

\[
\| \Delta Z \|_2 \leq b_2 \sqrt{d \sigma_\xi^2 \text{Tr}(W W^T)}
\]

\[
= b_2 \sqrt{d \sigma_\xi^2 \sum_{i=1}^{d} \| W_i \|_2^2}.
\]

Note that \( \sum_{i=1}^{d} \| W_i \|_2^2 \) is a weighted sum of \( \sigma_w^2 \)-subexponential random variables with weights all equal to 1 given in block size of \( d \). Hence we apply Lemma \[7\] and obtain that with probability greater than \( 1 - 2e^{-d/b_3} \),

\[
\sum_{i=1}^{d} \| W_i \|_2^2 \leq b_4 d \sigma_w^2 = b_4 d.
\]
Combining the results together, we have with probability greater than $1 - 4e^{-d/b_9}$,

$$\|\Delta Z\|_2 \leq b_6 d \sigma_\xi.$$  

Similarly,

$$\|Z\|_2 \leq \sqrt{\text{Tr}(Z^T Z)} \leq \sqrt{\sum_{i=1}^n \sum_{j=1}^s (\sigma(w_j^T x_i))^2} \leq \sqrt{\sum_{i=1}^n \sum_{j=1}^s (w_j^T x_i)^2} \leq \sqrt{\text{Tr}(WX^T W^T)} = \sqrt{\text{Tr}(W \Sigma^{1/2} U^T \Sigma^{1/2} W^T)}.$$  

where we have defined $U = [u_1, \ldots, u_n]^T \in \mathbb{R}^{n \times d}$. Similar to the study of $\Xi^T \Xi$, we apply Lemma 10 to $U^T U$ so that with probability greater than $1 - 2e^{-d/b_7}$, we have

$$\mu_1(U^T U) \leq b_8 d.$$  

We write $W \Sigma W^T = \sum_{i=1}^d \lambda_i W_i W_i$, then $\text{Tr}(W \Sigma W^T) = \sum_{i=1}^d \|W_i\|_2^2$. $\sum_{i=1}^d \|W_i\|_2^2$ is the weighted sum of $\sigma_w^2$-subexponential random variable with weights given by $\lambda_i$ in block size of $d$. Hence applying Lemma 7, we have with probability greater than $1 - 2e^{-d/b_9}$,

$$\sum_{i=1}^d \|W_i\|_2^2 \leq b_{10} d \sigma_w^2 \leq b_{10} d.$$  

Combining the results together, we have with probability greater than $1 - 4e^{-d/b_{11}}$,

$$\|Z\|_2 \leq b_{12} d.$$  

Take $c = \max\{b_1, \ldots\}$, we have with probability greater than $1 - 2e^{-d/c}$,

$$\left\| \frac{1}{n} \Delta Z^T Z \right\| \leq c^2 \sigma_\xi \frac{d \sigma_\xi}{n}.$$  

\[ \blacktriangle \]

E  Concentration Inequality for Subgaussian and Subexponential Random Variables

The next lemma, known as the General Hoeffding’s inequality, is from Theorem 2.6.2 & 2.6.3 in Vershynin (2018) with some light modifications.

**Lemma 6.** Let $x_1, \ldots, x_n$ be independent, zero mean, $\sigma_{x_i}^2$-subgaussian random variables, and let $c, c' > 0$ be constants. Then, for every $t \geq 0$, we have

$$\mathbb{P} \left\{ \left| \sum_{i=1}^n x_i \right| \geq t \right\} \leq 2 \exp \left( -\frac{ct^2}{\sum_{i=1}^n \sigma_{x_i}^2} \right).$$  
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Equivalently, with probability greater than $1 - 2e^{-t}$, we have
\[
\left| \sum_{i=1}^{n} x_i \right| \leq c \sqrt{t \sum_{i=1}^{n} \sigma_{x_i}^2}.
\]

In addition, if $a = [a_1, \ldots, a_n]^T \in \mathbb{R}^n$, and letting $\sigma_a^2 = \max_{i \in [n]} \{ \sigma_{x_i}^2 \}$, then for every $t > 0$, we have,
\[
\mathbb{P} \left\{ \left| \sum_{i=1}^{n} a_i x_i \right| \geq t \right\} \leq 2 \exp \left( -\frac{ct^2}{\sigma_a^2 \|a\|_2^2} \right).
\]

Equivalently, with probability greater than $1 - 2e^{-t}$, we have
\[
\left| \sum_{i=1}^{n} a_i x_i \right| \leq c \sigma_a \max \left( t, \sqrt{t \sum_{i=1}^{n} \lambda_i^2} \right).
\]

Below is the concentration result for subexponential random variable from Corollary S.6 in Bartlett et al. (2020).

**Lemma 7.** Let $\{\lambda_i\}_{i=1}^{\infty}$ be a sequence of non-increasing and non-negative numbers such that $\sum_{i=1}^{\infty} \lambda_i < \infty$. In addition, suppose we have a sequence of i.i.d centered, $\sigma$-subexponential random variables $\{\xi_i\}_{i=1}^{\infty}$. Then there is a universal constant $a$ such that for probability greater than $1 - 2e^{-t}$, $t > 0$,
\[
\left| \sum_{i=1}^{n} \lambda_i \xi_i \right| \leq a \sigma \max \left( \lambda_1 t, \sqrt{t \sum_{i=1}^{n} \lambda_i^2} \right).
\]

The following lemma gives the lower and upper bounds for the norm of a subgaussian random vector.

**Lemma 8.** Let $u \in \mathbb{R}^n$ be a random vector with each coordinate being an i.i.d. mean $\mu$, variance $\sigma^2$, subgaussian random variable. Then with probability greater than $1 - 2e^{-t}$, for a universal constant $a_1$,
\[
n \left( \mu^2 + \sigma^2 \right) - a_1 \sigma^2 \left( t + \sqrt{nt} \right) \leq \|u\|^2 \leq n \left( \mu^2 + \sigma^2 \right) + a_1 \sigma^2 \left( t + \sqrt{nt} \right).
\]

In particular, if $t < \frac{n}{a_2}$ for some sufficiently large constant $a_2$ and a universal constant $a_3$, we have
\[
\frac{1}{a_3} n (\mu^2 + \sigma^2) \leq \|u\|^2 \leq a_3 n (\mu^2 + \sigma^2).
\]

**Proof.** Notice that $\|u\|^2 = \sum_{i=1}^{n} u_i^2$. Let $\xi_i = u_i^2 - (\mu^2 + \sigma^2)$, then we can see that $\xi_i$ is $\sigma^2$-subexponential with mean 0. Applying Lemma 7, we have with probability greater than $1 - 2e^{-t}$,
\[
\left| \sum_{i=1}^{n} \xi_i \right| \leq b_1 \sigma^2 \max \left( t, \sqrt{tn} \right).
\]

This implies that
\[
\left| \sum_{i=1}^{n} u_i^2 - n (\mu^2 + \sigma^2) \right| \leq b_1 \sigma^2 (t + \sqrt{nt}),
\]
Further, there is a universal constant $a$, which further implies the first argument. For the second one, we let $t \leq \frac{n}{b_2}$, rearranging the terms to obtain
\[
n(\mu^2 + \sigma^2) - b_1 n \sigma^2 \left( \frac{1}{b_2} + \sqrt{1/b_2} \right) \leq \sum_{i=1}^{n} u_i^2 \leq n(\mu^2 + \sigma^2) + b_1 n \sigma^2 \left( \frac{1}{b_2} + \sqrt{1/b_2} \right).
\]
The second argument follows easily from the above equation. Note that for the lower bound, we require choosing sufficiently large $b_2$ such that $b_1/\sqrt{b_2} < 1$ to ensure that the lower bound is positive.

Lemma 9 is from Bartlett et al. (2020, Lemma S.8).

Lemma 9. (\(\epsilon\)-net argument) Let $A \in \mathbb{R}^{n \times n}$ be a symmetric matrix, and $N_\epsilon$ be an $\epsilon$-net on the unit sphere $S^{n-1}$ with $\epsilon < \frac{1}{2}$. Then we have
\[
\|A\| \leq (1 - \epsilon)^{-2} \max_{a \in N_\epsilon} |a^T A a|.
\]

F Concentration Inequality for a Subgaussian Matrix

The following lemma provides the upper and lower bounds for the eigenspectrum of a subgaussian random matrix. The proof of this lemma closely follows Bartlett et al. (2020).

Lemma 10. Let $A = \sum_{i=1}^{n} \lambda_i w_i w_i^T$, where $w_i \in \mathbb{R}^s$ is a random vector with each entry being i.i.d., mean 0, variance 1 and $\sigma_w^2$-subgaussian random variable. Then if we let $N = \min\{s, n\}$, there is a universal constant $a_1$ such that with probability at least $1 - 2e^{-t}$, we have
\[
\sum_{i=1}^{N} \lambda_i - \Lambda \leq \mu_N(A) \leq \mu_1(A) \leq \sum_{i=1}^{N} \lambda_i + \Lambda,
\]
where
\[
\Lambda = a_1 \left( \lambda_1 (t + N \log 9) + \sqrt{(t + N \log 9) \sum_{i=1}^{N} \lambda_i^2} \right).
\]
Further, there is a universal constant $a_2$ such that with probability at least $1 - 2e^{-N/a_2}$,
\[
\frac{1}{a_2} \sum_{i=1}^{N} \lambda_i - a_2 \lambda_1 N \leq \mu_N(A) \leq \mu_1(A) \leq \frac{1}{a_2} \sum_{i=1}^{N} \lambda_i + a_2 \lambda_1 N.
\]
In addition, with the same probability bound, we have
\[
\frac{1}{a_2} \sum_{i>k}^{N} \lambda_i - a_2 \lambda_{k+1} N \leq \mu_N(A_k) \leq \mu_1(A_k) \leq \frac{1}{a_2} \sum_{i>k}^{N} \lambda_i + a_2 \lambda_{k+1} N.
\]

Proof. We first assume $s > n$, i.e., $N = n$. For any unit vector $v \in \mathbb{R}^s$, we have $v^T w_i$ is $\sigma_w^2$-subgaussian, implying that $v^T u_i w_i^T v - 1 = (v^T w_i)^2 - 1$ is centered and $\sigma_w^2$ subexponential. By Lemma 7, for any unit vector $v$, there is a universal constant $b_1$, such that with probability at least $1 - 2e^{-t}$,
\[
|v^T A v - \sum_{i=1}^{n} \lambda_i| \leq b_1 \left( \lambda_1 t + \sqrt{t \sum_{i=1}^{n} \lambda_i^2} \right).
\]
Since $A$ has at most $n$ non-negative eigenvalues, we let the $n$ dimensional subspace spanned by $A$ be $A^n$, and let $\mathcal{N}_\omega$ be the $\omega$-net of $S^{n-1}$ with respect to the Euclidean distance, where $S^{n-1}$ is the unit sphere in $A^n$. We let $\omega = \frac{1}{4}$, implying that $|\mathcal{N}_\omega| \leq 9^n$. Applying the union bound, for every $v \in \mathcal{N}_\epsilon$, we have with probability at least $1 - 2e^{-t},$

$$|v^T A v - \sum_{i=1}^{n} \lambda_i| \leq b_1 \left( \lambda_1 (t + n \log 9) + \sqrt{(t + n \log 9) \sum_{i=1}^{n} \lambda_i^2} \right).$$

Applying the $\epsilon$-net argument (Lemma 9), and since $\omega = \frac{1}{4}$, then for any $v \in S^{n-1}$,

$$|v^T A v - \sum_{i=1}^{n} \lambda_i| \leq b_2 \left( \lambda_1 (t + n \log 9) + \sqrt{(t + n \log 9) \sum_{i=1}^{n} \lambda_i^2} \right) := \Lambda.$$

Thus, with probability $1 - 2e^{-t},$

$$\|A - \sum_{i=1}^{n} \lambda_i I_n\| \leq \Lambda.$$

We now further simplify $\Lambda$. Note that when $t \leq \frac{n}{b_4}$, $(t + n \log 9) \leq b_4 n$. Hence,

$$\Lambda \leq b_5 \lambda_1 n + \sqrt{b_6 n \lambda_1 \sum_{i=1}^{n} \lambda_i}$$

$$\leq b_5 \lambda_1 n + \frac{1}{2} b_7 \lambda_1 n + \frac{1}{2b_7} \sum_{i=1}^{n} \lambda_i.$$

Combining this with Eq.(15) yields Eq.(16). Using the same proof with $A_k$ replacing $A$, we obtain Eq.(17). The case for $s < n$ follows the same procedure, hence we omit its proof here. □

G Matrix Bernstein Inequality

The following matrix Bernstein inequality is a result from Lemma 27 in [Avron et al. (2017)], which is a restatement of Corollary 7.3.3 in [Tropp (2015)] with some fix in the typos.

**Lemma 11.** ([Tropp 2015, Corollary 7.3.3, Bernstein Inequality]) Let $R$ be a fixed $d_1 \times d_2$ matrix over the set of complex/real numbers. Suppose that $\{R_1, \cdots, R_n\}$ are i.i.d samples of $d_1 \times d_2$ matrices such that

$$\mathbb{E}[R_i] = R \quad and \quad \|R_i\|_2 \leq L,$$

where $L > 0$ is a constant independent of the sample. Furthermore, let $M_1, M_2$ be semidefinite upper bounds for the matrix-valued variances

$$\mathbb{E}[R_i R_i^T] \preceq M_1$$

$$\mathbb{E}[R_i^T R_i] \preceq M_2.$$

Let $m = \max(\|M_1\|_2, \|M_2\|_2)$ and $d = \frac{\text{tr}(M_1) + \text{tr}(M_2)}{m}$. Then, for $\epsilon \geq \sqrt{m/n + 2L/3}n$, we can bound

$$\bar{R}_n = \frac{1}{n} \sum_{i=1}^{n} R_i$$
around its mean using the concentration inequality

\[ P(\|\bar{R}_n - R\|_2 \geq \epsilon) \leq 4d \exp \left( \frac{-n\epsilon^2/2}{m + 2L\epsilon/3} \right). \]

H A Statistical Property of the ReLU Activation Function

**Lemma 12.** Let \( w \sim \mathcal{N}(0, \sigma^2) \), and define the random variable \( x = w\mathbb{1}_{\{w > 0\}} \), where \( \mathbb{1}_A \) is the indicator function for event \( A \). Then \( x \) has the following cumulative distribution function:

\[
F(x \leq x) = \begin{cases} 
0, & x < 0; \\
1/2, & x = 0; \\
1/2 + \int_0^x \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{t^2}{2\sigma^2}} dt & x > 0.
\end{cases}
\]

Furthermore, \( x \) has mean and variance as:

\[
\mathbb{E}(x) = \frac{\sigma}{\sqrt{2\pi}}, \quad \text{Var}(x) = \frac{\sigma^2}{2} (1 - \frac{1}{\pi}).
\]

Moreover, \( x \) is \( \sigma^2 \)-subgaussian in the sense that:

\[ P(|x| \geq t) \leq 2 \exp \left( -\frac{t^2}{2\sigma^2} \right). \]

**Proof.** We first investigate the CDF of \( x \). It is easy to see that \( x \) is non-negative. In addition, \( x = 0 \) if and only if \( w \leq 0 \), hence \( x = 0 \) with probability \( 1/2 \). Finally, if \( x > 0 \), then we have

\[
P(x \leq x) = P(w \leq 0) + P(0 < w \leq x),
\]

\[
= \frac{1}{2} + \int_0^x \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{t^2}{2\sigma^2}} dt.
\]

We now compute its mean using the CDF.

\[
\mathbb{E}(x) = \frac{1}{2} \times 0 + \int_0^\infty \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{t^2}{2\sigma^2}} dt,
\]

\[
= \int_0^\infty \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{t^2}{2\sigma^2}} dt,
\]

\[
= \frac{\sigma}{\sqrt{2\pi}} \int_0^\infty e^{-\frac{t^2}{2\sigma^2}} dt \left( \frac{t^2}{2\sigma^2} \right),
\]

\[
= \frac{\sigma}{\sqrt{2\pi}}.
\]

Similarly, we have

\[
\mathbb{E}(x^2) = \frac{1}{2} \times 0 + \int_0^\infty t^2 \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{t^2}{2\sigma^2}} dt,
\]

\[
= \int_0^\infty t^2 \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{t^2}{2\sigma^2}} dt,
\]

\[
= \frac{1}{2} \int_{-\infty}^\infty t^2 \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{t^2}{2\sigma^2}} dt,
\]

\[
= \frac{1}{2} \mathbb{E}(w^2) = \frac{1}{2} \sigma^2.
\]
where for the third equality, we used the symmetry of the integration function. The variance can now easily be derived. We can also upper bound its moment generating function as:

\[
\mathbb{E}(\exp(\lambda x)) = \frac{1}{2} + \int_{0}^{\infty} e^{\lambda t} \frac{1}{\sqrt{2\pi \sigma^2}} e^{-\frac{t^2}{2\sigma^2}} dt, \\
\leq 1 + \int_{-\infty}^{\infty} e^{\lambda t} \frac{1}{\sqrt{2\pi \sigma^2}} e^{-\frac{t^2}{2\sigma^2}} dt, \\
\leq e^{\frac{\sigma^2}{2} \lambda^2} + e^{\frac{\sigma^2}{2} \lambda^2}, \\
= 2e^{\frac{\sigma^2}{2} \lambda^2}.
\]

Finally, we have

\[
P(|x| \geq t) = P(x \geq t) = P(e^{sx} \geq e^{st}), \\
\leq \frac{\mathbb{E}(e^{sx})}{e^{st}} \quad \text{(Markov Inequality)}, \\
\leq 2 \exp \left( \frac{\sigma^2 s^2}{2} - st \right).
\]

If we let \( s = \frac{t}{\sigma} \), then we get that

\[
P(|x| \geq t) \leq 2 \exp \left( -\frac{t^2}{2\sigma^2} \right).
\]

\[\square\]

**Lemma 13.** Let \( W \in \mathbb{R}^{s \times d} \) be a Gaussian random matrix with each entry i.i.d \( \sim \mathcal{N}(0, \sigma_w^2) \). Recall \( z_x = \sigma(Wx) \in \mathbb{R}^s \). Then each entry of \( z_x \) is i.i.d subgaussian with mean \( c_1 \sigma_w \|x\|_2 \) and variance \( c_2 \sigma_w^2 \|x\|_2^2 \) where \( c_1, c_2 \) are some universal constants.

**Proof.** Notice that \( z_{x,j} = \sigma(w_j^T x) \) where \( w_j \) is the \( j \)-th row of \( W \). It is easy to see that \( w_j^T x \sim \mathcal{N}(0, \sigma_w^2 \|x\|_2^2) \). Applying Lemma [12] yields the mean and variance. Independence follows from the fact that each of the rows of \( W \) are independent. \[\square\]