Bjorken flow attractors with transverse dynamics
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In the context of the longitudinally boost-invariant Bjorken flow with transverse expansion, we use three different numerical methods to analyze the emergence of attractor solutions in an ideal gas of massless particles exhibiting constant shear viscosity to entropy density ratio $\eta/s$. The fluid energy density is initialized using a Gaussian profile in the transverse plane, while the ratio $\chi = P_L/P_T$ between the longitudinal and transverse pressures is set at initial time $\tau_0$ to a constant value $\chi_0$ throughout the system employing the Romatschke-Strickland distribution. We introduce the hydrodynamization time $\delta \tau_H = (\tau_H - \tau_0)/\tau_0$ based on the time $\tau_H$ when the standard deviation $\sigma(\chi)$ of a family of solutions with different $\chi_0$ reaches a minimum value at the point of maximum convergence of the solutions. In the $0+1D$ setup, $\delta \tau_H$ exhibits scale invariance, being a function only of $(\eta/s)/\tau_0$. With transverse expansion, we find a similar $\delta \tau_H$ computed with respect to the local initial temperature, $T_0(r)$. We highlight the transition between the regimes where the longitudinal and transverse expansions dominate. We find that the hydrodynamization time required for the attractor solution to be reached increases with the distance from the origin, as expected based on the properties of the $0+1D$ system defined by the local initial conditions. We argue that hydrodynamization is predominantly the effect of the longitudinal expansion, being significantly influenced by the transverse dynamics only for small systems or for large values of $\eta/s$.

I. INTRODUCTION

The Bjorken model for a longitudinally boost-invariant expanding system [1] has proven successful for the description of the fluid phase of the quark-gluon plasma created after the collision of highly-energetic ultrarelativistic heavy ions [2, 3]. In the context of the transversally-homogeneous Bjorken expansion (called the $0+1D$ Bjorken flow), it was shown that the information regarding the nonequilibrium state of the system (i.e., the ratio $\chi = P_L/P_T$ between the longitudinal and transverse pressures) disappears after a finite timescale (called the hydrodynamization timescale [4]). In the early onset of the rapid longitudinal expansion, the momentum distribution of the partons is strongly transversal [5], before the counter balancing of the dissipative impact of collisions takes over to produce the momenta in the longitudinal direction as the Bjorken expansion time increases [6, 7]. In this still early regime, attractor solutions can develop, which were shown to exist for a wide class of fluids (e.g., hard spheres [2] and constant shear viscosity to entropy density $\eta/s$ ratio [4]), by using a variety of off-equilibrium models, such as hydrodynamics [4, 7], conformal [5] and nonconformal [9] kinetic theory, the Fokker-Planck model for gluons [10], $N = 4$ SYM model for strongly-coupled plasmas [11, 12] or the effective kinetic theory (EKT) for weakly coupled QCD [13]. In the context of the Gubser model, which accounts for transverse expansion via the Gubser symmetry group [14], the existence of attractor solutions has been considered in Refs. [13, 16].

As pointed out in Ref. [17], in more realistic systems, the attractor behavior may be observed for quantities which differ from the pressure anisotropy denoted in the present work by $\chi$. In such cases, it is instructive to search for the attractor behavior at the level of the phase space. In this work, we focus on systems exhibiting longitudinal boost invariance which are nearly conformal, where the pressure anisotropy $\chi$ provides a good measure of hydrodynamization.

As discussed in Ref. [9] in the context of the re-summed Baier-Romatschke-Son-Starinets-Stephanov (rBRSSS) theory, the attractor solutions can be identified also in systems with transverse expansion. In Ref. [19], the properties of elliptic flow in Bjorken-like systems with transverse expansion were investigated from the perspective of the early-time attractor of the underlying $0+1D$ Bjorken flow. As pointed out in Ref. [11], hydrodynamization in systems with transverse dynamics may be expected to occur as in the equivalent $0+1D$ setup when the transverse gradients are weaker than the corresponding longitudinal ones. Our present work reasserts this expectation by considering finite-size systems corresponding to $p-p$, $p-A$ (small) or $A-A$ (large) collisions.

In this paper, we take the approach of characterizing
the onset of hydrodynamization on the basis of the loss of memory with respect to the initial pressure anisotropy \( \chi_0 \). For this purpose, we consider a family of systems initialized with various values of \( \chi_0 \) and compute, at each temporal instance \( \tau \) (and each radial distance \( r \) for the systems with transverse expansion), the standard deviation \( \sigma(\chi) \) of the pressure anisotropy, taken with respect to the \( \chi_0 \) ensemble. As the hydrodynamic attractor is approached, the curves corresponding to these systems converge toward each other, causing \( \sigma(\chi) \) to decrease. We consider that hydrodynamization is achieved at the time \( \tau_H \) when \( \sigma(\chi) \) reaches its minimum value \( \sigma_{\text{min}} \) corresponding to the point of maximal convergence. This value is not strictly zero for two reasons, which we investigate in this paper. The first reason concerns the time frame at which the curves corresponding to various values of \( \chi_0 \) intersect each other, which has a small but finite temporal extent. The second reason why \( \sigma(\chi) \) stays finite is that, after \( \sigma(\chi) \) reaches its minimum, the family of solutions overshoots past the convergence point. This overshoot leads for a short time to an increase of \( \sigma(\chi) \), after which \( \sigma(\chi) \) resumes its decreasing trend, confirming the validity of the attractor solution.

For practical applications, one can consider that the system loses the memory regarding its initial state when \( \sigma(\chi) \) drops below a certain threshold value \( \sigma_{\text{th}} \) (or when it reaches the minimum value \( \sigma_{\text{min}} \), if this value is larger than \( \sigma_{\text{th}} \)). The threshold can be regarded as a free-streaming regulator, when \( \sigma_{\text{min}} = 0 \) is reached only asymptotically as \( \tau \to \infty \). We quantify the efficacy of hydrodynamization on the basis of the hydrodynamization timescale \( \delta \tau_H = (\tau_H - \tau_0) / \tau_0 \), where \( \tau_H \) and \( \tau_0 \) are the values of the time coordinate when the hydrodynamization criterion is reached and at initialization, respectively. In Sec. [III] we reveal that in the 0 + 1D setup, \( \delta \tau_H \) is a function only of the combination \( (\eta/s)/(\tau_0 T_0) \).

The paper is structured as follows. In Sec. [II] we review the 0 + 1D Bjorken flow setup. The hydrodynamization process is investigated using three different methods, namely: second order hydrodynamics, Boltzmann approach to multi-parton scattering and the relaxation time approximation of the relativistic Boltzmann equation. In Sec. [III] we introduce the hydrodynamization timescale \( \delta \tau_H \) and discuss its scaling properties in the 0 + 1D setup. In Sec. [IV] we investigate the hydrodynamization in systems with transverse expansion and discuss the consequences of transverse expansion on the hydrodynamization timescale \( \delta \tau_H \). Our conclusions are summarized in Sec. [V]. This paper is supplemented by two Appendices. In Appendix [A] we address the 0 + 1D Bjorken flow for hard-sphere particles within the three frameworks mentioned above. Appendix [B] presents a brief description of the RTA numerical method.

### II. 0 + 1D BJORKEN FLOW

We begin our analysis by revisiting the 0 + 1D Bjorken flow with full transverse plane homogeneity. Here and henceforth, we restrict our analysis to the case of an ultrarelativistic gas of massless particles, for which the energy density \( \epsilon \) and isotropic pressure \( p \) are related via \( \epsilon = 3p \). In order to take advantage of the longitudinal boost-invariance, it is convenient to work with the Bjorken time \( \tau = \sqrt{t^2 - z^2} \) and space-time rapidity \( \eta = \frac{1}{2} \ln \frac{t + z}{t - z} \), giving rise to the line element

$$ds^2 = d\tau^2 - dx^2 - dy^2 - \tau^2 d\eta^2.$$  \( (1) \)

The conservation of the energy-momentum tensor, \( \nabla_{\nu} T^\nu = 0 \), entails

$$3\tau \partial_\tau p + 4p + \pi = 0,$$  \( (2) \)

where \( \pi \) is a measure of the pressure anisotropy which can be related to the longitudinal (\( P_L \)) and transverse (\( P_T \)) pressures via

$$P_L = p + \pi, \quad P_T = p - \frac{\pi}{2}.$$  \( (3) \)

The time evolution of \( \pi \) must be supplied by an equation which is highly dependent on the model employed for the description of the system. In this work, we consider three methods to compute the solution of the above equation, namely the viscous SHArp and Smooth Transport Algorithm (vSHASTA) \([20, 22]\) for relativistic hydrodynamics (hydro), the lattice Boltzmann method \([23, 24]\) for the relativistic Boltzmann equation in the Anderson-Witting relaxation time approximation for the collision term \([26, 27]\) (RTA), and the Boltzmann Approach to Multi-Parton Scattering \([28, 29]\) (BAMPS).

The RTA numerical solver is based on the vielbein formalism, extending the implementation in Ref. \([24]\) to take into account the azimuthally symmetric flow in the transverse plane. The details regarding this extension are presented in Appendix [B]. The BAMPS results shown in this work are generated with an optimized code version, which still works in 3D Cartesian space coordinates, but makes use of the longitudinal boost invariance. Since thus only particles in the transversal plane at midrapidity have to be considered, numerical statistics better than \( 10^5 \) compared to the calculations in \([30]\) is possible.

Since BAMPS is a particle-based solver, it automatically conserves the particle four-flow \( N^\mu \) when only elastic binary collisions are taken into account \([6, 30]\). Therefore, Eq. \((2)\) is supplemented by the condition \( \partial_\mu N^\mu = 0 \), which reduces in the case of the 0 + 1D Bjorken flow to

$$\partial_\tau (n \tau) = 0 \quad \Rightarrow \quad n(\tau) = \frac{n_0 \tau_0}{\tau},$$  \( (4) \)

where \( n \) is the particle number density and \( \tau_0 \) is the initial time. In the theory of second-order hydrodynamics
derived based on the 14-moment approximation in the context of theAnderson-Witting model, \( \pi \) satisfies the following evolution equation [31]:

\[
\frac{\partial \pi}{\partial \tau} = -\frac{\pi}{\tau_R} - \beta_\pi \frac{4}{3\tau} - \lambda \frac{\pi}{\tau},
\]

where for a system consisting of a massless Boltzmann gas, we have \( \beta_\pi = \eta/\tau_R \) and \( \lambda = 38/21 \) [31]. The relaxation time \( \tau_R \) is related to the shear viscosity via [32]

\[
\eta = \frac{4}{5} \tau_R \mu.
\]

The initial pressure anisotropy ratio \( \chi_0 \equiv \mathcal{P}_L(\tau_0)/\mathcal{P}_T(\tau_0) \) is introduced through the initial choice of \( \pi \) via Eqs. [3], as follows:

\[
\pi_0 = -p_0 \frac{1 - \chi_0}{1 + \chi_0/2},
\]

where \( p_0 = \epsilon_0/3 \) is the pressure at initial Bjorken time \( \tau_0 \).

In the RTA and BAMPS approaches, the initial pressure anisotropy is modeled by setting \( f \) to be equal to the Romatschke-Strickland distribution for the ideal gas [33] [34],

\[
f_{RS} = \frac{g e^{\epsilon_0}}{(2\pi)^3} \exp \left[ -\frac{1}{\Lambda_0^2} \sqrt{(k \cdot u)^2 + \xi_0 (k \cdot \hat{z})^2} \right],
\]

where \( k^\mu \) and \( u^\mu \) are the particle momentum and macroscopic velocity four-vectors, while \( \hat{z}^\mu \) is the unit-vector along the rapidity coordinate. With respect to the Bjorken coordinates, \( u^\mu \) and \( \hat{z}^\mu \) have only one nonvanishing component, i.e. \( u^\tau = 1 \) and \( \hat{z}_\tau = \tau^{-1} \). Expressing the momentum vector \( k^\mu \) in terms of \( k, \xi \) and \( \varphi \) defined via

\[
k^\tau = k, \quad \left( \begin{array}{c} k^x \\ k^y \end{array} \right) = k \sqrt{1 - \xi^2} \left( \begin{array}{c} \cos \varphi \\ \sin \varphi \end{array} \right), \quad k^{\xi} = \frac{k \xi}{\tau},
\]

Eq. (8) reduces to

\[
f_{RS} = \frac{g e^{\epsilon_0}}{(2\pi)^3} \exp \left[ -\frac{k}{\Lambda_0} \sqrt{1 + \xi_0 \xi^2} \right].
\]

The degeneracy is set to \( g = 16 \) to account for the gluonic degrees of freedom. The anisotropy parameter \( \xi_0 \) takes the value 0 for an isotropic (Maxwell-Jüttner) distribution and \( \infty \) for an infinitely skewed distribution. The parameters \( \epsilon_0 \) and \( \Lambda_0 \) allow the initial particle number density and pressure to be specified independently via

\[
\epsilon_0 = \frac{\pi^2 n_0}{g \Lambda_0^2} \sqrt{1 + \xi_0},
\]

\[
\Lambda_0 = \frac{2 p_0 / n_0}{\sqrt{1 + \xi_0}} \left( \frac{\arctan \sqrt{\xi_0}}{\sqrt{\xi_0}} + 1 \right)^{-1}.
\]

FIG. 1. Evolution of the pressure anisotropy \( \chi = \mathcal{P}_L/\mathcal{P}_T \) with respect to the Bjorken time \( \tau \). The RTA and hydro results are shown with solid and dashed lines, respectively, while the BAMPS results are shown using empty circles.

In this work, we consider that at initial time, the chemical potential vanishes, such that \( n_0 = g T_0^3 / \pi^2 \). The initial longitudinal and transverse pressures are [35]

\[
\mathcal{P}_{L,0} = 3 g \Lambda_0^2 e^{\epsilon_0} \frac{\arctan \sqrt{\xi_0}}{\sqrt{\xi_0}} \left( \frac{\arctan \sqrt{\xi_0}}{\sqrt{\xi_0}} + 1 \right),
\]

\[
\mathcal{P}_{T,0} = 3 g \Lambda_0^2 e^{\epsilon_0} \frac{4 \arctan \sqrt{\xi_0}}{4 \xi_0} \left[ 1 + (\xi_0 - 1) \frac{\arctan \sqrt{\xi_0}}{\sqrt{\xi_0}} \right],
\]

such that their ratio \( \chi_0 = \mathcal{P}_{L,0}/\mathcal{P}_{T,0} \) depends solely on the parameter \( \xi_0 \):

\[
\chi_0 = 2 \left( 1 + \xi_0 \right) \frac{\arctan \sqrt{\xi_0}}{\sqrt{\xi_0}} - 1 \frac{\arctan \sqrt{\xi_0}}{\sqrt{\xi_0}}.
\]

Negative values of \( \xi_0 \), corresponding to \( \chi_0 > 1 \), are not considered in this paper. The details regarding the RTA solver used in the 0+1D case were given in Refs. [24] [35] and are summarized in Appendix [3].

Figure 1 shows a comparison between the results obtained using the three methods enumerated above for \( \eta/s = 0.05, 0.2, 1 \) and 5. The initial time (here and henceforth, unless otherwise specified) is set to \( \tau_0 = 0.2 \) fm and the initial temperature is set to \( T_0 = 0.5 \) GeV. The anisotropy parameter is taken such that \( \chi_0 \in \{0.25, 0.5, 0.75, 1\} \). At small \( \eta/s \), all methods are in very good agreement with each other. At large \( \eta/s \), the RTA and BAMPS maintain agreement, while the hydro results present significant deviations (see in this respect Ref. [6]). In particular, the hydro results achieve negative values for \( \chi \) at \( \eta/s = 5 \), signaling the breakdown of
III. HYDRODYNAMIZATION TIMESCALE $\delta \tau_H$

By looking at Fig. 1, it is obvious that the curves corresponding to different initial anisotropies $\chi_0$ merge after some time $\tau_H$, which increases with $\eta/s$. This can happen either due to the approach to the attractor solution or due to a “memory-loss process” which effectively causes all curves to collapse on top of each other (see, e.g., the free streaming limit discussed below). Also, the merger time can be seen to be larger for the hydro curves than for the kinetic theory curves (RTA and BAMPS). Without making any prior assumption about the mathematical nature (or even existence) of a universal attractor solution for this type of flow, we characterize the efficacy of hydrodynamization based on the hydrodynamization timescale $\delta \tau_H = (\tau_H - \tau_0)/\tau_0$ on which the solution becomes independent of the initial pressure anisotropy. The quantity $\delta \tau_H$ is introduced formally in Sec. III A and its behavior at small $(\eta/s)/(\tau_0 T_0)$ is discussed in Sec. III B on the basis of a transseries representation of $\chi$. Its properties in the extreme case of a free streaming fluid are considered in Secs III C and III D for hydro and RTA, respectively. The scaling properties of $\delta \tau_H$ at finite relaxation time are discussed in Sec. III E.

A. Definition

Quantitatively, the memory-loss effect can be assessed by looking at the standard deviation $\sigma$ of $\chi$ with respect to the initial pressure ratio $\chi_0$,

$$\sigma(\chi) = \left[ \int_0^1 \! d\chi_0 (\chi - \chi) \right]^{1/2}, \quad \chi = \int_0^1 \! d\chi_0 \chi. \quad (14)$$

The details regarding the computation of $\sigma(\chi)$ and $\chi$ from the simulation data are given at the end of Sec. III E.

The time dependence of $\sigma(\chi)$ computed within the RTA framework is shown in Fig. 2(a) for the four cases considered in Fig. 1 as well as for the free-streaming (FS) regime ($\eta/s \to \infty$), which will be discussed in Sec. III D.

In the FS regime, $\sigma(\chi)$ decreases monotonously with $\tau$. For finite $\eta/s$, $\sigma(\chi)$ exhibits a rebound after it reaches a minimum (but very small) value (indicated by the blue dots) $\sigma_{\text{min}} \equiv \sigma_{\text{min}}(\eta/s)$, which depends on the value of $\eta/s$. A nonmonotonic behavior of this minimum value can be seen, being lower for small ($0.05$) and large ($5$) values of $\eta/s$, and larger for the intermediate values ($0.2$ and $1$). After this rebound, a tail of milder descending slope is observed, leading to smaller values of $\sigma(\chi)$ as $\tau \to \infty$.

The nature of the minimum marked by the blue dots can be understood already from Fig. 1. It can be seen that, after the $\chi$ curves for a given value of $\eta/s$ corresponding to various values of $\chi_0$ intersect, they have a tendency to overshoot. This tendency is more pronounced for $\eta/s = 0.2$ and $1$, which is consistent with the results for $\sigma(\chi)$ seen above. Further details can be seen by looking at the time evolution of $\chi - \bar{\chi}$ on $\tau$ for various values of $\chi_0$ at $\eta/s = 1$.

![FIG. 2. RTA results for (a) the dependence of $\sigma(\chi)$ on $\tau$ for various values of $\eta/s$; and (b) the dependence of $\chi - \bar{\chi}$ on $\tau$ for various values of $\chi_0$ at $\eta/s = 1$.](image_url)
creases as $\tau \to \infty$. The inset shows that the curves corresponding to various initial values of $\chi_0$ intersect the curve corresponding to $\chi = \bar{\chi}$ at different times, causing $\sigma$ to remain finite throughout the entire hydrodynamization process. The minimum value of $\sigma(\chi)$ for $\eta/s = 1$ is $\sigma_{\text{min}} = 4.82 \times 10^{-4}$, which is indeed very small, but finite. The times when $\sigma(\chi)$ drops below $10^{-2}$ and $10^{-3}$ are shown by the vertical dotted lines in the main plot.

The discussion above prompts us to characterize the progression of the hydrodynamization process from the perspective of $\sigma(\chi) \equiv \sigma(\chi; \tau)$. We consider that the system reaches hydrodynamization at $\tau_H^0$ when $\sigma(\chi; \tau_H^0)$ reaches the minimum value $\sigma_{\text{min}}$ ($\tau_H^0$ is about 0.66, 1.14, 1.98 and 3.42 fm for $\eta/s = 0.05, 0.2, 1$ and 5, respectively). The hydrodynamization timescale in this case is denoted $\delta \tau_H^0$. From Fig. 2(a), it can be expected that $\delta \tau_H^0 \to \infty$ as $\eta/s \to \infty$. For practical purposes, it is therefore convenient to introduce a free-streaming regulator in the form of a threshold value $\sigma_{\text{th}}$. In this approximation, we may consider instead that hydrodynamization is achieved when $\sigma$ drops below $\sigma_{\text{th}}$ and the corresponding time is denoted $\delta \tau_H^{\sigma_{\text{th}}}$. In the case when $\sigma_{\text{th}} < \sigma_{\text{min}}$, we will take $\delta \tau_H^{\sigma_{\text{th}}} = \delta \tau_H^0$, i.e. we will consider that hydrodynamization is reached when $\sigma = \sigma_{\text{min}}$. In the following, we will often employ $\sigma_{\text{th}} = 0.01$, which is safely above the value of $\sigma_{\text{min}}$ indicated by the blue points in Fig. 2(a) for all values of $\eta/s$. However, for $\sigma_{\text{th}} = 10^{-4}$, Fig. 2 indicates that there will be values of $\eta/s$ where $\delta \tau_H^{0.0001} = \delta \tau_H^0$.

As will be discussed in Sec. III E we assume that $\delta \tau_H^{\sigma_{\text{th}}} = \delta \tau_H^{\sigma_{\text{th}}}(\tilde{w}_0^{-1})$ is a function only of the (inverse of the) initial value $\tilde{w}_0$ of the conformal variable $w$.

$$\tilde{w} = \frac{\tau T}{4\pi \eta/s},$$

(15) where $\pi \simeq 3.14$ should not be confused with the pressure anisotropy. In the perfect (inviscid) fluid limit, when $\eta/s = 0$, hydrodynamization is instantaneous since the pressure anisotropy satisfies $\pi = 0$ for all $\tau > \tau_0$. This gives the limit $\delta \tau_H^{\sigma_{\text{th}}}(0) = 0$, regardless of the value of $\sigma_{\text{th}}$. Away from $\tilde{w}_0^{-1} = 0$, $\eta/s$ can be considered as fixed, while $\tau_0 T_0$ are taken as large quantities, such that $\tilde{w}_0^{-1}$ remains small but finite. In this regime, it is possible to estimate the hydrodynamization time $\delta \tau_H^{\sigma_{\text{th}}}(\tilde{w}_0^{-1})$ based on a hydrodynamics transseries similar to the one derived in Ref. [2], as discussed in Sec. III B. At the other end of the rarefaction spectrum, in the free streaming limit, we have $\lim_{\tilde{w}_0^{-1} \to \infty} \delta \tau_H^{\sigma_{\text{th}}}(\tilde{w}_0^{-1}) = \infty$, since the fluid cannot exhibit any attractor-like behavior. Nevertheless, $\delta \tau_H^{\sigma_{\text{th}}}$ takes finite values when $\sigma_{\text{th}}$ is kept finite. The values $\delta \tau_H^{\sigma_{\text{th}}}$ will represent thus maximum hydrodynamization times, which can be computed exactly since the free-streaming limit can be obtained analytically, as discussed in Secs III C and III D for the case of hydrodynamics and kinetic theory, respectively.

### B. Hydrodynamic limit: Transseries approach

In this section, we discuss the properties of $\delta \tau_H^{\sigma_{\text{th}}}(\tilde{w}_0^{-1})$ at small values of $\tilde{w}_0^{-1}$. For the purpose of this section, we simplify the analysis by considering a conformally invariant system at vanishing chemical potential, such that $\tau_R = 5(\eta/s)/T$. In this regime, we can expect that second order hydrodynamics given by Eqs. (2) and (4) provides an adequate description. Taking the derivative of $\chi = (p + \pi)/(p - \frac{\pi}{\tau})$ with respect to $\tau$, we obtain

$$\tau \frac{d\tilde{w}}{d\tau} = \frac{(1 - \chi)(2 + \chi)}{2(2 + \chi)} - \frac{3\tilde{w}^{-1}}{\tau_H^0} \left(1 + \frac{23\chi}{3} + \frac{2\chi^2}{3}\right),$$

(16)

where $\pi \simeq 3.14$ appearing above should not be confused with the pressure anisotropy. Taking into account the relation

$$\tau \frac{d\tilde{w}}{d\tau} = \frac{\tilde{w}(3 + \chi)}{2(2 + \chi)},$$

(17)

it can be seen that $\chi$ is a function only of $\tilde{w}$ by changing the derivative with respect to $\tau$ into a derivative with respect to $\tilde{w}$ in Eq. (16),

$$\frac{3 + \chi}{8\pi} \frac{d\chi}{d\tilde{w}} = \frac{(1 - \chi)(2 + \chi)^2}{2(2 + \chi)} - \frac{2 + \chi}{4\pi \tilde{w}} \frac{6}{25} \left(1 + \frac{23\chi}{3} + \frac{2\chi^2}{3}\right).$$

(18)

The large $\tilde{w}$ series solution of Eq. (18),

$$\chi(\tilde{w}) = 1 - \frac{2}{\pi \tilde{w}} + \frac{6}{7\pi^2 \tilde{w}^2} + O(\tilde{w}^{-3}),$$

(19)

is independent of the initial conditions and can be expected to have vanishing radius of convergence.

As argued in Ref. [4], $\chi(\tilde{w})$ can be more suitably represented as a transseries of the form

$$\chi(\tilde{w}) = \sum_{m=0}^{\infty} c^m \Omega^m(\tilde{w}) X_m(\tilde{w}),$$

$$X_m(\tilde{w}) = \sum_{n=0}^{\infty} X_{m,n}(\tilde{w})^{-n},$$

(20)

where $c$ is a constant related to the initial condition $\chi_0 = \chi(\tilde{w}_0)$, while $X_{m,n}$ are constants which are fixed order by order by the differential equation (18). The function $\Omega(\tilde{w})$ controls the exponential damping of deviations from the attractor solution and can be shown by direct substitution to satisfy

$$\Omega(\tilde{w}) = \tilde{w}^{-\gamma} e^{-\tilde{w} \xi_0}, \quad \gamma = \frac{18}{35}, \quad \xi_0 = \frac{6\pi}{5}.$$
in Eq. (5) and the coefficient 4/3 appearing in a similar term in Eq. (4) of Ref. [2]. The m = 0 term in Eq. (20) is given by the series solution [19], from where the coefficients \( X_{m=0,n} \) can be easily read:

\[
X_{0,0} = 1, \quad X_{0,1} = -\frac{2}{\pi}, \quad X_{0,2} = \frac{6}{\pi^2}. \tag{22}
\]

At \( m = 1 \), there is an ambiguity in determining the leading order coefficient \( X_{1,0} \), which can be resolved by essentially absorbing its value into the constant \( c \) and setting \( X_{1,0} = 1 \). All other coefficients \( X_{m,n} \) are then fixed by the differential equation [18], e.g.:

\[
X_{1,0} = 1, \quad X_{1,1} = -\frac{3}{10\pi}, \quad X_{1,2} = \frac{2657}{12600\pi^2}, \quad X_{2,0} = \frac{5}{12}, \quad X_{2,1} = -\frac{5}{24\pi}, \quad X_{2,2} = \frac{349}{1080\pi^2}. \tag{23}
\]

A more complex analysis based on the Borel transform and Padé approximants presented in Ref. [2] is not necessary, since we are concerned with the properties of \( \chi \) only at large initial values \( \bar{w}_0 \) of the conformal parameter. In this regime, the (formally divergent) asymptotic series \( \chi(\bar{w}) \) can be truncated at zeroth order, since the higher order terms represent corrections in powers of \( \bar{w}_0^{-1} \). The damping in the function \( \Omega(\bar{w}) \) can in principle be offset by the constant \( c \), which we relabel as

\[
c = \frac{\tau}{\Omega(\bar{w}_0)}. \tag{24}
\]

The ratio \( \Omega(\bar{w})/\Omega(\bar{w}_0) \) can be written as

\[
\frac{\Omega(\bar{w})}{\Omega(\bar{w}_0)} = \left( \frac{\tau T}{\tau_0 T_0} \right)^{-\gamma} \exp \left[ -\xi_0 \bar{w}_0 \left( \frac{\tau T}{\tau_0 T_0} - 1 \right) \right]. \tag{25}
\]

Considering now \( T = T_0(\tau_0/\tau)^{3/\delta} \), \( \delta \) can be estimated from Eq. (17) via

\[
\delta \simeq \frac{\tau}{T} \left( \frac{dT}{d\tau} \right) + \frac{1}{3} = \frac{1 - \chi}{6(2 + \chi)}. \tag{26}
\]

Close to the attractor solution, \( \chi \) can be approximated by Eq. (19) such that \( \delta \simeq 1/9\pi \bar{w} \), which becomes negligible when \( \bar{w} \) is large. Therefore, we consider as an approximation that \( T/T_0 \approx (\tau_0/\tau)^{1/3} \) and estimate

\[
\frac{\tau T}{\tau_0 T_0} \simeq 1 + \frac{2}{3} \delta\tau, \tag{27}
\]

where \( \delta\tau = (\tau - \tau_0)/\tau_0 \). At leading order, Eq. (25) simplifies to

\[
\frac{\Omega(\bar{w})}{\Omega(\bar{w}_0)} = \exp \left( -\frac{2\xi_0}{3} \bar{w}_0 \delta\tau \right). \tag{28}
\]

This suggests that, as \( \bar{w}_0 \) increases, the product \( \delta\tau \bar{w}_0 \) remains finite. Taking just the \( m = 0 \) and \( m = 1 \) terms in Eq. (20), we have

\[
\chi(\bar{w}) = X_0(\bar{w}) + \tau e^{-\frac{2\xi_0}{3} \bar{w}_0 \delta\tau} X_1(\bar{w}). \tag{29}
\]

Imposing \( \chi = \chi_0 \) when \( \delta\tau = 0 \), we find

\[
\tau = \frac{\chi_0 - X_0(\bar{w}_0)}{X_1(\bar{w}_0)}. \tag{30}
\]

This allows the standard deviation of \( \chi \) to be expressed as

\[
\sigma(\chi) = \sigma(\chi_0) e^{-\frac{2\xi_0}{3} \bar{w}_0 \delta\tau} \frac{X_1(\bar{w})}{X_1(\bar{w}_0)}, \tag{31}
\]

where \( \sigma(\chi) = 1/\sqrt{12} \) by direct computation. Imposing now \( \sigma(\chi) = \sigma_{th} \) and ignoring \( \bar{w}_0^{-1} \), corrections, the hydrodynamization time can be obtained as

\[
\delta\tau_{th}^w = \frac{5\eta/s}{\tau_0 T_0} \ln \left[ \frac{\sigma(\chi_0)}{\sigma_{th}} \right]. \tag{32}
\]

The above equation shows that for any finite threshold \( \sigma_{th} \), \( \delta\tau_{th}^w \) becomes proportional to \( (4\pi \bar{w}_0)^{-1} = \eta/s/(\tau_0 T_0) \) and reaches 0 as \( \bar{w}_0^{-1} \to 0 \). The apparent divergence of \( \delta\tau_{th}^w \) as \( \sigma_{th} \to 0 \) can be understood by noting that our ansatz in Eq. (29) assumes a smooth exponential decay toward the attractor for all initial conditions, which cannot account for the crossing and overshooting seen in Figures 1 and 2.

C. Hydro: Free streaming limit

The free streaming (FS) limit can be obtained in the framework of hydrodynamics by taking \( \tau_R \to \infty \). This leaves Eq. (2) unchanged, while Eq. (4) becomes

\[
\frac{\tau}{\tau_0} \frac{d\pi}{d\tau} + \frac{16\pi}{15} + \frac{38\pi}{21} = 0. \tag{33}
\]

The FS solution can be easily obtained as

\[
p = \frac{p_0}{(\tau/\tau_0)^{11/7}} \left[ \alpha \left( \frac{\tau}{\tau_0} \right)^\gamma + (1 - \alpha) \left( \frac{\tau}{\tau_0} \right)^{-\gamma} \right], \tag{34}
\]

\[
\pi = \frac{p_0}{(\tau/\tau_0)^{11/7}} \left[ \alpha \left( \frac{5}{7} - 3\gamma \right) \left( \frac{\tau}{\tau_0} \right)^\gamma + (1 - \alpha) \left( \frac{5}{7} + 3\gamma \right) \left( \frac{\tau}{\tau_0} \right)^{-\gamma} \right], \tag{35}
\]

where the exponent \( \gamma = \sqrt{101}/7\sqrt{5} \simeq 0.642 \) and the integration constant \( \alpha \) is related to the initial anisotropic pressure \( \pi_0 \) via

\[
\alpha = \frac{1}{6\gamma} \left( \frac{5}{7} + 3\gamma - \frac{\pi_0}{\rho_0} \right). \tag{36}
\]

The time evolution of \( \chi \) can be obtained by taking the ratio of \( P_L \) and \( P_T \) defined in Eq. (3). At large times, we find

\[
\chi = \chi_\infty + \left( \frac{\tau_0}{\tau} \right)^{2\gamma} \Delta_\infty + \left( \frac{\tau_0}{\tau} \right)^{4\gamma} c_4 + O(\tau^{-6\gamma}), \tag{37}
\]
where
\[
\chi_\infty = \frac{2}{3} \gamma, \quad \Delta_\infty = \frac{1 - \alpha}{\alpha} \sqrt{1 + 2\gamma},
\]
while the coefficient \( c_{\gamma} \equiv c_{\gamma}(\alpha) \) is left unspecified. It can be seen that in the FS limit, \( \chi \) approaches a finite, negative value, instead of \( 0 \) predicted by kinetic theory (discussed below). The value \( \chi_\infty \approx -0.132 \) given above is compatible with the limit \( L_1/L_0 = (\chi - 1)/(\chi + 2) \rightarrow -0.606 \) derived in Ref. [41]. The approach to this value is governed by a power law decay of exponent \(-2\gamma\). The information about the initial conditions is contained in the coefficient \( \Delta_\infty \) of this transient term and hence is lost as \( \tau \rightarrow \infty \). At large values of \( \tau \), the standard deviation \( \sigma(\chi) = (\langle x^2 \rangle - \langle x \rangle^2)^{1/2} \) can be computed by noting that
\[
\langle x^2 \rangle = \chi_\infty^2 + 2 \chi_\infty \langle \Delta_\infty \rangle \left( \frac{\tau_0}{\tau} \right)^{2\gamma} + O(\tau^{-6\gamma}),
\]
\[
\langle x \rangle = \chi_\infty + \langle \Delta_\infty \rangle \left( \frac{\tau_0}{\tau} \right)^{2\gamma} + O(\tau^{-6\gamma}).
\]
Subtracting the above relations, we obtain:
\[
\sigma(\chi) = \sigma(\Delta_\infty) \left( \frac{\tau_0}{\tau} \right)^{2\gamma} + O(\tau^{-3\gamma}),
\]
where \( \sigma(\Delta_\infty) = (\langle \Delta_\infty^2 \rangle - \langle \Delta_\infty \rangle^2)^{1/2} \approx 0.2591 \), since \( \langle \Delta_\infty \rangle \approx 0.5920 \) and \( \langle \Delta_\infty^2 \rangle \approx 0.4176 \). The hydrodynamization timescale \( \tau_{\text{th}}^\gamma \) for the FS regime of the second order hydrodynamics theory can therefore be estimated for sufficiently small values of \( \sigma_\text{th} \) as
\[
\tau_{\text{th}}^\gamma(\infty) \approx \left( \frac{\sigma(\Delta_\infty)}{\sigma_\text{th}} \right)^{1/2} - 1.
\]
The hydrodynamization timescale \( \tau_{\text{th}}^\gamma(\infty) \) can be found for any value of \( \sigma_\text{th} \) by writing \( \chi = (p+\pi)/(p-\pi/2) \) as a function of \( \chi_\infty \) and \( \tau \), using the exact solutions for \( p \) and \( \pi \) given in Eq. [35]. Performing the \( \chi_\infty \) integral numerically, \( \sigma(\chi) \equiv \sigma(\chi,\tau) \) can be regarded as a function of \( \tau \) and the hydrodynamization time \( \tau_{\text{th}}^\gamma(\infty) = (\tau_{\text{th}}^\gamma - \tau_0)/\tau_0 \) can be found using a numerical root finding algorithm for the problem \( \sigma(\chi) = \tau_{\text{th}}^\gamma(\infty) \). We find, e.g.,
\[
\sigma_{\text{th}} = 10^{-2}, \quad \tau_{\text{th}}^\gamma(\infty) = 11.6492,
\]
\[
\sigma_{\text{th}} = 10^{-3}, \quad \tau_{\text{th}}^\gamma(\infty) = 74.7854,
\]
\[
\sigma_{\text{th}} = 10^{-4}, \quad \tau_{\text{th}}^\gamma(\infty) = 454.1999,
\]
in very good agreement with Eq. [39]. Because \( \tau_{\text{th}}^\gamma(\infty) \) stays finite when \( \sigma_{\text{th}} > 0 \), it is reasonable to interpret \( \sigma_{\text{th}} \) as a FS regulator.

### D. RTA: Free streaming limit

In the case of the RTA, the exact solution of the Boltzmann equation in the free streaming (FS) limit is
\[
f_{\text{FS}} = \frac{g e^{c_{\gamma} s}}{(2\pi)^3} \exp \left( -\frac{k}{\Lambda_0} \sqrt{1 + \zeta^2} \right),
\]
where \( \zeta = \frac{\chi}{\tau_0} \). The longitudinal and transverse pressures can be derived analytically,
\[
P_L = \frac{3g \Lambda_0^4 e^{c_{\gamma} s}}{2\pi^2 \zeta} \left( \frac{\arctan \sqrt{\zeta}}{\sqrt{\zeta}} - \frac{1}{1 + \zeta} \right),
\]
\[
P_T = \frac{3g \Lambda_0^4 e^{c_{\gamma} s}}{4\pi^2 \zeta} \left[ 1 + (\zeta - 1) \frac{\arctan \sqrt{\zeta}}{\sqrt{\zeta}} \right],
\]
while their ratio \( \chi \) can be shown to obey
\[
\chi = \frac{2}{1 + \xi_0} \left( \frac{\tau_0}{\tau} \right)^2 - \frac{8}{\pi (1 + \xi_0)^{3/2}} \left( \frac{\tau_0}{\tau} \right)^3 + O(\tau^{-4}).
\]
It is clear that \( \chi \rightarrow 0 \) as \( \tau \rightarrow \infty \) and the transient term drops to 0 faster than in the case of the hydro solution in Eq. [28] \( (2\gamma \approx 1.28 \text{ compared to } 2 \text{ in the case of RTA}) \). The leading term of \( \sigma(\chi) \) is therefore given by
\[
\sigma(\chi) = 2\sigma(\chi_{\text{th}}) \left( \frac{1}{1 + \xi_0} \right) \left( \frac{\tau_0}{\tau} \right)^2 \approx 0.6871 \left( \frac{\tau_0}{\tau} \right)^2,
\]
where the integration with respect to \( \chi_\infty \) was performed by switching the integration variable in Eq. [14] to \( \xi_0 \):
\[
\langle f(\xi_0) \rangle = \int_0^1 d\chi_0 f(\xi_0) = -f(\xi_0 = 0) - \int_0^\infty d\xi_0 \chi_0 f'(\xi_0).
\]
Using Eq. [13] to express \( \chi_0 \) as a function of \( \xi_0 \), we find
\[
\langle (1 + \xi_0)^{-1} \rangle = 0.1547 \text{ and } (1 + \xi_0)^{-2} = 0.1420.
\]
The hydrodynamization timescale \( \tau_{\text{th}}^\gamma(\infty) \) can thus be estimated based on
\[
\tau_{\text{th}}^\gamma(\infty) \approx \sqrt{\frac{2\sigma(\xi_0 = 1)}{\sigma_{\text{th}}} - 1} \approx 0.7666 \sqrt{\sigma_{\text{th}}} - 1.
\]
Solving numerically \( \sigma(\chi) = \sigma_{\text{th}} \) starting from the exact solutions for \( P_L \) and \( P_T \) given in Eq. [42], the following results can be obtained:
\[
\sigma_{\text{th}} = 10^{-2}, \quad \tau_{\text{th}}^\gamma(\infty) = 6.07422,
\]
\[
\sigma_{\text{th}} = 10^{-3}, \quad \tau_{\text{th}}^\gamma(\infty) = 22.6203,
\]
\[
\sigma_{\text{th}} = 10^{-4}, \quad \tau_{\text{th}}^\gamma(\infty) = 75.0314.
\]
The above values are in good agreement with those obtained from Eq. [46]. In comparison to the results obtained from the hydrodynamic equations, the values of \( \tau_{\text{th}}^\gamma(\infty) \) obtained from kinetic theory are notably smaller. It is remarkable that the hydrodynamization time corresponding to the threshold \( \sigma_{\text{th}} = 10^{-2} \) remains extremely short even in the FS regime.
E. Transition regime and scaling

The analysis in the preceding subsection revealed that the two limits, \( \delta \tau^\sigma_{H} ( \omega_0^{-1} \rightarrow 0 ) = 0 \) and \( \delta \tau^\sigma_{H} ( \infty ) \), are valid at any initial temperature \( T_0 \) or initial time \( \tau_0 \). At finite but small values of \( \omega_0^{-1} \), Eq. (32) indicates that \( \delta \tau^\sigma_{H} \) is a function only of \( (4 \pi \omega_0)^{-1} = (\eta/s)/(\tau_0 T_0) \). This scaling is confirmed for both the hydrodynamics equations (2) and for the RTA in Fig. 3(a). In this figure, we considered a 3 \( \times \) 3 = 9 series of simulations corresponding to initial times \( \tau_0 \in \{0.02 \text{ fm}, 0.2 \text{ fm}, 2 \text{ fm} \} \) and temperatures \( T_0 \in \{0.05 \text{ GeV}, 0.5 \text{ GeV}, 5 \text{ GeV} \} \). The ratio \( \eta/s \) is taken such that the horizontal axis covers the range \( 10^{-2} \leq \eta/s \omega_0^{-1} \leq 10^2 \). It can be seen that all curves are overlapped when expressed with respect to \( (\eta/s)/(\tau_0 T_0) \).

Next, we consider the dependence of \( \delta \tau^\sigma_{H} \) on the threshold \( \sigma_{th} \) below which hydrodynamization is considered to be achieved. Figure 3(b) shows that, as \( \sigma_{th} \) is decreased, \( \delta \tau^\sigma_{H} \) generally exhibits an increasing trend. This trend is stopped at the values of \( \eta/s \) where \( \sigma_{th} < \sigma_{min} \). This occurs at intermediate values of \( \eta/s \) first and extends toward smaller and larger values of \( \eta/s \) as \( \sigma_{th} \) is decreased, in agreement with the qualitative picture painted by Fig. 2(a). While \( \delta \tau^\sigma_{H01} \) represents a good approximation for \( \delta \tau^\sigma_{H} \) only at very small values of \( \omega_0^{-1} \), \( \delta \tau^\sigma_{H001} \) gives similar values as \( \delta \tau^\sigma_{H0} \) up to \( (\eta/s)/(\tau_0 T_0) \lesssim 1 \), while \( \delta \tau^\sigma_{H0001} \) deviates from \( \delta \tau^\sigma_{H0} \) only for \( (\eta/s)/(\tau_0 T_0) \gtrsim 20 \). It is worth remarking that \( \delta \tau^\sigma_{H} \) reaches its asymptotic FS value for \( (\eta/s)/(\tau_0 T_0) \gtrsim 10 \), while at \( (\eta/s)/(\tau_0 T_0) = 100 \), \( \delta \tau^\sigma_{H0001} \) and \( \delta \tau^\sigma_{H00001} \) are at 90% and 45% of their FS limits, respectively. The inset confirms that \( \delta \tau^\sigma_{H} \) scales linearly with \( \omega_0^{-1} \) at small values of \( \omega_0^{-1} \), as predicted by Eq. (32). Furthermore, we remark that at large \( \omega_0^{-1} \), \( \delta \tau^\sigma_{H0} \) seems to exhibit a polynomial growth \( \delta \tau^\sigma_{H0} \sim (r_0 s)/(\tau_0 T_0)^\alpha \) with \( \alpha \approx 0.35 \), as indicated by the red dashed line.

Before ending this section, we discuss the procedure employed to compute \( \sigma(\chi) \). For each value of \( \tau_0 \), \( T_0 \) and \( \eta/s \), a series of \( 1 \leq i \leq N_\chi \) simulations are performed, in which \( \chi_0 \) is initialized with the value \( \chi_{0,i} = \frac{1}{\sqrt{2}}(i - \frac{1}{2}) \). These values are chosen to allow the integration with respect to \( \chi_0 \) necessary for the computation of \( \sigma(\chi) \) to be performed using the rectangle method. In practice, we found that the maximum relative difference between the values of \( \delta \tau_{H} \) computed based on \( N_\chi = 5 \) and 10 intervals was below 1% for RTA and below 1.2% for hydro. The results shown in Fig. 3(b) are for definiteness computed with \( N_\chi = 10 \) intervals.

IV. BJORKEN FLOW WITH TRANSVERSE EXPANSION

In Sec. II, we considered “hydrodynamization” (or memory-loss with respect to the initial pressure anisotropy \( \chi_0 \)) due solely to the longitudinal expansions.
and 1 fm, corresponding roughly to Au + Au and p + p collisions, respectively \[30\].

We first consider \(\eta/s = 0.2\), in order to be close to the favored values describing the "fluid" behavior observed in ultra-relativistic heavy ion collisions \[2, 29, 32, 33\]. In Fig. 4 we show the typical hydrodynamization dynamics occurring at various distances from the origin, namely \(r = 0, w = 3w/2\). The fate of the fluid at larger values of \(r\) is less important, since the disks within \(r = w\) and \(3w/2\) contain 74% and 95%, respectively, of the total energy available in the transverse plane. Because of the \(r\)-dependence of the initial state, the local conditions in each of these points are different.

The evolution of \(\chi\) can be divided into three parts. In the initial stage, corresponding to small values of \(\tau\), the system dynamics is dictated by the longitudinal expansion, following closely the 0 + 1D results. After an intermediate stage, \(\chi\) increases significantly faster than in the 0 + 1D case, signaling that the system dynamics is then dominated by the transverse expansion of the fireball. Values of \(\chi\) larger than 1 can be seen, since \(P_T\) is depleted at a faster rate than \(P_L\) as the transverse dynamics become dominant. As in the 0+1D case shown in Fig. 1 the RTA and BAMPS results are in excellent agreement. Even though the hydro results show some discrepancy during the longitudinal expansion-dominated phase, they agree with both BAMPS and RTA data at large values of \(\tau\). We remark that even at \(r = 3w/2\), the RTA and BAMPS curves corresponding to \(w = 3\) fm [Fig. 4(a)] follow closely the 0 + 1D curves all the way until hydrodynamization. By contrast, in the \(w = 1\) fm scenario, there is a clear departure between the curves corresponding to the simulation with transverse dynamics and the 0+1D case. Still, hydrodynamization can be seen to take place on a similar timescale.

Note however that the hydrodynamization occurs at different times for different radii: hydrodynamization in the central region starts earlier than in the intermediate region, and the latest in the outmost region, as we will discuss in more detail below.

As an additional remark for the situation of both the small and the large systems, but more significantly for the smaller system, in the outer regions the hydrodynamization occurs at stages when the energy density has already dropped below values of 1 GeV/fm\(^3\). This behavior might challenge the hydrodynamical simulations of \(p+p\) or \(p+A\) collisions.

In order to gain more insight on the radial dependence of \(\chi\), Fig. 5 shows the radial profiles of \(\chi\) at various values of \(\tau\), corresponding to the initial conditions \(\chi_0 = 1\) (solid lines) and \(\chi_0 = 0.25\) (dashed lines). The left and right columns show the \(w = 3\) fm and \(w = 1\) fm systems, respectively. The top line [panels (a) and (c)] represent the early time evolution of \(\chi\). It can be seen that at small times, the evolution of \(\chi\) is similar between the \(w = 3\) and 1 fm simulations. At \(\delta \tau = (\tau - \tau_0)/\tau_0 = 3\), it can be seen that the \(\chi_0 = 1\) and \(\chi_0 = 0.25\) curves are very close to each other around \(r = 0\). However, the
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distance between these curves increases with \( r \), indicating that hydrodynamization is more rapid at the fireball center than at the system periphery. On the lower line of Fig. 5 the same hydrodynamization can be seen to be achieved at increasingly large \( r \) as \( \delta \tau \) is increased. This is in line with the analysis of the 0 + 1D system from Sec. II, since the hydrodynamization time \( \delta \tau_H \) is expected to increase due to the increase of the local value of \( \tilde{\omega}_0^{-1}(r) = (4\pi\eta/s)/[\tau_0 T_0(r)] \). A key difference between the larger (\( w = 3 \) fm) and smaller (\( w = 1 \) fm) systems is that \( \chi \) increases much faster in the latter case. This is because the transverse expansion is driven by larger gradients, becoming dominant compared to the longitudinal expansion at a faster rate than in the larger system.

Focusing now on the systems with \( \eta/s = 0.2 \), we investigate the evolution of \( \sigma(\chi) \) at various distances \( r \) from the fireball center in Fig. 6. In the \( w = 3 \) fm system, shown in panel (a), \( r = 0 \) corresponds to the fireball center, while \( r = 6.59 \) fm and \( 9.32 \) fm correspond to initial values of the local temperature \( T_0(r) = 0.1 \) and \( 0.02 \) GeV, respectively. In the \( w = 1 \) fm system, the values 1.44 fm and 2.20 fm of \( r \) correspond to \( T_0(r) = 0.25 \) GeV and 0.1 GeV. The black dotted lines represent results obtained in the 0 + 1D system, initialized such that the
values of $\tilde{\sigma}_0^{-1} = (4\pi \eta/s)/\tau_0 T_0$ match those of the points considered in the transversely expanding systems. In particular, we kept $\tau_0 = 0.2$ fm and $T_0 = 0.5$ GeV fixed and considered $\eta/s = 0.2, 1$ and $5$ for $w = 3$ fm, while the values $\eta/s = 0.2, 0.4$ and $1$ were employed for the $w = 1$ fm system.

As in the $0+1$D system, $\sigma(\chi)$ exhibits a decrease toward a minimum value $\sigma_{\min}$ reached after a relatively short time. At $r = 0$, the approach to this minimum is almost identical in the $1+1$D system as in the $0+1$D system. As $r$ is increased, the agreement deteriorates and the minimum is reached at a later time. The effect is more pronounced for the smaller system, where the transverse gradients are stronger, which indicates that the effect of the transverse expansion is to delay hydrodynamization in comparison to the prediction of the $0+1$D model.

A remarkable feature seen for the $r = 0$ curve in panel (a) of Fig. 6 is that a second minimum emerges at later times, namely at $\tau = 5.78$ fm and $2.50$ fm for the $w = 3$ fm and $1$ fm systems, respectively. From Fig. 4 it can be seen that at these times, $\chi$ is around 1.18 and 1.58 for the larger and smaller system, respectively, thus

FIG. 6. Evolution of $\sigma(\chi)$ measured at various values of $r$ for transversely expanding systems with $\eta/s = 0.2$, having widths (a) $w = 3$ fm and (b) $w = 1$ fm. The values of $r$ are chosen such that $\tilde{\sigma}_0^{-1}(r) = (4\pi \eta/s)/[\tau_0 T_0(r)]$ matches that of the $0+1$D system with $T_0 = 0.5$ GeV and the values of $\eta/s$ inscribed next to the $0+1$D lines (shown with dotted black lines). The initial time is $\tau_0 = 0.2$ fm.

FIG. 7. Evolution of $\sigma(\chi)$ measured at $r = 0$ for transversely expanding systems with various values of $\eta/s$, having widths (a) $w = 3$ fm and (b) $w = 1$ fm. The dotted lines represent results from the $0+1$D system having $T_0 = 0.5$ GeV and the same value of $\eta/s$ as that in the transversely expanding system. The initial time is $\tau_0 = 0.2$ fm.
the system evolution at this stage is dominated by the transverse dynamics. Thus, the second minima seen in Fig. 3 reveals a new attractor solution which is due to the transverse expansion of the system.

We now focus on the dynamics at the center of the fireball and consider systems with various values of $\eta/s$. A comparison between the 1 + 1D and the corresponding 0 + 1D system is presented in Fig. 7. For the larger system ($w = 3$ fm), shown in panel (a), good agreement can be seen even at $\eta/s = 5$. In the smaller system, a discrepancy can be seen at the level of the value of $\sigma_{\text{min}}$, which increases at larger $\eta/s$. However, for $\eta/s \lessapprox 0.4$, the hydrodynamization time $\delta \tau_{H}^{\sigma_{\text{th}}=0}$ (when $\sigma$ reaches the local minimum $\sigma_{\text{min}}$) remains similar to that of the 0 + 1D system. We can thus conclude that the approach to the attractor solution is dominated for both large and small systems by the longitudinal dynamics of the 0 + 1D system. For the larger system, the analogy holds up to very high values of $\eta/s$, while the smaller system exhibits more visible deviations even at small $\eta/s$. It is notable that the second minima emerges significantly faster in the smaller system than in the larger system, indicating that hydrodynamization due to transverse expansion is more effective here.

Figure 8 shows the hydrodynamization timescale $\delta \tau_{H}^{\sigma_{\text{th}}=0.01}$ (corresponding to $\sigma_{\text{th}} = 0.01$) in the scenario with transverse expansion achieved from the RTA approach as a function of $\tilde{\omega}_{H}^{-1}(r) = (4\pi \eta/s)/[\tau_{0}T_{0}(r)]$. The results for the larger ($w = 3$ fm) and smaller ($w = 1$ fm) systems are shown in panels (a) and (b), respectively. The initial temperature $T_{0}(r)$ decreases with increasing $r$, as indicated in Eq. (48). We considered simulations with $\eta/s$ between 0.001 and 5. For each value of $\eta/s$, the simulation covers the $x$-axis range from $\tilde{\omega}_{H}^{-1}(0) = (4\pi \eta/s)/[\tau_{0}T_{0}(0)]$ up to infinity. It can be seen that $\delta \tau_{H}^{\sigma_{\text{th}}=0.01}$ for the 1 + 1D system is very similar to that for the 0 + 1D system at small values of $\tilde{\omega}_{0}^{-1}(r)$.

For fixed $\eta/s$, larger deviations between the 0 + 1D and 1 + 1D results appear as either $r$ is increased or $w$ is decreased. When $\delta \tau_{H}^{\sigma_{\text{th}}=0.01}$ for a given point in the system exceeds a certain threshold value ($\delta \tau_{H} \gtrsim 3$ and 2 for $w = 3$ and 1 fm, respectively), a deviation with respect to the 0 + 1D results toward higher values of $\delta \tau_{H}$ can be seen. Furthermore, there are always points which are sufficiently far from the origin to exhibit deviations from the 0 + 1D prediction in their hydrodynamization timescale.

We now consider the dependence of $\delta \tau_{H}^{\sigma_{\text{th}}}$ on the threshold value $\sigma_{\text{th}}$, represented in Fig. 9. As already seen in Fig. 3(b), decreasing $\sigma_{\text{th}}$ causes $\delta \tau_{H}^{\sigma_{\text{th}}}$ to increase toward the $\delta \tau_{H}^{\sigma_{\text{th}}=0}$ limit, achieved when $\sigma_{\text{th}} < \sigma_{\text{min}}$ (more details regarding this notation are given in Sec. A). The analysis focuses on the $\eta/s = 0.2$ system, for which 95% of the initial fireball energy (contained within $r \lesssim 1.5w$) is between $0.4 \lesssim (\eta/s)/[\tau_{0}T_{0}(r)] \lesssim 0.84$, indicated as gray lines in the figure. In this region, it can be seen that $\delta \tau_{H}^{\sigma_{\text{th}}}$ for the larger system behaves essentially as predicted by the 0 + 1D system. For the smaller system, $\delta \tau_{H}^{\sigma_{\text{th}}}$ is close to the 0 + 1D prediction at the fireball center, increasing to a value about 50% larger than the 0 + 1D prediction at $r = 3w/2$.

For both the larger and the smaller systems, $\delta \tau_{H}^{\sigma_{\text{th}}}$ at $\sigma_{\text{th}} = 10^{-3}$ is almost equal to its limit value $\delta \tau_{H}^{0}$, being
the standard deviation $\sigma(\chi)$ of the ratio $\chi = P_L/P_T$ with respect to its initial value ($0 \leq \chi_0 \leq 1$ were considered) either reaches its minimum value $\sigma_{\text{min}}$, corresponding to the (imperfect) merger of this family of curves, or decreases below a threshold value $\sigma_{\text{th}}$.

In the conformal limit of the $0 + 1$D problem, $\delta\sigma_{\text{th}}^H$ is a function only of the conformal parameter $\tilde{\omega}^{-1}_0 = (4\eta/s)/(\tau_0 T_0)$. With respect to this parameter, $\delta\sigma_{\text{th}}^{0.01}$ (obtained for $\sigma_{\text{th}} = 0.01$) is bounded between two limits, $\delta\sigma_{\text{th}}^{0.01}(0) = 0$ and $\delta\sigma_{\text{th}}^{0.01}(\infty) \approx 6$ (about 1.2 fm after initial time $\tau_0 = 0.2$ fm), corresponding to the inviscid and free-streaming regimes, respectively. For the system with transverse dynamics, there appears a competition between the $0 + 1$D hydrodynamization timescale and the timescale associated with transverse dynamics.

In the $1 + 1$D setup, we described the initial transverse distribution of Gaussian form with widths $w = 1$ and 3 fm, corresponding to small $(p + p)$ and large $(A + A)$ collisions. A comparison between the results obtained with the three numerical schemes considered in this paper (Hydro, RTA and BAMP) is presented in Fig. 4. While Hydro presents some deviations from RTA and BAMP, the RTA results follow closely the BAMP results in all tested flow regimes (see Figs. 1, 11, and 10). It is worth stressing that the excellent agreement between RTA and BAMP recommends RTA as a simulation tool for this type of systems, since it is a significantly faster numerical method than BAMP.

For the points with sufficiently small values of $(\eta/s)/[\tau_0 T_0(r)]$ (where $T_0(r)$ is the local initial temperature), the hydrodynamization time is very well approximated by the $0 + 1$D prediction. With increasing values of the radius, $\delta\sigma_{\text{th}}^H$ deviates from the $0 + 1$D prediction to larger values, faster for the smaller system than for the larger one. For the system with larger transverse size ($w = 3$ fm), we found that at $\eta/s = 0.2$, the hydrodynamization of the region $r < 3w/2$ (containing 95% of the initial energy of the fireball) follows very closely the $0 + 1$D dynamics. While the center of the smaller fireball is also well captured by the $0 + 1$D dynamics, hydrodynamization times of up to 50% larger can be seen around $r = 3w/2$, indicating that the transverse dynamics has the effect of slowing down hydrodynamization due to longitudinal expansion. Our analysis revealed the emergence of a second minimum of $\sigma(\chi)$, suggesting the existence of an attractor due to the transverse expansion.

In our picture of a heavy-ion collision, our results indicate that for a given $\eta/s$ one always finds a radius in the overlap region beyond which the transversal dynamics become dominant and the hydrodynamization is delayed compared to the innermost region of the fireball. For the outermost regions, this has to be confronted also with the timescales connected with the decrease of energy density and freeze out, making the situation challenging for a hydrodynamical description in the case of very small systems.

V. CONCLUSION

In this work, we considered the problem of hydrodynamization in a system of a conformal ideal gas of ultrarelativistic particles undergoing boost-invariant longitudinal expansion with and without transverse dynamics. Quantitatively, we described hydrodynamization on the basis of a (nondimensional) timescale $\delta\tau_{\text{th}}^H = (\tau_{\text{th}}^H - \tau_0)/\tau_0$, defined in terms of the time $\tau_{\text{th}}^H$ in which
FIG. 10. Evolution of the pressure anisotropy $\chi = P_L/P_T$ with respect to the Bjorken time $\tau$ in the context of the hard-sphere gas for various values of the Knudsen number $Kn$. The initial conditions are $\tau_0 = 0.2$ fm and $T_0 = 0.5$ GeV. The RTA and hydro results are shown with solid and dashed lines, respectively, while the BAMPS results are shown using empty circles.
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Appendix A: $0 + 1$D BJORKEN FLOW FOR HARD-SPHERES

In this section, we consider the $0 + 1$D Bjorken flow of a gas of hard spheres (HS), as described, e.g., by Denicol and Noronha in Ref. [7]. In the context of the BAMPS approach, the collision cross section is set to a constant value $\sigma$. The degree of rarefaction can be conveniently characterized by the Knudsen number $Kn$, defined as

$$Kn = \frac{1}{n\tau\sigma} = \frac{1}{n_0\tau_0\sigma}. \quad (A1)$$

In the Hydro setup, the HS gas can be implemented by noting that the shear viscosity is related to $\sigma$ via

$$\eta = \frac{1.2654T}{\sigma}, \quad (A2)$$

where $T = p/n = p\tau/n_0\tau_0$ is the local temperature. In the RTA approach, the HS gas is simulated by setting the relaxation time $\tau_R$ according to Eq. (6), with $\eta$ given by Eq. (A2).

In Fig. 10, the Hydro, RTA, and BAMPS results for $\chi = P_L/P_T$ are compared for various values of $Kn$. The initial conditions are set as in Fig. 1, namely $\tau_0 = 0.2$ fm and $T_0 = 0.5$ GeV. The values of $Kn$ are chosen such that the asymptotic value of $\chi$ is 0.75, 0.5, 0.25 and 0.05. As also noted for the case of the gas with constant $\eta/s$ reported in Fig. 1, all three methods agree at small $Kn$. The hydro results exhibit a departure from the RTA and BAMPS results already at $Kn = 0.33$, achieving negative values for $\chi$ when $Kn = 5.25$. The agreement between RTA and BAMPS remains excellent for both small and large values of $Kn$.

As remarked in Ref. [44] and confirmed in Fig. 10, $\chi$ reaches a constant value as $\tau \to \infty$, which depends on $Kn$. In Fig. 11, we compare our RTA results for $-\Pi/4p = (1-\chi)/[2(2+\chi)]$ with the results computed on the basis of the full Boltzmann collision integral for the hard sphere gas in Ref. [44], finding excellent agreement throughout the whole Knudsen range (between 0 and 5).
TABLE I. Parameters used for the RTA simulations presented in Sec. IV. See Appendix B for the intepretation of the above notation.

| w (fm) | η/s | S | δτ/τ₀ | Q_φ | Q_ζ |
|--------|------|---|-------|-----|-----|
| 1      | ≤ 0.005 | 200 | 0.005 | 20  | 80  |
| 1      | > 0.005  | 200 | 0.0025| 80  | 160 |
| 3      | (all values) | 200 | 0.01  | 40  | 160 |

Moreover, in this paper, we consider systems with azimuthal symmetry in the transverse plane. Thus, the macroscopic observables depend only on Bjorken time τ and on the radial distance r. The line element \( dl^2 = d\tau^2 - dr^2 - r^2 d\theta^2 - \tau^2 dt^2 \). (B2)

In order to take advantage of this symmetry in the full phase-space, the momentum space degrees of freedom can be chosen with respect to the following vielbein field (tetrad),

\[
e_\tau = \partial_\tau, \quad e_\xi = \partial_\xi, \quad e_\theta = r^{-1} \partial_\theta, \quad e_\eta = \tau^{-1} \partial_\eta, \quad e_\phi = \partial_\phi
\]

\[
\omega^\tau = d\tau, \quad \omega^\xi = dr, \quad \omega^\theta = rd\theta, \quad \omega^\eta = rd\eta, \quad \omega^\phi = \tau d\eta.
\]

The tetrad components \( k^\alpha = k^\mu \omega_\mu^{\alpha} \) are then employed to perform the momentum space integration, such that the particle four-flow vector \( N^\alpha \) and the stress-energy tensor \( T^{\alpha\beta} \) are computed as follows:

\[
N^\alpha = \int \frac{d^3k}{k^\tau} f k^\alpha, \quad T^{\alpha\beta} = \int \frac{d^3k}{k^\tau} k^\alpha k^\beta.
\]

The hatted indices are raised and lowered with the Minkowski metric \( \eta^{\alpha\beta} = \text{diag}(1, -1, -1, -1) \), i.e. \( N^\alpha = \eta^{\alpha\beta} N_\beta \). In order to perform the integrals in Eq. (B4), it is convenient to introduce spherical coordinates in the momentum space, via

\[
\left( \frac{k^\phi}{k^\theta} \right) = k \sqrt{1 - \xi^2} \left( \frac{\cos \varphi}{\sin \varphi} \right), \quad k^{\hat{r}} = k \xi.
\]

In the case of the ultrarelativistic gas, \( k^\hat{r} = k \).

We are now ready to write down the relativistic Boltzmann equation for the distribution function \( f(x^\mu, k^3) \) with the phase-space dependence on the curvilinear coordinates \( x^\nu = (\tau, r, \theta, \eta) \) and the momentum space degrees of freedom \( k^3 = (k, \xi, \varphi) \). It is based on the general theory developed by Cardall and Mezzacappa [48] and employed also in Ref. [24]:

\[
\frac{1}{\sqrt{-g}} \frac{\partial}{\partial \mu} \left( \sqrt{-g} e^\mu_\alpha k^\alpha f \right) - \frac{k^\tau}{\sqrt{\lambda}} \frac{\partial}{\partial k^\tau} \left( K^{\hat{r}} \Gamma^\hat{r}_{\alpha\beta} k^\alpha k^\beta \frac{\partial}{\partial k^\lambda} \right) = C[f],
\]

where \( \lambda^{-1/2} = |\det K^{\hat{r}}| \) and the matrix \( K^{\hat{r}} = \partial k^3/\partial k^3 \), computed in Eq. (2.20) of Ref. [24], is reproduced below for convenience:

\[
K^{\hat{r}} = \begin{pmatrix}
\cos \varphi \sqrt{1 - \xi^2} & \sin \varphi \sqrt{1 - \xi^2} & -\frac{\xi}{k} \\
\sin \varphi \sqrt{1 - \xi^2} & -\cos \varphi \sqrt{1 - \xi^2} & 0 \\
\frac{\xi}{k} & 0 & -\frac{\xi}{k} \end{pmatrix}. \tag{B7}
\]

The connection coefficients \( \Gamma^\hat{r}_{\alpha\beta} \) appearing in Eq. (B6) can be computed via

\[
\Gamma^\hat{r}_{\alpha\beta} = \frac{1}{2} \eta^{\hat{r} \hat{r}} (c_{\hat{r} \hat{r} \hat{r}} + c_{\hat{r} \hat{r} \hat{r}} - c_{\hat{r} \hat{r} \hat{r}}), \tag{B8}
\]

1. Separation of variables in momentum space using the vielbein formalism

The relativistic Boltzmann equation can be written with respect to the Minkowski (Cartesian) coordinates \((t, x, y, z)\) as follows:

\[
k^\mu \partial_\mu f = C[f], \tag{B1}
\]

where \( k^\mu = (k^\tau, k^x, k^y, k^z) \) represent the Cartesian momentum-space components and \( C[f] \) is the collision integral (discussed below).

In a system with longitudinal boost invariance, it is convenient to employ the Bjorken coordinates in Eq. (1).
where the Cartan coefficients are based on the commutators of the vielbein tetrad vectors, $[e_a, e^b_\beta] = c^a_{\alpha\beta} e^\alpha$. Based on Eq. (B3), we find $c_1^\phi_\phi \hat{\theta} = -c_\phi^\phi \hat{\theta} = \tau^{-1}$ and $c_1^\phi_\phi = -c_\phi^\phi = r^{-1}$, with all other Cartan coefficients vanishing, leading to

$$\Gamma^\phi_\phi \hat{\phi} = \Gamma^\phi_\phi \hat{\theta} = \tau^{-1}, \quad \Gamma^\phi_\phi \hat{\phi} = -\Gamma^\phi_\phi \hat{\theta} = r^{-1}. \quad (B9)$$

Plugging now Eqs. (B7) and (B9) into Eq. (B6), we find

$$c^\phi = c^\phi \hat{\phi} \hat{\phi} = \tau^{-1}, \quad c^\phi = -c^\phi \hat{\theta} = r^{-1}.$$

Based on Eq. (B3), we find $n$, density

$$\rho = \text{density} \text{ of massless particles,} \quad \text{dependence on the spatial coordinates} \quad \rho \text{ are computed using Eq. (B4) from the distribution function} \quad \text{of the Landau frame velocity} \quad \rho \text{ is obtained via the Landau approximations (RTA)} \quad \rho = \frac{k}{\tau R} \left[ f - f^{(\text{eq})} \right], \quad (B11)$$

where $\tau$ and $f$ are the relaxation time and $f^{(\text{eq})}$ is the local equilibrium distribution function. In this paper, we consider that the equilibrium statistics are described by the Maxwell-Jüttner model for massless particles,

$$f^{(\text{eq})} \rightarrow f^{(\text{eq})}_{\text{Maxwell}} = \frac{g}{2} \frac{\rho}{T^3} \exp \left( \frac{\mu - k \cdot u}{T} \right) = \frac{n}{8\pi T^3} \exp \left( -\frac{k \cdot u}{T} \right), \quad (B12)$$

where $g$ is a degeneracy factor ($g = 16$ for the gluonic degrees of freedom), while $\mu$ and $T$ are the local chemical potential and temperature, respectively. The macroscopic velocity $u = u^\alpha e_\alpha$ is obtained via the Landau matching condition,

$$T^\alpha_\beta u^\alpha = \epsilon \mu / T. \quad (B13)$$

where the energy density $\epsilon = \frac{3p}{T}$ represents the positive eigenvalue of the stress-energy tensor, $T^\alpha_\beta$. The temperature $T = p/\mu$ is determined using the particle number density $n$, which is computed from the particle four-flow and is related to the chemical potential $\mu$ via

$$n = N \hat{\phi} u_\phi = \frac{g T^3}{2 \pi} \epsilon \mu / T. \quad (B14)$$

Both the stress-energy tensor and the particle four-flow are computed using Eq. (B4) from the distribution function $f$.

In the case of the $0 + 1$D Bjorken flow, there is no dependence on the spatial coordinates $r$, $\theta$ and $\eta$, while the macroscopic velocity is given by $u^\alpha = (1, 0, 0, 0)^T$ at all times. Since we consider no dependence on the azimuthal coordinate $\phi$ of the momentum space in the initial Romatschke-Strickland distribution given in Eq. (10), it is clear that $\partial_\phi f = 0$ at all times and $\text{Eq. (B10)}$ reduces after setting $m = 0$ and $k = k$ to

$$1 \frac{\partial (f r)}{\tau} - \frac{\xi^2}{\tau k^2} \frac{\partial (f k^3)}{\partial k} - \frac{1}{\tau} \frac{\partial (\xi (1 - \xi^2) f)}{\partial \xi} \xi - \frac{1}{\tau} \frac{\partial (\xi (1 - \xi^2) f)}{\partial \xi} = -\frac{1}{\tau_R} \left[ f - f^{(\text{eq})} \right]. \quad (B15)$$

In the free-streaming limit, $\tau_R \rightarrow \infty$ and the solution of $\text{Eq. (B15)}$ is given at time $\tau > \tau_0$ precisely by

$$f_{\text{FS}}(\tau; k, \xi) = f_{\text{FS}}(\tau_0; k, \xi), \quad (B16)$$

where $\tau_0$ and $\xi$ are obtained via the Landau frame velocity $u^{\alpha} = (u^\alpha, 0, 0, 0)$ and the energy density $\epsilon$ are given by the solution of the eigenvalue equation $\text{Eq. (B13)}$.

$$\epsilon = \frac{1}{2} \left[ T^\alpha_\beta f^\alpha - T^\alpha_\beta T^\alpha_\beta - 4(T^\alpha_\beta)^2 \right], \quad \frac{u^\alpha}{u^\beta} = \frac{T^\alpha_\beta}{\epsilon + T^\alpha_\beta}. \quad (B19)$$

2. Momentum space discretization

In this paper, we employ the discretization of the momentum space discussed in Ref. [24]. In this scheme, we employ $Q_L \times Q_\xi \times Q_\phi$ discrete values for $k$, $\xi$ and $\phi$, such that $k^{\alpha} \rightarrow k^{\alpha}_{ij} = k_l(1, \sqrt{1 - \xi^2 \cos \phi}, \sqrt{1 - \xi^2 \sin \phi}, \xi_j)$. The discrete set
of distributions \( f_{ij} \) are related to the original distribution function \( f(k, \xi, \varphi) \) via \[ \text{[24]} \]

\[ f_{ij} = \frac{2\pi}{Q_\varphi} T_0^3 \xi w_j^0 w_j^i f(k_i, \xi_j, \varphi_i). \] (B20)

The weights \( w_j^0, w_j^i \) and \( 2\pi/Q_\varphi \) are computed following the prescription of the Gauss-Laguerre, Gauss-Legendre and Mysovskikh (trigonometric) quadratures, respectively \[ \text{[25]} \].

The values for \( k \) are chosen as the roots of the generalized Laguerre polynomials \( L^{(2)}_{Q_\xi}(k) \) of order \( Q_\xi \), where \( k = k/k_{\text{ref}} \) and \( k_{\text{ref}} = T_0 \). Two values are chosen \( (Q_\xi = 2), \tilde{k}_1 = 2 \) and \( \tilde{k}_2 = 6 \), thus ensuring the exact recovery of the evolution of \( N^a \) and \( T^{a\bar{a}} \) (for details, see Ref. \[ \text{[24]} \]). The corresponding weights are \( w_1^0 = 3/2 \) and \( w_2^0 = 1/2 \). The derivative term \( k^{-2} \partial(f(x))/\partial k \) is projected onto the space of generalized Laguerre polynomials and is truncated at order \( Q_\xi \), giving

\[ \left[ \frac{1}{k^2} \frac{\partial(f(x^3))}{\partial k} \right]_{ij} = \sum_{L' = 1}^{Q_L} K_{iL',j}^L f_{L',j}, \] (B21)

where the elements of the \( Q_L \times Q_L \) matrix \( K_{iL',j}^L \) are given in Eq. (3.51) of Ref. \[ \text{[24]} \]. For \( L = 2 \), \( K_{11,1}^L = \frac{1}{2} w_1^0 (3 - \tilde{k}_1) \tilde{k}_1' \), such that \( K_{11,1}^L = -K_{21,1}^L = \frac{1}{2} \) and \( K_{12,2}^L = -K_{22,2}^L = \frac{3}{2} \), leading to

\[ \left[ \frac{1}{k^2} \frac{\partial(f(x^3))}{\partial k} \right]_{1j1} = \frac{1}{2} f_{1j1} + \frac{3}{2} f_{2j1}, \]

\[ \left[ \frac{1}{k^2} \frac{\partial(f(x^3))}{\partial k} \right]_{2j1} = -\frac{1}{2} f_{1j1} - \frac{3}{2} f_{2j1}. \] (B22)

In the case of \( \xi \), we employ the Gauss-Legendre quadrature of order \( Q_\xi \), meaning that the values \( \xi_j \) \( (1 \leq j \leq Q_\xi) \) are the roots of the Legendre polynomial of order \( Q_\xi \), \( P_{Q_\xi}(\xi_j) = 0 \). Both the roots and the weights \( w_\xi \) up to order \( Q_\xi = 1000 \) are available as data files in the supplementary material of Ref. \[ \text{[24]} \]. The term \( \partial(\xi(1-\xi^2)f)/\partial \xi \) is computed by projection onto the space of Legendre polynomials,

\[ \left[ \frac{\partial(\xi(1-\xi^2)f)}{\partial \xi} \right]_{ij} = \sum_{j' = 1}^{Q_\xi} K_{ijj',L}^P f_{L,j'}, \] (B23)

where the \( Q_\xi \times Q_\xi \) elements of the matrix \( K_{ijj',L}^P \) are computed from Eq. (3.54) of Ref. \[ \text{[24]} \], reproduced below for convenience:

\[
K_{j,j'}^P = w_j \sum_{m=1}^{Q_\xi-3} \frac{m(m+1)(m+2)}{2(2m+3)} P_m(\xi_j) P_{m+3}(\xi_j') \\
- w_j \sum_{m=1}^{Q_\xi-1} \frac{m(m+1)}{2} P_m(\xi_j) \left[ \frac{(2m+1) P_{m+2}(\xi_j')}{(2m-1)(2m+3)} \right. \\
+ \frac{m-1}{2m-1} P_{m-2}(\xi_j') \right].
\] (B24)

Finally, the trigonometric angle \( \varphi \) is discretized using \( Q_\varphi \) values, \( \varphi_i = \varphi_0 + 2\pi (i-1)/Q_\varphi \) \( (1 \leq i \leq Q_\varphi) \), where the arbitrary offset \( \varphi_0 \) is set to \( \varphi_0 = 0 \) for definiteness. The derivative term \( \partial(f \sin \varphi)/\partial \varphi \) can be computed via

\[ \left[ \frac{\partial(f \sin \varphi)}{\partial \varphi} \right]_{ij} = \sum_{i' = 1}^{Q_\varphi} K_{i,i',i''}^M f_{i,j,i''}, \] (B25)

where

\[
K_{i,i',i''}^M = \frac{1}{Q_\varphi} \sum_{m=0}^{Q_\varphi/2} \{ (m + 1) \cos[m(\varphi_i - \varphi_{i'}) + \varphi_i] \\
- (m - 1) \cos[m(\varphi_i - \varphi_{i'}) - \varphi_i] \},
\] (B26)

where \( [\cdot] \) is the floor function.

Before ending this subsection, we discuss the strategy employed for computing the initial conditions for \( f \), as well as the equilibrium distribution \( f^{(m)} \). Because the momentum magnitude \( k \) is discretized using only two values, the direct evaluation of the distribution function at these values suffers from severe accuracy problems when attempting to extract the macroscopic quantities \( N^a \) and \( T^{a\bar{a}} \). Instead, we employ the strategy of Refs. \[ \text{[23, 24]} \] and consider the projection of \( f \) onto the space of Laguerre polynomials:

\[ f = \frac{e^{-k/T_0}}{T_0^3} \sum_{\ell = 0}^{Q_\xi - 1} \mathcal{F}_\ell L_\ell^{(2)}(k/T_0), \]

\[ \mathcal{F}_\ell = \int_0^\infty \, dp \, p^2 \, f L_\ell^{(2)}(k/T_0). \] (B27)

The sum over \( \ell \) is truncated at \( Q_\xi - 1 \) in order to facilitate the recovery of the integrals of \( f \) following the Gauss-Laguerre quadrature prescription. The initialization of \( f \) is performed at the level of the coefficients \( \mathcal{F}_\ell \), which for the Romatschke-Strickland distribution are given by \[ \text{[35]} \):

\[ \mathcal{F}_0^{\text{RS}} = \frac{g e^{\alpha_0} A_0^3}{(2\pi)^3 (1 + \xi_0^2)^{3/2}}; \]

\[ 3 \mathcal{F}_0^{\text{RS}} - \mathcal{F}_1^{\text{RS}} = \frac{3g e^{\alpha_0} A_1^3}{(2\pi)^3 (1 + \xi_0^2)^{5/2}}. \] (B28)
After the discretization of the momentum space, the Romatschke-Strickland distribution becomes

\[ f_{ij}^{\text{RS}} = \frac{g e^{\alpha_0} \Lambda_0^3}{(1 + \xi_0 \xi_j^2)^{3/2}} \frac{w_i^l w_j^r}{4 \pi^2 Q_\varphi} \times \left[ 4 - \tilde{k}_l + \frac{\Lambda_0/T_0}{\sqrt{1 + \xi_0 \xi_j^2}} (3 - \tilde{k}_l) \right]. \]  

(B29)

The Maxwell-Jüttner distribution necessary for the computation of the collision term is obtained by replacing \( e^\alpha \rightarrow \pi^2 n/g T^3 \), \( \Lambda_0 \rightarrow T \) and \( \sqrt{1 + \xi_0 \xi_j^2} \rightarrow u_\alpha k^\alpha/k = u^\ell - k^\ell u^\ell/k; \)

\[ f_{ij}^{\text{eq}} = \frac{nw_i^l w_j^r}{4Q_\varphi (u^\ell - u^\ell \sqrt{1 - \xi_j^2 \cos \varphi_i})^3} \times \left[ 4 - \tilde{k}_l + \frac{(3 - \tilde{k}_l)T/T_0}{u^\ell - u^\ell \sqrt{1 - \xi_j^2 \cos \varphi_i}} \right]. \]  

(B30)

3. Finite difference methods

The time stepping is performed using the third-order Runge-Kutta scheme \[51, 52\]. Writing Eq. \((B18)\) as \( \partial f/\partial \tau = L[f] \) and considering an equal time step discretization of the time coordinate, \( \tau_n = \tau_0 + n\delta\tau \), the value \( f_{n+1} \) of the distribution function at time step \( n+1 \) can be obtained from that at time step \( n \) via two intermediate stages:

\[ f_n^{(1)} = f_n + \delta t L[f_n], \]

\[ f_n^{(2)} = \frac{3}{4} f_n + \frac{1}{4} f_n^{(1)} + \frac{1}{4} \delta t L[f_n^{(1)}], \]

\[ f_{n+1} = \frac{1}{3} f_n + \frac{2}{3} f_n^{(2)} + \frac{2}{3} \delta t L[f_n^{(2)}]. \]  

(B31)

For the advection along \( \tau \), care must be taken because of the \( r^{-1} \) factor appearing in Eq. \((B18)\). Following Refs. \[53–55\], this factor is absorbed in the derivative, i.e. \( r^{-1} \partial (f r)/\partial r = 20 (f r)/\partial r^2 \). The discretization of the radial coordinate is performed using \( S \) equal intervals of width \( \delta r = L/S \) (where \( L = 6w \) and \( w \) is the width of the Gaussian, as discussed in Sec. \[IV\]), centered on coordinates \( r_s = (s - \frac{1}{2})\delta r \), with \( 1 \leq s \leq S \). The derivative term is then computed using a flux-based finite-difference scheme,

\[ \left[ \frac{1}{r} \frac{\partial (f r v)}{\partial r} \right]_s = \frac{2}{r} \frac{f_{s+\frac{1}{2}} - f_{s-\frac{1}{2}}}{r_{s+\frac{1}{2}} - r_{s-\frac{1}{2}}}, \]  

(B32)

where \( r_{s+\frac{1}{2}} = r_s + \frac{1}{2} \delta r \) and \( v = k^\ell /k^\ell \rightarrow \cos \varphi \sqrt{1 - \xi_j^2} \) is the advection velocity. The fluxes \( f_{s+\frac{1}{2}} \) are computed using an upwind-biased approach. For increased stability, we employ the fifth-order weighted essentially nonoscillatory (WENO-5) scheme \[56, 57\], which is summarized also in Refs. \[24, 55\]. For brevity, the algorithm is not repeated here. We note that, while the WENO-5 method is of fifth order, the formulation in Eq. \((B32)\) gives rise to a second-order algorithm due to the \( r_{s+\frac{1}{2}} \) factors appearing in the numerator \[55\].
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