I. INTRODUCTION

GaSb is a III-V narrow-bandgap binary semiconductor that possesses high bulk hole mobility at room temperature, and is consequently of technological importance in electronics and optoelectronics\textsuperscript{1,2}. Low-power, high-performance p-type field-effect transistors (FETs) based on GaSb for complementary logic are under development. Efforts to realize such FETs are either based on thin surface channels of GaSb in a typical metal-oxide-semiconductor (MOS) configuration\textsuperscript{3–5}, or on modulation-doped heterostructures hosting GaSb quantum wells (QWs)\textsuperscript{6–8}. In the latter case, no field effect has been reported so far. Meanwhile, GaSb p-type nanowires are also the subject of intense research, much for the same reasons\textsuperscript{9–14}.

From the point of view of fundamental research, GaSb is best known for its self-assembled quantum dots (QDs)\textsuperscript{15,16} and for forming one half of the quantum spin Hall insulator InAs/GaSb\textsuperscript{17–23}, a coupled double QW system in which hole-like states originate from the valence band of GaSb\textsuperscript{24–31}. By themselves, GaSb QWs are unexplored at cryogenic temperatures. We have therefore set out to study two-dimensional holes confined in GaSb QWs, performing first low-temperature experiments on devices that are fully gate-tunable. Finding and analyzing Shubnikov-de Haas (SdH) oscillations, we discover a significant zero-field spin splitting of the ground subband mediated by the spin-orbit coupling (SOC), a finding supported by self-consistent $k$–$p$ band structure calculations. The first excited subband remains inaccessible in our experiment. To characterize the spin-split subbands of the ground subband, we measure effective masses $m^*$ and quantum scattering times $\tau_q$ using the temperature dependence of the SdH oscillations. Finally, we investigate the phenomenon of weak anti-localization (WAL) that occurs as a correction to the conductivity at magnetic fields close to zero, and extract the phase-coherence length.

Based on our initial, encouraging results, we believe that it should be possible to realize nanostructures in p-type GaSb QWs, all the more as material quality improves further. Fabricating QDs would be particularly interesting due to the prospects of using them for quantum computation\textsuperscript{32}. Spin qubits based on hole QDs are predicted to have long coherence times due to the weak hyperfine coupling with the nuclear spin bath and to facilitate fast control due to the SOC\textsuperscript{33–36}.

II. EXPERIMENTAL METHODS

Our single-side modulation doped GaSb QWs are grown in [100] direction at 540 °C on a GaAs substrate using molecular-beam epitaxy\textsuperscript{37,38} [see Fig. 1(a)]. An interfacial misfit buffer alleviates the resulting lattice mismatch. This buffer is composed of a GaAs layer, succeeded by AlSb and GaSb layers and an optional superlattice comprising alternating GaSb and AlSb layers. AlSb confinement barriers surround the 20 nm GaSb QW and a GaSb cap forms the surface protection layer. The Si atoms, acting as amphoteric dopants producing net p-type doping\textsuperscript{39}, are separated from the QW by a spacer. We have grown heterostructures with varying dopant sheet density $n_d$ and spacer thickness $d_s$, and here we present results for $n_d = 18.8 \times 10^{12}$ cm$^{-2}$ and $d_s = 15$ nm.

Measurements are conducted on a gated device consisting of two Hall bar structures, each of 25 μm width and voltage probe spacing of 50 μm, oriented at right angles to each other [Fig. 1(b)]. The Hall bar structures are aligned at an angle of 45° to the principal crystallographic axes, and therefore parallel to the [010] and...
[001] directions, respectively. We fabricate the Hall bar structures by wet chemical etching and subsequent encapsulation by atomic layer deposition of around 25 nm of Al₂O₃, which also serves as the gate insulator for the Ti/Au top gate. Ohmic contact is achieved by indium soldering, with typical contact resistances on the order of a few tens of kΩ. Measurements are performed in a dilution refrigerator at a base temperature of around 80 mK, soldered, with typical contact resistances on the order of a few tens of kΩ. Measurements are performed in a dilution refrigerator at a base temperature of 80 mK.

### RESULTS

The color map in Fig. 1(c) shows the dependence of the longitudinal resistivity $\rho_{xx}$ on the top gate voltage $V_{tg}$, which tunes the total charge carrier density, and on the perpendicular magnetic field $B$. Note the appearance of a checkerboard pattern in $\rho_{xx}(V_{tg}, B)$ for $B > 4 \text{T}$. The Hall density $p_{tot}$, determined from the transverse resistivity $\rho_{xy}$, represents the total charge carrier density and is depicted in Fig. 1(d). The associated Hall mobility changes from 3000 to 7500 $\text{cm}^2\text{V}^{-1}\text{s}^{-1}$ in the full top gate voltage range. This is insufficient to reach the quantum Hall state with the magnetic fields at our disposal. For $V_{tg} > 2 \text{V}$, leakage through the top gate increases quickly, preventing us from attaining depletion. However, in other samples we are able to achieve full depletion, observing insulating behavior due to localization below $p_{tot} = 5 \times 10^{11} \text{cm}^2$. This accomplishment, together with our measurements on nominally undoped...
GaSb QWs which are insulating by default due to the absence of charge carriers\(^{40}\), suggests that the edge conduction reported in InAs/GaSb double QWs\(^{41,42}\) originates from the InAs QW, as speculated\(^{43-46}\).

Next, we investigate \(\rho_{xx}\) as function of \(B\) at fixed \(V_{tg}\). Figure 2(a) shows such traces, exhibiting SdH oscillations. The corresponding power spectra \(S\) calculated using the Fourier transform are displayed in Fig. 2(b). The frequency axis \(f\) is converted to a density axis by multiplication with \(e/h\) without making any assumptions regarding spin degeneracy. Figure 2(d) combines these and more traces into a color map, revealing the continuous evolution of the spectrum upon changing \(V_{tg}\). The dotted superimposed line describes the Hall density \(\rho_{rot}\), taken from Fig. 1(d). At \(V_{tg} = -0.75\) V, three distinct frequencies \(f_1, f_2\) and \(f_1 + f_2\) are visible in the spectrum. We see that \((f_1 + f_2) \times e/h\) matches \(\rho_{rot}\). This holds true upon increasing \(V_{tg}\) as \(f_1 + f_2\) gradually disappears while moving downwards in frequency, merging with \(f_1\). Accordingly, \(f_2\) features a similar progression, eventually disappearing amidst the low frequencies around zero which arise from incomplete background subtraction prior to taking the Fourier transform. By \(V_{tg} = 1.75\) V, \(f_1\) and \(f_1 + f_2\) have completely vanished. \(f_1\) remains almost constant throughout, decreasing only slightly with increasing \(V_{tg}\).

Based on the above observations, we attribute \(f_1\) and \(f_2\) to two spin-split subbands of densities \(p_1 = f_1 \times e/h\) and \(p_2 = f_2 \times e/h\), respectively. These subbands originate from the spin splitting of the ground subband due to the SOC. The subband-population imbalance \((p_1 - p_2)/(p_1 + p_2)\) measures the degree of spin splitting, exceeding 60\% just before \(f_2\) becomes impossible to resolve. Note that normally the densities \(p_1\) and \(p_2\) in a pair of spin subbands vanish jointly as a function of decreasing total density \(p_1 + p_2\) due to Kramers theorem which guarantees the degeneracy of the spin subbands at \(k_{\|} = 0\). However, it is possible that only a single spin subband is occupied below some critical density if the spin-split dispersion is characterized by a ring of extrema\(^{47,48}\).

In order to confirm and expand upon our interpretation, we have performed self-consistent \(k \cdot p\) band structure calculations based on the 8 \(\times\) 8 Kane Hamiltonian in the axial approximation\(^{49}\) and using band-structure parameters from Ref. 50. The precise electrostatic boundary conditions are not known for our system. Overall best agreement with the experimental data is achieved if we choose boundary conditions that correspond to a symmetric well for \(\rho_{rot} = 1.72 \times 10^{12}\) cm\(^{-2}\). Then we keep the slope of the Hartree potential in one barrier fixed, corresponding to the situation in the substrate, while we vary the slope \(F\) of the Hartree potential in the other barrier, corresponding to the effect of the top gate. The charge density \(\rho(z)\) is then calculated self-consistently\(^{51,52}\) as a function of \(F\), where \(z\) denotes the growth direction and \(\rho_{rot} = \int \rho(z) dz\). Figure 2(c) shows calculated \(E(k_0)\) dispersion curves for approximately the same total densities as found in the corresponding measured traces and spectra of Figs. 2(a), (b); and Fig. 2(c) shows the calculated spin subband densities \(p_1\) and \(p_2\) versus \(\rho_{rot}\). The calculations confirm the important trends in Fig. 2(c) including the rather distinct dependencies of \(p_1\) and \(p_2\) on \(\rho_{rot}\) as well as a tremendous Rashba-type spin splitting of the ground and excited subbands. Due to the self-consistent interplay between quantum mechanical confinement and electrostatics, the band structure alters dramatically as the total density changes. The agreement with the experimental results from Fig. 2(d) attests to the validity of our conclusions. While the calculations also predict the occupation of the spin-split excited subbands for \(\rho_{rot} \geq 1.0 \times 10^{12}\) cm\(^{-2}\), we are unable to resolve this occurrence experimentally as the densities in the excited subbands are small. Note that at \(k_{\|} = 0\) both the ground subband as well as the first excited subband have heavy hole character, whereas for typical \(k_{\|}\) which are of the order of the Fermi wave vector, both subbands are approximately equal parts heavy hole and light hole.

We now turn to the temperature dependence of the
SdH oscillations. Such measurements allow for the determination of \(m^*\) and \(\tau_0\). At \(V_{\text{tg}} = 1.75\) V [Fig. 3(a)], only the spin-split subband of higher density, \(p_1\), appears in the SdH oscillations, recall Fig. 2. We employ the well-known expression describing the oscillation amplitude \(\Delta \rho_{xx}\),

\[
\frac{\Delta \rho_{xx}}{\rho_{xx}} = 4 \exp \left\{ -\frac{\pi}{\omega_c \tau_0} \right\} \frac{2 \pi^2 k_B T/\hbar}{\sinh 2 \pi^2 k_B T/\hbar \omega_c},
\]

where \(\rho_{xx}\) is the magnetoresistance background, \(\omega_c = eB/m^*\) the cyclotron frequency and \(T\) the temperature. Equation (1) is valid for \(\Delta \rho_{xx}/\rho_{xx} \ll 1\). Fitting the decay of the oscillation amplitude with temperature in different minima and maxima using Eq. (1) produces Fig. 3(b). We see that \(m^*, \tau_0\) are independent of \(B\) and obtain \(m^*/m_0 = 0.770 \pm 0.004, \tau_0 = (0.566 \pm 0.003)\) ps by weighted averaging.

Next, we repeat the temperature dependence at \(V_{\text{tg}} = -0.75\) V. Here, more intricate analysis is required because both spin-split subbands contribute to the SdH oscillations. We have applied two methods to analyze the data. Method I consists of filtering the data for the purpose of selecting specific frequencies, allowing for the individual analysis of the constituent components of the SdH oscillations. We first use a Butterworth bandpass filter to select \(f_1\) and \(f_2\), then replicate the analysis using Eq. (1), as before. Disadvantages of this approach are the trade-off in filter order and frequency response as well as uncertainty in the choice of magnetic field range. Method II considers the power spectra of the SdH oscillations. We fit the peaks of the heights corresponding to the different subbands as function of temperature to peak heights in the power spectra of simulated data sets produced using the Fourier transform of Eq. (1). Modifications such as choice of magnetic field range and windowing are applied to both real and simulated data sets, ensuring consistency. The fitting parameters are again \(m^*\) and \(\tau_0\). Figure 3(c) depicts the decay of the power spectrum with increasing temperature at \(V_{\text{tg}} = -0.75\) V. In Fig. 3(d), we show the peak heights at frequencies \(f_1\) and \(f_2\), corresponding to the spin-split subbands, versus temperature, together with the respective fits. For the subband of higher density, \(p_1\), we obtain \(m^*/m_0 = 0.720 \pm 0.006, \tau_0 = (0.754 \pm 0.007)\) ps, and for the subband of lower density, \(p_2\), \(m^*/m_0 = 0.833 \pm 0.018, \tau_0 = (0.679 \pm 0.016)\) ps. The peak associated with \(f_1 + f_2\) has a fictitious mass roughly equal to the sum of the other two masses, as anticipated. Method I (not shown) gives similar results as Method II. Comparing with the results at \(V_{\text{tg}} = 1.75\) V, we conclude that \(m^*\) of the higher density subband does not depend much on gate voltage, as expected from the band structure calculations. The calculations predict somewhat smaller zero-field density-of-states effective masses at the Fermi energy for both subbands than what we measure \([m^*/m_0 = 0.51\) for both spin subbands of the first panel in Fig. 2(c) and \(m^*/m_0 = 0.47\) and 0.51 for the third panel]. Such differences are known from studies in other systems and originate in the complicated structure of the valence band.

Our final experimental finding concerns WAL. To investigate the phenomenon of WAL, we measure the magnetic field dependence of \(\rho_{xx}\) and \(\rho_{xy}\) for fixed \(V_{\text{tg}}\) and calculate the longitudinal conductivity \(\sigma_{xx}\) by inverting \(\rho_{xx}, \rho_{xy}\). Then, we symmetrize and fit \(\sigma_{xx}\) with a two-band model of the form \(\sigma_{xx} = \sigma_{xx,1} + \sigma_{xx,2}\), where \(\sigma_{xx,1}\) and \(\sigma_{xx,2}\) are the conductivity of the band of density \(p_1\) (\(p_2\)). We neglect intersubband scattering and fix the densities to \(p_1 = f_1 \times e/h\) and \(p_2 = f_2 \times e/h\), respectively, resulting in two fitting parameters, \(\mu_1\) and \(\mu_2\), the mobilities of the subbands. The two-band model gives the parabolic background explaining the observed positive magnetoresistance around \(B = 0\), see for example Fig. 2(a). Note that \(\mu_{xy}\) is essentially linear in \(B\) despite the presence of two hole species. After subtracting the parabolic background from \(\sigma_{xx}\) and getting \(\delta \sigma_{xx}\), we shift the traces such that \(\delta \sigma_{xx}(0) = 0\), and fit with

\[
\delta \sigma_{xx} = \frac{e^2}{\pi \hbar} \left( g \left( \frac{B_0 + B_{so}}{B} \right) + \frac{1}{2} g \left( \frac{B_0 + 2B_{so}}{B} \right) - \frac{1}{2} g \left( \frac{B_{so}}{B} \right) \right),
\]

where \(g(x) = \Psi(1/2 + x) - \ln x\) and \(\Psi\) is the digamma function. The quantities \(B_0 = h/4e\ell_d^2\) and \(B_{so} = h/4e\ell_{so}^2\) are the fitting parameters. We are interested in \(\xi_0\), the phase coherence length, and \(\ell_{so}\), the spin-orbit length. Figure 4(a) showcases several typical fits at different \(V_{\text{tg}}\). The fitting range is \(|B| \leq 20\) mT. As ex-
pected, we find that $l_\phi$ is mostly independent of the fitting range, whereas $l_{so}$ changes drastically for different ranges. This occurs because $l_\phi$ describes the well-defined peak shape of $\delta \sigma_{xx}$ around $B = 0$ where the background is flat. In contrast, $l_{so}$ describes the behavior of $\delta \sigma_{xx}$ away from the peak and is therefore influenced by the details of the crude background subtraction which neglects particle-particle interactions, for instance. Thus, there is a systematic error on $l_{so}$.

Figure 4(b) presents the extracted $l_\phi$ for all $V_{tg}$. $l_\phi$ increases with increasing density, reaching around 800 nm at most. We neglect to plot $l_{so}$ in light of the discussion outlined above, but mention here that $l_{so}$ does not seem to depend on $V_{tg}$, and is approximately equal to 200 nm.

Increasing the temperature quenches the WAL correction. Figure 4(c) illustrates the decrease of $l_\phi$ at two values of $V_{tg}$ upon increasing the temperature. We fit the data points with a function of the form $AT^\gamma$ and obtain $\gamma = -0.27 \pm 0.02$ at $V_{tg} = 1.75$ V and $\gamma = -0.29 \pm 0.04$ at $V_{tg} = -0.75$ V. If electron-electron scattering were the dominant mechanism responsible for the loss of phase coherence, we would expect $\gamma = 0.5$ in a two-dimensional system such as ours. Electron-phonon scattering is also not compatible with the noted temperature dependence. Currently, we cannot explain the unexpected value of the exponent $\gamma$.

IV. CONCLUSION

To conclude, we have established GaSb QWs as a viable platform for two-dimensional hole physics. Transport measurements on gate-tunable devices, backed up by band structure calculations, reveal how the ground subband undergoes spin splitting. We determine the effective masses and quantum scattering times of these spin-split subbands using the temperature dependence of SdH oscillations. Additionally, we study the WAL phenomenon and deduce the phase coherence length. These insights, together with the fact that full depletion is possible, pave the way towards more elaborate experiments such as the confinement of valence band holes in QDs in GaSb. Such QDs offer the tantalizing possibility of realizing hole spin qubits that have long coherence times due to the weak hyperfine interaction and provide fast control that is enabled by the SOC. We think that with further improvements in material quality GaSb could become a viable candidate to host such spin qubits, joining the ranks of more established hole systems such as GaAs, silicon, germanium.
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