Breakdown of adiabaticity when loading ultra-cold atoms in optical lattices
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Realistic simulations of current ultra-cold atoms experiments in optical lattices show that the ramping up of the optical lattice is significantly nonadiabatic, implying that experimentally prepared Mott insulators are not really in the ground state of the atomic system. The nonadiabaticity is even larger in the presence of a secondary quasi-periodic lattice simulating “disorder”. Alternative ramping schemes are suggested that improve the adiabaticity when the disorder is not too large.
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the BH model [17, 18]; we use it here for parameters of a given experiment aiming at reproducing the processes taking place during ramping up of the lattices potential. Since the theory is based on the BH model, it cannot simulate the very initial stage of the experimental procedure that starts from a harmonically trapped Bose-Einstein condensate. In the first stage, the atomic gas is in a SF state; ramping up the lattice must be done sufficiently slowly to ensure that all atoms remain in the lowest band of the periodic potential. The optical potential must be increased from 0 to one recoil energy in a time longer than the recoil time (300 \(\mu s\)), which is largely fulfilled in the experiment. The atomic wave function then follows adiabatically the shrinking of the Wannier state in each site as long as tunneling between neighboring sites remains dominant. Following this reasoning, our simulations are performed starting from \(s_1 = 4\) or 5, where the system is already in the tight binding regime, in the SF phase. We have checked that our results are practically independent of this choice (proving that the initial stage is adiabatic). We choose 151 particles occupying roughly 80 lattice sites, in order to match the experimental parameters of [12]. Similar conclusions are obtained for different values of the parameters.

In the experiment [12], an absorption peak at frequency 1.9 kHz was observed, while the interaction energy for \(s_1 = 16\) is \(U = 2.3\) kHz. We thus believe that the \(s_1\) parameter was overestimated. To match the position of the peak, we modify all laser intensities by a 7/8 factor yielding \(s_1 = 14\) and \(s_2 = 35\). Attempts to simulate the absorption curve for the 30% modulation of the lattice lasting for 30 ms failed. Such a strong modulation apparently creates too much excitation and entanglement across the lattice for the TEBD algorithm to be reliable. The absorption spectra obtained for 10-30 times smaller modulation resemble those obtained in [17] with a prominent peak around \(U\) and a much smaller one around \(2U\) (in experiment this relation is reversed). In the presence of disorder, the absorption peaks broaden — both in the real experiments and in our numerical simulations — but it is hard to extract any information from this fact: firstly because of nonlinearities induced by the experimental strong modulation, and secondly because absorption spectra turn out to be almost insensitive to the details of the dynamics such as a breakdown of adiabaticity.

The numerical simulations make it possible to analyze the state of the system by different means. The first step in this direction is to test an assumption done in ultra-cold atoms “quantum phase transition” experiments [4, 5, 12], namely the adiabaticity of the optical lattice switching on. This assumption is especially critical in the laser intensity region corresponding to the transition from the SF to the MI phase. For the infinite system, due to the critical slowing down [19], such a transition cannot be fully adiabatic. For large 3D systems [4], an approximate mean-field simulation [20] showed that indeed adiabaticity is broken. For a collection of 1D tubes [3, 12], the small system size may assure the adiabaticity of the transition/crossover between phases. We can directly test the adiabaticity by comparing the state obtained dynamically by our procedure with the exact ground state of the system. The latter can be found by imaginary time propagation (using essentially the same algorithm). Next, the overlap between the dynamically created state and the ground state can be calculated.

This procedure yields for a single lattice (\(s_2 = 0\)) an overlap equal to 0.095; for weak disorder the corresponding overlap drops to 0.02-0.05, depending on the value of \(s_2\). For \(s_2\) greater than unity, the overlap drops dramatically to \(10^{-3}\) or smaller values (note that \(s_2 \approx 1\) corresponds to disappearance of the MI phase according to BH model predictions). The overlap values obtained indicate that the switching on of the lattices is not adiabatic. What is the character of the state prepared at the end of the ramping up? It is some kind of “wavepacket”, a coherent superposition of the ground state and some excited states. A crude way of measuring the wavepacket character is to compute the “excess energy”, i.e. \(\Delta E = E(\text{wavepacket}) - E(\text{ground state})\). Regardless of \(s_2\) it is about 0.15\(U\) meaning that the system is not highly excited.

More precise information can be obtained by considering the temporal autocorrelation function of the wavepacket. Indeed, the wavepacket can be expanded onto the eigenstates \(|\varphi_i\rangle\) (with energy \(E_i\)) of the Hamiltonian at the final values of \(s_1\) and \(s_2\): \(|\Psi\rangle = \sum_i a_i |\varphi_i\rangle\). If we now let \(|\Psi\rangle\) evolve freely with the final Hamiltonian, we obtain the autocorrelation function:

\[
C(t) = \langle \Psi(0)|\Psi(t)\rangle = \sum_i |a_i|^2 \exp(-i\frac{E_i t}{\hbar}).
\] (3)

Thus \(E_i\)’s and overlaps can be obtained by Fourier transforming \(C(t)\). For finite time evolution, a state of the art harmonic inversion technique [21] provides us with very accurate results. The exemplary results are shown in Fig. 1. In the absence of disorder, about 8 states contribute significantly to the wavepacket with surprisingly one excited state having 30% overlap. For strong disorder, the dynamically created wavepacket spreads over several tens of eigenstates. There are large fluctuations of the overlaps among neighboring states, meaning that the excitation brought by non adiabatic switching differs from a thermal excitation. Note also that real-time TEBD propagation brings here a spectral information not accessible to standard “quasi-exact” numerical methods such as DMRG or Quantum Monte-Carlo.

Let us underline that, while we have analyzed as closely as possible the ramping procedure in the recent “disorder” experiment [12], our findings should be applicable to other similar experiments in which both lattices and
The "best" pulse shape slowing down around confirmed by our numerical simulations shown in Fig. 2. Increase) is likely to improve adiabaticity. This is fully wards the final value (for example using an exponential ample ramp of the form

\[
s(t) = 1 + \exp(-\alpha(t - t_{\text{mid}})/T)
\]

Other shapes perform almost as well provided the region around than twice smaller than for the exponential pulse. Other ground state, a considerable improvement over the exponential transition function, eq. (3), showing peaks at the energy levels of the system, with an intensity equal to the squared overlap with the wavepacket (an exponential pulse is used). About eight (upper panel, no disorder) or several tens (lower panel, \( s_2 = 0.4375 \)) of states are significantly excited proving that the preparation is not adiabatic. Crosses indicate the values of overlap obtained via a harmonic inversion technique. Filled red circles are the corresponding overlaps for the improved ramp discussed in the text.

The solid line is the Fourier transform of the autocorrelation function, eq. (3), with a fast change in the vicinity of the SF-MI phase transition. While, for a homogeneous BH model, \( s_1 \approx 5 \) corresponds to the transition point higher in \( s_1 \), see [24]). Inspection of ground states for various \( s_1 \) shows that the crossover point is \( s_1 \approx 8 \), in agreement with experimental observations [12]. Therefore, a ramp which slows down around \( s_1 = 8 \), for example \( s_1(t) = 8\sin^2(2\pi t/T) \), and again speeds up towards the final value (for example using an exponential increase) is likely to improve adiabaticity. This is fully confirmed by our numerical simulations shown in Fig. 2. The "best" pulse shape slowing down around \( s_1 = 8 \) performs quite well, allowing to reach 53% overlap with the ground state, a considerable improvement over the exponential ramp. The excess energy for this pulse is more than twice smaller than for the exponential pulse. Other shapes perform almost as well provided the region around \( s_1 = 8 \) is passed slowly. In contrast, the "sigmoidal" ramp of the form

\[
s_1(t) = 14/[\exp(-\alpha(t - t_{\text{mid}})/T)]
\]

where \( T = 100 \text{ms} \) is the total ramp time, \( t_{\text{mid}} = T/2 \), \( \alpha = 20 \) as in [22], with a fast change in the vicinity of the phase transition, leads to a total loss of adiabaticity. For experiments exploring the insulator phase [23], this is certainly not a good choice.

While the current experiments exploring the MI regime appear not to be strictly adiabatic, this affects slightly properties such as occupation of different lattice sites or momenta distributions. The dynamically created wavepackets thus share with the corresponding ground states some global properties. In this approximate sense, the creation of MI state in 1D experiments without disorder [5] is confirmed by our simulations.

The situation is quite different in the presence of the secondary lattice creating quasi-disorder. Already for a relatively small disorder, \( s_2 = 0.4375 \), a few excited states are significantly populated, see Fig. 1. The situation becomes drastically worse for \( s_2 > 1 \) — the region where MI should disappear completely. There, the overlap between the dynamically created wavepacket and the ground state becomes vanishingly small, \( 10^{-6} \) or less for the exponential ramp at \( s_2 = 2.1875 \). However, the experimental results reported in [12] support the claim that a behavior characteristic of BG was observed.

The calculated momenta distributions averaged over different phase shifts between lattices, show a broad peak similar to the one for the ground state at \( s_1 = 14 \) and \( s_2 = 2.1875 \). The difference between the ground state
FIG. 3: (Color online) Average occupation (upper panel) and its variance (lower panel) of individual sites, for $s_1 = 14$ and $s_2 = 2.1875$, i.e. for parameters where a Bose glass phase is expected. Black circles (and solid line) correspond to the ground state of the system, with essentially only integer occupations and small variances, together with fluctuations of the occupations along consecutive sites, as expected for a Bose glass. Red crosses (and dashed line) correspond to the dynamically created wavepacket. Non-integer occupations and largely increased variances show significant excitation of the system and that its properties are different from a Bose glass.

and the wavepacket becomes evident looking at the occupations of sites and their variances $\Delta n_i = \sqrt{\langle n_i^2 \rangle - \langle n_i \rangle^2}$ as shown in Fig. 3. The ground state is characterized by integer occupations with relatively low number variance, while the dynamically excited wavepacket shows an average variance twice larger and non-integer occupation of some sites. The optimized pulse, working well for no disorder, leads to similarly disappointing results.

In summary, we have shown that the experimental preparation of a MI in recent experiment [12] is partially non adiabatic. Similar conclusion should apply to earlier experiments [4, 5]. Still the global properties of the created wavepackets resemble those for the ground states (in particular regions of integer occupations and low number fluctuations appear as in the MI phase). A careful reshaping of ramps used to switch on the lattices may lead to an adiabatic creation of MI.

The presence of disorder amplifies nonadiabaticity. Our simulations indicate that the properties of the ground state and of dynamically created wavepackets differ substantially indicating that a BG was not actually achieved in the experiment [12]. The observables measured in this experiment are not sufficiently sensitive to the state of the system to characterize unambiguously a BG. To that end, other tools suggested recently [25] might prove useful. A simple optimization of the pulse shape, successful in the absence of disorder, does not help. We are currently working on other schemes aiming at dynamical creation of a BG.

While competing this work we became aware of a recent work [26] which shows that adiabaticity is much harder to obtain in the presence of two lattices also for shallow lattices (Gross-Pitaevskii regime).
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