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Abstract—Autograd-based software packages have recently renewed interest in image registration using homography and other geometric models by gradient descent and optimization, e.g., AirLab [1] and DRMIME [2]. In this work, we emphasize on using complex matrix exponential (CME) over real matrix exponential to compute transformation matrices. CME is theoretically more suitable and practically provides faster convergence as our experiments show. Further, we demonstrate that the use of ordinary differential equation (ODE) as an optimizable dynamical system can adapt the transformation matrix more accurately to the multi-resolution Gaussian pyramid for image registration. Our experiments include four publicly available benchmark datasets, two of them 2D and the other two being 3D. Experiments demonstrate that our proposed method yields significantly better registration compared to a number of off-the-shelf, popular, state-of-the-art image registration toolboxes. Our software is provided in GitHub.
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I. INTRODUCTION

IMAGE registration is the task of finding the correspon- dences across two or more images. This is often used to tackle problems in the field of medical imaging, remote sensing, etc. For instance, when we want to analyze how the anatomy of a patient’s body part changes over time, we need snapshots of it over time. Not only could the source camera change, the location, orientation of the camera as well as anatomy of the patient are variables that could change over time. In such scenarios, doing a comprehensive analysis becomes difficult and hence, registration becomes a prerequisite before any further analysis can be done.

In some cases, there might be different cameras used to capture complimentary information of the same organ at a given time. In such a case, the information from different sources needs to be registered and such a task is called multi-modality image registration. This is done often to provide a more holistic analysis of a subject. For example, MRI (Magnetic Resonance Imaging) scans could be conducted at 1.5T or 3T, with T (Tesla) specifying the strength of the magnet used in the MRI machine. The body’s tissues, muscles, fats, etc. all react differently to differing MRI exposures, and this often helps to provide complimentary information by using multiple imaging sources.

There are multiple approaches to image registration, and may be broadly classified into two families based on how the registration parameters are obtained: learning based and optimization based. For instance, Cheng et al. [3] train a binary classifier to learn the correspondence of two image patches and the classification output is transformed to a continuous probability value, which is then used as the similarity score. Alireza et al. [4] have a similar approach, but rather than needing well aligned training data, they propose a strategy to learn a deep similarity metric from roughly aligned training data. The benefit of such learning based approaches is that once trained on a dataset, inference is quite fast. On the other hand, the drawback of learning based approaches is that they need large amounts of training data to achieve satisfactory results and furthermore, they will not perform well on pairs which are drastically different from the training set. In this work, we utilize an optimization based approach where running time may be longer than the learning based methods, but it is accurate and it does not require any training data.

Often the model used to parametrize the registration parameters are fashioned in a hierarchical manner; i.e. first a global transformation using homography (or its subsets) is used to register the images as much as possible before applying more elaborate techniques such as deformable registration. Thus, the success of deformable registration methods is highly dependent on how successful the initial registration step was. Our approach is based on optimization to solve for this initial global homographic transform.

Even though several software toolboxes exist for optimization-based image registration using the family of homography transformations, we believe that opportunities still exist for improvement. In this work, we point out that representing transformation matrices using a matrix exponential, especially complex matrix exponential (CME) leads to faster convergence. CME enjoys a theoretical guarantee that repeated compositions of matrix exponential are not required during optimization, unlike the real case. Furthermore, using a matrix exponential, both the forward and the reverse transformations can be easily added to the registration objective function for a robust design.

In this work, we also point out that a precise design of transformation matrix is possible for the multi-resolution image registration using a dynamical system modeled by a neural network. This dynamical system leads to an initial value ordinary differential equation (ODE) that can adapt a
transformation matrix quite accurately to the multi-resolution image pyramids, which are significant for image registration. Our ODE-based framework leads to a more accurate image registration algorithm.

Using the aforementioned two elements, ODE and CME, we present a novel multi-resolution image registration algorithm ODECME that can accommodate both 2D and 3D image registration, mono-modal and multi-modal cases, and any differentiable loss or objective function including MINE (mutual information neural estimation) [6]. Our implementation uses PyTorch [7], which has a capability of GPU acceleration and automatic gradient computation. Experiments on four publicly available benchmark datasets demonstrate new state-of-the-art performance using ODECME.

II. BACKGROUND

A. Matrix Exponential for Image Registration

Optimization-based image registration retrieves a transformation matrix $H$ (e.g., homography, affine, rigid body, similarity, etc.) that warps a moving image $M$ to the template image $T$ by optimizing a cost function $D$:

$$\min_{H} D(T, Warp(M,H)).$$

(1)

For a differentiable loss function $D$ and a differentiable $Warp$ program, gradient descent can minimize (1). Representing the transformation matrix $H$ by matrix exponential [2], [8] offers several advantages, e.g., a rigid body transformation matrix can be implicitly represented without any explicit constraints on the elements of $H$, making the optimization unconstrained.

Using matrix exponential a transformation matrix $H$ is represented by the exponential map or a number of compositions of such maps from suitable matrix Lie algebras to the corresponding matrix Lie groups, such as $\text{SO}(3)$, $\text{SE}(2)$, etc. [9], [10]. Wachinger & Navab [11] show that spatial transformations represented by matrix exponential help because unconstrained optimization can be performed over 3D rigid transformations. Among more recent works, data representations in orientation scores as a function on the Lie group $\text{SE}(2)$ has been used for template matching [12] with cross-correlation.

As a concrete example, to represent the 2D affine transformations, $\text{Aff}(2)$ group, the following six generators are used in Lie algebra [2]:

$$B_1 = \begin{bmatrix} 0 & 0 & 1 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}, B_2 = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{bmatrix}, B_3 = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix},$$

$$B_4 = \begin{bmatrix} 0 & 0 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}, B_5 = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{bmatrix}, B_6 = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix},$$

Using these six generators, an affine transformation matrix can be expressed as $Mexp(\sum_{i=1}^{6} v_i B_i)$, where $v = [v_1, v_2, ..., v_6]$ is a parameter/coefficient vector. $Mexp$ is the matrix exponentiation operation that can be computed by the power series on matrix $B$ [13],

$$Mexp(B) = \sum_{n=0}^{\infty} \frac{B^n}{n!},$$

(2)

which can be truncated after a few terms (e.g., 10) for an accurate enough representation of a transformation matrix [2]. A more sophisticated algorithm can also be applied for matrix exponential computation [14], as long as it is easily differentiable. Using the matrix exponential representation for a transformation matrix, $H = Mexp(\sum_i v_i B_i)$, the image registration optimization (1) takes the following form:

$$\min_{v_1, v_2, \ldots} D(T, Warp(M, Mexp(\sum_i v_i B_i))) + D(M, Warp(T, Mexp(-\sum_i v_i B_i))),$$

(3)

where we have also added a cost for registering template $T$ to moving image $M$, making the optimization more robust. The symmetric objective function denotes a clear advantage of matrix exponential, where the inverse transform can be easily added to the differentiable cost function. Thus, we can apply gradient descent by automatic differentiation (i.e., chain rule) to adjust parameters $v_i$.

For 3D data, we can have the $\text{SE}(3)$ and $\text{Sim}(3)$ groups. The $\text{SE}(3)$ group represents all 3D rigid transformations, i.e. it has six degrees of freedom, which are the three axes of rotation and three directions of translation. The six generators [15] are:

$$B_1 = \begin{bmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}, B_2 = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix},$$

$$B_3 = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \end{bmatrix}, B_4 = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix},$$

$$B_5 = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ -1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}, B_6 = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix},$$

The similarity group $\text{Sim}(3)$ adds another degree of scaling to 3D rigid transformations $\text{SE}(3)$. Their generators are the same except for an additional one:

$$B_7 = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & -1 \end{bmatrix}.$$

B. Multi-resolution Computation

Literature on scale-space [16], [17] has shown that objects and edges have intrinsic scales in an image. Gaussian pyramid has become a standard and discrete method for capturing the continuous scale-space for an image. Image pyramid-based computations are routinely used for motion estimation.
that can drastically reduce computations by means of a hierarchical search beginning at the top of the image pyramid and ending at the bottom of the pyramid, i.e., the original resolution of the image. Optimization-based optical flow computation also adopts this multi-resolution technique [19]. Image registration methods have also adopted multi-resolution image pyramids [20-22] that have shown better convergence and accuracy for gradient-based optimizations.

Image resolution and registration cost, such as mutual information, have their complex interactions. Irani and Anandan [23] have studied that effectiveness of mutual information decreases as one moves towards coarser resolution. Wu and Chung [24] have combined mutual information and sum of difference (SAD) for multi-modal and multi-resolution registration.

Sun et al. [25] have shown that instead of computing transformations at the coarsest level of the pyramid and propagating it towards the finer levels, one can use all the pyramid levels simultaneously for better convergence and accuracy. In our recent study [2], we have also noted that adding cost of registration simultaneously for all pyramid levels and optimizing the combined cost function is more beneficial.

The registration optimization problem [3] using the multi-resolution approach takes the following form:

$$\min_{v_1,v_2,...,v_L} \sum_{l=1}^{L} \{ D(T_l, Warp(M_l, Mexp(\sum_i v_i B_i))) + D(M_l, Warp(T_l, Mexp(-\sum_i v_i B_i))) \} \tag{4}$$

where $T_l$ and $M_l$ for $l = 1, ..., L$, are two image pyramids, with $L$ being the coarsest/maximum level in the pyramid. $T_1 = T$ and $M_1 = M$ are the original template and moving images, respectively. This formulation assumes that image interpolation $Warp$ and transformation matrices, $Mexp(\sum_i v_i B_i)$ and $Mexp(-\sum_i v_i B_i)$, use the same range of pixel coordinates, such as the canonical range, $[-1, 1] \times [-1, 1]$ for all resolutions.

C. Image Registration Metrics

For gradient descent (or ascent)-based optimization, image registration requires a differentiable loss/objective function. Mean squared error (MSE) [26] and normalized cross correlation (NCC) [27] are two widely used cost functions. While MSE is not suitable for multi-modal image registration, NCC can often serve as an objective here. More specialized measures for multi-modal image registration includes mutual information (MI) [28] and normalized mutual information (NMI) [29]. However, not all forms of MI are easily differentiable and for multi-channel images, MI computation may not be trivial. Recently, a differentiable form for mutual information called mutual information neural estimation (MINE) [6] has been proven quite successful for image registration [2].

MINE between two images $P$ and $Q$ is defined as follows [6]:

$$MINE(P, Q) = \frac{1}{N} \sum_i f_\theta(P_i, Q_i) - \log(\frac{1}{N} \sum_i exp(f_\theta(P_i, Q_{i_P}))) \tag{5}$$

where $I$ denotes a randomly sampled set of $N$ pixel locations. The set $I^P$ denotes a random permutation of the set $I$. $I_i$ and $I^P_i$ denote $i^{th}$ element (i.e., pixel location) of the sets $I$ and $I^P$, respectively. $f_\theta$ is a fully connected neural network with parameters $\theta$ [2].

III. PROPOSED METHOD

A. ODE for Multi-resolution Image Registration

Image structures are slightly shifted through multi-resolution Gaussian image pyramids [16]. So, a transformation matrix suitable for a coarse resolution may need a slight correction when used for a finer resolution. To mitigate this issue, we model matrix exponential parameters as a continuous function $v(s)$ of resolution $s$. The change in $v(s)$ over resolution $s$ can be modeled by a neural network $g_\phi$ with parameters $\phi$:

$$\frac{dv(s)}{ds} = g_\phi(s, v(s)) \tag{6}$$

Using Euler method [30] the ordinary differential equation (ODE) [6] can be solved for all resolution levels $1, 2, ..., L$:

$$v_L = u$$

for $l = L - 1, L - 2, \cdots, 1$

$$v_l = v_{l+1} + (s_l - s_{l+1})g_\phi(s_{l+1}, v_{l+1}) \tag{7}$$

where $v_l = [v_{l,1}, v_{l,2}, ...]$ are the matrix exponential coefficients for resolution level $l$ and $s_l = d^{-l+1}$, $l = 1, 2, ..., L$ denote the discrete resolutions in powers of the downscale factor $d$. $u = [u_1, u_2, ...]$ is the initial value vector in the ODE and it is an optimizable parameter of the model along with the neural network parameters $\phi$. We have also used 4-point Runge-Kutta method (RK4) [30] for the above recursion:

$$v_L = u$$

for $l = L - 1, L - 2, \cdots, 1$

$$h = s_l - s_{l+1},$$

$$k_1 = hg_\phi(s_{l+1}, v_{l+1}),$$

$$k_2 = hg_\phi(s_{l+1} + \frac{1}{3}h, v_{l+1} + \frac{1}{3}k_1),$$

$$k_3 = hg_\phi(s_{l+1} + \frac{2}{3}h, v_{l+1} - \frac{1}{3}k_1 + k_2),$$

$$k_4 = hg_\phi(s_{l+1}, v_{l+1} + k_1 - k_2 + k_3),$$

$$v_l = v_{l+1} + h \left( \frac{1}{6}(k_1 + 3k_2 + 3k_3 + k_4) \right) \tag{8}$$
Generating matrix exponential coefficients $v_l$, $l = 1, 2, \ldots, L$ by the ODE solution (7) or (8), the optimization for image registration (4) using mutual information (5) now becomes:

$$\max_{u_1, u_2, \ldots, \phi, \theta} \sum_{l=1}^{L} \{ \text{MINE}(T_l, \text{Warp}(M_l, M_{\exp}(\sum_i v_{l,i} B_i))) + \text{MINE}(M_l, \text{Warp}(T_l, M_{\exp}(\sum_i v_{l,i} B_i))) \}. \quad (9)$$

The autograd feature of modern packages (e.g., PyTorch, Tensorflow) can easily work through the Euler or RK4 recursions for the optimization (9). Fig. 1 shows the adaptation of eight coefficients of complex matrix exponential over six resolution levels (0 being the original resolution).

**B. Complex Matrix Exponential**

It is well known that exponential of real valued matrix is not globally surjective, i.e., not all transformation matrices (affine or homography) can be obtained by the exponential of real-valued matrices [31]. One way to overcome this issue is to compose matrix exponential a few times to compute the transformation matrix.

In this work, we propose to use complex matrix exponential as an alternative to the scheme using composition, because complex matrix exponential is globally surjective [31]. Thus, a complex matrix, $B^r + \sqrt{-1} B^i = \sum_i v_i B_i$, produced by complex parameters, $v_i = v_i^r + \sqrt{-1} v_i^i$, can use matrix exponential series (2) to create a complex transformation matrix,

$$H^r + \sqrt{-1} H^i = M_{\exp}(B^r + \sqrt{-1} B^i). \quad (10)$$

Next, we choose to transform a point $(x, y)$ to another point $(x', y')$ using the following:

$$\begin{align*}
x' &= x^r z^r + x^i z^i, \\
y' &= y^r z^r + y^i z^i.
\end{align*} \quad (11)$$

Note that under our chosen transformation (11) the straight lines are not guaranteed to remain straight. However, if $H^i = 0$, transformation (11) degenerates to a linear transformation using homogeneous coordinates. Fig. 2 shows four randomly generated grids using (10) and (11). When imaginary coefficients are zeros (top-left panel, where $B^i = 0$ and consequently $H^i = 0$), the transformation acts as a homography, whereas the degree of the non-linearity in the transformation increases as the magnitude of $B^i$ increases. Unlike, a 2D Mobius transformation [32], the proposed complex transformation does not guarantee self-intersection. However, note that 2D Mobius transformation is more restrictive, as for example, it cannot generate a perspective transformation.

**C. ODECME Algorithm**

Combining the aforementioned two elements, ordinary differential equation (ODE) and complex matrix exponential (CME), our proposed Algorithm 1 (ODECME) first builds two image pyramids, one for the fixed and another for the moving image. It then computes Euler recursion for ODE-based computation of CME coefficients. Alternatively, we have
transformation matrix and its inverse. PyTorch \[\text{7}\]. Algorithm 1 finally outputs original resolution \(\nabla\) as in (7) and (8). Taking advantage of matrix exponential, we use \(g\) registration.

“MINE” can be replaced by any differentiable loss for image registration. \(f\) (refer to (5)) is a fully connected neural network \[\text{1}\], \(g\) is also a fully connected neural network appearing in \[\text{2}\] and \(\text{3}\). Taking advantage of matrix exponential, we use a symmetric loss, which uses both the forward and the inverse transformation matrices. For any gradient computation, such as \(\nabla_{\theta}MI\) or \(\nabla_{\phi}MI\), we use autograd (built-in optimizers) of PyTorch \[\text{7}\]. Algorithm \[\text{1}\] finally outputs original resolution transformation matrix and its inverse.

**Algorithm 1: ODECME**

```plaintext
Build multiresolution image pyramids \(\{T_i, M_i\}_{l=1}^L\);
Set learning rates \(\alpha\), \(\beta\) and \(\gamma\);
Use random initialization for \(\theta\) and \(\phi\);
Initialize \(u\) to the 0 vector;
for each iteration do
  \(v_L = u\);
  \(H_L = Mexp(\sum_i v_L, B_i)\);
  \(H_L^{-1} = Mexp(\sum_i v_L, B_i)\);
  for \(l = [L-1, \ldots, 1]\) do
    \(v_l = v_{l+1} + (s_l - s_{l+1})f_\phi(s_{l+1}, v_{l+1})\);
    \(H_l = Mexp(\sum_i v_l, B_i)\);
    \(H_l^{-1} = Mexp(\sum_i v_l, B_i)\);
  end
  \(MI = 0\);
  for \(l = [1, L]\) do
    \(MI += MINE(T_l, Warp(M_l, H_l))\);
    \(MI += MINE(M_l, Warp(T_l, H_l^{-1}))\);
  end
  Update parameter: \(\theta += \alpha \nabla_\theta MI\);
  Update parameter: \(\phi += \beta \nabla_\phi MI\);
  Update parameter: \(u += \gamma \nabla_u MI\);
end
Compute final transformation matrices:
\(v_L = u\);
for \(l = [L-1, \ldots, 1]\) do
  \(v_l = v_{l+1} + (s_l - s_{l+1})f_\phi(s_{l+1}, v_{l+1})\);
end
\(H_1 = Mexp(\sum_i v_1, B_i)\);
\(H_1^{-1} = Mexp(\sum_i v_1, B_i)\);
```

IV. DATASETS FOR EXPERIMENTS

In order to evaluate our algorithm, we choose four datasets, two of them have 2D images: FIRE \[\text{33}\] and ANHIR \[\text{34}\] and the other two are 3D volumes: IXI \[\text{35}\] and ADNI \[\text{36}\]. FIRE and IXI are used to perform mono-modal registration, while ANHIR and ADNI are used for multi-modal registration.

A. FIRE

The FIRE dataset consists of 134 retinal fundus image pairs. These pairs are classified into three categories depending on what purpose they were collected for: S, P (Mosaicing) and A. Of these, for Category P pairs having < 75\% overlap, the registration optimization diverges in a lot of cases, and hence we leave out this subset of images in our experiments and use only Categories S and A. The FIRE dataset provides ground truth in the form of coordinates of 10 corresponding points between the fixed and the moving image. Also, while the images are square in shape, the retinal fundus is circular in shape and hence the gap between the edges of the fundus and the image border is quite large. So, we crop the central portion of the image to only include only the fundus (1941 \times 1941 pixels). For evaluating registration accuracy, we compute the Euclidean distance between these corresponding points after registration and average them. Also the image coordinates are scaled between 0 and 1 so that images of different sizes can be compared using the same benchmark. We call this measure the Normalized Average Euclidean Distance (NAED). Most competing methods do not support a homography based registration model, so an affine model was used to be consistent all across.

B. ANHIR

The ANHIR dataset provides high-resolution histopathological tissue images stained with different dyes. This provides a multi-modal challenge. The ground truth is provided in a similar format to the FIRE dataset. We use only the training set (230) provided in the database, since only these pairs have the ground truth available. The ANHIR dataset has some very large resolution images (upto 100k \times 200k pixels). Some of the competing registration frameworks were unable to process such large images and so, we downscaled every image by a factor of 5 to make them available to every framework. Furthermore, each staining can have a different resolution, so, to remedy this, we rescale the image with a smaller aspect ratio to match the width of the paired image and then its height is padded to match the other image as well. This preprocessing is consistent across all algorithms and allows us to maintain the aspect ratios of the individual images and have both images in a pair at the same resolution. We use NAED as the evaluation metric here as well and use an affine model for transformation.

C. IXI

The IXI dataset has about 600 MR images from healthy patients. It includes T1, T2, PD-weighted images, MRA images, and Diffusion-weighted images. Unfortunately, the IXI dataset does not come with any form of ground truth, so we resort to standard measures \[\text{17}\] for registration accuracy such as SSIM and PSNR. We choose 51 T1 volumes (at random) which have the same size and designate one as the Atlas (reference volume) and register the other 50 volumes against it. The SSIM and PSNR scores are computed after every registration with the Atlas and averaged and then reported for each algorithm. The transformation model used has 7 degrees of freedom: isotropic scaling with three axes of rigid transformation and three axes for rotation.
D. ADNI

The ADNI dataset provides 1.5T and 3T MRI scans of patients scanned over different periods of time. We chose one volume as the atlas (template volume) from the ADNI1:Screening 1.5T collection and another 50 volumes from the ADNI1:Baseline 3T collection. All volumes were normalized, and resized to match the reference volume (160 × 192 × 192) before feeding into any of the algorithms. Similar to the IXI dataset, no ground truth is available here for registration, so we report the averaged SSIM and PSNR metrics for the dataset after registration. The transformation model is the same as the one used for IXI.

Fig. 3. Visual results for a pair of registered images from the FIRE dataset. Bottom row shows difference images after registration with the best three algorithms. Here ODECME refers to the RK4-Complex version.

V. EXPERIMENTS

Algorithm [1] with real matrix exponential and without multi-resolution adaptation by ODE has been published as DRMIME [2]. We compare our proposed enhanced version ODECME with DRMIME and other competing methods for all four datasets. For all algorithms and datasets, we use $L = 6$ for the maximum level of Gaussian image pyramid. We use $\alpha = 0.1, \beta = \gamma = 0.01$ for the 2D datasets and $\alpha = 0.01, \beta = \gamma = 0.001$ for the 3D datasets in Algorithm [1].

We use MINE as the objective function for all four datasets. Our implementation of the network $f_\theta$ for MINE uses a fully connected network with twice the number of input channels as the input layer, e.g., for a color image it is $3 \times 2 = 6$. There are two hidden layers with 100 neurons in each and the output layer has a scalar output. Apart from the output layer which has no activation, ReLU activation is used.

For ODE, the input layer for $g_\phi$ consists of 7 and 8 neurons in case of FIRE/ANHIR and IXI/ADNI, respectively. The reasoning being, that one neuron accounts for the scale of the level in the Gaussian pyramid and remaining neurons are for the number of matrix exponential coefficients (6 for 2D and 7 for 3D datasets in our experiments). For complex coefficients, these input dimensions become 13 and 17, respectively. $g_\phi$ has a single hidden layer with ReLU activation and 100 neurons and the final output layer consists of neurons equal to the number of matrix exponential coefficients.

For all evaluations, we also conduct a paired t-test with DRMIME to investigate if the results are statistically significant (p-value < 0.05).

A. Competing Methods

We evaluate our method against the following off-the-shelf registration algorithms from popular registration frameworks. For a fair comparison, we perform random grid search to set various hyperparameters of these toolboxes. A detailed description of these hyper parameters can be found in DRMIME [2]. We compare ODECME with the following methods:

1) Mattes Mutual Information (MMI) [38]–[40]
2) Joint Histogram Mutual Information (JHMI) [28], [41]
3) Normalized Cross Correlation (NCC) [27]
4) Mean Square Error (MSE) [26]
5) AirLab Mutual Information (AMI) [1]
6) Normalized Mutual Information (NMI) [29], [42], and
7) DRMIME [2]

The implementations of the above algorithms were used from these packages:

- SITK: MMI, JHMI, NCC, MSE
- AirLab: AMI
- SimpleElastix: NMI

B. Accuracy Comparisons

Fig. 3 shows registration results for a randomly chosen image pair from FIRE dataset. Table I shows the NAED for all algorithms on the FIRE dataset. We observe that Runge-Kutta ODE recursion with complex matrix exponential, ODE (RK4-Complex), performs significant better than the competitors including DRMIME. We also note that Runge-Kutta version is more effective than the Euler version. Complex version did not have any significant advantage over the real version for accuracy. Fig. 3 presents box plots for ODE (RK4-Complex) and results from four other toolboxes. We notice that number of outliers is the lowest in ODECME illustrating its robustness.

Fig. 5 shows registration results for a sample image pair from ANHIR dataset. Table II presents the NAED metrics,
where once again we notice that ODE (RK4-Complex) produced the best accuracy. Similar to the FIRE dataset, Runge-Kutta method produced better results than the Euler recursion. For accuracy, as before, we have not spotted any obvious advantage of complex coefficients over the real ones. The box-plots in Fig. 5 also emphasise the same conclusion as we saw before, i.e. ODECME outperforms other competing algorithms.

**TABLE II**

| Algorithm     | NAED (Mean ± STD) | p-value |
|---------------|-------------------|---------|
| ODE (RK4-Complex) | **0.0344 ± 0.045** | 0.0441  |
| ODE (RK4-Real)   | 0.0348 ± 0.044    | 0.0642  |
| ODE (Euler-Complex) | 0.0358 ± 0.075    | 1.0e-03 |
| ODE (Euler-Real)  | 0.0391 ± 0.035    | 1.5e-03 |
| DRMIME (Complex)  | 0.0373 ± 0.021    | 0.0619  |
| DRMIME (Real)     | 0.0373 ± 0.015    | -       |
| NCC              | 0.0461 ± 0.084    | 7.0e-04 |
| MMI              | 0.0490 ± 0.082    | 6.2e-05 |
| MSE              | 0.0641 ± 0.094    | 5.5e-14 |
| NMI              | 0.0765 ± 0.090    | 3.0e-31 |
| AMI              | 0.0769 ± 0.090    | 3.7e-30 |
| JHMI             | 0.0827 ± 0.100    | 8.3e-21 |

Fig. 7 shows sample results for IXI dataset with three top performing algorithms. We compute the SSIM and PSNR scores after registration and present them in Fig. 8 and 9, respectively. Both these figures show that ODE (RK4-Complex) is significantly better.

We plot SSIM and PSNR scores for ADNI dataset in Figures 10 and 11 respectively. For ODECME the median scores not only are higher, but also produced the lowest spread/range. Fig. 12 shows two different slices with three views before and after registrations with ODECME and MSE algorithms, which according to our experiments, is the next best algorithm for this dataset.

**C. Effect of CME**

While the NAED performance results are not statistically significant to be able to conclude better accuracy for CME, it speeds up convergence. For instance, with real matrix exponential, for the FIRE dataset, it takes about 500 epochs to converge, while with ANHIR it takes about 1500 epochs. In case of complex matrix exponential, it only takes about 300 epochs in case of FIRE, and about 1300 epochs for ANHIR. Fig. 13 shows the NAED convergence graphs (error bar plots) for 10 randomly selected pairs from FIRE for Algorithm 1 using both real and complex matrix exponential coefficients. The plots show that convergence using CME is much better.

**D. Effect of ODE**

To demonstrate that Algorithm 1 can fine-tune transformation matrices over the resolution levels, we compute the range of each complex coefficient after registering FIRE dataset over six resolution levels. Table III shows the average and standard deviations of these range values over the entire FIRE dataset. Note that the transformation matrices act over the canonical pixel value range of \([-1, 1] \times [-1, 1]\). Thus, the small variations of the matrix exponential coefficients are still significant changes for the transformation matrices. Also note the contribution from imaginary coefficients are significant in designing the transformation matrices.

**TABLE III**

| Coefficient | (Real) Mean Range ± SD | (Imag.) Mean Range ± SD |
|-------------|------------------------|-------------------------|
| v₀          | 0.0107 ± 0.0100        | 0.0665 ± 0.0605         |
| v₁          | 0.0119 ± 0.0074        | 0.0188 ± 0.0116         |
| v₂          | 0.0400 ± 0.0122        | 0.0637 ± 0.0371         |
| v₃          | 0.0233 ± 0.0177        | 0.0299 ± 0.0222         |
| v₄          | 0.0212 ± 0.0107        | 0.0654 ± 0.0407         |
| v₅          | 0.0155 ± 0.0052        | 0.0892 ± 0.0624         |

**E. Running Time**

To provide the running times of all the algorithms, we choose FIRE dataset and run all algorithms for 1000 iterations on a desktop computer with a single NVIDIA GeForce GTX 1080 Ti, Intel(R) Xeon(R) CPU E5-2620 v4 @ 2.10GHz, 32GB RAM. Table IV shows running time. We note that except ODECME, DRMIME, and AMI, all other algorithms did not use GPU accelerations. Additionally, we ran ODECME (RK4) for 50 epochs that resulted in an average NAED, which is better than the most competitors for a similar running time. Note that our software is not optimized, unlike SimpleElastix (NMI) for example.

**VI. Conclusion and Future Work**

Optimization-based image registration using homography as a transformation is classical. However, recent toolboxes with
The autograd capability and strong GPU acceleration has created opportunity to improve these classical registration algorithms. In this work, we show that using complex matrix exponential convergence can be accelerated for such algorithms. Also using ordinary differential equation, we can further refine the accuracy of such algorithms for multi-resolution image registration problems that is able to employ any differentiable objective function. Our algorithm yields state-of-the-art accuracy for benchmark 2D and 3D datasets. We plan to employ the ODE framework for deformable registration in our future endeavor.

**Author Roles:** The first author wrote the software for this
work, conducted experiments, and produced results and contributed in writing. Other authors supervised the first author. The last author contributed in conceptualizing and writing.
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