Abstract—This paper addresses the issue of reliability in Industrial Internet of Things (IIoT) in case of missing sensors measurements due to network or hardware problems. We propose to support the fault detection and classification modules, which are the two critical components of a monitoring system for IIoT, with a generative model. The latter is responsible of imputing missing sensor measurements so that the monitoring system performance is robust to missing data. In particular, we adopt Generative Adversarial Networks (GANs) to generate missing sensor measurements and we propose to fine-tune the training of the GAN based on the impact that the generated data have on the fault detection and classification modules. We conduct a thorough evaluation of the proposed approach using the extended Tennessee Eastman Process dataset. Results show that the GAN-imputed data mitigate the impact on the fault detection and classification even in the case of persistently missing measurements from sensors that are critical for the correct functioning of the monitoring system.

Index Terms—Generative Adversarial Network, Industrial IoT (IIoT), data imputation, fault detection, fault classification.

I. INTRODUCTION

The Internet of Things (IoT) is a computing paradigm that relies on ubiquitous connection to the Internet, where common objects are turned into connected devices. Up to trillions of smart objects are being deployed, that are capable of sensing their surroundings, transmit and process acquired data, and then in turn feedback relevant information to the environment. A subset of IoT, the Industrial Internet of Things (IIoT) encompasses machine-to-machine (M2M) and industrial communication technologies with applications in the automation sector. IIoT paves the way for better understanding of the manufacturing process, with positive repercussions on the efficiency and sustainability of the production system [1], [2].

In the era of IoT big data, the integration of cloud computing technologies and cyber-physical systems enables the full potential of Industry 4.0 to be harvested in manufacturing processes, with a multitude of sensors being installed around the industrial operating environment and equipment. The networked sensors would continuously send monitoring data, allowing for proactive maintenance to take place, leading to a reduction in the unplanned downtime via data analysis techniques [3], [4], [5], [6], [7].

The work proposed in this article is based on the FIREMAN project funded by CHIST-ERA, which focuses on modelling and analysing IIoT networks based on specific machine learning algorithms capable of detecting rare events in industrial setups in an ultra-reliable way [8]. An important aspect in assuring such ultra-reliability in the IIoT is how to guarantee we have a functioning system in place, even in case some of the measurements are missing due to network or hardware issues. In fact values are often missing from the collected sensor data, and the related issue of missing value imputation becomes then very important. For example, high-frequency data collection can result in large gaps in the data and if the network stops working, all the measurements collected during the network downtime will be missing [3]. Other possible reasons behind missing data are: faulty sensors producing intermittent readings, loss of data during wireless communication owing to packet loss or to interference in the communication medium, or data removed purposely by attackers with malicious intentions during sensing, processing, storing or communication. A related research challenge is to impute the missing values, to enable the data to be analyzed while ensuring that the imputed values are as close as possible to the true values. What complicates things with regard to the imputation of missing data in IoT, is that the data to be collected in such systems is diverse, and the techniques developed must therefore provide a high level of confidence for different types of applications, besides the need to be robust to the increase in the scale of IoT (and IIoT) deployments. Furthermore, techniques must be lightweight to be able to fulfil real-time IoT application requirements [9].

All the approaches reported to date in the literature focus on either data imputation, anomaly detection or fault classification for an industrial process. In this paper we instead propose a framework that unifies all three techniques, allowing us to optimize each of them in a way that results in the best overall performance of the monitoring system. We propose a data-driven decomposition of the process to monitor the various indicators of the health of a machine/component or an entire industrial process. Instead of proposing a new tailored solution to collect, communicate and process data in an industrial environment, we focus on the detection and classification of system failures based on a dataset with missing values, investigating in particular the impact of missing data on the monitoring system in an industrial setting. This is a very important issue to tackle, as small reconstruction errors of missing sensor data could greatly affect the capability of the monitoring system. The data imputation module in our framework relies on a generative adversarial network (GAN) model that learns the correlation between the data from the input layer to replace missing sensor measurements. The GAN was optimized by validating its performance based on the effect of the imputed measurements on the fault identification and detection modules, which ultimately constitute the two
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essential tasks performed by the monitoring system. As we will discuss later, the GAN-imputed data mitigate the loss on these two modules even in the case of persistently missing measurements from sensors that are critical for the correct functioning of the monitoring system.

Section II reports an account of the relevant literature, while also positioning our work highlighting the main differences and advantages of our approach. Section III describes the proposed framework, describing the adopted fault detection, fault classification and GAN-based missing data imputation techniques. Section IV analyses the performance of our techniques in terms of recall and precision, and showing the impact the proposed data imputation has on both metrics. Section V concludes the paper and outlines some possible promising directions for future research.

II. STATE OF THE ART

IoT is based on the idea of connecting the physical and the digital worlds [10]. Initially, Radio-Frequency IDentification (RFID) was the main technology in this space, allowing microchips to identify themselves to a reader wirelessly [11]. Today, IoT applications have moved from the simple RFIDs, by integrating diverse sensing, computing and communication technologies. An IoT platform provides services and features like: node management, connectivity and network management, data management, analysis and processing, security, access control and interfacing [12]. Domains like transportation, healthcare, industrial automation and education are all affected by the fast development of these platforms. Different domains face different problems related to the deployment of IoT solutions (e.g. low latency communication, high reliability, massive data transfer, energy efficiency). Hence, different IoT platforms are needed to run specific applications.

In an industrial environment, the detection and prediction of anomalies are important for both economic and security reasons. Difficulties related to these tasks originate from the fact that anomalies are rare events within datasets, making it difficult to apply most of the existing algorithms which result in either false alarms or misdetections [13], [14]. The authors of [8] made an attempt at providing a general framework to model a wide range of cases based on the advances in IoT networks and Machine Learning (ML) algorithms. Similarly, the authors of [15], [16] describe several deployed solutions of cyber-physical systems in an industrial environment. The most promising solutions include those presented in [17], [18], [19]. Unlike the work in the above-mentioned papers, instead of proposing a new tailored solution to collect, communicate and process data in an industrial environment, we focus on the detection and classification of system failures based on a dataset with missing values.

Fault detection in an industrial environment has always been a challenging task [20], [21], [22], [23], [24]. Due to the issues related to interoperability and communication between different devices, collecting a large dataset in such an environment is not an easy task. However, even if we assume that the dataset was collected, different problems arise when using such a dataset for anomaly detection (e.g. unbalanced dataset, noise in the measurements, missing data). Similar to the work proposed by the authors of [25], [3], we also investigate the impact of missing data on the detection of rare events in an industrial setting. The authors of [25] propose a sensor data reconstruction scheme that exploits the hidden data dynamics to accurately estimate the missing measurements. In [3], the authors focus on missing data imputation for large gaps in univariate time-series data and propose an iterative framework, using multiple segmented gap iteration to provide the most appropriate values. All the approaches mentioned above focus on either data imputation, anomaly detection or fault classification for an industrial process. We, on the other hand, propose a framework that unifies all three techniques, allowing us to optimize each of them in a way that results in the best overall performance. Indeed we train the imputation model to minimize the false alarm rate of the anomaly detection model and the classification error of the fault identification model, so that the monitoring system performance is robust to missing data.

III. FRAMEWORK

In this work we propose a data-driven decomposition of the process to monitor the various indicators of the health of a machine/component or an entire industrial process. Since faults account only for a very small fraction of the data collected in an IIoT scenario, we separately address the problem of fault or anomaly detection and the problem of fault classification. The latter is only triggered in case an anomaly is detected, as shown by the data flow in Figure 1. The fault detection, for which we employ an autoencoder as discussed in Section III-A, can be trained using data collected during normal operation. The fault classification, discussed in Section III-B, can be deployed as soon as enough labeled data related to faults become available. Finally, the imputation module, described in Section III-C, requires both faulty and non-faulty data to replace missing sensors’ data so that the monitoring process can continue without disruption even if some measurements are not received.

Figure 1 shows the overall system and its data flow. In case all sensors measurements are received, the fault detection procedure is always activated, while the fault classification is performed only if an anomaly is detected (path $a \rightarrow c$ in Figure 1). In case of missing measurements, the data imputation module is first triggered, followed by the fault detection and eventually by the fault classification if an anomaly is detected.

A. Fault detection

We built the fault detection module using an autoencoder that receives as input the $N$ sensor measurements used to monitor the industrial process. The outputs of the autoencoder are the reconstructed values from the input. By minimizing the Root Mean Square Error (RMSE) of the reconstructed values, the model learns a representation for the input data and filters the noise. By training the model on fault-free data only, the autoencoder will learn the patterns of normal operating conditions. This way, when faulty data will be imputed the resulting reconstruction error should be larger than
the error corresponding to fault-free data. It is worth noting that fault-free measurements represent the normal operation of the system, these measurements constitute the majority of the collected data. Hence the fault detection module can be readily deployed as soon as enough measurements are collected. After training the model to minimize the RMSE, we choose an RMSE threshold, which will indicate the presence/absence of a system fault.

Besides its main purpose, which is fault detection, the autoencoder is also used to fine-tune the training of the model for the missing sensor measurement imputation.

B. Fault Classification

For the fault classification module, in this paper we adopt a deep neural network (DNN) that receives as input the time lags of the sensor measurements used to monitor the industrial process. Another possible solution is to adopt a recurrent neural network. Fault classification is a multinomial (or multiclass) classification problem. While an unequal distribution of the faults might result in an imbalanced classification problem, we have addressed the most severe imbalance by training separately a model for the detection of anomalies that only requires fault-free data. In fact, fault-free sensor measurements, i.e. data collected in normal operating conditions, represent the vast majority of the data collected in IIoT. By separating the fault detection from the fault classification stage, the DNN for fault classification is only used after an unspecified fault has been detected (see Section III-A) to determine which fault has occurred. Therefore DNN for fault classification is trained only using sensor measurements collected during faulty operations to classify the different types of faults.

The DNN is not only used to determine the type of fault that has occurred, but it is also the basis to fine-tune the training of the model used to impute missing data.

C. GAN-based missing data imputation

The data imputation module relies on a Generative Adversarial Network (GAN) model that learns the correlation between the data from the input layer to replace missing sensor measurements. Considering that the main purpose of data imputation in our proposed architecture is to replace the missing values so that the fault detection and classification modules can operate correctly, the model requires both faulty and non-faulty data during training. We start from the Generative Adversarial Imputation Network (GAIN) model presented in [26]. In [26], the generator $G$ observes the $N$-dimensional real data vector $x$ with missing components. Let us denote by $M$ the mask that indicates the missing values in the input dataset. The mask $M$, when multiplied with the complete input dataset, produces a dataset with missing values. Then $G$ imputes the missing components conditioned on what is actually observed, and outputs an imputed vector $\hat{x}$. The discriminator $D$ receives the output of the generator as its input. It takes the complete vector generated by $G$ and attempts to determine which components were actually observed and which were imputed. In other words the discriminator $D$ attempts to predict the mask $M$. In addition to the output of the generator, $D$ receives a hint vector, which reveals partial information about the missing values. In particular, the hint vector reveals to $D$ all the components of the mask $M$ except for one, which is randomly independently chosen for each sample.

The training of the GAIN model is a two step process. We first optimize the discriminator $D$ with a fixed generator $G$ using mini-batches of size $K_D$. $D$ is trained according to equation (1), where $L_D$ is defined with equation (2).

$$\min_D \sum_{j=1}^{k_D} L_D (\mathbf{m}(j), \mathbf{\hat{m}}(j), \mathbf{b}(j)) \quad (1)$$

$$L_D (\mathbf{m}, \mathbf{\hat{m}}, \mathbf{b}) = \sum_{i:b_i=0} \left[ m_i \log(\hat{m}_i) + (1 - m_i) \log(1 - \hat{m}_i) \right] \quad (2)$$

We denote with $\mathbf{m}(j)$ the original mask associated with $j$–th sample in the mini-batch, while $\mathbf{\hat{m}}(j)$ is the corresponding predicted mask, i.e. the output of $D$, and $\mathbf{b}(j)$ is an

Fig. 1: Data flow within the monitoring system. If all measurements are received the fault detection is activated, followed by the fault classification in the event of an anomaly (paths $a$ and $a - e$). If some measurements are not received, the fault detection and identification are preceded by the data imputation module (paths $b - d$ and $b - d - e$).
After we run the training process for the discriminator $D$, we optimize the generator $G$ according to equation (3) with mini-batches of size $K_G$. The cost function for $G$ is the weighted sum with hyperparameter $\alpha$ of two components: one which applies to the missing sensors measurements - $\mathcal{L}_G$ (equation (4)); and one which applies to the observed measurements - $\mathcal{L}_M$ (equation (5)).

$$\min_G \sum_{j=1}^{K_G} \mathcal{L}_G (\mathbf{m}(j), \hat{\mathbf{m}}(j), \mathbf{b}(j)) + \alpha \mathcal{L}_M (\mathbf{x}(j), \hat{\mathbf{x}}(j))$$ (3)

In [26], the authors use the RMSE as the metric to evaluate how well the model performs in terms of imputing the missing values. However, we noticed that even though the RMSE metric can be very low, in an industrial process certain measurements might have a lower tolerance to variations, while other measurements might have very limited impact on the capability to monitor the process. This is for example the case for the Tennessee Eastman (TE) process, which we used for the validation of our framework (see Section IV). Therefore, instead of relying on the RMSE, we use the feedback from the fault detection and classification modules to tune the hyperparameters of the GAIN model (see Figure 2).

The authors of [26] provide theoretical results for a dataset with values Missing Completely At Random (MCAR). Similarly, we use the MCAR approach for training of our model. However, in order to understand the impact of physical sensors failing, validation and testing are done on persistent sensor failures. That is where the feedback coming from the fault detection and classification modules plays an important role, because the imputed values have to provide enough information for these two modules to operate correctly.

IV. Evaluation

To train the models and test the performance of the framework presented in the previous section we use the TE process dataset. The TE is a chemical process that was computationally modelled in 1993 and since then has become widely adopted for benchmarking process monitoring techniques. The TE process simulation produces data in correspondence to normal operation (fault-free data) and in correspondence to 21 different simulated process faults (faulty data). Two sets of data are generated - training and testing datasets. The data consists of a multivariate time series of $N = 52$ variables sampled at an interval of 3 minutes. The training data and testing data span 25 hours of operation (i.e. 500 samples) and 48 hours of operation (i.e. 960 samples) respectively. While the original TE process dataset consisted of 22 runs, one normal and the remaining 21 for the faulty conditions, in this work we use the extended version provided by Reith et al. [27]. This extended dataset was generated by running 500 independent simulations for each of the runs, differing from the original ones for the random seeds used. Faults are introduced after 1 and 8 simulation hours in the training and testing files respectively. Our analysis presented in the remainder of this section does not include fault 21 since it was not part of the extended dataset. Finally, faults 3, 9, and 15 are not considered because of their unobservability from the data which results in high missed detection rates [28].

The remainder of this section presents a detailed analysis of the performance of the three components of the monitoring mechanism.

A. Fault detection

An autoencoder is a type of a neural network with a symmetric structure. The structure can be divided into two mirrored sub-structures (i.e. the encoder and the decoder). For the purpose of fault detection in this paper the autoencoder is constituted of: i) an input layer with $N$ inputs, ii) $H_A$ hidden layers with ReLu activation functions, and iii) an output layer with $N$ outputs. The input layer and the first $H_A/2$ hidden layers form the encoder, and the remaining $H_A/2$ hidden layers and the output layer form the decoder. The neural network was trained with the Adam optimiser with a batch size of $10^3$ samples and a constant learning rate 0.001 for $10^5$ epochs in total. The training set consists of 300 of the 500 training files for the fault free scenario. We used 100 of the remaining 200 training files as validation set to optimize the number of hidden layers $H_A$ and neurons of the autoencoder. The resulting autoencoder has $H_A = 12$ hidden layers of size $[52, 52, 48, 47, 46, 45, 45, 46, 47, 48, 52, 52]$. The resulting false alarm and missed detection rate computed on testing files are 0.12 and 0.17 respectively. In particular, we evaluated the false alarm rate using all 500 testing fault-free files and the missed detection rate on all the 500 faulty data files for each of the 17 faults under consideration.
DNN since this classifier is only used after an anomaly has been detected. To tune the network hyperparameters (number of neurons, number of hidden layers, learning rate) we used 500 training files for all the considered faults. Training data corresponding to normal operating conditions are not employed to train the DNN model with Adam optimiser with a batch size of 300 samples and a constant learning rate 512 for each of the faults under consideration.

Finally, we tested the DNN using all 500 testing data files for each of the faults under consideration.

![Figure 3: Recall of the DNN for training and testing data](image1)

![Figure 4: Precision of the DNN for training and testing data](image2)

### B. Faults Classification

The DNN structure for the fault classifier is constituted by: i) an input layer with $N \times (L+1)$ inputs, ii) two hidden layers with ReLu activation functions and iii) $N$ softmax functions as output layer. The number of lags $L$ is 20, and the number of neurons in the two hidden layers is 250 and 60 respectively. We train the DNN model with Adam optimiser with a batch size of 512 samples and a constant learning rate 0.005 for $10^3$ epochs in total. The training set consists of 300 of the 500 training files for all the considered faults. Training data corresponding to normal operating conditions are not employed to train the DNN since this classifier is only used after an anomaly has been detected. To tune the network hyperparameters (number of neurons, number of hidden layers, learning rate) we used 100 of the remaining 200 training data files not used during training. Finally, we tested the DNN using all 500 testing data files for each of the faults under consideration.

Figure 3 and Figure 4 show the recall and the precision for each fault for both training and testing data. With a minimum recall of 0.963 and 0.943 on the training set and on the test set, respectively, the DNN performs very well and correctly identifies most occurrences of each fault. The DNN also performs very well in terms of precision for each fault, i.e. what proportion of the samples identified by the model as an instance of a fault corresponds to an actual occurrence of that fault.

### C. GAN-based missing data imputation

The GAN was trained using 400 of the 500 training files for all the considered faults and the normal operating conditions. These are the same 400 files that we used to train and validate the fault detection autoencoder and the fault classification DNN.

DNN. We used the remaining 100 training files as validation data for the GAN. It is important to highlight that these 100 files were not used in the training or validation of the the fault detection autoencoder and the fault classification DNN, since these two models are used in the hyperparameters selection for the GAN. As mentioned earlier, the proposed architecture has to work as one interconnected system, meaning that to understand how the GAN model performs we cannot rely exclusively on validation metrics related to the GAN itself. We have to consider the system as a whole, and look at the impact on the fault detection and classification modules of the data reconstructed by the GAN. In particular, we used the precision and recall of the fault classification module and the missed detection and false alarm rate of the fault detection module to tune the GAN hyperparameters, i.e. to determine the number and size of the layers for the generator $G$ and discriminator $D$, the value of $\alpha$ in (3) and the missing probability, i.e. how many sensors are missing for each sample during training. We considered 4 different values for $\alpha$, 3 different options for the number of hidden neurons for $G$ and $D$, 2 options for the number of hidden layers for $G$ and $D$, and 3 values for the missing probability, resulting in 432 configurations of these hyperparameters. We randomly sampled 50 distinct configurations and trained and validated the GAN in correspondence to each of them. Table II shows the chosen $\alpha$ parameter and the missing probability $p_m$, while Table I reports the selected size for the generator and the discriminator. As shown in Table I, both the generator $G$ and the discriminator $D$ have one input layer, two hidden layers and one output layer. The input of the generator $G$ consists of: the current sensor measurements (with missing values), the measurements for the last $L_G = 10$ time steps and the mask that indicates which measurements are missing. Considering that our system has $N = 52$ sensors, the size of the input layer is $N + N \times L_G + N = 624$. The input of the discriminator $D$ consists of: the current sensor measurements (with imputed values - output of $G$) and the hinting vector. Hence, the size of the input layer of $D$ is $N + N = 104$.

In the remainder of this section the performance of the

| Table I: Dimensions of the discriminator and generator networks. | Input layer size | Hidden layers size | Output layer size |
|---|---|---|---|
| Generator | 624 | [1144, 1144] | 52 |
| Discriminator | 104 | [200, 200] | 52 |
GAN-based imputation and the performance of the moving average (MA) method that was used as benchmark are measured with respect to the impact on the fault-classification DNN and the fault detection autoencoder. We first run $10^3$ simulations in which approximately 10% of the measurements are randomly missing, i.e. 5 of the $N = 52$ sensors are missing in each sample. We repeated the same experiment by considering persistent sensors’ failures. The results of this preliminary analysis show that in most cases the MA mechanism achieves a very good performance. However, on closer examination of these results we observed a drop in performance of the fault-classification DNN when specific sensors were missing. In light of this, we conducted a thorough analysis by systematically removing sensors one by one and measuring the impact for each fault when imputing the missing values using the MA. This analysis showed that only 12 sensors have a significant impact on the fault classification mechanism. The set $S_C$ of critical sensors is $S_C = \{0, 8, 12, 17, 18, 20, 21, 43, 44, 49, 50, 51\}$. Some of these sensors impact multiple faults (e.g. sensor 17), others are critical just for the detection of one of the faults (e.g. sensor 0). If any of the remaining 40 sensors is missing and its value is imputed using an MA or even using the average over fault-free data, the recall of DNN is always greater then 0.80. On the other hand, if even one of the 12 identified critical sensors is missing, the MA-based imputation does not result in an acceptable loss. In fact, in some cases the recall of the DNN can drop below 0.40. In light of these results, we focus our analysis on these 12 critical sensors to evaluate the performance of the imputation mechanism. The results of this analysis are shown in Figure 5. For each of the 500 testing files of each fault we simulated the unavailability of each of the critical sensors 10 time slots after the fault occurred and for the entire duration of the simulated process. Since the number of lags $L_G$ used by GAN is equal to 10, for each testing file the first missing sensor measurement imputed by the GAN uses the actual sensors measurements. Henceforth, and until the end of the simulated process, the GAN relies on imputed values for the missing sensors. At each time slot, we performed the imputation using the generator of the trained GAN and the MA. We then fed the imputed data to the fault classifier DNN to determine the resulting performance of the two imputation mechanisms. Let us denote by $P(f)$ and $R(f)$ the precision and recall for fault $f$ of the DNN in correspondence to the original testing data. We also denote by $R_{MA}(f, s)$ and $P_{MA}(f, s)$ the recall and precision for fault $f$ of the DNN when classifying data imputed using MA for missing sensor $s$. In a similar way, we define $R_{GAN}(f, s)$ and $P_{GAN}(f, s)$ in case of the GAN-based imputation. By computing the average recall and precision over all the critical sensors for both imputation methods, we can compare it against $R(f)$ and $P(f)$. In particular, we define the difference in recall and precision of the two imputation methods with respect to the original recall and precision values as:

$$\Delta_R(x, f) = R(f) - \frac{\sum_{s \in S_C} R_x(f, s)}{|S_C|}$$

and

$$\Delta_P(x, f) = P(f) - \frac{\sum_{s \in S_C} P_x(f, s)}{|S_C|},$$

where $x$ denotes MA or GAN. Figures 5a and 5b show the resulting distribution of these differences. As we can observe, the GAN imputation results in a shift of the distribution of the difference in recall and difference in precision towards smaller values. In other words, the loss due to the missing sensor measurements is significantly mitigated by the adoption of the GAN-based imputation.

Figures 5c and 5d show the resulting distribution of the difference in recall and precision in case 2 critical sensors measurements are not available. In this case, for each of the 500 testing files of each fault we simulated the unavailability of each of the possible 2–combinations of the critical sensors (i.e. $\binom{12}{2} = 66$). As before, we consider the worst case scenario of persistent sensors failures, i.e. the sensor measurements are unavailable for the duration of the simulated process. We then perform the imputation using the generator of the trained GAN and the MA and tested the DNN on the resulting imputed data. The results confirm that the GAN imputation significantly outperforms the MA also in this case.

As for the anomaly detection evaluation, we performed an analysis similar to that conducted for the fault-classification DNN. Table IV shows the comparison between the false alarm and the missed detection rate for the original testing files, for imputed values using MA and GAN. It is worth highlighting that to compute the missed detection rate the testing files corresponding to faulty operations have to be used, while the false alarm rate is computed on the testing files corresponding to normal operations. As before, for each of the 500 testing files of each of the 17 faults, used in this case to compute the missed detection rate, we simulated the unavailability of each of the 12 critical sensors 10 time slots after the fault occurred and for the entire duration of the simulated process\(^1\). In the case of false alarm rate, for each of the 500 testing files corresponding normal operations, we simulated the unavailability of each of the 12 critical sensors 10 time slots after the beginning of the simulation. Table III summarizes the number of samples used for each case. As we can see from Table IV, both the MA and GAN methods perform as well as the original data with respect to the miss detection rate. However, the false alarm rate is affected by the use of imputed values, with the GAN outperforming the MA method also in this case.

### V. Conclusion

In this work we proposed a data-driven decomposition of the process to monitor the various indicators of the health

| TABLE II: GAN hyperparameters | $\alpha$ | $p_{sn}$ | Batch size | #epochs |
|-------------------------------|---------|---------|------------|---------|
| Generator                     | 0.1     | 1000    | 250,000    |         |
| Discriminator                 | /       | 0.1     | 1000       | 250,000 |

\(^1\)Since 20 measurements per hour are collected and faults are introduced in each testing run after 8 simulation hours, the number of faulty samples in each testing file is $960 - 8 \times 20 = 800$.\n
of a machine/component or an entire industrial process. We included in the monitoring system a module for data imputation that guarantees we have a functioning system in place even in case some of the critical sensors’ measurements are missing, due for example to hardware or network issues. The data imputation module is based on GAN and was optimized by taking into account the feedback from the fault detection and classification modules, rather than using a metric, e.g. the RMSE, specific to the GAN model alone. This allowed us to fine-tune the data imputation so as to minimize the impact of missing sensor data on the capability of the system to detect and identify faults. We conducted a thorough evaluation of the proposed approach using the extended Tennessee Eastman Process dataset. Results show that the GAN-imputed data mitigate the impact on the fault detection and identification even in the case of persistently missing measurements from sensors that are critical for the correct functioning of the monitoring system.

**TABLE III:** Number of samples used for false alarm and miss detection rate computation.

|                | No missing data | MA/GAN     |
|----------------|-----------------|------------|
| False alarm rate | 500 × 960       | 12 × 500 × 960 |
| Miss detection rate | 17 × 500 × 800 | 12 × 17 × 500 × 800 |

**TABLE IV:** False alarm and miss detection rate on the test set.

|                | No missing data | MA | GAN |
|----------------|-----------------|----|-----|
| False alarm rate | 0.12            | 0.17 | 0.14 |
| Miss detection rate | 0.17          | 0.17 | 0.17 |
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