GenoRisk: A polygenic risk score for Alzheimer’s disease
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Abstract

Introduction: Recent clinical trials are considering inclusion of more than just apolipoprotein E (APOE) ε4 genotype as a way of reducing variability in analysis of outcomes.

Methods: Case-control data were used to compare the capacity of age, sex, and 58 Alzheimer’s disease (AD)–associated single nucleotide polymorphisms (SNPs) to predict AD status using several statistical models. Model performance was assessed with Brier scores and tenfold cross-validation. Genotype and sex × age estimates from the best performing model were combined with age and intercept estimates from the general population to develop a personalized genetic risk score, termed age, and sex-adjusted GenoRisk.

Results: The elastic net model that included age, age × sex interaction, allelic APOE terms, and 29 additional SNPs performed the best. This model explained an additional 19% of the heritable risk compared to APOE genotype alone and achieved an area under the curve of 0.747.

Discussion: GenoRisk could improve the risk assessment of individuals identified for prevention studies.
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1 | INTRODUCTION

Alzheimer’s disease (AD) is notoriously difficult to treat, and the field has been plagued by an exceptionally high rate of clinical trial failures.1–3 Part of the reason for these failures is the high heterogeneity across the disease that presents with diverse clinical symptoms and progression patterns.4,5 Attempts to categorize various subtypes of AD have led to potentially more predictable outcomes.6 Despite this, no disease-altering treatments exist.

1. Systematic Review: The authors reviewed the literature for Alzheimer’s disease (AD) genetic markers and polygenic risk scores using traditional sources, meeting abstracts, and presentations. Recent clinical trials are considering inclusion of more than just apolipoprotein E ε4 genotype as a way of reducing variability in analysis of outcomes. Several polygenic risk scores are already available and were all constructed similarly.

2. Interpretation: By basing this model on individual data and incorporating genotype, age, and sex we were able to identify an...
optimal-performing model that improves upon prior scores. These results were combined to develop a personalized genetic risk score, termed “age and sex-adjusted GenoRisk” that can be used for reducing variability in clinical outcome models as well as personal risk assessment.

3. Future Directions: This first version of GenoRisk was restricted to genetic variation that had been previously associated with AD. Future studies will incorporate genome-wide screens for variation as well as additional environmental factors.

A variety of risk factors can alter the likelihood of AD and disease course including sleep, exercise, nutrition, sex, and age. Moreover, AD heritability estimates range from 50% to 80%, suggesting a large genetic component. The main genetic determinants of AD risk are variants in the apolipoprotein E (APOE), which account for one quarter of the heritability. Areas under the curve (AUCs) associated with APOE alone range from 0.65 to 0.8 across different populations. It is likely the range in APOE association is due to additional genetic variation or environmental factors that differ across populations influencing AD onset and progression. Genome-wide association studies (GWAS) have identified more than 50 additional single nucleotide polymorphisms (SNPs) that contribute to the heritability of AD. Identification of these genetic risk factors explains an additional 25% to 55% heritability and also highlights possible biological pathways of disease onset and progression. Genetic risk scores that incorporate additional genetic variation to predict AD status range from an AUC of 0.57 (20 SNPs) to 0.8 (using > 200,000 SNPs including APOE). Despite the increase in genetic associations derived from the GWAS era, and thus increase in predictive ability afforded by genetic and lifestyle factors, most studies only control for APOE ε4 genotype (≈25% of heritability) in their predictive algorithms. Moreover, studies derive their risk scores from individual populations that may not accurately estimate risk.

Polygenic risk score (PRS) approaches that combine literature-derived odds ratios benefit from the large sample sizes that are usually available for the estimation of the odds ratios for each individual SNP. However, many recent PRS are based on and also validated against results from the International Genomics of Alzheimer’s Project meta-analysis. These PRS models rely on correlational assumptions that are difficult to verify and that do not frequently allow adjustment for patient-level factors such as sex and age. The phenotypic risk score using raw data has the advantage of simultaneous calculation of risk for correlated SNPs but is often based on a smaller sample size. However, because the model is built on raw data instead of meta-analysis data using odds ratios from each SNP considered for the model, the age effect can be directly estimated. Although case-control studies are limited because individuals may eventually develop AD, we accounted for this limitation by adjusting for the age of the individuals and weighted our estimates by population-based age distributions. Phenotypic prediction model approaches afford the most personalized approach because they are based on raw data.

In this article we used data from four independent genetic studies of AD to predict genetic risk. Moreover, we compared the efficacy of various phenotypic prediction models and used this information to create and validate a model comprised of 29 SNPs that predicts an individual’s risk of developing AD, independent of age, sex, and genetic risk factors, termed the GenoRisk score. The GenoRisk model was found to be highly efficacious in its prediction of AD risk with an AUC of 0.747, a score that is comparable to PRS’ reported in the literature with an equivalent number of SNPs (AUC = 0.73, N = 28 SNPs) for early-onset AD. The age and sex-adjusted GenoRisk model further personalizes an individual’s AD risk while detecting a broad range of risks within each APOE isoform allowing refinement in risk assessment for ε4 carriers and additional isoform combinations. Overall, the GenoRisk model is an accurate predictive model able to measure genetic risk within a population beyond the basic APOE genotypes.

## METHODS

### 2.1 Study populations

Data consisting of 2579 cases and 2578 controls from the Alzheimer’s Disease Genetics Consortium (ADGC) database were used to train and compare the various models tested for GenoRisk assessment. Datasets NG00026, NG00028, NG00030, NG00034, and NG00047 were used. Many study participants were White (84%), with 4% Black, and the remainder classified as “Other.” Study population demographics are described elsewhere.

The final GenoRisk model was calibrated using data from the 1000 Genomes Project participants to match the prevalence of SNPs in the general population: 1000 Genomes Project data were also used for GenoRisk score transformation.

### 2.2 SNP selection and imputation

A total of 58 SNPs were selected through a literature search of all articles investigating the genetics of AD. The SNPs considered are listed in Table S1 and Table S2 in supporting information. Because the ADGC data were collected on several different platforms, not all SNPs were available in all datasets, therefore the panel of SNPs listed in Table S1 were imputed using data from the 1000 Genomes Project. Imputation was performed within each population and subsequently combined as described in Ridge et al.

### 2.3 Statistics

#### 2.3.1 GenoRisk model fitting and selection

Genetic component: The combined imputed ADGC dataset consisting of 2579 cases and 2578 controls was used for GenoRisk model fitting and selection. An additive model was used for most SNPs tested apart from rs5848, rs4293518, and rs7412. A recessive model was used for rs5848. APOE has three isoforms—ε2, ε3, and ε4—that are
characterized by varying combinations of two SNPs, rs4293518 and rs7412. Therefore, two different genetic models were tested for APOE:

1. Classification of APOE allelic variants (ε2, ε3, and ε4) using rs429358 and rs7412 genotypes and incorporating them into an allelic model;
2. Coding rs429358 and rs7412 into ε2, ε3, and ε4 isoforms and using a genotypic score for the six possible APOE genotypes.

Modeling: Creating a prediction score for a specific phenotype, such as AD, usually uses one of two broad approaches:

1. PRS: A risk score is created by combining odds ratios from the literature using an approach that assumes independence between SNPs. SNPs are either pruned (only the SNP with the highest odds ratio out of a set of correlated SNPs is included in the analysis) or odds ratios from the literature are combined using a method that accounts for the correlations between SNPs such as those used by Stocker et al. and Purcell et al.
2. Phenotypic prediction model: A risk score is created using a phenotypic prediction model (i.e., linear, logistic, lasso, or elastic net regression) based on an original dataset with individual-level phenotypes and SNPs. Odds ratios for each SNP are calculated within the model and simultaneously account for correlations. Historically, this type of approach has been impractical due to the large data sets and high computational requirements, but these methods are now more practical with the availability of more powerful computing resources.

To this end, four general statistical methods were tested: logistic, probit, lasso, and elastic net regression. Lasso and elastic net were based on logistic regression. The elastic net initially used $\lambda = 0.5$ but was refined through cross-validation. All statistical models included a genetic component along with age and sex. Models were tested with and without the age *x* sex interaction term.

In addition to the standard genetic models described above, a genetic model that incorporated the odds ratios estimated from previous studies was tested. In this class of models, all the estimates for the odds ratios from previous studies were combined into a single score for each individual, and that score was included in the model as a covariate with age, sex, and APOE status. The scores were either the sum of the effects of the SNPs (additive) or the product (multiplicative) of the effects of the SNPs.

Finally, linkage disequilibrium (LD), which is a correlation between SNPs that tends to increase for SNPs that are physically closer to each other on the chromosome, can lead to overfitting when combining estimates that were calculated independently. To account for this, we used LD pruning, which is a method of eliminating lower risk SNPs that are correlated with higher risk SNPs, to create an LD-pruned multiplicative score and an LD-pruned additive score. LD pruning was performed by calculating the LD between each pair of SNPs that shared a chromo-

some. When two SNPs had $r^2 > 0.2$, the SNP with the lower effect as estimated from the literature was dropped.

### 2.3.2 GenoRisk model validation

Models were compared using 40 repetitions of 10-fold cross-validation. The Brier score was used to determine the accuracy of the predictions (lower is more accurate). In each repetition, the mean of the 10 repetitions was calculated, then summaries of the 40 repetitions were compared across the different models. Because lasso regression is a special case of the elastic net (lasso is the elastic net when $\lambda = 0$), the elastic net model was selected, then the selection of $\lambda$ was further optimized through cross-validation until the mean Brier score was minimized. To further validate the genotypic estimates from the best performing (final GenoRisk) model, the APOE estimates were compared to the estimates obtained in Genin et al.

### 2.3.3 GenoRisk score transformation

Because the GenoRisk output is a proportion that could be incorrectly interpreted as percent risk, the GenoRisk output was transformed to fit on a scale from 0 to 40 based on the max and min GenoRisk scores observed in the 1000 Genomes Project. To calculate GenoRisk, call $\gamma$ the genetic portion of the logit curve, so $\gamma = \frac{32}{\sum_{i=1}^{32} \beta_i x_i}$, where each $x_i$ represents either one of the 29 SNPs or one of the three APOE isoforms, and each $\beta_i$ is the coefficient for that genetic risk factor estimated from the GenoRisk model, and let $\Gamma_{\mu}$ be the set of logit scores for 1000 Genomes Project subjects based on their genetic risk, $\gamma$, and an intercept $\mu$. Define $\mu$ such that $40 \left(1 - \exp\left(-\mu - \gamma\right)\right)$ is 20 when the probability of having AD at age 85 is 10%.

### 2.3.4 Absolute AD risk calculation

Unconditional: The Silverman dataset was used to derive age, sex, and model intercept estimates that are more representative of a normal population. A preliminary logit curve was fit to the Silverman results. The curve was assumed to represent the quantile median (ε3/ε3 genotype) and to be balanced between males and females. The model also assumes that the data are representative of median risk from the other 29 SNPs in the GenoRisk model. These Silverman age and intercept estimates were combined with the GenoRisk genotypic and sex estimates above to make the final absolute AD algorithm, which outputs an estimated probability of developing AD.

Conditional: Assuming that a person’s unconditional risk is $r_0$, then his or her risk conditional on not-currently-having AD is:

$$f(x|r_0) = \frac{f(x) - r_0}{1 - r_0}$$
3 | RESULTS

3.1 Derivation of GenoRisk model

The summaries of the Brier scores from the 40 repetitions of cross-validation on the 25 models are presented in Table 1 and in Figure 1. The eight highest performing models were the regularization methods (lasso and elastic net) while the top four models were regularization methods with an allelic model for APOE. The top two models used the elastic net, and the best model based on the mean Brier score was the allelic APOE elastic net model that included the age × sex interaction (mean Brier score = 0.20709; AUC = 0.747) and is used to calculate an individual’s GenoRisk score. Because elastic net allows variables to drop out of the model, the final model included the intercept, the three APOE isoforms, 29 other SNPs, age, and age × sex interaction. The distribution of GenoRisk scores stratified by isoform status are shown in Figure 2.

To further validate GenoRisk model performance, the estimated odds ratios for APOE isoforms from the GenoRisk score were compared to APOE isoform odds ratios reported in Genin et al., which were derived from 7531 cases and 10,132 controls. The estimated odds ratios from this final GenoRisk model fell within the confidence intervals for the odds ratios estimated by Genin et al. for all four isoforms (Figure 3), indicating that the additional SNPs did not alter model estimation of risk due to APOE and likely overall model estimates.

3.2 Derivation of absolute AD risk estimates

The GenoRisk model is independent of age and sex; however, age and sex effects are known to alter absolute risk for various diseases including AD. While the ADGC data are useful for estimating coefficients for the genetic risk factors and are appropriate to make estimates for differences between sexes, only an appropriately designed prospective study can accurately estimate the age-related incidence of AD. To finalize the model and be able to provide accurate estimates of the age-related risk of developing AD based on the GenoRisk score, we used estimates of cumulative risk of developing AD from Silverman et al. A logit curve was fit to the dataset that excluded parents and siblings of individuals with early onset AD and very late onset AD. This is expected to give a more accurate representation of the risk of developing AD in the general population as it excludes individuals known to be biased...
TABLE 1  A summary of the mean Brier score from each of the 40 repetitions of the 10-fold cross-validation training-and-test trials for each of the 25 models. Models are ordered from most accurate to least according to the 40 mean Brier scores.

| Method          | APOE model | Age × sex interaction | Min.  | 1st quartile | Median | Mean   | 3rd quartile | Max.    |
|-----------------|------------|-----------------------|-------|--------------|--------|--------|--------------|---------|
| Elastic net     | Allelic    | Yes                   | 0.20661 | 0.20691      | 0.20710 | 0.20709 | 0.20725      | 0.20770 |
| Elastic net     | Allelic    | No                    | 0.20665 | 0.20694      | 0.20708 | 0.20713 | 0.20733      | 0.20774 |
| Lasso           | Allelic    | Yes                   | 0.20659 | 0.20696      | 0.20707 | 0.20714 | 0.20728      | 0.20770 |
| Lasso           | Allelic    | No                    | 0.20664 | 0.20696      | 0.20712 | 0.20715 | 0.20730      | 0.20778 |
| Elastic net     | Genotypic  | Yes                   | 0.20731 | 0.20757      | 0.20777 | 0.20780 | 0.20797      | 0.20843 |
| Elastic net     | Genotypic  | No                    | 0.20731 | 0.20767      | 0.20780 | 0.20784 | 0.20801      | 0.20844 |
| Lasso           | Genotypic  | Yes                   | 0.20727 | 0.20762      | 0.20783 | 0.20785 | 0.20806      | 0.20841 |
| Lasso           | Genotypic  | No                    | 0.20742 | 0.20769      | 0.20787 | 0.20790 | 0.20809      | 0.20852 |
| Logistic regression | Genotypic | No                   | 0.20750 | 0.20795      | 0.20821 | 0.20820 | 0.20844      | 0.20899 |
| Logistic regression | Genotypic | Yes                   | 0.20749 | 0.20798      | 0.20823 | 0.20822 | 0.20843      | 0.20913 |
| Lasso           | SNP        | Yes                   | 0.20776 | 0.20815      | 0.20832 | 0.20834 | 0.20852      | 0.20899 |
| Elastic net     | SNP        | Yes                   | 0.20789 | 0.20814      | 0.20833 | 0.20834 | 0.20850      | 0.20898 |
| Elastic net     | SNP        | No                    | 0.20796 | 0.20821      | 0.20833 | 0.20835 | 0.20851      | 0.20899 |
| Lasso           | SNP        | No                    | 0.20792 | 0.20816      | 0.20832 | 0.20836 | 0.20851      | 0.20904 |
| Logistic regression | Allelic  | No                   | 0.20783 | 0.20832      | 0.20856 | 0.20856 | 0.20881      | 0.20936 |
| Logistic regression | Allelic  | Yes                   | 0.20781 | 0.20833      | 0.20857 | 0.20857 | 0.20878      | 0.20950 |
| Logistic regression | SNP      | No                    | 0.20813 | 0.20851      | 0.20876 | 0.20875 | 0.20897      | 0.20959 |
| Logistic regression | SNP      | Yes                   | 0.20814 | 0.20856      | 0.20882 | 0.20882 | 0.20904      | 0.20980 |
| Probit regression | Genotypic | No                   | 0.21168 | 0.21198      | 0.21216 | 0.21217 | 0.21230      | 0.21276 |
| Probit regression | Allelic  | No                    | 0.21192 | 0.21225      | 0.21241 | 0.21242 | 0.21257      | 0.21301 |
| Probit regression | SNP      | No                    | 0.21270 | 0.21296      | 0.21316 | 0.21313 | 0.21327      | 0.21374 |
| Pruned multiplicative score | SNP   | No                   | 0.22277 | 0.22291      | 0.22296 | 0.22296 | 0.22302      | 0.22310 |
| Pruned additive score | SNP   | No                   | 0.22541 | 0.22559      | 0.22566 | 0.22565 | 0.22571      | 0.22578 |
| Full multiplicative score | SNP   | No                   | 0.22713 | 0.22725      | 0.22730 | 0.22730 | 0.22736      | 0.22747 |
| Full additive score | SNP   | No                   | 0.23607 | 0.23624      | 0.23634 | 0.23632 | 0.23640      | 0.23644 |

Abbreviations: APOE, apolipoprotein E; SNP, single nucleotide polymorphism.
FIGURE 2  The distribution of GenoRisk scores among the 2504 individuals in the 1000 Genomes Project. The scores are defined so that a score of 20 indicates a 10% risk of having Alzheimer’s disease at the age of 85. The 40-point scale helps reduce the risk of misinterpreting the score as a probability. The vertical dashed lines divide the overall distribution into quintiles.

heavily by genotypic effects. The final adjusted model plotted over the Silverman et al. data is shown in Figure S1 in supporting information. The logit curve was fit using the data from individuals ≤ 85 years of age. Incorporation of individuals over 85 years resulted in a less reliable model as this subpopulation appears to have a reduced rate of risk accrual over time; this is likely due to competing risk within this age group. Estimands (age and intercept) from the logit fit were incorporated with GenoRisk genotypic and sex estimands to generate age and sex adjusted GenoRisk estimates appropriate for the general population.

Age- and sex-specific risk given a subject who does not currently have AD (unconditional risk) may also be calculated. An example is presented in Figure 4.

4  |  DISCUSSION

We developed a genetic prediction model of AD, termed GenoRisk Score. While others have derived PRSs, our assessment of several different methods compared through cross-validation coupled with genetic estimates derived across multiple populations with varying ethnic backgrounds and use of a more appropriate population to estimate age-specific risk of having AD make this work unique. This work also benefits from the ability of the elastic net methodology to identify models in the presence of correlated endpoints. Compared to PRSs in the literature which require a priori omission of correlated SNPs or other post hoc adjustments to account for correlation, the GenoRisk score reduces the risk of overfitting by incorporating patient-level data
FIGURE 3  The estimated odds ratios of the apolipoprotein E genotypes from the final GenoRisk model compared to the estimates from Genin et al. To combine $\varepsilon_2/\varepsilon_2$ with $\varepsilon_2/\varepsilon_3$ in GenoRisk to match the format of Genin et al., the effect shown is the weighted mean of the effect of the two genotypes. The $\varepsilon_3/\varepsilon_3$ genotype was the reference genotype in the Genin et al. comparison and $\varepsilon_3$ was the reference allele in the GenoRisk model, so the odds ratios for both are 1, by definition. The dashed line indicates the line at which the two estimates are equal using external cross validation. Furthermore, consistency in odds ratios for APOE isoform estimation calculated from our model and the literature, provides outside validation of our results and confirms that our model appropriately estimates APOE effects even in the presence of several other genes.

Moreover, AUC from PRS ranges are reported from 0.57 to 0.84; this range includes studies of early onset AD which has a larger genetic component (AUC 0.73 with 28 SNPs), as well as PRS generated using thousands of SNPs (AUC 0.75–0.84; > 4000 SNPs). PRS generated with larger numbers of SNPs, although improving in processing time and cost, are not broadly feasible for clinical assessment. The GenoRisk platform incorporates a smaller number of SNPs to estimate AD risk. Although the GenoRisk AUC is marginally less predictive than models incorporating thousands of SNPs (AUC 0.747), this model performs better than previously published PRS of equivalent size with a similar AD population (0.63 and 0.70). In some cases, individuals with a low-risk APOE genotype (e.g., $\varepsilon_3/\varepsilon_3$) may be revealed to have a higher overall genetic risk than some patients with a high-risk APOE genotype (e.g., $\varepsilon_3/\varepsilon_4$) when other genetic variants are accounted for, and vice versa. Currently, many trials use APOE $\varepsilon_4$ status alone to segregate participants into high-risk and low-risk categories, which may reduce study power. The utility of GenoRisk for assessing personalized risk can be demonstrated using an example of a 72-year-old male who wants to know his risk of developing AD. Initial assessment by sex only indicates that his risk will follow the population average for males (Figure 5; dashed blue line). Incorporation of individual APOE genotype ($\varepsilon_3/\varepsilon_4$; most common genetic factor incorporated in clinical trials), increases absolute AD risk well above the population average for males (dashed black line). Calculation of the absolute AD risk via incorporation of multiple genetic drivers of AD through the GenoRisk model (dashed green line) reduces AD risk compared to APOE status alone. Finally, risk adjustment for individual current AD status (conditional assessment; solid green line) further reduces predicted AD risk for this individual, that is, given that he does not currently have AD at his present age reduces his overall likelihood of developing it in the future. Personalized genetic risk classification,
**FIGURE 4** Lineplots of 1000 Genomes Project age and sex-adjusted GenoRisk probabilities stratified by age and apolipoprotein E isoform status. The solid line represents the mean value of individuals within each isoform group (± 95% confidence intervals) across the age ranges present.

**FIGURE 5** Probability by age of having Alzheimer’s disease (AD; unconditional risk), or developing AD given that it is not present (solid curves line), in a hypothetical 72-year-old male. Comparison of curves for three conditions: given no additional information (blue), given that the individual has the e3/e4 genotype (black), and given the additional information provided by the GenoRisk score (green). Specific risk curves can help provide better metrics with which to compare treatment outcomes in future clinical trials.
afforded by GenoRisk, may improve prediction of decline rate in clinical trials, improving power for detecting treatment differences as well as aid in identification of personalized treatments or preventative measures.

Limitations of our GenoRisk score are primarily a result of having a relatively small sample size for building the model. This small sample size required us to assume the absence of age by genotype interactions, which is likely to be an inaccurate assumption. The risk model relies on the diagnosis, which is purely clinical, and not biomarker based, and the misclassification may be as high as 10% with experienced clinicians, but potentially closer to 30% with less experienced clinicians. Validation of the estimation of age-related risk and corresponding timing of diagnosis would require a prospective, longitudinal study. In addition, our population has primarily European ancestry, limiting the generalizability to other populations. The analysis relies on imputation due to missing genotypes, reducing the accuracy of the model.

Future studies will be aimed at assessing whether subcategorization of individuals based on specific genetic variants or sets of genetic variants are associated with specific neuropathologic subtypes or clinical presentation patterns. These subcategories of patients may respond differently to treatments, may progress at different rates, or may differ in biomarker patterns associated with disease progression. In general, GenoRisk provides a better understanding of personalized AD risk that could facilitate the development of new treatments or preventative measures.
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