Solving the puzzle of an unconventional phase transition for a 2d dimerized quantum Heisenberg model
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Motivated by the indication of a new critical theory for the spin-1/2 Heisenberg model with a spatially staggered anisotropy on the square lattice as suggested in [1], we re-investigate the phase transition of this model induced by dimerization using first-principle Monte Carlo simulations. We focus on studying the finite-size scaling of $\rho_s2L$ and $\rho_22L$, where $L$ stands for the spatial box size used in the simulations and $\rho_{si}$ with $i \in \{1, 2\}$ is the spin-stiffness in the $i$-direction. Remarkably, while we do observe a large correction to scaling for the observable $\rho_s2L$ as proposed in [2], the data for $\rho_22L$ exhibit a good scaling behavior without any indication of a large correction. As a consequence, we are able to obtain a numerical value for the critical exponent $\nu$ which is consistent with the known $O(3)$ result with moderate computational effort. Specifically, the numerical value of $\nu$ we determine by fitting the data points of $\rho_s2L$ to their expected scaling form is given by $\nu = 0.7120(16)$, which agrees quantitatively with the most accurate known Monte Carlo $O(3)$ result $\nu = 0.7112(5)$. Finally, while we can also obtain a result of $\nu$ from the observable second Binder ratio $Q_2$, which is consistent with $\nu = 0.7112(5)$, the uncertainty of $\nu$ calculated from $Q_2$ is more than twice as large as that of $\nu$ determined from $\rho_s2L$.

Introduction.— Heisenberg-type models have been one of the central research topics in condensed matter physics during the last two decades. The reason that these models have triggered great theoretical interest is twofold. First of all, Heisenberg-type models are relevant to real materials. Specifically, the spin-1/2 Heisenberg model on the square lattice is the appropriate model for understanding the undoped precursors of high $T_c$ cuprates (undoped antiferromagnets). Second, because of the availability of efficient Monte Carlo algorithms as well as the increased power of computing resources, properties of undoped antiferromagnets on geometrically non-frustrated lattices can be simulated with unprecedented accuracy [3–9]. As a consequence, these models are particular suitable for examining theoretical predictions and exploring ideas. For instance, Heisenberg-type models are often used to examine field theory predictions regarding the universality class of a second order phase transition [1, 2]. Furthermore, a new proposal of determining the low-energy constant, namely the spinwave velocity $c$ of antiferromagnets with $O(2)$ and $O(3)$ symmetry, through the squares of temporal and spatial winding numbers was verified to be valid and this idea has greatly improved the accuracy of the related low-energy constants [10, 11]. On the one hand, Heisenberg-type models on geometrically non-frustrated lattices are among the best quantitatively understood condensed matter physics systems; on the other hand, despite being well studied, several recent numerical investigation of spatially anisotropic Heisenberg models have led to unexpected results [12, 13]. In particular, Monte Carlo evidence indicates that the anisotropic Heisenberg model with staggered arrangement of the antiferromagnetic couplings may belong to a new universality class, in contradiction to the theoretical $O(3)$ universality prediction [1]. For example, while the most accurate Monte Carlo value for the critical exponent $\nu$ in the $O(3)$ universality class is given by $\nu = 0.7112(5)$ [14], the corresponding $\nu$ determined in [1] is $\nu = 0.689(5)$. Although the subtlety of calculating the critical exponent $\nu$ from performing finite-size scaling analysis has been demonstrated for a similar anisotropic Heisenberg model on the honeycomb lattice [15], the discrepancy between $\nu = 0.689(5)$ and $\nu = 0.7112(5)$ observed in [1, 14] remains to be understood.

In order to clarify this issue further, several efforts have been devoted to studying the phase transition of this model induced by dimerization. For instance, an unconventional finite-size scaling is proposed in [16]. Further, it is argued that there is a large correction to scaling for this phase transition which leads to the unexpected $\nu = 0.689(5)$ obtained in [1]. Still, direct numerical evidence to solve this puzzle is not available yet. In this study, we undertake the challenge of determining the critical exponent $\nu$ by simulating the spin-1/2 Heisenberg model with a spatially staggered anisotropy on the square lattice. The relevant observables considered in this study for calculating the critical exponent $\nu$ are $\rho_s2L$, $\rho_22L$ and $Q_2$. Here $\rho_{si}$ with $i \in \{1, 2\}$ are the spin stiffness in the $i$-direction, $L$ is the box size used in the simulations and $Q_2$ is the second Binder ratio which will be defined later. Further, we analyze in more detail the finite-size scaling of $\rho_s2L$ and $\rho_22L$. The reason that $\rho_s2L$ and $\rho_22L$ are chosen is twofold. First of all, these two observables can be calculated to a very high accuracy using loop algorithms [3]. Second, one can measure $\rho_s1$ and $\rho_2$ separately. On isotropic systems, one would naturally use $\rho_s$ which is the average of $\rho_s1$ and $\rho_2$, for the data analysis. However, for the anisotropic model considered here, we find it is useful to analyze both the data of $\rho_s1$ and $\rho_2$ because such a study may reveal the impact of anisotropy on the system. Surprisingly, as we will show...
later, the observable $\rho_{s1}2L$ receives a much less severe correction than $\rho_{s2}2L$. Hence $\rho_{s2}2L$ is a better suited quantity than $\rho_{s1}2L$ for the finite-size scaling analysis. Indeed, with moderate computational effort, we can obtain a numerical value for $\nu$ consistent with the most accurate $O(3)$ Monte Carlo result $\nu = 0.7112(5)$.

This paper is organized as follows. First, the anisotropic Heisenberg model and the relevant observables studied in this work are briefly described after which we present our numerical results. In particular, the corresponding critical point as well as the critical exponent $\nu$ are determined by fitting the numerical data to their predicted critical behavior near the transition. A final section then concludes our study.

**Microscopic Model and Corresponding Observables.**—The Heisenberg model considered in this study is defined by the Hamilton operator

$$H = \sum_{(xy)} J S_x \cdot S_y + \sum_{(x'y')} J' S_{x'} \cdot S_{y'},$$

where $J'$ and $J$ are antiferromagnetic exchange couplings connecting nearest neighbor spins $(xy)$ and $(x'y')$, respectively. Figure 1 illustrates the Heisenberg model described by Eq. (1). To study the critical behavior of this anisotropic Heisenberg model near the transition driven by the anisotropy, in particular, to determine the critical point as well as the critical exponent $\nu$, the spin stiffnesses in the 1- and 2-directions which are defined by

$$\rho_{si} = \frac{1}{\beta L^2} \langle W_i^2 \rangle,$$

are measured in our simulations. Here $\beta$ is the inverse temperature and $L$ again refers to the spatial box size. Further $\langle W_i^2 \rangle$ with $i \in \{1, 2\}$ is the winding number squared in the $i$-direction. In addition, the second Binder ratio $Q_2$, which is defined by

$$Q_2 = \frac{\langle (m_z^2)^2 \rangle^2}{\langle (m_z^2) \rangle^4},$$

is also measured in our simulations as well. Here $m_z^2$ is the $z$-component of the staggered magnetization $m_z = \frac{1}{L^3} \sum_x (-1)^{x_1 + x_2} S_x^z$. By carefully investigating the spatial volume and the $J'/J$ dependence of $\rho_{si}L$ as well as $Q_2$, one can determine the critical point and the critical exponent $\nu$ with high precision.

| observable | $L$ | $\nu$ | $(J'/J)_c$ | $\chi^2$/DOF |
|-----------|-----|------|-------------|--------------|
| $\rho_{s2}2L$ | $48 \leq L \leq 96$ | $0.7150(28)$ | $2.51951(8)$ | 1.0 |
| $\rho_{s2}2L^*$ | $48 \leq L \leq 96$ | $0.7095(32)$ | $2.51950(8)$ | 0.9 |
| $\rho_{s2}2L$ | $48 \leq L \leq 136$ | $0.7120(16)$ | $2.51950(3)$ | 1.1 |
| $\rho_{s2}2L$ | $60 \leq L \leq 136$ | $0.7120(16)$ | $2.51950(3)$ | 1.1 |
| $\rho_{s2}2L$ | $66 \leq L \leq 136$ | $0.7125(20)$ | $2.51950(4)$ | 1.1 |
| $\rho_{s2}2L^*$ | $48 \leq L \leq 136$ | $0.7085(16)$ | $2.51950(3)$ | 0.9 |
| $\rho_{s2}2L^*$ | $60 \leq L \leq 136$ | $0.7087(17)$ | $2.51950(3)$ | 0.9 |
| $\rho_{s2}2L^*$ | $66 \leq L \leq 136$ | $0.7096(19)$ | $2.51950(4)$ | 0.9 |
| $\rho_{s2}2L$ | $24 \leq L \leq 80$ | $0.689(3)$ | $2.5194(4)$ | 1.2 |
| $\rho_{s2}2L^*$ | $24 \leq L \leq 80$ | $0.683(4)$ | $2.5194(3)$ | 1.1 |
| $\rho_{s2}2L$ | $48 \leq L \leq 136$ | $0.701(3)$ | $2.5194(3)$ | 1.6 |
| $Q_2$ | $48 \leq L \leq 136$ | $0.7120(16)$ | $2.51950(3)$ | 1.1 |
| $Q_2^*$ | $48 \leq L \leq 136$ | $0.7050(48)$ | $2.51950(8)$ | 1.3 |

**TABLE I:** The numerical values for $\nu$ and $(J'/J)_c$ calculated from $\rho_{s2}2L$, $\rho_{s1}2L$ and $Q_2$. All results are obtained using a second order Taylor series expansion of Eq. (4), except those with a star, which are determined using an expansion to third order. The confluent correction $\omega$ is included in the fit explicitly only for $\rho_{s1}2L$.

**Determination of the Critical Point and the Critical Exponent $\nu$.**—To study the quantum phase transition, we have carried out large scale Monte Carlo simulations using a loop algorithm. Further, to calculate the relevant critical exponent $\nu$ and to determine the location of the critical point in the parameter space $J'/J$, we have employed the technique of finite-size scaling for certain observables. For example, if the transition is second order, then near the transition the observable $\rho_{s2}2L$ for $i \in \{1, 2\}$ and $Q_2$ should be described well by the following finite-size scaling ansatz

$$O_L(t) = (1 + bL^{-\omega})g_O(tL^{1/\nu}, \beta/L^z),$$

where $O_L$ stands for $\rho_{s2}2L$ with $i \in \{1, 2\}$ or $Q_2$, $t = (j_c - j)/j_c$ with $j = (J'/J)$, $b$ is some constant, $\nu$ is the critical exponent corresponding to the correlation length $\xi$, $\omega$ is the confluent correction exponent and $z$ is the dynamical critical exponent which is 1 for the transition considered here. Finally, $g_O$ is a smooth function of the variables $tL^{1/\nu}$ and $\beta/L^z$. From Eq. (4), one concludes that the curves for $O_L$ corresponding to different $L$, as functions of $J'/J$, should intersect at the critical point $(J'/J)_c$ for large $L$. To calculate the critical exponent $\nu$ and the critical point $(J'/J)_c$, in the following we will apply the finite-size scaling formula, Eq. (4), to $\rho_{s2}2L$, $\rho_{s1}2L$ as well as $Q_2$. Without loss of generality, we have fixed $J = 1$ in our simulations and have varied $J'$. Additionally, the box size used in the simulations ranges from $L = 16$ to $L = 136$. To reach a lattice size as large as possible, we use $\beta J = 2L$ for each $L$ in our simulation. As
obtaining $\nu$ size scaling ansatz (i.e. letting $\rho$ variation to scaling for $\rho$ available data for $\nu = 0$ consistent with those determined in [1]. Further, a numerical second order in $\rho$ the fit. Indeed with a Taylor expansion of Eq. (4) up to this conclusion by confirming the results for $\nu = 0.7120(16)$ and ($J'/J)_c = 2.51950(3)$ using the data of $\rho_s2L$ with $48 \leq L \leq 136$. In obtaining the results $\nu = 0.7120(16)$ and ($J'/J)_c = 2.51950(3)$, we have performed bootstrap sampling on the raw data and have carried out a large number (around 1000) of fits. The inclusion of higher order terms in the Taylor series and eliminating data of smaller $L$ in the fits leads to compatible (and consistent) results with what we have just obtained. Notice that the $\nu$ we obtain is consistent with the most accurate Monte Carlo result $\nu = 0.7112(5)$ in the $O(3)$ universality class. Further, the critical point ($J'/J)_c = 2.51950(3)$ we calculate agrees with the known results in the literature [1, 16] as well.

Having determined $\nu = 0.7120(16)$ using the observable $\rho_s2L$, we turn to the calculations of $\nu$ based on the observables $\rho_s12L$ and $Q_2$. First of all, we would like to reproduce the unexpected result $\nu = 0.689(5)$ found in [1]. Indeed, using the Monte Carlo data of $\rho_s2L$ with $L$ ranging from $L = 24$ to $L = 80$ (the size of $L = 80$ is similar to the largest lattice ($L = 72$) used in [1] in obtaining $\nu = 0.689(5)$), we arrive at $\nu = 0.689(3)$ and ($J'/J)_c = 2.5194(4)$, both of which are statistically consistent with those determined in [1]. Further, a numerical value for $\nu$ consistent with its theoretical prediction $\nu = 0.7112(5)$ could never have been obtained using the available data for $\rho_s2L$. This implies that the correction to scaling for $\rho_s2L$ is large and the lattice data for $\rho_s12L$ with larger $L$ are required to reach a numerical value of $\nu$ consistent with the theoretical expectation. Finally, for the observable $Q_2$, using the leading finite-size scaling ansatz (i.e. letting $b = 0$ in Eq. (4)), we are able to reach a value for $\nu$ which agrees even quantitatively with $\nu = 0.7112(5)$. However, the uncertainty of $\nu$ calculated from $Q_2$ is more than twice as large as that of $\nu$ determined from $\rho_s2L$.

The results for $\nu$ and ($J'/J)_c$ calculated from our finite-size scaling analysis are summarized in table 1.

**Conclusions.**— In this paper, we re-investigated the critical behavior at the phase transition induced by dimerization of the spin-1/2 Heisenberg model with a spatially staggered anisotropy. Unlike the scenario suggested in [1] that an unconventional universality class is observed, we conclude that indeed this second order phase transition is well described by the $O(3)$ universality class. Our observation of $\rho_s2L$ being a good observable for determining the critical exponent $\nu$ is crucial for reading this conclusion by confirming the $O(3)$ critical exponent for this phase transition with high precision. While
we do observed a large correction to scaling for the observable $\rho_s 2L$ as proposed in [2], the data points of $\rho_s 2L$ show good scaling behavior. Specifically, with $\rho_s 2L$, we can easily reach a highly accurate numerical value for $\nu$ consistent with the theoretical predictions without taking the confluent correction into account in the fit. The large correction to scaling observed for $\rho_s 2L$ near the transition. Hence the most reasonable explanation for the good scaling behavior of $\rho_s 2L$ shown here is that the prefactor $b$ in Eq. (4) for $\rho_s 2L$ is very small. As a result, we are able to determine the expected numerical value for $\nu$ using data of $\rho_s 2L$ with moderate lattice sizes. Still, a more rigorous theoretical study such as investigating whether there exists a symmetry that protects $\rho_s 2L$ from being affected by the large correction to scaling as suggested in [2] will be an interesting topic to explore. For example, in [2] it is argued that the enhanced correction to scaling observed for this phase transition might be due to a cubic irrelevant term which contains one-derivative in the 1-direction. The first thing one would like to understand is whether the feature of this irrelevant term, namely it contains one-derivative in the 1-direction, will lead to our observation that the large correction to scaling has little impact on $\rho_s 2L$. In summary, here we present convincing numerical evidence to support that the phase transition considered in this study is well described by the $O(3)$ universality class prediction, at least for the critical exponent $\nu$ which is investigated in detail in this study. Finally, whether the good scaling of $\rho_s 2L$ observed here is a coincidence or is generally applicable for quantum Heisenberg models with a similar spatially anisotropic pattern, remains an interesting topic for further investigation.
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FIG. 3: Crossing of $\rho_s 2L$ (top), $\rho_s 2L$ (middle), and $Q_2$ (bottom) for different $L$ near the transition.