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Abstract

We propose a method for speeding up a 3D point cloud registration through a cascading feature extraction. The current approach with the highest accuracy is realized by iteratively executing feature extraction and registration using deep features. However, iterative feature extraction takes time. Our proposed method significantly reduces the computational cost using cascading shallow layers. Our idea is to omit redundant computations that do not always contribute to the final accuracy. The proposed approach is approximately three times faster than the existing methods without a loss of accuracy.

1 Introduction

Point cloud registration is the task of aligning two 3D point clouds into a single point cloud. The two point clouds to be aligned usually represent the same object but are taken from different angles. Point cloud registration is a fundamental building block for 3D data processing, such as simultaneous localization and mapping and 3D object reconstruction.

The current state-of-the-art algorithm [14] in terms of accuracy takes approximately 60 ms to align approximately 1,000 points on a standard GPU (NVIDIA Tesla V100). To achieve a real-time performance, the inference should be less than 30 ms, and less than 20 ms would be even more desirable.

In this paper, we propose a fast 3D point cloud registration method. Our idea is to omit the computation of a part of the iterative process that is not necessarily accurate. Existing methods repeat the same heavy processing during every iteration. With the proposed method, the heavy processing runs only once initially, and the light processing is repeated in the subsequent iterations. Through this approach, we can significantly reduce the overall computational cost.

Figure 1: Diagram of accuracy and speed. The proposed method achieves both a high accuracy and speed (evaluated on modelnet40 [13]).
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RPMNet [14] and RGM [4] are the most accurate methods available today. RPMNet and RGM achieve the same level of accuracy, whereas RPMNet is more than twice as fast. Thus, we used RPMNet for our baseline in this study. The results and a comparison with other methods are shown in Fig. 1. The proposed method is three times faster than RPMNet without any loss of accuracy. In addition, our method is more accurate than RGM.

2 Related Work

Next, we show a general pipeline of modern point cloud registration methods [4, 12, 14, 15] and describe in detail the latest approach, RPMNet [14]. Let us assume that there are two point cloud sets, \( \mathcal{X} \subset \mathbb{R}^3 \) and \( \mathcal{Y} \subset \mathbb{R}^3 \). Many modern point cloud registration methods take the following steps.

(i) Obtain a feature vector for each point, for both \( \mathcal{X} \) and \( \mathcal{Y} \).

(ii) For all combinations of a feature vector in \( \mathcal{X} \) and one in \( \mathcal{Y} \), compare the distance in a brute force fashion and obtain the correspondence among \( \mathcal{X} \) and \( \mathcal{Y} \).

(iii) Estimate the rigid transformation \( T \) that minimizes the sum of the squared distances between the corresponding points.

Several methods, including RPMNet, take the following procedures in addition to (i)~(iii) above.

(iv) Apply the rigid transformation to one of the objects \( \mathcal{Y} \leftarrow T(\mathcal{Y}) \) and return to (i).

Let us describe this in detail for RPMNet. The upper part of Fig. 2 shows the configuration of RPMNet. First, we describe the feature extraction in (i). Let us consider the extraction of a 96-dimensional feature \( f \in \mathbb{R}^{96} \) from a point \( x \in \mathbb{R}^3 \) in a point cloud. We collect the \( K \)-nearest neighbors of \( x \) and compute a classical feature vector \( \{h_k\}_{k=1}^K \). Here, \( h_k \in \mathbb{R}^{10} \) is a 10-dimensional feature that consists of (1) the angles between the \( k \)-th neighbor of \( x \) and \( x \), (2) the absolute coordinate of the \( k \)-th neighbor of \( x \), and (3) the relative coordinate of the \( k \)-th neighbor of \( x \) with \( x \) as the coordinate reference. We obtain a single 96-dimensional feature \( f \in \mathbb{R}^{96} \) by inputting \( \{h_k\}_{k=1}^K \) into PointNet (PN):

\[
f = PN(\{h_k\}_{k=1}^K).
\]
PointNet [2] is a feature extraction module that consists of a multilayer perceptron (MLP) and maxpool.

Next, we describe the computation of the correspondence in (ii). In the process of (ii) for RPMNet, a soft registration is conducted using simulated annealing. This makes their method quite robust to noise. Let \( X = \{ x_i \}_{i=1}^N \subset \mathbb{R}^3 \) and \( Y = \{ y_i \}_{i=1}^M \subset \mathbb{R}^3 \) be the two point clouds to be aligned. Let \( d_{i,j} \) be the Euclidean distance between the features of \( x_i \) and \( y_j \). Herein, we construct a matrix \( M \in \mathbb{R}^{N \times M} \), where the \((i, j)\)-th element \( m_{i,j} \in M \) is defined as follows:

\[
m_{i,j} = e^{-\beta (d_{i,j}^2 - \alpha)}.
\] (2)

The parameters \( \alpha \) and \( \beta \) are positive scalars. An independent network estimates the optimal values of \( \alpha \) and \( \beta \). If \( \beta \) is large, \( M \) represents a harder (discrete) correspondence; however, if it is small, \( M \) represents a softer (ambiguous) correspondence. In addition, \( \beta \) takes a larger value for each iteration. Moreover, \( \alpha \) serves as a distance threshold, and distances of less than \( \alpha \) are considered sufficiently close. If \( d_{i,j} \) is small, \( m_{i,j} \) takes a larger value and can be regarded as the similarity between \( x_i \) and \( y_j \). Next, Sinkhorn’s algorithm [11] normalizes \( M \). From the normalized \( M \), we obtain the correspondence between the points.

The orthogonal Procrustes method [10] analytically calculates the optimal rigid transformation \( T \) (iii). To deal with a partial overlap, we adopted the same strategy as in [10, 11]. We used \( \sum_i m_{i,j} \) to weight the correspondences. A point with no correspondence has a weight of nearly 0. Then, repeating the procedure from the feature extraction to applying a rigid transformation improves the accuracy (iv). In RPMNet, a feature extraction is a bottleneck process. Our experiments using an NVIDIA Tesla V100 confirmed that RPMNet takes approximately 80 ms to align approximately 1,000 objects, and feature extraction occupies more than 50% of the computational time.

3 Proposed method

Our main idea is to reduce the computational cost by replacing PointNet with an extremely lightweight layer and a single linear layer with ReLU. We call this single linear layer with ReLU a quasi-MLP (QMLP) because it is equivalent to an MLP when it is cascaded. One may wonder if replacing PointNet with such a shallow layer would result in a loss of accuracy. However, we found that it is possible to achieve the same level of accuracy by cascading the QMLPs during each iteration. First, we describe the proposed cascade feature extraction method in Sec. 3.1, and in Sec. 3.2, explain why QMLP has the same expressive power as an MLP.

3.1 Cascading feature extraction

First, we describe the feature extraction in the first iteration. The bottom part of Fig. 1 shows the configuration of our network. Similar to the baseline, for feature extraction of a single point, the proposed method collects \( K \)-nearest neighbor points and calculates a classical feature vector \( h \) for each point. However, unlike RPMNet, the proposed method does not include the absolute coordinate information in \( h \), and thus \( h \in \mathbb{R}^7 \). First, we input \( \{ h_k \}_{k=1}^K \) individually into MLP : \( \mathbb{R}^7 \rightarrow \mathbb{R}^{96} \) to obtain a 96-dimensional feature vector.

\[
g_k = \text{MLP}(h_k).
\] (3)
We then take the maximum value of the obtained feature vectors for each dimension and obtain an intermediate feature vector \( \mathbf{f}^{(0)} \in \mathbb{R}^{96} \).

\[
\mathbf{f}^{(0)} = \text{maxpool}(\mathcal{G}) \in \mathbb{R}^{96},
\]

where \( \mathcal{G} = \{ \mathbf{g}_i \}_{i=1}^K \subset \mathbb{R}^{96} \). This is the process for a single point. By doing this for all points in the point cloud, we obtain a set of feature vectors \( \mathcal{F}^{(0)} \subset \mathbb{R}^{96} \). Note that the superscript \( (i) \) denotes the number of iterations.

Next, we describe the feature extraction for the second and subsequent iterations. In the \( i+1 \) iteration of the proposed method, the set of feature vectors \( \mathcal{F}^{(i)} \) and the absolute positions of points \( \mathcal{X}^{(i)} \subset \mathbb{R}^3 \) obtained in the \( i \)-th iteration are input into QMLP\(_{(i+1)} \) : \( \mathbb{R}^{96} \rightarrow \mathbb{R}^{96} \). Let \( \mathbf{x}^{(i)} \in \mathcal{X}^{(i)} \) be the absolute position of a point, and \( \mathbf{f}^{(i)} \in \mathcal{F}^{(i)} \) be the corresponding set of feature vectors at the \( i \)-th iteration. We obtain a feature vector \( \mathbf{f}^{(i+1)} \) for the \( i+1 \)-th iteration as follows:

\[
\mathbf{f}^{(i+1)} = \text{QMLP}_{(i+1)} \left( \mathbf{f}^{(i)} + \mathbf{B}^{(i+1)} \mathbf{x}^{(i)} \right).
\]

Here, \( \mathbf{B}^{(i+1)} \in \mathbb{R}^{96 \times 3} \) is a thin matrix, which will be discussed in Sec. 3.2.

The critical differences between our design and that of RPMNet are two-fold. (1) We use \( \mathbf{f}^{(i)} \) to calculate \( \mathbf{f}^{(i+1)} \). This design is the origin of our paper titled “Cascading feature extraction.” (2) As detailed in Secs. 3.1 and 3.2, the number of operations in our scheme is much smaller than that in RPMNet.

The proposed cascading feature extraction method utilizes the nature of simulated annealing. Features are not always required to be fully discriminative at the beginning of the iterations because we apply only a coarse alignment. Therefore, even if QMLP replaces several layered MLPs, the final accuracy often remains unchanged. By contrast, at the end of the iterations, because the feature vectors passed through several QMLPs in the previous iterations, a single QMLP can conduct an equivalent computation by passing through the MLPs of the deeper layers. Thus, QMLP, the computational cost of which is low, replaces PointNet.

### 3.2 QMLP

In terms of matrix operations, we show that cascading QMLPs are equivalent to the cascading ordinal MLPs used in PointNet and other applications. QMLP consists of one linear transformation and one ReLU layer. In the following, the matrix size and other values are
the same as those in the actual implementation. The MLP used in PointNet contains at least two linear transformations. Each layer connects the input layer to the hidden layer and the hidden layer to the output layer.

We found that a cascaded feature extractor with an ordinary MLP is redundant. Let us first model the ordinary MLP as follows. Here, two linear transformations continue in succession between iterations, as shown in Fig. 3(a). This is a typical configuration of PointNet. In Figs. 3(a) and 3(b), each block represents an MLP in the i-th iteration. The input to the MLP passes through the first linear layer $\mathbf{C}^{(i)} \in \mathbb{R}^{96 \times 99}$, resulting in a vector $\mathbf{w}^{(i)} \in \mathbb{R}^{96}$. Next, normalization and ReLU layers are applied to $\mathbf{w}^{(i)}$ to obtain a hidden vector $\mathbf{u}^{(i)} \in \mathbb{R}^{96}$. Subsequently, the second linear layer $\mathbf{D}^{(i)} \in \mathbb{R}^{96 \times 96}$ transforms $\mathbf{u}^{(i)}$ into the final output $\mathbf{v}^{(i)} \in \mathbb{R}^{96}$. The input to the MLP of the next iteration is a stack of $\mathbf{x}^{(i)}$ and $\mathbf{v}^{(i)}$.

Here, we show that we can reduce the number of calculations by rewriting the operation. Recall from Fig. 3(a) that we can obtain $\mathbf{w}^{(i+1)}$ from $\mathbf{C}^{(i+1)}, \mathbf{v}^{(i)}$, and $\mathbf{x}^{(i)}$. The equation can then be rewritten as follows:

\[
\mathbf{w}^{(i+1)} = \mathbf{C}^{(i+1)} \begin{bmatrix} \mathbf{v}^{(i)} \\ \mathbf{x}^{(i)} \end{bmatrix}
\]

\[
= \begin{bmatrix} \mathbf{A}^{(i+1)} & \mathbf{B}^{(i+1)} \end{bmatrix} \begin{bmatrix} \mathbf{v}^{(i)} \\ \mathbf{x}^{(i)} \end{bmatrix}
\]

\[
= \mathbf{A}^{(i+1)} \mathbf{v}^{(i)} + \mathbf{B}^{(i+1)} \mathbf{x}^{(i)}
\]

\[
= \mathbf{A}'^{(i)} \mathbf{u}^{(i)} + \mathbf{B}^{(i+1)} \mathbf{x}^{(i)}
\]

In this study, we decompose $\mathbf{C}^{(i+1)} \in \mathbb{R}^{96 \times 99}$ into smaller matrices $\mathbf{A}^{(i+1)} \in \mathbb{R}^{96 \times 96}$ and $\mathbf{B}^{(i+1)} \in \mathbb{R}^{96 \times 3}$. We then define a new matrix $\mathbf{A}'^{(i)} = \mathbf{A}^{(i+1)} \mathbf{D}^{(i)} \in \mathbb{R}^{96 \times 96}$. The final representation of Eq. 10 is our proposed module, which we visualize in Fig. 3(b). Equation 10 implies that if we smartly configure the matrices, we can compute $\mathbf{w}^{(i+1)}$ simply by (1) the output of the previous step ($\mathbf{A}'^{(i)} \mathbf{u}^{(i)}$) and (2) the current point position $\mathbf{x}^{(i)}$ with a shallow transformation $\mathbf{B}^{(i+1)}$.

In a conventional MLP, two matrix operations using matrices $\mathbf{C}$ and $\mathbf{D}$ are conducted on the input vector (the green modules in Fig 3(a)). By contrast, with the proposed method, the costly operation uses only $\mathbf{A}'$ (the green modules in Fig 3(b)). This is because the size of $\mathbf{B}$ is much smaller than that of $\mathbf{A}'$.

These results show that the proposed cascaded feature extractor can achieve the same performance as an ordinary MLP while reducing the computational cost through the use of QMLP.

### 3.3 Analysis

**Accurate Correspondence** Next, we show why the proposed method does not degrade the accuracy, it occasionally improves it. The patterns that we should focus on differ depending on the registration stage. First, at the beginning of the iterations, QMLP needs to focus on the local feature of $\mathbf{f}^{(i)}$ rather than the positional feature derived from $\mathbf{x}^{(i)}$. This is because the information of the absolute position does not help find the correspondence during this stage. By contrast, at the end of the iterations, focusing on both the local and positional features leads to a correct correspondence. Fig. 4 illustrates this. There are many points whose local
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Figure 4: Change in pattern to be identified between the beginning and end of the iteration. At the end of the iteration, only the close points in the absolute position are in correspondence.

features are similar. However, because we roughly aligned the point clouds at the beginning of the iterations, the only correct counterparts are already close in position.

The baseline used PointNet, which has the same weight parameters for all iterations. This means that it focuses on the same pattern during all stages of alignment. By contrast, with our proposed method, the feature extractor parameters used in each iteration are all different. Therefore, our proposed method can adaptively focus on different patterns at different stages of alignment.

Computational Cost The baseline uses $K$-nearest neighbors for the feature extraction of a single point. It applies the same feature extraction every iteration, and thus has a computational complexity of $O(D^2KL)$. The dimensionality of the feature vectors is $D$. The number of neighbors used for feature extraction is $K$. The number of iterations is $L$. Herein, we approximate the running time of PointNet, where the maximum width of $D$ is $O(D^2)$. By contrast, the proposed method has a computational complexity of $O(KD^2)$ in the first iteration, as in PointNet, and $O(D^2)$ in the second and subsequent iterations, and thus the total computational complexity is $O(D^2(K + L))$. This is indeed smaller than $O(D^2KL)$.

3.4 Other Ingenuities for Speedup

We propose two other ingenuities to accelerate the method: batch annealing parameter extraction and Sinkhorn normalization.

Batch Prediction of Annealing Parameters A network separate from the feature extraction module predicts the appropriate parameters ($\alpha$ and $\beta$) at each iteration in the baseline. Thus, the cost of annealing parameter prediction increases according to the number of iterations. However, with the proposed method, the parameters for each iteration are estimated simultaneously in the first iteration. Therefore, we were also able to reduce the computational complexity of the parameter estimation for use in the annealing. This reduced the computational cost of the annealing parameter prediction by a factor of five.

Adaptive Iteration for Sinkhorn Normalization The number of iterations of Sinkhorn normalization is constant in the baseline. By contrast, we changed the number of iterations
depending on the alignment stage to speed up the process. Initially, we reduce the number of iterations, and then increase the number to a sufficient value. In our implementation, we empirically set the number to equal the number of current registration iterations (i.e., if \( i = 4 \), the number of iterations of Sinkhorn normalization is also set to four). This operation accelerates Sinkhorn normalization 1.5-fold. This is to take advantage of the fact that the early stages of alignment do not require precision.

### 3.5 Code-Level Optimization

We found that the original implementation of RPM-Net has room to accelerate at the implementation level. Thus, we improved RPM-Net [14] for three points: Sinkhorn normalization, singular value decomposition (SVD), and a nearest neighbor search. We call the result “RPM-Net (Optim)”, which is 20 ms faster than the original implementation (see Fig. 1). We use RPM-Net (Optim) for our comparison, which is the basis of our proposed method.

**Sinkhorn Normalization** We accelerated the runtime of Sinkhorn normalization by three-fold through the following modification. As the baseline, the authors integrated Sinkhorn normalization and the calculation of the similarities using the exponential, following the method of Mena et al. [8]. The implementation is shown in Algorithm 1. However, the computation costs of the logarithmic and exponential functions are much higher than those of addition and division. Therefore, we reimplemented the Sinkhorn normalization in Algorithm 2, where \( l \) is the number of iterations of the Sinkhorn normalization.

**SVD** We accelerated the SVD by computing it on a CPU instead of a GPU. In the existing code, all registration algorithms, including SVD, were executed on a GPU. We profiled the execution time of the SVD on a GPU and found that it took approximately 2 ms to process a \( 3 \times 3 \) matrix. We studied this process in detail and found that SVD is faster on a CPU even after including the transfer cost to the CPU.

The reason for this may be the difference in performance between the GPU and CPU on a single core. If a problem is small and difficult to parallelize, GPUs are slower than CPUs. Here, the size of the covariance matrix of the point cloud handled by the orthogonal Procrustes method is \( 3 \times 3 \), which cannot be parallelized. Because the matrix to be transferred is extremely small, the communication time between the CPU and GPU is negligible. With this revision, the processing time of the Orthogonal Procrustes algorithm was halved.

**Nearest Neighbor Search** We used Faiss [8] to search for the \( K \)-nearest neighbors for the feature extraction of each point. Faiss is a fast library, particularly for large-scale data, and we therefore applied it during the experiment using KITTI [9]. When the number of points is 12,000, the \( K \)-nearest neighbor search becomes six times faster than the top-k function of PyTorch [8].

---

**Algorithm 1 Implementation by Mena et al. [8]**

1: while \( c < l \) do  
2: \( d_{i,j} \leftarrow d_{i,j} - \log(\sum_j e^{d_{i,j}}), \forall i, j \)  
3: \( d_{i,j} \leftarrow d_{i,j} - \log(\sum_i e^{d_{i,j}}), \forall i, j \)  
4: \( c \leftarrow c + 1 \)  
5: end while  
6: \( m_{i,j} \leftarrow \exp(d_{i,j}^2), \forall i, j \)

**Algorithm 2 Standard implementation of Sinkhorn normalization**

1: \( m_{i,j} \leftarrow \exp(d_{i,j}^2), \forall i, j \)  
2: while \( c < l \) do  
3: \( m_{i,j} \leftarrow m_{i,j} / \sum_i m_{i,j}, \forall i, j \)  
4: \( m_{i,j} \leftarrow m_{i,j} / \sum_j m_{i,j}, \forall i, j \)  
5: \( c \leftarrow c + 1 \)  
6: end while
4 Experiment

4.1 Environment

We used the GPU cluster of the National Institute of Advanced Industrial Science and Technology, AI Bridging Cloud Infrastructure (ABCI), to measure the speed of the model. The GPU is an NVIDIA Tesla V100, the CPU is an Intel Xeon Gold 6148, and the main memory is 32-GB DDR4 2666-MHz RDIMM (ECC).

4.2 Datasets

The datasets used in our experiments are modelnet40 \([13]\) and KITTI \([5]\). Here, modelnet40 is a 40-class 3D point cloud object. We preprocessed modelnet40 in a similar manner as the methods developed by Yew and Lee \([14]\) and Wang and Solomon \([12]\). We used approximately 5,100 point cloud objects from the first 20 classes for training, approximately 1,200 for validation, and approximately 1,300 from the second 20 classes for the test. The number of points in each object was 2,048, and 1,024 points were randomly selected for the test.

For the input data, approximately 70% of the point clouds were selected from a single point cloud object, and the point clouds to be aligned have an overlap of approximately 40%. Furthermore, Gaussian noise was applied to each point position of the objects, and one of the objects was rotated and translated. The rotations are within the range \([0, 45^\circ]\) for three Euler angles. Translations are within the range \([-0.5, 0.5]\) in modelnet40, and \([-15, 15]\) in KITTI.

KITTI is made up of point cloud data from an urban area. KITTI point cloud data come with GPS location information. Based on the location information, we can create the teacher data for positioning. However, owing to the large error in GPS positioning, we follow the method of Choy et al. \([3]\) and refine the data using the ICP algorithm. During each stage, one of the point clouds was rotated randomly to the initial position. The model trained by modelnet40 was retrained using KITTI and evaluated.
4.3 Models

In this section, we describe the test parameters of the proposed and the comparison methods. There are 64 K-nearest neighbor points for feature extraction and five registration iterations.

To make a fair comparison, we first conducted a code-level acceleration on the existing RPMNet, which we call RPM-Net (Optim). Although this achieves the same accuracy as RPMNet, it is 40% to 200% faster. This speedup includes the optimization described in Sec. 3.5.

We compared our approach with ICP [1], FGR [15], DCP [12], FMR [6], and RGM [4]. Among these methods, ICP and FGR are classical methods that are not learning-based and are computed on a CPU. The other methods are based on deep learning and are executed on a GPU. In addition, FMR does not use a feature matching scheme, and RGM is the latest method to apply graph matching.

4.4 Results and Evaluation

For the above dataset, we conducted a point cloud registration and measured its accuracy and speed. Table 1 and Fig. 1 show the results. We used the modified chamfer error introduced in [14] (“CD” in Table 1). The accuracies of RPMNet, RGM, and our proposed method are much higher than those of the other methods. We can confirm that our proposed method is faster than the other models with high accuracy.

Table 1 shows that the proposed method outperforms the baseline and RGM in all evaluation metrics, i.e., rotation error, translation error, and chamfer distance. This can be attributed to the fact that the proposed method extracts features with different weight parameters for each iteration and can adaptively focus on different patterns depending on the alignment stage.

Table 2 shows an ablation study of the accuracy, using (1) separate weight parameters for each iteration and (2) the same weight parameters for all iterations. The result of “Proposed w/o Sec 3.1” is less accurate than that of “Proposed w/ Sec 3.1.” This result justifies the explanation of Sec 3.1.
Fig. 6 shows a comparison of the speed for each module. Code-optimization mainly improves the speed of the SVD and Sinkhorn normalization. Our proposed cascading feature extraction significantly speeds up the feature extraction, which has been a bottleneck.

Table 2 shows the speed and accuracy of the experiments using KITTI. Fig. 7 shows the results of the actual registration. We can confirm that the registration is accurate. The size of the point cloud used for the accuracy evaluation is 4,000. The proposed method is three times faster than the baseline, even for large point clouds such as KITTI.

Because the memory consumption of the baseline, RPMNet, is extremely large and difficult to train, we did not evaluate its accuracy on a large point cloud but only measured its inference time. Notably, FMR is the fastest for 12,000 points. FMR aligns two point clouds such that the feature vectors of the points are close. Specifically, it operates as follows: (1) The point cloud is perturbated; (2) A transformation is found and applied to the point cloud to minimize the error between the feature vectors of the point clouds; (3) The point cloud is perturbated again and the process is repeated until convergence is achieved. Thus, FMR does not explicitly depend on the number of points. This speeds up the FMR for a massive number of points. However, the overheads of (1) and (2) are significant even if the number of points is small. This overhead makes FMR relatively slower for small- and middle-scale data.

4.5 Limitation

Our method has two limitations. As the first condition, because we prepared individual weight parameters for each iteration, we need to specify the number of alignment iterations during the training phase. The baseline RPMNet does not have this limitation.

The second edition is scalability. Similar to other existing methods such as RPMNet [14] and RGM [8], our method also uses Sinkhorn normalization, which has a computational complexity of the square of the number of points. Thus, it becomes a bottleneck when we increase the number of points, as with other methods.

5 Conclusion

We proposed a method for speeding up an iterative 3D point cloud registration. As our main idea, we do not have to compute the feature vectors until they are fully discriminative. We showed that our cascading feature extraction is computationally efficient. The inference speed is three times faster than that of the baseline. Furthermore, the accuracy is higher than that of the latest models, such as RPMNet and RGM.
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