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Abstract

Generative adversarial networks (GANs) have been remarkably successful in learning complex high dimensional real world distributions and generating realistic samples. However, they provide limited control over the generation process. Conditional GANs (cGANs) provide a mechanism to control the generation process by conditioning the output on a user defined input. Although training GANs requires only unsupervised data, training cGANs requires labelled data which can be very expensive to obtain. We propose a framework for semi-supervised training of cGANs which utilizes sparse labels to learn the conditional mapping, and at the same time leverages a large amount of unsupervised data to learn the unconditional distribution. We demonstrate effectiveness of our method on multiple datasets and different conditional tasks.

1. Introduction

GANs have been remarkably successful in generating high dimensional real world data distributions. However, they provide no control in determining the generated output. cGANs help provide this control by conditioning the generated output on conditions such as object classes (e.g. dog, cat, car, etc.) or semantic maps (e.g. pixel level information indicating presence of road, building, tree, etc.). For most real world applications GANs require a lot of training data because of the complexity and high dimensionality of typical data distributions. In the conditional-GAN setting there is the additional requirement of conditioning the output on the input condition, which requires training data labelled with conditional information. Such labelled data can unfortunately be very expensive to obtain, especially for fine grained labels such as semantic maps.

cGANs have two high level tasks – 1) model the un-
underlying data distribution (typically high dimensional and complex for real world tasks) and 2) learn a way to incorporate conditional mapping during synthesis. Although we don’t go into the mechanisms of how a cGAN may be learning this, we note that learning the conditional mapping is in principle a much simpler problem than learning the underlying data distribution. Thus, we reason that it should be possible to learn the conditional mapping task (which requires supervised labels) from much fewer training data, as compared to the large amount of data required for the task of learning the data distribution (which requires only unsupervised data). With this in mind, we develop our semi-supervised method for training cGANs, which utilizes only sparse labels to learn the conditional mapping, and at the same time leverages a large amount of unsupervised data to learn the complex unconditional data distribution. We call our framework the $S2cGAN$ for Semi-Supervised Conditional GAN. $S2cGAN$ is able to synthesize high quality results even when trained on very sparse labelled data (see Figure 1).

The key insight of our method is a way to incorporate unsupervised examples in the training of conditional GANs. We do this by including an additional labeller network which generates conditional labels from unsupervised inputs. The labeller network is trained jointly with the cGAN. We also propose an unsupervised GAN objective, which combined with the supervised objective achieves the dual purpose of both learning the underlying distribution, as well as learning the conditional mapping. Our method is general and works for any type of conditional GAN, unlike methods such as [23] which only work for class conditional synthesis. Moreover, our method is very simple to implement, e.g. for semantic image synthesis, we needed only $\approx 250$ extra lines of code. The main contributions of our work are:

1. A simple, yet effective technique to incorporate unsupervised samples in training of cGANs.
2. A general framework which works on any type of conditional GAN.
3. Validation that even difficult tasks like semantic image synthesis can be trained with very few labelled pairs.

2. Background

We first give a brief background of GANs and cGANs, before describing our method in section 3. A GAN consists of a generator and a discriminator. The task of the generator is to map input noise, sampled from a prior $p_z$, to points in the data domain via a mapping $G(z; \theta_g)$, where $G$ is the function represented by the generator neural network parameterized by $\theta_g$. The task of the discriminator, on the other hand, is to discriminate between real and generated samples. The discriminator network, parameterized by $\theta_d$, represents a scalar function $D(x; \theta_d)$, which typically indicates the predicted probability of the input coming from real vs generated distributions [2]. The generator and discriminator then play a game, where the generator tries to generate examples to fool the discriminator, while the discriminator tries to improve its discriminative power. More formally, G and D play the following minimax game

$$\min_G \max_D V(D, G),$$

where

$$V(D, G) := \mathbb{E}_{x \sim p_X}[\log D(x)] + \mathbb{E}_{z \sim p_z}[\log (1 - D(G(z))]).$$

Here $p_X$ is the real underlying data distribution, while $p_z$ is some noise distribution (typically Gaussian or uniform).

In the case of conditional GANs (cGANs), the generator takes as input a conditional (and optionally a noise sample) to generate a fake sample. The discriminator now takes as input both a data sample and the corresponding conditional, and predicts the probability of the input pair coming from real vs generated distribution. The formulation stays similar, where $G$ and $D$ play the minimax game on the following objective:

$$V_c(D, G) := \mathbb{E}_{(x, c) \sim p_{X, c}}[\log D(x, c)] + \mathbb{E}_{c \sim p_c}[\log (1 - D(G(c), c))].$$

For simplicity, we have ignored noise input in the above equation. Here $p_{X,c}$ is the joint probability distribution of the real data and the corresponding conditionals, while $p_c$ is the probability distribution of the conditionals.

For the purpose of this paper we will assume that at the end of the minimax optimization, the two distributions being discriminated by the discriminator converge. In the case of vanilla GAN this means that the distribution $p_G(x) = \mathbb{E}_{z \sim p_z}[p_G(x|z)]$ induced by the generator matches the real probability distribution $p_X$. Here $p_G(x|z) = \delta(x - G(z))$ denotes the conditional distribution induced by the deterministic generator. Similarly, in the case of cGAN, this means that the real joint distribution $p_{X,c}$ matches the joint distribution $p_G(x|c) = p_G(x|c)p_c(c)$ induced by the generator. Again, $p_G(x|c) = \delta(x - G(c))$ denotes the conditional distribution induced by the deterministic generator. See [1] for conditions when this assumption is reasonable.

3. Semi-Supervised Conditional GAN

As discussed above, standard training of cGANs requires labelled training data to provide pairs of data sample and

\footnote{In the Wasserstein GAN formulation (2), the discriminator is called a critic and plays a slightly different role. It predicts the Wasserstein distance between the real and fake distributions when maximized under some constraints (also see [1]). Very interestingly the minimax setting remains.}
corresponding conditional (label) for the discriminator input. For a semi-supervised technique we need a way to incorporate unsupervised examples during training. We do this by introducing an additional labeller network, which generates conditional labels from unsupervised inputs. For a class conditional cGAN, this labeller network could be a classifier network (e.g. Resnet [10]), while for a cGAN conditioned on semantic maps, this could be a segmentation network (e.g. DeepLabv3+ [4]). This labeller network is trained jointly with the generator and discriminator. See Figure 2 for a schematic of our method.

We now describe the optimization objective of $S2cGAN$. Let $S = \{(x, c)\}$ be the set of supervised labelled data containing pairs of data samples and their labels. Let $U = \{x\}$ be the set of unsupervised data points without any labels. The various terms for the optimization objective are:

**Supervised GAN objective:** This is the standard cGAN term $V_c(D, G)$ of Equation 2 and acts on the supervised dataset $S$. The discriminator $D$ is trained to maximize, while the generator $G$ is trained to minimize this objective.

**Supervised Labeller loss:** This loss term uses the supervised set $S$ to make sure that the labeller network $L$ is steered towards predicting accurate labels for the data samples:

$$V_{labeller}(L) = \mathbb{E}_{(x, c) \sim p_X, c} l(L(x), c),$$  \hspace{1cm} (4)

where $l(L(x), c)$ denotes the loss for individual samples. For example, in the case of a class conditional cGAN, the labeller network $L$ is a classifier network and $l()$ may correspond to the cross-entropy loss. Similarly, for a cGAN conditioned on semantic maps, $L$ is a segmentation network and $l()$ may correspond to a pixel-wise loss. Note that our framework is independent of the choice of $l()$.

**Unsupervised GAN objective:** This is the objective which incorporates the unsupervised dataset $U$, and is the main contribution of this work. We construct this objective to be similar to $V_c(D, G)$, by leveraging the labeller network $L$ to generate conditional labels for the unsupervised samples. One candidate objective for this unsupervised data would be:

$$V_{u}^c(D, G, L) := \mathbb{E}_{x \sim p_X} [\log D(x, L(x))] + \mathbb{E}_{c \sim p_c} [\log (1 - D(G(e, c))].$$  \hspace{1cm} (5)

However, note that to compute the second term of $V_{u}^c$, we need to sample from the true conditional distribution $p_c$. This may be possible sometimes, e.g. in the case of class conditionals where we may know the underlying distribution of the various classes (say 15% cats, 35% cars, etc.). However in most cases, where we have access to only unlabelled data, it is not possible to access the distribution of these labels (conditionals). For example, in the case of semantic map conditionals, we can not sample the semantic maps for estimating equation 5 unless we have access to the labelled semantic maps. To solve this, we propose the following objective:

$$V_{u}^c(D, G, L) := \mathbb{E}_{x \sim p_X} [\log D(x, L(x))] + \mathbb{E}_{x \sim p_X} [\log (1 - D(G(L(x), L(x))))].$$  \hspace{1cm} (6)

Here, the labeller network $L$ is also used to generate conditional inputs needed by the generator (see Figure 2).

Again, similar to the supervised cGAN objective, the discriminator $D$ is trained to maximize this unsupervised objective, while the generator $G$ is trained to minimize this. However the important question here is: what should the labeller network $L$ do? Unfortunately, the traditional GAN formulation does not provide a good intuition to answer this, but Wasserstein GAN formulation comes to the rescue here. In the Wasserstein GAN formulation, $D$ acts as a critic and is trained to maximize an objective similar to traditional GAN:

$$W := \mathbb{E}_{x \sim p_X} [D(x)] - \mathbb{E}_{x \sim p_G} [D(x)].$$  \hspace{1cm} (7)

It turns out that under certain conditions (see [2]), once maximized, the objective $W$ approximates the Wasserstein distance between the two distributions $p_X$ and $p_G$. Since the purpose of the generator is to make the generated distribution $p_G$ close to the real distribution $p_X$, it should minimize this distance $W$. If we look at our objective $V_{u}^c(D, G, L)$ with “Wasserstein glasses”, once maximized for the discriminator, it corresponds to the Wasserstein distance between the two joint distributions corresponding to $(x, L(x))$ and $(G(L(x)), L(x))$. Since we want the two distribution to converge, it is clear that we should minimize this objective w.r.t $L$ as well. Note that although we used the Wasserstein formulation to motivate the above discussion, our result holds for even the standard GAN formulation. In fact, our labeller’s formulation is very similar to that of the encoder in the ALI and BiGAN papers [8, 7], where the GAN objective is also minimized w.r.t the encoder. Please see these papers for detailed proofs, which apply to our formulation as well.

**Final Objective:** Putting it all together, the final objective is obtained by combining $V_c(D, G)$, $V_{labeller}(L)$ and $V_{u}^c(D, G, L)$:

$$V_{full}(D, G, L) := \lambda_1 V_c(D, G) + \lambda_2 V_{labeller}(L) + \lambda_3 V_{u}^c(D, G, L),$$  \hspace{1cm} (8)
where \( \lambda_1, \lambda_2, \lambda_3 \) are hyperparameters. The three networks \( D, G, \) and \( L \) are optimized in a minimax fashion, i.e:

\[
\min_{D} \max_{G,L} V_{\text{full}}(D, G, L). \tag{9}
\]

**Gumbel Softmax**: Note that the output of the labeller network \( L \) is typically discrete (e.g. semantic labels for each pixel) implemented via an argmax layer. This poses a problem for the joint training of \( L \) along with rest of the GAN as the argmax layer is non differentiable. To solve this, we replaced the argmax layer with a Gumbel Softmax layer [15], which allows us to sample discrete labels, while at the same time also allows for estimation of gradients for the backward pass.

### 3.1. Unsupervised Regularizer

In this section we analyze the role of the unsupervised objective of Equation [3] in training of S2cGAN. Let, \( L^* \) and \( G^* \) be the optimal \( L \) and \( G \) at the end of optimizing Equation [3]. As discussed above, at end of the minimax optimization of GAN objective, the two distributions being compared by the discriminator can be assumed to converge, i.e. we can assume:

\[
p_{\text{X}}(x)p_{\text{L}^*}(c|x) = p_{\text{G}^*}(x|c)p_{\text{L}^*}(c), \tag{10}
\]

where \( p_{\text{X}}(x)p_{\text{L}^*}(c|x) \) is the probability of sampling the pair \((x, L(x))\), while \( p_{\text{G}^*}(x|c)p_{\text{L}^*}(c) \) is the probability of sampling the pair \((G(L(x)), L(x))\) in Equation [3]. Here \( p_{\text{L}^*}(c) = \mathbb{E}_{\mathbb{S}_x \cup \mathbb{U}} p_{\text{L}^*}(c|x)p(x)dx \) is the distribution on conditionals induced by the labeller when sampling over the reals. Here \( \mathbb{S}_x = \{x|\{x, c\} \in \mathbb{S}\} \), and we also similarly define \( \mathbb{S}_c = \{c|\{x, c\} \in \mathbb{S}\} \) for later reference.

Now, consider the points in the supervised domain, i.e. \((x, c) \in \mathbb{S}\). If we make the (reasonable) assumption that for points in the supervised domain, the labeller is able to predict the true labels accurately (by virtue of loss in Equation [4]), and the generator is able to generate samples satisfying the input conditionals accurately (by virtue of objective in Equation [3]), we can say

\[
p_{L^*}(c|x) = p_{X,c}(c|x) \tag{11}
\]

\[
p_{G^*}(x|c) = p_{X,c}(x|c), \tag{12}
\]

where \( p_{X,c} \) denotes the true distributions. Substituting [11] [12] in Equation [10]

\[
p_{X}(x)p_{X,c}(c|x) = p_{X,c}(x|c)p_{L^*}(c) \tag{13}
\]

\[
\Rightarrow p_{L^*}(c) = \frac{p_{X}(x)p_{X,c}(c|x)}{p_{X,c}(x|c)} \tag{14}
\]

\[
\Rightarrow p_{L^*}(c) = \frac{p_{X,c}(c, x)}{p_{X,c}(x|c)} \tag{15}
\]

\[
\Rightarrow p_{L^*}(c) = p_{c}(c) \tag{16}
\]

Using the definition of \( p_{L^*}(c) \), we get

\[
\int_{\mathbb{S}_x \cup \mathbb{U}} p_{L^*}(c|x)p(x)dx = p_{c}(c) \tag{17}
\]

That is, the optimal labeller \( L^* \) is such that, for points in the supervised set \((c \in \mathbb{S}_x)\), when \( L^* \) is marginalized over the full domain \((\mathbb{S}_x \cup \mathbb{U})\), it gives the true probability of the conditionals for these supervised points. Thus the supervised points constraint the labeller not only in the supervised region \( \mathbb{S}_x \), but also in the unsupervised region \( \mathbb{U} \), such that the marginalized probability over the full region equals the true probability at these supervised points. In some sense, this acts a regularizer on the labeller network, which in turn helps the cGAN train better.

### 3.2. Two-pass Inference

The generator \( G \) of our S2cGAN takes two different sets of conditional inputs during training. For the supervised set \( \mathbb{S} \), it take the real conditionals \( \mathbb{S}_x \) (see eq [3]), while for the unsupervised set \( \mathbb{U} \) it takes the conditionals inferred by the labeller \( L \) from the reals, i.e. \( \mathbb{U}_c = \{L(x)|x \in \mathbb{U}\} \) (see eq [6]). Since we train our models with sparse labelled
data, i.e. $|S| \ll |U|$, the generator $G$ tends to perform better for input conditionals drawn from the distribution of $U_c$ as compared to that of $S_c$.

To incorporate this observation during our inference procedure, we follow a two-pass scheme. In the first pass, we generate a fake sample from the input conditional as usual, i.e. $x^{fake}_1 = G(c_{input})$, where $c_{input}$ is the conditional input. Next, we pass this fake output through the labeller $L$ to generate a synthetic conditional $L(x^{fake}_1)$ which is closer to the distribution of $U_c$, as compared to the original input $c_{input}$. This synthetic conditional is then passed to the generator for the final fake output $x^{fake}_2 = G(L(x^{fake}_1))$. We found significant improvement in the quality of generated samples with this two-pass scheme. Please see Figure 12 in Appendix for detailed comparison.

4. Experiments

We implemented our $S2cGAN$ framework on two different cGAN tasks – semantic image synthesis and class conditional image synthesis. We discuss only the semantic images synthesis task in the main paper. Please refer to the supplementary material for the experiments on class conditional synthesis. The source code of our implementations will be released soon.

4.1. Semantic Image Synthesis

Semantic image synthesis looks at the specific image-to-image translation task of synthesizing photo-realistic images from semantic maps. For our evaluation, we incorporate the $S2cGAN$ framework into the recently proposed SPADE network [28]. For the labeller network $L$, we use DeepLabv3+ segmentation network [4]. Our integration required only $\approx 250$ lines of code. We used the following two datasets for evaluation:

- **CelebAMask-HQ** [21] is a dataset of annotated celebrity faces built on the CelebA-HQ [16] dataset. The authors added precise pixel-wise hand annotations for facial components, such as nose, eyes, etc. The dataset contains 30,000 labelled images. We split the dataset into 29,000 training and 1000 test sets.

- **CityScapes** [6] is a dataset of 3500 street images of German cities, containing dense pixel-wise annotations such as road, building, car, etc. The dataset is split into 3000 training and 500 test sets.

For each dataset, we use only a subset of the training set for forming our supervised set $S$ with labels, while from the remaining we take only the images without labels to form our unsupervised set $U$.

**Baselines:** Our first baseline is the *Fully supervised* baseline, i.e. vanilla SPADE, where we train the SPADE network with the full supervised training set. This baseline be expected to give the best results as it uses the entire supervised training data. The second baseline is what we call the *Naïve baseline* baseline, where we first train the labeller network with the supervised subset $S$, and use that to generate labels for all images in $U$. The SPADE network is then trained as usual with these synthetic labels as well as those of $S$.

**Synthesis Results:** For the CelebAMask-HQ dataset we run two sets of experiments. In the first one we use only 5 labelled pairs out of the 29000 training set as the supervised set, and use only the unpaired images from the remaining 28995 pairs. These 5 images (See figure [1]) were hand picked, so that we cover a few different face angles, as well as persons wearing glasses, cap, etc. In the second experiment, we train using 25 labelled pairs (chosen randomly) and 28975 unpaired images. Both experiments were trained at a resolution of 256x256. Figure 5 shows cherry-picked results from our method for the three experiments compared to the fully-supervised (vanilla SPADE) baseline. Comparison with the naïve baseline is shown in figure 5. All results are with semantic map inputs from the test dataset which is not used during training. It is interesting to note that even with a sparse labelled set of just 5 images, $S2cGAN$ performs quite well, especially for semantic map inputs which are qualitatively covered in the 5 training pairs. However, for semantic maps not covered in the training distribution (e.g. none of the 5 training pairs have teeth), the results may exhibit artifacts. See figure 6 for examples of such failure cases. More results with randomly selected samples from the test set are shown in the supplementary material.

Note that we found that for this dataset, the Frechet Inception Distance (FID) scores [11] did not correlate with the visual quality of the synthesized results. For example, in Figure 5 the 5-paired naïve baseline (1st column) which has very bad visual quality with a lot of artifacts, gave superior FID score compared to 5-paired $S2cGAN$ (4th column) which is of much superior visual quality. Also see Figure 11 in supplementary. Thus we do not report FID scores for this dataset.

For the CityScapes dataset we run two experiments with 100 and 500 labelled pairs (randomly chosen) from the 3000 training set as the supervised set. The remaining images (2900 and 2500, respectively) form the unsupervised set. All experiments were trained at a resolution of 512x256. Figure 7 shows cherry-picked results comparing our method to the baselines. All results are with semantic maps from the test dataset which is not used for training. Also shown are the FID scores computed on the test set. More results with randomly selected samples from the test dataset are shown in the supplementary material.

\[\text{This could be because the inception network is trained on a dataset not}\]
Human Perceptual Study: To evaluate the visual quality of our synthesis, we carried out a perceptual study, similar to [4], on Amazon Mechanical Turk (AMT). The study displayed an image (real or synthesized) to a turker for one second, after which the turker was given indefinite time to label it as real or fake. Each turker was shown 42 images (7 per experiment), all chosen at random. Synthesized images were generated using the test set labels only. We report the real perception rate (RPR) for each experiment, defined as the percentage of images reported as real to the number of images labelled. To remove insincere turkers, we discard entries of any turker who labelled any real image as fake. The RPR scores are reported in Table 1.

Conditional Mapping Metrics: We also measure how accurately S2cGAN respects the semantic map inputs. We report the standard semantic segmentation scores (mean IoU and overall pixel accuracy) in Tables 2 and 3. The scores were computed by first training a high accuracy segmentation network (we used DeepLabv3+ [4]) on the full supervised set, and then computing the segmentation maps of the generated images. As can be seen in the tables, S2cGAN performs quite well. The performance of CelebAMask-HQ 5 labelled pair network is especially impressive, given the small number of supervised data it sees.

4.2. Custom Editing

To demonstrate robustness of the learnt network, we took a few semantic maps from our test set and made custom edits to them with a paint tool. The results are shown in Figure 3. As shown, the network robustly follows the change representative of CelebAMask-HQ dataset.

| Dataset         | Model               | RPR  |
|-----------------|---------------------|------|
| CelebAMask-HQ   | Naïve BL (5 pairs)  | 32.5 |
|                 | Naïve BL (25 pairs) | 43.8 |
|                 | S2cGAN (5 pairs)    | 49.6 |
|                 | S2cGAN (25 pairs)   | 66.0 |
|                 | Fully Supervised    | 70.0 |
| Cityscapes      | Naïve BL (100 pairs)| 54.2 |
|                 | Naïve BL (500 pairs)| 54.3 |
|                 | S2cGAN (100 pairs)  | 65.2 |
|                 | S2cGAN (500 pairs)  | 66.3 |
|                 | Fully Supervised    | 73.6 |

Table 1: RPR (real perception rate) scores from AMT study on the test splits. As shown, S2cGAN significantly outperforms the Naïve baseline for both datasets. For the CelebAMask-HQ dataset, even with just 25 labeled pairs, S2cGAN RPR is very close the the fully supervised case which is trained with 29000 pairs.

5. Related Work

GAN: Since their introduction [9], GANs have been remarkably successful in generating complex real world data distributions. Apart from image generation [16, 17, 30, 25, 34], which is the primary concern in this work, GANs have also enabled other applications such as representation learning [5, 30], image manipulation [37], etc.
| Experiment          | mIoU  | Pixel Accuracy |
|---------------------|-------|----------------|
| Naïve baseline (5 pairs) | 65.72 | 92.84          |
| Naïve baseline (25 pairs) | 63.43 | 91.94          |
| S2cGAN (5 pairs)     | 69.95 | 93.78          |
| S2cGAN (25 pairs)    | 72.70 | 94.92          |
| Fully-supervised     | 74.88 | 95.08          |

Table 2: Semantic segmentation scores on the test split for CelebAMask-HQ dataset. S2cGAN outperforms baseline and comes close to the fully-supervised run even with few labelled pairs. Interestingly Naïve baseline with 25 pairs under-performs compared to the 5 pairs run, most likely due to the carefully hand picked 5 pairs compared to the randomly chosen 25 pairs.

| Experiment          | mIoU  | Pixel Accuracy |
|---------------------|-------|----------------|
| Naïve baseline (100 pairs) | 41.84 | 82.50          |
| Naïve baseline (500 pairs) | 44.96 | 83.70          |
| S2cGAN (100 pairs)   | 44.23 | 84.92          |
| S2cGAN (500 pairs)   | 49.40 | 85.80          |
| Fully-supervised     | 51.52 | 87.29          |

Table 3: Semantic segmentation scores on the test split for CityScapes dataset. S2cGAN outperforms baseline and comes close to the fully-supervised run even with the small number of labelled pairs.

cGAN: Conditional GANs [24, 26] provide control over the synthesis process by conditioning the output on input conditions. cGANs have been successfully used in multiple scenarios such as class conditional generation [3, 13], image-to-image translation [14, 33, 27, 28, 21], super resolution [20], colorization [12, 35, 36], image completion [29, 13], etc.

Unpaired Image to Image translation: Although cGANs provide control over the synthesis process, they come at the cost of requiring large amounts of labelled data. To avoid this cost, several techniques have been tried. [38] targets the problem of translating images from one domain to another in an unsupervised fashion by introducing a cycle-consistency loss between forward and inverse generators. [22] solves a similar problem of unsupervised image translation from one class to another, but with the additional constraint of using only a few images of the target class.

Semi-Supervised training of cGANs: Although unpaired image-to-image translation methods don’t require any labelled data, they provide only high level control such as domain translation. Our work lies in the category of semi-supervised training of conditional GANs, which provide fine control of the synthesis process similar to standard cGANs, but require lot less data. This line of work has seen recent interest. S3GAN [23] achieves state of the art results for ImageNet using only 10% of the labels. The paper employs a mix of self-supervised (e.g. predicting rotation) and semi-supervised techniques to generated labels for all datapoints, which are then used to train the cGAN. Their method, however is specific to class conditioned cGANs as it is based on the property of a GAN discriminator being similar to a classifier. Our method, on the other hand, is generic and works for class conditional and semantic image synthesis alike. [31] uses a smart factorization technique, and uses multiple discriminators to estimate the different factors. Their factorization allows partial data (e.g. missing labels) to be utilized. However, one big drawback of their method is that one of their factors require comparison of unpaired real and fake samples. Unfortunately, the generation of fake samples may not be possible if one cannot sample the conditionals (e.g. in the case of semantic maps). [32] solves the semi-supervised conditional generation problem, but for variational auto-encoders [19]. Their main idea is to introduce a network \( q \), similar to our labeller network, which predicts conditionals of the data samples.

6. Conclusion

We have presented a semi-supervised framework S2cGAN for training of cGANs with much fewer labels than traditionally required. Our approach is motivated by the observation that learning conditional mapping (which requires labelled data) is a much simpler problem in principle than learning complex distributions of real world datasets (which requires only unsupervised data). Thus, we reason that it should be possible to train a network for mapping conditionals with very few labelled training data. Our method introduces an additional labeller network which is jointly trained with the cGANs. We also propose an unsupervised GAN objective, which combined with the supervised objective achieves the dual purpose of both learning the underlying distribution, as well as learning the conditional mapping. Our method is very simple conceptually, as well as easy to implement. Moreover, it is very general allowing it to work for any cGAN setting.
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Figure 4: Synthesis results (cherry-picked) for CelebAMask-HQ dataset on test set semantic maps. Shown are results from fully-supervised SPADE and S2cGAN with 5 and 25 labelled pairs. S2cGAN produces realistic results, while accurately respecting the semantic layout (even when trained with just 5 supervised pairs!).
Figure 5: Comparison of Naïve baseline to S2cGAN synthesis results for CelebAMask-HQ test set on the same test inputs as Figure 4. Results are shown for training with 5 and 25 labelled pairs. Naïve baseline struggles with synthesis quality, while S2cGAN synthesizes realistic images. Interestingly, both methods respect the semantic layout well.
Figure 6: Failure cases on CelebAMask-HQ dataset. Results are shown with 5, 25 labelled pairs. All methods perform badly when the input semantic map is not well represented in the training distribution. The fraction of training images with cap, glasses and profile view are quite less, and as a result the networks struggle with generating realistic results even for the fully supervised case.

Figure 7: Synthesis results (cherry-picked) for CityScapes dataset on semantic maps from the test set. Results are shown for fully-supervised SPADE, naïve baseline and S2cGAN along with the FID scores computed on the test set.
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A. Semantic Image Synthesis

More results: We show more results for semantic image synthesis from our experiments. All results are from randomly chosen semantic maps from the test set. Figure 8 shows S2cGAN results for experiments with 5 and 25 supervised pairs, compared to the fully-supervised (vanilla SPADE) baseline on the CelebAMask-HQ dataset. Comparison with the naïve baseline is shown in Figure 9. Results with the CityScapes dataset are shown in Figure 10, which compares S2cGAN to the baselines.

FID score discrepancy: As discussed in the paper, we found that FID scores did not correlate with visual quality of the synthesized results for CelebAMask-HQ dataset. This is illustrated in figure 11, which shows synthesized results and the corresponding FID scores for the naïve baseline and S2cGAN, trained on 5 supervised pairs. Even though the visual quality of naïve baseline is very bad and contains obvious artifacts, its FID score is superior to that of S2cGAN which has much better visual quality results. The human perceptual study (Table 1 of main paper), however, yields results in line with the visual quality.

Two-pass Inference: As mentioned in the paper, we do a two-pass inference to make sure that the input conditional is closer to the unsupervised distribution on which the S2cGAN is mostly trained on. Figure 12 shows the results of standard one-pass inference along with the two-pass inference. As can be seen, the synthesis quality of two-pass inference is superior to that of one-pass inference.

B. Class Conditional Synthesis

Class conditional image synthesis looks at the problem of generating images for a given class input, such as dog, car, etc. For our evaluation, we incorporate the S2cGAN framework into the BigGAN network [3]. For the labeller network L, we used Resnet-18 classifier network [10]. Our integration required only ≈ 200 lines of code to add the requisite loss functions, etc. We plan to open-source our code which was built over a PyTorch implementation of BigGAN.

We evaluate on the Cifar-10 dataset which contains 10 classes with a total of 60,000 labelled images. The dataset is split into 50,000 training and 10,000 test images. For S2cGAN, we used only a subset of the labeled training set to form our supervised set S, while the remaining images are used without labels to form our unsupervised set U.

Baselines: Similar to section 4.1, our first baseline is the Fully supervised baseline, i.e. vanilla BigGAN, where we train BigGAN with the full supervised training set. This baseline can be expected to give the best results as it uses the entire supervised training data. The second baseline is what we call the Naïve baseline baseline, where we first train the labeller network with the supervised subset S, and use that to generate labels for the images in U. BigGAN is then trained as usual with these synthetic labels as well as those of S. We also compare against the S3GAN model proposed in [23].

Results: We ran multiple experiments with different number of labelled examples (chosen randomly) for the supervised set. In particular we ran with 600 and 2600 pairs. Table 4 shows the test Inception score (IS) and FID score [11] for the various experiments. As shown we perform better than the naïve baseline in both metrics, and comparably to S3GAN. We would like to note that the S3GAN approach is only applicable for class conditional tasks (since it is based on the property of the discriminator being a classifier), and cannot be applied to tasks such as semantic map conditional synthesis. On the other hand S2cGAN is a generic framework and can be applied to any conditional synthesis task.

We show results for class conditional synthesis on the Cifar-10 dataset. Figure 13 shows randomly chosen real images, as well as fake images from the fully supervised training (vanilla BigGAN) experiment. Each row correspond to one class, in the following order from top to bottom: airplane, automobile, bird, cat, deer, dog, frog, horse, ship, truck. Figure 14, 15 show randomly chosen images from naïve baseline and S2cGAN with 600 and 2.6k training pairs, respectively.

Table 4: IS and FID metrics on the test split for Cifar-10. We report the best scores during training and the final scores. For FID, a lower score is better.

| Pairs      | Method      | IS Best / Final | FID Best / Final |
|------------|-------------|-----------------|------------------|
| 50,000 pairs | Fully Supervised | 9.18 / 9.18     | 11.07 / 11.07    |
| 600 pairs   | Naïve BL     | 8.63 / 8.55     | 16.54 / 16.54    |
|            | S2cGAN       | 8.75 / 8.58     | 14.30 / 14.30    |
|            | S3GAN        | 8.63 / 8.43     | 14.50 / 14.82    |
| 2600 pairs  | Naïve BL     | 8.94 / 8.81     | 13.49 / 13.49    |
|            | S2cGAN       | 9.00 / 8.86     | 12.02 / 12.62    |
|            | S3GAN        | 8.95 / 8.91     | 11.92 / 12.48    |

3https://github.com/ilyakava/BigGAN-PyTorch/
Figure 8: Synthesis results (randomly chosen) for CelebAMask-HQ dataset on test set semantic maps. Shown are results from fully-supervised SPADE and S2cGAN with 5 and 25 labelled pairs. S2cGAN produces realistic results, while accurately respecting the semantic layout (even when trained with just 5 supervised pairs!).
Figure 9: Comparison of Naïve baseline and S2cGAN synthesis results for CelebAMask-HQ test set on the same randomly chosen inputs as Figure [ ] Results are shown for training with 5 and 25 labelled pairs. Naïve baseline struggles with synthesis quality, especially when labelled pairs are low, while S2cGAN synthesis realistic images.
Figure 10: Synthesis results (randomly chosen) for CityScapes dataset on semantic maps from the test set. Results are shown for fully-supervised SPADE, naïve baseline and S2cGAN along with the FID scores computed on the test set.
Figure 11: Synthesis results and FID scores computed on the test set, for CelebAMask-HQ dataset with Naïve baseline and $S2cGAN$ trained on 5 supervised pairs. The same semantic maps (randomly chosen from the test set) are used for both experiments. As can be seen, the FID scores in this case do not correlate with the visual quality of the results. The Naïve baseline results have a lot of artifacts and look artificial, but still get a better (lower) FID score.
Figure 12: Shown are examples of one-pass inference vs two-pass inference for the CelebAMask-HQ dataset. The first (fourth) column shows input segmentation maps, followed by one-pass results, followed by two-pass results. As shown, two-pass inference results in superior visual quality and less artifacts, compared to one-pass-inference.
Figure 13: Real images and class conditional synthesis results (randomly chosen) for the fully-supervised experiment (vanilla BigGAN) are shown for the Cifar-10 dataset.

Figure 14: Class conditional synthesis results (randomly chosen) for Cifar-10 dataset. Results are shown for Naïve baseline and S2cGAN networks trained using 600 labels.
Figure 15: Class conditional synthesis results (randomly chosen) for Cifar-10 dataset. Results are shown for Naïve baseline and S2cGAN networks trained using 2600 labels.