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Abstract

Background: In recent years, Australia has developed a National Junior Doctor Curriculum Framework that sets out the expected standards and describes areas of performance for junior doctors and through this has allowed a national approach to junior doctor assessment to develop. Given the significance of the judgments made, in terms of patient safety, development of junior doctors, and preventing progression of junior doctors moving to the next stage of training, it is essential to develop and validate assessment tools as rigorously as possible. This paper reports on a validation study of the Junior Doctor Assessment Tool as used for PGY1 doctors to evaluate the psychometric properties of the instrument and to explore the effect of length of experience as a PGY1 on assessment scores.

Methods: This validation study of the Australian developed Junior Doctor Assessment Tool as it was used in three public and other associated hospitals in Western Australia for PGY1 across a two year period addressed two core aims, namely: (1) to evaluate the psychometric properties of the instrument; (2) to explore the effect of length of experience as a PGY1 on assessment scores.

Results: The highest mean scores were for professional behaviours, teamwork and interpersonal skills and the lowest were for procedures. Most junior doctors were assessed three or more times and scores were not different in the first rotation compared to subsequent rotations. While statistically significant, there appeared to be little practical influence on scores obtained by the number of times they were assessed. Principal component analysis identified two principal components of junior doctor performance are being assessed rather than the commonly reported three. A Cronbach Alpha of .883 was calculated for the 10 item scale.

Conclusions: Now that the components of the tool have been analysed it will be more meaningful and potentially more influential to consider these factors on the potential educational impact of this assessment process for monitoring junior doctor development and progression.
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Background

The need to assess junior doctors’ performance in the workplace is well recognised. It is important for safe patient care that the small minority of junior doctors, whose performance is giving cause for concern, are identified and addressed. Moreover, formal assessment could ensure all junior doctors receive feedback about their performance in the workplace early in their career, essential for professional development.

A range of approaches are available to assess competence in medical practice [1,2]. Most assessments of competence include direct observation of practice in the clinical setting enabling the assessment of the interrelated domains of competence, namely: medical knowledge, scientific enquiry, clinical skills and patient care, professionalism, communication and interpersonal skills, knowledge of the health system and learning through reflective practice [3]. Multisource feedback is increasingly used in postgraduate medicine to contribute to the assessment of performance [4]. Multi-source feedback is useful in identification of high, intermediate, and low-performing junior doctors and been useful for providing specific formative feedback [5].
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It is vital that reliable, valid, feasible and effective measures of performance are used in the assessment and feedback process [6]. Given the significance of the judgments made, in terms of patient safety, development of junior doctors, and preventing progression of junior doctors moving to the next stage of training, it is essential to develop and validate assessment tools as rigorously as possible. Optimising any assessment tool or programme requires consideration of how reliability and validity balance with the other measures of utility such as feasibility and acceptability. Although there is growing evidence to support the reliability and validity of different assessment tools used in postgraduate medical education, including multisource feedback tools [7], it is important individual tools are analysed in local settings to guide where efforts should be made in terms of optimising implementation.

In recent years, Australia has developed a National Junior Doctor Curriculum Framework (ACF) that sets out the expected standards and outlines the learning outcomes required of junior doctors [8]. The ACF is built around three learning areas: Clinical Management, Communication, and Professionalism. These areas are further subdivided into learning topics which have been identified as being critical to both safe prevocational practice and a basis for future training. Through this description of these areas of performance the ACF has allowed a national approach to junior doctor assessment to develop [8]. This National approach is aimed at ensuring consistency in experience received, and the quality of the supervision of Junior Doctors and the feedback they receive on their performance. Junior doctor performance of their clinical management, communication and professional skills is assessed during each clinical rotation in the first postgraduate year (PGY1). The primary supervisor of the junior doctor conducts the assessment which is based on direct observation and hopefully feedback from multiple sources about the junior doctor’s performance over a period of time, usually during an eight to ten week attachment working in a particular clinical area.

The assessment tool has been developed by postgraduate medical councils across Australia and aligns with similar such assessments in the UK [9]. The areas for assessment are related to the Australian Junior Doctor Curriculum Framework, rather than the GMC categories. Being based on the UK form means it is likely to have high face validity. Based on the widespread take up of the assessment it also appears to be feasible and acceptable. While some research has been conducted on the ability of the tool to discriminate poor performance [10], there are few published data evaluating the reliability, validity or educational impact of this Junior Doctor Assessment tool. Neither is there any published evaluation of the principle components making up the assessment tool. Therefore questions exist about the tool’s reliability, and validity to assess performance in the cited components of clinical management, professional and communication skills. These questions need to be answered before the scores obtained from this assessment can be used to accurately assess junior doctor performance and before the tool can be used to explore correlations between undergraduate performance in medical school and workplace performance of Australian junior doctors. This paper reports on a validation study of the Junior Doctor Assessment Tool as used for PGY1 doctors.

**Methods**

**Context**

The assessment tool was developed by the Postgraduate Medical Council of Western Australia [11] to assess performance in three areas, Clinical Management, Communication and Professionalism, through 10 unique items. The tool has been used at the three tertiary public hospitals, Sir Charles Gairdner Hospital, Fremantle Hospital and Royal Perth Hospital since 2008. This validation study of the Australian developed Junior Doctor Assessment Tool as it was used in three public and other associated hospitals in Western Australia for PGY1 across a two year period addressed two core aims, namely: (1) to evaluate the psychometric properties of the instrument; (2) to explore the effect of length of experience as a PGY1 on assessment scores.

**Study population**

Two groups of senior medical students from Years 5 and 6 of the same six year undergraduate curriculum (n = 302) were asked to participate in a longitudinal study following the students until the end of PGY1. The mean age was 23 years at the beginning of the study with 169 (56%) female and 133 (44%) male. Human Research Ethics Committee approval was obtained from the University of Western Australia and the individual public hospitals the graduands would be working in for their first postgraduate year. The study was explained to the group in large face-to-face sessions and individual written consent was obtained.

**Tool description**

**Outcome measure**

In Western Australia, the Junior Doctor Assessment Tool is completed by the supervising clinician at the end of each 10 week rotation or attachment. As depicted in Table 1 the junior doctor is assessed using a five-point Likert type scale where 0 = not observed, 1 = below expected level, 2 = borderline, requires assistance, 3 = at expected level and 4 = better than expected. Each item was assigned a score of between 1 and 4 with no value being given to ‘not observed’ for each of the 10 items and summed to give a score out of 40 for each assessment.
If a junior doctor is identified as performing at level 1 or 2, the assessor is asked to provide comments to support their rating.

In addition to the ratings of the three performance areas (clinical management, communication and professionalism) the assessor rates the junior doctors overall performance during the attachment in the form of a global rating using a four point Likert scale where 1 = below expected level, 2 = borderline- requires development, 3 = at expected level, 4 = above expected level.

Assessors are also asked to document the junior doctor’s strengths, areas for improvement including specific information supporting ratings of borderline or below expected performance. Additionally, assessors are asked to comment on whether they have made this assessment based on close personal observation, their general impression of the junior doctor and whether colleagues and other health professional staff have informed the assessment made. This validation study has only included quantitative data pertaining to the three components of Clinical Management, Communication and Professionalism in the analysis.

**Independent variables**
The independent demographic variables included in this study were timing of the assessment (first, second, third, fourth or fifth rotation) and the number of assessments completed over the 12 month period.

**Data collection**
The data of junior doctor performance were collected directly from the medical administration departments in the public hospitals where the junior doctors were employed in the first postgraduate year by the researcher over a two year period and imported to SPSS V20 for statistical analysis procedures.

**Data analysis**
Assessments were removed from the analysis if a rating for each of the 10 items was not recorded. This resulted in 822 individual assessments with complete ratings for the 10 items recorded. A qualitative review of assessments suggested assessors applied the ‘not observed’ category for different reasons. Sometimes the assessors checked ‘not observed’ when the junior doctors had not obtained experience in that skill area but in other instances it was used to indicate their lack of engagement in the clinical workplace [12]. In most instances the assessor included a comment to support their use of the ‘not observed’ category. However, no instructions appear to have been given to assessors on when or how to use the “not observed” category so how to complete the form was left open to interpretation. Therefore, the analysis was conducted excluding ratings of “not observed” such that 134 of the 822 assessments were not considered reliable for inclusion leaving 688 assessments in the analysis.
To address the first objective of this study, that is, to investigate the psychometric properties of the Junior Doctor Assessment instrument, Cronbach’s Alpha reliability coefficient with an item-total scale correlation (to check if any item in the set was inconsistent and therefore could be discarded), and interscale correlation analyses were completed [13]. For item reduction and exploring the factor structure of the instruments, a principal components analysis was conducted with an extraction criterion of Eigenvalue > 1 and with varimax rotation (orthogonal). Items were grouped under the factor where they displayed the highest factor loading. Subsequently, the factor structure was subjected to reliability analysis using Cronbach’s alpha. A Cronbach’s alpha of at least 0.70 was predetermined to offer an indication of satisfactory internal consistency reliability of each factor. An item-total correlation coefficient of 0.3 or more was considered as adequate evidence of homogeneity and hence reliability [14].

To address the second objective of the study, to quantify the potential influences of the independent variables, descriptive statistics were used to summarise performance for each of the 10 assessment items, plus the overall combined score. This was followed by an ANOVA to test the null hypothesis for the variables of ‘number of assessments’ and ‘length of experience’ (whether it was the first or last rotation in the year).

Results

Respondents

Of the 302 medical students, 237 consented to participate in the study (78%). Of these 237, data were available for collection from 200 junior doctors over the two year period (84% of the consented participants). The mean age of participants was 23 years (SD 2.3, range 20–37 years). The total number of assessments completed of the 200 junior doctors included in this analysis was 822 individual assessments. The proportion of females in the respondent group was 54%, representative of the population of graduands. There was no significant difference identified in descriptive scores for the two cohorts of respondents for the 10 items, therefore the findings of both cohorts are reported together.

Descriptive findings and effect of timing of rotation

As illustrated in Table 2 the lowest mean scores were obtained for the items pertaining to the ability to perform procedures, Emergency Management and the Doctor’s role in Society. The highest mean scores were observed for the items pertaining to abilities around professional behaviour, interpersonal skills, teamwork and written communication skills.

Most of the junior doctors were assessed three or more times (92%) in the first postgraduate year with only 1% assessed once and 7% assessed twice. As illustrated in Table 3, there was a small significant difference in the overall mean score obtained with the increasing number of times they were assessed (F = 2.020, p = 0.014). However, there were no observed effects of the amount of experience obtained (F = 1.170, p = 0.294). That is, the observed overall mean score obtained was not significantly different in the first rotation of the year compared with any of the other subsequent rotations of the year.

Dimension structure and reliability of the dimensions

A Cronbach Alpha of 0.883 was obtained for the 10 item scale with an Alpha of 0.786 for the items within the pre-existing Communication subscale, 0.776 for the Clinical Skills subscale and 0.759 for the subscale for Professionalism.

The 10 items were subjected to a principal components analysis (PCA) using SPSS Version 20 as summarised in Table 4. Prior to performing PCA, the suitability of the data for factor analysis was assessed. Inspection of the

| Items ranked in order of highest to lowest mean score | Mean (SD) |
|------------------------------------------------------|-----------|
| Teamwork in the health care team                      | 3.67 (0.48) |
| Interpersonal skills with patients                    | 3.60 (0.49) |
| Professional behaviour                                | 3.58 (0.50) |
| Clinical assessment and patient management            | 3.50 (0.51) |
| Written communication                                 | 3.48 (0.50) |
| Scholarly practice                                    | 3.35 (0.48) |
| Adverse event identification                          | 3.34 (0.49) |
| Doctor’s role in society                              | 3.31 (0.47) |
| Emergency management                                  | 3.27 (0.45) |
| Procedural skills                                     | 3.21 (0.42) |

Table 2 Descriptive statistics of each item

| Overall combined score Mean (SD)/40 | F (significance) |
|-------------------------------------|-----------------|
| Once (8)                            | 33.9 (3.4)      |                      |
| Twice (48)                          | 34.0 (3.2)      |                      |
| Three times (136)                   | 34.1 (3.3)      | 2.020 (.014*)        |
| Four times (194)                    | 34.3 (3.2)      |                      |
| Five times (302)                    | 34.6 (3.4)      |                      |
| First (160)                         | 34.2 (3.3)      |                      |
| Second (167)                        | 34.2 (3.4)      |                      |
| Third (146)                         | 34.8 (3.3)      | 1.170 (.294)         |
| Fourth (130)                        | 34.5 (3.4)      |                      |
| Fifth (102)                         | 34.5 (3.2)      |                      |

*p <0.05.

Table 3 Influence of number of assessments and rotation (experience) on overall combined score

Descriptive findings and effect of timing of rotation

As illustrated in Table 2 the lowest mean scores were obtained for the items pertaining to the ability to perform procedures, Emergency Management and the Doctor’s role in Society. The highest mean scores were observed for the items pertaining to abilities around professional behaviour, interpersonal skills, teamwork and written communication skills.

Most of the junior doctors were assessed three or more times (92%) in the first postgraduate year with only 1% assessed once and 7% assessed twice. As illustrated in Table 3, there was a small significant difference in the overall mean score obtained with the increasing number of times they were assessed (F = 2.020, p = 0.014). However, there were no observed effects of the amount of experience obtained (F = 1.170, p = 0.294). That is, the observed overall mean score obtained was not significantly different in the first rotation of the year compared with any of the other subsequent rotations of the year.

Dimension structure and reliability of the dimensions

A Cronbach Alpha of 0.883 was obtained for the 10 item scale with an Alpha of 0.786 for the items within the pre-existing Communication subscale, 0.776 for the Clinical Skills subscale and 0.759 for the subscale for Professionalism.

The 10 items were subjected to a principal components analysis (PCA) using SPSS Version 20 as summarised in Table 4. Prior to performing PCA, the suitability of the data for factor analysis was assessed. Inspection of the
correlation matrix revealed the presence of many coefficients of 0.3 and above. The Kaiser-Meyer-Oklin value was 0.912, exceeding the recommended value of 0.6 [14] and Bartletts Test of Sphericity reached significance, supporting the factorability of the correlation matrix [14]. Principal component analysis yielded 2 factors with an Eigen value greater than 1, in total explaining 49.7% and 10.7% of the variance respectively. An inspection of the screeplot revealed a clear break after the second component. The factors (all with factor loadings of > 0.4) comprised six items that have been labelled “Clinical Management subscale” which explained 49.7% of the variance and four items labelled “Communications subscale” that explained 10.7% of the variance. There was a positive correlation between the two factors (r = 0.702).

Cronbach Alphas for the 10 item scale was 0.883 and was 0.829 for the 6 item ‘Clinical Management subscale’ and 0.834 for the 4 item ‘Communication subscale’, indicating good internal consistency and reliability of the questionnaire in its entirety and for both subscales.

**Discussion**

This paper reports a validation study of the Junior Doctor Assessment Tool as used for PGY1 doctors in Australia, as used on Western Australia. Interestingly, the lowest mean scores were obtained for the items pertaining to the ability to perform procedures and emergency management and the highest mean scores were around professional behaviours, interpersonal skills, teamwork and written communication skills. While these findings may reflect the type of clinical work in each attachment and the relationship or type of interaction between the supervisor and junior doctor, they do fit with those reported in the literature on the areas where graduates feel most and least prepared when commencing the first post graduate year [15,16].

While there was a small statistically significant increase in the overall mean score obtained with an increasing number of assessments, this increase is unlikely to be practically applicable. Moreover, the observed overall mean score obtained was not significantly different in the first rotation of the year compared with any of the other subsequent rotations of the year. Therefore it appears that each piece of assessment is independent for that junior doctor in that particular rotation. It is possible the assessors adjust the standard by which they are assessing the junior doctor according to how much experience they have obtained (starting off or nearing the end of their first year), in particular as the descriptor for the performance level where “Most doctors will be in this category” (Category 3), is “At expected level”. It is also possible that the tool is just not sensitive enough to pick up these changes. However, if performance is being assessed in this way then it limits the ability of the assessment process to monitor for the expected development and progression of junior doctor performance over the whole year.

A high level of internal consistency was identified for the items in the assessment tool. This internal consistency is highest when considering the scale in its entirety (0.883), but the Clinical Management subscale with 6 items and the 4 item Communication subscale both have Cronbach Alphas above 0.82.

Together the findings discussed here, point to a tension between the reliability and validity of the tool and echoes similar findings from elsewhere [9,17]. The analysis demonstrated two principal components – rather than the three factors commonly reported, which reflect the way the assessment form is structured, with the questions falling into the three areas of clinical management, communication skills and professionalism. Robust factor structures with good internal consistency were found for two subscales that have been labelled “Clinical Management” and “Communication”. It would appear that the Clinical Management subscale is assessing a combination of knowledge and skills in the area of clinical management while the Communication subscale is measuring interpersonal and written communication skills alongside some aspects of professional behaviour. However, exactly how assessors are interpreting some items remains unclear, therefore it may be more valid and reliable to use the 10 items of the scale or individually to comment on the junior doctors’ performance in a particular area. Assessors need to consider which of the 10 items are most important for monitoring development
of the junior doctor and whether this differs for different clinical attachments. One recent study suggested that underperformance of junior doctors was more likely to be detected in emergency medicine rotations [18].

Limitations to this study include the loss to follow up of 30 of the original 237 study participants, incomplete data and the difficulties of interpreting the category of ‘not observed’ and of summarising the junior doctor assessment data by combining the scores for the individual assessment items. Despite these limitations, the findings of this study do seem to be validated by the literature. It would increase the generalizability of these findings if other states in Australia replicated this work so as to confirm the component analysis of the tool that has been widely adopted for use.

It is understood factors such as training of assessors, whether assessors ensure multi-source feedback is used, the qualitative aspects of the feedback given to the junior doctors or the gender of the learner can have an effect on the assessment scores obtained or the sensitivity of the assessment to identify the junior doctor with performance difficulties. All these factors need to be optimised so underperforming or incompetent trainees are identified accurately.

Conclusions
The important finding in this work has shown taking a commonly used tool (WBA from UK and many other countries) and contextualising it to an Australian setting by covering the main components of the Junior Doctor Curriculum Framework, resulted in distorting the way these measures are used to determine learner competence. The components of the tool have been analysed and only two rather than three areas are being used. It will be more meaningful and potentially more influential to consider these factors and the potential resultant educational impact of this assessment process for monitoring junior doctor development and progression through a qualitative analysis. From there we will be able to answer how we utilise this junior doctor performance scores to evaluate relationships between academic and work place based performance.
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