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Abstract
In this paper, we present a space-and-time-synchronized control method with application to the simultaneous tracking/formation. In the framework of polar coordinates, through correlating and decoupling the reference/actual kinematics between the self vehicle and target, time and space are separated, controlled independently. As such, the specified state can be achieved at the predetermined terminal time, meanwhile, the relative trajectory in space is independent of time. In addition, for the stabilization before the predesigned time, a cascaded prescribed-time control theorem is provided as the preliminary of vehicle tracking control. The obtained results can be directly extended to the simultaneous tracking/formation of multiple vehicles. Finally, numerical examples are provided to verify the effectiveness and superiority of the proposed scheme.
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1. Introduction
In practice, positioning and tracking problems are of special interest to many important applications which involve the trajectory/path following of autonomous vehicles \cite{1,2}, formation/containment control of multiple autonomous vehicles \cite{3,4} and so on. It is noted that there exist two important scales in positioning and tracking: space and time. Existing researches usually focus on when to reach a designated location, or what kind of trajectory in space, but few considerations involve both of them at the same time, which inspires this work.

First of all, a concept named 'synchronization of space and time' is proposed.

**Synchronization of space and time:** We summarize the following three characteristics for the synchronization of space and time:

(i) Time and space are separated and can be controlled independently;
(ii) In the time control, the specified position can be reached at the predetermined instant;
(iii) In the space control, the trajectory in space is independent of time, that is, the trajectory in space is fixed regardless of the terminal time.

In the following, two aspects are discussed.

**Prescribed-time/distance control:** Finite/fixed/prescribed-time control has drawn increasing attention in recent years in view of the fact that many practical applications require severe time response constraints. Homogeneity property gives a useful analysis for HOSM (high-order sliding mode) control, and if an asymptotically stable system is homogeneous of a negative degree, then it is finite-time stable to a sliding manifold (see \cite{5,6}). However, the settling time in these finite-time methods grows unbounded when initial conditions tend to infinity, and the initial conditions are hard to acquire in some practical situations \cite{7}. Fixed-time stability requires a controller (observer) to provide some desired control (observation) precision at a given time, independent of the initial conditions, and the settling time is subject to an upper bound but varies due to uncertainties and nonlinearities \cite{8,9}. The reviews upon the fixed-time stability and its applications can be found in \cite{10}. However, the fixed-time settling time can not be preassigned arbitrarily since its upper bound is subject to certain restrictions \cite{11}. Moreover, prescribed-time control employs a scaling of state by a function of time that grows unbounded to the
polynomial system and time delay systems. However, for some classes of practical systems, this finite-time convergence is not enough operating, for example, for a service robot hand, its joints are usually required to reach the desired angle at the same time; the proximity operations require that the pursuer perform the translational and rotational maneuvers with respect to the target simultaneously [17]; for the multi-missile interception active defense [18, 19], multiple missiles are expected to strike the target simultaneously. In this regard, simultaneity in time for multi-agent systems are of great importance. The works in [20, 21] proposed the time-synchronized consensus control, focusing on how to design a controller which drives all the elements of all the agent states to consensus at the same time; and fixed-time-synchronized consensus, where the upper bound of the synchronized settling time is independent of the initial states of multi-agent systems.

Contributions of this work: The main contributions are stated as following

(i) In the framework of polar coordinates, given a reference relative trajectory, the developed distance-driven controller enables the prescribed-distance stability and achieves the separation between space and time. In comparison, few of the existing works consider the distance-driven transformation about the tracking problem. Moreover, the work in [19] employs a different distance-driven transformation and obtains the travelling range in advance, while the velocity value is set fixed and the target is assumed stationary;

(ii) Through correlating and decoupling the reference/actual kinematics between the self vehicle and target, the control variables related to velocity and inclination angle are controlled respectively to form synchronization between the arrival time and path trajectory. This kind of correlating and decoupling operations give the freedom to the velocity control in polar coordinates, which is proposed for the first time, to the best of the authors’ knowledge;

(iii) A cascaded prescribed-time control theorem is proposed which enables the prescribed-time stabilization for the general strict-feedback systems. Compared with the prescribed-time control [13, 14], the proposed theorem eliminates restrictions on the system model and allows the uncertainties and the remaining-time-related interconnections in each subsystem; the cascaded prescribed-time tracking problem can be directly solved through the separately prescribed-time control design of each subsystem;

(iv) The synchronization of space and time control enables the simultaneous arrival of multiple vehicles which reach the designated position or achieve formation simultaneously. Compared with the existing simultaneous control work, the target in the simultaneous tracking/formation problem does not have to be set stationary as in [18, 19], and the simultaneous property can be directly derived from the proposed space-and-time-synchronized control.

Notation: Throughout this paper, $\mathcal{R}$ denotes the set of real numbers, $\mathcal{R}^{n \times m}$ represents the set of $n \times m$ real matrix, $\mathcal{N}_+$ is the set of positive integers. $(\cdot)^T$ is the transpose of one matrix, $\text{diag}(\cdot)$ represents the diagonal matrix. $|$ is the absolute value of a scalar and $|||$ is defined as the Euclidean norm of a vector. Given a matrix $M$, $M > 0$ (or $M < 0$) means that $M$ is a positive definite (or negative definite) matrix. $\lambda_{\min}(M)$ and $\lambda_{\max}(M)$ denote the the minimum and maximum eigenvalue of matrix $M$, respectively.

2. Formulation of space-and-time-synchronized problem

As the geometry of planer scenario depicted in Fig. 1, the subscripts $s$ and $t$ denote the self vehicle and target, respectively, the subscripts $0$ and $f$ represent the initial time and the predetermined time, respectively. $R \in \mathcal{R}$ represents their relative distance along the line of sight (LOS) angle $q \in \mathcal{R}$. $V_t \in \mathcal{R}$ and $V_s \in \mathcal{R}$ denote the velocities of the vehicle and target, respectively, $\theta_s \in \mathcal{R}$ and $\theta_t \in \mathcal{R}$ are their corresponding path angles, $\eta_s \in \mathcal{R}$ and $\eta_t \in \mathcal{R}$ represent the heading angles. The tracking kinematics between the vehicle and target in the framework of polar coordinates are modeled as

$$\dot{R} = -V_s \cos \eta_s + V_t \cos \eta_t,$$

$$R \dot{q} = V_s \sin \eta_s - V_t \sin \eta_t,$$

$$\eta_s = q - \theta_s, \; \eta_t = q - \theta_t \quad (1)$$
with the initial condition $R(0) = R_0$, $q(0) = q_0$, $\eta(0) = \eta_0$, and $V_d(0) = V_{d0}$. When it comes to a special case $V_t = 0$ which means a stationary target point, the kinematics model (1) is reduced to a positioning problem.

Define the pair $(t, R, q)$: at time $t$, the distance and LOS angle between the vehicle and target are $R$ and $q$, respectively. We can now formulate the problem as follows:

**Problem 1.** (Synchronization of space and time) For a vehicle tracking problem (1), how to ensure the vehicle starting from $(t_0, R_0, q_0)$ eventually realizes $(t_f, R_f, q_f)$ and gets maintained in $(t, R_f, q_f)$ for $t > t_f$?

**Algorithm 1.** For the sake of generality, the solution with respect to Problem 1 can be summarized as

(i) In the framework of polar coordinates, introduce the reference trajectory $(R_d, q_d)$ for the vehicle-target relative motion, which achieves the separation of time and space, see Section II.A;

(ii) Correlate and decouple the reference/actual relative kinematics to obtain the separated control variables related to velocity $V_d$ and inclination angle $\eta_d$, see Section II.B;

(iii) The travelling time and path trajectory are controlled respectively to form synchronization between space and time.

2.1. Reference relative tracking trajectory

The motion equations for the reference tracking problem are given by

$$
\dot{R}_d = -V_d \cos \eta_d,
R_d \dot{q}_d = V_d \sin \eta_d
$$

(2)

where $R_d$ and $q_d$ denote the distance and LOS angle of the reference trajectory, respectively, $V_d$ and $\eta_d$ are the corresponding velocity and heading angle, respectively. Their initial conditions are set $R_d(0) = R_0$, $q_d(0) = q_0$, $\eta_d(0) = \eta_0$, and $V_d(0) = V_{d0}$.

Define a new distance-scaled variable $r_d$ and a prescribed value $r_f$:

$$
r_d = \ln(R_0 - R_{f1}) - \ln(R_d(t) - R_{f1}), \quad R_d \in [R_f, R_0],
$$

$$
r_f = \ln(R_0 - R_{f1})
$$

(3)

where $R_{f1} = R_f - 1$. It is obvious that $r_d = r_f$ when $R_d = R_f$. The relationship between the distance-scaled variable $r_d$ and the actual time $t$ is subject to

$$
r_d = V_d \cos \eta_d / (R_d - R_{f1}), \quad R_d \in [R_f, R_0].
$$

(4)

Taking derivative with respect to the distance-scaled variable $r_d$, rather than the time variable $t$, yields the rewritten dynamics: when $r_d \in [0, r_f]$,

$$
\frac{d^2 q_d}{dr_d^2} = \frac{R_d - R_{f1}}{V_d \cos \eta_d} \left[ \frac{R_d - R_{f1}}{R_f \cos \eta_d} \frac{d \eta}{dr_d} - \frac{r_{f1} V_d \sin \eta_d}{R_d^2} \right].
$$

(5)

**Theorem 1.** Consider the system in form of (2).

(i) When $R_d \in [0, r_f)$, the control law of $\eta_d$ is designed according to (6). The system state pair $(q_d, \eta_d)$ asymptotically converges to the desired value $(q_1, 0)$ before $r_d$ approaching the prescribed value $r_f$.

$$
\eta_d = -\frac{R_N V_d} {(R_d - R_{f1})^2} \left[ \frac{k_{d1}}{r_f - r_d} \frac{qd}{(r_f - r_d)^2} + \frac{k_{d2}}{r_f - r_d} \frac{(q_d - q_f)}{(r_f - r_d)^2} \right]
$$

$$
+ \frac{R_{f1} V_d \cos \eta_d}{(R_d - R_{f1})R_d}.
$$

(6)

When letting $k_{d1} = N_1 N_2$, $k_{d2} = N_1 + N_2 - 1$, $N_1 < N_2$ and $N_1, N_2 \in N_+$, the travel range can be calculated as

$$
S_d = \int_{r_f}^{r_f0} \sqrt{1 + \left( \frac{\tan \eta_d}{r_d} \right)^2} dR_d.
$$

(7)

In this sequel, $S_d$ is irrespective of $V_d$, the travel time $t_f$ is only related to the velocity $V_d$. For any constant velocity $V_d$, the travel time is $t_f = S_d / V_d$.

(ii) When $R_d$ approaches $R_f$, through $V_d = 0$ and $\dot{\eta}_d = 0$, the system state pair $(R_d, q_d, \eta_d)$ gets maintained in the desired value $(R_f, q_f, 0)$.

**Proof.** See Appendix A. □

**Remark 1.** Here comes the motivation of introducing the proposed distance-scaled variable $r$ and doing the $r$-related dynamics transformation:
\[ (i) \text{ The system dynamics } [5] \text{ with respect to the introduced distance-scaled variable } \mathbf{r}_d \text{ is independent of time and directly linked to the terminal distance } R_f. \text{ As a result, this proposed distance-related transformation is more intuitive to the distance tracking problem like the prescribed-distance control;} \\
(ii) \text{ This kind of transformation } [3] \text{ together with the controller } [3] \text{ enables the achievement of regulation objective before } t_d = r_f. \text{ The resultant irrelevance between } S_d \text{ and } V_d \text{ creates a separation between space and time, which provides the possibility for the space-and-time-synchronized control;} \\
(iii) \text{ Such a state transformation brings } \eta_d \text{ into a state-related form, i.e. } \tan \eta_d = \frac{\bar{V}_d}{R} = \frac{V}{R - \bar{R}_f}, \text{ such that the specific expression } \eta_d \text{ in space can be directly obtained in } [36]. \text{ Some heading-angle-constrained problems can be handled through appropriate parameter selection when considering the field-of-view limits.} \\

2.2. Kinematic modelling

To correlate the reference/actual relative kinematics, we define the following error variables, i.e., distance error \( R_e = R - R_d \), LOS angle error \( q_e = q - q_d \), angle \( \eta_e = \eta - \eta_d \), velocity error \( V_e = V - V_d \).

Taking time derivative of \( R_e \) along the solutions of (1) and (2) leads to

\[
R_e = -V_e \cos \eta_e + V_s \cos \eta_d - V_s \cos \eta_d \\
+ V_d \cos \eta_d + V_s \cos \eta_e \\
- V_e \cos \eta_d + V_e \cos \eta_e \\
+ V_s \left[ \cos \eta_d \frac{1 - \cos \eta_e}{\eta_e} + \sin \eta_d \frac{\sin \eta_e}{\eta_e} \right] \eta_e.
\]

A similar operation for \( q_e \) brings

\[
R_{\dot{q}_e} = V_s \sin \eta_s - V_s \sin \eta_d + V_s \sin \eta_d - V_d \sin \eta_d \\
- V_d \sin \eta_d(R_s/R) - V_s \sin \eta_d \\
+ V_s \sin \eta_d + V_s \left[ \sin \eta_d \frac{\cos \eta_s - 1}{\eta_s} + \cos \eta_d \frac{\sin \eta_s}{\eta_s} \right] \eta_s \\
- V_d \sin \eta_d(R_s/R) - V_s \sin \eta_d.
\]

Invoking the fact

\[
\frac{1 - \cos \eta_e}{\eta_e} = \int_0^1 \sin(\tau \eta_e) d\tau, \quad \frac{\sin \eta_e}{\eta_e} = \int_0^1 \cos(\tau \eta_e) d\tau
\]

and combing the above dynamics of \( R_e \) and \( q_e \), we readily obtain the kinematic model of vehicle tracking problem

\[
\dot{R}_e = M(\eta_1, \eta_2, V_s) [V_s] + G(R_e, R_d, V_s, \eta_1, \eta_2, \eta_3)
\]

where the detailed expressions of \( M(\eta_1, \eta_2, V_s) \) and \( G(R_e, R_d, V_s, \eta_1, \eta_2, \eta_3) \) are at the top of next page.

Remark 2. With regard to [10], a special case is when \( \eta_e = 0 \), through the L'Hospital rule and limit of indeterminate form, one obtains \( (1 - \cos \eta_e)/\eta_e = 0 \) and \( \sin \eta_e/\eta_e = 1 \).

Remark 3. As for the parameter matrix \( M(\eta_1, \eta_2, V_s) \), its determinant is \( |M(\eta_1, \eta_2, V_s)| = -V_s (\sin \eta_1/\eta_1 < 0 \) which contributes to the full rank of \( M(\eta_1, \eta_2, V_s) \) and enables the later matrix inversion operation.

2.3. Dynamic Modelling

Define the control variable \( u = [u_V, u_0]^T \) where \( u_V \) is the tangential acceleration and \( u_0 \) is the lateral acceleration. The vehicle's dynamic model is expressed by

\[
\begin{align*}
\dot{V}_s &= u_V + d_V, \\
\dot{\theta}_i &= u_0/V_s + d_0
\end{align*}
\]

where \( d_V \) and \( d_0 \) are the external disturbances.

As such, the compact system model combing (11) and (12) is written as

\[
\begin{align*}
[\bar{R}_e, \bar{q}_e] & = \bar{M}(\eta_1, \eta_2, V_s) \begin{bmatrix} V_s \\ \eta_1 \end{bmatrix} + \bar{G}, \quad (13a) \\
[\bar{V}_e, \bar{\eta}_1] & = \begin{bmatrix} \bar{u}_V \\ \bar{u}_0 \end{bmatrix} + H + F \quad (13b)
\end{align*}
\]

where \( \bar{M}(R, \eta_1, \eta_2, V_s) = \text{diag}(1, 1/R)M, \bar{G}(R, R_d, V_s, \eta_1, \eta_2, \eta_3) = \text{diag}(1, 1/R)G, \) \( B(V_s) = \text{diag}(1, -1/V_s), \) \( H(q_\dot{r}, R, \eta_s) = \begin{bmatrix} 0 \\ \dot{q}_r \end{bmatrix}^T, F(d_V, d_0) = \begin{bmatrix} d_V \\ -d_0 \end{bmatrix}^T. \)

3. Prescribed-time Control Design

For the prescribed-time control design, we reach the following consensus: as long as \( R_e \) and \( q_e \) converge to 0 before the final time \( t_f \) (before \( R \) converges to \( R_f \)), the vehicle \( (R, q) \) reaches the specified state \( (R_f, q_f) \) at the time \( t_f \).

Problem 2. (Prescribed-time stabilization) For some kind of strict feedback systems like system (13a)-(13b), how to ensure the system stability within the prescribed time \( t \in [0, t_f) \)?
Algorithm 2. The corresponding solution with respect to Problem 2 is summarized as

(i) The prescribed-time stability of a single first-order system can be achieved by employing a scaling of the state by a function of \( t_f - t \);

(ii) During the backstepping design procedure, the above first-order prescribed-time control design is repeated for each subsystem. In this sequel, a cascaded system consisting of two prescribed-time stable subsystems is obtained;

(iii) The prescribed-time stability of the cascaded system is addressed and extended to cascade cases of multiple subsystems.

3.1. Prescribed-time stabilization of cascaded systems

Before processing the prescribed-time control, a cascaded prescribed-time theorem is presented as a preliminary. Cascades-based control essentially uses the designed control law to make the closed-loop system in a cascaded structure, which usually has the advantage of reducing the complexity of the controller and the difficulty of stability analysis.

Consider a kind of cascaded system described by

\[
\begin{align*}
\Sigma_i : \dot{x}_i(t) &= f_i(t, x_i, \Delta_{i+1}) + g_i(t, x_i, x_{i+1})x_{i+1}, \\
\Sigma_a : \dot{x}_a(t) &= \tilde{f}_a(t, x_a, \Delta_a), \quad i = 1, \ldots, n - 1
\end{align*}
\]

where \( x_i(t) \in \mathbb{R}^n \) is the state of subsystem \( \Sigma_i \), \( f_i(t, x_i, \Delta_{i+1}), g_i(t, x_i, x_{i+1}) \) are continuous in their arguments, and locally Lipschitz in \( x_i, (x_i, x_{i+1}) \) respectively. For a simplified presentation, we view the cascaded system as the subsystem \( \tilde{\Sigma}_i \) perturbed by the output of subsystem \( \Sigma_{i+1} \).

\[
\tilde{\Sigma}_i : \dot{x}_i(t) = f_i(t, x_i, \Delta_{i+1}).
\]

Definition 1. [22] A continuous function \( \alpha : [0, a) \to [0, \infty) \) belongs to class \( \mathcal{K} \) if it is increasing and \( \alpha(0) = 0 \), if moreover \( \alpha(a) \to \infty \) as \( a \to \infty \), it belongs to class \( \mathcal{K}_\infty \). A continuous function \( \beta : [0, a) \to [0, \infty) \) belongs to class \( \mathcal{L} \) if it is decreasing and \( \beta(s) \to 0 \) as \( s \to \infty \). Again, a continuous function \( \gamma : [0, a) \times [0, a) \to [0, \infty) \) belongs to class \( \mathcal{KL} \) if the mapping \( \gamma(r, s) \) belongs to class \( \mathcal{K} \) with respect to \( r \) when fixed \( s \), and the mapping \( \gamma(r, s) \) decreases along \( s \), i.e., \( \gamma(r, s) \to 0 \) as \( s \to \infty \), when fixed \( r \).

Definition 2. Consider the system \( \dot{x} = f(t, x) \), where \( f(t, x) \) is piecewise continuous in \( t \) and locally Lipschitz in \( x \). The system is globally uniformly prescribed-time stable (GUPTS), if there exist a class \( \mathcal{KL} \) function \( \gamma(\cdot, \cdot) \) and a settling-time \( t_f \) such that for any initial values \( x(t_0) \):

\[
\|x(t)\| \leq \gamma(\|x(t_0)\|, \tau(t, t_f)), \quad t_0 \leq t < t_f
\]

where \( \tau(t, t_f) \to \infty \) as \( t \to t_f \), from which one obtains the strictly prescribed-time convergence of \( x \) as \( x(t) \to 0 \) as \( t \to t_f \).

Theorem 2. Consider the cascaded system [14] with \( n \) subsystems. The globally uniformly prescribed-time stability (GUPTS) of the subsystem \( \Sigma_i, i = 1, \ldots, n \) can be obtained, if the following assumptions hold:

(i) Assumption on subsystem \( \Sigma_i, i = 1, \ldots, n \): the subsystem \( \Sigma_i \) is GUPTS, and there exists a continuously differentiable Lyapunov function \( V(t, x_i) \) such that

\[
\begin{align*}
\alpha_{\theta}(\tau)||x_i||^2 &\leq V_i(t, x_i) \leq \alpha_2(\tau)||x_i||^2, \\
\dot{V}_i &= \partial V_i/\partial t + \partial V_i/\partial x_i f_i(t, x_i, \Delta_{i+1}) \leq -\alpha_3(\tau)||x_i||^2 + b_i(a_2(\tau)/a_3(\tau))||\Delta_{i+1}||^2, \\
||\partial V_i/\partial x_i|| &\leq \alpha_{\delta}(\tau)||x_i||, \\
\alpha_3(\tau) &= \alpha_4(\tau) \times \alpha_5(\tau)
\end{align*}
\]

where \( \alpha_j(\cdot), j = 1, \ldots, 5 \) are class \( \mathcal{K} \) functions, \( b_i > 0 \).

(ii) Assumption on interconnection \( g_i(t, x_i, x_{i+1}) \), \( i = 1, \ldots, n - 1 \): there exist a class \( \mathcal{K}_\infty \) function \( \alpha_{\delta}(\cdot) \) and a positive constant \( \alpha_{\delta}(\cdot) \) satisfying

\[
||\partial V_i/\partial x_i g_i(t, x_i, x_{i+1})|| \leq \alpha_{\delta}(\tau)c_{\delta,j} ||x_i||,
\]

\[
\lim_{t \to \infty} \alpha_{\delta}(\tau)/(\alpha_{\delta}(\tau)\alpha_{\delta,j}(\tau)) = 0.
\]

Proof. See Appendix B. □

Here we give an example which has been introduced in [13] for justification of assumption [17]. Consider the first-order system governed by \( \dot{x} = b(x, t)u + f(x, t) \) where \( x, u \in \mathbb{R} \) and \( 0 < b \leq |b(x, t)|, |f(x, t)| \leq d(t) \phi(x) \). Employing the residual-time-based scaling function \( \mu(t - \tilde{t}_0) = \frac{1}{[\rho(t - \tilde{t}_0)]^m}, t \in [\tilde{t}_0, \tilde{t}_0 + T] \) with positive integer \( m \), the controller was derived \( u = -\frac{1}{2}(k + b\phi(x)^2 + \frac{1}{m+1})\mu(t - \tilde{t}_0)x \) with \( k > 0 \). Following the Lyapunov function candidate \( V = \omega^2/2, \omega = \mu(t - \tilde{t}_0)x \) and the presentation in [13], upon applying the control law, one
obtains $\dot{V} \leq -2k_\mu V + \frac{\mu}{\tau} d^2$. In accordance with the proposed assumption, it is obvious $\alpha_1(\tau) = a_1\mu^2(0 < a_1 < 0.5)$, $\alpha_2(\tau) = a_2\mu^2(a_2 > 0.5)$, $\alpha_3(\tau) = k_\mu$, $\alpha_4(\tau) = \mu$. $\alpha_5(\tau) = k_\mu$, $\alpha_6(\tau) = \mu$, $b_i = 1/\{4\lambda_i\}$, all of which satisfy the condition in the applied assumption.

**Remark 4.** A strict feedback form of the cascaded system [13] can be obtained through the backstepping procedure

$$
\begin{align*}
\Sigma_1 : & \quad \dot{x}_1(t) = -k_1(t)x_1 + g_1(t,x_1,x_{i+1})x_{i+1} + \Delta \xi_1, \\
\Sigma_i : & \quad \dot{x}_i(t) = -k_i(t)x_i + \Delta \xi_i, \quad i = 1, \cdots, n - 1
\end{align*}
$$

where $k_i(\cdot)$, $i = 1, \ldots, n$ are class $\mathcal{K}_\infty$ functions. In principle, each subsystem can achieve the prescribed-time convergence due to the high-gain nature of $k_i(\tau)$ at the prescribed time $t_f$. Under the premise of [18], since the convergence of $\Sigma_i$ is influenced by $\alpha_{a,i}[x_i][\|x_i\|_{1}]$ or $\alpha_{a,i}[x_i]^2[\|x_i\|_{1}]$, an ideal manner would be for $x_{i+1}$ to converge to zero before $\alpha_4$ approaches infinity, which inspires the design $k_{i+1}(\tau) > k_i(\tau)$.

**Remark 5.** In the high-order prescribed-time control proposed in [13], the system model is in a standard integral form which limits that no uncertainties occur in the $x_i$'s dynamics. The reason lies in the repeated differentiation of the time-scaling transformation $\mu(t)x_1$ where $\mu(t)$ is a time-varying function which goes to infinity when $t$ approaches $t_f$, as the form. However, the proposed cascaded prescribed-time control scheme in Theorem 2 has the distinguished features:

(i) Eliminate restrictions on the system model, and allow the uncertainties in $x_i$'s dynamics;

(ii) Allow the remaining-time ($t_f - t$)-related interconnection $g_i(t,x_i,x_{i+1})$ to appear in $x_i$'s dynamics;

(iii) Each subsystem can also be individually designed for its prescribed-time stability performance.

### 3.2. Prescribed-time Controller design

For the sake of clarity, the following prescribed-time control design borrows from the techniques of backstepping and the overall dynamics are organized into a cascaded form. Invoking the definition of $\tau(t,f)$ in Definition 2, let a user-defined $\tau(t,f)$ satisfy $\tau(0,f) = 1$. Introduce now a time-varying scaling function of $t_f - t$ with $h > 0$

$$
\mu(t,h) = \begin{cases} 
\frac{\tau(t,f)}{\tau(0,f)}, & t \in [0,t_f], \\
1, & t \in [t_f, \infty)
\end{cases}
$$

whose derivative with respect to $t$ yields

$$
\dot{\mu}(t,h) = \begin{cases} 
h\mu(t,h)(\tau/t), & t \in [0,t_f], \\
0, & t \in [t_f, \infty)
\end{cases}
$$

and

$$
\dot{\tau}(t,f) = 0, \quad t \in [t_f, \infty)
$$

For simplicity, define $\mu_1(t) = \mu(t,h_1)$, $\mu_2(t) = \mu(t,h_2)$ with $h_1, h_2 > 0$.

**Theorem 3.** Consider the kinematic model (18a) (18b).

Assume there exists a positive $\sigma$ satisfying $F^T F \leq \sigma^2$, $\sigma > 0$ due to the boundedness of $dv$ and $d\theta$. Choose the controller

$$
\begin{align*}
\frac{\alpha_1^*}{\alpha_4^*} &= -(k_1\mu_1 + h_1 + \frac{\lambda_1}{\tau}) \left[ \frac{R_e}{q_e} - G + M \left[ \begin{array}{c} V_{\alpha} \\ V_{\mu}
\end{array} \right] \right], \\
V_{\alpha} &= \left[ M^{-1} \begin{bmatrix} \alpha_1^* & \alpha_4^* \\ \alpha_4^* & \alpha_1^*
\end{bmatrix} \right]^{\frac{1}{2}}, \quad t \in [0,t_f) \\
\frac{q_e}{\eta_{\gamma}} &= f_\eta(\alpha_1^*, \alpha_4^*), \quad t \in [t_f, \infty)
\end{align*}
$$

where $k_1 > 0$, $k_2 > 0$, $\lambda_2 > 0$ and the function

$$
f_\mu(\alpha_1^*, \alpha_4^*) = \left[ \| \alpha_1^* \| \| \alpha_4^* \| \right].
$$

Define the tracking errors $e_\alpha = V_{\alpha} - V_\alpha^*$, $e_{\eta} = \eta_{\alpha} - \eta_{\alpha}^*$. Consequently, the closed-loop system is prescribed-time stable, which means, $\lim_{t\to t_f} e_\alpha = e_{\eta_1} = e_{\eta_2} = e_{\eta_f} = 0$.

**Proof.** The proof is divided into four step:

**Step 1.** Prescribed-time convergences of $R_e$ and $q_e$ under $V_\alpha^*$ and $\eta_{\gamma}^*$ in (22c) before $t = t_f$.

With the controller (22b), the error dynamics is obtained as

$$
\begin{align*}
\frac{\dot{R}_e}{q_e} &= -(k_1\mu_1 + h_1 + \frac{\lambda_1}{\tau}) \left[ \frac{R_e}{q_e} \right], \quad t \in [0,t_f) \\
\end{align*}
$$

Consider the Lyapunov candidate $V_1(r) = x_1^T x_1$ and $W_1(r) = \mu_1^2 x_1^T x_1 = \omega_1^T \omega_1$ with $x_1 = \left[ \frac{R_e}{q_e} \right]^T$ and $\omega_1 = \mu_1 \left[ \frac{R_e}{q_e} \right]^T$. The derivative of $W_1(r)$ along (23) is

$$
W_1(t) = 2\omega_1^T \left[ \mu_1 x_1 - (k_1\mu_1 + h_1 + h_1/\tau)\mu_1 \omega_1 \right]
= 2\omega_1^T \left[ h_1(1/\tau)\omega_1 = (k_1\mu_1 + h_1 + h_1/\tau)\omega_1 \right]
\leq -2k_\mu W_1.
$$
Solving this differential inequality and invoking the fact \( \int_0^t \mu_1(v) \, dv = -\phi_1(t) \) give \( \mu_1^2(t)V_1(t) < \exp^{2k_1\phi_1}W_1(0) \) which yields
\[
\left\| \begin{bmatrix} R_e \\ q_e \end{bmatrix} \right\| < \frac{1}{\mu_1(t)} \exp^{k_1\phi_1}(R_e^2(0) + q_e^2(0)).
\] (25)
where \( \phi_1(t) = \frac{\mu_1(t)}{\mu_1(0)}(1 - \mu_1^{(n-1)/h_1}) \). Thus, the origin of system (22b) is globally prescribed-time stable within the prescribed time \( T_f \).

Step 2. Prescribed-time convergences of \( V_i \) to \( V_i^* \) and \( \eta_i \) to \( \eta_i^* \) under the proposed \( \mu \) and \( \mu \) in (22c) before \( t = T_f \).

With the controller (22c), the dynamic model of \( e_V \), \( e_\eta \) is obtained as
\[
\begin{bmatrix} \dot{e}_V \\ \dot{e}_\eta \end{bmatrix} = -((k_2 + \lambda_2)e_\eta + h_2^2/T)e_\eta + F.
\] (26)

Consider the Lyapunov candidate \( V_2(t) = x_T^T x_2 \) and \( W_2(t) = \mu_2^2 x_T^T x_2 = \omega_2^2/2 \omega_2 \) with \( x_2 = [e_V \ e_\eta]^T \) and \( \omega_2 = \mu_2 [e_V \ e_\eta]^T \). By applying Young’s inequality with \( \lambda_2 > 0 \), one obtains \( \omega_2^2 \mu_2 W_2 \leq \lambda_2 \mu_2 \omega_2^2/2 + \mu_2^2 F^T F/(4\lambda_2) \). In this way, the derivative of \( W_2(t) \) with respect to the variable \( t \) yields
\[
W_2(t) = 2\omega_2^2 [\mu_2 x_2 - ((k_2 + \lambda_2)e_\eta + h_2^2/T)e_\eta + \mu_2 F]
\leq -2k_2 \mu_2 W_2 + \mu_2^2 F^T F/(2\lambda_2).
\] (27)

In view of \( F^T F \leq \sigma^2 \) and invoking Lemma 1 in [13], it is direct to deduce \( \mu_2^2(t)V_2(t) < \exp^{2k_2\phi_2}W_2(0) + \sigma^2/(4\lambda_2^2) \) which yields
\[
\left\| \begin{bmatrix} e_V \\ e_\eta \end{bmatrix} \right\| < \frac{1}{\mu_2} \exp^{k_2\phi_2}(e_V^2(0) + e_\eta^2(0)) + \frac{\sigma}{2} \frac{1}{\sqrt{2\lambda_2^2}}.
\] (28)
where \( \phi_2(t) = \frac{\mu_2(t)}{\mu_2(0)}(1 - \mu_2^{(h_2-1)/h_2}) \). Thus, it follows the prescribed-time stability of \( (e_V, e_\eta) \).

Step 3: Prescribed-time convergence of the cascaded system.

Combining the two system models into a cascaded form, we obtain
\[
\begin{bmatrix} \dot{R}_e \\ \dot{q}_e \end{bmatrix} = -(k_1 \mu_1 + h_1^2/T) \begin{bmatrix} R_e \\ q_e \end{bmatrix} + \hat{M} e_V.
\] (29a)
\[
\begin{bmatrix} \dot{e}_V \\ \dot{e}_\eta \end{bmatrix} = -(k_2 + \lambda_2)e_\eta + h_2^2/T e_\eta + F.
\] (29b)

(i) Under the case \( R_f > 0 \), it is obvious that \( ||M|| \) is bounded. In addition, \( \alpha_{13}(\tau) = 2k_1 \mu_1 \), \( \alpha_{14}(\tau) = 2\mu_1^2 \), \( \alpha_{15}(\tau) = k_1 \mu_1 \), \( \alpha_{23}(\tau) = 2k_2 \mu_2 \), and \( \alpha_{25}(\tau) = k_2 \mu_2 \). Invoking the proposed Theorem 2, the cascaded system is globally prescribed-time stable in the sense that the reference trajectory gets tracked before \( T_f \).

(ii) Under the case \( R_f = 0 \), it is obvious that \( ||M|| \) is related to \( 1/(t_f - t) \) such that \( \alpha_{16}(\tau) = \mu_1^2/(t_f - t) \). Invoking the proposed Theorem 2, the cascaded system is globally prescribed-time stable if only \( \lim_{t \to t_f} \frac{1}{(t_f - t)} = 0 \).

Step 4: Formation keeping over \( [t_f, \infty) \) when \( R_f > 0 \). When \( t \in [t_f, \infty) \), \( \mu_1 = \mu_2 = 1 \), \( t = 0 \) such that the cascaded system is rewritten into
\[
\begin{bmatrix} \dot{R}_e \\ \dot{q}_e \end{bmatrix} = -k_1 \begin{bmatrix} R_e \\ q_e \end{bmatrix} + \hat{M}_m \begin{bmatrix} e_V \\ e_\eta \end{bmatrix}.
\] (30a)
\[
\begin{bmatrix} \dot{e}_V \\ \dot{e}_\eta \end{bmatrix} = -(k_2 + \lambda_2)e_V + F.
\] (30b)

where \( V_d(t) = 0 \), \( \eta_d(t) = 0 \), \( t \geq t_f \) and \( \hat{M}_m = \text{diag}(1,1/R)M(R, \eta_d, e_V, V_d) \). Define the Lyapunov candidate \( V = x_T^T x_2 + x_2^T x_2 \) whose time derivative yields
\[
V \leq -(2k_1 - ||\hat{M}_m||)x_T^T x_2 + (2k_2 - ||\hat{M}_m||)x_2^T x_2
\] (31)
where \( k_1, k_2 > 0.5||\hat{M}_m|| \). The corresponding stabilization is obvious established according to the above proof.

**Remark 6.** It is obvious that the larger \( k_i \), \( h_i \) \( (i = 1, 2) \) are, the faster \( R_e \), \( q_e \) converge. Invoking Remark 2, it is better to design \( k_3 \mu_2 > k_1 \mu_1 \) to make the states of different subsystems converge in a reasonable order. In addition, the high-order scaling of state by a function of time in [13] requires the parameter \( h \) to be positive integers greater than 1. Our results do not require such limitations.

4. Extensions to simultaneous tracking/formation of multi-vehicles.

For the multi-agent tracking/formation scenario, a distinguishing requirement is the simultaneous arrival. Suppose that \( n \) vehicles, \( M_1, \cdots, M_n \), participates in a tracking/formation with respect to a single target. In the following, the variable \( X_i, 1 \leq i \leq n \) stands for the corresponding \( i \)-th vehicle. With the above design and analysis, each vehicle realizes the prescribed-time stabilization, that is, it realizes the tracking of \( R_i \) to \( R_{di} \) and \( q_i \) to \( q_{di} \) before the terminal time \( T_f \).

According to the proposed reference relative tracking trajectory theorem in Section II.A, for the simultaneous
tracking/formation with \( t_{fi} = T_d \), the sufficient condition is \( \int_0^{T_d} V_{di}(t)\,dt = S_{d,i} \), \( i = 1, \ldots, n \).

Assume a centralized coordination strategy exists between vehicles and the desired terminal time can be determined at the initial time. Thus, it is a direct solution to allocate the velocity reasonably to obtain simultaneous arrival. Below is an adjustment strategy which can achieve the smooth arrival to the terminal situation.

Construct a \( m \)-order polynomial function to describe the law of \( V_{di}(t) \)

\[
V_{di}(t) = I_1 t^m + I_2 t^{m-1} + \cdots + I_m t + I_{m+1} \quad (32)
\]

which satisfies \( m + 1 \) equality constraints, including the following 3 necessary conditions

\[
V_{di}(0) = V_{d0,i}, \quad V_{di}(T_d) = V_{df,i}, \quad \int_0^{T_d} V_{di}(\tau)\,d\tau = S_{d,i}.
\]

5. Numerical examples

Suppose that four vehicles track a single target with the initial and terminal condition shown in Table 1. Each vehicle has the same initial velocity, 50 m/s.

For a target moving at a speed of \( V_t = 100 \) m/s in a 45-degree direction, the scenario at \( T_d = t_{f2} = 20 \) s expects the four vehicles to be at a 90-degree angle to each other and a distance of 1000 m from the target, meanwhile, it requires \( V_{df,1} = 0 \) m/s for the gentle transition to the phase of formation keeping \( t > T_d \).

In accordance with (32), use a third-order polynomial for velocity planning. The function \( \tau(t, t_f) \) is chosen in form of \( \tau(t, t_f) = 1 + \ln\left(\frac{t}{t_f}\right) \). The control parameters are as follows: \( N_1 = 6, N_2 = 10, k_1 = 1, k_2 = 2, h_1 = 1, h_2 = 2 \) and \( x_2 = 1 \). The corresponding results for Case 2 can be found in Fig. 2-5. From the curves of \( R_1 \) and \( q_1 \) in Fig. 2, the simultaneous formation and formation

| Initial condition | Terminal condition |
|-------------------|---------------------|
| Distance \( R_i \) LOS \( \theta_i \) Path angle \( \theta_i \) | Distance \( R_f \) LOS \( \theta_f \) |
| Vehicle 1 7000 m 220 deg 190 deg 1000 m 230 deg |
| Vehicle 2 6000 m -60 deg -10 deg 1000 m -40 deg |
| Vehicle 3 5000 m 30 deg 0 deg 1000 m 50 deg |
| Vehicle 4 5000 m 150 deg 180 deg 1000 m 140 deg |
keeping are obvious achieved at $T_d$, and the transmission process to formation keeping is smooth due to the small value of the desired relative velocity $V_{dff}$. The prescribed-time convergence of tracking errors can be obtained in Fig. 4. It is observed from Fig. 3 that the changes of both velocities and angles are slow towards the prescribed time $T_d$, which promotes the limited amount of control input near the time $T_d$ as shown in Fig. 5. After the prescribed time $T_d$, the task becomes formation keeping relative to the target. The controller switching brings the controller mutation at time $T_d$ in Fig. 5. As shown in the short period after $T_d$ in Fig. 4 there is a regulation stage for the angle $\eta_d$, such that the speed of each vehicle gets to be parallel to that of the target.

It is worth emphasizing that the realization of simultaneous tracking and formation is completely dependent on the proposed space-and-time-synchronized strategy.

6. Conclusion

In this paper, we presented a space-and-time-synchronized control method for simultaneous tracking/formation. The resultant control is able to achieve the predetermined state at the prescribed terminal time with a fixed relative space trajectory independent of time. As a result, simultaneous tracking/formation of multiple vehicles can be directly implemented. Extending this method to the simultaneous tracking/formation with no predetermined terminal time under communication topologies is an interesting topic for future research.

A. Proof of Theorem 1

Step 1. Prescribed-distance stability before $r_d = r_f$.

Similar to the prescribed-time design philosophy in 23, we choose the controller (6) as a prescribed-distance controller by treating $r_f - r_d$ as a measure of the remaining distance to go. Substitution of (6) into (5) leads to second-order differential equation

$$\frac{d^2q_d}{dr_d^2} + \frac{k_{d2}}{r_f - r_d} \frac{dq_d}{dr_d} + \frac{k_{d1}}{(r_f - r_d)^2}(q_d - q_f) = 0.$$  \hspace{1cm} (33)

This is a kind of second-order Cauchy equation. Here, we introduce a scaling transformation $\xi = \ln(r_f - r_d)$ with which the differential equation is transformed into

$$\frac{d^2q_d}{d\xi^2} - (k_{d2} + 1) \frac{dq_d}{d\xi} + k_{d1}(q_d - q_f) = 0.$$  \hspace{1cm} (34)

The corresponding characteristic equation is obtained by letting $q_d - q_f = e^{\lambda \xi}$ as $\lambda^2 - (k_{d2} + 1) \lambda + k_{d1} = 0$ whose discriminant is $\Delta = (k_{d2} + 1)^2 - 4k_{d1}$. In order to obtain an elegant description of the solution, we make $\lambda_1 = N_1 \in \mathbb{R}, \lambda_2 = N_2 \in \mathbb{R}, N_1 < N_2$ which brings about $k_{d1} = N_1 N_2, k_{d2} = N_1 + N_2 - 1$, and the discriminant $\Delta > 0$. Hence, with the initial condition $q_d(0) = q_0$ and $\tan(\eta_d(0)) = \tan(\eta_{d0})$, the solution of this Cauchy equation can be obtained

$$q_d(r_d) = C_1(r_f - r_d)^{N_1} + C_2(r_f - r_d)^{N_2} + q_f.$$  \hspace{1cm} (35)

where

$$C_1 = \frac{N_2(q_0 - q_f) + r_f \tan(\eta_{d0}(0) - R_f)}{(N_2 - N_1)r_f^{N_1}},$$

$$C_2 = \frac{N_1(q_f - q_0) - r_f \tan(\eta_{d0}(0) - R_f)}{(N_2 - N_1)r_f^{N_1}}.$$  \hspace{1cm}

Differentiating $q_d(r_d)$ with respect to $r_d$ yields

$$\tan(\eta_d) = -\frac{R_d}{R_f - R_{f1}} \left[ N_1 C_1(r_f - r_d)^{N_1 - 1} + N_2 C_2(r_f - r_d)^{N_2 - 1} \right].$$  \hspace{1cm} (36)

It is thus clear that, given the positive integers $N_1, N_2$, as $r_d$ approaching $r_f$, $q_d(r_d)$ and $\eta_d(r_d)$converges to $q_f$ and 0, respectively.

Step 2. Position maintaining after $R_d$ approaching $R_f$. Since $\eta_d(r_f) = 0$ in (36), $\eta_d(r_d) \equiv 0$ through $\eta_d = 0$ for $r_d \geq r_f$. When $V_d \equiv 0$ and $V_f = 0$ for $r_d \geq r_f$, it is apparent $R_d \equiv R_f$ after $R_d$ approaching $R_f$. Invoking $d^2q_d/dr_d^2 = 0$ in (5), one obtains $q_d(r_d) \equiv 0$.

B. Proof of Theorem 2

We start from the simplified cascaded system with $n = 2$ subsystems. Evidently the prescribed-time stability of $x_2(t)$ in system $\Sigma_2$ can be obtained by taking
time derivative of $V_2(t, x_2)$

$$
\dot{V}_2 \leq -\alpha_{23}(\tau)\left|x_2\right|^2 + b_1(\alpha_{24}(\tau)/\alpha_{23}(\tau)) \|\Delta_{x,2}\|^2
$$

$$
= -\alpha_{23}\left|x_2\right|^2 - \alpha_{23}\left(1 - \delta_2\right)\left|x_2\right|^2 - b_2\left\|\Delta_{x,2}\right\|^2/\alpha_{25}

(37)
$$

with $\delta_2 \in (0, 1)$. Define the region $\Omega_{x_2}(\tau) = \{x_2| \alpha_{24}(\tau)\left|x_2\right|^2 \leq b_2\left\|\Delta_{x,2}\right\|^2/(1 - \delta_2)\}$ and we get

$$
\Omega_{x_2}(t_f) = \lim_{t \to t_f} \Omega_{x_2}(t) = 0, \text{ following from } \lim_{t \to t_f} \alpha_{23}(\tau) = \infty.
$$

Then, the time derivative of $V_1(t, x_1)$ along $\Sigma_1$ becomes

$$
\dot{V}_1 \leq -\alpha_{13}\left|x_1\right|^2 + b_1(\alpha_{14}/\alpha_{13})\|\Delta_{x,1}\|^2 + \alpha_{16}c_{16}\|x_1\|\|x_2\|
$$

$$
= -0.5\alpha_{13}\left|x_1\right|^2 - \alpha_{11}\left(1 - \delta_1\right)\left|x_1\right|^2 - \gamma\alpha_{16}\left|x_2\right|^2/\alpha_{13} - b_1\left\|\Delta_{x,1}\right\|^2/\alpha_{15}

(38)
$$

where $\gamma = 0.5c_{16}/\alpha_{11}$. In view of the relationship among $\alpha_{13}, \alpha_{16}$ and $\alpha_{25}$, one obtains

$$
\lim_{t \to t_f} \alpha_{16}\left|x_2\right|^2/\alpha_{13} = \alpha_{16}/(\alpha_{13}\alpha_{25}) \left\|\Delta_{x,1}\right\|^2/\alpha_{15} \leq b_1/(1 - \delta_2)
$$

$$
= 0.

(39)
$$

Invoking the boundedness of $\left\|\Delta_{x,1}\right\|^2$, the prescribed-time convergence of $x_1$ in system $\Sigma_1$ can be proved.

The prescribed-time convergence of cascaded system with $n = 2$ is thus concluded. From the prescribed-time stability of subsystems $\Sigma_1$ and $\Sigma_{n-1}$, the prescribed-time stability of $\Sigma_{n-1}$ is obtained; from the prescribed-time stability of subsystems $\Sigma_{n-1}$ and $\Sigma_{n-2}$, the prescribed-time stability of system $\Sigma_{n-2}$ is obtained; and so on, the prescribed-time stability of $\Sigma_1$ system can be obtained. The proof is thus completed.
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