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Abstract
With the developing of Internet of Things (IoT) and mobile edge computing (MEC), more and more sensing devices are widely deployed in the smart city. These sensing devices generate various kinds of tasks, which need to be sent to cloud to process. Usually, the sensing devices do not equip with wireless modules, because it is neither economical nor energy saving. Thus, it is a challenging problem to find a way to offload tasks for sensing devices. However, many vehicles are moving around the city, which can communicate with sensing devices in an effective and low-cost way. In this paper, we propose a computation offloading scheme through mobile vehicles in IoT-edge-cloud network. The sensing devices generate tasks and transmit the tasks to vehicles, then the vehicles decide to compute the tasks in the local vehicle, MEC server or cloud center. The computation offloading decision is made based on the utility function of the energy consumption and transmission delay, and the deep reinforcement learning technique is adopted to make decisions. Our proposed method can make full use of the existing infrastructures to implement the task offloading of sensing devices, the experimental results show that our proposed solution can achieve the maximum reward and decrease delay.
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1 Introduction
Wireless sensor networks (WSNs) is widely deployed in the smart city. There exists a great amount of sensing devices in the urban environment, the sensing devices in WSNs can sense the environmental data [1–4]. The collected sensing data can be processed and sent to the remote server to make decisions, which can help improve the city management [5–7].

The quickly developing micro-processing technologies are applied into the sensing devices, the computation and communication capacities of the sensing devices are becoming more and more stronger [8–10]. Different kinds of sensing devices deployed in smart city, such as water pollution sensor, temperature sensor, humidity sensor, PM2.5 sensor, intelligent garbage can, intelligent streetlight. The sensing devices are the basis of the Internet of Things (IoT) [11–14]. The sensing devices can be applied into a large number of application scenarios, such as the environmental pollution monitoring...
and traffic monitoring. For example, the water pollution sensors are deployed into urban water pipelines, which are used to sense and collect the status of water resources in the urban environment. Usually, the large amount of sensing data needs to be processed before making decisions. The sensing data processing can help people understand urban environment.

Processing the sensing data can generate a large number of real-time computing tasks. For example, the data deduplication task can remove the duplicated data. Furthermore, the data compression task can reduce the communication overhead in the process of data transmission. In addition, there is a large number of artificial intelligence algorithms [15, 16], such as augmented reality (AR), face recognition, task classification, etc. However, the sensing devices exist shortcomings such as low computing power, limited storage capacity and limited battery power. Therefore, it is important to offload the computation tasks to servers with strong computing power, the energy of sensing devices can be saved through computation offloading.

However, the sensing devices contain some communication problems. (1) The sensing devices are usually very small, and the communication range is limited. (2) There is a large amount of sensing devices which are widely distributed in the city, the sensing devices can be added or moved easily. Therefore, it is impractical to deploy fixed networks for sensing devices. For example, the garbage cans can be added or moved to other locations due to the demands. Thus, it is not cost-effective to apply an expensive wired network for these sensing devices. (3) The mobile communication technology is quickly developing, such as 5G technology. However, the SIM card cost and communication fee are too high for a sensing device. Therefore, many existing and deployed sensing devices usually do not use the cellular network. Totally, it is difficult to find a cost-effective way for sensing devices to complete the computation tasks.

The sensing devices have limited computation power and communication range, if the tasks are processed in the sensing devices, the sensing devices may consume a lot of energy and enter the sleepy mode. Furthermore, the deployment of communication system for these sensing devices has a large cost. Researchers proposed to adopt mobile vehicles to collect data sensed by the sensing devices distributed in the city. Similarly, there is a possible way to solve the task offloading problem, the moving mobile vehicles in the city can act as the task mules. There is a large number of vehicles moving around the city. When the vehicles pass by the sensing devices, the sensing devices send its computation task to the vehicle. The sensing devices and vehicles can communicate with each other with a low energy cost, which leads to a low-cost and effective way to offload the computation tasks to the vehicles.

Numerous sensing devices and moving vehicles generate the IoT in smart city. The mobile edge computing (MEC) server on the roadside provides conditions for short-distance edge computing, while cloud computing can provide powerful computing capabilities remotely. In order to support computation offloading for a large number of IoT devices, the cooperation between IoT, edge and cloud is required. Therefore, it is very important to study the computation offloading problem in IoT-edge-cloud network. In this paper, we attempt to apply vehicles to help offload the computation tasks of sensing devices. There are many mobile vehicles travelling around the city. In the future, the vehicles will gradually develop into the intelligent platform integrating
various communication functions. The vehicles can communicate with the sensing devices using short range communication, the mobile vehicles can communicate with more powerful servers. Thus, it is a possible solution to use mobile vehicles to complete sensing devices' computation offloading tasks.

In order to make full use of vehicles in computation offloading of mobile edge network, we consider three layers in our system architecture: IoT device layer, mobile edge computing server and cloud center layer. The sensing devices offload the computation tasks to mobile vehicles through short range communication technology. When mobile vehicles receive the computation tasks, vehicles choose to compute the tasks locally or transmit the tasks to the MEC servers. The MEC server can compute the tasks transmitted by the mobile vehicles.

The mobile edge computing is proposed to provide computation services for edge devices. However, a large number of sensing devices cannot connect to Internet, thus it is impossible to offload the computation tasks to MEC servers. In order to solve this problem, we propose to offload the computation tasks to vehicles, and the vehicles can offload the computation tasks to MEC server when the vehicles cannot process the tasks. Our objective is to design a computation offloading scheme for sensing devices. Through jointly coordinate with sensing devices, mobile vehicles and MEC servers, we propose a computation offloading scheme through vehicles in IoT-edge-cloud network.

Artificial intelligence [17] is an important tool to solve the computation offloading problem efficiently, the deep reinforcement learning plays an important role in artificial intelligence. Deep reinforcement learning has a strong cognitive ability to the real environment and has been widely used in vehicular network. In large-scale network, deep reinforcement learning can significantly improve the decision-making speed and realize the task offloading for a large number of vehicles. With the explosive growth of sensing data, deep reinforcement learning can quickly learn knowledge from the environment, especially in MEC-enabled systems, which can quickly select the appropriate MEC server for vehicles to offload tasks. Therefore, it is very important to develop a deep reinforcement learning-based computation offloading method in heterogeneous network architecture.

The actor-critic (AC) framework is widely used in reinforcement learning algorithms. The AC framework integrates the advantages of policy-based solution and value-based solution, AC algorithm is the most commonly considered algorithm when solving practical problems. In order to speed up the training process of the AC algorithm, asynchronous advantage actor-critic (A3C) algorithm is proposed. A3C puts AC into multiple threads for synchronous training, which can effectively use the resources of computer and improve the training efficiency. The server has multiple cores which can run multiple AC algorithms, the results are sent to the main network from multiple cores. The main network combines the results and decreases the relevance, which is better for the convergence of the algorithm. In order to minimize the offloading cost of tasks, this paper proposes a computation offloading scheme based on deep reinforcement learning in the IoT-edge-cloud network.

The main contributions of this paper are summarized as follows:
1 A computation offloading scheme through mobile vehicles (COTV) in IoT-edge-cloud network is proposed in this paper, which solves the computation task offloading problem for widely deployed sensing devices in the smart city. The COTV scheme can find a solution for the computation offloading problem. There are a lot of sensing devices deployed in the smart city, it will consume a lot of energy to process these tasks. In this paper, we define the computation offloading problem for sensing devices. As many vehicles are moving around the city, we attempt to apply the mobile vehicles to communicate with sensing devices. The sensing devices can send their tasks to vehicles in a low-cost and energy-efficient way.

2 The system architecture is studied in COTV scheme, which consists of sensing device layer, mobile vehicle layer, MEC server layer and cloud center layer. The tasks are computed at mobile vehicle, MEC servers or cloud center. The total system cost includes the processes of task collection, task transmission and task execution. The energy consumption and latency are jointly considered in our COTV scheme.

3 The deep reinforcement learning method is adopted to train the model; the reward is the total cost of the whole system in a long time period. Through extensive experiments, our COTV scheme achieves better performance than the other compared schemes.

The rest of this paper is organized as follows: In Sect. 2, we introduce the related work. The network model and problem statement are presented in Sect. 3. Then, the method is introduced in Sect. 4. The experiment results of COTV scheme are presented in Sect. 5. Finally, Sect. 6 gives the conclusions.

2 Background and related work

In order to provide low processing delay for devices, MEC is proposed to improve the performance of the system [18–20]. The MEC servers can process many tasks. Meanwhile, the MEC servers has smaller distance with devices, thus the processing delay can be largely decreased compared with cloud server. The IoT-edge-cloud network can make full use of IoT, MEC computing and cloud computing [21–26]. Wang et al. [27] proposed a task offloading and resource allocation algorithm in a heterogeneous network. The network divided different MEC servers into multiple layers, the objective was to minimize the overall system latency. Through assigning tasks and allocating resources in heterogeneous layers, the latency was minimized and the processing rate was improved. In [28], the authors aimed at task offloading and service orchestration based on software defined network technology, the tasks were offloaded to MEC server or cloud server according to the required resource and allowed latency. The service orchestration technology could decrease the transmission data amount, the propose scheme can decrease the latency and consumed energy. In [29], the authors proposed a task offloading and resource allocation algorithm based on software defined network technology in ultra-dense network, the battery capacity of the devices was considered as an impact factor of task offloading decision. However, none of these works consider the offloading costs of sensing devices, it is better to design a cost-effective way to solve the computation offloading problem for sensing devices.
Mobile vehicles have been used in different kinds of application scenarios [30, 31]. Liu et al. [32] took the vehicles as mobile edge servers, which could process the latency-sensitive tasks of some hot spots. The objective was to maximize the number of finished tasks. In 5G network, the subchannel assignment and computation offloading generate new challenging problems for vehicles, the authors in [33] proposed to offload tasks through cellular network or vehicle to vehicle according to the estimated transmission delay. Hoang et al. [34] studied the task offloading problem in a MEC-vehicular network, which considered that the vehicles were random moving. The offloading decision was made according to the estimated cost by predicting the vehicle trajectory. Peng et al. [35] proposed a resource management solution based on MEC in autonomous vehicular networks. Zhuang et al. [36] surveyed a large number of software-defined networking and network function virtualization solutions in internet of vehicles. Misra et al. [37] generated a task offloading problem and a computation results downloading problem separately, because the vehicles were continuously moving. A number of road site units were selected as the path to transmit the task to the fog server, the vehicle mobility was predicted to enable the path selection of downloading the task results.

A large number of sensing devices are deployed in smart city, and they generate a lot of tasks. In order to make intelligent decisions, the tasks need to be transmitted to the cloud server. However, the sensing devices usually cannot directly connect with cloud center. Thus, the sensing devices should find a way to transmit the task to cloud center. Recently, some researches proposed to make vehicles as data mules to transmit data. Luo et al. [38] proposed a data collection scheme in smart city using vehicles, the sensing devices were widely deployed to detect the status of basic infrastructures, the vehicles sent sensing data from sensing devices to data center, then the data center could make scientific decisions. The authors of [39] proposed to collect data through unmanned aerial vehicle in a trust way, the energy consumption of system was decreased by optimizing the unmanned aerial vehicle’s trajectory. Liu et al. [40] orchestrated sensing data as service in edge-cloud network, which could reduce the service response delay and data redundancy. The vehicles were used to transmit services to the base stations. He et al. [41] considered the collaboration of cloud computing and local computing and proposed vehicle cloud computing. Through coordinating the computing resources of vehicle cloud and remote cloud, the proposed scheme provided real-time service for users. The computation resources of road side units were also considered in the vehicle cloud. However, the computation offloading problem in IoT-edge-cloud network is quite complex, none of these researches focus on the IoT-edge-cloud network.

Recently, many researchers adopt machine learning techniques in the computation offloading problem. Lu et al. [42] considered the fine-grained task offloading problem in the heterogeneous MEC network. The mobile applications can be divided into multiple subtasks according to data dependencies, the subtasks can be offloaded to different servers for execution. The task offloading based on deep reinforcement learning can reduce the energy consumption and execution delay. Qi et al. [43] focused on the internet of vehicles and proposed a knowledge-driven offloading scheme based on A3C algorithm. In order to solve the cooperative computation offloading problem in blockchain-enabled MEC system, Feng et al. [44] formulated the joint optimization as a Markov decision process and solved the problem based on A3C algorithm. However, the machine
learning solutions adopted in these researches do not consider the computation offloading problem in IoT-edge-cloud network. The computation offloading techniques can be further explored considering the blockchain [45, 46] or privacy preserving technique [47, 48].

Many researchers proposed many task offloading researches. However, most researches focused on the task offloading problem of edge devices in MEC or cloud computing, the task offloading problem of sensing devices is not discussed. Different from these works, we propose a task offloading scheme through mobile vehicles. Our research focuses on the IoT-edge-cloud network, there are many sensing devices in heterogeneous network. The computation tasks are intensive, and the tasks require low latency. There are three different platforms that can be selected to offload, which are mobile vehicles, MEC servers and cloud center, respectively. Thus, this problem is quite different from other existing researches.

3 The system model and problem statement

3.1 The energy consumption model

The network model contains IoT devices, MEC servers and cloud center. As Fig. 1 shows, our COTV model contains three layers.

1 IoT Device Layer (IDL). The IDL layer contains sensing devices and mobile vehicles. The sensing devices upload computation tasks. The sensing devices are usually deployed all over the city, such as the intelligent trash can, streetlamp. These sensing devices sense and collect data in the city, and upload data to cloud center, the cloud center makes scientific decision based on these data. However, as the sensing devices are widely deployed in the city, and it will result a large cost to deploy a communica-
tion network for these sensing devices. The mobile vehicles are moving along the roads. The vehicles can process the computation tasks locally, or they can upload the computation tasks to the MEC servers. The mobile vehicles act as the task mules to receive the computation tasks of sensing devices. The vehicles move in the city as its predefined route, which can cover most areas of the city, and they can receive the computation tasks effectively. We assume that the vehicles are integrated with short range communication module and wireless communication module. When the vehicles communicate with sensing devices, they use short range communication which consumes smaller energy. When the vehicles communicate with MEC servers or cloud center, they use wireless communication.

2 Mobile Edge Computing Server Layer (MSL). The MSL layer contains MEC servers. The MEC server can process the computation tasks. The MEC servers close to the vehicles, which can process the latency-sensitive tasks, and they contain wireless and wired communications. When the MEC servers communicate with vehicles, they use wireless communication, when they communicate with cloud center, they use wired communication.

3 Cloud Center Layer (CCL). The CCL layer contains one cloud center. The cloud server has large computation power and can process large number of computation tasks. The cloud center is far away from the vehicle, thus it needs longer time to process the task.

3.2 The computation offloading model
In this paper, we propose a computation offloading scheme through vehicles (COTV) in IoT-edge-cloud network. In IoT-edge-cloud network, there are many IoT device and mobile vehicles in IoT, which generate a large number of computation tasks. However, the devices in IoT have small computation power. The cloud can provide large computation resources, which can help process the computation tasks. However, the data transmission of long distances will result in some delay. In addition, the edge can provide low-delay computation resources for IoT devices.

In our computation model, mobile vehicle can receive, process and transmit computation tasks. Assume that there are some computation tasks. For each task, the vehicles should make a computation offloading decision, the task can be processed in the vehicle, MEC server, or cloud center. The computation offloading operation is made based on the deep reinforcement learning algorithm.

3.3 Problem statement
The overall objective is to design a computation offloading scheme through vehicles. Each task is executed in the vehicle, MEC server or cloud center. Different from the other optimization problems, we consider the overall energy consumption and delay of the task in our optimization problem. We design a utility function to improve the quality of service, which is the weight sum of the energy consumption and delay. Assume that the total energy consumption is $E$, which includes the communication energy consumption and task execution consumption. The total latency is $D$, which includes the
communication latency and task execution latency. Our optimization objective is to minimize the total energy consumption and latency. Thus, the total optimization function is defined as

$$\min(F) = \min(\lambda E + (1 - \lambda)D).$$  \hspace{1cm} (1)

4 Methods

4.1 The design of COTV scheme

In this paper, we propose a computation offloading scheme through vehicles (COTV) in IoT-edge-cloud network. We consider a network consisted of sensing devices, mobile vehicles, MEC servers and cloud center. The sensing devices can transfer the computation tasks to mobile vehicles. We propose to use vehicles to make computation offloading decisions, the mobile vehicles receive the tasks from sensing devices through opportunistic communication. In this paper, we propose the computation offloading scheme through mobile vehicles in IoT-edge-cloud network. The tasks can be processed in the vehicle, MEC server or cloud center.

1. The sensing devices transmit the tasks to the vehicles through opportunistic communication. The vehicles should make task decisions when they receive tasks. We assume that the task is an independent object, which can only be fully processed by vehicle, MEC server or cloud center. The task cannot be divided into several parts.

2. The task is processed in the vehicle. The vehicle first receives the task from the sensing device, if the vehicle decides to process the task locally, the task is added into the cache queue. When the task is processed locally, the final results of the tasks are sent to the cloud center.

3. The task is offloaded to the MEC server. If the vehicle decides to offload the task to the MEC server. Then, the vehicle needs to select one MEC server to offload the task, and sends the required resource to the MEC server. After selecting the object MEC server, the vehicle offloads the task to it. Finally, the task results are sent to the cloud center.

4. The task is offloaded to the cloud center. If the vehicle decides to offload the task to cloud center, the vehicle transmits the required resource to cloud center, the task is added into the cache queue of cloud center. Then, the task is processed in the cloud center. Finally, the cloud center obtains all the processing results of the tasks.

4.2 Tasks transferring through vehicles

In the smart city, the sensing devices are widely deployed in the basic infrastructures. The sensing devices are responsible for generating different kinds of tasks. These tasks need to be offloaded and processed in an appropriate platform. We assume that each sensing device generates a task, the processing results of these tasks are aggregated in the cloud center. The cloud center is responsible for making scientific decisions based on task results.

Assume that all the sensing devices are partitioned into different areas, each area contains some sensing devices, the sensing devices in the same area can communicate
with each other. The sensing devices in one area can be divided into two categories: direct sensing devices and indirect sensing devices. For the direct sensing devices, they are within the communication range of the vehicles, and they act as the relay to help other sensing devices to transmit tasks. When the vehicles passing by the direct sensing devices, they can transmit the tasks to the vehicles through short range communication. For the indirect sensing devices, they need to transmit their tasks to the direct sensing devices through multi-hop communication. Each indirect sensing device needs to know the next-hop sensing device. The task transmission will cause the route cost. However, the computation cost is much larger, thus we do not consider route cost in our COTV scheme.

Many sensing devices cannot connect to Internet; some sensing devices do not have wifi adaptor due to economic considerations. In addition, it consumes a lot of energy when transmitting tasks through wireless communication, which leads to the death of the sensing devices. The sensing devices are equipped with short range communication module, which consume smaller energy through opportunistic communication. There are many vehicles moving in the city, which are equipped with short range communication modules.

The sensing devices do not process the tasks; we make full use vehicles to receive and process tasks. The vehicles are moving along the roads, when the vehicle is within the communication of the vehicle, the sensing device transmit its task to the vehicle through short range communication. Let $T$ be the duration time, which can be divided into multiple time slots. At time slot $t$, we assume that each sensing device has one computation task $S_t = \{l_t, x_t\}$. $l_t$ is the needed input data to process the task, such as the program code and input parameters. $x_t$ is the computation resources needed to finish the computation task. $l_t$ and $x_t$ can not only obtain the basic attributes of task, such as the computation and communication requirements, but also simplify the evaluation of execution delay and energy consumption.

We adopt mobile vehicles to receive the computation tasks from sensing devices. The vehicles can communicate with MEC servers and cloud center, the MEC servers can communicate with the cloud center. When the vehicle receives the task, the vehicle should make the offloading decision. The task is processed in the vehicle, MEC server or cloud center, and transmit the task to the cloud center. Finally, the cloud center gathers all the task processing results and makes scientific decision. In this paper, we focus on the total cost of the task from the sensing device to the cloud center.

### 4.3 Energy consumption and delay modeling

The execution delay and energy consumption are very important. In the offloading process, we mainly consider two main steps: (1) transfer the input data, (2) compute tasks. The main objective of our approach is: minimize the energy consumption and execution latency. Hereafter, we will evaluate with close formulas the above parameters.

1. **Sensing device computation model**

The sensing devices contain the trash can, streetlamp, and so on. In our network, the sensing devices are responsible for generating tasks. The sensing devices locate at the first level
of the network. Each sensing device generate one task, the sensing device is not responsible for process task.

The sensing device transfers its computation task to the vehicle through opportunistic communication. The task is denoted as $S_t = \{l_t, x_t\}$. The delay of computation task $S_t$ in the sensing device level is denoted as $D_{s,v}^{t}$, the data uplink transmission rate from the sensing device to the vehicle is denoted as $\alpha_{s,v}^{t}$. Thus, the delay $D_{s,v}^{t}$ is the time of uploading computation tasks from sensing device to vehicle, which is computed as

$$D_{s,v}^{t} = l_t / \alpha_{s,v}^{t}. \hspace{1cm} (2)$$

The consumed energy $E_{s,v}^{t}$ is the transmission cost of uploading computation tasks from sensing device to vehicle, $E_{s,v}^{t}$ is given by

$$E_{s,v}^{t} = C_{s,v} D_{s,v}^{t}, \hspace{1cm} (3)$$

where $C_{s,v}$ is the transmission power consumption from sensing device to vehicle per unit time.

2. Vehicle computation model

The vehicles play very important roles in the network. First, the vehicle layer is between the sensing layer and MEC server layer, the vehicles can receive the tasks from sensing devices in a low-cost and effective way. Then, the vehicles can make full use of its own computation power and compute some part of tasks for sensing devices. Finally, the vehicles transmit the processing results to the cloud center.

If a vehicle receives task $S_t = \{l_t, x_t\}$, the vehicle decides to compute the task locally. The delay of the computation task is denoted as $D_{v}^{t}$, the delay contains two parts: (1) the delay of processing tasks in the vehicle, (2) the delay of uploading results from vehicle to cloud center.

We denote $f_v$ as the computation power of the vehicle, the computation power is the CPU cycles in one second. Thus, the delay of processing tasks in the vehicle $D_{v,p}^{t}$ is denoted as

$$D_{v,p}^{t} = x_t / f_v. \hspace{1cm} (4)$$

Assume the amount of processed results is $x_{t,p}$, the data uplink transmission rate from vehicle to cloud center is denoted as $\alpha_{v,c}^{t}$. The delay of uploading results from vehicle to cloud center $D_{v,u}^{t}$ is denoted as

$$D_{v,u}^{t} = x_{t,p} / \alpha_{v,c}^{t}. \hspace{1cm} (5)$$

Thus, the total delay in the vehicle is given by

$$D_{v}^{t} = D_{v,p}^{t} + D_{v,u}^{t}. \hspace{1cm} (6)$$

The consumed energy $E_{v}^{t}$ includes the computation cost in the vehicle and transmission cost of uploading computation results from vehicle to cloud center, $E_{v}^{t}$ is denoted as

$$E_{v}^{t} = C_{a,v}^{t} D_{v,p}^{t} + C_{u,v}^{t} D_{v,u}^{t}, \hspace{1cm} (7)$$
where $C_a^v$ is the computation power consumption of vehicle per unit time, $C_c^u$ is the transmission power consumption from vehicle to cloud center per unit time.

3. MEC computation model

The MEC server layer is between the vehicle layer and cloud center level, the MEC servers bring the computation resources to the edge network. The computation power of MEC server is larger than the vehicle, but smaller than the cloud center. The MEC server can share the responsibility of vehicles, because the vehicles have smaller computation power. The MEC servers can communicate with vehicles and cloud center through wireless communication. After receiving the computation task from the vehicles, the MEC server sends the task to the cloud center. As the MEC servers are closer to the vehicles and sensing devices, thus it takes smaller time to transmit the task from vehicle to MEC server than cloud center.

If the vehicle chooses to offload the task to a MEC server, the delay of the computation task is denoted as $D_m^t$, the delay contains two parts: i) the delay of processing tasks in the MEC server, ii) the delay of uploading results from MEC server to cloud center.

We denote $f_m$ as the computation power of the MEC server, the computation power is the CPU cycles in one second. Thus, the delay of processing tasks in the MEC server $D_{m,p}^t$ is denoted as

$$D_{m,p}^t = \frac{x_t}{f_m}. \quad (8)$$

Assume the amount of processed results is $x_{t,p}$, the data uplink transmission rate from MEC server to cloud center is denoted as $\alpha_{m,c}^t$. The delay of uploading results from MEC server to cloud center $D_{m,u}^t$ is denoted as

$$D_{m,u}^t = \frac{x_{t,p}}{\alpha_{m,c}^t}. \quad (9)$$

Thus, the total delay in the MEC server is denoted as

$$D_m^t = D_{m,p}^t + D_{m,u}^t. \quad (10)$$

The consumed energy $E_m^t$ includes the computation cost in the MEC server and transmission cost of uploading computation results from MEC server to cloud center, $E_m^t$ is given by

$$E_m^t = C_{m}^D D_{m,p}^t + C_{m}^\epsilon D_{m,u}^t, \quad (11)$$

where $C_{m}^D$ is the computation power consumption of MEC server per unit time, $C_{m}^\epsilon$ is the transmission power consumption from MEC server to cloud center per unit time.

4. Cloud computation model

The cloud center can receive and process the tasks from the vehicles through wireless communication, and the computation power of cloud center is the largest in all the layers.
If the vehicle chooses to offload the task to a cloud center, the delay of the computation task is denoted as $D^c_t$, the delay only includes the time of processing tasks in the cloud center.

We denote $f_c$ as the computation power of the cloud server, the computation power is the CPU cycles in one second. Thus, the total delay in the cloud center $D^c_t$ is denoted as

$$D^c_t = \frac{x_t}{f_c}. \quad (12)$$

The consumed energy $E^c_t$ includes the computation cost in the cloud center, which is denoted as

$$E^c_t = C^{\gamma} v D^c_t, \quad (13)$$

where $C^{\gamma}$ is the computation power consumption of cloud center per unit time.

The cloud center also receives the task processing results from vehicles and MEC servers. Based on all the processing results, the cloud center can make scientific decisions.

5. Total cost optimization model

The overall objective is to design a computation offloading scheme for IoT sensing devices through vehicles. Each task is executed in the vehicle, MEC server and cloud center. Our optimization objective is to minimize the total energy consumption and latency.

The offloading policy of task is $a_t = \{a^v_t, a^m_t, a^c_t\}$, in which $a_t = \{a^v_t = 1, a^m_t = 0, a^c_t = 0\}$ denotes that the task is processed in the vehicle, $a_t = \{a^v_t = 0, a^m_t = 1, a^c_t = 0\}$ denotes that the task is offloaded to MEC server, $a_t = \{a^v_t = 0, a^m_t = 0, a^c_t = 1\}$ denotes that the task is offloaded to cloud center.

The total latency is $D_t$, which includes the transmission latency and task execution latency. $D_t$ is computed as

$$D_t = D_{s,v}^t + a^v_tD^v_t + a^m_tD^m_t + a^c_tD^c_t. \quad (14)$$

Assume that the total energy consumption is $E_t$, which includes the transmission energy consumption and task execution consumption. $E_t$ is computed as

$$E_t = E_{s,v}^t + a^v_tE^v_t + a^m_tE^m_t + a^c_tE^c_t. \quad (15)$$

The total optimization function is defined as

$$F_t = \lambda D_t + (1 - \lambda)E_t, \quad (16)$$

where $\lambda$ is a parameter to dynamic change the weight between delay and energy consumption in the optimization function. Thus, the goal and constraints are defined as:

$$\min \sum_{t \in T} F_t$$

s.t. $C_1 : a^v_t, a^m_t, a^c_t \in (0, 1)$

$C_2 : a^v_t + a^m_t + a^c_t = 1$, (17)
where $C_1$ and $C_2$ means that each task can be processed at vehicle, MEC server or cloud center.

4.4 Computation offloading algorithm

Assume that the sensing devices generate multiple tasks, the sensing devices transfer tasks to vehicles. The vehicles determine the offloading decisions of these tasks. The tasks can be processed in vehicle, offloaded to MEC server or cloud center. The system information is transferred to the agent to obtain the feedback of the offloading strategy. In the task offloading process using deep reinforcement learning, the reward is obtained after taking an action. We will introduce the state, action and reward as follows.

State $s_t$: The state $s_t$ is defined to describe environment state for the task of vehicle in time slot $t$, which includes the vehicle information, MEC server information and cloud server information. When the agent generates a computation task in time slot $t$, it records the task status as well as the available computational resource information. The MEC server information is the computation capacity. Hence, we use $s_t = \{l_t, x_t, f_m, f_c\}$ to represent the vehicular edge computing state. The status contains the following:

1. Vehicle information $\{l_t, x_t\}$: $l_t$ is the input data of task, $x_t$ is the needed computing resource for executing the task.
2. MEC server information $f_m$: $f_m$ is the computation capacity of MEC server.
3. Cloud server information $f_c$: $f_c$ is the computation capacity of cloud server.

Action $a_t$: The agent takes an action $a_t$ at time slot $t$ according to the current state $s_t$, the computation policy $\pi$ implies that the vehicle computes the task locally, or offloaded to the MEC server, or offloaded to the cloud center.

Reward $r_t$: For each step, the agent will get a reward $r_t$ in a certain state $s_t$ after executing each possible action. In general, the reward function should be related to the objective function. Consequently, the objective of our optimization problem is to get the minimal sum cost and the goal of deep reinforcement learning is get the maximum reward, so the value of reward should be negatively correlated to the size of the sum cost, we define the immediate reward as normalized $r_t$, where $A_1$ and $A_2$ are constants. $r_t$ is computed as

$$ r_t = \frac{A_1}{A_2 + F_t}. $$

The task offloading environment has many system states, which needs to be determined by the current situation of the system. However, it is difficult to use traditional method to solve this complex task. Asynchronous advantage actor-critic (A3C) is a novel deep reinforcement technique, which can receive high dimensional data and output optimal operation for each input data. A3C has a good performance in solving high-dimensional state and action decision. Compared with the other deep reinforcement learning algorithms, such as actor-critic and Q-learning, A3C takes the advantages of these two algorithms. As A3C uses asynchronous participants to learn, which can accelerate the learning speed and make the training strategy more diverse.
Algorithm 1: A3C Algorithm in Task Offloading

1: Set global parameters $\theta, \theta_v$
2: Set parameters $\theta', \theta'_v$
3: Set shared counter $T = 0$
4: Set counter $t = 1$
5: repeat
6: Reset global gradients $d\theta = 0$, $d\theta_v = 0$
7: Synchronize parameters $\theta'$ = $\theta$, $\theta'_v = \theta_v$
8: $t_{start} = t$
9: Observe from Env and obtain state $s_t$
10: repeat
11: Perform $a_t$ according to $\pi(a_t|s_t; \theta')$
12: Receive reward $r_t$ and obtain next state $s_{t+1}$
13: $t = t + 1$
14: $T = T + 1$
15: until $s_t$ is terminal or $T - t_{start} = t_{max}$
16: if $s_t$ is the terminal state then
17: $R = 0$
18: else
19: $R = V(s_t|\theta'_v)$
20: end if
21: for $i \in \{t - 1, \ldots, t_{max}\}$ do
22: $R = r_{t+1} + \gamma R$
23: Compute gradient $\theta'$: $d\theta = d\theta + \nabla_{\theta'} \log \pi(a_t|s_t; \theta')(R - V(s_t|\theta'_v))$
24: Compute gradient $\theta'_v$: $d\theta_v = d\theta_v + \frac{(R - V(s_t|\theta'_v)) \nabla_{\theta'_v}}{2}$
25: end for
26: Asynchronous update $\theta$ using $d\theta$
27: Asynchronous update $\theta_v$ using $d\theta_v$
28: until $T > T_{max}$

The data center can collect status from each vehicle and MEC server. Meanwhile, the data center combines the information into the system state. In addition, the data center sends the state to the agent and receives the feedback of the optimal policy, then the data center selects appropriate server to offload task. In A3C algorithm, the task offloading experiences are stored in the replay. Algorithm 1 shows the asynchronous advantage actor-critic algorithm in task offloading. In order to obtain the optimal policy in task offloading, we should determine the reward, state and action in A3C algorithm.

5 Results and discussion

In the simulation settings, we consider a scenario as follows. The real vehicle dataset of Rome city is used in the experiment for verification. The network contains 100 sensing devices, 6–20 vehicles, 50 MEC servers and 1 cloud center. The sensing devices are randomly deployed, the vehicles are moving around along the roads, the MEC servers are randomly deployed within 100–1000 meters from the cloud center. The maximum bandwidth of MEC server is 2.5 MHz, the capability of MEC server is 6.5 GHz. About the training parameters, the actor’s learning rate is 0.001, the critic’s learning rate is 0.01. The CPU is Intel Core i5-8400 with 32G memory. The deep reinforcement learning environment is implemented on Python. The experimental parameters are shown in Table 1.

We compare our solution with two other solutions. The two comparison schemes are described as follows.

1 Actor critic: the scheme that uses actor critic algorithm as the deep reinforcement learning algorithm to train the model and offload computation tasks.
2 Nearest neighbor: the scheme that uses nearest neighbor algorithm to offload computation tasks.
5.1 Analysis of the reward

Figure 2 illustrates the impact of learning rounds on the reward performance of COTV scheme and actor critic scheme. From the figure, we can see that COTV outperforms the actor critic scheme in the reward performance. COTV has a higher reward than actor critic scheme after 30 learning rounds. We can observe that the reward increases as the learning rounds increase, and the reward performance converges gradually. In the learning rate performance, we do not compare the performance of nearest neighbor scheme. The reason is that the nearest neighbor scheme selects the MEC server or cloud server to offload computation tasks based on the distance, the vehicles select the nearest server to offload tasks and do not have the training process. The COTV scheme’s training performance is better than actor critic algorithm, because the A3C algorithm used in COTV scheme can utilize asynchronous mechanism to accelerate the training process.

Figure 3 compares the reward performance of three algorithms in different number of vehicles. The vehicles change from 5 to 20, the day is fixed as the 30th day. As we can see from the figure, the reward increases with the increase of the number of vehicles in general. Because the reward is the total reward of the whole system, thus

| Parameter                              | Value  |
|----------------------------------------|--------|
| Number of sensing devices              | 100    |
| Number of vehicles                     | 6–20   |
| Number of MEC servers                  | 50     |
| Number of cloud servers                | 1      |
| The maximum bandwidth of MEC server    | 2.5 MHz|
| The capability of MEC server           | 6.5 GHz|

Table 1 Experimental parameters

Fig. 2 Reward versus learning round
the number of vehicles is an important factor to determine the total reward. Thus, we choose to fix the number of vehicles as 20 in the follow-up experiments.

Figure 4 shows the impact of days on the performance of reward. The three algorithms are compared when the number of vehicles is 20. The real Rome dataset contains vehicles' trajectory of 30 days, we select 7 representative days to illustrate the impact of days on the reward performance. As we can see from the figure, the reward performance of COTV scheme keeps very stable in different days. The nearest
neighbor scheme has a greater change compared with our COTV scheme. The experiment results show that our COTV scheme has a stable performance.

5.2 Analysis of the number of packets
Figure 5 compares the packets of three algorithms in different number of vehicles. Compared with actor critic scheme and nearest neighbor scheme, COTV scheme sends more packets. The number of packets increase with the increase of the number of vehicles, because the whole system can send and process more packets with more vehicles.
Figure 6 shows the performance comparison of packets in different days. The figure shows that COTV’s packets are similar in different days, which indicates that the training process can make the packet performance better than the untrained nearest neighbor scheme.

5.3 Analysis of the delay

Figure 7 shows the performance comparison of delay on different days. Delay is a very important factor for the computation offloading of the tasks. If the delay time is larger than the maximum tolerable time, the task may not be able to offload to the other platforms. The vehicles are continuously moving on the road, it is very important to select an efficient scheme to offload the computation tasks. Our scheme performs better than the nearest neighbor scheme and actor critic scheme. The experiment results show that our COTV algorithm can choose the appropriate server to offload tasks. From the figure, we can see that our COTV scheme performs best at the 5th day in 30 days.

Figure 8 compares the delay time of three algorithms in different number of vehicles. The delay time of our COTV scheme is the smallest in three compared schemes. As the number of vehicles increase, the delay time increases. Thus, the number of vehicles should be selected appropriately if the task is delay-sensitive. In general, the delay time is totally acceptable.

The experimental results show that our scheme is better than the existing scheme. We can see that our performances on reward, packets and delay are better compared with the comparison schemes. The reason of our scheme is better than the compared schemes is illustrated as follows. We model the computation offloading process as a reinforcement learning process, and we use A3C algorithm to perform computation offloading. The A3C algorithm uses multiple threads for asynchronous parallel processing, which can speed up the convergence, improve learning efficiency, and enhance performances.
Since the IoT-edge-cloud network is heterogeneous and there are many devices in IoT, the computation offloading problem of IoT devices is very difficult. When selecting a platform for computation offloading, the computation offloading decisions are very important. In this article, we propose to use vehicles to support computation offloading of IoT devices, and make computation offloading decisions based on A3C algorithm. The proposed computation offloading framework can be widely applied to the computation offloading of IoT devices in smart city. In the future, we are interested in exploring more complex offloading models, such as partial offloading. In addition, we can combine technologies such as blockchain and privacy protection to further enhance the security of computation offloading.

6 Conclusion
In smart city, there are many sensing devices deployed in the basic infrastructures. The sensing devices need to transmit the task results to the cloud center for decision making. However, some sensing devices cannot connect to the Internet, and it consumes a lot of money to deploy wireless network for these devices. In this paper, we propose a computation offloading scheme through vehicles in IoT-edge-cloud network. Through introducing mobile vehicles and offloading the tasks of the sensing devices, the energy consumption of sensing devices can be decreased. The tasks can be processed in the vehicles, MEC servers or cloud center. In our proposed algorithm, the task offloading cost considers the computation cost and the task delay. Through comparing the offloading costs of the vehicles, MEC servers and cloud center, we select the platform using deep reinforcement learning algorithm. In our experiment, we compare our proposed scheme with the other schemes, our algorithm can achieve maximum reward.
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