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Abstract

This paper introduces a method for studying the correlation structure of a range of responses modelled by a multivariate generalised linear mixed model (MGLMM). The methodology requires the existence of clusters of observations and that each of the several responses studied is modelled using a generalised linear mixed models (GLMM) containing random components representing the clusters. We construct a MGLMM by assuming that the distribution of each of the random components representing the clusters is the marginal distribution of a (sufficiently regular) multi-dimensional elliptically contoured distribution. We use an undirected graphical model to represent the correlation structure of the random components representing the clusters of observations for each response. This representation allows us to draw conclusions regarding unknown underlying determining factors related to the clusters of observations. Using a combination of an undirected graph and a directed acyclic graph (DAG), we jointly represent the correlation structure of the responses and the related random components. Applying the theory of graphical models allows us to describe and draw conclusions on the correlation and, in some cases, the dependence between responses of different statistical nature (e.g., following different distributions, different linear predictors and link functions). We present some simulation studies illustrating the proposed methodology.
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1 Introduction

This paper introduces a method for studying the dependence structure of a range of responses modelled by a multivariate generalised linear mixed model (MGLMM) (see Pelck & Labouriau 2021a for details). The methodology we suggest requires the existence of clusters of observations (or experimental units) and that each of the responses studied is modelled using a GLMM containing random components representing the clusters. We will construct an MGLMM by assuming that the distribution of each of the random components representing the clusters is the marginal distribution of a sufficiently regular multivariate elliptically contoured distribution (see Anderson 2003). This choice of the distribution of the random components includes, as a particular case, the multivariate normal distribution used in standard generalised linear mixed models (GLMMs), as the models considered in Breslow & Clayton (1993), McCulloch & Searle (2001), McCulloch (1997).

We will use an undirected graphical model (see Lauritzen 1996, Whittaker 1990, Abreu et al. 2010) to represent the correlation structure of the random components representing the clusters of observations for each response. This representation will allow us to conclude on unknown underlying determining factors related to the clusters of observations. Furthermore, using a combination of an undirected graph and a directed acyclic graph (DAG), we jointly represent the correlation structure of the responses and the related random components. This representation arises naturally from the construction of the MGLMM we use and yields a known type of undirected graphical model, namely graphical models with block chain independence graph (BCG) as defined in Whittaker (1990). Remarkably, this construction will allow us to describe and draw conclusions on the correlation between the responses of different statistical nature, e.g., responses modelled with GLMMs defined using various combinations of distributions, linear predictors and link functions (not necessarily the same for each response).

We will base the inference for the proposed graphical models on variants of tests for correlation under multivariate normality or multivariate elliptically contoured distributions studied in detail in Anderson (2003), from which we draw heavily. In the particular case where the random components are multivariate normally distributed, non-correlation will imply independence, which makes the conclusions of the analysis stronger. When the random components are not normally distributed but follow an elliptically contoured distribution, we will obtain slightly weaker conclusions since, in that case, lack of correlation implies only mean independence. \footnote{Recall that a random vector $X$ is mean independent of the random vector $Y$ when $E(X|Y = y) = E(X)$ for all $y$ in the support of the distribution of $Y$. It is well known that independence implies mean independence which implies non-correlation, but the reversed implications are in general not valid, see Wooldridge (2010).}

The paper is organised as follows. In Section 2.1 we formulate a ver-
sion of a multivariate generalised linear mixed model. For simplicity, we only specify one common clustering structure but the theory can easily be extended to include multiple clusterings. In Section 3.1 we introduce essential concepts of graphical models that we will use to study the covariance structure of the random components and the response variables. These concepts are connected to the introduced multivariate model in Section 3.2. In Section 3.3 we describe statistical tests adapted from Anderson (2003) and draw the connection to the theory of graphical models. In Section 3.4 we perform a simulation study to study the distribution of the p-values in the simulated examples under the null hypothesis obtained using the statistical tests. Moreover, we study the power of the tests in the simulated examples on a grid consisting of values of the off-diagonal entry in the covariance matrix. Some concluding remarks are given in Section 4. Appendix A.1 discusses how an estimate of the covariance matrix can be obtained based on consistent predictions of the random components. Appendix A.2 presents details on how the density of the introduced test statistic can be evaluated in the case of Gaussian random components.

2 Multivariate Generalised Linear Mixed Models

In this section, we formulate a version of the multivariate generalised linear mixed model described in Pelck & Labouriau (2021a). These models are based on marginal GLMMs that extend the standard GLMMs in two directions: we assume the random components to be distributed according to an elliptical contoured distribution, instead of following a multivariate Gaussian distribution, and we assume the conditional distributions of each response, given the random components, to belong to a dispersion model, instead of an exponential dispersion model. The MGLMMs we will define require, however, the existence of clusters of observations and the presence of random components representing those clusters in each of the marginal GLMMs representing the responses. The result of this process is a rather flexible class of models that can be used in many practical applications; see for example Pelck & Labouriau (2020, 2021c), Pelck et al. (2021a,b).

2.1 Model Definition

We define a $d$-dimensional multivariate generalised linear mixed model (i.e., a MGLMM representing $d$ responses) with $n$ observations of the $j$th marginal model, taking values in $Y_j \subseteq \mathbb{R}$, for $j = 1, \ldots, d$. Here $Y_j$ is typically $\mathbb{R}$, $\mathbb{R}_+$, a compact real interval or $\mathbb{Z}_+$. Denote by $Y_i^{[j]}$ the random variable representing the $i$th observation of the $j$th response, for $j = 1, \ldots, d$ and $i = 1, \ldots, n$. We assume that there exists a natural clustering of the observations causing dependence between observations arising from the same
cluster (e.g., grouping of observations within the same individual). We denote the cluster of the $i^{th}$ observation, $Y_i[j]$, by $c(i)$ taking one of the values $1, \ldots, q$. Moreover, we assume that the clustering of the responses is independent of $d$, that is, the clusters are represented in each marginal model. To ease the notation throughout the paper, we only consider one clustering mechanism but the methodology can be applied to a model with multiple clustering structures (e.g., Pelck et al. (2021a)). In each marginal model, we consider random components each taking the same value for all responses within the corresponding cluster. These random components are denoted by $B_{c(i)}^j$ for $i = 1, \ldots, n_j$ and $j = 1, \ldots, d$.

Define the $d$-dimensional random vectors of random components, taking values in $\mathbb{R}^q$, by $B^j = (B_1^j, \ldots, B_q^j)^T$, the vector of responses $Y^j = (Y_1^j, \ldots, Y_n^j)$ and the vector of realisations $y^j$ (denoted observations) of for $j = 1, \ldots, d$. Moreover, consider the $q$-dimensional random vector $B_l = (B_l^1, \ldots, B_l^d)^T$ which we assume to be elliptically contoured distributed satisfying the following regularity conditions, for $l = 1, \ldots, q$,

1. The moments up to fourth order of each marginal distribution exist.
2. Each of the marginal distributions is absolute continuous with respect to the Lebesgue measure.
3. All the conditional distributions exist and are elliptically contoured distributions also.
4. The location parameter vector is equal to zero.

Furthermore, we assume that $B_l$ is independent of $B_{l'}$ for $l, l' = 1, \ldots, q$ such that $l \neq l'$, i.e., we assume that the random vectors representing different clusters are independent. We define the density with respect to the Lebesgue measure of the elliptically contoured distribution by

$$\varphi(b; \Lambda) = |\Lambda|^{-1/2} h(b^T \Lambda^{-1} b),$$

(2.1)

where $\Lambda$ is a positive definite scatter matrix. The function $h(\cdot)$ is non-negative and satisfies that

$$\int_{\mathbb{R}^q} h(b^T b) \, db = 1.$$  

(2.2)

When the density exists, the covariance matrix, $\Sigma$, is proportional to $\Lambda$, i.e., the correlation matrix can be equivalently calculated from both $\Sigma$ and $\Lambda$. An example of a commonly used distribution satisfying these regularity conditions is a multivariate Gaussian distribution with expectation zero and covariance matrix given by $\Sigma$. Another example, that we will study later
is the multivariate t-distribution. This distribution allows us to consider different degrees of tail heaviness. Note that because the moments of fourth order must exist in the multivariate t-distribution, the degrees of freedom should be larger than four.

According to the model, we assume that $Y_{ij}$ is conditional distributed according to a dispersion model with dispersion parameter $\lambda_j \in \mathbb{R}_+$ given $B_{c(i)}$, and with conditional expectation

$$g_j(\mu_i | b) \triangleq g_j(\mathbb{E}[Y_{ij}|B_{c(i)} = b]) = \beta_j^T x_i^j + b, \quad \forall b \in \mathbb{R},$$

for all $i = 1, \ldots, n_j$ and $j = 1, \ldots, d$. The vector $x_i^j$ is a $p_j$ dimensional vector of explanatory variables corresponding to the vector of coefficients, $\beta_j$. The explanatory variables might differ for the different responses. The function $g_j(\cdot)$ is a given link function, which is assumed to be strictly monotone, invertible and continuously differentiable. Below, we will suppress the dependence in $\mu_i | b$ to lighten the notation and denote the parameter space of the conditional means by $U_j$. We define the conditional density corresponding to the conditional distribution of $Y_{ij}$ given $B_{c(i)} = b$ with respect to a domination measure $\nu_j$ (defined on the measurable space $(Y_j, \mathcal{A})$) by

$$f(y_{ij} | B_{c(i)} = b; \beta_j, \lambda_j) \overset{\text{def}}{=} p(y_{ij} | \mu_i^j, \lambda_j) = a_j(y_{ij} | \mu_j) \exp[-\frac{1}{2\lambda_j} d_j(y_{ij} | \mu_j)].$$

(2.3)

The function $d_j : Y_j \times U_j \rightarrow \mathbb{R}_+$ is the unit deviance and, by definition, satisfies that $d_j(\mu, \mu) = 0$ and $d_j(y, \mu) > 0$ for all $(y, \mu) \in Y_j \times U_j$ such that $y \neq \mu$. The function $a_j : Y_j \times \mathbb{R}_+ \rightarrow \mathbb{R}_+$ is a given normalising function. We assume that the unit deviance is regular, that is, $d$ is twice continuously differentiable in $Y_j \times U_j$ and $\partial^2 d_j(\mu; \mu)/\partial \mu^2 > 0$ for all $\mu \in U_j$. The function $V_j : U_j \rightarrow \mathbb{R}_+$ given by $V_j(\mu) = 2/\{\partial^2 d_j(\mu, \mu)/\partial \mu^2\}$ for all $\mu$ in $U_j$ is termed the variance function (Cordeiro et al. 2021). The following families of distributions are examples of dispersion models: Normal, Gamma, inverse Gaussian, von Mises, Poisson, and Binomial families. This setup defines a version of the multivariate GLMM described in Pelck & Labouriau (2021a) with the additional assumption that the multivariate distribution of the random components follow an elliptical contoured distribution.

### 3 Representation of the Latent Covariance Structure via Graphical Models

In this section, we describe and illustrate how we can use the theory of graphical models to examine the latent covariance structure of the random
components in the multivariate model described above, and how this covariance structure affects the correlation between the responses. First, we give a short account for the theory of graphical models. For a more comprehensively description see Lauritzen (1996) and Whittaker (1990).

3.1 Basic Theory of Graphical Models

Let \( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \) denote a graph defined with a set of vertices, \( \mathcal{V} \), composed of random variables and a set of edges, \( \mathcal{E} \in \mathcal{V} \times \mathcal{V} \). The set of edges, \( \mathcal{E} \), consists of pairs of elements taken from \( \mathcal{V} \). We distinguish between undirected independence graphs (UGs) and directed acyclic independence graphs (DAGs) but the two types of graphs can be combined as we will see below. The two types of graphs differ because of the underlying assumption of symmetry in the roles played by the variables in an UG, whereas in a DAG one variable can carry information on another without the converse being necessarily true. In the DAG we use an arrow from one variable pointing to another variable to indicate that the first variable carries information on the second. In an UG, two vertices are connected by an edge if, and only if, they are not conditionally independent given the remaining variables in \( \mathcal{V} \). This is the same definition used for DAGs with the conditioning set modified from the remaining variables to a set containing all remaining variables that carry information on one of the two vertices either direct or through the other vertices in \( \mathcal{V} \).

In an UG, we say that there is a path connecting two vertices, say \( v_1 \) and \( v_n \), if there exists a sequence of vertices \( v_1, \ldots, v_n \) such that, for \( i = 1, \ldots, n - 1 \), the pair \( (v_i, v_{i+1}) \) is in \( \mathcal{E} \). A set of vertices \( S \), separates two disjoint sets of vertices \( A \) and \( B \) in the graph \( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \) when every path connecting a vertex in \( A \) to a vertex in \( B \) necessarily contains a vertex in \( S \). According to the theory of graphical models (see Lauritzen, 1996 and Perl, 2009), the UG defined above satisfies the separation principle, which states that if a set of vertices \( S \), separates two disjoint subsets of vertices \( A \) and \( B \) in the graph \( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \), then all variables in \( A \) are independent of all variables in \( B \) given \( S \). Moreover, if the subsets \( A \) and \( B \) are isolated (i.e., there are no paths connecting a vertex in \( A \) to a vertex in \( B \)), then the variables in \( A \) are independent of the variables in \( B \).

A DAG possesses the Markov properties of its associated moral graph. Here the associated moral graph of a DAG is the UG obtained by the same vertex set but with a modified set of edges. The modified set of edges is formed by all the existing edges in the DAG replaced by undirected edges together with all edges necessary to eliminate forbidden Wermuth configurations. The latter means that for each vertex, we connect all vertices that have a directed edge towards the vertex in question with an undirected edge.

The two types of graphs can be combined into a block chain independence graph (BCG). In this graph, we assume that the vertex set \( \mathcal{V} \) can be parti-
tioned into subsets, called blocks, which are connected by directed edges but where all edges within the same block are undirected. As for the DAG, the BCG processes the same independence interpretation as its associated moral graph. For more information see Lauritzen (1996) and Whittaker (1990).

3.2 Connecting the Multivariate Model with the Theory of Graphical Models

We connect the model formulated in Section 2.1 with the theory of graphical models by defining an undirected graph \( G = (V, E) \), with \( V = \{B^{[1]}, \ldots, B^{[d]}\} \), where \( B^{[1]}, \ldots, B^{[d]} \) are the vectors of random components in the multivariate model described in Section 2.1. In this context, the edges can only be interpret in terms of independence when the random components are Gaussian distributed. In the case of a non-Gaussian elliptically contoured distribution, two vertices are connected by an edge if, and only if, they are conditionally correlated given the remaining variables, which in this context implies conditional mean independence. The set of vertices can also be formulated in terms of each variable in the model instead of vectors as above.

In this case, the graphical representation will consist of \( q \) separated cliques each containing the respective entry of the vectors \( B^{[1]}, \ldots, B^{[d]} \) due to the model assumptions. The choice of representation depends on the analysis and which choice that leads to the best discussion of the results. Note, that the results does not change only the visualisation. We will consider the vector representation below.

The graph defined above is interpret in terms of the random components as follows: if, for example, \( B^{[1]} \) and \( B^{[2]} \) are connected with an edge, then these two random variables are conditionally correlated given \( \{B^{[3]}, \ldots, B^{[d]}\} \). Therefore, \( B^{[1]} \) carries some information on \( B^{[2]} \) not contained in the other variables. For example if the random components represent variation between different blocks in a field experiment, this means that there are some latent factors affecting the blocks, could be some characteristics of the soil, which affect the first and second response differently than the other responses.

We introduce an extension of the separation principle below, which we call the induced separation principle. This can be used to draw general conclusions on the response variables. According to the model, the responses are independent given the random components. Therefore, conditional independence/un-correlation between, say, \( B^{[1]} \) and \( B^{[2]} \) given \( \{B^{[3]}, \ldots, B^{[d]}\} \) imply that \( Y^{[1]} \) and \( Y^{[2]} \) are conditionally uncorrelated given \( \{B^{[3]}, \ldots, B^{[d]}\} \). By including the random variables \( Y_{i}^{[j]} \) (for \( j = 1, \ldots, d \) and \( i = 1, \ldots, n \)) in the set of vertices, and by taking the model assumptions into considerations, it is possible to formulate a block chain independence graph that represents the covariance structure both among the random components but also within the response variables. The theory of BCG makes
it possible to extend the separation principle to a version that applies to the total graph including both the random components and the response variables. That is, by looking at the moral graph, we can determine all conditional uncorrelations (Whittaker 1990, Theorem. 3.6.1).

We will describe how the BCG can be constructed in the multivariate model described in Section 2.1. For simplicity we only consider one common clustering mechanism in this model, however, below we will argue how the BCG can be constructed in the case of multiple random components. We define a block chain independence graph \( G' = (V', E') \) (Whittaker 1990) by letting \( V' = V \cup \{Y_1, \ldots, Y_d\} \) and \( E' = \mathcal{E} \cup \mathcal{E}_Y \), where \( \mathcal{V} \) and \( \mathcal{E} \) are defined as above. Here, \( \mathcal{E}_Y \) include directed edges from \( B_j \) to \( Y_j \) for \( j = 1, \ldots, d \), whereas \( \mathcal{E} \) only include undirected edges. Usually, the way to separate undirected and directed edges in \( E' \) is to use the notation that if there is a directed edge from \( V_i \) to \( V_j \), the edge \((i, j)\) is included in \( E' \). However, if there is an undirected edge from \( V_i \) to \( V_j \) both the edge \((i, j)\) and \((j, i)\) are included in \( E' \). The essential property of this graph is that by construction, any edge is undirected for intra-block vertices, and directed for inter-block vertices with direction from the random components to the response variables (the blocks are here defined by \( V \) and \( V_Y = \{Y_1, \ldots, Y_d\} \)). The induced separation principle implies that if \( S \) separates two disjoint subsets of vertices, \( A \) and \( B \) in \( V \), then all response variables in \( A' \) are conditionally uncorrelated of the variables in \( B' \) given the random components in \( S \).

In the case of multiple clustering mechanisms, we redefine \( V' \) to be the union of all sets of random components and the responses, that is, \( V' = V_1 \cup \ldots \cup V_b \cup V_Y \), where \( b \) is the total number of clustering mechanisms, and \( V_i \) is the set containing random vectors corresponding to the random components associated with the \( i \)th clustering. The edges in this graph consist of the undirected edges inside each block together with directed edges from each random vector pointing towards the corresponding response variable (between the blocks). Under the model, we assume that each block of random components is independent of the others. Therefore, we do not need to connect the blocks \( V_1, \ldots, V_b \) with an edge. This structure is illustrated in Figure 1.

The moral version of such a graph can be difficult to interpret in terms of conditional uncorrelation between the response variables. In that case, we suggest to either only consider the undirected graphs for the random components excluding the response vectors, or if one of the clustering mechanisms are of particular interest, we can restrict ourself to only examining the graph that includes the random components and the response variables of interest. In the latter case, we are only able to interpret the graph on individual level. For example, in a study with two clustering mechanisms: one representing individual variation and another clustering the individuals in different
groups, we might only be interested in examining the correlation between different responses caused by the individual clustering structure. Therefore, we can consider a graphical representation of the covariance structure of the individual variation for each individual and thus, avoid comparing individuals within the same group for which the corresponding responses will be correlated do to the random component grouping the individuals. Thus, in the complete block chain independence graph, many of the responses will only be conditional uncorrelated after conditioning on multiple clusterings.

An example of a block chain independence graph representing a three dimensional model with two clusterings and it’s corresponding moral graph is presented in Figure 2. In this example we observe from the moral graph that $Y^{[1]}$ and $Y^{[3]}$ are conditionally uncorrelated given $B^{[2]}_1$ and $B^{[2]}_2$. If there was an edge connecting $B^{[2]}_1$ and $B^{[2]}_3$, then $Y^{[1]}$ and $Y^{[3]}$ would only be conditionally independent given all the random components.

Figure 1: Illustration of the structure of a block chain independence graph, ignoring the undirected edges inside each of the $(b + 1)$ blocks.

Figure 2: Example of a BCG for a three dimensional multivariate generalised linear mixed model with two random components, and it’s corresponding moral graph (to the right).
3.3 Testing the Covariance Structure

In this section, we formulate a statistical test based on the results in [Anderson (2003)]. Using this test, it is possible to test for (conditional) uncorrelation between pairs or groups of variables.

We introduce some general notation that we will use to describe the statistical test in the case where the random components are assumed to be Gaussian distributed and the more general setup where we assume an elliptical contoured distribution. In both cases, we can test for uncorrelation between groups of variables either directly or conditional on a separating set. We show the conditional test but the approach is equivalent in the direct case.

Let \( X = (X_1^T, \ldots, X_k^T)^T \) be a \( p \)-dimensional random vector distributed according to an elliptically contoured distribution (including the special case of a Gaussian distribution) with location parameter equal to zero and a positive definite scatter matrix \( \Lambda = \begin{bmatrix} \Lambda_{11} & \Lambda_{12} & \cdots & \Lambda_{1k} \\ \Lambda_{21} & \Lambda_{22} & \cdots & \Lambda_{2k} \\ \vdots & \vdots & \ddots & \vdots \\ \Lambda_{k1} & \Lambda_{k2} & \cdots & \Lambda_{kk} \end{bmatrix} = \begin{bmatrix} \tilde{\Lambda}^{(k-1)} & \tilde{\Lambda}^{(k-1),k} \\ \tilde{\Lambda}^{(k,k-1)} & \Lambda_{kk} \end{bmatrix} \),

which is proportional to the covariance matrix \( \Sigma \). We assume that the density of \( X \) exists with respect to the Lebesgue measure. Moreover, we assume that the conditional distribution of \( X_{(k-1)} = (X_1^T, \ldots, X_{k-1}^T) \) given \( X_k \) exists. The distribution of \( X_{(k-1)}|X_k \) is also elliptically contoured distributed with scatter matrix

\[
\Lambda_k = \tilde{\Lambda}^{(k-1)} - \Lambda^{(k-1),k} \Lambda_{kk}^{-1} \Lambda^{(k,k-1)},
\]

which is proportional to the covariance matrix in the conditional distribution [Anderson 2003]. Consequently, the formulas which apply in the normal case apply in this more general setting as well.

We would like to test the null hypothesis that the subvectors \( X_{(1)}, \ldots, X_{(k-1)} \) are independent given \( X_k \). This is equivalent to examining if \( \Lambda_k \) is on the form

\[
\Lambda_k = \begin{bmatrix} \Lambda_{11,k} & 0 & \cdots & 0 \\ 0 & \Lambda_{22,k} & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & \Lambda_{(k-1)(k-1),k} \end{bmatrix}.
\]

We first treat the special case where \( X \) is Gaussian distributed below. In this case, the statistical test will be exact. Second, we present an asymptotic test when the number of realisations of \( X \), denoted \( q \), goes to infinity which is valid in the case of a general elliptically contoured distribution.
3.3.1 Normally Distributed Random Component

Here, we show a test for conditional independence for subsets of variables in a Gaussian distributed vector. Let \( A \cdot k \) be the maximum likelihood estimate of \( \Lambda \cdot k \) or another estimate proportional to the maximum likelihood estimate based on \( q \) observations (\( A \cdot k \) can also be calculated from a maximum likelihood estimate of \( \Sigma \) using the formula in (3.1)).

The test statistic we will consider is given by

\[
V = \frac{\det(A_k)}{\prod_{i=1}^{k-1} \det(A_{ii+k})},
\]

that is, \( V = \lambda q/2 \) where \( \lambda \) is the likelihood ratio statistic and \( q \) the number of observations (in the setup of multivariate GLMMs this is the number of groups of the random component).

It can be shown that under the null hypothesis (Anderson 2003) the distribution of \( V \) is given by

\[
V \sim k-1 \prod_{i=2}^{k} \prod_{j=1}^{d_i} Z_{ij},
\]

(3.2)

where the random variables \( Z_{21}, \ldots, Z_{(k-1)d_k-1} \) are independent and \( Z_{ij} \sim \text{Beta}(\frac{1}{2} [q - d_i - j], \frac{1}{2} d_i) \) with \( d_i = d_1 + \cdots + d_{i-1} \) for \( i = 2, \ldots, (k-1) \) and \( j = 1, \ldots, d_i \).

The continuity of the determinant function implies that \( V \) remains constant for any estimated scatter matrix proportional to the maximum likelihood estimate, and thus the distribution is still exact. For a consistent estimator of the covariance matrix or scatter matrix, the distribution is only asymptotic.

3.3.2 Elliptical Contoured Distributed Random Component

Under the assumption of a general elliptical contoured distribution, (Anderson 2003) shows that the following test statistic can be used to test asymptotically if the correlation between groups of variables are zero for \( q \) going to infinity (either direct or conditioning on a separating set).

Let \( A_k \) denote the sample estimate of the covariance matrix of \( X^{(k-1)} \) given \( X_k \). This can be estimated directly or calculated using the formula in (3.1) on the sample covariance matrix given by

\[
A = \frac{1}{q-1} \sum_{i=1}^{q} (x_i - \bar{x})(x_i - \bar{x})^T.
\]

Define \( A_k^{(i-1)} \) as the \( d_i \times d_i \) dimensional sub-matrix of \( A_k \) with the first \( d_i = d_1 + \cdots + d_{i-1} \) rows and columns of \( A_k \). Moreover, let \( \tilde{A}_k^{(i,i-1)} \) denote the sub-matrix corresponding to the first \( d_i \) columns and the rows \( d_i + 1, \ldots, d_i + d_i \).
of $A_k$. Define

$$H_i = (q - 1)A_k^{(i,i-1)}A_k^{(i-1)}(A_k^{(i,i-1)})^T$$

$$G_i = (q - 1)A_{ii-k} - H_i$$

$$V_i = \frac{|G_i|}{|G_i + H_i|},$$

where $A_{ii-k}$ is the $(i, i)^{th}$ block matrix of $A_k$.

The test statistic for the null hypothesis that $(X_1, \ldots, X_{k-1})$ are conditionally independent given $X_k$ is formulated as

$$-q \sum_{i=2}^{k-1} \log V_i,$$

which converges in distribution to $(1 + \kappa)\chi^2_f$ for $q$ going to infinity,

$$f = \sum_{i=2}^{k-1} \bar{d}_i d_i$$

and

$$\kappa = (\bar{d}_k(\bar{d}_k + 2))^{-1} \mathbb{E}[(X^{(k-1)})^T \Sigma^{-1}_k X^{(k-1)}]^2 - 1.$$

We can estimate the kurtosis parameter by

$$\hat{\kappa} = (\bar{d}_k(\bar{d}_k + 2))^{-1} \frac{1}{q} \sum_{i=1}^{q} [(x_i^{(k-1)})^T \Sigma^{-1}_k x_i^{(k-1)}]^2 - 1.$$

### Simulation Study of Convergence Rate

In this section we study the power of the introduced tests as a function of $q$ in a simulated example, that is, the probability of accepting the hypothesis of independence/un-correlation when it is true. Working with a five percent significance level this should be close to 95 percent when $q$ is large enough.

For different values of $q$, we simulate 10000 times $q$ random variables from a 4 dimensional Gaussian and t-distribution, respectively, with expectation zero and covariance matrix

$$\Sigma = \begin{pmatrix}
0.4083 & 0.00000 & 0.00000 & 0.00000 \\
0.0000 & 0.456510 & -0.451965 & 0.265170 \\
0.0000 & -0.451965 & 0.837030 & -0.491090 \\
0.0000 & 0.265170 & -0.491090 & 0.524365
\end{pmatrix}.$$

For each of the 10000 simulations, we estimate the sample covariance matrix and apply the appropriate test described above. Based on the calculated p-values, we can examine how many times the estimated p-value is above five percent and divide this by the number of simulations in order to obtain an estimate of the probability of accepting the hypothesis of independence/un-correlation when it is true. If the distributional assumption of the test statistic is correct, the estimated value will be close to 95 percent when working with a five percent significance level.
We formulate the simulated model formally by letting $X = (X_1, \ldots, X_4)$ and $Y = (Y_1, \ldots, Y_4)$ denote random vectors distributed according to a multivariate Gaussian and t-distribution, respectively, with mean zero and covariance matrix $\Sigma$. In the multivariate t-distribution, the degrees of freedom is assumed to be five. Let $X_1, \ldots, X_q$ and $Y_1, \ldots, Y_q$ denote i.i.d. copies of $X$ and $Y$, respectively, corresponding to the simulated random variables in each of the 10,000 rounds. Using the realizations of these variables denoted $x_1, \ldots, x_q$ and $y_1, \ldots, y_q$, we estimate in each of the 10,000 rounds $\Sigma$ by

$$
\hat{\Sigma}_x = \frac{1}{q} \sum_{i=1}^{q} (x_i - \bar{x})(x_i - \bar{x})^T,
$$

$$
\hat{\Sigma}_y = \frac{1}{q} \sum_{i=1}^{q} (y_i - \bar{y})(y_i - \bar{y})^T,
$$

where $\bar{x}$ and $\bar{y}$ are the estimated means. In each of the the 10,000 rounds, we test the hypothesis that

$$
H : \Sigma_{13} = \Sigma_{31} = 0,
$$

for both the multivariate Gaussian and t-distribution based on the estimated covariance matrices $\hat{\Sigma}_x$ and $\hat{\Sigma}_y$, respectively, with $\Sigma_{ij}$ denoting the $(i,j)^{th}$ entry in $\Sigma$. Note, that vi also tested $\Sigma_{12} = 0$ and $\Sigma_{14} = 0$ but since the estimated power curves are similar, we only present one of them here. The estimated power curve for $H$ can be found in Figures 3 and 4 for the Gaussian and t-distribution, respectively. We conclude, that we need a much higher number of levels in the multivariate t-distribution, as expected. This is a result of the heavier tail and the fact that the distribution of the test statistic is only asymptotic where the distribution is exact in the Gaussian case.
Figure 3: Estimated power as a function of $q$ based on $x_1, \ldots, x_q$. The values in parenthesis is p-values from a Kolmogorov Smirnoff test for a Uniform distribution. When the hypothesis is true and the distributional assumption is correct, the p-values should be uniformly distributed on the interval from zero to one.
Figure 4: Estimated power as a function of $q$ based on $y_1, \ldots, y_q$. The values in parenthesis is p-values from a Kolmogorov Smirnov test for a Uniform distribution. When the hypothesis is true and the distributional assumption is correct, the p-values should be uniformly distributed on the interval from zero to one.
3.3.4 Graphical Representation of the Latent Covariance Structure in the Multivariate Model using a Statistical Test

We can draw conclusions regarding the covariance structure of the random components by applying the tests described above to the estimated covariance matrix of the random components in the multivariate model described in Section 2.1, and by using the theory of graphical models as described in Section 3.1.

Under the model formulated in Section 2.1, we can estimate the covariance matrix of the random components consistently based on consistent predictions of the random components by applying Proposition 1. In this case, the distribution of the above-described tests will be asymptotically for the number of levels, \( q \), and the number of observations, \( n \), increasing. In the case where we use the asymptotically approximately maximum likelihood estimator of the covariance matrix as described in Section A.1.1 and A.1.1, the estimator is also consistent. Therefore, the tests still apply asymptotically. The same applies to another consistent estimate of the covariance matrix.

We can examine the latent covariance structure in general by testing if the value of each off-diagonal entry in the conditional covariance matrix is equal to zero. If the p-value (possibly corrected for multiple testing) is below a given significance level, we connect the corresponding nodes by an edge. After constructing an undirected graph, we can combine the undirected independence graph with the responses as described in Section 3.1. On the other hand, it might be of interest to test for a specific covariance structure of the latent variables. Here, the number of tests can be reduced using the structure of graphical models. It is possible to apply the test for independence between different groups of variables, without conditioning on a separating set, to test for independence between the isolated subgraphs in the graph (if any).

3.4 Simulation Studies

In this section, we perform a simulation study to examine the power of the two types of tests introduced in this paper under multivariate generalised linear mixed models in the case of Gaussian and t-distributed random components. We simulate a two dimensional generalised linear mixed model with the conditional distributions being Gamma and Poisson, respectively. We use a logarithm link function in both marginal models. Since our primary interest in this simulations study is the covariance structure of the random components, we will simulate a model only including a constant in the fixed effects (the value of this constant was set to 0.6). The data was simulated with the length of the vectors of random components being \( q = 800 \) (corresponding to 800 experimental units or clusters), and with 40 replicates for each unit giving 32,000 observations. Three models were sim-
ulated with different distributional assumptions for the random components (all having expectation zero), i.e., a multivariate Gaussian, a multivariate t-distribution with 11 degrees of freedom, and a multivariate t-distribution with 7 degrees of freedom. We estimated the power (probability of rejecting the null hypothesis) of the tests for the different models on a grid of values for the off-diagonal entry in the covariance matrix of the random components representing the same experimental unit. The covariance matrix is given by

\[
\Sigma = \begin{pmatrix}
0.8166 & \sigma_{12} \\
\sigma_{12} & 0.91302
\end{pmatrix},
\]

where \( \sigma_{12} \) is varied on the grid \( G = (0, 0.02, 0.04, 0.1) \).

In each round of the simulation study, we test the hypothesis

\[ H_0 : \sigma_{12} = 0, \]

and the resulting p-values are used to estimate the power for each point in \( G \). Notice, that in the Gaussian case, \( H_0 \) implies independence, whereas, in the elliptical case it implies un-correlation. We limit ourself to a two dimensional model partly because of the computational time and the preference of a high dimension of the vector of random components (as we saw in 3.3.3, we need a high number of levels of the random components when these are assumed to be multivariate t-distributed), but also because it is difficult to control that a high dimensional covariance matrix stay positive definite when changing the off-diagonal values.

We would expect that the probability of rejecting the null hypothesis increases when the corresponding entry in the covariance matrix is moved away from zero. For each grid point in \( G \), the model was simulated 500 times and a p-value for testing \( H_0 \) was calculated for each simulation. Thus, for each grid point, the probability of rejecting the null hypothesis could be estimated based on the p-values. Figure 5 shows the estimated probabilities of rejecting the hypothesis (at a significance level of five percent) as a function of the off-diagonal value in the covariance matrix for each combination of model and test. From the figure, we conclude that when the random components are Gaussian distributed both tests reach the correct significance levels under the null hypothesis. However, the curve for the Gaussian test is steeper than the elliptical test in the part close to zero meaning that the test has a higher power to detect small deviations from the null hypothesis. In the case of t-distributed random components, the test based on normality rejects to often under the null hypothesis which lead to a power curve with a higher intersection with the y-axis. Moreover, we see that the shape of the curve differs from the power curve for the elliptical test. This result imply that it would be preferable to use the elliptical test in cases where the normality of the random components are uncertain.

We would expect, that the p-values follow a uniform distribution on zero to one under the hypothesis \( H_0 \). In Figure 6 we present a Q-Q plot of the
Figure 5: Power curves showing the estimated probability of rejecting the hypotheses $H_0$ as a function of the off diagonal values in the covariance matrix for each test and distributional model for the random components. Observed quantiles of the calculated p-values versus the theoretical uniform quantiles based on 500 simulations for each model and for each test. Recall, that we simulated three different models, where the random components followed either a multivariate Gaussian, a multivariate t-distribution with 11 degrees of freedom or a multivariate t-distribution with 7 degrees of freedom. For each model, we compared two different tests: a test based on normality and a test based on a general elliptically contoured distribution. The number added to each plot is the resulting p-values from a Kolmorogov-Smirnov test comparing the empirical distribution with the uniform distribution. As expected, the test based on an assumption of normality performs badly for the models where the random components follow a t-distribution.
Figure 6: QQ-plots showing the quantiles of the p-values under the null hypothesis against the theoretical quantiles of the uniform distribution for each test and distributional model for the random components. We used the Kolmogorov-Smirnov test comparing the empirical distribution with the uniform distribution. The resulting p-values are shown in the plots.
4 Discussion and Conclusion

The method for studying the dependence structure of multivariate responses described in this paper combines MGLMMs with the theory of graphical models and a variation of the tests for correlation and conditional correlation described in Anderson (2003). We constructed the MGLMMs used in this paper by joining marginal GLMMs that are based on weaker assumptions as compared to the literature (e.g., Breslow & Clayton, 1993, McCulloch & Searle, 2001, McCulloch, 1997). Indeed, we do not assume the random components to be multivariate normally distributed. Moreover, we use dispersion models (which includes exponential dispersion models as a particular case) to define the conditional distributions of the responses given the random components. While Pelck & Labouriau (2021a) developed techniques for estimating fixed effects and predicting random components of those MGLMMs, we concentrated here on the construction of methods for studying the correlation structure of multivariate responses. The nature of the tests we used here forced us to restrict the distribution of the random components to be regular elliptically contoured distributions (including the multivariate normal distribution), which is less general than the class of distributions of the random components used in Pelck & Labouriau (2021a).

Still, the assumptions on the distribution of the random components used here are weak and yield a flexible class of MGLMMs. For example, we can use models with multivariate t-distributed random components, which have heavier tails than Gaussian random components. Our simulation studies demonstrate that MGLMMs with Gaussian random components might perform poorly in the presence of heavy tail distributions (e.g., the significance level of the correlation tests becomes systematically wrong).

Multivariate generalised linear models (and MGLMMs) can be constructed by connecting several marginal generalised linear models (or GLMMs) using copulas. For instance Song et al. (2009) use Gaussian copulas for constructing multivariate dispersion models. While this approach might be fruitful in some contexts, it cannot be directly applied in the type of analysis we discuss in this paper because the distribution of the random components after applying the copula transformation are in general not elliptically contoured and therefore the tests we use here are applicable.

Remarkably, the proposed test for elliptically contoured distributed random components does not depend on the choice of the elliptically contoured distribution used. Indeed, the test statistic of those tests depends only on the estimate of the covariance matrix. Therefore, we might view this test as a semiparametric test since the class of regular elliptically contoured distributions is not finite-dimensional. Naturally, the test based on the multivariate normal distribution is advantageous relative to the generic test based on elliptically contoured distributions when the random components are Gaussian distributed. We illustrate this claim in the simulation studies presented.
22

The inferential techniques described in this paper were applied in several fields recently. For instance, in Pelck & Labouriau (2020) the method described above was used in a study of a system for monitoring the development of roots over time, which involved binomial, and Poisson distributed responses. Another example is presented in Pelck et al. (2021b) where our methods were applied to study the dependence structure of responses representing the development of a fungal disease and the concentration of volatile organic compounds. Those responses were modelled by Pelck et al. (2021b) using Gamma, binomial and compound Poisson families of distributions. Furthermore, in a third study, Pelck et al. (2021a) used the methods studied here to discuss the covariance structure of the students’ marks obtained in different admission exams at the University (Gaussian distributed) and the number of attempts required to pass the course of geometry (a Cox proportional model with discrete-time). Those examples illustrate the usefulness of the statistical tools studied in this paper.
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A Appendix

A.1 Estimation of Covariance Matrix

The methods that we will present in this paper rely on either an estimate of the covariance matrix proportional to the maximum likelihood estimate or a consistent estimate. In this section, we discuss how such an estimate can be obtained based on consistent predictions of the random components. Such predictions can be obtained using the inference method described in Pelck & Labouriau (2021a).

A consistent estimate (for n and q increasing) of the covariance matrix can be found by calculating the sample covariance of the predicted values as we will see in Proposition 1.
In the case where we only have few clusters, i.e., $q$ is small, we suggest a method to obtain an approximated maximum likelihood estimate of the covariance matrix. Here, we consider the general case were the random components follow an elliptically contoured distribution, and the special case where this distribution is assumed to be multivariate Gaussian separately.

**Proposition 1.** Consider the model described in Section 2.1. For $j = 1, \ldots, q$, let $\hat{b}^n_j$ denote a $d$-dimensional vector of predicted values of the random components corresponding to the $q^{th}$ cluster, $B_j$, based on at least $n = \min\{n_1, \ldots, n_q\}$ observations. Moreover, assume that $\hat{b}^n_j \xrightarrow{P} B_j$ for $n \to \infty$.

Then,

$$\hat{\Sigma}_q = \frac{1}{q-1} \sum_{j=1}^{q} (\hat{b}^n_j - \bar{\hat{b}}_q)(\hat{b}^n_j - \bar{\hat{b}}_q)^T \xrightarrow{P} \Sigma \text{ for } q, n \to \infty,$$

where $\bar{\hat{b}}_q = \frac{1}{q} \sum_{j=1}^{q} \hat{b}^n_j$.

**Proof.** The proof follows from the fact that the predicted values of the random components are consistent, the continuity of the sample covariance mapping and that the average converges to the expectation for $q$ increasing. □

We present below an approximation of the maximum likelihood function for estimating $\Sigma$ based on the predicted values of the random components in the case of a multivariate Gaussian distribution, which can be used to estimate $\Sigma$.

### A.1.1 Approximated maximum likelihood for estimating $\Sigma$ in the case of Gaussian random components

Consider the model described in Section 2.1, where we assume that $B_1, \ldots, B_q$ are i.i.d Gaussian distributed with expectation zero and covariance matrix $\Sigma$. We let for $j = 1, \ldots, q$, $\hat{b}^n_j$ denote a $d$-dimensional vector of predicted values of the random components corresponding to the $j^{th}$ cluster, $B_j$, based on at least $n = \min\{n_1, \ldots, n_q\}$ observations. Moreover, we assume that the predicted values are conditional asymptotically Gaussian distributed (as in Pelck & Labouriau (2021a)) for $n$ increasing given $B_j = b_j$ with conditional expectation $\hat{b}_j$ and covariance matrix $V_j$. Notice, that by the model assumptions, $V_j$ is a diagonal matrix.
When \( q \) is small, we can maximise the following with respect to \( \Sigma \) by inserting an estimate \( \hat{\mathbf{V}}_j \) of \( \mathbf{V}_j \):

\[
L(\Sigma; \hat{\mathbf{b}}_1^n, \ldots, \hat{\mathbf{b}}_q^n) = \prod_{j=1}^q \int_{\mathbb{R}^d} \varphi(\mathbf{b}_j; \Sigma) h(\hat{\mathbf{b}}_j^n; \mathbf{b}_j, \hat{\mathbf{V}}_j) d\mathbf{b}_j 
\]

\[
= \prod_{j=1}^q \int_{\mathbb{R}^d} |2\pi \Sigma|^{-1/2} \exp \left( -\frac{1}{2} \mathbf{b}_j^T \Sigma^{-1} \mathbf{b}_j \right) |2\pi \hat{\mathbf{V}}_j|^{-1/2} \exp \left( -\frac{1}{2} (\mathbf{b}_j - \hat{\mathbf{b}}_j^n)^T \hat{\mathbf{V}}_j^{-1} (\mathbf{b}_j - \hat{\mathbf{b}}_j^n) \right) d\mathbf{b}_j
\]

\[
= \prod_{j=1}^q (2\pi)^{-d/2} |\Sigma \hat{\mathbf{V}}_j|^{-1/2} \exp \left( -\frac{1}{2} (\hat{\mathbf{b}}_j^n)^T \hat{\mathbf{V}}_j^{-1} \hat{\mathbf{b}}_j^n \right)
\]

\[
\int_{\mathbb{R}^d} \exp \left( \mathbf{b}_j^T \hat{\mathbf{V}}_j^{-1} \hat{\mathbf{b}}_j^n \right) \exp \left( -\frac{1}{2} \mathbf{b}_j^T (\hat{\mathbf{V}}_j^{-1} + \Sigma^{-1}) \mathbf{b}_j \right) d\mathbf{b}_j
\]

\[
= \prod_{j=1}^q (2\pi)^{-d/2} |\Sigma \hat{\mathbf{V}}_j|^{-1/2} (\hat{\mathbf{V}}_j^{-1} + \Sigma^{-1})^{-1/2} \exp \left( -\frac{1}{2} (\hat{\mathbf{b}}_j^n)^T \hat{\mathbf{V}}_j^{-1} \hat{\mathbf{b}}_j^n \right)
\]

Approximated maximum likelihood for estimating \( \Sigma \) in the case of general elliptical contoured random components

Consider the model described in Section 2.1 where we assume that \( \mathbf{B}_1, \ldots, \mathbf{B}_q \) are i.i.d elliptically contoured distributed with expectation zero and covariance matrix \( \Sigma \) for a given choice of the function \( h \) in (2.1). We let for \( j = 1, \ldots, q \), \( \mathbf{b}_j^n \) denote a \( d \)-dimensional vector of predicted values of the random components corresponding to the \( j \)th cluster \( \mathbf{B}_j \), based on at least \( n = \min\{n_1, \ldots, n_q\} \) observations. Moreover, we assume that the predicted values are conditional asymptotically Gaussian distributed (as in Pelck & Labouriau [2021a]) for \( n \) increasing given \( \mathbf{B}_j = \mathbf{b}_j \) with conditional expectation \( \hat{\mathbf{b}}_j \) and covariance matrix \( \mathbf{V}_j \). Notice, that by the model assumptions, \( \mathbf{V}_j \) is a diagonal matrix.

When \( q \) is small, we can maximise the following with respect to \( \Sigma \) by inserting an estimate \( \hat{\mathbf{V}}_j \) of \( \mathbf{V}_j \) and using a Gaussian Hermite approximation.
of the integral:
\[
L(\Sigma; \hat{b}_1^n, \ldots, \hat{b}_q^n) = \prod_{j=1}^q \int_{\mathbb{R}^d} \varphi(b_j; \Sigma) h(\hat{b}_j^n; \hat{b}_j, \hat{V}_j) db_j
\]

\[
= \prod_{j=1}^q \int_{\mathbb{R}^d} \varphi(b_j; \Sigma)|2\pi \hat{V}_j|^{-1/2} \exp \left(-\frac{1}{2}(b_j - \hat{b}_j^n)^T \hat{V}_j^{-1}(b_j - \hat{b}_j^n)\right) db_j
\]

\[
= \pi^{-d/2} \prod_{j=1}^q \int_{\mathbb{R}^d} \varphi(\sqrt{2} \hat{V}_j^{1/2}b_j + \hat{b}_j^n; \Sigma) \exp \left(-\frac{d}{2}\hat{b}_j^n b_j\right) db_j
\]

\[
\approx \pi^{-d/2} \prod_{j=1}^q \sum_{k=1}^{\infty} (w_{k_1} \ldots w_{k_d}) \varphi(\sqrt{2} \hat{V}_j^{1/2}x_k + \hat{b}_j^n; \Sigma),
\]

with \( K = \{1, \ldots, l\}^d \), \( w_k = (w_{k_1}, \ldots, w_{k_d}) \), \( x_k = (x_{k_1}, \ldots, x_{k_d}) \), where \( x_{k_j} \) denotes the \( k_j^{th} \) root of the Hermite polynomial with \( l \) nodes and \( w_{k_j} \) is the associated weight.

A.2 Density of \( V \) in Case of Gaussian Random Components

In this section we present a formula for the density of the distribution of \( V \) defined in Equation (3.2). Recall, that \( V \) is distributed according to

\[
V \sim \prod_{i=2}^{k-1} \prod_{j=1}^{d_i} Z_{ij},
\]

where the random variables \( Z_{21}, \ldots, Z_{(k-1)d_{k-1}} \) are independent and \( Z_{ij} \sim \text{Beta}(\frac{1}{2}[q - d_i - j], \frac{1}{2}d_i) \) with \( d_i = d_1 + \ldots + d_{i-1} \) for \( i = 2, \ldots, (k-1) \) and \( j = 1, \ldots, d_i \).

Let \( d = d_2 + \ldots + d_{k-1} \). We adapt the notation in \cite{TangGupta1984} to obtain the density of \( V \). Define \( t_1 = (2, 1), \ldots, t_{d_2} = (2, d_2), t_{d_2+1} = (3, 1), \ldots, t_{d_2+d_3} = (3, d_3), \ldots, t_{d_2+\ldots+d_{k-2}+1} = (k-1, 1), \ldots, t_{d_2+\ldots+d_{k-1}} = (k-1, d_{k-1}) \). The density of \( V \) can then be formulated as

\[
f_V(v) = K_d v^{h(d)-1}(1-v)^{b(d)-1} \sum_{r=0}^{\infty} \frac{\sigma_r^{(d)}(1-v)^r}{r!} \quad \text{for} \; 0 < v < 1, \quad (A.1)
\]

where

\[
K_d = \prod_{j=1}^{d} \frac{\Gamma[c(j)]}{\Gamma[b(j)]},
\]

\[
h(d) = \sum_{j=1}^{d} [c(j) - b(j)] \quad \text{for}
\]

\[
\sigma_r^{(d)} = \sum_{j=1}^{d} c(j) \binom{d}{j} \sigma_{r-j}^{(d)},
\]

\[
\sigma_0^{(d)} = 1, \quad \sigma_1^{(d)} = 0, \quad \sigma_2^{(d)} = \frac{1}{2}, \quad \sigma_3^{(d)} = \frac{1}{2}, \quad \sigma_4^{(d)} = \frac{3}{8}, \quad \sigma_5^{(d)} = \frac{5}{8}, \quad \sigma_6^{(d)} = \frac{15}{32}, \quad \sigma_7^{(d)} = \frac{21}{32}, \quad \sigma_8^{(d)} = \frac{35}{64}, \quad \sigma_9^{(d)} = \frac{63}{128}, \quad \sigma_{10}^{(d)} = \frac{127}{256},
\]

and \( c(j) \) and \( b(j) \) are defined in \cite{TangGupta1984}.
with $\Gamma(\cdot)$ denoting the Gamma function, $b(j) = \frac{1}{2}(q - \bar{d}_{j}) - t_{j}^{(2)}$ and $c(j) = \frac{1}{2}\bar{d}_{j} + b(j)$ for $t_{j} = (t_{j}^{(1)}, t_{j}^{(2)})$. The term $\sigma_{r}^{(d)}$ can be calculated by the recursive relation:

$$
\sigma_{r}^{(j)} = \frac{\Gamma[h(j - 1) + r]}{\Gamma[h(j) + r]} \sum_{s=0}^{r} \left[ \frac{c(j) - b(j - 1)}{s!} \sigma_{r-s}^{(j-1)} \right], \quad r = 0, 1, 2, \ldots, \ j = 2, 3, \ldots, d,
$$

with initial values $\sigma_{0}^{(1)} = (\Gamma[h(1)])^{-1}$ and $\sigma_{r}^{(1)} = 0$ for $r = 1, 2, \ldots$. Notice, that

$$
\lim_{j \to \infty} \frac{\Gamma[h(j - 1) + r]}{\Gamma[h(j) + r]} = 0,
$$

such that the infinite sum in (A.1) can be truncated after some point.