Smooth solutions of the surface semi-geostrophic equations

Stefania Lisai · Mark Wilkinson

Received: 14 February 2019 / Accepted: 31 October 2019 / Published online: 3 December 2019
© Springer-Verlag GmbH Germany, part of Springer Nature 2019

Abstract
The semi-geostrophic equations have attracted the attention of the physical and mathematical communities since the work of Hoskins in the 1970s owing to their ability to model the formation of fronts in rotation-dominated flows, and also to their connection with optimal transport theory. In this paper, we study an active scalar equation, whose activity is determined by way of a Neumann-to-Dirichlet map associated to a fully nonlinear second-order Neumann boundary value problem on the infinite strip $\mathbb{R}^2 \times (0,1)$, that models a semi-geostrophic flow in regime of constant potential vorticity. This system is an expression of an Eulerian semi-geostrophic flow in a coordinate system originally due to Hoskins, to which we shall refer as Hoskins’ coordinates. We obtain results on the local-in-time existence and uniqueness of classical solutions of this active scalar equation in Hölder spaces.

Mathematics Subject Classification 35Q35 · 76B03

1 Introduction
The semi-geostrophic equations (or SG for brevity) constitute a model for the large-scale dynamics of atmospheres and oceans which are dominated by rotational effects. The equations take the form of an active semilinear transport equation in an unknown conservative vector field, and can be considered as a formal vanishing Rossby number limit of the well-known primitive equations; see Sect. 1.1 for the form of the semi-geostrophic equations in Eulerian coordinates. SG has attracted considerable attention from the mathematical community over the past 20 years as their analysis can be tackled using tools from optimal transport theory and the regularity theory of Alexandrov solutions of the Monge–Ampère equation. In this paper, following Hoskins [22], we restrict our attention to incompressible semi-geostrophic flows on an infinite strip $\Omega := \mathbb{R}^2 \times (0,1)$ in the regime of constant potential vorticity.
These are modelled by the following active scalar equation (to which we refer as SSG) on the boundary $\partial \Omega$ of the strip $\Omega$ in the unknown buoyancy anomaly $\theta$, namely

$$\begin{cases}
\partial_t \theta + (w \cdot \nabla) \theta = 0, \\
w = \nabla^\perp T[\theta],
\end{cases} \quad (1.1)$$

where $\nabla^\perp$ is the $\pi/2$-rotated gradient operator on $\mathbb{R}^2$, and $T$ is the Neumann-to-Dirichlet map associated to the following time-independent second order fully nonlinear Neumann boundary value problem given by

$$\begin{cases}
F(D^2 \Phi) = 0 \quad \text{on} \quad \Omega, \\
\partial_n \Phi = \theta \quad \text{on} \quad \partial \Omega,
\end{cases} \quad (1.2)$$

and $F : \mathbb{R}^{3 \times 3} \to \mathbb{R}$ is defined pointwise by $F(A) := A_{11} + A_{22} + A_{33} - A_{11}A_{22} + A_{12}A_{21}$ for all $A \in \mathbb{R}^{3 \times 3}$. The reader will notice that the system (1.1) is formally equivalent to the surface quasi-geostrophic model (SQG in short) except that the operator $T$ is given by $(-\Delta)^{-1/2}$; see [11] for details.

In this paper, we construct local-in-time smooth solutions of system 1.1 by way of a double fixed point argument in spaces of Hölder continuous functions. The analysis of system (1.2) is tackled, in the regime of small boundary data, by means of classical elliptic theory. Although our main existence result holds only for local-in-time smooth solutions of 1.1, as opposed to global-in-time smooth solutions thereof, it is natural to expect that the dynamics of the system produces discontinuous solutions in finite time. Indeed, in the original widely-cited work of Hoskins and Bretherton [21], the authors provide evidence of finite-time singularity generation of the semi-geostrophic equations through a numerical study on the infinite strip $\Omega$.

### 1.1 Semi-geostrophic dynamics expressed in various coordinate systems

In this and the following section, we provide a brief overview of the state-of-the-art in results on the semi-geostrophic equations. Indeed, the semi-geostrophic equations in Eulerian coordinates, derived in [14], in the regime of an incompressible and inviscid flow, comprises the following system

$$\begin{cases}
\partial_t u^g + (u \cdot \nabla) u^g = -Ju^a, \\
\partial_t \theta + (u \cdot \nabla) \theta = 0, \\
\text{div} u = 0,
\end{cases} \quad (1.3)$$

where $u^g := (u^g_1, u^g_2, 0)$ is the so-called geostrophic velocity field which is that part of the Eulerian velocity field $u$ in perfect geostrophic balance, and $u^a$ is the associated ageostrophic velocity field, given by

$$u^a := u - u^g.$$ 

Moreover, the matrix $J \in \mathbb{R}^{3 \times 3}$ is given by

$$J = \begin{pmatrix} 0 & -1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}.$$
The geostrophic velocity $u^g$ and buoyancy anomaly $\theta$ are not independent quantities, but rather are realised as the gradient of a scalar pressure $\phi$, namely

$$\nabla \phi = \begin{pmatrix} u^g_2 \\ -u^g_1 \\ \theta \end{pmatrix}.$$  

We refer to (1.3) simply as SG in all that follows.

The construction of any notion of solution (either classical or distributional) of SG expressed in Eulerian coordinates is a difficult problem, and only few results in this direction exist in the literature. By drawing a brief analogy with the theory of water waves, or the free-surface Euler equations (see [24]), in the study of SG it is useful to rewrite the governing equations in different coordinate systems, with the hope of constructing some solutions of the formally equivalent system therein. Let us now present for the convenience of the reader those versions of SG that have been studied to date and discuss their relationships briefly. Moreover, we provide a mathematical derivation of (1.1) and (1.2), following Hoskins in [22], in Sect. 2.

By introducing the scalar field $P$ defined on $\Omega \times \mathbb{R}$ as

$$P(x, t) := \phi(x, t) + \frac{1}{2}(x^2_1 + x^2_2),$$

often called the *generalised pressure* or *generalised geopotential*, system (1.3) is equivalent to a semilinear transport equation in the unknown conservative vector fields $\nabla P$ and $u$,

$$\begin{cases} 
\partial_t \nabla P + D^2 P u = J(\nabla P - \text{id}_\Omega), \\
\text{div} u = 0.
\end{cases}$$

(1.4)

Here, $\text{id}_\Omega$ denotes the identity map on $\Omega$, $\text{id}_\Omega : x \mapsto x$. Notably, the system (1.4) is not supplemented with an evolution equation for the velocity vector field $u$; rather, the velocity field $u$ must evolve in such a way that the time-dependent vector field $\nabla P$ remain conservative.

One formally equivalent formulation of SG considered in the literature is that in so-called *Lagrangian coordinates*, namely

$$\begin{cases} 
\partial_t T = J(T - X), \\
\partial_t X(x, t) = u(X(x, t), t), \\
\text{div} u = 0,
\end{cases}$$

(1.5)

where $X$ is the Lagrangian flow corresponding to $u$, and the relation between the unknown $T$ and $P$ is given by

$$T(x, t) := \nabla P(X(x, t), t).$$

(1.6)

Evidently, the equivalence between the Lagrangian formulation and the previous Eulerian one depends on the regularity of the velocity vector field $u$. One other formally equivalent formulation is expressed in so-called *geostrophic coordinates*, as studied for instance in the well-known work of Benamou and Brenier [5]. Indeed, if we assume that the map $\nabla P(\cdot, t) : \Omega \to \mathbb{R}^3$ is invertible for any $t > 0$, then the scalar field $\alpha$ defined as

$$\alpha(\cdot, t) := \det D^2 P^*(\cdot, t)$$

(1.7)

satisfies a transport equation with a vector field that depends on $\nabla P^*$, namely

$$\begin{cases} 
\partial_t \alpha + (W \cdot \nabla) \alpha = 0, \\
W(\cdot, t) := J(\text{id}_{\mathbb{R}^3} - \nabla P^*(\cdot, t)).
\end{cases}$$

(1.8)
This system is also an example of an active scalar equation, where the activity is determined by way of a weak solution of the second boundary-value problem for the Monge–Ampère equation. As is standard, we use the notation $P^*$ to denote the Legendre transform of $P$, while $\text{id}_{\mathbb{R}^3} : x \mapsto x$ denotes the identity map on $\mathbb{R}^3$. We now discuss the results in the literature regarding the well-posedness of the previous formulations of the system \( (1.3) \).

### 1.2 Brief review of existence results for SG

In [5], Benamou and Brenier provided the first result on existence of weak solutions to SG in geostrophic coordinates \( (1.8) \) in full geostrophic coordinates. The main theorem proved in [5] is the following:

**Theorem** [5] Let $\Omega \subset \mathbb{R}^3$ be a bounded Lipschitz open set and $\alpha_0 \in L^p(\mathbb{R}^3)$ be of compact support. For any $\tau > 0$ and $p > 3$, there exist

(i) $R > 0$ with $B := B(0, R) \subset \mathbb{R}^3$;
(ii) $\alpha \in L^\infty(0, \tau; L^p(B))$;
(iii) $P \in L^\infty(0, \tau; W^{1,\infty}(\Omega))$ with $P(\cdot, t)$ convex;
(iv) $P^* \in L^\infty(0, \tau; W^{1,\infty}(\mathbb{R}^3))$; and
(v) $W \in L^\infty(0, \tau; L^\infty(\Omega) \cap B(V_{\text{loc}}(\mathbb{R}^3)))$

such that $(\alpha, W)$ furnishes a distributional solution of \( (1.7) \) and \( (1.8) \), with $\alpha(\cdot, 0) = \alpha_0$ in $L^p(\mathbb{R}^3)$.

The sense in which the quantities above solve the Cauchy problem is defined in Section 5 of [5]. The authors perform a time-stepping argument, and solve the Monge–Ampère equation at each time step using the fundamental results of [6]. Their result is compatible with the independently-derived stability principle of Cullen and Shutts in [12]: in this work, the authors affirm that the solutions of SG that are stable (in the sense of inner variation) are those for which the generalised pressure $P$ is convex. This result is the first clear connection between the semi-geostrophic equations and the theory of optimal transport. In [8], Cullen and Gangbo extend the result by Benamou and Brenier to the shallow water regime, which requires constant potential temperature $\theta$ on a free-surface. In [10], Cullen and Maroofi further extend the results from [5] and [8] to the case of fully compressible semi-geostrophic flow. These results deal with SG in full geostrophic coordinates, as the regularity of the obtained solutions is not sufficient to construct solutions in physical coordinates, either Eulerian or Lagrangian.

In [7], Cullen and Feldman make use of the theory by Ambrosio [4] on the transport equation and ODEs with vector fields of bounded variation, to prove existence of weak solutions to SG in Lagrangian coordinates \( (1.5) \), both in domains in $\mathbb{R}^3$ and in the regime of shallow water. The main result by Cullen and Feldman is the following:

**Theorem** [7] Let $\Omega \subset \mathbb{R}^3$ be an open bounded subset. Let $P_0$ be a bounded convex function on $\Omega$ and assume that $\nabla P_0 \# L^3 \ll L^3$ with density in $L^q(\mathbb{R}^3)$, for some $1 < q < \infty$. Then for any $\tau > 0$ there exist

(i) $r \in [1, \infty)$;
(ii) $P \in L^\infty(0, \tau; W^{1,\infty}(\Omega)) \cap C([0, T); W^{1,r}(\Omega))$ with $P(t, \cdot)$ convex for any $t \in [0, T)$; and
(iii) $X : [0, \tau) \to L^r(\Omega; \mathbb{R}^3)$ Borel map

such that $(P, X)$ is a weak Lagrangian solution of SG in Lagrangian coordinates \( (1.5) \) and \( (1.6) \) on $\Omega \times [0, T)$. 
We invite the reader to consult Definition 2.5 in [7] for the sense in which \((P, X)\) is a weak solution of (1.5) and (1.6). It is also worth mentioning the work by Faria, Lopes Filho and Nussenzveig-Lopes [15] in which the authors extend the result in [7] to the borderline Lebesgue index case \(q = 1\), i.e. the case in which \(\nabla P_0 \# \mathcal{L}^3 \upharpoonright \Omega\) has density in \(L^1(\mathbb{R}^3)\). It is still not clear if one might use these solutions to construct a solution in Eulerian coordinates. Uniqueness of these weak solutions also remains an open question.

The problem of uniqueness of solutions in any context was addressed by Loeper in [26], in which the author proves existence and stability (in the sense of Shutts and Cullen) of measure-valued solutions to SG in full geostrophic coordinates (1.8) on the torus \(T^3\). In this work, he also studies regularity and uniqueness of smooth solutions, and explores analytical similarities between SG (1.8) and the well-known 2-D incompressible Euler equations in vorticity formulation, namely

\[
\begin{align*}
\partial_t \omega + \nabla \cdot (\omega v) &= 0, \\
v &= \nabla^\perp \Phi, \\
\Delta \Phi &= \omega.
\end{align*}
\]

The smooth solutions constructed on \(T^3\) by Loeper admit the property that \(\nabla P(\cdot, t)\) is a diffeomorphism, whence smooth solutions in full geostrophic coordinates of (1.8) can be used to construct classical solutions in Eulerian coordinates of (1.4). This is the first result on existence of Eulerian solutions, however the condition of having \(\text{supp}(\nabla P(\cdot, t) \# \mathcal{L}^3 \upharpoonright \Omega) = \mathbb{R}^3\) implies that the vector field \(\nabla P(\cdot, t)\) cannot lie in \(L^\infty(\Omega)\) for any time \(t\). This poses an issue if one is interested in the physical applications of the model SG, as such solutions correspond to an unbounded potential temperature, which is given by \(\partial_3 P(\cdot, t) = \theta(\cdot, t)\).

Following the result of De Philippis and Figalli [13] on higher regularity of Alexandrov solutions to the Monge–Ampère equation, it became possible to improve the regularity of weak solutions \(\nabla P(\cdot, t)\) constructed by Benamou and Brenier to the class \(W^{1,1}\). Indeed, in [1,2], Ambrosio, Colombo, De Philippis and Figalli prove the existence of global weak solutions of SG (1.4) in Eulerian coordinates in the case of a convex 3-D domain \(\Omega\) in Eulerian coordinates and on the 2-D torus \(T^2\) respectively, in the case in which \(\nabla P_0 \# \mathcal{L}^3 \upharpoonright \Omega\) is assumed bounded above and away from zero.

In [16], Feldman and Tudorascu demonstrate that weak solutions in Eulerian coordinates have the property that the measure \(\nabla P(\cdot, t) \# \mathcal{L}^3 \upharpoonright \Omega\) has no atomic part. In order to allow such a case, which is physically pertinent as it corresponds to particular frontal singularities, the authors define a notion of generalised weak solution of SG in Lagrangian coordinates and prove the existence thereof. The authors improve upon this result in [17], in which they prove existence of relaxed Lagrangian solutions to SG on a domain in \(\mathbb{R}^3\) with any general initial data \(P_0 \in H^1(\Omega)\) which is convex. Finally, in [18], Feldman and Tudorascu address the problem of uniqueness of solutions of SG. In particular, they demonstrate weak-strong uniqueness in Lagrangian coordinates under the assumptions of boundedness of the Eulerian velocity field \(u\) and uniform convexity of \(P^*\). In [28], the second author proves existence of local-in-time classical solutions of (1.3) in Eulerian coordinates on 3-dimensional smooth bounded simply-connected domains. The technique used relies on the theory of the so-called div-curl systems, and it is consistent with the Stability Principle of Cullen and Shutts.

### 1.3 Main result

In this paper, we prove the existence and uniqueness of classical solutions of the initial value problem associated to (1.1) for given smooth initial data. As a minor simplification of the full model originally introduced in Hoskins [22], we restrict our interest to the case in which \(\theta = 0\).
on the lower boundary $\mathbb{R}^2 \times \{0\} \subset \partial \Omega$, so that one need only deal with a single evolution equation (1.1) on the upper boundary $\mathbb{R}^2 \times \{1\}$, as opposed to two coupled equations on the disconnected set $\partial \Omega$. We comment further on this point in the derivation of the surface semi-geostrophic model from the full semi-geostrophic equations in Sect. 2 below. We also restrict ourselves to considering SSG on the flat torus $\mathbb{T}^2$, instead of the unbounded plane $\mathbb{R}^2$.

In all that follows, we say that a pair of maps $(\theta, w)$ is a local-in-time classical solution of (1.1) associated to initial datum $\theta_0 \in C^1(\mathbb{T}^2)$ if there exists $\tau > 0$ such that $\theta \in C^1((0, \tau); C^1(\mathbb{T}^2))$, $w \in C^0([0, \tau]; C^1_\sigma(\mathbb{T}^2; \mathbb{R}^2))$, with $\theta$ and $w$ solving (1.1) pointwise everywhere in $\mathbb{T}^2 \times (0, \tau)$, together with $\theta(\cdot, 0) = \theta_0$. The main result of this paper is the following theorem. We use here the notation $C^1_\sigma(\mathbb{T}^2; \mathbb{R}^2)$ to indicate the space of divergence-free functions in $C^1(\mathbb{T}^2; \mathbb{R}^2)$.

**Theorem 1.1** (Local-in-time existence and uniqueness of classical solutions to SSG) Suppose $k \in \mathbb{N}$. There exists $\rho_k > 0$ such that given $\theta_0 \in C^{k+2, \alpha}(\mathbb{T}^2)$ with $\|\theta_0\|_{C^{k+2, \alpha}} \leq \rho_k$ and $\int_{\mathbb{T}^2} \theta_0 = 0$, there exists a $\tau_k = \tau_k(\theta_0) > 0$ such that there is an associated local-in-time classical solution $(\theta, w)$ of (1.1) on $\mathbb{T}^2 \times (0, \tau_k)$. Moreover, for $k \geq 2$ the classical solution is unique.

As we have presented above, the active vector field $w$ depends on the unknown $\theta$ through the Neumann-to-Dirichlet operator associated to the Neumann BVP for the fully-nonlinear equation (1.2). Therefore, an important part of our proof consists in proving that such an operator is well-defined and admits useful analytical properties.

**Remark 1.2** Whilst we believe it is possible to establish the analogue of Theorem 1.1 in the case that $\theta_0$ is smooth and non-periodic on $\mathbb{R}^2$, we do not do this here.

### 1.4 Structure of paper

The paper is structured as follows. In Sect. 2, we present the derivation of SSG from SG, as originally performed in [22]. In Sect. 3, we introduce a construction of the Neumann-to-Dirichlet operator $T$ defined on Hölder spaces, and discuss some of its relevant properties. In Sect. 4, we prove Theorem 1.1 through an application of Schauder’s fixed point theorem, making use of classical estimates on the solutions of passive transport equations on $\mathbb{T}^2$. In the closing Sect. 5, we discuss some natural generalisations of our result. Finally, in the “Appendix A”, for the reader’s convenience, we provide details of the calculations underlying the arguments in the previous sections.

### 2 Derivation of SSG from SG

The surface semi-geostrophic equations were derived from the semi-geostrophic equations by Hoskins [22] in 1975. They arise when one considers the special case of solutions of SG which admit spatially-homogeneous potential vorticity. For the convenience of the reader, we reproduce a derivation of this model here, starting from classical solutions of SG in Eulerian coordinates (which are assumed, but are not known, to exist). It will be helpful in the sequel to consider the system (1.3) expressed in all its components, namely
\[
\begin{align*}
\left\{ \begin{array}{l}
(\partial_t + u \cdot \nabla)u_1^g - fu_2 + \frac{\partial \phi}{\partial x_1} = 0, \\
(\partial_t + u \cdot \nabla)u_2^g + fu_1 + \frac{\partial \phi}{\partial x_2} = 0, \\
(\partial_t + u \cdot \nabla)\theta = 0,
\end{array} \right.
\end{align*}
\]

where \( f > 0 \) is the Coriolis parameter, assumed constant in what follows. Moreover, the Eulerian velocity field \( u \) is subject to the no-flux constraint \( u(\cdot, t) \cdot n = 0 \) on \( \partial \Omega \) for all times \( t \), where \( n : \partial \Omega \to S^2 \) denotes the outward unit normal map. As we shall see below, this no-flux assumption is crucial in the derivation of the surface semi-geostrophic equations. We define the vorticity \( \xi_g \) associated to the dynamics of system (2.1) by

\[
\xi_g := \left( -\frac{\partial u_2^g}{\partial x_3}, \frac{\partial u_1^g}{\partial x_3}, f + \frac{\partial u_2^g}{\partial x_1} - \frac{\partial u_1^g}{\partial x_2} \right) + \frac{1}{f} \left( \frac{\partial (u_1^g, u_2^g)}{\partial (x_1, x_2)}, \frac{\partial (u_1^g, u_2^g)}{\partial (x_1, x_3)}, \frac{\partial (u_1^g, u_2^g)}{\partial (x_2, x_3)} \right),
\]

and one may readily check that it satisfies the following vorticity equation, namely

\[
(\partial_t + u \cdot \nabla)\xi_g = (\xi_g \cdot \nabla)u - \frac{g}{\theta_0} e_3 \wedge \nabla \theta
\]

pointwise in the classical sense on space-time. If one in turn defines the potential vorticity \( q_g \) of the geostrophic flow as

\[
q_g := \xi_g \cdot \nabla \theta,
\]

it follows from a calculation that the potential vorticity is conserved along Lagrangian particle trajectories, namely

\[
(\partial_t + u \cdot \nabla)q_g = 0.
\]

As such, if one furnishes the system (2.1) with initial data \((u_1^{g,0}, u_2^{g,0}, \theta_0)\) whose associated potential vorticity is spatially inhomogenous, then the corresponding solution \((u_1^g, u_2^g, \theta, u)\) also formally has this property. It was discovered by Hoskins that solutions which admit constant potential vorticity on \( \Omega \) admit a rather beautiful structure in another coordinate system (to which we henceforth refer as Hoskins’ coordinates), details of which we now provide.

### 2.1 Transformation of coordinates

Suppose smooth initial data \((u_1^{g,0}, u_2^{g,0}, \theta_0)\) for the dynamics formally generated by (2.1) are given. We now consider the associated 1-parameter family \( \{H_t\}_{t \geq 0} \) of smooth maps \( H_t : \Omega \to \Omega \) defined by

\[
H_t(x) := \begin{pmatrix} x_1 + \frac{1}{f} u_2^g(x, t) \\ x_2 - \frac{1}{f} u_1^g(x, t) \\ x_3 \end{pmatrix} \quad \text{for } x \in \Omega.
\]
For each time $t$, the map $H_t$ is assumed to be a $C^1$-diffeomorphism in what follows. In the sequel, we shall use capital Roman letters, namely $X = (X_1, X_2, X_3)$, to denote the independent variable for maps defined on $\Omega$ considered as the range space of the coordinate transformation $H_t$ for any $t$. Our aim in the sequel is to close a system of equations for a number of ‘natural’ quantities in the coordinate system determined by $\{ H_t \}_{t \geq 0}$. In this pursuit, we begin with the following proposition.

**Proposition 2.1** For any smooth map $\Psi : \Omega \times \mathbb{R} \to \mathbb{R}$, it holds that

$$(\partial_t + u(x,t) \cdot \nabla_x) \Psi(H_t(x), t) = (\partial_t + U(H_t(x),t) \cdot \nabla_x) \Psi(H_t(x), t),$$

where $U(X,t) := (u_1^g(H_t^{-1}(X), t), u_2^g(H_t^{-1}(X), t), u_3(H_t^{-1}(X), t))$ for $X \in \Omega$ and each time $t$.

**Proof** We begin by noticing that for any smooth map $\Psi = \Psi(X, t)$, the material derivative of the composition $(x, t) \mapsto \Psi(H_t(x), t)$ (with respect to the Eulerian velocity field $u$) in Eulerian coordinates is given by

$$(\partial_t + u(x,t) \cdot \nabla_x)\Psi(H_t(x), t) = \partial_t \Psi(H_t(x), t) + (\partial_t H(x,t)) \cdot \nabla_x \Psi(H_t(x), t).$$

As such, the corresponding velocity field that advects the flow in Hoskins’ coordinate system is given simply by $\partial_t H + (D_x H)^T u$. If we consider its components, namely

$$(\partial_t + u(x,t) \cdot \nabla_x)H_1(x,t) = u_1(x,t) + \frac{1}{f} \left( -f u_1(x,t) - \frac{\partial \phi}{\partial x_2}(x,t) \right) = -\frac{1}{f} \frac{\partial \phi}{\partial x_2}(x,t) = u_1^g(x,t),$$

$$(\partial_t + u(x,t) \cdot \nabla_x)H_2(x,t) = u_2(x,t) - \frac{1}{f} \left( f u_2(x,t) - \frac{\partial \phi}{\partial x_1}(x,t) \right) = \frac{1}{f} \frac{\partial \phi}{\partial x_1}(x,t) = u_2^g(x,t),$$

$$(\partial_t + u(x,t) \cdot \nabla_x)H_3(x,t) = u_3(x,t),$$

it follows simply that

$$\partial_t H + (D_x H)^T u = (u_1^g, u_2^g, u_3),$$

whence follows the proof of the claim. \qed

It will be helpful in what follows to note that the matrices $D_x H_t$ and $D_x H_t^{-1}$ are explicitly given by the following expressions:

$$D_x H_t(x,t) = \begin{pmatrix}
1 + \frac{1}{f^2} \phi_{11} & \frac{1}{f^2} \phi_{12} & 0 \\
\frac{1}{f^2} \phi_{12} & 1 + \frac{1}{f^2} \phi_{22} & 0 \\
\frac{1}{f^2} \phi_{13} & \frac{1}{f^2} \phi_{23} & 1
\end{pmatrix} (x,t),$$
and

\[ j(x, t) D_X H_t^{-1}(H_t(x)) = \begin{pmatrix}
1 + \frac{1}{f^2} \phi_{22} & -\frac{1}{f^2} \phi_{12} & 0 \\
-\frac{1}{f^2} \phi_{13} + \frac{1}{f^4} \left( \phi_{12} \phi_{23} - \phi_{13} \phi_{22} \right) & 1 + \frac{1}{f^2} \phi_{11} & 0 \\
-\frac{1}{f^2} \phi_{13} + \frac{1}{f^4} \left( \phi_{12} \phi_{13} - \phi_{11} \phi_{23} \right) & 0 & j
\end{pmatrix}(x, t), \tag{2.3} \]

where we used the notation \( \phi_{ij} = \frac{\partial^2 \phi}{\partial x_i \partial x_j} \) and \( j \) denotes the Jacobian of \( H_t \), namely

\[ j(x, t) := \det D_X H_t(x) = \left( 1 + \frac{1}{f^2} \frac{\partial^2 \phi}{\partial x_1^2}(x, t) \right) \left( 1 + \frac{1}{f^2} \frac{\partial^2 \phi}{\partial x_2^2}(x, t) \right) - \frac{1}{f^4} \left( \frac{\partial^2 \phi}{\partial x_1 \partial x_2}(x, t) \right)^2. \]

We shall also employ the notation \( J(X, t) := j(H_t^{-1}(X), t) \) in what follows. The following observation holds as a consequence of Proposition 2.1 above.

**Corollary 2.2** Suppose \((u^g_1, u^g_2, \theta, u)\) is a smooth solution of (2.1). It follows that both the maps \( \Theta \) and \( Q \) defined pointwise as

\[
\Theta(X, t) := \theta(H_t^{-1}(X), t) \quad \text{and} \quad Q(X, t) := qg(H_t^{-1}(X), t)
\]

are smooth solutions of the transport equation

\[ (\partial_t + U \cdot \nabla) \Psi = 0. \]

**Remark 2.3** In all that follows, we refer to \( \Theta \) and \( Q \) as the geostrophic buoyancy anomaly and geostrophic potential vorticity, respectively.

**Proof** By the definition of vorticity \( \zeta_g \) and the form of the matrix \( D_X H_t^{-1} \) in (2.3), one observes that the third row of \( D_X H_t^{-1} \) is given simply by a multiple of the vorticity \( \zeta_g \), namely

\[ \frac{1}{f} \zeta_g(x, t) = j(x, t)(D_X H_t^{-1}(H_t(x)))_3. \]

For any smooth map \( \psi \equiv \psi(x) \), it follows that

\[ \frac{\partial}{\partial X_3} \left( \psi(H_t^{-1}(X)) \right) = \frac{1}{f J(X, t)} \zeta_g(H_t^{-1}(X), t) \cdot \nabla_x \psi(H_t^{-1}(X)), \]

with, in particular, it being the case that

\[ \frac{\partial}{\partial X_3} (X, t) = \frac{1}{f J(X, t)} Q(X, t), \]

by the definition of potential vorticity (2.2). Since the potential temperature \( \theta \) and the potential vorticity \( qg \) are Lagrangian invariants with respect to the Eulerian flow \( u \), it follows that \( \Theta \) and \( Q \) are Lagrangian invariants with respect to the flow \( U \), namely

\[
(\partial_t + U \cdot \nabla) \Theta = 0, \tag{2.4}
\]
\[
(\partial_t + U \cdot \nabla) Q = 0, \tag{2.5}
\]

which concludes the proof. \( \square \)
The study of $Q$ and $\Theta$ in the coordinate system determined by $\{H_t\}_{t \geq 0}$ will, in some sense, ‘replace’ the study of $u$ and $\nabla P$ in Eulerian coordinates. To see how this is the case, we introduce an important streamfunction originally due to Hoskins.

### 2.2 A new streamfunction in geostrophic coordinates

An important observation of Hoskins was that there exists a time-dependent potential $\Phi$ which ‘stores’ all salient features of the dynamics in geostrophic coordinates. Indeed, following [22, Section 4], we define a streamfunction $\Phi$ in Hoskins’ coordinates $\Phi : \Omega \times (0, \infty) \to \mathbb{R}$ by

$$
\Phi(X, t) := \phi(H_t^{-1}(X), t) + \frac{1}{2} (u_1^2(H_t^{-1}(X), t) + u_2^2(H_t^{-1}(X), t)^2)
$$

for $X \in \Omega$ and any $t > 0$. A straightforward calculation reveals that

$$
D_x H_t(x) \nabla_X \Phi(H_t(x), t) = \nabla_x \phi(x, t) + u_1^2(x, t) \nabla_x u_1^2(x, t) + u_2^2(x, t) \nabla_x u_2^2(x, t)
$$

$$
= \nabla_x \phi(x, t) + \frac{1}{f^2} \frac{\partial \phi}{\partial x_1}(x, t) \nabla_x \left( \frac{\partial \phi}{\partial x_1}(x, t) \right)
$$

$$
+ \frac{1}{f^2} \frac{\partial \phi}{\partial x_2}(x, t) \nabla_x \left( \begin{array}{ccc}
\frac{\partial^2 \phi}{\partial x_1^2}(x, t) & \frac{\partial^2 \phi}{\partial x_1 \partial x_2}(x, t) & 0 \\
\frac{\partial^2 \phi}{\partial x_1 \partial x_2}(x, t) & \frac{\partial^2 \phi}{\partial x_2^2}(x, t) & 0 \\
\frac{\partial^2 \phi}{\partial x_1^2}(x, t) & \frac{\partial^2 \phi}{\partial x_1 \partial x_2}(x, t) & 0
\end{array} \right) \nabla_x \phi(x, t)
$$

$$
= D_x H_t(x) \nabla_X \phi(x, t).
$$

Therefore, by the assumption that $H_t$ be a diffeomorphism of $\Omega$ for all times $t$, we have that the following identity between the gradients of the streamfunction $\Phi$ and the pressure $\phi$ holds true:

$$
\nabla_X \Phi(X, t) = \nabla_x \phi(H_t^{-1}(X), t).
$$

It is this identity which furnishes the link between the semi-geostrophic equations in Eulerian coordinates and the so-called surface semi-geostrophic equations in Hoskins’ coordinates. In order to understand the dynamics of $\Phi$ in geostrophic coordinates, we observe the following identities which relate the second derivatives of the pressure $\phi$ to those of the streamfunction $\Phi$:

$$
1 + \frac{1}{f^2} \frac{\partial^2 \phi}{\partial x_1^2}(H_t^{-1}(X), t) = J(X, t) \frac{\partial}{\partial X_2}(H_t^{-1}(X))_2
$$

$$
= J(X, t) \left( 1 - \frac{1}{f^2} \frac{\partial^2 \Phi(X, t)}{\partial X_2^2} \right),
$$

$$
1 + \frac{1}{f^2} \frac{\partial^2 \phi}{\partial x_2^2}(H_t^{-1}(X), t) = J(X, t) \frac{\partial}{\partial X_1}(H_t^{-1}(X))_1
$$

$$
= J(X, t) \left( 1 - \frac{1}{f^2} \frac{\partial^2 \Phi(X, t)}{\partial X_1^2} \right).
$$
\[
\frac{1}{f^2} \frac{\partial^2 \phi}{\partial x_1 \partial x_2} (H_t^{-1}(X), t) = -J(X, t) \frac{\partial}{\partial X_1} H_t^{-1}(X)_2 \\
= -J(X, t) \frac{1}{f^2} \frac{\partial^2 \Phi}{\partial X_1 \partial X_2}(X, t).
\]

By taking products and differences in the above, we may identify an equation for the determinant \( J \), namely
\[
J = J^2 \left\{ \left( 1 - \frac{1}{f^2} \frac{\partial^2 \Phi}{\partial X_1^2} \right) \left( 1 - \frac{1}{f^2} \frac{\partial^2 \Phi}{\partial X_2^2} \right) - \frac{1}{f^4} \left( \frac{\partial^2 \Phi}{\partial X_1 \partial X_2} \right)^2 \right\}.
\]

One can rewrite the determinant in the equation above in terms of the geostrophic potential vorticity \( Q \) and the derivative \( \partial X_3 \Theta = \partial X_3 \Phi \) to obtain
\[
1 = \frac{1}{f^2} \left( \frac{\partial^2 \Phi}{\partial X_1^2} + \frac{\partial^2 \Phi}{\partial X_2^2} \right) + \frac{g}{\Theta} \frac{\partial \Phi}{\partial X_3} - \frac{1}{f^4} \left( \frac{\partial^2 \Phi}{\partial X_1 \partial X_2} \right)^2.
\]

It is the conservation laws (2.4) and (2.5) and the Eq. (2.6) which comprise Hoskins’ formulation of the semi-geostrophic equations (2.1) in the coordinate system determined by \( \{H_t\}_{t \geq 0} \), namely
\[
\begin{align*}
(\partial_t + U \cdot \nabla) \Theta &= 0, \\
(\partial_t + U \cdot \nabla) Q &= 0, \\
1 &= \frac{1}{f^2} \left( \frac{\partial^2 \Phi}{\partial X_1^2} + \frac{\partial^2 \Phi}{\partial X_2^2} \right) + \frac{g}{\Theta} \frac{\partial \Phi}{\partial X_3} - \frac{1}{f^4} \left( \frac{\partial^2 \Phi}{\partial X_1 \partial X_2} \right)^2.
\end{align*}
\]

where the geostrophic velocity field \( U \) is given by
\[
U = \left( -\frac{1}{f} \frac{\partial \Phi}{\partial X_2}, \frac{1}{f} \frac{\partial \Phi}{\partial X_1}, u_3 \circ H_t^{-1} \right).
\]

From a structural point of view, system (2.7) constitutes a fully nonlinear PDE (possibly of elliptic type) with non-constant coefficients which is coupled to a pair of transport equations associated to the geostrophic velocity field \( U \). Moreover, the boundary condition \( u_3 = 0 \) on both components of \( \partial \Omega \) is equivalent to \( U_3 = 0 \) on \( \partial \Omega \) in Hoskins’ geostrophic coordinates. At this moment, we do not know that this system is closed, in the sense that the IBVP associated to (2.7) admits a unique solution in any sense. It is prudent at this point to employ the additional assumption that initial data \( (u_{1,0}^g, u_{2,0}^g, \theta_0) \) are taken such that the value of \( q_{g,0} \) is constant on \( \Omega \). This allows us to eliminate the transport equation for the geostrophic potential vorticity \( Q \) and ensure that the fully nonlinear equation for \( \Phi \) in (2.7) admits constant coefficients. We outline the structure of the corresponding system below.

### 2.3 Surface semi-geostrophic flow

As intimated above, the Eq. (2.7) that we obtain in Hoskins’ geostrophic coordinates are not easily studied. We make the additional important assumption of constant potential vorticity at time \( t = 0 \), namely
\[
q_{g,0} = \frac{f \theta_0}{g} N^2 \implies Q_0 := q_{g,0} \circ H_0 = \frac{f \theta_0}{g} N^2,
\]
where the constant $N$ is the Brunt–Väisälä frequency of the fluid. Although this assumption might appear to be unnecessarily restrictive at first glance, it is in fact a good approximation when studying real-world atmospheric flows (see [23]). Mathematically on the other hand, with this simplification and subject to the rescaling

$$
\tilde{\Phi}(X_1, X_2, X_3) = \Phi \left( \frac{X_1}{f}, \frac{X_2}{f}, \frac{X_3}{N} \right) - \frac{X_3^2}{2},
$$

system (2.7) reduces to the following set of coupled equations:

$$
\begin{cases}
(\partial_t - \frac{1}{f} \partial \Phi \frac{\partial}{\partial X_2} \frac{\partial}{\partial X_1} + \frac{1}{f} \partial \Phi \frac{\partial}{\partial X_1} \frac{\partial}{\partial X_2} + U_3 \frac{\partial}{\partial X_3}) \frac{\partial^2 \Phi}{\partial X_3^2} = 0, \\
\Delta \Phi = \frac{\partial^2 \Phi}{\partial X_1^2} \frac{\partial^2 \Phi}{\partial X_2^2} - \left( \frac{\partial X_3^2}{\partial X_1 \partial X_2} \right)^2,
\end{cases}
$$

together with the boundary condition $U_3 = 0$ on $\partial \Omega$, where the rescaled value of $\Phi$ has been simply relabelled as $\Phi$. It turns out that in this setting of spatially inhomogeneous potential vorticity, one need only solve the transport equation on each of the boundary planes $\partial \Omega$, as opposed to on the entire interior of the domain $\Omega$. Indeed, the nomenclature ‘surface semi-geostrophic equations’ comes from the fact that the dynamics in geostrophic coordinates in the bulk is ‘determined’ by the dynamics on the upper and lower boundary planes. Of course, in our work, as the dynamics on the lower boundary portion is trivial, it suffices to understand the evolution of the geostrophic buoyancy on the upper boundary plane alone.

3 Construction and properties of the Neumann-to-Dirichlet operator

Our first step in the proof of our main result, namely Theorem 1.1, is to demonstrate that the Neumann-to-Dirichlet map (whose formal definition is given in 3.2 below) associated to the fully nonlinear equation is well defined and admits useful analytical properties. Indeed, this pursuit is captured by the following theorem:

**Theorem 3.1** There exists a Fréchet differentiable map $S$ defined on a ball $Y \subset C^{k+1, \alpha}(\mathbb{T}^2)$ such that, for any $\theta \in Y$, $S[\theta]$ is a $C^{k+2, \alpha}$-classical solution of

$$
\begin{cases}
\Delta \Phi = \partial_{x_1} \partial_{x_3} \partial_{x_2} \Phi - (\partial_{x_1} \partial_{x_2} \Phi)^2, \\
\partial_{x_1} \Phi |_{\Gamma_0} = 0, \\
\partial_{x_3} \Phi |_{\Gamma_1} = \theta, \\
f_{\Omega} \Phi = 0,
\end{cases}
$$

on the domain $\mathcal{R} : C^{k+2, \alpha}(\overline{\Omega}) \to C^{k+2, \alpha}(\mathbb{T}^2)$ with upper boundary $\Gamma_1 := \mathbb{T}^2 \times \{1\}$ and lower boundary $\Gamma_0 := \mathbb{T}^2 \times \{0\}$, for any $k \in \mathbb{N}$.

In the natural way, we say that $\Phi$ is a $C^{k+2, \alpha}$-classical solution of (3.1) if $\Phi \in C^{k+2, \alpha}(\overline{\Omega})$ solves the PDE pointwise everywhere on $\Omega$, and its restriction to the boundary $\partial \Omega$ satisfies the given boundary conditions. The zero-mean requirement on $\Phi$ is prescribed to guarantee uniqueness of solution to the boundary value problem. Associated to this solution map is the operator defined below, which determines the activity in the surface semi-geostrophic equation (1.1).

**Definition 3.2** The Neumann-to-Dirichlet operator $T$ associated to system (1.1) is defined to be

$$
T := \mathcal{R} \circ S : Y \subset C^{k+1, \alpha}(\mathbb{T}^2) \to C^{k+2, \alpha}(\mathbb{T}^2)
$$

$\square$ Springer
where $\mathcal{R} : C^{k+2,\alpha}(\Omega) \to C^{k+2,\alpha}(\mathbb{T}^2)$ is the classical restriction operator to the set $\mathbb{T}^2 \times \{1\}$. The main idea of the proof of Theorem 3.1, and thereby the demonstration that $T$ is well defined, is to employ the Banach Fixed Point theorem to guarantee both existence and uniqueness of solutions to (3.1), inspired by the numerical work [27] by Badin and Ragone on SSG. Indeed, for a given $\theta \in C^{k+1,\alpha}(\mathbb{T}^2)$ we define the operator $T(\theta) : C^{k+2,\alpha}(\Omega) \to C^{k+2,\alpha}(\Omega)$ as

$$T(\theta) := A_\theta \circ M,$$  \hspace{1cm} (3.3)

where the Monge–Ampère-type operator $M : C^{k+2,\alpha}(\Omega) \to C^{k,\alpha}(\Omega)$ is defined as

$$M[\phi] := \partial_{x_1x_1}\phi\partial_{x_2x_2}\phi - (\partial_{x_1x_2}\phi)^2,$$

and the operator $A_g : C^{k,\alpha}(\Omega) \to C^{k+2,\alpha}(\Omega)$ is simply the solution operator $A_g : f \mapsto u$ associated to the linear Neumann boundary value problem on $\Omega$ given by

$$\begin{cases}
\Delta u = f, \\
\partial_{x_3}u|_{\Gamma_0} = 0, \\
\partial_{x_3}u|_{\Gamma_1} = g, \\
f_\Omega u = 0,
\end{cases}$$ \hspace{1cm} (3.4)

for any given $g \in C^{k+1,\alpha}(\mathbb{T}^2)$. It follows that a fixed point of $T(\theta)$ is a classical solution of (3.1) on $\Omega$ of class $C^{k+2,\alpha}$.

The fact that all boundary value problems under study in the sequel are, roughly speaking, periodic in two coordinate directions and non-periodic but of bounded extent in the other makes their analysis slightly awkward. For instance, in the case of the pure Poisson Neumann boundary value problem, one cannot simply apply routine techniques from [20] to understand their well-posedness. One could, for instance, employ techniques from the monograph [19] in order to employ a Method of Reflections-type argument for elliptic equations on the unbounded strip $\Omega \subset \mathbb{R}^3$. This is not the approach we adopt in this work, however.

We begin our approach to the proof of Theorem 3.1 by showing well-posedness of the linear BVP (3.4) in Sect. 3.1. Following this, we look to verify the hypotheses of the Banach fixed point theorem to the operator $T(\theta)$ on a suitable ball in $C^{k+2,\alpha}(\Omega)$ in Sect. 3.1 thereafter.

### 3.1 Analysis of the Poisson problem (3.4)

We begin by recalling the necessary compatibility condition that needs to be satisfied by the inhomogeneity $f$ and the boundary datum $g$ for the Poisson problem (3.4) be well posed.

**Lemma 3.3** (Compatibility condition) A necessary condition for the problem (3.4) to have a classical $C^2$-solution on $\Omega$ is that $f$ and $g$ are compatible in the sense that

$$\int_{\Omega} f = \int_{\mathbb{T}^2} g.$$

The well-posedness of the system (3.4), and hence the well-posedness of the operator $A_g$, is proved by means of Schauder theory. Let us first state the various notions of solution to the Poisson problem with which we work in the sequel.

**Definition 3.4**

Given $f \in L^2_{\text{loc}}(\Omega)$ and $g \in H^1_{\text{loc}}(\mathbb{T}^2)$, a function $u$ is said to be:

- a weak solution of (3.4) if $u \in H^1_{\text{loc}}(\Omega)$ and

$$-\int_{\Omega} \nabla u \cdot \nabla \phi + \int_{\mathbb{T}^2} g\phi|_{\Gamma_1} = \int_{\Omega} f\phi \hspace{1cm} \forall \phi \in C^\infty_c(\Omega);$$


a strong solution of (3.4) if \( u \in H^2_{\text{loc}}(\Omega) \) and
\[
\Delta u = f \text{ in } L^2_{\text{loc}}(\Omega) \text{ and } \text{Tr}_i[\partial_{x_i} u] = g, \quad \text{Tr}_i[\partial_{x_i} u] = 0 \text{ in } L^2_{\text{loc}}(\mathbb{T}^2),
\]
where \( \text{Tr}_i \) is the trace operator \( \text{Tr}_i : H^1(\Omega) \to L^2(\Gamma_i) \), for \( i \in \{0, 1\} \).

We now state the expected result on existence and uniqueness of classical solutions of the Poisson problem (3.4).

**Theorem 3.5** (Existence and uniqueness of classical solutions to the Poisson problem) Given \( f \in C^{0, \alpha}(\overline{\Omega}) \) and compatible \( g \in C^{1, \alpha}(\overline{\mathbb{T}^2}) \), there exists a unique classical solution \( u \in C^{2, \alpha}(\overline{\Omega}) \) of (3.4). More generally, for \( k \in \mathbb{N} \), if \( f \in C^{k, \alpha}(\overline{\Omega}) \) and \( g \in C^{k+1, \alpha}(\overline{\mathbb{T}^2}) \), then \( u \in C^{k+2, \alpha}(\overline{\Omega}) \). Furthermore, there exists a constant \( \widetilde{C}_{k, \alpha} > 0 \) such that
\[
\|u\|_{C^{k+2, \alpha}(\overline{\Omega})} \leq \widetilde{C}_{k, \alpha} \left( \|f\|_{C^{k, \alpha}(\overline{\Omega})} + \|g\|_{C^{k+1, \alpha}(\overline{\mathbb{T}^2})} \right).
\]  

**Proof** We proceed by first demonstrating the existence of weak solutions of the Poisson problem, and then in turn proving higher regularity thereof. Following this, we demonstrate the validity of the Schauder estimate (3.5).

1. **Existence of a Weak Solution** For the existence of weak solutions of the Poisson boundary value problem, we consider the following two auxiliary problems:
\[
\begin{align*}
\Delta v &= f, \\
\partial_{x_3} v|_{\Gamma_0} &= 0, \\
\partial_{x_3} v|_{\Gamma_1} &= 0, \\
\int_{\Omega} w &= 0,
\end{align*}
\]  

(3.6)

The existence of a weak solution \( v \in H^1(\Omega) \) to the first problem above is guaranteed by a standard application of the Lax–Milgram Theorem (see for instance [20, § 5]). For the solution \( w \) of the second problem, the aim is to show that the function formally defined on \( \Omega \) by
\[
w(x', x_3) = \sum_{k \in \mathbb{Z}^2 \setminus \{(0,0)\}} \hat{g}_k \cosh(2\pi |k|x_3) e^{2\pi ik \cdot x'} \quad \forall (x', x_3) \in \Omega,
\]
is a weak solution of the Laplace problem, where \( x' := (x_1, x_2) \) and \( \hat{g}_k \) is the \( k \)th Fourier coefficient of \( g \) for \( k \in \mathbb{Z}^2 \). By the Cauchy–Schwarz inequality, Plancherel lemma and Maclaurin–Cauchy test for series, it follows that \( w \) admits the bound
\[
\|w\|_{L^\infty(\Omega)} \leq \frac{\coth(2\pi)}{2\pi} \sqrt{\sum_{k \in \mathbb{Z}^2} |k|^2 |\hat{g}_k|^2} \sqrt{\sum_{k \in \mathbb{Z}^2 \setminus \{(0,0)\}} \frac{1}{|k|^4}} 
\]
\[
\leq \frac{\coth(2\pi)}{2\sqrt{\pi}} \|g\|_{H^1(\mathbb{T}^2)}.
\]  

(3.7)

In particular, \( w \) is obtained as the weak limit in \( H^2(\Omega) \) of the sequence \( \{w_M\}_{M \in \mathbb{N}} \) of truncated sums, namely
\[
w_M(x', x_3) := \sum_{k \in \mathbb{Z}^2 \setminus \{0 \mid |k| \leq M\}} \hat{g}_k \cosh(2\pi |k|x_3) e^{2\pi ik \cdot x'} \quad \forall (x', x_3) \in \mathbb{T}^2 \times (0, 1), \quad \forall M \in \mathbb{N}.
\]
Indeed, it is readily verified that \( w_M \) is the classical solution of the Laplace problem with Neumann boundary conditions \( \partial_{x_3} w_M |_{\Gamma_0} = 0 \) and \( \partial_{x_3} w_M |_{\Gamma_1} = g_M \), where \( g_M \) is the projection of \( g \) onto its set of \( M \)-th order Fourier modes, namely

\[
g_M(x') := \sum_{k \in \mathbb{Z}^2, 0 \leq |k| \leq M} \hat{g}_k e^{2\pi i k \cdot x'} \quad \forall x' \in \mathbb{T}^2, \quad \forall M \in \mathbb{N}.
\]

The sequence \( \{w_M\}_{M \in \mathbb{N}} \) is uniformly bounded in \( H^2(\Omega) \), owing to the fact that one can show that

\[
\|D^2 w_M\|_{L^2(\Omega)} \leq C \|g\|_{H^1(\mathbb{T}^2)},
\]

where the constant \( C > 0 \) does not depend on the truncation parameter \( M \). By a suitable version of Poincaré’s inequality for functions periodic in only two co-ordinate directions, we conclude that \( \{w_M\}_{M \in \mathbb{N}} \) is weakly relatively-compact in \( H^2(\Omega) \), and thereby infer the existence of a (relabelled) convergent subsequence to an element in \( H^2 \). By uniqueness of the strong \( L^2 \)-limit, the \( H^2 \)-weak limit is \( w \). It is therefore only left to show that \( w \) is a weak solution of the Neumann boundary value problem for Laplace’s equation in (3.6). Indeed, as we have that \( w_M \rightarrow w \) in \( H^2 \), for any \( \phi \in C^\infty(\Omega) \) it follows that

\[
\int_{\Omega} \Delta w \phi = \lim_{M \rightarrow \infty} \int_{\Omega} \Delta w_M \phi = 0.
\]

As far as the boundary conditions are concerned, we check that for any \( \phi \in C^\infty(\Omega) \), the following holds true:

\[
0 = \lim_{M \rightarrow \infty} \int_{\Omega} \Delta w_M \phi = \lim_{M \rightarrow \infty} \left( -\int_{\Omega} \nabla w_M \cdot \nabla \phi + \int_{\Gamma_1} g_M \phi |_{\Gamma_1} \right) = -\int_{\Omega} \nabla w \cdot \nabla \phi + \int_{\Gamma_1} g \phi |_{\Gamma_1} = \int_{\Gamma_1} \left( g - \text{Tr}_1[\partial_{x_3} w] \right) \phi |_{\Gamma_1}.
\]

In particular, for any \( \psi \in C^\infty(\mathbb{T}^2) \) we have that

\[
\int_{\mathbb{T}^2} \left( g - \text{Tr}_1[\partial_{x_3} w] \right) \psi = 0,
\]

therefore \( g = \partial_{x_3} w |_{\Gamma_1} \) in \( L^2(\mathbb{T}^2) \), and we deduce that \( w \) is a weak solution of the given boundary value problem. By the reasoning above, we conclude that the function \( u := v + w \in H^1(\Omega) \) is a weak solution of the Neumann boundary value problem for the Poisson equation.

II. Higher Regularity of Weak Solution We now show that \( u \) is a classical solution of (3.4), not only a weak solution thereof. By elliptic interior regularity (Theorem 9.19 in [20, § 9.6]), we know that \( u \in C^{2,\alpha}(\Omega) \). By Theorem 5.54 in [25, § 5] applied in the setting of the smooth unbounded domain \( \mathbb{R}^2 \times (0, 1) \), the weak solution \( u \) belongs also to \( C^{1,\alpha}(\Omega) \). Hence, \( u \in C^{2,\alpha}(\Omega) \cap C^{1,\alpha}(\overline{\Omega}) \). We now consider \( u \) as a function defined on \( \mathbb{R}^2 \times (0, 1) \) that is \( 1 \)-periodic in the \( x \) and \( y \) directions, and apply Theorem 6.26 from [20, § 6.7] to show that \( u \) is twice differentiable up to the upper and lower boundaries of \( \Omega \), i.e. \( u \in C^{2,\alpha}(\overline{\Omega}) \).

In the more general case that \( f \in C^{k,\alpha}(\overline{\Omega}) \) and \( g \in C^{k+1,\alpha}(\mathbb{T}^2) \), one can prove by induction the Neumann-data equivalent of Theorem 6.19 in [20, § 6.4], using Theorem 6.26 in [20, § 6.7] as the first step of the induction argument, to show that \( u \in C^{k+2,\alpha}(\overline{\Omega}) \). Uniqueness of smooth solutions of this BVP follows by standard energy methods applied to differences of candidate solutions.
III. The Schauder Estimate We conclude the proof of the theorem by demonstrating the claimed Schauder estimate. It is a well known fact ([3, Thm. 7.3]) that
\[ \| u \|_{C^{k+2,\alpha}(\Omega)} \lesssim \| f \|_{C^{k,\alpha}(\Omega)} + \| g \|_{C^{k+1,\alpha}(\Omega^2)} + \| u \|_{C^{0,\alpha}(\Pi)}. \]
All that remains is the construction of a bound on the \( L^\infty \)-norm of \( u \). We have proved in (3.7) that \( \| w \|_{L^\infty(\Omega)} \lesssim \| g \|_{C^{k+1,\alpha}(\Omega^2)}. \) We now derive an analogous bound for the other additive contribution \( v \) to \( u \), i.e. we show that
\[ \| v \|_{L^\infty(\Omega)} \lesssim \| f \|_{L^2(\Omega)}. \]
By the Sobolev Embedding Theorem and the appropriate variant of Poincaré’s inequality, one has that
\[ \| v \|_{L^\infty(\Omega)} \lesssim \| v \|_{H^2(\Omega)} \lesssim \| D^2 v \|_{L^2(\Omega)}. \]
Now let \( (\phi_n)_{n \in \mathbb{N}} \subset C^\infty(\Omega) \) be such that \( \phi_n \to v \) in \( H^2(\Omega) \) and \( \partial_\gamma \phi_n = 0 \) on \( \Gamma_0 \cup \Gamma_1 \). Then, for any \( n \in \mathbb{N} \), an application of integration by parts yields that
\[ \| D^2 \phi_n \|_{L^2(\Omega)}^2 = \| \Delta \phi_n \|_{L^2(\Omega)}^2. \]
Therefore, strong convergence in \( H^2(\Omega) \) of the sequence \( \{\phi_n\}_{n \in \mathbb{N}} \) allows us to deduce that
\[ \| v \|_{L^\infty} \lesssim \| D^2 v \|_{L^2} = \lim_{n \to \infty} \| D^2 \phi_n \|_{L^2} = \lim_{n \to \infty} \| \Delta \phi_n \|_{L^2} = \| \Delta v \|_{L^2} = \| f \|_{L^2}. \]
This concludes the proof of the theorem. \( \square \)

3.2 Proof of Theorem 3.1
We now aim to prove Theorem 3.1 using a fixed point argument. We first note that if \( \phi \in C^2(\mathbb{T}^2) \), then it holds that
\[ \int_{\mathbb{T}^2} M[\phi] = 0. \]
By definition of the operator \( T^{(\theta)} \), the operator \( A_\theta \) is evaluated at \( M[\Phi] \), which has zero mean and hence the compatibility condition for solvability of the Neumann problem (3.1) requires us to define \( A_\theta \) for \( \theta \in C^{k+1,\alpha}(\mathbb{T}^2) \) such that
\[ \int_{\mathbb{T}^2} \partial_\gamma \theta = 0. \]
Secondly, we note that the Schauder estimate (3.5) implies the following estimate on the operator \( A_g \):
\[ \| A_g[f] \|_{C^{k+2,\alpha}(\mathbb{T}^2)} \leq \tilde{C}_{k,\alpha}(\| f \|_{C^{k,\alpha}(\mathbb{T}^2)} + \| g \|_{C^{k+1,\alpha}(\Omega^2)}), \]
for any \( f \in C^{k,\alpha}(\Omega) \) and \( g \in C^{k+1,\alpha}(\mathbb{T}^2) \). In turn, the following proposition follows from an easy calculation.

Proposition 3.6 Let \( k \in \mathbb{N} \). For any \( f_1, f_2 \in C^{k+2,\alpha}(\mathbb{R}^2) \), one has that
\[ \| M[f_1] \|_{C^{k,\alpha}(\mathbb{T}^2)} \leq 2 \| f_1 \|_{C^{k+2,\alpha}(\mathbb{T}^2)}^2, \]
and
\[ \| M[f_1] - M[f_2] \|_{C^{k,\alpha}(\mathbb{T}^2)} \leq 2 \left( \| f_1 \|_{C^{k+2,\alpha}(\mathbb{T}^2)} + \| f_2 \|_{C^{k+2,\alpha}(\mathbb{T}^2)} \right) \| f_1 - f_2 \|_{C^{k+2,\alpha}(\mathbb{T}^2)}. \]
With these observations in hand, we now present the proof of the main theorem of this section.
Proof of Theorem 3.1  For any \( k \in \mathbb{N} \), consider the ball in \( C^{k+2,\alpha}(\overline{\Omega}) \) defined by

\[
X^{(k,\alpha)} := \left\{ \phi \in C^{k+2,\alpha}(\overline{\Omega}) : \|\phi\|_{C^{k+2,\alpha}} \leq R_1^{(k,\alpha)}, \int_\Omega \phi = 0 \right\},
\]

and the ball in \( C^{k+1,\alpha}(\mathbb{T}^2) \) given by

\[
Y^{(k,\alpha)} := \left\{ \theta \in C^{k+1,\alpha}(\mathbb{T}^2) : \|\theta\|_{C^{k+1,\alpha}} \leq R_2^{(k,\alpha)}, \int_{\mathbb{T}^2} \theta = 0 \right\},
\]

with the radii \( R_1^{(k,\alpha)} \) and \( R_2^{(k,\alpha)} \) satisfying

\[
R_1^{(k,\alpha)} \leq \frac{1}{8C_{k,\alpha}}, \quad R_2^{(k,\alpha)} \leq \min \left\{ \frac{1}{8C_{k,\alpha}}, \frac{R_1^{(k,\alpha)}}{2} - (R_1^{(k,\alpha)})^2 \right\}. \tag{3.9}
\]

We proceed by steps, showing (i) existence and uniqueness of solutions to (3.1), (ii) continuity of the solution operator \( S \), and then (iii) its Fréchet differentiability.

I. Existence and Uniqueness  In order to prove existence and uniqueness of solutions in \( C^{k+2,\alpha}(\overline{\Omega}) \) we use a Banach fixed point argument by showing that the operator \( T^{(\theta)} : X^{(k,\alpha)} \rightarrow C^{k+2,\alpha}(\overline{\Omega}) \) defined in (3.3) is a contraction on \( X^{(k,\alpha)} \). The estimate (3.8) on the operator \( A_\alpha \) and Proposition 3.6 imply that for any \( \phi \in X^{(k,\alpha)} \), one has that

\[
\|T^{(\theta)}[\phi]\|_{C^{k+2,\alpha}} \leq R_1^{(k,\alpha)},
\]

while for any \( \phi, \psi \in X^{(k,\alpha)} \), it holds that

\[
\|T^{(\theta)}[\phi] - T^{(\theta)}[\psi]\|_{C^{k+2,\alpha}} \leq \frac{1}{2}\|\phi - \psi\|_{C^{k+2,\alpha}}.
\]

In addition, \( T^{(\theta)}[\phi] \) has zero mean over \( \mathbb{T}^2 \times (0, 1) \). Therefore, it follows that \( T^{(\theta)} \) is a contraction on the complete metric space \( X^{(k,\alpha)} \), and by the Banach fixed point theorem we deduce the existence of a unique fixed point \( \Phi \) for \( T^{(\theta)} \) in \( X^{(k,\alpha)} \). Owing to this observation, we define the operator \( S : Y^{(k,\alpha)} \rightarrow X^{(k,\alpha)} \) pointwise by \( S[\theta] := \Phi \), where \( \Phi \) is the unique fixed point of \( T^{(\theta)} \) in \( X^{(k,\alpha)} \).

II. Continuity of the Operator \( S \) Using Schauder estimates the reader can verify that \( S \) is continuous in the natural Hölder topologies.

III. Fréchet Differentiability of the Operator \( S \) Let us now demonstrate the Fréchet differentiability of \( S : Y^{(k,\alpha)} \rightarrow X^{(k,\alpha)} \). For any \( \theta \in Y^{(k,\alpha)} \), define the linear operator \( \mathcal{L}[\theta] : Y^{(k,\alpha)} \rightarrow C^{k+2,\alpha}(\overline{\Omega}) \) as the solution operator on \( X^{(k,\alpha)} \) associated to the following linear boundary value problem:

\[
\begin{align*}
\Delta \mathcal{L}[\theta](h) &= \gamma(\mathcal{L}[\theta](h), S[\theta]), \\
\partial_{\nu_3} \mathcal{L}[\theta](h)|_{\Gamma_0} &= 0, \\
\partial_{\nu_3} \mathcal{L}[\theta](h)|_{\Gamma_1} &= h, \\
\int_{\overline{\Omega}} \mathcal{L}[\theta](h) &= 0,
\end{align*}
\]

where the bilinear symmetric map \( \gamma : C^{k+2,\alpha}(\overline{\Omega}) \times C^{k+2,\alpha}(\overline{\Omega}) \rightarrow C^{k,\alpha}(\overline{\Omega}) \) is defined as

\[
\gamma(f, g) = \partial_{x_1x_1} f \partial_{x_2x_2} g + \partial_{x_1x_2} f \partial_{x_1x_1} g - 2\partial_{x_1x_2} f \partial_{x_1x_2} g.
\]

One notes that for \( f_1, f_2 \in C^{k+2,\alpha}(\overline{\Omega}) \), it holds that

\[
\|\gamma(f_1, f_2)\|_{C^{k,\alpha}} \leq 4\|f_1\|_{C^{k+2,\alpha}} \|f_2\|_{C^{k+2,\alpha}} \tag{3.10}
\]
and in turn that
\[
\|L[\theta](h)\|_{\mathcal{C}^{k+2,\alpha}} \leq 2\widetilde{C}_{k,\alpha} \|h\|_{\mathcal{C}^{k+1,\alpha}},
\]  
(3.11)
which is a consequence of the Schauder estimate (3.5). Let us now show that \(L[\theta]\) is the Fréchet derivative of \(S\). For any \(\theta, h \in \mathcal{Y}^{(k,\alpha)}\) such that \(\theta + h \in \mathcal{Y}^{(k,\alpha)}\), we consider the nonlinear operator \(\mathcal{N}[\theta] : h \mapsto S[\theta + h] - S[\theta] - L[\theta](h)\), which is the solution operator associated to the following BVP:

\[
\begin{cases}
\Delta \mathcal{N}[\theta](h) = M[L[\theta](h)] + M[\mathcal{N}[\theta](h)] + \gamma (\mathcal{N}[\theta](h), \mathcal{L}[\theta](h) + S[\theta]), \\
\partial_{\gamma} \mathcal{N}[\theta](h) |_{\Gamma_0 \cup \Gamma_1} = 0, \\
\int_{\Omega} \mathcal{N}[\theta](h) = 0.
\end{cases}
\]

The above is proved by considering \(\Delta S[\theta + h] - \Delta S[\theta]\), rewriting \(S[\theta + h] = S[\theta] + L[\theta](h) + \mathcal{N}[\theta](h)\) and considering the equation for \(L[\theta](h)\). In order to claim that \(L[\theta]\) is the Fréchet derivative of \(S\) at \(\theta\), it remains to show that
\[
\lim_{h \to 0} \frac{\|\mathcal{N}[\theta](h)\|_{\mathcal{C}^{k+2,\alpha}}}{\|h\|_{\mathcal{C}^{k+1,\alpha}}} = 0.
\]

By the estimates (3.5), (3.10) and Proposition 3.6, the norm of the operator \(\mathcal{N}[\theta]\) admits the bound given by
\[
\|\mathcal{N}[\theta](h)\|_{\mathcal{C}^{k+2,\alpha}} \leq 2\widetilde{C}_{k,\alpha} \|L[\theta](h)\|_{\mathcal{C}^{k+2,\alpha}}^2 + 2\widetilde{C}_{k,\alpha} \|\mathcal{N}[\theta](h)\|_{\mathcal{C}^{k+2,\alpha}}^2 + 4\widetilde{C}_{k,\alpha} \|\mathcal{N}[\theta](h)\|_{\mathcal{C}^{k+2,\alpha}} \|S[\theta] + L[\theta](h)\|_{\mathcal{C}^{k+2,\alpha}}.
\]

This estimate can be rewritten simply as
\[
\beta \|\mathcal{N}[\theta](h)\|_{\mathcal{C}^{k+2,\alpha}} \leq 2\widetilde{C}_{k,\alpha} \|L[\theta](h)\|_{\mathcal{C}^{k+2,\alpha}}^2,
\]
where \(\beta := 1 - 2\widetilde{C}_{k,\alpha} \|\mathcal{N}[\theta](h)\|_{\mathcal{C}^{k+2,\alpha}} - 4\widetilde{C}_{k,\alpha} \|S[\theta] + L[\theta](h)\|_{\mathcal{C}^{k+2,\alpha}}\). As \(h \to 0\) in \(\mathcal{C}^{k+1,\alpha}(\Omega)\), the quantity \(\beta\) tends to \(1 - 4\widetilde{C}_{k,\alpha} \|S[\theta]\|_{\mathcal{C}^{k+2,\alpha}} \geq \frac{1}{2}\), by continuity of the operator \(S : \mathcal{Y}^{(k,\alpha)} \to \mathcal{X}^{(k,\alpha)}\). Hence, if \(h\) is taken to be in a sufficiently-small ball around the zero map, it follows that \(\beta \geq \frac{1}{4}\) and using the bound (3.11) on the norm of \(L[\theta]\), we infer that
\[
\frac{\|\mathcal{N}[\theta](h)\|_{\mathcal{C}^{k+2,\alpha}}}{\|h\|_{\mathcal{C}^{k+1,\alpha}}} \leq 8\widetilde{C}_{k,\alpha} \|L[\theta](h)\|_{\mathcal{C}^{k+2,\alpha}}^2 \leq 32\widetilde{C}_{k,\alpha}^3 \|h\|_{\mathcal{C}^{k+1,\alpha}}.
\]
This concludes the proof of Theorem 3.1. \(\square\)

**Remark 3.7** By an application of the Mean Value Theorem for maps with range in a Banach space (see Theorem 4 in [9, §3.2]), one may conclude that the operator \(S\) is globally Lipschitz on \(\mathcal{Y}^{(k,\alpha)}\) with Lipschitz constant \(2\widetilde{C}_{k,\alpha}\).

**Remark 3.8** By utilising a similar argument, Theorem 3.1 can be established in the context of Sobolev spaces as opposed to Hölder spaces, i.e. there exists a Fréchet-differentiable map \(S\) defined on a closed ball in \(H^{k+1}(\Omega)\) and valued in \(H^{k+2}(\Omega)\) such that \(S[\theta]\) is a \(H^{k+2}\)-strong solution of (3.1), for \(2 \leq k \in \mathbb{N}\). Observe that we require \(k \geq 2\) in order to guarantee that \(H^{k+2}\) be a Banach algebra, which is required for the relevant estimates on the Monge–Ampère operator \(\mathcal{M}\).
4 Existence and uniqueness of classical solutions of SSG

By the work of the previous sections, we have constructed the Neumann-to-Dirichlet operator that determines the activity in the active scalar equation that defines SSG, namely equation (1.1). However, in order to demonstrate the local-in-time existence of classical solutions of the active scalar equation itself, we perform a Schauder fixed point argument. In broad strokes, given a suitable time-dependent and spatially-incompressible vector field \( w \), we first construct a solution \( \alpha w \) to the IVP associated to the passive scalar equation given by

\[
\partial_t \alpha w + (w \cdot \nabla) \alpha w = 0
\]

with given fixed initial datum \( \alpha w(\cdot, 0) := \theta_0 \) that is independent of \( w \), and in turn build a new time-dependent vector field \( \tilde{w}(\cdot, t) := \nabla^\perp T[\alpha w(\cdot, t)] \) pointwise in time by way of the Neumann-to-Dirichlet map \( T \). Any fixed point of the operator \( W : w \mapsto \tilde{w} \) (in an appropriate space) furnishes a classical solution to the active scalar equation (1.1).

While the claimed result, Theorem 1.1, holds true for any integer \( k \geq 0 \), for the sake of clarity of presentation we consider only the argument pertaining to the local-in-time existence of classical solutions \( \theta \in C^{0,\beta}([0, \tau_0]; \mathcal{C}^{1,\alpha}(\mathbb{T}^2)) \cap \mathcal{C}^1((0, \tau_0) \times \mathbb{T}^2) \) of the active scalar equation with \( \theta_0 \in C^{2,\alpha} (\mathbb{T}^2) \), for some \( \tau_0 > 0 \) depending on the initial datum, \( \alpha \) and \( \beta \). A similar argument can be employed to prove the existence of solutions \( \theta \in C^{0,\beta}([0, \tau_k]; \mathcal{C}^{k+1,\alpha}(\mathbb{T}^2)) \cap \mathcal{C}^1((0, \tau_k); \mathcal{C}^1(\mathbb{T}^2)) \) with initial data \( \theta_0 \in C^{k+2,\alpha} (\mathbb{T}^2) \), for \( k \geq 1 \) and time of existence \( \tau_k > 0 \), the details of which we omit here. We shall, however, include the proof of uniqueness of classical solutions in the case that the initial datum \( \theta_0 \) lies in a suitable small ball in \( C^{k,\alpha} (\mathbb{T}^2) \) for \( k \geq 4 \).

**Proof of Theorem 1.1** Firstly we show existence of smooth solutions, and later we prove uniqueness.

I. **Existence of the dynamics** Suppose that \( \theta_0 \in C^{2,\alpha}(\mathbb{T}^2) \) with

\[
\int_{\mathbb{T}^2} \theta_0 = 0, \quad \|\theta_0\|_{C^{2,\alpha}} \leq \rho \leq \min \left\{ \frac{R_2^{0,\alpha}}{8}, \frac{R_1^{0,\alpha}}{48C_{(0,\alpha)}} \right\},
\]

where \( R_1^{0,\alpha} \) and \( R_2^{0,\alpha} \) are defined in (3.9), and fix \( \tau_0 > 0 \) to be any positive number such that

\[
0 < \tau_0 < \min \left\{ \frac{\ln 2}{(2 + \alpha)R_1^{0,\alpha}}, (R_1^{0,\alpha})^{-\frac{1}{2+\alpha}} \right\}.
\]

Let \( 0 < \alpha' < \alpha < 1 \) and \( 0 < \beta' < \beta < 1 \), and consider the topological space \( (\mathcal{D}, T_{(\alpha',\beta')}) \), where

\[
\mathcal{D} := \left\{ w \in C^{0,\beta}([0, \tau_0]; \mathcal{C}^{1,\alpha}(\mathbb{T}^2; \mathbb{R}^2)) : \|w\|_{\mathcal{C}^{0,\beta}_{\alpha'}(\mathbb{T}^2; \mathbb{R}^2)} \leq R_1^{0,\alpha} \right\}
\]

and \( T_{(\alpha',\beta')} \) is the topology on \( \mathcal{D} \) generated by the \( \| \cdot \|_{\mathcal{C}^{1,\alpha}(\mathbb{T}^2; \mathbb{R}^2)} \)-norm. The notation \( \mathcal{C}^{1,\alpha}(\mathbb{T}^2; \mathbb{R}^2) \) is here used to denote the space of elements of \( \mathcal{C}^{1,\alpha}(\mathbb{T}^2; \mathbb{R}^2) \) that are divergence-free pointwise everywhere on \( \mathbb{T}^2 \). One may check that the topological space \( (\mathcal{D}, T_{(\alpha',\beta')}) \) is convex, compact and closed. Our principle operator of interest \( \mathcal{W} : \mathcal{D} \rightarrow C^{0,\beta}([0, \tau_0]; \mathcal{C}^{1,\alpha}(\mathbb{T}^2; \mathbb{R}^2)) \) is defined pointwise as

\[
(\mathcal{W}[w])(\cdot, t) := \nabla^\perp \mathcal{R} \circ S[\theta w(\cdot, t)]
\]
for all \( t \in [0, \tau_0] \), where \( \theta_w \) denotes the unique classical solution of the IVP given by

\[
\begin{align*}
\partial_t \theta_w + (w \cdot \nabla) \theta_w &= 0 \quad \text{on } \mathbb{T}^2 \times (0, \tau_0), \\
\theta_w(\cdot, 0) &= \theta_0.
\end{align*}
\]

In order to demonstrate that \( \mathcal{W} \) is well defined, we need to verify that \( \theta_w(\cdot, t) \in Y^{(0, \alpha)} \) for all \( t \in [0, \tau_0] \). By Proposition A.1, we have that

\[
\|\theta(\cdot, t)\|_{1, \alpha} \leq \|\theta_0\|_{2, \alpha} \left( e^{\|w\|\tau_0} + 2 \frac{1-w}{1+w} e^{2\|w\|\tau_0} + \|w\|\tau_0 e^{(2+\alpha)\|w\|\tau_0} \right)
\]

for all \( t \in [0, \tau_0] \) and so, by our choice of \( \tau_0 \), it follows that

\[
\|\theta(\cdot, t)\|_{1, \alpha} \leq 8\|\theta_0\|_{2, \alpha} \leq 8\rho \leq R_2^{(0, \alpha)}.
\]

Moreover, by estimate in Proposition A.1, it follows that \( \mathcal{W}[w] \in C^{0, \beta}(\mathbb{T}^2, \mathbb{R}^2) \). Now, in order to apply the Schauder fixed point theorem to the operator \( \mathcal{W} \), we need only show that \( \mathcal{W} : \mathcal{W}(D) \subseteq \mathcal{D} \) and that \( \mathcal{W} \) is continuous w.r.t. the topology \( T_{(\alpha', \beta')} \) on \( \mathcal{D} \). Note that for the former condition, we need only show that \( \mathcal{W}(D) \subseteq \mathcal{D} \) owing to the fact that \( \mathcal{D}, T_{(\alpha', \beta')} \) is compact.

Let us first demonstrate that \( \mathcal{W}(D) \subseteq \mathcal{D} \). Suppose that \( w \in \mathcal{D} \). One can check by using the estimates that

\[
\|\mathcal{W}[w]\|_{C_t^{0, \beta} C_x^{1, \alpha}} \leq 2\tilde{C}_{0, \alpha}\|w\|_{C_t^{0, \beta} C_x^{1, \alpha}}
\]

\[
\leq 2\tilde{C}_{0, \alpha}\|\theta_0\|_{C_t^{0, \beta} C_x^{1, \alpha}} \left( 1 + 2 \frac{1-w}{1+w} e^{\|w\|\tau} + \|w\|\tau e^{(1+\alpha)\|w\|\tau} \right)
\]

\[
+ 4\tilde{C}_{0, \alpha}\|\theta_0\|_{C_t^{0, \beta} C_x^{1, \alpha}} \left( 1 + e^{\|w\|\tau} + 2 \frac{1-w}{1+w} e^{2\|w\|\tau} + \|w\|\tau e^{(1+\alpha)\|w\|\tau} \right)
\]

\[
\leq 48\tilde{C}_{0, \alpha}\|\theta_0\|_{C_t^{0, \beta} C_x^{1, \alpha}}
\]

\[
\leq R_1^{(0, \alpha)},
\]

whence \( \mathcal{W}[w] \in \mathcal{D} \). It remains to verify that the map \( \mathcal{W} \) is continuous in the topology specified above. It is enough to show that \( \mathcal{W} \) is sequentially continuous. As such, let \( \{w_j\}_{j=1}^{\infty} \subseteq \mathcal{D} \) be a sequence that converges in \( (\mathcal{D}, T_{(\alpha', \beta')}) \), i.e. \( w_j \to w \) as \( j \to \infty \) for some \( w \in \mathcal{D} \). Let \( \{\theta_{w_j}\}_{j=1}^{\infty} \) denote the associated sequence of classical solutions to the family of IVPs given by

\[
\begin{align*}
\partial_t \theta_{w_j} + (w_j \cdot \nabla) \theta_{w_j} &= 0, \\
\theta_{w_j}(\cdot, 0) &= \theta_0.
\end{align*}
\]

As we have noted above, the sequence \( \{\theta_{w_j}\}_{j \in \mathbb{N}} \) is uniformly bounded in \( C^{0, \beta}(\{0, \tau_0\}; C^{1, \alpha}(\mathbb{T}^2)) \), and therefore there exists a subsequence \( \{\theta_{w_{j_k}}\}_{k=1}^{\infty} \subseteq \{\theta_{w_j}\}_{j=1}^{\infty} \) which one can show converges to \( \theta_w \) in \( C^{0, \beta}(\{0, \tau_0\}; C^{1, \alpha}(\mathbb{T}^2)) \). Owing to the fact that all subsequences of \( \{\theta_{w_j}\}_{j=1}^{\infty} \) converge to \( \theta_w \) by uniqueness of classical solutions of the limiting initial-value problem for the transport equation associated to \( w \), it follows that \( \mathcal{W} \) is continuous. The existence of a local-in-time classical solution of the IVP for the active scalar equation follows readily from an application of Schauder fixed point theorem.

II. Uniqueness of the dynamics Let \( w, \psi \in C^{0, \beta}(\{0, \tau\}; C^{3, \alpha}(\mathbb{T}^2; \mathbb{R}^2)) \) be two vector fields and \( \theta, \psi \in C^{0, \beta}(\{0, \tau\}; C^{3, \alpha}(\mathbb{T}^2)) \cap C^1(\{0, \tau\} \times \mathbb{T}^2) \) be such that \( (\theta, w) \) and \( (\psi, v) \) are solutions of the active scalar equation (1.1) with initial condition \( \theta(\cdot, 0) = \psi(\cdot, 0) = \theta_0 \in C^{3, \alpha}(\mathbb{T}^2) \). We prove that \( \|\theta(\cdot, t) - \psi(\cdot, t)\|_{C_t^1} = 0 \) by demonstrating that
\[ \| \theta(\cdot, t) - \psi(\cdot, t) \|_{C^{1,\alpha}} \lesssim \int_0^t \| \theta(\cdot, r) - \psi(\cdot, r) \|_{C^{1,\alpha}} \, dr. \]  
\hspace{1cm} (4.1) 

The claimed uniqueness result then follows by Grönwall’s inequality.

Let us denote the flow map associated with \( v \) by \( G \) and that associated to \( w \) by \( F \). In what follows, for notational brevity we write \( \| w \| := \| w \|_{C^{0,\beta}}(t, x) \) and \( \| \theta_0 \| := \| \theta_0 \|_{C^{4,\alpha}} \). We record the estimates below.

(i) We start noticing that \( |F(t, s, x) - G(t, s, x)| \lesssim \int_s^t \| \theta(\cdot, r) - \psi(\cdot, r) \|_{C^{1,\alpha}} \, dr \). In fact, an application of the Fundamental Theorem of Calculus provides that

\[
|F(t, s, x) - G(t, s, x)| = \left| \int_s^t w(F(r, s, x), r) - v(G(r, s, x), r) \, dr \right|
\]
\[
\leq \| w \| \int_s^t |F(r, s, x) - G(r, s, x)| \, dr
\]
\[
+ \int_s^t \| w(\cdot, r) - v(\cdot, r) \|_{C^{1,\alpha}} \, dr
\]
\[
\leq \| w \| \int_s^t |F(r, s, x) - G(r, s, x)| \, dr
\]
\[
+ \| v \| \int_s^t |DF(r, s, x) - DG(r, s, x)| \, dr.
\]

By Grönwall’s inequality, we infer that

\[
|F(t, s, x) - G(t, s, x)| \leq 2 \tilde{C}_{0,\alpha} \| w \| \int_s^t |\theta(\cdot, r) - \psi(\cdot, r) \|_{C^{1,\alpha}} \, dr.
\]

(ii) In a similar manner, we prove that \( |DF(t, s, x) - DG(t, s, x)| \lesssim \int_s^t \| \theta(\cdot, r) - \psi(\cdot, r) \|_{C^{1,\alpha}} \, dr \): 

\[
|DF(t, s, x) - DG(t, s, x)|
\]
\[
= \left| \int_s^t Dw(F(r, s, x), r)DF(r, s, x) - Dw(G(r, s, x), r)DG(r, s, x) \, dr \right|
\]
\[
\leq \| w \| \| DF(t, s, \cdot) \|_{L^\infty} \int_s^t |F(r, s, x) - G(r, s, x)| \, dr
\]
\[
+ \| v \| \int_s^t |DF(r, s, x) - DG(r, s, x)| \, dr
\]
\[
\leq 2 \tilde{C}_{0,\alpha} \| w \| \| t - s \| e^{2 \| w \| \| t - s \|} \int_s^t \| \theta(\cdot, r) - \psi(\cdot, r) \|_{C^{1,\alpha}} \, dr
\]
\[
+ 2 \tilde{C}_{0,\alpha} \| w \| \| t - s \| \int_s^t \| \theta(\cdot, r) - \psi(\cdot, r) \|_{C^{1,\alpha}} \, dr
\]
\[
+ \| v \| \int_s^t |DF(r, s, x) - DG(r, s, x)| \, dr.
\]

Once again, by Grönwall’s inequality, we infer that

\[
|DF(t, s, x) - DG(t, s, x)| \leq Q \int_s^t \| \theta(\cdot, r) - \psi(\cdot, r) \|_{C^{1,\alpha}} \, dr,
\]
(iii) Here, we seek to show that

$$\left[ F(t, s, \cdot) - G(t, s, \cdot) \right]_{1, \alpha} \lesssim \int_s^t \left\| \phi(\cdot, r) - \psi(\cdot, r) \right\|_{C^{1, \alpha}} dr,$$

where we use the notation from [20] for denoting the Hölder seminorm $[\cdot]_{k, \alpha}$. For a given $\phi \in C^{2, \alpha}(\mathbb{T}^2)$, we are interested in first proving that

$$\left[ \phi(F(t, s, \cdot)) - \phi(G(t, s, \cdot)) \right]_{0, \alpha} \lesssim \int_s^t \left\| \theta(\cdot, r) - \psi(\cdot, r) \right\|_{C^{1, \alpha}} dr.$$ 

Defining $\eta : [0, 1] \to \mathbb{R}$ as

$$\eta(\lambda) := \phi(F(t, s, \lambda x + (1 - \lambda)y), t) - \phi(G(t, s, \lambda x + (1 - \lambda)y), t),$$

it follows that $\eta$ is differentiable and

$$\eta'(\lambda) = DF(t, s, \lambda x + (1 - \lambda)y) \nabla \phi(F(t, s, \lambda x + (1 - \lambda)y), t)(x - y) - DG(t, s, \lambda x + (1 - \lambda)y) \nabla \phi(G(t, s, \lambda x + (1 - \lambda)y))(x - y)
= \left( DF(t, s, \lambda x + (1 - \lambda)y) - DG(t, s, \lambda x + (1 - \lambda)y) \right) \nabla \phi(F(t, s, \lambda x + (1 - \lambda)y), t)(x - y) + DG(t, s, \lambda x + (1 - \lambda)y)
\left( \nabla \phi(F(t, s, \lambda x + (1 - \lambda)y), t) - \nabla \phi(G(t, s, \lambda x + (1 - \lambda)y), t) \right)(x - y),$$

hence

$$|\eta'(\lambda)| \leq \|DF(t, s, \lambda x + (1 - \lambda)y) - DG(t, s, \lambda x + (1 - \lambda)y)\|_{C^2, \alpha} \left( Q + 2 \tilde{C}_{0, \alpha} e^{(\|w\| + \|v\|)|t-s|} \right) \int_s^t \left\| \theta(\cdot, r) - \psi(\cdot, r) \right\|_{C^{1, \alpha}} dr
+ 2 \tilde{C}_{0, \alpha} e^{(\|w\| + \|v\|)|t-s|} \int_s^t \left\| \theta(\cdot, r) - \psi(\cdot, r) \right\|_{C^{1, \alpha}} dr
\leq 2 \tilde{C}_{0, \alpha} e^{(\|w\| + \|v\|)|t-s|} \int_s^t \left\| \theta(\cdot, r) - \psi(\cdot, r) \right\|_{C^{1, \alpha}} dr
\times \int_s^t \left\| \theta(\cdot, r) - \psi(\cdot, r) \right\|_{C^{1, \alpha}} dr \cdot |x - y|^\alpha.$$ 

Thus, it follows that

$$\left| \phi(F(t, s, x), t) - \phi(G(t, s, x), t) - \phi(F(t, s, y), t) + \phi(G(t, s, y), t) \right|
\leq |\eta(1) - \eta(0)| \leq \int_0^1 |\eta'(\lambda)| d\lambda
= K |x - y|^\alpha \int_s^t \left\| \theta(\cdot, r) - \psi(\cdot, r) \right\|_{C^{1, \alpha}} dr,$$
with $K := \sqrt{2} \alpha^{1-\alpha} \|\phi\|_{C^{2,\alpha}} \left( Q + 2\tilde{C}_{0,\alpha} e^{(\|w\|+\|v\|)[t-s]} \right)$. Now we look at the following Hölder seminorm:

$$\left| DF(t, s, x) - DG(t, s, x) - DF(t, s, y) + DG(t, s, y) \right|$$

$$= \left| \int_s^t Dw(F(r, s, x), r)DF(r, s, x) - Dv(G(r, s, x), r)DG(r, s, x) \right.$$  

$$- Dw(F(r, s, y), r)DF(r, s, y) + Dv(G(r, s, y), r)DG(r, s, y) \, dr \right|$$

$$\leq \int_s^t \left| Dw(F(r, s, x), r) - Dw(G(r, s, x), r) \right| |DF(r, s, x) - DF(r, s, y)| \, dr$$  

$$+ \int_s^t \left| Dw(G(r, s, x), r) - Dv(G(r, s, x), r) \right| |DF(r, s, x) - DF(r, s, y)| \, dr$$

$$+ \int_s^t \left| Dw(G(r, s, x), r) - Dw(G(r, s, y), r) \right| \left| DF(r, s, x) - DG(r, s, x) \right| \, dr$$

$$\leq \|w\| \left| [F(t, s, \cdot)]_{1,\alpha}|x - y|^\alpha \int_s^t |F(r, s, x) - G(r, s, x)| \, dr \right.$$  

$$+ \|DF(t, s, \cdot)\|_{L^\infty} |\eta(1) - \eta(0)||t - s|$$  

$$+ \left| \int_s^t Dw(\cdot, r) - v(\cdot, r) \right|_{C^{1,\alpha}} \, dr$$

$$+ \text{Lip} \left| G(t, s, \cdot) \right| |x - y|^\alpha \|DF(t, s, \cdot)\|_{L^\infty} \int_s^t \|w(\cdot, r) - v(\cdot, r)\|_{C^{1,\alpha}} \, dr$$

$$\leq \|w\| |t - s| 4\tilde{C}_{0,\alpha} e^{2\|w\|+\|v\||t-s|} \int_s^t \|\theta(\cdot, r) - \psi(\cdot, r)\|_{C^{1,\alpha}} \, dr |x - y|^\alpha$$

$$+ \sqrt{2} \alpha^{1-\alpha} K |t - s| e^{\|w\|+\|v\||t-s|} \int_s^t \|\theta(\cdot, r) - \psi(\cdot, r)\|_{C^{1,\alpha}} \, dr |x - y|^\alpha$$

$$+ 4\tilde{C}_{0,\alpha} e^{\|w\|+\|v\||t-s|} \int_s^t \|\theta(\cdot, r) - \psi(\cdot, r)\|_{C^{1,\alpha}} \, dr |x - y|^\alpha$$

$$+ 2\tilde{C}_{0,\alpha} e^{\|w\|+\|v\||t-s|} \int_s^t \|\theta(\cdot, r) - \psi(\cdot, r)\|_{C^{1,\alpha}} \, dr |x - y|^\alpha$$

$$+ 2\|v\| |t - s| e^{\alpha|v||t-s|} Q \int_s^t \|\theta(\cdot, r) - \psi(\cdot, r)\|_{C^{1,\alpha}} \, dr |x - y|^\alpha.$$

Therefore,

$$\left| F(t, s, \cdot) - G(t, s, \cdot) \right|_{1,\alpha} \leq \tilde{K} \int_s^t \|\theta(\cdot, r) - \psi(\cdot, r)\|_{C^{1,\alpha}} \, dr,$$
where we use the notation $\tilde{K} = \|w\|\|t-s\|4\tilde{C}_{0,\alpha}e^{2\|w\|\|t-s\|} + \sqrt{2}^{1-\alpha} K |t-s| e^{\|w\|\|t-s\|} + 4\tilde{C}_{0,\alpha}e^{\|w\|\|t-s\|} + 2\tilde{C}_{0,\alpha}e^{(\|w\|+\alpha\|v\|)\|t-s\|} + 2\|v\|\|t-s\| e^{\alpha\|v\|\|t-s\|} Q$.

(iv) Let us now show that $\|\theta(\cdot, t) - \psi(\cdot, t)\|_{L^\infty} \lesssim \int_0^t \|\theta(\cdot, r) - \psi(\cdot, r)\|_{C^{1,\alpha}} dr$. Indeed, one finds that

$$|\theta(x, t) - \psi(x, t)| \leq \|\theta_0\| \|F(0, t, x) - G(0, t, x)\|$$

$$\leq 2\tilde{C}_{0,\alpha}e^{\|w\|t} \|\theta_0\| \int_0^t \|\theta(\cdot, r) - \psi(\cdot, r)\|_{C^{1,\alpha}} dr,$$

and so we are done.

(v) Let us now consider an analogous estimate for the difference $\|\nabla \theta(\cdot, t) - \nabla \psi(\cdot, t)\|_{L^\infty}$. One notes that

$$|\nabla \theta(x, t) - \nabla \psi(x, t)| \leq |DF(0, t, x) - DG(0, t, x)| \|\theta_0(F(0, t, x))\|$$

$$+ |DG(0, t, x)| \|\nabla \theta_0(F(0, t, x)) - \nabla \theta_0(G(0, t, x))\|$$

$$\leq Q \|\theta_0\| \int_0^t \|\theta(\cdot, r) - \psi(\cdot, r)\|_{C^{1,\alpha}} dr$$

$$+ e^{\|v\|t} \|\theta_0\| \|F(0, t, x) - G(0, t, x)\|$$

$$= \|\theta_0\| \left(Q + 2\tilde{C}_{0,\alpha}e^{(\|w\|+\alpha\|v\|)t}\int_0^t \|\theta(\cdot, r) - \psi(\cdot, r)\|_{C^{1,\alpha}} dr\right).$$

(vi) Finally, let us consider the seminorm term $[\theta(\cdot, t) - \psi(\cdot, t)]_{1,\alpha}$. One finds that

$$|\nabla \theta(x, t) - \nabla \psi(x, t)| = |DF(0, t, x)\nabla \theta_0(F(0, t, x)) - DG(0, t, x)\nabla \theta_0(G(0, t, x))|$$

$$- DF(0, t, y)\nabla \theta_0(F(0, t, x)) + DG(0, t, y)\nabla \theta_0(G(0, t, y))|$$

$$\leq |DF(0, t, x) - DG(0, t, x)| \|\nabla \theta_0(F(0, t, x)) - \nabla \theta_0(G(0, t, x))\|$$

$$+ |DF(0, t, x) - DG(0, t, y)| \|\nabla \theta_0(F(0, t, y)) - \nabla \theta_0(G(0, t, y))\|$$

$$\leq |DF(0, t, x)| \|\nabla \theta_0(F(0, t, x)) - \nabla \theta_0(G(0, t, x))\|$$

$$+ |DG(0, t, y)| \|\nabla \theta_0(F(0, t, y)) - \nabla \theta_0(G(0, t, y))\|$$

$$\leq Q \sqrt{2}^{1-\alpha} |\theta_0| e^{\|w\|t} \int_0^t \|\theta(\cdot, r) - \psi(\cdot, r)\|_{C^{1,\alpha}} dr |x - y|^\alpha$$

$$+ |\theta_0| \tilde{K} \int_0^t \|\theta(\cdot, r) - \psi(\cdot, r)\|_{C^{1,\alpha}} dr |x - y|^\alpha$$

$$+ \sqrt{2}^{1-\alpha} e^{\|v\|t} |\theta_0| 2\tilde{C}_{0,\alpha}e^{\|w\|\|t-s\|} \int_0^t \|\theta(\cdot, r) - \psi(\cdot, r)\|_{C^{1,\alpha}} dr |x - y|^\alpha$$

$$+ e^{\|v\|t} K \int_0^t \|\theta(\cdot, r) - \psi(\cdot, r)\|_{C^{1,\alpha}} dr |x - y|^\alpha.$$
Therefore, we conclude that
\[ [\theta(\cdot, t) - \psi(\cdot, t)]_{1, \alpha} \lesssim \int_0^t \| \theta(\cdot, r) - \psi(\cdot, r) \|_{C^{1, \alpha}} \, dr. \]

From the definition of the Hölder norm, (iv), (v) and (vi) imply (4.1). This ends the proof of existence and uniqueness of classical solution under the stated hypotheses. \(\square\)

5 Closing remarks

In this work, we have constructed local-in-time smooth solutions of the surface semi-geostrophic equations. Of course, it is desirable to develop a theory of global-in-time weak solutions of the system, principally due to the expectation that the dynamics generated by SG develops fronts in a finite time.

One important point upon which we have not touched in this paper is Cullen’s Stability Principle and its applications in the setting of the surface semi-geostrophic equations. Indeed, we have not attempted to show that our local-in-time classical solutions admit the property that they give rise to local-in-time classical solutions of the semi-geostrophic equations in Eulerian co-ordinates. We shall explore this in future work.
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Appendix

A Auxiliary results: estimates for the transport equation in Hölder spaces

In this final section we look at the estimates for the solution to the passive transport equation

\[
\begin{aligned}
\begin{cases}
\partial_t \theta + w \cdot \nabla \theta = 0, \\
\theta(\cdot, 0) = \theta_0,
\end{cases}
\end{aligned}
\]

with a given vector field \( w \in C^{0, \beta}([0, \tau]; C^{1, \alpha}(\mathbb{T}^2; \mathbb{R}^2)) \) and an initial datum \( \theta_0 \in C^{2, \alpha}(\mathbb{T}^2) \).

Proposition A.1 (Estimates on the solution of the transport equation) Given a bounded \( w \in C^{0, \beta}([0, \tau]; C^{1, \alpha}(\mathbb{T}^2; \mathbb{R}^2)) \) and \( \theta_0 \in C^{2, \alpha}(\mathbb{T}^2) \), the unique classical solution \( \theta \in C^1((0, \tau) \times \mathbb{T}^2) \) of the transport equation belongs to \( C^{0, \beta}([0, \tau]; C^{1, \alpha}(\mathbb{T}^2)) \) and satisfies the following estimates:
\[
\|\theta(\cdot, t)\|_{C^{1,\alpha}} \leq \|\theta_0\| e^{\|w\| t} \left( 1 + \frac{1}{2} e^{\|w\| t} + \|w\| |t e^{(1+\alpha)\|w\| t} \right) \quad \forall t \in [0, \tau]
\]
\[
\|\theta\|_{C^{0,\beta} C^{1,\alpha}} \leq \|\theta_0\| e^{\|w\| t} \left( 1 + \frac{1}{2} e^{\|w\| t} + \|w\| |t e^{(1+\alpha)\|w\| t} \right)
+ 2\|\theta_0\| \|w\| t^{1-\beta} e^{\|w\| t} \left( 1 + e^{\alpha\|w\| t} + \frac{1}{2} e^{\|w\| t} + \|w\| |t e^{(1+\alpha)\|w\| t} \right).
\]
(A.1)

where \(\|w\| := \|w\|_{C^{0,\beta} C^{1,\alpha}}\) and \(\|\theta_0\| := \|\theta_0\|_{C^{2,\alpha}}\).

Proof We recall that, for a Lipschitz vector field \(w\) and a \(C^1\) initial datum, the existence and uniqueness of a classical solution is guaranteed by the Cauchy-Lipschitz theory of ODEs, and the solution \(\theta\) is given by the formula

\[
\theta(x, t) := \theta_0(F(0, t, x)),
\]

where \(F : \mathbb{R} \times \mathbb{R} \times \mathbb{T}^2 \to \mathbb{R}^2\) is the generalised flow map associated to \(w\) as the solution of the initial value problem

\[
\begin{aligned}
\partial_t F(t, s, x) &= w(F(t, s, x), t), \\
F(s, s, x) &= x.
\end{aligned}
\]

In order to look at estimates on the solution \(\theta\), we need some bound on the generalised flow map \(F\).

(a) \(\|F(t, s, \cdot)\|_{L^\infty} \leq \text{diam } \mathbb{T}^2 + \|w\| |t - s|\). By the Fundamental Theorem of Calculus, one has that

\[
|F(t, s, x)| = \left| x + \int_s^t w(F(r, s, x), r) \, dr \right| \leq |x| + \|w\| |t - s|.
\]

(b) \(\|DF(t, s, \cdot)\|_{L^\infty} \leq e^{\|w\||t-s|}\). Similarly,

\[
|DF(t, s, x)| = \left| I_2 + \int_s^t Dw(F(r, s, x), r) DF(r, s, x) \, dr \right| \leq 1 + \|w\| \int_s^t |DF(r, s, x)| \, dr.
\]

By the Grönwall’s inequality, the estimate holds. Moreover, by the Mean Value Theorem, also \(\text{Lip } F(t, s, \cdot) \leq e^{\|w\||t-s|}\), where \(\text{Lip } f\) denotes the global Lipschitz constant of the globally Lipschitz continuous function \(f\). Observe that we normalise the Fröbe

(nius norm for matrices so that \(|I_2| = 1\).

(c) \([F(t, s, \cdot)]_{1,\alpha} \leq \|w\| |t - s| e^{(2+\alpha)\|w\||t-s|}\). With a similar argument, we see that

\[
|DF(t, s, x) - DF(t, s, y)| \leq \int_s^t |DF(r, s, x) - DF(r, s, y)| |\partial w(F(r, s, x))| \, dr
+ \int_s^t |DF(r, s, y)| |\partial w(F(r, s, x), r) - \partial w(F(r, s, y), r)| \, dr
\]
\[
\leq \|w\| \int_s^t |DF(r, s, x) - DF(r, s, y)| \, dr
+ \int_s^t \|DF(r, s, \cdot)\|_{L^\infty} [\partial w(\cdot, r)]_{0,\alpha} \text{Lip } F(r, s, \cdot)^\alpha \, dx \cdot |x - y|^\alpha.
\]

\(\odot\) Springer
\[
\leq \|w\| \int_s^t |DF(r, s, x) - DF(r, s, y)| \, dr \\
+ \|w\| \|t - s\| e^{(1+\alpha)\|w\|\|t - s\|} |x - y|^\alpha.
\]

By the Grönwall’s lemma, we obtain the estimate above.

We present now the estimates on \( \theta \), using the representation formula for the solution of the transport equation.

(A) From the representation formula, it is clear that \( \|\theta(\cdot, t)\|_{L^\infty} \leq \|\theta_0\| \).

(B) In the same way, one proves that \( \|\nabla \theta (\cdot, t)\|_{L^\infty} \leq \|\theta_0\| e^{\|w\|\|t\|} \):
\[
|\nabla \theta (x, t)| = |DF(0, t, x)\nabla \theta_0(F(0, t, x))| \\
\leq \|DF(0, t, \cdot)\|_{L^\infty} \|\theta_0\| \\
\leq e^{\|w\|\|t\|} \|\theta_0\|.
\]

(C) We now focus our attention on the Hölder seminorm and demonstrate that \( \|\nabla \theta (\cdot, t)\rangle_{0, \alpha} \leq \|\theta_0\| e^{2\|w\|\|t\|} \left(2^{\frac{1-\alpha}{2}} + \|w\| e^{\|w\|\|t\|} \right) \):
\[
|\nabla \theta (x, t) - \nabla \theta (y, t)| = |DF(0, t, x)\nabla \theta_0(F(0, t, x)) - DF(0, t, y)\nabla \theta_0(F(0, t, y))| \\
\leq |DF(0, t, x) - DF(0, t, y)| |\nabla \theta_0(F(0, t, x))| \\
+ |DF(0, t, y)| |\nabla \theta_0(F(0, t, x)) - \nabla \theta_0(F(0, t, y))| \\
\leq |DF(0, t, \cdot)\rangle_{0, \alpha} |x - y|^\alpha \|\theta_0\| \\
+ \|DF(0, t, \cdot)\|_{L^\infty} \text{Lip} \theta_0 \text{Lip} F(0, t, \cdot) |x - y| \\
\leq \|w\| |te^{(2+\alpha)}| |w| |\theta_0| |x - y|^\alpha \\
+ e^{2\|w\|\|t\|} \|\theta_0\| |x - y|^\alpha \\
\leq \|w\| |te^{(2+\alpha)}| |w| |\theta_0| |x - y|^\alpha \\
+ 2^{\frac{1-\alpha}{2}} e^{2\|w\|\|t\|} \|\theta_0\| |x - y|^\alpha \\
= \|\theta_0\| e^{2\|w\|\|t\|} \left(2^{\frac{1-\alpha}{2}} + \|w\| e^{\|w\|\|t\|} \right) |x - y|^\alpha.
\]

(D) We now can gather together the information from the estimates (A)–(C) to obtain that the first of the estimates in (A.1): by definition of the Hölder norm (see [20, §. 4]), we have that
\[
\|\theta(\cdot, t)\|_{C^{1, \alpha}} := \max\{\|\theta(\cdot, t)\|_{L^\infty}, \|\nabla \theta (\cdot, t)\|_{L^\infty}\} + \|\nabla \theta (\cdot, t)\|_{0, \alpha} \\
\leq \|\theta_0\| e^{\|w\|\|t\|} + \|\theta_0\| e^{2\|w\|\|t\|} \left(2^{\frac{1-\alpha}{2}} + \|w\| e^{\|w\|\|t\|} \right).
\]

(E) In the following estimates, we look at the Hölder norm of the difference \( \theta(\cdot, t) - \theta(\cdot, s) \).
We start by proving that \( \|\theta(\cdot, t) - \theta(\cdot, s)\|_{L^\infty} \leq \|w\| \|t - s\| \|\theta_0\| \):
\[
|\theta(x, t) - \theta(x, s)| = \left| \int_s^t \partial_r \theta(x, r) \, dr \right| \\
\leq \int_s^t |\partial_r (\theta_0(F(0, r, x)))| \, dr \\
\leq \int_s^t |\nabla \theta_0(F(0, r, x))| |w(F(0, r, x), 0)| \, dr \\
\leq \|w\| \|t - s\| \|\theta_0\|.
\]
(F) Here, we look at the distance between the gradients and prove that $\|\nabla \theta(\cdot, t) - \nabla \theta(\cdot, s)\|_{L^\infty} \leq 2\|w\| |t - s|\|\theta_0\|_w^{\alpha\|w\|^\alpha}:

$$\|\nabla \theta(x, t) - \nabla \theta(x, s)\| = \left| \int_s^t \partial_t(DF(0, r, x)\nabla \theta_0(F(0, r, x))) \, dr \right|$$

$$\leq \int_s^t |\partial_t(DF(0, r, x))\nabla \theta_0(F(0, r, x))| \, dr$$

$$+ DF(0, r, x)D^2\theta_0(F(0, r, x))\partial_r F(0, r, x)\, dr$$

$$\leq \int_s^t |DF(0, r, x)D^2\theta_0(F(0, r, x))w(F(0, r, x), 0)| \, dr$$

$$+ \int_s^t |DF(0, r, x)D^2\theta_0(F(0, r, x))w(0, \cdot)\|DF(0, t, \cdot)\|_{L^\infty}\, dr$$

$$\leq \|w\| |t - s|\|\theta_0\|_w^{\alpha\|w\|^\alpha}\|DF(0, t, \cdot)\|_{L^\infty}$$

$$\leq 2\|w\| |t - s|\|\theta_0\|_w^{\alpha\|w\|^\alpha}.$$  

(G) The last estimate that we need to conclude the proof is the Hölder seminorm of the distance between the gradients, therefore here we demonstrate that $[\nabla \theta(\cdot, t) - \nabla \theta(\cdot, s)]_{0,\alpha} \leq 2\|\theta_0\|_w^{\alpha\|w\|^\alpha} + 2\|w\| |t - s|\|\theta_0\|_w^{\alpha\|w\|^\alpha}$:

$$\|\nabla \theta(x, t) - \nabla \theta(x, s) - \nabla \theta(y, t) + \nabla \theta(y, s)\| = \left| \int_s^t \partial_t(\nabla \theta(x, r) - \nabla \theta(y, r)) \, dr \right|.$$  

We start studying $\partial_t[\nabla \theta(x, r) - \nabla \theta(y, r)]$:

$$\partial_t[\nabla \theta(x, r) - \nabla \theta(y, r)] = \partial_t[D\theta_0(F(0, r, x)) + DF(0, r, y)\nabla \theta_0(F(0, r, y))]

$$= Dw(F(0, r, x), 0)DF(0, r, x)\nabla \theta_0(F(0, r, x))$$

$$+ DF(0, r, x)D^2\theta_0(F(0, r, x))w(F(0, r, x), 0)$$

$$- Dw(F(0, r, y), 0)DF(0, r, y)\nabla \theta_0(F(0, r, y))$$

$$+ DF(0, r, y)D^2\theta_0(F(0, r, y))w(F(0, r, y), 0)$$

$$= \{Dw(F(0, r, x), 0)DF(0, r, x)\nabla \theta_0(F(0, r, x))

$$+ Dw(F(0, r, y), 0)DF(0, r, y)\nabla \theta_0(F(0, r, y))\}$$

$$+ \{DF(0, r, x) - DF(0, r, y)\}D^2\theta_0(F(0, r, x))w(F(0, r, x), 0)$$

$$+ \{DF(0, r, y) - DF(0, r, x)\}D^2\theta_0(F(0, r, y))w(F(0, r, y), 0).$$

Therefore, when we consider the modulus of the expression above,

$$\|\partial_t(\nabla \theta(x, r) - \nabla \theta(y, r))\|$$

$$\leq |Dw(F(0, r, x), 0) - Dw(F(0, r, y), 0)|\|DF(0, r, x)\|\nabla \theta_0(F(0, r, x))|$$

$$+ |Dw(F(0, r, y), 0)|\|DF(0, r, x) - DF(0, r, y)\|\nabla \theta_0(F(0, r, y))|$$

$$+ |Dw(F(0, r, y), 0)|\|DF(0, r, y)\|\nabla \theta_0(F(0, r, x)) - \nabla \theta_0(F(0, r, y))|.$$
This concludes the proof.

(H) By combining the estimates (E)–(G), one obtains the estimate on the full Hölder norm:

\[
C_{\alpha}^{w,0}(\alpha) \mid \nabla \theta_0 \mid_{L^\infty} + \nabla \theta_0 \mid_{L^\infty} \| D^2 \theta_0 \|_{L^\infty} \| w(\cdot,0) \|_{L^\infty} + \nabla \theta_0 \mid_{L^\infty} \| D^2 \theta_0 \|_{L^\infty} \| w(\cdot,0) \|_{L^\infty}
\]

Observe that we require \( \theta_0 \in C^{2,\alpha}(\mathbb{T}^2) \): the estimate would not work for initial data in \( C^{1,\alpha}(\mathbb{T}^2) \). All the quantities in the terms above are increasing in \( r \), therefore we estimate

\[
| \nabla \theta(x,t) - \nabla \theta(x,s) - \nabla \theta(y,t) + \nabla \theta(y,s) | \leq \int_s^t | \partial_t | | \nabla \theta(x,r) - \nabla \theta(y,r) | \, dr
\]

\[
\leq 2 \| \theta_0 \| \| w \| \| e^{\| w \| t} \left( e^{\| w \| t} + \frac{1}{2} e^{\| w \| t} + \| w \| e^{(1+\alpha)} \| w \| t \right) t - s | x - y | \| \alpha \|
\]

By definition of the Hölder norm, we have that

\[
\| \theta(\cdot,t) - \theta(\cdot,s) \|_{C^{1,\alpha}} := \max \{ \| \theta(\cdot,t) - \theta(\cdot,s) \|_{L^\infty}, \| \nabla \theta(\cdot,t) - \nabla \theta(\cdot,s) \|_{L^\infty} \}
\]

\[
+ [ \theta(\cdot,t) - \theta(\cdot,s) ]_{1,\alpha}
\]

\[
\leq 2 \| \theta_0 \| \| w \| \| e^{\| w \| t} \left( 1 + e^{\| w \| t} + \frac{1}{2} e^{\| w \| t} + \| w \| e^{(1+\alpha)} \| w \| t \right) t - s | x - y | \| \alpha \|
\]

(I) Finally, we can prove the second estimate in (A.1). By the estimates (D) and (H), one has that

\[
\| \theta \|_{C^{1,\alpha}_x} := \sup_{t \in [0,\tau]} \| \theta(\cdot,t) \|_{C^{1,\alpha}_x} + \sup_{t \in [0,\tau]} \| \theta(\cdot,t) - \theta(\cdot,s) \|_{C^{1,\alpha}}
\]

\[
\leq \| \theta_0 \| \| w \| \| e^{\| w \| t} \left( 1 + 2 \frac{1}{2} e^{\| w \| t} + \| w \| e^{(1+\alpha)} \| w \| t \right)
\]

\[
+ 2 \| \theta_0 \| \| w \| \| \tau \left( 1 + e^{\| w \| t} + \frac{1}{2} e^{\| w \| t} + \| w \| e^{(1+\alpha)} \| w \| t \right).
\]

This concludes the proof.
In a similar way, the calculations above can be computed for \( w \in C^{0,\beta}((0, \tau); C^{\alpha+1,\alpha}(T^2; \mathbb{R}^2)) \) with \( k \in \mathbb{N} \), using Faà di Bruno’s formula for higher order chain rule: for \( k \in \mathbb{N} \)

\[
D^k \theta(x, t) = \sum_{m \in \mathbb{N}^k} \frac{k!}{\prod_{n=1}^k m_n! n_{m_n}!} D^{\sum_{n=1}^k m_n} \theta_0(F(0, t, x)) \prod_{n=1}^k \left( D^n F(0, t, x) \right)^{m_n},
\]

where for any \( n \in \mathbb{N} \)

\[
D^n F(r, 0, x) = \sum_{m \in \mathbb{N}^n} \frac{n!}{\prod_{j=1}^n m_j! j_{m_j}!} \int_0^t \sum_{j=1}^n \left( D_j F(r, 0, x) \right)^{m_j}.
\]

As the calculation is tedious, but the same argument as above needs to be applied, we do not include the details here.
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