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Recent results showed it was possible to determine if a modest size 3XOR game has a perfect quantum strategy. We build on these and give an explicit polynomial time algorithm which constructs such a perfect strategy or refutes its existence. This new tool lets us numerically study the behavior of randomly generated 3XOR games with large numbers of questions.

A key issue is: how common are pseudotelepathy games (games with perfect quantum strategies but no perfect classical strategies)? Our experiments strongly indicate that the probability of a randomly generated game being pseudotelepathic stays far from 1, indeed it is bounded below 0.15.

We also find strong evidence that randomly generated 3XOR games undergo both a quantum and classical “phase transition”, transitioning from almost certainly perfect to almost certainly imperfect as the ratio of number of clauses \((m)\) to number of questions \((n)\) increases. The locations of these two phase transitions appear to coincide at \(m/n \approx 2.74\).

I. INTRODUCTION

Nonlocal games describe experiments in which a verifier tests two or more players’ ability to produce correlated responses without communicating. In a round of a nonlocal game the verifier sends questions to each player and the players return responses without knowing the questions sent to other players. The questions asked and responses received are then collectively scored by the verifier according to a scoring function known by both the players and the verifier before the game begins. By convention, the score the players receives takes value in the interval \([0, 1]\).

The key objects of study for a nonlocal game are its values, each defined to be the optimal (supremum) score players sharing certain resources can achieve in expectation while playing the game. The supremum score the players can achieve using classical resources (i.e. shared randomness) is called the classical value of the game. The supremum score non-communicating players can achieve if they are allowed to make measurements on shared finite dimensional entangled states is called the quantum value of the game.

Games whose quantum value exceeds their classical value are important objects in quantum information. The first known game with this property, called the CHSH game, is closely related to the test proposed in John Bell’s famous 1964 paper [Bel64]. Since then, many other games with superclassical quantum value have been discovered, and these games have found important applications in quantum cryptography, quantum foundations, delegated quantum computing, and fundamental mathematics [BBT05, RUV13, JNV+20, RHH+13, big18, Eke91]. Yet little is known about the general conditions under which games can have superclassical values. How common are games with superclassical quantum value? Is this phenomenon rare? Or can it be viewed as a generic feature of nonlocal games?

A major obstacle to answering these questions comes from the fact that the quantum value of a nonlocal game is, in general, uncomputable – even approximately. There are some known techniques for bounding this value: a decreasing series of upper bounds on this value is provided by the NPA/ncSoS algorithm, and a lower bounds can be obtained by exhaustive search over strategies players can use for responding to questions. However the run-time of both these algorithms quickly become infeasible as the game size (measured in terms of the number of questions and responses) grows large. Moreover, the NPA/ncSoS upper bound on a game’s value does not necessarily converge to the quantum value (as implied by the aforementioned uncomputability result).

A. Results in this paper

This paper studies a well known family of nonlocal games called XOR games. Every XOR is based on a system of equations over \(\mathbb{Z}_2\). In a round of the game, players are sent questions representing single variables in one equation in the system, and win if their responses (interpreted as variable assignments) satisfy that equation. We classify XOR games in terms of their numbers later by Clauser, Horne, Shimony and Holt after whom the CHSH game is named.

1 A third value, called the commuting operator value, denotes the supremum score players can achieve if they can make commuting measurements on a shared, possibly infinite dimensional, entangled state. This value can be larger than the quantum value, but two values will coincide for the games characterized in this paper, so we will mostly avoid discussing it.

2 Though the nonlocal games formalism wasn’t developed until 1984 by Freedman,Mermin,Peres and Wilson, it only gained prominence later by Clauser, Horne, Shimony and Holt after whom the CHSH game is named.

3 Formally: in general it is undecidable whether the value of a game is less than 1/2 or greater than 1 [JNV+20].
of questions and clauses: an $n$ question and $m$ clause XOR game has $n$ different variable assignments that can be requested from each player and $m$ equations involved the system of equations defining the game. We are particularly interested in XOR games whose classical or quantum value equals the maximum possible score of 1. We call those games Q-perfect or C-perfect, respectively. A recent series of works [WHKN18, WH20] showed that it is possible to decide if 3 player XOR (3XOR) game is Q-perfect in time $\text{poly}(n,m)$.

In the first half of this paper we build on techniques described in [WH20]. We give a polynomial time algorithm which both identifies Q-Perfect games and describes a measurement strategy players can use to win them. It is highly efficient in practice, letting us easily study games with up to 100 questions per player and 300 clauses. By contrast, the third level of the NPA hierarchy becomes infeasible when there are more then about 5 questions per player, and a naive implementation of the techniques proposed in [WH20] (implemented and discussed in Section VII) becomes infeasible past about 30 questions per player.

This strategies described by our algorithm belong to a class of strategies called MERP strategies in [WHKN18]: in these strategies each player holds a single qubit of a shared GHZ state, and determines their responses to a question $j$ by measuring an observable of the form

$$\exp\left(i\sigma_z z_j^{(\alpha)}\right)\sigma_z \exp\left(-i\sigma_z z_j^{(\alpha)}\right)$$

where $\sigma_x, \sigma_z$ are the Pauli X and Z operators and the rotation angle $z_j$ depends on the question $j$ asked. [WH20] showed such a strategy can always achieve value 1 on 3XOR games with perfect quantum value, but an explicit algorithm for finding these strategies was not given until now.

In the second half of this paper we use the algorithm developed in the first half to study numerically the behavior of randomly generated 3XOR games with large numbers of questions and clauses. In particular, we study the probability that a randomly generated game with $n$ questions and $m$ clauses is a pseudotelepathy game, i.e. a game which is Q-perfect but not C-perfect. We call this probability, the pseudotelepathy probability. At each fixed question number $n > 3$, we find this probability is maximized when the ratio of clauses to questions in the 3XOR game is near a constant $m/n \approx 2.74$. Somewhat mysteriously, we also find this maximized pseudotelepathy probability initially rises steadily with $n$ to peak at $n \approx 38$ and then falls off. The pseudotelepathy probability at the peak is about 0.14.

We also observe strong evidence that the probability a 3XOR game is Q-perfect undergoes a sharp phase transition, meaning that there exists a constant $C_q$ such that (in the limit of large question number $n$) a randomly generated 3XOR game with $m$ clauses and $n$ questions is almost-certainly satisfiable provided $m/n < C_q$ and almost certainly satisfiable provided $m/n > C_q$. Based on the observed pseudotelepathy behavior of randomly generated 3XOR games and additional numerical evidence, we conjecture the location $C_q$ of this phase transition coincides with the location $C_c$ of a sharp C-perfect phase transition.

### B. Readers Guide

Section [I] reviews the definition of XOR games and some relevant results from [WHKN18, WH20], then presents the new algorithm developed in this paper for deciding if 3XOR games are Q-perfect, as well as finding descriptions of the perfect quantum strategies when they exist. Section [II] begins with a discussion of phase transitions, then presents our main numerical results. Section [IV] summarizes the main results of the paper and presents some open questions. The appendices contain details deemed too technical for the main paper.

### II. THE LINEAR EQUATIONS CORRESPONDING TO PERFECT GAMES

In this section we overview of the mathematical and computational techniques used in this letter to identify Q-perfect XOR games. We begin by reviewing the definition of XOR games and some relevant results from the literature.

#### A. XOR Games and Defining Equations

In this section we develop notation to describe 3 player XOR (3XOR) games, which will be the main focus of this paper. Following convention, we will call the 3 players Alice, Bob, and Charlie. In a round of a 3XOR game $G$ the verifier sends each player an integer question, which we label $a_i, b_i$ and $c_i$, respectively. Each question is drawn from a set $\{1, 2, \ldots, n\}$ of possible integer questions. Each players responds with a single bit answer, selected according to some strategy, which may involve randomness (in the classical case) or measurements of some quantum state (in the quantum case). The players win the game if the sum of their answers mod 2 (i.e. the XOR of their answers) equals some winning parity bit $s_i$. We call each tuple $(a_i, b_i, c_i, s_i)$ consisting of questions and associated parity bit which together describe a possible round of the game $G$ a clause of game.

In all the XOR games we consider in this paper, we assume the verifier chooses the questions sent to the players and associated winning parity bit uniformly at random from a set of $m$ possible clauses\(^4\). Thus, a game $G$ can

\(^4\) Changing the probability of certain clauses being selected does not change whether or not a game is Q-perfect or C-perfect (as
be completely described by specifying the set of clauses associated with the game.

We can also describe each clause \((a_i, b_i, c_i, s_i)\) of an 3XOR game \(G\) via an equation
\[
x_{a_i}^{(1)} + x_{b_i}^{(2)} + x_{c_i}^{(3)} = s_i \pmod{2}.
\]
(2)

Then the set of all clauses associated with \(G\) can be described via a system of equations, which we write in matrix form as
\[
\Gamma x := (A \ B \ C) x = S \pmod{2}. \quad (3)
\]

Here \(A, B, C\) are \(n \times m\) matrices whose \(i\)-th row has a single nonzero entry in the position corresponding to \(a_i, b_i, c_i\) respectively, \(x\) is a \(1 \times 3n\) vector of random variables, and \(S\) is a \(1 \times m\) vector listing the variables \(s_i\). This system of equations given in Equation (3) specifies all the clauses of the associated 3XOR game and hence uniquely determines the game. For that reason, these equations are referred to as the defining equations of the associated 3XOR game. Note that we have not yet specified the field the variables \(x\) can range over. This is deliberate; in the next section we will see how studying the defining equations of a XOR game over \(\mathbb{Z}_2\) and \(\mathbb{R}\) gives information about the classical and quantum values of a game, respectively.

### B. Computing the Value of XOR Games

We can study the quantum and classical values of an XOR game by considering possible strategies players may use for mapping questions to responses. A straightforward convexity argument shows that the classical value of a game can always be achieved by a deterministic strategy, where players give fixed responses to each possible question. Letting variables \(x_i^{(\alpha)} \in \{0,1\}\) represent the response of player \(\alpha\) to question \(i\), we see a deterministic strategy described by these variables wins the round associated with clause \((a_i, b_i, c_i, s_i)\) iff these variables satisfy the associated (defining) equation
\[
x_{a_i}^{(1)} + x_{b_i}^{(2)} + x_{c_i}^{(3)} = s_i \pmod{2}. \quad (4)
\]

It follows that the classical value of a game \(G\) is equal to the maximum fraction of satisfiable equations in the defining equations of \(G\) when \(x\) ranges over \(\mathbb{Z}_2\). In particular, \(G\) is C-perfect iff the defining equations of \(G\) have a solution over \(\mathbb{Z}_2\).

In the quantum case, there are many possible strategies players can use for mapping questions to responses. One family of strategies that will be very important to this paper are called MERP strategies in [WHKN18]. As mentioned in the introduction, these are strategies in which each player holds one qubit of a 3 qubit GHZ state
\[
\langle \text{GHZ} \rangle = \frac{1}{\sqrt{2}} (|000\rangle + |111\rangle) \quad (5)
\]
and the \(\alpha\)-th player produces a response to question \(i\) by measuring the observable
\[
\exp\left(2\pi i \sigma z_i^{(\alpha)}\right) \sigma_z \exp\left(-2\pi i \sigma z_i^{(\alpha)}\right) \quad (6)
\]
on their qubit of the GHZ state. In this discussion \(\sigma_z, \sigma_x\) denote the Pauli X and Z operators, and we use multiplicative notation to describe responses, so a “-1” outcome corresponds to a 1 response in the standard (additive) notation, and a “1” outcome corresponds to a 0 response. The variables \(z_i^{(\alpha)}\) depend on both the player \(\alpha\) and the question \(i\) they are sent and can take any value in \(\mathbb{R}\).

Straightforward calculation (see Claim 5.27 of [WHKN18]) shows that the score a MERP strategy achieves on a 3XOR game \(G\) with clauses \((a_i, b_i, c_i, s_i)\) is given by the function
\[
\frac{1}{2} + \frac{1}{2m} \sum_{i=1}^{m} \exp\left(\pi \left(z_{a_i}^{(1)} + z_{b_i}^{(2)} + z_{c_i}^{(3)} - s_i\right)\right). \quad (7)
\]

It follows that a 3XOR game \(G\) has a perfect MERP strategy iff there exists a real valued variable assignment for the \(z_i^{(\alpha)}\) satisfying
\[
z_{a_i}^{(1)} + z_{b_i}^{(2)} + z_{c_i}^{(3)} = s_i \pmod{2} \quad (8)
\]
for all clauses \((a_i, b_i, c_i, s_i)\) of \(G\). Equivalently, \(G\) has a perfect MERP strategy iff the defining equations of \(G\) have a solution over \(\mathbb{R}\). Moreover, any real solution to the defining of \(G\) can be used to construct a MERP strategy simply by substituting the solution into Equation (3).

In [WH20] it was shown that a 3 player XOR game \(G\) has a perfect quantum (or commuting operator) strategy iff the game has a perfect MERP strategy. The proof of this fact involved a system of equations “dual” to the defining equations of the game over \(\mathbb{R}\), which had a solution iff \(G\) did not have a perfect quantum (or MERP) strategy. Because this dual system of equations could be solved in polynomial time, [WH20] concluded that Q-perfect 3XOR games could be identified in polynomial time. However, [WH20] did not give an algorithm for solving the defining equations of \(G\) over \(\mathbb{R}\) directly. We present such an algorithm in the next section.

### C. Efficient Algorithm for Characterizing Q-Perfect 3XOR Games

We now give an algorithm which identifies Q-perfect and C-perfect 3XOR games and finds winning strategies.
for them. Of course, by the observations made in the previous section, C-perfect games can easily be identified and classical strategies can be found via Gaussian elimination – the primary reason we point out this feature of our algorithm is its possible use in theory.

The algorithm makes use of a normal form for matrices called the Hermite Normal Form (HNF). For our purposes it suffices to know that the HNF is an efficiently computable normal form in which an integer valued matrix \( M \) is rewritten as

\[
M = \Omega H
\]

where \( \Omega, H \) are also integer valued, \( \Omega \) has integer inverse and \( H \) is upper triangular with linearly independent rows (except for zero rows) \( \text{[KB79]} \). A detailed discussion of the HNF is provided in Section \text{VI B 1}.

### Algorithm 1 Q and C-Perfect Algorithm

**Input:** An \( n \) question, \( m \) clause 3XOR game \( G \) with defining equation

\[
\Gamma x = S \quad \text{(mod 2)}.
\]

**Output:** An classification of \( G \) as either Q-perfect, Q-perfect and C-perfect, or neither. Additionally, if \( G \) is Q-perfect the algorithm outputs a vector \( z \in \mathbb{R}^{3n} \) describing a perfect MERP strategy. If \( G \) is C-perfect the algorithm outputs a vector \( z \in \mathbb{Z}_2^{3n} \) describing a perfect deterministic strategy.

1. **Procedure:** Compute the row Hermite Normal Form (\( \Omega, H \)) of the matrix (\( \Gamma, S \)) to obtain the integer-valued matrix

\[
H = \begin{pmatrix} R & b^{(1)} \\ 0 & b^{(2)} \end{pmatrix}
\]

where \( b^{(1)} \) and \( b^{(2)} \) are column vectors and the matrix \( R \) is upper triangular and full rank.

2. Check whether all entries of \( b^{(2)} \) are even integers.

3. If no, then \( G \) is neither Q-perfect nor C-perfect.

4. If yes, then \( G \) is Q-perfect. Additionally:

   (a) Vectors \( z \) describing perfect MERP strategies are given by rational (or real) solutions \( z \) to the linear equation

   \[
   Rz \equiv b^{(1)} \quad \text{(mod 2)}.
   \]

   Because \( R \) is full rank and upper triangular at least one solution must exist (and is easy to compute).

   (b) The game \( G \) is C-perfect iff Equation (12) has a binary solution (and all entries of \( b^{(2)} \) are even). If such a solution exists, it describes a perfect deterministic strategy for the game.

\[\text{Theorem 1.} \quad \text{Algorithm 4 correctly characterizes all 3XOR games as either Q-Perfect, C-Perfect, or not and produces perfect quantum and classical strategies for them whenever these strategies exist. Moreover it runs in time poly}(n,m)\].

\[\text{Proof.} \quad \text{Correctness and runtime of the algorithm follows directly from Theorem 5.} \]

A sketch of how we implemented this algorithm (and a dual algorithm based on [WH20]) in Mathematica is in Section \text{VIII}.

### III. NUMERICAL EXPERIMENTS

This section presents the main numerical results of this paper. Before presenting these results, we quickly review some background about phase transitions and how they relate to the Q-perfect and C-perfect behavior of 3XOR games.

#### A. Review of Phase Transitions and Pseudotelepathy in Random XOR Games

Mathematically, a phase transition (or threshold phenomenon) refers to a phenomenon where qualitative properties of a large and randomly generated system change suddenly as a parameter controlling the probabilistic structure of the system undergoes a small change, that is, the parameter crosses a threshold. This phenomenon was first observed by Erdős and Rényi in their study of random graphs \([ER60]\), and has since been studied in a wide variety of contexts, including statistical physics \([Ye92]\), and theoretical computer science \([Fr05]\).

Relevant to this paper is the observation that many randomly generated systems of equations undergo a (sharp) satisfiability phase transition. Formally, this means there exists a threshold \( T \) (a constant) with the property that randomly generated system of equations with \( r \) variables and \( m \) equations are almost-certainly satisfiable as \( r \to \infty \) provided \( m/r < T \) and almost-certainly unsatisfiable if \( m/r > T \). In \([PS10]\) a phase transition was shown for random linear systems of equations over \( \mathbb{Z}_2 \) with \( k \) variables per equation (\( k \)-XOR-SAT). These systems of equations are closely related (but not identical to) the defining equations of 3XOR games.

The close relationship between XOR games and linear systems of equations suggest that XOR games should undergo a classical satisfiability phase transition: meaning that there exists a constant \( C \) such that, in the limit of large \( n \), XOR games with \( n \) questions per player and \( m \) clauses are almost-certainly C-perfect if \( m/n < C \) and almost certainly not C-perfect if \( m/n > C \).

---

\[\text{The difference comes from the fact that the system of equations considered in [PS10] has 3 arbitrary variables per equation, while the defining equations of a 3XOR game have exactly one “Alice”, “Bob”, and “Charlie” variable per equation.} \]
Prior to this work, little was known about whether or not XOR games also had a Q-perfect (or quantum satisfiability) phase transition. In Section III B 1 we see strong evidence that they do.

The existence and location of a Q-perfect phase transition has important consequences concerning the likelihood of pseudotelepathy in random XOR games. Recall that an XOR game is called a pseudotelepathy game if it is Q-perfect but not C-perfect. Because the quantum value of a game is bounded below by its classical value, we know that random generated \( m \) question \( n \) clause 3XOR games are Q-perfect with high probability when \( m/n < C_c \). Now, if these games did not undergo a quantum satisfiability phase transition, or underwent a phase transition at some constant \( C_q > C_c \) random \( n \) question \( m \) clause 3XOR games would still almost certainly be Q-perfect when \( m/n = C_c + \epsilon \) for some small constant \( \epsilon \). These games would be almost certainly Q-perfect and almost certainly not C-perfect, and therefore be pseudotelepathy games with probability approaching 1 in the limit of large \( n \).

In the next section, we provide numerical evidence that the pseudotelepathy probability for all values of \( n \) and \( m \) is bounded well below 1. Thus, the evidence suggests that the scenario described in the paragraph above does not occur, and hence 3XOR games undergo a quantum satisfiability phase transition at the same location as the classical satisfiability phase transition.

B. Results

1. Heatmaps of Phase Transition

We begin with figures showing how the probability of randomly generated 3XOR games being quantum or classically perfect varies with clause and question number. Figure 1a illustrates the classical situation, while Figure 1b shows the quantum case. In both cases, we see that as question number increases the rate (in terms of ratio of clauses to questions) at which games transition from being very-likely-not-perfect (dark coloured) to very-likely-perfect (light coloured) increases. This suggests the existence of a sharp phase transition in both the classical and quantum cases. We also see the locations of these two phase transitions approximately coincide. Figure 1c gives the probability a game is a pseudotelepathy game (equal to the probability a game is Q-perfect minus the probability it is C-perfect) as a function of clause and question numbers.

2. Phase Transition at Fixed Question Numbers

Figures 1a and 1b illustrate the Q-perfect and C-perfect phase transitions, but are “blurry”. To get more detailed information one can plot slices of them. We illustrate with Figures 2a to 2c which plot vertical slices taken at different fixed question numbers. These experiments require less information than needed for heat maps, thus we are able to handle more questions than in the heatmaps.

3. Probability of Pseudotelepathy Games

Finally, we investigate the maximum probability at each fixed question number \( n \) that a randomly generated game with \( n \) questions and \( m \) clauses is a pseudotelepathy game. In Figure 3a we plot as a function of \( n \) the number of clauses \( m \) which maximizes the probability that a random game with \( n \) questions and \( m \) clauses is a pseudotelepathy game. In Figure 3b we plot this maximized probability as a function of \( n \).
FIG. 1: The probabilities of a randomly generated 3XOR game being C-Perfect, Q-Perfect, or pseudotelepathic as a function of number of clauses \(m\) and questions \(n\). The \(x\)-axis labels the number of questions while the \(y\)-axis shows a ratio \(m/n\). Probabilities are indicated by color, with dark colors being more likely and light colors less likely. Data is generated using 50K samples per question and clause number.
FIG. 2: The Quantum/Classical Probability that a random 3XOR game at three fixed question numbers (8, 38, 100) is Q-perfect (top curve) and C-perfect (bottom curve) as a function of the number of clauses in the game. Sample size is 50K.

FIG. 3: An investigation of the maximum probability of a random XOR game being pseudotelepathic as a function of question number. Figure (a) gives the number of clauses which maximizes this probability at each fixed question number. We also give a linear fit. The equation of the fit is

\[ m = -2.54013 + 2.7405n. \]

Figure (b) gives the probability that a random gave is pseudotelepathic at fixed question number when the number of clauses is set to the maximizing value given in figure (a). For both figures sample size is 50K for \( n \leq 32 \) and 10K for \( n > 32 \).
IV. DISCUSSION

In this section we summarize the main conclusions of this paper and suggest avenues for future work.

Pseudotelepathy and Phase Transitions in Random 3XOR Games: The numerical section of this paper focused on the probability that a randomly generated $n$ question, $m$ clause 3XOR game was a pseudotelepathy game. We now denote this probability $\rho(n,m)$. Our main observations were as follows:

1. At all fixed values of $n$ (except for $n$ very small), the maximum pseudotelepathy probability

\[ \mu(n) := \max_m \rho(m,n) \]  

occurs when $m/n \approx 2.74$ (Figure 3a).

2. The overall maximum pseudotelepathy probability appears bounded

\[ \max_n \mu(n) \lesssim 0.14 \]  

by a maximum occurring at $n \approx 38$, and falls off at larger values on $n$ (Figure 3b).

Based on these observations and Figures 1a and 1b we make the following conjecture:

3. Conjecture: XOR games have a Q-perfect phase transition and its location $C_q$ coincides with the location $C_c$ of the C-perfect phase transition: $C_q = C_c \approx 2.74$.

Indeed (by the argument near the end of Section III A), this conjecture is true unless $\mu(n)$ increases to 1. We suggest proving the conjecture above as an open question for future work.

Perfect Games Algorithm and MERP Strategies: Algorithm 1 gives an efficient method of identifying 3XOR games with perfect quantum strategies, and describing those strategies. It allows the classification of games with hundreds of questions and clauses – a regime far beyond techniques such as NPA or exhaustive search.

We remark here that Algorithm 1 also extends naturally beyond 3XOR games to identify $k$-XOR games with perfect MERP strategies. When $k > 3$ games may have perfect quantum strategies without perfect MERP strategies (WHKN18), so this algorithm no longer classifies all Q-Perfect games. Still, we hope that it will serve as a starting point for future insights about $k$-XOR games.

Comparison Problems: Finally, we note this paper introduces what seems to be a new class of mathematical questions. Consider a equation of the form

\[ \Gamma x = S \]  

where $\Gamma \in \mathbb{Z}_2^{n \times 3n}$ and $S \in \mathbb{Z}_2^{n \times 1}$ are generated randomly, perhaps with special structure (as with 3XOR). Questions about the satisfiability of this system of equations over $\mathbb{Z}_2$ are common in computer science cf. [Fri05]. The crux of this paper is comparing this to satisfiability of the system of equations

\[ \Gamma x = S \pmod{2} \]  

over $\mathbb{R}$. In the examples considered in this paper we found key probabilistic behavior of the randomly generated equations (for example the existence and location of the satisfiability phase transition) remained consistent when the equations were studied over $\mathbb{Z}_2$ and $\mathbb{R}$. Further understanding this phenomenon – as well as characterizing when the behavior of the randomly generated equations differs – seems to be a mathematically rich question deserving of further study.
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V. APPENDIX: MERP STRATEGIES

This appendix gives a more detailed overview of MERP strategies. It repeats some parts of Section II in order to be nearly self contained.

We consider a 3 player XOR game $G$ with clauses $(a_i, b_i, c_i, s_i)$ for $i \in [m]$ and defining equations

$$\Gamma z = S \pmod 2$$

(17)

A. MERP strategies for 3XOR

A MERP strategy for such a game is a strategy in which players share a 3 qubit GHZ state and player $\alpha$ produces a response to question $i$ by measuring the observable

$$\exp\left(2\pi i \sigma_x z^{(1)}_i\right) \sigma_x \exp\left(-2\pi i \sigma_x z^{(1)}_i\right)$$

applied to their qubit of the GHZ state. In this discussion $\sigma_x, \sigma_z$ denote the Pauli X and Z operators, and we are using multiplicative notation to describe responses, so a “-1” outcome corresponds to a 1 response in the standard (additive) notation, and a “1” outcome corresponds to a 0 response. The variables $z^{(\alpha)}_i$ can take any value in $\mathbb{R}$ and depend on both the player $\alpha$ and the question $i$ they are sent.

If players are sent questions $(i_1, i_2, i_3)$ the expected value of the product of their responses (again using multiplicative notation) is given by the observable

$$\exp\left(2\pi i \sigma_x z^{(1)}_{i_1}\right) \otimes \exp\left(2\pi i \sigma_x z^{(2)}_{i_2}\right) \otimes \exp\left(2\pi i \sigma_x z^{(3)}_{i_3}\right)$$

applied to the GHZ state.

Straightforward calculation (see Claim 5.27 of [WHKN18]) then shows that the score a MERP strategy achieves on the game $G$ is given by the function

$$\frac{1}{2} + \frac{1}{2m} \sum_{i=1}^{m} \cos \left(\pi \left(z^{(1)}_{a_i} + z^{(2)}_{b_i} + z^{(3)}_{c_i} - s_i\right)\right).$$

(20)

This implies the next lemma:

**Lemma 2.** An 3XOR game with clauses $(a_i, b_i, c_i, s_i)$ for $i \in [m]$ has a perfect MERP strategy iff there exist variables $z^{(\alpha)}_j \in \mathbb{R}$ satisfying the equations

$$z^{(1)}_{a_i} + z^{(2)}_{b_i} + z^{(3)}_{c_i} = s_i \pmod 2$$

(21)

for all $i \in [m]$, or, equivalently, if the defining equations of $G$

$$\Gamma z = S \pmod 2.$$  

(22)

have a solution with $z$ taking values in $\mathbb{R}^{3m}$. 
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The main result of [WH20] shows that a 3XOR game has a perfect quantum strategy iff the 3XOR game has a perfect MERP strategy. This implies an immediate strengthening of the lemma above:

**Corollary 3.** An 3XOR game with clauses \((a_i, b_i, c_i, s_i)\) for \(i \in [m]\) has a perfect quantum strategy iff there exist variables \(z^{(\alpha)} \in \mathbb{R}\) satisfying the equations

\[
z^{(1)}_{a_i} + z^{(2)}_{b_i} + z^{(3)}_{c_i} = s_i \quad (\text{mod } 2) \tag{23}
\]

for all \(i \in [m]\), or, equivalently, if the defining equations of \(G\)

\[
\Gamma z = S \quad (\text{mod } 2). \tag{24}
\]

have a solution with \(z\) taking values in \(\mathbb{F}^{3n}\).

**B. MERP for kXOR**

A MERP strategy for kXOR has the same form as above but tensored with an appropriate number of \(I_2\). Also the value of a MERP strategy is given by the expected natural generalization of Equation (7) hence a Q-perfect MERP strategy again corresponds to linear equations in analogy with Equation (22) with solutions obtainable via Theorem 5.

**VI. APPENDIX: SOLVING THE DEFINING EQUATIONS**

In this section we prove correctness of two algorithms for solving the defining equations of a game over \(Z_2\) and \(R\). The first is based on the Smith Normal Form (SNF) of a matrix and gives a clear comparison between Q-perfect and C-perfect games. The second algorithm is faster, though perhaps less conceptually clear. It is based on the Hermite Normal Form (HNF) of a matrix.

**A. A MERP solution from the Smith Normal Form**

Here we give an algorithm for solving Equation (24) over \(\mathbb{R}^{3n}\) and \(\mathbb{Z}_2^{3n}\). This algorithm determines whether or not a 3XOR game has a Q-perfect or C-perfect strategy and provides a description of this strategy when it exists.

We begin by recalling the some properties of the Smith Normal Form of a matrix. The Smith Normal Form of an \(m \times 3n\) integer valued matrix \(M\) is given by a 3-tuple of integer valued matrices \((\Omega, D, \Psi)\) where

\[\begin{align*}
M &= \Omega D \Psi \\
\Omega &= m \times m \text{ with } det(\Omega) = \pm 1 \\
\Psi &= 3n \times 3n \text{ with } det(\Psi) = \pm 1 \\
D &= \text{Diag}(d_i) \in \mathbb{R}^n \\
\end{align*}\]

The Smith Normal form of a matrix always exists and can be computed in time polynomial in the size of the matrix and the bit complexity of the largest integer entry [KB79]. Finding fast algorithms for computing the SNF of a matrix remains an active research area [BLS21].

Next, we show that we can use the Smith Normal Form of the matrix \(\Gamma\) to easily determine whether or not the defining equations of a 3XOR game have real or binary solutions, and compute those solutions when they exist.

**Theorem 4.** Let \(G\) be a 3XOR game with defining equation

\[
\Gamma z = S \quad (\text{mod } 2) \tag{25}
\]

and let \((\Omega, D, \Psi)\) be the Smith Normal Form of the matrix \(\Gamma\). Then

1. The game \(G\) has a perfect quantum strategy iff

\[
(\Omega^{-1} S)_j \text{ is even whenever } d_j = 0
\]

in which case any real solution to the defining equations of \(G\) satisfies \(z = \Psi^{-1} y\) with \(y_i\) a rational number given by

\[
y_i = \frac{1}{d_i} (\Omega^{-1} S + 2N)_i \quad \text{whenever } d_i \neq 0, \tag{26}
\]

2. The game \(G\) has a perfect classical strategy, iff

\[
(\Omega^{-1} S)_j \text{ is even whenever } d_j \text{ is even.}
\]

In which case a binary solution to the defining equations is given by \(z = \Psi^{-1} \mathbf{1}\) where \(\mathbf{1}\) is the all ones vector and \(\Psi^{-1}\) now denotes the inverse of \(\Psi\) over the field \(\mathbb{F}_2\).

**Proof.** Starting with the Smith Decomposition and letting \(N\) denote an arbitrary vector of integers we can rewrite the defining equations of \(G\) as

\[
\Omega Dy := \Omega D \Psi z = S \quad (\text{mod } 2). \tag{27}
\]

Where we defined the vector \(y := \Psi z\). Because \(\Omega\) is invertible with integer inverse (\(det(\Omega) = \pm 1\)) this equation is equivalent to

\[
Dy = \Omega^{-1} S \quad (\text{mod } 2). \tag{28}
\]

Now it is clear a solution with \(y \in \mathbb{R}^{3n}\) exists iff

\[
(\Omega^{-1} S)_j \text{ is even whenever } d_j = 0 \tag{29}
\]
and when this solution exists it is given by Equation \((26)\). Noting that \(\Psi\) is invertible and setting \(z = \Psi^{-1} y\) shows that this solution also implies a real solution to the defining equations of \(G\), as claimed.

To understand binary solutions to the defining equations of the game \(G\) note that Equation \((28)\) has a solution with an integer (or equivalently, binary) vector \(y\) iff

\[
(\Omega^{-1} S)_{j} = d_j \pmod{2}
\]

for all \(j\), in which case taking \(y = 1\) gives a solution. Then letting \(\Psi^{-1}\) denote the inverse of \(\Psi\) over the field \(F_2\) and taking \(z = \Psi^{-1} y = \Psi^{-1} 1\) gives a binary solution to the defining equations, as desired.

\[\square\]

### B. A MERP solution from Hermite normal form

The row-style Hermite Normal Form (HNF) of an integer valued matrix is the version of its row reduction which preserves integers all matrix entries being integers. It is easier to compute than the SNF of a matrix. In this section we show it is easy to solve the defining equations of an XOR game of \(\mathbb{R}\) once the matrix \((\Gamma, S)\) has been put in HNF.

1. **Hermite Background**

   We begin by reviewing the definition of the Hermite Normal Form of a matrix. The HNF of an integer valued \(d_1 \times d_2\) matrix \(M\) is defined by a tuple of matrices \((\Omega, H)\) with \(\Omega\) having dimensions \(d_1 \times d_1\), \(H\) having dimensions \(d_1 \times d_2\) and \((\Omega, H)\) satisfying the restrictions (adapted from Definition 2.4.2 of [CCC93]):

   1. \(M = \Omega H\).
   2. \(\det(\Omega) = \pm 1\).
   3. Any zero rows of \(H\) occur at the bottom of \(H\).
   4. For any nonzero row of \(H\) the first nonzero entry, called a pivot, occurs at position \(h_{i,f(i)}\) where \(f(i)\) is a strictly increasing function of \(i\).
   5. For any nonzero row \(i\) we have \(h_{i,f(i)} \geq 1\) and \(0 \leq h_{i',f(i)} < h_{i,f(i)}\) for all \(i' < i\).

   The Hermite Normal Form of an integer valued matrix matrix always exists, and can be computed in time polynomial in the size of the matrix and the bit complexity of the largest integer entry of the matrix [KB79 SL96].

2. **A Hermite NF algorithm**

   The next theorem gives a way to check if a 3XOR game \(G\) has a Q-perfect or C-perfect strategy, and to find these strategies when they exist. We also show this algorithm characterizes when games have multiple distinct perfect MERP strategies. (Though we note this condition doesn’t relate immediately to self-testing, both because it only considers MERP strategies, and because two MERP strategies which involve different rotation angles and thus appear “distinct” may be equivalent after isometry).

**Theorem 5.** Let \(G\) be a 3XOR game with defining equation

\[
\Gamma z = S \pmod{2}
\]

Denote the row Hermite Normal Form of the matrix \((\Gamma, S)\) by \((\Omega, H)\) with

\[
H = \begin{pmatrix} R & b^{(1)} \\ 0 & b^{(2)} \end{pmatrix}
\]

where \(b^{(1)}\) and \(b^{(2)}\) are column vectors and the matrix \(R\) contains all the rows of \(H\) with nonzero pivots except for the one possibly contained in \(b^{(2)}\). Only the first entry of \(b^2\) can be non zero.

Then the defining equations of \(G\):

1. have a rational (or real) solution iff all entries of the vector \(b^{(2)}\) are even entries. In this case, the solution is given by any vector \(z\) which solves the equation

   \[
   Rz = b^{(1)} \pmod{2}.
   \]

   Thus \(b^{(2)}\) being an even vector is equivalent to the game \(G\) being Q-perfect.

2. has a binary solution iff the vector \(b^{(2)}\) has even entries and the equation

   \[
   Rz = b^{(1)} \pmod{2}
   \]

   has a solution with \(z \in \mathbb{Z}_2\).

Finally, we note that this characterization lets us determine when 3XOR games have unique MERP solutions.

3. A 3XOR game has a unique perfect MERP strategy iff \(b^{(2)}\) is an even vector and \(R\) is a square \(3n \times 3n\) matrix with \(\det(R) = \pm 1\). Since \(R\) is triangular with integer entries \(\det(R) = \pm 1\) is equivalent to each diagonal entry being \(\pm 1\).

**Proof.** We begin by rewriting the determining equation of the game \(\tilde{G}\)

\[
\Gamma z = S \pmod{2}
\]

\[\square\]
as
\[
(\Gamma S) \begin{pmatrix} z \\ -1 \end{pmatrix} = 0 \pmod{2}. \tag{36}
\]

Now, using the transformation of \((\Gamma S)\) to Hermite normal form this equation becomes
\[
\Omega H \begin{pmatrix} z \\ -1 \end{pmatrix} = 0 \pmod{2} \tag{37}
\]
\[
\Leftrightarrow \begin{pmatrix} R b^{(1)} \\ 0 b^{(2)} \end{pmatrix} \begin{pmatrix} z \\ -1 \end{pmatrix} = 0 \pmod{2}. \tag{38}
\]

We can now prove Items 1 to 3.

1. Clearly, if a solution to Equation (38) exists, then \(b^{(2)}\) must be an even vector. Conversely, suppose \(b^{(2)}\) is even. Then Equation (38) becomes
\[
Rz - b^{(1)} = 0 \pmod{2}. \tag{39}
\]

Since \(R\) applied to \(\mathbb{R}^{3n}\) has range onto we may take \(z \in \mathbb{R}^{3n}\) to make \(Rz - b^{(1)}\) an even vector, giving a real solution to the defining equations. Since all the coefficients of the defining equations are integer a real solution exists iff a rational solution exists.

2. By the same logic as (1), if \(b^{(2)}\) is even then a binary vector \(z\) solves the defining equations of \(G\) iff
\[
Rz - b^{(1)} = 0 \pmod{2} \tag{40}
\]
\[
\Leftrightarrow Rz = b^{(1)} \pmod{2}. \tag{41}
\]

3. First note two real vectors \(z_1\) and \(z_2\) correspond to different MERP strategies iff \(z_1 \not\equiv z_2 \pmod{2}\). Then, assuming \(b^{(2)}\) is even, the game \(G\) has two distinct MERP strategies iff there exist vectors \(z_1, z_2 \in \mathbb{R}^{3n}\) with
\[
Rz_1 = Rz_2 = b^{(1)} \pmod{2} \tag{42}
\]
but
\[
z_1 \not\equiv z_2 \pmod{2}. \tag{43}
\]

So a game has two distinct perfect MERP strategies iff
\[
R(z_1 - z_2) = 0 \pmod{2}. \tag{44}
\]

for two vectors \(z_1 \not\equiv z_2 \pmod{2}\).

We first show that a 3XOR game \(G\) has a unique perfect MERP strategy only if \(R\) has no kernel. Assume for contradiction that \(G\) has a unique MERP strategy and that \(R\) has a kernel containing the vector \(\mu \in \mathbb{R}^{3n}\). Then there is a \(w \in \mathbb{Z}\) for which \(\mu/2^w\) is not even but is in the kernel of \(R\). Given any vector \(z_1\) satisfying \(Rz_1 = b^{(2)}\) we also have \(R(z_1 + \mu/2^w) = b^{(2)}\), contradicting uniqueness by Equation (44).

We just showed \(R\) has no kernel and also it has range onto, so \(R\) has an inverse over \(\mathbb{R}\), which we denote \(R^{-1}\). Let \(E\) denote the set of even vectors. Uniqueness, thanks to Equations (43) and (44), is equivalent to the condition \(R^{-1}E \rightarrow E\), that is \(R^{-1}\) maps even vectors to even vectors. Dividing everything by 2, this is equivalent to the condition
\[
R^{-1}Z \rightarrow Z \tag{45}
\]
which happens iff all entries of \(R^{-1}\) are integers (a non integer entry in the \(j^{th}\) column can be “exposed” by applying \(R^{-1}\) to the \(j^{th}\) standard basis vector). Then a straightforward argument shows that a matrix \(M\) with integer entries has inverse with integer entries iff \(\det(M) = \pm 1\). This completes the proof.

\[\square\]

VII. APPENDIX: DUAL VERSION OF THE DEFINING EQUATIONS

The polynomial time algorithm for identifying perfect 3XOR games proposed in [WH20] was based on a system of equations “dual” to the defining equations
\[
\Gamma z = S \pmod{2}. \tag{46}
\]
Here we review the theory behind these equations. An implementation of this “dual” algorithm (which is less efficient in practice than Algorithm 1) is described in Section VIII.

The dual equations are:
\[
M \xi = b \quad M := \begin{pmatrix} \Gamma^\dagger & 0 \\ S^\dagger & 2 \end{pmatrix} \quad b = \begin{pmatrix} 0 \\ 1 \end{pmatrix}. \tag{47}
\]

Note the zero appearing in the definition of \(M\) has dimensions \(3n\) by 1 and the zero appearing in the definition of \(b\) has dimensions \(m\) by 1.

The quantum and classical satisfiability conditions dual to Theorem 5 are given in the following theorem, and were known earlier.

Theorem 6 ([WHKN18] [WH20]).

1. Finding a perfect quantum strategy for \(G\) is not possible iff \(M \xi = b\) has a solution \(\xi\) whose entries are all integers.

2. Finding a perfect classical strategy for \(G\) is not possible iff \(M \xi = b\) has a solution \(\xi \in \mathbb{Z}_2\).

We note that Theorem 5 is that it produces a MERP solution while Theorem 6 only governs existence of solutions.
A. Classical Strategy: Proof of Theorem 6 Item 2

Moving from the defining equations of a 3XOR to Item 2 of Theorem 6 is done through a standard duality argument, which we repeat here for completeness.

Proof (Item 2 of Theorem 6). All equations in this proof are equations over $\mathbb{Z}_2$ and so we omit the (mod 2) notation used elsewhere in this paper.

Because the image of a matrix is the orthogonal complement of its adjoint’s kernel (i.e. $\text{Im}(M) = \text{Ker}(M^\dagger)$ for any finite dimensional matrix $M$) we have Equation (50) is equivalent to the statement that for all $\xi \in (\mathbb{Z}_2)^{3m}$

$$\Gamma^\dagger \xi = 0 \implies S^\dagger \xi = 0 \quad (48)$$

This happens iff there does not exist a vector $\xi \in (\mathbb{Z}_2)^{3m}$ with

$$\Gamma^\dagger \xi = 0 \quad \text{and} \quad S^\dagger \xi = 1 \quad (49)$$

or equivalently iff the system of equations

$$M\xi := \begin{pmatrix} \Gamma^\dagger \\ S^\dagger \\ 2 \end{pmatrix} \xi = \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix} \quad (50)$$

does not have a solution over $\mathbb{Z}_2$. (The last column of this system of equations is essentially a dummy line, both sides are identically zero over $\mathbb{Z}_2$, but we leave it in to line up the classical and quantum cases).

B. Quantum Strategy: Proof of Theorem 6 Item 1

Item 1 of Theorem 6 follows from Corollary 3 and a duality argument (Thm 5.30 of [WHKN18]).

We start the proof by constructing a dual to the system of equations in Item 1 using Corollary 4.1a of [Sch98]: the linear system of equations $Gz = b$ with $G, b$ having rational entries has a solution $z$ with integer entries iff for each rational vector $x$:

$$x^T G \text{ has integer entries} \implies x^T b \text{ has integer entries}$$

We apply this to the system of equations $M\xi = b$ in Equation (50) with $\xi \in \mathbb{Z}$. By Corollary 4.1a of Schrijver this system of equations does not have a solution iff there exists a rational vector $w$ with

$$M^\dagger w = \begin{pmatrix} \Gamma \\ 0_{3n} \\ 2 \end{pmatrix} w \in \mathbb{Z}^{m+1} \quad \text{and} \quad (51)$$

$$b^\dagger w = \begin{pmatrix} 0_{3n} \\ 1 \end{pmatrix} w \notin \mathbb{Z}. \quad (52)$$

We see the the last row of Equation (51) and Equation (52) are both satisfied iff

$$w = \begin{pmatrix} w' \\ z' + \frac{1}{2} \end{pmatrix} \quad (53)$$

with $w'$ arbitrary and $z' \in \mathbb{Z}$. Then, substituting this back into Equation (51) we see Equations (51) and (52) are satisfied iff there exists a $w' \in \mathbb{R}^{3n}, z' \in \mathbb{Z}$ with

$$(\Gamma \ S) \begin{pmatrix} w' \\ z' + \frac{1}{2} \end{pmatrix} \in \mathbb{Z}^{m+1} \quad (54)$$

$$\Leftrightarrow \ 2 (\Gamma \ S) \begin{pmatrix} w' \\ z' + \frac{1}{2} \end{pmatrix} = 0 \pmod{2} \quad (55)$$

$$\Leftrightarrow (\Gamma) (2w') = S(2z' + 1) \pmod{2} \quad (56)$$

$$\Leftrightarrow (\Gamma) (2w') = S \pmod{2}. \quad (57)$$

Setting $2w' = z$ we see the resulting system of equations is exactly the same as the system of equations in Equation (24). Thus, Equation (24) has a solution (and a 3XOR game has a perfect quantum strategy) iff Equation (50) does not have a solution, as desired.

VIII. APPENDIX: DESCRIPTION OF CODE USED IN EXPERIMENTS

In this section we sketch (in the context of our experiments) how our algorithms were implemented in Mathematica.

A. Generating Random XOR Games

We fix $m, n$ and randomly generate ‘sample size’ admissible $A, B, C, S$ matrices (with 1’s uniformly distributed). In this sampling process, we do not allow (we discard) repeated clauses. To accommodate the imperatives of computer time we typically take smaller sample size for larger $m, n$.

B. Primal Method

Algorithm 4 was implemented in Mathematica in a straightforward way; here is a rough outline of the commands. Given the parameters specifying the number of players and clauses of the quantum game, we first create a random matrix $W := (\Gamma, S)$ representing the linear system we try to solve. Then, we use the command

HermiteDecomposition[W] = \{\Omega, H\}

to obtain the desired Hermite normal form $H$ of $W$ with $\Omega$ being the corresponding row operation matrix. After this we partition $H$ into 4 parts

$$H = \begin{pmatrix} R \\ b^{(1)} \\ 0 \\ b^{(2)} \end{pmatrix} \quad (58)$$

as in Equation (52). The game is quantum solvable iff all entries of $b^{(1)}$ are even integers. Assuming real solvability, to determine classical solvability, we simply solve the system Equation (5) for integers modulo 2. Specifically,
Quiet[Check[LinearSolve[Γ, S, Modulus → 2];
True, False, LinearSolve::nosol]]

Note that the Mathematica command HermiteDecomposition may result in a memory leak. An effective fix is to do computations after setting the option command:

SetSystemOptions["LinearAlgebraOptions" ->
{"IntegerBlasParallelizationThresholds" ->
 {2*d, 2*d, 8}]

where \(d = \max(m, n)\) for a \(m \times n\)-matrix input.

C. Dual Method

Now we give the main commands used in our implementation of the “dual” method for identifying Q-perfect 3XOR games outlined in Section VII.

We use the Mathematica command

\[
\text{Solve[equation, Modulus -> 2]}
\]
to find binary solutions to the Equation (3) or to show none exists. If a binary solution does not exist (there is no classical 3XOR solution), we turn to \(Mx = b\) in Equation (47). On this we use the Command

\[
\text{FindInstance[equation, variables, Integers]}
\]
to find integer solutions (meaning the game has no quantum solution) or show this is impossible (meaning there is a quantum solution).

D. Our use of the Algorithms

We compared the results coming from both the Primal and the Dual Algorithm and found that, as expected, they always agree. The first algorithm we implemented and used was the Dual Algorithm and the data generated here for less than 33 questions came from it. Data coming from more than 32 questions was produced by the Primal Algorithm.