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Abstract—Due to lack of data, overfitting ubiquitously exists in real-world applications of deep neural networks (DNNs). We propose advanced dropout, a model-free methodology, to mitigate overfitting and improve the performance of DNNs. The advanced dropout technique applies a model-free and easily implemented distribution with parametric prior, and adaptively adjusts dropout rate. Specifically, the distribution parameters are optimized by stochastic gradient variational Bayes in order to carry out an end-to-end training. We evaluate the effectiveness of the advanced dropout against nine dropout techniques on seven computer vision datasets (five small-scale datasets and two large-scale datasets) with various base models. The advanced dropout outperforms all the referred techniques on all the datasets. We further compare the effectiveness ratios and find that advanced dropout achieves the highest one on most cases. Next, we conduct a set of analysis of dropout rate characteristics, including convergence of the adaptive dropout rate, the learned distributions of dropout masks, and a comparison with dropout rate generation without an explicit distribution. In addition, the ability of overfitting prevention is evaluated and confirmed. Finally, we extend the application of the advanced dropout to uncertainty inference, network pruning, text classification, and regression. The proposed advanced dropout is also superior to the corresponding referred methods. Codes are available at https://github.com/PRISC-CV/AdvancedDropout.
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1 INTRODUCTION

SIGNIFICANT progress has been made in deep learning in recent years, especially for computer vision tasks such as image classification [1], [2], [3], [4], [5] and image retrieval [6], [7], [8], [9], [10]. Given that deep neural networks (DNNs) have millions or even billions of parameters, they require a large amount of data for training. However, limited labeled data can be obtained in many applications [4], [11], [12], [13], [14]. Thus, overfitting ubiquitously exists in real-world data analysis, which negatively affects the performance of DNNs.

To address this issue, a dropout technique [15] was proposed to regularize the model parameters by randomly dropping the hidden nodes of DNNs in the training steps to avoid co-adaptations of these nodes. The standard dropout technique and its variants have played an important role in preventing overfitting and popularizing deep learning [16], [17].

Various dropout techniques have been widely utilized in deep neural network training and inference as surveyed in [18]. Existing works [15], [16], [17], [19], [20], [21], [22], [23], [24], [25], [26], [27], [28], [29], [30], [31], [32], [33], [34] differentiate from each other in their use of distributions as shown in Figure 1. Most of the works utilized the Bernoulli distribution for their dropout masks to perform the "dropping" and "holding" in DNNs [15], [21], [22], [23], [24], [25], [26], [27]. In order to regularize model parameters, they randomly drop hidden nodes of DNNs by multiplying Bernoulli distributed masks during training. Meanwhile, some other works applied binary dropout masks, which can be considered as a special Bernoulli distribution in the viewpoint of Bayesian learning [28], [29], [30], [31]. Gaussian distribution is another popular choice for modeling the dropout masks [19], [20], [32], [33]. They considered the Gaussian distribution as a fast approximation of the Bernoulli distribution [32], which was applicable in the local reparameterization trick and better than the Bernoulli distribution [20]. In addition, other distributions including log-normal [17], uniform [19], concrete [34], or beta [15], [35] distributions, were also used in dropout variants.

One issue in common among all the aforementioned dropout techniques is that they all model the dropout masks via model-specific distributions, mainly with Bernoulli distribution [15], [21], [22], [23], [24], [25], [26], [27], [40], and also with Gaussian [19], [20], [32], [33], [41], log-normal [17], uniform [19], concrete [34], or beta [15], [35] distributions. The assumption of a specific distribution introduces a bias that can limit their ability of modeling the dropout masks, as the specific distribution may undesirably restrict the possibility of changes. Few works exceptionally consider whether the distributions are suitable for modelling dropout or not. Soft dropout [16] and $\beta$-dropout [35] applied the beta distribution which is able to approximate all the other aforementioned distributions, but it is difficult to optimize...
the parameters of the beta distribution for dropout masks. One solution to this problem is Bayesian approximation using tractable distributions [16] and manual selection of beta distribution parameters [35], which both have limitations for dropout training.

In this paper, we propose a model-free methodology for dropout, named advanced dropout, to further improve the capability of overfitting prevention and boost the performance of DNNs. The dropout technique applies a model-free and easily implemented distribution with a parametric prior to adaptively adjust the dropout rate. Furthermore, the prior parameters are optimized by the stochastic gradient variational Bayes (SGVB) inference [42] to perform an end-to-end training procedure of DNNs. Our major contributions can be summarized as follows:

- We introduce a novel model-free methodology that is more flexible than the existing techniques with specifically explicit distributions in dropouts. By choosing proper parameters, the proposed methodology is able to replace all the aforementioned distributions to generalize the other dropout variants under the model-free framework (Section 4.1).
- We apply a parametric prior form for the model-free distribution’s parameters to adaptively adjust the dropout rate based on input features. The prior can be integrated into the end-to-end training such that the calculation is facilitated (Section 4.2).
- We propose advanced dropout consisting of the two key components, i.e., a model-free distribution for dropout masks and a parametric prior for the parameters of the distribution. We evaluate the effectiveness of the advanced dropout with image classification task. Experimental results demonstrate that the advanced dropout outperforms all the nine recently proposed techniques on seven widely used datasets with various base models. We further compare training time and effectiveness ratios and find that the advanced dropout achieves highest effectiveness ratios on most of the datasets (Section 5.1).
- We extensively study the advanced dropout technique on the following aspects: the effectiveness of each component, dropout rate characteristics, and the ability of overfitting prevention. We clarify that the key components are essential for the technique (Section 5.2). Meanwhile, the analysis of dropout rate characteristics demonstrates that the technique is able to achieve a stable convergence of dropout rate (Section 5.3.1), illustrates the learned distributions of dropout masks (Section 5.3.2), and shows its better performance than the one using dropout rate generation without an explicit distribution (Section 5.3.3). Finally, superior ability of preventing overfitting of the advanced dropout technique is shown (Section 5.4).

2 RELATED WORK

After Hinton et al. [15] introduced the standard dropout in 2012, many variants of dropout have been proposed in recent years, as the significant effectiveness of dropout on preventing overfitting has been discovered when applied on deep and wide DNN structures. Distinct distributions were applied by the dropout variants to their own design strategies of DNN regularization. In particular, six distributions were introduced, including Bernoulli [15], [21], [22], [23], [24], [25], [26], [27], [40], Gaussian [19], [20], [32], [33], [41], log-normal [17], uniform [19], concrete [34], and beta [16], [35] distributions. As shown in Figure 1, the dropout techniques can be divided into four development stages with their own kinds of distributions. The following parts of this section will review the works with different distributions in the stages, respectively.

2.1 On Discrete Distributions

In the research of dropouts, the discrete distributions commonly refer to the Bernoulli distribution and the binary distribution, while the latter can be considered as a special Bernoulli distribution in the viewpoint of Bayesian learning.

Most of works utilized the Bernoulli distribution for their dropout masks to perform “dropping” and “holding” in DNNs. This standard dropout aims to regularize the model parameters and reduce overfitting by randomly dropping hidden nodes of an fully connected (FC) neural network with Bernoulli distributed masks during training [15]. DropConnect [21] randomly selected a subset of weights within the network to zero, rather than activations in each layer. Meanwhile, standout [23] performed as a binary belief network, was trained jointly with the DNN using stochastic gradient descent (SGD), and computed the local expectations of binary dropout variables. Maeda [24] introduced
a Bayesian interpretation to optimize the dropout rate, which was beneficial for model training and prediction. Gal and Ghahramani [25] utilized standard dropout to predict model uncertainty in DNNs in regression, classification, and reinforcement learning. All the aforementioned techniques rely on standard dropout with fixed parameters which are empirically set. Later, a dropout variant has been proposed for RNNs focusing on time dependence representation and demonstrated outstanding effectiveness [26]. Spectral dropout [27] instead implemented standard dropout on the spectrum dimension of the convolutional feature maps, preventing overfitting by eliminating the weak Fourier domain coefficients of activations. Jumpout [22] sampled the dropout rate from a monotone decreasing distribution and adaptively normalized the rate at each layer to keep the effective rate. Wang et al. [40] proposed a lightweight complexity algorithm called Rademacher Dropout (Rad-Dropout) to achieve adaptive adjustment of dropout rates.

Furthermore, some works applied the binary distribution for the dropout masks, and selected or dropped nodes according to some specific rules. Ko et al. [29] introduced controlled dropout and intentionally chose the activations to drop non-randomly for improving the training speed and the memory efficiency. Alpha-divergence dropout [29] applied the alpha divergence as a regularization term, replacing the conventional Kullback-Leibler (KL) divergence in approximate variational inference for dropout training. Ising-dropout [30] dropped the activations in a DNN using Ising energy of the network to eliminate the optimization of unnecessary parameters during training. In addition, Chen et al. [31] proposed mutual information-based dropout (DropMI), introducing mutual information dynamic analysis to the model and highlighting the important activations that are beneficial to the feature representation.

However, one issue with the discrete distributions is the difficulty of dropout rate optimization combined in DNN training, which does not exist with continuous distributions. Besides the fixed dropout rate in [15], [21], [25], [27], some works addressed the issue by updating asynchronously [23], adding regularization terms into the loss functions [24], and randomly selecting from other distributions [22].

### 2.2 On Continuous and Unbounded Distributions

The works in [17], [19], [20], [32], [33] introduced the continuous and unbounded distributions to dropouts, mainly including the Gaussian and the log-normal distributions. They took advantages of the continuity and the differentiability of the distributions for end-to-end training of DNNs.

The Gaussian distribution is another popular choice for the dropout masks. It is considered a fast approximation of the Bernoulli distribution [32] and is applicable in the local reparameterization trick, better than the Bernoulli distribution [20]. Wang and Manning [32] proposed a Gaussian approximation of standard dropout under the variational Bayes framework, called fast dropout, with virtually identical regularization performance but much faster convergence. Another extension of dropout in [33] applied Gaussian multiplicative noise with unit mean, replacing the Bernoulli noise. It can be interpreted as a variational method given a particular prior over the network weights to some extent [33]. Kingma et al. [20] introduced variational dropout where the dropout rate was optimized by the stochastic gradient variational Bayes (SGVB) inference [42]. Continuous dropout [19] replaced the Bernoulli distribution by a Gaussian distribution with mean 0.5 or a uniform one as the prior of continuous masks in practice, even though the variance of the Gaussian distribution could not be optimized during training. Liu et al. [41] proposed a variational Bayesian dropout with a hierarchical prior.

In addition, information dropout [17] improved dropout by information theory principles and adapted the dropout rate to the data automatically under the Bayesian theory. It applied the log-normal distribution, which is also an unbounded-domain distribution as the Gaussian distribution, and obtained positive dropout masks.

However, masks with large values approaching infinite can be sampled and negatively affect gradient backpropagation, resulting in gradient exploding, which is a huge problem in practice.

#### 2.3 On [0, 1]-bounded Distributions

In addition, other distributions with [0, 1] bound were also used in the dropout variants. The [0, 1]-bounded distributions contain the concrete, the uniform, and the beta distributions, which are also continuous distributions.

Gal et al. [34] proposed concrete dropout by introducing a concrete distribution for the dropout masks. The concrete distribution is the first [0, 1]-bounded distribution applied to dropout and obtained remarkable improvement on overfitting prevention. Furthermore, the uniform distribution was also applied by the continuous dropout and compared with the Gaussian distribution with different variance settings [19]. The uniform distribution usually performed worse than the Gaussian distribution according to the experimental results in [19], due to the low degree of freedom.

Given that beta distribution with different parameters can approximate the Bernoulli, the Gaussian, and the uniform distributions to some extent [35], it should be great potential than other distributions in dropout regularization. The $\beta$-dropout technique performed best over others and conducted finer control of its regularization; however, the parameters of the beta distributed masks have to be manually selected [35]. In soft dropout [16], the soft dropout masks were expressed by beta distributed variables which have better continuity than the Bernoulli distribution and higher flexibility in shape than the Gaussian distribution. However, the beta distribution is unfeasible to be directly extended to the SGVB inference which is one of the most effective solutions combining variational inference with the SGD optimization [16]. To utilize soft dropout in the SGVB inference, the beta distribution was approximated by half-Gaussian and half-Laplace distributions, respectively, and the technique could adaptively adjust its dropout rate in the training process [16]. However, the half-Gaussian and half-Laplace approximations are complex and can only approximate part of shapes (U shape) well, but hardly represent other shapes (e.g., uniform shape). Furthermore, the parameters of these two approximations are optimized without following any prior distributions, which affects the performance of overfitting prevention.

In this context, we consider to design a more generalized and model-free distribution followed by the dropout masks,
In this section, an advanced dropout technique is proposed for DNNs. The probabilistic graphical model is shown in Figure 2 including two key components in the architecture, i.e., the model-free distribution and the parametric prior. After introducing the two parts in Section 4.1 and Section 4.2, respectively, we discuss how to optimize the whole advanced dropout technique by the SGVB inference in DNN training within the SGD algorithm in Section 4.3.

4 Advanced Dropout

The development of the distributions applied in various dropout techniques is illustrated in Figure 1. The dropout masks firstly followed the Bernoulli distribution, a discrete distribution, to perform the fully “dropping” and “holding” in DNNs [15, 21, 22, 23, 24, 25, 26, 27, 40]. Then, the distribution was replaced by the Gaussian [19, 20, 32, 33, 41] or the log-normal [17] distributions, which are continuous and unbounded distributions. These distributions, as the approximations of the Bernoulli distribution, performed well. However, masks with large values approaching infinity can be sampled to some extent, leading to gradient exploding, which can be a huge problem in practice.

4.1 Model-free Distribution for Advanced Dropout

uniform [19], concrete [34], and beta [16] distributions. Considering the recent soft dropout [16] as an example, the prior distribution of $m^{(l)}$ is modified into a multi-dimensional beta distribution, which can be considered as a product of i.i.d. beta distributions with the dropout rate $\rho_l = 1 - \frac{\alpha_l}{\alpha_l + \beta_l}$ as

$$m^{(l)} \sim \prod_{j=1}^{K_l} \text{Beta}(\alpha_l, \beta_l),$$

(3)

where $\alpha_l, \beta_l > 0$ are the shape parameters. Similar to standard dropout, $x^{(l)}$ is scaled by the mean vector $[\frac{\alpha_l}{\alpha_l + \beta_l}]_{K_l}$ in the test step.

By replacing the binary dropout masks with the beta distributed variables, the soft dropout masks are continuously distributed in the interval $[0, 1]$, rather than only zero or one. Thus, it samples the masks from an infinite space for parameter selection, giving infinite states of each soft dropout mask. The binary mask optimization space of the standard dropout [15] can be considered as a subset of the soft one.
In addition, shape is significant for the dropout distribution, because different shapes (e.g., “U” and bell shapes) can represent distinct states of the masks, mediating the state of the model. The beta distribution has different shapes of PDF, including the “U”, the bell, the skewed bell, and the uniform shapes. However, the concrete distribution has only the “U” shape in practice. Thus, the beta distribution is preferred to the other distributions mentioned above. Although all the aforementioned dropout techniques have their own distributions, do these distributions suit the needs of dropout itself?

To further address the issue, we introduce a model-free distribution which satisfies all the properties of the aforementioned distributions and all the requirements of soft dropout. The model-free distribution will not be restricted by any distribution forms and can prevent soft dropout from the infeasibility incurred by some distributions, such as the beta distribution, in the end-to-end training [16]. It can be defined in arbitrary forms and are able to produce the various shapes by adjusting the parameters.

Here, we propose a model-free distribution, which is denoted by \( g \). For the \( j \)th element of the dropout mask \( m_j^{(l)} \), in the \( l \)th layer of the DNN, another hidden variable \( r_j^{(l)} \) is introduced as the seed variable, following a seed distribution \( s(\cdot) \). Then, by introducing a monotonic and differentiable function \( k(\cdot) \) as the mapping function, which has its value space in the interval of \([0, 1]\), we obtain the \([0, 1]\)-bounded continuous variable \( m_j^{(l)} = k(r_j^{(l)}) \) directly. In this case, the seed distribution \( s(\cdot) \) and the mapping function \( k(\cdot) \) should satisfy two conditions:

1) \( s(\cdot) \) can be transformed into a differentiable function of its parameters and standard distribution, and should be easy to be sampled. For example, Gaussian, Laplace, exponential, or uniform distributions.

2) \( k(\cdot) \) should be monotonic and differentiable in its domain, and the domain of output values of \( k(\cdot) \) should be in the interval of \([0, 1]\). For example, Sigmoid function and some piecewise differentiable functions.

In principle, any seed distribution and mapping function pair can be applied to construct the model-free distribution, as long as they satisfy the conditions 1) and 2), respectively. The model-free distribution \( g \) can be any form satisfying \( \int g(x)dx = 1 \). The relationship between \( s(\cdot), k(\cdot) \), and \( g \) can be obtained via the formula for calculating the distribution of functions of random variables as

\[
g(m_j^{(l)}) = s(k^{-1}(m_j^{(l)})) \frac{dk^{-1}(m_j^{(l)})}{dm_j^{(l)}},
\]

where \( k^{-1}(\cdot) \) is the inverse function of \( k(\cdot) \). Note that \( k(\cdot) \) is a monotonic function, so that \( k^{-1}(\cdot) \) can be always obtained.

As we know in DNNs, the Gaussian distribution is a popular assumption and the Sigmoid function is widely used, which satisfy the conditions of \( s(\cdot) \) and \( k(\cdot) \), respectively. We involve them into the model-free distribution framework. The linear additivity of the Gaussian distribution and differentiability of the Sigmoid function make the model-free distribution \( g \) feasible for the SGBV inference. In addition, \( k(\cdot) \) allows \( m_j^{(l)} \) falling in the bounded interval \([0, 1]\). In this case, the variable \( m_j^{(l)} \) can be explicitly defined by \( r_j^{(l)} \) as

\[
m_j^{(l)} = k(r_j^{(l)}) = \text{Sigmoid}(r_j^{(l)}) = \frac{1}{1 + e^{-r_j^{(l)}}},
\]

where \( \mu_j \) and \( \sigma_j \) are the mean and the standard deviation of the seed variable \( r_j^{(l)} \). Furthermore, the PDF of \( g \) in this case can be defined as

\[
g(m_j^{(l)}) = N(k^{-1}(m_j^{(l)}); \mu_j, \sigma_j^2) \frac{dk^{-1}(m_j^{(l)})}{dm_j^{(l)}}
\]

\[
= \frac{1}{\sqrt{2\pi\sigma_j}} e^{-\left[\frac{(\ln m_j^{(l)} - \ln(1 - m_j^{(l)})) - \mu_j}{2\sigma_j^2}\right]^2} \left(1 - m_j^{(l)}\right)^{-1},
\]

where \( m_j^{(l)} \) is subject to the interval of \([0, 1]\) by \( k(\cdot) \). Here, although any seed distribution and mapping function pairs satisfying the conditions 1) and 2) can be introduced into the model-free distribution, we use the Gaussian distribution as the seed distribution for the purpose of easy implementation. It is worth to mention that the PDF of \( g \) in (6) has the same form with that of logit-normal distribution. The logit-normal distribution can be considered as a special case of the model-free distribution. We introduce the logit-normal distributed variables generated by Gaussian variables through the Sigmoid function to exhibit the effectiveness of the proposed methodology in experiments merely.
given the input features $x$ means that we can adaptively adjust the dropout rate by technique learning a better distribution [17], [23], which information and extract features for helping the dropout distribution parameters $l$. That is, we set their prior distributions as

$$\mu_l \sim N(0, \sigma_l) \quad \text{and} \quad \sigma_l \sim IG(0.1, 0.1).$$

Finally, we discuss the distinct shape advantages of the seed distribution and the Sigmoid function) has various distribution [43].

where $\Phi$ is the cumulative distribution function of a standard normal distribution [43].

is the inverse gamma distribution. Here, $\lambda_l$ is sample number, and the softplus function $\text{Softplus}(\cdot)$ is defined as

$$\text{Softplus}(x) = \ln(1 + e^x).$$

Here, we define the inverse gamma approximation by

$$\text{IG}(\alpha, \beta) = \frac{\beta^\alpha}{\Gamma(\alpha)} x^{\alpha - 1} e^{-\beta x},$$

and Bernoulli shapes. It can approximate the Bernoulli, the skewed bell, and approximated uniform distribution, we conduct a group of experiments in comparison with the classical log-normal distribution used in [42], as shown in Figure 3. The distributions approximate the true inverse gamma approximation by moment matching. The subfigures in Figure 3 show that the proposed softplus-Gaussian distribution is better than the referred one, due to smaller KL divergences in all the different cases.

In addition, the optimal hidden state $\hat{h}_l$ (by maximizing $p(h_l|\{x_i\})$) can be inferred as

$$\text{Softplus}(\cdot) = \ln(1 + e^x).$$

where $\delta_l = \{\Omega_l, \sigma_l, b_l, b_l\}$ are the weights and the biases of the MLPs, $N$ is sample number, and the softplus function $\text{Softplus}(\cdot)$ is defined as

$$\text{Softplus}(x) = \ln(1 + e^x).$$

Here, we define the inverse gamma approximation by the softplus function with Gaussian input as softplus-Gaussian distribution, which is a normalized distribution. To evaluate the effectiveness of the softplus-Gaussian distribution, we conduct a group of experiments in comparison with the classical log-normal distribution used in [42], as shown in Figure 4. The distributions approximate the true inverse gamma approximation by moment matching. The subfigures in Figure 4 show that the proposed softplus-Gaussian distribution is better than the referred one, due to smaller KL divergences in all the different cases.

In addition, the optimal hidden state $\hat{h}_l$ (by maximizing $p(h_l|\{x_i\})$) can be inferred as

$$\hat{h}_l = \arg\max_h p(h_l|\{x_i\})$$

where $\delta_l = \{\Omega_l, \sigma_l, b_l, b_l\}$ are the weights and the biases of the MLP.

4.2 Parametric Prior Distribution for Parameters of Model-free Distribution

After defining the model-free distribution form of the dropout masks $m_l$ in Figure 2, a prior distribution of the distribution parameters $\mu_l$ and $\sigma_l$ is required in the Bayesian inference. We know that the prior of $\mu_l$ and $\sigma_l$ given the input features $x_l$ of the $l$th layer can integrate information and extract features for helping the dropout technique learning a better distribution [17], [23], which means that we can adaptively adjust the dropout rate by optimizing distribution parameters with the prior. In this case, we introduce the prior distribution $p(\mu_l, \sigma_l|x_l)$ as

$$p(\mu_l, \sigma_l|x_l) = \int p(\mu_l|x_l)p(\sigma_l|x_l) p(h_l|x_l) dh_l,$$

where $h_l$ is the multivariate Gaussian distributed hidden states of the $l$th layer.

To simplify Bayesian optimization later on, we assume $\mu_l$ and $\sigma_l$ follow Gaussian and inverse gamma distributions, respectively. That is, we set their prior distributions as

$$\mu_l \sim N(\mu_l) \approx p(\mu_l|x_l),$$

$$\sigma_l \sim IG(\sigma_l) \approx p(\sigma_l|x_l),$$

$$h_l \sim N(h_l|x_l) \approx p(h_l|x_l).$$

where $IG$ is the inverse gamma distribution. Here, $p_l$ and $p_l$ perform as encoders, and the maximization of the distributions $p_l(\mu_l|h_l)$ and $p_l(\sigma_l|\sigma_l)$ can be approximated by multi-layer perceptrons (MLPs) with Gaussian outputs as

$$\hat{\mu}_l = \arg\max \mu_l \prod \mu_l(\mu_l|h_l$$

$$\hat{\sigma}_l = \arg\max \sigma_l \prod \sigma_l(\sigma_l|h_l)$$

where $\gamma_l = \{\Omega_l, \sigma_l, b_l, b_l\}$ are the weights and the biases of the MLPs, $N$ is sample number, and the softplus function $\text{Softplus}(\cdot)$ is defined as

$$\text{Softplus}(x) = \ln(1 + e^x).$$

4.3 Stochastic Gradient Variational Bayes (SGVB) for Advanced Dropout

After constructing the whole advanced dropout technique as shown via the probabilistic graphical model in Figure 2, we consider how to optimize it using the SGVB inference [42].

We first define the dataset $D = \{X, Y\}$ for DNN training where $X = \{x_i\}_{i=1}^N$ and $Y = \{y_i\}_{i=1}^N$ are sets of input and target with $N$ samples, respectively, and the dropout-masked parameter set $W = \{w_l\}_{l=1}^L$ in which

$$w_l = \text{diag}(m_l)^n \theta_l,$$

where $\text{diag}(\cdot)$ is the matrix operation that transforms a vector into a squared diagonal matrix with the vector as the main diagonal. In addition, we define the parameter set $\Lambda = \{\lambda_l\}_{l=1}^L$ where $\lambda_l = \{\mu_l, \sigma_l, \gamma_l, \delta_l\}$. The joint parameter set including original parameters $\Theta$ and $\Lambda$ is defined as $\Phi = \{\Theta, \Lambda\}$.

We can then obtain the joint distribution of the dataset $D$ and the dropout-masked parameter set $W$ as
Distribution of mini batch can be considered as $L$ term from the approximated distribution of $D$ in the approximated variational inference, $\Phi$.

We consider the expectation of the LHS and the RHS of (18) by random samples $q_{\Phi}(W|Z)$ and take the logarithms of each side which give

$$\log p(D, W) = \log \frac{p(D|W)p(W)}{q_{\Phi}(W|Z)} = \log \frac{p(D|W)}{q_{\Phi}(W|Z)}.$$

We consider the expectation of the LHS and the RHS of (20) w.r.t. $q_{\Phi}(W|Z)$ as

$$\int q_{\Phi}(W|Z) \log \frac{p(D, W)}{q_{\Phi}(W|Z)} dW = \int q_{\Phi}(W|Z) \log \frac{p(D|W)}{p(W)} dW - \int q_{\Phi}(W|Z) \log q_{\Phi}(W|Z) dW,$$

where the LHS $L(\Phi)$ is the lower bound of the expectation of posterior distribution $E_{q_{\Phi}[\log p(D|W)]]}$ of $W$ given $D$ in the approximated variational inference, $L_D(\Phi)$ in the RHS is the expected log-likelihood of DNN training, and $D_{KL}(q_{\Phi}(W|Z)||p(W))$ in the RHS is the KL divergence term from the approximated distribution of $W$ to the prior distribution of $W$ as a regularization term.

In the optimization of the approximated variational inference, we commonly maximize the RHS of (21), rather than maximizing the lower bound $L(\Phi)$ directly. Here, in SGVB inference, we approximate the expected log-likelihood $L_D(\Phi)$ by a mini-batch-form log-likelihood as we usually apply the mini-batch SGD algorithm for DNN training. The approximated log-likelihood $L^{SGVB}_{D}(\Phi)$ for a mini batch can be considered as

$$L^{SGVB}_{D}(\Phi) = \sum_{(x_i, y_i) \in (X_b, Y_b)} \int q_{\Phi}(W|Z) \log p(y_i|x_i, W) dW$$

$$= \sum_{i=1}^{N_b} \sum_{n=1}^{N_b} \log p(y_i|x_i, W = f(\epsilon; \Phi, Z))$$

$$= L_D(\Phi),$$

where $(X_b, Y_b) = \{(x_i, y_i)\}_{i=1}^{N_b}$ is the $b^{th}$ mini batch stochastically selected from $D$, $N_b = |(X_b, Y_b)|$ is the mini batch size, and $f(\epsilon; \Phi, Z)$ is a differentiable function for reparameterizing the dropout mask in the set $M = \{m^{(l)}\}_{l=1}^{L}$ by random samples $\epsilon$, and for generating $W$. Parameters in $\Lambda$ are estimated directly by (22), respectively.

For the $l^{th}$ layer as an example, the dropout-masked parameter matrix $w^{(l)}$ can be computed as

$$w^{(l)} = f(\epsilon^{(l)}, \theta^{(l)}, \lambda_i) = \text{diag}(m^{(l)} \theta^{(l)}) = \text{diag}((\text{Sigmoid} (\mu_i + \sigma_i \epsilon^{(l)})) \theta^{(l)}),$$

where element $c_j^{(l)} \sim N(0, 1), j = 1, \cdots, K_l$ in $\epsilon^{(l)}$ is randomly sampled from the normal distribution with zero mean and unit variance.

## 5 EXPERIMENTAL RESULTS AND DISCUSSIONS

### 5.1 Advanced Dropout for Classification

#### 5.1.1 Datasets

We evaluated the advanced dropout technique on seven image classification datasets, including MNIST [44], CIFAR-10 and -100 [45], miniImageNet [46], Caltech-256 [47], ImageNet-32 $\times$ 32 [48], and ImageNet [49] datasets. Note that in the miniImageNet dataset, 500 and 100 images per class were randomly selected from the training set of the full ImageNet dataset as the training set and the test set of this work, respectively. In the Caltech-256 dataset, 60 samples were randomly selected from each class, as the training set. The remaining samples were for the test set. The ImageNet-32 $\times$ 32 dataset is more difficult than the full ImageNet dataset (with 224 $\times$ 224 images in general), since all the images are downsampled to 32 $\times$ 32 for both training and test [48]. The former five ones are small-scale datasets, while the ImageNet-32 $\times$ 32 and the ImageNet datasets are large-scale ones. We will separately discuss the two kinds.

#### 5.1.2 Implementation Details

For the MNIST dataset, a FC neural network with two hidden layers and 800 hidden nodes each was constructed for the evaluation, while VGG16 [1] and ResNet18 [2] models were considered as the base models for all the other datasets.

In DNN training on the MNIST dataset, we trained the FC neural network with different dropout techniques for 200 epochs with the fixed learning rate as 0.01. For the ImageNet-32 $\times$ 32 dataset, we trained the models under 100 epochs with the initialized learning rate as 0.1 and decayed by a factor of 10 at the 50th and the 75th epochs, respectively. For all the other datasets, we trained the models 300 epochs with the initialized learning rate as 0.1 and decayed by a factor of 10 at the 150th and the 225th epochs, respectively. The batch size on each dataset was set as 256. In addition, we adopted the SGD optimizer, of which the momentum and the weight decay values were set as 0.9 and $5 \times 10^{-4}$, respectively. All the models with the advanced dropout technique and the referred techniques have been experimented 5 runs with random initialization, while we compared the results of the advanced dropout technique on the ImageNet dataset (with standard experimental settings) with those reported in references [19], [35]. The means and the standard deviations of the classification accuracies are presented in the following sections for comparison.

Meanwhile, nine referred techniques were selected based on their distributions of the dropout masks including standard dropout with Bernoulli noise ("dropout, Bernoulli") [15], Gaussian noise ("dropout, Gaussian") [33], and uniform noise ("dropout, uniform") [19], variational dropout [20], concrete dropout [34], continuous dropout [19], beta-dropout [35], information dropout [17], and soft dropout [16]. We reimplemented and compared them with the advanced dropout technique. The two adaptive version of the soft dropout, i.e., Gaussian soft dropout and Laplace soft dropout, were implemented on all the datasets for comparison, respectively. For the standard dropout with Bernoulli noise and Gaussian noise, we fixed the dropout rate as 0.5 during training. For the continuous dropout, we selected the variance $\sigma^2$ of its Gaussian prior from the set.
TABLE 1: Test accuracies (%) on MNIST, CIFAR-10, CIFAR-100, minImageNet, and Caltech-256 datasets. Note that the best results are marked in bold and the second best results are underlined, respectively.

| Dataset | Base model | MNIST | CIFAR-10 | CIFAR-100 | minImageNet | Caltech-256 |
|---------|------------|-------|----------|-----------|-------------|-------------|
| No dropout | 98.23 ± 0.11 | 98.86 ± 0.10/94.83 ± 0.08 | 73.62 ± 0.18/76.44 ± 0.14 | 76.35 ± 0.08/71.80 ± 0.02 | 63.87 ± 0.07/61.36 ± 0.10 |
| Dropout, Bernoulli | 98.46 ± 0.06 | 98.81 ± 0.14/94.84 ± 0.07 | 73.77 ± 0.14/76.67 ± 0.22 | 76.21 ± 0.10/72.02 ± 0.40 | 64.76 ± 0.14/61.64 ± 0.10 |
| Dropout, Gaussian | 98.45 ± 0.05 | 98.82 ± 0.14/94.86 ± 0.14 | 73.78 ± 0.15/76.62 ± 0.14 | 76.14 ± 0.10/72.09 ± 0.15 | 64.47 ± 0.12/61.94 ± 0.15 |
| Dropout, uniform | 98.50 ± 0.12 | 98.84 ± 0.09/94.86 ± 0.14 | 73.76 ± 0.17/76.67 ± 0.11 | 76.04 ± 0.08/72.07 ± 0.02 | 64.43 ± 0.10/61.14 ± 0.08 |
| Continuous dropout | 98.45 ± 0.13 | 98.84 ± 0.14/94.89 ± 0.11 | 73.75 ± 0.18/76.48 ± 0.26 | 75.69 ± 0.16/71.76 ± 0.06 | 63.79 ± 0.07/60.23 ± 0.06 |
| Variational dropout | 98.41 ± 0.14 | 98.81 ± 0.10/95.05 ± 0.10 | 73.98 ± 0.20/76.76 ± 0.38 | 76.56 ± 0.10/72.07 ± 0.06 | 64.46 ± 0.11/61.98 ± 0.12 |
| β-dropout | 98.62 ± 0.16 | 98.85 ± 0.10/95.07 ± 0.13 | 74.03 ± 0.10/76.79 ± 0.28 | 77.13 ± 0.10/72.24 ± 0.16 | 64.64 ± 0.07/62.14 ± 0.06 |
| Continuous dropout | 98.45 ± 0.20 | 98.86 ± 0.08/94.92 ± 0.20 | 73.85 ± 0.21/76.90 ± 0.27 | 76.62 ± 0.11/72.32 ± 0.08 | 64.09 ± 0.07/61.50 ± 0.16 |
| Information dropout | 98.22 ± 0.15 | 98.85 ± 0.18/94.97 ± 0.16 | 73.70 ± 0.20/76.47 ± 0.28 | 76.44 ± 0.08/71.70 ± 0.08 | 64.11 ± 0.13/61.76 ± 0.09 |
| Gaussian soft dropout | 98.62 ± 0.06 | 98.97 ± 0.24/95.02 ± 0.05 | 74.67 ± 0.30/76.72 ± 0.23 | 76.56 ± 0.06/71.74 ± 0.01 | 63.80 ± 0.00/68.61 ± 0.24 |
| Laplace soft dropout | 98.70 ± 0.16 | 98.98 ± 0.11/95.03 ± 0.11 | 74.55 ± 0.25/76.72 ± 0.27 | 76.61 ± 0.06/71.55 ± 0.02 | 64.00 ± 0.05/57.22 ± 1.15 |
| Advanced dropout | 98.89 ± 0.05 | 94.29 ± 0.01/95.52 ± 0.09 | 74.94 ± 0.24/77.76 ± 0.08 | 77.35 ± 0.01/72.82 ± 0.06 | 65.09 ± 0.03/62.53 ± 0.01 |

For the β-dropout, the shape parameter β was set as values drawn from the set {0.001, 0.1, 0.2, 0.5, 1, 3}, as suggested in [35]. For the information dropout, the multiplier β in its loss function was empirically selected as 0.1.

In order to check whether the advanced dropout technique has statistically significant performance improvement compared with the referred techniques, we conducted Student’s t-tests between accuracies of them with the null-hypothesis that the means of two populations are equal. The significance level was set as 0.05.

5.1.3 Performance on MNIST Dataset
From Table[1] the advanced dropout technique achieves the best accuracy at 98.89% among the referred techniques with the two-hidden-layer FC neural network on the MNIST dataset. At the meantime, it obtains the smallest standard deviation at 0.04% as well. While the second best technique, the Laplace soft dropout, achieves the classification accuracy at 98.70%, the proposed technique outperforms the second best one slightly at about 0.2%, but has an increase at about 0.7% compared with the model without dropout.

5.1.4 Performance on CIFAR-10 and -100 Datasets
On the CIFAR-10 dataset, the advanced dropout technique performs best again with both VGG16 and ResNet18 models. It achieves the averaged classification accuracies of 94.28% and 95.52% for each base model, respectively, while the accuracies of all the others are less than 94% and 95.1% with the VGG16 and the ResNet18 base models, respectively. Meanwhile, the proposed technique outperforms the second best technique, by about 0.3% and 0.5%, and the base model by about 0.4% and 0.7%, respectively.

Moreover, the advanced dropout technique achieves the classification accuracies of 74.94% and 77.78% on the CIFAR-100 dataset with the VGG16 and the ResNet18 base models, respectively, which are the best results among all the referred techniques. The VGG16 model with the advanced dropout technique obtains an improvement of 0.9% and 1.3%, compared with the Gaussian soft dropout and the base model, while the ResNet18 with it also achieves more than 0.5% and 1.3% higher performance compared with the Gaussian soft dropout and the base model.

5.1.5 Performance on minImageNet Dataset
In Table[1] the advanced dropout technique achieves the classification accuracies at 77.35% and 72.89%, respectively, which is the best results with the VGG16 and the ResNet18 models among the referred methods in the minImageNet dataset. The accuracies obtained by most of the referred techniques with the VGG16 model are lower than 77%. The proposed technique outperforms the base model by 1% and the second best model, the β-dropout with the VGG16 model, by more than 2%. Furthermore, the advanced dropout-based ResNet18 model also shows improvement in classification accuracies on the minImageNet dataset. Compared with the base model, the advanced dropout technique with the ResNet18 model increases its accuracy by about 1.1%, which is a promising performance improvement. Meanwhile, it surpasses continuous dropout with the ResNet18 (72.33%) by more than 0.5%.

5.1.6 Performance on Caltech-256 Dataset
In the last column of Table[1] the advanced dropout technique with the VGG16 and the ResNet18 models performs the best on the Caltech-256 dataset and achieve the averaged accuracies of 65.09% and 62.53% with the smallest standard deviations of each at 0.03% and 0.01%, respectively. Compared with their corresponding base models, the models based on the advanced dropout technique improve the accuracies by a large margin of around 1.2% for both. Applying the VGG16 model as the base model, the classification accuracy of the advanced dropout is higher than the second best model, the β-dropout, more than 0.2%. Meanwhile, with the ResNet18 base model, the advanced dropout technique shows considerable performance improvements compared with the base model and the second best model as well. It improves the accuracy by 0.4% more than the second best technique, the dropout with uniform noise.
TABLE 3: Test accuracies (%) and the p-values of Student’s t-tests between the accuracies of the advanced dropout technique and all the referred techniques on the ImageNet-32×32 dataset. Note that the best results are marked in bold and the second best results are marked by underline, respectively. The significance level was set as 0.05.

| Method                  | Top-1 acc./p-value | Top-5 acc./p-value |
|-------------------------|--------------------|--------------------|
| No dropout              | 40.58 ± 0.15/3.57 × 10^{-8} | 64.50 ± 0.22/1.56 × 10^{-6} |
| Dropout, Bernoulli      | 41.26 ± 0.21/1.67 × 10^{-6} | 64.14 ± 0.12/1.63 × 10^{-6} |
| Dropout, Gaussian       | 43.13 ± 0.14/3.36 × 10^{-7} | 64.19 ± 0.04/1.70 × 10^{-6} |
| Dropout, uniform        | 43.66 ± 0.16/2.52 × 10^{-7} | 64.88 ± 0.15/5.63 × 10^{-7} |
| Concrete dropout        | 43.73 ± 0.05/1.73 × 10^{-7} | 64.33 ± 0.19/2.90 × 10^{-7} |
| Variational dropout     | 45.45 ± 0.06/2.29 × 10^{-7} | 64.35 ± 0.10/5.48 × 10^{-8} |
| β-dropout               | 45.51 ± 0.08/9.15 × 10^{-8} | 64.27 ± 0.13/2.85 × 10^{-7} |
| Continuous dropout      | 42.25 ± 0.11/2.63 × 10^{-8} | 64.07 ± 0.08/8.76 × 10^{-7} |
| Information dropout     | 44.67 ± 0.07/4.10 × 10^{-7} | 64.59 ± 0.10/2.47 × 10^{-7} |
| Laplace soft dropout    | 41.57 ± 0.14/1.33 × 10^{-6} | 65.45 ± 0.10/2.88 × 10^{-5} |
| Advanced dropout        | 42.65 ± 0.11/N/A          | 66.23 ± 0.10/N/A          |

5.1.7 Performance on ImageNet-32×32 Dataset

In this section, we evaluate the proposed advanced dropout on a large-scale dataset, i.e., the ImageNet-32×32 dataset. The accuracies and p-values are listed in Table 3. According to the table, the advanced dropout achieves statistically significant improvements over all the referred methods, improving top-1 accuracy by about 1% and 0.7% and top-5 accuracy by about 0.8% and 0.6% with VGG16 and ResNet18 models, respectively.

5.1.8 Performance on ImageNet Dataset

In this section, the proposed advanced dropout was evaluated on the ImageNet dataset with VGG16 model as the base model. The accuracies and the corresponding p-values are listed in Table 4. According to the table, the advanced dropout achieves statistically significant improvements over all the referred methods, improving top-1 accuracy by about 0.6% and top-5 accuracy by about 0.2%, respectively.

5.1.9 Trade-off between Performance and Time

In this section, we compare the training time (in second/epoch) of the proposed advanced dropout with those of the other dropout variants by using one NVIDIA GTX1080Ti. Note that the dropout techniques for regularization are only used when training the models. Thus, we only compare the training time on MNIST, CIFAR-10, CIFAR-100, MiniImageNet, Caltech-256, and ImageNet-32×32 datasets, respectively. According to the results shown in Table 5, the models without dropouts always take the shortest time. Meanwhile, the proposed advanced dropout indeed required relatively longer time in each epoch, but it is not the slowest one. Moreover, the differences among the dropout techniques are not large. This indicates that time consumption for the dropout technique is mainly for sampling the dropout masks and the parametric prior does not take much training effort.

Furthermore, in order to quantitatively compare the accuracy improvement over the training time, we design a effectiveness ratio, which is similar to the cost effectiveness in [50], to rank all the dropout techniques based on their differences from the base model without dropout. A higher effectiveness ratio means more accuracy improvement can be achieved over the same unit of training time cost. We define the two metrics for the calculation of the effectiveness ratio and name them as “metric 1” and “metric 2”, respectively. For the “metric 1”, the effectiveness ratio $s_1$ is

$$s_1 = \frac{1}{\text{Sigmoid}(a - a' - t')},$$

(24)

For better illustration, we normalize all the effectiveness ratios of different dropout techniques from one dataset by their maximum and minimum values. The normalized effectiveness ratio $s_{norm}$ of the “metric i” ($i = 1, 2$) for one specific dataset is defined as

$$s_{norm} = \frac{s - \min_{s' \in S_i} s'}{\max_{s' \in S_i} s' - \min_{s' \in S_i} s'}, \quad s \in S_i,$$

(26)

where $S_i$, $i = 1, 2$ is the set of effectiveness ratios of the dropout techniques calculated by the two metrics, respectively. Here, “normalized” means mapping the effectiveness ratios from one dataset and in a base model (called a case) into the interval of $[0, 1]$ for comparing their relative values.

Figure 5 demonstrates the normalized effectiveness ratios of different dropout techniques on each dataset. By using “metric 1” (Figure 5(a)), the advanced dropout can outperform all the other dropout techniques on nine cases out of all the eleven cases. Meanwhile, with “metric 2” (Figure 5(b)), the advanced dropout can outperform all the other dropout techniques on six cases in all eleven cases and perform the second best on three cases.

5.1.10 Performance with other Base Models

We further evaluated the advanced dropout technique with three other base models, including DenseNet40 [3], MobileNet [51], wide residual network (WRN) [52], on both the
TABLE 5: Comparison of training time per epoch (in second/epoch) on MNIST, CIFAR-10, CIFAR-100, miniImageNet, Caltech-256, and ImageNet-32×32 datasets by using one NVIDIA GTX1080Ti. All the models with different dropout variants are trained under equal conditions. The shortest time and the longest time on each dataset are highlighted in bold and italic, respectively.

**TABLE 6**: Test accuracies (%) and p-values of Student’s t-tests between the accuracies of the advanced dropout technique and all the referred techniques with other base models on CIFAR-10 and -100 datasets, respectively. Note that the best results are marked in bold and the second best results are marked by underline, respectively. The significance level was set at 0.05.

5.2 Ablation Studies

To investigate the effectiveness of the components of the advanced dropout technique, including the parametric prior and the SGVB inference, we conducted quantitative comparisons on the MNIST [44], the CIFAR-10 and -100 [45], the miniImageNet [46], and the Caltech-256 [47] datasets. The experimental results are shown in Table 7. We compare the full advanced dropout technique with the techniques whose the parametric prior component is removed (“advanced dropout w/o prior” in Table 7) and whose parameters $\mu$ and $\sigma$ are fixed at 0.5 (“advanced dropout w/o optimization” in Table 7). The model we applied is the two-hidden-layer FC neural network with 800 hidden nodes in each layer on the MNIST dataset, while the VGG16 model is used on the other datasets as the base models.

It can be observed that, the full advanced dropout technique outperforms the base model without any dropout training by about 0.7%, 0.5%, 1.3%, 1%, and 1.2% on the five datasets, respectively. When removing the parametric prior from the full technique, the classification accuracies decrease slightly on all the datasets, even though the technique performs better than the base model as well. When we continue removing the SGVB inference and setting the technique with fixed parameters $\mu$ and $\sigma$, classification accuracies further decrease. Therefore, the parametric prior and the SGVB inference play their own positive roles in the advanced dropout, which are both essential.
TABLE 7: Test accuracies (%) of ablation studies on MNIST, CIFAR-10, CIFAR-100, miniImageNet, and Caltech-256 datasets. “Advanced dropout w/o optimization” means the advanced dropout with fixed parameters; “Advanced dropout w/o prior” means the advanced dropout minus the prior. Note that the best results are marked in bold, respectively.

| Dataset | Base Model | MNIST 784×2×800-10 | CIFAR-10 VGG16 | CIFAR-100 VGG16 | MiniImageNet VGG16 | Caltech-256 VGG16 |
|---------|------------|---------------------|----------------|-----------------|-------------------|------------------|
| No dropout | 98.23 ± 0.11 | 93.86 ± 0.10 | 73.62 ± 0.38 | 76.35 ± 0.08 | 63.87 ± 0.07 | |
| Advanced dropout w/o optimization | 98.70 ± 0.04 | 94.98 ± 0.09 | 74.55 ± 0.19 | 77.20 ± 0.08 | 64.88 ± 0.11 | |
| Advanced dropout w/o prior | 98.81 ± 0.02 | 94.20 ± 0.07 | 74.77 ± 0.10 | 77.30 ± 0.08 | 65.03 ± 0.01 | |
| Advanced dropout | 98.89 ± 0.04 | 94.28 ± 0.03 | 74.94 ± 0.24 | 77.35 ± 0.01 | 65.09 ± 0.03 | |

Fig. 6: Illustration of the adaptive dropout rates in the advanced dropout technique on the MNIST dataset. The subfigures illustrate the dropout rate curves of the advanced dropout of (a) the input features, (b) the first hidden layer, and (c) the second hidden layer. Note that differently initialized dropout rates $\rho$ (see legends) are set for initialization of the parameters $\mu_1$ and $\sigma_1$. Please refer to (27) for the calculation formula of the dropout rate. Corresponding test accuracies (acc.) with different initializations are also reported in (d).

Fig. 7: Illustration of the adaptive dropout rates in the advanced dropout technique on the CIFAR-10 dataset. The subfigures mean the dropout rate curves of the advanced dropout of (a) the convolutional features of the last convolutional layer, (b) the first hidden layer, and (c) the second hidden layer. Differently initialized dropout rates $\rho$ (see legends) are set for initialization of the parameters $\mu_1$ and $\sigma_1$. Corresponding test accuracies (acc.) with different initializations are also reported in (d).

5.3 Analysis of Dropout Rate Characteristics

In this section, we extensively study the characteristics of the advanced dropout technique, especially its dropout rate learning process. Firstly, we analyze the convergence of the adaptive dropout rate and the learned distributions of the dropout masks. Then, to compare the advanced dropout technique with the one generating dropout rate directly (without an explicit distribution), we design a dropout variant in this kind and conduct several experiments.

5.3.1 Convergence of Adaptive Dropout Rate

In this section, we discuss the convergence of the advanced dropout technique. Due to the importance of the distribution parameters $\mu_1$ and $\sigma_1$ of each layer in DNNs, we investigate their convergence via a quantitative indicator, called dropout rate which is essential in dropout techniques. In standard dropout [15], the dropout rate is considered as one minus the parameter $p$ of the Bernoulli distribution. Given that the parameter $p$ represents the mean of the Bernoulli distribution, we can generalize the calculation of the dropout rate by one minus the mean of the distribution of the dropout masks. In particular, the dropout rate $p_1$ of the advanced dropout technique for all the $K_t$ nodes $m_1^{(t)}, \ldots, m_{K_t}^{(t)}$ can be explicitly calculated by $\mu_1$ and $\sigma_1$ as

$$p_1 = 1 - \mathbb{E}[m_j^{(t)}] \approx 1 - \text{Sigmoid} \left( \frac{\mu_1}{\sqrt{1 + \frac{1}{\sigma_1^2}}} \right). \quad (27)$$

In this case, we conducted groups of experiments and illustrate their dropout rate curves in Figure 6 and 7. The MNIST and the CIFAR-10 datasets were used for evaluations. For the MNIST dataset, a FC neural network with two hidden layers and 800 hidden nodes of each was trained for 200 epochs with the fixed learning rate of 0.01, while we applied a VGG16 model as the base model and trained it for 200 epochs on the CIFAR-10 dataset but with the dynamic learning rate same as that in Section 5.1.2.

In Figure 6 and 7 with different initial dropout rates, it can be observed that the dropout rate of the proposed advanced dropout technique converged to similar values on the two datasets, respectively (i.e., $\approx 0.06$ on the MNIST dataset and $\approx 0.15$ on the CIFAR-10 dataset). This indicates that different initial dropout rates do not influence the optimization results and can converge to similar final values. All the models with different initializations converge to the same values gradually after the 150th epoch. Therefore, we can conclude that the advanced dropout technique has good convergence performance. We should note that the initial dropout rate 0.5 (a commonly used value in [15], [19]) is an okay choice and the other values are also suitable.
Meanwhile, the dropout rates for each layer are optimized and vary during training, which means that different epochs need different values of dropout rate. The low dropout rates at the last epochs are just suitable for the last epochs only.

An interesting phenomenon is observed in Figure 7. In the different layers, the dropout rates with distinct initializations fall immediately until reaching a local minimum of the dropout rate curves and then increase continuously. Before reaching the local minimum, the model fits the data rapidly and the dropout rates of different layers are adaptively reduced to a low level in a quick way for fully optimizing model parameters. Then after the local minimum, failing of convergence of the optimization (because of too large learning rate) occurs and a smaller learning rate is required to decrease optimization steps (i.e., the learning rate multiplying gradients in SGD). As the decrease of the optimization steps can be also led to by multiplying smaller dropout masks onto the outputs of each layer (i.e., increasing the dropout rates), the dropout rates are driven to rise automatically. In addition, at the 150th and the 225th epochs, the dropout rates fall off again due to the decay of the learning rate.

In addition, different initializations of \( \mu \) and \( \sigma \) only slightly affect the test accuracies of the models, as demonstrated in Figure 8(d) and 8(d).

5.3.2 Learned Distributions of the Dropout Masks
We discuss the shapes of the learned distributions of the dropout masks, as shown in Figure 8(a). We only illustrate the distributions optimized with the VGG16 model on the CIFAR-10 dataset, since the distributions for other datasets and base models are similar with the shown ones. As shown in Figure 8(a), the distributions change dramatically between epoch 1 and epoch 60, and then converged till the end of the training process. Based on the view of Bayesian inference, the variance of an estimated posterior distribution will converge to a small value and the estimated posterior distribution will be concentrated in a compact area, if the data amount is large enough [43, 53].

To further discuss the relationship between the convergence of the model and the distributions, we illustrate the curve of test accuracies in Figure 8(b) and the curve of the KL divergences from the distributions on different epochs to that of the last epoch in Figure 8(c). The KL divergences decrease significantly at the beginning of training and then converge. During the whole training process, the KL divergences continuously decrease until the last epoch as the test accuracies increase. This means that the distributions are optimized gradually with model training.

5.3.3 Comparison with Dropout Rate Generation w/o Explicit Distribution
In this section, we compare the proposed advanced dropout (with an explicit distribution assumption) with the cases that compute the dropout rates directly (without explicit distribution assumption). To this end, we design a dropout variant with the concrete distribution [54], in which the parameter \( p \), i.e., one minus the dropout rate, is directly computed by an MLP. We name the designed dropout variant as "concrete+MLP". Table 8 lists the experimental results and the \( p \)-values of the Student’s t-tests on the CIFAR-10 and -100 datasets, respectively. The advanced dropout achieves statistically significantly better performance than the "concrete+MLP" method on two datasets.

5.4 Capability of Overfitting Prevention
We illustrate the test accuracy curves of the last 100 epochs with VGG16 on the CIFAR-10 dataset as an example in
Fig. 10: Training and test accuracy comparisons of the last epoch with VGG16 and ResNet18 models on miniImageNet and Caltech-256 datasets, respectively. The vertical lines in red are for the proposed advanced dropout, the advanced dropout w/o prior, and the advanced dropout w/o optimization, respectively. It can be observed that all the essential components in the proposed advanced dropout contribute to overfitting prevention. The other solid lines (with different colors) are for the referred methods.

TABLE 9: Top-1 and top-5 test accuracies (acc., %) with different training set sizes on Caltech-256 dataset. \(\xi\) means the training sample number per class. Note that the best results are marked in bold, respectively.

| Model                      | \(\xi = 60\) | \(\xi = 30\) | \(\xi = 15\) |
|----------------------------|--------------|--------------|--------------|
| No dropout                 |              |              |              |
| Dropout, Bernoulli         |              |              |              |
| Dropout, Gaussian          |              |              |              |
| Dropout, uniform           |              |              |              |
| Concrete dropout           |              |              |              |
| Variational dropout        |              |              |              |
| \(\beta\)-dropout          |              |              |              |
| Information dropout        |              |              |              |
| Gaussian soft dropout      |              |              |              |
| Laplace soft dropout       |              |              |              |
| Advanced dropout w/o prior |              |              |              |
| Advanced dropout           |              |              |              |

TABLE 10: Test accuracies (%) of fully connected (FC) neural networks with different depth on MNIST dataset. The model structures mean “hidden layer number × hidden node number per layer”. Note that the best results are marked in bold, respectively.

| Model                      | FC (2 x 800) | FC (4 x 800) | FC (8 x 800) |
|----------------------------|--------------|--------------|--------------|
| No dropout                 | 98.23 ± 0.11 | 98.16 ± 0.30 | 98.06 ± 0.47 |
| Dropout, Bernoulli         | 98.46 ± 0.06 | 98.39 ± 0.10 | 98.18 ± 0.03 |
| Dropout, Gaussian          | 98.45 ± 0.05 | 98.41 ± 0.15 | 98.05 ± 0.11 |
| Dropout, uniform           | 98.50 ± 0.12 | 98.68 ± 0.06 | 98.40 ± 0.16 |
| Concrete dropout           | 98.45 ± 0.04 | 98.54 ± 0.03 | 98.16 ± 0.21 |
| Variational dropout        | 98.46 ± 0.14 | 98.34 ± 0.17 | 98.20 ± 0.12 |
| \(\beta\)-dropout          | 98.62 ± 0.09 | 98.68 ± 0.06 | 98.46 ± 0.07 |
| Continuous dropout         | 98.45 ± 0.20 | 98.42 ± 0.23 | 98.28 ± 0.07 |
| Information dropout        | 98.22 ± 0.25 | 98.18 ± 0.22 | 97.65 ± 0.14 |
| Gaussian soft dropout      | 98.64 ± 0.04 | 98.63 ± 0.05 | 98.67 ± 0.05 |
| Laplace soft dropout       | 98.70 ± 0.10 | 98.51 ± 0.04 | 98.68 ± 0.06 |
| Advanced dropout           | 98.89 ± 0.04 | 98.99 ± 0.04 | 98.86 ± 0.06 |

Figure 9: For the proposed advanced dropout technique, an increase trend can be clearly found and the curve varies slightly, although the best accuracy may be obtained in earlier epochs. Meanwhile, for some referred techniques, for example, the Laplace soft dropout, overfitting can be found between the 280th and 300th epochs. This means that the proposed advanced dropout technique can actually reduce overfitting. Similar results can be also found with other base models and on other datasets.

One way for overfitting prevention is to trade off the bias and the variance of a model to achieve small gap between training and test performance, i.e., improved generalization. Here, we show the training and the corresponding test accuracies of the last epoch when applying different dropout techniques to the base models in Figure 10. It can be observed that the proposed advanced dropout technique reduces the gap between training and test accuracies (i.e., reducing overfitting) and achieves the highest test accuracies at the same time. The models after removing the essential components (as discussed in Section 5.2) are still able to reduce the training-test accuracy gap compared with the referred methods, although they obtain suboptimal results than that with the “full” advanced dropout technique. This means all the essential components contribute to overfitting prevention.

To quantitatively investigate the capability of overfitting prevention of the advanced dropout technique, we designed two groups of experiments. Given the actual situation that overfitting occurs when the model size is too huge or the training dataset is too small, two groups of experiments are as follows: one exponentially decreases the training sample number in each class on the Caltech-256 dataset and the other exponentially increases the hidden layer number in a FC neural network on the MNIST dataset. The experimental results are shown in Table 9 and 10.

On the Caltech-256 dataset, a coefficient \(\xi\) is introduced to represent the training sample number per class and measure the size of the training set. In the experiments, \(\xi\) is set as \(\{60, 30, 15\}\) with the test set fixed as the remaining part of the whole dataset by removing 60 samples from each class (\(\xi = 60\)). Moreover, we applied the VGG16 model as the base model for each case. The top-1 and the top-5 test accuracies are reported in Table 9. With the decrease of \(\xi\), the classification accuracies of all the dropout techniques drop dramatically, which is expected. However, the advanced dropout technique achieves the best performance on the three cases with different \(\xi\). When \(\xi\) is equal to 60, it obtains the top-1 and the top-5 accuracies of 65.09% and 81.64%, outperforming the second best technique by about 0.2% and 0.1%, respectively. At the mean time, it achieves the top-1 and top-5 accuracies of 52.57% and 71.62%, which
are 0.44% and 0.28% larger than the second best technique, respectively, with the training set reduced by half ($\xi = 30$). Furthermore, For $\xi = 15$, it surpasses the second best technique by 0.53% and 0.30% in terms of classification accuracy, where the advantage is clearer than the other two cases. It can be obviously found that, with the shrinkage of the training set, the advanced dropout technique maintains the first place on classification accuracy and enlarges the gap with the corresponding second best technique.

In Table 10, the numbers of hidden layers of the FC neural networks are set as 2, 4, and 8. With the increase of the model depth, most of the referred techniques, except for the soft dropouts, performs worse and the maximum drop in classification accuracy is more than 0.5%. Meanwhile, the performance of the base model without any dropout techniques also decreases. However, the advanced dropout technique maintains its classification accuracies of more than 98.8%. In addition, it achieves the best performance among all techniques in each model depth.

In summary, the proposed advanced dropout technique reduces the gap between training and test accuracies (i.e., reducing overfitting) and achieves the highest test accuracies at the same time. Moreover, the advanced dropout technique performs best among the referred methods, when we increase the model depth or decrease the training sample number. It also performs well in the extreme case, for example, $\xi = 15$ or the eight-hidden-layer FC neural network. The experimental results verify the superior capability of overfitting prevention of the advanced dropout technique.

### 6 Extension of Applications of Advanced Dropout

In this section, we will generalize the advanced dropout as a practical technique in four other application areas, rather than merely a regularization technique for DNN training in image classification. Hence, we apply the advanced dropout technique in uncertainty inference and network pruning in computer vision, text classification, and regression.

#### 6.1 Uncertainty Inference

Although deep learning has attracted significant attention on research in various fields, such as classification and regression, standard deep learning tools including CNNs and RNNs are not able to capture model uncertainty and confidence through the point estimation in model training by gradient descent-based algorithms [25]. Therefore, we need effective methods, for example, Bayesian learning-based methods, to estimate model uncertainty. In recent years, various techniques have been proposed for this purpose, such as MC dropout [25] and ApDeepSense [55].

In this paper, we propose to implement the advanced dropout technique in uncertainty inference to validate its effectiveness for this propose.

Here, we modify the advanced dropout as a Monte Carlo (MC) dropout technique, perform moment matching in the test process, and estimate the mean $E[y' | x']$ and the variance $\text{Var}[y' | x']$ of the test output $y'$ given the corresponding test sample $x'$ as
Algorithm 1 Parameter pruning with the advanced dropout technique

Require: Randomly initialized parameter sets \( \Theta_0 \) and \( \Lambda_0 \)
Ensure: \( \Theta_j \): estimated model parameters in the \( j \)th round
1. Initialize a network with parameter sets \( \Theta_0 \) and \( \Lambda_0 \).
2. Train the network with the advanced dropout technique and obtain parameter sets \( \Theta_j \) and \( \Lambda_j \).
3. Prune \( q\% \) parameters in \( \Theta_j \) which correspond to the \( q\% \) largest dropout rates calculated by \( (27) \).
4. Reset the remaining parameters in \( \Theta_j \) to their values in \( \Theta_0 \) and parameters in \( \Lambda_j \) to their values in \( \Lambda_0 \).
5. Return to the step 2.

\[
E[y^*|x^*] = \int y^* \int q_\Phi(W,Z)p(y^*|x^*, W)dWdy^*
\]
\[
\approx \frac{1}{T} \sum_{t=1}^{T} \hat{y}^*(x^*, W^t),
\]
(28)

\[
\text{Var}[y^*|x^*] = \int (y^*)^2 \int q_\Phi(W,Z)p(y^*|x^*, W)dWdy^* - E^2[y^*|x^*]
\]
\[
\approx \frac{1}{T} \sum_{t=1}^{T} (\hat{y}^*(x^*, W^t) - E[y^*|x^*])^2,
\]
(29)

where \( T \) is number of times of the stochastic forward passes through the DNN, and the mean \( E[y^*|x^*] \) and the variance \( \text{Var}[y^*|x^*] \) are considered as the expected output and the model uncertainty.

We conducted experiments via a FC neural network with two hidden layers and 800 hidden nodes of each on the MNIST dataset and compared it with two referred methods, i.e., MC dropout [25] and ApDeepSense [55].

The performance of each area is assessed by area under the receiver operating characteristic curve (AUROC) of two measurements of uncertainty, i.e., max probability \( \mathcal{P} \) and entropy \( \mathcal{H} \), which are introduced in the works [57], [58]. \( \mathcal{P} \) and \( \mathcal{H} \) of test output \( y^* \) given the corresponding test sample \( x^* \) are respectively defined as

\[
\mathcal{P} = \max_{c=1,\cdots,C} p(y_c|x^*, W),
\]
(30)

\[
\mathcal{H} = -\sum_{c=1}^{C} p(y_c|x^*, W) \ln (p(y_c|x^*, W)),
\]
(31)

where \( C \) is the number of classes. From Table 11 it is observed that the advanced dropout technique surpasses both referred techniques by more than 0.03 and 0.04 on the AUC of max probability and entropy, respectively. Meanwhile, the accuracies of these techniques are shown in Table 11, while the advanced dropout outperforms both referred techniques with a significant improvement around 4%. Furthermore, Figure 11 shows the confusion matrices of these techniques, one subfigure each. The advanced dropout outperforms the other two techniques in eight classes (class 2-9) with the largest increase by about 15% and the smallest one by about 2%, while it keeps the same level as the others in the other two classes.

Figure 12 shows four examples of visualization of the uncertainty inference results predicted by all three techniques. In Figure 12(a), all the three techniques are confused between 4 and 6, even though the ground truth is 6. While the two referred techniques predict the wrong class, the advanced dropout technique makes a correct prediction with the highest mean and the smallest variance. This indicates that it is more confident in the prediction. Similarly in Figure 12(b), the advanced dropout technique predicts the correct class, while the referred techniques are all wrong. Meanwhile, in Figure 12(c), all the three techniques predict the wrong class 0, while the true label is 5. However, the advanced dropout technique hesitates between the classes 0 and 5 with similar means and larger variances. On the other hand, the referred techniques have their largest prediction values in class 0 with smaller variances than the advanced dropout technique.

In summary, the advanced dropout technique is suitable for model uncertainty inference and performs better than the referred methods. It can effectively infer the uncertainty and improve the classification accuracies simultaneously.

6.2 Network Pruning

In this section, we extend the application of the advanced dropout technique to the field of network pruning, which is a popular and important topic in deep learning. Network pruning strategies can be divided into two categories, i.e., node pruning and parameter pruning. The algorithm for parameter pruning with the advanced dropout technique is summarized in Algorithm 1. The node pruning was conducted in a similar way, which replaces pruning \( q\% \) parameters by pruning \( q\% \) nodes.

We conducted experiments on the MNIST dataset in an FC neural network with two hidden layers and 800 hidden
nodes of each. We compared the advanced dropout technique with a random selection method as a baseline, a state-of-the-art technique (winning ticket [56]), and two dropout variants (the Gaussian soft dropout and the Laplace soft dropout [16]). The random selection method stochastically chooses nodes or parameters in each round. We adopted the SGD algorithm for model training and set $q$ as 10.

Figure 13(a) shows the performance of node pruning on the MNIST dataset. The advanced dropout technique achieves higher accuracy than the referred methods on each percentage of node preservation. In addition, Figure 13(b) shows the performance of parameter pruning on the MNIST dataset, which can also demonstrate the better performance of the advanced dropout. Therefore, the advanced dropout technique can be effectively utilized in network pruning and is better than the referred techniques.

### 6.3 Text Classification

In this section, in addition to the aforementioned classification tasks, we further evaluated the performance of the proposed advanced dropout technique in text classification on Reuter-21578 dataset. According to the official data preprocessing procedure, each document in the dataset was expressed by a 10-dimensional vector. The dropout techniques were implemented by using the FC neural networks with one, two, and four hidden layer(s) and 800 hidden nodes each. All the models were trained for 50 epochs using the SGD algorithm with the learning rate as 0.01 and the weight decay as $5 \times 10^{-4}$. We evaluated each model for 5 runs with random initializations.

Experimental results and the $p$-value of the Student’s $t$-tests between the advanced dropout and other referred dropout variants are shown in Table 12. The proposed advanced dropout achieves the best accuracies in the models with different depths. As the $p$-value are all smaller than the significance level (i.e., $\alpha = 0.05$), the advanced dropout obtains statistically significant improvement.

### 6.4 Regression

In this section, except for the aforementioned classification tasks, we evaluated the proposed advanced dropout for regression tasks on the UCI datasets [59]. The dropout techniques were implemented by using the FC neural networks with 2 hidden layers and 50 hidden nodes each. All the models were trained for 50 epochs using the SGD algorithm with the learning rate as 0.01 and the weight decay as $5 \times 10^{-4}$. We evaluated each model for 5 runs with random initializations.

Experimental results and the $p$-value of the Student’s $t$-tests between the advanced dropout and other referred dropout variants are listed in Table 13. On each dataset, the proposed advanced dropout achieves the smallest RMSEs. As the $p$-value are all smaller than the significance level (i.e., $\alpha = 0.05$), statistically significant improvement was obtained by the advanced dropout.

### 7 Conclusions

In this paper, we proposed the advanced dropout technique, a model-free methodology, to improve the ability of overfitting prevention and the classification performance of DNNs. The advanced dropout uses a model-free and easily implemented distribution with a parametric prior to adaptively adjust the dropout rate. Furthermore, the prior parameters are optimized by the SGVB inference to perform an end-to-end training procedure of DNNs. In the experiments, we evaluated the effectiveness of the advanced dropout technique with nine referred techniques in different base models on seven widely used datasets (including five small-scale datasets and two large-scale datasets). The advanced dropout statistically significantly outperformed all the referred techniques. We compared training time and effectiveness ratios between the techniques and found that the advanced dropout achieves highest effectiveness ratios on most datasets. Ablation studies were conducted to analyze the effectiveness of each component. We further compared training time and effectiveness ratios between the techniques and found that the advanced dropout achieves highest effectiveness ratios on most datasets. Next, we conducted a series of analysis of dropout rate characteristics, including convergence of the adaptive dropout rate, the learned distributions of dropout masks, and a comparison with

---

1. http://kdd.ics.uci.edu/databases/reuters21578/
dropout rate generation without using an explicit distribution. In addition, the ability of overfitting prevention of the advanced dropout was evaluated and confirmed. Finally, we extended the application of the advanced dropout to uncertainty inference, network pruning, text classification, and regression, and we found that the advanced dropout is superior to the corresponding referred methods.
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