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ABSTRACT

In this paper, a novel scheduling scheme for the Fourth Generation (4G)-Wireless Local Area Network (WLAN) network is proposed to ensure that end to end traffic transaction is provisioned seamlessly. The scheduling scheme is divided into two stages; in stage one, traffic is separated into Actual Time Traffic (ATT) and Non-Actual-Time Traffic (NATT), while in stage two, complex queuing strategy is performed. In stage one, Class-Based Queuing (CBQ) and Deficit Round Robin (DRR) are used for NATT and ATT applications, respectively to separate and forward traffic according to source requirements. Whereas in the stage, two Control Priority Queuing (CPQ) is used to assign each class the appropriate priority level. Evaluation of the performance of the integrated network was done according to several metrics such as end-to-end delay, jitter, packet loss, and network’s throughput. Results demonstrate major improvements for AT services with minor degradation on NAT applications after implementing the new scheduling scheme.

1. INTRODUCTION

Nowadays, obvious development of wireless networks such as Wireless Local Area Network (WLAN) and the Fourth-Generation network (4G) serve the humanity. WLAN provides high-speed wireless data over a small area based on the IEEE 802.11 standard and it is considered one of the main means to connect to the Internet [1, 2] In contrast, 4G has adjusted for high-speed cellular networks with up to 300000 Kbps data rate over 20000 KHz bandwidth in a long distance radius and a low delay network less than 5 milliseconds [3, 4]. WLAN is available in most offices, houses, cafés, etc while the 4G network is offered in most areas of cellular coverage. In the latest version of standards of WLAN and 4G, such as the IEEE 802.11ac/ad and 3GPP-Rel 12, numerous common strategies are applied to improve the performance of the system such as the use of Orthogonal Frequency-Division Multiple Access (OFDMA) and Multiple-Input and Multiple-Output (MIMO) [5]. The Quality of Service (QoS) support for a variety of applications is a common feature employed by both WLAN and 4G. QoS is defined as the ability of a network to offer distinguished services to a certain network traffic over others [6]. Scheduling scheme is one of the major factors to improve the QoS. The rapid increase in the number of end users burdens a network with more congestion and to solve this problem, a variety of techniques are required to manage resource distribution among different types of traffic. The 4G-WLAN converged network is an encouraging solution to accommodate the increased number of users in the Fifth Generation (5G). The 5G is composed of different network technologies: 4G, WLAN, Ethernet, Worldwide Interoperability for Microwave Access (WiMax), and so on.
The main contributions of this paper are proposing a novel framework for the scheduling scheme to ensure end-to-end QoS is intact over the integrated networks; and finding a solution for bottleneck in the 4G-WLAN integrated network through creating a scheduling algorithm to transfer traffic from 4G to WLAN back and forth, taking into consideration requirements of Actual Time (AT) and Non-Actual Time (NAT) traffic.

2. SCHEDULING MECHANISM

Different types of queuing scheduling disciplines are offered to control packets transmitting and dropping. These different kinds of scheduling have an effect on the latency by determining how long a packet waits to be transmitted [7]. A queue scheduling is applied to the output port of the routers. IETF presents several scheduling types. However, this work focuses on only some of them, such as Priority Queuing (PQ), Class Base Queuing (CBQ), and Deficit Round Robin Queuing (DRR). In Priority Queuing, the packets are first classified by the system; then they are located into different priority queues. Packets are scheduled from the head of a given queue starting with the highest priority to the low priority [8]. Low priority packets will be scheduled only if the whole queues of higher priority are empty. Packets are scheduled in First In First Out (FIFO) order with each of the priority queues as shown in Figure 1.

![Figure 1. Priority queuing (PQ)](image)

PQ has been modified to serve AT applications in a better way that ensures processing flows in short delay by adding rate control, which enables configuring the ratio of each priority queue. This modified queuing discipline is called controlled Priority Queuing (CPQ), which is presented in more details in Section IV. Deficit Round Robin Queuing (DRRQ) is a scheduling algorithm used to process the traffic in queues based on their weights, packet size, and counter. It supports the arbitration of output port bandwidth on high-speed interfaces in both the core and at the edges of the network. In this type of queuing, each queue is configured with various parameters: A weight is the ratio of the output port bandwidth assigned to the queue. A Deficit Counter specifies the number of allowed bytes for the queue to transmit when visited by the scheduler. It permits the queue that was not allowed to transmit in the previous round because the value of DeficitCounter was smaller than the packet at the head of the queue to save transmission "credits" and use them in the next round [9, 10]. A quantum of service is related to the weight of the queue and is expressed in terms of a number of bytes. The Deficit Counter for a queue is reduced by the quantum each time the scheduler visits the queue. If quantum \( [i] = 2^k \) quantum\([x]\), then queue \( i \) will get twice the bandwidth as queue \( x \) in case both queues are active.

IP Quality of Service (QoS): Internet Engineering Task Force (IETF) has offered two approaches to provide the end-to-end QoS on IP: Integrated Services (IntServ) and Differentiated Services (DiffServ) [11]. IntServ has some limitations, so DiffServ has been projected to solve these limitations [12]. Four standards of Per Hop Behavior (PHBs) in DiffServ were identified by the IETF to offer different levels of classes in order to guarantee the QoS [13, 14]. PHB is defined as the forwarding behavior that is identified to a Differentiated Services Code Point (DSCP), and states to packet scheduling and queuing or shaping the behavior of a node on any given packet. The four standards PHBs are Default Per Hop Behavior, Class-Selector Per Hop Behavior (CS), Assured Forwarding (AF), and Expedited Forwarding PHB (EF). Default PHB has characteristic of Best Effort service and it is dedicated to any packets that do not achieve the requirements of any other standards.
CS PHB is used to maintain backward compatibility with network devices which still uses the Precedence field. AF is used to ensure a certain bandwidth, and there are four classes: AF1, AF2, AF3, and AF4. Each class has three possibilities of drop levels: high, medium, and low. EF is the last standard and it is used to offer low packet loss, low jitter, a minimum delay, and certain bandwidth service. Therefore, it is typically used for delay sensitive applications, such as Voice over IP (VoIP) [15, 16].

3. PROPOSED METHODOLOGY

The proposed scheduling scheme is built to enhance the performance of the WLAN-4G integrated network. The object of this framework is to optimize network by getting acceptable packet loss and delay for AT applications and a reasonable ratio of packet loss for NRT applications. It is important to clearly define AT and NAT traffic or applications before presenting the details of this scheme. The AT traffic is the traffic that is very sensitive to time and delay, so time and delay play important role in using AT application successfully. There is a precise required value for the delay and beyond this value, the traffic will not deliver properly. For example, Voice over IP (AT applications) has a specific value of delay, so in case of this value become higher than the rated level, the users might not be able to comprehend the communication. On the other hand, the NAT traffic doesn’t care much about time or delay, therefore users can successfully use the NAT applications even if it takes a longer than predictable time. For instance, Email is an example of NAT traffic, the important point for users is to deliver and obtain the email and delay is not critical, as long as the e-mail successfully delivers to the destination. The proposed method is done by separating incoming traffic into AT and NAT through the classifier, and further using a different queuing scheme to split those traffic based on the type of service in two stages. In the first stage, Deficit Round Robin (DRR) queuing and Class-Based Queuing (CBQ) are used to deliver AT and NAT traffic themselves, respectively. Then to schedule and differentiate AT and NAT flows based on their category and the relevant assigned ratio of bandwidth for each class. To distinguish AT from NAT traffic classes, Control-Priority Queuing (CPQ) is used as the second stage by giving the AT flows an appropriate weight and higher priority as presented in Figure 2.

Based on kind of traffic, packets are categorized into AT and NAT flows. Therefore, there are two queues, AT queue which includes sensitive to delay applications, such as interactive online gaming, voice, video while NAT includes low or non-sensitive to delays application. Then, each class is assigned diverse ratios of bandwidth to be scheduled. A higher ratio of AT bandwidth (Y %) is given to Average Sensitive Actual Time Traffic (ASATT) as shown in Figure 2. While the lower ratio of bandwidth (X %) is assigned to Extremely Sensitive Actual Time Traffic (ESATT) as compared with Y % since the ESATT class includes voice applications that need less bandwidth than do video applications. In case of AT traffic, Deficit Round Robin (DRR) is used in the first stage to differentiate and schedule AT flows based on their type and allocated ratio of bandwidth for each class. Both AT classes (ESATT, and ASATT) have many requirements, one of them is to be transmitted within a specific range of delay. Therefore, each AT class is set a certain weight of bandwidth, and these given bandwidths depend on traffic’s characteristic that it serves and range of packet sizes. In DRR, weight for bandwidth in each class is represented by the number of bits instead of packets and a deficit counter is used to count precisely the assigned number of bits to be scheduled for each queue. The mechanism of DRR is to allocate weight for flows, represented as bits in the deficit counter.
Thus, the deficit counter conducts a comparison between the head packet size in bits in flow with the assigned numbers of flows in the counter. The packet will be moved if the head packet’s bit number is less than or equal to the number in the counter. If not, the packet will process in the next cycle. Since there are differences in flow weights and packet sizes, some flows are sent before others in each cycle. For example, the ESATT flow may be processed before the ASATT flows because ESATT flows process voice while ASATT flows process video application packets, which has large packet sizes [17].

The NAT applications are considered as non-sensitive to delay applications and include many types such as File Transfer Protocol (FTP), Hypertext Transfer Protocol (HTTP), Email, etc. Although NAT traffic is not sensitive to delay, each application has its own requirements. Therefore, a Class-Based Queuing (CBQ) is used to distinguish among different NAT traffic and to give each group of traffic an appropriate ratio of bandwidth. In this mode, NAT traffic is divided into two forms: Minor Sensitive Traffic (MST) and Non-Sensitive Traffic (NST). MST traffic preserves the higher ratio of bandwidth (A %) while NST traffic takes the lower one (B %).

###Algorithm 1: scheduling scheme#

1: Start
2: Receiving Traffic (R)
3: If R== ATT? Then //R: Receiving Traffic ATT: Actual Time traffic
4:  {
5:     If AT==ESATT? Then // ESATT: Extremely Sensitive Actual-Time Traffic
6:        ESATT=X% bwt // bwt: Total Bandwidth
7:     Else {
8:          ASATT=Y% bwt //ASATT: Average Sensitive Actual-Time Traffic
9:        }
10:   }
11: Schedule based on DRR //DRR: Deficit Round Robin
12: Go to step 22
13: Else {
14:     R=NAT //NAT: Non Actual-Time
15:     If NRT== MST? Then //MST: Minor Sensitive Traffic
16:        MST= A% bwt
17:     Else {
18:         NST=B% bwt
19:        }
20:   }
21: Schedule based on CBQ //CBQ: Class-Based Queuing
22: Give priority level ESATT=1, ASATT=2, MST=3, NST=4
23: Schedule based on CPQ // CPQ: Control-Priority Queuing
24: Output
25: End

The object of allocating a higher bandwidth to the MST class is because it serves a number of NAT applications and many of them have a large packet size. In CBQ, each type of class will be provided by a minimum ratio of bandwidth in case of congestion [18]. For instance, if we assign A% and B% of bandwidth ratio for MST and NST, respectively, then A% of MST packets and B% of NST packets will be scheduled through the output port in each round of scheduling. In the last stage (second stage), Control-Priority Queuing (CPQ) is used as the gateway scheduler for NAT and AT flows. The CPQ is a developed scheduling scheme of PQ. In CPQ, packets are scheduled according to the priority level and a controller, which might be a percentage of bandwidth. The mechanism of CPQ is giving each AT application an appropriate level of priority to be scheduled over NAT application which depends on the ratio of given bandwidth and priority level. For example, ESATT has a superior chance to transmit and deliver over the other classes (ASATT, MST, and NST) because ESATT has a higher priority level. Nevertheless, if the ratio of bandwidth Y% is completely occupied, the scheduler will change to other types of traffic and goes back to HSATT. The scheduling scheme is illustrated in detail in Algorithm 1, and its flowchart is presented in Figure 3. In brief, the proposed scheme can provide the QoS requirements of the integrated 4G-WLAN network and make outstanding improvements for AT traffic (VoIP, video conferencing, etc.) and suitable changes for NAT traffic. The weights percentage for bandwidth is adaptive to achieve the requirements of network customers [19].
4. PROPOSED SOLUTION

The Optimized Network Engineering Tool (OPNET) Modeler is a very common commercial product among the family of OPNET. It provides network modeling and simulation. In this paper, we used OPNET version 18.0-PL2. In order to represent the proposed modules, four applications were used in the simulation model: Voice over IP for HSATT; video conferencing for MSATT; File Transfer Protocol (FTP) for LST; and Hypertext Transfer Protocol (HTTP) for NST. PCM quality speech with G.711 encoder scheme was used for Voice over IP. To increase the congestion in the network, video conferencing parameter was configured at 30 frames/Sec with 2400 bytes for each frame. Also, to create further congestion in the network, a full load with a file size of 1.7 MB and an Inter-request Time of 5 sec were configured for the FTP application. For HTTP, heavy browsing with a page interval time of 65 Sec was set. Eight large images and 8 short videos were configured for HTTP. The default of buffer size in OPNET was set as 500 packets. The purpose of increasing the congestion in the network was to assess the network's performance in the worst case scenario. The converged 4G-WLAN network is composed of two networks, the 4G network, and the WLAN network, connected through an IP cloud as shown in Figure 4.
In 4G side, four UEs were used, one of UE was set as a source call, another one has used a source of video calling, and the two others were assigned for HTTP and FTP. The eNodeB is connected to the backbone and gateway router through the 10 BaseT link. The gateway router is connected to the HTTP and FTP servers through the same type of link (10 Base T link). The LTE network was configured using following parameters shown in Table 1.

| Parameter                  | Value            |
|----------------------------|------------------|
| Antenna Gain               | 15 dBi           |
| Path Loss                  | Free Space       |
| Bandwidth                  | 3MHz             |

While the WLAN side consists of four devices and one Access point (IEEE 802.11n ). Four UEs were used, one of them was set as VoIP client and connected to the VoIP calling in the 4G network and the second one was assigned as video client and connected to the video calling in 4G. The rest of UEs were assigned for HTTP and FTP. These devices were configured with the same parameters as devices on the 4G side. The access point was connected to the gateway router through the backbone. The network also connected to the FTP and HTTP servers through a gateway router to provide HTTP and FTP services Figure 4. In this summation, we conducted a comparison between two scenarios in order to test the proposed converged 4G-WLAN network. Scenario1 was the baseline scenario, which is the well-known QoS scheme for AT applications: DiffServ with Priority Queuing. In this scenario, different priority levels were assigned to different applications: the highest level of priority is given to VoIP (EF), then Video Conferencing (AF41), and then FTP (AF21), and finally the lowest priority was given to HTTP (CS0). For the 4G network (LTE), the Gold bearer (highest priority), the Silver, Bronze were assigned to VoIP, video conferencing, and the FTP and HTTP, respectively. Scenario 2 was the implementation of our proposed scheduling scheme, that included implementation in the converged 4G-WLAN network. In this scenario, we set the same priority level of DiffServ and QCI as in Scenerio 1 [20]. However, the proposed scheduling scheme was implemented based on allocated bandwidth ratios. The ratios of bandwidth were 16% for HTTP, 24% for FTP, 35% for video conference, and 25% for voice traffic. The simulation was run for 10 mins.

5. RESULTS AND DISCUSSION
In order to evaluate the effect of scheme on the converged 4G-WLAN network, different metrics were collected and analyzed such as Mean Opinion Score (MOS), end-to-end delay, jitter, and packet loss.

5.1. End-to-end delay
The end-to-end delay is one of the essential factors to evaluate the performance of the network. Each type of AT applications (VoIP, Video Conferencing, etc) requires the specified range of end-to-end delay which has to be less than the threshold assigned by Cisco and ITU. The threshold value of end-to-end delay for video and voice is 150 ms [21]. If the value of delay becomes higher than the threshold, the end user will notice a degradation in service. In this work, the end-to-end delay was collected for AT applications: video and VoIP.

The average end-to-end delay for Voice over IP and video interactive application for the PQD and the TLSS scenario are presented respectively in Figure 5 (a and b). Although the two lines of voice over IP are within the suitable range delay, the delay is decreased from 135 to 120 msec when the proposed scheme is implemented as explained in Figure 5 (a). The end-to-end delay line started with 129 msec and continue increased to stabilize around the 138 msec from the 300th second until the end of the test time. However, the line graph continued stable around 120 msec value along test time in the Voice over IP TLSS scenario. Values of delay are more stable in TLSS rather than PQD, and there is a slight decrease in delay was observed. This is expected result because the EF class granted a high priority for the VoIP application in the case of PQD and higher priority with certain bandwidth in case of TLSS (the proposed scheme).

Figure 5 (b) demonstrates the average end-to-end delay (E2E) lines for video interactive application for both scenarios. It is obvious there was a major improvement in the average packet end-to-end delay for video. The value of E2E delay moved from the non-acceptable range (160 msec in the second 350 and 180 msec in the second 450) in case of the PQD scenario to an acceptable value (60 msec in the second 350 and 63 msec in the second 450) in the proposed scheme (TLSS). In summary, the E2E delay for the video was reduced by 61%. This is because a certain weight of bandwidth (35%) was assigned and given to the video packets by
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DRR and CPQ in case of the proposed scheme. In contrast, video packets in the PQD scenario were not guaranteed because the highest priority was given to voice over IP through the EF class while the video packets were given the second priority level through AF41. Therefore, the video can be sent through the queue only in case there is no voice packet in a queue. That means video packets might wait a long time in the PQD scenario [22].

![Figure 5. Average End to End delay: (a). VoIP, (b). Video Conferencing](image)

5.2. Jitter

Jitter or Delay Variation is a major metric for AT applications because it plays an important role to determine the size of the best buffer for applications. The value of jitter for video and voice applications should be less than 30 ms, and 25, respectively [23]. Average packet jitter for voice over IP and video applications for the PQD and TLSS scenarios are presented in Figure 6. The figure shows that the values of Jitter for voice over IP in both scenarios are within the acceptable range. In the case of PQD scenario, the value of jitter delay was around 10 ms along the test time, but in case of TLSS scenario, the value started with 15 ms and then started to increase until reach to the value 23 ms at the second 180 and then stable at around this value throughout the test time. Even though the Voice over IP is assigned high priority level in both scenarios, but there was an increase in jitter values in case of TLSS. This increase is predictable because in case of PQD the scheduler will process all voice packets as long as there is a packet in the queue but in case of TLSS (proposed scheme), the scheduler is moved to schedule other applications when the whole assigned voice bandwidth is occupied as explained before.

![Figure 6. Average Jitter (mSec) of Voice over IP for both Sceneries](image)
The packet jitter of the video interactive application for both sceneries is shown in Figure 7. In the case of the baseline scenario, jitter values increased gradually until it reached the value of 162.5 ms in the 400th second and then continued around this value along the rest of the test time. This happens because there is a positive relationship between the values of delay and test time, the number of packets is increased by forwarding the simulation time. Therefore, the delay variation of interactive video will increase, especially if a queue contains on voice packets. Yet, there is a significant improvement when the proposed scheme is applied. The delay reduced from 150 to 6 ms in the 300th second. When the proposed scheme is implemented, the delay was improved and moved from a non-acceptable to an acceptable range. The reason behind this remarkable improvement is because, in the PQD Scenario, the video packets has a chance to be delivered only if there are no voice packets in the queue while in TLSS Scenario, the chance for video packets to send is higher since the ratio of bandwidth is booked for video application. The quality of voice is measured by metric called Mean Opinion Score (MOS). The MOS is scale that starts with scale 1 and scales. One means the lowest quality while five represents the highest quality [21]. If the value of MOS becomes lower than 2, then the voice becomes useless and the value is considered unacceptable by end users [24]. Figure 7 (b) shows the values of MOS for Voice over IP in case of the proposed scheme. In this simulation, G.712 codec scheme was used for the Voice over IP application. Based on the standard for G.712 codec, the desired value of MOS is 4. In TLSS scenario, the desired value was achieved as shown in Figure 8. The MOS value starts with 4 at the initial simulation time, and then stable around 4.1 during simulation time.

![Figure 7](image)

(a) Average jitter (mSec) of interactive video for PQD and TLSS, (b) Mean opinion score (MOS)

5.3. Traffic loss for at applications

Traffic loss is the amount of lost traffic from the source to the destination. It usually measured in ratio, so the amount of lost traffic is divided on sent traffic according to (1).

\[
\text{Traffic Loss \%} = \frac{\text{Source traffic} - \text{received traffic}}{\text{Source traffic}} \times 100\%
\]

(1)

The average over IP traffic sent/received lines for the PQD and TLSS scenario in the WLAN-4G network are shown in the Figure 8 (a). It is obvious there is no traffic loss happened in both scenarios, the reason behind that because voice application has been given the higher priority in both scenarios. One of the voice application's requirements is that the traffic loss should be zero, so the proposed scheme achieved this main requirement. Average Traffic Sent/Received of interactive video for PQD and TLSS scenarios are presented in Figure 8 (b). In the use of PQD scenario, traffic loss occurs for in stand, in the 700th second the value of sent traffic was around 108 Kbytes/sec while received traffic was around 80 Kbytes/sec. In other words, the traffic loss ratio of interactive was around 26% in the use of PQD scenario. This loss ratio is in the acceptable range for video applications based on Cisco and ITU [25]. This loss is because the interactive video was given the second priority level and it has not given any specific ratio of bandwidth, so the video packets are sent if and only if there are voice packets in the queue according to the mechanism of priority queening scheduler. In contrast, in case of TLSS scenario, traffic loss ratio is zero, so there is no drop in traffic because interactive video traffic has been assigned the highest ratio bandwidth (35%) with an assured priority level. That means the video packets are guaranteed to be delivered even if there is a ingestion in the network.
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5.5. Throughput in the network

The throughput of the network is defined as the quantity of data rate that is produced by a network [26]. We collected two types of throughput: 4G Downlink Throughput and WLAN Throughput. The throughput of LTE and WLAN for both scenarios is shown in Figure 10. Based on this figure, the throughput of LTE and WLAN has been improved when the proposed scheme (TLSS) is implemented. For LTE Side, throughput increased from 3150 to 3420 Kbits/Sec in the 700th second as shown in Figure 10. Like throughput for LTE, throughput for WLAN side has also increased from 1650 to 1910 Kbits/Sec in the 700th. We notice also the throughput of WLAN in case of TLSS has not been improved in the first 50 seconds of the test time while it is increased and improved instantly for the LTE side.

![Figure 10. Average throughput (Kbits/sec) for LTE downlink and WLAN for both scenarios](image)

This occurs because there is no congestion in the first 55 seconds for WLAN while the congestion occurred at the beginning in the LTE network. The configuration of most applications was set to increase as the time passed. The scheduling in the PQD scenario could not reduce the congestion; on the other hand, the proposed scheme (TLSS) tried to alleviate the congestion. In other words, when the packet loss and delay are reduced, the throughput is increased. As a result, the throughput increased by 8.5% in (4G) LTE and 15% for WLAN. The improvement in throughput resulted from reducing in delay and packet loss when the proposed scheme was implemented. There is a relation between the throughput and traffic loss and delay.

The (2) explains the relationship between $P$ and the data rate.

$$P = (l - R) * t$$  \hspace{1cm} (2)

Where: $R$ is data rate (bytes/sec), $t$ is time (sec), $P$ is available Packets in queue multiplied by their size (bytes)

According to (2), the relationship between $P$ and $R$ is in inverse e-relationship when $l$ assumed constant. Ideally, if the arrival rate equal to the data rate ($R= l$), it means there is no queue or there is no packets stored, in other words, the delay of packet queuing is equal to zero. Substituting (2) in 1 would yield (3).

$$D = \frac{(l - R) * t}{l}$$ \hspace{1cm} (3)

Based on (3), the data rate is in an inverse relationship with the queuing delay, meaning the service data rate increases when the queuing delay decreases.

6. CONCLUSION

In this paper, a scheduling scheme for a 4G-WLAN converged network have been proposed. The mechanism of this scheduling is to separate traffic based on their types into AT and NAT. The traffic crosses through the DRR in case of AT applications and CBQ for NAT. CPQ then transports the packets based on the allocated bandwidth and priority level. The proposed scheme has been applied in the 4G-WLAN converged network in order to improve its performance. Several metrics (end to end delay, MOS, Jitter, Packet loss, and throughput) have been collected to evaluate the performance of this converged network. Simulation results have presented obvious improvements for AT applications. The delay of ESATT traffic (e.g. VoIP) is
in an acceptable range, and the value of MOS is in the "very good" score range. The packet loss of video applications (MSRTT) was reduced and became almost zero, so the delay improved by 61%. For NAT, the packet loss ratio changed from 15-22% to 1-zero for FTP and 22-26% to 7-9% for HTTP. Finally, throughput increased by 8.5 % for 4G and 15% for WLAN networks.

REFERENCES

[1] Raul Palacios-Trujillo, et al., “Performance Analysis of a Burst Transmission Mechanism Using Microsleep Operation for Green IEEE 802.11 WLANs,” Applied Science MDPI, vol. 7, no. 7, p. 744, 21 Jul. 2017.
[2] M. Kaleem Iqbal, et al., “4G Evolution and Multiplexing Techniques with Solution to Implementation Challenges,” in Cyber-Enabled Distributed Computing and Knowledge Discovery (CyberC) 2012 International Conference, 2012.
[3] Mariya Ouaisa, and A. Rhatttoy, “A New Scheme of Group-based AKA for Machine Type Communication over LTE Networks,” International Journal of Electrical and Computer Engineering (IJECE), vol. 8, no. 2, pp. 1169-1181, 2018.
[4] T. Kaewkiriya, “Performance Comparison of Wi-Fi IEEE 802.11ac and Wi-Fi IEEE 802.11n,” 2nd International Conference on Communication Systems, Computing and IT Applications CSCITA, Mumbai, 2017.
[5] Caba, C.M., and Soler, J., “APIs for QoS Configuration in Software Defined Networks,” in Proceedings of IEEE NetSoft, 2015.
[6] E. G. N. a. I. S. V. S. I. Maniatis, “QoS Issues in the Converged 3G Wireless and Wired Networks,” IEEE Communications Magazine, vol. 40, no. 8, pp. 44-53, Aug. 2002.
[7] Mustafa El Ghi Mustafa, Samani A. Talab, “The Effect of Queuing Mechanisms First in First out (FIFO), Priority Queuing (PQ) and Weighted Fair Queuing (WFQ) on Network’s Routers and Applications,” Wireless Sensor Network, vol. 12, no. 6, pp. 77-84, 2010.
[8] Adarsh Sagar, T. G. Basavaraju, K. B. Surekha, “A Novel Technique to Enhance the Lifetime of Wireless Sensor Networks through Software Realization,” International Journal of Electrical and Computer Engineering (IJECE), vol. 8, no. 5, pp. 3839-3842, 2018.
[9] C. Semeria, “Supporting Differentiated Service Classes: Queue Scheduling Disciplines,” Juniper Network Inc., [Online], Available: http://www.hit.bme.hu/~jakab/edu/litr/QoS/scheduling_JUNIPER.pdf, Sunnyvale, 2001.
[10] Jitae Shin, Jong Won Kim and C. J. Kuo, “Quality-of-Service Mapping Mechanism for Packet Video in Differentiated Services Network,” IEEE Transactions on Multimedia, vol. 3, no. 2, pp. 219-231, Jun. 2001.
[11] Mohammed Qasim Taha, Aymen Lipza, “Design a New PWM Switching Technique in Multilevel Converters,” IEEEConnecticnt Conference on Industrial Electronics Technology & Automation 2016, University of Bridgeport, CT, United States of America, October 14-15, 2016.
[12] S. H. Zeeshan Ahmed, "Two-Level Scheduling Algorithm for Different Classes of Traffic in WiMAX Networks," in International Symposium on Performance Evaluation of Computer and Telecommunication Systems (SPECTS), Genoa, Italy, Jul. 2012.
[13] Nourchêne Bradi, Lamia Chaari Fournari, Lotfi Kayou, “WBAN data scheduling and aggregation under WBAN/WLAN healthcare network,” Ad Hoc Networks, vol. 25, no. A, pp. 251-262, 2015.
[14] N. S. Chauhan and L. Kaur, “Implementation of QoS of Different Multimedia Applications in WLAN,” International Journal of Computer Applications, vol. 62, no. 8, pp. 0875-887, Jan. 2013.
[15] S.F. Suthana, R. Nakkeeran, “Performance Evaluation of Downlink Packet Scheduling for Real Time Traffic in LTE system,” International Journal of Information and Communication Technology, vol. 10, no. 3, pp. 263-275, 2017.
[16] B. Rebekka, S. Sudheep, Malarckodi B., “Priority-Based Quality of Service Guaranteed Radio Resource Allocation in Long Term Evolution Network,” International Journal of Information and Communication Technology, vol. 9, no. 4, pp. 420-437, 2016.
[17] Joswill Victor P.R. and A. Esmaiilpour, “Integrated QoS provisioning for unified LTE-WiMAX networks,” International Conference on Computing, Networking and Communications (ICNC), 2016, Kanai, HI, pp. 1-6, 2016.
[18] Abdullah Khalid Ahmed, et al., “On-road Automobile License Plate Recognition Using Co-Occurrence Matrix,” Journal of Advanced Research in Dynamical & Control Systems, vol. 10, no. 7, 2018.
[19] Juwita Mohd Sultan, et al., “Integration of WiFi and WiMAX Services: Bandwidth Optimization and Traffic Combination,” International Journal Web Applications, vol. 7, no. 3, pp. 95-107, 2015.
[20] Francesco Lucrezia, et al., “A Proposal for End-to-End QoS Provisioning in Software-Defined Networks,” International Journal of Electrical and Computer Engineering (IJECE), vol. 7, no. 4, 2017.
[21] Edgard Silva, et al, “Mean Opinion Score Measurements based on E-model During a VoIP Call,” in AICT 2015 : The Eleventh Advanced International Conference on Telecommunications, 2015.
[22] L. Angrisani, et al., “Measurement of the IP Packet Delay Variation for a reliable estimation of the mean opinion score in VoIP services,” IEEE International Instrumentation and Measurement Technology Conference Proceedings, Taipei, pp. 1-6, 2016.
[23] Ronald W. Wolff and Yi-Ching Yao, "Little’s law when the Average Waiting Time is Infinite," Queueing Systems, vol. 76, no. 3, pp. 267-281, 2014.
[24] Robert C. Streijl, Stefan Winkler, and David S. Hands, "Mean Opinion Score (MOS) Revisited: Methods and Applications, Limitations and Alternatives," Multimedia Systems, vol. 22, no. 2, pp. 213-227, 2016.
[25] M. Ghaleb, D. Chieng and A. T. Seh, "Preservation of QoS Across Hybrid LTE-WLAN Router," in Wireless Communication Cluster, Malaysia Melaka, Jan. 2013.
[26] X. Xiao, M. Huang and W. Zhang, "Research and Improvement on Expected Throughput Metric in Wireless Mesh Network," The 9th International Conference for Young Computer Scientists, 2008, Hunan, pp. 605-609, 2008.