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Abstract

Existing neural style transfer researches have studied to match statistical information between the deep features of content and style images, which were extracted by a pre-trained VGG, and achieved significant improvement in synthesizing artistic images. However, in some cases, the feature statistics from the pre-trained encoder may not be consistent with the visual style we perceived. For example, the style distance between images of different styles is less than that of the same style. In such an inappropriate latent space, the objective function of the existing methods will be optimized in the wrong direction, resulting in bad stylization results. In addition, the lack of content details in the features extracted by the pre-trained encoder also leads to the content leak problem. In order to solve these issues in the latent space used by style transfer, we propose two contrastive training schemes to get a refined encoder that is more suitable for this task. The style contrastive loss pulls the stylized result closer to the same visual style image and pushes it away from the content image. The content contrastive loss enables the encoder to retain more available details. We can directly add our training scheme to some existing style transfer methods and significantly improve their results. Extensive experimental results demonstrate the effectiveness and superiority of our methods.

1 Introduction

Artistic style transfer [1, 2, 3, 4, 5, 6] has been a long-term research topic that aims to transfer artistic style from reference image to content image. Recent methods [1, 7] use neural networks to match feature statistical information between content and style images. Although these approaches have developed rapidly and achieved significant improvement, there remains a critical problem that has not been discussed: Is the style forms used by the existing methods, which are based on feature statistics, consistent with the characteristics of visual styles?

Gatys et al. [1] first proposed the neural style transfer method, which uses image representations derived from a pre-trained Deep Convolutional Neural Network (DCNN) to separate image content from style. In their way, style is defined as the Gram matrix of the deep features, which is related to the fixed parameters of the encoder. Different style definitions are proposed in the later work, but they mostly describe a pre-trained encoder’s deep feature statistics (e.g., mean and variance of features [7]). The encoder pre-trained in different ways get different style representation values for the same image. So, which encoder is more suitable for style transfer? Some works [8, 9] have pointed out that even the randomly initialized network can also achieve acceptable style transfer results. This shows that the encoder pre-trained on large collections of images is unnecessary, and it may not even be the most suitable for style transfer.

On the other hand, we judge the style of images through subjective perception, which may not be consistent with the feature statistics obtained by a pre-trained neural network. As the example shown in Figure 1, we use the method in [10] to calculate the style distance between images with Gram
Figure 1: The two images on the left are randomly selected from the style dataset. We rearrange one of them spatially to get the third image. Then, we use a pre-trained encoder used in previous methods to calculate the style distance for three images. Surprisingly, we find that the distance between the two images on the left was smaller than that of the two images with exactly the same style on the right, which indicates that the objective of the existing methods may not be consistent with the visual style.

Matrix:

\[ D_{\text{style}} = \| G(F(I_1)) - G(F(I_2)) \|_2 . \]  

(1)

This Gram matrix is obtained by a commonly used pre-trained VGG-19 [11]. It can be seen that the style distance between different style images is smaller than that of the same style images in the feature space of the pre-trained encoder. Even if we optimize the style loss of existing methods to a smaller value in such an inappropriate latent space, the stylized result may not achieve a visually consistent style. Therefore, we consider optimizing the encoder’s parameters while training other modules to make the style representations in its latent space consistent with characteristics of visual styles. Wang et al. [10] try to use the knowledge distillation method to get a new encoder from the pre-trained encoder and achieve better results. However, the new encoder retains the same knowledge as the original encoder in their training process. That is, its latent space has not changed much.

In order to solve this problem, we design a style contrastive training scheme to fine-tune the pre-trained encoder to get a more suitable one, which features statistics that are more style-consistent. By pulling the style positive examples and pushing away the negative examples, the same visual style images will have a more consistent representation in the latent space of the encoder. This training scheme can be directly added to the existing style transfer methods and improve the effect.

In addition, there is another problem with existing style transfer methods: The stylization results of these CNN-based methods often lose some content information [12]. Some works [3] try to solve this problem, but they can only train the decoder part to retain more content at most, while ignoring the missing content details in the features extracted by the encoder. For this, we also propose an identity preserve content contrastive loss to make the encoder retain more local details in fine-tuning. Finally, we conduct experiments on some state-of-the-art style transfer methods and achieved significant improvement.

To summarize, the main contributions of this work are threefold:

- We propose a style contrastive training scheme to refine the pre-trained encoder used in the existing style transfer method to make its latent space more style-consistent.
- We propose an identity preserve content contrastive loss to alleviate problem content leak problem caused by the pre-trained encoder.
- We demonstrate the effectiveness and superiority of our approach by adding our training scheme to some existing methods and achieve significant improvement.

2 Related Work

2.1 Style Transfer

Artistic style transfer aims to transfer the style of some artworks to real-world photos, and create a large number of images that have not appeared before. Before the emergence of deep neural network,
similar tasks were more like a problem of texture transfer, which mainly tackled by non-parametric sampling [13], non-photorealistic rendering [14, 15] or image analogy [16]. With the help of DCNN, Gatys et al. [1] first propose the neural style transfer, which uses deep features from the pre-trained network to represent style and content. In their way, style is defined as the Gram matrix of deep features, and stylization is achieved by matching the second-order statistics between the result and style image. In the later work, different style definitions [7] are proposed, while they mostly describe the statistics of deep features from a pre-trained encoder. However, these forms may not be consistent with the image’s style, which is caused by the inappropriate encoder. Recently, some works have explored the influence of the encoder on style transfer, such as the encoder parameters [8] and encoder architecture [9]. Wang et al. [10] try to use the knowledge distillation method to get a new encoder from the pre-trained encoder and achieve better results. However, the new encoder retains the same knowledge as the original encoder in their training process. That is, its latent space has not changed much. In contrast, we try to improve the latent space of the encoder to make it more style-consistent and apply the training scheme to the existing methods.

2.2 Contrastive Learning

Contrastive learning first appeared in the field of unsupervised representation learning and has shown great promise[17]. These methods are based on the theory of maximizing mutual information. The basic idea is to build an embedding space where associated signals are pulled together while other samples in the dataset are pushed away. Signals may vary depending on specific tasks. A new form of contrastive loss called InfoNCE [18], which measures the similarity by dot production, is proposed as a representative loss function to maximize a lower bound of the mutual information. Later, the effectiveness of contrastive learning was gradually verified on various tasks, such as semantic segmentation [19], object detection [20] and classification [21].

In the field of conditional image synthesis, contrastive learning has also received extensive attention [22, 23]. More recently, Liu et al. [24] introduced a latent-augmented contrastive loss to achieve diverse image synthesis. Wu et al. [25] improved the image dehazing result by pulling the restored image closer to the clear image and pushing it far away from the hazy image. Chen et al. [4] first adapt contrastive learning to the artistic style transfer to learn so-called stylization-to-stylization relations. However, suppose the style transfer process is carried out in an unsuitable latent space. In that case, the stylization-to-stylization relations are meaningless, because they may all not be visually consistent with the style image. In contrast, we use the contrastive learning method to make the same visual style images have consistent representations in the latent space.

2.3 Knowledge Distillation

Knowledge distillation (KD) [26, 27, 28] is a model compression method, in which a student network is trained by learning the knowledge from a teacher network. The knowledge is expressed in the form of softened probability [28, 29], which can reflect the inherent class similarity structure known as dark knowledge. The distillation objective encourages the output probability distribution over predictions from the student and teacher networks to be similar. With the help of additional information on top of the one-hot labels, the performance of student network can be boosted. This dark knowledge is mainly related to labels, so they are rarely used in low-level vision tasks (e.g., neural style transfer). Wang et al. [10] developed a collaborative knowledge distillation method to learn a much smaller model from pre-trained redundant VGG-19 for ultra-resolution style transfer. In our method, the pre-trained encoder is regarded as a regularizer to guarantee that the features extracted by the new encoder are near a suitable value.

3 Proposed Method

Arbitrary style transfer methods [7, 3, 4] typically adopt an encoder-decoder architecture, which transfers the style in the encoder feature space, and then converts them back to the stylized results through the decoder. The encoder often adopts a pre-trained VGG-19 [11] to extract expressive informative representations. In the training process, the parameters of the encoder are fixed to provide supervision signals. However, due to the style inconsistency and lack of content details in the latent space of the pre-trained encoder, the quality of stylization results is affected. We try to refine this encoder to make it more suitable for the style transfer task.
3.1 Encoder Fine Tuning

We refine the encoder by optimizing its parameters while training other modules. If we directly set the encoder’s parameters to be optimized, it is equivalent to optimizing the output result and supervision signals simultaneously and will get degraded results. To avoid this problem, we use the pre-trained encoder as a feature regularizer, which prevents the new features from being too far away from a suitable scale. The new encoder uses the same architecture and is initialized with the parameters of the pre-trained one, which is easier to converge than random initialization. Further, we find that some layers in the original architecture are unnecessary. Therefore, we propose a layer split scheme, which only retains the necessary layers in the original encoder. On this basis, we further add two contrastive training schemes to improve the encoder to make it more suitable for the style transfer task.

3.2 Style Contrastive Loss

Contrastive learning is widely used in self-supervised representation learning, which is orthogonal to the training method of style transfer. We use the contrastive learning method to make the images with the same visual style have similar representations. As shown in Figure 2, in our scheme, the stylized result is pulled closer to the same visual style “positive” examples and pushed far away from the “negative” examples in the refined encoder’s latent space. If only the original style image served as the positive example to be pulled, some content in the result would be lost. This is because the learned
We can directly add our training scheme to some existing encoder-decoder-based style transfer methods without changing the original architectures, and significantly improve their effect. The pre-trained encoder used in the original method can be fine-tuned by optimizing the following objective function:

\[
L_{\text{total}} = L_{\text{ori}} + \lambda_d \sum_{i=1}^{k} \| \mathcal{F}_n^{(i)} - \mathcal{F}_o^{(i)} \|_2 + \lambda_{c-e} L_{c-e} + \lambda_{s-e} L_{s-e}
\]

where \( L_{\text{ori}} \) represents the original loss, \( \lambda_d \) is the weight for the feature regularizer, and \( \lambda_c \) and \( \lambda_s \) are the weights for the content and style losses, respectively.

3.4 Objective Function

We can directly add our training scheme to some existing encoder-decoder-based style transfer methods without changing the original architectures, and significantly improve their effect. The pre-trained encoder used in the original method can be fine-tuned by optimizing the following function:

\[
L_{\text{total}} = L_{\text{ori}} + \lambda_d \sum_{i=1}^{k} \| \mathcal{F}_n^{(i)} - \mathcal{F}_o^{(i)} \|_2 + \lambda_{c-e} L_{c-e} + \lambda_{s-e} L_{s-e}
\]

where \( L_{\text{ori}} \) represents the original loss, \( \lambda_d \) is the weight for the feature regularizer, and \( \lambda_c \) and \( \lambda_s \) are the weights for the content and style losses, respectively.
where $L_{ast}$ is the loss function of the original method, $F_n$ is the feature extracted by the refined encoder, and $F_o$ is that of the pre-trained one. $\lambda_d$, $\lambda_{s-s}$ and $\lambda_{s-c}$ are the corresponding loss weights, respectively.

### 4 Experimental Results

In this section, we first introduce some implementation details, then add our training scheme to several existing methods and show the improvement on their methods. We also make further comparisons between our method and several baseline models. Finally, we explored the effect of our contrastive training scheme through ablation studies, especially the number of positive and negative examples.

#### 4.1 Implementation Details

The datasets for our experiments are the commonly used MS-COCO [30] (for the content images) and WikiArt [30] (for the style images). Both datasets contain roughly 80,000 training images. The optimizer (usually Adam [31]) and the learning rate are the same as the corresponding methods. In style contrastive loss, the number of style positive examples is set to 8, and the number of negative examples is the same as batch size. The style mapping network $f_s$ consists of a convolution layer and several subsequent MLP (multi-layer perceptron) layers, of which the last MLP layer has 128 units. The content mapping network $h_c$ is a two-layer MLP. The number of units in the first layer is the same as the corresponding feature channel, and the second layer has 256 units. The hyper-parameter $\tau$ is set to 0.07 in both contrastive losses. The image is also processed as the previous methods: the smaller dimension of the two images is rescaled to 512 while retaining the aspect ratio and then randomly cropped to the size of 256 $\times$ 256 pixels. Our new refined encoder is still VGG-style. For our layer split scheme, we only retain Conv_X_1 layers and the corresponding pooling and ReLU layers of the original VGG-19.

#### 4.2 Experiments on Existing Methods

**Experiment on AdaIN.** The AdaIN [7] method presents an efficient solution for universal style transfer. It receives a content input $x$ and a style input $y$, and simply aligns the channel wise mean...
Figure 5: Experiment on SANet.

and variance of content feature maps to those of style feature maps as:

$$\text{AdaIN}(x,y) = \sigma(y) \left( \frac{x - \mu(x)}{\sigma(x)} \right) + \mu(y)$$  \hspace{1cm} (5)$$

The features used here are the ReLU$_{4\_1}$ layer features extracted by a pre-trained VGG-19 encoder. After the style swap operation in the feature space, the output of AdaIN can be inverted to the image space with a feed-forward decoder to get the final output. On their basis, our new encoder only retains several convolution layers from the input layer to ReLU$_{4\_1}$. In the training process, the regular term is only added between the activation values of ReLU$_{4\_1}$ layers of the two networks. In content contrastive loss, the $\phi$ we used are ReLU$_{1\_1}$, ReLU$_{2\_1}$, ReLU$_{3\_1}$ and ReLU$_{4\_1}$.

The comparison results are shown in Figure 4. Because AdaIN uses an inappropriate encoder, the final synthesized result retains the original color or the color that has not appeared, and a large amount of content information is lost. In contrast, our results retain more content and are more style-consistent.

Experiment on SANet. SANet [3] also follows the encoder-decoder architecture, where the transfer part consists of two style-attention networks. After encoding the content and style images by the pre-trained VGG encoder, the SANet maps features from ReLU$_{4\_1}$ and ReLU$_{5\_1}$ features. In our training scheme, the encoder adds the layers from Conv$_{5\_1}$ to ReLU$_{5\_1}$ compared with the above AdaIN scheme, and the regular term is added on the ReLU$_{4\_1}$ and ReLU$_{5\_1}$ layers. The content contrastive loss is the same as AdaIN above. As shown in Figure 5, SANet is easy to migrate the patch with semantic information in the style image, resulting in strange results. In contrast, our method can ensure the correct content structure.

User Study. For a more objective comparison, a user study was also conducted. We generate 100 stylized images using each model. These images were presented to 50 participants in random order. Participants were asked to choose their favorite image for each content-style pair. The user study results are shown in Table 1. Our method’s stylized images are more preferred than those of the original methods.

Comparisons with Other Methods. We also compare our results with existing methods, including AdaIN [7], WCT [2], Avatar-Net [6], LST [5], SANet[3], Artflow[12] and IEContraAST[4]. Results of these methods are obtained by using the public codes and default configurations and are shown in Figure 6. The learning-free methods [2, 6] cannot separate style and content well, so they often fail to preserve the content structure and get distorted stylized images. Because IEContraAST[4] relies on external learning, the stylized result will deviate from the style of the style image or even no style transferred at all. The flow model used in ArtFlow [4] can not guarantee that the content structure is not distorted. Our method makes the stylized results achieve a better trade-off between style and content through two training schemes, which is to keep the content details of the original image while keeping the style consistent with the style picture as much as possible.
4.3 Ablation Studies

We first study the effect of the number of examples on the results in style contrastive learning. As shown in Figure 7, when there is only one positive example, the style embedding is not well decoupled from the content, resulting in distortion in some areas. With the increasing number of positive examples, this problem will be alleviated and basically solved when set to 8. When the $L_s - c$ is removed, the style of the result is inconsistent with the style image. Although more negative examples usually lead to better performance in contrastive learning, the most crucial negative example in the style transfer task is the original content image (to distinguish from the original image style). Adding more negative examples on the basis of the original content image does not make much sense. Further, in order to prove that our training method can well preserve the content in the features extracted by the encoder, we made a visualization for the content feature. As shown in Figure 8, it can be seen that some very fine details are not lost in our encoder. Moreover, our training scheme can well alleviate the inconsistent visual style problem in the pre-trained encoder. In addition to the example shown in Figure 1, see our supplementary file for more results.
5 Discussion

Limitations. Because our training scheme needs to be added to the existing learning-based style transfer methods (such as AdaIN, SANet, etc.), and the decoder in the architecture is necessary to convert the transfer results back to the image space for content contrastive loss, our method cannot be applied to some optimization-based methods. Another limitation is that some style positive examples need to be loaded in the process of contrastive training, which will reduce the efficiency of training. In our future work, we will explore a pre-training scheme to get an encoder that can be directly applicable to various style transfer tasks.

Conclusions. In this work, we study the irrationality of the pre-trained VGG encoder used in existing style transfer methods, which shows that the style distance of some images with different styles in the feature space of the pre-trained encoder is less than that of images with the same style. This means that the encoder used in the previous method to provide supervision signals can not give a visually consistent style representation, resulting in failed style transfer result in some cases. Two contrastive training schemes are proposed to improve the encoder’s latent space of the existing work, make it more style-consistent and retain more available details. Extensive experiments show the effectiveness and superiority of our method. Furthermore, this study shows that the pre-trained encoder can be replaced with a more appropriate choice in the later style transfer research.
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