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We study seven-branes in $O(10^{15})$ four-dimensional F-theory compactifications where seven-brane moduli must be tuned in order to achieve non-abelian gauge symmetry. The associated compact spaces $B$ are the set of all smooth weak Fano toric threefolds. By a study of fine star regular triangulations of three dimensional reflexive polytopes, the number of such spaces is estimated to be $5.8 \times 10^{14} \leq N_{\text{bases}} \leq 1.8 \times 10^{17}$. Typically hundreds or thousands of moduli must be tuned to achieve symmetry for $h^{11}(B) < 10$, but the average number drops sharply into the range $O(25)$-$O(200)$ as $h^{11}(B)$ increases. For some low rank groups, such as $SU(2)$ and $SU(3)$, there exist examples where only a few moduli must be tuned in order to achieve seven-brane gauge symmetry.

1. Introduction.

Non-abelian gauge theories play a central role in particle physics, and a celebrated question in string theory is whether such sectors should be expected. One might think the answer is obvious, since they are implicit in certain ten-dimensional superstring theories, but those symmetries can be broken by compactification and restored only at special subloci in the associated moduli space. Whether such enhanced symmetry loci exist, the physics that stabilizes vacua on them, and the dynamics that might drive the universe to those vacua are all relevant cosmological questions in the string landscape; see e.g. [1,2] and references therein.

F-theory [3] is a generalization of the type IIb superstring that allows the axiodilaton to vary in the extra spatial dimensions. It provides a broad view of the landscape: in weakly coupled type IIb limits [1,5] it realizes the best understood moduli stabilization scenarios [6,7], strong coupling effects are computable by the power of holomorphy realized in complex algebraic geometry [3,8], and many landscape studies have been performed in this context, see e.g. [9,12].

Non-abelian gauge sectors may arise on seven-branes in F-theory, the structure of which may be encoded in the geometry of a Calabi-Yau elliptic fibration $X \rightarrow B$, where $B$ is the compact extra dimensional space. In this paper we will focus on four-dimensional compactifications, in which case $B$ is an algebraic threefold. The seven-branes wrap a four-dimensional space $\Delta = 0$ in $B$ that may have many components, giving rise to many intersecting seven-branes. Each seven-brane may carry an associated non-abelian gauge factor $G$ that is determined in part by Kodaira’s classification [13,15] of singular fibers, as well as additional geometric data [16] in $B$, T-branes [17], and G-flux [13]. All are important, but the geometrically determined data provides a foundation for the seven-brane physics and is necessary for the existence of non-abelian gauge symmetry, and therefore we focus on it here. The associated gauge group is more accurately called the geometric gauge group, but for brevity we will drop such a distinction and refer to the gauge group of a seven-brane. The gauge group of a seven-brane is determined by the structure of $X$, but if the complex structure of $X$ is varied in the complex structure moduli space $\mathcal{M}_{\text{cs}}(X)$, then the seven-branes may be deformed and the gauge symmetry may be broken. The question of the existence of loci with non-abelian gauge symmetry may then be studied in the context of $\mathcal{M}_{\text{cs}}(X)$, which depends critically on the topology of $B$.

Recently there has been much work on so-called non-Higgsable clusters, which are seven-brane gauge sectors that exist for generic points in $\mathcal{M}_{\text{cs}}(X)$, and their properties are determined by $B$. These structures do not exist in eight dimensional compactifications, but do in six [8,19,22] and four [2,23,25,26] dimensional compactifications. Gauge factors that may appear on a seven-brane in such a cluster include

$$G \in \{E_8, E_7, E_6, F_4, SO(8), SO(7), G_2, SU(3), SU(2)\}$$

(1)

and the possible Lagrangian two-factor gauge sectors on adjacent seven-branes in such a cluster are

$$(G_1 \times G_2) \in \{SU(3) \times SU(3), G_2 \times SU(2), SO(7) \times SU(2), SU(3) \times SU(2), SU(2) \times SU(2)\}.$$  

(2)

Note that $SU(3)$ and $SU(2)$ are the allowed $SU(N)$ groups, whereas $SU(5)$ and $SO(10)$ never occur for generic moduli [2]. Non-Higgsable clusters in four-dimensional compactifications may have interesting topologies [24], motivate phenomenological models [2,25,27], and have implications for symmetry in the landscape [2]. The latter is strengthened by analytical arguments and growing evidence [20,23,25,26] that nearly all known extra dimensional spaces $B$ give rise to non-Higgsable clusters.

Conversely, some spaces $B$ do not exhibit seven-brane gauge symmetry at generic points in $\mathcal{M}_{\text{cs}}(X)$. Seven-brane gauge symmetry often exists on subloci in $\mathcal{M}_{\text{cs}}(X)$, though, in which case arriving in such a vacuum requires that those vacua are stabilized and cosmologically populated. While at this point it is difficult to address issues of
dynamics, recent estimates [28,29] show that the number of flux vacua on subloci with symmetry is exponentially suppressed relative to the number without symmetry (i.e. at generic points in $\mathcal{M}_{cs}(X)$). For example, there exist $B$ where flux vacua with $SU(5)$ gauge group are suppressed [28] by a factor of $e^{0(1000)}$ relative to those with no gauge symmetry. These suppression factors get larger as the codimension in $\mathcal{M}_{cs}(X)$ necessary to obtain gauge symmetry grows.

In this paper we study seven-brane gauge symmetry in a quadrillion, i.e. $O(10^{15})$, four-dimensional F-theory compactifications that do not exhibit gauge symmetry at generic points of $\mathcal{M}_{cs}(X)$. The results of [28] extrapolated to these compactifications would imply that, for fixed $B$, the number of flux vacua with symmetry is exponentially suppressed relative to the number of flux vacua without symmetry. Rather than computing numbers of flux vacua, we will instead measure the “cost” of symmetry by computing the number of moduli that must be tuned to engineer seven-brane gauge symmetry on any toric divisor in any smooth weak Fano toric threefold, which is important for statistical tuning gauge symmetry on various types on seven-branes wrapped on all toric divisors in all smooth weak Fano toric threefolds. In Section 4 we will conclude.

2. Landscape Estimates and Weights

In this section we compute or estimate the number of fine-regular-star triangulations (FRST) of each of the 4319 3d reflexive polytopes [30]. These are in one-to-one correspondence with smooth weak Fano toric threefolds, which serve as the extra dimensional spaces $B$ of the F-theory compactifications that we study.

Though the toric varieties associated to different FRST of the same polytope have the same tuning costs, the number of FRST per polytope must be taken into account in computing a weighted average of the cost of symmetry across all 4319 polytopes. We will compute or estimate the number of bases for each values of $h^{11}(B)$, which ranges from 1 to 35.\(^1\) The details are described in the following two subsections.

\(^1\) Note that there is no base space with $h^{11}(B) = 33$ or 34.
Method B breaks down for those 91 polytopes since triangulating the individual facets becomes too costly. That usually happens when the polytope contains a facet with \( n_F \geq 19 \) where \( n_F \) is the number of lattice points on the facet.

To find a method to accurately estimate the number of FRT of such facets, we use the results of \[31\] where the authors employed recursions that allows one to compute the number of triangulations for certain rectangular areas using dynamic programming. This allows us to obtain lower and upper bounds for the number of FRT of that facet, and then multiply with the exact numbers of FRT of the other facets to give an approximation to the number of FRST of the polytope. The calculation of these bounds on the number of FRT is highly dependent on the shape of the facet.

We first focus on the 38 polytopes for which \( n_F \geq 30 \) (\( h^{11}(B) \geq 26 \)). This relatively small set can be investigated case by case. The 8 polytopes shown in Table I are those with \( n_F \geq 30 \) that have no facet\(^2\) with \( n_F > 19 \). Therefore the estimate can be done using method B.

\[
\begin{array}{|c|c|c|c|}
\hline
P & h^{11}(B) & \text{Number of FRST} & P & h^{11}(B) & \text{Number of FRST} \\
\hline
2 & 31 & 3.034 \times 10^{19} & 4 & 26 & 1.275 \times 10^{24} \\
128 & 26 & 3.856 \times 10^{22} & 130 & 27 & 1.174 \times 10^{23} \\
134 & 26 & 1.809 \times 10^{22} & 136 & 26 & 2.773 \times 10^{24} \\
296 & 26 & 2.399 \times 10^{24} & 780 & 26 & 1.508 \times 10^{27} \\
\hline
\end{array}
\]

\(^{2}\) Actually there is a facet in polytope 296 with \( n_F = 19 \), and this is the only case that the calculation can be done in a reasonable time. Since the others take too long to compute, we will just give the estimates for them.
the lower bound of $N_S$. Then $N_S \leq N_R/N_{RS} \leq N_R/k$ gives an upper bound on $N_S$. We present the bounds on the number of FT of large facets of all polytopes with $n_F \geq 30$ in Table II and the associated bounds on the number of FRST of those polytopes in Table III. This is the approximation method we refer to as method $D$.

| $P$ | Case | Lower bound | Upper bound |
|-----|------|-------------|-------------|
| 8   | a    | $6.112 \times 10^9$ | $4.471 \times 10^{10}$ |
| 10  | a    | $9.459 \times 10^9$ | $2.415 \times 10^{10}$ |
| 12  | a    | $6.236 \times 10^9$ | $3.919 \times 10^{10}$ |
| 18  | a    | $4.204 \times 10^9$ | $6.434 \times 10^9$ |
| 74  | b    | $2.037 \times 10^9$ | $1.550 \times 10^9$ |
| 80  | a    | $1.323 \times 10^9$ | $1.614 \times 10^9$ |
| 88  | b    | $8.732 \times 10^8$ | $2.080 \times 10^9$ |
| 90  | b    | $6.306 \times 10^8$ | $4.099 \times 10^9$ |
| 100 | e    | $6.416 \times 10^8$ | $7.026 \times 10^9$ |
| 223 | d    | $3.209 \times 10^8$ | $2.616 \times 10^9$ |
| 236 | a    | $1.323 \times 10^8$ | $1.614 \times 10^9$ |
| 256 | c    | $7.370 \times 10^7$ | $7.370 \times 10^8$ |
| 260 | b    | $2.037 \times 10^7$ | $8.318 \times 10^8$ |
| 266 | b    | $1.323 \times 10^7$ | $1.990 \times 10^8$ |
| 270 | c    | $7.370 \times 10^6$ | $7.370 \times 10^7$ |
| 293 | d    | $4.204 \times 10^6$ | $3.666 \times 10^7$ |
| 348 | b    | $9.460 \times 10^6$ | $7.307 \times 10^7$ |
| 352 | b    | $6.306 \times 10^6$ | $4.657 \times 10^7$ |
| 387 | b    | $1.715 \times 10^6$ | $1.842 \times 10^7$ |
| 521 | a    | $4.204 \times 10^5$ | $6.434 \times 10^6$ |
| 527 | e    | $6.306 \times 10^5$ | $6.200 \times 10^6$ |
| 553 | b    | $6.305 \times 10^5$ | $2.990 \times 10^6$ |
| 762 | b    | $1.774 \times 10^5$ | $4.657 \times 10^6$ |
| 798 | b    | $1.323 \times 10^5$ | $1.990 \times 10^6$ |
| 810 | c    | $7.370 \times 10^4$ | $7.370 \times 10^5$ |
| 812 | b    | $2.037 \times 10^4$ | $1.550 \times 10^5$ |
| 840 | f    | $8.732 \times 10^3$ | $2.721 \times 10^4$ |
| 985 | d    | $3.153 \times 10^3$ | $7.131 \times 10^4$ |
| 1000| b    | $1.774 \times 10^3$ | $2.666 \times 10^4$ |

TABLE II: Estimates of the number of FT for a facet

For $23 \leq h^{11}(B) \leq 25$ the situation is more difficult, since application of method $B$ is generally time consuming and there are too many polytopes to do a case by case analysis of bounds. For some polytopes where there is no facet with $n_F \geq 19$ it is possible to apply method $B$. Figure 2 depicts the average FRST estimates for these polytopes obtained using method $B$, where the averages are labelled by grey stars; note that they lie close to the linear fit line. For these reasons we believe it is justified to take the average values of those cases as an approximation to the numbers of FRST for polytopes with $23 \leq h^{11}(B) \leq 25$; this is method $C$.

**Estimate of the number of base spaces**

In this subsection we estimate the number of base spaces that we consider, which is equivalent to the number of FRST of 3d reflexive polytopes. In order to get a more accurate estimate we take into account the effect of fan isomorphisms induced by lattice isomorphisms, which relate identical toric bases $B$. Since there are no lattice isomorphisms between different polytopes, the associated fans cannot be isomorphic to each other, and therefore only the fan automorphisms within a polytope need to be considered.

Fix a reflexive polytope. If a triangulation $T_1$ can be brought to another triangulation $T_2$ by a $GL(3,\mathbb{R})$ transformation of the lattice, $T_1$ is equivalent to $T_2$, and therefore the associated toric varieties are identical, leading to an overcounting. This effect will be most severe for those polytopes that give rise to the largest number of bases, which occur for large $h^{11}(B)$. Since there are only 38 polytopes with $h^{11}(B) \geq 26$, and these should account for the vast majority of bases, we study potential overcounting in these examples on a case by case basis. Note that if the facets have different numbers of lattice points then the FRT or FT of them can never be equivalent. For these reason, the 8 polytopes out of the 38
that have indices 18, 90, 100, 527, 798, 840, 985, 1000 are free from overcounting.

If there are $K$ facets that can be brought to each other by a $GL(3, \mathbb{R})$ transformation then the our estimate could be cut down by at most a factor $K!$. This is because, for all the remaining cases with a set $A_S$ of $K$ facets of the same number of lattice points, these facets can be transformed into a configuration that they are symmetric about a plane $H_p$ by an $SL(3, \mathbb{R})_p$ action which can be realized by applying several shear transformations successively. Therefore a triangulation of a facet in $A_S$ can be taken to be equivalent to some triangulation of another facet in $A_S$ by an $SL(3, \mathbb{R})$ transformation followed by a reflection about $H_p$ together with a suitable transformation of the facets not in $A_S$. This leads to a cut-down by a factor $K!$ if such a transformation of the facets that are not in $A_S$ always exists, and therefore $K!$ is the maximum cut-down factor. The result is summarized in Table IV. From these results it can be seen that automorphisms induce a reduction by at most a factor of 24. After cutting down, the estimate for lower and upper bounds on the number of FRST for $h^{11}(B) \geq 26$ polytopes is given in Table V.

Taking these cut-downs into consideration and the fact that the numbers different bases for $h^{11}(B) \geq 26$ are much larger than those for $h^{11}(B) \leq 25$, their number of FRST provides a good estimate of the total number of base spaces. Using those upper and lower bounds, we estimate that

$$5.780 \times 10^{14} \lesssim N_{\text{bases}} \lesssim 1.831 \times 10^{17}. \quad (4)$$

Mathematically, this is an estimate on the number of smooth weak Fano toric threefolds.

### TABLE IV: Cutting-down coefficients.

| $P$ | Cut-down by | $P$ | Cut-down by |
|-----|-------------|-----|-------------|
| 2   | 4!          | 4   | 2! \times 2! |
| 8   | 3!          | 10  | 2!          |
| 12  | 2!          | 74  | 2!          |
| 80  | 2!          | 88  | 1!          |
| 128 | 3! \times 2!| 130 | 2!          |
| 134 | 4!          | 136 | 2! \times 2! |
| 223 | 2!          | 236 | 3!          |
| 256 | 4!          | 260 | 2!          |
| 266 | 2!          | 270 | 2! \times 2! |
| 272 | 2!          | 293 | 2!          |
| 296 | 2!          | 348 | 2!          |
| 352 | 2!          | 387 | 3! \times 2! |
| 521 | 1           | 553 | 2!          |
| 762 | 2!          | 780 | 2!          |
| 810 | 2!          | 812 | 2!          |

### TABLE V: Approximation of the number of FRST for the polytope by the product of the FRST on each facet after a proper cut-down.

| $h_{11}$ | $P$ | Lower bound | Upper bound |
|----------|-----|-------------|-------------|
| 26       | 4   | $3.188 \times 10^{11}$ | |
| 26       | 18  | $2.899 \times 10^{9}$   | $4.436 \times 10^{11}$ |
| 26       | 74  | $3.973 \times 10^{9}$   | $2.023 \times 10^{14}$ |
| 26       | 128 | $3.217 \times 10^{4}$   | $3.127 \times 10^{4}$   |
| 26       | 134 | $7.538 \times 10^{9}$   | $1.20 \times 10^{14}$   |
| 26       | 136 | $6.933 \times 10^{4}$   | $6.933 \times 10^{4}$   |
| 26       | 296 | $1.120 \times 10^{4}$   | $1.120 \times 10^{4}$   |
| 26       | 527 | $9.913 \times 10^{9}$   | $9.746 \times 10^{13}$ |
| 26       | 780 | $7.540 \times 10^{4}$   | $7.540 \times 10^{4}$   |
| 26       | 798 | $1.672 \times 10^{12}$  | $2.515 \times 10^{13}$ |
| 26       | 810 | $4.298 \times 10^{4}$   | $4.298 \times 10^{4}$   |
| 26       | 840 | $2.942 \times 10^{12}$  | $9.169 \times 10^{12}$ |
| 26       | 1000| $2.510 \times 10^{4}$   | $3.772 \times 10^{4}$   |
| 27       | 88  | $5.231 \times 10^{4}$   | $1.246 \times 10^{4}$   |
| 27       | 90  | $1.322 \times 10^{4}$   | $8.592 \times 10^{3}$   |
| 27       | 130 | $5.87 \times 10^{4}$    | $5.87 \times 10^{4}$    |
| 27       | 266 | $1.038 \times 10^{4}$   | $1.561 \times 10^{4}$   |
| 27       | 270 | $2.980 \times 10^{4}$   | $2.980 \times 10^{4}$   |
| 27       | 352 | $2.115 \times 10^{4}$   | $1.577 \times 10^{4}$   |
| 27       | 387 | $5.268 \times 10^{4}$   | $5.658 \times 10^{4}$   |
| 27       | 553 | $5.285 \times 10^{4}$   | $2.507 \times 10^{4}$   |
| 27       | 762 | $1.087 \times 10^{4}$   | $2.854 \times 10^{3}$   |
| 27       | 80  | $5.070 \times 10^{4}$   | $6.185 \times 10^{4}$   |
| 28       | 521 | $2.259 \times 10^{4}$   | $3.457 \times 10^{4}$   |
| 28       | 812 | $2.060 \times 10^{4}$   | $1.567 \times 10^{4}$   |
| 28       | 985 | $6.609 \times 10^{4}$   | $1.495 \times 10^{4}$   |
| 29       | 293 | $1.621 \times 10^{4}$   | $1.414 \times 10^{4}$   |
| 29       | 348 | $1.239 \times 10^{4}$   | $9.570 \times 10^{3}$   |
| 30       | 236 | $2.063 \times 10^{4}$   | $2.517 \times 10^{4}$   |
| 30       | 272 | $1.606 \times 10^{4}$   | $1.241 \times 10^{4}$   |
| 31       | 2   | $1.264 \times 10^{4}$   | $1.264 \times 10^{4}$   |
| 31       | 10  | $2.855 \times 10^{4}$   | $7.290 \times 10^{4}$   |
| 31       | 100 | $9.195 \times 10^{4}$   | $1.007 \times 10^{4}$   |
| 31       | 256 | $1.019 \times 10^{4}$   | $1.019 \times 10^{4}$   |
| 31       | 260 | $3.662 \times 10^{4}$   | $1.495 \times 10^{4}$   |
| 32       | 223 | $2.874 \times 10^{4}$   | $2.343 \times 10^{4}$   |
| 35       | 8   | $3.867 \times 10^{4}$   | $2.828 \times 10^{4}$   |
| 35       | 12  | $3.858 \times 10^{4}$   | $2.425 \times 10^{4}$   |

3. The Cost of Seven-brane Gauge Symmetry

In this section we study the cost of tuning all gauge groups in Table IV on seven-branes wrapped on any toric divisor in any smooth weak Fano toric threefold.

Recall from the introduction that geometric gauge symmetry on seven-branes in F-theory can be encoded in the structure of a Calabi-Yau elliptic fibration $X$. Let $X \xrightarrow{\phi} B$ be this elliptic fibration with base $B$ given in Weierstrass form

$$y^2 = x^3 + fx + g, \quad (5)$$

with associated discriminant locus

$$\Delta = 4f^3 + 27g^2 = 0, \quad (6)$$

where $f \in \mathcal{O}(-4K_B)$, $g \in \mathcal{O}(-6K_B)$, and $K_B$ is the canonical bundle of $B$. For generic $p \in B$, $\pi^{-1}(p)$ is a smooth elliptic curve, and for a generic $p$ in $\Delta = 0$,
\(\pi^{-1}(p)\) is one of the singular fibers classified by Kodaira. The set of Kodaira we consider is listed in Table VI. The Kodaira fiber of a particular component of the discriminant locus may be determined from the order of vanishing of \(f, g,\) and \(\Delta\) along that component, and together with some additional data (see the appendix for details) this determines the gauge symmetry of the seven-brane on that component.

| Fiber \(\mathcal{F}\) | Gauge group \(G_{\mathcal{F}}\) |
|-----------------|------------------|
| \(I_2\)         | SU(2)            |
| \(I_{3,0,3}\)   | SU(2)            |
| \(I_{4,3}\)     | SU(4)            |
| \(I_{5,0,3}\)   | Sp(2)            |
| \(I_{6,3}\)     | SO(9)            |
| \(I_{7,0,3}\)   | SO(10)           |
| \(I_{8,3}\)     | P_8              |
| \(I_{9,0,3}\)   | E_6              |
| \(I_{10,3}\)    | E_7              |
| \(I_{11,3}\)    | E_8              |

TABLE VI: The set of Kodaira’s singular fibers that we study, together with a label denoting whether or not they are split, and the associated gauge group.

The bases \(B\) that we study, as discussed in the last section, are smooth weak Fano toric threefolds. The general seven-brane configuration for such bases is one recombined seven-brane that does not carry non-abelian gauge symmetry; mathematically, this means that at a generic point in the complex structure moduli space of \(X \rightarrow B\), for any such \(B\), the variety \(\Delta = 0\) is irreducible.

Obtaining non-abelian gauge symmetry, then, requires tuning in the complex structure of \(X\) by tuning \(f\) and \(g\) such that \(\Delta = 0\) becomes reducible

\[
\Delta = \prod_i \Delta_i, \quad (7)
\]

where each component \(\Delta_i = 0\) is a seven-brane that may carry a different gauge symmetry according to the orders of vanishing of \(f, g,\) and \(\Delta\). A small deformation away from this sublocus in \(\mathcal{M}_{cs}(X)\) with symmetry gives a small Higgsing of the associated gauge theory, the massive W-bosons of which are string junctions \([32, 33]\) which can be systematically studied \([34, 36]\) in the geometry.

Our goal is to measure the cost of this tuning by computing the number of moduli that must be turned off in order to engineer Kodaira fibers of certain types on certain divisors. Specifically, we perform these computations for every Kodaira fiber in Table VI for every toric divisor in every smooth weak Fano toric threefold. This computation is equivalent to computing the codimension in \(\mathcal{M}_{cs}(X)\) on which a given Kodaira fiber type exists along a given divisor.

These computations are carried out as follows. Fix a three-dimensional reflexive polytope that contains integral points \(v_\ell \in \mathbb{Z}^3\), where \(\ell\) is the index of the integral points. Let \(P_n\) be the polytope whose points are in one-to-one correspondence with global sections of \(\mathcal{O}(-nK_B)\); it is defined by

\[
P_n = \{m \in \mathbb{Z}^3 \mid m \cdot v_\ell + n \geq 0 \ \forall \ell\}. \quad (8)
\]

To any \(m \in P_n\) there is a monomial \(\prod_i x_i^{m \cdot v_\ell + n}\) that has non-negative exponents by construction, and by this correspondence we will henceforth refer to such a monomial as a monomial in \(P_n\). In the cases \(n = 4, 6\) these monomials are the ones that may appear in \(f, g\) respectively, and if one constructs the most general \(f\) and \(g\) (that is, turns on all monomials) then \(\Delta = 0\) is irreducible and there is no gauge symmetry on seven-branes.

Suppose we would like to compute how many monomials must be turned off in order to engineer a Kodaira fiber \(F\) and associated seven-brane gauge symmetry along a given toric divisor \(D_i\) requires tuning \(N_{\text{off}} - N_{\text{on}}\) moduli, i.e. this gauge symmetry on a seven-brane on \(x_i = 0\) occurs on a sublocus of codimension \(N_{\text{off}} - N_{\text{on}}\) in \(\mathcal{M}_{cs}(X)\).

For example, consider the case of a seven-brane on \(D_1\) with Kodaira fiber \(I_2\), which corresponds to \(SU(2)\) gauge symmetry and is the F-theory lift of two coincident D7-branes. From the appendix, we see this occurs when

\[
f_0 = -3a_{20}^2, \quad g_0 = 2a_{20}^2, \quad g_1 = a_{20}f_1, \quad (9)
\]

where \(f_k \in \mathcal{O}(-4K_{D_i} + (4-k)N_{D_i|B}), g_k \in \mathcal{O}(-6K_{D_i} + (6-k)N_{D_i|B})\) and \(a_{2k} \in \mathcal{O}(-2K_{D_i} + (2-k)N_{D_i|B})\). To engineer this form, the sections to be turned off are \(f_0, g_0\) and \(g_1\) while \(a_{20}\) is to be turned on. To do so algorithmically, we construct \(P_4, P_6\) and \(P_2\) whose points are monomials in the most general \(f, g,\) and \(a_2\). The subscript \(k\) in \(f_k, g_k\) and \(a_{2k}\) indicates the exponents of \(x_i\) in the monomials of the corresponding sections. In particular, in this case we need to find the points in \(P_4\) that correspond to monomials that vanish to order 0, the points in \(P_6\) that correspond to monomials vanish to order 0 and 1 and the points in \(P_2\) that correspond to
monomials vanish to order 0, all with respect to \( x_i \). The sum of the numbers of such points in \( P_3 \) and \( P_6 \) is \( N_{\text{off}} \) while the number of such points in \( P_2 \) is \( N_{\text{on}} \) since in order to tune \( I_2 \) on \( D_1 \), all the \( f_0, g_0 \) and \( g_1 \) monomials have to be turned off except those of the form given by Equation 9.

In this way, the cost of tuning a particular Kodaira fiber \( F \) and associated gauge symmetry \( G_F \) on a toric divisor \( D_i \) is \( N_{\text{off}} - N_{\text{on}} \), where \( N_{\text{off}} \) and \( N_{\text{on}} \) are computed in accordance with the sections that must be tuned in order to achieve \( F \) on \( D_i \). We denote the cost of symmetry of tuning such \( F \) on \( D_i \) with associated 3d reflexive polytope \( P \) as \( C(P, D_i, F) \). From this data we compute various statistics.

We turn first to Figure 4 which is the plot of the unweighted average costs of tunings as a function of \( h^{11}(B) \). Let \( S(h^{11}(B)) \) be the set of 3d reflexive polytopes with \( h^{11}(B) + 4 \) integral points, where the origin is included in the set of integral points. Each line in the figure is a function of \( h^{11}(B) \) and \( F \), and the associated unweighted average cost of symmetry for all toric divisors for all polytopes in \( S(h^{11}(B)) \) is

\[
\frac{1}{|S(h^{11}(B))|} \sum_{P \in S(h^{11}(B))} \sum_{D_i \in P} C(P, D_i, F) \frac{1}{h^{11}(B) + 3}. \tag{10}
\]

By unweighted, we mean that all polytopes are treated equally, without taking into account the fact that they have different numbers of FRST, and therefore different numbers of associated bases.

There are two things that can be immediately read off from Figure 4: 1) The unweighted average costs of tunings decreases sharply as \( h^{11}(B) \) increases, although there is small fluctuation at the right end of the plot; 2) In general a gauge group of a higher rank requires more tunings than those of a lower rank. In particular, \( II^* \) costs the most while \( I \) costs the least. The first point is due to the observation that a polytope with higher \( h^{11}(B) \) usually leads to polytopes \( P_n \) with less lattice points, hence less monomials. The second point can be understood by noting that tuning a gauge group of a higher rank usually involves turning off more monomials in \( P_4 \) and \( P_6 \), which dominates the overall costs since the monomials that are to be turned on live in \( P_2 \), which has much less lattice points than \( P_4 \) and \( P_6 \). The reason we present the unweighted plot here is that it gives a good approximation to the weighted plot, but can be understood by simple arguments. Those arguments can be made in the absence of the weighting process “perturbing” the averaging, so that only the numbers of monomials involved and the size of the polytopes \( P_n \) matter.

\[1\text{ Shaded area indicates there are no varieties with } h^{11}(B) = 32, 33.\]
TABLE VII: Maximal and minimal costs of tuning for each fiber type and associated gauge group. Listed are the maximum and minimum values of \(C(P,D_\text{vert},F)\) for given fibers and polytopes. Divisor index data is omitted in this plot.

| Fiber | Maximum | Polytope | Minimum | Polytope | Gauge group |
|-------|---------|----------|---------|----------|-------------|
| \(I_2\) | 1532 | 7, 11 | 2 | 8, 10, 16, 29, 35, 58, 88, 156, 178, 256, 258, 260, 387, 549, 670, 1462 | \(SU(2)\) |
| \(I_{3ns}\) | 2226 | 7, 11 | 6 | 8, 10 | \(Sp(1)\) |
| \(I_{4s}\) | 2289 | 7, 11 | 6 | 8, 10 | \(SU(3)\) |
| \(I_{4ns}\) | 2632 | 7, 11 | 10 | 8 | \(Sp(2)\) |
| \(I_{5ns}\) | 2695 | 7, 11 | 10 | 8 | \(SU(4)\) |
| \(I_{7s}\) | 3147 | 7, 11 | 24 | 8 | \(Sp(2)\) |
| \(I_{7ns}\) | 3210 | 7, 11 | 24 | 8 | \(SU(5)\) |
| \(I_{8s}\) | 2913 | 7, 11 | 15 | 8 | \(SO(9)\) |
| \(I_{8ns}\) | 3364 | 7, 11 | 28 | 8 | \(SO(10)\) |

accurately, the percent difference between unweighted and weighted averages are no more than 16%. The maximal percent difference between the weighted and unweighted averages in any region is 21.5%. In regions \(A\), \(B\) and \(C\) the cutting-down factor is not taken into consideration since a thorough investigation in these regions is very time consuming and the large number of polytopes for lower \(h^{11}(B)\) likely leads to an average cancellation effect.

Our calculations show that tuning a fixed fiber type on a divisor \(D_{\text{vert}}\) corresponding to a vertex of a 3d reflexive polytope \(P\) usually costs more than on \(D_{\text{int}}\) corresponding to a non-vertex lattice point of \(P\). The average difference between the unweighted costs of tuning on \(D_{\text{vert}}\) and \(D_{\text{int}}\) is shown in Figure \(6\). Note that there are no non-vertex lattice points in \(P\) when \(h^{11}(B) = 1\), hence there is no such difference. The ratio between average costs of tuning on \(D_{\text{vert}}\) and \(D_{\text{int}}\) is shown in Figure \(7\).

A question naturally arises when we consider the Equation \(8\). Because of the linearity of this equation, it happens that tuning a gauge group on a divisor \(D_1\) corresponding to \(v_1\) may lead to tuning another gauge group on divisor \(D_2\) corresponding to \(v_2\). That happens when the monomials that are tuned to obtain a gauge group on \(D_2\) is a subset of the monomials tuned to obtain a gauge group on \(D_1\). A direct calculation shows that this never occurs when tuning fiber types \(I_2, I_3, I_4\) and \(I_5\). This can happen when tuning other fiber types, but any tuning on \(D_1\) never forces the monomials \(f\) and \(g\) to vanish to order 4 and 6 on any other divisor respectively In one case that we have studied in depth, tuning \(E_7\) on a divisor can lead to tuning other gauge groups on divisors that are adjacent in some triangulations, but it never occurs that a higher rank gauge group arises in this process or it leads to \(f\) and \(g\) monomials that vanish to order 4 and 6 respectively on another divisor.

4. Discussion

In this work we study the costs of tuning gauge groups on seven-branes in F-theory, where the seven-brane is wrapped on any toric divisor in any smooth weak Fano toric threefold. These may be constructed from FRST of 3d reflexive polytopes that are classified by Kreuzer and Skarke. A proper calculation of the weighted average costs requires an estimate of the numbers of FRST of the polytopes. The numbers of FRST of the polytopes with higher \(h^{11}(B)\) dominate the number of base spaces so that an estimate of the numbers of FRST of those polytopes gives us an estimate of the total number of bases, \(5.8 \times 10^{14} \lesssim N_{\text{bases}} \lesssim 1.8 \times 10^{17}\). Thus, we study about one quadrillion F-theory compactifications.

We investigate the polytopes \(P_n\) in the dual lattice, whose points correspond to the sections of \(\mathcal{O}(-nK_B)\) which can be turned off or on in order to tune a gauge group on a seven-brane on a divisor \(D_i\). The sections involved are determined by the fiber type and can be sorted by their orders of vanishing along \(D_i\). The exact numbers of the sections must be turned off and turned on to engineer gauge symmetry can be calculated accordingly for each base space. This determines the codimension of the sublocus in \(M_{\text{gen}}(X)\) on which seven-brane gauge symmetry exists on \(D_i\); this is the cost of symmetry.

Both the unweighted and weighted average costs of symmetry are given in the paper. They are calculated according to Equation 10 and Equation 11 respectively,
where our estimates of the number of FRST of the polytopes is applied in the weighting process. We find that both the unweighted costs and weighted costs drop steeply as $h^{11}(B)$ increases. When $h^{11}(B) \leq 5$ the average symmetry costs range from $O(250)$ to $O(500)$; when $h^{11}(B) \geq 10$ they drop down below $O(500)$; and when $h^{11}(B) > 20$ they range from $O(25)$ to $O(200)$.

We find that the costs of tuning of the gauge groups depend significantly on the specific divisor on which symmetry is to be tuned. There exist divisors in certain polytopes on which only a few moduli need to be tuned to achieve symmetry, while there also exist divisors in certain polytopes where a few thousands moduli need to be tuned. The average costs as a function of $h^{11}(B)$ are plotted in Figures 4 and 5. We also show that cost of symmetry depends on the type of divisor. Specifically, tuning symmetry on divisors that correspond to a vertex of the 3d reflexive polytope costs more than tuning on the divisors that correspond to the interior points.

In summary, our study of F-theory compactifications without non-Higgsable clusters shows that when non-abelian gauge symmetry must be tuned, it typically occurs on subloci in $\mathcal{M}_{cs}(X)$ of codimension $O(25)$-$O(250)$. 

FIG. 5: Average costs of tunings after weighting by the numbers of FRST of the polytopes. The plot is divided into 4 regions. The labels A, B, C and D denotes the different methods we apply in the corresponding regions to get the numbers of FRST of the polytopes in the weighting process. Top: Weighted average costs for all $h^{11}(B)$. Bottom: Focusing on the region $h^{11}(B) \geq 20$.

FIG. 6: Average difference between costs of tuning on $D_{\text{vert}}$ and $D_{\text{int}}$.

FIG. 7: Ratio between costs of tuning on $D_{\text{vert}}$ and $D_{\text{int}}$. The dashed line in the plot denotes $y = 1$ which shows that the costs of tuning on $D_{\text{vert}}$ are always larger than those on $D_{\text{int}}$. 

Weighted average costs of tuning

Difference between costs on $D_{\text{vert}}$ and $D_{\text{int}}$
While this cost of symmetry is less severe than in the work of [28], it still represents a significant cosmological challenge. We believe this result further motivates the study of moduli stabilization on special subloci in moduli space, and also the study of non-Higgsable clusters.
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APPENDIX

Let $X \to B$ be an elliptic fibration in Weierstrass form, where $y^2 = x^3 + fx + g$ with $f \in \mathcal{O}(-4K_B)$ and $g \in \mathcal{O}(-6K_B)$, which has a discriminant locus $\Delta = 4f^3 + 27g^2$. We will consider the tuning of gauge symmetry on a divisor $Z$ defined locally by $z = 0$; in toric cases, $z$ will be a homogeneous coordinate and therefore $Z$ a toric divisor. This allows us to expand $f$ and $g$ as $f = f_0 + f_1 z + f_2 z^2 + f_3 z^3 + \ldots$ and $g = g_0 + g_1 z + g_2 z^2 + g_3 z^3 + \ldots$, where $f_i \in \mathcal{O}(-4K_Z + (4 - i)N_{Z|B})$ and $g_i \in \mathcal{O}(-6K_Z + (6 - i)N_{Z|B})$. We will also utilize $a_m \in \mathcal{O}(-nK_Z + (n - i)N_{Z|B})$, which will be relevant in studying tuning. Since we are only interested in the structure of gauge groups, we will only consider codimension one singularities. Throughout we use “node” to mean the node of a Dynkin diagram, represented geometrically by a $\mathbb{P}^1$ fiber. Relevant arguments of the conditions under which the intersection diagrams of the nodes are the duals of the Dynkin diagrams of the gauge groups can be found in [26, 37].

We are now ready to investigate the singularities of the elliptic fibration. We will study the relationship between sections the ensures the existence of each fiber type, and in some cases we will resolve the codimension one singularities to study their structure. We denote resolutions by notation of the form $X \leftarrow^{(x,y,z|e,c)} X'$ where the resolution is performed along $\cap \{x_i = 0\}$ and $e = 0$ is the exceptional divisor; this gives replacements $x_i \mapsto ex_i$. The required tunings are summarized in Table VII.

$I_1$. If $X$ is smooth, then $\Delta$ has generic Kodaira fiber $I_1$. An $I_1$ fiber along $Z$ can be obtained by $f_0 = -3a_0$ and $g = 2a_0^3$. $X$ is smooth.

$I_2$. Let $f_0 = -3a_0^2, g = 2a_0^3, g_1 = -a_0 f_1$. There is one singularity at $x = a_0, y = 0, z = 0$. Shift the singularity to $(0,0,0)$ by redefining $x$ and do the blow up $X \leftarrow^{(x,y,z|e)} X'$. There are no more codimension 1 singularities after the blow-up. The exceptional divisor $e_0$ is fibered by genus 0 curves in the new $\mathbb{P}^2$ associated with the blow-up. This gives us $G = SU(2)$.

$I_3$. Let $f_0 = -3a_0^2, g = 2a_0^3, g_1 = -a_0 f_1, f_1 = a_0 a_2 f_2, g_2 = \frac{4a_0}{6}(a_0^2 - 12f_2)$. There is one singularity at $x = a_0, y = 0, z = 0$. Shift it to $(0,0,0)$ and do the blow up $X \leftarrow^{(x,y,z|e)} X'$. There are no more codimension 1 singularities after the blow-up. An analysis of $X'$ shows that $e = 0$ is fibered by two lines that swap under encircling $a_0 = 0$ if and only if $a_0$ is not a perfect square. Thus, if $a_0$ is a perfect square, $G = SU(3)$; if it is not, $G = Sp(1) = SU(2)$.

$I_4$. Let $f_0 = -3a_0^2, g = 2a_0^3, g_1 = -a_0 f_1, f_1 = a_0 a_2 f_2, g_2 = \frac{4a_0}{6}(a_0^2 - 12f_2), g_3 = \frac{1}{12}(a_0^2 + 36a_0 f_2 - 216f_3)$. Again we shift the singularity to $(0,0,0)$ and do the blow-up $X \leftarrow^{(x,y,z|e,c)} X'$. The resulting variety is still singular. The singular locus is along $e_1 = 0, x = -\frac{2a_0^2 - 6}{6}, y = 0$ so we shift it to $(0,0,0)$ and do a second blow up $X' \leftarrow^{(x,y,e,\ell|c)} X''$. There are no more codimension 1 singularities after the blow-up. The fiber of $e_1 = 0$ splits into two lines that swap upon encircling $a_0 = 0$ if and only if $a_0$ is not a perfect square. Henceforth by “split” we will mean that two nodes do not swap under encircling some locus, here $a_0 = 0$. A further analysis of $X''$ fibers shows that $G = SU(4)$ if $a_0$ is a perfect square then $G = SU(4)$; if not, then $G = Sp(2)$.

$I_5$. Let $f_0 = -3a_0^2, g = 2a_0^3, g_1 = -a_0 f_1, f_1 = a_0 a_2 f_2, g_2 = \frac{4a_0}{6}(a_0^2 - 12f_2), g_3 = \frac{1}{12}(a_0^2 + 36a_0 f_2 - 216f_3), g_4 = -a_0 f_4 + \frac{a_0^2 f_2}{6}, f_2 = -\frac{a_0^2}{12}$. The first blow-up along the shifted singularity is again $X \leftarrow^{(x,y,z|e,c)} X'$. The second blow-up along the shifted singularity is $X' \leftarrow^{(x,y,e,\ell|c)} X''$. There are no more codimension 1 singularities after the blow-up. The fibers of $e_1 = 0$ give the exterior nodes on the $A_4$ Dynkin diagram, and the fibers of $e_2 = 0$ give the interior nodes. The exterior nodes split if and only if $a_0$ is a perfect square, as do the interior nodes. Thus if $a_0$ is a perfect square, $G = SU(5)$; if not, $G = Sp(2)$.

$I_6$. For $I_1^1 f$ series starts with $f_2$ term whereas $g$ series starts with $g_3$ terms. Let $f_2 = -3a_0^2, g_3 = 2a_0^3$. Blow up the singularity at $(0,0,0)$ by $X \leftarrow^{(x,y,z|e,c)} X'$. Two singular loci appear after this blow-up. We shift the variety to make one of the singularities sit at $x = 0, y = 0, e_1 = 0$ then blow it up by $X' \leftarrow^{(x,y,e,\ell|c)} X''$. Two singular loci appear after this blow up and one of them is at $e_1 = 0, e_2 = 0, y = 0$ and we blow it up by $X'' \leftarrow^{(e_1,e_2,y|e,c)} X'''$. We are left with one singularity after this blow-up and this singularity is given by an algebraic equation of the form $e_2 A = yB$. After a small resolution $X''' \leftarrow^{(e_1,e_2,y|e)} X'''$ there are no more codimension 1 singularities. There are four divisors when
we go into the exceptional locus. We check the case when they split. The split condition is given by letting $f_2 = c_1a_2a_1^2, g_2 = c_2a_2^2a_1^2, c_1, c_2$ are two arbitrary numbers. Non-split case gives us $SO(9)$ and split case gives us $SO(10)$.

II. Tune $f_0$ and $g_0$ to zero to get a type II fiber. This has no gauge algebra.

III. Tune $f_0, g_0$, and $g_1$ to zero. $X$ is singular and we blow it up by $X \leftarrow (x,y,z|e_1) X'$. There are no more codimension 1 singularities after the blow-up. The exceptional divisor is fibered by a genus 0 curve which gives us $SU(2)$.

IV. Tune $f_0, f_1, g_0$, and $g_1$ to zero. There is a singularity in the fibration and we blow it up by $X \leftarrow (x,y,z|e_1) X'$. There are no more codimension 1 singularities after the blow-up. The fiber of the exceptional divisor splits when $g_2$ is a perfect square, $g_2 = a_2^2$. In that case $G = SU(3)$; if $g_2$ is not a perfect square, $G = Sp(1)$.

$\textbf{I}_0$. Let $f = f_2^2, g = g_3^3$. First we do $X \leftarrow (x,y,z|e_1) X'$. The resulting variety has the form $y^2 = e_1P$ in the ambient space so that we can do a small resolution $X' \leftarrow (e_1,y|e_2)$. The resulting variety, without any codimension 1 singularities, when it splits, gives 4 four nodes. The splitting is given by the relationship $f_2 = -a_2^2 - a_21a_{21} - a_212, g_2 = a_2^2a_{21} + a_2a_{22}$. Let’s call the node given by $e_1 = 0$ $N_1$ and by $e_2 = 0$ $N_2, N_{22}, N_{23}$. $N_1$ intersects with $N_{21}, N_{22}, N_{23}$ at 3 different points. There are no other intersections. This gives us $SO(8)$. There are two different situations if $I_0^*$ does not fully split. When $f_2$ and $g_3$ are two generic sections, there are 2 nodes given by $e_1 = 0$ and $e_2 = 0$, call them $N_1$ and $N_2$ respectively. $N_1$ is fibered by $P^1$ and $N_2$ is fibered by 3 $P^1$’s. The 3 $P^1$’s in $N_2$ are getting mapped to each other when encircling $e_2 = 0$. The intersection diagram gives us $G_2$. When $f_2 = a_2^2 - a_21a_{21} - a_22a_{22}$, two of the three nodes $N_{21}, N_{22}, N_{23}$, say $N_{22}$ and $N_{23}$, when encircling $e_2 = 0$, get mapped to each other. This intersection diagram gives us $SO(7)$.

$\textbf{IV}^*$. Let $f = f_3z^3, g = g_4z^4$. We need to do 4 blow-ups to resolve the singularities until there are no codimension 1 singularities. The exceptional locus split when $g_4 = a_2^2$, let’s call the node given by $e_1 = 0$ $N_1$, by $e_2 = 0$ $N_{21}$ and $N_{22}$, by $e_3 = 0$ $N_{31}$ and $N_{32}$ and by $e_4 = 0$ $N_4$. $N_1$ intersects with $N_4, N_3$ with $N_{31}$ and $N_{32}$ at two different points, $N_{31}$ with $N_{21}$ and $N_{32}$ with $N_{22}$. There are no more intersections. This gives us $E_6$. When $g_4$ is a generic section, $e_2 = 0$and $e_3 = 0$ do not split. $N_{21}$ gets mapped to $N_{22}$ while encircling $e_2 = 0$ and $N_{31}$ to $N_{32}$ while encircling $e_3 = 0$. The intersection diagram gives us $G_3$.

$\textbf{III}^*$. Let $f = f_3z^3, g = g_5z^5$. We do not perform the blowup explicitly, resolutions yield exceptional divisors that are fibered by genus 0 curves whose intersection diagram gives us $E_7$.

$\textbf{II}^*$. Let $f = f_4z^4, g = g_5z^5$. We do not perform the blowup explicitly, resolutions yield exceptional divisors that are fibered by genus 0 curves whose intersection diagram gives us $E_8$.

| Type | Tuned off | Tuned on | Gauge group |
|------|---------|---------|-------------|
| $I_2$ | $f_0g_0g_1$ | $a_{20}$ | $SU(2)$ |
| $J_{	ext{NS}}$ | $f_0f_1g_0g_2$ | $a_{20}g_{21}$ | $Sp(1)$ |
| $I_{	ext{S}}$ | $f_0f_1g_0g_1$ | $a_{10}g_{21}$ | $SU(3)$ |
| $J_{	ext{NS}}$ | $f_0f_1g_0g_2$ | $a_{20}g_{21}$ | $Sp(2)$ |
| $I_{	ext{S}}$ | $f_0f_1g_0g_1$ | $a_{10}g_{21}$ | $SU(4)$ |
| $J_{	ext{NS}}$ | $f_0f_1g_2g_3$ | $a_{20}g_{21}$ | $Sp(2)$ |
| $I_{	ext{S}}$ | $f_0f_1g_2g_3$ | $a_{10}g_{21}$ | $SU(5)$ |
| $I_{	ext{SS}}$ | $f_0f_1f_2g_0g_3g_4$ | $a_{21}g_{21}$ | $SO(9)$ |
| $I_{	ext{S}}$ | $f_0f_1f_2g_0g_3g_4$ | $a_{21}g_{21}$ | $SO(10)$ |
| $I_{	ext{SS}}$ | $f_0f_1f_2g_0g_3g_4$ | $a_{21}g_{21}$ | $SO(7)$ |
| $I_{	ext{S}}$ | $f_0f_1f_2g_0g_3g_4$ | $a_{21}g_{21}$ | $SO(8)$ |
| $I_{	ext{S}}$ | $f_0f_1f_2g_0g_3g_4$ | $a_{21}g_{21}$ | $F_4$ |
| $I_{	ext{S}}$ | $f_0f_1f_2g_0g_3g_4$ | $a_{21}g_{21}$ | $E_6$ |
| $I_{	ext{S}}$ | $f_0f_1f_2g_0g_3g_4$ | $a_{21}g_{21}$ | $E_7$ |
| $I_{	ext{S}}$ | $f_0f_1f_2g_0g_3g_4$ | $a_{21}g_{21}$ | $E_8$ |

\[ \text{TABLE VIII: Sections needed to be tune off or on to get the required gauge group.} \]
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