Zero-velocity atom interferometry using a retroreflected frequency chirped laser
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Atom interferometry using stimulated Raman transitions in a retroreflected configuration is the first choice in high precision measurements because it provides low phase noise, high quality Raman wavefront and simple experimental setup. However, it cannot be used for atoms at zero velocity because two pairs of Raman lasers are simultaneously resonant. Here we report a method which allows to lift this degeneracy by using a frequency chirp on the Raman lasers. Using this technique, we realize a Mach-Zehnder atom interferometer hybridized with a force balanced accelerometer which provides horizontal acceleration measurements with a short-term sensitivity of $3.2 \times 10^{-5}$ m.s$^{-2}/\sqrt{Hz}$. We check at the level of precision of our experiment the absence of bias induced by this method. This technique could be used for multiaxis inertial sensors, tiltmeters or atom interferometry in a microgravity environment.

I. INTRODUCTION

Since their inception, light-pulse atom interferometers (AIs) have proven to be extremely sensitive gravitoinertial sensors measuring gravity [1–5], gravity gradients [6–8], rotations [9–12], appearing as promising candidates to compete with traditional sensors used for geodesy, geophysics, exploration or inertial navigation [4–7]. Moreover, they have demonstrated to be an invaluable tool in fundamental physics where they are used for measuring physical constants [14–17], testing Einstein equivalence principle [18–22], searching for dark sector particles [23], and even proposed for gravitational-wave detection [24, 25] or for measuring free-fall of anti-matter [26]. The principle of a light-pulse AI relies on the use of recoils from photon-atom interactions to coherently split, deflect and interfere matter-waves. Most light-pulse AIs use stimulated two-photon process (Raman or Bragg transitions) to realize the beamsplitters and mirrors required for the interferometer sequence [27]. In this process, the atom coherently absorbs and then emits a photon from a pair of counterpropagated laser beams with different frequencies, resulting in a net momentum transfer of $\hbar k_{\text{eff}}$ at each interaction, where $k_{\text{eff}}$ is the effective wave vector. To perform Bragg-based or Raman-based AIs at their best level of performance, it is beneficial to adress the two-photon transitions in a retroreflected geometry where a single laser beam with two laser frequencies is retroreflected off a mirror. This allows first to reduce the effect of wavefront distortions which affect the sensor’s accuracy [28]. This is because the wavefront distortion of the incoming beam cancels out in a retroreflected configuration and only optical elements behind the atoms have to be considered for wavefront distortions (mirror, wave plate, vacuum window). Secondly, it is an efficient way to implement the $k_{\text{eff}}$ reversal technique [29] to eliminate some systematics, as well as to reduce interferometer phase noise as most vibration effects on the laser phases are common to the two lasers and cancel out in the two-photon process, apart from vibrations of the mirror. However, the use of retroreflection for zero velocity atoms along the Raman beam naturally leads to a double diffraction scheme where two stimulated Raman transitions with opposite momentum transfer $\pm \hbar k_{\text{eff}}$ are simultaneously resonant. This double diffraction scheme has been first implemented using Raman transitions to realize an AI for which the separation between the two arms is $2\hbar k_{\text{eff}}$ both in the case of atoms at rest [30], as well as for nonvanishing initial velocities in the case of a gravimeter [31]. For the latter, three laser frequencies were mandatory to account for the changing Doppler shift induced by gravity acceleration, hence leading to a more complex setup. However, for onboard applications, where shot-to-shot acceleration variations leads to uncontrolled velocity variations of the atomic sample, even though close to zero velocity, it becomes challenging to adress this double diffraction scheme with high efficiency as the two transitions become partly degenerated. Moreover, the experimental realization of a double diffraction AI geometry is much more demanding than that of a single diffraction as it requires longer Raman pulse duration, colder atomic source and additional blow away beams to get rid of parasitic interferometers. Moreover, the gain in scale factor obtained by increasing the arm separation in a double diffraction scheme is not of interest when the sensitivity of the interferometer is limited by vibrations unless used in differential mode accelerometer for applications in gradiometry [32] or for testing the WEP [22]. Therefore, in certain situations, single diffraction may be preferable to double diffraction. In this work, we experimentally demonstrate a technique enabling the use of single diffraction two-photon Raman transitions despite zero Doppler shift in the commonly-used retroreflected geometry. By employing a laser frequency chirp, we lift the degeneracy between the two simultaneous resonance

* malo.cadoret@lecnam.net
transitions. We then apply our technique to the measurement of the horizontal component of acceleration using a Mach-Zehnder style atom interferometer. We achieve a sensitivity of $3.2 \times 10^{-5}$ m/s² and show that no bias is induced by this method.

II. METHOD

We present here a general method which can be applied to any two-photon process such as Raman transition or Bragg diffraction. For example, we demonstrate our technique by performing stimulated two-photon Raman transitions between the two hyperfine ground states of $^{87}$Rb (labelled $|g\rangle$ and $|e\rangle$) via an intermediate state (labelled $|i\rangle$) using two lasers of frequencies $\omega_1$ and $\omega_2$ detuned to the red of the $D_2$ line by $\Delta_i$. The Raman beams are brought to the vacuum chamber via a polarization maintaining optical fiber. After passing through the chamber, the laser beams are retroreflected through a coupled $\pm$ configuration (see Figure 1 (a)). Consequently two pairs of beams can drive the two-photon transition between $|F = 1, m_F = 0\rangle \equiv |g\rangle \rightarrow |F = 2, m_F = 0\rangle \equiv |e\rangle$. With this polarization configuration, the co-propagating Raman transitions are forbidden. The detuning $\delta$ from the two-photon resonance is given by:

$$\delta = \omega_1 - \omega_2 - (\omega_0 + \omega_D + \omega_R) \tag{1}$$

where $\omega_0$ is the frequency of the hyperfine transition, $\omega_D = \pm \hbar k_{\text{eff}} v$ is the Doppler shift due to the atomic velocity $\vec{v}$ in the reference frame of the apparatus, and $\omega_R = \frac{\hbar k_{\text{eff}}}{2m}$ is the recoil frequency shift. Thus, in absence of Doppler shift, both pairs are simultaneously resonant and couple $|g, \vec{p}\rangle \rightarrow |e, \vec{p} \pm \hbar k_{\text{eff}}\rangle$. In order to circumvent this problem and lift the degeneracy between the two resonance conditions, we apply a frequency chirp $\beta = \frac{1}{2\pi} \frac{d\omega_1}{dt} = \frac{1}{2\pi} \frac{d\omega_2}{dt}$ on the Raman lasers. As the reflected beams are delayed with respect to the incoming ones by $t_d = \frac{2L}{c}$ (where $L$ is the distance atom-mirror), the incoming laser frequencies will be shifted by $\delta \omega = 2\pi \beta t_d$ at the position of the atoms, allowing to detune one transition with respect to the other by $2\delta \omega$. This allows to selectively adress Raman pair 1 or pair 2. This effect can be understood as mimicking an effective atomic velocity in the reference frame of the lasers leading to an equivalent Doppler shift $\omega_D = 2\pi \beta t_d$.

A. Experimental setup and lasers

The experiment was carried out in the atom interferometer setup described in [33]. Atom interferometers usually consist in three-steps: preparation, interferometry and population detection. To perform these functions we use the laser system described in detail in [34], based on a frequency doubled fiber bench using two independent lasers sharing the same 5 Watts Erbium-doped fiber amplifier. The laser used to cool and detect the atoms is an erbium DFB fiber laser at 1.5 $\mu$m (output power 20 mW, linewidth 2 kHz) locked relative to the Rb transitions using a saturated absorption lock [35]. The atom interferometry (AI) laser source is a DFB laser diode at 1.5 $\mu$m (Aranex DFB, output power: 10 mW, linewidth 1 MHz). The detuning $\Delta$ of the AI laser from the one photon resonance is controlled using a beat-note between the two lasers at 1.5 $\mu$m. Finally the two lasers are combined at 1.5 $\mu$m by an electro-optical modulator which acts like a continuous optical switch between each laser before seeding the EDFA. The output of the EDFA is sent to the dual-wavelength second harmonic generation bench. In our experiment, the two Raman beam frequencies are generated thanks to a fiber phase modulator [34]. The chirp $\beta$ is obtained by directly modulating the input current of the laser diode using a low frequency arbitrary waveform generator (AWG) (Agilent, Model 33250A). We display on Figure 2 the laser setup and the optical bench of the experiment.
B. Raman spectroscopy experiment

To investigate our method we first started by implementing Raman spectroscopy. A cold $^87$Rb atom sample is produced in a 3 dimensional magneto-optical trap (MOT) loaded from a background vapor pressure in 340 ms. Atoms are further cooled to $2\ \mu K$ by means of polarization gradient in 8 ms. The cooling beams are then turned off, and as the atoms freely fall, a microwave $\pi$-pulse followed by a blow-away beam allows to select the atoms in the insensitive ground state $|F = 1, m_F = 0\rangle$ with a horizontal bias magnetic-field of 100 mG. Then, a horizontal Raman laser pulse of duration $\tau = 10\ \mu s$ is applied to the atoms 18 ms after their release from the trap. The proportion of atoms in each hyperfine state $F = 1$ and $F = 2$ is then measured using a state selective vertical light-induced fluorescence detection. The cycling time of the experiment is $T_{cycle} = 500\ ms$. In practice, the AWG generates a triangle-wave modulation signal in burst mode, directly applied to the modulation input of the laser diode current controller. The voltage command signal is triggered to the Raman pulse and the chirp duration is fixed to $40\ \mu s$. Consequently, the single-photon frequency excursion is controlled by adjusting the peak-to-peak voltage amplitude denoted $A$. We experimentally measure the frequency response of the laser diode as a function of the voltage amplitude by monitoring the beat-note signal between the laser diode and the fiber laser on a spectrum analyzer (SA). Figure 3 displays the frequency response of the laser diode when applying $A = 6\ V$ peak-to-peak amplitude command. For clarity sake, the frequency response is plotted as the frequency difference between the Raman laser frequency $\nu_{\text{Raman}} = \omega_1/2\pi$ and the $5S_{1/2}, F = 2 \rightarrow 5P_{3/2}, F' = 1$ transition. In this case, one finds a chirp $\beta = -210\ MHz,\mu s^{-1}$. The delay between the command and the Raman laser pulse is adjusted to ensure a linear frequency response of 2100 MHz during the Raman pulse.

Figure 4 displays the measured transition probability as a function of the Raman frequency difference $(\omega_1 - \omega_2)/2\pi$ for different chirp values $\beta$ applied to the laser diode. The Raman laser intensity is adjusted to...
maximize the transfer efficiency at resonance for a pulse duration of $\tau = 10 \, \mu s$. When no chirp is applied ($\beta = 0$), only a single peak is observed due to the simultaneous resonant condition. Increasing slightly $\beta$ starts lifting the degeneracy between the two resonant conditions. For $\beta = -35 \, \text{MHz} \, \mu \text{s}^{-1}$, the chirp is not important enough to lift the degeneracy between the two transitions. However, for greater values of the chirp two resonance spectra are clearly observed with a frequency separation which increases linearly with the amplitude of the voltage command. Measuring the frequency separation between the two resonance spectra $(2\delta\omega/2\pi) \approx 24$ cm in agreement with the expected distance from the trap center to the mirror of the setup.

### III. ATOM INTERFEROMETER

To further investigate our technique we performed a Mach-Zehnder style AI in a horizontal configuration using a $\pi/2 - \pi - \pi/2$ chirped-Raman pulse sequence, with each pulse separated by an interrogation time $T$. With this geometry, the atomic phase shift at the output of the interferometer is sensitive to the horizontal acceleration $\ddot{a}$ of the atoms relative to the reference mirror. In the limit of short, resonant pulses, the phase shift is then given by: $\Delta \phi = \phi_1 - 2\phi_2 + \phi_3 = \tilde{\kappa}_R \ddot{a} T^2$, where $\phi_i$ is the phase difference between the two counterpropagating Raman lasers at the position of the atoms at the $i$-th Raman pulse. The delay between the release of the atoms from the trap and the first Raman pulse is $t_0 = 3$ ms. The Raman beams have a waist of 5.5 mm $(1/e^2$ radius). Thus, due to the free fall of the atoms across the laser beam, our interrogation time is limited and the intensity seen by the atoms for the three laser pulses will be different. Consequently, we adjust the timing of our experiment and the position of the laser beam in order to have the same intensity seen by the atoms for the first and the last Raman pulses. This leads to an interrogation time $2T = 31.7$ ms. This configuration enables to minimize light-shift effects. As the intensity is higher for the middle pulse ($\pi$), this configuration also allows to apply the same pulse duration ($\tau = 10 \, \mu s$) for the three Raman laser pulses without losing too much contrast.

Consequently, we ensure the frequency chirp to be the same for each Raman pulse, $\beta = -210 \, \text{MHz} \, \mu \text{s}^{-1}$ in our experiment. Figure 4 is a sketch of the interferometer setup. After the interferometer sequence we measure the proportion of atoms in each output port of the AI by fluorescence. The normalized proportion of atoms in the hyperfine state $|F = 2, m_F = 0\rangle$ after the final $\pi/2$ pulse is a sinusoidal function of the phase shift:

$$ P = P_m - \frac{C}{2} \cos\left(\tilde{\kappa}_\text{eff} \ddot{a} T^2\right) $$

(2)

where $P_m$ is the fringe offset and $C$ the fringe contrast. In a retroreflected geometry, the phase is sensitive to the acceleration of the atom compared to the mirror. Thus, in absence of vibration isolation, fluctuations of the mirror position can induce fluctuations of the interferometer phase which wash out the fringe visibility, even in the laboratory environment. To observe interference fringes, we perform a correlation-based technique combining the simultaneous measurements of the output signal $P$ of our interferometer with the one from a classical accelerometer (QA 750, Honeywell) rigidly fixed to the Raman mirror. This allows to recover the interference fringes, although the fringes are randomly scanned by vibrations. Figure 4 displays retrieval of the fringe pattern obtained by plotting the probability transition of the AI output versus the acceleration measured by the classical accelerometer. The fringe contrast obtained from the sinusoidal least-squares fit of the data is $C = 40\%$.

In order to work at best sensitivity we studied the con-

---

**FIG. 4.** Raman resonance spectra obtained by scanning the Raman frequency difference $(\omega_1 - \omega_2)/2\pi$, across the resonance for five different frequency chirps applied on the laser diode. $A$ is the peak-to-peak amplitude voltage of the signal command. (a) For $\beta = 0$ a single peak is observed due to the simultaneous resonant conditions. (b),(c),(d),(e): When applying a frequency chirp two peaks are observed allowing to lift the degeneracy between the two Raman transitions. The two Raman resonances are separated by $2\delta\omega/2\pi$. 

---
FIG. 5. (a) Sketch of the horizontal atomic accelerometer. The atoms fall under gravity in the retroreflected Raman beam. By measuring the transition probability $P$ as a function of free-fall time of the atoms we adjust the timing of our experiment and the position of the Raman laser beam. The pulse duration is equal for the three Raman light-pulses. The center of the classical accelerometer (Acc.) matches the position of the cold atom cloud at the $\pi$ pulse. $L = 24$ cm: atom-mirror distance. (b) Raman frequency $\omega_1(t)$ during the interferometer sequence. The same linear chirp is applied for the three Raman pulses.

FIG. 6. Horizontal atom interferometer fringe pattern. The total interferometer time is $2T = 31.7$ ms and the frequency chirp applied during each Raman pulse is set to $\beta = -210$ MHz.$\mu$s$^{-1}$. The solid line is a sinusoidal least-squares fit using Eq.2. The estimated fringe contrast is $C \sim 40\%$.

FIG. 7. Contrast as a function of the frequency chirp.

A. Atom accelerometer sensitivity

To analyze the sensitivity and the stability of the horizontal atom accelerometer, we performed a hybridization of the classical accelerometer with the atom interferometer. We use the hybridization procedure described in [4]. We have operated the atomic sensor continuously during one night. Figure 8 displays the Allan standard deviation (ADEV) of the hybridized atomic accelerometer signal. The sign of the effective Raman wave vector $\vec{k}_{\text{eff}}$ is reversed every measurement cycle. We achieve a short-term sensitivity of $3.2 \times 10^{-5}$ m.s$^{-2}/\sqrt{\text{Hz}}$ which is comparable to state-of-the-art [38] ($1 \times 10^{-5}$ m.s$^{-2}/\sqrt{\text{Hz}}$) despite the use of a shorter interrogation time (31.7 ms versus 226 ms). The ADEV of the horizontal acceleration measurement scales as $\tau^{-1/2}$ and reaches $0.2 \times 10^{-5}$ m.s$^{-2}$ at 500 s integration time. For longer integration times, the acceleration measurement drifts as illustrated by the typical linear dependence in the averaging time $\tau$. The observed drift could be caused by an angular variation of the Raman mirror. The atom interferometer is measuring the projection of the gravity along the normal of the mirror. An angular drift of the mirror of 10 $\mu$rad, which seems reasonable on our experimental setup, could explain the observed drift. Thus, one cannot conclude on the long term stability of the atom accelerometer unless using an auxiliary tilt sensor to monitor the angle between the Raman beam and the horizontal plane during the measurement.

B. Bias arising from the frequency chirp

To conclude our study, we investigated a possible bias induced by the frequency chirp $\beta$ on the acceleration measurement. In principle, as long as the chirp applied to the Raman lasers is the same for the three light-pulses,
FIG. 8. Allan standard deviation (ADEV) of the atomic accelerometer (blue line). The dash line illustrates the $\tau^{-1/2}$ scaling. The green line illustrates the $\tau$ scaling.

their should be no supplementary bias. Figure 9 displays the acceleration signal measured by the hybridized atom accelerometer as a function of the chirp $\beta$. Each data point is obtained after an averaging time $\tau = 500$ s. The data are linear fitted and no significant slope is obtained. From the fit uncertainty on the slope, one can estimate a maximum bias of $4.6 \times 10^{-5}$ m.s$^{-2}$ for a frequency chirp $\beta = -210$ MHz.$\mu$s$^{-1}$.

IV. CONCLUSION

We have presented here an experimental demonstration of a method to address a single counterpropagating Raman transition in a retroreflected configuration despite zero Doppler shift. Using this method we have achieved an horizontal acceleration sensitivity of $3.2 \times 10^{-5}$ m.s$^{-2}$/$\sqrt{\text{Hz}}$ with a falling distance of 5.9 mm, which is competitive with state-of-the-art \[38\]. Improving the atom accelerometer sensitivity could be simply achieved by using larger laser beam radius combined with higher optical power, and a faster cycling rate. We have shown that no significant bias was introduced using this method. Further work would be required to assess long term stability of the atomic sensor. This method can easily be extended to other AI configurations involving four or more pulses \[32\]--\[40\], as for example in a double-loop geometry with pulse sequence $(\pi/2 - \pi - \pi/2)$ for rotation measurements independent of acceleration \[12\]. Finally, this method appears suited for multi-axis inertial sensing using cold atoms without need for tilted laser beams \[41\]--\[42\], as well as for compact tiltmeters or for experiments in microgravity environment using atom interferometers based on a single diffraction process \[43\]--\[44\].
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