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Abstract

This paper is concerned with the inverse source problem for the transport equation with external force. We show that both direct and inverse problems are uniquely solvable for generic absorption and scattering coefficients. In particular, for inverse problems, generic injectivity and a stability estimate of the source are derived. The analysis employs the Fredholm theorem and the Santalo’s formula.
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1. Introduction

We study the inverse source problem for the transport equation with an external force. Let \( \Omega \) be an open bounded domain in \( \mathbb{R}^n \) for \( n \geq 2 \) with smooth boundary \( \partial \Omega \). We consider a stationary (i.e. time-independent) transport equation on \( \Omega \) for a distribution function \( u \) depending on position \( x \) and velocity \( \theta \):

\[
\theta \cdot \nabla_x u(x, \theta) + F(x, \theta) \cdot \nabla_\theta u(x, \theta) + \sigma(x, \theta) u(x, \theta) = K(u)(x, \theta) + f(x),
\]

(1.1)
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where $\sigma$ is the attenuation coefficient, which characterizes the total absorption of particles, and $f$ is the source term. The acceleration $F$ describes the total external force acting on the particles. Moreover, the scattering operator $K$ is defined by

$$K(u)(x, \theta) := \int_{V_x} k(x, \theta, \theta') u(x, \theta') d\theta' \quad \text{for} \quad \theta \in V_x,$$

where the kernel $k(x, \theta, \theta')$ characterizes that the particle with the velocity $\theta'$ is scattered into the velocity $\theta$ at the position $x$. Here $\{V_x : x \in \overline{\Omega}\}$ is a collection of subsets of $\mathbb{R}^n \setminus \{0\}$, depending smoothly on $x$, to be defined later.

In this paper, we are interested in the case that the external force $F$ has the following form

$$F(x, \theta) = -\nabla_x \varphi(x) + Y(x) \theta,$$

where $\varphi(x)$ is a smooth scalar potential and $Y(x)$ a smooth $n \times n$ skew-symmetric matrix function depending only on the spatial variable (thus can be viewed as a 1-1 tensor). The term $Y(x) \theta$ can be understood as the product of a matrix with a column vector $\theta$. For example, in electromagnetism, $-\nabla_x \varphi$ and $Y$ represent the electric and magnetic fields respectively, and $F$ is the Lorentz force induced by the electromagnetic field. In the three-dimensional setting, the degree of freedom of $Y$ is 3, it is easy to see that $Y\theta = \theta \times B$ for some vector function $B$. Here $\times$ is the cross-product in $\mathbb{R}^3$. Therefore $Y$ and $B$ are equivalent in three space dimensions, with $B$ the common notation for the magnetic field.

Notice that the transport operator $\theta \cdot \nabla_x + F(x, \theta) \cdot \nabla_\theta$, with the external force $F$ defined by (1.3), induces a Hamiltonian flow with the Hamiltonian function (or energy) $\frac{1}{2} |\theta|^2 + \varphi(x)$. We define the sphere bundle over $\Omega$ of energy $\tau > \max_{x \in \Omega} \varphi(x, 0)$ by

$$S^\tau \Omega := \{(x, \theta) \in \Omega \times (\mathbb{R}^n \setminus \{0\}) : \frac{1}{2} |\theta|^2 + \varphi(x) = \tau\}$$

with its boundary $\partial S^\tau \Omega$. The fiber of the bundle at $x \in \Omega$ is denoted by $S^\tau_x \Omega$, which is exactly the set $V_x$ in the definition of the scattering operator $K$, see (1.2). Hence the transport equation (1.1) stays on the bundle $S^\tau \Omega$. Let $\partial^+ S^\tau \Omega$ and $\partial^- S^\tau \Omega$ be the outgoing and incoming boundaries respectively and they are defined by

$$\partial_{\pm} S^\tau \Omega := \{(x, \theta) \in \partial S^\tau \Omega : x \in \partial \Omega, \pm n(x) \cdot \theta > 0\},$$

where $n(x)$ is the unit outer normal vector at $x \in \partial \Omega$. We also denote

$$S^\tau \Omega^2 := \{(x, \theta, \theta') : x \in \Omega, \theta, \theta' \in S^\tau_x \Omega\}.$$
1.1. Inverse problems and related results

Consider the transport equation (1.1) with trivial condition on the incoming boundary

\[
\begin{align*}
\theta \cdot \nabla_x u(x, \theta) + F(x, \theta) \cdot \nabla_x u(x, \theta) + \sigma(x, \theta)u(x, \theta) &= K(u)(x, \theta) + f(x) \quad \text{in } S^T \Omega, \\
u(x, \theta) &= 0 \quad \text{on } \partial S^T \Omega.
\end{align*}
\]  

(1.4)

The inverse problem we consider here is to recover the source term \( f \) from boundary measurements \( A : L^2(\Omega) \to L^2(\partial_+ S^T \Omega, d\xi) \) modeled by

\[ A f(x, \theta) := u|_{\partial_+ S^T \Omega} \quad \text{for all } (x, \theta) \in \partial_+ S^T \Omega, \]

where \( d\xi(x, \theta) = |\theta \cdot n(x)| d\mu(x) d\theta \) and \( d\mu(x) \) is Lebesgue measure on \( \partial \Omega \).

Before describing our main results, we briefly introduce some related studies. When there is no external force in (1.4), i.e. \( F \equiv 0 \) (so \( \varphi = c \) for some constant \( c \), \( Y = 0 \)), the particles travel along straight lines. The injectivity of the inverse source problem in the trivial geometry is known in the case of small scattering kernel \( k \) [4,8] and generic pairs \((\sigma, k)\) [23]. Recent studies on Riemannian manifolds (non-trivial geometry) can be found in [3,19–21]. For inverse source problems for time-dependent transport equations by applying Carleman estimates, see for instance [9–12] and the references therein.

If there is no scattering as well, i.e. \( F \equiv 0 \) and \( k \equiv 0 \) in (1.2), then the inverse source problem is equivalent to the invertibility of the Euclidean attenuated X-ray transform. The corresponding boundary measurement \( A \) can be expressed as an integral

\[
I_\sigma f(x, \theta)|_{\partial_+(\Omega \times S^{n-1})} := \int_{-\infty}^{0} e^{-\int_{0}^{t} \sigma(x+t\theta, \theta) dt} f(x+s\theta) ds \quad \text{for all } (x, \theta) \in \partial_+ (\Omega \times S^{n-1}).
\]  

(1.5)

Notice that in this case, \( \Omega \times S^{n-1} = S^{1/2+c} \Omega \) since the energy is \( |\theta|^2/2 + \varphi = 1/2 + c \). For attenuation coefficient \( \sigma \) depending on \( x \) only, it is known that \( I_\sigma \) is injective with explicit inversion formulas [1,5,13–15]. If the attenuation coefficient \( \sigma \) depends on both \( x \) and the velocity, i.e. \( \sigma = \sigma(x, \theta) \), then injectivity results of \( I_\sigma \) can be found in e.g. [7,16,26].

When \( F \neq 0 \), under the influence of the acceleration field, the trajectories associated with the transport operator are not straight lines in general (specifically they are curves), and the velocities along such curves are not constant vectors. Therefore, in this scenario \( I_\sigma f \) corresponds to attenuated X-ray transforms along a family of curves instead of straight lines, see [7] and [25, Appendix].

1.2. Main results

Throughout this paper, we fix the constant \( \tau \) and extend the source \( f \) from \( \Omega \) to the whole space \( \mathbb{R}^n \) by 0. This ensures that the line integral domain can be taken over the whole real line \( \mathbb{R} \) without changing the value.

To study inverse problem, let \( \Omega_1 \) be another open bounded domain in \( \mathbb{R}^n \) so that \( \Omega \subset \overline{\Omega} \subset \Omega_1 \). We extend the pair \((\sigma, k)\), the potential \( \varphi \) and \( Y \) to \( \Omega_1 \) with the same regularity, and such that
max_{Ω1} ϕ < τ as well. We choose and fix such an extension as a continuous operator in those spaces. Define the operator A_1 : L^2(Ω1) → L^2(∂_+ S^1 Ω1, dξ) in the same way as A. In particular, we are interested in those f ∈ L^2(Ω1) supported in \( \overline{Ω} \), which are equivalent to elements of L^2(Ω). Therefore, the restriction A_1 : L^2(Ω) → L^2(∂_+ S^1 Ω1, dξ) is also well-defined.

We also impose a convexity condition for the boundary ∂Ω with respect to the underlying dynamical flow (or the external force). Note that the trajectories of the particles satisfy the following Newton’s equation

\[ \ddot{y} = F(y, \dot{y}) = -\nabla_x \varphi(y) + Y(y) \dot{y}. \]  

(1.6)

We denote the solution of (1.6) with initial value (x, θ) ∈ S^1 \( \overline{Ω} \) by \( \gamma_{x,θ} \). See Section 2.1 for more details.

**Definition 1.1.** Let x ∈ ∂Ω, we say that the boundary ∂Ω is strictly convex at x with respect to the external force F if for any θ ∈ S^1 \( \overline{Ω} \) tangent to ∂Ω, there exists δ > 0 such that \( \gamma_{x,θ}(t) \notin \overline{Ω} \) for t ∈ (−δ, δ) \ {0}. Moreover, the boundary ∂Ω is said to be strictly convex with respect to F if it is strictly convex with respect to F at all x ∈ ∂Ω.

When F ≡ 0, the above definition is consistent with the usual definition of a strictly convex domain. We will assume that both ∂Ω and ∂Ω_1 are strictly convex with respect to F. Notice that this is not an essential assumption, one can always push away the boundary, and manipulate the extensions of \( \varphi \) and \( k \), to make it strictly convex with respect to F.

We say that the family of curves defined by (1.6) is non-trapping if for any (x, θ) ∈ S^1 \( \overline{Ω} \), the curve \( \gamma = \gamma_{x,θ} \) exits the domain Ω in finite time in both the forward and backward directions. In other words, the travel time functions \( \ell_± \), defined in (2.3), satisfy |\( \ell_±(x,θ) \)| < ∞ for all (x, θ) ∈ S^1 \( \overline{Ω} \).

Our main result is about the uniqueness and stability of the inverse source problem for generic (σ, k).

**Theorem 1.1 (Uniqueness and stability estimate).** Let Ω be an open bounded domain in \( \mathbb{R}^n \) for n ≥ 2 with smooth strictly convex boundary ∂Ω with respect to F. Suppose that the trajectories defined by (1.6) form a family of non-trapping curves. Let f ∈ L^2(Ω). Then there exists an open and dense set \( \mathcal{V} \) of pairs

\[ (σ(x, θ), k(x, θ, θ')) ∈ C^2(S^1 \overline{Ω}) × C^2(S^1 \overline{Ω}, \mathbb{R}) \]  

(1.7)

including a neighborhood of (0, 0) such that for each (σ, k) in the set \( \mathcal{V} \), the direct problem (1.4) is well-posed. Moreover, suppose that the attenuated X-ray transform I_{σ,F} (see (1.9)) is injective, and k(x, θ, θ') = κ_1(x,θ)κ_2(x, θ'), then the following results hold:

1. the map A_1 is injective on L^2(Ω);
2. the stability estimate

\[ \|f\|_{L^2(Ω)} \leq C\|A_1^* A_1 f\|_{H^1(Ω)}, \]  

(1.8)

holds for all f ∈ L^2(Ω), where C > 0 is a constant and locally uniform in (σ, k).
Remark 1.1. In the above theorem, we assume that the attenuated ray transform $I_{\sigma,F}$, along a family of curves determined by $F$ (or by $\varphi$ and $Y$), is injective. This does not affect much the generality of our result, as $I_{\sigma,F}$ is injective for generic $\varphi$ and $Y$, see [7]. In dimension 3 and higher, $I_{\sigma,F}$ is injective if the family of curves satisfies a global foliation condition [25, Appendix].

Since the dynamics of a particle is impacted by both external force $F$ and the scattering term $K$, its corresponding boundary measurement $A_1$ is of the form $I_{\sigma,F} + L$. Here

$$I_{\sigma,F} f(x, \theta)|_{\partial_+ S^\tau \Omega} := \int_{-\infty}^{0} e^{-\int_{s}^{0} \sigma(y_{x,\theta}(t),\dot{y}_{x,\theta}(t))dt} f(y_{x,\theta}(s)) \, ds, \quad (x, \theta) \in \partial_+ S^\tau \Omega$$

(1.9)

corresponds to attenuated X-ray transforms along a family of curves $y_{x,\theta}$ with velocities $\dot{y}_{x,\theta}$ and $L$ is a compact operator, contributed from the scattering effect. Therefore, the normal operator $A_1^* A_1$ is equal to $I_{\sigma,F}^* I_{\sigma,F} + L$ with a compact operator $L$. See Section 3 for the detailed definitions of compact operators $L$ and $C$. Note that for the attenuated X-ray transform $I_{\sigma,F}$, its generic injectivity and stability (similar to Theorem 1.1) are known due to [7], where the result even holds for a general family of curves. Since the operator $A_1^* A_1$ is a compact perturbation of $I_{\sigma,F}^* I_{\sigma,F}$, we then apply the analytic Fredholm theorem [17] to establish the injectivity and stability of the operator $A_1$, as well as the well-posedness of the forward problem, for generic pairs $(\sigma, k)$.

The remaining part of the paper is organized as follows. In Section 2, we formulate the trajectories of particles under the influence of the external force and introduce notations and preliminary results. We also study the forward problem for the transport equation. In Section 3, we discuss the determination of the source. We derive uniqueness and stability estimates for a generic class of absorption and scattering coefficients by solving a Fredholm equation related to the normal operator.

2. The forward problem

In this section, we start by introducing notations and spaces. We also formulate several lemmas and propositions used later to prove the well-posedness result in Section 2.3.

2.1. Notations

The trajectory $(X, \Theta)$ of the flow, associated to the transport operator $\theta \cdot \nabla_x + F(x, \theta) \cdot \nabla_\theta$, is characterized by the following system:

$$\begin{align*}
\dot{X}(s) &= \Theta(s) \\
\dot{\Theta}(s) &= -\nabla_x \varphi(X(s)) + Y(X(s)) \Theta \\
X(0) &= x \\
\Theta(0) &= \theta,
\end{align*}$$

(2.1)

with initial condition $(x, \theta)$ at initial time $s = 0$. We introduce the energy
\[ H(x, \theta) = \frac{1}{2} |\theta|^2 + \varphi(x), \]

and note that this energy \( H \) is conserved, that is,

\[ H(X(s), \Theta(s)) = H(x, \theta). \]

In fact, by taking the derivative with respect to \( s \) on the energy \( H(X(s), \Theta(s)) = \frac{1}{2} |\Theta(s)|^2 + \varphi(X(s)) \), along any fixed flow, we have

\[
\frac{d}{ds} H(X(s), \Theta(s)) = \Theta(s) \cdot \dot{\Theta}(s) + \nabla_x \varphi(X(s)) \dot{X}(s) = 0
\]
due to (2.1) and the fact that \( Y(x) \theta \) is orthogonal to \( \theta \) (that is, \( Y(x) \theta \cdot \theta = 0 \)). This implies that along the flow the energy \( H(X(s), \Theta(s)) \) is a constant determined by the given initial data.

Therefore, from now on, we consider the energy level \( H \) is a fixed positive constant along each flow, that is,

\[ H(x, \theta) = \frac{1}{2} |\theta|^2 + \varphi(x) \equiv \tau \quad (2.2) \]

for some constant \( \tau > 0 \) and also assume that \( \max_{\Omega} \varphi < \tau \). Then (2.2) yields that for each \( x \in \Omega \), its velocity indeed lies on a sphere with the radius depending on \( x \) only. We can also express the velocity as a function of \( x \) and \( v \):

\[ \theta = p(x) v, \]

where \( v \in S^{n-1} \), the unit sphere, and the radius \( p(x) := \sqrt{2(\tau - \varphi(x))} \). We define the sphere bundle over \( \Omega \) with a fixed energy by

\[ S^\tau \Omega := \{ (x, \theta) \in \Omega \times (\mathbb{R}^n \setminus \{0\}) : H(x, \theta) = \tau \} \]

and its boundary by

\[ \partial S^\tau \Omega := \{ (x, \theta) \in \partial \Omega \times (\mathbb{R}^n \setminus \{0\}) : H(x, \theta) = \tau \}. \]

Moreover, we denote the fiber of the bundle at each point \( x \in \Omega \) by

\[ S^\tau_x \Omega := \{ \theta = p(x) v : v \in S^{n-1} \}. \]

Recall that the outgoing and incoming boundaries are defined through

\[ \partial_\pm S^\tau \Omega := \{ (x, \theta) \in \partial S^\tau \Omega : x \in \partial \Omega, \pm n(x) \cdot \theta > 0 \}, \]

where \( n(x) \) is the unit outer normal vector at \( x \in \partial \Omega \).

For \( x \in \overline{\Omega} \) and \( \theta \neq 0 \), the curve \( X(s) \) satisfying the initial conditions \( X(0) = x \) and \( \dot{X}(0) = \theta \) is defined on the interval \( [\ell_-(x, \theta), \ell_+(x, \theta)] \), where two travel time functions
are determined by \( X(\ell_+ (x, \theta)) \in \partial \Omega \). In particular, they satisfy 
\( \ell_+ (x, \theta) |_{\partial_+ S^\tau \Omega} = \ell_- (x, \theta) |_{\partial_- S^\tau \Omega} = 0 \).

2.2. Preliminary results

To emphasize the trajectory’s dependence on the initial data, from now on we denote solutions to \( (2.1) \) with initial data \((x, \theta)\) by 
\((\gamma_x, \theta (s), \dot{\gamma}_x, \theta (s))\).

We define the following two operators

\[
T_1 := \theta \cdot \nabla_x + F(x, \theta) \cdot \nabla \theta + \sigma(x, \theta),
\]

and

\[
T := \theta \cdot \nabla_x + F(x, \theta) \cdot \nabla \theta + \sigma(x, \theta) - K.
\]

Then \( T = T_1 - K \). The problem \((1.4)\) can be rewritten as

\[
(T_1 - K)u = f, \quad u|_{\partial_- S^\tau \Omega} = 0.
\]

At this point, we assume that \( f \) depends on the velocity as well, i.e. \( f = f(x, \theta) \). Applying \( T_1^{-1} \) to \((2.4)\), we have

\[
(Id - T_1^{-1} K)u = T_1^{-1} f,
\]

where \( Id \) denotes the identity operator and the operator \( T_1^{-1} \) is defined by

\[
T_1^{-1} f(x, \theta) := \int_{-\infty}^0 e^{-\int_0^t \sigma(\gamma_x, \theta (s), \dot{\gamma}_x, \theta (s)) \, ds} f(\gamma_x, \theta (s), \dot{\gamma}_x, \theta (s)) \, ds \quad \text{for all } (x, \theta) \in S^\tau \Omega.
\]

To simplify the expression, we denote the exponential term in the above integral by

\[
W(s, x, \theta) := e^{-\int_0^t \sigma(\gamma_x, \theta (s), \dot{\gamma}_x, \theta (s)) \, ds}.
\]

If the operator \( Id - T_1^{-1} K \) is invertible, then the problem \((2.4)\) is uniquely solvable. This implies that there exists a unique solution of the problem \((2.4)\) of the form

\[
u = T^{-1} f = (Id - T_1^{-1} K)^{-1} T_1^{-1} f,
\]

and, moreover, it can also be written as
\[ u = T_1^{-1}(Id - KT_1^{-1})^{-1} f. \]

Therefore, the study of the forward problem here is reduced to showing that the operator \( Id - KT_1^{-1} \) is invertible. For this purpose, we will study \( KT_1^{-1}K \) instead since \( KT_1^{-1} \) is not compact on \( L^2(S^\tau \Omega) \) due to insufficient integrals. This is motivated by the following observation. The invertibility of

\[ Id - (KT_1^{-1})^2 = (Id - KT_1^{-1})(Id + KT_1^{-1}) \]

implies the invertibility of \( Id - KT_1^{-1} \), see [23] or Section 2.3 for detailed discussion.

The compactness of the operator \( KT_1^{-1}K \) on \( L^2(S^\tau \Omega) \) is established in Proposition 2.1, which is built on the following two lemmas.

**Lemma 2.1.** Suppose that \((\sigma, k)\) satisfy (1.7). For any \( f \in L^2(S^\tau \Omega) \), the operator \( KT_1^{-1} \) is decomposed into

\[ KT_1^{-1}f = \hat{K}_s f + \hat{K}_r f, \]

where \( \hat{K}_s \) is a singular integral operator defined in (2.7) and \( \hat{K}_r \) is a smooth integral operator defined in (2.6).

**Proof.** Let \( \chi : \mathbb{R} \to [0, 1] \) be a smooth cutoff function satisfying \( \chi = 1 \) near \( s = 0 \) and its compact support \( \text{supp(\chi)} \) is sufficiently small. We split the operator \( KT_1^{-1} \) into the following two operators:

\[ [KT_1^{-1}]f =: \hat{K}_s f + \hat{K}_r f, \]

where we denote

\[ \hat{K}_s f := [KT_1^{-1}](\chi f) \quad \text{and} \quad \hat{K}_r f := [KT_1^{-1}](1 - \chi)f. \]

Performing the change of variables \( \theta' = p(x)v \) with \( p(x) > 0 \) for \( v \in S^{n-1} \) gives that

\[ [KT_1^{-1}]f(x, \theta) = \int_{S^{\theta-1}} k(x, \theta, \theta') \int_{-\infty}^0 W(s, x, \theta') f(\gamma_{x, \theta'}(s), \dot{\gamma}_{x, \theta'}(s)) ds d\theta' \]

\[ = \int_{S^{\theta-1}} k(x, \theta, p(x)v) \int_{-\infty}^0 W(s, x, p(x)v f(\gamma_{x, p(x)v}(s), \dot{\gamma}_{x, p(x)v}(s)) p(x)^{n-1} ds dv. \]

For any \( s_0 \neq 0 \), the map \((s, \theta') \mapsto y = \gamma_{x, \theta'}(s)\) is a diffeomorphism from a neighborhood of \((s_0, \theta_0)\) to its image. However, when \( s_0 = 0 \), say \((s \in (-\varepsilon, 0) \text{ for small } \varepsilon > 0 )\), the map \((s, \theta') \mapsto y = \gamma_{x, \theta'}(s)\) has the Jacobian \( \dot{J} \) vanishing at \( s = 0 \). This implies that after performing the change of variables \((s, \theta') \mapsto y\), the operator \( \hat{K}_r \) has a smooth kernel while \( \hat{K}_s \) is the operator with a
singular kernel. More precisely, if we perform the change of variables \( y = \gamma_{x,pv}(s) \) in \( \hat{K}_r f \), then we obtain the smooth operator

\[
\hat{K}_r f(x, \theta) = \int_{\Omega} k(x, \theta, pv)(1 - \chi(s))W(s, x, pv) f(y, \dot{\gamma}_{x,pv}(s))\tilde{J}^{-1}(x, s, v)|_{s = s(y), v = v(y)} p(x)^{n-1} dy.
\]

To deal with the singular kernel in \( \hat{K}_s \), instead of taking the change of variable as above, we take the following procedures. We first define the function

\[
m(s, pv; x) := \gamma_{x,pv}(s) - x, \quad m(0, pv; x) = pv,
\]

where we used the Taylor’s polynomial of \( \gamma_{x,pv} \) at \( s = 0 \) and \( d_t|_{t=0}m(s, pv; x) = \dot{\gamma}_{x,pv}(0) = pv \).

Next, we introduce the new variables \((r, w) \in \mathbb{R} \times S^{n-1}\) defined by

\[
r = s|m(s, pv; w)|, \quad w = \frac{m(s, pv; x)}{|m(s, pv; x)|} \quad \text{for } s \leq 0.
\]

These new variables can be viewed as polar coordinates for \( \gamma_{x,pv}(s) - x = rw \) in which we allow \( r \) to be negative. Moreover, \((r, w)\) are smooth for \( \varepsilon \) small enough. For the change of variables \((s, v) \mapsto (r, w)\), we denote its Jacobian by

\[
J(x, s, v) := \det \frac{\partial (r, w)}{\partial (s, v)} \neq 0.
\]

To analyze the behavior of \( J \) near \( s = 0 \), a direct computation gives

\[
\partial_s r|_{s=0} = |m(0, pv; x)| = p(x), \quad \partial_v r|_{s=0} = 0.
\]

Moreover, since \( m(0, pv; x) = \dot{\gamma}_{x,pv}(0) = pv \) for \( v \in S^{n-1} \) gives

\[
w(0, pv; s) = \frac{m(0, pv; x)}{|m(0, pv; x)|} = v,
\]

from Taylor’s polynomial, we have

\[
\partial_v w|_{s=0} = \partial_v (v + \partial_s w(0, pv; x)s + \ldots)|_{s=0} = I_n,
\]

the \( n \times n \) identity matrix. This implies that the Jacobian satisfies

\[
J|_{s=0} = p(x) \neq 0,
\]
and therefore the map $(s, v) \in \mathbb{R}^- \times S^{n-1} \mapsto (r, w) \in \mathbb{R}^- \times S^{n-1}$ is a local diffeomorphism from $(-\varepsilon, 0] \times S^{n-1}$ to its image provided that $\varepsilon > 0$ is sufficiently small. Here we denote $\mathbb{R}^-$ to be the set consisting of all negative points and the zero.

Note that we can always choose the support of $\chi$ to be sufficiently small. Combining this with the fact that $J$ does not vanish near $s = 0$, we have

$$\hat{K}_s f(x, \theta) = \int_{\Omega} k(x, y, \theta) \frac{f(y)}{|x - y|^{n-1}} p(x)^{n-1} dy,$$

where

$$k_1(x, y, \theta) := k(x, \theta, pv) \chi(s) W(s, x, pv) J^{-1}(x, s, v) \big|_{s = s(x, r, w), v = v(x, r, w)} p(x)^{n-1} \left. d r d w. \tag{2.7} \right.$$
exhibiting it as a norm limit of compact operators with finite ranks. Therefore, together with the smoothness of the operator \( \tilde{K}_r \), we conclude that \( KT^{-1} \) is compact on \( L^2(\Omega) \).

To close this subsection, we show the following result with the help of Lemma 2.1 and Lemma 2.2.

**Proposition 2.1.** The operator \( KT^{-1} : L^2(S^\tau \Omega) \rightarrow L^2(S^\tau \Omega) \) is compact.

**Proof.** Since \( \hat{K}_r K \) is a smooth operator, it is sufficient to show that \( \hat{K}_r K \) is compact. To achieve this, replacing \( f(\hat{K}_r K \) by \( \hat{K}_r K \) in (2.7) by

\[
K(f)(y, \dot{\gamma}_x, p(x)v(s)) = \int_{S^\tau \Omega} k(y, \dot{\gamma}_x, p(x)v(s), \theta') |s = s(x, |y - x|, \frac{r - x}{\frac{n}{\tau - 1}}), v = v(x, |y - x|, \frac{r - x}{\frac{n}{\tau - 1}}) f(y, \theta') d\theta',
\]

we have

\[
[\hat{K}_r K f](x, \theta) = \int \int_{\Omega \times S^{n-1}} g(x, y, \theta, v') |x - y|^{n-1} f(y, p(y)v') p(y)^{n-1} dv'dy.
\]

Here we denote

\[
g(x, y, \theta, v') := k_1(x, y, \theta) k(y, \dot{\gamma}_x, p(x)v(s), p(y)v') |s = s(x, |y - x|, \frac{r - x}{\frac{n}{\tau - 1}}), v = v(x, |y - x|, \frac{r - x}{\frac{n}{\tau - 1}}) p(x)^{n-1},
\]

which satisfies

\[ |g(x, y, \theta, v')| \leq C, \]

for some constant \( C > 0 \). By Proposition B.2, we conclude that \( \hat{K}_r K \) is compact. This completes the proof.

2.3. The well-posedness result

Before showing the well-posedness result, we also need the following analytic Fredholm theorem from [17]. Let \( \mathcal{L}(\mathcal{H}) \) denote the set of bounded linear operators on the Hilbert space \( \mathcal{H} \).

**Proposition 2.2.** [17, Theorem VI.14] Let \( D \) be an open connected subset of \( \mathbb{C} \). Let \( \mathcal{F} : D \rightarrow \mathcal{L}(\mathcal{H}) \) be an analytic operator-valued function such that \( \mathcal{F}(\lambda) \) is compact for each \( \lambda \in D \). Then one of the following statements holds: either

1. \( (I - \mathcal{F}(\lambda))^{-1} \) exists for no \( \lambda \in D \); or else
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(2) \((Id - F(\lambda))^{-1}\) exists for all \(\lambda \in D \setminus S\) where \(S\) is a discrete subset of \(D\). In this case, \((Id - F(\lambda))^{-1}\) is meromorphic in \(D\), analytic in \(D \setminus S\), the residues at the poles are finite rank operators.

We are now ready to show that the problem under study is well-posed. Note that the following well-posedness result holds for \(f = f(x, \theta)\).

**Theorem 2.1** (Well-posedness result). There exists an open and dense set \(\mathcal{U}\) of pairs \((\sigma, k) \in C(S^T \overline{\Omega}) \times C(S^T \overline{\Omega}^2)\), including a neighborhood of \((0, 0)\) so that for each \((\sigma, k)\) in the set, the following statements hold:

1. for any \(f \in L^2(S^T \Omega)\), there exists a unique solution \(u \in L^2(S^T \Omega)\) to the problem (1.4);
2. \(A: L^2(S^T \Omega) \to L^2(\partial_+ S^T \Omega, d\xi)\) is a bounded operator.

**Proof.** (1) Following a similar argument and notations as in [23], we fix an arbitrary pair \((\sigma, k)\), and consider

\[
P(\lambda) = Id - (\lambda KT^{-1}_1)^2 = (Id - \lambda KT^{-1}_1)(Id + \lambda KT^{-1}_1) \quad \text{in} \quad L^2(S^T \Omega), \quad \lambda \in \mathbb{C}.
\]

Notice that \((\lambda KT^{-1}_1)^2 = \lambda^2 KT^{-1}_1 K T^{-1}_1\) is compact by Proposition 2.1 and the resolvent \(P(\lambda)^{-1}\) exists for \(|\lambda| \ll 1\). By taking \(F(\lambda) = (\lambda KT^{-1}_1)^2\) and \(D = \mathbb{C}\), we apply Proposition 2.2 to get that the resolvent \(P(\lambda)^{-1}\) exists for all but a discrete set \(S \subset \mathbb{C}\) and it is meromorphic w.r.t. \(\lambda\). In particular, this implies that the resolvent

\[
(Id - \lambda KT^{-1}_1)^{-1} = (Id + \lambda KT^{-1}_1) P(\lambda)^{-1}
\]

exists for \(\lambda \in \mathbb{C} \setminus S\). This can be shown by analytic continuation in \(\mathbb{C} \setminus S\), which is an open connected set. Since \((Id - \lambda T^{-1}_1 K) T^{-1}_1 = T^{-1}_1 (Id - \lambda KT^{-1}_1)^{-1}\), the operator \(T^{-1}\) with \(k\) replaced by \(\lambda k\) in (2.5) exists and thus the solution to (1.4)

\[
u = (Id - \lambda T^{-1}_1 K)^{-1} T^{-1}_1 f = T^{-1}_1 (Id - \lambda KT^{-1}_1)^{-1} f
\]

exists for any \(\lambda \in \mathbb{C} \setminus S\). This means that for \((\sigma, \lambda k)\) \(\lambda \in \mathbb{C} \setminus S\), the solution \(u\) exists, which yields that the set \(\mathcal{U}\) is dense in \(C(S^T \overline{\Omega}) \times C(S^T \overline{\Omega}^2)\).

To show this set \(\mathcal{U}\) is open, we apply the standard perturbation arguments. We consider \(k\) for which \(Id - \lambda KT^{-1}_1\) is invertible and \(\tilde{k}\) is a small perturbation of \(k\) \((\tilde{k}\) is close to \(k\) in \(C(S^T \overline{\Omega}^2))\), which leads to that the operator \(\tilde{K}\) with kernel \(\tilde{k}\) is close to \(K\). Moreover, we take \(\tilde{\lambda}\) a small perturbation of \(\lambda\). Then the invertibility of \(Id - \lambda KT^{-1}_1\) gives that

\[
Id - \tilde{\lambda} \tilde{K} T^{-1}_1 = Id - \lambda KT^{-1}_1 - \lambda (\tilde{K} - K) T^{-1}_1 + (\lambda - \tilde{\lambda}) \tilde{K} T^{-1}_1
\]

\[
= (Id - \lambda KT^{-1}_1)[Id - (Id - \lambda KT^{-1}_1)^{-1} (\lambda (\tilde{K} - K) T^{-1}_1 - (\lambda - \tilde{\lambda}) \tilde{K} T^{-1}_1)]
\]

\[
= (Id - \lambda KT^{-1}_1)(Id - K^\beta).
\]
When $\tilde{k}$ and $\tilde{\lambda}$ are sufficiently close to $k$ and $\lambda$, respectively, the norm of the operator $K^b$ is going to be very small, which implies that $Id - K^b$ is invertible. Thus we can conclude that $Id - \tilde{\lambda}K^b_{T^{-1}}$ is invertible when $\tilde{k}$ is close to $k$ and $\tilde{\lambda}$ is also close to $\lambda$. This shows that the set $\mathcal{U}$ is open. Hence we complete the proof of part (1).

(2) For $f \in L^2(S^\tau \Omega)$, from (1), we have that the transport solution $u = (Id - T_{1}^{-1}K)^{-1}T_{1}^{-1}f$ is in $L^2(S^\tau \Omega)$. Then the generalized attenuated X-ray transform is

$$\mathcal{A}f = B_{+}T_{1}^{-1}f = B_{+}(Id - T_{1}^{-1}K)^{-1}T_{1}^{-1}f = B_{+}T_{1}^{-1}(Id - KT_{1}^{-1})^{-1}f,$$

where we denote

$$B_{+}h := h|_{\partial_{+}S^\tau \Omega}$$

and, in particular, $(Id - KT_{1}^{-1})^{-1}f \in L^2(S^\tau \Omega)$. Therefore, it is sufficient to show that $B_{+}T_{1}^{-1} : L^2(S^\tau \Omega) \rightarrow L^2(\partial_{+}S^\tau \Omega, d\xi)$ is also bounded. To this end, we apply Hölder inequality and Santalo’s formula (see Proposition A.1) to obtain

$$\|B_{+}T_{1}^{-1}f\|_{L^2(\partial_{+}S^\tau \Omega, d\xi)}^2 \\
= \int_{\partial_{+}S^\tau \Omega} |B_{+}T_{1}^{-1}f(x, \theta)|^2 d\xi(x, \theta) \\
\leq C \int_{\partial_{+}S^\tau \Omega} \left( \int_{\ell_{-(x, \theta)}}^0 |f(\gamma_{x, \theta}(s), \dot{\gamma}_{x, \theta}(s))| ds \right)^2 d\xi(x, \theta) \\
\leq C \left( \max_{\partial_{+}S^\tau \Omega} |\ell_{-(x, \theta)}(s)| \right) \int_{\partial_{+}S^\tau \Omega} \left( \int_{\ell_{-(x, \theta)}}^0 |f(\gamma_{x, \theta}(s), \dot{\gamma}_{x, \theta}(s))|^2 dsd\xi(x, \theta) \right) \\
\leq C \left( \max_{\partial_{+}S^\tau \Omega} |\ell_{-(x, \theta)}(s)| \right) \int_{\Omega} \left( \int_{\ell_{-(x, \theta)}}^0 p(\gamma_{x, \theta}(s)) \left| f(\gamma_{x, \theta}(s), \dot{\gamma}_{x, \theta}(s)) \right|^2 ds \right) p(x)^{-1} d\xi(x, \theta) \\
= C \left( \max_{\partial_{+}S^\tau \Omega} |\ell_{-(x, \theta)}(s)| \right) \int_{\Omega} |f(x, \theta)|^2 d\theta dx \\
= C \left( \max_{\partial_{+}S^\tau \Omega} |\ell_{-(x, \theta)}(s)| \right) \|f\|_{L^2(S^\tau \Omega)}^2.$$

The proof is completed. □

3. Inverse source problem

In this section, we will study the recovery of the source. For this purpose, we consider a larger domain $\Omega_1 \supset \Omega$ and $\Omega_1$ is also strictly convex and bounded. Moreover, as mentioned in the introduction, we extend $\varphi$, $Y$, $\sigma$ and $k$ to $\Omega_1$ while keeping their regularities and for the source
term, we also extend \( f \) by zero in \( \Omega_1 \setminus \Omega \). Then \( f \) is supported in \( \overline{\Omega} \). In this larger domain \( \Omega_1 \), we define the corresponding measurement operator \( A_1 \) by

\[
A_1 : f \in L^2(\Omega_1) \to L^2(\partial_+ S^\tau \Omega_1, d\xi)
\]

in the same way as the previously defined operator \( A \). To recover \( f \), we will take the measurement on \( \partial \Omega_1 \) instead of \( \partial \Omega \).

Note that all operators below are also defined in the same way as before, the only difference is that they are now defined in the domain \( \Omega_1 \).

Suppose that for \((\sigma, k) \in \mathbb{N}_+\), the corresponding operator \( T_1 - K \) is invertible. This is promised by the well-posedness theorem. Then we can express

\[
A_1 f = B_+ T_1^{-1} (Id - KT_1^{-1})^{-1} \Pi f =: I_{\sigma, F} f + Lf,
\]

where the operator \( I_{\sigma, F} \) is defined in (1.9), written as \( I_{\sigma, F}|_{\partial_+ S^\tau \Omega_1} = B_+(T_1^{-1} \Pi) \), and \( L : L^2(\Omega_1) \to L^2(\partial_+ S^\tau \Omega_1, d\xi) \) is defined by

\[
L := B_+ (-Id + (Id - T_1^{-1} K)^{-1})T_1^{-1} \Pi.
\]

Moreover, \( L \) can be recast as

\[
L = B_+ T_1^{-1} (Id - KT_1^{-1})^{-1} KT_1^{-1} \Pi
\]

and from this expression, one can see that \( L \) is a bounded operator since \( B_+ T_1^{-1} : L^2(S^\tau \Omega_1) \to L^2(\partial_+ S^\tau \Omega_1, d\xi) \), \( (Id - KT_1^{-1})^{-1} : L^2(S^\tau \Omega_1) \to L^2(S^\tau \Omega_1) \) and \( KT_1^{-1} \Pi : L^2(\Omega_1) \to L^2(S^\tau \Omega_1) \) are bounded operators.

Now with \( A_1^* \), the adjoint of \( A_1 \), we decompose the operator \( A_1^* A_1 \) into

\[
A_1^* A_1 = I_{\sigma, F}^* I_{\sigma, F} + (I_{\sigma, F}^* L + L^* I_{\sigma, F} + L^* L) =: I_{\sigma, F}^* I_{\sigma, F} + \mathcal{L}.
\]

Therefore, we can view \( A_1^* A_1 \) as a compact perturbation of \( I_{\sigma, F}^* I_{\sigma, F} \), where the perturbation \( \mathcal{L} \) is a compact operator on \( L^2(\Omega_1) \) as shown in Lemma 3.1. To achieve this, we first study the adjoint of \( I_{\sigma, F} \).

### 3.1. Analysis of \( \mathcal{L} \) and a formula for \( I_{\sigma, F}^* \)

We first derive a formula for \( I_{\sigma, F}^* \). Notice that the map \( \partial_+ S^\tau \Omega_1 \times (-\infty, 0) \ni (z, \theta, s) \mapsto (x, \theta') \in S^\tau \Omega_1 \) given by \( x = \gamma_{z, \theta}(s) \), and \( \theta' = \dot{\gamma}_{z, \theta}(s) \), which is a local diffeomorphism. The inverse of the map can be found by solving \( \gamma_{x, \theta'}(-s) = z \), \( \dot{\gamma}_{x, \theta'}(-s) = \theta \) and then its corresponding Jacobian is denoted by

\[
J^b(x, \theta') := \det \frac{\partial(z, \theta, s)}{\partial(x, \theta')}. \]

Recall that \( W(s, x, \theta) := e^{-\int_0^s \sigma(\gamma_{x, \theta}(t), \dot{\gamma}_{x, \theta}(t)) dt} \). Then for \( f \in L^2(\Omega_1) \), \( g \in L^2(\partial_+ S^\tau \Omega_1, d\xi) \), we have
\[
\langle I_{\sigma,F} f, g \rangle = \int_{\partial_+ S^* \Omega_1} \int_{-\infty}^{0} W(s, z, \theta) f(\gamma z, \theta(s)) g(z, \theta) \, ds \, d\xi(z, \theta)
\]
\[
= \int_{\Omega_1} \int_{S^* \Omega_1} W(x, \theta') f(x) \overline{g^\sigma}(x, \theta') J^b(x, \theta') \, d\theta' \, dx
\]
\[
= \int_{\Omega_1} f(x) \left( \int_{S^* \Omega_1} W(x, \theta') \overline{g^\sigma}(x, \theta') J^b(x, \theta') \, d\theta' \right) \, dx,
\]
where we denote
\[
g^\sigma(x, \theta') := g(z, \theta),
\]
that is, \(g^\sigma\) is extended as a constant along the curve \(\gamma z, \theta(s)\), and \(W(x, \theta') := W(s, z, \theta)\). Therefore, we have the adjoint of \(I_{\sigma,F}\) as follows:

\[
[I_{\sigma,F}^* g](x) := \int_{S^* \Omega_1} \overline{W}(x, \theta') J^b(x, \theta') g^\sigma(x, \theta') \, d\theta'.
\]

This yields that (see [7])

\[
[I_{\sigma,F}^* B + T_{-1}^1 h](x) = \int_{S^* \Omega_1} \overline{W}(x, \theta') J^b(x, \theta') g^\sigma(x, \theta') ds \, d\theta'.
\]

Therefore, when \(h(x) = h(x, \theta)\), by performing similar change of variables as in Lemma 2.1 for \(\hat{K}_s\), we have, modulo a smoothing operator applied to \(h\):

\[
[I_{\sigma,F}^* B + T_{-1}^1 \Pi h](x) = \int_{S^* \Omega_1} \int_{\mathbb{R}} B(x, r, w) h(x + r w) \, dr \, dw,
\]

with \(\theta' = p(x) v\) and

\[
B(x, r, w) = \chi(s) J^{-1}(x, s, \theta') \overline{W}(x, \theta') J^b(x, \theta') W(\gamma x, \theta'(s), \dot{\gamma} x, \theta'(s)) p(x)^n l |_{s=s(x, r, w), v=v(x, r, w)}.
\]

We denote \(B_{even}(x, r, w) = (B(x, r, w) + B(x, -r, -w))/2\). We can thus integrate over \(r \geq 0\) and double the result

\[
[I_{\sigma,F}^* B + T_{-1}^1 \Pi h](x) = 2 \int_{S^* \Omega_1} \int_0^\infty B_{even}(x, r, w) h(x + r w) \, dr \, dw.
\]
Therefore, the change of variables \( y = x + rw \) leads to

\[
[I_{\sigma,F}^* B_+ T_1^{-1} \Pi h](x) = 2 \int_{\Omega_1} B_{\text{even}} \left( x, \frac{x-y}{|x-y|} \right) \frac{h(y)}{|x-y|^{n-1}} dy. \tag{3.2}
\]

To analyze the operator \( \mathcal{L} \), we also need the following result regarding weakly singular integral operators.

**Proposition 3.1.** [23, Proposition 3.4] Let \( A \) be the operator

\[
Af(x) = \int \frac{\alpha(x, y, |x-y|, \frac{x-y}{|x-y|})}{|x-y|^{n-1}} f(y) dy
\]

with \( \alpha(x, y, r, \theta) \) compactly supported in \( x, y \). If \( \alpha \in C^2 \), then \( A : L^2 \to H^1 \) is continuous with a norm not exceeding \( C\|\alpha\|_{C^2} \).

**Lemma 3.1.** Suppose that

\[
k(x, \theta, \theta') = \kappa_1(x, \theta) \kappa_2(x, \theta').
\]

The operator \( \mathcal{L} \) is compact on \( L^2(\Omega_1) \). Moreover, \( \partial_\xi \mathcal{L} \) is also compact on \( L^2(\Omega_1) \).

**Proof.** (1) Note that \( KT_1^{-1} (Id - KT_1^{-1})^{-1} \Pi = (Id - KT_1^{-1})^{-1} KT_1^{-1} \Pi \), and thus we have

\[
L = B_+ T_1^{-1} KT_1^{-1} (Id - KT_1^{-1})^{-1} \Pi = B_+ T_1^{-1} (Id - KT_1^{-1})^{-1} KT_1^{-1} \Pi.
\]

To show that \( I_{\sigma,F}^* L \) is compact, we recall that \( KT_1^{-1} \Pi \) is a compact operator in Lemma 2.2 and, moreover, both \( B_+ T_1^{-1} \) and \( (Id - KT_1^{-1})^{-1} \) are bounded operators. Combining all these together yields that \( L \) is compact. Since \( I_{\sigma,F}^* \) is a bounded operator mapping from \( L^2(\partial_\xi S' \Omega_1, d\xi) \) to \( L^2(\Omega_1) \), we thus obtain that \( I_{\sigma,F}^* L \) is a compact operator on \( L^2(\Omega_1) \).

From the above argument, we see that the operator \( L \) is compact, and thus the adjoint operator \( L^* \) is compact as well. Therefore, we conclude that both \( L^* L \) and \( L^* I_{\sigma,F}^* \) are compact operators. This completes the first part of the proof.

(2) To show that \( \partial_\xi \mathcal{L} \) is also compact, we also start by studying \( \partial_\xi I_{\sigma,F}^* L \). From the assumption on the kernel, we can write operator \( K \) with kernel \( \kappa_1 \kappa_2 \). This gives

\[
KT_1^{-1} h(x, \theta) = \kappa_1(\theta)[Gh](x)
\]

with

\[
[Gh](x) := [\hat{G}_r h + \hat{G}_s h](x),
\]

where \( \hat{G}_r \) is a smooth operator and \( \hat{G}_s \) is a singular integral operator as in Lemma 2.1, but with the kernel depending only on \( x, \theta' \). Then \( \partial_\xi I_{\sigma,F}^* L \) can be expressed as
\[ \partial_x I_{\sigma,F}^* L = (\partial_x I_{\sigma,F}^* B_+ T_1^{-1} \kappa_1 \Pi)(G(Id - KT_1^{-1})^{-1} \Pi). \]

Moreover, we have known that \((Id - KT_1^{-1})^{-1} KT_1^{-1} \Pi\) is compact from (1). The compactness of \(G\Pi\) follows from the assumption on \(k \in C^2\) and Proposition 3.1. Hence we can derive that

\[ G(Id - KT_1^{-1})^{-1} \Pi = G(\Pi + (Id - KT_1^{-1})^{-1} KT_1^{-1} \Pi) \]

is also a compact operator. Now it remains to show that \(\partial_x I_{\sigma,F}^* B_+ T_1^{-1} \kappa_1 \Pi\) is bounded. From (3.2), we have

\[ [I_{\sigma,F}^* B_+ T_1^{-1} \kappa_1 \Pi h](x) \]

\[ = 2 \int_{\Omega_1} \kappa_1(\gamma x, \rho v(s), \gamma x, \rho v(s))|_{s=s(x,y), \frac{x-y}{|x-y|}, \frac{y}{|x-y|}} \times B_{\text{even}}(x, |x-y|, \frac{x-y}{|x-y|}) \frac{h(y)}{|x-y|^{n-1}} dy. \]

We then have \(\partial_x I_{\sigma,F}^* B_+ T_1^{-1} \kappa_1 \Pi : L^2(\Omega_1) \rightarrow L^2(\Omega_1)\) is bounded by Proposition 3.1. Hence \(\partial_x I_{\sigma,F}^* L\) is compact.

To analyze the operator \(\partial_x L^* L\), we follow the proof for \(\partial_x I_{\sigma,F}^* L\) to get

\[ \partial_x L^* L = (\partial_x L^* B_+ T_1^{-1} \kappa_1 \Pi)(G(Id - KT_1^{-1})^{-1} \Pi). \]

Recall that \(G(Id - KT_1^{-1})^{-1} \Pi\) is compact, therefore it suffices to show that \(\partial_x L^* B_+ T_1^{-1} \kappa_1 \Pi : L^2(\Omega_1) \rightarrow L^2(\Omega_1)\) is bounded. Note that

\[ \partial_x L^* B_+ T_1^{-1} \kappa_1 \Pi = \partial_x (B_+ T_1^{-1}(Id - KT_1^{-1})^{-1} KT_1^{-1} \Pi) \times B_+ T_1^{-1} \kappa_1 \Pi \]

\[ = \partial_x (KT_1^{-1} \Pi) \times (B_+ T_1^{-1}(Id - KT_1^{-1})^{-1}) \times B_+ T_1^{-1} \kappa_1 \Pi. \]

Since \(B_+ T_1^{-1}\) and \((Id - KT_1^{-1})^{-1}\) are bounded, it remains to study the operator \(\partial_x (KT_1^{-1} \Pi)^*\). Recall the kernel of \(KT_1^{-1} \Pi\) in the proof of Lemma 2.2 and thus a similar expression holds for the adjoint \((KT_1^{-1} \Pi)^*\). Then we apply Proposition 3.1 again to conclude that \(\partial_x (KT_1^{-1} \Pi)^*\) is bounded, and the compactness of \(\partial_x L^* L\) follows.

To show that \(\partial_x L^* I_{\sigma,F}\) is compact, we recall that \(I_{\sigma,F}|_{\partial_+ S^* \Omega_1} = B_+ T_1^{-1} \Pi\), thus

\[ \partial_x L^* I_{\sigma,F} = \partial_x L^* B_+ T_1^{-1} \Pi \]

\[ = \partial_x (KT_1^{-1} \Pi) \times (B_+ T_1^{-1}(Id - KT_1^{-1})^{-1}) \times B_+ T_1^{-1} \kappa_1 \Pi. \]

Now the compactness of \(\partial_x L^* I_{\sigma,F}\) follows immediately from the proof for \(\partial_x L^* L\) by taking \(\kappa_1 \equiv 1\).
3.2. Proof of Theorem 1.1

**Proof of Theorem 1.1.** Since real analytic functions are dense in \( C^2(S^1 \Omega) \), we can now assume that \( \sigma \) is real analytic. By [7, Proposition 2], there exists a parametrix \( Q \) of order 1 to the elliptic pseudodifferential operator \((\Psi DO) I_{\sigma,F}^* I_{\sigma,F} \) in \( \Omega_1 \). We can also restrict the image of \( Q \) to \( L^2(\Omega) \) and thus after this restriction, we can view \( Q : H^1(\Omega_1) \to L^2(\Omega) \). Taking any \( f \in L^2(\Omega) \), extended by zero outside \( \Omega \), so that such \( f \) is in \( L^2(\Omega_1) \), we have

\[
Q I_{\sigma,F}^* I_{\sigma,F} f = f + Rf,
\]

where the operator \( R \) is of order \(-1\) with a smooth kernel. From (3.1), applying \( Q \) to \( A_1^* A_1 \) yields that

\[
Q A_1^* A_1 f = f + \tilde{R} f, \quad \tilde{R} := R + Q\mathcal{L}.
\] (3.3)

By Lemma 3.1, we have that \( \partial_{t_L}: L^2(\Omega_1) \to L^2(\Omega_1) \) is a compact operator and also \( \mathcal{L} f \in H^1(\Omega_1) \). This implies that \( Q\mathcal{L} : L^2(\Omega_1) \to L^2(\Omega) \) is compact since \( Q \) is a bounded operator. Together with the smooth operator \( R \), we deduce that \( \tilde{R} : L^2(\Omega) \to L^2(\Omega) \) is compact as well.

(1) **Injectivity of** \( A_1 \). The solvability of the Fredholm equation \( Q A_1^* A_1 f = f + \tilde{R} f \) is equivalent to the invertibility of \( Q A_1^* A_1 \), which then implies that \( A_1^* A_1 \) is injective. Moreover, since the injectivity of \( A_1^* A_1 \) implies the injectivity of \( A_1 \). Therefore, to show the statement (1), it is sufficient to show that \( Q A_1^* A_1 \) is invertible.

To this end, we first fix a real analytic \( \sigma \) in \( S^1 \Omega_1 \). By [7, Theorem 1 and 2], the operator \( I_{\sigma,F}^* I_{\sigma,F} \) is injective and this injectivity holds as well for small enough \( C^1 \) perturbations of \( \sigma \). Also, due to Theorem 2.1, there exists an open dense set \( \mathcal{W} \) such that the well-posedness holds in \( \Omega_1 \) for these \((\sigma, k)\) in the set \( \mathcal{W} \). We consider the operator \( A_1 \) with \((\sigma, \lambda k)\) with \( \lambda \) in some complex neighborhood \( C \) of \([0,1]\).

Next we show that the operator \( \tilde{R} = R + Q\mathcal{L} \) depends meromorphically on \( \lambda \in C \). To see this, since \( L \) is meromorphic by the proof of Theorem 2.1, \( \mathcal{L} \) is a meromorphic function of \( \lambda \). This implies that the operator \( \tilde{R}(\lambda) \) is also a meromorphic function of \( \lambda \). Also the proof of Theorem 2.1 yields that the operator \( \tilde{R}(\lambda) \) exists for all but a discrete set \( S \subset C \). In particular, \( C \setminus S \) is an open connected subset of \( C \) as well.

Moreover, we show that when \( \lambda = 0 \), \( d + \tilde{R}(0) \) is invertible. Note that when \( \lambda = 0 \) that is \((\sigma, 0)\), we have \( L = 0 \) implying \( \tilde{R} = R \). Since \( R \) is compact, the operator \( d + R \) has a finite dimensional kernel. By following the argument in the proof of [22, Proposition 4, Theorem 2], we can add a finite rank operator to \( Q \), and then the operator \( d + R \) can be arranged to be injective. As a result, \( d + R \) is invertible.

Combining these facts together, the analytic Fredholm theorem (Proposition 2.2 by letting \( D = C \setminus S \)) implies that

\[
Q A_1^* A_1 = Id + \tilde{R}(\lambda) \quad \text{is invertible for all } \lambda \in C
\]

with the possible exception of a (larger) discrete set \( S' \subset C \). Since \( \lambda = 1 \) is an accumulation point of \( C \setminus S' \), we further deduce that \( A_1 \) is injective for \((\sigma, \lambda k)\) for those \( \lambda \in C \setminus S' \) are close to 1. Finally we can conclude that there is a dense set \( \mathcal{V} \) of pairs \((\sigma, k)\) in \( \mathcal{W} \) such that \( A_1 \) is injective.
(2) **Stability.** Besides the injectivity, we can derive a stability estimate in terms of the normal operator $A_1^* A_1$. If $(\sigma, k) \in \mathcal{V}$, then $Id + \tilde{R}$ is invertible on $L^2(\Omega)$, the Fredholm equation $(3.3)$ implies that

$$\|f\|_{L^2(\Omega)} = \|(Id + \tilde{R})^{-1}Q A_1^* A_1 f\|_{L^2(\Omega)} \leq C \|A_1^* A_1 f\|_{H^1(\Omega_1)}. \quad (3.4)$$

Moreover, similar to the proof of Theorem 2.1, the resolvent $(Id + \tilde{R})^{-1}$ depends continuously on $(\sigma, k)$, so is $Q$. Therefore, applying perturbation arguments yields that the set $\mathcal{V}$ is open and the constant $C$ in $(3.4)$ is locally uniform in $(\sigma, k)$. This completes the proof. \hfill $\Box$

**Remark 3.1.** There is an alternative proof for the stability by estimating

$$\|f\|_{L^2(\Omega)} \lesssim \|A_1^* A_1 f\|_{H^1(\Omega_1)} + \|\tilde{R} f\|_{L^2(\Omega)}.$$  

Since $A_1^* A_1$ is injective for $(\sigma, k) \in \mathcal{V}$, and $\tilde{R} : L^2(\Omega) \to L^2(\Omega)$ is compact, by [24, Proposition V.3.1], we obtain the stability estimate $(1.8)$.
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Appendix A. Santalo’s formula

The Santalo’s formula is an integral identity that turns an integral over the interior region to the boundary and vice versa. The proof of Santalo’s formula relies on the Liouville theorem, which states that the volume is preserved under Hamiltonian flows. For example, the flows associated to divergence free vector fields are volume preserving. It is known that a geodesic flow preserves the Liouville measure $d\Sigma^{2n-1}$, specified later, and this formula was shown in [18]. The formula also holds for magnetic systems, see [6].

In this section, we prove an analogue of the Santalo’s formula for a flow under the influence of external force. Unlike the previous results with unit velocity with respect to (w.r.t.) the metric, the flow has varying velocity $\theta$ depending on the space variable. This explains the presence of the extra terms in $(A.1)$.

The main idea of the proof of Proposition A.1 is to transform the flow into a magnetic geodesic under a conformally Euclidean metric $g$ so that the new flow has unit speed $\eta$, an unit vector w.r.t. the metric $g$. Then we perform the change of variables $\theta \mapsto \eta$. By applying the Santalo’s formula for magnetic system [6], the integral over the interior region is transformed to the integral over the boundary. Finally, we apply the change of variable again to obtain the desired formula.

To simplify notations, we denote

$$P(x) := 2(\tau - \varphi(x)).$$

Recall that $p(x) = \sqrt{2(\tau - \varphi(x))}$ and the backward exit time $\ell_-$ is defined in Section 2.1.
**Proposition A.1** (Santalo’s formula). Suppose that $\Omega$ is a bounded convex domain in $\mathbb{R}^n$ with smooth boundary. For any $f \in L^1(S^\tau \Omega)$, one has

$$ \int_\Omega \int_{S^\tau_x \Omega} f(x, \theta) \, d\theta \, dx = \int_{\partial^+ S^\tau \Omega} \left( \int_0^\tau P(\gamma_x, \theta(s)) \frac{1}{2} f(\gamma_x(s), \dot{\gamma}_{x, \theta}(s)) \, ds \right) P(x)^{-\frac{1}{2}} d\xi(x, \theta), \tag{A.1} $$

where $d\xi(x, \theta) = \langle \theta, n(x) \rangle e \, d\theta \, d\mu(x)$ and $d\mu(x)$ is Lebesgue measure on $\partial \Omega$ and $n(x)$ is the unit outer normal to $\partial \Omega$ w.r.t. the Euclidean metric $e$.

**Proof.** Since $\frac{1}{2} |\theta|^2 + \varphi = \tau$, we consider the conformal Euclidean metric $g = 2(\tau - \varphi)e$, where $e$ is the Euclidean metric. If $\gamma(t)$ is a curve for Hamiltonian with external force at energy level $\tau$, let

$$ s(t) = \int_0^t 2(\tau - \varphi(\gamma(a))) \, da, $$

then the Maupertuis’ principle implies that $\xi(s) := \gamma(t(s))$ is a unit speed magnetic geodesic w.r.t. the metric $g$, see [2, Proposition 1]. Let $S^8 \Omega$ be the unit sphere bundle w.r.t. $g$, if $\eta \in S^8_x \Omega$, then $\theta = 2(\tau - \varphi(x)) \eta \in S^\tau_x \Omega$. We also denote

$$ \partial^+ S^8 \Omega := \{ (x, \eta) : x \in \partial \Omega, \eta \in S^8_x \Omega, g(\eta, n_g) > 0 \}, $$

where $n_g(x)$ is the unit outer normal w.r.t. metric $g$ at $x \in \partial \Omega$. Note that

$$ ds = P(x) \, dt, \quad \dot{\xi}(s) = \dot{\gamma}(t(s)) P^{-1}(\gamma(t(s))) = \eta. $$

We denote the Riemannian volume form on $\Omega$ by

$$ dV^n(x) = \sqrt{\det g(x)} \, dx = P^{n/2}(x) \, dx $$

and the Riemannian volume form on $\partial \Omega$ by $dV^{n-1}(x)$ satisfying

$$ dV^{n-1}(x) = P^{(n-1)/2}(x) d\mu(x), \tag{A.2} $$

where $d\mu(x)$ is the surface measure on $\partial \Omega$ w.r.t. the Euclidean metric. Let $d\omega_x(\eta)$ denote the angle measure on the unit sphere $S^8_x \Omega$ with

$$ \int_{S^8_x \Omega} d\omega_x(\eta) = \omega_{n-1}, $$

where $\omega_{n-1}$ is the area of the unit sphere (w.r.t. the Euclidean metric) in $\mathbb{R}^n$. In local coordinates,
\[ d w_x(\eta) = \sqrt{\det g(x)} \sum_i (-1)^{i-1} \eta^i \dv{\eta^i} \wedge \ldots \wedge \dv{\eta^n}. \]  

(A.3)

Here \( \dv{\eta^i} \) designates that the term \( \dv{\eta^i} \) is omitted. Note that \( \theta = P(x)\eta \) yields that

\[
d\theta = \sum_i (-1)^{i-1} \frac{\theta^i}{|\theta|} \dv{\theta^1} \wedge \ldots \wedge \dv{\theta^n}
= \sum_i (-1)^{i-1} \frac{\theta^i}{p(x)} d\theta^1 \wedge \ldots \wedge \dv{\theta^i} \wedge \ldots \wedge d\theta^n
= P^{n-\frac{1}{2}}(x) \sum_i (-1)^{i-1} \eta^i d\eta^1 \wedge \ldots \wedge \dv{\eta^i} \wedge \ldots \wedge d\eta^n
= P^{n-\frac{1}{2}} d w_x(\eta).
\]

(A.4)

Together with \( dV^n(x) = P^{n/2}(x) dx \), we have

\[
dx d\theta = P^{n-\frac{1}{2}}(x) dV^n(x) P^{n-\frac{1}{2}} \ dv w_x(\eta) = P^{\frac{1}{2}}(x) d w_x(\eta) \wedge dV^n(x) = P^{\frac{1}{2}}(x) d\Sigma^{2n-1},
\]

where \( d\Sigma^{2n-1}(x,\eta) = dw_x(\eta) \wedge dV^n(x) \) is the Liouville measure. This thus implies that

\[
\int_{S^\tau \Omega} f(x,\theta) \ dv x d\theta = \int_{\Omega} \int_{S^\kappa \Omega} P^{\frac{1}{2}}(x) f(x,\eta) d\Sigma^{2n-1}(x,\eta)
= \int_{\partial_+ S^\tau \Omega} 0 \int P^{\frac{1}{2}}(\zeta(s)) f(\zeta(s), P(\zeta(s))) ds \langle \eta, n_g(x) \rangle d\Sigma^{2n-2}(x,\eta)
=: I,
\]

where in the second identity above, we apply Santaló’s formula for a compact Riemannian manifold with unit sphere bundle in \([6, \text{Lemma A.8}]\). Here we denote \( \langle \eta, n_g(x) \rangle_g := g(\eta, n_g(x)) \) and, moreover,

\[
d\Sigma^{2n-2}(x,\eta) = dw_x(\eta) \wedge dV^{n-1}(x).
\]

We now change the integral \( I \) back to the Euclidean metric. By using (A.4) and (A.2), we get

\[
d\Sigma^{2n-2} = P^{-\frac{(n-1)}{2}} d \theta \ P^{-\frac{(n-1)}{2}} d \mu(x) = d \theta d \mu(x).
\]

Hence

\[
I = \int_{\partial_+ S^\tau \Omega} \int_{\ell-(x,\theta)} 0 P^{\frac{1}{2}}(\gamma(t)) f(\gamma(t), \dot{\gamma}(t)) P(\gamma(t)) dt \ P(\frac{1}{2} \theta, P^{-1/2}n(x)) e d \theta d \mu(x)
\]
\[
\int_\mathbb{S}^\tau /\Omega_1 \int_0 \mathbb{S}_\tau ^\tau d\gamma (t) \mathbb{P}(\gamma (t)) f (\gamma (t), \dot{\gamma} (t)) dt \mathbb{P}(x) \\
- \frac{1}{2} \langle \theta, n(x) \rangle e d\theta d\mu (x).
\]

This completes the proof of the Santalo’s formula. \(\square\)

Appendix B. Weakly singular operators

**Proposition B.1 (Compact operators).** Suppose that \(\beta \in L^2(\mathbb{S}^\tau /\Omega \times \mathbb{S}^\tau /\Omega)\). The operator

\[
\Phi f (x, \theta) = \int_\mathbb{S}^\tau \int_\mathbb{S}^\tau \beta (x, y, \theta, \theta') f (y, \theta') dy d\theta'
\]

is compact on \(L^2(\mathbb{S}^\tau /\Omega)\).

**Proof.** First we show that \(\Phi\) is well-defined on \(L^2(\mathbb{S}^\tau /\Omega)\) and is bounded by \(\| \beta \|_{L^2(\mathbb{S}^\tau /\Omega \times \mathbb{S}^\tau /\Omega)}\).

By Hölder inequality, we have

\[
| \Phi f (x, \theta) | \leq \left( \int_\mathbb{S}^\tau \int_\mathbb{S}^\tau |\beta (x, y, \theta, \theta')|^2 dy d\theta' \right)^{1/2} \| f \|_{L^2(\mathbb{S}^\tau /\Omega)}.
\]

Then

\[
\| \Phi f \|_{L^2(\mathbb{S}^\tau /\Omega)}^2 = \int_\mathbb{S}^\tau \int_\mathbb{S}^\tau | \Phi f (x, \theta) |^2 dx d\theta \\
\leq \| f \|_{L^2(\mathbb{S}^\tau /\Omega)}^2 \int_\mathbb{S}^\tau \int_\mathbb{S}^\tau \int_\mathbb{S}^\tau \int_\mathbb{S}^\tau |\beta (x, y, \theta, \theta')|^2 dy d\theta' dx d\theta \\
= \| f \|_{L^2(\mathbb{S}^\tau /\Omega)}^2 \| \beta \|_{L^2(\mathbb{S}^\tau /\Omega \times \mathbb{S}^\tau /\Omega)}^2,
\]

which implies the operator norm of \(\Phi\), denoted by \(\| \Phi \|_*\), is bounded by \(\| \beta \|_{L^2(\mathbb{S}^\tau /\Omega \times \mathbb{S}^\tau /\Omega)}\).

Let \(\{ \phi_k \}_{k=1}^{\infty}\) be orthonormal bases for \(L^2(\mathbb{S}^\tau /\Omega)\). Fubini’s theorem gives that if \(\psi_{ij} (x, y, \theta, \theta') = \phi_i (x, \theta) \phi_j (y, \theta')\), then \(\psi_{ij}\) is an orthonormal basis for \(L^2(\mathbb{S}^\tau /\Omega \times \mathbb{S}^\tau /\Omega)\). For \(m = 1, 2, \ldots\), let

\[
\beta_m (x, y, \theta, \theta') := \sum_{i+j\leq m} a_{ij} \psi_{ij} (x, y, \theta, \theta'), \quad a_{ij} = (\psi_{ij}, \psi_{ij})_{L^2(\mathbb{S}^\tau /\Omega \times \mathbb{S}^\tau /\Omega)}
\]

and define the operator

\[
\Phi_m f (x, \theta) := \int_\mathbb{S}^\tau \int_\mathbb{S}^\tau \beta_m (x, y, \theta, \theta') f (y, \theta') dy d\theta'.
\]

Then \(\Phi_m\) has finite rank and thus \(\Phi_m\) is a compact operator.
On the other hand,
\[
\| \beta - \beta_m \|^2_{L^2(S^\tau \Omega \times S^\tau \Omega)} = \sum_{i+j>m} |a_{ij}|^2 \to 0 \quad \text{as } m \to \infty,
\]
as a result,
\[
\| \Phi - \Phi_m \|_* \leq \| \beta - \beta_m \|_{L^2(S^\tau \Omega \times S^\tau \Omega)} \to 0 \quad \text{as } m \to \infty.
\]
Therefore, \( \Phi \) is the norm limit of operators of finite rank. This implies that \( \Phi \) is a compact operator. \qed

**Proposition B.2.** Suppose that \( \Omega \) is a bounded domain in \( \mathbb{R}^n \). Suppose that \( \beta \) satisfies
\[
|\beta(x, y, \theta, \theta')| \leq C_1 |x - y|^{1-n}, \quad (x, y, \theta, \theta') \in S^\tau \Omega \times S^\tau \Omega
\]
for some positive constant \( C_1 \). Then the linear operator \( \Phi : L^2(S^\tau \Omega) \to L^2(S^\tau \Omega) \) of the form
\[
\Phi f(x, \theta) = \int_\Omega \int S^\tau \beta(x, y, \theta, \theta') f(y, \theta') \, dy \, d\theta'
\]
is compact on \( L^2(S^\tau \Omega) \).

**Proof.** For any positive integer \( m \), we first define the truncated kernels \( \hat{\beta}_m(x, y, \theta, \theta') \) defined by
\[
\hat{\beta}_m(x, y, \theta, \theta') := \begin{cases} 
\beta(x, y, \theta, \theta') & \text{if } |x - y| \geq 1/m, \\
0 & \text{otherwise}.
\end{cases}
\]

Then \( \hat{\beta}_m \) is in \( L^2(S^\tau \Omega \times S^\tau \Omega) \). We define the operator
\[
\hat{\Phi}_m f(x, \theta) := \int_\Omega \int S^\tau \hat{\beta}_m(x, y, \theta, \theta') f(y, \theta') \, dy \, d\theta'
\]
for all positive integer \( m \). By Proposition B.1, \( \hat{\Phi}_m \) is compact.

Next we will show that \( \| \Phi - \hat{\Phi}_m \|_* \to 0 \) as \( m \to \infty \). To establish this, we denote
\[
\epsilon_m(x, \theta) := \int_\Omega \int S^\tau |\beta(x, y, \theta, \theta') - \hat{\beta}_m(x, y, \theta, \theta')| \, dy \, d\theta'
\]
and obtain that
\[ |\epsilon_m(x, \theta)| \leq \int_{|x-y|<1/m} |\beta(x, y, \theta, \theta')| dyd\theta' \]

\[ \leq \int_{|x-y|<1/m} \frac{C_1}{|x-y|^{n-1}} dyd\theta' \]

\[ \leq Cm^{-1}, \]

where the constant \( C \) depends only on \( n, \Omega, \tau \) and the function \( p \). Then \( \epsilon_m \to 0 \) when \( m \to \infty \).

Note that this convergence is independent of \( x \) and \( \theta \).

For every \( f \in L^2(S^\tau \Omega) \), we estimate

\[ \| (\Phi - \hat{\Phi}_m)f \|_{L^2(S^\tau \Omega)}^2 \]

\[ \leq \int \int_{S^\tau \Omega} \left( \int \int_{S^\tau \Omega} \left( \beta(x, y, \theta, \theta') - \hat{\beta}_m(x, y, \theta, \theta') \right) f(y, \theta') dyd\theta' \right)^2 dxd\theta \]

\[ \leq \int \int_{S^\tau \Omega} \left( \int \int_{S^\tau \Omega} |\beta(x, y, \theta, \theta') - \hat{\beta}_m(x, y, \theta, \theta')| dyd\theta' \right) \left( \int \int_{S^\tau \Omega} |\beta(x, y, \theta, \theta') - \hat{\beta}_m(x, y, \theta, \theta')||f(y, \theta')|^2 dyd\theta' \right) dxd\theta \]

\[ \leq Cm^{-1} \int \int_{S^\tau \Omega} \left( \int \int_{S^\tau \Omega} |\beta(x, y, \theta, \theta') - \hat{\beta}_m(x, y, \theta, \theta')||f(y, \theta')|^2 dyd\theta' \right) dxd\theta \]

\[ \leq Cm^{-2} \int \int_{S^\tau \Omega} |f(y, \theta')|^2 dyd\theta' \]

\[ \leq Cm^{-2} \| f \|_{L^2(S^\tau \Omega)}^2, \]

which leads to \( \| \Phi - \hat{\Phi}_m \|_* \to 0 \) as \( m \to \infty \). Finally, we conclude that \( \Phi \) is a compact operator since it is the limit of compact operators \( \hat{\Phi}_m \).

References

[1] E.V. Arbuzov, A.L. Bukhgeim, S.G. Kazantsev, Two-dimensional tomography problems and the theory of a-analytic functions, Sib. Adv. Math. 8 (1998) 1–20.
[2] Y. Assylbekov, H. Zhou, Boundary and scattering rigidity problems in the presence of a magnetic field and a potential, Inverse Probl. Imaging 9 (2015) 935–950.
[3] G. Bal, F. Monard, Inverse source problems in transport via attenuated tensor tomography, arXiv:1908.06508v1, 2019.
[4] G. Bal, A. Tamasan, Inverse source problems in transport equations, SIAM J. Math. Anal. 39 (1) (2007) 57–76.
[5] J. Boman, J.-O. Stromberg, Novikov’s inversion formula for the attenuated Radon transform: a new approach, J. Geom. Anal. 14 (2004).
[6] N.S. Dairbekov, G. Paternain, P. Stefanov, G. Uhlmann, The boundary rigidity problem in the presence of a magnetic field, Adv. Math. 216 (2007) 535–609.
[7] B. Frigyik, P. Stefanov, G. Uhlmann, The X-ray transform for a generic family of curves, J. Geom. Anal. 18 (2008) 81–97.
[8] H. Fujiwara, K. Sadiq, A. Tamasan, A Fourier approach to the inverse source problem in an absorbing and anisotropic scattering medium, Inverse Probl. 36 (2020) 015005.
[9] F. Gölgeleyen, M. Yamamoto, Stability for some inverse problems for transport equations, SIAM J. Math. Anal. 48 (4) (2016) 2319–2344.
[10] R.-Y. Lai, Q. Li, Parameter reconstruction for general transport equation, SIAM J. Math. Anal. 52 (3) (2020) 2734–2758.
[11] M. Machida, M. Yamamoto, Global Lipschitz stability in determining coefficients of the radiative transport equation, Inverse Probl. 30 (2014) 035010.
[12] M. Machida, M. Yamamoto, Global Lipschitz stability for inverse problems for radiative transport equations, arXiv: 2009.04277v1, 2020.
[13] F. Monard, Efficient tensor tomography in fan-beam coordinates. II: Attenuated transforms, Inverse Probl. Imaging 12 (2018) 433–460.
[14] F. Natterer, Inversion of the attenuated Radon transform, Inverse Probl. 17 (2001) 113–119.
[15] R.G. Novikov, An inversion formula for the attenuated X-ray transformation, Ark. Math. 40 (2002) 147–167.
[16] G. Paternain, M. Salo, G. Uhlmann, H. Zhou, The geodesic X-ray transform with matrix weights, Am. J. Math. 141 (2019) 1707–1750.
[17] M. Reed, B. Simon, Methods of Modern Mathematical Physics, I: Functional Analysis, Academic Press, New York, 1980.
[18] V. Sharafutdinov, Ray transform on Riemannian manifolds. Eight lectures on integral geometry, http://math.nsc.ru/sharafutdinov/files/Lectures.pdf.
[19] V. Sharafutdinov, An inverse problem of determining a source in the stationary transport equation for a medium with refraction, Sib. Math. J. 35 (1994) 938–945.
[20] V. Sharafutdinov, The inverse problem of determining a source in the stationary transport equation for a Hamiltonian system, Sib. Math. J. 37 (1996) 184–206.
[21] V. Sharafutdinov, The inverse problem of determining the source in the stationary transport equation on a Riemannian manifold, J. Math. Sci. 96 (1999) 3430–3433.
[22] P. Stefanov, G. Uhlmann, Boundary rigidity and stability for generic simple metrics, J. Am. Math. Soc. 18 (2005) 975–1003.
[23] P. Stefanov, G. Uhlmann, An inverse source problem in optical molecular imaging, Anal. PDE 1 (1) (2008) 115–126.
[24] M. Taylor, Pseudodifferential Operators, Princeton Mathematics Series, vol. 34, Princeton University Press, Princeton, NJ, 1981.
[25] G. Uhlmann, A. Vasy, The inverse problem for the local geodesic ray transform, Invent. Math. 205 (2016) 83–120.
[26] H. Zhou, Generic injectivity and stability of inverse problems for connections, Commun. Partial Differ. Equ. 42 (2017) 780–801.