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Abstract

This study was an investigation of the causative constructions in Gichuka, a Bantu language spoken mainly in Chuka Division in Tharaka-Nithi County of Kenya. The objective of the study was to investigate the strategies of causation in Gichuka. Review of relevant literature focused on both Bantu and non-Bantu Languages since all languages attract causation. Data was collected from a sample of ten (10) Gichuka speaking persons selected purposively and supplemented by the researcher’s own intuitive knowledge of the language using introspection. Data collection was based on Self Generated Tests and semi-structured interviews, designed to elicit directed inf. Data was analyzed in phrases, clauses, sentences and tree diagrams to reveal the strategies of causation in Gichuka. Data analysis was based on the theories of Distributed Morphology (DM) and X-Bar Theory. The study found that Gichuka is a multi-strategy language as far as causation is concerned. The strategies of causation are morphological, lexical, analytic and inchoative-causative alternations. This study contributes in analysis of the syntax of causative morpheme(s) in Gichuka. It also contributes to the body of existing knowledge on research in Bantu languages by providing data, thereby, contributing to linguistic theory, and cross-linguistic studies.
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1. Introduction

Bantu is a family of languages that belongs to the Bantoid group. It is a Niger-Congo group of languages that descended from the mother language called the Proto-Bantu, which is believed to have been spoken 2500-3000 years ago (Guthrie, 1967). Since Proto-Bantu was spoken before the introduction of writing, it is not attested in texts, and it is believed that its words and pronunciations were reached through a reconstruction by linguists in a bid to find some logical base of its grammar. The term Bantu refers to both the people and the language. It uses such words as ‘muntu’ or ‘mutu’ for a human noun in singular and plural suffixes ‘ba’ or ‘a’ for human nouns in plural. The majority of its speakers are Swahili though most of the Swahili speakers know it as ‘mutu’ for a human noun in singular and plural suffixes ‘ba’ or ‘a’ for human nouns in plural. The distribution of Bantu languages is due to a series of migrations by its speakers. In the course of these migrations, the speakers dominated the Sub-Saharan Africa, the present-day Cameroon, from where all the Bantu daughter languages originate. Further migrations led to some speakers proceeding to other areas in the African Continent spreading Bantu language wherever they settled. This is how the Bantu language bore its present-day daughters, including Kimeru, whose Gichuka dialect is our concern in this study. Kimeru is a Bantu language spoken by the Meru people living on the Eastern and Northern slopes of Mt. Kenya and on the Nyambene Hills. Its speakers settled here after migrating from the north along with other Bantus. It has nine (9) dialects with slight regional differences in accent and local words. These dialects are: Kimiutine, Igembe, Gitigania, Kiimenti, Kiitharaka, Kiigoji, Kimwimbi, Kimuthambi and Gichuka. Although these dialects are considered individual and independent languages at some point, they are fairly mutually intelligible although intelligibility lowers as the distance along the continuum increases. They share a common ancestry, for instance the migratory tradition states that the Gichuka speakers came from Mbwa along with the other Merus like Igembe and Tigania. They came through the Coast about 1300 years ago (Nurse, 2006). Their migration was provoked by the invasion from Somalia, which drove away the people living around Shungwwaya. Gichuka is a Kimeru dialect spoken by the Chuka people living in Meru-South Sub-County on the South-Eastern slopes of Mt. Kenya. It is coded E541 according to Guthrie’s classification of Bantu languages (Guthrie, 1971). The alphabet shows the language geographical area; for instance, (E) indicates that the language is Kenyan, the first two digits show the language group, for instance (50s) are Bantu languages while the third digit represents the dialect so, Gichuka is a Kenyan Bantu language and a dialect of Kimeru. It has approximately 97,500 speakers according to The National Population and Housing Census carried out in 2009, (The Kenya National Bureau of Statistics, 2010).
Bantu languages are highly agglutinative and as such, they have highly productive verbal suffixes that alter the semantics and valences of verb roots (Good, 2005). The existence of these suffixes and the ways in which they combine reveal a kind of an interaction between morphology and syntax (Baker, 1988). This interactive behavior has been used to argue that indeed, morphology and syntax are related. This study delved into the causative constructions in Gichuka with a bias in the strategies of causation.

Causation is a valence increasing operation that adds a causer argument which acts upon a causee to perform an action. It is a form attached to the verb, indicating that a subject causes someone or something else to do something or cause a change in state of a non-volitional event. A causative morpheme is, therefore, that part of a word that refers to a cause relation between two events; one which is believed by the speaker to be caused by the other (Robert, 2008). Causation in Bantu languages is semantically similar to causation in many other languages. It is such that it always gives a causer subject argument to the verb among other operations. Consider the Chichewa sentence in (1) as given by Good (2003):

(1a) Mtsuko u-na-gw-a
Waterpot 3sg-pst-fall-fv

The water pot fell
(b) Mtsikana a-na-gw-ets-a mtsuko
The girl 3sg-ps-fall-caus-fv-3waterpot

The girl made the waterpot fall

In (a) -gw- (fall) retains its semantics and valence until the suffix -ets- is suffixed to change the semantics of -gw- to causative and valence from intransitive to transitive. When causation takes place, the subject of the non-causativized form (mtsuko) is realized as an object. In (a) the action is non-agentive and non-volitional, but on causation in (b) the action needs an agent, for which reason the girl is obligatory (Good, 2003). At this early stage of this study, it is important to examine causation in Proto-Bantu in order to check for its effects on its daughters, so as to establish any adoptions or deviations.

Proto-Bantu had two causative suffixes; a short one which is a tense vowel (-i-) and a long one consisting of a short causative preceded by -ic- whose consonant (c) frequently developed into (s). The short causative is usually realized as a glide (-y-) before a vowel (Hayman, 2003). Thus;

-\text{-i-} \quad \rightarrow \quad \text{-y-(before a vowel)}
-\text{-ic-} \quad \rightarrow \quad \text{-is-}

Since Bantu languages are fairly conservative, some present day-daughter languages have maintained the whole proto-situation, -is-, -i-. others have divided the long causative to remain with a part of it -is-, while in contrast others have lost the long causative to remain with only the short one, -i-. Below is a table to summarize this.

Table 1. Comparison of Causatives in Proto-Bantu and some Daughter Languages

| Language       | Causative Situation   |
|----------------|-----------------------|
| Proto-Bantu    | -i-, -ic-i- short, -is- long |
| Luganda, Kinande | -i-, -is- Retained wholly |
| Chichewa, Zulu, Shona | -is- Retained long (partly) |
| Nyamwezi, Nyakyusa | -i- Retained short |

Source: Hyman (2003)

The conservative nature of Bantu languages makes it possible to develop a reconstruction of the proto-Bantu verb stem, which consists of a verb root potentially followed by a number of different categories of suffixes as shown in figure 1 below, (Hyman, 2007).
The verbal unit consisted of the stem as a universally accepted constituent in Proto-Bantu, which is made up of an obligatory verb root or radical, optional extensions and an obligatory inflectional final vowel (FV). The extensions are the derivational suffixes like applicative, passive, and the causative which is the subject of this study among others. Verbal extensions are characteristic of Bantu languages.

Different languages express causation differently; some use morphological, others lexical and others syntactic means or a combination. Some languages like Oromo allow chain causation, where verbs are causativized and further re-causativized by adding causative morphemes and agentive subjects (Lloret, 1987). Most Bantu languages that have been studied allow only one causative morpheme in every one verb root, hence a case of single causer single causee. This study has established that in Gichuka, this holds in that the causative morpheme -i- or -ith- cannot be attached more than once on the same verb root. When a causative morpheme is attached to an intransitive verb, the verb takes an object and therefore, the causative morpheme can be said to be a transitivizer as stated by Muriungi (2010). Further, the causative morpheme can be attached to a verbal form of a root that is not a verb. For instance it can be attached to verbal forms of adjectives (verbs of becoming) to form extended verbal forms. In this study, we establish that Gichuka is a multi-strategy language as far as causation is concerned, as it applies more than one ways in causation.

2. Literature Review

Available literature shows that Languages express causation in several ways. Comrie (1981) categorizes causatives into three main types; morphological, lexical and analytic. A language may use one or more ways to causativize a verb. It is assumed that Proto-Bantu, which is the Bantu mother language utilized morphological strategy, with the use of two causatives; a short causative suffix -i- which is a tense vowel -i- realized as a glide -y- in the environment before a vowel, and a long causative suffix. The long causative was bi-morphemic, consisting the short causative -i- preceded by -ic- as

\[-ic-i-\]. The consonant -c- in the -ic- frequently develops into an -s-.

Some present-day Bantu daughter languages have retained the whole proto-situation. This is believed to be due to the conservative nature of Bantu languages. Luganda and Kinande for instance, have this characteristic. Others have divided the long causative to retain a part of it, (-ic-) like Chichewa and Shona, while others like Nyamwezi and Nyakyusa have lost the whole long causative to remain with only the short one (-i-) (Good, 2003). This is as shown below.

Luganda and Kinande-is-i- and-i- (maintained wholly)
Chichewa and Shona-is- (long/partly)
Nyamwezi and Nyakyusa -i- (short only)

Some root ending fricatives are also associated with morphological causation in Proto-Bantu since fricatives are not generally reconstructed for Proto-Bantu and this has also been retained by a daughter like Chimwini as shown below (Good, 2005).

(2) pis-cause to pass
(3) las -cause to divorce

In morphological causation, both the causing and the caused events are encoded in a single verbal complex via a causative morpheme and a morphological marking showing the status of the affected argument. In this strategy of causation, y causes x to verb from the form x verbs.
In Quechua, causation is realized by the bound morpheme -chi- attached at the end of the verb root (Robert, 2008). When this is done, a subject called causer is introduced and assigned the responsibility of the action taking place. Consider:

(4a)  Munayhacerquererer  - to want  
(b)  Muna-chi-y hacquererer  - to make want  

It is notable that although the causer is the one responsible for the action taking place, it is the causee that performs the action and not the causer. There is an element of ordering in (b), the reason why (Robert, 2008) asserts that -chi- indicates that the action of the verb is realized by another person and not the one ordering, and that it is a transitivizer, changing intransitives into transitives and transitives into di-transitives.

Causation in Quechua is expressed overtly in an agglutinative manner. This agglutinativity is the one that allows verbs to undergo the rich morphological processes that they do. Causation in Quechua is realized in transitive, intransitive and di-transitive verb roots.

Kuria is a Bantu language found in Nyanza in Kenya. It does not allow for double causation and derives causation through suffixation of the bound inflectional morpheme -y-. When this morpheme is added at the end of the verb root, a causer argument is inevitable (Odden, 2005). Consider the following examples;

(5a)  ku-rem- a 
     -tns-weed-fv-  
     to weed  
(b)  ku-rem-y-a 
     -tns-weed cause -fv-  
     to make weed  

(6a)  ko-rom-a 
     -tns-bite-fv-  
     to bite  
(b)  ku-rum-y-a 
     tns-bite make-fv-  
     to make bite  

Kiitharaka, besides being a Bantu language, is also genetically related to Gichuka, the language of concern in this study. In his study of Kiitharaka causation, Muriungi (2010) notes two causative morphemes namely transitive -i- and synthetic -ith-. He also acknowledges causation under analytic -tem-a-

(i) Transitive -i- causation  

Consider (7):

(7a)  um-a- 
     Dry-fv  
(b)  nguo -i-ku-um-a  
     Clothes sa-tns-dry-fv  
     the clothes have dried.

The verb -dry- (uma) in (7a) is intransitive and inchoative. The drying event in (b) has no causer and takes place spontaneously, however, when the causative -i- is suffixed to the verb, it introduces a causer argument and makes the verb take an object, hence transitivizing it. Muriungi (2010) calls it an internal causer as seen in example (8).

(8)  John -a-ku-um-i-a- nguo  
    John sa-tns-dry-ic-fv-clothes  
    John has dried the clothes.

The morpheme -i- has introduced a causer, John, and at the same time transitivized the verb ’uma’ – dry which was initially intransitive.
(ii) -ith- Causation

According to Muriungi (2010) -i- is an internal causer, while -ith- is a synthetic causer which embeds a clause with a subject together with all the arguments the verb introduces. Consider example (9b):

(9a)    nguo -i- ku - um -a
clothes -sa-tns- dry -fv

   The clothes have dried
(b)    John a-ku-um-ith-i-a Maria nguo
John sa-tns-dry-cr-v-crv-fv Maria clothes
John has made Maria to dry the clothes

When used this way, -ith- introduces a causer. In (9) the causer (John) is only introduced after causation in (b). -ith- is suffixed to transitives and agentive intransitives as shown in (9b). However, it cannot embed a natural cause subject such as sun and wind as illustrated in (10).

(10)    John a-ku-um-ith-i-a riuanguo
John sa-tns- dry cr-v-crv-cert sun’s heat clothes
*John has made the sun’s heat to dry clothes

(iii) Causation under Analytic ‘TEMA’

Consider (11);

(11)    Maria a-gu-tem-a- John a-um-i-a nguo.
Maria -sa-tns-make-fv-John-sa-dry-ic-fv-clothes.
Maria has made John to dry clothes.

Causatives with TEMA are bi-clausal, with the matrix clause containing the causer event and the embedded clause containing the causing event (Muriungi, 2010). The verb -TEMA- embeds a clause as its complement. Unlike the synthetic -ith-, the embedded subject can be agentive as (12) or natural cause as (13).

(12)    John a-gu-tem-a- Maria a-um-i-a- nguuo
        John -sa-tns- make -fv- Maria -sa- dry -ic-fv- clothes
        John has made Maria to dry clothes
(13)    John a-gu-tem-a mwathugu-um-i-a nguo
        John -sa-tns-tem-fv- sun’s heat -tns- dry -ic-fv- clothes
        John has made the sun’s heat to dry clothes.

So far, the discussion on the morphological strategy of causation shows that most Bantu languages have two causatives that are used independently. I show in the analysis that although Gichuka has two causatives, they can be used independently but mostly -ith- appears in the company of -i-. In this case, -ith- is used for causation and -i- for transitivity. Table 2 shows causative morphemes in some Bantu Languages.
Table 2. Causative Morphemes in some Bantu Languages and combinations

| Language          | Cause 1 | Cause 2 | Combination       |
|-------------------|---------|---------|-------------------|
| Basaa             | -is-    | __      | N/A               |
| Bukusu            | -isy-   | __      | N/A               |
| Ciyao             | -is-    | -i-     | -ic-y-            |
| Chichewa          | -its-   | __      | N/A               |
| Chimwini          | -ish-   | -i-     | -ish-iz-          |
| Emakhuwa          | -il-    | __      | N/A               |
| Ganda             | -is-    | -i-     | -is-iz            |
| Holoholo          | -isy-   | -i-     |                   |
| Ikalanga          | -is-    | __      | N/A               |
| Isangu            | -is-    | __      | N/A               |
| Kiitharaka        | -ith-   | -i-     | -ith-i-           |
| Kinande           | -is-    | -i-     | -is-i             |
| Kinyarwanda       | -ish-   | -i-     | -ish-iz           |
| Kirundi           | -iish-  | -i-     |                   |
| Kitalinga         | -is-    | -i-     | -is-i             |
| Kongo             | -is-    | __      | N/A               |
| Korekore          | -is-    | __      | N/A               |
| Lingala           | -is-    | __      | N/A               |
| Lomongo           | -ey-    | -i-     |                   |
| Luvale            | -is-    | __      | N/A               |
| Mweru             | -ly-    | __      | N/A               |
| Ndebele           | -is-    | __      | N/A               |
| Nugunu            | __      | -i-     | N/A               |
| Nyakyusa          | __      | -i-     | N/A               |
| Quechua           | -chi-   | __      | N/A               |
| Runyambo          | -is-    | -i-     | -is-iz-           |
| Sesotho           | -is-    | __      | N/A               |
| Shi               | -is-    | -i-     | -is-iz            |
| Swahili           | -ish-/iz| __      | N/A               |
| Swazi             | -is-    | __      | N/A               |
| Xhosa             | -is-    | __      | N/A               |

Source: Good (2005)

As can be noted, table 2 demonstrates the Proto-Bantu situation where most of the daughter languages have two causatives; long and short. Further, as highlighted in this strategy, some have conserved the specific proto morphemes like Luganda and Kinande while some have slightly varied the long causative. Where the combination of the causatives is possible, the long causative precedes the short one further emphasizing the conservative nature of Bantu languages.

Oromo, a Cushitic language, has three types of causative morphemes referred to as cause 1, cause 2 and cause 3 as shown in table 3.
Table 3. Oromo Causative Morphemes

| Label | Form | Type       |
|-------|------|------------|
| Cause 1 | -is-  | Single     |
| Cause 2 | -sis- | Single/double |
| Cause 3 | -eess- | De-adjectival |

Source: Lloret (1987)

-is-is suffixed to bases of intransitive verbs to transitivize them, consider:

(14a) Raff sleep (intr)
(b) Raff-is make sleep (trans)

It can also be suffixed to causative bases for double causation, though considered a single causative morpheme, for instance (15):

(15) dubb-is-iis made make greet

The second causative morpheme -sis- has two Ss hence it is considered a double causative morpheme. Many transitive and some agentive intransitives permit only the suffixation of -sis- for causation. Though considered a double causative morpheme, it is used with some verbs for single causation as shown in (16) since some verbs in this language do not allow suffixation of the single causative morpheme. When used, the structure is incorrect as shown in (17).

(16a) deem go
(b) deem-sis make go
(17a) deem go
(b) *deem-is make go

The cause 3 -eess- is suffixed to adjectival stems to de-adjectivize them to verbs of becoming. See the examples (18b) and (19b) below;

(18a) add white (adjective)
(b) ad-eess whiten (trans)
(19a) jab strong (adjective)
(b) jab-eess strengthen (trans)

Unlike cause 1 and 2, cause 3 is not suffixed to stems or bases of transitive or intransitive verbs but adjectival forms only.

Oromo allows double causation. This refersto causation in which a causative morpheme is attached to an already causativized verb and an extra external causer is introduced. Consider example (20b):

(19a) Dubb -isx makes y greet z
(b) Dubb-is- iisw makes x to make y greet z

In (20a) the causativized verb (dub-is-) is further causativized to appear as (20b). Chain causation can apply to transitive vs shown in (19b) or to intransitives as shown in (20b).

(20a) Gog -isx makes y to dry z
(b) Gog-s-iisw makes x to make y to dry z

The already causativized verbs are further causativized by attaching additional causative morphemes and extra causer agents. According to Lloret (1987), some linguists match the number of agents with the number of the -ss- in the causative morphemes. However, Lloret (1987) asserts that the number of the underlying agents does not match with the number of ss in the causative morphemes. The argument is that although double causation in Oromo is common, triple and above are also possible but rare. In a case where extensions are long, only two or three participants are expressed while the rest are omitted. Furthermore, the difference between the structures is only semantic and the two combining morphemes can do so in any order, depending on the verb and what is allowed in the language. Although chain causation is possible morphologically as illustrated in Oromo, I show in the analysis that it is not possible in Gichuka.
and what combine are analytic TUM-A and the morphological strategies to show a causer acting on a causee who causes another causee to produce an event.

Apart from doubling and chain causation, Oromo has **causer-less causatives**. These are causative structures without subjects. The subject marking on the verb is sufficient hence no explicit one is required.

Consider:

(21) Ibsaa Isa barbaacc-is-a
light him look for caus
He needs light/ it made him look for light.

(22) Farso -isa-haww-is-iis-a
local beer him wish for caus
he wishes for local beer/ it makes him look for local beer.

When a causative morpheme is added to a verb, the addition of a causer subject is obligatory. This is however not the case in (21 and 22). The caus-is-in barbaacc-is-(21) has not attracted any causer since ibsaa (light) is the patient while isa (him) is the cause. Likewise, in (22) neither farso (local beer) nor isa (him) is the causer subject in the sentence. In both, it is clear that the inner drive for something is the very cause to look for it. For instance, for clarity purposes, sentence (21) could be repetitively stated as ‘The need for light made him look for light’

Causerless causatives are single causatives with only one causative morpheme. Mostly, subjectless causatives occur with verbs of desire such as haww (wish), ingestive verbs such as naacc (eat), emotion verbs such as aar (angry), cognitive verbs as irranfacc (forget) and motion verbs such as figg (run). Some verbs such as *bar-sis* (make know), though cognitive, are less acceptable in causer-less causatives because the verb ‘make know’ expresses activities in which the causee is actively and consciously involved in the action expressed by the verb as opposed to where the causee has a low level of involvement with the event.

As far as morphological causation is concerned, Shibatani (2000) notes three criteria for linguistic expression of causation:

(i) Agent causing or forcing (causer) another participant (causee) to perform an action (event).
(ii) The relationship between the two events (causing and the caused event) and
(iii) The dependency of the events (causative making on the verb)

The three criteria apply perfectly in Gichuka for morphological causation too in the following ways:

(i) For every causative situation, there is always an additional causer argument
(ii) The relationship between the causing and the caused events is that of dependency.
(iii) With the morphological causation come a morphological marking on the verb

The details are shown in the analysis in Section 4.3.

According to (Anyau) 2013, In lexical causatives, the causative-transitive verbs have no directed non-causative counterparts. Their causatives are considered causatives since they always contain a subject that causes someone or something to do or become something. There are two types of lexical causatives according to Lyons (1968) namely; **Labile** and **Suppletive**.

In **Labile** causation, the same verb enters into both causative and anti-causative alternations without any modifications of the verb itself. This means that there are two events expressed in a single lexical item as illustrated in (23a) for causative and (b) for anti-causative.

23 (a) John moved the stone (causative)

(b) The stone moved (anti-causative)

In **Suppletive** on the other hand, there is a lexical verb form which exists for causative and another one which exists semantically for non-causative. Different verb roots are used for causative-anti-causative alternations. Lyons, (1968) states that these are different pairs of verbs between which lies the same semantic and syntactic relationship, causativity, and that this relationship exists in both transitive and intransitive sentences. Consider the sentence (24);
(24a) The rat died
(b) A dog killed a rat

In (23) the same verb (move) enters into sentences of both causative (a) and anti-causative (b) while (24) is a pair of different verbs (kill/die) between which there is the same syntactic and semantic relationship, such that kill is the suppletive lexical causative while die is the suppletive lexical anti-causative. A few Bantu languages and English participate in lexical causation and I show in this study that Gichuka is rich in these pairs in both labile and suppletive.

In analytic type of causation, there is a lexical verb that functions as a causative marker in the language. The causing and the caused events are encoded in separate clauses, meaning that analytic/syntactic causation is multi-clausal, with the matrix clause containing the causer event and the embedded clause containing the caused and the causation events. This causation has the structure Y causes X to verb. English has this verb as 'make' while Kiitharaka has it as 'tem-a' as shown in the examples (25) and (26) respectively. The syntactic causation in Gichuka is similar to the one in Kiitharaka with a slight difference in the vowel in the verb. The similarity is due to the relatedness of Gichuka and Kiitharaka. The Kiitharaka sentence (26) is due to Muriungi (2010).

(25) John made Mary laugh
(26) John a-gu-tem-a Maria a-um-i-a nguo
    John sa-tns-made-fv Maria-sa-dry-ic-fv clothes
    John has made Maria to dry clothes.

An analytic causative construction has the following characteristics as discussed by Song (1996).

i. The causer noun and the predicate of cause must be foreground with the causee noun phrase and the predicate of effect. This is achieved by placing the clause expressing the causing event before the clause expressing the caused event.

ii. The predicate of cause and the predicate of effect are in different clauses.

iii. The expression of the causer’s action should be without specific meaning. We consider example (27) for Kinyarwanda (Kimenyi, 1980) and (28) for Kiitharaka (Muriungi, 2010) respectively to check out for these properties and see whether Gichuka compares with them

(27) Umuukobway-a-n-a amabaruwameensi
    Girl -tum- me andik letters many
    The girl caused me to write many letters

In the Kinyarwanda sentence (27) the causer noun phrase (umukoobwa) comes before the causee noun phrase (me). All that is expressed by the predicate of cause (tum) lacks specific meaning in that it expresses pure notion of causation while what is expressed by the predicate of effect (andik) has specific meaning (Kimenyi, 1980).

Kitharaka also agrees with this as shown in (28) (Muriungi, 2010).

(28) John -n-a-tem-ir-e- Maria -a-um-i-a- nguo
    John -f-sa-caus-pfv-fv- Maria sa- dry -caus-fv- clothes
    ‘John made Maria to dry clothes’

All what is expressed by the predicate of cause n-a-tem-ir-e is not as specific as what is expressed by the predicate of effect a-um-i-a.

Although both Kinyarwanda and Kiitharaka have both analytic and morphological strategies of causation as -ish- and -ith- respectively, the examples in (27 and 28) only focus on the analytic strategy of the two languages as tum and TEM-A to make clear their properties, after all a language can have a combination of causative strategies.

Besides Comrie’s categorization (Morphological, Lexical and Syntactic), (Good, 2005) also notes root final consonant mutation which has also been noted to be associated with causation. Some Bantu languages derive causation through palatalised mutation of the root final consonant. For instance, in the Korekore dialect of Shona, the root final consonant mutation corresponds to palatalisation triggered by a transitive suffix immediately following the verb root. This is observed mostly with verbs ending in k,l,nd,t,mb,p and ng(Good, 2005).

(29) svik- arrive
    svits- make arrive
3. Theoretical Framework

The study was guided by the X-Bar theory proposed by Noam Chomsky (1970) and developed by Jay Rackendorf (1977). Its purpose was to eliminate the need for special rules dictating that a noun phrase will always be dominated by a noun and a verb phrase by a verb. This is because there are other categories of phrases that are not headed by the traditional lexical items like nouns, verbs and adjectives among others. The theory captures the properties of phrases in all natural languages by determining the structural relations within the perspective of more general principles. According to X-Bar syntax, phrasal categories share certain similarities, like specifiers, heads and complements. It therefore expresses the relationships and interactions between these categories. Figure 2 shows the X-Bar Schematic and its constituents with the assumption that all phrases conform to the same configuration.

XP Maximal Projection

Specifier X (Modifiers (optional))
(Head) X Complement

Figure 2. X-Bar Schematic

XP - This is the phrase category
Specifier - under the highest node of any phrase (XP) is the specifier to the left. It is the phrase that is the daughter of XP and modifies everything to the right which will be generated under X. It is subject-like and occurs with the head.
X - It is the head, a word that is the core of the phrase.
Complement - It is the phrase that is the sister of the head (X) and which the head requires inside its phrase.

The X level can be expanded further using bars (′) in a process called recursion, which is a process that allows elements to be found within others through embedding. This theory was preffered for this study with the assumption that phrases in all languages conform to the X Bar configuration. The X Bar offers a unified approach to all phrasal structures and simplifies the concept of syntactic categories and their nature.

A causative sentence is defined under X Bar theory as an Inflectional Phrase (IP) since the head (X) is the inflection (I) which is occupied by caus in our case. This is a more general category that is not headed by the traditional lexical items like the verbs and the nouns. It is on this (I) that the lower clause is embedded bringing about recursion. Causation is explained on the ground of movement as a syntactic operation, and the X bar theory shows how the cause is produced and manipulated at the various components of grammar until it becomes a vocabulary item (causative morpheme) for insertion. According to Baker’s theory of Incorporation, the embedded V is moved to the matrix V through I. On adjoining the matrix V, it leads to creation of a complex word and changes the government relations inside the clause bringing about new case assignment relationships. X Bar theory, therefore, determines and expresses these structural relations within the perspective of more general principles.

4. Methodology

The study utilized descriptive survey method, in which data was described in order to reveal the strategies used for causationGichuka. The study was carried out in Chuka Division, Tharaka-Nithi County. This area was chosen because this is mainly where Gichuka speaking population is found. The target population of this study was Gichuka L1 speakers. These are the native Gichuka speakers associated with it by birth whose competence is at a masterly level. The sample size comprised ten (10) Gichuka native speakers and whose competence is at masterly level. Ten respondents were preffered since being a native speaker of the language, the researcher only sought to confirm what she knows about causation in Gichuka. The respondents were selected purposively on individuals who would give target structures. The study used Structure Generated Tests (SGTs) geared towards eliciting the target structures. Unstructured oral interviews were also used. The responses were studied, analyzed and presented in words, phrases, clauses and sentences.

5. Strategies of Causation in Gichuka

In this study two causative morphemes -ith- and -i- were noted. However, causation is also realized through the use of the analytic TUM-A. It is analytic since it is analyzable into parts TUM-A hence not qualified to be termed as a third morpheme, since a morpheme is un-analyzable. In his study of the readings of the Kiitharaka causative morpheme, Muriungi (2010) also notes an analytic way which he calls the analytic TEM-A. Apart from the morphological -ith-, -i- and the analytic TUMA mentioned, there is also lexical causation in which verb roots are used to show causation or lack of it (Haspelmath, 2010). A verb like kua (die) means that the event happened without any causer, while its
causative counterpart -urag- (kill) is another lexical verb altogether. The two are related in that while one is inchoative plain, the other one bears the causative semantics. The details of the individual causative morphemes and the strategies of causation are discussed below under the strategies of causation namely: morphological, analytic, lexical and causative-inchoative.

6.1 Morphological
The morphological strategy of causation entails the use of causative morphemes to derive causation. Gichuka has two causative morphemes, -ith- and -i-, a trend adopted from the Proto-Bantu. This is because Bantu languages are very conservative. To create a causative expression in Gichuka, the morpheme -i- or -ith- is attached to the main verb. In this strategy of causation, both the causing and the caused events are encoded in a single verbal complex via a morphological marking on the verb showing the nature of the affected arguments. The two morphemes could occur separately or co-occur. Consider the sentences below with the intransitive verbs rir-a (cry) (30) and nyar-a (dry) (31).

In the presentation of data, sentences stated in Gichuka are first glossed word by word and then their English equivalents given. This is the pattern used in linguistics to enable linguists who are not native speakers of the language to understand the data easily.

(30) Mwana a-ku-rir-a
Child sa-tns-cry-fv
‘The child has cried’

Example (1a) contains no causer and the event (crying) is spontaneous. When -i- is added, the introduction of an external causer subject is obligatory as illustrated in (b)

(b) Kanana a-ku-rir-i-a mwana
Kanana-sa-tns-cry-caus-fvmwana
‘Kanana has made the child cry’

The verbal complex “a-ku-rir-i-a” contains the causer subject represented by the subject agreement (sa), the caused event (cry) and the morphological causative marking -i-.

Consider another verb nyar(dry) which can take both agentive and natural cause subjects.

(31) Irindari-ku- nyar -a
Dress-sa-tns-dry-fv
‘The dress has dried’

When the causative morpheme -i- is introduced, the introduction of the causer is necessary, and this causer can either be agentive as in (2b) or a natural cause as in (2c)

(b) Makena a-ku- nyar -i-airinda
Makena sa-tns-dry -caus-fv-dress
‘Makena has dried the dress’

(c) Riuari-ku- nyar -i-airinda
Sun’s heat-sa-tns-dry -cause-fv-dress
‘The sun’s heat has dried the dress.’

From the examples in (30b, 31b and 31c), the following observations can be made about -i- causation:

(i) An external subject called causer is added. This is why there is Kanana (30b), Makena (31b) and riua (31c) which were not there in (30a) and (31a) respectively.

(ii) Both verbs rir-a (cry) and nyar-a (dry) are intransitive but on causation, they take the objects mwana (child) and irinda (dress) respectively.

(iii) The NPs (mwana) in (30a) and (irinda) in (31a) were subjects before causation but become objects after causation.

It is therefore, appropriate to say that besides being a causative, -i- is also a transitivizer, making intransitive verbs take objects.

The behavior of -i- causative is not different from that of its counterpart -ith- in that both of them introduce a causer subject, transitivize intransitives (31) and di-transitivize transitive verbs. Consider example (32).
Gatwiri a-ku- ob -a- nku
Gatwiri -sa-tns tie -fv- firewood
‘Gatwiri has tied firewood’

Kanana a-ku- ob -i-th-a Gatwirinku
Kanana -sa-tns- tie -caus-ic-fv- Gatwiri firewood
‘Kanana has caused Gatwiri to tie firewood’

-i-th- embeds a clause together with all the arguments the verb introduces, and is suffixed after the verb root. There are four properties notable about morphological causation in Gichuka so far;

(i) -i-th and -i- are bound morphemes which cannot stand on their own but rely on the main verb for causative semantics.

(ii) Both are cases of suffixation

(iii) Together with the main verb, they form a single word which can function as a verb group on its own.

(iv) While -i- is strictly an internal causer, -i-th- is both an internal and synthetic causer. The distinction between internal and synthetic causation is explained in details in this section.

A stronger tendency further noted is for -i- to attach on intransitives and -i-th- to transitives. This does not disregard the fact that a few intransitive verbs use -i-th- for causation. Verbs like nyar (dry) and gw- a (fall) which are agentive intransitives may use -i-th- for causation. Table 4 shows causation of intransitives with -i-while Table 4 indicates causation of transitives with -i-th-

Table 4. Causation of Intransitive Verbs

| P | l | a | i | n | C | a | u | s | a | t | i | v | e |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| u m - a | ( d r y ) | u m - i - a | ( m a k e d r y ) |
| K e n - a | ( b e h a p p y ) | k e n - i - a | ( m a k e h a p p y ) |
| k i r - a | ( b e s i l e n t ) | k i r - i - a | ( m a k e s i l e n t ) |
| t u u b - a | ( j u m p ) | t u u b - i - a | ( m a k e j u m p ) |
| t h a m b - a | ( b a t h e ) | t h a m b - i - a | ( m a k e b a t h e ) |
| r i r - a | ( c r y ) | r i r - i - a | ( m a k e c r y ) |
| t h e k - a | ( l a u g h ) | t h e k - i - a | ( m a k e l a u g h ) |
| b o r - a | ( g e t c o l d ) | b o r - i - a | ( m a k e c o o l ) |
| t h u u r - a | ( g e t a n n o y e d ) | t h u u r - i - a | ( m a k e t o b e a n n o y e d ) |
| r i i k - a | ( g e t c o m p l e t e ) | r i i k - i - a | ( m a k e c o m p l e t e f i n i s h t r a n s ) |

As can be noted from table 3, causation is realized with -i- only in intransitive verbs. Let us compare table 3 with table 4 that has causation of transitive verbs.
Table 4. Causation of Transitive Verbs

| P  | l   | a     | i      | n | C    | a       | u | s | a    | t   | i   | v   | e         |
|----|-----|-------|--------|---|------|--------|---|---|------|-----|-----|-----|-----------|
| rug-a | (cook) | rug-ith-i-a | (make to cook) |
| ob-a   | (tie) | ob-ith-i-a | (make to tie) |
| tab-a   | (fetch) | tab-ith-i-a | (make to fetch) |
| oki-a | (roast) | ok-ith-i-a | (make to roast) |
| ring-a | (hit) | ring-ith-i-a | (make to hit) |
| andik-a | (write) | andik-ith-i-a | (make to write) |
| kiny-a | (step on) | kiny-ith-i-a | (make to step on) |
| tem-a | (cut) | tem-ith-i-a | (make to cut) |
| nyw-a | (drink) | nyw-ith-i-a | (make to drink) |
| baat-a | (sweep) | baat-ith-i-a | (make to sweep) |

When causation occurs in transitive verbs, -ith- is used and occurs in the company of -i- as can be seen in table 6. When they are used together, -ith- is used for causation while -i- is used for transitivity. This is also attested in Muriungi (2008).

6.2 Analytic TUM-A

Causatives with analytic TUM-A are bi-clausal, with the matrix clause containing the causer argument and the embedded clause containing the causing event (Muriungi, 2010). TUM-A is the English equivalent of 'make' which embeds a clause at its complement. Unlike -ith- both agentive and natural causee subjects are possible and grammatical under TUM-A as illustrated in (33) for agentive and (34) for natural causee.

(33) Kanana a-gu-tum-a-Gatwiri a-nyar-i-a irinda
Kananasa-tns-make-fv-Gatwiri -sa- dry -ic -fv- dress
   ‘Kanana has made Gatwiri dry the dress.’

(34) Kanana a-gu-tum-a-riuri-a-nyar-i-a irinda
Kanana -sa-tns-make-fv-sun’s heat -sa-tns- dry -ic -fv- dress
   ‘Kanana has made the sun’s heat to dry the dress.’

The Gichuka sentences with an analytic TUM-A also conform to the above assertions. Consider sentence (35):

(35) Kanana -a-gu-tum-a Gatwiri -a-nyar-i-a irinda
Kanana -sa-tns-caus-fv-Gatwiri -sa- dry ic-fv- dress
Kanana made Gatwiri to dry the dress.’

The causer noun Kanana and the predicate of cause a-gu-tum-a are foreground with the causee noun phrase Gatwiri and the predicate of effect a-nyar-i-a irinda. The predicate of cause a-gu-tum-a and the predicate of effect a-nyar-i-a are in different clauses, the predicate of cause is in the matrix clause while the predicate of effect is in the embedded clause. The expression of the causer’s action TUMA lacks in any specific meaning and expresses the pure notion of causation while the causee’s action a-nyar-i-a has a specific meaning, to dry. The details of the clauses and their structure have been discussed in details in this section.

6.3 Lexical

In lexical causation, different verb roots are used for plain-cause alternations. According to Lyons (1968) as cited in Anyanu (2013), there is no formal relationship between the basic and its causative counterpart. It is also referred to as suppletive causation. Although not discussed in Kiitharaka (Muriungi, 2008 and 2010) which is genetically related to Gichuka, Gichuka is rich in these pairs. The difference between the pairs is that the causative member has one more argument and bears causative semantics. For instance the English pair die and kill is suppletive in that die is the basic verb without valence while kill is its causative counterpart. The two are completely different verbs without any similarity whatsoever. However, they are related in that while die is basic, kill is its causative counterpart and bears causative reading with an additional argument. Table 5 shows some of these pairs.
Table 5. Gichuka Lexical Causative Verbs

| Basic/Intransitive | Causative/Transitive |
|--------------------|---------------------|
| kua (die)          | uraga (kill)        |
| uma (move out)     | ruta (move s/one or s/thing out) |
| bua (be good)      | thondeka (make good) |
| twika (cut)        | renga (cut something) |
| gunda (ripen-intran) |umba (ripen-tran) |
| uka (come)         | rete (make s/one to come coming with them) |
| ura (get lost)     | ta (lose)           |

6.4 Causative-Inchoative Alternation

Causative-Inchoative alternations are pairs of verbs, one transitiveand the other intransitive typically denoting a change of state (Haspelmath, 1993). Causative-Inchoative alternation means that only transitive causative verbs denoting events which may come about spontaneously without the intervention of an external willful animate causer may occur in the anti-causative alternation. There are three possibilities in this alternation and which are neither discussed in Muriungi (2008 or 2010). This study, therefore, contributes new data on causative patterns.

(i) The inchoative is basic and the transitive is derived such that the causative (caus) embeds the inchoative. In this case, the causee embeds the inchoative ‘to become.’ In some cases, a simplex verbal inchoative has a transitive alternant with an affixal causative alternant. An example of such a case includes the verb ‘uma (dry) which is an inchoative simplex as compared to its causative complex umia (dry). However in most cases in this pattern, the causative embeds the state (become) through lability in which the same verb enters both causative and inchoative events. English has also these alternations for instance shrink (inchoative) and shrink (transitive), melt (inchoative) and melt (transitive) and clear (inchoative) and clear (transitive) among others. Both alternants are the same phonologically.

Table 6 shows some of the verbs in Gichuka that portray this pattern.

Table 6. Causation/Labilility (Pattern i)

| Inchoative | Causative/Transitive |
|------------|----------------------|
| kemba (sediment eg water) | kemba (decan t) |
| censchia (change-intreg gears) | censchia (change-trans) |
| babukania (get frightened) | babukania (frighten) |
| a r i a (t a l k ) | a r i a (backbite s/one) |
| m u r i k a (p r o d u c e light) | m u r i k a (s h i n e light on) |
| a mbiriria (start-intr) | ambiriria (start s/thing-trans) |

(ii) The transitive is basic and the inchoative is derived. The derivation of the inchoative alternant is a case of decaustivization where the causative undergoes an argument reducing operation.In Italian, it is indicated by the reflexive -si- for instance romper (break-transitive)and rompersi (break-intransive) (Greg, 2012). The evidence for this pattern is that the unaccusative alternant differs from the causative in that it is more complex by having a reflexive morphology, an indication that the inchoative is derived. Table 7 shows some verbs in this pattern.
In Gichuka, the reflexive morphology can be indicated by -\textit{uk}-, -\textit{ik}- or -\textit{an}- on the verbs that portray pattern (ii) as shown on table 4. -\textit{an}- here of reflexive should however, not be confused for -\textit{an}- used for reciprocals. For instance, \textit{kim-an} (thicken) and \textit{tum-an} (get closed) as in table 4 can never mean mash each other or stitch each other respectively. (iii) Neither is derived from the other but both. This pattern shows independent derivation where the morphemes deriving the alternants independently attach to a common base as shown in table 8.

### Table 8. Indipendent Derivation (Pattern iii)

| Inchoative | Causative |
|-------------|------------|
| \textit{itika} (pour) | \textit{iturura} (pour-trans) |
| \textit{garuka} (turn) | \textit{garura} (turns/one) |
| \textit{caku}ka (peel) | \textit{caura} (peel-trans) |
| \textit{baguka} (fall from a high place e.g shelf) | \textit{bagura} (make fall from a high place e.g shelf) |
| \textit{babuka} (get frightened) | \textit{babura} (frighten) |
| \textit{cunguruka} (melt-intr) | \textit{cungurura} (melt-trans) |
| \textit{kunuka} (open-intr) | \textit{kunura} (open-trans) |
| \textit{tuguka} (topple) | \textit{tugura} (make something topple) |
| \textit{unjuguka} (Get spilt) | \textit{unjugura} (stir-trans) |
| \textit{atuka} (split-intr) | \textit{atura} (split-trans) |
| \textit{thauka} (untether-intr) | \textit{thaur}a (untether-trans) |
| \textit{bunguka} (get open-of clothes) | \textit{bungura} (open-of clothes) |
| \textit{tharu}ka (get undone eg sweater) | \textit{tharu}ra (undo eg sweater) |
| \textit{tembuka} (tear-intr) | \textit{tembura} (tear-trans) |
| \textit{cumbuka} (get disturbed on ones own) | \textit{cumbura} (disturb) |
| \textit{ruguka} - become open | \textit{rugura} (open) |

In Gichuka, the morpheme deriving the inchoative is -\textit{uk}- or \textit{ik} such that verbs with them are at their basic while the one deriving the causative alternant is -\textit{ur}-. Both alternants have different morphologies attached on a common root. This shows that the derivations have been reached independently.

### 7. Summary of Findings

The purpose of this study was to investigate the strategies of causation in Gichuka. Gichuka has four strategies of causation; morphological, lexical, analytic and inchoative-causative alternation. Morphologically, causation is realized by the use of the causative morphemes -\textit{i} and -\textit{ith}. In morphological causation, the causing and the caused events are encoded in a single verbal complex via a morphological marking showing the status of the affected arguments. Lexically, causation involves verb roots that exist for causation and others to show lack of it. There are two types of lexical causation namely; labile and suppletive. In labile, the same verb enters both causative and plain constructions, like

\begin{itemize}
  \item \textit{tuma} (close by stitching as in wound)
  \item \textit{tumana} (close by itself as in wound)
\end{itemize}
*kemba* (clear), while suppletive involves two different verb roots, one existing for causative and the other for plain construction, for instance die and kill (kua/uraga). There is also analytic causation in which the analytic verb **TUM-A** exists as a causative marker. It embeds a bare clause as its complement, making it a bi-clausal structure.

8. Conclusion

In view of the objectives, findings and analysis, this study concludes that Gichuka is a multi-strategy language as far as causation is concerned. Although chain causation is not realizable in Gichuka, double causation is only possible through combination of morphological and analytic **TUM-A** and not by doubling of the causative morpheme.
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