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ABSTRACT. We introduce a new family of symmetric multivariate polynomials, whose coefficients are meromorphic functions of two parameters \((q, t)\) and polynomial in a further two parameters \((u, v)\). We evaluate these polynomials explicitly as a matrix product. At \(u = v = 0\) they reduce to Macdonald polynomials, while at \(q = 0, u = v = s\) they recover a family of inhomogeneous symmetric functions originally introduced by Borodin.

1. Introduction

1.1. Background. The Macdonald polynomials \([23, 24]\), denoted \(P_\lambda(x_1, \ldots, x_n; q, t)\), are a celebrated basis for the ring of symmetric functions in \(n\) variables. They simultaneously generalise many important classes of symmetric functions, including the Schur, Hall–Littlewood and Jack polynomials, which can all be recovered by appropriate specialisations of the parameters \((q, t)\). Macdonald polynomials have been deeply influential in a variety of disciplines of mathematics, from the representation theory of affine Hecke algebras \([7, 8, 27]\), to Hilbert schemes \([15]\), to integrable stochastic systems \([4]\). Despite the generality of Macdonald polynomials, they are themselves special cases of some even more general classes. These include the interpolation and Koornwinder polynomials, which are both examples of inhomogeneous symmetric functions that include Macdonald polynomials at their leading degree.

The purpose of this paper is to introduce a new generalisation of Macdonald polynomials, denoted \(P_\lambda(x_1, \ldots, x_n; q, t; u, v)\), which have polynomial dependence on two additional parameters \(u\) and \(v\). Like the examples listed above, these functions are inhomogeneous symmetric polynomials in \((x_1, \ldots, x_n)\), but the Macdonald polynomials do not occur as their top degree – rather, they are embedded in \(P_\lambda(x_1, \ldots, x_n; q, t; u, v)\) as the constant term in \((u, v)\). The key characteristic of these polynomials is that they not only generalise Macdonald polynomials, they are also generalisations of a family of inhomogeneous symmetric functions \(F_\lambda(x_1, \ldots, x_n; t; s)\) recently studied by Borodin and Petrov \([3, 5]\). Reducing our family of polynomials to known cases can be summarised by the following commutative diagram:

```
\begin{tikzpicture}
  \node (P) at (0,0) {\(P_\lambda(x_1, \ldots, x_n; q, t; u, v)\)};
  \node (Mac) at (0,-2) {Macdonald};
  \node (Bor) at (2,-2) {Borodin–Petrov};
  \node (Hall) at (2,-3) {Hall–Littlewood};

  \draw[->] (P) -- (Mac) node[midway,right] {\(u = v = 0\)};
  \draw[->] (P) -- (Bor) node[midway,right] {\(q = 0, u = v = s\)};
  \draw[->] (Mac) -- (Hall) node[midway,above] {\(q = 0\)};
  \draw[->] (Bor) -- (Hall) node[midway,above] {\(s = 0\)};
\end{tikzpicture}
```
We expect that the family of polynomials $P_\lambda(x_1, \ldots, x_n; q, t; u, v)$ will prove to be important for several reasons: 1. Both $P_\lambda(x_1, \ldots, x_n; q, t)$ and, more recently, $F_\lambda(x_1, \ldots, x_n; t; s)$ have been shown to be vital in integrable probability. Macdonald processes include a wide range of particle-hopping processes as their specialisations [4], and it appears that the stochastic vertex model used in the construction of $F_\lambda(x_1, \ldots, x_n; t; s)$ plays a similarly powerful role, containing a number of sub-processes as special cases [5]. The sheer existence of $P_\lambda(x_1, \ldots, x_n; q, t; u, v)$ suggests that these two, somewhat complementary pictures could be unified. 2. Given that both $P_\lambda(x_1, \ldots, x_n; q, t)$ and $F_\lambda(x_1, \ldots, x_n; t; s)$ enjoy a host of special properties, such as Cauchy identities, branching rules and Pieri identities, it is natural to expect that their mutual generalisation, $P_\lambda(x_1, \ldots, x_n; q, t; u, v)$, will too. We plan to address such questions in a separate publication. 3. The functions $F_\lambda(x_1, \ldots, x_n; t; s)$ contain the (Grassmannian) Grothendieck polynomials as a special case [2]. This means that unlike the traditional approach in Macdonald theory, in which Macdonald polynomials are defined by a set of properties and then proven to exist, we shall instead write down an explicit linear form which maps elements of the algebra to the space of polynomials in $n$ variables. We construct an $L$-matrix that satisfies the Yang–Baxter algebra, and 2. A suitable linear form which maps elements of the algebra to the space of polynomials in $n$ variables.

1.2. Layout of the paper. In Section 2 we study polynomial representations of the type $A_{n-1}$ Hecke algebra and families of polynomials $f_\mu$ which satisfy local quantum Knizhnik–Zamolodchikov exchange relations. We show that, by summing $\mu$ over all permutations of a partition $\lambda$, one obtains a symmetric function $P_\lambda$. Section 3 examines, in a general setting, how it is possible to construct such families $f_\mu$ as matrix products. As we show, the basic requirements for the construction are 1. A suitable solution of the (higher-rank) Yang–Baxter algebra, and 2. A suitable linear form which maps elements of the algebra to the space of polynomials in $n$ variables.

In Section 4 we present a new solution of the Yang–Baxter algebra of generic rank $r$, in terms of the algebra of $t$-deformed bosons. We construct an $L$-matrix that satisfies the Yang–Baxter algebra, starting from a solution of Jimbo [18] and applying an algebra homomorphism (the details are deferred to Section 8). In Section 5 we are then able to apply the general theory developed at the start of the paper to the specific solution of the Yang–Baxter algebra obtained in Section 4. This leads us to explicit matrix product formulae for both $f_\mu(x_1, \ldots, x_n; q, t; u, v)$ and $P_\lambda(x_1, \ldots, x_n; q, t; u, v)$, which are the main results of the paper. Section 6 proves the reduction to Macdonald polynomials at $u = v = 0$, which is almost immediate by virtue of the results in 6. Section 7 proves the (much more challenging) reduction to the Borodin–Petrov polynomials at $q = 0, u = v = s$.

1.3. Notation and conventions. A composition $\mu = (\mu_1, \ldots, \mu_n)$ is an $n$-tuple of non-negative integers, and $\mu_i$ is its $i^{th}$ part. A partition $\lambda = (\lambda_1, \ldots, \lambda_n)$ is an $n$-tuple of non-negative integers, which satisfy $\lambda_1 \geq \cdots \geq \lambda_n \geq 0$. Given a composition $\mu$, we let $\mu^+$ denote the unique partition which can be obtained by reordering the parts of $\mu$. Throughout this paper $\lambda$ will always refer to a partition and $\mu$ to a composition. Furthermore, the largest part $\lambda_1$ of $\lambda$ will be denoted by $r$, for rank:

$$r = \lambda_1.$$  (1)
2. Families of non-symmetric polynomials and quantum Knizhnik–Zamolodchikov exchange relations

Following [6, 20], we study families of non-symmetric polynomials which satisfy local quantum Knizhnik–Zamolodchikov exchange relations. The exchange relations are expressed via the action of generators of the Hecke algebra. Our aim here is to discuss such families at a completely general level, as we will only specialise to a particular non-symmetric family later on in the paper.

2.1. Polynomial representation of Hecke algebra. We consider polynomial representations of the Hecke algebra of type $A_{n-1}$, with generators $T_i$ given by

$$T_i = t - \frac{tx_i - x_{i+1}}{x_i - x_{i+1}}(1 - \sigma_i), \quad 1 \leq i \leq n - 1,$$

(2)

where $\sigma_i$ is the transposition operator with action $(\sigma_ip)(\ldots, x_i, x_{i+1}, \ldots) = p(\ldots, x_{i+1}, x_i, \ldots)$ on any polynomial $p(x_1, \ldots, x_n)$. The operators (2) provide a faithful representation of the Hecke algebra:

$$(T_i - t)(T_i + 1) = 0, \quad T_iT_{i+1}T_i = T_{i+1}T_iT_{i+1}, \quad T_iT_j = T_jT_i, \quad |i - j| > 1. \tag{3}$$

2.2. Non-symmetric polynomials and quantum Knizhnik–Zamolodchikov equations. Consider for each partition $\lambda$ a family of polynomials indexed by compositions that are permutations of $\lambda$. We denote this family by $\{f_{\mu}(x_1, \ldots, x_n)\}_{\mu^+ = \lambda}$ and assume that it satisfies the following relations with respect to the generators (2) of the Hecke algebra:

$$T_i f_{\mu_1, \ldots, \mu_n}(x_1, \ldots, x_n) = f_{\mu_1, \ldots, \mu_{i+1}, \mu_i, \ldots, \mu_n}(x_1, \ldots, x_n), \quad \text{when } \mu_i > \mu_{i+1}, \tag{4}$$

$$T_i f_{\mu_1, \ldots, \mu_n}(x_1, \ldots, x_n) = t f_{\mu_1, \ldots, \mu_{i+1}, \mu_i, \ldots, \mu_n}(x_1, \ldots, x_n), \quad \text{when } \mu_i = \mu_{i+1}. \tag{5}$$

These two relations play quite different roles. Equation (4) expresses one member of the family in terms of another, where the two members are related by a simple transposition of their indexing composition. On the other hand, (5) dictates that $f_{\mu}$ is symmetric in $(x_i, x_{i+1})$ if $\mu_i = \mu_{i+1}$.

The relations (4–5) do not uniquely determine the family $\{f_{\mu}(x_1, \ldots, x_n)\}_{\mu^+ = \lambda}$. Indeed, by choosing $f_\lambda$ to be any polynomial which is symmetric in $(x_i, x_{i+1})$ if $\lambda_i = \lambda_{i+1}$, then acting with (4) to build up the entire family, one finds that (4–5) hold generally. By supplementing these relations by appropriate boundary conditions (such as, for example, a cyclic property [6, 20]) the family can be made unique, but this will not concern us in the present work.

2.3. Symmetric polynomials. Motivated by the theory of non-symmetric Macdonald polynomials, we now consider polynomials $P_\lambda(x_1, \ldots, x_n)$ which are obtained by summing over all $f_\mu$, such that $\mu$ lies in the Weyl orbit of the partition $\lambda$:

$$P_\lambda(x_1, \ldots, x_n) := \sum_{\mu : \mu^+ = \lambda} f_\mu(x_1, \ldots, x_n).$$

By virtue of the exchange relations (4–5), we can easily deduce the following property of $P_\lambda$.

Lemma 1. The polynomial $P_\lambda(x_1, \ldots, x_n)$ is symmetric in $(x_1, \ldots, x_n)$.

Proof. We need to show that $T_i P_\lambda = tP_\lambda$ for all $i = 1, \ldots, n - 1$, since this would imply symmetry in $(x_1, \ldots, x_n)$. Acting with $T_i$ on (4) we find that, for $\mu_i < \mu_{i+1}$,

$$T_i f_{\mu_1, \ldots, \mu_i, \mu_{i+1}, \ldots} = T_i^2 f_{\mu_1, \ldots, \mu_{i+1}, \mu_{i+1}, \ldots} = (t + (t - 1)T_i) f_{\mu_1, \ldots, \mu_{i+1}, \mu_{i+1}, \ldots} + (t - 1)f_{\mu_1, \ldots, \mu_{i+1}, \mu_{i+1}, \ldots}.$$

We thus find

$$T_i \sum_\mu f_\mu = \sum_{\mu_i < \mu_{i+1}} (tf_{s_i\mu} + (t - 1)f_\mu) + \sum_{\mu_i = \mu_{i+1}} tf_\mu + \sum_{\mu_i > \mu_{i+1}} f_{s_i\mu},$$

where $s_i$ is the transposition operator with action $(\sigma_i p)(\ldots, x_i, x_{i+1}, \ldots) = p(\ldots, x_{i+1}, x_i, \ldots)$ on any polynomial $p(x_1, \ldots, x_n)$.
We have thus shown that if we have a family \( \{ f_\mu(x_1, \ldots, x_n) \}_{\mu=1}^r \) of non-symmetric polynomials obeying (4)–(5), then the polynomial \( P_\lambda \), obtained by summing over all members of the family, is symmetric. This result is the foundation which allows us to construct the new family \( P_\lambda(x_1, \ldots, x_n; q, t; u, v) \).

3. Matrix product expression

In this section we explain a general construction to obtain explicit families of polynomials that satisfy the relations (4)–(5), using solutions of the Yang–Baxter algebra.

3.1. Matrix product expression for \( f_\mu \) and Zamolodchikov–Faddeev algebra. We begin by writing explicitly the higher-rank \( R \)-matrices which, in Jimbo’s classification [19], are solutions of the \( U_{q,t}^1(A_r^{(1)}) \) Yang–Baxter equation [1].

\[
R(z) = \sum_{i=0}^{r} E_{i,i} \otimes E_{i,i} + \sum_{0 \leq i < j \leq r} (b_+(z) E_{i,i} \otimes E_{j,j} + b_-(z) E_{j,j} \otimes E_{i,i} + c_+(z) E_{i,j} \otimes E_{i,i} + c_-(z) E_{j,i} \otimes E_{i,j}),
\]

where \( E_{i,j} \) is the matrix with a 1 at position \((i, j)\) and zeros everywhere else, and the matrix entries are given by

\[
b_+(z) = \frac{1-z}{1-tz}, \quad b_-(z) = \frac{t(1-z)}{1-tz}, \quad c_+(z) = \frac{1-t}{1-tz}, \quad c_-(z) = \frac{(1-t)z}{1-tz}.
\]

The \( R \)-matrix (6) is in fact twisted, in the sense of Drinfeld twists, in such a way that all its columns sum to 1. It therefore generalises the stochastic six-vertex model to arbitrary rank. We define from this the \( \hat{R} \)-matrix, given by \( \hat{R}(z) = PR(z) \), where \( P \) is the \((r+1)^2 \times (r+1)^2\) permutation matrix.

Now assume that there exist linear operators \( A_i(x) \) \((i = 0, 1, \ldots, r)\) acting on some vector space \( \mathcal{F} \), a linear form \( \rho : \text{End}(\mathcal{F}) \to \mathbb{C}[x_1, \ldots, x_n] \), and define for all compositions \( \mu \) with largest part \( r \) the polynomial

\[
f_\mu(x_1, \ldots, x_n) := \rho(A_{\mu_1}(x_1) \cdots A_{\mu_n}(x_n)).
\]

It is easy to show [6,10] that such a family \( \{ f_\mu \}_{\mu=1}^r \) satisfies (4)–(5), provided that the operators \( A_i(x) \) obey the Zamolodchikov–Faddeev (ZF) algebra [13,36]:

\[
\hat{R}(x/y) \cdot [\hat{A}(x) \otimes \hat{A}(y)] = [\hat{A}(y) \otimes \hat{A}(x)],
\]

where \( \hat{R}(x/y) \) is the \( \hat{R} \)-matrix based on \( U_{q,t}^1(A_r^{(1)}) \), and \( \hat{A}(x) \) is an \((r+1)\)-dimensional operator valued column vector given by

\[
\hat{A}(x) = (A_0(x), \ldots, A_r(x))^T.
\]

\footnote{We refrain from using the parameter \( q \) when writing the quantum group, since this would create confusion with the \( q \) parameter in Macdonald polynomials.}
3.2. Solutions of the ZF algebra from the Yang–Baxter algebra. One way to obtain a set of operators $A_i(x)$ that satisfy the ZF relations (3) is to inherit them from a solution to the Yang–Baxter algebra. The Yang–Baxter algebra is the set of bilinear relations which are encoded by the equation

$$\check{R}(x/y) \cdot [L(x) \otimes L(y)] = [L(y) \otimes L(x)] \cdot \check{R}(x/y),$$

where $L(x)$ is an $(r+1) \times (r+1)$ matrix, whose entries are operators acting on $\mathcal{F}$. More generally, the Yang–Baxter algebra also applies to any product of $L$-matrices which satisfy (9). For example, if we construct the rank-$r$ monodromy matrix

$$T(x) = L^{(1)}(x) \cdots L^{(r)}(x),$$

where each $L$-matrix $L^{(i)}(x)$ satisfies (9) and acts on a separate copy $\mathcal{F}^{(i)}$ of the Hilbert space, then it immediately follows that

$$\check{R}(x/y) \cdot [T(x) \otimes T(y)] = [T(y) \otimes T(x)] \cdot \check{R}(x/y).$$

Solutions of the ZF algebra may then be obtained as follows:

**Proposition 1.** If $A(x)$ is identified with any column of $T(x)$ as defined in (10), then (8) holds.

4. A NEW $L$-MATRIX

In this section we present a new solution to the Yang–Baxter algebra (9). To formulate this solution we first introduce $t$-deformed bosonic operators.

4.1. The algebra of $t$-bosons. The $t$-boson algebra $\mathcal{B} = \langle \phi, \phi^\dagger, k \rangle$ is generated by three operators $\{\phi, \phi^\dagger, k\}$, that satisfy the bilinear relations

$$\phi k = tk\phi, \quad t\phi^\dagger k = k\phi^\dagger, \quad \phi\phi^\dagger - t\phi^\dagger\phi = 1 - t. \quad (12)$$

Define vector spaces $\mathcal{F} = \text{Span}\{ |m\rangle \}^\infty_{m=0}$ and $\mathcal{F}^* = \text{Span}\{ \langle m| \}^\infty_{m=0}$, which will be the representation spaces for the $t$-boson algebra. We use the Fock and dual Fock representation of the algebra (12):

$$\phi |m\rangle = (1 - t^m) |m - 1\rangle, \quad \phi^\dagger |m\rangle = |m + 1\rangle, \quad k |m\rangle = t^m |m\rangle,$$

$$\langle m| \phi = (1 - t^{m+1}) \langle m + 1|, \quad \langle m| \phi^\dagger = \langle m - 1|, \quad \langle m| k = t^m \langle m|.$$

4.2. Some important remarks on notation. It will be necessary to use $r^2$ commuting copies of the $t$-boson algebra (12). We shall distinguish these copies by the use of subscripts and superscripts and write them as $\mathcal{B}_i^{(j)} = \langle \phi_i^{(j)}, \phi_i^{\dagger(j)}, k_i^{(j)} \rangle$, where $1 \leq i, j \leq r$. The operators in two algebras $\mathcal{B}_a^{(b)}$ and $\mathcal{B}_c^{(d)}$ mutually commute, unless $a = c$ and $b = d$, in which case the two algebras are identically equivalent.

At all times, we use subscripts $i$ to distinguish between different families of bosons. There will be $r$ different families, and accordingly $1 \leq i \leq r$. Superscripts $j$, on the other hand, are used to indicate bosons with occur in the $j^{th}$ $L$-matrix in the product (10). When it is not important to specify from which $L$-matrix the bosons come, we will omit the superscript to lighten the notation.

4.3. A higher rank solution of the intertwining equation. One of the key results in this paper is a new solution of the Yang–Baxter algebra (9) in terms of the algebra (12) of $t$-bosons. As we discuss below, it generalises some known solutions of (9) to arbitrary values of the parameters $u, v$ and of the rank $r$. We define an $L$-matrix as follows:

$$L_{00} = 1 - ux \prod_{l=1}^{r} k_l, \quad L_{0j} = \left( 1 - uv \prod_{l=1}^{r} k_l \right) \phi_j, \quad \text{for } 1 \leq j \leq r, \quad L_{i0}(x) = x \left( \prod_{l=i+1}^{r} k_l \right) \phi_i^\dagger,$$
Theorem 1. The proof of Theorem 1 will be deferred to Section 8 in order to not interrupt the flow of Proof.

Example 1. In the case \( r = 1 \), the \( \tilde{R} \) and \( L \)-matrices are given by

\[
\tilde{R}(z) = \begin{pmatrix}
1 & 0 & 0 \\
0 & c_- & b_- \\
0 & b_+ & c_+
\end{pmatrix}
\quad \text{and} \quad
L(x) = \begin{pmatrix}
1 - xuk & (1 - uvk)\phi_j \\
x\phi_i & x - vk
\end{pmatrix},
\]

where we have omitted the bosonic subscripts, given that only one family is present. In this case the \( R \)-matrix is that of the stochastic six-vertex model, and the \( L \)-matrix has appeared in various forms in the literature \[23, 26, 27, 9, 5\]. Here we adopt an operatorial version of the entries and include two deformation parameters \( u, v \) (for example, one sets \( u = v = s \) to recover the \( L \)-matrix of \[3, 5\]).

Example 2. In the case \( r = 2 \), the \( \tilde{R} \) and \( L \)-matrices are given by

\[
\tilde{R}(z) = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & c_- & 0 & b_- & 0 & 0 \\
0 & 0 & c_- & 0 & 0 & b_- \\
0 & b_+ & 0 & c_+ & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & c_+ & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix},
\]

\[
L(x) = \begin{pmatrix}
1 - xukk_2 & (1 - uvkk_2)\phi_1 & (1 - uvkk_2)\phi_2 \\
xk\phi^\dagger_1 & (x - vkk_2) & vk\phi^\dagger_1 \\
x\phi^\dagger_2 & x\phi^\dagger_1 & x - vkk_2
\end{pmatrix}.
\]
5. A NEW CLASS OF SYMMETRIC POLYNOMIALS

In Section 3.1 we gave a general construction of families of polynomials \( \{ f_\mu \}_{\mu^+ = \lambda} \) which obey \( (4) - (5) \), given a solution \( L(x) \) of the Yang–Baxter algebra. We now apply this formalism to a specific example – namely, to the \( L \)-matrices studied in Section 4 in order to obtain our new classes of polynomials \( f_\mu \) and \( P_\lambda \) as explicit matrix products.

5.1. Matrix product expression for \( f_\mu \). Define, as in equation (13), a monodromy matrix \( T(x) \) whose constituent \( L \)-matrices are given by \( (13) \). From this, construct a solution to the ZF algebra \( \mathcal{S} \), by extracting the first column of \( T(x) \):

\[
A(x) = (A_0(x), A_1(x), \ldots, A_r(x))^T = (T_{00}(x), T_{10}(x), \ldots, T_{r0}(x))^T. \tag{14}
\]

For any composition \( \mu \) with largest part \( r = \mu^+_1 \) we then define

\[
f_\mu(x_1, \ldots, x_n; q, t, u, v) := \rho (A_{\mu_1}(x_1) \cdot \cdots \cdot A_{\mu_n}(x_n) \mathcal{S}), \tag{15}
\]

where the linear form \( \rho \) will be given below. Here we work in slightly greater generality than in Section 3.1 and aside from parameters \( t, u, v \) which enter via \( L(x) \), we also allow for an additional parameter \( q \) which is incorporated via a twist matrix \( \mathcal{S} \):

\[
\mathcal{S} = S^{(1)} \cdots S^{(r)}, \quad S^{(i)} = \left( \prod_{j=i+1}^{r} k^{(j-i)\alpha} \right)^{(i)} \text{ where } t^\alpha \equiv q. \tag{16}
\]

By their very construction, the \( f_\mu \) obey the quantum Knizhnik–Zamolodchikov equations \( (1) - (5) \).

It remains to specify the linear form. We let \( |m|^{(j)}_i \) denote a basis state in the Fock space corresponding to \( B^{(j)}_i \) such that \( i > j \).

1. Trace over the Fock representation of all algebras \( B^{(j)}_i \) such that \( i > j \).
2. Sandwich between vacuum states \( |0|^{(j)}_i \) and \( |0|^{(j)}_i \) for all algebras \( B^{(j)}_i \) such that \( i < j \).
3. Sandwich between the states \( |\theta|^{(i)}_i \) and \( |0|^{(i)}_i \) for all algebras \( B^{(i)}_i \).

More succinctly, the form can be written as

\[
\rho (A_{\mu_1}(x_1) \cdot \cdots \cdot A_{\mu_n}(x_n) \mathcal{S}) :=
\prod_{i=1}^{r} \langle 0_1, \ldots, 0_{i-1}, \theta_i \rangle^{(i)} \Tr \left[ A_{\mu_1}(x_1) \cdot \cdots \cdot A_{\mu_n}(x_n) \mathcal{S} \right]^{(i)}_{(i_i \cdots r_i)} |0_1, \ldots, 0_i \rangle^{(i)}. \tag{17}
\]

Although the \( B^{(i)}_i \) algebras seemingly bring considerable complication to \( (17) \), it is not hard to show that only a single term in the sum \( \sum_{m=0}^{\infty} \langle m \rangle^{(i)}_i \) survives – namely, the term \( m = m_i(\mu) \), where \( m_i(\mu) \) is the part-multiplicity function:

\[
m_i(\mu) = \# \{ \mu_k : \mu_k = i \}. \]

This allows us to write, equivalently,

\[
\rho (A_{\mu_1}(x_1) \cdot \cdots \cdot A_{\mu_n}(x_n) \mathcal{S}) =
\prod_{i=1}^{r} \langle 0_1, \ldots, 0_{i-1}, m_i(\mu) \rangle^{(i)} \Tr \left[ A_{\mu_1}(x_1) \cdot \cdots \cdot A_{\mu_n}(x_n) \mathcal{S} \right]^{(i)}_{(i_i \cdots r_i)} |0_1, \ldots, 0_i \rangle^{(i)}. \tag{18}
\]

Although \( (18) \) is manifestly simpler, \( (17) \) is preferable as the definition of the linear form \( \rho \), since it does not depend on \( \mu \).
At this stage, it is by no means obvious that this particular linear form is the best choice available. The main reason that we adopt it is that it succeeds – it ultimately leads to a family of polynomials which simultaneously generalise both those of Macdonald and those of Borodin–Petrov – a fact that will be borne out below. For now, let us only remark that the most natural choice for \( \rho \), which would be to trace all \( r^2 \) bosons that appear, causes \( f_\mu \) to vanish for all non-zero compositions \( \mu \).

5.2. **Matrix product expression for \( P_\lambda \).** Following the procedure in Section 2.3, we now obtain symmetric polynomials \( P_\lambda \) by summing over all \( \mu \) which are permutations of \( \mu^+ \equiv \lambda \). Summing over (18), we obtain

\[
P_\lambda(x_1, \ldots, x_n; q, t; u, v) = \Omega_\lambda(q, t) \times \prod_{i=1}^{r} (0, \ldots, 0_{i-1}, m_i(\lambda))^{(i)} \text{Tr} \left[ A(x_1) \cdots A(x_n)|S\right]^{(i)}_{(i,...,r)} |0, \ldots, 0\rangle^{(i)}
\]

where we have defined

\[
A(x) = \sum_{j=0}^{r} A_j(x),
\]

and \( \Omega_\lambda(q, t) \) is an introduced overall normalisation to be given in the next subsection. It is apparent that the product \( A(x_1) \cdots A(x_n) \) gives rise to terms \( A_{\mu_1}(x_1) \cdots A_{\mu_\nu}(x_n) \) for all compositions \( \mu \) contained in the \( n \times r \) rectangle, and not just those for which \( \mu^+ = \lambda \). However, any \( \mu \) for which \( \mu^+ \neq \lambda \) gives a vanishing contribution to (19). Note that \( P_\lambda \) written in the form (19) is manifestly symmetric because \( [A(x), A(y)] = 0 \), which follows from left-multiplying the ZF equation (8) with the row vector \((1, 1, \ldots, 1)\) and the fact that the columns of the \( R \)-matrix add up to 1.

Equation (19) is the main result of the paper. It is a completely explicit formula for the new family of symmetric polynomials \( P_\lambda(x_1, \ldots, x_n; q, t; u, v) \), whose specialisations will be explored in the coming sections.

5.3. **Specifying the normalisation.** Equation (19) contains a normalising factor that we can freely choose, without spoiling the symmetry in \((x_1, \ldots, x_n)\). Bearing in mind that we will subsequently specialise (19) to Macdonald polynomials, we define

\[
\Omega_\lambda(q, t) = \prod_{1 \leq i < j \leq r} \left( 1 - q^{j-i} t^{\lambda'_i - \lambda'_j} \right),
\]

where \( \lambda' \) denotes the conjugate partition of \( \lambda \):

\[
\lambda'_i - \lambda'_{i+1} = m_i(\lambda), \quad \forall \ i \geq 1.
\]

This is the same normalisation as was used in [6].

5.4. **A polynomial example.** We look at an explicit example for rank 2. Using (10) we construct a solution of the ZF algebra by taking the first column of the monodromy matrix defined by

\[
T(x) = L^{(1)}(x) \cdot L^{(2)}(x),
\]

where each \( L \)-matrix is a copy of the \( 3 \times 3 \) rank 2 matrix of Example 2. We thus have

\[
A_\lambda(x) = \begin{pmatrix}
A_0(x) \\
A_1(x) \\
A_2(x)
\end{pmatrix} = \begin{pmatrix}
1 - xuk_1k_2 & (1 - uvk_1k_2)\phi_1 & (1 - uvk_1k_2)\phi_2 \\
xk_2\phi_1^\dagger & (x - vk_1)k_2 & vk_2\phi_2^\dagger \\
x\phi_2^\dagger & x\phi_1^\dagger & x - vk_2
\end{pmatrix}^{(1)} \cdot \begin{pmatrix}
1 - xuk_1k_2 \\
xk_2\phi_1^\dagger \\
x\phi_2^\dagger
\end{pmatrix}^{(2)}
\]

where we only wrote the first column of \( L^{(2)}(x) \). We now explain the matrix product form for \( \mu = (2, 1) \), with \( m_1(\mu) = m_2(\mu) = 1 \).
There are four boson families $B_i(j)$ with $i, j \in \{1, 2\}$. According to the prescription (18), the two diagonal families $B_i^{(j)}$ should be sandwiched between $\langle m_i(\mu) \rangle$ and $|0\rangle$, which for both $i = 1$ and $i = 2$ results in sandwiching between $|1\rangle$ and $|0\rangle$. The family $B_1^{(2)}$ is sandwiched between $|0\rangle$ and $|0\rangle$ and the fourth family $B_2^{(1)}$ will be traced over. Hence we define

$$f_{21}(x_1, x_2; q, t; u, v) := \rho(A_2(x_1)A_1(x_2)S)$$

$$= \langle 1\rangle \langle 1_2 \rangle \langle 2 \rangle \text{Tr} \left[ A_2(x_1)A_1(x_2)S \right]_{2}^{(1)} |0_1\rangle \langle 0_1 |0_2\rangle^{(2)} . \quad (21)$$

Note now that (20) only contains the creation operator $\phi_1^{(2)}$ of $B_1^{(2)}$ and not the annihilation operator $\phi_1^{(2)}$. As $B_1^{(2)}$ is sandwiched between $|0\rangle$ and $|0\rangle$, the nonzero remaining terms are those not containing $\phi_1^{(2)}$. In other words, we can set $\phi_1^{(2)} = 0$ and $k_1^{(2)} = 1$ in (20).

To ease notation we call the diagonal families $B_i^{(i)} = \langle a^*_i, a_i, \kappa_i \rangle$ and drop the indices from the remaining family $B_2^{(1)}$, and find after projecting out the family $B_1^{(2)}$ that we have

$$f_{21}(x_1, x_2; q, t; u, v) = \langle 1\rangle \langle 1_2 \rangle \langle 2 \rangle \text{Tr} \left[ \tilde{A}_2(x_1)\tilde{A}_1(x_2)S \right] |0_1\rangle |0_2\rangle , \quad (22)$$

where $\tilde{A}_i(x)$ are determined from

$$\begin{pmatrix} \tilde{A}_0(x) \\ \tilde{A}_1(x) \\ \tilde{A}_2(x) \end{pmatrix} = \begin{pmatrix} 1 - x u \kappa_1 k & 1 - u v \kappa_1 k \phi \\ x a^*_1 & v a^*_1 \phi \\ x \phi^* & x - v k \end{pmatrix} \cdot \begin{pmatrix} 1 - x u \kappa_2 \\ x a^*_2 \\ x - v k \end{pmatrix} \cdot \begin{pmatrix} 1 - x u \kappa_1 k(1 - x u \kappa_2) + x(1 - u v \kappa_1 k) \phi a^*_2 + (x - v k) \phi a^*_2 \phi a^*_2 \phi a^*_2(1 - x u \kappa_2) + x(1 - u v \kappa_1 k) \phi a^*_2 + (x - v k) \phi a^*_2 \phi a^*_2 \phi a^*_2 \phi a^*_2 \phi a^*_2 \end{pmatrix} . \quad (23)$$

The projection of the $a$ bosons in (22) implies that we only need to collect terms in the product $\tilde{A}_2(x_1)\tilde{A}_1(x_2)$ that are proportional to $a_1^* a_2^*$, as other terms project to zero in the bra-ket between $\langle 1\rangle \langle 1_2 \rangle$ and $|0_1\rangle |0_2\rangle$. The surviving terms are

$$x_1 x_2 \text{Tr} \phi \left[ (v(1 - x_1 u \kappa_2) \phi a^*_2 + (x - v k) a^*_2(1 - x_2 u \kappa_2)) k^\alpha \right],$$

where we also used the definition (16) of the twist $S$.

The next step is to order both $a^*$ bosons to the left and pair up $\phi^*$ and $\phi$. This will result in some additional factors of $t$ due to commutation relations between $a^*$ and $\kappa$, and between $\phi$ and $k$.

For this example, after projecting out the $a^*$ bosons we arrive at

$$f_{21}(x_1, x_2; q, t; u, v) = x_1 x_2 \text{Tr} \phi \left[ (v t^{-1} \phi k(1 - x_1 u t) + (x - v k) k(1 - x_2 u) k^\alpha \right]$$

$$= x_1 x_2 \text{Tr} \phi \left[ (v t^{-1} (1 - k) k(1 - x_1 u t) + (x - v k) k(1 - x_2 u) k^\alpha \right]$$

$$= x_1 x_2 \text{Tr} \phi \left[ v t^{-1} (1 - k - t k) k^{1+\alpha} + x_1 (1 - u v (1 - k)) k^{1+\alpha} + x_2 u v k^{2+\alpha} - x_1 x_2 u k^{1+\alpha} \right].$$

The traces can now be simply evaluated because $\text{Tr} \phi k^\beta = (1 - t^\beta)^{-1}$, resulting in

$$f_{21}(x_1, x_2; q, t; u, v) = x_1 x_2 \left( -\frac{v(1 - q)}{(1 - q t)(1 - q t^2)} + \frac{1 - q t^2 - u v q (1 - t)}{(1 - q t)(1 - q t^2)} x_1 + \frac{u v}{1 - q t^2} x_2 - \frac{u}{1 - q t} x_1 x_2 \right) . \quad (24)$$

Likewise we compute

$$f_{12}(x_1, x_2; q, t; u, v) = \rho(A_1(x_1)A_2(x_2)S),$$
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where again we need to consider only the terms proportional to \( \phi_1^{+1} \phi_2^{+2} \equiv a_1^+ a_2^+ \), which in this case are given by

\[
x_1 x_2 \text{Tr}_\phi \left[ (vka_1^+ \phi a_2^+ (1 - x_2u_2) + k(1 - x_1u_2)(x_2 - v)k_a^+ a_2^+)k^\alpha \right].
\]

Reordering and projecting out the \( a^+ \) bosons we get in this case

\[
f_{12}(x_1, x_2; q; u, v) = x_1 x_2 \text{Tr}_\phi \left[ (v \phi \phi (1 - x_2u) + k(1 - x_1u)(x_2 - v)k^\alpha) \right].
\]

\[
= x_1 x_2 \text{Tr}_\phi \left[ (vk(1 - t)(1 - x_2u) + k(1 - x_1u)(x_2 - v)k^\alpha) \right]
\]

\[
= x_1 x_2 \text{Tr}_\phi \left[ v(1 - tk - k)k^{l+\alpha} + x_1uvtk^{l+\alpha} + x_2(1 - uv(1 - tk))k^{l+\alpha} - x_1x_2utk^{l+\alpha} \right].
\]

After taking the traces we end up with

\[
f_{12}(x_1, x_2; q; u, v) =
\]

\[
x_1 x_2 \left( -\frac{v(1 - q)t}{1 - qt(1 - qt^2)} + uv + \frac{1 - qt^2 - uv(1 - t)}{1 - qt(1 - qt^2)} x_2 \right) - \frac{ut}{1 - qt} x_1 x_2. \tag{25}
\]

Finally, the symmetric polynomial \( P_{21} = \Omega_{21}(f_{21} + f_{12}) \), where \( \Omega_{21} = 1 - qt \), is equal to

\[
P_{21}(x_1, x_2; q; u, v) = \left(1 - \frac{uv(1 - q)t}{1 - qt^2}\right)(x_1^2 x_2 + x_1 x_2^2) - (1 + t) \left(\frac{v(1 - q)}{1 - qt^2} x_1 x_2 + u x_1 x_2^2\right). \tag{26}
\]

### 6. Specialisation to Macdonald polynomials

In this section we present the first main property of the polynomials \( P_\lambda(x_1, \ldots, x_n; q; t; u, v) \) their reduction to Macdonald polynomials when \( u = v = 0 \). We begin with some preliminary simplifying observations.

#### 6.1. A simplification of the matrix product \([18]\).

**Lemma 2.** Let \( M \in \bigotimes_{i,j=1}^r \mathcal{B}_i^{(j)} \) be any monomial in the expansion of \( A_{\mu_1}(x_1) \cdots A_{\mu_n}(x_n) \), where the operators \( A_{\mu_i}(x_i) \) are given by \([14]\). Then if the annihilation operator \( \phi_i^{(j)} \) appears in \( M \), a creation operator \( \phi_i^{(j+\ell)} \) must also be present in \( M \), for some \( \ell > j \).

**Proof.** If \( \phi_i^{(j)} \) appears in \( M \), it must have come from component \((i', i)\) of an \( L \)-matrix \( L^{(j)}(x_a) \), for some \( 0 \leq i' \neq i \leq r \) and \( 1 \leq a \leq n \). Let us denote this component by \( L^{(j)}_{i'i}(x_a) \). Given that this component is selected, the component \( L_{i'i'}^{(j+1)}(x_a) \) must also be present, for some \( 0 \leq i'' \leq r \). If \( i'' \neq i \), \( L_{i'i''}^{(j+1)}(x_a) \) gives rise to the boson \( \phi_i^{(j+1)} \), and the result follows. If \( i'' = i \), the boson \( \phi_i^{(j+1)} \) is not produced, but we can iterate this reasoning to the next \( L \)-matrix in the product. If we need to iterate all the way to the final \( L \)-matrix in the product, the component \( L_{i0}^{(r)}(x_a) \) will arise. This produces the boson \( \phi_i^{(r)} \), since we know that \( i \neq 0 \). \( \square \)

We analyse more closely the expression \([18]\) for \( f_{ij} \), focusing on its dependence on the algebras \( \mathcal{B}_i^{(1)}, \ldots, \mathcal{B}_i^{(r)} \). It is helpful to construct a two-dimensional visualisation of the matrix product, showing only that part of \( \rho \) which acts on the \( i \)-th boson families \( \mathcal{B}_i^{(1)}, \ldots, \mathcal{B}_i^{(r)} \):
Lattice representation of the matrix product (18), where for simplicity we only show the action of the linear form $\rho$ on the $i^{th}$ $t$-boson families $B_i^j$ ($j = 1, \ldots, r$), i.e. $\langle m_i(\mu)\rangle_i^i(0)_{i,i+1,\ldots,r} Tr [A_{\mu_1}(x_1) \cdots A_{\mu_n}(x_n)S_{i,i}^1(1) \cdots (i-1) 0_i^i(1) \cdots (r)]$. The full action of $\rho$ is obtained by taking a product over all $i = 1, \ldots, r$.

Each square of the lattice represents the contribution from a single $L$-matrix in the matrix product (18). In all columns $j \neq i$ we must have an equal number of annihilation and creation operators present, otherwise the resulting algebraic monomial will vanish under the action of $\rho$. In other words, we require that $\#(\phi_i^j) = \#(\phi_i^{\dagger j})$ in all columns $j \neq i$.

This implies, in particular, that $\#(\phi_i^j) = \#(\phi_i^{\dagger j}) = 0$ in all columns $j > i$. Indeed, let us suppose that $j > i$ is the largest value such that $\#(\phi_i^j) = \#(\phi_i^{\dagger j}) \geq 1$, which means that necessarily $\#(\phi_i^\ell) = \#(\phi_i^{\dagger \ell}) = 0$ for all $\ell > j$. Given that $\phi_i^j$ appears, Lemma 2 tells us that $\phi_i^{\ell \ell}$ must appear for some $\ell > j$, leading to an immediate contradiction. We conclude that there is no value $j > i$ such that $\#(\phi_i^j) = \#(\phi_i^{\dagger j}) \geq 1$.

It follows that we are able to substitute $\phi_i^j \mapsto 0$, $\phi_i^{\dagger j} \mapsto 0$, $k_i^j \mapsto 1$ in (18), for all $i < j$, leaving it invariant. Such a substitution causes many entries of the participating $L$-matrices to vanish, greatly reducing the complexity of (18).

6.2. The $u = v = 0$ case of (18). The specialisation $u = v = 0$ is a further, great simplification of (18). One easily shows that, after setting $\phi_i^j \mapsto 0$, $\phi_i^{\dagger j} \mapsto 0$, $k_i^j \mapsto 1$ for all $i < j$ and $u = v = 0$, it is impossible for $\phi_i^i$ or $k_i^i$ to appear in (18) for all $1 \leq i \leq r$. It follows that $\phi_i^i$ appears exactly $m_i(\mu)$ times, and the expectation value $\langle m_i(\mu)\rangle_i^i(1) (\phi_i^i)^{m_i(\mu)} 0_i^i(1) = 1$ is effectively a common factor of (18).

Therefore, when $u = v = 0$, we can additionally substitute $\phi_i^{\dagger i} \mapsto 1$ for all $1 \leq i \leq r$ and omit the expectation value $\langle m_i(\mu)\rangle_i^i(1) \cdots 0_i^i(1)$ from the linear form $\rho$.

6.3. Equivalence with matrix product formula of [2] at $u = v = 0$. An explicit matrix product expression for the Macdonald polynomials was given in [2], using essentially the same method as in Sections 5.1 and 5.2. The $L$-matrix used in [2] is exactly the same as (13) with $u = v = 0$, as can be easily checked.

There is however a change in notation between the presentation here and [2]. The construction of solutions to the ZF algebra in [2] makes use of a rank-reducing mechanism, whereby a monodromy
matrix \( T(x) = \tilde{L}^{(1)}(x) \cdots \tilde{L}^{(r)}(x) \) is written as in (10) but with \( \tilde{L}^{(i)}(x) \) an \((r - i + 2) \times (r - i + 1)\) rectangular matrix, whereas (10) uses only the square \((r + 1)\)-dimensional \(L\)-matrix.

The equivalence of the two approaches is based on the simplifications listed in Sections 6.1 and 6.2. After performing the substitutions stated therein, one finds that the \(L\)-matrices in (18) contain many redundant entries, which only give a vanishing contribution to \(f_{µ}(x_{1}, \ldots, x_{n}; q, t; 0, 0)\). After suppressing these entries (which amounts to deleting rows and columns from the \(L\)-matrices), one arrives precisely at the rectangular \(L\)-matrices \(\tilde{L}^{(i)}(x)\) of [6]. We have already seen, for instance, that (20) reduces to (23) in the example of Section 5.4. A general proof is elementary but tedious to explain in detail, so we will not elaborate further.

We conclude that, at \(u = v = 0\), the matrix product (18) recovers the family of non-symmetric polynomials \(\{f_{µ}(x_{1}, \ldots, x_{n}; q, t)\}_{µ = \lambda}^{+}\) studied in [6]. Since the latter produce symmetric Macdonald polynomials \(P_{λ}(x_{1}, \ldots, x_{n}; q, t)\) by summing over all \(µ\) in the Weyl orbit of \(λ\), we find that

\[
P_{λ}(x_{1}, \ldots, x_{n}; q, t; 0, 0) = P_{λ}(x_{1}, \ldots, x_{n}; q, t)
\]

which we had set out to demonstrate.

7. Specialisation to Borodin–Petrov rational symmetric functions

In the recent papers [3, 5], Borodin and Petrov have introduced a rational, inhomogeneous generalisation of Hall–Littlewood polynomials, \(F_{λ}(x_{1}, \ldots, x_{n}; t; s)\). This generalisation is achieved via the inclusion of an additional parameter, \(s\), which can be considered to parametrise the spin of a vertex model. Indeed, at the special values \(s = t^{-\ell/2}, \ell \in \mathbb{N}\), the functions \(F_{λ}(x_{1}, \ldots, x_{n}; t; s)\) reduce precisely to the wavefunctions of a spin-\(\ell/2\) XXZ chain. The Hall–Littlewood polynomials themselves are recovered at \(s = 0\), which can accordingly be viewed as the limit of infinite spin.

One of the main results of this paper is that the polynomials \(P_{λ}(x_{1}, \ldots, x_{λ}; q, t; u, v)\) degenerate to the Borodin–Petrov family when \(q = 0\). Before proving this, we first point out some minor differences in convention that we use, in comparison with [3]. 1. The members of the family \(P_{λ}(x_{1}, \ldots, x_{n}; q, t; u, v)\) are polynomials, so after taking \(q = 0\) we will obtain polynomials, not rational functions. This discrepancy can be cured by a harmless normalising factor depending on all \(x\) variables. 2. \(P_{λ}(x_{1}, \ldots, x_{n}; q, t; u, v)\) contains two deformation parameters, \(u, v\), rather than a single \(s\). After taking \(q = 0\) we obtain a function in \(u, v\), which then reduces to the Borodin–Petrov case after setting \(u = v = s\). 3. To correctly perform the reduction, a trivial shift of the indexing partition is necessary. This will be explained in more detail in Remark 2 below.

7.1. Borodin–Petrov family. Following [3], we construct polynomials \(F_{λ}(x_{1}, \ldots, x_{n}; t; u, v)\) directly from the rank-1 integrable model of Example 1. Let us again write the \(L\)-matrix, this time placing a superscript \(j\) on the bosonic operators, to indicate a copy \(B^{(j)}\) of the \(t\)-boson algebra:

\[
L^{(j)}(x) = \begin{pmatrix}
1 - xuk & (1 - uvk)\phi
x\phi^\dagger & x - vk
\end{pmatrix}^{(j)}.
\]

A monodromy matrix is constructed by taking a product of these \(L\)-matrices, where \(j\) ranges from 1 up to \(r\), the largest part of the partition that will subsequently interest us:

\[
T(x) = L^{(1)}(x) \cdots L^{(r)}(x) = \begin{pmatrix}
T_{00}(x) & T_{01}(x) \\
T_{10}(x) & T_{11}(x)
\end{pmatrix}.
\]

---

2 We will not work in the full generality considered in [5], where a separate spin parameter and quantum impurity was introduced at each site of the lattice, preferring to focus on the functions \(F_{λ}(x_{1}, \ldots, x_{n}; t; s)\) as they were introduced in [3].

3 Since this is a rank-1 model, there is only one family of bosons. Hence there is no need to place subscripts on bosonic operators.
Definition 1. Let $\lambda = 1^{m_1} \ldots r^{m_r}$ be a partition with largest part $\lambda_1 = r$, whose part multiplicities satisfy $\sum_{i=1}^r m_i(\lambda) \leq n$. We define symmetric polynomials $F_\lambda(x_1, \ldots, x_n; t; u, v)$ as expectation values in the rank-1 model (27), as follows:

$$F_\lambda(x_1, \ldots, x_n; t; u, v) := \langle \lambda | T(x_1) \ldots T(x_n) | 0 \rangle, \quad \langle \lambda | = \bigotimes_{j=1}^r \langle m_j(\lambda)|^{(j)}, \quad | 0 \rangle = \bigotimes_{j=1}^r | 0 \rangle^{(j)},$$

where $T(x) = T_{00}(x) + T_{10}(x)$ is the sum of entries in the first column of (28).

Remark 2. Up to differences in normalisation and a shift of the indexing partition $\lambda$, the polynomials (29) are the same as those of Borodin–Petrov. Denoting the rational symmetric functions of $[3]$ by $F_\lambda(x_1, \ldots, x_n; t; s)$, the exact correspondence is given by

$$F_\lambda(x_1, \ldots, x_n; t; s) = \left. \frac{F_{(\lambda+1)}(x_1, \ldots, x_n; t; u, v)}{\prod_{i=1}^n x_i(1-x_iu)^{\lambda_1+1}} \right|_{u=v=s}$$

where $(\lambda + 1)$ denotes the partition obtained from $\lambda$ by adding 1 to every part. The factor of $(1-x_iu)^{\lambda_1+1}$ in the denominator is to account for the fact that [3] uses a rational normalisation of the $L$-matrix (28), whereas we adopt its polynomial normalisation. The appearance of $x_i$ in the denominator accounts for the slightly different gauge used in our solution of the rank-1 Yang–Baxter algebra, compared with [3]. To explain the shift in the partition, consider (29) in the case $\sum_{i=1}^r m_i(\lambda) = n$. In that case, the $T_{00}(x_i)$ operators have a vanishing contribution to the expectation value in (29), and we can replace each $T(x_i)$ by $T_{10}(x_i)$. The resulting expectation value then matches that of Borodin–Petrov after performing the shift $\lambda \mapsto (\lambda - 1)$, which we are able to do, given that all parts of $\lambda$ are strictly positive in this case. The polynomials $F_\lambda(x_1, \ldots, x_n; t; u, v)$ are therefore slightly more general than those studied in [3, 5], since they allow free boundary conditions at the left edge of the underlying lattice, as we shall shortly see.

Remark 3. The functions $F_\lambda(x_1, \ldots, x_n; t; u, v)$ can be expressed as an explicit sum over the symmetric group:

$$F_\lambda(x_1, \ldots, x_n; t; u, v) = \frac{\prod_{i=1}^n (1-x_iu)^{\lambda_1}}{v_\lambda(t)} \times \sum_{\sigma \in S_n} \sigma \left[ \prod_{1 \leq i < j \leq n} \left( \frac{x_i - tx_j}{x_i - x_j} \right) \prod_{i=1}^n \left( \frac{x_i - v}{1-x_iu} \right)^{\lambda_i} \left( \frac{x_i}{x_i - v} \right)^{1(\lambda_i > 0)} \right],$$

where $1(\cdot)$ denotes the indicator function, and $v_\lambda(t) = \prod_{i \geq 0} \prod_{j=1}^{m_i(\lambda)} (1 - t^j)/(1-t)$ is a standard normalising factor from Hall–Littlewood theory [24]. We omit the proof of this result, since we will not require it in our subsequent calculations. It can be proved either by simple modifications of the Bethe Ansatz approach in [5], or by the $F$-basis approach in [55]. Equation (31) allows easy comparison with the family introduced in [3], when $u = v = s$.

7.2. Lattice representation of $F_\lambda(x_1, \ldots, x_n; t; u, v)$. Another way of viewing $F_\lambda(x_1, \ldots, x_n; t; u, v)$ is a partition function in an integrable lattice model. This is valuable not only for a more combinatorial understanding of $F_\lambda(x_1, \ldots, x_n; t; u, v)$, but also for assigning to it a probabilistic interpretation [5]. In the Hall–Littlewood case ($u = v = 0$), this point of view has been well explored, see for example [21, 35]. Here we mostly follow the notation and conventions of [3, 5]. One begins by
representing the entries of the $L$-matrix as vertices:

\begin{align*}
\langle m | L_{00} | m \rangle &= 1 - xut^m \\
\langle m - 1 | L_{01} | m \rangle &= 1 - uv t^{m-1} \\
\langle m + 1 | L_{10} | m \rangle &= x(1 - t^{m+1}) \\
\langle m | L_{11} | m \rangle &= x - vt^m
\end{align*}

Define the set $\mathcal{P}_n(\lambda)$, consisting of all possible configurations of $n$ paths on an $n \times \lambda_1$ lattice, subject to these boundary conditions: 1. The bottom and right edges of the lattice are unoccupied, 2. The left edges may be either occupied or unoccupied, 3. The top edges are occupied according to the data $\{m_1, \ldots, m_\lambda\}$. For example, in the case $n = 4$ and $\lambda = (4, 3, 3, 1)$, $\mathcal{P}_n(\lambda)$ is the set of all possible configurations on the lattice

using the four types of vertices. The Boltzmann weight of a single configuration $\mathcal{P}$ is the product of the Boltzmann weights of the constituent vertices, and denoted $W_\mathcal{P}(x_1, \ldots, x_n; t; u, v)$. The expectation value can now be cast as a partition function of the set $\mathcal{P}_n(\lambda)$:

$$F_\lambda(x_1, \ldots, x_n; t; u, v) = \sum_{\mathcal{P} \in \mathcal{P}_n(\lambda)} W_\mathcal{P}(x_1, \ldots, x_n; t; u, v).$$

7.3. The $q = 0$ case of the matrix product. At $q = 0$, the matrix product greatly simplifies. This simplification is by virtue of the twist $S$. One can easily see that all traces over $\phi_i^{(j)}$ bosons reduce to vacuum expectation values of the form $\langle 0 \rangle_i^{(j)} \cdots \langle 0 \rangle_i^{(j)}$, since all “higher” terms in the trace $\langle m_i^{(j)} \cdots m_i^{(j)} \rangle (m \geq 1)$ give rise to positive powers of $q$ and hence vanish. Letting $f_\mu(x_1, \ldots, x_n; t; u, v)$ denote the polynomial $f_\mu(x_1, \ldots, x_n; q, t; u, v)$ at $q = 0$, we obtain

$$f_\mu(x_1, \ldots, x_n; t; u, v) = \bigotimes_{i=1}^r \langle 0, \ldots, 0, m_i, 0, \ldots, 0 \rangle^{(i)}_i A_{\mu_1}(x_1) \cdots A_{\mu_n}(x_n) \bigotimes_{i=1}^r \langle 0, \ldots, 0 \rangle^{(i)}_i$$

where for each $1 \leq i \leq r$, $\langle 0, \ldots, 0 \rangle^{(i)}_i \in F_1^{(i)} \otimes \cdots \otimes F_r^{(i)}$ denotes a completely unoccupied state and $\langle 0, \ldots, 0, m_i, 0, \ldots, 0 \rangle^{(i)}_i \in F_1^{(i)} \otimes \cdots \otimes F_r^{(i)}$ is a dual state containing $m_i(\mu_i)$ particles of type $i$. Likewise, from at $q = 0$, the symmetrised polynomial $P_\lambda$ becomes

$$P_\lambda(x_1, \ldots, x_n; t; u, v) = \bigotimes_{i=1}^r \langle 0, \ldots, 0, m_i, 0, \ldots, 0 \rangle^{(i)}_i A(x_1) \cdots A(x_n) \bigotimes_{i=1}^r \langle 0, \ldots, 0 \rangle^{(i)}_i.$$
7.4. **Lattice representation of** \( P_\lambda(x_1, \ldots, x_n; t; u, v) \). Proceeding along similar lines as above, one can represent (35) as a lattice partition function. It is first necessary to depict the entries of the \( L \)-matrix as vertices, and given that we are now working in a rank-\( r \) model, we shall represent the different possible families by colouring our lattice paths. In what follows, the green lattice paths represent some family \( i \), while blue paths represent another family \( j \), where \( 1 \leq i < j \leq r \). Black lines indicate an arbitrary set of paths (of any colour) which propagate unchanged through the vertex:

\[
\begin{array}{ccc}
\{m_1, \ldots, m_r\} & \{\ldots, m_i - 1, \ldots\} & \{\ldots, m_i + 1, \ldots\} \\
\ldots & \ldots & \ldots \\
\{m_1, \ldots, m_r\} & \{\ldots, m_i, \ldots\} & \{\ldots, m_i, \ldots\} \\
1 - xut^{\vert m \vert} & 1 - uvt^{\vert m \vert - 1} & x(1 - t^{m_i + 1})t^{\vert m_i \vert} \\
\{m_1, \ldots, m_r\} & \{\ldots, m_i - 1, \ldots, m_j + 1, \ldots\} & \{\ldots, m_i + 1, \ldots, m_j - 1, \ldots\} \\
\ldots & \ldots & \ldots \\
\{m_1, \ldots, m_r\} & \{\ldots, m_i, \ldots, m_j, \ldots\} & \{\ldots, m_i, \ldots, m_j, \ldots\} \\
(x - ut^{m_i})t^{\vert m_i \vert} & x(1 - t^{m_j + 1})t^{\vert m_j \vert} & v(1 - t^{m_i + 1})t^{\vert m_i \vert - 1}
\end{array}
\]

where in all cases \( \vert m \vert := \sum_{\ell=1}^{r} m_\ell \) and \( \vert m \vert_i := \sum_{\ell=i+1}^{r} m_\ell \).

Introduce the set \( C_n(\lambda) \), consisting of all possible configurations of coloured paths on an \( n \times \lambda_1 \) lattice, subject to the following boundary conditions: 1. The bottom and right edges of the lattice are unoccupied, 2. Each left edge may be occupied by any coloured path or unoccupied, 3. The top edge in the \( i^{th} \) column is occupied by \( m_i(\lambda) \) paths of colour \( i \), and no other paths. For example, in the case \( n = 4 \) and \( \lambda = (4, 3, 3, 1) \), \( C_n(\lambda) \) is the set of all configurations on the lattice

\[
\begin{array}{cccccc}
m_1 & m_2 & m_3 & m_4 & m_5 \\
x_1 & & & & \\
x_2 & & & & \\
x_3 & & & & \\
x_4 & & & & \\
\end{array}
\]

in addition to all configurations which are possible by permuting the colours at the left edge. The Boltzmann weight of a configuration \( \mathcal{C} \) is, once again, the product of the Boltzmann weights of its
Definition 2. Let $\mathcal{C}$ be a coloured path configuration in $C_n(\lambda)$. The black-and-white projection of $\mathcal{C}$, denoted $\mathcal{C}^*$, is the profile traced out by the paths in $\mathcal{C}$. In other words, $\mathcal{C}^*$ is obtained from $\mathcal{C}$ by colouring all paths black.

7.5. Equivalence of polynomials. At this stage, one notices the strong similarity between the form of (39) and (35). Aside from the fact that (39) is expressible in terms of rank-1 $L$-matrices, while (35) makes use of rank-$r$ $L$-matrices, it is conceivable that the two expressions are related. In fact, they are equal:

Proposition 2. For all partitions $\lambda$, we have

$$F_\lambda(x_1, \ldots, x_n; t; u, v) = P_\lambda(x_1, \ldots, x_n; t; u, v).$$

There is an even stronger result, related to the combinatorial interpretation of (37). On the left hand side, we have a partition function (33) whose configurations are lattice paths which propagate SW \rightarrow NE. On the right hand side, we have a partition function (36) featuring coloured lattice path configurations, propagating in the same direction. It is natural, then, to search for a correspondence which identifies a single term in the partition function on the left hand side with multiple terms on the right hand side. Such a correspondence exists:

Proposition 3. Let $\mathcal{P}$ be a configuration of lattice paths in the sum (33), and $W_\mathcal{P}$ its corresponding Boltzmann weight. Similarly let $\mathcal{C}$ be a configuration of coloured lattice paths in the sum (36), $\tilde{W}_\mathcal{C}$ its Boltzmann weight, and $\mathcal{C}^*$ the black-and-white projection of $\mathcal{C}$. Then

$$W_\mathcal{P}(x_1, \ldots, x_n; t; u, v) = \sum_{\mathcal{C} \in \mathcal{C}_n(\lambda)_{\mathcal{C}^* = \mathcal{P}}} \tilde{W}_\mathcal{C}(x_1, \ldots, x_n; t; u, v).$$

Remark 4. Equation (38) is very analogous to identities obtained in [14]. The “colour-independence” property was used in [14] to show that certain partition functions in $sl(n)$ vertex models are in fact equal to $sl(2)$ counterparts, much as in the situation at hand.

The rest of this section will be devoted to the proof of (38). Proposition 2 follows as an immediate corollary, by summing (38) over all path profiles $\mathcal{P}$. The first step is to prove the following, very powerful theorem:

Theorem 2. Let $L_{ij}(x)$ denote component $(i, j)$ of the rank-$r$ $L$-matrix, where $i, j \in \{0, 1, \ldots, r\}$. Let $|m_1, \ldots, m_r\rangle$ denote a generic bosonic state in $\mathcal{F}_1 \otimes \cdots \otimes \mathcal{F}_r$, and define

$$\| M \rangle = \sum_{\{m_1, \ldots, m_r\}} |m_1, \ldots, m_r\rangle, \quad \text{where } |m\rangle = \sum_{i=1}^{r} m_i. \|$$

In particular, $\|0\rangle = |0, \ldots, 0\rangle$. The following four relations are valid for any $M \geq 0$:

$$L_{00}(x) \| M \rangle = (1 - xw^t)^M \| M \rangle, \quad L_{0j}(x) \| M \rangle = (1 - wv^{j-1}) \| M - 1 \rangle, \quad \forall j \in \{1, \ldots, r\},$$

$$\sum_{i=1}^{r} L_{i0}(x) \| M \rangle = x(1 - t^{M+1}) \| M + 1 \rangle,$$
The relation (42) requires the most work. Using the explicit form of the entries of \( L(x) \). The relations (40) and (41) are immediate, since

\[
L_{0j}(x) \| M \rangle = \sum_{\{m_1, \ldots, m_r\} \atop |m| = M} (1 - uvk_1 \ldots k_r) \phi_j |m_1, \ldots, m_r\rangle = \sum_{\{m_1, \ldots, m_r\} \atop |m| = M-1} (1 - uvt|m| |m_1, \ldots, m_r\rangle.
\]

The relation (41) is slightly more complicated. We find that

\[
L_{i0}(x) \| M \rangle = \sum_{\{m_1, \ldots, m_r\} \atop |m| = M} xk_r \ldots k_{i+1} \phi_i |m_1, \ldots, m_r\rangle
= \sum_{\{m_1, \ldots, m_r\} \atop |m| = M} x(1 - t^{m+1}) t^{m+1} \ldots t^{m_i} |m_1, \ldots, m_i+1, \ldots\rangle = \sum_{\{m_1, \ldots, m_r\} \atop |m| = M+1} x(1 - t^{m_i}) t^{m_i+1} \ldots t^{m_r} |m_1, \ldots, m_r\rangle,
\]

where we used the fact that \((1 - t^{m_i}) = 0\) if \(m_i = 0\) to write the final summation. Summing over all \(1 \leq i \leq r\) produces a telescoping sum:

\[
\sum_{i=1}^r L_{i0}(x) \| M \rangle = \sum_{\{m_1, \ldots, m_r\} \atop |m| = M+1} x(1 - t^{m_1} \ldots t^{m_r}) |m_1, \ldots, m_r\rangle = \sum_{\{m_1, \ldots, m_r\} \atop |m| = M+1} x(1 - t|m| |m_1, \ldots, m_r\rangle.
\]

The relation (42) requires the most work. Using the explicit form of the entries \( L_{ij}(x) \), we have

\[
\sum_{i=1}^r L_{ij}(x) \| M \rangle
= \sum_{\{m_1, \ldots, m_r\} \atop |m| = M} \left( \sum_{j=1}^{j-1} (vk_r \ldots k_{i+1} \phi_i^\dagger \phi_j) + (x - vk_j) k_{j+1} \ldots k_r + \sum_{i=j+1}^r (xk_r \ldots k_{i+1} \phi_i^\dagger \phi_j) \right) |m_1, \ldots, m_r\rangle,
\]

and after acting with each operator on the bosonic state vector, we obtain

\[
\sum_{i=1}^r L_{ij}(x) \| M \rangle = \sum_{\{m_1, \ldots, m_r\} \atop |m| = M} \left( \sum_{j=1}^{j-1} \left( vt^{m_r} \ldots t^{m_j} (1 - t^{m_i}) \right) \right)
- vt^{m_r} \ldots t^{m_j} + xt^{m_r} \ldots t^{m_j+1} + \sum_{i=j+1}^r \left( xt^{m_r} \ldots t^{m_{i+1}} (1 - t^{m_i}) \right) |m_1, \ldots, m_r\rangle.
\]
Similarly to above, the internal sums are telescoping, and this simplifies to

\[ \sum_{i=1}^{r} L_{ij}(x) \parallel M \rangle = \sum_{\{m_1, \ldots, m_r\} \mid m = M} (x - v t^{m_1} \ldots t^{m_r}) |m_1, \ldots, m_r\rangle. \]

\[ \square \]

**Corollary 1.** Equation (38) holds.

**Proof.** The relations (39)–(42) have a simple combinatorial meaning. Consider a single vertex in the model of Section 7.4 and do the following:

1. Take the left edge to be (a) unoccupied or (b) occupied, in which case a sum is taken over all possible colours,
2. Sum the bottom edge over all possible ways of colouring \( M \) particles,
3. Fix the right edge to be (c) unoccupied or (d) occupied, in which case any colour may be chosen,
4. Fix the top edge to any set of \( N \) coloured particles.

Theorem 2 says that this sum is equal to the Boltzmann weight of the corresponding vertex in the uncoloured model (the model in Section 7.2). In other words, it is equal to the weight of the vertex whose

1. Left edge is (a) unoccupied or (b) occupied, respectively,
2. Bottom edge contains \( M \) particles,
3. Right edge is (c) unoccupied or (d) occupied, respectively,
4. Top edge contains \( N \) coloured particles.

Furthermore, this result can be readily iterated over any rectangular lattice of vertices in the coloured model, so long as each external left and bottom edge is summed as we have described. The partition function (36) satisfies these criteria: each left edge is summed over all possible unoccupied/occupied states, while each bottom edge is summed (trivially) over all ways of colouring 0 particles. The result (38) follows immediately.

\[ \square \]

### 7.6. An example of Proposition 3

To illustrate more clearly the simple meaning of (38), we give here an explicit example for the running case \( n = 4, \lambda = (4, 3, 3, 1) \). A permissible path configuration \( P \in \mathcal{P}_n(\lambda) \) in that case would be

| \( P \) | \( W_P \) |
|---|---|
| \( m_1 m_2 m_3 m_4 \) | \( (x_1 - v t)(x_1 - v)(x_1 - v^2) x_1(1 - t) \) |
| \( x_1 \) | \( x_2(1 - t)(1 - u v)x_2(1 - t^2) \) |
| \( x_2 \) | \( (x_3 - v)x_3(1 - t)(1 - u t x_3) \) |
| \( x_3 \) | \( (x_4 - v)(x_4 - v)x_4(1 - t) \) |
| \( x_4 \) |

where we have written the corresponding Boltzmann weight \( W_P \) alongside. Proposition 8 states that the same result will be obtained if we sum over all coloured configurations \( C \) in the higher-rank
model, whose profile \( C^* \) matches \( \mathcal{P} \). There are six such configurations:

| \( C \) | \( W_C \) | \( C \) | \( \hat{W}_C \) |
|---|---|---|---|
| \( x_1 \) | \( (1-t)(x_1-v)(1-t^2)x_1(1-t) \) | \( x_1 \) | \( (1-t)(x_1-v)(1-t^2)x_1(1-t) \) |
| \( x_2 \) | \( x_2(1-t)(1-uv)x_2(1-t) \) | \( x_2 \) | \( x_2(1-t)(1-uv)x_2(1-t) \) |
| \( x_3 \) | \( (x_3-v)x_3(1-t)(1-utx_3) \) | \( x_3 \) | \( (x_3-v)x_3(1-t)(1-utx_3) \) |
| \( x_4 \) | \( (x_4-v)(x_4-v)x_4(1-t) \) | \( x_4 \) | \( (x_4-v)(x_4-v)x_4(1-t) \) |

Summing the six weights \( \hat{W}_C \), we recover \( W_P \).

### 8. Construction of the \( L \)-matrix

In this section we will show how to construct the integrability objects \( R(x,y) \) and \( L(x,y) \) of the quantum group \( \hat{g} = U_r(A_1^{(1)}) \) using the formula of Jimbo [18]. As a result the statement of Theorem 4 will follow.

The quantum affine Lie algebra \( \hat{g} = U_r(A_1^{(1)}) \) possesses the universal \( R \)-matrix \( R \in \hat{g} \otimes \hat{g} \) [11, 19] which satisfies the Yang–Baxter equation

\[
R_{1,2}R_{1,3}R_{2,3} = R_{2,3}R_{1,3}R_{1,2}. \tag{43}
\]

This is an identity in \( \hat{g} \otimes \hat{g} \otimes \hat{g} \) and the indices of \( R \) specify which two copies of \( \hat{g} \) it belongs to. Let \( \hat{\rho}_x \) be the fundamental representation of \( \hat{g} \) on the space \( V \) obtained via Jimbo homomorphism and \( \pi_x \) be the homomorphism between \( \hat{g} \) and its finite version \( g, \pi_x : \hat{g} \to g \otimes \mathbb{C}[x,x^{-1}] \), where \( g = U_r(sl_{r+1}) \) is a certain refinement of \( U_r(sl_{r+1}) \) (the details are given below). Then applying \( \hat{\rho}_x \otimes \hat{\rho}_y \otimes \pi_z \) to (43) we get

\[
R_{1,2}(x,y)L_{1,3}(x,z)L_{2,3}(y,z) = L_{2,3}(y,z)L_{1,3}(x,z)R_{1,2}(x,y), \tag{44}
\]

where \( R(x,y) \in V \otimes V \) is the well known \( R \)-matrix of \( \hat{g} \) and \( L(x,y) \in V \otimes g \) is the \( L \)-operator of the fundamental representation \( V \). The Jimbo homomorphism can be decomposed as \( \hat{\rho}_x = \rho \circ \pi_x \) where \( \rho : g \to \text{End}(V) \). There is an important class of homomorphisms \( \eta \) which send \( g \) to an infinite
leads us to the RLL intertwining relation

If we apply \(\text{id} \otimes \text{id} \otimes \rho\) to (44) we find the usual Yang–Baxter equation, while applying \(\text{id} \otimes \text{id} \otimes \eta\) leads us to the RLL intertwining relation

\[
R_{1,2}(x, y)R_{1,3}(x, z)R_{2,3}(y, z) = R_{2,3}(y, z)R_{1,3}(x, z)R_{1,2}(x, y),
\]

(47)

\[
R_{1,2}(x, y)L_{1,3}(x, z)L_{2,3}(y, z) = L_{2,3}(y, z)L_{1,3}(x, z)R_{1,2}(x, y).
\]

(48)

Recall the permutation operator \(P\) which transposes the tensor components \(P(a \otimes b) = (b \otimes a)\) for \(a, b \in \mathfrak{g}\), and is denoted by \(P\) in the fundamental representation \(V\). Acting with \(P\) on (47) and (48) we get

\[
\tilde{R}_{1,2}(x, y)R_{1,3}(x, z)R_{2,3}(y, z) = R_{2,3}(y, z)R_{1,3}(x, z)\tilde{R}_{1,2}(x, y),
\]

(49)

\[
\tilde{R}_{1,2}(x, y)L_{1,3}(x, z)L_{2,3}(y, z) = L_{2,3}(y, z)L_{1,3}(x, z)\tilde{R}_{1,2}(x, y),
\]

(50)

where \(\tilde{R}(x, y) = PR(x, y)\). We can omit indices in the last equation and recover (19)

\[
\tilde{R}(x, y)L(x, z) \otimes L(y, z) = L(y, z) \otimes L(x, z)\tilde{R}(x, y).
\]

(51)

The universal \(R\)-matrix \(R\) of a quantum affine Lie algebra \(A\), restricted to the trigonometric solutions [19], is defined by the commutation with the coproduct \(\Delta : A \rightarrow A \otimes A\) of the algebra

\[
\mathcal{R}\Delta(a) = \Delta'(a)\mathcal{R}, \quad \forall a \in A,
\]

(52)

where \(\Delta'\) is the opposite coproduct \(\mathcal{P}(\Delta(a)) = \Delta'(a)\). Applying \(\hat{\rho}_{x} \otimes \pi_{y}\) to (52) we find the equation

\[
\mathcal{L}(x, y)\Delta(a) = \Delta'(a)\mathcal{L}(x, y),
\]

(53)

for the operator \(\mathcal{L}\). For simplicity we keep the same symbol for the coproduct and its opposite. The explicit form of the operator \(\mathcal{L}\) for the Hopf algebra \(\mathfrak{g}\) with the standard coproduct \(\Delta\) was given by Jimbo in [18]. In the present paper we are dealing with stochastic vertex models which correspond to a twisted Hopf algebra \(\mathfrak{g}\) with the coproduct \(\Delta^{F}\) twisted by an element \(F\). More concretely, a twist \(F\) is an invertible element (of a certain extension) of \(\mathfrak{g} \otimes \mathfrak{g}\), written as

\[
F = \sum_{i} f_{i} \otimes f^i,
\]

(54)

defines a new Hopf structure \(\Delta^{F}\) of \(\mathfrak{g}\) (see [12, 30])

\[
\Delta^{F} = F\Delta F^{-1}.
\]

(55)

For an appropriately chosen \(F\) the twisted Hopf algebra \(\mathfrak{g} = U_{\tau}(A_{r}^{(1)})\) with the coproduct \(\Delta^{F}\) defines the \(U_{\tau}(A_{r}^{(1)})\) vertex models with a stochastic \(R\)-matrix. The resulting twisted Hopf algebra possesses the universal matrix \(\mathcal{R}^{F}\) which, when restricted by \(\hat{\rho}_{x} \otimes \pi_{y}\), gives the operator \(\mathcal{L}^{F}(x, y)\) leading to the stochastic \(R\)-matrix and the associated \(L\)-matrices under the homomorphisms \(\rho\) and \(\eta\). Combining (52) and (53) we obtain

\[
F'\mathcal{R}\mathcal{F}^{-1}\Delta^{F}(a) = \Delta^{F'}(a)F'\mathcal{R}F^{-1},
\]

\[
\mathcal{R}^{F} = F'\mathcal{R}F^{-1}.
\]

Set \(\Phi = \hat{\rho}_{x} \otimes \pi_{y}(F')\) and \(\Phi^{-1} = \hat{\rho}_{x} \otimes \pi_{y}(F^{-1})\), (53) defines the \(L\)-operator

\[
\mathcal{L}^{F}(x, y)\Delta^{F}(a) = \Delta^{F'}(a)\mathcal{L}^{F}(x, y),
\]

(56)

---

4There are several homomorphisms \(\mathfrak{g} \rightarrow A\), however, for the purpose of the present paper we will be concerned with a specific one and call it \(\eta\). The first example of such homomorphism for the algebra \(\mathfrak{g}\) was given in [16].
\[ \mathcal{L}^F(x,y) = \hat{\rho}_x \otimes \pi_y (R^F) = \hat{\Phi} \mathcal{L}(x,y) \Phi^{-1}, \]  

(57)

where we assumed again \( \hat{\rho}_x \otimes \pi_y (\Delta^F(a)) \) and similarly for \( \Delta^F \).

In the next subsections we give the definitions of the algebras \( \hat{\mathfrak{g}} \) and \( \mathfrak{g} \), the Jimbo’s formula for \( \mathcal{L} \) and its twisting \( \mathcal{L}^F \). We then give the explicit homomorphism \( \eta \) and write the resulting matrix \( L(x,y) \) together with the stochastic matrix \( R(x,y) \) as images of \( \eta \) and \( \rho \) applied to \( \mathcal{L}^F \), respectively.

8.1. Definitions. Let us recall the construction of Jimbo [18]. Fix a parameter \( \tau \in \mathbb{C}, |\tau| < 1 \). We start with the algebra \( U_\tau(sl_{r+1}) \) generated by the elements \( e_i, f_i \) and \( K_i, K_i^{-1} \) \((i = 1, \ldots, r)\) which satisfy the following relations

\[
K_i K_i^{-1} = K_i^{-1} K_i = 1, \quad [K_i, K_j] = 0, \\
K_i e_j = \tau^{C_{i,j}} e_j K_i, \quad K_i f_j = t^{-C_{i,j}} f_j K_i, \\
([e_i, f_j] = \delta_{ij} (K_i - K_i^{-1}) / (\tau - \tau^{-1}), \\
e_i^2 e_{i\pm 1} - (\tau + \tau^{-1}) e_i e_{i\pm 1} e_i + e_{i\pm 1} e_i^2 = 0, \quad 1 \leq i, i \pm 1 \leq r, \\
f_i^2 f_{i\pm 1} - (\tau + \tau^{-1}) f_i f_{i\pm 1} f_i + f_{i\pm 1} f_i^2 = 0, \quad 1 \leq i, i \pm 1 \leq r.
\]  

(58)

Where \( C_{i,j} \) are the matrix elements of the Cartan matrix \( C_{i,i} = 2, C_{i,i+1} = C_{i,i-1} = -1 \) and \( C_{i,j} = 0 \) for \(|i - j| > 1\). We define the algebra \( \mathfrak{g} = U_\tau'(sl_{r+1}) \) by adding the elements \( \kappa_i^{\pm 1} \) \((i = 0, \ldots, r)\) to the algebra \( U_\tau(sl_{r+1}) \) such that \( K_i = \kappa_i^{-1}\kappa_i^{-1} \). It is convenient to introduce also the elements \( e_i \) \((i = 0, \ldots, r)\), related to \( \kappa_i \) by \( \kappa_i = \tau^{e_i} \). The new elements \( \kappa_j \) commute with \( e_i \) and \( f_i \) for \( j < i - 1 \) and \( j > i \), otherwise

\[
\kappa_i e_i = \tau^{-1} e_i \kappa_i, \quad \kappa_i f_i = \tau f_i \kappa_i, \\
\kappa_{i-1} e_i = \tau e_i \kappa_{i-1}, \quad \kappa_{i-1} f_i = \tau^{-1} f_i \kappa_{i-1}.
\]

The element \( \kappa_0 \kappa_1 \cdots \kappa_r = c \) belongs to the center of the algebra. The algebra \( \mathfrak{g} \) is equipped with the coproduct \( \Delta : U \to \mathfrak{g} \otimes \mathfrak{g} \)

\[
\Delta(e_i) = K_i^{1/2} \otimes e_i + e_i \otimes K_i^{-1/2}, \quad \Delta(f_i) = K_i^{1/2} \otimes f_i + f_i \otimes K_i^{-1/2}, \quad \Delta(\kappa_i^{\pm 1}) = \kappa_i^{\pm 1} \otimes \kappa_i^{\pm 1}.
\]

Next we define the higher root elements \( e_{i,j} \in \mathfrak{g} \) \((0 \leq i \neq j \leq r)\)

\[
e_{i-1,i} = e_i, \quad e_{i,i-1} = f_i, \quad e_{i,j} = e_i k e_{k,j} - \tau e_{k,j} e_i k, \quad \text{for } i > j, \\
e_{i,j} = e_i k e_{k,j} - \tau^{-1} e_{k,j} e_i k, \quad \text{for } i < j.
\]

(59)

(60)

(61)

It is easy to verify that the higher roots \( e_{i,j} \) commute with \( \kappa_i \) for \( l \neq i, j \) and otherwise

\[
k_i e_{i,j} = \tau e_{i,j} \kappa_i, \quad \kappa_j e_{i,j} = \tau^{-1} e_{i,j} \kappa_j, \quad i < j, \\
k_i e_{i,j} = \tau^{-1} e_{i,j} \kappa_i, \quad \kappa_j e_{i,j} = \tau e_{i,j} \kappa_j, \quad i > j.
\]

They also enjoy the Cartan–Weyl basis type property

\[
[e_{i,j}, e_{j,i}] = \frac{\kappa_i \kappa_j^{\pm 1} - \kappa_i^{-1} \kappa_j^{\pm 1}}{\tau - \tau^{-1}}.
\]

(62)

The quantum affine Lie algebra \( \hat{\mathfrak{g}} \) is generated by the elements \( \hat{e}_i, \hat{f}_i \) and \( \hat{K}_i^{\pm 1} \) \((i = 0, \ldots, r)\) satisfying (58) with the Cartan matrix \( \hat{C}_{i,j} \) of the algebra \( \mathfrak{A}_{i}^{(1)} \). The algebra homomorphism \( \pi_x : \hat{\mathfrak{g}} \to \mathfrak{g} \otimes \mathbb{C}[x, x^{-1}] \) is given by

\[
\pi_x(\hat{e}_0) = xe_0, \quad \pi_x(\hat{f}_0) = x^{-1} f_0, \quad \pi_x(\hat{K}_0) = \kappa_r \kappa_0^{-1},
\]

(62)
\[
\pi_x(\tilde{e}_i) = e_i, \quad \pi_x(\tilde{f}_i) = f_i, \quad \pi_x(\tilde{K}_i) = K_i \quad \text{for } i > 0, \quad (63)
\]
\[
e_0 = \tau \kappa_0^{-1} \kappa_r^{-1} e_{r,0}, \quad f_0 = \tau^{-1} \kappa_0 \kappa_r e_{0,r}. \quad (64)
\]

8.2. \textbf{L-operator}. The fundamental representation \(\rho : g \to \text{End}(V)\) with \(V = \mathbb{C}^{r+1}\) is defined by
\[
e_{i,j} \mapsto E_{i,j}, \quad \kappa_i \mapsto \mathbb{I} + (\tau - 1) E_{i,i}, \quad e_i \mapsto E_{i,i}, \quad (65)
\]
where \(\mathbb{I}\) is the identity matrix in \(V\), \(E_{i,j}\) are the matrix units with one at position \(i, j\) and zero elsewhere and the indices \(i, j\) run from 0 to \(r\). Assuming that \(\Delta(a)\) is the image of the coproduct of \(g\) under \(\rho \otimes \text{Id}\), then the \textit{L-operator} \(L\) of the fundamental representation satisfies the following linear equations
\[
L(x, y) \Delta(a) = \Delta'(a) L(x, y), \quad a \in g, \quad (66)
\]
\[
L(x, y) D(e_0) = D'(e_0) L(x, y), \quad (67)
\]
\[
L(x, y) D(f_0) = D'(f_0) L(x, y), \quad (68)
\]
where we defined
\[
D(e_0) = y \kappa_r^{1/2} \kappa_0^{-1/2} e_0 + xe_0 \otimes \kappa_r^{-1/2} \kappa_0^{1/2}, \quad D'(e_0) = y \kappa_r^{-1/2} \kappa_0^{1/2} e_0 + xe_0 \otimes \kappa_r^{1/2} \kappa_0^{-1/2},
\]
\[
D(f_0) = x \kappa_r^{1/2} \kappa_0^{-1/2} f_0 + y f_0 \otimes \kappa_r^{-1/2} \kappa_0^{1/2}, \quad D'(f_0) = x \kappa_r^{-1/2} \kappa_0^{1/2} f_0 + y f_0 \otimes \kappa_r^{1/2} \kappa_0^{-1/2}.
\]
In [18] it was shown that (66)-(68) can be solved by the \textit{L-operator} \(L(x, y)\), which we write in the form adopted for our purposes
\[
L(x, y) = \sum_{0 \leq i, j \leq r} E_{i,j} \otimes \tilde{E}_{i,j}(x, y),
\]
\[
\tilde{E}_{i,j}(x, y) = \begin{cases} \tau^{-1/2} x \kappa_i^{1/2} \kappa_j^{-1/2} e_{i,j}, & i < j \\ (\tau - \tau^{-1})^{-1} (x \kappa_i - y \kappa_i^{-1}), & i = j \\ \tau^{1/2} y \kappa_i^{-1/2} \kappa_j^{1/2} e_{i,j}, & i > j. \end{cases}
\]

As discussed above, the next step towards the stochastic \(R\)-matrix and the associated \(L\)-matrix is to deform the Hopf structure of the algebra with a twist \(F\). We choose the twist to be
\[
F = \tau^{-\sum_{i<j} e_i \otimes e_j}. \quad (69)
\]
Applying the homomorphism \(\tilde{\rho}_x \otimes \pi_y\) we find
\[
\tilde{\Phi} = \tilde{\rho}_x \otimes \pi_y(F') = \sum_{j=0}^r E_{j,j} \otimes \prod_{l=j+1}^r \kappa_l^{-1} \quad (70)
\]
\[
\Phi = \rho_x \otimes \pi_y(F^{-1}) = \sum_{i=0}^r E_{i,i} \otimes \prod_{l=0}^{i-1} \kappa_l^{-1}. \quad (71)
\]
The operator \(L^F(x, y)\) is a solution of (66)-(68) where \(\Delta, \Delta', D, D'\) are substituted with their twisted versions, implying the homomorphism \(\tilde{\rho}_x \otimes \pi_y\), we have
\[
\Delta^F = \tilde{\Phi} \Delta \tilde{\Phi}^{-1}, \quad \Delta^F' = \tilde{\Phi} \Delta' \tilde{\Phi}^{-1}, \quad (72)
\]
\[
D^F(X) = \Phi D(X) \Phi^{-1}, \quad D^F'(X) = \tilde{\Phi} D'(X) \tilde{\Phi}^{-1}, \quad X = e_0, f_0. \quad (73)
\]
With these redefinitions equations (66)-(68) lead to the following form for the operator \(L^F(x, y)\)
\[
L^F(x, y) = \tilde{\Phi} L(x, y) \Phi^{-1} = \sum_{0 \leq i, j \leq r} E_{i,j} \otimes \tilde{E}_{i,j}^F(x, y), \quad (74)
\]
The homomorphism $\eta$ takes $g$ to $A = A_1 \otimes \cdots \otimes A_r$, where $A_i$ is the algebra of $\tau^2$-oscillators $A_i = \{a_i, a_i^\dagger, h_i\}$ with defining relations

$$
\begin{align*}
  h_i a_i &= \tau^{-2} a_i h_i, & h_i a_i^\dagger &= \tau^2 a_i^\dagger h_i, \\
  a_i a_i^\dagger &= 1 - \tau^2 h_i, & a_i^\dagger a_i &= 1 - h_i.
\end{align*}
$$

The homomorphism $\eta$ reads

$$
\begin{align*}
  \eta(\kappa_0) &= c^{1/2} \prod_{i=1}^r h_i^{1/2}, & \eta(\kappa_i) &= h_i^{-1/2}, & \text{for } i = 1, \ldots, r, \\
  \eta(e_1) &= \frac{c^{-1/2} \tau^{1/2} h_0^{-1/4} h_i^{-1/4} a_i^\dagger}{\tau - \tau^{-1}}, & \eta(f_1) &= \frac{c^{1/2} \tau^{-3/2} h_0^{-1/4} h_i^{-1/4} (1 - h_0) a_1}{\tau - \tau^{-1}}, \\
  \eta(e_i) &= \frac{\tau^{1/2} h_i^{-1/4} h_{i-1}^{-1/4} a_{i-1} a_i^\dagger}{\tau - \tau^{-1}}, & \eta(f_i) &= \frac{\tau^{-3/2} h_i^{-1/4} h_{i-1}^{-1/4} a_i a_{i-1}^\dagger}{\tau - \tau^{-1}}, & \text{for } i = 2, \ldots, r,
\end{align*}
$$

where we used the following convenient notation

$$
\begin{align*}
  h_0 &= c^{-1} \prod_{i=1}^r h_i^{-1}, & a_0 &= c^{1/2} (1 - h_0), & a_0 &= c^{-1/2}.
\end{align*}
$$

Note, $\{a_0, a_0^\dagger, h_0\}$ do not satisfy the relations of the $\tau$-oscillator algebra. With this notation we can write compactly the homomorphism $\eta$ for the simple roots $e_1 = e_{0,1}$, $f_1 = e_{1,0}$, $e_i = e_{i-1,i}$ ($i > 1$) and $f_i = e_{i,i-1}$ ($i > 1$) and for the higher roots $e_{i,j}$

$$
\begin{align*}
  \eta(e_{i,j}) &= \frac{\tau^{1/2} h_i^{-1/4} h_j^{-1/4} \prod_{i < l < j} h_l^{-1/2} a_i a_j^\dagger}{\tau - \tau^{-1}}, & \text{for } i < j, \\
  \eta(e_{i,j}) &= \frac{\tau^{-3/2} h_i^{-1/4} h_j^{-1/4} \prod_{j < l < i} h_l^{1/2} a_j a_i}{\tau - \tau^{-1}}, & \text{for } i > j,
\end{align*}
$$

where $i, j$ run from 0 to $r$. It is easy to verify the validity of these equations using (59)–(61).

Previously we were using the $t$-oscillator algebras $B_i$ generated by $\{\phi_i, \phi_i^\dagger, k_i\}$, satisfying

$$
\begin{align*}
  k_i \phi_i &= t^{-1} \phi_i k_i, & k_i \phi_i^\dagger &= t \phi_i^\dagger k_i, \\
  \phi_i \phi_i^\dagger &= 1 - tk_i, & \phi_i^\dagger \phi_i &= 1 - k_i.
\end{align*}
$$
The algebras $\mathcal{B}_i$ are related with $\mathcal{A}_i$ simply by identifying $\phi_i = a_i$, $\phi_1^\dagger = a_1^\dagger$, $k_i = h_i$ and $t = r^2$. One also needs to add the notation $\mathcal{B}_0$

\[ k_0 = c^{-1} \prod_{i=1}^{r} k_i^{-1}, \quad \phi_0^\dagger = c^{1/2}(1 - k_0), \quad \phi_0 = c^{-1/2}. \]  

(83)

Applying the fundamental homomorphism $\rho$ and oscillator homomorphism $\eta$ in (74) and (75) we obtain the $R$-matrix and the $L$-matrix

\[ R(x, y) = \text{id} \otimes \rho \left( \mathcal{L}^F(x, y) \right) = c t^{-1/2} \times \sum_{0 \leq i, j \leq r} E_{j, i} \otimes R_{i,j}(x, y), \]

\[ L(x, y) = \text{id} \otimes \eta \left( \mathcal{L}^F(x, y) \right) = \frac{c}{(t^{1/2} - t^{-1/2})} \times \sum_{0 \leq i, j \leq r} E_{j, i} \otimes L_{i,j}(x, y), \]

(84)

\[ R_{i,j}(x, y) = \begin{cases} 
  x E_{i,j}, & i < j \\
  \frac{u(x-y)}{t-1} + y \sum_{l=i}^{r} E_{l,l} - x \sum_{l=i+1}^{r} E_{l,l}, & i = j \\
  y E_{i,j}, & i > j.
\end{cases} \]

\[ L_{i,j}(x, y) = \begin{cases} 
  x \prod_{l=j+1}^{r} k_l \phi_i \phi_j^\dagger, & i < j \\
  (x - y k_i) \prod_{l=i+1}^{r} k_l, & i = j \\
  y \prod_{l=j+1}^{r} k_l \phi_j \phi_i, & i > j.
\end{cases} \]

(85)

The above matrix $R(x, y)$ is the same as (3) up to the overall normalisation $c t^{-1/2}$. In order to match $L(x, y)$ with (13) we must recall the definition of $\mathcal{B}_0$ (53), set $c = uv$ and $y = v$, multiply the first column by $(uv)^{1/2}$ and the first row by $-(u/v)^{1/2}$ and finally normalise the matrix by the factor $(t^{1/2} - t^{-1/2})^{-1} (uv)$.

9. Conclusion

This paper contains three major results. First, we describe a general scheme for the construction of symmetric polynomials using a matrix product formalism. The main idea of this construction is to first define a family of polynomials $f_\mu$, indexed by compositions $\mu$, which solve the local quantum Knizhnik–Zamolodchikov (qKZ) exchange relations. Such polynomials $f_\mu$ are non-symmetric and can be expressed as matrix products if a certain solution to the Zamolodchikov–Faddeev (ZF) algebra can be found. A symmetric polynomial is then obtained by symmetrisation over the family $f_\mu$, similar to what occurs in the theory of non-symmetric Macdonald polynomials $E_\mu$. We emphasise here that the polynomials $f_\mu$ constructed in this paper are quite different from $E_\mu$.

Our second result is a general and constructive method to obtain solutions to the ZF algebra from $L$-matrix solutions to the Yang-Baxter equation, and the third result is a new bosonic $L$-matrix. The latter is obtained using a new homomorphism from the quantum group to families of deformed oscillators.

Using these three results, the approach outlined above culminates in a new family of polynomials that generalise Macdonald polynomials, and unifies these with another class of polynomials recently studied by Borodin and Petrov. By virtue of their construction we expect our new family to have a number of natural properties such as Cauchy identities, branching rules and Pieri identities.
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