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Abstract. We consider the problem of finding the optimal exponent in the Moser–Trudinger inequality
\[
\sup \left\{ \int_{\Omega} \exp \left( \alpha \frac{|u|}{N-1} \right) \mid u \in \tilde{W}^{s,p}_0(\Omega), [u]_{W^{s,p}(\mathbb{R}^N)} \leq 1 \right\} < +\infty.
\]
Here \( \Omega \) is a bounded domain of \( \mathbb{R}^N \) (\( N \geq 2 \)), \( s \in (0, 1) \), \( sp = N \), \( \tilde{W}^{s,p}_0(\Omega) \) is a Sobolev–Slobodeckij space, and \([\cdot]_{W^{s,p}(\mathbb{R}^N)}\) is the associated Gagliardo seminorm.
We exhibit an explicit exponent \( \alpha^*_s > 0 \), which does not depend on \( \Omega \), such that the Moser–Trudinger inequality does not hold true for \( \alpha \in (\alpha^*_s, +\infty) \).

1 Introduction

Let \( \Omega \subset \mathbb{R}^N \) be a bounded, open domain with Lipschitz boundary. It is well-known that
\[
W^{1,N}_0(\Omega) \hookrightarrow L^p(\Omega)
\]
for every \( p \in [1, +\infty) \), but
\[
W^{1,N}_0(\Omega) \not\hookrightarrow L^\infty(\Omega).
\]
A counterexample is given by the function \( u(x) = (-\ln |\ln |x||)_+ \), when \( \Omega \) is the unit ball. A celebrated result of Trudinger [22] and Moser [18] states that functions in \( W^{1,N}_0(\Omega) \) enjoy summability of exponential type; more precisely, Trudinger proved that there exists \( \alpha > 0 \) such that
\[
(1.1) \quad \sup \left\{ \int_{\Omega} \exp \left( \alpha \frac{|u|^N}{N-1} \right) \mid u \in W^{1,N}_0(\Omega), \|\nabla u\|_{L^N} \leq 1 \right\} < +\infty.
\]
Several years later, Moser was able to simplify Trudinger’s proof, and to determine the optimal exponent \( \alpha_N \) such that (1.1) holds for every \( \alpha \in [0, \alpha_N] \), and fails for \( \alpha \in (\alpha_N, +\infty) \). This optimal exponent is given by \( \alpha_N = N(N\omega_N)^{1/N} \), where \( \omega_N \)
is the volume of the $N$-dimensional unit ball. In particular, for $N = 2$, $\alpha_2 = 4\pi$. While the proof of the validity of (1.1) for $\alpha \in [0, \alpha_N)$ is not difficult, the very delicate point is to prove that it holds also for $\alpha = \alpha_N$. This is done by showing, after reducing by symmetrization to the case where $\Omega$ is the unit ball, that if $\{v_k\}$ is a maximizing sequence, it cannot be “too far” from the so-called Moser sequence given by

\[
(1.2) \quad u_k(x) = \begin{cases} 
\left| \ln k \right|^\frac{N-1}{N} & \text{if } |x| \leq \frac{1}{k}, \\
\left| \ln |x| \right|^{\frac{1}{N}} & \text{if } \frac{1}{k} < |x| < 1, \\
0 & \text{if } |x| = 1.
\end{cases}
\]

The same sequence is also used to prove the failure of (1.1) for $\alpha \in (\alpha_N, +\infty)$. Subsequently, Adams [2] was able to extend the results to higher order Sobolev spaces $W^{k,p}_0(\Omega)$ with $kp = N$. His proof is based on expressing functions belonging to the space as Riesz potentials of their gradients of order $k$. This approach can be extended to Sobolev spaces of fractional orders. In [23, Theorem 3.1 (ii)], the authors prove a fractional Moser–Trudinger inequality of the kind

\[
\int_{\Omega} \exp \left( \alpha |u|^\frac{N}{2s} \right) \leq F_{p,N} |\Omega|
\]

for every function such that $(-\Delta)^{\frac{s}{2}} u \subset \subset \Omega$ and $(-\Delta)^{\frac{s}{2}} u \in L^p(\Omega)$ with

\[
\|(-\Delta)^{\frac{s}{2}} u\|_p \leq 1.
\]

However, due to the nonlocality of the fractional Laplacian, this is not the same as requiring that the function has compact support in $\Omega$. A result in this direction has been given recently in [17]. However, the case of the Sobolev–Slobodeckij spaces $W^{s,p}_0(\Omega)$ or $\widetilde{W}^{s,p}_0(\Omega)$, whose definitions are given in the following section, has received considerably less attention. The existence of a $\alpha_* > 0$ such that the corresponding version of (1.1) is satisfied for $\alpha \in (0, \alpha_*)$ is essentially proved in [19], as we point out in Theorem 3.1. However, the value of the optimal exponent is not known. In this paper, using a slightly modified version of the sequence (1.2), we give an explicit exponent $\alpha_{s,N}^*$ such that the Moser–Trudinger inequality does not hold true for $\alpha \in (\alpha_{s,N}^*, +\infty)$. Here is the precise statement of the main result:

**Theorem 1.1.** Let $\Omega$ be a bounded, open domain of $\mathbb{R}^N$ ($N \geq 2$) with Lipschitz boundary, and let $s \in (0, 1)$, $sp = N$. Let $\widetilde{W}^{s,p}_0(\Omega)$ be the space defined as the completion of $C_0^\infty(\Omega)$ with respect to the norm

\[
u \mapsto \left( \|\nu\|_{L^p(\Omega)}^p + [\nu]_{\widetilde{W}^{s,p}(\mathbb{R}^N)}^p \right)^{1/p},
\]
where
\[ [u]_{W^{s,p}(\mathbb{R}^N)} := \left( \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{|u(x) - u(y)|^p}{|x - y|^{N+sp}} \, dx \, dy \right)^{1/p}. \]

Then there exists \( \alpha_\ast = \alpha_\ast(s, \Omega) > 0 \) such that
\[
\sup \left\{ \int_{\Omega} \exp \left( \alpha \frac{|u|^{N/p}}{N^{1/p}} \right) \mid u \in W_0^{s,p}(\Omega), \ [u]_{W^{s,p}(\mathbb{R}^N)} \leq 1 \right\} < +\infty
\]
for \( \alpha \in [0, \alpha_\ast) \).

Moreover,
\[
\sup \left\{ \int_{\Omega} \exp \left( \alpha \frac{|u|^{N/p}}{N^{1/p}} \right) \mid u \in W_0^{s,p}(\Omega), \ [u]_{W^{s,p}(\mathbb{R}^N)} \leq 1 \right\} = +\infty
\]
for \( \alpha \in (\alpha_\ast, +\infty) \),

where
\[
\alpha_{s,N}^* := N \left( \frac{2(N\omega_N)^2 \Gamma(p+1)}{N!} \sum_{k=0}^{\infty} \frac{(N+k-1)!}{k!} \frac{1}{(N+2k)^p} \right)^{\frac{1}{N-s}}.
\]

The paper is structured as follows. After stating some preliminary results about fractional Sobolev spaces and special functions, in Section 3 we prove the validity of the Moser–Trudinger inequality for some exponent \( \alpha > 0 \). In Section 4 we establish a formula for the Gagliardo seminorm of a radially symmetric function, which will be needed in Section 5 to prove the failure of the Moser–Trudinger inequality when the exponent is too big. We conclude with some final remarks and open questions.
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2 Notation and preliminary results.

The \( N \)-dimensional volume of a unit ball in \( \mathbb{R}^N \) will be denoted by \( \omega_N \). It is then well-known that the \( (N-1) \)-dimensional surface measure \( S_{N-1} \) of an \( N \)-sphere is equal to \( N\omega_N \). \( \omega_N \) has the explicit expression
\[
\omega_N = \frac{\pi^{\frac{N}{2}}}{\Gamma(\frac{N}{2} + 1)}.
\]
2.1 Sobolev–Slobodeckij spaces. Let \( N \geq 2 \), and let \( \Omega \subset \mathbb{R}^N \) be a bounded, open set with Lipschitz boundary. For \( s \in (0,1) \), \( p \in [1, +\infty) \), we define the quantities

\[
W^{s,p}(\Omega) := \left( \int_{\Omega} \int_{\Omega} \frac{|u(x) - u(y)|^p}{|x-y|^{N+sp}} \, dx \, dy \right)^{1/p},
\]

\[
[u]_{W^{s,p}(\mathbb{R}^N)} := \left( \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{|u(x) - u(y)|^p}{|x-y|^{N+sp}} \, dx \, dy \right)^{1/p}.
\]

The Sobolev–Slobodeckij space \( W^{s,p}(\Omega) \) is defined as

\[
W^{s,p}(\Omega) := \{ u \in L^p(\Omega) \mid [u]_{W^{s,p}(\Omega)} < +\infty \},
\]

which is a Banach space when endowed with the norm

\[
\|u\|_{W^{s,p}(\Omega)} := (\|u\|_{L^p(\Omega)}^p + [u]_{W^{s,p}(\Omega)}^p)^{1/p}.
\]

Moreover, let us define the spaces

\[
W^{s,p}_0(\Omega) = C_0^\infty(\Omega)^{1\cdot\|W^{s,p}(\Omega)\}},
\]

\[
\tilde{W}^{s,p}_0(\Omega) = C_0^\infty(\Omega)^{1\cdot\|W^{s,p}(\mathbb{R}^N)\}}.
\]

The space \( \tilde{W}^{s,p}_0(\Omega) \) can be equivalently defined by taking the completion of \( C_0^\infty(\Omega) \) with respect to the seminorm \( [u]_{W^{s,p}(\mathbb{R}^N)} \) (see for example \cite[Remark 2.5]{5}). If \( \partial \Omega \) is Lipschitz, then

\[
\tilde{W}^{s,p}_0(\Omega) = \{ u \in L^p(\mathbb{R}^N) : u \equiv 0 \text{ in } \mathbb{R}^N \setminus \Omega, \|u\|_{W^{s,p}(\mathbb{R}^N)} < +\infty \}
\]

(see \cite[Proposition B.1]{6}). If moreover \( sp \neq 1 \), then

\[
W^{s,p}_0(\Omega) = \tilde{W}^{s,p}_0(\Omega)
\]

(see \cite[Proposition B.1]{5}). In the limit \( s \to 1^- \), one recovers the usual Sobolev space \( W^{1,p}_0(\Omega) \). In particular, for \( u \in W^{1,p}_0(\Omega) \),

\[
\lim_{s \to 1^-} (1-s)[u]_{W^{s,p}(\Omega)}^p = \lim_{s \to 1^-} (1-s)[u]_{W^{s,p}(\mathbb{R}^N)}^p = K(p,N)\|\nabla u\|_{L^p(\Omega)}^p,
\]

where

\[
K(p,N) = \frac{1}{p} \int_{S^{N-1}} |\langle \sigma, e \rangle|^p \, dH^{N-1}(\sigma)
\]

(see \cite[Proposition 2.8]{4} and \cite[Proposition 2.8]{6}). The Sobolev–Slobodeckij spaces can also be defined equivalently by means of interpolation theory, as in \cite{19}. It is important
to observe that the Sobolev–Slobodeckij spaces are in general different from the Bessel potential spaces $H^{s,p}$. Indeed, if $\Omega = \mathbb{R}^N$, the latter is defined as

$$H^{s,p}(\mathbb{R}^N) := \{ u \in L^1_{\text{loc}}(\mathbb{R}^N) \mid (I - \Delta)^s u \in L^p(\mathbb{R}^N) \}$$

or, in terms of a Fourier transform,

$$H^{s,p}(\mathbb{R}^N) := \{ u \in L^1_{\text{loc}}(\mathbb{R}^N) \mid \mathcal{F}^{-1}(1 + |\xi|^2)^s \mathcal{F} u \in L^p(\mathbb{R}^N) \}$$

(see [15, Theorem 3.7]). This space coincides with the Triebel–Lizorkin space $F^{s,p}_{s,p}(\mathbb{R}^N)$ [21, Section 2.5.6]. On the other hand, $W^{s,p}(\mathbb{R}^N) = B^{s}_{p,p}(\mathbb{R}^N)$, where $B^{s}_{p,p}(\mathbb{R}^N)$ is a Besov space, and $B^{s}_{p,p}(\mathbb{R}^N) = F^{s}_{p,p}(\mathbb{R}^N)$ [21, Section 2.3.9]. However, $F^{s}_{p,p}(\mathbb{R}^N) \neq F^{s}_{p,2}(\mathbb{R}^N)$ if $p \neq 2$ [21, Section 2.5.6].

2.2 Special functions. In the following we will recall the definitions and the properties of some special functions which will be needed throughout the paper.

2.2.1 Gamma function. The Gamma function is defined on

$$\mathbb{C} \setminus \{0, -1, -2, \ldots\},$$

and for $\text{Re}(z) > 0$ it has the integral representation

$$\Gamma(z) := \int_{0}^{+\infty} t^{z-1} e^{-t} \, dt.$$ 

It is well-known that $\Gamma(z + 1) = z \Gamma(z)$ for every $z$ in the domain of definition, and $\Gamma(n + 1) = n!$ for $n \in \mathbb{N}$.

2.2.2 Beta function. The Beta function is defined on

$$\{(x, y) \in \mathbb{C} \times \mathbb{C} \mid \text{Re}(x) > 0, \text{Re}(y) > 0\}.$$ 

It has the integral representation

$$B(x, y) := \int_{0}^{1} t^{x-1}(1 - t)^{y-1} \, dt.$$ 

It is well-known that

$$B(x, y) = \frac{\Gamma(x) \Gamma(y)}{\Gamma(x + y)}. \quad (2.2)$$
2.2.3 Hypergeometric function. The hypergeometric function is defined for |z| < 1 by the power series

\[ 2F_1(a, b; c; z) = \sum_{n=0}^{\infty} \frac{(a)_n (b)_n}{(c)_n} \frac{z^n}{n!}, \]

where

\[(q)_n = q(q+1) \cdots (q+n-1) \]

if n > 0, and \((q)_0 = 1\). We will need the following result.

Lemma 2.1. Let \(2F_1\) be the hypergeometric function. Then

\[ 2F_1\left(\frac{N}{2}, \frac{N + 1}{2}; \frac{N}{2}; z\right) = (1 - z)^{-(N+1)/2}. \]

Proof. From the relation [1, Proposition 15.3.3] we obtain

\[ 2F_1\left(\frac{N}{2}, \frac{N + 1}{2}; \frac{N}{2}; z\right) = 2F_1\left(0, -1/2; N/2, z\right) \cdot (1 - z)^{-(N+1)/2}. \]

Since \(N > 1\), by [1, Proposition 15.3.1] and relation (2.2) we can write

\[ 2F_1\left(0, -1/2; N/2, z\right) = \frac{\Gamma\left(\frac{N}{2}\right)}{\Gamma\left(-\frac{1}{2}\right)\Gamma\left(\frac{N+1}{2}\right)} \int_0^1 t^{-\frac{1}{2}} (1 - t)^{\frac{N-1}{2}} \]

\[ \times 2F_1\left(1 + \frac{\mu}{2} + \frac{v}{2}, 1 + \frac{\mu}{2} + \frac{v}{2}; \frac{3}{2}; \frac{1}{z^2}\right) = 1. \]

2.2.4 Associated Legendre functions. The associated Legendre function of the second kind is defined as

\[ Q_\nu^\mu(z) = e^{i\mu \pi} \sqrt{\pi} \frac{\Gamma(\mu + \nu + 1)}{2^{\nu+1} \Gamma(\nu + 3/2)} \frac{(z^2 - 1)^{\mu/2}}{z^{\mu+1}} \]

\[ \times 2F_1\left(1 + \frac{\mu}{2} + \frac{v}{2}, 1 + \frac{\mu}{2} + \frac{v}{2}; \nu + \frac{3}{2}; \frac{1}{z^2}\right) \]

if |z|>1 (see [1] 8.1.3]).
2.2.5 Modified Bessel functions. For $\alpha \in \mathbb{R}$, the modified Bessel function $I_\alpha$ of order $\alpha$ is the solution to the differential equation

$$z^2 y''(z) + z y'(z) - (z^2 + \alpha^2) y(z) = 0$$

given by the series development

$$I_\alpha(z) = \sum_{k=0}^{\infty} \frac{1}{k! \Gamma(\alpha + k + 1)} \left( \frac{z^2}{2} \right)^{2k+\alpha}$$

(see [1, 9.6.10]).

2.2.6 Zeta function. The Riemann zeta function is the analytic continuation of the function defined, for $\text{Re}(s) > 1$, by the series

$$\zeta(s) = \sum_{k=1}^{\infty} \frac{1}{k^s}.$$ 

The Riemann zeta function is meromorphic with a single pole at $s = 1$, and can be written as the Laurent series

$$\zeta(s) = \frac{1}{s-1} + \sum_{k=0}^{\infty} \frac{(-1)^k}{k!} \gamma_k(s-1)^k,$$

where $\gamma_k$ are the Stieltjes constants (see [1, 23.2.5]). This implies that

$$\lim_{s \to 1} (s-1)^s \zeta(s) = 1.$$ 

The Hurwitz zeta function is defined, for $\text{Re}(s) > 1$ and $\text{Re}(q) > 0$, as

$$\zeta(s, q) = \sum_{k=0}^{\infty} \frac{1}{(q+k)^s}.$$ 

Clearly, $\zeta(s, 1) = \zeta(s)$. Moreover,

$$\zeta\left(s, \frac{1}{2}\right) = (2^s - 1)\zeta(s)$$

(see [13, p. 41]).

3 Validity of the Moser–Trudinger inequality

In this section we give a short proof of the validity of the Moser–Trudinger inequality for some value of $\alpha > 0$, which is essentially contained in [19], following the approach by Trudinger.
Proposition 3.1. Let $\Omega$ be a bounded, open domain of $\mathbb{R}^N$, and let $sp = N$. There exists $\alpha_* = \alpha_*(s, \Omega) > 0$ such that
\[
\sup \left\{ \int_{\Omega} \exp(\alpha |u|^\frac{N}{N-s}) \mid u \in \tilde{W}_0^{s,p}(\Omega), [u]_{W^{s,p}(\mathbb{R}^N)} \leq 1 \right\} < +\infty \quad \text{for } \alpha \in [0, \alpha_*).
\]

Proof. By [19, Theorem 9.1] we have
\[
\sup_{q > p} \left( \sup_{u \in \tilde{W}_0^{s,p}(\Omega)} \frac{\|u\|_q}{q^{\frac{N}{N-s}} [u]_{W^{s,p}(\mathbb{R}^N)}} \right) < +\infty.
\]
This holds true also for $1 \leq q \leq p$, as a consequence of Hölder’s inequality and Sobolev embedding. Therefore there exists a constant $C > 0$, depending on $\Omega$, such that for every $u \in \tilde{W}_0^{s,p}(\Omega)$
\[
\|u\|_q \leq C [u]_{W^{s,p}(\mathbb{R}^N)} q^{\frac{N}{N-s}}.
\]
If $[u]_{W^{s,p}(\mathbb{R}^N)} \leq 1$, using the series development of the exponential function we have
\[
\int_{\Omega} \exp(\alpha |u|^\frac{N}{N-s}) = \sum_{k=0}^{\infty} \frac{\alpha^k}{k!} \int_{\Omega} |u|^\frac{kN}{N-s} \leq \sum_{k=0}^{\infty} \frac{1}{k!} \left( \frac{CN}{N-s} \alpha \right)^k.
\]
The last series is convergent for $\alpha$ small enough thanks to Stirling’s formula
\[
k! = \sqrt{2\pi k} \left( \frac{k}{e} \right)^k \left( 1 + O\left( \frac{1}{k} \right) \right),
\]
and it gives a uniform bound for
\[
\int_{\Omega} \exp(\alpha |u|^\frac{N}{N-s})
\]
not depending on the function $u$. \qed

Proposition 3.2. Let $\Omega$ be a bounded, open domain of $\mathbb{R}^N$, and let $sp = N$. If $u \in \tilde{W}_0^{s,p}(\Omega)$, for every $\alpha > 0$, then
\[
\exp(\alpha |u|^\frac{N}{N-s}) \in L^1(\Omega).
\]

Proof. For the sake of simplicity, we will write $[\cdot] = [\cdot]_{W^{s,p}(\mathbb{R}^N)}$. By definition of $\tilde{W}_0^{s,p}(\Omega)$, there exists a sequence $\{u_k\} \in C_0^\infty(\Omega)$ such that $[u_k - u] \to 0$ as $k \to \infty$. Then it is possible to write $u := v + w$, where $v \in C_0^\infty(\Omega)$, and $[w] \leq \frac{1}{2}([u]_{W^{s,p}(\mathbb{R}^N)}^\frac{N}{N-s})$. By convexity,
\[
\exp(\alpha |u|^\frac{N}{N-s}) \leq \exp(2^\frac{N}{N-s} \alpha ([v]_{W^{s,p}(\mathbb{R}^N)} + [w]_{W^{s,p}(\mathbb{R}^N)})).
\]
Clearly,
\[
\exp(2^{\frac{N}{N-2}} \alpha |v|^\frac{N}{N-2}) \in L^\infty(\Omega).
\]
Moreover,
\[
\exp(2^{\frac{N}{N-2}} \alpha |w|^\frac{N}{N-2}) = \exp \left( 2^{\frac{N}{N-2}} \alpha \left| \frac{w}{|w|} \right|^\frac{N}{N-2} \right)
\leq \exp \left( \frac{\alpha s}{2} \left( \frac{|w|}{|w|} \right)^\frac{N}{N-2} \right) \in L^1(\Omega)
\]
by Proposition 3.1.

4 Gagliardo seminorm of radially symmetric functions

In this section we will give a formula for the Gagliardo seminorm of a radially symmetric function \( u \in W^{s,p}(\mathbb{R}^N) \), which will be needed in the following, and which might be of independent interest. We will need a couple of technical lemmas.

Lemma 4.1. Let \( \beta > 0 \). Then
\[
\int_{S^{N-1}} e^{\beta \cos (e, \sigma)} d\mathcal{H}^{N-1}(\sigma) = 2\pi^\frac{N}{2} \left( \frac{2}{\beta} \right)^{\frac{N}{2}-1} I_{\frac{N}{2}-1}(\beta),
\]
where \( I_{\frac{N}{2}-1} \) is the modified Bessel function of order \( \frac{N}{2} - 1 \).

Proof. We can write, according to [9, Proposition 3.915],
\[
\int_{S^{N-1}} e^{\beta \cos (e, \sigma)} d\mathcal{H}^{N-1}(\sigma) = (N - 1) \omega_{N-1} \int_0^\pi e^{\beta \cos \theta} (\sin \theta)^{N-2} d\theta
= (N - 1) \omega_{N-1} \sqrt{\pi} \left( \frac{2}{\beta} \right)^{\frac{N}{2}-1} \Gamma\left( \frac{N - 1}{2} \right) I_{\frac{N}{2}-1}(\beta)
= 2\pi^\frac{N}{2} \left( \frac{2}{\beta} \right)^{\frac{N}{2}-1} I_{\frac{N}{2}-1}(\beta),
\]
where we used the relations \( \omega_{N-1} = \frac{S_{N-2}}{N-1} \) and \( S_{N-2} = \frac{2\pi^\frac{N}{2}}{\Gamma\left( \frac{N}{2} \right)} \). □

Lemma 4.2. Let \( r, t \in \mathbb{R}^+ \) be such that \( r \neq t \). Then,
\[
\int_0^{+\infty} h^{\frac{N}{2}} e^{-h(r^2+t^2)} I_{\frac{N}{2}-1}(2rt) dh = \frac{\Gamma(N)}{\Gamma(N/2)} \left( \frac{rt}{r^2 - t^2} \right)^{N/2-1} \frac{r^2 + t^2}{|r^2 - t^2|^{N+1}}.
\]

Proof. By [9, Proposition 6.622] we have
\[
\int_0^{+\infty} x^\frac{N}{2} e^{-x \cosh \alpha} I_{\frac{N}{2}-1}(x) dx = e^{-i\pi(N+1)/2} \sqrt{\frac{2}{\pi}} \frac{Q_{N/2-3/2}^{N/2+1/2}(\cosh \alpha)}{(\sinh \alpha)^{N/2+1/2}},
\]
provided $\cosh \alpha > 1$, where $Q_{N/2-3/2}^{N/2+1/2}$ is an associated Legendre function whose definition is

$$Q_{N/2-3/2}^{N/2+1/2}(z) = e^{i(N+1)/2} \sqrt{\pi} \frac{\Gamma(N)}{\Gamma(N/2)} \frac{(z^2 - 1)^{(N+1)/4}}{z^N} \, _2F_1\left(\frac{N}{2}, \frac{N+1}{2}; \frac{1}{2}; \frac{1}{z^2}\right)$$

if $|z| > 1$.

If we observe that, by Lemma 2.1,

$$\sqrt{\pi} \frac{\Gamma(N)}{\Gamma(N/2)} \frac{(z^2 - 1)^{(N+1)/4}}{z^N} \, _2F_1\left(\frac{N}{2}, \frac{N+1}{2}; \frac{1}{2}; \frac{1}{z^2}\right) = \frac{\Gamma(N)}{2^{N/2 - 1}} \frac{\cosh \alpha}{\Gamma(N/2)} \right) \text{(which is strictly positive if } r \neq t\text{) and using the change of variable } x = 2rt \text{ we obtain}

$$

\begin{align*}
\int_0^{+\infty} h^\frac{N}{2} e^{-h(r^2+t^2)} I_{\frac{N}{2}-1}(2rt) \, dh & = \frac{1}{(2rt)^{N/2+1}} \int_0^{+\infty} x^\frac{N}{2} e^{-x \cosh \alpha} I_{\frac{N}{2}-1}(x) \, dx \\
& = \frac{1}{(2rt)^{N/2+1}} \frac{\Gamma(N)}{2^{N/2 - 1}} \frac{\cosh \alpha}{\Gamma(N/2)} \right) \frac{1}{(rt)^{N/2-1}} \frac{r^2 + t^2}{|r^2 - t^2|^{N+1}}.
\end{align*}

We are now ready to give the proof of the main result of this section.

**Proposition 4.3.** Let $u \in W^{s,p}(\mathbb{R}^N)$ be a radially symmetric function. Suppose that $sp = N$. Then,

$$\int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \left|u(x) - u(y)\right|^p \left|\frac{x-y}{N+sp}\right|^{N+sp} \, dx \, dy = (N\omega_N)^2 \int_0^{+\infty} \int_0^{+\infty} \left|u(r) - u(t)\right|^p r^{N-1} t^{N-1} \frac{r^2 + t^2}{|r^2 - t^2|^{N+1}} \, dr \, dt.$$

**Proof.**

By [3, Section 9.1],

$$\int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \left|u(x) - u(y)\right|^p \left|\frac{x-y}{N+sp}\right|^{N+sp} \, dx \, dy = \frac{1}{\Gamma((N+sp)/2)} \int_0^{+\infty} \left( \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \left|u(x) - u(y)\right|^p e^{-h|x-y|^2} \, dx \, dy \right) h^{N+sp-1} \, dh$$

$$= \frac{1}{\Gamma(N)} \int_0^{+\infty} \left( \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \left|u(x) - u(y)\right|^p e^{-h|x-y|^2} \, dx \, dy \right) h^{N-1} \, dh.$$
If \( e \in \mathbb{R}^N \) is a unit vector, we have, thanks to Lemma 4.1,
\[
\int_{\mathbb{R}^N} \int_{\mathbb{R}^N} |u(x) - u(y)|^p e^{-h|x-y|^2} \, dx \, dy
= N \, \omega_N \int_{0}^{+\infty} r^{N-1} \left( \int_{\mathbb{R}^N} |u(re) - u(y)|^p e^{-h|re-y|^2} \, dy \right) \, dr
\]
\[
= N \, \omega_N \int_{0}^{+\infty} r^{N-1} \times \left( \int_{S^{N-1}} \left( \int_{0}^{+\infty} t^{N-1} |u(r) - u(t)|^p e^{-h(r^2 + t^2 - 2rt \cos(e,\sigma))} \, dt \right) \, d\mathcal{H}^{N-1}(\sigma) \right) \, dr
\]
\[
= N \, \omega_N \int_{0}^{+\infty} r^{N-1} \times \left( \int_{S^{N-1}} e^{2rth \cos(e,\sigma)} \, d\mathcal{H}^{N-1}(\sigma) \right) \, dr
\]
\[
= 2\pi^\frac{N}{2} N \, \omega_N \int_{0}^{+\infty} r^{N-1} \times \left( \int_{0}^{+\infty} t^{N-1} |u(r) - u(t)|^p e^{-h(r^2 + t^2)} (rth)^{1-\frac{N}{2}} I_{\frac{N}{2} - 1}(2rth) \, dt \right) \, dr.
\]
Performing an integration in the variable \( h \) and appealing to Lemma 4.2, we obtain
\[
\int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{|u(x) - u(y)|^p}{|x-y|^{N+sp}} \, dx \, dy
= \frac{2\pi^\frac{N}{2} N \, \omega_N}{\Gamma(N/2)} \int_{0}^{+\infty} \int_{0}^{+\infty} |u(r) - u(t)|^p r^{N-1} t^{N-1} \frac{r^2 + t^2}{|r^2 - t^2|^{N+1}} \, dt \, dr.
\]
It now remains to observe that
\[
\frac{2\pi^\frac{N}{2} N \, \omega_N}{\Gamma(N/2)} = \frac{4 \pi^N}{\Gamma(N/2)^2} = (N\omega_N)^2.
\]
\[ \square \]

**Remark 4.4.** Let \( C(N) := (N\omega_N)^2 \) be the constant appearing in (4.1). We have \( C(2) = 4\pi^2, \, C(3) = 16\pi^2, \, C(4) = 4\pi^4, \, C(5) = \frac{64}{3}\pi^4. \)

## 5 Upper bound for the optimal exponent

In order to give an upper bound to the optimal exponent \( \overline{\alpha} \) such that
\[
(5.1) \quad \sup \left\{ \int_{\Omega} \exp \left( \alpha |u|^{\frac{N}{\overline{\alpha}}} \right) \, u \in \tilde{W}^{s,p}(\Omega), \, |u|_{W^{s,p}(\mathbb{R}^N)} \leq 1 \right\} < +\infty
\]
for \( \alpha \in [0, \overline{\alpha}) \), it is enough to consider the case where \( \Omega \) is a ball. Indeed, let \( B_r \subset \Omega \) be a ball of radius \( r \), and let \( \{ u_k \} \) be a sequence in \( \tilde{W}^{s,p}(B_r) \) such that \( |u|_{W^{s,p}(\mathbb{R}^N)} \leq 1 \)
and
\[ \int_{B_r} \exp (\alpha |u_k|^\frac{N}{N-s}) \to +\infty \quad \text{as } k \to +\infty. \]

For every \( k \), let \( \tilde{u}_k \in \tilde{W}_0^{s,p}(\Omega) \) be the function defined by extending \( u_k \) to zero outside \( B_r \). Then
\[ \int_{\Omega} \exp (\alpha |\tilde{u}_k|^\frac{N}{N-s}) \geq \int_{B_r} \exp (\alpha |u_k|^\frac{N}{N-s}) \quad \text{and} \quad [\tilde{u}_k]_{W^{s,p}(\mathbb{R}^N)} = [u_k]_{W^{s,p}(\mathbb{R}^N)} \leq 1, \]
and therefore
\[ \int_{\Omega} \exp (\alpha |\tilde{u}_k|^\frac{N}{N-s}) \to +\infty \quad \text{as } k \to +\infty, \]
so that
\[ \sup \left\{ \int_{\Omega} \exp (\alpha |u|^\frac{N}{N-s}) \left| u \in \tilde{W}_0^{s,p}(\Omega), [u]_{W^{s,p}(\mathbb{R}^N)} \leq 1 \right. \right\} = +\infty. \]

Moreover, by a simple scaling argument it is easy to see that the optimal exponent does not depend on the radius \( r \).

Let us denote by \( B \) the unit ball. We consider the family of functions defined by

\begin{equation}
(5.2) \quad u_\varepsilon(x) = \begin{cases}
\frac{|\ln \varepsilon|^\frac{N-s}{N} |x|}{|\ln \varepsilon|^N} & \text{if } |x| \leq \varepsilon \\
\frac{|\ln |x||}{|\ln \varepsilon|^N} & \text{if } \varepsilon < |x| < 1 \\
0 & \text{if } |x| \geq 1
\end{cases}
\end{equation}

whose restrictions to \( B \) belong to \( \tilde{W}_0^{s,p}(B) \). For \( s = 1 \), this is the Moser-sequence used in [13], which satisfies

\[ \| \nabla u_\varepsilon \|_2^2 = N\omega_N \quad \text{for every } \varepsilon > 0. \]

For \( s \in (0, 1) \), we cannot expect that \([u_\varepsilon]_{W^{s,p}(\mathbb{R}^N)}\) is constant, therefore it is important to compute the limit as \( \varepsilon \to 0 \) of the quantity

\[ I(\varepsilon) := \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{|u_\varepsilon(x) - u_\varepsilon(y)|^p}{|x - y|^{N+sp}} \, dx \, dy \]
\[ = (N\omega_N)^2 \int_0^{+\infty} \int_0^{+\infty} |u_\varepsilon(s) - u_\varepsilon(t)|^p \, r^{N-1} \, t^{N-1} \, \frac{r^2 + t^2}{(r^2 - t^2)^{N+1}} \, dr \, dt. \]
which we can decompose into $I(\varepsilon) = I_1(\varepsilon) + I_2(\varepsilon) + I_3(\varepsilon) + I_4(\varepsilon)$, where

\[
I_1(\varepsilon) = \frac{2}{|\ln \varepsilon|} \int_{\varepsilon}^{1} \int_{0}^{r} \left| \ln r - \ln \varepsilon \right|^p r^{N-1} t^{N-1} \frac{r^2 + t^2}{|r^2 - t^2|^{N+1}} \, dr \, dt,
\]

\[
I_2(\varepsilon) = \frac{1}{|\ln \varepsilon|} \int_{\varepsilon}^{1} \int_{0}^{r} \left| \ln r - \ln t \right|^p r^{N-1} t^{N-1} \frac{r^2 + t^2}{|r^2 - t^2|^{N+1}} \, dr \, dt,
\]

\[
I_3(\varepsilon) = 2|\ln \varepsilon|^{p-1} \int_{1}^{\infty} \int_{0}^{r} r^{N-1} t^{N-1} \frac{r^2 + t^2}{|r^2 - t^2|^{N+1}} \, dr \, dt,
\]

\[
I_4(\varepsilon) = \frac{2}{|\ln \varepsilon|} \int_{1}^{\infty} \int_{\varepsilon}^{1} \left| \ln r \right|^p r^{N-1} t^{N-1} \frac{r^2 + t^2}{|r^2 - t^2|^{N+1}} \, dr \, dt.
\]

The following basic calculus fact will be extremely useful for the calculations:

\[
\frac{d}{dr} \left( \frac{1}{N} \frac{r^N}{(t^2 - r^2)^N} \right) = \frac{r^{N-1}(t^2 + r^2)}{(t^2 - r^2)^{N+1}}.
\]

### 5.1 Computation for $I_1(\varepsilon)$.

\[
\frac{2}{|\ln \varepsilon|} \int_{\varepsilon}^{1} \int_{0}^{r} \left| \ln r - \ln \varepsilon \right|^p r^{N-1} t^{N-1} \frac{r^2 + t^2}{|r^2 - t^2|^{N+1}} \, dr \, dt
\]

\[
= \frac{2}{|\ln \varepsilon|} \int_{\varepsilon}^{1} \left| \ln r - \ln \varepsilon \right|^p r^{N-1} \left( \int_{0}^{r} t^{N-1} \frac{r^2 + t^2}{|r^2 - t^2|^{N+1}} \, dt \right) \, dr
\]

\[
= \frac{2 \epsilon^N}{N|\ln \varepsilon|} \int_{\varepsilon}^{1} \left| \ln r - \ln \varepsilon \right|^p \frac{r^{N-1}}{(r - \varepsilon)^N} \, dr
\]

\[
= \frac{2}{N|\ln \varepsilon|} \int_{\varepsilon}^{1} \frac{|\ln x|^p}{x^{N-1}} \frac{x^{N-1}}{(x - 1)^N} \, dx,
\]

where we applied the change of variable $x = \frac{r}{\varepsilon}$. Since $p > N$, the integral

\[
\int_{1}^{\infty} \frac{|\ln x|^p}{x^{N-1}} \frac{x^{N-1}}{(x - 1)^N} \, dx
\]

is convergent and therefore $\lim_{\varepsilon \to 0} I_1(\varepsilon) = 0$.

### 5.2 Computation for $I_2(\varepsilon)$.

\[
\frac{1}{|\ln \varepsilon|} \int_{\varepsilon}^{1} \int_{\varepsilon}^{r} \left| \ln r - \ln t \right|^p r^{N-1} t^{N-1} \frac{r^2 + t^2}{|r^2 - t^2|^{N+1}} \, dr \, dt
\]

\[
= \frac{1}{|\ln \varepsilon|} \int_{\varepsilon}^{1} \frac{1}{t^2} \left( \int_{\varepsilon}^{r} \left| \ln \frac{r}{t} \right|^p \left( \frac{r}{t} \right)^{N-1} \frac{\left( \frac{r}{t} \right)^2 + 1}{\left( \frac{r}{t} \right)^2 - 1} \, dr \right) \, dt
\]

\[
= \frac{1}{|\ln \varepsilon|} \int_{\varepsilon}^{1} \frac{1}{t} \left( \int_{\varepsilon}^{t} |\ln x|^p x^{N-1} \frac{x^2 + 1}{|x^2 - 1|^{N+1}} \, dx \right) \, dt.
\]
After performing an integration by parts, the last quantity is equal to
\[
\frac{1}{|\ln \varepsilon|} \int_{\varepsilon}^{1} \frac{1}{t^2} \left| \ln \frac{1}{t} + \frac{1}{r^N - 1} \right|_{r^2 - 1}^{N+1} dt
\]
\[
= \frac{\varepsilon}{|\ln \varepsilon|} \int_{\varepsilon}^{1} \frac{1}{t^2} \left| \ln \frac{1}{t} \right|_{(r^2 - 1)}^{N+1} dt
\]
\[
+ \frac{1}{|\ln \varepsilon|} \left[ \ln \left( \int_{\varepsilon}^{1} \left| \ln \varepsilon \right|^p \frac{1}{x^2 - 1} \frac{x^2 + 1}{dx} \right) \right]_{t=\varepsilon}^{t=1}.
\]
For \( \varepsilon \to 0 \), the first term converges to 0, since the integral
\[
\int_{0}^{1} \frac{1}{t^2} \left| \ln \frac{1}{t} \right|_{r^2 - 1}^{N+1} dt
\]
is convergent. The second term is equal, after a change of variable, to
\[
- \frac{1}{|\ln \varepsilon|} \int_{\varepsilon}^{1} \left( \frac{\varepsilon}{x} \right) \left| \ln \varepsilon \right|^p \frac{1}{x^2 - 1} \frac{x^2 + 1}{dx} \]
\[
= \int_{\varepsilon}^{1} \left| \ln \varepsilon \right|^p \frac{1}{x^2 - 1} \frac{x^2 + 1}{dx}
\]
and it converges to
\[
\int_{0}^{1} \left| \ln \varepsilon \right|^p \frac{1}{x^2 - 1} \frac{x^2 + 1}{dx} = \int_{1}^{+\infty} \left| \ln x \right|^p \frac{1}{x^2 - 1} \frac{x^2 + 1}{dx}
\]
as \( \varepsilon \to 0 \). The third term is equal to
\[
\int_{1}^{\varepsilon} \left| \ln \varepsilon \right|^p \frac{1}{x^2 - 1} \frac{x^2 + 1}{dx}
\]
so that finally
\[
\lim_{\varepsilon \to 0} I_2(\varepsilon) = 2 \int_{1}^{+\infty} \left| \ln x \right|^p \frac{1}{x^2 - 1} \frac{x^2 + 1}{dx}.
\]

5.3 Computations for \( I_3(\varepsilon) \).
\[
2|\ln \varepsilon|^{-1} \int_{1}^{+\infty} \int_{0}^{\varepsilon} r^{N-1} \frac{r^2 + t^2}{(r^2 - t^2)^{N+1}} dt \]
\[
= 2|\ln \varepsilon|^{-1} \int_{1}^{+\infty} r^{N-1} \left( \int_{0}^{\varepsilon} \frac{r^2 + t^2}{(r^2 - t^2)^{N+1}} dt \right) dr
\]
\[
= \frac{2\varepsilon^N |\ln \varepsilon|^{-1}}{N} \int_{1}^{+\infty} \frac{r^{N-1}}{(r^2 - \varepsilon^2)^N} dr
\]
and therefore \( \lim_{\varepsilon \to 0} I_3(\varepsilon) \to 0 \).
5.4 Computations for $I_4(\varepsilon)$.

\[
\frac{2}{|\ln \varepsilon|} \int_{1}^{\varepsilon} \int_{1}^{+\infty} |\ln r|^p r^{N-1} t^{N-1} \frac{r^2 + t^2}{|r^2 - t^2|^{N+1}} \, dr \, dt
\]

\[
= \frac{2}{|\ln \varepsilon|} \int_{1}^{\varepsilon} |\ln r|^p r^{N-1} \left( \int_{1}^{+\infty} t^{N-1} \frac{r^2 + t^2}{|r^2 - t^2|^{N+1}} \, dt \right) \, dr
\]

\[
= \frac{2}{N|\ln \varepsilon|} \int_{1}^{1} |\ln r|^p \frac{r^{N-1}}{(1 - t^2)^N} \, dr.
\]

Therefore $\lim_{\varepsilon \to 0} I_4(\varepsilon) = 0$, since the integral

\[
\int_{0}^{1} |\ln r|^p \frac{r^{N-1}}{(1 - t^2)^N} \, dr
\]

is finite (the integrand function is bounded since $p > N$).

5.5 Computation of the integral. The value of the integral

\[
\int_{1}^{+\infty} |\ln x|^p x^{N-1} \frac{x^2 + 1}{(x^2 - 1)^{N+1}} \, dx
\]

can be computed explicitly. With this aim, we write

\[
\int_{1}^{+\infty} |\ln x|^p x^{N-1} \frac{x^2 + 1}{(x^2 - 1)^{N+1}} \, dx = \frac{p}{N} \int_{1}^{+\infty} |\ln x|^{p-1} \frac{x^{N-1}}{(x^2 - 1)^N} \, dx
\]

\[
= \frac{p}{N} \int_{0}^{1} |\ln t|^{p-1} \frac{t^{N-1}}{(1 - t^2)^N} \, dt.
\]

For $p \in \mathbb{N}$, this can be found, for instance, in [20, 2.6.5.1, p. 490]. Otherwise, for a generic $p \in \mathbb{R}^+$, we write

\[
\frac{1}{(1 - x^2)^N} = \sum_{k=0}^{\infty} \frac{(N + k - 1)!}{k! (N - 1)!} x^{2k}
\]

(see [20, 5.2.2.10, p. 697]). According to [20, 2.6.3.1, p. 488]

\[
\int_{0}^{1} |\ln t|^{p-1} \frac{t^{N-1}}{(1 - t^2)^N} \, dt = \int_{0}^{1} |\ln t|^{p-1} \sum_{k=0}^{\infty} \frac{(N + k - 1)!}{k! (N - 1)!} t^{N+2k-1} \, dt
\]

\[
= \sum_{k=0}^{\infty} \frac{(N + k - 1)!}{k! (N - 1)!} \left( \int_{0}^{1} |\ln t|^{p-1} t^{N+2k-1} \, dt \right)
\]

\[
= \frac{\Gamma(p)}{(N - 1)!} \sum_{k=0}^{\infty} \frac{(N + k - 1)!}{k!} \frac{1}{(N + 2k)^p}.
\]
Let us compute the last quantity for some values of \( N \). For \( N = 2 \), we have

\[
\Gamma(p) \sum_{k=0}^{\infty} \frac{(k + 1)!}{k!} \frac{1}{(2 + 2k)^p} = \frac{\Gamma(p)}{2^p} \sum_{k=0}^{\infty} \frac{1}{(k + 1)^{p-1}} = \frac{\Gamma(p)}{2^p} \sum_{k=1}^{\infty} \frac{1}{k^{p-1}} = \frac{\Gamma(p)}{2^p} \zeta(p-1).
\]

For \( N = 3 \), we have

\[
\frac{\Gamma(p)}{2} \sum_{k=0}^{\infty} \frac{(k + 2)!}{k!} \frac{1}{(3 + 2k)^p} = \frac{\Gamma(p)}{2^{p+1}} \sum_{k=0}^{\infty} \frac{k^2 + k}{(k + \frac{1}{2})^p}
\]

\[
= \frac{\Gamma(p)}{2^{p+1}} \sum_{k=0}^{\infty} \left[ \frac{1}{(k + \frac{1}{2})^{p-2}} - \frac{1}{4} \frac{1}{(k + \frac{1}{2})^p} \right]
\]

\[
= \frac{\Gamma(p)}{2^{p+1}} \left[ \zeta(p - 2, \frac{1}{2}) - \frac{1}{4} \zeta(p, \frac{1}{2}) \right]
\]

\[
= \frac{\Gamma(p)}{2^{p+1}} [(2^{p-2} - 1)\zeta(p - 2) - 2^{-2}(2^p - 1)\zeta(p)].
\]

where \( \zeta(s, q) \) is the Hurwitz zeta function. For \( N = 4 \), we have

\[
\frac{\Gamma(p)}{6} \sum_{k=0}^{\infty} \frac{(k + 3)!}{k!} \frac{1}{(4 + 2k)^p} = \frac{\Gamma(p)}{3 \cdot 2^{p+1}} \sum_{k=0}^{\infty} \frac{k^2 + 4k + 3}{(k + 2)^{p-1}}
\]

\[
= \frac{\Gamma(p)}{3 \cdot 2^{p+1}} \sum_{k=0}^{\infty} \left[ \frac{1}{(k + 2)^{p-3}} - \frac{1}{(k + 2)^{p-1}} \right]
\]

\[
= \frac{\Gamma(p)}{3 \cdot 2^{p+1}} [\zeta(p - 3) - \zeta(p - 1)].
\]

In general, for \( N = 2m \) even, we can write

\[
\frac{(N + k - 1)!}{k!} = \prod_{j=1}^{N-1} (k + j) = (k + m)^{N-1} + \sum_{i=2}^{N-2} a_i (k + m)^{N-i}
\]

so that

\[
\sum_{k=0}^{\infty} \frac{(N + k - 1)!}{k!} \frac{1}{(N + 2k)^p} = \frac{1}{2^p} \sum_{k=0}^{\infty} \frac{(N + k - 1)!}{k!} \frac{1}{(k + m)^p}
\]

\[
= \frac{1}{2^p} \sum_{k=0}^{\infty} \left[ \frac{1}{(k + m)^{p+1-N}} + \sum_{i=2}^{N-1} a_i (k + m)^{p+i-N} \right]
\]

\[
= \frac{1}{2^p} \left[ \zeta(p + 1 - N) + \sum_{i=2}^{N-1} a_i \zeta(p + i - N) + c \right]
\]

and thus

\[
\lim_{p \to N} (p - N) \sum_{k=0}^{\infty} \frac{(N + k - 1)!}{k!} \frac{1}{(N + 2k)^p} = \frac{1}{2^N}.
\]
For $N = 2m + 1$ odd, we can write

$$\frac{(N + k - 1)!}{k!} = \prod_{j=1}^{N-1} (k + j) = \left(k + \frac{N}{2}\right)^{N-1} + \sum_{i=2}^{N-2} a_i \left(k + \frac{N}{2}\right)^{N-i}$$

so that

$$\sum_{k=0}^{\infty} \frac{(N + k - 1)!}{k!} \frac{1}{(N + 2k)^p} = \frac{1}{2p} \sum_{k=0}^{\infty} \frac{(N + k - 1)!}{k!} \frac{1}{(k + \frac{N}{2})^p}$$

$$= \frac{1}{2p} \sum_{k=0}^{\infty} \left[ \frac{1}{(k + \frac{N}{2})^{p+1-N}} + \sum_{i=2}^{N-1} \frac{a_i}{(k + \frac{N}{2})^{p+i-N}} \right]$$

$$= \frac{1}{2p} \left[ \zeta(p+1-N, \frac{1}{2}) + \sum_{i=2}^{N-1} a_i \zeta(p + i - N, \frac{1}{2}) + c \right]$$

and again, the leading term is $\zeta(p+1-N, \frac{1}{2}) = (2^{p+1-N} - 1)\zeta(p+1-N)$, so that

$$\lim_{p \to N} (p - N) \sum_{k=0}^{\infty} \frac{(N + k - 1)!}{k!} \frac{1}{(N + 2k)^p} = \frac{1}{2^N}.$$ 

We can summarize the results we found in the following proposition.

**Proposition 5.1.** Let $\{u_\varepsilon\}$ be the family of functions in $\tilde{W}^{s,p}_0(B)$ ($sp = N$) defined in (5.2). Then

$$\lim_{\varepsilon \to 0} [u_\varepsilon]^p_{W^{s,p}(\mathbb{R}^N)} = \gamma_{s,N} := \frac{2 \omega_N^2}{N!} \Gamma(p+1) \sum_{k=0}^{\infty} \frac{(N + k - 1)!}{k!} \frac{1}{(N + 2k)^p}.$$ 

Moreover,

$$\lim_{s \to 1} (1 - s) \gamma_{s,N} = \lim_{p \to N} \frac{p - N}{p} \gamma_{s,N} = \frac{N \omega_N^2}{2^{N-1}}.$$ 

We are now ready to prove the main result of this section.

**Proposition 5.2.** Let $\Omega$ be a bounded, open domain of $\mathbb{R}^N$, and let $sp = N$. There exists $\alpha^{*}_{s,N} := N(\gamma_{s,N})^{\frac{1}{s-1}}$ such that

$$\sup \left\{ \int_{\Omega} \exp (\alpha |u|^\frac{p}{s-1}) \left| u \in \tilde{W}^{s,p}_0(\Omega), [u]_{W^{s,p}(\mathbb{R}^N)} \leq 1 \right. \right\} = +\infty \quad \text{for } \alpha \in (\alpha^{*}_{s,N}, +\infty).$$
**Proof.** As we discussed before, it is enough to consider the case \( \Omega = B \). Let \( u_\varepsilon \) be the concentrating family defined in (5.2), which satisfies \([u_\varepsilon]_{W^{s,p}(\mathbb{R}^N)} \to (\gamma_{s,N})_\varepsilon^{\downarrow} \) as \( \varepsilon \to 0 \). Let \( \alpha > N(\gamma_{s,N})_\varepsilon^{\downarrow} \). For \( \varepsilon \) near to 0, we will have \( \alpha [u_\varepsilon]_{W^{s,p}(\mathbb{R}^N)} \geq \beta > N \).

Set \( \nu_\varepsilon := \frac{1}{[u_\varepsilon]_{W^{s,p}(\mathbb{R}^N)}} u_\varepsilon \). Then

\[
\int_{B_1} \exp (\alpha |\nu_\varepsilon|_{W^{s,p}(\mathbb{R}^N)}) \geq \int_{B_1} \exp (\beta |\nu_\varepsilon|_{W^{s,p}(\mathbb{R}^N)}) \geq \int_{B_\varepsilon} \exp (-\beta \ln \varepsilon) = \omega_N \varepsilon^{N-\beta} \to +\infty
\]
as \( \varepsilon \to 0 \), therefore proving the claim. \( \square \)

**Remark 5.3.** It is also interesting to observe that, for \( \alpha < N(\gamma_{s,N})_\varepsilon^{\downarrow} \), the quantity

\[
\int_B \exp (\alpha |\nu_\varepsilon|_{W^{s,p}(\mathbb{R}^N)}) \leq \int_B \exp (|u_\varepsilon|_{W^{s,p}(\mathbb{R}^N)}),
\]

where \( \alpha [u_\varepsilon]_{W^{s,p}(\mathbb{R}^N)} \leq \beta < N \), is uniformly bounded. This amounts to proving that the limit

\[
\lim_{\varepsilon \to 0} \int_{1/\varepsilon}^1 \exp \left( \beta \frac{|\ln t|_{W^{s,p}(\mathbb{R}^N)}}{|\ln \varepsilon|_{W^{s,p}(\mathbb{R}^N)}} \right) t^{N-1} dt
\]
is finite. In fact we have

\[
\exp \left( \beta \frac{|\ln t|_{W^{s,p}(\mathbb{R}^N)}}{|\ln \varepsilon|_{W^{s,p}(\mathbb{R}^N)}} \right) t^{N-1} \leq \exp \left( \beta \frac{|\ln t|_{W^{s,p}(\mathbb{R}^N)}}{|\ln \varepsilon|_{W^{s,p}(\mathbb{R}^N)}} \right) t^{N-1} \leq t^{N-1-\beta}
\]

and

\[
\int_{1/\varepsilon}^1 t^{N-1-\beta} dt = \frac{1}{N-\beta} (1 - \varepsilon^{N-\beta}) \to \frac{1}{N-\beta}
\]
as \( \varepsilon \to 0 \).

**Remark 5.4.** We observe that the results obtained are consistent with the local case. For example, if \( N = 2 \), thanks to the computations of Section 5.5 we have

\[
\lim_{s \to 1^-} (1 - s) \alpha_{s,2}^* = 2\pi^2,
\]

which coincides with the optimal exponent \( \alpha_{1,2}^* = 4\pi \) (see [18]), up to the multiplicative constant

\[
K(2, 2) := \frac{1}{2} \int_{S^1} |\langle \sigma, e \rangle|^2 d\mathcal{H}^{N-1}(\sigma) = \frac{\pi}{2},
\]

which appears in the asymptotic behaviour of Gagliardo seminorms in the limit \( s \to 1^- \) (see (2.1)).
6 Conclusions and final remarks

The present work is a first step towards understanding the Moser–Trudinger inequality in fractional Sobolev–Slobodeckij spaces. However, we are left with many open questions. Let $\alpha^{*}_{opt}$ be the supremum of all $\alpha > 0$ such that the Moser–Trudinger inequality holds true. The first question concerns of course the optimality of the exponent $\alpha^{*}_{s,N}$ of Section 5: does it hold that $\alpha^{*}_{s,N} = \alpha^{*}_{opt}$? Moreover, does the Moser–Trudinger inequality hold true also for $\alpha = \alpha^{*}_{opt}$, as in the classical case? And if this is the case, is the supremum attained, similarly to the results of [7] and [16]?

Once the optimal exponent is determined, it would be interesting to compare it with its counterpart for the Bessel potential spaces $\tilde{H}^{s,p}(\Omega)$ defined in [17]. Since $H^{s,2}(\Omega) = W_{0}^{s,2}(\Omega)$, the reader might wonder whether $\alpha^{*}_{s,N}$ coincides with the optimal exponent for $\tilde{H}^{s,2}(\Omega)$. Although we restricted the analysis to the case $N \geq 2$, it is interesting to observe that, for $s = \frac{1}{2}$ and $N = 1$, our exponent $\alpha^{*}_{\frac{1}{2},1}$ is equal to $2\pi^2$ and, up to a normalization constant due to the fact that

$$[u]^2_{W^{s,2}(\mathbb{R})} = 2\pi[u]^2_{H^{s,2}(\mathbb{R})}$$

(see [8] Proposition 3.6), it coincides with the optimal exponent $\alpha_2 = \pi$ determined in [12] for the space $\tilde{H}^{\frac{1}{2},2}(I)$. Another possible research direction could be the investigation of whether a generalized inequality of the type

$$\sup \left\{ \int_{\Omega} f(|u|) \exp (\alpha |u|^s) \left| u \in \tilde{W}^{s,p}(\Omega), [u]_{W^{s,p}(\mathbb{R}^N)} \leq 1 \right. \right\} < +\infty,$$

where $f : \mathbb{R}^+ \to \mathbb{R}^+$ is such that $f(t) \to +\infty$ as $t \to +\infty$, holds true for the same exponents of the standard Moser–Trudinger inequality. In the case of Bessel potential spaces, this was investigated in [12] for $N = 1$, and in [11] for $N \geq 2$.
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