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A dipole-dipole scattering amplitude is calculated exactly in the first two orders of perturbation theory. This amplitude is an analytic function of the relative energy and the dipoles’ sizes. The cross section of the dipole-dipole scattering approaches the high-energy BFKL asymptotics starting from a relatively large rapidity \( \sim 5 \).
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I. INTRODUCTION

It is well known that the effective degrees of freedom at high energies are so-called Wilson lines - infinite gauge factors ordered along the velocities of the colliding particles (for a review, see Ref. [1]). Let us consider the classical example of the scattering of virtual photons in QCD. The photons decompose into quark-antiquark pairs which interact by exchanging gluons. At high energies, quarks move very fast so that their propagation in the background fields of the exchange gluons is reduced to the gauge factor of \( U^n(x_\perp) \)

\[
U^n(x_\perp) = Pe^{i\int_{\infty}^0 d\eta x_\perp A^\mu(\eta + x_\perp)}
\]

ordered along the classical trajectory of the particle, i.e. a straight line collinear to the velocity \( n \). Here \( x_\perp \) is the transverse position (an impact parameter) of the fast quark, which does not change in the collision. The propagation of a quark-antiquark pair is described by the color dipole \( x_\perp \) formed from the two Wilson lines \( W^n(x_\perp, y_\perp) = \text{Tr}\{U^n(x_\perp)U^n(0)\} \)

where \( x_\perp \) and \( y_\perp \) are the transverse positions (impact parameters) of quark and antiquark. The high-energy \( \gamma^* \gamma^* \) scattering reduces then to the dipole-dipole amplitude integrated over dipoles’ sizes and separations (see Fig. 1):

\[
A(s) = \frac{s}{2} \int d^2a_\perp d^2b_\perp I^A(a_\perp)I^B(b_\perp)T(a_\perp, b_\perp; s)
\]

where \( I^A(a_\perp) \) is the so-called “impact factor” (see Appendix A) and \( T(a_\perp, b_\perp; s) \) is the dipole-dipole scattering amplitude:

\[
T(a_\perp, b_\perp; s) = -i \int d^2z_\perp \langle W^n(a_\perp + z_\perp, z_\perp) W^e(b_\perp, 0) \rangle .
\]

FIG. 1: High-energy scattering as a dipole-dipole amplitude. Wavy lines are gluons and dashed lines are Wilson gauge factors.

Here \( e \) is the unit vector in the direction of the motion of the second virtual photon. The collision energy is related to the relative rapidity \( \eta \) (\( \equiv \angle \text{ between the dipoles} \))

\[
\frac{p_A \cdot p_B}{\sqrt{p_A p_B}} = n \cdot e = \cosh \eta.
\]

The energy dependence of the \( \gamma^* \gamma^* \) amplitude is governed by the evolution of the dipoles with respect to the slope of Wilson lines determined by \( \eta \).

We see that the dipole-dipole amplitude is an “elementary” high-energy scattering process. Moreover, in theories without asymptotic particle states (like N=4 SYM) the dipole-dipole scattering is the only way to access the high-energy behavior of amplitudes. Also, there have been many attempts to estimate the high-energy behavior of hadron-hadron amplitudes using non-perturbative models for the dipole-dipole scattering (see Ref. [8] for a review). For hadrons, the impact factors cannot be calculated in pQCD; however, they can be related to the hadron wave functions.

The usual phenomenological approach to dipole-dipole scattering in pQCD is to take the light-like dipoles. However, matrix elements of the light-like Wilson operators contain longitudinal divergencies. In the LLA we cut these divergencies “by hand” \( \frac{s}{2} \). This prescription - take the light-like
dipoles and cut the divergences by hand - seems to avoid ambiguities in the next-to-leading order, too. However, to go beyond perturbation theory one has to consider the scattering of the off-light-cone dipoles. The dipole-dipole amplitude is then a function of the dipole separations and the angle \( \theta \) (\( \sim \) relative rapidity \( \eta \)) between the dipoles. If this amplitude is an analytic function of \( \theta \), one can calculate the dipole-dipole scattering (a correlation function of two infinite rectangular Wilson loops) in the Euclidean region and continue to the Minkowski space. In the recent series of papers \([10, 11]\) the dipole-dipole scattering was calculated in the Euclidean space using the AdS-CFT correspondence and continued analytically as a function of the angle \( \theta \) to the Minkowski space, where \( \theta \rightarrow i\eta \). Another example of such analytic continuation is the calculation of the instanton-induced dipole-dipole amplitude \([12]\).

To be able to obtain the high-energy behavior from the Euclidean amplitudes it is crucial to verify that the dipole-dipole amplitude is an analytic function of \( \theta \). In Ref. \([12]\) this statement was proved for the correlation function of two Wilson rectangles with a finite longitudinal length \( T \) (see also Ref. \([13]\)). At finite \( T \), the amplitude is an analytic function of the angle \( \theta \) between the rectangles. In the limit \( T \rightarrow \infty \), one recovers the dipole-dipole scattering amplitude. However, whether the \( T \rightarrow \infty \) limit commutes with the analytic continuation from the Euclidean to Minkowski space is an open question. We demonstrate with an explicit calculation in the first two orders of perturbation theory that the dipole-dipole amplitude is, indeed an analytic function of the angle between the dipoles (as well as of the dipoles’ sizes). This is the first important result of our paper. We see that the analyticity survives the \( T \rightarrow \infty \) limit in the first two orders of perturbation theory, and presumably it happens in all higher orders as well so that the dipole-dipole amplitude appears to be an analytic function of \( \theta \).

The second result of our paper concerns the rate at which the dipole-dipole amplitude approaches the BFKL asymptotics. At sufficiently high energies, the cross section for the “unpolarized” dipole-dipole scattering is given by the BFKL formula

\[
\sigma(a, b; \eta) \sim \frac{a^2}{ab} \int dv \left( \frac{a}{b} \right)^{2i\nu} \eta^{\frac{\alpha_s}{\pi}N_c \chi(\nu)} \quad (6)
\]

where \( \chi(\nu) = -\text{Re}[\psi(1/2 + i\nu)] - C \) is the position of the “hard pomeron” \([15]\) (for a review, see Ref. \([16]\)). The asymptotics of the \( \gamma^*\gamma^* \) scattering is then given by Eq. \([9]\). The formula \([6]\) is obtained in the so-called leading log approximation (LLA), when \( \alpha_s \ll 1, \alpha_s \ln s \sim \alpha_s \eta \sim 1 \). The main problem with the LLA result \([6]\) is that its power behavior \( s^{4\chi/\pi N_c \ln 2} \) violates the Froissart bound \( \ln^2 s \) at asymptotically large \( s \). Thus, the BFKL pomeron gives only the pre-asymptotic behavior at “moderately high” energies. It is a common belief that the true asymptotics at \( s \rightarrow \infty \) (where \( \alpha \ln s \gg 1 \)) comes from the unitarization of the BFKL pomeron. Despite numerous efforts, the high-energy asymptotics satisfying the Froissart bound is still an unsolved problem in QCD (for a recent discussion see Refs. \([17, 18, 19]\)).

In this paper, we address a different problem (important for mid-energy accelerators) - when does the LLA asymptotics start making sense - at 1, 10, or 100 GeV? To get a complete answer to this question one should calculate the amplitude exactly and compare it to the BFKL asymptotics \([20]\). Since it seems to be an impossible task at present, we calculate the dipole-dipole scattering in the first two orders of perturbation theory exactly and compare it to the asymptotic form. Our main result is that the asymptotics starts rather late, at \( \eta \sim 5 \), which translates into \( \sqrt{s} \sim 10 \text{ GeV} \) for the scattering of dipoles with the \( \rho \)-meson size \( a \sim 0.3 \text{ fm} \).

The paper is organized as follows. In Sect. 2 we calculate the dipole-dipole amplitude and the cross section in the leading order of perturbation theory. In the second order, we have calculated independently both the dipole-dipole amplitude and its imaginary part proportional to the cross section. Since the structure of the diagrams and the result is much more transparent for the cross section, in Sect. 3 we present only the results for the amplitude in the second order and leave the details until Sect. 5, where we give the detailed calculation of the dipole-dipole cross section. We discuss the effects due to the running coupling constant in Sect 4. Sect 6 contains the numerical estimates of the dipole-dipole cross section and Sect. 7 is devoted to the discussion of our results and an outlook. The explicit form of the second-order amplitudes is given in the Appendix.

**II. DIPOLE-DIPOLE SCATTERING IN THE BORN APPROXIMATION**

We consider the dipole-dipole scattering amplitude defined as follows

\[
T(x_1, x_2; x_3, x_4; \eta) = -i \langle W^n(x_1, x_2)W^*(x_3, x_4) \rangle .
\]

Strictly speaking, the Wilson lines forming the dipole are connected with gauge links at infinity, so

\[
T(x_1, x_2; x_3, x_4; \eta) = -i \lim_{T \rightarrow \infty} \langle W_T^n(x_1, x_2)W^*_T(x_3, x_4) \rangle \quad (8)
\]

where \( W_T^n \) is a rectangular Wilson loop of longitudinal length \( T \).

\[
W_T^n(x_1, x_2) = \text{Tr} \{ U_T^n(x_1)[x_1 - T/2, x_2 - T/2, n] \}
\]

\[
\times U_T^n(x_2)[x_2 + T/2, x_3 + T/2, n] \}
\]

\[
U_T^n(x_1, x_2) = \langle x_1[x_2, n, x_2 + T/2] \rangle \quad (9)
\]

and \( U_T^n(x_1, x_2) \equiv [x_1, \eta, x_1 + T, -\frac{T}{2}, [\frac{T}{2}, n, x_1 + T] \rangle \) etc. Hereafter, we use the notation

\[
[x, y] \equiv P e^{ig \int_0^1 dx (x-y) \alpha \omega(\omega x + (1-u)y)} \text{sec}.
\]

\[
(10)
\]
for the straight-line ordered gauge link suspended between the points $x$ and $y$.

Since the gluons reduce to the pure gauge fields at infinity, the precise form of a contour connecting the points $x_1 \pm T/n$ and $x_2 \pm T/n$ does not matter. Moreover, we use Feynman gauge for the gluon propagator, and in this gauge the links at infinity do not contribute to the amplitude. Thus, we omit them in what follows to simplify the notations.

A. Cross section of the dipole-dipole scattering and optical theorem for dipoles

The total cross section of the scattering of the dipole of size $a$ on the dipole of size $b$ may be defined as

$$\sigma(a_\perp, b_\perp; \eta) = \int dz_\perp \zeta(a_\perp + z_\perp; z_\perp, b_\perp; \eta)$$  \hspace{1cm} (11)

where

$$\zeta(x_1\perp, \eta) \equiv \sum_{X \neq 0} \langle 0 | W_{ij}^n (x_1\perp, x_2\perp) W_{kl}^* (x_3\perp, x_4\perp) | X \rangle \times \langle X | W_{ji}^n (x_1\perp, x_2\perp) W_{lk}^* (x_3\perp, x_4\perp) | 0 \rangle$$  \hspace{1cm} (12)

is the total amplitude of the dipole-dipole transition into hadrons. Here the summation goes over all the intermediate states except for the vacuum and

$$W_{ij}^n (x_1\perp, x_2\perp) = \lim_{T \to \infty} \left( U_T^n (x_1\perp) | x_\perp = \frac{T}{2} n, x_\perp = \frac{T}{2} n | U_T^n (x_2\perp) \right)_{ij}$$  \hspace{1cm} (13)

If we include the intermediate vacuum state in the r.h.s. of Eq. (12), we get $N_c^2$ due to the completeness relation. Separating the non-interacting contribution in a usual way

$$\langle 0 | W^n (x_1\perp, x_2\perp) W^\dagger (x_3\perp, x_4\perp) | 0 \rangle = N_c^2 + i T(x_\perp, \eta)$$  \hspace{1cm} (14)

we get the “optical theorem” for the dipole-dipole scattering:

$$\Im T(x_1\perp, x_2\perp; x_3\perp, x_4\perp; \eta) = \frac{1}{2} \zeta(x_1\perp, x_2\perp; x_3\perp, x_4\perp; \eta)$$  \hspace{1cm} (15)

It is worth noting that the high-energy $\gamma^*\gamma^*$ cross section reduces to the dipole cross section integrated with impact factors, similar to the Eq. (12) for the amplitude:

$$A(s) = \frac{1}{4} \int d^2 a_\perp d^2 b_\perp T^A (a_\perp) T^B (b_\perp) \sigma(a_\perp, b_\perp; \eta)$$  \hspace{1cm} (16)

We will calculate the dipole-dipole cross section in two ways: directly as the r.h.s. of Eq. (12) or via the optical theorem as the imaginary part of eq. (17).

B. Lowest order dipole-dipole amplitude

In the leading order of perturbation theory, the correlation function of two Wilson-line operators is proportional to the (massless) two-dimensional propagator:

$$\langle U^n (x_\perp) U^\dagger (y_\perp) \rangle = - \langle U^n (x_{\perp}) U^\dagger (y_{\perp}) \rangle$$  \hspace{1cm} (17)

where $(a, b)_\perp$ denotes the (positive) scalar product of two-dimensional vectors $\vec{a}_\perp$ and $\vec{b}_\perp$. (For brevity, we use the $\hbar$-inspired notations $d^2 k \equiv \frac{d^2 k}{(2\pi)^2}$ and $\delta^{(n)}(k) \equiv (2\pi)^n \delta^{(n)}(k)$).

The relevant Feynman diagrams are shown in Fig. 2. The contribution of these diagrams has the form:
The integral over the transverse momenta can be performed explicitly, resulting in

$$T(x_{1\perp}, x_{2\perp}; x_{3\perp}, x_{4\perp}; \eta)$$

$$= \frac{i g^4}{16 \pi^2} \frac{N_c^2 - 1}{N_c} \frac{1}{\eta} \int \frac{d^2 k_{1\perp} d^2 k_{2\perp}}{16 \pi^2 k_{1\perp}^2 k_{2\perp}^2}$$

$$\times \left( e^{-ik_{1\perp}} - e^{-ik_{1\perp}} \right) \left( e^{ik_{2\perp}} - e^{-ik_{2\perp}} \right)$$

$$\times \left( e^{ik_{2\perp}} - e^{-ik_{2\perp}} \right) \left( e^{-ik_{2\perp}} - e^{-ik_{2\perp}} \right)$$

The relevant diagram is shown in Fig. (3). Integrating over the transverse momenta can be performed explicitly, resulting in

$$T(x_{1\perp}, x_{2\perp}; x_{3\perp}, x_{4\perp}; \eta)$$

$$= \frac{i N_c^2 - 1}{2 \alpha_s^2} \frac{1}{\eta} \left( \ln \frac{x_{13}^2 x_{24}^2}{x_{23}^2 x_{14}^2} \right)^2 \coth^2 \eta$$

where $x_{12} \equiv x_{1\perp} - x_{2\perp}$ etc. (cf. Ref. [19])

C. Dipole-dipole cross section in the Born approximation

As we mentioned above, the dipole-dipole cross section can be obtained in two ways: via the optical theorem as the imaginary part of Eq. (19) or, directly, as the r.h.s. of Eq. (14). Since the amplitude in the lowest order in $\alpha_s$ is purely imaginary, the “unintegrated cross section” is

$$\xi(x_{1\perp}; \eta) = \frac{g^4 N_c^2 - 1}{4} \frac{1}{\alpha_s^2} \frac{1}{\eta} \left( \ln \frac{x_{13}^2 x_{24}^2}{x_{23}^2 x_{14}^2} \right)^2$$

(20)

For future use, it is instructive to calculate $\xi(x_{1\perp}; \eta)$ directly as the r.h.s. of Eq. (12). In this case, Feynman rules for the calculation of the cross sections can be reproduced by a functional integral over the double set of fields (see e.g. [20]): (+) to the right of the cut and (−) to the left with the propagators

$$A_{\pm}^{\mu}(x)A_{\pm}^{\nu}(y) = \int \frac{dk}{16 \pi^2} e^{-ik(x-y)} g^{\mu\nu} \delta k^2 - i \epsilon$$

(21)

$$A_{\mp}^{\mu}(x)A_{\mp}^{\nu}(y) = - \int \frac{dk}{16 \pi^2} e^{-ik(x-y)} g^{\mu\nu} \delta k^2 \delta(k^2) \theta(k_0)$$

These correspond to the Cutkovsky rules for the cross sections.

In these notations, the dipole-dipole cross section reads (cf. [21])

$$\xi(x_{1\perp}; \eta) = \langle 0 | W_{(+)}^{\mu}(x_{1\perp}, x_{2\perp}) W_{(+)}^{\nu}(x_{1\perp}, x_{2\perp}) | 0 \rangle$$

$$\times \langle 0 | W_{(-)}^{\mu}(x_{3\perp}, x_{4\perp}) W_{(-)}^{\nu}(x_{3\perp}, x_{4\perp}) | 0 \rangle$$

(22)

The relevant diagram is shown in Fig. 3. To emphasize that here we have only the gauge links at $\mathcal{T} = -\infty$ we draw them explicitly.

The leading-order correlation function of Wilson lines in (+) sector is given by Eq. (17) and in (−) sector by Eq. (18) with a different sign

$$\langle U_{(+)}^{n}(x_{\perp}) U_{(+)}^{m}(y_{\perp}) \rangle = - \langle U_{(+)}^{n}(x_{\perp}) U_{(+)}^{m}(y_{\perp}) \rangle$$

$$= - \langle U_{(-)}^{n}(x_{\perp}) U_{(-)}^{m}(y_{\perp}) \rangle = \langle U_{(-)}^{n}(x_{\perp}) U_{(-)}^{m}(y_{\perp}) \rangle$$

$$= ig^2 \coth \eta \int \frac{dk_{1\perp}}{4 \pi^2 k_{1\perp}^2} e^{i(k_{1\perp} - k_{2\perp})}$$

(23)

Using Eq. (23) it is easy to see that

$$\xi(x_{1\perp}, x_{2\perp}; x_{3\perp}, x_{4\perp}; \eta)$$

$$= g^4 \coth^2 \eta \int \frac{d^2 k_{1\perp} d^2 k_{2\perp}}{16 \pi^2 k_{1\perp}^2 k_{2\perp}^2} (\epsilon^{-i(k_{1\perp} - k_{2\perp}))}$$

$$\times (\epsilon^{-i(k_{1\perp} - k_{2\perp}))} (\epsilon^{i(k_{2\perp} - x_{\perp}))}$$

$$\times (\epsilon^{i(k_{1\perp} - k_{2\perp}))}$$

(24)

where the $2^4 = 16$ terms correspond to 16 diagrams in Fig. 3. Integrating over $k_{1\perp}$, we reproduce the optical-theorem result [20].

III. SECOND-ORDER AMPLITUDE

In the next order of perturbation theory there are too many diagrams to present them all - roughly speaking, we
must take the diagrams in Fig. 2 and add an extra gluon line in all possible ways. Let us consider the diagram in Fig. 2. If we insert the gluon line in all possible ways to connect the left and the right parts of the diagram in Fig. 2, we get the diagrams shown in Fig. 3.

Also, we can insert a gluon line in the left or right part only and get the “disconnected” diagrams shown in Fig. 3.

Not all the diagrams for the correlator of two Wilson loops contribute to the dipole-dipole scattering amplitude. There are two exceptional classes of diagrams proportional to the total energy of the evolution $T$. First, there are those shown in Fig. 4, which describe “mass renormalization” of Wilson lines. Their contribution has the usual form of $\delta m L$, where $\delta m$ is the self-energy correction and $L \simeq 2 T$ is the perimeter of the Wilson loop corresponding to the dipole. Similarly, the diagrams in Fig. 4 m-p contribute to the “binding energy” $\epsilon$ of the dipole and lead to $e T$ terms. These two contributions exponentiate so that one obtains:

$$-i \langle \text{Tr} \{ U^n_T(x_1) U^n_T(x_2) \} \text{Tr} \{ U^n_T(x_3) U^n_T(x_4) \} \rangle$$

$$= e^{-4 i \delta m T - i (\epsilon_{12} + \epsilon_{34}) T} T(x_{1\perp}, x_{2\perp}, x_{3\perp}, x_{4\perp}, \eta; T)$$

where $T(x_{1\perp}, \eta; T)$ describes the dipole-dipole scattering at the time $T$. The resulting amplitude

$$T(x_{1\perp}, \eta) = \lim_{T \to \infty} T(x_{1\perp}, \eta; T)$$

$$= \lim_{T \to \infty} -i \langle \text{Tr} \{ U^n_T(x_1) U^n_T(x_2) \} \text{Tr} \{ U^n_T(x_3) U^n_T(x_4) \} \rangle \times e^{4 i \delta m T + i (\epsilon_{12} + \epsilon_{34}) T}$$

is finite as $T \to \infty$. In the second order of perturbation theory, the multiplication in r.h.s. of eq. 20 reduces to the subtraction of the corresponding terms ($4 \delta m T$ and $2 \epsilon T$). The result is that the diagrams in Fig. 4 m-p and Fig. 5 q-t are left out and in the diagrams in Fig. 4 i-l and Fig. 5 m-p the color factor $\frac{1}{2 N_c}$ is replaced by $\frac{1}{N_c}$.

Thus, we are left with the diagrams shown in Fig. 4 j and 4 r. Also, there are \( \sim 20 \) times more diagrams which are obtained from the addition of an extra gluon to the graphs in Fig. 2b,c, etc. The calculation of these diagrams is standard but lengthy. In Sect. 4 we will present some details of the (independent) calculation of the imaginary part of this amplitude where the structure of diagrams is much more transparent. Here we will only give the final result for the amplitude and discuss which classes of diagrams contribute to it.

We have performed calculation of the dipole-dipole amplitude in both the Euclidean and Minkowski spaces. In the Euclidean space, this amplitude is a correlation function of two Wilson rectangles at angle $\theta$ such that $\cos \theta = n \cdot e$. In both cases, the $g^0$ amplitude has the form (in Euclidean space $\eta = i \theta$):

$$T(x_{1\perp}, \eta) = \frac{ig^6 N_c (N_c^2 - 1)}{4 \pi} \frac{1}{8} \cosh^2 \eta$$

$$\times \int \frac{d^2 k_1 d^2 k_2 d^2 k'_1 d^2 k'_2}{(k_1 + k_1')^2} \left( e^{-i(k_1, x_1)} - e^{-i(k_1, x_2)} \right)$$

$$\times \left( e^{-i(k'_1, x_3)} - e^{-i(k'_1, x_4)} \right) \left( e^{i(k_2, x_3)} - e^{i(k_2, x_4)} \right)$$

$$\times \left( e^{i(k'_2, x_1)} - e^{i(k'_2, x_2)} \right) \left( \delta^2(k_1 + k'_1 - k_2 - k'_2) \right)$$

$$\times \left[ \frac{A(k_1; \eta)}{(k_1 + k'_1)^2} + i \pi \frac{(N_c^2 - 4) \coth \eta}{N_c^2 (k_1 + k'_1)^2} \left( \frac{1}{k_1^2 k_2^2} + \frac{1}{k_1^2 k'_2^2} \right) \right]$$

$$+ \delta^2(k_1 + k'_1) \delta^2(k_2 + k'_2) \left[ - \left( \eta - i \pi \right) + i \pi \frac{N_c^2 - 4}{N_c^2} \right]$$

$$\times \coth \eta \int d^2 p \left\{ \frac{k_1^2}{p^2(k_1 - p)^2} + \frac{k_2^2}{p^2(k_2 - p)^2} \right\}$$

$$+ \frac{1}{2 \pi} \ln \left| \frac{\mu^2}{|k_1||k_2|} \right| \left( \frac{5}{3} - \frac{n_f}{2 N_c} \right) + \frac{1}{\pi} \ln \mu^2 |x_{12}| |x_{34}|$$

Here $\mu$ is the normalization point of the $\overline{MS}$ scheme. The explicit form of the function $A(k_1, k'_1, k_2, k'_2; \eta)$ is given in

FIG. 4: Typical “connected” diagrams for the dipole-dipole amplitude.
4. (The term comes from the diagrams of the type shown in Fig. 5e-h. The diagrams in Fig. 5i-l vanish (cf. Ref. 22), while the terms coming from Fig. 5m-p are the pure divergent vertices and self-energies shown in Fig. 6. To see how it happens, it is instructive to start with the diagrams in Fig. 6d is irrelevant since it contributes only to the renormalization of coupling constant are somewhat unusual: as in the case of a heavy-quark potential $\frac{1}{r}$, the coefficient $\frac{1}{r}N_c - \frac{2}{\alpha_s}$ in front of $\ln \mu$ comes from both the UV- and the IR-divergent diagrams (cf. 22). To see how it happens, it is instructive to start with the scattering of the light-like dipoles where the diagrams for the renormalization of coupling constant are the usual UV-divergent vertices and self-energies shown in Fig. 6.

As we shall see below, the diagrams contributing to the renormalization of coupling constant are somewhat unusual: as in the case of a heavy-quark potential $\frac{1}{r}$, the coefficient $\frac{1}{r}N_c - \frac{2}{\alpha_s}$ in front of $\ln \mu$ comes from both the UV- and the IR-divergent diagrams (cf. 22). To see how it happens, it is instructive to start with the scattering of the light-like dipoles where the diagrams for the renormalization of coupling constant are the usual UV-divergent vertices and self-energies shown in Fig. 6.

As we shall see below, the diagrams contributing to the renormalization of coupling constant are somewhat unusual: as in the case of a heavy-quark potential $\frac{1}{r}$, the coefficient $\frac{1}{r}N_c - \frac{2}{\alpha_s}$ in front of $\ln \mu$ comes from both the UV- and the IR-divergent diagrams (cf. 22). To see how it happens, it is instructive to start with the scattering of the light-like dipoles where the diagrams for the renormalization of coupling constant are the usual UV-divergent vertices and self-energies shown in Fig. 6.

As we shall see below, the diagrams contributing to the renormalization of coupling constant are somewhat unusual: as in the case of a heavy-quark potential $\frac{1}{r}$, the coefficient $\frac{1}{r}N_c - \frac{2}{\alpha_s}$ in front of $\ln \mu$ comes from both the UV- and the IR-divergent diagrams (cf. 22). To see how it happens, it is instructive to start with the scattering of the light-like dipoles where the diagrams for the renormalization of coupling constant are the usual UV-divergent vertices and self-energies shown in Fig. 6.

As we shall see below, the diagrams contributing to the renormalization of coupling constant are somewhat unusual: as in the case of a heavy-quark potential $\frac{1}{r}$, the coefficient $\frac{1}{r}N_c - \frac{2}{\alpha_s}$ in front of $\ln \mu$ comes from both the UV- and the IR-divergent diagrams (cf. 22). To see how it happens, it is instructive to start with the scattering of the light-like dipoles where the diagrams for the renormalization of coupling constant are the usual UV-divergent vertices and self-energies shown in Fig. 6.

As we shall see below, the diagrams contributing to the renormalization of coupling constant are somewhat unusual: as in the case of a heavy-quark potential $\frac{1}{r}$, the coefficient $\frac{1}{r}N_c - \frac{2}{\alpha_s}$ in front of $\ln \mu$ comes from both the UV- and the IR-divergent diagrams (cf. 22). To see how it happens, it is instructive to start with the scattering of the light-like dipoles where the diagrams for the renormalization of coupling constant are the usual UV-divergent vertices and self-energies shown in Fig. 6.

As we shall see below, the diagrams contributing to the renormalization of coupling constant are somewhat unusual: as in the case of a heavy-quark potential $\frac{1}{r}$, the coefficient $\frac{1}{r}N_c - \frac{2}{\alpha_s}$ in front of $\ln \mu$ comes from both the UV- and the IR-divergent diagrams (cf. 22). To see how it happens, it is instructive to start with the scattering of the light-like dipoles where the diagrams for the renormalization of coupling constant are the usual UV-divergent vertices and self-energies shown in Fig. 6.

As we shall see below, the diagrams contributing to the renormalization of coupling constant are somewhat unusual: as in the case of a heavy-quark potential $\frac{1}{r}$, the coefficient $\frac{1}{r}N_c - \frac{2}{\alpha_s}$ in front of $\ln \mu$ comes from both the UV- and the IR-divergent diagrams (cf. 22). To see how it happens, it is instructive to start with the scattering of the light-like dipoles where the diagrams for the renormalization of coupling constant are the usual UV-divergent vertices and self-energies shown in Fig. 6.

As we shall see below, the diagrams contributing to the renormalization of coupling constant are somewhat unusual: as in the case of a heavy-quark potential $\frac{1}{r}$, the coefficient $\frac{1}{r}N_c - \frac{2}{\alpha_s}$ in front of $\ln \mu$ comes from both the UV- and the IR-divergent diagrams (cf. 22). To see how it happens, it is instructive to start with the scattering of the light-like dipoles where the diagrams for the renormalization of coupling constant are the usual UV-divergent vertices and self-energies shown in Fig. 6.

As we shall see below, the diagrams contributing to the renormalization of coupling constant are somewhat unusual: as in the case of a heavy-quark potential $\frac{1}{r}$, the coefficient $\frac{1}{r}N_c - \frac{2}{\alpha_s}$ in front of $\ln \mu$ comes from both the UV- and the IR-divergent diagrams (cf. 22). To see how it happens, it is instructive to start with the scattering of the light-like dipoles where the diagrams for the renormalization of coupling constant are the usual UV-divergent vertices and self-energies shown in Fig. 6.
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to the “mass renormalization” δm of the Wilson line (see Eq. (25)).

Surprisingly, the structure of the diagrams contributing to the running coupling constant is quite different for even slightly off-the-light-cone dipoles. In this case the diagram in Fig. 6a is the same as for the light-like dipoles, the diagram in Fig. 6b vanishes, and the diagram in Fig. 6c is a pure divergency of the type Eq. (25)), which must be set to zero in the dimensional regularization approach. Following Ref. [22] it is convenient to write down this term as

$$\frac{g^2 N_c}{8\pi^2} \left( \frac{2}{4-d} - 2 \frac{d}{d-4} \right) \tag{30}$$

The UV pole $\frac{2}{4-d}$ together with the pole coming from the diagram in Fig. 6d forms $\frac{g^2}{4-d} N_c \left( \frac{4}{d} N_c - \frac{2}{d} n_f \right)$, while the IR pole $\frac{2}{d-4}$ cancels with similar poles in the diagrams in Fig. 6.

Due to “cancellation” between the UV and IR contributions to Fig. 6, in order to reproduce the running-coupling coefficient $\frac{4}{d} N_c - \frac{2}{d} n_f$ in front of $\ln \mu^2$ in the dimensional regularization, one should take into account not only the “usual” UV divergent diagrams in Fig. 6 but also the IR-divergent diagrams in Fig. 6 (cf. [23]). As a result the coefficient $\frac{g^2}{16\pi^2} \ln \mu^2$ in front of $\frac{2}{d-4}$ comes from the diagram in Fig. 6c, while $\frac{g^2 N_c}{8\pi^2} \ln \mu^2$ comes from the diagrams in Fig. 7 (and all other diagrams in Fig. 6 vanish).

This mixture of the IR and UV divergencies could have been a source of a potential problem. The cornerstone of the BFKL approach is the assumption that all the $\ln s$ come from the longitudinal integrations, while the integrations over the transverse momenta are convergent at $k_+^2 \sim m^2$, where $m$ is of order of masses (or virtualities) of the colliding particles. (After the summation of the BFKL ladder we have “diffusion” in the transverse momenta leading to $\ln k_+^2 \sim \ln \frac{\sqrt{s}}{m}$, but such terms do not spoil the “power counting” in $\ln s$). This assumption is not true for the diagrams leading to the renormalization of the coupling constant since they are UV divergent. However, the structure of these diagrams is very simple - they are 1-loop vertex and self-energy corrections, and after the subtraction of the $\frac{1}{\mu^2}$ poles the integrals over $k_+^2$ are bound with $\mu^2$. In our case, the structure of the integrals over the transverse momenta is more complicated due to the mixture of the IR and UV divergencies. There are individual diagrams where the upper cutoff in the integrals over the $k_\perp$ is the energy $\sqrt{s}$ rather than $\frac{\sqrt{s}}{\mu}$ or the normalization scale $\mu$. Such contributions would give the additional non-BFKL $\ln s$ terms coming from the logarithmical integrals over the transverse momenta $\int \frac{dk_\perp}{k_\perp^2}$. Fortunately, we will see below that such terms cancel in the sum of all diagrams and the remaining transverse integrals are cut by the dipoles’ sizes (or by the normalization point $\mu$).

V. CROSS SECTION

A. Calculation of Feynman diagrams

In the case of the cross section (24), the structure of the diagrams is more transparent and we will present some details of this calculation. In this order, there are two types of Feynman diagrams: one with gluon emission and one without. Typical diagrams of the first type are shown in Fig. 5. The sum of these diagrams is proportional to the square of the finite-energy Lipatov vertex $L^\mu(k_1, k_1') L^\nu(k_2, k_2')$. The Lipatov vertex

$$L(k_1, k_1') = (k_1 - k_1')(ne) + \left[ 2(k_1' n) + \frac{(ne)}{(k_1')^2} \right] k_1^2 e$$

$$- \left[ 2(k_1 e) + \frac{(ne)}{(k_1' n)} k_1^2 \right] n \tag{31}$$

is a sum of the emissions of the real gluon with momentum $(k_1 + k_1')$ from the left part of the diagrams in Fig. 7 in all possible ways. This vertex is gauge-invariant:

$$(k_1 + k_1')\mu L(k_1, k_1') = 0 \tag{32}$$

At infinite energies $(ne) \to \infty$ the expression (31) reduces to the usual asymptotic form of Lipatov vertex (see e.g. [10]).
The sum of the diagrams in Fig. 8 has the form

\[ \frac{4}{N_c^2 - 1} \sum_{x_1 \perp, x_2 \perp, x_3 \perp, x_4 \perp} \eta \delta_8 \delta_4 \]

(33)

\[ = g^6 N_c \int \frac{d^4 k_1 d^4 k_2 d^4 k'_1 d^4 k'_2}{128 \pi^2 k_1^2 k_2^2 k'_1 k'_2} \delta(4)(k_1 + k'_1 - k_2 - k'_2) \]

\[ \times \delta(k_1 + k_1') \delta(k_2 - k_2') \delta(k_2 - n) \]

\[ \times \delta(k_2', e) \delta(k_2', e)(e^{i(k_1, x_1)} - e^{-i(k_1, x_2)}) \]

\[ \times (e^{i(k_2, x_3)} - e^{-i(k_2, x_4)}) \left[ -L(k_1, k_1') \cdot L(k_2, k_2') \right]. \]

The explicit form of the product of two Lipatov vertices is

\[ -L(k_1, k_1') \cdot L(k_2, k_2') \]

(34)

\[ = \langle ne \rangle^3 \frac{k_2 k'_2}{k_1 k_1'} (k_2^2 k_2^2 + k_2^2 k_2^2 + 2k_1 - k_2)^2 (n e)^2 \]

\[ - 4(k_2^2 k_2^2 + k_2^2 k_2^2 - 2ne) \left( \frac{k_1}{k_1'} \left( k_2 k_2 + k_2 k_2 \right) + \frac{k_1}{k_1'} \left( k_2 k_2 + k_2 k_2 \right) \right) \]

\[ - (n e)^2 \left( \frac{k_2 k_2}{k_1} + \frac{k_2 k_2}{k_1} \right) \]

where \( k_{1e} \equiv (k_1 \cdot e) \) and \( k'_{1e} \equiv (k_1' \cdot n) \). Apart from the diagrams with the emission of a real photon, there are diagrams with an extra virtual photon. If, for example, we take the diagram in Fig. 9 and insert an extra gluon line in the left (−) sector in all possible ways, we get the diagrams shown in Fig. 9. We do not display the diagrams corresponding to \( \delta m \) or \( \delta e \), see the discussion in Sect. II. The contribution of these diagrams vanishes here anyway since the phase factors \( e^{-i(2m + e)T} \) and \( e^{i(2m + e)T} \) coming from the left and from the right of the cut cancel out in the cross section. Again, this leads to the replacement of the color factors \( \frac{1}{N_c} \) by \( \frac{1}{N_c} = - \frac{N_c}{2} \) in the diagrams of the Fig. 10a and Fig. 10b type.

The calculation yields:

\[ \frac{4}{N_c^2 - 1} \sum_{x_1 \perp, x_2 \perp, x_3 \perp, x_4 \perp} \eta \delta_8 \delta_4 \]

(35)

\[ = g^4 N_c \coth \frac{\eta}{4} \int \frac{d^4 k_{11} d^4 k_{22}}{16 \pi^2 k_{11}^2 k_{22}^2} \]

\[ \times (e^{-i(k_1, x_1)} - e^{-i(k_1, x_2)})(e^{i(k_1, x_3)} - e^{i(k_1, x_4)}) \]

\[ \times (e^{i(k_2, x_3)} - e^{i(k_2, x_4)})(e^{-i(k_2, x_3)} - e^{-i(k_2, x_4)}) \]

\[ \times \left[ - \frac{\coth \frac{\eta}{4}}{4 \pi^2 p_{12}^2} \left( \frac{k_{11}^2}{k_{11} - p_{12}} \right)^2 + \frac{k_{22}^2}{(k_1 - p)_{12}^2} \right] \]

\[ + \frac{1}{4 \pi} \left( \ln \frac{\mu^2}{k_{11}^2} + \ln \frac{\mu^2}{k_{22}^2} \right) \left( \frac{5}{3} - \frac{2n_F}{3N_c} \right) \]
where the first “gluon reggeization” term comes from the diagrams in Fig. 9a,b and the second from Fig. 9c,m,n. As in the case of the amplitude, the diagrams in Fig. 9j,m vanish and the diagrams in Fig. 9h,i give rise to a pure divergency $\sim \int \frac{d^2k}{k^2}$ that does not contribute in the framework of the dimensional regularization. (Instead, it leads to the “mixing” of the IR and UV singularities, see the discussion in Sect. IV). Finally, the diagrams in Fig. 9e cancel with the corresponding diagrams with an extra gluon to the right of the cut.

It is worth noting that the diagrams in Fig. 9f,g should be regularized by finite $T$ before calculation. After summation of all the relevant diagrams (e.g. Fig. 9f,h and Fig. 9g,m,n), the limit $T \to \infty$ becomes regular.

Performing the remaining integrations over longitudinal momenta in Eq. (39) and the integration over $p$ in Eq. (36) one obtains

$$\zeta(x_{1\perp}, x_{2\perp}; x_{3\perp}, x_{4\perp}; \eta) = \frac{g^4 N_c}{16 \pi \tan^2 \eta} \int d^2 k_1 d^2 k_2 d^2 k'_1 d^2 k'_2$$

$$\times \left( e^{-i(k_1 \cdot x_3)} - e^{-i(k_1 \cdot x_2)} \right) \left( e^{i(k_2 \cdot x_1)} - e^{i(k_2 \cdot x_2)} \right)$$

$$\times \left( e^{i(k_2 \cdot x_3)} - e^{i(k_2 \cdot x_4)} \right)$$

$$\times \left( e^{-i(k_1 \cdot x_3)} - e^{-i(k_1 \cdot x_4)} \right)$$

$$\times \delta^2(k_1 + k'_1 - k_2 - k'_2) \frac{a(k_1; \eta)}{(k_1 + k'_1)^2}$$

$$+ \frac{g^4 N_c}{16 \pi \tan^2 \eta} \int d^2 k_1 d^2 k_2$$

$$\times \left( e^{-i(k_1 \cdot x_3)} - e^{-i(k_1 \cdot x_2)} \right) \left( e^{i(k_2 \cdot x_1)} - e^{i(k_2 \cdot x_2)} \right)$$

$$\times \left( e^{i(k_2 \cdot x_3)} - e^{i(k_2 \cdot x_4)} \right)$$

$$\times \delta^2(k_1 + k'_1 - k_2 - k'_2) \frac{a(k_1; \eta)}{(k_1 + k'_1)^2}$$

$$+ \frac{g^2 N_c}{2 \pi} \ln \frac{\mu^2}{|k_1||k_2|} \left( \frac{5}{3} - \frac{n_f}{2 N_c} \right) + \frac{1}{2 \pi} \ln \mu^2 |x_{12}| |x_{34}| \right] .$$

Here

$$a(k_1; \eta) = \sum_{j=1}^5 a_j(k_1; \eta)$$

where $a_1, a_2, a_3, a_4$ and $a_5$ correspond to the first, second, third, fourth and fifth terms in Eq. (34), respectively. It should be mentioned that the fifth term in the r.h.s. of Eq. (34) is IR divergent. After regularization, in addition to $a_5(k_1; \eta)$ it produces the $\ln \mu^2 x_{12} x_{34}$ term which forms $\frac{1}{4} N_c \eta_{ij}$ together with the contribution from the self-energy diagrams in Fig. 9i,n,o.

The explicit form of the functions involved is:

$$a_i(k_1, k_2, k'_1, k'_2; \eta) = \mathcal{A}_i(k_1, k_2, k'_1, k'_2; \eta),$$

where $\mathcal{A}_i$ can be found in the Appendix B. We see that the “unintegrated cross section” (38) is given by the imaginary part of the amplitude (27) (see the optical theorem for dipoles (15)).

The cross section of dipole-dipole scattering is given by the integral

$$\sigma(a, b; \eta) = \int d^2 z \zeta(z, a, b; \eta)$$

(39)

**B. Asymptotics of the cross section**

As $\eta \to \infty$, the cross section (39) reduces to

$$\sigma_{asy}(a, b; s) = g^4 (N_c^2 - 1) \int \frac{d^2 k d^2 k'}{k^2 k'^2} \times \left( \frac{4}{2^2} \sin^2 \frac{(k, a)}{2} \sin^2 \frac{(k', b)}{2} \right)$$

$$\times \left( 1 + \frac{g^2 N_c}{2 \pi} \ln \frac{\mu^2}{k^2} \left( \frac{5}{3} - \frac{2n_f}{3 N_c} \right) + \frac{1}{2 \pi} \ln \mu^2 \right) \delta(k + k')$$

$$+ \frac{g^2 N_c}{2 \pi} \left( \ln \frac{k^2}{(k + k')^2} - \ln \frac{k'^2}{(k + k')^2} - 1 \right) \left( 2\frac{k^2}{(k + k')^2} - 1 \right)$$

$$+ O(\epsilon^2)$$

It is easy to see that the integrals over the transverse momenta converge at $k^2_1 \sim a^{-2}$. In the individual diagrams, the integrals over $k^2_1$ diverge (which means that they would be cut by $s$ in the corresponding exact expressions (39) and (36)), but in the sum of all diagrams such terms cancel (see the discussion in Sect. IV). The structure of the asymptotic result Eq. (10) is $\eta \sigma(a, b) + \sigma'(a, b)$. The term $\sim \eta$ is the first iteration of the BFKL kernel. After integration over $k$ and $k'$, it gives the first term in the expansion of $\eta^2 \chi(\nu)$ in powers of $\alpha_s$. The second term may be called the “dipole impact factor”. Indeed, the standard representation of the BFKL asymptotics of the cross section has the form

$$\sigma_{asy} = \int \frac{d^2 k d^2 k'}{k^2 k'^2} I(a, k, k') I(b, k', k)$$

(41)

where $K_{BFKL}$ is the BFKL kernel (the LLA kernel + NLO BFKL kernel + ...). The kernel terms come from the central region of the rapidity, while the impact factors come from the fringes of the longitudinal integral where the momentum of emitted gluon is almost collinear to $n$ or $e$. In this paper, we do not access the NLO BFKL terms (24) (those would correspond to contributions to the amplitude $\sim \alpha_s^4 \ln s$ so that all the non-LLA terms in Eq. (10) should be included in “impact factors” of the dipoles, namely,

$$I(b, k) = \sin^2 \frac{(k, b)}{2} + 2\alpha_s k^2$$

$$\times \int \frac{d^2 k'}{k'^2} \left[ \ln \frac{(k + k')}{k} \frac{k}{k'} - k^2 \frac{2k^2}{k'^2} - 1 \right] \sin^2 \frac{(k', b)}{2}$$

(42)
and similarly for \( I(a, k'_\perp) \). The impact factor \( f_{\perp} \) comes from the region of the longitudinal momenta in the emitted gluon close to \( n \). Note that the integral in the r.h.s of Eq. (42) is convergent and behaves like \( \ln k^2 b^2 \) for \( k \to \infty \). Numerically, the \( \alpha_s \) correction to the impact factor \( f_{\perp} \) is quite significant - it is responsible for the difference between the dotted and dash-dot lines in Fig. 10 below. (The NLO corrections to the virtual photon impact factor calculated recently also appear to be big, see Refs. [27, 29].)

C. Unpolarized dipole-dipole scattering

The “unpolarized” dipole-dipole scattering corresponds to the cross section \( \sigma(a, b; s) \) averaged over the orientation of the dipoles:

\[
\sigma(a, b; s) = \int \frac{d^2 a}{2\pi} \frac{d^2 b}{2\pi} \sigma(\vec{a}, \vec{b}; s)
\]

Note that in unpolarized \( \gamma^* \gamma^* \) scattering the impact factor \( f_{\perp} \) depends only on \( \vec{a} \) and \( \vec{b} \) so the cross section of the unpolarized \( \gamma^* \gamma^* \) scattering \( \sigma(\vec{a}, \vec{b}; s) \) is given in the “unpolarized” dipole-dipole cross section in Eq. (43) integrated over the dipole sizes with weights being impact factors

\[
\sigma(a, b; \eta) = g^4 (N_c^2 - 1) \coth^2 \eta \\
\times \left\{ \frac{g^2 N_c}{2\pi} \int d^2 k d^2 k' \left[ 1 - J_0(ka)[1 - J_0(k'b)] \right] \\
\times \frac{a_f(k, k'; \eta)}{(k + k')^6} \right\} \left( 1 + \frac{g^2 N_c}{2\pi} \left[ -\eta \coth \eta \int d^2 p \frac{k^2}{p^2(k-p)^2} \\
+ \frac{1}{4\pi} \frac{5}{3} - \frac{2n_f}{3N_c} \right] \ln \frac{\mu^2}{k^2} + \frac{1}{2\pi} \ln \mu^2 a_b \right) \right\}
\]

The explicit form of the function \( a_f(k, k'; \eta) \) is presented in the Appendix B.

VI. NUMERICAL ESTIMATES OF THE DIPOLE-DIPOLE CROSS SECTION

For numerical estimates, let us consider the unpolarized scattering of equal-size dipoles. In this case we have only one-scale problem, so it is natural to take \( \mu = a^{-1} \) where \( a \) is the dipole size. The amplitude (44) reduces to

\[
\sigma(a, a; \eta) = 16\pi a^2 \alpha_s^2(a) \coth^2 \eta \left[ 1 + 6\alpha_s(\eta) \Phi(\eta) \right]
\]

where

\[
\Phi(\eta) = 8\pi \int d^2 k d^2 k' \left[ 1 - J_0(ka)[1 - J_0(k'b)] \right] \\
\times \frac{a_f(k, k'; \eta)}{(k + k')^6} \\
\left[ \eta \coth \eta \int d^2 p \frac{k^2}{p^2(k-p)^2} + \frac{\ln k}{2\pi k^2} \right]
\]

where we have rescaled \( k \) and \( k' \) by \( a \) and took \( n_f = N_c = 3 \). This expression should be compared to the asymptotical form (10) which gives

\[
\sigma_{\text{asy}}(a, a; \eta) = 16\pi a^2 \alpha_s^2(a) \left[ 1 + 6\alpha_s(\eta) \Phi_{\text{LLA+IF}}(\eta) \right]
\]

where

\[
\Phi_{\text{LLA+IF}} = 8\pi \int d^2 k d^2 k' \left( 1 - J_0(ka)[1 - J_0(k'b)] \right) \\
\times \left\{ 2\eta \left( \frac{k + k'}{k^2} \right)^2 - \eta \left( \frac{k + k'}{k^2} \right)^2 \left( \frac{2k^2}{k^2} - 1 \right) \right\}
\]

is a sum of the LLA term \( \sim \eta \) and the impact factor term \( \sim \text{const} \). Numerically, \( \Phi_{\text{LLA+IF}}(\eta) \approx 1.65(\eta - 3.25) \) so

\[
\sigma_{\text{asy}}(a, a; \eta) = 16\pi a^2 \alpha_s^2(a) \left[ 1 + 9.88 \alpha_s(\eta) \right]
\]

where \( \eta \) corresponds to the LLA approximation and -3.25 comes from the “dipole impact factor” (12). We have not calculated the next \( \frac{1}{k^2} \) term in the asymptotic expansion (10) but the fit to the Figure 10 suggests the coefficient of order of 100 in front of it.

On Figure 11 we have depicted the comparison between the function \( \Phi(\eta) \) describing the exact second-order cross section, its asymptotics \( \Phi_{\text{LLA+IF}}(\eta) \) Eq. (48) and the “pure” BFKL asymptotics \( \Phi_{\text{BFKL}}(\eta) = 1.64\eta \).

We have used the VEGAS algorithm of the Monte-Carlo technique with 10% accuracy to calculate the function \( \Phi(\eta) \).

We see that the BFKL asymptotics starts rather late, at \( \eta \approx 5 \), which translates into \( \sqrt{s} \approx 10 \text{ GeV} \) for the scattering of dipoles with the \( \rho \)-meson size \( a \approx 0.25 \text{fm} \). This is perhaps not surprising since even within the (collinearly improved [27]) NLO BFKL approximation itself the asymptotics starts relatively late, at \( \eta \approx 6 \div 8 \) for the realistic dipoles [28]. It should be emphasized, however, that these are two different theoretical questions relevant to the BFKL description of experimental cross sections: (i) how good is the BFKL approximation to the true high-energy asymptotics and (ii) when this true asymptotics starts making sense. For the second-order dipole-dipole scattering the first question is when
the impact factor correction $\sim \text{const}$ can be neglected (in comparison to the LLA $\ln s$ term) whereas the second question is when the $\frac{1}{s}$ corrections disappear. In this paper, we mainly address the second question and our conclusion is that the true asymptotics (represented by $\Phi_{\text{LLA+IF}}$ in this order) starts rather late.

VII. CONCLUSIONS AND OUTLOOK

Our main result is that the scattering of dipoles is as suitable process to study the energy behavior of QCD amplitudes as, for instance, the scattering of virtual photons or oniums. As we discussed above, the reason why this conclusion could have been different is the infinite length of Wilson lines forming the dipoles that leads to the mixture of the IR and UV divergencies. There are individual diagrams where the upper cutoff in the integrals over the transverse momenta is $s$ rather than $\frac{1}{s}$ or the normalization scale $\mu$. Such contributions would lead to the additional non-BFKL $\ln s$ terms coming from the integrals over the transverse momenta. Fortunately in the sum of all diagrams, such terms cancel so that the transverse integrals are cut with the dipoles sizes or normalization point $\mu$. The resulting dipole-dipole amplitude is an analytic function of the angle between the dipoles so that in principle, one can get the BFKL kernel from the Euclidean calculation.

The second conclusion is that for the dipole-dipole scattering the high-energy asymptotics starts rather late, at $\eta \sim 5$. Of course, it would be of more interest to check this statement for the scattering of virtual photons rather than dipoles, but the corresponding diagram for the photon-photon scattering contains 4 loops so one should not expect this calculation to be performed in the nearest future.

Our statement about the lateness of asymptotical behavior refers to the scattering of equal-size dipoles. In many cases such as the deep inelastic scattering (DIS) one of the dipoles is small. The conventional assumption is that the propagation amplitude for the small-size dipole through a hadron is proportional to the “area of the dipole” $a^2$ multiplied by gluon parton density normalized at $\mu^2 = 1/a^2$. This formula is valid for the asymptotically small dipoles, but it is unknown for how small dipoles and at what energies it starts making sense. This is an important question since in the analysis of the DIS from a nucleus based on the non-linear equation for the dipole evolution [4, 24, 25] we assume that at the energy of a few GeV and size of order of saturation scale $\langle a^2 \rangle = 0.1^{-3}$ GeV for LHC the dipole matrix element between the nucleon states satisfies this approximate formula $a^2 G(a^{-2})$. Since we cannot perform model-independent calculations of the dipole-hadron amplitudes at present, we can consider the “target” being the second dipole of a size of a typical hadron. The amplitude then is the $a \ll b$ limit of Eqn. (11). For this DIS from a color dipole we can answer the question of at what size of the spectator dipole the $a^2 G$ approximation start making sense. The study is in progress.
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APPENDIX A: VIRTUAL PHOTON IMPACT FACTOR

In the momentum representation, the $\gamma^*$ impact factor for the transverse photons with the initial polarization $e_A$ and final $e'_A$ is given by

$$I^A(k_\perp) = \frac{1}{2} \int \frac{d\alpha d\beta}{k_\perp^2 \tilde{a}\tilde{a} - p_\perp^2 \tilde{\beta}\beta} \times \left\{ (1 - 2\bar{\alpha}\tilde{\alpha})(1 - 2\bar{\beta}\tilde{\beta})(e_A, e'_A)k_\perp^2 \ight. \\
+ 4\bar{\alpha}\tilde{\alpha}\beta\beta \left[ 2(e_A, k)(e'_A, k) - (e_A, e'_A)k_\perp^2 \right] \right\}$$

FIG. 10: Exact cross section and its BFKL asymptotics. The solid line is Eq. (46), the dotted one is $\Phi_{\text{LLA+IF}}$ Eq. (15) and the dashed line is $\Phi_{\text{LLA}} = 1.65\eta$
where $x \equiv 1 - x$. If we average over the transverse polarizations, the last term drops so that

$$I^A(k_\perp) = \int \frac{d^2k}{4\pi^2} e^{i(k,x)\cdot \nu} I^A(k_\perp)$$

(A2)

In the coordinate representation, the impact factor $I^A(k_\perp)$ takes the form

$$I^A(x_\perp) = \int \frac{d^2k}{4\pi^2} e^{i(k,x)\cdot \nu} I^A(k_\perp)$$

$$\times \left[ K_1 \left( \sqrt{-p_A^2 x_\perp^2 \frac{\alpha\alpha}{\beta\beta}} \right) + \sqrt{-p_A^2 x_\perp^2 \frac{\alpha\alpha}{\beta\beta}} \right]$$

$$\times K_2 \left( \sqrt{-p_A^2 x_\perp^2 \frac{\alpha\alpha}{\beta\beta}} \right)$$

(A3)

where $K$ is the McDonald function. Note that the spin-averaged impact factor $I^A(x_\perp)$ depends only on $x_\perp^2$.

**APPENDIX B: EXPLICIT FORM OF THE SECOND-ORDER AMPLITUDES**

As we mentioned above, the amplitude is a sum of five functions coming from the five terms in the product of two Lipatov vertices

$$A(k_{i\perp}; \eta) = \sum_{i=1}^{5} A(k_{i\perp}; \eta)$$

(B1)

The explicit form of the first function is

$$A_1(k_{i\perp}) = A_1(r_1, r'_2) + A_1(r'_1, r_2),$$

$$A_1(r_1, r_2) = \frac{2\eta \coth \eta}{r_1 r_2} + \frac{\cosh^2 \eta}{r_1 r_2} - \frac{1}{r_1 r_2}$$

$$\times \left[ \left( l_1 - \frac{2\eta \tanh \eta}{r_1} \right) 4r_1 \sinh^2 \eta + 3 + r_1 - r_2 \right]

+ \left( l_2 - \frac{2\eta \tanh \eta}{r_2} \right) 4r_2 \sinh^2 \eta + 3 + r_2 - r_1 \right]

+ \frac{4\eta(1 + r_1 + r_2)}{r_1 r_2 \sinh 2\eta}

- \frac{i\pi \coth \eta}{r_1 r_2} \left[ r_1 r_2 (1 - r_1) - \frac{1/2}{\sqrt{r_1 r_2 - 1 + r_1 + r_2}} \right]$$

where

$$r_1 \equiv \frac{k_1^2}{(k_1 + k_2)^2}$$

and

$$l_i \equiv \ln \left[ -1 - 2 \sinh^2 \eta \left( r_i + \sqrt{r_i^2 + \frac{r_i}{\sinh^2 \eta} + i\epsilon} \right) \right].$$

(B3)

The second function is

$$A_2 = -2r_1 \frac{M(r_1, r_1') - M(r_2, r_2') - M(r_1, r_2') + M(r_2, r_1')}{(r_1 - r_2)(r_1' - r_2')}$$

(B4)

where

$$M(r_1, r_2) = \frac{1}{4 \cosh^2 \eta r_1 - (1 - r_1 - r_2)^2} \left[ (2r_1 \cosh^2 \eta + 1 - r_1 - r_2)l_1 + 2r_2 \cosh^2 \eta + 1 - r_1 - r_2)l_2 - 2\eta \sinh 2\eta + i\pi \left( 2 \cosh \eta + \frac{1 - r_1 - r_2}{\sqrt{r_1 r_2}} \right) \sinh \eta \right]$$

(B5)

and $r_t \equiv \frac{-t}{(k_1 + k_2)^2} = \frac{(k_1 - k_2)^2}{(k_1 + k_2)^2}$. Note that it does not contribute to the forward scattering and therefore to the total cross section.

The third and the fourth functions are given by

$$A_3 = \frac{4 \tanh^2 \eta}{(r_1 - r_2)(r_1' - r_2')} \times \left[ (r_1 + r_2') M(r_1, r_1') - (r_1 + r_2') M(r_1, r_2') - (r_2 + r_1') M(r_2, r_1') - (r_2 + r_2') M(r_2, r_2') \right]$$

(B6)

and

$$A_4 = -\frac{2 \tanh \eta}{r_1 - r_2} \left[ N(r_1, r_1') + N(r_2, r_1') - (r_1' \leftrightarrow r_2') \right]$$

$$- \frac{2 \tanh \eta}{r_1' - r_2'} \left[ N(r_1, r_1') + N(r_2, r_1') - (r_1' \leftrightarrow r_2') \right]$$

(B7)

where

$$N(r_1, r_2) = \frac{1}{4r_1 r_2 \cosh^2 \eta - (1 - r_1 - r_2)^2} \times \left[ 4r_1 \cosh^2 \eta \frac{r_1 - 1}{r_1} + 2 \eta - i\pi (1 + r_1 - r_2) \frac{r_2}{r_1} \coth \eta \right]

+ 3i\pi \sqrt{\frac{r_2 \cosh^2 \eta}{r_1 \sinh^2 \eta + 1} - 2i\pi \sqrt{r_1 \cosh \eta}}.$$ 

(B8)

Finally,

$$A_5 = -\frac{1}{r_1 r_2} \left( \frac{1}{r_1} + \frac{1}{r_2} \right) - \frac{1}{r_1 r_2} \left( \frac{1}{r_1} + \frac{1}{r_2} \right)

+ \frac{l_1 r_2 - l_2 r_1}{r_1 r_2 (r_1 - r_2) \sinh^2 \eta} + \frac{l_1' r_2' - l_2' r_1'}{r_1' r_2' (r_1' - r_2') \sinh^2 \eta}.$$ 

(B9)

All the functions $A_i$ are analytical functions of the energy ($\equiv \eta$). In the Euclidean region $\eta$ should be replaced with
where $\theta$ is the angle between the dipoles (\( \equiv \) Wilson rectangles). It is easy to see that the functions \( A_i \) become real after such a replacement.

In the case of dipole-dipole cross section we need the real parts of the functions \( \{ B_2 \} - \{ B_9 \} \) at \( k_2^2 = k_1^2 \) and \( k_1^2 = k_2^2 \). After some algebra we get

\[
a_f(r, r'; \eta) = f_1(r, r'; \eta) + f_3(r, r'; \eta) + f_4(r, r'; \eta) + f_5(r, r'; \eta)
\]

Here \( f_1(r, r'; \eta) = \Re A(r, r'; \eta) \) and

\[
\begin{align*}
f_3 &= 2 \tanh^2 \eta \frac{\partial^2}{\partial r \partial r'} (r + r') m(r, r'; \eta) \\
f_4 &= -2 \tanh \eta \left[ \frac{\partial}{\partial r} n(r', r; \eta) + \frac{\partial}{\partial r'} n(r, r'; \eta) \right] \\
f_5 &= \frac{1}{2r^2 \sinh^2 \eta} \frac{r + r'}{r^2 r'^2} - \frac{r + r'}{r^2 r'^2} \Re \frac{l - r \partial \eta / \partial r}{2r^2 \sinh^2 \eta} + \frac{l - r' \partial \eta / \partial r'}{2r'^2 \sinh^2 \eta}
\end{align*}
\]

where \( m(r, r'; \eta) = \Re M(r, r'; \eta) \) and \( n(r, r'; \eta) = \Re N(r, r'; \eta) \).

---
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