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ABSTRACT

Background: The Integral Quality Monitor (IQM®) is an independent online dosimetry device attached to the treatment machine to monitor the accuracy of radiation delivery.

Objective: This study investigates the influence of beam segment size and displacement as projected onto the IQM chamber on the signals and determine how individual signals can be added to get a combined segment signal made up of smaller segments.

Material and Methods: This is an experimental original research type of study. IQM response maps were generated by irradiating the IQM sensitive area with small elementary segments and measuring their corresponding signals per monitor unit (MU). The output signal/MU was measured for regular and irregular fields and compared with the predicted signal/MU obtained from decomposing the open segment into a set of smaller regular segments and summing their signals from their respective response maps. The dependence of signals on segment size, shape, location and combination was investigated.

Results: Predicted signals were calculated within 95-98% accuracy for regular fields and 90-98% for irregular fields. More uniform fluence containing distribution for larger segments was observed. Response maps were consistent with the geometrical symmetry in the chamber’s wedge shape and the symmetry in the linac fluence.

Conclusion: The field decomposition method allows the pre-calculation of known segment output signals per MU within 2% error, although the accuracy drops significantly for smaller, irregular fields. A method of correcting predicted signals in smaller segments needs to be laid down to get a better match with measured signals.
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Introduction

As radiotherapy systems and delivery techniques have been becoming more intricate, the human factor and its contribution to the detection and prevention of errors is becoming less effective during radiation treatment [1]. This complexity can be broken by...
placing a transmission detector encompassing the entire radiation field on the linac head and performing dosimetric measurements of the radiation beams as they are delivered to the patient. Online beam monitoring has the potential to detect many probable treatment delivery errors [2].

Several research groups have devised or investigated various real-time beam monitoring systems. These include the DAVID® system [3, 4], the COMPASS® system [5-8], the VANILLA system [9], the ‘magic plate’ [10] as well as the optical fibre based system proposed by Goulet, Gingras and Beaulieu [11]. The IQM system is interested [1, 12], which is an independent online dosimetry system attached to the treatment machine to verify the integrity and accuracy of treatment delivery and capture common error conditions while permitting the unperturbed transmission of the radiation intensity pattern to the patient [13].

The IQM utilizes a novel large area ionization chamber to measure the dose-area-product (DAP) for each beam segment and validate the accuracy of energy fluence in real time. It is capable of picking up errors related to dose, patient details, individual beam size and direction, MLC leaf calibration and positioning, beam segment shape and intensity maps. The prototype beam delivery check system consists of an area integrating fluence monitoring sensor (AIMS) positioned between the MLC and the patient, and an independent software platform configured to calculate the expected signal. The expected signal is calculated by the IQM calculation module based on sector integration of the chamber signals corresponding to the beam energy fluence [14]. During beam delivery, the expected signal is compared to the measured signal and warnings are issued when significant deviance occurs.

The dual wedge-shaped aluminium chamber has a spatial gradient in the electrode plate separation along the direction of the MLC motion and a dosimetry system incorporating a wide dynamic range switching electrometer to capture the energy fluence for each beam segment. The single-channel detector is connected wirelessly to a transceiver and the controlling computer. A gradient in the chamber’s active volume thickness creates spatial sensitivity in the gradient direction (i.e., makes the magnitude of the signal dependent on the beam position) [15, 16]. According to Islam et al. [1], SAIMS (the AIMS signal for a segment) is given by equation 1:

\[
S_{AIMS} = MU \cdot K \cdot AO(x, y) \int F(x, y) \sigma(x, y) dx dy + \int T_{MLC}(x, y) F(x, y) \sigma(x, y) dx dy + \int T_{Jaw}(x, y) T_{MLC}(x, y) F(x, y) \sigma(x, y) dx dy
\]

Where MU is the monitor unit, which is set for the segment, K is the system constant and AO(x, y) is the output change with field size. F(x, y) represents the fluence distribution and \( \sigma(x, y) \) is the chamber spatial response function describing the relative chamber response for an elementary segment at position (x, y). The response function includes the chamber sensitivity and off-axis beam intensity variation. The limits of the integral A1 and A refer to the effective aperture regions defined by the MLC and jaws. The third term in equation 1 accounts for the signal component due to jaw and/or MLC leakage to the chamber with area R. \( T_{Jaw} \) and \( T_{MLC} \) define the corresponding average transmission factors through MLCs and jaws.

The IQM electronic signal is a measure of the linac radiation output transmitted through the chamber [17]. This study aims to quantitatively determine the influence of beam segment size and displacement as projected onto the IQM chamber on the signals and to determine how individual signals can be added to get a combined segment signal made up of smaller segments. However, The IQM cannot predict the dose in a patient, it (in principle) can measure the integral fluence through a segment exiting the linac. This study determines if it is possible to predict the signal/MU for an arbitrary segment if its response is known for a series of smaller regular segments that...
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comprise the arbitrary segment. This, in principle, would be allowed for the pre-calculation of known irregular segment output signals per MU, which will be useful for patient based dose calculation for treatment verification during pre-treatment IMRT treatment validation.

Material and Methods

This is an experimental original research type of study. The research was approved by the Health Sciences Research Ethics Committee; ethics clearance number: UFS-HSD2018/0019/2808. The study did not contain any human or animal subjects.

IQM signals are influenced by temperature, pressure, number of MUs, scattering radiation from the linac head structure, beam energy and segment shape. Since the IQM is wedge-shaped, the location of the beam portal (segment) as projected onto the chamber will also influence the IQM signal. Similar segments can give different signals due to the chamber’s wedge shape and machine output variation across the field. Different segments can also give the same signal. It is thus necessary to know the exact segment shape and location on the chamber plane in order to predict the output signal per MU for further dose calculations.

Determining IQM response maps with elementary (regular) segments

The first part of the study was to generate several response maps of the IQM chamber for various elementary small regular segment sizes and beam energies. The IQM was attached to the accessory holder of an Elekta Synergy linac equipped with Agility 160-leaf MLCs. The response map of 1×1 cm² segment for 35 MUs per segment set on the linac was measured. The response maps for 2×2, 3×3, 5×5 and 7×7 cm² segments were also measured, shifting the segment 1 cm at a time (both in the gradient (x) and non-gradient (y) directions as shown in Figure 1) and measuring the corresponding signal/MU for each regular, shifted segment. This gave 2D spatial response maps over the IQM wedge-shaped chamber sensitive area for these sets of shifted regular segments.

Since the IQM has geometric symmetry along the wedge gradient direction, it is pos-

![Figure 1: Planar view of the IQM irradiated with small (overlapping) segments denoted by B_{11}, B_{12}, B_{13} \ldots \text{ Bm}_n and a corresponding DAP signal (S_{11}, S_{12}\ldots S_{mn}) per MU measured for each segment to create a signal matrix/response map of the entire IQM sensitive area. The chamber has a sensitive area of \sim 26 \times 26 \text{ cm}^2.](image)
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...possible to measure half of the fluence map and reflect it along the symmetry axis. However, this reflection process may present problems when the field edges of the elementary segments nearest to the IQM gradient symmetry axis are not aligned with the symmetry axis i.e., when they cross or do not reach the symmetry axis. As a result, there could be a gap or an overlap between the original and the reflected response map. For this reason, this technique was not used.

In Figure 1, segment $B_{11}$ was shifted 1 cm at a time in the $+x$ direction until reached the far end of the chamber sensitive area at $B_{1n}$. $B_{1n}$ was then shifted 1 cm in the $-y$ direction (down) to position $B_{2n}$. Moreover, $B_{2n}$ was shifted 1 cm at a time in the $-x$ direction (left) until it reached $B_{21}$. This process was repeated for all subsequent rows in this ‘serpent-like’ fashion until the entire IQM sensitive area was irradiated. Response maps were generated for 6, 10 and 15 MV beams and normalized per MU. The mean signal value of five measurements per beamlet was used to account for the variance in the data. All signals were well within 2% error of the mean as calculated in an Excel spreadsheet. The IQM automatically corrects signals for temperature and pressure variations over time using the chamber’s integrated thermometer and barometer.

Elekta iCOM Customer Acceptance Test (iCOMCAT)

Since the IQM has a spatially sensitive area of $\sim 26 \times 26 \text{ cm}^2$ [6, 17], the total number of elementary segments ($N$) required to irradiate the entire chamber for an elementary square segment of side length $L$ shifted by a step size of $s$ cm in $x$ and $y$ directions is:

$$N = \left[ 1 + \left( \frac{26 - L}{s} \right)^2 \right]$$  \hspace{1cm} (2)

Equation 2 gives the number of elementary segments, which is shown in Table 1, for the given segment size shifted by a step size of 1 cm. iCOM Customer Acceptance Test (iCOMCAT) software (version 13.0.0.0), which is shown in Figure 2 (left panel), was used to automate the process of irradiating and shifting the regular segments over the chamber sensitive area as presented in Figure 1. iCOMCAT is an Elekta application enabling an external system to transmit a treatment prescription to the treatment control system [18].

Segments prepared in iCOMCAT were exported to the treatment control system via external prescription, which is an interface for the delivery of radiation prescribed by an external record-and-verify system. Elementary segments were delivered in rows in a step-and-shoot manner, with every iCOM file prepared to deliver $(26 - L + 1)$ segments per row for the same number of rows in total.

Due to the large number of segments delivered, the number of pre-set MUs per segment was limited to 35 MUs. Figure 2 (right panel) shows the IQM monitoring interface, showing

| Segment size (cm$^2$) | Step size, $s$ (cm) | Number of segments ($N$) | MUs   |
|-----------------------|---------------------|--------------------------|-------|
| 1 x 1                 | 1                   | 676                      | 23660 |
| 2 x 2                 | 1                   | 625                      | 21875 |
| 3 x 3                 | 1                   | 576                      | 20160 |
| 5 x 5                 | 1                   | 484                      | 16940 |
| 7 x 7                 | 1                   | 400                      | 14000 |
| **Total**             | 1                   | **2761**                 | **96635** |
segment-by-segment as well as cumulative IQM signals for a single row of 3×3 cm² elementary segments. A dose rate of 400 MU/min was used.

**Source (signal) obscurity**

Are the above response maps sufficient, and can one conclude that more complex segments are the simple sum of smaller segments? The problem is that a larger segment ‘sees’ a ‘different’ scattering source e.g., some scattered radiation that would not have gone through a smaller segment might now do since its ‘neighbor’ is open (see Figure 3). Larger segment responses would reduce small segment source (signal) obscurity. As a result, larger segments might produce slightly higher signals than the sum of smaller segment signals. This is why larger elementary segments were used to reduce the source obscurity effect.

In Figure 3, since both beams are attenuated in segment 1 and segment 2, the sum of the two segment signals would yield zero whilst the signal of the combined segments as shown in (c) would yield a non-zero signal value.

**Predicting the IQM signal/MU for an arbitrary segment**

From the measured IQM response for a set of small segments shifted over the chamber sensitive area, the second part of this study is...
the prediction of the signal per MU (S) for an arbitrary segment shape and location on the IQM chamber plane for a given beam energy. Arbitrary irregular segments were decomposed into a set of smaller regular segments by first extracting the largest and then the second largest segment etc., until the original segment area was extracted (see example in Figure 4). More irregular clinical segment decomposition may require smaller elementary beamlets. The measured smaller segment signals were obtained from their respective response maps and added together to determine if it would match the measured signal from the original irregular segment. To test the validity of this method, the IQM signal (S’) was measured and evaluated against the predicted signal (S) to determine if other factors needed to be considered for good signal agreement (within 2%). This was repeated for a set of regular and irregular segments at 6, 10 and 15 MV. If the assumption is correct, the predicted signal/MU would be measurable for any complex segment presented.

In-air spatial distribution of linac fluence

Since the linac fluence profile can influence IQM signals, it is essential to determine the machine output variation across the field. The spatial distribution of the linac radiation fluence was measured with self-developing Gafchromic EBT3 film due to its high spatial resolution. A 6 MV open photon field of size 15×15 cm² was projected onto the centre of a 17×17 cm² film piece placed at the same height as the IQM chamber plane when attached to the linac accessory holder. The distance from the back of the Elekta Synergy Y-diaphragm to the radiation source is 50.9 cm [19], and the IQM is positioned 4.5 cm below the diaphragm [20]. This means that the IQM source-to-surface distance (SSD) is 55.4 cm. The film was supported at this position by a cardboard box and exposed to 500 MUs before being digitally scanned with an HP Colour LaserJet MFP M277n flatbed scanner.

A 24-hour post-irradiation waiting period was observed for proper film development and stabilization due to post-irradiation polymerization [21, 22]. Five blank scans were performed to warm up the lamp and scanner bed. ImageJ was then used to extract the fluence matrix (optical density (OD)) data from the irradiated film. The darkening or OD of the film is relative to the particle lateral distribution across the field in a plane perpendicular to the beam central axis (CAX). Planar fluence distributions can also be derived from BEAMnrc phase space parameters of a beam generated from the radiation machine using BEAMDP software [23].

![Figure 4: Segmentation of a field into a set of smaller regular segments to predict the signal per MU for the irregular segment on the left. Signals are measured in arbitrary units (counts).](image-url)
Results

**IQM response maps**

The spatial response function of the chamber describes the relative chamber response for an elementary segment at a given position with the chamber mounted to the collimator assembly. This section presents the IQM response maps for various segment sizes and photon energies. Mathematica was used to generate the plots. Figure 5 shows a 3D representation of IQM response maps for $1 \times 1 \text{ cm}^2$ elementary segments at 6 and 10 MV. The relative (rel.) signal is the absolute signal (in counts), normalized per MU. (The response maps for $2 \times 2 \text{ cm}^2$ and $5 \times 5 \text{ cm}^2$ elementary segments are not shown).

IQM inserts are shown at the bottom right corner of Figures 5, 6 and 7 to illustrate the orientation of the chamber relative to the re-

---

**Figure 5:** 3D representation of IQM response maps for $1 \times 1 \text{ cm}^2$ elementary segments at (a) 6 MV and (b) 10 MV. The x-axis is along the IQM gradient direction (as shown by the gradient indicator, meaning where the ionization chamber air volume becomes thicker) whilst y-axis is along the non-gradient direction.

---

**Figure 6:** 3D representation of IQM response maps for a $3 \times 3 \text{ cm}^2$ elementary segment size at (a) 6 MV and (b) 10 MV. The x-axis is along the IQM gradient direction whilst y-axis is along the non-gradient direction.
response maps. Figure 6 shows a 3D representation of IQM response maps for 3×3 cm² elementary segments at 6 and 10 MV. Note that the response maps generated by 1×1 cm² elementary segments appear to be folded whilst response maps become flatter or more uniform as the segment size increases due to a smoothing effect of the larger segment.

Figure 7 shows a 3D representation of IQM response maps for 7×7 cm² elementary segments at 6 and 10 MV. Note that the response maps appear to be almost flat due to increased smoothing effects compared to the smaller segment response maps above.

**Calculated signals for regular segments**

Five signal measurements were performed for each segment size and energy to ensure signal constancy and the average was used. The percentage error of these signals was less than 0.2% from the mean. The predicted signal ($S$) was calculated from the response maps using equation 3 below:

$$S = \sum_{i=1}^{n} S_i$$  (3)

Where $n$ is the number of elementary segments, which is decomposed from the field and $S_i$ is the signal for each segment obtained from the relevant IQM signal response map. Table 2 shows measured and calculated signals for regular fields decomposed into several segment sizes at 6, 10 and 15 MV. The standard deviation was calculated as a measure of noise in the data.

The segments 1×1, 2×2 and 3×3 cm² used in Table 2 to reconstruct a 5×5 cm² field produced smaller signals due to reduced scatter in smaller segments. The 5×5 cm² field was made up with these three smaller regular segments as illustrated in Figure 8(a).

Smaller segments, which were ≤ 2 × 2 cm², should at this stage be avoided until a method of correcting for their inaccuracies in the contribution to the larger segments has been laid down in order to get a better match between predicted and measured signals. However, smaller segments are inevitably required to ‘fill up’ the gaps during field reconstruction as shown in Figure 8(a). Other beam arrangements of segments can also be used to reconstruct the same field, for example, using 1×1 cm² segments as shown in Figure 8(b). Other segment arrangements can also be used for the decomposition of the 10×10, 15×15 and 20×20 cm² fields besides the ones used in Table 2. When the field is shifted off-axis (away
**Table 2:** Measured and calculated signals for regular fields at 6, 10 and 15 MV and different segment sizes.

| Energy (MV) | Field size (cm²) | *Meas. signal, S' (counts/MU) | Standard Deviation (σ) | **Calc. signal, S (counts/MU) | Elementary segment (cm²) | Rel. error (%) |
|-------------|-----------------|-------------------------------|------------------------|-------------------------------|--------------------------|----------------|
| 6           | 5 × 5           | 682.63                        | 84.77                  | 621.40                        | 1×1                      | 8.96           |
| 6           | 10 × 10         | 2620.34                       | 94.92                  | 2671.44                       | 5×5                      | 1.95           |
| 6           | 15 × 15         | 5841.89                       | 88.24                  | 5951.72                       | 5×5                      | 1.88           |
| 6           | 20 × 20         | 10321.24                      | 65.57                  | 10528.70                      | 5×5                      | 2.00           |
| 10          | 5 × 5           | 707.76                        | 66.02                  | 642.65                        | 1×1                      | 9.20           |
| 10          | 10 × 10         | 2711.12                       | 73.84                  | 2759.92                       | 5×5                      | 1.80           |
| 10          | 15 × 15         | 6025.10                       | 42.21                  | 6005.68                       | 3×3                      | 2.80           |
| 10          | 20 × 20         | 10571.32                      | 60.69                  | 10777.46                      | 5×5                      | 1.95           |
| 15          | 5 × 5           | 710.77                        | 54.61                  | 639.69                        | 1×1                      | 10.0           |
| 15          | 10 × 10         | 2736.38                       | 53.70                  | 2791.11                       | 5×5                      | 2.00           |
| 15          | 15 × 15         | 6103.89                       | 61.45                  | 5951.29                       | 3×3                      | 2.50           |
| 15          | 20 × 20         | 10710.44                      | 55.83                  | 10924.65                      | 5×5                      | 2.00           |

*Meas. = Measured, **Calc. = Calculated
from the IQM centre), there is a substantial signal change, depending on its exact location. The highest signals are measured on the thickest part of the chamber with the largest air volume and smaller signals on the thinner part with lower signal response as observed in the sensitivity maps.

**Dependence of calculated signal on segment size**

Figure 9 shows gradient and non-gradient CAX profiles for various segment sizes at 15MV. The orientation of the chamber relative to the direction of signal measurement is shown. Error bars are drawn on one profile for visibility. The profile shapes are consistent with the response maps. Gradient profiles have a concave shape; the highest signals appear close to the gradient peripheral regions of the chamber and the lowest signals on the gradient central axial direction. This is not an IQM artefact and due to the original shape of the exit fluence profile generated by the linac. For gradient profiles, larger segments produce steeper profiles than smaller segments. This trend is
the same for other energies in this study.

**Energy dependence of measured and calculated signals**

To illustrate the dependence of electronic signals on the beam energy, Figure 10 shows comparisons of profiles for 7 × 7 cm² segments at different beam energies.

For non-gradient profiles (right panel) high-energy beams yield larger signals whilst for gradient profiles, there is little dependence of beam profiles on energy. From Table 2, increasing the beam energy from 6 to 10 MV and from 10 to 15 MV for a 10 × 10 cm² field only increases the calculated signal by 3.3 and 1.1%, respectively. These percentages are roughly in the same range for other regular fields in Table 2. This trend is also the same for other segments sizes (not shown). Some random points on the IQM for non-gradient profiles exhibit minor over- and under-response and give fluctuating output signals. This is caused by minor fluctuations in linac beam fluence causing the signal fluctuations as in Figure 10 (a).

**Calculated signals for arbitrary irregular segments**

Figure 11 shows a representation of three irregular segments used and how they were decomposed into smaller elementary segments to calculate the predicted signal.

Fields A and B were of different shapes but almost of the same size and placement (rough-
ly at the centre) of the IQM – whilst field C is a relatively small segment projected close to the gradient edge of the device. The fields were made with different shapes, sizes and location in order to investigate the influence of these factors on the predicted signals. Table 3 shows measured and calculated signals for 3 different irregular fields (A, B and C) in Figure 11 at 6, 10 and 15 MV. The standard deviation was also calculated to quantify the noise in the data.

It is evident from Table 3 that small segments signals should be corrected to achieve a better match between predicted and measured signals. A method of correcting for their inaccuracies in the contribution to the larger segments will however be laid down in a future study.

**2D exit fluence map of the linear accelerator**

The spatial shape of the linac fluence distribution in air as measured with EBT3 film is shown in Figure 12. This fluence was extracted from the irradiated part of the film and plotted by ImageJ software. The plot was zoomed to illustrate the high fluence in the matrix field edges. This explains the over-and-under response in the response maps and signal profiles as discussed earlier.

The increase of fluence with distance from the central axis in Figure 12 is induced by the shape of the flattening filter inside the treatment head, which improves the dose at the isocentre plane.

### Discussion

The influence of beam segment size and displacement as projected onto the IQM on its output signal was determined. This is a precursor for a second part of this study to determine if the output signal per MU for a complex segment shape could be calculated from a set of smaller regular segments of which the output

| Energy (MV) | Field size (cm²) | *Meas. signal, S‘ (counts/MU) | Standard Deviation (σ) | **Calc. signal, S (counts/MU) | Elemen-tary segment (cm²) | Rel. error (%) |
|-------------|-----------------|-----------------------------|------------------------|-----------------------------|--------------------------|---------------|
| 6           | A               | 3028.50                     | 42.55                  | 3093.61                     | 3×3, 5×5,7×7             | 2.15          |
|             | B               | 2870.18                     | 42.99                  | 2969.49                     | 2×2, 3×3, 5×5,7×7        | 3.46          |
|             | C               | 446.65                      | 14.02                  | 409.31                      | 1×1, 2×2                 | 8.36          |
| 10          | A               | 3083.07                     | 56.94                  | 3152.44                     | 3×3, 5×5,7×7             | 2.25          |
|             | B               | 2926.84                     | 62.86                  | 3024.60                     | 2×2, 3×3, 5×5,7×7        | 3.34          |
|             | C               | 454.46                      | 15.72                  | 409.70                      | 1×1, 2×2                 | 9.85          |
| 15          | A               | 3090.75                     | 74.62                  | 3176.67                     | 3×3, 5×5,7×7             | 2.78          |
|             | B               | 2918.82                     | 66.52                  | 3030.32                     | 2×2, 3×3, 5×5,7×7        | 3.82          |
|             | C               | 461.30                      | 17.96                  | 419.78                      | 1×1, 2×2                 | 9.00          |

A, B and C are the field segments in Figure 12.

*Meas. = Measured, **Calc. = Calculated
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Figure 12: 3D surface plot of the optical density fluence profile of the Agility linac for a 15 × 15 cm² field at 6 MV. From the colour gradient, the map is approximately uniform but with higher fluence on the peripheral regions. The OD is scaled to visualize the effects of the flattening filter on the fluence map more clearly.

per MU is known. Thus, factors such as beam energy, segment combination and segment shape were considered. IQM response maps were generated for regular segment shapes over the total sensitive area of the IQM at 6, 10 and 15 MV. CAX profiles taken in the wedge gradient direction of the IQM and across were normalized to the centre of the chamber and also investigated. Measured and calculated signals for regular and irregular segments were also determined using different combinations of smaller regular segments. The fluence spatial distribution of the Synergy linac was also measured to determine the output variation across the field.

It was found that the calculated signal per MU was lower than the measured signal when smaller segments (≤ 3×3 cm²) were used. This can be attributed to the source obscurity effect, which were more pronounced for smaller segments as well as scattered photons that were shielded off by the MLC and jaws in smaller elementary segments. Response maps generated by smaller elementary segments have a folded profile whilst response maps become flatter or more uniform as the segment size increases due to a smoothing effect of the larger segment. Higher signals were measured on the thicker part of the ionization chamber. A wider separation distance between the plates increases the mass of gas contained. More mass will result in more ions, which were created as radiation passes through the volume, increasing the signal measured. Thus, greater separation will result in a greater signal and vice versa [15, 16].

Non-gradient profiles have a concave shape, with the highest signals appearing close to the peripheral regions of the chamber and the lowest signals along the gradient central axial direction. This is not an IQM artefact and also could have resulted from the original shape of the fluence profile produced by the linac. The response maps are however virtually symmetrical, especially for larger elementary segments, which is consistent with the geometrical symmetry in the wedge shape of the chamber and the symmetry in the fluence pro-
file of the linear accelerator. The increase of fluence with distance from the central axis is induced by the shape of the flattening filter inside the treatment head, improving the dose at the isocentre plane.

To ensure accuracy, 10 signal measurements were taken for each segment and the average signal was used. The noise in the data was also quantified using the standard deviation. Using different elementary segment sizes and combinations results in different calculated signals due to source obscurity and radiation scatter from field edges of elementary segments used to reconstruct the larger segment under consideration. Based on the findings, for larger segments, larger elementary segments must be used to calculate the output signal per MU. Smaller segments, which were ≤ 2 × 2 cm², should at this stage be avoided until a method of correcting for their inaccuracies in the contribution to the larger segments laid down in order to get a better match between predicted and measured signals. This will however be addressed in a future study.

High energy beams have more energetic secondary electrons that can impart their energy in air, causing ionizations that can increase the IQM signal, and hence the observed dependency of the signals on energy. The signal increases due to a slight increase in the beam energy.

Smaller segments produce less scattered radiation. From Figure 11, segment A has a total area of 117 cm², segment B is 116 cm² and segment C is 17 cm². Due to their similar sizes, segments A and B gave almost the same signals, whilst the smallest segment C gave the smallest signal. This however, would depend on the position and displacement of these segments relative to the central axis. The smallest segment gave the greatest signal calculation error as seen in Table 3. Segment C is composed of 1 × 1 and 2 × 2 cm² beamlets whilst segments B and C are composed of 2 × 2, 3 × 3, 5 × 5 and 7 × 7 cm² beamlets, therefore more scatter is expected in the latter. Increasing the beam energy from 6 to 10 MV and from 10 to 15 MV for field A only increased the calculated signal by 1.90 and 0.77% (< 2%), respectively. These percentages are roughly in the same range for other irregular fields in Table 3. The relative errors involved in calculating segment signals increase significantly, as the field size gets smaller and more irregular, and hence reconstructed using even smaller segments where signal obscurity and reduced scatter is significant.

**Conclusion**

IQM signals for irregular segments can, in principle, be calculated beforehand from a set of smaller regular segments extracted from the segment under consideration. The requirement is that for each smaller regular segment, its signal must be known at the location on the IQM form measured sensitivity maps as found in Figures 5, 6 and 7. Summation of these segment signals can produce the larger segment signal, although signal calculation accuracy becomes poor for smaller irregular fields due to source obscurity and decreased scatter contribution. There is little dependence of gradient profiles on energy and a steeper signal variation for larger segments than smaller segments. Proper choice of elementary segment combination is critical to obtain maximum accuracy in calculating predicted signals. It was established that segment size and location as well as segment combination have the greatest effect on calculated signals whilst a change in beam energy has considerably less impact. Shifting the same field towards the thicker (or thinner) part of the chamber (i.e., in the gradient direction) substantially magnifies (or reduces) the signal due to differences in air volumes, which contained and the subsequent number of ions created as radiation passes and interacts with the medium. It is recommended that the signal calculation for a complex segment be restricted to cases where the segment can be decomposed with a minimum number of smaller segments with sizes ≤ 2 × 2 cm² and
should be avoided at this stage.
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