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ABSTRACT

A general class of gauges for open string field theory, for which the gauge fixing condition is given by linear equations with respect to string field, is investigated in detail. This class of gauges includes almost all known ones like Siegel gauge and its various extensions such as $a$-gauges proposed by the present authors as well as Schnabl gauge and linear $b$-gauges. A general form of propagators is determined and their common features are analyzed. A consistent procedure for calculating the amplitudes is given. Gauge independence of the on-shell physical amplitudes is explicitly shown.
1 Introduction

Recent rapid developments on the analytic solutions in open string field theory\cite{1}-\cite{12} are triggered by Schnabl’s analysis\cite{1} of tachyon vacuum where he utilized a new gauge which greatly simplifies computations involving Witten’s star-product\cite{13} of string fields. On the other hand, Siegel gauge, which has been known since early days of string field theory, is in conformity with the worldsheet picture, and it naturally fits into perturbative calculations. This suggests that the choice of gauge may become crucial in the analysis of concrete individual problems.

The present authors proposed in ref.\cite{14} one-parameter family of gauges, which we refer $a$-gauges throughout the present paper since we use $a$ as a gauge parameter. A special point $a = 0$ is equivalent to Siegel gauge. For massless vector mode, this $a$-gauges naturally reduce to the covariant gauges with a gauge parameter in ordinary gauge theories including Landau gauge and Feynman (Siegel) gauge. As in the ordinary gauge theory, a suitable choice of the gauge parameter may give a useful simplification in distinct applications. Indeed, $a$-gauges gave alternatives to Siegel gauge in the level truncation analysis\cite{15} and was utilized to efficiently distinguish physical branch from gauge artifact in tachyon potential.

Another generalization of known gauges is linear $b$-gauges studied in ref.\cite{16}, which is useful for regularizing a singular behavior of the propagator in Schnabl gauge for the calculation of perturbative amplitudes\cite{17, 18}.

In the present paper we investigate properties of the perturbative amplitudes in more general class of gauges which we call general linear gauges, where we mean by linear that the gauge fixing condition is linear in string field, but the operator acting on the field is not restricted to be linear. Schematically gauge fixing condition for a string field $\Phi$ is given by

$$\mathcal{A}\Phi = 0$$

with some operator $\mathcal{A}$. This class of gauges is so general as to contain almost all known gauges such as Siegel gauge ($\mathcal{A}$ is just $b_0$) and its extensions like $a$-gauges ($\mathcal{A}$ will be given in the succeeding section), Schnabl gauge and linear $b$-gauges ($\mathcal{A}$ is a linear combination of $b_n$’s). String field theories in this class of gauges have many common features, e.g. the form of the propagators and the identities they satisfy, which will play important role in the proof of gauge independence of on-shell physical amplitudes.

In the next section we will construct the gauge fixed action in general linear gauges and will show a general prescription for deriving the propagators for arbitrary ghost number.
sector. We also collect the general properties of the propagators. As an example, we explicitly calculate the propagators for $a$-gauges and linear $b$-gauges. In section three we will give a consistent procedure for defining the perturbative amplitudes. Then we show the gauge independence of the on-shell physical amplitudes in section four. The final section will be devoted to summary and discussions.

2 General linear gauges and the gauge fixed action

In this section, we analyze the general perturbation for the cubic open string field theory \[13\] whose action is given by

$$S = -\frac{1}{2} \langle \Phi_1, Q \Phi_1 \rangle - \frac{g}{3} \langle \Phi_1, \Phi_1 \ast \Phi_1 \rangle. \quad (2)$$

Here, $Q$ is the BRST operator \[19\], $\ast$ is the star product of string fields, and $\Phi_1$ is the string field expanded by string Fock space states $|F_i\rangle$ of ghost number 1 with the corresponding fields $\phi_{F_i,1}$ as

$$\Phi_1 = \sum_i |F_i\rangle_1 \phi_{F_i,1}. \quad (3)$$

This action is invariant under the gauge symmetry

$$\delta \Phi_1 = Q \Lambda_0 + g (\Phi_1 \ast \Lambda_0 - \Lambda_0 \ast \Phi_1) \quad (4)$$

where $\Lambda_0$ is a general Grassmann even string field with ghost number 0. To fix this gauge symmetry, we take the general gauge fixing condition given by the linear equation of $\Phi_1$ as

$$\text{bpz}(O^{(3)}) \Phi_1 = 0. \quad (5)$$

Here $\text{bpz}(O^{(3)})$ is an operator with ghost number $-1$ and it can be chosen arbitrarily so that the condition exactly fixes the gauge symmetry. Note that we have represented this operator as in the form of the BPZ conjugation of the operator $O^{(3)}$ for later convenience. The superscript $\langle 3 \rangle$ means that $O^{(3)}$ is generally supposed to operate on ghost number 3 states $|F\rangle_3$. Since $O^{(3)}$ has the ghost number $-1$, $O^{(3)}|F\rangle_3$ has non-zero inner product only with respect to states with ghost number 1. Thus, in general the operator $\text{bpz}(O^{(3)})$ is to operate only on ghost number 1 string fields.

For each linear gauge fixing condition specified by $\text{bpz}(O^{(3)})$, we can write the gauge fixed action as \[13\]

$$S_{GF} = -\frac{1}{2} \sum_{n=-\infty}^{\infty} \langle \Phi_n, Q \Phi_{n+2} \rangle - \frac{g}{3} \sum_{l+m+n=3} \langle \Phi_l, \Phi_m \ast \Phi_n \rangle + \sum_{n=-\infty}^{\infty} \langle O^{(-n+4)} \mathcal{B}_{n-4}, \Phi_n \rangle \quad (6)$$
where $\Phi_n$ and $B_n$ are Grassmann odd string fields. They are expanded by the ghost number $n$ states with the corresponding Grassmann parity $(-1)^{n-1}$ component fields. For example, $\Phi_n$ is written as the form $\Phi_n = \sum_i |F_i\rangle_n \phi_{F_i,n}$ with ghost number $n$ states $|F_i\rangle_n$ and the Grassmann parity $(-1)^{n-1}$ fields $\phi_{F_i,n}$. The string fields $\Phi_n$ with $n \leq 0$ and those with $n \geq 2$ respectively represent the ghost fields (or ghost for ghost fields, etc.) and the anti-ghost fields etc. On the other hand, the auxiliary string field $B_n$ plays a role of imposing the condition

$$\text{bpz}(O^{(-n+1)})\Phi_n = 0$$

on $\Phi_n$. The operator $O^{(n)}$ has the ghost number $-1$ and generally is to operate on states with ghost number $n$. Then, the BPZ conjugation $\text{bpz}(O^{(n)})$ of $O^{(n)}$ operates on states with ghost number $-n+4$ since $O^{(n)}|F\rangle_n$ can only have non-zero inner product with a state $|F\rangle_{-n+4}$ with ghost number $-n+4$ and

$$\langle |F\rangle_{-n+4}, O^{(n)}|F\rangle_n \rangle = \langle (-1)^n \text{bpz}(O^{(n)})|F\rangle_{-n+4}, |F\rangle_n \rangle.$$

We choose the operator $O^{(n)}$ so that the gauge symmetry

$$\tilde{\delta}\Phi_n = Q\Lambda_{n-1} + g \sum_m (\Phi_m \star \Lambda_{n-m} - \Lambda_{n-m} \star \Phi_m)$$

(8)

of the extended action

$$\tilde{S} = -\frac{1}{2} \sum_{n=-\infty}^{\infty} \langle \Phi_n, Q\Phi_{n+2} \rangle - \frac{g}{3} \sum_{l+m+n=3} \langle \Phi_l, \Phi_m \star \Phi_n \rangle$$

(9)

is completely fixed and the gauge fixed action $S_{GF}$ has no gauge symmetry. Note, however, that since the gauge transformation is non-linear for non-zero $g$, we may not be able to fix the gauge symmetry completely all over the configuration space by using a linear gauge condition. We specifically choose the gauge condition $O^{(n)}$ so that the linear part ($g = 0$ part) of the gauge symmetry is completely fixed as long as the string fields satisfy $L_0 (= \alpha'p^2 + N - 1) \neq 0$. Note that $N$ counts the level of a state and specifies the mass of the state as $\alpha'(\text{mass})^2 = N - 1$. The condition $L_0 \neq 0$ is needed since the cohomology structure of $Q$ changes for the states satisfying $L_0 = 0$. Thus, even if we choose the gauge condition appropriately for general string fields with $L_0 \neq 0$, there appear residual gauge symmetry if we take $L_0 = 0$.

In general, the gauge fixed action $S_{GF}$ with appropriately chosen $O^{(n)}$ has the BRST symmetry instead of the gauge symmetry. We can show that $S_{GF}$ is invariant under the
BRST transformation \[14, 20\]

\[
\begin{align*}
\delta_B \Phi_n &= \eta \mathcal{O}^{(n+1)} \mathcal{B}_{n+1} \quad (n > 1), \\
\delta_B \Phi_n &= \eta \left( Q \Phi_{n-1} + g \sum_{k=-\infty}^{\infty} (\Phi_{n-k} \Phi_k) \right) \quad (n \leq 1), \\
\delta_B \mathcal{B}_n &= 0
\end{align*}
\]

(10)

with Grassmann odd parameter $\eta$ if the operators $\mathcal{O}^{(n)}$ satisfy the condition

\[
\text{bpz}(\mathcal{O}^{(-n+5)}) \mathcal{O}^{(n)} \mathcal{B}_n = 0.
\]

(13)

Note also that if this condition is satisfied, the action $S_{GF}$ is invariant under another transformation

\[
\begin{align*}
\delta'_B \Phi_n &= \eta \left( Q \Phi_{n-1} + g \sum_{k=-\infty}^{\infty} (\Phi_{n-k} \Phi_k) \right) \quad (n > 1), \\
\delta'_B \Phi_n &= \eta \mathcal{O}^{(n+1)} \mathcal{B}_{n+1} \quad (n \leq 1), \\
\delta'_B \mathcal{B}_n &= 0
\end{align*}
\]

(11)

(12)

(14)

(15)

(16)

2.1 Propagators

Now we analyze the quadratic part of the gauge fixed action $S_{GF}$ and derive the propagator for a given choice of $\mathcal{O}^{(n)}$. In our discussion, we restrict the form of $\mathcal{O}^{(n)}$ as

\[
\mathcal{O}^{(n)} = \mathcal{O}^{(n)} c_0 b_0
\]

(17)

and thus $\mathcal{B}_n$ as

\[
\mathcal{B}_n = c_0 b_0 \mathcal{B}_n.
\]

(18)

We need this restriction only for practical reasons: With this restriction, we confirm that $\mathcal{O}^{(n)}$ does give conditions on the string field no more than necessary and we can analyze the propagator straightforwardly. The most of the gauge conditions including Siegel gauge, $a$-gauges \[14\], and linear $b$-gauges \[16\] are within this class. We will later give an example of possible representations of $\mathcal{O}^{(n)}$ alternative to eq.(17) which is more convenient for dealing with linear $b$-gauges.

For a given choice of $\mathcal{O}^{(n)}$ satisfying eq.(17), the quadratic part of the gauge fixed action $S_{GF}$ is written as

\[
S_{GF}^{(2)} = -\frac{1}{2} \sum_{n=-\infty}^{\infty} \langle \Phi_{n+2} \mathcal{B}_{n+2}, Q \Phi_{n-4}, \mathcal{B}_{n+4} \mathcal{B}_{n+2} \rangle + \sum_{n=-\infty}^{\infty} \langle \mathcal{O}^{(-n+4)} \mathcal{B}_{n+4}, \mathcal{O}^{(n+4)} \Phi_n \rangle
\]

\[
= -\frac{1}{2} \sum_{n=-\infty}^{\infty} \langle \Phi_{n+2} \mathcal{B}_{n+2}, \left( \begin{array}{cc} Q & -\mathcal{O}^{(-n+4)} \\
 \text{bpz}(\mathcal{O}^{(n+2)}) & 0 \end{array} \right) \Phi_{n+2} \mathcal{B}_{n+4} \rangle.
\]

(19)
If we have properly chosen $O^{(n)}$, the operator matrix in the second line has inverse as far as $L_0 \neq 0$ is satisfied. The inverse matrix generally operates on the string field vector of the form $(\Psi_{-n+3}, b_0 c_0 \Psi_{-n+1})^T$ and has the form

\[
\begin{pmatrix}
\Delta^{(-n+3)} & A^{(-n+1)} \\
bpz(A^{(n+1)}) & 0
\end{pmatrix}.
\]

(20)

Here $\Delta^{(n)}$ is an operator with ghost number $-1$ and operates on the ghost number $n$ string fields. The operator $\Delta^{(n)}$ is the propagator for the component fields $\phi_{F_i}$. Note that $bpz(\Delta^{(n)})$ operates on the ghost number $4-n$ string fields and there is a relation

\[
bpz(\Delta^{(n)}) = \Delta^{(4-n)}.
\]

(21)

On the other hand, $A^{(n)}$ operates on the ghost number $n$ string fields and has ghost number $+1$. Thus, $bpz(A^{(n)})$ operates on the ghost number $2-n$ string fields. This operator $A^{(n)}$ (or $bpz(A^{(n)})$) gives the propagator connecting $\phi_{F_i}$ and the component field of $B_n$.

These operators are determined by the equation

\[
\begin{pmatrix}
\Delta^{(-n+3)} & A^{(-n+1)} \\
bpz(A^{(n+1)}) & 0
\end{pmatrix} \begin{pmatrix}
Q & -O^{(-n+4)} \\
bpz(O^{(n+2)}) & 0
\end{pmatrix} = \begin{pmatrix}
1 & 0 \\
0 & c_0 b_0
\end{pmatrix}.
\]

(22)

Note that the BPZ conjugation of this equation also holds. From the equation, $A^{(n)}$ must have the form $A^{(n)} b_0 c_0$ and satisfy the relation $QA^{(n)} = 0$. Since the $Q$-cohomology is trivial for $L_0 \neq 0$, $A^{(n)}$ should have the form

\[
A^{(n)} = Q \tilde{A}^{(n)} b_0 c_0.
\]

(23)

Here the ghost number 0 operator $\tilde{A}^{(n)}$ is determined by the equation

\[
bpz(O^{(-n+3)}) Q \tilde{A}^{(n)} b_0 c_0 = b_0 c_0.
\]

(24)

Since $\tilde{A}^{(n)}$ can only be determined up to $QA$, we can for example assume $[b_0, \tilde{A}^{(n)}] = 0$. We define the operator $T^{(n)}$ as

\[
T^{(n)} \equiv QO^{(n)} + bpz(O^{(3-n)}) Q.
\]

(25)

Then from eq.(24) and the assumption for $\tilde{A}^{(n)}$ given above, we have

\[
T^{(n)} \tilde{A}^{(n)} b_0 c_0 = b_0 c_0,
\]

(26)

which determines $\tilde{A}^{(n)}$ explicitly. Formally, we can write $\tilde{A}^{(n)} = (T^{(n)} b_0 c_0)^{-1}$. 5
The propagator $\Delta^{(n)}$ can be determined by the following equations defined on ghost number $n$ string fields:

\[
\begin{align*}
\Delta^{(n+1)} Q &+ Q \tilde{A}^{(n-1)} \text{bpz}(\mathcal{O}^{(-n+4)}) = 1, \\
Q \Delta^{(n)} &+ \mathcal{O}^{(n+1)} \text{bpz}(\tilde{A}^{(-n+2)}) Q = 1,
\end{align*}
\]

(27, 28)

(27)

\[
\Delta^{(n-1)} \mathcal{O}^{(n)} = \text{bpz}(\mathcal{O}^{(-n+3)}) \Delta^{(n)} = 0.
\]

(29)

From these relations, we find

\[
\Delta^{(n)} Q \Delta^{(n)} = \Delta^{(n)}, \quad Q \Delta^{(n+1)} Q = Q,
\]

(30)

which means that the operators $Q \Delta^{(n)}$ and $\Delta^{(n+1)} Q$ are projection operators on the space of ghost number $n$ states. Then again from the triviality of $Q$-cohomology on the state space (for $L_0 \neq 0$), we derive

\[
\begin{align*}
\Delta^{(n+1)} Q &= \mathcal{O}^{(n+1)} \text{bpz}(\tilde{A}^{(-n+2)}) Q, \\
Q \Delta^{(n)} &= Q \tilde{A}^{(n-1)} \text{bpz}(\mathcal{O}^{(-n+4)}).
\end{align*}
\]

(31, 32)

from eqs. (27) and (28). Thus we find the general relation

\[
Q \Delta^{(n)} + \Delta^{(n+1)} Q = 1,
\]

(33)

which, as we shall see in the next section, is the crucial property for proving the gauge independence of the on-shell amplitudes. Also, $\Delta$ should satisfy

\[
\Delta^{(n)} \Delta^{(n+1)} = 0
\]

(34)

on the space of ghost number $n + 1$ states. Note that the condition eq. (13) for the BRST invariance of $S_{GF}$ is derived from eqs. (29) and (33). This means that we need the condition eq. (13) from the beginning in order to obtain the propagator consistently.

The explicit form of $\Delta^{(n)}$ is determined as follows. From eqs. (31) and (32), $\Delta^{(n)}$ can be represented as

\[
\Delta^{(n)} = \mathcal{O}^{(n)} \text{bpz}(\tilde{A}^{(-n+3)}) \mathcal{Z}^{(n+1)} Q
\]

(35)

or

\[
\Delta^{(n)} = \tilde{A}^{(n-1)} \text{bpz}(\mathcal{O}^{(-n+4)}) - Q \text{bpz}(\mathcal{Z}^{(-n+5)})
\]

(36)

with some ghost number $-2$ operators $\mathcal{Z}^{(n)}$. Then, from the relation $\Delta^{(n)} = \Delta^{(n)} Q \Delta^{(n)}$, we see that the propagator $\Delta^{(n)}$ is explicitly determined as

\[
\Delta^{(n)} = \mathcal{O}^{(n)} \text{bpz}(\tilde{A}^{(-n+3)}) Q \tilde{A}^{(n-1)} \text{bpz}(\mathcal{O}^{(-n+4)}).
\]

(37)
We consider the relation between the propagators $\Delta^{(n)}_0 = b_0/L_0$ for Siegel gauge and those $\Delta^{(n)}$ of another arbitrary linear gauge. Both propagators satisfy the relation (33), and thus from the property of $Q$-cohomology, the difference of them can be written in the form

$$\Delta^{(n)} - \Delta_0 = Q X^{(n)} - X^{(n+1)} Q$$

where $X^{(n)}$ is a ghost number $-2$ operator which satisfies $\text{bpz}(X^{(n)}) = X^{(5-n)}$. From eqs. (31) and (32),

$$Q X^{(n)} Q = O^{(n)} \text{bpz}(\tilde{A}^{(-n+3)}) Q - \Delta_0 Q,$$

and we can determine $X^{(n)}$ up to $Q \Lambda + \Lambda' Q$ from this equation. For an arbitrary representative $X^{(n)}_*$ of $X^{(n)}$, we can obtain an explicit form of $\Delta^{(n)}$ as

$$\Delta^{(n)} = \Delta_0 + Q X_*^{(n)} - X_*^{(n+1)} Q + Q(\Delta_0 X_*^{(n+1)} - X_*^{(n)} Q X_*^{(n+1)}).$$

To summarize, we have obtained the propagator $\Delta^{(n)}$ explicitly as in the form of (37) or (40) for a given choice of $O^{(n)} = O^{(n)} c_0 b_0$. Note that we can also proceed the similar discussion under the other representation of $O^{(n)}$. For example, consider to replace $c_0 b_0$ in eq. (17) with a projection operator $C^{(n-1)} B^{(n)}$ consisting of a ghost number $+1$ operator $C^{(n-1)}$ and a ghost number $-1$ operator $B^{(n)}$. We choose these operators to satisfy $B^{(n)} \text{bpz}(B^{(3-n)}) = 0$ and $C^{(n-1)} B^{(n)} + \text{bpz}(B^{(3-n)}) \text{bpz}(C^{(2-n)}) = 1$. If the choice of $O^{(n)} = B^{(n)}$ gives an appropriate gauge fixing condition, then our discussion given in this subsection for $O^{(n)} = O^{(n)} c_0 b_0$ can be applied for the case of $O^{(n)} = O^{(n)} C^{(n-1)} B^{(n)}$ straightforwardly and the propagator is obtained similarly.

### 2.2 Examples

Now we give two examples of linear gauge conditions whose gauge fixed actions can be written in the BRST invariant form eq. (6). One is the $a$-gauges corresponding to the one-parameter covariant gauges of the gauge field theory proposed in ref. [14]. The other is a class of linear $b$-gauges investigated in ref. [16] given in general by $O^{(-n+4)}$ with a linear combination of $b_m$. The Schnabl gauge [1] and the Siegel gauge are both within this class. For each example, we calculate the propagators explicitly.

**$a$-gauges** First example is the one-parameter $a$-gauges proposed in ref. [14]. These gauges have one to one correspondence with the well-known covariant gauges of the gauge theory. They include Feynman (Siegel) gauge ($a = 0$) and Landau gauge ($a = \infty$).
The gauge condition for a parameter $a \neq 1$ (including $a = \infty$) is determined by choosing the operators $\text{bpz} \mathcal{O}$ as

$$\text{bpz}(\mathcal{O}_a^{(n+1)}) = \frac{1}{1-a}(b_0 + ab_0c_0W_{n-1}M^{n-2}\tilde{Q}) \quad (n \geq 2),$$

$$\text{bpz}(\mathcal{O}_a^{(-n+1)}) = b_0(1-P_{n-2}) + \frac{1}{1-a}(b_0P_{n-2} + ab_0c_0\tilde{Q}M^{n-2}W_{n-1}) \quad (n \geq 2)$$

where $\tilde{Q}$ and $M$ are operators without including the ghost zero modes and are defined from $Q = \tilde{Q} + c_0L_0 + b_0M$. Note that $M = -\sum_{n>0} 2nc_n c_n$. The operator $W_n$ ($n > 0$) is defined only on the state space $\{b_0c_0|F\rangle_{n+1}\}$ or $\{c_0b_0|F\rangle_{n+2}\}$ ($|F\rangle_n$ is a state with ghost number $n$) and gives the inverse operator of $M^n$ in the sense that it satisfies $(M^nW_n - 1)\times b_0c_0|F\rangle_{n+1} = 0$ and $(W_nM^n - 1)b_0c_0|F\rangle_{n+1} = 1$ (and $(M^nW_n - 1)c_0b_0|F\rangle_{n+2} = 0$ and $(W_nM^n - 1)c_0b_0|F\rangle_{n+2} = 0$) \cite{14}. Explicitly, we can write

$$W_n = \sum_{i=0}^{\infty} (-1)^i \frac{(n+i-1)!}{[(n+i)!]^2 i! (n-1)!} (M^-)^{n+i}M^i$$

where $M^- = -\sum_{n>0} \frac{1}{2n}b_{-n}b_n$. Note that $W_n$ given by the above equation can act on any state with any ghost number. This operator, however, if acted on a state not within the space $\{b_0c_0|F\rangle_{n+1}\}$ or $\{c_0b_0|F\rangle_{n+2}\}$, does not play a role of an inverse operator of $M^n$ any more. Note also that $M^n$ does not have inverse originally in the whole state space. We can only define the inverse operator of $M^n$ on the limited subspaces $\{b_0c_0|F\rangle_{-n+1}\}$ and $\{c_0b_0|F\rangle_{-n+2}\}$. The operator $P_n$ ($n \geq 0$) is defined on the space $\{b_0c_0|F\rangle_{n+1}\}$ or $\{c_0b_0|F\rangle_{n+2}\}$ for $L_0 \neq 0$, and is given by

$$P_n = -\frac{1}{L_0}M^n\tilde{Q}W_{n+1}\tilde{Q}.$$

Since $\tilde{Q}^2 = -L_0M$, the relations $\tilde{Q}P_n = \tilde{Q}$ and $P_n^2 = P_n$ hold. Thus, the operator $P_n$ is a projection operator on the space $\{b_0c_0|F\rangle_{n+1}\}$ or $\{c_0b_0|F\rangle_{n+2}\}$. In particular, the operator $1 - P_n$ gives the projection onto the space of states satisfying $\tilde{Q}|F\rangle_n = 0$.

We have already shown in ref.\cite{14} that the above gauges represented by $\mathcal{O}_a^{(n)}$ completely fix the gauge symmetries and satisfy the condition \cite{13}. Thus, we can determine the propagator $\Delta_a^{(n)}$ by following the general procedure given in the previous subsection. First, we calculate the operator $T_a^{(n)}$ from eq.\cite{25}. Since $\text{bpz}\mathcal{O}_a^{(n)}Q = b_0Q$ holds for any $a$ or $n$, the result is

$$T_a^{(n)} = L_0.$$
Thus, from eq. (26), we can determine $\tilde{A}^{(n)}_a$ independently of $a$ as
\[
\tilde{A}^{(n)}_a = \frac{1}{L_0},
\]
and the propagator is given explicitly by $O^{(n)}_a$ as
\[
\Delta^{(n)}_a = \frac{O^{(n)}_a}{L_0} Q \frac{bpz(O^{(-n+4)}_a)}{L_0}.
\]

We can also represent $\Delta^{(n)}_a$ in the form of eq. (40). First, from eq. (39), we can choose one appropriate $X^{*}_{a}$ as
\[
X^{(n+1)}_{*a} = \frac{a}{1 - a} \frac{1}{L_0} M^{n-2} W_{n-1} c_0 b_0 (n \geq 2)
\]
\[
X^{(-n+4)}_{*a} = -\frac{a}{1 - a} \frac{1}{L_0} W_{n-1} M^{n-2} b_0 c_0 (n \geq 2).
\]

Then, we calculate the propagator $\Delta^{(n)}_a$ by substituting $X^{(n)}_{*a}$ into eq. (40). The result is given by
\[
\Delta^{(n)}_a = \frac{b_0}{L_0} + Q X^{(n)}_{*a} - X^{(n+1)}_{*a} Q + Q \Xi^{(n+1)}_{a} Q
\]
where $\Xi^{(n+1)}_{a}$ is the ghost number $-3$ operator which operates on string fields with ghost number $n + 1$ and is given by
\[
\Xi^{(n+1)}_{a} = \begin{cases} 
\frac{a}{(1 - a)^2} \frac{1}{L_0^2} M^{n-2} W_{n-1} b_0 & (n > 2) \\
\frac{2a - a^2}{(1 - a)^2} \frac{1}{L_0^2} W_{1} b_0 & (n = 2) \\
\frac{a}{(1 - a)^2} \frac{1}{L_0^2} W_{3-n} M^{2-n} b_0 & (n < 2)
\end{cases}
\]

Note in particular that $\Delta^{n=2}_a$ includes the propagator of the gauge field theory in covariant gauges. This can be seen by putting $\Delta^{n=2}_a$ between the fields $c_0 \alpha_{-1}^{\mu} |p, \downarrow\rangle$ and $c_0 \alpha_{-1}^{\nu} |p', \downarrow\rangle$ ($| \downarrow\rangle = c_1 |0\rangle$). This is explicitly calculated as
\[
\left\langle c_0 \alpha_{-1}^{\mu} |p, \downarrow\rangle, \Delta^{n=2}_a c_0 \alpha_{-1}^{\nu} |p', \downarrow\rangle \right\rangle \\
= \left\langle c_0 \alpha_{-1}^{\nu} |p, \downarrow\rangle, \left[ - \left( 1 - \frac{1}{(1 - a)^2} \right) \frac{P_0}{L_0} + \frac{1}{L_0} \right] c_0 \alpha_{-1}^{\nu} |p', \downarrow\rangle \right\rangle \\
= \frac{1}{\alpha' p'^2} \left[ - \left( 1 - \frac{1}{(1 - a)^2} \right) \frac{p^{\mu} p'^{\nu}}{P^2} + g^{\mu\nu} \right] \delta(p + p').
\]
We see that the result precisely coincides with the form of the propagator of the gauge theory in the usual covariant gauge which is often parameterized by $\alpha = \frac{1}{(1-a)^2}$. 

Linear $b$-gauges  Next, we consider the example of linear $b$-gauges \[16\]. The gauge condition is given by

$$\text{bpz}(\mathcal{O}_v^{(-n+1)})\Phi_n = 0$$

where $\mathcal{O}_v^{(n)}$ is made up of linear combination of $b_m$ as

$$\text{bpz}(\mathcal{O}_v^{(n-2k+1)}) = \sum_m v_m b_m \quad (\equiv B_v), \quad \text{bpz}(\mathcal{O}_v^{(n-2k)}) = \text{bpz}(\sum_m v_m b_m) \quad (\equiv B_v^*) \tag{54}$$

Note that the condition eq.(13) is satisfied since $(\sum_m v_m b_m)^2 = 0$.

If we assume $v_0 \neq 0$, the gauge condition can be written as

$$(b_0 + b_{\neq 0}^{(n)})\Phi_n = 0 \tag{55}$$

where $b_{\neq 0}^{(2k+1)} = \sum_m (v_m/v_0)b_m$ and $b_{\neq 0}^{(2k)} = \sum_m (-1)^m(v_m/v_0)b_{-m}$. By dividing $\Phi_n$ into two parts as $\Phi_n = [b_0 c_0 \Phi_n] + [c_0 b_0 \Phi_n]$, the gauge condition is rewritten as

$$[b_0(c_0 b_0 \Phi) + b_{\neq 0}(b_0 c_0 \Phi)] + [b_{\neq 0}(c_0 b_0 \Phi)] = 0 \tag{56}$$

where the quantity in each bracket should vanish independently. However, the second equation $[b_{\neq 0}(c_0 b_0 \Phi)] = 0$ is obtained from the first one since $b_{\neq 0}[b_0(c_0 b_0 \Phi) + b_{\neq 0}(b_0 c_0 \Phi)] = 0$ and $(b_{\neq 0})^2 = 0$. Thus, we conclude that the gauge condition can be rewritten as

$$b_0 c_0 (b_0 + b_{\neq 0}^{(n)})\Phi_n = 0, \tag{57}$$

which means that we can replace $\text{bpz}(\mathcal{O}_v^{(n)})$ of eq.(54) with $b_0 c_0 \text{bpz}(\mathcal{O}_v^{(n)})$. Thus we can obtain the consistent gauge fixed action as far as we choose the condition $\mathcal{O}_v^{(n)}$ so as to fix the gauge symmetry properly. Then, by following the procedure given in the previous subsection, the propagators are given by

$$\Delta_v^{(2k+1)} = B_v^* c_0 b_0 \text{bpz}(\tilde{A}^{(2k)}) Q\tilde{A}^{(2k+1)} b_0 c_0 B_v, \tag{58}$$

$$\Delta_v^{(2k)} = B_v c_0 b_0 \text{bpz}(\tilde{A}^{(2k+1)}) Q\tilde{A}^{(2k)} b_0 c_0 B_v^* \tag{59}$$

where $\tilde{A}^{(n)}$ is obtained from eq.(26) by using

$$T_v^{(2k+1)} = Q B_v^* c_0 b_0 + b_0 c_0 B_v^* Q, \quad T_v^{(2k)} = Q B_v c_0 b_0 + b_0 c_0 B_v Q \quad (= \text{bpz}(T_v^{(2k+1)})). \tag{60}$$

Alternatively, we can calculate the propagators by using the original expression eq.(54) of $\mathcal{O}_v^{(n)}$ by following the procedure explained in the last part of the previous subsection. To be precise, we take $C^{(2k)} B_v^{(2k+1)} = C_v^* B_v^*$ and $C^{(2k-1)} B_v^{(2k)} = C_v B_v$ where $C_v$ and its
BPZ conjugation $C^*_v$ are defined from the equation \( \{ C^*_v, B^*_v \} = 1 \). The operators \( T^{(n)}_v \) in this representation become \( T^{(2k+1)}_v = \{ Q, B^*_v \} (\equiv L^*_v) \) and \( T^{(2k)}_v = \{ Q, B_v \} (\equiv L_v) \). If we formally write the inverse of \( L_v \) as \( 1/L_v \), the propagators are represented as

\[
\Delta^{(2k+1)}_v = B^*_v Q B^*_v L_v, \quad \Delta^{(2k)}_v = B_v Q B^*_v L^*_v
\]

which naturally coincide with the propagators obtained in ref. [16].

We have obtained two different representations, eqs. (58) and (59), and eq. (61), of the same propagators for linear $b$-gauges. They are both represented in the form of an infinite sum of operators consisting of $b_m$, $c_m$, and $L_m$ which are given as the coefficients of power series expansion of $b(z)$, $c(z)$, and $T_{zz}(z)$ in general, though the latter representation, eq. (61), rather conforms to another expansion of the fields $\tilde{b}(\tilde{z})$, $\tilde{c}(\tilde{z})$, and $\tilde{T}(\tilde{z})$ based on a suitable choice of conformal frame $\tilde{z}$.

### 3 Consistent definition of amplitudes in general linear gauges

We have given the procedure of obtaining the propagators for general linear gauge fixing conditions. Now we proceed to discuss the general properties of amplitudes. In the perturbation analysis of the cubic string field theory, we can formally compute the amplitudes by assigning the 3-string vertices $|V_3\rangle$ and the propagators $\Delta$ (for the corresponding gauge we use) to the vertices and to the internal lines respectively, and contracting them by 2-string vertices $|V_2\rangle$ and the external string states for each relevant diagram. Here $|V_3\rangle$ and $|V_2\rangle$ are known to be defined by

\[
\langle \Phi^1, \Phi^2 \rangle = \langle V_2 | \Phi^1, \Phi^2 \rangle, \quad \langle \Phi^1, \Phi^2 \star \Phi^3 \rangle = \langle V_3 | \Phi^1, \Phi^2, \Phi^3 \rangle.
\]

The 2-string vertex $|V_2\rangle_{12} \in \mathcal{H}(1) \otimes \mathcal{H}(2)$ is given explicitly by

\[
|V_2\rangle_{12} = \int d^{26}p \left( \frac{e^{(1)}}{(2\pi)^{26}} + e^{(2)} \right) \sum_{i,j} |f_i, p\rangle_{(1)} |f_j, -p\rangle_{(2)} g^{ij}
\]

where \( \{|f_i, p\rangle\} \) gives the basis of the state space \( \{ b_0 c_0 | F \} \) and \( g^{ij} \) is the inverse of the inner product matrix \( g_{ij} = \langle |f_i\rangle, c_0 |f_j\rangle \) as \( g^{ij} = (g_{ij})^{-1} \). Note that the relation \( g_{ij} = (-1)^{|i|+1} g_{ji} \) holds. Also, \( g_{ij} = 0 \) for \( (-1)^{|i|} \neq (-1)^{|j|} \). Here we assign \(|i| = 0 \) (or 1) for a Grassmann
even (or odd) state $|f_i\rangle$. Note also that the whole string Hilbert space is represented as $\mathcal{H} = \{|f_i\rangle\oplus\{c_0|f_i\rangle\}$. For an arbitrary operator $\mathcal{O}$, the 2-string vertex $|V_2\rangle_{12}$ defined by eq.(64) has the property

$$(\mathcal{O}(1) - \text{bpz}\mathcal{O}(2))|V_2\rangle_{12} = 0. \quad (65)$$

Thus, in principle, the property eq.(62) should hold consistently with the above explicit definition of 2-string vertex. However, we face an ambiguity of sign when adapting this relation eq.(62) to calculate the inner products. We can see the problem clearly when we contract $|V_2\rangle_{12}$ by itself by using eq.(64): From the naive calculation, the result seems to vanish because $(c_0^{(1)} + c_0^{(2)})^2 = 0$, though it should not vanish and has to give the trace of the Hilbert space. The problem occurs since there is an ambiguity in calculating the contraction of an element of the tensor product of two spaces, e.g., $|f_1\rangle_{(1)}|f_2\rangle_{(2)}$, with another element $|f'_1\rangle_{(1)}|f'_2\rangle_{(2)}$. To see the problem explicitly, we consider to calculate $(1)\langle f'_1|\langle f'_2|\langle f_1|\langle f_2|$. We have different results depending on the order of calculation. For example, if we first exchange the states $|f_1\rangle_{(1)}$ and $|f_2\rangle_{(2)}$ as $(1)\langle f'_1|\langle f'_2|\langle f_1|\langle f_2|$, then the result becomes $(-1)^{|f'_1||f_1|\langle f'_2|\langle f_2|\langle f'_1|\langle f_1|$. On the other hand, if we first exchange the states $|f'_1\rangle_{(1)}$ and $|f_1\rangle_{(2)}$, we have the different result $(-1)^{|f'_1||f_1|\langle f'_1|\langle f_1|\langle f'_2|\langle f_2|$. We have a similar sort of ambiguities for calculating the inner product using the 3-string vertex $|V_3\rangle_{123}$.

These ambiguities originally attributed to the property of inner products of string Fock space: The inner product of states with total ghost number 3 gives the real number as $\langle 0|c_{-1}c_0c_1|0\rangle = 1$ since we have set the ghost number of the SL(2, $R$) invariant vacuum $|0\rangle$ to be zero. On the other hand, if we assign the ghost number $-\frac{3}{2}$ to the state $|0\rangle$ as in the original definition \[13\] \[19\] respecting the proper definition of ghost number currents, such a problem might not occur. In that case, however, we instead have to determine the commutation properties of states with half-integer Grassmann property and we also have to assign the ghost number $\frac{3}{2}$ to the star product $\star$.

In the following argument, we choose to take the former definition of ghost number, i.e., we assign $|0\rangle$ the ghost number 0. In order to avoid the ambiguities, we perform the calculation of amplitudes without using the 3-string vertices and with the minimum use of 2-string vertices. When we use the 2-string vertices, we will assign extra parameters with appropriate Grassmann parities to avoid the ambiguities of calculation. We first give the prescription of obtaining the amplitudes by a rather a priori argument. We will see the consistency of the definition of amplitudes through the argument of the gauge invariance of tree amplitudes in section 4.
3.1 Tree amplitudes

To calculate the $n$-point tree amplitudes for $n$ external fields $\phi^{a}_{F_{a}} (a = 1, \ldots, n)$, we first provide the external string fields $\Phi^{a} = |F^{a}\rangle \phi^{a}_{F_{a}}$ and assign the propagator $\Delta$ to each internal line. Then we connect these string fields $\Phi^{a}$ and propagators $\Delta$ by using the star-products appropriately. The amplitudes are given as the coefficient of the product of fields $\phi^{1}_{F_{1}} \cdots \phi^{n}_{F_{n}}$ after summing up all the contributions of possible diagrams. Note that in general the amplitude vanishes if the total Grassmann parity of external fields is odd, i.e., $(-1)^{\sum_{a} |\phi^{a}_{F_{a}}|} = -1$.

For example, for the 4-point diagram $G_{1234}$ given in the Fig.1, we have

$$\langle \Phi^{1} \star \Phi^{2}, \Delta(\Phi^{3} \star \Phi^{4}) \rangle = \phi^{1}_{F_{1}} \cdots \phi^{4}_{F_{4}} A^{G_{1234}}_{\phi^{1}_{F_{1}} \cdots \phi^{4}_{F_{4}}}$$

and $A^{G_{1234}}_{\phi^{1}_{F_{1}} \cdots \phi^{4}_{F_{4}}}$ gives the contribution to the 4-point tree amplitude from this diagram. Here we have abbreviated the superscript of $\Delta^{(n)}$ representing the ghost number of the string field on which the operator acts. In eq. (66), $n$ is given by the sum of the ghost number of $\Phi_{3}$ and $\Phi_{4}$. We can also represent eq. (66) as $\langle \Delta(\Phi^{1} \star \Phi^{2}), \Phi^{3} \star \Phi^{4} \rangle$ since $bpz(\Delta) = \Delta$ and $\Phi^{1} \star \Phi^{2}$ (or $\Phi^{3} \star \Phi^{4}$) is even. In general, $\Delta$ operates only on even string fields in the calculation of any diagram since all external string fields $\Phi^{a}$ are odd and $\Delta$ operates on the star product of two odd string fields $\Psi \star \Psi'$ where $\Psi$ or $\Psi'$ generally consists of $n$ $\Phi^{a}$’s and $n - 1$ $\Delta$’s. Thus, the calculation of any tree diagram is consistently performed by the above procedure. The amplitude is obtained by summing up the contributions of all the relevant diagrams. For example, the 4-point tree amplitude $A^{G_{1234}}_{\phi^{1}_{F_{1}} \cdots \phi^{4}_{F_{4}}}$ can be calculated as

$$\frac{1}{2} \sum_{\{a_{1}, \cdots, a_{4}\}} \langle \phi^{a_{1}} \star \phi^{a_{2}}, \Delta(\phi^{a_{3}} \star \phi^{a_{4}}) \rangle = \phi^{1}_{F_{1}} \cdots \phi^{4}_{F_{4}} A^{G_{1234}}_{\phi^{1}_{F_{1}} \cdots \phi^{4}_{F_{4}}}$$

where the sum is over all permutations of $\{a_{1}, \cdots, a_{4}\}$ and the $\frac{1}{2}$ in front of the sum is necessary since two graphs $G_{a_{1}a_{2}a_{3}a_{4}}$ and $G_{a_{3}a_{4}a_{1}a_{2}}$ are indistinguishable.
### 3.2 Loop amplitudes

For $k$-loop amplitudes, we perform the calculation by reducing each graph to a tree graph. We use at least $k$ 2-string vertices $|V_2⟩$ to calculate the contribution of each $k$-loop diagram. In the following, we mainly consider the 1-loop amplitudes and explain the method of calculation in detail.

We first give a consistent method to calculate the contribution of general 1-loop diagrams and then discuss the consistency. For a given 1-loop diagram, we ‘cut’ an internal line $α$ and

\begin{center}
(a) \hspace{2cm} (b)
\end{center}

\begin{align*}
\sum_I Δ|V_I⟩\eta_I^α \times \cdots \cdots \times |V'_I⟩\tilde{η}_I^α & = \\
\sum_I |V'_I⟩\tilde{η}_I^α \times \cdots \cdots \times Δ|V_I⟩\eta_I^α & = \\
= \sum_I \Delta |V_I⟩\eta_I^α \times \cdots \cdots \times |V'_I⟩\tilde{η}_I^α & = \\
= - \sum_I \Delta |V'_I⟩\tilde{η}_I^α \times \cdots \cdots \times |V_I⟩\eta_I^α & = \\
\end{align*}

Figure 2: **calculation of 1-loop diagrams (1):** (a) For a given 1-loop diagram $G$, we choose an internal line $α$ so that we obtain a tree graph $G_{(α)}$ by cutting the line. (b) We cut $α$ and assign $Δ|V_I⟩\eta_I^α$ and $|V'_I⟩\tilde{η}_I^α$ to the two end points. We can exchange the assignment of two states as is ensured in eq.(69).

assign the Grassmann odd states $Δ|V_I⟩\eta_I^α$ and $|V'_I⟩\tilde{η}_I^α$ to the two end points. We choose $α$ so as to obtain one tree graph if we cut the line. (See Fig.2). The states $|V_I⟩$ and $|V'_I⟩$ are defined from the 2-string vertex $|V_2⟩_{12}$ as

\begin{align*}
|V_2⟩_{12} = \sum_I |V_I⟩_{(1)} \otimes |V'_I⟩_{(2)} = - \sum_I |V'_I⟩_{(1)} \otimes |V_I⟩_{(2)} . \tag{68}
\end{align*}

Explicit forms of $|V_I⟩$ and $|V'_I⟩$ can be read from eq.(64). The parameters $η_I^α$ and $\tilde{η}_I^α$ both have Grassmann parity $(-1)^{|V_I|} (= -(-1)^{|V'_I|+1})$. We only need these parameters in order that we can give the correct sign contribution to the amplitudes. If they are placed next to each other in the order of $η_I^α \tilde{η}_I^α$, we can replace them to 1 as $η_I^α \tilde{η}_I^α (= \tilde{η}_I^α η_I^α (-1)^{|V_I|}) \rightarrow 1$ for each $I$. We can exchange the assignment of $Δ|V_I⟩\eta_I^α$ and $|V'_I⟩\tilde{η}_I^α$ on the two ends since

\begin{align*}
\sum_I (Δ^{(1)}|V_I⟩\eta_I^α)_{(1)} (|V'_I⟩\tilde{η}_I^α)_{(2)} = \sum_I Δ^{(2)}|V_I⟩_{(1)}|V'_I⟩_{(2)} η_I^α \tilde{η}_I^α \\
= - \sum_I Δ^{(2)}|V'_I⟩_{(1)}|V_I⟩_{(2)} η_I^α \tilde{η}_I^α
\end{align*}
\[
\begin{align*}
\sum_I |V'_I\rangle & \Delta^{(2)} |V_I\rangle (\eta^a_I \bar{\eta}^a_I (-1)^{|V_I|} \\
= \sum_I \left( |V'_I\rangle \eta^a_I \right) (1) \left( \Delta^{(2)} |V_I\rangle \eta^a_I \right) (2).
\end{align*}
\]

Here we have used the relation (65) and the replacement \( \eta^a_I \bar{\eta}^a_I \leftrightarrow 1 \) properly.

Then we calculate the amplitude by treating the \( n \)-point 1-loop diagram (with a cut on \( \alpha \)) as an \((n + 2)\)-point tree diagram which has external string fields \( \Phi^a \) (\( a = 1, \cdots, n \)), \( \Delta |V_I\rangle \eta^a_I \) and \( |V'_I\rangle \bar{\eta}^a_I \). After taking the sum over \( I \) and removing \( \eta^a_I \bar{\eta}^a_I \), we obtain the amplitude as the coefficient of \( \phi^1_{F_1} \cdots \phi^n_{F_n} \). To conclude, the contribution of a given 1-loop \( n \)-point diagram \( G \) is calculated as

\[
\mathcal{F}^{G}_{1\text{-loop}}(\Phi^1, \cdots, \Phi^n)
= \sum_I \mathcal{F}^{G(a)}_{\text{tree}}(\Phi^1, \cdots, \Phi^n, \Delta |V_I\rangle \eta^a_I, |V'_I\rangle \bar{\eta}^a_I)
= \phi^1_{F_1} \cdots \phi^n_{F_n} \Lambda^G_{\phi^1_{F_1} \cdots \phi^n_{F_n}}
\]

where \( G(a) \) denotes the \((n + 2)\)-point tree graph obtained by cutting the line \( \alpha \) of \( G \).

For the consistency of this definition of 1-loop amplitudes, we have to check whether the result remains unchanged if we cut the graph on a different internal line \( \beta \). For this purpose, we first introduce the unit operator \( 1 \) which operates on a state \( |F\rangle \) as \( 1|F\rangle = |F\rangle \). The explicit form of \( 1 \) is given by

\[
1 = |f_i\rangle g^{ji} \langle \text{bpz}(c_0 |f_j\rangle)| + c_0 |f_i\rangle g^{ij} \langle \text{bpz}(|f_j\rangle)|
= \sum_I |V'_I\rangle \langle \text{bpz}(|V_I\rangle)| (-1)^{|V_I|}
\]

where we have used the same notation as for the 2-string vertex \( |V_2\rangle \). Note that there appear extra sign contributions in \( 1 \) compared to the 2-string vertex unlike the naive expectation. This sign difference between \( 1 \) and \( |V_2\rangle \) is also related to the sign ambiguity caused by the property of inner products. Furthermore, since the Grassmann parity of the operator \( 1 \) is odd (with total ghost number three) as in the case of \( |V_2\rangle \), we must be careful about the possible sign ambiguity when we insert \( 1 \) into a bracket. In particular, if we consider brackets of string fields consisting of states and the component fields, we should insert \( 1 \) after removing all the component fields in order to avoid the sign ambiguities. For example, consider the following bracket

\[
\langle |F\rangle \phi^F, |G\rangle \phi^G \rangle.
\]
We can assume \((-1)^{|F|+|G|} = -1\) since otherwise the equation vanishes. Also, we can assume \((-1)^{\phi^F + \phi^G} = 1\) since any string amplitudes with \((-1)\sum \phi^a = -1\) should vanish. Then the insertion of 1 is performed consistently as

\[
\langle |F\rangle \phi^F, |G\rangle \phi^G \rangle = \phi^F \phi^G (-1)^{|G|} \langle |F\rangle, 1 \rangle |G\rangle
\]

\[
= \phi^F \phi^G (-1)^{|G|} \sum_I (-1)^{V_I} \langle |F\rangle, |V_I\rangle \rangle |V_I\rangle |G\rangle \rangle.
\]

(74)

For an \(n\)-point diagram \(G\), we have the result of calculation \(\sum_I \mathcal{F}^{G(\alpha)}_{\text{tree}} (\Phi^a, \Delta |V_I\rangle \eta^\alpha_I, |V'_I\rangle \bar{\eta}^\alpha_I)\) given by cutting one particular internal line \(\alpha\). Then we consider to insert the unit operator 1 in front of the propagator \(\Delta\) on another internal line \(\beta\). (See Fig. 3.) In general, this

\[
\sum_I \mathcal{F}^{G(\alpha)}_{\text{tree}} (\Phi^a, \Delta |V_I\rangle \eta^\alpha_I, |V'_I\rangle \bar{\eta}^\alpha_I) \Rightarrow \sum_I \left( \begin{array}{c} |V_I\rangle \bar{\eta}^\alpha_I \Delta |V_I\rangle \eta^\alpha_I \\ \langle \Psi^I_A, \Delta \Psi^I_B \rangle \end{array} \right)
\]

\[
\Leftrightarrow \sum_I \sum_J \left( \begin{array}{c} |V_I\rangle \bar{\eta}^\alpha_I \Delta |V_I\rangle \eta^\alpha_I \\ \langle \Psi^I_A, (|V'_I\rangle \bar{\eta}^\beta_J) \rangle \end{array} \right) \left( \begin{array}{c} \Delta |V_J\rangle \eta^\beta_J \bar{\eta}^\beta_J \Delta |V_I\rangle \eta^\alpha_I \\ \langle (\Delta |V_J\rangle \eta^\beta_J), \Psi^I_B \rangle \end{array} \right)
\]

\[
\Leftrightarrow \sum_J \left( \begin{array}{c} |V'_J\rangle \bar{\eta}^\beta_J \Delta |V_J\rangle \eta^\beta_J \\ \langle \Psi^J_A, \Delta \Psi^J_B \rangle \end{array} \right)
\]

Figure 3: calculation of 1-loop diagrams (2): A 1-loop diagram \(G\) can be consistently calculated from either of the tree graphs \(G_{(\alpha)}\) or \(G_{(\beta)}\) obtained by cutting an internal line \(\alpha\) or \(\beta\) of \(G\).

\[
\sum_I \mathcal{F}^{G(\alpha)}_{\text{tree}} \text{ can be deformed to have the form}
\]

\[
\sum_I \mathcal{F}^{G(\alpha)}_{\text{tree}} (\Phi^a, \Delta |V_I\rangle \eta^\alpha_I, |V'_I\rangle \bar{\eta}^\alpha_I) = \sum_I \langle \Psi^I_A, \Delta \Psi^I_B \rangle.
\]

(75)

Here \(\Delta \beta\) is the particular propagator for an arbitrary internal line \(\beta\) other than \(\alpha\). Both \(\Psi_A\) and \(\Psi_B\) are Grassmann even string fields consisting in general of \(k\) external string fields
Our method of calculation of 1-loop amplitudes is defined consistently. Diagram is equivalent to from the beginning. Thus, we have shown that for any 1-loop diagram $G$ where $\Psi$ is Grassmann even and include $\eta$'s), $k - 1$ propagators (excluding those for $\alpha$ nor $\beta$), and one of the fields $\Delta |V_i\rangle \eta^\alpha_i$ or $|V_i^\prime\rangle \bar{\eta}^\alpha_i$. We fix that $|V_i^\prime\rangle \bar{\eta}^\alpha_i$ and $\Delta |V_i\rangle \eta^\alpha_i$ are respectively set within $\Psi_A$ and $\Psi_B$. We insert $1$ in front of $\Delta_\beta$ after removing the fields $\psi_A \bar{\eta}^\alpha_i$ and $\psi_B \eta^\alpha_i$ from $\Psi_A$ and $\Psi_B$ as we did in eq.(74).

Here $\psi_A$ (or $\psi_B$) is the product of fields $\phi^{i_1}_{F_1} \cdots \phi^{i_k}_{F_m}$ included in $\Psi_A$ (or $\Psi_B$). Finally, the result can be written as

$$\sum_{I,J} \langle \Psi_A^J, |V_j^\prime\rangle \bar{\eta}^\alpha_J^i \rangle \langle (\Delta |V_j\rangle \eta^\beta_j), \Psi_B^J \rangle. \quad (76)$$

Note that each bracket $\langle \Psi_A^J, |V_j^\prime\rangle \bar{\eta}^\alpha_J^i \rangle$ or $\langle (\Delta |V_j\rangle \eta^\beta_j), \Psi_B^J \rangle$ does not vanish only if the total Grassmann parity of the fields containing in the bracket is even, i.e., $(-1)^{|\psi_A|+|\bar{\eta}^\alpha_i|+|\eta^\beta_j|} = 1$ or $(-1)^{|\psi_B|+|\eta^\alpha_i|+|\bar{\eta}^\beta_j|} = 1$. Thus we do not have to be worry about the sign ambiguity problem for the expression eq.(76).

We then deform each bracket $\langle \Psi_A^J, |V_j^\prime\rangle \bar{\eta}^\alpha_J^i \rangle$ or $\langle (\Delta |V_j\rangle \eta^\beta_j), \Psi_B^J \rangle$ by using BPZ conjugation operation appropriately so that eq.(76) becomes

$$\sum_{I,J} \langle \Psi_A^J, |V_j^\prime\rangle \bar{\eta}^\alpha_J^i \rangle \langle (\Delta |V_j\rangle \eta^\beta_j), \Psi_B^J \rangle = \sum_J \langle \Psi_A^J, \Delta_\alpha \Psi_B^J \rangle \quad (77)$$

where $\Psi_A^J$ and $\Psi_B^J$ are Grassmann even and include $|V_j^\prime\rangle \bar{\eta}^\alpha_J^i$ and $\Delta |V_j\rangle \eta^\beta_j$ respectively. This is equivalent to $\sum_J \mathcal{F}_{\text{tree}}^G(\alpha, \Delta |V_j\rangle \eta^\beta_j, |V_j^\prime\rangle \bar{\eta}^\alpha_J^i) = \sum_J \mathcal{F}_{\text{tree}}^G(\alpha, \Delta_\alpha |V_j\rangle \eta^\beta_j, |V_j^\prime\rangle \bar{\eta}^\alpha_J^i)$ which is obtained by cutting the internal line $\beta$ from the beginning. Thus, we have shown that

$$\sum_J \mathcal{F}_{\text{tree}}^G(\alpha, \Delta |V_j\rangle \eta^\beta_j, |V_j^\prime\rangle \bar{\eta}^\alpha_J^i) = \sum_J \mathcal{F}_{\text{tree}}^G(\alpha, \Delta_\alpha |V_j\rangle \eta^\beta_j, |V_j^\prime\rangle \bar{\eta}^\alpha_J^i) \quad (78)$$

for any 1-loop diagram $G$ and for its arbitrary internal lines $\alpha$ and $\beta$. This concludes that our method of calculation of 1-loop amplitudes is defined consistently.

In general, $k$-loop amplitudes can be calculated similarly. For a given $k$-loop $n$-point diagram $G$, we make an $(n + 2k)$-point tree graph by cutting $k$ internal lines $\alpha_i (i = 1, \cdots, k)$ of $G$ and assign the states $\Delta |V_i\rangle \eta^\alpha_i$ and $|V_i^\prime\rangle \bar{\eta}^\alpha_i$ to each of the end points of the cut $\alpha_i$. Then the contribution of the diagram $G$ to the amplitudes can be obtained after replacing $\eta^\alpha_i \bar{\eta}^\alpha_i \rightarrow 1$ from

$$\mathcal{F}_{k\text{-loop}}^G(\{\phi^a\}) = \mathcal{F}_{\text{tree}}^G_{\alpha_1,\cdots,\alpha_n}(\{\phi^a\}, \{\Delta |V_i\rangle \eta^\alpha_i\}, \{|V_i^\prime\rangle \bar{\eta}^\alpha_i\}) \quad (79)$$

as a coefficient of the products of the external fields $\phi^{i_1}_{F_1} \cdots \phi^{i_n}_{F_n}$.
3.3 Examples

We give some examples of calculation of amplitudes. For tree amplitudes, we have already given the simplest example of the calculation of 4-point amplitude in eqs. (66) and (67). Here we give a few examples of 1-loop amplitudes.

The 1-loop 1-point amplitude

There is only one kind of graph $G_1$ which is relevant to the 1-loop 1-point amplitude. Following the argument given in the previous subsection, we have

\[ \mathcal{F}^{G_1}(\Phi^1) = \sum_I \langle \Phi^1, \Delta|V_I\rangle \eta_I, |V_I\rangle \tilde{\eta}_I \]
\[ = \phi_{F^1}(p_1) \left( \sum_I \int \frac{d^{26}p}{(2\pi)^{26}} \langle |F^1, p_1\rangle, \Delta|V_I, p\rangle \star |V_I', -p\rangle \rangle \right) \]

(80)

where in the second line we have expressed the momentum explicitly. Thus, the amplitude is given by

\[ A_{G_1}^{\phi^1}(p_1) = \sum_I \int \frac{d^{26}p}{(2\pi)^{26}} \langle |F^1, p_1\rangle, \Delta|V_I, p\rangle \star |V_I', -p\rangle \rangle. \]

(81)

Note that the amplitude vanishes for $p_1 \neq 0$ from the conservation of momentum.

![Simple 1-loop diagrams](image)

Figure 4: simple 1-loop diagrams

The 1-loop 2-point amplitude (1)

We consider the contribution of the 1-loop 2-point amplitude with two external lines placed at the different side of the world-sheet. In this case, we have only one diagram $G_2^{(1)}$ and the contribution of the diagram is given by

\[ \mathcal{F}^{G_2^{(1)}}(\Phi^1, \Phi^2) = \sum_I \left( \Delta|V_I\rangle \eta_I \star \Phi^1, \Delta(|V_I\rangle \tilde{\eta}_I \star \Phi^2) \right) \]
\[ = \phi_{F^1}(p_1) \phi_{F^2}(p_2) \]
\[ \times \left( \sum_I (-1)^{\phi_I(|V_I|)} \int \frac{d^{26}p}{(2\pi)^{26}} \langle |F^1, p_1\rangle, \Delta(|V_I', -p\rangle \star |F^2, p_2\rangle) \rangle \right) \]

(82)
where \(|\phi_F| = |\phi_{F1}^1| = |\phi_{F2}^2|\). Note that \(\mathcal{F}^{(i)}_{G_2^i}(\Phi^1, \Phi^2) = 0\) if \((-1)^{\phi_{F1}^1 + |\phi_{F2}^2|} = -1\).

The 1-loop 2-point amplitude (2) We consider the 1-loop 2-point amplitude with two external lines placed at the same side. In this case, there are three relevant diagrams \(G_2^{(2, i)}\), \(G_2^{(2, ii)}\) and \(G_2^{(2, iii)}\). Each diagram is calculated as

\[
\mathcal{F}^{G_2^{(2, i)}}(\Phi^1, \Phi^2) = \sum_I \langle \Delta(\Phi^1 \star \Phi^2), \Delta|V_I\rangle \eta_I \star |V_I^\prime \rangle \nonumber \\
= \phi_{F1}^1 \phi_{F2}^2 \sum_I \langle \Delta(|F^1| \star |F^2|), \Delta|V_I\rangle \star |V_I^\prime \rangle \nonumber \\
= \phi_{F1}^1 \phi_{F2}^2 \mathcal{A} \sum_I \langle \Delta(|F^1| \star |F^2|), \Delta|V_I\rangle \star |V_I^\prime \rangle \nonumber \\
\]

The contribution of each diagram to the amplitude is given as the coefficient of \(\phi_{F1}^1 \phi_{F2}^2\).

To summarize, the 1-loop 2-point amplitude \(A^{1\text{-loop}}_{\phi_{F1}^1 \phi_{F2}^2}\) is given by summing up the contribution from the diagrams \(G_2^{(1)}, G_2^{(2, ii)}, G_2^{(2, iii)}\) and \(G_2^{(2, ii)}\) as

\[
\sum_{\{G_2^{(1)}, G_2^{(2, ii)}, G_2^{(2, iii)}\}} \mathcal{F}^{G_2}(\Phi^1, \Phi^2) = \phi_{F1}^1 \phi_{F2}^2 \mathcal{A}^{1\text{-loop}}_{\phi_{F1}^1 \phi_{F2}^2}. \nonumber \\
\]

4 Gauge invariance of the on-shell amplitudes

By using the explicit representation of amplitudes given in the previous section, we discuss the properties of on-shell amplitudes and prove that any on-shell amplitude, i.e., the amplitude with all external string fields satisfy \(Q \Phi^e = 0\), is determined independently of gauge choices of propagators. We also show that if at least one of the external string field is exact state \((\Phi^a = QA)\) the amplitude vanishes.

4.1 Tree amplitudes

We consider the general n-point tree amplitudes. For the discussion of gauge invariance of on-shell amplitudes, we in particular specify the set of diagrams whose external string fields are placed in a particular circular permutation. We write the contribution of such a set of
diagrams to the amplitudes as

\[ \mathcal{A}_{\text{tree}}^{\text{cyclic}}(\Phi^1, \Phi^2, \ldots, \Phi^n) = \sum_{\{G^\text{tree}\}_n} \mathcal{F}_{\text{tree}}^{G^\text{tree}}(\Phi^1, \Phi^2, \ldots, \Phi^n)_\Delta \]  

(87)

where the sum in the right-hand side is taken for all the \(n\)-point diagrams with external fields placed in, e.g., counter-clockwise order of \(\{\Phi^1, \Phi^2, \ldots, \Phi^n\}\). Note that in this section, we explicitly specify the propagator \(\Delta\) we use to calculate the amplitudes. From the definition, we have

\[ \mathcal{A}_{\text{tree}}^{\text{cyclic}}(\Phi^1, \Phi^2, \ldots, \Phi^n)_\Delta = \mathcal{A}_{\text{cyclic}}^{\text{tree}}(\Phi^n, \Phi^1, \ldots, \Phi^{n-1})_\Delta. \]  

(88)

Note that the total \(n\)-point amplitude \(\mathcal{A}^{\text{tree}}\) is given by summing up all permutation of \(\{\Phi^a\}\) as

\[ \mathcal{A}_{\text{tree}}(\Phi^1, \Phi^2, \ldots, \Phi^n)_\Delta = \frac{1}{n!} \sum_{\{a_1,a_2,\ldots,a_n\}} \mathcal{A}_{\text{cyclic}}^{\text{tree}}(\Phi^{a_1}, \Phi^{a_2}, \ldots, \Phi^{a_n})_\Delta. \]  

(89)

\[ = \phi_{F_1}^1 \phi_{F_2}^2 \cdots \phi_{F_n}^n \mathcal{A}_{\text{tree}}^{\text{tree}}(\phi_{F_1}^1, \phi_{F_2}^2, \cdots, \phi_{F_n}^n). \]  

(90)

Now we show that we can represent \(\mathcal{A}_{\text{cyclic}}^{\text{tree}}(\Phi^{a_1}, \ldots, \Phi^{a_n})_\Delta\) explicitly as

\[ \mathcal{A}_{\text{cyclic}}^{\text{tree}}(\Phi^1, \Phi^2, \ldots, \Phi^n)_\Delta = \langle [[\Phi^1, \Phi^2, \ldots, \Phi^{n-1}]]_\Delta, \Phi^n \rangle. \]  

(91)

Here, \([[[\Phi^1, \ldots, \Phi^n]]_\Delta\) is an operation which gives a Grassmann even string field from the \(n\) ordered set of Grassmann odd string fields for a given choice of propagators. The explicit definition is given recursively as follows. For \(n = 2\), the operation is defined independently of \(\Delta\) as

\[ [\Phi_1, \Phi_2]_\Delta = \Phi_1 \star \Phi_2. \]  

(92)

The definition for \(n = k\) is given recursively from the definition for \(2 \leq n \leq k - 1\) as

\[ [\Phi^1, \Phi^2, \ldots, \Phi^k]_\Delta = \Phi^1 \star \Delta[[\Phi^2, \Phi^3, \ldots, \Phi^k]]_\Delta + \Delta[[\Phi^1, \Phi^2, \ldots, \Phi^{k-1}]]_\Delta \star \Phi^k + \sum_{m=2}^{k-2} \Delta[[\Phi^1, \Phi^2, \ldots, \Phi^m]]_\Delta \star \Delta[[\Phi^{m+1}, \ldots, \Phi^k]]_\Delta. \]  

(93)

For example, for \(n = 3\) and \(n = 4\), we have

\[ [1, 2, 3]_\Delta = 1 \star \Delta(2 \star 3) + \Delta(1 \star 2) \star 3, \]  

(94)

\[ [1, 2, 3, 4]_\Delta = 1 \star \Delta(\Delta(2 \star 3) \star 4) + 1 \star \Delta(2 \star \Delta(3 \star 4)) + \Delta(1 \star 2) \star \Delta(3 \star 4) + \Delta(\Delta(1 \star 2) \star 3) \star 4 + \Delta(1 \star \Delta(2 \star 3)) \star 4. \]  

(95)
The operation $[[· · · ]]_\Delta$ gives all the ways of $n$ aligned objects to be completely parenthesized by $n - 2$ pairs of parentheses. Thus each term in $[[\Phi^1, · · · , \Phi^n]]_\Delta$ corresponds to each of the relevant diagrams appearing in the $(n + 1)$-point tree amplitude $A^{\text{tree}}_{\text{cyclic}}$. This means that eq. (91) is in general satisfied. Note that there is a cyclic symmetry

$$\langle [[\Phi^1, \Phi^2, · · · , \Phi^{n-1}]]_\Delta, \Phi^n \rangle = \langle [[\Phi^2, \Phi^3, · · · , \Phi^n]]_\Delta, \Phi^1 \rangle.$$ (96)

The number of terms of $[[\Phi^1, · · · , \Phi^n]]_\Delta$ (or the number of different $(n + 1)$-point diagrams) is known to be given by the $(n - 1)$-th Catalan number $C_{n-1}$ which is given by

$$C_{n-1} = \frac{[2(n-1)]!!}{(n-1)! n!}.$$ (97)

Now we give the two lemmas which are important for proving the gauge invariance of the tree amplitudes.

**Lemma 1** For $n$ Grassmann odd string fields $\Phi^i$ with $Q\Phi^i = 0$,

$$Q[[\Phi^1, \Phi^2, · · · , \Phi^n]]_\Delta = 0.$$ (97)

(proof): For $n = 2$, $Q[[\Phi^1, \Phi^2]] = Q(\Phi^1 \star \Phi^2) = 0$ from the assumption and the property of $Q$ for the star product: $Q(A \star B) = QA \star B + (-1)^{|A|} A \star QB$. If we assume the equation is satisfied for $2 \leq n \leq k - 1$, then from eq. (93) and the relation $\{\Delta, Q\} = 1$ (abbreviated form of eq. (33)),

$$Q[[\Phi^1, \Phi^2, · · · , \Phi^k]] = -\Phi^1 \ast [[\Phi^2, · · · , \Phi^k]] + [[\Phi^1, · · · , \Phi^{k-1}]] \ast \Phi^k$$

$$+ \sum_{m=2}^{k-2} ([[\Phi^1, · · · , \Phi^m]] \ast \Delta[[\Phi^{m+1}, · · · , \Phi^k]] - \Delta[[\Phi^1, · · · , \Phi^m]] \ast [[\Phi^{m+1}, · · · , \Phi^k]]).$$ (98)

By using eq. (93) again, we can show that the equation vanishes. ■

**Lemma 2** For $n$ Grassmann odd string fields $\Phi^i$ with $Q\Phi^i = 0$,

$$[[\Phi^1, \Phi^2, · · · , \Phi^n]]_\Delta = Q\epsilon([[\Phi^1, · · · , \epsilon\Lambda^a, · · · , \Phi^n]]_\Delta)$$ (99)

if $\Phi^a = Q\Lambda^a$ for $3\Phi^a$. Here $\epsilon$ and $\bar{\epsilon}$ are Grassmann odd parameters with $\epsilon\bar{\epsilon} = 1$.

(proof): We assume $a = 1$, i.e., $\Phi^1 = Q\Lambda^1$. Then for $n = 2$, $[[\Phi^1, \Phi^2]] = Q\Lambda^1 \ast \Phi^2 = Q\epsilon([[\epsilon\Lambda^1, \Phi^2]])$. If we assume the statement is satisfied for $2 \leq n \leq k - 1$, then, as in the
case of lemma 1, we can prove the statement for \( n = k \) by using the relations eq.(93) and \( \{\Delta, Q\} = 1 \) appropriately. For the case of \( \Phi^a = Q\Lambda^a \) with \( a \neq 1 \), we can prove the statement similarly.

From the lemma 2, we immediately show that any on-shell tree amplitude vanishes if at least one of the external states is unphysical (exact) state:

**Theorem 1** For \( n \) external string fields \( \Phi^i \) with \( Q\Phi^i = 0 \),

\[
A_{\text{tree}}(\Phi^1, \Phi^2, \cdots, \Phi^n)_\Delta = 0
\]  
(100)

if \( \Phi^a = Q\Lambda \) for \( \exists \Phi^a \).

Furthermore, we have the following theorem ensuring the gauge invariance of the on-shell tree amplitudes.

**Theorem 2** For \( n \) string fields \( \Phi^i \) with \( Q\Phi^i = 0 \),

\[
A_{\text{tree}}(\Phi^1, \Phi^2, \cdots, \Phi^n)_{\Delta} = A_{\text{tree}}(\Phi^1, \Phi^2, \cdots, \Phi^n)_{\Delta_0}.
\]  
(101)

Here \( \Delta_0 = b_0/L_0 \) is the propagator for Siegel gauge and \( \Delta \) is that for another arbitrary gauge. The propagators \( \Delta_0 \) and \( \Delta \) are related to each other by \( \Delta = \Delta_0 + QX - XQ \) (abbreviated form of eq.(38)). The proof of this theorem is almost straightforward with the above two lemmas. First, from the lemma 1, we have

\[
[[\Phi^1, \Phi^2, \cdots, \Phi^{n-1}]]_{\Delta_0 + QX - XQ} = [[\Phi^1, \Phi^2, \cdots, \Phi^{n-1}]]_{\Delta_0 + QX}.
\]  
(102)

Then, we expand the right-hand side with respect to the order of \( QX \). The terms including at least one \( QX \) can be collected as the sum of the form \( [[\Psi^1, \cdots, \Psi^k]]_{\Delta_0} \) with \( k < n-1 \) where \( \Psi^i \) is equal to one of \( \Phi^a \) or can be written as the form \( QX[[\Psi^{a_1}, \cdots, \Psi^{a_j}]]_{\Delta_0} \). Since any such \( [[\Psi^1, \cdots, \Psi^k]]_{\Delta_0} \) includes at least one \( \Psi^i = QX[\cdot \cdot \cdot] \), it can be written as \( [[\Psi^1, \cdots, \Psi^k]]_{\Delta_0} = Q[\cdot \cdot \cdot] \) from lemma 2. Thus,

\[
[[\Phi^1, \Phi^2, \cdots, \Phi^{n-1}]]_{\Delta} = [[\Phi^1, \Phi^2, \cdots, \Phi^{n-1}]]_{\Delta_0} + Q\text{-exact terms}
\]  
(103)

and

\[
\langle [[\Phi^1, \Phi^2, \cdots, \Phi^{n-1}]]_{\Delta}, \Phi^n \rangle = \langle [[\Phi^1, \Phi^2, \cdots, \Phi^{n-1}]]_{\Delta_0}, \Phi^n \rangle.
\]  
(104)

We thus have proved the gauge invariance of on-shell amplitudes (theorem 1) and the decoupling of the on-shell unphysical amplitudes for general tree amplitudes (theorem 2).
4.2 Loop amplitudes

Now we discuss the gauge invariance of general on-shell loop amplitudes and prove the same statements as the two theorems for tree amplitudes.

In the case of tree amplitudes, the essential properties for the proof of gauge invariance are the relations \( \{ \Delta, Q \} = 1 \) and \( Q(A \star B) = QA \star B + (-1)^{|A|} A \star QB \) satisfied for any string fields \( A \) and \( B \). With these properties, each \( Q \) appearing in a diagram (from \( \Phi^a = QA \) or from \( \Delta = \Delta_0 + QX - XQ \)) can be transmitted beyond the propagators and the star products in each diagram. By summing up all the contributions from relevant diagrams, we see that the contributions from the diagrams which include at least one \( Q \) cancel among them.

The cancellation properties used for loop diagrams are essentially the same as for the case of tree amplitudes explained in the previous subsection indirectly by using the \([\cdots]\) operation. Note, however, that for loop amplitudes, we need to use the following additional property for the cancellation of diagrams:

\[
Q \left( \sum_I \Delta |V_I\rangle \star |V'_I\rangle \right) = \sum_I |V_I\rangle \star |V'_I\rangle = 0. \tag{105}
\]

This property ensures that the operation of \( Q \) on the ‘tadpole’ diagram vanishes. A formal proof of eq.(105) is given in Appendix A.

We also summarize the structure of the cancellation properties of diagrams in Appendix A. Note that the similar argument has been given in ref. [16].

Consequently, we have the following general theorem which can be applied to any tree or loop amplitude. (In the case of tree amplitudes, the theorem reduces to theorems 1 and 2.)

**Theorem 3** For \( n \) external string fields \( \Phi^i \) with \( Q\Phi^i = 0 \),

\[
\mathcal{A}_{\{G_T\}}^{k\text{-loop}}(\Phi^1, \Phi^2, \cdots, \Phi^n) \Delta = \mathcal{A}_{\{G_T\}}^{k\text{-loop}}(\Phi^1, \Phi^2, \cdots, \Phi^n) \Delta_0. \tag{106}
\]

Furthermore, if \( \Phi^a = QA \),

\[
\mathcal{A}_{\{G_T\}}^{k\text{-loop}}(\Phi^1, \Phi^2, \cdots, \Phi^n) \Delta = 0. \tag{107}
\]
Here \( \{G_T\} \) represents a set of all diagrams which have the same world-sheet topology with \( n \) external fields and \( \mathcal{A}^{k\text{-loop}}_{\{G_T\}} \) represents the sum of the contributions from all the diagrams in \( \{G_T\} \). For the tree amplitudes \( (k = 0) \), \( \{G_T\} \) consists of diagrams with external fields in a certain cyclic order and the statement obviously coincides with theorem 1 and 2. For the one-loop amplitudes, \( \{G_T\} \) is specified by the numbers and cyclic orders of fields at the two boundaries of the world-sheet. For example, for 1-loop 2-point diagrams, \( \{G_T^2\} = \{G_2^{(2,i)}, G_2^{(2,ii)}, G_2^{(2,iii)}\} \) (or \( \{G_T^1\} = \{G_2^{(1)}\} \)) if the two external fields are at the same side (or the opposite side) of the boundary. Note that the \( k \)-loop \( n \)-point amplitude is given by summing up all the relevant \( \mathcal{A}^{k\text{-loop}}_{\{G_T\}} \) as \( \sum_T \mathcal{A}^{k\text{-loop}}_{\{G_T\}} \).

The above theorem ensures that the on-shell amplitudes are consistently calculated for any consistent linear gauge fixing condition represented by eq.(7). Furthermore, the on-shell amplitude with at least one unphysical state as an external state vanishes. Thus, when we calculate the on-shell amplitudes by using a particular gauge whose propagator is given by \( \Delta \), we do not have to specify the gauges of external states, though we naturally have to use the same propagator \( \Delta \) for all the internal lines.

## 5 Summary and Discussions

We have analyzed the perturbation theory of the cubic string field theory for general gauge fixing conditions represented by a linear equation \( \text{bpz}O\Phi = 0 \) for the string fields \( \Phi \). We have given a general prescription for obtaining the propagators \( \Delta \) from the gauge fixed action \( S_{GF} \) for each gauge and have found the general properties of the propagators. Explicitly, we showed that the propagators in general should satisfy the properties

\[
\text{bpz}(\Delta^{(4-n)}) = \Delta^{(n)}, \quad \Delta^{(n-1)}\Delta^{(n)} = 0, \quad Q\Delta^{(n)} + \Delta^{(n+1)}Q = 1
\]

on the space of ghost number \( n \) states. Here, \( Q\Delta^{(n)} \) and \( \Delta^{(n+1)}Q \) are projection operators of the space. We also showed that the general form of the propagators is given by

\[
\Delta^{(n)} = \mathcal{O}^{(n)} \text{bpz}(\tilde{A}^{(-n+3)})Q\tilde{A}^{(n-1)} \text{bpz}(\mathcal{O}^{(-n+4)})
\]

where \( \tilde{A}^{(n)} \) is in principle given as inverse of the operator \( T^{(n)} (= Q\mathcal{O}^{(n)} + \text{bpz}\mathcal{O}^{(3-n)}Q) \). Then, by assigning the parameters with appropriate Grassmann parity to the 2-string vertices \( |V_2\rangle_{12} \), we fixed the possible sign ambiguities which might appear in the calculation of a
Feynman diagram and established a consistent method for calculating the amplitudes. It can be said that the consistency of this method of calculation of amplitudes has been confirmed since we proved the gauge invariance of general on-shell amplitudes and the decoupling of on-shell unphysical amplitudes.

As we have explained in section 3, the sign ambiguities we had to overcome for the calculation of amplitudes originated mainly from the fact that we have assigned the ghost number zero to the SL(2, R) invariant vacuum |0⟩. We may be able to give more straightforward method of calculation if we assign −\frac{3}{2} to |0⟩ from the beginning since this assignment of ghost number is natural from the viewpoint of the ghost number current. It would be instructive to establish an alternative method of calculating the amplitudes based on this assignment of ghost number and reinvestigate the properties of inner products or star products of string field theory in an algebraic point of view.

To prove the gauge invariance of on-shell amplitudes, we highly used the property \{Q, \Delta\} = 1. We have to be careful that this relation can be applied for the state with \(L_0 \neq 0\). We may be lead to an incorrect result by an abuse of this relation. For example, if we carelessly inserted 1 = \{Q, \Delta\} in front of \(\langle \Phi_1, \cdots, \Phi_{n-1} \rangle\) in eq.(91) in the case of \(Q\Phi^i = 0\) (\(i = 1, \cdots, n\)), we would have the result

\[
\langle (Q\Delta + \Delta Q)\langle \Phi_1, \Phi_2, \cdots, \Phi_{n-1} \rangle \Delta, \Phi^n \rangle = \langle Q\langle \Phi_1, \Phi_2, \cdots, \Phi_{n-1} \rangle \Delta, \Phi^n \rangle = 0
\]

from lemma 1, and we would be lead to the wrong conclusion that any on-shell tree amplitude should vanish.

One reason why the propagators are not defined for \(L_0 \neq 0\) is that the gauge symmetry is not properly fixed in general for \(L_0 = 0\). For example, for Siegel gauge, this can be seen as follows. Suppose a state \(|f\rangle\) satisfies the Siegel gauge condition \(b_0|f\rangle = 0\) and the on-shell condition \(L_0|f\rangle = 0\). Then, the state \(Q|f\rangle\), if it is non-vanishing, satisfies the gauge condition \(b_0Q|f\rangle = 0\) since \(\{b_0, Q\} = L_0\). This means that there exists a gauge transformation \(|f\rangle_{n+1} \rightarrow |f\rangle_{n+1} + Q|f\rangle\) which transforms a state \(|f\rangle_{n+1}\) within the bounds of the Siegel gauge condition. Note that we considered the linear (\(g = 0\)) part of the gauge transformation.

For general gauge conditions, the operator \(T^{(n)}\) defined by eq.(25) plays the same role as \(L_0\) for Siegel gauge. In fact, for a general gauge condition, if we have a state \(|f\rangle\) satisfying \(O^{(n)}|f\rangle = 0\) and the ‘on-shell condition’ for the gauge \(T^{(n)}|f\rangle = 0\), the gauge transformation \(|f\rangle_{n+1} \rightarrow |f\rangle_{n+1} + Q|f\rangle\) transforms a state \(|f\rangle_{n+1}\) within the bounds of
the gauge condition \( \text{bpz}(O^{(3-n)})|f\rangle_{n+1} = 0 \) since \( \text{bpz}(O^{(3-n)})Q|f\rangle_n = 0 \). Furthermore, the propagator \( \Delta \) for general gauge given by eq. (37) includes \( \tilde{A} \) which is given as the ‘inverse’ of the operator \( T \) as in eq. (26).

Thus we see that the operator \( T^{(n)} \) gives the on-shell condition corresponding to the gauge condition we take. The representation of \( T^{(n)} \) may differ according to the representation of \( O^{(n)} \), e.g., \( O^{(n)} = O^{(n)}g_{0}b_{0} \) or \( O^{(n)} = O^{(n)}C^{(n-1)}B^{(n)} \) as explained in section 2. The convenient choice of \( C^{(n-1)}B^{(n)} \) should be related to the choice of the convenient conformal frame for the gauge condition. To analyze the structure of \( Q \)-cohomology in a given conformal frame, it would be instructive to decompose \( Q \) by using the appropriate basis of the state space in that frame as we write \( Q \) using the modes \( b_{m}, c_{m}, \) and \( L_{m} \) obtained by the expansion of \( b(z), c(z), \) and \( T_{zz}(z) \) with respect to \( z \).

It would be interesting to have the world-sheet interpretation of propagators and of the amplitudes for general gauges. Since the operator \( T^{(n)} \) plays the role of \( L_{0} \) for each gauge, it may be natural to represent the propagator by using the Schwinger representation \( \frac{1}{T^{(n)}} \sim \int_{0}^{\infty} ds e^{-st^{(n)}} \). For such an analysis, it may be convenient to find a suitable representation of vertex operators for each gauge.

In this paper, we have proved the theorem which ensures the gauge invariance of on-shell amplitudes, which is the extremely natural property for a well-defined quantum field theory. For a string field theory, however, we do not know the consistent method of defining the time coordinate and we have not succeeded in the canonical quantization. Since we have shown that the general gauge invariance property holds for string field theory, we may expect that the other fundamental properties like the Ward-Takahashi identity are also found for string field theory.
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Appendix A  Properties of the amplitudes

A.1 Cancellation properties for the diagrams through the operation of $Q$

We summarize the cancellation properties of different diagrams caused by the operation of $Q$. First, we note that the $Q$ operation on the star product and on the propagator is given by

$$Q\epsilon(A \star B) = Q\epsilon A \star B + A \star Q\epsilon B$$  \hspace{1cm} (A.1)

and

$$[Q\epsilon, \Delta] = -\epsilon.$$ \hspace{1cm} (A.2)

Here we assign the Grassmann odd parameter $\epsilon$ after each $Q$ and treat $Q\epsilon$ as a single Grassmann even operator. Then we can depict these operations without ambiguities of signs as in Figures 6 and 7. In the figures, the arrows mean the direction of the operation of $Q\epsilon$ and the dashed line means the collapsed propagator.

![Figure 6: $Q$ operation on the star product: eq.(A.1)](image)

![Figure 7: $Q$ operation on the propagator: eq.(A.2)](image)

From these properties, we derive the relation which is satisfied for general Grassmann odd string fields $\Phi^A$, $\Phi^B$ and $\Phi^C$:

$$Q\epsilon \left( \Delta(\Phi^A \star \Phi^B) \star \Phi^C + \Phi^A \star \Delta(\Phi^B \star \Phi^C) \right)$$

$$= \Delta(Q\epsilon\Phi^A \star \Phi^B) \star \Phi^C + \Delta(\Phi^A \star Q\epsilon\Phi^B) \star \Phi^C + \Delta(\Phi^A \star \Phi^B) \star Q\epsilon\Phi^C$$

$$+ Q\epsilon\Phi^A \star \Delta(\Phi^B \star \Phi^C) + \Phi^A \star \Delta(Q\epsilon\Phi^B \star \Phi^C) + \Phi^A \star \Delta(\Phi^B \star Q\epsilon\Phi^C).$$  \hspace{1cm} (A.3)
Note that we have used the cancellation of the two diagrams obtained after the collapse of propagator of each diagrams represented by the following trivial equation

$$\epsilon(\Phi^A \star \Phi^B) \star \Phi^C + \Phi^A \star \epsilon(\Phi^B \star \Phi^C) = 0.$$  \hfill (A.4)

These properties are depicted in Figures 8 and 9.

![Figure 8: eq.(A.3)](image1)

![Figure 9: eq.(A.4)](image2)

We take the inner product between both sides of eq. (A.3) and another Grassmann odd string field \( \Phi \) which is written as \( \Phi = Q\Lambda = (Q\epsilon)(\tilde{\epsilon}\Lambda) \). Here we insert two Grassmann odd parameters \( \epsilon \) and \( \tilde{\epsilon} \) with the property \( \epsilon\tilde{\epsilon} = 1 \). Then the result becomes

\[
\langle \Phi, \Phi^A \star \Delta(\Phi^B \star \Phi^C) \rangle + \langle \Phi, \Delta(\Phi^A \star \Phi^B) \star \Phi^C \rangle = -\langle \tilde{\epsilon}\Lambda, Q\epsilon\Psi^A \star \Delta(\Phi^B \star \Phi^C) \rangle - \langle \tilde{\epsilon}\Lambda, \Psi^A \star \Delta(Q\epsilon\Phi^B \star \Phi^C) \rangle - \langle \tilde{\epsilon}\Lambda, \Psi^A \star \Delta(\Phi^B \star Q\epsilon\Phi^C) \rangle
\]
\[-\langle \bar{\epsilon} \Lambda, Q \epsilon \Phi^A \Delta (\Phi^B \Phi^C) \rangle - \langle \bar{\epsilon} \Lambda, \Phi^A \Delta (Q \epsilon \Phi^B \Phi^C) \rangle - \langle \bar{\epsilon} \Lambda, \Phi^A \Delta (\Phi^B \epsilon \Phi^C) \rangle. \tag{A.5}\]

The minus signs in front of all the terms in the right-hand side are due to the relation
\[bpz Q = -Q \quad \text{(or) \quad bpz} (Q \epsilon) = -(Q \epsilon). \tag{A.6}\]

Similarly, by taking the inner product between eq.(A.4) and an arbitrary Grassmann odd string field \( \Phi^D \), we have the relation
\[\langle \Phi^A \Phi^B, \epsilon (\Phi^C \Phi^D) \rangle + \langle \Phi^D \Phi^A, \epsilon (\Phi^B \Phi^C) \rangle = 0. \tag{A.7}\]

This is the essential relation which represents the structure of cancellation between s and t diagrams with propagators replaced by \(-\epsilon\) caused by the operation of \(Q\). (See Figure 10)
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Figure 10: cancellation of two diagrams collapsed from s and t diagrams: eq.(A.7)

The above properties ensure that the contributions from the diagrams including the collapsed propagators by \(Q\) are canceled in the set of diagrams which correspond to topologically equivalent world-sheet with insertions of external string fields. Note that the \(Q\) in consideration is originated from the external field of the form \(\Phi^a = Q \Lambda\) or from the difference between the propagator and that of the Siegel gauge \(\Delta - \Delta_0 = QX - XQ\). Thus, for the on-shell amplitudes with all external fields vanishing with respect to \(Q\) as \(Q \Phi^i = 0\), the contributions from the diagrams including \(Q\) are completely cancelled among themselves and the statement of theorem 3 is satisfied. Note that for loop amplitudes, eq.(105) is important for proving the theorem.

A.2 A proof of eq.(105)

We give a formal proof of the relation eq.(105):
\[Q \left( \sum_i \Delta |V_i\rangle \Phi^i \right) = \sum_i |V_i\rangle \Phi^i = 0.\]
Here, $|V_I⟩$ and $|V'_I⟩$ are the first and second components of the 2-string vertex $|V_2⟩_{12}$ of eq.(68). The first equality is verified by using the properties eqs.(A.1), (A.2) and (63). The second equality is proved for example by applying the operators $b_n - (-1)^n b_{-n} (\equiv B_n)$ and $c_n + (-1)^n c_{-n} (\equiv C_n)$ as $\mathcal{O}$ in the relation eq.(65). Since $B_n$ and $C_n$ act as derivative operators for the star product like $Q$ in eq.(A.1) [21], we have $B_n(\sum_I |V_I⟩ \star |V'_I⟩) = 0$ and $C_n(\sum_I |V_I⟩ \star |V'_I⟩) = 0$ for $n \in \mathbb{Z}$. Thus $b_{-n}$ and $c_{-n}$ should appear in the combination of $(1 + (-1)^n c_{-n} b_{-n})$ in $\sum_I |V_I⟩ \star |V'_I⟩$. Since $\sum_I |V_I⟩ \star |V'_I⟩$ has ghost number 3, we conclude $\sum_I |V_I⟩ \star |V'_I⟩ = 0$.
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