The Critical Properties of the Ising Model in Hyperbolic Space
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The Ising model exhibits qualitatively different properties in hyperbolic space in comparison to its flat space counterpart. Due to the negative curvature, a finite fraction of the total number of spins reside at the boundary of a volume in hyperbolic space. As a result, boundary conditions play an important role even when taking the thermodynamic limit. We investigate the bulk thermodynamic properties of the Ising model in two and three dimensional hyperbolic spaces using Monte Carlo and high and low-temperature series expansion techniques. To extract the true bulk properties of the model in the Monte Carlo computations, we consider the Ising model in hyperbolic space with periodic boundary conditions. We compute the critical exponents and critical temperatures for different tilings of the hyperbolic plane and show that the results are of mean-field nature. We compare our results to the ‘asymptotic’ limit of tilings of the hyperbolic plane: the Bethe lattice, explaining the relationship between the critical properties of the Ising model on Bethe and hyperbolic lattices. Finally, we analyze the Ising model on three dimensional hyperbolic space using Monte Carlo and high-temperature series expansion. In contrast to recent field theory calculations, which predict a non-mean-field fixed point for the ferromagnetic-paramagnetic phase-transition of the Ising model on three-dimensional hyperbolic space, our computations reveal a mean-field behavior.

I. INTRODUCTION

The critical properties of a statistical mechanics model on curved space can be drastically different from its flat-space counterpart [1]. In particular, statistical mechanics on negatively curved hyperbolic space has attracted much attention. First, they are relevant for quantum field theories in curved space-time [2] and serve as means to separate the roles of geometric curvature and topological defects [1]. Second, they arise in condensed matter settings as toy models for amorphous solids or exotic liquid crystalline structures [3–5]. Third, hyperbolic spaces arise in quantum information theory as natural candidates for encoding quantum information with toric codes. This is because a toric code on hyperbolic space encodes a larger number of logical qubits than a flat-space counterpart for the same number of physical qubits [6, 7].

An essential consequence of negative curvature in a hyperbolic space is the exponential growth of the volume with an associated linear dimension. This leads to the expectation that the space is effectively infinite-dimensional and the critical properties of any statistical mechanical model will be effectively mean-field. At first sight, this might lead to the impression that the thermodynamical properties of the hyperbolic-space statistical model can be straightforwardly inferred from its flat-space counterpart. However, this is not true and the physics is qualitatively different due to the curvature of the embedding space. For instance, in contrast to the euclidean-space counterpart, the order-disorder phase-transition of the XY model on a 2D hyperbolic plane is driven by the fluctuations of topological defects, while the infrared properties of the spin-wave fluctuations are well-behaved [1]. Critical statistical mechanical systems show exponential decay of correlations [8] and new-phases with broken translational invariance can arise, which are absent in the flat-space counterparts. Mathematical proofs for the existence of such phases exist for models describing percolation [9–11] and ferromagnetic Ising models [12, 13].

For the ferromagnetic Ising model on a hyperbolic plane, high and low-temperature expansion had obtained mean-field exponents for susceptibility and magnetization [14]. Interestingly, the transition temperature, obtained from the series expansion calculations for a self-dual lattice was different from that of the 2D square-lattice Ising model. Since the Kramers-Wannier duality [15] also holds for self-dual hyperbolic lattices, assuming convergence of the series up to the critical point, this indicates the existence of a second phase-transition at a temperature related by the duality relation [see below, Eq. (2)]. Indeed, the existence of this second phase-transition for a hyperbolic plane with free boundary condition was later proved [12, 13, 16]. This phase-transition separates the low temperature, purely ferromagnetic phase from an intermediate phase. In this intermediate phase, the system has broken translational invariance, where there are infinitely many, infinitely large clusters of magnetized spins. These clusters survive in the thermodynamic limit purely due to the negative curvature of the embedding space and cannot arise in ordinary euclidean space [17]. Further increase of temperature eventually causes the system to transition from the intermediate phase to the high temperature, disordered phase. It is this latter phase-transition that was found using series expansion methods. Additional evi-
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ations, we perform these simulations on a hyperbolic plane with periodic boundary conditions [21]. We concentrate on the self-dual $\{5,5\}$ lattice, which is a tiling of the hyperbolic plane with regular pentagons (see Fig. 1). We concentrate on this lattice since it captures all the qualitatively different physics of curved space. We compute the critical exponents and critical temperature as the system transitions to the ferromagnetic phase. A hyperbolic plane with periodic boundary conditions is a manifold with genus $\gg 1$. As a result, the finite size scaling is nontrivial and provides additional insight into the fundamental differences between statistical mechanical models defined on spaces with zero and negative curvature. We find that the universal critical exponents for the different thermodynamic quantities are close to the mean-field predictions. To lend additional credence to the above findings, we perform high and low temperature series expansion of various thermodynamic quantities. Performing this analysis, we find results that are close to our Monte Carlo predictions and confirm the mean-field nature of the transition. We perform the Monte Carlo analysis of the Ising model on the $\{5,3,5\}$ lattice with periodic boundary condition, the latter being a tiling of 3D space with pentagonal dodecahedrons. Then, we compute the susceptibility exponents for the $\{5,3,4\}$ and $\{5,3,5\}$ lat-
tices using high-temperature series expansion. We also consider a 3D analogue of the Bethe lattice which has Schläfli symbol $\{5,3,6\}$.

Subsequently, we also compute the critical temperature and the critical exponents using Monte Carlo and series expansion for lattices with different curvatures and compare our results for the different hyperbolic lattices to the Bethe lattice. We explain the relation between ferromagnetic-paramagnetic phase-transitions of the Ising model on hyperbolic lattices and those on the Bethe lattice, the latter being the limit where the number of edges of the polygons tiling the hyperbolic lattice is taken to infinity. Although not the point of the paper, we mention that we provide the high temperature series for several lattices not analyzed before, going up to $O(v^{24})$, where $v = \tanh(\beta J)$. Here, $\beta$ is inverse temperature and $J$ is the ferromagnetic coupling.

The last part of this work is devoted to the analysis of the Ising model in 3D hyperbolic space. Recent field theory calculations [22, 23] using 1/N expansion predict deviations from mean-field exponents for the Ising model in 3D hyperbolic space [8]. This result is remarkable since the basic intuition for critical properties of a statistical mechanical model in hyperbolic space being mean-field – that the hyperbolic space acts like an infinitely connected lattice – is even more valid in 3D compared to 2D since the number of neighbors of each spin is higher. Previous calculations using series expansion or corner-transfer-matrix renormalization group have all been done for 2D hyperbolic Ising models. In this part of the work, we calcu-
late the bulk critical properties of the model in 3D hy-
perbolic space with Monte Carlo and high-temperature series expansion technique. Our results, in contrast to the field theory calculations, reveal a mean-field nature of the transition. We perform the Monte Carlo analysis of the Ising model on the $\{5,3,5\}$ lattice with periodic boundary condition, the latter being a tiling of 3D space with pentagonal dodecahedrons. Then, we compute the susceptibility exponents for the $\{5,3,4\}$ and $\{5,3,5\}$ lat-
tices using high-temperature series expansion. We also consider a 3D analogue of the Bethe lattice which has Schläfli symbol $\{5,3,6\}$.

The article is organized as follows. In Sec. II, we ana-
lyze the Ising model on a 2D hyperbolic plane. After a brief summary of the well-known properties of the model, in Sec. II A, we perform Monte Carlo analysis to compute the universal critical exponents and infer the phase-transition point for the $\{5,5\}$ lattice. Then, we compute with high and low-temperature series expansions the sus-
ceptibility and the magnetization in Sec. II B. We find the results of the series-expansion computations to be close to those obtained by Monte Carlo. In Sec. III, we describe the variation of the critical properties with cur-
vature for self-dual lattices and explain the relationship between the critical properties of the Ising model in hyperbolic lattices and in the Bethe lattice. In Sec. IV A, we analyze the properties of the Ising model in 3D hyperbolic space with $\{5,3,5\}$ tiling using Monte Carlo. The high-temperature expansion calculations for the $\{5,3,k\}$ lattices, $k = 4,5,6$ are done in Sec. IV B. Finally, in Sec. V, we provide a concluding summary and outlook.
In Appendix A, we summarize the relevant properties of hyperbolic planes and describe how to tessellate them in the presence of periodic boundary condition. Appendix B provides additional details on the high-temperature series expansion. Appendix C provides a general derivation of the Kramers-Wannier duality.

II. THE ISING MODEL ON A 2D HYPERBOLIC PLANE

Consider a regular tiling of the hyperbolic plane, denoted by \{r, s\}. Here, r denotes the number of sides of the polygon and s the coordination number of each site (more details in Appendix A). Note that for \( r = s \) the lattice is self-dual; the case \( r = s = 5 \) is shown in Fig. 1. The Hamiltonian for the ferromagnetic Ising model on the hyperbolic plane is defined by

\[
H = -J \sum_{\langle i, j \rangle} \sigma_i \sigma_j,
\]

where the spins \( \sigma_i = \pm 1 \) reside on the vertices of the lattice and any two spins connected by an edge interact with each other with a coupling \( J > 0 \).

For either free, fixed or periodic boundary conditions, for temperatures \( T \gg J \), the system is in a disordered, paramagnetic phase. Upon lowering the temperature, the system undergoes a phase-transition at a critical temperature, denoted by \( T_c \), to a magnetically ordered phase. For free boundary conditions, in contrast to the euclidean space Ising model, this phase has broken translational invariance and is characterized by infinitely many clusters of magnetized spins. The survival of these clusters in the thermodynamic limit is due to the negative curvature of the hyperbolic plane, which allows an infinite number of these clusters to be squeezed within the plane. For free boundary conditions, upon further lowering of the temperature, at a temperature \( T \), the system undergoes another phase-transition, where a single cluster of magnetized spins covers the entire hyperbolic plane and translational invariance is restored. The two temperatures, \( T_c, T \), are related to one another by the Kramers-Wannier duality relation:

\[
\sinh(2J/T_c) \sinh(2J/T) = 1,
\]

(see Appendix C for a proof of the duality for all self-dual lattices). This qualitative difference between Ising models in absence of external magnetic field for planes with and without curvature can be mathematically formulated in a unified framework using the cluster model, which describes both percolation and Ising models as special cases. The proof for free boundary condition is formulated in terms of the (non-)uniqueness of the Gibbs states [12, 13] and the intuitive explanation is given below. Consider the Gibbs states \( \nu_{\pm}, \nu_f \) for the Ising model with fixed, free boundary conditions. Here, \(+(-)\) refers to the fixed boundary condition case when the boundary spins are fixed to \(+1(-1)\) states. First, consider planes without curvature. In the high-temperature phase \( (T \gg J) \), the Gibbs state is unique: \( \nu_+ = \nu_- = \nu_f \). The average magnetization \( \langle m \rangle \) is zero in this phase and the correlation function \( \langle \sigma_i \sigma_j \rangle_f \) \( \rightarrow 0 \) for \( |i-j| \rightarrow \infty \), the decay to zero being exponential due the presence of a gapped spectrum. On the other hand, in the low-temperature phase \( (T \ll J) \), the Gibbs-state is non-unique \( \nu_+ \neq \nu_- \). However, these two states remain extremal, which means that the Gibbs state with free boundary condition is a symmetric mixture of the two: \( \nu_f = (\nu_+ + \nu_-)/2 \). In this phase, the absolute-value of the magnetization is nonzero and \( \langle \sigma_i \sigma_j \rangle_f \) \( \geq m^2 \). The two phases are separated by a second-order phase-transition. Now, consider the Ising model on the hyperbolic plane. The high-temperature phase \( (T \gg J) \) again has unique Gibbs states. The average internal magnetization is zero and correlations are exponentially damped. Upon lowering the temperature, at \( T_c \), the system magnetizes. However, the Gibbs states, \( \nu_{\pm} \), are no-longer extremal, which leads to \( \nu_f \neq (\nu_+ + \nu_-)/2 \). As a result, there exists a finite fraction of uncorrelated spins, which survive in the thermodynamic limit: \( \langle \sigma_i \sigma_j \rangle_f \rightarrow 0 \), despite there being a finite overall magnetization. Finally, upon further lowering of temperature, at \( T_c \), the system is magnetized as a whole and the extremal nature of the Gibbs states \( \nu_{\pm} \) is restored. This leads to \( \nu_f = (\nu_+ + \nu_-)/2 \) and \( \langle \sigma_i \sigma_j \rangle_f \geq m^2 \). This low-temperature phase is similar to the low-temperature phase of the euclidean space Ising model.

We emphasize that the phase-diagram of the model depends on the different choice of boundary conditions. The existence of the intermediate phase has been proven for free boundary conditions. We do not know if a similar intermediate phase exists for the case of periodic boundary conditions; see Sec. III D for further discussion. Note that, despite the presence of two phase-transitions, the magnetic susceptibility diverges and the magnetization vanishes only at the higher phase-transition temperature \( T_c \). These critical properties of these thermodynamic quantities at this higher temperature phase-transition are analyzed using Monte Carlo and series expansion methods below.

A. Monte Carlo analysis of the critical exponents and temperature

In this subsection, we perform Monte Carlo analysis of the Ising model on the \{5,5\} lattice using the Metropolis algorithm. In order to perform finite-size scaling we perform the numerical analysis for periodic lattices of different size. We compute the average magnetization per spin \( m = M/N \) and the energy per spin \( e = E/N \), where \( M \) is the total magnetization, \( E \) the total energy and \( N \) the number of spins in the lattice. Then, we compute the average absolute susceptibility per spin \( \chi \) and
the specific heat per spin $c$, defined below [24]

$$\chi = \frac{\beta}{N}((M^2) - \langle |M| \rangle^2), \quad (3)$$

$$c = \frac{\beta^2}{N}((E^2) - \langle E \rangle^2), \quad (4)$$

where $\beta = 1/T$ is the inverse temperature and $k_B$ is the Boltzmann constant. The phase-transition point is inferred form the fourth Binder cumulant [25], given by

$$U_4 = 1 - \frac{\langle m^4 \rangle}{3\langle m^2 \rangle^2}. \quad (5)$$

Each Monte Carlo simulation was equilibrated with $10^5$ sweeps of the lattice, where one sweep corresponds to the number of Metropolis updates equal to the number of spins in the lattice. The measurements were performed over $10^6$ sweeps. The simulations were done for lattices with the following number of spins: $N = 360, 1024, 1920, 2304, 6888$ and $11760$. Fig. 2 shows the absolute magnetization per spin, the average energy per spin, the average absolute susceptibility per spin and the specific heat per spin. The error analysis was performed using the bootstrap method [24]. The computed errors in the measured quantities are too small to show in the plots. The maximum of the absolute susceptibility occurs at the same temperature at which the magnetization goes to zero, in this case indicating a transition from a magnetically ordered phase to a disordered, high temperature phase. A crude estimate of the location of this phase-transition point can be obtained with help of the fourth Binder cumulant $U_4$, plotted in the top left panel of Fig. 3.

Accurate estimates of the phase-transition temperature and the critical exponents require finite size system size analysis. In simulations on a finite plane with zero curvature, the divergence of the correlation length is cut off by the linear dimension of the system. From standard homogeneity arguments [24, 25], one can then obtain the ratio of the critical exponents: e.g., from a linear fit of $\ln \chi$ versus $\ln L$, one gets the ratio $\gamma/\nu$, where $\gamma$ and $\nu$ are the critical exponents for the susceptibility and the correlation length and $L$ is the linear system size. Similarly, the ratio $\beta/\nu$ is obtained from the linear fit of $\ln\langle |m| \rangle$ versus $\ln L$, where $\beta$ is the critical exponent for magnetization. The exact numerical values of the exponents and the phase-transition point are extracted by collapsing the data. This situation is different for a hyperbolic plane for following reason. In order to remove boundary effects, we perform the Monte Carlo simulations on a compactified hyperbolic plane, which is a manifold with genus larger than one. The size of the smallest non-contractible loop along different handles this manifold may vary.1 As a

1 Note that this is not in contradiction to the space being isotropic, as several non-contractible loops may run through the same vertex (or the same edge) and these loops may have different lengths.
low-temperature expansions. We do this since the series expansion computations, by design, do not suffer from finite size effects (but have different sources of error, see below). We find the results of these two independent computations to be close to each other, which lends additional credence to our Monte Carlo findings.

Performing this analysis, we find that the critical transition temperature occurs at $T_c/J = 3.93 \pm 0.03$. The critical exponents are $\beta = 0.46 \pm 0.05$ and $\gamma = 1.03 \pm 0.02$. The critical temperature, $T_c$, is close to the two possible candidates for critical temperature given in Ref. [16]. The exponents obtained are close to those for the Ising model within the mean-field approximation. The divergence of the specific heat does not develop as the system size is increased and we expect the critical exponent $\alpha$ to be 0, as expected for a mean-field theory. We note our Monte Carlo results are not exactly the mean-field predictions, despite being close to them. We attribute the deviations to the finite-size scaling done by considering a divergence of a correlation number. Additional support for the mean-field behavior is obtained by high and low temperature series expansion computations, described below.

In this section, we perform high-temperature series expansion of the susceptibility on the infinite lattice. We chose to concentrate on the susceptibility rather than the free energy density as we found the latter harder to analyze. It turns out that it is favourable to perform the high-temperature expansion in the inverse susceptibility. The reason for this is that it can be shown [27] that the only non-trivial contributions come from graphs which have the property that they stay connected if any of their vertices (and the edges attached to it) are being removed. Such graphs are called biconnected graphs and since it is a more restricted class there are fewer of these graphs which simplifies the expansion and allows us to go to much higher orders.

The inverse susceptibility can be expanded in terms of these graphs as

$$\tilde{\chi}^{-1} = 1 + \sum_g c(g) W(g)$$

where the sum is over all graphs, $c(g)$ is the coefficient of $N$ of the number of embeddings of the graph $g$ into the lattice and $W$ is a weight function. For more details and a derivation of Eq. (6) see Appendix B.

1. Analysis of the Series

The coefficients of the susceptibility on the $\{5, 5\}$-lattices are given in Table I. Our results for the high-temperature series expansion agree with [14] who obtained the series for $\{5, 5\}$ up to order 10.

We analyze the series $\tilde{\chi}(v)$ using first-order homogeneous integrated differential approximants (FO-IDA). One reason to choose FO-IDA over simpler methods is that they are known to be less biased towards the lower-order coefficients of the expansion [28]. This is important
here, as the non-trivial contributions come from graphs with at least $r$ edges.

The analysis using FO-IDAs proceeds as follows: We assume that the series $\chi$ is the solution of a first-order differential equation of the form

$$Q_L(v) \frac{d\chi(v)}{dv} + R_M(v) \chi(v) + S_T(v) = 0 \quad (7)$$

where $Q_L$, $R_M$, and $S_T$ are polynomials of degree $L, M$, and $T$, respectively. By equating the series order-by-order with the coefficients of Eq. 7 we obtain a linear system of equations in the coefficients of the polynomials $Q_L$, $R_M$ and $S_T$. It can be shown that for any root $v_c$ of the polynomial $Q_L$, a solution of Eq. 7 has an algebraic singularity of the form $(v - v_c)^{-\gamma}$ [29]. The exponent of the singularity is given by

$$\gamma = \frac{R_M(v_c)}{Q_L'(v_c)}. \quad (8)$$

Generally, the results for $v_c$ and $\gamma$ will depend on the choice of degrees $L$, $M$ and $T$. If we have the series up to order $N$ then we can choose all possible values satisfying $L + M + T \leq N - 2$. Following [28] we exclude approximants if

- a root of $R_M$ is close to $v_c$, giving rise to a small estimate of $\gamma$
- a complex root of $Q_L$ with small absolute value smaller than $v_c$ is close to the real axis

We observe that the convergence of the series is very good, since the approximants for different choices of $L, M$ and $T$ are all close. The mean critical value of $v$ obtained by averaging over 45 approximants is $v_c = 0.25200759 \pm 0.00000006$. This is in agreement with the result obtained by Monte Carlo $[\tanh(1/3.93) \approx 0.249]$. The critical exponent $\gamma$ is found via Eq. 8 and averaged over all approximants. The result of $\gamma = 1.000001 \pm 0.000005$ is again close to the Monte Carlo result and the mean field value $\gamma = 1$.

2. **Comparison to low-temperature series**

To verify that thermodynamic properties only diverge at the higher critical temperature $T_c$, we perform also a low temperature series of the magnetization of the model on the $\{5,5\}$ lattice. In the case of the low temperature expansion, we use an elementary expansion technique. We write the free energy in the presence of a field as the expansion, we use an elementary expansion technique.

$$\frac{1}{N} \ln Z = \frac{\ln(2)}{N} + \frac{q}{2} \beta J + \beta h + \sum_{\{g\}} c(g) u^{n_c} - 2u^\mu. \quad (9)$$

where $q$ is the coordination number, $h$ is the magnetic field and $g$ is any graph on the lattice (including articulated and disconnected graphs). $c(g)$ is the part of the number of embeddings of the graph $g$ into the lattice that is proportional to $N$, and $n_c$ and $n_l$ are the number of vertices and edges of the graph respectively. We note that setting $h = 0$ ($\mu = 1$) we obtain the exact same coefficients as for the high-temperature expansion by exchanging $u \leftrightarrow v$, as predicted by the Kramers-Wannier duality (cf. Appendix C). From Eq. 9 the magnetization is obtained via

$$M = -2\mu \frac{\partial}{\partial \mu} \frac{1}{N} \ln Z. \quad (10)$$

All graphs contributing to the magnetization on the $\{5,5\}$ lattice up to order $u^{19}$ are shown in Fig. 5. Summing up their contributions yields:

$$M = 1 - 2u^5 \mu - 10u^8 \mu^2 + 12u^{10} \mu^2 - 60u^{11} \mu^3 + 150u^{13} \mu^3 - 400u^{14} \mu^4 - (92\mu^3 + 10\mu^5) u^{15} + 1530\mu^4 u^{16} - 2800\mu^5 u^{17} - (1920\mu^5 + 180\mu^6) u^{18} + 14600\mu^5 u^{19} + O(u^{20}) \quad (11)$$

The magnetization is expected to vanish at the critical temperature with a power law

$$M \sim (T_c - T)^{\beta}. \quad (12)$$

We can thus analyze the inverse magnetization using FO-IDAs as before. This yields a critical point

$$u_c = 0.608 \pm 0.014 \quad (13)$$

which corresponds to a upper critical temperature of $T_c = 4.01 \pm 0.19$. This is in agreement with both, the result from the high-temperature series and the Monte Carlo simulation. Also, in agreement with the Monte
Triangulating a face of the tessellation by drawing lines from the center of the face to a vertex and the midpoint of an edge gives a triangle with angles \((\alpha, \beta, \gamma) = (\pi/r, \pi/2, \pi/s)\) and \(a = 1/2\) (see Fig. 6). It now follows that

\[
\kappa = -4 \cosh^{-1}\left(\frac{\cos(\pi/r)}{\sin(\pi/s)}\right). \tag{16}
\]

B. Monte Carlo and series expansion analysis

Next, we perform Monte Carlo and high-temperature series expansion analysis of the Ising model for the following lattices: \(\{r, r\}, r = 5, 6, 7, 8\). As the coordination number, \(r\), increases, the curvature of the plane also increases [cf. Eq. (16)]. This causes the phase-transition temperature to increase as well. This is because increase in the coordination number increases the effective strength of the interaction seen by each spin.

Fig. 7 shows the variation of the transition temperature, \(T_c\) (in units of \(J\)), and the exponents for susceptibility and magnetization, \(\gamma \beta\), for the different self-dual lattices (since we perform only high-temperature expansion for these lattices, we obtain only the susceptibility exponent). We see that as the coordination number is increased by 1, the \(T_c\) also increases by approximately the same amount (within errors in estimating the critical temperature). Intuitively, this can be understood as a further indication of the mean-field nature of the phase-transition since in a mean-field setting, the transition temperature is proportional to the coordination number \([30]\): \(T_c \propto r\). Note that the critical exponents obtained by the series expansion are extremely close to the mean-field estimate of 1. This indicates that the series expansions are extremely well-behaved and there are no appreciable corrections to scaling. On the other hand, the Monte Carlo estimates are close to the mean-field value. We believe the deviations from mean-field predictions for the Monte Carlo are due to finite size effects, not all of which is taken into account by our correlation number scaling. The analysis of the Monte Carlo data is done as in Sec. II A and the detailed plots are not shown here for brevity.

Table I shows the results of the high-temperature series expansion for susceptibility for self-dual lattices \(\{r, r\}, r = 5, 6, 7, 8\). In addition, we have also provided the series for the \(\{3, 7\}\) and the \(\{7, 3\}\) lattices, the latter two dual of one-another. The last two lattices will be needed when comparing our results to the Bethe lattice (see below). The exact values of \(T_c\) and \(\gamma\) obtained by the series expansions are shown in Table II.

C. Comparison to the Bethe lattice

In this section, we compare the critical properties of the above-analyzed hyperbolic lattices to the Bethe lattice. The lattice is the infinite \(s\)-regular tree, i.e. every...
Monte Carlo data is provided. Temperature expansion only gives $\gamma$ not all of which is taken into account by our correlation numbers. Our results for the high-temperature series expansion agree with [14] who obtained the series for $\langle \chi \rangle$ and magnetization $\langle \beta \rangle$ for hyperbolic tilings $\{r,s\}$. (Right panel) The critical exponents for the susceptibility $\chi$ are increase by the same amount as the coordination number $v$. This behavior is further indication that the high-temperature series expansion gives extremely precise mean-field results. We believe the deviations from mean-field predictions for the Monte Carlo are due to finite size effects, scaling behavior. We expect deviation of $\tilde{\chi}$ to be small, indeed mean-field (see main text for further details). (Right panel) The critical exponents for the susceptibility $\gamma$ and magnetization $\beta$ obtained from the high-temperature series expansion of $\chi$. The series analysis was done via first-order IDAs. TABLE II. Estimation of $v_c = \tanh(J/T_c)$ and the critical exponent $\gamma$ obtained from the high-temperature series expansion of $\tilde{\chi}$. The series analysis was done via first-order IDAs.

| $\gamma$ | $v_c$ |
|----------|-------|
| 3.7      | 0.184764 ± 0.000004 |
| 7.3      | 0.51 ± 0.04     |
| 5.5      | 0.25200759 ± 0.00000006 |
| 6.6      | 0.200125 ± 0.000001 |
| 7.7      | 0.16663961 ± 4 · 10^{-9} |
| 8.8      | 0.142857482725 ± 7 · 10^{-12} |

vertex has $s$ neighbours and there are no cycles (closed loops) in the graph. It can be understood as a hyperbolic tiling where all faces have an infinite number of sides (see Fig 8) which means that we can formally assign it the Schläfli symbol $\{\infty, s\}$. Intuitively, for hyperbolic tilings $\{r,s\}$, where the number of edges around each face $r$ is large the Bethe lattice should be a good approximation. Due to its tree-structure it is straightforward to solve the Ising model defined on the Bethe lattice [31]. The critical temperature is given by

$$T_c^B = \frac{2}{\ln \frac{s}{v}}$$

and hence

$$v_c^B = \frac{1}{s - 1}. \quad (18)$$

In Fig. 9 the exact solution of the Bethe lattice is plotted together with the results of the high-temperature series expansion (see Table II). Evidently, Eq. (18) provides a good approximation to the results that we obtained for the hyperbolic tilings $\{r,s\}$. The relative error between the critical values of the hyperbolic lattice and the Bethe lattice $|v_r - v_P|/v_c$ is shown in Fig. 9. The relative error decreases exponentially in the number of sides of a face $r$. Note that the Ising model on 2D square-lattice $\{4,4\}$ tiling shows critical properties that are furthest from the mean-field behavior of the Bethe lattice.
The correlation function is exponentially decaying to zero for $k \rightarrow \infty$ at any fixed non-zero temperature (just as for the hyperbolic Ising model in the intermediate phase) and is non-analytic at temperature 0 where it jumps to $m^2 = 1$. Thus, for the Bethe lattice, $T_c = 0$. Note that we assuming the convergence of the sum to arrive at this conclusion.

We tried to obtain signatures of this intermediate phase for the different hyperbolic lattices. However, with the system-sizes that we explored, the signal-to-noise ratio was not good enough to make any conclusive predictions. We hope to return to this problem in the future.

IV. THE ISING MODEL IN 3D HYPERBOLIC SPACE

So far, in this work, we analyzed the Ising model in 2D hyperbolic plane with Monte Carlo and high-temperature series expansion techniques. While our analysis confirms the mean-field nature of the phase-transition, our results are not compatible with the conjectured formulas for critical exponents given by the field theory calculations [8]. In this section, we analyze the Ising model in 3D hyperbolic space with periodic boundary condition, for which explicit $1/N$ computations revealed non-mean-field behavior. For Monte Carlo simulations, we consider the $(5,3,5)$ lattice where the 3D hyperbolic space is tiled with dodecahedra in a way that there are 5 dodecahedra around each edge. The high-temperature analyses of the next section are done for $(5,3,k)$ lattices, where $k = 4,5,6$.

A. Monte Carlo Analysis

The Monte Carlo simulations were done for three different lattice sizes of the $(5,3,5)$ lattice with number of nodes in the vertices given by $N = 4428, 14762$ and 390963. We were able to perform simulations on only three lattice sizes since finding compactifications of 3D...
The results of the Monte Carlo simulations for the hyperbolic space with \{5,3,5\} tiling. The absolute magnetization per spin \(|m|\), the energy per spin \((<e>)\), average absolute susceptibility per spin \((\chi)\) and the specific heat per spin \((c)\) are plotted in the top left, top right, bottom left and bottom right panels respectively.

The results of the Monte Carlo simulations for the absolute magnetization per spin, the energy per spin, average absolute susceptibility per spin and the specific heat per spin are shown in Fig. 10. The smaller two lattices were equilibrated with \(10^4\) sweeps of the lattice and the Monte Carlo measurements were done over \(10^5\) sweeps of the lattice. The finite size scaling analysis was done as in Sec. II A using the correlation number exponent \(\mu = 2\), thereby avoiding difficulties associated with the multiple linear dimensions. Since the connectivity of the 3D lattice is higher (in the case considered, the number of nearest neighbors is 12 for any given spin), we expect the correlation number scaling to yield better results than that obtained for the 2D lattices analyzed in Sec. III.

From the finite size scaling analysis, we infer that the critical temperature is \(T_c = 10.96 \pm 0.01\) and \(\gamma = 0.97 \pm 0.02\), \(\beta = 0.51 \pm 0.04\), which are close to the mean-field predictions. Comparing our results to those obtained by field theory \((1/N)\) computations [8], we see that the susceptibility exponent is not compatible with the field theory computations, who obtain \(\gamma = 2\). On the other hand, the magnetization exponent, inferred from scaling relations, together with the field theory computations, agree. As in the 2D case, the peak in the specific heat did not develop upon increase of system size, which indicates that the specific heat does not diverge and we expect \(\alpha = 0\) in this case as well.

B. High-Temperature Series Analysis

To verify the results obtained by Monte Carlo simulation, we also compute the high-temperature series expansion of the susceptibility for both the \{5,3,5\} and \{5,3,4\} lattices. We also consider the \{5,3,6\} lattice which is a 3D generalization of the dual of the Bethe lattice. The Bethe lattice can be interpreted as a tessellation where the faces are \(\infty\)-gons, i.e. they have the (only possible) tessellation of the infinite line \(\mathbb{R}\) at their boundary. The \{5,3,6\} tessellation is dual to the \{6,3,5\} tessellation which is a space tessellated by non-compact polyhedra which have a hexagonal tiling \{6,3\} at their boundary.

The first four graphs contributing to those series, together with their embeddig numbers per site, are given in Tab. III. The weights \(W(g)\) are the same as in Sec. II B. Summing the contributions yields the inverse susceptibility \(\tilde{\chi}^{-1}\). Inverting that series gives the coefficients in Tab. IV. For analysis of the series, we use FO-IDAs. Averaging over 8 different approximants using a minimum number of 8 terms yields an estimate of the critical properties tabulated in Tab. V. The results are very close to
TABLE V. Estimation of \( \gamma \)

\[
\begin{array}{ccc}
\varepsilon (g) & g & 24/5 & 36 & 36 \\
\varepsilon (5, 3, 4)(g) & 6 & 6 & 60 & 60 \\
\varepsilon (5, 3, 5)(g) & 6 & 6 & 60 & 60 \\
\varepsilon (5, 3, 6)(g) & 6 & 36/5 & 90 & 90 \\
\end{array}
\]

TABLE III. The four smallest graphs (excluding the single bond) contributing to the susceptibility series of the Ising model in hyperbolic space with \( \{5,3,4\}, \{5,3,5\} \) and \( \{5,3,6\} \) tiling. The number of embeddings per site \( c(g) \) for each graph \( g \) is given explicitly for all three tilings.

\[
\begin{array}{ccc}
\{5,3,4\} & \{5,3,5\} & \{5,3,6\} \\
1 & 12 & 12 & 12 \\
2 & 132 & 132 & 132 \\
3 & 1452 & 1452 & 1452 \\
4 & 15972 & 15972 & 15792 \\
5 & 175644 & 175632 & 175620 \\
6 & 1931556 & 1931292 & 1931028 \\
7 & 21241356 & 21237012 & 21232668 \\
8 & 23590980 & 23526972 & 23462686 \\
9 & 256879772 & 2567915412 & 2567030988 \\
10 & 28249045956 & 28237381152 & 28225683060 \\
\end{array}
\]

TABLE IV. The coefficients \( x_n \) of the susceptibility series \( \chi = 1 + \sum_{n=1}^{\infty} x_n v^n \). For the Ising model on hyperbolic tilings in three dimensions

Before concluding, we outline several possible research directions that are of interest. First, the 2D Ising model on the hyperbolic plane with free boundary conditions is expected to exhibit an intermediate phase, between the ferromagnetic and the disordered phases. This intermediate phase, absent in the euclidean space Ising model, shows broken translational invariance, where the lattice is covered with infinitely large, infinitely many magnetized domains. We were unable to find conclusive evidence of this phase in our Monte Carlo simulations for the case of periodic boundary conditions. This could be due to the fact that the sizes of the systems analyzed were not large enough to ensure several magnetized clusters to form in addition to domains of randomized spins. We emphasize that the main limitation is not the Monte Carlo aspect of the simulation, but finding the compactifications of the hyperbolic space itself, which is computationally costly. Larger scale Monte Carlo simulations on compactified hyperbolic planes may be able to find evidence for this intermediate phase. Second, the found compactifications of hyperbolic space are valuable for analyzing bulk properties of different gauge and matter spin-systems in these spaces — an interesting problem, much less explored than its flat-space counterpart. Third, the high genus compactified hyperbolic manifolds can be used to implement
quantum codes such as toric codes, which are promising for quantum information processing. In contrast to their euclidean space counterparts, for toric codes on these manifolds, the number of encoded logical qubits scales proportionally with the number of actual physical qubits [6, 7]. Interestingly, the decoding of these hyperbolic space toric codes can be related to the random-bond Ising model in hyperbolic space [35], which, to the best of our knowledge, has not been analyzed before. The ferromagnetic to paramagnetic phase-transition points provide the threshold for successful decoding of the error syndrome for the different decoders of the quantum code. We hope to report on properties of the random-bond Ising model on hyperbolic manifolds in the near future.
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Appendix A: Regular Tilings of the Hyperbolic Plane with Periodic Boundary Conditions

In this appendix, we provide some technical details for finding regular tessellations of the hyperbolic plane $\mathbb{H}^2$ with periodic boundary condition.

1. Regular Tilings of $\mathbb{H}^2$

A tiling is regular if its faces are unilateral, equian- gular and identical and the same number of faces meet at every vertex. Regular tilings are classified by their Schl"afli symbol $\{r, s\}$ where $r$ stands for the number of edges in a face and $s$ stands for the number of faces meeting at a vertex. Familiar examples of regular tilings are the square tiling $\{4, 4\}$, the hexagonal tiling $\{6, 3\}$ and the triangular tiling $\{3, 6\}$. These are in fact all possible regular tilings in the euclidean plane. The hyperbolic plane admits an infinite number of different regular tilings $\{r, s\}$ where $r$ and $s$ can be any integers $\geq 3$ satisfying $1/r + 1/s < 1/2$.

2. Periodic Boundaries

To analyze the Ising model with Monte Carlo and in particular with finite size scaling it is necessary to have a family of surfaces of growing area (and with the same tessellation). For the Ising model in euclidean space we can consider the tessellation of square patches of increasing size with boundaries. The values of the spins at the boundaries can either be fixed to a value (fixed boundaries) or by treating them the same as the bulk spins (free boundaries). Alternatively, we can identify the two pairs of opposing boundaries of each of the patches, which effectively creates a family of tori of increasing area. In euclidean space, both of these approaches are valid to perform a finite size scaling analysis as in the limit of infinite system size the effects of the boundaries will vanish.

However, this is not true in hyperbolic space. It can be shown that the number of vertices $N_G$ at the boundary of a tessellated patch in hyperbolic space is a constant fraction of the total number of vertices $N = CN$. The asymptotic value for $C$ can be derived using a recursion relation [36]. It is given by

$$C = \lim_{N \to \infty} N_G = 1 - \frac{2}{\lambda + \sqrt{\lambda^2 + 4}}, \quad (A1)$$

where $\lambda = rs - 2r - 2s + 2$. Note that for all possible hyperbolic tilings, where $1/r + 1/s < 1/2$, we have that $N_G/N > 1/2$. For the Ising model this means that asymptotically more than half of spins will participate in interaction terms which are different from the bulk spins. Hence it is expected that boundaries will change the behavior of the model in a significant way, regardless of whether the boundary conditions are free or fixed. We therefore want to stress that taking open boundary surfaces of increasing size is not the correct limit to take for finite size scaling analysis. This has been observed in [37] where the authors try to mitigate this effect by ignoring spins close to the boundary (cf. Sec. II A).

We avoid this problem by performing finite size scaling on families of closed surfaces of increasing area. The process of producing a finite surface is not as trivial as for euclidean tilings, where it suffices to identify two pairs of opposite boundaries. The reason for this is that translations in curved spaces do not commute. This is well known for translations for the sphere and in fact it can be taken as an alternative definition of curvature. The details of this construction can be found in [38]. For each $\{r, s\}$-tiling of the hyperbolic plane we obtain a family of closed surfaces of growing area with the same $\{r, s\}$-tiling.

These surfaces will necessarily have non-trivial topology due to the Gauß-Bonnet theorem, which for negatively-curved, orientable surfaces states that the surface area is proportional to the genus (the number of handles). This is not a cause for concern as the largest region in which the lattice is identical to the infinite lattice grows with its total area.

Appendix B: Derivation of the High-Temperature Susceptibility Series

The susceptibility is given by

$$\chi = \lim_{h \to 0} \frac{\partial m}{\partial h} = \beta \frac{1}{N} \sum_{i,j=1}^{N} \langle \sigma_i \sigma_j \rangle - \beta m^2 \quad (B1)$$
where \( m = \beta^{-1} \partial f/\partial h \) is the average magnetization per spin. We will perform an expansion in the quantity

\[
\tilde{\chi} = \frac{1}{N} \sum_{i,j=1}^{N} \langle \sigma_i \sigma_j \rangle. \tag{B2}
\]

It was shown in [27] that all non-zero contributions in the high-temperature expansion of the inverse of the sum over two-point correlators \( \tilde{\chi}^{-1} \) are coming from biconnected graphs. A biconnected graph is a connected graph which stays connected if any of its vertices and all edges connected to it are being removed. The restriction to biconnectedness drastically reduces the number of graphs that we have to generate when compared to the naive expansion.

The expansion of \( \tilde{\chi}^{-1} \) is performed as follows: Let us define a matrix \( M \) which contains the values of every two-point correlator, i.e. \( M_{i,j} = \langle \sigma_i \sigma_j \rangle \). An elementary calculation shows that

\[
N \tilde{\chi}^{-1} = \sum_{i,j=1}^{N} M_{i,j}^{+} \tag{B3}
\]

where \( M^{+} \) is the Moore-Penrose pseudo-inverse. For an Ising model on a graph \( G \) with vertex-set \( V_G \) we define the amplitude

\[
\psi(G) = \sum_{i,j \in V_G} M_{i,j}^{+} - |V_G|. \tag{B4}
\]

Let \( B(G) \) be the set of biconnected subgraphs of \( G \) induced by a subset of the edges of \( G \), \( R(G) \) the set of representatives of each isomorphism-class of \( B(G) \) and \( c(g) \) the number of embeddings of a subgraph \( g \subset G \) divided by the number of vertices of \( G \). It is shown in [27] that for any graph \( G \) there exists a function \( W : B(G) \rightarrow \mathbb{R} \) assigning each biconnected subgraph \( g \) of \( G \) a weight such that

\[
\psi(G) = \sum_{g \in B(G)} W(g) = \sum_{g \in R(G)} c'(g) W(g) \tag{B5}
\]

where \( c'(g) \) is the embedding constant of \( g \) in \( G \). Combining Eqs. B3, B4 and B5 and applying the result to the tiling of the infinite plane we obtain

\[
\tilde{\chi}^{-1} = 1 + \sum_{g} c(g) W(g) \tag{B6}
\]

where each \( g \) is a representative of a biconnected subgraph of the infinite tessellation of \( \mathbb{H}^2 \). We can now obtain the expansion of \( \tilde{\chi}^{-1} \) to any desired order by generating biconnected subgraphs \( g \) of the tessellation, their embedding constants \( c(g) \) and determining their weights \( W(g) \) using Eqs. B4 and B5.

---

2 Biconnected graphs are sometimes also referred to as “stargraphs” in the literature.

## Appendix C: Kramers-Wannier Duality

For a finite system with \( N \) spins and no external magnetic field \( (h = 0) \) we can rewrite the partition function \( Z_N \) in two different ways. We assume for our proof that the system is defined on a self-dual tiling of a closed surface.

### High-Temperature Expansion

Let \( Z_1 \) be the set of subsets \( \gamma \subset E \) such that in the subgraph induced by one of its elements every vertex has even degree. The partition function can be rewritten as follows.

\[
Z(K) = \sum_{\sigma \in \{\pm 1\}^N \,(i,j) \in E} \prod_{(i,j)} \exp(K \sigma_i \sigma_j) = (\cosh K)^{|E|} \sum_{\sigma} \prod_{(i,j)} (1 + \sigma_i \sigma_j \tanh K) \tag{C1}
\]

In the last equation we have used that the expansion of the product \( \prod_{(i,j) \in E} (1 + \sigma_i \sigma_j \tanh K) \) gives a sum over all subsets of edges \( \gamma \subset E \) where each term is of the form \( \tanh(K)^{|\gamma|} \prod_{(i,j) \in \gamma} \sigma_i \sigma_j \). All terms where the subgraph induced by \( \gamma \) has a vertex \( v \) with odd degree have to cancel as states \( \sigma \) with \( \sigma_v = \pm 1 \) appear in the sum. Hence only terms for which \( \gamma \) induces an even degree subgraph give a non-zero contribution. These are exactly the elements of \( Z_1 \).

### Low-Temperature Expansion

Let \( B^1 \) be the set of all subsets of edges \( \tilde{\gamma} \subset E \) such that every face is surrounded by an even number of edges in \( \tilde{\gamma} \).

\[
Z(\tilde{K}) = \sum_{\sigma \in \{\pm 1\}^N \,(i,j) \in E} \prod_{(i,j) \in E} \exp(\tilde{K} \sigma_i \sigma_j) = 2 \sum_{\tilde{\gamma} \in B^1} \exp(\tilde{K})^{|E| - 2|\tilde{\gamma}|} \tag{C2}
\]

Note that the first equality directly follows from the definition of \( B^1 \).

For all orders smaller than the length of a non-contractible loop there exists a 1-to-1 mapping from \( B^1 \) to \( Z_1 \). In this case we can choose

\[
\exp(-2\tilde{K}) = \tanh(K) \tag{C3}
\]

and we see that the expressions given in Eqs. C1 and C2 are proportional. This gives Eq. 2.

Under the assumption that the phase-transition point is unique, as it is the case for the euclidean Ising model, this suffices to determine the critical temperature by solving for \( K = \tilde{K} \) in (C3). However, we know that there exist two different critical temperatures in the hyperbolic Ising model [12, 13] and Equation 2 allows us to determine the dual temperature.
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