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Abstract. We consider a transmission problem consisting of a singularly perturbed reaction diffusion equation on a bounded domain and the Laplacian in the exterior, connected through standard transmission conditions. We establish a DPG scheme coupled with Galerkin boundary elements for its discretization, and prove its robustness for the field variables in so-called balanced norms. Our coupling scheme is the one from [Führer, Heuer, Karkulik: On the coupling of DPG and BEM, Math. Comp., accepted for publication, 2016], adapted to the singularly perturbed case by using the scheme from [Heuer, Karkulik: A robust DPG method for singularly perturbed reaction diffusion problems, arXiv:1509.07560]. Essential feature of our method is that optimal test functions have to be computed only locally. We report on various numerical experiments in two dimensions.

1. Introduction

The robust control of field variables (in certain norms) is the driving force behind the development of the discontinuous Petrov-Galerkin method with optimal test functions (DPG method). By design, the DPG method provides access to approximation errors in the energy norm [10, 11], and robustness means that, for singularly perturbed problems, the energy error controls the error in the field variables with constants that do not depend on the singular perturbation parameter. This robustness has been demonstrated for convection/reaction dominated diffusion problems on bounded domains, cf. [12, 4, 6, 5, 16, 24]. In this paper we extend this technique to transmission problems in unbounded domains where the interior part of the problem is singularly perturbed. We use boundary integral equations to represent the exterior problem and present a coupled DPG-boundary element approximation that provides robust control of both the field and interface variables. We note, however, that in practice this robustness hinges on an accurate resolution of the optimal test functions in the discrete test space.

The boundary element method (BEM) is an established tool for solving homogeneous elliptic or wave problems with constant coefficients in unbounded domains. The BEM is also very useful when dealing with transmission problems where one can couple domain-based methods (like finite elements) with BEM, cf., e.g., [18, 8, 9, 3, 29] to give some classical references. Only recently we learned how to appropriately couple the DPG method with boundary elements. Our first approach [15] consisted in applying the DPG technology to the whole transmission problem, formulated in variational form including boundary integral operators to deal with the unbounded part of the domain. This strategy suffers from the fact that, for approximating functions whose support touches the interface, the calculation (approximation) of optimal test functions is a non-local problem located on a strip along the interface. This goes against the general DPG strategy of localizing these problems on individual elements. In [13] we presented a coupling procedure for DPG and BEM.
that does not suffer from this disadvantage. There, problems for calculating optimal test functions are entirely local, as in the case of standard DPG, the only difference being the presence of a non-trivial kernel on the right-hand side. We presented various coupling variants, of least-squares and Galerkin types for different boundary integral equations. The model problem considered there is the Poisson equation in a bounded domain and the Laplacian in its complement, subject to standard transmission conditions. The analysis of some of the coupling variants makes use of the fact that both operators (in the interior and the exterior) are essentially identical. We also claimed that the fourth variant (using both equations of the Calderón identity) can be applied to transmission problems where the operators are different. In this paper we support this very claim.

Our hypothesis is that the DPG-BEM coupling scheme based on the full Calderón identity can be extended in a robust way to singularly perturbed transmission problems. This is the case when the singular perturbation is localized on a bounded domain and can be robustly formulated by the DPG method. As a model problem we couple reaction dominated diffusion on a bounded domain with the Laplacian in the exterior. The solutions to reaction dominated diffusion problems suffer from boundary layers when the source term does not comply with the boundary condition and, for discontinuous sources, also exhibit interior layers. Various methods are proposed in the literature dealing, e.g., with layer adapted meshes and/or balanced norms, see [19, 31, 20, 27] to cite a few. For overviews see also [28, 21]. Corresponding transmission problems suffer from layers at interfaces, cf. [22], and possibly in the interior for discontinuous right-hand side functions. Literature on the numerical analysis of singularly perturbed transmission problems is scarce. In [25], Nicaise and Xenophontos study finite elements for a one-dimensional transmission problem with different diffusion coefficients, and in [26] they consider the $hp$-version of the FEM for a transmission problem in two dimensions. Here, the key point is an asymptotic expansion of the solution, based on the assumption of smooth geometry and analytic data.

In [16] we developed a robust DPG scheme for reaction dominated diffusion. This scheme is based on a specific ultra-weak variational formulation that comprises three field variables (the original unknown $u$ and scaled unknowns replacing $\nabla u$ and $\Delta u$) and skeleton variables (two trace and two flux variables on the skeleton of the mesh). Our quest for robustness led us to a formulation that controls the field variables robustly in so-called balanced norms. These norms are stronger than the energy norm stemming from the problem. For reaction dominated problems with standard boundary layers, Lin and Stynes [20] proved that these norms are balanced in the sense that their different components are of the same order when the diffusion parameter $\varepsilon \to 0$. In this paper we show that the robust DPG scheme from [16] can be coupled with the BEM to provide a robust scheme for the corresponding transmission problem. As already mentioned, we follow the coupling strategy from [13]. In this case, it turns out, that we have to scale the Calderón identity by $\varepsilon^{-1/2}$. We are then able to prove (Theorem 1 in Section 2) uniform equivalence of the energy norm to a norm that consists in the balanced norms of the field variables and scaled norms (by $\varepsilon^{-1/2}$) of the interface variables (trace and $\varepsilon$ times the normal derivative) in standard trace spaces (of orders $\pm 1/2$). This uniform equivalence is perturbed by differently scaled (by powers of $\varepsilon$) fractional-order Sobolev norms of skeleton variables. This perturbation is not specific to our coupling procedure but has appeared previously in DPG results of PDEs. In fact, for both convection dominated and reaction dominated problems, skeleton variables are not robustly controlled by the energy norm, see [12, 16]. In that cases, also the upper bounds for the energy norm suffer from slight $\varepsilon$-perturbations of norms for some skeleton variables. Whereas the loss of robust control of skeleton variables is not critical since they are not of primary interest, the loss in upper bounds could be compensated by higher-order approximations of the corresponding skeleton variable (see also Remark 4 below). Anyway, as in standard DPG schemes our method delivers quasi-optimal approximations in the energy norm (in our case the DPG-energy norm plus scaled norms for interface variables) and this norm controls robustly the field variables in balanced
norms and the interface variables in the very norms that constitute the energy norm. This result is immediate consequence of Theorem 1 and is stated in Corollary 3 (also in Section 2).

The paper is organized as follows. In Section 2 we give a precise mathematical formulation of the transmission problem, propose the DPG method coupled to BEM and state our main results (Theorem 1 and Corollary 3). Section 3 deals with some technical results and presents a proof of Theorem 1. Finally, in Section 4 we support our theoretical results with various numerical experiments in two dimensions.

Throughout the paper, suprema are taken over sets excluding the null element. The notation $A \lesssim B$ is used to say that $A \leq C \cdot B$ with a constant $C > 0$ which does not depend on any quantities of interest. In particular, $C$ does not depend on the diffusion coefficient $\varepsilon > 0$. Correspondingly, the notation $A \gtrsim B$ is used, and $A \simeq B$ means that $A \lesssim B$ and $B \lesssim A$.

2. Formulation of coupling method and main results

2.1. Model problem. We consider the following model transmission problem: given a diffusion constant $0 < \varepsilon \leq 1$ and some data $f \in L_2(\Omega)$, $u_0 \in H^{1/2}(\Gamma)$, $\phi_0 \in H^{-1/2}(\Gamma)$, find $u \in H^1(\Omega)$ and $u^c \in H^1_{\text{loc}}(\Omega^c)$ such that

\begin{align}
(1a) & -\varepsilon \Delta u + u = f \text{ in } \Omega, \\
(1b) & -\Delta u^c = 0 \text{ in } \Omega^c, \\
(1c) & u - u^c = u_0 \text{ on } \Gamma, \\
(1d) & \varepsilon \frac{\partial u}{\partial n_{\Omega}} - \frac{\partial u^c}{\partial n_{\Omega}} = \phi_0 \text{ on } \Gamma, \\
(1e) & u^c(x) = \begin{cases} b \log |x| + O(|x|^{-1}) & \text{ if } d = 2, \\
O(|x|^{-1}) & \text{ if } d = 3, \end{cases} \text{ as } |x| \to \infty.
\end{align}

Here, $\Omega \subset \mathbb{R}^d$, $d \in \{2, 3\}$ is a bounded, simply connected Lipschitz domain with polygonal boundary $\Gamma$, $\Omega^c := \mathbb{R}^d \setminus \overline{\Omega}$, and normal vector $n_{\Omega}$ on $\Gamma$ pointing in direction of $\Omega^c$. We use the standard Sobolev spaces $H^1(\Omega)$, $H^1_{\text{loc}}(\Omega^c)$, trace space $H^{1/2}(\Gamma)$ and its dual $H^{-1/2}(\Gamma)$, see Section 2.2 for precise definitions. Note that for $d = 2$, the behavior of $u^c$ at infinity involves some constant $b \in \mathbb{R}$.

2.2. Sobolev spaces, discrete spaces, and norms. For a Lipschitz domain $\omega \subset \mathbb{R}^d$ we use the standard Sobolev spaces $L_2(\omega)$, $H^1(\omega)$, $H(\text{div}, \omega)$. Vector-valued spaces and functions will be denoted by bold symbols. Denoting by $\gamma_\omega$ the trace operator acting on $H^1(\omega)$, we define the trace space

\[ H^{1/2}(\partial \omega) := \{ \gamma_\omega u : u \in H^1(\omega) \} \]

and its dual $H^{-1/2}(\partial \omega)$.

and use the canonical norms. Here, duality is understood with respect to $L_2(\partial \omega)$ as a pivot space, i.e., using the extended $L_2(\partial \omega)$ inner product $(\cdot, \cdot)_{\partial \omega}$. The $L_2(\Omega)$ inner product will be denoted by $(\cdot, \cdot)$. Let $\mathcal{T}$ denote a disjoint partition of $\Omega$ into open Lipschitz sets $T \in \mathcal{T}$, i.e., $\bigcup_{T \in \mathcal{T}} T = \Omega$. The set of all boundaries of all elements forms the skeleton $\mathcal{S} := \{ \partial T \mid T \in \mathcal{T} \}$. By $n_M$ we mean the outer normal vector on $\partial M$ for a Lipschitz set $M$. On a partition $\mathcal{T}$ we use the product spaces

\[ H^1(\mathcal{T}) := \{ w \in L_2(\Omega) : w|_T \in H^1(T) \forall T \in \mathcal{T} \}, \]

\[ H(\text{div}, \mathcal{T}) := \{ \mathbf{q} \in (L_2(\Omega))^d : \mathbf{q}|_T \in H(\text{div}, T) \forall T \in \mathcal{T} \}, \]

\[ H^1(\Delta, \mathcal{T}) := \{ w \in H^1(\mathcal{T}) : \Delta w|_T \in L_2(T) \forall T \in \mathcal{T} \}. \]
The symbols $\nabla_T$, div$_T$, resp. $\Delta_T$ denote, the $T$-piecewise gradient, divergence, resp. Laplace operators. On the skeleton $S$ of $T$ we introduce the trace spaces

\[
H^{1/2}(S) := \left\{ \tilde{u} \in \Pi_{T \in T} H^{1/2}(\partial T) : \exists w \in H^1(\Omega) \text{ such that } \tilde{u}|_{\partial T} = w|_{\partial T} \forall T \in T \right\},
\]

\[
H^{-1/2}(S) := \left\{ \tilde{\sigma} \in \Pi_{T \in T} H^{-1/2}(\partial T) : \exists q \in H(\text{div}, \Omega) \text{ such that } \tilde{\sigma}|_{\partial T} = (q \cdot n_T)|_{\partial T} \forall T \in T \right\}.
\]

These spaces are equipped with the norms inherited from the balanced norms of their corresponding volume spaces, i.e.,

\[
(2a) \quad \|\tilde{u}\|_{1/2,S} := \inf \left\{ (\|w\|^2_{L^2(\Omega)} + \epsilon^{1/2}\|\nabla w\|^2_{L^2(\Omega)})^{1/2} : w \in H^1(\Omega), \tilde{u}|_{\partial T} = w|_{\partial T} \forall T \in T \right\},
\]

\[
(2b) \quad \|\tilde{\sigma}\|_{-1/2,S} := \inf \left\{ (\|q\|^2_{L^2(\Omega)} + \epsilon\|\text{div } q\|^2_{L^2(\Omega)})^{1/2} : q \in H(\text{div}, \Omega), \tilde{\sigma}|_{\partial T} = (q \cdot n_T)|_{\partial T} \forall T \in T \right\}.
\]

For functions $\tilde{u} \in H^{1/2}(S)$, $\tilde{\sigma} \in H^{-1/2}(S)$ and $\tau \in H(\text{div}, T)$, $v \in H^1(\Omega)$ we define

\[
\langle \tilde{u}, \tau \cdot n \rangle_S := \sum_{T \in T} \langle \tilde{u}|_{\partial T}, \tau \cdot n_T \rangle_{\partial T}, \quad \langle \tilde{\sigma}, v \rangle_S := \sum_{T \in T} \langle \tilde{\sigma}|_{\partial T}, v \rangle_{\partial T}.
\]

In particular, for functions in conforming spaces, i.e., $\tau \in H(\text{div}, \Omega)$, $v \in H^1(\Omega)$, we have

\[
\langle \tilde{u}, \tau \cdot n \rangle_S = \langle \tilde{u}, \tau \cdot n_{\Omega} \rangle_T \quad \text{and} \quad \langle \tilde{\sigma}, v \rangle_S = \langle \tilde{\sigma}, v \rangle_{\Gamma}.
\]

2.3. DPG and ultra-weak variational formulation. In this section we recall the DPG formulation of \cite{16}. To this end, let $T$ be a partition of $\Omega$ with skeleton $S$. Define the vector spaces

\[
\bar{U} := L_2(\Omega) \times (L_2(\Omega))^d \times L_2(\Omega) \times H^{1/2}(S) \times H^{1/2}(S) \times H^{-1/2}(S),
\]

\[
U := \{(u, \sigma, \rho, \tilde{u}^a, \tilde{u}^b, \tilde{\sigma}^a, \tilde{\sigma}^b) \in \bar{U} : \tilde{u}^a|_{\Gamma} = \tilde{u}^b|_{\Gamma}\},
\]

\[
U_0 := \{(u, \sigma, \rho, \tilde{u}^a, \tilde{u}^b, \tilde{\sigma}^a, \tilde{\sigma}^b) \in \bar{U} : \tilde{u}^a|_{\Gamma} = 0 = \tilde{u}^b|_{\Gamma}\} \subseteq U,
\]

\[
V := H^1(\Omega) \times H(\text{div}, \Omega) \times H^1(\Delta, T),
\]

where in $V$ we introduce the norm

\[
\|(\mu, \tau, v)\|^2_V := \epsilon^{-1/4}\|\mu\|^2_{L^2(\Omega)} + \|\nabla_T \mu\|^2_{L^2(\Omega)} + \epsilon^{-1/2}\|\tau\|^2_{L^2(\Omega)} + \|\text{div } \tau\|^2_{L^2(\Omega)}
\]

\[
+ \|v\|^2_{L^2(\Omega)} + \epsilon^{1/2}\|\nabla_T v\|^2_{L^2(\Omega)} + \epsilon^{3/2}\|\Delta_T v\|^2_{L^2(\Omega)}.
\]

This norm is induced by the inner product $\langle \cdot, \cdot \rangle_V$.

Given the right-hand side $f \in L_2(\Omega)$, we rewrite the interior problem \cite{1a} as the first order system

\[
\rho - \text{div } \sigma = 0, \quad \epsilon^{-1/4}\sigma - \nabla u = 0, \quad -\epsilon^{3/4}\rho + u = f.
\]

Testing these equations, respectively, with $\mu \in H^1(\Omega)$, $\tau \in H(\text{div}, \Omega)$, and $v - \epsilon^{1/2}\Delta_T v$ for $v \in H^1(\Delta, T)$, and integrating by parts, this leads to the ultra-weak formulation: Find $u = (u, \sigma, \rho, \tilde{u}^a, \tilde{u}^b, \tilde{\sigma}^a, \tilde{\sigma}^b) \in U$ such that

\[
(3a) \quad (\rho \cdot \mu) + (\sigma \cdot \nabla_T \mu) - \langle \tilde{\sigma}^a, \mu \rangle_S = 0,
\]

\[
(3b) \quad \epsilon^{-1/4}(\sigma \cdot \tau) + (u \cdot \text{div } \tau) - \langle \tilde{u}^a \cdot \tau \cdot n \rangle_S = 0,
\]

\[
\epsilon^{3/4}(\sigma \cdot \nabla_T v) - \epsilon^{3/4}(\tilde{\sigma}^b \cdot v) + (u \cdot v)
\]

\[
+ \epsilon^{5/4}(\rho \cdot \Delta_T v) + \epsilon^{1/4}(\sigma \cdot \nabla_T v) - \epsilon^{1/2}(\tilde{u}^b \cdot \nabla_T v \cdot n) = (f + v - \epsilon^{1/2}\Delta_T v) \]

holds for all $v = (\mu, \tau, v) \in V$. To see \cite{3c}, we test $-\epsilon^{3/4}\rho + u = f$ with $v \in H^1(\Delta, T)$, and use $\rho = \text{div } \sigma$, leading to

\[
-\epsilon^{3/4}(\text{div } \sigma, v) + (u \cdot v) = (f, v).
\]
Then, integrating by parts gives the first line of (3). The second line is obtained by testing \(-\varepsilon^{3/4} \rho + u = f\) with \(-\varepsilon^{1/4} \Delta_T v\), integrating by parts and using \(\sigma = \varepsilon^{1/4} \nabla u\). The left-hand side of (3) gives rise to the bilinear form, resp. functional

\[
b(u, v) := (\rho, \mu) + (\nabla, \sigma, \nabla_T \mu) - (\tilde{\sigma}^a, \mu)_S + \varepsilon^{-1/4} (\sigma, \tau) + (u, \div_T \tau) - (\tilde{u}^a, \tau \cdot n)_S
\]

\begin{align}
(4a) \quad & b(u, v) := (\rho, \mu) + (\sigma, \nabla_T \mu) - (\tilde{\sigma}^a, \mu)_S + \varepsilon^{-1/4} (\sigma, \tau) + (u, \div_T \tau) - (\tilde{u}^a, \tau \cdot n)_S \\
& \quad + \varepsilon^{3/4} (\sigma, \nabla_T v) - \varepsilon^{3/4} (\tilde{\sigma}^b, v)_S + (u, v), \\
& \quad + \varepsilon^{5/4} (\rho, \Delta_T v) + \varepsilon^{1/4} (\sigma, \nabla_T v) - \varepsilon^{1/2} (\tilde{u}^a, \nabla_T v \cdot n)_S
\end{align}

(4b) \quad \text{for } u = (u, \sigma, \rho, \tilde{u}^a, \tilde{\sigma}^a, \tilde{\sigma}^b) \in U, \ v = (\mu, \tau, v) \in V.

We define the (weighted) trial-to-test operator \(\Theta_\beta : U \to V\) with (fixed) \(\beta > 0\) by the relations

\[
\Theta_\beta = \beta \Theta \quad \text{and} \quad \langle \Theta u, w \rangle_V = b(u, w) \quad \text{for all } w \in V.
\]

For the analysis we make use of the strong form of (3) with operator \(B : U \to V'\), i.e.,

\[
Bu = L_V \quad \text{in } V'.
\]

We stress that \(B\) has a non-trivial kernel due to missing boundary conditions. These will be handled by the transmission conditions (1c)–(1d) and the exterior problem (1b) with radiation condition (1e). For convenience, we introduce the following restriction operators

\[
\gamma : U \to \mathcal{H}^{1/2}(\Gamma) \times \mathcal{H}^{-1/2}(\Gamma), \quad \gamma u := (\tilde{u}^a|_\Gamma, \tilde{\sigma}^a|_\Gamma), \\
\gamma_0 : U \to \mathcal{H}^{1/2}(\Gamma), \quad \gamma_0 u := \tilde{u}^a|_\Gamma, \\
\gamma_\ast : U \to \mathcal{H}^{-1/2}(\Gamma), \quad \gamma_\ast u := \tilde{\sigma}^a|_\Gamma \quad \text{with } \ast \in \{a, b\}.
\]

Recall that by definition of the space \(U\) we have that \(\tilde{u}^a|_\Gamma = \tilde{u}^b|_\Gamma\). We directly obtain that these operators are bounded if we equip \(\mathcal{H}^{\pm 1/2}(\Gamma)\) with the norms

\[
\|\tilde{u}\|_{1/2, \Gamma} := \inf \left\{ (\|w\|_{L_2(\Omega)} + \varepsilon^{1/2} \|\nabla w\|_{L_2(\Omega)})^{1/2} : w \in \mathcal{H}^1(\Omega), \ \tilde{u} = w|_\Gamma \right\}, \\
\|\tilde{\sigma}\|_{-1/2, \Gamma} := \inf \left\{ (\|q\|_{L_2(\Omega)}^2 + \varepsilon \|\div q\|_{L_2(\Omega)}^2)^{1/2} : q \in \mathcal{H}(\div, \Omega), \ \tilde{\sigma} = q \cdot n_\Omega|_\Gamma \right\}.
\]

However, as we use boundary integral operators to tackle the exterior Laplace problem (3), (1e), we make use of the canonical trace norms (associated to the Laplacian)

\[
\|\tilde{u}\|_{H^{1/2}(\Gamma)} := \inf \left\{ \|w\|_{H^1(\Omega)} : w \in \mathcal{H}^1(\Omega), \ \tilde{u} = w|_\Gamma \right\}, \\
\|\tilde{\sigma}\|_{H^{-1/2}(\Gamma)} := \inf \left\{ \|q\|_{H(\div,\Omega)} : q \in \mathcal{H}(\div, \Omega), \ \tilde{\sigma} = q \cdot n_\Omega|_\Gamma \right\}.
\]

Still we have (non-uniform) boundedness of the restriction operators, since \(\|\tilde{u}\|_{H^{1/2}(\Gamma)} \leq \varepsilon^{-1/4}\|\tilde{u}\|_{1/2, \Gamma}\) resp. \(\|\tilde{\sigma}\|_{H^{-1/2}(\Gamma)} \leq \varepsilon^{-1/2}\|\tilde{\sigma}\|_{-1/2, \Gamma}\). Also note that \(\|\tilde{\sigma}\|_{H^{-1/2}(\Gamma)} \simeq \sup_{v \in H^{1/2}(\Gamma)} \|\tilde{\sigma} v|_\Gamma\|_V / \|v\|_{H^{1/2}(\Gamma)}\).

### 2.4. Boundary integral operators.

The exterior part of problem (1) will be dealt with by boundary integral operators. To this end we need some further definitions. The fundamental solution of the Laplacian is

\[
G(z) := \begin{cases} \\
-\frac{1}{4\pi} \log |z| & (d = 2), \\
\frac{1}{4\pi} \frac{1}{|z|} & (d = 3), \\
\end{cases}
\]

and the corresponding single layer and double layer potentials are

\[
\tilde{V}\phi(x) := \int_{\Gamma} G(x-y)\phi(y) \, ds_y, \quad \tilde{K}v(x) := \int_{\Gamma} \delta_{n_\Omega(y)} G(x-y)v(y) \, ds_y, \quad x \in \mathbb{R}^d \setminus \Gamma.
\]
Taking the trace and normal derivative leads to three boundary integral operators that satisfy the relations
\[ \mathcal{V} = \gamma_0 \nabla, \quad \mathcal{K} = 1/2 + \gamma_0 \mathcal{K}, \quad W = -\partial_{n_0} \mathcal{K} \quad \text{on } \Gamma. \]

They are the single layer, double layer, and hypersingular operators, respectively. The adjoint operator of \( \mathcal{K} \) is denoted by \( \mathcal{K}' \). These operators are linear and bounded as mappings \( \mathcal{V} : H^{-1/2}(\Gamma) \to H^{1/2}(\Gamma), \mathcal{K} : H^{1/2}(\Gamma) \to H^{1/2}(\Gamma), \mathcal{K}' : H^{-1/2}(\Gamma) \to H^{-1/2}(\Gamma), \) and \( W : H^{1/2}(\Gamma) \to H^{-1/2}(\Gamma) \). We note that here holds \( \ker(W) = \text{span}\{1\} = \ker(\mathcal{K} + \frac{1}{2}) \) and
\[ \|v\|_{H^{1/2}(\Gamma)}^2 \lesssim \langle \mathcal{W}v, v \rangle_{\Gamma} \quad \text{for all } v \in H^{1/2}(\Gamma) \quad \text{with } \langle 1, v \rangle_{\Gamma} = 0. \]

Moreover, assume that \( \text{diam}(\Omega) < 1 \) for \( d = 2 \). This ensures the coercivity estimate
\[ \|\psi\|_{H^{-1/2}(\Gamma)}^2 \lesssim \langle \psi, \mathcal{V}\psi \rangle_{\Gamma} \quad \text{for all } \psi \in H^{-1/2}(\Gamma). \]

Furthermore, for the exterior Cauchy data of the harmonic function \( u^c \in H^1_{\text{loc}}(\Omega^c) \) (see (1b)) we have the so-called Calderón system
\[ \left( \begin{array}{c} \mathcal{V} \\ \frac{1}{2} - \mathcal{K} \end{array} \right) \left( \begin{array}{c} u^c |_{\Gamma} \\ \partial_{n_\Omega} u^c \end{array} \right) = \left( \begin{array}{c} 0 \\ 0 \end{array} \right). \]

For details and proofs we refer to classical references, e.g. \[7, 17, 23]\.

2.5. **Coupling scheme.** We tackle the interior problem (1a) by solving the ultra-weak formulation (3) by the DPG method with optimal test functions
\[ b(u, \Theta_\beta v) = L_V(\Theta_\beta v) \quad \text{for all } v \in U. \]

Note that solutions of this equation are not unique. To incorporate the exterior problem (1b) we make use of the Calderón system (7) and the transmission conditions (1c)–(1d). To that end define the bilinear form \( c : (H^{1/2}(\Gamma) \times H^{-1/2}(\Gamma)) \times (H^{1/2}(\Gamma) \times H^{-1/2}(\Gamma)) \to \mathbb{R} \) by
\[ c((\tilde{u}, \tilde{\sigma}), (\tilde{v}, \tilde{\tau})) := \langle \mathcal{W}_{\tilde{u}}, \tilde{v} \rangle_{\Gamma} + \langle \frac{1}{2} + \mathcal{K}', \epsilon^{3/4} \tilde{\sigma}, \tilde{u} \rangle_{\Gamma} + \langle \epsilon^{3/4} \tilde{\tau}, (\frac{1}{2} - \mathcal{K}) \tilde{u} \rangle_{\Gamma} + \langle \epsilon^{3/4} \tilde{\tau}, \mathcal{V} \epsilon^{3/4} \tilde{\sigma} \rangle_{\Gamma} + \langle 1, (\frac{1}{2} - \mathcal{K}) \tilde{u} + \mathcal{V} \epsilon^{3/4} \tilde{\sigma} \tilde{v} + \mathcal{V} \epsilon^{3/4} \tilde{\tau} \tilde{v} \rangle_{\Gamma}. \]

Then, if \( u \) is the solution to the interior problem (1a), the conditions (1c)–(1d) yield
\[ c((u |_{\Gamma}, \epsilon^{1/4} \partial_{n_\Omega} u), \gamma v) = c((u_0, \epsilon^{-3/4} \phi_0), \gamma v) =: L_{ca}(\gamma v) \quad \text{for all } v \in U \]
and our coupling scheme reads as follows: Find \( u \in U \) such that
\[ b(u, \Theta_\beta v) + \epsilon^{-1/2} c(\gamma u, \gamma v) = L_V(\Theta_\beta v) + \epsilon^{-1/2} L_{ca}(\gamma v) \quad \text{for all } v \in U. \]

The discrete formulation follows immediately by replacing \( U \) with some finite dimensional subspace \( U_{hp} \subseteq U \): Find \( u_{hp} \in U \) such that
\[ b(u_{hp}, \Theta_\beta v) + \epsilon^{-1/2} c(\gamma u_{hp}, \gamma v) = L_V(\Theta_\beta v) + \epsilon^{-1/2} L_{ca}(\gamma v) \quad \text{for all } v \in U_{hp}. \]

The weights \( \epsilon^{-1/2} \) stem from our analysis and are due to the fact that one has to relate the norm of the kernel of \( B \) corresponding to the interior problem with the norm associated to the exterior problem.
We introduce the following norms on $U$:

\[
\|u\|_{\varepsilon, 1}^2 := \|u\|_{L^2(\Omega)}^2 + \|\sigma\|_{L^2(\Omega)}^2 + \varepsilon\|\rho\|_{L^2(\Omega)}^2 + e^{3/2}\|\tilde{a}\|_{1/2,S}^2 + \varepsilon\|\tilde{b}\|_{1/2,S}^2 + e^{3/2}\|\hat{\sigma}\|_{-1/2,S}^2 + e^{5/2}\|\hat{\sigma}\|_{-1/2,S}^2,
\]

\[
\|u\|_{\varepsilon, 2}^2 := \|u\|_{L^2(\Omega)}^2 + \|\sigma\|_{L^2(\Omega)}^2 + \varepsilon\|\rho\|_{L^2(\Omega)}^2 + \|\tilde{a}\|_{1/2,S}^2 + e^{-1/2}\|\tilde{b}\|_{1/2,S}^2 + \|\hat{\sigma}\|_{-1/2,S}^2 + e^{1/2}\|\hat{\sigma}\|_{-1/2,S}^2,
\]

\[
\|u\|_j^2 := \|u\|_{\varepsilon, j}^2 + e^{-1/2}\left(\|\tilde{a}\|_{H^{1/2}(\Gamma)}^2 + e^{3/2}\|\hat{\sigma}\|_{H^{-1/2}(\Gamma)}^2\right) \text{ for } j = 1, 2,
\]

\[
\|u\|_E^2 := \|Bu\|_{V'}^2 + e^{-1/2}(\langle W\tilde{a}, \tilde{u}\rangle_\Gamma + \langle \varepsilon^{3/4}\hat{\sigma}, \varepsilon^{3/4}\hat{\sigma}\rangle_\Gamma + |(1, (1/2 - K)\tilde{a}, \varepsilon^{3/4}\hat{\sigma})^2|).
\]

The following is our main result.

**Theorem 1.** In the case $d = 2$ assume that diam$(\Omega) < 1$. There exists $\beta_0 > 0$ that depends only on $\Omega$ but not on $\varepsilon$ such that for all $\beta \geq \beta_0$ problems (i) and (11) are equivalent and uniquely solvable. More precisely, let $(u, u^\varepsilon)$ be the solution to (11) and define

\[
u := (u, \sigma, \rho, \tilde{a}, \tilde{b}, \hat{\sigma}, \hat{\sigma}) \text{ with } \sigma := e^{1/4}\nabla u, \rho := \text{div} (\sigma), \hat{\sigma} := u|_S, \hat{\sigma} := \sigma \cdot n|_S
\]

for $\star \in \{a, b\}$. (Here, the notation $u|_S$ and $\sigma \cdot n|_S$ is to be understood in the product sense of the spaces $H^{1/2}(S)$ and $H^{-1/2}(S)$, respectively.) Then, $\nu$ solves (11). On the other hand, if $u$ solves (11), then $(u, u^\varepsilon)$ with $u^\varepsilon := \mathcal{K}(\tilde{u}^\varepsilon - u_0) - \mathcal{V}(\varepsilon^{3/4}\hat{\sigma}^\varepsilon - \phi_0)$ solves (11).

(i) The bilinear forms are bounded in the sense that

\[
b(u, \Theta^\beta \nu) + e^{-1/2}c(\gamma u, \gamma v) \lesssim \max\{\beta, 1\}\|u\|_E\|v\|_E
\]

for all $u, v \in U$.

(ii) The bilinear form $b(\cdot, \Theta^\cdot) + e^{-1/2}c(\gamma, \gamma)$ is coercive: For all $u \in U$ holds

\[
\|u\|_E^2 \lesssim b(u, \Theta^\beta u) + e^{-1/2}c(\gamma u, \gamma u).
\]

(iii) There holds

\[
\|u\|_1 \lesssim \|u\|_E \lesssim \|u\|_2 \quad \text{for all } u \in U.
\]

A proof of this theorem will be given in Section 3.1.

**Remark 2.** From the proof of Theorem 1 below, it is clear that $\beta_0$ depends only on equivalence constants involving norms and boundary integral operators on $\Gamma$, and on the stability constant of the operator $B : U \to V'$ (see Lemma 6). In general $\beta \geq \beta_0 \geq 1$ (cf. estimate 16 in the proof).

The choice $\beta = 1$ proved to be sufficient in our numerical simulations. In the case of the Laplace transmission problem on an L-shaped domain, cf. [13], even $\beta > 1$ suffices. In practice we also have to take care of an approximation of the trial-to-test operator $\Theta$. Such an approximation is obtained by replacing the space $V$ in [11] by a finite-dimensional subspace $V_{hp}$. The resulting approximation of $\Theta$ by a discrete operator $\Theta_{hp} : U \to V_{hp}$ can be included in the lower bound for $\beta$. Assume that $\|Bu_{hp}\|_{V'} \leq C_F\|Bu_{hp}\|_{V_{hp}}$. Then, substituting $\beta_0$ by $C_F\beta_0$ the assertions of Theorem 1 (coercivity and boundedness of the combined bilinear form) remain valid when replacing $\Theta$ by $\Theta_{hp}$. Note that the constant $C_F$ amounts to the bound of an appropriate Fortin operator mapping $V \to V_{hp}$, cf. [14] for details in the case of the Poisson equation. In the present case of reaction dominated diffusion problems the analysis of the approximation properties when replacing $V$ by $V_{hp}$ is still an open issue.

The following corollary is a direct consequence of Theorem 1 and the Lax-Milgram lemma.
Corollary 3. Let the assumptions of Theorem 1 hold and let \( U_{hp} \subseteq U \) be a finite dimensional subspace. Denote by \( u \in U \) the solution of (11) and by \( u_{hp} \in U_{hp} \) the solution of (12). Then,

\[
\| u - u_{hp} \|_1 \lesssim \max\{\beta, 1\} \inf_{u_{hp} \in U_{hp}} \| u - u_{hp} \|_E \lesssim \max\{\beta, 1\} \inf_{u_{hp} \in U_{hp}} \| u - v_{hp} \|_2.
\]

\[\Box\]

Remark 4. Since the norms \( \| \cdot \|_1 \) and \( \| \cdot \|_2 \) are not uniformly equivalent in \( \varepsilon \), Corollary 3 does not prove uniform best approximation of the field variables in the balanced norm. We do have uniform control of the error (of the field variables) in the balanced norm by the DPG energy error, and this energy error is being (quasi-) minimized by the DPG approximation. The lack of uniform equivalence of \( \| \cdot \|_2 \) and the balanced norm means that we have not proved \( \varepsilon \)-uniformly efficient control of the error in balanced norm by the energy error. Looking at the case of reaction-dominated diffusion (not the transmission problem) where the DPG-energy error is exactly minimized (assuming exact implementation), numerical results indicate that we do have uniform equivalence of the energy error and the error of the field variables in balanced norm once the boundary layers are resolved, cf. [16].

Their ratio tends to a number close to 1 independently of \( \varepsilon \) when the mesh is refined. For the transmission problem a similar behavior is observed (see the numerical results below, in particular Figure 2). In order to guarantee uniform best approximation of the field variables in the balanced norm one can select, e.g., higher-order approximations of the corresponding skeleton terms. For instance, considering quasi-uniform meshes of width \( h \) and assuming sufficient regularity, an approximation of \( \tilde{u}^a \) and \( \tilde{u}^b \) by piecewise quadratic functions (and lowest order approximations of the remaining variables) would give an additional factor \( h \) in the best approximations of \( \tilde{u}^a \) and \( \tilde{u}^b \). Then, selecting meshes with \( \varepsilon^{-1/4} h = O(1) \) we expect a uniform upper bound in the balanced norm. To prove such results one needs appropriate approximation properties in skeleton spaces with balanced trace norms. This is an open subject.

3. TECHNICAL RESULTS AND PROOF OF THEOREM 1

In the recent work [13] we have learned that we have to analyze the kernel of \( B \) and relate it to the exterior problem. The candidates of the kernel will be solutions of the problem

\[
-\varepsilon \Delta \tilde{u} + \tilde{u} = 0 \quad \text{in } \Omega,
\]

\[
\tilde{u}|_{\Gamma} = \tilde{u} \quad \text{on } \Gamma.
\]

We refer to these solutions as harmonic extension of \( \tilde{u} \) and define the operator \( E : H^{1/2}(\Gamma) \to U \) by

\[
E \tilde{u} := u = (\tilde{u}, \varepsilon^{-1/4} \nabla \tilde{u}, \varepsilon^{1/4} \Delta \tilde{u}, \tilde{u}|_{\partial S}, \tilde{u}|_{\partial T}, \varepsilon^{1/4} (\nabla \tilde{u} \cdot n_1)|_{\partial T})_{T \in \mathcal{T}}, \varepsilon^{1/4} (\nabla \tilde{u} \cdot n_1)|_{\partial T})_{T \in \mathcal{T}},
\]

where \( \tilde{u} \in H^1(\Omega) \) denotes the unique solution of (15).

We can state the following properties of \( E \).

Lemma 5. The operator \( E : (H^{1/2}(\Gamma), \| \cdot \|_{H^{1/2}(\Gamma)} ) \to (U, \| \cdot \|_{1,1}) \) is linear, a right-inverse of \( \gamma_0 \), and bounded in the sense of

\[
\| E \tilde{u} \|_{\varepsilon,1} \lesssim \varepsilon^{-1/4} \| \tilde{u} \|_{H^{1/2}(\Gamma)} .
\]

Proof. By construction we have \( \gamma_0 E \tilde{u} = \tilde{u} \) for any \( \tilde{u} \in H^{1/2}(\Gamma) \), showing that \( E \) is a right-inverse. Let \( E \tilde{u} := u = (u, \sigma, \sigma^a, \sigma^b, \sigma^c, \sigma^d) \) denote the components as defined above. The continuity of \( E \) follows from the well-posedness of the Dirichlet problem: The weak formulation of the homogeneous problem and the Cauchy-Schwarz inequality gives us

\[
\varepsilon \| \nabla u \|_{L^2(\Omega)}^2 + \| u \|_{L^2(\Omega)}^2 = \varepsilon (\partial_{n_1} u, \tilde{u})_\Gamma = \varepsilon (\nabla u, \nabla \tilde{u}) + (u, v) \leq (\varepsilon \| \nabla u \|_{L^2(\Omega)}^2 + \| u \|_{L^2(\Omega)}^2)^{1/2} (\varepsilon \| \nabla v \|_{L^2(\Omega)}^2 + \| v \|_{L^2(\Omega)}^2)^{1/2}
\]

\[\Box\]
for any extension $v \in H^1(\Omega)$ with $v|_\Gamma = \hat{u}$. Dividing by the term of the right-hand side which involves $u$ and taking the infimum over all extensions $v \in H^1(\Omega)$ we obtain

$$(\varepsilon^2, \nabla u|_{L^2(\Omega)}^2 + u|_{L^2(\Omega)}^2)^{1/2} \leq \overline{||u||}_{1/2, \Gamma} \leq \overline{||\hat{u}||}_{H^{1/2}(\Gamma)}.$$ 

Note that $||\hat{u}||^2_{1/2, \mathcal{S}} \leq ||u||^2_{L^2(\Omega)} + ||\sigma||^2_{L^2(\Omega)}$ and $||\hat{u}||^2_{-1/2, \mathcal{S}} \leq ||u||^2_{L^2(\Omega)} + \varepsilon^2 ||\rho||^2_{L^2(\Omega)}$. By definition of $||\cdot||_{\varepsilon, 1}$ we get

$$||\mathcal{E} \hat{u}||^2_{\varepsilon, 1} = ||u||^2_{L^2(\Omega)} + ||\sigma||^2_{L^2(\Omega)} + \varepsilon^2 ||\rho||^2_{L^2(\Omega)}$$

$$+ \varepsilon \delta^3/2 ||\nabla u||^2_{L^2(\Omega)} + \varepsilon ||\sigma||^2_{L^2(\Omega)} + \varepsilon^2 ||\rho||^2_{L^2(\Omega)}$$

$$\leq ||u||^2_{L^2(\Omega)} + ||\sigma||^2_{L^2(\Omega)} + \varepsilon^2 ||\rho||^2_{L^2(\Omega)}.$$ 

Thus, $||\mathcal{E} \hat{u}||^2_{\varepsilon, 1} \leq \varepsilon^{-1/4}||\mathcal{E} \hat{u}||_{H^{1/2}(\Gamma)}$. 

**Lemma 6.** There holds ker $B = \mathcal{E} H^{1/2}(\Gamma)$ and, in particular,

$$||u - \mathcal{E} \gamma_0 u||_{1/2, \mathcal{S}} \leq ||Bu||_{V'} \quad \text{for all } u \in U.$$ 

The involved constant depends only on $\Omega$ but not on $\varepsilon$.

**Proof.** We note that $\mathcal{E} H^{1/2}(\Gamma) \subseteq \text{ker} B$ follows by construction of the ultra-weak formulation [3], i.e., integration by parts.

To show the other inclusion, note that $\gamma_0(u - \mathcal{E} \gamma_0 u) = 0$, hence, $u - \mathcal{E} \gamma_0 u \in U_0$. Recall from [10, Theorem 1] that

$$||u_0||_{\varepsilon, 1} \leq ||Bu_0||_{V'} \quad \text{for all } u_0 \in U_0.$$ 

Since $\mathcal{E} \gamma_0 u \in \text{ker} B$ we have

$$||u - \mathcal{E} \gamma_0 u||_{\varepsilon, 1} \leq ||Bu - \mathcal{E} \gamma_0 u||_{V'} = ||Bu||_{V'} \quad \text{for all } u \in U.$$ 

Choosing $u \in \text{ker} B$ shows $u = \mathcal{E} \gamma_0 u \in \mathcal{E} H^{1/2}(\Gamma)$. 

The following norm equivalence follows by a standard compactness argument. Similar results for classical coupling methods can be found in [2].

**Lemma 7.** In the case $d = 2 \ v \in H^1(\Omega)$ assume that $\text{diam}(\Omega) < 1$. There holds

$$||u||^2_{H^{1/2}(\Gamma)} + \varepsilon||\phi||^2_{H^{1/2}(\Gamma)} \simeq ||\langle W u, u \rangle_\Gamma + \langle \phi, V \phi \rangle_\Gamma + |\langle 1, (\varepsilon^2 - K) u + V \phi \rangle_\Gamma|^2$$

for all $(u, \phi) \in H^{1/2}(\Gamma) \times H^{-1/2}(\Gamma)$. In particular,

$$||u||^2_{H^{1/2}(\Gamma)} + \varepsilon||\phi||^2_{H^{-1/2}(\Gamma)} \simeq ||\langle W u, u \rangle_\Gamma + \varepsilon^3/4 \langle \phi, V \phi \rangle_\Gamma + |\langle 1, (\varepsilon^2 - K) u + V \phi \rangle_\Gamma|^2$$

and the involved constants depend only on $\Gamma$.

We shall make use of the following bound for the $H^{-1/2}(\Gamma)$ norm.

**Lemma 8.** There holds

$$\varepsilon^{1/2} ||\gamma_0^a u||_{H^{-1/2}(\Gamma)} \lesssim ||Bu||_{V'} + ||u||_{\varepsilon, 1} \quad \text{for all } u \in U.$$
Proof. For given $\bar{\mu} \in H^{1/2}(\Gamma)$ let $\mu \in H^1(\Omega)$ be its extension with $\mu|_{\Gamma} = \bar{\mu}$ and $\|\mu\|_{H^1(\Omega)} = \|\bar{\mu}\|_{H^{1/2}(\Gamma)}$. Since $\mu \in H^1(\Omega)$ there holds
\[
\langle \mu, \tau \cdot n \rangle_{\mathcal{S}} = 0 \quad \text{for all } \tau \in H(\text{div}, \Omega) \text{ with } \tau \cdot n|_{\Gamma} = 0.
\]
Let $u = (u, \sigma, \rho, \tilde{u}^a, \tilde{u}^b, \tilde{\sigma}^a, \tilde{\sigma}^b) \in U$. Then,
\[
\langle \tilde{\sigma}^a, \bar{\mu} \rangle_{\Gamma} = \langle \tilde{\sigma}^a, \mu \rangle_{\mathcal{S}} = -\langle \tilde{\sigma}^a, -\mu \rangle_{\mathcal{S}} + \langle \sigma, \nabla \tau(-\mu) \rangle + \langle \rho, -\mu \rangle + \langle \sigma, \nabla \tau \mu \rangle + \langle \rho, \mu \rangle
\]
\[
\leq b(u, (-\mu, 0, 0)) + (\|\sigma\|_{L^2(\Omega)}^2 + \|\rho\|_{L^2(\Omega)}^2)^{1/2}\|\mu\|_{H^1(\Omega)}
\]
Moreover, note that with the definition of the test norm $\|\cdot\|_V$ we get
\[
\|\mu\|_{H^1(\Omega)}^2 \geq \varepsilon \|\langle \mu, 0, 0 \rangle\|_V^2.
\]
This leads
\[
\|\gamma^a_n u\|_{H^{-1/2}(\Gamma)} \simeq \sup_{\bar{\mu} \in H^{1/2}(\Gamma)} \frac{\langle \gamma^a_n u, \bar{\mu} \rangle_{\Gamma}}{\|\bar{\mu}\|_{H^{1/2}(\Gamma)}} = \sup_{\mu \in H^1(\Omega)} \frac{\langle \gamma^a_n u, \mu \rangle_{\Gamma}}{\|\mu\|_{H^1(\Omega)}}
\]
\[
\leq \varepsilon^{-1/2} \left( \sup_{\mu \in H^1(\Omega)} \frac{b(u, (-\mu, 0, 0))}{\|(-\mu, 0, 0)\|_V} \right) + (\|\sigma\|_{L^2(\Omega)}^2 + \|\rho\|_{L^2(\Omega)}^2)^{1/2}.
\]
Extending the supremum over all functions in $V$ and using the definition of $\|u\|_{\varepsilon, 1}$, this finishes the proof. \qed 

3.1. Proof of Theorem 1. Integration by parts and the Calderón system (7) show that the unique solution $u$ of (1) as defined in the theorem also solves problem (11). It remains to prove that (11) is uniquely solvable. To that end, we prove boundedness (i) and strong coercivity (ii) below. Then, by the Lax-Milgram lemma we have a unique solution of (11), which also holds in the discrete case (12).

Proof of (i): Boundedness in the norm $\|\cdot\|_E$ is straightforward: Note that $b(u, \Theta_\beta v)$ defines a symmetric, positive semidefinite bilinear form. Therefore, we can apply the Cauchy-Schwarz inequality
\[
|b(u, \Theta_\beta v)| \leq b(u, \Theta_\beta u)^{1/2} b(v, \Theta_\beta v)^{1/2} = \beta \|Bu\|_V \|Bv\|_{V'}.
\]
Then, the mapping properties of the boundary integral operators from Section 2.4 yield
\[
|c(\gamma u, \gamma v)| \lesssim (\|\gamma_0 u\|_{H^{1/2}(\Gamma)}^2 + \|\varepsilon^{3/4} \gamma_n^a u\|_{H^{-1/2}(\Gamma)}^2)^{1/2} (\|\gamma_0 v\|_{H^{1/2}(\Gamma)}^2 + \|\varepsilon^{3/4} \gamma_n^a v\|_{H^{-1/2}(\Gamma)}^2)^{1/2}.
\]
Together with Lemma 5 this gives
\[
|b(u, \Theta_\beta v)| + \varepsilon^{-1/2} |c(\gamma u, \gamma v)| \lesssim \max\{\beta, 1\} \|u\|_E \|v\|_E.
\]
Proof of (ii): Let $u = (u, \sigma, \rho, \tilde{u}^a, \tilde{u}^b, \tilde{\sigma}^a, \tilde{\sigma}^b) \in U$. The definition of the norm $\|\cdot\|_E$ and the identity
\[
\langle \varepsilon^{3/4} \tilde{\sigma}^a, \tilde{u}^a \rangle_{\Gamma} = \langle (1/2 + K^a) \varepsilon^{3/4} \tilde{\sigma}^a, \tilde{u}^a \rangle_{\Gamma} + \langle \varepsilon^{3/4} \tilde{\sigma}^a, (1/2 - K) \tilde{u}^a \rangle_{\Gamma}
\]

not only expect layers at the boundary but also in the interior (away from the boundary), which singularly perturbed problem, the first example (Section 4.1) treats a problem with known solution and it remains to show the upper bound in (13c). By [16, Lemma 3] we have

Lemma 5, and Lemma 7 we obtain

Proof of (iii): Subtracting the last term for a sufficiently small (16)

imply

\[ \|u\|_{E}^{2} = \|Bu\|_{V^{'}}^{2} + \varepsilon^{-1/2}((W\tilde{a}^{0}, \tilde{u}^{0})_{\Gamma} + \langle (\varepsilon^{3/4} \sigma^{0}, V\varepsilon^{3/4} \sigma^{0})_{\Gamma} + \langle (1, (1/2 - K)\tilde{a}^{0} + V\varepsilon^{3/4} \sigma^{0})_{\Gamma}^{2} \rangle \]

\[ = \|Bu\|_{V^{'}}^{2} + \varepsilon^{-1/2}((W\tilde{a}^{0}, \tilde{u}^{0})_{\Gamma} + \langle (\varepsilon^{3/4} \sigma^{0}, V\varepsilon^{3/4} \sigma^{0})_{\Gamma} + \langle (1, (1/2 - K)\tilde{a}^{0} + V\varepsilon^{3/4} \sigma^{0})_{\Gamma}^{2} \rangle \]

+ \varepsilon^{-1/2}(1/2 + K')\varepsilon^{3/4} \sigma^{0}, (1/2 - K)\tilde{a}^{0})_{\Gamma} + \varepsilon^{-1/2}(1/2 - K)\tilde{a}^{0})_{\Gamma} + \varepsilon^{-1/2}(1/2 - K)\tilde{a}^{0})_{\Gamma} \]

\[ = \|Bu\|_{V^{'}}^{2} + \varepsilon^{-1/2}c(\gamma_{0}u, \gamma_{u}u) - \varepsilon^{-1/4}a)_{\Gamma} \]

\[ \leq \|Bu\|_{V^{'}}^{2} + \varepsilon^{-1/2}c(\gamma_{0}u, \gamma_{u}u) + \varepsilon^{-1/4}a)_{\Gamma} \]

Here, we also used that \( \langle \gamma_{0}u, E_{0} \rangle \geq 0 \). We apply Lemma 8, Lemma 6 and Young’s inequality with parameter \( \delta > 0 \) to estimate the last term on the right-hand side by

\[ \varepsilon^{1/2}\|\gamma_{0}u - \tilde{a}^{0}\|_{H^{1/2}(\Gamma)} \varepsilon^{-1/4}a^{2}\|_{H^{1/2}(\Gamma)} \leq C\|Bu\|_{V^{'}}\varepsilon^{-1/4}a^{2}\|_{H^{1/2}(\Gamma)} \]

\[ \leq C^{\delta^{-1}/2}\|Bu\|_{V^{'}}^{2} + \delta^{\frac{3}{2}}\varepsilon^{-1/4}a^{2}\|_{H^{1/2}(\Gamma)} \]

\[ \leq C^{\delta^{-1}/2}\|Bu\|_{V^{'}}^{2} + \delta^{\frac{3}{2}}\|u\|_{E}^{2}. \]

Here, \( C > 0 \) is a constant which is independent of \( \varepsilon, \delta, u \) and \( \mathcal{T} \). Putting everything together we get

(16)

\[ \|u\|_{E}^{2} \leq (1 + C^{\delta^{-1}/2}) \|Bu\|_{V^{'}}^{2} + \varepsilon^{-1/2}c(\gamma_{0}u, \gamma_{u}u) + \delta^{\frac{3}{2}}\|u\|_{E}^{2}. \]

Subtracting the last term for a sufficiently small \( \delta > 0 \) this proves the existence of \( \beta_{0} > 0 \) such that, for all \( \beta \geq \beta_{0} \), there holds \( \|u\|_{E}^{2} \leq \beta\|Bu\|_{V^{'}}^{2} + \varepsilon^{-1/2}c(u, \Theta u) = b(u, \Theta u) + \varepsilon^{-1/2}c(u, u) \).

Proof of (iii): We start with the lower bound in (13c). By the triangle inequality, Lemma 6, Lemma 5 and Lemma 7 we obtain

(17)

\[ \|u\|_{E}^{2} \leq \|u - E_{0}u\|_{E}^{2} + \|E_{0}u\|_{E}^{2} \leq \|Bu\|_{V^{'}}^{2} + \varepsilon^{-1/2}\|\gamma_{0}u\|_{H^{1/2}(\Gamma)}^{2} \leq \|u\|_{E}^{2}, \]

and it remains to show the upper bound in (13c). By [16] Lemma 3 we have

\[ \|b(u, \Theta v)\| \leq \|u\|_{E}\|\Theta v\|_{V}. \]

The definition [5] of \( \Theta \) shows

\[ \|\Theta v\|_{V}^{2} = (\Theta v, \Theta v)_{V} = b(v, \Theta v) \leq \|v\|_{E}\|\Theta v\|_{V}, \]

and therefore boundedness \( b(u, \Theta v) \leq \|u\|_{E}\|v\|_{E} \) for all \( u, v \in U \). Then, as in the proof of (i) above, boundedness of the involved integral operators show the upper bound. This finishes the proof of Theorem 1.

\[ \square \]

4. Numerical experiments

In this section we present different numerical experiments of our coupling method in two dimensions. In order to show numerically the reliability and robustness of our method for the interior singularly perturbed problem, the first example (Section 4.1) treats a problem with known solution in the interior and exterior. Also, for the second problem (Section 4.2) we choose a known solution that exhibits a singularity at a boundary vertex. Lastly, similar to [16], we consider a problem where the source term \( f \) has support within \( \Omega \) and vanishes on the boundary. In particular, we do not only expect layers at the boundary but also in the interior (away from the boundary), which are not aligned with the meshes.
Throughout, we consider regular triangulations \( \mathcal{T} \) with compact triangles. As mesh refinement strategy we use the newest-vertex bisection (NVB) that preserves shape regularity in the following sense: Given a sequence \( \mathcal{T}_0, \mathcal{T}_1, \ldots \) of triangulations, where \( \mathcal{T}_\ell \) is a refinement of \( \mathcal{T}_{\ell-1} \), it holds

\[
\sup_{T \in \mathcal{T}_\ell} \frac{\text{diam}(T)^2}{|T|} \leq C \sup_{T \in \mathcal{T}_0} \frac{\text{diam}(T)^2}{|T|} \quad \text{for all } \ell \in \mathbb{N}_0,
\]

where \( C \) does not depend on \( \ell \). Given a triangulation \( \mathcal{T} \), we define \( P^p(\mathcal{T}) \) as the space of all \( \mathcal{T} \)-piecewise polynomials of order less than or equal to \( p \in \mathbb{N}_0 \). The choice for the basis of \( P^p(\mathcal{T}) \) is based on Lobatto shape functions as presented in [30, Section 2.2.2–2.2.3]. In the same manner we define the \( S \)-piecewise polynomial space \( P^p(S) \). Moreover, set \( S^p(\mathcal{T}) := P^p(S) \cap C(\mathcal{T}) \). We stress that the skeleton \( S \) restricted to \( \Gamma \) induces a triangulation of the boundary. We denote by \( P^p(S|\Gamma) \) the space of \( S|\Gamma \)-piecewise polynomials of degree less than or equal to \( p \in \mathbb{N}_0 \) and \( S^p(\Gamma) := P^p(S|\Gamma) \cap C(\Gamma) \). For the lowest-order cases we have \( P^0(\mathcal{T})|\Gamma = P^0(\mathcal{S}|\Gamma) \) and \( S^1(\mathcal{S})|\Gamma = S^1(\mathcal{S}|\Gamma) \).

The continuous trial space \( U \) is replaced by

\[
U_{hp} := (P^0(\mathcal{T}) \times [P^0(\mathcal{T})]^2) \times P^0(\mathcal{T}) \times S^1(\mathcal{S}) \times S^1(\mathcal{S}) \times P^0(\mathcal{T}) \times P^0(\mathcal{T}) \cap U.
\]

Moreover, we replace the trial-to-test operator \( \Theta_\beta \) by its discrete analogue \( \Theta_{hp,\beta} \) defined by the relation

\[
\langle \Theta_{hp,\beta} u_{hp}, v_{hp} \rangle_V = \beta b(u_{hp}, v_{hp}) \quad \text{for all } u_{hp} \in U_{hp}, v_{hp} \in V_{hp},
\]

where

\[
V_{hp} := P^2(\mathcal{T}) \times [P^2(\mathcal{T})]^2 \times P^4(\mathcal{T}).
\]

That means, we replace \( V \) by the discrete subspace \( V_{hp} \). In the literature this is often called practical DPG. For the first two components the choice of polynomial degree is based on [14], whereas for the third component we choose a polynomial degree of four, since we also test with the Laplacian of the test functions. We choose \( \beta = 1 \) for all our experiments.

To steer the adaptive mesh-refinement, we use the local indicators

\[
est_\Omega(T)^2 := \|R_{hp}^{-1}(L_V - B_{hp})\|_{V'|\Gamma}^2,
\]

\[
est_\Gamma(E)^2 := \varepsilon^{-1/2} \left( \|h^{1/2}(W(u_0 - \gamma_0 u_{hp}) + (\frac{1}{2} + k')(\phi_0 - \varepsilon^{3/4} \gamma_n u_{hp}))\|_{L^2(E)}^2 + \|h^{1/2}\nabla (\frac{1}{2} - k')(u_0 - \gamma_0 u_{hp}) + V(\phi_0 - \varepsilon^{3/4} \gamma_n u_{hp})\|_{L^2(E)}^2 \right),
\]

for \( T \in \mathcal{T}, E \in S|\Gamma \). Here, \( R_{hp} : V_{hp} \rightarrow V'_{hp} \) denotes the Riesz isomorphism, \( h \) denotes the mesh-size function on the boundary and \( \nabla \cdot \) the arc-length derivative. We define the overall estimators by

\[
est_\Omega^2 := \sum_{T \in \mathcal{T}} \nest_\Omega(T)^2, \quad \nest_\Gamma^2 := \sum_{E \in S|\Gamma} \nest_\Gamma(E)^2.
\]

Note that \( \nest_\Omega \) is the typical estimator for DPG problems and can be easily computed. It measures the error in the interior domain, whereas \( \nest_\Gamma \) is an \( h \)-weighted residual-based error estimator that measures — at least heuristically — the error at the boundary. We mark a minimal set of elements \( \mathcal{M}_{\ell}^\Omega \times \mathcal{M}_{\ell}^\Gamma \subseteq \mathcal{T}_\ell \times S_{\ell|\Gamma} \) using the criterion

\[
\theta(\nest_\Omega^2 + \nest_\Gamma^2) \leq \sum_{T \in \mathcal{M}_{\ell}^\Omega} \nest_\Omega(T)^2 + \sum_{E \in \mathcal{M}_{\ell}^\Gamma} \nest_\Gamma(E)^2
\]
with marking parameter $\theta \in (0, 1)$. For the examples where the exact solution $(u, u^c)$ is known (Section 4.1–4.2), we compute the following error quantities (with $\sigma = \varepsilon^{1/4}\nabla u$, $\rho = \varepsilon^{1/4}\Delta u$):

$$\text{err}_\Omega^2 := \|u - u_{hp}\|_{L^2(\Omega)}^2 + \|\sigma - \sigma_{hp}\|_{L^2(\Omega)}^2 + \varepsilon\|\rho - \rho_{hp}\|_{L^2(\Omega)}^2,$$
$$\text{err}_\Gamma^2 := \varepsilon^{-1/2}\|h^{1/2}\nabla\gamma_0 u_{hp} - u_0 - u^c|_\Gamma\|_{L^2(\Gamma)}^2 + \varepsilon^{-1/2}\|h^{1/2}\varepsilon^{3/4}\gamma_n u_{hp} - \phi_0 - \partial_n u^c\|_{L^2(\Gamma)}^2.$$

All experiments are programmed and conducted in MATLAB, where for the assembling of the discrete boundary integral operators we use the MATLAB library HILBERT [1].

![Graphs showing error and estimator quantities for different values of $\varepsilon$]

**Figure 1.** Error and estimator quantities for different values of $\varepsilon$ for the example with smooth solution (Section 4.1).
4.1. Smooth solution. Let $\Omega = (0, \frac{1}{2}) \times (0, \frac{1}{2})$. We choose the exact solution

\begin{equation}
\begin{split}
u(x,y) := & 8(x^3(1+4y^2) + \sin(4\pi x^2) \\
& + 2\cos(\pi y)(x+y) \left(e^{-4x/\sqrt{\varepsilon}} + e^{-2(1-x)/\sqrt{\varepsilon}} + e^{-6y/\sqrt{\varepsilon}} + e^{-3(1-2y)/\sqrt{\varepsilon}}\right),
\end{split}
\end{equation}

and compute the data $f$, $u_0$, $\phi_0$. The solution $u(x,y)$ is similar as in [20, 16]. Note that we have scaled $\Omega$ such that $\text{diam}(\Omega) < 1$. We set $\alpha_1 = 0.25 = \alpha_2$. Then, $u^c$ satisfies $\Delta u^c = 0$ in the exterior domain.

For this experiment we use $\theta = \frac{1}{2}$ in (18). Figure 1 shows the quantities $\text{err}_\Omega$, $\text{err}_\Gamma$, $\text{est}_\Omega$, and $\text{est}_\Gamma$ for $\varepsilon = 10^{-j}$ with $j \in \{2, 4, 6, 8\}$. We start our computations with a coarse initial mesh $T_0$ containing only four elements and observe that as soon as the boundary layers are resolved our method leads to optimal convergence rate with respect to the number of volume elements, i.e., $(\#T_\ell)^{-1/2}$. Additionally, we observe higher convergence rates for the boundary terms, that is $(\#T_\ell)^{-3/4}$. For small $\varepsilon$, the boundary estimator $\text{est}_\Gamma$ dominates the overall estimator $(\text{est}_\ell^2 + \text{est}_\Gamma^2)^{1/2}$, hence, basically boundary elements are refined in the beginning of our adaptive loop. This is due to the scaling factor $\varepsilon^{-1/4}$ in the term $\text{est}_\Gamma$. Nevertheless, after a few steps the volume error dominates. For $\varepsilon = 10^{-8}$ this happens already when reaching approximately 1000 volume elements, see Figure 1.

The left plot in Figure 2 shows the ratio $\text{err}_\Omega / \text{est}_\Omega$ of the volume error and volume estimator for the example with smooth solution (left, Section 4.1) resp. singular solution (right, Section 4.2).

For this experiment we use $\theta = \frac{1}{2}$ in (18). Figure 1 shows the quantities $\text{err}_\Omega$, $\text{err}_\Gamma$, $\text{est}_\Omega$, and $\text{est}_\Gamma$ for $\varepsilon = 10^{-j}$ with $j \in \{2, 4, 6, 8\}$. We start our computations with a coarse initial mesh $T_0$ containing only four elements and observe that as soon as the boundary layers are resolved our method leads to optimal convergence rate with respect to the number of volume elements, i.e., $(\#T_\ell)^{-1/2}$. Additionally, we observe higher convergence rates for the boundary terms, that is $(\#T_\ell)^{-3/4}$. For small $\varepsilon$, the boundary estimator $\text{est}_\Gamma$ dominates the overall estimator $(\text{est}_\ell^2 + \text{est}_\Gamma^2)^{1/2}$, hence, basically boundary elements are refined in the beginning of our adaptive loop. This is due to the scaling factor $\varepsilon^{-1/4}$ in the term $\text{est}_\Gamma$. Nevertheless, after a few steps the volume error dominates. For $\varepsilon = 10^{-8}$ this happens already when reaching approximately 1000 volume elements, see Figure 1.

The left plot in Figure 2 shows the ratio $\text{err}_\Omega / \text{est}_\Omega$ of the volume error and volume estimator. We observe that this ratio is close to one when the boundary layers are resolved. In the preasymptotic range a loss of robustness is observed which is due to the fact that the optimal test function for $u_{hp}$ can not be resolved accurately enough in the discrete test space $V_{hp}$ on very coarse triangulations. Nevertheless, the correct location of the layers is found by the proposed algorithm and refinement is done towards the layers.
In Figure 3 we check the behaviour of skeleton variables compared to the volume error $\text{err}_\Omega$ with error quantities $\text{err}(\hat{u}^\star)$, $\text{err}(\hat{\sigma}^\star)$ for the skeleton variables $\hat{u}^\star$, $\hat{\sigma}^\star$ on a sequence of uniformly refined triangulations. These quantities are defined for $\star \in \{a, b\}$ by

$$
\text{err}(\hat{u}^\star) := \left( \|u - \tilde{u}_h^\star\|_{L^2(\Omega)}^2 + \varepsilon^{1/2} \|\nabla(u - \tilde{u}_h^\star)\|_{L^2(\Omega)}^2 \right)^{1/2},
$$

$$
\text{err}(\hat{\sigma}^\star) := \left( \|\sigma - \tilde{\sigma}^\star_h\|_{L^2(\Omega)}^2 + \varepsilon \|\text{div}(\sigma - \tilde{\sigma}^\star_h)\|_{L^2(\Omega)}^2 \right)^{1/2}.
$$

Here, $\tilde{u}_h^\star$ is the nodal interpolant of $\hat{u}_h^\star$ in $H^1(\Omega)$ and $\tilde{\sigma}^\star_h$ is the lowest-order Raviart-Thomas projection of $\hat{\sigma}^\star_h$ in $H(\text{div}, \Omega)$. According to the definition of the skeleton norms (2), there hold
the estimates
\[ \| \hat{u}^* - \hat{u}_h^* \|_{1/2,S} \leq \text{err}(\hat{u}^*) \quad \text{and} \quad \| \hat{\sigma}^* - \hat{\sigma}_h^* \|_{1/2,S} \leq \text{err}(\hat{\sigma}^*) \quad \text{for} \ \star \in \{a,b\}. \]

From Figure 3 we observe that the errors of the trace variables \( \hat{u}^* \) and \( \hat{\sigma}_a^* \) are comparable to the volume error independently of the perturbation parameter \( \varepsilon \). Note that the analysis only predicts robust control of the norm of the error scaled with (positive) powers of \( \varepsilon \). In contrast, for a fixed mesh, the errors in \( \hat{\sigma}_b^* \) increase when \( \varepsilon \) gets smaller (on coarse triangulations). Note that our motivation was to robustly control field variables. Skeleton variables appear due to the discontinuous variational formulation. They are not part of the (original) problem and there is no need to control their approximation. Of course, in the case of the interface variables (the skeleton variables \( \hat{u}_a^* \) and \( \hat{\sigma}_a^* \) restricted to \( \Gamma \)) we do need robust control since they are essential for the coupling with boundary elements. Their robust control has been confirmed by the previous experiment.

4.2. **Singular solution.** Let \( \Omega \) denote the L-shaped domain sketched in Figure 4. In the interior we prescribe the solution
\[ u(x,y) := C \varepsilon^{2/3} (r/\sqrt{\varepsilon}) \cos(2/3 \varphi), \]
where \((r, \varphi)\) denote the polar coordinates of \((x,y) \in \Omega\), and \( I_\nu \) with \( \nu \in \mathbb{R} \) denotes the modified Bessel function of first kind. We choose \( C \varepsilon \) such that \( \| u \|_{L^\infty}(\Omega) = 1 \). Note that \( u \) is harmonic in the sense that \( \varepsilon \Delta u - u = 0 \) and has a singularity at the reentrant corner \((x,y) = (0,0)\). Moreover, a closer look unveils that \( u \in H^{5/3-s}(\Omega) \) for \( s > 0 \). Hence, we expect suboptimal convergence rates in the case of uniform refinement. Therefore, we stick to an adaptive strategy, where we choose \( \theta = \frac{3}{4} \) in (18). For the solution in the exterior we take the same function as in (19b) with constants \( \alpha_1 = 0.125 \) and \( \alpha_2 = 0 \).

![Figure 4. L-shaped domain and its initial triangulation \( T_0 \) with 12 volume elements.](image)

In Figure 5 we plot the quantities \( \text{err}_\Omega \), \( \text{err}_\Gamma \), \( \text{est}_\Omega \), and \( \text{est}_\Gamma \) for \( \varepsilon = 10^{-j} \) with \( j \in \{1, 2, 4, 5\} \). We make the same observations as for the example from Section 4.1. Furthermore, we stress that for \( \varepsilon \) close to 1, the meshes are refined towards the singularity, whereas for \( 0 < \varepsilon < 10^{-2} \) the boundary
layers get sharper, and the adaptive algorithm then resolves these layers. The right plot in Figure 2 shows the ratio $\text{err}_\Omega/\text{est}_\Omega$ of the volume error and the volume estimator. Again we observe that after a few steps in the adaptive algorithm (after the layers are resolved) this ratio is close to one.

4.3. Unknown solution. Again we choose $\Omega$ to be the L-shaped domain sketched in Figure 4. For this experiment we choose the data

$$u_0 := \frac{1}{2}, \quad \phi_0 := 0, \quad f(x, y) := \begin{cases} 1 & \text{if } (x - 0.15)^2 + y^2 < \frac{1}{100} \\ 0 & \text{else} \end{cases}.$$ 

In particular, for this choice of data we expect a boundary layer (since $u_0 \neq f$ on $\Gamma$) and a circular layer away from the boundary. For this experiment we choose $\theta = \frac{1}{2}$ in (18).

Figure 5. Error and estimator quantities for different values of $\varepsilon$ for the example with singular solution (Section 4.2).
In Figure 6 we plot only the estimators $\text{est}_\Omega$ and $\text{est}_\Gamma$ since the exact solution is unknown. As in the previous examples we observe that all estimator quantities converge with the optimal rate as soon as the layers are resolved.

For illustration purposes, Figure 7 shows the solution component $u_{hp}$ for different choices of $\varepsilon$ on adaptively refined meshes.
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