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The application of diagrammatic reasoning techniques to large-scale quantum processes needs specific tools to describe families of diagrams of arbitrary size. For now, large-scale diagrammatic reasoning tools in ZH-calculus come in two flavours, !-boxes and scalable notations. This paper investigates the interactions between the two approaches by exhibiting correspondences through various examples from the literature, focusing on (hyper)graph states and diagrammatic transforms. In doing so, we set up a path toward a neat and tidy large-scale diagrammatic reasoning toolbox.

Introduction

Motivation: One of the most used models of quantum computation is quantum circuits; a circuit is a sequence of quantum logic gates applied to a list of qubits. It is a useful framework for writing quantum algorithms. However, it is challenging to rewrite circuits or check if two of them perform the same operation. Among the methods to reason on circuits, ZX-calculus has risen from categorical theories [12] to provide an intuitive and efficient framework for quantum computation. ZX-calculus contains an equational theory which allows to rewrite diagrams and enables smart circuit optimisations [19, 17, 3] and verification [23] schemes. A set of rules for ZX-calculus have been proven complete for Clifford+T quantum operations [16]. Its cousin ZH-calculus specialises in nonlinearity [2], but contains some useful aspects [22, 23] that are hard to transpose in ZX-calculus; as it carries a native representation of Toffoli and CCZ gates, it holds a multiplicative behaviour that is tough to picture in ZX-calculus.

As quantum circuits become arbitrarily large, reasoning on them is harder since the different rules may not scale, for example, in ZH-calculus. To overcome this, large-scale diagrammatic tools have been developed, such as !-boxes [24, 18] or scalable calculus [9]. These two might look very different: the first keeps the syntax of the base graphical calculus where some subdiagrams can be repeated any number of times to model a family of diagrams; the other adds new generators to picture any number of wires as a single one. Our goal is to show that the two are very much alike and that they have a similar expressivity. A translation between them also allows to write diagrams using both, and would give a new understanding of different works done in one or the other.

Contribution: In this paper, we compare and translate !-boxes and scalable notations on several relevant examples. First, we consider the matrix arrows generators of scalable ZH-calculus. Translating theme into !-boxes gives a practical translation between the frameworks and allows direct diagrammatical proofs of arrows properties dramatically shorter than the proofs by induction of [9]. Then, the transformations expressed in [23] using !-boxes, namely hyper-local complementation and Fourier hyper pivot, are here pictured in scalable notations. We provide concise, scalable proofs of those transformations. However, in doing so we lose the readability of the topological structure allowed by !-boxes. Finally, by exhibiting the connection between matrix arrows and the trapezes of [22], we show that scalable no-
tations are also well-suited for graphical transforms. Relying on this, we give alternative proofs of the spider nest identities of [25, 6] by direct transform computation.

**Structure of the paper:** We first ZH-calculus is introduced in its well-tempered form [4] in Section 1. Once both frameworks, namely !-boxes and SZH-calculus, are defined in Section 2, we describe heuristics to translate between the two in section 3. We then give concrete examples of applications of those heuristics to the hyper local complementation and regular hyper pivot [23]. Finally, in Section 4, we introduce graphical transforms in SZH-calculus and use them to derive the Fourier hyper pivot [23] and spider nest identities [25, 6].

1 ZH-calculus

The ZH-calculus is a graphical language introduced by Backens and Kissinger [2] to represent linear maps in a complex vector space through diagrams – which will be referred to as ZH-diagrams. A ZH-diagram is a collection of generators and wires between them. When $a$ is a complex number, the generators are:

In colloquial speech, these can be called respectively h-box and green dot, or more vaguely spiders. The generators are given a semantics in complex matrices spaces, which is in itself compositional and provides then a semantics for any ZH-diagram. We consider in this paper the well-tempered [5] semantics:

\[
\begin{align*}
\left[ \begin{array}{c}
\text{\textcolor{green}{\ldots}} \\
\text{\textcolor{red}{\ldots}}
\end{array} \right] &= 2^{m+n-2} (|0\rangle^{\otimes n} |0\rangle^{\otimes m} + |1\rangle^{\otimes n} |1\rangle^{\otimes m}) \\
\left[ \begin{array}{c}
\text{\textcolor{red}{\ldots}} \\
\text{\textcolor{green}{\ldots}}
\end{array} \right] &= 2^{m+n} \sum_{x,y \in \{0,1\}^{m+n}} a^x \cdots x_m y_1 \cdots y_n |y\rangle \langle x|
\end{align*}
\]

Diagrams can be composed horizontally or vertically, meaning:

\[
\begin{align*}
\left[ \begin{array}{c}
\text{\textcolor{red}{\ldots}} \\
\text{\textcolor{green}{\ldots}}
\end{array} \right] \otimes \left[ \begin{array}{c}
\text{\textcolor{red}{\ldots}} \\
\text{\textcolor{green}{\ldots}}
\end{array} \right] &= \left[ \begin{array}{c}
\text{\textcolor{red}{\ldots}} \\
\text{\textcolor{green}{\ldots}}
\end{array} \right] \\
\left[ \begin{array}{c}
\text{\textcolor{red}{\ldots}} \\
\text{\textcolor{green}{\ldots}}
\end{array} \right] \circ \left[ \begin{array}{c}
\text{\textcolor{red}{\ldots}} \\
\text{\textcolor{green}{\ldots}}
\end{array} \right] &= \left[ \begin{array}{c}
\text{\textcolor{red}{\ldots}} \\
\text{\textcolor{green}{\ldots}}
\end{array} \right]
\end{align*}
\]

The tensor product is symmetric, meaning that we allow swapping wires, some natural equations in the diagrammatic calculus arise:

\[
\begin{align*}
\left[ \begin{array}{c}
\text{\textcolor{red}{\ldots}} \\
\text{\textcolor{green}{\ldots}}
\end{array} \right] &= \left[ \begin{array}{c}
\text{\textcolor{red}{\ldots}} \\
\text{\textcolor{green}{\ldots}}
\end{array} \right] \\
\left[ \begin{array}{c}
\text{\textcolor{red}{\ldots}} \\
\text{\textcolor{green}{\ldots}}
\end{array} \right] &= \left[ \begin{array}{c}
\text{\textcolor{red}{\ldots}} \\
\text{\textcolor{green}{\ldots}}
\end{array} \right]
\end{align*}
\]

Loose ends on the left and on the right are respectively inputs and outputs of the diagram. It follows that a single wire with no generator performs the identity. Besides, we allow wires to bend:

\[
\begin{align*}
\left[ \begin{array}{c}
\text{\textcolor{red}{\ldots}} \\
\text{\textcolor{green}{\ldots}}
\end{array} \right] &= |0\rangle \langle 0| + |1\rangle \langle 1| \\
\left[ \begin{array}{c}
\text{\textcolor{red}{\ldots}} \\
\text{\textcolor{green}{\ldots}}
\end{array} \right] &= |00\rangle + |11\rangle \\
\left[ \begin{array}{c}
\text{\textcolor{red}{\ldots}} \\
\text{\textcolor{green}{\ldots}}
\end{array} \right] &= |00\rangle + |11\rangle
\end{align*}
\]

The choice of well-tempered scalars is significant: some equations stated in the following sections have application in the verification of quantum circuits, for example, hence the necessity to keep the scalars – which is not always the case in graphical calculi. Another useful spider is the X-spider – or red dot – which is a generator from ZX-calculus and can be defined as a ZH diagram below. An empty h-box is actually an h-box with phase $-1$, such that a two-wired empty h-box pictures exactly the Hadamard gate. The diagrammatic equivalent of the NOT gate is defined below.
Diagrams are drawn until now with wires from left to right to easily understand them as inputs and outputs w.r.t. the semantics, but they can as well be written from bottom to top. Besides, only topology matters:

\[
\begin{align*}
\text{(ZS1)} & = \\
\text{(HS1)} & = \\
\text{(BA1)} & = \\
\text{(M)} & = \\
\text{(A)} & = \\
\text{(O)} & =
\end{align*}
\]

ZH-calculus comes with a set of rules (see Fig. 1) that is complete, meaning that if two ZH-diagrams represent the same linear map, then those diagrams can be transformed into one another using these rules. There is no limit to how big a ZH-diagram can be; this paper takes a particular interest in two large-scale diagrammatic tools that allow to represent and manipulate unboundedly large diagrams.

2 Large-scale methods

This section introduces separately two large-scale diagrammatic tools, namely !-boxes and scalable notations; to study and compare them in the oncoming sections.

2.1 !-boxes

Many equations of diagrams benefit from being written with notation that capture large-scale designs. Already some equations in Fig. 1 need dots “…” to fully picture their behavior. However the semantics of the dots is not well defined and their expression capability is very limited; they may as well become confusing. !-boxes – read ”bang-boxes” – are an attempt at picturing large-scale diagrams more thoroughly. A !-box circling a part of a ZH-diagram means that this subdiagram can be replicated any number of
times; a diagram containing a !-box represents then a family of diagrams, as follows:

\[
\begin{aligned}
\Box &= \{ \quad \quad \quad ; \quad \quad \quad ; \quad \quad \quad ; \quad \quad \quad \quad \ldots \}
\end{aligned}
\]

If one requires to specify a diagram from the family, the !-box can be annotated, and we get the diagram on the left below. !-boxes can also be overlapped, resulting in a fully-connected bipartite graph on the right:

A particular equation that requires graphical Fourier transform is pictured through !-boxes annotated with sets and parameters that cover the sets, like in the upcoming example. From now on, for any natural number \( n \) we will write \([n]\) to denote the set \( \{0, \ldots, n-1\} \).

\[
\begin{aligned}
\Box &= 00010101111 \\
\ \text{with} \quad 0 &= \quad - \\
1 &= -
\end{aligned}
\]

We will also use gray trapezes:

As an example of use, some rules of Fig. are better written with !-boxes:

\[
\begin{aligned}
\Box &= \Box \\
\Box &= \Box
\end{aligned}
\]

\subsection{Scalable notations}

The scalable notation have first been introduced in before being formalised in . As opposed to !-boxes, the idea is to stay inside the prop framework by introducing new kinds of wires and generators representing large-scale processes.

\subsubsection{SZH}

In SZH, for each \( n \in \mathbb{N}^* \), where \( \mathbb{N}^* \) are the natural integers without zero, we have a type of wire of size \( n \) denoted \((n)\). Formally the corresponding categorical structure will then be a \( \mathbb{N}^* \)-colored prop and the generic types are of the form \((n_1) + \cdots + (n_l) + \cdots + (n_m)\). The size of a type is inductively defined as: \(|(n)| \overset{\text{def}}{=} n\) and \(|a+b| \overset{\text{def}}{=} |a| + |b|\). We use thin wires to denote wires of type \((1)\) and thick wires denote any \((n)\). We write \((m)^n\) for the tensor product of \( n \) wires \((m)\) with the convention \((m)^0 = (0)\). We have two new families of generators, the dividers and the gatherers, for each positive integer \( n \) satisfying the following equations:

\[
\begin{aligned}
\Box &= (n+1) \rightarrow (1) + (n) \\
\Box &= (1) + (n) \rightarrow (n+1) \\
\Box &= \Box
\end{aligned}
\]
For every generator \( n \rightarrow m \) of ZH and every \( k \in \mathbb{N}^n \) there is a generator \((k)^n \rightarrow (k)^m\) in SZH. Those scaled generators satisfy the same equations as the original ones:

\[
\begin{align*}
\text{\textbullet} \quad : (k)^n \rightarrow (k)^m \\
\text{\textbullet} \quad : (k)^n \rightarrow (k)^m
\end{align*}
\]

They interacting with dividers and gatherers as:

\[
\text{\textbullet} \quad = \text{\textbullet} \\
\text{\textbullet} \quad = \text{\textbullet}
\]

Note that here \( a \in \mathbb{C}^k \) is a list of \( k \) complex parameters. \( a_0 \) is the head of \( a \) and \( a' \) its tail. We can generalize the following rules by taking addition and multiplication of lists pointwise:

\[
\text{\textbullet} \quad = \text{\textbullet}
\]

It is shown in [10] that any diagram in SZH can be rewritten into normal form.

**Lemma 1** (Normal form). For each \( f : a \rightarrow b \) in SZH there is a unique \( |f| : |a| \rightarrow |b| \) in ZH such that:

\[
\text{\textbullet} \quad = \text{\textbullet}
\]

This allows to extend the size map into the **wire stripping** functor \( | : SZH \rightarrow ZH \). We can then extend the interpretation of ZH into an interpretation of SZH, \([ : SZH \rightarrow FHilb_2\), defined as \([D] = [\|D\|]. We have \([n] \overset{\text{def}}{=} C^m\) and \([a + b] \overset{\text{def}}{=} [a] \otimes [b]\). The wires have interpretations:

\[
\begin{align*}
\text{\textbullet} \quad & \overset{\text{def}}{=} \sum_{x \in \mathcal{2}^n} |x\rangle \langle x| \\
\text{\textbullet} \quad & \overset{\text{def}}{=} \sum_{x,y \in \mathcal{2}^n} |x\rangle \langle y| \langle x| \\
\text{\textbullet} \quad & \overset{\text{def}}{=} \sum_{x \in \mathcal{2}^n} |x\rangle \langle x| \\
\text{\textbullet} \quad & \overset{\text{def}}{=} \sum_{x \in \mathcal{2}^n} \langle x| \langle x|
\end{align*}
\]

The dividers and gatherers act trivially:

\[
\begin{align*}
\text{\textbullet} \quad & \overset{\text{def}}{=} \sum_{x \in \mathcal{2}^n+1} |x\rangle \langle x| \\
\text{\textbullet} \quad & \overset{\text{def}}{=} \sum_{x \in \mathcal{2}^n+1} \langle x| \langle x|
\end{align*}
\]

The arachnids of type \((k)^n \rightarrow (k)^m\) have interpretations:

\[
\begin{align*}
\text{\textbullet} \quad & \overset{\text{def}}{=} 2^{k \cdot m} \sum_{x \in \mathcal{2}^n} e^{i(x \cdot \alpha)} |x\rangle \otimes \langle x|^m \\
\text{\textbullet} \quad & \overset{\text{def}}{=} 2^{2^{k \cdot m}} \sum_{x \in \mathcal{2}^n} \prod_{j=1}^k a_{x_{j}}^{n \cdot m} |x_1 \cdot \ldots \cdot x_n \rangle \langle x_{n+1} \cdot \ldots \cdot x_{n+m}|
\end{align*}
\]

Where the \( x_i \) are binary words of size \( k \) and \( x_{i,j} \) is the \( j \)-th bit of \( x_i \).

### 2.2.2 Matrix arrows

The main interest of scalable notations for ZH is the manipulation of matrix arrows, new kinds of generators encapsulating bipartite graph diagrams that were already present in [11]. There are two kinds, the red and the yellow ones:

\[
\begin{align*}
\text{\textbullet} & \quad \overset{\text{def}}{=} \quad \text{\textbullet} \\
\text{\textbullet} & \quad \overset{\text{def}}{=} \quad \text{\textbullet}
\end{align*}
\]

Where \( A \in \mathcal{A}_{m \times n}(\{0,1\}) \) is a \( \{0,1\} \)-matrix corresponding to the bi-adjacency matrix of the green/red and green/yellow bipartite graphs respectively. In particular:
By convention if the matrix is not specified then it is considered to be full of 1. Arrows are copied and erased by green nodes and co-copied and co-erased respectively by red and yellow nodes:

They can be composed in the following ways:

Where $BA$ is the matrix product taken over the field $\mathbb{F}_2$ and $B \cdot A$ is the matrix product taken over the boolean ring $\mathbb{B}$ with $+ = \lor$ and $\times = \land$. Note that this last product is, in practice, easier to compute than the first one. The interpretation is then:

Finally, there are two properties that are very useful in practice, the Hadamard gate can flip red arrows and when the matrix $C$ has at most one 1 in each row then red and yellow arrows are equivalent:

### 3 A dictionary between !-boxes and scalable notations

Now that the two styles of large-scale diagrammatic reasoning tools have been introduced, we will investigate their respective expressivity and efficiency by considering the translation from one formalism to the other in various cases. Here we will denote $\leftrightarrow$ to express that a scalable and a !-box diagram correspond to the same ZH diagram. A rigorous proof that !-boxes and scalable notations have the same expressiveness would require the development of a framework able to handle parametrized families of diagrams. Some work has been done on this matter [20, 21, 27, 18, 24], but they do not picture !-boxes in a compositional way and often do not encompass overlapping. We do not ambition to do it here. However, we provide translation heuristics that strongly support the conjecture that the expressiveness of the two approaches is indeed similar.

#### 3.1 Boxes and arrows

The scaled generators have direct corresponding !-box diagrams up to permutations of the inputs and outputs:
An important remark that will be at the core of all our examples is that the matrix arrows are in fact very nicely expressed as !-boxes:

Knowing this one can for example easily show that matrix arrows are erased in one line of !-box manipulation:

The compactness and elegance of this proof must be compared with the lengthy proofs by induction of [9], typical of scalable notations. Very similar proofs can be done for all properties of matrix arrows. We see that !-boxes allow for zooming in arrows to exploit their internal structure. In the other direction, it is now clear the trapezes are just arrows in disguise:

It is particularly striking that this structure appears to have been discovered independently for completely different reasons in [11] and [22]. This correspondence between arrows and !-boxes is particularly fruitful in the following simple cases:

Those expressions will be instrumental to reformulate !-box diagrams into similar scalable ones. The general heuristic goes as follows: from scalable to !-boxes, expand the scaled generators and arrows, and from !-boxes to scalable, identify the relevant structures appearing in the dictionary and replace them with arrows.

3.2 (Hyper)local complementation

Graph states form a particular family of states defined as follows: starting from a graph on $n$ vertices, we take a tensor product of $n$ $|+\rangle$ states, corresponding to green nodes. Then we apply $C$-$Z$ gates for each edge of the graph two the corresponding nodes. $C$-$Z$ gates are represented as: $\begin{array}{c} \text{K} \end{array}$ $G$. Where $K_n$ is a $\begin{pmatrix} n \\ 2 \end{pmatrix} \times n$-matrix defined as $(K_n)_{v,e} = v \in e$, and $G$ is a $\{-1,1\}$-vector that characterizes the edges in $G$ by $-1$ and the edges not in $G$ by $1$. Graph-states enjoy numerous interesting properties, and the interested reader can consult for example [15] for more details. Here we will focus on the local complementation rule, that can be expressed as:
This rule is the core of the following identity.

**Theorem 1** (Hyper local complementation [23]). We have:

\[
\begin{array}{c}
\text{Hyperlocal complementation cannot be fully pictured without using dots, even with } !\text{-boxes. Dots could be avoided by creating some new notation or a new definition for } !\text{-boxes, but it would not fit naturally in the current diagrammatic language. A similar theorem can be formulated in scalable notations, with the following correspondence:}
\end{array}
\]

**Theorem 2** (Hyper local complementation, scalable version).

Here the scalable version is more general and less precise than the !-box version. Here the !-boxes exhibit an internal structure that is hidden inside the matrix arrows.

### 3.3 Regular hyper pivot

The regular hyper pivot is a generalisation of the pivot rule. The latter was formalized for ZX-calculus [13, 14] in order to enhance quantum circuits optimisation. The hyper pivot rule arises from applying the same graph-theoretic transformation as pivoting, but in a hypergraph.

**Theorem 3** (Regular hyper pivot [23]). The following equation holds in ZH-calculus:

\[
\begin{array}{c}
\text{It is interesting to note that (HS2), (BA1) and (BA2) from Fig.1 are particular cases of the regular hyper pivot, as proven in [23]. The regular hyper pivot can easily be translated into SZH-calculus, considering the correspondence shown in Section 3.1:}
\end{array}
\]

\[
\begin{array}{c}
\end{array}
\]
It gives the following theorem, proven in SZH-calculus.

**Theorem 4** (Regular hyper pivot, scalable version). The following equation holds in SZH-calculus, for any Boolean matrices \( A, B \):

\[
A B = \overrightarrow{1} \cdot A \overrightarrow{1} \cdot B
\]

The proof is very short:

\[
A B = \overrightarrow{1} \cdot A \overrightarrow{1} \cdot B
\]

The second to last equality is given by the following lemma:

**Lemma 2.** This equation holds in SZH-calculus, for any Boolean matrices \( A, B \):

\[
A B = B A
\]

Besides, this proof is very similar to the one done with \(!\)-boxes: there is no fundamental difference between \(!\)-boxes and scalable notation regarding the regular hyper pivot. However, the following section tackles a set of diagrams that seem more natural written in SZH-calculus.

4 Diagrammatic transforms

Diagrammatic transforms have been introduced in [22] as an efficient way to transform ZX diagrams into ZH diagrams and vice versa. In this section, we present a different approach to diagrammatic transforms that allows us to consider them either with \(!\)-boxes or with scalable notations.

4.1 Transforms of boolean functions

An invertible linear map \( D : 2^n \rightarrow 2^n \) which is diagonal in the computational basis can be described by a boolean function \( f : \{0,1\}^n \rightarrow \mathbb{C}^* \) such that \( D|x⟩ = f(x)|x⟩ \). The pointwise multiplication of boolean functions \((fg)(x) = f(x)g(x)\) then corresponds to the composition of the underlying diagonal linear maps. We will write \( f^\lambda (x) = f(x)^\lambda \) for any \( \lambda \in \mathbb{Z} \) with the convention that \( x^0 = 1 \). We call transform a group automorphisms of \( \mathbb{C}^* \{0,1\}^n \) that is, a map \( T : \mathbb{C}^* \{0,1\}^n \rightarrow \mathbb{C}^* \{0,1\}^n \) such that \( T(fg) = T(f)T(g) \) and \( T(f^\lambda ) = T(f)^\lambda \). We will mainly consider two such transforms, the Fourier and the Mobius transforms:

**Lemma 3.** The Fourier and Mobius transforms \( \hat{f} \) and \( \tilde{f} \) defined respectively as:

\[
\hat{f}(s) = \prod_t f(t)^{-2^{1-n}(-1)^{s \cdot t}} \quad \text{and} \quad \tilde{f}(s) = \prod_{t \leq s} f(t)^{(-1)^{|t|+|s|}}
\]

satisfies:

\[
f(x) = f(0) \prod_s \hat{f}(s)^{s \cdot x} \quad \text{and} \quad f(x) = \prod_{s \leq x} \tilde{f}(s).
\]

Where \( |x| \) denotes the Hamming weight of \( x \), which is the number of one in it, and \( s \cdot t = \bigoplus_{i=0}^{2^n-1} x_i y_i \).

One needs to be careful here, the power \( 2^{1-n} \) is no uniquely defined if \( 1 < n \), in fact the decomposition is not unique and choosing any solution leads to a valid decomposition. More precisely for each \( t \) we can choose any of the \( 2^n-1 \) solutions of the equation \( X^{2^n-1} = f(t) \), this gives \( 2^{2^n-1} \) possibilities for the Fourier transform. However, all of those possibilities satisfies the inversion formula.
4.2 Transforms of diagram

The practical interest of those transforms is that they can be interpreted as a way to realize any diagonal map $D : 2^n \to 2^n$ as a composite of elementary gates. Given $s \subseteq \{1, \ldots, n\}$ and $\lambda \in \mathbb{C}^*$ we define the phase-gadget $X_{s, \lambda}$ and the generalized hyper-edge $H_{s, \lambda}$ respectively as:

\[
X_{s, \lambda} |x\rangle = \lambda^{|x|} |x\rangle = X_{s, \lambda} \quad \text{and} \quad H_{s, \lambda} |x\rangle = \lambda \delta_{\ell \in s} |x\rangle = H_{s, \lambda}
\]

We see that a composition of phase-gadgets or hyper-edges can be rewritten using arrows. Thus we have:

**Lemma 4.** Given a diagonal linear map $D : 2^n \to 2^n$ and the corresponding boolean function $f : \{0, 1\}^n \to \mathbb{C}^*$ we have:

\[
\begin{bmatrix}
\begin{array}{c}
0 \\
\Delta_n
\end{array}
\end{bmatrix} \begin{bmatrix}
\begin{array}{c}
f(\emptyset) \\
\Delta_n
\end{array}
\end{bmatrix} = D, \quad \begin{bmatrix}
\begin{array}{c}
0 \\
\Delta_n
\end{array}
\end{bmatrix} \begin{bmatrix}
\begin{array}{c}
f(\emptyset) \\
\Delta_n
\end{array}
\end{bmatrix} = f(0) = \prod_t f(t)^{-\frac{1}{2}}
\]

Where the $2^n \times n$-matrix $\Delta_n$ is defined as $(\Delta_n)_{i,s} \overset{\text{def}}{=} \delta_{i \in s}$. This matrix contains all possible positions for the legs of hyper-edges and phase gadgets. This happens to be very useful in practice when we want to switch between weighted hyper-graph and phase-gadget nests. The matrix $S_n$ here is just a reformulation of the trapezes. What we see here is just a direct reformulation of the original formulation of diagrammatic transform introduced in [22].

4.3 Spider nest identities

Spider nest identities have been introduced in [6] useful rewriting rules to simplify quantum circuits. Formally, a spider nest identity is given by a composition of spider-like diagrams, typically generalized hyper-edges, and phase gadgets, with one big spider and a lot of tiny ones, which equals the identity. Those identities can be derived directly using the diagrammatic transforms. We here consider the special case of symmetric boolean functions, that is, when $f(x)$ only depends on the Hamming weight of $x$. We write $F : n \to \mathbb{R}$ the function such that $f(x) = F(|x|)$. We then have more compact transforms.

**Lemma 5.** The Kravchuk and Binomial transforms $\hat{F}$ and $\tilde{F}$ defined respectively as:

\[
\hat{F}(m) \overset{\text{def}}{=} \prod_{k=0}^n F(k)^{-2^{1-n}K_k^n(m)} \quad \text{and} \quad \tilde{F}(m) \overset{\text{def}}{=} \prod_{k=0}^m F(k)^{\ell_k^n(m)}(-1)^{m-k}
\]
where $K_k^n$ is the Kravchuk polynomial: $K_k^n(X) \overset{\text{def}}{=} \sum_{j=0}^{k} \binom{n}{j} (X-j)(-1)^j$, satisfy:

\[
\hat{f}(x) = \hat{F}(|x|), \quad \tilde{f}(x) = \tilde{F}(|x|), \quad F(m) = \prod_{k=0}^{n} \hat{F}(k) \frac{1}{\sqrt{2}} K_k^n(m) \quad \text{and} \quad F(m) = \prod_{k=0}^{n} \tilde{F}(k) \frac{1}{\sqrt{2}} K_k^n(m)
\]

See [7] for details on transforms of symmetric boolean functions. Note the $\frac{1}{\sqrt{2}}$ in exponent for the Kravchuk transform, this means that the previous remark on the uniqueness of the Fourier transform also applies here. Direct computations using those transforms allow to derive the two following spider-nest identities:

Lemma 6. We have:

\[
\begin{array}{c}
\text{Lemma 6. We have:} \\
\end{array}
\]

where $\omega = e^{i\frac{\pi}{4}}$ and $\hat{s}$ is a symmetric boolean function defined as:

\[
\hat{s}(0) = 1 \quad \hat{s}(1) = e^{\frac{\pi i}{n-2(n-3)}} \quad \hat{s}(2) = e^{\frac{\pi i}{n-3}} \quad \hat{s}(3) = e^{\frac{\pi i}{8}} \quad \hat{s}(n) = e^{\frac{\pi i}{8}} \quad \text{for } k \neq 0, 1, 2, 3, n.
\]

The first one has been derived using a proof by induction in [25], the second one introduced in [6] was first derived using the diagrammatic transform from [] and successfully used to simplify quantum circuits. The method used to derive those equalities open the way to the automatic mining of spider-nest identities.

### 4.4 Fourier hyper pivot

The Fourier hyper pivot is a diagrammatic equation inspired by one of the rewrite rules created by Amy [1]. Those rewrite rules are not between diagrams but algebraic expressions, nevertheless both frameworks carry the same expressiveness, as stated in [26, 23]. Amy generalized some quantum circuit equations to perform efficient verification; and the rule which came out of the Hadamard boxes cancellations is very successful on that matter. The Fourier hyper pivot is the direct translation of the latter. This diagrammatic equation is, in addition, a relevant example of the use of the graphical Fourier transform [22] and it motivates the use of $!$-boxes instead of dots in ZH-calculus.

**Theorem 5** (Fourier hyper pivot [24]). The following equation holds for any $n, m \in \mathbb{N}$, any family of complex numbers $\lambda$ and where $|b|$ denotes the weight of $b$:

\[
\begin{array}{c}
\begin{array}{c}
\lambda_k \\
\end{array} = \begin{array}{c}
\lambda_k \\
\end{array} \\
\begin{array}{c}
\lambda_k \\
\end{array} \\
\begin{array}{c}
\lambda_k \\
\end{array} \\
\begin{array}{c}
\lambda_k \\
\end{array}
\end{array}
\end{array}
\]

The regular hyper pivot is a particular case of this equation. It can be seen rather easily by replacing all the $\lambda_k$ with $-1$. SZH-calculus seems more adapted to picture the Fourier hyper pivot: a family of trapezes is directly an arrow, and we will see that it is a generalisation of Theorem 5.

**Theorem 6** (Fourier hyper pivot, scalable version). The following equation holds in SZH-calculus, for any Boolean matrices $A, B$ and complex vector $\vec{\lambda}$:

\[
\begin{array}{c}
\begin{array}{c}
A \chi \\
\end{array} = \begin{array}{c}
B \chi \\
\end{array} \\
\begin{array}{c}
C \chi \\
\end{array} \\
\begin{array}{c}
D \chi \\
\end{array}
\end{array}
\end{array}
\]
Large-scale quantum diagrammatic reasoning tools

where \( C = \Delta_{nm} \cdot \vec{I}_n \cdot A \), \( D = \Delta_{nm} \cdot \vec{I}_m \cdot B \) and \( \mu_0 = \prod_i \lambda_i^{-i} \), \( \mu_s = \begin{cases} \lambda_i^{-2(s)}} \text{ if } s \leq \{i\} \ \text{ where } s \in \{0, 1\}^m, \\
1 \ \text{ else} \end{cases} \)

and \( \{i\} \) is the binary words of \( m \) copies of the binary word of size \( n \) with only one 1 at position \( i \).

One can see here that the whole complexity of the expressions is almost hidden and lies in the matrices and the vectors that index the diagrams.

5 Conclusion

We have studied the interplay of \(!\)-boxes and scalable notations in many examples of large-scale graphical reasoning. It appears that the indexed trapeze box of [22] and [23] to present diagrammatic transforms exactly correspond to the arrows of scalable notations. Thus, all reasoning involving matrix arrows in scalable notations, for example in [8], can be straightforwardly carried out with \(!\)-boxes. Using this correspondence, we express graphical transforms in a very compact way using matrix arrows, leading to shorter proofs than the ones given in [22]. This new point of view allowed us to provide direct derivations of the spider nest rules of [6, 25]. Using a hyper graph inspired representation of graph-sates we also dramatically simplified the diagrammatical representation of local complementation from [9].

Turning \(!\)-boxes into scalable notations happens to be not so challenging given the proper heuristics. In general, finding a scalable diagram with the right shape is easy. The difficulty is in finding the adequate matrices to label the arrows. We experimented with this on the Fourier Hyper pivot of [23]. Relying on our new formulation of diagrammatic transforms and local complementation, we managed to provide alternative shorter proofs for most results from [23]. This translation exercise made it clear that what scalable notations win in compactness, they lose in faithfulness in exhibiting the internal structure of the diagram. While \(!\)-boxes, on the contrary, provide an interesting account of those medium-scale topological structures. To sum up, we conclude by emphasizing three key messages to take from those investigations:

- Large-scale diagrammatic reasoning tools provide powerful rewriting techniques to tidy up cumbersome diagrammatical proofs by exhibiting the relevant topological structure involved and abstracting away diagrammatical noise. Those tools form a bridge between low and higher-level reasoning on quantum processes.

- Given the translation heuristics we presented, it seems highly plausible that \(!\)-boxes and scalable notations have the same expressiveness. However, a proper formulation and proof of this conjecture requires developing a framework for parametrized families of diagrams able to encompass both models. Such a framework is also the condition for a hypothetical safe hybrid usage of both tools at once.

- The essential difference between the two frameworks is then at the level of practical efficiency. When to prefer one tool over the other is mainly a question of scale and coarse-graining. The \(!\)-boxes have the ability to exhibit the medium-scale topological structure of diagrams, while the scalable notations tend to encapsulate everything into very compact matrix arrows, the medium-scale topological structure being hidden in the indexing matrices.
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Proof of Theorem

\[ A = A \]

\[ K_n - A = K_n - A \]

\[ A \]

Proof of Lemma

First for the Fourier transform:

\[ f(\theta) \prod_s \hat{f}(s)^{x_s} = f(\theta) \prod_s \left( \prod_t f(t)^{-2^{1-n}(1)} \right)^{x_s} = f(\theta) \prod_t f(t)^{-2^{1-n} \sum_s (x_s)(-1)^s_t} \]
We evaluate $2^{1-n} \sum_s (s \cdot x)(-1)^{x \cdot t}$. Using $s \cdot x = \frac{1-(-1)^{x \cdot t}}{2}$ and $\sum_r (-1)^{x \cdot t} = 2^n \delta_{x=0}$ we have:

$$2^{1-n} \sum_s (s \cdot x)(-1)^{x \cdot t} = 2^{-n} \sum_s (-1)^{x \cdot t} - 2^{-n} \sum_s (-1)^{x \cdot (x \cdot t)} = \delta_{t=0} - \delta_{x=t}$$

So:

$$f(\emptyset) \prod_t \hat{f}(t)^{x \cdot t} = f(\emptyset) \prod_t f(t)^{\delta_{t=0} - \delta_{x=t}} = f(\emptyset) f(x) f(\emptyset)^{-1} = f(x)$$

For the Mobius transform:

$$\prod_{s \leq x} \hat{f}(s) = \prod_{s \leq x} \prod_{t \leq s} f(t)^{(-1)^{|t|+|s|}} = \prod_{r \leq x} \prod_{s \leq r \leq x} f(t)^{(-1)^{|t|+|s|}} = \prod_{r \leq x} f(t)^{\sum_{s \leq x} (-1)^{|t|+|s|}}$$

We evaluate $\sum_{r \leq s \leq x} (-1)^{|r|+|s|}$. If $t = x$ then $\sum_{r \leq s \leq x} (-1)^{|r|+|s|} = 1$, else there is a position $i$ with $t_i = 0$ and $x_i = 1$, without loss of generality we assume that $i = 0$.

$$\sum_{r \leq s \leq x} (-1)^{|r|+|s|} = \sum_{r \leq 0 \leq s \leq x} (-1)^{|r|+|s|} + \sum_{r \leq 1 \leq s \leq x} (-1)^{|r|+|s|} = 0$$

So $\sum_{r \leq s \leq x} (-1)^{|r|+|s|} = \delta_{t=x}$ and we have:

$$\prod_{s \leq x} \hat{f}(s) = \prod_{t \leq x} \sum_{r \leq s \leq x} (-1)^{|r|+|s|} = \prod_{t \leq x} \hat{f}(t)^{\delta_{t=x}} = f(x)$$

Proof of Lemma 4

The matrix $\Delta_n$ allows to compose all possible hyper-edges or phase-gadgets. The corresponding parameters $\hat{\lambda}_i$ are given in the $H$-boxes. We then obtain diagonal gates that are compositions of elementary phase-gadgets and hyper-edges. This exactly corresponds to the inversion formula for the two transforms, hence the interpretation as the diagonal gate $D$. The equality of the two diagrams then follows by completeness. Now, for the formulas:

$$\hat{f}(x) = \prod_{s \leq x} f(s)^{(-1)^{|s|+|x|}} = \prod_{s \leq x} \left( f(\emptyset) \prod_t \hat{f}(t)^{x \cdot t} \right)^{(-1)^{|s|+|x|}} = f(\emptyset) \prod_t \sum_{s \leq x} (-1)^{|s|+|x|} \prod_{r \leq s} \hat{f}(t)^{(-1)^{|r|+|s|}}$$

We evaluate $\sum_{s \leq x} (-1)^{|s|+|x|}$. If $x = \emptyset$ then $\sum_{s \leq x} (-1)^{|s|+|x|} = 1$, else there is a position $i$ with $x_i = 1$, without loss of generality we assume that $i = 0$. Then:

$$\sum_{s \leq x} (-1)^{|s|+|x|} = \sum_{0 \leq s \leq x} (-1)^{|0 \leq s|+|x|} + \sum_{1 \leq s \leq x} (-1)^{|1 \leq s|+|x|} = \sum_{s \leq x} (-1)^{|s|+|x|} - \sum_{s \leq x} (-1)^{|s|+|x|} = 0$$
Thus we have: \( \sum_{s \leq x} (-1)^{|s|+|x|} = \delta_{x=\emptyset}. \)

We now evaluate \( \sum_{s \leq x} (s \cdot t)(-1)^{|s|+|x|} = \frac{1}{2} \sum_{s \leq x} (-1)^{|s|+|x|} - \frac{1}{2} \sum_{s \leq x} (-1)^{|s|+|x|} = \frac{1}{2} \delta_{x=\emptyset} - \frac{1}{2} \sum_{s \leq x} (-1)^{x+t+|x|+|x|}. \)

It remains to compute \( \sum_{s \leq x} (-1)^{x+t+|s|+|x|}. \) First if \( x = \emptyset \) we get 1. If \( x \neq \emptyset \) and we don’t have \( x \leq t \) then there is a position \( i \) such that \( t_i = 0 \) and \( x_i = 1 \), assuming without loss of generality that \( i = 0 \) we get:

\[
\sum_{s \leq x} (-1)^{x+t+|s|+|x|} = \sum_{0x' \leq 1x'} (-1)^{(0x')+(0x')+|1x'|} + \sum_{1x' \leq 1x'} (-1)^{(1x')+(0x')+|1x'|} \\
= \sum_{s' \leq x'} (-1)^{x'+|s'|+|1x'|} - \sum_{s' \leq x'} (-1)^{x'+|s'|+|1x'|} \\
= 0
\]

Else if we assume, without loss of generality, that \( t_0 = 1 \) and \( x_0 = 1 \) we get:

\[
\sum_{s \leq x} (-1)^{x+t+|s|+|x|} = \sum_{0x' \leq 1x'} (-1)^{(0x')+(1x')+|1x'|} + \sum_{1x' \leq 1x'} (-1)^{(1x')+(1x')+|1x'|} \\
= 2 \sum_{s' \leq x'} (-1)^{x'+|s'|+|1x'|}
\]

Then, a quick induction gives us the final result \( \sum_{s \leq x} (-1)^{x+t+|s|+|x|} = 2^{|x|} \delta_{x \leq t}. \)

So finally:

\[
\hat{f}(x) = f(\emptyset) \sum_{t \leq x} (-1)^{|s|+|t|} \prod_{l \geq x} \hat{f}(t) \sum_{s \leq x} (s \cdot t)(-1)^{|s|+|t|} = f(\emptyset) \delta_{x=\emptyset} \prod_{l \geq x} \hat{f}(t) 2^{|t|-1} = \prod_{l \geq x} \hat{f}(t) - 2^{|t|-1}
\]

Since \( \prod_{l} \hat{f}(t)^{\frac{1}{2}} = \prod_{l} f(x)^{-2^{-n}(-1)^{t}} = \prod_{l} f(x)^{-2^{-n}\sum_{t} (-1)^{t}} = \prod_{x} f(x)^{-\delta_{x=\emptyset}} = f(\emptyset)^{-1}. \)

Now starting with the expression of the Fourier transform:

\[
\hat{f}(x) = \prod_{l} f(t)^{-2^{-n}(-1)^{t}} = \prod_{l \leq x} \left( \prod_{s \leq t} \hat{f}(s) \right)^{-2^{-n}(-1)^{t}} \prod_{s \leq x} \hat{f}(s)^{-2^{-n}\sum_{t \leq s} (-1)^{t}}
\]

We evaluate \( \sum_{t \geq s} (-1)^{t}, \) if \( x \geq t \) then:

\[
\sum_{t \geq s} (-1)^{t} = (-1)^{|x|} \sum_{t' \geq s} (-1)^{(x'-\sigma)} = (-1)^{|x|} 2^{n-|s|} \delta_{\sigma=\emptyset} = (-1)^{|x|} 2^{n-|s|} \delta_{\leq s}
\]

Finally: \( \hat{f}(x) = \prod_{s} \hat{f}(s)^{-(-1)^{|s|}2^{-n}|s| \delta_{s \leq t}} = \prod_{s \geq x} \hat{f}(s)^{-2^{-n}(-1)^{|s|}.} \)

\[
\square
\]

**Proof of Lemma**

We start by computing the Fourier transform:
\[ \hat{f}(s) = \prod_i f(t)^{-2^{s_{i}}(-1)^{s_{i}}} = \prod_{k=0}^{n} F(k)^{-2^{s_{k}} \sum_{i=k}^{n} (-1)^{s_{i}}} \].

By considering \( j \), the number of ones in common between \( x \) and \( s \) we get:

\[ \sum_{|x|=k} (-1)^{k-x} = \sum_{j=0}^{k} \binom{|x|}{j} \binom{n-|x|}{k-j} (-1)^{j} = K_{k}^{n}(|x|). \]

For the inversion formula: \( F(m) = F(0) \prod_{k=0}^{n} \hat{F}(k) \frac{1}{m} \left( \sum_{j=0}^{k} (-1)^{j} \right) \) \( \hat{F}(k) \frac{1}{m} \left( \sum_{j=0}^{k} (-1)^{j} \right) \) \( F(0) \prod_{k=0}^{n} \hat{F}(k) \frac{1}{m} K_{k}^{n}(m) \).

Then using \( F(0)^{-1} = \prod_{k=0}^{n} \hat{F}(k) \frac{1}{m} \binom{k}{m} \), we have: \( F(m) = \prod_{k=0}^{n} \hat{F}(k) \frac{1}{m} K_{k}^{n}(m) \).

Now, for the Mobius transform, we compute: \( \tilde{f}(x) = \prod_{s \leq x} F(s)^{-1} \frac{1}{m} \binom{|x|}{s} \) \( \prod_{k=0}^{n} F(k) \frac{1}{m} \binom{k}{m} (-1)^{|x|-s} \).

And for the inversion formula, we get: \( F(m) = \prod_{s \leq x} \hat{F}(s)^{-1} \frac{1}{m} \binom{s}{m} \).

**Proof of 6** We start with the identity:

Here we show that it can be derived by a direct application of the Mobius diagrammatical transforms. To do so, we compute the Mobius transform of a phase gadget acting on \( n \) qubits with parameter \( \lambda \). The associated semi-boolean function, \( X_{n,\lambda} : x \mapsto \lambda^{1-\frac{(-1)^{|x|}}{m}} \), is obviously symmetric.

The binomial transform of \( G : m \mapsto \lambda^{1-\frac{(-1)^{m}}{m}} \) is then:

\[
\tilde{G}(m) = \prod_{k=0}^{m} G(k) \binom{m}{k} (-1)^{m-k} = \prod_{k=0}^{m} \lambda^{1-\frac{(-1)^{k}}{k} \left( 1-1^{m-k} \right)} = \lambda^{1-\frac{1}{2} \sum_{k=0}^{m} (-1)^{m-k} \left( 1-1^{m-k} \right)} = \lambda^{\frac{\delta_{0=0}(2^m-1)-2^m}{2}} = \lambda^{\delta_{m=0}(2^{m-1})}. \]

Then, setting \( \lambda = e^{\frac{\pi}{2}} \) we get \( \tilde{G}(0) = 1 \), so we have no floating scalars and also \( \tilde{G}(m) = 1 \) for \( m \geq 4 \). The only non trivial terms are \( \tilde{G}(1) = e^{\frac{\pi}{2}}, \tilde{G}(2) = -i \) and \( \tilde{G}(3) = -1 \), directly giving the expected decomposition.

We can compute the transform of the phase function \( H(m) \overset{\text{def}}{=} \beta \delta_{m=n} \) which corresponds to the generalized hyper-edges on \( n \) qubits with phase \( \beta \):

\[
\tilde{H}(m) = \prod_{k=0}^{n} H(k)^{-2^{1-n} \delta_{m=n}} = \beta^{-2^{1-n} \delta_{m=n}} = \beta^{-2^{1-n}(-1)^{m}}. \]
Combining this result with the previous spider-nest identity, it is possible to derive the spider-nest identity from [6] as it is done in [25]. However, we will here provide an alternative proof by inversion of the second identity.

We first sketch the general method to check such spider-nest identity. We want to show that for a symmetric phase function \( \hat{s} : 2^n \to \mathbb{R} \):

\[
\Delta_n = \hat{S}(0) \hat{S}(1) \hat{S}(2) \hat{S}(3) = e^{i \pi (n - 2)(n - 3)} \hat{S}(0) = e^{i \pi (n - 2)(n - 3)} \hat{S}(0) \mod 2.
\]

We know \( \hat{S} \) by reading the coefficients in the phase gadgets. We compute \( S \) using the inversion formula. Then we check if \( S \) is constant. If this is the case, this means that the corresponding phase gadget is \( S(0)I_n \). But this scalar is exactly the one appearing in the graphical Fourier transform. So simplifying on both sides gives us exactly what we want.

We apply this method to our specific case. Here, only the Kravchuk polynomials for \( k = 0, 1, 2, 3 \) and \( n \) are needed:

\[
K^n_0(m) = 1 \quad K^n_1(m) = -2m + n \quad K^n_2(m) = 2m^2 - 2mn + \frac{n^2 - n}{2} \quad K^n_n(m) = (-1)^m
\]

\[
K^n_3(m) = -\frac{4}{3}m^3 + 2mn^2 + \left(-n^2 + n - \frac{2}{3}\right)m + \frac{n^3 - 3n^2 + 2n}{6}
\]

We want to inverse the phase function:

\[
\hat{S}(0) = 1 \quad \hat{S}(1) = e^{i \pi (n - 2)(n - 3)} \quad \hat{S}(2) = e^{i \pi (n - 2)(n - 3)} \quad \hat{S}(3) = e^{i \pi (n - 2)(n - 3)} \hat{S}(k) = 1 \text{ for } k \neq 0, 1, 2, 3, n.
\]

and show that for all \( m \in [0, n] \), \( S(m) = S(0) \mod 2 \). The inversion formula gives us:

\[
S(m) = \prod_{k=0}^{n} \hat{S}(k) = e^{i \pi \left( \frac{1}{12} K^n_0(m) + \frac{1}{12} K^n_1(m) + \frac{1}{12} K^n_2(m) + \frac{1}{12} K^n_3(m) \right)}
\]

Our goal is to check that \( S \) is constant. Thus, we only need the part of the exponent that depends on \( m \).

\[
E(m) \overset{\text{def}}{=} \frac{m^3}{12} - \frac{3m^2}{8} + \frac{5m}{12} + (-1)^m.
\]

Since \( E(0) = \frac{1}{16} \mod 2 \), we want to check that for each \( m \in \mathbb{N} \), \( E(m) \equiv \frac{1}{16} \mod 2 \). To do so we write \( m = 24k + l \) with \( k \in \mathbb{N} \) and \( l \in [0, 23] \). We obtain:

\[
E(24k + l) = 1152k^3 + 144kl^2 + 216k^2 + 6kl^2 - 18kl + 10k + \frac{l^3}{12} - \frac{3l^2}{8} + \frac{5l}{12} + (-1)^l.
\]

We see that \( E(24k + l) = \frac{l^3}{12} - \frac{3l^2}{8} + \frac{5l}{12} + (-1)^l \mod 2 \), this only depends on \( l \). Thus we can just check that for each \( l \in [0, 23] \), \( \frac{l^3}{12} - \frac{3l^2}{8} + \frac{5l}{12} + (-1)^l = \frac{1}{16} \mod 2 \) (which is true). \( \square \)
Proof of Theorem 6. We define \( \Lambda(s) = \begin{cases} \lambda_i & \text{if } \exists i, \quad s = \overrightarrow{i} \\ 1 & \text{else} \end{cases} \), we then have: \( \mu_s = \prod_{t \geq s} \Lambda(t)^{-2^{d-1}} \).