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Abstract—This paper addresses the problem of safe and efficient navigation in remotely controlled robots operating in hazardous and unstructured environments; or conducting other remote robotic tasks. A shared control method is presented which blends the commands from a VFH+ obstacle avoidance navigation module with the teleoperation commands provided by an operator via a joystick. The presented approach offers several advantages such as flexibility allowing for a straightforward adaptation of the controller’s behaviour and easy integration with variable autonomy systems; as well as the ability to cope with dynamic environments. The advantages of the presented controller are demonstrated by an experimental evaluation in a disaster response scenario. More specifically, presented evidence shows a clear performance increase in terms of safety and task completion time compared to a pure teleoperation approach, as well as an ability to cope with previously unobserved obstacles.

I. INTRODUCTION

Research advances allowed robots to be increasingly used in time- and safety-critical applications such as robot-assisted search and rescue (SAR), hazardous environment inspection, and disaster response. Such complex and demanding applications require flexible, efficient, and robust robotic platforms. The field of remotely controlled mobile robots has been extensively researched from the point of view of traditional pure teleoperation approaches for such applications. However, recent developments in robotic technologies in both software (e.g. algorithms) and hardware (e.g. sensors processing power) can increasingly cope with uncertainty and unstructured environments. These advances can be proved crucial in numerous disaster response and remote inspection applications such as SAR, reconnaissance in nuclear disaster sites, or any similar hazardous environments. Numerous field studies [1]–[3] have shown the lack of autonomous capabilities to be some of the major bottlenecks during robotic operations in hazardous environments. For example, the lack of autonomous capabilities in the robotic systems can lead to a drastic increase in cognitive fatigue for the human operators, and in task execution speed [4]. Additionally, pure teleoperation can increase the collisions within the hazardous environment, e.g. in nuclear disasters [5]. Both researchers and professional robot operators along with rescuers agree that robots that possess more autonomous capabilities could be proved beneficial during task execution.

Variable autonomy approaches such as shared control, Human-Initiative, and Mixed-Initiative control can be adopted to tackle the aforementioned problems by combining the complementing capabilities of the human operator and the robot’s AI, whilst counteracting the weaknesses of each. This is particularly important as the prevailing paradigm for robot deployment is to always have a human in-the-loop.

Reduced perception and exponentially increasing cognitive workload is a mixture that leads to a drastically degraded performance during operations. The use of shared control can allow the operator to simultaneously stay focused on many challenging tasks whilst the robot actively assists in safe navigation through the unstructured environment. For example, avoiding hazardous areas and obstacles with the utilization of shared control could be proved beneficial for robust performance during operations in difficult circumstances such as telecommunications difficulties between the robot and the operator (e.g. delay in the operator’s commands). Additionally, the utilization of such a controller can contribute towards alleviating some of the control burdens and hence alleviating the cognitive workload of the operators. Post-hoc analysis of the Fukushima’s nuclear disaster incident [6] and the well documented personal experience of one of the Fukushima’s robot operators as famously reported in [5], confirm that due to high radiation levels, operations were much more difficult and the cognitive workload remained at very high levels. A characteristic example is that operators had to wear hazmat suits and 2-3 layers of gloves, greatly impairing their situation awareness and ability to control the robots.

In this work, a shared control method is presented for safe navigation in hazardous and dynamic environments. The proposed shared controller blends the commands of a VFH+ obstacle avoidance navigation module with the motion commands provided by an operator via a joystick. The output motion commands provided by the controller result in safe trajectories capable of avoiding obstacles and hazardous areas. This work contributes by: a) showing how the conventional VFH+ autonomous navigation method can be modified to be used in the context of shared control for remote inspection and exploration tasks (i.e. modified to be goal agnostic, effective in cluttered environments, integrated with a human operator); b) showing how the modified VFH+ can be combined with the intentions of a human operator, via a conventional teleoperation interface, to achieve a shared control system; c) clearly demonstrating that the proposed shared control method outperforms conventional teleoperation in a simulated disaster response task. An advantage of our approach is its flexibility allowing for a straightforward adaptation of the resulting robot behaviour without changing the controller’s core architecture. This flexibility allows for the shared controller to be easily integrated as an additional...
Level of Autonomy (LOA) into variable autonomy systems such as Human-Initiate (i.e. the human has the authority to initiate switches between different LOAs) [7] or Mixed-Initiative (i.e. both the human and the robot can initiate LOA switches) [8] systems. An additional advantage is the ability to cope with dynamic environments due to the reactive nature of our shared control method.

II. RELATED WORK

There are a plethora of local obstacle avoidance methods reflecting the various attempts to solve the problem in the literature. However, these methods were created with autonomous robot navigation in mind. This means that shared control applications have the benefit to mend for possible deficiencies in some of these methods, while utilizing their strengths. For example, there are common problems such as "local minima traps" and "goal is unreachable" in some of the popular autonomous navigational methods. While these methods are getting constantly better they require evermore sophisticated solutions and computing power for problems that an experienced operator could easily tend to. This is one of the advantages of shared control for navigation as opposed to autonomous navigation alone. In this section, we will outline some of those methods related to our context (i.e. obstacle avoidance and shared control) and examine them from this perspective.

A. Artificial Potential Fields methods

Artificial Potential Fields (PFMs or APFs) is a popular set of methods used to deal with obstacle avoidance in mobile robots and robotic manipulators, originally introduced by Khatib in 1985 [9]. In APFs a sum of attractive and repulsive forces steers the robot appropriately and towards the target while avoiding obstacles.

Recent literature is mostly focused on improving the original APF algorithm by modifying the attraction and repulsion functions [10]–[12]. To the best of the author’s knowledge and despite their advances, the deficiencies of APFs continue to pose a problem, e.g. the navigation target being unreachable at times, the robot being susceptible to local minima traps (e.g. U-turns), and most importantly unwanted oscillatory behavior [13]. Additionally, two core assumptions that APFs make is that there is always a given navigational target and that the environment is always known. In contrast, in the targeted domain (e.g. disaster response), the robot often needs to build a map incrementally, without a predefined navigational goal, and while avoiding previously unobserved obstacles. Lastly, avoiding obstacles by calculating only the sum of the applied forces does not provide the required flexibility to define different behaviours for the robot to be used in shared control.

B. Histogramic methods

In an attempt to mend for the weaknesses of APFs, the Virtual Force Field (VFF) method was proposed by Borenstein and Koren [14]. In VFF [15] the resulting direction of the robot movement is not given by the simple sum of the attractive and repulsive forces but it is determined as one of the passages in a two-dimensional Cartesian grid, called the histogram grid C. However, VFF’s many shortcomings (e.g. intense oscillatory behaviour, real-time mapping inefficiency) led to the development of Vector Field Histogram (VFH) [16]. As a result, VFH robustness allows the continuous and fast motion of the mobile robot without stopping for obstacles. In VFH the obstacles do not exude a repulsive force as they do in VFF, but a vector field is built that avoids the obstacles occupying the histogram grid.

The VFH* algorithm [17] has tackled many issues of its predecessor (i.e. VFH) by taking into account the robot’s physical characteristics and kinematics. It reduces the amount of computational data needed for obstacle representation and improves on the commitment of steering decisions by the cost function. A strength of VFH+ is the fact that the robot does not oscillate when it finds more than one clear paths. As a purely reactive navigational method, VFH+ might lead the robot to dead ends. However, unlike VFH, configuring its parameters is easier and a bad configuration will not lead to catastrophic results [18].

In order to deal with the local nature of VFH+, Ulrich et al. [19] proposed the VFH* method. The VFH* algorithm combines VFH+ and the global planner A* in order to prevent the robot from being trapped or making undesirable decisions. However, it requires careful parameter tuning and it is burdened by a heavy computational load. Additionally, it is assumed that the global planner has access to a map which is not always the case for a disaster response robot.

Babinec et al. [20] proposed the VFH*TDT method which is a set of modifications on the VFH+ and VFH* methods. VFH+ modifications are concerned with performance improvements in the sense of smooth movements as the reaction to obstacles. VFH* modifications are concerned to enable a simultaneous evasion of static and moving obstacles.

The Vector Polar Histogram (VPH) method [18] leverages the accuracy of the laser range finder and reduces the number of needed steps to reliably detect the distribution of obstacles by the creation of a certainty grid for obstacle representation. VPH+ [21] is an extension of VPH and improves the ability to navigate in crowded environments. The algorithm groups isolated obstacle points into obstacle blocks. By classifying them as concave or non-concave the robot avoids obstacles in advance, resulting in a smoother trajectory.

Compared to the other histogramic methods, VFH+ is capable of robustly dealing with uncertainty in sensor readings. The applications we are interested in can leverage theses advantages as they can have many unforeseen circumstances that can affect the robot’s sensory input in various ways, e.g. noise in laser readings due to dust in the environment. In addition, methods that implement some kind of global planning (e.g VFH*, VFH*TDT) are useful for fully autonomous robotic applications but the use of a global map and their complexity out-weight the merits of been used in a shared control context in disaster response (e.g. global map, if available, might be subject to sudden change). Lastly, some disadvantages of VFH+ (e.g. getting trapped in local
minima) compared to other methods can be overcome by the shared control while avoiding more complex methods (e.g. VFH*TDT).

C. Shared control for mobile robots

Shared control is a term regularly used for either depicting systems in which the human cooperates at some level with the robot, or to explicitly portray systems in which some type of input blending or mixing between the robot’s or human’s commands take place. In this paper, we will utilize this term to refer explicitly to the latter. Usually, shared control systems are concerned with the safety of the robot (i.e. avoiding collisions) and/or with minimizing the teleoperation effort of the operator/user. Although shared control is a popular approach in various robotic applications (e.g. in manipulation and grasping [22], [23]) here we will focus on mobile robots.

One form of shared control is safeguard operation in which the robot intervenes to stop the operator’s unsafe commands in order to prevent collisions. Krotkov et al. [24] implemented a safeguard controller to a lunar rover in order to account for time delays between commands. In the work of Fong et al [25], a safeguard controller is proposed for mobile robots deployed in unstructured environments.

Another popular application can be found in the field of robotic wheelchairs where safety, comfort, and the ability to assist users with disabilities are all strict requirements [26]. An example that does not use histogramic methods is the work of Carlson and Demiris [27]. It combines safe trajectories from an AI planner with user intention prediction based on joystick commands. A shared control application for wheelchairs can be found in the work of Urdiales et al [28] that uses conventional APFs. They test their method in structured domestic environments. Similarly, in the work of Storms et al [29] a new obstacle representation and avoidance method based on model predictive control is presented. This approach requires human operators’ models for shared control to function. Other shared control approaches include haptic feedback and personalized assistance by human demonstration that have proven to increase performance and joystick jerkiness [30] [31].

Most related to our paper is the work of Bell et al [32] in which the VFH method overrides unsafe operator commands. However, this approach fails to navigate in narrow passages (e.g a doorway), making the use of a separate control mode for such cases a necessity. Another related shared control implementation can be seen in the work of Chen et al [33]. They implement VFH+ assisted gesture and voice control for an omnidirectional mobile robot for structured domestic environments.

Many of the above approaches are concerned with domestic scenarios in structured environments and in many cases, the operator is physically situated in the same space as the robot (e.g. in robotic wheelchairs). Contrary, our work is focused on remotely controlled robots in applications that involve unstructured and dynamic environments such as SAR and a variety of performance degrading conditions (e.g. communication delays). Additionally, some of the above methods prevent unsafe user commands in an intrusive way (e.g safeguard modes). In contrast, we leverage the capability of the VFH+ method and shared control for smooth command blending instead of overriding or interrupting the operator’s commands.

III. VFH+ based shared control

The problem addressed here is the design of a shared controller for safe navigation (i.e. avoiding obstacles and hazardous areas) of remotely operated mobile robots. The robot’s autonomous obstacle avoidance commands $U_r$ and the operator’s command $U_h$ acts as inputs to the controller which blends them, and outputs safe motion commands $U_f$. These output commands $U_f$ are fed to the robot actuators and result in a safe trajectory. The robot’s input $U_r$ is the velocity commands produced by a VFH+ obstacle avoidance module and expresses velocity in free space broken into its linear and angular parts. The same applies to the human operator’s input $U_h$ which is produced via joystick commands.

A. VFH+ obstacle avoidance module

Here, briefly and for completeness, our VFH+ obstacle avoidance module is presented. Modifications and differences from the original VFH+ will be mentioned where relevant.

First, a histogram grid is defined as a square-shaped active window ($w_x \times w_y$). The grid is updated in real time using laser range finder sensors and by taking the laser’s maximum measurement range $d_{\max}$ we can determine the grid’s dimensions based on (1):

$$d_{\max} = \sqrt{2}(w_x - 1) \over 2$$ (1)

In our system the window we use is a 60x60 cell histogram grid (i.e. $w_x = 60$) with a cell size of 100mm that gives us an active square window $C_a$ of $4m^2$ (i.e. 4m in each direction from the robot’s center).

Then, the primary polar histogram is derived from the data collected by the laser and by calculating each cell in the active window into vectors with the attributes of magnitude and direction.

As a standard procedure in VFH+, the obstacles are enlarged by a radius $r_{r+s} = r_r + d_s$ where, $d_s$ is the minimum distance between the robot and an obstacle and $r_r$ the robot radius. We heuristically defined the robot radius for the purpose of maneuvering more fluently in narrow corridors, compared to the standard VFH+. A factor to this decision was that the Husky UGV that was used for the experiments is a relatively long rectangular shaped vehicle. This results in a radius of roughly 530mm which is considerably large for the robot. It was heuristically found that a 26% decrease in radius (i.e. a radius of 400mm), yields much better results. Since there was a reduction in the robot radius, we empirically increase the $r_r$ value by 10% in the $r_{r+s}$ operation for added safety, regardless of our chosen safety distance $d_s$. 

The phases of binary polar histogram where the obstacle representation is validated from misreadings and the masked polar histogram where candidate directions are generated are calculated as the original method entails.

Lastly, the VFH+ cost function looks at all openings in the masked polar histogram and calculates candidate directions for the robot to move. The candidate direction \( k_d \) with the lowest cost is then chosen to be the new direction of motion \( \alpha_d = k_d \cdot \alpha \), where \( \alpha \) is the angular resolution. It distinguishes between wide and narrow openings. If the right and left sectors \((k_r, k_l)\) is smaller than \( s_{\text{max}} \) sectors the opening is considered narrow. In that case there is only one candidate direction, that steers the robot through the center of the opening:

\[
c_d = \frac{k_r + k_l}{2}
\]

(2)

In the case of a wide opening there are two candidate directions \( c_r \) to the right and \( c_l \) to the left side of the opening:

\[
c_r = k_r + \frac{s_{\text{max}}}{2}
\]

\[
c_l = k_l - \frac{s_{\text{max}}}{2}
\]

(3)

The original VFH+ method requires a candidate direction equation reflecting the direction of the navigational goal \( \alpha \). In contrast, given the requirements of targeted domain (e.g. exploration in disaster sites) our approach offers a goal agnostic VFH+ method. This is achieved by setting a constant 90° angle for its goal, the forward moving direction of the robot. This means that the robot will not make turns in the absence of obstacles by trying to reach a target. The appropriate direction is selected by the VFH+ cost function.

\[
c_t = k_t \quad \text{if} \quad k \in [c_r, c_l]
\]

(4)

B. Shared control

The shared controller is responsible for blending the VFH+ module’s velocity commands \( U_h \) and the operator’s joystick commands \( U_r \), resulting in safe \( U_f \) output velocities for the robot to follow (see Fig. 1).

Mathematically, shared control is often seen as arbitration of two policies (i.e. policy blending) [34]. In our case the arbitration function that expresses this blending is the following:

\[
U_f = \alpha(\cdot)U_h + (1 - \alpha(\cdot))U_r
\]

(5)

The influence of \( U_h \) and \( U_r \) is adjusted by the arbitrator function \( \alpha(\cdot) \). The function’s values can range from 0.0 to 1.0 and can be adapted on the application, conditions and controller’s behavior requirements. For example, if an operator requires more assistance due to high workload then with the use of the appropriate adaptive function the level of \( U_r \) can be modified (e.g. become the more dominant input). In our case, \( \alpha(\cdot) \) remains a constant for the purposes of this paper expressing the linear blending between \( U_h \) and \( U_r \). The value \( \alpha(\cdot) = 0.5 \) was chosen heuristically and it practically means that both robot’s and operator’s commands are contributing equally to the final velocity vector \( U_f \). The blending node is responsible for producing the final vector that will be driven to the robot’s actuators. The operations are as follows:

\[
u_{\text{linear}} = \alpha(\cdot)u_{h_{\text{linear}}} + (1 - \alpha(\cdot))u_{r_{\text{linear}}}
\]

(6)

\[
u_{\text{angular}} = \alpha(\cdot)u_{h_{\text{angular}}} + (1 - \alpha(\cdot))u_{r_{\text{angular}}}
\]

(7)

\[
u_f = u_{\text{linear}} + u_{\text{angular}}
\]

(8)

The shared controller proposed can run in the background without affecting the behavior of the robot. It can be activated in runtime and on-demand (e.g. with the press of a button by the operator in Human-Initiative control or by the robot in Mixed-Initiative control systems) in situations that can be beneficial.

IV. EXPERIMENTAL EVALUATION

An experiment was conducted to evaluate the performance of the proposed shared control method. For the experiment, a realistically simulated SAR test arena (i.e. SAR environment) with dimensions of approximately \( 24m \times 24m \) (see Fig. 3 and 4) was created. Gazebo, a high fidelity robotic simulator, was used to simulate the environment and the robotic system. Gazebo simulator uses an advanced physics engine and creates realistic environments and stimuli for the operators, as it can be seen in Figures 4 and 3. The simulated robot was equipped with a laser range finder and an RGB camera. It was controlled via an Operator Control Unit (OCU) (see Fig. 2). The OCU was composed of a mouse, a joystick for the operator’s commands, and a laptop running the software and a screen showing the Graphical User Interface (GUI) (see Fig. 3). The software used was developed in the Robot Operating System (ROS). The repository containing the

1Extreme Robotics Lab GitHub repository: https://github.com/uob-erl/shared_control
Fig. 2. The Operator Control Unit (OCU) composed of a laptop, a joypad, and a screen showing the GUI.

Fig. 3. **Left:** video feed from the camera. **Right:** The map (as created by SLAM) showing the pose of the robot, the obstacles’ laser reflections (red), and the walls (black). In the map, the task was to navigate from point A to point B.

A SLAM generated map was given to the system and the operator (i.e., via the GUI) at the beginning of the trial. However, before each trial, the experimenter placed randomly several additional obstacles in the arena for which the operators were not aware and they were only visible in the map as laser reflections and only in close proximity. This was in order to introduce a dynamic environment effect common in disaster response scenarios. Care was taken for the difficulty of the overall task to remain the same between trials regardless of the positions of the random obstacles. Additionally, to further the realism of the task, a 1sec delay was introduced to the operator’s commands. Also, the camera’s image transmission bandwidth was reduced to 2.5Hz. The delayed commands and video feedback are common communication difficulties during remote operations e.g. in [35], [36] and in DARPA DRC Finals [3].

**B. Results**

Two performance metrics were measured: the time-to-completion reflecting how much time it took to complete the task; and the number of collisions with the environment (i.e., obstacles). The data were tested for normality with the Shapiro-Wilk test and in addition, were inspected visually. Time-to-completion data conformed to a normal distribution and hence a paired sample t-test was used to compare the means. The number of collisions data were not normally distributed and hence the Wilcoxon signed-rank test was used. We consider a result to be statistically significant when it yields a \( p \) value less than 0.05.

**Task completion time (secs):** Operators in shared control completed the task significantly (\( t(11) = 10.209, p < .001 \)) quicker (\( M = 158.3, SD = 10.7 \)) compared to teleoperation (\( M = 205.1, SD = 19.9 \)), see Fig. 5.

**Number of collisions:** Operators in shared control had significantly (\( z = -2.82, p < .01 \)) fewer collisions (\( M = 0.25, SD = 0.45 \)) compared to teleoperation (\( M = 2.8, SD = 2.29 \)), see Fig. 6.

**C. Discussion**

Our experimental evaluation has shown that shared control improves performance as the navigation task is completed by
30% faster and there are 120% fewer collisions compared to teleoperation. The nature of our experiment is meant to reflect a realistic scenario where operators are under pressure in degrading robot control conditions. While the subjects were all expert robot operators (i.e., extensive experience in operating similar robots), the task at hand was significantly hard. A factor that must be considered is that the human agent is remotely situated and due to the increased workload, his Situational Awareness is greatly reduced [37]. All the aforementioned factors were present during our experiment and results emphasize the need and the advantages of the proposed shared control system.

In Teleoperation mode, a significant effort had to be put by each subject to navigate the robot in the arena, as the lag in the video feedback and the control commands can be mentally draining. One of the factors that contributed to the high task completion time and a high number of collisions in teleoperation was the fact that users failed to make precise movements due to the input and visual latency. To deal with this, subjects had to adopt a stop-and-wait strategy and avoid complicated commands. However, they frequently failed to anticipate the effect of their commands and often seem to overcompensate with additional commands in order to correct their course. This often resulted in self-induced oscillatory behaviour and collisions, even in relatively simple turns or in straight corridors. Another factor that might explain the poor performance of teleoperation, is the gradual exhaustion of operators during trials as a result of the above-mentioned difficulties.

Shared control’s improved performance can be attributed to the reduction of necessary commands in order to navigate, as well as the reduction of their complexity. Despite the commands input latency, in practice, the subjects only needed to input the general direction they wished to execute. The module’s self-correction absolves the operator from complex maneuvers and the robot would follow the instructed direction of its course. Additionally, the reactive nature of our shared control method is able to cope with dynamically changing environments. The randomly placed obstacles did not seem to degrade performance regardless of their placement. Anecdotal evidence suggests that the robot’s actions were not contrary to the operator’s commands. The operators largely felt like the robot was driving and steering itself, which yields better results compared to teleoperation, despite the subject’s exhaustion.

In this work, the arbitration function $\alpha(\cdot)$ was a constant denoting an equal amount of commands blending from the operator and the robot. However, there are situations that can benefit from lower values of $\alpha(\cdot)$ (i.e., the robot commands are the dominant input). For example the operator having a high workload or wireless communication issues. On the other hand, in situations that the human input might be more beneficial, such as driving through tight/narrow corridors or other precise maneuvering (e.g., the robot being stuck), higher values of $\alpha(\cdot)$ would be useful. An arbitration function that adapts the level of robot’s assistance to the circumstances will contribute the most towards performance and should be the subject of future research. Our anecdotal observations suggest that a meaningful range for $\alpha(\cdot)$ is between 0.3 and 0.7.

The results presented here further contribute to related literature that has shown that delayed control inputs can drastically increase task completion time from 160% up to 480% [35] in mobile robots, depending on the severity of the latency. Additionally, we contribute further evidence of the advantages of shared control in outperforming conventional teleoperation under communication delays in accordance with similar findings from Storms et al. [29].

Lastly, based on the known shortcomings of VFH+ (e.g., local minima), the occasional unsatisfactory performance was expected. However, by using the proposed shared control method in practice, the robot did not show signs of getting trapped in local minima or signs of struggle in narrow openings/corridors. This is possibly because the input from the operator directly affects the forwards and backward movements of the robot, and in the context of shared control compensated for the shortcomings of VFH+ by overruling situations where the robot would consider or lead itself to being trapped. This is a scenario that demonstrates the complementing capabilities of human operators and robots (i.e., autonomous capabilities) with the two agents complementing each other’s strengths and highlighting the importance of collaborating as a human-robot team in demanding tasks.
V. CONCLUSIONS

This paper presented a VFH+ based shared control method for remotely controlled mobile robots. The method was evaluated in a navigation task in a simulated disaster site. The difficulty of controlling such robots with conventional teleoperation in performance degraded conditions such as communication delays is demonstrated by the resulting poor performance in the task. In contrast, the proposed shared control method provided a significant improvement in terms of safety and task completion time compared to teleoperation.

In future work, we aim to further develop the shared control method by incorporating a dynamic arbitration function. This function can dynamically arbitrate how much control should be given to the robot or the operator. This can be based on the explicit use of operator intent or operator state (e.g., operator having a high workload). Additionally, further testing with a variety of performance degrading conditions both for the operation and the robot (e.g., external distractions or additional sensor noise) should be made in order to determine potential weaknesses that we have yet to come across. The next milestone of our work is towards a shared control method that is able to avoid hazardous regions entirely, e.g., a region with high radiation levels that can destroy the robot’s electronics or areas of extreme heat. In essence, the integration of our method with a variety of sensors (e.g., radiation sensors or infrared sensors) and map representations (e.g., radiation map).

Lastly, our shared control module was implemented as a Level of Autonomy (LOA) to be used in variable autonomy systems that switch on-demand between different LOAs. Hence, future work should explore the integration and merits of the proposed shared control method as an additional LOA used in Human-Initiative and Mixed-Initiative robotic systems.
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