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Abstract—An activation function has crucial role in a deep neural network. A simple rectified linear unit (ReLU) [1] was classically used as the activation function. Currently, the Rectified Linear Unit (ReLU) [1] defined by $f(x) = \max(x, 0)$ is widely used for the activation function. The proposed WiG consists of a multiplication of inputs and the weighted sigmoid gate. It is shown that the WiG includes the ReLU and same activation functions as a special case. Many activation functions have been proposed to overcome the performance of the ReLU. In the literature, the performance is mainly evaluated with an object recognition task. The proposed WiG is evaluated with the object recognition task and the image restoration task. Then, the experimental comparisons demonstrate that the proposed WiG outperforms existing activation functions including the ReLU.

Index Terms—Deep neural network, Activation function, ReLU

I. INTRODUCTION

In a deep neural network, an activation function plays critical roles. A sigmoid function defined by $\sigma(x) = \frac{1}{1 + e^{-x}}$ was classically used as the activation function. Currently, the Rectified Linear Unit (ReLU) [1] defined by $f(x) = \max(x, 0)$ is widely used for the activation function. Many activation functions have been proposed to replace the ReLU in the literatures [2], [3], [4], [5], [6], [7], [8], [9], [10].

In those activation functions, a sigmoid gating approach is considered as promising approach. The Sigmoid-weighted Linear Unit (SiL) [3] defined by $f(x) = x \cdot \sigma(x)$ has been proposed for reinforcement learning as an approximation of the ReLU. So-called Swish unit [2] defined by $f(x) = x \cdot \beta x$, where $\beta$ is a trainable parameter, has been proposed. The SiL can be considered as a special case of Swish with $\beta = 1$.

In addition, the Swish become like the ReLU function for $\beta \to \infty$. They have shown the Swish unit outperforms other activation functions in object recognition tasks. It is known that Sigmoid gating is used in powerful tool of a long short-term memory (LSTM) [11].

Researchers mainly focused the activation function for a scalar input. For the vector input, the scalar activation function is element-wisely applied. Recently, sigmoid gaiting approaches for the vector inputs have been proposed [10], [12], [13].

In this paper, we propose a sigmoid gating approach as an activation function for vector input. The proposed activation unit is called a weighted sigmoid gate unit (WiG). The proposed WiG consists of the multiplication of the inputs and weighted sigmoid gate as shown in Fig. 1. The SiL [3] and the Swish [2] can be considered as a special case of the proposed WiG.

In the literature like [2], previously activation functions have been only evaluated with an object recognition task. In this paper, we evaluate the proposed WiG with the object recognition task and the image restoration task. Experiments demonstrate that the proposed WiG outperforms existing other activation functions in both the object recognition task and the image restoration task.

II. WEIGHTED SIGMID GATE UNIT (WiG)

A proposed weighted sigmoid gate unit (WiG) is expressed by element-wise product of the input and the sigmoid activation as

$$f(x) = x \odot \sigma(W_gx + b_g), \quad (1)$$

where $x \in \mathcal{R}^N$ is $N$-dimensional input vector, $W_g \in \mathcal{R}^{N \times N}$ is $N \times N$ square weighting matrix, $b_g \in \mathcal{R}^N$ is $N$-dimensional bias vector, $\sigma(\cdot)$ represents the element-wise sigmoid function, and $\odot$ represents element-wise products. Figure 1 shows a block diagram of the proposed WiG, where the bias component is omitted for the simplification. The activation function usually follow the weighting unit. The WiG can be used as the activation function.

In the deep neural network, the activation function usually follow the weighting unit. The combination of the weighting unit and the WiG shown in Fig. 1 can be expressed as

$$f(Wx) = Wx \odot \sigma(WW_gx), \quad (2)$$

where $W$ is the weighting matrix, $V = WW_g$, and the bias components are omitted for the simplification. Equation 2
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Fig. 1. Proposed WiG, where the bias component is omitted.

Fig. 2. Combination of weighting unit and proposed WiG, where the bias component is omitted.
Namely, A. Simple Example

proposed WiG when the bias \( b \) is set to zero. The SWISH \([2]\) is a special case of the WiG in Eq. 5 for different gains of \( w \). When the gain \( w \) is becoming like the negative-ReLU defined by \( \min(x,0) \). It has been reported that the combination of the positive and the negative ReLUs is effective to improve the performance of the networks \([14], [15]\).

Figure 3 plots the graph of activation functions and derivatives of the WiG in Eq. 5 for different biases of \( b \), where the gain \( w \) is set to 10. Figure 4(b) clearly shows that the bias \( b \) can control the threshold of the derivatives.

As shown in here, the proposed WiG activation function includes the ReLU \([1]\) and the SWISH \([2]\) as special cases.

B. Initialization

The neural network model is highly non-linear model. Then, a parameter initialization is very important for optimization. The weighting parameters are usually initialized by zero-mean Gaussian distribution with small variance. The bias parameters are set to zero.

However, we apply different initialization for the WiG parameters \( W_g \) and \( b_g \) in Eq. 1. We initialize the scaled identical matrix \( sI \) for the weighting parameter \( W_g \) and zero for the bias parameter \( b_g \). The WiG is to be the Swish \([2]\), where \( s \) is scale parameter and \( I \) is an identical matrix. If the scale parameter \( s \) is large value, the WiG is initialized by the approximated ReLU. This initialization with large scale parameter is very useful for the transfer learning from the network with widely used ReLU. When we train the network with the WiG from scratch, the scale parameter is set with one. Then, the WiG is initialized with the SiL \([3]\).

C. Sparseness constraint

A weight decay, which is regularization technique for the weight, is usually applied for the optimization. This technique can be considered as adding constraint \( \lambda |W|_2^2 \) to the loss function, where \( \lambda \) is constraint parameter, \( W \) is weighting parameter, and \( |·|_2 \) represents \( L_2 \) norm. We introduce sparseness constraint for the WiG. The sparseness constraint of the WiG can be formulated by the \( L_1 \) norm of gate as

\[
L = \lambda_g |\sigma(W_g x + b_g)|_1,
\]

where \( \lambda_g \) is constraint parameter. The output of the sigmoid function can be considered as the mask. Eq. 6 is the sparseness constraint of the mask. It also enforces the sparseness of the output of the WiG.

III. Experiments

We experimentally demonstrate the effectiveness of the proposed WiG activation function comparing with existing activation functions: the ReLU \([1]\), the selu \([5]\), the ELU \([8]\), the softplus \([4]\), the Leaky ReLU \([6]\), the SiL \([3]\), the PReLU \([7]\), and the Swish \([2]\). Several activation functions are required parameters. For those parameters, we used default parameters which are used in the original paper. In related works \([2], [3]\), they have only evaluated with object recognition task, while we evaluate the proposed WiG activation function with the object recognition task and the image restoration task\([1]\).

\[\text{The reproduction code is available on}\]

http://www.ok.sc.e.titech.ac.jp/~mtanaka/proj/WiG
A. Object Recognition Task

Here, we evaluate the activation function with cifar data set [16]. For the object recognition task, we build a vgg-like network [17] as shown in Fig. 5, where we use a spatial dropout [18] and a convolution pooling [19] instead of a max pooling. The dropout rates are increased for deep layer which is close to the output following paper [20].

We built the networks with nine different activation functions as mentioned in the previous section. Then, each network was trained with 1,200 epochs, where mini-batch size was 32 and we applied geometrical and photometric data augmentation. We used Adamax [21] for the optimization. The loss function is a categorical cross entropy.

Figure 6 shows a training cross entropy for each epoch. That comparison demonstrate that the network with the proposed WiG can rapidly learn and archive lower training cross entropy.

The validation accuracy for cifar10 and cifar100 with different activation functions are summarized in Table I where the bold font represents the best performance and the underline represents higher accuracy than that of the ReLU. First, the simple ReLU [11] has good performance. The proposed WiG demonstrates the best performance in both cifar10 and cifar100. We can find large improvement of the proposed WiG, especially for the cifar100 dataset.

B. Image Restoration Task

In this paper, we also compare the activation functions with an image restoration task. There are various image restoration tasks. The denoising task is known as important and essential image restoration task [22]. Therefore, we evaluate the activation function with image denoising task.

We built image denoising networks with different activation functions following papers [23], [24], [25]. An dilated convolution [26] and a skip connection [27] are used as shown in Fig. 7.

The datasets for the training were Yang91 [28], General100 [29], and Urban100 [30]. The input size of training patch was $64 \times 64$. The mini-batch size was 256. The input images for the training were generated by adding noise to the ground truth image. The standard deviation was randomly set from 0 to 35. The optimizer was Adamax [21]. We trained 80,000 mini-batches for each activation function.

We used seven $512 \times 512$ sized images called Lena, Barbara, Boats, F.print, Man, Couple, and Hill for the evaluation [31].

| Noise Level | 5 | 10 | 15 | 20 | 25 | 30 |
|-------------|---|----|----|----|----|----|
| ReLU [1]    | 37.13 | 33.86 | 32.02 | 30.76 | 29.77 | 28.96 |
| selu [5]    | 36.89 | 33.68 | 31.88 | 30.60 | 29.60 | 28.79 |
| ELU [8]     | 37.07 | 33.63 | 31.86 | 30.60 | 29.65 | 28.86 |
| softplus [4]| 36.41 | 33.42 | 31.67 | 30.45 | 29.50 | 28.69 |
| Leaky ReLU [6]| 37.07 | 33.81 | 31.97 | 30.68 | 29.69 | 28.89 |
| Swish [2]   | 37.13 | 33.70 | 31.91 | 30.69 | 29.72 | 28.93 |
| WiG (Pro.)  | 37.29 | 34.00 | 32.16 | 30.88 | 29.90 | 29.10 |

| Noise Level | 5 | 10 | 15 | 20 | 25 | 30 |
|-------------|---|----|----|----|----|----|
| ReLU [1]    | 0.9963 | 0.8971 | 0.8646 | 0.8378 | 0.8142 | 0.7932 |
| selu [5]    | 0.9355 | 0.8929 | 0.8607 | 0.8328 | 0.8084 | 0.7855 |
| ELU [8]     | 0.9362 | 0.8910 | 0.8601 | 0.8331 | 0.8094 | 0.7888 |
| softplus [4] | 0.9337 | 0.8878 | 0.8547 | 0.8274 | 0.8027 | 0.7822 |
| Leaky ReLU [6] | 0.9380 | 0.8959 | 0.8628 | 0.8370 | 0.8137 | 0.7988 |
| Swish [2]   | 0.9377 | 0.8928 | 0.8621 | 0.8370 | 0.8137 | 0.7982 |
| WiG (Pro.)  | 0.9390 | 0.8993 | 0.8679 | 0.8412 | 0.8188 | 0.7981 |
The PSNR and SSIM comparisons are summarized in Table III and IV respectively, where the bold font represents the best performance and the underline represents higher performance than that of the ReLU. Those comparisons demonstrate that the activation functions proposed in the literature \[5\], \[8\], \[4\], \[6\] can not overcome the simple ReLU \[1\] in the denoising task in any noise level. The performance of the proposed WiG activation function only superior that of the ReLU in terms of both the PSNR and the SSIM.

IV. CONCLUSION

We have proposed the weighted sigmoid gate unit (WiG) for the activation function of the deep neural networks. The proposed WiG consists as the multiplication of the inputs and the weighted sigmoid gate. It has been shown that the proposed WiG includes the ReLU and several activation functions proposed in the literature as a special cases. We evaluate the WiG with the object recognition task and the image reconstruction task. The experimental comparisons that the proposed WiG overcomes existing activation functions including widely used ReLU.
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