Deep Learning Framework for Real-time Fetal Brain Segmentation in MRI
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Abstract. Fetal brain segmentation is an important first step for slice-level motion correction and slice-to-volume reconstruction in fetal MRI. Fast and accurate segmentation of the fetal brain on fetal MRI is required to achieve real-time fetal head pose estimation and motion tracking for slice re-acquisition and steering. To address this critical unmet need, in this work we analyzed the speed-accuracy performance of a variety of deep neural network models, and devised a symbolically small convolutional neural network that combines spatial details at high resolution with context features extracted at lower resolutions. We used multiple branches with skip connections to maintain high accuracy while devising a parallel combination of convolution and pooling operations as an input downsampling module to further reduce inference time. We trained our model as well as eight alternative, state-of-the-art networks with manually-labeled fetal brain MRI slices and tested on two sets of normal and challenging test cases. Experimental results show that our network achieved the highest accuracy and lowest inference time among all of the compared state-of-the-art real-time segmentation methods. We achieved average Dice scores of 97.99\% and 84.04\% on the normal and challenging test sets, respectively, with an inference time of 3.36 milliseconds per image on an NVIDIA GeForce RTX 2080 Ti. Code, data, and the trained models are available at \href{https://compvis.ece.neu.edu/razieh-faghih/}{this repo}.
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1 Introduction

Fetal MRI is an important tool for diagnosis of abnormalities of the fetal brain during pregnancy due to its superior soft tissue contrast compared to ultrasound. However, MRI is very susceptible to motion and fetuses can move significantly during MRI scans. To mitigate this problem, fast MRI acquisition techniques are used to obtain stacks of 2D slices. Super-resolution techniques can then reconstruct 3D images from these 2D slices \cite{1123334,29}. Segmentation of the brain in slices can improve inter-slice motion correction and super-resolution reconstruction \cite{27}. Real-time fetal brain segmentation on slices is needed to enable real-time fetal head pose estimation, motion tracking, and slice navigation \cite{25}.
While several studies have addressed 3D fetal brain segmentation on stack-of-slices or reconstructed fetal MRI scans [123103], only a few studies have addressed the more challenging task of segmenting the fetal brain on every slice. Keraudren et al. [9] developed a method based on support vector machines and random forests. More recent works have almost exclusively been based on deep learning (DL), and in particular convolutional neural networks (CNNs). These methods are more suitable for real-time applications because they can harness the parallel computation capabilities of Graphical Processing Units (GPUs) [21]. Salehi et al. [24] used a DL method based on the U-Net architecture [22]. Wang et al. [28] computed aleatoric uncertainty and used test time augmentation to improve the accuracy of fetal brain segmentation on 2D slices. While these works focused on improving segmentation accuracy, none of them addressed the accuracy-speed trade-off. To address this gap, in this paper we focused on improving inference speed as well as accuracy.

Many applications demand real-time image processing. This demand has given rise to a growing body of real-time DL-based methods [17]. The majority of these works have aimed at reducing the computation time by devising lighter or specialized network architectures. A typical example of architectural innovations is the depthwise-separable convolution, which breaks down a 3D convolution operation into a succession of 2D and 1D convolutions [7]. Another approach to reducing the computational cost is channel shuffling as used in ShuffleNets [30,16]. Gamal et al. [5] proposed ShuffleSeg based on ShuffleNet by using ShuffleNet with grouped convolutions, channel shuffling as encoder, and FCN8s [14] as decoder. ENet [18] uses early downsampling of the input to extract relevant image features while reducing the image size. ENet also uses a much smaller decoder module than in typical symmetric encoder-decoder architectures [2,22].

Two-branch networks [19,29] are another way to design faster models and are among the fastest existing methods. Unlike standard models where the entire network learns low-level and high-level details, in two-branch networks these two tasks are performed by two separate branches. A shallow branch captures spatial details and generates high-resolution feature representation, while a deeper but lightweight branch learns high-level semantic context. ContextNet [19], Fast-SCNN [20], and BiseNet [29] are examples of two-branch networks. An important consideration in designing these architectures is to ensure proper integration of high-level and low-level context information. For example, ICNet [31] computes a multi-resolution set of feature maps and employs a cascade feature fusion unit to fuse these feature maps, whereas DFANet [13] uses several interconnected encoding paths to add high-level context into the encoded features.

In this work we aimed to design a network with proper, efficient integration of high-level and low-level information to achieve high accuracy and very fast inference in fetal brain MRI segmentation. To achieve this, we developed a new, efficient CNN-based network, which we term Real-time Fetal Brain Segmentation Network (RFBSNet). RFBSNet uses an encoder-decoder architecture with forward connections to retain accuracy; and a two-branch architecture with an input downsampling module to achieve fast inference. We compared RFBSNet
with eight alternative state-of-the-art DL models. In the following sections, we provide a detailed description of our methods, data, results, and analysis.

2 Materials and Methods

2.1 Proposed Network Architecture

We designed RFBSNet to strike a balance between inference speed and accuracy. Fig. 1 shows the layout of RFBSNet. It contains an input downsampling module, a feature extractor, a decoder, and a classification module. In the following, we describe each structure module in more detail.

Input downsampling module. The first module in our proposed network is a downsampling module that reduces the size of the input image while also providing high resolution spatial information into the classifier module using a forward path. Input downsampling can greatly speed up the network by significantly reducing the amount of computation performed by all down-stream network layers. When this down-sampling is not excessive and is carried out using learnable functions, such as a convolution layer, the loss in segmentation accuracy can be very small. However, excessive down-sampling can result in a loss of important detail such as fine object boundaries [18]. Besides, downsampling the input image by a factor of \( m \) would require upsampling by the same factor in order to obtain a segmentation map with the same size as the input image. Although upsampling can also be accomplished using learnable transposed convolutions, it can result in further loss of fine detail if it is excessive. To avoid these negative effects, we used a down-sampling module, shown in Fig. 2 that consists of two paths: (1) a max-pooling path with non-overlapping \( 2 \times 2 \) windows, and (2) a convolutional layer with \( 3 \times 3 \) kernels. The outputs of these two paths are concatenated.

Feature Extractor. This module is responsible for learning multi-resolution image features for accurate segmentation. Our feature extractor module shares its computation of the first few layers with the input downsampling module. This parameter sharing not only reduces the computational complexity of the network, it also improves the segmentation accuracy. In this architecture, we used one convolutional layer followed by ReLU in the shallow branch to encode detailed spatial information. The deep feature extractor branch of RFBSNet provides sufficient receptive field. We deployed U-Net style [22] forward skip connections to fuse multi-resolution features into the decoder module.

Decoder and Classification modules. A U-Net-type decoder with skip connections upsamples the features learned by the different sections of the feature extractor module to the size of the feature maps generated by the input down-sampling module. These feature maps are finally fused together using a simple
Fig. 1: Overview of the proposed architecture (RFBSNet). It consists of an input down-sampling module, a feature extractor, a decoder, and a classifier, with two branches and forward connections from the feature extractor to the decoder. All modules are built using classical convolution layers using operations shown in the figure legend. The detail of the down sampling module is shown in Fig. 2. Numbers next to each block show the number of channels, while the length indicates the spatial size considering the input size of I.

Fig. 2: The input downsampling module in RFBSNet consists of a convolution and a max pooling path. The outputs are concatenated to build a feature map.

addition. In the classification module, an upsampling layer and a pointwise convolution layer are applied to the fused feature maps. A softmax operation is applied to the final layer to generate class probability maps.

2.2 Alternative Methods and Evaluation Metrics

We compare the proposed RFBSNet to two standard networks for medical image segmentation (U-Net [22] and SegNet [2]), as well as several recent architectures that have been proposed for real-time segmentation (see Table 1). We also intro-
duce ShuffleSeg V2 following the design of ShuffleSeg [5]. It employs ShuffleNet V2 [16] as encoder and FCN8s [14] as decoder.

The accuracy of all methods are evaluated and compared using the Dice similarity coefficient and Intersection-over-Union IoU, also known as Jaccard index, metrics defined as

\[
\text{Dice}(P, R) = \frac{2|P \cap R|}{|P| + |R|} = \frac{2TP}{2TP + FP + FN}
\]

and

\[
\text{IoU}(P, R) = \frac{|P \cap R|}{|P \cup R|} = \frac{TP}{TP + FP + FN}
\]

respectively, where P is predicted brain mask, R is a ground truth mask and TP, FP, and FN are the true positive, false positive, and false negative rates, respectively. We assess segmentation speed in terms of the average inference time and standard deviation with 100 iterations for each method while using batch size of 1. In addition, we report the number of floating point operations (FLOPs) and the number of trainable parameters for each network.

2.3 Data, Implementation, and Training

The fetal MRI data used in this study were acquired using 3T Siemens scanners. The study was approved by the institutional review board; and written informed consent was obtained from all research MRI participants. For each subject, multiple half-Fourier single shot turbo spin echo (HASTE) images were acquired with in-plane resolution of 1 to 1.25 mm, and slice thickness of 2 to 4 mm. The gestational ages of the fetuses at the time of scans were between 22 to 38 weeks (mean=29, stdev=5). In total, 3496 2D fetal MRI slices (of 131 stacks from 23 fetal MRI sessions) were included in the training and validation procedure (80% train, 20% validation). A set of 840 2D slices (17 stacks) of two normal fetuses without severe artifacts was used as normal test set, and a set of 136 2D slices of a fetal MRI scan with artifacts (from 4 stacks) was used as the challenging test set. An experienced annotator carefully segmented the fetal brain in every slice of all these stacks. We used these manual segmentations as the ground truth for model training and evaluation.

All experiments were conducted with an NVIDIA GeForce RTX 2080 Ti, using TensorFlow and Keras 2.6.0. All models were trained with a batch size of 8 and input image size of 256 \times 256. We used Dice similarity coefficient between the network predictions and the ground truth as the training loss function. The learning rate for each of the compared networks was tuned separately. For our model we used an initial learning rate of 1 \times 10^{-4}, which we multiplied by 0.9 after every 2000 training steps. We trained each model for 100 epochs using Adam optimization [11] of stochastic gradient descent.

3 Results

Table 1 summarizes the performance of our proposed RFBSNet compared to other methods. In terms of almost all evaluation criteria, RFBSNet outperformed the standard methods as well as other state-of-the-art real-time segmentation models. It reached 97.99% aDice (average Dice of all test images), 96.12% aIoU on normal and 86.04% aDice, 75.50% aIoU on challenging test sets.
Table 1: Comparing RFBSNet with eight state-of-the-art methods based on average Dice (aDice) and average IOU (aIoU) on normal and challenging test sets. This table also shows the number of FLOPS (in giga FLOPS), the number of training parameters, and the inference time (in ms) of each method. RFBSNet achieved the highest accuracy and the best inference speed among all methods.

| Model          | Normal | Challenging | FLOPs (G) | #Trainable Parameters | Inference Time (ms) |
|----------------|--------|-------------|-----------|-----------------------|---------------------|
| ICNet [31]     | 85.43  | 77.00       | 65.15     | 58.00                 | 1.81                |
| ENet [18]      | 95.42  | 91.54       | 78.05     | 69.00                 | 0.975               |
| Fast-SCNN [20] | 86.87  | 78.81       | 69.34     | 60.80                 | 0.517               |
| DFANet [13]    | 78.59  | 69.19       | 65.47     | 57.97                 | 0.248               |
| ShuffleSeg [5] | 91.34  | 83.05       | 79.38     | 70.35                 | 0.374               |
| ShuffleSeg V2 [16] | 89.97 | 83.00 | 77.36 | 68.26 | 1.15 | 3,043,294 | 8.64 ±0.25 |
| SegNet [2]     | 97.93  | 96.02       | 85.81     | 77.63                 | 102                 |
| U-Net [22]     | 97.99  | 96.12       | 84.04     | 75.50                 | 5.32                |
| RFBSNet        | 97.99  | 96.12       | 84.04     | 75.50                 | 5.32                |

with outstanding inference time of 3.36 ms. Indeed, our network can run on a single GPU in real time, i.e., it runs as soon as a single MRI slice is acquired and reconstructed. We note that RFBSNet performed better than the standard medical image segmentation network U-Net in terms of both accuracy and speed while having ≈14 times less number of parameters and FLOPs. Our method also outperformed other real-time segmentation methods in both accuracy and speed while representing comparable number of parameters and FLOPs.

We performed paired t-tests with a \( p \) value threshold of 0.001 to test if the segmentation accuracy, in terms of Dice and IoU on the test sets, for our model was higher than other models. These tests showed that our model was significantly more accurate than all competing real-time segmentation models on the normal and challenging test images in terms of both Dice and IoU. Our model was also significantly more accurate than SegNet. However, the differences with the U-Net were not statistically significant (\( p \approx 0.3 \)). We note that in addition to computation time, both UNet and SegNet require high GPU memory which may limit their use with larger images on standard GPUs.

Example segmentation results can be seen in Fig. 3. In addition to our own method, in this figure we have shown the results of those competing methods that were proposed originally for real-time segmentation. As these representative examples show, compared to those other methods, which showed large segmentation errors and often completely failed to segment the fetal brain on challenging images, our method accurately segmented both normal and challenging images.

4 Analysis and Discussion

We further analyzed the performance of the networks and the speed-accuracy balance. Fig. 4 shows the run-time of different networks, which were implemented and compared in this study, as a function of batch size. The main observation
Fig. 3: Representative examples of predicted brain masks overlaid on original fetal MRI slices for normal cases (top 3 rows) and challenging cases (bottom 3 rows). Note that RFBSNet correctly segmented the brain in all slices of this challenging test case which was not segmented by the other methods.

from this figure is the dramatic shift in the order of networks as the batch size decreases. For batch sizes larger than four, real-time segmentation networks were significantly faster than standard networks. However, the order began to reverse as the batch size decreased to 1. At a batch size of 1, the processing time (per image) for all real-time segmentation networks is several times longer than those of the batch size of 10. In fact, four out of the six competing real-time segmentation networks became slower than U-Net and SegNet. Our proposed network, on the other hand, is comparable with other real-time networks for large batches and it is the fastest of all networks for a batch size of 1 (which is used for real-time inference). Fig. 5 shows the speed-accuracy trade-off comparison of
Fig. 4: Inference time vs. batch size. Missing data points are due to lack of enough system memory required to process larger batches. For batch size of 1 (needed in real-time application), RFBSNet performed best.

Fig. 5: Inference time vs. average Dice coefficient. This chart shows the speed-accuracy trade-off comparison on the test set at batch size of 1 for all methods that were implemented and compared in this study.

all methods on the normal test set with the top left corner being the optimal performance.

By design, our proposed network (RFBSNet) achieved high accuracy and very fast inference at batch size of 1 for real-time image segmentation. The learnable input downsampling module in RFBSNet helped reduce the computations while providing a capacity to learn full spatial image resolution details. This module resembled the shallow spatial path [20] of two-branch models [19]. Our feature extractor module, on the other hand, can be compared to the deep low-resolution branch of those prior works. This module helped ensure a high segmentation accuracy.

As explained in section 1, depthwise-separable convolutions (DWSConv) [7] are a common design choice for reducing the computational cost of DL models. However, because DWSConv involves far fewer floating point operations than standard 2D convolutions, its execution time on a GPU is dominated by the memory access latency [15]. To overcome this bottleneck, existing implementations of DWSConv try to accelerate execution by using large batch sizes. However, this strategy does not work in applications where inference is highly latency-sensitive and when smaller batch sizes have to be used. Hence, DWSConvs does not result in fast models in a real-time application such as fetal brain segmentation, where a test-time batch size of one is desired.

5 Conclusion

In this paper, we proposed a fast and accurate CNN based network for fetal brain segmentation in MRI. Our design combines spatial details at high resolution with context features extracted at lower resolutions. We also used multiple branches
with skip connections to maintain high accuracy while devising a parallel combination of convolution and pooling operations as an input down-sampling module to further reduce inference time. Experimental results showed the superiority of our proposed network compared to standard and state-of-the-art real-time segmentation models. We also demonstrated the effect of batch size at the time of inference on the latency. With an inference time of < 5 ms, our model can segment the fetal brain in real time, leaving sufficient time for the rest of the processing that is needed for real-time motion analysis and slice navigation.
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