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ABSTRACT. We study the geometry of varieties parametrizing degree $d$ rational and elliptic curves in $\mathbb{P}^n$ intersecting fixed general linear spaces and tangent to a fixed hyperplane $H$ with fixed multiplicities along fixed general linear subspaces of $H$. As an application, we derive recursive formulas for the number of such curves when the number is finite. These recursive formulas require as “seed data” only one input: there is one line in $\mathbb{P}^1$ through two points. These numbers can be seen as top intersection products of various cycles on the Hilbert scheme of degree $d$ rational or elliptic curves in $\mathbb{P}^n$, or on certain components of $\overline{M}_0(\mathbb{P}^n, d)$ or $\overline{M}_1(\mathbb{P}^n, d)$, and as such give information about the Chow ring (and hence the topology) of these objects. The formula can also be interpreted as an equality in the Chow ring (not necessarily at the top level) of the appropriate Hilbert scheme or space of stable maps. In particular, this gives an algorithm for counting rational and elliptic curves in $\mathbb{P}^n$ intersecting various fixed general linear spaces. (The genus 0 numbers were found earlier by Kontsevich-Manin, and the genus 1 numbers were found for $n = 2$ by Ran and Caporaso-Harris, and independently by Getzler for $n = 3$.)
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1. **Introduction**

In this article, we study the geometry of varieties (over $\mathbb{C}$) parametrizing degree $d$ rational and elliptic curves in $\mathbb{P}^n$ intersecting fixed general linear spaces and tangent to a fixed hyperplane $H$ with fixed multiplicities along fixed general linear subspaces of $H$. As an application, we derive recursive formulas (Theorem 2.20 and Theorem 3.22) for the number of such curves when the number is finite. As with M. Kontsevich’s marvelous formula of [KM], these recursive formulas require as
“seed data” only one input: there is one line in $\mathbb{P}^1$ through two points. These numbers can be seen as top intersection products of various cycles on the Hilbert scheme of degree $d$ rational or elliptic curves in $\mathbb{P}^n$, or on $\overline{M}_0(\mathbb{P}^n, d)$ or certain components of $\overline{M}_1(\mathbb{P}^n, d)$, and as such give information about the Chow ring (and hence the topology) of these objects. The formula can also be interpreted as an equality in the Chow ring (not necessarily at the top level) of the appropriate Hilbert scheme or space of stable maps.

The recursive formulas are convenient to program or use by hand, and provide quick diagramatic enumerative calculations. For example, Figure 1 shows a diagramatic enumeration of the 80,160 twisted cubics in $\mathbb{P}^3$ intersecting 12 fixed general lines. The methods used are surprisingly elementary. Little is assumed about Kontsevich’s space of stable maps. The low genus of the curves under consideration makes dimension counting straightforward.

Interest in such classical enumerative problems has been revived by recent ideas from quantum field theory leading to the definition of quantum cohomology and Gromov-Witten invariants, and by the subsequent discovery by Kontsevich in 1993 of an elegant recursion solving the problem in genus 0 when no tangencies are involved (cf. [KM]; another proof, using different techniques, was given independently by Y. Ruan and G. Tian in [RT]). The enumerative results here are a generalization of [KM], and the methods seem more likely to generalize further than those of [KM]. In particular, such ideas could apply to certain nonconvex rational spaces, in the same way that the ideas of Caporaso and Harris in $\mathbb{P}^2$ extend to rational ruled surfaces (cf. [CH3] and [V1]).

In Section 3, the same ideas are applied to the genus 1 case. One of the motivations for this study was to gain more information about higher genus Gromov-Witten invariants. The enumerative results for elliptic curves in $\mathbb{P}^3$ have been independently derived by E. Getzler (cf. [G3]), without tangency conditions, by determining the genus 1 Gromov-Witten invariants of $\mathbb{P}^3$ and relating them to the enumerative problem. (T. Graber and R. Pandharipande ([GrP]) have also proposed a programme to determine these numbers for all $\mathbb{P}^n$ as well.) There is some hope of unifying the two methods, and getting some information about Gromov-Witten invariants through degeneration methods.
There is also some hope that this method will apply to curves of higher genus. The enumerative geometry of curves (of any genus) in the plane as described in [CH3] can be seen as a variant of this perspective. In [V1], the corresponding problem (for curves of any genus in any divisor class) on any rational ruled surface is solved by the same method. In Subsection 3.7, we will briefly discuss the possibilities and potential obstructions to generalization to curves of higher genus. The results should also carry over to other highly symmetric rational varieties, especially Flag manifolds and towers of $\mathbb{P}^1$-bundles, in the same way as the enumerative geometry of curves in $\mathbb{P}^2$ as described in [CH3] was generalized to rational ruled surfaces in [V1].
1.1. **Notation and basic results.** The base field will always be assumed to be \( \mathbb{C} \). If \( S \) is a set, define \( \text{Aut}(S) \) to be the automorphisms (or symmetries) of \( S \).

The main results of this article will be about varieties, but it will be convenient to occasionally use the language of algebraic stacks (in the sense of Deligne and Mumford, cf. [DM]). Stacks have several advantages: calculating Zariski-tangent spaces to moduli stacks is simpler than calculating tangent spaces to moduli spaces, and moduli stacks (and morphisms between them) are smooth “more often” than the corresponding moduli spaces (and morphisms between them). In general, for all definitions of varieties made, there is a corresponding definition in the language of stacks, and the corresponding stack will be written in a calligraphic font. For example, \( \mathcal{M}_g \) is the moduli space of smooth genus \( g \) curves, and \( \mathcal{M}_g \) is the corresponding moduli stack. Stacks are invoked as rarely as possible, and the reader unfamiliar with stacks should have no problem following the arguments. An introduction to the theory of algebraic stacks is given in the appendix to [Vi1].

1.1.1. **The moduli space of stable maps.** For the convenience of the reader we recall certain facts about moduli spaces (and stacks) of stable maps to \( \mathbb{P}^n \), without proofs. A stable marked curve, denoted \((C, \{p_1, \ldots, p_m\})\), of genus \( g \) with \( m \) marked points \( p_1, \ldots, p_m \) is a connected nodal complete marked curve with finite automorphism group; the marked points are required to be smooth points of \( C \). The set of special points on (the normalization of) a component of \( C \) is the set of marked points union the set of branches of nodes. A marked curve is stable if each rational component has at least three special points and each elliptic component has at least one special point.

A degree \( d \) stable map \((C, \{p_1, \ldots, p_m\}, \pi)\) to \( \mathbb{P}^n \) consists of a connected nodal complete marked curve \((C, \{p_i\})\) and a morphism \( \pi : C \to \mathbb{P}^n \) such that \( \pi_*[C] = d[L] \) (where \([L]\) is the class of a line in the first Chow group \( A_1(\mathbb{P}^n) \) of \( \mathbb{P}^n \), or equivalently in \( H_2(\mathbb{P}^n, \mathbb{Z}) \)), such that the
map $\pi$ has finite automorphism group. This last condition is equivalent to requiring each collapsed rational component to have at least three special points and each contracted elliptic component to have at least one special point.

There is a coarse projective moduli space $\overline{M}_{g,m}(\mathbb{P}^n, d)$ for such stable maps with $p_a(C) = g$. There is an algebraic stack $\overline{M}_{g,m}(\mathbb{P}^1, d)$ that is a fine moduli space for stable maps. The stack $\overline{M}_{g,m+1}(\mathbb{P}^1, d)$ can be considered as the universal curve over $\overline{M}_{g,m}(\mathbb{P}^1, d)$. There is an open subvariety $M_{g,m}(\mathbb{P}^n, d)$ of $\overline{M}_{g,m}(\mathbb{P}^n, d)$ that is a coarse moduli space of stable maps from smooth curves, and an open substack $\mathcal{M}_{g,m}(\mathbb{P}^n, d)$ of $\overline{M}_{g,m}(\mathbb{P}^n, d)$ that is a fine moduli space of stable maps from smooth curves. The stack $\overline{M}_{0,m}(\mathbb{P}^n, d)$ is smooth of dimension $(n + 1)(d + 1) + m - 4$.

The versal deformation space to the stable map $(C, \{p_i\}, \pi)$ in $\overline{M}_{g,m}(\mathbb{P}^n, d)$ is obtained from the complex

$$\Omega_\pi = (\pi^*\Omega_{\mathbb{P}^n} \to \Omega_C(p_1 + \cdots + p_m)).$$

(The versal deformation space depends only on the image of $\Omega_\pi$ in the derived category of coherent sheaves on $C$.) The vector space $\mathbb{H}\text{om}(\Omega_\pi, \mathcal{O}_C)$ parametrizes infinitesimal automorphisms of the map $\pi$; as $(C, \{p_i\}, \pi)$ is a stable map, $\mathbb{H}\text{om}(\Omega_\pi, \mathcal{O}_C) = 0$. The space of infinitesimal deformations to the map $(C, \{p_i\}, \pi)$ (i.e. the Zariski tangent space to $\mathcal{M}_{g,m}(\mathbb{P}^n, d)$ at the point representing this stable map), denoted $\text{Def}_{(C, \{p_i\}, \pi)}$, is given by $\text{Ext}^1(\Omega_\pi, \mathcal{O}_C)$ and the obstruction space, denoted $\text{Ob}_{(C, \{p_i\}, \pi)}$, is given by $\text{Ext}^2(\Omega_\pi, \mathcal{O}_C)$.

By applying the functor $\text{Hom}(\cdot, \mathcal{O}_C)$ to the exact sequence of complexes

$$0 \to \Omega_C(p_1 + \cdots + p_m)[-1] \to \Omega_\pi \to \pi^*\Omega_{\mathbb{P}^n} \to 0$$

we obtain the long exact sequence

$$0 \to \mathbb{H}\text{om}(\Omega_\pi, \mathcal{O}_C) \to \text{Hom}(\Omega_C(p_1 + \cdots + p_m), \mathcal{O}_C) \to H^0(C, \pi^*T_{\mathbb{P}^n})$$

$$\to \text{Ext}^1(\Omega_\pi, \mathcal{O}_C) \to \text{Ext}^1(\Omega_C(p_1 + \cdots + p_m), \mathcal{O}_C) \to H^0(C, \pi^*T_{\mathbb{P}^n})$$

$$\to \text{Ext}^2(\Omega_\pi, \mathcal{O}_C) \to 0.$$
\( \Omega_{C} \) = Def\((C, \{p_i\})\), this long exact sequence can be rewritten as

\[
\begin{align*}
0 & \longrightarrow \text{Aut}(C, \{p_i\}) \longrightarrow H^0(C, \pi^*T_{\mathbb{P}^n}) \\
& \longrightarrow \text{Def}(C, \{p_i\}, \pi) \longrightarrow \text{Def}(C, \{p_i\}) \longrightarrow H^1(C, \pi^*T_{\mathbb{P}^n}) \\
& \longrightarrow \text{Ob}(C, \{p_i\}, \pi) \longrightarrow 0.
\end{align*}
\]

The construction of the versal deformation space from \( \Omega_{\pi} \) is discussed in [R3], [Vi2], and [LT2]. All other facts described here appear in the comprehensive introduction [FP].

1.2. **Divisors on subvarieties of** \( \overline{M}_{g,m}(\mathbb{P}^1, d) \). The results proved here will be invoked repeatedly in Sections 2 and 3.

1.2.1. *A property of stable maps from curves to curves.* We will make repeated use of a special property of maps from curves to curves. Let \((C, \{p_i\}, \pi)\) be a stable map of a complete marked curve to \( \mathbb{P}^1 \). The scheme \( \pi^{-1}(p) \) consists of reduced unmarked points for almost all \( p \). Let \( A = A_1 \sqcup \cdots \sqcup A_l \) be the union of the connected components of fibers of \( \pi \) that are not reduced unmarked points. Call the \( A_j \) the special loci of the map \( \pi \). Then each special locus \( A_j \) is either a ramification of \( \pi \), a labeled point (that may also be a ramification), or a union of contracted components (possibly containing labeled points, and possibly attached to other components at their ramification points).

Let \( \text{Def}_{(C, \{p_i\}, \pi)} \) be the versal deformation space to the stable map \((C, \{p_i\}, \pi)\). Let \( \text{Def}_{A_j} \) be the versal deformation space of the map

\[
(C \setminus \bigcup_{i \neq j} A_i, \{p_i\} \cap A_j, \pi);
\]

the space \( \text{Def}_{A_j} \) parametrizes formal deformations of the map \( \pi \) that are trivial away from \( A_j \).

**Proposition 1.1.** *The versal deformation space* \( \text{Def}_{(C, \{p_i\}, \pi)} \) *is naturally* \( \prod_j \text{Def}_{A_j} \).

An informal argument in the analytic category is instructive. Let \( U_j \subset C \) (for \( 1 \leq j \leq l \)) be an open (analytic) neighborhood of the special locus \( A_j \) whose closure does not intersect the other special loci \( \bigcup_{i \neq j} A_i \). Let \( U \) be an open subset of \( C \) whose closure does not intersect the special loci \( \bigcup A_i \), and such that

\[
U \cup \left( \bigcup_{j=1}^l U_j \right) = C.
\]
Then “small” deformations of \((C, \{p_i\}, \pi)\) are trivial on \(U\), and thus the deformations of \(\pi\) on \(U_1, \ldots, U_i\) are mutually independent:

\[
\text{Def}_{C,\{p_i\},\pi} = \prod_j \text{Def}_{(U_j,\{p_i\} \cap U_j,\pi)}.
\]

This argument can be carried out algebraically on the level of formal schemes, which will give a rigorous proof.

**Proof of the proposition.** The versal deformation to the stable map \((C, \{p_i\}, \pi)\) is constructed using the complex

\[
\Omega_{(C,\{p_i\},\pi)} = \left( \pi^*\Omega_{\mathbb{P}^1} \to \Omega_C \left( \sum p_i \right) \right)
\]

(see Subsubsection 1.1.1). The complex \(\Omega_{(C,\{p_i\},\pi)}\) is exact on \(C \setminus \bigcup A_j\), so it splits in the derived category as a direct sum of objects

\[
\Omega_{(C,\{p_i\},\pi)} = \bigoplus \Omega_{A_j}
\]

where the cohomology sheaves of \(\Omega_{A_j}\) are supported on \(A_j\). Then the entire construction of the versal deformation space naturally factors through this direct sum, and the result follows.

Thus to understand the versal deformation space of a map to \(\mathbb{P}^1\) we need only understand the versal deformations of the special loci \(\text{Def}_{A_j}\).

Let \((C, \{p_i\}, \pi)\) (resp. \((C', \{p'_i\}, \pi')\)) be a stable map to \(\mathbb{P}^1\) and let \(A_1\) (resp. \(A'_1\)) be one of its special loci consisting of a connected union of components contracted by \(\pi\) (resp. \(\pi'\)). Let \(\tilde{C}\) be the closure of \(C \setminus A_1\) in \(C'\), and \(\tilde{C}'\) the closure of \(C' \setminus A'_1\) in \(C'\). Consider \(A_1\) (resp. \(A'_1\)) as a marked curve, where the markings are the intersection of \(\tilde{C}\) with \(A_1\) (resp. \(\tilde{C}'\) with \(A'_1\)) and the labeled points of \(C\) (resp. \(C'\)). Assume that \(A_1\) and \(A'_1\) are isomorphic as marked curves, and that the ramification orders of the points of \(\tilde{C} \cap A_1\) on \(\tilde{C}\) are the same as those of the corresponding points of \(\tilde{C}' \cap A'_1\) on \(\tilde{C}'\).

**Proposition 1.2.** There is an isomorphism of versal deformation spaces \(\text{Def}_{A_1} \cong \text{Def}_{A'_1}\).

As before, an analytic perspective is instructive. The hypotheses of the theorem imply that there is an analytic neighborhood \(U_{an}\) of \(A_1\) that is isomorphic to an analytic neighborhood \(U'_{an}\) of \(A'_1\), and \(\pi|_{U_{an}} = \pi'|_{U'_{an}}\).
Proof. The hypotheses of the proposition imply that a formal neighborhood $U$ of $A_1$ is isomorphic to a formal neighborhood $U'$ of $A'_1$, and $\pi|_U$ agrees with $\pi'|_{U'}$ (via this isomorphism). As the cohomology sheaves of $\Omega_{A_1}, \Omega_{A'_1}$ are supported in $U$ and $U'$ respectively, the entire construction of $\text{Def}_{A_1}$ and $\text{Def}_{A'_1}$ depends only on $(U, \pi|_U)$ and $(U', \pi'|_{U'})$.

1.2.2. Subvarieties of $\overline{M}_{g,m}(\mathbb{P}^1, d)$. Fix a positive integer $d$, and let $\vec{h} = (h_1, h_2, \ldots)$ represent a partition of $d$ with $h_1$ 1’s, $h_2$ 2’s, etc., so $\sum_m m h_m = d$. Fix a point $z$ on $\mathbb{P}^1$. Let $X = X^{d,g}(\vec{h})$ be the closure in $\overline{M}_{g, \sum h_m+1}(\mathbb{P}^1, d)$ of points representing stable maps $(C, \{p^j_m\}, q, \pi)$ where $C$ is an irreducible curve with $\sum h_m+1$ (distinct) marked points $\{p^j_m\}_{1 \leq j \leq h_m}$ and $q$, and $\pi^*(z) = \sum j, m m p^j_m$. (In short, we have marked all the pre-images of $z$ and one other point. The map $\pi$ has $h_m$ ramifications of order $m$ above the point $z$.) Then by Riemann-Hurwitz,

\[ \dim X = d + 2g - 1 + \sum h_m, \]

which is $d+2g−1$ plus the number of pre-images of $z$. (We are implicitly invoking the Riemann existence theorem here.) Notice that for the map corresponding to a general point in $X$, each special locus $A_j$ is either a marked ramification above the point $z$, a simple unmarked ramification, or the point $q$ (at which $\pi$ is smooth). In these three cases, the formal deformation space $\text{Def}_{A_j}$ is 0, $\text{Spec } \mathbb{C}[\![t]\!]$, and $\text{Spec } \mathbb{C}[\![t]\!]$ respectively.

There is a corresponding stack $\mathcal{X} = \mathcal{X}^{d,g}(\vec{h}) \subset \overline{M}_{g, \sum h_m+1}(\mathbb{P}^1, d)$ as well.

Let $D$ be the divisor $\{\pi(q) = z\}$. There are three natural questions to ask.

1. What are the components of the divisor $D$?
2. With what multiplicity do they appear?
3. What is the local structure of $X$ near these components?

We will partially answer these three questions.

Fix a component $Y$ of the divisor $D$ and a map $(C, \{p^j_m\}, q, \pi)$ corresponding to the general element of $Y$. Notice that $\pi$ collapses a
component of \( C \) to \( z \), as otherwise \( \pi^{-1}(z) \) is a union of points, and
\[
\deg \pi^*(z) \geq \sum_{j,m} \deg \pi^*(z)|_{p_m} + \deg \pi^*(z)|_{q} \geq \sum_{j,m} m + 1 > d.
\]

Let \( C(0) \) be the connected component of \( \pi^{-1}(z) \) containing \( q \), and let \( \tilde{C} \) be the closure of \( C \setminus C(0) \) in \( C \) (see Figure 2: \( C(0) \) are those curves contained in the dotted rectangle, and \( \tilde{C} \) is the rest of \( C \)).

Let \( h_m(0) \) be the number of \( \{p_m^j\}_j \) in \( C(0) \), and \( \tilde{h}_m = h_m - h_m(0) \) the number in \( \tilde{C} \). Let \( \{p_m^j(0)\}_{m,1 \leq j \leq h_m(0)} \) and \( \{\tilde{p}_m^j\}_{m,1 \leq j \leq \tilde{h}_m} \) be the partition of \( \{p_m^j\}_{1 \leq j \leq h_m} \) into those marked points lying on \( C(0) \) and those lying on \( \tilde{C} \). Let \( s \) be the number of intersections of \( C(0) \) and \( \tilde{C} \), and label these points \( r^1, \ldots, r^s \). Thus \( g = p_a(C(0)) + p_a(\tilde{C}) + s - 1 \). Let \( m^k \) be the multiplicity of \( (\pi|_{\tilde{C}})^*(z) \) at \( r^k \). The data \( (m^1, \ldots, m^s) \) must be constant for any choice of \( (C, \{p_m^j\}, q, \pi) \) in an open subset of \( Y \).

**Proposition 1.3.** The stable map \((\tilde{C}, \{p_m^j(0)\}, \{r^k\}, \pi)\) has no collapsed components, and only simple ramification away from \( \pi^{-1}(z) \). The curve \( \tilde{C} \) is smooth.

The map \((\tilde{C}, \{p_m^j(0)\}, \{r^k\}, \pi)\) will turn out to correspond to a general element in \( X^{d,g}(\vec{h}') \) for some \( \vec{h}', g' \). Note that \( \tilde{C} \) may be reducible.

**Proof.** Let \( A_1, \ldots, A_l \) be the special loci of \( \pi \), and say \( q \in A_1 \).
The map \((C, \{p^i_m\}, q, \pi)\) lies in \(X\) and hence can be deformed to a curve where each special locus is either a marked ramification above \(z\), a simple unmarked ramification, or an unramified marked point. If \(A_k\) \((k > 1)\) is not one of these three forms then by Proposition [1.1] there is a deformation of the map \((C, \{p^i_m\}, q, \pi)\) preserving \(\pi\) at \(A_i\) \((i \neq k)\) but changing \(A_k\) into a combination of special loci of these three forms. Such a deformation (in which \(A_1\) is preserved and thus still smoothable) is actually a deformation in the divisor \(D = \{\pi(q) = z\}\), contradicting the generality of \((C, \{p^i_m\}, q, \pi)\) in \(Y\).

The map \((\tilde{C}, \{p^i_m(0)\}, \{r^k\}, \pi)\) must lie in \(X^{d, p_a(\tilde{C})}(\tilde{h'})\) where \(\tilde{h'}\) is the partition corresponding to \((\pi|_{\tilde{C}})^*(z)\). By Riemann-Hurwitz, \(\tilde{C}\) moves in a family of dimension at most

\[
d + 2p_a(\tilde{C}) - 2 + \left(\sum \tilde{h}_m + s\right),
\]

and the curve \(C(0)\) (as a nodal curve with marked points \(\{r^k\}_{1 \leq k \leq s}\), \(\{p^i_m(0)\}_{m, 1 \leq j \leq h_m(0)}\), and \(q\)) moves in a family of dimension at most

\[
3p_a(C(0)) - 3 + \sum h_m(0) + s + 1
\]

so \(Y\) is contained in a family of dimension

\[
d + 2p_a(\tilde{C}) - 2 + \sum \tilde{h}_m + s + 3p_a(C(0)) - 3 + \sum h_m(0) + s + 1 = d + 2g - 1 + \sum h_m - 1 + p_a(C(0)) = \dim X - 1 + p_a(C(0))
\]

by (1).

We can now determine all components \(Y\) of \(D\) satisfying \(p_a(C(0)) = 0\). For each choice of a partition of \(\{p^i_m\}\) into \(\{p^i_m(0)\} \cup \{\tilde{p}^i_m\}\) (inducing a partition of \(h_m\) into \(h_m(0) + \tilde{h}_m\) for all \(m\), a positive integer \(s\), and \((m^1, \ldots, m^s)\) satisfying \(\sum m^s + \sum m\tilde{h}^i_m = d\), there is a variety (possibly reducible) of dimension \(\dim X - 1\) that is the closure in \(\overline{M}_{g, \sum h_m + 1}(\mathbb{P}^1, d)\) of points corresponding to maps

\[(C(0) \cup \tilde{C}, \{p^i_m\}, q, \pi)\]

where

A1. The curve \(C(0)\) is isomorphic to \(\mathbb{P}^1\) and has labeled points

\[\{p^i_m(0)\} \cup \{r^k\} \cup \{q\},\]

and \(\pi(C(0)) = z\).
A2. The curve $\tilde{C}$ is smooth of arithmetic genus $g - s + 1$ with marked points $\{\tilde{p}_m^j\} \cup \{r^k\}$. The map $\pi$ is degree $d$ on $\tilde{C}$, and

$$(\pi|_{\tilde{C}})^*(z) = \sum m\tilde{p}_m^j + \sum m^kr^k.$$  

A3. The curve $C(0) \cup \tilde{C}$ is nodal, and the curves $C(0)$ and $\tilde{C}$ intersect at the points $\{r^k\}$.

Let $U$ be the union of these varieties.

An irreducible component $Y$ of the divisor $D$ satisfying $p_a(C(0)) = 0$ has dimension $\dim X - 1$ and is a subvariety of $U$, which also has dimension $\dim X - 1$. Hence $Y$ must be a component of $U$ and the stable map corresponding to a general point of $Y$ satisfies properties A1–A3 above. (We don’t yet know that all such $Y$ are subsets of $X$, but this will follow from Proposition 1.4 below.)

For example, if $d = 2$, $g = 0$, and $h_1 = 2$, then there are four components (see Figure 3; $\pi^{-1}(z)$ is indicated by a dotted line). The components (from left to right) are a subset of the following.

1. The curve $\tilde{C}$ is irreducible and maps with degree 2 to $\mathbb{P}^1$, ramifying over general points of $\mathbb{P}^1$. The marked points $q$ and $p_1^1$ lie on $C(0)$, and $p_1^2$ lies on $\tilde{C}$. The curve $C(0)$ is attached to $\tilde{C}$ at the point $(\pi|_{\tilde{C}})^{-1}(z) \setminus \{p_1^2\}$.
2. This case is the same as the previous one with $p_1^1$ and $p_1^2$ switched.
3. The curve $\tilde{C}$ is the disjoint union of two $\mathbb{P}^1$’s, each mapping to $\mathbb{P}^1$ with degree 1. Both intersect $C(0)$, which contains all the marked points.
4. The curve $\tilde{C}$ is irreducible and maps with degree 2 to $\mathbb{P}^1$, and one of its branch points is $z$. All of the marked points lie on $C(0)$.

Given a component $Y$ of $U$, we can determine the multiplicity of the divisor $D = \{\pi(q) = z\}$ along $Y$. As this multiplicity will turn out to be positive, we will have the corollary that, as sets, $U \subset D$.

For technical reasons, we use the language of stacks.

**Proposition 1.4.** Fix such a component $Y$ with $p_a(C(0)) = 0$. The multiplicity of $D$ along $Y$ is $\prod_{k=1}^s m^k$.

In particular, $Y$ is a subset of $X$. 

Figure 3. The possible components of $D$ on $X^{2,0}(h_1 = 2)$

Proof. We make a series of reductions to simplify the proof.

Step 1: The deformations of $A_1$. Let $\text{Def}_{(C,\{p_m\},q,\pi),\mathcal{X}}$ be the versal deformation space of $(C,\{p_m\},q,\pi)$ in $\mathcal{X}$; it is a subspace of $\text{Def}_{(C,\{p_m\},q,\pi)}$. We can compute the multiplicity on the versal deformation space of a stable map $\text{Def}_{(C,\{p_m\},q,\pi),\mathcal{X}}$ corresponding to a general point in $\mathcal{Y}$. If $A_1$ is the special locus of $\pi$ containing $q$, then the divisor corresponding to $D$ on $\text{Def}_{(C,\{p_m\},q,\pi),\mathcal{X}}$ is the pullback of a divisor $D_{\text{Def}_{A_1}\mathcal{X}}$ on $\text{Def}_{A_1}\mathcal{X}$. We will study $\text{Def}_{A_1}$ by analyzing a simpler map.

Step 2: A simpler map. Consider the stable map $(C'(0) \cup \tilde{C}',\{p'_m(0)\},q,\{r^k\},\pi) \in \overline{M}_{0,\sum h_m(0)+1+s}(\mathbb{P}^1,\sum mh_m(0))$

where:

B1. The marked curve $(C'(0),\{p'_m(0)\},q,\{r^k\})$ is isomorphic to the marked curve $(C(0),\{p'_m(0)\},q,\{r^k\})$, and is collapsed to $z$ by $\pi$.

B2. The stable map $(\tilde{C}',\pi)$ consists of $s$ rational curves $C'(1),\ldots,C'(s)$ of degrees $m^1,\ldots,m^s$ respectively, each ramifying completely over $z$.

B3. The point of ramification of $C'(k)$ over $z$ is glued to $r^k$ on $C'(0)$.

Let $A'_1$ be the special locus $C'(0)$ of this stable map. By Proposition 1.2, $\text{Def}_{A_1} \cong \text{Def}_{A'_1}$. Thus without loss of generality we may assume that $g = 0, \tilde{h} = \tilde{h}(0)$, and the point in $\mathcal{Y}$ is of the form $(C = C(0) \cup \tilde{C},\{p'_m\},q,\{r^k\},\pi) \in \overline{M}_{0,\sum h_m+1+s}(\mathbb{P}^1,d)$

with properties B1–B3. Note that in this case $d = \sum mh_m = \sum m^kr^k$. 


Step 3: Fixing the other special loci. Since we are interested in \( \text{Def}_{A_1} \), it will be to our advantage to hold the other special loci constant. Fix a point \( y \neq z \) on the target \( \mathbb{P}^1 \). Let \( \mathcal{X}' \) be the closed substack that is the stack-theoretic closure (in \( \overline{\mathcal{M}}_{0, \sum h_m + 1 + s}(\mathbb{P}^1, d) \)) of the points representing stable maps
\[
(C, \{p^j_m\}, q, \{y^k\}, \pi)
\]
where \( \pi^*(z) = \sum m p^i_m(0) \) and \( \pi^*(y) = \sum m^k y^k \). Let \( \mathcal{Y}' \) be the closure of points representing maps
\[
(C = C(0) \cup C(1) \cup \cdots \cup C(s), \{p^j_m\}, q, \{y^k\}, \pi)
\]
where:

(i) The curve \( C(0) \) is rational, contains \( \{p^j_m\} \), intersects all of the other \( C(k) \), and is collapsed to \( z \) by \( \pi \).
(ii) The curve \( C(k) \) (\( k > 0 \)) is rational. The map \( \pi \) is degree \( m^k \) on \( C(k) \), and \( C(k) \) ramifies totally above \( z \) (where it intersects \( C(0) \)) and \( y \) (where it is labeled \( y^k \)).

If \( (C, \{p^j_m\}, q, \{y^k\}, \pi) \) is a map corresponding to a general point in \( \mathcal{Y}' \),
\[
\text{Def}_{(C, \{p^j_m\}, q, \{y^k\}, \pi), \mathcal{X}'} = \text{Def}_{A_1, \mathcal{X}}
\]
the only deformations of such a map preserving the ramifications above \( y \) are deformations of \( A_1 \).

Step 4: Fixing the marked curve. We next reduce to the case where \( (C, \{p^j_m\}, q, \{y^k\}) \) is a fixed stable marked curve. There is a morphism of stacks \( \alpha : \mathcal{X} \to \overline{\mathcal{M}}_{0, \sum h_m + 1 + s} \) that sends each map to stable model of the underlying pointed nodal curve. Given any smooth marked curve \( (C(0), \{p^j_m\}, q, \{y^k\}) \) in \( \overline{\mathcal{M}}_{0, \sum h_m + 1 + s} \), the stable map \( (C, \{p^j_m\}, q, \{y^k\}, \pi) \) defined in Step 3 (where \( C \) is a union of irreducible curves \( C(0) \cup \cdots \cup C(s) \)) corresponds to a point in \( \alpha^{-1}(C(0), \{p^j_m\}, q, \{y^k\}) \).

(The stable curve \( \alpha(C, \{p^j_m\}, q, \{y^k\}, \pi) \) is constructed by forgetting \( \pi \) and contracting the rational tails \( C(1), \ldots, C(s) \).) Hence \( \alpha|_{\mathcal{Y}'} \) is surjective. Let \( \mathcal{F}_\alpha \) be a general fiber of \( \alpha \). By Sard’s theorem, \( \alpha|_{\mathcal{Y}'} \) is regular in a Zariski-open subset of \( \mathcal{Y}' \), so \( \mathcal{Y}' \cap [\mathcal{F}_\alpha] = [\mathcal{Y}' \cap \mathcal{F}_\alpha] \) in the Chow group of \( [\mathcal{X}'] \).

In order to determine the multiplicity of \( D|_{\mathcal{X}'} \) along \( \mathcal{X}' \), it suffices to determine the multiplicity of the Cartier divisor \( D|_{\mathcal{F}_\alpha} \) along \( \mathcal{Y}' \cap \mathcal{F}_\alpha \) (in the Chow group of \( \mathcal{F}_\alpha \)).

(Proof: As \( D \) is a Cartier divisor, \( [D|_{\mathcal{F}_\alpha}] = [D|_{\mathcal{X}' \cap \mathcal{F}_\alpha}] \cdot [\mathcal{F}_\alpha] \). Thus if \( [D|_{\mathcal{X}'}] = m[\mathcal{Y}'] \) in \( A^1_{\mathcal{X}'} \) then, intersecting with \( [\mathcal{F}_\alpha] \), \( [D|_{\mathcal{F}_\alpha}] = [D|_{\mathcal{X}'} \cap \mathcal{F}_\alpha] \cdot m[\mathcal{Y}'] \cdot [\mathcal{F}_\alpha] = m[\mathcal{Y}' \cap \mathcal{F}_\alpha] \) in \( A^1_{\mathcal{F}_\alpha} \).)
With this in mind, fix a general \((C, \{p^j_m\}, q, \{y^k\})\) in \(\mathcal{M}_{0, \sum h_m + 1 + s}\) and let \(X''\) be the points of \(\mathcal{M}_{0, \sum h_m + 1 + s}(\mathbb{P}^1, d)\) representing stable maps \((C, \{p^j_m\}, q, \{y^k\}, \pi)\) where \(\pi^*(z) = \sum m p^j_m\) and \(\pi^*(y) = \sum m^k y^k\). Let \(X'' = X' \cap F_\alpha\) be the closure of \(X''\), let \(X''_0, X''\) be the corresponding varieties, and define \(Y'' = Y \cap F_\alpha\) and \(Y''\) similarly.

**Step 5:** The variety \(X''\) is actually \(\mathbb{P}^1\). Let \(f\) and \(g\) be sections of \(O_C(d)\) with
\[
(f = 0) = \sum m p^j_m, \quad (g = 0) = \sum m^k y^k;
\]
the maps in \(X''_0\) are those of the form \([\beta f, \gamma g]\) where
\[
[\beta, \gamma] \in \mathbb{P}^1 \setminus \{[0, 1], [1, 0]\}
\]
where \(z = [0, 1]\) and \(y = [1, 0]\). The variety \(X''\) is proper, so the normalization of the variety \(X''\) is \(\mathbb{P}^1\).

The curve \(X''\) has a rational map to \(\mathbb{P}^1\) given by
\[
(C, \{p^j_m\}, q, \{y^k\}, \pi) \to \pi(q)
\]
and this map is an isomorphism from \(X''_0\) to \(\mathbb{P}^1 \setminus \{[0, 1], [1, 0]\}\), so it must be an isomorphism from \(X''\) to \(\mathbb{P}^1\).

**Step 6:** Calculating the multiplicity. Let \(z'\) be a general point of the target \(\mathbb{P}^1\). Then the divisor \(\{\pi(q) = z'\}\) is linearly equivalent to \(D|_{X''} = \{\pi(q) = z\}|_{X''}\), and is \(O_{X''}(1)\).

Thus, as varieties, \(D|_{X''} = [1, 0] = Y''\). But the limit map has automorphism group
\[
\mathbb{Z}/m^1 \mathbb{Z} \oplus \cdots \oplus \mathbb{Z}/m^s \mathbb{Z}
\]
(as \(\text{Aut}(C(k), \pi|_{C(k)}) = m^k\)) so as stacks \([D]|_{X''} = (\prod m^k)[Y'']\). Therefore \([D] = \prod m^k[Y]\).

The above argument can be refined to determine the local structure of \(\mathcal{X}\) near \(\mathcal{Y}\) (and thus \(X\) near \(Y\) if the map corresponding to a general point of \(Y\) has no automorphisms):

**Corollary 1.5.** Let \(\mathcal{Y}\) be the same component as in Proposition 1.4. An étale neighborhood of a general point of \(\mathcal{Y}\), the stack \(\mathcal{X}\) is isomorphic to
\[
\text{Spec } \mathbb{C}[a, b_1, \ldots, b_s, c_1, \ldots, c_{\dim X - 1}]/(a = b_1^{m_1} = \cdots = b_s^{m_s})
\]
with $D$ given by $\{a = 0\}$, and $Y$ given set-theoretically by the same equation.

In particular, if $\gcd(m^i, m^j) > 1$ for some $i$ and $j$, $X$ fails to be unibranch at a general point of $Y$.

**Proof.** In the proof of Proposition 1.4 above, at the end of Step 4 we had reduced to considering a fixed marked curve $(C, \{p^i_m\}, q, \{y^k\})$ in $\overline{M}_{0, \sum h_m + 1 + s}$ and maps $\pi$ from this marked curve to $\mathbb{P}^1$ where $\pi^*(z) = \sum m p^i_m$ and $\pi^*(y) = \sum m^k y^k$. These maps are parametrized by the stack $X''$.

**Step 5': Rigidifying the moduli problem.** It will be more convenient to work with varieties than stacks, so we rigidify the moduli problem to eliminate nontrivial automorphisms. Fix a point $x \in \mathbb{P}^1$ distinct from $y$ and $z$. We will mark the $d$ pre-images of $x$ with the labels $\{x_1, \ldots, x_d\}$. Let $X''_x$ be the moduli stack parametrizing maps $(C, \{p^i_m\}, q, \{y^k\}, \{x^j\}, \pi)$ where

C1. The pointed curve $(C, \{p^i_m\}, q, \{y^k\})$ is fixed.
C2. $(C, \{p^i_m\}, q, \{y^k\}, \pi)$ is a stable map,
C3. $\pi(x^i) = x$ for all $i$, and $x^i \neq x^j$ for $i \neq j$.

The moduli stack $X''_x$ is actually a variety (as none of the maps parametrized by this stack have automorphisms), and over an open neighborhood of $Y''$ in $X''$ the natural morphism

$$\eta : X''_x \rightarrow X''$$

is an étale (degree $d!$) morphism of proper stacks at a point of $Y''$. (The variety $X''_x$ is an atlas for the stack $X''$.) Define the Weil divisor $Y''_x$ on $X''_x$ similarly; it is a union of points.

We can now reprove Proposition 1.4 using the variety $X''_x$: if $Y''$ is the point in $X''$ corresponding to the point in $Y$ (i.e. the curve $C(0)$ with $l$ rational tails $C(1), \ldots, C(l)$ ramifying completely over $y$ and $z$) then $\eta^{-1}(Y'')$ is set-theoretically

$$\left( \begin{array}{c} d \\ m_1, \ldots, m_s \end{array} \right) \prod_{k=1}^s (m^k - 1)!$$

points: there are $\left( \begin{array}{c} d \\ m_1, \ldots, m_s \end{array} \right)$ ways to divide the $d$ points $\{x^1, \ldots, x^d\}$ above $x$ among $C(1), \ldots, C(s)$ and $(m^k - 1)!$ possible choices of the
markings above \( x \) on \( C(k) \) up to automorphisms of \( \pi|_{C(k)} \). This is the number of partitions of \( \{x^1, \ldots, x^d\} \) into cyclically-ordered subsets of sizes \( m^1, \ldots, m^s \). Hence the multiplicity at each one of these points must be

\[
\frac{d!}{(\prod_{k=1}^{s} m^k)} = \prod_{k=1}^{s} m^k.
\]

**Step 6': The calculation.** We now determine the local structure at one of these points. Fix sections \( f \) and \( g \) of \( \mathcal{O}_C(d) \) with

\[
(f = 0) = \sum m^j \quad \text{and} \quad (g = 0) = \sum m^k y^k
\]

and let \( \pi \) be the morphism to \( \mathbb{P}^1 \) given by \( \pi = [f, g] \).

Rather than considering elements of \( \mathcal{X}_x'' \) as maps \( [\beta f, \gamma g] \) (with \( x \) fixed, and \( \pi(q) \) varying), we now consider them as maps \( [f, g] \) with \( x \) moving (and \( \pi(q) \) fixed). (We are degenerating the point \( (P^1, x, y, z, \pi(q)) \) \( \in \overline{M}_{0,4} \) in two ways. Originally we fixed \( x, y, z \) and let \( \pi(q) \) degenerate to \( z \). Now we fix \( y, z, \pi(q) \) and let \( x \) tend to \( y \). They are equivalent as they represent the same point in the curve \( \overline{M}_{0,4} = \mathbb{P}^1 \).) The Weil divisor is now defined (set-theoretically) by \( \{x = y\} \), not \( \{\pi(q) = z\} \).

Then

\[
\mathcal{X}_x'' = \overline{C \times \pi \cdots \times \pi C \setminus \Delta}
\]

where \( \Delta \) is the big diagonal (where any two of the factors are the same), and the closure is in

\[
\overline{C \times \pi \cdots \times \pi C}.
\]

Fix one of the points of \( \mathcal{Y}_x'' \), which corresponds to a partition of \( \{x^1, \ldots, x^d\} \) into subsets of sizes \( m^1, \ldots, m^s \) and cyclic orderings of these subsets. Consider a neighborhood of this point in \( \mathcal{X}_x'' \). By relabeling if necessary, we may assume that \( x^k \) is in the \( k \)th subset for \( 1 \leq k \leq s \) (so, informally, \( x^k \) is close to \( t_k \); see Figure [4]).

In an étale neighborhood of point in \( \mathcal{Y}_x'' \),

\[
\mathcal{X}_x'' = \overline{C \times \pi \cdots \times \pi C \setminus \Delta} = \overline{C \times \pi \cdots \times \pi C} \setminus \Delta
\]

where the second product consists of the first \( s \) factors of the first.

Let \( a \) be a local co-ordinate for \( x \) near \( y \). As the ramification of \( \pi \) at \( y^k \) is \( m^k - 1 \), there is an étale-local co-ordinate \( b_k \) for \( x^k \) near \( y^k \) where
\[
\begin{align*}
x_1 & \quad y_1 \\
x_4 & \\
x_2 & \quad y_2 \\
x_3 & \quad y_3 \\
x_5 & \\
\pi & \\
x & \quad y
\end{align*}
\]

**Figure 4.** Near a point of \( Y'' \)

\[ \pi \text{ is given by } a = b^m_k. \] Therefore in an étale neighborhood of our point of \( Y'' \),
\[
X'' = \frac{\text{Spec } \mathbb{C}[[a, b_1, \ldots, b_s]]/(a = b_1^{m_1} = \cdots = b_s^{m_s})}{\Delta}. 
\]

Hence the deformation space \( \text{Def}_A \) is isomorphic to
\[
\text{Spec } \mathbb{C}[[a, b_1, \ldots, b_s]]/(a = b_1^{m_1} = \cdots = b_s^{m_s}). 
\]

The divisor \( D = (y = x) \) is given by \( a = 0 \).

**Step 7**: Returning to the original problem. For \( j > 1 \), \( A_j \) is either a marked point \( p^{m}_m \) with a ramification of order \( m \) over \( z \) or a simple ramification. In these cases we have \( \text{Def } A_j = 0 \) or \( \text{Def } A_j = \text{Spec } \mathbb{C}[[c]] \) respectively. Hence the deformation space \( \text{Def}_{(C, (p^{m}_m), q, \pi)} \) is isomorphic to
\[
\text{Spec } \mathbb{C}[[a, b_1, \ldots, b_s, c_1, \ldots, c_{\dim X - 1}]]/(a = b_1^{m_1} = \cdots = b_s^{m_s}). 
\]

Proposition 1.4 and Corollary 1.5 above are statements about varieties, so long as \( d \neq 2 \).

In order to extend these results to components for which \( p_u(C(0)) = 1 \), we will need the following result.
Proposition 1.6. Let $Y$ be a component of $D$, with $(C, \{p^j_m\}, q, \pi)$ the map corresponding to a general point of $Y$, $\{r^1, \ldots, r^s\} = C(0) \cap \tilde{C}$, and $m^k$ the multiplicity of $\pi^*(z)$ along $\tilde{C}$ at $r^k$. Then

$$\mathcal{O}_{C(0)} \left( \sum_{m,j} mp^j_m(0) \right) \cong \mathcal{O}_{C(0)} \left( \sum_{k=1}^s m^k r^k \right)$$

where $\{ p^j_m(0) \}_{j=1}^{h_m(0)} \subset \{ p^j_m \}_{j=1}^{h_m} are the marked points whose limits lie in $C(0)$.

Proof. For a map $(C, \{p^j_m\}, q, \pi)$ corresponding to a general point in $X$, we have the following relation in the Picard group of $C$:

$$\pi^*(\mathcal{O}_{\mathbb{P}^1}(1)) \cong \mathcal{O}_C(\sum m^j p_m^j).$$

Thus for the curve corresponding to a general point of our component of $D$ the invertible sheaf $\mathcal{O}_C(\sum m^j p_m^j)$ must be a possible limit of $\pi^*(\mathcal{O}_{\mathbb{P}^1}(1))$. The statement of the lemma depends only on an analytic neighborhood of $C(0)$, so we may assume (as in Step 2 of the proof of Proposition 1.4) that $\tilde{h} = \tilde{h}(0)$, $p_\alpha(C) = 1$, and $\tilde{C}$ consists of $k$ rational tails $C(1), \ldots, C(k)$ each totally ramified where they intersect $C(0)$. As the dual graph of $C$ is a tree, $C$ is of compact type (which means that Pic $C$ is compact). One possible limit of $\pi^*(\mathcal{O}_{\mathbb{P}^1}(1))$ is the line bundle that is trivial on $\tilde{C}$ and degree $m^k$ on $C(k)$. If a curve $C'$ is the central fiber of a one-dimensional family of curves, and $C' = C_1 \cup C_2$, and a line bundle $\mathcal{L}$ is the limit of a family of line bundles, then the line bundle $\mathcal{L}'$ whose restriction to $C_i$ is $\mathcal{L}|_{C_i}((-1)^i C_1 \cap C_2)$ is another possible limit. Thus the line bundle that is trivial on $\tilde{C}$ and $\mathcal{O}_C(\sum m^k r^k)$ on $C(0)$ is a possible limit of $\pi^*(\mathcal{O}_{\mathbb{P}^1}(1))$.

If two line bundles on a nodal curve $C$ of compact type are possible limits of the same family of line bundles, and they agree on all components but one of $C$, then they must agree on the remaining component. But $\mathcal{O}_C(\sum m^j p_m^j)$ is another limit of $\pi^*(\mathcal{O}_{\mathbb{P}^1}(1))$ that is trivial on $\tilde{C}$, so the result follows. \qed

We are now in a position to determine all components $Y$ of $D$ satisfying $p_\alpha(C(0)) = 1$. For each choice of a partition of $\{p^j_m\}$ into $\{p^j_m(0)\} \cup \{p^j_m\}$, a positive integer $s$, and $(m^1, \ldots, m^s)$ satisfying $\sum m^s + \sum m^j h_m^j = d$, there is a variety (possibly reducible) that is the closure
in $\overline{M}_{g,\sum h_m+1}(\mathbb{P}^1, d)$ of points corresponding to maps

$$(C(0) \cup \tilde{C}, \{p_m^j\}, q, \pi)$$

where

D1. The curve $C(0)$ is a smooth elliptic curve with labeled points

$$\{p_m^j(0)\} \cup \{r^k\} \cup \{q\},$$

where $\mathcal{O}_{C(0)}(\sum m p_m^j(0)) \cong \mathcal{O}_{C(0)}(\sum m^k r^k)$, and $\pi(C(0)) = z$.

D2. The curve $\tilde{C}$ is smooth of arithmetic genus $g - s$ with marked points $\{\tilde{p}_m^j\} \cup \{r^k\}$. The map $\pi$ is degree $d$ on $\tilde{C}$, and

$$(\pi|_{\tilde{C}})^*(z) = \sum m \tilde{p}_m^j + \sum m^k r^k.$$  

D3. $C(0) \cup \tilde{C}$ is nodal, and $C(0)$ and $\tilde{C}$ are glued at the points $\{r^k\}$.

Let $U$ be the union of these varieties. The divisorial condition $\mathcal{O}_{C(0)}(\sum m p_m^j(0)) \cong \mathcal{O}_{C(0)}(\sum m^k r^k)$ defines a substack $\mathcal{M}'$ of pure codimension 1 in $\mathcal{M}_{1,\sum h_m+1+s}$: for any

$$(C, \{p_m^j\}, q, \{r^k\}_{k>1}) \in \mathcal{M}_{1,\sum h_m+1+(s-1)}$$

the subscheme of points $r^1 \in C$ satisfying

$$\mathcal{O}(m^1 r^1) \cong \mathcal{O} \left( \sum m p_m^j(0) - \sum m^k r^k \right)$$

is reduced of degree $(m^1)^2$. The stack $\mathcal{M}'$ is a degree $(m^1)^2$ étale cover of $\mathcal{M}_{1,\sum h_m+1+(s-1)}$. By this observation and (2), $U$ has pure dimension $\dim X - 1$.

An irreducible component $Y$ of the divisor $D$ satisfying $p_a(C(0)) = 1$ has dimension $\dim X - 1$ and is a subvariety of $U$, which also has dimension $\dim X - 1$. Hence $Y$ must be a component of $U$ and the stable map corresponding to a general point of $Y$ satisfies properties D1–D3 above.

The determination of multiplicity and local structure is identical to the genus 0 case.

**Proposition 1.7.** Fix such a component $Y$ with $p_a(C(0)) = 1$. If $m^1$, …, $m^s$ are the multiplicities of $\pi^*(z)$ along $\tilde{C}$ at the $s$ points $C(0) \cap \tilde{C}$, then this divisor appears with multiplicity $\prod_k m^k$.  
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Proof. The proof is identical to that of Proposition 1.4. We summarize the steps here.

Step 1. If $A^1$ is the special locus of $\pi$ containing $q$, then it suffices to analyze Def $A_1$.

Step 2. We may assume that the map corresponding to a general point in $\mathcal{Y}$ consists of $C(0)$ and $s$ rational tails ramifying completely over $z$.

Step 3. We require the $s$ rational tails to ramify completely over another point $y$, and we label these ramifications $y^1, \ldots, y^s$.

Step 4. Let $\overline{\mathcal{M}}_{1, \Sigma h_m+1+s}$ be the substack of $\mathcal{M}_{1, \Sigma h_m+1+s}$ that is the closure of the set of points representing smooth stable curves where $\mathcal{O}(\sum m_p^j) \cong \mathcal{O}(\sum m^k y^k)$. If $\alpha$ is defined by $$\alpha : \mathcal{X}' \to \overline{\mathcal{M}}_{1, \Sigma h_m+1+s}$$ then $\alpha|_{\mathcal{Y}}$ is dominant, so we may consider a fixed stable curve $$(C, \{p_j^j\}, q, \{y^k\}) \in \overline{\mathcal{M}}_{1, \Sigma h_m+1+s}. $$

Step 5. The variety $X''$ is $\mathbb{P}^1$.

Step 6. The multiplicity calculation is identical.

Once again, we get the étale or formal local structure of $\mathcal{X}'$ as a corollary. The statement and proof are identical to those of Corollary 1.5.

**Corollary 1.8.** Let $\mathcal{Y}$ be the same component as in Proposition 1.7. In an étale neighborhood of a general point of $\mathcal{Y}$, the stack $\mathcal{X}'$ is isomorphic to $$\text{Spec } \mathbb{C}[[a, b_1, \ldots, b_s, c_1, \ldots, c_{\dim \mathcal{X}'-1}]]/(a = b_1^{m^1} = \cdots = b_s^{m^s})$$ with $D$ given by $\{a = 0\}$, and $\mathcal{Y}$ given set-theoretically by the same equation.

If $g = 0$ or 1, then $p_a(C(0)) = 0$ or 1, so we have found all components of $D = \{\pi(q) = z\}$ and the multiplicity of $D$ along each component. We summarize this in two theorems which will be invoked in Sections 2 and 3.
Theorem 1.9. If $g = 0$, the components of $D = \{\pi(q) = z\}$ on $X^{d,g}(\vec{h})$ are of the following form. Fix a positive integer $l$, \{d(k)\}_{k=1}^l$ with $\sum_{k=0}^l d(k) = d$, and a partition of the points $\{p_m^l(0)\}$ into $l$ subsets $\cup_{k=1}^l \{p_m^l(k)\}$. This induces a partition of $\vec{h}$ into $\sum_{k=0}^l \vec{h}(k)$. Let $m^k = d(k) - \sum mh_m(k)$. Then the general member of the component is a general map from $C(0) \cup \cdots \cup C(l)$ to $\mathbb{P}^1$, where:

- The irreducible components $C(0), \ldots, C(l)$ are rational.
- The curve $C(0)$ contains the marked points $\{p_m^l(0)\}$, $q$, $\{r^k\}$, and $\pi(C(0)) = z$.
- For $k > 0$, $C(k)$ maps to $\mathbb{P}^1$ with degree $d(k)$ and
  $$\pi^*(z)|_{C(k)} = \sum_{m,j} mp_m^l(k) + m^k r^k.$$ 

The curves $C(0)$ and $C(k)$ intersect at $r^k$.

This component appears with multiplicity $\prod_k m^k$.

Theorem 1.10. If $g = 1$, the components of $D = \{\pi(q) = z\}$ on $X^{d,g}(\vec{h})$ are of the following form. Fix a positive integer $l$, \{d(k)\}_{k=1}^l$ with $\sum_{k=0}^l d(k) = d$, and a partition of the points $\{p_m^l(0)\}$ into $l$ subsets $\cup_{k=1}^l \{p_m^l(k)\}$. This induces a partition of $\vec{h}$ into $\sum_{k=0}^l \vec{h}(k)$. Let $m^k = d(k) - \sum mh_m(k)$. Then the general member of the component is a general map from $C(0) \cup \cdots \cup C(l)$ to $\mathbb{P}^1$, where:

- The curve $C(0)$ contains the marked points $\{p_m^l(0)\}$ and $q$, and $\pi(C(0)) = z$.
- For $k > 0$, $C(k)$ maps to $\mathbb{P}^1$ with degree $d(k)$.

Furthermore, one of the following cases holds:

a) The curve $C(1)$ is elliptic and the other components are rational. When $k > 0$, the curves $C(0)$ and $C(k)$ intersect at the point $r^k$, and $\pi^*(z)|_{C(k)} = \sum_{m,j} p_m^l(k) + m^k r^k$.

b) All components are rational. When $k > 1$, the curves $C(0)$ and $C(k)$ intersect at the point $r^k$, and $\pi^*(z)|_{C(k)} = \sum_{m,j} mp_m^l(k) + m^k r^k$. The curves $C(1)$ and $C(0)$ intersect at two points $r_1^l$ and $r_2^l$, and the ramifications $m_1^l$ and $m_2^l$ at these two points sum to $m^l$. $\pi^*(z)|_{C(1)} = \sum_{m,j} mp_m^l(k) + m_1^l r_1^l + m_2^l r_2^l$.

c) The curve $C(0)$ is elliptic and the other components are rational. When $k > 0$, the curves $C(0)$ and $C(k)$ intersect at $r^k$, and
\[ \pi^*(z)_{|C(k)} = \sum_{m,j} m p^j_m(k) + m^k r^k. \] Also, \[ \mathcal{O}_{C(0)}(\sum_{m,j} m p^j_m(0)) \cong \mathcal{O}_{C(0)}(\sum m^k r^k). \]

The components of type a) and c) appear with multiplicity \( \prod_{k=1}^l m^k \) and those of type b) appear with multiplicity \( m_1^1 m_2^1 \prod_{k=2}^l m^k \).

In all three cases, the multiplicity is the product of the “new ramifications” of the components not mapped to \( z \).

For general \( g \), the above argument identifies some of the components, but further work is required to determine what happens when \( p_a(C(0)) > 1 \).

1.3. Pathological behavior of \( \overline{M}_g(\mathbb{P}^1, d) \). When \( d > 2, g > 0 \), \( \overline{M}_g(\mathbb{P}^1, d) \) has more than one component. The most interesting one consists (generically) of irreducible genus \( g \) curves. Call this one \( \overline{M}_g(\mathbb{P}^1, d)^o \). A second consists (generically) of two intersecting components, one of genus \( g \) and mapping to a point, and the other rational and mapping to \( \mathbb{P}^1 \) with degree \( d \). The first has dimension \( 2d + 2g - 2 \), and the second has dimension \( 2d + 3g - 3 \), so the second is not in the closure of the first.

The local structure of \( \overline{M}_g(\mathbb{P}^1, d)^o \) may be complicated where it intersects the other components. One might hope that \( \overline{M}_g(\mathbb{P}^1, d)^o \) is smooth (at least as a stack, or equivalently on the level of deformation spaces). This is not the case; \( \overline{M}_g(\mathbb{P}^1, d)^o \) can be singular and even fail to be unibranch.

Let \( g = 3 \) (so a general degree 3 divisor has one section, but all degree 4 divisors have two) and \( d = 4 \). Then \( \overline{M}_3(\mathbb{P}^1, 4)^o \) has dimension 12. Consider the family \( Y \) of stable maps whose general element parametrizes a smooth genus 3 curve \( C(0) \) with two rational tails \( C(1) \) and \( C(2) \). The curve \( C(0) \) maps with degree 0 to \( \mathbb{P}^1 \), and the rational tails each map with degree 2 to \( \mathbb{P}^1 \), both ramifying at their intersection with \( C \).

The subvariety \( Y \) has dimension 11: 8 for the two-pointed genus 3 curve \( C(0) \), 1 for the image of \( C(0) \) in \( \mathbb{P}^1 \), and 2 for the other ramification points of \( C(1) \) and \( C(2) \). Thus if \( Y \) is contained in \( \overline{M}_3(\mathbb{P}^1, 4)^o \), it is a Weil divisor.
Proposition 1.11. \( \overline{M}_3(\mathbb{P}^1, 4)^o \) has two smooth branches along \( Y \), intersecting transversely.

This gives an example of a map that could be smoothed in two different ways.

Proof. For convenience, we use the language of stacks. Let \( \mathcal{X} \) be the stack corresponding to \( X \), and \( \mathcal{Y} \) the stack corresponding to \( Y \).

Let \( (C, \pi) \) be the map corresponding to a general point of \( \mathcal{Y} \) (where \( C = C(0) \cup C(1) \cup C(2) \) where \( C(0), C(1), C(2) \) are as described above), and let \( A_1 \) be the special locus consisting of the collapsed genus 3 curve. By Proposition 1.1, it suffices to consider \( \text{Def}_{A_1} \).

As in Step 3 of Proposition 1.4, we fix the other special loci. Fix a point \( y \in \mathbb{P}^1 \). We may restrict attention to maps ramifying at two points above \( y \), labeled \( y_1 \) and \( y_2 \). Denote by \( \mathcal{X}' \) and \( \mathcal{Y}' \) the substacks of \( \overline{M}_{3,2}(\mathbb{P}^1, 4) \) (with ramification above \( y \) at \( y_1 \) and \( y_2 \)) corresponding to \( \mathcal{X} \) and \( \mathcal{Y} \). It suffices to prove the corresponding result for \( \mathcal{X}' \) and \( \mathcal{Y}' \).

Next, fix another point \( z \in \mathbb{P}^1 \) (\( z \neq y \)) and mark the four pre-images of \( z \) with the labels \( p^1, \ldots, p^4 \). Denote by \( \mathcal{X}'' \) and \( \mathcal{Y}'' \) the substacks of \( \overline{M}_{3,6}(\mathbb{P}^1, 4) \) corresponding to \( \mathcal{X}' \) and \( \mathcal{Y}' \). It suffices to prove the corresponding result for \( \mathcal{X}'' \) and \( \mathcal{Y}'' \).

Let \( \mathcal{M} \) be the substack of \( \overline{M}_{3,6} \) that is the closure of the points representing stable marked curves \( (C, \{p^i\}, y^1, y^2) \) where \( C \) is smooth and \( \mathcal{O}_C(p^1 + \cdots + p^4) \cong \mathcal{O}_C(2y^1 + 2y^2) \). If \( \alpha \) is the natural map \( \alpha: \overline{M}_{3,6}(\mathbb{P}^1, 4) \to \overline{M}_{3,6} \) then \( \alpha(\mathcal{X}'') \subset \mathcal{M} \) as for a general map \( (C, \{p^i\}, y^1, y^2, \pi) \in \mathcal{X}'' \),

\[
\mathcal{O}_C(p^1 + \cdots + p^4) \cong \pi^\ast(\mathcal{O}_{\mathbb{P}^1}(1)) \cong \mathcal{O}_C(2y^1 + 2y^2).
\]

Moreover \( \alpha|_{\mathcal{Y}''} \) surjects onto \( \mathcal{M} \): for any curve \( (C, \{p^i\}, r^1, r^2) \in \mathcal{M} \) consider the map \( (C(0) \cup C(1) \cup C(2), \{p^i\}, y^1, y^2, \pi) \) where \( C(0) \) and \( C(k) \) intersect at \( r^k \) (\( k = 1, 2 \)),

\[
(C(0), \{p^i\}, r^1, r^2) \cong (C, \{p^i\}, r^1, r^2)
\]

as marked curves, \( \pi(C(0)) = z \), and \( C(k) \) (\( k = 1, 2 \)) maps to \( \mathbb{P}^1 \) with degree 2 ramifying over \( y \) (at \( y^k \)) and \( z \) (at \( r^k \)). The stable model of the underlying curve of such a map is indeed isomorphic to \( (C, \{p^i\}, r^1, r^2) \).
Thus we may restrict attention to a fixed (general) marked curve \((C, \{p_i\}, y^1, y^2)\) in \(\mathcal{M}\).

We may now directly follow steps 5′ and 6′ in the proof of Corollary 1.5. The steps are summarized here.

**Step 5′.** Rigidify the moduli problem by eliminating automorphisms. Fix a point \(x \in \mathbb{P}^1\) distinct from \(y\) and \(z\), and mark the points of \(\pi^{-1}(x)\) with the labels \(\{x^1, \ldots, x^d\}\). Call the resulting stack \(\mathcal{X}''_x\).

**Step 6′.** Observe that
\[
\mathcal{X}''_x = \underbrace{C \times_\pi \cdots \times_\pi C}_{d} \setminus \Delta
\]
where \(\Delta\) is the big diagonal, and the closure is in
\[
\underbrace{C \times_\pi \cdots \times_\pi C}_{d}.
\]
Then show that
\[
\text{Def}_{A_1} = \text{Spec} \mathbb{C}[[a, b_1, b_2]]/(a = b_1^2 = b_2^2).
\]

By a similar argument, we can find a codimension 1 unibranch singularity of \(\overline{M}_4(\mathbb{P}^1, 5)^o\) and singularities of \(\overline{M}_6(\mathbb{P}^1, 7)^o\) with several codimension 1 singular branches.

### 1.4. Possible applications of these methods.

Ideas involving degenerations and the space of stable maps can be used in other cases besides those dealt with in this article, and we will briefly mention them here. In [V1] the same methods are used for genus \(g\) curves in a divisor class \(D\) on the rational ruled surface \(\mathbb{F}_n\): the curves through \(-K_{\mathbb{F}_n} \cdot D + g - 1\) general points are enumerated; these also reproduce the calculations in [CH3] of genus \(g\) Gromov-Witten invariants of the plane (i.e. the enumerative geometry of plane curves) in the language of maps. The genus \(g\) Gromov-Witten invariants of the plane blown up at up to five points are calculated in [V2]. In [V3], the analogous question for plane curves with certain allowed singularities is incompletely addressed. It also seems possible that the classical question of characteristic numbers of rational and elliptic curves in \(\mathbb{P}^n\) would be susceptible to such an approach. (The rational case has already been settled by L. Ernström and G. Kennedy by different methods in [EK1].)
2. Rational Curves in Projective Space

In this section, we use the ideas and results of Section 1 to study the geometry of varieties parametrizing degree $d$ rational curves in $\mathbb{P}^n$ intersecting fixed general linear spaces and tangent to a fixed hyperplane $H$ with fixed multiplicities along fixed general linear subspaces of $H$.

We employ two general ideas. First, we specialize a linear space (that the curve is required to intersect) to lie in the hyperplane $H$, and analyze the limit curves. It turns out that the limit curves are of the same form, and are in some sense simpler. Enumerative results have been proved using such specialization ideas since the nineteenth century (see [PZ], for example, especially pp. 268–275 and pp. 313–319).

The second general idea we use is Kontsevich’s moduli spaces of stable maps, particularly the spaces $\overline{M}_{0,m}(\mathbb{P}^n, d)$ and $\overline{M}_{0,m}(\mathbb{P}^1, d)$ (and the stacks $\mathcal{M}_{0,m}(\mathbb{P}^n, d)$ and $\mathcal{M}_{0,m}(\mathbb{P}^1, d)$). The calculations in Section 1 on the space $\overline{M}_{0,m}(\mathbb{P}^1, d)$ will give the desired results in $\mathbb{P}^n$. L. Caporaso and J. Harris’ results on plane curves of any degree and genus (cf. [CH3]) can also be reinterpreted in this light. The reader can verify that the argument here for $n = 2$ is in essence the same as that in [CH3] for genus 0 curves.

2.0.1. Example: 2 lines through 4 general lines in $\mathbb{P}^3$. We can follow through these ideas in a classical special case. Fix four general lines $L_1, L_2, L_3, L_4$ in $\mathbb{P}^3$, and a hyperplane $H$. There are a finite number of lines in $\mathbb{P}^3$ intersecting $L_1, L_2, L_3, L_4$. Call one of them $l$. We will specialize the lines $L_1, L_2, L_3, L_4$ to lie in $H$ one at a time and see what happens to $l$. First, specialize the line $L_1$ to (a general line in) $H$, and then do the same with $L_2$ (see Figure [a]). If $l$ doesn’t pass through the intersection of $L_1$ and $L_2$, it must still intersect both $L_1$ and $L_2$, and thus lie in $H$. Then $l$ is uniquely determined: it is the line through $L_3 \cap H$ and $L_4 \cap H$. Otherwise, if $l$ passes through the point $L_1 \cap L_2$, it is once again uniquely determined (as only one line in $\mathbb{P}^3$ can pass through two general lines and one point — this can also be seen through further degeneration).

The above argument can be tightened to rigorously show that there are two lines in $\mathbb{P}^3$ intersecting four general lines. The only information one needs to know in advance is that there is one line through two
2.0.2. Example: 92 conics through 8 general lines in $\mathbb{P}^3$. The example of conics in $\mathbb{P}^3$ is a simple extension of that of lines in $\mathbb{P}^3$, and gives a hint as to why stable maps are the correct way to think about these degenerations. Consider the question: How many conics pass through 8 general lines $L_1, \ldots, L_8$? (For another discussion of this classical problem, see [H1] p. 26.) We introduce a pictorial shorthand that will allow us to easily follow the degenerations (see Figure 5); the plane $H$ is represented by a parallelogram.

We start with the set of conics through 8 general lines (the top row of the diagram — the label 92 indicates the number of such conics, which we will calculate last) and specialize one of the lines $L_1$ to $H$ to get row 7. (The line $L_1$ in $H$ is indicated by the dotted line in the figure.) When we specialize another line $L_2$, one of two things can happen: the conic can intersect $H$ at the point $L_1 \cap L_2$ and one other (general) point, or it can intersect $H$ once on $L_1$ and once on $L_2$ (at general points). (The requirement that the conics must pass through a fixed point in the first case is indicated by the thick dot in the figure.)

In this second case (the picture on the right in row 6), if we specialize another line $L_3$, one of three things can happen:

1. The conic can stay smooth, and not lie in $H$, in which case it must intersect $H$ at $\{L_1 \cap L_3, L_2\}$ or $\{L_1, L_2 \cap L_3\}$ (hence the “$\times 2$” in the figure).
2. The conic could lie in $H$. In this case, there are eight conics through five fixed points $L_4 \cap H$, ..., $L_8 \cap H$ with marked points on the lines $L_1$, $L_2$, and $L_3$.

3. The conic can degenerate into the union of two intersecting lines, one ($l_0$) in $H$ and one ($l_1$) not. These lines must intersect $L_4$, ..., $L_8$. (The line $l_0$ already intersects $L_1$, $L_2$, $L_3$, so we don’t have to worry about these conditions.) Either three or four of $\{L_4, \ldots, L_8\}$ intersect $l_1$. In the first case, there are $\binom{3}{3}$ choices of the three lines, and two configurations $(l_0, l_1)$ once the three lines are chosen. In the second case there are a total of $\binom{5}{4} \times 2$ configurations by similar reasoning. Thus the total number of such configurations is 30.

We fill out the rest of the diagram in the same way. Then, using the enumerative geometry of lines in $\mathbb{P}^3$ and conics in $\mathbb{P}^2$ we can work our way up the table, attaching numbers to each picture, finally deducing
that there are 92 conics through 8 general lines in \( \mathbb{P}^3 \). To make this argument rigorous, precise dimension counts and multiplicity calculations are needed.

The algorithm described in this section is slightly different: we will parametrize rational curves with various conditions and marked intersections with \( H \). In the case of conics through 8 lines, for example, we would count 184 conics through 8 lines with 2 marked points on \( H \), and then divide by 2. The argument will then be cleaner. The resulting pictorial table is almost identical to Figure 6; the only difference is in the first two lines (see Figure 7).

2.0.3. Example: Cubics in \( \mathbb{P}^3 \). The situation in general is not much more complicated than our calculations for conics in \( \mathbb{P}^3 \). Two additional twists come up, which are illustrated in the case of the 80,160 twisted cubics through 12 general lines in \( \mathbb{P}^3 \). This calculation is indicated pictorially in Figure 3 at the beginning of the introduction. The third figure in row 8 represents a nodal (rational) cubic in \( H \). There are 12 nodal cubics through 8 general points in \( \mathbb{P}^2 \) (well-known, e.g. [DI] p. 85). The algorithm of this section will actually calculate 80,160 \( \times 3! \) cubics with marked points on \( H \) through 12 general lines.

On the left side of row 8 we see a new degeneration (from twisted cubics through nine general lines intersecting \( H \) along three fixed general lines in \( H \): a conic tangent to \( H \), intersecting a line in \( H \). (The tangency of the conic is indicated pictorially by drawing its lower horizontal tangent inside the parallelogram representing \( H \).) We also have an unexpected multiplicity of 2 here.

The appearance of these new degenerations indicate why, in order to enumerate rational curves through general linear spaces by these
degeneration methods, we must expand the set of curves under consideration to include those required to intersect $H$ with given multiplicity, along linear subspaces.

2.0.4. The algorithm (informally). The algorithm in general is (informally) as follows. (Theorem 2.20 describes the algorithm rigorously.)

Fix positive integers $n$ and $d$, and fix a hyperplane $H$ in $\mathbb{P}^n$. Let $\vec{h} = (h_{m,e})_{m \geq 1, e \geq 0}$ and $\vec{i} = (i_e)_{e \geq 0}$ be sets of non-negative integers. Fix a set of general linear spaces $\Gamma = \{\Gamma^j_{m,e}\}_{m \leq j \leq h_{m,e}}$ in $H$ where $\dim \Gamma^j_{m,e} = e$. Fix a set of general linear spaces $\Delta = \{\Delta^j_e\}_{1 \leq j \leq i_e}$ in $\mathbb{P}^n$ where $\dim \Delta^j_e = e$. Let $X_n(d, \Gamma, \Delta)$ be the closure in $\overline{M}_{0, \sum h_{m,e} + \sum i_e}(\mathbb{P}^n, d)$ of points representing maps $(\mathbb{P}^1, \{p^j_{m,e}\}_{m \leq j \leq h_{m,e}}, \{q^j_e\}_{e \leq j \leq i_e}, \pi)^{\infty}$ where

- $\pi(p^j_{m,e}) \in \Gamma^j_{m,e}$, $\pi(q^j_e) \in \Delta^j_e$.
- $\pi^{-1}H$ is a set of points, and as divisors $\pi^*H = \sum m_{j,e} p^j_{m,e}$.

Assume $X(d, \Gamma, \Delta)$ is a finite set. We will count the points of $X(d, \Gamma, \Delta)$. Specialize one of the linear spaces $\Delta^j_{e_1}$ to lie in $H$, and consider the limits of the $\#X(d, \Gamma, \Delta)$ stable maps. One of the two following types of limits will appear.

1. The limit map is of the form

$$(C(0) \cup C(1), \{p^j_{m,e}\}_{m \leq j \leq h_{m,e}}, \{q^j_e\}_{e \leq j \leq i_e}, \pi)$$

where the curves $C(0)$ and $C(1)$ are both smooth and rational, $\pi(C(0))$ is a point, for some $(m_0, e_0, j_0)$ the curve $C(0)$ contains the marked points $q^j_{e_1}$ and $p^j_{m_0, e_0}$ (and $C(1)$ contains the other marked points), and

$$(\pi \mid_{C(1)})^*H = \sum_{m \neq m_0, e \neq e_0, j \neq j_0} mp^j_{m,e} + m_0(C(1) \cap C(0)).$$

Also, $\pi(p^j_{m,e}) \in \Gamma^j_{m,e}$, $\pi(q^j_e) \in \Delta^j_e$, and (as a consequence) $\pi(C(0))$ is contained in $\Delta_{e_1, m_0, e_0}$. We can ignore the rational tail, replacing it with another marked point, and continue the process.

There are $m_0$ curves of $X(d, \Gamma, \Delta)$ tending to this limit.
2. The limit map is of the form

\[
(C = C(0) \cup C(1) \cup \cdots \cup C(l), \{p^j_{m,e}\}_{m,e,j}, \{q^j_e\}_{e,j}, \pi)
\]

where \(C(k) (0 \leq k \leq l)\) is smooth and rational. The points \(\{p^j_{m,e}\}, \{q^j_e\}\) are partitioned into sets \(\{p^j_{m,e}(k)\}, \{q^j_e(k)\}\), where the \(k^{th}\) subset lies in \(C(k)\); this induces partitions \(\vec{h} = \sum_{k=0}^l \vec{h}(k)\) and \(\vec{i} = \sum_{k=0}^l \vec{i}(k)\). The marked point \(q^j_{e_1}\) lies on \(C(0)\); that is, \(q^j_{e_1} \in \{q^j_e(0)\}\). The component \(C(0)\) intersects all other components \(C(1), \ldots, C(l)\). The map \(\pi\) sends \(C(0)\) to \(H\) with positive degree, and sends no other component of \(C\) to \(H\). If \(m^k = \deg(\pi |_{C(k)}) \) then

\[
(\pi |_{C(k)})^*H = \sum_{m,e,j} mp^j_{m,e}(k) + m^k(C(0) \cap C(k))
\]

as divisors for \(1 \leq k \leq l\). Finally, \(\pi(p^j_{m,e}) \in \Gamma^j_{m,e}\) for all \(m, e, j\), and \(\pi(q^j_e) \in \Delta^j_e\) for all \(e, j\). There are \(\prod_{k=1}^l m^k\) curves in \(X(d, \Gamma, \Delta)\) tending to this limit.

Examples of both types of limits can be seen in Figure 1. Given the results of Subsection 1.2, the algorithm and multiplicities are not completely unexpected.

2.1. Notation and summary. For convenience, let \(\vec{e}_e, \vec{e}_{m,e}\) be the natural basis vectors: \((\vec{e}_e)_{e'} = 1\) if \(e = e'\) and 0 otherwise; and \((\vec{e}_{m,e})_{m',e'} = 1\) if \((m, e) = (m', e')\), and 0 otherwise. Fix a hyperplane \(H\) in \(\mathbb{P}^n\), and a hyperplane \(A\) of \(H\).

2.1.1. The schemes \(X(\mathcal{E})\). We now define the primary objects of interest to us.

Let \(n\) and \(d\) be positive integers, and let \(H\) be a hyperplane in \(\mathbb{P}^n\). Let \(h_{m,e} = (h_{m,e})_{m \geq 1, e \geq 0}\) and \(i_e = (i_e)_{e \geq 0}\) be sets of non-negative integers. Let \(\Gamma = \{\Gamma^j_{m,e}\}_{m \leq 1 \leq h_{m,e}}\) be a set of linear spaces in \(H\) where \(\dim \Gamma^j_{m,e} = e\). Let \(\Delta = \{\Delta^j_e\}_{e \leq 1 \leq i_e}\) be a set of linear spaces in \(\mathbb{P}^n\) where \(\dim \Delta^j_e = e\).

Definition 2.1. The scheme \(X_n(d, \Gamma, \Delta)\) is the (scheme-theoretic) closure of the locally closed subset of \(\overline{M_0 \sum h_{m,e} + \sum i_e (\mathbb{P}^n, d)}\) (where the points are labeled \(\{p^j_{m,e}\}_{1 \leq j \leq h_{m,e}}\) and \(\{q^j_e\}_{1 \leq j \leq i_e}\) representing stable maps \((C, \{p^j_{m,e}\}, \{q^j_e\}, \pi)\) satisfying \(\pi(p^j_{m,e}) \in \Gamma^j_{m,e}\), \(\pi(q^j_e) \in \Delta^j_e\), and \(\pi^*H = \sum_{m,e,j} mp^j_{m,e}\).
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In particular, \( \sum_{m,e} mh_{m,e} = d \), and no component of \( C \) is contained in \( \pi^{-1}H \). The incidence conditions define closed subschemes of \( \overline{M}_{0,\sum hm,e+\sum i_e}(\mathbb{P}^n, d) \), so the union of these conditions indeed defines a closed subscheme of \( \overline{M}_{0,\sum hm,e+\sum i_e}(\mathbb{P}^n, d) \).

Define \( \mathcal{X}_n(d, \Gamma, \Delta) \) in the same way as a substack of

\[
\overline{M}_{0,\sum hm,e+\sum i_e}(\mathbb{P}^n, d).
\]

When we speak of properties that are constant for general \( \Gamma \) and \( \Delta \) (such as the dimension of \( X(d, \Gamma, \Delta) \)), we will write \( X_n(d, \tilde{h}, \tilde{i}) \). For convenience, write \( \mathcal{E} \) (for \( \mathcal{E} \)verything) for the data \( d, \tilde{h}, \tilde{i} \), so \( X_n(\mathcal{E}) = X_n(d, \tilde{h}, \tilde{i}) \). Also, the \( n \) will often be suppressed for convenience.

The variety \( X(d, \Gamma, \Delta) \) can be loosely thought of as parametrizing degree \( d \) rational curves in projective space intersecting certain linear subspaces of \( \mathbb{P}^n \), and intersecting \( H \) with different multiplicities along certain linear subspaces of \( H \). For example, if \( n = 3, d = 3, h_{2,0} = 1, h_{1,2} = 1 \), \( X \) parametrizes twisted cubics in \( \mathbb{P}^3 \) tangent to \( H \) at a fixed point.

In the special case where \( h_{m,e} = 0 \) when \( e < n - 1 \) and \( \tilde{i} = \tilde{e}_n \), define \( \hat{\mathcal{E}} \) by \( \hat{d} = d, \hat{i}_1 = 1, \hat{h}_{m,0} = h_{m,n-1} \). We will relate the geometry of \( \mathcal{X}_n(\mathcal{E}) \) to that of \( X_1(\hat{\mathcal{E}}) \), which was studied in Subsection \([1.2] \). (The general point of \( \mathcal{X}_n(\mathcal{E}) \) corresponds to a general degree \( d \) map from \( \mathbb{P}^1 \) to \( \mathbb{P}^n \) with \( \pi^*H \) consisting of points with multiplicity given by the partition \( (h_{1,n-1}, h_{2,n-1}, \ldots) \).) The general point of \( X_1(\hat{\mathcal{E}}) \) corresponds to a general degree \( d \) map from \( \mathbb{P}^1 \) to \( \mathbb{P}^1 \) with \( \pi^*z \) consisting of points with multiplicity given by the partition \( (h_{1,n-1}, h_{2,n-1}, \ldots) \).) The geometry of \( \mathcal{X}_n(\mathcal{E}) \) for general \( \mathcal{E} \) can be understood from this special case. For example, consider \( \mathcal{X} = \mathcal{X}_3(d = 2, h_{2,0} = 1, i_1 = 2) \), the stack parametrizing conics in \( \mathbb{P}^3 \) through two general lines, tangent to \( H \) at a fixed point of \( H \). To analyze \( \mathcal{X} \), we study the stack \( \mathcal{X}_1 \subset \overline{M}_{0,2}(\mathbb{P}^3, 2) \) parametrizing conics tangent to \( H \) (where the tangency is labeled \( p_{1,2}^1 \)) with a marked point \( q_1^2 \) (with no other incidence conditions). We take the universal curve over this stack \( \mathcal{X}_2 \) (which can be seen as a substack of \( \overline{M}_{0,3}(\mathbb{P}^3, 2) \)), and label the point of the universal curve \( q_1^2 \). Then we require \( \pi(p_{1,2}^1) \) to lie on two general hyperplanes \( H_1 \) and \( H_2 \) (thus requiring \( \pi(p_{1,2}^1) \) to be a fixed general point \( H \cap H_1 \cap H_2 \) of \( H \) ), \( \pi(q_1^2) \) to lie on two general hyperplanes \( H_3 \) and \( H_4 \) (thus requiring \( \pi(q_1^2) \) to lie on a fixed general line \( H_3 \cap H_4 \) of \( \mathbb{P}^3 \) ), and \( \pi(q_1^2) \) to lie on two general hyperplanes \( H_5 \) and \( H_6 \) (thus requiring \( \pi(q_1^2) \) to lie on a fixed general
line $H_5 \cap H_6$ of $\mathbb{P}^3$). We shall prove (in the next section) that the resulting stack is indeed $\mathcal{X}$.

By these means we show that if the linear spaces $\Gamma$, $\Delta$ are general, these varieties have the dimension one would naively expect. The family of degree $d$ rational curves in $\mathbb{P}^n$ has dimension $(n+1)d + (n-3)$. Requiring the curve to pass through a fixed $e$-plane should be a codimension $(n-1-e)$ condition. Requiring the curve to be $m$-fold tangent to $H$ along a fixed $e$-plane of $H$ should be a codimension $(m-1) + (n-1-e)$ condition. Thus we will show (Theorem 2.11) that when the linear spaces in $\Gamma$, $\Delta$ are general, each component of $X(\mathcal{E}, \Gamma, \Delta)$ has dimension 

$$(n+1)d + (n-3) - \sum_{m,e} (n+m-e-2)h_{m,e} - \sum_e (n-1-e)i_e.$$ 

Moreover, $X(\mathcal{E})$ is reduced. When the dimension is 0, $X(\mathcal{E})$ consists of a finite number of reduced points. We call their number $\#X(\mathcal{E})$ — these are the numbers we want to calculate. Define $\#X(\mathcal{E})$ to be zero if $\text{dim } X(\mathcal{E}) > 0$.

For example, when $n = 3$, $d = 3$, $h_{1,2} = 3$, $i_1 = 12$, $\#X(\mathcal{E})$ is $3!$ times the number of twisted cubics through 12 general lines. (The “$3!$” arises from the markings of the three points of intersection of the cubic with $H$.)

2.1.2. The schemes $Y(\mathcal{E}(0); \ldots; \mathcal{E}(l))$. We will be naturally led to consider subvarieties of $X(\mathcal{E}, \Gamma, \Delta)$ which are similar in form. Fix $n$, $d$, $\vec{h}$, $\vec{i}$, $\Gamma$, $\Delta$, and a non-negative integer $l$. Let $\sum_{k=0}^l d(k)$ be a partition of $d$. Let the points $\{p^k_{m,e}\}_{m,e,j}$ be partitioned into $l + 1$ subsets $\{p^k_{m,e}\}_{m,e,j}$ for $k = 0, \ldots, l$. This induces a partition of $\vec{h}$ into $\sum_{k=0}^l \vec{h}(k)$ and a partition of the set $\Gamma$ into $\bigsqcup_{k=0}^l \Gamma(k)$. Let the points $\{q^k_e\}_{e,j}$ be partitioned into $l + 1$ subsets $\{q^k_e\}_{e,j}$ for $k = 0, \ldots, l$. This induces a partition of $\vec{i}$ into $\sum_{k=0}^l \vec{i}(k)$ and a partition of the set $\Delta$ into $\bigsqcup_{k=0}^l \Delta(k)$. Define $m^k$ by $m^k = d(k) - \sum_m mh_m(k)$, and assume $m^k > 0$ for all $k = 1, \ldots, l$.

**Definition 2.2.** The scheme 

$$Y_n(d(0), \Gamma(0), \Delta(0); \ldots; d(l), \Gamma(l), \Delta(l))$$ 

is the (scheme-theoretic) closure of the locally closed subset of $M_{0, \sum h_{m,e} + \sum i_e} (\mathbb{P}^n, d)$ (where the points are labeled $\{p^k_{m,e}\}_{1 \leq j \leq h_{m,e}}$ and $\{q^k_e\}_{1 \leq j \leq i_e}$) representing stable maps $(C, \{p^k_{m,e}\}, \{q^k_e\}, \pi)$ satisfying the following conditions
Y1. The curve $C$ consists of $l + 1$ irreducible components $C(0), \ldots, C(l)$ with all components intersecting $C(0)$. The map $\pi$ has degree $d(k)$ on curve $C(k)$ ($0 \leq k \leq l$).

Y2. The points $\{p_{m,e}^j(k)\}_{m,e,j}$ and $\{q_e^j(k)\}_{e,j}$ lie on $C(k)$, and $\pi(p_{m,e}^j(k)) \in \Gamma_{m,e}^j(k)$, $\pi(q_e^j(k)) \in \Delta_e^j(k)$.

Y3. As sets, $\pi^{-1}H = C(0) \cup \{p_{m,e}^j\}_{m,e,j}$, and for $k > 0$,

$$\left(\pi \mid_{C(k)}\right)^*H = \sum_{m,e,j} mp_{m,e}^j(k) + m^k(C(0) \cap C(k)).$$

A pictorial representation of such a map is given in Figure 8. Note that $d(k) > 0$ for all positive $k$ by the last condition.

When discussing properties that hold for general $\{\Gamma_{m,e}^j\}_{m,e,j}$, $\{\Delta_e^j\}_{e,j}$, we will write

$$Y(\mathcal{E}(0); \ldots ; \mathcal{E}(l)) = Y(d(0), \tilde{h}(0), \tilde{i}(0); \ldots ; d(l), \tilde{h}(l), \tilde{i}(l)).$$

If $\tilde{h}(k) + \tilde{i}(k) \neq 0$ for all $k > 0$, $Y(d(0), \Gamma(0), \Delta(0); \ldots ; d(l), \Gamma(l), \Delta(l))$ is isomorphic to a closed subscheme of

$$\overline{M}_{0, \sum h_{m,e}(0) + \sum i_e(0) + l}(H, d(0)) \times \prod_{k=1}^l X(d(k), Ga'(k), \Delta(k)).$$

Figure 8. An example of a map corresponding to a general point of some $Y(\mathcal{E}(0); \mathcal{E}(1); \mathcal{E}(2))$.
where $\tilde{h}'(k) = \tilde{h}(k) + \varepsilon_{m^k,n-1}$ and $\Gamma'(k)$ is the same as $\Gamma(k)$ except $\Gamma'_{m^k,n-1} = H$. Define $\mathcal{Y}(d(0), \Delta(0), \Gamma(0); \ldots; d(l), \Delta(l), \Gamma(l))$ as the analogous stack.

2.1.3. Enumeratively meaningful subvarieties of $\overline{\mathcal{M}}_{g,m}(\mathbb{P}^n, d)$. For any irreducible substack $\mathcal{V}$ of $\overline{\mathcal{M}}_{g,m}(\mathbb{P}^n, d)$, there is an open subset $\mathcal{U}$ such that for the stable maps $(C, \{p_i\}, \pi)$ corresponding to points of $\mathcal{U}$, the reduced image curve $\pi(C)_{\text{red}}$ has constant Hilbert polynomial $f(t)$. This gives a morphism $\xi$ from $\mathcal{U}$ to the Hilbert scheme $H_{f(t)}$.

**Definition 2.3.** The substack $\mathcal{V}$ is enumeratively meaningful if the dimension of $\xi(\mathcal{U})$ is the same as that of $\mathcal{U}$ (i.e. $\xi$ is generically finite onto its image).

Define enumeratively meaningful subvarieties of $\overline{\mathcal{M}}_{g,m}(\mathbb{P}^n, d)$ in the same way. When making enumerative calculations, we are counting reduced points of $\overline{\mathcal{M}}_{g,m}(\mathbb{P}^n, d)$, which are obviously enumeratively meaningful. This definition will be important in Section 3.

2.2. Preliminary results. The following proposition is an analog of Bertini’s theorem.

**Proposition 2.4.** Let $\mathcal{A}$ be a reduced irreducible substack of $\overline{\mathcal{M}}_{g,m}(\mathbb{P}^n, d)$, and let $p$ be one of the labeled points. Then there is a Zariski-open subset $U$ of the dual projective space $(\mathbb{P}^n)^*$ such that for all $[H'] \in U$ the intersection $\mathcal{A} \cap \{\pi(p) \in H'\}$, if nonempty, is reduced of dimension $\dim \mathcal{A} - 1$.

Loosely, this result states that the requirement that a marked point lie on a general hyperplane imposes one transverse condition on an irreducible substack of $\overline{\mathcal{M}}_{g,m}(\mathbb{P}^n, d)$. To prove this proposition, we will invoke Theorem 2 of [Kl].

**Theorem 2.5 (Kleiman).** Let $G$ be an integral algebraic group scheme, $X$ an integral algebraic scheme with a transitive $G$-action. Let $f : Y \to X$ and $g : Z \to X$ be two maps of integral algebraic schemes. For each rational point $s$ of $G$, let $sY$ denote $Y$ considered as an $X$-scheme via the map $y \mapsto sf(y)$.

(i) Then, there exists a dense open subset $U$ of $G$ such that, for each rational point $s$ in $U$, either the fibered product, $(sY) \times_X Z$ is
empty or it is equidimensional and its dimension is given by the formula,
\[ \dim((sY) \times_X Z) = \dim(Y) + \dim(Z) - \dim(X). \]

(ii) Assume the characteristic is zero, and \( Y \) and \( Z \) are regular. Then, there exists a dense open subset \( U \) of \( G \) such that, for each rational point \( s \in U \), the fibered product \( (sY) \times_X Z \) is regular.

The proof of Kleiman’s theorem carries through without change if \( Z \) is an algebraic stack.

**Proof of Proposition 2.4.** Let \( G = PGL(n) \), \( X = \mathbb{P}^3 \). Let \( Y \) be a hyperplane of \( X \) with \( f : Y \to X \) the immersion. Let \( Z \) be the smooth points of \( \mathcal{A} \), with \( g : Z \to X \) given by evaluation at \( p \). Then the result follows immediately from Kleiman’s theorem.

The next proposition is a variation of Proposition 2.4.

**Proposition 2.6.** With the hypotheses of Proposition 2.4, let \( \mathcal{B} \) be a proper closed substack of \( \mathcal{A} \). Then there is a Zariski-open subset \( U \) of the dual projective space \( (\mathbb{P}^n)^* \) such that for all \( [H'] \in U \), each component of \( \mathcal{B} \cap \{ \pi(p) \in H' \} \) is a proper closed substack of a component of \( \mathcal{A} \cap \{ \pi(p) \in H' \} \).

**Proof.** The components of \( \mathcal{A} \cap \{ \pi(p) \in H' \} \) are each of dimension \( \dim \mathcal{A} - 1 \) (by Proposition 2.4), and the components of \( \mathcal{B} \cap \{ \pi(p) \in H' \} \) are each of dimension less than \( \dim \mathcal{A} - 1 \) (by Proposition 2.4 applied to the irreducible components of \( \mathcal{B} \)).

We now summarize the results of the remainder of this section. There are many relations among the various spaces \( X(\mathcal{E}) \) as \( \mathcal{E} \) varies. Some are universal curves over others (Proposition 2.8). Some are the intersections of others with a divisor (Proposition 2.9). The variety \( X(\mathcal{E}) \) can be identified with \( Y(\mathcal{E}(0); \mathcal{E}(1)) \) for appropriately chosen \( \mathcal{E}(0) \) and \( \mathcal{E}(1) \) (Proposition 2.10). A smoothness result (Proposition 2.11) allows us to use results about stable maps to \( \mathbb{P}^1 \) proved in the previous section. A first application of Propositions 2.8, 2.9, and 2.11 is a calculation of the dimension of \( X(\mathcal{E}) \) and \( Y(\mathcal{E}(0); \ldots; \mathcal{E}(l)) \) (Proposition 2.12); more will follow in subsequent sections. Finally, Proposition 2.12 ensures that the image of the stable map corresponding to a general point of \( X(\mathcal{E}) \) is smooth.
Let $A$ be a general $(n-2)$-plane in $H$. The projection $p_A$ from $A$ induces a rational map $\rho_A : \overline{M}_{0,m}(\mathbb{P}^n, d) \rightarrow \overline{M}_{0,m}(\mathbb{P}^1, d)$, that is a morphism (of stacks) at points representing maps $(C, \{p_i\}, \pi)$ whose image $\pi(C)$ does not intersect $A$. Via $\overline{M}_{0,m}(\text{Bl}_A \mathbb{P}^n, d)$, the morphism can be extended over the set of maps $(C, \{p_i\}, \pi)$ where $\pi^{-1}A$ is a union of reduced points distinct from the $m$ marked points $\{p_i\}$. The image of such curves in $\overline{M}_{0,m}(\mathbb{P}^1, d)$ is a stable map

$$(C \cup C_1 \cup \cdots \cup C_{#\pi^{-1}A}, \{p_i\}, \pi')$$

where $C_1, \ldots, C_{#\pi^{-1}A}$ are rational tails attached to $C$ at the points of $\pi^{-1}A$,

$$\pi' \mid_{\{C \setminus \pi^{-1}A\}} = (p_A \circ \pi) \mid_{\{C \setminus \pi^{-1}A\}}$$

(which extends to a morphism from all of $C$) and $\pi' \mid_{C_k}$ is a degree 1 map to $\mathbb{P}^1$ ($1 \leq k \leq #\pi^{-1}A$).

**Proposition 2.7.** If $(C, \{p_i\}, \pi) \in \overline{M}_{0,m}(\mathbb{P}^n, d)$ and $\pi^{-1}A$ is a union of reduced points disjoint from the marked points, then at the point $(C, \{p_i\}, \pi)$, $\rho_A$ is a smooth morphism of stacks of relative dimension $(n-1)(d+1)$.

**Proof.** To show that a morphism of stacks $\mathcal{A} \rightarrow \mathcal{B}$ is smooth at a point $a \in \mathcal{A}$, where $\mathcal{B}$ is smooth and $\mathcal{A}$ is equidimensional, it suffices to show that the fiber is smooth at $a$, or equivalently that the Zariski tangent space to the fiber at $a$ is of dimension $\dim \mathcal{A} - \dim \mathcal{B}$.

Recall that $\overline{M}_{0,m}(\mathbb{P}^n, d)$ is a smooth stack of dimension $(n+1)d+m-1$ (see Subsubsection 1.1.1). The first order deformations of $(C, \{p_i\}, \pi)$ in the fiber of $\rho_A$ can be identified with sections of the vector bundle $\pi^*(\mathcal{O}(1)^{n-1})$: these are deformations of a map

$$(C, \{p_i\}, \pi)^{(s_0, s_1, \ldots, s_s)} \rightarrow \mathbb{P}^n$$

keeping the marked curve $(C, \{p_i\}, \pi)$ and the sections $(s_0, s_1)$ constant. But

$$h^0(C, \pi^*\mathcal{O}_{\mathbb{P}^n}(1)^{n-1}) = (n-1)h^0(C, \pi^*\mathcal{O}_{\mathbb{P}^n}(1)) = (n-1)(d+1) = \dim \overline{M}_{0,m}(\mathbb{P}^n, d) - \dim \overline{M}_{0,m}(\mathbb{P}^1, d)$$

as desired. \qed

The following two propositions give relationships among the spaces $X(\mathcal{E})$ as $\mathcal{E}$ varies.
Proposition 2.8. Given \( d, \tilde{h}, \tilde{i}, \Gamma, \Delta \), let \( \tilde{v} = \tilde{r} + \varepsilon_n \), and define \( \Delta' \) to be the same as \( \Delta \) except \( \Delta'_{\tilde{v}} = \mathbb{P}^n \). Then \( \mathcal{X}(d, \Gamma, \Delta') \) is the universal curve over \( \mathcal{X}(d, \Gamma, \Delta) \).

Proof. The moduli stack \( \overline{M}_{0, \Sigma m, e + \Sigma i_e + 1}(\mathbb{P}^n, d) \) is the universal curve over \( \overline{M}_{0, \Sigma m, e + \Sigma i_e}(\mathbb{P}^n, d) \) (see Subsubsection [1.1.3]). The proposition is a consequence of the commutativity of the following diagram:

\[
\begin{array}{ccc}
\mathcal{X}(d, \Gamma, \Delta') & \longrightarrow & \overline{M}_{0, \Sigma m, e + \Sigma i_e + 1}(\mathbb{P}^n, d) \\
p & & \downarrow p \\
\mathcal{X}(d, \Gamma, \Delta) & \longrightarrow & \overline{M}_{0, \Sigma m, e + \Sigma i_e}(\mathbb{P}^n, d)
\end{array}
\]

\( \square \)

Proposition 2.9. Let \( H' \) be a general hyperplane of \( \mathbb{P}^n \).

a) The divisor

\[
\{ \pi(p_{m_0, e_0}^j) \in H' \} \subset \mathcal{X}(d, \Gamma, \Delta)
\]

is \( \mathcal{X}(d, \Gamma', \Delta) \) where

- \( \tilde{h}' = \tilde{h} - \varepsilon_{m_0, e_0} + \varepsilon_{m_0, e_0 - 1} \)
- For \((m, e) \neq (m_0, e_0), (m_0, e_0 - 1)\), \( \Gamma^{j}_{m, e} = \Gamma^j_{m, e} \).
- \( \{ \Gamma^j_{m_0, e_0} \} = \{ \Gamma^j_{m_0, e_0} \} \cup \{ \Gamma^j_{m_0, e_0 - 1} \} \cup \{ \Gamma^j_{m_0, e_0} \} \cap H' \)

b) The divisor

\[
\{ \pi(q_{e_0}^j) \in H' \} \subset \mathcal{X}(d, \Gamma, \Delta)
\]

is \( \mathcal{X}(d, \Gamma, \Delta') \) where

- \( \tilde{i}' = \tilde{i} - \varepsilon_{e_0} + \varepsilon_{e_0 - 1} \)
- For \( e \neq e_0, e_0 - 1 \), \( \Delta^j_{\tilde{e}} = \Delta^j_{\tilde{e}} \).
- \( \{ \Delta^j_{e_0} \} = \{ \Delta^j_{e_0} \} \cup \{ \Delta^j_{e_0 - 1} \} \cup \{ \Delta^j_{e_0} \} \cap H' \)

Proof. We prove a) first. Every point of \( \{ \pi(p_{m_0, e_0}^j) \in H' \} \) represents a map where \( \pi(p^j_{m, e}) \subset \mathcal{X}(d, \Gamma', \Delta) \), \( \pi(q_0^j) \subset \Delta^j_{\tilde{e}} \), \( \pi(p_{m_0, e_0}^j) \in H' \). Clearly

\[
\mathcal{X}(d, \Gamma', \Delta) \subset \{ \pi(p_{m_0, e_0}^j) \in H' \};
\]

each component of \( \mathcal{X}(d, \Gamma', \Delta) \) appears with multiplicity one by Proposition [2.4]. The only other possible components of \( \{ \pi(p_{m_0, e_0}^j) \in H' \} \) are those whose general point represents a map where \( \pi^{-1}H \) is not a union of points (i.e. contains a component of \( C \)). But such maps form a union
of proper subvarieties of components of \( X(d, \Gamma, \Delta) \), and by Proposition 2.6 such maps cannot form a component of

\[ \{ \pi(p_{m_0,e_0}^{j_0}) \in H' \} \cap X(d, \Gamma, \Delta). \]

Replacing \( p_{m_0,e_0}^{j_0} \) with \( q_{e_0}^{j_1} \) in the previous paragraph gives a proof of b). \( \square \)

The next observation is analogous to a well-known fact about the moduli space of stable marked curves. Consider the stack \( \overline{M}_{g,m} \) where the \( m \) marked points are labeled \( a_1, a_2, b_1, \ldots, b_{m-2} \). Then the closed substack \( \mathcal{V} \) of \( \overline{M}_{g,m} \) parametrizing marked curves \( A \cup B \) with \( a_i \in A, b_i \in B, p_a(A) = 0, p_B(B) = g \) is isomorphic to \( \overline{M}_{g,m-1} \) where the \( m-1 \) marked points are labeled \( c, b_1, \ldots, b_{m-2} \). The isomorphism \( \overline{M}_{g,m-1} \to \mathcal{V} \) involves gluing a rational tail (with marked points \( a_1, a_2 \)) at \( c \).

Fix \( \mathcal{E} \), integers \( m_0, e_0, e_1 \), and general \( \Gamma, \Delta \). Let \( j_0 = h_{m_0,e_0}, j_1 = i_{e_1}, e' = e_0 + e_1 - n \), and \( j' = h_{m_0,e'} + 1 \). There is a subvariety \( Y \) of \( X(d, \Gamma, \Delta) \) where \( \pi(p_{m_0,e_0}^{j_0}) = \pi(q_{e_1}^{j_1}) \). The general point of \( Y \) represents a map \( \pi : C(0) \cup C(1) \to \mathbb{P}^n \) where \( C(0) \) and \( C(1) \) are both isomorphic to \( \mathbb{P}^1 \), \( \pi \) collapses \( C(0) \) to a point, \( p_{m_0,e_0}^{j_0} \) and \( q_{e_1}^{j_1} \) are on \( C(0) \), and the rest of the marked points are on \( C(1) \). Necessarily \( \pi(C(0)) \subset \Gamma_{m_0,e_0}^{j_0} \cap \Delta_{e_1}^{j_1} \). Such maps form a dense open subset of \( Y(d(0), \Gamma(0), \Delta(0); d(1), \Gamma(1), \Delta(1)) \) where

- \( (d(0), \vec{h}(0), \vec{i}(0)) = (0, \vec{e}_{m_0,e_0}, \vec{e}_1), \Gamma(0) = \{ \Gamma_{m_0,e_0}^{j_0} \}, \Delta(0) = \{ \Delta_{e_1}^{j_1} \} \).
- \( \mathcal{E}(1) = \mathcal{E} - \mathcal{E}(0), \Gamma(1) = \Gamma \setminus \Gamma(0), \Delta(1) = \Delta \setminus \Delta(0) \).

Now let \( d' = d, \vec{h}' = \vec{h}(1) + \vec{e}_{m_1,e'}, \vec{i}' = \vec{i}(1), \Gamma' = \Gamma(1) \cup \{ \Gamma_{m_0,e_0}^{j_0} \cap \Delta_{e_1}^{j_1} \}, \) and \( \Delta' = \Delta(1) \). The stable map corresponding to a general point of \( Y \) can also be identified with a stable map \( (C(1), \{ p_{m,e}^j \}, \{ q_{e_1}^{j_1} \}, \pi) \) in \( X(d', \Gamma', \Delta') \) where \( C(1) \) is smooth and not contained in \( \pi^{-1} H \), by attaching a rational tail \( C(0) \) (with two marked points \( p_{m_0,e_0}^{j_0} \) and \( q_{e_1}^{j_1} \)) at the point \( p_{m_0,e'}^{j} \) of \( C(1) \).

In this way we get an isomorphism of \( X(d', \Gamma', \Delta') \) with

\[ Y(d(0), \Gamma(0), \Delta(0); d(1), \Gamma(1), \Delta(1)) \text{.} \]
Proposition 2.10. There is a natural isomorphism

\[ \phi : X(d', \Gamma', \Delta') \to Y(d(0), \Gamma(0), \Delta(0); d(1), \Gamma(1), \Delta(1)). \]

Proof. The points in a dense open set of \( X(d', \Gamma', \Delta') \) represent degree \( d \) stable maps \( \pi \) from a smooth curve \( C \) to \( \mathbb{P}^n \) with incidences \( \pi(p^{j}_{m,e}) \in \Gamma_{e}^{j}, \pi(q^{j}_{e}) \in \Delta_{e}^{j} \) and an equality of divisors \( \pi^*H = \sum mp^{j}_{m,e} \) on \( C \). To each such map, consider the map to \( \mathbb{P}^n \) where the marked point \( p^{j}_{m,e} \) is replaced by \( p^{j}_{m,e} \) for \( (m, e, j) \neq (m_0, e', h'_{m_0, e'}) \), \( q^{j}_{e} \) is replaced by \( q^{j}_{e} \), and \( p^{j}_{m_0, e'} \) is replaced by a rational tail with additional marked points \( p^{j}_{m_0, e_0} \) and \( q^{j}_{e_1} \). The resulting stable maps corresponds to points in a dense open set of \( Y(d(0), \Gamma(0), \Delta(0); d(1), \Gamma(1), \Delta(1)). \)

Proposition 2.11. Every component of \( X(E) \) is reduced of dimension

\[ (n + 1)d + (n - 3) - \sum_{m,e} (n + m - e - 2)h_{m,e} - \sum_{e} (n - 1 - e)i_{e}. \]

The general element of each component is (a map from) an irreducible curve.

If \( \sum_{k=0}^{l} E(k) = E \), then every component of \( Y(E(0); \ldots; E(l)) \) is reduced of dimension \( \dim X(E) - 1. \)

Proof. We will prove the result about \( \dim X(E) \) in the special case \( \tilde{i} = \tilde{0} \) and \( h_{m,e} = 0 \) when \( e < n - 1 \). Then the result holds when \( \tilde{i} = i_{n-1} \tilde{e}_{n} \) by Proposition 2.8 (applied \( i_{n} \) times), and we can invoke Proposition 2.9 repeatedly to obtain the result in full generality. (This type of reduction will be used often.) In this special case, we must prove that each component of \( X(E) \) is reduced of dimension

\[ (n + 1)d + (n - 3) - \sum_{m} (m - 1)h_{m,n-1}. \]

The natural map \( \mathcal{X}(E) \to \mathcal{X}_1(\hat{E}) \) induced by

\[ \rho_A : \overline{\mathcal{M}}_{0, \sum h_{m,n-1}}(\mathbb{P}^n, d) \to \overline{\mathcal{M}}_{0, \sum h_{m,n-1}}(\mathbb{P}^1, d) \]

is smooth of relative dimension \( (n - 1)(d + 1) \) at a general point of any component of \( \mathcal{X}(E) \) by Proposition 2.7. The stack \( \mathcal{X}_1(\hat{E}) \) is reduced.
of dimension $2d - 1 - \sum (m - 1)h_{m,n-1}$ by Subsection 1.2, so $\mathcal{X}(\mathcal{E})$ is reduced of dimension

$$(n - 1)(d + 1) + \dim \mathcal{X}_1(\hat{\mathcal{E}}) = (n + 1)d + (n - 3) - \sum_m (m - 1)h_{m,n-1}$$

as desired. As the general element of $\mathcal{X}_1(\hat{\mathcal{E}})$ is (a map from) an irreducible curve, the same is true of $\mathcal{X}(\mathcal{E})$, and thus $X(\mathcal{E})$.

The same argument works for $Y$, as in Subsection 1.2 it was shown that $\dim Y_1(\hat{\mathcal{E}}) = \dim X_1(\hat{\mathcal{E}}) - 1$. □

The following proposition is completely irrelevant to the rest of the argument. It is included to ensure that we are actually counting what we want.

**Proposition 2.12.** If $n \geq 3$, and $(C, \{p_{m,e}^j\}, \{q_{e}^j\}, \pi)$ is the stable map corresponding to a general point of a component of $X(\mathcal{E})$, then $C \cong \mathbb{P}^1$ (with distinct marked points), and $\pi$ is a closed immersion.

**Proof.** By Propositions 2.8 and 2.9 again, we can assume $\vec{i} = \vec{0}$ and $h_{m,e} = 0$ when $e < n - 1$. By the previous proposition, the curve $C$ is irreducible. We need only check that $\pi$ is a closed immersion. The line bundle $\mathcal{O}_C(d)$ is very ample, so a given non-zero section $s_0$ and three general sections $t_1, t_2, t_3$ will separate points and tangent vectors. If $\pi = (s_0, s_1, s_2, s_3, \ldots)$ then the infinitesimal deformation $(s_0, s_1 + \varepsilon t_1, s_2 + \varepsilon t_2, s_3 + \varepsilon t_3, s_4, \ldots)$ will separate points and tangent vectors and still lie in $X(\mathcal{E})$. As $(C, \{p_{m,e}^j\}, \{q_{e}^j\}, \pi)$ corresponds to a general point in $X(\mathcal{E})$, the map $\pi$ must be an immersion at this point. □

2.3. Degenerations set-theoretically. Fix $\mathcal{E} = (d, \vec{h}, \vec{i})$ and a non-negative integer $E$, and let $\Gamma$ and $\Delta$ be sets of general linear spaces of $\mathbb{P}^n$ (as in the definition of $X(d, \Gamma, \Delta)$). Let $q$ be the marked point corresponding to one of the (general) $E$-planes $Q$ in $\Delta$.

Let $D_H = \{\pi(q) \in H\}$ be the divisor on $X(\mathcal{E})$ that corresponds to requiring $q$ to lie on $H$. In this section, we will determine the components of $D_H$. That is, we will give a list of subvarieties, and show that the components of $D_H$ are a subset of this list. In the next section, we will determine the multiplicity with which each component appears.
In particular, we will see that the multiplicity of each component is at least one, so each element of the list is indeed a component of $D_H$.

But first, let us relate this result to the enumerative problem we wish to solve. If $X(\mathcal{E}^-)$ is a finite set of reduced points, we can determine $\#X(\mathcal{E}^-)$ by specializing one of the linear spaces of $\Delta$, of dimension $E - 1$, to lie in the hyperplane $H$ (see Figure 9). Define $\mathcal{E}$ by

$$(d, \bar{h}, \bar{i}) = (d^-, \bar{h}^-, \bar{i}^- + \bar{\epsilon}_E - \bar{\epsilon}_{E-1}).$$

Then $X(\mathcal{E})$ is a dimension 1 variety by Proposition 2.11. Let $q$ be the marked point on one of the $E$-planes $Q$ in $\Delta^-$. The conditions of $\mathcal{E}$ are weaker than those of $\mathcal{E}^-$: in $\mathcal{E}$ we allow $q$ to lie on a linear space of dimension one more than in $\mathcal{E}^-$. Let $D_{H'}$ be the divisor on $X(\mathcal{E})$ that corresponds to requiring $q$ to lie on a fixed general hyperplane $H'$ in $\mathbb{P}^n$. Then the divisor $D_{H'}$ on $X(\mathcal{E})$ is $X(\mathcal{E}^-)$ by Proposition 2.9. If we specialize $H'$ to $H$, $H' \cap Q$ will specialize to a general $(E - 1)$-plane $H \cap Q$ in $H$. As $(D_H) \sim (D_{H'})$ as divisor classes on the complete curve $X(\mathcal{E})$, $\deg D_H = \deg D_{H'}$. So to calculate $\#X(\mathcal{E}^-)$, we can simply enumerate the points $D_H$ on $X(\mathcal{E})$, with the appropriate multiplicity. Only enumeratively meaningful divisors on $X(\mathcal{E})$ are relevant to such enumerative calculations: we are counting points on $X(\mathcal{E})$, which are obviously enumeratively meaningful.

The components of $D_H$ on $X(\mathcal{E})$ are given by the following result.

**Theorem 2.13.** If $\Gamma$ and $\Delta$ are general, each component of $D_H$ (as a divisor on $X(d, \Gamma, \Delta)$) is a component of

$$Y(d(0), \Gamma(0), \Delta(0); \ldots; d(l), \Gamma(l), \Delta(l))$$

![Figure 9. Specializing $H' \cap Q$ to lie in $H$](image-url)
for some \( l, E(0), \ldots, \Delta(l) \), with 
\[
E = \sum_{k=0}^{l} E(k), \quad \Gamma = \bigcup_{k=0}^{l} \Gamma(k), \\
\Delta = \bigcup_{k=0}^{l} \Delta(k), \quad Q \in \Gamma(0).
\]

Proof. We may assume that \( h_{m,e} = 0 \) unless \( e = n-1 \), and that \( \vec{t} = \vec{c}_n \) (and that \( E = n \) and \( q = q_1^n \)). The general case follows by adding more marked points (Proposition 2.8) and requiring each marked point to lie on a certain number of general hyperplanes (Proposition 2.9).

With these assumptions, the result becomes much simpler. The stack \( X(d, \vec{h}, \vec{i}) \) is the universal curve over \( X(d, \vec{h}, \vec{0}) \), and we are asking which points of the universal curve lie in \( \pi^{-1}H \).

Let \( (C, \{p_{m,n-1}^j\}, q, \pi) \) be the stable map corresponding to a general point of a component of \( D_H \). Choose a general \((n-2)\)-plane \( A \) in \( H \). The set \( \pi^{-1}A \) is a union of reduced points on \( C \), so by Proposition 2.7, \( \rho_A \) is smooth (as a morphism of stacks) at the point representing \( (C, \{p_{m,n-1}^j\}, q, \pi) \) (by Proposition 2.7). As a set, \( D_H \) contains the entire fiber of \( \rho_A \) above \( \rho_A(C, \{p_{m,n-1}^j\}, q, \pi) \), so \( \rho_A(D_H) \) is a Weil divisor on \( X_1(\hat{E}) \) that is a component of \( \{\pi(q) = z\} \) where \( z = \rho_A(H) \). By Theorem 1.9, the curve \( C \) is a union of irreducible components \( C(0) \cup \cdots \cup C(l') \) with \( \rho_A \circ \pi(C(0)) = z \) (i.e. \( \pi(C(0)) \subset H \)), \( C(0) \cap C(k) \neq \emptyset \), and the marked points split up among the components: \( \vec{\eta} = \sum_{k=0}^{l'} \vec{\eta}(k) \). If \( d(0) = \deg \pi|_{C(0)} \), then \( d(0) \) of the curves \( C(1), \ldots, C(l') \) are rational tails that are collapsed to the \( d(0) \) points of \( C(0) \cap A \); they contain no marked points. Let \( l = l' - d(0) \). Also, \( \vec{\eta}(k) = \vec{0} \) for \( k > 0 \), as the only incidence condition in \( \vec{t} \) was \( q \in Q \), and \( q \in C(0) \).

Therefore this component of \( D_H \) is contained in

\[
Y = Y(d(0), \Gamma(0), \Delta(0); \ldots; d(l), \Gamma(l), \Delta(l)).
\]

But \( \dim Y = \dim X(\mathcal{E}) - 1 \) (by Proposition 2.11), so the result follows. \[\square\]

For enumerative calculations, we need only consider enumeratively meaningful components. With this in mind, we restate Theorem 2.13 in language reminiscent of [CH3]. Let \( \phi \) be the isomorphism of Proposition 2.10. The following theorem will be more convenient for computation.
Theorem 2.14. If $\Gamma$ and $\Delta$ are general, each enumeratively meaningful component of $D_H$ (as a divisor on $X(d, \Gamma, \Delta)$) is one of the following.

(I) A component of $\phi(X(d', \Gamma', \Delta'))$, where, for some $m_0, e$, $1 \leq j_0 \leq h_{m_0,e}$, $e' := e_0 + E - n \geq 0$:
- $d' = d$, $h' = h - \varepsilon_{m_0,e} + \varepsilon_{m_0,e'}$, $i' = i - \varepsilon_E$
- $\Gamma_{m,e}^{j} = \Gamma_{m,e}^{j'}$ if $(m, e) \neq (m_0, e_0)$
- \{\Gamma_{l,m_0,e}^{j}\} = \{\Gamma_{l,m_0,e}^{j'}\} \setminus \{\Gamma_{l,m_0,e}^{j_0}\}$
- $\Gamma_{m_0,e'}^{l} = \Gamma_{m_0,e}^{l} \cap Q$
- $\Delta_{l,e}^{j} = \Delta_{l,e}^{j'}$ if $e \neq E$, and \{\Delta_{l,e}^{j}\} = \{\Delta_{l,e}^{j'}\} \setminus \{Q\}$.

(II) A component of $Y(d(0), \Gamma(0), \Delta(0); \ldots; d(l), \Gamma(l), \Delta(l))$ for some $l$, $\mathcal{E}(0)$, $\ldots$, $\mathcal{E}(l)$, with $\mathcal{E} = \sum_{k=0}^{l} \mathcal{E}(k)$, $\Gamma = \cup_{k=0}^{l} \Gamma(k)$, $\Delta = \cup_{k=0}^{l} \Delta(k)$, $Q \in \Gamma(0)$, and $d(0) > 0$.

Call these components Type I components and Type II components respectively.

Proof. Consider a component $Y$ of $D_H$ that is not a Type II component (so $d(0) = 0$). Let $\{C(0) \cup \cdots \cup C(l), \{p_{m,e}^{j}\}, q, \pi\}$ be the stable map corresponding to a general point of $Y$. The curve $C(0)$ has at least 3 special points: $q$, one of $\{p_{m,e}^{j}\}$ (call it $p_{m_0,e_0}^{j_0}$), and $C(0) \cap C(1)$. If $C(0)$ had more than 3 special points, then the component would not be enumeratively meaningful, due to the moduli of the special points of $C(0)$. Thus $l = 1$, and $Y$ is a Type I component.

2.4. Multiplicity calculations. In Subsection 2.3, we saw that, in a neighborhood of a general point of a component of the divisor $D_H$, there was a smooth morphism $\rho_A$ to $X_1(\mathcal{E})$ whose behavior at the corresponding divisor we understood well. For this reason, the multiplicity will be easy to calculate. We will see that the multiplicity with which the component $Y(\mathcal{E}(0); \ldots; \mathcal{E}(l))$ appears is $\prod_{k=1}^{l} m^k$, where $m^k = d(k) - \sum_{m,e} m h_{m,e}(k)$ as defined earlier. As usual, Propositions 2.8 and 2.9 allow us to assume that $h_{m,e} = 0$ unless $e = n - 1$, and $i = \varepsilon_n$.

Recall that $X_1(\mathcal{E})$ is the closure of the (locally closed) subvariety of $\overline{\mathcal{M}}_{0, \sum h_{m,n-1}+1}(\mathbb{P}^1, d)$ parametrizing stable maps from pointed rational curves with points $\{p_{m,n-1}^{j}\}_{1 \leq j \leq h_{m,n}}$, $q$ such that $\pi^* z = \sum_{m} m p_{m,n-1}^{j}$. By
Consider $Y_1 = Y_1(\hat{E}(0), \dotsc, \hat{E}(l), \hat{E}'(1), \dotsc, \hat{E}'(d(0)))$ where $\hat{E}'(i) = (1, 0, 0)$. The general point of $Y$ is a map from a tree of rational curves $A^0, A^1, \dotsc, A^l, B^1, \dotsc, B^{d(0)}$ with $A^0$ intersecting the other components and mapping to $z$, $B^1, \dotsc, B^{d(0)}$ mapping to $\mathbb{P}^1$ with degree 1, and $A^k$ mapping to $\mathbb{P}^1$ with degree $d(k)$ (for $k > 0$), with

$$(\pi |_{A^k})^* z = \sum_m \left( \sum_j m p_{m,n}^j (k) \right) + n^k (A^k \cap A_1).$$

The rest of the marked points (including $q$) are on $A^0$. By Theorem 1.9, $Y_1$ is a Weil divisor on $X_1(\hat{E})$.

Let $D$ be the Cartier divisor on $X_1(\hat{E})$ defined by $\{\pi(q) = z\}$.

Choose a general point $(C, \{p_{m,n}^j\}, q, \pi)$ of our component. Note that that the image $\rho_A(C, \{p_{m,n}^j\}, q, \pi)$ is a general point of $Y_1$, with $A^k = C(k)$ (for $0 \leq k \leq l$). The additional components $B^1, \dotsc, B^{d(0)}$ come from the $d(0)$ intersections of $C(0)$ with the general $(n-2)$-plane $A$ of $H$.

**Lemma 2.15.** In a neighborhood of $(C, \{p_{m,n}^j\}, q, \pi)$:

(a) $\overline{\mathcal{M}}_{0,\sum h_{m,n-1}+1}(\mathbb{P}^n, d) \to \overline{\mathcal{M}}_{0,\sum h_{m,n-1}+1}(\mathbb{P}^1, d)$ is a smooth morphism of smooth stacks or algebraic spaces. Equivalently, the morphism is smooth on the level of deformation spaces.

(b) The diagram

$$
\begin{array}{ccc}
\mathcal{X}(\mathcal{E}) & \longrightarrow & \overline{\mathcal{M}}_{0,\sum h_{m,n-1}+1}(\mathbb{P}^n, d) \\
p & & \downarrow p \\
\mathcal{X}_1(\hat{E}) & \longrightarrow & \overline{\mathcal{M}}_{0,\sum h_{m,n-1}+1}(\mathbb{P}^1, d)
\end{array}
$$

is a fiber square.

(c) The component $\mathcal{Y}(\mathcal{E}(0); \dotsc; \mathcal{E}(l))$ is $p^* \mathcal{Y}_1$ on $\mathcal{X}(\mathcal{E})$.

(d) As Cartier divisors, $p^* D = D_H$.

**Proof.** Part (a) is Proposition 2.7. Both (b) and (c) are clearly true set-theoretically, and the fact that they are true stack-theoretically follows from (a). Part (d) is clear: the divisor $D_H$ is $\{\pi(q) \in H\}$, and the
divisor $D$ is $\{p_A(\pi(q)) = z\}$, where $p_A$ is the projection from $A$ in $\mathbb{P}^n$.

Combining these four statements with Theorem 1.9 and Corollary 1.5, we have:

**Theorem 2.16.** The multiplicity of $D_H$ along the component $Y' = Y(\mathcal{E}(0); \ldots; \mathcal{E}(l))$ is the multiplicity of $D$ along $Y$, which is $\prod_{k=1}^{l} m^k$. In an étale or formal neighborhood of a general point of $Y'$, $X(\mathcal{E})$ is isomorphic to

$$\text{Spec} \mathbb{C}[[a, b_1, \ldots, b_l, c_1, \ldots, c_{\dim X(\mathcal{E})-1}]]/(a = b_1^{m^1} = \cdots = b_l^{m^l})$$

where $D_H$ is given by $a = 0$.

Thus if $\lambda = \text{lcm}(m^1, \ldots, m^l)$, then $X(\mathcal{E})$ has $\prod m^k/\lambda$ distinct reduced branches in an étale neighborhood of a general point of $Y$, all smooth if and only if $\lambda = m^k$ for some $k$.

2.4.1. Multiplicity of $D_H$ along Type I components. Recall that a Type I component parametrizes those stable maps in $X(\mathcal{E})$ where one of the marked points $p_{m_0,e_0}^{j_0}$ is mapped to the linear space $Q$: call this component $Z = Z(m_0,e_0,j_0)$. By the above argument, $Z$ appears with multiplicity $m_0$. But the following argument is more direct.

By Propositions 2.8 and 2.9, we may assume $h_{m,e} = 0$ unless $e = n - 1$, and $\vec{i} = \vec{e}_m$. The stack $\mathcal{X}(\mathcal{E})$ is the universal curve over $\mathcal{X}(d, \vec{h}, \vec{e})$, and the Type I component $Z(m_0,e_0,j_0)$ corresponds to the section $p_{m_0,e_0}^{j_0}$ of the universal curve. On the general fiber $C$ of the family $\mathcal{X}(\mathcal{E}) \rightarrow \mathcal{X}(d, \vec{h}, \vec{e})$, $D_H = \sum mp_{m,e}^{i}$. Hence $D_H$ contains $Z(m_0,e_0,j_0)$ with multiplicity $m_0$.

2.5. Recursive formulas.

2.5.1. The enumerative geometry of $Y$ from that of $X$. Now that we inductively understand the enumerative geometry of varieties of the form $X(\mathcal{E})$, we can compute $\#Y(\mathcal{E}(0); \ldots; \mathcal{E}(l))$.

The method can be seen through a simple example. Fix a hyperplane $H \subset \mathbb{P}^4$. In $\mathbb{P}^4$ the number of ordered pairs of lines $(L_0, L_1)$ consisting of lines $L_0 \subset H$ and $L_1 \subset \mathbb{P}^4$, with $L_0$ intersecting 3 fixed general lines
a₁, a₂, a₃ in H, L₁ intersecting 5 fixed general 2-planes b₁, ..., b₅ in \( \mathbb{P}^4 \), and L₀ intersecting L₁ (see Figure 10), can be determined as follows.

There is a one-parameter family of lines L₀ in H intersecting the general lines a₁, a₂, a₃, and this family sweeps out a surface S ⊂ H of some degree \( d₀ \). The degree \( d₀ \) is the number of lines \( l₀ \) intersecting the lines a₁, a₂, and a₃ and another general line in H, so this is \#X₃(\( \mathcal{E}'(0) \)) for \( d'(0) = 1 \), \( h'(0) = \vec{e}_{1,2} \), \( i'(0) = 4\vec{e}_{1} \). There is also a one-parameter family of lines L₁ intersecting the general 2-planes b₁, ..., b₅, and the intersection point of such L₁ with H sweeps out a curve C ⊂ H of some degree \( d₁ \). The degree \( d₁ \) is the number of lines intersecting the 2-planes b₁, ..., b₅ in \( \mathbb{P}^4 \) and another general 2-plane in H. Thus \( d₁ = \#X₄(\mathcal{E}'(1)) \) for \( d'(1) = 1 \), \( h'(1) = \vec{e}_{1,2} \), \( i'(1) = 5\vec{e}_{1} \). The answer we seek is \#(C ∩ S) = d₀d₁.

The same argument in general yields:

**Proposition 2.17.**

\[
\#Y_n(\mathcal{E}(0); \ldots ; \mathcal{E}(l)) = \frac{\#X_{n-1}(\mathcal{E}'(0))}{d(0)!} \prod_{k=1}^{l} \#X_n(\mathcal{E}'(k))
\]
where

- $h'(0) = d(0)\bar{e}_{1,n-2}$
- $i'_e(0) = i_{e+1}(0) + \#\{\dim X_n(\mathcal{E}(k)) = e\}_{1\leq k \leq l} + \sum_m h_{m,e}(0)$
- for $1 \leq k \leq l$, $\bar{t}(k) = \tilde{t}(k)$ and $\bar{h}'(k) = \bar{h}(k) + \bar{e}_{m^k,n-1-\dim X_n(\mathcal{E}(k))}$.

The $d(0)!$ is included to account for the $d(0)!$ possible labelings of the intersection points of a degree $d(0)$ curve in $H$ with a fixed general hyperplane $H'$ of $H$.

The following result is trivial but useful.

**Proposition 2.18.** If the data $\mathcal{E}'$ is the same as $\mathcal{E}$ except $\bar{t} = \bar{t} + \bar{e}_{n-1}$, then $\#X(\mathcal{E}') = d \cdot \#X(\mathcal{E})$.

**Proof.** The stable maps in $X(\mathcal{E}')$ are just the stable maps in $X(\mathcal{E})$ along with a marked point mapped to a fixed general hyperplane. There are $d$ choices of this marked point. (This is analogous to the divisorial axiom for Gromov Witten invariants, cf. [FP] p. 35 (III).) 

We now summarize the results of Subsections 2.3 and 2.4. Along with Propositions 2.17 and 2.18, this will give an algorithm to compute $\#X(\mathcal{E})$ for any $\mathcal{E}$. (Proposition 2.18 isn’t strictly necessary, but will make the algorithm faster.) The only initial data needed is the “enumerative geometry of $\mathbb{P}^1$": the number of stable maps to $\mathbb{P}^1$ of degree 1 is 1.

Given $\mathcal{E}$, fix an $E$ such that $i_E > 0$. Partitions of $\mathcal{E}$ are simultaneous partitions of $d$, $\bar{h}$, and $\bar{t}$. Define multinomial coefficients with vector arguments as the product of the multinomial coefficients of the components of the vectors:

$$
\left(\bar{h}(0), \ldots, \bar{h}(l)\right) = \prod_{m,e} h_{m,e}(0), \ldots, h_{m,e}(l),
$$

$$
\left(\bar{t}(0), \ldots, \bar{t}(l)\right) = \prod_e i_e(0), \ldots, i_e(l).
$$

Define $\mathcal{E}^-$ by $(d^-, \bar{h}^-, \bar{t}^-) = (d, \bar{h}, \bar{t} - \bar{e}_E + \bar{e}_{E-1})$, and let $\Gamma^- = \Gamma$ and $\Delta^- = \Delta \cup \{\Delta_{E}^i E \cap H'\} \setminus \{\Delta_{E}^i E\}$ where $H'$ is a general hyperplane. (This notation was used earlier, in Subsection 2.3.)
Theorem 2.19. In $A^1(X_n(d, \Gamma, \Delta))$, the cycle $X_n(d^-, \Gamma^-, \Delta^-)$ is rationally equivalent to

$$\sum \left( \prod_{k=1}^l m^k \right) Y_n(d(0), \Gamma(0), \Delta(0) ; \ldots ; d(l), \Gamma(l), \Delta(l))$$

where the sum is over all $l$, $\mathcal{E}(0)$, $\ldots$, $\Delta(l)$, with $\mathcal{E} = \sum_{k=0}^l \mathcal{E}(k)$, $\Gamma = \prod_{k=0}^l \Gamma(k)$, $\Delta = \prod_{k=0}^l \Delta(k)$, $\Gamma_{\mathcal{E}} E \in \Gamma(0)$.

Proof. The left side is rationally equivalent (in $X_n(\mathcal{E})$) to $D_H = \{ \pi(q_{\mathcal{E}} E) \in H \}$. The right side is set-theoretically $D_H$ by Theorem 2.13, and the multiplicity $\prod m^k$ was determined in Subsection 2.4. If $\#X_n(\mathcal{E}^-)$ is finite, the following statement is more suitable for computation.

Theorem 2.20. $\#X_n(\mathcal{E}^-) = \sum_{m,e} m h_{m,e} \cdot \#X_n(\mathcal{E}'(m, e))$

$$+ \sum \left( \prod_{k=1}^l m^k \right) \left( \tilde{h}(0), \ldots, \tilde{h}(l) \right) \left( \tilde{i}(0) - \tilde{\epsilon}_{\mathcal{E}}, \tilde{i}(1), \ldots, \tilde{i}(l) \right)$$

$$\cdot \#Y_n(\mathcal{E}(0) ; \ldots ; \mathcal{E}(l))$$

$$\cdot \text{Aut}(\mathcal{E}(1) ; \ldots ; \mathcal{E}(l))$$

where, in the first sum, $\mathcal{E}'(m, e) = (d, \tilde{h} - \epsilon_{m,e} + \epsilon_{m,e+E-n}, \tilde{i} - \tilde{\epsilon}_{\mathcal{E}})$; the second sum is over all $l$ and all partitions $\mathcal{E}(0)$, $\ldots$, $\mathcal{E}(l)$ of $\mathcal{E}$ with $d(0) > 0$.

This follows from Theorem 2.14 and the multiplicity calculations of Subsection 2.4. The only new points requiring explanation are the combinatorial aspects: the $h_{m,e}$ in the first sum, and the “Aut” and various multinomial coefficients in the second. In Theorem 2.14, the Type I components were indexed by $(m_0, e_0, j_0)$. But for fixed $(m_0, e_0)$, $\#X(\mathcal{E}'(m_0, e_0))$ is independent of $j_0$, so the above formula eliminates this redundancy. Similarly, in Theorem 2.14, the Type II components were indexed by partitions of the points $\{p_{m,e, j}^k \}_{m,e,j}$ and $\{ q_{e,j} \} \backslash \{ q \}$, but the value of $\#Y_n(\mathcal{E}(0) ; \ldots ; \mathcal{E}(l))$ depends only on $\{ \tilde{h}(k), \tilde{i}(k) \}_{k=0}^l$ and not on the actual partitions. The multinomial coefficients in the second line eliminate this redundancy. Finally, we divide the last term by $\text{Aut}(\mathcal{E}(1) ; \ldots ; \mathcal{E}(l))$ to ensure that we are counting each Type II component once.
2.5.2. Transposing these results to subvarieties of the Hilbert scheme.

Our original result was an equality of divisors on $X(\mathcal{E})$. We will briefly sketch the analogous equality in the Chow ring of the Hilbert scheme.

Assume for convenience that $n \geq 3$, and that $h_{m,e} = i_e = 0$ when $e > n - 2$. By Proposition 2.12, there is a dense open subset $U$ of $X(\mathcal{E})$ such that the image of the map corresponding to a point on $U$ is smooth. We can take a smaller $U$ such that the images of the corresponding maps intersect each $\Gamma_{m,e}$ and $\Delta_{e}$ in one point.

Define the closed subscheme $X^{\text{Hilb}}(\mathcal{E})$ of the Hilbert scheme to be the closure of the points $U^{\text{Hilb}}$ representing the images of the maps corresponding to points of $U$. The subvarieties $Y_{\text{Hilb}}(\mathcal{E}(0); \ldots; \mathcal{E}(l))$ can be defined analogously. There is a rational map

$$\psi : X^{\text{Hilb}}(\mathcal{E}) \dasharrow X(\mathcal{E})$$

that restricts to an isomorphism from $U^{\text{Hilb}}$ to $U$. (The map $\psi$ is the inverse of the rational map $\xi$ defined in Subsubsection 2.1.3.) Let $\Phi_1$, $\Phi_2$ be the projection of the graph of $\psi$ to $X^{\text{Hilb}}(\mathcal{E})$ and $X(\mathcal{E})$ respectively. The exceptional divisors of $\psi$ are defined to be the image under $\Phi_1$ of the divisors on the graph collapsed by $\psi_2$. (It is not clear to the author if such divisors exist.) Then Theorem 2.19 can be reinterpreted as follows.

**Theorem 2.21.** In $A^1(X^{\text{Hilb}}(d, \Gamma, \Delta))$, modulo the exceptional divisors of $\psi$,

$$X^{\text{Hilb}}(d^-, \Gamma^-, \Delta^-) = \sum \left( \prod_{k=1}^{l} m^k \right) Y^{\text{Hilb}}(d(0), \Gamma(0), \Delta(0); \ldots; d(l), \Gamma(l), \Delta(l))$$

where the sum is over all $l$, $\mathcal{E}(0), \ldots, \Delta(l)$, with $\mathcal{E} = \sum_{k=0}^{l} \mathcal{E}(k)$, $\Gamma = \prod_{k=0}^{l} \Gamma(k)$, $\Delta = \prod_{k=0}^{l} \Delta(k)$, $\Gamma^{i_\mathcal{E}}_E \in \Gamma(0)$.

This result follows from Theorem 2.19 and the multiplicity calculations of Subsection 2.4.

3. **Elliptic Curves in Projective Space**

In this section, we extend our methods to study the geometry of varieties $W(\mathcal{E})$ parametrizing degree $d$ elliptic curves in $\mathbb{P}^n$ intersecting fixed general linear spaces and tangent to a fixed hyperplane $H$ with fixed multiplicities along fixed general linear subspaces of $H$. We use
the same general ideas as in the preceding section: we work with the variety $\overline{M}_{1,m}(\mathbb{P}^n, d)$ (and the stack $\mathcal{M}_{1,m}(\mathbb{P}^n, d)$) and specialize linear spaces (which the curve is required to intersect) to lie in $H$ one at a time. Many arguments will carry over wholesale. The main additions deal with new types of degenerations.

3.0.3. Example: Cubic elliptic space curves. The example of smooth elliptic cubics in $\mathbb{P}^3$ illustrates some of the degenerations we will see, and shows a new complication. There are 1500 smooth elliptic cubics in $\mathbb{P}^3$ through 12 general lines, and we can use the same degeneration ideas to calculate this number. Figure 11 is a pictorial table of the degenerations; smooth elliptic curves are indicated by an open circle.
The degenerations marked with an asterisk have a new twist. For example, consider the cubics through 9 general lines $L_1, \ldots, L_9$ and 3 lines $L_{10}, L_{11}, L_{12}$ in $H$ (in row 9) and specialize $L_9$ to lie in $H$. The limit cubic could be a smooth plane curve in $H$ (the left-most picture of row 8 in the figure). In this case, it must pass through the eight points $L_1 \cap H, \ldots, L_8 \cap H$. But there is an additional restriction. The cubics (before specialization) intersected $L_{10}, L_{11}, L_{12}$ in three points $p_{10}, p_{11}, p_{12}$ ($p_i \in L_i$), and as elliptic cubics are planar, these three points must have been collinear. Thus the possible limits are those curves in $H$ through $L_1 \cap H, \ldots, L_8 \cap H$ and passing through collinear points $p_{10}, p_{11}, p_{12}$ (with $p_i \in L_i$). (There is also a choice of a marked point of the curve on $L_9$, which will give a multiplicity of 3.) This collinearity condition can be written as $\pi^*(\mathcal{O}(1)) = p_{10} + p_{11} + p_{12}$ in the Picard group of the curve. The existence of such degenerations is analogous to the divisorial condition of Theorem 1.10.

We will have to count elliptic curves with such a divisorial condition involving the marked points; this locus forms a divisor on a variety of the form $W(\mathcal{E})$. Fortunately, we can express this divisor in terms of divisors we understand well (Subsubsection 3.5.5). Thus as a side benefit, we get enumerative data about elliptic curves in $\mathbb{P}^n$ with certain incidence and tangency conditions, and a divisorial condition as well.

3.1. Notation and summary. For convenience, let $\xi_e, \xi_{m,e}$ be the natural basis vectors: $(\xi_e)_{e'} = 1$ if $e = e'$ and 0 otherwise; and $(\xi_{m,e})_{m',e'} = 1$ if $(m, e) = (m', e')$, and 0 otherwise. Fix a hyperplane $H$ in $\mathbb{P}^n$, and a hyperplane $A$ of $H$. From the previous section, recall the definitions of “enumeratively meaningful”, $X(\mathcal{E}), \mathcal{X}(\mathcal{E}), Y(\mathcal{E}(0); \ldots; \mathcal{E}(l))$, and $\mathcal{Y}(\mathcal{E}(0); \ldots; \mathcal{E}(l))$.

Motivated by the analysis in Subsection 1.2 of divisors on subvarieties of $\overline{M}_{1,m}(\mathbb{P}^1, d)$, we define five new classes of varieties, labeled $W, Y^a, Y^b, Y^c$, and $Z$ and corresponding stacks, labeled $\mathcal{W}, \mathcal{Y}^a, \mathcal{Y}^b, \mathcal{Y}^c$, and $\mathcal{Z}$.

3.1.1. The schemes $W(\mathcal{E})$. The objects of primary interest to us are smooth degree $d$ elliptic curves in $\mathbb{P}^n (n \geq 2)$ intersecting a fixed hyperplane $H$ with various multiplicities along various linear subspaces of $H$, and intersecting various general linear spaces in $\mathbb{P}^n$. We will examine these objects as stable maps from marked curves to $\mathbb{P}^n$ (where the markings will be the various intersections with $H$ and incidences).
Let \( n \) and \( d \) be positive integers, and let \( H \) be a hyperplane in \( \mathbb{P}^n \). Let 
\[
\vec{h} = (h_{m,e})_{m \geq 1, e \geq 0}
\]
and 
\[
\vec{i} = (i_e)_{e \geq 0}
\]
be sets of non-negative integers. Let 
\[
\Gamma = \{ \Gamma^j_{m,e} \}_{m \geq 1, e \leq m} \text{ be a set of linear spaces in } H \text{ where } \dim \Gamma^j_{m,e} = e.
\]
Let \( \Delta = \{ \Delta^j_{e} \}_{1 \leq j \leq e} \) be a set of linear spaces in \( \mathbb{P}^n \) where \( \dim \Delta^j_{e} = e. \)

**Definition 3.1.** The scheme \( W_n(d, \Gamma, \Delta) \) is the (scheme-theoretic) closure of the locally closed subset of \( \overline{M}_{1, \Sigma h_{m,e} + \Sigma i_e}(\mathbb{P}^n, d) \) (where the marked points are labeled \( \{p_{m,e}^j\}_{1 \leq j \leq h_{m,e}} \) and \( \{q_{e}^j\}_{1 \leq j \leq i_e} \) representing stable maps \( (C, \{p_{m,e}^j\}, \{q_{e}^j\}, \pi) \) satisfying \( \pi(p_{m,e}^j) \in \Gamma^j_{m,e}, \pi(q_{e}^j) \in \Delta^j_{e}, \pi^*H = \sum_{m,e,j} mp_{m,e}^j, \) and where no components of \( C \) are collapsed by \( \pi \).

In particular, \( \sum_{m,e} mh_{m,e} = d, \) and no component of \( C \) is contained in \( \pi^{-1}H. \) The incidence conditions define closed subschemes of \( \overline{M}_{1, \Sigma h_{m,e} + \Sigma i_e}(\mathbb{P}^n, d) \), so the union of these conditions indeed defines a closed subscheme of \( \overline{M}_{1, \Sigma h_{m,e} + \Sigma i_e}(\mathbb{P}^n, d). \)

Define \( W_n(d, \Gamma, \Delta) \) in the same way as a substack of \( \overline{M}_{1, \Sigma h_{m,e} + \Sigma i_e}(\mathbb{P}^n, d). \) When we speak of properties that are constant for general \( \Gamma \) and \( \Delta \) (such as the dimension), we will write \( W_n(d, \vec{h}, \vec{i}). \) For convenience, write \( \mathcal{E} \) (for "everything") for the data \( d, \vec{h}, \vec{i}, \) so \( W_n(\mathcal{E}) = W_n(d, \vec{h}, \vec{i}). \) Also, the \( n \) will often be suppressed for convenience.

The variety \( W(d, \Gamma, \Delta) \) (analogous to \( X(d, \Gamma, \Delta) \) defined in Section 7) can be loosely thought of as parametrizing degree \( d \) elliptic curves in projective space intersecting certain linear subspaces of \( \mathbb{P}^n, \) and intersecting \( H \) with different multiplicities along certain linear subspaces of \( H. \) For example, if \( n = 3, d = 3, h_{2,0} = 1, h_{1,2} = 1, \) \( W \) parametrizes elliptic cubics in \( \mathbb{P}^3 \) tangent to \( H \) at a fixed point.

In the special case where \( h_{m,e} = 0 \) when \( e < n - 1 \) and \( \vec{i} = \vec{e}_n, \) define \( \check{\mathcal{E}} \) by \( \check{d} = d, \check{i}_1 = 1, \check{h}_{m,0} = h_{m,n-1}. \) We will relate the geometry of \( W_n(\mathcal{E}) \) to that of \( W_1(\check{\mathcal{E}}), \) which was studied in Subsection 1.2. The geometry of \( W_n(\mathcal{E}) \) for general \( \mathcal{E} \) can be understood from this special case.

If the linear spaces \( \Gamma, \Delta \) are general, these varieties have the dimension one would naively expect. The family of degree \( d \) elliptic curves in \( \mathbb{P}^n \) has dimension \( (n + 1)d. \) Requiring the curve to pass through a fixed \( e \)-plane should be a codimension \( (n - 1 - e) \) condition. Requiring the curve to be \( m \)-fold tangent to \( H \) along a fixed \( e \)-plane of \( H \) should be a codimension \( (m - 1) + (n - 1 - e) \) condition. Thus we will show
(Theorem 3.17) that when the linear spaces in $\Gamma$, $\Delta$ are general, each component of $W(d, \Gamma, \Delta)$ has dimension

$$(n + 1)d - \sum_{m,e} (n + m - e - 2)h_{m,e} - \sum_{e} (n - 1 - e)i_{e}.$$ 

Moreover, $W(\mathcal{E})$ is reduced. When the dimension is 0, $W(\mathcal{E})$ consists of reduced points. We call this number $\#W(\mathcal{E})$ — these are the numbers we want to calculate. Define $\#W(\mathcal{E})$ to be zero if $\dim W(\mathcal{E}) > 0$.

For example, when $n = 3$, $d = 3$, $h_{1,2} = 3$, $i_{1} = 12$, $W(\mathcal{E})$ consists of a certain number of reduced points: $3!$ times the number of elliptic cubics through 12 general lines. (The $3!$ arises from the markings of the three intersections of the cubic with $H$.)

3.1.2. The schemes $Y^{a}$, $Y^{b}$, and $Y^{c}$. We will be naturally led to consider subvarieties of $W(d, \Gamma, \Delta)$ which are similar in form to the varieties

$$Y(d(0), \Gamma(0), \Delta(0); \ldots; d(l), \Gamma(l), \Delta(l))$$

of the previous section. Fix $n$, $\mathcal{E}$, $\Gamma$, $\Delta$, and a non-negative integer $l$. Let $\sum_{k=0}^{l} d(k)$ be a partition of $d$. Let the points $\{p_{m,e}^{i}(k)\}_{m,e,j}$ be partitioned into $l + 1$ subsets $\{p_{m,e}^{i}(k)\}_{m,e,j}$ for $k = 0$, $\ldots$, $l$. This induces a partition of $\vec{h}$ into $\sum_{k=0}^{l} \vec{h}(k)$ and a partition of the set $\Gamma$ into $\prod_{k=0}^{l} \Gamma(k)$. Let the points $\{q_{e}^{i}(k)\}_{e,j}$ be partitioned into $l + 1$ subsets $\{q_{e}^{i}(k)\}_{e,j}$ for $k = 0$, $\ldots$, $l$. This induces a partition of $\vec{i}$ into $\sum_{k=0}^{l} \vec{i}(k)$ and a partition of the set $\Delta$ into $\prod_{k=0}^{l} \Delta(k)$. Define $m^{k}$ by $m^{k} = d(k) - \sum_{m} mh_{m}(k)$, and assume $m^{k} > 0$ for all $k = 1$, $\ldots$, $l$.

Definition 3.2. The scheme

$$Y^{a}_{n}(d(0), \Gamma(0), \Delta(0); \ldots; d(l), \Gamma(l), \Delta(l))$$

is the (scheme-theoretic) closure of the locally closed subset of $\overline{\mathcal{M}}_{1, \sum_{m,e} + \sum_{i_{e}}}(\mathbb{P}^{n}, d)$ (where the points are labeled $\{p_{m,e}^{i}(k)\}_{1 \leq j \leq h_{m,e}}$ and $\{q_{e}^{i}(k)\}_{1 \leq j \leq i_{e}}$) representing stable maps $(C, \{p_{m,e}^{i}\}, \{q_{e}^{i}\}, \pi)$ satisfying the following conditions

Y1. The curve $C$ consists of $l + 1$ irreducible components $C(0)$, $\ldots$, $C(l)$ with all components intersecting $C(0)$. The map $\pi$ has degree $d(k)$ on curve $C(k)$ ($0 \leq k \leq l$).

Y2. The points $\{p_{m,e}^{i}(k)\}_{m,e,j}$ and $\{q_{e}^{i}(k)\}_{e,j}$ lie on $C(k)$, and $\pi(p_{m,e}^{i}(k)) \in \Gamma_{m,e}(k)$, $\pi(q_{e}^{i}(k)) \in \Delta_{e}(k)$.
Y3. As sets, $\pi^{-1}H = C(0) \cup \{p_{m,e}^j \}_{m,e,j}$, and for $k > 0$, 
\[
(\pi |_{C(k)})^*H = \sum_{m,e,j} mp_{m,e}^j(k) + m^k(C(0) \cap C(k)).
\]

Y^a4. The curve $C(1)$ is elliptic and the other components are rational.

Conditions Y1–Y3 appeared in the definition of $Y$ (Definition 2.2). Note that $d(k) > 0$ for all positive $k$ by condition Y3.

When discussing properties that hold for general $\{\Gamma_{m,e}^j\}_{m,e,j}$, $\{\Delta_e^j\}_{e,j}$, we will write
\[
Y^a_n(\mathcal{E}(0); \ldots ; \mathcal{E}(l)) = Y^a_n(d(0), \vec{h}(0), \vec{i}(0); \ldots ; d(l), \vec{h}(l), \vec{i}(l)).
\]
The $n$ will often be suppressed for convenience. If $\vec{h}(k) + \vec{i}(k) \neq \vec{0}$ for all $k > 0$, 
\[
Y^a(\mathcal{E}(0), \Gamma(0), \Delta(0); \ldots ; \mathcal{E}(l), \Gamma(0), \Delta(0))
\]
is isomorphic to a closed subscheme of
\[
\overline{M}_{0, \Sigma h(0) + \Sigma i(0) + l}(H, d(0)) \times W(d(1), \Gamma(1), \Delta(1)) \times \prod_{k=2}^l X(d(k), \Gamma'(k), \Delta(k)),
\]
where for $k = 1, \ldots , l$, $\vec{h}'(k) = \vec{h}(k) + \vec{\epsilon}_{m^k,n-1}$ and $\Gamma'(k)$ is the same as $\Gamma(k)$ except $\Gamma_{m^k,n-1+1} = H$.

Define $Y^a_n(\mathcal{E}(0), \Delta(0), \Gamma(0); \ldots ; \mathcal{E}(l), \Delta(l), \Gamma(l))$ as the analogous stack.

**Definition 3.3.** The scheme
\[
Y^b_n(d(0), \Gamma(0), \Delta(0); \ldots ; d(l), \Gamma(l), \Delta(l))
\]
is the (scheme-theoretic) closure of the locally closed subset of $\overline{M}_{1, \Sigma h_{m,e} + \Sigma i_e}(\mathbb{P}^n, d)$ (where the points are labeled $\{p_{m,e}^i\}_{1 \leq j \leq h_{m,e}}$ and $\{q^i_e\}_{1 \leq j \leq i_e}$) representing stable maps $(C, \{p_{m,e}^i\}, \{q^i_e\}, \pi)$ satisfying the conditions Y1–Y2 above, and

Y^b3. As sets, $\pi^{-1}H = C(0) \cup \{p_{m,e}^j \}_{m,e,j}$, and for $k > 1$,
\[
(\pi |_{C(k)})^*H = \sum_{m,e,j} mp_{m,e}^j(k) + m^k(C(0) \cap C(k)).
\]
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Y^4. All components of C are rational. The curves C(0) and C(1) intersect at two distinct points \{a_1, a_2\}. (These points are not marked; monodromy may exchange them.) Also,

\[(\pi|_{C(1)})^*H = \sum_{m,e} \sum_{j=1} h_{m,e}^j H + m_1^1 a_1 + m_2^1 a_2\]

where \(m_1^1 + m_2^1 = m^1\).

Thus \(Y^b(\mathcal{E}(0); \ldots; \mathcal{E}(l))\) is naturally the union of \([m^1/2]\) (possibly reducible) schemes (where \([\cdot]\) is the greatest-integer function), indexed by \(m_1^1\). For convenience, label these varieties

\[\{Y^b(\mathcal{E}(0); \ldots; \mathcal{E}(l))_{m_1^1}\}_{1 \leq m_1^1 < m^1},\]

so \(Y^b(\mathcal{E}(0); \ldots; \mathcal{E}(l))_{m_1^1} = \{Y^b(\mathcal{E}(0); \ldots; \mathcal{E}(l))_{m_1^1}\}_{m^1 - m_1^1}\).

For enumerative reasons, we define a slightly different variety.

**Definition 3.4.** The scheme

\[\tilde{Y}_n^b(d(0), \Gamma(0), \Delta(0); \ldots; d(l), \Gamma(l), \Delta(l))_{m_1^1}\]

is the (scheme-theoretic) closure of the locally closed subset of the universal curve over \(\overline{M}_{[1]} \sum h_{m,e} + \sum i_e (\mathbb{P}^n, d)\) (where the points are labeled \(\{p_i^j\}_{1 \leq j \leq h_{m,e}}\) and \(\{q_i^j\}_{1 \leq j \leq i_e}\), and the point on the universal curve is labeled \(a_1\)) representing stable maps \((C, \{p_i^j\}, \{q_i^j\}, \pi)\) (with additional point \(a_1\)) satisfying the conditions \(Y1, Y2, Y^3, \) and \(Y^4\) above (for some other point \(a_2\)).

There is a morphism \(\tilde{Y}_n^b(d(0), \ldots, \Delta(l))_{m_1^1} \to Y_n^b(d(0), \ldots, \Delta(l))_{m_1^1}\) corresponding to forgetting the point \(a_1\). This morphism is an isomorphism if \(m_1^1 \neq m_2^1\) and it is generically two-to-one when \(m_1^1 = m_2^1\).

When discussing properties that hold for general \(\{\Gamma_{m,e}\}_{m,e,j}, \{\Delta_{e,j}\}_{e,j}\), we will write

\[Y_n^b(\mathcal{E}(0); \ldots; \mathcal{E}(l)) = Y_n^b(d(0), \tilde{h}(0), \tilde{i}(0); \ldots; d(l), \tilde{h}(l), \tilde{i}(l))\]

and

\[\tilde{Y}_n^b(\mathcal{E}(0); \ldots; \mathcal{E}(l)) = \tilde{Y}_n^b(d(0), \tilde{h}(0), \tilde{i}(0); \ldots; d(l), \tilde{h}(l), \tilde{i}(l))\]

The \(n\) will often be suppressed for convenience. If \(\tilde{h}(k) + \tilde{i}(k) \neq \tilde{0}\) for all \(k > 0\), \(\tilde{Y}^b(d(0), \Gamma(0), \Delta(0); \ldots; d(l), \Gamma(l), \Delta(l))\) is isomorphic to a
closed subscheme of

$$\overline{M}_{0, \sum h(0) + \sum i(0) + l + 1}(H, d(0)) \times \prod_{k=1}^{l} X(d(k), \Gamma(k), \Delta(k))$$

for appropriately chosen $\Gamma(k)$, $k = 1, \ldots, l$.

Define $Y^h(d(0), \Delta(0), \Gamma(0); \ldots; d(l), \Delta(l), \Gamma(l))$ as the analogous stack.

**Definition 3.5.** The scheme

$$Y^c_n(d(0), \Gamma(0), \Delta(0); \ldots; d(l), \Gamma(l), \Delta(l))$$

is the (scheme-theoretic) closure of the locally closed subset of $\overline{M}_{1, \sum h_{m,e} + \sum i_e}(\mathbb{P}^n, d)$ (where the points are labeled $\{p_{m,e}^j\}_{1 \leq j \leq h_{m,e}}$ and $\{q_{e}^i\}_{1 \leq j \leq i_e}$) representing stable maps $(C, \{p_{m,e}^j\}, \{q_{e}^i\}, \pi)$ satisfying conditions Y1–Y3, and

$Y^c$. The curve $C(0)$ is elliptic and the other components are rational. The morphism $\pi$ has positive degree on every component.

$Y^c$.5. In $\text{Pic}(C(0))$,

$$\pi^*(\mathcal{O}_{\mathbb{P}^n}(1)) \otimes \mathcal{O}_{C(0)} \left( \sum_{k=1}^{l} m^k (C(0) \cap C(k)) \right)$$

$$\cong \mathcal{O}_{C(0)} \left( \sum_{m,e} \sum_{j=1}^{h_{m,e}(0)} m p_{m,e}^j(0) \right).$$

The divisorial condition $Y^c$.5 is motivated by the ideas of Subsection 1.2. If $\mathcal{E} = \sum_{k=0}^{l} \mathcal{E}(k)$, and $\Gamma$ and $\Delta$ are general with $\Gamma = \coprod_{k=0}^{l} \Gamma(k)$, $\Delta = \coprod_{k=0}^{l} \Delta(k)$, then the variety

$$Y^c_n(d(0), \Gamma(0), \Delta(0); \ldots; d(l), \Gamma(l), \Delta(l))$$

will turn out to be a Weil divisor on $W(d, \Gamma, \Delta)$. The stable map $(C, \{p_{m,e}^j\}, \{q_{e}^i\}, \pi)$ corresponding to a general point of $W(d, \Gamma, \Delta)$ satisfies $\pi^*(\mathcal{O}_{\mathbb{P}^n}(1)) \cong \mathcal{O}_C(\sum_{m,e,j} m p_{m,e}^j)$, and this condition must in some sense be inherited by the map corresponding to a general point on the Weil divisor.

This condition was actually present in $Y^a$ and $Y^b$ (and the Type II component $Y$ of the previous section), but as $C(0)$ was rational in each of these cases, the requirement reduced to

$$d(0) + \sum_{k=1}^{l} m^k = \sum_{m,e} m h_{m,e}(0)$$
Figure 12. Five classes of varieties

which was always true.

When discussing properties that hold for general \( \{ \Gamma^j_{m,e} \}_{m,e,j}, \{ \Delta^j_e \}_{e,j} \), we will write \( Y^c_n(\mathcal{E}(0); \ldots; \mathcal{E}(l)) \). The \( n \) will often be suppressed for convenience. If \( \vec{h}(k) + \vec{i}(k) \neq \vec{0} \) for all \( k > 0 \),

\[
Y^c(d(0), \Gamma(0), \Delta(0); \ldots; d(l), \Gamma(l), \Delta(l))
\]

is isomorphic to a closed subscheme of

\[
\overline{M}_{1, \sum h_m + n + \vec{i}_e(0) + l}(H, d(0)) \times \prod_{k=1}^l X(d(k), \Gamma(k), \Delta(k))
\]

for appropriately chosen \( \Gamma'(k) \).

Define \( Y^c(d(0), \Delta(0), \Gamma(0); \ldots; d(l), \Delta(l), \Gamma(l)) \) as the analogous stack.

The five classes of varieties \( W, X, Y^a, Y^b, Y^c \) are illustrated in Figure 12. In the figure, the dual graph of the curve corresponding to a general point of the variety is given. Vertices corresponding to components mapped to \( H \) are labeled with an \( H \), and vertices corresponding to elliptic components are open circles.

3.1.3. The scheme \( Z(d, \vec{i})_D \). Because of the divisorial condition \( Y^c5 \) in the definition of \( Y^c(\mathcal{E}) \), we will also be interested in the variety parametrizing smooth degree \( d \) elliptic curves in \( \mathbb{P}^n \) \( (n \geq 2) \) with a condition in the Picard group of the curve involving the marked points and \( \pi^*(\mathcal{O}_{\mathbb{P}^n}(1)) \). Let \( d \) and \( n \) be positive integers and \( \vec{i} = (i_e)_{e \geq 0} \) a set of non-negative integers. Let \( \Delta = \{ \Delta^j_e \}_{1 \leq j \leq n} \) be a set of linear spaces in \( \mathbb{P}^n \) where \( \dim \Delta^j_e = e \). Let \( D \) be a linear equation in formal variables \( \{ q^j_e \}_{e,j} \) with integral coefficients summing to \( d \).

**Definition 3.6.** The scheme \( Z_n(d, \Delta)_D \) is the (scheme-theoretic) closure of the locally closed subset of \( \overline{M}_{1, \sum_i} (\mathbb{P}^n, d) \) (where the points are labeled \( \{ q^j_e \}_{1 \leq j \leq n} \)) representing stable maps \((C, \{ q^j_e \}, \pi)\) satisfying the following conditions:
(i) The curve $C$ is smooth,
(ii) $\pi(q_j^e) \in \Delta_j^e$, and
(iii) in $\text{Pic}(C)$, $\pi^*(\mathcal{O}_{\mathbb{P}^n}(1)) \cong \mathcal{O}_C(D)$.

When discussing properties that hold for general $\{\Delta_j^e\}_{e,j}$, we will write $Z_n(d, \vec{i})_{\mathcal{P}}$. The $n$ will often be suppressed for convenience. Define $Z(d, \vec{i})_{\mathcal{P}}$ as the analogous stack.

For example,

$$Z_2(d = 4, i_0 = 11)_{q_0^1 + q_0^2 + q_0^3 + q_0^4}.$$ 

parametrizes the finite number of smooth two-nodal quartic plane curves through 11 fixed general points $\{q_j^0\}_{1 \leq j \leq 11}$ satisfying

$$\pi^*(\mathcal{O}_{\mathbb{P}^2}(1)) \cong \mathcal{O}(q_0^1 + q_0^2 + q_0^3 + q_0^4)$$

in the Picard group of the normalization of the curve.

When $\Gamma$ and $\Delta$ are general, all of the varieties $W$, $Y^a$, $Y^b$, $Y^c$, $Z$ defined above will be seen to be reduced (Propositions 3.17 and 3.18). When the dimension is 0 (and, as before, $\Gamma$ and $\Delta$ are general), they consist of reduced points, and the number of points is independent of $\Gamma$ and $\Delta$. We call this number $\#W(\mathcal{E})$, $\#Y^a(\mathcal{E})$, etc. We will calculate all of these values for all $n$ and $\mathcal{E}$.

3.2. Preliminary results. In this section, we prove preliminary results we will need.

Recall Propositions 2.4 and 2.6, which are collected in the following proposition:

**Proposition 3.7.** Let $\mathcal{A}$ be a reduced irreducible substack of $\overline{\mathcal{M}}_{g,m}(\mathbb{P}^n, d)$, and let $p$ be one of the labeled points. Then there is a Zariski-open subset $U$ of the dual projective space $(\mathbb{P}^n)^*$ such that for all $[H'] \in U$ the intersection $\mathcal{A} \cap \{\pi(p) \in H'\}$, if nonempty, is reduced of dimension $\dim \mathcal{A} - 1$.

Let $\mathcal{B}$ be a proper closed substack of $\mathcal{A}$. Then there is a Zariski-open subset $U'$ of the dual projective space $(\mathbb{P}^n)^*$ such that for all $[H'] \in U'$, each component of $\mathcal{B} \cap \{\pi(p) \in H'\}$ is a proper closed substack of a component of $\mathcal{A} \cap \{\pi(p) \in H'\}$. 
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The following two propositions are variants of Propositions 2.8 and 2.9 of the previous section. The proofs are identical once $X$ is replaced with $\mathcal{W}$.

**Proposition 3.8.** Given $d$, $\vec{h}$, $\vec{i}$, $\Gamma$, $\Delta$, define $\vec{i} = \vec{i} + \vec{e}$ and $\Delta'$ the same as $\Delta$ except $\Delta_n = \mathbb{P}^n$. Then $\mathcal{W}(d, \Gamma, \Delta')$ is the universal curve over $\mathcal{W}(d, \Gamma, \Delta)$.

**Proposition 3.9.** Let $H'$ be a general hyperplane of $\mathbb{P}^n$.

a) The divisor

$$\{ \pi(p_{m,e_0}^j) \in H' \} \subset \mathcal{W}(d, \Gamma, \Delta)$$

is $\mathcal{W}(d, \Gamma', \Delta)$ where

- $\vec{h}' = \vec{h} - \vec{e}_{m,e_0} + \vec{e}_{m,e_0-1}$
- For $(m,e) \neq (m_0,e_0), (m_0,e_0-1)$, $\Gamma_m = \Gamma_{m,e}$.
- $\{ \Gamma_{m_0,e_0}^j \} = \{ \Gamma_{m_0,e_0}^j \} \setminus \{ \Gamma_{m_0,e_0}^j \}$
- $\{ \Delta_{m_0,e_0-1}^j \} = \{ \Gamma_{m_0,e_0-1}^j \} \cup \{ \Gamma_{m_0,e_0}^j \cap H' \}$

b) The divisor

$$\{ \pi(q_{e_0}^j) \in H' \} \subset \mathcal{W}(d, \Gamma, \Delta)$$

is $\mathcal{W}(d, \Gamma, \Delta')$ where

- $\vec{i}' = \vec{i} - \vec{e}_{e_0} + \vec{e}_{e_0-1}$
- For $e \neq e_0, e_0 - 1$, $\Delta'^e = \Delta'^j$.
- $\{ \Delta_{e_0}^j \} = \{ \Delta_{e_0}^j \} \setminus \{ \Delta_{e_0}^j \}$, $\{ \Delta_{e_0-1}^j \} = \{ \Delta_{e_0-1}^j \} \cup \{ \Delta_{e_0}^j \cap H' \}$

An analogous proposition holds for $Z_n(d, \Delta)$. The proof is essentially the same, and is omitted.

**Proposition 3.10.** Let $H'$ be a general hyperplane of $\mathbb{P}^n$. The divisor $\{ \pi(q_{e_0}^j) \in H' \}$ on $Z(d, \Delta)_D$ is $Z(d, \Delta')_D$ where

- $\vec{i}' = \vec{i} - \vec{e}_{e_0} + \vec{e}_{e_0-1}$
- For $e \neq e_0, e_0 - 1$, $\Delta'^e = \Delta'$.
- $\{ \Delta_{e_0}^j \} = \{ \Delta_{e_0}^j \} \setminus \{ \Delta_{e_0}^j \}$, $\{ \Delta_{e_0-1}^j \} = \{ \Delta_{e_0-1}^j \} \cup \{ \Delta_{e_0}^j \cap H' \}$

For a given $\mathcal{E}'$, $\Gamma'$, $\Delta'$, we also have an isomorphism $\phi_1$ between $W(d', \Gamma', \Delta')$ and $Y^a(d(0), \Gamma(0), \Delta(0); d(1), \Gamma(1), \Delta(1))$ (for appropriately chosen $\mathcal{E}(0), \ldots, \Delta(1)$) that is similar to the isomorphism $\phi$ of Proposition 2.10. The notation used in this proposition is the same, and the proof is also identical: the morphism involves attaching a rational tail with two marked points.
Proposition 3.11. Fix $\mathcal{E}$, integers $m_0, e_0, e_1$, and general $\Gamma, \Delta$. Let $j_0 = h_{m_0,e_0}, j_1 = i_{e_1}, e' = e_0 + e_1 - n$, and $j' = h_{m_0,e'} + 1$. Let $(d(0), \tilde{h}(0), \tilde{v}(0)) = (0, \tilde{e}_{m_0,e_0}, \tilde{e}_{e_1}), \Gamma(0) = \{\Gamma_{m_0,e_0}^j\}, \Delta(0) = \{\Delta_{e_1}^j\}$, $\mathcal{E}(1) = \mathcal{E} - \mathcal{E}(0), \Gamma(1) = \Gamma \setminus \Gamma(0), \Delta(1) = \Delta \setminus \Delta(0)$. Let $(d', \tilde{h}', \tilde{v}') = (d, \tilde{h}(1) + \tilde{e}_{m_1,e'}, \tilde{v}(1)), \Gamma' = \Gamma(1) \cup \{\Gamma_{m_0,e_0}^j \cap \Delta_{e_1}^j\},$ and $\Delta' = \Delta(1)$. Then there is a natural isomorphism

$$\phi_1 : W(d', \Gamma', \Delta') \to Y^a(d(0), \Gamma(0), \Delta(0); d(1), \Gamma(1), \Delta(1)).$$

Proposition 3.11 is a variation of the smoothness result (Proposition 2.7) that was so useful in Section 2. To prove it, we will need some preliminary results about stable maps from elliptic curves to $\mathbb{P}^1$.

Lemma 3.12. Let $C$ be a complete reduced nodal curve of arithmetic genus 1. Let $\pi$ be a morphism $\pi : C \to \mathbb{P}^1$ contracting no component of $C$ of arithmetic genus 1. Then

$$H^1(C, \pi^*(\mathcal{O}_{\mathbb{P}^1}(1))) = H^1(C, \pi^*(\mathcal{O}_{\mathbb{P}^1}(2))) = 0.$$ 

By “contracting no component of $C$ of arithmetic genus 1” we mean that all connected unions of contracted irreducible components of $C$ have arithmetic genus 0.

Proof. By Serre duality, it suffices to show that

$$H^0(C, K_C \otimes \pi^*(\mathcal{O}(-1))) = 0.$$

Assume otherwise that such $(C, \pi)$ exists, and choose one with the fewest components, and choose a nonzero global section $s$ of $K_C \otimes \pi^*(\mathcal{O}(-1))$. If $C = C' \cup R$ where $R$ is a rational tail (intersecting $C'$ at one point), then $s = 0$ on $R$ as

$$\deg_R(K \otimes \pi^*(\mathcal{O}(-1))) = -1 - \deg_R R < 0.$$ 

Then $s|_{C'}$ is a section of $(K_C \otimes \pi^*(\mathcal{O}(-1))|_{C'})$ that vanishes on $C' \cap R$. But $K_{C'} = K_{C'}(-C' \cap R)|_{C'}$, so this induces a non-zero section of $K_{C'} \otimes (\pi|_{C'})^*(\mathcal{O}(-1))$, contradicting the minimality of the number of components. Thus $C$ has no rational tails, and $C$ is either an irreducible elliptic curve or a cycle of rational curves. If $C$ is an irreducible elliptic curve, then $C$ isn’t contracted by hypothesis, so $K_C \otimes \pi^*(\mathcal{O}(-1))$ is negative on $C$ as desired. If $C$ is a cycle $C_1 \cup \cdots \cup C_s$ of $\mathbb{P}^1$‘s, then

$$\deg_{C_i}(K_C \otimes \pi^*(\mathcal{O}(-1))) = -\deg C_i \leq 0.$$
As one of the curves has positive degree, there are no global sections of $K_C \otimes \pi^*(\mathcal{O}(-1))$. \hfill $\blacksquare$

**Lemma 3.13.** Let $(C, \{p_i\}_{i=1}^m, \pi)$ be a stable map in $\overline{M}_{1,m}(\mathbb{P}^1, d)$ having no contracted component of arithmetic genus 1. Then $\overline{M}_1(\mathbb{P}^1, d)$ is smooth of dimension $2d + m$ at $(C, \{p_i\}, \pi)$.

**Proof.** As $H^1(C, \pi^*T_{\mathbb{P}^1}) = 0$ by the previous lemma, $\overline{M}_{1,m}(\mathbb{P}^1, d)$ is smooth of dimension $\deg \pi^*T_{\mathbb{P}^1} + m = 2d + m$. The argument is well-known, but for completeness we give it here.

From the exact sequence for infinitesimal deformations of stable maps (see Subsubsection 1.1.1), we have

$$0 \to \text{Aut}(C, \{p_i\}) \to H^0(C, \pi^*T_{\mathbb{P}^1}) \to \text{Def}(C, \{p_i\}, \pi) \to H^1(C, \pi^*T_{\mathbb{P}^1}) \to \text{Ob}(C, \{p_i\}, \pi) \to 0$$

where $\text{Aut}(C, \{p_i\}) = \text{Hom}(\Omega_C(p_1 + \cdots + p_m), \mathcal{O}_C)$ (resp. $\text{Def}(C, \{p_i\}) = \text{Ext}^1(\Omega_C(p_1 + \cdots + p_m), \mathcal{O}_C)$) are the infinitesimal automorphisms (resp. infinitesimal deformations) of the marked curve, and $\text{Def}(C, \{p_i\}, \pi)$ (resp. $\text{Ob}(C, \{p_i\}, \pi)$) are the infinitesimal deformations (resp. obstructions) of the stable map. As $H^1(C, \pi^*T_{\mathbb{P}^1}) = 0$, $\text{Ob}(C, \{p_i\}, \pi) = 0$ from (3). Thus the deformations of $(C, \{p_i\}, \pi)$ are unobstructed, and the dimension follows from:

$$\text{dim Def}(C, \{p_i\}, \pi) = \text{dim Ob}(C, \{p_i\}, \pi) = (\text{dim Def}(C, \{p_i\}) - \text{dim Aut}(C, \{p_i\})) + (h^0(C, \pi^*T_{\mathbb{P}^1}) - h^1(C, \pi^*T_{\mathbb{P}^1})) = m + 2d.$$ \hfill $\blacksquare$

The next lemma will be useful for studying the behavior of the space $\overline{M}_{1,m}(\mathbb{P}^n, d)$ at points representing maps with contracted elliptic components.

**Lemma 3.14.** Let $C$ be a complete reduced nodal curve of arithmetic genus 1, and let $\pi : C \to \mathbb{P}^n$. Assume $(C, \pi)$ can be smoothed. If $B$ is a connected union of contracted components of $C$ of arithmetic genus 1, intersecting $C \setminus B$ in $k$ points, and $T_1, \ldots, T_k$ are the tangent vectors to $C \setminus B$ at those points, then $\{\pi(T_i)\}_{i=1}^k$ are linearly dependent in $T_{\pi(B)}\mathbb{P}^n$.
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More generally, this result will hold whenever \( \pi \) is a map to an \( n \)-dimensional variety \( X \), and \( B \) is contracted to a smooth point of \( X \). It is a variation of [V2] Theorem 1 in higher dimensions.

**Proof.** Let \( \Delta \) be a smooth curve parametrizing maps \((C_t, \pi)\) (with total family \((C, \pi)\)) to \( \mathbb{P}^n \), with \((C_0, \pi) = (C, \pi) \) and general member a map from a smooth curve. Blowing up points of the central fiber changes \( C \), but does not change the hypotheses of the proposition, so we may assume without loss of generality that the total family \( C \) is a smooth surface. The following diagram is commutative.

\[
\begin{array}{ccc}
C & \xrightarrow{\pi} & \mathbb{P}^n \times \Delta \\
\downarrow & & \downarrow \\
\Delta & & \\
\end{array}
\]

There is an open neighborhood \( U \) of \( B \subset C \) such that \( \pi |_{U \setminus B} \) is an immersion. Thus \( \pi \) factors through a family \( C' \) that is the same as \( C \) except \( B \) is contracted. Let \( \pi' \) be the contraction \( \pi' : C \to C' \). The family \( C' \) is also flat, and its general fiber has genus 1. The central fiber is a union of rational curves, at most nodal away from the image of \( B \). If the images of \( T_1, \ldots, T_k \) in \( C_0' \) are independent, the reduced fiber above 0 would have arithmetic genus 0, so the central fiber (reduced away from the image of \( B \)) would have arithmetic genus at most zero, contradicting the constancy of arithmetic genus in flat families. Thus the images of \( T_1, \ldots, T_k \) in \( T_{\pi'(B)} \mathbb{P}^n \) must be dependent, and hence their images in \( T_{\pi(B)} \mathbb{P}^n \) must be dependent as well.

In Lemma 3.13, we will prove that the moduli stack \( \overline{M}_{1,m}(\mathbb{P}^1, d) \) is smooth even at some points with contracted components of arithmetic genus 1. Let \((C, \{p_i\}_{i=1}^m, \pi)\) be a stable map in \( \overline{M}_{1,m}(\mathbb{P}^1, d) \) with \( \pi^{-1}(z) \) containing (as a connected component) a curve \( E \) of arithmetic genus 1, where \( E \) intersects the rest of the components \( R \) at two points \( p \) and \( q \) (and possibly others) with the \( \pi|_R \) étale at \( p \). (This result should be true even without the étale condition.)

**Lemma 3.15.** The moduli stack \( \overline{M}_{1,m}(\mathbb{P}^1, d) \) is smooth at \((C, \{p_i\}, \pi)\) of dimension \( 2d + m \).

**Proof.** For convenience (and without loss of generality) assume \( m = 0 \). The calculations of Lemma 3.12 show that \( h^1(C, \pi^*T_{\mathbb{P}^1}) = 1 \), so our proof of Lemma 3.13 will not carry through. However, \( \text{Def}(C, \pi) \) does not surject onto \( \text{Def}(C) \) in long exact sequence (8), as it is not possible to smooth the nodes independently: one cannot smooth the node at
while preserving the other nodes even to first order. (This is well-known; one argument, due to M. Thaddeus, is to consider a stable map \((C, \pi)\) in \(\mathcal{M}_1(\mathbb{P}^1, 1)\) and express the obstruction space \(\operatorname{Ext}^2(\Omega_\pi, \mathcal{O}_C)\) as the dual of \(H^0(C, \mathcal{F})\) for a certain sheaf \(\mathcal{F}\).) Thus the map \(\operatorname{Def}(C) \to H^1(C, \pi^*T_{\mathbb{P}^1})\) is not the zero map, so \(\operatorname{Def}(C)\) surjects onto \(H^1(C, \pi^*T_{\mathbb{P}^1})\). Therefore \(\operatorname{Ob}(C, \pi) = 0\), so the deformations are unobstructed.

The rest of the proof is identical to that of Lemma \ref{lem:smoothness}

With these lemmas in hand we are now ready to prove an important smoothness result. Let \(A\) be a general \((n - 2)\)-plane in \(H\). Projection from \(A\) induces a rational map \(\rho_A : \overline{\mathcal{M}}_{1,m}(\mathbb{P}^n, d) \to \overline{\mathcal{M}}_{1,m}(\mathbb{P}^1, d)\), that is a morphism (of stacks) at points representing maps \((C, \{p_i\}, \pi)\) whose image \(\pi(C)\) doesn’t intersect \(A\). Via \(\overline{\mathcal{M}}_{1,m}(\text{Bl}_A \mathbb{P}^n, d)\), the morphism can be extended over the set of maps \((C, \{p_i\}, \pi)\) where \(\pi^{-1}A\) is a union of reduced points distinct from the \(m\) marked points \(\{p_i\}\). The image of such curves in \(\overline{\mathcal{M}}_{1,m}(\mathbb{P}^1, d)\) is a stable map

\[(C \cup C_1 \cup \cdots \cup C_{\#\pi^{-1}A}, \{p_i\}, \pi')\]

where \(C_1, \ldots, C_{\#\pi^{-1}A}\) are rational tails attached to \(C\) at the points of \(\pi^{-1}A\),

\[\pi' |_{C \setminus \pi^{-1}A} = (p_A \circ \pi) |_{C \setminus \pi^{-1}A}\]

(which extends to a morphism from all of \(C\)) and \(\pi' |_{C_k}\) is a degree 1 map to \(\mathbb{P}^1\) \((1 \leq k \leq \#\pi^{-1}A)\).

**Proposition 3.16.** If \((C, \{p_i\}, \pi) \subset \overline{\mathcal{M}}_{1,m}(\mathbb{P}^n, d)\), the scheme \(\pi^{-1}A\) is a union of reduced points disjoint from the marked points, and \(\pi\) collapses no components of arithmetic genus 1, then at \((C, \{p_i\}, \pi)\), \(\rho_A\) is a smooth morphism of stacks of relative dimension \((n - 1)d\).

**Proof.** If no components of \(C\) of arithmetic genus 1 are mapped to \(H\), then \(\rho_A(C, \pi)\) is a smooth point of \(\overline{\mathcal{M}}_{1,m}(\mathbb{P}^1, d)\) by Lemma \ref{lem:smoothness}. If a component of \(C\) of arithmetic genus 1 is mapped to \(H\), it must intersect \(A\) in at least two points. In this case \(\rho_A(C, \pi)\) consists of a curve with a contracted elliptic component, and this elliptic component has at least two rational tails that map to \(\mathbb{P}^1\) with degree 1. Thus by Lemma \ref{lem:smoothness}, \(\rho_A(C, \pi)\) is a smooth point of \(\overline{\mathcal{M}}_{1,m}(\mathbb{P}^1, d)\) as well.

By Lemma \ref{lem:smoothness}, \(H^1(C, \pi^*(\mathcal{O}(1))) = 0\), so \(h^0(C, \pi^*(\mathcal{O}(1))) = d\) by Riemann-Roch. The proof is then identical to that of Proposition \ref{prop:smoothness}. \(\square\)
We now calculate the dimension of the varieties $W$, $Y^a$, $Y^b$, $Y^c$, and $Z$.

**Proposition 3.17.** Every component of $W(E)$ is reduced of dimension
\[(n + 1)d - \sum_{m,e} (n + m - e - 2)h_{m,e} - \sum_e (n - 1 - e)i_e.\]

The general element of each component is (a map from) a smooth curve.

If $\sum_{k=1}^l \mathcal{E}(k) = \mathcal{E}$, then every component of $Y^a = Y^{a}(\mathcal{E}(0); \ldots; \mathcal{E}(l))$ (respectively $Y^b$, $Y^c$) is reduced of dimension $\dim W(E) - 1$.

**Proof.** We will prove the result about $\dim W(E)$ in the special case $\vec{i} = \vec{0}$ and $h_{m,e} = 0$ when $e < n - 1$. Then the result holds when $\vec{i} = i_n \vec{e}_n$ by Proposition 3.18 (applied $i_n$ times), and we can invoke Proposition 3.9 repeatedly to obtain the result in full generality. (As in the previous section, this type of reduction will be used often.) In this special case, we must prove that each component of $W(E)$ is reduced of dimension
\[(n + 1)d - \sum_m (m - 1)h_{m,n-1}.

Consider any point $(C, \{p_{m,e}^i\}, \{q_e^i\}, \pi)$ on $W(E)$ where no component maps to $H$ and $\pi$ collapses no component of arithmetic genus 1. The natural map $W(E) \to W_1(\hat{E})$ induced by $\rho_A : \overline{\mathcal{M}}_{1,\Sigma h_{m,n-1}}(\mathbb{P}^n, d) \to \overline{\mathcal{M}}_{1,\Sigma h_{m,n-1}}(\mathbb{P}^1, d)$ is smooth of relative dimension $(n - 1)d$ at the point $(C, \{p_{m,e}^i\}, \{q_e^i\}, \pi)$ by Proposition 3.19. The stack $W_1(\hat{E})$ is reduced of dimension $2d + 1 - \sum (m - 1)h_{m,n-1}$ by Subsection 1.2, so $W(E)$ is reduced of dimension
\[(n - 1)d + \dim(W_1(\hat{E})) = (n + 1)d - \sum_m (m - 1)h_{m,n-1}\]
as desired. As the general element of $W_1(\hat{E})$ is (a map from) an irreducible curve, the same is true of $W(E)$, and thus $W(E)$.

The same argument works for $Y^a$, $Y^b$, and $Y^c$, as in Subsection 1.2, it was shown that $Y_1^a(\hat{E})$, $Y_1^b(\hat{E})$, and $\dim Y_1^c(\hat{E})$ are reduced divisors of $W_1(\hat{E})$.

**Proposition 3.18.** Every component of $Z_n(d, \vec{i})_D$ is reduced of dimension
\[(n + 1)d - \sum_e (n - 1 - e)i_e - 1.\]
Proof. It suffices to prove the result for the generically degree \( d \) cover \( Z'_n(d, \vec{i})_D \) obtained by marking the points of intersection with a fixed general hyperplane \( H \). This is a subvariety of \( W(d, \vec{c}_{1,n-1}, \vec{i}) \), and as
\[
\dim W_n(d, d\vec{c}_{1,n-1}, \vec{i}) = (n + 1)d - \sum_e (n - 1 - e)i_e,
\]
we wish to show that \( Z'_n(d, \vec{i})_D \) is a reduced Weil divisor of the variety \( W_n(d, d\vec{c}_{1,n-1}, \vec{i}) \). By Proposition 3.10, we may assume that \( i_e = 0 \) unless \( e = n \).

By relabeling if necessary, assume \( q^n_{i_n} \) appears in \( D \) with non-zero coefficient \( \alpha \) (so \( D - \alpha q^n_{i_n} \) is a sum of integer multiples of \( q^n_1, \ldots, q^n_{i_n-1} \)). Let \( \mathcal{W}(d_1, d\vec{c}_{1,n-1}, \vec{i} - \vec{c}_n)^o \) be the open subset of \( \mathcal{W}(d_1, d\vec{c}_{1,n-1}, \vec{i} - \vec{c}_n) \) representing maps from smooth elliptic curves. On the universal curve over \( \mathcal{W}(d_1, d\vec{c}_{1,n-1}, \vec{i} - \vec{c}_n)^o \) there is a reduced divisor \( \mathcal{Z} \) corresponding to points \( q \) such that
\[
\alpha q = (D - \alpha q^n_{i_n}) - \pi^*(\mathcal{O}(1))
\]
in the Picard group of the fiber. The universal curve over the stack \( \mathcal{W}(d_1, d\vec{c}_{1,n-1}, \vec{i} - \vec{c}_n) \) is \( \mathcal{W}(d_1, d\vec{c}_{1,n-1}, \vec{i}) \) by Proposition 3.8, so by definition the closure of \( \mathcal{Z} \) in \( \mathcal{W}(d_1, d\vec{c}_{1,n-1}, \vec{i}) \) is \( \mathcal{Z}(d, \vec{i})_D \).

We will need to avoid the locus on \( W(\mathcal{E}) \) where an elliptic component is contracted. Lemma 3.14 identifies which such stable maps could lie in \( W(\mathcal{E}) \). It is likely that every stable map of the form described in the lemma can be smoothed, which would suggest (via a dimension estimate) that when \( k \leq n + 1 \) those maps with a collapsed elliptic component intersecting \( k \) noncontracted components (with linearly dependent images of tangent vectors) form a Weil divisor of \( W(\mathcal{E}) \). Because of the moduli of \( \overline{M}_{1,k} \), none of these divisors would be enumeratively meaningful. Thus the following result is not surprising.

**Proposition 3.19.** If \( W' \) is an irreducible subvariety of \( W(\mathcal{E}) \) whose general map has a contracted elliptic component (or more generally a contracted connected union of components of arithmetic genus 1) and \( W' \) is of codimension 1, then \( W' \) is not enumeratively meaningful.

Proof. By Proposition 3.9, we may assume \( i_e = 0 \) unless \( e = n \), and \( h_{m,e} = 0 \) unless \( e = n - 1 \). We could proceed naively by using the previous lemma and simply counting dimensions, but the following argument is slightly cleaner.
Let \((C, \{p_{m,n-1}^j\}, \{q_n^j\}, \pi)\) be a general point of \(W'\), and let \(E\) be the contracted component of \(C\). Say \(E\) has \(s\) special points (markings or intersections with noncontracted components) including \(k\) intersections with noncontracted components. Replace \(E\) by a rational \(R = \mathbb{P}^1\), with the \(s\) special points distinct, to obtain a new stable map \((C'', \{p_{m,n-1}^j\}, \{q_n^j\}, \pi') \in X(\mathcal{E})\). The family of such \((C'', \pi')\) forms a subvariety \(X'\) of \(X(\mathcal{E})\), and \(X'\) is contained in \(X''\) where in the latter we don’t impose the dependence of tangent vectors required by the previous lemma. Let \(\xi\) be the natural rational map to the Hilbert scheme of Subsubsection 2.1.3.

If \(s \geq 2\), \(X''\) is codimension at least 1 in \(X(\mathcal{E})\). Due to the moduli of \(s\) points on \(R\), \(\xi(X'')\) is codimension at least \(1 + (s - 3) = s - 2\) in \(\xi(X(\mathcal{E}))\). The previous lemma imposes an additional \(\max(n + 1 - k, 0)\) conditions, which are independent as the rational curves intersecting \(R\) can move freely under automorphisms of \(\mathbb{P}^n\) preserving \(H\). Thus the codimension of \(\xi(X')\) in \(\xi(X(\mathcal{E}))\) is at least \(n - 1 + (s - k) \geq n - 1\). But \(\dim X(\mathcal{E}) - \dim W(\mathcal{E}) = n - 3\), so \(\dim \xi(W') < \dim W(\mathcal{E}) - 2 = \dim W'\), as desired.

Otherwise, \(k = s = 1\). By Proposition 3.8, we may assume that \(\vec{i} = \vec{0}\) as there are no marked points on the contracted component \(E\). Then \(X''\) can be identified with the subvariety of \(X(d, \vec{h}, \vec{e}_n)\) where the corresponding map \(\pi : (C, \{p_{m,n-1}^j\}, q_n^1) \to \mathbb{P}^n\) is singular at \(q_n^1\). As the singularity condition imposes \(n\) conditions,

\[
\dim \xi(W') \leq \dim X(d, \vec{h}, \vec{e}_n) - n \\
= \dim X(\mathcal{E}) + 1 - n \\
= (\dim W(\mathcal{E}) + n - 3) + 1 - n \\
= \dim W(\mathcal{E}) - 2 \\
= \dim W' - 1
\]

as desired. 

### 3.3. Degenerations set-theoretically.

The theorem listing the possible degenerations follows the same pattern as the corresponding results (Theorems 2.13 and 2.14) of the previous section. Fix \(\mathcal{E}\) and a non-negative integer \(E\), and let \(\Gamma\) and \(\Delta\) be sets of general linear spaces of \(\mathbb{P}^n\) (as in the definition of \(W(d, \Gamma, \Delta)\)). Let \(q\) be the marked point corresponding to one of the (general) \(E\)-planes \(Q\) in \(\Delta\).
Let $D_H = \{\pi(q) \in H\}$ be the divisor on $W(d, \Gamma, \Delta)$ that corresponds to requiring $q$ to lie on $H$. In this section, we will determine the enumeratively meaningful components of $D_H$. That is, we will give a list of subvarieties, and show that the enumeratively meaningful components of $D_H$ are a subset of this list. In the subsequent section, we will determine the multiplicity with which each enumeratively meaningful component appears. In particular, we will see that the multiplicity of each component on the list is at least one, so each element of the list is indeed a component of $D_H$.

As before, we can relate this result to the enumerative problem we wish to solve. If $W(\mathcal{E}^-)$ is a union of points, we can determine $\#W(\mathcal{E}^-)$ by specializing one of the linear spaces of $\Delta$, of dimension $E - 1$, to the hyperplane $H$. Define $\mathcal{E}$ by $(d, \vec{h}, \vec{t}) = (d^-, \vec{h}^-, \vec{t}^- + \vec{e}_E - \vec{e}_{E-1})$. To calculate $\#W(\mathcal{E}^-)$, we simply enumerate the points $D_H$ on $W(\mathcal{E})$, with the appropriate multiplicity. Let $\phi_1$ be the isomorphism of Proposition 3.11.

**Theorem 3.20.** If $\Gamma$ and $\Delta$ are general, each enumeratively meaningful component of $D_H$ (as a divisor on $W(d, \Gamma, \Delta)$) is one of the following.

(I) A component of $\phi_1(W(d', \Gamma', \Delta'))$, where, for some $m_0, e_0, 1 \leq j_0 \leq h_{m_0, e_0}$, $e' := e_0 + E - n \geq 0$:

- $(d', \vec{h}', \vec{t}') = (d, \vec{h} - \vec{e}_{m_0, e_0} + \vec{e}_{m_0, e'}, \vec{t} - \vec{e}_E)$
- $\Gamma_{m, e}^{j} = \Gamma_{m, e}$ if $(m, e) \neq (m_0, e_0)$
- $\{\Gamma_{m, e}^{j}\}_{j} = \{\Gamma_{m, e}^{j_0}\}_{j_0} \cap Q$
- $\Delta_{E}^{j_{0}} = \Delta_{E}^{j}$ if $e \neq E$, $\{\Delta_{E}^{j}\}_{j} = \{\Delta_{E}^{j}_{E}\}_{j} \cap \{Q\}$.

(II) A component of $Y^{a}(d(0), \ldots, \Delta(l)), Y^{b}(d(0), \ldots, \Delta(l)), \text{or } Y^{c}(d(0), \ldots, \Delta(l))_{m_{1}}$

for some $l$, $\mathcal{E}(0), \ldots, \Delta(l)$, with $\mathcal{E} = \sum_{k=0}^{l} \mathcal{E}(k)$, $\Gamma = \cup_{k=0}^{l} \Gamma(k)$, $\Delta = \cup_{k=0}^{l} \Delta(k)$, $Q \in \Gamma(0)$, and $d(0) > 0$.

Call the components of (I) Type I components, and call the three types of components of (II) Type IIa, IIb, and IIc components respectively.

**Proof.** We follow the proofs of Theorems 2.13 and 2.14. By Propositions 3.8 and 3.9, we may assume that $i = \vec{e}_n$, $E = n$, and $h_{m, e} = 0$ unless $e = n - 1$. With these assumptions, the result becomes much
simpler. The stack $\mathcal{W}(d, \vec{h}, \vec{t})$ is the universal curve over $\mathcal{W}(d, \vec{h}, \vec{0})$, and we are asking which points of the universal curve lie in $\pi^{-1}H$.

Let $(C, \{p^j_{m,n-1}\}, q, \pi)$ be the map corresponding to a general point of a enumeratively meaningful component $Y$ of $D_H$. By Proposition 3.19, the morphism $\pi$ doesn’t contract any component of $C$ of arithmetic genus 1. Choose a general $(n - 2)$-plane $A$ in $H$. The set $\pi^{-1}A$ is a union of reduced points on $C$, so $\rho_A$ is smooth (as a morphism of stacks) at $(C, \{p^j_{m,n-1}\}, q, \pi)$ by Proposition 3.16. As a set, $D_H$ contains the entire fiber of $\rho_A$ above $\rho_A(C, \pi)$, so $\rho_A(D_H)$ is a Weil divisor on $W_1(\hat{E})$ that is a component of $\{\pi(q) = z\}$. By Theorem 1.10, the curve $C$ is a union of irreducible components $C(0) \cup \cdots \cup C(l')$ with $\rho_A \circ \pi(C(0)) = z$ (i.e. $C(0) \subset \pi^{-1}H$), $C(0) \cap C(k) \neq \emptyset$, and the marked points split up among the components: $\vec{h} = \sum_{k=0}^{l'} \vec{h}(k)$. If $d(0) = \deg \pi|_{C(0)}$, then $d(0)$ of the curves $C(1), \ldots, C(l')$ are rational tails that are collapsed to the $d(0)$ points of $C(0) \cap A$; they contain no marked points. Let $l = l' - d(0)$. Also, $\vec{t}(0) = \vec{e}_n$, and $\vec{t}(k) = \vec{0}$ for $k > 0$, as the only incidence condition was $q \in Q$, and $q(0) \in C(0)$.

**Case $d(0) > 0$.** By Theorem 1.10, the component $Y$ is contained in $Y^a(d, \ldots, \Delta(l)), \ Y^b(d(0), \ldots, \Delta(l)), \text{ or } Y^c(d(0), \ldots, \Delta(l))$. As the dimensions of each of these three is $\dim W(d, \Gamma, \Delta) - 1 = \dim Y$, $Y$ must be a Type II component as described in the statement of the theorem.

**Case $d(0) = 0$.** As the morphism $\pi$ contracts no elliptic components, the curve $C(0)$ is rational. Also, $C(0)$ has at least 3 special points: $q$, one of $\{p^j_{m,e}\}$ (call it $p^j_{m_0, e_0}$), and $C(0) \cap C(1)$. If $C(0)$ had more than 3 special points, then the component would not be enumeratively meaningful, due to the moduli of the special points of $C(0)$. Thus $l = 1$, and $Y$ is a Type I component. □

In fact, this argument determines all the components of $D_H$ except those representing maps with collapsed elliptic tails. (It is not clear whether such components exist.)

When $n = 2$, the only enumeratively meaningful Type II divisors are Type IIa and Type IIb with $d(0) = 1$. This agrees with the genus 1 case of [CH3].

69
3.4. **Multiplicity calculations.** The proof of multiplicities of $D_H$ along the enumeratively meaningful components are the same as in the genus 0 case (Subsection 2.4). The Type I component $\phi_1(W(d', \Gamma', \Delta'))$ appears with multiplicity $m_0$, where $m_0$ was defined in Theorem 3.20. (The argument of Subsubsection 2.4.1 also proves this.) The Type IIa component $Y^{a}(\mathcal{E}(0); \ldots; \mathcal{E}(l))$ appears with multiplicity $\prod_{k=1}^{l} m_k$, where $m_k = d(k) - \sum_{m,e,j} m h_{m,e}(k)$ as defined earlier. The Type IIc component $Y^{c}(\mathcal{E}(0); \ldots; \mathcal{E}(l))$ appears with multiplicity $\prod_{k=1}^{l} m_k$ as well. The Type IIb component $Y^{b}(\mathcal{E}(0); \ldots; \mathcal{E}(l))_{m_1}$ appears with multiplicity $m^1_1 m^1_2 \prod_{k=2}^{l} m_k = m^1_1 (m^1 - m^1_1) \prod_{k=2}^{l} m_k$.

By Corollary 1.5 of Section 1, we also get the same results about the structure of $W(\mathcal{E})$ in a formal, étale, or analytic neighborhood of these components.

3.5. **Recursive formulas.** We now enumerate the points of our varieties when the number is finite. The only initial data needed is the “enumerative geometry of $\mathbb{P}^1$”: the number of stable maps to $\mathbb{P}^1$ of degree 1 is 1.

3.5.1. **A recursive formula for $\# W$.** Given $\mathcal{E}$, fix an $E$ such that $i_E > 0$. Partitions of $\mathcal{E}$ are simultaneous partitions of $d$, $\tilde{h}$, and $\tilde{i}$. Define multinomial coefficients with vector arguments as the product of the multinomial coefficients of the components of the vectors.

Define $\mathcal{E}^-$ by $(d^-, \tilde{h}^-, \tilde{i}^-) = (d, \tilde{h}, \tilde{i} - \tilde{e}_E + \tilde{e}_{E-1})$, and let $\Gamma^- = \Gamma$ and $\Delta^- = \Delta \cup \{\Delta^+_E \cap H'\} \setminus \{\Delta^+_E\}$ where $H'$ is a general hyperplane.

The following theorem is an analog of Theorem 2.19.

**Theorem 3.21.** In $A^1(W(d, \Gamma, \Delta))$, modulo enumeratively meaningful divisors,

$$W_n(d^-, \Gamma^-, \Delta^-) = \sum m_0 \cdot W_n(d'(m_0, e_0, j_0), \Gamma', \Delta')$$

$$+ \sum \left( \prod_{k=1}^{l} m_k \right) Y_n^{a}(d(0), \ldots, \Delta(l))$$

$$+ \sum \left( \prod_{k=2}^{l} m_k \right) \left( \sum_{m^1_1=1}^{[m^1/2]} m^1_1 (m^1 - m^1_1) Y_n^{b}(d(0), \ldots, \Delta(l))_{m^1_1} \right) \right)$$
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\[ + \sum \left( \prod_{k=1}^{l} m^k \right) Y_n^\epsilon(d(0), \ldots, \Delta(l)) \]

where the first sum is over all \((m_0, e_0, j_0)\), and \((d', \Gamma', \Delta')\) is as defined in Theorem 3.20; and the last three sums are over all \(l, \mathcal{E}(0), \ldots, \Delta(l)\) with \(\mathcal{E} = \sum_{k=0}^{l} \mathcal{E}(k), \Gamma = \prod_{k=0}^{l} \Gamma(k), \Delta = \prod_{k=0}^{l} \Delta(k), \Gamma_{E}^{\epsilon} \in \Gamma(0)\), and \(d(0) > 0\).

**Proof.** The left side is linearly equivalent (in \(\mathcal{W}(d, \Gamma, \Delta)\)) to \(D_H = \{\pi(q_E^{i_E}) \in H\}\). The right side is set-theoretically \(D_H\) by Theorem 3.20, and the multiplicities were determined in Subsection 3.4.

If \(#W_n(\mathcal{E}^-)\) is finite, the following statement is more suitable for computation. It is an analog of Theorem 2.20.

**Theorem 3.22.**

\[ #W_n(\mathcal{E}^-) = \sum_{m,e} h_{m,e} \cdot m \cdot #W_n(\mathcal{E}'(m,e)) \]

\[ + \sum \left( \prod_{k=1}^{l} m^k \right) \left( \tilde{h}(0), \ldots, \tilde{h}(l) \right) \left( \bar{t} - \tilde{c}_E \right) \frac{\# Y_n^\epsilon(\mathcal{E}(0); \ldots; \mathcal{E}(l))}{\text{Aut}(\mathcal{E}(2), \ldots, \mathcal{E}(l))} \]

\[ + \frac{1}{2} \sum \left( \prod_{k=2}^{l} m^k \right) \left( \tilde{h}(0), \ldots, \tilde{h}(l) \right) \left( \bar{t} - \tilde{c}_E \right) \frac{\# Y_n^\epsilon(\mathcal{E}(0); \ldots; \mathcal{E}(l))}{\text{Aut}(\mathcal{E}(2), \ldots, \mathcal{E}(l))} \]

\[ \cdot \left( \sum_{m_1=1}^{m^1-1} \frac{\# Y_n^\epsilon(\mathcal{E}(0); \ldots; \mathcal{E}(l))}{\text{Aut}(\mathcal{E}(1), \ldots, \mathcal{E}(l))} \right) \]

\[ + \sum \left( \prod_{k=1}^{l} m^k \right) \left( \tilde{h}(0), \ldots, \tilde{h}(l) \right) \left( \bar{t} - \tilde{c}_E \right) \frac{\# Y_n^\epsilon(\mathcal{E}(0); \ldots; \mathcal{E}(l))}{\text{Aut}(\mathcal{E}(1), \ldots, \mathcal{E}(l))} \]

where, in the first sum, \(\mathcal{E}'(m,e) = (d, \tilde{h} - \tilde{c}_m, \bar{t} - \tilde{c}_E)\); the last three sums are over all \(l\) and all partitions \(\mathcal{E}(0), \ldots, \mathcal{E}(l)\) of \(\mathcal{E}\) with \(d(0) > 0\).

**Proof.** When \(#W_n(\mathcal{E}^-)\) is finite, all components of \(D_H\) are enumeratively meaningful. Take degrees of both sides of the equation in Theorem 3.21. As

\[ #\tilde{Y}_n^h(\mathcal{E}(0); \ldots; \mathcal{E}(l))_{m_1} = \begin{cases} 2(#Y_n^b(\mathcal{E}(0); \ldots; \mathcal{E}(l))_{m_1}) & \text{if } 2m_1 = m^1, \\ #Y_n^b(\mathcal{E}(0); \ldots; \mathcal{E}(l))_{m_1} & \text{otherwise,} \end{cases} \]
it follows that
\[
\sum_{m^{1/2}}^{m_1} m_1^1(m^1 - m_1^1)\#Y^b_n(\mathcal{E}(0); \ldots; \mathcal{E}(l))_{m^1_1} = \frac{1}{2} \sum_{m^{1/2}}^{m_1} m_1^1(m^1 - m_1^1)\#\tilde{Y}^b_n(\mathcal{E}(0); \ldots; \mathcal{E}(l))_{m^1_1}.
\]

The only additional points requiring explanation are the combinatorial aspects: the \(h_{m,e}\) in the first sum, and the “Aut” and various multinomial coefficients in the last three. In Theorem 3.20, the Type I components were indexed by \((m_0, e_0, j_0)\). But for fixed \((m_0, e_0)\), \(\#W(\mathcal{E}'(m_0, e_0))\) is independent of \(j_0\), so the above formula eliminates this redundancy. Similarly, in Theorem 2.14, the Type IIa, IIb, and IIc components were indexed by partitions of the points \(\{p_{m,e}\}_{m,e,j}\) and \(\{q_{e,j}\}_{e,j}\), but the values of \(\#Y^a_n(\mathcal{E}(0); \ldots; \mathcal{E}(l))\), \(\#Y^b_n(\mathcal{E}(0); \ldots; \mathcal{E}(l))\), and \(\#Y^c_n(\mathcal{E}(0); \ldots; \mathcal{E}(l))\) depend only on \(\{\tilde{h}(k), \tilde{i}(k)\}_{k=0}^l\) and not on the actual partitions of marked points. The multinomial coefficients eliminate this redundancy. We divide by Aut(\(\mathcal{E}(1); \ldots; \mathcal{E}(l)\)) (resp. Aut(\(\mathcal{E}(2); \ldots; \mathcal{E}(l)\)), Aut(\(\mathcal{E}(1); \ldots; \mathcal{E}(l)\))) to ensure that we are counting each Type IIa (resp. Type IIb, Type IIc) component once.

Theorem 3.21 can be strengthened to be true modulo those divisors whose general map has a collapsed elliptic component. There is a similar statement in the Chow ring of the Hilbert scheme modulo exceptional divisors of \(\phi_1\) (cf. Theorem 2.21).

3.5.2. A recursive formula for \(Y^a\). In the previous section, we found a formula for \(\#Y\) in terms of \(\#X\) (Proposition 2.17). By the same argument, we have
\[
\#Y^a_n(\mathcal{E}(0); \ldots; \mathcal{E}(l)) = \frac{\#X_{n-1}(\mathcal{E}'(0))}{d(0)!} \cdot \#W_n(\mathcal{E}'(1)) \cdot \prod_{k=2}^l \#X_n(\mathcal{E}'(k))
\]
where
- \(d'(0) = d(0), \tilde{h}'(0) = d(0)\tilde{e}_{1,n-2}\)
- \(\tilde{j}'(0) = \sum_e \tilde{i}_{e+1}(0)\tilde{e}_e + \tilde{e}_{\dim W_n(\mathcal{E}(1))} + \sum_{k=2}^l \tilde{e}_{\dim X_n(\mathcal{E}(k))} + \sum_{m,e} h_{m,e}(0)\tilde{e}_e\)
- \(\tilde{h}'(1) = \tilde{h}(1) + \tilde{e}_{m^1,n-1-\dim W_n(\mathcal{E}(1))}\) and \(\tilde{i}'(1) = \tilde{i}(1)\).
- For \(2 \leq k \leq l\), \(\tilde{h}'(k) = \tilde{h}(k) + \tilde{e}_{m^k,n-1-\dim X_n(\mathcal{E}(k))}\) and \(\tilde{i}'(k) = \tilde{i}(k)\).
3.5.3. *Computing $\#Y^b$ and $\tilde{\#Y}^b$.* The difficulty in computing $\#Y^b$ and $\tilde{\#Y}^b$ comes from requiring the curves $C(0)$ and $C(1)$ to intersect twice (at marked points of each curve, on $H$), so a natural object of study is the blow-up of $H \times H$ along the diagonal $\Delta$, $\text{Bl}_\Delta H \times H$.

But when $n = 2$, the situation is simpler. The curve $C(0)$ is $H$, and $C(1)$ will always intersect it. In this case, for $C(0) \cup \cdots \cup C(l)$ to be determined by the incidence conditions (up to a finite number of possibilities), each of $C(1)$, $\ldots$, $C(l)$ must also be determined (up to a finite number). The analogous formula to that for $\#Y^a$ (and $\#\tilde{Y}$ in the previous section) is

$$\tilde{\#Y}^b_2(\mathcal{E}(0); \ldots; \mathcal{E}(l))_{m^1} = \prod_{k=2}^{l} \#X_2(d(k), \vec{h}'(k), \vec{i}(k))$$

where $\vec{h}'(1) = \vec{h}(1) + \varepsilon_{m^1,1} + \varepsilon_{m^2,1}$, and for $2 \leq k \leq l$, $\vec{h}'(k) = \vec{h}(k) + \varepsilon_{m^k,1}$.

This is in agreement with Theorem 1.3 of [CH3].

We now calculate $\#Y^b$ and $\tilde{\#Y}^b$ when $n = 3$; the same method will clearly work for $n > 3$. As an illustration of the method, consider the following enumerative problem.

*Fix seven general lines $L_1, \ldots, L_7$ in $\mathbb{P}^3$ and a point $p$ on a hyperplane $H$. How many pairs of curves $(C(0), C(1))$ are there with $C(0)$ a line in $H$ through $p$ and $C(1)$ a conic intersecting $L_1, \ldots, L_7$ and intersecting $C(0)$ at two distinct points, where the intersections are labeled $a_1$ and $a_2$?*

The answer to this enumerative problem is

$$\#Y^b = \#Y^b_3(1, \vec{c}_{1,0}, \vec{0}; 2, \vec{0}, 7\vec{c}_1);$$

we will calculate instead $\tilde{\#Y}^b = 2(\#Y^b)$.

The space of lines in $H$ passing through $p$ is one-dimensional, and this defines a three-dimensional locus in $\text{Bl}_\Delta H \times H$ (which is the Fulton-Macpherson configuration space of 2 points in $\mathbb{P}^3$; alternately, it is a degree 2 étale cover of $\text{Sym}^2 H$). The space of conics in $\mathbb{P}^3$ passing through 7 general lines is one-dimensional, and thus defines a one-dimensional locus in $\text{Bl}_\Delta H \times H$ parametrizing the points of intersection of the conic with $H$. Then $\tilde{\#Y}^b$ is the intersection of these two classes, and $\#Y^b$ (and the answer to the enumerative problem) is half this.
Let \( h_i \) be the class (in the Chow group) of the hyperplane on the \( i^{th} \) factor of \( \text{Bl}_H H \times H \) \((i = 1, 2)\), and let \( e \) be the class of the exceptional divisor. Then the Chow ring of \( \text{Bl}_H H \times H \) is generated (as a \( \mathbb{Z} \)-module) by the classes listed below with the relations

\[
\begin{align*}
h_1^3 &= 0, \quad h_2^3 = 0, \quad e^2 = 3h_1e - h_1^2 - h_1h_2 - h_2^2.
\end{align*}
\]

| Codimension | Classes |
|-------------|---------|
| 0           | 1       |
| 1           | \( h_1, h_2, e \) |
| 2           | \( h_1^2, h_1h_2, h_2^2, h_1e = h_2e \) |
| 3           | \( h_1^2h_2, h_1h_2^2, h_1e = h_1h_2e = h_2^2e \) |
| 4           | \( h_1^2h_2^2 \) |

Let the image of possible pairs of points on \( C(0) \) be the class \( C(0) = \alpha(h_1 + h_2) + \beta e \). Then \( C(0) \cdot h_1^2h_2 = \alpha \) and \( C(0) \cdot eh_2^2 = -\beta \). But \( C(0) \cdot h_1^2h_2 \) is the number of lines in \( H \) passing through \( p \) (class \( C(0) \)) and another fixed point (class \( h_1^2 \)) with a marked point on a fixed general line (class \( h_2 \)), so \( \alpha = 1 \). Also, \( C(0) \cdot eh_2^2 \) is the number of lines in the plane through \( p \) (class \( C(0) \)) and another fixed point \( q \) (class \( h_2^2 \)) with a marked point mapping to \( q \), so \( \beta = -1 \). Thus \( C(0) = h_1 + h_2 - e \).

Let the image of possible pairs of points on \( C(1) \cap H \) be the class \( C(1) = \alpha(h_1^2h_2 + h_1h_2^2) + \beta h_1h_2e \). Thus \( C(1) \cdot h_1 = \alpha \) and \( C(1) \cdot e = -\beta \). Then \( C(1) \cdot h_1 \) is the number of conics in \( \mathbb{P}^3 \) through 7 general lines in \( \mathbb{P}^3 \) and a general line in \( H \), which is 92 from Subsection 2.0.2 of the previous section. Also, \( C(1) \cdot e \) counts the number of conics in \( \mathbb{P}^3 \) through 7 general lines in \( \mathbb{P}^3 \) and tangent to \( H \), which is 116 using the methods of the previous section. Thus \( C(1) = 92(h_1^2h_2 + h_1h_2^2) - 116eh_1h_2 \).

Finally, the number of pairs of curves is

\[
(h_1 + h_2 - e) \cdot (92(h_1^2h_2 + h_1h_2^2) - 116eh_1h_2) = 92 + 92 - 116 = 68.
\]

Thus \( \#\tilde{Y}^b \) is 68, and \( \#Y^b \) (and the answer to the enumerative problem) is 34.

When \( n = 3 \) in general, there are three cases to consider. Let \( C = C(0) \cup C(1) \cup \cdots \cup C(l) \) as usual.

**Case i).** If the incidence conditions \( \mathcal{E}(1) \) specify \( C(1) \) up to a finite number of possibilities, then:

\[
\#\tilde{Y}^b(\mathcal{E}(0); \mathcal{E}(1); \cdots; \mathcal{E}(l))
\]
\[ = \#X(d(1), \vec{h}'(1), \vec{i}(1)) \cdot \#Y(d(0), \vec{h}'(0), \vec{i}(0); \mathcal{E}(2); \ldots; \mathcal{E}(l)) \]

where

- \( \vec{h}'(1) = \vec{h}(1) + \vec{e}_{m_1,2} + \vec{e}_{m_2,2} \) (the curve \( C(1) \) intersects \( H \) at two points \( a_1 \) and \( a_2 \) with multiplicity \( m_1^1 \) and \( m_2^1 \) respectively; these will be the intersections with \( C(0) \))
- \( \vec{h}'(0) = \vec{h}(0) + 2\vec{e}_{1,0} \) (the curve \( C(0) \) must pass through two points of intersection \( a_1 \) and \( a_2 \) of \( C(1) \) with \( H \)).

Case ii). If the incidence conditions \( \mathcal{E}(1) \) specify \( C(1) \) up to a one-parameter family, we are in the same situation as in the enumerative problem above. Then

\[ \#\tilde{Y}^b(\mathcal{E}(0); \mathcal{E}(1); \ldots; \mathcal{E}(l)) = \]

\[ \left( d(0) \left( \#X(d(1), \vec{h}', \vec{i}(1)) + d(0) \#X(d(1), \vec{h}', \vec{i}(1)) \right) \right. \]

\[ - \left. \#X(d(1), \vec{h}'', \vec{i}(1)) \right) \cdot \#Y(d(0), \vec{h}'(0), \vec{i}(0); \mathcal{E}(2); \ldots; \mathcal{E}(l)) \]

where

- \( \vec{h}' = \vec{h}(1) + \vec{e}_{m_1,1} + \vec{e}_{m_2,2} \) (the curve \( C(1) \) intersects \( H \) with multiplicity \( m_1^1 \) at \( a_1 \) along a fixed general line and with multiplicity \( m_2^1 \) at \( a_2 \) at another point of \( H \)),
- \( \vec{h}'' = \vec{h}(1) + \vec{e}_{m_2,1} + \vec{e}m_1^1,2 \) (the curve \( C(1) \) intersects \( H \) with multiplicity \( m_2^1 \) at \( a_2 \) along a fixed general line and with multiplicity \( m_1^1 \) at \( a_1 \) at another point of \( H \)),
- \( \vec{h}''' = \vec{h}(1) + \vec{e}_{m_1,2} \) (the points \( a_1 \) and \( a_2 \) on the curve \( C(1) \) coincide, and \( C(1) \) is required to intersect \( H \) at this point with multiplicity \( m^1 = m_1^1 + m_2^1 \)),
- \( \vec{h}'(0) = \vec{h}(0) + \vec{e}_{1,0} \) (the curve \( C(0) \) is additionally required to pass through a fixed point in \( H \)).

Case iii). If the incidence conditions on \( C(0) \cup C(2) \cup \ldots \cup C(l) \) specify the union of these curves up to a finite number of possibilities (and the incidence conditions on \( C(1) \) specify \( C(1) \) up to a two-parameter family), a similar argument gives

\[ \#\tilde{Y}^b(\mathcal{E}(0); \mathcal{E}(1); \ldots; \mathcal{E}(l)) = \]

\[ \left( d(0) \#X(d(1), \vec{h}'(1), \vec{i}(1)) - \#X(d(1), \vec{h}''(1), \vec{i}(1)) \right) \cdot \#Y(\mathcal{E}(0); \mathcal{E}(2); \ldots; \mathcal{E}(l)) \]

where
\[ \# 8 = \# 8 \times \# 1 \]

\[ \# \times 7 = \left( \# \times 7 + \# \times 7 - \# \times 116 \right) \times \# 1 \]

\[ \# \times 6 = \left( \# \times 6 - \# \times 58 \right) \times \# 1 \]

Figure 13. Calculating \( \# \tilde{\Gamma}^b \): A pictorial example

- \( \tilde{h}'(1) = \tilde{h}(1) + \epsilon_{m_1,1} + \epsilon_{m_2,1} \) (the curve \( C(1) \) must intersect \( H \) along two fixed general lines at the points \( a_1 \) and \( a_2 \) with multiplicity \( m_1 \) and \( m_2 \) respectively)
- \( \tilde{h}''(1) = \tilde{h}(1) + \epsilon_{m_1,1} \) (the points \( a_1 \) and \( a_2 \) coincide on the curve \( C(1) \), and \( C(1) \) is required to intersect \( H \) at that point with multiplicity \( m_1 = m_1 + m_2 \) along a fixed general line of \( H \)).

These three cases are illustrated pictorially in Figure 13 for the special case of conics in \( \mathbb{P}^3 \) intersecting a line in \( H \) at two points, with the entire configuration required to intersect 8 general lines in \( \mathbb{P}^3 \). One of the intersection points of the conic with \( H \) is marked with an “\( \times \)” to remind the reader of the marking \( a_1 \). The distribution of the line conditions (e.g. the number of line conditions on the conic) is indicated by a small number. The bigger number beside each picture is the actual solution to the enumerative problem corresponding to the picture. For example, there are 116 conics in \( \mathbb{P}^3 \) tangent to a general hyperplane \( H \) intersecting 7 general lines.

### 3.5.4. A recursive formula for \( Y^c \)

By the same method as in Subsubsection 3.5.2 for \( Y^a \) (and \( Y \) in the previous section), we have

\[
\# Y^c(\mathcal{E}(0); \ldots ; \mathcal{E}(l)) = \#
\]

\[
Z_{n-1}(d(0), \vec{i}(0)) \sum_k m^k q^{n_k} \sum_{m,e,j} m q^{m,e} \prod_{k=1}^l \# X_n(d(k), \tilde{h}'(k), \vec{i}(k))
\]

where

- For \( 1 \leq k \leq l \), \( \tilde{h}'(k) = \tilde{h}(k) + \epsilon_{m^k,n-1-\dim \mathcal{E}(k)} \).
\[ i'_e(0) = i_{e+1}(0) + \# \{ \dim X(E(k)) = e \} + \sum m_i h_m \]

- the marked points on the curves of \( Z_{n-1}(d(0), i)(0) \) have been relabeled

\[ \{ q_{m,e}^1, \ldots, q_{m,e}^{h_m} \} \cup \{ q_{m,e}^1, \ldots, q_{m,e}^{l+1} \} \]

where \( q_{m,e}^{ij} = p_{m,e}^j(0), q_{m,e}^{nk} = C(0) \cap C(k), q_{m,e}^{ji} = q_{e+1}(0) \).

This formula is merely a restatement of the divisorial condition \( Y_{55} \) in Definition 3.5.

### 3.5.5. Evaluating \#Z

We will use intersection theory on elliptic fibrations over a curve — the Chow ring modulo algebraic equivalence or numerical equivalence will suffice. Let \( F \) be an elliptic fibration over a smooth curve whose fibers are smooth elliptic curves, except for a finite number of fibers that are irreducible nodal elliptic curves. Let \( F \) be the class of a fiber. Then the self-intersection of a section is independent of the choice of section. \( \text{(Proof): } K_F \text{ restricted to the generic fiber is trivial, so } K_F \text{ is a sum of fibers.} \) Let \( S_1, S_2 \) be two sections. Using adjunction, \( S_1^2 + K_F \cdot S_1 = (K_F + S_1) \cdot S_1 = 0, \) so \( S_1^2 = -K_F \cdot S_1 = -K_F \cdot S_2 = S_2^2. \)

For convenience, call the self-intersection of a section \( S^2 \). The parenthetical proof above shows that \( K_F = -S^2 F \).

**Proposition 3.23.** Let \( S \) be a section, and \( C \) a class on \( F \) such that \( S = C \) on the general fiber. Then \( S = C + \left( \frac{S^2 - C^2}{2} \right) F \).

**Proof.** As all fibers are irreducible, \( S = C + kF \) for some \( k \). By adjunction,

\[
0 = S \cdot (K_F + S)
= (C + kF)(C + (k - S^2)F)
= C^2 + 2k - S^2.
\]

Hence \( k = (S^2 - C^2)/2. \)

If the dimension of \( Z_n(d, i) \) is 0, then consider the universal family over the curve parametrizing maps to \( \mathbb{P}^n \) with the incidence conditions of \( i \). This is \( W_n(d, d\bar{c}_{1,n-1}, i) \) modulo the symmetric group \( S_d \). The general point of \( W_n(d, d\bar{c}_{1,n-1}, i) \) represents a smooth elliptic curve. The remaining points of \( W_n(d, d\bar{c}_{1,n-1}, i) \) represent curves...
that are either irreducible and rational or elliptic with rational tails. 
(This can be proved by simple dimension counts on $W_1(d,d\epsilon_{1,0},0).)
Normalize the base (which will normalize the family), and blow down 
(-1)-curves in fibers. The curves blown down come from maps from nodal curves $C(0) \cup C(1)$, where $C(0)$ is rational and $C(1)$ is elliptic. Call the resulting family $\mathcal{F}$. Let $H$ be the pullback of a hyperplane to $\mathcal{F}$, and let $Q^i_\epsilon$ be the section given by $q^i_\epsilon$.

**Theorem 3.24.** Let $D = H - \sum m^i_\epsilon Q^i_\epsilon$. Then
\[
\#Z_n(d,\bar{\epsilon})\sum m^i_\epsilon q^i_\epsilon = S^2 - D^2/2.
\]

**Proof.** Let $Q$ be any section. Let $S$ be the section given by $Q + \pi^*(\mathcal{O}(1)) - \sum m^i_\epsilon q^i_\epsilon$ in the Picard group of the generic fiber. Then
\[
\#Z_n(d,\bar{\epsilon})\sum m^i_\epsilon q^i_\epsilon = S \cdot Q.
\]
(The sections $S$ and $Q$ intersect transversely from Subsubsection 3.1.3.)
By the previous proposition, as $S^2 = Q^2$,
\[
S = Q + D + \left(\frac{S^2 - (Q + D)^2}{2}\right) F
\]
so $S \cdot Q = \left(\frac{S^2 - (Q + D)^2}{2}\right) F \cdot Q$
\[
= Q^2 + D \cdot Q + \frac{S^2 - Q^2 - D^2}{2} - D \cdot Q
\]
\[
= S^2 - D^2/2.
\]

To calculate
\[
\#Z_n(d,\bar{\epsilon})\sum m^i_\epsilon q^i_\epsilon = S^2 - (H - \sum m^i_\epsilon Q^i_\epsilon)^2/2,
\]
we need to calculate $H^2$, $H \cdot Q^i_\epsilon$, and $Q^i_\epsilon \cdot Q^j_{\epsilon'}$, and these correspond to simpler enumerative problems.

If $(e, j) \neq (e', j')$, $Q^i_\epsilon$ could intersect $Q'^j_{\epsilon'}$ in two ways. If $e' + e \geq n$, the elliptic curve could pass through $\Delta^j_{\epsilon'} \cap \Delta^j_{\epsilon'}$, which will happen $\#W(E')/d!$ times (where $d' = d, d_{\epsilon'1,n-1} = d_{\epsilon'1,n-1}, \bar{d} = \bar{d}_{\epsilon-\epsilon'1,n-1}$). Or the curve could break into two intersecting components, one rational (call it $R$) containing $Q^i_\epsilon$ and $Q^j_{\epsilon'}$, (which will be blown down in the
construction of $\mathcal{F}$, and the other (call it $E$) smooth elliptic. This will happen

$$\sum_{d(0)+d(1)=d} (d(0)d(1)) \delta_{n,2} \left( \frac{i - \bar{e}_{i^0} - \bar{e}_{i^1}}{\bar{i}(1)} \right) \left( \frac{\#X(\mathcal{E}(0))}{d(0)!} \right) \left( \frac{\#W(\mathcal{E}(1))}{d(1)!} \right)$$

times where $h_{n-1}(0) = d(0), h_{n-1}(1) = d(1)$. The factor of $(d(0)d(1)) \delta_{n,2}$ corresponds to the fact when $n = 2$, $\pi(C) = \pi(R \cup E)$ is a plane curve, and the point $R \cap E$ could map to any node of the plane curve $\pi(R \cup E)$. Transversality in both cases is simple to check, and both possibilities are of the right dimension. Thus

$$H \cdot Q_e = \frac{\#W(\mathcal{E}')}{d!}$$

$$+ \sum_{d(0)+d(1)=d} (d(0)d(1)) \delta_{n,2} d(0) \left( \frac{i - \bar{e}_{i^0}}{\bar{i}(1)} \right) \left( \frac{\#X(\mathcal{E}(0))}{d(0)!} \right) \left( \frac{\#W(\mathcal{E}(1))}{d(1)!} \right)$$

times where $h_{1,n-1}(0) = d(0), h_{1,n-1}(1) = d(1)$. (The second $d(0)$ in the formula comes from the choice of point of $h$ on the degree $d(0)$ rational component.) Thus

$$H \cdot Q_e = \frac{\#W(\mathcal{E}')}{d!}$$

$$+ \sum_{d(0)+d(1)=d} (d(0)d(1)) \delta_{n,2} d(0) \left( \frac{i - \bar{e}_{i^0}}{\bar{i}(1)} \right) \left( \frac{\#X(\mathcal{E}(0))}{d(0)!} \right) \left( \frac{\#W(\mathcal{E}(1))}{d(1)!} \right).$$

To determine $H^2$, fix a second general hyperplane $h'$ in $\mathbb{P}^n$, and let $H'$ be its pullback to $\mathcal{F}$. Once again, $H$ could intersect $H'$ in two ways.
depending on if the curve passes through $h \cap h'$, or if the curve breaks into two pieces. Thus

$$H^2 = \frac{\#W(\mathcal{E}')}{d!}$$

$$+ \sum_{\frac{d(0)+d(1)=d}{i(0)+\tilde{i}(1)=\tilde{i}}} (d(0)d(1))^{\delta_n,2} \left( \frac{\tilde{i}}{\tilde{i}(1)} \right) \left( \frac{\#X(\mathcal{E}(0))}{d(0)!} \right) \left( \frac{\#W(\mathcal{E}(1))}{d(1)!} \right)$$

where $\tilde{h}' = d\tilde{e}_{1,n-1}$, $\tilde{i} = \tilde{i} + \tilde{e}_{n-2}$, $\tilde{h}(0) = d(0)\tilde{e}_{1,n-1}$, $\tilde{h}(1) = d(1)\tilde{e}_{1,n-1}$.

The self-intersection of a section $S^2 (= (Q^i_1)^2)$ can be calculated as follows. Fix $\epsilon$ such that $i_\epsilon > 0$. We can calculate $H \cdot Q^1_\epsilon$, so if we can evaluate $(H - Q^1_\epsilon) \cdot Q^1_\epsilon$ then we can find $S^2 = (Q^1_\epsilon)^2$. Fix a general hyperplane $h$ containing $\Delta^1_\epsilon$, and let $(H - Q^1_\epsilon)$ be the multisection that is the pullback of $h$ to $\mathcal{F}$, minus the section $Q^1_\epsilon$. The cycle $(H - Q^1_\epsilon)$ intersects $Q^1_\epsilon$ if the curve is tangent to $h$ along $\Delta^1_\epsilon$ or if the curve breaks into two pieces, with $Q^1_\epsilon$ on the rational piece. Thus

$$(H - Q^1_\epsilon) \cdot Q^1_\epsilon = \frac{\#W(\mathcal{E}')}{(d-2)!}$$

$$+ \sum_{\frac{d(0)+d(1)=d}{i(0)+\tilde{i}(1)=\tilde{i}}} (d(0)d(1))^{\delta_n,2} \left( \frac{\tilde{i} - \tilde{e}_\epsilon}{\tilde{i}(1)} \right) \left( \frac{\#X(\mathcal{E}(0))}{(d(0) - 2)!} \right) \left( \frac{\#W(\mathcal{E}(1))}{d(1)!} \right)$$

where $\tilde{h}' = (d-2)\tilde{e}_{1,n-1} + \tilde{e}_2$, $\tilde{h}(0) = (d(0) - 1)\tilde{e}_{1,n-1} + \tilde{e}_1$, $\tilde{h}(1) = d(1)\tilde{e}_{1,n-1}$. The denominator $(d(0) - 2)!$ arises because we have a degree $d(0)$ (rational) curve passing through an $\epsilon$-plane on $h$, and various incidence conditions $\tilde{i}(0)$. The number of such curves with a choice of one of the other intersections of $C(0)$ with $h$ is $(d(0) - 1)\#X(\mathcal{E}(0))/(d(0) - 1)!$.

As an example, consider the elliptic quartics in $\mathbb{P}^2$ passing through 11 fixed points, including $q_0^1, q_0^2, q_0^3, q_0^4$. How many such two-nodal quartics have $\mathcal{O}(1) = q_0^1 + \cdots + q_0^4$ in the Picard group of the normalization of the curve? We construct the fibration $\mathcal{F}$ over the (normalized) variety of two-nodal plane quartics through 11 fixed points. We have sections $Q^1_0, \ldots, Q^1_{11}$ and a multisection $H$. If $i \neq j$, $Q^i_0 \cdot Q^j_0 = 3$, $H \cdot Q^1_0 = 30$, $H^2 = 225 + 3(11) = 390$, $(H - Q^1_0) \cdot Q^1_0 = 185$, so

$$S^2 = H \cdot Q^1_0 - (H - Q^1_0) \cdot Q^1_0 = -155.$$
Let \( D = H - Q_0^1 - \cdots - Q_0^4 \). Then
\[
D^2 = H^2 + 4S^2 - 8H \cdot Q_0^1 + 12Q_0^1 \cdot Q_0^2
\]
\[
= 390 + 4(-155) - 8(30) + 12(3)
\]
\[
= -434
\]
so the answer is \( S^2 - D^2/2 = 62 \).

To determine the enumerative geometry of quartic elliptic space curves (see Subsubsection 3.6.3), various \( \# Z_2(d, i) \) were needed with \( d = 3 \) and \( d = 4 \). When \( d = 3 \), \( i_0 \) is necessarily 8, and the results are given in the Table 1. For convenience, we write \( p^j = q_0^j \) for the base points and \( l^j = q_1^j \) for the marked points on lines. These values were independently confirmed by M. Roth ([Ro]). When \( d = 4 \), \( i_0 \) must be 11, and the results are given in the Table 2. For convenience again, we write \( p^j = q_0^j \) and \( l^j = q_1^j \).

| \( i_1 \) | \( D \) | \( \# Z_2(d, i) \)_D |
|---|---|---|
| 0 | \( p^1 + p^2 + p^3 \) | 0 |
| 1 | \( p^1 + p^2 + l^1 \) | 1 |
| 2 | \( p^1 + l^1 + l^2 \) | 5 |
| 3 | \( l^1 + l^2 + l^3 \) | 18 |
| 0 | \( p^1 + 2p^2 \) | 1 |
| 1 | \( 2p^1 + l^1 \) | 4 |
| 1 | \( p^1 + 2l^1 \) | 5 |
| 2 | \( l^1 + 2l^2 \) | 16 |
| 0 | \( 3p^1 \) | 3 |
| 1 | \( 3l^1 \) | 14 |
| 0 | \( p^1 + p^2 + p^3 + p^4 - p^5 \) | 1 |
| 1 | \( p^1 + p^2 + p^3 + p^4 - l^1 \) | 2 |
| 1 | \( p^1 + p^2 + p^3 + l^1 - p^4 \) | 4 |
| 2 | \( p^1 + p^2 + p^3 + l^1 - l^2 \) | 10 |
| 2 | \( p^1 + p^2 + l^1 + l^2 - p^3 \) | 14 |
| 3 | \( p^1 + p^2 + l^1 + l^2 - l^3 \) | 39 |
| 3 | \( p^1 + l^1 + l^2 + l^3 - p^2 \) | 45 |
| 4 | \( p^1 + l^1 + l^2 + l^3 - l^4 \) | 135 |
| 4 | \( l^1 + l^2 + l^3 + l^4 - p^1 \) | 135 |
| 5 | \( l^1 + l^2 + l^3 + l^4 - l^5 \) | 432 |

Table 1. Counting cubic elliptic plane curves with a divisorial condition
3.6. Examples.

3.6.1. Plane curves. Type IIc components in this case are never enumeratively meaningful, as the elliptic curve \( C(0) \) must map to the line \( H \) with degree at least two. The recursive formulas we get are identical to the genus 1 recursive formulas of Caporaso and Harris in [CH3].

3.6.2. Cubic elliptic space curves. The number of smooth cubic elliptic space curves through \( j \) general points and \( 12 - 2j \) general lines is \( 1500, 150, 14, \) and \( 1 \) for \( j = 0, 1, 2, \) and \( 3 \) respectively. (The number is 0 for \( j > 3 \) as cubic elliptic space curves must lie in a plane.) The degenerations involved in calculating the first case appeared in Subsubsection 3.0.3. As the Chow ring of the space of smooth elliptic cubics is not hard to calculate (see [H1], p. 36), these results may be easily verified.

The number of cubic elliptics tangent to \( H \), through \( j \) general points and \( 11 - 2j \) general lines is \( 4740, 498, 50, \) and \( 4 \) for \( j = 0, 1, 2, \) and \( 3 \) respectively. The number of cubic elliptics triply tangent to \( H \) through \( j \) general points and \( 10 - 2j \) general lines is \( 2790, 306, 33, \) and \( 3 \) for \( j = 0, 1, 2, \) and \( 3 \) respectively.

These numbers are needed for the next examples.

3.6.3. Quartic elliptic space curves. The number of smooth quartic elliptic space curves through \( j \) general points and \( 16 - 2j \) general lines is given in the Table 3. These numbers agree with those recently found by Getzler by means of genus 1 Gromov-Witten invariants (cf. [G3]).

The space of smooth quartic elliptic space curves is birational to pencils in the space of space quadrics (as a quartic elliptic space curve is the base locus of a unique pencil, and a general pencil defines a
| $j$ | # quartics |
|-----|------------|
| 0   | 52,832,040 |
| 1   | 4,436,208  |
| 2   | 385,656    |
| 3   | 34,674     |
| 4   | 3,220      |
| 5   | 310        |
| 6   | 32         |
| 7   | 4          |
| 8   | 1          |

Table 3. Number of quartic elliptic space curves through $j$ general points and $16 - 2j$ general lines

smooth quartic elliptic). By this means the last four numbers in Table 3 may be easily calculated. D. Avritzer and I. Vainsencher used this method (cf. [AV]) to calculate the top number, although they likely misprinted their answer ([G5]).

Other enumerative data can also be found. For example, Tables 4 to 6 give the number of smooth quartic elliptic space curves through $i_0$ general points and $i_1$ general lines, and $h_0$ general points and $h_1$ general lines in $H$, with

$$2i_0 + i_1 + 2h_0 + h_1 = 16.$$  

At each stage, the number may be computed by degenerating a point or a line (assuming there is a point or line to degenerate). Each row is labeled, and the labels of the different degenerations that are also smooth quartics are given in each case, and a “+” is added if there are other degenerations. (This will help the reader to follow through the degenerations.) Keep in mind that these numbers are not quite what the algorithm of this section produces; in the algorithm, the intersections with $H$ are labeled, so the number computed for $(i_0, i_1, h_0, h_1)$ will be $(4 - h_0 - h_1)!$ times the number in the table.

These computations are not as difficult as one might think. For example, if $i_0$ and $i_1$ are both positive, it is possible to degenerate a point and then a line, or a line and then a point. Both methods must yield the same number, providing a means of double-checking.

As an example, the degenerations used to compute the 52,832,040 quartic space curves through 16 general lines are displayed in Figures 14 to 17, using the pictorial shorthand described earlier. In Figure 14,
| $(i_0, i_1, h_0, h_1)$ | point degen. | line degen. | # curves |
|-----------------------|-------------|-------------|----------|
| 1 (16,0,0,0)          |             | 10          | 52,832,040 |
| 2 (14,1,0,0)          | 40          | 11          | 4,436,268  |
| 3 (12,2,0,0)          | 41          | 12          | 385,656    |
| 4 (10,3,0,0)          | 42          | 13          | 34,674     |
| 5 (8,4,0,0)           | 43          | 14          | 3,220      |
| 6 (6,5,0,0)           | 44          | 15          | 310        |
| 7 (4,6,0,0)           | 45          | 16          | 32         |
| 8 (1,7,0,0)           | 46          | 17          | 4          |
| 9 (0,8,0,0)           | 47          |             | 1          |
| 10 (15,0,1,0)         |             | 18, 40      | 52,832,040 |
| 11 (13,1,1,0)         | 48          | 19, 41      | 4,436,268  |
| 12 (11,2,1,0)         | 49          | 20, 42      | 385,656    |
| 13 (9,3,1,0)          | 50          | 21, 43      | 34,674     |
| 14 (7,4,1,0)          | 51          | 22, 44      | 3,220      |
| 15 (5,5,1,0)          | 52          | 23, 45      | 310        |
| 16 (3,6,1,0)          | 53          | 24, 46      | 32         |
| 17 (1,7,1,0)          | 54          | 25, 47      | 4          |
| 18 (14,0,2,0)         |             | 26, 48+     | 48,395,772 |
| 19 (12,1,2,0)         | 55+         | 27, 49+     | 4,050,612  |
| 20 (10,2,2,0)         | 56+         | 28, 50+     | 350,982    |
| 21 (8,3,2,0)          | 57+         | 29, 51+     | 31,454     |
| 22 (6,4,2,0)          | 58+         | 30, 52      | 2,910      |
| 23 (4,5,2,0)          | 59          | 31, 53      | 278        |
| 24 (2,6,2,0)          | 60          | 32, 54      | 28         |
| 25 (0,7,2,0)          | 61          |             | 3          |
| 26 (13,0,3,0)         |             | 33, 55+     | 39,347,736 |
| 27 (11,1,3,0)         | 62+         | 34, 56+     | 3,266,100  |
| 28 (9,2,3,0)          | 63+         | 35, 57+     | 280,752    |
| 29 (7,3,3,0)          | 64+         | 36, 58+     | 24,972     |
| 30 (5,4,3,0)          | 65+         | 37, 59+     | 2,290      |
| 31 (3,5,3,0)          | 66+         | 38, 60+     | 214        |
| 32 (1,6,3,0)          | 67+         | 39, 61+     | 20         |
| 33 (12,0,4,0)         | 62+         |             | 23,962,326 |
| 34 (10,1,4,0)         | +           | 63+         | 1,939,857  |

Table 4. Quartic elliptic space curves with incidence conditions
| \((i_0, i_1, h_0, h_1)\) | point degen. | line degen. | \# curves |
|--------------------------|-------------|-------------|-----------|
| 35 (8,2,4,0)             | +           | 64+         | 161,735   |
| 36 (6,3,4,0)             | +           | 65+         | 13,908    |
| 37 (4,4,4,0)             | +           | 66+         | 1,222     |
| 38 (2,5,4,0)             | +           | 67+         | 104       |
| 39 (0,6,4,0)             | +           |             | 8         |
| 40 (14,0,0,1)            |             | 48+         | 4,436,268 |
| 41 (12,1,0,1)            | 68          | 49          | 385,656   |
| 42 (10,2,0,1)            | 69          | 50          | 34,674    |
| 43 (8,3,0,1)             | 70          | 51          | 3,220     |
| 44 (6,4,0,1)             | 71          | 52          | 310       |
| 45 (3,5,0,1)             | 72          | 53          | 32        |
| 46 (2,6,0,1)             | 73          | 54          | 4         |
| 47 (0,7,0,1)             | 74          |             | 1         |
| 48 (13,0,1,1)            |             | 55, 68+     | 4,436,268 |
| 49 (11,1,1,1)            | 75+         | 56, 69+     | 385,656   |
| 50 (9,2,1,1)             | 76+         | 57, 70+     | 34,674    |
| 51 (7,3,1,1)             | 77+         | 58, 71+     | 3,220     |
| 52 (5,4,1,1)             | 78+         | 59, 72      | 310       |
| 53 (3,5,1,1)             | 79          | 60, 73      | 32        |
| 54 (1,6,1,1)             | 80          | 61, 74      | 4         |
| 55 (12,0,2,1)            |             | 62, 75      | 4,028,112 |
| 56 (10,1,2,1)            | 81+         | 63, 76+     | 349,032   |
| 57 (8,2,2,1)             | 82+         | 64, 77+     | 28,340    |
| 58 (6,3,2,1)             | 83+         | 65, 78+     | 2,901     |
| 59 (4,4,2,1)             | 84+         | 66, 79+     | 278       |
| 60 (2,5,2,1)             | 85+         | 67, 80+     | 28        |
| 61 (0,6,2,1)             | 86+         |             | 3         |
| 62 (11,0,3,1)            | 81+         |             | 2,849,436 |
| 63 (9,1,3,1)             | +           | 82+         | 243,507   |
| 64 (7,2,3,1)             | +           | 83+         | 21,310    |
| 65 (5,3,3,1)             | +           | 84+         | 1,909     |
| 66 (3,4,3,1)             | +           | 85+         | 172       |
| 67 (1,5,3,1)             | +           | 86+         | 14        |
| 68 (12,0,0,2)            |             | 75+         | 385,656   |

Table 5. Quartic elliptic space curves with incidence conditions, cont’d
| \((i_0, i_1, h_0, h_1)\) | point degen. | line degen. | \# curves |
|-------------------|-------------|-------------|-----------|
| 69 \((10,1,0,2)\) | 87 | 76+ | 34,674 |
| 70 \((8,2,0,2)\) | 88 | 77+ | 3,220 |
| 71 \((6,3,0,2)\) | 89 | 78+ | 310 |
| 72 \((4,4,0,2)\) | 90 | 79 | 32 |
| 73 \((2,5,0,2)\) | 91 | 80 | 4 |
| 74 \((0,6,0,2)\) | 92 | 1 | |
| 75 \((11,0,1,2)\) | 81, 87+ | 384,156 |
| 76 \((9,1,1,2)\) | 93+ | 82, 88+ | 34,524 |
| 77 \((7,2,1,2)\) | 94+ | 83, 89+ | 3,206 |
| 78 \((5,3,1,2)\) | 95+ | 84, 90+ | 246 |
| 79 \((3,4,1,2)\) | 96 | 85, 91+ | 32 |
| 80 \((1,5,1,2)\) | 97 | 86, 92+ | 4 |
| 81 \((10,0,2,2)\) | 93+ | 312,348 |
| 82 \((8,1,2,2)\) | + | 94+ | 28,340 |
| 83 \((6,2,2,2)\) | + | 95+ | 2,612 |
| 84 \((4,3,2,2)\) | + | 96+ | 24 |
| 85 \((2,4,2,2)\) | + | 97+ | 2 |
| 86 \((0,5,2,2)\) | + | 2 |
| 87 \((10,0,0,3)\) | 93+ | 34,674 |
| 88 \((8,1,0,3)\) | 98+ | 94+ | 3,220 |
| 89 \((6,2,0,3)\) | 99+ | 95+ | 310 |
| 90 \((4,3,0,3)\) | 100+ | 96 | 32 |
| 91 \((2,4,0,3)\) | 101 | 97 | 4 |
| 92 \((0,5,0,3)\) | 102 | 1 |
| 93 \((9,0,1,3)\) | 98+ | 31,056 |
| 94 \((7,1,1,3)\) | + | 99+ | 3,052 |
| 95 \((5,2,1,3)\) | + | 100+ | 304 |
| 96 \((3,3,1,3)\) | + | 101+ | 32 |
| 97 \((1,4,1,3)\) | + | 102+ | 4 |
| 98 \((8,0,0,4)\) | + | 2,519 |
| 99 \((6,1,0,4)\) | + | 277 |
| 100 \((4,2,0,4)\) | + | 31 |
| 101 \((2,3,0,4)\) | + | 4 |
| 102 \((0,4,0,4)\) | + | 1 |

Table 6. Quartic elliptic space curves with incidence conditions, cont’d
Figure 14. Counting quartic elliptic space curves through 16 general lines
degenerations involving nondegenerate quartic elliptic space curves are given (as well as a few more). The remaining degenerations are given in Figures 15 to 17. The boldfaced numbers indicated the corresponding rows in Tables 4 to 6.
3.7. Curves of higher genus. The genus 2 case seems potentially tractable. An analog of Proposition 3.19 is needed, showing that in the space of stable maps of the desired sort (with general assigned incidences and intersections with $H$), no divisor representing maps with collapsed components of positive genus is enumeratively meaningful. New types of components arise, including one in which $C(0)$ and $C(1)$ are both rational, and intersect each other in 3 points (which will require the intersection theory of a blow-up of $H^3$), and one in which $C(0)$, $C(1)$, and $C(2)$ are rational and $C(0)$ intersects $C(i)$ $(i = 1, 2)$ in 2 points (which will require the intersection theory of $(\text{Bl}_\Delta H^2)^2$). The main difficulty will arise from components where $p_a(C(0)) = 2$, as the
Figure 16. Additional degenerations of quartic elliptic space curves, cont’d

divisorial condition analogous to that of Type IIc components is a codimension 2 condition, and the calculation of $\# Z$ (when $p_a(C(0)) = 1$) using elliptic fibrations now involves fibrations of abelian surfaces.
For genus greater than 2, the situation is more grave. The map
\[ \rho_A : \overline{M}_{g,m}(\mathbb{P}^n, d) \rightarrow \overline{M}_{g,m}(\mathbb{P}^1, d) \]
induced by projection from a general \((n - 2)\)-plane \(A\) in \(H\) is not dominant, so the multiplicity calculations are no longer immediate from the situation on \(\overline{M}_{g,m}(\mathbb{P}^1, d)\). Second, the divisorial condition is even more complicated than for genus 2, and the other computations (involving the intersection theory of products of repeated blow-ups of powers of \(H\) along various diagonals) will be horrendous. It is also awkward that the dimensions of these spaces may not be what one would naively expect. For example, the space of genus 3 quartic space curves is of dimension 17 (as all genus 3 quartic space curves must lie in a plane, so the dimension is \(\dim \mathbb{P}^{3*}\) plus the dimension of the space of plane quartics), not 16. (This is because the normal bundle of the general such map has non-zero \(H^1\).)
But all is not necessarily lost. Even in the case of genus 3 quartic space curves we can successfully follow through the degenerations (see Figure 18; genus 3 curves are indicated by 3 open circles). The unexpectedly high dimension of the space is compensated by unexpectedly high dimensions of degenerations. For example, one would naively expect that requiring two curves to intersect in three points would impose three conditions, but when one of the curves is cubic elliptic (and hence planar) and the other is a line, the cost is only two conditions (as a line intersecting the cubic at two points necessarily intersects it at a third). This should work in general when \( d \) is small enough (for fixed \( g \)) that the curve must be planar, and the degenerations will look very much like those of \([CH3]\) and Figure 18. Perhaps when \( d \) is small enough that \( C'(0) \) must be genus 0 or 1 this analysis can still be carried through.
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