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ABSTRACT

One of the main challenges left for the present and future Cosmic Microwave Background (CMB) experiments is the high precision measurement of the CMB polarization anisotropies at large angular scales. The reionization bump in the CMB polarization power spectra encodes unique informations about the reionization history of the Universe and the inflationary epoch. Such valuable information can be accessed only with an unprecedented accuracy and care on each step of the data analysis and its interpretation. In this paper we present a cross-spectra based approach for the analysis of the CMB data at large angular scales to constrain the reionization optical depth $\tau$, the tensor to scalar ratio $r$ and the amplitude of the primordial scalar perturbations $A_s$. Using cross-spectra has the advantage to eliminate spurious noise bias and to give a better handle of residual systematics with respect to the pixel-based approach used so far, allowing to efficiently combine the cosmological information encoded in cross-frequency or cross-dataset spectra. We present two solutions to deal with the non-Gaussianity of the $C_T$ estimator distributions at large angular scales: the first relies on an analytical parametrization of the estimator distribution, while the second is based on modification of the Hamimache&Lewis likelihood approximation at large angular scales. The modified HL method (oHL) is extremely powerful as it allows to easily deal with multipole and mode correlations for a combined temperature and polarization analysis. We validate our methods on realistic simulations generated with publicly available specifications, showing that they give consistent results for the constraints of the relevant cosmological parameters in the case of a realistic experimental settings that account for anisotropic correlated noise and incomplete sky coverage.

1 INTRODUCTION

The Cosmic Microwave Background radiation (CMB) is a very powerful cosmological probe. Different CMB experiments with increasing sensitivity such as COBE (Mather et al. 1990), WMAP (Bennett 2013) and the Planck satellite (Planck Collaboration 2015) mapped the CMB sky in both temperature and polarization allowing to characterize the Universe’s properties and evolution with higher and higher accuracy. Future experiments such as the PRISM/CoRE+ satellite (André et al. 2014) are proposed for being an ultimate full sky CMB mission. As a general status, current CMB experiments, in particular the ones that, as Planck, targeted the accurate measurement of the CMB temperature anisotropies, have now reached a level of precision and resolution such that they have exploited all their statistical power, and are now limited by the systematic effects related to the instrument design and technology.

Within this context, the main challenge left for present and the future CMB experiments relies on the high precision measurement of the CMB temperature and polarization anisotropies at large angular scales. This signal is extremely interesting because it encodes unique informations about the ionization history of the Universe and the inflationary epoch and it can be used as an independent and complementary probe to constrain two important cosmological parameters: the optical depth to reionization $\tau$ and the tensor-to-scalar ratio parameter $r$ which is related to the amplitude of the primordial tensor modes. Moreover, the large scales CMB signal can be very useful to break parameter degeneracies, in particular regarding two parameters: $\tau$ and the amplitude of the primordial scalar density perturbations $A_s$ which are strongly correlated through the amplitude of the first acoustic peak $A_{TT} = A_s e^{-2\tau}$. In order to achieve this goal, it is crucial to carefully assess each step of the data analysis and its interpretation. In this paper we address this issue focusing on the importance of developing statistical methods specific for the analysis of the CMB data at large angular scales that allow to access the cosmological information minimizing the impact of residual systematics related to the experimental configuration and design.

Given that the distribution of the CMB anisotropies is compatible with a Gaussian distribution, all the relevant statistical information can be encoded in the two points correlation function of the CMB temperature and polarization anisotropies or, equiva-
lently, its projection in harmonic space: the angular power spectrum of the CMB temperature and polarization fields. This is defined as
\[ \hat{C}_\ell = \langle a_m a_{m'} \rangle_{\ell \ell'}, \]
where \( a_m \) are the coefficients of the spherical harmonic decomposition. The connection between the measured CMB data and the theory is done through the CMB likelihood function
\[ \mathcal{L} = P(d|C_\ell(\alpha)) \] that quantifies the match between the CMB data \( d \) and a given theoretical model parametrized e.g. by a theoretical power spectrum \( C_\ell(\alpha) \) defined in terms of a set of cosmological parameters \( \alpha \).

So far the analysis of the CMB anisotropies at large angular scales has been based on methods that exploit the reduced dimensionality of the problem to use an exact evaluation of the CMB likelihood function. This approach is based on methods that exploit the reduced dimensionality of the problem to use an exact evaluation of the CMB likelihood function. However, the data compression from CMB maps to angular power spectra is necessary for computational and numerical reasons. However, this can be extremely hard to achieve given the difficulty of the precise characterization not only of the noise but also of the residuals systems related e.g. to the instrument, the scanning strategy and the residual foregrounds.

Alternatively, the likelihood function could be defined in the harmonic space as done e.g. in the small scales analysis where the data compression from CMB maps to angular power spectra is necessary for computational and numerical reasons. However, the complication of working in harmonic space at large angular scales (low-\( \ell \) multipoles) is related to the fact that the distribution of the \( \hat{C}_\ell \) estimators at low-\( \ell \) is non-Gaussian. In harmonic space the \( \hat{C}_\ell \) consist in the sum of the square of the harmonic coefficients \( a_{m\ell} \) and they have a reduced-\( \chi^2 \) distribution. Therefore the likelihood of a theoretical power spectrum as a function of the measured \( \hat{C}_\ell \) is non-Gaussian. Contrary to the small-scales analysis, the CMB low-\( \ell \) analysis is particularly concerned by this issue given that the central limit theorem cannot be invoked. Previous studies, e.g. [Perrotta et al. 2006], developed a CMB analysis at large scales based on the likelihood definition in harmonic space in terms of auto-spectra, that is to say CMB angular power spectra obtained from a single frequency/dataset CMB map. This approach however shares similar problems with the pixel base likelihood approach, in particular in terms of the noise biases and of the accurate characterization of the systematics effects at the spectra levels that cannot be eliminated or disentangled by using the auto-spectra.

In this paper we propose to extend the cross-spectra based approach for the analysis of the CMB temperature and polarization anisotropies at large angular scales. Our method provides different solutions to deal with the non-Gaussianity of the cross-spectra estimators at large angular scales. Working in harmonic space using the cross-spectra allows to get rid of noise biases and to minimize the residual systematics effects by exploiting the cross-correlation between different CMB maps, e.g. cross-frequency and cross-datasets. In this sense, the use of cross-spectra allows to access the cosmological information encoded in the CMB maps at different frequencies and to combine different CMB datasets in a more powerful way with respect to the pixel based or auto-spectra approach.

Here we present a detailed description of the cross-spectra statistics in Sect. 2. In Sect. 3 we describe the \( \hat{C}_\ell \) estimator that we use for the cross-spectra reconstruction and we define the specifications used to generate realistic cross-spectra simulations based on publicly available CMB data. Furthermore, in Sect. 4 we present the formalism to deal with the non-Gaussianity of the cross-spectra \( \hat{C}_\ell \) estimators at large angular scales in the case of our realistic simulation settings. Based on this formalism, in Sect. 5 we construct two types of cross-spectra based likelihoods: in Sect. 5.1 we present an analytical solution based on the parametrization of the \( \hat{C}_\ell \) estimator distribution that is useful for the simplest case of a single-field analysis where correlations can be neglected. In Sect. 5.2 we then define a more general method that allows to easily deal with a joint temperature and polarization analysis accounting for both correlations between multipoles and modes (TE, TB, EB). This more general method is based on the extension of the [Hamimeche & Lewis 2008] [Hamimeche & Lewis 2008] (H&L) approach to the large angular scales analysis and it relies on a re-definition of the H&L variable transformation allowing to approximate the CMB likelihood function by a multi-variate Gaussian at low multipoles and for cross-spectra. In Sect. 5 we present the likelihood results in the case of a single-field analysis, describing the validation tests and a comparison of the different methods. As the reference single-field we consider the E-modes polarization to constrain the optical depth to reionization parameter \( \tau \). The results for the general modified H&L solution (oHL) that accounts for the full temperature and polarization analysis including all correlations are described in Sec. 6 where we present constraints of the \( \tau \), \( r \) and \( A_s \) parameters. Also, we discuss the optimality of the oHL method with respect to the pixel based likelihood solutions. Finally in Sect. 7 we present our conclusions. We provide in the appendix Sect. A the details of the analytic description of the cross-spectra distribution and in Sect. B we discuss the comparison of the auto-spectra and cross-spectra statistics.

2 CROSS-SPECTRA STATISTICS

In order to gain some understanding of the underlying statistics, we start by presenting the analytical formalism to deal with CMB cross-spectra in the full sky, which will be generalized in Sect. 3. We consider the CMB angular power spectrum obtained by combining the harmonic coefficients \( a_{m\ell} \) of two different (\( A \) or \( B \)) full-sky maps, measured with different noise spectra \( N_A^\ell \) and \( N_B^\ell \).

The cross-spectra statistics is defined as:

\[
\hat{C}_\ell^{AB} = \frac{1}{2\ell + 1} \sum_{m=0}^{m} a_{m\ell}^A b_{m\ell}^B.
\]

(1)

The cross-spectra distribution is given by (we refer to the Appendix Sect. A for the details of this calculation):

\[
P_{N}^{\ell} \left( \hat{C} \right) = \left( \frac{N_p \bar{C}}{2} \right)^{N(N+1)/2} \left( (1 - \rho^2) \sigma A \sigma B K_{N(N+1)/2} \right) \left( \frac{N_p \bar{C}}{1 - \rho^2} \sigma A \sigma B K_{N(N+1)/2} \right) \]  

(2)

where \( N = 2\ell + 1 \) is the number of modes, \( K \), is the modified Bessel
function of the second kind and order ν and:
\[
\begin{align*}
\sigma_A &= \sqrt{\frac{C_{\ell}^A + N_{\ell}^A}{L_{\ell}^A}} \\
\sigma_B &= \sqrt{\frac{C_{\ell}^B + N_{\ell}^B}{L_{\ell}^B}} \\
\rho &= \frac{\sqrt{(C_{\ell}^A + N_{\ell}^A)(C_{\ell}^B + N_{\ell}^B)}}{\sqrt{C_{\ell}^A B_{\ell}^A}}.
\end{align*}
\]

Some examples of the shapes for these distributions are shown on Fig. 1 where it is interesting to see how the distribution changes when varying the degree of correlation between the two maps (ρ). Note that, unlike for auto-spectra, the \( p_{\sigma A}^B (\hat{c}) \) function can be negative since the negative exponential decay is compensated by the rise of the Bessel function, especially when the noise is important (large \( \sigma_A, \sigma_B \)).

From the characteristic function Eq. (1.12) we can compute the cumulant generating function \( K(t) = \ln \phi(t) \) and by Taylor-expanding it in powers of \( (it) \) around zero we obtain the first cumulants:
\[
\begin{align*}
\kappa_1(C_{\ell}^{AB}) &= C_{\ell}^{AB} \\
\kappa_2(C_{\ell}^{AB}) &= \frac{2(C_{\ell}^{AB})^2 + C_{\ell}^{AB}(N^A + N^B) + N^A N^B}{N} \\
\kappa_3(C_{\ell}^{AB}) &= C_{\ell}^{AB} \left( 8(C_{\ell}^{AB})^3 + 6(C_{\ell}^{AB})^2 N^A + N^B + 6N^A N^B \right) / N^2.
\end{align*}
\]

This generalizes the results from Hamimeche \& Lewis (2008, Appendix C) obtained for auto-spectra with identical noise. According to the Central Limit Theorem, the cumulants above \( \kappa_2 \) disappear with the number of modes \( N \) and the distribution approaches a Gaussian with a variance given by Eq. (5). Unlike for the auto-spectrum case (Eq. (6)), the estimator \( \kappa_2 \) does not depend on the noise reconstruction. The clear advantage of using the cross-spectra is that the estimator is unbiased whatever knowledge we have of the noise spectra. Also, the statistical loss for using cross-spectra with respect to auto-spectra is small and minimized if the noise levels of the two maps involved are not too different, as shown in details in Sect. 2. Note that in general these conclusions hold true also when an incomplete sky coverage is considered.

### 3 CROSS-SPECTRA ESTIMATOR

As in the auto-spectrum case (e.g. Wandelt et al. 2001), the inclusion of some cut on the sky and of anisotropic noise complicates the description of a cross-spectrum estimator by correlating modes between them (both in \( \ell \) and \( m \) for a non azimuthal mask) and eventually distorting the marginal distributions. We then need to rely on realistic simulations to take into account the full complexity of the problem.

#### 3.1 Angular power spectrum estimator

We use a pseudo-\( C_{l} \) estimator (PCL), Xpol an extension to polarization of the Xspec\( t \) algorithm (Tristram et al. 2005) to derive different sets of cross-spectra simulations. At very low multipoles, the PCL estimator is known to be sub-optimal with respect to e.g. a Quadratic Maximum Likelihood estimator (QML) (Tegmark \& de Oliveira-Costa 2001; Efstathiou 2006). This means that the variance and correlation of the PCL is expected to be slightly higher than for QML resulting in slightly larger distributions for the estimated \( C_{l} \). However, the implementation of cross-spectra for PCL estimators is straightforward and we can easily take into account...
the level of ℓ-by-ℓ correlations using Monte Carlo simulations. In any case, the definition and validation of the cross-spectra likelihood are independent on the choice of the cross-spectra estimator used.

We produced different sets of Monte-Carlo cross-spectra simulations. We generated simulated CMB maps on which we add anisotropic and correlated noise corresponding to four public datasets: WMAP (V band), Planck-LFI (70 GHz) and two Planck-HFI channels (100 GHz and 143 GHz). The CMB signal is constructed from the adiabatic ΛCDM model with cosmological parameters: Ω_bh^2 (the baryon density), Ω_ch^2 (the dark matter density), the amplitude and the spectral index of the primordial power spectrum A_s and n_s, θ (a parameter proportional to the ratio of the sound horizon and the angular diameter distance at recombination), the optical depth to reionization parameter τ or, equivalently, the redshift of reionization z_re. We also consider primordial tensor modes, parametrized by the tensor-to-scalar ratio of the amplitude of the primordial spectra r.

Our reference simulations are generated with a fiducial ΛCDM model based on the Planck 2015 best fit (Planck Collaboration XIII 2015) with τ = 0.078. For the tensor-to-scalar ratio we choose r = 0.1 as the fiducial input value. Since it is relevant for some validation tests, in particular to check the dependence on the fiducial model, we also generated two sets of simulations with different input cosmologies:

model 1: early reionization without tensor modes (Planck 2015 best-fit with τ = 0.09, z_re = 11.2, r = 0)
model 2: late reionization with high level of tensor (Planck 2015 best-fit with τ = 0.0566, z_re = 8, r = 0.2)

We estimate the noise angular power spectrum in temperature and polarization using the spectra of (I,Q,U) year map differences for WMAP and Planck-70. For Planck-HFI, we compute the temperature spectrum from available HFI intensity year map differences which we rescale according to the number of polarized detectors at each frequency to mimic the polarized noise power spectra. The latter ends up very close to what is published in Planck Collaboration VIII (2015). With this procedure, the noise power spectra used for simulations include realistic white noise level and low-frequency noise due to systematic and foreground residuals. From those power spectra, we derive constrained map realization of noise for each simulation. We then scale the noise map by the appropriate relative hit counts in each pixel to simulate the inhomogeneous scanning of each dataset.

We use our pseudo-C_ℓ estimator to produce the six crossespectra corresponding to the four datasets: WMAP×Planck-70, WMAP×Planck-100, WMAP×Planck-143, Planck-70×Planck-100, Planck-70×Planck-143 and Planck-100×Planck-143. For each simulation, we construct the TT, EE, BB, TE, TB and EB cross-power spectra. The upper and lower panels of Fig. 3 show the different noise levels corresponding to the four datasets for the E-modes and B-modes spectra, respectively and how the CMB polarized power at very low multipoles is directly scaled by the optical depth of reionization.

The plots illustrate the effect of the change form early (z_re = 11.2) to very late (z_re = 8) reionization – which correspond to an optical depth of τ = 0.09 and 0.566 respectively – for both E and B modes below ℓ = 10. In addition, the tensor-to-scalar ratio rescales the overall amplitude of the primordial signal in BB.

We do not simulate the impact of foreground contaminations in map domain. However, residuals from foreground contaminations are statistically included in our estimate of the noise spectra. Moreover, we remove the Galactic plane for the power spectrum estimation. We use two sets of Galactic mask based on a threshold on the polarized power amplitude of dust emission and allowing for a sky coverage of 80% and 50% respectively.

The correlation matrices (Fig. 3) are directly derived from the Monte Carlo (MC). The level of correlation between multipoles depend on the sky cut and the dataset considered. For the Planck-100×Planck-143, using 80% sky coverage the correlations are weak (lower than 5%). As we will see in the next section (Sect. 3.2), for such a large sky coverage we can safely neglect the correlations and adapt the full-sky cross-spectra statistic. For the 50% sky, the correlations are significantly higher and can reach the level of 25%.

3.2 Parametrization of the PCL marginals

The distribution of the PCL estimator is largely non-gaussian in the low-ℓ regime we are interested in (see examples in Appendix C) and all order moments actually depend on the noise powers and fiducial model. Leaving aside the complicated (and unnecessary) task of defining the full joint p.d.f p(C_ℓ), we focus on how to

Figure 3. Correlation matrix for the cross-power spectra 100x143 with two different sky coverage: 80% (left) and 50% (right). Each block corresponds to TT, EE, BB, TE spectra respectively. ℓ = 0 and ℓ = 1 are not defined and set to zero.
parametrize analytically the individual (i.e. marginal) distributions by tweaking the results obtained on the full-sky in Sect. 2 in the case that a sky cut is applied. We propose two different approaches to achieve a satisfactory description.

3.2.1 Full-sky based approach

A somewhat heuristic argument used when masking some fraction \( f_{\text{sky}} \) of the sky is to consider that the ‘number of degrees of freedom’ of the associated \( \chi^2 \) distribution \( N = (2\ell + 1) \) is reduced asymptotically by the \( f_{\text{sky}} \) factor (Hivon et al. 2002).

Keeping in mind that cross-spectra do not follow any \( \chi^2 \) distribution and that we are not in the asymptotic regime, we may still try to adapt this methodology based on our simulations. We then modify our number of modes by \( N = (2\ell + 1) f_{\text{sky}}^{-1} \), keep the general full-sky shape of Eq. (2) and fit for the \( f_{\text{sky}}^{AB} \) factor for different masks, noise combinations and models.

Fig. 4 shows the \( f_{\text{sky}}^{AB} \) factor as a function of the multipole \( \ell \) in the case of cross-spectra with different noise levels for the small \((f_{\text{sky}} = 0.77)\) and larger \((f_{\text{sky}} = 0.49)\) mask. As expected, there is a strong dependency of \( f_{\text{sky}}^{AB} \) on the mask size. The \( f_{\text{sky}}^{AB} \) is not a constant in the low-\( \ell \) regime \((\lesssim 15)\) and it is asymptotically slightly different from the standard \( f_{\text{sky}} \) factor. This can be traced to the fact that we are dealing with polarization that involves different Wigner 3j functions than the ones derived from temperature. Despite this strong dependence on the mask, the \( f_{\text{sky}}^{AB} \) functions derived for the six cross-spectra show a very good consistency for all those different noise levels.

We then study (lower panel of Fig. 3) the model dependency by comparing the \( f_{\text{sky}}^{AB} \) values reconstructed from two simulation sets generated with two different input cosmologies: the early reionization scenario (model 1) and the late reionization scenario (model 2). The reconstruction of the \( f_{\text{sky}}^{AB} \) factor is reasonably stable with respect to the change in the fiducial model used and will be considered in the following as independent.

This is further demonstrated in the Appendix (Fig. C1) which shows the excellent agreement of the p.d.f.’s for the Planck-100xPlanck-143 cross-spectrum estimator for both models while \( f_{\text{sky}}^{AB}(\ell) \) is derived from a single one. Note that we choose to display our ‘worse’ case: all other cross-spectra parametrisations are even better.

3.2.2 Edgeworth expansion

As an alternative to the reconstruction of the \( f_{\text{sky}}^{AB}(\ell) \) function, we also propose another approach, noticing that only the first three central moments contribute essentially to the estimator distribution above \( \ell \gtrsim 4 \). In this case we use the standard (constant) \( f_{\text{sky}} \) factor in \( N = (2\ell + 1) f_{\text{sky}} \) and, to account for the fact that a fraction of the sky is masked, we modify the coefficients of the \( C_\ell^B \)-polynomial of the full-sky cumulants (Eqs. (3) (6)) to match the ones reconstructed from the simulations. The new cumulants in this more general case take the form:

\[ \kappa_1(C_\ell^{AB}) = C_\ell^B \]
\[ \kappa_2(C_\ell^{AB}) = \frac{1.5(C_\ell^B)^2 + 2C_\ell^B(N_\ell^A + N_\ell^B) + N_\ell^A N_\ell^B}{N} \]
\[ \kappa_3(C_\ell^{AB}) = \frac{C_\ell^B}{N^2} \left[ 6(C_\ell^B)^3 + 12C_\ell^B(N_\ell^A + N_\ell^B) + 10N_\ell^A N_\ell^B \right]. \]

Note that this parametrization just depends on constant values of the polynomial coefficients. Fig. 5 shows the \( \kappa_2 \) (variance) and \( \kappa_3 \) (skewness) reconstructed from the simulations for the two input fiducial models (early reionization model in blue and late reionization model in red). The agreement between the full-sky based approximation (dashed lines) and the parametrization of Eq. (7) derived from simulation (solid lines) is excellent. We emphasize that the \( \kappa_3 \) tuning is not mandatory (one may use the one from Eq. (5)) since it drops rapidly.

The optimization of the cumulants was performed on a single cross-spectrum (Planck-100xPlanck-143, model2). It is however robust enough to be used in all other cases as will be demonstrated later in the likelihood tests (Sect. 5).

Now that we have a model-independent parametrization of the first cumulants, we proceed in writing an analytical description.
of the estimator p.d.f using an Edgeworth Series expansion (e.g. Kendall & Stuart 1963). Using the normalized variable $y = \frac{C_\ell - \mu}{\sigma}$ where $\mu = \kappa_1$ and $\sigma = \sqrt{2}$, the truncated expansion reads:

$$f(y|C_\ell^{th}, N_\ell^h, N_\ell^p) = N(y) \left(1 + \frac{3}{\sqrt{6}} H_3(y)\right),$$

(8)

where $N$ denotes the normal distribution and $H_3$ is the 3rd order `probabilistic’ Hermite polynomial (Kendall & Stuart 1963). Each $\mu, \sigma, \kappa_3$ is computed from Eq. (7) and depends only on $C_\ell^{th}, N_\ell^h, N_\ell^p$.

A classical issue when truncating an Edgeworth expansion is that, despite being properly normalized to one, it may lead to negative values so that Eq. (7) is not really a p.d.f and may lead to potential problems when constructing with it a log-likelihood function. We adopt the method proposed by Rocha et al. (2001) to alleviate this problem. Their idea is based on the solutions of the quantum harmonic oscillator, that exhibits non-Gaussianity above the ground level. For one extra-level the wave-function (i.e. a p.d.f) is of the form:

$$P(\chi) = N(\chi) \left(1 + \frac{\alpha_5}{\sqrt{6}} H_5(\chi)\right)^2,$$

(9)

with $\alpha_0 = \sqrt{1 - \alpha_3^2}$. For a mild non-Gaussianity (small $\alpha_3$), which is the case in our regime, we expand this equation:

$$P(\chi) = N(\chi) \left(1 + \frac{2\alpha_3}{\sqrt{6}} H_3(\chi) + O(\alpha_3^2)\right),$$

(10)

and equating terms to Eq. (9), we identify:

$$\alpha_3 = -\frac{\kappa_3}{2 \sqrt{6} \alpha^3}.$$  

(11)

In the following we will refer to ‘Edgeworth expansion’ as this regularized form, namely Eq. (9) using Eq. (11).

Figure 5. Variance and skewness reconstruction for the cross-spectra estimators. The plot shows the second order cumulants, $\kappa_2$ (upper red and blue curves) and third order $\kappa_3$ (lower red and blue curves) of the PCL estimator. The blue lines correspond to results with the early reionization scenario (model 1) as fiducial model, the red when simulations has the late reionization scenario as input cosmology (model 2). The points refer to the cumulants reconstructed from the HFI100×143 simulations. The dashed lined corresponds to the analytic full-sky derived expressions Eqs. (9) with a rescaled $N = (2\ell + 1)f_{sky}$ factor, and the full ones the parametrization based on the Eq. (9).

4 CROSS SPECTRA-BASED LIKELIHOODS

With these tools in hand we now proceed in constructing the likelihood of a given model, which means inverting the (unknown) joint and possibly multi-field PCL estimator distribution given the true value $C_\ell^{th}$. We first discuss the simple but frequent single-field case with a small mask for which we give analytical formulas. We then define a more general solution based on the modification of the H&L approximation to construct a general likelihood solution for the combination of the temperature and polarization fields accounting for correlations.

4.1 Single field approximations neglecting correlations

As a first solution, we can build our real-case likelihood from the parametrization of the marginalized estimator distribution $p(C_\ell)$ described in Sect. 3.2. This approximation is accurate when the masked sky-fraction is low (typically below 20%) so that the $\ell$-by-$\ell$ correlations can be safely neglected. The likelihood functions is then straightforwardly:

$$\mathcal{L}^{\ell \times \ell}(\hat{C}_\ell^{th}, N_\ell^h, N_\ell^p) = \prod_{\ell=\ell_{\text{min}}}^{\ell_{\text{max}}} p^{\ell \times \ell}(\hat{C}_\ell^{th}|C_\ell^{th}, N_\ell^h, N_\ell^p),$$

(12)

$\hat{C}_\ell$ representing here the values measured on data and $p_N$ the chosen analytical parametrization as described in Sect. 3.2.2 and Sect. 3.2.3.

Note that this approximation derived from the full sky formalism is easily defined for a single field, that is to say when the cross-spectra are derived from the combination of the same temperature or polarization field, e.g. the E-modes cross-spectra. A combined analysis that accounts for all the temperature and polarization fields is difficult to define analytically since correlations between different fields (TE, EB, TB) cannot be neglected and higher order moments of the $C_\ell$ distribution must be accounted, making the analytical solution difficult to handle in this more general case.

4.2 General multi-field approximation

Here we present a more general formalism to define a cross-spectra likelihood for the analysis of the CMB data at large angular scales that allows to deal with realistic cases of incomplete sky coverage taking into account the $\ell - \ell$ correlations. This likelihood can also be easily generalized to a multi-fields likelihood that combines the temperature and polarization fields $T, E$ and $B$, accounting for the field-field correlations TE, TB and EB.

In order to model the non-Gaussianity of the $C_\ell$ estimators, the approximation that we propose is based on the modification of the Hamimeche & Lewis likelihood (H&L) (Hamimeche & Lewis 2008) adapted to work for the cross-spectra $C_\ell$ and at low-\ell.

The general form of the H&L likelihood is defined for auto-spectra at intermediate and small scales ($\ell > 30$) (Hamimeche &
The variable transformation now reads:

$$-2\ln\mathcal{L}(C_{\ell}^{\text{fid}}|\tilde{C}_{\ell}) = \sum_{\ell'} [X_{\ell'}]_{\ell'}^{T} [M_{\ell'}^{-1}]_{\ell'\ell} [X_{\ell}]_{\ell}. \tag{13}$$

The $[M_{\ell'}^{-1}]_{\ell'}$ is the inverse of the $C_{\ell}$-covariance matrix that allows to quantify the $\ell - \ell'$ and the correlations of the T, E, B fields. The vector $[X_{\ell}]_{\ell}$ is the H&L transformed $C_{\ell}$ vector defined as:

$$[X_{\ell}]_{\ell} = \text{vecp}(C_{\ell}^{1/2}U(g[D(P)])U^{T}C_{\ell}^{1/2}) \tag{14}$$

In eq. 14 $C_{\ell}^{1/2}$ is the square root of the $C_{\ell}$ matrix:

$$C_{\ell} = \begin{pmatrix} C_{\ell}^{TT} & C_{\ell}^{TE} & C_{\ell}^{TB} \\ C_{\ell}^{ET} & C_{\ell}^{EE} & C_{\ell}^{EB} \\ C_{\ell}^{BT} & C_{\ell}^{BE} & C_{\ell}^{BB} \end{pmatrix} \tag{15}$$

for a given fiducial model and the function $(g[D(P)])$ refers to the transformation:

$$g(x) = \text{sign}(x - 1) \sqrt{2\ln(x - \ln(1))}, \tag{16}$$

applied to the eigenvalues of the matrix $P = C_{\text{mod}}^{1/2}C_{\text{data}}^{-1/2}$, where $C_{\text{mod}}$ and $C_{\text{data}}$ are, respectively, the matrices of the sampled $C_{\ell}$ and the data.

The problem is that for cross-spectra and at large angular scales the $P$ matrix is no longer guaranteed to be positive definite. In fact, as shown in Eq. (2) that describes the distribution of the cross-spectra estimators $\tilde{C}_{\ell}$, the $C_{\text{data}}$ can be negative. In order to solve for this issue, we propose a modification of the H&L likelihood that consists in adding an effective offset $\alpha_{\ell}$ to the cross-spectra on the diagonal of the $C_{\ell}$ matrices in order to ensure the positive definiteness of the cross-spectra $P$ matrix. In particular, we re-define each $C_{\ell}$ matrix (eq. 15) as:

$$C_{\ell}^{\text{AxB}} \rightarrow O(C_{\ell}^{\text{AxB}}) = \begin{pmatrix} C_{\ell}^{TT} + \alpha_{\ell}^{TT} & C_{\ell}^{TE} & C_{\ell}^{TB} \\ C_{\ell}^{ET} & C_{\ell}^{EE} + \alpha_{\ell}^{EE} & C_{\ell}^{EB} \\ C_{\ell}^{BT} & C_{\ell}^{BE} & C_{\ell}^{BB} + \alpha_{\ell}^{BB} \end{pmatrix} \tag{17}$$

so that:

$$[X_{\ell'}(C_{\ell}^{\text{AxB}})]_{\ell} \rightarrow [OX_{\ell'}]_{\ell} = [X_{\ell'}(O(C_{\ell}^{\text{AxB}}))]_{\ell}. \tag{18}$$

The new offset H&L likelihood (oHL hereafter) reads:

$$-2\ln\mathcal{L}(C_{\ell}|\tilde{C}_{\ell}^{\text{AxB}}) = \sum_{\ell'} [OX_{\ell'}]_{\ell'}^{T} [M_{\ell'}^{-1}]_{\ell'\ell} [OX_{\ell}]_{\ell}, \tag{19}$$

The variable transformation $g(x)$ is now modified for the cross-spectra to regularize the likelihood around zero so that Eq. (16) now reads:

$$g(x) \rightarrow \text{sign}(x)g(|x|). \tag{20}$$

The offset function $\alpha_{\ell}^{XY}$ can be derived from simulations. We estimate the offsets from the MC distributions ensuring that the $P$ matrix reconstructed is positive definite for more than 99% of our simulations. Given that the offsets are needed to shift the $C_{\ell}$ distributions for each field T, E, B to avoid negative eigenvalues on the $P$ matrix, the offset functions depend on the shape of the $C_{\ell}$ distribution at each $\ell$. In particular, the offsets depend on the noise levels of the maps involved in the cross-spectra and on the mask used. In fact, the tails of the $C_{\ell}$ distributions at each $\ell$ are more negative when the noise is higher and when a larger mask is applied. The plot in Fig. 7 shows how the offset functions change for different combinations of noise levels in the case of the six cross-spectra considered: from the highest of the WMAP$\times$Planck-70 in orange to the Planck-100$\times$Planck-143 in green.

Moreover, the offsets also depend on the fiducial model, as, in general, an higher signal-to-noise implies that the $C_{\ell}$ distributions have a smaller shift to negative values. Fig. 7 shows the offset functions obtained from simulations generated with different fiducial models for the E-modes (dashed) and B-modes (solid) for the Planck-100$\times$Planck-143 cross-spectra. The black lines refers to the early reionization scenario without tensor modes (model 1), red lines to the late reionization scenario with tensors (model 2) and blue is the Planck 2015 best fit with $r = 0.1$. The shape of the offsets is consistent for the three different cases and, given the very different levels of signal considered, the dependence on the fiducial model is mild. As we will show in Sect. 5 and Sect. 6 the likelihood results on the cosmological parameters reconstruction are robust with respect to the choice of the fiducial model used to define the offset functions.

The $[M_{\ell'}^{-1}]_{\ell'}$ in Eq. (19) is the inverse of the cross-spectra $C_{\ell}^{\text{AxB}}$-covariance matrix that can be estimated for a given theoretical fiducial model $C_{\ell}^{\text{fid}}$ through Monte Carlo simulations such as the ones used for the $C_{\text{mod}}$.
that:

\[ M_{\ell}^{XY; f id} = \left\langle \left( C_{\ell}^{XY} \right)_{\text{sim}} - C_{\ell}^{XY; f id} \right\rangle_{\text{MC}}, \]

where \( C_{\ell}^{XY} \equiv (C_{\ell}^{XY})_{XY; f id} \), and \( X, Y = \{T, E, B\} \).

Since it will be useful in the following, we also report the equations of the modified oHL likelihood in the case of the single field approximation. In particular, we are interested in applying the method to the polarization EE-only cross-spectra \( C_{\ell}^{f id} \equiv \langle C_{\ell}^{EE; f id} \rangle \) for which the oHL likelihood is defined by

\[ -2 \ln L = \sum_{\ell} \left\{ O_{{\cal X}_{\ell}}^{EE} [M_{\ell}^{EE; f id}] [O_{{\cal X}_{\ell}}^{EE}] \right\}
\]

where:

\[ [O_{{\cal X}_{\ell}}^{EE}] \rightarrow [O_{{\cal X}_{\ell}}^{EE}] = \sqrt{O(C_{\ell}^{EE; f id})} \left[ \frac{O(C_{\ell}^{EE})}{O(\hat{C}_{\ell}^{EE; f id})} \right] \sqrt{O(C_{\ell}^{EE; f id})}, \]

and:

\[ O(C_{\ell}^{EE}) = (C_{\ell}^{EE} + \sigma_{\ell}). \]

5 \ SINGLE \ FIELD \ RESULTS

We first present the results in the case of the single field approximation. As single field we choose the E polarization and we build the EE cross-spectra likelihoods to constrain the \( \tau \) parameter, since it is relevant for the analysis of present and future CMB data. We construct the three different single field cross-spectra likelihoods derived from the formulas in Sect. 3.1 the general analytical parametrization derived from full-sky based approach, the parametrization based on the Edgeworth expansion approximation to describe the cumulants of the cross-spectra distribution and the oHL single-field likelihood.

In order to compare the three methods, we focus on the small sky cut case, where the cross-spectra simulations are generated by applying a mask with \( f_{\text{sky}} = 0.8 \). The \( \ell \)-by-\( \ell \) correlations are weak and the analytic approximations are reliable. This comparison is useful not only as a validation test of the different methods but also to demonstrate that correlations can indeed be neglected in the parametric case. To construct the single field oHL cross-spectra likelihood we use Eq. (22) where the \( \ell \)-by-\( \ell \) correlations are encoded in the cross-spectra covariance matrix of Eq. (25). For each of the six cross-spectra considered, the covariance matrix is computed from the Monte Carlo average of the E-modes simulations generated with a fiducial input cosmology corresponding to the Planck best-fit 2015 with \( \tau = 0.078 \) and tensor modes with \( r = 0.1 \). We estimate the offsets \( \sigma_{\ell}^{EE; f id} \) from our reference simulations as described in Sect. 3.1 and Fig. 6.

The likelihood sampling is done by computing the \( C_{\ell}^{EEmodel} \) with the CAMB code \(^2\) varying \( \tau \) in the range [0.01, 0.15] with a step \( \Delta \tau = 0.001 \), fixing the other parameters to their Planck 2015 best-fit values and rescaling \( A_{\ell} e^{-2s} \). The degeneracy between \( \tau \) and the scalar amplitude parameter \( A_\ell \) is in fact broken by fixing accordingly the amplitude of the first peak of the TT spectrum \( A_{TT} = A_\ell e^{2s} \). More general results based on joint constraints of the \( \tau \) and \( A_\ell \) are presented in Sect. 5.2.1.

We choose events (i.e. one \( C_\ell \) vector sample) at random from the set of Planck-100xPlanck-143 simulations and construct for each \( \ell \) independently the marginal likelihoods of the three different methods, setting each time all \( C_{\ell}^{0} \) values other than this multipole to their true values. Fig. 8 displays a typical case. Here are some comments that we derive from the observation of many samples:

- even-though the sample \( C_\ell \) may get negative values, due to noise and low signal, the likelihood of any negative true power value is unphysical and is equal to 0. This case does not happen in practice since in cosmological parameter estimation the Boltzmann code always propose positive spectra.
- the Edgeworth-based method shows some oscillation for the very first multipoles, generally for \( \ell = 2, 3 \). This is due to the very steep raising of the distributions at the very beginning (see Fig. 11) which leads to some small negative ‘ringing’ effect in the truncated expansion. The method introduced in Sect. 3.2.2 mitigates the effect but does not completely cure for it and regarding this aspect the full-sky based method and the oHL likelihood gives a better approximation.

Overall the agreement among the three methods is impressive and validates all our single-field approaches.

As a further validation test, we check the bias of the likelihood against our Monte-Carlo simulations. For each simulation, we derive the posterior of \( \tau \) for \( \ell < 20 \). For the full sky based likelihood and for the Edgeworth expansion likelihood we remove multipoles 2 and 3 -which do not carry much information due to the cosmic variance level- since their p.d.f parametrization is less accurate, as shown in Sect. 5.2. For oHL we consider \( \ell = [2, 20] \). We then draw the distribution of the \( \tau \) estimator defined as

\[ \hat{\tau} = \text{arg max}_\ell (\mathcal{L}). \]

Figure 9 shows the distribution of the maximum probability over the Monte Carlo simulation for the full sky based likelihood, the Edgeworth expansion likelihood and the oHL likelihood. All three approximations recover the input value \( \tau_{\text{fid}} = 0.078 \) used to generate our reference simulations, showing that the three likelihoods are unbiased. In Table 1 are reported the error bars on the estimation of the \( \tau \) parameter computed as the standard deviation of the maximum probability \( \hat{\tau} \) for the three likelihoods. Since the oHL likelihood accounts for the \( \ell \)-by-\( \ell \) correlations while the full-sky based likelihood and the Edgeworth expansion approximation do not, the fact that the three methods give compatible results in terms of error bars confirm that the level of multipole correlations for a small sky cut is low and does not have an impact in the reconstruction of the \( \tau \) parameter. Note however that both the analytical approximations are slightly sub-optimal with respect to the oHL likelihood, by a factor of \( \approx 4\% \) for the full-sky based likelihood and by a factor of \( \approx 7\% \) for the Edgeworth expansion likelihood. These results hold in general for all the cross-spectra considered.

Finally, it is useful to assess the stability of the results obtained with the oHL likelihood with respect to choice of the offset term. Indeed, changing the offsets both could bias the peak of the posterior distribution and change its width. As described in Eq. (25), the offset ensure the H&L transformation to be definite and too small offsets may leak to undefined likelihood. On the opposite, a overestimation of the offset value has limited effect on the peak

\(^2\) http://camb.info/
Figure 8. Comparisons of the three likelihoods methods developed for the low-correlations case: red is for the Edgeworth expansion method, blue for the full-sky based method and green for the modified Hamimeche-Lewis approximation (oHL). The arrow represents where our random sample has fallen. Due to noise, it can be negative. The ordinate is Δχ^2 = -2 ln[L(C^θ)]/L_{max}.

6 RESULTS FOR CORRELATED FIELDS

This section is dedicated to the results obtained with the full temperature and polarization oHL likelihood (eq. Eq. (19)). One of the main advantages of the oHL method relies in fact on the possibility to include in the analysis both the correlations between the [T,E,B] fields and the multipole correlations. Since the simulations used for each cross-spectrum are built with realistic noise levels as described in Sect. 3, the forecasted estimates on the τ, r and Λ parameters from the low-ℓ analysis presented here are realistic for current CMB experiments.

We build the [TT, EE, BB, TE, TB, EB] oHL likelihood for the six different cross-spectra: WMAP×Planck-70, WMAP×Planck-100, WMAP×Planck-143, Planck-70×Planck-143, Planck-100×Planck-143. For each cross-spectrum we construct the full [T,E,B] covariance matrix of Eq. (21) by computing the Monte Carlo average of the simulations generated with a fiducial input cosmology corresponding to our baseline Planck 2015 best fit with τ = 0.078 and r = 0.1. The offsets functions are derived from the same simulations as described in Sect. 4.2. For each cross-spectrum we therefore add the offsets σ^o_{lT^2},
EE analysis since the relevant physical information related to \( \tau \) the possible correlations gives results very close to the single-field the combined analysis give unbiased results on the estimation of \( \tau \) on E-modes on 80% of the sky

\[
\mathcal{C}_\ell = \begin{pmatrix} o^{EE}_\ell & o^{EB}_\ell \\ o^{BE}_\ell & o^{BB}_\ell \end{pmatrix}
\]

Fig. 9. Distribution of \( \tau = \arg \max L \) for the analytic full-sky based like-

\( o^{EE}_\ell, o^{BB}_\ell \) to the diagonal elements of the \( C_\ell \) matrix as defined in

Eq. (17).

6.1 Constraints on \( \tau \)

Firstly, we study the impact of including the T,E,B cross-spectra and their correlations on the estimation of the optical depth to reion-

ization \( \tau \), compared to the single-field EE analysis described in the previous section Sect. 5. The sky fraction is \( f_{\text{sky}} = 0.8 \) and the multi-

tpole range used is \( \ell = [2, 20] \). As shown in Fig. 11 and Table 2, the combined analysis give unbiased results on the estimation of \( \tau \). As expected, adding the temperature and the tensor modes and all the possible correlations gives results very close to the single-field EE analysis since the relevant physical information related to \( \tau \) is essentially encoded in the EE-spectra. However, the full tempera-

ture and polarization analysis leads to a slight improvement in the estimation of the \( \tau \) error bars, which is of about a few percent for the Planck-100xPlanck-143 analysis.

We compare the \( \tau \) posterior distribution of the oHL likelihood to the one from the pixel-based likelihood. We implement a pixel-

based likelihood by using a combination of the maps at Planck-100 and Planck-143 from the same simulation set that we used to generate the Planck-HFI cross-spectra. Both methods are therefore based on simulations with the same noise characterization. A typical case is given in Fig. 12. As expected, the oHL likelihood approximation is slightly sub-optimal with respect to the pixel-based likelihood which is not an approximation and is build to be statistically optimal. Note however that the error bars obtained with the oHL like-

lihood are comparable with the optimal estimate obtained by using the pixel-based approach at better than 15%.

Finally, we use the combined oHL likelihood to test the results with a different sky cut. We consider a severe cut at 50% \( (f_{\text{sky}} = 0.5) \). This is a more complicate case to deal with since the \( \ell \)-by-\( \ell \) correlations are stronger. Also, the shape of the distribu-

tions of the \( C_\ell \) estimators at each \( \ell \) is affected by the smaller sky coverage, leading to more negative tails. We generate the offset functions for each cross-spectra as described in Sect. 4.2 using our reference simulations masked at 50%. The results are summarized in Table 2 and in the bottom panel of Fig. 11 that shows the \( \tau \) posteriors for each of the six cross-spectra. Even in this more complex case, the oHL likelihood analysis is unbiased. As expected, since we are considering a smaller sky fraction and non-negligible multipoles correlations, we recover bigger error bars with respect to the \( f_{\text{sky}} = 0.8 \) analysis, with a degradation of \( \approx 30\% \) for the Planck-100xPlanck-143.
from the Planck with the pixel-based likelihood (green). The plot shows a typical example trained with the full temperature and polarization oHL likelihood (blue) and the panel shows the estimation of the optical depth to reionization parameter \( \tau \). Using the temperature power spectrum only, \( A_s \) and \( \tau \) are strongly degenerated. Indeed, the amplitude of the first acoustic peak of the CMB temperature power spectrum directly measures \( A_s \). Using polarization data at large angular scale helps breaking this degeneracy. So far we fixed the degeneracy direction by rescaling the temperature spectrum, fixing \( A_{\tau T} \), accordingly to the variation of \( \tau \) in the likelihood sampling. Here we let \( A_s \) free to vary. The results from the simulations, using the Planck-100×Planck-143 full oHL likelihood are summarized in Fig. 13. They show the 2D histogram of the best fit values for the whole set of simulations in the \( \tau-A_s \) projection. The full oHL likelihood correctly recovers the inputs values for \( \tau \) and \( A_s \) as well as error bars compatible with the MC dispersion.

6.2 Joint estimation of \( \tau, r \) and \( A_s \)

Using the temperature power spectrum only, \( A_s \) and \( \tau \) are strongly degenerated. Indeed, the amplitude of the first acoustic peak of the CMB temperature power spectrum directly measures \( A_s \). Using polarization data at large angular scale helps breaking this degeneracy. So far we fixed the degeneracy direction by rescaling the temperature spectrum, fixing \( A_{\tau T} \), accordingly to the variation of \( \tau \) in the likelihood sampling. Here we let \( A_s \) free to vary. The results from the simulations, using the Planck-100×Planck-143 full oHL likelihood are summarized in Fig. 13. They show the 2D histogram of the best fit values for the whole set of simulations in the \( \tau-A_s \) projection. The full oHL likelihood correctly recovers the inputs values for \( \tau \) and \( A_s \) as well as error bars compatible with the MC dispersion.

6.2 Joint estimation of \( \tau, r \) and \( A_s \)

Using the temperature power spectrum only, \( A_s \) and \( \tau \) are strongly degenerated. Indeed, the amplitude of the first acoustic peak of the CMB temperature power spectrum directly measures \( A_s \). Using polarization data at large angular scale helps breaking this degeneracy. So far we fixed the degeneracy direction by rescaling the temperature spectrum, fixing \( A_{\tau T} \), accordingly to the variation of \( \tau \) in the likelihood sampling. Here we let \( A_s \) free to vary. The results from the simulations, using the Planck-100×Planck-143 full oHL likelihood are summarized in Fig. 13. They show the 2D histogram of the best fit values for the whole set of simulations in the \( \tau-A_s \) projection. The full oHL likelihood correctly recovers the inputs values for \( \tau \) and \( A_s \) as well as error bars compatible with the MC dispersion.

6.2 Joint estimation of \( \tau, r \) and \( A_s \)

Using the temperature power spectrum only, \( A_s \) and \( \tau \) are strongly degenerated. Indeed, the amplitude of the first acoustic peak of the CMB temperature power spectrum directly measures \( A_s \). Using polarization data at large angular scale helps breaking this degeneracy. So far we fixed the degeneracy direction by rescaling the temperature spectrum, fixing \( A_{\tau T} \), accordingly to the variation of \( \tau \) in the likelihood sampling. Here we let \( A_s \) free to vary. The results from the simulations, using the Planck-100×Planck-143 full oHL likelihood are summarized in Fig. 13. They show the 2D histogram of the best fit values for the whole set of simulations in the \( \tau-A_s \) projection. The full oHL likelihood correctly recovers the inputs values for \( \tau \) and \( A_s \) as well as error bars compatible with the MC dispersion.

Table 2. Results on the estimation of the \( \tau \) parameter with the full temperature and polarization oHL likelihood. The fiducial model used in the simulation is the Planck 2015 ΛCDM best fit with \( \tau_{\text{fid}} = 0.078 \). The table shows the comparison between the estimates obtained with two different sky cuts: 1. the small mask with with \( f_{\text{sky}} = 0.8 \) and a bigger mask with \( f_{\text{sky}} = 0.5 \).

| Cross-spectra                  | \( \sigma_\tau (f_{\text{sky}} = 0.8) \) | \( \sigma_\tau (f_{\text{sky}} = 0.5) \) |
|-------------------------------|-------------------------------|-------------------------------|
| WMAP×Planck-70               | 0.0108                        | 0.0203                        |
| WMAP×Planck-100              | 0.0075                        | 0.0121                        |
| WMAP×Planck-143              | 0.0079                        | 0.0116                        |
| Planck-70×Planck-100         | 0.0069                        | 0.0105                        |
| Planck-70×Planck-143         | 0.0065                        | 0.0101                        |
| Planck-100×Planck-143        | 0.0049                        | 0.0069                        |

6.2 Joint estimation of \( \tau, r \) and \( A_s \)

Using the full combined analysis, we can construct multidimensional constraints on parameters. In particular, we focus on the correlations between the optical depth and the amplitude of the scalar fluctuations \( A_s \) and between the optical depth and the tensor-to-scalar ratio \( r \) which are relevant for the future analysis of CMB data at large angular scales from e.g. Planck. In both cases we perform the full analysis using the Planck-100×Planck-143 spectra which corresponds to the lowest noise frequency combination and it can be used to make realistic forecasts for current and future CMB experiments. We consider a sky cut with \( f_{\text{sky}} = 0.8 \).

6.2.1 Joint estimation of \( \tau \) and \( A_s \)

Using the temperature power spectrum only, \( A_s \) and \( \tau \) are strongly degenerated. Indeed, the amplitude of the first acoustic peak of the CMB temperature power spectrum directly measures \( A_s \). Using polarization data at large angular scale helps breaking this degeneracy. So far we fixed the degeneracy direction by rescaling the temperature spectrum, fixing \( A_{\tau T} \), accordingly to the variation of \( \tau \) in the likelihood sampling. Here we let \( A_s \) free to vary. The results from the simulations, using the Planck-100×Planck-143 full oHL likelihood are summarized in Fig. 13. They show the 2D histogram of the best fit values for the whole set of simulations in the \( \tau-A_s \) projection. The full oHL likelihood correctly recovers the inputs values for \( \tau \) and \( A_s \) as well as error bars compatible with the MC dispersion.

6.2.2 Joint estimation of \( \tau \) and \( r \)

The CMB power spectra at large angular scales, in particular the E and B polarization modes, are affected by how the reionization process proceeded and lasted. Thus, as shown in Fig. 12, the power at large scales (low-\( \ell \)) in the B-modes spectrum is directly related to the reionization optical depth. Indeed, the amplitude of the B-modes spectrum reionization bump scales with \( \tau^2 \cdot C_{\ell \tau \tau} \propto \tau^2 C_{\ell \tau \tau} \). As the amplitude of the B-modes spectrum of course also depends on the amount of the primordial tensor perturbations, there is a degeneracy between the \( \tau \) and \( r \). It is therefore interesting to derive joint estimates of these parameters.

We compute the joint \( \tau-r \) constraints with the full oHL likelihood on simulations using the Planck-100×Planck-143 cross-spectra with an input cosmology corresponding to the Planck 2015
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best fit for the base \( \Lambda \)CDM parameters with \( \tau = 0.078 \) and a tensor-to-scalar ratio of \( r = 0.1 \). The multipole range used is, as usual, \( \ell = [2, 20] \). The results of the oHL likelihood sampling on simulations are summarized in Fig. 13 that represents the posterior in the \( \tau - r \) plane from the oHL and from which we can see no bias for both parameters \( \tau \) and \( r \). As regarding the error bars, the forecasted 1\( \sigma \) error for \( \tau \) in the case of the highest resolution channels of a \textit{Planck}-like experiment is \( \sigma_{0}^{100x143} = 0.0051 \). For the tensor-to-scalar ratio in the multipole range considered, we find \( \sigma_{0}^{100x143} = 0.09 \). Note that in our analysis, we consider a correlated noise model. This noise characterization, which is more realistic with respect to a simpler white noise modeling, implies a rising of the noise level at low multipoles due to the \( 1/f \) noise correlations (see Fig. 2). Therefore, in particular in the case of a low signal scenario, the correlated noise at large scales can eventually dominate over the cosmic variance inducing a worsening of the constraining power proportional on how steep is the rising of the correlated noise at low multipoles.

7 CONCLUSIONS

In this paper we presented a new approach for the analysis of the CMB polarization data at large angular scales. This approach is based on the extension of a cross-spectra based likelihood at low multipoles. Using cross-spectra with respect to the auto-spectra and, in general, to the pixel based approach used so far in the CMB analysis at large angular scales, has many advantages, in particular in the case of a realistic CMB experiment that account for anisotropic noise and a sky cut needed to minimize the foreground contamination. In fact, by using cross-frequency/cross-dataset CMB spectra, the noise biases and the systematics specific to a given frequency/dataset are removed. Also, the possible foreground residuals can be minimized and disentangled and the information encoded in different frequencies/datasets can be combined efficiently.

In order to solve for the issue that the cross-spectra estimators are non-Gaussian at low multipoles, we built two different types of cross-spectra based likelihoods. The first type relies on the analytical parametrization of the estimator distribution which can be used as a quick solution in the case of a single field analysis with small sky cuts so that correlations can be safely neglected. The second type (oHL) is a more general likelihood defined from the modification of the method described in Hamimeche & Lewis (2008) and based on approximations of the statistic of cross-spectra at low multipoles. The oHL likelihood can easily handle the correlation between CMB modes (\( TT, EE, BB, TE \) as well as \( TB \) and \( EB \)) and between multipoles and gives error bars less than 15% larger than the optimal pixel-based method.

We generated different sets of simulations that we used to construct and validate the likelihoods, proving that all the methods are unbiased and can accurately constrain the cosmological parameters relevant for the CMB analysis at large angular scales: the optical depth to reionization parameter, \( \tau \), the tensor-to-scalar ratio parameter, \( r \) and the amplitude of the primordial scalar perturbations \( A_{s} \).

Our CMB simulations account for anisotropic correlated noise, beam, mask with the characteristic of a realistic CMB experiment as WMAP and \textit{Planck}. In order to validate our likelihoods for different noise levels, we generated simulations for cross-frequency spectra with different resolution, from the lowest, WMAPx\textit{Planck}-70, to highest, i.e. \textit{Planck}-100x\textit{Planck}-143. Optimal foreground cleaning is beyond the scope of this paper but foreground residuals, in particular synchrotron and dust, must be quantified in a realistic CMB analysis. In this paper we work with cleaned CMB maps but we account and propagate the uncertainties related to the foregrounds removal by using in our simulations realistic estimates derived from public data. The correlated noise term that we include in the simulations in fact is drawn from real data and can be taken as a good proxy for a realistic combination of noise, systematics and foregrounds residuals, in particular at low multipoles.

The cross-spectra likelihood approach presented in this paper is a powerful and efficient tool for the analysis of the CMB data at large angular scales. It allows to minimize the impact of the experimental residual systematics (from both instruments and foreground contamination) while providing nearly-optimal constraints on the estimation of the \( \tau, r \) and \( A_{s} \) cosmological parameters.
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APPENDIX A: CROSS-SPECTRA DISTRIBUTION ON THE FULL SKY

We consider the product of a pair of correlated central gaussian random variables:

\[ x = z_a \times z_b \quad (z_a, z_b) \sim N(\bar{0}, V) \]  
(A1)

where the covariance matrix is written in the standard form:

\[ V = \begin{pmatrix} \sigma_A^2 & \rho \sigma_A \sigma_B \\ \rho \sigma_A \sigma_B & \sigma_B^2 \end{pmatrix} \]  
(A2)

Standard probability rules allow to compute its p.d.f.\cite{Grishchuk1996}:

\[ f_x(x) = \frac{1}{\pi \sigma_A \sigma_B \sqrt{1 - \rho^2}} e^{\left(1 - \rho^2\right)\sigma_A \sigma_B K_0 \left(\frac{|x|}{(1 - \rho^2)\sigma_A \sigma_B}\right)} \]  
(A3)

whose characteristic function (Fourier transform is):

\[ \phi_x(t) = E \left[e^{itx}\right] = \frac{1}{\sqrt{1 - 2i\rho \sigma_A \sigma_B t + (1 - \rho^2)\sigma_A^2 \sigma_B^2 t^2}} \]  
(A4)

The sum of \( N \) such independent variables \( X = \sum_{i=1}^{N} x_i \) has therefore the characteristic function:

\[ \phi_X(t) = \left[1 - 2i\rho \sigma_A \sigma_B t + (1 - \rho^2)\sigma_A^2 \sigma_B^2 t^2\right]^{-N/2} \]  
(A5)

To obtain the \( X \) p.d.f we inverse-Fourier it:

\[ f_X(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \phi_X(t) e^{-itx} dt \]  
(A6)

\[ \propto \int_{-\infty}^{\infty} \left(1 - i(1 - \rho)\sigma_A \sigma_B\right)(t + \frac{i}{(1 + \rho)\sigma_A \sigma_B})^{-N/2} dt, \]  
(A7)

and perform the change of variable \( t \to t + \frac{ip}{(1 - \rho)\sigma_A \sigma_B} \) to obtain

\[ f_X(x) \propto e^{\left(1 - \rho^2\right)\sigma_A \sigma_B} \int_{-\infty}^{\infty} e^{-itx} \left[\frac{1}{\sqrt{1 - 2i\rho \sigma_A \sigma_B t + (1 - \rho^2)\sigma_A^2 \sigma_B^2 t^2}}\right] dt. \]  
(A8)

Then making use of the Basset integral \cite{Olver2010} Eq.10.32.11 and reintroducing the normalisation:

\[ f_X(x) = \frac{\rho x}{2^{N-1/2} \sqrt{N/2} \sqrt{\Gamma(N/2)} \sqrt{1 - \rho^2} \Gamma(N/2)} e^{\left(1 - \rho^2\right)\sigma_A \sigma_B K_{N-1/2} \left(\frac{|x|}{(1 - \rho^2)\sigma_A \sigma_B}\right)} \]  
(A9)

We can check a-posteriori that we recover indeed Eq.\ref{A3} for the \( N = 1 \) case, which justifies Eq.\ref{A4}.

We now have all in hands to consider a full-sky \( A \times B \) cross-spectrum \( \hat{C}_l^{AB} = \left. \frac{1}{2l + 1} \sum_{l=0}^{\min(A,B)} d_l^A d_l^B \right\} \) where for (isotropic) noise power \( (N_A, N_B) \) the covariance matrix reads

\[ V = \begin{pmatrix} C_0^A + N_A & C_0^B \\ C_0^B & C_0^B + N_B \end{pmatrix}. \]  
(A10)

Its p.d.f for a given \( l \) therefore reads:

\[ f_N(\hat{C}_l) = N f_X(N \hat{C}_l) \]  
(A10)
where \( N = 2\ell + 1 \), and, in Eq. (A10):

\[
\begin{align*}
\sigma_A &= \sqrt{C_\ell^A + \sigma_\ell^A} \\
\sigma_B &= \sqrt{C_\ell^B + \sigma_\ell^B} \\
\rho &= \frac{\sqrt{(C_\ell^B + N_\ell^B)(C_\ell^B + N_\ell^B)}}{\sqrt{(C_\ell^A + N_\ell^A)(C_\ell^B + N_\ell^B)}},
\end{align*}
\]

(A11)

This formula is similar to the one given (but not derived) in Percival & Brown (2006, Eq. 19) for the TE distribution.

The characteristic function of the cross-spectrum estimator is:

\[
\phi_\ell(t) = \phi_X(\frac{\ell}{N}).
\]

(A12)

APPENDIX B: AUTO-SPECTRA AND CROSS-SPECTRA STATISTICS COMPARISON

It is instructive to study the respective merits of the auto and cross spectra approaches to estimate a single field power-spectrum. We concentrate here on the full sky case where the auto and cross spectra estimators can be handled analytically. The main conclusions hold essentially on a cut-sky too.

Let us first recall some properties of power-spectrum estimation using auto-spectra. We consider the measurement of a Gaussian field (of power-spectrum \( C_\ell^B \)) over the full sky with an instrument which has an isotropic noise (of power-spectrum \( N_\ell^B \)) uncorrelated to the signal.

According to the spectral theorem, the decomposition of the map onto the (orthogonal) spherical harmonics basis yields a set of independent Gaussian random variables: \( a_{lm} \)'s. For a given multipole \( \ell \), this variable \( x \equiv a_{lm} \) follows a Gaussian distribution of null mean and variance \( \sigma_\ell^2 = C_\ell^B + N_\ell^B \). At a given \( \ell \), from a set of \( N = 2\ell + 1 \) measured harmonic coefficients \( \{x_i\} \) the Maximum Likelihood estimator of \( C_\ell^B \) is the empirical variance:

\[
\hat{C}_\ell = \frac{1}{N} \sum_{i=1}^{\ell} x_i^2 - N_\ell^B
\]

(B1)

This estimator’s distribution can be computed analytically by noticing that since \( x_i \) follows \( N(0,C_\ell^B + N_\ell^B) \) it can be written as

\[
\hat{C}_\ell = \frac{C_\ell^B + N_\ell^B}{N} \chi^2 - N_\ell^B
\]

(B2)

where \( \chi^2 \) follows now a \( \chi^2_N \) distribution. Then from the analytic \( \chi^2 \) p.d.f and standard probability transformation rules one can obtain analytically the full \( \hat{C}_\ell \) p.d.f (which is a \( \Gamma \) one).

We do not need any elaborate expression to compute the first order moments. Instead we use the scaling property of the cumulants (which are equivalent to central moments up to the third order) which states that if \( X \) has some cumulants \( \kappa_i(X) \), the cumulants of a linear transformation \( Y = aX + b \) are \( \kappa_i(Y) = a^i \kappa_i(X) + b^i \). Since the first cumulants of a \( \chi^2_N \) distribution are \( \bar{x} = N(1, 2, 8...) \), Eq. (B2)

\[
\frac{1}{N_\ell^B} = \frac{1}{N_\ell^B} + \frac{1}{N_\ell^B}
\]

(B6)

We show the ratio of these quantities for the different noise-pair combinations on Fig. (B1).

The variance increase is important when one has two very different noise levels (for instance WMAP×Planck-HFI) and moderate when they are similar (WMAP×Planck-70, Planck-100×Planck-143). This can be understood from the variance formulas Eqs. (B4)
and \( \kappa^3 \) where when \( N_B^\ell \gg N_A^\ell, N_C^\ell \simeq N_A^\ell : \)

\[
\text{Var}(C_{\ell}^{A \times B}) \simeq \frac{1}{N} \left( 2(C_{\ell}^{\text{th}})^2 + N_B^\ell C_{\ell}^{\text{th}} + N_A^\ell N_B^\ell \right)
\]

\[\text{Var}(C_{\ell}^{C}) \simeq \frac{1}{N} \left( 2(C_{\ell}^{\text{th}})^2 + 4N_A^\ell C_{\ell}^{\text{th}} + 2(N_A^\ell)^2 \right).\]  

Beyond the first term (the cosmic variance) which is dominant for low-\( \ell \)'s, the cross-spectrum picks up the noisiest of the two measurements while auto-spectra uses essentially the best one.

On the other side, when both measurements have similar noise levels, \( N_A^\ell \simeq N_B^\ell, N_C^\ell \sim N_A^\ell^2 \) , the variances become similar:

\[
\text{Var}(C_{\ell}^{A \times B}) \simeq \frac{1}{N} \left( 2(C_{\ell}^{\text{th}})^2 + 2N_A^\ell C_{\ell}^{\text{th}} + (N_A^\ell)^2 \right)
\]

\[\text{Var}(C_{\ell}^{C}) \simeq \frac{1}{N} \left( 2(C_{\ell}^{\text{th}})^2 + 2N_A^\ell C_{\ell}^{\text{th}} + \frac{(N_A^\ell)^2}{2} \right).\]  

Whether the linear term on \( C_{\ell}^{\text{th}} \) dominates or not depends on the signal , noises and \( \ell \) range. As a rule-of-thumb, the comparison of Eq. \((B7)\) to Eq. \((B8)\) suggests that the statistical loss for a cross-combination is 'reasonable' when the two noise levels are within a factor \( \simeq 3 \).

The same kind of conclusion holds for the third central moment, but one can get a smaller \( \kappa^3 \) value using cross-spectra for similar noise levels (Fig. \(B3\)).
Figure C1. Normalized histograms (in black) of the 100×143 PCL estimator in the \( \ell \in [2, 16] \) range are compared to our analytic full-sky based description, for model1 (blue) and model2 (red). The number of degree of freedom \( N(\ell) = (2\ell + 1) f_{\Lambda CDM}^{\text{sky}}(\ell) \) is reduced according to the values obtained on model2 only (Fig. 4).
Figure C2. Normalized histograms (in black) of the 100×143 PCL estimator in the $\ell \in [2, 16]$ range are compared to our analytical parametrization based on the Edgeworth expansion for model1 (blue) and model2 (red).