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We obtain an exact result for the midpoint probability distribution function (pdf) of the stationary continuum directed polymer, when averaged over the disorder. It is obtained by relating that pdf to the linear response of the stochastic Burgers field to some perturbation. From the symmetries of the stochastic Burgers equation we derive a fluctuation–dissipation relation so that the pdf gets given by the stationary two space-time points correlation function of the Burgers field. An analytical expression for the latter was obtained by Imamura and Sasamoto [2013], thereby rendering our result explicit. In the large length limit that implies that the pdf is nothing but the scaling function $f_{KPZ}(y)$ introduced by Prähofer and Spohn [2004]. Using the KPZ-universality paradigm, we find that this function can therefore also be interpreted as the pdf of the position $y$ of the maximum of the Airy process minus a parabola and a two-sided Brownian motion. We provide a direct numerical test of the result through simulations of the Log-Gamma polymer.

I. INTRODUCTION

The directed polymer (DP) problem, i.e., the equilibrium statistical mechanics of directed paths in a random environment, has over the years attracted a considerable amount of attention from both the physics [1–4] and the mathematics [5, 6] community; see [7–9] for reviews. The trade–off for the DP between disorder and interaction (elasticity) makes it a paradigmatic example for disordered systems with applications and connections to a variety of fields, ranging from vortex physics in superconductors [10] and domain walls in disordered magnets [11] to population dynamics [12]. The DP exhibits an interesting low-temperature disordered phase that is reminiscent of the glassy phases observed in (even) more complex disordered systems such as spin glasses [13, 14], and understanding its properties is the main challenge of the field. The DP has however also applications beyond the field of disordered systems as it is included in the Kardar-Parisi-Zhang (KPZ) universality class (KPZUC), encompassing models in different areas of out-of-equilibrium statistical mechanics such as interface growth [15–17], interacting particle systems [18], random walks in dynamic random environment [19, 20] and many others.

The (1 + 1)D case has always been standing aside in both the DP and the KPZ context. There, the knowledge of the stationary measure of the model quickly led to the determination of the exact scaling exponents of the universality class [2, 21]. More recently, progress in the understanding of the KPZUC beyond scaling have been possible from the analysis of models with exact solvability properties, such as the Robinson-Schensted-Knuth correspondence [22], the Bethe Ansatz [3] and Macdonald processes [23]; see [7, 24–26] for reviews. The asymptotic analysis of such exact solutions reveals the existence of a remarkable universality beyond the critical exponents emerging at large scale, with the appearance of universal distributions and processes related to random matrix theory. The universal distributions were in fact found to retain some details of the boundary conditions (in the DP language) or of the initial condition (in the KPZ language), splitting the KPZUC in a number of sub-universality classes. The three main representatives are: (i) the curved or droplet case, where both ends of the DP are fixed; (ii) the flat case, where one end of the DP is free to move on a line; (iii) the stationary case, corresponding for the continuum DP to the situation where one end is free to move on a line with a double-sided Brownian potential. Further work led to a unifying picture of these large–scale universal properties, sometimes referred to as the KPZ fixed point [28, 29], a picture in which the so-called Airy process [30–32] now plays a central role. That can for example be recognized from the results obtained for the asymptotic fluctuations of the free energy of the DP in the different sub-universality classes. In the droplet case, these were found to be distributed according to the Tracy-Widom GUE distribution [22, 33–36], that is the one–point distribution of the Airy process. In the flat case the fluctuations of the free energy follow the Tracy-Widom GOE distribution [37–40], which is in fact the distribution of the maximum of the Airy process minus a parabola. Finally, in the stationary case, one obtains the Baik-Rains distribution [41–43] which is the pdf of the maximum of the Airy process minus a parabola and a double-sided Brownian motion. We refer the reader to [32] for a review of these connections.

Other universal quantities of great interest in the DP-context are those directly associated with the geometric fluctuations of the DP-paths; see [44] for a numerical study. The scaling of these fluctuations with the length of the

---

1 There are also some crossover classes, see [24, 27] for review.
polymer has been known for a long time [2, 21], and is quantified through the value of the roughness exponent of the DP, $\zeta = 2/3$ (superdiffusive behavior); see [45] for a recent study. The full pdf of the fluctuations of the endpoint of the directed polymer with one end fixed and one end free to move on a line (flat case) was first obtained in [46–48] for polymers of infinite length (the universal asymptotic limit). There the connection with the Airy process appears again: the pdf is now the pdf of the position of the maximum of the Airy process minus a parabola. In the case of the 1 + 1-dimensional continuum DP, the model that is studied in the present paper, the same endpoint distribution was also obtained in [49] through a replica Bethe Ansatz calculation for polymers of arbitrary length. Let us mention here that small–length properties of the continuum DP are also interesting from the point-of-view of universality because of the special role that it plays in the universality class: the continuum DP is the universal weak noise limit of DP–models on the square lattice [50, 51]. That means that small–scale properties of the continuum DP are related to those of arbitrary DPs in a weakly disordered environment.

In this paper we consider the stationary continuum directed polymer and obtain an exact result for the distribution of the midpoint of the continuum directed polymer with stationary initial condition, when the DP is conditioned to pass through a given point, for DPs of arbitrary lengths. Due to the special role of the stationary initial condition, our results can also be reinterpreted as results for the midpoint pdf of the DP with both ends fixed in the stationary regime. Making the connection with KPZ universality, we show that our results lead to a prediction for the pdf of the position of the maximum of the Airy process minus a parabola and a Brownian motion. Surprisingly (to us), the obtained pdf turns out to be the well-known $f_{\text{KPZ}}(y)$ scaling function introduced in [52], in agreement with a recent result obtained by Le Doussal [53]. We numerically check our result using simulations of the Log-Gamma polymer [54], an exactly solvable DP-model on the square lattice. That provides an explicit confirmation of our result and a test of KPZ universality.

The main point of the present paper is to find through a series of arguments that the midpoint distribution of the continuum DP with stationary initial condition is in fact equal to an a priori unrelated quantity that has already been computed using the replica Bethe Ansatz. As announced in the abstract, we proceed in two steps. First we relate the endpoint distribution to the linear response to some perturbation of the average field for the stationary stochastic Burgers equation. Secondly, we show that this linear response function is equal to the two space-time points correlation function of the stochastic Burgers field in the stationary regime, i.e., we obtain a fluctuation–dissipation relation² (FDR). That correlation function is exactly known from the replica Bethe Ansatz calculation of Imamura and Sasamoto in [55], which makes our result explicit. The route we follow should be contrasted with the recent work of Le Doussal [53] which, among other results, confirm ours for the position of the maximum of the Airy process minus a Brownian motion. Indeed, the results of [53] are fully based on replica Bethe ansatz calculations which a priori seem disconnected from our considerations on linear response and FDR.

The outline of this paper is as follows. In Section II we define the models and observables we study and state our main results. Section III focuses on the derivation of a FDR in the stochastic Burgers equation with stationary initial condition, that is obtained through a detailed and physical discussion of the symmetries of the Martin-Siggia-Rose (MSR) action associated with the stochastic Burgers equation (see [56, 57] for historical references on the MSR formalism and [58, 59] for more recent reviews). Section IV contains the details of the derivation of the results concerning more particularly the midpoint distribution of the DP. We also recall in Appendix A the exact result of Imamura-Sasamoto [55], making this paper self-contained.

II. SETTING AND OVERVIEW OF RESULTS

A. Model and units

We consider the continuum directed polymer under stationary conditions in 1 + 1 dimension. As is conventional, we denote by $t \in \mathbb{R}_+$ the longitudinal coordinate of the polymer and by $x \in \mathbb{R}$ the transversal coordinate. The endpoint of the polymer is fixed at $(t, x) \in \mathbb{R}_+ \times \mathbb{R}$, while the initial point at $t = 0$ can be anywhere on the real line. Admissible polymer paths can thus be parametrized by functions $\pi : s \in [0, t] \rightarrow \pi(s) \in \mathbb{R}$ with $\pi(0) \in \mathbb{R}$ arbitrary and $\pi(t) = x$ (see Fig. 1). The elasticity parameter is $\kappa > 0$ and $\xi(t, x)$ is the bulk disorder potential which is taken to be a centered Gaussian white noise with correlations $\langle \xi(t, x)\xi(t', x') \rangle = \sigma^2 \delta(t-t')\delta(x-x')$ with $\sigma > 0$ the strength of the noise. $\beta \geq 0$ will be the inverse temperature of the medium. We also suppose that there is an additional disorder on the line

² We refer the reader to Section III A for the relation between that part of our work and the literature.
at $t = 0$ in terms of a double-sided Brownian motion $B_\mu(x)$ with drift parametrized by $\mu \in \mathbb{R}$ as

$$B_\mu(x) := \mu x + \int_0^x dx' \eta(x')$$  \hspace{1cm} (1)$$

with $\eta(x)$ a centered Gaussian white noise with variance $\langle \eta(x) \eta(x') \rangle = \kappa \sigma^2 \beta^3 \delta(x - x')$. As we will recall the choice of this variance confers to the model a stationarity property. Finally we also sometimes introduce an additional bulk potential $V(t, x)$ that, when present, will always be thought of as a small perturbation of the model with $V = 0$. As an equilibrium statistical mechanics problem, the model consists in taking the paths weighted with the Boltzmann distribution: formally, the functional probability density $Q_{t,x}$ of a path $\pi$ is written as

$$Q_{t,x}[\pi] := \frac{1}{Z(t, x)} e^{-\beta \{ B_\mu(\pi(0)) + \int_0^x ds \left( \frac{\pi'(s)}{\kappa \sigma^2 \beta^3} + \xi(s, \pi(s)) + V(s, \pi(s)) \right) \}}$$  \hspace{1cm} (2)$$

with partition sum given by the path-integral\(^3\),

$$Z(t, x) := \int_{\pi(0) \in \mathbb{R}} D[\pi] e^{-\beta \{ B_\mu(\pi(0)) + \int_0^x ds \left( \frac{\pi'(s)}{\kappa \sigma^2 \beta^3} + \xi(s, \pi(s)) + V(s, \pi(s)) \right) \}}.$$  \hspace{1cm} (3)$$

**Rescaling** The rescalings $t \to \frac{1}{\kappa \sigma^2 \beta^3} t$, $x \to \frac{1}{\kappa \sigma^2 \beta^3} x$, $\mu \to \kappa \sigma^2 \beta^3 \mu$ and $V \to \beta^3 \kappa \sigma^4 V$ permit to absorb the parameters $\beta$, $\sigma$ and $\kappa$ everywhere in the above definitions. In the following we thus assume without loss of generality that the parameters of the model are $\kappa = \sigma = \beta = 1$. Hence, the only free parameter is $\mu \in \mathbb{R}$ that, as we will recall, parametrizes a family of stationary measures for the associated stochastic Burgers equation.

**Notation for averages** Throughout the rest of the paper we use the notation $\langle \cdot \rangle_\mu^V$ to denote the average over both $\eta$ and $\xi$ for a given choice of $\mu$ and $V$. In particular $\langle \cdot \rangle_\mu^0$ refers to the average in the absence of the perturbing potential. When no confusions is possible, we put $\langle \cdot \rangle$ for the average over any disorder that is present.

\(^3\)This definition of the model is formal and contains some well-known caveats associated with the use of a rough disordered potential. We refer to [24] for more details on these issues. A more physicist-oriented discussion can also be found in [7].
B. Some associated stochastic evolution equations

It is well-known [7, 24–26] that the equilibrium statistical mechanics model of the DP above is associated with some stochastic partial differential equations where $t$ plays the role of time. In particular the partition sum $Z(t, x)$ satisfies the multiplicative-stochastic-heat-equation

$$
\partial_t Z(t, x) = \frac{1}{2} \partial_x^2 Z(t, x) - (\xi(t, x) + V(t, x))Z(t, x)
$$

$$
Z(0, x) = e^{-B_\mu(x)} .
$$

(4)

to be interpreted in the Itô–sense (see [7, 24] for a discussion of this important subtlety), as will be the case for all the stochastic equations considered in this paper. The logarithm $h(t, x) := \ln Z(t, x)$ satisfies the Kardar-Parisi-Zhang (KPZ) equation (again, see [7, 24]):

$$
\partial_t h(t, x) = \frac{1}{2}(\partial_x h(t, x))^2 + \frac{1}{2} \partial_x^2 h(t, x) - \xi(t, x) - V(t, x)
$$

$$
h(0, x) = -B_\mu(x) .
$$

(5)

That equation was originally introduced in [15] to describe the out-of-equilibrium stochastic growth of an interface and throughout the paper we will refer to $h$ as the height of the interface which is thus also minus the free energy of the directed polymer. Finally the slope field $u(t, x) := \partial_x h(t, x)$ satisfies the stochastic Burgers equation: with $\phi(t, x) := -\partial_x V(t, x)$,

$$
\partial_t u(t, x) = \frac{1}{2} \partial_x (u(t, x))^2 + \frac{1}{2} \partial_x^2 u(t, x) - \partial_x \xi(t, x) + \phi(t, x)
$$

$$
u(0, x) = -\mu - \eta(x) .
$$

(6)

Recall that the stochastic Burgers equation (6) also governs the time-evolution of the density of particles in the weakly asymmetric exclusion process (WASEP). Then, $\rho(t, x) := 1/2 + u(t, x)$ is a local density of particles, and (6) is the continuum limit of a lattice gas on $\mathbb{Z}$ where particles perform a biased random walk and interact through a hard-core repulsive potential. The presence of a bias in that discrete diffusion manifests itself in (6) through the presence of the nonlinear term $\frac{1}{2}(\partial_x u(t, x))^2$.

The important property of the chosen initial condition is that in the absence of the perturbation $\phi(t, x)$, the process $u(t, x)$ is stationary; see [21, 60]: $u(t, x) \sim u(0, 0)$ in law. That will also follow in Section III. Note that in any case that does not mean that $h$ or $Z$ in (4)-(5) are stationary; in fact the interface grows and $\lim_{t \to \infty} h(t, x) = +\infty$ (almost surely). Still, $h(t, x) - h(t, 0) = \ln(Z(t, x)/Z(t, 0))$ is stationary and is given in law by $-B_\mu(x)$.

C. Linear response in Burgers and in the DP problem through a FDR

In Section III we consider the following linear response function for the perturbation of the average value of the slope field $u(t, x)$ by a small source $\phi(t', x')$ as in (6):

$$
R_\mu((t, x); (t', x')) := \left. \delta \frac{\langle u(t, x) \rangle}{\phi} \right|_{\phi=0} .
$$

(7)

Studying the symmetries of the MSR-action of the theory, we show that this response function is stationary: $R_\mu((t, x); (t', x')) = R_\mu(t - t', x - x')$, satisfies $R_\mu(t - t', x - x') = R_\mu(t - t', x - x' - \mu(t - t'))$ and is given by the fluctuation–dissipation relation,

$$
R_0(t - t', x - x') = \theta(t - t') \langle u(t, x)u(t', x') \rangle_0 .
$$

(8)

We note that this relation was already stated in [60] (based on [61]), but a complete physical discussion of this relation and of its derivation seemed to be lacking in the KPZ context (such relations are usually the hallmark of systems at thermodynamic equilibrium, while the KPZ equation definitely represents an out-of-equilibrium situation, see Sec. III A). The right-hand side of (8), i.e., the Burgers stationary two-point correlation function, is known explicitly from the work of Imamura and Sasamoto in [55]. The latter is recalled for completeness in Appendix A. Making contact with their notation we show in particular in Appendix A that rescaling the response function as

$$
R_0(t, y) := (2t^2)^{1/3} R_0(t, (2t^2)^{1/3} y) ,
$$

(9)
FIG. 2: The $f_{KPZ}(y)$ scaling function, compared with a Gaussian with the same second moment. The plot of $f_{KPZ}(y)$ was realized using the table available in [62].

gives

$$R_0(t, y) = \frac{1}{4} g_t''(y),$$

with $g_t(y)$ the function whose expression was given in Corollary 4 of [55], and which is recalled in Appendix A. In the large–time scaling limit Imamura and Sasamoto argued in [55] that $\frac{1}{2} g_t''(y)$ converges as $t \to \infty$ to the scaling function $f_{KPZ}(y)$ introduced by Prähofer and Spohn in [52] (there simply denoted as $f(y)$) and widely encountered in the KPZ universality class. In our interpretation this thus means that the response function (8)–(7) rescales asymptotically as

$$\lim_{t \to \infty} \left(2t^2\right)^{1/3} R_0(t, \left(2t^2\right)^{1/3} y) = f_{KPZ}(y).$$

A plot of $f_{KPZ}(y)$ is given in Fig. 2. We recall some of its known properties in Section II E.

In Section IV we show that the response function $R_\mu$ is also the linear response of the free energy of the DP (KPZ-height field) to a small external potential:

$$R_\mu(t - t', x - x') = -\frac{\delta \langle \ln Z(t, x) \rangle_{V=0}}{\delta V(t', x')} |_{V=0}.$$  

We thus obtain an exact formula for the linear response of the averaged free energy to a small external potential, a very natural question. Yet, in the present paper we show that the left-hand side is also related to the midpoint distribution of the directed polymer in the stationary regime. We explore the details in Section IV and the results are summarized in the remaining of this section.

D. Midpoint distribution of the DP: arbitrary times

We come back to the setting of Section II A, i.e., of the DP with stationary initial condition at $t = 0$ and a fixed endpoint at some $(t, x)$ in the absence of an external perturbation potential $V$.

Admissible polymer paths are thus continuous functions $\pi : [0, t] \to \mathbb{R}$ with $\pi(0) \in \mathbb{R}$ and $\pi(t) = x$. Introducing an intermediary time $t' \in [0, t]$, we are interested in the pdf of $x' = \pi(t')$ in the model without the external potential, i.e., when $V(t, x) = 0$. In a fixed random environment the stationary probability that the directed polymer passes through the point $(t', x')$ knowing that it passes through $(t, x)$ (see Fig. 1), with $0 < t' < t$ is given via (2) as,

$$q((t', x')(t, x)) := \int_{\pi(0) \in \mathbb{R}} D[\pi] \delta(\pi(t') - x') Q_{t,x}(\pi).$$

In this paper we consider its average over disorder,

$$p_\mu((t', x')(t, x)) := \langle q((t', x')(t, x)) \rangle_{V=0}$$

$$= \left\langle \int_{\pi(0) \in \mathbb{R}} D[\pi] \delta(\pi(t') - x') e^{-\left\{B_\mu(\pi(0)) + f_\mu ds\left(\frac{1}{2} (\partial_x \pi(s))^2 + \xi(s, \pi(s))\right)\right\}} Z(t, x) \right\rangle_{V=0}.$$
and we obtain it by relating in Section IV the pdf to the response function previously introduced, i.e., we show that

$$p_{\mu}(t', x') (t, x) = R_\mu(t-t', x-x').$$

Hence the results previously presented in the context of the linear response problem can now be translated to yield an explicit expression for $p_{\mu}(t', x') (t, x)$. In particular from (8) we thus obtain $p_{\mu}(t-t', x-x') = p_0(t-t', x-x' - \mu(t-t'))$ with

$$p_0(t-t', x-x') = \langle u(t,x) u(t', x') \rangle_0^0,$$

which is our main result. Furthermore, rescaling $p_0$ as

$$\mathcal{P}(t, y) := (2t^2)^{1/3} p_0(t, (2t^2)^{1/3} y),$$

we use (9)–(10) to get

$$\mathcal{P}(t, y) = \frac{1}{4} q''(y),$$

Note that the rescaling (17) is indeed natural since we retrieve here the DP roughness exponent $\zeta = 2/3$, expressing that paths fluctuate on the scale $\langle \pi((t-\tau))^2 \rangle_0^0 - 2 \langle \pi((t-\tau)) \rangle_0^0 \sim \tau^{2\zeta}$.

E. Midpoint distribution of the DP: large–time limit and the solution of a variational problem involving the Airy process

Following our above results, we thus deduce that the rescaled probability $\mathcal{P}(t, y)$ converges as in (11) to

$$\mathcal{P}_\infty(y) := \lim_{t \to \infty} \mathcal{P}(t, y) = f_{\text{KPZ}}(y),$$

where $f_{\text{KPZ}}(y)$ is the scaling function introduced by Prähofer and Spohn in [52] and which is plotted in Fig. 2 — it is symmetric and it decays at large scale as $f_{\text{KPZ}}(y) \sim e^{-c|y|^3}$ with $c \approx 0.295(5)$ [52], distinguishing it from a Gaussian distribution. That must be compared to the asymptotic decay of the (rescaled) endpoint pdf of the DP with one end fixed and one end free to move on a line: there the exact decay was found to be $\sim e^{-y^2/12}$ [46]; see also [63] for the subleading corrections. We thus find the same stretched–exponential decay for the stationary midpoint distribution but with a different numerical prefactor. Using the table of $f_{\text{KPZ}}(y)$ available in [62] we also estimate $f_{\text{KPZ}}(0) \approx 0.54$ and the second and fourth moment of the $f_{\text{KPZ}}(y)$ scaling function as $\sigma_{\text{KPZ}} = \sqrt{\int_{y \in \mathbb{R}} y^2 f_{\text{KPZ}}(y) dy} \approx 0.714$ and $\langle y^4 \rangle = \int_{y \in \mathbb{R}} y^4 f_{\text{KPZ}}(y) dy \approx 0.733$. The kurtosis of the distribution is approximately $\frac{\langle y^4 \rangle}{\sigma_{\text{KPZ}}^4} \approx 2.812$, distinguishing it again from a simpler Gaussian where the kurtosis is exactly 3.

In Section IV B we use the conjectural relation between the large scale statistical properties of the continuum DP and the Airy process, as is reviewed in [32]. From (19) then follows that $f_{\text{KPZ}}$ can also be seen as the pdf of the point at which the maximum of a variational problem involving the Airy process $A_2(y)$ introduced by Prähofer and Spohn in [30] is attained. We show that if $y$ has pdf $f_{\text{KPZ}}(y)$, then

$$y \sim \operatorname{argmax}_{z \in \mathbb{R}} \left[ A_2(z) - z^2 - \sqrt{2} B(z) \right] \text{ in law}$$

with $B(z) = \int_0^z \eta(z')dz'$ a standard unit double-sided Brownian motion independent of $A_2(z)$.

Remark Note that since its introduction by Prähofer and Spohn in [52] the function $f_{\text{KPZ}}$ was known to be a probability distribution function. Indeed, there $f_{\text{KPZ}}$ is obtained as the scaling limit of the pdf of the position of a second class particles in a polynuclear growth model. Still in [52], this pdf is argued to be equal to the two-point correlation function of the density in the TASEP, a correspondence which then allows exact calculations following [64]. There is thus a remarkable similarity between some aspects of [52] and our study. It would be interesting to understand if there is more to this than a beautiful coincidence.
F. Stationary midpoint distribution

Up to now our results were presented in the framework of the directed polymer with a stationary initial condition. Among possible initial conditions, the stationary initial condition is special since it is, in some sense, retrieved at large scales starting from any initial condition. In particular in Section IV C we consider the continuum directed polymer problem with both ends fixed: starting point at \((t_i, x_i)\) and endpoint at \((t, x)\). We consider the averaged “midpoint" pdf \(p((t', x')|(t_i, x_i), (t, x))\) that the DP passes at \((t', x')\), with \(t_i < t' < t\):

\[
p((t', x')|(t_i, x_i), (t, x)) \equiv \langle \int_{\pi(t_i)=x_i}^{\pi(t)=x_c} D[\pi] \delta(\pi(t') - x') e^{-\int_{t_i}^{t} ds (\frac{1}{2} (\partial \pi(s))^2 + \xi(s, \pi(s)) )} \rangle,
\]

Here the average is only over the bulk disordered potential \(\xi\). Taking the initial point as \((t_i, x_i = \phi t_i)\) with \(t_i \to -\infty\) (large scale limit), and keeping \((t, x)\) and \((t', x')\) fixed we argue in Section IV C that the following limit holds

\[
\lim_{t_i \to -\infty} p((t', x')|(t_i, \phi t_i), (t, x)) = p_{\mu=\phi}((t', x')|(t, x)) .
\]

Therefore our results apply to the midpoint distribution of the continuum directed polymer in the stationary regime; cf. right figure in Fig. 1.

Remark From this interpretation, the fact that the midpoint distribution of the directed polymer in the stationary regime differs from the distribution of the endpoint (as emphasized in Sec. II E in the large length limit) might seem surprising at first glance. The intuition is partially correct: in that case since the initial point of the polymer is infinitely far from the midpoint, the midpoint indeed does not feel (apart from an eventual drift) the elastic force induced by the pinning of the initial point. However, the midpoint does feel an effective disorder that takes into account the microscopic disorder felt by the polymer from \(t_i\) to \(t'\). The latter depends on \(x'\) and can exactly be taken into account by adding a two sided Brownian motion potential at \(t'\) as in the initial formulation of the problem. This difference with the endpoint fluctuations should be particularly clear from the characterization of the asymptotic midpoint fluctuations in terms of the Airy process, see Eq. (20).

G. Universality of the result and a numerical check in the Log-Gamma polymer

We now discuss the universality of the result for other DP-models. For simplicity we discuss the Log-Gamma polymer, an exactly solvable model on the square lattice introduced in [54], but the discussion can be adapted to other models. As we will discuss, the interesting aspect of considering this model is that enough is known about it [54, 65–67] so that we obtain a prediction that does not contain any unknown scaling parameters. As is usual in this context we will not speak about the disorder as given by some random energies \(E \in \mathbb{R}\), but rather directly consider the random Boltzmann weights \(w = e^{-\beta E} \in \mathbb{R}_+\). We consider the stationary version of the model [54, 68] and we restrict ourselves for simplicity to the case where the stationary measure is unbiased (\(\mu = 0\)).

The stationary Log-Gamma polymer can be defined as follows. Considering the square lattice with the \((t, x)\) coordinates as depicted in Fig. 3, we assign to each vertex \((t, x) \in \mathbb{N}_0 \times \mathbb{Z}\) in the bulk a random Boltzmann \(u_k(x) \in \mathbb{R}_+\). These are independent, identically distributed (iid) random variables (RVs) distributed as the inverse of gamma RVs

\[
u_k(x) \sim (\text{Gamma}(\gamma))^{-1},
\]

where \(\gamma > 0\) is a parameter of the model, and we recall that a RV \(w\) is distributed as \(w \sim \text{Gamma}(\gamma)\) if its pdf is \(p(w) = \frac{\theta(w)^{\gamma-1}}{\Gamma(\gamma)} w^{\gamma-1} e^{-w}\) where \(\Gamma\) is Euler’s gamma function. On the initial time \(t = 0\), the disordered Boltzmann weights are distributed as

\[
\begin{align*}
w_0(0) &= 1, & w_0(x \geq 1) &= \prod_{k=0}^{x-1} \frac{u(k)}{v(k)}, & w_0(x \leq -1) &= \prod_{k=1}^{-x} \frac{v(-k)}{u(-k)},
\end{align*}
\]

where the \(u(k)\) and \(v(k)\) for \(k \in \mathbb{Z}\) are two sets of iid random variables distributed as \(u \sim v\) and

\[
u \sim v \sim (\text{Gamma}(\gamma/2))^{-1}.
\]

Finally, the partition sum is given by the sum over paths

\[
Z(t, x) := \sum_{\pi_1, \pi_2 \in \mathbb{Z}} \prod_{s=0}^{x-1} u_k(\pi(s)),
\]

where

\[
\sum_{\pi_1, \pi_2 \in \mathbb{Z}} \prod_{s=0}^{x-1} u_k(\pi(s))
\]
where the sum is over directed paths, i.e., paths with \( \pi(t' + 1) - \pi(t') = \pm 1/2 \) (see Fig. 3). Similarly as in the continuum DP case, here the initial condition is chosen [54] so that the increments of the free energy \( \ln Z(t, x + 1) - \ln Z(t, x) \) are independent for fixed \( t \), stationary and distributed as \( \ln Z(t, x + 1) - \ln Z(t, x) \sim \ln(u) - \ln(v) \) where \( u \) and \( v \) are two iid random variable distributed as \( u \sim v \sim (\text{Gamma}(\gamma/2))^{-1} \) (the free energy of the directed polymer is thus a discrete random walk at each \( t \)).

Similarly as in the continuum case, we consider the average over disorder of the probability that the DP passes through \((t', x')\), knowing it ends at \((t, x)\)

\[
p_0((t', x')|(t, x)) := \langle \frac{1}{Z(t, x)} \sum_{\pi, \pi(0) \in \mathbb{Z}, \pi(t') = x', \pi(t) = x} \prod_{s = 0}^{1} w_s(\pi(s)) \rangle
\]

where here the average is over the discrete random Boltzmann weights. As in the continuum case, it is clear from the stationarity property of the model that \( p_0((t', x')|(t, x)) \) is just a function of \( t - t' \) and \( x - x' \): \( p_0((t', x')|(t, x)) = p_0(t - t', x - x') \), and we can write

\[
p_0(t, x) = \langle \frac{1}{Z(t, x)} \sum_{\pi, \pi(0) = 0, \pi(t) = x} \prod_{s = 0}^{1} w_s(\pi(s)) \rangle .
\]

As we discuss now there are two senses in which our results on the continuum directed polymer are universal and can be applied to this discrete model: a weak and a strong universality.

**Weak universality** The weak universality of the continuum directed polymer is the fact that it is the universal weak-noise scaling limit of discrete models of directed polymers on the square lattice. In the Log-Gamma polymer case, the weak-noise limit consists in taking the \( \gamma \to \infty \) limit (small variance of the disorder) while taking a diffusive rescaling of the discrete coordinates. In Section IV D we argue that

\[
\lim_{\gamma \to \infty} \frac{\gamma}{2} p_0(t = \gamma^2 t, x = \gamma^2 x) = p_0(t, x),
\]

with \( p_0 \) the midpoint distribution in the continuum model, given by Eq. (16). Our finite time result in the continuum setting can thus be applied to a large time diffusive scaling limit in a weakly disordered environment for a discrete model.

**Strong universality** The strong universality conjecture is that, up to some non-universal rescaling factors, the large scale behavior of all models in the KPZ universality class, and in particular of DP-models on the square lattice, is identical. This means in particular that the (properly rescaled) large \( t \) limit of \( p_0(t, x) \) should be identical to the
rescaled large \( t \) limit of \( p_0(t,x) \). In the scaling limit \( x \sim t^{2/3} \) with \( t \to \infty \), the properties of the discrete model corresponds to those of the continuum in the same scaling limit \( x \sim t^{2/3} \) with \( t \to \infty \). Some additional rescalings are however still necessary to set the non-universal constants (in the same way that we rescaled the parameter \( \beta, \kappa \) and \( \sigma \) of the continuum model in Section II A). Writing \( x = \kappa_x t \) and \( t = \kappa_t \) with \( \kappa_x, \kappa_t > 0 \), the two scaling parameters are chosen to ensure that: (i) the curvature of the free energy of the point to point discrete and continuum model coincide in the scaling limit; (ii) the variance of the differences of free energies between two different points in the stationary models coincide\(^4\). In Section IV D we argue that this can be done by taking

\[
\kappa_x = \frac{1}{2\psi'(\gamma/2)} , \quad \kappa_t = -\frac{1}{\psi''(\gamma/2)},
\]

where \( \psi(x) = \frac{\Gamma'(x)}{\Gamma(x)} \) is the diGamma function. This then leads to the conjecture that, using the scaling limit already used in the continuum model, see (17) and (19),

\[
\lim_{t \to \infty} (2(t/\kappa_t)^{2/3})^{1/3} \kappa_x p_0(t, (2(t/\kappa_t)^{2/3})^{1/3} \kappa_\gamma y) = \mathcal{P}_\infty(y) = f_{KPZ}(y) .
\]

That can be easily checked using direct numerical simulations of the stationary Log-Gamma polymer, see Fig. 4 where we obtain an excellent agreement. We refer the reader to Section IV D for more details on the simulations and some complementary numerical results.

Remark We discussed here the universality of our results in the context of the exactly solvable Log-Gamma polymer. The weak universality result (29) could in fact be stated in full generality since it does not rely on the exact solvability of the model. On the other hand, for the strong universality result (31) we took advantage of the exact solvability of the model to obtain the constants \( \kappa_x \) and \( \kappa_\gamma \) (30) analytically, therefore permitting a comparison with numerics without the need of fitting any parameter. Similar (and as precise) results, could be obtained in models where both the limiting free energy and the stationary measure are known, as is the case for the Strict-Weak [69] and Inverse-Beta polymers [68, 70]. For other models, the results could also be stated by defining \( \kappa_x \) and \( \kappa_t \) through an independent measurement of the limiting free energy and the stationary measure of the model.

\(^4\) The (i) and (ii) requirements can be respectively thought of as setting the parameter in front of the parabola and choosing the variance of the Brownian motion and Airy process to be as in Eq. (20)
III. SYMMETRIES OF THE STOCHASTIC BURGERS EQUATION IN THE STATIONARY REGIME AND A FLUCTUATION-DISSIPATION RELATION

A. Preliminary comments

The main goal of this section is to derive the fluctuation–dissipation relation (FDR) Eq. (8). We will thus momentarily forget about the directed polymer problem and rather focus on the stochastic Burgers equation Eq. (6). The derivation will be based on the identification of some symmetries of the MSR action (see [59] for a review of the MSR formalism) associated to the stochastic Burgers equation. The relation between the FDR or more general response formulæ and the action governing dynamical ensembles has been pioneered in [71–73]. Our study of the symmetries of the MSR action is also inspired by [74] where that is done in detail in the rather general setting of Langevin equations with non-conserved colored multiplicative noise (which however does not apply to our case).

Let us first review some related results that exist in the literature. We note that time-reversal symmetries have already been discussed in the context of the KPZ equation, see e.g. [75–78]. One has to be careful here however with non-conserved colored multiplicative noise (which however does not apply to our case).

The main goal of this section is to derive the fluctuation–dissipation relation (FDR) Eq. (8). We will thus momentarily forget about the directed polymer problem and rather focus on the stochastic Burgers equation Eq. (6). The setting and the action governing dynamical ensembles has been pioneered in [71–73]. Our study of the symmetries of the MSR action (see [59] for a review of the MSR formalism) associated to the stochastic Burgers equation. The relation between the FDR or more general response formulæ and the action governing dynamical ensembles has been pioneered in [71–73]. Our study of the symmetries of the MSR action is also inspired by [74] where that is done in detail in the rather general setting of Langevin equations with non-conserved colored multiplicative noise (which however does not apply to our case).

B. Setting and Martin-Siggia-Rose action for the stochastic Burgers equation

Consider the stochastic Burgers equation with a source \( \phi(t,x) \) as in Eq. (6), that we recall here for readability,

\[
\begin{align*}
\partial_t u(t,x) &= \frac{1}{2} \partial_x^2 (u(t,x))^2 + \frac{1}{2} \partial_x^2 u(t,x) - \partial_x \xi(t,x) + \phi(t,x) \\
u(0,x) &= -\mu - \eta(x).
\end{align*}
\]

For convenience in this section we take the system on an interval of length \( L \) with periodic boundary conditions, i.e., \( x \in [-L/2,L/2] \) with \( L \in \mathbb{R}^+ \), and we consider the process in a time–window of length \( T > 0 \), i.e., \( t \in [0,T] \). We use the short-hands \( \int_x := \int_{x \in [-L/2,L/2]} \) and \( \int_t := \int_{t \in [0,T]} \). The \( L \to \infty \) limit of our results, that is relevant to the application to the continuum directed polymer problem presented in this paper, is thought of as being taken afterwards. Following the MSR-formalism, and introducing a response field \( \tilde{u}(t,x) \in \mathbb{R} \), the functional probability to observe a field-trajectory \( \{u(t,x), \ t \in [0,T], \ x \in [-L/2,L/2]\} \), given the source \( \phi \) is formally given by,\(^5\)

\[
P^\phi_{\mu}[u] = \langle \delta \left( \partial_t u(t,x) - \frac{1}{2} \partial_x^2 u(t,x) + \partial_x \xi(t,x) - \phi(t,x) \right) \rangle \mu \text{P}^{\text{ini}}[u(t=0,.)] \\
= \langle \mathcal{D}[\tilde{u}] e^{-\int_x \tilde{u}(t,x) \left( \partial_t u(t,x) - \frac{1}{2} \partial_x^2 u(t,x) + \partial_x \xi(t,x) - \phi(t,x) \right) \rangle \mu \text{P}^{\text{ini}}[u(t=0,.)] \\
= \int \mathcal{D}[\tilde{u}] e^{-\int_x \tilde{u}(t,x) \left( \partial_t u(t,x) - \frac{1}{2} \partial_x^2 u(t,x) + \partial_x \xi(t,x) - \phi(t,x) \right) \rangle \mu \text{P}^{\text{ini}}[u(t=0,.)] \\
= \int \mathcal{D}[\tilde{u}] e^{-\int_x \tilde{u}(t,x) \left( \partial_t u(t,x) - \frac{1}{2} \partial_x^2 u(t,x) + \partial_x \xi(t,x) - \phi(t,x) \right) \rangle \mu \text{P}^{\text{ini}}[u(t=0,.)] \\
= \int \mathcal{D}[\tilde{u}] e^{-\int_x \tilde{u}(t,x) \left( \partial_t u(t,x) - \frac{1}{2} \partial_x^2 u(t,x) + \partial_x \xi(t,x) - \phi(t,x) \right) \rangle \mu \text{P}^{\text{ini}}[u(t=0,.)].
\]

And the initial condition is

\[
P^{\text{ini}}_{\mu}[u(t=0,.)] = Z^{-1} e^{-\frac{1}{2} \int_x (u(t=0,x)+\mu)^2},
\]

where \( Z \) is a \( \mu \)-independent normalization constant. Hence we have

\[
P^\phi_{\mu}[u] = Z^{-1} \int \mathcal{D}[\tilde{u}] e^{-S_{\mu}[u,\tilde{u}] + \int_x \tilde{u}(t,x) \phi(t,x)},
\]

\(^5\) We refer the reader to [74] for the discussion of the subtleties underlying the derivation of the MSR action, in particular the presence/absence of a Jacobian term in the action.
where we have introduced the MSR-action for the theory without source $\phi$ as

$$S_\mu[u, \tilde{u}] := S_\mu^{(3)}[u, \tilde{u}] + S_\mu^{(2)}[u, \tilde{u}] + S_\mu^{(1)}[u, \tilde{u}]$$

$$S_\mu^{(1)}[u, \tilde{u}] := \int_{t,x} i \tilde{u}(t, x) \partial_t u(t, x) + \frac{1}{2} \int_x (u(t = 0, x) + \mu)^2$$

$$S_\mu^{(2)}[u, \tilde{u}] := \frac{1}{2} \int_{t,x} i \tilde{u}(t, x) \partial_x^2 u(t, x) + \int_{t,x} (\partial_x \tilde{u}(t, x))^2$$

$$S_\mu^{(3)}[u, \tilde{u}] := \frac{1}{2} \int_{t,x} i \tilde{u}(t, x) \partial_t (u(t, x))^2.$$ 

Introducing the average with respect to the MSR-action $\langle \langle \cdots \rangle \rangle_\mu := Z^{-1} \int \mathcal{D}[u, \tilde{u}] \cdots e^{-S_\mu[u, \tilde{u}]}$, for any observable of the slope field $O[u]$, we have

$$\langle O[u] \rangle_\mu^\phi = \langle \langle O[u] e^{i \int_{t,x} \tilde{u}(t, x) \phi(t, x)} \rangle \rangle_\mu .$$

In particular, introducing as in Section II C the response function

$$R_\mu((t, x); (t', x')) := \frac{\delta \langle u(t, x) \rangle_\mu^\phi}{\delta \phi(t', x')} \bigg|_{\phi = 0} ,$$

we have the formula

$$R_\mu((t, x); (t', x')) = \langle \langle \tilde{u}(t', x') u(t, x) \rangle \rangle_\mu .$$

C. PT and CT symmetries of the MSR action

We now discuss the time-reversal symmetry of the MSR-action that allows us to relate the response function $R_\mu((t, x); (t', x'))$ to the two-point correlation function of the field $u(t, x)$ in the absence of a source $\phi$ as in Eq. (8).

1. Qualitative discussion and the transformations at the level of the slope field.

To make transparent the physical content of the symmetry we adopt here the language of interacting particle systems and think of $\rho(t, x) = 1/2 + u(t, x)$ as the density of particles in the WASEP (see Section II B). We consider three transformations implemented by three operators: time-reversal $T$, space-reflection $P$ and charge conjugation $C$ (or particle-hole transformation). These act on the field $u(t, x)$ as

$$\langle T u(t) \rangle(t, x) = u(T - t, x) \quad , \quad \langle P u(t) \rangle(t, x) = u(t, -x) \quad , \quad \langle C u(t) \rangle(t, x) = -u(t, x) ,$$

and the meaning of these transformation should be clear from the WASEP interpretation. Let us now discuss briefly which of (the composition of) these transformations is a symmetry of the stochastic Burgers equation, i.e., such that $\mathbb{P}_\mu^0[(Su)] = \mathbb{P}_\mu^0[(u)]$ with $S$ a transformation.

First, $T$ cannot be a symmetry of the stochastic Burgers equation. Indeed, writing (32) with $\phi \equiv 0$ in the form of a local conservation law

$$\partial_t u(t, x) + \partial_x j(t, x) = 0 \quad , \quad j(t, x) = -\frac{1}{2} u(t, x)^2 - \frac{1}{2} \partial_x u(t, x) + \xi(t, x) ,$$

we see that there is a strictly negative current $\langle j(t, x) \rangle_0^\phi = -\frac{1}{2} \langle u(t, x)^2 \rangle_0^\phi < 0$. Hence time-reversal symmetry is forbidden by the presence of the nonlinear term in the stochastic Burgers equation. This is natural since the latter represents the bias in the WASEP. Reversing time changes the direction of the current of particles. That can however be compensated by a space-reflection. Similarly, exchanging particles and holes also reverses the direction of the

---

6 The reason why we introduce a different symbol for the average over the MSR-action is that correlations function involving the response field $\tilde{u}$ do not \textit{a priori} have a meaning in the stochastic Burgers theory.
current in WASEP. In that case however the mean density is also affected as \( \langle \rho \rangle \rightarrow 1 - \langle \rho \rangle \). In the stochastic Burgers setting, this means that the identity \( \mathbb{P}_\mu^0[ PTu ] = \mathbb{P}_\mu^0[ u ] \) and \( \mathbb{P}_\mu^0[ CTu ] = \mathbb{P}_\mu^0[ u ] \) are to be expected. In what follows, by extending \( \mathcal{C} \) and \( \mathcal{P} \) to operators acting on both fields of the MSR-action we indeed prove the invariance of the action with respect to these transformations from which follows that \( \mathbb{P}_\mu^0[ PTu ] = \mathbb{P}_\mu^0[ u ] \) and \( \mathbb{P}_\mu^0[ CTu ] = \mathbb{P}_{-\mu}^0[ u ] \). These invariance properties will then be used to prove the FDR (8).

2. The operators on the MSR-fields and the symmetries

We now extend the operators \( T, \mathcal{C} \) and \( \mathcal{P} \) as (writing \( (u^S, \tilde{u}^S) = S(u, \tilde{u}) \) for an arbitrary transformation),

\[
\begin{align*}
\left( \begin{array}{c}
 u^T(t, x) \\
 \tilde{u}^T(t, x)
\end{array} \right) &= \left( \begin{array}{c}
 u(T - t, x) \\
 -\tilde{u}(T - t, x) - i(u(T - t, x) + \mu)
\end{array} \right),
\end{align*}
\]

and

\[
\begin{align*}
\left( \begin{array}{c}
 u^P(t, x) \\
 \tilde{u}^P(t, x)
\end{array} \right) &= \left( \begin{array}{c}
 u(t, -x) \\
 \tilde{u}(t, -x)
\end{array} \right), \quad \left( \begin{array}{c}
 u^C(t, x) \\
 \tilde{u}^C(t, x)
\end{array} \right) &= \left( \begin{array}{c}
 u(t, x) \\
 \tilde{u}(t, x)
\end{array} \right).
\end{align*}
\]

These different transformation are involutions \( (S^2 = 1) \). We have \( PT = T \mathcal{P}, \mathcal{CP} = \mathcal{PC} \) but \( CT_\mu = CT_{-\mu} \). Their action on the \( u \) fields is basically dictated by the physics of the problem, while their action on the \( \tilde{u} \) fields is to satisfy

\[
\begin{align*}
S_{\mu}^{(1)}[u^T, \tilde{u}^T] = S_{\mu}^{(1)}[u, \tilde{u}], & \quad S_{\mu}^{(2)}[u^T, \tilde{u}^T] = S_{\mu}^{(2)}[u, \tilde{u}] \quad (44) \\
S_{\mu}^{(1)}[u^P, \tilde{u}^P] = S_{\mu}^{(1)}[u, \tilde{u}], & \quad S_{\mu}^{(2)}[u^P, \tilde{u}^P] = S_{\mu}^{(2)}[u, \tilde{u}] \quad (45) \\
S_{\mu}^{(1)}[u^C, \tilde{u}^C] = S_{-\mu}^{(1)}[u, \tilde{u}], & \quad S_{\mu}^{(2)}[u^C, \tilde{u}^C] = S_{\mu}^{(2)}[u, \tilde{u}] \quad (46)
\end{align*}
\]

These properties hold evidently by remarking that the first and second part of the action can be rewritten as

\[
\begin{align*}
S_{\mu}^{(1)}[u, \tilde{u}] &= \int_{1, x} i(\tilde{u}(t, x) + \frac{i}{2}(u(t, x) + \mu))\partial_x u(t, x) \\
&\quad + \frac{1}{4} \left[ \int_{t,x} (u(t = 0, x) + \mu)^2 + (u(t = T, x) + \mu)^2 \right], \\
S_{\mu}^{(2)}[u, \tilde{u}] &= -\frac{1}{2} \int_{t,x} \tilde{u}(t, x)\partial_x^2(\tilde{u}(t, x) + iu(t, x)) .
\end{align*}
\]

Physically, in lattice gas language, these are consequences of the fact that the steady symmetric exclusion process is time-reversal invariant, spatially-reflection invariant and that the particle-hole transformation is also a symmetry at half-filling.

We are however here interested in the stochastic Burgers equation, or WASEP, and the third, nonlinear part of the action, breaks the time-reversal symmetry. Indeed,

\[
\begin{align*}
S_{\mu}^{(3)}[u^T, \tilde{u}^T] &= -\frac{1}{2} \int_{t,x} i(-\tilde{u}(T - t, x) - i(u(T - t, x) + \mu))\partial_x(u(T - t, x))^2 \\
&\quad + \frac{1}{2} \int_{t,x} \tilde{u}(T - t, x)\partial_x(u(T - t, x))^2 - \int_{t,x} u(T - t, x)\partial_x(u(T - t, x))^2 \\
&= -S_{\mu}^{(3)}[u, \tilde{u}] .
\end{align*}
\]

Here the last line follows by changing \( t \rightarrow T - t \) and remarking that for any periodic function \( f(x) \), \( \int_x f(x)\partial_x(f(x)^2) = 2\int_x (f(x))^2\partial_x f(x) \), but also \( \int_x f(x)\partial_x(f(x)^2) = -\int_x (f(x))^2\partial_x f(x) \) (integration by part), and hence \( \int_x f(x)\partial_x(f(x)^2) = 0 \). The nonlinear part of the action is thus exactly anti-symmetric under time-reversal. That is a sign of a nonequilibrium steady state with a finite rate of entropy production given by \( \dot{S} = \frac{1}{2} \langle \int_x i\tilde{u}_t \partial_x(u(t, x))^2 \rangle \), [79]. The nonlinear part of the action is however also clearly anti-symmetric under charge conjugation (odd number of fields) or parity transformation (odd number of space derivative): \( S_{\mu}^{(3)}[u^P, \tilde{u}^P] = S_{\mu}^{(3)}[u^C, \tilde{u}^C] = -S_{\mu}^{(3)}[u, \tilde{u}] \). We retrieve here the fact that reversing time in the ASEP is the same as reversing the sign of the bias. Combining everything we find that

\[
\begin{align*}
S_{\mu}[u^{PT}, \tilde{u}^{PT}] = S_{\mu}[u, \tilde{u}] \quad \text{and} \quad S_{\mu}[u^{CT}, \tilde{u}^{CT}] = S_{-\mu}[u, \tilde{u}] .
\end{align*}
\]
Hence $\mathcal{PT}$ is always a symmetry of the stochastic Burgers equation in the stationary state, while $\mathcal{CT}$ is only a symmetry in the half-filled case $\mu = 0$ (see next section).

**Remark:** At half-filling $\mu = 0$, the transformation $(\mathcal{CT} u)(t, x) = -u(-t, x)$ is thus also a symmetry of the stationary Burgers equation. If the field $u(t, x)$ was ‘chosen’ to be odd under time-reversal (hence now call ‘time-reversal’ $\mathcal{T}' = \mathcal{CT}$), as would be relevant if $u$ was interpreted as a velocity field, then the stationary Burgers equation would really be invariant under time-reversal symmetry. The action of time-reversal on the field $u$ must however be dictated by the physics, and it is crucial to identify this action correctly since this choice determines if the stationary state should be considered as an out-of-equilibrium one or not. In this section we adopted the WASEP language where it is clear that $u$ should be taken even under time-reversal. Taking $u$ to be even under time-reversal is however also natural in the stochastic growth language where the action of $\mathcal{T}$ on $h(t, x)$ should be $(\mathcal{T} h)(t, x) = h(T - t, x)$, also leading to a even slope field $u(t, x) = \partial_x h(t, x)$.

### D. Stationarity and FDR in the stochastic Burgers equation

1. **'Proof' of stationarity**

   Let us now use the $\mathcal{PT}$-symmetry to ‘prove’ the stationarity of the stochastic Burgers equation, a fact which is *a priori* not obvious. To this aim we write, using $\mathcal{S} = \mathcal{PT}$

   \[
   \mathbb{P}_\mu^0[u^\mathcal{S}] = Z^{-1} \int \mathcal{D}[\tilde{u}] e^{-S_{\mu}[u^\mathcal{S}, \tilde{u}]} \\
   = Z^{-1} \int \mathcal{D}[\tilde{u}^\mathcal{S}] e^{-S_{\mu}[u^\mathcal{S}, \tilde{u}^\mathcal{S}]} \\
   = Z^{-1} \int \mathcal{D}[\tilde{u}] e^{-S_{\mu}[u, \tilde{u}]} \\
   \mathbb{P}_\mu^0[u^\mathcal{PT}] = \mathbb{P}_\mu^0[u].
   \]

   Hence we have the identity $u^\mathcal{PT}(t, x) = u(T - t, -x) \sim u(t, x)$ in law. In particular $u(T, x) \sim u(0, -x)$ and, using that the initial condition is invariant by space reflection, $u(0, x) \sim u(0, -x)$, we conclude that indeed $u(T, x) \sim u(0, x)$ for all $T$, and the process is stationary. Note that in (50) we have crucially used that the change of variables $u \rightarrow \tilde{u}^\mathcal{S}$ has a unit Jacobian: $\mathcal{D}[\tilde{u}^\mathcal{S}] = \mathcal{D}[\tilde{u}]$. We have also assumed that we could deform the contour of integration on $\tilde{u}$ back to the real axis after the transformation. Indeed, note that the symmetry $\mathcal{S}$ does not leave invariant the domain of integration. See [74] for a discussion of these questions in a similar context.

   Note that using now the transformation $\mathcal{S}' = \mathcal{CT}$ one similarly obtains $\mathbb{P}_\mu^0[u^\mathcal{S}] = \mathbb{P}_{-\mu}^0[u]$: the process with stationary measure $-\mu$ can be generated by applying a time-reflection and a particle-hole transformation to the process with stationary measure $+\mu$.

2. **'Proof' of the FDR**

   Let us now start from the expression of the response function given in (39) and use again the $\mathcal{S} = \mathcal{PT}$ symmetry:

   \[
   R_{\mu}((t, x); (t', x')) = \langle \{i \tilde{u}(t', x') u(t, x)\} \rangle_{\mu} \\
   \mathcal{D}[u, \tilde{u}] \tilde{u}(t', x') u(t, x) e^{-S_{\mu}[u, \tilde{u}]} \\
   = \int \mathcal{D}[u^\mathcal{S}, \tilde{u}^\mathcal{S}] \tilde{u}^\mathcal{S}(t', x') u^\mathcal{S}(t, x) e^{-S_{\mu}[u^\mathcal{S}, \tilde{u}^\mathcal{S}]} \\
   = \int \mathcal{D}[u, \tilde{u}] \tilde{u}^\mathcal{S}(t', x') u^\mathcal{S}(t, x) e^{-S_{\mu}[u, \tilde{u}]} \\
   = \langle \{i \tilde{u}(T - t', -x') - i(u(T - t', -x') + \mu)\} (u(T - t, -x)) \rangle_{\mu} \\
   R_{\mu}(t, x); (t', x')) = -R_{\mu}(T - t, -x); (T - t', -x') + (u(T - t', -x') + \mu) u(T - t, -x))_{\mu}^0. \\
   \]

   Hence, using that the response is causal, i.e., $R_{\mu}((t, x); (t', x')) \sim \theta(t - t')$, that there is a space-time translation invariance of the steady state, i.e., $u(t, x) \sim u(t + s, x + y)$ and that $\langle u(t', x') \rangle_{\mu}^0 = -\mu$, we obtain the FDR

   \[
   R_{\mu}(t, x); (t', x')) = \theta(t - t') \left((u(t', x) - u(0, 0))_{\mu}^0 - \mu^2\right). 
   \]
The response is thus also stationary $R_\mu((t, x); (t', x')) = R_\mu(t - t', x - x')$ and the right-hand side is just the two-point connected correlation function of the slope field $u$. Finally, in order to relate that to the correlation function in the theory with $\mu = 0$, note that the change of variables $u(t, x) = -\mu + \tilde{u}(t, x - \mu t)$ maps the stationary stochastic Burgers equation with initial condition $\mu$ (for $u$) to the stationary stochastic Burgers equation with initial condition $\mu = 0$ (for $\tilde{u}$). Hence

$$\langle u(t-t', x-x')u(0,0) \rangle_\mu^0 = ((-\mu + u(t-t', x-x') - \mu(t-t'))(-\mu + u(0,0)))_\mu^0 = \mu^2 + \langle u(t-t', x-x') - \mu(t-t') \rangle u(0,0))_\mu^0$$

(52)

We thus obtain that

$$R_\mu(t-t', x-x') = R_0(t-t', x-x' - \mu(t-t'))$$

(53)

with

$$R_0(t-t', x-x') = \theta(t-t') \langle u(t-t', x-x')u(0,0) \rangle_\mu^0$$

(54)

which is the result presented in Eq. (8).

IV. THE DIRECTED POLYMER MIDPOINT DISTRIBUTION

A. Connecting the midpoint distribution with Burgers linear response function

We now consider the directed polymer partition sum $Z(t,x)$ with stationary initial condition and in the presence of a small perturbing potential as presented in Section II A. Using the path-integral representation (3) it is clear that the quenched pdf $q_\mu((t',x')|(t,x))$ that the DP passes through $(t', x')$, given that it passes through $(t, x)$ introduced in Eq. (13) is just given by, in a fixed random environment,

$$q_\mu((t',x')|(t,x)) = -\frac{\delta \ln Z(t,x)}{\delta V(t',x')} |_{V=0}.$$  

(55)

Its average over disorder, $p_\mu((t',x')|(t,x))$, is thus a response function,

$$p_\mu((t',x')|(t,x)) = \tilde{R}_\mu((t,x);(t',x')) := \frac{\delta \ln Z(t,x)}{\delta V(t',x')} |_{V=0}.$$ 

(56)

We next show that this response function is the same as the one introduced in the stochastic Burgers setting, see Eq. (7). To that aim note that using $u(t,x) = \partial_z \ln Z(t,x)$ we can write, for any $y \in \mathbb{R}$

$$\tilde{R}_\mu((t,x);(t',x')) - \tilde{R}_\mu((t,y);(t',x')) = -\int_y^x dz \frac{\delta \langle u(z) \rangle^V_\mu}{\delta V(t',x')} |_{V=0}.$$ 

(57)

On the other hand $R_\mu(t-t', x-x')$ gives the linear response of $\langle u(t,x) \rangle^0_\mu$ for a small source $\phi(t', x') = -\partial_{x'} V(t', x')$. This means that to first order in $V$,

$$\langle u(t,x) \rangle^V_\mu - \langle u(t,x) \rangle^0_\mu = -\int_0^t dt' \int_{x'} dx' R_\mu(t-t', x-x') \partial_{x'} V(t', x') + O(V^2)$$

$$= -\int_0^t dt' \int_{x'} dx' \partial_{x'} R_\mu(t-t', x-x') V(t', x') + O(V^2).$$

(58)

Hence $\frac{\delta \langle u(t,z) \rangle^V_\mu}{\delta V(t',x')} |_{V=0} = -\partial_{z} R_\mu(t-t', z-x')$ and

$$\tilde{R}_\mu((t,x);(t',x')) - \tilde{R}_\mu((t,y);(t',x')) = +\int_y^x dz \partial_{z} R_\mu(t-t', z-x')$$

$$= R_\mu(t-t', x-x') - R_\mu(t-t', y-x').$$

(59)
Sending \( y \to \infty \) with the other arguments fixed and using that \( \lim_{y \to \infty} \tilde{R}_\mu((t, y); (t', y')) = \lim_{y \to \infty} R_\mu(t-t', y-y') = 0 \), we obtain
\[
\tilde{R}_\mu((t, x); (t', x')) = R_\mu(t-t', x-x') .
\tag{60}
\]
Thus Eq. (12) follows and, combining that with (56) we obtain \( p_\mu((t', x'))(t, x) = R_\mu(t-t', x-x') \) and the results presented in Section II.D.

**Remark** At the physics level of rigor, this provides a ‘proof’ that the response function \( R_\mu(t-t', x-x') \) is in fact a pdf. The fact that it is normalized to unity, i.e., that \( \int_{\mathbb{R}^2} dx' R_\mu(t-t', x-x') = \int_{\mathbb{R}^2} dx R_\mu(t-t', x-x') = 1 \) is also natural from its definition as a response function. Indeed, considering again the stochastic Burgers equation perturbed by a source \( \phi \) (6) with, for simplicity, periodic boundary conditions on a ring of length \( L \), one easily obtains that \( N(t) = \int_{-L/2}^{L/2} u(t, x) dx \) (\( \sim \) total number of particles in the WASEP interpretation) satisfies
\[
\partial_t N(t) = \int_0^L \phi(t, x) \implies N(t) - N(0) = \int_0^t dt' \int_0^L dx \phi(t', x) .
\tag{61}
\]
As a consequence,
\[
\int_{-L/2}^{L/2} dx R_\mu(t-t', x-x') = \frac{\delta(N(t))}{\delta \phi(t', x')} \bigg|_{\phi=0} = \theta(t-t') .
\tag{62}
\]
Hence the normalization of \( R_\mu(t-t', x-x') \) has here its origin in the fact that \( u(t, x) \) is a conserved field if the perturbation \( \phi(t, x) \) is not present. Seeing that \( R_\mu \) is positive from its definition as a response function is obvious without the nonlinearity in the dynamics, but it also seems intuitively reasonable for the nonlinear case.

### B. Large time limit and interpretation in terms of the Airy process

Let us now make the connection between our result and the Airy process \( A_2(x) \) as summarized by Eq. (20). For that purpose let us first introduce the partition sum of the continuum directed polymer with no external potential \( V \equiv 0 \), the initial point at \( (t_i, x_i) \) and the final point at \( (t_f, x_f) \) with \( t_f > t_i \). By definition, admissible polymer paths are thus continuous functions \( \pi : [t_i, t_f] \to \mathbb{R} \) with \( \pi(t_i) = x_i \) and \( \pi(t_f) = x_f \) and the point-to-point partition sum of this directed polymer is
\[
Z_{t_i, t_f, x_i, x_f} := \int_{\pi(t_i) = x_i} D[\pi] e^{-\int_0^{t_f} ds \left( \frac{1}{2} (\partial_s \pi(s))^2 + \xi(s, \pi(s)) \right)} .
\tag{63}
\]
In the remaining of this section we take \( t_i = x_i = 0 \), \( t_f = t \) and \( x_i = x \in \mathbb{R} \). Reintroducing a two-sided Brownian motion without drift \( B_0(x) = \int_x \eta(x) \) living on the first time, we can now rewrite the pdf \( p_0(t, x) \) as the average over disorder
\[
p_0(t, x) = \left\{ \frac{e^{-B_0(x)} Z_{0,t}^{t,0}}{\int_{x' \in \mathbb{R}} dx' e^{-B_0(x')} Z_{0,t}^{t,0}} \right\}_{t,0}^{0,0} .
\tag{64}
\]
The Airy-Process now intervenes through the assumption that the following equality in law holds at large time in the KPZ scaling limit \( x \sim t^{2/3} \) (see e.g. [32]),
\[
Z_{0,t}^{t,0} \sim \frac{1}{\sqrt{2 \pi t}} e^{-\frac{x^2}{2 t} - \frac{t}{4} + \frac{1}{3} t^{1/3} A_2(2^{-1/3} t^{-2/3})}
\tag{65}
\]
Rescaling as before \( x \to (2t^{2/3})^{1/3} \) and rescaling the two-sided Brownian motion as \( B_0((2t^{2/3})^{1/3} y) = (\sqrt{2} t)^{1/3} B(y) \) with \( B(y) \) a unit double-sided Brownian motion, we see that
\[
\mathcal{P}(t, y) = (2t^{2/3})^{1/3} p_0(t, (2t^{2/3})^{1/3} y) \simeq \langle e^{-\frac{1}{2} t^{1/3} A_2(2t^{2/3})^{1/3} \xi(\sqrt{2} t^{1/3} B(y))} \rangle_0 .
\tag{66}
\]
In the infinite time limit \( t \to \infty \) the integrals are dominated by their optimum and we thus obtain
\[
\mathcal{P}_\infty(y) = \langle \delta \left( y - \arg \max_{z \in \mathbb{R}} A_2(z) - z^2 - \sqrt{2} B(z) \right) \rangle_0 ,
\tag{67}
\]
which is equivalent to Eq. (20).
C. Midpoint distribution of the DP in the stationary regime

We now argue that Eq. (22) holds. Starting from the definition (21), we decompose the DP paths in a part from \( t_i \to t' \) and a part from \( t' \to t \). We obtain

\[
p((t', x')(t_i, x_i), (t, x)) = \left( Z_{t_i, x_i}^{t', x'} / Z_{t', t_i}^{x, x_i} \right) = \left( Z_{t', x_i}^{t, x} / Z_{t_i, t}^{x, x_i} \right),
\]

where we have used again the definition of the point-to-point DP-partition sum (63). Taking now \( t_i \to -\infty \) with \( x_i = \varphi t_i \), one expects that the KPZ-height variable \( \ln \left( \frac{Z_{t_i, x_i}^{t', x'} - \varphi t_i}{Z_{t_i, x_i}^{t, x}} \right) \) locally converges to one of its stationary state. I.e., we expect

\[
\ln \left( \frac{Z_{t_i, x_i}^{t', y}}{Z_{t_i, x_i}^{t', x_i}} \right) \sim t_i \to -\infty - B_\mu(y) + B_\mu(x') ,
\]

with \( B_\mu(x) = \mu x + \int_0^x d_x \eta(x') \) a double-sided Brownian motion as in the definition of the model with stationary initial condition. It remains to identify the correct parameter \( \mu \). That is done by averaging over the disorder and by using that

\[
\langle -B_\mu(y) + B_\mu(x') \rangle = \mu(x' - y) = \lim_{t_i \to -\infty} \left( \ln \left( Z_{t_i, x_i}^{t', y} / Z_{t_i, x_i}^{t', x_i} \right) - \ln \left( Z_{t_i, x_i}^{t', x'} / Z_{t_i, x_i}^{t', x_i} \right) \right)
\]

\[
= \lim_{t_i \to -\infty} \left( - \frac{(y - \varphi t_i)^2}{(t' - t_i)} + \frac{(x' - \varphi t_i)^2}{(t' - t_i)} \right)
\]

\[
= \varphi(x' - y) ,
\]

where the right-hand side of this calculation uses the well-known statistical-tilt symmetry of the continuum DP-model that states the identity in law \( Z_{t_i, x_i}^{t', y} \sim e^{\frac{(x' - x_i)^2}{2(t' - t_i)}} Z_{0,0}^{t_i - t_i,0} \) (see e.g. [39]).

We therefore get the correct parameter as \( \mu(\varphi) := +\varphi \). Substituting into (68) we obtain

\[
\lim_{t_i \to -\infty} p((t', x')(t_i, \varphi t_i), (t, x)) = \left( \frac{Z_{t_i, x_i}^{t, x}}{Z_{t_i, x_i}^{t', x_i}} \right)
\]

And the right-hand side is indeed equal to \( p_{\mu=\varphi}((t', x')(t, x)) \), which gives Eq. (22).

D. Results on the Log-Gamma polymer

Here we give some details on the derivation of the results presented in Section II G.

**Weak universality** Following Section III.2.2.b of [7] we know that the weak-noise limit of the Log-Gamma polymer converges to the continuum DP as follows: taking

\[
t = \gamma^2 t , \quad x = \frac{\gamma}{2} x , \quad \gamma \to \infty ,
\]

we have the convergence in law

\[
\lim_{\gamma \to \infty} e^{\gamma^2 t \ln(\gamma/2)} Z(t = \gamma^2 t, x = \frac{\gamma}{2} x) = Z(t, x) .
\]

Adapting this rescaling to the probability \( p(t, x) \) this leads to (29).

**Strong universality** As mentioned in Section II G, the parameters \( \kappa_x, \kappa_x > 0 \) should be chosen in such a way that:

(i) the curvature of the free energy of the point-to-point discrete and continuum model coincide in the scaling limit;

(ii) the variance of the differences of free energies between two different points in the stationary models coincide.
Let us start with (ii). In the Log-Gamma polymer, the stationarity implies that at each $t \geq 0$, $\ln Z(t,x) - \ln Z(t,x) \sim \ln(u) - \ln(v)$ where $u$ and $v$ are iid RVs distributed as $u \sim v \sim (\text{Gamma}(\gamma/2))^{-1}$. Hence,

$$
(\ln Z(t,x) - \ln Z(t,0))^2 = 2\kappa \psi'(\gamma/2),
$$

(74)

where here we have used that if $u \sim (\text{Gamma}(\gamma/2))^{-1}$, $\langle u^2 \rangle - \langle u \rangle^2 = \psi'(\gamma/2)$. In the continuum model on the other hand we have from stationarity

$$
(\ln Z(t,x) - \ln Z(t,0))^2 = (\langle B_0(x) - B_0(0) \rangle)^2 = x.
$$

(75)

Therefore, identifying (74) and (75) with $x = \kappa \eta x$ requires to take $\kappa = \frac{1}{\psi'(\gamma/2)}$ as in Eq. (30).

For (i), we now need to consider the point-to-point model. In the continuum case, the point-to-point partition sum $Z_{t,0}^{x}$ was already defined in Eq. (63) and we have already recalled in Sec. IV C that the statistical-tilt-symmetry guarantees that

$$
\langle \ln Z_{t,0}^{x} \rangle - \ln Z_{t,0}^{x} = -\frac{x^2}{2t}.
$$

(76)

which is an exact result $\forall (x,t)$. In the discrete model, we introduce in the same way the point-to-point partition sum $Z_{t,0}^{x}$ as, taking back the notation of Section II G:

$$
Z_{t,0}^{x} := \sum_{x,\pi(0)=0,\pi(t)=x} \prod_{s=0}^{t} \psi'(s).
$$

(77)

In this model it is known that for large $t$ and $x = o(t)$ (relevant to the scaling limit $x \sim t^{4/3}$), we have (see Eq. (79) in [65])

$$
\langle \ln Z_{t,0}^{x} \rangle - \ln Z_{t,0}^{x} \sim \frac{x^2}{t} \frac{2\psi'(\gamma/2)^2}{\psi''(\gamma/2)^2}.
$$

(78)

Hence, matching now (76) and (78) with $x = \kappa \eta x$ and $t = \kappa \xi t$ requires to take $\kappa = -\frac{4\psi'(\gamma/2)^2}{\psi''(\gamma/2)^2} \kappa_{x}^2$, which leads to (30).

**Details on the simulations and supplementary results** The simulations were performed using the JULIA language and a standard transfer matrix algorithm to compute the different partition sums involved in the definition of the midpoint probability in the stationary Log-Gamma polymer $p_{0}(t,x)$, cf Eq. (28). We performed simulations for polymers of length $t \in \{128, 256, 512, 1024\}$. Averages over disorder were approximated by sampling $10^7$ independent realizations of the disorder using the ‘Distributions’ package of JULIA. Besides the result presented in Section IV D, we also present here: (i) On the left of Fig. 5 a comparison between the numerical evaluation of the second moment of $p_{0}(t,x)$ and the asymptotic prediction (31); (ii) On the right of Fig. 5 an illustration of the convergence of (the rescaled version of) $p_{0}(t,x)$ to its asymptotic form given by the prediction (31), further emphasizing the difference between the prediction and a simpler Gaussian Ansatz: (iii) A numerical evaluation of the tail of the distribution $P_{\infty}(y)$ using again the results (31), and a comparison with the prediction and a simpler Gaussian Ansatz.

**V. SUMMARY AND OUTLOOK**

The midpoint pdf of the continuum directed polymer in the stationary regime, when averaged over the disorder, was shown to be given by the two space-time points correlation function of the field in the stationary stochastic Burgers equation. Complemented with the exact result of Imamura-Sasamoto in [55], this provides an explicit formula for that distribution. In the KPZ scaling limit this pdf converges to the $f_{PKZ}(y)$ scaling function introduced by Prähofer and Spohn in [52]. Interpreting this result in the framework of KPZ universality, this provides a characterization of the Prähofer and Spohn scaling function in terms of a natural variational problem involving the Airy process. Still using KPZ universality, we obtained a direct numerical check of this result using simulations of the Log-Gamma polymer.

The main observation that makes all that possible is (i) the understanding of the midpoint distribution as a response function in the stochastic Burgers equation, and (ii) the proof of a fluctuation–dissipation relation for the stochastic Burgers equation.

Let us mention some further directions of research. First, it is interesting to understand if similar useful fluctuation–dissipation relations can be established for other models in the KPZ universality class. In particular some discrete
FIG. 5: Left: The blue dots give the numerical evaluation of the rescaled second moment of the midpoint distribution $p_0(t, x)$ in the Log-Gamma polymer for polymers of length $t = 128, 256, 512, 1024$. The red-dashed line is the asymptotic prediction that uses (31) together with the numerical evaluation of the variance of $f_{KPZ}(y)$ as in Section II. E. Error-bars are $3 - \sigma$ estimates. Right: Plain blue, yellow, green and orange lines: evaluation of the rescaled midpoint distribution $p_0(t, x)$ (rescaled as in (31)) minus $Gauss(y)$, a Gaussian distribution with the same variance as $f_{KPZ}(y)$. Red-dashed line: evaluation of $f_{KPZ}(y) - Gauss(y)$.

FIG. 6: Logarithmic plot of (i) Blue line: the numerical approximation of $P_\infty(y)$ using the result (31) and the simulations of the Log-Gamma polymer for polymers of length $t = 1024$; (ii) Red-dashed line: the $f_{KPZ}(y)$ function; (iii) Black-dotted line: a Gaussian distribution with the same variance as the $f_{KPZ}(y)$ function.

exactly solvable models of directed polymer on the square lattice have a stationary measure (in the same weak sense that in the continuum) with a generalized time–reversal invariance property similar to the continuum one [54, 68]. That would open the way to a rigorous proof of the results of this paper. Another research direction is to try to extend our calculations to the continuum directed polymer beyond the stationary regime. The relation between the midpoint distribution of the directed polymer and a linear response function remains valid. Yet, the calculation of this response function in terms of correlations in the unperturbed theory will be more difficult since it will also involve an additional ‘frenetic’ term as found in the theory of linear response out-of-equilibrium [71, 72].
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Appendix A: Imamura-Sasamoto result

In this appendix we recall for completeness the result obtained by Imamura and Sasamoto in [55] for the analytical expression of the Burgers stationary two-point correlation function. We note that another (presumably equivalent) result could be obtained by using the formulas in the mathematically rigorous work [43]. In [55] Imamura and Sasamoto consider the KPZ equation with the convention

$$\partial_t h(t, x) = \frac{\lambda}{2} (\partial_x h(t, x))^2 + \nu \partial_x^2 h(t, x) + \sqrt{D} \xi(t, x),$$

(A1)
and we will thus take $D = 2 \nu = \lambda = 1$ in their result to conform with our conventions; see Eq. (5). Their result is given in terms of the scaling function $g_t(y)$ which is defined as\footnote{Here we note that there seems to be some misprints in the arXiv version (v1) of [55], and here we follow the published version.}

$$g_t(y) = \int_{-\infty}^{\infty} \frac{ds}{s^2} \frac{dF_{w=0,t}(s; y)}{ds} - \left( \int_{-\infty}^{\infty} \frac{ds}{s} \frac{dF_{w=0,t}(s; y)}{ds} \right)^2 . \quad (A2)$$

And for each $(t, y)$, $F_{w=0,t}(s; y)$ is the cumulative distribution function of the fluctuations of the KPZ interface at $(t, y)$: $g_t(y)$ is the variance of the height at $(t, y)$. The expression for $F_{w=0,t}$ is, using their parameters $\alpha$ and $\gamma_t$ are $\alpha = 1$ and $\gamma_t = (t/2)^{1/3}$ (see Theorem 2 in [55])

$$F_{w=0,t}(s; X) = \frac{d}{ds} \frac{1}{\Gamma(1 + \gamma_t^{-1}d/ds)} \int_R du \exp(-\gamma_t(s-u)) \left( \nu_{w=0,t}(u; X) - \nu_{w=0,t}^{(\delta)}(u; X) \right) , \quad (A3)$$

with

$$\nu_{w=0,t}(u; X) = \text{Det}(I - A_{-X,X}^t L_{-X,X}(u)) + \text{Det}(I - A_{-X,X}^t D_{-X,X}(u))$$

$$\nu_{w=0,t}^{(\delta)}(u; X) = \text{Det}(I - A_{-X,X}^{(\delta)} L_{-X,X}^{(\delta)}(u)) + \text{Det}(I - A_{-X,X}^{(\delta)} D_{-X,X}^{(\delta)}(u)) , \quad (A4)$$

and

$$A_{-X,X}(\xi_1, \xi_2) = C_t(\xi_1) \int_{-\infty}^{\infty} dy A_t^{(1)}(\xi_1 + y, \frac{1}{\gamma_t} X, \frac{1}{\gamma_t} X, 1 + \frac{X}{\gamma_t}) A_t^{(1)}(\xi_2 + y, \frac{1}{\gamma_t} X, \frac{1}{\gamma_t} X, 1 - \frac{X}{\gamma_t})$$

$$D_{-X,X}(\xi_1, \xi_2) = (A_{-X,X} C_t B_{-X,X,u}(\xi_1)) B_{-X,X,u}(\xi_2)$$

$$L_{X,-X}(u) = -\frac{2\gamma E}{\gamma_t} + u - X^2 - 1$$

$$+ \int dxC_t(x) \left( B_{-X,X,u}^{(1)}(x) B_{X,-X,u}^{(2)}(x) + B_{X,-X,u}^{(1)}(x) B_{X,X,u}^{(2)}(x) - B_{-X,X,u}^{(2)}(x) B_{X,-X,u}^{(2)}(x) \right)$$

$$B_{-X,X,u}^{(1)}(x) = e^{-X^3/2 + (x+u)X} , \quad B_{X,-X,u}^{(2)}(x) = \int_0^{\infty} d\lambda e^{-X\lambda} A_t^{(1)}(x + u + \lambda, \frac{1}{\gamma_t} X, \frac{1}{\gamma_t} X, 1 - \frac{X}{\gamma_t})$$

$$B_{X,X,u}^{(1)}(x) = B_{-X,X,u}^{(1)}(x) - B_{-X,X,u}^{(2)}(x) , \quad C_t(x) = \frac{e^{\gamma_t x}}{e^{\gamma_t x} - 1} . \quad (A5)$$

The expression with the superscript $\delta$ are identical with $C_t(x) \to C_t(x) - \delta(x)$. $\gamma_E$ in the expression of $L_{X,-X}(u)$ denotes Euler’s gamma constant. Finally the function $A_t^{(1)}$ is a deformed Gamma function defined by

$$A_t^{(1)}(a, b, c, d) = \frac{1}{2\pi} \int_{|z|/\lambda} dze^{iza + izb + izc + i\lambda z} \frac{\Gamma(ibz + d)}{\Gamma(-ibz + c)} \quad (A6)$$

with $\Gamma_{id/b}$ a contour from $-\infty$ to $+\infty$ passing below $id/b$. In (A3) is the operator defined by the Taylor expansion of the Gamma function around 1, and $\text{Det}(I - K)$ denotes the Fredholm determinant of the operator with the kernels defined above, and $(\xi_1, \xi_2) \in \mathbb{R}^2$. No matter how complicated this result seems it can indeed be plotted, see Fig. 3 in [55]. In the limit $t \to \infty$ the results simplifies a bit. In that case $g_{\infty}(y)$ is still given by a variance, but now associated with the cumulative distribution function $F_{w=0}(s; y) = \lim_{t \to \infty} F_{w=0,t}(s; y)$. An explicit expression for $F_{w=0}(s; y)$ was given in Theorem 3 of [55].

Let us finally make the connection with our setting. In [55] $g_t(y)$ is related to Burgers’ stationary two-point correlation through (see around Corollary 4)

$$g_t(y) = \left( \frac{2}{\pi} \right)^{2/3} C(t, (2\tau^2)^{1/3} y) , \quad (A7)$$

and

$$\langle u(t, x) u(0, 0) \rangle_0 = \left( \frac{1}{2} \right)^{1/2} \partial_x^2 C(t, x) . \quad (A8)$$
Following our result (8) and the rescaling (9) one thus easily arrives at Eq. (10).
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