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Abstract

We introduce a family of interpretable machine learning models, with two broad additions: Linearised Additive Models (LAMs) which replace the ubiquitous logistic link function in General Additive Models (GAMs); and SubscaleHedge, an expert advice algorithm for combining base models trained on subsets of features called subscales. LAMs can augment any additive binary classification model equipped with a sigmoid link function. Moreover, they afford direct global and local attributions of additive components to the model output in probability space. We argue that LAMs and SubscaleHedge improve the interpretability of their base algorithms. Using rigorous null-hypothesis significance testing on a broad suite of financial modelling data, we show that our algorithms do not suffer from large performance penalties in terms of ROC-AUC and calibration.

1 Introduction

In sensitive domains such as finance and healthcare, there is renewed interest in inherently interpretable models [1–3], where the model form is such that it admits useful explanations of its output without any post-processing. Within finance there is already increased regulatory scrutiny [4–6] being introduced with regards to the usage of AI, incorporating demands for algorithmic decisions to be accompanied by rationales. Furthermore, for AI models to be satisfactory for all stakeholders in this domain, there are also additional specific desiderata beyond interpretability, a subset of which we shall focus on in this paper.

Within consumer credit lending, monotonicity and other constraints are crucial for both interpretability and legal requirements in modelling [7], with mathematical guarantees that as risk factors increase, a customer’s computed risk should also increase. Another important consideration within credit modelling is being able to attribute the decision of a model to one or more specific risk factors of a customer, also known as reason codes [8]. In the US this is enshrined in law [9] whereby any negative credit decision requires up to four reason codes being specified. In the EU the GDPR directive [10] grants any person subject to an automated decision a ‘right to explanation’. From the perspective of a machine learning model, a risk factor is effectively a specific grouping of features and their values for a particular customer. Such groupings are known as subscales. Classes of model reasoning explicitly about subscales lend themselves well to reason code-based explanations and allow for “multi-level” explanations, namely subscale-level explanations augmented with individual feature-level explanations within each subscale. Explanations of risk modelling decisions with respect to broad factors can also be less overwhelming for stakeholders [11, 12].
In this work we focus on improving two fundamental building blocks of interpretable modelling for binary classification: i. modelling in log-odds space; and ii. modelling subscales separately then combining in a hierarchical fashion. In the first case, we will provide a detailed example demonstrating that even in the simplest modelling setting using log-odds, namely logistic regression, the model coefficients do not admit easy interpretation in the model output space (probabilities), contrary to received wisdom. We then propose a scheme that aims to alleviate this lack of interpretability within a wide class of additive models without a major sacrifice in performance. Subsequently, we present a global subscale model based on a classical mixture-of-experts framework. Experiments on models augmented with these developments are conducted on credit modelling datasets and compared with the state of the art in interpretable modelling, incorporating both monotonicity and subscale modelling.

**Contributions.** This work makes a number of technical contributions. *Linearised Additive Models (LAM).* We define a new class of models, that act as a ‘thin wrapper’ around generalised additive models (GAMs), based on a piecewise linear approximation to the sigmoid function. We demonstrate this approximation is the universally optimal one of this form in terms of squared error. *Subscale Probabilistic Mixture Models (SSPM).* We define a family of hierarchical models based on a linear combination of subscale models and provide an efficient training scheme for them which we call SUBSCALEHEDGE. Experimental Comparison. We conduct a statistically rigorous comparison on a collection of public credit modelling datasets between LAM-based algorithms, subscale mixture models and baselines from the interpretability literature, namely Additive Risk Models [13] and XGBoost [14]. We compare classification performance alongside calibration and find that LAMs and subscale mixture models have little negative impact on performance while providing interpretability and transparency benefits.

**Related Work.** The closest work is the paper by [13], in which they define Additive Risk Models (ARMs). These models are transparent and flexible, incorporating monotone constraints. Moreover, they come in one- and two-layer varieties, with the latter being comprised of subscale models. The inclusion of monotone constraints along with subscale modelling is unique in the literature as far as we are aware. ARMs are described in greater detail in Section. Indeed, the present work is inspired in part by this family of models, aiming to improve their transparency and interpretability yet further while retaining the same classification performance. We observe that comparing a subscale mixture of one-layer ARMs against the two-layer ARM, there is no statistically significant drop in classifier performance, whereas the subscale mixture model affords better interpretability. We systematically benchmark all relevant combinations of models against ARMs in Section. Moreover, we are interested in evaluation of the ARM models’ performance on a larger corpus of datasets (two datasets are considered in [13]).

There is a vast literature on inherently interpretable models in general, a non-exhaustive group of which is [15–22]. None of these works incorporate both monotone constraints and explicit subscale modelling.

Our LAM construction is based on a piecewise-linear approximation to the sigmoid of specific form. In the field of private machine learning, a polynomial approximation is often employed in encrypted logistic regression, since contemporary Fully Homomorphic Encryption schemes only allow for a restricted set of computations including polynomials. For instance, in the work [23] they find the optimal least-squares Taylor polynomials of degrees {3, 7, 8} approximating \( \sigma(x) \) over the interval \([-8, 8]\). Works such as [24, 25] use similar polynomial approximations.

Probabilistic combinations of classifiers are a ubiquitous technique in machine learning, with various methods for obtaining the mixture coefficients. For example, in stacking [26, 27] cross-validation and retraining are used to obtain weights for individual model. A similar technique based on bootstrapping as opposed to cross-validation is presented in [28]. Expert Advice algorithms [29-31] centre around iteratively updating weights with each incoming datum. Random Forests [32] work via a mixture of trees trained on different feature subsets, although these subsets are random as opposed to being in fixed groupings as in subscale modeling. An alternative approach to operating on groups of features independently is Hierarchical Bayesian Modelling [33]. In the wider literature, there are many techniques for combining probability assignments or forecasts, dependent on the goals of the decision-maker, often taking into account the reliability of different experts [34–36]. Our SUBSCALEHEDGE approach for combining subscale models in is most closely aligned to [31], constituting a simple instantiation of the Hedge algorithm with the experts comprising individual models separately pre-trained on each subscale. In the Explainability and Fairness literature, the work [37] uses a mixture of experts approach to partition the feature space into regions acted on by different linear models, whereas the approach in the present work is to allow underlying models to be arbitrary, with each expert independently acting on a different feature group.

**Structure.** In the remainder of this section we fix notation and some useful definitions. In Section we discuss additive modelling and formally define LAMs, showing optimality of approximation with respect to GAMs. Section explores subscale modelling, introducing the SUBSCALEHEDGE training algorithm for linear opinion.
pools. Experiments benchmarking the various introduced algorithms are in Section 3 followed by concluding statements in Section 4.

Notation. We use \((x^{(j)}, y^{(j)})\)\(j=1\)\(^{M}\) to denote the data, where \(x \in \mathbb{R}^d\) is a vector of numerical features in a given dataset. The labels are indicators of either defaulting on a loan, or bankruptcy: \(y_j \in \{0, 1\}\). We assume data points are drawn i.i.d. For a point \(x \in \mathbb{R}^d\), we denote the \(i\)th element of \(x\) by \(x_i\). The set \([d] := \{1, \ldots, d\}\) for \(d \in \mathbb{N}\). Individual data points are indexed in the superscript, so that datapoint \(j\) is given by \(x^{(j)}\) with \(i\)th element denoted by \(x_i^{(j)}\). The \(i\)th Euclidean basis vector is denoted by \(e_i\). The sigmoid function is defined as \(\sigma(x) := (1 + e^{-x})^{-1}\) for \(x \in \mathbb{R}\). We follow credit modelling terminology, where risk \(\hat{y}(x^{(j)})\) is a model’s subjective probability in \([0, 1]\) for a data point \(x^{(j)}\) to be of positive class, that is \(y^{(j)} = 1\).

Monotone Constraints. The set of monotone increasing variables is denoted as \(I \subseteq [d]\), monotone decreasing variables \(\mathcal{D} \subseteq [d]\) and the remaining variables \(\mathcal{U} = [d] \setminus (I \cup \mathcal{D})\). Note that a variable can either be monotone increasing, decreasing, or neither, that is, \(I, \mathcal{D}\) and \(\mathcal{U}\) form a partition of \([d]\). Monotone constraints for a particular dataset are specified by the modeller using domain knowledge. Categorical features are one-hot encoded and belong to \(\mathcal{U}\).

Subscales. As discussed, it can be helpful for explanations\(^{[12]}\) to partition features into subscales, namely semantically meaningful groups of features. Formally, the subscales partition the feature set: a dataset with \(d\) input features has every subscale \(S_i\) satisfying \(S_i \subseteq [d]\), \(S_i \cap S_j = \emptyset\) for all \(i \neq j\) and \(\bigcup S_i = [d]\). The set of all subscales we denote by \(S\) and \(S_i\) is decided by the modeller a priori.

2 Logistic and Linear Probability Modelling

GAMs\(^{[38, 2]}\) are a widely-known and long standing class of models considered to be inherently interpretable due to their composite nature. In this work we restrict attention to GAMs without feature interactions. We formalise the notion of additive models as understood in this paper in Definition 2.1.

Definition 2.1 (Logistic Additive Model). Let \(x \in \mathbb{R}^d\). We call \(\hat{y} : \mathbb{R}^d \rightarrow [0, 1]\) a logistic additive model if takes the form \(\hat{y}(x) = \sigma(f(x)) := \sigma(\beta_0 + \sum_{i=1}^{d} \beta_i f_i(x_i))\), where the bias \(\beta_0 \in \mathbb{R}\) and for all \(i \in [d]\), \(\beta_i, x_i \in \mathbb{R}\) and the \(f_i : \mathbb{R} \rightarrow \mathbb{R}\) are univariate functions. We may also refer to \(f(x)\) as a logistic additive model with \(\sigma \circ f\) implicit when the context is clear.

We refer to logistic additive models as defined in Definition 2.1 simply as additive models. The simplest and most common additive model in wide usage is logistic regression, where \(f_i(x_i) = x_i\) for all \(i \in [d]\).\(^{[38]}\) We briefly describe a number of additive models from the literature that will be referred to throughout the text.

Nonnegative Logistic Regression. We define Nonnegative Logistic Regression models (NNLR) as those solving the following optimisation problem\(^{[13]}\).

\[
\min_{\beta_0, \beta_i} \frac{1}{M} \sum_{j=1}^{M} L(\hat{y}(x^{(j)}), y^{(j)}) + C \sum_{i=1}^{d} \beta_i^2 \quad \text{subject to} \quad \beta_0 \geq 0 \quad \forall i \in I; \quad \beta_i \leq 0 \quad \forall i \in D.
\]  

where the logistic loss \(L(\hat{y}, y) = -y \log \hat{y} - (1-y) \log (1-\hat{y})\) and \(\hat{y}(x) = \sigma(\beta_0 + \sum_{i=1}^{d} \beta_i x_i)\), with \(C > 0\) being a regularisation hyperparameter. We solve the optimisation problem\(^{[1]}\) via Sequential Least Squares Programming (SLSQP)\(^{[39, 40]}\) as implemented in\(^{[1]}\). NNLR models follow the familiar \(\ell^2\)-regularised (or ‘ridge’) logistic regression\(^{[38]}\), with the added constraint on the model coefficients enforcing the monotone directions on the variables in \(I\) and \(D\). The “nonnegative” label arises from the constraints all being positive in the Additive Risk Models of\(^{[13]}\).

Additive Risk Models (ARMs). ARMs are additive models introduced in\(^{[13]}\) and come in two flavours, One-Layer ARMs (ARM1) and Two-Layer ARMs (ARM2). We begin with a brief description of ARM1, and refer the reader to\(^{[13]}\) for a more detailed description.

The ARM1 model comprises a NNLR model with input features transformed like so: categorical features and special values are one-hot encoded. For a continuous feature \(u \in D\), a series of \(L_u \in \mathbb{N}\) indicator variables are created in its stead, signifying membership of half intervals \((-\infty, \theta_1]\) with right-side boundaries \(\theta_1 < \theta_2 < \cdots < \theta_{L_u} = +\infty\). The corresponding NNLR model coefficients \(\beta_{u, \theta_j}\), for \(j \in [L_u]\) are all constrained to be nonnegative, i.e. \(x_{u, \theta_j} \in I\). This feature processing scheme enforces that the ARM1 model output is monotone decreasing in \(x_u\) – in the notation of Definition 2.1 \(f_u(x_u)\) is piecewise constant and monotone decreasing. Monotone increasing features receive a similar treatment, with the indicator variables corresponding to the half-intervals
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\[ \tilde{\alpha} > f \] is optimal in terms of squared error. More precisely, for a function \( f(x) \) that is to be approximated by \( \tilde{f}(x) \), the squared error is defined as \( \text{SE} = \int_{-\infty}^{\infty} (\tilde{f}(x) - f(x))^2 \, dx \). The squared error is finite when \( \tilde{f}(x) - f(x) \) is square

Illustrative Example. Suppose user A has a predicted risk of \( \hat{g}(x^{(A)}) = 0.25 \) and user B has a predicted risk of \( \hat{g}(x^{(B)}) = 0.25 \). Users with risk \( \geq 0.5 \) are considered “high-risk” and “low-risk” otherwise. Both users are interested in what happens to their risk if they increase the value of feature \( x \) by one unit. They are told the model coefficient \( \beta_i = 1.61 \approx \ln 5 \). First, both users need to exponentiate \( \beta_i \) which gives 5. The users now know that increasing feature \( x \) by increases their odds by a factor of five. Since they have their probability, they now have to compute what increasing their odds corresponds to in terms of probabilities. In this instance for user A, odds(\( A \)) = \( \hat{g}(x^{(A)})/(1 - \hat{g}(x^{(A)})) = 0.1/(1 - 0.1) \approx 0.111 \). They then multiply their odds by 5 to 0.556. Converting back to probabilities we have \( \hat{y}(x^{(A)} + \alpha_i) \approx 0.556/(1 + 0.556) \approx 0.357 \). Subtracting their original risk score, we have that increasing \( x_i \) by one unit increases the risk by a probability of 0.257 and they remain low-risk.

A similarly laborious computation gives an increase in risk for user B of approximately 0.625. User B would be high-risk under a unit increase in \( x_i \). This was not obvious before carrying out the computation explicitly. The nonlinearity of odds as a function of probabilities (and vice versa) means that users with different risk scores cannot attribute logistic regression model outputs to the model coefficients in the same way. Moreover, the necessary computations are such that one cannot easily reason about the model’s input-output relationship, even if the user is a seasoned practitioner in the use of logistic regression models. On the contrary, the coefficients \( \beta_i \) of a linear probability model admit the more direct interpretation of the increase in output model probability arising from a unit increase in \( x_i \), regardless of the risk value of the user in question. We now outline an approximation that provides the legibility of linear probability modelling with the precision of logistic modelling.

Approximating the Sigmoid. Consider an approximation \( \tilde{\sigma}(x; \alpha) \) to the sigmoid function \( \sigma(x) \) parameterised by \( \alpha > 0 \) of the form

\[
\tilde{\sigma}(x, \alpha) = \begin{cases} 
0, & x \in (-\infty, -\alpha); \\
\frac{x}{\alpha} + \frac{1}{25}, & x \in [-\alpha, +\alpha]; \\
1, & x \in (\alpha, +\infty).
\end{cases}
\] (2)

In Fig. 1 (right) we see an example of \( \tilde{\sigma}(x, \alpha^*) \) with the optimally chosen value for \( \alpha^* \approx 2.5996 \approx \frac{20000}{7777} \), which is optimal in terms of squared error. More precisely, for a function \( f(x) \) that is to be approximated by \( \tilde{f}(x) \), the squared error is defined as \( \text{SE} = \int_{-\infty}^{\infty} (\tilde{f}(x) - f(x))^2 \, dx \). The squared error is finite when \( \tilde{f}(x) - f(x) \) is square
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We remark that the approximation $\tilde{\sigma}(x; \alpha \approx 2.5996)$ to sigmoid function $\sigma(x)$ (right panel).

integrable. In the case of the approximation to $\sigma(x)$ we have that

$$SE(\alpha) = \int_{-\infty}^{\alpha} (\sigma(x))^2 \, dx + \int_{-\alpha}^{\alpha} \left( \frac{1}{2} + \frac{x}{2\alpha} - \sigma(x) \right)^2 \, dx + \int_{\alpha}^{\infty} (1 - \sigma(x))^2 \, dx$$

$$= -\frac{7}{3} \alpha^2 + 6 \alpha \log (1 + e^{-\alpha}) - 6 \alpha \log (e^\alpha + 1) + 3 \alpha - 3 \operatorname{Li}_2 (-e^{-\alpha}) + 3 \operatorname{Li}_2 (-e^\alpha),$$

where $\operatorname{Li}_2$ is Spence’s dilogarithm function, defined as $\operatorname{Li}_2(z) = -\int_0^z \frac{\ln (1-u)}{u} \, du$ for $z \in \mathbb{C}$. The closed form of $SE(\alpha)$ was obtained using the SageMath system [47]. The function $SE(\alpha)$ is plotted in Fig. 1 (left) for $\alpha > 0$, is convex and takes its minimum at $\alpha^* \approx 2.5996 \approx \frac{80000}{32073}$, with this minimum obtained via Newton’s method.

We remark that the approximation $\tilde{\sigma}(x, \alpha^*)$ is universal, in that for all models such that $\tilde{y} = \sigma(f(x))$, we can simply make the substitution $\tilde{\sigma}(f(x), \alpha^*)$ with the same value for $\alpha^*$. From here on, we write $\tilde{\sigma}(x) \equiv \tilde{\sigma}(x, \alpha^*)$ for brevity.

**Linearised Additive Models (LAMs)** Recall that an additive model takes the form $\tilde{y}(x) = \sigma(f(x)) = \sigma(\sum_{i=0}^d \beta_i f_i(x_i))$, where $\beta_i, x_i \in \mathbb{R}$ and $f_i : \mathbb{R} \to \mathbb{R}$ for all $i \in [d]$, $f_0 : x \mapsto 1$. Observe in the case of an additive model we have that when $f(x) \in [-\alpha, \alpha]$, we have $\tilde{\sigma}(f(x)) = \tilde{f}(x) := \frac{1}{2} + \sum_{i=0}^d \frac{\beta_i}{2\alpha^*} f_i(x_i)$, which follows immediately from linearity. We shall call $f$ the $\alpha^*$-linearised model relative to $f$ and shorten to linearised model for brevity. Let $\Pi_{[0,1]}$ be the projector from $\mathbb{R}$ onto the unit interval. We then have the following result with proof in the appendix.

**Lemma 2.2.** Suppose $f$ is an additive model as defined in Definition 2.1 with $\tilde{f}$ its $\alpha^*$-linearised version and $\tilde{\sigma}$ as in (2). Then, $\tilde{\sigma}(f(x)) = \Pi_{[0,1]}(f(x))$, that is, for an additive model $f$ the optimal clipped linear approximation to the sigmoid evaluated on the output of $f$ is formally equivalent to the output of the linearised model relative to $f$, projected to the unit interval.

Lemma 2.2 inspires a family of models that may be derived from any additive model.

**Definition 2.3** (Linearised Additive Models (LAM)). Let $x \in \mathbb{R}^d$ and let $f(x)$ be an additive model per Definition 2.1. Moreover, set $\alpha^* := \frac{80000}{32073} \approx 2.5996$ as a universal constant. Then, the linearised additive model, $\tilde{y}_{lin}$, relative to $f$ is given by

$$\tilde{y}_{lin}(x) = \Pi_{[0,1]} \left( \tilde{f}(x) \right) = \Pi_{[0,1]} \left( \frac{1}{2} + \frac{\beta_0}{2\alpha^*} + \sum_{i=1}^d \frac{\beta_i}{2\alpha^*} f_i(x_i) \right).$$

**Example: Linearised Logistic Regression.** For linear regression, we have $\tilde{y}(x) = \sigma(\sum_{i=0}^d \beta_i x_i)$, where we fix $x_0 = 1$ according to convention. Then, the linearised version will be $\tilde{y}_{lin}(x) = \Pi_{[0,1]} \left( \frac{1}{2} + \sum_{i=0}^d \frac{\beta_i}{2\alpha^*} x_i \right)$ for fixed $x_0 = 1$. Inspection of linearised logistic regression and LAMs in general leads to the following considerations: **Computational Effort.** The linearised version of an additive model $f$ can leverage the existing well-optimised routines for training $f$. The linearisation component constitutes a thin wrapper around the existing model.
Interpretability. The model coefficients are now directly interpretable in the same units of the model output, namely probability. Concretely, the coefficients \( (\beta_i/2\alpha^*) \times f_i(x) \) are maximally faithful ‘true-to-the-model’ \([48]\) local feature attributions for the model \( y_{lin} \) evaluated on \( x \), when the output of the original logistic model, \( f(x) \), falls in the interval \([-\alpha^*, \alpha^*]\), corresponding to probability interval \( \approx [0.069, 0.931] \).

Remark 2.4. To train a LAM, all that is required is to train the underlying logistic additive model in the usual way, then apply Definition 2.3 using the trained model coefficients \( \{\beta_i\}_{i=0}^d \).

In the case of linearised logistic regression we can interpret the coefficients \( \beta_i/2\alpha^* \) as the contribution to model output in probability space for a unit increase in \( x_i \). As illustrated in the example earlier in the text, this direct interpretation incurs smaller cognitive overhead in answering certain questions. Specifically, in the example users A and B had to interpret a unit increase in feature \( x_i \) as having different and unintuitive effects on their risk score. Using the LAM, a unit increase in \( x_i \) gives rise to the same change in model output, regardless of the input, i.e. \( \frac{\beta_i}{2\alpha^*} = \frac{16.1}{2 \times 5.996} \approx 0.310 \).

One must be cognisant of a number of caveats: Model Certainty. Output risk scores of \( \leq 7\% \) and \( \geq 93\% \) correspond to confident predictions. The LAM is effectively rounding these risk scores to certainty with respect to the logistic additive model. Whether this makes sense is down to the application. For example, if a difference between 97\% and 99.99\% is important or between 5\% and 0.05\%, then clipping to [0, 1] may not be appropriate. If one is uncomfortable with outputs in \{0, 1\}, one can either: i. clip to the interval \([\epsilon, 1 - \epsilon]\) for some small \( \epsilon > 0 \); or ii. increase \( \alpha \) in the clipped linear approximation (thereby growing the set of model inputs with output in \((0, 1)\)) incurring a penalty in approximation. We delegate further investigation of the consequences of these interventions to future work. Interpretation of model coefficients under model certainty. Supposing the model output lies in \{0, 1\}, our stated interpretation of \( \beta_i/2\alpha^* \) requires care, since there will be many \( \Delta x \) such that the model output does not change at all. Given that LAMs modify the probability assignments given by the underlying additive models, we are particularly interested in the effect this may have on classifier calibration, which we investigate in Section 4.3.

3 Subscale Probabilistic Mixture Models.

We turn now to subscale modelling, as exemplified in the two-layer ARM defined in [12]. We present a novel class of subscale models, Subscale Probabilistic Mixture Models (SSPM), that we argue is more interpretable than two-layer ARMs, owing to comprising a linear combination as opposed to a logistic combination (see the arguments in Section 2). Moreover, we show in Section 4 that there is no statistically significant difference in classification performance.

First, we outline the need for subscale modelling when interpretability is required. Suppose we have a model that takes as input 250 features split into 10 subscales. Perhaps one subscale contains 24 features corresponding to \{Count of events of type X in past n hours \mid n \in \{1, \ldots, 24\}\} grouped together in the subscale EventsTypeX. Using the subscale attribution EventsTypeX tells us broadly how important these events are to the model on a given input with respect to, say EventsTypeY. This may not be clear from the individual feature contributions – even when underlying subscale models are themselves interpretable – for example when many of the individual feature attributions take similar values. Importantly, we will see that the linear opinion pool structure of SSPMs ensures that the subscale attributions are completely faithful to the action of the model, as may not be the case by just adding up individual feature contributions in a non-hierarchical model.

As an alternative to combining subscale models via NNLR as in ARM2 models [13], we propose to combine the subscale risk scores using probabilistic weighting. Namely, for each subscale \( S \in S \) we have a weight \( w_S \) and combine the risk factors in a global model \( r(x) \) linearly, that is \( r(x) = \sum_{S \in S} w_S r_S(x) \), where \( w_S \in [0, 1] \) for all \( S \in S \) and \( \sum_{S \in S} w_S = 1 \). We will refer to such models that are trained using SubscaleHedge (Algorithm 1) as SSPMs, or mixture models for short. The probabilistic sum is also known as a linear opinion pool [34]. If one wants to provide an local subscale attribution of the risk score \( r \) for a mixture model evaluated on datapoint \( x \), one simply returns \( w_S r_S(x) \), obviating the need for a conversion between log-odds and probabilities.

As discussed in Section 4 there are many known ways to combine model outputs. For example, the technique of stacking [26, 27] uses cross-validation data and least squares under non-negativity constraints to to determine the coefficients of a linear combination of different models. Preliminary experiments we conducted determined this method was both computationally costly and would often lead to many of the \( w_S \) being zero, resulting in poor generalisation performance. Instead we adapt a simple classical family of algorithms from the online
learning community, *Hedge* [31] or *Multiplicative Weights* to find the weights. The simplicity of this algorithm lends additional transparency for model consumers.

### Algorithm 1: SubscaleHedge

**Data:** Training data $\mathcal{D} = \{(x^{(i)}, y^{(i)})\}_{i=1}^{M}$, Subscale set $\mathcal{S}$, Trained models for each subscale $\{r^{[S]}(x)\}_{S \in \mathcal{S}}$, Loss function $L$ (logistic loss)

**SubscaleHedge** $(\mathcal{D}, \mathcal{S}, \{r^{[S]}(x)\}_{S \in \mathcal{S}}, M, L)$

1. Set $\eta \leftarrow 8 \log(|\mathcal{S}|/M)$ // learning rate for mixture
2. Set $w_{S}^{(0)} \leftarrow 1/|\mathcal{S}|$ for all $S \in \mathcal{S}$
3. Randomly shuffle $\mathcal{D}$
4. for $t = 0$ to $M - 1$ do
   - $w_{S}^{(t+1)} \leftarrow \exp(-\eta L(r^{[S]}(x^{(t)}, y^{(t)}))) w_{S}^{(t)}$ for all $S \in \mathcal{S}$ // update expert weights
   - $w_{S}^{(t+1)} \leftarrow \frac{w_{S}^{(t+1)}}{\sum_{S \in \mathcal{S}} w_{S}^{(t+1)}}$ for all $S \in \mathcal{S}$ // renormalise expert weights
5. return $\{w_{S}\}_{S \in \mathcal{S}}$ // finalise weights for each subscale

We describe SubscaleHedge in Algorithm 1. Each subscale model $r^{[S]}$ is assumed to be pretrained on the $M$ training points. Every subscale model is now considered as one of $|\mathcal{S}|$ experts, with each ‘opinion’ for a given training point $x^{(i)}$ given as $r^{[S]}(x^{(i)}) \in [0,1]$. The starting weight for all subscales is $w_{S} = 1/|\mathcal{S}|$ for all $S \in \mathcal{S}$. We then randomly shuffle the $M$ training points and each training point is fed to the $r^{[S]}$ in sequential fashion without replacement until the training set is exhausted. The weights are updated after each data point according to the Hedge algorithm so as to “reward” more accurate experts and “punish” the less accurate experts, multiplying each $w_{S}$ by $\exp(-\eta L(r^{[S]}(x^{(i)}, y^{(i)})))$, where the learning rate $\eta$ takes the recommended value $\eta = 8 \log(|\mathcal{S}|)/M$ and $L$ is the logistic loss. Before the next data point the weights are re-normalised such that $\sum_{S \in \mathcal{S}} w_{S} = 1$. Note that the time complexity of SubscaleHedge scales as $O(M|\mathcal{S}|\tau)$, where $\tau$ is the subscale model evaluation time, owing to the evaluation of each of the $|\mathcal{S}|$ subscale models on each of the $M$ training points. Observe that we can define an SSPM with an arbitrary model architecture for each subscale, as long as $r^{[S]}(x) \in [0,1]$ for every subscale $S \in \mathcal{S}$. In the subsequent text, for an SSPM where the subscale models $r^{[S]}(x)$ are of type X, we denote the overall mixture model $\sum_{S \in \mathcal{S}} w_{S} r^{[S]}(x)$ as MixX.

### 4 Experimental Comparison

We are chiefly interested to what extent linearising relative to logistic models, and/or partitioning features into subscales and using a probabilistic mixture introduce degredation (if any) of both classification performance and calibration performance. For each metric the 10-fold stratified cross-validation score is computed for every (classifier, dataset) combination.

**Models.** We compare all models to XGBoost [13], with shorthand XGB, and XGB with monotone constraints imposed (MonoXGB). XGB classification performance serves as an effective upper-bound on the other models. Indeed, there has been much discussion in recent years about a tradeoff between model accuracy and interpretability [40, 50] and XGB is included here to illustrate this tradeoff. Further baselines include NNLR with raw feature inputs as an effective lower bound on model performance, alongside ARM1 and ARM2, as the ARM algorithms represent the state-of-the-art in interpretable modelling in terms of respecting monotonicity and explicit subscale modelling (ARM2). For an additive model with shorthand X, we denote its linearised version (in the sense of Definition 2.3) by LinX. We include the linearised models LinNNLR, LinARM1 and LinARM2 in our experiments. LinARM2 has both the individual subscale models and global NNLR model linearised. In terms of the mixture models as defined Section 3 we test four such models: MixARM1 and MixLinARM1, corresponding to a mixture of ARM1 subscale models and linearised ARM1 subscale models respectively; alongside MixMonoXGB and MixXGB, corresponding to a mixture of XGBoost [13] subscale models with and without monotone constraints imposed. Table 4 provides a quick lookup table of the $k = 12$ models.

Model hyperparameters are provided in the Appendix and no attempts were made to tune them due to computational constraints.
Table 1: Shorthand and descriptions of $k = 12$ classifiers under comparison. Models in the second section have two layers, with first layer operating on subscales and the second layer combining the individual subscale scores.

| Classifier      | Description                                                                 |
|-----------------|-----------------------------------------------------------------------------|
| NNLR            | Non-negative logistic regression on unprocessed features.                  |
| LinNNLR         | Linearised model relative to NNLR.                                          |
| ARM1            | One-Layer Additive Risk Model from [13].                                    |
| LinARM1         | Linearised model relative to ARM1.                                          |
| XGB             | XGBoost [14] model.                                                         |
| MonoXGB         | XGBoost [14] model with monotone constraints imposed.                       |
| MixARM1         | Probabilistic mixture of ARM1 models fitted to each subscale.              |
| MixLinARM1      | Probabilistic mixture of LinARM1 models fitted to each subscale.           |
| ARM2            | Two-Layer Additive Risk Model from [13].                                    |
| LinARM2         | Linearised model relative to ARM2. Both logistic layers are linearised.    |
| MixXGB          | Probabilistic mixture of XGB models fitted to each subscale.               |
| MixMonoXGB      | Probabilistic mixture of MonoXGB models fitted to each subscale.           |

Datasets. In this work we are principally interested in the consumer credit domain, as typically there are monotone constraints and natural feature groupings that one can use as subscales. Bankruptcy prediction datasets are also included due to their similar problem structure and origin. We consider publically available datasets from the UCI repository [51], namely, the German Credit dataset, Australia credit approvals [52], Taiwanese bankruptcy [53] prediction, Japanese credit screening and the Polish companies bankruptcy [54] dataset. Moreover, we consider the FICO Home Equity Line of Credit dataset (HELOC) [55], Give Me Some Credit (GMSC) and Lending Club (LC) [56] datasets. If we wish to distinguish metrics of interest of the $k = 12$ different algorithms under consideration, then it is important for the number of statistically independent datasets, $N$, to be as large as possible so that the power of any statistical tests is maximal. The work [57] provides an algorithm for determining the appropriate $N$ for a desired statistical power. We restrict our experiments to publically available datasets that are not synthetically generated, so we cannot keep generating datasets until the desired $N$ is reached. Nonetheless, we are able to use $N = 24$ independent datasets. For the Poland dataset, there are 5 separate datasets provided, corresponding to consecutive years of data. We consider these datasets separately, and denote them by Poland$_n$ for $n \in \{0, \ldots, 4\}$. The LC dataset is an order of magnitude larger than the others, thus we split the data into temporally contiguous (and disjoint) regions comprising 100000 datapoints each (apart from the last region). This procedure leaves us with 13 datasets, which we denote by LC$_n$ for $n \in \{0, \ldots, 12\}$. The subscales $S$ and monotone constraints $(I, D, U)$ for the remaining datasets were decided based on domain knowledge and are included in full in the appendix.

Classification Performance. To measure of classification performance, we use the area under the curve of the receiver operating characteristic [58, 59], denoted as AUC.

Calibration. Generally, a set of predictions of a binary outcome is well calibrated if the outcomes predicted to occur with probability $p$ occur about $p$ fraction of the time, for any probability $p \in [0, 1]$. A common method for assessing the calibration of a binary classifier is the reliability diagram [60, 61], wherein the empirical frequency of the positive class is plotted against the predicted positive class probability by the model. In this work, we will consider two widely-used numerical summary statistics for the reliability diagram, Expected Calibration Error (ECE) and Maximum Calibration Error, (MCE). To compute these metrics, the test set predictions are sorted and partitioned into $K$ equally spaced bins over $[0, 1]$ ($K = 15$ in our experiments). We then have $\text{ECE} = \sum_{i=1}^{K} P(i) \cdot |o_i - e_i|$ and $\text{MCE} = \max_{i \in \{1, \ldots, K\}} |o_i - e_i|$, where $o_i$ is the true fraction of positive instances in bin $i$, $e_i$ is the arithmetic mean of the model outputs for the instances in bin $i$, and $P(i)$ is the empirical probability (fraction) of all instances that fall into bin $i$. Lower values of ECE and MCE correspond to better calibration of a particular model, with the idealised model having a value of zero for both.

Statistical Methodology. We follow the advice of Demšar [62] and first conduct the Friedman omnibus test [63] with Iman-Davenport correction [64]. Having rejected the null hypothesis that the ranks of each of the algorithms are identical, we conduct the pairwise post-hoc analysis recommended by [65], whereby a Wilcoxon signed-rank test [63] is conducted with Holm’s alpha correction [66, 67] to control the family-wise error rate. We provide details of these computations in Section C in the Appendix. Consider a graph where for each algorithm $i$ we draw a node. We draw an edge between any nodes corresponding to algorithm pairs $(i, i')$ such $i$ cannot be distinguished from $i'$ with significance $\alpha = 0.05$. We display this graph alongside the average ranks $R_i$ using.
the Critical Difference (CD) diagrams of \[62\] for AUC, ECE and MCE in Figure 2. Not only are we interested in whether an observed difference in cross validated score between two algorithms is statistically significant, but also the size of this difference. The Wilcoxon signed-rank test has an associated Hodges-Lehmann estimator \[69\], namely, a point estimate of this observed difference across the \(k\) datasets. This estimator is the pseudomedian, \(\hat{\theta}_{HL}\), and is defined as \(\hat{\theta}_{HL} = \text{median}_{1 \leq i \leq j \leq N} \left( \frac{d_i + d_j}{2} \right)\), namely the median of the pairwise Walsh averages \(\frac{d_i + d_j}{2}\). The quantities \(d_i\) and \(d_j\) correspond to the difference between a fixed pair of algorithms in performance on the \(i\)th and \(j\)th of \(N\) datasets respectively. The pseudomedian constitutes a robust estimate of the difference in score between a pair of algorithms. Care must be taken \[62\] since we are implicitly assuming that the pairwise score differences between two algorithms are commensurable across datasets. Nonetheless we believe these point estimates are useful to report for the reader to have an idea of the scales involved. In Tables 2, 11 (Appendix) and 12 (Appendix) we tabulate the differences \(\hat{\theta}_{HL}\) between all pairings of the \(k = 12\) algorithms for the AUC, ECE and MCE metrics respectively.

Results for Classification Performance. Raw AUC scores for each classifier, dataset combination are reported in Table 3 in the Appendix. From the CD diagram for AUC (Figure 2) we see four distinct groups in increasing order of mean rank over the \(N\) datasets: A. \{XGB\}; B. \{LinARM1, MixMonoXGB, MixXGB, MonoXGB, ARM1\}; C. \{MixLinARM1, LinARM2, ARM2, MixARM1\}; and D. \{NNLR, LinNNLR\}. These groups are defined by dint of their being approximately mutually indistinguishable, since they are the connected components of the CD graph. As one might expect, XGBoost with no constraints on its functional form is the highest performing algorithm. The worst performing group, D, having both its constituent classifiers based on Logistic Regression with no feature preprocessing, performs as expected. The middle two groups, B and C, are more interesting. We can draw the following conclusions from Group B: i. on average if one is happy with the performance of MonoXGB, one is likely to be happy with the classification performance of MixMonoXGB, thus gaining useful hierarchical structure to the model with little performance degradation; and ii. if one is satisfied with the performance of ARM1, one is likely to be satisfied with the linearised version of this model, gaining useful hierarchical structure to the model with little performance degradation; and iii. if one is considering using a mixture of ARM1 models, then without significant average decrease in performance one can use the linearised counterpart, gaining transparency from working directly in probability space. By the same token, if one is considering using a mixture of ARM1 models, then without major degradation in performance one can linearise the subscale models. Note that these groupings are at odds with the results reported in \[13\], namely that ARM2 displays similar classification performance to both XGB and ARM1, whereas here we have that AUC(XGB) > AUC(ARM1) > AUC(ARM2). We attribute this discrepancy to the fact that the number of datasets used in this work is much greater than that in \[13\] that only reports AUC results on the HELOC and German Credit datasets. In terms of the absolute AUC score, Table 2 reports the average difference \(\hat{\theta}_{HL}\) between each pair of classifiers over the \(N\) datasets. Indeed, apart from the Group D classifiers that have an average AUC score 0.341 below that of Group A (XGB), the magnitude of the difference in performance with respect to Group A is small, namely a median difference of 0.007 for classifiers in Group B and median difference of 0.0185 for classifiers in Group C.

It is notable that there is no statistically significant difference in AUC between ARM2 vs MixARM1 and the difference between ARM2 and MixLinARM1 is 0.021. This shows that the proposed ARM2 model from \[13\] can in general have the outer layer replaced with SSPM with no penalty in AUC, and further replacing the inner layer with LAM only degrades performance slightly.

Results for Calibration. Raw ECE and MCE scores for each (classifier, dataset) combination are reported in Tables 5 and 7 respectively in the Appendix. The critical difference diagrams for ECE and MCE (Figure 2) do not have such distinct groups as with the AUC CD diagram – the CD graphs have three and one connected component respectively. The mean ranks for the algorithms are less widely distributed than for AUC. The main emergent themes are: i. The linearised algorithms are generally less well-calibrated as compared with their non-linearised counterparts; and ii. The four mixture models are all in the top half performing algorithms for both ECE and MCE, with MixXGB coming out on top for both metrics. Comparing the size of the difference in calibration (Tables 11 and 12 in the Appendix), we see that under linearisation, ECE increases by 0.003 and MCE increases by 0.009 (taking the median over the three (X, LinX) pairs). Mixture models trained with SUBSCALEHEDGE improve ECE by 0.015 and improve MCE by 0.034 (taking the median over the four (X, MixX) pairs).
Figure 2: Critical Difference diagrams for AUC, ECE and MCE. The x-axis represents the mean rank averaged over the $N = 24$ datasets, with each classifier’s mean rank reported adjacent to its name. Classifiers connected by an edge cannot be distinguished with significance $\alpha = 0.05$.

Table 2: Point estimate for difference in AUC scores between classifiers. Negative values mean column model is better than row model. Bold values indicate statistical significance.

|                  | NNLR  | NNLR | ARM1 | ARM2 | LinARM1 | LinARM2 | MixARM1 | MixLinARM1 | MixMonoXGB | MixXGB | MonoXGB | XGB  |
|------------------|-------|------|------|------|---------|---------|---------|------------|------------|---------|---------|------|
| NNLR             | 0.000 | -0.327 | -0.314 | -0.319 | -0.311 | -0.312 | -0.304 | -0.322 | -0.324 | -0.327 | -0.341 |      |
| LinNNLR          |       | -0.327 | -0.314 | -0.319 | -0.311 | -0.312 | -0.304 | -0.322 | -0.324 | -0.327 | -0.341 |      |
| ARM1             |       |       | 0.008 | 0.003 | 0.013 | 0.009 | 0.034 | 0.002 | 0.002 | -0.000 | -0.012 | -0.011 |
| ARM2             |       |       |       | -0.004 | 0.003 | -0.000 | 0.021 | -0.009 | -0.010 | -0.008 | -0.017 |      |
| LinARM1          |       |       |       |       | -0.006 | 0.027 | -0.002 | -0.002 | -0.003 | -0.013 |      |      |
| LinARM2          |       |       |       |       |       | 0.018 | -0.012 | -0.018 | -0.014 | -0.020 |      |      |
| MixARM1          |       |       |       |       |       |       | -0.008 | -0.008 | -0.007 | -0.012 |      |      |
| MixLinARM1       |       |       |       |       |       |       |       | -0.028 | -0.031 | -0.026 | -0.047 |      |
| MixMonoXGB       |       |       |       |       |       |       |       |       | -0.002 | -0.002 | -0.005 |      |
| MixXGB           |       |       |       |       |       |       |       |       |       | -0.002 | -0.005 |      |
| MonoXGB          |       |       |       |       |       |       |       |       |       |       | -0.002 | -0.002 |
| XGB              |       |       |       |       |       |       |       |       |       |       |       | -0.002 |

5 Conclusion

This work introduces techniques for improving the interpretability characteristics of existing models while incurring only very small penalties in classification performance, as evaluated on a large suite of real credit modelling datasets in a statistically rigorous manner. For an additive logistic model such as ARM, one can use our linearisation scheme (LAM) with the model and incur only a very small reduction in AUC. Moreover, when meaningful feature groups called subscales are modelled separately and combined with our linear opinion pooling scheme (SubscaleHedge), there is again only a minor decrease in classification performance, while gaining the interpretability insights afforded by hierarchical modelling. Linear opinion pooling with weights trained using SubscaleHedge improves model calibration relative to the underlying subscale model trained on all features. There is evidence provided in the experiments supporting the existence of an accuracy-interpretability tradeoff [49, 50, 3], at least when the models under consideration are provided common resources such as data pre-processing and minimal hyperparameter tuning.

**Future Work.** This work leads to a number of open questions. With respect to linearisation, can we extend LAMs to multivariate shape functions, such as those including linear interaction terms and tree ensembles, while maintaining performance and interpretability? In the present work we only consider binary classification, will extending LAMs to the multiclass setting reduce performance? We have only considered logistic link functions, can we define LAM for e.g. probit regression [38]? In terms of very small or very large probabilities output by a logistic model, can we construct a more faithful approximation than LAMs as defined in Definition 2.3 while retaining interpretability? In terms of combining subscale models, we have obtained good results with a linear opinion pool with a Hedge-like training algorithm. Can we gain anything in terms of performance or interpretability from considering other combination methods for probabilities [34], such as logarithmic opinion pools [70]? While we have rigorously benchmarked classification performance and calibration, the arguments supporting increased interpretability of LAMs and SSPMs are looser. A user study would help to remedy this. We keenly anticipate future exploration of these research questions.
Disclaimer. This paper was prepared for informational purposes by the Artificial Intelligence Research group of JPMorgan Chase & Co. and its affiliates (“JP Morgan”), and is not a product of the Research Department of JP Morgan. JP Morgan makes no representation and warranty whatsoever and disclaims all liability, for the completeness, accuracy or reliability of the information contained herein. This document is not intended as investment research or investment advice, or a recommendation, offer or solicitation for the purchase or sale of any security, financial instrument, financial product or service, or to be used in any way for evaluating the merits of participating in any transaction, and shall not constitute a solicitation under any jurisdiction or to any person, if such solicitation under such jurisdiction or to such person would be unlawful.
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A Proof of Lemma 2.2

**Lemma 2.2.** Let \( f \) be an additive model as defined in Definition 2.1 with \( \tilde{f} \) its \( \alpha^* \)-linearised version and \( \tilde{\sigma} \) as in (2). Then, \( \tilde{\sigma}(f(x)) = \Pi_{[0,1]}(f(x)) \), that is, for an additive model \( f \) the optimal clipped linear approximation to the sigmoid evaluated on the output of \( f \) is formally equivalent to the output of the linearised model relative to \( f \), projected to the unit interval.
Proof. We proceed via case analysis. Case i. When \( f(x) \in [-\alpha^*, \alpha^*] \) the required identity follows immediately from the definitions of \( \tilde{\sigma}, \tilde{f} \) and \( \Pi_{[0,1]} \). Now suppose that \( f(x) = \sum_{i=1}^d \beta_i f_i(x_i) = \alpha \). It follows from substitution into the definition of \( \tilde{f} \) that
\[
\tilde{f}(x) = \frac{1}{2} \left( 1 + \frac{\alpha}{\alpha^*} \right)
\]
Case ii. When \( \alpha > \alpha^* \) we have that \( \tilde{f}(x) > 1 \) by substitution into (3), in which case \( \Pi_{[0,1]}(\tilde{f}(x)) = 1 = \tilde{\sigma}(f(\alpha)) = \tilde{\sigma}(f(x)) \), yielding the required identity. Case iii. When \( \alpha < \alpha^* \) we have that \( \tilde{f}(x) < 0 \) by substitution into (3), in which case \( \Pi_{[0,1]}(\tilde{f}(x)) = 0 = \tilde{\sigma}(f(\alpha)) = \tilde{\sigma}(f(x)) \), yielding the required identity. We have shown that the identity holds for all values of \( f(x) \) and so the result is proved.

B Raw Experimental Metrics

See Tables 3, 5 and 7 for AUC, ECE and MCE respectively.
| Classifier | Dataset | Australia | GNESC | Germany | Japan | HELGC | LC_0 | LC_1 | LC_2 | LC_3 | LC_4 | LC_5 | LC_6 | LC_7 | LC_8 | LC_9 | LC_10 | LC_11 | LC_12 | Poland_0 | Poland_1 | Poland_2 | Poland_3 | Poland_4 | Taiwan | AGB |
|------------|---------|-----------|--------|---------|--------|--------|------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-------|-------|-------|-------|-------|-------|-------|
| NNLR       | 0.9286  | 0.9257    | 0.9278 | 0.9239 | 0.9282 | 0.7680 | 0.9376 | 0.9335 | 0.9352 | 0.9329 | 0.9385 | 0.8580 | 0.8569 | 0.7648 | 0.7731 | 0.7808 | 0.7931 | 0.8554 | 0.8556 | 0.8008 | 0.9294 | 0.9326 |
| LinNNLR    | 0.9257  | 0.9224    | 0.9278 | 0.9211 | 0.9232 | 0.7660 | 0.9376 | 0.9335 | 0.9352 | 0.9329 | 0.9385 | 0.8580 | 0.8569 | 0.7648 | 0.7731 | 0.7808 | 0.7931 | 0.8554 | 0.8556 | 0.8008 | 0.9294 | 0.9326 |
| ARM1       | 0.8979  | 0.9224    | 0.8778 | 0.9039 | 0.9282 | 0.7680 | 0.9376 | 0.9335 | 0.9352 | 0.9329 | 0.9385 | 0.8580 | 0.8569 | 0.7648 | 0.7731 | 0.7808 | 0.7931 | 0.8554 | 0.8556 | 0.8008 | 0.9294 | 0.9326 |
| ARM2       | 0.9278  | 0.9224    | 0.8778 | 0.9039 | 0.9282 | 0.7680 | 0.9376 | 0.9335 | 0.9352 | 0.9329 | 0.9385 | 0.8580 | 0.8569 | 0.7648 | 0.7731 | 0.7808 | 0.7931 | 0.8554 | 0.8556 | 0.8008 | 0.9294 | 0.9326 |
| LinARM1    | 0.7963  | 0.9224    | 0.7958 | 0.7417 | 0.9282 | 0.7680 | 0.9376 | 0.9335 | 0.9352 | 0.9329 | 0.9385 | 0.8580 | 0.8569 | 0.7648 | 0.7731 | 0.7808 | 0.7931 | 0.8554 | 0.8556 | 0.8008 | 0.9294 | 0.9326 |
| LinARM2    | 0.9063  | 0.9224    | 0.8778 | 0.9039 | 0.9282 | 0.7680 | 0.9376 | 0.9335 | 0.9352 | 0.9329 | 0.9385 | 0.8580 | 0.8569 | 0.7648 | 0.7731 | 0.7808 | 0.7931 | 0.8554 | 0.8556 | 0.8008 | 0.9294 | 0.9326 |
| MixARM1    | 0.7063  | 0.9224    | 0.7958 | 0.7417 | 0.9282 | 0.7680 | 0.9376 | 0.9335 | 0.9352 | 0.9329 | 0.9385 | 0.8580 | 0.8569 | 0.7648 | 0.7731 | 0.7808 | 0.7931 | 0.8554 | 0.8556 | 0.8008 | 0.9294 | 0.9326 |
| MixLinARM1 | 0.7063  | 0.9224    | 0.7958 | 0.7417 | 0.9282 | 0.7680 | 0.9376 | 0.9335 | 0.9352 | 0.9329 | 0.9385 | 0.8580 | 0.8569 | 0.7648 | 0.7731 | 0.7808 | 0.7931 | 0.8554 | 0.8556 | 0.8008 | 0.9294 | 0.9326 |
| MixMonoXGB | 0.7958  | 0.9224    | 0.8778 | 0.9039 | 0.9282 | 0.7680 | 0.9376 | 0.9335 | 0.9352 | 0.9329 | 0.9385 | 0.8580 | 0.8569 | 0.7648 | 0.7731 | 0.7808 | 0.7931 | 0.8554 | 0.8556 | 0.8008 | 0.9294 | 0.9326 |
| MixXGB     | 0.9224  | 0.9224    | 0.9224 | 0.9224 | 0.9224 | 0.9224 | 0.9224 | 0.9224 | 0.9224 | 0.9224 | 0.9224 | 0.9224 | 0.9224 | 0.9224 | 0.9224 | 0.9224 | 0.9224 | 0.9224 | 0.9224 | 0.9224 | 0.9224 | 0.9224 |
| MonoXGB    | 0.9224  | 0.9224    | 0.9224 | 0.9224 | 0.9224 | 0.9224 | 0.9224 | 0.9224 | 0.9224 | 0.9224 | 0.9224 | 0.9224 | 0.9224 | 0.9224 | 0.9224 | 0.9224 | 0.9224 | 0.9224 | 0.9224 | 0.9224 | 0.9224 | 0.9224 |
| XGB        | 0.9224  | 0.9224    | 0.9224 | 0.9224 | 0.9224 | 0.9224 | 0.9224 | 0.9224 | 0.9224 | 0.9224 | 0.9224 | 0.9224 | 0.9224 | 0.9224 | 0.9224 | 0.9224 | 0.9224 | 0.9224 | 0.9224 | 0.9224 | 0.9224 | 0.9224 |

Table 3: Raw AUC scores (mean over 10 CV folds) along with their ranks. Scores in bold are best for a particular dataset.
Table 5: Raw ECE scores (mean over 10 CV folds) along with their ranks. Scores in bold are best for a particular dataset.

| Classifier | Dataset | Australia | GMSC | German | HELGC | Japan | LC_0 | LC_1 | LC_2 | LC_3 | LC_4 | LC_5 | LC_6 | LC_7 | LC_8 | LC_9 | LC_10 | LC_11 | LC_12 | Poland_0 | Poland_1 | Poland_2 | Poland_3 | Poland_4 | Taiwan |
|------------|---------|-----------|------|--------|-------|-------|------|------|------|------|------|------|------|------|------|------|------|------|--------|--------|--------|--------|--------|--------|--------|
| NNLR       | 0.2100  | 0.2242    | 0.2343| 0.2142 | 0.2167| 0.1363| 0.1303| 0.1042| 0.1297| 0.1627| 0.1462| 0.1400| 0.1471| 0.1309| 0.1154| 0.1215| 0.1325| 0.2311| 0.2305| 0.2268| 0.2239| 0.2164| 0.1409|
| LinNNLR    | 0.2166  | 0.2166    | 0.2171| 0.2160| 0.2193| 0.1363| 0.1303| 0.1042| 0.1297| 0.1627| 0.1462| 0.1400| 0.1471| 0.1309| 0.1154| 0.1215| 0.1325| 0.2311| 0.2305| 0.2268| 0.2239| 0.2164| 0.1409|
| ARM1       | 0.1720  | 0.1722    | 0.1727| 0.2256| 0.2345| 0.2150| 0.1351| 0.1295| 0.1624| 0.2414| 0.2445| 0.2410| 0.2422| 0.2387| 0.2382| 0.2458| 0.2381| 0.2312| 0.2293| 0.2476| 0.2471| 0.2458| 0.2414| 0.2414|
| ARM2       | 0.1718  | 0.1718    | 0.1718| 0.2256| 0.2345| 0.2150| 0.1351| 0.1295| 0.1624| 0.2414| 0.2445| 0.2410| 0.2422| 0.2387| 0.2382| 0.2458| 0.2381| 0.2312| 0.2293| 0.2476| 0.2471| 0.2458| 0.2414| 0.2414|
| LinARM1    | 0.1642  | 0.1642    | 0.1642| 0.2256| 0.2345| 0.2150| 0.1351| 0.1295| 0.1624| 0.2414| 0.2445| 0.2410| 0.2422| 0.2387| 0.2382| 0.2458| 0.2381| 0.2312| 0.2293| 0.2476| 0.2471| 0.2458| 0.2414| 0.2414|
| LinARM2    | 0.1642  | 0.1642    | 0.1642| 0.2256| 0.2345| 0.2150| 0.1351| 0.1295| 0.1624| 0.2414| 0.2445| 0.2410| 0.2422| 0.2387| 0.2382| 0.2458| 0.2381| 0.2312| 0.2293| 0.2476| 0.2471| 0.2458| 0.2414| 0.2414|
| MixARM1    | 0.1535  | 0.1535    | 0.1535| 0.2256| 0.2345| 0.2150| 0.1351| 0.1295| 0.1624| 0.2414| 0.2445| 0.2410| 0.2422| 0.2387| 0.2382| 0.2458| 0.2381| 0.2312| 0.2293| 0.2476| 0.2471| 0.2458| 0.2414| 0.2414|
| MixLinARM1 | 0.1535  | 0.1535    | 0.1535| 0.2256| 0.2345| 0.2150| 0.1351| 0.1295| 0.1624| 0.2414| 0.2445| 0.2410| 0.2422| 0.2387| 0.2382| 0.2458| 0.2381| 0.2312| 0.2293| 0.2476| 0.2471| 0.2458| 0.2414| 0.2414|
| MixMonoXGB | 0.1553  | 0.1553    | 0.1553| 0.2360| 0.2420| 0.2150| 0.1351| 0.1295| 0.1624| 0.2414| 0.2445| 0.2410| 0.2422| 0.2387| 0.2382| 0.2458| 0.2381| 0.2312| 0.2293| 0.2476| 0.2471| 0.2458| 0.2414| 0.2414|
| MixXGB     | 0.1553  | 0.1553    | 0.1553| 0.2360| 0.2420| 0.2150| 0.1351| 0.1295| 0.1624| 0.2414| 0.2445| 0.2410| 0.2422| 0.2387| 0.2382| 0.2458| 0.2381| 0.2312| 0.2293| 0.2476| 0.2471| 0.2458| 0.2414| 0.2414|
| MonoXGB    | 0.1553  | 0.1553    | 0.1553| 0.2360| 0.2420| 0.2150| 0.1351| 0.1295| 0.1624| 0.2414| 0.2445| 0.2410| 0.2422| 0.2387| 0.2382| 0.2458| 0.2381| 0.2312| 0.2293| 0.2476| 0.2471| 0.2458| 0.2414| 0.2414|
| XGB        | 0.1553  | 0.1553    | 0.1553| 0.2360| 0.2420| 0.2150| 0.1351| 0.1295| 0.1624| 0.2414| 0.2445| 0.2410| 0.2422| 0.2387| 0.2382| 0.2458| 0.2381| 0.2312| 0.2293| 0.2476| 0.2471| 0.2458| 0.2414| 0.2414|
Table 7: Raw MCE scores (mean over 10 CV folds) along with their ranks. Scores in bold are best for a particular dataset.

| Classifier | Dataset       | Score (Mean) | Rank |
|------------|---------------|--------------|------|
| Australia  | NXB           | 0.7280 (3.0) |      |
|            | LAGXBR        | 0.7398 (5.0) |      |
|            | NRMU          | 0.7604 (6.0) |      |
|            | NRMG          | 0.7961 (10.0)|      |
|            | NNLR          | 0.7622 (2.0) |      |
|            | ARM1          | 0.8084 (12.0)|      |
|            | MixMonoXGB    | 0.7116 (1.0) |      |
|            | MixLinARM1    | 0.7933 (9.0) |      |
|            | LinARM2       | 0.8013 (11.0)|      |
|            | MixXGB        | 0.7724 (2.0) |      |
|            | XGB           | 0.8075 (1.0) |      |
|            | GMSC          | 0.7262 (2.0) |      |
|            | LSC_0         | 0.8134 (3.0) |      |
|            | LSC_1         | 0.8453 (11.0)|      |
|            | LSC_2         | 0.8202 (8.0) |      |
|            | LSC_3         | 0.8084 (12.0)|      |
|            | LC_4          | 0.7724 (9.0) |      |
|            | LC_5          | 0.8053 (12.0)|      |
|            | LC_6          | 0.7947 (9.0) |      |
|            | LC_7          | 0.7886 (7.0) |      |
|            | LC_8          | 0.7910 (10.0)|      |
|            | LC_9          | 0.7706 (7.0) |      |
|            | LC_10         | 0.7910 (10.0)|      |
|            | LC_11         | 0.7947 (9.0) |      |
|            | LC_12         | 0.7886 (7.0) |      |
|            | Poland_0      | 0.9724 (2.0) |      |
|            | Poland_1      | 0.9305 (8.0) |      |
|            | Poland_2      | 0.9305 (8.0) |      |
|            | Poland_3      | 0.9579 (10.0)|      |
|            | Poland_4      | 0.9579 (10.0)|      |
|            | Taiwan        | 0.8147 (11.0)|      |

Classifiers: NXB, LAGXBR, NRMU, NRMG, NNLR, ARM1, MixMonoXGB, MixLinARM1, LinARM2, MixXGB, XGB, GMSC, LSC_0, LSC_1, LSC_2, LSC_3, LC_4, LC_5, LC_6, LC_7, LC_8, LC_9, LC_10, LC_11, LC_12, Poland_0, Poland_1, Poland_2, Poland_3, Poland_4, Taiwan.
Table 9: Fraction of test examples with prediction in \{0, 1\} (mean over 10 CV folds) along with their ranks. Scores in bold are best for a particular dataset.

| Classifier | Australia | German | Japan | LC_0 | LC_1 | LC_2 | LC_3 | LC_4 | LC_5 | LC_6 | LC_7 | LC_8 | LC_9 | LC_10 | Poland_0 | Poland_1 | Poland_2 | Poland_3 | Poland_4 | Taiwan |
|------------|-----------|--------|-------|------|------|------|------|------|------|------|------|------|------|-------|----------|----------|----------|----------|----------|---------|--------|
| MixARM1    | 0.0000 (4.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) |
| MixMonoXGB | 0.0000 (4.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) |
| LinARM1    | 0.0000 (4.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) |
| LinARM2    | 0.0000 (4.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) |
| MixLinARM1 | 0.0000 (4.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) |
| MixXGB     | 0.0000 (4.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) |
| XGB        | 0.0000 (4.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) | 0.0000 (5.0) |
C Statistical Calculations

**Friedman omnibus test.** The Friedman test [63] is a non-parametric version of the ANOVA test. Let \( r_{i,j} \) be the rank of the \( i \)th of \( k \) algorithms on the \( j \)th of \( N \) datasets, where a rank of 1 corresponds to the best algorithm, 2 the second-best, and so on. Ties are assigned the arithmetic mean of the constituent ranks, for instance, if two algorithms are joint first, then they are assigned the rank \( \frac{1+2}{2} = 1.5 \).

The Friedman test is a comparison of the average ranks over all of the datasets, \( R_i = \frac{1}{N} \sum_{j=1}^{N} r_{i,j} \). Under the null hypothesis that the average ranks are all equal, the Friedman statistic

\[
\chi^2_F = \frac{12N}{k(k+1)} \left[ \sum_{i=1}^{k} R_i^2 - \frac{k(k+1)^2}{4} \right]
\]

is distributed according to \( \chi^2_k \) with \( k-1 \) degrees of freedom. It is well known that the Friedman statistic is often unnecessarily conservative, so we use a more accurate \( F_F \) statistic [64] defined as

\[
F_F = \frac{(N-1)\chi^2_F}{N(k-1) - \chi^2_F}
\]

Under the null hypothesis the \( F_F \) statistic is distributed according to the \( F \) distribution with \( k-1 \) and \( (k-1)(N-1) \) degrees of freedom.

**Post-hoc analysis.** If the null hypothesis is rejected, we proceed with pairwise comparisons between the \( k \) algorithms. Fixing such a pair, let \( d_j \) be the difference in performance on the \( j \)th of \( N \) datasets. The Wilcoxon signed-rank test [63] is a non-parametric version of the paired \( t \)-test. The differences \( d_j \) are ranked according to their absolute values with average ranks being assigned in case of ties. Let \( R^+ \) be the sum of ranks for the data sets on which the second algorithm outperformed the first, and \( R^- \) the sum of ranks for the converse. Ranks of \( d_j = 0 \) are split evenly among the sums. If there is an odd number of ties, one is ignored. More precisely

\[
R^+ = \sum_{d_j > 0} \text{rank}(d_j) + \frac{1}{2} \sum_{d_j = 0} \text{rank}(d_j), \quad R^- = \sum_{d_j < 0} \text{rank}(d_j) + \frac{1}{2} \sum_{d_j = 0} \text{rank}(d_j)
\]

Let \( T \) be the smaller of the sums, \( T = \min(R^+, R^-) \). At \( \alpha = 0.05 \) the exact critical value for \( N = 24 \) is 81, that is if the smaller of \( R^+ \), \( R^- \) is less that 81, we reject the null hypothesis. For exact \( p \)-values under the null hypothesis that \( d_j = 0 \) for all \( j \in \{1, \ldots, N\} \), we use the precomputed values provided in the `scipy.stats.wilcoxon` python module [41]. The \( k(k-1)/2 \) \( p \)-values are computed in this manner between each pair of the \( k \) algorithms.

In Holm’s method of multiple hypothesis testing, the individual \( p \)-values are compared with adjusted \( \alpha \) values as follows. First, the \( p \)-values are sorted so that \( p_1 \leq p_2 \leq \cdots \leq p_{k(k-1)/2} \). Then, each \( p_i \) is compared to \( \frac{\alpha}{k(k-1)/2-T} \) sequentially. So the most significant \( p \)-value, \( p_1 \), is compared with \( \frac{\alpha}{k(k-1)/2} \). If \( p_1 \) is below \( \frac{\alpha}{k(k-1)/2} \), the corresponding hypothesis is rejected and we continue to compare \( p_2 \) with \( \frac{\alpha}{k(k-1)/2-2} \), and so on. As soon as a certain null hypothesis cannot be rejected, all the remaining hypotheses must be retained as well.

D Calibration Differences Across Classifiers

Tables [11] and [12] respectively show point estimates for the difference in performance of the models under consideration for ECE and MCE calibration metrics.

E Model training and hyperparameters

**Model Hyperparameters.** For the ARM models on the HELOC and German Credit datasets, we replicate the hyperparameters (namely feature bin edges \( \theta_j \)) of [13]. For the remaining datasets we restrict each continuous feature using feature binning to 5 bins and the `DecisionTreeClassifier` from scikit-learn [71] is trained on each individual feature, with the splits being used to decide the bins. NNLR-based models have regularisation parameter \( C = 0 \) in all cases. All XGB models use the following hyperparameters, with the remaining being the default parameters used in version 1.4.2 [14].
Table 11: Difference in ECE scores between classifiers. Value in cell \((i, j)\) corresponds to pseudomedian over all datasets of classifier \(i\) cross-validated score minus classifier \(j\) cross-validated score. Bold values indicate a difference that is statistically significant.

|       | NNLR | LinNNLR | ARM1 | ARM2 | LinARM1 | LinARM2 | MixARM1 | MixLinARM1 | MixMonoXGB | MixXGB | MonoXGB | XGB |
|-------|------|---------|------|------|---------|---------|---------|------------|------------|--------|---------|-----|
| NNLR  | 0.000| 0.055   | 0.046| 0.057| 0.052   | 0.039   | 0.039   | 0.028      | 0.028      | 0.038  | 0.040   |     |
| LinNNLR|      | -0.006  | 0.003| 0.001| -0.009  | -0.008  | -0.023  | -0.023     | -0.010     | -0.006 | -0.004 |     |
| ARM1  |      |         | -0.009| 0.006| -0.003  | -0.003  | -0.019  | -0.019     | -0.006     | -0.000 | -0.004 |     |
| ARM2  |      |         |      |      | -0.003  | -0.012  | -0.012  | -0.027     | -0.026     | -0.014 | -0.012 |     |
| LinARM1|      |         |      |      |         | -0.010  | -0.009  | -0.024     | -0.024     | -0.011 | -0.010 |     |
| LinARM2|      |         |      |      |         |         | -0.008  | -0.008     | 0.000      | 0.000  | 0.001  |     |
| MixARM1|      |         |      |      |         |         |         | -0.008     | 0.001      | 0.000  | 0.001  |     |
| MixLinARM1|      |         |      |      |         |         |         | 0.011      | 0.014      |        |        |     |
| MixMonoXGB|      |         |      |      |         |         |         | 0.011      | 0.014      |        |        |     |
| MixXGB |      |         |      |      |         |         |         | 0.011      | 0.014      |        |        |     |
| MonoXGB |      |         |      |      |         |         |         |            |            |        |        |     |
| XGB   |      |         |      |      |         |         |         |            |            |        |        |     |

Table 12: Difference in MCE scores between classifiers. Value in cell \((i, j)\) corresponds to pseudomedian over all datasets of classifier \(i\) cross-validated score minus classifier \(j\) cross-validated score. Bold values indicate a difference that is statistically significant.

|       | NNLR | LinNNLR | ARM1 | ARM2 | LinARM1 | LinARM2 | MixARM1 | MixLinARM1 | MixMonoXGB | MixXGB | MonoXGB | XGB |
|-------|------|---------|------|------|---------|---------|---------|------------|------------|--------|---------|-----|
| NNLR  | 0.009| 0.206   | 0.194| 0.208| 0.213   | 0.160   | 0.127   | 0.146      | 0.152      | 0.180  | 0.184   |     |
| LinNNLR|      | -0.013  | 0.006| 0.009| -0.034  | -0.068  | -0.042  | -0.055     | -0.021     | -0.018 | -0.023 |     |
| ARM1  |      |         |      |      | -0.020  | -0.019  | -0.016  | -0.028     | -0.047     | -0.007 | -0.005 |     |
| ARM2  |      |         |      |      |         |         | -0.045  | -0.084     | -0.054     | -0.068 | -0.031 | -0.027|
| LinARM1|      |         |      |      |         |         | -0.040  | -0.077     | -0.052     | -0.063 | -0.030 | -0.027|
| LinARM2|      |         |      |      |         |         |         | -0.045     | -0.084     | -0.054 | -0.068 | -0.031 | -0.027|
| MixARM1|      |         |      |      |         |         |         | -0.014     | -0.018     | 0.005  | 0.013  |     |
| MixLinARM1|      |         |      |      |         |         |         | 0.015      | 0.003      | 0.031  | 0.050  |     |
| MixMonoXGB|      |         |      |      |         |         |         | -0.000     | 0.014      | 0.025  | 0.025  |     |
| MixXGB |      |         |      |      |         |         |         |            |            |        |        |     |
| MonoXGB |      |         |      |      |         |         |         |            |            |        |        |     |
| XGB   |      |         |      |      |         |         |         |            |            |        |        |     |

Listing 1: XGBoost hyperparameters

```python
xgb_base_params = {
    "max_depth": 2,
    "n_estimators": 50,
    "learning_rate": 0.1,
    "eval_metric": "logloss",
    "use_label_encoder": False,
    "missing": self.binariser_kwargs["special_value_threshold"]
}
```

The value `self.binariser_kwargs["special_value_threshold"]` corresponds to \(\phi_u\) in the main text and is decided for each dataset separately.

**Dataset preprocessing** In terms of the subscale groupings \(S\), monotone constraints \((I, D, U)\) and feature lower bounds \(\{\phi_u\}_{u \in \mathcal{D}}\) for each dataset, for the HELOC and German datasets we replicate the assignments from [13]. In the code listings below we show all of the subscale groupings \(S\) as a Python `OrderedDict` with keys corresponding to the names of the subscale, and values comprising a list of the constituent features. Monotone constraints are stored in a Python `dict` called `<dataset>_MONOTONE_CONSTRAINTS`, with keys corresponding to feature names, and values in \{-1, 1, 0\} corresponding to monotone decreasing, increasing and no constraint respectively. `<dataset>_SPECIAL_VALUE_THRESOLD` corresponds to a global feature lower bound \(\phi_u\) for each dataset. The dict called `<dataset>_MAX_LEAF_NODES_DICT` corresponds to the number of allowed bins for each (continuouis) feature. The Poland dataset has uninformation attribute names, which we replace with informative names from [54] using the Python `dict` called `POLAND_BANKRUPTCY_FEATURE_MAPPING`.

```python
HELOC_RC_FEATURE_MAPPING = OrderedDict({
    "ExternalRiskEstimate": ["ExternalRiskEstimate"],
    "TradeOpenTime": ["MSinceMostRecentTradeOpen", "AverageMInFile"],
    "NumSatisfactoryTrades": ["NumSatisfactoryTrades"],
    "TradeFrequency": ["NumTrades60Ever2DerogPubRec", "NumTrades90Ever2DerogPubRec", "NumTotalTrades", "NumTradesOpenInLast12M"],
    "Delinquency": ["PercentTradesNeverDelq", "MSinceMostRecentDelq", "MaxDelq2PublicRecLast12M", "MaxDelqEver"],
})
```
HELOC_MONOTONE_CONSTRAINTS = {
    'ExternalRiskEstimate': -1,
    'MSinceOldestTradeOpen': -1,
    'MSinceMostRecentTradeOpen': -1,
    'AverageMInFile': -1,
    'NumSatisfactoryTrades': -1,
    'NumTrades60Ever2DerogPubRec': 1,
    'NumTrades90Ever2DerogPubRec': 1,
    'NumTotalTrades': 0,
    'NumTradesOpeninLast12M': 1,
    'PercentTradesNeverDelq': -1,
    'MSinceMostRecentDelq': -1,
    'MaxDelq2PublicRecLast12M': 1,
    'MaxDelqEver': 1,
    'PercentInstallTrades': 0,
    'NetFractionInstallBurden': 1,
    'NumInstallTradesWBalance': 0,
    'MSinceMostRecentInqexcl7days': 1,
    'NumInqLast6M': -1,
    'NumInqLast6Mexcl7days': 0,
    'NetFractionRevolvingBurden': 1,
    'NumRevolvingTradesWBalance': 0,
    'NumBank2NatlTradesWHighUtilization': 1,
    'PercentTradesWBalance': 0
}
HELOC_CATEGORICAL_COLS = [
    'MaxDelq2PublicRecLast12M', 'MaxDelqEver'
]
HELOC_MAX_LEAF_NODES_DICT = {
    'ExternalRiskEstimate': 5,
    'MSinceOldestTradeOpen': 4,
    'MSinceMostRecentTradeOpen': 2,
    'AverageMInFile': 4,
    'NumSatisfactoryTrades': 5,
    'NumTrades60Ever2DerogPubRec': 5,
    'NumTrades90Ever2DerogPubRec': 4,
    'NumTotalTrades': 5,
    'NumTradesOpeninLast12M': 5,
    'PercentTradesNeverDelq': 5,
    'MSinceMostRecentDelq': 4,
    'MaxDelq2PublicRecLast12M': 3,
    'MaxDelqEver': 2,
    'PercentInstallTrades': 5,
    'NetFractionInstallBurden': 3,
    'NumInstallTradesWBalance': 5,
    'MSinceMostRecentInqexcl7days': 5,
    'NumInqLast6M': 4,
    'NumInqLast6Mexcl7days': 2,
    'NetFractionRevolvingBurden': 4,
    'NumRevolvingTradesWBalance': 5,
    'NumBank2NatlTradesWHighUtilization': 5,
    'PercentTradesWBalance': 5
}
HELOC_SPECIAL_VALUES_DICT = { feature: [-7, -8, -9] for feature in HELOC_MAX_LEAF_NODES_DICT .keys ()
}
HELOC_SPECIAL_VALUE_THRESHOLD = -0.5

Listing 2: HELOC preprocessing
Listing 3: German preprocessing

GERMAN_CREDIT_HEADERS = ["Status of existing checking account","Duration in month","Credit history",
"Purpose","Credit amount","Savings account/bonds","Present employment since",
"Installment rate in percentage of disposable income","Personal status and sex",
"Other debtors / guarantors","Present residence since","Property","Age in years",
"Other installment plans","Housing","Number of existing credits at this bank",
"Job","Number of people being liable to provide maintenance for","Telephone","foreign worker","Target"]

GERMAN_CREDIT_FEATURES = copy(GERMAN_CREDIT_HEADERS); GERMAN_CREDIT_FEATURES.remove("Target")

GERMAN_CREDIT_CATEGORICAL_COLS = ["Credit history", "Purpose", "Present employment since", "Personal status and sex", "Other debtors / guarantors", "Property", "Other installment plans", "Housing", "Job", "Telephone", "foreign worker"]

GERMAN_CREDIT_NON_CATEGORICAL_COLS = list(set(GERMAN_CREDIT_FEATURES) - set(GERMAN_CREDIT_CATEGORICAL_COLS))

GERMAN_CREDIT_RC_FEATURE_MAPPING = OrderedDict({
"CreditLoanInfo": ["Status of existing checking account", "Credit history", "Purpose", "Savings account/bonds" ],
"PersonalInfo": ["Present employment since", "Personal status and sex", "Other debtors / guarantors", "Property", "Other installment plans", "Housing", "Job", "Telephone", "foreign worker"]
})

GERMAN_CREDIT_MONOTONE_CONSTRAINTS = {feature: 0 for feature in GERMAN_CREDIT_FEATURES}
GERMAN_CREDIT_MONOTONE_CONSTRAINTS["Status of existing checking account"] = 1
GERMAN_CREDIT_MONOTONE_CONSTRAINTS["Savings account/bonds"] = 1

GERMAN_CREDIT_MAX_LEAF_NODES_DICT = {feature: 5 for feature in GERMAN_CREDIT_NON_CATEGORICAL_COLS}

GERMAN_CREDIT_SPECIAL_VALUE_THRESHOLD = -1000

GERMAN_CREDIT_SPECIAL_VALUES_DICT = { feature: [GERMAN_CREDIT_SPECIAL_VALUE_THRESHOLD] for feature in GERMAN_CREDIT_NON_CATEGORICAL_COLS }

Listing 3: German preprocessing

TAIWAN_CREDIT_FEATURES = ['LIMIT_BAL', 'SEX', 'EDUCATION', 'MARRIAGE', 'AGE', 'PAY_0', 'PAY_2', 'PAY_3', 'PAY_4', 'PAY_5', 'PAY_6', 'BILL_AMT1', 'BILL_AMT2', 'BILL_AMT3', 'BILL_AMT4', 'BILL_AMT5', 'BILL_AMT6', 'PAY_AMT1', 'PAY_AMT2', 'PAY_AMT3', 'PAY_AMT4', 'PAY_AMT5', 'PAY_AMT6']

TAIWAN_CREDIT_CATEGORICAL_COLS = [ 'SEX', 'EDUCATION', 'MARRIAGE',]
TAIWAN_CREDIT_NON_CATEGORICAL_COLS = list(set(TAIWAN_CREDIT_FEATURES) - set(TAIWAN_CREDIT_CATEGORICAL_COLS))

TAIWAN_CREDIT_RC_FEATURE_MAPPING = OrderedDict({
  "CreditLoanInfo": ["LIMIT_BAL"],
  "PersonalInfo": ["SEX", "EDUCATION", "MARRIAGE", "AGE"],
  "RepaymentStatus": ["PAY_0", "PAY_2", "PAY_3", "PAY_4", "PAY_5", "PAY_6"],
  "BillAmount": ["BILL_AMT1", "BILL_AMT2", "BILL_AMT3", "BILL_AMT4", "BILL_AMT5", "BILL_AMT6"],
  "PaymentAmounts": ["PAY_AMT1", "PAY_AMT2", "PAY_AMT3", "PAY_AMT4", "PAY_AMT5", "PAY_AMT6"]
})

GIVE_ME_SOME_CREDIT_FEATURES = [
  'RevolvingUtilizationOfUnsecuredLines',
  'age',
  'NumberOfTime30-59DaysPastDueNotWorse',
  'DebtRatio',
  'MonthlyIncome',
  'NumberOfOpenCreditLinesAndLoans',
  'NumberOfTimes90DaysLate',
  'NumberOfRealEstateLoansOrLines',
  'NumberOfTime60-89DaysPastDueNotWorse',
  'NumberOfDependents'
]

GIVE_ME_SOME_CREDIT_CATEGORICAL_COLS = []

GIVE_ME_SOME_CREDIT_SPECIAL_VALUES_DICT = {feature: [-1] for feature in GIVE_ME_SOME_CREDIT_FEATURES}

GIVE_ME_SOME_CREDIT_MAX_LEAF_NODES_DICT = {feature: 5 for feature in GIVE_ME_SOME_CREDIT_FEATURES}

GIVE_ME_SOME_CREDIT_SPECIAL_VALUE_THRESHOLD = -0.5

GIVE_ME_SOME_CREDIT_MONOTONE_CONSTRAINTS = {feature: 0 for feature in GIVE_ME_SOME_CREDIT_FEATURES}

for feature in ['RevolvingUtilizationOfUnsecuredLines', 'NumberOfTime30-59DaysPastDueNotWorse',
               'NumberOfTime60-89DaysPastDueNotWorse', 'NumberOfTimes90DaysLate']:
  GIVE_ME_SOME_CREDIT_MONOTONE_CONSTRAINTS[feature] = 1

for feature in ['MonthlyIncome']:
GIVE_ME_SOME_CREDIT_MONOTONE_CONSTRAINTS[feature] = -1

GIVE_ME_SOME_CREDIT_REASON_CODE_MAPPING = OrderedDict(
    {
        "HistoricalLatePayments": [  
            'NumberOfTime30-59DaysPastDueNotWorse', 'NumberOfTime60-89DaysPastDueNotWorse', 'NumberOfTimes90DaysLate'
        ],
        "FinancialObligations": [  
            'RevolvingUtilizationOfUnsecuredLines', 'NumberOfOpenCreditLinesAndLoans', 'NumberRealEstateLoansOrLines', 'NumberOfDependents'
        ],
        "FinancialCapabilities": [  
            'MonthlyIncome'
        ],
        "Demographics": [  
            'age'
        ]
    })

Listing 5: Give Me Some Credit preprocessing

# From https://www.rpubs.com/kuhnrl30/CreditScreen
JAPAN_CREDIT_PUTATIVE_FEATURE_NAMES = [
    "Male",  
    "Age",  
    "Debt",  
    "Married",  
    "BankCustomer",  
    "EducationLevel",  
    "Ethnicity",  
    "YearsEmployed",  
    "PriorDefault",  
    "Employed",  
    "CreditScore",  
    "DriversLicense",  
    "Citizen",  
    "ZipCode",  
    "Income"
]

JAPAN_CREDIT_NUMERIC_COLS = ["Age", "Debt", "YearsEmployed", "CreditScore", "Income"]

JAPAN_CREDIT_CATEGORICAL_COLS = list(set(JAPAN_CREDIT_PUTATIVE_FEATURE_NAMES) - set(JAPAN_CREDIT_NUMERIC_COLS))

JAPAN_CREDIT_RC_FEATURE_MAPPING = OrderedDict(
    {  
        "Demographic": ["Male", "Age", "Married", "Ethnicity", "ZipCode", "Citizen"],  
        "Career": ["EducationLevel", "YearsEmployed", "Employed", "DriversLicense"],  
        "FinancialObligations": ["Debt", "PriorDefault"],  
        "FinancialCapabilities": ["CreditScore", "BankCustomer", "Income"]
    })

Listing 6: Japan preprocessing

# From https://www.rpubs.com/kuhnrl30/CreditScreen
AUSTRALIA_CREDIT_PUTATIVE_FEATURE_NAMES = [  
    "Male",  
    "Age",  
    "Debt",  
    "Married",  
    "EducationLevel",  
    "Ethnicity",  
    "YearsEmployed",  
    "PriorDefault",  
    "Employed",  
    "CreditScore",  
    "DriversLicense",  
    "Citizen",  
    "ZipCode",  
    "Income"  
]
"Age",
"Debt",
"BankCustomer",
"EducationLevel",
"Ethnicity",
"YearsEmployed",
"PriorDefault",
"Employed",
"CreditScore",
"DriversLicense",
"Citizen",
"ZipCode",
"Income"

AUSTRALIA_CREDIT_NUMERIC_COLS = ["Age", "Debt", "YearsEmployed", "CreditScore", "Income"]

AUSTRALIA_CREDIT_CATEGORICAL_COLS = list(set(AUSTRALIA_CREDIT_PUTATIVE_FEATURE_NAMES) - set(AUSTRALIA_CREDIT_NUMERIC_COLS))

AUSTRALIA_CREDIT_RC_FEATURE_MAPPING = OrderedDict(
    "Demographic": ["Male", "Age", "Ethnicity", "ZipCode", "Citizen"],
    "Career": ["EducationLevel", "YearsEmployed", "Employed", "DriversLicense"],
    "FinancialObligations": ["Debt", "PriorDefault"],
    "FinancialCapabilities": ["CreditScore", "BankCustomer", "Income"]
)

AUSTRALIA_CREDIT_MONOTONE_CONSTRAINTS = {feature: 0 for feature in AUSTRALIA_CREDIT_PUTATIVE_FEATURE_NAMES}

for feature in ["Debt"]:
    AUSTRALIA_CREDIT_MONOTONE_CONSTRAINTS[feature] = 1

for feature in ["Income", "CreditScore"]:
    AUSTRALIA_CREDIT_MONOTONE_CONSTRAINTS[feature] = -1

AUSTRALIA_CREDIT_MAX_LEAF_NODES_DICT = {feature: 5 for feature in AUSTRALIA_CREDIT_NUMERIC_COLS}

AUSTRALIA_CREDIT_SPECIAL_VALUES_DICT = {feature: [-1] for feature in AUSTRALIA_CREDIT_NUMERIC_COLS}

AUSTRALIA_CREDIT_SPECIAL_VALUE_THRESHOLD = -0.5

Listing 7: Australia preprocessing

POLAND_BANKRUPTCY_FEATURE_MAPPING = {
    "Attr1": "net profit / total assets",
    "Attr2": "total liabilities / total assets",
    "Attr3": "working capital / total assets",
    "Attr4": "current assets / short-term liabilities",
    "Attr5": "((cash + short-term securities + receivables - short-term liabilities) / (operating expenses - depreciation)) * 365",
    "Attr6": "retained earnings / total assets",
    "Attr7": "EBIT / total assets",
    "Attr8": "book value of equity / total liabilities",
    "Attr9": "sales / total assets",
    "Attr10": "equity / total assets",
    "Attr11": "(gross profit + extraordinary items + financial expenses) / total assets",
    "Attr12": "gross profit / short-term liabilities",
    "Attr13": "(gross profit + depreciation) / sales",
    "Attr14": "(gross profit + interest) / total assets",
    "Attr15": "((total liabilities + 365) / (gross profit + depreciation))",
    "Attr16": "(gross profit + depreciation) / total liabilities",
    "Attr17": "total assets / total liabilities",
    "Attr18": "gross profit / total assets",
    "Attr19": "gross profit / sales",
    "Attr20": "inventory * 365 / sales",
    "Attr21": "sales (n) / sales (n-1)",
    "Attr22": "profit on operating activities / total assets",
    "Attr23": "net profit / sales",
    "Attr24": "gross profit (in 3 years) / total assets",
}
"Attr25": "(equity - share capital) / total assets",
"Attr26": "(net profit + depreciation) / total liabilities",
"Attr27": "profit on operating activities / financial expenses",
"Attr28": "working capital / fixed assets",
"Attr29": "logarithm of total assets",
"Attr30": "(total liabilities - cash) / sales",
"Attr31": "(gross profit + interest) / sales",
"Attr32": "(current liabilities * 365) / cost of products sold",
"Attr33": "operating expenses / short-term liabilities",
"Attr34": "operating expenses / total liabilities",
"Attr35": "profit on sales / total assets",
"Attr36": "total sales / total assets",
"Attr37": "(current assets - inventories) / long-term liabilities",
"Attr38": "constant capital / total assets",
"Attr39": "profit on sales / sales",
"Attr40": "(current assets - inventory - receivables) / short-term liabilities",
"Attr41": "total liabilities / ((profit on operating activities + depreciation) * (12/365))",
"Attr42": "profit on operating activities / sales",
"Attr43": "rotation receivables + inventory turnover in days",
"Attr44": "(receivables * 365) / sales",
"Attr45": "net profit / inventory",
"Attr46": "(current assets - inventory) / short-term liabilities",
"Attr47": "(inventory * 365) / cost of products sold",
"Attr48": "EBITDA (profit on operating activities - depreciation) / total assets",
"Attr49": "EBITDA (profit on operating activities - depreciation) / sales",
"Attr50": "current assets / total liabilities",
"Attr51": "short-term liabilities / total assets",
"Attr52": "short-term liabilities * 365) / cost of products sold",
"Attr53": "equity / fixed assets",
"Attr54": "constant capital / fixed assets",
"Attr55": "working capital",
"Attr56": "(sales - cost of products sold) / sales",
"Attr57": "(current assets - inventory - short-term liabilities) / (sales - gross profit - depreciation)",
"Attr58": "total costs / total sales",
"Attr59": "long-term liabilities / equity",
"Attr60": "sales / inventory",
"Attr61": "sales / receivables",
"Attr62": "(short-term liabilities * 365) / sales",
"Attr63": "sales / short-term liabilities",
"Attr64": "sales / fixed assets"

POLAND_BANKRUPTCY_CATEGORICAL_COLS = []
POLAND_BANKRUPTCY_NUMERIC_COLS = [
  'net profit / total assets', 'total liabilities / total assets', 'working capital / total assets', 'current assets / short-term liabilities', '((cash + short-term securities + receivables - short-term liabilities) / (operating expenses - depreciation)) * 365', 'retained earnings / total assets', 'EBIT / total assets', 'book value of equity / total liabilities', 'sales / total assets', 'equity / total assets', '(gross profit + extraordinary items + financial expenses) / total assets', 'gross profit / short-term liabilities', '(gross profit + depreciation) / sales', '(gross profit + interest) / total assets', '(total liabilities * 365) / (gross profit + depreciation)', '(gross profit + depreciation) / total liabilities', 'total assets / total liabilities', 'gross profit / total assets', 'gross profit / sales', '(inventory * 365) / sales', 'sales (n) / sales (n-1)', 'profit on operating activities / total assets', 'net profit / sales', 'gross profit (in 3 years) / total assets', '(equity - share capital) / total assets', '(net profit + depreciation) / total liabilities', 'profit on operating activities / financial expenses', 'working capital / fixed assets', 'logarithm of total assets', '(total liabilities - cash) / sales', '(gross profit + interest) / sales', '(current liabilities * 365) / cost of products sold', 'operating expenses / short-term liabilities', 'operating expenses / total liabilities', 'profit on sales / total assets', 'total sales / total assets', 'constant capital / total assets', 'profit on sales / sales',]
POLAND_BANKRUPTCY_MONOTONE_CONSTRAINTS = {
    'net profit / total assets': -1,
    'total liabilities / total assets': 1,
    'working capital / total assets': -1,
    'current assets / short-term liabilities': -1,
    '((cash + short-term securities + receivables - short-term liabilities) / (expenses - depreciation)) * 365': -1,
    'retained earnings / total assets': -1,
    'EBIT / total assets': -1,
    'book value of equity / total liabilities': -1,
    'sales / total assets': 0,
    'equity / total assets': -1,
    '(gross profit + extraordinary items + financial expenses) / total assets': -1,
    'gross profit / short-term liabilities': -1,
    '(gross profit + depreciation) / sales': -1,
    'gross profit + interest) / total assets': -1,
    '((total liabilities * 365) / (gross profit + depreciation)': 0,
    '(gross profit + depreciation) / total liabilities': -1,
    'total assets / total liabilities': -1,
    'gross profit / total assets': -1,
    'gross profit / sales': -1,
    '(inventory + 365) / sales': 0,
    'sales (n) / sales (n-1)': 0,
    'profit on operating activities / total assets': 0,
    'net profit / sales': -1,
    'gross profit (in 3 years) / total assets': -1,
    '(equity - share capital) / total assets': -1,
    '(gross profit + depreciation) / total liabilities': -1,
    'profit on operating activities / financial expenses': 0,
    'working capital / fixed assets': 0,
    'logarithm of total assets': 0,
    '((total liabilities - cash) / sales': 1,
    '(gross profit + interest) / sales': -1,
    '(current liabilities * 365) / cost of products sold': 0,
    'operating expenses / short-term liabilities': 0,
    'operating expenses / total liabilities': 0,
    'profit on sales / total assets': 0,
    'total sales / total assets': 0,
    'constant capital / total assets': -1,
    'profit on sales / sales': 0,
    '(current assets - inventory - receivables) / short-term liabilities': -1,
    'total liabilities / ((profit on operating activities + depreciation) * (12/365))': 0,
    'profit on operating activities / sales': -1,
    'rotation receivables + inventory turnover in days': 0,
    'receivables * 365) / sales': 0,
    'net profit / inventory': -1,
    '(current assets - inventory) / short-term liabilities': -1,
    '(inventory + 365) / cost of products sold': 0,
    'EBITDA (profit on operating activities - depreciation) / total assets': 0,
    'EBITDA (profit on operating activities - depreciation) / sales': 0,
    'current assets / total liabilities': -1,
}
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'short-term liabilities / total assets': 1,
'(short-term liabilities * 365) / cost of products sold': 0,
'equity / fixed assets': 0,
'constant capital / fixed assets': 0,
'working capital': -1,
'(sales - cost of products sold) / sales': 0,
'(current assets - inventory - short-term liabilities) / (sales - gross profit - depreciation)': 0,
'total costs / total sales': 0,
'long-term liabilities / equity': 0,
'sales / inventory': 0,
'sales / receivables': 0,
'(short-term liabilities * 365) / sales': 1,
'sales / short-term liabilities': -1,
'sales / fixed assets': 0

POLAND_BANKRUPTCY_MAX_LEAF_NODES_DICT = {feature: 5 for feature in POLAND_BANKRUPTCY_NUMERIC_COLS}

POLAND_BANKRUPTCY_SPECIAL_VALUES_DICT = {feature: [-6] for feature in POLAND_BANKRUPTCY_NUMERIC_COLS}

POLAND_BANKRUPTCY_SPECIAL_VALUE_THRESHOLD = -5.5

POLAND_BANKRUPTCY_RC_FEATURE_MAPPING = OrderedDict({
    "Financing": [
        "(equity - share capital) / total assets"
    ],
    "CurrentRatio": [
        "total liabilities / ((profit on operating activities + depreciation) * (12/365))"
    ],
    "WorkingCapital": [
        "working capital / total assets", "working capital / fixed assets", "constant capital / total assets", "working capital",
        "constant capital / fixed assets", "logarithm of total assets"
    ],
    "LiabilitiesTurnoverRatios": [
        "equity / fixed assets", "book value of equity / total liabilities", "equity / total assets", "(net profit + depreciation) / total liabilities",
        "sales / short-term liabilities", "(current liabilities * 365) / cost of products sold",
        "operating expenses / short-term liabilities",
        "(short-term liabilities * 365) / cost of products sold", "short-term liabilities / total assets",
        "(current assets - inventory) / short-term liabilities",
        "(current assets - inventory - receivables) / short-term liabilities", "operating expenses / total liabilities"
    ],
    "ProfitabilityRatios": [
        "(gross profit + depreciation) / sales", "profit on operating activities / total assets",
        "(gross profit + interest) / sales",
        "rotation receivables + inventory turnover in days", "net profit / total assets",
        "(gross profit + extraordinary items + financial expenses) / total assets", "(gross profit + interest) / total assets",
        "gross profit / total assets", "gross profit (in 3 years) / total assets"
    ],
    "LeverageRatios": [
        "(total liabilities * 365) / (gross profit + depreciation)", "total liabilities / total assets",
        "current assets / short-term liabilities", "total assets / total liabilities", "gross profit / short-term liabilities",
        "(gross profit + depreciation) / total liabilities",
        "long-term liabilities / equity"
    ],
    "TurnoverRatios": [
        "(inventory + 365) / sales", "sales (n) / sales (n-1)", "(receivables + 365) / sales",
        "net profit / inventory",
        "(current assets - inventory) / short-term liabilities", "(inventory + 365) / cost of products sold",
        "current assets / total liabilities"
    ],
})
"OperatingPerformanceRatios": [  "sales / total assets", "total sales / total assets", "EBITDA (profit on operating activities - depreciation) / sales",  "(cash + short-term securities + receivables - short-term liabilities) / (operating expenses - depreciation)) * 365",  "retained earnings / total assets", "EBIT / total assets", "EBITDA (profit on operating activities - depreciation) / total assets",  "(current assets - inventory - short-term liabilities) / (sales - gross profit - depreciation)", "profit on operating activities / financial expenses"
],  "SalesInventoryRatios": [  "(sales - cost of products sold) / sales", "total costs /total sales", "sales / inventory", "sales / receivables", "net profit / inventory"
],  "SalesLiabilityRatios": [  "(short-term liabilities *365) / sales", "(total liabilities - cash) / sales"
],  "ProfitabilitySalesRatios": [  "gross profit / sales", "net profit / sales", "profit on sales / sales", "profit on operating activities / sales"
],  "SalesCapitalRatios": [  "profit on sales / total assets", "sales / fixed assets"
]
}

Listing 8: Poland preprocessing

LENDING_CLUB_SPECIAL_VALUE_THRESHOLD = -0.5

LENDING_CLUB_CATEGORICAL_COLS = ['term', 'emp_length', 'home_ownership', 'verification_status', 'pymnt_plan', 'purpose', 'initial_list_status', 'application_type', 'hardship_flag', 'disbursement_method', 'debt_settlement_flag']

LENDING_CLUB_NON_CATEGORICAL_COLS = ['loan_amnt', 'funded_amnt', 'funded_amnt_inv', 'int_rate', 'installment', 'sub_grade', 'annual_inc', 'issue_d', 'dti', 'delinq_2yrs', 'fico_range_low', 'fico_range_high', 'inq_last_6mths', 'mths_since_last_delinq', 'mths_since_last_record', 'open_acc', 'pub_rec', 'revol_bal', 'revol_util', 'total_acc', 'out_prncp', 'out_prncp_inv', 'total_pymnt', 'total_pymnt_inv', 'total_rec_prncp', 'total_rec_int', 'total_rec_late_fee', 'recoveries', 'collection_recovery_fee', 'last_pymnt_amnt', 'last_fico_range_high', 'last_fico_range_low', 'collections_12_mths_ex_med', 'mths_since_last_major_derog', 'acc_now_delinq', 'tot_coll_amt', 'tot_cur_bal', 'open_acc_6m', 'open_act_il', 'open_il_12m', 'open_il_24m', 'mths_since_rcnt_il', 'total_il_bal_il', 'il_util', 'open_rv_12m', 'open_rv_24m', 'max_bal_bc', 'all_util', 'total_rev_hi_lim', 'inq_fi', 'total_cu_tl', 'inq_last_12m', 'acc_open_past_24mths', 'avg_cur_bal', 'bc_open_to_buy', 'bc_util', 'chargeoff_within_12_mths', 'delinq_amnt', 'mo_sin_old_il_acct', 'mo_sin_old_rev_tl_op', 'mo_sin_rcnt_tl', 'mort_acc', 'mths_since_recent_bc', 'mths_since_recent_bc_dlq', 'mths_since_recent_inq', 'mths_since_recent_revol_delinq', 'num_accts_ever_120_pd', 'num_actv_bc_tl', 'num_actv_rev_tl', 'num_bc_sats', 'num_bc_tl', 'num_il_tl', 'num_op_rev_tl', 'num_rev_accts', 'num_rev_tl_bal_gt_0', 'num_sats', 'num_tl_120dpd_24m', 'num_tl_30g_90g', 'num_tl_30d_60d', 'num_tl_30g_90g_12m', 'num_tl_120pmt', 'num_tl_30d_g_60d', 'num_tl_60d_120d', 'num_tl_120pmt', 'num_tl_30g_60g', 'num_tl_90g_120g', 'num_qm_tl', 'num_rev_tl_bal_gt_0', 'pub_rec_bankruptcies', 'tax_liens', 'tot_hi_cred_lim', 'total_bal_ex_mort', 'total_bc_limit', 'total_il_high_credit_limit']

LENDING_CLUB_MONOTONE_CONSTRAINTS = OrderedDict (['issue_d': 1, 'tot_coll_amt': 0, 'num_bc_sats': 1, 'total_rev_hi_lim': -1, 'last_fico_range_low': -1, 'loan_amnt': -1, 'funded_amnt': 0, 'funded_amnt_inv': 1, 'int_rate': 1, 'installment': -1, 'sub_grade': -1, 'annual_inc': 1, 'issue_d': 1, 'dti': -1, 'delinq_2yrs': -1, 'fico_range_low': -1, 'fico_range_high': 1, 'inq_last_6mths': 1, 'mths_since_last_delinq': 1, 'mths_since_last_record': 1, 'open_acc': -1, 'pub_rec': -1, 'revol_bal': -1, 'revol_util': -1, 'total_acc': 1, 'out_prncp': -1, 'out_prncp_inv': -1, 'total_pymnt': 1, 'total_pymnt_inv': 1, 'total_rec_prncp': 1, 'total_rec_int': 1, 'total_rec_late_fee': 1, 'recoveries': 1, 'collection_recovery_fee': 1, 'last_pymnt_amnt': 1, 'last_fico_range_high': 1, 'last_fico_range_low': -1, 'collections_12_mths_ex_med': 1, 'mths_since_last_major_derog': 1, 'acc_now_delinq': 1, 'tot_coll_amt': 1, 'tot_cur_bal': 1, 'open_acc_6m': -1, 'open_act_il': -1, 'open_il_12m': -1, 'open_il_24m': -1, 'mths_since_rcnt_il': 1, 'total_il_bal_il': -1, 'il_util': -1, 'open_rv_12m': -1, 'open_rv_24m': -1, 'max_bal_bc': -1, 'all_util': -1, 'total_rev_hi_lim': -1, 'inq_fi': -1, 'total_cu_tl': -1, 'inq_last_12m': -1, 'acc_open_past_24mths': -1, 'avg_cur_bal': -1, 'bc_open_to_buy': -1, 'bc_util': -1, 'chargeoff_within_12_mths': -1, 'delinq_amnt': -1, 'mo_sin_old_il_acct': -1, 'mo_sin_old_rev_tl_op': -1, 'mo_sin_rcnt_tl': -1, 'mort_acc': -1, 'mths_since_recent_bc': -1, 'mths_since_recent_bc_dlq': -1, 'mths_since_recent_inq': -1, 'mths_since_recent_revol_delinq': -1, 'num_accts_ever_120_pd': -1, 'num_actv_bc_tl': -1, 'num_actv_rev_tl': -1, 'num_bc_sats': -1, 'num_bc_tl': -1, 'num_il_tl': -1, 'num_op_rev_tl': -1, 'num_rev_accts': -1, 'num_rev_tl_bal_gt_0': -1, 'num_sats': -1, 'num_tl_120pmt': -1, 'num_tl_30d_60d': -1, 'num_tl_30g_90g': -1, 'num_tl_60d_120d': -1, 'num_tl_120pmt': -1, 'num_tl_30g_60g': -1, 'num_tl_90g_120g': -1, 'num_qm_tl': -1, 'num_rev_tl_bal_gt_0': -1, 'pub_rec_bankruptcies': -1, 'tax_liens': -1, 'tot_hi_cred_lim': -1, 'total_bal_ex_mort': -1, 'total_bc_limit': -1, 'total_il_high_credit_limit': -1])

30
| Feature                          | Value |
|---------------------------------|-------|
| num_rev_tl_bal_gt_0             | 1     |
| mths_since_recent_bc            | -1    |
| revol_bal                       | 0     |
| mo_sin_rcnt_rev_tl_op           | -1    |
| out_prncp_inv                   | 1     |
| total_bal_ex_mort               | 0     |
| mths_since_last_delinq          | 0     |
| recoveries                      | 0     |
| chargeoff_within_12_mths        | 1     |
| fico_range_high                 | -1    |
| total_pymnt                     | -1    |
| mths_since_rcnt_tl              | 0     |
| open_act_tl                     | 0     |
| bc_util                         | 1     |
| revol_util                      | 1     |
| open_il_24m                     | 1     |
| total_pymnt_inv                 | -1    |
| il_util                         | 1     |
| mths_since_recent_bc_dlq        | 0     |
| num_rev_accts                   | 0     |
| pub_rec                         | 0     |
| num_sats                        | 1     |
| num_il_tl                       | 0     |
| out_prncp                       | 1     |
| all_util                        | 1     |
| num_tl_30dpd                    | 1     |
| collections_12_mths_ex_med      | 1     |
| total_acc                       | 0     |
| num_actv_bc_tl                  | 1     |
| delinq_amnt                     | 1     |
| num_tl_op_past_12m              | 1     |
| mths_since_last_major_derog     | 0     |
| tot_cur_bal                     | 0     |
| total_rec_prncp                 | 0     |
| inq_last_12m                    | 1     |
| inq_fi                          | 1     |
| dti                             | 1     |
| num_bc_tl                       | 0     |
| total_rec_int                   | 0     |
| tot_hi_cred_lim                 | 0     |
| avg_cur_bal                     | 0     |
| funded_amnt_inv                 | 0     |
| num_tl_120dpd_2m                | 1     |
| open_acc_6m                     | 1     |
| funded_amnt                     | 0     |
| tax_liens                       | 0     |
| open_rv_24m                     | 1     |
| percent_bc_gt_75                | 0     |
| mo_sin_old_rev_tl_op            | 0     |
| num_op_rev_tl                   | 1     |
| int_rate                        | 1     |
| total_cu_tl                     | 0     |
| pct_tl_nvr_dtlq                  | 0     |
| num_accts_ever_120_pd           | 0     |
| sub_grade                       | 1     |
| total_il_high_credit_limit      | 0     |
| mo_sin_old_il_acct              | 0     |
| mths_since_recent_revol_delinq  | 0     |
| open_rv_12m                     | 1     |
| acc_now_delinq                  | 1     |
| last_fico_range_high            | -1    |
| mths_since_recent_inq           | -1    |
| mort_acc                        | -1    |
| total_bal_il                    | 0     |
| inq_last_6mths                  | 1     |
| last_pymnt_amnt                 | 0     |
| max_bal_bc                      | 0     |
| collection_recovery_fee         | 0     |
| num_actv_rev_tl                 | 0     |
| open_il_12m                     | 0     |
{'delinq_2yrs': 1, 'mo_sin_rcnt_tl': -1, 'bc_open_to_buy': -1, 'loan_amnt': 0, 'mths_since_last_record': 0, 'installment': 0, 'fico_range_low': -1, 'total_rec_late_fee': 0, 'open_acc': 1, 'acc_open_past_24mths': 1, 'annual_inc': -1, 'num_tl_90g_dpd_24m': 0, 'total_bc_limit': -1, 'pub_rec_bankruptcies': 1}

LENDING_CLUB_MONOTONE_CONSTRAINTS.update({col: 0 for col in LENDING_CLUB_CATEGORICAL_COLS})

LENDING_CLUB_SPECIAL_VALUES_DICT = {feature: [LENDING_CLUB_SPECIAL_VALUE_THRESHOLD] for feature in LENDING_CLUB_NON_CATEGORICAL_COLS}

LENDING_CLUB_RC_FEATURE_MAPPING = OrderedDict({
    "LoanInfo": [
        "loan_amnt", "funded_amnt", "funded_amnt_inv", "term", "sub_grade", "issue_d", "pymnt_plan", "purpose", "initial_list_status", "application_type", "disbursement_method"],
    "LoanStatus": [
        "out_prncp", "out_prncp_inv", "total_pymnt", "total_pymnt_inv", "total_rec_prncp", "total_rec_int", "total_rec_late_fee", "recoveries", "collection_recovery_fee", "last_pymnt_amt"],
    "PersonalInfo": [
        "emp_length", "home_ownership"],
    "FinancialCapabilities": [
        "annual_inc", "verification_status", "open_acc", "total_acc", "tot_cur_bal", "bc_util", "bc_open_to_buy", "mort_acc", "num_actv_bc_tl", "num_bc_rats", "num_bc_tl", "num_rats", "tot_hi_cred_lim", "total_bc_limit", "total_il_high_credit_limit", "avg_cur_bal"],
    "FinancialLiabilities": [
        "dti", "percent_bc_gt_75", "pub_rec_bankruptcies", "tax_liens", "hardship_flag", "debt_settlement_flag", "total_bal_ex_mort"],
    "ExternalRiskEstimate": [
        "fico_range_low", "fico_range_high", "last_fico_range_high", "last_fico_range_low"],
    "TradeOpenTime": [
        "total_cu_tl", "acc_open_past_24mths", "mths_since_recent_bc"],
    "TradeQuality": [
        "pub_rec", "pct_tl_nvr_dlq"],
    "TradeFrequency": [
        "mths_since_last_record", "open_acc_6m", "mo_sin_old_il_acct", "mo_sin_old_rev_tl_op", "mo_sin_rcnt_rev_tl_op", "mo_sin_rcnt_tl", "num_actv_rev_tl", "num_tl_op_past_12m"],
    "Delinquency": [
        "delinq_2yrs", "mths_since_last_delinq", "collections_12_mths_ex_med", "mths_since_last_major_derog", "acc_now_delinq", "tot_coll_amt", "chargeoff_within_12_mths", "delinquencies", "mths_since_recent_bc_dq", "mths_since_recent_revol_dlnq", "num_accts ever 120 pd", "num_tl 120dpd 2m", "num_tl 30dpd", "num_tl 90g dpd 24m"],
    "Installment": [
        "int_rate", "installment", "open_act_il", "open_il_12m", "open_il_24m", "mths_since_rcnt_il", "total_bal_il", "il_util", "num_il_tl"}
```
{
    "Inquiry": ["inq_last_6mths", "inq_fi", "inq_last_12m", "mths_since_recent_inq"],
    "RevolvingBalance": ["revol_bal", "open_rv_12m", "open_rv_24m", "max_bal_bc", "total_rev_hi_lim", "num_op_rev_tl", "num_rev_accts", "num_rev_tl_bal_gt_0"],
    "Utilization": ["revol_util", "all_util"]
}
```

Listing 9: Lending Club preprocessing