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Abstract. I will give an overview on the numerical approach for the solution of the Galactic cosmic-ray propagation problem used within the recently introduced code Picard. The code solves the transport equation for each cosmic-ray species resulting in a prediction of the cosmic ray flux everywhere in the Galaxy. Picard is a prominent example for the current transition from two-dimensional azimuthally symmetric models of Galactic cosmic-ray transport to those that allow higher degrees of realism. In Picard this is achieved by use of contemporary numerical solvers that allow efficient computation of very high resolution models. I will address the new physics that can be incorporated in such three-dimensional models, e.g. example problems like the transition from axisymmetric cosmic-ray source distributions to spiral-arm cosmic-ray source distributions, including consequences for the various observables related to cosmic rays.

1. Introduction
The majority of cosmic rays up to an energy of $10^{15}$ eV are thought to be of Galactic nature. They are accelerated by different sources and mechanisms all throughout the Galaxy (see (1) for a discussion of different sources). Here, our focus is on the transport of these particles throughout the Galaxy – to the observer at Earth. The transport of Galactic cosmic rays is determined by the interplay of several processes. Cosmic rays are subject to diffusion in space and also in energy due to scattering of the high-energy particles off irregularities in the interstellar magnetic field. They suffer from different kinds of energy-losses, where electrons are most severely affected. Additionally, heavy cosmic-ray nuclei can fragment in nuclear interactions with the interstellar gas. This is a loss process for the heavy nuclei and an additional secondary source process for lighter particles. In total, Galactic cosmic-ray transport is described by the following transport equation (see also 2; 3):

$$\frac{\partial \psi_i}{\partial t} = q(\vec{r}, p) + \nabla \cdot \mathcal{D} \nabla \psi_i + \frac{\partial}{\partial p} p^2 D_{pp} \frac{\partial}{\partial p} \left( \frac{1}{p} \psi_i - \frac{1}{3} (\nabla \cdot \vec{v}) \psi_i \right) - \frac{1}{\tau_f} \psi_i - \frac{1}{\tau_r} \psi_i. \quad (1)$$

This transport equations determines the cosmic-ray flux $\psi_i$ for each cosmic-ray species $i$. In this equation, $q(\vec{r}, p)$ describes the spatial distribution and the energy dependence of the cosmic-ray sources. $\mathcal{D}$ is the diffusion tensor, that can depend on energy, position and also direction in space. Similarly, $D_{pp}$ is the momentum diffusion coefficient. Cosmic rays can be advected together with the interstellar gas moving with advection velocity $\vec{v}$. Additionally, $\dot{p}$ describes the energy losses and $\tau_f$ and $\tau_r$ are the time scales for fragmentation- or radiative losses, respectively.

Mathematically, the Galactic cosmic-ray transport equation is a four-dimensional diffusion-convection equation. Typically, the energy-dependence of the different terms in the cosmic-ray transport equation can be described as a power law in energy. This pertains in particular to
the energy dependence of the cosmic-ray source strength, the energy dependence of spatial- and momentum diffusion, and also the energy dependence of the different energy-loss rates. As a result the spectra of the different particle species are also of power-law form. However, the power-law index differs for different species and also in different energy regimes – depending on the relative importance of the transport parameters. Together with the wide range of energies relevant for Galactic cosmic-ray transport (ranging from hundreds up to some $10^9$ MeV) the solution of this transport equation is numerically very demanding. In the following we will discuss available solution approaches in section 2 and, more in particular, the approach used in the PICARD code (4) in section 3. Finally, we present a few results in section 4.

2. Numerical solution of the cosmic-ray transport equation

For the numerical solution of the transport equation (1) there exist a range of numerical methods. These include grid-based methods, where the differential equation is solved by a discretisation in space, energy, and time, and a range of methods that propagate pseudo particles according to the prescription of the transport equation. The latter include Monte-Carlo-based methods as, e.g., discussed by (5) and also the use of so called stochastic differential equations (SDEs) (6; 7; 8). SDEs are particularly efficient in computing the cosmic-ray flux at a given position in space due to the possibility to perform a computation backwards in time – from the observer to the sources of cosmic rays. When, however, the distribution of cosmic rays everywhere in the Galaxy is of relevance, as for example in a study of Galactic diffuse emission (9), this method becomes computationally expensive. With a focus on methods suitable for the latter, we will only discuss grid-based solution methods of the cosmic-ray transport equation.

There are several Galactic cosmic-ray propagation codes available that rely on a grid-based solution method. These included, but are not limited to, DRAGON (10), GALPROP (11), and PICARD (4). The former two of these codes rely on a very similar numerical scheme: they use a dimensional splitting method for all spatial and the momentum dimension. For each dimensions the transport equation is discretised – typically using a Crank-Nicolson method – and the resulting tri-diagonal system of equations is solved via a standard method. The solution is then advanced in time according to a user-defined configuration of the given time-integration method.

Depending on the highest energy taken into account the characteristic time scales for Galactic cosmic-ray transport can become rather short - on the order of tens of years for cosmic-ray electrons. Additionally, the time until a converged solution is reached at <GeV energies, can be hundreds of millions of years. To avoid an extremely large number of time steps both schemes start the implicit time-integration scheme with a very large time step. Time-step size is then successively reduced until a smallest time step is reached that should reflect the characteristic time scale of the problem. For instance in GALPROP, however, the particular setup of the time-integration method is not controlled by the code but rather by the configuration file. While standard parameters for this setup usually yield satisfactory results, often the users are not aware of possible problems caused by an unsuitable choice of time-integration parameters (12). We found that sometimes also standard time-integration parameters can result in an error of up to ten percent in the cosmic-ray flux.

3. Steady-state solution scheme

Since the majority of studies relating to Galactic cosmic-ray transport focus on steady-state problems, i.e. problems where all transport parameters are time independent, the solution method applied by PICARD explicitly uses:

$$\frac{\partial \psi_i}{\partial t} = 0 \quad (2)$$
No time-integration is used in PICARD. Instead the transport equation is discretised in space and momentum only. This does not allow a dimensional splitting method as used in DRAGON and GALPROP any more, but leads to a system of algebraic equations with a band-diagonal matrix. In contrast to a tri-diagonal matrix there is no direct solution method available with a numerical cost of order $O(N)$, where $N$ is the number of coupled algebraic equations. Instead PICARD uses iterative methods to solve the system of equations. This does not yield an exact solution of the system of equations, but the iterations are stopped only when the residual is smaller than a threshold value that can be imposed by the user. The residual values reached by the code are smaller than the discretisation error. In the following we will describe the specifics of the solution approach in PICARD.

There are two types of steady-state solvers available in PICARD – depending on the transport-parameter setup. In Galactic cosmic-ray transport at least three types of propagation models are distinguished. In a so-called plain-diffusion model only spatial but no momentum diffusion is taken into account. In a reacceleration model also diffusive reacceleration or Fermi II acceleration is taken into account. In this case $D_{pp}$ is non zero, effectively resulting in a diffusion in momentum space with an additional term describing an energy gain. In both these models spatial convection is often not taken into account. Thus, the third kind of models are such, where convection is additionally considered.

Apparently, in a plain-diffusion model without spatial convection, there is no term in the transport equation that can describe a possible energy gain. Cosmic rays are accelerated at the sources, resulting in a pre-defined source spectrum, and are thereafter only subject to spatial diffusion and energy losses. Also in a plain-diffusion model with non-zero convection fulfilling the condition $\nabla \cdot \vec{v} > 0$ everywhere there are no energy gains. This implies that the cosmic-ray flux at a given energy is independent from the flux at lower energies. This motivates the first numerical scheme used in PICARD, where the transport equation is solved successively at the different energy levels starting from the highest energy. At a given energy, the flux at the next-higher grid point in energy is used as input or initial condition and then only the spatial problem needs to be solved. By this the four-dimensional transport equation can be solved as a successive number of three-dimensional problems.

Regarding the numerical implementation this procedure is similar to a time-integration scheme, only that in PICARD we integrate from high to low energy. Ignoring spatial convection the transport equation in this particular case is:

$$-\nabla \cdot D \nabla \psi_i + \frac{\partial}{\partial p} \{ \dot{\psi}_i \} + \frac{1}{\tau} \psi_i = q(\vec{r}, p),$$

where the time scales for fragmentation and radiative decay were combined into the decay time scale $\tau$. Here, PICARD offers two principle sub-solvers. The first is analogous to a time-forward implicit discretisation of first order. For this an upwind finite-difference discretisation is used on the energy grid. The grid points are distributed as a power-law in energy, resulting in an equidistant representation when plotted logarithmically. After the discretisation in energy, at each energy level $n$ a three-dimensional transport equation of the form:

$$-\nabla \cdot D \nabla \psi_i|_n - \frac{\dot{\psi}_i|_n}{p^{n+1} - p^n} + \frac{\psi_i}{\tau}|_n = q(\vec{r}, p^n) - \frac{\dot{\psi}_i|_{n+1}}{p^{n+1} - p^n}$$

is solved. For this Eq. 4 is discretised in space (currently, configuration space is discretised using finite differences on a Cartesian grid with constant grid spacings along each dimension) and then solved using an iterative method for band-diagonal matrices. In PICARD two solution methods are available for such band-diagonal matrices: a multigrid method (13) and a BiCGStab solver (14). For a model using spatially constant isotropic diffusion, the multigrid method is more
efficient, but for spatially-variable diffusion possibly with additional off-diagonal elements the BiCGStab method reaches a converged solution more quickly. The modular framework of the code also allows adding of additional solvers with relative ease.

For the multigrid solver different versions are implemented. For spatially constant, isotropic diffusion a simple red-black Gauss-Seidel method is very efficient. For anisotropic and possibly spatially variable diffusion an alternating plane solver is the preferred option.

The second sub-solver is second order in momentum. This is achieved by integrating Eq. (3) from \( p^n \) to \( p^{n+1} \), which results in the alternative form for the energy-discrete transport equation:

\[
- \nabla \cdot D \nabla \psi_n |_{p^n} - \frac{2 \dot{p} \psi_n |_{p^n}}{p^{n+1} - p^n} + \frac{\psi_n}{\tau} |_{n} = \tilde{q}, \tag{5}
\]

with

\[
\tilde{q} = \nabla \cdot D \nabla \psi_{n+1} |_{p^{n+1}} + q(\vec{r}, p^n) + q(\vec{r}, p^{n+1}) - \frac{2 \dot{p} \psi_{n+1} |_{p^{n+1}}}{p^{n+1} - p^n} - \frac{\psi_n}{\tau} |_{n+1} \tag{6}
\]

Here, the momentum integrals of all but the energy-loss term in Eq. (3) are evaluated via the trapezoidal rule, leading to the desired second-order behaviour even on the non-linear momentum grid. Eq. (5) is of the same principle form as Eq. (4) and can, thus, be solved using the same numerical scheme. This shows that the second order scheme is nearly identical in numerical cost, while offering higher precision – or the option to use fewer grid points in momentum.

Whenever energy gains are possible in a given configuration the plain-diffusion solver discussed above is not applicable any more. In that case a fully four-dimensional solver is used. Currently, the most efficient option in Picard is using a four-dimensional multigrid solver. In this case the spatial derivatives are discretised in the same form as in the other schemes. Momentum derivatives are computed via finite differences on the power-law grid. For the usual three-point stencil this leads to first order behaviour for the energy-loss terms because central differencing is not suitable here, and an upwind discretisation needs to be used. As an alternative, Picard also allows for a second-order discretisation of the energy-loss terms, by using a wider stencil.

At each multigrid level all three-dimensional sub problems at even momentum grid points and then those at odd momentum grid points are solved. In that regard the approach is similar to the red-black Gauss-Seidel solver. For the solution of the corresponding three-dimensional sub-problems at given momenta we apply the same three-dimensional solvers as for the plain-diffusion form of the transport equation.

Here, we described the specific solvers for the transport equation of a single cosmic-ray species. Due to radioactive decay and fragmentation reactions different species can interact with each other. This interaction is realised by the loss-terms and the source term in Eq. (1). To acknowledge the coupling of the different cosmic-ray species, the transport equation for the heaviest nucleus with the highest charge is solved first. Then the transport equations for the lighter nuclei are solved successively. Whenever a nucleus is treated that can decay into one that was addressed earlier in this nuclear reaction network, and can thus contribute to its source function, the transport equation for the earlier nucleus is solved again. Thus, the part of the nuclear network between the two coupled species is iterated several times. In (12) we discuss further details of this implementation and show that usually two such iterations are sufficient to lead to a converged result.

All solvers have been verified by being applied to a range of analytically solvable problems in (4). Additionally, results produced with other codes have successfully been reproduced using Picard, as, e.g., shown in (12). Picard is fully MPI parallel and has been run on distributed- and shared-memory machines successfully. By construction and due to its efficiency, Picard is particularly suited for the solution of three-dimensional propagation problems, where in the
past often axisymmetric setups were used for the Galaxy (see, e.g. 3) applying a two-dimensional setup using cylindrical coordinates.

4. Example results
Due to the optimisation for the solution of spatially three-dimensional problems, PICARD has been applied to the Galactic cosmic-ray transport problem under the assumption that the sources of cosmic rays are concentrated along the Galactic spiral arms. This has lately also been addressed by other groups (5; 8; 15; 16; 7). Such a source distribution is motivated by cosmic rays being supposedly accelerated predominantly at young astrophysical objects like, e.g., supernova remnants and pulsar-wind nebulae.

In (17) we investigated the impact of different such localised source distributions on the proton and electron flux at different energies, which are the most relevant species for the Galactic diffuse gamma-ray emission (9). In a follow-up study (12) we verified that a set of propagation parameters can be found by which also models using a localised source distribution yield a good fit to cosmic-ray fluxes observed at Earth.

Corresponding results for the resulting secondary-to-primary ratios are shown in Fig. 1 where propagation parameters as discussed in (12) are used. In this case we investigated an axisymmetric source distribution model taken from (9), a model with a logarithmic four-arm source distribution model extracted from (18, the four-arm Model), a source distribution model based on the parametrisation by (19, the NE2001-Model) and a two-arm model with a Galactic bar based on (20). The $^{10}$Be/$^9$Be ratio and the B/C ratio shown in Fig. 1 are the best measured of the secondary-to-primary ratios, allowing to judge the quality of a fit – especially since they do not show a power-law distribution in energy. Another interesting constraint for the propagation physics is the measured antiproton flux, but reproducing these measurements can still be problematic (see, e.g., 21). For this, an investigation of the impact of the more recent prescription for the antiproton production cross section by (22) will be interesting. This cross section has been a recent addition to the PICARD code.

For the four-arm Model and the NE2001 model we found a satisfactory agreement with observations at Earth. For the two-arm Model, however, it was so far not possible to find a set of transport parameters that could describe the observations with convincing values for the different parameters (see also 23). It turns out, however, that the quality of the fit is mostly...
determined by the sources nearest to the Earth, where the two-arm model suffers from the nearest spiral arms not being taken into account in that case. However, when adding the local spiral-arm segment near Earth to the model, also the two-arm model should be able to reproduce the observations (see 12).

This shows that very different source-distribution models can lead to a good fit to observational data - despite very different spatial distributions of the cosmic-ray flux. As mentioned above, this is because the observable flux at Earth is predominantly determined by the nearest cosmic-ray sources. This also means that the diffuse gamma-ray emission should be rather different in the different models, since it originates everywhere in the Galaxy – this is currently being studied using Picard. Apart from that, the results also show the applicability of Picard to studies of fully three-dimensional transport problems of Galactic cosmic rays.

5. Conclusions
Here, we discussed the specific implementation of the numerical solution scheme used in the Picard code to solve the Galactic cosmic-ray transport problem. We focussed on the implementation of the different steady-state solvers in Picard, although there is also a time-evolution scheme for time-dependent cosmic-ray transport problems. Picard has successfully been applied to transport problems with localised source distributions, where a few results have been discussed, here. Current developments in Picard include the application of spatially variable diffusion using a full diffusion tensor and the implementation of a new interstellar radiation field. The latter will be particularly important in a study of the Galactic center physics. For this relevant constraints will mostly come from diffuse gamma-ray emission, because the cosmic-ray flux at Earth is mostly determined by near-by sources.
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