Abstract—In this paper, we propose a novel algorithm to optimize the energy-efficiency (EE) of orthogonal frequency division multiplexing-based cognitive radio systems under channel uncertainties. We formulate an optimization problem that guarantees a minimum required rate and a specified power budget for the secondary user (SU), while restricting the interference to primary users (PUs) in a statistical manner. The optimization problem is non-convex and it is transformed to an equivalent problem using the concept of fractional programming. Unlike all related works in the literature, we consider the effect of imperfect channel-state-information (CSI) on the links between the SU transmitter and receiver pairs and we additionally consider the effect of limited sensing capabilities of the SU. Since the interference constraints are met statistically, the SU transmitter does not require perfect CSI feedback from the PUs receivers. Simulation results show that the EE deteriorates as the channel estimation error increases. Comparisons with relevant works from the literature show that the interference thresholds at the PUs receivers can be severely exceeded and the EE is slightly deteriorated if the SU does not account for spectrum sensing errors.
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I. INTRODUCTION

Cognitive radio (CR) can considerably enhance the spectrum utilization efficiency by dynamically sharing the spectrum between licensed/primary users (PUs) and unlicensed/secondary users (SUs) [1]. This is achieved by granting SUs opportunistic access to the white spaces within PUs spectrum, while controlling the interference to PUs. Orthogonal frequency division multiplexing (OFDM) is recognized as an attractive modulation technique for CR due to its spectrum shaping flexibility, adaptivity in allocating vacant radio resources, and capability of analyzing the spectral activities of PUs [2]. Generally speaking, the interference introduced to PUs bands in OFDM-based CR networks can be classified as: 1) mutual interference (co-channel interference (CCI) and adjacent channel interference (ACI)) between the SU and PUs due to the non-orthogonality of their respective transmissions [2] and 2) interference due to the SU’s imperfect spectrum sensing capabilities [1].

Most of the existing research has focused on optimizing the transmission rate of SUs while limiting the interference introduced to PUs to predefined thresholds (see, e.g., [3], [4] and references therein). Recently, optimizing the energy-efficiency (EE)—defined as the total energy consumed to deliver one bit; or its inverse—has received increasing attention due to steadily rising energy costs and environmental concerns [5]–[12]. Wang et al. in [6] optimized the EE of an OFDM-based CR network subject to power budget and interference constraints; however, this comes at the expense of deteriorating the rate of the SU. Oto et al. in [7] found the optimal packet size that maximizes the EE of CR sensor networks while maintaining acceptable interference levels to the licensed PUs. In [8], Xie et al. investigated the problem of maximizing the EE of heterogeneous cognitive radio networks coexisting with femtocells. Wang et al. in [9] optimized the EE of OFDM-based CR system subject to PUs interference constraints and different SUs rates. In [10], Mao et al. optimized the EE of CR MIMO broadcast channels while guaranteeing certain interference threshold at the PUs receivers. The same authors optimized the EE of OFDM-based CR systems subject to controlled interference leakage to PUs in [11]. To the authors’ knowledge, all prior research on optimizing the EE has assumed that the SU has perfect spectrum sensing capabilities and perfect channel-state-information (CSI) for the links between the SU transmitter and receiver pairs [6]–[11]. However, in practice sensing is not fully reliable due to SU hardware limitations and variable channel conditions. Furthermore, it is also of practical importance to study the impact of channel estimation errors for the SU links on the EE optimization problem.

In this paper, we formulate a novel EE optimization problem for the SU subject to its total transmit power budget and predefined quality-of-service (QoS) in terms of the minimum supported rate, as well as as statistical constraints on the CCI.

The EE can be defined as the number of bits per unit energy. However, it is common to define it as the total energy consumed to deliver one bit; please, see [5–7].
and ACI to existing PUs. The optimization problem considers channel estimation errors for the links between the SU transmitter and receiver pairs, along with SU spectrum sensing errors. Furthermore, the SU does not rely on perfect CSI for the links between the SU transmitter and PUs receivers, since the interference constraints are met statistically.

The remainder of the paper is organized as follows. Section II introduces the system model. Section III analyzes the optimization problem and outlines the proposed algorithm for its solution. Simulation results are presented in Section IV while conclusions are drawn in Section V.

II. SYSTEM MODEL

A. System description

The available spectrum is assumed to be divided into L subchannels that are licensed to L PUs. We assume that the SU periodically senses the PUs spectrum in order to identify vacant bands for its transmission. Without loss of generality, we consider that the SU senses that subchannel m, of bandwidth B, is vacant. However, due to the varying channel conditions between the SU and PUs, the SU may not detect the presence of the mth PU. This means that the SU identifies the mth PU band as vacant when it is truly occupied. This is referred to as a mis-detection error and it is assumed to occur with a probability $\rho_{sd}^{(m)}$. On the other hand, the SU may identify the $\ell$th PU band as occupied when it is truly vacant. This is referred to as a false-alarm error and it is assumed to occur with a probability $\rho_{fa}^{(\ell)}$. Mis-detection errors lead to severe co-channel interference to the mth PU, while false-alarm errors result in the SU wasting transmission opportunities.

B. Modeling the statistical CCI and ACI constraints with imperfect SU sensing

Using the Bayes’ theorem and the law of total probability, the probability that subchannel m is truly occupied under the condition that the SU identified it to be vacant can be expressed as

$$\rho_{OV}^{(m)} = \frac{\rho_{sd}^{(m)} \rho^{(m)}}{\rho_{sd}^{(m)} \rho^{(m)} + (1 - \rho_{sd}^{(m)})(1 - \rho^{(m)})},$$

(1)

where $\rho^{(m)}$ is the probability that the PU transmits on subchannel m and $\rho_{sd}^{(m)}$ represents the probability that the interference due to mis-detection errors will be present in subchannel m, which is determined to be vacant by the SU. Furthermore, the probability that subchannel $\ell$ is truly occupied by the PUs under the condition that the SU identified it to be occupied can be written as

$$\rho_{OO}^{(\ell)} = \frac{(1 - \rho_{sd}^{(\ell)}) \rho^{(\ell)}}{(1 - \rho_{sd}^{(\ell)}) \rho^{(\ell)} + \rho_{fa}^{(\ell)}(1 - \rho^{(\ell)})}.$$  

(2)

Note that for perfect sensing $\rho_{OV}^{(m)} = 0$ and $\rho_{OO}^{(\ell)} = 1$.

Estimating the channel gains between the SU transmitter and the PUs receivers is challenging without the PUs cooperation. Hence, we assume that the SU transmitter has only knowledge of the fading distribution type and its corresponding parameters of the channels on these links. This is a reasonable assumption for certain wireless environments. For example, a Rayleigh distribution is usually assumed for the magnitude of the fading channel coefficients in non-line-of-sight urban environments. The constraint on the CCI from the SU to the mth PU is formulated as

$$\beta_{OV}^{(m)} |H_{sp}^{(m)}| G^{(m)} \sum_{i=1}^{N} p_i \leq P_{th}^{(m)},$$

where $\beta_{OV}^{(m)}$ and $G^{(m)}$ are the channel gain and the distance-based path loss to the distant mth PU receiver, $p_i$ is the power allocated to subcarrier $i$, $i = 1, \ldots, N$, and $P_{th}^{(m)}$ is the interference threshold at the mth PU receiver. Since $\beta_{OV}^{(m)}$ is not perfectly known at the SU transmitter, the CCI constraint is limited below the threshold $P_{th}^{(m)}$ with at least a probability of $\psi_{th}^{(m)}$. This is formulated as

$$\Pr \left(\beta_{OV}^{(m)} |H_{sp}^{(m)}| G^{(m)} \sum_{i=1}^{N} p_i \leq P_{th}^{(m)} \right) \geq \psi_{th}^{(m)}.$$  

A non-line-of-sight propagation environment is assumed; therefore, the channel gain $\beta_{OV}^{(m)}$ can be modeled as a zero-mean complex Gaussian random variable, and, hence, $|H_{sp}^{(m)}|^2$ follows the exponential distribution [14].

Using the Bayes’ theorem and the law of total probability, the mean of the exponential distribution is assumed for the magnitude of the fading channel coefficients [14]. After some mathematical manipulations, the CCI statistical constraints can be expressed as

$$\sum_{i=1}^{N} p_i \leq \frac{1}{\beta_{OV}^{(m)} G^{(m)} \left( - \ln(1 - \psi_{th}^{(m)}) \right)} P_{th}^{(m)},$$

where $x, y$ represents $\min(x, y)$. The ACI is mainly due to the power spectral leakage of the SU subcarriers to the PUs receivers. This depends on the power allocated to each SU subcarrier and the spectral distance between the SU subcarriers and the PUs receivers. Similar to the CCI constraint, the statistical ACI constraint can be written as

$$\sum_{i=1}^{N} p_i \omega_{i}^{(\ell)} \leq \frac{1}{\beta_{ACI}^{(\ell)} G^{(\ell)} \left( - \ln(1 - \psi_{th}^{(\ell)}) \right)} P_{th}^{(\ell)}, \quad \ell = 1, \ldots, L,$$

(4)

where $1/\beta_{ACI}^{(\ell)}$ and $G^{(\ell)}$ are the mean of the exponential distribution and the distance-based path loss to the $\ell$th PU and

$$\omega_{i}^{(\ell)} = T_s \int_{f_{i,\ell}}^{f_{i,\ell} + \frac{B_{\ell}}{2}} \text{sinc}^2(T_s f) \, df,$$

with $T_s$ as the SU OFDM symbol duration, $f_{i,\ell}$ as the spectral distance between the SU subcarrier $i$ and the $\ell$th PU frequency band, $B_{\ell}$ as the bandwidth of the $\ell$th PU, and $\text{sinc}(x) = \frac{\sin(\pi x)}{\pi x}$.

C. Modeling the imperfect CSI on the link between the SU transmitter and receiver

Unlike all the previous works in the literature that assume perfect CSI for the links between the SU transmitter and the PUs receivers, similar to the CCI constraint, the statistical ACI constraint can be written as

$$\sum_{i=1}^{N} p_i \omega_{i}^{(\ell)} \leq \frac{1}{\beta_{ACI}^{(\ell)} G^{(\ell)} \left( - \ln(1 - \psi_{th}^{(\ell)}) \right)} P_{th}^{(\ell)}, \quad \ell = 1, \ldots, L,$$

(4)

where $1/\beta_{ACI}^{(\ell)}$ and $G^{(\ell)}$ are the mean of the exponential distribution and the distance-based path loss to the $\ell$th PU and

$$\omega_{i}^{(\ell)} = T_s \int_{f_{i,\ell}}^{f_{i,\ell} + \frac{B_{\ell}}{2}} \text{sinc}^2(T_s f) \, df,$$

with $T_s$ as the SU OFDM symbol duration, $f_{i,\ell}$ as the spectral distance between the SU subcarrier $i$ and the $\ell$th PU frequency band, $B_{\ell}$ as the bandwidth of the $\ell$th PU, and $\text{sinc}(x) = \frac{\sin(\pi x)}{\pi x}$.
and receiver pairs [6]–[11], we consider the effect of the channel estimation errors on these links. The channel is assumed to change slowly and is modeled as a time-invariant finite impulse response system with order equal to \( N_{ch} \), 
\[ h = [h(0), h(1), \ldots, h(N_{ch})]^T, \]
where each channel tap is assumed to be complex Gaussian distributed with zero-mean and variance \( \sigma^2_{h} \). To avoid the intersymbol interference, a cyclic prefix is added at the SU transmitter and removed at the receiver. The noise at the SU receiver is modeled as additive white Gaussian noise (AWGN) with zero mean and correlation matrix equal to \( \sigma^2_n \), where \( I \) is the identity matrix. The training pilot symbols \( \mathbf{b} \) are added to the precoded block, where the receiver knows the pilot pattern and estimates the channel using the linear minimum mean square estimator (LMMSE) as 
\[ \hat{h} = (\sigma^2_n R_n^{-1} + B^H B)^{-1} B^H x, \]
where \( x \) is the received block and \( B \) is an \( N \times (N_{ch} + 1) \) column wise circulant matrix with the first column equal to \( x \) [15]. The subchannel estimates are computed as [15] 
\[ \hat{H}(1), \hat{H}(W), \ldots, \hat{H}(W^{N-1})]^T = \sqrt{\frac{N}{N_{ch}}} \mathbf{F} \mathbf{N}_{ch} \hat{h}, \]
where \( W = e^{j2\pi/W} \), \( \mathbf{F} \mathbf{N}_{ch} \) is a submatrix of \( \mathbf{F} \) corresponding to the first \( N_{ch} + 1 \) columns, and \( \mathbf{F} \) is the \( N \times N \) discrete Fourier transform matrix with the \((l,n)\) element defined as \( [\mathbf{F}]_{l,n} = W^{-ln}/\sqrt{N} \). The channel capacity is expressed in terms of the channel estimate across subcarriers [15], while taking the interference from the PUs into account, as 
\[ c(\mathbf{p}) = \Delta f \sum_{i=1}^{N} \log_2 \left( 1 + \frac{|\hat{H}(W^i)|^2 G p_i}{\sigma^2_{\Delta H} G p_i + \sigma^2_n + J_i} \right), \]
where \( \Delta f \) is the subcarrier bandwidth, \( \mathbf{p} = [p_1, \ldots, p_N]^T \) is the vector representing the power allocated to each subcarrier, \( G \) is the distance-based path loss, \( J_i \) is the interference from the PUs to subcarrier \( i \) of the SU (it depends on the SU receiver windowing function and power spectral density of the PUs [16]), and \( \sigma^2_{\Delta H} \) is the minimum mean square error (MMSE) of the channel estimate. The latter can be expressed as 
\[ \sigma^2_{\Delta H} = ((N_{ch} + 1) \sigma^2_n + \frac{1}{2} \sigma^2_{\Delta H} G F_{\text{pilot}}), \]
where \( P_{\text{pilot}} \) is the pilots’ transmitted power [15].

III. Optimization Problem and Proposed Algorithm

A. Optimization problem formulation and analysis

Our target is to optimize the SU EE, under channel uncertainties, while guaranteeing a total transmit power budget, limiting the CCI and ACI to the certainties, while guaranteeing a total transmit power budget.

\[ \text{OP1: min}_{p_i} \quad \eta_{EE} = \frac{\kappa \sum_{i=1}^{N} p_i + p_{ee}}{c(\mathbf{p})} \]

subject to \quad C1 : [3], \quad C2 : [4], \quad C3 : \( c(\mathbf{p}) \geq R_{th} \), (6)

where \( \kappa \) is a constant that depends on the power amplifier efficiency, \( p_{ee} \) is the circuitry power consumption, and \( R_{th} \) is the minimum required SU rate. The objective function in (6) is non-convex; hence, \( \text{OP1} \) is non-convex and the global optimal solution is not guaranteed. The non-convex optimization problem in (6) can be transformed to an equivalent optimization problem using the concept of fractional programming [17]. Let us define a new objective function as

\[ \Phi(\mathbf{p}, q) = \kappa \sum_{i=1}^{N} p_i + p_{ee} - q c(\mathbf{p}), \]

where \( q \) is a non-negative parameter/constant (and not a variable). We define a new optimization problem \( \text{OP2} \) as

\[ \text{OP2: min}_{p_i} \quad \Phi(\mathbf{p}, q), \quad \text{subject to} \quad C1 - C3. \] (8)

It was shown in [17] that at a certain value of the parameter \( q \), denoted as \( q^* \), the optimal solution of \( \text{OP2} \) is also the optimal solution to \( \text{OP1} \). Hence, finding the optimal power allocation \( \mathbf{p}^* \) of \( \text{OP1} \) can be realized by finding the optimal power allocation \( \mathbf{p}^*(q) \) of \( \text{OP2} \); then update the value of \( q \) until it reaches \( q^* [17] \). Following [17], let us define 
\[ \Phi_{\min}(q) = \min_{\mathbf{p}} \Phi(\mathbf{p}, q) | \mathbf{p} \in S \] to be the minimum of \( \Phi(\mathbf{p}, q) \), where \( S \) is the non-empty feasible region of \( \text{OP2} \) and \( q^* \) is the minimum of \( \eta_{EE}(\mathbf{p}) \), i.e., \( q^* = \eta_{EE}(\mathbf{p}^*) = (\kappa \sum_{i=1}^{N} p_{i}^* + p_{ee})/(c(\mathbf{p}^*)) \). If \( \Phi_{\min}(q^*) = 0 \), then the power that corresponds to \( q^* = \eta_{EE}(\mathbf{p}^*) \) is the optimal solution of \( \text{OP1} [17] \). \( \text{OP2} \) can be solved by applying the Karush-Kuhn-Tucker (KKT) conditions [18], where the Lagrangian function is expressed as

\[ \mathcal{L}(\mathbf{p, y, \lambda}) = \kappa \sum_{i=1}^{N} p_i + p_{ee} - q c(\mathbf{p}) \]

\[ + \lambda_1 \left[ \sum_{i=1}^{N} p_i \right] \]

\[ - \frac{1}{\rho^{(m)}_{\text{ov}}} \left[ \frac{1}{G^{(m)}} \left( - \ln(1 - \Psi^{(m)}_{th}) \right) P^{(m)}_{th} \right] - y_1^2 \]

\[ + \sum_{\ell=1}^{L} \lambda_2^{(\ell)} \left[ \sum_{i=1}^{N} p_i \psi^{(\ell)}_{i} \right] \]

\[ - \frac{1}{\rho^{(\ell)}_{\text{ov}}} \left[ \frac{1}{G^{(\ell)}} \left( - \ln(1 - \Psi^{(\ell)}_{th}) \right) P^{(\ell)}_{th} + y_2^{(\ell)^2} \right] \]

\[ + \lambda_3 \left[ R_{th} - c(\mathbf{p}) + y_3^2 \right], \]

where \( \lambda = [\lambda_1, \lambda_2^{(\ell)}, \lambda_3]^T \) and \( y = [y_1, y_2^{(\ell)^2}, y_3]^T \), \( \ell = 1, \ldots, L \), are the vectors of the Lagrange multipliers and slack variables, respectively. A stationary point can be found when
\[ \nabla \mathcal{L}(p, y, \lambda) = 0, \] which yields

\[ \frac{\partial \mathcal{L}}{\partial \lambda} = \begin{cases} \frac{-1}{\lambda} + \frac{1}{\beta} \left( \nu \lambda \right) - \frac{1}{\beta} \left( 1 - \left( 1 - \frac{1}{\Psi} \right) \right) & \text{if } \lambda_3 = 0, \\
\lambda + \sum_{i=1}^{N} \lambda_i^2 & \text{otherwise}, \end{cases} \]

(10a)

\[ \frac{\partial \mathcal{L}}{\partial \lambda_2} = \begin{cases} \frac{1}{\beta} \left( \nu \lambda \right) - \frac{1}{\beta} \left( 1 - \left( 1 - \frac{1}{\Psi} \right) \right) & \text{if } \lambda_3 = 0, \\
2 \lambda_2 & \text{otherwise}. \end{cases} \]

(10b)

\[ \frac{\partial \mathcal{L}}{\partial \lambda_3} = \begin{cases} \frac{1}{\beta} \left( \nu \lambda \right) - \frac{1}{\beta} \left( 1 - \left( 1 - \frac{1}{\Psi} \right) \right) & \text{if } \lambda_3 = 0, \\
2 \lambda_3 & \text{otherwise}. \end{cases} \]

(10c)

In (10d), the values of the Lagrangian multipliers \( \lambda_1, \lambda_2, \lambda_3 \) are determined based on whether the constraints on the CCI/total transmit power, ACI, and rate or active/inactive, respectively (a constraint on the form \( \Gamma(x) \leq \Gamma_{th} \) is said to be inactive if \( \Gamma(x) < \Gamma_{th} \), while it is active if \( \Gamma(x) = \Gamma_{th} \)).

Equation (10e) implies that either \( \lambda_1 = 0 \) or \( y_1 = 0 \), (10f) implies that either \( \lambda_2 = 0 \) or \( y_2 = 0 \), and (10g) implies that either \( \lambda_3 = 0 \) or \( y_3 = 0 \). Hence, eight possible cases exist, as follows:

— Case 1 & 2: setting \( \lambda_1 = 0, \lambda_2^2 = 0, \) and \( \lambda_3 = 0 \) (case 1)/\( y_3 = 0 \) (case 2) results in the optimal solution for inactive CCI/total transmit power constraint, active ACI constraint, and inactive/active rate constraint, respectively.

— Case 3 & 4: setting \( y_1 = 0, \lambda_2^2 = 0, \) and \( \lambda_3 = 0 \) (case 3)/\( y_3 = 0 \) (case 4) results in the optimal solution for active CCI/total transmit power constraint, inactive ACI constraint, and inactive/active rate constraint, respectively.

— Case 5 & 6: setting \( \lambda_1 = 0, y_2 = 0, \) and \( \lambda_3 = 0 \) (case 5)/\( y_3 = 0 \) (case 6) results in the optimal solution for inactive CCI/total transmit power constraint, active ACI constraint, and inactive/active rate constraint, respectively.

— Case 7 & 8: setting \( y_1 = 0, \lambda_2^2 = 0, \) and \( \lambda_3 = 0 \) (case 7)/\( y_3 = 0 \) (case 8) results in the optimal solution for active CCI/total transmit power constraint, active ACI constraint, and inactive/active rate constraint, respectively.

**B. Proposed algorithm and complexity analysis**

The proposed algorithm can be formally stated as follows:

**Proposed Algorithm**

1. Initialize \( P_{th}, P_{th}^{(m)}, P_{th}^{(f)}, R_{th}, \nu^{(m)}, \nu^{(f)}, G^{(m)}, G^{(f)}, \Psi^{(m)}, \Psi^{(f)}, \beta^{(m)}, \beta^{(f)}, G, \sigma_2^2, H(W_i), \sigma_2^2 H, \Delta f, N, \delta > 0, q >= q_{th} \) and \( \Phi_{\text{min}} = -\infty \).

2. While \( \Phi_{\text{min}}(q) < -\delta \) do
   
3. - Assume the optimal solution \( p_i^* \) belongs to case
   
   1. i.e., \( \sum_{i=1}^{N} p_i^* < \left[ P_{th}, \frac{1}{\beta} G^{(m)} \left( 1 - (1 - \frac{1}{\Psi}) \right) P_{th} \right] \),
   
   if \( \sum_{i=1}^{N} p_i^* \leq P_{th} \), if \( c(p) > R_{th} \).
   
4. - Find \( p_i^* \) from 11; when \( \lambda_1^* \neq \lambda_2^* \neq \lambda_3^* \).

5. - If in Step 3 the assumption on the CCI/total transmit power constraint is true, the assumption on the ACI constraint is true, and the assumption on the rate constraint is not true then
   
6. - The optimal solution belongs to case 2, i.e., find non-negative \( \lambda_3 \) from 11 such that \( c(p) = R_{th} \).

7. - If the assumption on the CCI/total transmit power and ACI constraints are violated, then \( p_i^* = 0 \).

8. Else if in Step 3 the assumption on the CCI/total transmit power constraint is not true, the assumption on the ACI constraint is true, and the assumption on the rate constraint is true then
   
9. - The optimal solution belongs to case 3, i.e., find non-negative \( \lambda_1 \) from 11 such that \( \sum_{i=1}^{N} p_i^* = \left[ P_{th}, \frac{1}{\beta} G^{(m)} \left( 1 - (1 - \frac{1}{\Psi}) \right) P_{th} \right] \),
   
10. - If the assumption on the rate constraint is violated, then \( p_i^* = 0 \).

11. Else if in Step 3 the assumption on the CCI/total transmit power constraint is not true, the assumption on the ACI constraint is true, and the assumption on the rate constraint is not true then
   
12. - The optimal solution belongs to case 4, i.e., find non-negative \( \lambda_1 \) and \( \lambda_3 \) from 11 such that \( \sum_{i=1}^{N} p_i^* = \left[ P_{th}, \frac{1}{\beta} G^{(m)} \left( 1 - (1 - \frac{1}{\Psi}) \right) P_{th} \right] \), and \( c(p) = R_{th} \).

13. - If the assumption on the ACI constraint is violated, then \( p_i^* = 0 \).

14. Else if in Step 3 the assumption on the CCI/total transmit power constraint is not true, the assumption on the ACI constraint is not true, and the assumption on the rate constraint is true then
   
15. - The optimal solution belongs to case 5, i.e., find non-negative \( \lambda_1^* \) from 11 such that \( \sum_{i=1}^{N} p_i^* \leq P_{th} \), if \( \sum_{i=1}^{N} p_i^* \), and \( c(p) = R_{th} \).

16. - If the assumption on the rate constraint is violated, then \( p_i^* = 0 \).

17. Else if in Step 3 the assumption on the CCI/total transmit power constraint is not true, the assumption on the ACI constraint is not true, and the assumption on the rate constraint is not true then
   
18. - The optimal solution belongs to case 6, i.e., find non-negative \( \lambda_1^* \) and \( \lambda_3^* \) from 11 such that \( \sum_{i=1}^{N} p_i^* \leq P_{th} \), and \( c(p) = R_{th} \).
Proposed Algorithm (continued)

19: - if the assumption on the CCI/total transmit power constraint is violated, then \( p_i^* = 0 \).
20: Else if in Step 3 the assumption on the CCI/total transmit power constraint is not true, the assumption on the ACI constraint is not true, and the assumption on the rate constraint is true then
21: - the optimal solution belongs to case 7, i.e., find non-negative \( \lambda_1 \) and \( \lambda_2 \) from (11) such that \(\sum_{i=1}^{N} p_i^* = \left[ P_{th} \frac{1}{\beta_{mc}} \frac{\mu_c}{G_c} \left( -\ln(1-\Psi_{th}) \right) P_{th} \right]^{-1} \), and \(\sum_{i=1}^{N} p_i^* \Psi_i = \frac{1}{\beta_{mc}} \frac{\mu_c}{G_c} \left( -\ln(1-\Psi_{th}) \right) P_{th} \), and \( c(p) = R_{th} \).
22: - if the assumption on the rate constraint is violated, then \( p_i^* = 0 \).
23: Else if in Step 4 the assumption on the CCI/total transmit power constraint is not true, the assumption on the ACI constraint is not true, and the assumption on the rate constraint is not true then
24: - the optimal solution belongs to case 8, i.e., find non-negative \( \lambda_1 \), \( \lambda_2 \), and \( \lambda_3 \) from (11) such that \(\sum_{i=1}^{N} p_i^* = \left[ P_{th} \frac{1}{\beta_{mc}} \frac{\mu_c}{G_c} \left( -\ln(1-\Psi_{th}) \right) P_{th} \right]^{-1} \), and \(\sum_{i=1}^{N} p_i^* \Psi_i = \frac{1}{\beta_{mc}} \frac{\mu_c}{G_c} \left( -\ln(1-\Psi_{th}) \right) P_{th} \), and \( c(p) = R_{th} \).
25: Else
26: - update \( \Phi_{\min}(q) = \min\{\Phi(p, q)\} | p \in S \} \)
27: - Calculate \( q = \frac{\kappa \sum_i p_i^* \beta_i + \rho_c}{c(p)} \)
30: End while
31: OUTPUT \( q^* = q \) and \( p_i^* \), \( i = 1, ..., N \).

Efficient algorithms are presented in [19] to find the Lagrange multipliers \( \lambda_1 \) and \( \lambda_2 \), and \( \lambda_3 \) that satisfy the CCI/total transmit power, ACI, and rate constraints, respectively, with complexity order of \( O(N) \). Accordingly, the complexity order of the proposed algorithm can be \( O(N^2) \), where \( N_q \) is the number of realizations of the while loop. The average (over the number of channel realizations) value for \( N_q \) is 4 for \( \delta = 10^{-8} \) and 4.46 for \( \delta = 10^{-14} \); both values are significantly lower than the number of subcarriers \( N \). Hence, the complexity of the proposed algorithm is of the order \( O(N^2) \).

IV. Numerical Results

Without loss of generality, we assume that the OFDM SU coexists with one frequency-adjacent PU and one co-channel PU. The SU parameters are chosen as follows: number of subcarriers \( N = 128 \) and subcarrier spacing \( \Delta f = \frac{1.25}{N} \) MHz = 9.7656 kHz. The propagation path loss parameters are as follows: distance between SU transmitter and receiver pair = 1 km, distance to the \( f \)th PU \( d_f = 1.2 \) km, distance to the \( m \)th PU \( d_m = 1.5 \) km, reference distance = 100 m, exponent = 4, and wavelength = \( \frac{33}{4} \times 10^{-3} \) = 0.33 meters. A Rayleigh fading environment is considered with \( N_{ch} = 5 \), where the average channel power gains between the SU transmitter and the receiver of the \( f \)th PU \( E\{|H_{sp}(f)^2| \} \) and between the SU transmitter and the receiver of the \( m \)th PU \( E\{|H_{sp}(m)^2| \} \) are set to 0 dB. \( \sigma_n^2 \) is assumed to be \( 4 \times 10^{-16} \) W, the PUs signal is assumed to be an elliptically filtered white noise process

![Fig. 1. Effect of \( \sigma_{\Delta H}^2 \) on the SU performance.](image1)

![Fig. 2. Effect of \( R_{th} \) and \( \sigma_{\Delta H}^2 \) on the SU performance.](image2)

of variance \( 4 \times 10^{-16} \) W, \( p_c = P_{th} = 2 \) W, \( \kappa = 7.8 \), \( \delta = 10^{-8} \), \( \Psi_{th} = 0.9 \), and \( P_{th} = 10^{-13} \) W. Representative results are presented in this section, which were obtained through Monte Carlo trials for \( 10^3 \) channel realizations. Unless otherwise mentioned, imperfect spectrum sensing is assumed. Following [3] and in order to favor the PUs protection, \( \rho_{m} \) is uniformly distributed over the interval [0.01, 0.05], and it is lower than \( \rho_{ch} \), which is uniformly distributed over the interval [0.01, 0.1]. \( \rho_{m} \) and \( \rho_{ch} \) are uniformly distributed between [0, 1] and the EE, measured in J/bits, is the total energy consumption to deliver one bit.

In Fig. [1] the EE (in J/bits) and the transmission rate (in bits/sec) of the SU are depicted as a function of \( P_{th} \), for \( R_{th} = 0 \) and different values of \( \sigma_{\Delta H}^2 \). As can be seen, the EE decreases and the rate increases as \( P_{th} \) increases, and both saturate for higher values of \( P_{th} \). This can be explained, as for lower values of \( P_{th} \) the total transmit power is limited, and increasing \( P_{th} \) increases the transmit power, and, hence, enables the proposed algorithm to improve both the EE and rate of the SU. The EE keeps improving until
the optimal power budget is reached, after which a further increase in $P^{(m)}_{th}$ does not improve the EE, and, hence, the rate is kept constant. As the value of $\sigma_{\Delta H}^2$ increases, i.e., the estimation error increases, both the EE and the rate deteriorate accordingly.

Fig. 3 depicts the SU EE and rate as a function of $P^{(m)}_{th}$, for different values of $R_{th}$ and $\sigma_{\Delta H}^2$. As expected, for $\sigma_{\Delta H}^2 = 0$, increasing $R_{th}$ from 0 to $6 \times 10^5$ bits/sec guarantees the SU rate at low values of $P^{(m)}_{th}$ (i.e., when the rate drops below $6 \times 10^5$ bits/sec); however, this comes at the expense of increasing the EE. On the other hand, for $R_{th} = 6 \times 10^5$ bits/sec, increasing the estimation error deteriorates both the rate and the EE of the SU at high values of $P^{(m)}_{th}$; for low values of the $P^{(m)}_{th}$, the SU maintains its required rate but this at the expense of increasing the EE.

In order to show the effect of assuming perfect spectrum sensing, Figs. 3 and 4 compare the interference introduced into the $m$th PU band, and the EE and rate, respectively, for the proposed algorithm and the work in [6] that assumes perfect sensing capabilities for the SU. We set $\sigma_{\Delta H}^2 = 0$ and $R_{th} = 0$ in the proposed algorithm, in order to match the conditions in [6]. As can be seen in Fig. 3 if the sensing errors are not taken into consideration when optimizing the EE as in [6] (i.e., the SU is assumed to sense the PUs bands perfectly, which is not true in practice), then the interference leaked in the $m$th PU band exceeds the threshold (note that this is due to the increase of the transmit power for the case of perfect spectrum sensing assumption). On the other hand, if the sensing errors are considered in the optimization problem (i.e., the SU is assumed to sense the PUs bands with a certain probability of error), then the interference to the $m$th PU band is below the threshold. In Fig. 4 and as expected, the SU rate is higher if perfect spectrum sensing is assumed because the transmit power is higher. Additionally, the EE (in J/bits) is higher when compared to its counterpart that considers spectrum sensing errors due to increasing the transmit power as discussed in Fig. 3.

V. CONCLUSIONS

In this paper, we proposed an optimal power loading algorithm that optimizes the EE of an OFDM-based CR system under different channel uncertainties. The algorithm considers the channel estimation errors for the links between the SU transmitter and receiver pairs and also the effect of the imperfect sensing capabilities of the SU. Further, the algorithm does not require perfect CSI for the links from the PUs receivers to the SU transmitter. Simulation results showed that increasing the channel estimation errors deteriorates the EE. Further, they showed that assuming that the SU has perfect sensing capabilities deteriorates the EE and violates the interference constraints at the PUs receivers. Additionally, the results demonstrated that the proposed algorithm guarantees a minimum QoS for the SU at the expense of deteriorating the EE.
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