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Abstract

In the fault diagnosis of high-pressure common rail diesel engine, the problem of low accuracy of fault diagnosis is caused by the inability to classify untrained state problems and training sets. To solve the above problems, an anti-interference classification model for fault diagnosis of high-voltage common rail system based on alpha shapes algorithm and K-means algorithm is proposed in this paper. This model can improve the anti-interference ability and training set updating ability of the fault diagnosis model. Using the anti-interference classification model composed of anti-jamming device and classifier, the samples for fault diagnosis are screened in advance, and the singular values of untrained state and trained state are classified. By constructing an anti-interference classification model composed of anti-interference device and classifier, the fault is diagnosed, and then the dependency of singular values is obtained through cluster analysis, which improve the anti-interference ability and training set updating ability of the fault diagnosis model. By comparing the diagnosis results of the fault diagnosis model with and without anti-interference classifier, we can found that the addition of anti-interference classifier makes the fault diagnosis model of high-voltage common rail system obtain the anti-interference ability to the untrained state and the ability to update the training set of the singular value of the trained state, and can slightly improve the accuracy of fault diagnosis.
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Introduction

High-pressure common rail system is a complex system composed of high-pressure oil pump, common rail pipe, electronically controlled injector and high-pressure oil pipe, which is prone to various types of faults in operation. In order to improve the fault diagnosis accuracy of high-voltage common rail system, in the single fault state, a new fault diagnosis mode is often used to extract state parameters, construct feature vectors and classify them by various classification algorithms, which can ensure high diagnosis accuracy for the single fault state. In terms of fault diagnosis of high-voltage common rail system, the time-frequency fault diagnosis method can be carried out by using signals such as vibration, vibration sound or rail pressure, which can solve various problems existing in practical application, such as difficulty in rail pressure signal extraction and...
post-processing, insufficient number of signal samples and so on. However, the anti-interference ability of these methods is very poor, the trained fault diagnosis model can only classify it into a known state when facing an unknown signal. The assumption that researchers usually make is: training set $\alpha$ and test set $\beta$. The state types of are consistent. There are no states in the test set that are not included in the training set, that is $\beta \subseteq \alpha$.

However, in practice, for any unknown state signal $\omega$, it may belong to any of the following situations:

1. This signal is a training set $\alpha$ and eigenvalue vector of this signal is not singular value in the point set composed of this state eigenvector. The fault diagnosis model has trained this eigenvalue vector or similar eigenvector.
2. This signal is a training set $\alpha$, while the eigenvalue vector of this signal is the singular value in the point set composed of this state eigenvector. The fault diagnosis model has not trained this singular value or similar eigenvector.
3. This signal is not a training set $\alpha$, in which the fault diagnosis model has not been trained.

The first is that all kinds of fault diagnosis models can handle well, but for the second and third cases, the existing fault diagnosis models can not handle well. The ability of a fault diagnosis model to deal with an untrained eigenvalue vector, that is, the anti-interference ability of the fault diagnosis model of high-voltage common rail system described in this paper; The ability of a fault diagnosis model to deal with a known state singular value and update the training set accordingly, that is, the updating ability of the training set of the fault diagnosis model of high-voltage common rail system described in this paper. The existing research has not conducted in-depth discussion on this issue. After deeply studying the anti-interference ability of fault diagnosis model of high-voltage common rail system, this paper divides this problem into two aspects: the first is the problem of identifying untrained state by fault diagnosis model of high-voltage common rail system; The second is the singular value problem of identifying the trained state by the fault diagnosis model of high pressure common rail system.

In order to solve the above two problems, an anti-interference classification model is added to the fault diagnosis model, which is composed of two parts: the first part is an anti-jamming device for screening singular values of trained state and untrained state; The second part is the classifier used to classify the filtered singular values. The complete fault diagnosis model of high-pressure common rail system is shown in Figure 1.

In order to build an anti-jamming device, it is necessary to establish a layer around the boundary of the eigenvector of each state in the fault diagnosis model training set. The training set of fault diagnosis model is composed of eigenvalue vectors of various states. In this training set, the eigenvectors of each state are relatively concentrated together. When the number of eigenvectors of a state is infinite, that is, when all eigenvectors of this state are collected, a boundary can be found to wrap all eigenvectors of this state. The eigenvectors outside the boundary must not belong to this state (but the eigenvectors inside the boundary do not necessarily belong to this state due to mixed signals). However, due to various factors, it is impossible to collect all the eigenvectors of a state. At this time, it is necessary to rely on limited eigenvectors to build a boundary that can complete the above mission, which needs to meet the following conditions:

1. This boundary needs to completely cover the known eigenvector of this state.
2. The wrapping normal space of this boundary should not be too small, which will miss some eigenvectors obviously belonging to this state; nor should it be too large, which will wrap some eigenvectors obviously not belonging to this state.

In solving the boundary problem of discrete points, there have been mature methods such as meshing, row column method, rotating boundary, Delaunay algorithm and so on, but their space utilization efficiency is very poor when facing concave boundary, which will cover some unnecessary space. In the field of image recognition, the boundary is mainly constructed by color difference, which has no reference value to solve the problems faced in this paper. Considering comprehensively, this paper selects alpha shapes algorithm to construct the boundary of discrete points, which is a boundary extraction method based on rolling, which can construct the boundary with moderate size and allow fine-tuning of some details. After establishing the boundary of each state feature vector, the boundary fusion is carried out for the intersecting or too close boundary. Finally, several regions composed of different state feature vectors are obtained in the whole feature vector space. Considering the number and distribution of samples in a certain area, in order to solve the possible problems such as insufficient sample distribution of training set, the boundary relaxation variable is set to increase the range of the boundary. At this time, there are two sets in the whole eigenvector space: the wrapped set with the relaxed boundary (including all eigenvectors in the fault diagnosis training set) and the uncoated set outside the relaxation boundary. In the uncoated set, several eigenvectors and
all eigenvectors in the known state are randomly selected to form the anti-jamming training set, and a bisection model is constructed based on SVM. This bisection model and the regional boundary together form an anti-jamming device for the known state and the known state Singular values and unknown states are classified.9–21

In order to detect the possible classification of singular values, it is necessary to classify the exact attribution of singular values. Common classification methods such as SVM, random tree forest and neural network will distinguish them according to the feature relationship, and the effect is poor when distinguishing samples not included in the training set such as singular value. In this paper, cluster analysis is used, which is a method to classify according to the similarity of different classification features, and singular values are classified to update the training set and as a reference basis for fault diagnosis.22–31

Based on the above methods, in order to improve the anti-interference and training set updating ability of the fault diagnosis model of high-voltage common rail system, alpha shapes algorithm and relaxed boundary variables are used to construct the covering sets of various states in the fault diagnosis model training set, Randomly generate the point set that does not belong
to the covering set, and input it with the training set of the fault diagnosis model into the binary model constructed by SVM for training. Before fault diagnosis, the anti-interference model composed of binary model and regional boundary is used to classify, so as to improve the anti-interference ability of the fault diagnosis model of high-voltage common rail system. For the singular values obtained by classification, the possible subordinate states are obtained through cluster analysis to assist in judging the fault state and updating the training set, so as to improve the updating ability of the training set of the fault diagnosis model of high-voltage common rail system.

**Decomposition of rail pressure signal, construction of eigenvector, and establishment of fault diagnosis model**

In order to fully demonstrate the anti-interference ability of the fault diagnosis model of high-voltage common rail system proposed in this paper, the improved EEMD (ensemble empirical mode decomposition) is used to decompose the rail pressure signal of high-voltage common rail system, and the energy method is used to obtain the eigenvector. The fault diagnosis model of high-voltage common rail system is built by SVM (Support Vector Machine) to classify and diagnose the four states.

In this paper, the high-pressure common rail system of 10 cylinder diesel engine is taken as the research object. In order to simplify the calculation, a bench of high-pressure common rail fuel supply system of 5 cylinder monorail diesel engine is built for research. The relevant parameters are shown in Table 1. The operating conditions are as follows: the engine speed is 3800 rpm, the circulating fuel injection quantity is 220 mm³, and the fuel injection pulse width is 0.398 ms. The average rail pressure in one working cycle is 185 MPa, and the fluctuation is less than 5%. The injector is named `a–E` according to the injection sequence. The test bench adopts Bosch rail pressure sensor with sampling frequency of 1000 Hz and dewe43 signal acquisition module as data collector. This paper uses MATLAB R2016b to build various mathematical models. The operating environment is win10, and the workstation is configured as Intel c621 series chipset; Intel Xeon gold 6145 processor, 40 cores, 80 threads, main frequency 2.0 GHz, maximum Rui frequency 3.7 GHz; 128 GB memory; NVIDIA gt1030, 2 GB graphics card. The fuel injector is shown in Figure 2 and the test bench is shown in Figure 3.

According to the common faults and classification of oil supply system of high pressure common rail diesel engine, four operating states are selected, one of which is normal operation state, and three are fault state. The four states are: normal state, delayed injection state of injector C, oil leakage state at the inlet of common rail pipe and oil leakage state at the inlet of injector C, respectively. The above four states are named state 1–state 4 respectively. In this paper, the rail pressure data is pre processed with reference to the method proposed by Li et al. To improve the quality of rail pressure signal. The rail pressure signal is shown in Figure 4.

| Part                  | Parameter name                  | Numerical value |
|-----------------------|---------------------------------|-----------------|
| Rotor oil pump        | Rotating speed (rpm)            | 600–2800        |
|                       | Plunger diameter (mm)           | 8               |
|                       | Plunger stroke (mm)             | 12              |
|                       | Bearing clearance (mm)          | 0.04–0.07       |
|                       | Plunger pair fitting clearance (mm) | 0.002–0.004   |
|                       | Inlet valve type                | Poppet valve    |
|                       | Outlet valve type               | Ball valve      |
| Common rail tube      | Total length (mm)               | 720             |
|                       | Inner diameter of high pressure oil pipe (mm) | 14            |
|                       | Inner diameter of high pressure oil pipe (mm) | 3              |
| Fuel injector         | Control valve lift (mm)         | 0.03            |
|                       | Inlet hole diameter (mm)        | 0.28            |
|                       | Outlet hole diameter (mm)       | 0.30            |
|                       | Needle lift (mm)                | 0.2             |
|                       | Number of nozzles               | 12              |
|                       | Nozzle diameter (mm)            | 0.22            |
|                       | Calibration cycle fuel injection quantity (mm³) | 220           |
|                       | Calibration injection duration (ms) | ≤1.45          |
|                       | Nozzle pressure chamber volume (mm³) | 0.134        |

**Table 1.** High pressure common rail system parameters.

**Figure 2.** Fuel injector.
In order to accurately extract the eigenvalues of rail pressure signal, the rail pressure signal is decomposed into different IMF by EEMD, and the extracted multiple energy eigenvalues are constructed as energy eigenvectors for fault diagnosis.

EEMD is a method based on EMD to decompose signals into intrinsic modal functions. By adding white noise signal to the original signal, the signals of different time scales are distributed to the appropriate reference scale. After several times of averaging to offset the noise, the final result is obtained by integrating the mean value. EEMD solves the mode aliasing problem of EMD by using the uniform distribution of white noise signal spectrum, further improves the decomposition accuracy, and accurately retains the characteristics in the original data.

The purpose of EEMD is to decompose a signal into n IMF and a residual. Among them, each IMF needs to meet the following conditions:

1. In the whole data range, the number of local extreme points and zero crossings must be equal, or the difference number must be at most 1.
2. At any time, the average value of the envelope of the local maximum (upper envelope) and the envelope of the local minimum (lower envelope) must be zero.

If a signal meets the following characteristics:

1. The signal has at least one maximum and one minimum.
2. The time scale characteristic of signal is determined by the time scale between two extreme points.

Then this signal can be EEMD.

Set M as the total number of expected EMD, m as the current number of EMD, and construct m different white noise signals for use. After all m times of decomposition are completed, the mean value of IMF corresponding to each stage obtained by m times of EMD is the final IMFs obtained by EEMD. The decomposition flow chart is shown in Figure 5.

In the process of fitting the curve to get the upper and lower envelope, this paper uses cubic spline interpolation curve to construct the envelope. Set interval $[a, b]$. There are:

\[ a = x_0 < x_1 < \cdots < x_n = b, \]

then for the interpolation function $s(x)$. The following conditions shall be met:

1. For all internal nodes, the left and right limits of the interpolation function are equal and fixed.
2. For all internal nodes, the left and right limits of the first derivative are zero.
3. The interpolation function value of the head and tail nodes is fixed and the first derivative is zero.

According to the decomposition steps in this section, EEMD is performed on the rail pressure signals from state 1 to state 6 respectively, as shown in Figure 6(a)–(b) is the sixth order IMF component and spectrum decomposed from state 1 to state 6. It can be clearly seen that the frequency of each order IMF component is clear and the signal aliasing is not serious.

In this paper, the IMF component with the largest zero crossing slope ratio of adjacent curves is selected as the separated IMF, which means that the signal contribution of this IMF component decreases suddenly. Compare the zero crossing rates of the sixth order IMF components.
components from state 1 to state 6 respectively. As shown in Figure 7, the slope ratio of the number of zero crossings of IMF1 to IMF6 components of state 1 to IMF1 to IMF5 components is shown. It can be seen from the figure that the maximum slope ratio can be obtained at IMF3. The slope ratio of the number of zero crossings of IMF1–IMF6 components and IMF1–IMF5 component signals in the other three states is similar to that in state 1, and the maximum slope ratio appears at IMF3. Therefore, IMF1, IMF2, and IMF3 components are used to extract eigenvalues.

The energy of each IMF component represents the energy of the signal within this frequency, so there is a mapping relationship between the signal and energy, which can be used as the basis of fault diagnosis. Here, the corresponding energy is extracted for IMF1 and IMF2 to construct the feature vector. Energy of each IMF component $E_i$ is:

$$E_i = \int_0^T c_i^2 dt \quad i = 1, 2, 3$$  \hspace{1cm} (1)$$

In equation (1), $E_i$ represents the energy of the $i$th IMF, $c_i$ represents the value of the $i$th IMF curve.

Table 2 shows the three-dimensional eigenvectors composed of the first three order IMF energy of rail pressure signals in four states after EEMD processing.

In order to verify the accuracy of the anti-interference model proposed in this paper, multiple groups of data need to be collected for classification training and testing. According to the above, 40 groups of rail pressure signals are collected as training samples for four operating states: normal state, delayed injection state of injector B, oil leakage state at the inlet of common rail pipe and oil leakage state at the inlet of injector B.

In order to construct the contour, it is necessary to reduce the discrete points of high latitude to two dimensions. In this paper, principal component analysis (PCA) is used to reduce the dimension of three-dimensional feature vector to two-dimensional eigenvalue vector, which is a common linear dimension reduction method. It maps high-dimensional data to low-dimensional space through some linear projection, and expects the maximum variance of data in the projected dimension. In this way, fewer data dimensions are used and more original data points are retained. PCA is a linear dimensionality reduction method with the least loss of original data information. After dimensionality reduction, the distribution is closest to the original data, and it can reduce the dimension of discrete points to any dimension.

The steps of dimensionality reduction using PCA can be expressed as follows:

1. Select a feature, average each feature, and subtract the average value from the original data to the new centralized data.
2. Find the characteristic covariance matrix.
3. According to the covariance matrix, the eigenvalues and eigenvectors are obtained.
4. The eigenvalues are arranged in descending order, the corresponding eigenvector is given, and the principal component is selected to calculate the projection matrix.
5. The reduced dimension data is obtained according to the projection matrix.

Extract the first three order IMF energy from the rail pressure signal of the training sample to form a three-dimensional feature vector. After dimensionality reduction, the box diagram is obtained, as shown in Figure 8, the abscissa in the figure represents state 1 to state 4 from left to right, and the two-dimensional diagram of energy distribution is drawn, as shown in Figure 9. It can be seen from the above figure that after EEMD decomposition, energy eigenvalue extraction and dimension reduction, the energy eigenvectors of the four states are clearly distinguished. The fault diagnosis model based on SVM is shown in Figure 10.
This paper will build an anti-interference classification model based on 160 groups of training samples in four states and the fault diagnosis model.

**Construction of anti-interference classification model**

As can be seen from Figure 8, the distribution of eigenvalues of state 1 and state 2 is relatively independent for other states, while the eigenvalues of state 3 and state 4 cross together. It is expected that after complete fusion, three regions A, B, and C as shown in Figure 11 can be formed, in which A is composed of state 1, B is...
composed of state 2, and C is composed of state 3 and state 4. This section will show the whole process of constructing the anti-interference classification model: establishing the independent boundary of each state – boundary fusion to form the region – establishing the regional relaxation boundary – establishing the anti-interference classification model.

**Construction of state boundary**

In order to extract the boundary points of each state, this paper adopts the alpha shapes algorithm proposed by Edelsbrunner H. which is a simple and effective method to extract the boundary points quickly. It overcomes the disadvantage of the influence of the shape of the boundary points of the point cloud, and can extract the boundary points quickly and accurately. For two-dimensional discrete points of arbitrary shape, make a radius of $\gamma$. The circle is rolled around it. If rolling circle radius $\gamma$ is small enough, each point in the discrete point is a boundary point; If properly increased $\gamma$. To a certain extent, make it roll only on the boundary points, then the rolling track is the boundary of discrete points. The working diagram of the algorithm is shown in Figure 12.

The calculation steps of the algorithm are:

1. When the rolling radius is $\gamma$. For including two dimensional discrete point set of point $P(p_1,p_2,\cdots,p_n)$. Any point in the $p(x,y)$, find with $p$ distance in $2\alpha$. All points within form a point set $Q(p_1,p_2,\cdots,p_n)$.
2. Pick point $Q$ any point in the set $p_i(x_i,y_i), i \in (1,n)$, calculate the corresponding center coordinates $R_1(x_1^1,y_1^1)$ and $R_2(x_2^1,y_2^1)$:

\[
\begin{align*}
    x_1^1 &= x + \frac{x_i - x}{2} - H(y_i - y) \\
    y_1^1 &= y + \frac{y_i - y}{2} - H(x_i - x) \\
    x_2^1 &= x + \frac{x_i - x}{2} + H(y_i - y) \\
    y_2^1 &= y + \frac{y_i - y}{2} + H(x_i - x) \\
\end{align*}
\]
Where:

\[ H = \frac{1}{\sqrt{S^2 - 4}} \]

\[ S^2 = (x_i - x)^2 + (y_i - y)^2 \] \hspace{1cm} (3)

3. If for a point set \( Q \) division \( p_i \) every point outside, its to \( R_1 \) or \( R_2 \) all distances are greater than \( \gamma \), indicates \( p(x, y) \) is the boundary point.

4. If for a point set \( Q \) division \( p_i \) every point outside, its to \( R_1 \) or \( R_2 \). The distance is not all greater than \( \gamma \), then traverse the point set \( Q \) replace all points with \( p = p_c, c \in (1, n) \), return to step 2 for calculation. If present \( p_c \) in the conditions of step 3 are met, this point \( p_c \). As boundary points, judge the point set \( Q \). The next point in the; If point set \( Q \), there are no points in the that comply with step 2. It indicates that there are no boundary points in this set. Repeat step 1 until traversal \( P \) up to all points in the.

After the above steps, the two-dimensional discrete point set \( P \) can be obtained. Boundary point set \( T(t_1, t_2, \ldots, t_m), m \leq z \), Boundary circle point set \( R(r_1, r_2, \ldots, r_m), m \leq z \).

Each state boundary constructed by the above method is shown in Figure 13.

\[ \text{Boundary fusion and construction of relaxed boundary} \]

As can be seen from Figure 13, the boundaries of state 1 and state 2 are relatively independent of other states,
cannot be said that this point must not belong to the
state $\alpha_x$, this point may be a state $\alpha_x$. The singular value
of or not included due to insufficient samples, so the boundary of each state should be extended.

For any state $\alpha_x$, it consists $z$ points of two dimensional
discrete point set composed of points $P(p_1(x_1,y_1), p_2(x_2,y_2), \cdots, p_z(x_z,y_z))$ form, $R$ is boundary circle points
composed of $h$ points. The boundary circle point set composed
of points is set in its boundary segment set $L$ inner point $Q(x,y)$ the minimize equation (4).

$$\sum_{i=1}^{z} \left| x_i - x \right| + \sum_{i=1}^{z} \left| y_i - y \right|$$

(4)

This problem can be solved by genetic algorithm and
other optimization algorithms. The solution and opti-
mization process of this problem will not be repeated in
this paper.

Select $d$ as the status $\alpha_x$ boundary relaxation vari-
able, obtaining the status through the following steps
$\alpha_x$ relaxed boundary:

1. Set of line segments at boundary $L$ select a line
from the list $l_{mn} = \{p_m(x_m,y_m), p_n(x_n,y_n)\}$ calculate
the relaxation distance

$$d_m = \sqrt{(x_m - x)^2 + (y_m - y)^2}$$

and

$$d_n = \sqrt{(x_n - x)^2 + (y_n - y)^2}.$$ 

2. Through segment $l_{mn}$ corresponding boundary
Center $r_{mn}(x_{mn},y_{mn})$, determine the relaxation
vector $a_{mn} = \left[ x_{mn} \frac{x_n + x_m}{2}, y\frac{y_n + y_m}{2} \right]$.

3. Calculated $p_m$ and $p_n$ by equation (5), corre-
sponding relaxed boundary points $p_m^{n\theta}(x_{m\theta},y_{m\theta})$
and $p_n^{\theta\theta}(x_{n\theta},y_{n\theta})$

$$\begin{bmatrix}
\frac{x_{mn} - x_m + x_n}{2d_m} \\
\frac{y_{mn} - y_m + y_n}{2d_n}
\end{bmatrix} = \begin{bmatrix}
\frac{x_{m\theta} - x_m}{d_m} \\
\frac{x_{n\theta} - x_n}{d_n}
\end{bmatrix} = \begin{bmatrix}
\frac{y_{m\theta} - y_m}{d_m} \\
\frac{y_{n\theta} - y_n}{d_n}
\end{bmatrix}$$

(5)

4. Loop from step 1 to step 3 until you traverse the
set Medium $L$ A boundary line $h$. Can get $h$ line
new relaxed boundary line for two adjacent segments
$p_a^{u\theta}p_b^{u\theta}$ and $p_h^{\theta\theta}p_c^{\theta\theta}$, if they intersect $p_a^{\theta}$, replace the relaxed boundary line with $p_a^{u\theta}p_b^{u\theta}$
and $p_h^{\theta\theta}p_c^{\theta\theta}$, if they do not intersect, a new relaxed boundary line is added $p_a^{u\theta}p_h^{\theta\theta}$. From which the
status is obtained $\alpha_x$ relaxed boundary of $L^\theta$.

The two-dimensional feature vector set is con-
structed by the above method $\alpha$. The relaxation bound-
ary of is shown in Figure 15.

while the boundaries of state 3 and state 4 are inter-
twined. Therefore, the boundaries of state 3 and state 4
are fused here. In addition to the states where the
boundaries intersect, the states where the boundaries do
not intersect but are too close are also fused. For any
state $\alpha_m$, if its boundary line and state $\alpha_n$. The intersec-
tion or minimum boundary distance is less than the
fusion coefficient $\mu$, then the two states are fused and
regarded as states $\alpha_{mn}$. And build according to the steps
in Section 3.1 Repeat this step until no boundary lines
of any state intersect or the small boundary distance is
less than $\mu$. So far, the region boundary obtained by
this step is shown in Figure 14.

At this time, if a point is not in the state $\alpha_x$, which
cannot be said that this point must not belong to the

**Figure 13.** Schematic diagram of state boundary construction.

**Figure 14.** Schematic diagram of regional boundary
construction.
Construction of classification model

In order to obtain the point set samples that do not belong to the known state, it is necessary to generate random points in a certain range. In order to make the generated points more evenly distributed, the fixed sized candidate set art (fscs-art) algorithm is used to generate random points. This is an adaptive random testing algorithm based on Art (adaptive random testing). Its core idea is to generate a candidate test set first. The shortest distance set is composed of the shortest distance between each individual in the candidate test set and each individual in the test set, and then the maximum distance in the shortest distance set is updated to the test set. It can be represented by equation (6).

\[
\text{dist}(c_j, S_i) \geq \text{dist}(c_m, S_i) \quad (6)
\]

The distance between a and b is representative by dist(a, b). As shown in Figure 16, taking \( x \in (0, 100), y \in (0, 100) \) as an example, the comparison between the two-dimensional array obtained by art and the two-dimensional array obtained by random number generator. As can be seen from the figure, the data generated by art is more evenly distributed.

In order to make the point set evenly distributed in the non-covered area, when initializing the candidate test set V, filter the points in the test set and eliminate the points in all covered areas. The steps are as follows:

1. For each candidate test set point, for a certain state, select a random direction to construct ray a, and construct ray b in the opposite direction at the same time.

2. When the rays on both sides do not pass through the endpoint of the state boundary. If there are odd intersections between ray a or ray b and the boundary of a state, the point is considered to be within this state, and the point is removed from the candidate test set. Return to step 1, reselect the state and build a new ray until the points of the candidate test set are determined.

3. When a side ray passes through the endpoint of the state boundary, return to step 1 and reconstruct the ray for this state.

The SVM dichotomy model using Gaussian kernel function is constructed for the obtained covered area point set and non-covered area point set. This is a kernel function mainly used in the case of linear indivisibility. Its parameters are many and the classification results are very dependent on the parameters. Good results can be obtained when solving the classification problem with small feature dimension and normal sample number. The disadvantage is that finding the appropriate parameters often takes a lot of time and depends on manual selection. Thus, the trained anti-interference model can be obtained.

Cluster analysis

After classification by anti-interference model, for a certain area \( \alpha \), three closed curves appear in the training space: boundary line, hyperspace plane and relaxed boundary. The space formed by it can be divided into space, space, space and space, and its relationship is shown in Figure 17, in which \( a \in A, b \in B, c \in C \).

For any data, there are only three situations: \( p \)

1. \( p \in A \). At this time, it is considered that the data probability belongs to the status \( \alpha \), classify the data for fault diagnosis.

2. \( p \in B \). At this time, it is considered that the data has a high probability and belongs to state \( \alpha \), no fault diagnosis classification is performed on the data, but it is marked as status \( \alpha \). Singular value of.

3. \( p \in D \) or \( p \in C \). At this time, it is considered that the data probability does not belong to the status \( \alpha \), do not classify the data for fault diagnosis.

Through the corresponding steps in Section 3.3, any feature vector can be classified in the above three cases. For 1 and 3 cases, the specific status of the data will be accurately classified. For the second case, it is only marked as possible \( \alpha \), but due to status \( \alpha \). It may be formed by the fusion of multiple states, and this

Figure 15. Schematic diagram of relaxation boundary.

Figure 16. Schematic diagram of candidate test set.
conclusion alone is not enough to make a clear analysis of the data. This paper introduces the concept of clustering in order to make a reference for the specific state analysis of data. This is a classification model that classifies some indicators according to certain standards (similarity, affinity, etc.), and it is a method to classify things with fuzziness.

In order to further accurate the possible state of data, this paper uses k-means algorithm to process data and state p and a. This is a hard clustering algorithm, which can strictly classify the identified objects into a specific category, and can better solve the data p either or problem faced in this paper. The calculation steps are as follows:

1. Set the number k of cluster centers and initialize the location of cluster centers $C^0 = \{c_1, c_2, \ldots, c_k\}$, input dataset $X$
2. Calculation $dis(c_i, x)$, each data point can get k distances. Select the nearest distance and classify the point into this class.
3. After classifying all points in the data set, calculate the center point of all points in each class as the new clustering center of this class $C^{new}$.
4. If the iteration conditions are met, the clustering results are obtained. If not, repeat the second step.

In this paper, the iteration stop condition shown in equation (7) is used.

$$J(C) = \sum_{i=1}^{K} \sum_{x \in c_i} dis(c_i, x)^2 \quad (7)$$

**Experiment and result analysis**

At present, multiple groups of signals are collected for four operating states: normal state, delayed injection state of injector C, oil leakage state at the inlet of common rail pipe and oil leakage state at the inlet of...
injector C to form a verification set; In order to verify the anti-interference ability of the anti-interference classification model constructed in this paper, add several signals of the fifth state and several meaningless signals (named state 6) to the verification set; in order to verify the classification ability of the anti-interference classification model constructed in this paper, select several singular values of four states to the verification set. State 5 is the wear state of the oil pump plunger, and its rail pressure signal is shown in Figure 18.

Thus, 20 state one signals (including two singular values), 20 state two signals (including one singular value), 20 state three signals (including two singular values), and 20 state four signals are obtained (including a singular value), 10 state five signals and 10 randomly generated meaningless signals constitute a verification set. The signals are numbered as 1–100 in sequence, in which the singular values are numbered as 19, 20 (state I), 40 (state II), 59, 60 (state III) and 80, respectively (state 4). The two-dimensional feature vector is constructed by the method in the second section above, and its eigenvalues are shown in Figure 19.

Input the above training set into the fault diagnosis model without anti-interference classification model to classify the operation state. The classification results are shown in Figure 20. The abscissa in the figure is the signal number of the training set, and the ordinates 1–6 represent state I–state 6 respectively.

As can be seen from the above figure, the fault diagnosis model classifies all States into trained States, which leads to the classification of state 5 and state 6 to state 1 to state 4, respectively according to the set hyperspace plane. In state 5, two signals are classified in state 2 and eight signals are classified in state 1. In the face of the trained state, due to the existence of singular values, the signals of two state three are classified into state four.

As a comparison, input the above training set into the fault diagnosis model including the anti-interference classification model to classify the operation state, as shown in Figure 21, the abscissa in the figure is the signal number of the training set, and the ordinate is the screening result, where 1, 2, and 3 represent trained, singular value and untrained respectively. As shown in Figure 22, the diagnosis results combined with cluster analysis are shown, and the abscissa in the figure is the signal number of the training set; Ordinates 1–5 represent state I, state II, state III, state IV, and untrained state respectively; Red represents the singular value signal judging that it is in the trained state, which should be added to the training set for updating.

It can be seen from the figure that the fault diagnosis model with anti-interference classification model judges five of the six singular values correctly; 18 of the 20 interference states (state 5 and state 6) are judged correctly. Table 3 shows the accuracy analysis of the two fault diagnosis models.

It can be seen from the Table 3 that the fault diagnosis model with anti-interference classification model has strong anti-interference ability and strong troubleshooting ability for untrained States, and its classification accuracy can reach 90%. It has strong classification ability for the singular values in the trained state, and at least 50% of the singular values can be selected to update the training set. At the same time, screening the samples in advance also helps to improve the diagnostic accuracy of the trained state, and the diagnostic accuracy is increased from 97.5% to 98.75%. From the experimental results, the addition of anti-interference classification model helps to improve the accuracy of fault diagnosis model of common rail system, and brings strong anti-interference and training set updating ability to the fault diagnosis model.
Conclusion

In order to improve the anti-interference ability and training set updating ability of the fault diagnosis model of high-voltage common rail system, the rail pressure signals under different operating states of high-voltage common rail system are obtained through bench test. The fault diagnosis model of high-voltage common rail system based on SVM is established through EEMD decomposition, energy eigenvector construction and dimension reduction processing. Based on alpha shapes algorithm and K-means algorithm, an anti-interference classification model composed of anti-jamming device and classifier is established. Compared with the fault diagnosis model without anti-interference classification model, the following conclusions can be obtained.

1. Compared with the fault diagnosis model without anti-interference classification model, the fault diagnosis model with anti-interference classification model has an ability to classify the untrained state. In the face of four trained states: normal state, delayed injection state of injector C, oil leakage state at the inlet of common rail pipe and oil leakage state at the inlet of injector C, and two untrained states: worn state and meaningless state of oil pump plunger, the fault diagnosis model with anti-interference classification model can classify the untrained state with a correct rate of 90%, most untrained states can be excluded.

2. Compared with the fault diagnosis model without anti-interference classification model, the fault diagnosis model with anti-interference classification model has an ability to update the training set. In the face of six singular values of four trained States, the fault diagnosis model with anti-interference classification model classifies five of them, and correctly classifies their possible subordinate states. The accuracy rate is 83.3%. It can be added to the training set of fault diagnosis model to update the training set.

3. Compared with the non-interference fault diagnosis model, the fault diagnosis accuracy of the fault diagnosis model with anti-interference classification model is improved.
classification model is slightly improved, which is due to the classification of singular values of trained states and cluster analysis.

To sum up, the anti-interference classification model for fault diagnosis of high-voltage common rail system proposed in this paper can effectively improve the anti-interference ability and training set updating ability of the fault diagnosis model, and can slightly improve the diagnosis accuracy of the fault diagnosis model for the trained state. Because it does not need to change the structure of the original fault diagnosis model, it can be added in front of any fault diagnosis model relying on eigenvector to improve its anti-interference ability and training set updating ability.
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