DOES AN ENSEMBLE OF GANS LEAD TO BETTER PERFORMANCE WHEN TRAINING SEGMENTATION NETWORKS WITH SYNTHETIC IMAGES?
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\textbf{ABSTRACT}

Large annotated datasets are required to train segmentation networks. In medical imaging, it is often difficult, time consuming and expensive to create such datasets, and it may also be difficult to share these datasets with other researchers. Different AI models can today generate very realistic synthetic images, which can potentially be openly shared as they do not belong to specific persons. However, recent work has shown that using synthetic images for training deep networks often leads to worse performance compared to using real images. Here we demonstrate that using synthetic images and annotations from an ensemble of 20 GANs, instead of from a single GAN, increases the Dice score on real test images with 4.7\% to 14.0\% on specific classes.

\section{INTRODUCTION}

Artificial intelligence (AI) has become a popular tool in medicine to help clinicians work more efficiently and has been vastly discussed in recent decades \cite{1}. Due to the recent success of machine learning (ML) methods in other domains and the steady increase of image-based medical examinations, applying ML methods for medical image analysis is becoming increasingly popular. Since ML models learn from data, the quantity and quality of medical image data have a direct impact on the success of ML-based algorithms. These algorithms require large datasets with annotations created by human experts. Unfortunately, the availability of large open-source datasets in biomedical imaging is low. The main reasons for the unavailability of large public datasets in medical imaging can be categorized into three main groups; privacy concerns (due to the potentially sensitive information of the patients), expensiveness in terms of cost and time for data collection and annotation, and lack of data due to the rarity of some diseases. Synthetic images overcome all these problems and can help researchers in training complex models. Recently, augmentation of datasets with synthetically generated images is one of the techniques used to explore the insufficiency of annotated data to train the ML algorithms \cite{2}. These synthetically produced images can be used for training deep networks, and can potentially be shared among peers without breaking privacy laws and data protection regulations.

Generative adversarial networks (GANs) recently gained a lot of attention in the computer vision community. Generative modeling is an unsupervised machine learning task that involves discovering and learning the patterns automatically in the input data, and then training itself to further generate new examples. GANs have proven themselves to be useful in multiple scenarios such as data augmentation \cite{3}, image-to-image translation \cite{4}, domain adaption, and filling in missing information. They provide an opportunity to produce large annotated medical datasets by producing realistic synthetic images which can further be used to train deep models. There are also several examples where GANs have been successfully used for medical image applications \cite{5,6,7}.

GANs work by learning a complex high-dimensional data distribution to generate diverse high-resolution images. For image segmentation, it is necessary to produce annotations for each synthetic image, and different approaches have been used to achieve this. Bowles et al. \cite{7} used a two-channel approach to synthesize images with their corresponding annotations. Foroozandeh1 et al. \cite{8} used a two-step process where the authors first produce the annotations using a noise-to-image GAN \cite{9}, and then used an image-to-image GAN \cite{10} to synthesize MR images from the annotations previously generated. Guibas et al. \cite{11} also used a similar two-step approach to produce images along with corresponding annotations.

While the main principle of training networks with synthetic images has been demonstrated, several papers have shown that using the synthetic images results in lower performance when training a CNN \cite{2,3,8,12}. Eilertsen et al. \cite{12} demonstrated that using an ensemble of GANs leads to higher accuracy when training classifiers with synthetic images. Therefore we investigate if using an ensemble of
GANs leads to better performance when training segmentation networks with synthetic images and annotations. In this paper, we follow the multi-channel approach to produce images and their corresponding annotations at the same time.

2. DATA

The MR images used for this project were downloaded from the Multimodal Brain tumour Segmentation Challenge (BraTS) 2020 [13,14,15,16,17]. The training set contains MR volumes of shape 240 x 240 x 155 from 369 patients, and for each patient four types of MR images are available: T1-weighted (T1), post gadolinium contrast T1-weighted (T1Gd), T2-weighted (T2), and T2 fluid attenuated inversion recovery (FLAIR). The annotations cover three parts of the brain tumor: peritumoural edema (ED), necrotic and non-enhancing tumour core (NCR/NET), and GD-enhancing tumour (ET). We used 313 subjects for training and 56 subjects for testing.

3. METHODS

All 3D volumes were split into 2D slices, as a 2D GAN was used, and only slices with at least 15% pixels with an intensity of more than 50 were included in the training. This resulted in a total of 23,478 5-channel images from the 313 training subjects, and 4,238 5-channel images from the 56 test subjects. Each slice was zero padded from 240 x 240 to 256 x 256 pixels, as the used GAN only works for resolutions that are a power of 2, and the intensity was rescaled to 0 - 255. The intensities for the tumor annotations were changed from [1,2,4] to [51,102,204], such that the intensity range is more similar for the 5 channels.

3.1. GAN training

The progressive growing GAN architecture [9] was used for all experiments, with the default settings. The code was modified to generate 5-channel images (T1, T1Gd, T2, FLAIR, segmentation annotations) instead of 3-channel color images. The GAN will thereby learn to jointly generate 4-channel MR images and the corresponding tumor annotations at the same time.

The same GAN was trained 20 times and due to several sources of randomness, each GAN will learn to sample from slightly different parts of the high dimensional image distribution. The total training time was about 100 days on an Nvidia V100 GPU. A total of 100,000 synthetic 5-channel images were generated from each trained GAN. When using images from 5 GANs, each GAN provided 20,000 synthetic images. When using images from 10 GANs, each GAN provided 10,000 synthetic images.

There is no guarantee that the synthetic annotations will be restricted to the same values as the real annotations ([51,102,204]). The synthetic annotations were therefore thresholded to the closest original annotation value.

3.2. Tumor segmentation

The synthetic images were used to train a model to perform tumor segmentation, and the evaluation was performed using real images in the test set. The model structure and training setup used was inspired by the 2D segmentation code from nnUNet [18]. The model was a U-Net [19] with an extra depth layer and instance normalization instead of batch normalization. In addition, the ReLU activations was swapped for leaky ReLUs with a negative slope of $10^{-2}$. All models were trained with a loss consisting of a cross-entropy term and a soft Dice term weighted equally. In addition, deep supervision was used, meaning that the loss was applied on the five highest depth level with weighting $0.5^d$ where $d$ is the depth.

The loss was minimized using stochastic gradient descent with Nesterov momentum of 0.99 and weight decay of $3 \cdot 10^{-5}$. The initial learning rate was $5 \cdot 10^{-2}$ and was decreased using polynomial learning rate decay with an exponent of 0.9. All models were trained for $3 \cdot 10^7$ samples or 3 days, whichever occurred first. 20% of the available images were used for validation and the model with the best mean Dice over the validation set was used for evaluation. If both real and synthetic data was used during training, the real dataset and the synthetic dataset were sampled equally often.

During training a geometric, and intensity-augmentation was applied. The image and target is first randomly rotated and scaled. Both rotation and scaling is applied with a probability of 0.75, the image and target is rotated with an angle uniformly sampled from $[-30^\circ, 30^\circ]$ and the width and height is scaled (independently) with a scale factor uniformly sampled from $[0.9, 1.1]$. Then the four input channels are augmented by; adding Gaussian noise (applied with probability 0.5, zero mean and standard deviation uniformly sampled from [0.0, 0.05]), blurring the image (applied with probability 0.2, gaussian blurring with standard deviation sampled from [0.5, 1.0]), faking lower resolution (zooming with a factor between 0.75 and 1.0 and then upsampling) and changing the gamma factor (scaling it with a factor between 0.8 and 1.2). Lastly the input image channels are normalized using Z-score normalization.

When training the 20 different GANS, the random training is a positive side effect. However, when training the segmentation networks this effect is undesired. Each segmentation network was therefore trained 10 times.

4. RESULTS

Figure 1 shows an example of a real 5-channel image and a randomly selected synthetic 5-channel image.

Table 1 shows the segmentation accuracy on real images when training the U-Net using only real images, using real and synthetic images together, or only using synthetic images. The results are repeated for synthetic images from a single GAN, from 5 GANs, from 10 GANs and 20 GANs. The re-
GANs for ED and ET. The p-values were obtained through a non-parametric sign flipping test, and multiple comparison correction was done using Bonferroni. For 5 GANs, the improvement compared to 1 GAN was significant for all three tumor types. Using 10 GANs was significantly better than 5 GANs for ED and ET. The p-values were obtained through a non-parametric sign flipping test, and multiple comparison correction was done using Bonferroni.

Figure 2 shows segmentation results for a randomly selected slice, for the same training setups as in Table 1.

5. DISCUSSION

Our results show that an ensemble of GANs indeed improves the segmentation accuracy when using the synthetic images for training segmentation networks, compared to using synthetic images from a single GAN. This comes at the cost of an increased training time, which scales linearly with the number of GANs. Our results thereby reflect the results obtained by [12] for classification. Better results were not obtained when using 20 instead of 10 GANs. Here we use a rather strong baseline model, which may explain why we see only minor improvements when adding synthetic images to the real ones.

A challenge with the BraTS dataset is that the data originates from 19 different centers, and that the image quality and appearance varies between the centers. It is possible that better results can be obtained if the site information is used as a variable in the GAN training, to train conditional GANs which can learn to generate images that represent each center. Although BraTS 2020 contains images from 369 subjects (training set), it is possible that instead using BraTS 2021 (which contains 1251 training subjects) will give substantially better results of synthetic data can instead be compared to advanced data augmentation. However, the same trend with more GANs giving better performance still holds for these experiments. For 5 GANs, the improvement compared to 1 GAN was significant (p < 0.05) for NCR/NET and ET. For 10 GANs, the improvement compared to 1 GAN was significant for all three tumor types. Using 10 GANs was significantly better than 5 GANs for ED and ET. The p-values were obtained through a non-parametric sign flipping test, and multiple comparison correction was done using Bonferroni.

Table 1. Results on the test dataset (56 subjects), Dice calculated per subject. Mean and standard deviation of Dice score across the dataset are calculated for the labels; GD-enhancing tumor (ET), peritumoral edema (ED), and necrotic and non-enhancing tumor core (NCR/NET). All results are presented as mean ± standard deviation of 10 trainings.

| Original data | # GANs | ET    | ED    | NCR/NET | Mean   |
|---------------|--------|-------|-------|---------|--------|
| ✓             | 0      | 0.791 ± 0.009 | 0.785 ± 0.003 | 0.610 ± 0.008 | 0.729 ± 0.004 |
| ✓             | 1      | 0.789 ± 0.010 | 0.790 ± 0.008 | 0.609 ± 0.013 | 0.730 ± 0.008 |
| ✓             | 5      | 0.795 ± 0.012 | 0.791 ± 0.004 | 0.617 ± 0.008 | 0.734 ± 0.006 |
| ✓             | 10     | 0.791 ± 0.008 | 0.794 ± 0.005 | 0.620 ± 0.009 | 0.735 ± 0.003 |
| ✓             | 20     | 0.799 ± 0.008 | 0.791 ± 0.005 | 0.613 ± 0.011 | 0.734 ± 0.006 |
|               | 1      | 0.665 ± 0.011 | 0.632 ± 0.027 | 0.478 ± 0.019 | 0.592 ± 0.016 |
|               | 5      | 0.689 ± 0.012 | 0.665 ± 0.023 | 0.529 ± 0.015 | 0.628 ± 0.014 |
|               | 10     | 0.696 ± 0.012 | 0.702 ± 0.013 | 0.545 ± 0.012 | 0.648 ± 0.008 |
|               | 20     | 0.696 ± 0.017 | 0.693 ± 0.021 | 0.555 ± 0.013 | 0.648 ± 0.014 |
Fig. 2. Example predictions on an image in the test set. Classes are visualized as colored overlay where red is GD-enhancing tumor, blue is peritumoral edema (ED) and green is necrotic and non-enhancing tumor core (NCR/NET).

better results.

Training with synthetic images still results in substantially lower segmentation accuracy, compared to training with real images. In future work we therefore plan to repeat the experiments with the more recent architectures StyleGAN [20], StyleGAN2 [21] and StyleGAN3 [22] (although they are even more computationally demanding), as well as with more recent diffusion models. It would especially be interesting to train conditional models where the imaging site, tumor size and tumor location can be controlled. We also plan to look into 3D GANs [23] and 3D diffusion models [24], but a general problem is that they will use a lot of GPU memory for generating 5-channel volumes.

6. COMPLIANCE WITH ETHICAL STANDARDS

This research study was conducted retrospectively using human subject data made available as open access by BraTS. Ethical approval was not required as confirmed by the ethical review board of Linköping.

7. ACKNOWLEDGEMENTS

Training the segmentation networks was performed using the supercomputing resource Berzelius (480 Nvidia A100 GPUs) provided by National Supercomputer Centre at Linköping University, Sweden, and the Knut and Alice Wallenberg Foundation.

This research was supported by the ITEA/VINNOVA project ASSIST (Automation, Surgery Support and Intuitive 3D visualization to optimize workflow in IGT SysTems, 2021-01954), the VINNOVA funded project AIDA, LiU Cancer and the Åke Wiberg foundation. Anders Eklund has previously received graphics hardware from Nvidia.

8. REFERENCES

[1] Fei Jiang, Yong Jiang, Hui Zhi, Yi Dong, Hao Li, Sufeng Ma, Yilong Wang, Qiang Dong, Haipeng Shen, and Yongjun Wang, “Artificial intelligence in healthcare: past, present and future,” Stroke and vascular neurology, vol. 2, no. 4, 2017.

[2] Hoo-Chang Shin, Neil A Tenenholtz, Jameson K Rogers, Christopher G Schwarz, Matthew L Senjem, Jeffrey L Gunter, Katherine P Andriole, and Mark Michalski, “Medical image synthesis for data augmentation and anonymization using generative adversarial networks,” in International workshop on simulation and synthesis in medical imaging. Springer, 2018, pp. 1–11.

[3] Kenny H Cha, Nicholas A Petrick, Aria X Pezeshk, Christian G Graff, Diksha Sharma, Andreu Badal, and Berkman Sahiner, “Evaluation of data augmentation via synthetic images for improved breast mass detection on mammograms using deep learning,” Journal of Medical Imaging, vol. 7, no. 1, pp. 012703, 2019.

[4] Seung Kwan Kang, Hyun Joon An, Hyeongmin Jin, Jung-in Kim, Eui Kyu Chie, Jong Min Park, and Jae Sung Lee, “Synthetic CT generation from weakly paired MR images using cycle-consistent GAN for MR-guided radiotherapy,” Biomedical Engineering Letters, vol. 11, no. 3, pp. 263–271, 2021.

[5] Maayan Frid-Adar, Idit Diamant, Eyal Klang, Michal Amitai, Jacob Goldberger, and Hayit Greenspan, “GAN-based synthetic medical image augmentation for increased CNN performance in liver lesion classification,” Neurocomputing, vol. 321, pp. 321–331, 2018.
[6] Ali Madani, Mehdi Moradi, Alexandros Karargyris, and Tanveer Syeda-Mahmood, “Chest x-ray generation and data augmentation for cardiovascular abnormality classification,” in Medical imaging 2018: Image processing. SPIE, 2018, vol. 10574, pp. 415–420.

[7] Christopher Bowles, Liang Chen, Ricardo Guerrero, Paul Bentley, Roger Gunn, Alexander Hammers, David Alexander Dickie, Maria Valdés Hernández, Joanna Wardlaw, and Daniel Rueckert, “GAN augmentation: Augmenting training data using generative adversarial networks,” arXiv preprint arXiv:1810.10863, 2018.

[8] Mehdi Foroozandeh and Anders Eklund, “Synthesizing brain images and annotations by combining progressive growing GAN and SPADE,” arXiv preprint arXiv:2009.05946, 2020.

[9] Tero Karras, Timo Aila, Samuli Laine, and Jaakko Lehtinen, “Progressive growing of GANs for improved quality, stability, and variation,” ICLR, 2018.

[10] Tae-sung Park, Ming-Yu Liu, Ting-Chun Wang, and Jun-Yan Zhu, “Semantic image synthesis with spatially-adaptive normalization,” in Proceedings of the IEEE/CVF conference on computer vision and pattern recognition, 2019, pp. 2337–2346.

[11] John T Guibas, Tejpal S Virdi, and Peter S Li, “Synthetic medical images from dual generative adversarial networks,” arXiv preprint arXiv:1709.01872, 2017.

[12] Gabriel Eilertsen, Apostolia Tsirikoglou, Claes Lundström, and Jonas Unger, “Ensembles of GANs for synthetic training data generation,” ICLR 2021 workshop on Synthetic Data Generation, 2021.

[13] Spyridon Bakas, Hamed Akbari, Aristeidis Sotiras, Michel Bilello, Martin Rozyczki, Justin Kirby, John Freyman, Keyvan Farahani, and Christos Davatzikos, “Segmentation labels and radiomic features for the pre-operative scans of the TCGA-GBM collection. The Cancer Imaging Archive,” 2017.

[14] Spyridon Bakas, Hamed Akbari, Aristeidis Sotiras, Michel Bilello, Martin Rozyczki, Justin Kirby, John Freyman, Keyvan Farahani, and Christos Davatzikos, “Segmentation labels and radiomic features for the pre-operative scans of the TCGA-LGG collection,” The Cancer Imaging Archive, 2017.

[15] Spyridon Bakas, Hamed Akbari, Aristeidis Sotiras, Michel Bilello, Martin Rozyczki, Justin S Kirby, John B Freyman, Keyvan Farahani, and Christos Davatzikos, “Advancing the cancer genome atlas glioma MRI collections with expert segmentation labels and radiomic features,” Scientific data, vol. 4, pp. 170117, 2017.

[16] Spyridon Bakas, Mauricio Reyes, Andras Jakab, Stefan Bauer, Markus Rempfler, Alessandro Crimi, Russell Takeshi Shinhara, Christoph Berger, Sung Min Ha, Martin Rozycki, et al., “Identifying the best machine learning algorithms for brain tumor segmentation, progression assessment, and overall survival prediction in the BRATS challenge,” arXiv preprint arXiv:1811.02629, 2018.

[17] Bjoern H Menze, Andras Jakab, Stefan Bauer, Jayashree Kalpathy-Cramer, Keyvan Farahani, Justin Kirby, Yuliya Burren, Nicole Porz, Johannes Slotboom, Roland Wiest, et al., “The multimodal brain tumor image segmentation benchmark (BRATS),” IEEE transactions on medical imaging, vol. 34, no. 10, pp. 1993–2024, 2014.

[18] Fabian Isensee, Paul F Jäger, Simon AA Kohl, Jens Petersen, and Klaus H Maier-Hein, “Automated design of deep learning methods for biomedical image segmentation,” arXiv preprint arXiv:1904.08128, 2019.

[19] Olaf Ronneberger, Philipp Fischer, and Thomas Brox, “U-net: Convolutional networks for biomedical image segmentation,” in International Conference on Medical image computing and computer-assisted intervention. Springer, 2015, pp. 234–241.

[20] Tero Karras, Samuli Laine, and Timo Aila, “A style-based generator architecture for generative adversarial networks,” in Proceedings of the IEEE/CVF conference on computer vision and pattern recognition, 2019, pp. 4401–4410.

[21] Tero Karras, Samuli Laine, Miika Aittala, Janne Hellsten, Jaakko Lehtinen, and Timo Aila, “Analyzing and improving the image quality of StyleGAN,” in Proceedings of the IEEE/CVF conference on computer vision and pattern recognition, 2020, pp. 8110–8119.

[22] Tero Karras, Miika Aittala, Samuli Laine, Erik Härkönen, Janne Hellsten, Jaakko Lehtinen, and Timo Aila, “Alien-free generative adversarial networks,” Advances in Neural Information Processing Systems, vol. 34, pp. 852–863, 2021.

[23] Anders Eklund, “Feeding the zombies: Synthesizing brain volumes using a 3D progressive growing GAN,” arXiv preprint arXiv:1912.05357, 2019.

[24] Walter HL Pinaya, Petru-Daniel Tudosiu, Jessica Dafflon, Pedro F da Costa, Virginia Fernandez, Parashkev Nachev, Sebastien Ourselin, and M Jorge Cardoso, “Brain imaging generation with latent diffusion models,” arXiv preprint arXiv:2209.07162, 2022.