Quantum reflection from an oscillating surface
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Abstract

We describe an experimentally realistic situation of the quantum reflection of helium atoms from an oscillating surface. The temporal modulation of the potential induces clear sidebands in the reflection probability as a function of momentum. These sidebands could be exploited to slow down atoms and molecules in the experiment.

1. Introduction

Periodically driven quantum systems are natural working horses in various fields of physics. For low-dimensional systems, they provide paradigms of classical and quantum chaos \([1–4]\). From the mathematical point of view, the temporal periodicity allows for the application of the Floquet theorem \([2]\) to arrive at effectively time-independent quantum problems which are accessible to analytical treatment, see e.g. \([5]\), or may be simply diagonalized numerically, see e.g. \([6, 7]\). Practically, temporal periodicity is naturally given by oscillators, e.g. electromagnetic or mechanical waves, providing the external drive.

In this fast track communication, we study the reflection of helium atoms from an oscillating surface. The temporal modulation of the potential induces clear sidebands in the reflection probability as a function of momentum. These sidebands could be exploited to slow down atoms and molecules in the experiment.

2. Theoretical background and numerical method

A possible way to describe the long-range atom–surface interaction is given by the phenomenological Casimir–van der Waals potential \([8, 9, 21]\):

\[
V(x) = -\frac{C_4}{x^4(x + l)},
\]

where \(x\) is the distance from the atom to the surface and \(l\) is the reduced wavelength of the atomic transition. For...
\( x \ll l \), the potential is proportional to \(-1/x^3\), whereas for \( x \gg l \), retardation effects are taken into account by the \(-1/x^4\) behaviour. The values used throughout this paper correspond to the transition wavelength of helium \( l = 93 \text{ Å} \) and the interaction between helium and a silicon surface \( C_4 = 23.25 \text{ eV Å}^4 [9, 10] \).

An atom, which is not reflected in the long-range regime and, therefore, approaches the surface up to a distance of some atomic units, can be subject to inelastic reflections or to sticking processes. Since we only want to consider the quantum reflection from within the long-range regime, a regularization of the potential is introduced, which allows particles coming close to the surface to move further to \( x \to -\infty \). Therefore, the potential is cut at a point \( x_0 \gtrsim 0 \) and suitably continued for \( x \leq x_0 \). The reflectivity is then calculated for different values of \( x_0 \), which allowed us to determine the reflectivity for the quantum reflection by extrapolation to \( x_0 \to 0 \). Practically, a parabolic curve was used to continue the potential for \( 0 \leq x \leq x_0 \) and a constant potential for \( x < 0 \). All parameters of this continuation are chosen such that the potential and its derivative are continuous in \( x = x_0 \) and in \( x = 0 \):

\[
V_{\text{cont}}(x) = \begin{cases} 
V(x), & \text{if } x_0 < x \\
V(x_0) + V'(x_0)(x - x_0) + \frac{V''(x_0)}{2}(x - x_0)^2, & \text{if } 0 \leq x \leq x_0 \\
V(x_0) - \frac{1}{2}V''(x_0)x_0, & \text{if } x < 0 
\end{cases}
\]

(2)

\( V \) denotes the Casimir–van der Waals potential of equation (1) and \( V' \) its derivative. To describe the harmonically oscillating surface, the continued potential \( V_{\text{cont}} \) is shifted harmonically along the \( x \)-axis. We thus use the following time-dependent version of the potential in the Kramers–Henneberger frame of reference [22] for our computations:

\[
W(x, t) = V_{\text{cont}}(x - d \sin(\omega t))
\]

(3)

Herein \( d \) denotes the amplitude of the oscillation and \( \omega \) its frequency.

For both the oscillating and the stationary potential \( V_{\text{cont}} \), the one-dimensional, time-dependent Schrödinger equation is integrated numerically, using a Gaussian wave packet for the initial state. The evolution of the initial state is done by a norm preserving Crank–Nicolson scheme [23, 24]. Comparing different order approximations of the Hamiltonian with respect to convergence and efficiency, a three-point finite-difference approximation of the Hamiltonian is finally used in our calculations. In particular, when considering a time-dependent system, the three-point approximation turned out to be most effective, because the matrix inversion needed for the time evolution can be carried out by Gaussian elimination [23, 24].

When integrating the time-dependent Schrödinger equation for a wave packet, artificial reflections arise when the wave packet hits the boundary of the numerical box. In particular for small values of the connection point \( x_0 \), the transmitted part of the wavefunction is subject to such reflections. Therefore, absorbing boundaries were introduced by multiplying the wavefunction \( \psi(x) \) by a damping function \( f(x) \) after each time step \( \Delta t \): \( \psi(x) \to f(x)\psi(x) \). This damping function is chosen such that it is unity (within numerical accuracy) for \( x > 0 \) and that it falls off smoothly to positive values smaller than unity for \( x < 0 \). Practically, the damping function

\[
f(x) = \frac{1}{\exp\left(-\frac{x^2}{\sigma^2}\right) + 1}
\]

is used, where \( \sigma \) and \( \sigma \) are the two parameters that determine the position and the sharpness of the damping function. If \( x_0 \) is the lower boundary of the numerical box, where the wavefunction is to be suppressed, \( a \) and \( \sigma \) were chosen such that the following conditions are fulfilled to minimize artificial reflections, see also section 3: \( f(x_0) = 10^{-8} \) and \(|f(x) - 1| < 10^{-16}\) for \( x > 0 \).

In the case of the time-independent potential, our approach can be benchmarked with a more straightforward calculation. For this, the reflectivity is calculated by a numerical integration of the time-independent Schrödinger equation for a particle with energy \( E = \hbar^2 k^2/2m \). The boundary condition for the stationary wavefunction \( \phi \) is chosen such that for \( x \to -\infty \), a left-going, transmitted particle is represented by \( \phi \). Therefore, a left-going plane wave is used to define an initial condition \( \phi(x_1), \phi'(x_1) \) at \( x_1 \leq 0 \), where the potential (in the continued form) is constant and plane waves are exact solutions to the Schrödinger equation. By numerical integration, the wavefunction and its derivative were obtained at a point \( x_f \gg 0 \), where the potential approximately vanishes. The reflectivity is then calculated by matching the wavefunction at \( x_f \) to the sum of an incoming and an outgoing plane wave:

\[
\phi(x_f) = A e^{ikx_f} + B e^{-ikx_f}
\]

(5)

\[
\phi'(x_f) = ikA e^{ikx_f} - ikB e^{-ikx_f}.
\]

We solve equation (5) for the constants \( A \) and \( B \) and compute the reflectivity as \( R = |A/B|^2 \). The adaptive-stepsize Runge–Kutta integrator odeint of the SciPy software package [25] is used to calculate \( \phi(x_f), \phi'(x_f) \) numerically.

3. Results

**Static potential.** Inspired by the experimental setup reported in [9, 12, 26], we consider \(^4\text{He}\) atoms with mass \( m = 3.01603 \text{ u} \). The reflectivity is first calculated for the static potential of equation (2) by the integration of the time-dependent and the time-independent Schrödinger equation. For the time-dependent integration, the initial state is a Gaussian wave packet with a mean velocity of \( v = -2 \text{ m s}^{-1} \) and a relative standard deviation of \( \Delta v/v = 3\% \). The initial wave packet is placed at \( x = 4.5 \mu \text{m} \). The wave packet is propagated until the reflected part of the momentum distribution becomes stationary. This occurs at times \( t < 3.4 \mu \text{s} \). At \( t = 3.4 \mu \text{s} \), a Fourier transform of \( \psi(x) \) is carried out (efficiently implemented using fast Fourier transforms [23]) to obtain the momentum distribution \( \psi(k) \). The reflectivity is calculated by integrating the probability distribution of the reflected particle \( |\psi(k)|^2 \) in momentum space.

Figure 1 shows the calculated reflectivity as a function of the connection point \( x_0 \). We observe an oscillating behaviour around an asymptotic stationary value, which is reached only
in the limit \( x_0 \to 0 \). The oscillations can be interpreted as a consequence of the ‘artificial’ connection at \( x_0 \). Since the amplitude of the oscillations decreases as \( x_0 \) reaches smaller values, the influence of the connection becomes less and less important for smaller values of \( x_0 \). The asymptotic reflectivity is best extrapolated by taking averages between subsequent maxima as shown in figure 1 by the solid line. For 60 values of \( x_0 \) between \( 4 \times 10^{-10} \) m and \( 2 \times 10^{-8} \) m, the reflectivity is calculated in this way using the time-dependent and the time-independent method. The values obtained by the integration of the time-dependent Schrödinger equation are consistent with those obtained by the time-independent integration within a relative deviation of the order of 1\%.

**Oscillating surface.** We now consider the dynamic potential of equation (3) describing the oscillating surface. A realistic value of \( d = 4 \) nm [20] is chosen for the amplitude of the oscillation. If \( \omega_n = E/h \) is the energy of the incoming particle divided by \( h \), the oscillation of the surface is expected to influence the dynamics of the particle if the frequency is \( \omega \) of the order of \( \omega_n \). For the connection point \( x_0 = 4 \times 10^{-10} \) m and a particle with initial velocity \( v = 2 \) m s\(^{-1} \) and \( \Delta v/v = 3\% \), the probability distribution of the reflected particle is calculated in momentum and in coordinate space for different values of \( \omega_n \) as shown in figure 2.

For \( \omega < 0.01 \omega_n \), no effects are visible, whereas for \( \omega = 0.1 \omega_n \), distortions appear in the distributions. When \( \omega \) reaches \( 0.5 \omega_n \), sidebands to the central peak in the momentum distribution become clearly visible. If the oscillation frequency is increased further beyond \( \omega_n \), only the right sideband peaks remain. This occurs because the left side peak then corresponds to a negative momentum, i.e. to a transmitted particle, which is absorbed by the boundary. On the right-hand side in figure 2, the right peaks move further away from the central one with increasing frequency. This shows that the energy transfer becomes larger. In the coordinate distributions, significant oscillations imprinted by the moving surface are visible for \( \omega \geq 0.5 \omega_n \).

The energy transfer due to the oscillation of the surface is expected to be quantized by integer multiples of \( \hbar \omega \):

\[
E_n = \hbar \omega_n + n\hbar \omega. \tag{6}
\]

Because of the nonlinear dispersion relation, it is convenient to consider the distribution \( \rho'(k) dk \equiv |\psi(k)|^2 dk \) as a function of the new variable, cf also [19],

\[
z = \frac{\hbar k^2}{2m} - \frac{\hbar \omega_n}{\hbar \omega}, \tag{7}
\]

\[
\rho'(k) dk = \rho'(z) \frac{\hbar \omega_n}{\hbar k} dz = \rho(z) dz. \tag{8}
\]

The peaks in this distribution \( \rho(z) \) should now be at integer values of \( z \). As shown in figure 3, this expectation is fulfilled, which confirms that the observed side peaks arise from the energy transfer between the particle and the oscillating surface.

To estimate the reflectivity \( R_0 \) for the different peaks of order \( n \) in the momentum distribution in the presence of the oscillation, calculations for different values of \( x_0 \) were carried out for \( \omega = 0.5 \omega_n \). As in the case of the non-oscillating surface (figure 1), the reflectivity for the central peak, \( R_0 \), and for the two first-order side peaks, \( R_{-1} \) and \( R_1 \), shows an oscillating behaviour as a function of \( x_0 \). Their final value is obtained by taking the average of the reflectivity as a function of \( x_0 \) between two subsequent maxima, cf the solid line in figure 1. The calculated reflectivity for \( R_0 \), which corresponds
to an elastic reflection in the laboratory frame, and for \( R_1 \) and \( R_{-1} \), corresponding to an energy transfer of \( \pm \hbar \omega_0 \), are shown in figure 4 for three incident velocities.

Our calculations show that the effects caused by the oscillations of the surface are present over a large range of incident velocities. For a small incident velocity \( (v = 0.2 \text{ m s}^{-1}) \), the reflectivity for the central peak dominates. For larger incident velocities, the side peaks gain importance. At \( v = 6 \text{ m s}^{-1} \), the sidebands even dominate the central peak. For \( v = 2 \text{ m s}^{-1} \) the reflectivity for the side peaks contributes approximately 13% to the total reflectivity. For \( v = 6 \text{ m s}^{-1} \), it is more likely for the particle to lose than to gain energy \( (R_{-1} > R_1) \). This is interesting for practical purposes since it may be used to preferentially slow down atoms or molecules.

As a consistency check, we finally compute the total reflectivity for the three velocities considered in figure 4. This is done by integrating the momentum distribution of the reflected particle around the central and the contributing sidebands. The calculated reflectivity is compared to the one for the non-oscillating surface in figure 4 (dashed line in the main panel and in the inset). Surprisingly, the obtained total reflectivity \( R_{\text{tot}} \) corresponds very well to the one of the static case. For the smaller velocities \((v = 0.2 \text{ m s}^{-1}, v = 2 \text{ m s}^{-1})\), beyond first-order sidebands are negligible. For \( v = 6 \text{ m s}^{-1} \), also peaks of higher order become relevant. Here the reflectivity is distributed over many more sidebands.

Our calculations show that a particle, being reflected on an oscillating surface, may gain energy or transfer energy to the surface, if the oscillating energy \( \hbar \omega_0 \) is of the order of the energy of the particle. In a possible experimental investigation of this effect, the different scattering channels could be addressed independently and used to improve the precision of the measurement. Even though oscillating membranes are commercially available [20], the quantum reflection of matter waves from an oscillating surface has not yet been experimentally investigated to the best of our knowledge.

4. Conclusion

In this fast track communication, we studied the quantum reflectivity of atoms from a periodically oscillating surface for the case of a realistic setup. Our numerical method integrates the time-dependent Schrödinger equation and controls very well the absorbed part of the incoming wave packet. This allows us to precisely estimate the quantum reflectivity by an average over the regularization parameter \( x_0 \) of the potential. In the computed momentum distribution of the reflected particle, sidebands arise, which correspond to an energy transfer of multiples of the oscillator energy \( \hbar \omega_0 \). The relative contribution of the different sidebands depends strongly on the incoming velocity of the particle. For large velocities, the first-order loss channel \( R_{-1} \) becomes the dominant contribution. This may be exploited in future experiments to slow down atomic or molecular beams. For example, the experiment described in [9] is ideally suited to study quantum reflection from an oscillating membrane as proposed here. Although our calculation so far deals with a one-dimensional setup, we are confident that we can generalize our method to a two-dimensional geometry.
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