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ABSTRACT
Knowledge Distillation (KD) for object detection aims to train a compact detector by transferring knowledge from a teacher model. Since the teacher model perceives data in a way different from humans, existing KD methods only distill knowledge that is consistent with labels annotated by human expert while neglecting knowledge that is not consistent with human perception, which results in insufficient distillation and sub-optimal performance. In this paper, we propose inconsistent knowledge distillation (IKD), which aims to distill knowledge inherent in the teacher model’s counter-intuitive perceptions. We start by considering the teacher model’s counter-intuitive perceptions of frequency and non-robust features. Unlike previous works that exploit fine-grained features or introduce additional regularizations, we extract inconsistent knowledge by providing diverse input using data augmentation. Specifically, we propose a sample-specific data augmentation to transfer the teacher model’s ability in capturing distinct frequency components and suggest an adversarial feature augmentation to extract the teacher model’s perceptions of non-robust features in the data. Extensive experiments demonstrate the effectiveness of our method which outperforms state-of-the-art KD baselines on one-stage, two-stage and anchor-free object detectors (at most +1.0 mAP). Our codes will be made available at https://github.com/JWLiang007/IKD.git.
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1 INTRODUCTION
Deep-learning-based object detection has achieved remarkable progress [22, 58], however, their parameters have also increased exponentially being eager for compression techniques [7] to help deployment on resource-limited devices. To solve this issue, knowledge distillation (KD) [17] has been proposed to train a compact student model from a large teacher model with a similar structure and the same task goal.

As shown in Figure 1, KD for object detection involves distillation of both AI knowledge from a teacher model and human knowledge from labels annotated by human expert. Current methods perform supervised learning to transfer human knowledge (illustrated as B+C). For AI knowledge, current KD methods [49, 54, 60] only focus on transferring consistent knowledge (denoted as B) that aligns with labels annotated by human expert, e.g., these methods introduce additional regularizations to enforce distillation of more intuitive representations. However, recent studies [2, 10, 18, 47, 57] suggest that convolutional neural networks (CNNs) can interpret image data differently from human perception, e.g., the model can exploit some patterns in the data that are not visible or comprehensible to humans to make predictions. These studies also attribute generalization behaviour of CNNs to such counter-intuitive perception. Motivated by this understanding, we argue that existing methods only transferring consistent knowledge result in insufficient distillation and propose to transfer knowledge relevant to the teacher model’s counter-intuitive perception, which we call inconsistent knowledge distillation (denoted as A). By incorporating
inconsistent knowledge distillation, we aim to transfer a broader range of knowledge from the teacher model, potentially improving the performance of the student model.

We mainly focus on two types of inconsistent knowledge for distillation. The first one is related to CNNs’ ability in capturing distinct frequency components of image data. Prior work [47] suggests that, while humans mainly perceive low-frequency semantic components of an image, CNN-based object detectors can perceive both low and high frequency components. Additionally, as illustrated in Figure 2, object detectors rely more on low frequency for large objects and rely more on high frequency components for small objects. This observation demonstrates CNNs’ model-specific perceptions of distinct frequency components. The second one is related to CNNs’ ability in capturing non-robust features of image data. Previous study [18] attributes the phenomenon of adversarial examples [27–30, 33–35, 38, 39, 48, 50] to CNNs’ perceptions of non-robust features, which are highly predictive but incomprehensible patterns derived from data. Despite adversarial vulnerability, non-robust features also reveal how CNNs perceive data in a counter-intuitive way.

Since the aforementioned inconsistent knowledge is relevant to multiple data patterns, we propose to distill inconsistent knowledge by providing diverse input using data augmentation. We propose a unified data augmentation framework. Firstly, since the teacher model relies on distinct frequency components when predicting on objects of different sizes, we propose a sample-specific data augmentation. Specifically, we enhance different frequency components of an image based on the size of objects within the image using different frequency augmentation. By frequency augmentation, we can encourage the teacher model to transfer inconsistent knowledge on distinct frequency components. Secondly, since adversarial examples can explicitly extract the teacher model’s knowledge concerning non-robust features, we propose an adversarial feature augmentation that leverages adversarial examples alongside clean images as input and imitate the teacher model’s deep adversarial features to mine inconsistent knowledge concerning non-robust features from the teacher detector.

Our contributions can be summarized as follows.

- We for the first time investigate distillation of inconsistent knowledge for object detection from data perspective and propose a general data augmentation framework.
- We propose a sample-specific data augmentation to distill the teacher model’s inconsistent knowledge concerning frequency and an adversarial feature augmentation method to distill the teacher model’s inconsistent knowledge concerning non-robust features.
- Extensive experiments show that our proposed general knowledge distillation framework could be easily extended to existing methods, and could outperform state-of-the-art KD methods for one-stage, two-stage and anchor-free object detectors by at most 1.0 mAP.

2 RELATED WORK

2.1 Knowledge Distillation for Object Detection

Knowledge distillation is a commonly used method for object detection that compresses a large detector to a compact detector with a similar structure. Mimic network [3] firstly proposed the knowledge distillation framework for object detection which optimizes the similarity in the same region on features coming from student and teacher networks. To better use the spatial information of objects, [49] utilized the local near object regions to estimate imitation regions and imitated fine-grained features. Compared to
spatial distillation methods, many methods integrated the channel information into the distillation framework. [60] used both channel and spatial attention masks to encourage students to mimic regions with higher activation and introduced non-local modules to capture global information. [43] aligned different weights of each channel to transfer more channel-wise knowledge. [54] pointed out that equally distilling different regions may harm the performance, thus they separated the foreground and the background with different weights using spatial and channel attention masks. MGD [55] abnegated spatial and channel priors and trained an adversarial generator, learning the consistency between the erased features of the student and the features of the teacher.

In summary, the majority of existing works use additional regularizations to encourage the model to distill fine-grained features that align with ground truth. However, they tend to overlook the fact that the model also contains inconsistent knowledge.

2.2 Data Augmentation

Data augmentation mitigates data starvation or overfitting of network learning by selecting or constructing similar data from source training data. We can classify existing data augmentation methods into four broad categories [23] as follows: (1) geometric transformations such as rotation, flipping, and translation, which are commonly used in the deep neural network [24]; (2) photometric transformations that modify the pixel or intensity values [44]; (3) random occlusion techniques such as random erasing [61], grid mask [5] and cutout [9], which enable the model to resist object occlusions; and (4) deep learning based techniques such as adversarial training [1] and generative adversarial networks [42, 45].

Existing KD methods for object detection overlook the importance of data augmentation and simply use the same data augmentation methods used in object detection task, e.g., padding, flipping. In this paper, we demonstrate that data augmentation can be a powerful tool for inconsistent knowledge distillation.

3 METHODOLOGY

Firstly, we formulate KD for object detection and demonstrate the deficiencies of current KD methods in distilling inconsistent knowledge. Secondly, we introduce our data augmentation framework used to distill inconsistent knowledge, which involves a sample-specific data augmentation method and an adversarial feature augmentation method. Finally, we show the algorithm flow.

3.1 Formulation of Knowledge Distillation for Object Detection

The goal of knowledge distillation (KD) for object detection is to train a student object detector by mimicking the features or logits of a larger teacher object detector together with supervision of the ground truth. The general loss function for knowledge distillation can be represented as follow:

$$L_{KD}(x) = L_{GT}(x) + \alpha \cdot L_T(x),$$  \hspace{1cm} (1)

where $L_{GT}$ represents the task loss of object detection and $L_T$ refers to the distillation loss that forces the student model to imitate deep representations or logits of the teacher model. $\alpha$ is a hyper-parameter that balances the two losses. In this paper, we focus on the feature-based KD methods for object detection. Then the distillation loss $L_T$ is defined as:

$$L_T(x) = L_{feat}(S(x) - T(x)), \hspace{1cm} (2)$$

where $S(x)$ and $T(x)$ refer to deep features of the student and teacher models respectively. $L_{feat}$ represents the loss function that minimizes the discrepancy between features of the student and teacher models.

Existing KD methods for object detection utilize the same data augmentation as the teacher model, e.g., flipping, which we denote as $a_T(\cdot)$. We argue that using the same data augmentation $a_T(\cdot)$ in KD can not adequately distill knowledge from the teacher model.

Figure 3: Overall framework of our augmentation method. We propose a sample-specific data augmentation to distill inconsistent knowledge concerning frequency by enhancing distinct frequency components based on the size of objects. We propose an adversarial feature augmentation to distill inconsistent knowledge concerning non-robust features by imitating adversarial feature maps of the teacher model.
Firstly, the teacher model is trained with:

\[
\theta^T = \arg \min_{\theta} L^T_{\text{task}}(H^T(a_T(x), \theta), y)
\]

where \(H^T(a_T(x), \theta)\) refers to the output of the teacher model with augmented \(a_T(x)\) as input, \(L^T_{\text{task}}\) represents the task loss of the teacher model, and \(y\) is the ground truth. The equation 3 reveals that the teacher model is trained to fit well with the ground truth under the data augmentation \(a_T(\cdot)\). In other word, if we use the same \(a_T(\cdot)\) in KD, it will encourage distillation of the teacher model’s knowledge that coincides with the ground truth, i.e., consistent knowledge (B in figure 1). However, previous works \([2, 18, 47, 57]\) suggest that CNN-based models could make predictions in a counter-intuitive way despite being trained with supervision of human annotated labels. These studies inspire us that the teacher model may contain knowledge that explains its superior performance, i.e., inconsistent knowledge (A in figure 1). Therefore, in the following sections, we will delve into two types of available inconsistent knowledge and introduce our methods to distill inconsistent knowledge.

\[\textbf{3.2 Sample-Specific Data Augmentation from Fourier Perspective:}\]

Earlier work \([47]\) formulates the perceptual disparity between CNN-based models and human from a frequency perspective. It posits that CNN-based models can exploit high frequency components of input images beyond low frequency components which human annotated labels encourage the model to focus on. One intuitive interpretation is illustrated in Figure 2. We use a CNN-based object detector RetinaNet \([31]\) to predict on low and high frequency counterparts of an image. The results show that, although low frequency counterpart of the image (in Figure 2(b)) is more discriminative for human as compared to high frequency counterpart (in Figure 2(a)), the model does not always perform better on low frequency counterpart, particularly for small objects. The results suggest: (1) the model utilize both low and high frequency components for predictions; (2) the model would utilize distinct frequency components based on the scale of instances within an image.

The above observations inspire us to propose a sample-specific data augmentation method based on the scale of instances within an image in order to distill the teacher model’s perceptions of distinct frequency components. Concretely, for images where small objects are dominant, the model would focus more on high frequency components. Thus we would enhance the high frequency components for this image to distill the teacher model’s perceptions of high frequency components. On the contrary, for images where large objects are dominant, we would enhance the low frequency components. Now that we have our basic data augmentation strategy, we need to specify what data augmentation to use. In the following, we provide an analysis of different data augmentation methods from Fourier perspective.

\[\textbf{Data Augmentation from Fourier Perspective:}\] Inspired by \([57]\), we analyze three representative augmentation methods from Fourier perspective i.e., random flipping, random cropping, and Gaussian noise corruption. To obtain the frequency characteristics of the three augmentation methods, we apply the 2D discrete Fourier transform (DFT) to images augmented by the three methods respectively and clean images for comparison. Specifically, we obtain each Fourier spectrum by averaging over a collection of images with a batch size of 256. Then, we get the Fourier spectrum of each type of image and visualize them as heatmaps.

In Figure 4, we can draw several observations: (1) random flipped images exhibit a similar Fourier spectrum to clean images. (2) Compared to clean images, randomly cropped images have a higher concentration at the center of the Fourier spectrum, which corresponds to low frequency components; (3) On the contrary, images with Gaussian noise corruption have higher values at points away from the center which indicates high-frequency components. Overall, we find that different augmentation methods bring distinct changes to the frequency statistics of an image.

Here, together with our observations from Fourier perspective, we formulate our sample-specific data augmentation method strategy regarding object scale as follows:

\[
a_{\text{data}}(x) = \begin{cases} 
  a_1(x), & \exists b \in \{GT_x\}, p(b) \geq \tau \\
  a_2(x), & \forall b \in \{GT_x\}, p(b) < \tau
\end{cases}
\]

where \(p(b)\) is the area of the bounding box from ground-truth (GT) of the image \(x\). \(a_1\) and \(a_2\) respectively represent the adaptive cropping and adaptive high frequency corruption. \(\tau\) represents the area threshold that defines the small object.

For images without small objects, we apply cropping to images to enhance low frequency components. Since the model focus more on low frequency components for large objects, by using cropping, we can efficiently extract the teacher model’s perceptions of low-frequency components and improve the performance on large objects. Specifically, we randomly crop the edges of images with a certain relative ratio.
For images dominated by small objects, we add high frequency noises to clean images to enhance high frequency components. Since the model focus more on high frequency components for small objects, this method efficiently extracts the teacher model’s perceptions of high frequency components and improve the performance on small objects. Specifically, we use Gaussian noise sampled from $\mathcal{N}(0, \sigma^2)$ as the high frequency corruption and add the noise to clean images with a certain probability.

### 3.3 Adversarial Feature Augmentation

Most previous feature-based KD methods focus on distilling consistent knowledge from the teacher model out of consideration of consistency between the output of the teacher model and the ground truth. It can be expressed as $H^T(x) = y$ where $H^T(x)$ denotes the prediction of teacher model and $y$ is ground truth.

However, the distillation loss in Equation 1 only enforces the student model to imitate deep representations of the teacher model, such that $F^T_i(x) = F^S_i(x)$, where $i = 1, 2, \ldots, K$ and $F^T_i$, $F^S_i$ denote the $i$th deep representations of the teacher and student models with $x$ as input. This implies that the distillation of knowledge from the teacher model may be limited by the constraint of $H^T(x) = y$. Therefore, we hypothesize that the feature-based knowledge distillation is less restrictive on input and allows $H^T(x) \neq y$. Moreover, previous study [18] suggests that CNN-based models would utilize non-robust features for predictions, which are highly predictive but imperceptible patterns induced from input data. Although the model’s sensitivity to non-robust features leads to adversarial vulnerability [14, 20, 21, 36, 37, 40, 41, 46, 59], such features also reveals model’s sensitivity to non-robust features leads to adversarial vulnerability [14, 20, 21, 36, 37, 40, 41, 46, 59], such features also reveals how the model perceives data differently from human. This inspire us to distill the model’s perceptions of non-robust features. Since the adversarial examples depend on non-robust features, we can use adversarial examples to extract the model’s knowledge concerning non-robust features.

Therefore, we propose an adversarial feature augmentation method to mine more inconsistent knowledge from the teacher model. Concretely, we take adversarial examples alongside with clean images as input and enforce the student model to imitate the deep adversarial representations of the teacher model. We generate adversarial examples using a transfer-based attack method and take the teacher model as the victim model. We formulate adversarial examples $a_{adv}(x) = x + \delta_t$ as follows:

$$H^T(a_{adv}(x)) \neq H^T(x) \text{ s.t. } ||a_{adv}(x) - x||_\infty \leq \epsilon,$$

where $t$ is the number of iteration, and $\delta$ denotes the adversarial perturbation. $H^T$ represents the teacher model. $\epsilon$ represents the maximal magnitude of the adversarial perturbation.

Then we calculate the adversarial feature loss as follows:

$$L_{AdvoFeature}(\hat{x}) = \sum_{i=1}^{K} ||F^T_i(\hat{x}) - F^S_i(\hat{x})||_2,$$

where $\hat{x} = a_{adv}(x)$ is adversarial example defined by Equation 5. $F^T_i(\hat{x})$, $F^S_i(\hat{x})$ denote the $i$th deep feature maps of the teacher and student models with an adversarial example as input. $K$ represents the total number of the feature maps. Specifically, for pipeline with adversarial examples as input, we only minimize the distillation loss and do not use supervision of the ground truth. This is because our goal is to imitate deep representations of the teacher model rather than correct the predictions.

### 3.4 Unified Data and feature augmentation

To sum up, we propose a sample-specific data augmentation method based on objects scales and a feature augmentation method. The overall knowledge distillation loss can be formulated as:

$$L_{KD} = L_{GT} + \alpha \cdot L_T + \beta \cdot L_{AdvoFeature}.$$  

(7)

The overall procedure of our method is detailed in Algorithm 1.

### 4 EXPERIMENTS

#### 4.1 Dataset and Evaluation

We evaluate our method on the COCO2017 dataset [32], which contains 80 object categories. We use the 120k train images for training and 5k val images for testing. The performances of different models are evaluated in mean Average Precision (mAP) using MS COCO’s evaluation metrics [32].

#### 4.2 Implementation Details

We conduct our experiments on 8 A100 GPUs based on mmddet [4] framework. To verify our approach, we apply our augmentation strategy to two previous feature-based KD methods, FGD [54] and MGD [55]. We adopt the original experiment setting and hyper-parameters for these two methods. We perform experiments on both one-stage, two-stage and anchor-free object detectors. We use ResNet-50 [16] backbone for student object detectors and ResNetXt101 [53] backbone for teacher object detectors. For feature augmentation, we use DIFGSM [52] to generate adversarial examples in an offline manner with maximum perturbation $\epsilon = 8$, number of iteration $t = 5$, and step size $\lambda = 2$.

For data augmentation, we set the probability of adding high frequency corruption $p = 0.3$, relative cropped ratio $r = 0.2$. For feature augmentation, we
4.3 Main Results

We conduct experiments on three representative object detectors, i.e., one-stage object detector RetinaNet [31], two-stage object detector Mask RCNN [15] and anchor-free object detector RepPoints [56]. To validate the effectiveness of our method, we apply our data augmentation method to two state-of-the-art KD methods for object detection, i.e., FGD [54] and MGD [55]. We evaluate the performance of our method and make a thorough comparison with current KD methods for object detection, which is depicted in Table 1. 

Firstly, for all three object detectors, our data augmentation method can further enhance the performance of current KD methods for object detection and achieve the state-of-the-art performance, e.g., our method yields a performance gain of 1.0 mAP for FGD on the RepPoints object detectors and renders a performance gain of 4.4 mAP compared to the student model trained from scratch, achieving the highest mAP of 43.0. These results demonstrate the generalizability and effectiveness of our proposed method.

Secondly, our method yields less mAP gain for RetinaNet object detectors, which we attribute to the limit of the teacher model’s performance. Since together with either FGD or MGD, our method surpasses the teacher model. 

Thirdly, we observe that our method provides less mAP gain for MGD compared to FGD. We suggest that this may be because MGD uses GAN [12] to reconstruct the student model’s features, which can be viewed as another deep-neural-network-based augmentation. Thus together with GAN used in MGD, our augmentation method yields less mAP gain.

4.4 Comparisons with Other Data Augmentation

In this section, we present a comparison of our method with other popular data augmentation methods, i.e., flipping, cutout, and copy-paste. We conduct experiments on the one-stage detector RetinaNet with FGD, and the results are depicted in Table 3. Firstly, we observe that all the data augmentation methods improve the performance of knowledge distillation, indicating the significance of data augmentation in knowledge distillation. Secondly, our method outperforms the other data augmentation methods, achieving a 0.6 mAP gain over the result without data augmentation. This improvement validates the effectiveness of our method in improving knowledge distillation for object detection. Finally, we combine our method with the commonly used data augmentation method, i.e., flipping, and obtain the highest mAP. This result suggests that there is potential in further improvement of knowledge distillation by combining our method with other data augmentation methods.

4.5 Ablation Studies

In this section, we conduct ablation experiments to investigate the effectiveness of the proposed sample-specific data augmentation
strategy and the feature augmentation strategy. Specifically, to evaluate our augmentation methods, we conduct ablation studies based on FGD without flipping.

We conduct several experiments as follows: (1) training with adaptive high frequency corruption, i.e., adpHFC; (2) training with adaptive cropping, i.e., AdpCrop; (3) training with sample-specific data augmentation, i.e., adpHFC, AdpCrop; (4) training with adversarial feature augmentation, i.e., FeatAug; (5) training with both data and feature augmentation, i.e., adpHFC, AdpCrop, FeatAug.

As shown in Table 2, we can draw some observations regarding performance improvement of the baseline when applying our augmentation method as follows: (1) training with adaptive high frequency corruption can significantly increase the mAP of small objects from 22.5 to 23.6 compared to that of medium-sized objects and large objects, which is strong evidence that enhancing high frequency components can help detectors perform better on small objects; (2) training with adaptive cropping mainly improves performance on medium-sized objects and brings 0.7 mAP gain for mAPM and 0.3 mAP gain for overall mAP from 40.3 to 40.6. Specifically, in this experiment, we set the threshold of the object size to be 32 × 32, which means only input with medium-sized or large objects will be cropped. The improvement verifies our assumption; (3) training with feature augmentation can also boost the performance of knowledge distillation with mAP increase of 0.3, in a way that strengthens the feature distillation process; (4) combinations of our augmentation strategies can further improve the performance. It is worth noticing that we achieve the best result when combining all augmentation strategies and boost the overall mAP to 40.9 which outperforms the baseline by a large margin.

To sum up, our ablation studies demonstrate that both adaptive data augmentation can boost the performance and they function separately on objects with different scales; feature augmentation can also bring performance gain for knowledge distillation.

### 4.6 Discussion and Analysis

**More Knowledge Transferred from Teacher Model with Our Method**

We propose a data augmentation framework to mine inconsistent knowledge from the teacher model. To validate that our method can effectively transfer more knowledge from the teacher model, we evaluate the fidelity [19] of different KD methods, which measures the agreement between the output the teacher and student model on the same input. Firstly, we use the teacher model to make predictions on test set and only save predictions with confidence over 0.3 as pseudo labels. We then evaluate the mAP of the student model with the pseudo labels as the ground truth. Our experiments are conducted on RetinaNet object detector. The results presented in Table 4 demonstrate that knowledge distillation yields higher fidelity compared to training from scratch. Furthermore, our method shows an additional improvement in fidelity. On one hand, the results suggest that knowledge from the teacher model has not been fully distilled. On the other hand, the results also validate that our method can transfer more knowledge.

We also visualize the detection results and deep feature maps of different models, as shown in Figure 5 and Figure 6 respectively. From the detection results, we observe that our data augmentation method results in more accurate and consistent predictions with the teacher model. The results in Figure 6 show that the feature map of our method achieves the highest similarity with the teacher model. Furthermore, we compute confusion matrix of our method and make a comparison with the baseline, i.e., FGD. The results are presented in Figure 7, where the values on the diagonal of the confusion matrix represent the ratio of predictions that match the teacher model’s predictions. Our method achieves higher ratio of matching in most cases, which further validates that our method could transfer more knowledge.

### Table 2: Ablation study to evaluate the effectiveness of the proposed data augmentation strategy and the feature augmentation method. We conduct our experiments with FGD [54] on RetinaNet [31] object detector without extra data augmentation.

| Index | method         | mAP  | mAP_S | mAP_M | mAP_L |
|-------|----------------|------|-------|-------|-------|
| 1     | No Aug         | 40.3 | 22.5  | 44.3  | 54.2  |
| 2     | cutout [9]     | 40.6 | 22.8  | 44.9  | 54.4  |
| 3     | copypaste [11] | 40.6 | 23.8  | 45.2  | 53.9  |
| 4     | flipping       | 40.7 | 22.9  | 45.0  | 54.7  |
| 5     | Ours           | 40.9 | 23.4  | 45.4  | 54.3  |
| 6     | Ours (+flipping)| 41.2 | 23.9  | 45.4  | 54.9  |

### Table 3: Comparisons with other data augmentation methods. No Aug means training without data augmentation.

| Index | method         | mAP  | mAP_S | mAP_M | mAP_L |
|-------|----------------|------|-------|-------|-------|
| 1     | No Aug         | 40.3 | 22.5  | 44.3  | 54.2  |
| 2     | cutout [9]     | 40.6 | 22.8  | 44.9  | 54.4  |
| 3     | copypaste [11] | 40.6 | 23.8  | 45.2  | 53.9  |
| 4     | flipping       | 40.7 | 22.9  | 45.0  | 54.7  |
| 5     | Ours           | 40.9 | 23.4  | 45.4  | 54.3  |
| 6     | Ours (+flipping)| 41.2 | 23.9  | 45.4  | 54.9  |

### Table 4: Results evaluated using the teacher model’s predictions as ground truth. With higher mAP, the student model makes more identical predictions with the teacher model.

| Index | method         | mAP  | mAP_S | mAP_M | mAP_L |
|-------|----------------|------|-------|-------|-------|
| 1     | Teacher        | 100  | 100   | 100   | 100   |
| 2     | Student        | 52.7 | 35.3  | 51.0  | 59.4  |
| 3     | MGD [55]       | 65.9 | 49.1  | 65.8  | 71.5  |
| 4     | FGD [54]       | 65.9 | 48.1  | 64.8  | 72.1  |
| 5     | Ours (+MGD)    | 67.9 | 52.2  | 67.5  | 73.2  |
| 6     | Ours (+FGD)    | 68.1 | 52.3  | 67.2  | 74.1  |
Generalizability to Other Scenarios

To demonstrate the generalizability of our method, we evaluate its performance on a different task. Knowledge distillation is also used in backdoor defense [51], such as Neural Attention Distillation (NAD) [26]. In this experiment, we apply the Badnet [13] backdoor attack to a multimodal contrastive model, Declip [25], to obtain the victim model. Then, following the procedure of NAD, we use the model fine-tuned on clean data as the teacher model and purify the victim model using the distillation technique. Analogously, we apply our method with NAD and make a comparison. We evaluate the attack success rate (ASR) on the ImageNet-1K [8] validation dataset using the zero-shot top-5 accuracy metric. The results in Table 5 demonstrate that our method can improve the existing NAD backdoor defense method by 33\%.

Table 5: Results on backdoor defense task. The first row indicates the result of the victim model without defense.

| Index | method       | ASR  | ASR Drop |
|-------|--------------|------|----------|
| 1     | Victim       | 96.7 | -        |
| 2     | NAD [26]     | 82.88| 13.82    |
| 3     | Ours (+NAD)  | 78.26| 18.44 (↑33\%)|

More backdoor attack and defense results are available in our codebase.

5 CONCLUSION

In this paper, we reveal that current KD methods overlook inconsistent knowledge and lead to insufficient distillation from the teacher model. To address this issue, we introduce two available inconsistent knowledge for distillation, one related to frequency and the other associated with non-robust features. To distill these two inconsistent knowledge, we propose a sample-specific data augmentation that enhances distinct frequency components adaptively and an adversarial feature augmentation that mimics adversarial features. Furthermore, our method can be easily integrated into current KD methods for object detection and improve their performance.
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APPENDIX

A  SENSITIVITY STUDY OF $\beta$

In this paper, we incorporate inconsistent knowledge distillation with consistent knowledge distillation. In practice, the balance between them is important. For example, the hyper-parameter $\beta$ is introduced to weight the distillation of inconsistent knowledge concerning non-robust features. Here, we further conduct experiments to evaluate the effect of $\beta$. Specifically, we experiment on Mask RCNN with FGD. The results presented in Table A.1 demonstrate that it is crucial to set $\beta$ to an appropriate value. If $\beta$ is set too high, the model may become overly biased towards distilling inconsistent knowledge, whereas a low value of $\beta$ may lead to insufficient distillation of inconsistent knowledge.

| $\beta(\times10^{-7})$ | 0.625 | 1.25 | 2.5 | 5.0  |
|------------------------|------|------|-----|-----|
| mAP                    | 42.2 | 42.2 | 42.4| 42.1|

Table A.1: Results of different $\beta$.

B  TRAINING TIME EVALUATION

In this paper, we propose adversarial feature augmentation that utilizes adversarial examples as input to distill adversarial features, which incurs additional training overhead. To evaluate the training performance of our method, we benchmark our method on RetinaNet with FGD using 8 GPUs. Firstly, we generate adversarial examples in an offline manner, which takes approximately 3 hours. The training with additional data takes around 27 hours, while the baseline (vanilla training) takes about 24 hours.

In summary, (1) training with additional data results in an extra time cost of 3 hours ($1/8$ of the vanilla training), and (2) the total additional time cost is 6 hours when considering the time cost of offline data generation ($1/6$ of the vanilla training).

In fact, since the generated adversarial examples can be reused, there is no need to regenerate them every time before training. Nonetheless, improving computational efficiency remains an area of future study.