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1. Introduction

The Alt-Caffarelli-Friedman monotonicity formula was introduced in [1] as a fundamental tool for studying the main properties of the solutions of two-phase free boundary problems. Roughly saying, following [1], the result says that there exists \( r_0 > 0 \) such that for every non-negative \( u_1, u_2 \in C(B_1(0)) \cap H^1(B_1(0)), \Delta u_i \geq 0, i = 1, 2, u_1(0) = u_2(0) = 0 \) and \( u_1u_2 = 0 \) in \( B_1(0) \), where \( B_1(0) \) is the Euclidean ball centered at 0 of radius 1 in \( \mathbb{R}^n \), then

\[
\Phi(r) := r^{-4} \int_{B_r(0)} \frac{|\nabla u_1(x)|^2}{|x|^{n-2}} \, dx \int_{B_r(0)} \frac{|\nabla u_2(x)|^2}{|x|^{n-2}} \, dx
\]  

is well defined, bounded and monotone increasing in \([0, r_0)\).

Alt, Caffarelli and Friedman used this result for proving the Lipschitz continuity of critical points of a functional like the following one

\[
\mathcal{E}(v) := \int_\Omega \left( |\nabla v|^2 + \chi_{\{v>0\}} \right) \, dx
\]
defined on a set $K \subset H^1(\Omega)$, where $\Omega \subset \mathbb{R}^n$ is a given bounded open set and $K$ is determined by some known conditions on $v$ given on $\partial \Omega$, where $\chi_{[v>0]}$ denotes, as usual, the characteristic function of the set $\{v>0\}$.

The critical points of the previous functional $E$ satisfy the following two-phase free boundary problem

$$\begin{cases}
\Delta u = 0 & \text{in } \Omega^+(u) := \{x \in \Omega : u(x) > 0\}, \\
\Delta u = 0 & \text{in } \Omega^-(u) := \text{Int}(\{x \in \Omega : u(x) \leq 0\}), \\
|\nabla u^+|^2 - |\nabla u^-|^2 = 1 & \text{on } F(u) := \partial \Omega^+(u) \cap \Omega,
\end{cases}$$

(1.3)

see [1]. Thus, solutions of (1.3) satisfy, at least in a “weak” sense, the following property: for every $P \in F(u)$

$$(u^+_r(P))^2(u^-_r(P))^2 = \lim_{r \to 0^+} \Phi(r) \leq C,$$

where $u^+ := \sup[u, 0]$, $u^- := \sup[-u, 0]$, $
u$ is the unit vector, pointing inside $\Omega^+(u)$ at $P \in F(u)$ and inside $\Omega^-(u)$ at $P \in F(u)$ when this makes sense in the smooth case. See [9] for a more general viscosity meaning.

Hence, if one of the two phases, let us say $u^-$, is sufficiently regular at $P \in F(u)$, see [27], then by the Hopf maximum principle it results $u^+_r(P) > 0$ so that, as a by-product, $u^+_r(P)$ has to be bounded. In this way, the solutions of the free boundary problem are globally Lipschitz.

After [1] many other important papers on this topic appeared. We remind some of them, without pretending to cite all the literature about this topic. In [7] it was proved that the monotonicity formula holds for linear uniformly elliptic operators in divergence form with Hölder continuous coefficients, in [8] a formula for non-homogeneous free boundary problems was discovered, in [39] the Riemannian case was treated, while in [33] the non-divergence form case has been faced. Some very partial results have been obtained also in the nonlinear case in lower dimension: See [15] for the $p$--Laplace case.

Moreover, this formula became popular for other applications as well. Among them, there are further two-phase problems, see [6] for the elliptic homogeneous case, [2] and [19] for the parabolic homogeneous setting, and [14] for the elliptic linear non-homogeneous problems. In addition we also recall some segregation problems, see for instance: [34, 35, 37, 38]. In this way, during the last decade, the Alt-Caffarelli-Friedman monotonicity formula has quickly increased its importance in literature.

The existence of such a tool for elliptic degenerate operators, for instance sublaplacians on groups, as far as we know, has not yet been understood. Anyhow, concerning other similar formulas about sublaplacians we find in the literature some important contributions, see [26] and in particular [28], where the authors deal with the frequency function of Almgren in Carnot groups. Moreover, see [12, 13] for further papers in non-commutative setting dealing with other free boundary problems, namely the obstacle problem.

We also gently warn the reader about the existence of results about two-phase problems in the Heisenberg group, like [16, 20] in particular, where the following parallel version of the Euler equations (1.3), of a two-phase problem in this non-commutative framework, has been achieved:

$$\begin{cases}
\Delta_{2\mathbb{H}} u = 0 & \text{in } \Omega^+(u) := \{x \in \Omega : u(x) > 0\} \\
\Delta_{2\mathbb{H}} u = 0 & \text{in } \Omega^-(u) := \text{Int}(\{x \in \Omega : u(x) \leq 0\}) \\
|\nabla_{2\mathbb{H}} u^+|^2 - |\nabla_{2\mathbb{H}} u^-|^2 = 1 & \text{on } F(u) := \partial \Omega^+(u) \cap \Omega.
\end{cases}$$

(1.4)
In the Section 3 of this paper, we shall introduce the main notation that we need for working on this subject. Nevertheless, we ask to the reader that is not customary with this language to continue to follow this colloquial presentation having in mind that, in the Heisenberg group, there exists a natural translation of the classical Euclidean tools in terms of parallel intrinsic notions in the non-commutative structure $\mathbb{H}^n$. Hence, what we are going to discuss in a while in this introduction, it should be easily interpreted by all. We remark that, in this particular non-commutative context, the gradient jump $|\nabla u^+|^2 - |\nabla u^-|^2 = 1$ now is governed by the jump of the horizontal gradient $\nabla_{\mathbb{H}}$ of the solutions $u$ of (1.4) in the Heisenberg group $\mathbb{H}^n$. As a first consequence, in this degenerate case associated with the sublaplacian $\Delta_{\mathbb{H}}$, a new geometric problem, that in the Euclidean two-phase problem did not exist, now appears. In fact, since classical smooth free boundaries of (1.4), in principle, might have characteristic points, then the jump of the horizontal gradient of $u$ on $\mathcal{F}(u)$ could not be satisfied pointwise, because the horizontal gradient vanishes on characteristic points, see Section 3. It is also worthwhile to recall that it has been already proved that a minimum $u$ of the functional

$$E_{\mathbb{H}}(v) := \int_{\Omega} \left( |\nabla_{\mathbb{H}} v|^2 + \chi_{\{v>0\}} \right) dx,$$

$\Omega \subset \mathbb{H}^n$, see Section 3 in [20], is endowed with a locally bounded horizontal gradient $\nabla_{\mathbb{H}} u$ and moreover that every minimum $u$ satisfies $\Delta_{\mathbb{H}} u = 0$ in $\Omega^+ (u)$, as well as $\Delta_{\mathbb{H}} u = 0$ in $\Omega^- (u)$, even if no word has been spent about the behavior of the free boundary of these local minima. Indeed, an alternative way of proving that a local minimum of the functional $E_{\mathbb{H}}$ is intrinsically Lipschitz, instead of using the monotonicity formula, has been shown in [20]. The proof of the monotonicity formula in the Euclidean framework is quite long and based on many highly non-trivial results. Thus, we like to revisit it in Section 2, by commenting the key points of the proof and then focusing our attention to the parallel steps that we would need to prove in the Heisenberg group, including the statement of our following main result proved in [18] as well.

In order to reach our goal, let us introduce the following family of functionals depending on a real number $\beta > 0$ :

$$J_{\beta,\mathbb{H}^1} (r) = r^{-\beta} \int_{B_{r}^1 (0)} \frac{|\nabla_{\mathbb{H}} u_1|^2}{|\zeta|^2_{\mathbb{H}^1}} d\zeta \int_{B_{r}^1 (0)} \frac{|\nabla_{\mathbb{H}} u_2|^2}{|\zeta|^2_{\mathbb{H}^1}} d\zeta. \quad (1.5)$$

Following the main steps of the Euclidean proof, in [18] we proved the following result as a corollary of an estimate of the first eigenvalue of an operator defined on the boundary of the Koranyi ball of radius one. In fact, as people who usually work in this sub-Riemannian field well know, this set takes the place of the boundary of the classical Euclidean ball of radius one, when we need to work with the fundamental solution of the sublaplacian $\Delta_{\mathbb{H}^1}$, see [17].

**Theorem 1.1.** If there exists a positive number $\beta$ for which $J_{\beta,\mathbb{H}^1}$ is monotone for every non-negative $u_1, u_2 \in H^1_{\mathbb{H}^1} (B_{r}^1 (0))$, such that $\Delta_{\mathbb{H}} u_i \geq 0$, $u_i (0) = 0$, $i = 1, 2$ and $u_1 u_2 = 0$, then $\beta \leq 4$.

We stated this result in the first Heisenberg group only, because we did not prove a monotonicity formula for all the Heisenberg groups, but simply we have proved that if this formula holds in the non-commutative framework given by $\mathbb{H}^1$, then the right exponent $\beta$ has to be smaller or equal than 4. The proof in higher Heisenberg groups requires more computations, but it may be obtained with some further efforts, that we do not discuss here, following the same ideas. On the other hand, the breakthrough that we would need for concluding that, at least in $\mathbb{H}^1$, the sharp exponent $\beta$ is exactly 4.
depends on a long standing open question. In fact the best profile of the set that realizes the equality in the isoperimetric inequality in the Heisenberg group (and as a byproduct the descendant Polya-Szegő inequality on the surface of the Koranyi ball of radius one) is still open, see [11] for an introduction to this problem. So that, considering previous arguments, we have decided to state our result only in $\mathbb{H}^1$. We shall discuss this part in Section 5. In the remaining Section 4, we describe the main tools we need for obtaining the key estimate on the Rayleigh quotient in $\mathbb{H}^1$, see [18] for the details.

2. The Euclidean setting

In this section, following the original paper [1] and [9], we try to focus on the main steps we need to achieve for proving the Alt-Caffarelli-Friedman monotonicity formula in the Euclidean setting.

After a straightforward differentiation, it results

$$
\Phi'(r) = I_1(r)I_2(r)r^{-5}\left(-4 + r\left(d_1 + \frac{d_2}{I_1}\right)\right),
$$

(2.1)

where for $i = 1, 2$:

$$
I_i(r) = \int_{B_i(0)} \frac{\|\nabla u_i(x)\|}{|x|^{n-2}} dx.
$$

By a rescaling argument, we can write

$$
\Phi'(r) = I_1(r)I_2(r)r^{-5}\left(-4 + \int_{\partial B_i(0)} \frac{\|\nabla u_1(x)\|^2}{|x|^{n-2}} d\sigma + \int_{B_i(0)} \frac{\|\nabla u_2(x)\|^2}{|x|^{n-2}} dx\right).
$$

(2.2)

Precisely, we have

$$
I_i(r) = \int_{B_i(0)} \frac{\|\nabla u_i(x)\|^2}{|x|^{n-2}} dx = \int_{B_i(0)} \frac{\|\nabla u_i(ry)\|^2}{|ry|^{n-2}} r^n dy = r^2 \int_{B_i(0)} \frac{\|\nabla u_i(ry)\|^2}{|y|^{n-2}} dy,
$$

and

$$
I_i(r) = \int_{B_i(0)} \frac{\|\nabla u_i(x)\|^2}{|x|^{n-2}} dx = \int_0^\rho \left(\int_{\partial B_i(0)} \frac{\|\nabla u_i(y)\|^2}{|y|^{n-2}} d\sigma(y)\right) d\rho = \int_0^\rho \left(\int_{\partial B_i(0)} \frac{\|\nabla u_i(\rho y)\|^2}{\rho^{n-2}} \rho^{n-1} d\sigma(y)\right) d\rho
$$

$$
= \int_0^\rho \rho \left(\int_{\partial B_i(0)} \frac{\|\nabla u_i(\rho y)\|^2}{d\sigma(y)}\right) d\rho,
$$

where here $y$ denotes the coordinates on $\partial B_i(0)$. Thus, we get

$$
\frac{I_i'}{I_i} = \frac{d}{dr} \int_0^\rho \rho \left(\int_{\partial B_i(0)} \frac{\|\nabla u_i(\rho y)\|^2}{d\sigma(y)}\right) d\rho = \frac{r}{r^2 \int_{B_i(0)} \|\nabla u_i(ry)\|^2 dy} = \frac{r}{r^2 \int_{B_i(0)} \|\nabla u_i(ry)\|^2 |y|^{n-2} dy}
$$
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which implies, if we define

\[(u_i)_r(x) = \frac{u_i(rx)}{r}, \quad x \in B_1(0),\]

that

\[
\frac{I'_i}{I_i} = \frac{1}{r} \int_{\partial B_1(0)} |\nabla (u_i)_r(y)|^2 d\sigma(y) \int_{B_1(0)} \frac{|\nabla u_i(y)|^2}{|y|^{n-2}} dy,
\]

where \((u_i)_r\) is defined in \(B_1(0)\). As a consequence, if we write \(y = x\) and \((u_i)_r = u_i\) the last equality gives

\[
\frac{I'_i}{I_i} = \frac{1}{r} \int_{\partial B_1(0)} |\nabla u_i(x)|^2 d\sigma(x) \int_{B_1(0)} \frac{|\nabla u_i(x)|^2}{|x|^{n-2}} dx,
\]

and so (2.1) becomes (2.2).

Now, if

\[
-4 + \int_{\partial B_1(0)} |\nabla u_1(x)|^2 d\sigma + \int_{B_1(0)} \frac{|\nabla u_1(x)|^2}{|x|^{n-2}} dx = 0
\]

then, from (2.2), \(\Phi'(r) \geq 0\). Hence, in order to prove that the previous inequality holds, the following ratios

\[
J_i(r) := \frac{1}{r} \int_{\partial B_1(0)} |\nabla u_i(x)|^2 d\sigma \int_{B_1(0)} \frac{|\nabla u_i(x)|^2}{|x|^{n-2}} dx
\]

for \(i = 1, 2\), have to be estimated.

Since the gradient may split in two orthogonal parts involving the radial part and the tangential part, respectively denoted by \(\nabla^\rho u_i\) and \(\nabla^\theta u_i\), it results

\[
|\nabla u_i(x)|^2 = |\nabla^\rho u_i(x)|^2 + |\nabla^\theta u_i(x)|^2.
\]

Then, we can rewrite \(J_i\) as

\[
J_i(r) = \frac{1}{r} \int_{\partial B_1(0)} \left( |\nabla^\rho u_i(x)|^2 + |\nabla^\theta u_i(x)|^2 \right) d\sigma \int_{B_1(0)} \frac{|\nabla u_i(x)|^2}{|x|^{n-2}} dx.
\]
At this point, we estimate the numerator and denominator of (2.3) separately. As regards the numerator, we define first

$$\lambda(\Gamma_i) := \inf_{v \in H^1_0(\Gamma_i)} \frac{\int_{\Gamma_i} |\nabla^\alpha v(x)|^2 d\sigma}{\int_{\Gamma_i} v(x)^2 d\sigma},$$

where

$$\Gamma_i := \{x \in \partial B_i(0) : u_i(x) > 0\}$$

and $\lambda(\Gamma_i), i = 1, 2,$ is the Rayleigh quotient. By the definition of $\lambda(\Gamma_i)$, we thus obtain, for every $\beta_i \in (0, 1),$

$$\int_{\partial B_i(0)} |\nabla^\beta u_i(x)|^2 d\sigma = \int_{\Gamma_i} |\nabla^\beta u_i(x)|^2 d\sigma \geq \lambda(\Gamma_i) \int_{\Gamma_i} u_i(x)^2 d\sigma$$

$$= (1 - \beta_i + \beta_i \lambda(\Gamma_i)) \int_{\Gamma_i} u_i(x)^2 d\sigma = \beta_i \lambda(\Gamma_i) \int_{\Gamma_i} u_i(x)^2 d\sigma + (1 - \beta_i) \lambda(\Gamma_i) \int_{\Gamma_i} u_i(x)^2 d\sigma,$$

hence, by Cauchy inequality, we have

$$\int_{\partial B_i(0)} \left( |\nabla^\beta u_i(x)|^2 + |\nabla^\delta u_i(x)|^2 \right) d\sigma \geq \int_{\Gamma_i} |\nabla^\beta u_i(x)|^2 d\sigma + \beta_i \lambda(\Gamma_i) \int_{\Gamma_i} u_i(x)^2 d\sigma$$

$$+ (1 - \beta_i) \lambda(\Gamma_i) \int_{\Gamma_i} u_i(x)^2 d\sigma \geq 2 \left( \int_{\Gamma_i} |\nabla^\beta u_i(x)|^2 d\sigma \right)^{1/2} \left( \beta_i \lambda(\Gamma_i) \int_{\Gamma_i} u_i(x)^2 d\sigma \right)^{1/2}$$

$$+ (1 - \beta_i) \lambda(\Gamma_i) \int_{\Gamma_i} u_i(x)^2 d\sigma.$$ (2.4)

Concerning the denominator, instead, we compute

$$\Delta(u_i^2) = \sum_{j=1}^n \frac{\partial^2}{\partial x_j^2} (u_i^2) = \sum_{j=1}^n \frac{\partial}{\partial x_j} \left( 2u_i \frac{\partial u_i}{\partial x_j} \right) = 2 \left( |\nabla u_i|^2 + u_i \Delta u_i \right) \geq 2 |\nabla u_i|^2,$$

since $u_i \Delta u_i \geq 0$ by the assumptions on $u_i$.

Consequently, we achieve the following estimate:

$$\int_{B_i(0)} \frac{|\nabla u_i(x)|^2}{|x|^{n-2}} dx \leq \left( \int_{\Gamma_i} |\nabla^\beta u_i(x)|^2 d\sigma \right)^{1/2} \left( \int_{\Gamma_i} u_i^2(x) d\sigma \right)^{1/2} + \frac{n-2}{2} \int_{\Gamma_i} u_i^2(x) d\sigma.$$ (2.5)

In fact, the previous inequality follows after an integration by parts, using the facts that $|x|^{2-n}$ is, up to a multiplicative constant, the fundamental solution of $\Delta$ and $0 \in F(u_i), i = 1, 2,$ and by the Hölder inequality because:

$$\int_{B_i(0)} \frac{|\nabla u_i(x)|^2}{|x|^{n-2}} dx \leq \frac{1}{2} \int_{B_i(0)} \Delta(u_i^2)(x)|x|^{2-n} dx = \frac{1}{2} \left( \int_{B_i(0)} \text{div} \left( |x|^{2-n} \nabla u_i^2(x) \right) dx \right.$$  

$$- \int_{B_i(0)} \nabla(|x|^{2-n}) \cdot \nabla(u_i^2)(x) dx \) = \frac{1}{2} \left( \int_{\partial B_i(0)} |x|^{2-n} \nabla u_i^2(x) \cdot \frac{x}{|x|} d\sigma - \int_{\partial B_i(0)} \text{div} \left( u_i^2(x) \nabla(|x|^{2-n}) \right) dx \right.$$  
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\[
+ \int_{B_{1}(0)} u_i^2(x) \Delta(|x|^{2-n}) dx = \frac{1}{2} \left( \int_{\Gamma_i} 2 u_i(x) \nabla^p u_i(x) d\sigma + (n-2) \int_{\Gamma_i} u_i^2(x) |x|^{1-n} d\sigma \right)
\]
\[
= \int_{\Gamma_i} u_i(x) \nabla^p u_i(x) d\sigma + \frac{n-2}{2} \int_{\Gamma_i} u_i^2(x) d\sigma \leq \left( \int_{\Gamma_i} |\nabla^p u_i(x)|^2 d\sigma \right)^{\frac{1}{2}} \left( \int_{\Gamma_i} u_i^2(x) d\sigma \right)^{\frac{1}{2}} + \frac{n-2}{2} \int_{\Gamma_i} u_i^2(x) d\sigma.
\]

Now, putting together (2.4) and (2.5), we get, in view of (2.3),
\[
J_i(r) \geq \frac{2 \left( \int_{\Gamma_i} |\nabla^p u_i(x)|^2 d\sigma \right)^{\frac{1}{2}} \left( \int_{\Gamma_i} \beta_i \lambda(\Gamma_i) u_i^2(x) d\sigma \right)^{\frac{1}{2}} + (1 - \beta_i) \lambda(\Gamma_i) \int_{\Gamma_i} u_i^2(x) d\sigma}{\left( \int_{\Gamma_i} |\nabla^p u_i(x)|^2 d\sigma \right)^{\frac{1}{2}} \left( \int_{\Gamma_i} u_i^2(x) d\sigma \right)^{\frac{1}{2}} + \frac{n-2}{2} \int_{\Gamma_i} u_i^2(x) d\sigma},
\]
and setting \( \xi_i = \left( \int_{\Gamma_i} |\nabla^p u_i(x)|^2 d\sigma \right)^{\frac{1}{2}} \) and \( \eta_i = \left( \int_{\Gamma_i} u_i^2(x) d\sigma \right)^{\frac{1}{2}} \), it holds
\[
J_i(r) \geq \frac{2(\beta_i \lambda(\Gamma_i))^{\frac{1}{2}} \xi_i \eta_i + (1 - \beta_i) \lambda(\Gamma_i) \eta_i^2}{\xi_i \eta_i + \frac{n-2}{2} \eta_i^2} = \frac{2(\beta_i \lambda(\Gamma_i))^{\frac{1}{2}} + (1 - \beta_i) \lambda(\Gamma_i) \eta_i^2}{1 + \frac{n-2}{2} \eta_i^2} \geq \inf_{z \geq 0} \frac{2(\beta_i \lambda(\Gamma_i))^{\frac{1}{2}} + (1 - \beta_i) \lambda(\Gamma_i) z}{1 + \frac{n-2}{2} z} = 2 \min \left\{ \frac{\lambda(\Gamma_i)}{n-2} (1 - \beta_i), (\beta_i \lambda(\Gamma_i))^{\frac{1}{2}} \right\}.
\]

The last equality easily follows by elementary arguments. Now, if it were possible to choose \( \beta_i \in (0, 1) \) in such a way that
\[
\frac{\lambda(\Gamma_i)}{n-2} (1 - \beta_i) = (\beta_i \lambda(\Gamma_i))^{\frac{1}{2}}
\]
we would realize, by denoting \( \alpha_i := (\beta_i \lambda(\Gamma_i))^{\frac{1}{2}} \), that the previous equation is satisfied if and only if
\[
\alpha_i^2 + (n-2)\alpha_i - \lambda(\Gamma_i) = 0.
\]

On the other hand, since a function \( u = \rho^\theta g(\theta) \), \( \theta := (\theta_1, \ldots, \theta_{n-1}) \), is harmonic in a cone determined by a domain \( \Gamma \) whenever
\[
\rho^{\theta-2} ((\alpha(n-1) + \alpha(n-1))g(\theta) + \Delta g) = 0,
\]
we deduce that there exists \( \alpha_i \) such that
\[
\alpha_i (\alpha_i - 1) + \alpha_i (n-1) = \lambda(\Gamma_i),
\]
namely
\[
\alpha_i^2 + (n-2)\alpha_i - \lambda(\Gamma_i) = 0.
\]

By the structure of the equation, it immediately comes out that there always exists a strictly positive solution \( \alpha_i = \alpha_i(\Gamma_i) \), which is called the characteristic constant of \( \Gamma_i \).

Therefore, we have to prove the existence of \( \beta_i \in (0, 1) \) such that
\[
-\frac{(n-2) + \sqrt{(n-2)^2 + 4\lambda(\Gamma_i)}}{2} = (\beta_i \lambda(\Gamma_i))^{\frac{1}{2}}.
\]
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Specifically, (2.7) is equivalent to solving
\[
\frac{4\lambda(\Gamma_i)}{(n-2) + \sqrt{(n-2)^2 + 4\lambda(\Gamma_i)}} = 2(\beta_i\lambda(\Gamma_i))^\frac{1}{2},
\]
that is
\[
\frac{2\lambda(\Gamma_i)^{\frac{1}{2}}}{(n-2) + \sqrt{(n-2)^2 + 4\lambda(\Gamma_i)}} = \beta_i^\frac{1}{2}.
\]
Since the continuous positive function defined in \([0, +\infty)\) as
\[
z \to \frac{z}{(n-2) + \sqrt{(n-2)^2 + z^2}}
\]
is strictly increasing, \(\left(\frac{z}{(n-2) + \sqrt{(n-2)^2 + z^2}}\right)(0) = 0\) and \(\sup_{\[0, +\infty) \frac{\lambda}{(n-2) + \sqrt{(n-2)^2 + \lambda^2}}} = 1\), we conclude that for every \(\lambda(\Gamma_i) > 0\), there exists \(\beta_i\) such that (2.7) holds. In particular, we get
\[
\beta_i = \left(\frac{2\lambda(\Gamma_i)^{\frac{1}{2}}}{(n-2) + \sqrt{(n-2)^2 + 4\lambda(\Gamma_i)}}\right)^2.
\]
Hence, with previous choice of \(\beta_i\), if we denote
\[
\alpha_i := \min \left\{ \frac{\lambda(\Gamma_i)}{n-2} (1-\beta_i), (\beta_i\lambda(\Gamma_i))^\frac{1}{2} \right\},
\]
which is also the exponent corresponding to the eigenvalue given by the Rayleigh quotient \(\lambda(\Gamma_i)\), we conclude that, whenever
\[
\alpha_1 + \alpha_2 \geq 2,
\]
then \(\Phi' \geq 0\).

So, for completing this proof, we would need to know that (2.8) holds.

To this end, by [36] we know that \(\alpha_i(\Gamma_i) \geq \alpha_i(\Gamma_i^*)\), where \(\Gamma_i^* \subset \partial B_1(0)\) is a spherical cap, namely a set of the form
\[
\Gamma_i^* = \partial B_1(0) \cap \{x_n > s\}, \quad -1 < s < 1,
\]
such that \(\mathcal{H}^{n-1}(\Gamma_i) = \mathcal{H}^{n-1}(\Gamma_i^*)\). Here \(\mathcal{H}^{n-1}\) denotes the \((n-1)\)-dimensional Hausdorff measure on \(\partial B_1(0)\).

Precisely, [36] shows that if \(u \in C^\infty(\partial B_1(0), \mathbb{R})\), then
\[
\left\{ \begin{array}{l}
\int_{\partial B_1(0)} ||\nabla u^*||^p d\mathcal{H}^{n-1} \leq \int_{\partial B_1(0)} ||\nabla u||^p d\mathcal{H}^{n-1} & \quad 1 \leq p < \infty, \\
||\nabla u^*||_{L^\infty(\partial B_1(0))} \leq ||\nabla u||_{L^1(\partial B_1(0))},
\end{array} \right.
\]
where \(u^*\) is the symmetrized function of \(u\), depending only on the latitude of the argument. Moreover, we also have that \(u_\#(\mathcal{H}^{n-1})|_{\partial B(\mathbb{R})} = u^*_\#(\mathcal{H}^{n-1})|_{\partial B(\mathbb{R})}\), that is the pushforward measures of \(u\) and \(u^*\) coincide in the Borel sets of \(\mathbb{R}\), which entails
\[
\int_{\partial B(0)} \phi \circ u^* d\mathcal{H}^{n-1} = \int_{\partial B(0)} \phi \circ u d\mathcal{H}^{n-1},
\]
\(\phi \circ u \in C^\infty(\partial B_1(0), \mathbb{R})\).
for any function $\phi : \mathbb{R} \to \mathbb{R}$ $\mu^*$-measurable, where $\mu^*$ is the outer measure defined on the power set $\mathcal{P}(\mathbb{R})$ of $\mathbb{R}$ as

$$
\mu^*(F) = \inf \left\{ \sum_{i=1}^{\infty} \mu(A_i) : A_i \in \mathcal{B}(\mathbb{R}), F \subset \bigcup_{i=1}^{\infty} A_i \right\},
$$

with $\mu = u_\theta(\mathcal{H}^{n-1})|_{\mathcal{B}(\mathbb{R})} = u_\theta^*(\mathcal{H}^{n-1})|_{\mathcal{B}(\mathbb{R})}$ and $F \in \mathcal{P}(\mathbb{R})$. Hence, choosing $\phi = x^2$ in (2.10), we obtain

$$
\int_{\partial B_i(0)} u^2 \, d\mathcal{H}^{n-1} = \int_{\partial B_i(0)} (u^*)^2 \, d\mathcal{H}^{n-1},
$$

which gives, together with (2.9), $\lambda(\Gamma_i) \geq \lambda(\Gamma_i^*)$, and thus, using the expression of $\alpha_i(\Gamma_i)$, $\alpha_i(\Gamma_i) \geq \alpha_i(\Gamma_i^*)$, since $u^*$ is defined on $\Gamma_i^*$, if $u$ is defined on $\Gamma_i$. The fact that $\mathcal{H}^{n-1}(\Gamma_i) = \mathcal{H}^{n-1}(\Gamma_i^*)$ derives from a property of $u^*$ which says that

$$
\mathcal{H}^{n-1}(u^*|_{\rho, \infty}) = \mathcal{H}^{n-1}((u^*)^{-1}|_{\rho, \infty}), \quad \forall \rho \in \mathbb{R}.
$$

On the other hand, from [24] we achieve that $\alpha_i(\Gamma_i^*) \geq \psi(s_i)$, where $s_i = \frac{\mathcal{H}^{n-1}(\Gamma_i^*)}{\mathcal{H}^{n-1}(\partial B_i(0))}$ and $\psi(s), s \in (0, 1)$, is convex and decreasing. In particular, $\psi(s)$ is defined as

$$
\psi(s) := \begin{cases} 
\frac{1}{2} \log \frac{1}{4s} + \frac{1}{2}, & 0 < s \leq \frac{1}{4}, \\
2(1-s), & \frac{1}{4} \leq s < 1.
\end{cases} \quad (2.11)
$$

Precisely, the proof of $\alpha_i(\Gamma_i^*) \geq \psi(s_i)$ is organized in some steps.

First of all, we denote $\alpha(E) = \alpha(s, n)$, where $\alpha(E)$ is the characteristic constant of the spherical cap $E \subset \partial B_i(0), s = \frac{\mathcal{H}^{n-1}(E)}{\mathcal{H}^{n-1}(\partial B_i(0))}$, and $n$ is the dimension. At this point, Theorem 2 in [24] tells us that $\alpha(s, n)$ is a monotone decreasing function of $n$ for fixed $s$, so

$$
\alpha(s, \infty) = \lim_{n \to \infty} \alpha(s, n) \quad (2.12)
$$

is well defined and satisfies $\alpha(s, \infty) \leq \alpha(s, n)$ for every $n$. It is thus sufficient to show that $\alpha(s, \infty) \geq \psi(s)$ defined in (2.11). To this end, Theorem F in [24], which is taken by [30], says that $\alpha(s) \geq \psi(s)$, where

$$
s := \int_{h}^{\infty} e^{-(1/2)t^2} \, dt,
$$

with $h = h(\alpha)$ the largest real zero of

$$
F(x) = e^{-(1/4)x^2} H_\alpha \left( \frac{x}{\sqrt{2}} \right)
$$

satisfying

$$
\frac{d^2 F}{dx^2} + \left( \alpha + \frac{1}{2} - \frac{1}{4} x^2 \right) F = 0 \quad (2.13)
$$

and

$$
\frac{F'(0)}{F(0)} = -2^{1/2} \frac{\Gamma\left(\frac{1-\alpha}{2}\right)}{\Gamma\left(-\frac{\alpha}{2}\right)}.
$$
where $\Gamma$ is the Euler gamma function. In particular, $H_\alpha(x)$ is the Hermite’s function of order $\alpha$ and $\alpha(s)$ here is the $\alpha$ that appears in the equation (2.13).

Now, Theorem 3 in [24] shows that $\alpha(s, \infty)$ defined in (2.12) is equal to $\alpha(s)$ of Theorem F, since $s$ of $\alpha(s, n)$ converges to $s$ of $\alpha(s)$ as $n$ goes to $\infty$ i.e.,

$$\frac{H^{n-1}(E)}{H^{n-1}(dB_1(0))} \xrightarrow{n \to \infty} \int_0^\infty e^{-(1/2)t^2} dt.$$  

Hence, being $\alpha(s, n) \geq \alpha(s, \infty)$ for all $n$, we finally have that $\alpha(s, n) \geq \psi(s)$ for every $n$ and for all $s \in (0, 1)$.

As a consequence, recalling that $s_i = \frac{\alpha^{n-1}(\Gamma_1)}{\alpha^{n-1}(\partial B_1(0))}$, $i \in \{1, 2\}$, $\frac{s_1 + s_2}{2} \leq \frac{1}{2}$, because $\Gamma_1 \cap \Gamma_2 = \emptyset$, hence, since $\psi(s)$ defined in (2.11) is convex and decreasing, we get

$$\alpha_1 + \alpha_2 \geq \psi(s_1) + \psi(s_2) \geq 2\left(\frac{1}{2}\psi(s_1) + \frac{1}{2}\psi(s_2)\right) \geq 2\psi\left(\frac{s_1 + s_2}{2}\right) \geq 2\psi\left(\frac{1}{2}\right) = 2,$$

which finally gives (2.8).

An alternative proof of this result is given in [9], where, following an unpublished paper by W. Beckner, C. Kenig, J. Pipher and [5], the two authors directly show that $\alpha(s_1) + \alpha(s_2) \geq 2$, exploiting the properties of $\alpha(s)$ of Theorem F in [24], which is the first Dirichlet eigenvalue on $[h, \infty)$ associated to the Hermite operator

$$\frac{d^2}{dx^2} + \left(\frac{1}{4}x^2 - \frac{1}{2}\right).$$

3. The main notation in the Heisenberg group

We denote by $\mathbb{H}^n$ the set $\mathbb{R}^{2n+1}$, $n \in \mathbb{N}$, $n \geq 1$, endowed with the non-commutative inner law in such a way that for every $P \equiv (x_1, y_1, t_1) \in \mathbb{R}^{2n+1}$, $M \equiv (x_2, y_2, t_2) \in \mathbb{R}^{2n+1}$, $x_i \in \mathbb{R}^n$, $y_i \in \mathbb{R}^n$, $i = 1, 2$:

$$P \circ M := (x_1 + x_2, y_1 + y_2, t_1 + t_2 + 2\langle x_2, y_1 \rangle - \langle x_1, y_2 \rangle),$$

where $\langle \cdot, \cdot \rangle$ denotes the usual inner product in $\mathbb{R}^n$. Let $X_i = (e_i, 0, 2y_i)$ and $Y_i = (0, e_i, -2x_i)$, $i = 1, \ldots, n$, where $\{e_i\}_{1 \leq i \leq n}$ is the canonical basis for $\mathbb{R}^n$.

We use the same symbol to denote the vector fields associated with the previous vectors, so that for $i = 1, \ldots, n$,

$$X_i = \partial_{x_i} + 2y_i\partial_y, \quad Y_i = \partial_{y_i} - 2x_i\partial_t.$$ 

The commutator between the vector fields is

$$[X_i, Y_i] = -4\partial_i, \quad i = 1, \ldots, n,$$

otherwise is 0. The intrinsic gradient of a smooth function $u$ in a point $P$ is

$$\nabla_{\mathbb{H}^n} u(P) = \sum_{i=1}^n (X_i u(P) X_i(P) + Y_i u(P) Y_i(P)).$$
Now, there exists a unique metric on $H^n_{\mathbb{H}_p} = \text{span}\{X_1(P), \ldots, X_n(P), Y_1(P), \ldots, Y_n(P)\}$ which makes orthonormal the set of vectors $\{X_1, \ldots, X_n, Y_1, \ldots, Y_n\}$. Thus, for every $P \in \mathbb{H}^n$ and for every $U, W \in H^n_{\mathbb{H}_p}$, $U = \sum_{j=1}^n (\alpha_{1,j}X_j(P) + \beta_{1,j}Y_j(P))$, $V = \sum_{j=1}^n (\alpha_{2,j}X_j(P) + \beta_{2,j}Y_j(P))$, we have

$$\langle U, V \rangle = \sum_{j=1}^n (\alpha_{1,j}\alpha_{2,j} + \beta_{1,j}\beta_{2,j}).$$

In particular, we get a norm associated with the metric on the space span$\{X_1, \ldots, X_n, Y_1, \ldots, Y_n\}$, which is

$$|U| = \sqrt{\sum_{j=1}^n (\alpha_{1,j}^2 + \beta_{1,j}^2)}.$$

For example, the norm of the intrinsic gradient of a smooth function $u$ in $P$ is

$$|\nabla_{\mathbb{H}^n} u(P)| = \sqrt{\sum_{i=1}^n ((X_i u(P))^2 + (Y_i u(P))^2)}.$$

Moreover, if $\nabla_{\mathbb{H}^n} u(P) \neq 0$, then

$$\left| \frac{\nabla_{\mathbb{H}^n} u(P)}{|\nabla_{\mathbb{H}^n} u(P)|} \right| = 1.$$

If $\nabla_{\mathbb{H}^n} u(P) = 0$, instead, we say that the point $P$ is characteristic for the smooth surface $\{u = u(P)\}$. Hence, for every point $M \in \{u = u(P)\}$, which is not characteristic, it is well defined the intrinsic normal to the surface $\{u = u(P)\}$ as follows:

$$\nu(M) = \frac{\nabla_{\mathbb{H}^n} u(M)}{|\nabla_{\mathbb{H}^n} u(M)|}.$$

At this point, we introduce in the Heisenberg group $\mathbb{H}^n$ the following gauge norm:

$$|(x, y, t)|_{\mathbb{H}^n} := \sqrt{(|x|^2 + |y|^2)^2 + t^2}.$$

In particular, for every positive number $r$, the gauge ball of radius $r$ centered in $0$ is

$$B^r_{\mathbb{H}^n}(0) := \{P \in \mathbb{H}^n : |P|_{\mathbb{H}^n} < r\}.$$

In the Heisenberg group, a dilation semigroup is defined as follows: for every $r > 0$ and for every $P = (x, y, t) \in \mathbb{H}^n$, let

$$\delta(P) := (rx, ry, r^2t).$$

Let $P := (\xi, \eta, \sigma) \in \mathbb{H}^n$ and $O = (0, 0, 0)$, then we define

$$d_k(P, O) := |P|_{\mathbb{H}^n}.$$

For every $P, T \in \mathbb{H}^n$ is well defined

$$d_k(P, T) = |P^{-1} \circ T|_{\mathbb{H}^n},$$
that is a distance $d_k$ on the Heisenberg group $\mathbb{H}^n$, known as the Koranyi distance. This distance is left invariant, that is for every $P, T, R \in \mathbb{H}^n$
\[
d_k(R \circ P, R \circ T) = d_k(P, T).
\]
As a consequence, we may perform our computation supposing to deal with $d_k(P, O) = |P|_{\mathbb{H}^n}$, where $O = (0, 0, 0)$. This may be obtained simply considering a left translation by $T^{-1}$. In particular, for every $i = 1, \ldots, n$ we obtain:
\[
X_i|P|_{\mathbb{H}^n} = |P|_{\mathbb{H}^n}^{-1}(|\xi|^2 + |\eta|^2)\xi_i + \sigma \eta_i)
\]
and
\[
Y_i|P|_{\mathbb{H}^n} = |P|_{\mathbb{H}^n}^{-1}(|\xi|^2 + |\eta|^2)\eta_i - \sigma \xi_i).
\]
Moreover, for every $i = 1, \ldots, n$
\[
X_i^2|P|_{\mathbb{H}^n} = -3|P|_{\mathbb{H}^n}^{-1}(|\xi|^2 + |\eta|^2)\xi_i^2 + \sigma \eta_i)^2 + |P|_{\mathbb{H}^n}^{-3}(2\xi_i^2 + (|\xi|^2 + |\eta|^2) + 2\eta_i^2)
\]
and
\[
Y_i^2|P|_{\mathbb{H}^n} = -3|P|_{\mathbb{H}^n}^{-1}(|\xi|^2 + |\eta|^2)\eta_i^2 - \sigma \xi_i)^2 + |P|_{\mathbb{H}^n}^{-3}(2\eta_i^2 + (|\xi|^2 + |\eta|^2) + 2\xi_i^2).
\]
As a consequence,
\[
|\nabla_{\mathbb{H}^n}|P|_{\mathbb{H}^n}^2 = \sum^n_{i=1} ((X_i|P|_{\mathbb{H}^n})^2 + (Y_i|P|_{\mathbb{H}^n})^2) = (|\xi|^2 + |\eta|^2)|P|_{\mathbb{H}^n}^{-2}, \quad (3.1)
\]
and
\[
\Delta_{\mathbb{H}^n}|P|_{\mathbb{H}^n} = (2n + 1)(|\xi|^2 + |\eta|^2)|P|_{\mathbb{H}^n}^{-3}. \quad (3.2)
\]
Thus, for every $i = 1, \ldots, n$, denoting by $Q := 2n + 2$ homogeneous dimension we get:
\[
X_i|P|_{\mathbb{H}^n}^{2-Q} = (2 - Q)|P|_{\mathbb{H}^n}^{-1-Q}|P|_{\mathbb{H}^n}^{-3}(|\xi|^2 + |\eta|^2)\xi_i + \sigma \eta_i)
\]
\[
Y_i|P|_{\mathbb{H}^n}^{2-Q} = (2 - Q)|P|_{\mathbb{H}^n}^{-1-Q}|P|_{\mathbb{H}^n}^{-3}(|\xi|^2 + |\eta|^2)\eta_i - \sigma \xi_i)
\]
and
\[
\Delta_{\mathbb{H}^n}|P|_{\mathbb{H}^n}^{2-Q} = (2 - Q)|P|_{\mathbb{H}^n}^{2-Q}(|\xi|^2 + |\eta|^2)(1 - Q + 2n + 1) = 0.
\]
In conclusion, $|P|_{\mathbb{H}^n}^{2-Q}$ is, up to a constant, the fundamental solution of the sublaplacian $\Delta_{\mathbb{H}^n}$ in the Heisenberg group, with the pole in the origin, and $\Gamma(P, R) = c|P|^{-1} \circ R_{\mathbb{H}^n}^{2-Q}$ is the fundamental solution of the sublaplacian $\Delta_{\mathbb{H}^n}$. The definition of $\mathbb{H}^n$–subharmonic function, as well as the one of $\mathbb{H}^n$–superharmonic function in a set $\Omega \subset \mathbb{H}^n$, can be stated, as usual, in the classical way, requiring respectively that $\Delta_{\mathbb{H}^n}u(P) \geq 0$ for every $P \in \Omega$, for the $\mathbb{H}^n$–subharmonicity, and that $\Delta_{\mathbb{H}^n}u(P) \leq 0$ for every $P \in \Omega$ for having $\mathbb{H}^n$–superharmonicity. We refer to [3] for further details. Concerning the
natural Sobolev spaces to consider in the Heisenberg group $\mathbb{H}^n$, we refer to the literature, see for instance [25]. Here, we simply recall that:

$$L^{1,2}(\Omega) := \{f \in L^2(\Omega) : X_if, Y_if \in L^2(\Omega), \ i = 1, \ldots, n\}$$

is a Hilbert space with respect to the norm

$$|f|_{L^{1,2}(\Omega)} = \left( \int_\Omega \sum_{i=1}^n \left( (X_if)^2 + (Y_if)^2 \right) + |f|^2 \, dx \right)^{1/2}.$$ 

Moreover

$$H^1_{\mathbb{H}^n}(\Omega) = C^\infty(\Omega) \cap L^{1,2}(\Omega) \{ \cdot \}_{L^{1,2}(\Omega)}.$$ 

Now, if $E \subset \mathbb{H}^n$ is a measurable set, a notion of $\mathbb{H}^n$-perimeter measure $|\partial E|_{\mathbb{H}^n}$ has been introduced in [25] in a more general setting, even if here we recall some results in the framework of the Heisenberg group, the simplest non-trivial example of Carnot group. We refer to [21–23, 25] for a detailed presentation. For our applications, we restrict ourselves to remind that, if $E$ has locally finite $\mathbb{H}^n$-perimeter (is a $\mathbb{H}^n$-Caccioppoli set), then $|\partial E|_{\mathbb{H}^n}$ is a Radon measure in $\mathbb{H}^n$, invariant under group translations and $\mathbb{H}^n$-homogeneous of degree $Q - 1$. Moreover, the following representation theorem holds (see [10]).

**Proposition 3.1.** If $E$ is a $\mathbb{H}^n$-Caccioppoli set with Euclidean $C^1$ boundary, then there is an explicit representation of the $\mathbb{H}^n$-perimeter in terms of the Euclidean $2n$-dimensional Hausdorff measure $\mathcal{H}^{2n}$

$$P_{\mathbb{H}^n}^E(\partial E) = \int_{\partial E \cap \Omega} \left( \sum_{j=1}^n \left( \langle X_j, n_E \rangle_{\mathbb{R}^{2n+1}}^2 + \langle Y_j, n_E \rangle_{\mathbb{R}^{2n+1}}^2 \right) \right)^{1/2} d\mathcal{H}^{2n},$$

where $n_E = n_E(x)$ is the Euclidean unit outward normal to $\partial E$.

We also have:

**Proposition 3.2.** If $E$ is a regular bounded open set with Euclidean $C^1$ boundary and $\phi$ is a horizontal vector field, continuously differentiable on $\Omega$, then

$$\int_E \text{div}_{\mathbb{H}^n} \phi \, dx = \int_{\partial E} \langle \phi, \nu_{\mathbb{H}^n} \rangle dP_E^{\mathbb{H}^n},$$

where $\nu_{\mathbb{H}^n}(x)$ is the intrinsic horizontal unit outward normal to $\partial E$, given by the (normalized) projection of $n_E(x)$ on the fiber $H^{\mathbb{H}^n}_x$ of the horizontal fiber bundle $H^{\mathbb{H}^n}$.

**Remark 3.3.** The definition of $\nu_{\mathbb{H}^n}$ is correctly stated, since $H^{\mathbb{H}^n}_x$ is transversal to the tangent space of $E$ at $x$, for $P_E^{\mathbb{H}^n}(\partial E)$-a.e. $x \in \partial E$ (see [32]).

Now, adapting the approach described in [1] and recalled in Section 2 to the Heisenberg case, we conclude, by applying the definition of solution in the sense of the domain variation to the functional

$$\mathcal{E}_{\mathbb{H}^n}(v) := \int_{\Omega} ((|\nabla_{\mathbb{H}^n} v|^2 + \chi_{|v|>0}) \, dx,$$
Ω ⊂ H^n, that the parallel two-phase problem to (1.3) is, see [16]:

\[
\begin{cases}
\Delta_{H^n} u = 0 & \text{in } \Omega^+(u) := \{x \in \Omega : u(x) > 0\}, \\
\Delta_{H^n} u = 0 & \text{in } \Omega^-(u) := \text{Int}(\{x \in \Omega : u(x) \leq 0\}), \\
|\nabla_{H^n} u^+|^2 - |\nabla_{H^n} u^-|^2 = 1 & \text{on } \mathcal{F}(u) := \partial \Omega^+(u) \cap \Omega.
\end{cases}
\tag{3.3}
\]

Thus, it seems natural to consider, as a candidate for an Alt-Caffarelli-Friedman monotonicity formula in the Heisenberg group, the following function:

\[
J_{\beta,H^n}(r) = r^{-\beta} \int_{B^n_0(0)} |\nabla_{H^n} u(\xi)|^2 \, d\xi \int_{B^n_0(0)} |\nabla_{H^n} u^-|^2 \, d\xi.
\tag{3.4}
\]

where \(\beta > 0\) is a suitable fixed exponent and \(u^+ := \sup\{u, 0\}\) and \(u^- := \sup\{-u, 0\}\), being \(0 \in \mathcal{F}(u)\).

4. Few computations in the Heisenberg group

In this section we mainly discuss some results proved in [18].

**Lemma 4.1.** There exists a positive constant \(c = c(Q)\) such that for every nonnegative \(H^n\)–subharmonic function in \(C(B_1^{2n}(0))\), if \(u(0) = 0\), then there exists \(r_0\) such that for every \(0 < \rho < r_0\):

\[
\int_{B^n_\rho(0)} |\nabla_{H^n} u(\xi)|^2 \, d\xi \leq c\rho^{-Q} \int_{B^n_\rho(0)} u^2(\xi) \, d\xi.
\]

**Lemma 4.2.** For every nonnegative \(H^n\)–subharmonic functions \(u_i \in C(B_1^{2n}(0))\), \(i = 1, 2\), such that \(u_1u_2 = 0\) and \(u(0) = u(0) = 0\), we have

\[
\frac{J_{\beta,H^n}(1)}{J_{\beta,H^n}(1)} = \int_{B^n_1(0)} |\nabla_{H^n} u_1(\kappa)|^2 \, dP_{H^n}(\kappa) + \int_{B^n_1(0)} |\nabla_{H^n} u_2(\kappa)|^2 \, dP_{H^n}(\kappa) - \beta.
\]

Moreover, \(J_{\beta,H^n}\) will be monotone increasing in the interval \([0, r_0]\), for some \(r_0 > 0\), if and only if \(\frac{J_{\beta,H^n}(1)}{J_{\beta,H^n}(1)} \geq 0\) for every \(u_1, u_2\) satisfying the hypotheses of this lemma.

In order to obtain some estimates of \(\frac{J_{\beta,H^n}(1)}{J_{\beta,H^n}(1)}\), we need to read the Kohn-Laplace operator \(\Delta_{H^n}\) in terms of radial coordinates. The problem has been faced in [31], by using an abstract and elegant approach, see also [4, 29]. In [18] we describe the \(H^1\) case in details, with an explicit computation.

Precisely, we consider the following coordinates in \(H^1\):

\[
T(\rho, \varphi, \theta) := \begin{cases}
x = \rho \sqrt{\sin \varphi \cos \theta} \\
y = \rho \sqrt{\sin \varphi \sin \theta} \\
t = \rho^2 \cos \varphi.
\end{cases}
\tag{4.1}
\]

From (4.1), we obtain the values of \(\rho, \varphi\) and \(\theta\) with respect to the cartesian coordinates \(x, y\) and \(t\), that is:

\[
\begin{align*}
\rho &= ((x^2 + y^2) + t^2)^{1/4} \\
\varphi &= \arctan \left( \frac{\sqrt{2}}{\sqrt{3}} \right) \\
\theta &= \arccos \left( \frac{\sqrt{3}}{\rho} \right).
\end{align*}
\tag{4.2}
\]
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Recalling the vector fields
\[
\begin{align*}
    X &= \frac{\partial}{\partial x} + 2y \frac{\partial}{\partial y}, \\
    Y &= \frac{\partial}{\partial y} - 2x \frac{\partial}{\partial x},
\end{align*}
\]  
and the operators:
\[\nabla_{\mathbb{H}^1} \equiv (X, Y), \quad \Delta_{\mathbb{H}^1} = X^2 + Y^2, \]
we determine the following: \( \nabla_{\mathbb{H}^1} \rho, \nabla_{\mathbb{H}^1} \theta, \nabla_{\mathbb{H}^1} \varphi \), by using (4.3), (4.2) and (4.4).

**Lemma 4.3.** Let \( \rho, \varphi, \theta \) defined as in (4.1). Then:

\[
\nabla_{\mathbb{H}^1} \rho = \rho^{-3}((x^2 + y^2)x + ty, (x^2 + y^2)y - tx), \quad \nabla_{\mathbb{H}^1} \varphi = \frac{2}{\rho(x^2 + y^2)}(\tau \nabla_{\mathbb{H}^1} \rho + \rho(-y, x))
\]
and
\[
\nabla_{\mathbb{H}^1} \theta = \frac{1}{x^2 + y^2}(-y, x).
\]

In addition, we obtain the properties described in the following lemma.

**Lemma 4.4.** Let \( \rho, \varphi, \theta \) defined as in (4.1). Then:

\[
|\nabla_{\mathbb{H}^1} \varphi|^2 = \frac{4(x^2 + y^2)}{2\rho^4}, \quad |\nabla_{\mathbb{H}^1} \rho|^2 = \frac{x^2 + y^2}{\rho^2}, \quad |\nabla_{\mathbb{H}^1} \theta|^2 = \frac{1}{x^2 + y^2}.
\]

Moreover, it results:

\[
\langle \nabla_{\mathbb{H}^1} \varphi, \nabla_{\mathbb{H}^1} \rho \rangle = 0, \quad \langle \nabla_{\mathbb{H}^1} \rho, \nabla_{\mathbb{H}^1} \theta \rangle = -\frac{\cos \varphi}{\rho}, \quad \langle \nabla_{\mathbb{H}^1} \varphi, \nabla_{\mathbb{H}^1} \theta \rangle = \frac{2(x^2 + y^2)}{\rho^4}
\]
and

\[
\Delta_{\mathbb{H}^1} \theta = 0, \quad \Delta_{\mathbb{H}^1} \rho = \frac{3(x^2 + y^2)}{\rho^3}, \quad \Delta_{\mathbb{H}^1} \varphi = \frac{4 \cos \varphi}{\rho^3}.
\]

Let now \( \nabla_{\mathbb{H}^1} u(P) \in H^{1}_{\mathbb{H}^1} \) and define
\[
e_{\rho} := \frac{\nabla_{\mathbb{H}^1} \rho}{|\nabla_{\mathbb{H}^1} \rho|}, \quad \text{and} \quad e_{\varphi} := \frac{\nabla_{\mathbb{H}^1} \varphi}{|\nabla_{\mathbb{H}^1} \varphi|}.
\]

We observe that \( \langle e_{\rho}, e_{\varphi} \rangle_{\mathbb{H}^2} = 0 \), see Lemma 4.4. Then, whenever \( e_{\rho}, e_{\varphi} \) exist we have:

\[
\text{span}(e_{\rho}(P), e_{\varphi}(P)) = H^{1}_{\mathbb{H}^1}.
\]

As a consequence,
\[
\nabla_{\mathbb{H}^1} u(P) = \langle \nabla_{\mathbb{H}^1} u(P), e_{\rho}(P) \rangle e_{\rho}(P) + \langle \nabla_{\mathbb{H}^1} u(P), e_{\varphi}(P) \rangle e_{\varphi}(P)
\]
and denoting \( \nabla_{\mathbb{H}^1}^\rho u(P) = \langle \nabla_{\mathbb{H}^1} u(P), e_{\rho}(P) \rangle e_{\rho}(P) \) and \( \nabla_{\mathbb{H}^1}^\varphi u(P) = \langle \nabla_{\mathbb{H}^1} u(P), e_{\varphi}(P) \rangle e_{\varphi}(P) \), we have
\[
|\nabla_{\mathbb{H}^1} u(P)|^2 = |\nabla_{\mathbb{H}^1}^\rho u(P)|^2 + |\nabla_{\mathbb{H}^1}^\varphi u(P)|^2 + \langle \nabla_{\mathbb{H}^1} u(P), e_{\rho}(P) \rangle^2 + \langle \nabla_{\mathbb{H}^1} u(P), e_{\varphi}(P) \rangle^2
\]
and
\[
|\nabla_{\mathbb{H}^1} u(P)|^2 = |\nabla_{\mathbb{H}^1}^\rho u(P)|^2 + |\nabla_{\mathbb{H}^1}^\varphi u(P)|^2. \quad (4.5)
\]

We may summarize this fact as follows.
Lemma 4.5. The couple \((\nabla_{\mathbb{H}^1}\rho)(P), (\nabla_{\mathbb{H}^1}\varphi)(P)\) determines a basis of \(H_{\mathbb{H}_p}^1\), for every \(P = (x, y, t)\), such that \(x^2 + y^2 \neq 0\).

At this point, assuming that \(u = \rho^\alpha f(\theta, \varphi)\), we compute \(\Delta_{\mathbb{H}^1} u\) obtaining the following result.

Lemma 4.6. Let \(u = \rho^\alpha f(\theta, \varphi)\), then:

\[
\Delta_{\mathbb{H}^1} u = \Delta_{\mathbb{H}^1}(\rho^\alpha f(\theta, \varphi)) = \rho^{\alpha - 2} \left( \alpha(\alpha + 2)(\sin \varphi)f(\theta, \varphi) - 2\alpha(\cos \varphi)\frac{\partial f}{\partial \theta} \right.
\]
\[
+ \frac{1}{\sin \varphi} \frac{\partial^2 f}{\partial \theta^2} + 4 \sin \varphi \frac{\partial^2 f}{\partial \varphi \partial \theta} + 4 \sin \varphi \frac{\partial^2 f}{\partial \varphi^2} + 4 \cos \varphi \frac{\partial f}{\partial \varphi} \right).
\]

In particular, if \(u = \rho^\alpha f(\varphi)\), then

\[
\Delta_{\mathbb{H}^1} u = \rho^{\alpha - 2} \left( \alpha(\alpha + 2)(\sin \varphi)f(\varphi) + 4 \frac{\partial f}{\partial \varphi} \left( \sin \varphi \frac{\partial f}{\partial \varphi} \right) \right).
\]

Thus, whenever \(f\) satisfies

\[
\alpha(\alpha + 2)(\sin \varphi)f(\theta, \varphi) - 2\alpha(\cos \varphi)\frac{\partial f}{\partial \theta} + \frac{1}{\sin \varphi} \frac{\partial^2 f}{\partial \theta^2} + 4 \sin \varphi \frac{\partial^2 f}{\partial \varphi \partial \theta} + 4 \sin \varphi \frac{\partial^2 f}{\partial \varphi^2} + 4 \cos \varphi \frac{\partial f}{\partial \varphi} = 0
\]

on \(\Gamma \subset \partial B_{\mathbb{H}^1}^1(0)\) or

\[
\alpha(\alpha + 2)(\sin \varphi)f(\varphi) + 4 \frac{\partial f}{\partial \varphi} \left( \sin \varphi \frac{\partial f}{\partial \varphi} \right) = 0
\]

on \(\Gamma \subset \partial B_{\mathbb{H}^1}^1(0)\) for \(f\) depending only on \(\varphi\), then \(u = \rho^\alpha f(\theta, \varphi)\) is \(\mathbb{H}^1\)-harmonic in the set

\[
\mathcal{P}_\Gamma := \{(x, y, t) \in \mathbb{H}^1 : (x, y, t) = \delta_\lambda(\xi, \eta, \tau), \lambda > 0, (\xi, \eta, \tau) \in \Gamma \subset \partial B_{\mathbb{H}^1}^1(0)\}.
\]

In fact, if \(u_\lambda(x, y, t) = u(\delta_\lambda(x, y, t))\), then whenever \(u = \rho^\alpha f(\theta, \phi)\), \(u_\lambda = \lambda^\alpha u(x, y, t)\) and if \(u\) is \(\mathbb{H}^1\)-harmonic on \(\Gamma \subset \partial B_{\mathbb{H}^1}^1(0)\), we obtain:

\[
\Delta_{\mathbb{H}^1} u_\lambda(x, y, t) = \lambda^\alpha \Delta_{\mathbb{H}^1} u(x, y, t) = 0.
\]

(4.6)

For instance, if \(\Gamma = \{(x, y, t) \in \partial B_{\mathbb{H}^1}^1(0) : x^2 + y^2 < Mt\}, \) where \(M > 0\) is a constant, then

\[
\mathcal{P}_\Gamma = \{(x, y, t) \in \mathbb{H}^1 : x^2 + y^2 < Mt\}.
\]

Moreover, if we add a boundary condition to the equation

\[
\alpha(\alpha + 2)(\sin \varphi)f(\theta, \varphi) - 2\alpha(\cos \varphi)\frac{\partial f}{\partial \theta} + \frac{1}{\sin \varphi} \frac{\partial^2 f}{\partial \theta^2} + 4 \sin \varphi \frac{\partial^2 f}{\partial \varphi \partial \theta} + 4 \sin \varphi \frac{\partial^2 f}{\partial \varphi^2} + 4 \cos \varphi \frac{\partial f}{\partial \varphi} = 0,
\]

by requiring that \(f = 0\) on \(\partial \mathcal{P}_\Gamma\), then \(u = \rho^\alpha f\) satisfies

\[
\begin{cases}
\Delta_{\mathbb{H}^1} u = 0, & (x, y, t) \in \mathcal{P}_\Gamma, \\
u = 0, & (x, y, t) \in \partial \mathcal{P}_\Gamma.
\end{cases}
\]
Of course, if we fix $\Gamma$ and assume that $f = 0$ on $\partial P_1$ as well, then the equation
\begin{equation}
\alpha(\alpha + 2)(\sin\varphi)f(\theta, \varphi) - 2\alpha(\cos\varphi)\frac{\partial f}{\partial \theta} + \frac{1}{\sin\varphi}\frac{\partial^2 f}{\partial \theta^2} + 4 \sin \varphi \frac{\partial^2 f}{\partial \varphi \partial \theta} + 4 \sin \varphi \frac{\partial^2 f}{\partial \varphi^2} + 4 \cos \varphi \frac{\partial f}{\partial \varphi} = 0
\end{equation}
has a solution only for some particular values of $\alpha$. Indeed, focusing our attention to the case in which $f$ depends only on $\varphi$, we clearly obtain the following eigenvalues problem:
\begin{equation}
\begin{cases}
4(\sin\varphi f'(\varphi))' = - \lambda_{\varphi_0, \varphi_1} \sin \varphi f, & 0 \leq \varphi_0 < \varphi < \varphi_1 \leq \pi, \\
f(\varphi_0) = 0 = f(\varphi_1),
\end{cases}
\end{equation}
where $\Gamma := \{(x, y, t) \in \partial B_1^{H^1}(0) : \cos \varphi_1 < \frac{t}{\sqrt{(x^2 + y^2) + t^2}} < \cos \varphi_0 \}$. Hence, the exponent $\alpha$ is related to the first eigenvalue $\lambda_{\varphi_0, \varphi_1}$ via the relationship:
\begin{equation}
\alpha = \lambda_{\varphi_0, \varphi_1} \frac{\alpha(\alpha + 2)}{\lambda_{\varphi_0, \varphi_1}}.
\end{equation}

On the other hand, the first eigenvalue $\lambda_{\varphi_0, \varphi_1}$ is determined by the Rayleigh quotient given, in this case, by
\begin{equation}
\lambda_{\varphi_0, \varphi_1} = \inf_{f \in H^1_0(\varphi_0, \varphi_1)} \frac{\int_{\varphi_0}^{\varphi_1} \sin(\varphi) f'(\varphi)^2 d\varphi}{\int_{\varphi_0}^{\varphi_1} \sin(\varphi) f(\varphi)^2 d\varphi}.
\end{equation}

Thus, it is fundamental to know if the result by [24], that is the cap on $\partial B_1(0)$ having the same $\mathcal{H}^{n-1}$ measure of some sets $\Sigma$ on $\partial B_1(0)$ has the smallest Rayleigh quotient, is true even in the Heisenberg case.

Let say that we would like to know if there exists a set $\Gamma^* \subset \partial B_1^{H^1}(0)$ such that for every $\Gamma \subset \partial B_1^{H^1}(0)$,
\begin{equation}
P_{\partial H^1}^{B_1^{H^1}}(\Gamma) = P_{\partial H^1}^{B_1^{H^1}}(\Gamma^*),
\end{equation}
it results
\begin{equation}
\alpha_{\partial H^1}(\Gamma) \geq \alpha_{\partial H^1}(\Gamma^*),
\end{equation}
where $\alpha_{\partial H^1}(\Gamma)$ denotes the unique positive solution to the equation
\begin{equation}
\alpha(\alpha + 2) = \lambda(\Gamma),
\end{equation}
$\lambda(\Gamma)$ is the first eigenvalue of the problem
\begin{equation}
\begin{cases}
\mathcal{L}_{\theta, \varphi} f = - \lambda(\Gamma) f & \text{in } \Omega \subset \mathbb{R}^2, \\
f = 0 & \text{on } \partial \Omega,
\end{cases}
\end{equation}
with
\begin{equation}
\mathcal{L}_{\theta, \varphi} = \text{div} \left( A(\theta, \varphi) \nabla_{\theta, \varphi} \right)
\end{equation}
where $T(\Omega) = \Gamma$ and $A(\theta, \varphi)$ is the matrix-valued function
\begin{equation}
A(\theta, \varphi) = \begin{bmatrix}
\frac{1}{\sin \varphi} & (4 + 2\alpha) \sin \varphi \\
-2\alpha \sin \varphi & 4 \sin \varphi
\end{bmatrix}.
\end{equation}
In particular, it holds:

\[
\lambda(\Gamma) = \inf_{f \in H^1_0(\Omega_{\theta,\phi})} \frac{\int_{\Omega_{\theta,\phi}} \left( \frac{1}{\sin \varphi} \left( \frac{\partial f}{\partial \theta} \right)^2 + 4 \sin \varphi \frac{\partial f}{\partial \theta} \frac{\partial f}{\partial \varphi} + 4 \sin \varphi \left( \frac{\partial f}{\partial \varphi} \right)^2 \right) d\theta d\varphi}{\int_{\Omega_{\theta,\phi}} (\sin \varphi) f^2 d\theta d\varphi}.
\]

The existence in the Heisenberg group of the properties of the characteristic number associated with the set \( \Gamma \), as far as we know, is still unknown. This part corresponds to the topic discussed in [36] in the Euclidean setting. In fact, just for having an idea about the difficulty in solving the problem, we remark that

\[
P_{\mathcal{H}_1^1(0)}(\Gamma) = \int_{\Omega} \sqrt{\sin(\varphi)} d\theta d\varphi,
\]

where \( \Gamma = T([1] \times \Omega) \). At this point, we may decide to symmetrize the set \( \Omega \) in many ways. For instance, for every \( \varphi \), we might define \( \Omega^\varphi \) in such a way that \( H^1(\Omega^\varphi) = 2\theta_{\varphi} = H^1(\Omega_{\varphi}) \), and consider \( \Omega^\varphi := \cup_{\varphi \in \Pi_2(\Omega)} \Omega^\varphi \), being \( \Pi_2(\Omega) := \{ \varphi : \Omega_{\varphi} \neq \emptyset \} \). Unfortunately, the lack of an isoperimetric result does not permit to conclude anything.

What we can do is to give an estimate. In fact, let

\[
\lambda_{\varphi}(\Sigma) := \inf_{v \in H^1_0(\Sigma)} \frac{\int_{\Sigma} \frac{|\nabla^\varphi v(\xi)|^2}{\sqrt{x^2 + y^2}} dP_{\mathcal{H}_1^1(0)}(\xi)}{\int_{\Sigma} v^2(\xi) \sqrt{x^2 + y^2} dP_{\mathcal{H}_1^1(0)}(\xi)},
\]

be the Rayleigh quotient, where \( \Sigma \subset \partial B_{1}^{1} \) is a rectifiable set, then the following result holds, see [18].

**Theorem 4.7.** Let \( u_1, u_2 \in C(B_{1}^{1}(0)) \cap H^1(1) \) be nonnegative, such that \( u_1 u_2 = 0 \) in \( B_{1}^{1}(0) \) and \( u_i(0) = 0, \Delta u_i \geq 0, i = 1, 2 \). Then

\[
\sum_{i=1}^{2} \frac{2}{d \partial B_{1}^{1}(0)} \frac{\int_{B_{1}^{1}(0)} |\nabla^1 u_i(\xi)|^2 dP_{\mathcal{H}_1^1(0)}(\xi)}{\frac{1}{|\xi|^2_{1} \mathcal{H}_1^1} d\xi} \geq 2 \sum_{i=1}^{2} \left( \sqrt{1 + \lambda_{\varphi}(\Sigma_i)} - 1 \right),
\]

where \( \Sigma_i = \partial B_{1}^{1}(0) \cap \{ u_i > 0 \} \).
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In fact, recalling the particular structure described in (4.5), we have:

$$|
abla_{\mathbb{H}^1} u|^2 = |
abla_{\mathbb{H}^1}^\rho u|^2 + |
abla_{\mathbb{H}^1}^\varphi u|^2.$$

Thus, as well as in the Euclidean setting, we obtain the following lower bound for each function $u := u_i$, $i = 1, 2$:

$$
\int_{\partial B_{\mathbb{H}^1}^2(0)} \frac{|
abla_{\mathbb{H}^1} u(\xi)|^2}{\sqrt{x^2 + y^2}} dP_{\mathbb{H}^1}(\xi) \geq \frac{A_p + A_{\varphi}}{A_u + A_u^{1/2} A_p^{1/2}},
$$

where

$$A_p := \int_{\partial B_{\mathbb{H}^1}^2(0)} \frac{|
abla_{\mathbb{H}^1}^\rho u(\xi)|^2}{\sqrt{x^2 + y^2}} dP_{\mathbb{H}^1}(\xi), \quad A_{\varphi} := \int_{\partial B_{\mathbb{H}^1}^2(0)} \frac{|
abla_{\mathbb{H}^1}^\varphi u(\xi)|^2}{\sqrt{x^2 + y^2}} dP_{\mathbb{H}^1}(\xi),
$$

$$A_u := \int_{\partial B_{\mathbb{H}^1}^2(0)} u^2(\xi) \sqrt{x^2 + y^2} dP_{\mathbb{H}^1}(\xi),$$

(4.11)

having denoted the perimeter measure $P_{\mathbb{H}^1}^2(0)$ simply by $P_{\mathbb{H}^1}$ and being $\xi = (x, y, t) \in \mathbb{H}^1$. Hence, recalling the definition (4.9) we conclude. In addition, it results that $\sqrt{1 + \lambda_{\varphi}(\Sigma)} - 1$ is the positive solution of $\alpha^2 + 2\alpha - \lambda_{\varphi}(\Sigma) = 0$, see [18] for the details.

5. Friedland-Hayman result and the existence of a monotonicity formula in Heisenberg group

In [24], it is proved that for every $\Sigma \subset \partial B_{1}(0)$ such that $\mathcal{H}^{m-1}(\Sigma) = \mathcal{H}^{m-1}(\Sigma_{\varphi_0}^\ast)$, where $\Sigma_{\varphi_0}^\ast$ is a cap with width $\varphi_0$, if $f \in H_0^1(\partial B_{1}(0))$ and $B_{1}(0) \subset \mathbb{R}^m$ is the Euclidean ball of radius one centered at 0, then

$$
\int_{B_{1}(0)} |\nabla f|^2 d\sigma \geq H(f) = \int_{\Sigma_{\varphi_0}^\ast} \frac{|\nabla f^\ast|^2 d\sigma}{\int_{\Sigma_{\varphi_0}^\ast} (f^\ast)^2 d\sigma} = \int_{\Sigma_{\varphi_0}^\ast} \left( f^\ast \right)'(\varphi)^2 \sin^{m-2}(\varphi) d\varphi \geq H(F) = \lambda_E(\Sigma_{\varphi_0}^\ast)
$$

with $F$ the solution of the eigenvalues problem

$$
\begin{cases}
F'' + (m - 2) \cot(\varphi) F' + \lambda_E(\Sigma_{\varphi_0}^\ast) F = 0, & \varphi \in [0, \varphi_0], \\
F(\varphi_0) = 0, \\
F'(0) = 0,
\end{cases}
$$

where $\lambda_E(\Sigma_{\varphi_0}^\ast)$ is the first eigenvalue and $\varphi_0 \in [0, \pi]$, see Lemma 1 in [24]. Moreover, see Lemma 2 in [24], the function $w = \rho^{a(\Sigma_{\varphi_0}^\ast)} F$ is harmonic in the Euclidean cone having as a cap $\Sigma_{\varphi_0}^\ast$ on $\partial B_{1}(0)$, with
opening $\varphi_0$, and where $\alpha(\Sigma^*_{\varphi_0})$ is the characteristic number associated with $\Sigma^*_{\varphi_0}$, always in the Euclidean framework. In case $m = 3$, we exactly obtain

$$
\lambda_0, \varphi_0 = 4\lambda_E(\Sigma^*_{\varphi_0}),
$$

so that the relationship with $\alpha_{H^1}$ becomes

$$
\alpha(\alpha + 2) = 4\lambda_E(\Sigma^*_{\varphi_0}),
$$

and

$$
\alpha_{H^1}(\Sigma^*_{\varphi_0})(0) = \sqrt{1 + 4\lambda_E(\Sigma^*_{\varphi_0}) - 1}.
$$

Thus, we can deduce that the minimum is realized when $\varphi_0 = \frac{n}{2}$, and since $\lambda_E(\Sigma^*_2) = 2$, we conclude that $\alpha_{H^1}(\Sigma^*_{\varphi_0})(0) = 2$. Furthermore,

$$
\sqrt{1 + 4\lambda_E(\Sigma^*_{\varphi_0}) - 1} \leq \sqrt{1 + 4\lambda_E(\Sigma) - 1},
$$

nevertheless we cannot conclude, in general, that $\sqrt{1 + 4\lambda_E(\Sigma) - 1} \leq \sqrt{1 + 4\lambda_E(\Sigma) - 1}$, except when the cap on $\partial B^2_1(0)$ depends only on $\varphi_0$. In this particular case, for functions having these caps depending only on $\varphi$, by choosing $\beta = 8$ in (3.4), we conclude that $f^\beta(1)_{\beta H^1} \geq 0$ and Lemma 4.2 applies. Indeed, by straightforward computation, by considering the function $u = \alpha t^+ - \beta t^-$, for some positive numbers $\alpha, \beta$, and denoting

$$
f^\alpha t^+ - \beta t^-(r) = r^{-8} \int_{B^2_1(0)} \frac{\alpha^2 | \nabla_{H^1} t^+ |^2}{|\zeta|_{H^1}^2} d\zeta \int_{B^2_1(0)} \frac{\beta^2 | \nabla_{H^1} t^- |^2}{|\zeta|_{H^1}^2} d\zeta,
$$

it results that

$$
\frac{d}{dr} f^\alpha t^+ - \beta t^-(r) = 0.
$$

This is perfectly coherent with the fact that $(0, 0, 0)$ is a characteristic point of the surface $\{(x, y, t) \in B^2_1(0) : \ t = 0\}$, so that in $(0, 0, 0)$ it holds $\nabla_{H^1} t_{(0,0,0)} \equiv (0, 0)$, as well as we know that

$$
\frac{d}{dr} f^\alpha t^+ - \beta t^-(r) = 0 = | \nabla_{H^1} \alpha t^+_{(0,0,0)} \| \nabla_{H^1} \beta t^-_{(0,0,0)} |.
$$

We recall that in this case:

$$
\{(x, y, t) \in B^2_1(0) : \ \alpha t^+ - \beta t^- = 0\} = \{(x, y, t) \in B^2_1(0) : \ t = 0\}.
$$

We observe here, as a by-product, that $\alpha t^+ - \beta t^-$ cannot be a classical solution of (3.3), since the free boundary condition is not fulfilled in $(0, 0, 0)$. Moreover, we remark that this situation corresponds to the case in which the Koranyi ball is split in two parts separated by the plane $\{(x, y, t) \in H^1_1 : \ t = 0\}$.

On the other hand, whenever we fix $\alpha, \beta \geq 0$ such that $\alpha^2 - \beta^2 = 1$, the function $u = \alpha x^+ - \beta x^-$ is a solution of the two-phase problem (3.3), as well as in the Euclidean case, but in this case, testing $J^\prime$ on this function, we would get that the differential $J^\prime_{H^1}$ is negative, losing in this way the desired monotonicity property of our formula, see [18].

In fact, the following result holds.
Lemma 5.1. For every \(a, b \in \mathbb{R}\), such that \(a \neq 0\) or \(b \neq 0\), let \(u = (ax + by)^+\), defined in \(B_{1}^{\mathbb{H}}(0)\). Then

\[
\int_{\partial B_{1}^{\mathbb{H}}(0)} \frac{|\nabla_{\mathbb{H}} u|^2}{\sqrt{x^2 + y^2}} dP_{\mathbb{H}}(\xi) = 2.
\]

As a consequence of previous Lemma 5.1 and Lemma 4.2, we obtain the proof of Theorem 1.1.

Proof of Theorem 1.1. From Lemma 4.2 we know that \(J_{\beta,\mathbb{H}}^{(1)}(1) \geq 0\) if and only if

\[
\int_{\partial B_{1}^{\mathbb{H}}(0)} \frac{|\nabla_{\mathbb{H}} u_1(\kappa)|^2}{|\kappa|_{\mathbb{H}}^2} d\kappa + \int_{\partial B_{1}^{\mathbb{H}}(0)} \frac{|\nabla_{\mathbb{H}} u_2(\kappa)|^2}{|\kappa|_{\mathbb{H}}^2} d\kappa - \beta \geq 0.
\]

(5.1)

Let now \(u_1 = (ax + by)^+\) and \(u_2 = (ax + by)^-\), defined for every \(a, b \in \mathbb{R}\), such that \(a \neq 0\) or \(b \neq 0\). Then, we invoke Lemma 5.1, concluding that

\[
\int_{\partial B_{1}^{\mathbb{H}}(0)} \frac{|\nabla_{\mathbb{H}} u_1(\kappa)|^2}{|\kappa|_{\mathbb{H}}^2} dP_{\mathbb{H}}(\kappa) + \int_{\partial B_{1}^{\mathbb{H}}(0)} \frac{|\nabla_{\mathbb{H}} u_2(\kappa)|^2}{|\kappa|_{\mathbb{H}}^2} dP_{\mathbb{H}}(\kappa) = 4.
\]

(5.2)

Thus, if \(\beta > 4\), then \(u_1 = (ax + by)^+\) and \(u_2 = (ax + by)^-\) satisfy the hypotheses of Lemma 4.2, but \(J_{\beta,\mathbb{H}}^{(1)}(1)\) is tested on \(u_1 = (ax + by)^+\) and \(u_2 = (ax + by)^-\). Hence, in order to preserve the increasing monotonicity of \(J_{\beta,\mathbb{H}}\), from (5.2) we are forced to suppose that \(\beta \leq 4\).

\[\square\]
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