Simulating topological tensor networks with Majorana qubits
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The realization of topological quantum phases of matter remains a key challenge to condensed matter physics and quantum information science. In this work, we demonstrate that progress in this direction can be made by combining concepts of tensor network theory with Majorana device technology. Considering the topological double semion string-net phase as an example, we exploit the fact that the representation of topological phases by tensor networks can be significantly simpler than their description by lattice Hamiltonians. The building blocks defining the tensor network are tailored to realization via simple units of capacitively coupled Majorana bound states. In the case under consideration, this defines a remarkably simple blueprint of a synthetic double semion string-net, and one may be optimistic that the required device technology will be available soon. Our results indicate that the implementation of tensor network structures via mesoscopic quantum devices may define a powerful novel avenue to the realization of synthetic topological quantum matter in general.

I. INTRODUCTION

How can complex, or even topological, states of matter be realized in a physical system under precisely controlled conditions? Both from a conceptual and an applied perspective this is one of the most pressing questions of contemporary physics. Much of the dramatic recent progress in the theory of quantum matter is owed to the identification of a vast spectrum of candidate topological phases of matter. At the same time, only few of these phases have been seen in experiment. Except for the quantum Hall states, and perhaps a few systems promising to harbor topological quantum phases, almost all entangled topological phases of matter remain elusive at this point [1, 2]. This is an unfortunate situation, not only from a condensed matter point of view: Conventional approaches to universal quantum computation based on surface codes [3] require enormous overheads in magic state distillation [4], which may well turn out to be impractical. By contrast, the excitations supported other by topological phases of matter have much stronger computational potential [1, 5, 6] and would arguably define a faster pathway, if only they could be realized.

The apparent gap between theoretical understanding and the reality of materials is best illustrated by the concept of string-nets. Proposed more than a decade ago as a theoretical paradigm perhaps large enough to include all (gapped bosonic) topological quantum phases [2, 7, 8], all but the simplest string-net Hamiltonians contain carefully balanced 12-spin interactions. No real life material will deliver such type of effective interactions out of the box. The standard way of reading the situation is to consider the string-net Hamiltonians as effective fixed points inside their topological phases. However, from a pragmatic perspective this only sidesteps the problem, and the identification of the respective basins of attraction in relation to existing quantum matter remains a daunting challenge.

There are two principal approaches to make progress in this situation. The first aims to identify quantum matter in a prospected topological phase without direct reference to the representing string-net fixed point. As indicated above, progress in this direction has been rather limited so far. The second aims to engineer synthetic string-nets, or better to say simulators of string-nets, from well controlled device building blocks, in the mindset of a quantum simulation [9, 10], together with versatile design principles that allow one to devise complex models from these building blocks.

The present work reports significant progress with respect to the second category. More specifically, our approach is based on the combination of two design principles: Firstly, we present a new application of tensor network theory [11–14]. Tensor networks are known to describe string-nets in ways drastically reduced in complexity compared to the native Hamiltonian. Here, this insight is applied to provide a blueprint how phases of matter can be devised from basic building blocks. Secondly, we propose the realization of these two-dimensional (2D) structures in a hardware platform featuring Majorana bound states [15–26]. Both directions are novel. We emphasize right away that the Majorana qubit introduced in Refs. [27–31] is essential for its unique capability in describing electronic and Pauli spin correlations. However, the hardware overhead required on top of the Majorana states is comparatively modest and does not go beyond that otherwise required to realize small-scale qubit networks. Our design is thus formulated in terms of device technology that is not yet available but with a bit of optimism will be very soon [20].

Tensor networks provide a very natural environment for the description of topological matter, and in particular for string-nets. In fact, the fusion rules of topological quasi-particles find a mathematical abstraction in tensor categories, whose representation in the language of string-nets represents a tensor network almost by design. The formulation of a tensor network involves a ’physical’ and a ’virtual’ space, where the former represents physical degrees of freedom (spins on a lattice, etc.) and the second serves to generate entanglement and capture the correlation structure of the state. While the representation of string-net ground states as tensor networks is relatively straightforward [32, 33], a drastic simplification emerges from the idea [34–37] to inject, or encode, the physical space into the larger space of virtual states. In exchange for the seeming redundancy of this encoding, one gains a much simpler local description in terms of an effective
Hamiltonian. At least, it is simple enough to afford a direct realization in quantum devices.

To demonstrate the functioning of the approach introduced, we will illustrate this principle on the case of the double semion string-net [7]. This system comes next in complexity to the elementary toric code. It is not yet universal for quantum computing but already requires the full-feathered machinery of 12-spin correlations on the Hamiltonian level. By passing from physical to virtual space, this complexity gets reduced to a relatively mundane six-spin ring exchange, similar to that, e.g., defining the physical qubits of a toric code on a hexagonal lattice [38]. It is then natural to define the hardware realization of the system with direct reference to the virtual space of the tensor network. To this end, various standard elements of tensor network constructions, e.g., Bell state projections, one-dimensional (1D) matrix product operators (MPOs), or repetition code qubits, all need to be implemented on the device level. A principal observation of this work is that networks of tunnel-coupled low capacitance quantum dots harboring Majorana bound states — Majorana box qubits (MCB) in the jargon of the field [27–31] — are optimally suited to this task.

While this may be true also for more general tensor networks, it certainly is the case for the projected entangled pair state required in our present application. For a preliminary impression of the hardware setup required to realize a double semion string-net, see Fig. 17 below, where the boxes represent MCBs, red and blue lines are tunneling bridges (short quantum wires), and the triangles are mere guides to the eye. (Not shown in the figure are side gates next to the tunneling links required to run a one-time calibration procedure, likewise required in the realization of, e.g., a Majorana surface code [39–42].) We emphasize that the structure does not include elements truly adverse to present-date experimental realization. Specifically, their operation does not require magnetic field interferometry or time varying external voltage sources. The structures rather are static in that the ground state of the tunnel- and capacitively coupled network is the double semion state. AC operations may be required to create anyonic excitations in the system or for the measurement of local state characteristics. However, these are operations beyond the scope of the current text.

In essence, we propose the double semion system as a case study for a conceptually novel avenue to the realization and quantum simulation of topological quantum matter. The approach involves bridging between Hamiltonian and tensor network descriptions of topological matter in a fresh mindset, and from there on to hardware implementations. For the first time, tensor networks are thus not considered as a numerical framework to study interacting quantum matter [11–13], for which tensor network states and in particular projected entangled pair states (PEPS) [43, 44] are well known and for which they have originally been suggested [45]. They are also not used in an a-posteriori approach of capturing complex phases of matter in a mathematically precise and conceptually clear fashion [35–37, 46–49]. Instead, they here serve as immediate candidates for a solid-state device realization. The double semion system is ideally suited to illustrate the principle because in spite of its relative simplicity, a ‘direct’ realization in quantum matter and/or hardware constructions seems illusive in view of the required 12-spin correlations. The essential insight which brings the system into reach is that its encoding in the virtual space of a tensor network dramatically reduces the complexity required from the hardware. While the generalization to branching string configurations on a lattice is straightforward, the realization of a tensor structure reliably describing a universal phase (such as the double Fibonacci phase) remains a nontrivial task. However, we hope that the concepts and device building blocks introduced below will be instrumental to progress in this direction as well.

The remainder of this work is structured as follows. In Sec. II, we discuss the low-energy theory for arbitrary MCB networks. In particular, we introduce novel design principles based on destructive interference mechanisms, see Sec. IID, which are key to the constructions put forward below. In Sec. III, we show that high-order qubit interactions can be engineered in simple MCB networks based on these design principles. In particular, for 1D structures of coupled MCBs, we establish a link to MPOs and other key elements of tensor network states. Next, after a general discussion of string-nets (in particular, of the double semion system) and their representation in terms of tensor networks in Secs. IV A and IV B, we present the MCB network realization for the ground state of the double semion model in Sec. IV C. This work concludes with an outlook in Sec. V. Technical details related to Sec. IV C can be found in the Appendix.

II. MAJORANA COOPER BOX NETWORKS

In this section we discuss how networks of tunnel coupled Majorana cooper boxes give rise to an effective theory containing engineered many-body interactions. We begin with a review of the smallest unit, the Majorana cooper box (MCB), and then apply perturbation theory to demonstrate how several MCBs connected by tunnel bridges define an effective low energy effective theory. We conclude the section with a discussion of design principles controlling and constraining the correlations present in this network.

A. Majorana Cooper Box

The basic unit on which our approach is based is the Majorana Cooper box (MCB) [27–31]. A single MCB can be conceptualized as a system of mesoscopic size, i labelling spatial sites, harboring an even number $2n$ of spatially localized Majorana bound states (MBSs). The latter correspond to Majorana operators $\gamma_{i,a} = \gamma_{i,a}^\dagger$ with $a = 1, \ldots, 2n$ and the anticommutator algebra

$$\{\gamma_{i,a}, \gamma_{j,b}\} = 2\delta_{i,j}\delta_{ab}.$$  (1)

For recent reviews of MBS physics, see Refs. [15–20]. The upper panel in Fig. 1 shows examples with $n = 2$ and $n = 3$, called tetron and hexon [31], respectively. The 2$^n$-dimensional Hilbert space representing each box is split into
The condition (2) implies strong entanglement below. Without loss of generality, we assume that the sector energy gap due to the charging energy $E_C$ is energetically favored for every tetron (hexon). The formation of MBSs, controllable hybridization between MBSs as well as electrostatic charging effects have been evidenced in a number of reports [21–26]. While we have not yet witnessed controlled Majorana qubit or MBS braiding experiments, these are the next conceptual steps on the agenda. Once these steps have been achieved, and sources of decoherence are under effective control, the construction of networks will come into focus.

### B. Tunneling Hamiltonian

Individual MCBs can be connected by placing tunneling bridges between MBSs on different islands, as indicated in blue in Fig. 1. These phase-coherent connectors (e.g., normal-conducting short nanowires) define the effective couplings $\lambda_{ij,ab}$. Their bare values respond sensitively to variations in the fabrication process and may largely be out of control. However, their values can subsequently be tuned via...
Our approach will be based on perturbation theory in the parameters \( |\lambda_{i,j,ab}|/E_C \ll 1 \). Physically, this means that state changes of the system are induced by virtual excitations out of the definite parity ground state sector. The formulation of this expansion is facilitated by turning to a charge fractionalized picture wherein all Majorana fermions are considered electrically neutral and the charge balance is described by a number-phase conjugate pair \([\hat{\phi}_i, \hat{N}_j]\) [28, 29, 55]. Technically, the passage to this formulation amounts to a gauge transformation, \( c_{i,a} \rightarrow c_{i,a}e^{i\hat{\phi}_i} \), applied to the fermion operators of the respective MCB. When represented in this way, the Hamiltonian of the system assumes the form \( H = H_0 + \hat{H}_t \), where \( H_0 = E_C \sum_i (\hat{N}_i - n_{i,a})^2 \) includes the charging Hamiltonians of all MCBs and \( \hat{H}_t \) contains the tunnel couplings connecting different MCBs,

\[
\hat{H}_t = \sum_{i,j,ab} \lambda_{ij,ab} \gamma_{i,a} \gamma_{j,b} e^{i[\hat{\phi}_i - \hat{\phi}_j]} + \text{h.c.} \, . \tag{3}
\]

These Majorana bilinears describe the inter-MCB correlation of Majorana fermions \( \gamma_{i,a} \gamma_{j,b} \) via the tunneling amplitudes \( \lambda_{ij,ab} \), where \( e^{i[\hat{\phi}_i - \hat{\phi}_j]} \) accounts for the fact that charge is raised/lowered by one unit on MCB \( i/j \). Note that the action of \( \hat{H}_t \) on the \( \hat{H}_0 \) charge ground state generates an excited state. The task of the perturbative program outlined above is the identification of relevant virtual ring-exchange processes wherein multiple tunneling leads back to the ground state.

C. MCB Pauli operators

For our purposes below, it will be convenient to represent bilinears of Majorana operators acting within a sector of definite parity through qubit Pauli operators, that is, \( \hat{x}, \hat{y}, \hat{z} \). For example, the ground-state space of a tetron, i.e., the space of two conventional fermions with even parity \( (\sigma_z = 0, 2) \), is equivalent to the Hilbert space of a single qubit [27]. Indeed, the representation

\[
\gamma_1 \gamma_2 = -\hat{i} \hat{z} , \quad \gamma_2 \gamma_3 = -\hat{i} \hat{y} , \quad \gamma_1 \gamma_3 = -\hat{i} \hat{x} , \tag{4}
\]

faithfully represents the operator algebra of Majorana bilinears. Combinations involving \( \gamma_c \) are fixed by the parity constraint in Eq. (2), \( \gamma_1 \gamma_2 \gamma_3 \gamma_4 = 1 \), as indicated in Fig. 2(a). Since the definite assignment of a Pauli operator equivalence makes reference to a specific ordering of Majorana operators, we occasionally indicate the position of \( \gamma_1 \) by an open circle in our figurative representations.

D. Effective low-energy theory

For a general MCB network Hamiltonian, \( \hat{H} = H_0 + \hat{H}_t \), each tunneling process involves decharging (charging) the emitting (receiving) MCB by an elementary charge. Since the charging energy \( E_C \) is assumed large compared to the tunneling amplitudes, and open tunneling paths inevitably leave the system in an excited state, only closed paths are physically relevant to the low-energy physics. In the following we show how Schrieffer-Wolff perturbation theory (taken in the standard self-energy approximation) [57] may be applied to represent the relevant tunneling processes as products of Pauli operators acting on the low-energy Hilbert space of the system. The starting point of Schrieffer-Wolff theory is the series

\[
\sum_{i,j,ab} \lambda_{ij,ab} \gamma_{i,a} \gamma_{j,b} e^{i[\hat{\phi}_i - \hat{\phi}_j]} + \text{h.c.} \, .
\]

FIG. 2. Pauli operator representation of Majorana bilinears on tetrons and hexons. Arrows between vertices (i.e., MBSs) identify Majorana bilinears and their associated single- or two-qubit operators. The marking of \( \gamma_1 \) (open circle) indicates our Majorana ordering choice. (a) Single-qubit operators for a tetron. (b) Single-qubit operators for a hexon. (c) Several two-qubit operators for a hexon.
expansion
\[
\hat{H}_{\text{eff}} = \sum_{k=1}^{\infty} \hat{H}^{(k)}, \quad \hat{H}^{(k)} = \hat{P}_0 \left( \hat{H}_t \frac{1}{1 - \hat{H}_0} \right)^{k-1} \hat{P}_0,
\]
where \(\hat{P}_0\) is the ground-state projector of \(\hat{H}_0\).

Let us first discuss the structure of Eq. (5) on the example of two connected tetrons as in Fig. 3. With the notation in Fig. 3, the tunneling Hamiltonian is given by \(\hat{H}_t = T_1 + T_2 + iT_1 + T_2^\dagger\) with the hopping operators
\[
T_1 = \lambda \gamma_{2,A} \gamma_{1,B} e^{i(\hat{\varphi}_A - \hat{\varphi}_B)}, \quad T_2 = \kappa \gamma_{4,A} \gamma_{3,B} e^{i(\hat{\varphi}_A - \hat{\varphi}_B)}.
\]

It is useful to represent individual \(T_i\) operators as directed arrows from \(\gamma_{i,a}\) to \(\gamma_{j,b}\) (for different MCBs \(a \neq b\)), where Hermitian conjugates \(T_i^\dagger\) correspond to reversed arrows, see Fig. 3. Charge neutrality now requires that each MCB carries an equal number of incoming and outgoing arrows. In this way, terms contributing to Eq. (5) are oriented closed paths and the effective Hamiltonian is given by a sum over all closed paths contributions. We first consider only paths without self-intersections, i.e., oriented loops of length \(k\), where the orientation sense, \(d = \pm\), is determined by the arrow direction and briefly remark on self-intersecting closed paths at the end of this section. Since \(\hat{H}_t\) is Hermitian, every oriented loop comes along with its Hermitian conjugate counterpart, i.e., a loop with opposite orientation. Moreover, loop contributions to \(\hat{H}^{(k)}\) are distinguished by the ordering sequence, \(s\), of individual \(T_i\) operators which in general neither commute with each other nor with \(1/\hat{H}_0\).

For our two-tetron example in order \(k = 2\), we obtain
\[
\hat{H}^{(2)} = \hat{O}^{(2)}_{1,2,+} + \hat{O}^{(2)}_{2,1,+} + \hat{O}^{(2)}_{1,2,-} + \hat{O}^{(2)}_{2,1,-},
\]
where the index specifies \((s, d)\) and reversing the loop orientation equals Hermitian conjugation. We note that in Eq. (7) ‘diagonal’ contributions, \(\hat{O}^{(2)}_{j,j,+}\), have been dropped since they only cause an irrelevant overall energy shift. We now perform the projection to the charge ground state sector in Eq. (7), where the first term takes the form
\[
\hat{O}^{(2)}_{1,2,+} = -\frac{\lambda \kappa^*}{2E_C} \gamma_{2,A} \gamma_{1,B} \gamma_{3,B} \gamma_{4,A} = \frac{\lambda \kappa^*}{2E_C} \hat{A} \hat{z}_A \hat{z}_B .
\]

Here we have assumed that both MCBs are operated at the electron-hole symmetric point (integer \(n_{p,A/B}\)). In that case, the intermediate virtual state involves a single-electron charging (decharging) of box \(A\) (\(B\)) with excitation energy \(2E_C\). For the qubit operator representation, i.e., the second equality in Eq. (8), we have used the Pauli operators \(4\) for each tetron.

We are now ready to specify the general operator structure for an ordered oriented loop of length \(k\),
\[
\hat{O}_{s,d}^{(k)} = \hat{1}^{k} A(k, s, d) \hat{Q}^{(k)}, \quad \hat{Q}^{(k)} = \hat{q}_1 \hat{q}_2 \cdots \hat{q}_k ,
\]
where \(\hat{Q}^{(k)}\) is composed of Pauli operators \(\hat{q}_i\) acting on MCB \(i\). Note that \(\hat{Q}^{(k)}\) neither depends on the orientation \(d\) nor on the sequence \(s\). The prefactor \(A(k, s, d)\) collects all tunneling amplitudes and the (inverse) excitation energies of virtual intermediate states, with \(A(k, s, d) \sim 1/E_C^{-k-1}\). Finally, by summing over all possible sequences of \(T_i\) operators, we obtain the operator for unordered oriented loops,
\[
\hat{O}^{(k)}_d = \sum_s \hat{O}^{(k)}_{s,d} .
\]

E. Destructive interference mechanisms and Hamiltonian design

Since the prefactor \(A(k, s, d)\) in Eq. (9) decays exponentially with the loop length \(k\), dominant contributions to \(\hat{H}_{\text{eff}}\) originate from short loops involving just a few qubit operators. This fact poses a serious problem for engineering complex quantum systems. In particular, fixed-point Hamiltonians exhibiting topological order, e.g., string-net models, generically rely on the presence of high-order many-qubit interactions [2, 7, 58], see Sec. IV A. A key point of our work is to design MCB network structures where unwanted low-order contributions due to short loops are automatically eliminated by destructive interference.

Based on these design ideas, one can largely tune the effective Hamiltonians in a desired fashion. We expect this to be of general interest for quantum simulation beyond the specific application of generating topological models. We next present two different mechanisms effecting such type of loop cancelation.

Loop cancelation by symmetry — Unordered oriented loops will automatically vanish if, for each sequence \(s\) of tunneling operators, there exists a permuted sequence \(\Pi[s]\) with opposite prefactor,
\[
A(k, \Pi[s], d) = -A(k, s, d).
\]

Indeed, in such cases, Eq. (10) readily gives
\[
\hat{O}^{(k)}_d = \sum_s \hat{O}^{(k)}_{s,d} = \sum_s \hat{O}^{(k)}_{\Pi[s],d} = - \sum_s \hat{O}^{(k)}_{s,d} = 0 .
\]

The next, and more difficult, step is to identify MCB network structures where such loop-canceling permutations exist. To that end, we first observe that for structures containing a pair of anticommuting tunneling operators, \((T_i, T_j^\dagger) = 0\), the prefactor \(A(k, s, d)\) will change sign when interchanging \(T_i\) and
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FIG. 4. Two examples for loop cancelation by symmetries and anticommuting \( T \) terms. (a) MCB network with overlapping hopping terms \( T_2 \) and \( T_3 \), and (b) the corresponding reduced graph (see main text for its definition and the coloring of vertices). The reflection symmetry defining the loop-canceling permutation \( \Pi[s] \) is also indicated. (c) Another example for a network with anticommuting \( T \) operators and (d) the associated reduced graph.

However, an odd number of overlapping \( T \) operator pairs — and thus a sign change in \( A(k; s, d) \) for the permuted se-
quence — is only a necessary (but not sufficient) condition for loop cancelation. In order to fulfill Eq. (11), we also have to guarantee that the product of intermediate excitation energies is identical. The latter are determined by the charging contribution \( H_0 \) and therefore only depend on the charge transferred between MCBs, irrespective of precisely which MBSs are involved in the tunneling path or whether we have tetrons or hexons. Loop structures with an invariant energy product can then be identified from a simpler reduced graph obtained by collapsing each MCB to a single vertex, see Fig. 4(b,d) for examples. For convenience, vertices with overlapping \( T \) operators are now marked by a different color (black in Fig. 4). If the reduced graph has a reflection symmetry, mapping edges to edges and vertices to vertices of the same color, every se-
sequence \( s \) is uniquely mapped onto a mirror sequence with the same energy product. If the reflection symmetry also inter-
changes an odd number of overlapping \( T \) pairs, this map de-
fines a loop-canceling permutation \( \Pi[s] \).

Let us illustrate this mechanism for the MCB network in Fig. 4(a), which has a reflection symmetry of its reduced graph [see Fig. 4(b)] along the vertical axis. This symmetry corre-
sponds to the permutation \( T_1 \leftrightarrow T_4 \) and \( T_2 \leftrightarrow T_3 \) of tunneling terms, with the anticommutator \( \{T_2, T_3\} = 0 \). Without loss of generality, we set all coupling amplitudes to \( \lambda = 1 \) and evaluate the \( k = 4 \) loop contributions for a specific sequence \( s \) and the associated permuted sequence \( \Pi[s] \),

\[
\hat{O}^{(4)}_{s,+} = \hat{P}_0 T_4 \frac{1}{-H_0} T_3 \frac{1}{-H_0} T_2 \frac{1}{-H_0} T_1 \hat{P}_0 = \frac{i}{16E_C} \hat{x}_A \hat{x}_B \Pi_C (\hat{z} \otimes \hat{\bar{z}}) D ,
\]

\[
\hat{O}^{(4)}_{\Pi[s],+} = \hat{P}_0 T_4 \frac{1}{-H_0} T_3 \frac{1}{-H_0} T_2 \frac{1}{-H_0} T_1 \hat{P}_0 = -\frac{i}{16E_C} \hat{x}_A \hat{x}_B \Pi_C (\hat{\bar{z}} \otimes \hat{z}) D .
\]

Clearly, both contributions cancel each other. Such cancela-
due to overlapping \( T \) operators in combination with geometric symmetries already applies at the level of oriented loops. The vanishing of an oriented loop then implies, by Her-
mian conjugation, the vanishing of its reversed partner.

Loop cancelation by phase tuning — Alternatively, the cancel-
oc of loops can be achieved via the engineered tuning of complex tunneling couplings, notably their phases. In this way, oriented loops can be converted into anti-Hermitian oper-
ators, sign opposite to their reversed partners. The summation over both orientations in Eq. (10) then implies the exact cancelation of the corresponding unoriented loop according to

\[
\hat{O}^{(k)} = \sum_{d = \pm} \hat{O}^{(k)}_d = \hat{O}^{(k)}_+ + \hat{O}^{(k)}_+ = 0 .
\]

How the tunneling amplitudes in a given MCB network have to be chosen for this to happen depends on the loop length \( k \). Excluding loop structures containing anticommuting \( T \) terms, we find that for odd (even) \( k \), the product of all tunneling am-
plitudes along the loop path has to be purely real (imaginary).

In fact, one only needs to tune an overall loop phase defined below.

Let us briefly reconsider the two-tetron example in Fig. 3 to illustrate this mechanism. An unordered oriented loop with \( k = 2 \), winding once around the structure, is described by

\[
\hat{O}^{(2)}_+ = \frac{\lambda \kappa^*}{E_C} \hat{x}_A \hat{x}_B ,
\]

cf. Eq. (8). The unoriented loop contribution \( \hat{O}^{(2)}_- \) thus exactly vanishes for \( \text{Re}(\lambda \kappa^*) = 0 \). Writing \( \lambda = |\lambda|e^{i\phi_\lambda} \) and \( \kappa = |\kappa|e^{i\phi_\kappa} \), this condition is equivalently formulated as a condition on the loop phase, \( \phi_{\text{loop}} := \phi_\lambda - \phi_\kappa = \pm \pi/2 \). This type of phase tuning offers a powerful tool for suppressing few-qubit interactions.

We now return to the general case of a length-\( k \) loop with- out anticommuting \( T \) terms. With the tunneling amplitudes \( |\lambda_1|e^{i\phi_1}, \ldots, |\lambda_k|e^{i\phi_k} \) along the loop path, the loop phase is \( \phi_{\text{loop}} = \phi_1 + \cdots + \phi_k \). We then observe that for

\[
\phi_{\text{loop}} = \begin{cases} 
\pm \pi/2 , & k \text{ even} , \\
0 , & k \text{ odd} .
\end{cases}
\]

the unoriented loop vanishes, giving rise to \( \hat{O}^{(k)} = 0 \). In prac-
tice, the loop phase may be calibrated in an initial step by ad-
justing the voltage on just one local gate near a tunneling link
Composite loop patterns — Finally, we investigate how the design mechanisms can be transferred to general closed paths. It is straightforward to show that the contribution associated to a disjoint union of loops factorizes into the product of the single loop operators up to a real positive proportionality constant (a combinatorial prefactor) and thus such contributions vanish if one of the loops vanishes. For self-intersecting closed paths cancelation by symmetry is still applicable in the same way as explained above by considering the symmetries of the reduced graph and the sign change of the induced permutation, since the existence of the cancelation permutation $\Pi$ is not restricted to act on a simple closed loop.

Similarly, we can investigate the elimination of self-intersecting paths by phase tuning. A general oriented closed path with intersections can be partitioned into non-intersecting sub-paths. The path is then specified by a collection $\{(d_i, o_i)\}$ of $n$ sub-paths $d_i$ and their orientations, $o_i$. Due to charge neutrality every such system is equivalent to an assembly of $n$ closed oriented non-intersecting loops. A non-oriented parent path defines all different orientation patterns of its sub-paths. From all possible $2^n$ orientation patterns only the ones subject to the constraint that the number of paths ending and starting at each vertex is the same have to be considered, since the others are at odds with charge neutrality. If all those patterns are such that they contain at least one oriented loop with canceling loop phase ($\pm \pi/2$ for even or $0, \pi$ for odd length) the parent path is subject to cancellation. For an example, consider the (unoriented) loops in Fig. 5. The left length-2 loop $\hat{L} = \hat{L}_+ + \hat{L}_-$ vanishes due to phase cancellation while the right length-2 loop $\hat{R} = \hat{R}_+ + \hat{R}_-$ has an arbitrary loop phase and does not vanish. The closed path of length-4 $\hat{O}^{(4)}$ obtained by concatenation of $\hat{L}$ and $\hat{R}$ decomposes into two oriented segments, the left and the right loop with clockwise or anticlockwise orientations and thus fulfills the aforementioned criterion. The closed path now be expressed as a sum $\hat{O}^{(4)} = O^{(4)}_{++} + O^{(4)}_{+-} + O^{(4)}_{-+} + O^{(4)}_{--} \propto (\hat{L}_+ + \hat{L}_-)(\hat{R}_+ + \hat{R}_-) = 0$.

III. ENGINEERING MULTI-QUBIT OPERATORS

We next outline how the design principles of Sec. II E may be applied to engineer complex quantum systems with high-order qubit interactions in MCB networks. In order to design 2D topological models, we have to formulate new design principles to make sure that we arrive at models that are in the anticipated phase. We do so by building upon the framework of Hamiltonian gadgets [59], as will be explained below.

As an intermediate step, we identify design principles for constructing multi-qubit operators. In Sec. IV, these 1D structures will be lifted to give rise to the anticipated topological 2D structures. In this endeavor, tensor networks [11–14] will appear, first in 1D structures such as matrix product operators [60–65]. In what follows, we begin by discussing effective Hamiltonians describing rings of $M$ coupled qubits, as in Fig. 6. Such structures will later be used as building blocks for the design of 2D Hamiltonians. Specifically, we aim to demonstrate that they may be characterized in terms of MPOs. This picture will be useful in demonstrating the option to generate effective interactions beyond the nearest neighbor level.

A. Product operators

Consider a ring of $M$ coupled MCBs, where tunneling bridges only connect neighboring MCBs. We assume that each MCB contains one MBS at which all tunneling bridges incoming from the left neighbor terminate, as illustrated in Fig. 6(a) for a tetron ring. In such structures, loop paths not fully winding around the ring necessarily include one sub-loop of length 2. However, these loops vanish by symmetry, as illustrated in Fig. 4(c,d). Thus, composite loops containing one or several length-2 sub-loops vanish as well and we only need to consider loop paths with (one or several) full windings around the ring.

We here focus on loops with a single winding as they contribute dominantly to the perturbation expansion (5). Noting that hopping processes between adjacent MCBs correspond to a sum of Pauli operators weighted by the respective tunneling amplitudes, $\hat{q}_i$, we obtain the oriented loop operator

$$\hat{O}^{(M)}_+ \equiv \frac{(-1)^M}{(2E_C)^M} \hat{q}_1 \hat{q}_2 \cdots \hat{q}_M ,$$

$$\hat{q}_i = \delta_i \hat{x}_i + \beta_i \hat{y}_i + \alpha_i \hat{z}_i .$$
The complex constants $\alpha_i, \beta_i, \delta_i$ describe the three tunneling amplitudes connecting the MCB labeled by $i$ to its left neighbor, see Fig. 6(a). We next observe that for loops with even (odd) length $M$ and purely real (imaginary) tunneling amplitudes, $\hat{O}_+(M)$ is Hermitian. In that case, the low-energy Hamiltonian, $\hat{H}_{\text{eff}} = 2\hat{O}_+(M)$, implements a Hermitian product operator of qubits, where the associated tensor network is shown in Fig. 6(b). We also note that by detuning the tunneling phases away from the fine-tuned points above, one may generate operators with stronger entanglement, corresponding to the sum of two product operators.

The above product operator design can also be implemented for hexons or mixed tetron-hexon structures. For hexons, Eq. (17) is still an appropriate description. However, the individual $\hat{q}_i$ operators are now replaced by two-qubit operators. For instance, for the example in Fig. 7(a), we have

$$\hat{q}_i = -\alpha_i (\hat{x} \otimes \mathbb{1})_i + \beta_i (\hat{y} \otimes \mathbb{1})_i + \delta_i (\hat{z} \otimes \hat{x})_i + \epsilon_i (\hat{z} \otimes \hat{y})_i + \eta_i (\hat{z} \otimes \hat{z})_i,$$  

where the constants $\alpha_i, \beta_i, \delta_i, \epsilon_i, \eta_i$ refer to the five tunneling amplitudes connecting the MCB labeled by $i$ to its left neighbor, see Fig. 7(a). The corresponding tensor network is shown in Fig. 7(b). Since the total operator is just a single product over operators, $\hat{q}_i$ specific to each $i$ (rather than a sum over products), the network does not carry a "virtual" internal index, as indicated by the absence of horizontal links. The two-qubit nature of the compound operators $\hat{q}_i$ is indicated by the presence of two vertical index lines at each block. More complex structures can be designed by increasing the number of tunneling bridges connecting neighboring MCBs. This idea naturally leads us to MPOs.

\section*{B. Matrix product operators}

We now consider rings where neighboring MCBs are coupled by tunneling bridges connecting at least two MBSs for each MCB. First consider a tetron ring as in Fig. 8(a). Denoting the tunneling amplitudes of the upper (lower) link by

$$\alpha_i = |\alpha_i| e^{i\phi_i}, \quad (\beta_i = |\beta_i| e^{i\phi_i}),$$  

we focus on the option to tune the loop phases,

$$\phi^{(i)}_{\text{loop}} = \phi_{\alpha_i} - \phi_{\beta_i}. \quad (20)$$  

Destructive interference occurs for

$$\phi^{(i)}_{\text{loop}} = \pm \pi/2,$$  

see Eq. (16). If all $\phi^{(i)}_{\text{loop}}$ are tuned to this value, the leading-order contributions to the series expansion (5) are again loops winding around the ring once. In this case, the effective low energy Hamiltonian representing the structure is given by $\hat{H}_{\text{eff}} = \hat{O}_+(M) + \text{h.c.}$, where the oriented loop operators afford the MPO representation

$$\hat{O}_+(M) = \frac{-i^M}{(2E_C)^{M-1}} \sum_{i_1=0,1} \cdots \sum_{i_M=0,1} \hat{A}_{i_1i_2} \hat{A}_{i_2i_3} \cdots \hat{A}^{M}_{i_Mi_1},$$  

and the $\hat{A}^i$ are Pauli operators acting on MCB $i$ weighted by tunneling amplitudes,

$$\hat{A}_{00}^i = -\alpha_i \hat{x}, \quad \hat{A}_{01}^i = \beta_i \hat{y}, \quad \hat{A}_{10}^i = \alpha_i \hat{y}, \quad \hat{A}_{11}^i = \beta_i \hat{x}. \quad (23)$$

The equivalent qubit tensor network representation is depicted in Fig. 8(b) where vertical lines indicate the indices $i_k = 0, 1$ and we used Penrose notation, meaning that that index lines without open ends are summed over. Since the index $i_k$ can assume two different values, the bond is said to have bond dimension $D = 2$.

The structure of Eq. (23) does not suffice to realize arbitrary $D = 2$ MPOs. Specifically each of the summands in Eq. (22) is constrained to contain an even number of Pauli-$\hat{y}$ operators. The latter limitations can be addressed by crossing wires. In general one may consider more complex wirings of neighboring tetrons but apart from changes of the local Pauli bases this does not generate additional operator contents. In particular, it is unclear at this stage how MPOs with bond dimension $D > 2$ could be realized without generating 2-body interactions from additional length-2 loops. Future research should address how such limitations can be overcome.
C. Repetition code

We next turn to another useful building block. Consider an open chain of $M$ tetrons, where neighboring tetrons are coupled by two tunneling bridges with amplitudes $a$ and $b$ (assumed identical for all MCB-MCB contacts), see Fig. 9(a). To leading order, $H_{\text{eff}}$ is determined by summing over all length-2 loops, $H_{\text{eff}} \simeq H^{(2)}$. The result describes an Ising spin chain,

$$H_{\text{eff}} = J \sum_{i=1}^{M-1} \hat{z}_i \hat{z}_{i+1} , \quad J = \frac{\text{Re}(ab^*)}{2E_C} .$$

(Tuning all elementary loop phases, $\phi_{\text{loop}} = \phi_a - \phi_b$, such that $\pi/2 < \phi_{\text{loop}} < 3\pi/2$, we have ferromagnetic couplings. The ground state space of the $M$-qubit chain is then two-fold degenerate and we can encode a logical qubit in this repetition code [6]. Interestingly, this logical qubit may be operated just like a single tetron-based qubit but with enhanced error resilience.

To that end, we consider processes where a single electron is pumped through the entire MCB chain. (The practical realization of such a process has been discussed, e.g., in Ref. [40].) We assume that the electron enters the left end of the chain by tunneling in via the MBS located at the top ($j = 0$) or bottom ($j = 1$) left corner of the leftmost MCB. After propagating to the other end, it tunnels out of the chain via the MBS corresponding to the top ($j' = 0$) or bottom ($j' = 1$) right corner of the rightmost MCB. The coherent multi-step tunneling process effectively applies a ‘string operator’ $\hat{S}_{jj'}$ to the $M$-qubit state, cf. Ref. [40], where $\hat{S}_{jj'}$ is a superposition of Pauli product operators. We now show that the string operators $\hat{S}_{jj'}$, when projected to the ground state space of $H_{\text{eff}}$, act like logical $\hat{X}$ and $\hat{Y}$ operators, as indicated in Fig. 9(b).

We first consider the case $M = 2$ with $j = j' = 0$. The corresponding string operator is given by

$$\hat{S}_{00} = \frac{-1}{2E_C} (a \hat{x}_1 \hat{x}_2 + b \hat{y}_1 \hat{y}_2) .$$

This resulting operator is a projector on the ‘string operator’ $\hat{S}_{jj'}$ to the $M$-qubit state, cf. Ref. [40], where $\hat{S}_{jj'}$ is a superposition of Pauli product operators. We now show that the string operators $\hat{S}_{jj'}$, when projected to the ground state space of $H_{\text{eff}}$, act like logical $\hat{X}$ and $\hat{Y}$ operators, as indicated in Fig. 9(b).

We next turn to another useful building block. Consider an open chain of $M$ tetrons, where neighboring tetrons are coupled by two tunneling bridges with amplitudes $a$ and $b$ (assumed identical for all MCB-MCB contacts), see Fig. 9(a). To leading order, $H_{\text{eff}}$ is determined by summing over all length-2 loops, $H_{\text{eff}} \simeq H^{(2)}$. The result describes an Ising spin chain,

$$H_{\text{eff}} = J \sum_{i=1}^{M-1} \hat{z}_i \hat{z}_{i+1} , \quad J = \frac{\text{Re}(ab^*)}{2E_C} .$$

(Tuning all elementary loop phases, $\phi_{\text{loop}} = \phi_a - \phi_b$, such that $\pi/2 < \phi_{\text{loop}} < 3\pi/2$, we have ferromagnetic couplings. The ground state space of the $M$-qubit chain is then two-fold degenerate and we can encode a logical qubit in this repetition code [6]. Interestingly, this logical qubit may be operated just like a single tetron-based qubit but with enhanced error resilience.

To that end, we consider processes where a single electron is pumped through the entire MCB chain. (The practical realization of such a process has been discussed, e.g., in Ref. [40].) We assume that the electron enters the left end of the chain by tunneling in via the MBS located at the top ($j = 0$) or bottom ($j = 1$) left corner of the leftmost MCB. After propagating to the other end, it tunnels out of the chain via the MBS corresponding to the top ($j' = 0$) or bottom ($j' = 1$) right corner of the rightmost MCB. The coherent multi-step tunneling process effectively applies a ‘string operator’ $\hat{S}_{jj'}$ to the $M$-qubit state, cf. Ref. [40], where $\hat{S}_{jj'}$ is a superposition of Pauli product operators. We now show that the string operators $\hat{S}_{jj'}$, when projected to the ground state space of $H_{\text{eff}}$, act like logical $\hat{X}$ and $\hat{Y}$ operators, as indicated in Fig. 9(b).

We first consider the case $M = 2$ with $j = j' = 0$. The corresponding string operator is given by

$$\hat{S}_{00} = \frac{-1}{2E_C} (a \hat{x}_1 \hat{x}_2 + b \hat{y}_1 \hat{y}_2) .$$

Using $\hat{y} = i \hat{x} \hat{z}$ and $\hat{z}_1 \hat{z}_2 = \hat{z}_2$ (which holds within the ground-state sector), we obtain

$$\hat{S}_{00} = \frac{a - b}{2E_C} \hat{x}_1 \hat{x}_2 ,$$

which is proportional to the logical Pauli-$\hat{X}$ operator. Generalizing this argument now to arbitrary $M$, logical Pauli operators are defined as $\hat{X} = \hat{x}_1 \hat{x}_2 \cdots \hat{x}_{M-1} \hat{x}_M$ and $\hat{Y} = \hat{x}_1 \cdots \hat{x}_{M-1} \hat{y}_M$. We then find

$$\hat{S}_{00} = -\hat{S}_{11} = -c_M \hat{X} , \quad \hat{S}_{01} = \hat{S}_{10} = c_M \hat{Y} .$$

Apart from the prefactor, $c_M = (-1)^M [(a - b)/(2E_C)]^{M-1}$, this result reproduces the mapping of Majorana bilinears to Pauli operators for a single tetron, cf. Eq. (4).

D. Bell states

We finally show how Bell pair states can be prepared as ground states of tetron structures with tunneling bridges as indicated in Fig. 10(a). Bell states are pairs of maximally entangled qubits, e.g., $|\text{Bell}\rangle = |0, 0\rangle + |1, 1\rangle$. They are key to tensor network constructs like matrix product states (MPS) and their 2D generalizations, PEPS, see Fig. 10(b). With the projector $\hat{P}_{\text{Bell}} = |\text{Bell}\rangle \langle \text{Bell}|$, see Fig. 10(c), the Hamiltonian

$$\hat{H}_{\text{Bell}} = \varepsilon (1 - \hat{P}_{\text{Bell}}) ,$$

$\varepsilon > 0$, has $|\text{Bell}\rangle$ as its unique ground state. This Hamiltonian can be realized with two coupled tetrons where a possible setup is shown in Fig. 10(a). We assume that gate calibration has been applied to tune the tunneling amplitudes to real positive values $a = b = c > 0$. In this case, the low-energy Hamiltonian obtained by summation over all length-2 loops reads

$$\hat{H}_{\text{eff}} = \frac{a^2}{2E_C} (-\hat{x}_1 \hat{x}_2 - \hat{z}_1 \hat{z}_2 + \hat{y}_1 \hat{y}_2) .$$

FIG. 9. Logical qubit in a repetition code. (a) Chain of $M$ tetrons with open boundary conditions. Neighboring tetrons are coupled by tunneling amplitudes $a$ and $b$, (b) Logical Pauli operators $\hat{X}$ and $\hat{Y}$ emerge by pumping an electron through the entire chain, see Eq. (27).

FIG. 10. Bell pairs. (a) Coupled tetron device. The ground state of the associated effective Hamiltonian (29) is a Bell state for real positive $a = b = c$. (b) Tensor network representation of $|\text{Bell}\rangle = |0, 0\rangle + |1, 1\rangle$. (c) Tensor network representation of the Bell pair projector $\hat{P}_{\text{Bell}} = |\text{Bell}\rangle \langle \text{Bell}|$. Using $\hat{y} = i \hat{x} \hat{z}$ and $\hat{z}_1 \hat{z}_2 = \hat{z}_2$ (which holds within the ground-state sector), we obtain

$$\hat{S}_{00} = \frac{a - b}{2E_C} \hat{x}_1 \hat{x}_2 ,$$

which is proportional to the logical Pauli-$\hat{X}$ operator. Generalizing this argument now to arbitrary $M$, logical Pauli operators are defined as $\hat{X} = \hat{x}_1 \hat{x}_2 \cdots \hat{x}_{M-1} \hat{x}_M$ and $\hat{Y} = \hat{x}_1 \cdots \hat{x}_{M-1} \hat{y}_M$. We then find

$$\hat{S}_{00} = -\hat{S}_{11} = -c_M \hat{X} , \quad \hat{S}_{01} = \hat{S}_{10} = c_M \hat{Y} .$$

Apart from the prefactor, $c_M = (-1)^M [(a - b)/(2E_C)]^{M-1}$, this result reproduces the mapping of Majorana bilinears to Pauli operators for a single tetron, cf. Eq. (4).
beyond Kitaev’s toric code, the states of string-nets, we here discuss how the simplest case involving configurations so that the states of the system assume a form as indicated by the pattern of black lines in the figure.

This Hamiltonian has $|\text{Bell}\rangle$ as ground state and, for sufficiently strong coupling $\varepsilon = a^2/2E_C$, effectively projects onto this state.

Since the above structures all make reference to sequential ordering, chains of alternating coupling types may be used to define structures containing several types of functionality. As an example relevant to our construction below we mention MPOs whose base units are repetition code qubits. These are formed (see Fig. 11) by first linking blocks of two tetrons each via tunneling amplitudes $\text{Re}(a_i b_i^*) < 0$. This ferromagnetic coupling defines low energy repetition code qubits on the two tetron compounds. These units may then be coupled by amplitudes $\alpha_i, \beta_i$ to form an MPO structure whose operator units act in the Hilbert spaces of the repetition code qubits.

**IV. SIMULATING TOPOLOGICAL TENSOR NETWORKS**

The MCB networks discussed in Secs. II and III allow one to realize topological phases with strong entanglement. While previous work has shown that Kitaev’s toric code can be simulated with such constructions [39–42], it has so far remained open how to realize more complicated string-net models. Using the PEPS tensor network representation for the ground states of string-nets, we here discuss how the simplest case beyond Kitaev’s toric code, the double semion model [7, 32, 66], can be implemented in a 2D network of MCBs. For pedagogical introductions to tensor networks and PEPS we refer to one of several available reviews, e.g. Ref. [11]. While this will provide useful background knowledge, familiarity with these concepts is not essential throughout as all required material is introduced in a self contained manner. We are confident that by using similar strategies, one could also realize more complicated string-nets such as the Fibonacci Levin-Wen model [7] where, in particular, branching is allowed, and which leads to schemes of universal topological quantum computing. Our approach relates MPOs to MCB networks where destructive interference mechanisms are exploited to suppress short loop contributions. The latter, if present, would drive the system into a topologically trivial phase.

To set the stage, we review the basic properties of topological tensor networks from a string-net perspective in Sec. IV A. The Hamiltonian design builds upon seminal work on Hamiltonian gadgets [59] which proposed a perturbative approach to topological tensor networks on the abstract level of qubits. The PEPS tensor network used in such a construction will be discussed in Sec. IV B. Finally, the MCB network implementation of the PEPS tensor network realizing the double semion ground state will be presented in Sec. IV C.

**A. PEPS representation of string-net ground states**

String nets have been introduced in Ref. [7] as generalizations of Kitaev’s toric code and quantum doubles [67], see also Refs. [2, 58, 68, 69]. While the physical idea behind string-nets is relatively easy to communicate in textual or graphical ways, quantitative formulations via formulae tend to be cumbersome. The same is true for the representation of string-net ground states as tensor network states. We therefore begin our discussion of the double semion ground states and its simulation in an MCB network with a qualitative discussion of the main principles along the lines of Refs. [32, 33]. The language is geared to readers with a background in condensed matter physics for which the tensor network approach to topological phases may be less familiar. Throughout, we dispense with technical rigor in exchange for brevity and transparency. For the sake of clarity, parts of our discussion below are formulated in a general language, before specializing to the double semion case.

**String net definition** — The basis states of a string-net are coverings of a lattice, often chosen as trivalent for convenience, cf. Fig. 12. Complex string-nets allow for coverings carrying $N$ internal indices (‘colors’) $i$, and senses of directions, $i$ vs. $i^*$. However, the simple representatives considered here are un-directed and colorless, implying that a covered link may be identified by the label $'l'$, while an empty or vacuum link is identified as $'0'$.

![FIG. 11. (a) A hierarchical structure in which units of two tetrons are first linked by tunneling amplitudes $\alpha_i \simeq -b_i$ to define repetition qubits. These blocks are then coupled by amplitudes $\alpha_i, \beta_i$ to an MPO depicted as tensor network in (b).](image)

![FIG. 12. Black lines: configuration of a non-branching colorless string-net on a trivalent lattice. Red lines: equivalent configuration on the corresponding fat lattice.](image)
color indices plus vacuum by $\tilde{V} \simeq \mathbb{C}^{N+1}$.

The physically relevant wave functions, $\Psi$, defined over these sets of basis states are required to satisfy certain equivalence relations. Referring for a full list of five equivalences to Ref. [7], we note that wave functions are to be invariant under topology-preserving deformations (no crossing or tearing) of lines in the net. The inclusion of a closed, simply contractible loop is equivalent to the multiplication of the wave function by a factor $d_i$, which for a general net depends on the color $i$, of the included loop and defines the quantum dimension of the included link species. However, the most important rule describes what happens under local topology changing re-connections of the net. For a general multi-color string-net with orientation, it states that

$$\Psi \left( \begin{array}{c} i \end{array} \right) = \sum_{n} F_{i kn}^{i m} \Psi \left( \begin{array}{c} i \end{array} \right) ,$$

(30)

where the $F$-symbols are scalar coefficients defining the permissible equivalence reconnections of the net [7].

A non-trivial consistent solution $\{F_{i kn}^{i m}, d_i\}$ of all consistency relations defines a topological phase. In the present, colorless, non-oriented, non-branching case, there exist only two solutions, the Kitaev toric code, $d_1 = 1$, and the double-semion phase, $d_1 = -1$. Since the nets are non-branching, the $F$-symbols are defined through just one non-trivial reconnection rule,

$$\Psi \left( \begin{array}{c} i \end{array} \right) = F_{110}^{110} \Psi \left( \begin{array}{c} i \end{array} \right)$$

(31)

with $F_{110}^{110} = \pm 1$, respectively. All other $F$-symbols describing permissible non-branching re-connections (for example, $F_{111}^{000}$) assume the trivial value unity.

From a condensed matter perspective, it may be most natural to describe a string-net in terms of an effective (‘fixed point’) Hamiltonian

$$\hat{H} = -\sum_{\nu} \hat{Q}_\nu - \sum_{p} \hat{B}_p ,$$

(32)

whose eigenfunctions satisfy the above equivalence relations. Here, $\hat{Q}_\nu$ is a projector onto the permissible configurations at each vertex $\nu$, i.e., a projector enforcing total even spin 0, 1 of the adjacent legs in an identification $(0, 1) \leftrightarrow (-1/2, +1/2)$, and $\hat{B}_p$ is an operator specific to the plaquette, $p$, giving the net dynamics. While the explicit description of $\hat{B}_p$ in terms of $F$-symbols (the product of six symbols depending on the twelve link states of the plaquette and it adjacent legs) or Pauli spin operators (the tensor product of 12 Pauli operators) is both cumbersome and non-intuitive, a much more intuitive description engages the concept of loop insertion on the ’fat lattice’. In fact, the PEPS construction below and its hardware implementation are closer in spirit to this latter formulation than to the Hamiltonian approach.

**Fat lattice and PEPS string-net representation** — To obtain the fat lattice, consider the width of the ‘physical’ honeycomb lattice links in Fig. 12 enhanced until the entire plane is covered except for the plaquette center points. Equivalently, it is a planar structure into which holes are drilled at the plaquette centers. A string-net configuration can now be represented in more relaxed ways, as indicated by the red lines. In our tensor network constructions below, state indices $a, b, \cdots = 0, \ldots, N$, carried by lines on the fat lattice, will assume the role of ‘virtual indices’ and we denote the space of these indices by $\tilde{V} \simeq \mathbb{C}^{N+1}$. The distinction from the space $V$ of indices on the physical lattice, $t, j, \cdots = 0, \ldots, N$, is purely syntactic and introduced for conceptual clarity; physically, there is no difference between lines on the physical or fat lattice.

The advantage of this reformulation is that it allows for a more flexible representation of configuration rearrangements via $F$-moves. Specifically, the fat lattice affords an intuitive definition of the string-net Hamiltonian. To this end, we note that the insertion of a full set of non-vacuum closed loops $\hat{B}_a(p)$ ($a = 1, \ldots, N$) around a hole $p$ in the fat lattice,

$$\hat{B}_p := \frac{1}{D^2} \sum_{a} \hat{B}_a(p)$$

(33)

with $D^2 = \sum_{a=1}^{N} d_a^2$, is a projective operation [7]. The sum of all these operations defines the second term, $- \sum_{p} \hat{B}_p$, of the string-net Hamiltonian. An operation of three sequential $F$-moves may then be applied to represent the Hamiltonian entirely through its action on basis states on the physical lattice [7]. The latter are defined through a configuration $i$ of states $i = 0, \ldots, N$ specific to lattice links $l$, and represented in this way the loop insertion assumes the form of a product of six $F$-tensors acting on the link states of the plaquettes surrounding individual loop insertion points. (Following a standard convention we label string types on the fat/physical lattice by $a/i = 0, \ldots, N$. This distinction will become useful below when these indices correspond to virtual/physical indices of the tensor network framework.)

In the tensor network description, it is more natural to focus on the Hamiltonian’s ground states rather than on the Hamiltonian itself. A ground state must be invariant under the projective action of the Hamiltonian. The projector property implies that, starting from a loopless fat lattice vacuum state $|0\rangle$, a ground state is obtained as $|\text{GS}\rangle = \prod_{p} \hat{B}_p |0\rangle$, i.e., as an equal weight linear combination of all possible fat lattice elementary loop insertions, see Fig. 13, left. Once again, an operation of sequential $F$-moves may be applied to transform the fat lattice ground state to an equivalent one defined entirely on the physical lattice [32, 33]: in a first step, three $F$-moves specific to each vertex are applied to turn the configuration to the hybrid shown in Fig. 13, center, where the blue dots on the links indicate that the physical lattice is now carrying index structure. This is followed by two more $F$-moves removing all links in the fat lattice and reducing the state to one on the physical lattice. In this final stage, the state assumes the symbolic form $|\text{GS}\rangle = \sum_{\{i\}} C_{\{i\}} |\{i\}\rangle$, where $\{i\}$ is a basis configuration on the physical lattice specified by a set of indices $i$, and the coefficients $C_{\{i\}}$ contain an internal summation over configurations $\{a\}$ originally inserted on the fat lattice. By definition, this makes $C_{\{i\}}$ a tensor network with physical indices.
In the double semion system the configuration implies a locking between virtual and physical indices, and the non-branching nets. The absence of branching reconnections motivates a representation in which the red virtual lines penetrate the tensorial structure.

Note the presence of the virtual space Kronecker-δ’s which motivates a representation in which the red virtual lines penetrate the tensorial structure.

The representation simplifies further in the case of colorless non-branching nets. The absence of branching reconnections implies a locking between virtual and physical indices, and the configuration (a, b, c) determines that of (i, j, k). Specifically, in the double semion system the A-tensors of both sublattices are defined as [32]

\[
A_{abc,a'd'b'c'}^{(ijk)} = A_{abc} \delta_{aa'} \delta_{bb'} \delta_{cc'} ,
\]

\[
A_{abc} = \begin{cases} 
1, & a + b + c = 0, 3, \\
-i, & a + b + c = 1, \\
&a + b + c = 2 .
\end{cases} \tag{34}
\]

Implicit to this equation is a locking i = 1 if (a, b') have odd parity [(0, 1) or (1, 0)] and 0 else. This replacement rule affords an intuitive interpretation [32]: the ground state of the double semion system is a superposition of all closed loops on the physical lattice, where the coefficient of individual terms is given by the parity (−)no. of loops. The above virtual/physical index locking implies that physical lattice loops are domain walls separating hexagons surrounded by virtual loops from those without. The assignment of ±i and 1 to different virtual index configurations makes sure that each closed domain wall/loop carries the appropriate sign factor.

This concludes our discussion of the PEPS representation of string-nets. In the next subsection we will explore how the above effective mapping of the description from physical to virtual space provides the key to efficient hardware blueprints simulating string-net ground states.

**B. Encoded projected entangled pair states**

As outlined in the previous subsection, string-net models are naturally described using tensor networks. An attractive feature of this representation is that each of the tensors A contains the full information on the system’s topological states. At the same time they define a passage from the space of physical indices into the larger space of virtual indices. The advantage gained in exchange for this redundant encoding of information in a larger space is the option of a more local and hardware friendly description of the system. In this subsection, we show how the translation to an encoded description in virtual space is achieved in concrete ways. And in the next, how it is realized as a concrete MCB hardware layout.

The tensors A define maps,

\[
\hat{A} = \sum_{a'b'c',abc,ijk} |i, j, k \rangle A_{abc,a'd'b'c'}^{(ijk)} \langle a', b', c', c' | , \tag{35}
\]
FIG. 15. Topological PEPS on a square lattice. (a) PEPS built from local tensors \( A \) at every physical site, cf. Fig. 10(b). (c) Encoded PEPS where the deformation of the virtual index lines emphasizes the local presence of Bell pairs shown in red, cf. Fig. 10(b). (d) Encoded PEPS where \( \hat{A}^+ \hat{A} \) has been replaced by the projector \( \hat{P} \) (panel to the right) at every site.

between the \( 2^6 \)-dimensional virtual space, \( \otimes^6 V \), and the \( 2^3 \)-dimensional physical space, \( \otimes^3 V \). Due to the different dimensionality of the spaces, they are neither injective nor invertible. However, to each map \( \hat{A} \) there exists a pseudo-inverse \( \hat{A}^+ \) defined by the condition

\[
\hat{A}^+ \hat{A} = \hat{P} : \otimes^6 V \mapsto \otimes^6 V ,
\]

where \( \hat{P} \) is a projector onto a virtual subspace which is in one-to-one correspondence to the physical space. We will refer to this space as local code space. Important properties of this map include \( \hat{A}^+ \hat{A} = \hat{A}^+ \), meaning that states in the image of \( \hat{A}^+ \) are invariant under application of the projector, and similarly, \( \hat{A} \hat{A}^+ = \hat{A} \). For a more detailed discussion on the properties of topological PEPS, see Refs. [35, 65, 70, 71].

Application of the pseudo-inverse to every physical site of the PEPS ground state yields a state

\[
|\Psi\rangle = \hat{A}^+ \otimes \ldots \otimes \hat{A}^+ |\Psi\rangle
\]

defined in the larger virtual space. The physical information is now encoded and, following Ref. [59], we call \( |\Psi\rangle \) the encoded PEPS. The motivation behind Eq. (37) is that the encoded state will be easier to realize in a physical system. We emphasize again that the un-encoded string-net PEPS, \( |\Psi\rangle \), is the ground state of a 12-body Hamiltonian which is extremely difficult to realize in an actual physical system. In contrast the encoded PEPS, \( |\Psi\rangle \), can be obtained perturbatively from a comparatively simple Hamiltonian.

To understand the state \( |\Psi\rangle \) and the alluded Hamiltonian, consider the diagrammatic representation in Fig. 15 where we show a square lattice for better visibility. Following standard tensor network notation, horizontal (perpendicular) lines in panel (a) represent contracted virtual (uncontracted physical) indices. Each square indicates the local presence of \( \hat{A} \). Now contract each \( \hat{A} \) with its pseudo-inverse, see panel (b). The local building blocks now define the projectors \( \hat{P} \) (see panel on the right), and this leads to the representation in panels (c) and (d). The visualization emphasizes that this state literally is a PEPS, i.e., a state obtained by the local action of projectors \( \hat{P} = \hat{A}^+ \hat{A} \) on an assembly of maximally entangled Bell pairs defined on the links of the lattice.

The entire construction has now been shifted to virtual space. Due to the projective nature of \( \hat{P} = \hat{A}^+ \hat{A} \), the encoded state is a ground state of the Hamiltonian

\[
\hat{H}' = \sum_v (1 - \hat{P}) + \varepsilon \sum_e (1 - \hat{P}_{\text{Bell}}) ,
\]

where \( v \) runs over the vertices and \( e \) over the edges of the underlying lattice, cf. Eq. (28) with \( \varepsilon > 0 \). This Hamiltonian is referred to as the perturbative parent Hamiltonian. The first summands ensure that the low energy states lie within the codespace and thus can be mapped back to the original physical state \( |\Psi\rangle \). The Bell pair projections act as a perturbation within this (highly degenerate) ground state and effectively reassemble encoded versions of the original string-net Hamiltonian order by order in a (Schrieffer-Wolff type) perturbation series expansion. For further details we refer to Ref. [59]. For an intuitive relation between the original string-net Hamiltonian and the perturbative PEPS parent, we note that the perturbative expansion in the Bell pair projectors, \( \hat{P}_{\text{Bell}} \), contains a ring exchange processes depicted in Fig. 15(d). Much like the toric code ground state can be obtained via the action of all plaquette operators on a vacuum state, the ground state of \( \hat{H}' \) is obtained by the action of the ring exchange operators on all virtual lattice loops.

Regarding a hardware design realizing a topological ground
state our problem is thus reduced to that of understanding the local action of $\hat{A}^+ \hat{A}$ and obtaining a good hardware representation of these operators locally. For the concrete case of the double semion model, the $A$ tensors as defined by Eq. (34) is given by

$$\hat{A} = \sum_{abc} |a \otimes b, b \otimes c, c \otimes a\rangle A_{abc}\langle a, a, b, c, c| ,$$  

where the addition modulo two, $\oplus$, determines physical indices as required by Eq. (34), $i = a \oplus b$, and so on. In this case, the pseudo-inverse has a particularly simple form, $A^+ = \frac{1}{2} \hat{A}^\dagger$, where an explicit representation is given by

$$\hat{A}^+ = \frac{1}{2} \sum_{ij} [a, a \oplus i, a \oplus i, a \oplus j, a \oplus j] A^*_{\mu(a \oplus i)(a \oplus j)}(j, i \oplus j, i) .$$  

Equation (40) states that the pseudo-inverse will map a general physical state of the system, $|j, i \oplus j, i\rangle$, back to a superposition of virtual states subject to the condition that they (i) have pairwise even parity at the corners and (ii) the parity between states at different corners is determined by the physical state of their edge. This leaves only one free summation index, $a$, while all others are fixed as indicated.

By a straightforward calculation, we obtain the state projectors as

$$\hat{P} = \frac{1}{2}(\hat{P}_c + \hat{X}) ,$$  

where $\hat{P}_c = \sum_{a,b,c} |a, a, b, c, c\rangle \langle a, a, b, c, c|$ projects from the $2^6$-dimensional space $\otimes^6 V$ of general states, $|a, a', b, b', c, c'\rangle$, onto the $2^3$-dimensional space of pairwise even-parity states $\simeq \otimes^3 V$. The second operator,

$$\hat{X} = \sum_{abc} |a \oplus 1, a \oplus 1, b \oplus 1, b \oplus 1, c \oplus 1, c \oplus 1\rangle X_{abc}$$

likewise acts in $\otimes^3 V$ where it flips all states and assigns a sign factor

$$X_{abc} = \begin{cases} -1 , & a + b + c = 1, 2 , \\ 1 , & \text{otherwise} . \end{cases}$$  

The operator $\hat{X}$ in Eq. (42) can alternatively be represented as MPO with bond dimension $D = 2$,

$$\hat{X} = -\frac{1}{32} \sum_{ijk} \hat{A}_{ij} \otimes \hat{A}_{jk} \otimes \hat{A}_{ki} ,$$  

where individual factors,

$$\hat{A}_{00} = \hat{A}_{11} = \hat{x} \otimes \hat{x} - \hat{y} \otimes \hat{y} ,$$

$$\hat{A}_{01} = \hat{A}_{10} = \hat{x} \otimes \hat{y} + \hat{y} \otimes \hat{x} ,$$  

act on a qubit pair carried by each of the three corners of the triangular vertex in Fig. 14. In passing we note that the representation of the site-local projector $\hat{A}^+ \hat{A}$ via a local MPO ring contraction reflects the idea of ’MPO injectivity’ introduced in Refs. [35, 71]. The advantage of this representation is that the operators $\hat{A}_{ij}$ act like logical Pauli operators on corner qubit pairs, effectively implementing the logical qubit of a repetition code, see Sec. III C.

Since $\hat{P}_c$ acts as an identity operator within the parity subspace $\otimes^3 V$, the essential information on $\hat{P}$ is carried by $\hat{X}$. Specifically, we know that the local ground space of the operators $1 - \hat{P}$ in the parent Hamiltonian in Eq. (38) coincides with that of $-\hat{X}$. Our objective in the next subsection will thus be to engineer an MCB network whose ground space equals that of $-\hat{X}$.

C. Double semion MCB network

Above, we have identified the operator $\hat{X}$, Eq. (44), as key to the description of the PEPS ground state. The local action of $\hat{X}$ amounts to an exchange of the three virtual string labels $a, b, c$ in Fig. 14 and the introduction of a sign factor, see Eqs. (42) and (43). This operator can be realized as the tetron ring structure (‘triangle’) of Fig. 16. In a second step, adjacent triangles are connected via Bell pair tunneling bridges, resulting in the MCB network depicted in Fig. 17. This network has the same ground state as the double semion string-net.

Vertex Hamiltonian — Let us first discuss how the MCB structure shown in Fig. 16 effectively implements the action of the operator $\hat{X}$ at the vertices of the lattice. This six tetron structure defines a three unit repetition qubit MPO in the sense of Sec. III E. The three two-tetron blocks at the corners are linked by tunneling amplitudes (all defined to represent hopping in counter clockwise direction) $a_i \simeq -b_i$. As discussed in Sec. III C, this defines three repetition qubits at the corners. Equivalently, we may say that the elementary length two tunneling loops define operators $\frac{\text{Re}(a_i b_i^*)}{2\pi} \hat{z} \otimes \hat{z}$, where the two factor Pauli operators are defined to act in the Hilbert spaces of the incoming and outgoing virtual states $|a\rangle$ and $|a'\rangle$, etc., in Fig. 14. In this way, the ground state of the system implies the parity projection $|a\rangle = |a'\rangle$ central to the action of $\hat{X}$.

The links $\alpha_i, \beta_i$ couple different repetition qubits. The minimal loops formed from these couplings generate an operator
To ensure that the Bell pair Hamiltonians can nonetheless be the code space — are of length six and thus

\[
\hat{n}_{\text{Bell}} = \sum_{\hat{r}} \alpha_{\hat{r}} \hat{x}_{\hat{r}} + \beta_{\hat{r}} \hat{y}_{\hat{r}}
\]

where the two factor Pauli operators act in the Hilbert spaces of virtual states |\alpha\rangle and |\beta\rangle. Recall that the parity of the latter determines the physical state |i\rangle = |\alpha \otimes \beta\rangle which is no longer represented by an actual hardware degree of freedom, but can always be deduced from the virtual states. Thus, any preferred alignment of the two spins constitutes an unwanted bias to the code space. to a product state of |i\rangle = |0\rangle at every site. We thus use the freedom to choose \(\alpha = \beta\) and effectively suppress these terms.

The most interesting contribution to the tunneling expansion are the length-6 loops around the ring. Following the same logics as in Sec. III B, the sum of all anti-clockwise oriented tunneling paths defines an MPO

\[
\hat{O}^{(6)} = \frac{63}{8E_C^2} \text{Tr} \left( \hat{B}^4 \hat{B}^2 \hat{B}^3 \right),
\]

with MPO matrix elements

\[
\begin{align*}
\hat{B}_{00} & = -\alpha_i(a_i \hat{x} \otimes \hat{x} + b_i \hat{y} \otimes \hat{y}) , \\
\hat{B}_{01} & = \beta_i(a_i \hat{x} \otimes \hat{y} - b_i \hat{y} \otimes \hat{x}) , \\
\hat{B}_{10} & = \alpha_i(a_i \hat{y} \otimes \hat{x} - b_i \hat{x} \otimes \hat{y}) , \\
\hat{B}_{11} & = -\beta_i(a_i \hat{y} \otimes \hat{y} + b_i \hat{x} \otimes \hat{x}) ,
\end{align*}
\]

acting on the repetition qubits. Using the above restrictions \(a_i = -b_i\), \(\alpha_i = \pm i\beta_i\),

\[
\begin{align*}
\hat{B}_{11} & = \pm i \hat{B}_{01} = \alpha_i(\hat{x} \otimes \hat{x} - \hat{y} \otimes \hat{y}) , \\
\hat{B}_{01} & = \mp i \hat{B}_{10} = \alpha_i(\hat{x} \otimes \hat{y} + \hat{y} \otimes \hat{x}) ,
\end{align*}
\]

with the so far freely adjustable coefficient \(c_i := \beta_i a_i\). We finally need to choose these parameters such that the sum of the oriented path and its Hermitian conjugate (the reversed path) reproduces the action of \(-\hat{X}\) in (44). A straightforward calculation shows that this is the case for e.g. \(c_i = 1\) and \(\alpha_i = i/\beta_i\). With this choice, the relatively simply MCB network defines an effective tunneling Hamiltonian, \(\hat{H}_{\text{Bell}}\), which encodes the essential structure of the double semion vertex.

**Bell pair bridges and double semion network** — In a final step, we couple individual vertex structures via Bell bridges as in Fig. 10. These couplings shown in Fig. 17 are to generate a locking of the virtual states of neighboring vertices to a Bell state according to the geometry of the tensor network in Fig. 14. The coupling effectively assigns a Bell pair Hamiltonian, \(\hat{H}_{\text{Bell}}\) [Eq. (29)], to all (doubled) edges of the underlying honeycomb lattices connecting two vertices [72].

Note that \(\hat{H}_{\text{Bell}}\) is generated by length-2 loops while the tunneling loops within each triangle — driving the system to the code space — are of length six and thus a priori weaker. To ensure that the Bell pair Hamiltonians can nonetheless be treated as a perturbation, the respective tunneling strengths \(\lambda_{\text{Bell}}\) should be sufficiently small ensuring that \(\varepsilon := \lambda^2_{\text{Bell}}/E_C\) is small. The effective Hamiltonian of the whole MCB network is given by

\[
\hat{H}_{\text{eff}} = \sum_{v} \hat{H}_v + \varepsilon \sum_{c} \hat{H}_{\text{Bell}} + O(\varepsilon^2/\lambda^2) ,
\]

where \(\lambda\) is the absolute value of the tunneling amplitudes \(a_i, b_i\) and the leading corrections represent inter-vertex loops of length four, which are parametrically weaker than the leading contributions. In addition they can be controlled to such an extent that they do not influence the result of the perturbative analysis [73] of the Hamiltonian in Eq. (38). As a conclusion the above effective Hamiltonian has the same ground state space as the perturbative PEPS parent in Eq. (38). Details of the perturbation series analysis are provided in the Appendix.

**Practical implementation** — Fig. 17 shows a schematic of the actual hardware layout implementing the construction. The discussion above reflects the importance of an initial calibration procedure which in turn necessitates the presence of local gates near each tunneling link. Specifically, starting from a configuration in which the \((b_i, \beta_i)\) are turned off, interferometric measurements [30, 31] between all possible Majorana pair combinations around the outer loop defined by the \((a_i, \alpha_i)\) links, followed by subsequent gate voltage tuning, will be applied to fix a possible choice of relative coupling amplitudes \(a_i = -\alpha_i = \lambda\) with \(\lambda\) real. In the next step, interferometric measurements and gate voltage readjustments are carried out for each length-2 loop defined by \((a_i, b_i)\) and \((\alpha_i, \beta_i)\) until one has achieved the values of \(b_i = -a_i\) and \(\beta_i = i\alpha_i\), such that we obtain \(c_i = i\lambda^2\) and \(\lambda^2\) is an inconsequential proportionality factor to the value specified above. In view of the presumed robustness of the topological phases, we do not expect that excessive precision need be applied in these calibration steps. At any rate, they would be performed in an automated manner.
V. CONCLUSIONS AND OUTLOOK

In this work, tensor network approaches have been introduced for quantum simulations of complex phases of matter in networks of Majorana Cooper boxes. Such networks may be experimentally realizable in the near future. We have formulated several design principles generating desired many-qubit interactions, and suppressing unwanted lower-order interactions via mechanisms of symmetry or engineered destructive interference. Specifically, we have studied how tensor networks may serve to simulate topological Levin-Wen string-net models [2, 7] beyond Kitaev’s toric code, a class of systems so far elusive. As a concrete example, we have detailed how to simulate the ground state of the double semion model [7], the simplest string-net beyond the toric code. While the quantum simulation of an exactly soluble model in its pristine form may provide only limited insights, our constructions allow to perturb around the solvable limit in controlled ways and probe the stability of the phase. Similarly, the realization of the net will be a first and necessary step to the creation of excitations and the study of their dynamics.

The present work illustrates the potential of the linkage condensate/tensor network/device implementation, and may actually define an entire research program. Concrete directions of research within the general framework include the realization of a large class of many-qubit interactions from correlated Majorana Cooper box networks, or novel quantum simulation schemes [9, 10] with read-out possibilities [30, 31] unavailable in other architectures. It should be clear that the local multi-qubit interactions generated by networks of Majorana Cooper boxes as such already hold the promise of establishing new quantum simulation schemes, regardless of notions of topological order.

In this work, we have gone further to show how to engineer a restricted class of matrix product operators with bond dimension $D = 2$, where network structures emerge by building on Hamiltonian gadget techniques. However, one may go beyond the level of tetrons to design hexon or polygon networks of advanced flexibility and versatility. At any rate, it will be important to extend the scope and to understand in generality which types of matrix product operators can be designed in such architectures. The flexibility of the Majorana platform may in fact allow for large classes of matrix product operators while avoiding undesired few-qubit interactions. However, further research is required to substantiate this expectation.

Turning to applications, it will be exciting to explore other phases of matter that can be simulated within the present framework. For example, the Majorana dimer models [74, 75] are a class of systems which appear to be within direct reach. From the perspective of quantum information, realizing Fibonacci anyon models [7] and exploring implications for topological quantum computing is an obvious stepping stone. Given the huge overhead in surface code based topological quantum computing using Clifford operators and magic state distillation [4], a comprehensive analysis of such alternative approaches seems highly desirable. We are confident that our work will also stimulate research along this direction.
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Note added: During the writing of this manuscript, we became aware of two interesting preprints [76, 77] suggesting the application of MCB networks to the quantum simulation of spin liquid phases. These works, too, exploit the freedom of engineered interactions in Majorana networks. However, the focus is more on generating tailored spin correlations, and the design principles of tensor networks or string-net phases are not considered.

Appendix: Perturbation analysis

We consider the MCB network in Fig. 17 with the Hamiltonian in Eq. (49), where we assume that the energy scale $\lambda^0/E^C_5$ characterizing the vertex part, $H_v$, is much larger than the scale $\varepsilon = \lambda^2_{\text{Bell}}/E_C$ corresponding to Bell pair tunneling links between neighboring vertices. Under this assumption, the analysis of Ref. [59] applies where one treats the Bell pair Hamiltonians $\tilde{H}_v$ as perturbation to $\sum_v \tilde{H}_v$. In addition, in our case, terms of order $O(\varepsilon \lambda^2/E^2_5)$ arise due to loops of length 4 (and beyond) which involve MCBs on different vertices. Such contributions need to be included in a perturbative analysis aimed at checking that the low-energy Hamiltonian of the perturbative PEPS parent theory is indeed the parent Hamiltonian of the encoded PEPS, Eq. (37). While the full analysis combining global and local Schrieffer-Wolff transformations [57] is cumbersome, a simplified calculation [73] for the double semion model considers a self-energy expansion series order by order and establishes the physical meaning of each term. As in our perturbative expansion for the low-energy physics of MCB networks in Sec. II, only operators acting within the ground state space of the dominant Hamiltonian term, here the code space, are considered.

The first order gives no contribution since $\hat{P} \hat{H}_\text{Bell} \hat{P} = 0$, where $\hat{P}$ is the projector to the ground state of $\sum_v \tilde{H}_v$. In fact, all odd orders do not contribute apart from trivial energy...
shifts. At second order, the simultaneous action of Bell pair operators on two neighboring vertices yields a contribution favoring even parity states for the corresponding four qubits. This term has a clear physical meaning. Indeed, mapping the encoded state back to the physical state by applying the PEPS map \( \hat{A} \), one finds that the physical state (which used to live on the edge of the honeycomb lattice) is overdetermined. Thanks to the even parity constraint for the four qubits, this over-determination is resolved and one recovers a consistent mapping from code space to physical space. At fourth order, products of second-order terms but no qualitatively new contributions emerge. Such contributions arise, however, in sixth order from six Bell pairs Hamiltonians acting on 12 qubits around one plaquette. These terms correspond to encoded versions of the string-net plaquette operator and are essential to drive the system into a topological phase. Note that up to the fifth order, the effective Hamiltonian only contains (encoded versions of) vertex projections and terms ensuring consistency of different local encodings, where one does not expect a topologically ordered ground state. It is thus crucial that the effect of the plaquette operator is relevant for the system. In particular, if we repeat the perturbative analysis for the MCB network Hamiltonian, taking into account perturbations due to loops of length 4 and beyond, we have to check that no terms overwhelming the plaquette operator are present which can potentially destroy the topological order of the ground state.

The design of the MCB network in Sec. IV C overcomes this obstacle in a natural way by making use of destructive interference mechanisms. Consider a junction of two vertices connected by two Bell pair bridges in Fig. 18. There are 36 different length-4 loops that emerge from tunneling from one MCB at one vertex to the neighboring MCB on the same vertex (via \( \alpha \) or \( \beta \)) then to the other vertex via one of the three Bell bridges, then (again via \( \alpha \) or \( \beta \)) to the neighboring MCB and finally back to the starting point via one of the three Bell bridges. It is useful to partition these 36 loops into four different groups labeled by the loop phase \( \phi_{\alpha/\beta} = \phi_{\alpha/\beta} - \phi_{\alpha/\beta} \). Let us analyze the different \( \phi_{\alpha} - \phi_{\beta} \) loops. There is one loop that is threatening the emergence of topological order. It corresponds to the \( \hat{\xi} \hat{\xi} \) interactions on neighboring qubits, interactions that we needed to suppress already in the design of the vertex Hamiltonian. Because the parity of two different corner qubits determines the physical state uniquely, a system that favors a specific parity of those two qubits corresponds to a trivial product state. Since this state is part of the code space there is no chance to argue that it will not survive the code space projection \( P \). This is why we have chosen the tunneling links on different sublattices according to Fig. 18. The loop phase \( \phi_{\alpha} - \phi_{\beta} = \pi/2 \) and likewise \( \phi_{\beta} - \phi_{\alpha} \) leads to a complete cancelation of all those loops (note that the Bell pair wires don’t add phase shifts) including the one that would otherwise lead to the adverse \( \hat{\xi} \hat{\xi} \) interaction. The other half of the length-4 loops does not vanish but also poses no threat to the formation of topological order. They are of the form \( \hat{O}(4) \propto \hat{p} \hat{\xi} \hat{\xi} \hat{q} \) where the tensor product indicates the separation into two Bell pairs and \( \hat{p}, \hat{q} \) denote different Pauli operators. Contributions of this form also arise in second order perturbation theory in \( \varepsilon \) from the Bell pair Hamiltonian and therefore do not yield qualitatively new contributions. In addition they are completely outside the code space and do not contribute at all when treated as a first order correction to \( \sum \varepsilon H_{\varepsilon} \). Similar arguments apply to higher order loop terms. Prominently among them are detour-loops that wind once around a vertex ring but with a detour via two qubits of a neighboring vertex. Those detour terms either leave the code space or yield terms that correspond to a product of \( O(6) \) and \( \hat{\xi} \hat{\xi} \). These terms cause a splitting of the ground state space degeneracy that is in agreement with the aforementioned consistency of physical qubit states and do not cause a phase transition. Detour terms involving more then one detour can be treated similarly.

To conclude, we have verified that the analysis of Ref. [73], and therefore our encoded PEPS approach to the ground state of the double semion model, also applies in the presence of higher-order terms of \( O(\varepsilon \lambda^2/E_c^2) \) in Eq. (49).
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