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**ABSTRACT**

Given thousands of equally accurate machine learning (ML) models, how can users choose among them? A recent ML technique enables domain experts and data scientists to generate a complete Rashomon set for sparse decision trees—a huge set of almost-optimal interpretable ML models. To help ML practitioners identify models with desirable properties from this Rashomon set, we develop TIMBERTREK, the first interactive visualization system that summarizes thousands of sparse decision trees at scale. Two usage scenarios highlight how TIMBERTREK can empower users to easily explore, compare, and curate models that align with their domain knowledge and values. Our open-source tool runs directly in users’ computational notebooks and web browsers, lowering the barrier to creating more responsible ML models. TIMBERTREK is available at the following public demo link: [https://poloclub.github.io/timbertrek](https://poloclub.github.io/timbertrek).
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1 INTRODUCTION

It is essential to understand how machine learning (ML) models make predictions in high-stakes settings such as healthcare, finance, and criminal justice. Researchers have made great strides in developing interpretable models [e.g., 11, 30, 43] that perform competitively with state-of-the-art black-box models yet have transparent and simple structures [13, 44]. Some recent research focuses on operationalizing interpretability—leveraging an understanding of the domain to create more responsible and trustworthy ML systems [36, 46].

To help ML practitioners build trustworthy models, researchers have recently developed a technique to generate the full set of almost-optimal sparse decision trees [47]. This set of high-performing models is called the Rashomon set [18, 21], named after the Rashomon effect in statistics [8]. A Rashomon set of sparse decision trees can have thousands of inherently interpretable and almost-equally accurate models [47], providing opportunities for users to choose ones that best align with their knowledge and needs (e.g., fairness, monotonicity, simplicity) [18, 20]. However, the large size of the Rashomon set and diversity of models within it pose challenges.
for users wishing to effectively explore the set and compare these accurate models [40]. To tackle this critical challenge, we contribute:

- **TIMBERTREK**, the first interactive visualization tool that empowers domain experts and data scientists to easily explore the Rashomon set of sparse decision trees and curate models with desired properties. Fig. 1 shows an example of TIMBERTREK in action, helping users explore 5384 decision paths from 1365 trees for recidivism risk assessment [28]. Advancing over prior visual analytics tools designed for interpretable ML models [e.g., 24, 46], our tool overcomes unique design challenges identified from a literature review of recent work in ML interpretability (§ 3).

- **Novel interactive system design** that leverages Sunburst [41] to summarize the entire Rashomon set at scale by organizing decision trees based on their decision paths (Fig. 1A). Through animation and *focus+context* [10] techniques (§ 4), our tool enables users to seamlessly traverse the full spectrum of abstraction levels: from the highest-level Sunburst overview (Fig. 2A), to intermediate levels of model subsets with similar prediction patterns (Fig. 2B), to the lowest-level node-link representation of individual trees (Fig. 2C). Two usage scenarios highlight how our tool can help users curate models with desired properties (§ 5).

- **An open-source** and web-based implementation that broadens people’s access to trustworthy ML techniques (§ 4.5). We develop TIMBERTREK with modern web technologies so that anyone can access our tool directly in their web browsers and computational notebooks. For a demo video of TIMBERTREK, visit https://youtu.be/3eQTMstzJzY.

We hope our work helps democratize cutting-edge responsible ML techniques as well as inspires and informs future work in human-AI interaction and visual analytics for interpretable ML.

## 2 Background & Related Work

### Decision trees and Rashomon set.

Decision trees have been popular for more than half a century due to their accuracy and flexibility [31, 32]. These predictive models have a tree structure, where each branch node assesses a condition, and each leaf makes a prediction. With modern optimization techniques [25, 30], sparse decision trees—decision trees using a small set of features—have been gaining popularity in health care and criminal justice [39], as these models are not only accurate but also simple enough to be memorized by humans [40]. To help users explore diverse and accurate models and eventually find ones that they can trust, recent researchers have developed an algorithm to generate the whole Rashomon set of sparse decision trees [47]. Given a dataset with binary features and binary labels, two hyperparameters (sparsity penalty $\lambda$ and loss tolerance $\ell$), this algorithm will find all binary decision trees with at most $\epsilon \times \ell$ loss on the training data, where $\ell$ is the loss of the optimal tree. To characterize a Rashomon set, researchers have proposed visualization techniques to study the model construction process [26] and feature importance [20]. Different from these techniques, TIMBERTREK is the first interactive tool that summarizes a Rashomon set with varying levels of abstraction and enables users to curate good models.

### Visual analytics for model selection.

Iterating and selecting good models is a critical part of ML workflows [1, 2]. Visual analytics tools have shown great success in facilitating model selection [e.g., 6, 12, 16], as they enable the integration of domain knowledge in model development [14, 42]. For example, BEAMES [19] is an interactive tool that helps domain experts impose model constraints and search for linear models that meet specified constraints. Researchers have also developed visual analytics tools for interpreting tree-based models [e.g., 15, 29, 34, 50]. However, these tools focus on understanding single tree ensembles (i.e., random forest [7] and gradient-boosted trees [22]) instead of choosing from a collection of standalone cutting-edge responsible ML models. Possibly closest in spirit to TIMBERTREK are TREEPOD [33] and a system designed by Padua et al. [37]. Both tools guide users to select satisfactory decision trees by tuning the parameters of decision tree algorithms. In contrast, our tool visualizes the complete Rashomon set of sparse decision trees with different levels of abstraction. For TIMBERTREK, every tree produced has both performance and interpretability guarantees.

### 3 Design Goals

Through synthesizing recent work in interpretable ML and ML workflows, we identify four design goals (G1–G4) for TIMBERTREK.

- **G1. Visual Summary of the whole Rashomon set.** Depending on hyperparameters $\lambda$ and $\epsilon$, the Rashomon set’s size can vary from hundreds to tens of thousands [47], posing challenges for users to explore models in this set [40]. Therefore, we aim to design scalable visualizations to summarize a large number of sparse decision trees to help users gain a better understanding of the landscape of the Rashomon set (§ 4.1).

- **G2. Fluid transition between different levels of abstraction.** To curate models, users need to characterize all model candidates [40], identify important features [20, 21], and compare individual models [2]. Therefore, we would like to design a focus + context display to help users easily connect the Rashomon set landscape to individual models (§ 4.1). In addition, we would like to design query mechanisms to enable users to quickly pinpoint models with desirable properties (§ 4.2, § 4.4).

- **G3. Model comparison.** Model selection often requires model comparison [2, 18]. In our case, all models are interpretable and have similar accuracies; thus, we would like TIMBERTREK to help users compare decision tree structures and prediction patterns (§ 4.3). As each model in the Rashomon set provides a different and incomplete explanation of the real-world phenomena [8], comparison can also help users gain insights into patterns within the full set of reasonable possibilities.

- **G4. Fit into model development workflows.** Computational notebooks, such as Jupyter Notebook [27], have revolutionized how ML practitioners develop models [38]. To make model curation accessible and fit into the current workflows, we would like TIMBERTREK to work in both web browsers and computational notebooks. Finally, we open-source our implementation to support future design, research, and development of visual analytics tools for interpretable ML (§ 4.5).

## 4 Visualization Interface of TIMBERTREK

Following the design goals, TIMBERTREK (Fig. 1) tightly integrates four components: the Rashomon Overview providing a hierarchical overview of all decision trees in a Rashomon set (§ 4.1), the Search Panel enabling users to find trees with desirable properties (§ 4.2),
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1TIMBERTREK code: https://github.com/poleclub/timbertain
Tree Windows showing details of selected decision trees (§ 4.3), and the Favorite Panel documenting curated trees (§ 4.4).

4.1 Summarizing the Whole Rashomon Set

A Rashomon set can contain thousands of sparse binary decision trees. Consider criminal recidivism prediction as an example [28]; each branch node in a decision tree assesses a feature condition (e.g., juvenile crime = 0), and a leaf node makes a prediction (e.g., the subject is likely to reoffend in two years). Decision rules [13, 42] can be represented as a path from the root to a leaf. For example, the left-most path of Tree 1071 (Fig. 3A) represents “IF (juvenile crime = 0) AND (prior crime > 3) THEN (the subject is likely to re-offend).” To help users characterize the Rashomon set, we can organize decision trees based on their decision rules.

Sunburst overview. We first construct a trie of decision rules by extracting decision paths from all leaves of all trees in the Rashomon set (G1). A trie leaf is a decision tree that contains a decision rule matching the leaf’s ancestors. We use Sunburst [41] to visualize the trie in the Rashomon Overview (Fig. 1A). The Sunburst consists of h concentric rings, where h is the height of the decision rule trie (i.e., the maximal tree height in the Rashomon set). A ring corresponds to a level in the trie, and it is segmented into annular sectors, where each sector represents a split condition used in decision rules. Each sector cumulatively starts a subtrie, where the children are conditions used in the next level of the trie. A sector’s size is proportional to the number of its descendant decision trees.

Color encoding. We use the Hue-chroma-luminance (HCL) [49] color space to represent the sector’s color. Decision tree methods often binarize continuous and categorical features into multiple split conditions covering various ranges [25, 30]. Therefore, we use different hue values to represent different features (e.g., prior crime, age, sex), and luminance values to represent different ranges of the same feature (e.g., prior > 3, prior = 0, prior = 1). We use gray to encode leaf sectors: a leaf of the trie indicates the end of a decision rule, and each leaf links to a decision tree that contains this decision rule. Finally, we group sectors using the same feature and sort sectors based on the number of trees within the Rashomon set.

Model exploration. The Rashomon Overview not only summarizes all decision trees in the Rashomon set (G1) but also highlights feature importance through sectors’ size, as important features are often used by many accurate models thus yield larger sectors [20]. To help users further explore decision trees with similar prediction patterns, the Rashomon Overview provides smooth transitions between different levels of Rashomon set abstraction (G2). When users click a sector, the Sunburst’s root switches to the selected split condition and only displays its descendants (Fig. 2B)—helping users focus on an interesting subtrie. When users hover over a leaf sector, our tool shows the corresponding decision tree as a link-node diagram [35] (shown on the right), where the selected decision rule is highlighted as animated dash lines and binary outputs as and . Users can control how many levels to display in Sunburst via the depth panel, whose colors match clicked sectors (Fig. 1A-top left).

4.2 Searching Models with Desirable Properties

The Rashomon Overview provides a bird’s-eye view, enabling users to follow different decision paths to explore different subsets of decision trees in the Rashomon Set. To allow users to quickly pinpoint trees with desirable properties (G2), the Search Panel (Fig. 1C) offers a suite of filtering panels to control what trees to display in the Rashomon Overview. For example, with the accuracy and minimum sample leaf size sliders, users can focus on trees with desired accuracy and robustness. Similarly, users can use checkboxes to filter models by tree height and the use of specific features (Fig. 4A).

4.3 Comparing Individual Decision Trees

The combination of Rashomon Overview and Search Panel provides users with a searchable directory of decision trees. After identifying interesting model candidates, users often need to compare them to identify ones suitable for practical use (G3). When a user clicks a leaf sector, a Tree Window appears, visualizing the corresponding decision tree as a node-link diagram (Fig. 3-A1). We use opacity to encode a leaf node’s accuracy, allowing users to quickly inspect a tree’s purity and prediction confidence [9]. This window is Repositionable through dragging, and there can be multiple windows open at once—a user can create Tree Windows for all interesting model candidates and easily compare their structures and prediction patterns side by side. When comparing decision trees, users are also interested in the sample sizes of nodes in addition to the tree structure [42]. Therefore, when a user toggles the sample-size switch, the Tree Window transitions the node width to represent the percentage of training samples that fall into each split condition (branch node) or prediction (leaf node) (Fig. 3-A2). This novel funnel-like node-link diagram can help users quickly identify important nodes and evaluate model robustness via the node sample sizes [9].

4.4 Curating Trustworthy Models

The goal of TIMBER TREK is to empower users to explore and curate decision trees for practical use. Once a user has identified a satisfactory model, they can click the heart button in the Tree Window to bookmark a decision tree. Bookmarked trees appear in the Favorite Panel (Fig. 3B). To help users track their reasons and contexts for choosing a particular decision tree, the Favorite Panel allows users to attach a comment to each bookmarked model. Alternatively, users can also click the comment button to add comments directly in the Tree Window (Fig. 4C). These comments allow users to continue their model curation in the future (G4), help ML auditors audit models before deployment [3, 46], and help improve ML transparency regarding the model development process [23]. Finally, users can click the save button to export bookmarked decision trees with curation comments; TIMBER TREK’s companion package provides an API to load and deploy saved models.

4.5 Accessible, Open-source Implementation

TIMBER TREK is a web-based interactive visualization tool built with D3.js [5]: users can access our tool with any web browser or directly in computational notebooks. To promote the accessibility of our tool, and strongly align with our VIS community’s open science practice, we have released TIMBER TREK on the Python Package Index (PyPI),2 so that users can easily install our tool and integrate it into their ML development workflows (G4). We have also openly sourced our implementation: future researchers can quickly adapt our design to other forms of model curation.

2PyPI repository: https://pypi.org/project/timbertrek/
We present two hypothetical scenarios with real datasets to demonstrate how TIMBERTrek can potentially help data scientists and domain experts gain a better understanding of the model-world relationship and curate more trustworthy models. We generate a Rashomon set with 1,365 trees ($\lambda = 0.01$, $\varepsilon = 1.05$) for the COMPAS recidivism dataset [28] ($\S$ 5.1), and a Rashomon set with 911 trees ($\lambda = 0.15$, $\varepsilon = 1.015$) for the Car Evaluation dataset [4] ($\S$ 5.2).

5 Usage Scenarios
We present two hypothetical scenarios with real datasets to demonstrate how TIMBERTrek can potentially help data scientists and domain experts gain a better understanding of the model-world relationship and curate more trustworthy models. We generate a Rashomon set with 1,365 trees ($\lambda = 0.01$, $\varepsilon = 1.05$) for the COMPAS recidivism dataset [28] ($\S$ 5.1), and a Rashomon set with 911 trees ($\lambda = 0.15$, $\varepsilon = 1.015$) for the Car Evaluation dataset [4] ($\S$ 5.2).

5.1 Discovering Fair Rules for Recidivism Assessment
Mei is a data scientist who develops transparent and fair ML models to help inform judicial bail decisions. To explore the relationship between diverse variables and the risk of criminal recidivism, she has generated a Rashomon set of sparse decision trees (we use COMPAS [28] to illustrate this scenario). This dataset includes defendants' demographic information and criminal history; the outcome variable is binary—indicating whether a defendant is likely to reoffend in the next two years.

To understand the similarities and differences between all 1,365 about-equally accurate models from the Rashomon set, Mei loads all models into TIMBERTrek. The Rashomon Overview visualizes all decision trees (Fig. 2A). Inspecting the Sunburst’s first ring, Mei quickly realizes prior crime may be the most important feature to assess recidivism risk. This is because the root is the most powerful node in a decision tree [9], and more than half of models in the Rashomon set choose prior crime as their roots. Mei opens the Search Panel (Fig. 1C) and searches for trees that do not use prior crime at any depth—there is no tree meeting this criterion. Similarily, Mei hypothesizes sex is the least important feature due to the small sizes of its sectors (Fig. 2A). Mei’s hypotheses regarding feature importance matched previous study results on COMPAS [20].

Mei believes prior crime is indeed an informative feature for recidivism prediction, but she notices many accurate models use sensitive features such as age and sex. Making bail decisions with these models could be problematic [17]. Therefore, Mei decides to find accurate models that do not use any sensitive features. To do that, she uses the Search Panel to query decision trees without any age or sex nodes (Fig. 4A). TIMBERTrek finds 33 trees that meet this criterion (Fig. 4B). After inspecting these trees by hovering over the leaf sectors, Mei finds her favorite model—Tree 681 that does not use sensitive features, yields a high accuracy, and is simple enough to be memorized (Fig. 4C). Mei adds it to her curation list and writes a short comment to document why she chooses this tree.

5.2 Curating Trustworthy Models for Insurance Quote
Robaire is an ML developer building models to help his company make automobile insurance quotes. For accountability to end-users, his company requires all models to be transparent and easy to explain. Therefore, Robaire decides to curate trustworthy models from the Rashomon set of sparse decision trees. We use the Car Evaluation dataset [4] to illustrate this scenario; the task is to predict whether a vehicle’s value is acceptable with typical vehicle features. After loading TIMBERTrek directly in JupyterLab (Fig. 5A), Robaire quickly notices all 911 accurate trees (median accuracy is 0.92)—with an even distribution—use either person capacity or safety score as their first split. Curious, Robaire decides to compare model structures between two subsets of trees with different roots. He opens a second TIMBERTrek instance in a notebook sticky cell [45], where he clicks the blue sector in the first ring to focus on trees with a person capacity root (Fig. 5B). He repeats the same process on the other cell to choose a different root. Comparing two subsets side by side, Robaire finds almost all trees use these two features in their first two splits and use diverse combinations of other features in further levels. Therefore, to avoid potential overfitting and keep the model simple enough for end-users to understand, Robaire eventually chooses two trees that use only person capacity and safety score nodes.

6 Discussion & Conclusion
We present TIMBERTrek, the first visualization system that summarizes the entire Rashomon set and empowers ML practitioners to explore, compare, and curate models with desired properties. Our current prototype does not scale to multi-class classification trees, decision trees with many features (limitation of our color encoding), or trees with many levels. However, interpretability requires decision trees to limit the number of features and levels [46, 48]. In addition, our design principles such as focus + context, model comparison and query are generalizable to other model types. Future researchers can use our tool as a research instrument to probe how users would select ML models when many models are approximately equally accurate. We hope our work will inspire future research and development of tools that can empower users to interpret and trust ML technologies.
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