EIT-based photonic memory with near-unity storage efficiency
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Quantum memory is an important component in the long-distance quantum communication system based on the quantum repeater protocol. To outperform the direct transmission of photons with quantum repeaters, it is crucial to develop quantum memories with high fidelity, high efficiency and a long storage time. Here, we achieve a storage efficiency of 96\% for a photonic memory based on the electromagnetically induced transparency (EIT) scheme in cold atomic media with an optical depth of near 1000. At a storage efficiency of 50\%, we also obtain a fractional delay of 1200. Both are the best record to date in all kinds of the schemes for the realization of quantum memory. Our work significantly advances the pursuit of a high-performance photonic memory and should have important applications in quantum information science.

Quantum memory is a device that can store and then retrieve a quantum state on demand\textsuperscript{[1]}. It is an important building block in the development of quantum communication\textsuperscript{[1–3]} and quantum computation\textsuperscript{[4]}. Parameters for evaluating the performance of a quantum memory include the fidelity, efficiency, storage time, and capacity\textsuperscript{[1]}. In the past few years, significant progress has been made in improving many of the performance parameters\textsuperscript{[5–10]}. Highly efficient quantum memory is enormously important for the realization of quantum repeater. For example, an increase of 1\% in efficiency may decrease the entanglement distribution time by 7–18\%, depending on the protocol. It is crucial to achieve an efficiency of \( \geq 90\% \) to find regimes that quantum repeaters perform better than direct transmission\textsuperscript{[1,3]}.

The memory efficiency is determined both by technical loss and the storage efficiency (SE), defined by the ratio of the storage-and-retrieval output to the input pulse energies. The SE evaluates the intrinsic efficiency of a memory, which depends on the storage mechanism and the media properties. Quantum memories have been implemented based on a variety of mechanisms including the off-resonant Raman interactions\textsuperscript{[10]}, atomic frequency combs (AFC)\textsuperscript{[11]}, gradient echo\textsuperscript{[6]}, and electromagnetically induced transparency (EIT)\textsuperscript{[12]}. The best achieved SE of 87\% is based on the gradient echo\textsuperscript{[6]}. For the other methods, the best recorded SE is 35\% obtained using the AFC\textsuperscript{[13]}, 43\% using the Raman interaction\textsuperscript{[10]}, and 78\% using the EIT\textsuperscript{[14,19]}.

A high optical depth (OD, denoted as \( D \)) for the media is the ultimate requirement to obtain a high SE in EIT-based memory\textsuperscript{[20,21]}. In addition, a low decoherence rate for the long-lived atomic states is another crucial requirement\textsuperscript{[18]}. However, at high ODs, some nonlinear optical effects may become significant to induce complications to the quantum memory. For example, the off-resonant excitation of the control field on the nearby transition or the probe transition can induce photon switching\textsuperscript{[22,23]} or four-wave mixing (FWM)\textsuperscript{[25–28]} effect which may lead to degradation in the SE and/or fidelity\textsuperscript{[27]}. Thus, proper choice of the energy level scheme to minimize these effects is also crucial.

Our experiment fulfills all these requirements and allows us to obtain a SE of 96\%. This SE is not only the best record to date in all kinds of memory schemes, but also a milestone for the development of quantum repeaters to outperform the direct transmission. We also achieved a record-high fractional delay (FD) of 1200 at 50\% SE. This parameter is an important figure of merit for quantum memory applications. It evaluates how many qubit operations that a memory can provide. We also point out a strategy to increase this FD by more than a factor of 10 with a shorter probe pulse and a higher control intensity.

EIT-based quantum memory relies on the slow light effect or the dark-state polariton which is a coherent supposition of the probe optical field and the collective atomic coherence. By adiabatically ramping the control field off and on, one can coherently convert the probe field into collective atomic excitation and store it inside the media until being retrieved as an optical field\textsuperscript{[12]}. The overall SE \( \eta \) depends on three factors, denoted as \( \eta_{\text{trans}}, \eta_{\text{comp}} \) and \( \eta_{\text{stored}} \), such that \( \eta = \eta_{\text{trans}} \eta_{\text{comp}} \eta_{\text{stored}} \). \( \eta_{\text{trans}} \) is the transmission efficiency of a slow light pulse. \( \eta_{\text{comp}} \) indicates the fraction of a probe pulse that are compressed into the medium during storing. \( \eta_{\text{stored}} \) indicates the remaining efficiency after a given storage time. For a large enough OD (e.g. \( \geq 100 \), see\textsuperscript{[29]}) and a short storage time, both \( \eta_{\text{comp}} \) and \( \eta_{\text{stored}} \) can be close to one and \( \eta_{\text{trans}} \) dominates the SE.

An analysis of the slow light propagation in an EIT medium by the Maxwell-Bloch equations shows that the
transmission of a Gaussian probe pulse with an intensity FWHM width of $T_p$ is $\eta_{\text{tran}} = \frac{e^{-2\gamma T_d}}{\sqrt{1 + 32/\gamma^2 T_p^2}} = \frac{e^{-2\gamma T_d}}{\sqrt{1 + (\frac{4T_p}{\gamma T_d})^2}}$, \(\eta_{\text{tran}} = e^{-2\gamma T_d} \sqrt{1 + \frac{32}{\gamma^2 T_p^2}} = e^{-2\gamma T_d} \sqrt{1 + \left(\frac{4T_p}{\gamma T_d}\right)^2}\) (1)

where $\Delta \omega_{\text{EIT}} = \sqrt{\frac{\Delta \omega^2}{\gamma^2}}$ is the FWHM EIT bandwidth, $\Omega$ is the Rabi frequency of the control field, $T_d$ is the group delay, $\gamma = \gamma / \gamma_T$, $\gamma$ is the ground-state decoherence rate, $\gamma_{31}$ is the decay rate of the optical coherence $\rho_{31}$, and $\Gamma$ is the spontaneous decay rate, which is $2\pi \times 4.575$ MHz for cesium $6P_{3/2}$ state and $2\pi \times 5.234$ MHz for the $6P_{3/2}$ state. The numerator and denominator in Eq.(1) indicates that $\eta_{\text{tran}}$ is limited by the finite ground-state decoherence rate and the finite EIT bandwidth. A small $\gamma$ and a large OD are two key parameters to obtain a high SE at a fixed $\zeta$. To keep $\zeta$ fixed at a given $T_p$ for a larger OD, one has to increase the control intensity because $T_d \approx \frac{D \zeta}{\Gamma}$. In the ideal case with $\gamma = 0$ and $\gamma_{31} = \gamma / 2$, the transmission approaches unity with the scaling law $\eta_{\text{comp}} = 1 - \frac{\delta}{\Gamma}$. We assume $\zeta = 2.7$ such that $\eta_{\text{comp}} > 0.99$. In Refs.\[20, 21\], the authors describe an optimal method in which the probe waveform is optimized to maximize the SE for a given OD. Compared to the case of a Gaussian waveform, this method gains a significant improvement in SE at moderate ODs. At high ODs, the SE obtained with optimal waveform does not deviate too much from that obtained with a Gaussian waveform. A scaling law of $\eta = 1 - \frac{\delta}{\Gamma}$ for the optimal method was derived\[21\].

We implemented the EIT-based photonic memory with both cesium $D_2$ and $D_1$ lines with the level scheme shown in Fig.1 (a) and (b). The population is prepared in the single Zeeman state by the optical pumping method. With $\sigma^+$-polarized control and probe fields, the EIT system involves only three Zeeman sub-levels in both schemes. However, the control field can off-resonantly couple to the nearby $|2\rangle \rightarrow |4\rangle$ transition in the $D_2$ scheme. This coupling induces an additional channel for multiphoton loss and causes the N-type photon switching effect. It introduces a control-intensity-dependent decay rate for the ground-state coherence and limits the SE at high ODs.\[18\]

To illustrate this effect, we take EIT spectra for various control intensities at a given OD for both schemes. A significant difference in the degree of transparency at EIT resonances is observed between the two schemes.\[29\] The transparency is only up to 70% for the $D_2$ scheme while it is almost 100% for the $D_1$ scheme. By fitting the spectra to the corresponding lineshapes, the parameters $\gamma, D, \Omega_c$ can be obtained.\[29\] Fig. 2(a) depicts $\gamma$ versus the control power for both schemes. As expected, $\gamma$ for the $D_2$ scheme are much larger than those of $D_1$ scheme and scale linearly with the control power. As shown in $\[29\]$, the off-resonant coupling of the control field introduces an effective ground-state decoherence rate as $\frac{\sqrt{\langle 3 \rangle^2}}{4\Omega_c^2} \gamma_{41}$, where $\epsilon = \sqrt{48/7}$ is the ratio of the Clebsch-Gordon coefficient for the $|2\rangle \rightarrow |4\rangle$ to that of the control transition and $\delta_c = 2\pi \times 251.0916$ MHz. Instead, the $D_1$ EIT scheme is an ideal three-level system free from the photon switching effect. Therefore, we focus our study on the $D_1$ scheme. The off-resonant coupling of the control field also causes the EIT resonant frequency shifts due to the ac Stark shifts, as shown in Fig. 2(b).

We utilize a magneto-optical trap (MOT) of cesium in addition to many techniques to obtain cold atomic medium with ODs up to 1000.\[21\] Efforts are made in obtaining a good mutual coherence between the control and probe lasers and a reduction of the dc and ac stray magnetic fields to obtain a $\gamma$ of a few $10^{-4} \Gamma$. To reduce $\gamma$ to $10^{-5} \Gamma$ level due to atomic motion,\[33, 34\] the control and probe beams are copropagating with an angle $\theta$ of $< 1^\circ$. Under such a condition, leakage of the control light into the detector for probe detection becomes an issue. As shown in Fig. 1 (c), a series of arrangements including a window with a black dot, some irises, an etalon filter (Quantaser FPE001) and a multimode fiber are used to obtain a 73 dB isolation of the control power. We have to point out that due to the dispersive (focusing or defocusing) effect of the atomic clouds, these filtering optics might lead to problems in the measurement of SE if not carried out carefully.\[33\] Optimization of the filtering op-
FIG. 2: (a) γ and (b) EIT resonant frequency shift versus the control power for both D1 and D2 EIT schemes. In (a), the blue line is a calculation with $\gamma = \gamma_0 + \sqrt{48\pi \Omega_s n_s}\sqrt{\frac{T}{\gamma}}$, where $\gamma_0 = 0.0001\Gamma$, $\gamma_41 = 0.7\Gamma$. In (b), the red line is a calculation of the ac Stark shifts of state $|1\rangle$ ($\sqrt{\gamma n_s^2}\frac{1}{\gamma}$) in the $D1$ scheme, where $\delta_J = 2\pi \times 9.1926$ GHz. The factor $\sqrt{7}$ is the ratio of the Clebsch-Gordon coefficient between the probe and control transition. The blue line is a calculation of the difference of the ac Stark shifts between states $|1\rangle$ and $|2\rangle$ in the $D2$ scheme, which is $\sqrt{2(1/\gamma)}\sqrt{\frac{7}{\gamma}}\frac{1}{\gamma}$, where $\sqrt{2(1/\gamma)}\sqrt{\frac{7}{\gamma}}$ is the ratio of the Clebsch-Gordon coefficient of the probe ($|2\rangle \rightarrow |4\rangle$) to that of the control transition.

FIG. 3: (a) A representative EIT spectrum. The red line in a fitting curve with fitting function and fitting parameters mentioned in the main contexts. (b) Blue, green, and red traces are the input, slow, and stored and retrieval pulse, respectively. The dashed black line is the control intensity. The efficiencies for the slow and retrieved pulse are 96.2(1.3)\% and 95.9(1.0)\%, respectively. (c) A representative beatnote data. The parameters $\{D, \Omega_c, \gamma, \gamma_31\}$ of $(946.7, 7.7, 0.0001\Gamma, 0.61\Gamma)$, respectively. (d),(e),(f) Parts of the beatnote data (50 ns duration) around the peaks of the three pulses in (c).
fixed OD and $\zeta$, the denominator of Eq. (1) is fixed. The numerator of Eq. (1) $\exp(-2\gamma T_p)$ is independent of the control intensity since if $T_p$ decreases by a factor then $\gamma$ will increase by the same factor and both cancel out. In Fig. 4(c), we plot the expected FD at 50% SE with the results of Fig. 4(a) and an coherence time $\tau$ of 325 $\mu$s. With an OD of 1000 and $T_p=10$ ns, the required $\Omega_c$ is 34$\Gamma$. The FD increases by more than a factor of 10.

Fig. 4(d) depicts the SE versus OD for the $D_1$ system(circle). We keep $\zeta$ as a constant($\sim 2.7 \pm 0.05$) for all ODs by varying the control intensity. The red line is a calculation of Eq. (1) with $\gamma = 0.0001 \Gamma$ and $\gamma_{31} = 0.6 \Gamma$. From Eq. (1), it is evident that the SE approaches an asymptote value of $\exp(-2\gamma T_d)$ in the high OD limit. Quantitatively, if $\gamma$ increases from $10^{-4} \Gamma$ by a factor of 10 or 100 with $T_p = 200$ ns, the asymptotic SE decreases from 99.4% to 94.0% or 53.9%, respectively. This highlights the importance to achieve a low $\gamma$ in obtaining a high SE. For comparison, the SE versus OD data for the $D_2$ scheme are also shown(rectangle). The SE peaks at 65% at an OD around 262 and goes down at larger ODs. The calculation based on Eq. (1) with a control-intensity-dependent decoherence rate agrees well with the data.

In the level scheme depicted in Fig.1(b), the off-resonant coupling of the control field on the probe transition can act as a pumping field to induce a FWM process. The FWM generates the Stokes photons and induces a probe gain. The classical behavior of the FWM have been well studied theoretically and partially tested. The quantum noise photon due to FWM is detrimental to the quantum memory application. The noise photon exponentially grows with the parameter $x = DT/\delta_{hf}$. To reduce the FWM, it is better to choose an energy level scheme which has a larger $\delta_{hf}/\Gamma$. Among the stable alkali, cesium has the most favorable value ($\sim 2009$) due to its largest hyperfine splitting and the relatively small $\Gamma$.

To evaluate the FWM effect, we perform a semiclassical calculation of the probe gain including the phase mismatching. A larger gain indicates a more reduction of the fidelity. Fig. 5(a) depicts the numerical calculation of the transmission versus OD for a probe pulse of $T_p=200$ ns and $\zeta=2.7$ under the perfect phase matching condition. The red and blue traces indicate the transmission with and without the presence of FWM. Inset shows the ratio of the two traces, indicating the FWM gain versus OD. Even at an OD of 1000, the gain is only up to 0.9%, which is about our experimental uncertainty of $\sim 1\%$ for the SE measurement.

Fig. 5(b) depicts a calculated contour plot of the probe transmission $\delta_p$ and $\theta$ in the steady state for $D=1000$, $\Omega_c = 6.72 \Gamma$ and $\gamma = 0.0002 \Gamma$. The maximum FWM gain ($\sim 1.5\%$) occurs at $\delta_p = 0.04 \Gamma$ due to the ac Stark shift introduced by the control field driving on the probe transition, as shown in Fig. 5(c). Fig. 5(d) depicts the probe transmission versus $\theta$ for $\delta_p = 0.04 \Gamma$. For $\theta \geq 0.5 \theta_0$, the FWM can be greatly suppressed, because the phase matching condition is not satisfied. Therefore, it is possible to obtain a high SE with a negligible FWM effect even with an OD of 1000.

However, there is a tradeoff between breaking the
phase matching condition and obtaining a long storage time, because the former requires a larger $\theta$ while the later requires a smaller $\theta$. This contradiction could be remedied if the cold atoms were trapped by an dipole trap\cite{11} or optical lattices\cite{12} with an even colder temperature since one can choose a relatively large $\theta$ but still enjoy a long storage time. One more advantage with such setups and arrangement would be a lower technical loss without using the filtering optics. In our setup, the overall collection efficiency of the filtering optics is 31%.

In conclusion, we demonstrate that it is feasible to achieve a storage efficiency of approaching unity with a negligible FWM effect for an EIT-based photonic memory. Although only weak coherent state are used at this moment, we expect the results can be applied to the quantum state of light as well\cite{17}.
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EIT-based photonic memory with near-unity storage efficiency: Supplementary Materials

Experimental setup and sequence

Our experiment is based on a vapor-cell two-dimensional magneto-optical trap (MOT) of cesium. The total power of the trapping and repumping beams after the single mode fiber are ~ 350 and 50 mW, respectively. The diameters for both beams are ~22 mm. We typically trap ~ 5 x 10^9 atoms with a cigar-shaped cloud of dimensions ~ 3 x 3 x 14 mm. To increase the optical depth, we have utilized temporally dark and magnetically compressed MOT techniques, and Zeeman-state optical pumping to prepare population in the single Zeeman state (F = 3, m = 3).

Two master lasers are locked to cesium saturation absorption spectrometer at D1 and D2 line, respectively. The D1 and D2 control laser are injection locked by the corresponding master laser. Part of each master light passes through a fiber electro-optic modulator (EOM) operated around 9 GHz and its +1 sideband injection lock the D1 and D2 probe laser, respectively. Some acousto-optic modulators (AOMs) are used for power switching and frequency shifting such that the frequencies of the control beams are on the |F = 4⟩ → |F' = 4⟩ transition and that of the probe beams are on the |F = 3⟩ → |F' = 4⟩ transition of the D1 and D2 line, respectively. With the injection locking technique and good frequency stabilities for the AOM and EOM drivers, the mutual coherence of the control and probe lasers is kept to a good level, which is one of the key to obtain a small ground-state decoherence rate.

The linewidth of the master laser also plays an important role in obtaining a high SE. During the early operations of the experiment, we used a 895 nm homemade external cavity diode laser (ECDL) as the D1 line master laser. The laser linewidth was observed to drift within the range of 200 kHz to 3 MHz, measured by the delayed self-heterodyne method. The long-term laser frequency fluctuation may also contribute to the overall laser linewidth since the data averaging takes about 34 s. From the fluctuation of the error signal of the saturation absorption spectrometer for laser frequency stabilization, we estimate that the laser central frequency fluctuation is ~1 MHz. At an OD of ~ 300, the SE can vary up to 6% within that linewidth range. The variation in SE is consistent with Eq. (1) if one includes the laser linewidth (Γ_L) into the decoherence rate γ3 = Γ_L + 2Γ. During the later operations, we have replaced the 895 nm master laser by a commercial one (Toptica DL pro), whose linewidth is checked to be less 100 kHz during the whole operation. Our 852-nm master laser is a home-made ECDL. Its linewidth is measured to be less than 1 MHz. In the data of Fig 3 (a) and (b), we attribute Γ_L of 0.2Γ and 0.4Γ for the D1 and D2 system, respectively. The theoretical curves for D1 and D2 system with γ3 of 0.6Γ and 0.7Γ agree with the data reasonably well.

The experiment runs at a periodic manner with the slow and stored light measurements taken at 1.5 ms after the quadrupole magnetic field of the MOT is turned off to reduce the ground-state decoherence rate due to the inhomogeneity of the magnetic field. Some electronics are used to reduce the e^{-t} turn-off time to 200 µs. We avoid to put metallic components near the cell region to minimize the induced eddy currents. Three pairs of magnetic compensation coils are used to null the stray magnetic field. Optimization of the stray magnetic field compensation is performed by iteratively fine tuning of the currents through the compensation coils and prolonging the storage time. To reduce the ac magnetic noise due to the 60 Hz power line, the measurement is synchronized to it and is run at a 7.5 Hz repetition rate.

When taking the EIT spectrum, a probe pulse of square waveform of 100 µs duration are applied. The probe power at 35-40 µs after being turned on are measured to determine the probe transmission in order to obtain the steady-state response. By varying the probe frequency through an double-passed AOM and repeating the measurement, the EIT spectrum is obtained.

Determination of the experimental parameters

The parameters D, Ω_c and γ are determined by fitting the slow light traces to the calculations based on solving the Maxwell-Bloch equations for a given γ3 [S1]. At a relatively large OD when the broadening factor β is close to 1, the uncertainties of fitting parameters become significant due to the sharp dependence of the fitting parameters Ω_c and D to a slight variation in β. Because the fluctuation in OD and control intensity affects the group delay and we average the slow light trace for 256 times, these result in a slightly larger in β compared to the single shot data. The fitting parameters are not reliable at large ODs. At a relatively small OD, β is much larger than 1. For example, β ~1.8 for an OD of 50 with ζ=2.7. The effect of fluctuation in group delay and data averaging on β and thus the fitting parameters D and Ω_c is relatively small at a smaller OD. Therefore, we first fit the slow light trace at a smaller
FIG. S1: Dispersive effect of atomic clouds on the collection optics. (a)(b)(c) Phase shifts for different parts of the probe pulses for $\delta_p$ equal to -1.4, -0.2 and 1.2 MHz, respectively. (d) The phase derivative over time, $d\phi/dt$, versus $\delta_p$. The blue line is a linear fit to the data. Its intersection to the horizontal axis indicates the true zero two-photon detuning. (e) The corresponding steady-state probe transmission after the etalon filter under a situation in which the collection optics are not well optimized. At the zero two-photon detuning, the probe transmission is near unity. The larger than unity transmission is due to the dispersive effect of the atomic cloud and the variation in collection efficiency of filtering optics, as explained in the main contexts.

OD to obtain a full set of parameters $D$, $\Omega_c$, and $\gamma$. We have monitored the power of the control field during the experiment. For the slow light traces with higher ODs, $\Omega_c$ is obtained by the power scaling law and is not treated as a fitting parameter while the other two parameters $D$ and $\gamma$ are obtained by the slow light fitting.

Filtering optics of the control beam

We have kept the angle $\theta = 0.5^\circ$ between the control and probe beams to reduce the decoherence effect of the atomic motions. With such a small angle, the leakage of the strong control beam into the PMT for probe detection become an issue. Many arrangements are used to minimize this leakage. First, the control beam is kept well collimated and the probe beam is focused around the atomic cloud region. The $e^{-2}$ diameter for the control beam is 1.1 mm and the $e^{-2}$ waist of the probe beam is 50 $\mu$m. After passing through the cell, there is a lens to make the probe beam collimated but to focus the control beam. Around the focal point of the control beam, a window with a small black dot of diameter 300 $\mu$m is used to reduce the control beam leakage by $\sim 38$ dB. The probe beam propagates around 4 m and pass through two iris before it arrives at a temperature-stabilized etalon filter(Quantaser FPE001). The etalon reduces the control leakage by 35 dB and its maximum transmission is 58%. The probe output after the etalon is coupled into a multimode fiber and detected by a PMT (Hamamatsu R636-10). The probe transmission efficiency of the cell window, window with a black dot, and fiber coupling are 95%, 82 %, and 80%, respectively. The probe beam propagates in ambient environment for $\sim 4$ m and we have observed $\sim 13\%$ loss due to the water absorption loss around 894.6 nm[S3]. The overall collection efficiency of the probe beam after these filtering components is 31%.

However, one should be cautious that this collection efficiency might vary under the presence of cold atoms and might lead to problematic determination of the SE. The transverse profile of the probe beam may vary after passing through the atomic media if there is a finite two-photon detuning and if there is an inhomogeneity in the transverse profile of the control intensity and/or atomic density. If the mode matching condition of the etalon filter is not well optimized, the transmission efficiency of the filtering optics may vary significantly versus the two-photon detuning which may lead to asymmetry and even gain in the apparent EIT spectrum. This may leads to problematic determination of the EIT resonant frequency and thus the SE if one determines the EIT resonant frequency just by the transmission peak. While the dispersive effect is null at the exact EIT resonance, a more precisely way to determine the actual EIT resonant frequency is based on the phase measurement using the beatnote interferometer[S4]. As shown in Fig. 1 (c), a reference beam which is red-detuned from the probe frequency by 200 MHz is combined with the probe
pulse and then shoot the atomic clouds. We redirect the probe and reference light into an avalanche photodetector (1GHz bandwidth, Hamamatsu C5658) before passing through the etalon filter. The beatnote traces are recorded and analyzed. The EIT resonance can be precisely determined if the slope of the phase versus time for different portions of the probe pulse is flat\(^{[S5]}\). One can then precisely determine the EIT resonance and obtain a reliable measurement of the SE.

As an example, Fig. S1(e) depicts the probe transmission among the EIT transparent peak when the mode matching condition of the etalon is not well optimized. An apparent gain as large as 40% is observed. However, the transmission peak is not the actual EIT resonance as can be seen by the phase measurement. Fig. S1(a) (b) and (c) depict the phase versus time among the probe pulses for three detunings at -1.4, -0.2 and 1.2 MHz, respectively. Fig. S1 (d) shows the phase slope versus probe detuning. The blue line is a linear fit of the data. The zero crossing for probe detuning at -0.1 MHz determines the actual EIT resonance. At such a detuning, there is almost no apparent probe phase versus time among the probe pulses for three detunings at -1.4, -0.2 and 1.2 MHz, respectively. Fig. S1 (d) shows the phase slope versus probe detuning. The blue line is a linear fit of the data. The zero crossing for probe detuning at -0.1 MHz determines the actual EIT resonance. At such a detuning, there is almost no apparent probe phase among the EIT transparent peak when the mode matching of the etalon filter being well optimized, there is no such a large apparent gain in the EIT spectrum with Fig. 3(a) as an example. We have used the phase measurement to make sure the probe is at the actual EIT resonance for all the SE data we took.

**Slow light transmission in a three-level \(\Lambda\)-type system**

In a \(\Lambda\)-type three-level system, the classical probe field (with frequency \(\omega_p\) and Rabi frequency \(\Omega_p\)) drives the ground state \(|1\rangle\) to the excited state \(|3\rangle\), and the classical control field (with frequency \(\omega_c\) and Rabi frequency \(\Omega_c\)) drives another ground state \(|2\rangle\) to \(|3\rangle\), where the Rabi frequencies \(\Omega_{p(c)} = \vec{d}_{13(23)} \cdot \vec{E}_{p(c)}/\hbar\) are assumed to be real. The transition frequencies from state \(|1\rangle\) and \(|2\rangle\) to \(|3\rangle\) are denoted as \(\omega_{31}\) and \(\omega_{32}\), respectively. Under the rotating-wave approximation and in the interaction picture, the Hamiltonian can be expressed as

\[
\begin{pmatrix}
0 & 0 & -\frac{\hbar \Omega_p}{2} \\
0 & -\hbar \delta_2 & -\frac{\hbar \Omega_p}{2} \\
-\frac{\hbar \Omega_p}{2} & -\frac{\hbar \Omega_p}{2} & -\hbar \delta_p
\end{pmatrix},
\]

(S1)

where \(\delta_{p(c)} = \omega_p(c) - \omega_{31(32)}\) is the probe (control) detuning and \(\delta_2 = \delta_p - \delta_c\) is the two-photon detuning. The relaxation terms for the density matrix are denoted as,

\[
\begin{pmatrix}
\Gamma_{31} \sigma_{33} & -\gamma_{12} \sigma_{12} & -\gamma_{13} \sigma_{13} \\
-\gamma_{21} \sigma_{21} & \Gamma_{32} \sigma_{33} & -\gamma_{23} \sigma_{23} \\
-\gamma_{31} \sigma_{31} & -\gamma_{32} \sigma_{32} & -\Gamma_{33}
\end{pmatrix},
\]

(S2)

with \(\Gamma = \Gamma_{31} + \Gamma_{32}\). Under the weak probe assumption (\(\Omega_p \ll \Omega_c\)), the relevant first-order optical Bloch equations (OBEs) are,

\[
\frac{d\sigma_{31}}{dt} = (i \delta_p - \gamma_{31}) \sigma_{31} + \frac{i}{2} \Omega_c \sigma_{21} + \frac{i}{2} \Omega_p,
\]

(S3)

\[
\frac{d\sigma_{21}}{dt} = (i \delta_2 - \gamma_{21}) \sigma_{21} + \frac{i}{2} \Omega_c \sigma_{31}.
\]

(S4)

Under the slowly-varying envelope approximation, the Maxwell equation for the probe field is,

\[
\frac{\partial \Omega_p}{\partial z} + \frac{1}{c} \frac{\partial \Omega_p}{\partial t} = i \frac{D \Gamma_{31}}{2L} \sigma_{31},
\]

where \(D\) is the optical depth of the atomic media and \(L\) is the media length. Since \(\Omega_p \ll \Omega_c\), one can treat \(\Omega_c\) as a constant. Taking the Fourier transform on the two atomic coherences (\(\sigma_{31}\) and \(\sigma_{21}\)) and the probe Rabi frequency \(\Omega_p\) to frequency domain, e.g. \(R_{31} = 1/\sqrt{2\pi} \int_{-\infty}^{\infty} \sigma_{31} e^{i\omega t} dt\), the OBEs and Maxwell equation read as follows:

\[
-i \omega R_{31} = (i \delta_p - \gamma_{31}) R_{31} + \frac{i}{2} \Omega_c R_{21} + \frac{i}{2} W_p,
\]

(S6)

\[
-i \omega R_{21} = (i \delta_2 - \gamma_{21}) R_{21} + \frac{i}{2} \Omega_c R_{31},
\]

(S7)
By solving Eqs. (S6) and (S7), one obtains the expression for $R_{31}$,

$$R_{31}(\omega, z) = \frac{-[i(\omega + \delta_2) - \gamma_{21}]iW_p(\omega, z)/2}{[i(\omega + \delta_p) - \gamma_{31}][i(\omega + \delta_2) - \gamma_{21}] + \Omega^2_c/4}. \quad (S9)$$

Putting this into Eq. (S8) and integrating over $z$, one obtains the solution of $W_p(\omega, z)$,

$$W_p(\omega, z) = W_p(\omega, 0) \exp\left[i\omega z/c + \frac{D\Gamma}{4L} \frac{i(\omega + \delta_2) - \gamma_{21}}{[i(\omega + \delta_p) - \gamma_{31}][i(\omega + \delta_2) - \gamma_{21}] + \Omega^2_c/4}\right]. \quad (S10)$$

The steady-state EIT transmission spectrum can be obtained by setting $\omega = 0$ and $z = L$ in Eq. (S10), which is

$$T(\delta_p) = \exp\left[\frac{D\Gamma}{2} \text{Re}\left(i(\delta_p - \delta_c) - \gamma_{21} - \frac{\gamma_{31}}{2}\right)\right], \quad (S11)$$

where $\text{Re}(\cdot)$ stands for the real part of the expression inside the bracket. From Eq. (S11) with $\delta_c = 0$, one can show that the FWHM frequency width of the EIT transmission spectrum is,

$$\Delta\omega_{EIT} \equiv \sqrt{\frac{\ln 2}{2\sqrt{D\gamma_{31}^2}}}, \quad (S12)$$

where we assume $\Omega_c > \Delta\omega_{EIT}$ and $\Omega_c > 4\gamma_{21}\gamma_{31}$. We assume the input probe pulse is a Gaussian waveform with an intensity FWHM duration of $T_p$, i.e.,

$$\Omega_p(t, z = 0) = \Omega_{p0}\exp(-2\ln 2\frac{T_p^2}{\omega^2}). \quad (S13)$$

The Fourier transform of the input probe pulse can be calculated to be,

$$W_p(\omega, z = 0) = \frac{\Omega_{p0}T_p}{\sqrt{4\ln 2}} \exp\left(-\frac{\omega^2 T_p^2}{8\ln 2}\right). \quad (S14)$$

Putting Eq. (S13) into Eq. (S10) and taking the inverse Fourier transform, one obtains the solution of the probe pulse after passing through an EIT media as,

$$\Omega_p(t, z = L) = \frac{1}{\sqrt{2\pi}} \Omega_{p0}T_p \int_{-\infty}^{\infty} d\omega \exp\left(-i\omega t - \frac{\omega^2 T_p^2}{8\ln 2} + i\omega L/c + \frac{(i(\omega + \delta_2) - \gamma_{21})D\Gamma}{4(i(\omega + \delta_p) - \gamma_{31})(i(\omega + \delta_2) - \gamma_{21}) + \Omega^2_c}\right). \quad (S15)$$

The output probe pulse with arbitrary parameters can be numerically calculated by this relation. Under the special case with $\delta_p = 0 = \delta_c$, one can expand the EIT media response function $f(\omega) = i\frac{D\Gamma}{\omega^3}$ with respect to $\omega$ as follows,

$$f(\omega) = \frac{(i\omega - \gamma_{21})D\Gamma}{4(i\omega - \gamma_{31})(i\omega - \gamma_{21}) + \Omega^2_c}, \quad (S16)$$

$$= \frac{-\gamma_{21}D\Gamma}{\Omega^2_c + 2\gamma_{21}\gamma_{31}} + i\frac{D\Gamma(\Omega^2_c - 2\gamma_{21}\gamma_{31})}{(\Omega^2_c + 2\gamma_{21}\gamma_{31})^2}\omega^2 - \frac{4D\Gamma(\gamma_{31}\Omega^2_c + 2\gamma^2_{21}\gamma_{31} - 4\gamma^3_{21})}{(\Omega^2_c + 2\gamma_{21}\gamma_{31})^3}\omega^3 + O(\omega^4)^3 \quad (S17)$$

$$\cong \frac{-\gamma_{21}D\Gamma}{\Omega^2_c} + i\frac{D\Gamma}{\Omega^2_c}\omega^2 - \frac{4D\Gamma\gamma_{31}\Omega^2_c}{\Omega^2_c}\omega^3 + O(\omega^4), \quad (S18)$$

where it is assumed that $\Omega^2_c > 4\gamma_{21}\gamma_{31}$. If we keep the dispersion relation up to the $\omega^2$ term, Eq. (S15) can be analytically integrated to become,

$$\Omega_p(t, z = L) = \frac{\Omega_{p0}}{\beta} \exp\left(-\frac{\gamma_{21}D\Gamma}{\Omega^2_c}\right) \exp\left[-2\ln 2\left(\frac{L}{\beta T_p}\right)^2\right], \quad (S19)$$
where we have defined

\[ \beta = \sqrt{1 + \frac{32\ln 2 D \Gamma \gamma_{31}}{T_p^2 \Omega_c^2}} \]  

\[ T_d = \frac{L}{v_g} = \frac{L}{c} + \frac{D \Gamma}{\Omega_c^2}. \]

From Eq. (S19), it is evident to see that the amplitude of the slow light pulse decreases by a factor of \( \beta \) times a factor due to the finite ground-state decoherence rate and its duration broadens by a factor of \( \beta \). If the group velocity \( v_g < c \), then the group delay \( T_d \approx \frac{D \Gamma}{\Omega_c^2} \). Integrating Eq. (S19) over the time, one can obtain the slow light energy transmission as follows:

\[ T = \frac{\exp(-2\gamma_{21} T_d)}{\beta} = \frac{\exp(-2\gamma_{21} T_d)}{\sqrt{1 + 32\ln 2 \frac{T_d}{T_p} \frac{\Omega_{\Delta\omega_{EIT}}^2}{D}}} \]

where \( \zeta = T_d/T_p \). Combining this relation with Eq. (S12), one obtains,

\[ T = \frac{\exp(-2\gamma_{21} T_d)}{\sqrt{1 + \left(\frac{40\ln 2}{\Omega_{\Delta\omega_{EIT}}^2}\right)^2}} \]

It is evident to see that the finite ground-state decoherence rate and the finite EIT transparent bandwidth are the two limiting factors for the slow light transmission.

**Efficiency due to cutoff of the pulse edges during storage**

At time \( t = 0 \), the peak of a Gaussian probe pulse enters the media. At time \( t = t_c \), one turns off the control field and stores the major part of the pulse inside the media. A small portion of the front edge of the pulse has passed through the media, while a small portion of the rear edge has not yet arrived at the media. These two parts of pulse cannot be stored into the media. The fractional energy being stored can be written as follows:

\[ \eta_{comp} = 1 - \frac{\int_{-\infty}^{t_c} \Omega_p^2(z = 0, t)dt}{\int_{-\infty}^{\infty} \Omega_p^2(z = 0, t)dt} - \frac{\int_{t_c}^{\infty} \Omega_p^2(z = L, t)dt}{\int_{-\infty}^{\infty} \Omega_p^2(z = L, t)dt} \]

Using Eqs. (S13) and (S19) and the definition of the error function, one obtains

\[ \eta_{comp} = \frac{1}{2} \left( \text{erf} \left( 2\sqrt{\ln 2}\kappa \right) + \text{erf} \left( 2\sqrt{\ln 2} \frac{\zeta - \kappa}{\beta} \right) \right) \]

where \( \kappa = \frac{t_c}{T_p} \), \( \zeta = \frac{T_d}{T_p} \). With a large enough OD, it is possible to find that with \( \kappa \) and \( \zeta \) larger than a critical value then \( \eta_{comp} \) can be larger than 0.99. With a larger OD, the critical value for \( \zeta \) at a given \( \kappa \) can be smaller. Fig. S2 shows an example for \( \eta_{comp} \) versus \( \zeta \) for \( \kappa=1.1 \) and OD=100.
**Slow light transmission in a N-type four-level system**

Considering the off-resonantly excitation of the control field from the state $|2\rangle$ to an additional excited state $|4\rangle$ as that shown in Fig.1 (a), the level scheme is a N-type four-level system in which the control field also acting the role of the switching field which drives $|2\rangle \rightarrow |4\rangle$ transition. In the N-type system, the probe field has one additional loss channel due to the multi-photon process from state $|1\rangle \rightarrow |3\rangle \rightarrow |2\rangle \rightarrow |4\rangle$ and then spontaneous decay. The Rabi frequency of the switching field is $\Omega_c = \epsilon \Omega_{sc}$, where $\epsilon$ is the ratio of the Clebsch-Gordon coefficient of the switching transition to that of the control transition. In the level scheme of Fig.1(a), $\epsilon$ is $\sqrt{48/7}$.

Similar to the procedures before, one can write down the frequency-domain first-order perturbative OBEs as,

$$-i\omega R_{31} = (i\delta_p - \gamma_{31})R_{31} + \frac{i\Omega_c}{2} R_{21} + \frac{i}{2}W_p, \quad (S26)$$

$$-i\omega R_{21} = (i\delta_2 - \gamma_{21})R_{21} + \frac{i\Omega_c}{2} R_{31} + \frac{i\Omega_s}{2} R_{41}, \quad (S27)$$

$$-i\omega R_{41} = (i\delta_3 - \gamma_{41})R_{41} + \frac{i\Omega_s}{2} R_{21}, \quad (S28)$$

where the three-photon detuning $\delta_3 = \delta_p - \delta_c + \delta_s$ and $\delta_s = \omega_s - \omega_{s2}$. By solving Eqs. (S26)-(S28), one obtains,

$$R_{31} = -\frac{iW_p}{2} \frac{[i(\omega + \delta_2 - \gamma_{21}][i(\omega + \delta_3 - \gamma_{41}) + \Omega_s^2/4]}{[i(\omega + \delta_p - \gamma_{31})][i(\omega + \delta_2 - \gamma_{21})[i(\omega + \delta_3 - \gamma_{41}) + \Omega_s^2/4] + [i(\omega + \delta_1) - \gamma_{41}]\Omega_c^2/4]} \quad (S29)$$

Putting it into Eq. (S8) and setting $\omega = 0$, one obtains the steady-state spectrum for the N-type four-level system as,

$$T(\delta_p) = \text{Exp}\left\{\frac{D\Gamma}{2} \text{Re}\left\{\frac{(i\delta_2 - \gamma_{21})(i\delta_3 - \gamma_{41}) + \Omega_s^2/4}{(i\delta_p - \gamma_{31})(i\delta_2 - \gamma_{21})(i\delta_3 - \gamma_{41}) + \Omega_s^2/4 + (i\delta_3 - \gamma_{41})\Omega_c^2/4}\right\}\right\} \quad (S30)$$

By dividing both the numerator and denominator in Eq. (S29) by $i(\omega + \delta_3) - \gamma_{41}$ and comparing the result with Eq. (S9) of the three-level system, one finds that it has the same form as $R_{31}$ in the $\Lambda$-type system except that in the denominator and numerator the term $i\delta_2 - \gamma_{21}$ is modified to

$$i\delta_2 - \gamma_{21} + \frac{\Omega_s^2}{4(i\delta_3 - \gamma_{41})} = i[\delta_2 - \frac{\Omega_s^2\delta_3}{4(\delta_p^2 + \gamma_{41})}] - [\gamma_{21} + \frac{\Omega_s^2\gamma_{41}}{4(\delta_p^2 + \gamma_{41})}] \quad (S31)$$

In the case with $\delta_c = 0$ and in the limit $\delta_s >> \delta_p$ and $\delta_s >> \gamma_{41}$, $R_{31}$ of the N-type system is similar to that of $\Lambda$-type system with the effective two-photon detuning and effective ground-state decoherence rate replaced by the relations,

$$\delta_{2,\text{eff}} \equiv \delta_2 - \frac{\Omega_s^2}{4\delta_s}, \quad (S32)$$

$$\gamma_{21,\text{eff}} \equiv \gamma_{21} + \frac{\Omega_s^2\gamma_{41}}{4\delta_s} \quad (S33)$$

The physical meaning of these two relations are clear. Due to the off-resonant coupling of the control field on the transition $|2\rangle \rightarrow |4\rangle$, it introduces an ac Stark shift ($\sim -\frac{\Omega_s^2}{4\delta_s}$) on state $|2\rangle$ and an additional decoherence rate ($\frac{\Omega_s^2\gamma_{41}}{4\delta_s}$) on $\gamma_{21}$ due to the optical excitation and the spontaneous decay. However, one should be aware that the previous approximation of $R_{31}$ is only valid with $\delta_p << \delta_s$. To be more precisely, we fit the EIT spectra of $D_2$ line to the complete lineshape, i.e. Eq. (S30), to determine the parameters $\gamma_{21}$, $D$ and $\Omega_c$. Putting Eqs. (S29) and (S31) into Eq. (S8), one can numerically calculate the output pulse after passing through a N-type media with arbitrary parameters.

Fig. S3 shows some representative EIT spectra for both $D_1$ and $D_2$ schemes. Two trends are clearly seen. First, the degree of transparency in the EIT transparent peaks for the $D_1$ scheme is much higher than that in the $D_2$
scheme. Second, the EIT transparent peaks for the $D_2$ scheme have clear shifts when the control intensity is stronger. The shifts for the $D_1$ spectra is very small even for the strongest control intensity. The reason for these two trends is the same. In the $D_2$ scheme, the off-resonant excitations of the control field in the $|2\rangle \rightarrow |4\rangle$ transition is much stronger with relatively small detuning $\delta_c$ of 251.0916 MHz. From the fitting of the $D_1$ EIT spectra to Eq. (S11), the parameters $\{D, \Omega_c, \gamma_{21}, \delta_c\}$ can be determined. The EIT resonance shift is represented by the fitting parameter $\delta_c$. For the $D_2$ spectra, we still fit to Eq. (S11) first just to get the parameter $\delta_c$ for resonance shifts. We then fit the same spectra to Eq. (S30) to determine the parameters $\{D, \Omega_c, \gamma_{21}\}$ by setting $\delta_c=0$. The systematic variations of $\gamma_{21}$ and resonance shift versus the control power are shown in Fig. 2 of the main contexts. The theoretical line of $\gamma_{21}$ and resonance shifts for the $D_2$ line shown in Fig. 2 are calculated by Eqs. (S33) and (S32).

**Semi-classical calculation of the four-wave mixing**

For the energy level illustrated in Fig. 1(b) of the main context, the off-resonant excitation of the control field on the probe transition can act as a pumping field and induces a four-wave mixing process through absorbing the pump photons, emitting the Stoke photons, absorbing the control photons and emitting the probe photons. FWM induces a probe gain and introduces quantum noise which reduces the fidelity of a quantum memory based on an EIT medium. A better way to evaluate the effect of the FWM on the EIT-based memory would be through calculation of the fidelity based on the Bloch-Langevin and Maxwell equations\(^1\). However, this calculation is very involved. Since the reduction in the fidelity is monotonically proportional to the probe gain\(^2\), we use the semiclassical Bloch-Maxwell equations to calculate the FWM probe gain to evaluate the effect of the FWM in our system. We perform the calculation both in the steady-state and pulse regime. For the pulse calculation, the complete optical Bloch equations and the Maxwell equation are numerically calculated under the assumption of perfect phase matching. The calculated FWM gain can be considered as an upper bound of the experimental results. Fig. 5(a) in the main context is based on this calculation. For the steady-state calculation, the analytic expressions are obtained under the weak probe and idler perturbation. The phase mismatching is also considered for evaluation of the dependence of the FWM gain on the probe detuning and its intersection angle with the control beam\(^3\). The calculation is similar to that in\(^4\), but we relieve the assumption that the Rabi frequencies for the control field on the two transitions it drives are the same. Figs. 5(b),(c) and (d) in the main context are calculated using the steady state formula described in this section.

Although our energy level scheme involves three levels only, a four-level model is used to facilitate our calculation. In the limit of far pump detuning (which is valid in our case with a detuning of $\sim 9.2$ GHz, the basic equations for the

---

**FIG. S3:** Some representative EIT spectra for the $D_2$ ((a) to (c)) and $D_1$ ((d) to (f)) schemes. The red lines in (a)(b),and (c) are the fitting curves to Eq. (S30) with $\gamma_{31}=\gamma_{41}=0.7\Gamma$. The fitting parameters $\{D, \gamma_{21}, \Omega_c\}$ for (a) (b), and (c) are $\{232(14), 0.0005(2)\Gamma, 1.01(2)\Gamma\}$, $\{204(18), 0.0022(4)\Gamma, 2.81(6)\Gamma\}$, and $\{257(28), 0.0008(32)\Gamma, 4.10(8)\Gamma\}$, respectively. The red lines in (d) to (f) are the fitting curves to Eq. (S11) with $\gamma_{31}=0.6\Gamma$. The fitting parameters $\{D, \gamma_{21}, \delta_c, \Omega_c\}$ are $\{478(13), 0.00015(5)\Gamma, 0.0075(8)\Gamma, 2.05(3)\Gamma\}$, $\{544(18), 0.00030(39)\Gamma, 0.043(6)\Gamma, 7.31(6)\Gamma\}$, and $\{653(34), 0.00076(64)\Gamma, 0.086(11)\Gamma, 10.01(11)\Gamma\}$ respectively. The quantities in the brackets are the 2σ standard deviation of the fitting parameters.
three and four level model are the same, except for a difference in the ac-Stark shift which plays a minor role. The energy levels and notations follow that in [S7]. However, it should be noted that the definition of the probe detuning $\delta_p$ in ?? and this section differ by a negative sign to those elsewhere of the main context and other sections in this supplementary material. The calculation shown in Fig. 5 of the main context uses the formulation in this section but the notation $\delta_p$ there follows the previous convention. Including the time dependence, the Hamiltonian of the system is

$$H = \begin{bmatrix} 0 & 0 & -\frac{\hbar \Omega_p}{2} e^{i\omega_p t} & -\frac{\hbar \Omega_p}{2} e^{i\omega_c t} \\ 0 & \hbar \omega_{21} & -\frac{\hbar \Omega_p}{2} e^{-i\omega_p t} & -\frac{\hbar \Omega_p}{2} e^{-i\omega_c t} \\ -\frac{\hbar \Omega_p}{2} e^{-i\omega_p t} & -\frac{\hbar \Omega_p}{2} e^{-i\omega_c t} & \hbar \omega_{31} & 0 \\ -\frac{\hbar \Omega_p}{2} e^{-i\omega_c t} & \hbar \omega_{41} & 0 & \hbar \omega_{43} \end{bmatrix}. \tag{S34}$$

To incorporate the phase matching issue, the position dependent phase factor should be included in the Rabi frequencies, e.g. $\Omega_p$ should be replaced by $\Omega_p e^{i\overrightarrow{\xi} \cdot \overrightarrow{r}}$ and so on. However, for clarity of notation, we will do that after the solution of the density matrix elements is reached. Considering the unitary transformation

$$T = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & e^{i(\omega_p - \omega_c)t} & 0 & 0 \\ 0 & 0 & e^{i\omega_p t} & 0 \\ 0 & 0 & 0 & e^{i\omega_c t} \end{bmatrix}, \tag{S35}$$

the Hamiltonian in the new basis is $H' = THT^\dagger + i\hbar \frac{\partial}{\partial t}T^\dagger$. To completely eliminate the explicit time independence in the Hamiltonian, the frequencies of the control, probe and idler need to satisfy

$$2\omega_c = \omega_p + \omega_i, \tag{S36}$$

which is the energy conversation condition of the FWM process. The Hamiltonian in the new basis then becomes

$$H = \hbar \begin{bmatrix} 0 & 0 & -\frac{\Omega_p^*}{2} & -\frac{\Omega_p}{2} \\ 0 & -\delta_2 & \frac{\Omega_p}{2} & -\frac{\Omega_p^*}{2} \\ -\frac{\Omega_p^*}{2} & -\frac{\Omega_p}{2} & -\delta_p & 0 \\ \frac{\Omega_p}{2} & \frac{\Omega_p^*}{2} & 0 & -\delta_d \end{bmatrix}. \tag{S37}$$

The evolution equations for the density matrix elements are,

$$\sigma_{11} = \frac{i}{2} (\Omega_p^* \sigma_{31} + \Omega_c^* \sigma_{32} - \Omega_p \sigma_{33} - \Omega_d \sigma_{34}) + \Gamma_{31} \sigma_{33} + \Gamma_{41} \sigma_{44}, \tag{S38}$$

$$\sigma_{22} = \frac{i}{2} (\Omega_c^* \sigma_{32} + \Omega_c^* \sigma_{42} - \Omega_c \sigma_{23} - \Omega_c \sigma_{24}) + \Gamma_{32} \sigma_{33} + \Gamma_{42} \sigma_{44}, \tag{S39}$$

$$\sigma_{33} = \frac{i}{2} (\Omega_c \sigma_{13} + \Omega_c \sigma_{23} - \Omega_p \sigma_{31} - \Omega_c \sigma_{32}) - \Gamma_3 \sigma_{33}, \tag{S40}$$

$$\sigma_{44} = \frac{i}{2} (\Omega_d \sigma_{14} + \Omega_d \sigma_{24} - \Omega_d \sigma_{41} - \Omega_d \sigma_{42}) - \Gamma_4 \sigma_{44}, \tag{S41}$$

$$\sigma_{21} = \sigma_{21} + \frac{i}{2} (\Omega_p^* \sigma_{31} + \Omega_c^* \sigma_{41} - \Omega_p \sigma_{23} - \Omega_c \sigma_{24}), \tag{S42}$$

$$\sigma_{31} = \sigma_{31} + \frac{i}{2} (\Omega_p (\sigma_{11} - \sigma_{33}) + \Omega_c \sigma_{21} - \Omega_d \sigma_{34}), \tag{S43}$$

$$\sigma_{32} = \sigma_{32} + \frac{i}{2} (\Omega_p \sigma_{12} + \Omega_c (\sigma_{22} - \sigma_{33}) - \Omega_3 \sigma_{34}), \tag{S44}$$

$$\sigma_{41} = \sigma_{41} + \frac{i}{2} (\Omega_d (\sigma_{11} - \sigma_{44}) + \Omega_c \sigma_{21} - \Omega_p \sigma_{43}), \tag{S45}$$

$$\sigma_{42} = \sigma_{42} + \frac{i}{2} (\Omega_4 (\sigma_{22} - \sigma_{44}) + \Omega_d \sigma_{12} - \Omega_c \sigma_{43}), \tag{S46}$$

$$\sigma_{43} = \sigma_{43} + \frac{i}{2} (\Omega_d \sigma_{13} + \Omega_4 \sigma_{23} - \Omega_p \sigma_{41} - \Omega_c^* \sigma_{42}), \tag{S47}$$

$$\sigma_{44} = \sigma_{44} + \frac{i}{2} (\Omega_d \sigma_{14} + \Omega_4 \sigma_{24} - \Omega_p \sigma_{42} - \Omega_c^* \sigma_{43}). \tag{S48}$$
where \( \xi_{21} = i(\delta_p - \delta_c) - \gamma_{21} = i\delta_2 - \gamma_{21}, \xi_{31} = i\delta_p - \gamma_{31}, \xi_{32} = i\delta_c - \gamma_{32}, \xi_{41} = i\delta_4 - \gamma_{41}, \xi_{42} = i(\delta_d - \delta_2) - \gamma_{42}, \xi_{43} = i(\delta_d - \delta_p) - \gamma_{43}, \Gamma_3 = \Gamma_{31} + \Gamma_{32}, \Gamma_4 = \Gamma_{41} + \Gamma_{42}. \) We consider the weak probe and idler perturbation and calculate the steady-state solution. To the zero order (i.e., \( \Omega_p = 0 = \Omega_i \)), the solutions of the density matrix elements \( \sigma_{12}, \sigma_{13}, \sigma_{24}, \sigma_{43} \) and their transpose are zero, because there are no laser fields to create their coherences. By solving the two coherence evolution equations for \( \sigma_{32} \) and \( \sigma_{41} \) and the four population equations, in addition to the population conservation law, on obtains the steady-state solution for the zero-order populations which are

\[
\sigma_{11}^{(0)} = \frac{\Gamma_{31}}{\xi_{32}} \left( 1 + \frac{2\Gamma_{32}|\xi_{21}|^2}{\xi_{32}^2} \right),
\]

\[
\sigma_{22}^{(0)} = \frac{\Gamma_{32}}{\xi_{32}} \left( 1 + \frac{2\Gamma_{31}|\xi_{21}|^2}{\xi_{32}^2} \right),
\]

\[
\sigma_{33}^{(0)} = \frac{\Gamma_{41}}{\xi_{42}} \left( 1 + \frac{2\Gamma_{42}|\xi_{32}|^2}{\xi_{42}^2} \right),
\]

\[
\sigma_{44}^{(0)} = \frac{\Gamma_{42}}{\xi_{42}} \left( 1 + \frac{2\Gamma_{41}|\xi_{32}|^2}{\xi_{42}^2} \right).
\]

Putting the zero-order solutions into the four first-order equations for the coherences, \( \sigma_{21}, \sigma_{31}, \sigma_{42}, \) and \( \sigma_{43} \), one obtains the steady-state, and first-order solutions of the two coherence terms, \( \sigma_{31} \) and \( \sigma_{42} \). The position-dependent phase factor is restored into the Rabi frequency and the relation between the atomic coherence and the slowly-varying macroscopic polarization is used, i.e.,

\[
P_{p\ell} = 2n_a d_{31(42)} \sigma_{31(42)} e^{-i(k_{\ell} - k_p) \cdot r},
\]

where \( n_a \) is the atomic density. The slowly-varying polarizations can be written as

\[
P_p = \varepsilon_0 \chi_{pp} E_p + \varepsilon_0 \chi_{pi} E_i^* e^{i(k_{\ell} - k_p) \cdot r},
\]

\[
P_i = \varepsilon_0 \chi_{ip} E_i + \varepsilon_0 \chi_{ii} E_i^* e^{i(k_{\ell} - k_p) \cdot r},
\]

with the susceptibilities

\[
\chi_{pp} = \frac{\varepsilon_0 |d_{31}|^2}{D \varepsilon_0 \hbar} \left[ \frac{\xi_{43} \xi_{42} + \frac{1}{4} |\Omega_c|^2 (1 - \varepsilon^2)}{\xi_{32}} \right] \sigma_{22,33} + \left[ \frac{\xi_{43} \xi_{42} + \frac{1}{4} |\Omega_c|^2 (1 - \varepsilon^2)}{\xi_{32}} \right] \sigma_{11,44},
\]

\[
\chi_{pi} = \frac{\varepsilon_0 |d_{31}|^2}{D \varepsilon_0 \hbar} \frac{\xi_{21} \xi_{42} + \frac{1}{4} |\Omega_c|^2 (1 - \varepsilon^2)}{\xi_{32}} \sigma_{22,33} + \left( \xi_{43} + \xi_{21} \right) \sigma_{44,22} + \frac{\xi_{43} \xi_{42}}{\xi_{41}} \sigma_{11,44},
\]

\[
\chi_{ii} = \frac{\varepsilon_0 |d_{31}|^2 |\xi_{31}|^2}{D \varepsilon_0 \hbar} \left[ \frac{\xi_{43} (1 - \varepsilon^2)}{4 \xi_{32} \xi_{31}} + \frac{|\Omega_c|^2 (1 - \varepsilon^2)}{\xi_{31}} \right] \sigma_{22,33} + \left( \xi_{43} + \xi_{21} \right) \sigma_{44,22} + \frac{\xi_{43} \xi_{42}}{\xi_{41}} \sigma_{11,44},
\]

\[
\chi_{ip} = \frac{\varepsilon_0 |d_{31}|^2 |\xi_{31}|^2}{D \varepsilon_0 \hbar} \left[ \xi_{21} \xi_{42} + \frac{1}{4} |\Omega_c|^2 (1 - \varepsilon^2) \right] \sigma_{22,33} + \left( \xi_{43} + \xi_{21} \right) \sigma_{44,22} + \frac{\xi_{43} \xi_{42}}{\xi_{41}} \sigma_{11,44},
\]

\[
D = \frac{\xi_{31} \xi_{21} \xi_{42} + \xi_{21} \xi_{31} + \xi_{42} (\xi_{32}^2 + \xi_{31}^2)}{D \varepsilon_0 \hbar},
\]

where \( \epsilon = \Omega_d / \Omega_c \) and in the scheme of Fig. 1(b) of the main context, \( \epsilon = -\sqrt{7} \) and \( \sigma_{ii,jj}^{(0)} = \sigma_{jj}^{(0)} - \sigma_{ii}^{(0)} \) \( i = \{1,2\}, j = \{3,4\} \) is the population difference. For the beams nearly copropagating on the z-axis, the steady-state Maxwell equations for the probe and idler fields are

\[
\frac{\partial E_p}{\partial z} = \frac{ik_p}{2} \chi_{pp} E_p + \frac{ik_p}{2} \chi_{pi} e^{i k_{pz} z} E_i^*,
\]

\[
\frac{\partial E_i}{\partial z} = \frac{ik_i}{2} \chi_{ii} E_i + \frac{ik_i}{2} \chi_{ip} e^{i k_{pz} z} E_p^*.
\]
where $\Delta k_z = 2n_c\kappa_c - k_p\cos\theta - k_i\sin\theta$. The index of refraction for the control field $n_c$ is explicitly added since the control field off-resonantly drives the probe transition with the major population located in state $|1\rangle$. We do not consider the Maxwell equation for the control field. The index of refraction $n_c$ is calculated from the two-level response, i.e. $n_c = \sqrt{\chi_c} \approx 1 + \chi_c/2$ with

$$\chi_c = -\frac{n_a d_{ij}^2}{\epsilon_0 h} \left[ \delta_0 + \frac{1}{4} \right].$$  \hfill (S64)

The coupled Maxwell equations for the probe and idler fields can be solved to be

$$E_p = E_{p0} \exp(\delta a L)[\cosh(\xi L) + \frac{a}{\xi} \sinh(\xi L)], \hfill (S65)$$

$$E_i^* = E_{p0} \frac{\alpha_{ip}}{\xi} \exp(\delta a L) \sinh(\xi L), \hfill (S66)$$

where $a_{pj} = i k_p \chi_{pj}, a_{ij} = i k_i \chi_{ij}, j = \{i, p\}$ and $a = (a_{ii} + a_{pp} - i \Delta k_z)/2, \delta a = (a_{pp} - a_{ii} + i \Delta k_z)/2, \xi = \sqrt{a^2 - a_{ip}a_{ip}}$. The FWM probe gain can be calculated by Eq. (S65).

---
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