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Understanding the movement of charge within organic semiconducting films is crucial for applications in photo-voltaics and flexible electronics. We study the sensitivity of the electrical conductance of a silicon nanowire to changes of charge states within an organic semiconductor physisorbed on the surface of the nanowire. Elastic scattering caused by motion of charge carriers near the nanowire modifies the mean-free path for backscattering of electrons propagating within it, which we have mathematically expressed in terms of the causal Green’s functions. The scattering potential has been computed using a combination of the polarizable continuum model and density functional theory with the range-separated exchange-correlation functional for organic molecules and the semi-empirical tight-binding model for silicon. As an example, the sensitivity to charge state changes in tetracene is computed as a function of operating temperature and geometrical parameters of a nanowire. For a single molecule, ultra-thin silicon nanowires with characteristic sizes of the cross-section below 2 nm produce a detectable conductance change at room temperature. For larger nanowires the sensitivity is reduced, however the conductance change grows with the number of charged molecules: with sub-4 nm nanowires being sensitive enough to detect several tens of charge carriers. We propose using noise spectroscopy to access the temporal evolution of the charge states. Information regarding the spatial distribution of charge carries in organic thin films can be obtained using a grid of nanowire resistors and electric impedance tomography.

I. INTRODUCTION

A general property of the semiconductors that makes them so widely used in electronics and optoelectronics is a strong dependence of the concentration of free charge carriers on various parameters such as temperature, concentration of dopants, stress and strain and applied electro-magnetic fields. Organic semiconductors are no exception. Understanding the distribution and transport of charge carriers under non-equilibrium conditions in organic semiconductor films is crucial for designing new organic field-effect transistor and hybrid organic-inorganic photo-voltaic devices. Several different types of charge and excitonic excitations can be generated in such films, via electrical or photoexcitation. Each type of excitation will undergo different dynamics within the film and will induce both spatial and temporal changes in the local electrostatic environment. A local non-invasive charge sensing probe of the free carrier density that is induced by a spatially localized photo-excitation is of particular interest since it may give information regarding the anisotropic diffusion, quantum efficiency, mobility and lifetimes of charge carriers, similarly to the spatially resolved optical pump-probe experiments. Measuring a spatially resolved net stationary charge distribution in an organic thin films reveals details of the crystal morphology near the interface as well as the distribution of trap states and impurities.

In this work we consider an array of silicon nanowires (NWs) as a measurement setup to access spatial and temporal information on the free charge carriers distribution in organic semiconductor thin films, illustrated in Fig. 1. The goal is to estimate the sensitivity of the electron transport in silicon NWs to changes of the charge states of molecules in organic semiconductors. Previously, NWs have established themselves as highly sensitive chemical sensors. For instance, they are able to detect extremely small charge transferred from the ammonia molecules physisorbed at their surfaces in both gas and liquid environments. The possibility of non-invasive charge sensing by electrical current placed in close proximity to a confined charge has been also proven with quantum-point contact charge sensors.

The problem of the conductance change caused by motion of elastic scatterers, fluctuation of chemical po-
tential or magnetic fields as well as their implications for 1/f-noise had been intensively studied in the 80’s and early 90’s for metallic wires both numerically and analytically. The theoretical models developed during that time concerned mostly the interference and localization effects in systems with relatively simple electronic structure (a single parabolic energy band) and lack detail on the scattering potential required for a quantitative treatment. Nevertheless, those works have produced the upper estimates for the conductance change and useful relationships between conductance sensitivity and dimensionality of the systems which are consistent with the results obtained in this work. In this paper we address the limit when the mean distance between scattering centers is large, and the scattering potential is negligible. At the same time the system itself is characterized via a realistic band structure with a scattering potential known in detail.

In this work, the conductance change caused by scattering from the potential induced by physisorbed charged molecules have been computed using the relationship between the conductance and mean-free path which may be used in conjunction with the Matthiessen’s rule for various types of scatterer. We have expressed the mean free path in terms of the causal Green’s functions using the Caroli formula for the transmission probability. The Green’s function are computed using the semi-empirical tight-binding Hamiltonian for silicon NW with the reduced mode space transformation. In order to obtain the scattering potential generated by a physisorbed molecule with an excess charge in a crystalline environment, we use a recently developed technique representing a combination of the polarizable continuum model and density functional theory with the range-separated exchange-correlation functional with an adjustable parameter ω.

We apply our model to a range of NWs with widths from 2 to 6 lattice constant (1.38 - 3.49 nm including hydrogen passivation layers). Sub 2-nm NWs has been fabricated by several authors using the self-limiting oxidation, the synthesis of vertically assembled nanocomposites, epitaxial Au-catalyzed vertical growth and scanning tunneling microscope directed self-assembly of dopants in silicon. Based on the obtained results, we propose a concept for the 2D spatially and temporarily resolved charge sensing via noise spectroscopy and electric impedance tomography using a 2D grid of silicon NWs.

The paper is organized as follows. In Sec. II we develop a computational model to simulate the effect of charge states of physisorbed organic molecules on the electron transport in nanowires. In Sec III, we compute the electrostatic fields of the neutral tetracene molecules as well as tetracene anions and cations in crystalline environment taking into account polarization effects. In Sec. IV we analyze computed conductance change caused by charge states of organic molecules physisorbed at the silicon surface. In Sec. V we show that the temporal information about ultra-fast electron transport processes can be extracted from the noise spectroscopy while 2D spatial information can be obtained using the electrical impedance tomography with a grid of NW resistors.

II. SINGLE NANOWIRE AS A CHARGE SENSOR

In this work we consider the problem of the surface roughness scattering for electrons propagating in NW. The surface roughness is caused by the electrostatic field of organic molecules with excess charge physisorbed on the surface of the NW.

We restrict our treatment to the case when organic semiconductor is in contact with one side of a rectangular silicon nanowire as is shown in Fig. 1. Moreover, the organic semiconductor is physisorbed at the hydrogen-passivated (100) silicon surface to ensure minimal deformations caused by the silicon crystal lattice. Although our treatment is applicable for any organic semiconductor held at the surface of NWs by van der Waals forces, here we consider the thin film of tetracene crystal as an example.

The conductance sensitivity to a single scattering event is estimated using a model system represented by a single silicon NW and single molecule possessing different charge states (see Fig. 2). If the interference between electrons scattered on neighboring charged molecules is negligibly small, the information on single molecule scattering can be easily generalized to the case of multiple scatterers as is shown in the following section.

A. Finite temperature linear transport regime model for dilute elastic scattering centers

For the linear transport regime close to the equilibrium the conductance of a NW can be computed using the Landauer formula for a two-terminal device (see Fig. 2) modified to take into account interactions in the device region:

\[ G = \frac{2q^2}{h} \int d\varepsilon \left| \frac{df_\varepsilon}{d\varepsilon} \right|_F \text{tr} \left( G^r \Gamma^R G^t \Sigma_0^{-1} \Sigma \right) \]  (1)

where: \( G^r \) and \( G^t \) are retarded and advanced Green’s functions expressed in the matrix form, \( \Gamma^{L,R} = i \left( \Sigma_{L,R}^0 - \Sigma_{L,R}^\varepsilon \right) \), \( \Sigma_{L,R}^0 \) and \( \Sigma_{L,R}^\varepsilon \) are the retarded and advanced self-energies describing coupling to semi-infinite left and right leads correspondingly, \( \Sigma_0 = -i (\Gamma^L + \Gamma^R) \), and \( \Sigma \) is a total self-energy describing all elastic and inelastic scattering in the system. In the case when only elastic scattering is present, \( \Sigma = \Sigma_0 \) (see Ref. [25] for more details) and we obtain the Caroli formula for the transmission \( T(\varepsilon) = \text{tr} \left( G^t \Gamma^R G^r \Sigma_0^{-1} \Sigma \right) \) in Eq. (1).
Alternatively, scattering in the device region can be phenomenologically expressed as\[^{10}\]

\[
G = -\frac{2\eta^2}{\hbar} \int d\varepsilon \left. \frac{df(\varepsilon)}{d\varepsilon} \right|_{\varepsilon_p} T(\varepsilon) M(\varepsilon)
\]

where \(M(\varepsilon) = \text{tr} (G_0^a \Gamma^R G_0^r \Gamma^L)\) is the number of modes defined in terms of the Green’s function of the infinite uniform NW, \(G_0^a\), and \(T(\varepsilon)\) is the transmission probability given by the formula\[^{10}\]

\[
T(\varepsilon) = \frac{\lambda(\varepsilon)}{\lambda(\varepsilon) + L}
\]

where \(\lambda(\varepsilon)\) is the energy-dependent mean free path for backscattering and \(L\) is the length of the device region. Comparing Eq. (1) and Eq. (2), we can establish the relationship between the mean free path and the causal Green’s functions:

\[
\lambda(\varepsilon) = \frac{\lambda(\varepsilon)}{\lambda(\varepsilon) + L} = \frac{\text{tr} (G^a \Gamma^R G^r \Gamma^L \Sigma^{-1} \Sigma)}{\text{tr} (G_0^a \Gamma^R G_0^r \Gamma^L)}
\]

If the system is represented by a few sets of indistinguishable scatterers and scattering events are independent, it is reasonable to derive the mean free path for a scattering center of a particular type \(j\) and then sum up contributions from each scattering center. In this case, the length of device region \(L\) in Eq. (4) has to be chosen such that the device region contains only a single scattering center. Due to the random distribution of the scattering centers, this length varies along the nanowire. Averaging over all device regions of different lengths gives the expression for the mean-free path for backscattering:

\[
\lambda_j(\varepsilon) = \langle l \rangle_j \left[ \frac{\text{tr} (G_0^a \Gamma^R G_0^r \Gamma^L)}{\text{tr} (G_j^a \Gamma^R G_j^r \Gamma^L)} - 1 \right]^{-1}
\]

where \(\langle l \rangle_j = +, -\) is the average distance between positively (index +) or negatively (index −) charged scattering centers.

According to Eq. (3), the resistance depends linearly on the length of the device \(L\). This implies that we work in the Ohmic regime neglecting localization effects\[^{20}\]. For our system this is a good approximation since the volume of the device affected by a single molecule has a characteristic size less than the total mean free path, and, at the same time, the average distance between molecules with excess charge is much larger than this number. This is usually the case for organic films as they contain relatively low free carriers concentrations at all temperatures. In this case, the electron scattering by phonons and by each charged molecule are independent events, and the quantum interference between electrons scattered at different molecules is negligibly small. As a result of those approximations, the mean free path can be computed independently for each kind of scattering and then summed up using Matthiessen’s rule\[^{10}\]:

\[
\lambda^{-1}(\varepsilon) = \lambda_{\text{ph}}^{-1}(\varepsilon) + \lambda_{\text{el}}^{-1}(\varepsilon) + \lambda_j^{-1}(\varepsilon)
\]

The mean free path determined by the phonon scattering, \(\lambda_{\text{ph}}(\varepsilon)\), exceeds 500 nm in ultra-thin nanowires\[^{16,27}\], so the ballistic transport can be observed even at room temperature. Therefore, we neglect the electron-phonon contribution in this work. Each term in Eq. (6) is computed independently using a formula derived from Eq. (3). For instance in the case of elastic scattering, the mean free path reads:

\[
\lambda_{\text{elastic}}^{-1}(\varepsilon) = \lambda_{\text{ph}}^{-1}(\varepsilon) + \lambda_j^{-1}(\varepsilon) = \sum_{j = +, -} \langle l \rangle_j^{-1} \left[ \frac{\text{tr} (G_0^a \Gamma^R G_0^r \Gamma^L)}{\text{tr} (G_j^a \Gamma^R G_j^r \Gamma^L)} - 1 \right]^{-1}
\]

In the case when a single type of elastic scattering dominates, the transmission probability in Eq. (6) reads:

\[
T(\varepsilon) = \left\{ 1 + nL \left[ \frac{\text{tr} (G_0^a \Gamma^R G_0^r \Gamma^L)}{\text{tr} (G_j^a \Gamma^R G_j^r \Gamma^L)} - 1 \right] \right\}^{-1}
\]

where \(n = \langle l \rangle_j^{-1}\) is the linear density of either positively or negatively charged scattering centers.

At zero temperature, the conductance change \(\Delta G = |G_0 - G_{+,-}|\) is proportional to the transmission change.
\[ \Delta T = 1 - T(\epsilon). \] When \( nL \ll 1 \), according to Eq. [8] \( \Delta T \propto nL \). In the limit when \( nL \to \infty, \Delta T \to 1 \). The observed dependence of the conductance change on the concentration of scattering centers and length of the device region are consistent with the results published in Ref. [11].

### B. Green’s functions and band structure of the silicon nanowire

A part of the NW where scattering due to the electrostatic potential of charged molecules occurs represents a device region (see Fig. [2]). The retarded Green’s function for the system reads:

\[
G^r_{+, -} = \left[ (\epsilon + i\eta)I - H_0 - V_+ - \Sigma^L_0 - \Sigma^R \right]^{-1} \quad (9)
\]

where \( H_0 \) is the tight-binding Hamiltonian of the device region without scatterers, and \( V_+ \) is the contribution from the electrostatic field of the molecular cation or anion respectively. A scalar potential \( \phi(r) \) modifies only diagonal elements of the tight-binding matrix[22], representing a contribution to the on-site energies that equals \(-e\phi(r)\). Therefore, matrices \( V_+ \) are diagonal matrices. The elements of those matrices are obtained by interpolating the computed electrostatic field of the molecules at the atomic sites of the nanowire for which the tight-binding model has been built. The electrostatic fields are computed for the configuration of the tetracene molecule that is discussed in the next section. The Green’s function \( G^r_0 \) in Eq. (4) and (5) are defined by Eq. (9) for which \( V_+ = 0 \).

The Hamiltonian matrix \( H \) of silicon NW has been computed using the semi-empirical tight-binding sp^3d^3s^* model[23], neglecting spin-orbit coupling. This method has been implemented in a custom open-source software package[24]. Since we probe molecular states via linear electron transport (not hole transport), we are interested in a relatively narrow energy interval around the conduction band edge.

In order to reduce the computational burden, instead of direct numerical inversion of the matrix in Eq. (9) we use the recursive algorithm[25] to compute the causal Green’s functions. Also, we approximate the Hamiltonian matrices \( H_0 \) and \( V_+ \) that enters Eq. (9) by matrices of smaller dimensions having the same eigenvalues in a certain energy range. Finding those matrices is essentially building an equivalent reduced mode space for the original problem[21,22,26]. The reduced matrices are obtained from the original ones by the following transformation:

\[
\Phi = \Phi^T H \Phi \quad (10)
\]

The transformation matrices \( \Phi \) are build from a small set of so-called representative Bloch states being eigenvectors of the original matrix \( H \) taken at specific wave vectors and energies. The tight-binding matrix can be diagonalized in two ways: either one sets a wave vector as a parameter and finds energies as eigenvalues or one sets the energy as a parameter and finds eigenvectors as eigenvalues. In this work we implement the second method since it is more convenient for computing Green’s functions that depend on energy as a parameter. The computation procedure for both the Hamiltonian \( H \) and self-energies \( \Sigma^L_0, \Sigma^R \) is described in Ref. [21] and in Appendix A in more detail.

The representative eigenvectors are collected in a matrix \( \Phi \). In the general case, the eigenvectors are not orthogonal and form the overlap matrix which cannot be diagonalized by solving the eigenproblem \( \Phi^T \Phi = c\Lambda c^T \) in order to obtain the matrix \( \Phi = \Phi \Lambda^{-1/2} \). In a relatively narrow energy window, matrix \( h \) gives a good approximation of the original matrix \( H \) and does not require any additional operations. However, when the energy window is extended, spurious solutions may appear in the spectrum along with the approximated energy bands. In this case one has to apply an algorithm eliminating spurious solutions; such an algorithm has been proposed by several authors in different modifications. In this work, we have found that for the range of energies up to 0.4 eV above the conduction band edge the spurious solutions do not appear.

In Fig. [3] we show results of computations of the Green’s functions \( G^r_0 \) using Eq. (9). The band structure of the pristine nanowire is given by the position of poles of \( G^r_0 \) in the energy-momentum space; the density of states equals \( \text{DOS} = -2\text{Im}(G^r_0) \) and the number of modes is given by the Caroli formula discussed above.

**FIG. 3.** a) The conduction band structure, b) density of states and c) number of modes of the pristine silicon NW with the width of 1.38 nm (2 lattice constants).
III. ELECTROSTATIC FIELDS OF MOLECULES WITH EXCESS CHARGES IN A CRYSTALLINE ENVIRONMENT

A. Orientation of molecules at the silicon substrate

For solving a scattering problem it is crucial to determine the scattering potential that is, in our case, the electrostatic fields of a tetracene molecule physisorbed at the NW surface.

For metallic substrates, the most energetically favorable geometrical configuration of the interface is such that the molecular axis \( c \) of tetracene (see Fig. 2) is parallel to the interface, while the axis \( b \) forms some angle with the surface due to the herringbone structure of the organic crystal. For insulators and semiconductors with passivated surfaces, the angle \( \alpha \) between the axis \( c \) and the surface is rather large and, unlike for metal substrates, the herringbone structure is formed in the direction parallel to the interface. Detailed information on the crystalline tetracene orientation relative to the silicon (100) surface is reported in Ref. 35 where the authors have measured the averaged angle \( \alpha = 65^\circ \pm 3^\circ \) for the ultra-thin tetracene films using the near-edge X-ray absorption fine structure. We use that average value in our calculations (see Fig. 4). To the best of our knowledge, the spacing \( d \) between physisorbed tetracene molecules and silicon surface is not known so we perform simulations for a set of values of the parameter \( d \).

B. Localized vs delocalized charge

The electron transport in organic semiconductors is characterized by an interplay between coherent transport described by band theory and incoherent polaronic transport. At low temperatures, the coherent transport may dominate in the crystalline organic semiconductors resulting in delocalization of charge carriers over large length scales. As the temperature increases the electron-phonon scattering become more intense leading to so-called polaron bandwidth narrowing. At room temperature the incoherent transport dominates and the electron transport becomes hopping between first nearest neighbours, one at a time, with a charge localized mostly on a single molecule. In the case of organic semiconductor films with an amorphous structure, typically the charge carriers are localized within a single molecule even at low temperatures.

C. Effect of the polarizable environment on molecular charge states

Comparing to the gas-phase, the ionization energy of an organic molecule in the crystalline phase is decreased by some value \( P_h \). If we neglect a small hybridization of molecular orbitals of adjacent molecules in the crystal, this energy corresponds to the polarization energy resulting from intermolecular interactions via the electrostatic fields and long-range dispersion forces. However even in this case, computing the electronic structure of molecular crystals is a challenging problem, especially for the case of the excess charge states, due to long range interaction between molecules. Such a multi-scale problem is often treated using a hybrid QM/MM/Continuum or QM/QM'/Continuum computational techniques. The simplest flavor of those hybrid methods exploited in this work is the QM/Continuum approach with the polarizable continuum model (PCM) well known from computational chemistry of solutions.

In order to compute electrostatic fields of the tetracene molecules in their crystalline environment we employ a method proposed in Refs. 19 and 42. The method treats the effect of environment on the electronic structure of a single molecule using PCM and tuned range-separated hybrid exchange-correlation potentials. The model has two parameters: the static dielectric constant, \( \epsilon \), and the range-separation parameter, \( \omega \). For the example of the crystalline pentacene, it has been shown in Ref. 19 that a proper choice of those parameters can reproduce energies of frontier orbitals with a qualitative accuracy. For the case of tetracene, we take the static dielectric constant of...
The range-separation parameter omega ω have been optimized to reproduce the ionization potential and electron affinity for bulk crystalline tetracene, following the procedure described in Ref. [10]. Our results can be reproduced using input files for Gaussian09 listed in the Supplementary Information.

The method described above gives the charge density and electrostatic potential neglecting an inhomogeneity of the environment, i.e. assuming that tetracene is surrounded by other tetracene molecules only. The environment of a molecule physisorbed at the silicon surface includes not only crystalline tetracene, but also silicon NWs and SiO2 substrate as is illustrated in Fig. 1. A rough estimate of the static dielectric constant for the silicon NW can be computed using a simple analytic expression based on the Penn’s model adapted to quantum-confined systems [43,45] ϵ = 1 + (ϵ_B - 1) / (1 + ΔE^2 / E_0^2), where ϵ_B = 11.3 is the static dielectric constant for the bulk silicon, E_0 = 4 eV is the direct band-gap for tetracene anions and cations

The dependence of the conductance on the Fermi energy, shown in Fig. 5, demonstrates that the elastic scattering by the electrostatic fields of tetracene molecules with excess charge suppresses the ballistic electron transport around the subband edges. The electron wave packets with smaller group velocity have larger probability to reflect at the molecular potential. The only detectable difference between positively and negatively charged molecules is the overall suppression of the conductance change in the case of radical cation comparing to the radical anion. For both charge signs, the shapes of the conductance change energy spectra are similar.

In order to estimate the conductance sensitivity as a function of the NW widths and temperature, we have computed the conductance change for the case of the molecular cation for a series of rectangular NWs of various sizes at different temperatures (see Fig. 6). Increas-

FIG. 5. The conductance of a silicon NW having rectangular cross-section with a side length of 1.38 nm.

IV. CONDUCTANCE ANALYSIS

A. Conductance spectroscopy: static analysis

We start our analysis with considering scattering at the single molecule limit for which nL = 1 in Eq. (8). The dependence of the conductance on the Fermi energy, shown in Fig. 5, demonstrates that the elastic scattering by the electrostatic fields of tetracene molecules with excess charge suppresses the ballistic electron transport around the subband edges. The electron wave packets with smaller group velocity have larger probability to reflect at the molecular potential. The only detectable difference between positively and negatively charged molecules is the overall suppression of the conductance change in the case of radical cation comparing to the radical anion. For both charge signs, the shapes of the conductance change energy spectra are similar.

In order to estimate the conductance sensitivity as a function of the NW widths and temperature, we have computed the conductance change for the case of the molecular cation for a series of rectangular NWs of various sizes at different temperatures (see Fig. 6). Increasing the width of NWs leads to the overall shift of the conductance spectra and to a reduction of spacing between propagating modes implying enhancement of the density of states.

At zero temperature, for each propagating mode the conductance change caused by the flip of the charge state of a molecule decreases with larger widths of NWs. However at higher temperatures, the Fermi window, defined by the expression df(ε)/dε |_ε=F in Eq. 1 becomes wider and the conductance is determined not by a single mode but by a contribution from several modes within the Fermi window. Therefore, the conductance change computed at a certain Fermi energy is defined by both the energy distribution of modes and conductance change per a mode. As a result, the interplay between the density of states and sensitivity per state determines a complicated temperature dependence of the peak conductance change (see Fig. 5). We define the peak conductance change as the conductance change at the first peak of the depen-
FIG. 6. a) Fermi energy dependence of the pristine nanowire conductance at $T = 5$ K, and b) the conductance change determined by a scattering on the electrostatic field of the tetracene cation physisorbed at the surface at $T =$ 50 K. The spacing between silicon surface and molecules is taken to be 5 Å. The series of rectangular NWs are characterized by the length of the side of 1.38, 1.86, 2.40, 2.95 and 3.49 nm.

dependence of the conductance change on the Fermi energy computed at $T = 5$ K. The Fermi energies corresponding to those peaks are denoted in Fig. 6b by the vertical thin lines. In Fig. 6 due to the above mentioned interplay, we see lots of intersections of the curves at low temperatures for the wider NWs and at relatively high temperatures for the smallest NW of 1.38 nm. The non-monotonic dependence of the conductance sensitivity on the NW size can be explained by the fact that the density of states in the smallest NW is so small that, despite its high sensitivity per mode, the maximal conductance change at low temperatures is observed in a slightly larger NW. At the temperatures above 200 K, the peak sensitivity of NWs depends monotonically on their widths.

Dependence of the peak conductance change on the spacing between organic molecules and silicon surface is shown in Fig. 8 for two NWs of different sizes, computed for both cation and anions placed at the center of NW as well as displaced to its edge. The obtained results show that the conductance change is very sensitive to the width of NWs while it is less sensitive to changes of the lateral coordinates of molecules within the nanowire width and the sign of their charge. Therefore we may average computed conductance over lateral displacement of molecules and charge signs (see grey thick curves in Fig. 8).

In the smallest NW at $T = 5$ K, the conductance is sensitive to the charge states in the first and second molecular monolayers (see Fig. 8). For larger NWs, charges in the first monolayer are only detectable. The sensitivity significantly degrades at higher temperatures resulting in the maximal conductance change of several percent from $2e^2/h$ in the NW with the side length of 3.49 nm (see Fig. 6b). However, such conductance change is caused by elastic scattering on a single molecule only. Going beyond the single molecule limit by increasing the concentration of scattering centers and the length of the device region enhances the conductance change as is illustrated in Fig. 9. The conductance change grows with the product $nL$ and saturates at the conductance of the pristine nanowire. This effect has been first discussed in Ref. 11, showing results similar to ours.
This kind of noise is described by the Lorentzian power like telegraph noise or generation-recombination noise.

The noise in ultra-thin wires consists of shot noise and thermal noise that can be expressed in terms of the transmission probabilities:

\[ S(\omega) = nL \frac{4V^2\Delta G_s^2 P_{+,-} P_0 \tau}{1 + \omega^2 \tau^2} \]  

where: \( V \) is the applied electrical bias, \( \Delta G_s \) is the conductance change caused by charge state switching of a single molecule, \( P_{+,-} \) and \( P_0 \) are probabilities of finding molecule in one of positive or negative charge states and in the neutral state correspondingly. These probabilities can be expressed as: \( P_{+,-} = nL/N \) and \( P_0 = 1 - nL/N \), where \( n \) is the mean linear density of molecules with excess charge, \( L \) is the length of NW, and \( N \) is the overall number of tetracene molecules covering NW. If we assume that the number of charged molecules is much less than the overall number of molecules, the resulted expression for the noise power spectral density reads:

\[ S(\omega) = \frac{nL 4V^2 \Delta G_s^2 \tau}{N 1 + \omega^2 \tau^2} \]  

Eq. (13) together with Eq. (11) can be used to fit the measured noise power density. As a result of the fitting procedure, one obtains the value of the characteristic time \( \tau \). The values of \( n \) and \( \Delta G_s \) can be obtained from measurements of the mean conductance change discussed in the previous section.

It has been suggested in Ref. 55 that, in order to reduce the contributions of thermal noise and shot noise, the measurements of the noise power density can be performed in the frequency range up to 100 GHz where telegraph noise dominates.

The proposed method can be used to measure fluctuations of the intrinsic charge carriers as well as the photo-induced charge carriers. In the later case ultra-fast pulses combined with phase locked detection allow the charge movement within the film to be distinguished from the inherent photoconductance response of the nanowires. In addition, comparison of neighbouring NWs in an array (as visualized in Fig.1) provides a method of common mode rejection.

C. Spatially resolved measurements: electrical impedance tomography

As well as temporal resolution, the spatial NW layout allows the position of the mobile charges to be determined. The 1D array layout of silicon NWs shown in Fig. [1] provides information on a linear distribution of charge carriers in the direction along the NW array. In order to access information on the 2D distribution of charge carriers in the organic semiconductor thin film, we propose a setup representing a grid of NW resistors shown in Fig. [10]. In principle, the resistance of each NW resistor can be read out with having contacts only at the edge nodes by means of electrical impedance tomography [56].

FIG. 9. Fermi energy dependence of the conductance change caused by scattering on the electrostatic field of the tetracene cation for different values of \( nL \), effective number of molecules, and for a) \( T=5 \) K and b) \( T=300 \) K.

B. Noise spectroscopy: dynamic analysis

Besides the static charge distribution sensitivity, information about the dynamic evolution of charge carriers can also be obtained. The time evolution of molecular charge states leads to fluctuations of the NW conductance which, in turn, can be probed by noise spectroscopy of the electric current in the NW.

The noise in ultra-thin wires consists of shot noise and thermal noise that can be expressed in terms of the transmission probabilities:

\[ S = 2qV \coth \left( \frac{qV}{2k_B T} \right) \frac{2q^2}{\hbar} \sum_j T_j (1 - T_j) + 4k_BT \frac{2q^2}{\hbar} \sum_j T_j \]  

We assume that the charge state fluctuations of tetracene molecules represent a discrete Markov process like telegraph noise or generation-recombination noise. This kind of noise is described by the Lorentzian power spectrum.
The technology relies on how fast this problem can be solved on the device level. The proposed setup requires additional analysis on the trade-offs between accuracy, resolution and bandwidth, which can be optimized for the parameters of given film to be studied.

V. SUMMARY

In order to estimate the sensitivity of nanowire conductance detection, we consider silicon nanowires as a probe of charge states in tetrasene molecules physisorbed on its surface as an example. We used the linear transport model and expressed the mean-free path determined by elastic scattering in terms of causal Green’s functions. The Green’s functions have been computed using the recursive algorithm and the semi-empirical tight-model with the reduced mode space transformation. The electrostatic potential of the molecules with excess charge has been computed using a combination of the polarizable continuum model and density functional theory with the reduced mode space transformation. The Green’s functions have been computed using theable continuum model and density functional theory with the reduced mode space transformation. The Electrostatic field of charged molecules defines the range-separated exchange-correlation functional.

The conductance change caused by elastic scattering on the electrostatic field of charged molecules decreases with increasing temperature and transverse sizes of nanowires. For a single molecule, ultra-thin silicon nanowires with characteristic sizes of the cross-section below 2 nm are characterized by the conductance change of about 0.1 – 2e²/h at room temperature. The conductance change grows with the number of charged molecules. Thus, the sub-4 nm nanowires are sensitive enough to detect several tens of charge carriers. At room temperature, only charge carriers in the first molecular monolayer are detectable.

Our results show that silicon nanowires can be used to measure the concentration of charge carriers in the organic thin films assuming that their charge is localized within a single molecule. In addition the time evolution of molecular charge states leads to fluctuations of the NW conductance which, in turn, can be probed by noise spectroscopy. We propose using a grid of nanowire resistors to access the information on 2D spatial distribution of charge carriers in organic thin films, via electrical impedance tomography.
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VII. APPENDIX A: DEVICE REGION

HAMILTONIAN AND LEADS SELF-ENERGIES

In this appendix the band structure of the infinite ideal NW can be obtained from the solution of the following linear system of algebraic equations:

\[
\begin{pmatrix}
0 & I \\
-h_1^{-1} & (EI - h_0)
\end{pmatrix}
\begin{pmatrix}
\lambda_n u_n \\
\lambda_n u_n
\end{pmatrix} =
\begin{pmatrix}
\lambda_n u_n \\
\lambda_n u_n
\end{pmatrix}
\]

(14)

where \(h_0\) is the tight-binding Hamiltonian of the nanowire unit cell shown in Fig. 2, \(h_{-1}\) and \(h_1\) are the Hamiltonians describing couplings of the unit cell to the left and right neighbours correspondingly, \(E\) is the energy set as a parameter and \(\lambda_n\) is an eigenvalue expressed as an analytic function of the wave number \(k\).

Following the procedure described in Ref. 34, the eigenvectors \(u_n\) and eigenvalues \(\lambda_n\) can be divided in two classes: the left-propagating modes, \(u_+\) and \(\Lambda_+\), and right-propagating modes, \(u_-\) and \(\Lambda_-\). The self-energies describing couplings to the semi-infinite leads can be expressed in terms of those modes:

\[
\Sigma^L_R = h_{\pm 1} u_+ \Lambda_+ u_-^{-1},
\]

(15)

The Hamiltonian for the device region, \(H\), in Eq. 9 is composed of the Hamiltonians for the unit cells of the nanowire:
The number of blocks on the main diagonal is determined by the required length of the device region. The minimal length is determined by spreading of the electrostatic field of a single molecule with excess charge which spreads over approximately fifteen unit cells.

VIII. APPENDIX B: ELECTROSTATIC FIELDS OF PHYSIORBED TETRACENE MOLECULES

FIG. 11. Variations of electrostatic field of a neutral tetracene molecule in the near-field region computed with (black line contours) and without (red line contours) optimizing the range-separation parameter for crystalline environment. The field distribution is shown for the planes perpendicular to the aromatic rings a) along the molecular axis $c$ and b) perpendicular the molecular axis $c$.

FIG. 12. Electrostatic potential of tetracene a) anion and b) cation computed in the homogeneous media approximation.

In the homogeneous media approximation, the electrostatic potentials has been computed with the relative permittivity of $\epsilon_{Tc} = 3.8$ to take into account dielectric screening caused by a polarizable environment.

Results of DFT calculations shown in Fig. 11 suggest that the electrostatic field distribution of the neutral tetracene molecule is highly nonuniform in the near zone. Such field distribution is responsible for the herringbone structure of the tetracene crystal. The optimizing of the range-separation parameter $\omega$ in the exchange-correlation functional besides giving better agreement for ionization energy and electron affinity with experimental data, causes a slight difference in the electrostatic potential which is a result of a small redistribution of the electron density within a molecule due to interactions with surrounding molecules in the crystal.

The electrostatic potentials of the tetracene anion and cation shown in Fig. 12 resemble the screened Coulomb potential at the distances larger than 15 Å from the molecular center of mass. At the shorter distances, electrostatic fields are characterized by a non-uniform angular dependence.

The dielectric permittivity of Si NWs are collected in Tab. I. In order to take into account the dielectric mismatch between tetracene and the Si NW, we solve the Poisson equation:

$$\nabla [\epsilon(r) \nabla \phi(r)] = -4\pi \rho_0$$

for the charge density $\rho_0$ obtained in the homogeneous media approximation. The charge density can be extracted from the electrostatic potential, $\phi_0$, shown in Fig. 12 using the relationship $\rho_0 = -(\epsilon_{Tc}/4\pi) \nabla^2 \phi_0$.

| NW width (nm) | 1.38 | 1.86 | 2.40 | 2.95 | 3.49 |
|---------------|------|------|------|------|------|
| $\epsilon_{NW}$ | 8.11 | 9.26 | 9.97 | 10.38 | 10.62 |

Eq. 17 can be rewritten in the form:

$$\nabla^2 \phi(r) = -\frac{1}{\epsilon(r)} \left[ 4\pi \rho_0 + \nabla \epsilon(r) \nabla \phi(r) \right]$$

The right hand side of the equation can be thought as an effective charge, $\rho'$, dependent on the electrostatic field. This is the essence of the so-called the induced charge computation method. The equation can be solved iteratively assuming $\rho' = 4\pi \rho_0/\epsilon(r)$ as a first guess and updating charge $\rho'$ for each next step. The advantage of the iteration procedure is that, at each iteration step, we solve the standard Poisson equation with constant coefficients, for which a variety of standard Poisson solvers exists. In this work we use the so-called fast Poisson solver from GPAW package. The solver uses a combination of Fourier and Fourier-sine transforms in combination with parallel array transposes.

In Fig. 13, we show the effect of the dielectric mismatch on the electrostatic field of tetracene anion. The effect is pretty weak resulting in relative deviation of less than 5% in NW conductances.
FIG. 13. The electrostatic potential of tetracene anion computed with $\epsilon = 3.8$ (red dotted contours) with the position-dependent dielectric permittivity (black dashed contours) taking into account the dielectric mismatch between silicon NW and tetracene crystal.
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# opt=tight uwb97xd/6-31++g(d,p) iop(3/107=0032000000, 3/108=0032000000) scrf=(pcm,read) scf=qc
gem=connectivity

tetracene anion optimization

-1 2

|   |       |       |       |
|---|-------|-------|-------|
|   |  C    |  C    |  H    |
|   | -4.42200000 | -0.63200000 | 11.62800000 |
| 10 | -4.37500000 | -0.89400000 | 10.25400000 |
| 11 |  -3.67300000 |  0.00200000 |  9.37300000 |
| 12 |  -4.00300000 |  0.30100000 | 11.99100000 |
| 13 |  -3.33700000 |  0.89800000 |  9.78400000 |
| 14 |   0.46800000 |  1.30700000 |  7.61800000 |
| 15 |   0.46300000 |  0.41900000 |  8.66800000 |
| 16 |  -0.17900000 |  0.81400000 |  9.87400000 |
| 17 |  -0.25100000 | -0.06100000 | 10.97600000 |
| 18 |  -0.91600000 |  0.25400000 | 12.19700000 |
| 19 |  -1.40400000 |  2.45100000 | 11.24100000 |
| 20 |  -0.76600000 |  2.11900000 | 10.04000000 |
| 21 |  -0.69100000 |  2.95100000 |  8.96900000 |
| 22 |  -0.08600000 |  2.66600000 |  7.79200000 |
| 23 |   0.93100000 |  0.97100000 |  6.69400000 |
| 24 |   0.89600000 | -0.55500000 |  8.52100000 |
| 25 |   0.17900000 | -1.06000000 | 10.86300000 |
| 26 | -1.82800000 |  3.40800000 | 11.37800000 |
| 27 | -1.31500000 |  3.92800000 |  9.15900000 |
| 28 | -0.04600000 |  3.34100000 |  7.05000000 |
| 29 |  -5.03100000 | -1.46800000 | 12.51900000 |
| 30 |  -4.91200000 | -2.09100000 |  9.76000000 |
| 31 |  -3.61300000 |  0.25300000 |  7.99000000 |
| 32 |  -0.96700000 | -0.59300000 | 13.28100000 |
| 33 |  -1.45500000 |  1.60400000 | 12.32500000 |
| 34 |  -5.62900000 | -2.69100000 | 12.00200000 |
| 35 |  -5.11700000 | -1.22000000 | 13.92800000 |
| 36 |  -4.85500000 | -2.35100000 |  8.31400000 |
| 37 |  -5.54300000 | -2.93900000 | 10.59300000 |
| 38 |  -4.21300000 | -1.47000000 |  7.49100000 |
| 39 |  -3.17600000 |  0.43100000 |  7.35600000 |
| 40 |  -1.60400000 | -0.26000000 | 14.48100000 |
| 41 |  -0.54300000 | -1.54900000 | 13.14400000 |
| 42 |  -2.12000000 |  1.91900000 | 13.54600000 |
| 43 |  -6.23800000 | -3.52800000 | 12.89300000 |
| 44 |  -5.74800000 | -2.06800000 | 14.76200000 |
| 45 |  -4.68100000 | -0.29300000 | 14.28400000 |
| 46 |  -5.26800000 | -3.26100000 |  7.98200000 |
| 47 |  -5.97900000 | -3.86700000 | 10.23800000 |
| 48 |  -4.19100000 | -1.70400000 |  6.49800000 |
| 49 |  -2.19200000 |  1.04400000 | 14.64800000 |
| 50 |  -1.67900000 | -1.09300000 | 15.55300000 |
| 51 |  -2.55000000 |  2.91900000 | 13.65900000 |
| 52 |  -6.65700000 | -4.46000000 | 12.53100000 |
| 53 |  -6.28500000 | -3.26500000 | 14.26800000 |
| 54 |  -5.80500000 | -1.80800000 | 16.20800000 |
| 55 |  -2.83400000 |  1.44000000 | 15.85300000 |
| 56 |  -1.23200000 | -2.07000000 | 15.36300000 |
| 57 |  -2.28500000 | -0.80700000 | 16.73000000 |
| 58 |  -6.98700000 | -4.16200000 | 15.14800000 |
| 59 |  -6.44700000 | -2.68900000 | 17.03000000 |
| 60 |  -5.39200000 | -0.89800000 | 16.54000000 |
| 61 |  -2.83900000 |  0.55100000 | 16.94000000 |
| 62 |  -3.26700000 |  2.41300000 | 16.00000000 |
| 63 |  -2.32500000 | -1.48300000 | 17.47200000 |
| 64 |  -7.32300000 | -5.05700000 | 14.73700000 |
| 65 |  -7.04700000 | -3.90600000 | 16.53100000 |
| 66 |  -6.46900000 | -2.45500000 | 18.02300000 |
| 67 |  -3.30200000 |  0.88800000 | 17.82700000 |
| 68 |  -7.48400000 | -4.58000000 | 17.16500000 |

1  21  2.0  2  1.5  4  1.0
2  22  1.5  3  1.5
3  23  1.5  5  1.0
\[
\begin{align*}
\text{eps} &= 3.8
\end{align*}
\]