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Abstract. Now a days numerous real-time OS like QNX, VxWorks, LynxOS and real-time extension of Linux practicing the processor affinity concept to schedule the real-time tasks and it offers more flexible approach instead of traditional approaches defined in the literature. Limiting the migration may reduce the context switch overhead and improve the cache performance but it largely influence on other parameters which are most important for the any real-time operating system. It degrades overall performance by decreasing the schedulability of tasks, increase the deadline miss ratio. This paper presents the problem in existing processor affinity based approach which confines the schedulability of the tasks and designed a novel processor affinity based algorithm to enhance the schedulability of the tasks and decreases the average deadline miss ratio by providing the flexible migration policy with the priority reassignment mechanism.
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1. Introduction
The system performance of any real-time system doesn’t depend only on correct outcome but it must had been generated within its deadline also [1-3]. The crucial part of any real-time system is to meet the deadline and RTOS can help to attain this aim by providing the scheduling mechanism. The part of an OS called scheduler which is responsible to take scheduling decision like resource allocation and de-allocation to particular task [4,5,9,10, 21]. The goals of scheduler in any general purpose OS is to attain fairness, maximize throughput, minimize response time and maximize resource utilization etc. In case of Real-time OS the main goal of scheduler is meeting the deadline [6, 14]. The scheduler can allocate and de-allocate the computing resources to the various tasks based on its priority(The task who has small deadline is having highest priority) in such a way so overall schedulability can be increased and reduce the deadline miss ratio.

2. Background Theory
In the current era, most of the systems are having multiprocessor architecture. In uniprocessor system the scheduler focus on only process selection that is which process should be executed on which processor in which order. In case of multiprocessor real-time system scheduler needs to address two different problems [11-13,18,22-33]: i) The Process selection issue (priority assignment): What priority should be assigned to each job/task in the ready queue.ii) The Processor selection issue: on which processor the task/job should be executed. The higher priority tasks/jobs must be scheduled first so deadline can be met both the problems; processor selection and priority assignment closely related to each other so one can combine any priority assignment approach with any processor selection approach[16]. There are three categories of priority assignment approaches; i) The task level fixed priority approach(e.g. Rate Monotonic Algorithm) [14] ii) job level fixed priority approach(e.g.
Earliest Deadline First Algorithm) [14] iii) job level dynamic algorithms (e.g. Least Laxity first Algorithm) [14]. As described above, multiprocessor real-time system addresses the processor selection problem along with process selection problem. Numerous research carried out on processor selection issue. All the processor selection approaches can be put in three categories; a) Global Scheduling approach: This approach allow the task/job to execute on any free processor [6, 16, 17], b) Partitioned Scheduling approach: The task can be executed on fixed processor no task migration is allowed [6, 16, 17], c) Hybrid Scheduling approaches: This approach allows a task to migrate within particular cluster [12, 13]. The literature describes the Semi-partitioned [8, 11] and restricted-migration approaches [7, 11] also. In semi partitioned approach most of the tasks had assigned a fixed CPU and only few are permitted to migrate.

3. Objectives

There are two main objectives for this proposed scheduling algorithm:
Increase the overall schedulability
Decrease the average deadline miss ratio

4. Real Time System Model

This section offers the real-time task model, definition of various terms and assumptions are taken into consideration for performing this analysis. This article presents the real-time system that includes the taskset of n periodic real-time tasks which can be scheduled on m identical processors. The task-set has been defined as $\tau = \{T_1, T_2, \ldots, T_n\}$ and processor set $\pi = \{\pi_1, \pi_2, \ldots, \pi_m\}$. It is assumed that every task is periodic then $T_k = (e_k, d_k, p_k)$, where $e_k$ is worst-case execution time of the task, $d_k$ is the relative deadline and $p_k$ is the period of task. If the deadline of a task is not specified explicitly then by default equal to the period of that task else relative deadline can be given explicitly that would be less than the period of a task. The processor affinity of task $T_i$ is $\alpha_k$, where $\alpha_k \subseteq \pi$ and Utilization of the task is defined as $u_k = e_k/p_k$. The total utilization of a taskset would be $U = \sum_{i=0}^{n} u_i$. The task set called schedulable if the utilization factor becomes less than m for the multiprocessor system with m processors. In this article the assumption has been made that the processor affinity is set from the inception of the task during its execution and kept fix throughout the execution.

5. Real-Time Task Scheduling and Processor Affinity

The present-day real-time operating systems like QNX, RTEMS, Lynux and real-time extensions of Linux are using the idea of processor affinity in place of traditional approaches discussed in literature for implementing their scheduler which is more flexible way of task migration in multiprocessor systems. Many RTOS has applied the processor affinity concept for restricted migration. The set of processors on which the jobs of that task can be executed is called the Processor affinity of any task. Even though all the processors under job’s affinity are busy in higher priority job, the job cannot be executed on the free processor which is not in its affinity mask. Any task would be allowed to schedule only on those processors which are in its processor affinity defined by $\alpha_k$, where $\alpha_k \subseteq \pi$. As per the requirement of application[5-8]. Observant assignment of processor affinity can help to achieve better schedulability time for real-time system. One can change the processor affinity by using the kernel APIs; for example the Linux kernel which provides sched_getaffinity() and sched_setaffinity() for to read and to change the affinity set of a task respectively [19–21]. In this paper it is assumed that the processor affinity would not be changed during task’s whole life time. The real-time workload is considered for scheduling with processor affinity of task [19–21]. The processor affinity is used to present the conventional migration approaches described in literature. The
global approach can be applied if for every tasks the affinity is set to all processors. The partitioned approach can be applied if for every tasks the affinity is set to the only single processor. Any priority assignment approach can be used with processor affinity for processor selection. The concept of processor affinity can be understood by taking the example of Linux Push-Pull Scheduler in multiprocessor system. The load balancing requirements for run queue is also checked periodically by Linux scheduler so maximum CPU Utilization can be achieved. However, Linux scheduler is not flexible to move higher priority task on another processor for lower priority task which can’t be run elsewhere because of its processor affinity constraint; so controlled push/pull mechanism leads to failure from getting higher schedulability. In the article the scenario described in detail and presented an innovative approach for multiprocessor real-time system to overcome the limitations in existing system and increase the overall schedulability.

5.1. The Migration Opportunity Scenario for Real-Time Task

The priority inversion is the more common issue faced by uniprocessor and the similar problem also appears in multiprocessor system when the lower priority task blocks the higher priority task from its execution. Let’s understand this problem with example.

Consider the case with different migration opportunities in figure-1. We have one real time system which contains 3 processors and four tasks. The task priority order is $P_1 > P_2 > P_3 > P_4$ and processor affinity sets $\alpha_1 = \{\pi_1, \pi_2, \pi_3\}, \alpha_2 = \{\pi_2, \pi_3\}, \alpha_3 = \{\pi_1\}, \alpha_4 = \{\pi_2, \pi_3\}$. In figure-1(a), the processes $P_1, P_2, P_4$ are in running state and process $P_3$ is waiting. After some times the process $P_3$ comes in ready to run state but it will not be allowed to execute it on $\pi_4$ as it is already executing the higher priority process $P_1$. On the other side the task $P_4$ is being executed on processor $\pi_3$ which falls in the affinity set of process $P_1$. The solution may be to preempt process $P_4$ as the priority order is $P_3 > P_4$ and it can be shifted to processor $\pi_3$ to schedule process $P_3$ on $\pi_4$. One possible solution can be the preempting $P_1$ from the $\pi_3$ and scheduling the $P_1 (P_1 > P_3)$ from processor $\pi_1$ to processor $\pi_3$.

This push/pull will make feasible the execution of $P_3$ on $\pi_4$ and it will increase the overall schedulability of the system as shown in figure-1(b). One more solution is also possible as shown in figure-1(c); $P_1$ pushed to processor $\pi_2$ and $P_2$ pushed to processor $\pi_3$ so this solution required two context switches while in figure-1(b) require a single context switch so figure-1(b) can be cost effective solution in terms of switching overheads.
Figure 1 [12]: Figures (a)-(c) represents process scheduling state at different time with its affinity and possibilities of task shifting. (a) Initial state $t_0$ when $P_1$, $P_2$ and $P_4$ tasks are scheduled. (b) Probable state where $P_3$ is ready and scheduled on processor $\pi_1$ after shifting task $P_1$ on processor $\pi_2$. (c) Probable state where task $P_3$ is ready and scheduled on processor $\pi_1$ after shifting task $P_2$ to processor $\pi_2$ and shifting task $P_1$ to processor $\pi_2$.

The case shows that due to the migration constraints existing processor affinity based scheduler fails to get higher schedulability. The Schedulability can be increased by pulling lower priority task and migrating higher priority task to that processor. To determine which job should be migrated to achieve higher schedulability we use proposed approach to check task migration opportunities.

6. APA based scheduler with priority reassignment

The previous section presented the problem of existing processor affinity based scheduler. This section presenting a different approach for APA scheduler to overcome the problem appears in present scheduler and it decreases the deadline miss ratio and increases the overall schedulability.

The case described in figure-1 is taken into consideration to demonstrate the proposed algorithm in which $P_3$ is waiting but the Processor $\pi_1$ under its affinity is not free and running $P_1$ which has higher priority task than $P_3$. The $P_1$ can be pulled from the from $\pi_1$ if the priority of task $P_1$ becomes higher than $P_3$ and that can be done by reprioritization approach. The proposed algorithm set the priority of $P_3$ higher than $P_1$ so it can be pulled and $P_3$ can be scheduled on $\pi_1$, $P_1$ is ready task so it can be scheduled on processor $\pi_3$ as it is executing lowest priority task $P_3$ which can be preempted. After completion of this push/pull operation the task $P_1$ and $P_3$ would be set to their original priority. To solve the problem of priority inversion the priority ceiling protocol or priority inheritance protocol is used to swap the priority of the tasks. This solution must be guaranteed to execute all higher priority task successfully.

7. Flow of Proposed Algorithm

In the proposed approach as shown in figure-2, first the proposed algorithm check for the probability of the priority inversion problem. When any new task $T_k$ becomes ready to run scheduler checks that any processor in task’s affinity is free or not, if processor is free then no priority inversion problem and free processor is assigned to ready task $T_k$. But if priority inversion problem is found then task reprioritization would be done to decrease the deadline miss ratio and improve the overall schedulability. The priority inversion problem means the lower priority task blocking the higher priority process from occupying the computing resource. The priority inversion problem occurs if the task is ready to run but can’t be executed as the higher priority task is already running on the CPU in task’s ($T_k$) affinity and the CPU which is executing lowest priority task ($T_i$) is under the affinity of running higher priority task ($T_i$) so the ready to run task ($T_k$) with higher priority than $T_i$ will be blocked that is called priority inversion problem. Once the priority inversion found in the system the
proposed approach would recognize a Target_Processor, a Target_Task and then as per the requirement Target_Task push/pull to the target processor by reprioritization which is the priority of the ready to run task \( T_k \) is increased than \( T_i \) at kernel level. The reprioritization allows to integrate solution without altering any kernel API. The second approach as shown in figure-3 permits to change processor affinity of the ready to task \( T_k \) to Target_Processor so it pulls Target_Task. For example, if task to be scheduled has processor affinity \( \{p_i, p_j, p_k\} \) and tasks on these processors are \( \{T_i, T_j, T_k\} \) respectively, where \( p_i > p_j > p_k \). Now Target_Task is \( p_j \) and priority of task to be scheduled is set higher than \( p_j \). In that case, instead of preempting \( p_j \) it preempts \( p_k \). Setting affinity to only \( p_j \) it only preempts \( p_j \).

**Figure-2. Check for Priority Inversion**

**Figure-3. Task Priority Reassignment**
8. Experimental Setup and Result Analysis

This section presents the experimental setup and result analysis. In this article, result analysis is done on average deadline miss ratio and average schedulability analysis for multiprocessor real-time system. First of all the viability of proposed algorithm has been checked through the RTSim simulator for real-time system [7]. The SimSo API is used for Task set generation [6]. The Linux Testbed Litmus-RT is used for implementation and experimental work [14,15]. The proposed approach has been compared with P-FP and G-EDF. The DkC approach has been used for priority assignment [1] and period distribution is taken log-uniform [2]. This article presents a generalized processor affinity based scheduler gives realization of similar like partitioned, clustered and global tasks in a taskset and then assigns uniform processor affinity like high-utilization tasks had been given partitioned-like affinities and high-density tasks had been given global-like affinities so that they can easily migrate to other processors and the execution can be completed as early as possible. It has been taken into account that the overall utilization must be kept as minimum as possible so system load would be balanced. In case-1, calculated average deadline miss ratio for different task set size like 4, 8, 16, 32 and 64 scheduled on eight processors. In case-2, calculated average schedulability for different task set size like 4, 8, 16, 32 and 64 scheduled on eight processors. The case-3 presents average deadline miss ratio for different task set size on 16 processors. The case-4 presents average schedulability for different task set size on 16 processors. At the time of transient overload proposed algorithm gives better result than that of traditional approaches as our approach provides more flexible migration policy by priority reassignment. The result shows that proposed approach increases the overall schedulability and reduces the deadline miss ratio. The context switch analysis is not done here it may increase in some case.

Case-1: Average Deadline Miss Ratio when different Task set scheduled on 8 processors

| Task Set Size | P-FP  | G-EDF | Proposed |
|---------------|-------|-------|----------|
| 4             | 0.2306| 0.0532| 0.007025 |
| 8             | 0.50  | 0.11  | 0.035    |
| 16            | 0.347 | 0.787 | 0.0213   |
| 32            | 0.347 | 0.503 | 0.0821   |
| 64            | 0.416 | 0.335 | 0.0124   |

![Figure-4.Average Deadline Miss Ratio when different Task set scheduled on 8 processors](image)
Case-2: Average Schedulability when different Task set scheduled on 8 processors

| Task Set Size | P-FP | G-EDF | Proposed |
|---------------|------|-------|----------|
| 4             | 65%  | 88%   | 92%      |
| 8             | 78%  | 82%   | 89%      |
| 16            | 57%  | 76%   | 85%      |
| 32            | 63%  | 84%   | 90%      |
| 64            | 66%  | 73%   | 81%      |

![Figure-5](image-url) Average Schedulability when different Task set scheduled on 8 processors

Case-3: Average Deadline Miss Ratio when different Task set scheduled on 16 processors

| Task Set Size | P-FP | G-EDF | Proposed |
|---------------|------|-------|----------|
| 4             | 0.227| 0.222 | 0.007025 |
| 8             | 0.33 | 0.41  | 0.0981   |
| 16            | 0.519| 0.850 | 0.0213   |
| 32            | 0.396| 0.304 | 0.0821   |
| 64            | 0.432| 0.287 | 0.0124   |

![Figure-6](image-url) Average Deadline Miss Ratio when different Task set scheduled on 16 processors
Case-4: Average Schedulability when different Task set scheduled on 16 processors

| Task Set Size | P-FP  | G-EDF  | Proposed |
|---------------|-------|--------|----------|
| 4             | 54%   | 72%    | 79%      |
| 8             | 47%   | 85%    | 91%      |
| 16            | 62%   | 78%    | 87%      |
| 32            | 60%   | 83%    | 89%      |
| 64            | 45%   | 69%    | 76%      |

Figure 7. Average Schedulability when different Task set scheduled on 16 processors

9. Conclusion and Future scope
After the sufficient result analysis it is concluded that the proposed affinity based scheduler improves the overall schedulability and decreases the deadline miss ratio as compared to the traditional scheduling approaches like global approach and partitioned approach. The proposed approach uses the hard pre-emption migration policy with priority reassignment which may increase switching overhead. Context switch analysis is not considered here so one can try for context switches analyses. This approach is kept limited to dynamic priority as well as also kept fixed affinity but one can extend it to dynamic affinity assignment.
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