SUPER DUALITY AND KAZHDAN-LUSZTIG POLYNOMIALS
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Abstract. We establish a direct connection between the representation theories of Lie algebras and Lie superalgebras (of type A) via Fock space reformulations of their Kazhdan-Lusztig theories. As a consequence, the characters of finite-dimensional irreducible modules of the general linear Lie superalgebra are computed by the usual parabolic Kazhdan-Lusztig polynomials of type A. In addition, we establish closed formulas for canonical and dual canonical bases for the tensor product of any two fundamental representations of type A.

1. Introduction

1.1. Background. Since the classification of finite-dimensional complex simple Lie superalgebras by Kac [K1], there has been an enormous amount of literature devoted to the representation theory of Lie superalgebras, in particular that of the general linear superalgebras \( \mathfrak{gl}(m|n) \) over \( \mathbb{C} \) (cf. [BL, BR, Br1, Br2, CW, CZ, JHKT, JZ, K2, Ku, PS, Se1, Se2, Sv, Zou] and the references therein). While having many similarities with the representation theory of Lie algebras, it was soon realized however that the study of representations of Lie superalgebras is in general very different and difficult: often a given method borrowed from semisimple Lie algebras (e.g. Borel-Weil construction, Weyl characters, etc.) can only cover limited classes of representations. In the case when a weight \( \lambda \) is typical, the irreducible highest weight module \( L_n(\lambda) \) of \( \mathfrak{gl}(m|n) \) coincides with the so-called Kac module, whose character was obtained in [K2].

For the study of the representation theory of reductive Lie algebras, the Kazhdan-Lusztig (KL) theory [KL] has proved to be an extremely powerful tool. The Kazhdan-Lusztig conjecture which expresses the characters of irreducible modules of a simple Lie algebra in terms of KL polynomials has been established independently in [BB, BK]. A decade ago, the idea of KL theory was applied by Serganova [Se1, Se2] (with a mixture of algebraic and geometric techniques) to offer a complete solution to the longstanding problem of finding the characters of finite-dimensional irreducible modules of \( \mathfrak{gl}(m|n) \).

Recently, partly inspired by the ideas of Lascaux, Leclerc and Thibon [LLT], Brundan [Br1] offered a very different, purely algebraic, elegant Fock space approach to the irreducible character problem for \( \mathfrak{gl}(m|n) \). Brundan’s Fock space

\[ \mathcal{E}^{m|n} := \Lambda^m \mathcal{V} \otimes \Lambda^n \mathcal{V}^*, \]
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\(^1\)In [Br1], the roles of \( \mathcal{V} \) and \( \mathcal{V}^* \) are switched, but this is not essential.
where $V$ (respectively $V^*$) is the natural (respectively dual) module of the quantum group $\mathcal{U} = U_q(\mathfrak{gl}(\infty))$, affords several bases such as the monomial basis and the Kashiwara-Lusztig (dual) canonical bases ($\text{[Lu1]}$, Kas, Lu2). Brundan computed the transition matrices of KL polynomials between the (dual) canonical basis and the monomial basis for $\mathcal{E}^m|n$, and further established in terms of the KL polynomials the character formulas of the irreducible modules and of the tilting modules in the category $\mathcal{O}^m|n$ of finite-dimensional modules of $\mathfrak{gl}(m|n)$. (We will denote by $\mathcal{O}^{++}_m$ an analogous category; see Section 3.) His definition of KL polynomials was also shown to coincide with the one given originally in [Se1, Se2] and it has a cohomological interpretation in the sense of Vogan [Vo] (also cf. [CPS], [Zou]).

The category $\mathcal{O}_m^n$ is reminiscent of the parabolic category $\mathcal{O}_m^n + \mathcal{n}$ of $\mathfrak{gl}(m|n)$-modules which has been well studied in the literature (cf. e.g. [CC, Deo, ES]; see Section 5 for a precise definition, where an analogous category $\mathcal{O}^{++}_m + \infty$ of $\mathfrak{gl}(m|\infty)$-modules is also defined). Kac modules of $\mathfrak{gl}(m|n)$ can be viewed as super analogues of generalized Verma modules. The differences between the categories $\mathcal{O}_m^n$ and $\mathcal{O}_m^n + \mathcal{n}$ are however rather significant: a block in $\mathcal{O}_m^n$ usually contains infinitely many simple objects, and it is controlled by the group $S_{m|n} = S_m \times S_n$ and odd reflections (as demonstrated in [Se1]). On the other hand, a block in $\mathcal{O}_m^n + \mathcal{n}$ contains finitely many objects and it is controlled by the Weyl group $S_{m+n}$. In the category $\mathcal{O}_m^n + \mathcal{n}$, the tilting modules are usually different from the projective modules [CoI]. In contrast, the tilting modules in $\mathcal{O}_m^n$ coincide with the projective covers of the simple modules [Br1].

1.2. The main results. This paper provides for the first time a direct connection between the representation theories of Lie algebras and Lie superalgebras of type $\mathfrak{A}$ via a Fock space reformulation of the Kazhdan-Lusztig theory. Motivated by [Br1] (also see [LLT]), we reformulate the KL theory for the category $\mathcal{O}_m^n$ in terms of the canonical and dual canonical bases on the Fock space $\mathcal{E}^{m+n} := \Lambda^m V \otimes \Lambda^n V$ via the Schur-Jimbo duality [Jim]. Brundan, via personal communication, has informed us that he was aware of this reformulation. Our key starting point here is that one has to take the limit $n \to \infty$ in order to make a precise connection with the category $\mathcal{O}_m^n$. Let us summarize our main results.

- There exists a $\mathcal{U}$-module isomorphism of Fock spaces of semi-infinite $q$-wedges $\Lambda^\infty V \cong \Lambda^\infty V^*$. This induces a $\mathcal{U}$-module isomorphism $\hat{\gamma} : \hat{\mathcal{E}}^{m+\infty} \cong \hat{\mathcal{E}}^{m} | \infty$, which commutes with the bar involutions on $\hat{\mathcal{E}}^{m+\infty}$ and $\hat{\mathcal{E}}^{m} | \infty$. It follows that the map $\hat{\gamma}$ sends the monomial, canonical, and dual canonical bases for $\hat{\mathcal{E}}^{m+\infty}$ to the corresponding bases for $\hat{\mathcal{E}}^{m} | \infty$ (Theorem 6.7).

- We obtain closed formulas for the transition matrices among the canonical, dual canonical, and the monomial bases in $\mathcal{E}^{m+n}$. Our formulas generalize those of Leclerc and Miyachi [LM] and our method is inspired by [Br1] [LM]. We introduce the truncation maps and use them to show that the

\footnote{The hat here stands for a certain topological completion. Here we will be slightly imprecise by ignoring various topological completions for the sake of simplicity. These will be made rigorous later on.}
combinatorics of the (dual) canonical bases for $\hat{\mathcal{E}}^{n+\infty}$ (respectively $\hat{\mathcal{E}}^{m|\infty}$) is equivalent to those of $\mathcal{E}^{n+\infty}$ (respectively $\mathcal{E}^{m|n}$) for all $n$. As a consequence, the Brundan-Serganova KL polynomials for $\mathfrak{gl}(m|n)$ are exactly the usual parabolic KL polynomials of type $A$. (See Remark 6.11.)

\begin{itemize}
  \item We establish an isomorphism of $U_{q=1}$-modules between $\mathcal{E}^{m+n}$ (respectively $\mathcal{E}^{m|n}$) and $\mathcal{O}^{m+n}$, where the Chevalley generators act via certain translation functors and the canonical, dual canonical, and monomial bases are identified with the tilting, irreducible, and generalized Verma modules, respectively.
  \item The tilting modules for the categories $\mathcal{O}^{m+n}$ are shown to be compatible under the truncation functor (see Definition 3.4), and then are “glued” together into a module in the category $\mathcal{O}^{m+\infty}$ which is shown to be a tilting module. There exists a natural isomorphism of the Grothendieck groups of $\mathcal{O}^{m+n}$ and $\mathcal{O}^{m|n}$ that matches the tilting, generalized Verma, and irreducible modules, respectively. This isomorphism (called Super Duality) is shown to be compatible with tensor products. The categories $\mathcal{O}^{m+\infty}$ and $\mathcal{O}^{m|\infty}$ are conjectured to be equivalent.
\end{itemize}

1.3. Further relations to other works. The results of this paper in addition provide conceptual clarification of various results and empirical observations in the literature. Here are a few examples.

For a given positive integer $n$, let $\lambda = (\lambda_{-m}, \lambda_{-1}, \lambda_1, \cdots, \lambda_N)$ be a partition with $\lambda_1 \leq n$, and let $\lambda' = (\lambda_{-m}, \lambda_{-1}, \lambda'_1, \cdots, \lambda'_n)$, where $(\lambda'_1, \cdots, \lambda'_n)$ denotes the conjugate partition of $(\lambda_1, \cdots, \lambda_N)$. A classical result of Sergeev [Sv] says that the irreducible $\mathfrak{gl}(m|n)$-module $L_\lambda$ is given by the hook Schur polynomials, which were obtained via different approaches in [Sv] and [BR].

For a given partition $\lambda$ as above, since the irreducible $\mathfrak{gl}(m+N)$-module $L_\lambda$ admits the Weyl character formula, our duality results imply immediately that the irreducible $\mathfrak{gl}(m|n)$-module $L_\lambda$ affords a Weyl-type character formula. This recovers and explains the results of [CZ].

Our results also provide a conceptual explanation of the similarity, observed in [LM], of the formulas loc. cit. with the ones in [Br1] that the number of monomial basis elements appearing in a canonical basis is always a power of 2. The combination of our stability and duality results explains when and why these two seemingly unrelated calculations yield the same results, and the truncation maps explain how to make sense of the difference when some terms are missing.

We believe that the duality principle between Lie algebras and Lie superalgebras, formulated and established here for type $A$, provides a new approach to the representation theory of Lie superalgebras and should be applicable to more general module categories and other types of Lie (super)algebras. It would also be interesting to extend this to the positive characteristic case (cf. [Ku]). We intend to address these issues in sequels to this paper.

1.4. Organization. The paper is organized as follows. In Section 2 we set up the basics on (dual) canonical bases on Fock spaces. We introduce the truncation
maps between Fock spaces and show that the bar involution commutes with the truncations. Section 3 addresses the representation theory of \(\mathfrak{gl}(m|n)\) and \(\mathfrak{gl}(m|\infty)\). In Section 4 we formulate and establish closed formulas for (dual) canonical bases on the Fock spaces \(\mathcal{E}^{m+n}\) and \(\mathcal{E}^{m+\infty}\). In Section 5 we reformulate a parabolic KL theory for the representations of \(\mathfrak{gl}(m+n)\) in terms of the Fock space \(\mathcal{E}^{m+n}\). In Section 6 we establish the isomorphism of the Fock spaces and the isomorphism of Grothendieck groups with favorable properties. Notation: \(\mathbb{N} = \{0, 1, 2, \ldots\}\).

2. Basic constructions of Fock spaces

2.1. Basics on quantum groups and the Iwahori-Hecke algebra. The quantum group \(U_q(\mathfrak{gl}(\infty))\) is the \(\mathbb{Q}(q)\)-algebra generated by \(E_a, F_a, K_a^\pm\), \(a \in \mathbb{Z}\), subject to the relations

\[
K_a K_a^{-1} = K_a^{-1} K_a = 1, \quad K_a K_b = K_b K_a, \quad K_a E_b K_a^{-1} = q^{\delta_{a, b+1}} E_b, \quad K_a F_b K_a^{-1} = q^{\delta_{a, b+1}} F_b, \\
E_a F_b - F_b E_a = \delta_{a, b}(K_{a, a+1} - K_{a+1, a})/(q - q^{-1}), \quad E_a E_b = E_b E_a, \quad F_a F_b = F_b F_a, \quad \text{if } |a - b| > 1, \\
E_a^2 E_b + E_b E_a^2 = (q + q^{-1}) E_a E_b E_a, \quad \text{if } |a - b| = 1, \\
F_a^2 F_b + F_b F_a^2 = (q + q^{-1}) F_a F_b F_a, \quad \text{if } |a - b| = 1.
\]

Here \(K_{a, a+1} := K_a K_{a+1}^{-1}, a \in \mathbb{Z}\). Define the bar involution on \(U_q(\mathfrak{gl}(\infty))\) to be the anti-linear automorphism \(- : E_a \mapsto E_a, F_a \mapsto F_a, K_a \mapsto K_a^{-1}\). Here by **anti-linear** we mean the automorphism of \(\mathbb{Q}(q)\) given by \(q \mapsto q^{-1}\).

Let \(\mathbb{V}\) be the natural \(U_q(\mathfrak{gl}(\infty))\)-module with basis \(\{v_a\}_{a \in \mathbb{Z}}\) and \(\mathbb{W} := \mathbb{V}^*\) the dual module with basis \(\{w_a\}_{a \in \mathbb{Z}}\) such that \(w_a(v_b) = (-q)^{-a} \delta_{a, b}\). We have

\[
K_a v_b = q^{\delta_{a, b}} v_b, \quad E_a v_b = \delta_{a+1, b} v_a, \quad F_a v_b = \delta_{a, b+1} v_{a+1}, \\
K_a w_b = q^{-\delta_{a, b}} w_b, \quad E_a w_b = \delta_{a, b} w_{a+1}, \quad F_a w_b = \delta_{a+1, b} w_a.
\]

Following [Br1] we shall use the co-multiplication \(\Delta\) on \(U_q(\mathfrak{gl}(\infty))\) defined by:

\[
\Delta(E_a) = 1 \otimes E_a + E_a \otimes K_{a+1, a}, \\
\Delta(F_a) = F_a \otimes 1 + K_{a, a+1} \otimes F_a, \quad \Delta(K_a) = K_a \otimes K_a.
\]

We let \(\mathcal{U} = U_q(\mathfrak{gl}(\infty))\) denote the subalgebra with generators \(E_a, F_a, K_{a, a+1}, a \in \mathbb{Z}\).

For \(m \in \mathbb{N}, n \in \mathbb{N} \cup \{\infty\}\), we let \(I(m|n) := \{-m, -m + 1, \ldots, -1\} \cup \{1, 2, \ldots, n\}\). Denote by \(S_{m+n}\) the symmetric group of (finite) permutations on \(I(m|n)\), and \(S_m\) its subgroup \(S_m \times S_n\). Then \(S_{m+n}\) is generated by the simple transpositions \(s_{-m+1} = (-m, -m + 1), \ldots, s_{-1} = (-2, -1), s_0 = (-1, 1), s_1 = (1, 2), \ldots, s_{n-1} = (n-1, n)\), and \(S_{m+n}\) is generated by those \(s_i\) with \(i \neq 0\).

The Iwahori-Hecke algebra \(\mathcal{H}_{m+n}\) is the \(\mathbb{Q}(q)\)-algebra with generators \(H_i, H_i \in \mathbb{Q}(q)\) and for \(i = j > 1\). Associated to \(x \in S_{m+n}\) with a reduced expression \(x = s_{i_1} \cdots s_{i_r}\), we define \(H_x := H_{i_1} \cdots H_{i_r}\). The bar involution on \(\mathcal{H}_{m+n}\) is the unique anti-linear automorphism defined by \(H_x^\ast = H_{x^{-1}}\) for all \(x \in S_{m+n}\).

We denote by \(\mathcal{H}_{m|n}\) the subalgebra generated by those \(H_i\) with \(i \neq 0\); that is, \(\mathcal{H}_{m|n}\) is the Hecke algebra corresponding to \(S_{m|n}\). Denote by \(w_0\) the longest element in \(S_{m|n}\), and let \(\hat{H}_0 := \sum_{x \in S_{m|n}} (-q)^{\ell(x) - \ell(w_0)} H_x\).
2.2. The spaces $\Lambda^\infty \mathcal{V}$, $\mathcal{E}^{m+n}$ and $\mathcal{E}^{m+\infty}$. Let $P$ be the free abelian group with basis $\{\epsilon_a | a \in \mathbb{Z}\}$ equipped with a bilinear form $\langle \cdot, \cdot \rangle$ for which the $\epsilon_a$’s are orthonormal. We define a partial order on $P$ by declaring $\nu \geq \mu$ for $\nu, \mu \in P$ if $\nu - \mu$ is a non-negative integral linear combination of $\epsilon_a - \epsilon_{a+1}$, $a \in \mathbb{Z}$. For $n \in \mathbb{N} \cup \infty$, we let $\mathbb{Z}^{m+n}$ or $\mathbb{Z}^m$ be the set of integer-valued functions on $I(m|n)$. Define

$$ \text{wt}^f(f) := \sum_{i \in I(m|n)} \epsilon_{f(i)}, \quad \text{for } f \in \mathbb{Z}^{m+n}. $$

For a finite $n$ consider $\mathbb{T}^{m+n} := \mathcal{V}^{\otimes (m+n)}$, where we adopt the convention that the $m + n$ tensor factors are indexed by $I(m|n)$. Similar conventions will apply to similar situations below. For $f \in \mathbb{Z}^{m+n}$, let

$$ \mathcal{V}_f := v_{f(-m)} \otimes \cdots \otimes v_{f(-1)} \otimes v_{f(1)} \otimes \cdots \otimes v_{f(n)}. $$

Let $\mathcal{H}_{m+n}$ act on $\mathbb{T}^{m+n}$ on the right by:

$$ \mathcal{V}_f \mathcal{H}_i = \begin{cases} \mathcal{V}_{f/s_i}, & \text{if } f < f \cdot s_i, \\ -q^{-1} \mathcal{V}_f, & \text{if } f = f \cdot s_i, \\ \mathcal{V}_{f/s_i} - (q - q^{-1}) \mathcal{V}_f, & \text{if } f > f \cdot s_i, \end{cases} $$

The Bruhat ordering $\leq$ on $\mathbb{Z}^{m+n}$ comes from the Bruhat ordering on $S_{m+n}$, which is the transitive closure of the relation $f < f \cdot \tau_{ij}$ if $f(i) < f(j)$, for $i, j \in I(m|n)$ with $i < j$. Here and further on, $\tau_{ij}$ denotes the transposition interchanging $i, j$. The algebra $\mathcal{U}$ acts on $\mathbb{T}^{m+n}$ via the co-multiplication $\Delta$.

**Lemma 2.1 ([Jim]).** The actions of $\mathcal{U}$ and $\mathcal{H}_{m+n}$ on $\mathbb{T}^{m+n}$ commute with each other.

Different commuting actions of $\mathcal{U}$ and the Hecke algebra on a tensor power of $\mathcal{V}$ were used in [KMS] to construct the space $\Lambda^n \mathcal{V}$ of finite $q$-wedges and then the space of infinite-wedges by taking the limit $n \to \infty$ appropriately. These spaces carry the action of quantum affine algebras as well as the action of $\mathcal{U}$ (as a limiting case). The constructions in loc. cit. carry over using the above actions of $\mathcal{U}$ and the Hecke algebra as formulated below, and we refer to loc. cit. for details.

One can think of $\Lambda^n \mathcal{V}$ either as the subspace $\text{im} \hat{H}_0$ or the quotient $\mathbb{T}^n / \ker \hat{H}_0$ of $\mathbb{T}^n$. Here $\ker \hat{H}_0$ equals the sum of the kernels of the operators $H_i - q^{-1}, 1 \leq i \leq n-1$ (note that the Hecke algebra generator $T_i$ used in loc. cit. corresponds to our $-qH_i$). The $q$-wedge $v_{a_1} \wedge \cdots \wedge v_{a_n}$ is an element of $\Lambda^n \mathcal{V}$, which is the image of $v_{a_1} \otimes \cdots \otimes v_{a_n}$ under the canonical map when $\Lambda^n \mathcal{V}$ is regarded as the quotient space $\mathbb{T}^n / \ker \hat{H}_0$. We have

$$ \cdots \wedge v_{a_i} \wedge v_{a_{i+1}} \wedge \cdots = q^{-1}(\cdots \wedge v_{a_{i+1}} \wedge v_{a_i} \wedge \cdots), \quad \text{if } a_i < a_{i+1}; $$

$$ \cdots \wedge v_{a_i} \wedge v_{a_{i+1}} \wedge \cdots = 0, \quad \text{if } a_i = a_{i+1}. $$

(2.3) It follows that the elements $v_{a_1} \wedge \cdots \wedge v_{a_n}$, where $a_1 > \cdots > a_n$, form a basis for $\Lambda^n \mathcal{V}$. By Lemma 2.1 $\mathcal{U}$ acts naturally on $\Lambda^n \mathcal{V}$.

By taking $n \to \infty$, one defines $\Lambda^\infty \mathcal{V}$ with a $\mathcal{U}$-action, with a basis given by the infinite $q$-wedges $v_{m_1} \wedge v_{m_2} \wedge v_{m_3} \wedge \cdots$, where $m_1 > m_2 > m_3 > \cdots$, and $m_i = 1 - i$ for $i \geq 0$ (our $\Lambda^\infty \mathcal{V}$ is $R(0)$ in [KMS]). Alternatively, $\Lambda^\infty \mathcal{V}$ has a basis

$$ |\lambda\rangle := v_{a_1} \wedge v_{a_2-1} \wedge v_{a_3-2} \wedge \cdots, $$
where \( \lambda = (\lambda_1, \lambda_2, \cdots) \) runs over the set of all partitions. Set (for a finite \( n \))
\[
\mathbb{Z}_{m+n}^+ := \{ f \in \mathbb{Z}_{m+n}^+ \mid f(-m) > \cdots > f(-1), f(1) > \cdots > f(n) \},
\]
\[
\mathbb{Z}_{m+n}^- := \{ f \in \mathbb{Z}_{m+n}^- \mid f(n) \leq 1 - n \},
\]
\[
\mathbb{Z}_{m+n}^\infty := \{ f \in \mathbb{Z}_{m+n}^\infty \mid f(-m) > \cdots > f(-1),
\]
\[f(1) > f(2) > \cdots ; f(i) = 1 - i \text{ for } i > 0 \} \}
\]
We will call an element in \( \mathbb{Z}_{m+n}^+ \) or \( \mathbb{Z}_{m+n}^\infty \) dominant.
For \( n \in \mathbb{N} \cup \infty \), we let
\[
\mathcal{E}_{m+n} := \Lambda^m V \otimes \Lambda^n V,
\]
where the factors are indexed by \( I(m|n) \). It has the monomial basis
\[
\mathcal{K}_f := \left\{ \begin{array}{ll}
v_f(-m) \wedge \cdots \wedge v_f(-1) \otimes v_f(1) \wedge \cdots \wedge v_f(n), & \text{for finite } n, \\
v_f(-m) \wedge \cdots \wedge v_f(-1) \otimes v_f(1) \wedge v_f(2) \wedge \cdots, & \text{for } n = \infty,
\end{array} \right.
\]
where \( f \) runs over the set \( \mathbb{Z}_{m+n}^\infty \). Recalling \( \mathbb{T}^{m+n} = \ker \tilde{H}_0 \oplus \text{Im} \tilde{H}_0 \), cf. \([KMS]\), we may regard equivalently \( \mathcal{E}_{m+n} \) as the subspace \( \text{Im} \tilde{H}_0 \) of \( \mathbb{T}^{m+n} \) for \( n \) finite.

Let \( g \in \mathbb{Z}_{m+n}^\infty \) for \( g \in \mathbb{Z}_{m+n}^\infty \). For \( a \in \mathbb{Z} \) define \( \tilde{e}_{a,a+1}g \) (respectively \( \tilde{e}_{a,a-1}g \)) to be the strictly decreasing sequence of integers obtained from \( g \) by replacing the value that is \( a+1 \) (respectively \( a-1 \)) by \( a \), if \( a+1 \) (respectively \( a-1 \)) appears in \( g \) and \( a \) does not appear in \( g \). Otherwise set \( \tilde{e}_{a,a+1}g = \emptyset \). For \( g \in \mathbb{Z}_{m+n}^\infty \) we let \( g^{<0} \) and \( g^{>0} \) denote the restrictions of \( g \) to \( \{-m, \cdots, -1\} \) and \( \{1, \cdots, n\} \), respectively, and write \( g = (g^{<0} | g^{>0}) \). Now for \( m,n > 0 \) let \( g \in \mathbb{Z}_{m+n}^\infty \). We set \( \mathcal{K}_g = 0 \) if \( g \) is of the form \((g^{<0} \emptyset)\) or \((\emptyset | g^{>0})\). The formulas for \( \Delta \) on \( \Lambda^m V \otimes \Lambda^n V \) and the straightening relations \([3]\) give us the following formula.

**Lemma 2.2.** Let \( n \in \mathbb{N} \cup \infty \). For \( f = (f^{<0} | f^{>0}) \in \mathbb{Z}_{m+n}^\infty \), \( \mathcal{U} = U_q(\mathfrak{gl}(\infty)) \) acts on \( \mathcal{E}_{m+n} \) as follows:
\[
E_a(\mathcal{K}(f^{<0} | f^{>0})) = \mathcal{K}(f^{<0} | e_{a,a+1}f^{<0} | f^{>0}),
\]
\[
F_a(\mathcal{K}(f^{<0} | f^{>0})) = \mathcal{K}(e_{a,a+1}f^{<0} | f^{>0} | f^{>0}).
\]

**2.3. Super Bruhat ordering on \( \mathbb{Z}^{m|n} \).** Let \( n \in \mathbb{N} \cup \infty \). For \( i \in I(m|n) \) we define \( d_i \in \mathbb{Z}^{m|n} \) by \( j \mapsto -\text{sgn}(i) \delta_{ij} \). For \( f, g \in \mathbb{Z}^{m|n} \), we write \( f \downarrow g \) if one of the following holds:
\[
(1) \ g = f - d_i + d_j \text{ for some } i < 0 < j \text{ such that } f(i) = f(j);
\]
\[
(2) \ g = f \cdot \tau_{ij} \text{ for some } i < j < 0 \text{ such that } f(i) > f(j);
\]
\[
(3) \ g = f \cdot \tau_{ij} \text{ for some } 0 < i < j \text{ such that } f(i) < f(j).
\]
The super Bruhat ordering on \( \mathbb{Z}^{m|n} \) is defined as follows: for \( f, g \in \mathbb{Z}^{m|n} \), we say that \( f \succ g \) if there exists a sequence \( f = h_1, \ldots, h_r = g \in \mathbb{Z}^{m|n} \) such that \( h_1 \downarrow h_2, \cdots, h_{r-1} \downarrow h_r \). It can also be described (cf. \([Br1]\) ) in terms of the \( \epsilon \)-weights, which are defined by:
\[
\text{wt}^\epsilon(f) := \sum_{i \in I(m|n)} -\text{sgn}(i) \epsilon_{f(i)}, \quad \text{for } f \in \mathbb{Z}^{m|n}.
\]

The super Bruhat ordering is defined to be compatible with the one on the set of integral weights for \( \mathfrak{gl}(m|n) \). Here and further the superscript \( Br \) stands for
Brundan’s version [Br1]. Our weight \( f \) corresponds to \( f^{Br} = -f \). Our \( \delta_i \) here differs from the one in [Br1] by a sign. Set (for a finite \( n \))

\[
Z^m_+ := \{ f \in Z^m | f(-m) > \cdots > f(-1), f(1) < \cdots < f(n) \},
\]

\[
Z^m_{++} := \{ f \in Z^m_+ | f(n) \leq n \},
\]

\[
Z^m_{\infty} := \{ f \in Z^m_\infty | f(-m) > \cdots > f(-1),
\]

\[
f(1) < f(2) < \cdots; f(i) = i \text{ for } \lambda \gg 0 \}.
\]

An element in \( Z_{++}^m \) is called a dominant weight. (Note that \( Z^{m|n}_+ = -Z_{++}^{m|n}.Br \).

For \( n \in \mathbb{N} \cup \infty \) and \( f \in Z^m_\infty \) conjugate under the action of \( S_m \) to an element in \( Z^{m|n}_+ \), define the degree of atypicality of \( f \) to be the

\[
\#f := \{|(f(-m), \cdots, f(1)) \cap \{f(1), f(2), \cdots \}|.
\]

If \( f, g \in Z^m_\infty \) are comparable under the super Bruhat ordering, then \( \#f = \#g \). If \( \#f = 0 \), we say that \( f \) is typical. For later use we introduce the following.

**Definition 2.3.** Let \( f \in Z^m_n \) (respectively \( f \in Z^m_n \)), with \( k \in \mathbb{N} \cup \infty, n \leq k \).

Define \( f^n \in Z^m_+ \) (respectively \( f^n \in Z^m_\infty \)) to be the restriction of \( f \) to \( I(m|n) \).

We say that \( n \) is sufficiently large for \( f \) if \( \#f = \#f^n \) and \( f(n') = n' \) (respectively \( f(n') = 1 - n' \)) for \( n' \geq n + 1 \). When \( f \) is clear from the context we shall simply write \( n > 0 \).

2.4. The spaces \( \Lambda^\infty \mathbb{V}^*, \mathcal{E}^m|n \) and \( \mathcal{E}^m|\infty \). Recall that \( \mathbb{V} = \mathbb{V}^* \) is the dual module of \( \mathbb{U} \) with basis \( \{w_a\}_{a \in \mathbb{Z}} \). The space \( T^m|n : = V^\otimes m \otimes W^\otimes n \) has the monomial basis

\[
M_f := v_{f(-m)} \otimes \cdots \otimes v_{f(1)} \otimes \cdots \otimes w_{f(n)}, \quad f \in Z^m_n.
\]

Let \( \mathcal{H}_{m|n} \) act on \( T^m|n \) on the right (cf. [Br1]) by:

\[
M_f H_i = \begin{cases} 
M_{f, s_i}, & \text{if } f < f \cdot s_i, \\
q^{-1} M_f, & \text{if } f = f \cdot s_i, \\
M_{f, s_i} - (q - q^{-1}) M_f, & \text{if } f > f \cdot s_i.
\end{cases}
\]

The algebra \( \mathbb{U} \) acts on \( T^m|n \) via the co-multiplication \( \Delta \).

**Lemma 2.4.** The actions of \( \mathbb{U} \) and \( \mathcal{H}_{m|n} \) on \( T^m|n \) commute with each other.

For a finite \( n \), we can again define \( \mathcal{E}^m|n \) to be either the image of the operator \( \hat{H}_0 \) in \( T^m|n \), or the quotient of \( T^m|n \) by the kernel of \( \hat{H}_0 \). The following straightening relations hold in \( \mathcal{E}^m|n \) (note the conditions \( a_{i-1} < a_i \) and \( b_i > b_{i+1} \) reflect the super Bruhat order):

\[
\cdots \wedge v_{a_{i-1}} \wedge v_{a_i} \wedge \cdots = -q^{-1} (\cdots \wedge v_{a_i} \wedge v_{a_{i-1}} \wedge \cdots), \quad \text{if } a_{i-1} < a_i, i < 0;
\]

\[
(2.5) \quad \cdots \wedge w_{b_i} \wedge w_{b_{i+1}} \wedge \cdots = -q^{-1} (\cdots \wedge w_{b_{i+1}} \wedge w_{b_i} \wedge \cdots), \quad \text{if } b_i > b_{i+1}, i > 0.
\]

We can repeat the procedure in [KMS] to construct the space \( \Lambda^\infty \mathbb{W} \) of semi-infinite \( q \)-wedges \( w_{n_1} \wedge w_{n_2} \wedge \cdots \), where \( n_i = i \) for \( i \gg 0 \), which carries a \( \mathbb{U} \)-module structure. Writing the conjugate partition of \( \lambda \) as \( \lambda' = (\lambda_1', \lambda_2', \cdots) \), we set

\[
|\lambda_\prime| := w_{1-\lambda_1'} \wedge w_{2-\lambda_2'} \wedge w_{3-\lambda_3'} \wedge \cdots.
\]

The set \( \{|\lambda_\prime|\} \) provides another basis for \( \Lambda^\infty \mathbb{W} \). Note that for a finite \( n \), we have \( \mathcal{E}^m|n \) as \( \mathbb{U} \)-modules. Denote

\[
\mathcal{E}^m|\infty := \Lambda^m \mathbb{V} \otimes \Lambda^\infty \mathbb{W},
\]
which is a $\mathcal{U}$-module via $\Delta$. $\mathcal{E}^m[n]$ has the monomial basis

$$K_f := \begin{cases} v_f(-m) \wedge \cdots \wedge v_f(-1) \otimes w_f(1) \wedge \cdots \wedge w_f(n), & \text{for finite } n, \\ v_f(-m) \wedge \cdots \wedge v_f(-1) \otimes w_f(1) \wedge w_f(2) \wedge \cdots, & \text{for } n = \infty, \end{cases}$$

where $f$ runs over $\mathbb{Z}_+^m[n]$.

2.5. Bases for $\hat{\mathcal{E}}^m[n]$ and $\hat{\mathcal{E}}^m[\infty]$. Let $n \in \mathbb{N} \cup \infty$. For $d \in \mathbb{N}$ let $\mathcal{E}^m_{\geq -d}$ be the $\mathbb{Q}(q)$-subspace of $\mathcal{E}^m[n]$ spanned by $K_f$ with $f(i) \geq -d$, for all $i \in \{1, \ldots, n\}$. We shall denote a certain topological completion of $\mathcal{E}^m[n]$ by $\hat{\mathcal{E}}^m[n]$ whose elements may be viewed as infinite $\mathbb{Q}(q)$-linear combinations of elements in $\mathcal{E}^m[n]$, which under the projection onto $\mathcal{E}^m_{\geq -d}$ are finite sums for all $d \in \mathbb{N}$ (cf. [Br1 §2-d]). The following proposition for a finite $n$ is Theorem 3.5 [Br1], which is similar to results of Lusztig [Lu2]. The proof of the $n = \infty$ case is similar and in a sense even simpler, since $\Lambda^\infty V^*$ is a highest weight $\mathcal{U}$-module.

**Proposition 2.5.** Let $n \in \mathbb{N} \cup \infty$. There exists a unique continuous, anti-linear bar map $\hat{\mathcal{E}}^m[n] \to \hat{\mathcal{E}}^m[n]$ such that

1. $\hat{K}_f = K_f$ for all typical $f \in \mathbb{Z}_+^m[n]$.
2. $\hat{X}u = Xu$ for all $X \in \mathcal{U}$ and $u \in \hat{\mathcal{E}}^m[n]$. 
3. The bar map is an involution.
4. $\hat{K}_f = K_f + (*)$ where $(*)$ is a (possibly infinite) $\mathbb{Z}(q,q^{-1})$-linear combination of $K_g$'s for $g \in \mathbb{Z}_+^m[n]$ with $g \prec f$.

The next theorem now follows by standard arguments (cf. [KL, Lu2, Du, Br1]).

**Theorem 2.6.** Let $n \in \mathbb{N} \cup \infty$. There exist a unique canonical basis $\{U_f\}$ and a unique dual canonical basis $\{L_f\}$, where $f \in \mathbb{Z}_+^m[n]$, for $\mathcal{E}^m[n]$ such that

1. $\bar{U}_f = U_f$ and $\bar{L}_f = L_f$,
2. $U_f \in K_f + \sum_{q \in \mathbb{Z}_+^m[n]} q\mathbb{Z}[q]K_g$ and $L_f \in K_f + \sum_{q \in \mathbb{Z}_+^m[n]} q^{-1}\mathbb{Z}[q^{-1}]K_g$,
3. $U_f = K_f + (*)$ and $L_f = K_f + (**)$ where $(*)$ and $(**)$ are (possibly infinite) $\mathbb{Z}[q,q^{-1}]$-linear combinations of $K_g$'s for $g \in \mathbb{Z}_+^m[n]$ such that $g \prec f$.

Let $n \in \mathbb{N} \cup \infty$. Following [Br1], we define the Kazhdan-Lusztig polynomials $u_g,f(q) \in \mathbb{Z}[q], \ell_g,f(q) \in \mathbb{Z}[q^{-1}]$ associated to $f,g \in \mathbb{Z}_+^m[n]$ by

$$U_f = \sum_{g \in \mathbb{Z}_+^m[n]} u_g,f(q)K_g, \quad L_f = \sum_{g \in \mathbb{Z}_+^m[n]} \ell_g,f(q)K_g.$$ 

Note that $u_{g,f}(q) = \ell_{g,f}(q) = 0$ unless $g \prec f$, $u_{f,f}(q) = \ell_{f,f}(q) = 1$, and $u_{g,f}(q) \in q\mathbb{Z}[q], \ell_{g,f}(q) \in q^{-1}\mathbb{Z}[q^{-1}]$ for $g \neq f$.

2.6. The truncation map. Let $n$ be finite. Denote by $\mathcal{E}^m[n]$ the subspace of $\mathcal{E}^m[n]$ spanned by $K_f$ for $f \in \mathbb{Z}_+^m[n]$. For $n > 0$, define the subalgebra $U_q(\mathfrak{sl}_{\leq n})$ to be the subalgebra of $U_q(\mathfrak{sl}(\infty))$ generated by $E_{a-1}, F_{a-1}$ and $K_{a-1,a}$, with $a \leq n$.

**Lemma 2.7.** $\mathcal{E}^m_+ \subset \mathcal{E}^m[n]$ is a bar-invariant subspace of $\mathcal{E}^m[n]$, and it is a $U_q(\mathfrak{sl}_{\leq n})$-module.

**Proof.** The first half follows from Proposition 2.5(4), and the second half is an easy consequence of Lemma 2.2. \hfill $\square$
We define the truncation map to be the linear map $\tilde{\mathcal{T}}_{n+1,n} : \tilde{E}_+^{m|n+1} \to \tilde{E}_+^{m|n}$ which sends $K_f$ to $K_f(n)$ if $f(n+1) = n+1$, and to 0 otherwise. For $n' > n$, we define the truncation map $\tilde{\mathcal{T}}_{n',n} : \tilde{E}_+^{m|n'} \to \tilde{E}_+^{m|n}$ to be $\tilde{\mathcal{T}}_{n',n} := \tilde{\mathcal{T}}_{n+1,n} \circ \cdots \circ \tilde{\mathcal{T}}_{n'+n-1,n}$.

Similarly, the truncation map $\tilde{\mathcal{T}}_n : \tilde{E}_+^{m|\infty} \to \tilde{E}_+^{m|n}$ is defined by sending $K_f$ to $K_f(n)$ if $f = (f(n), n+1, n+2, \cdots)$, and to 0 otherwise.

**Proposition 2.8.** The truncation map $\tilde{\mathcal{T}}_{n+1,n} : \tilde{E}_+^{m|n+1} \to \tilde{E}_+^{m|n}$ commutes with the bar-involution.

**Proof.** Throughout the proof $\tilde{E}_+^{m|n}$ will be regarded as a subspace of $\tilde{T}_+^{m|n}$ for all $m$ and $n$. Let $\tilde{T}_+^{m|n,1}$ be a topological completion of $\mathcal{E}_+^{m|n} \otimes \mathcal{W}$ defined in an analogous way as the completion $\tilde{E}_+^{m|n}$ in Subsection 2.3. Thus $\tilde{T}_+^{m|n,1}$ contains $\tilde{E}_+^{m|n+1}$ as a subspace. Now $K_f(n) \otimes w_{f(n+1)}$ with $f(n) \in \mathbb{Z}_+^{m|n}$, $f(n+1) \in \mathbb{Z}$, form a basis of $\tilde{T}_+^{m|n,1}$. One can follow Lusztig (Section 24.1.1 in [Lu2]) to define a bar-involution on $\tilde{T}_+^{m|n,1}$ using a quasi $R$-matrix $\Theta^{(m|n+1)}$ such that

$$K_f(n) \otimes w_{f(n+1)} := \Theta^{(m|n+1)} (K_f(n) \otimes w_{f(n+1)}).$$

Let $X_{ab}$ be endomorphisms of $\mathcal{W}$ such that $X_{ab}w_c = \delta_{ac}w_b$, $a, b, c \in \mathbb{Z}$. By exploiting the structure of the quasi $R$-matrix of $\mathcal{U}$ (Theorem 8.1 in [KT], and Theorem 3 in [KR]), we can show that there exist elements $E_{ab}$ in $\mathcal{U}$ constructed from $E_{c,c+1}$ and $K_{c}^{\pm 1}$ only and with the property $K_c E_{ab} K_c^{-1} = q^{\delta_{ac} - \delta_{bc}} E_{ab}$ such that

$$\Theta^{(m|n+1)} = 1 \otimes 1 + (q - q^{-1}) \sum_{a < b} E_{ab} \otimes X_{ba}.$$

This is a variant of Jimbo’s result [Jim] on the $R$-matrix in the tensor product of an arbitrary representation with the natural representation of $U_q(\mathfrak{gl}(k))$ for finite $k$. We have

$$K_f(n) \otimes w_{f(n+1)} = K_f(n) \otimes w_{f(n+1)} + (q - q^{-1}) \sum_{a < f(n+1)} E_{a,f(n+1)} K_f(n) \otimes w_{a}.$$  

(2.8)

Denote by $\tilde{T}_+^{m|n,1}$ the subspace of $\tilde{T}_+^{m|n,1}$ spanned by all $K_f(n) \otimes w_{f(n+1)}$ with $f(n) \in \mathbb{Z}_+^{m|n}$ and $f(n+1) \leq n + 1$. By (2.8), $\tilde{T}_+^{m|n,1}$ is invariant under the bar-involution. Introduce the following linear map:

$$\tilde{\mathcal{T}}_{n+1,n} : \tilde{T}_+^{m|n,1} \to \tilde{E}_+^{m|n}, \quad K_f(n) \otimes w_{f(n+1)} \mapsto \delta_{f(n+1),n+1} K_f(n).$$

Applying it to (2.8) we see that $\tilde{\mathcal{T}}_{n+1,n}$ commutes with the bar-involution.

Now $\tilde{E}_+^{m|n+1} = \tilde{E}_+^{m|n+1} \cap \tilde{T}_+^{m|n,1}$ and hence $\tilde{E}_+^{m|n+1}$ is bar-invariant. The proposition follows since the restriction of $\tilde{\mathcal{T}}_{n+1,n}$ to $\tilde{E}_+^{m|n+1}$ coincides with $\tilde{\mathcal{T}}_{n+1,n}$. □

**Remark 2.9.** It follows from Proposition 2.8 that $\tilde{\mathcal{T}}_{n',n} : \tilde{E}_+^{m|n'} \to \tilde{E}_+^{m|n}$ commutes with the bar-involution for $n \leq n' \leq \infty$.

**Corollary 2.10.**

1. $\{U_f\}_{f \in \mathbb{Z}_+^{m|n}}$ (respectively $\{L_f\}_{f \in \mathbb{Z}_+^{m|n}}$) is a basis for $\tilde{E}_+^{m|n}$.  

2. $\tilde{\mathcal{T}}_{n+1,n}$ sends $U_f \in \tilde{E}_+^{m|n+1}$ to $U_f(n)$ if $f(n+1) = n+1$, and to 0 otherwise.  

3. $\tilde{\mathcal{T}}_{n+1,n}$ sends $L_f \in \tilde{E}_+^{m|n+1}$ to $L_f(n)$ if $f(n+1) = n+1$, and to 0 otherwise.
(4) For \( f, g \in \mathbb{Z}_+^{m|n+1} \) such that \( f(n+1) = g(n+1) = n+1 \), we have
\[
u_{g,f}(q) = \nu_{g^{(n)},f^{(n)}}(q), \quad \ell_{g,f}(q) = \ell_{g^{(n)},f^{(n)}}(q).
\]

Remark 2.11. For \( n' > n \) the map \( \mathfrak{T}_{n',n} \) is a \( U_q(\mathfrak{sl}_{n'}) \)-module homomorphism. Now for \( f \in \mathbb{Z}_+^{m|\infty} \), Procedure 3.20 in [Br1] is the same for all \( f^{(n)} \) with \( n \gg 0 \), in the sense that it involves the same Chevalley generators and the same sequence of weights. The Chevalley generators lie in \( U_q(\mathfrak{sl}_{n_0}) \), for some fixed \( n_0 \gg 0 \). This together with Corollary 2.10 implies that Procedure 3.20 in [Br1] remains valid for \( n = \infty \) as well.

2.7. The transition matrices. Let \( n \in \mathbb{N} \) and \( f \in \mathbb{Z}_+^{m|n} \) be \( S_m|n \)-conjugate to an element in \( \mathbb{Z}_+^{m|n} \). For \( -m \leq i < 0 < j \leq n \) with \( f(i) = f(j) \), define \([Br1]\)
\[
L_{i,j}(f) := f - a(d_i - d_j),
\]
where \( a \) is the smallest positive integer such that \( f - a(d_i - d_j) \) and all \( L_{k,l}(f) - a(d_i - d_j) \) for \( -m \leq i < k < 0 < l < j \leq n \) with \( f(k) = f(l) \) are \( S_m|n \)-conjugate to elements of \( \mathbb{Z}_+^{m|n} \). Furthermore define \([JZ]\)
\[
R_{i,j}(f) := f + b(d_i - d_j),
\]
where \( b \) is the smallest positive integer such that \( f + b(d_i - d_j) \) and all \( R_{k,l}(f) + b(d_i - d_j) \) for \( -m \leq k < i < 0 < j < l \leq n \) with \( f(k) = f(l) \) are \( S_m|n \)-conjugate to elements of \( \mathbb{Z}_+^{m|n} \).

Now let \( f \in \mathbb{Z}_+^{m|n} \) and suppose \( #f = k \). Let \(-m \leq i_1 < i_2 < \cdots < i_k \leq -1 \) and \( 1 \leq j_k < j_{k-1} < \cdots < j_1 \leq n \) be such that \( f(i_l) = f(j_l) \), for \( l = 1, \cdots, k \). For a \( k \)-tuple \( \theta = (\theta_1, \cdots, \theta_k) \in \mathbb{N}^k \) we define \([Br1]\)
\[
L_\theta(f) = \left( L_{i_k,j_k}^{\theta_k} \circ \cdots \circ L_{i_1,j_1}^{\theta_1}(f) \right)^+, \quad L'_\theta(f) = \left( L_{i_k,j_k}^{\theta_k} \circ \cdots \circ L_{i_1,j_1}^{\theta_1}(f) \right)^+,
\]
\[
R_\theta(f) = \left( R_{i_k,j_k}^{\theta_k} \circ \cdots \circ R_{i_1,j_1}^{\theta_1}(f) \right)^+, \quad R'_\theta(f) = \left( R_{i_k,j_k}^{\theta_k} \circ \cdots \circ R_{i_1,j_1}^{\theta_1}(f) \right)^+,
\]
where the superscript \( + \) here and further on stands for the unique \( S_m|n \)-conjugate in \( \mathbb{Z}_+^{m|n} \). We shall denote \( L_{(1,1,\ldots,1)}(f) \) and \( R_{(1,1,\ldots,1)}(f) \) by \( L(f) \) and \( R(f) \), or sometimes by \( f^L \) and \( f^R \), respectively.

The corresponding operators \( L_\theta \) and \( L'_\theta \) on \( \mathbb{Z}_+^{m|\infty} \) are defined analogously, but it takes extra care to make sense of the \( R \) operators. Given \( f, g \in \mathbb{Z}_+^{m|\infty} \) and \( \theta \in \mathbb{N}^{\#f} \), we say \( R_\theta(g) = f \) if there exists \( n \gg 0 \) (for \( f \) and \( g \)) so that \( R_\theta(g^{(n)}) = f^{(n)} \). (Note the subtle point that \( R_\theta(g) \) is not defined for every \( g \in \mathbb{Z}_+^{m|\infty} \).)

The next two lemmas follow from the definitions.

Lemma 2.12. Let \( f = (f^{(n)},n+1) \in \mathbb{Z}_+^{m|n+1} \) and \( \#f = \#f^{(n)} \), and let \( \theta \in \mathbb{N}^{\#f} \) be fixed. If \( L_\theta(f) = g \), then \( g \in \mathbb{Z}_+^{m|n+1} \) and \( g = (L_\theta(f^{(n)}),n+1) \). Similar statements hold for the operator \( L' \) as well.

Lemma 2.13. Let \( n \in \mathbb{N} \) and \( f = (f^{(n)},n+1) \in \mathbb{Z}_+^{m|n+1} \) with \( \#f = \#f^{(n)} \).

(1) Let \( g \in \mathbb{Z}_+^{m|n+1} \) and \( \theta \in \mathbb{N}^{\#g} \) such that \( R_\theta(g) = f \). Then \( g = (g^{(n)},n+1) \in \mathbb{Z}_+^{m|n+1} \) with \( \#g = \#g^{(n)} \) and \( R_\theta(g^{(n)}) = f^{(n)} \).
(2) Let \( \hat{g} \in \mathbb{Z}^m_+ \) and \( \theta \in \mathbb{N}^\# \hat{g} \) such that \( R_0(\hat{g}) = f(n) \). Then \( \#(\hat{g}, n + 1) = \#(\hat{g}) = f(n) \).

Similar statements hold for the operator \( R \) as well.

Lemmas 2.12, 2.13, and Corollary 2.10 imply the following \( n = \infty \) analogue of [Br1, Theorem 3.34, Corollary 3.36].

**Theorem 2.14.** For \( f \in \mathbb{Z}^m_+ \) we have

1. \( U_f = \sum_{\theta \in \{0,1\}^{\# g}}\bar{g}\theta K_{\theta}(f) \);
2. \( K_f = \sum_{\theta \in \mathbb{N}^{\# g}} (-q)^{[\theta]} U_{\theta}(f) \);
3. \( K_f = \sum_g q^{-[\theta]} L_g \), where the sum is over all \( g \in \mathbb{Z}^m_+ \) such that \( R_0(g) = f \) for some (unique) \( \theta \in \{0,1\}^{\# g} \);
4. \( L_f = \sum (-q)^{-[\theta]} K_g \), summed over \( g \in \mathbb{Z}^m_+ \) and \( \theta \in \mathbb{N}^{\# g} \) with \( R_0(g) = f \).

**Remark 2.15.** Let \( n \in \mathbb{N} \) and let \( 1^m_1 = (1, \ldots, 1, 1, \ldots, 1) \). For \( f, g \in \mathbb{Z}^m_+ \), one has \((f - p_1^m_1)(n) \leq n, (g - p_1^m_1)(n) \leq n \) for \( p \) large enough. One sees that

\[
u_{g,f}(q) = \nu_{g-p_1^m_1,f-p_1^m_1}(q), \quad L_{\nu_{g,f}}(q) = L_{\nu_{g-p_1^m_1,f-p_1^m_1}}(q).
\]

The right-hand sides can be computed first by computing in \( \hat{m} \mathbb{Z}^m_+ \) (Theorem 2.14) and then applying the truncation map \( \mathcal{F}_n \). Thus, the structure of the (dual) canonical bases in \( \hat{m} \mathbb{Z}^m_+ \) completely controls those in \( \mathbb{Z}^m_+ \) via the truncation map.

**3. Representation theory of \( \mathfrak{gl}(m|n) \)**

The main goal of this section is to describe the relations between tilting modules, Kac modules, and irreducibles of \( \mathfrak{gl}(m|\infty) \). To do this, we first study the connections between representations of \( \mathfrak{gl}(m|n) \) and \( \mathfrak{gl}(m|n + 1) \).

### 3.1. The categories \( \mathcal{O}^{+}_m \) and \( \mathcal{O}^{+}_m \)

For \( n \in \mathbb{N} \) the Lie superalgebra \( \mathfrak{g} = \mathfrak{gl}(m|n) \) is generated by \( e_{ij} \), where \( i, j \in I(m|n) \). For \( i \in I(m|n) \), let \( \tilde{i} = 0 \) if \( i > 0 \) and \( \tilde{i} = 1 \) if \( i < 0 \). The subalgebra \( \mathfrak{g}_0 \) of \( \mathfrak{g} \) is generated by those \( e_{ij} \) such that \( \tilde{i} + \tilde{j} = 0 \) and it is isomorphic to \( \mathfrak{gl}(m) \otimes \mathfrak{gl}(n) \). Let \( \mathfrak{h} \) be the standard Cartan subalgebra of \( \mathfrak{g} \) consisting of all diagonal matrices, \( \mathfrak{b} \) be the standard Borel subalgebra of all upper triangular matrices, and let \( \mathfrak{p} = \mathfrak{g}_0 + \mathfrak{b} \). The Lie superalgebra \( \mathfrak{g} \) is endowed with a natural \( \mathbb{Z} \)-gradation

\[
\mathfrak{g} = \mathfrak{g}(m|n)|_{-1} \oplus \mathfrak{g}(m|n)|_0 \oplus \mathfrak{g}(m|n)|_{+1},
\]

consistent with its \( \mathbb{Z}_2 \)-gradation. Here \( \mathfrak{g}(m|n)|_{\pm 1} \) is the subalgebra spanned by the odd positive/negative root vectors. We let \( \mathfrak{g}(m|n)|_{\pm 0} = \mathfrak{g}(m|n)|_0 \oplus \mathfrak{g}(m|n)|_{-1} \). By means of the natural inclusion \( \mathfrak{g}(m|n) \subseteq \mathfrak{g}(m|n + 1) \) via \( I(m|n) \subseteq I(m|n + 1) \), we let \( \mathfrak{g}(m|\infty) := \lim \mathfrak{g}(m|n) \).

Let \( \{ \delta_i | i \in I(m|n) \} \) be the basis of \( \mathfrak{h}^\ast \) dual to \( \{ e_{ij} | i \in I(m|n) \} \). Let \( X_{m|n} \) be the set of integral weights \( \lambda = \sum_{i \in I(m|n)} \lambda_i \delta_i, \lambda_i \in \mathbb{Z} \). A symmetric bilinear form on \( \mathfrak{h}^\ast \) is defined by

\[
(\delta_i | \delta_j) = -\text{sgn}(i) \delta_{ij}, \quad i, j \in I(m|n).
\]

(Ours bilinear form differs from the one in [Br1] by a sign.) Let \( X_{m|n}^+ \) be the set of all \( \lambda \in X_{m|n} \) such that \( \lambda_m \geq \cdots \geq \lambda_1 \geq \lambda_n \). Such a weight is called dominant. Let \( X_{m|n}^{++} \) be the set of all \( \lambda \in X_{m|n}^+ \) with \( \lambda_n \geq 0 \). We may
regard an element $\lambda$ in $X^{++}_{m|n}$ as an element in $X^{++}_{m|n+1}$ by letting $\lambda_{n+1} = 0$ and let $X^{++}_{m|\infty} := \lim_{n \to \infty} X^{++}_{m|n}$. For $n \in \mathbb{N} \cup \{\infty\}$ define

$$\rho = - \sum_{i \in I(m|n)} i \delta_i.$$ 

Define a bijection

$$(3.2) \quad X_{m|n} \longrightarrow \mathbb{Z}_{m|n}^+, \quad \lambda \mapsto f_{\lambda},$$

where $f_{\lambda} \in \mathbb{Z}_{m|n}^+$ is given by $f_{\lambda}(i) = (\lambda + \rho)\delta_i$, for $i \in I(m|n)$. This map induces bijections $X^{++}_{m|n} \to \mathbb{Z}_{m|n}^+$ (for $n$ possibly infinite), and $X^{++}_{m|n} \to \mathbb{Z}_{m|n}^+$ (for $n$ finite). Using this bijection we define the notions such as the degree of atypicality, the $L$ and $R$ operators, $\epsilon$-weight, partial order $\preceq$, etc., for elements in $X^{++}_{m|n}$ by requiring them to be compatible with those defined for elements in $\mathbb{Z}_{m|n}^+$.

For $\lambda \in X_{m|n}$, we define the Verma module and the Kac module to be

$$M_{\lambda}(\lambda) := U(\mathfrak{g} \otimes U(\mathfrak{b})) \mathcal{C}_{\lambda} \quad \text{and} \quad K_{\lambda}(\lambda) := U(\mathfrak{g} \otimes U(\mathfrak{p})) L^0_{\lambda}(\lambda),$$

respectively. The irreducible module is denoted by $L_{\lambda}(\lambda)$. Here $\mathcal{C}_{\lambda}$ is the standard one-dimensional module over $\mathfrak{h}$ extended trivially to $\mathfrak{b}$, and $L^0_{\lambda}(\lambda)$ is the irreducible module of $\mathfrak{g}_0$ of highest weight $\lambda$. Let $[M : L_{\lambda}(\lambda)]$ denote the multiplicity of the irreducible module $L_{\lambda}(\lambda)$ in a $\mathfrak{gl}(m|n)$-module $M$. When $n = \infty$ we will make it a convention to drop the subscript $n$.

For $n \in \mathbb{N}$, $\mathcal{O}^{+}_{m|n}$ is the category of finite-dimensional $\mathfrak{gl}(m|n)$-modules $M$ with

$$M = \bigoplus_{\gamma \in X^{++}_{m|n}} M_{\gamma},$$

where as usual $M_{\gamma}$ denotes the $\gamma$-weight space of $M$ with respect to $\mathfrak{h}$. We denote by $\mathcal{O}^{++}_{m|n}$ the full subcategory of $\mathcal{O}^{+}_{m|n}$ which consists of modules whose composition factors are of the form $L_{\lambda}(\lambda), \lambda \in X^{++}_{m|n}$.

We let $\mathcal{O}^{++}_{m|\infty}$ be the category of $\mathfrak{h}$-semisimple finitely generated $\mathfrak{gl}(m|\infty)$-modules that are locally finite over $\mathfrak{gl}(m|N)$, for all finite $N$, and such that the composition factors are of the form $L(\lambda), \lambda \in X^{++}_{m|\infty}$.

Remark 3.1. When $n$ is finite one can pass all the relevant information between $\mathcal{O}^{+}_{m|n}$ and $\mathcal{O}^{++}_{m|n}$ by tensoring with the one-dimensional module $L_n(p\delta^{m|n})$ for a suitable $p \in \mathbb{Z}$, where $\delta^{m|n} := \sum_{i=-m}^{-1} \delta_i - \sum_{i=1}^{n} \delta_i$.

3.2. The truncation functor. Let $\text{wt}(v)$ denote the weight (or $\delta$-weight) of a weight vector $v$ in a $\mathfrak{gl}(m|n)$-module.

Lemma 3.2. Let $n$ be finite.

(1) If $\lambda \in X^{++}_{m|n}$ and $(\lambda|\delta_n) < 0$ (respectively $\leq 0$), then for every weight vector $v$ in $K_{\lambda}(\lambda)$ we have $(\text{wt}(v)|\delta_n) < 0$ (respectively $\leq 0$).

(2) If $\lambda \in X^{++}_{m|n}$ and $(\lambda|\delta_n) < 0$ (respectively $\leq 0$), then for every weight vector $v$ in $L_{\lambda}(\lambda)$ we have $(\text{wt}(v)|\delta_n) < 0$ (respectively $\leq 0$).

(3) For every weight vector $v$ in any module $M \in \mathcal{O}^{++}_{m|n}$ we have $(\text{wt}(v)|\delta_n) \leq 0$.

Proof. Since $K_{\lambda}(\lambda)$ and $L_{\lambda}(\lambda)$ are highest weight modules and every negative root $\alpha$ of $\mathfrak{g}$ satisfies $\langle \alpha|\delta_n \rangle \leq 0$, (1) and (2) are clear. Part (3) follows from (2). \qed
Corollary 3.3. For $n \in \mathbb{N}$ and $\lambda \in X^+_{m|n}$, we have $K_n(\lambda) \in \mathcal{O}^{++}_{m|n}$.

Definition 3.4. For $n < n' \leq \infty$, the truncation functor $\text{tr}_{n',n} : \mathcal{O}^{++}_{m|n'} \rightarrow \mathcal{O}^{++}_{m|n}$ is defined by sending an object $M$ to

$$\text{tr}_{n',n}(M) := \text{span} \{ v \in M \mid (\text{wt}(v))_{\delta_k} = 0, \text{ for all } n + 1 \leq k \leq n' \}.$$ 

When $n'$ is clear from the context we will also write $\text{tr}_n$ for $\text{tr}_{n',n}$.

We have a system of categories $\mathcal{O}^{++}_{m|n}$ with a compatible sequence of functors $\text{tr}_{k,n}$ in the sense that $\text{tr}_{n',n} = \text{tr}_{n',n'} \circ \text{tr}_{n'',n'}$ for $n'' > n' > n$.

3.3. Kac and irreducible modules in $\mathcal{O}^{++}_{m|n}$ and $\mathcal{O}^{++}_{m|\infty}$.

Lemma 3.5. Let $n$ be finite. For $\lambda \in X^+_{m|n}$, we have the following natural inclusions of $\mathfrak{gl}(m|n)$-modules:

$$L_n(\lambda) \subseteq L_{n+1}(\lambda), \quad K_n(\lambda) \subseteq K_{n+1}(\lambda).$$

Proof. The eigenvalue of the operator $e_{n+1,n+1} \in \mathfrak{gl}(m|n+1)$ provides an $N$-gradation on the Kac module $K_{n+1}(\lambda)$, whose degree zero subspace is isomorphic to $K_n(\lambda)$. Similarly, we have $L_n(\lambda) \subseteq L_{n+1}(\lambda)$. □

By Lemma 3.5 and the natural inclusions $\mathfrak{gl}(m|1) \subset \cdots \subset \mathfrak{gl}(m|\infty)$, $\bigcup_n K_n(\lambda)$ and $\bigcup_n L_n(\lambda)$ are naturally $\mathfrak{gl}(m|\infty)$-modules. They are direct limits of $\{K_n(\lambda)\}$ and $\{L_n(\lambda)\}$ and isomorphic to $K(\lambda)$ and $L(\lambda)$, respectively. Similarly $\bigcup_n L_n^{\theta}(\lambda)$ is an irreducible $\mathfrak{gl}(m) \oplus \mathfrak{gl}(\infty)$-module. The proof of Lemma 3.5 implies the following.

Corollary 3.6. Let $n < n' \leq \infty$. Let $\lambda = (\lambda_{-m}, \cdots, \lambda_{-1}) \in X^+_{m|n'}$ if $n'$ is finite, and $\lambda \in X^+_{m|\infty}$ otherwise. Then, for $Y = L$ or $K$ we have

$$\text{tr}_{n',n}(Y_n(\lambda)) = \begin{cases} Y_n(\lambda), & \text{if } \lambda_i = 0, \forall i > n, \\ 0, & \text{otherwise}. \end{cases}$$

Remark 3.7. Fix $\lambda \in X^+_{m|n_0}$. Let $n \geq n_0$ and regard $\lambda \in X^+_{m|n}$. Let $\mathfrak{J}_n$ denote the set of the highest weights of the composition factors of $K_n(\lambda)$ and $r(n)$ denote the length of a composition series of $K_n(\lambda)$. By [171], $\mathfrak{J}_n$ consists precisely of those weights $\mu$ such that $R_0(\mu) = \lambda$, for some $\theta \in \{0,1\}^\#\lambda$. As the operator $R_0$ only affects the atypical parts of $\mu$, we see that $r(n)$ and $\mathfrak{J}_n$ (with the tail of zeros in a weight ignored) are independent of $n$, once we have chosen large enough so that $\#\lambda$ is the same when $\lambda$ is regarded as an element in $X^+_{m|n}$.

Lemma 3.8. Let $\lambda \in X^+_{m|\infty}$ with $\lambda_i = 0$ for $i \geq n_0$, and regard $\lambda \in X^+_{m|n}$ for $n \geq n_0$. Suppose $n_0$ is chosen so that every $K_n(\lambda)$, for $n \geq n_0$, has the same number of composition factors (see Remark 3.7). Then $\text{tr}_{n',n}$ maps bijectively the set of Jordan-Hölder series of $K_n(\lambda)$ onto the set of Jordan-Hölder series of $K_n(\lambda)$, for all $n \leq n' \leq \infty$. In particular $[K(\lambda) : L(\mu)] = [K_n(\lambda) : L_n(\mu)]$ for every $n \geq n_0$.

Proof. We denote by $U(\mathfrak{gl}(m|n))_+$, respectively $U(\mathfrak{gl}(m|n))_-$, the subalgebra of $U(\mathfrak{gl}(m|n))$ generated by the positive, respectively negative, root vectors of $\mathfrak{gl}(m|n)$.

For $n$ finite let $0 \subsetneq V^1_n \subsetneq V^2_n \subsetneq \cdots \subsetneq V^r_n = K_n(\lambda)$ be a composition series of $K_n(\lambda)$ with composition factors $V^i_n/V^{i-1}_n \cong L_n(\lambda^i)$. Attached to it we have a set of weight vectors, say $\{v^1, \cdots, v^r\}$, determined in such a way that the
irreducible module $L_n(\lambda^i) \cong V_n^i/V_n^{i-1}$ is generated by the highest weight vector $v^i + V_n^{i-1}$ of highest weight $\lambda^i$. Viewing $v^k \in K_n(\lambda) \subseteq K_{n+1}(\lambda)$, we let $V_n^i := \sum_{k=1}^{n} U(g(mn+1)) \cdot v^k \cdot$. Now by Lemma 3.2 $e_{i,n+1} v^k = 0$ for $t \leq n$, and hence $V_n^i(\lambda)$ is a $g(mn+1)$-submodule of $K_{n+1}(\lambda)$. Also $V_n^i/V_n^{i-1} \neq 0$, so $0 \subseteq V_n^i \subset V_n^2 \subset \cdots \subset V_n^{i+1} = K_{n+1}(\lambda)$ is a composition series for $K_{n+1}(\lambda)$. In this way we have defined a map $\phi_{n+1} : \text{tr}_{n+1}$, which takes a composition series of $K_n(\lambda)$ to a composition series of $K_{n+1}(\lambda)$.

By construction $V_n^i = V_n^i \oplus C^i$, where $C^i$ is a $g(mn)$-submodule on which $e_{n+1,1}$ acts non-trivially, and thus $\text{tr}_{n+1} \circ \phi_{n+1}$ is the identity. Now for a composition series of $K_{n+1}(\lambda)$ let $\{v^i, \cdots, v^r\}$ be defined as before. It is clear that $\{v^1, \cdots, v^r\}$ also gives rise to a composition series for $\text{tr}_{n+1} \circ \phi_{n+1}(\lambda) = K_n(\lambda)$.

By construction of $\phi_{n+1}$ this composition series of $K_n(\lambda)$ lifts to the original composition series of $K_{n+1}(\lambda)$, and hence $\phi_{n+1} \circ \text{tr}_{n+1}$ is the identity.

Now let $V^i$ be the $g(mn)$-module $\bigcup_n V_n^i$. Since $v^i \not\in V^i$, we have $0 \subseteq V^1 \subseteq V^2 \subseteq \cdots \subseteq V^r = K(\lambda)$. It is straightforward to verify that each factor module $V^i/V^i-1$ is irreducible and hence isomorphic to $L(\lambda^i)$ by construction. Bijection of composition series now is established as before.

**Corollary 3.9.** The Kac module $K(\lambda)$ for $\lambda \in X_{m+1}^+$ has a finite composition series. Furthermore its composition factors are of the form $L(\mu)$ with $\mu \in X_m^+$, and thus $K(\lambda)$ belongs to the category $\mathcal{O}_{m+1}^+$.

**3.4. Relating tilting modules in $\mathcal{O}_{m+1}^+$ and $\mathcal{O}_{m+1}^+$.** Throughout this subsection we assume that $n$ is finite. An object $M \in O^+_{m\mid n}$ is said to have a Kac flag if it has a filtration of $g(m\mid n)$-modules:

$$0 = M_0 \subseteq \cdots \subseteq M_r = M$$

such that each $M_i/M_{i-1}$ is isomorphic to $K_n(\lambda^i)$ for some $\lambda^i \in X_{m\mid n}^+$. We define $(M : K_n(\mu))$ for $\mu \in X_{m\mid n}^+$ to be the number of subquotients of a Kac flag of $M$ that are isomorphic to $K_n(\mu)$.

**Definition 3.10.** The tilting module associated to $\lambda \in X_{m\mid n}$ in the category $\mathcal{O}_{m\mid n}^+$ is the unique indecomposable $g(m\mid n)$-module $U_n(\lambda)$ satisfying:

1. $U_n(\lambda)$ has a Kac flag with $K_n(\lambda)$ at the bottom,
2. $\text{Ext}^1(K_n(\mu), U_n(\lambda)) = 0$, for all $\mu \in X_{m\mid n}^+$.

Let $n \in \mathbb{N}$ and $\lambda \in X_{m\mid n}^+$. By Corollary 3.3 and Theorem 4.37 (i) of [Br1] we see that $U_n(\lambda) \in \mathcal{O}_{m\mid n}^+$. Now let $\lambda = (\lambda_{-m}, \cdots, \lambda_{n+1}) \in X_{m\mid n+1}^+$ and let $U_{n+1}(\lambda)$ be the tilting module of $g(m\mid n+1)$ corresponding to $\lambda$. Let $\# \lambda$ denote the degree of atypicality of $\lambda$. By [Br1], $U_{n+1}(\lambda)$ has a Kac flag of the form:

$$0 = U_{n+1}^0 \subseteq U_{n+1}^1 \subseteq U_{n+1}^2 \subseteq \cdots \subseteq U_{n+1}^{\#\lambda+1} = U_{n+1}(\lambda),$$

where $U_{n+1}^i/U_{n+1}^{i-1} \cong K_{n+1}(\lambda_{i,n+1})$ for $i = 1, \cdots, n+1$ and $\lambda_{n+1} = \lambda$. Furthermore $a_{n+1} = 2\#\lambda$, and the $\lambda_{i,n+1}$'s are of the form $\lambda_{\theta}$, where $\theta = (\theta_1, \cdots, \theta_{\#\lambda}) \in \{0, 1\}^{\#\lambda}$.

If $(\lambda, |\delta_{n+1}|) < 0$, then $(\lambda_{\theta} | \delta_{n+1}) < 0$ for every $\theta$, since $\lambda_{\theta} \preceq \lambda$. Thus by Lemma 3.2 $\text{tr}_n(\lambda_{n+1}(\lambda)) = 0$. 

Now assume that \((\lambda|\delta_{n+1}) = 0\). Note that the degree of atypicality of \(\lambda\), regarded as an element in \(X^+_m|n\), is either \#\(\lambda - 1\) or \#\(\lambda\), depending on whether \(\lambda_{n+1} = 0\) affects the atypicality. If it is \#\(\lambda\), then \(\lambda_{n+1}\) is not an atypical part of \(\lambda\). Since the operators \(L_\theta\) only affect the atypical part of \(\lambda\), it follows that 
\[(\lambda^\omega|\delta_{n+1}) = (\lambda|\delta_{n+1}) = 0\] 
for each \(\theta\), and the two sets \(\{\lambda^1, \ldots, \lambda^{n-1}\}\) and 
\(\{\lambda^{n+1}, \ldots, \lambda^{n-1,n+1}\}\) are identical.

On the other hand, if the degree of atypicality is \#\(\lambda - 1\), then for \(\theta\) of the form 
\((1, \theta_2, \ldots, \theta_2, \theta_3)\), we have 
\[(\lambda^\omega|\delta_{n+1}) < 0\], and thus these \(2\#\(\lambda - 1\)\) Kac modules will not contribute to \(\text{tr}_n(U_{n+1}(\lambda))\). The remaining \(2\#\(\lambda - 1\)\) Kac modules have highest weights satisfying 
\[(\lambda^\omega|\delta_{n+1}) = 0\], and under \(\text{tr}_n\) will contribute \(K_n(\mu)\) in a Kac flag of \(\text{tr}_n(U_{n+1}(\lambda))\). But these are precisely the factors in a Kac flag of \(U_n(\lambda)\).

Denote by \(J_n(\lambda) = \{\lambda^1, \ldots, \lambda^{n-1}\}\) the set of the highest weights of the Kac modules of a Kac flag of \(U_n(\lambda)\). Summarizing we have the following.

**Proposition 3.11.** Let \(\lambda \in X^+_m|n\) with \((\lambda|\delta_{n+1}) = 0\), and \#\(\lambda\) be its degree of atypicality. Then \(J_n(\lambda)\) consists of those \(\mu\)’s from \(J_{n+1}(\lambda)\) with \((\mu|\delta_{n+1}) = 0\).

**Proposition 3.12.** Let \(\lambda \in X^+_m|\infty\) be such that \(\lambda_i = 0\) for \(i \geq n_0\), and regard \(\lambda \in X^+_m|n\) for \(n \geq n_0\). Suppose that \(n_0\) is chosen such that the degree of atypicality of \(\lambda\) regarded as an element in \(X^+_m|n\) is the same for \(n \geq n_0\). Then \(J_n(\lambda) = J_n(\lambda)\).

**Proposition 3.13.** For \(\lambda \in X^+_m|n\) the map \(\text{tr}_n\) sends \(U_{n+1}(\lambda)\) to \(U_n(\lambda)\), if \((\lambda|\delta_{n+1}) = 0\), and to 0, otherwise.

**Proof.** By \([Br1]\), \(U_{n+1}(\lambda)\) has a Kac flag with subquotients isomorphic to \(K_{n+1}(\mu)\), where \(\lambda^\omega \leq \mu \leq \lambda\). If \((\lambda|\delta_{n+1}) > 0\), then Corollary 3.6 implies \(\text{tr}_n(U_{n+1}(\lambda)) = 0\).

Let \(\lambda \in X^+_m|n\) with \((\lambda|\delta_{n+1}) = 0\) and consider \(U_{n+1}(\lambda)\). Let
\[
\vartheta := \frac{1}{2} \left( \sum_{i < 0} e_{ii} - \sum_{j > 0} e_{jj} \right).
\]
Then \(\vartheta\) equips \(\text{gl}(m|n+1)\) with the \(\mathbb{Z}\)-gradation \(8.1\), which allows us to regard \(O^+_{m|n+1}\) as a \(\mathbb{Z}\)-graded module category with gradation-preserving morphisms as in \([So3]\). By the construction of \([So3]\) one has a filtration of indecomposable modules \(a = \lambda(\vartheta) := |\lambda|\)
\[
(3.4) \quad K_{n+1}(\lambda) = T_{a} \subseteq T_{a-1} \subseteq T_{a-2} \subseteq \ldots \subseteq T_{r} = U_{n+1}(\lambda).
\]
According to \([Br1]\) tilting modules have multiplicity-free Kac flags, we have
\[
T_{\geq i-1}/T_{\geq i} \cong \bigoplus_{|\mu|=i-1} K_{n+1}(\mu),
\]
where the summation is over those \(\mu\)’s in \(X^+_m|n\) with \(\text{Ext}^{1}(K_{n+1}(\mu), T_{\geq i}) \neq 0\). Furthermore \(T_{\geq i-1}\) contains a non-trivial extension of \(K_{n+1}(\mu)\) by \(T_{\geq i}\) for every such \(\mu\). Applying the truncation functor \(\text{tr}_n\) to \((3.4)\) we obtain a filtration
\[
(3.5) \quad K_n(\lambda) \subseteq S_{a-1} \subseteq S_{a-2} \subseteq \ldots \subseteq S_{r},
\]
with \(S_{\geq i-1}/S_{\geq i} \cong \bigoplus_{|\mu|=i-1} K_n(\mu)\), and with summation over \(\mu\) with \((\mu|\delta_{n+1}) = 0\).

\(^4\)It is asserted in \([So3]\) that the modules \(T_{\geq k}\) are indecomposable. A simple proof of this fact can be read off from the proof of Proposition 3.1 in \([So3]\). We learned of this proof from W. Soergel through the anonymous expert, and we thank both of them.
We claim that the extension of each $K_n(\mu)$ by $S_{\geq i}$ in (3.5) is non-trivial, for $\mu$ satisfying (3.4) is non-trivial, and $\text{Ext}^1(K_{n+1}(\mu), T_{\geq i}) \neq 0$. Suppose it were trivial for some $\mu$. Let us denote the extension of $K_{n+1}(\mu)$ by $T_{\geq i}$ by $T_{\geq i}^\mu$, and set $S_{\geq i}^\mu = \text{tr}_n(T_{\geq i}^\mu)$. Let $w \in T_{\geq i}^\mu$ of weight $\mu$ be such that its image in $T_{\geq i}^\mu / T_{\geq i}$ generates over $\mathfrak{gl}(m|n+1) < 0$ a Kac module $K_{n+1}(\mu)$. Since $S_{\geq i}^\mu$ is a trivial extension of $K_n(\mu)$ by $S_{\geq i}$, we may assume (by adding to $w$ an element from $S_{\geq i}$ if necessary) that $e_{ij}w = 0$, for all $m \leq i < j \leq n$. According to Corollary 3.14, we have $\text{Ext}^1(K_{n+1}(\mu), T_{\geq i}^\mu) \neq 0$, for all $\mu > \nu$, and hence $w$ is a genuine $\mathfrak{gl}(m|n+1)$-highest weight vector of highest weight $\mu$ in $T_{\geq i-1}^\mu$. This implies that the extension $T_{\geq i}^\mu$ is split, which is a contradiction.

Now Proposition 3.14 and Soergel’s construction for $U_n(\lambda)$ imply that (3.5) is a construction of the tilting module $U_n(\lambda)$ and hence $S_{\geq i} \cong U_n(\lambda)$.

**Corollary 3.14.** Let $\lambda \in X^+_{m|n}$ with $\lambda_i = 0$ for $i \geq n_0$, and regard $\lambda \in X^+_{m|n}$ for $n \geq n_0$. Suppose that $n_0$ is such that $J_n(\lambda) = J_{n_0}(\lambda)$, for $n \geq n_0$. Then $U_{n_0}(\lambda) \subseteq U_n(\lambda)$ and $(U_n(\lambda) : K_n(\mu)) = (U_{n_0}(\lambda) : K_{n_0}(\mu))$. Furthermore a Kac flag of $U_n(\lambda)$, for every $n \geq n_0$, can be chosen to have the same ordered sequence of weights.

**Proof.** Consider the construction of $U_{n_0}(\lambda)$ as in (3.5). We define a total order on the $\mu$'s that appear in the construction by requiring that $\mu > \nu$ if $|\mu| > |\nu|$, and among the $\mu$'s with the same $|\mu|$ we choose an arbitrary total order. Starting with $K_{n_0}(\lambda)$, following this total order, we construct $U_{n_0}(\lambda)$. This gives a Kac flag of $U_{n_0}(\lambda)$. Regarding the same $\mu$'s as weights of $\mathfrak{gl}(m|n_0+1)$ we construct in the same fashion $U_{n_0+1}(\lambda)$ with the a Kac flag having the same sequence of weights. □

**3.5. Tilting modules in $\mathcal{O}^+_{m|n}$.** In the same way as in Definition 3.14 one defines tilting modules $U(\lambda)$ in the category $\mathcal{O}^+_{m|n}$, where $\lambda \in X^+_{m|n}$. The following lemma is standard using induction and the long exact sequence.

**Lemma 3.15.** Let $U$ be a $\mathfrak{gl}(m|\infty)$-module such that $\text{Ext}^1(K(\mu), U) = 0$, for all $\mu$. If $V$ is a $\mathfrak{gl}(m|\infty)$-module possessing a finite Kac flag, then we have $\text{Ext}^1(V, U) = 0$.

**Theorem 3.16.** Let $\lambda \in X^+_{m|n}$.

1. There exists a unique (up to isomorphism) tilting module associated to $\lambda$ in $\mathcal{O}^+_{m|\infty}$. Moreover, $U(\lambda) \cong \bigcup_n U_n(\lambda)$.
2. The functor $\text{tr}_n$ sends $U_n(\lambda)$ to $U_n(\lambda)$ if $(\lambda | \delta_{n+1}) = 0$ and to $0$ otherwise.
3. We have $(U_n(\lambda) : K_n(\mu)) = (U_{n_0}(\lambda) : K_n(\mu))$ for $n \gg 0$, and hence $U(\lambda)$ has a Kac flag consisting of Kac modules of highest weights $\mu$ with $\lambda^k \ll \mu \ll \lambda$.

**Proof.** Corollary 3.14 allows us to define the $\mathfrak{gl}(m|\infty)$-module $U(\lambda)$ to be

$$U(\lambda) = \bigcup_n U_n(\lambda).$$

Parts (2) and (3) follow from Corollary 3.14.

It remains to prove (1). First by Corollary 3.14 $U(\lambda)$ admits a Kac flag with the same ordered sequence of weights as $U_{n}(\lambda)$, for $n \gg 0$. Now for $\lambda \in X^+_{m|n}$ the highest weights of the Kac modules that appear in a Kac flag of $U_n(\lambda)$ lie in $X^+_{m|n}$. Also the highest weights of the composition factors of a Kac module with highest weight lying in $X^+_{m|n}$ also lie in $X^+_{m|n}$. Thus $U(\lambda)$ has a finite composition series...
and all its composition factors have highest weights lying in \( X_{m|\infty}^+ \). Thus \( U(\lambda) \) belongs to the category \( O_{m|\infty}^{+,+} \).

Suppose \( U(\lambda) = M_1 \oplus M_2 \) as \( \mathfrak{gl}(m|\infty) \)-modules. Choose \( n \) so that \( (\lambda_k|\delta_n) = 0 \), for all \( \lambda_k \), where the \( \lambda_k \)'s are all the highest weights of composition factors of \( U(\lambda) \) (and hence of \( M_1 \) and \( M_2 \) as well). Now \( U_n(\lambda) = \text{tr}_n(M_1) \oplus \text{tr}_n(M_2) \). But \( M_j \neq 0 \) would imply \( \text{tr}_n(M_j) \neq 0 \), which contradicts the indecomposability of \( U_n(\lambda) \). Thus, \( U(\lambda) \) is indecompos able.

Given an exact sequence of \( \mathfrak{gl}(m|\infty) \)-modules of the form
\[
0 \rightarrow U(\lambda) \rightarrow M \rightarrow K(\mu) \rightarrow 0,
\]
where \( \mu \in X_{m|\infty}^+ \), we apply \( \text{tr}_n \) to (3.6) and obtain a split exact sequence
\[
0 \rightarrow U_n(\lambda) \rightarrow \text{tr}_n(M) \rightarrow K_n(\mu) \rightarrow 0
\]
of \( \mathfrak{gl}(m|n) \)-modules. Thus, we can choose \( v_\mu \in \text{tr}_n(M) \) of weight \( \mu \) such that \( e_{ij}v_\mu = 0 \), for all \(-m \leq i < 0 < j \leq n \). Observe that \( e_{kl}v_\mu = 0 \) for \( k, l \) such that \( k < l \) and \( l > n \) by Lemma 3.2. Thus \( v_\mu \) is a genuine \( \mathfrak{gl}(m|\infty) \)-highest weight vector and hence \( \delta_\lambda \) is split. Thus \( U(\lambda) \) is a tilting module.

A standard Fitting-type argument as in [So3] proves the uniqueness of \( U(\lambda) \). □

Denote by \( G(\mathfrak{O}^{+,+}_{m|\infty}) \) the Grothendieck group of \( \mathfrak{O}^{+,+}_{m|\infty} \) and let \( G(\mathfrak{O}^{+,+}_{m|\infty})_Q := G(\mathfrak{O}^{+,+}_{m|\infty}) \otimes_\mathbb{Z} \mathbb{Q} \). For \( M \in \mathfrak{O}^{+,+}_{m|\infty} \) let \([M]\) denote the corresponding element in \( G(\mathfrak{O}^{+,+}_{m|\infty})_Q \). Let \( E^{m|\infty}_q \) denote the specialization of \( E^{m|\infty} \) at \( q \rightarrow 1 \). The topological completion \( \hat{E}^{m|\infty} \) induces a topological completion \( \hat{E}^{m|\infty}_{q=1} \) of \( E^{m|\infty}_{q=1} \). Using the bijection between \( E^{m|\infty}_{q=1} \) and \( G(\mathfrak{O}^{+,+}_{m|\infty})_Q \), induced by sending \( K_f(\lambda) \) to \([K(\lambda)]\) for \( \lambda \in X_{m|\infty}^+ \), we may define a topological completion \( \hat{G}(\mathfrak{O}^{+,+}_{m|\infty})_Q \) of \( G(\mathfrak{O}^{+,+}_{m|\infty})_Q \).

**Proposition 3.17.**

1. The linear map \( j : \hat{G}(\mathfrak{O}^{+,+}_{m|\infty})_Q \rightarrow \hat{E}^{m|\infty}_{q=1} \) that sends \([K(\lambda)]\) to \( K_f(\lambda) \) for each \( \lambda \in X_{m|\infty}^+ \) is an isomorphism of vector spaces.
2. \( j \) sends \([U(\lambda)]\) to \( U_f(\lambda) \) for each \( \lambda \in X_{m|\infty}^+ \).
3. \( j \) sends \([L(\lambda)]\) to \( L_f(\lambda) \) for each \( \lambda \in X_{m|\infty}^+ \).

**Proof.** Clearly \( j \) is an isomorphism of vector spaces. Write
\[
[K(\lambda)] = \sum_\mu a_{\lambda,\mu}[L(\mu)], \quad [K_n(\lambda)] = \sum_\mu a_{\lambda,\mu;n}[L_n(\mu)],
\]
for some \( a_{\lambda,\mu}, a_{\lambda,\mu;n} \in \mathbb{Z} \). Lemma 3.8 says that \( a_{\lambda,\mu} = a_{\lambda,\mu;n} \) for \( n \gg 0 \) relative to \( \lambda, \mu \). Corollary 2.10 implies that \( b_{\lambda,\mu;n} \) for \( n \gg 0 \) if we write
\[
K_f(\lambda) = \sum_\mu b_{\lambda,\mu}L_f(\lambda), \quad K_f^{(n)} = \sum_\mu b_{\lambda,\mu;n}L_f^{(n)}.
\]
The finite \( n \) analogue of (3) in [Br1] says that \( a_{\lambda,\mu;n} = b_{\lambda,\mu;n} \). Thus (3) follows.

In a similar fashion (2) follows from Corollary 2.10 Theorem 3.16 and Brundan’s finite \( n \) analogue of (2). □

**Remark 3.18.** We note that the operator \( L : X_{m|\infty}^+ \rightarrow X_{m|\infty}^+ \) is not surjective in contrast to the finite \( n \) case. For example the trivial weight does not lie in the image of \( L \).
4. Kazhdan-Lusztig polynomials and canonical bases for $\mathcal{E}^{m+n}$

The goal of this section is to establish closed formulas for the (dual) canonical bases and Kazhdan-Lusztig polynomials in the Fock space $\mathcal{E}^{m+n}$. We begin with some standard results on canonical bases on tensor and exterior spaces, which seem to be well known (cf. e.g. [Ln2, FKK, Br1]).

4.1. Bases for $\mathbb{T}^{m+n}$. We say that $f \in \mathbb{Z}^{m+n}$ is anti-dominant if $f(-m) \leq \cdots \leq f(-1) \leq f(1) \leq \cdots \leq f(n)$. The following is standard.

Proposition 4.1. Let $n$ be finite. There exists a unique anti-linear bar map $\mathbb{T}^{m+n} \to \mathbb{T}^{m+n}$ such that

1. $\mathbb{V}_f = \mathcal{V}_f$ for all anti-dominant $f \in \mathbb{Z}^{m+n}$;
2. $X_nH = X_nH$ for all $X \in \mathcal{U}, u \in \mathbb{T}^{m+n}, H \in \mathcal{H}_{m+n}$;
3. the bar map is an involution;
4. $\mathbb{V}_f = \mathcal{V}_f + (*)$ where $(*)$ is a finite $\mathbb{Z}[g,q^{-1}]$-linear combination of $\mathcal{V}_g$'s for $g < f$.

By standard arguments again, Proposition 4.1 implies the existence and uniqueness of the canonical basis $\{\mathcal{T}_f\}$ and dual canonical basis $\{\mathcal{L}_f\}$ for $\mathbb{T}^{m+n}$.

Theorem 4.2. Let $n$ be finite. There exist unique bases $\{\mathcal{T}_f\}, \{\mathcal{L}_f\}$ for $\mathbb{T}^{m+n}$, where $f \in \mathbb{Z}^{m+n}$, such that

1. $\mathcal{T}_f = \mathcal{T}_f$ and $\mathcal{L}_f = \mathcal{L}_f$;
2. $\mathcal{T}_f \in \mathcal{V}_f + \sum_{g \in \mathbb{Z}^{m+n}} \mathbb{Z}[q] \mathcal{V}_g$ and $\mathcal{L}_f \in \mathcal{V}_f + \sum_{g \in \mathbb{Z}^{m+n}} q^{-1} \mathbb{Z}[q] \mathcal{V}_g$;
3. $\mathcal{T}_f = \mathcal{V}_f + (*)$ and $\mathcal{L}_f = \mathcal{V}_f + (**)$ where $(*)$ and $(**)$ are finite $\mathbb{Z}[q,q^{-1}]$-linear combinations of $\mathcal{V}_g$'s for $g \in \mathbb{Z}^{m+n}$ with $g < f$.

We define $t_{g,f}(q) \in \mathbb{Z}[q], t_{g,f}(q) \in \mathbb{Z}[q^{-1}]$ associated to $f, g \in \mathbb{Z}^{m+n}$ by

\begin{equation}
\mathcal{T}_f = \sum_{g \in \mathbb{Z}^{m+n}} t_{g,f}(q) \mathcal{V}_g, \quad \mathcal{L}_f = \sum_{g \in \mathbb{Z}^{m+n}} t_{g,f}(q) \mathcal{V}_g.
\end{equation}

Note that $t_{g,f}(q) = t_{g,f}(q) = 0$ unless $g \leq f$ and $t_{f,f}(q) = t_{f,f}(q) = 1$. We will refer to these polynomials as Kazhdan-Lusztig polynomials (see Proposition 5.3).

Remark 4.3. One can show that the matrices $[t_{f,-g}(q^{-1})]$ and $[t_{f,g}(q)]$ are inverses of each other. In light of Proposition 5.3, this can be regarded as a reformulation of the inversion formula of the parabolic Kazhdan-Lusztig polynomials. Alternatively, this follows from similar arguments as in §2-i of [Br1]. Thus (4.1) implies the following duality formulas:

\begin{equation}
\mathcal{V}_f = \sum_{g \in \mathbb{Z}^{m+n}} \mathcal{L}_{-f,-g}(q^{-1}) \mathcal{V}_g, \quad \mathcal{L}_f = \sum_{g \in \mathbb{Z}^{m+n}} \mathcal{L}_{-f,-g}(q^{-1}) \mathcal{V}_g, \quad f \in \mathbb{Z}^{m+n}.
\end{equation}

4.2. Bases for $\mathcal{E}^{m+n}$ and $\mathcal{E}^{m+\infty}_+$. For $n \in \mathbb{N}$, let $\mathcal{E}^{m+n}$ denote the subspace of $\mathcal{E}^{m+n}$ spanned by elements of the form $\mathcal{K}_f, f \in \mathbb{Z}^{m+n}_+$. Define the truncation map $\mathbb{Tr}_{m+n} : \mathcal{E}^{m+n}_+ \to \mathcal{E}^{m+n}_+$ by sending $\mathcal{K}_f$ to $\mathcal{K}_{f(n)}$ if $f(n+1) = -n$, and to 0 otherwise. For $n' > n$, $\mathbb{Tr}_{n',n} : \mathcal{E}^{m+n'}_+ \to \mathcal{E}^{m+n}_+$ is defined similarly. This gives rise to $\mathbb{Tr}_n : \mathcal{E}^{m+n} \to \mathcal{E}^{m+n}_+$, for all $n$, which in turn allows us to define a topological completion $\mathcal{E}^{m+\infty}_+ := \lim_{n \to \infty} \mathcal{E}^{m+n}_+$, similarly as in [Br1] §2-d. We call the map $\mathbb{Tr}_n : \mathcal{E}^{m+n} \to \mathcal{E}^{m+n}_+$ also the truncation map.
**Lemma 4.4.** Let \( n \in \mathbb{N} \cup \infty \) and let \( f, g \in \mathbb{Z}_m^{m+n} \). Then \( f > g \) in the Bruhat ordering if and only if there exists \( f^0, \ldots, f^s \in \mathbb{Z}_m^{m+n} \) such that \( f = f^0 > f^1 > \cdots > f^s = g \) and for each \( 0 \leq a < s \) there exists \( i_a < j_a \) with \( f^{a+1} = (f^a \cdot \tau_{i_a,j_a})^+, f^a(i_a) > f^a(j_a) \), and \( f^a(i_a) \neq f^a(k) \), \( \forall k > 0 \).

**Sketch of a proof.** This follows from an equivalent formulation of the Bruhat ordering in terms of the wt* combined with an analogous proof of the reductive analog of Brundan’s Lemma 3.42 in [Br1].

For \( n \in \mathbb{N} \cup \infty \), a weight \( f \in \mathbb{Z}_m^{m+n} \) is called \( J \)-typical if it is minimal in the Bruhat ordering among elements in \( \mathbb{Z}_m^{m+n} \). The following proposition can be established in the same way as a similar statement in [Br1] Theorem 3.5. For a finite \( n \) let \( \hat{\mathcal{E}}^{m+n} := \mathcal{E}^{m+n} \).

**Proposition 4.5.** Let \( n \in \mathbb{N} \cup \infty \). There exists a unique anti-linear bar map \( - : \mathcal{E}^{m+n} \to \hat{\mathcal{E}}^{m+n} \) such that

1. \( \mathcal{K}_f = \mathcal{K}_f \) for all \( J \)-typical \( f \in \mathbb{Z}_m^{m+n} \);
2. \( \mathcal{K}_u = \mathcal{K}_u \) for all \( X \in \mathcal{U} \) and \( u \in \hat{\mathcal{E}}^{m+n} \);
3. the bar map is an involution;
4. \( \mathcal{K}_f = \mathcal{K}_f + (\star) \) where \((\star)\) is a (possibly infinite when \( n = \infty \)) \( \mathbb{Z}[q,q^{-1}] \)-linear combination of \( \mathcal{K}_g \)'s for \( g \in \mathbb{Z}_m^{m+n} \) such that \( g < f \) in the Bruhat ordering.

The next theorem follows from Proposition 4.5.

**Theorem 4.6.** Let \( n \in \mathbb{N} \cup \infty \). There exist unique topological bases \( \{ \mathcal{U}_f \}, \{ \mathcal{L}_f \} \), where \( f \in \mathbb{Z}_m^{m+n} \), for \( \hat{\mathcal{E}}^{m+n} \) such that

1. \( \mathcal{U}_f = \mathcal{U}_f \) and \( \mathcal{L}_f = \mathcal{L}_f \);
2. \( \mathcal{U}_f \in \mathcal{K}_f + \sum_{g \in \mathbb{Z}_m^{m+n}} q \mathcal{K}_g \) \( \mathcal{L}_f \in \mathcal{K}_f + \sum_{g \in \mathbb{Z}_m^{m+n}} q^{-1} \mathcal{K}_g \);
3. \( \mathcal{U}_f = \mathcal{K}_f + (\ast) \) and \( \mathcal{L}_f = \mathcal{K}_f + (\ast\ast) \) where \((\ast)\) and \((\ast\ast)\) are (possibly infinite when \( n = \infty \)) \( \mathbb{Z}[q,q^{-1}] \)-linear combinations of \( \mathcal{K}_g \)'s for dominant \( g < f \).

For \( n \) finite, \((\ast)\) and \((\ast\ast)\) are always finite sums.

We define \( u_{g,f}(q) \in \mathbb{Z}[q] \), \( l_{g,f}(q) \in \mathbb{Z}[q^{-1}] \) for \( f, g \in \mathbb{Z}_m^{m+n} \) by

\[
(4.3) \quad \mathcal{U}_f = \sum_{g \in \mathbb{Z}_m^{m+n}} u_{g,f}(q) \mathcal{K}_g, \quad \mathcal{L}_f = \sum_{g \in \mathbb{Z}_m^{m+n}} l_{g,f}(q) \mathcal{K}_g.
\]

Note that \( u_{g,f}(q) = l_{g,f}(q) = 0 \) unless \( g \leq f \) and \( u_{f,f}(q) = l_{f,f}(q) = 1 \). For reasons that will become clear in Section 5.3, we will refer to these polynomials as \((\text{parabolic})\) Kazhdan-Lusztig polynomials.

**Remark 4.7.** In the same way as in [Br1] (3.7) we can show that our notation of \( \mathcal{L}_f \) and \( l_{g,f}(q) \) here is consistent with the same notation introduced in Section 4.1.

Also, similar to [Br1] Lemma 3.8], we have \( \mathcal{U}_f = \mathcal{T}_{f,w_0} \hat{H}_0 \), for \( f \in \mathbb{Z}_m^{m+n} \).

**Remark 4.8.** By modifying the arguments in \( \S 3-\S 9 \) of [Br1] we can introduce a symmetric bilinear form \( \langle \cdot, \cdot \rangle \) on \( \mathcal{E}^{m+n} \) such that \( \langle \mathcal{L}_f, \mathcal{U}_{-g,w_0} \rangle = \delta_{f,g} \), which readily implies that the matrices \([u_{-f,w_0,-g,w_0}(q)]\) and \([l_{f,g}(q^{-1})]\) are inverses of each other. Equivalently, we have

\[
\mathcal{K}_f = \sum_{g \in \mathbb{Z}_m^{m+n}} u_{-f,w_0,-g,w_0}(q^{-1}) \mathcal{L}_g = \sum_{g \in \mathbb{Z}_m^{m+n}} l_{-f,w_0,-g,w_0}(q^{-1}) \mathcal{U}_g, \quad f \in \mathbb{Z}_m^{m+n}.
\]
4.3. **Degree of J-atypicality.** Let $n$ be finite and let $f \in \mathbb{Z}^{m+n}$ be $S_m|n$-conjugate to an element $f^+$ in $\mathbb{Z}^{m+n}$.

For a pair of integers $(i|j)$, with $-m \leq i \leq -1$ and $1 \leq j \leq n$, we define the *distance* of $(i|j)$ to be $d(i|j) := f(i) - f(j)$. Such a pair is called an *atypical pair* for $f$ if the following three conditions are satisfied:

(A1+) $f(i) > f(j)$;
(A2+) for every $k$ with $1 \leq k \leq n$ we have $f(i) \neq f(k)$;
(A3+) for every $l$ with $-m \leq l \leq -1$ we have $f(l) \neq f(j)$.

Two atypical pairs $(i_1|j_1)$ and $(i_2|j_2)$ for $f$ are said to be *disjoint* if $i_1 \neq i_2$ and $j_1 \neq j_2$. Two subsets $A_1$ and $A_2$ of atypical pairs of $f$ are said to be disjoint if any two atypical pairs $(i_1|j_1) \in A_1$ and $(i_2|j_2) \in A_2$ are disjoint. Let $A^+_f$ denote the set of all atypical pairs of $f$. For $k \geq 1$ we define the set $\Sigma^+_f$ recursively as follows:

$$\Sigma^+_f := \{(i|j) \in A^+_f \mid d(i|j) = k \text{ and } (i|j) \text{ is disjoint from } \bigcup_{s=1}^{k-1} \Sigma^+_f\},$$

$$\Sigma^+_1 := \bigcup_{k \geq 1} \Sigma^+_k.$$

**Definition 4.9.** An element in $\Sigma^+_f$ will be called a *positive pair* of $f$. The *degree of J-atypicality* of $f$, denoted by $\# f$, is defined to be the cardinality of $\Sigma^+_f$.

In particular $\# f \leq \min(m, n)$. By Lemma 4.4, $\# f = 0$ if and only if $f$ is minimal in the Bruhat ordering among elements in $\mathbb{Z}^{m+n}$; i.e. it is *J-typical*.

**Remark 4.10.** Our definition of J-atypicality was partly inspired by the definition of Leclerc and Miyachi’s function $\psi$ in [LM, 2.5]. Their $\psi$ was in turn inspired by Lusztig’s notion of “admissible involutions”.

We denote by $A^-_f$ the collection of all pairs $(i|j)$, $i < 0$ and $j > 0$, satisfying the following three conditions:

(A1−) $f(i) < f(j)$;
(A2−) for every $k$ with $1 \leq k \leq n$ we have $f(i) \neq f(k)$;
(A3−) for every $l$ with $-m \leq l \leq -1$ we have $f(l) \neq f(j)$.

Disjointness of subsets of $A^-_f$ is defined similarly. We define the set $\Sigma^{-k}_f$ recursively:

$$\Sigma^{-k}_f := \{(i|j) \in A^-_f \mid d(i|j) = -k \text{ and } (i|j) \text{ is disjoint from } \bigcup_{s=1}^{k-1} \Sigma^{-s}_f\}, \text{ for } k \geq 1.$$

Set $\Sigma^-_f := \bigcup_{k \geq 1} \Sigma^{-k}_f$. Elements in $\Sigma^-_f$ will be called *negative pairs* of $f$.

4.4. **An algorithm for canonical bases.** Recall $d_i \in \mathbb{Z}^{m+n}$ from Subsection 2.3. We give a procedure to reduce the degree of J-atypicality in a controlled manner (see Lemma 4.4).

**Procedure 4.11.** Let $f \in \mathbb{Z}^{m+n}$. We construct an element $h \in \mathbb{Z}^{m+n}$ and a Chevalley generator $X_a$ according to the following procedure.

0. **Choose** $i < 0$ such that $i = \max\{l \mid \text{there exists } k \text{ with } (l|k) \in \Sigma^+_f\}$.
1. **If** $i < -1$ and $f(i) - 1 \neq f(i + 1)$ or $i = -1$, then put $X_a = F_{f(i) - 1}$, $h = f - d_i$ and the procedure stops. Otherwise go to step (2).
(2) There exists an \( s > 0 \) such that \( f(i + 1) = f(s) \) (see Remark 4.12). We let \( X_a = E_{f(i) - 1} \), \( h = f - \delta_i \) and the procedure stops.

Remak 4.12. To justify step (2) above, we note that \((i,j)\) is an atypical pair for some \( j > 0 \). Thus \( f(j) \neq f(t) \) for all \( t < 0 \), and in addition \( f(i) > f(j) \), which implies that \( f(i + 1) = f(i) - 1 \geq f(j) \). If \( f(i + 1) \neq f(s) \) for all \( s > 0 \), then \((i + 1,j)\) is an atypical pair, and so there exists \( t > 0 \) with \((i + 1,t) \in \Sigma_f^+\), contradicting the choice of \( i \) in step (0).

Remark 4.13. Notice that step (1) produces an \( h \in \mathbb{Z}_{n+}^m \) with \( \sum_{i<0} f(i) - 1 = \sum_{i<0} h(i) \), while step (2) produces an \( h \in \mathbb{Z}_{n+}^m \) with \( \sum_{j>0} f(j) + 1 = \sum_{j>0} h(j) \).

It follows that a finite number of applications of the procedure reduces the degree of \( J \)-atypicality, and thus a finite number of repeated applications of Procedure 4.11 will produce a \( J \)-typical element. Procedure 4.11 may be regarded as a reductive analogue of Brundan’s Procedure 3.20 in [Br1].

We will write \( h \rightsquigarrow f \) to denote that \( h \) is obtained from \( f \) via Procedure 4.11. Thus we have \( h_k \rightsquigarrow h_{k-1} \rightsquigarrow \cdots \rightsquigarrow h_1 \rightsquigarrow f \), with \( h_k \) \( J \)-typical. Denote the Chevalley generator corresponding to \( h_i \rightsquigarrow h_{i-1} \) by \( X_{a_i} \). We have the following lemma.

Lemma 4.14. Let \( f \in \mathbb{Z}_{n+}^m \) with \( \#f > 0 \) and let \( h \) and \( X_a \) be defined as in Procedure 4.11.

(1) If \( \# f = \# h \), then \( X_a U_h = U_f \) and \( X_a K_h = K_f \).

(2) If \( \# f = \# h + 1 \), then \( h = f - \delta_i \), for some \( i < 0 \). In this case we have \( X_a = F_{f(i)-1} \) and \( X_a U_h = U_f \) and \( X_a K_h = K_f + qK_{h'} \), where \( h' = (h^{<0}|f(i) - 1|^{>0}) \). In particular \( f > h' \).

(3) Suppose \( h_k \rightsquigarrow h_{k-1} \rightsquigarrow \cdots \rightsquigarrow h_1 = f \) with \( h_k \) \( J \)-typical. Then we have \( U_f = X_{a_1} X_{a_2} \cdots X_{a_k} K_{h_k} \).

Proof. As usual we shall write \( f = (f^{<0}|f^{>0}) \) and \( g = (g^{<0}|g^{>0}) \) et cetera.

From the description of Procedure 4.11 there are the following three cases to be considered depending on the forms of \( f \) and \( h \), with \( a + 1 = f(i) \). Here, \( \cdots \) denotes entries different from \( a \) and \( a + 1 \).

(i) \( f = (\cdots,a+1,a,\cdots,a,a,\cdots) \), \( h = (\cdots,a+1,a,\cdots,a,\cdots) \);
(ii) \( f = (\cdots,a+1,\cdots,a,\cdots) \), \( h = (\cdots,a,\cdots) \);
(iii) \( f = (\cdots,a+1,\cdots,a,\cdots) \), \( h = (\cdots,a,\cdots) \).

We have the following description of \( \Sigma_h^+ \) in these cases:

(i) \( \Sigma_h^+ = \left( \Sigma_f^+ \setminus \{(i,k)\} \right) \cup \{(i+1,k)\} \), with unique \( k > 0 \) such that \((i,k) \in \Sigma_f^+ \);
(ii) \( \Sigma_h^+ = \Sigma_f^+ \);
(iii) \( \Sigma_h^+ = \Sigma_f^+ \setminus \{(i,s)\} \), with unique \( s > 0 \) such that \( f(s) = a \).

Thus in (i) and (ii) above \( \# h = \# f \), while in (iii) \( \# h = \# f - 1 \).

The formulas for \( X_a K_h \) in (1) and (2) are verified case by case using Lemma 2.22.

It remains to verify the action of \( X_a \) on \( U_h \).

In (1), by Procedure 4.11 \( X_a \) is of the form \( E_a \). We have

\[ U_h = K_h + \sum_{g < h} u_{g,h}(q)K_g, \quad \text{for } u_{g,h}(q) \in \mathbb{Q}[q]. \]

Observe that any \( q \) such that \( g < h \) is of the form

\[ g_1 = (\cdots,a+1,a,\cdots,a+1,\cdots) \] or \( g_2 = (\cdots,a+1,\cdots,a+1,a,\cdots) \).
One checks that
\[ X_a \mathcal{U}_h = \mathcal{K}_f + \sum_{g_1 < h} u_{g_1, h}(q) \mathcal{K}_{g_1} + \sum_{g_2 < h} u_{g_2, h}(q) \mathcal{K}_{g_2}, \]
where
\[ g'_1 = (\vartheta_{a, a+1} g^0_{h_1}), \quad g'_2 = (\vartheta_{a, a+1} g^0_{h_2}). \]
Note that \( g'_1 < f \) and \( g'_2 < f \), for \( g_1 < h \) and \( g_2 < h \). Hence \( X_a \mathcal{U}_h \) is of the form \( \mathcal{K}_f + \sum_{g < f} q\mathbb{Z}[q] \mathcal{K}_g \) and it is bar-invariant since
\[ X_a \mathcal{U}_h = \mathcal{X}_a \cdot \mathcal{U}_h = X_a \mathcal{U}_h. \]
Thus \( X_a \mathcal{U}_h = \mathcal{U}_f \) by the uniqueness of the canonical basis element \( \mathcal{U}_f \).

In case (ii), \( \mathcal{X}_a = F_a \). Now if \( g < h \), then \( g \) can be either \((\cdots, a, \cdots)\) or \((\cdots, \cdot, a, \cdots)\). Thus \( F_a \mathcal{K}_g = \mathcal{K}_{g'} \), where \( g' \) is either \((\cdots, a+1, \cdots)\) or \((\cdots, \cdot, a+1, \cdots)\). In either case \( g' < f \). From a similar argument as in case (i), we conclude that \( X_a \mathcal{U}_h = \mathcal{U}_f \). In case (iii), \( \mathcal{X}_a = F_a \) and if \( g < h \), then \( g \) is of the same form as \( h \). Now this case is straightforward to check, thus completing the proofs of (1) and (2). By (1) and (2), \( X_a \mathcal{X}_a \cdots X_a \mathcal{X}_a \mathcal{K}_h \) is a bar-invariant element of the form \( \mathcal{K}_f + \sum_{g < f} q\mathbb{Z}[q] \mathcal{K}_g \), hence equals \( \mathcal{U}_f \), proving (3). \( \square \)

**Example 4.15.** Consider \( f = (2, 1, 0) | 3, 0, -2 \) with \( \neq f = 1 \). We will use Procedure [I.11](#I.11) to compute \( \mathcal{U}_f \). We have the following sequence:
\[(2, 1, -2 | 3, 1, -2) \sim (2, 1, 0 | 3, 1, -2) \sim (2, 1, 0 | 3, 0, -2), \]
Hence, \( \mathcal{U}_f = E_0 F_1 F_2 \mathcal{K}_{(2,1,-2 | 3,1,-2)} = \mathcal{K}_{(2,1,0 | 3,0,-2)} + q \mathcal{K}_{(2,0,-2 | 3,1,0)}. \)

Let \( \Sigma = \{(i_1 | j_1), \cdots, (i_k | j_k)\} \) be a subset of \( \{ -m, \cdots, -1 \} \times \{ 1, \cdots, n \} \) such that all the \( i_s \)'s and also all the \( j_s \)'s are distinct. Let \( f \in \mathbb{Z}_+^{m+n} \). Define an element \( f_{\Sigma} \in \mathbb{Z}_+^{m+n} \) obtained from \( f \) as follows. It is enough to specify the values of \( f_{\Sigma}^<0 \) and \( f_{\Sigma}^>0 \). The values of \( f_{\Sigma}^<0 \) are obtained from the values of \( f^<0 \) with \( f(j_s) \) replacing \( f(i_s) \), and the values of \( f_{\Sigma}^>0 \) are obtained from the values of \( f^>0 \) with \( f(i_s) \) replacing \( f(j_s) \), for all \( s = 1, \cdots, k \).

**Theorem 4.16.** Let \( f \in \mathbb{Z}_+^{m+n} \). We have
\[ \mathcal{U}_f = \sum_{\Sigma \in \Sigma^+_f} q^{\mid \Sigma \mid} \mathcal{K}_{f_{\Sigma}}, \]
where the summation is over all subsets \( \Sigma \) of \( \Sigma^+_f \).

**Proof.** If \( f \) itself is \( J \)-typical, then \( \mathcal{K}_f = \mathcal{U}_f \) and the theorem is true in this case, since \( \Sigma^+_f = \emptyset \).

Suppose that \( \neq f > 0 \). Using the notation of Procedure [I.11](#I.11) and Lemma [I.13](#I.13) we have \( \mathcal{U}_f = X_a \mathcal{U}_h \). We may assume by induction based on Procedure [I.11](#I.11) that \( \mathcal{U}_h \) is of the form \( \mathcal{U}_h = \sum_{\Sigma \subseteq \Sigma^+_h} q^{\mid \Sigma \mid} \mathcal{K}_{h_{\Sigma}}. \) There are three possibilities for \( X_a \), where \( a + 1 = f(i) \).

In the first case, \( X_a = E_a \) and the \( J \)-atypicality is not changed. Here we must have \( f = (\cdots, a+1, a, \cdots) \) and \( h = (\cdots, a+1, a, \cdots) \).

In this case if \( (i | k) \in \Sigma^+_h \), then \( \Sigma^+_h = (\Sigma^+_f \setminus \{(i | k)\}) \cup \{(i+1, k)\} \). Now one checks that
\[ \mathcal{U}_f = E_a \mathcal{U}_h = \sum_{\Sigma \subseteq \Sigma^+_h} q^{\mid \Sigma \mid} E_a \mathcal{K}_{h_{\Sigma}} = \sum_{\Sigma \subseteq \Sigma^+_f} q^{\mid \Sigma \mid} \mathcal{K}_{f_{\Sigma}}. \]
In the second case, $X_a = F_a$ and the $J$-atypicality is not changed. In this case, 
$f = (\cdots,a + 1,\cdots|\cdots)$ and $h$ is of the form $(\cdots,a,\cdots|\cdots)$, and we have $\Sigma_h^+ = \Sigma_f^+$. Thus
\[
U_f = F_a U_h = \sum_{\Sigma \subseteq \Sigma_h^+} q^{[\Sigma]} F_a \Omega_{h_{\Sigma}} = \sum_{\Sigma \subseteq \Sigma_f^+} q^{[\Sigma]} \Omega_{f_{\Sigma}}.
\]

Finally suppose that $X_a = F_a$ and the atypicality is changed. In this case, 
$f = (\cdots,a + 1,\cdots|\cdots,a,\cdots)$ and $h = (\cdots,a,\cdots|\cdots,a,\cdots)$. Let $s \geq 0$ be such that $f(s) = a$. Then $\Sigma_h^+ = \Sigma_f^+ \setminus \{(i|s)\}$. Thus any $h_{\Sigma}$ is of the form 
$(\cdots,a,\cdots|\cdots,a,\cdots)$ and we have
\[
U_f = F_a U_h = \sum_{\Sigma \subseteq \Sigma_h^+} q^{[\Sigma]} F_a \Omega_{h_{\Sigma}} = \sum_{\Sigma \subseteq \Sigma_f^+} q^{[\Sigma]} \Omega_{f_{\Sigma}}.
\]

This completes the proof. \hfill $\Box$

Remark 4.17. Theorem [4.16] is a generalization of Theorem 3 of [LM], where the canonical basis of the irreducible $\mathfrak{g}$-module generated by the vacuum vector of the Fock space was computed. The same combinatorics was used in [Lec] to describe the composition factors of tensor products of evaluation modules for quantum affine algebras.

Let $f \in \mathbb{Z}^{m+n}_+$ and let $w_0$ be the longest element in $S_{m|n}$. From the definitions the negative pairs of $f$ are precisely the positive pairs of $-f \cdot w_0$ via the correspondence
\[(i|j) \leftrightarrow (-m - i - 1|n - j + 1).\]

We have the following consequence of Remark 4.18 and Theorem 4.16.

Corollary 4.18. Let $f \in \mathbb{Z}^{m+n}_+$. We have
\[
\Omega_f = \sum_g q^{-[\Sigma]} \mathcal{L}_g,
\]
summed over all $g \in \mathbb{Z}^{m+n}_+$ such that there exists $\Sigma \subseteq \Sigma_g^-$ with $g_{\Sigma} = f$.

4.5. The operators $L$ and $R$. Theorem 4.16 computes $u_{g,f}$, and Corollary 4.18 computes the polynomials $l_{g,f}$ upon inversion. In the remainder of this section we will introduce some combinatorics and establish the reductive counterparts of Theorem 3.34 and Corollary 3.36 of [Br1] that allow us to describe this inversion explicitly. We start with the following lemma, which follows from the definition.

Lemma 4.19. Let $f \in \mathbb{Z}^{m+n}$ be $S_{m|n}$-conjugate to an element in $\mathbb{Z}^{m+n}_+$ and suppose that $(i|j)$ is an atypical pair of $f$. Then $(i|j)$ and $\Sigma_f^+$ are not disjoint.

Corollary 4.20. Let $f \in \mathbb{Z}^{m+n}$ be $S_{m|n}$-conjugate to an element in $\mathbb{Z}^{m+n}_+$, and suppose that $(i|j)$ is an atypical pair of $f$. Then there exists $i' < 0$ with $f(i') \leq f(i)$ such that $(i'|j) \in \Sigma_f^+$ or there exists $j' > 0$ with $f(j') \geq f(j)$ such that $(i|j') \in \Sigma_f^+$.

Next we define the reductive analogue of the $L$-operators and $R$-operators. Let $f \in \mathbb{Z}^{m+n}$ be $S_{m|n}$-conjugate to an element in $\mathbb{Z}^{m+n}_+$, with positive pairs $\Sigma_f^+$ and
negative pairs $\Sigma_f^\pm$. Recalling $\tau_{ij} \in S_{m+n}$ from Subsection 2.2, we define for each $i = -m, \ldots, -1$

\[
L_i(f) := \begin{cases} 
  f \cdot \tau_{ij}, & \text{if there exists } j \text{ with } (i, j) \in \Sigma_f^+, \\
  0, & \text{otherwise.}
\end{cases}
\]

\[
R_i(f) := \begin{cases} 
  f \cdot \tau_{ij}, & \text{if there exists } j \text{ with } (i, j) \in \Sigma_f^-, \\
  0, & \text{otherwise.}
\end{cases}
\]

Suppose now that $f \in \mathbb{Z}^m_{\pm^n}$. For $\theta = (\theta_{-m}, \ldots, \theta_{-1}) \in \mathbb{N}^m$ we define

\[
L_\theta(f) := \left( L_{-1_\theta} \circ L_{-2_\theta} \circ \cdots \circ L_{-m_\theta} (f) \right)^+, \quad L_\theta(f) := \left( L_{-m_\theta} \circ \cdots \circ L_{-1_\theta} (f) \right)^+.
\]

\[
R_\theta(f) := \left( R_{-1_\theta} \circ R_{-2_\theta} \circ \cdots \circ R_{-m_\theta} (f) \right)^+, \quad R_\theta(f) := \left( R_{-m_\theta} \circ \cdots \circ R_{-1_\theta} (f) \right)^+.
\]

Write $|\theta| := \sum_{i=-m}^{-1} \theta_i$. Let $\Sigma_f^+ = \{(i_1, j_1), \ldots, (i_k, j_k)\}$, where $i_1 < i_2 < \cdots < i_k < 0$. We shall denote by $L(f)$ (or $f^L$) the expression

\[
L(f) := \left( L_{i_k} \circ L_{i_{k-1}} \cdots \circ L_{i_1} (f) \right)^+.
\]

Similarly, if $\Sigma_f^- = \{(i_1, j_1), \ldots, (i_k, j_k)\}$, with $i_1 < i_2 < \cdots < i_k < 0$, we shall write $R(f)$ (or $f^R$) for the expression

\[
R(f) := \left( R_{i_1} \circ R_{i_2} \cdots \circ R_{i_k} (f) \right)^+.
\]

The following follows from the definitions.

**Lemma 4.21.** Let $f \in \mathbb{Z}^m_{\pm^n}$ and let $w_0$ be the longest element in $S_{m|n}$. For $\theta = (\theta_{-m}, \ldots, \theta_{-1}) \in \mathbb{N}^m$ let $\varphi = (\theta_{-1}, \ldots, \theta_{-m})$. We have

\[
-\mathbb{L}_\theta(-f \cdot w_0) \cdot w_0 = \mathbb{R}_\varphi(f), \quad -\mathbb{L}_\theta(-f \cdot w_0) \cdot w_0 = \mathbb{R}_\varphi(f).
\]

4.6. **Transition matrices between monomial and canonical bases in $\mathbb{E}^m_{\pm^n}$.** We start with several simple lemmas whose proofs are straightforward.

**Lemma 4.22.** Let $f \in \mathbb{Z}^m_{\pm^n}$ be $S_{m|n}$-conjugate to an element in $\mathbb{Z}^m_{\pm^n}$. Suppose that $(i_0, j_0) \in \Sigma_f^+$.

(i) If there exists $b > 0$ such that $f(b) \not\in \{f(i)|i < 0\}$ and $f(i_0) > f(b) > f(j_0)$, then there exists $a < 0$ with $f(i_0) > f(a) > f(b)$ and $(a, b) \in \Sigma_f^+$.

(ii) If there exists $a < 0$ with $f(a) \not\in \{f(j)|j > 0\}$ such that $f(i_0) > f(a) > f(j_0)$, then there exists $b > 0$ with $f(a) > f(b) > f(j_0)$ and $(a, b) \in \Sigma_f^+$.

**Lemma 4.23.** Let $f \in \mathbb{Z}^m_{\pm^n}$ be $S_{m|n}$-conjugate to an element in $\mathbb{Z}^m_{\pm^n}$, and let $(i, k), (j, l) \in \Sigma_f^+$ with $f(i) > f(j)$. Then $(j, l) \in \Sigma_f^+\sigma_{i, f}(j, l)$.

**Lemma 4.24.** Let $f \in \mathbb{Z}^m_{\pm^n}$ be $S_{m|n}$-conjugate to an element in $\mathbb{Z}^m_{\pm^n}$, and let $(i, k) \in \Sigma_f^+$. Suppose $i < 0$, $j < 0$ and $f(i) > f(j)$, and there is no $l > 0$ such that $(j, l) \in \Sigma_f^+\sigma_{i, f}(j, l)$. Then there is no $l > 0$ such that $(j, l) \in \Sigma_f^+\sigma_{i, f}(j, l)$.

**Proof.** The lemma is obvious if there exists $b > 0$ such that $f(j) = f(b)$. Hence we may assume that this is not the case.

Suppose there exists an $l > 0$ such that $f(l) \neq f(c)$, for every $c < 0$, and $f(j) > f(l)$. Then there exists an $a < 0$ with $f(j) > f(a) > f(l)$ and $(a, l) \in \Sigma_f^+\sigma_{i, f}(j, l)$.

But then by Lemma 4.23, we have $(a, l) \in \Sigma_f^+\sigma_{i, f}(j, l)$, and hence $(j, l) \not\in \Sigma_f^+\sigma_{i, f}(j, l)$.

\[
\square
\]
Theorem 4.25. Let $f \in \mathbb{Z}^m_{+}$. We have

1. $\mathcal{U}_f = \sum_{\theta \in \{0,1\}^m} q^{\theta} \mathcal{U}_\theta(f)$;
2. $\mathcal{K}_f = \sum_{\theta \in \mathbb{Z}^m} (-q)^{\theta} \mathcal{U}_\theta(f)$.

Proof. Part (1) follows from Theorem 4.10 and Lemmas 4.23 and 4.24.

Part (2) can be proved using (1) following the strategy of the proof of Theorem 3.34 (ii) in [L1] as follows. We let $M^{m+n}$ be the free $\mathbb{Z}[q, q^{-1}]$-module with basis $\{[f]\}$, where the $f$’s are all the $S_{m+n}$-conjugates of elements in $\mathbb{Z}^m_{+}$. We define linear maps $\mathcal{U}, \mathcal{K}: M^{m+n} \to \mathcal{E}^{m+n}$ by $\mathcal{K}([f]) = \mathcal{K}_f, \mathcal{U}([f]) = \mathcal{U}_f$. Let $\mathcal{K}^{-1}, \mathcal{U}^{-1}$ denote the right inverse functions of $\mathcal{K}$ and $\mathcal{U}$, respectively, given by $\mathcal{K}^{-1}(\mathcal{K}_f) = [f], \mathcal{U}^{-1}(\mathcal{U}_f) = [f]$. Now for $-m \leq i \leq -1$ define $\lambda_i: M^{m+n} \to M^{m+n}$ by

$$\lambda_i([f]) = \begin{cases} [f \cdot \tau_{ij}], & \text{if there exists } j \text{ with } (i,j) \in \Sigma^+_f, \\ 0, & \text{otherwise.} \end{cases}$$

Consider the maps

$$\mathcal{P} := \mathcal{K} \circ \left(1 + q\lambda_{-1}\right) \cdots \left(1 + q\lambda_{-m}\right) \circ \mathcal{U}^{-1}: \mathcal{E}^{m+n} \to \mathcal{E}^{m+n},$$

$$\mathcal{Q} := \mathcal{U} \circ \left(\frac{1}{1 + q\lambda_{-m}} \cdots \frac{1}{1 + q\lambda_{-1}}\right) \circ \mathcal{K}^{-1}: \mathcal{E}^{m+n} \to \mathcal{E}^{m+n}.$$ 

Note that every $\lambda_i$ is nilpotent, so the expression $1 + q\lambda_i$ is invertible.

Now (1) says that $\mathcal{P}(\mathcal{U}_f) = \mathcal{U}_f$ and hence $\mathcal{P}$ is the identity map. Part (2) is equivalent to saying that $\mathcal{Q}$ is the identity map. So it suffices to show that $\mathcal{P} \circ \mathcal{Q}$ is the identity map, which amounts to removing $\mathcal{U}^{-1} \circ \mathcal{U}$ in $\mathcal{P} \circ \mathcal{Q}$. Now this would follow, once we can show that, given $f \in \mathbb{Z}^m_{n+1}$ and a nonzero summand $[g]$ of $\frac{1}{1+q\lambda_{-m}} \cdots \frac{1}{1+q\lambda_{-1}}[f]$, for $f \in \mathbb{Z}^m_{+}$:

(i) If $g$ is of the form $(\cdots g(i) \cdots g(j) \cdots) \cdots$ with $g(i) \neq g(j), i < j$ and $(i,k), (j,l) \in \Sigma^+_g$, for some $k, l > 0$, then $g(l) > g(i)$;

(ii) For $g$ having the form of (i), $L_i L_j(g)$ and $L_j L_i(g)$ are $S_{m+n}$-conjugates.

(iii) For $g$ of the form (i) and $-m \leq i_1 < i_2 < \cdots < i_k < 0$ with $i \neq i_s$, for $s = 1, \ldots, k$, the element $L_{i_1} \cdots L_{i_s}(g)$ is also of the form (i).

Now let $g$ be such a summand. For $-m \leq i_1 < i_2 < \cdots < i_k < 0$ consider $h = \mathbb{L}_{i_k} \cdots \mathbb{L}_{i_1}(g)$. Of course there exist distinct $-m \leq j_1, \ldots, j_k < 0$ such that $L_{j_k} \cdots L_{j_1}(g^+)$ is $S_{m+n}$-conjugate to $h$. In order to establish (4.10) we only need to show that if we rearrange the $j_1, \ldots, j_k$ in decreasing order and apply the corresponding $L$-operators to $g^+$ we get an element that is also $S_{m+n}$-conjugate to $h$. This follows from (ii) and (iii). Below is an example to illustrate this. Suppose

$$g = (\cdots , g(i_1), \cdots , g(i_2), \cdots , g(i_3) \cdots)$$

$$g^+ = (\cdots , g(i_3), \cdots , g(i_2), \cdots , g(i_1) \cdots),$$

with $g(i_s) = g^+(j_s)$ with $s = 1, 2, 3$. We write $h \sim h'$ if $h$ and $h'$ are $S_{m+n}$-conjugates. We have by (ii) and (iii),

$$\mathbb{L}_{i_1} \mathbb{L}_{i_2} \mathbb{L}_{i_3} g \sim \mathbb{L}_{i_3} \mathbb{L}_{i_1} \mathbb{L}_{i_2} g \sim \mathbb{L}_{i_1} \mathbb{L}_{i_3} \mathbb{L}_{i_2} g \sim \mathbb{L}_{i_1} \mathbb{L}_{i_2} \mathbb{L}_{i_3} g.$$ 

But $\mathbb{L}_{i_1} \mathbb{L}_{i_2} \mathbb{L}_{i_3} g$ is $S_{m+n}$-conjugate to $\mathbb{L}_{i_3} \mathbb{L}_{i_1} \mathbb{L}_{i_2} g^+$. 

\[\square\]
Proof. In order to establish part (1) we need to compute

$$\mathcal{K}_f = \sum_{g=0}^{\mathbb{R}(g)} f(-q)^{-\vartheta} \varphi_g,$$

where the summation in (1) is over all \(g \in \mathbb{R}^{m+n}\) such that there exists \(\theta \in \{0, 1\}^m\) with \(\mathbb{R}(g) = f\), and the summation in (2) is over all \(g \in \mathbb{R}^{m+n}\) such that \(\mathbb{R}(g) = f\).

Corollary 4.27. Let \(f \in \mathbb{R}^{m+n}\). We have

1. \(\mathcal{K}_f = \sum_{\mathbb{R}(g)=f} q^{-\vartheta} \varphi_g\),
2. \(\mathcal{L}_f = \sum_{\mathbb{R}(g)=f} (-q)^{-\vartheta} \varphi_g\),

where the sum in (1) is over all \(g \in \mathbb{R}^{m+n}\) such that there exists \(\theta \in \{0, 1\}^m\) with \(\mathbb{R}(g) = f\), and the sum in (2) is over all \(g \in \mathbb{R}^{m+n}\) such that \(\mathbb{R}(g) = f\).

Proof. In order to establish part (1) we need to compute \(u_{-\varphi_{w_0}}\varphi(q^{-1})\) according to Remark 4.26. By Theorem 4.25 (1) it is equal to \(q^{-\vartheta}\) if \(-\varphi \cdot w_0 = \mathbb{R}(g)\), where \(\theta \in \{0, 1\}^m\), which is equivalent to saying that \(f = -\mathbb{R}(g)\cdot w_0\). Now by Lemma 4.21 we have \(-\mathbb{R}(g)\cdot w_0 = \mathbb{R}(g)\), where we recall that the expression \(\varphi\) means \(\theta\) in reversed order. Thus we obtain \(\mathbb{R}(g) = f\), as desired.

Part (2) is proved in a similar way using the second identity in Remark 4.26 together with Theorem 4.25 (2) and Lemma 4.21.

Corollary 4.28. Both \(u_{g,f}(q)\) and \(l_{g,f}(-q^{-1})\) are polynomials in \(q\) with positive integer coefficients. More explicitly,

1. \(u_{g,f}(q) = q^{|\theta|}\) if \(g = \mathbb{R}(f)\) for some \(\theta \in \{0, 1\}^m\), and \(u_{g,f}(q) = 0\) otherwise;
2. \(l_{g,f}(-q^{-1}) = \sum_{\theta} q^{|\theta|}\), where the sum is over all \(\theta \in \mathbb{N}^m\) with \(\mathbb{R}(g) = f\).

4.8. Transition matrices for bases in \(\mathbb{E}^{m+n}\).

Proposition 4.29. The truncation map \(\mathcal{T}_{n+1,n} : \mathbb{E}_{m+n+1}^{m+n+1} \to \mathbb{E}_{m+n}^{m+n}\) commutes with the bar-involution.

Proof. The proposition can be proved by an almost identical argument as in Proposition 2.8. We will not give the details except for pointing out that we now work over the space \(\mathbb{E}_{m+n}^{m+n} \otimes \mathbb{V}\) and we have the following counterparts of (2.7) and (2.8):

\[
\Theta^{(m+n+1)} = \otimes 1 + (q - q^{-1}) \sum_{a,b,a<b} \hat{E}_{ab} \otimes e_{ba},
\]

\[
\mathcal{K}_f^{(n)} \otimes v_{f(n+1)} = \mathcal{K}_f^{(n)} \otimes v_{f(n+1)} + (q - q^{-1}) \sum_{b>f(n+1), b>f(n+1)} \hat{E}_{f(n+1), b} \mathcal{K}_f^{(n)} \otimes v_{b}.
\]

Similarly as in Subsection 2.6, Proposition 4.29 implies the following.

Corollary 4.30. (1) \(\mathcal{T}_{n+1,n}\) sends \(\mathcal{U}_f\) (respectively \(\mathcal{L}_f\)) to \(\mathcal{U}_{f(n)}\) (respectively \(\mathcal{L}_{f(n)}\)) if \(f(n+1) = -n\) and to 0 otherwise.

2. For \(f, g \in \mathbb{Z}_{m+n}^{m+n}\) such that \(f(n+1) = g(n+1) = -n\), we have

\[u_{g,f}(q) = u_{g(n),f(n)}(q), \quad l_{g,f}(q) = l_{g(n),f(n)}(q)\]

Remark 4.31. By Proposition 4.29 and stabilizing its finite \(n\) counterparts (Theorem 4.25 Corollary 4.27), we see that Theorem 4.25 and Corollary 4.27 remain to be valid for \(n = \infty\).
5. Representation theory of $\mathfrak{gl}(m + n)$

5.1. The categories $\mathcal{O}_{m+n}$, $\mathcal{O}^+_{m+n}$ and $\mathcal{O}^{++}_{m+n}$. Let $n \in \mathbb{N}$. We shall think of $\mathfrak{gl}(m + n)$ as the Lie algebra of complex matrices whose rows and columns are parameterized by $I(m|n)$. We denote by $\mathfrak{h}_c$ (respectively $\mathfrak{b}_c$) the standard Cartan (respectively Borel) subalgebra of $\mathfrak{gl}(m + n)$, which consists of all diagonal (respectively upper triangular) matrices. Let $\{e_i, i \in I(m|n)\}$ be the basis of $\mathfrak{h}_c^*$ dual to $\{e_{ii}, i \in I(m|n)\}$. Set $\mathfrak{g}_0 = \mathfrak{gl}(m) \oplus \mathfrak{gl}(n)$. Let $\mathfrak{q}$ be a parabolic subalgebra $\mathfrak{g}_0 + \mathfrak{b}_c$.

Similarly as in Section 3 the Lie algebra $\mathfrak{gl}(m + \infty)$ is defined as $\lim_{n \to \infty} \mathfrak{gl}(m + n)$.

Define the symmetric bilinear form $(\langle \cdot | \cdot \rangle)_c$ on $\mathfrak{h}_c^*$ by

$$(\delta^i_j | \delta'^i_j)_c = \delta_{ij}, \quad i, j \in I(m|n),$$

and let

$$\rho_c = - \sum_{i=-m}^{n-1} i\delta'_i + \sum_{j=1}^{n} (1 - j)\delta'_j.$$

Let $X_{m+n}$ be the set of integral weights $\lambda = \sum_{i \in I(m|n)} \lambda_i\delta_i$, $\lambda_i \in \mathbb{Z}$, let $X^{++}_{m+n}$ be the set of all $\lambda \in X_{m+n}$ such that $\lambda_{-m} \geq \cdots \geq \lambda_1 \geq 0$. We may regard an element $\lambda$ in $X^{++}_{m+n}$ as an element in $X^{++}_{m+n+1}$ by letting $\lambda_{n+1} = 0$. Analogously we denote by $X^{++}_{m+\infty}$ the set of all dominant integral weights $\lambda = \sum_{i \in I(m|\infty)} \lambda_i\delta_i \in X_{m+\infty}$ such that $\lambda_{-m} \geq \cdots \geq \lambda_1 \geq 0$, and $\lambda_i = 0$ for $i \gg 0$.

Given $\lambda \in X^{++}_{m+n}$, $n \in \mathbb{N} \cup \infty$, we denote the Verma and generalized Verma modules by

$$\mathcal{V}_n(\lambda) := U(\mathfrak{gl}(m + n)) \otimes_{U(\mathfrak{b}_c)} C_{\lambda}, \quad \mathcal{K}_n(\lambda) := U(\mathfrak{gl}(m + n)) \otimes_{U(\mathfrak{q})} L^0_n(\lambda),$$

respectively. Here $L^0_n(\lambda)$ is extended trivially to a $\mathfrak{q}$-module, and $C_{\lambda}$ is the standard one-dimensional $\mathfrak{h}_c$-module extended trivially to a $\mathfrak{b}_c$-module. Let $\mathcal{L}_n(\lambda)$ be the irreducible $\mathfrak{gl}(m + n)$-module of highest weight $\lambda$.

Let $n \in \mathbb{N} \cup \infty$. Define a bijection

$$X_{m+n} \to \mathbb{Z}^{m+n}, \quad \lambda \mapsto f_\lambda,$$

where $f_\lambda \in \mathbb{Z}^{m+n}$ is given by $f_\lambda(i) = (\lambda + \rho_c | \delta'_i)_c$ for $i \in I(m|n)$. This map induces bijections $X^{++}_{m+n} \to \mathbb{Z}^{m+n}$ (for $n$ possibly infinite) and $X^{++}_{m+n} \to \mathbb{Z}^{m+n}$ (for finite $n$). Notions, such as Bruhat ordering and degree of $J$-atypicality etc., are defined on elements of $X_{m+n}$ in a way that is compatible with the ones defined on elements of $\mathbb{Z}^{m+n}$.

Let $n \in \mathbb{N}$. Denote by $\mathcal{O}_{m+n}$ the category of finitely generated $\mathfrak{gl}(m + n)$-modules $M$ that are locally finite over $\mathfrak{b}_c$, semisimple over $\mathfrak{h}_c$ and

$$M = \bigoplus_{\gamma \in X_{m+n}} M_{\gamma},$$

where as usual $M_{\gamma}$ denotes the $\gamma$-weight space of $M$ with respect to $\mathfrak{h}_c$. The objects in $\mathcal{O}_{m+n}$ include the Verma module $\mathcal{V}_n(\lambda)$ and the irreducible module $\mathcal{L}_n(\lambda)$ for $\lambda \in X_{m+n}$. Denote by $\mathcal{O}^+_{m+n}$ the full subcategory of finitely generated $\mathfrak{gl}(m + n)$-modules $M$ which are locally finite over $\mathfrak{q}$. The generalized Verma module $\mathcal{K}_n(\lambda)$ and the irreducible module $\mathcal{L}_n(\lambda)$ for $\lambda \in X^{++}_{m+n}$ belong to $\mathcal{O}^+_{m+n}$. Denote by
\( \mathcal{O}^{++}_{m+n} \) the full subcategory of \( \mathcal{O}^{+}_{m+n} \) which consists of \( \mathfrak{gl}(m+n) \) modules \( M \) whose composition factors are isomorphic to \( \mathcal{L}_n(\lambda) \) with \( \lambda \in X^{++}_{m+n} \).

Given \( M \in \mathcal{O}^+_{m+n} \), we endow the restricted dual \( M^* \) with the usual \( \mathfrak{gl}(m+n) \) module structure. Further twisting the \( \mathfrak{gl}(m+n) \) action on \( M^* \) by the automorphism given by the negative transpose of \( \mathfrak{gl}(m+n) \), we obtain another \( g \) module denoted by \( M^* \). For \( M \) with finite dimensional weight spaces we have \( (M^*)^* \cong M \).

The category \( \mathcal{O}^{++}_{m+n} \) consists of finitely generated \( \mathfrak{gl}(m+n) \) modules that are locally finite over \( q \cap \mathfrak{gl}(m+N) \), for every \( N \), and such that the composition factors are of the form \( \mathcal{L}(\lambda) \), \( \lambda \in X^+_{m+n} \).

A \( \mathfrak{gl}(m+n) \) module \( M \) is said to have a generalized Verma flag if there exists a filtration of \( \mathfrak{gl}(m+n) \) modules \( 0 = M_0 \subseteq M_1 \subseteq \cdots \subseteq M_r = M \) such that \( M_i/M_{i-1} \) is isomorphic to some generalized Verma module for each \( i \). Denote by \( (M:K_n(\lambda)) \) the number of subquotient of \( M \) which are isomorphic to \( K_n(\lambda) \).

The following is obtained by applying Jantzen’s irreducibility criterion (M+) \([Ja1, \text{Satz 4}]\) to \( K_n(\lambda) \).

Theorem 5.1. Let \( n \in \mathbb{N} \). The \( \mathfrak{gl}(m+n) \) module \( K_n(\lambda) \) is irreducible if and only if for any \( \beta \) of the form \( \delta_i - \delta_j \), \( i < j \), with \( (\lambda+\rho_c|\beta)_c \) being a positive integer, there exists an \( \alpha \) of the form \( \delta_i' - \delta_j' \), \( 0 < l \), or \( \delta_i' - \delta_j' \), \( k < 0 \), with \( (\lambda+\rho_c|\alpha)_c = 0 \).

Jantzen’s criterion can be simplified for \( \mathfrak{gl}(m+\infty) \).

Proposition 5.2. The \( \mathfrak{gl}(m+\infty) \) module \( K(\lambda) \) is irreducible if and only if for every \( -m \leq i < 0 \), there exists an \( \ell > 0 \) with \( (\lambda+\rho_c|\delta'_i - \delta'_j)_c = 0 \).

Proof. As Jantzen’s criterion is obtained by the non-degeneracy of the contravariant bilinear form on the generalized Verma module \( K(\lambda) \), it works for \( n = \infty \) as well. Let us call the criterion for \( n = \infty \) in Proposition 5.1 Condition (A) and the one in Proposition 5.2 Condition (B). Apparently Condition (B) implies (A).
On the other hand, assume that (A) is satisfied. Let \( i \) be such that \( -m \leq i < 0 \). Since \( (\lambda + \rho_c)(\delta_k - \delta_{k+1})_c > (\lambda + \rho_c)(\delta_k - \delta_{k})_c \), we can take \( J \gg 0 \) such that
\[
(\lambda + \rho_c)(\delta_k - \delta_{k})_c > 0
\]
for every \( -m \leq k \leq -1 \). In particular, for the root \( \beta = \delta_i - \delta'_i \), the number \( (\lambda + \rho_c)(\beta)_c \) is a positive integer. Applying Condition (A) to \( \beta \) now gives us Condition (B).

5.3. Kazhdan-Lusztig polynomials and (dual) canonical bases. In [KL] the Kazhdan-Lusztig polynomials were introduced and a parabolic version was later defined by Deodhar [Deo] (also [CC]). Here we follow the presentation in [So2].

Throughout this subsection we assume that \( f \) is anti-dominant (see Subsection 4.1). Let \( S_f \) denote the stabilizer subgroup of \( (S_{m+n}) \) of \( f \). Denote by \( H_f \) the Iwahori-Hecke algebra associated to \( S_f \). Denote by \( 1_{2\xi_f} \) the one-dimensional right \( H_f \)-module with basis element 1 such that \( 1 \cdot H_i = q^{-1} \cdot 1 \).

\( M^f \) carries a natural right \( H_{m+n} \)-module structure. Denote by \( S^f \) the set of minimal length representatives for the right cosets \( S_f \backslash S_{m+n} \). Then \( M^f \) has a basis \( M_x, x \in S^f \). There exists a unique bar involution on \( M^f \) which satisfies \( \overline{M_x} = 1 \otimes H_x \) and \( \overline{MH} = \overline{M} \cdot \overline{H} \) for all \( M \in M^f, H \in H_{m+n} \). According to [KL, Deo, So2], \( M^f \) admits the Kazhdan-Lusztig bases \( \{M_x\}, \{\overline{M}_x\} \), where \( x \in S^f \), which are characterized by the following properties:

(a) every \( \overline{M}_x, M_x \) with \( x \in S^f \) is bar-invariant;

(b) \( \overline{M}_x = M_x + \sum_y m_{y,x}(q)M_y, \overline{M}_x = M_x + \sum_y \overline{m}_{y,x}(q)M_y \), where \( m_{y,x} \in q\mathbb{Z}[q] \) and \( \overline{m}_{y,x} \in q^{-1}\mathbb{Z}[q^{-1}] \). (Furthermore, it is known that \( m_{y,x} = 0 = \overline{m}_{y,x} \) unless \( y < x \). By convention we set \( m_{x,x}(q) = \overline{m}_{x,x}(q) = 1 \).)

By examining the \( H_{m+n} \)-module homomorphism \( \phi : M^f \rightarrow T_{m+n}, M_x \mapsto V_{f,x} \), one has the following well-known identification (cf. [So2, Br1, FKK]).

**Proposition 5.3.** Suppose that \( f \in \mathbb{Z}^{m+n} \) is anti-dominant. Then in \( T_{m+n} \) we have

\[
\mathcal{J}_{f,x} = V_{f,x} + \sum_{y < x} m_{y,x}(q)V_{f,y}, \quad \mathcal{L}_{f,x} = V_{f,x} + \sum_{y < x} \overline{m}_{y,x}(q)V_{f,y}.
\]

Equivalently, we have

\[
t_{g,f,x}(q) = m_{y,x}(q), \text{ if } g = f \cdot y \text{ for some } y \in S^f, \\
tg_{g,f,x}(q) = \overline{m}_{y,x}(q), \text{ if } g = f \cdot y \text{ for some } y \in S^f,
\]

and \( t_{g,f,x}, \overline{t}_{g,f,x} \) are zero otherwise.

5.4. Kazhdan-Lusztig conjecture and (dual) canonical bases. We write \( t_{g,f}(q), \overline{t}_{g,f}(q) \) for \( t_{\mu,\lambda}(q), \overline{t}_{\mu,\lambda}(q) \), where \( f, g \) correspond to \( \lambda, \mu \), respectively, under the bijection \( X_{m+n}^+ \rightarrow \mathbb{Z}^{m+n} \).

The following theorem is a reformulation in terms of dual canonical and canonical bases of the Kazhdan-Lusztig conjecture proved in [BE, BK] combined with the translation principle of Jantzen (cf. [CC, So1, BGS, Ja2]) and the character formula of tilting modules [So3]. The proof here is inspired by a similar argument as in the proof of Theorem 4.31 in [Br1]. Such a reformulation is known to experts.
Theorem 5.4. (1) In the Grothendieck group $G(\mathfrak{o}_{m+n})$, for $\nu \in X_{m+n}$, we have

$$[T_n(\nu)] = \sum_{\mu \in X_{m+n}} t_{\mu, \nu}(1)[V_n(\mu)], \quad [L_n(\nu)] = \sum_{\mu \in X_{m+n}} t_{\mu, \nu}(1)[V_n(\mu)].$$

(2) In the Grothendieck group $G(\mathfrak{o}^+_{m+n})$, for $\nu \in X^+_{m+n}$, we have

$$[U_n(\nu)] = \sum_{\mu \in X^+_{m+n}} u_{\mu, \nu}(1)[X_n(\mu)], \quad [L_n(\nu)] = \sum_{\mu \in X^+_{m+n}} t_{\mu, \nu}(1)[X_n(\mu)].$$

Proof. Let $\lambda \in X_{m+n}$ be such that $f_{-\lambda-2\rho_c} \in \mathbb{Z}^{m+n}$ satisfies that $f_{-\lambda-2\rho_c}(-m) \leq \cdots \leq f_{-\lambda-2\rho_c}(n)$. The dot action of the Weyl group $S_m$ on $X_{m+n}$ is given by $\sigma \cdot \mu = \sigma(\mu + \rho_c) - \rho_c$, where $\sigma \in S_{m+n}, \mu \in X_{m+n}$. Let $W_\lambda$ be the stabilizer (in $S_{m+n}$) of $\lambda$ under the dot action, $W^\lambda$ the set of maximal length representatives of the left cosets $S_{m+n}/W_\lambda$, and $w_\lambda$ the longest element in $W_\lambda$. By the Kazhdan-Lusztig conjecture, combined with the translation principle, we have

$$[V_n(\sigma \cdot \lambda) : L_n(\tau \cdot \lambda)] = P_{\sigma, \tau}(1) = m_{w_\lambda \sigma^{-1} w_\lambda \tau^{-1}}(1), \quad \sigma, \tau \in W^\lambda.$$  

Here $P_{\sigma, \tau}(1)$ is the value at 1 of the usual Kazhdan-Lusztig polynomial [KL], and it is equal to $m_{w_\lambda \sigma^{-1} w_\lambda \tau^{-1}}(1)$ in the notation of the previous subsection, according to [So2]. By Proposition 5.3 we have $m_{w_\lambda \sigma^{-1} w_\lambda \tau^{-1}}(1) = t_{-\sigma \cdot \lambda - 2\rho_c, -\tau \cdot \lambda - 2\rho_c}(1)$ for $\sigma, \tau \in W^\lambda$. Thus by (5.5) we have

$$[V_n(\sigma \cdot \lambda) : L_n(\tau \cdot \lambda)] = t_{-\sigma \cdot \lambda - 2\rho_c, -\tau \cdot \lambda - 2\rho_c}(1).$$

Combining (5.2) and (5.6) we have proved the first identity in part (1).

By Remark 4.3, the matrices $[t_{-\sigma \cdot \lambda - 2\rho_c, -\tau \cdot \lambda - 2\rho_c}(1)]$ and $[t_{\sigma, \tau}(1)]$ are inverses to each other. The second identity in (1) follows from this.

The second identity in (2) can be derived from the second identity in (1) and the Weyl character formula (applied to $\mathfrak{gl}(m) \otimes \mathfrak{gl}(n)$) (cf. [So3 Sect. 7]). By Remark 4.8 the matrices $[u_{\mu, f\cdot w_\lambda - f\cdot w_\lambda}(1)]$ and $[l_{f\cdot w_\lambda}(1)]$ are inverses to each other. The second identity in (2) follows by applying (5.3) and (5.4).

Note that a weight $\lambda \in X^+_{m+n}$ is $J$-typical (i.e. $\lambda$ is minimal in $X^+_{m+n}$ in the Bruhat ordering) if and only if the generalized Verma module $\mathcal{V}_\lambda$ is irreducible.

5.5. The categories $\mathfrak{o}^+_{m+n}$ and $\mathfrak{o}^+_{m+n}$. In what follows by $wt^\gamma$ we mean the definition given in (2.1). Denote by $\chi_\lambda$ the integral central character associated to $\lambda \in X_{m+n}$. It is known that $\chi_\lambda = \chi_\mu$ for $\lambda, \mu \in X_{m+n}$ if and only if $\lambda = \sigma \cdot \mu$ for some $\sigma \in S_{m+n}$, or equivalently $wt^\gamma(\lambda) = wt^\gamma(\mu) \in P$. We denote by $\mathfrak{o}^+_{m+n}$ the block in $\mathfrak{o}^+_{m+n}$ associated to $\gamma \in P$, denote by $pr_{\gamma}$ the projection functor from $\mathfrak{o}^+_{m+n}$ to $\mathfrak{o}^+_{\gamma}$.

Let $V$ be the natural $\mathfrak{gl}(m+n)$-module and $V^*$ its dual. For $a \in \mathbb{Z}$ we define the translation functors $E_a, F_a : \mathfrak{o}^+_{m+n} \longrightarrow \mathfrak{o}^+_{m+n}$ by sending $M \in \mathfrak{o}^+_{m+n}$ to

$$F_a M := pr_{\gamma-(\epsilon_a-\epsilon_{a+1})}(M \otimes V), \quad E_a M := pr_{\gamma+(\epsilon_a-\epsilon_{a+1})}(M \otimes V^*).$$

Let $G(\mathfrak{o}^+_{m+n}) := G(\mathfrak{o}^+_{m+n}) \otimes \mathbb{Q}$ and let $\mathcal{E}^{m+n}|_{q=1}$ be the specialization of $\mathcal{E}^{m+n}$ at $q \rightarrow 1$.

Theorem 5.5. Let $n \in \mathbb{N}$.

(1) Sending the Chevalley generators $E_a, F_a$ to the translation functors $E_a, F_a$ defines a $U_{q=1}$-module structure on $G(\mathfrak{o}^+_{m+n})$. 

(2) ...
(2) The linear map \( i : G(\mathfrak{g}_{m+n}^+)^\ast \to \mathcal{E}^{m+n}_{|q=1} \) which sends \( |X_n(\lambda)| \) to \( \mathcal{K}_f(1) \) for each \( \lambda \in X_{m+n}^+ \) is an isomorphism of \( \mathcal{U}_{q=1} \)-modules.

(3) The map \( i \) sends \( [\mathcal{U}_n(\lambda)] \) to \( \mathcal{U}_f(1) \) and \( [\mathcal{L}_n(\lambda)] \) to \( \mathcal{L}_f(1) \), for each \( \lambda \in X_{m+n}^+ \).

**Proof.** The map \( i \) is certainly a vector space isomorphism. One checks that the action of the translation functors on the generalized Verma modules is compatible with the action of the Chevalley generators of \( \mathcal{U}_{q=1} \) on the monomial basis. Thus (1) and (2) follow. Now (3) follows from Theorem 5.4 and the definition of the KL polynomials \( u_{\mu,\nu} \) and \( l_{\mu,\nu} \). \( \square \)

**Corollary 5.6.** Let \( \lambda \in X_{m+n}^+ \). The subquotients of a generalized Verma flag of \( \mathcal{U}_n(\lambda) \) are precisely \( \mathcal{K}_n(\mu) \) with \( \mu = L_0(\lambda) \) associated to \( \theta \in \{0, 1\}^{\ast F} \). Furthermore for \( X_n \in \{E_a, F_a\} \) corresponding to the Chevalley operators in Procedure 4.11 \( X_n \mathcal{U}_n(\lambda) \) is a tilting module. Also we have \( \mathcal{U}_n(\lambda)^\tau \cong \mathcal{U}_n(\lambda) \).

The corollary above can be proved using induction based on Procedure 4.11 in an analogous way as Theorem 4.37 in [Br1] is proved. The induction procedure also shows that the indexing set \( \{\mu = L_0(\lambda) \mid \theta \in \{0, 1\}^{\ast F} \} \) above is compatible with the indexing set in Theorem 4.10 for \( f = F_\lambda \). Finally \( \mathcal{U}_n(\lambda)^\tau \cong \mathcal{U}_n(\lambda) \) is a consequence of Procedure 4.11 and the fact that \( \tau \) commutes with the translation functors.

Theorem 5.5 and results from Section 4 imply the stability of the composition factors in a generalized Verma module, and the stability of generalized Verma flags in a tilting module. This allows us to apply the machinery of Section 3 to the reductive setting. We will state these results below.

Given \( \lambda, \mu \in X_{m+n}^+ \), we may regard \( \lambda, \mu \in X_{m+n}^+ \) for \( n \gg 0 \). Then,

\[ [\mathcal{K}(\lambda) : \mathcal{L}(\mu)] = [\mathcal{K}_n(\lambda) : \mathcal{L}_n(\mu)], \quad \text{for } n \gg 0. \]

For \( n < n' \leq \infty \), the truncation functor \( \text{tr}_{n',n} : \mathcal{O}_m^{m+n} \to \mathcal{O}_m^{m+n} \) is defined by sending an object \( M \) to the \( \mathfrak{g}(m+n) \)-module

\[ \text{tr}_{n',n}(M) := \text{span} \{ v \in M \mid (\text{wt}(v))_c = 0 \text{ for all } n + 1 \leq k \leq n' \}. \]

When \( n' \) is clear from the context we will also write \( \text{tr}_n \) for \( \text{tr}_{n',n} \). Theorem 5.5 allows us to apply the construction of Section 3 to prove the existence of a unique tilting module \( \mathcal{U}(\lambda) \) associated to \( \lambda \in \mathcal{O}_m^{m+n} \) and isomorphic to \( \bigcup_n \mathcal{U}_n(\lambda) \). Moreover,

\[ (\mathcal{U}(\lambda) : \mathcal{K}(\mu)) = (\mathcal{U}_n(\lambda) : \mathcal{K}_n(\mu)), \quad \text{for } n \gg 0, \]

and \( \mathcal{U}(\lambda) \) has a generalized Verma flag whose subquotients are precisely \( \mathcal{K}(\mu) \) with \( \mu = L_0(\lambda) \) associated to \( \theta \in \{0, 1\}^{\ast F} \). Furthermore, \( U(\lambda)^\tau \cong U(\lambda) \).

Let \( n < n' \leq \infty \) and \( \lambda \in X_{m+n}^+ \). Then \( \text{tr}_n \) sends \( \mathcal{Y}_n(\lambda) \) to \( \mathcal{Y}_n(\lambda) \) if \( (\lambda)_c = 0 \) and to 0 otherwise, for \( \mathcal{Y} = \mathcal{L}, \mathcal{K} \) or \( \mathcal{U} \).

Similarly one proves the reductive analogue of Proposition 3.17.

**Proposition 5.7.** For a suitable topological completion \( \hat{G}(\mathfrak{g}_{m+n}^+) \) of \( G(\mathfrak{g}_{m+n}^+) \) \( q \), the linear map \( i : \hat{G}(\mathfrak{g}_{m+n}^+)_{q} \to \mathcal{E}^{m+n}_{|q=1} \) which sends \( |X(\lambda)| \) to \( \mathcal{K}_f(1) \) for each \( \lambda \in X_{m+n}^+ \) is an isomorphism of vector spaces. The map \( i \) further identifies \( [\mathcal{U}(\lambda)] \) with \( \mathcal{U}_f(1) \) and \( [\mathcal{L}(\lambda)] \) with \( \mathcal{L}_f(1) \).
6. Super duality

6.1. An isomorphism of Fock spaces.

Proposition 6.1. \( (1) \) The \( \mathcal{U} \)-module \( \Lambda^\infty V \) is isomorphic to the basic representation of \( \mathcal{U} \) with highest weight vector \( |0\rangle = v_0 \wedge v_{-1} \wedge v_{-2} \wedge \cdots \). More explicitly, \( E_a|0\rangle = 0 \) and \( K_{a,a+1}|0\rangle = q^{h_a}a|0\rangle \), for all \( a \in \mathbb{Z} \).

\( (2) \) The \( \mathcal{U} \)-module \( \Lambda^\infty V^* \) is isomorphic to the basic representation of \( \mathcal{U} \) with highest weight vector \( |0_\star\rangle = w_1 \wedge w_2 \wedge w_3 \wedge \cdots \).

Proof. We prove (2). Using the formulas of the \( \mathcal{U} \)-action on \( \mathcal{W} \), we verify that:

a) \( E_a|0_\star\rangle = 0 \) for every \( a \in \mathbb{Z} \);

b) \( K_a|0_\star\rangle = |0_\star\rangle, a \leq 0 \) and \( K_b|0_\star\rangle = q^{-1}|0_\star\rangle, b > 0 \).

This implies that the weights of \( |0_\star\rangle \) by \( K_{a,a+1} = K_aK_{a+1}^{-1}(=q^{h_a}) \) are 1 for \( a \neq 0 \) and \( q \) for \( a = 0 \). This says that the weight is the fundamental weight \( \Lambda_0 \). The claim now follows from the fact that \( \Lambda^\infty V^* \) and the basic representation of \( \mathcal{U} \) have the same character.

Part (1) can be proved similarly and can be found in [MM, KMS]. \( \square \)

Thus we have obtained a natural isomorphism of \( \mathcal{U} \)-modules

\[ C : \Lambda^\infty V \overset{\cong}{\longrightarrow} \Lambda^\infty V^*. \]

Consider the lattice on the fourth quadrant of the \((x, y)\)-plane. Let us label unit intervals on the \( x \)-axis \( 1, 2, 3, \cdots \) and those on the \( y \)-axis \( 0, -1, -2, \cdots \). (See Figure 1) A lattice path has one end going down vertically along the \( y \)-axis and the other end going to the right horizontally along the \( x \)-axis. Clearly, there is a bijective correspondence between such lattice paths and Young diagrams.

The edges of a lattice path are further labeled by integers, and the labels are uniquely determined by two requirements: a) the set of all labels coincides with \( \mathbb{Z} \); b) the labels on the edges which lie on the \( x \)- and \( y \)-axes coincide with the pre-fixed labels therein. By abuse of notation, we will use \( \lambda \) to refer to both a partition and its associated lattice path. Note that our labeling differs from the one in [MM], p. 81, by a shift. Denote by \( vL(\lambda) \) the set of vertical labels of \( \lambda \) and by \( hL(\lambda) \) the set of horizontal labels of \( \lambda \). For example, associated to the partition \( \lambda = (5, 3, 2, 2) \), the lattice path is the bold line segments with labels attached.

The following lemma seems to be well known.
Lemma 6.2. Let \( \lambda = (\lambda_1, \lambda_2, \cdots) \) be a partition, and let \( \lambda' = (\lambda'_1, \lambda'_2, \cdots) \) be its conjugate partition. Then,

1. the set of horizontal labels \( hL(\lambda) \) is \( \{i - \lambda'_i, i = 1, 2, \cdots\} \);
2. the set of vertical labels \( vL(\lambda) \) is \( \{\lambda_i - i + 1, i = 1, 2, \cdots\} \).

The following observation plays an important role in this paper.

Theorem 6.3. The \( U \)-module isomorphism \( C : \Lambda^\infty V \to \Lambda^\infty V^* \) is explicitly given by sending \( |\lambda| \) to \( |\lambda'_i| \) for each partition \( \lambda \).

Proof. Define the notions of concave and convex corners in a lattice path as follows:

![Figure 2](image)

With our convention of labeling, the formulas in [MM], pp. 81–82, can be adjusted as follows, e.g. for \( F_i \). We have \( F_i|\lambda| = |\nu| \) if \( \lambda \) has the concave corner labeled by \( i, i+1 \) (see Figure 2) instead of the \( i-1, i \) in [MM] and \( \nu \) is the same as \( \lambda \) except this corner becomes convex, labeled again by \( i, i+1 \), i.e., with one particular cell added (see Figure 2). Otherwise \( F_i|\lambda| \) equals 0. In other words, the vertical labels of the lattice path of \( \lambda \), after changing the label \( i \) to \( i+1 \) (when allowed), become the vertical labels of the lattice path of \( \nu \). By Lemma 6.2 the above formula is equivalent to the statement that \( F_i|\lambda| \) is the semi-infinite wedge obtained by replacing the \( v_i \) appearing in \( |\lambda| \) by \( v_{i+1} \). By the way, this is consistent with the action of \( U \) on \( V \).

Now we work out explicitly the action of \( F_i \) on the basis element \( |\lambda'_i| \) of \( \Lambda^\infty V^* \). By the action of \( U \) on \( W \), \( F_i|\lambda'_i| \) is the semi-infinite wedge in \( \Lambda^\infty V^* \) which is obtained by replacing the \( w_{i+1} \) appearing in \( |\lambda'_i| \) by \( w_i \). In light of Lemma 6.2 the horizontal labels of the lattice path associated to \( F_i|\lambda'_i| \) are obtained from those for \( \lambda \) by changing the label \( i+1 \) to \( i \) (when allowed). This is exactly the \( \nu \) above. Thus we conclude that \( F_i|\lambda'_i| = |\nu'_i| \) if \( \lambda \) has the concave corner labeled by \( i, i+1 \); otherwise it is 0.

One checks similarly that sending \( |\lambda| \) to \( |\lambda'_i| \) respects the actions of \( E_i, K_{i,i+1} \) for each \( i \in \mathbb{Z} \).

6.2. The match of typicality and \( J \)-typicality. Given \( \lambda = \sum_{i \in I(\{m\}|\infty)} \lambda_i \delta_i \in X^+_m|\infty \) so that by definition \( \lambda^{>0} := (\lambda_1, \lambda_2, \cdots) \) is a partition, and denoting by \( (\lambda'_1, \lambda'_2, \cdots) \) the conjugate partition of \( \lambda^{>0} \), we define a weight in \( X^+_m|\infty \) by

\[
\lambda^2 := \sum_{i=-m}^{-1} \lambda_i \delta_i + \sum_{j=1}^{\infty} \lambda'_j \delta_j.
\]

This actually defines a bijection \( X^+_m|\infty \overset{\lambda}{\longrightarrow} X^+_m|\infty \).
Theorem 6.4.  
(1) For every $\lambda \in X^+_{m+\infty}$, the degree of $J$-atypicality of the weight $\lambda \in X^+_{m+\infty}$ is equal to the degree of atypicality of $\lambda^i$.

(2) A weight $\lambda \in X^+_{m+\infty}$ is $J$-typical if and only if $\lambda^i \in X^+_{m|\infty}$ is typical.

Proof. Part (2) is a special case of (1), and thus it suffices to prove (1).

Let us write $\lambda = (\lambda^{<0}|\lambda^{>0})$ as usual. For the proof it will be convenient to put $\mu = \lambda^{>0}$. By definition, the degree of atypicality of $\lambda^i = (\lambda^{<0}|\mu')$ is the number of $i$’s in $\{-m, \cdots, -1\}$ such that

$$(\lambda^i + \rho|\delta^i - \delta^j) = \lambda_i - i + \mu'_j - j = 0,$$

for some $j > 0$, or by Lemma 6.2 it is the number of $i$’s in $\{-m, \cdots, -1\}$ such that $\lambda_i - i$ is a horizontal label of the lattice path $\mu$.

By definition, the degree of $J$-atypicality of $\lambda = (\lambda^{<0}|\mu)$ is the number of $i$’s in $\{-m, \cdots, -1\}$ such that

$$(\lambda + \rho|\delta^i - \delta^j) = \lambda_i - i - \mu + \ell - 1 \neq 0,$$

for every $\ell > 0$, or by Lemma 6.2 it is the number of $i$’s in $\{-m, \cdots, -1\}$ such that $\lambda_i - i$ is not a vertical label of the lattice path $\mu$.

Now the theorem follows because the set of horizontal labels of $\mu$ and the set of vertical labels of $\mu$ are disjoint and their union is $\mathbb{Z}$.

Remark 6.5. From the above proof, we observe that the subset of $\{-m, \cdots, -1\}$ that contributes to the $J$-atypicality of $\lambda$ coincides with the one that contributes to the atypicality of $\lambda^i$.

6.3. The canonical isomorphism. By coupling with the two bijections $X^+_{m|\infty} \rightarrow Z^+_{m|\infty}$ and $X^+_{m+\infty} \rightarrow Z^+_{m+\infty}$, the bijection $X^+_{m+\infty} \xrightarrow{\gamma} X^+_{m|\infty}$ induces a bijection $Z^+_{m+\infty} \xrightarrow{\gamma} Z^+_{m|\infty}$, which will also be denoted by $\xi$.

Lemma 6.6. For $f, g \in Z^+_{m+\infty}$, $f \geq g$ in the Bruhat ordering if and only if $f^i \geq g^i$ in the super Bruhat ordering.

Proof. First we note that $h \succ e$ in the super Bruhat ordering for $e, h \in Z^+_{m|\infty}$ if and only if there exists a sequence $h_0, h_1, \cdots, h_t \in Z^+_{m|\infty}$ such that $h = h_0 \succ h_1 \succ \cdots \succ h_t = e$ and for each $0 \leq a < t$, $h_{a+1} = (h_a - r(d_{a} - d_{ja}))^+$ for some $r > 0$ and $i_a < 0 < j_a$ with $h_a(i_a) = h_a(j_a)$. This claim can be deduced from the proof of Lemma 3.42 in [Br1] using the equivalent formulation of the super Bruhat ordering in terms of $\text{wt}$ and some simple inequalities (cf. §2-b, (2.4) in [Br1]). We shall say that $h_a$ is reduced to $h_{a+1}$ by a super move. Denote by $(\lambda^a_\mu) \in X^+_{m|\infty}$ the weight corresponding to $h_a$. The horizontal label set $\text{hL}(\lambda^{a+1})$ is obtained from $\text{hL}(\lambda^a)$ by substituting $h_a(j_a)$ with the smaller number $h_a(j_a) - r$, and this statement in turn characterizes a super move.

On the other hand, recall from Lemma 4.4 that if $f > g$ in the Bruhat ordering if and only if there exists $f^i_0, \cdots, f^i_s \in Z^+_{m+\infty}$ such that $f = f^i_0 > f^i_1 > \cdots > f^i_s = g$ and for each $0 \leq a < s$ there exists $i_a < 0 < j_a$ with $f^a_{a+1} = (f^a_i \cdot \tau_{i_a,j_a})^+$, $f^a(i_a) > f^a(j_a)$, and $f^a(i_a) \neq f^a(k)$, $\forall k > 0$. We shall say $f^a$ is reduced to $f^a_{a+1}$ by a simple move. Note that $f^a(i_a)$ does not belong to the vertical label set $\text{vL}(\mu^a)$ if we denote by $(\mu^a_\mu) \in X^+_{m+\infty}$ the weight corresponding to $f^a$. The set $\text{vL}(\mu^{a+1})$ is obtained from $\text{vL}(\mu^a)$ by substituting $f^a(j_a)$ with the larger number $f^a(i_a)$, and this statement in turn characterizes a simple move. By Remark 6.5, Lemma 6.2
and the fact that $Z = hL(\nu) \sqcup vL(\nu)$ for any partition $\nu$, we conclude that if $f$ is reduced to $g$ by a simple move, then $f^2$ is reduced to $g^2$ by a super move, and vice versa. An induction on the number of simple/super moves completes the proof. □

The $\mathfrak{u}$-module isomorphism $C : \Lambda^\infty \mathcal{V} \to \Lambda^\infty \mathcal{V}^*$ gives rise to an isomorphism of $\mathfrak{u}$-modules $\mathcal{E}^{m+\infty} \xrightarrow{\cong} \mathcal{E}^{m|\infty}$. Recall that $\mathcal{E}^{m+\infty}$ and $\mathcal{E}^{m|\infty}$ are topological completions of $\Lambda^m \mathcal{V} \otimes \Lambda^\infty \mathcal{V}$ and $\Lambda^m \mathcal{V} \otimes \Lambda^\infty \mathcal{V}^*$, respectively. Using the fact that $Z = hL(\lambda) \sqcup vL(\lambda)$ for a partition $\lambda$, one can show that these two completions are indeed compatible under the above map. Hence we obtain a natural isomorphism of $\mathfrak{u}$-modules (which will also be conveniently denoted by $\sharp$ by abuse of notation):

$$\sharp = 1 \otimes C : \hat{\mathcal{E}}^{m+\infty} \xrightarrow{\cong} \hat{\mathcal{E}}^{m|\infty}.$$

**Theorem 6.7.** The isomorphism $\sharp : \hat{\mathcal{E}}^{m+\infty} \longrightarrow \hat{\mathcal{E}}^{m|\infty}$ has the following properties:

1. $\sharp(\mathcal{X}_f) = K_{f1}$ for each $f \in Z^{m+\infty}_+$;
2. $\sharp$ is compatible with the bar involutions, i.e., $\sharp(\overline{u}) = \overline{\sharp(u)}$ for each $u \in \hat{\mathcal{E}}^{m+\infty}$;
3. $\sharp(\mathcal{L}_f) = L_{f1}$ for each $f \in Z^{m+\infty}_+$;
4. $\sharp(\mathcal{U}_f) = U_{f1}$ for each $f \in Z^{m+\infty}_+$.

**Proof.** (1) follows from the definitions and Theorem 6.3. (2) follows from Theorems 6.3 and 6.4, Lemma 6.6, and the characterizations of the bar involutions. (3) and (4) follow from (1), (2), Lemma 6.6, and the characterizations of these bases. □

Combining the isomorphisms $j$, $i$, $\sharp$ of Propositions 6.17 and 5.7, Theorem 6.7, respectively, we conclude the following. Denote $\sharp := j^{-1} \circ \sharp \circ i$.

**Theorem 6.8.**

1. There exists a linear isomorphism of Grothendieck groups $\sharp : \hat{\mathcal{G}}(O^{++}_{m+\infty}) Q \to \hat{\mathcal{G}}(O^{++}_{m|\infty}) Q$, which sends $[\mathcal{X}(\lambda)], [\mathcal{U}(\lambda)]$ and $[\mathcal{L}(\lambda)]$ to $[K(\lambda^3)], [U(\lambda^3)]$ and $[L(\lambda^3)]$, respectively, where $\lambda \in X^+_m$.
2. For $\mu, \lambda \in X^+_m$, we have $u_{\mu, \lambda}(q) = u_{\mu^3, \lambda}(q)$, \quad $I_{\mu, \lambda}(q) = I_{\mu^3, \lambda}(q)$.

**Remark 6.9.** From Vogan’s interpretation of the Kazhdan-Lusztig conjecture in terms of the cohomology groups (Vo, Conjecture 3.4), Brundan-Serganova’s description of the polynomials $\ell_{\mu, \lambda}(q)$ (Se1, Br1, Zou), together with Kostant’s cohomology formula for finite-dimensional irreducible modules of $\mathfrak{g}(N)$, the computation of the cohomology groups $H^i(\mathfrak{g}(m|n+1); L_\mu(\lambda))$ in [CZ] can be shown to be equivalent to the identity $I_{\mu, \lambda}(q) = \ell_{\mu^3, \lambda}(q)$ when $\mu$ and $\lambda$ are partitions. In the approach of [CZ] the unitarity of the module $L_\mu(\lambda^3)$ when $\lambda$ is a partition is used in a crucial way. As noted in loc. cit., the Weyl character formula for $\mathcal{L}(\lambda)$ translates into a Weyl-type character formula for the $\mathfrak{g}(m|n)$-module $L_\mu(\lambda^3)$.

Theorem 6.8 strongly suggests the following.

**Conjecture 6.10.** The categories $O^{++}_{m+\infty}$ and $O^{++}_{m|\infty}$ are equivalent.

**Remark 6.11.** We summarize the precise relations between the Kazhdan-Lusztig polynomials for $\mathfrak{g}(m|n)$ and the usual Kazhdan-Lusztig polynomials for $\mathfrak{g}(m+N)$ for finite $n$ and $N$. To compute $u_{\mu, \lambda}(q)$ and $\ell_{\mu, \lambda}(q)$ for fixed $\mu, \lambda \in X^+_m$, we may assume by Remark 2.17 that $\mu, \lambda \in X^+_m$. Denote by $\lambda_{\infty} \in X^+_m$ the extension of $\lambda$ by zeros, and we have $\lambda_{\infty}^3 \in X^+_m$. Write $\lambda_{\infty}^3 = ((\lambda_{\infty}^3)^<)^0((\lambda_{\infty}^3)^>^0)$. Assuming
the lengths of the partitions \((\mu_\infty^\pm)(N)^{>0}\) and \((\lambda_\infty^\pm)(N)^{>0}\) are no larger than \(N\), we have \(\lambda_\infty^\pm(N), \mu_\infty^\pm(N) \in \mathcal{X}_{m+N}^+\). Then,

\[
\begin{align*}
\ell_{\mu, \lambda}(q) &= u_{\mu, \lambda}(q) \quad \text{by Theorem 2.14} \\
&= u_{\mu_\infty^\pm,\lambda_\infty^\pm}(q) \quad \text{by Theorem 6.8} \\
&= u_{\mu^\pm_\infty(N),\lambda^\pm_\infty(N)}(q) \quad \text{by Remark 4.31}
\end{align*}
\]

Similarly, we have

\[
\ell_{\mu, \lambda}(q) = t_{\mu^\pm_\infty(N),\lambda^\pm_\infty(N)}(q).
\]

Observe that, depending on \(\lambda\) and \(\mu\), the integer \(N\) might be arbitrarily large (respectively small) even if \(n\) is small (respectively large). To capture all the Kazhdan-Lusztig polynomials for \(\mathfrak{gl}(m|n)\) with a fixed \(n > 0\), we use the Kazhdan-Lusztig polynomials for \(\mathfrak{gl}(m + N)\) with arbitrarily large \(N\).

One can also reverse the roles of Kazhdan-Lusztig polynomials for Lie algebras and Lie superalgebras above.

6.4. Examples.

Example 6.12. Consider the element in \(\mathbb{Z}_4^{\infty}\) given by

\[
f = (0, -1, -3, -4| -2, -1, 0, 4, 6, 7, \cdots).
\]

Then \#\(f\) = 2 and we have

\[
\begin{align*}
(L_{-4,3}(f))^+ &= (-1, -3, -4, -6| -6, -2, -1, 4, 5, 6, \cdots), \\
(L_{-3,2}(f))^+ &= (0, -3, -4, -5| -5, -2, 0, 4, 5, 6, \cdots), \\
(L_{-3,2} \circ L_{-4,3}(f))^+ &= (-3, -4, -5| -6, -5, -2, 4, 5, 6, \cdots).
\end{align*}
\]

Now consider

\[
f^{(3)} = (0, -1, -3, -4| -2, -1, 0) \in \mathbb{Z}_4^{3[1]}\]

with \#\(f^{(3)}\) = 2. This is Example 3.22 in [Br1] in our notational convention. Following Procedure 3.20 in [Br1] one obtains the following formula for \(U_f^{(3)}\):

\[
U_{(0, -1, -3, -4| -2, -1, 0)} = F_{-5} F_{-4} F_{-3} F_{-2} F_{-1} K(-1, -3, -5, -6| -4, -2, 0) \\
= K_{(0, -1, -3, -4| -2, -1, 0)} + qK_{(-1, -3, -4| -6, -2, -1)} + qK_{(0, -3, -4, -5| -5, -2, 0)} + \mathcal{K}_{(-3, -4, -5| -6, -5, -2)}.
\]

One sees that \(U_f\) is just \(U_{f^{(3)}}\) with tails added everywhere. Under \(\sharp\) we have

\[
f^\sharp = (0, -1, -3, -4| 3, 2, 1, -3, -4, -5, -6, \cdots).
\]

The truncation map from \(\mathbb{Z}_4^{\infty+\infty} \rightarrow \mathbb{Z}_4^{4+3}\) takes \(f^\sharp\) to

\[
f^{\sharp(3)} = (0, -1, -3, -4| 3, 2, 1).
\]

Note that \(f^{\sharp(3)}\) is \(J\)-typical, and hence

\[
\mathcal{U}_{(0, -1, -3, -4| 3, 2, 1)} = \mathcal{K}_{(0, -1, -3, -4| 3, 2, 1)}.
\]

This certainly does not correspond to \(U_{(0, -1, -3, -4| -2, -1, 0)}\) under \(\sharp\). So the canonical bases of \(\mathcal{E}_m^n\) and \(\mathcal{E}_m^{n+n}\) do not correspond for finite \(n\) in general.
Now consider the \( n = \infty \) case. Apply Procedure 4.11 to \( f^g \) repeatedly until we get a \( J \)-typical element. A straightforward calculation shows that

\[
\mathcal{U}_f = F_{-2} E_{-3} E_{-4} F_{-5} F_{-1} E_{-2} F_{-3} F_{-4} E_{-5} F_{-6} \mathcal{K}(-1, -2, -4, -6, 3, 2, 1, 0, -2, -4, -6, -7, \ldots)
\]

\[= \mathcal{K}(0, -1, -3, -4|3, 2, 1, -3, -4, -5, -6, \ldots) + q \mathcal{K}(-1, -3, -4, -6|3, 2, 1, 0, -3, -4, -5, -7, \ldots)
\]

\[+ q^2 \mathcal{K}(-3, -4, -5, -6|3, 2, 1, 0, -1, -3, -4, -5, -6, -7, \ldots).
\]

We have

\[
(L_{-4, 3}(f))^{+h} = (-1, -3, -4, -6|3, 2, 1, 0, -3, -4, -5, -7, \ldots)
\]

\[= (L_{-4}(f^g))^{+},
\]

\[
(L_{-3, 2}(f))^{+h} = (0, -3, -4, -5|3, 2, 1, -1, -3, -4, -6, -7, \ldots)
\]

\[= (L_{-3}(f^g))^{+},
\]

\[
(L_{-3, 2} \circ L_{-4, 3}(f))^{+h} = (-3, -4, -5, -6|3, 2, 1, 0, -1, -3, -4, -7, \ldots)
\]

\[= (L_{-3} \circ L_{-4}(f^g))^{+}.
\]

Therefore \( U_f \) corresponds to \( \mathcal{U}_f \) under the map \( \mathbf{2} \).

**Remark 6.13.** From Example 6.12 we see that in the Procedure 3.20 in [Br1] and Procedure 4.11 the functions do not correspond at each step under the map \( \mathbf{2} \), because the Chevalley generators in general are different at each step. Indeed even in the final reduction the typical function and the \( J \)-typical function do not correspond under \( \mathbf{2} \). So the two procedures are different.

**Example 6.14.** Consider the elements \( f = (0, -2, -2, 0, 3, 4, 5, \ldots) \) and \( g = (-2, -4, -4, -2, 3, 4, 5, \ldots) \) in \( \mathbb{Z}^{2|\infty} \). Let us compute \( \ell_{g, f} \). The case of \( \ell_{g(2), f(2)} \) is a special case of Example 3.40 in [Br1]. One sees that only for \( \theta = (2, 2) \) and \( \theta = (0, 2) \) is it possible to have \( R_{0}(g) = f; \) i.e., we have

\[
(R_{-1, 1}(g))^{+} = f, \quad (R_{-1, 1} \circ R_{2, 2}(g))^{+} = f,
\]

so that \( \ell_{g, f}(-q^{-1}) = q^2 + q^4 \).

We have

\[
f^g = (0, -2|2, 1, -1, -3, -4, -5, -6, \ldots), \quad g^f = (-2, -4|2, 1, 0, -1, -3, -5, -6, \ldots).
\]

It is straightforward to verify that we have

\[
(R_{-1, 1}(g^f))^{+} = f^g, \quad (R_{-1, 1} \circ R_{2, 2}(g^f))^{+} = f^g,
\]

and furthermore these are the only \( \theta \)-s for which \( R_{\theta}(g^f) = f^g \). Thus we have \( \ell_{g^f, f^g}(-q^{-1}) = q^2 + q^4 \). So \( \ell_{g, f} = \ell_{g^f, f^g} \).

On the other hand, \( f^g(2) \) is \( J \)-typical; thus \( \mathcal{L}_{f(2)} = \mathcal{K}_{f(2)} \). So we do not have a correspondence between the dual canonical basis elements \( \mathcal{L}_{f(2)} \) and \( \mathcal{L}_{f(2)} \) under \( \mathbf{2} \).

6.5. **Application to combinatorial characters and tensor products.** Denote by \( \omega_+ \) the involution of the ring of symmetric functions in the variables \( x_1, x_2, \ldots \), which in terms of generating series in the indeterminate \( t \) is given by

\[
\omega_+ \left( \prod_{i>0} (1-tx_i)^{-1} \right) = \prod_{i>0} (1+tx_i).
\]

For a partition \( \lambda \) we let \( s_\lambda(x_1, x_2, \ldots) \) denote the Schur function in the variables \( x_+ := \{x_1, x_2, \ldots\} \). The \( s_\nu(x_{-m}, \ldots, x_{-1}) \) for finitely many variables \( x_- := \ldots \)
\{x_{-m}, \ldots, x_{-1}\} makes sense as a Laurent polynomial for a generalized partition \(\nu = (\nu_{-m}, \ldots, \nu_{-1})\) which by definition satisfies \(\nu_{-m} \geq \cdots \geq \nu_{-1}\) and \(\nu_i \in \mathbb{Z}\).

Let \(\mu = (\mu_{<0}, \mu_{>0}) \in X_{m|\infty}^+\). Setting \(e^{\delta_i} = x_i\), the character of \(K(\mu)\) as a power series in \(\mathbb{Z}[x_{\pm}, x_{\pm}^-]\) is

\[
\text{ch}_{K(\mu)} = s_{\mu_{<0}}(x_{-})s_{\mu_{>0}}(x_{+}) \prod_{i=0} (1 + x_i^{-1} x_j).
\]

Hence by Proposition 3.17 the character of \(L(\lambda)\), where \(\lambda \in X_{m|\infty}^+\), is

\[
\text{ch}_{L(\lambda)} = \sum_{\mu} \ell_{\mu, \lambda}(1) s_{\mu_{<0}}(x_{-}) s_{\mu_{>0}}(x_{+}) \prod_{-m \leq i < 0 < j} (1 - x_i^{-1} x_j)^{-1},
\]

Similarly, setting \(e^{\delta_i^L} = x_i\) and using Proposition 5.7, the characters of \(K(\mu)\) and \(L(\lambda)\), where \(\lambda, \mu \in X_{m+\infty}^+\), are

\[
\text{ch}_{K(\mu)} = s_{\mu_{<0}}(x_{-})s_{\mu_{>0}}(x_{+}) \prod_{-m \leq i < 0 < j} (1 - x_i^{-1} x_j)^{-1},
\]

\[
\text{ch}_{L(\lambda)} = \sum_{\mu} \ell_{\mu, \lambda}(1) s_{\mu_{<0}}(x_{-}) s_{\mu_{>0}}(x_{+}) \prod_{-m \leq i < 0 < j} (1 - x_i^{-1} x_j)^{-1}.
\]

Comparing (6.1) and (6.2), we have by Theorem 6.8 (2) for \(\lambda \in X_{m|\infty}^+\) and \(\mu \in X_{m+\infty}^+\),

\[
\text{ch}_{L(\lambda)} = \omega_{+}(\text{ch}_{L(\lambda^2)}), \quad \text{ch}_{K(\mu)} = \omega_{+}(\text{ch}_{K(\mu^2)}).
\]

Let \(n\) be finite. Let \(\lambda \in X_{m|n}^{++}\) and regard \(\lambda \in X_{m|\infty}^+\). By Corollary 6.6 we have

\[
\text{ch}_{L_\lambda}(x_{-m}, \ldots, x_{-1}, x_{1}, \ldots, x_{n}) = \text{ch}_{L_{\lambda^2}}(x_{-m}, \ldots, x_{-1}, x_{1}, \ldots, x_{n}, 0, 0, \ldots)
\]

by setting the variables \(x_{n+1}, x_{n+2}, \ldots\) in \(\text{ch}_{L_{\lambda}}\) to 0. (A similar remark applies to \(\text{ch}_{K_\mu}\) for \(\mu \in X_{m+n}^{++}\).) This together with (6.3) implies the following.

**Corollary 6.15.** For \(\lambda \in X_{m|n}^{++}\) and \(\mu \in X_{m+n}^{++}\), we have

1. \(\text{ch}_{L_\lambda}(x_{-m}, \ldots, x_{n}) = \omega_{+}(\text{ch}_{L(\lambda^2)})(x_{-m}, \ldots, x_{n}, 0, 0, \ldots)\);
2. \(\text{ch}_{K_\mu}(x_{-m}, \ldots, x_{n}) = \omega_{+}(\text{ch}_{K(\mu^2)})(x_{-m}, \ldots, x_{n}, 0, 0, \ldots)\).

**Remark 6.16.** When \(\lambda^2\) is a partition, \(\text{ch}_{L_{\lambda^2}}\) is the Schur function \(s_{\lambda^2}\), and thus, \(\omega_{+}(s_{\lambda^2})\) is the hook Schur function associated to the partition \(\lambda^2\) (cf. [BR]). Corollary 6.15 (1) recovers the character formula for the irreducible representation of \(\mathfrak{gl}(m|n)\) appearing in the tensor powers of the natural module \(\mathbb{C}^m\otimes_{\nu} [Sv, BR]\).

### 6.6. Isomorphism of Grothendieck rings

We shall define product structures in the completed Grothendieck groups \(\hat{G}(O_{m^n|+\infty})\mathbb{Q}\) and \(\hat{G}(O_{m+n|+\infty})\mathbb{Q}\) induced by the tensor products of modules in the respective categories. For \(\lambda, \mu \in X_{m|\infty}^+\) consider the tensor product of two Kac modules \(K(\lambda)\) and \(K(\mu)\). In order to compute their product we need to determine the Kac modules appearing in the Kac flag of \(K(\lambda) \otimes K(\mu)\). We have

\[
K(\lambda) \otimes K(\mu) = \left( U(\mathfrak{gl}(m|\infty)) \otimes_{U(\mathfrak{p})} L^0(\lambda) \right) \otimes \left( U(\mathfrak{gl}(m|\infty)) \otimes_{U(\mathfrak{p})} L^0(\mu) \right)
\]

\[
\cong U(\mathfrak{gl}(m|\infty)) \otimes_{U(\mathfrak{p})} \left( L^0(\lambda) \otimes U(\mathfrak{gl}(m|\infty|-1)) \otimes L^0(\mu) \right),
\]
where we recall that \( p = gl(m|\infty) \geq 0 \). Since \( U(gl(m|\infty)_{-1}) \cong \Lambda(C^{m*} \otimes C^{\infty}) \) is a \( gl(m) \oplus gl(\infty) \)-module, \( K(\lambda) \otimes K(\mu) \) has a Kac flag parameterized by the \( gl(m) \oplus gl(\infty) \)-highest weights appearing in the decomposition of the module \( \Lambda(C^{m*} \otimes C^{\infty}) \otimes L^0(\lambda) \otimes L^0(\mu) \). By the skew-symmetric \( (gl, gl) \)-Howe duality \([Ho]\) we have, as a \( gl(m) \oplus gl(\infty) \)-module,
\[
\Lambda(C^{m*} \otimes C^{\infty}) \cong \sum_\gamma L^{gl(m)}(\gamma^*) \otimes L^{gl(\infty)}(\gamma'),
\]
where \( \gamma \) is a partition with \( \ell(\gamma) \leq m \), and \( L^{gl(m)}(\gamma^*) \) denotes the \( gl(m) \)-module dual to \( L^{gl(m)}(\gamma) \). Since the operator \(-\sum_{i=-m}^{-1} e_{ii}\) provides an \( \mathbb{N} \)-gradation on \( \Lambda(C^{m*} \otimes C^{\infty}) \) with each graded component consisting of only finitely many irreducible components, each irreducible \( gl(m) \oplus gl(\infty) \)-component in \( \Lambda(C^{m*} \otimes C^{\infty}) \otimes L^0(\lambda) \otimes L^0(\mu) \) appears with finite multiplicity. Thus \( K(\lambda) \otimes K(\mu) \) admits an infinite filtration of Kac modules such that each Kac module appears with finite multiplicity. This implies that the product of \([K(\lambda) \otimes K(\mu)]\) in \( \hat{G}(O_{m,\infty}^+)_Q \) is well-defined.

Now consider the tensor product of two generalized Verma modules \( \mathcal{X}(\lambda^3) \) and \( \mathcal{X}(\mu^2) \). An analogous argument shows that \( \mathcal{X}(\lambda^3) \otimes \mathcal{X}(\mu^2) \) has a filtration of generalized Verma modules parameterized by the irreducible \( gl(m) \oplus gl(\infty) \)-components appearing in the decomposition of \( S(C^{m*} \otimes C^{\infty}) \otimes L^0(\lambda^3) \otimes L^0(\mu^2) \). By the symmetric \( (gl, gl) \)-Howe duality \([Ho]\), as a \( gl(m) \oplus gl(\infty) \)-module,
\[
S(C^{m*} \otimes C^{\infty}) \cong \sum_\gamma L^{gl(m)}(\gamma^*) \otimes L^{gl(\infty)}(\gamma),
\]
where again the sum is over all partitions \( \gamma \) with \( \ell(\gamma) \leq m \). Thus the tensor product admits an infinite generalized Verma flag with each generalized Verma module appearing with finite multiplicity.

From the description of the \( gl(m) \oplus gl(\infty) \)-modules \( \Lambda(C^{m*} \otimes C^{\infty}) \otimes L^0(\lambda) \otimes L^0(\mu) \) and \( S(C^{m*} \otimes C^{\infty}) \otimes L^0(\lambda^3) \otimes L^0(\mu^2) \) above, it is clear that \([K(\lambda) \otimes K(\mu)]\) is mapped to \([\mathcal{X}(\lambda^3) \otimes \mathcal{X}(\mu^2)]\) under the map \( \sharp \) given in Theorem 6.13. Thus, we have established the following.

**Theorem 6.17.** The natural isomorphism \( \sharp : \hat{G}(O_{m,\infty}^+)_Q \longrightarrow \hat{G}(O_{m,\infty}^+)_Q \) is an isomorphism of Grothendieck rings. In particular, if \( \lambda, \mu \in X_{m,\infty}^+ \), then the composition factors of \( L(\lambda) \otimes L(\mu) \) are in one-to-one correspondence with the composition factors of \( L(\lambda^3) \otimes L(\mu^2) \) via \( \sharp \).
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