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Abstract

Ego networks have proved to be a valuable tool for understanding the relationships that individuals establish with their peers, both in offline and online social networks. Particularly interesting are the cognitive constraints associated with the interactions between the ego and the members of their ego network, which limit individuals to maintain meaningful interactions with no more than 150 people, on average, and to arrange such relationships along concentric circles of decreasing engagement. In this work, we focus on the ego networks of journalists on Twitter, considering 17 different countries, and we investigate whether they feature the same characteristics observed for other relevant classes of Twitter users, like politicians and generic users. Our findings are that journalists are generally more active and interact with more people than generic users, regardless of their country. Their ego network structure is very aligned with reference models derived in anthropology and observed in general human ego networks. Remarkably, the similarity is even higher than the one of politicians and generic users ego networks. This may imply a greater cognitive involvement with Twitter for journalists than for other user categories. From a dynamic perspective, journalists have stable short-term relationships that do not change much over time. In the longer term, though, ego networks can be pretty dynamic, especially in the innermost circles. Moreover, the ego-alter ties of journalists are often information-driven, as they are mediated by hashtags both at their inception and during their lifetime. Finally, we found that relationships between journalists are assortative in popularity: journalists tend to engage with other
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journalists of similar popularity, in all layers but especially in their innermost ones. Instead, when journalists interact with generic users, this assortativity is only present in the innermost layers.
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### 1. Introduction

Online Social Networks (OSNs) have been shaping and transforming our daily lives for more than a decade. Currently, there are 4.2 billion active social media users and 4.15 billion active mobile social media users\(^1\). With easy access to the Internet, especially via mobile devices, we started to carry our new communication mediums and online social groups everywhere we go. We can thus participate in online communities more than ever, amplifying the phenomenon known as cyber-physical convergence, whereby our offline and online lives become tightly intertwined. The huge volume of information produced online across different OSN platforms gives researchers new opportunities to analyze human behavior on large-scale data, overcoming the limitations of survey-based traditional approaches. However, there is a two-way exchange between our offline and online social life. On the one hand, we are transferring and engaging with our offline relationships on online platforms. On the other hand, we are establishing new relationships, which may not have been even possible in the offline world (due, e.g., to long distances and different time zones). Due to the importance of our online social life, not only academic studies on human behavior in the offline world via OSN data but also the comparison between offline and online human behavior have gained popularity. Within this latter line of research, scientists have tried to understand if and to which extent our offline and online relationships are similar. Quite surprisingly, their findings showed that the structure of online relationships by and large mirrors that of offline ones [1]. This has been interpreted as a sign that the very same cognitive constraints shaping humans’ offline relationships act also on our online social life.

Despite these findings, OSNs have certainly shaped how we communicate socially with each other, and they have also redefined what is expected from professionals in terms of online presence, especially for jobs that have a wide audience, such as politicians, artists, and journalists. As for the latter, social

\(^1\)https://www.statista.com/statistics/617136/digital-population-worldwide/
platforms have become digital newsstands, where user can find news sources and get instant access to articles. Journalism has been under transition to keep up with this new communication medium. Twitter has become one of the main access points to news resources. According to a survey carried out by the American Press Institute in collaboration with Twitter\(^2\), 86% of Twitter users engage with the platform for news. As a result, Twitter has become extremely popular among journalists to share the news articles they produce, which makes journalists an interesting professional group to analyze.

According to the related literature, journalists use Twitter as a platform for establishing their personal brands \([2]\) and promote content from their news websites \([3]\). Famous journalists are now individual brands, news and opinion hubs \([4]\), sometimes even more popular than the media companies they work for. There are many studies analyzing this transformation of the profession \([3, 4, 5]\), as well as several comparative studies on journalism. In \([6]\), journalists from the UK and 10 other European countries are compared in terms of their role perception and their belief in the usefulness of the digital and social media. Another study \([7]\) analyzes Latin American journalists’ view on their professional role in today’s digital media platforms and how they are organized to create a new way of content management. In \([8]\), cross-cultural research has been carried out to assess the development of journalism culture in 66 countries.

The above studies are mainly carried out via traditional survey-based

\(^2\)https://www.americanpressinstitute.org/publications/reports/survey-research/how-people-use-twitter-news
data collection and aim to understand journalism culture and journalists’ views on the transformation of the profession. In this work, we set out to investigate the nature and structure of the relationships journalists entertain on Twitter directly by studying their interactions on the platform. To this aim, we leverage a graph-based abstraction known as ego network. The latter describes the relationships between an individual (ego) and its peers (alters) [9, 10, 11, 12]. Grouping these relationships by their strength, a layered structure emerges in the ego network (Figure 1), with the inner circles containing the socially closest peers and the outer circles the more distant relationships. This structure originates from the limited cognitive resources that humans are able to allocate to meaningful socialization (i.e., beyond the mere level of acquaintances), as discussed in detail in Section 2. In this model, five layers exist within the limit of the Dunbar’s number, which is the maximum number of social relationships (around 150) that an individual, on average, can actively maintain [12, 13]. Beyond Dunbar’s number, relationships are just acquaintances and their maintenance has a negligible effect on the cognitive resources of the ego. The ego network is an important abstraction, as it is known that many traits of social behavior (resource sharing, collaboration, diffusion of information) are chiefly determined by its structural properties [14]. While the ego network structure of general users in Online Social Networks have been analysed quite extensively recently, to the best of our knowledge, there are no studies on how journalists use their cognitive resources to maintain their relationships on Twitter, and no comparative analyses of ego network-based behavioral characteristics. As there are strong indications that Online Social Networks can be used as a reliable “big data microscope” to investigate the key features of human social structures (also beyond the OSN environments), such a study can shed light on how a particularly critical community of users form their social relationships, and how they dynamically evolve over time.

In this paper, we study journalists from different countries and continents in order to highlight similarities and invariants in their social behavior online, and to understand how journalists allocate their cognitive resources among their colleagues and non-colleague alters. Specifically we address the following research questions:

**RQ#1:** How do journalists, as members of a specific community, organize their ego networks?

**RQ#2** Does their geographical region affect how journalists organize their
ego networks?

RQ#3 How do the ego networks of journalists change over time?

RQ#4 Are journalists topic-driven while establishing their relationships?

RQ#5 Does popularity play a role in how journalists engage with other users?

Our results about journalists on Twitter are compared, when possible, against those about politicians and generic users on Twitter, which have already been studied in the related literature. Specifically, the former have been investigated in [15], the latter in [1, 15].

The key findings presented in this study are the following:

- Journalists establish numerous relationships, much more than generic Twitter users. However, when we consider only those relationships that are active (i.e., require a minimum cognitive effort), the ego network size (119 alters, on average) becomes very close to the Dunbar’s number of 150. The social circle hierarchy of journalists also mirrors that observed for online networks, with an optimal number of social circles around 5.

- Journalists whose Twitter interactions mostly rely on replies (such as those from Finland, the Netherlands, and Denmark) have a below-average number of alters in their ego networks, thus suggesting a tendency to get involved with the same group of people. This might hint at the fact that replies are a more personal/intimate communication with respect to mention and retweets, hence they consume more cognitive resources on the ego side, who, in turn, is able to interact with fewer people. Vice versa, the journalists that interact via retweets and mentions tend to engage with an above-average number of distinct peers, suggesting the opposite effect.

- From a dynamic perspective, journalists have stable short-term relationships that don’t change a lot over time. They tend to keep their most and least intimate relationships as they are, while replacing the averagely intimate relationships much more. In the longer term, though, ego networks can be pretty dynamic, especially in the innermost circles. This is in contrast with the findings about generic Twitter users [16] and suggests that the ego networks of journalists, while
structurally similar to that of generic users, may be affected by the information-driven nature of journalist engagement on the platform, thus yielding to much more variability in the composition of rings.

- Journalists are topic-driven users. They establish their relationships through hashtags. A relationship is hashtag-activated if the first contact of the relationship includes a hashtag. Journalists have more hashtag-activated relationships than politicians and generic Twitter users. In addition, they tend to utilize hashtags for hashtag-activated relationships more than for the relationships that are not activated by hashtags. The percentage of hashtag usage is higher in inner circles that include more intimate relationships.

- Highly popular journalists tend to engage with other journalists of similar popularity, and vice versa, creating an assortativity in popularity. In addition, journalist egos tend to keep their popular colleagues in the more intimate layers, hence allocating more cognitive resources for them. Instead, when journalist egos interact with non-journalist alters, the alter popularity i) does not seem to play a role for relationships in the outermost circles, ii) has a smaller effect than for journalist-journalist relationships even in the innermost circles.

Therefore, comparing journalists with generic users, we can highlight the following key aspects:

- **Structurally**, ego networks of all users are alike, meaning they are organised in a well-defined number of concentric circles of decreasing engagement with a well-defined limit in total size (the Dunbar’s number).

- Also for journalists, as for generic users, the structure of the ego network seems determined by the same cognitive constraints governing meaningful human social relationships in general.

- **Within these limits**, specific communities of users may “use” the available social ties in distinct ways. For example, journalists show quite different patterns from generic users in the way they turn around alters, and use intimate relationships for mutual engagement based on popularity.
Thus, while the well-established ego network model is confirmed to be a footprint of human microscopic social structures, the *way alters are organised inside this model* can be a footprint of specific users communities, reflecting peculiar usages of Online Social Networks and Media.

The paper is organized as follows. In Section 2, we describe the Dunbar’s ego network model and how we apply it. In Section 3, we describe how we collected the datasets, how we cleaned and preprocessed them to determine which journalists are suitable for ego network analysis. In Section 4, we show the results of ego network analysis in four sub-sections with similarities and differences between journalists from different regions in addition to comparison with politicians and generic Twitter users. In Section 5 we conclude the paper. Given the large number of countries in our dataset, it will not be always possible to provide plots for all of them. In these cases, the plots can be found in the appendices.

2. Background and methodology

2.1. The ego network model and related literature

As discussed in Section 1, ego networks are graph-based abstractions used to study the relationships between a tagged individual (called ego) and its peers (alters). Specifically, an ego network is a local subgraph consisting of the ego (in the center) and ties/links that connect the ego to its alters. The strength of these links quantifies the emotional closeness/intimacy of the ego-alter relationship, and it is commonly measured in the related literature through the contact frequency [12, 17, 18]. When the ego-alter ties are grouped together [19, 1] based on their strength, *intimacy layers* emerge, as shown in Figure 1. The typical sizes of each layer are 1.5, 5, 15, 50, 150, respectively, where inner circles include alters with higher emotional closeness (higher contact frequency), and this closeness decreases through outer circles. The size (150 alters) of the outermost circle is known as *Dunbar’s number*. It represents the maximum number of relationships we can actively maintain [12, 13]. An active relationship is defined as one having at least one contact per year (see Sec. 2.3 for more details). The relationships beyond the fifth circles are not active (just acquaintances), since we do not use our cognitive resources regularly to maintain them. This finite-size layered structure is the result of our limited information-processing capacity, and this finding from anthropology goes under the name of *social brain hypothesis* [19]. Since
we have limited cognitive capacity and limited time, we try to optimize how we allocate our cognitive resources among our relationships [14]. The result of this optimisation is the ego network structure. An important structural invariant of ego networks is their scaling ratio, defined as the ratio between the sizes of consecutive layers. Its value is typically around three in the offline and online networks studied in the related literature [1] [13].

The existence of Dunbar’s ego network structures has been shown in different communication means in the offline world, including face-to-face interactions [20], letters (Christmas cards) [12], phone calls [21]. Recently, their occurrence has been confirmed also for online interactions in OSNs [1, 15], showing that the same cognitive capacity that limits our offline social interactions exists also in OSNs (Facebook, Twitter). In this sense, OSN become one of the outlets that is taking up the brain capacity of humans, and thus are subject to the same limitations that have been measured for more traditional social interactions, but are not capable of “breaking” the limits imposed by cognitive constraints to our social capacity. Tie strengths and how they determine ego network structures have been the subject of several additional work. For example, in [22] authors provide one of the first evidences of the existence of an ego network size comparable to the Dunbar’s number in Twitter. The relationship between ego network structures and the role of users in Twitter was analysed in [23]. In general, ego network structures are also known to impact significantly on the way information spreads in OSN, and the diversity of information that can be acquired by users [24]. In [15], the ego network structure of politicians and how they allocate their cognitive resources among the alters have been studied. In the study, the authors showed the similarities between politicians’ ego networks and Dunbar’s model, and differences between generic users’ ego networks by using Twitter data [1]. In addition to the characterization of the ego networks, the effect of ego network structure on information diffusion has also been investigated in the literature [25].

2.2. Social interactions on Twitter

Twitter was launched in 2006 as a microblogging and social network platform. Users of the platform can share their thoughts in the form of tweets, i.e., short messages of 280 characters or less, that are collected in the user’s bulletin board (called timeline). Differently from Facebook posts, tweets are publicly visible by default, effectively creating a platform for engaging with and observing public discourse. Users can interact with each other in an
information-driven way or in a socially-driven way. In the former, users place hashtags, i.e., words or phrases prefixed with a “#” sign, in their tweets, effectively marking the tweet as belonging to a certain topic (specified by the hashtag word). In the latter, users explicitly reply to other users’ tweets, mention other users (via the “@” symbol) in their tweets, or retweet their content (i.e., share other users’ tweets on their own timeline). In this work, we will mostly focus on Twitter social interactions, which will be used to build journalists’ ego networks, as explained in the next section.

2.3. How to extract ego networks

Dunbar’s ego network model captures how an individual allocates their cognitive resources among their relationships. We do not allocate our cognitive resources homogeneously across all the relationships that we establish. Instead, we spend them mostly on the ones we try to keep “active” in our lives. In [12], an active relationship has been defined as one where at least one contact per year occurs. This idea comes from the Christmas card exchange tradition of Western societies where people put effort to contact – at least once a year – the people they value the most. In the related studies about online ego networks [16, 1, 15], the concept of active relation has been adapted to the online domain by calculating the frequency of direct contacts and labelling as inactive those relationships with average contact frequency smaller than one direct tweet per year (in analogy with the Christmas card exchange in offline networks). In Twitter, a direct contact is a tweet (retweet, reply, mention) where a user directly interacts with another user. Based on direct contacts, we calculate the contact frequency for a relationship between ego $i$ and alter $j$ as follows:

$$w_{ij} = \frac{N_{\text{reply}} + N_{\text{mention}} + N_{\text{retweet}}}{L_R},$$

where $w_{ij}$ is contact frequency (which is a proxy for the intimacy between the ego and the alter [12, 17, 18]), $N_{\text{reply}}$, $N_{\text{mention}}$, $N_{\text{retweet}}$ are the total number of replies, mentions, and retweets between the ego $i$ and the alter $j$, and $L_R$ is the observed duration (in years) of the relationship between $i$ and $j$, calculated as the time interval between their first direct tweet until the download date of the dataset. In agreement with the related literature,

---

$^3$We explain in Section 3 how we have downloaded the necessary data from Twitter.
we filter out the relationships where $L_R$ is smaller than one year, since these recently established relationships may not have yet stabilized [1, 15, 26].

In order to extract the intimacy layers as in Figure 1, the active relationships must be clustered into groups. Each layer includes relationships that have similar intimacy with the ego. The number of layers, and the alters located in each of them, can be determined by means of clustering algorithms. Similarly to [27], in this work we use the Mean Shift algorithm [28], which is able to automatically identify the optimal number of clusters without additional interventions (e.g., $k$-means requires using the silhouette score or the elbow method to this purpose). Thus, for each ego in our datasets, starting from the active ego network, we derive the optimal number (typically around 5 in the related literature) of intimacy layers and the alters assigned to them. In this work, we denote the $i$-th circle with $C_i$. Recall that circles are “cumulative” in the ego network model: circle $C_i$ includes $C_{n-1}$, which in turn includes $C_{n-2}$, and so on. We use instead the term ring to refer to the portion of a circle that excludes its inner circles. Thus, ring $R_{i+1}$ is defined as $C_{i+1} - C_i$. Conventionally, $R_1$ is equivalent to $C_1$. The difference between circles and rings is illustrated in Figure 1. Then, we can easily compute the ego network scaling ratios as the ratio between the sizes of consecutive layers (recall that this is typically an invariant, whose value is around three). Specifically, the scaling ratio $\rho_i$ is given by $\frac{|C_i|}{|C_{i-1}|}$, with $i \in \{2, \ldots, \tau\}$.

The ego networks obtained as described above are typically referred to as static ego networks, and they will be studied in Section 4.1 for the journalists in our datasets. By modelling the ego-alter ties through a static ego network, we consider all the communications between the ego and the alter. This analysis provides an essential starting point for understanding the ego-alter interactions and for quantitative comparisons with other datasets studied in the related literature. At the opposite end of the spectrum, the dynamic analysis of ego networks focuses on their evolution over time. Specifically, snapshots of one year are considered, each being shifted forward by a fixed amount of time with respect to the previous one. For each snapshot we focus on the alters that are members of each ring, where we recall that a ring is defined as the portion of circle that excludes its inner circles. Egos for whom we observe less than two years of tweets are filtered out, as they are not observed long enough to extract robust results. The dynamic analysis of the journalists’ ego networks will be discussed in Section 4.2.

With dynamic ego networks, the intimacy between the ego and alter may
change between two consecutive time intervals, possibly resulting in the alter moving from one circle to another one. In order to capture the stability of rings (in terms of membership) over time, we use the Jaccard similarity, defined as the ratio between the cardinality of the intersection and that of the union set of the alters belonging to ring $i$ in consecutive time intervals. We calculate the Jaccard index $\text{Jaccard}_i$ of ring $i$ as follows:

$$\text{Jaccard}_i = \frac{1}{T} \sum_{t=1}^{T-1} \frac{\mathcal{R}_i^{(t)} \cap \mathcal{R}_i^{(t+1)}}{\mathcal{R}_i^{(t)} \cup \mathcal{R}_i^{(t+1)}}$$  \hspace{1cm} (2)

where $T$ denotes the total number of consecutive snapshots. The closer this index to one, the higher the overlapping. In case of no overlap, the Jaccard index is equal to zero. The amount of movements between rings is measured through the Jump index, which simply counts (and then averages across all alters in the ring) the number of jumps between rings. This index can be computed as follows:

$$\text{Jump}_i = \frac{1}{T} \sum_{t=1}^{T-1} \frac{1}{|\mathcal{R}_i^{(t+1)}|} \sum_{j \in \mathcal{R}_i^{(t+1)}} \Delta_{j,t+1}^{t,t+1},$$  \hspace{1cm} (3)

where we denote as $\Delta_{j,t+1}^{t,t+1}$ the number of jumps of alter $j$ between snapshot $t$ and $t + 1$. For example, if the alter moves from $\mathcal{R}_1$ at $t$ to $\mathcal{R}_4$ at $t + 1$, then $\Delta_{j,t+1}^{t,t+1}$ will be equal to three. Of course, it is possible that, at $t + 1$, an alter enters the active network from the outside. In this case, we assume that it comes from the “last plus one” ring: e.g., for an ego with $n$ social circles, the alters is assumed to come from the $(n + 1)$-th ring. Thus, each jump value $\Delta_{j,t+1}^{t,t+1}$ ranges between zero (no jump) and $n + 1$ (e.g., for a jump from outside the ego network into $\mathcal{R}_1$). $\text{Jump}_i$ is then obtained as the average of these jump values across all alters and across all snapshots. Since Section 4.2 focuses on egos with five circles (i.e., $n = 5$), $\text{Jump}_i$ will take values in $[0, 6]$.

The notation we use in the paper is summarised in Table 1.

### 3. The dataset

We downloaded the Twitter timelines of journalists belonging to 17 different countries from 8 different continental regions in May 2018\(^4\). To this

\[^4\]Note that, for capturing the general ego network properties of journalists online, prepandemic datasets are to be preferred, as they capture “baseline” social behaviours in
Table 1: Summary of notation (for a tagged ego)

| Name                        | Notation | Definition/formula |
|-----------------------------|----------|--------------------|
| Active network              | $\mathcal{A}$ | ego-centered subgraph with weights greater than 1 |
| Optimal number of circles   | $\tau$   | the results of the clustering on the edges in the active network $\mathcal{A}$ |
| Social circle (or layer)    | $C_i$    | $i$-th social circles of the tagged ego, with $i \in \{1, \ldots, \tau\}$ |
| Scaling ratio of layer $i$  | $\rho_i$ | $\frac{|C_i|}{|C_{i-1}|}$, with $i \in \{2, \ldots, \tau\}$ |
| Ring                        | $\mathcal{R}_i$ | $C_i - C_{i-1}$ |
| Jaccard index of ring $i$   | $Jaccard_i$ | $\frac{1}{T} \sum_{t=1}^{T-1} \frac{\mathcal{R}_i(t) \cap \mathcal{R}_i(t+1)}{\mathcal{R}_i(t) \cup \mathcal{R}_i(t+1)}$ |
| Jump index of ring $i$      | $Jump_i$ | $\frac{1}{T} \sum_{t=1}^{T-1} \frac{1}{|\mathcal{R}_i(t+1)|} \sum_{j \in \mathcal{R}_i(t+1)} \Delta_j(t+1)$ |

end, we used the Twitter REST API, which allows us to download, for a given user, the last 3200 tweets since the time of the download. We classify geographical regions (continents and continental regions) by using UN M49 (standard country or area codes for statistical use\(^5\)). The countries, which can be seen in Table 2, were selected based on the availability of journalists lists on Twitter. Twitter lists are collections of Twitter accounts that are included in a list by Twitter users with the aim of having a pool of accounts, generally quite popular, that are related to a specific topic of interest. For our study, we manually looked up lists including journalists from the same country\(^6\). For some of the countries, we found more than one relevant list, and in this case the lists are merged into one. Our dataset contains a different number of journalists for each country, as it can be seen in Table 2 (under the before filtering column). As a result of the Twitter API limitations, only the 3200 most recent tweets of each journalist (with a public profile) have been downloaded, and timelines without any tweeting activity were removed from the dataset.

\(^5\)https://unstats.un.org/unsd/methodology/m49/

\(^6\)The Twitter lists that we used as seeds can be found in https://github.com/mustafatoprak/TwitterJournalistLists
Table 2: General statistics for the datasets

| Continent | Region       | Dataset | Profiles (#) | Tweets (#) | Profiles (#) | Tweets (#) | Fully Observed (%) | Partially Observed (%) |
|-----------|--------------|---------|--------------|------------|--------------|------------|--------------------|------------------------|
| Americas  | Northern America | USA     | 1,722        | 4,671,922  | 617          | 1,927,183  | 10.86             | 89.14                  |
|           |               | Canada  | 917          | 2,462,998  | 427          | 1,281,149  | 20.14             | 79.86                  |
|           | South America | Brazil  | 897          | 2,489,941  | 217          | 1,236,620  | 13.82             | 86.18                  |
|           | Asia          | Eastern Asia | Japan    | 566      | 1,361,392  | 192        | 521,676           | 34.90                  | 65.1                   |
|           |               | Western Asia | Turkey    | 2,189    | 5,495,545  | 731        | 2,203,729         | 14.64                  | 85.36                  |
| Europe    | Northern Europe | UK      | 512          | 1,330,467  | 235          | 717,341    | 14.47             | 85.53                  |
|           |               | Denmark  | 3,694        | 3,725,084  | 656          | 1,671,441  | 50.00             | 50.0                   |
|           |               | Finland  | 936          | 1,477,304  | 321          | 824,823    | 46.11             | 53.89                  |
|           |               | Norway   | 1,190        | 1,504,906  | 201          | 584,251    | 28.86             | 71.14                  |
|           |               | Sweden   | 761          | 1,792,971  | 275          | 847,196    | 12.36             | 87.64                  |
|           | Southern Europe | Greece   | 862          | 1,858,442  | 265          | 778,403    | 24.15             | 75.85                  |
|           |               | Italy    | 486          | 1,301,858  | 255          | 781,415    | 16.47             | 83.53                  |
|           |               | Spain    | 468          | 1,309,721  | 195          | 611,233    | 10.26             | 89.74                  |
|           | Western Europe | France   | 559          | 1,525,660  | 323          | 975,941    | 21.98             | 78.02                  |
|           |               | Germany  | 405          | 879,071    | 146          | 415,569    | 30.14             | 69.86                  |
|           |               | Netherlands | 4,303    | 9,621,422  | 1,674        | 4,859,433  | 27.18             | 72.82                  |
| Oceania   | Australia and New Zealand | Australia | 956    | 220,4974   | 400          | 1,153,010  | 29.50             | 70.5                   |
|           | All journalists |        | **1,260.18** | **2,647,860.24** | **419.41** | **1,224,831** | **24.87** | **75.13** |

3.1. Observability

Since the Twitter API only discloses the last 3200 tweets of any public Twitter account, we were not able to download the full timelines of journalists having more than 3200 tweets. We refer to these accounts as partially observed, because we can only observe a portion of their timelines instead of their full Twitter activity since their registration to the platform. Across our datasets, on average 75.13% of the users are partially observed (i.e., they posted more than 3200 tweets, see Table 2). We were able to fully observe only 23.7% of the users (Table 2). Please note that being partially or fully observed is an indirect measure of the user’s tweeting frequency: the more the tweets posted, the quicker the 3200 slots are saturated. Indeed, the average daily tweeting frequency, across all journalists datasets, is 0.5 tweets/day for the fully observed users and 6.1 tweets/day for the partially observed ones (note that this number is fully compatible with human activity). The observability of the journalists’ timelines changes among the different countries: most of the datasets have at least 66% of the users that are partially observed, except for the Danish and Finnish journalists where approximately...
half of the users have partially observed timelines. Note also that journalists that are partially observed are actually more suitable for our analysis than fully observed ones. Indeed, as it will become clear in Figure 4, fully observed journalists are fully observed because they are less active on Twitter, hence they do not provide enough data over time and most of them will be discarded from our analysis.

We define the observed timeline as the portion of the user’s timeline we can access via the Twitter API. If the 3200-tweets API limitation is not hit, the observed timeline is the same as the active timeline, which instead covers the user activity starting from the date the user registered to Twitter until the dataset was downloaded. We provide the distribution of the observed timelines for all countries in ?? of the Supplemental Material. Since the coverage of the timeline is based on the number of tweets published by the user, the observed portion of the timeline is user-based. As a result, if we measure the tweeting volume (total amount of daily tweets over time across all users in a given dataset) in the datasets, we observe a striking growth in the most recent weeks (Figure 2a, gray curve). This is a spurious effect, due to the fact that the observed timelines of the partially observed users fall in the latter period of the datasets timeframe. This is evident when plotting the number of active users who produced the corresponding tweeting volume (blue curve in Figure 2a). As we can see from the figure, the plots start from the early days of Twitter7 (since we have fully observed users whose observed timelines go back to the registration date). As we follow the timelines throughout the later dates, we notice that, while the number of active users increases (approximately linearly in most of the datasets), the total tweet volume per day increases exponentially. While the behaviour observed in Figure 2a well represents the general trend across several countries, there are also countries (like the Northern European ones, together with Germany and the Netherlands) where the observed behavior is different. As shown in Figure 2b for a representative country in this pool, very prolific journalists do not seem to be part of the dataset in this case, and there is no exponential growth of the tweeting volume in the most recent days of the datasets. The plots for all the countries in our dataset can be found in ?? of the Supplemental Material.

---

7Twitter has been established in 2006.
3.2. Keeping only real journalists

The Twitter lists that we used to identify our reference pool of journalists are created by other Twitter users. The general aim of these lists is to provide a curated collection of news/information sources generally related to a specific country or region. Therefore, these lists may include not only journalists but also news companies, anchormen, radio hosts, and so on. Even though these accounts are sources of information, they are not journalists. Including these accounts may lead us to a characterization of ego networks that do not represent journalists accurately. Thus, we need to apply a classifier to decrease the noise in the datasets. In order to correctly identify “true” journalists, we have tested three different approaches (and their combinations). The first one is based on journalism-related keyword-matching in the user Twitter bio (where the match involves words such as columnist or correspondent). The second one entails searching for the person’s job in the Google Knowledge Graph (GKG). The third one filters out users that are marked as bots by the Botometer bot detector. For more details, please refer to ?? of the Supplemental Material. We have evaluated the performance of these three classifiers – in isolation and combined – on a subset of journalists and non-journalists (Italian and English ones) that we have manually labelled. Since the journalist/non-journalist classes are quite imbalanced in our labelled dataset, we used MCC (Matthews’ Correlation

---

Note that no official Twitter list exists, hence relying on user-generated lists is the only way to collect this kind of thematic datasets at a scale. Manual selection of journalist accounts, beside behind time-consuming, would have been extremely difficult, given the language barrier for some countries.
Coefficient [29]) for assessing which combination performs best. As explained in ?? of the Supplemental Material, MCC ranges in [-1,1], and higher values correspond to better classification performance. The results are shown in Figure 3. For British journalists, the top performance is achieved by the $g \mid k$ combination (i.e., a user is labelled as journalist if it passes the keyword-matching strategy or if its name is found in the GKG) and by the $k \mid (b \& g)$ combination (meaning that a user is labelled as journalist if it passes the keyword-matching strategy or if it is in GKG and not a bot). The MCC performance being equal, it is convenient to reduce the number of methods used, since each method used in the combination takes up some time for preprocessing. From this standpoint, the classifier jointly considering the information in the GKG together with the keywords in the bio provides the best trade-off (high MCC, fewer computational steps) on the labelled dataset of British journalists. The same line of reasoning also holds for the labelled Italian journalists in Figure 3b. Thus, we use this strategy for filtering out non-journalists from the remaining datasets in our study. In the end, we removed 7815 non-journalists, i.e., 38.2% of our datasets.

### 3.3. Identifying the regular and active users

Of all the journalist users remaining after the filtering in Section 3.2, we want to keep in our study only those that are regular and active Twitter users. The inactive life of a user is defined as the time interval between the last tweet
of the user and the download time of the dataset. Long inactive periods are a sign of decreased engagement with the platform. In [16], a user is accepted as inactive if there is no activity for the last 6 months (mimicking Twitter 6-month inactivity criterion that labels users as inactive if they do not login at least once every six month\textsuperscript{9}). In this paper, we use instead the intertweet time, which we have previously introduced in [26]. This method assumes that a user has abandoned the platform if the inactive period is longer than six months plus the longest observed intertweet time (which corresponds to the longest period between two consecutive tweets of the user). The intuition behind this formulation is to embed the user’s personal regularity pattern (by considering their longest break in their tweeting activity) instead of fixing an a-priori period of absence equal for all users. Using this filter, 1169 users are marked as having abandoned Twitter at the time we downloaded the dataset.

We now focus on how regular a user activity is. We assume that a Twitter user is regular if, as in [15], the user posts at least one tweet every 3 days as an average for at least half of the observed timeline. If this is not the case, the user is labelled as sporadic. In Figure 4, we show the classification of users both based on the abandonment classifier (previous paragraph) and the regularity classifier. As expected, partially observed users are much more active than fully observed one. For our analysis, we focus on regular and active users, since they engage with the platform regularly and, thus, spend on it more cognitive resources than others.

At the opposite end of the spectrum of inactive users are users that tweet a lot. These users could have a significant impact on the ego network statistics, due to their intense Twitter activity, hence they should be studied separately. In order to detect these outliers, we have run DBSCAN (a standard clustering technique that automatically identifies outliers [30]) on the journalists tweeting frequencies. For all the datasets, we found that all the outliers feature an observed timeline shorter than one year (?? of the Supplemental Material). This is due to the fact that, as these users produce numerous tweets per day, they saturate the Twitter API limitation fast, hence their observed timelines are too short. Given that their observed timelines are shorter than one year, their ego networks are discarded, as discussed in Section 2.3.

The last check we perform is about the stationarity of the Twitter activity of the users in our dataset. As previously shown in the literature ([25],

\textsuperscript{9}https://help.twitter.com/en/rules-and-policies/inactive-twitter-accounts
[21], [31]), newly registered social network users add relationships into their network and interact with others at a higher rate than long-term users. After a while, their activity stabilizes. Newly registered users are thus outliers with respect to the general population of users, and they should be discarded from the analysis. Again, we use the approach described in [26]. We do not observe a drastic change in tweeting activity for any of the datasets. Therefore, we do not discard any part of the timeline as a transient period. For more details on this analysis, please refer to ?? of the Supplemental Material.

3.4. Dataset overview

After the preprocessing steps described above, we can be reasonably confident that the accounts we use for our analysis belong to real journalists who are also regular and active Twitter users. Under this assumption, all the observed differences between countries that we highlight in Section 4 can be attributed to different ways of using Twitter in different countries\(^{10}\). The number of journalists in our dataset at the end of the preprocessing phase

\(^{10}\)Note that, with the current data, we cannot provide the exact reasons (e.g., Twitter less popular among journalists in some countries, existence of competing social networks where journalists share their opinions, etc.) for the differences between countries. Addressing this problem is left as future work.
is reported, per country, in Table 2 ("after filtering" column). In Table 3 we provide some summary statistics regarding the length of their active life on Twitter, their average daily tweets, and their predominant type of tweet. With an average Twitter life between 6 and 9 years, the journalists in our datasets tend to be long-time Twitter users. These journalists tweet, on average, twice or thrice per day. 65% of the tweets we observe are social tweets (reply, retweet and mention), i.e., entail a direct communication between two Twitter users.

When considering the split between the different flavours of social tweets and indirect tweets, some trends emerge. Specifically, we can identify (Figure 5(b)) three distinct groups of countries. In the cluster denoted in blue in Figure 5(b) (comprising Japan, Greece, Turkey, Brazil), the dominant tweet type are indirect tweets. These journalists, thus, tend to post their tweets without interacting with others, not even mentioning their news outlet. At the opposite end of the spectrum, journalists in the red cluster predominantly engage on Twitter by means of replies. Interestingly, they all belong to the same geographical area (Northern Europe). Note that replies are reactive to what other people/news outlet have posted online. The third cluster (members colored in green) comprises all the English-speaking countries in our dataset plus the Central and Southern European states. For these countries the prevalent mode of interaction is through retweets and mentions. This is perhaps the most expected pattern of engagement for journalists on Twitter: sharing content from other users and tagging users (among which, their news outlets) in conversations.

The clusters in Figure 5(b) are obtained applying $k$-means clustering on their tweet type feature vector (shown in Figure 5(a)) that consists of elements that represent the percentage of tweeting type (i.e., the tweeting type feature of Japanese journalists is $[9, 7, 33, 52]$ which corresponds to reply, mention, retweet, indirect tweeting types' percentages). We select the number of clusters based on the silhouette method. In Figure 5(b) we visualize these clusters by reducing the dimension of the data to the first two PCA components to be able to represent the data in 2D. Note that no geographical information has been used to obtain the clusters: the fact that nearby countries tend to belong to the same cluster shows the strong indirect effect of spatial correlation and similar cultures.

\[\text{Quote tweets are treated as retweets.}\]
Table 3: Summary statistics

| dataset  | statistic type | active life [years] | total tweets | observed tweets | tweet/day | % social |
|----------|----------------|---------------------|--------------|-----------------|-----------|----------|
| US       | mean           | 9.08                | 31399.12     | 3123.47         | 3.24      | 65.41    |
|          | sd             | 0.97                | 13407.07     | 318.19          | 2.02      | 16.89    |
| Canada   | mean           | 8.04                | 10544.86     | 3000.35         | 3.30      | 61.35    |
|          | sd             | 1.43                | 13027.79     | 511.59          | 2.19      | 19.47    |
| Brazil   | mean           | 8.58                | 14874.91     | 3014.68         | 2.94      | 58.67    |
|          | sd             | 1.79                | 16040.28     | 465.07          | 1.80      | 19.73    |
| Japan    | mean           | 6.42                | 7416.97      | 2717.06         | 2.81      | 48.37    |
|          | sd             | 2.33                | 7156.52      | 817.50          | 1.99      | 19.14    |
| Turkey   | mean           | 7.49                | 11167.86     | 3014.68         | 2.94      | 58.67    |
|          | sd             | 1.32                | 11018.01     | 465.07          | 1.80      | 19.73    |
| UK       | mean           | 8.45                | 11369.24     | 3052.51         | 3.18      | 67.39    |
|          | sd             | 1.07                | 10756.58     | 460.81          | 2.12      | 15.86    |
| Denmark  | mean           | 7.14                | 5085.30      | 2547.93         | 2.01      | 67.63    |
|          | sd             | 1.83                | 5795.11      | 817.50          | 1.59      | 14.80    |
| Finland  | mean           | 6.36                | 5141.03      | 2569.54         | 2.28      | 62.18    |
|          | sd             | 1.78                | 4791.04      | 840.97          | 1.77      | 16.93    |
| Norway   | mean           | 8.59                | 6993.00      | 2906.72         | 1.78      | 64.29    |
|          | sd             | 1.26                | 7303.59      | 586.30          | 1.21      | 17.66    |
| Sweden   | mean           | 8.57                | 12047.46     | 3080.71         | 2.50      | 66.29    |
|          | sd             | 1.08                | 12224.38     | 424.71          | 1.70      | 16.22    |
| Greece   | mean           | 7.33                | 10426.07     | 2937.37         | 2.45      | 53.10    |
|          | sd             | 1.29                | 15919.70     | 576.30          | 1.74      | 20.90    |
| Italy    | mean           | 7.85                | 10536.59     | 3064.37         | 2.89      | 66.34    |
|          | sd             | 1.30                | 8622.80      | 415.26          | 1.84      | 19.34    |
| Spain    | mean           | 8.43                | 17051.02     | 3134.53         | 3.45      | 65.80    |
|          | sd             | 1.07                | 14219.35     | 274.32          | 2.06      | 16.03    |
| France   | mean           | 8.03                | 10269.97     | 3021.49         | 3.06      | 71.92    |
|          | sd             | 1.30                | 9034.66      | 445.22          | 2.16      | 14.49    |
| Germany  | mean           | 8.21                | 7810.44      | 2846.30         | 2.17      | 67.05    |
|          | sd             | 1.32                | 7969.40      | 667.03          | 1.62      | 14.80    |
| Netherlands | mean   | 8.07                | 9889.23      | 2902.89         | 2.34      | 63.35    |
|          | sd             | 1.52                | 12482.73     | 617.79          | 1.72      | 17.19    |
| Australia | mean         | 7.85                | 7146.85      | 2882.53         | 2.62      | 72.06    |
|          | sd             | 1.43                | 5984.29      | 612.12          | 1.80      | 15.36    |
| All journalists | mean | 9.08                | 13199.12     | 3123.47         | 3.24      | 65.41    |
|          | sd             | 0.97                | 13396.81     | 317.94          | 2.02      | 16.88    |

4. Ego network analysis

In this section, we analyze the ego network structure of the journalists that have been filtered as described in Section 3, and we show the differences
and invariants between different countries and regions. The frequency of direct tweets (mentions, reply, or retweets) is used to represent the strength of the ties (that is, the intimacy or emotional closeness) between journalists (egos) and their alters as discussed in Section 2.3. Recall also that, similarly to the related literature, a relationship is considered active if the ego and the alter have at least one contact (direct tweet) per year.

4.1. Static properties of ego networks

The static view of an ego network is a single, aggregate snapshot of the ego and its ties. It is a representation of the ego network that includes the whole observed timeline of the journalist. This analysis allows us to understand the general distribution of cognitive resources through all the alters and to compare results with other findings from the related literature in a quantitative manner (since the analysis of static ego networks is the starting point in all related works).

First, we show the average number of alters (with confidence intervals) of egos in different countries (Figure 6, the distribution of the number of alters per ego in each dataset, instead of dataset averages, can be found in

Figure 5: Tweet types across countries. On the left, the average number of tweets in the different categories, computed by country. On the right, the corresponding PCA plot. The colors denote the 3 groups detected by the k-means clustering algorithm on the PCA components. The optimal number of groups has been obtained using the silhouette method.
Figure ?? of ?? in the Supplemental Material). This number captures how many peers the ego user interacts with during the last 3200 observed tweets, and it corresponds to the size of the ego network when both active and inactive relationships are considered (see Section 2). As expected, the countries whose journalists engage on Twitter predominantly via indirect tweets (Figure 5(b)) tend to feature fewer alters than their more social counterparts. Figure 6 also shows that journalists that mostly rely on replies (such as those from Finland, the Netherlands, and Denmark) have a below-average number of alters, thus suggesting a tendency to get involved with smaller groups of people. This is consistent with the fact that replies are a more personal/intimate communication with respect to mention and retweets, hence they consume more cognitive resources on the ego side, which, in turn, is able to interact with fewer people. Vice versa, the journalists in countries from the green cluster in Figure 5(b) tend to interact with an above-average number of distinct peers, hinting at the opposite effect. Even though there are differences for journalists from different regions and countries, still the average number of alters of journalists are much bigger than those of the generic Twitter users analyzed in [1], where more than 90% of users have less than 100 relationships. This supports the claim that journalists establish more relationships and they are prominent users on Twitter.

Figure 6: Average number of alters per ego, grouped by country

The number of alters showed in Figure 6 include relationships to which egos don’t allocate their cognitive resources regularly (the typical case in the anthropology literature, which we also apply here, is at least once a year). We now consider the average number of active relationships of egos in different countries (Figure 7, the distribution can be found in Figure ?? of ??
in the Supplemental Material). As expected, the average number of active alters is significantly lower than in the previous case of Figure 6, with sizes varying between 75 alters (Japanese journalists) and 147 (Spanish journalists). Turkish, Greek and Japanese journalists still have the smallest network sizes. Also, the difference between journalists and generic Twitter users still exists: the active network size of generic Twitter users was 88 alters in [1], while the average for journalists is 119. Hence, we can conclude that the ego network size of journalists mimics offline ego network size predicted by Dunbar’s number, and it is actually closer to the Dunbar’s number than those of generic Twitter users were.\footnote{While the initial filtering used in [1] is different from the one discussed in this paper (Section 3), the comparison between the two sets of results is still meaningful. In fact, the filtering in [1] (whereby only users with an average of more than 10 interactions per month are kept) tends to retain only very active users, thus it might overestimate the social interactions of generic users. However, our results indicate that journalists tend to be even more engaged than this active subset of generic users.}

Figure 7: Average active networks size for egos in each country

The active relationships of egos can be grouped into layers (also known as Dunbar’s circles) based on their emotional closeness with the ego. It has been shown that there are four layers in offline human ego networks [13]. This number is extended to five layers for OSNs [1]. The optimal number of circles can be determined by non-parametric clustering algorithms, as discussed in Section 2. Figure 8 shows the distribution of the optimal circle number (i.e., the optimal number of relationship clusters, as found by Mean Shift) per ego for all journalists (the distribution of circle numbers per dataset is provided...}
in Figure ?? of ?? in the Supplemental Material). The mode value of the optimal circle numbers is 5, its mean value is 5.6, and its median value is 6. All datasets feature a mean and median value for the optimal number of social circles around five, thus matching the Dunbar’s model, with the exception of Japanese journalists (which is not surprising given that their active ego network sizes are smaller than for other countries). In the remaining of the paper, when comparing egos with each other, we will focus on egos with five circles, in order to rule out differences that are dependent on the different number of circles.

Table 4 shows the circle sizes (number of alters in each Dunbar’s circle). As we can see from the last row of the table (corresponding to the average of all journalists), the circle sizes of journalists are very close to the sizes predicted by the Dunbar’s model (1.5, 5, 15, 50, and 150), with slight variations. Although generally the circle sizes of OSN users tend to be smaller than what Dunbar’s model suggests [1, 15], journalists are an exception to this rule, with more alters than expected in all circles except for the outermost one (5th circle). In Table 4, we also show the scaling ratio between consecutive circles, whose typical value in the related literature is around three [13]. Again, journalists conforms quite accurately to the predictions of Dunbar’s model.

Wrapping up the results of the static ego networks analysis, we can provide answers to the first two research questions laid out in Section 1.

RQ#1. Overall, journalists’ cognitive resource allocation to their alters mimics closely what was observed in offline human ego networks, with the circle
Dunbar’s model holds across countries.ish journalists maintain more active relationships. However, by and large, journalists engage in more numerous relationships on Twitter, while Span-
we have observed that Turkish, Greek and Japanese journalists have smaller ego network, but it does not alter significantly their structure. For example, RQ#2. The country in which journalists are active have an effect on their sizes and the scaling ratio between the circle sizes matching Dunbar’s model. Also, we have shown that journalists tend to have more active relationships than generic Twitter users and politicians, with ego network sizes closer to Dunbar’s number than typical OSN users.

| dataset | C1 ratio | C2 ratio | C3 ratio | C4 ratio | C5 ratio |
|---------|----------|----------|----------|----------|----------|
| US      | 3.24 ± 0.21 | 8.33 ± 0.51 | 20.15 ± 1.2 | 48.42 ± 2.52 | 124.56 ± 5.78 |
| Canada  | 3.43 ± 0.27 | 8.29 ± 0.72 | 19.36 ± 1.68 | 44.68 ± 1.49 | 114.26 ± 7.58 |
| Brazil  | 3.14 ± 0.31 | 8.19 ± 0.85 | 19.32 ± 1.93 | 43.27 ± 1.1 | 105.3 ± 9.43 |
| Japan   | 2.98 ± 0.31 | 7.14 ± 0.65 | 16.4 ± 1.56 | 37.56 ± 1.77 | 96.3 ± 9.32 |
| Turkey  | 3.1 ± 0.16 | 7.43 ± 0.43 | 17.46 ± 0.97 | 40.96 ± 1.05 | 106.54 ± 4.77 |
| UK      | 3.5 ± 0.39 | 8.56 ± 0.94 | 22.08 ± 2.31 | 52.65 ± 4.71 | 134.07 ± 11.56 |
| Denmark | 3.63 ± 0.22 | 9.62 ± 0.58 | 22.09 ± 1.32 | 51.37 ± 2.9 | 119.87 ± 6.8 |
| Finland | 3.74 ± 0.37 | 9.29 ± 0.9 | 22.92 ± 2.11 | 53.57 ± 4.5 | 123.82 ± 10.05 |
| Norway  | 3.55 ± 0.42 | 9.16 ± 1.09 | 21.74 ± 2.61 | 50.65 ± 5.29 | 115.56 ± 11.34 |
| Sweden  | 3.38 ± 0.35 | 8.63 ± 0.86 | 20.86 ± 1.91 | 49.1 ± 3.97 | 122.77 ± 9.94 |
| Greece  | 2.92 ± 0.28 | 6.66 ± 0.69 | 24.39 ± 2.44 | 29.1 ± 1.25 | 90.76 ± 7.68 |
| Italy   | 2.81 ± 0.29 | 7.26 ± 0.79 | 19.2 ± 2.24 | 46.72 ± 4.81 | 124.21 ± 18.06 |
| Spain   | 3.2 ± 0.3 | 8.34 ± 0.96 | 24.2 ± 1.16 | 46.97 ± 5.02 | 124.64 ± 18.65 |
| France  | 3.2 ± 0.32 | 8.17 ± 1.06 | 19.46 ± 2.09 | 49.56 ± 5.56 | 129.14 ± 10.29 |
| Germany | 3.39 ± 0.54 | 8.99 ± 1.35 | 22.8 ± 2.97 | 52.99 ± 6.21 | 127.25 ± 13.74 |
| Netherlands | 3.28 ± 0.12 | 8.39 ± 0.31 | 19.99 ± 0.7 | 46.66 ± 1.53 | 114.79 ± 3.64 |
| Australia | 3.19 ± 0.29 | 8.06 ± 0.75 | 20.23 ± 1.84 | 49.17 ± 3.83 | 128.7 ± 8.67 |
| All journalists | 3.24 ± 0.05 | 8.3 ± 0.12 | 20.15 ± 0.28 | 48.42 ± 0.59 | 124.56 ± 1.35 |

RQ#2. The country in which journalists are active have an effect on their ego network, but it does not alter significantly their structure. For example, we have observed that Turkish, Greek and Japanese journalists have smaller ego networks compared to other countries. British, French, and American journalists engage in more numerous relationships on Twitter, while Spanish journalists maintain more active relationships. However, by and large, Dunbar’s model holds across countries.
4.2. Dynamic properties of ego networks

In this section, we analyze the evolution of ego networks over time, in order to capture changes in social relationships. If we divide the observed timeline of a user into equal time intervals, the intimacy of a relationship may change from interval to interval. That is, an ego may allocate more cognitive resources to an alter in the early time intervals and less in the latter ones, or vice versa. A varying intimacy entails a possible rearrangement of relationships in circles. In order to investigate both short-term and long-term dynamics, in this section we divide the observed timeline of an ego in one-year time intervals with 1-month step size (11 months overlap between two consecutive time windows) and 12-month step size (no overlap between consecutive time windows). Each time window provides a snapshot of the ego networks, and, for each snapshot, we focus on rings (the portion of circles excluding the inner circles) and how they change over time. Note that both in the short- and long-term case, we construct the ego network from one year’s worth of data. However, for the short-term analysis, there is a partial overlap between the one-year windows, while this overlap is not present in the long-term analysis.

As discussed in Section 2.3, we study the dynamic changes in ego networks by means of the Jaccard similarity and the Jump index. Considering the same circle in two consecutive time intervals as two separate sets, the Jaccard index is obtained dividing the cardinality of the intersection set by the cardinality of the union set. The closer this index to one, the more the overlapping. The amount of movements between rings is measured through the Jump index, which simply counts (and then averages across all alters in the ring) the number of ring jumps made by the alters that have just entered the ring at this temporal snapshot. We first describe the short-term changes of dynamic ego networks. Figures 9 and 10 show the values of Jaccard and jump indices with 1-year time interval and 1-month step size for the five rings. With this approach, we compare how ego networks change on a month-by-month basis. The same analysis was carried out in [15] for politicians. We can see (Figure 9) that the Jaccard indices are higher at the innermost (R1) and the outermost (R5) rings, while middle rings have lower index values (U-shaped pattern). This shows that the innermost and outermost rings don’t change much over time, implying that the strongest and weakest active relations of journalists are pretty stable in the short terms. Vice versa, relationships with intermediate intimacy are more fluctuating. These results are extremely consistent across countries. We provide Jump index in Figure 10. The Jump
indices are generally close to one and stable across the rings, signalling that movements mostly occur between adjacent rings. The ring with slightly more jumps, on average, is the fourth. This may suggest that the fourth ring serves as a buffer zone, where mutating relationships transit during their movements from one ring to another one.

Let us now study the long-term dynamics of ego networks. To this aim, we consider 1-year time intervals for observing ego networks, and 1-year step sizes (i.e., there is no intersection between two consecutive observation time intervals). Results are shown in Figures 11 and 12. The U-shape pattern across rings for the Jaccard coefficient is still there, but the similarity values are much lower. This means that, on a yearly basis, the rings of ego networks tend to change significantly. In the central rings, especially, the turnover is almost complete, as indicated by the Jaccard index close to zero. Surprisingly, the most stable ring is R5, which contains the weakest active social links. We observe slightly more variability across countries with respect to the short-term results in Figure 9. This suggests that, as expected, long-term dynamics tend to be more interesting than short-term ones. We can compare the Jaccard index of journalists against that of politicians and generic users (whose dynamic ego networks are both studied in [15]). We find the main differences in R5, where the Jaccard index of journalists is approximately twice as large with respect to generic users and very similar to that of European political leaders. This implies that journalists and politicians have more stable weak social relationships than generic users. This finding hints at a distinctive feature of public figures on social media, suggesting a semantically different way in which social links are exploited on Twitter by these users. The pattern observed for the Jump index, too, is completely different from the previous case (Figure 10): the index decreases as we move from R1 to R5, while previously it was stable across the rings and close to value of one. We see that alters come to the first ring after moving from non-adjacent circles, but this effect wanes as we move towards the outermost circles.

The results from this section allow us to provide an answer to the third research question we laid out in Section 1.

*RQ #3.* Journalists tend to have stable short-term relationships that don’t change a lot over time. Specifically, they tend to keep unaltered their most and least intimate relationships while they replace the relationships in middle circles much more. In the longer term, though, ego networks can be pretty dynamic, especially in the innermost circles. While this is not surprising,
Figure 9: Jaccard coefficients of egos with optimal circle number 5 with 1-month step size for 1-year intervals.

| Country  | R1       | R2       | R3       | R4       | R5       |
|----------|----------|----------|----------|----------|----------|
| US       | 0.83 ± 0.01 | 0.61 ± 0.01 | 0.59 ± 0.01 | 0.72 ± 0.02 | 0.86 ± 0.02 |
| Canada   | 0.81 ± 0.02 | 0.61 ± 0.02 | 0.59 ± 0.02 | 0.71 ± 0.02 | 0.85 ± 0.03 |
| Brazil   | 0.8 ± 0.02  | 0.61 ± 0.03 | 0.58 ± 0.02 | 0.7 ± 0.03  | 0.85 ± 0.03 |
| Japan    | 0.8 ± 0.02  | 0.6 ± 0.02  | 0.58 ± 0.02 | 0.7 ± 0.02  | 0.85 ± 0.03 |
| Turkey   | 0.82 ± 0.01 | 0.61 ± 0.01 | 0.58 ± 0.01 | 0.7 ± 0.01  | 0.84 ± 0.01 |
| UK       | 0.79 ± 0.04 | 0.59 ± 0.03 | 0.58 ± 0.03 | 0.72 ± 0.04 | 0.86 ± 0.05 |
| Denmark  | 0.79 ± 0.01 | 0.59 ± 0.01 | 0.59 ± 0.01 | 0.74 ± 0.01 | 0.88 ± 0.02 |
| Finland  | 0.82 ± 0.01 | 0.61 ± 0.01 | 0.6 ± 0.01  | 0.76 ± 0.01 | 0.92 ± 0.02 |
| Norway   | 0.8 ± 0.02  | 0.6 ± 0.02  | 0.6 ± 0.02  | 0.77 ± 0.02 | 0.92 ± 0.02 |
| Sweden   | 0.82 ± 0.02 | 0.62 ± 0.02 | 0.6 ± 0.02  | 0.74 ± 0.02 | 0.88 ± 0.02 |
| Greece   | 0.82 ± 0.03 | 0.62 ± 0.02 | 0.59 ± 0.02 | 0.7 ± 0.03  | 0.85 ± 0.03 |
| Italy    | 0.84 ± 0.02 | 0.64 ± 0.02 | 0.61 ± 0.02 | 0.72 ± 0.02 | 0.85 ± 0.03 |
| Spain    | 0.82 ± 0.03 | 0.61 ± 0.03 | 0.58 ± 0.02 | 0.7 ± 0.03  | 0.83 ± 0.03 |
| France   | 0.83 ± 0.02 | 0.62 ± 0.02 | 0.6 ± 0.02  | 0.73 ± 0.02 | 0.86 ± 0.03 |
| Germany  | 0.82 ± 0.02 | 0.61 ± 0.02 | 0.6 ± 0.02  | 0.76 ± 0.02 | 0.89 ± 0.03 |
| Netherlands | 0.81 ± 0.01 | 0.61 ± 0.01 | 0.59 ± 0.01 | 0.72 ± 0.01 | 0.86 ± 0.01 |
| Australia | 0.84 ± 0.01 | 0.64 ± 0.02 | 0.6 ± 0.01  | 0.72 ± 0.02 | 0.86 ± 0.02 |
| All journalists | 0.83 ± 0.12 | 0.61 ± 0.12 | 0.59 ± 0.12 | 0.72 ± 0.14 | 0.86 ± 0.17 |

Figure 10: Jump indices of egos with optimal circle number 5 with 1-month step size for 1-year intervals.

| Country  | R1       | R2       | R3       | R4       | R5       |
|----------|----------|----------|----------|----------|----------|
| US       | 1.11 ± 0.04 | 1.13 ± 0.04 | 1.11 ± 0.02 | 1.41 ± 0.05 | 1.0 ± 0   |
| Canada   | 1.14 ± 0.05 | 1.15 ± 0.03 | 1.12 ± 0.02 | 1.45 ± 0.06 | 1.0 ± 0   |
| Brazil   | 1.26 ± 0.09 | 1.21 ± 0.07 | 1.18 ± 0.05 | 1.47 ± 0.08 | 1.0 ± 0   |
| Japan    | 1.21 ± 0.1  | 1.21 ± 0.12 | 1.13 ± 0.03 | 1.38 ± 0.08 | 1.0 ± 0   |
| Turkey   | 1.22 ± 0.05 | 1.15 ± 0.03 | 1.13 ± 0.02 | 1.39 ± 0.04 | 1.0 ± 0   |
| UK       | 1.15 ± 0.06 | 1.14 ± 0.04 | 1.13 ± 0.03 | 1.51 ± 0.08 | 1.0 ± 0   |
| Denmark  | 1.21 ± 0.04 | 1.19 ± 0.03 | 1.17 ± 0.02 | 1.54 ± 0.03 | 1.0 ± 0   |
| Finland  | 1.21 ± 0.06 | 1.23 ± 0.04 | 1.17 ± 0.03 | 1.56 ± 0.05 | 1.0 ± 0   |
| Norway   | 1.34 ± 0.09 | 1.3 ± 0.06  | 1.25 ± 0.04 | 1.62 ± 0.05 | 1.01 ± 0  |
| Sweden   | 1.2 ± 0.06  | 1.21 ± 0.05 | 1.19 ± 0.04 | 1.46 ± 0.06 | 1.0 ± 0   |
| Greece   | 1.28 ± 0.08 | 1.28 ± 0.07 | 1.18 ± 0.03 | 1.44 ± 0.06 | 1.0 ± 0   |
| Italy    | 1.21 ± 0.11 | 1.19 ± 0.05 | 1.15 ± 0.04 | 1.47 ± 0.07 | 1.0 ± 0   |
| Spain    | 1.15 ± 0.07 | 1.12 ± 0.04 | 1.1 ± 0.03  | 1.35 ± 0.07 | 1.0 ± 0   |
| France   | 1.12 ± 0.07 | 1.1 ± 0.03  | 1.12 ± 0.03 | 1.41 ± 0.07 | 1.0 ± 0   |
| Germany  | 1.11 ± 0.05 | 1.11 ± 0.04 | 1.1 ± 0.03  | 1.52 ± 0.09 | 1.0 ± 0   |
| Netherlands | 1.17 ± 0.03 | 1.16 ± 0.02 | 1.15 ± 0.01 | 1.44 ± 0.02 | 1.0 ± 0   |
| Australia | 1.18 ± 0.07 | 1.14 ± 0.04 | 1.11 ± 0.03 | 1.38 ± 0.06 | 1.0 ± 0   |
| All journalists | 1.18 ± 0.07 | 1.14 ± 0.04 | 1.11 ± 0.03 | 1.38 ± 0.06 | 1.0 ± 0   |
Figure 11: Jaccard coefficients of egos with optimal cycle number 5 with 1-year step size for 1-year intervals.

| Country       | R1   | R2   | R3   | R4   | R5   |
|---------------|------|------|------|------|------|
| US            | 0.25 ± 0.03 | 0.07 ± 0.01 | 0.06 ± 0.01 | 0.07 ± 0.01 | 0.49 ± 0.05 |
| Canada        | 0.24 ± 0.04 | 0.07 ± 0.01 | 0.05 ± 0.01 | 0.07 ± 0.01 | 0.51 ± 0.07 |
| Brazil        | 0.17 ± 0.04 | 0.04 ± 0.01 | 0.04 ± 0.01 | 0.06 ± 0.02 | 0.4 ± 0.08  |
| Japan         | 0.18 ± 0.04 | 0.07 ± 0.02 | 0.06 ± 0.01 | 0.07 ± 0.01 | 0.41 ± 0.09 |
| Turkey        | 0.21 ± 0.02 | 0.06 ± 0.01 | 0.05 ± 0.01 | 0.07 ± 0.01 | 0.44 ± 0.04 |
| UK            | 0.19 ± 0.04 | 0.06 ± 0.02 | 0.04 ± 0.01 | 0.06 ± 0.01 | 0.54 ± 0.09 |
| Denmark       | 0.22 ± 0.02 | 0.07 ± 0.01 | 0.06 ± 0.01 | 0.08 ± 0.01 | 0.63 ± 0.04 |
| Finland       | 0.23 ± 0.03 | 0.06 ± 0.01 | 0.05 ± 0.01 | 0.08 ± 0.01 | 0.72 ± 0.07 |
| Norway        | 0.2 ± 0.04  | 0.06 ± 0.01 | 0.05 ± 0.01 | 0.09 ± 0.02 | 0.67 ± 0.08 |
| Sweden        | 0.27 ± 0.04 | 0.08 ± 0.02 | 0.06 ± 0.01 | 0.09 ± 0.02 | 0.56 ± 0.07 |
| Greece        | 0.23 ± 0.04 | 0.07 ± 0.02 | 0.05 ± 0.02 | 0.08 ± 0.02 | 0.45 ± 0.07 |
| Italy         | 0.26 ± 0.05 | 0.06 ± 0.01 | 0.06 ± 0.01 | 0.06 ± 0.01 | 0.51 ± 0.08 |
| Spain         | 0.24 ± 0.05 | 0.06 ± 0.01 | 0.06 ± 0.01 | 0.07 ± 0.01 | 0.41 ± 0.08 |
| France        | 0.28 ± 0.05 | 0.07 ± 0.02 | 0.06 ± 0.01 | 0.07 ± 0.01 | 0.48 ± 0.08 |
| Germany       | 0.3 ± 0.05  | 0.09 ± 0.02 | 0.08 ± 0.02 | 0.1 ± 0.02  | 0.68 ± 0.09 |
| Netherlands   | 0.25 ± 0.01 | 0.08 ± 0.01 | 0.07 ± 0.0 | 0.08 ± 0.0 | 0.51 ± 0.03 |
| Australia     | 0.27 ± 0.04 | 0.08 ± 0.02 | 0.06 ± 0.01 | 0.07 ± 0.01 | 0.5 ± 0.07  |
| All journalists | 0.25 ± 0.23 | 0.07 ± 0.08 | 0.06 ± 0.06 | 0.07 ± 0.08 | 0.49 ± 0.42 |

R1: 0.01 ± 0.00, R2: 0.01 ± 0.00, R3: 0.01 ± 0.00, R4: 0.01 ± 0.00, R5: 0.01 ± 0.00

Figure 12: Jump indices of egos with optimal cycle number 5 with 1-year step size for 1-year intervals.

| Country       | R1   | R2   | R3   | R4   | R5   |
|---------------|------|------|------|------|------|
| US            | 2.29 ± 0.15 | 2.16 ± 0.1 | 1.96 ± 0.06 | 1.8 ± 0.03 | 1.02 ± 0.0 |
| Canada        | 2.54 ± 0.21 | 2.16 ± 0.13 | 1.99 ± 0.08 | 1.8 ± 0.04 | 1.02 ± 0.0 |
| Brazil        | 2.9 ± 0.28 | 2.49 ± 0.18 | 2.15 ± 0.1 | 1.83 ± 0.04 | 1.02 ± 0.01 |
| Japan         | 2.75 ± 0.27 | 2.36 ± 0.19 | 2.05 ± 0.12 | 1.8 ± 0.05 | 1.03 ± 0.01 |
| Turkey        | 2.71 ± 0.14 | 2.34 ± 0.09 | 2.04 ± 0.05 | 1.78 ± 0.03 | 1.02 ± 0.0 |
| UK            | 2.8 ± 0.23 | 2.37 ± 0.17 | 2.1 ± 0.08 | 1.86 ± 0.05 | 1.02 ± 0.0 |
| Denmark       | 2.67 ± 0.12 | 2.37 ± 0.07 | 2.07 ± 0.04 | 1.84 ± 0.02 | 1.03 ± 0.0 |
| Finland       | 2.82 ± 0.22 | 2.4 ± 0.13 | 2.1 ± 0.07 | 1.85 ± 0.03 | 1.02 ± 0.0 |
| Norway        | 2.86 ± 0.23 | 2.5 ± 0.13 | 2.16 ± 0.07 | 1.87 ± 0.03 | 1.02 ± 0.01 |
| Sweden        | 2.5 ± 0.21 | 2.23 ± 0.13 | 2.03 ± 0.07 | 1.79 ± 0.04 | 1.03 ± 0.0 |
| Greece        | 3.09 ± 0.23 | 2.61 ± 0.14 | 2.15 ± 0.09 | 1.82 ± 0.03 | 1.03 ± 0.01 |
| Italy         | 2.6 ± 0.27 | 2.25 ± 0.17 | 2.01 ± 0.09 | 1.8 ± 0.04 | 1.02 ± 0.0 |
| Spain         | 2.63 ± 0.33 | 2.24 ± 0.19 | 1.89 ± 0.08 | 1.74 ± 0.05 | 1.02 ± 0.01 |
| France        | 2.22 ± 0.23 | 2.19 ± 0.15 | 1.94 ± 0.08 | 1.78 ± 0.05 | 1.02 ± 0.0 |
| Germany       | 2.24 ± 0.32 | 2.15 ± 0.17 | 1.9 ± 0.11 | 1.82 ± 0.06 | 1.03 ± 0.01 |
| Netherlands   | 2.5 ± 0.09 | 2.18 ± 0.05 | 1.98 ± 0.03 | 1.79 ± 0.02 | 1.03 ± 0.0 |
| Australia     | 2.6 ± 0.26 | 2.28 ± 0.13 | 1.99 ± 0.08 | 1.75 ± 0.05 | 1.02 ± 0.0 |
| All journalists | 2.6 ± 0.26 | 2.28 ± 0.13 | 1.99 ± 0.08 | 1.75 ± 0.05 | 1.02 ± 0.0 |

R1: 1.75, R2: 1.75, R3: 1.75, R4: 1.75, R5: 1.75
the interesting finding is how journalists compare to generic users and politicians. From the ring stability standpoint, journalists resemble the politicians studied in [15] and are different from generic users. This suggests that the ego networks of journalists and politicians, while structurally similar to that of generic users, may be affected by the information-driven nature of their engagement on the platform, thus yielding to distinctive ring dynamics.

4.3. Social tweets and hashtags

Considering that journalists are on Twitter to promote their work, establish their personal brands, and satisfy the user demand for news, we expect them to be more topic-driven than generic Twitter users. The typical way of searching for and publishing tweets about a specific topic is to use hashtags. Thus, we expect journalists to be using hashtags at a higher rate than regular users. To look into this aspect, we provide hashtag-related statistics about the journalist datasets. Due to space constraints, we will provide plots for selected countries (specifically, those representative of a group behavior), while the complete set of results can be found in ?? of the Supplemental Material.

In Figure 13, the percentage of hashtag-activated relationships are shown. A relationship is labelled hashtag-activated if the first contact (direct tweet) of the relationship includes a hashtag. For all journalists, the average hashtag-activated relationship percentage is 23% while it is 6% for generic Twitter users and approximately 15% for politicians (both studied in [15]). This confirms that journalists establish more topic-driven relationships. All of the journalist datasets have a higher hashtag-activated percentage than generic Twitter users, and, in most cases, also higher than the politicians. However, when we compare the different countries, there is a high variability in terms of hashtag-activated relationship percentages, with values ranging from 12% in Japanese journalists to 36% in Italian journalists.

Only showing the percentage of relationships activated by hashtags does not give us information about the usage of hashtags across rings, i.e., about the dependency on intimacy. In Figure 14, the percentage of hashtag-activated relationships is shown for selected countries, in order to highlight three different characteristics featured in the datasets. American journalists (together with Finnish, French, and Netherlander ones, not shown in the figure) use the same amount of hashtags across the rings. Hence, the percentage of their relationships activated by hashtags is independent of the intimacy level of relationships. Norwegian journalists (together with German and Greek ones)
activate their less intimate relationships (outer rings) by hashtags more than more intimate layers (inner rings). The journalists from the remaining countries have higher hashtag-activated relationship percentage in the inner rings.

We now shift the focus from the use of hashtags at the beginning of the relationship to the use of hashtags during its full duration. The number of hashtags used per relationship is much higher for the relationships that are activated by hashtag (i.e., their first interaction contains a hashtag) as can be seen in Figure 15 for a selected dataset (the vast majority of datasets feature the same behavior). However, this doesn’t translate into an increased cognitive investment in those relationships. In fact, we don’t observe statistically significant difference in terms of cognitive resources allocated (measured in terms of contact frequency) per ego, as shown in Figure 16 (again, this finding is common to all datasets).

We summarise the main take-home message for this section below.
RQ #4. Journalists are topic-driven users, as their relationships are initiated with a hashtag much more frequently than for politicians or generic users. Hashtags are not only used to establish a relationship (i.e., at the first contact) but they continue to be used during subsequent interactions. We also observed that hashtags are used more often for more intimate relationships, once again confirming the topic-driven nature of journalists’ interactions on Twitter.

4.4. Popularity of the alters and intimacy level of the relationships

Our goal in this section is to investigate if popular journalists interact with similarly popular journalists (a sort of assortativity in popularity) on Twitter and if there is a correlation between the popularity of alters and the intimacy level of the corresponding relationship. Similar analyses are not available for politicians and generic users, hence we will provide no comparison.

In the following, we measure popularity in terms of the number of followers of the account, similarly to [32]. To understand the effect of the popularity of the alters in different ego network layers, we carry out a correlation analysis between the popularity of egos and that of their alters. Recall that correlation values vary between −1 and +1, where +1 represents the perfect positive association, −1 represents the perfect negative association and 0 represents the independence of the variables. Since we are interested in assessing monotonic relationships, we will use Kendall’s correlation [33, 34]. We also want to distinguish between journalist and non-journalist alters (because some effects might be dependent on the professional nature of the interaction). Thus, we first label the alters of the journalists using the same method discussed in Section 3.2 (which entails leveraging the Google Knowledge graph together with the keywords in the Twitter bio). Then, the correlation scores between
the ego’s popularity (its follower number) and the average alter popularity (mean of follower number of alters) are calculated.

In Figure 17, we provide the Kendall’s correlation between the popularity of the egos and their alters (which can be either journalists or non-journalists) in each ring. Blue dots represent journalist alters, orange dots represent non-journalist alters. The lines represent the averages of the groups with standard deviation bands. Note that the plot includes the correlation values whose corresponding p-value is low enough (that is, smaller than 0.1) to draw reliable conclusions (therefore, for some countries, some of the dots are missing). We visualize the results for the first six rings, since the number of egos with more than 6 circles decreases drastically, and we don’t have enough samples to measure correlation. From Figure 17, we observe that the popularity of egos and their journalist alters is correlated, while that of egos and non-journalist alters much less so. In terms of absolute values of correlation, while ego-journalist relationships exhibit a positive correlation regarding their popularity at all rings, the correlation for relationships involving egos and non-journalists is greater than zero only in the innermost rings. This suggests that what we called “assortativity in popularity” is a phenomenon common to all ring for journalist-to-journalist relationships, while it is only relevant in the innermost ring for the other relationships. In other words, journalist-to-journalist relationships seem to be popularity-driven even when interactions are more sporadic. Vice versa, when journalists interact with non-journalists, the popularity of the alter seems to have a role only for strong connections.

In Figure 18 we provide a direct comparison between the correlation in popularity of journalist-journalist relationships and the others. Specifically, we provide a scatterplot where each point corresponds to a country-ring combination and its x, y coordinates are the correlations in the non-journalists vs journalists groups. It can be seen from the plot that journalist alters never feature negative correlation values, while non-journalist alters do. In the plot we can identify three groups of country-ring combinations. In the first group, the popularity of non-journalist alters has negative correlation with the popularity of their egos, while the journalist alters exhibit positive correlation values (lower-right quadrant). In the second group, the popularity of both journalist and non-journalist alters is positively correlated with the of the ego, but since the values are under the identity line, the correlation values of journalist alters are larger than the non-journalist ones. These two groups cover almost all of the country-ring combinations. There is one
exception: Sweden. The correlation values of Sweden journalists are located near the identity line, which implies that the correlation values of journalists and non-journalist are close to each other. And for the second and third rings, Swedish non-journalist alters have higher correlation values than their journalist counterparts.

We can now provide an answer to the fifth research question we discussed in Section 1.

RQ #5. Highly popular journalists tend to engage with other journalists of similar popularity, and vice versa. In addition, journalist egos tend to keep their popular colleagues in the more intimate layers, hence allocate more cognitive resources for them. Instead, when egos interact with non-journalist users, the alter popularity i) does not seem to play a role for relationship in the outermost circles, ii) has a smaller effect than for journalist-journalist relationships even in the innermost circles.

5. Conclusions

In this paper, we have studied the ego network structure of journalists from 17 different countries belonging to 8 different continental regions and 4 continents. We have demonstrated that how they allocate their cognitive resources among their relationships is mostly independent of the countries they
are from. In general, the ego networks of journalists on Twitter all mirror the same offline human ego network structure where, according to the Dunbar’s model, our finite social cognitive capacity imposes limits to how many people we meaningfully interact with and to the intensity of these relationships. Journalists show a different dynamic “use” of their Twitter relationships with respect to general users, and much more similar to what has been observed for politicians. Specifically, most and least intense relationships (in terms of interaction frequency) are significantly more stable than intermediately intense one, whose turnover is almost 100% each year. This confirms a different user of Twitter relationships for public figures (such as politicians and journalists) with respect to the general population. In addition, differently from general users, journalists establish and maintain their relationships in a topic-oriented way, even more than politicians do. This suggests that journalists’ engagement on Twitter is mostly information-driven. Journalists also tend to have stable relationships and to maintain their relationships longer than politicians. As a final step, we have shown that journalists are not randomly
allocating their cognitive resources among their colleagues. They establish more intimate relationships with their counterparts with similar popularity. However, popularity plays a much less significant role when they interact with non-journalists.
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