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Abstract

Problems with localized nonhomogeneous material properties arise frequently in many applications and are a well-known source of difficulty in numerical simulations. In certain applications (including additive manufacturing), the physics of the problem may be considerably more complicated in relatively small portions of the domain, requiring a significantly finer local mesh compared to elsewhere in the domain. This can make the use of a uniform mesh numerically unfeasible. While nonuniform meshes can be employed, they may be challenging to generate (particularly for regions with complex boundaries) and more difficult to precondition. The problem becomes even more prohibitive when the region requiring a finer-level mesh changes in time, requiring the introduction of refinement and derefinement techniques. To address the aforementioned challenges, we employ a technique related to the Fat boundary method [1, 2, 20] as a possible alternative. We analyze the proposed methodology from a mathematical point of view and validate our findings on two-dimensional numerical tests.

1 Introduction

Problems with localized nonhomogeneous material properties are of great interest in engineering [3, 4, 5, 8, 9, 10, 11, 12, 13, 15, 16, 22, 23, 24, 25, 26, 27]. In such problems, the varying physical properties between the different regions result in potentially large modeling differences. In many instances, a material which comprises a relatively small portion of the domain may feature significantly more complex physics and, therefore, it may require a higher mesh resolution than in the remainder of the domain. Common examples of such problems with high industrial interest are thermal problems in additive manufacturing (where the nonlinear phase transformation phenomena occur only along a thin strip on the top of the domain) [3, 10, 11, 12, 13, 15, 16, 22, 23, 24, 25, 26, 27], or fluid flow problems through immersed membranes (where the flow properties change inside a
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subregion of the domain) \cite{17, 18, 19, 21}. A simple diagram of such a physical situation is shown in Fig. 1.

While using fine mesh throughout the whole domain may give an acceptable numerical solution, the computational cost of such an approach may be prohibitive. In contrast, a mesh that is coarse in one region and fine in another, while computationally more attractive, may be difficult to generate and is also known to cause difficulties with preconditioning \cite{5, 6, 7, 13}. Additionally, in some instances the boundary of the subregion may be geometrically complicated, or may change in time, requiring frequent remeshing or the use of complicated local refinement and derefinement techniques \cite{12, 15, 22, 23, 24, 27}.

We decided to approach such problems adopting a different methodology inspired by the Fat boundary method (see \cite{1, 2, 20}), an algorithm originally designed to handle geometries with holes in which generating conformal meshes is difficult. The Fat boundary method works by solving problems on different meshes and coupling the different solutions by the introduction of point forces within the domain. In the present work, we develop a related technique that allows us to solve problems with localized nonhomogeneous features by using two separate meshes. In regions that require a higher mesh resolution, we solve the problem on a fine separate mesh; then, as in the Fat boundary method, we reinsert this solution on the coarse mesh as a forcing term. This approach can be viewed as a generalization of the Fat boundary method, since the subregions are not holes in the geometry but areas in which the material properties differ.

We structure the paper as follows. We first introduce the model problems and derive split-problem formulations, in which we express the model problems (originally defined on a single mesh) as a pair of problems on two different meshes with coupling conditions. Next, we use the split formulation to naturally derive two-level methods at both the continuous and discrete levels. We then present numerical examples of the proposed approach for both steady and unsteady problems and discuss the results. We conclude by discussing points for further improvement and future research directions.
2 Problem Splitting

In the following we focus on steady and unsteady thermal problems, which are often characterized by the presence of local features, such as a nonhomogeneous material inclusion or local nonlinear phase transition phenomena. Accordingly, in this section we formally derive split formulations for the study of such problems. The proposed formulations will then naturally form the basis for the two-level algorithm presented later in the work.

We consider a domain $\Omega$ with a subregion $\Omega_- \subset \Omega$, as shown in Fig 2. Letting $\Omega_+ = \Omega \setminus \overline{\Omega}_-$, $\gamma = \partial \Omega_-$, and denoting the unknown temperature field as $u$, the steady thermal problem is given by:

$$
\begin{align*}
-\nabla \cdot (\beta \nabla u) &= f \quad \text{in } \Omega \setminus \gamma \\
u &= T_0 \quad \text{on } \Gamma_D \\
\beta \frac{\partial u}{\partial n} &= q \quad \text{on } \Gamma_N \\
[\beta \nabla u \cdot n] &= 0 \quad \text{on } \gamma \\
[u] &= 0 \quad \text{on } \gamma
\end{align*}
$$

(2.1)

with the unsteady variant defined as:

$$
\begin{align*}
\rho \frac{\partial u}{\partial t} - \nabla \cdot (\beta \nabla u) &= f \quad \text{in } \Omega \times [t_0, t_{\text{end}}] \\
u &= T_0 \quad \text{on } \Gamma_D \times [t_0, t_{\text{end}}] \\
\beta \frac{\partial u}{\partial n} &= q(t) \quad \text{on } \Gamma_N \times [t_0, t_{\text{end}}] \\
u &= u_0 \quad \text{at } t = t_0. \\
[\beta \nabla u \cdot n] &= 0 \quad \text{on } \gamma \\
[u] &= 0 \quad \text{on } \gamma
\end{align*}
$$

(2.2)
where $\partial u/\partial n$ denotes the normal derivative, $q$ is a heat flux, $[\cdot]$ denotes the jump across $\gamma$, $\beta$ denotes the heat conductivity, defined as:

$$
\beta := \begin{cases} 
\beta_+ & \text{in } \Omega_+ \\
\beta_- & \text{in } \Omega_- 
\end{cases},
$$

and $\rho$ denotes the heat capacity, defined as:

$$
\rho := \begin{cases} 
\rho_+ & \text{in } \Omega_+ \\
\rho_- & \text{in } \Omega_- 
\end{cases}.
$$

In general, $\beta_+$, $\beta_-$, $\rho_+$ and $\rho_-$ are functions of time and space. However, as the constant-coefficient case greatly simplifies the mathematical formulation and analysis of the method, we will start by considering this simpler but important case, providing a more general analysis in an appendix at end of the present work.

As the methods discussed here bear a strong relationship to the previously discussed Fat boundary method, we follow the same notation used in [1, 2, 20] and denote the trace of $H^1(\Omega)$ on $\gamma$ as $H^1/2(\gamma)$, with the corresponding dual spaces given by $H^{-1}(\Omega)$ and $H^{-1/2}(\gamma)$ respectively.

For $\eta \in H^{-1/2}(\gamma)$, we define $\eta\delta_\gamma \in H^{-1}(\Omega) = H^1(\Omega)'$ as the linear functional such that:

$$
\int_{\Omega} (\eta\delta_\gamma) w = \int_{\gamma} \eta w \quad \forall w \in H^1(\Omega),
$$

and, in the spirit of the Fat boundary method, we propose to split Problem (2.1) with constant $\beta_+$ and $\beta_-$ into two subproblems as follows:

$$
-\nabla \cdot (\beta_+ \nabla u) = f|_{\Omega_+} + \frac{\beta_+}{\beta_-} f|_{\Omega_-} + \left[ \beta_+ \frac{\partial \tilde{u}}{\partial n} \delta_\gamma - \beta_- \frac{\partial \tilde{u}}{\partial n} \delta_\gamma \right] \quad \text{in } \Omega
$$

$$
u = T_0 \text{ on } \Gamma_D$$

$$
\beta_+ \frac{\partial u}{\partial n} = q \text{ on } \Gamma_N
$$

and

$$
-\nabla \cdot (\beta_- \nabla \tilde{u}) = f \text{ in } \Omega_-
$$

$$
\tilde{u} = u \text{ on } \gamma.
$$

We now prove a theorem, stating the equivalence between the model Problem (2.1) and Problems (2.6) and (2.7):

**Theorem 2.1.** A temperature distribution $u$ solves Problem (2.1) with constant $\beta_+$ and $\beta_-$ if and only if the corresponding solution pair $(u, \tilde{u})$ solves Problems (2.6) and (2.7).

**Proof.** Let $u$ be a solution of (2.1). Define $\tilde{u}$ as:

$$
\tilde{u} := u|_{\Omega_-}.
$$

This of course implies:

$$
-\nabla \cdot (\beta_- \nabla \tilde{u}) = f \text{ in } \Omega_-. 
$$

We now prove a theorem, stating the equivalence between the model Problem (2.1) and Problems (2.6) and (2.7):
Then for \( u \in H^1(\Omega) \) and \( \phi \in C_0^\infty(\Omega) \):
\[
\int_\Omega \beta \nabla u \cdot \nabla \phi = \int_\Omega \beta_+ \nabla u \cdot \nabla \phi - \int_\Omega \beta_+ \nabla \tilde{u} \cdot \nabla \phi + \int_\Omega \beta_- \nabla u \cdot \nabla \phi \tag{2.10}
\]
Since \( u \) satisfies (2.1) weakly in \( \Omega \) it follows from (2.10) that:
\[
\int_\Omega \beta_+ \nabla u \cdot \nabla \phi - \int_\Omega \beta_- \nabla \tilde{u} \cdot \nabla \phi = \int_\Omega f \phi \text{ in } \Omega_. \tag{2.11}
\]
In particular, \(-\beta_- \Delta \tilde{u} = f\) weakly in \( \Omega_- \) (since \( \beta_- \) is constant). Integrating the integrals in \( \Omega_- \) on the right hand side of (2.10) by parts yields:
\[
-\int_{\Omega_-} \beta_+ \Delta \tilde{u} \phi - \int_{\gamma_+} \beta_+ \frac{\partial \tilde{u}}{\partial n} \phi - \int_{\gamma_-} \beta_- \Delta \tilde{u} \phi + \int_{\gamma_-} \beta_- \frac{\partial \tilde{u}}{\partial n} \phi \tag{2.12}
\]
Combining (2.12) with (2.10) then gives:
\[
\int_\Omega \beta_+ \nabla u \cdot \nabla \phi = \int_{\Omega_+} f \phi + \int_{\gamma_+} \beta_+ \frac{\partial \tilde{u}}{\partial n} \phi + \int_{\gamma_-} \beta_- \frac{\partial \tilde{u}}{\partial n} \phi - \int_{\gamma_-} \beta_- \frac{\partial \tilde{u}}{\partial n} \phi, \tag{2.13}
\]
and, after backward integration over the integral in \( \Omega \),
\[
-\nabla \cdot (\beta_+ \nabla u) = f \bigg|_{\Omega_+} + \frac{\beta_+}{\beta_-} f \bigg|_{\Omega_-} + (\beta_+ - \beta_-) \frac{\partial \tilde{u}}{\partial n} \delta_\gamma \text{ in } \Omega, \tag{2.14}
\]
which was to be shown.

Let us now assume that \((u, \tilde{u})\) is a solution to the coupled problem. We start by proving that \( \tilde{u} = u \) in \( \Omega_- \). In fact, it is not difficult to verify that \( u - \tilde{u} \) solves the equation
\[
-\nabla \cdot \beta_- \nabla (u - \tilde{u}) = 0, \quad \text{in } \Omega_- , \quad u - \tilde{u} = 0, \quad \text{on } \gamma,
\]
that has the unique solution \( u - \tilde{u} = 0 \). As a consequence, one has that
\[
-\nabla \cdot \beta u = f, \quad \text{in } \Omega \setminus \gamma.
\]
On the other hand, \( u \) verifies
\[
[\beta^+ \nabla u \cdot n] = (\beta^+ - \beta^-) \frac{\partial \tilde{u}}{\partial n} = (\beta^+ - \beta^-) \frac{\partial u}{\partial n}.
\]
This implies \([\beta \nabla u \cdot n] = 0\).
For the unsteady thermal problem, we proceed with the same approach and split (2.2) into two subproblems as:

\[
\begin{align*}
\rho+ \frac{\partial u}{\partial t} + \left( \frac{\rho_-}{\beta_-} - \rho_+ \right) \frac{\partial u}{\partial t} \bigg|_{\Omega_+} - \nabla \cdot (\beta u) &= f \bigg|_{\Omega_+} + \frac{\beta_+}{\beta_-} f \bigg|_{\Omega_-} + \left[ \beta_+ \frac{\partial u}{\partial n} \delta_\gamma - \beta_- \frac{\partial \tilde{u}}{\partial n} \delta_\gamma \right] \text{ in } \Omega \times [t_0, t_{\text{end}}] & (2.15) \\
u &= T_0 \text{ on } \Gamma_D \times [t_0, t_{\text{end}}] \\
\beta_+ \frac{\partial u}{\partial n} &= q(t) \text{ on } \Gamma_N \times [t_0, t_{\text{end}}] \\
\end{align*}
\]

and

\[
\begin{align*}
\rho_- \frac{\partial \tilde{u}}{\partial t} - \nabla \cdot (\beta_\gamma \tilde{u}) &= f \text{ in } \Omega_- (t) \times [t_0, t_{\text{end}}] & (2.16) \\
\tilde{u} &= u \text{ on } \gamma(t) \times [t_0, t_{\text{end}}],
\end{align*}
\]

which clearly need to be properly complemented by suitable initial conditions.

**Theorem 2.2.** A temperature distribution \( u(t) \) solves Problem (2.2) with constant \( \beta_+, \beta_-, \rho_+ \) and \( \rho_- \) if and only if the corresponding solution pair \( (u(t), \tilde{u}(t)) \) solves Problems (2.15) and (2.16).

**Proof.** This proof strongly resembles the one adopted in Theorem 2.1. As previously, let \( u(t) \) be a solution of (2.2). The dependence of \( u \) and \( \tilde{u} \) on \( t \) is assumed for the remainder of this proof, even if not explicitly noted. We again define:

\[
\tilde{u} := u|_{\Omega_-}
\]

Then for \( u \in H^1 (\Omega) \) and \( \varphi \in C_0^\infty (\Omega) \):

\[
\int_{\Omega} \rho \frac{\partial u}{\partial t} \varphi + \int_{\Omega} \beta \nabla u \cdot \nabla \varphi = \int_{\Omega} \rho_+ \frac{\partial u}{\partial t} \varphi - \int_{\Omega_-} \rho_+ \frac{\partial u}{\partial t} \varphi + \int_{\Omega_-} \rho_- \frac{\partial u}{\partial t} \varphi
\]

\[
+ \int_{\Omega} \beta_+ \nabla u \cdot \nabla \varphi - \int_{\Omega_-} \beta_+ \nabla u \cdot \nabla \varphi + \int_{\Omega_-} \beta_- \nabla \tilde{u} \cdot \nabla \varphi = \int_{\Omega_-} \rho_+ \frac{\partial u}{\partial t} \varphi - \int_{\Omega_-} \rho_+ \frac{\partial \tilde{u}}{\partial t} \varphi + \int_{\Omega_-} \rho_- \frac{\partial \tilde{u}}{\partial t} \varphi
\]

\[
+ \int_{\Omega} \beta_+ \nabla u \cdot \nabla \varphi - \int_{\Omega_-} \beta_+ \nabla \tilde{u} \cdot \nabla \varphi + \int_{\Omega_-} \beta_- \nabla \tilde{u} \cdot \nabla \varphi
\]

Since \( u \) satisfies (2.2) weakly in \( \Omega \), it follows from (2.18) that

\[
\int_{\Omega} \rho \frac{\partial u}{\partial t} \varphi - \int_{\Omega_-} \rho_+ \frac{\partial \tilde{u}}{\partial t} \varphi + \int_{\Omega_-} \rho_- \frac{\partial \tilde{u}}{\partial t} \varphi
\]

\[
+ \int_{\Omega} \beta_+ \nabla u \cdot \nabla \varphi - \int_{\Omega_-} \beta_+ \nabla \tilde{u} \cdot \nabla \varphi + \int_{\Omega_-} \beta_- \nabla \tilde{u} \cdot \nabla \varphi = \int_{\Omega_-} f \varphi \text{ in } \Omega_-.
\]
while definition (2.17) ensures:

\[-\beta_- \Delta \tilde{u} = f - \rho - \frac{\partial \tilde{u}}{\partial t} \text{ in } \Omega_. \]  

(2.20)

Here we have used the fact that \( \beta_+ \) and \( \beta_- \) are constant. Integration by parts and (2.20) then give:

\[-\int_\Omega_+ \beta_+ \nabla \tilde{u} \cdot \nabla \varphi + \int_\Omega_- \beta_- \nabla \tilde{u} \cdot \nabla \varphi \]

= \int_\Omega_+ \beta_+ \Delta \tilde{u} \varphi - \int_\gamma \beta_+ \frac{\partial \tilde{u}}{\partial n} \varphi - \int_\Omega_- \beta_- \Delta \tilde{u} \varphi + \int_\gamma \beta_- \frac{\partial \tilde{u}}{\partial n} \varphi \]

(2.21)

\[-\int_\Omega_- \frac{\beta_+}{\beta_-} f \varphi + \int_\Omega_- \frac{\rho_+}{\beta_-} \frac{\partial \tilde{u}}{\partial t} \varphi - \int_\gamma \beta_+ \frac{\partial \tilde{u}}{\partial n} \varphi + \int_\Omega_- f \varphi - \int_\Omega_- \rho_- \frac{\partial \tilde{u}}{\partial t} + \int_\gamma \beta_- \frac{\partial \tilde{u}}{\partial n} \varphi \]

Combining (2.21) and (2.18) and simplifying gives:

\[-\int_\Omega_+ \rho \frac{\partial \tilde{u}}{\partial t} \varphi + \int_\Omega_+ \beta_+ \nabla \tilde{u} \cdot \nabla \varphi \]

= \left( \rho_+ - \frac{\rho_+}{\beta_-} \right) \int_\Omega_+ \frac{\partial \tilde{u}}{\partial t} \varphi + \int_\Omega_- f \varphi + \beta_+ \int_\Omega_- f \varphi + \beta_+ \int_\gamma \frac{\partial \tilde{u}}{\partial n} \varphi - \beta_- \int_\gamma \frac{\partial \tilde{u}}{\partial n} \varphi \]

(2.22)

which, after backward integration over \( \Omega \), implies:

\[\rho_+ \frac{\partial \tilde{u}}{\partial t} + \left( \frac{\rho_+}{\beta_-} - \rho_+ \right) \frac{\partial \tilde{u}}{\partial t} |_{\Omega_+} = \nabla \cdot (\beta_+ \nabla \tilde{u}) \]

(2.23)

which was to be shown.

Now suppose the pair \((u, \tilde{u})\) solves Problem (2.15) and Problem (2.16). We seek to demonstrate that \(u - \tilde{u}\) solves the equation:

\[\rho_+ \frac{\partial (u - \tilde{u})}{\partial t} - \nabla \cdot (\beta_+ \nabla (u - \tilde{u})) = 0 \text{ in } \Omega_-(t) \times [t_0, t_{end}] \]

(2.24)

with initial condition \((u - \tilde{u})(t_0) = 0\). One may verify that (2.24) has a unique solution 0 in \(\Omega_-(t)\), and hence if \(u - \tilde{u}\) satisfies (2.24), \(u = \tilde{u}\) in \(\Omega_-(t)\).

For all \(\varphi \in H_0^1(\Omega_-)\) we have:

\[\rho_+ \int_{\Omega_-} \frac{\partial \tilde{u}}{\partial t} \varphi - \beta_+ \int_{\Omega_-} \Delta \tilde{u} \varphi = \rho_+ \int_{\Omega_-} \frac{\partial u}{\partial t} \varphi - \beta_+ \int_{\Omega_-} \Delta u \varphi. \]

(2.25)

From (2.20),

\[-\beta_+ \int_{\Omega_-} \Delta \tilde{u} \varphi = \frac{\beta_+}{\beta_-} \int_{\Omega_-} f \varphi - \frac{\rho_+}{\beta_-} \int_{\Omega_-} \frac{\partial \tilde{u}}{\partial t} \varphi, \]

(2.26)

\(^1\)Note that as [2.24] is zero on the boundary, we may demand this on our test space as well without loss of generality.
which substituting into (2.25) and applying the definition of Problem (2.15) gives:

\[
\left( \rho_+ - \frac{\rho_- \beta_+}{\beta_-} \right) \int_{\Omega_-} \frac{\partial \tilde{u}}{\partial t} \varphi + \frac{\beta_+}{\beta_-} \int_{\Omega_-} f \varphi = \rho_+ \int_{\Omega_-} \frac{\partial u}{\partial t} \varphi - \beta_+ \int_{\Omega_-} \Delta u \varphi
\]

establishing \( \tilde{u} - u = 0 \) in \( \Omega_- \). As in the proof of Theorem 2.1,

\[
\left[ \beta^+ \nabla u \cdot n \right] = (\beta^+-\beta^-) \frac{\partial \tilde{u}}{\partial n} = (\beta^+-\beta^-) \frac{\partial u}{\partial n}
\]

implying \( [\beta \nabla u \cdot n] = 0 \) and hence the result. \( \square \)

When \( \beta \) is non-constant, the splitting of the steady problem (2.1) is given by:

\[
-\nabla \cdot (\beta_+ \nabla u) = f|_{\Omega_+} + \frac{\beta_+}{\beta_-} f|_{\Omega_-} + \frac{\beta_+}{\beta_-} \nabla \tilde{u} \cdot \nabla \beta_-|_{\Omega_-} - \nabla \tilde{u} \cdot \nabla \beta_+|_{\Omega_-} + (\beta_+-\beta_-) \frac{\partial \tilde{u}}{\partial n} \delta \gamma \text{ in } \Omega
\]

\[
u = T_0 \text{ on } \Gamma_D
\]

\[
\beta_+ \frac{\partial u}{\partial n} = q \text{ on } \Gamma_N
\]

and

\[
-\nabla \cdot (\beta_- \nabla \tilde{u}) = f \text{ in } \Omega_-
\]

\[
\tilde{u} = u \text{ on } \gamma.
\]

Similarly, for Problem (2.2) with non-constant \( \beta \) and \( \rho \), the splitting reads:

\[
\rho_+ \frac{\partial u}{\partial t} + \left( \frac{\rho_- \beta_+}{\beta_-} - \rho_+ \right) \frac{\partial \tilde{u}}{\partial t}|_{\Omega_-} - \nabla \cdot (\beta_+ \nabla u) = f|_{\Omega_+} + \frac{\beta_+}{\beta_-} f|_{\Omega_-} + \frac{\beta_+}{\beta_-} \nabla \tilde{u} \cdot \nabla \beta_-|_{\Omega_-} - \nabla \tilde{u} \cdot \nabla \beta_+|_{\Omega_-} + (\beta_+-\beta_-) \frac{\partial \tilde{u}}{\partial n} \delta \gamma \text{ in } \Omega \times [t_0, t_{\text{end}}]
\]

\[
u = T_0 \text{ on } \Gamma_D \times [t_0, t_{\text{end}}]
\]

\[
\beta_+ \frac{\partial u}{\partial n} = q(t) \text{ on } \Gamma_N \times [t_0, t_{\text{end}}]
\]

and

\[
\rho_- \frac{\partial \tilde{u}}{\partial t} - \nabla \cdot (\beta_- \nabla \tilde{u}) = f \text{ in } \Omega_-
\]

\[
\tilde{u} = u \text{ on } \gamma,
\]

which must be also equipped with suitable initial conditions.
Theorem 2.3. A temperature distribution $u$ solves Problem (2.1) for $\beta_+\neq 0 \in \Omega_-$, $\frac{\beta_+}{\beta_-} \in H^1(\Omega_-)$ if and only if the corresponding solution pair $(u, \tilde{u})$ solves Problems (2.29) and (2.30).

Theorem 2.4. A temperature distribution solves Problem (2.2) for $\beta_-\neq 0 \in \Omega_-$, $\frac{\beta_+}{\beta_-} \in H^1(\Omega_-)$ if and only if the corresponding solution pair $(u, \tilde{u})$ solves Problems (2.31) and (2.32).

Proofs of Theorems 2.3 and 2.4 are similar to those shown previously but somewhat more involved. They are provided in an appendix at the end of this work.

3 Two-Level Method

We will now use the coupled formulations (2.6)-(2.7) and (2.15)-(2.16) introduced in the previous section to derive two-level methods for solving the steady (2.1) and unsteady (2.2) thermal problems.

Focusing initially on steady problems, we propose to solve (2.6) and (2.7) adopting an iterative scheme using an approach similar to the one proposed in [1, 2, 20] and detailed in the following algorithm:

Algorithm 3.1. The two-level algorithm for Problem (2.1) is given by:

Step 1: Obtain initial temperature distribution $u^0$ by solving on the entire domain $\Omega$:

$$
\begin{align*}
-\nabla \cdot (\beta_+ \nabla u^0) &= f \text{ in } \Omega \\
u^0 &= T_0 \text{ on } \Gamma_D \\
\beta_+ \frac{\partial u^0}{\partial n} &= q \text{ on } \Gamma_N
\end{align*}
$$

(3.1)

Step k: perform the following 4 steps:

k.1 Obtain intermediate temperature distribution $\tilde{u}^k$ by solving on the subdomain $\Omega_-^-$:

$$
\begin{align*}
-\nabla \cdot (\beta_- \nabla \tilde{u}^k) &= f \text{ in } \Omega_- \\
\tilde{u}^k &= u^{k-1} \text{ on } \gamma
\end{align*}
$$

(3.2)

k.2 Obtain the temperature distribution $\hat{u}^k$ by solving on the entire domain $\Omega$:

$$
\begin{align*}
-\nabla \cdot \left( \beta_+ \nabla \hat{u}^k \right) &= f|_{\Omega_+} + \frac{\beta_+}{\beta_-} f|_{\Omega_-} + \left[ \beta_+ \frac{\partial \hat{u}^k}{\partial n} \delta_\gamma - \beta_- \frac{\partial \hat{u}^k}{\partial n} \delta_\gamma \right] \text{ in } \Omega \\
\hat{u}^k &= T_0 \text{ on } \Gamma_D \\
\beta_+ \frac{\partial \hat{u}^k}{\partial n} &= q \text{ on } \Gamma_N
\end{align*}
$$

(3.3)

k.3 Perform a relaxation step to obtain a temperature distribution $u^k$:

$$
u^k = \theta \hat{u}^k + (1 - \theta) u^{k-1}, \quad \theta \in (0, 1].
$$

(3.4)

k.4 Check convergence. If met, terminate iteration. Otherwise repeat step k.
We note that the influence of $\beta_-$ is introduced by the forcing term in step k.2. Under-relaxation is used here, as this algorithm is iterative in nature and can suffer from instability, particularly when $\beta_- >> \beta_+$. The convergence analyses for the related methods shown in [1, 2, 20] suggest that the relaxation step k.3 is important for stability and convergence, with a way to optimally select $\theta$ under specific assumptions demonstrated in [20]. A similar analysis for Algorithm 3.1 is an important subject for future work.

For the unsteady problem (2.2), we introduce a time-discrete algorithm, based on a backward Euler method. Since at each time step we must use an iterative scheme, to avoid confusion, we use the index $n$ to denote the time steps and $k$ to indicate the iterates within a time step. With this notation, the algorithm reads:

**Algorithm 3.2.** The two-level algorithm for Problem (2.2) at a time step $t_n$ is given by:

**Step 1:** Obtain initial temperature distribution $u_0^n$ at time $t_n$ by solving on the entire domain $\Omega$:

$$
\frac{\rho_+}{\Delta t} (u_0^n - u_{n-1}) - \nabla \cdot (\beta_+ \nabla u_0^n) = f_n \text{ in } \Omega \\
u_0^n = T_0 \text{ on } \Gamma_D \\
\beta_+ \frac{\partial u_0^n}{\partial n} = q_n \text{ on } \Gamma_N
$$

(3.5)

**Step k consists of the following 4 steps:**

**k.1 Obtain intermediate temperature distribution $\tilde{u}_k^n$ by solving on the subdomain $\Omega_-$:**

$$
\frac{\rho_-}{\Delta t} (\tilde{u}_k^n - u_{n-1}) - \nabla \cdot (\beta_- \nabla \tilde{u}_k^n) = f_n \text{ in } \Omega_- \\
\tilde{u}_k^n = u_{n-1}^k \text{ on } \gamma
$$

(3.6)

**k.2 Obtain the temperature distribution $\hat{u}_k^n$ by solving on the entire domain $\Omega$:**

$$
\frac{\rho_+}{\Delta t} (\hat{u}_k^n - u_{n-1}) - \nabla \cdot (\beta_+ \nabla \hat{u}_k^n) \\
= f_n|_{\Omega_+} + \frac{\beta_+}{\beta_-} f_n|_{\Omega_-} + \left[ \beta_+ \frac{\partial \tilde{u}_k^n}{\partial n} \delta_\gamma - \beta_- \frac{\partial \tilde{u}_k^n}{\partial n} \delta_\gamma \right] \\
+ \left( \rho_+ - \rho_- \frac{\beta_+}{\beta_-} \right) \left[ \frac{1}{\Delta t} (\tilde{u}_k^n - u_{n-1}) \right]_{\Omega_-} \text{ in } \Omega \\
\hat{u}_k^n = T_0 \text{ on } \Gamma_D \\
\beta_+ \frac{\partial \hat{u}_k^n}{\partial n} = q_n \text{ on } \Gamma_N
$$

(3.7)

**k.3 Perform a relaxation step to obtain the temperature distribution $u_k^n$:**

$$
u_k^n = \theta \hat{u}_k^n + (1 - \theta) u_{n-1}^k, \quad \theta \in (0, 1].
$$

(3.8)

**k.4 Check convergence. If met, terminate iteration. Otherwise repeat step k.**
4 Finite Element formulations

We now present the algorithms outlined in Section 3 in variational formulations suitable for finite element analysis. Define $\mathcal{T}$ and $\mathcal{T}_-$ to be discretizations of $\Omega$ and $\Omega_-$, respectively, with $X_\Omega$ and $X_{\Omega_-}$ suitable function spaces. In general $\mathcal{T}$ and $\mathcal{T}_-$ have different resolutions and need not be conformal to each other. For ease of exposition, we will refer to the discretization $\mathcal{T}$ of $\Omega$ as ‘global’ and denote its mesh size as $h$, while we will refer to the discretization $\mathcal{T}_-$ of $\Omega_-$ as ‘local,’ denoting its mesh size as $h_-$. The variational formulation of Algorithm 3.1 is given by:

**Algorithm 4.1.** Step 1: Find $u_0^h \in X_\mathcal{T}$ such that for all $v_h \in X_\mathcal{T}$:

$$\beta_+ \int_\Omega \nabla u_0^h \cdot \nabla v_h = \int_\Omega f v_h + \int_{\Gamma_N} q v_h \text{ in } \Omega$$

$$u_0^h = T_0 \text{ on } \Gamma_D \quad (4.1)$$

Step k:

k.1 Find $\tilde{u}_k^h \in X_{\mathcal{T}_-}$ such that for all $w_h \in X_{\mathcal{T}_-}$:

$$\beta_- \int_{\Omega_-} \nabla \tilde{u}_k^h \cdot \nabla w_h = \int_{\Omega_-} f w_h \text{ in } \Omega_-$$

$$\tilde{u}_k^h = u_{k-1}^h \text{ on } \gamma \quad (4.2)$$

k.2 Find $\hat{u}_k^h \in X_\mathcal{T}$ such that for all $v_h \in X_\mathcal{T}$:

$$\beta_+ \int_\Omega \nabla \hat{u}_k^h \cdot \nabla v_h = \int_\Omega f v_h + \frac{\beta_+}{\beta_-} \int_{\Omega_-} f v_h + \int_{\Gamma_N} q v_h + \int_{\gamma} \left( \beta_+ \frac{\partial \hat{u}_k^h}{\partial n} - \beta_- \frac{\partial \tilde{u}_k^h}{\partial n} \right) v_h \text{ in } \Omega$$

$$\hat{u}_k^h = T_0 \text{ on } \Gamma_D \quad (4.3)$$

k.3 Relaxation step to obtain the temperature distribution $u^k$:

$$u_k^h = \theta \hat{u}_k^h + (1 - \theta) u_{k-1}^h, \quad \theta \in (0, 1). \quad (4.4)$$

k.4 Check convergence. If met, terminate iteration. Otherwise repeat step k.

The variational formulation of (3.2) is similarly given by:

**Algorithm 4.2.** Step 1: Find $u_{0,n}^h \in X_\mathcal{T}$ such that for all $v_h \in X_\mathcal{T}$:

$$\frac{\rho_+}{\Delta t} \int_\Omega (u_{h,n}^0 - u_{h,n-1}) + \beta_+ \int_\Omega \nabla u_{h,n}^0 \cdot \nabla v_h = \int_\Omega f v_h + \int_{\Gamma_N} q v_h \text{ in } \Omega$$

$$u_{h,n}^0 = T_0 \text{ on } \Gamma_D \quad (4.5)$$

Step k:
k.1 Find \( \tilde{u}^k_{h,n} \in X_{\tau_-} \) such that for all \( w_h \in X_{\tau_-} \):
\[
\frac{\rho}{\Delta t} \int_{\Omega_-} (\tilde{u}^k_{h,n} - u_{h,n-1}) \, dw_h + \beta_- \int_{\Omega_-} \nabla \tilde{u}^k_{h,n} \cdot \nabla w_h = \int_{\Omega_-} f \, w_h \text{ in } \Omega_- \nonumber
\]
\[
\tilde{u}^k_{h,n} = u^{k-1}_{h,n} \text{ on } \gamma \quad (4.6)
\]

k.2 Find \( \hat{u}^k_h \in X_\tau \) such that for all \( v_h \in X_\tau \):
\[
\frac{\rho_+}{\Delta t} \int_{\Omega} (\hat{u}^k_{h,n} - u_{h,n-1}) \, dv_h + \beta_+ \int_{\Omega} \nabla \hat{u}^k_{h,n} \cdot \nabla v_h = \int_{\Omega} f \, v_h + \int_{\Gamma_N} q \, v_h + \int_{\gamma} \left( \beta_+ \frac{\partial \hat{u}^k_{h,n}}{\partial n} - \beta_- \frac{\partial \hat{u}^k_{h,n}}{\partial n} \right) v_h \nonumber
\]
\[
+ \left( \rho_+ - \frac{\rho_- \beta_+}{\beta_-} \right) \frac{1}{\Delta t} \int_{\Omega_-} (\hat{u}^k_{h,n} - u_{h,n-1}) \, dv_h \text{ in } \Omega \quad (4.7)
\]
\[
\hat{u}^k_{h,n} = T_0 \text{ on } \Gamma_D
\]

k.3 Relaxation step to obtain final temperature distribution \( u^k_h \):
\[
u^k_{h,n} = \theta \hat{u}^k_{h,n} + (1 - \theta) u^{k-1}_{h,n}, \quad \theta \in (0, 1]. \quad (4.8)
\]

k.4 Check convergence. If met, terminate iteration. Otherwise repeat step k.

Remark: Note on boundary conditions. We briefly address a practical concern regarding the implementation of Neumann boundary conditions when using the Algorithms 4.1 and 4.2. For problems where \( \Gamma_N \cap \gamma \neq \emptyset \), at first glance the Neumann boundary conditions in \( (4.3) \) and \( (4.7) \) may appear incorrect as we have:
\[
\beta_+ \frac{\partial u}{\partial n} = q \text{ on } \Gamma_N \quad (4.9)
\]
while the corresponding condition in \( (2.1) \) is:
\[
\beta_- \frac{\partial u}{\partial n} = q \text{ on } \Gamma_N. \quad (4.10)
\]

One recalls quickly that for Problem \( (2.1) \), a Neumann boundary condition is enforced naturally by the variational formulation. For generic function space \( V \), after integration by parts the variational formulation of \( (2.1) \) is given by: Find \( u \in V \) such that for all \( \varphi \in V \):
\[
\beta \int_{\Omega} \nabla u \cdot \nabla \varphi - \beta \int_{\Gamma_N} \frac{\partial u}{\partial n} \varphi = \int_{\Omega} f \, \varphi \text{ in } \Omega \nonumber
\]
\[
u_0 = T_0 \text{ on } \Gamma_D . \quad (4.11)
\]
The Neumann boundary condition:
\[
\beta \frac{\partial u}{\partial n} = q \quad (4.12)
\]

\(^2\) The same argument holds for \( (2.2) \) without any loss of generality.
is then enforced by simply replacing $\beta \frac{\partial u}{\partial n}$ in (4.11) with $q$, giving the problem: Find $u \in V$ such that for all $\varphi \in V$:

$$ \beta \int_{\Omega} \nabla u \cdot \nabla \varphi - \int_{\Gamma_N} q \varphi = \int_{\Omega} f \varphi \quad (4.13) \quad u = T_0 \text{ on } \Gamma_D $$

We now turn our attention to (4.3) and (4.7). Let $\tilde{\gamma} = \gamma \setminus \Gamma_N$, hence $\gamma = \tilde{\gamma} \cup \Gamma_N$. On the right hand side of (4.3) one then has the boundary integrals (the same argument also applies for (4.7)):

$$ \int_{\Gamma_N} q v_h + \beta^+ \int_{\Gamma_N} \frac{\partial \tilde{u}_h^k}{\partial n} v_h - \beta^- \int_{\Gamma_N} \frac{\partial \tilde{u}_h^k}{\partial n} v_h + \beta^+ \int_{\tilde{\gamma}} \frac{\partial \tilde{u}_h^k}{\partial n} v_h - \beta^- \int_{\tilde{\gamma}} \frac{\partial \tilde{u}_h^k}{\partial n} v_h = \int_{\Gamma_N} q v_h \quad (4.14) $$

By the same reasoning as in (4.13), we enforce the condition:

$$ - \int_{\Gamma_N} \beta^+ \frac{\partial u_h^k}{\partial n} v_h = - \int_{\Gamma_N} \beta^+ \frac{\partial u_h^k}{\partial n} v_h + \int_{\Gamma_N} \beta^- \frac{\partial \tilde{u}_h^k}{\partial n} v_h - \int_{\Gamma_N} q v_h \quad (4.15) $$

As $\tilde{u}_h^k = u_h^{k-1}$ on $\gamma$, for a convergent scheme and $k$ sufficiently large, one has $\tilde{u}_h^k \approx u_h^k$, and (4.15) reduces to:

$$ - \int_{\Gamma_N} \beta^- \frac{\partial u_h^k}{\partial n} v_h = - \int_{\Gamma_N} q v_h, \quad (4.16) $$

consistent with (4.10)

5 Numerical Examples

We now seek to demonstrate the applicability of the discussed methods with a pair of two-dimensional numerical problems designed to test different aspects of the proposed approach. For both problems, we will refer to comparison solutions computed by solving the equations in a standard (i.e., no two-level treatment) way on a mesh $T$ as monolithic solutions.

We investigate two problems:

1. Steady Additive-type Problem. A steady-state problem inspired by additive manufacturing for which $\gamma \cap \partial \Omega \neq \emptyset$. In this test we investigate the relationship between the global mesh size $h$ and the local mesh size $h_-$. In particular, for fixed values of $h$, we seek to observe the effect of refining $h_-$ on the error behavior.

2. Unsteady Additive-type Problem. An unsteady problem adopting the same geometrical configuration as the previous test. Again, we will test several different refinement levels of $h_-$ for given $h$. We are interested in observing the behavior of the method for unsteady problems in terms of both accuracy and temporal stability.

---

*We acknowledge an abuse of notation, as at the continuous level all integrals over $\Gamma_N$ are zero since $m(\Gamma_N) = 0$. However, as this is not the case at the discrete level, and as this is of significant practical interest for those wishing to implement the outlined methods, we feel this presentation is justified in the interest of clarity.*
5.1 Steady Additive-type Problem

In this example we solve a steady thermal problem with the configuration shown in Fig. We set \( H = 1.0, L = 1.0, H_- = .05, \beta_+ = 1.0, \beta_- = 20.0, T_0 = 20, \) and \( q \) defined as:

\[
q = 2000 \exp \left( -\frac{(1-x)^2}{.0004} \right).
\]

The investigated geometry is common in additive manufacturing, where the physics within the thin topmost layer of the problem \( (\Omega_-) \) is often different than in the remainder of the domain. We note that such problems from are an important potential application for the proposed method, since additive manufacturing is an active area of research \[3, 10, 11, 12, 14, 22, 23, 24, 27\].

We seek to observe the relationship between the error, the global mesh level \( h \), and the local mesh level \( h_- \). In particular, we are interested in observing how the refinement of \( h_- \) for a given level of \( h \) affects the error behavior. This test is distinct from the one that will follow as it is steady problem; hence we will not consider any temporal effects and their impact on the methodology or the computed solution.

We first compute a reference solution \( u_{ref} \) on a fine uniform mesh with \( h = 1/500 \). We compare with computed solutions on three global mesh levels: \( h = 1/20, 1/40, \) and \( 1/80 \). For the \( h = 1/20 \) and \( h = 1/40 \) cases, we then compute monolithic solutions without the two-level method treatment as well as solutions using the two-level method for \( h_- = 1/80, /160, \) and \( 1/240 \). For the case \( h = 1/80 \), we compute two-level solutions only for \( h_- = 1/160 \) and \( h_- = 1/240 \). We used \( P^2 \) piecewise quadratic finite elements for all simulations.

We plot the error compared to the reference solution for each configuration in Fig. Note that for each curve, the rightmost point simply corresponds to the solution obtained without using the two-level algorithm. The plotted figure shows that continued refinement of \( h_- \) leads to improved error behavior for each level of \( h \). The test demonstrates that one only need refine the local mesh \( T_- \) in order to gain accuracy using this method. Additionally, the test further supports the findings of the previous one, as we again observe that the accuracy improvements do not become less pronounced as we refine the global mesh level.

5.2 Unsteady Additive-type Problem

In this example, we apply the time-dependent Algorithm on a problem inspired by additive manufacturing using a configuration depicted in Fig. The problem is designed to model the heating and cooling cycles of a material during the additive process. During each cycle, indicated with the letter \( i \), the material undergoes a heating phase in which a laser heats the top layer left-to-right, followed by a cooling phase. Problems in additive manufacturing are of particular interest for the proposed method, as along the upper portion the physics are generally more involved and require extra attention. This test is similar in its geometry to the previous test; however it is quite different from the physical point of view, as we are now considering an unsteady problem. We seek to analyze the stability and accuracy of the proposed approach when applied to the unsteady setting, and demonstrate its ability to properly resolve temporal effects.

For a heating/cooling cycle \( i \), we denote the beginning of the cycle (and hence the heating phase) as \( t_{i,0} \), the beginning of the cooling phase as \( t_{i,cool} \) and the end of the cycle as \( t_{i,\text{end}} \). Using
Figure 3: Steady Additive-type Problem configuration. \( \Omega \) consists of a rectangular domain of length \( L \) and height \( H \), with \( \Omega_- \) defined as a rectangular region along the top of \( \Omega \) with length \( L \) and height \( H_- \). A source term \( q \) is given along the upper border of \( \Omega \) (which is shared by \( \Omega_- \)), with a fixed temperature \( T_0 \) prescribed along the lower border. The material properties differ in \( \Omega_- \) and \( \Omega_+ \).
this notation, we define the time-dependent source term as:

\[
q(x, t, t_h, 0) = \begin{cases} 
2000 \exp \left( - \frac{(10(t-t_{h,0})-x)^2}{0.005} \right) & \text{for } t \in [t_{i,0}, t_{i,cool}] \\
0 & \text{for } t \in [t_{i,cool}, t_{i,end}] 
\end{cases}
\] (5.1)

The proposed time-dependent heating source is designed to model the action of a laser heating the top material from left-to-right over a length of .1 seconds during a heating cycle, with the cooling cycle lasting .07 seconds. This process is illustrated in Fig. 6.

We set \(T_0 = 20, \beta_+ = 1.0, \beta_- = 20.0, \rho_+ = 1.0, \rho_- = 5.0, \) and \(\Delta t = .01.\) Our reference solution is computed on uniform fine mesh with \(h = 1/500.\) We then compute four solutions on a uniform global mesh with \(h = 1/20: \) a monolithic solution, and two-level solutions with \(h_- = 1/80, 1/100, 1/120.\) For all simulations, we discretize using \(P^2\) piecewise polynomial finite elements and simulate five full cycles.

We plot two relevant results. Figure 7 shows the temperature at different heights in time along the vertical line \(x = .5,\) showing agreement between the two-level \((h_- = 1/120)\) and reference solutions. We have colored the plot to indicate the heating and cooling phases. Figure 8 shows the relative \(L^2\) error in time for the different solutions as compared to the reference. We observe that, although the two-level method does not give significant accuracy increases for \(h_- = 1/80,\) the performance improves noticeably as we refine \(h_.\) For \(h_- = 1/100\) and particularly \(h_- = 1/120,\) we significantly reduce the error when compared to the standard solution. We again emphasize that the same global mesh with \(h = 1/20\) was used for all simulations, and that the observed
Figure 5: Unsteady Additive-type Problem configuration. $\Omega$ consists of a rectangular domain of length $L$ and height $H$, with $\Omega_-$ defined as a rectangular region along the top of $\Omega$ with length $L$ and height $H_-$. A time-dependent source term $q(t)$ moves from left-to-right along the upper border of $\Omega$ (which is shared by $\Omega_-$), with a fixed temperature $T_0$ prescribed along the lower border. The material properties differ in $\Omega_-$ and $\Omega_+$. 

Figure 6: Unsteady Additive-type Problem, heating cycle process (left-to-right). In each cycle, the laser then heats the material left-to-right (I-III). The laser is then switched off and the material cools (IV).
improvements result solely from refining the local mesh.

6 Conclusions

We have introduced a two-level approach for solving partial differential equations, related to the previously introduced Fat boundary method. This method is based on decomposing the problem into a split-problem formulation, then solving the two problems on different meshes in an iterative manner until convergence is achieved. It has shown particular promise for problems with prominent local characteristics, where some phenomena only occur on a (potentially small) portion of the mesh. Problems of this type occur in many areas of industrial interest, including additive manufacturing.

The proposed method contains many important and nontrivial mathematical concerns. While we have proved consistency with the original problem, a formal proof of convergence remains missing. In a similar vein, the dependance of the convergence on various parameters, including the under-relaxation parameter $\theta$ and for unsteady problems, the time step $\Delta t$ and temporal order of convergence, should be investigated. The algorithm described here also has important implications regarding the construction and application of preconditioners for the associated linear systems. We
Figure 8: Unsteady Additive-type Problem; Relative error in $L^2$ norm as compared to a reference solution in time. The global mesh level is the same for each case, with the different lines representing the monolithic solution (blue) and different levels of $h_−$.

expect the outlined approach to be beneficial in this respect, as the split-problem formulation allows one to employ uniform (or quasi-uniform) meshes for the separate problems, mitigating much of the difficulty associated with preconditioning. However, this must be explored and confirmed in more detail.

For ease of presentation and mathematical analysis, we have restricted our attention in this work to cases in which $\beta_−$, $\beta_+$, $\rho_−$, and $\rho_+$ do not depend on the unknown $u$. For nonlinear problems where some or all of these parameters may depend on $u$, one must extend the approaches shown here. A natural example of such an extension is the Picard-type iterative method obtained by employing analogous two-level methods based on the splittings (2.29)-(2.32), and at an iteration $k$, letting $\beta (u) := \beta (u^{k-1})$ and $\rho (u) := \rho (u^{k-1})$. While some initial tests (not presented here) suggest this approach works, such a scheme must be analyzed and tested more rigorously. The development of a Newton-type scheme, where the nonlinear solver may converge more rapidly, is also worthy of further investigation.

From the engineering and industrial perspective, the proposed method must be further validated on more realistic problems. In particular, we intend to apply it to additive manufacturing problems of genuine engineering interest, in which we incorporate phase change and other such phenomena, in both two and three dimensions. As these problems are highly nonlinear in general, the concerns regarding the algorithm’s application to nonlinear problems is especially important.

7 Appendix: Proofs of Theorems 2.3 and 2.4

In this section, we provide proofs for Theorems 2.3 and 2.4. We note the extension of the splittings given by Problems 2.29 and 2.30 (steady) and Problems 2.31 and 2.32 (unsteady) to algorithms of
the type shown in Section 3 then follow in the obvious way.

For fully nonlinear problems in which \( \beta \) and/or \( \rho \) are not simply non-constant but depend on the unknown temperature field \( u \), the following theorems are useful to establish the consistency of a single-step of some nonlinear iterative scheme (such as a Picard-type method). Proving the convergence of such a scheme, however, is beyond the scope of this work and an important subject for future research.

7.1 Proof of Theorem 2.3.

**Proof.** Let \( u \) be a solution of \((2.1)\) where \( \beta \) is understood to be non-constant. Define \( \tilde{u} \) as:

\[
\tilde{u} := u|_{\Omega}.
\] (7.1)

(7.1) ensures \( \tilde{u} \) then satisfies \((2.30)\) trivially by definition. Then for \( u \in H^1(\Omega) \) and \( \varphi \in C^\infty_0(\Omega) \):

\[
\int_{\Omega} \beta \nabla u \cdot \nabla \varphi = \int_{\Omega} \beta_+ \nabla u \cdot \nabla \varphi - \int_{\Omega_-} \beta_+ \nabla u \cdot \nabla \varphi + \int_{\Omega_-} \beta_- \nabla u \cdot \nabla \varphi
\]

\[
= \int_{\Omega} \beta_+ \nabla u \cdot \nabla \varphi - \int_{\Omega_-} \beta_+ \nabla \tilde{u} \cdot \nabla \varphi + \int_{\Omega_-} \beta_- \nabla \tilde{u} \cdot \nabla \varphi.
\] (7.2)

We now prove a pair of brief lemmas which we will need to proceed.

**Lemma 7.1.** Under the assumptions of the theorem, if \( \beta_- \neq 0 \) in \( \Omega_- \),

\[-\nabla \cdot (\beta_+ \nabla \tilde{u}) = \frac{\beta_+}{\beta_-} f + \frac{\beta_+}{\beta_-} \nabla \tilde{u} \cdot \nabla \beta_- - \nabla \tilde{u} \cdot \nabla \beta_+ \quad \text{in } \Omega_-.
\] (7.3)

**Proof.** Since \( u \) satisfies \((2.1)\) weakly in \( \Omega \), it follows from (7.2) that

\[
\int_{\Omega} \beta_+ \nabla u \cdot \nabla \varphi - \int_{\Omega_-} \beta_+ \nabla \tilde{u} \cdot \nabla \varphi + \int_{\Omega_-} \beta_- \nabla \tilde{u} \cdot \nabla \varphi = \int_{\Omega} f \varphi \quad \text{in } \Omega_-.
\]

In particular, we have that:

\[-\nabla \cdot (\beta_- \nabla \tilde{u}) = f \quad \text{in } \Omega_-.
\] (7.4)

We recall the product rule for the divergence of a product of a vector function \( a \) and a scalar function \( b \):

\[
\nabla \cdot (ba) = b \Delta a + \nabla b \cdot a
\] (7.5)

Applying (7.5) and elementary manipulations to (7.4) gives:

\[-\beta_+ \Delta \tilde{u} = \frac{\beta_+}{\beta_-} f + \frac{\beta_+}{\beta_-} \nabla \tilde{u} \cdot \nabla \beta_-\] (7.6)

Adding and subtracting \( \nabla \tilde{u} \cdot \nabla \beta_+ \) to (7.6), we then have:

\[-\beta_+ \Delta \tilde{u} - \nabla \tilde{u} \cdot \nabla \beta_+ + \nabla \tilde{u} \cdot \nabla \beta_+ = \frac{\beta_+}{\beta_-} f + \frac{\beta_+}{\beta_-} \nabla \tilde{u} \cdot \nabla \beta_-\] (7.7)

\[-\nabla \cdot (\beta_+ \nabla \tilde{u}) = \frac{\beta_+}{\beta_-} f + \frac{\beta_+}{\beta_-} \nabla \tilde{u} \cdot \nabla \beta_- - \nabla \tilde{u} \cdot \nabla \beta_+
\]

where the last line follows from applying (7.5) in reverse, completing the proof. \( \square \)
**Lemma 7.2.** Under the assumptions of the theorem, if \( \beta_\neq 0 \) in \( \Omega_\),
\[
\beta_+ \Delta \tilde{u} = \beta_+ \beta_- \left[ \nabla \cdot (\beta_- \nabla \tilde{u}) - \nabla \beta_- \cdot \nabla \tilde{u} \right]
\] (7.8)

**Proof.** From (7.5):
\[
\nabla \cdot (\beta_+ \nabla \tilde{u}) = \nabla \beta_+ \cdot \nabla \tilde{u} + \beta_+ \Delta \tilde{u}
\]
\[
= \nabla \beta_+ \cdot \nabla \tilde{u} + \frac{\beta_+}{\beta_-} \beta_- \Delta \tilde{u}
\] (7.9)
\[
= \nabla \beta_+ \cdot \nabla \tilde{u} + \frac{\beta_+}{\beta_-} \left[ \nabla \cdot (\beta_- \nabla \tilde{u}) - \nabla \beta_- \cdot \nabla \tilde{u} \right],
\]
where the last line follows from a second application of (7.5). This implies:
\[
\nabla \beta_+ \cdot \nabla \tilde{u} + \beta_+ \Delta \tilde{u} = \nabla \beta_+ \cdot \nabla \tilde{u} + \frac{\beta_+}{\beta_-} \left[ \nabla \cdot (\beta_- \nabla \tilde{u}) - \nabla \beta_- \cdot \nabla \tilde{u} \right]
\] (7.10)
establishing the lemma.

Returning to the main theorem, integrating by parts the integrals in \( \Omega_- \) on the right hand side of (7.2) yields:
\[
- \int_{\Omega_-} \beta_+ \nabla \tilde{u} \cdot \nabla \varphi + \int_{\Omega_-} \beta_- \nabla \tilde{u} \cdot \nabla \varphi
\]
\[
= \int_{\Omega_-} \nabla \cdot (\beta_+ \nabla \tilde{u}) \varphi - \int_{\Omega_-} \nabla \cdot (\beta_- \nabla \tilde{u}) \varphi + \int_{\gamma} \beta_- \frac{\partial \tilde{u}}{\partial n} \varphi
\] (7.11)
Which from (7.3) and (7.4) reduces to:
\[
- \int_{\Omega_-} \beta_+ \nabla \tilde{u} \cdot \nabla \varphi + \int_{\Omega_-} \beta_- \nabla \tilde{u} \cdot \nabla \varphi
\]
\[
= \int_{\Omega_-} \left( 1 - \frac{\beta_+}{\beta_-} \right) f \varphi - \int_{\Omega_-} \frac{\beta_+}{\beta_-} (\nabla \tilde{u} \cdot \nabla \beta_-) \varphi + \int_{\Omega_-} (\nabla \tilde{u} \cdot \nabla \beta_+) \varphi + \int_{\gamma} (\beta_- - \beta_+) \frac{\partial \tilde{u}}{\partial n} \varphi
\] (7.12)
Combining (7.12) with (7.2) then gives:
\[
\int_{\Omega} \beta_+ \nabla \tilde{u} \cdot \nabla \varphi
\]
\[
= \int_{\Omega_+} f \varphi + \int_{\Omega_-} \frac{\beta_+}{\beta_-} f \varphi + \int_{\Omega_-} \frac{\beta_+}{\beta_-} (\nabla \tilde{u} \cdot \nabla \beta_-) \varphi + \int_{\Omega_-} (\nabla \tilde{u} \cdot \nabla \beta_+) \varphi + \int_{\gamma} (\beta_- - \beta_+) \frac{\partial \tilde{u}}{\partial n} \varphi
\] (7.13)
which after backward integration over $\Omega$ gives:

$$- \nabla \cdot (\beta_+ \nabla u) = f|_{\Omega_+} + \frac{\beta_+}{\beta_-} f|_{\Omega_-} + \frac{\beta_+}{\beta_-} \nabla \tilde{u} \cdot \nabla \beta_-|_{\Omega_-} - \nabla \tilde{u} \cdot \nabla \beta_+|_{\Omega_-} + (\beta_+ - \beta_-) \frac{\partial \tilde{u}}{\partial n} \delta \gamma \text{ in } \Omega. \quad (7.14)$$

which was to be shown.

Now let $(u, \tilde{u})$ be a solution pair of the coupled problem. We seek to verify that $u = \tilde{u}$ in $\Omega_-$. This is equivalent to establishing that $u - \tilde{u}$ satisfies the equation:

$$- \nabla \cdot \beta_+ \nabla (u - \tilde{u}) = 0, \quad \text{in } \Omega_-, \quad u - \tilde{u} = 0, \quad \text{in } \gamma, \quad (7.15)$$

which has unique solution zero. Note that $u = \tilde{u}$ on $\gamma$ by hypothesis. For all $\varphi \in H^1_0(\Omega_-)$, we have:

$$\int_{\Omega_-} \beta_+ \nabla (\tilde{u} - u) \cdot \nabla \varphi = -\int_{\Omega_-} \nabla \cdot [\beta_+ \nabla (\tilde{u} - u)] \varphi \quad (7.16)$$

$$\quad = -\int_{\Omega_-} \nabla \cdot (\beta_+ \nabla \tilde{u}) \varphi + \int_{\Omega_-} (\beta_+ \nabla u) \varphi \quad (7.17)$$

$$\quad = -\int_{\Omega_-} \nabla \beta_+ \cdot \nabla \tilde{u} \varphi - \int_{\Omega_-} \beta_+ \Delta \tilde{u} \varphi + \int_{\Omega_-} \nabla \cdot (\beta_+ \nabla u) \varphi. \quad (7.18)$$

By applying Lemma 7.2 to the middle term of (7.18), we then obtain:

$$\int_{\Omega_-} \beta_+ \nabla (\tilde{u} - u) \cdot \nabla \varphi$$

$$\quad = -\int_{\Omega_-} \nabla \beta_+ \cdot \nabla \tilde{u} \varphi - \int_{\Omega_-} \nabla \cdot (\beta_+ \nabla \tilde{u}) \beta_+ \varphi + \int_{\Omega_-} \frac{\beta_+}{\beta_-} \nabla \beta_+ \cdot \nabla \tilde{u} + \int_{\Omega_-} \nabla \cdot (\beta_+ \nabla u) \varphi. \quad (7.19)$$

Applying integration by parts to the second term on the right-hand side of (7.19), we observe that:

$$-\int_{\Omega_-} \nabla \cdot (\beta_- \nabla \tilde{u}) \frac{\beta_+}{\beta_-} \varphi = \int_{\Omega_-} \beta_- \nabla \tilde{u} \cdot \nabla \left( \frac{\beta_+}{\beta_-} \varphi \right), \quad (7.20)$$

with $\varphi \in H^1_0(\Omega_-)$ ensuring zero boundary terms. As $\tilde{u}$ satisfies (2.30) weakly in $\Omega_-$, this implies that for all $\varphi \in H^1(\Omega_-)$:

$$\int_{\Omega_-} \beta_- \nabla \tilde{u} \cdot \nabla \varphi = \int_{\Omega_-} f \varphi. \quad (7.21)$$

As $\beta_+/\beta_- \in H^1(\Omega_-)$, so too is $\frac{\beta_+}{\beta_-} \varphi \in H^1_0(\Omega_-)$ and this together with (7.20) and (7.21) yields:

$$-\int_{\Omega_-} \nabla \cdot (\beta_- \nabla \tilde{u}) \frac{\beta_+}{\beta_-} \varphi = \int_{\Omega_-} f \frac{\beta_+}{\beta_-} \varphi. \quad (7.22)$$

\footnote{Note that as (7.15) is zero on the boundary, we may demand this on our test space as well without loss of generality.}
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Substituting (7.22) into (7.19) then gives:
\[ \int_{\Omega_-} \beta_+ \nabla (\bar{u} - u) \cdot \nabla \varphi = - \int_{\Omega_-} \nabla \beta_+ \cdot \nabla \bar{u} \varphi + \int_{\Omega_-} f \frac{\beta_+}{\beta_-} \varphi + \int_{\Omega_-} \frac{\beta_+}{\beta_-} \nabla \beta_- \cdot \nabla \bar{u} \varphi + \int_{\Omega_-} \nabla \cdot (\beta_+ \nabla u) \varphi. \] (7.23)

The definition of (7.22) ensures that for all \( \varphi \) in \( H^1_0(\Omega_-) \),
\[ - \int_{\Omega_-} \nabla \cdot (\beta_+ \nabla u) \varphi = \int_{\Omega_-} \frac{\beta_+}{\beta_-} f \varphi + \int_{\Omega_-} \frac{\beta_+}{\beta_-} \nabla \beta_- \cdot \nabla \bar{u} \varphi - \int_{\Omega_-} \nabla \beta_+ \cdot \nabla \bar{u} \varphi. \] (7.24)

Substituting (7.24) into the last term on the right-hand side of (7.23) establishes:
\[ \int_{\Omega_-} \beta_+ \nabla (\bar{u} - u) \cdot \nabla \varphi = 0. \] (7.25)

Since \( u = \bar{u} \) in \( \Omega_- \), one may then easily verify that \( u \) satisfies:
\[ - \nabla \cdot (\beta \nabla u) = f \quad \text{in } \Omega / \gamma. \] (7.26)

and that:
\[ [\beta_+ \nabla u \cdot n] = (\beta_+ - \beta_-) \frac{\partial \bar{u}}{\partial n} = (\beta_+ - \beta_-) \frac{\partial u}{\partial n}, \] (7.27)

implying that \([\beta \nabla \cdot n] = 0\), completing the proof. \( \square \)

### 7.2 Proof of Theorem 2.4

**Proof.** Let \( u \) be a solution of (2.2) and define \( \bar{u} \) as in (7.1). Then familiar arguments give: for \( u \in H^1(\Omega) \) and \( \varphi \in C_0^\infty(\Omega) \):
\[ \int_{\Omega} \rho \frac{\partial u}{\partial t} \varphi + \int_{\Omega} \beta \nabla u \cdot \nabla \varphi = \int_{\Omega_+} \rho \frac{\partial u}{\partial t} \varphi - \int_{\Omega_-} \rho \frac{\partial u}{\partial t} \varphi + \int_{\Omega_-} \rho \frac{\partial u}{\partial t} \varphi + \int_{\Omega_+} \rho \frac{\partial u}{\partial t} \varphi + \int_{\Omega_+} \beta_+ \nabla u \cdot \nabla \varphi - \int_{\Omega_-} \beta_- \nabla u \cdot \nabla \varphi + \int_{\Omega_-} \beta_- \nabla u \cdot \nabla \varphi \] (7.28)

Since \( u \) satisfies (2.2), from (7.28):
\[ \int_{\Omega} \rho \frac{\partial u}{\partial t} \varphi - \int_{\Omega_-} \rho \frac{\partial \bar{u}}{\partial t} \varphi + \int_{\Omega_-} \rho \frac{\partial \bar{u}}{\partial t} \varphi + \int_{\Omega_-} \beta_- \nabla \bar{u} \cdot \nabla \varphi + \int_{\Omega_-} \beta_- \nabla \bar{u} \cdot \nabla \varphi \] (7.29)

\[ = \int_{\Omega} f \varphi \text{ in } \Omega, \]
and in particular:
\[-\nabla \cdot (\beta \nabla \tilde{u}) = f - \rho \frac{\partial \tilde{u}}{\partial t} \quad \text{in} \ \Omega_-. \] (7.30)

After applying (7.5) to (7.31), multiply by \(\beta_+\) and rearranging:
\[-\beta_+ \Delta \tilde{u} = \frac{\beta_+ f - \rho \frac{\partial \tilde{u}}{\partial t}}{\beta_-} + \frac{\beta_+}{\beta_-} \nabla \tilde{u} \cdot \nabla \beta_- \quad \text{in} \ \Omega_. \] (7.31)

As done in (7.7), we add and subtract \(\nabla \tilde{u} \cdot \nabla \beta_+\) and apply (7.5), yielding:
\[-\nabla \cdot (\beta_+ \nabla \tilde{u}) = \frac{\beta_+ f - \rho \frac{\partial \tilde{u}}{\partial t}}{\beta_-} - \rho_\gamma \frac{\partial \tilde{u}}{\partial n} \quad \text{in} \ \Omega_. \] (7.32)

Following the same approach as in the previous results, one integrates by parts the terms:
\[-\int_{\Omega_-} \beta_+ \nabla \tilde{u} \cdot \nabla \varphi + \int_{\Omega_-} \beta_- \nabla \tilde{u} \cdot \nabla \varphi \]
\[= \int_{\Omega_-} \nabla \cdot (\beta_+ \nabla \tilde{u}) \varphi - \int_{\gamma} \beta_+ \frac{\partial \tilde{u}}{\partial n} \varphi - \int_{\Omega_-} \nabla \cdot (\beta_+ \nabla \tilde{u}) \varphi + \int_{\gamma} \beta_- \frac{\partial \tilde{u}}{\partial n} \varphi. \] (7.33)

Substituting (7.31) and (7.32) into (7.33) above:
\[-\int_{\Omega_-} \beta_+ \nabla \tilde{u} \cdot \nabla \varphi + \int_{\Omega_-} \beta_- \nabla \tilde{u} \cdot \nabla \varphi \]
\[= \int_{\Omega_-} \left(1 - \frac{\beta_+}{\beta_-}\right) f \varphi + \int_{\Omega_-} \left(\frac{\rho \beta_+}{\beta_-} - \rho_-\right) \frac{\partial \tilde{u}}{\partial t} \varphi \]
\[-\int_{\gamma} \beta_+ \frac{\partial \tilde{u}}{\partial n} \varphi + \int_{\Omega_-} \nabla \tilde{u} \cdot \nabla \beta_+ - \int_{\Omega_-} \beta_+ \nabla \tilde{u} \cdot \nabla \beta_- + \int_{\gamma} \beta_- \frac{\partial \tilde{u}}{\partial n} \varphi. \] (7.34)

Combining (7.2) and (7.34):
\[\int_{\Omega_-} \rho_+ \frac{\partial \tilde{u}}{\partial t} \varphi + \int_{\Omega} \beta_+ \nabla u \cdot \nabla \varphi \]
\[= \int_{\Omega_-} \left(\rho_+ - \frac{\rho \beta_+}{\beta_-}\right) \frac{\partial \tilde{u}}{\partial t} \varphi + \int_{\Omega_-} f \varphi + \int_{\Omega_-} \beta_- f \varphi \]
\[+ \int_{\gamma} \beta_+ \frac{\partial \tilde{u}}{\partial n} \varphi - \int_{\gamma} \beta_- \frac{\partial \tilde{u}}{\partial n} \varphi - \int_{\Omega_-} \nabla \tilde{u} \cdot \nabla \beta_+ + \int_{\Omega_-} \beta_+ \nabla \tilde{u} \cdot \nabla \beta_- \]
which was to be shown.

To prove the other direction, we proceed as in the previous analyses: let \((u, \tilde{u})\) solve (2.31) and (2.32) and show that \(\tilde{u} - u\) solves (2.24), after which backward integration over (7.35) gives the result.

For all \(\varphi \in H^1_0(\Omega_- (t))\):
\[\int_{\Omega_-} \rho_+ \frac{\partial (\tilde{u} - u)}{\partial t} \varphi - \int_{\Omega_-} \nabla \cdot [\beta_+ \nabla (\tilde{u} - u)] \varphi = 0 \] (7.36)
and hence:
\[
\int_{\Omega_-} \rho_+ \frac{\partial \tilde{u}}{\partial t} \varphi - \int_{\Omega_-} \nabla \cdot (\beta_+ \nabla \tilde{u}) \varphi = \int_{\Omega_-} \rho_+ \frac{\partial u}{\partial t} \varphi - \int_{\Omega_-} \nabla \cdot (\beta_+ \nabla u) \varphi \tag{7.37}
\]

Applying (7.32) above:
\[
\int_{\Omega_-} \left( \rho_+ - \frac{\beta_+ \rho_-}{\beta_-} \right) \frac{\partial \tilde{u}}{\partial t} \varphi + \int_{\Omega_-} \frac{\beta_+}{\beta_-} f \varphi - \int_{\Omega_-} \frac{\beta_+}{\beta_-} \nabla \tilde{u} \cdot \nabla \beta_- \varphi + \int_{\Omega_-} \nabla \tilde{u} \cdot \nabla \beta_+ \varphi
\]
\[
= \int_{\Omega_-} \rho_+ \frac{\partial u}{\partial t} \varphi - \int_{\Omega_-} \nabla \cdot (\beta_+ \nabla u) \varphi. \tag{7.38}
\]

From the definition of Problem (2.31), the left and right hand sides are equal, establishing \( \tilde{u} = u \) on \( \Omega_- \). We note that jump condition is satisfied for identical reasons as before, completing the proof. \( \square \)
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