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Abstract

An exciting frontier in natural language understanding (NLU) and generation (NLG) calls for (vision-and-) language models that can efficiently access external structured knowledge repositories. However, many existing knowledge bases only cover limited domains, or suffer from noisy data, and most of all are typically hard to integrate into neural language pipelines. To fill this gap, we release VisualSem: a high-quality knowledge graph (KG) which includes nodes with multilingual glosses, multiple illustrative images, and visually relevant relations. We also release a neural multi-modal retrieval model that can use images or sentences as inputs and retrieves entities in the KG. This multi-modal retrieval model can be integrated into any (neural network) model pipeline. We encourage the research community to use VisualSem for data augmentation and/or as a source of grounding, among other possible uses. VisualSem as well as the multi-modal retrieval models are publicly available and can be downloaded in this URL: https://github.com/iacercalixto/visualsem.

1 Introduction

Publicly-available multilingual resources such as Wikipedia are crucial when used as knowledge bases in recent neural language models (LMs) that retrieve documents in order to solve complex tasks such as open-ended question answering (Guu et al., 2020; Lewis et al., 2020a,b). However, Wikipedia’s wealth of visual information is typically hard to use,1 which prevents models from including rich multi-modal data. Although a small number of structured knowledge graphs (KGs) with images exist and are publicly available, they either cover lim-
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1See for instance https://en.wikipedia.org/wiki/Wikipedia:Images and https://commons.wikimedia.org/wiki/Main_Page.

2https://github.com/iacercalixto/
Our main contributions are:

- We introduce VisualSem, a multi-modal knowledge graph designed to be used in vision and language research that integrates textual descriptions in up to 14 languages and images from curated sources.

- We build an image filtering pipeline to obtain a clean set of images associated to each concept in VisualSem.

- We provide an open source code base one can use to download and generate the KG, as well as multi-modal retrieval models that retrieve entities from the KG given images and sentences.

This paper is organised as follows. In Section 2 we explain how we build VisualSem and provide details on its data collection pipeline. In Section 3 we include dataset statistics and also analyse VisualSem’s content and structure qualitatively. In Section 4, we describe the multi-modal retrieval models that use sentences and images to retrieve entities from the KG. In Section 5 we discuss relevant related work, including existing multi-modal knowledge bases and how they compare to our work. Finally, in Section 6 we discuss our main findings as well as provide avenues for future work.

2 Approach

VisualSem is a multilingual and multimodal knowledge graph consisting of 89,896 unique nodes and 1,481,007 facts, where each fact is a tuple \( <n_i, r_j, n_k> \) that denotes that node \( n_i \) is connected to node \( n_k \) via relation \( r_j \). Each node \( n \) denotes a concept, such as a WordNet synset or Wikipedia article (e.g., see example nodes in Figures 1a, 1b, and 1c). Relations \( r_j \) can take one of 13 different semantic types. We select VisualSem’s nodes and relations carefully: we include nodes that denote concepts and named entities with a strong visual component, and relations that encode relevant visual knowledge and/or knowledge relevant to solving tasks that require visual understanding (discussed next). We extract nodes, relations, and images in VisualSem using BabelNet v4.0 (Navigli and Ponzetto, 2012), a large multilingual KB that consolidates data from multiple knowledge graphs into one single graph.\(^3\)

Relation types We follow previous work to choose relation types in VisualSem. Cui et al. (2018) propose to use 15 relation types with a strong visual component and that therefore are likely to help in vision and language tasks: \( \text{is-a, has-part, related-to, used-for, used-by, subject-of, depicts, receives-action, made-of, has-property, also-see, gloss-related, synonym, part-of, and located-at.} \) We use 13 out of the 15 proposed relation types, since we do not have examples with \( \text{depicts and also-see} \) in the nodes we select. We describe the data collection procedure next.

2.1 Data collection

We start by choosing a set of seed nodes we can guarantee is high-quality, well-curated, and visually relevant. We therefore use the BabelNet API\(^4\) to get synsets corresponding to the 1,000 ImageNet classes used in the ILSVRC image classification

---

\(^3\)https://babelnet.org

\(^4\)https://babelnet.org/guide
We collect images available for all first-degree nodes.\(^5\) We call these nodes our initial node pool. We choose this initial node pool since ImageNet already provides high-quality images associated to these nodes. We then follow an iterative procedure where in each step we add nodes to the node pool, until we reach the end of the algorithm. Specifically, in the first step, the node pool includes the 1,000 seed nodes; in the second step, it will include the 1,000 seed nodes plus the additional nodes gathered in the first step; and so on, until we reach \(N\) nodes (\(N = 90,000\)). This procedure works by iterating over the following steps:

1. **Retrieve neighbors**: retrieve neighbor nodes for each node in the node pool using the BabelNet API;
2. **Validate images**: validate linked images and optionally remove those that do not meet certain quality criteria;
3. **Filter nodes**: filter out nodes that do not meet inclusion criteria;
4. **Update pool**: accept top-\(k\) nodes among remaining nodes after sorting nodes according to their features.

**Retrieve neighbors**  In this step we collect all first-degree neighbors for each node in the node pool, and remove any duplicate node retrieved if any exists. The neighbors are retrieved using the BabelNet v4.0 API (Navigli and Ponzetto, 2012) and can include nodes from multiple sources, such as multilingual Wikipedias, multilingual WordNets, among others. First-degree neighbors \(n_k\) of node \(n_i\) are those nodes directly connected via a relation which type \(r_j\) is one of the 13 relation types, i.e., \(<n_i, r_j, n_k = ?>\). In Table 1 we show a list of relation types in BabelNet, and how these were merged into the 13 types used in VisualSem.

**Validate images + Node filtering + Update pool**

We collect images available for all first-degree neighbors retrieved in the previous step, and apply four filters to the available images: i) we check if images are valid files, ii) we remove duplicate or near-duplicate images, iii) we train a binary classifier to remove non-photographic images, and iv) we use OpenAI’s CLIP (Radford et al., 2021) to remove images that do not minimally match any of the node’s glosses. At the end of each iteration, we require that each node has at least one image associated to it, and that it contains relations with other nodes with a minimum of two different relation types. If nodes do not satisfy these criteria, they are filtered out.

In more detail: i) From the total amount of image files we downloaded, an average of \(\sim 6.3\%\) were invalid image files and thus removed, e.g., the downloaded file was in fact an audio file. ii) We find many images that are (near-)duplicates across different synsets, in which case we remove those duplicates using SHA1 hashing (Eastlake and Jones, 2001). iii) We use a binary classifier to validate images associated to each node in the pool of retrieved neighbors following the simple procedure described in Alberts and Calixto (2020). We use their ResNet-based coarse-grained binary classification model to further filter out undesirable images. In short, the image classification model is trained on a total of 6,000 randomly sampled images (mostly sourced from Wikipedia and ImageNet) where 50\% are good quality/photographic images, and the remaining are non-photographic/undesirable ones. We denote undesirable images as unclear/blurred/dark or low-quality images, and non-photographic images such as hand drawings, sketches, maps, icons, flags, graphs and other rendered images. Please refer to Alberts and Calixto (2020) for more details on the image classification model training and evaluation. We apply this step and remove images flagged with this binary classifier, since many images we obtain in practice are very noisy. iv) Finally, in our last filter in the image filtering process we use the

| Relation Type | BabelNet | VisualSem |
|---------------|----------|-----------|
| is-a, is-a    | is-a     |           |
| has-part, has_part | has-part |           |
| related, related-to | related |           |
| used, used-for |           |           |
| used-by, used-by | used-by |           |
| subject-of, subject_of | subject-of |           |
| interaction, receives-action | interaction | receives-action |
| oath-made-by, made-of | oath-made-by | made-of |
| has_*, has-property | has_* | has-property |
| gloss-related, gloss-related | gloss-related | gloss-related |
| taxon-synonym, synonym | taxon-synonym | synonym |
| part-of, part_of | part-of |           |
| location, located_* | location, located_* | located-at |

Table 1: Relation types in BabelNet and their corresponding types in VisualSem. Asterisks (*) can match any number of characters.

---

\(^5\)https://image-net.org/challenges/LSVRC/2014/browse-synsets
pre-trained CLIP model. CLIP has one text and one image encoder and is trained to maximize the dot-product of correct image-sentence pairs, and at the same time minimize that of random image-sentence pairs. We encode the $k$ English glosses $g_{i,k}$ and the $l$ images $a_{i,l}$ available for node $n_i$ with CLIP’s text and image encoder, respectively. We then compute the dot-product between each image $a_{i,l}$ and each gloss $g_{i,k}$, keeping only the images that had at least one dot-product greater than 0.5 with one of the English glosses. We choose the value of 0.5 empirically by manually checking the quality of the image-gloss matches. We note that the motivation for keeping only images that match well with at least one gloss is the fact that the available glosses are by design descriptive of the node, and by making sure images align well with at least one of the available glosses we can make sure we filter out noisy and unrelated images (e.g., please refer to examples in Appendix A for more details).

Step (i) reduces the number of images from $\sim 5.6$ to $\sim 5.3$ million, step (ii) brings the number of images from $\sim 5.3$ to $\sim 2.1$ million, step (iii) further reduces images from $\sim 2.1$ to $\sim 1.5$ million, and finally step (iv) brings us to the final number of images in VisualSem, 938, 100.

After filtering out undesirable images in the retrieved neighbors, we discard any nodes in the neighborhood that do not have at least one associated image. Finally, for each node in the initial node pool we add the top-$k$ neighbour nodes ($k = 10$) to the pool and repeat. We prioritize visually relevant nodes with a larger number of images, nodes that include as many diverse relation types as possible, and especially nodes with less frequent relation types.

### 3 Data Statistics and Analysis

In this Section, we explore the structure and content of VisualSem. In Section 3.1, we report relevant statistics, as well as show some examples of nodes and relations in it. In Section 3.2, we provide a more qualitative analysis using unsupervised topic models to induce topic distributions for VisualSem.

#### 3.1 Data Statistics

In Table 2, we show statistics comparing VisualSem and multimodal knowledge bases WN9-IMG and FB15-IMG.

|          | # langs | # nodes | # rel. types | # glosses | # images | # train | # valid | # test | sources     |
|----------|---------|---------|--------------|-----------|----------|---------|---------|--------|-------------|
| WN9-IMG  | 1       | 6,555   | 9            | N/A       | 65,550   | 11,741  | 1,337   | 1,319  | WordNet     |
| FB15-IMG | 1       | 11,757  | 1,231        | N/A       | 107,570  | 285,850 | 29,580  | 34,863 | Freebase    |
| VisualSem| 14      | 89,896  | 13           | 1,342,764 | 938,100  | 1,441,007 | 20,000  | 20,000 | Multiple*   |

Table 2: VisualSem KG statistics. *Multiple sources include Wikipedia, WordNet, ImageNet, among others. †Xie et al. (2017). ‡Moussely Sergieh et al. (2018).

Glosses. VisualSem has a total of 1,342,764 glosses in 14 different languages: Arabic, Chinese, Dutch, English, Farsi, French, German, Korean, Polish, Portuguese, Russian, Spanish, and Swedish. The languages were chosen to be representative of diverse linguistic families and to include many different scripts, while at the same time covering a high number of nodes. Nodes have on average 14.9 glosses across all 14 languages, and in Figure 2c we show the number of nodes that have at least one gloss in each language. Nodes with English (Korean) glosses have the highest (lowest) coverage: 89,896 nodes have at least one English and 37,970 at least one Korean gloss. **Example**: Node Ronaldo (Brazilian footballer) has four glosses in English, and one of these glosses is Ronaldo Luís Nazário de Lima, commonly known as Ronaldo, is a retired Brazilian professional footballer who played as a striker6 (see Figure 1c).

Images. As shown in Table 2, VisualSem has a total of 938,100 unique images. On average, there are 10.4 images per node—similarly to WN9-IMG and FB15-IMG datasets—and in Figure 2a we show the distribution of images per node. The node with the greatest number of images is the concept Russian culture with 848 images.7

Relations. VisualSem has 13 different relation types, and all its relations are typed. Relation types include: is-a, has-part, related-to, used-for, used-by, subject-of, receives-action, made-of,
has-property, gloss-related, synonym, part-of, and located-at. In Table 1 we show the mapping from relations in BabelNet to the corresponding types in VisualSem. **Example:** In Figure 1 we show three example nodes and how they relate to other nodes in the KG. We note that most connections have the related-to relation type. In Figure 2b, we show the number of instances (i.e., tuples \(<n_i, r_j, n_k>\) per relation type. There is a very large imbalance, with the type related-to accounting for about 82% of all existing relations in the KB. We note that had we not adopted measures to alleviate this issue in our data collection pipeline—e.g., prioritizing nodes that have less frequent relation types when adding to the node pool—this imbalance would have been much greater (see Section 2.1).

### 3.2 Topic Models

To further analyze the quality of our KG, we try to understand what topics are salient in VisualSem. We train a neural topic model with 20 latent topics using Embedded Topic Model (ETM; Dieng et al., 2020), which is an extension of Latent Dirichlet Allocation (LDA; Blei et al., 2003) that use pre-trained word embeddings. We let each node be a document, and each document’s content be the combination of all its English glosses. In Table 3, we show the six most representative words per topic after stop-word removal. The topics covered are varied and can be clustered in broad domains such as ‘sciences’ (e.g., physics, chemistry, biology, space), ‘society’ (e.g., geography, politics, occupations), ‘culture’ (e.g., religion, history, food, fashion), among others (e.g., material, city). There is a trend towards representing factual knowledge, which is expected since glosses by definition describe facts about nodes. Concepts well covered in Wikipedia are also well covered in VisualSem.

### 3.3 Node visualisation via its glosses

We now visualise nodes with the t-SNE algorithm (van der Maaten and Hinton, 2008). We embed glosses as the average word embedding for each word in the gloss computed with multilingual fastText (Bojanowski et al., 2016). Similarly, we set each node \(n_i\)’s representation \(n_i\) as the average of all its gloss embeddings, across all languages. We use the ETM topic model trained in Section 3.2 to assign a topic for each node in VisualSem (i.e., the highest probability topic induced in the topic model), and colorise the node according to its predicted topic. We apply t-SNE to the node
Table 3: Topics induced using the Embedded Topic Model on VisualSem English glosses (labels in bold are assigned manually).

| Embeddings | 1. space | 2. occupation | 3. politics | 4. chemistry | 5. food | 6. occupation | 7. society | 8. history | 9. religion | 10. country |
|------------|----------|---------------|------------|-------------|--------|---------------|------------|------------|------------|------------|
| planet     | dance    | party         | gas        | meat        | actor  | school        | rone       | religion   | commune    |
| constellation | physicist | rank         | formula    | bread       | composer | institution | emperor    | directed   | autonomous |
| spacecraft | mathematician | politician | solid      | sauce       | painter | education   | pope       | jesus      | saecuny    |
| moon       | philosopher | minister     | iron        | vegetable   | singer  | society      | dynasty    | bible      | indonesiamar |
| max        | scientist  | currency      | solid       | rice        | musician | agency        | egypt      | goddess    | finland    |

Table 4: VisualSem gloss and image splits. Gloss validation and test splits include 2,000 entries for each of the 14 languages in VisualSem.

|           | # train | # valid | # test |
|-----------|---------|---------|--------|
| Glosses   | 1,286,764 | 28,000  | 28,000 |
| Images    | 898,100 | 20,000  | 20,000 |

4 Entity Retrieval

In this section, we describe retrieval models that retrieve entities in the KB given a sentence or an image. Our use-case includes tasks with possibly multi-modal inputs—i.e., either a sentence, an image, or both—where we use these inputs to retrieve relevant entities from VisualSem. The idea is to ground the task inputs or to augment the available data to train the task model. This task could be text-only, such as named entity recognition or machine translation, or multi-modal, such as visual question answering or image captioning. We do not include experiments on specific tasks but instead leave that investigation for future work.

We use a standard retrieval as ranking framework where the model is trained to rank nodes in VisualSem given an input, and we use the top-k ranked nodes as the results. These retrieval modules allow for an easy integration of VisualSem’s entities, glosses, and images into neural pipelines.

We frame entity retrieval using sentences (henceforth sentence retrieval, Section 4.1) as a sentence-to-gloss ranking problem, and use glosses available in all languages in the model. Given an input sentence, we transform the resulting ranking over glosses into a ranking over nodes (i.e., by retrieving the nodes these glosses are linked to from their 1-to-1 mappings). We similarly frame retrieval using images (henceforth image retrieval, Section 4.2) as an image-to-gloss ranking problem, and use all English glosses available for retrieval.

Experiments in this section use the gloss and image splits in Table 4. Training, validation and test splits for glosses and images are chosen randomly in order to facilitate their use by the research community in future experiments. Gloss validation and test splits are balanced regarding different languages, and each split includes 2,000 examples for each of the 14 languages in VisualSem.

4.1 Sentence retrieval

VisualSem has N = 89,896 nodes with glosses in up to 14 languages. We encode glosses using Sentence BERT (SBERT; Reimers and Gurevych, 2019), which is a family of models based on bi-encoder architectures trained on the task of sentence similarity that have strong performance when used for retrieval/indexing. SBERT models are by default trained on English-only sentences to map semantically similar sentences to points close in the embedding space. We use a multilingual SBERT model trained using knowledge distillation to transfer knowledge from English to other languages, more specifically the paraphrase-multilingual-mpnet-base-v2 model (Reimers and Gurevych, 2020) trained on over 50 languages. We select the model from all publicly available models according to validation

---

8We use the following hyperparameters with t-SNE: perplexity is set to 70, and number of iterations to 5000.
Table 5: Sentence retrieval results on VisualSem test glosses. We report Hits@$k$, which is the percentage of the time the correct node is retrieved in the top-$k$ results (higher is better) and the mean rank of the correct node (lower is better). According to Hits@$k$, Portuguese and Chinese have the best retrieval results, whereas worst results are obtained for Russian, Arabic, and Farsi. Best mean ranks are obtained with Spanish and Slovenian queries, and worst with Russian and English.

Table 6: Image retrieval results on test images. We report Hits@$k$, which is the percentage of the time the correct node is retrieved in the top-$k$ results (higher is better) and the mean rank of the correct node (lower is better). Very good according to Hits@$k$. Portuguese and Chinese queries have the best sentence retrieval performance according to this metric, whereas querying the model using Russian, Arabic, and Farsi has the worse performance. We note that mean ranks show high variances, which indicate that retrieved nodes could be noisy despite the good Hits@$k$ scores. Surprisingly, mean ranks obtained with English and Russian queries are the highest (i.e., the lower the mean ranks, the better). We recommend that users use the sentence retrieval model with care when dealing with any of the low-quality languages.

### 4.2 Image retrieval

CLIP (Radford et al., 2021) is a discriminative model with a bi-encoder architecture trained on 400 million image-text pairs. It has one text and one image encoder and is trained to maximize the dot-product of correct image-sentence pairs, and at the same time to minimize the dot-product of random pairs. We use the pre-trained CLIP model RN50x16 for image retrieval, which is the best released CLIP model at the time.\(^\text{10}\)

We encode each image $v_k$ in the validation and test sets ($k = 20,000$) using CLIP image encoder, and denote each image $v_k$’s 768-dimensional vector representation generated with the image encoder by $v_k$. We similarly encode all training English glosses $g_j$ for all nodes in VisualSem using CLIP text encoder, which similarly computes a 768-dimensional vector representation $g_j$ for each English gloss.

### Evaluation and Discussion

We use the encoding of each of the 20k images in the validation and test sets, and frame node retrieval using images as queries as an image-to-gloss ranking problem. We rank training English glosses in VisualSem acc-
cording to their cosine similarity with the input image, and use the node associated to the gloss with the highest cosine similarity as the retrieved node. When there are more than one English gloss associated to a node, we use the best ranking across all glosses as the ranking of the retrieved node. We report results in Table 6, and note that the quality of the image retrieval module is worse compared to the sentence retrieval. One of our plans for future work is to investigate how to improve VisualSem image retrieval module.

5 Related work

Knowledge bases (KBs) and KGs have a long and rich history, and many publicly available KBs exist and have been built for different purposes.

A seminal example is Cyc (Lenat et al., 1986), an early effort towards building a general-purpose knowledge base to store common sense facts and rules about how the world works. More recent examples of knowledge bases built with different purposes include WordNet (Miller, 1995; Bond and Paik, 2012), DBPedia (Auer et al., 2007), Wikidata (Vrandečić and Krötzsch, 2014), Freebase (Bollacker et al., 2008), YAGO (Rebele et al., 2016; Pellissier Tanon et al., 2020), ConceptNet (Speer and Havasi, 2012), ATOMIC (Sap et al., 2019), among many others (see Wang et al., 2017; Ji et al., 2020 for a detailed list of knowledge bases and algorithms). Our main goal is to design a KG to support research in vision & language, which none of the abovementioned KBs are designed to do.

Multi-modal knowledge bases. Two recently proposed multimodal knowledge bases are WN9-IMG (Xie et al., 2017) and FB15-IMG (Mous-selly Sergieh et al., 2018): the former consists of a subset of entities and relations from WordNet and was built using the WN18 dataset proposed in Bordes et al. (2014), and additionally includes 10 images illustrating each entity; the latter is based on the FB15 dataset introduced by Bordes et al. (2013), which in turn consists of examples extracted from Freebase, and also includes 10 images per entity. Although these KBs include images, they are still restricted to a single data source and constrained in terms of the domains they encompass.

An exception is BabelNet (Navigli and Ponzetto, 2012), which is a very large KG that combines varied sources—such as Freebase, WordNet and Wikipedia in several languages, among many others—and includes over 54 million images mined mostly from Wikipedia and ImageNet. BabelNet can be seen as a high coverage KB, and in its version v4.0 has more than 15.7 million concepts in 284 languages. At times, images linked in BabelNet may have poor quality (Calabrese et al., 2020), e.g., blurred photos, images loosely related to the concept they illustrate, uninformative images such as icons, flags, or rendered graphs (see Figure 1 for examples). We build an image filtering pipeline that filters out noisy images linked in BabelNet, and we source the remaining high-quality images in VisualSem.

All the aforementioned KBs have in common the fact they are mostly “entity-centric”: nodes denote concepts and are associated with multimodal information. This is in contrast to “vision-centric” KBs such as Visual Genome (Krishna et al., 2017) and Visual KB (Zhu et al., 2015), where each instance in the dataset is an image with a scene graph representation to support visual query tasks. Besides visual queries, multimodal KBs have been designed for conversational reasoning (Moon et al., 2019) and node classification (Bloem et al., 2021). VisualSem is an entity-centric KG designed to support tasks at the intersection of vision and language.

6 Conclusions and Future work

We present the VisualSem knowledge graph with $\sim$ 90k nodes, over 1.3M glosses in up to 14 diverse languages, and around 938k curated and cleaned images illustrating nodes’ concepts. VisualSem bridges a gap in the available resources to train grounded models of language, and is designed to be useful in vision and language research. We release neural entity retrieval models that accept text and image inputs. Sentences in any of the $\sim$ 50 languages supported by multilingual Sentence BERT can be used to retrieve entities from the KG, and we evaluate retrieval using all 14 languages in VisualSem in Table 5. Images can also be used to retrieve nodes using the state-of-the-art CLIP model, and visual entity retrieval is evaluated in Table 6. This allows researchers to easily integrate VisualSem into their (neural) model pipelines, and we encourage its use not just in tasks that involve vision and language, but across all sorts of language understanding and/or generation tasks, in grounding and/or in data augmentation settings.

\footnote{We do not differentiate between knowledge bases and knowledge graphs for the purposes of this work and use both terms interchangeably.}
Future Work  We will use VisualSem sentence/image retrieval mechanisms and gloss and image features for data augmentation in NLP tasks, e.g. word sense disambiguation and named entity recognition, and on vision and language tasks, e.g. image captioning and visual question answering. The reason for these tasks is that they all could intuitively benefit from the added knowledge, be it visual, textual, or multi-modal. We will also investigate how to improve the quality of the image and sentence retrieval modules, both central to the KG impact on current neural-based models. Finally, we plan to improve and grow the KG, which is under active development. We will particularly gauge whether there is interest from the research community in increasing its coverage to include other parts of, or the entirety of, Wikipedia, for example.
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A Examples

We now show some example data in VisualSem to illustrate what kind of information is available in a node, including metadata, as well as what images are kept and what are filtered out. We select five topics (i.e., country, people, physics, biology, space) in the topic model discussed in Section 3.2 and show one example node in each, including: **multilingual glosses** in up to 14 languages (we show a maximum of one gloss per language per node to avoid clutter); **images** linked to the node, including the ones filtered out by our procedure illustrated in Section 2; **relations** to other nodes in the KG (we show a maximum of three connected nodes to avoid clutter). We illustrate the five node examples in Figures 4–8, and we use these examples to support a discussion on the quality of the data.

First, we note that information described in a node’s glosses can be repetitive across languages (e.g., in Figure 6 the glosses in English and Portuguese are translations of one another), but often can also be complementary (e.g., again in Figure 6 the gloss in French includes novel information such as the mention to leguminous crops, which does not appear neither in English nor Portuguese).

We also note that the removed images are most of the time non-photographic and/or noisy, in accord with our motivation. Images such as the map or the sketch in Figure 4, or the excluded images in Figures 7 or 8, are not *descriptive* of the node. However, a limited number of relevant images are sometimes excluded by our procedure (e.g., the field with animals in Figure 6), and conversely sometimes images that are tangentially related to a node are kept (e.g., the magnet in Figure 8).
Belfries of Belgium and France

Brabantine Gothic related-to Kontich
St. Rumbold’s Cathedral

Figure 4: St. Rumbold’s Cathedral. The node is connected to four other nodes (3 shown) with relation types related-to and has-a (not shown), and has a total of 23 images kept (4 shown).

Pink Floyd pigs related-to Steel guitar
David Gilmour

Figure 5: David Gilmour. The node is connected to 10 other nodes (3 shown) with 2 relation types related-to and has-a (not shown), and has a total of 10 images kept (4 shown).
A field where grass or alfalfa are grown to be made into hay.

**Related to:** Maize

**Is a:** Meadow

**Topic:** Biology

---

**Figure 6:** Meadow. The node is connected to 127 other nodes (3 shown) with relation types related-to, gloss-related, is-a, has-a (not shown), and has a total of 26 images kept (3 shown).

---

**Figure 7:** Neptune. The node is connected to 10 other nodes (3 shown) with relation types related-to, is-a (not shown), has-a (not shown), and has a total of 26 images kept (4 shown).
In physics, Gauss's law, also known as Gauss's flux theorem, is a law relating the distribution of electric charge to the resulting electric field.