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ABSTRACT

In this work, we present a memory-efficient fully convolutional network (FCN) incorporated with several memory-optimized techniques to reduce the run-time GPU memory demand during training phase. In medical image segmentation tasks, subvolume cropping has become a common preprocessing. Subvolumes (or small patch volumes) were cropped to reduce GPU memory demand. However, small patch volumes capture less spatial context that leads to lower accuracy. As a pilot study, the purpose of this work is to propose a memory-efficient FCN which enables us to train the model on full size CT image directly without subvolume cropping, while maintaining the segmentation accuracy. We optimize our network from both architecture and implementation. With the development of computing hardware, such as graphics processing unit (GPU) and tensor processing unit (TPU), now deep learning applications is able to train networks with large datasets within acceptable time. Among these applications, semantic segmentation using fully convolutional network (FCN) also has gained a significant improvement against traditional image processing approaches in both computer vision and medical image processing fields. However, unlike general color images used in computer vision tasks, medical images have larger scales than color images such as 3D computed tomography (CT) images, micro CT images, and histopathological images. For training these medical images, the large demand of computing resource become a severe problem. In this paper, we present a memory-efficient FCN to tackle the high GPU memory demand challenge in organ segmentation problem from clinical CT images. The experimental results demonstrated that our GPU memory demand is about 40% of baseline architecture, parameter amount is about 30% of the baseline.
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1. INTRODUCTION

Nowadays, deep-learning based approaches have gained a significant improvement against traditional image processing approaches in both computer vision and medical image processing fields. One main factor that makes deep learning techniques practical is the rapid development of computing hardware. With the high-performance computing hardware, the training time can be shortened to days or even hours. However, problem become more difficult in medical image processing fields, unlike general color images used in computer vision tasks, medical images have larger scales than color images such as 3D computed tomography (CT) images, micro CT images, and histopathological images. To fit the GPU memory limitations, one common processing is to feed to the cropped subvolume to neural networks. However, the cropped subvolumes have smaller field of view (FOV) which leads to lower accuracy. How to take the balance between the subvolume size and batch size has become a common problem for many medical processing tasks. A lot of research has been done on neural network pruning in the literature. He \textit{et al.} used a combination of a LASSO regression and least square reconstruction method to reduce the number of channels in each layer\textsuperscript{11} Liu \textit{et al.} pruned the channels by learning channel-wise scaling factors\textsuperscript{12} These channel pruning methods can decrease the run-time memory foot-print and accelerate training process. However, one disadvantage of channel pruning methods is that pre-training process is necessary, \textit{i.e.} to learn the unimportant channels, a full pre-training of original architecture is indispensable. Instead of pruning channels, weight pruning is a technique to reduce the number of weights\textsuperscript{13,14} However, this technique mainly contribute to generate a smaller model which makes it possible to be stored in small storage. Another well-known network compression technique is weight quantization\textsuperscript{5,6} However, similar to weight pruning techniques,
due to the hardware limitations, quantization techniques can neither save run-time memory nor training time. The weights will be restored to original precise in GPUs.

In this paper, we aim to reduce the run-time memory usage to fit the large GPU memory demand. We tackle this problem from two aspects: architecture and implementation. The main contributions of this work can be summarized as: 1) a memory-efficient fully convolutional network (FCN) is proposed incorporated with several memory-optimized techniques to reduce the run-time GPU memory footprint. 2) the presented memory-optimized techniques is easy-implemented and flexible. They can be easily incorporated to other networks.

2. METHOD

2.1 Overview

The motivation of this work is to reduce the GPU memory demand in training phase. We optimize our FCN from two aspects including architecture and implementation. From architecture aspect, we use bottleneck and depth-wise separable convolutions to reduce the number of parameters. From implementation aspect, we use both in-place activated batch normalization layer (Inplace-ABN) and mixed-precision (MP) training technique to reduce the internal buffer size allocated in GPU memory. Overview architecture of our proposed FCN is illustrated in Fig. [1].

2.2 Compact conv block

Conventional U-Net architecture used two convolutional layers to extract features at each scale level. In this work, we first use a bottleneck structure to reduce the number of features and weight parameters. Bottleneck structure is introduced in ResNet. Bottleneck structure consists of three convolutional layers with kernel size of $1 \times 1$, $3 \times 3$ and $1 \times 1$. The first convolutional layer decreases channels by a ratio of $K$, thus the second convolutional layer with kernel size of $3 \times 3$ has smaller input/output channel dimensions. Then the last convolutional layer restore channel dimensions. Many works have proven that bottleneck structure can efficiently decrease time complexity and model size in both CNN and FCN architecture.

Except bottleneck structure, we also adopt depth-wise separable convolutions (SepConv) which was presented in MobileNets. SepConv decompose a conventional convolution into a depth-wise convolution and a point-wise convolution. Generally, depth-wise convolutions aim to extract features with large kernel sizes. In contrast, point-wise convolutions aim to propagate the extracted features to required channel dimensions with small kernel size such as $1 \times 1$. This scheme can efficiently decrease computation complexity and memory usage.

By introducing bottleneck and SepConv structures, we present a modified convolution block, named Compact ConvBlock (CCBlock), to compress the GPU memory demand while keeping same accuracy. The architecture is illustrated in Fig. [2].
2.3 Inplace-ABN and mixed-precision training

Compact ConvBlock aims to decrease the number of weight parameters which leads to less memory requirements. To go one step further, we adopt Inplace-ABN layer\textsuperscript{10} to decrease the memory demand from implementation aspect. Modern deep learning frameworks such as Tensorflow\textsuperscript{13} and PyTorch\textsuperscript{15} explicitly stores buffers after convolutional layer and normalization for the backward pass. Denote the gradient of the back-propagation through normalization as $\frac{\partial L}{\partial x}$, and gradient of the back-propagation through convolutional layer as $\frac{\partial L}{\partial z}$. $L$ denotes the loss, $x$ and $z$ are input feature maps to normalization and convolutional layer. In standard implementation, $x$ is buffered in GPU memory for backward pass. In Inplace-ABN implementation, $x$ in backward pass is approximated by cached $z$. Denote the approximation of $x$ as $\hat{x}$, then $\hat{x}$ can be described as: $\hat{x} = \frac{\phi^{-1}(z) - \beta}{\gamma}$, where $\phi(\cdot)$ denotes activation function. $\beta, \gamma$ denote the learnable parameters of batch normalization (BN) layer. By using the approximation, the buffer of $x$ can be released during training to save the run-time memory. For more details, please refer to original work\textsuperscript{10}. By using Inplace-ABN implementation, only buffer $z$ needs to be cached in GPUs instead of both $x$ and $z$. Up to 50% of GPU memory can be saved theoretically.

In this work, we also try mixed-precision (MP) training technique\textsuperscript{11} to further accelerate computation and decrease memory demand. Conventionally, we use single-precision format to allocate our data such as input training data, weight parameters, and gradients. A lot of researches has been conducted to explore advantages of half-precision format for deep learning\textsuperscript{16,17}. However, pure half-precision training is exposed to underflow and overflow risk due to the narrow dynamic range. MP training presented several techniques to prevent the loss of critical information introduced by half-precision data. The key point of MP training is maintaining single-precision of weights that accumulates the gradients which are kept in half-precision format. To avoid loss of gradient information, loss scaling scheme is introduced to shift the gradient values into half-precision representable range. For more details please refer to Micikevicius et al.’s paper\textsuperscript{11}.

3. EXPERIMENTS

For experiments, we used a public dataset, KiTS19, to validate our method. KiTS19 challenge aims to develop reliable kidney and kidney tumor semantic segmentation methods. The dataset contains 300 multi-phase CT images. 210 (70%) of these cases are selected as training set. The dataset has a quite large slice pitch ranging from 0.5 mm to 5.0 mm. We apply same preprocessing as Isensee et al.\textsuperscript{18} who won the 1st place of the challenge. CT volumes are resampled to same voxel spacing of $3.22 \times 1.62 \times 1.62$ mm. The CT slice size of the resampled dataset ranges from 138 pixels to 329 pixels, number of slices ranges from 45 to 234. Median image shape is $128 \times 248 \times 248$ voxels. For each case, intensity is clipped by window width ranges from 79 to 304 H.U, and normalized by z-score normalization.

Our networks were implemented with the PyTorch platform\textsuperscript{15}. All experiments were performed on NVIDIA Tesla V100 GPU with 32 GB memory. We used official implementation of Inplace-ABN provided by Rota et al.. We used NVIDIA’s API called automatic mixed precision (AMP) for MP training. Table 1 demonstrate the GPU memory requirements of different architectures. We measured the actual GPU memory usage during training phase by the NVIDIA system management interface (nvidia-smi). We set batch size to one to measure the memory usage. Three different input sizes were experimented including two fixed patch sizes of $96 \times 96 \times 96$ and $256 \times 256 \times 152$ voxels, and one dynamic size of $256 \times 256 \times [45-234]$ voxels to cover full range of slices. Due to the limitation of our GPU memory, We need to limit our input slice size up to $256 \times 256$ pixels. As

![Figure 2. Compact ConvBlock structure.](image-url)
Table 1. Number of parameters and GPU memory usage of different networks. Memory usage of two different input sizes is measured. Batch size was set to one for experiments.

| Parameters # | GPU Memory Usage (per batch) |
|--------------|------------------------------|
|              | 96 × 96 × 96 | 256 × 256 × 152 | 256 × 256 × full |
| Baseline U-Net | 9.5 M        | 3.7 GB          | 28.4 GB          | > 32 GB          |
| Baseline+Bottleneck | 3.2 M        | 3.1 GB          | 28.3 GB          | > 32 GB          |
| Baseline+SepConv | 2.7 M        | 3.2 GB          | 30.1 GB          | > 32 GB          |
| Baseline+CCBlock | 2.6 M        | 3.0 GB          | 27.2 GB          | > 32 GB          |
| Baseline+CCBlock+Inplace-ABN | 2.6 M        | 2.3 GB          | 20.0 GB          | ∼ 30.2 GB        |
| Baseline+CCBlock+Inplace-ABN+MP | 2.6 M | 1.6 GB | 11.7 GB | ∼ 17.6 GB |

demonstrated in Table 1, we can find that the CCBlock structure mainly decreased the number of parameters compared to the memory usage. In contrast, Inplace-ABN and MP training significantly decreased the memory usage up to 40%. With the help of Inplace-ABN and MP training techniques, we can train the FCN using only one GPU card with 24 GB memory.

4. DISCUSSION

We validated the segmentation accuracy of different network architectures. All networks were trained using same hyper-parameter setting. We used a combination of Dice and cross-entropy loss. Initial learning rate was set to $4e^{-4}$ with a learning rate scheduler that reduce the learning rate by 0.3 when training loss has stopped decreasing for 50 epochs. Adam optimizer was chosen to optimize networks. Validation curves are illustrated in Fig. 4. In Fig. 4(a), four different architectures were evaluated with same input size of 96 × 96 × 96 voxels. Blue, yellow, green and red curves respectively denote baseline U-Net architecture with batch size of 1, baseline U-Net using Inplace-ABN structure with batch size of 2, baseline U-Net using bottleneck and Inplace-ABN structures with batch size of 1, and baseline U-Net with all auxiliary structures with batch size of 1. In Fig. 4(b), we validated same architecture with different input sizes. Architecture is baseline U-Net with all introduced methods including CCBlock, Inplace-ABN and MP training. Blue and yellow curves denote validation results with input sizes of 96 × 96 × 96 voxels and 256 × 256 × 152 voxels.

As demonstrated in Fig. 4(a), we can find that under the condition of same batch size, baseline U-Net and other variants had similar performance. The result demonstrates that our auxiliary modules can decrease the run-time memory and maintain the same accuracy. The yellow curve in Fig. 4(a) demonstrated the results of the training with batch size of two. Since we used batch normalization, experiments with two batch sizes slightly outperformed the one with single batch size. As future work, group normalization is considerable for single batch size training. From Fig. 4(b), we compared the influence of different input volume sizes. Experiment with the large input volume size outperformed the one with small size by 5%. As previously mentioned, large FOV can contribute to a better learning performance. The experimental result has also proved the claim. In Fig. 4, we also demonstrate segmentation results of different sizes. As we can see, the segmentation results inferred by the model with large input size slightly outperformed the another model with smaller input crop size.

5. CONCLUSION

Our presented memory-efficient FCN can reduce memory usage significantly. With less memory demand, we can feed larger volume to FCN to capture larger spatial context to achieve better segmentation performance. The proposed approach shows the potential of FCN in processing large medical images without subvolume cropping. In this work, we present a memory-efficient FCN for medical image segmentation tasks. We use bottleneck and depth-wise separable convolutions to slim our model, and use Inplace-ABN layer and mixed-precision training techniques to reduce the memory allocation in GPU. By adopting these techniques into our network, we saved up to 40% GPU memory in our experiments. By reducing the memory usage, we can feed larger volumes to network even a whole volume without cropping, or feed more small subvolumes than conventional FCNs.

As for future works, the run-time memory usage still has room for improvement. In our experiments, to increase the input size as much as possible, we used small batch size of one or two which cannot contribute
to batch normalization. As an alternative, in-place version of group or instance normalization may help this problem.
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**Figure 3.** Examples of segmentation results. (a) is ground truth labels. (b) and (c) are two comparison groups segmented by different models trained with different crop sizes.

![Dice Score](image)

**Figure 4.** Dice score of validations. (a) All validated networks were trained using subvolumes with size of 96 × 96 × 96 voxels. (b) Same network with two different volume sizes. BS-k denotes batch size of k.
REFERENCES

[1] He, Y., Zhang, X., and Sun, J., “Channel pruning for accelerating very deep neural networks,” in [Proceedings of the IEEE International Conference on Computer Vision], 1389–1397 (2017).

[2] Liu, Z., Li, J., Shen, Z., Huang, G., Yan, S., and Zhang, C., “Learning efficient convolutional networks through network slimming,” in [Proceedings of the IEEE International Conference on Computer Vision], 2736–2744 (2017).

[3] Srinivas, S., Subramanya, A., and Venkatesh Babu, R., “Training sparse neural networks,” in [Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition Workshops], 138–145 (2017).

[4] Han, S., Mao, H., and Dally, W. J., “Deep compression: Compressing deep networks with pruning, trained quantization and huffman coding,” in [Proceedings of the International Conference on Learning Representations], (2016).

[5] Courbariaux, M., Hubara, I., Soudry, D., El-Yaniv, R., and Bengio, Y., “Binarized neural networks: Training deep neural networks with weights and activations constrained to+ 1 or-1,” arXiv preprint arXiv:1602.02830 (2016).

[6] Jacob, B., Kligys, S., Chen, B., Zhu, M., Tang, M., Howard, A., Adam, H., and Kalenichenko, D., “Quantization and training of neural networks for efficient integer-arithmetic-only inference,” in [Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition], 2704–2713 (2018).

[7] Tang, W., Hua, G., and Wang, L., “How to train a compact binary neural network with high accuracy?,” in [Thirty-First AAAI conference on artificial intelligence], (2017).

[8] He, K., Zhang, X., Ren, S., and Sun, J., “Deep residual learning for image recognition,” in [Proceedings of the IEEE conference on computer vision and pattern recognition], 770–778 (2016).

[9] Howard, A. G., Zhu, M., Chen, B., Kalenichenko, D., Wang, W., Weyand, T., Andreetto, M., and Adam, H., “Mobilenets: Efficient convolutional neural networks for mobile vision applications,” arXiv preprint arXiv:1704.04861 (2017).

[10] Rota Bulò, S., Porzi, L., and Kontschieder, P., “In-place activated batchnorm for memory-optimized training of dnn,” in [Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition], 5639–5647 (2018).

[11] Micikevicius, P., Narang, S., Alben, J., Diamos, G., Eilen, E., Garcia, D., Ginsburg, B., Houston, M., Kuchaiev, O., Venkatesh, G., and Wu, H., “Mixed precision training,” in [International Conference on Learning Representations], (2018).

[12] Çiçek, Ö., Abdulkadir, A., Lienkamp, S. S., Brox, T., and Ronneberger, O., “3D U-Net: learning dense volumetric segmentation from sparse annotation,” in [International conference on medical image computing and computer-assisted intervention], 424–432, Springer (2016).

[13] Mu, G., Ma, Y., Han, M., Zhan, Y., Zhou, X., and Gao, Y., “Automatic mr kidney segmentation for autosomal dominant polycystic kidney disease,” 10950 (2019).

[14] Abadi, M., Agarwal, A., et al., “TensorFlow: Large-scale machine learning on heterogeneous systems,” (2015). Software available from tensorflow.org.

[15] Paszke, A., Gross, S., Chintala, S., Chanan, G., Yang, E., DeVito, Z., Lin, Z., Desmaison, A., Antiga, L., and Lerer, A., “Automatic differentiation in pytorch,” (2017).

[16] Courbariaux, M., Bengio, Y., and David, J.-P., “Training deep neural networks with low precision multiplications,” in [International Conference on Learning Representations, Workshop], (2015).

[17] Gupta, S., Agrawal, A., Gopalakrishnan, K., and Narayanan, P., “Deep learning with limited numerical precision,” in [International Conference on Machine Learning], 1737–1746 (2015).

[18] Isensee, F. and Maier-Hein, K., “An attempt at beating the 3D U-Net,” in [MICCAI KiTS19 challenge], (2019).

[19] Wu, Y. and He, K., “Group normalization,” in [Proceedings of the European Conference on Computer Vision (ECCV)], 3–19 (2018).