Virtual- and bremsstrahlung corrections to $b \to d \ell^+ \ell^-$ in the standard model
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Abstract

We present the calculation of the virtual- and bremsstrahlung corrections of $\mathcal{O}(\alpha_s)$ to the matrix elements $\langle d\ell^+\ell^-|O_i|b\rangle$. This is the missing piece in the full next-to-next-to-leading logarithmic (NNLL) results for various observables associated with the process $B \to X_d \ell^+ \ell^-$, like the branching ratio, the CP-rate asymmetry and the forward-backward asymmetry. This paper is an extension of analogous calculations done by some of us for the process $B \to X_s \ell^+ \ell^-$. As the contributions of the diagrams induced by the four-quark operators $O_1^u$ and $O_2^u$ with a $u$-quark running in the quark loop are strongly CKM suppressed, they were omitted in the analysis of $B \to X_s \ell^+ \ell^-$. This is no longer possible for $B \to X_d \ell^+ \ell^-$, as the corresponding contributions are not suppressed. The main new work therefore consists of calculating the $\mathcal{O}(\alpha_s)$ corrections to $\langle d\ell^+\ell^-|O_{1,2}^u|b\rangle$. In this paper we restrict ourselves to the range $0.05 \leq s/m_b^2 \leq 0.25$ ($s$ is the invariant mass of the lepton pair), which lies above the $\rho$- and $\omega$-resonances and below the $J/\psi$-resonance. We present the analytic results for the mentioned observables related to the process $B \to X_d \ell^+ \ell^-$ as expansions in the small parameters $\hat{s} = s/m_b^2$, $z = m_c^2/m_b^2$ and $s/(4m_c^2)$. In the phenomenological analysis at the end of the paper we discuss the impact of the NNLL corrections on the observables mentioned above.
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I. INTRODUCTION

It is well-known that various observables associated with inclusive rare $B$-decays like $B \to X_{s,d}\gamma$ and $B \to X_{s,d}\ell^+\ell^-$ sensitively depend on potential new physics contributions. But even in the absence of new physics these observables are important, because they provide checks on the one-loop structure of the Standard Model (SM) theory and can be used to gain information on the Cabibbo-Kobayashi-Maskawa (CKM) matrix elements $V_{ts}$ and $V_{td}$, which are difficult to measure directly.

At present, a lot of data already exists on $\text{BR}(B \to X_s\gamma)$ [1–7] and on $\text{BR}(B \to X_s\ell^+\ell^-)$ [8–10] and it is expected that in the future also data on the CKM suppressed counterparts, i.e. on $\text{BR}(B \to X_d\gamma)$ and on $\text{BR}(B \to X_d\ell^+\ell^-)$ will become available. The same holds for experimental information on additional observables, like CP-rate asymmetries or forward-backward asymmetries in the decays $B \to X_{s,d}\ell^+\ell^-$. 

In order to fully exploit and interpret the experimental data, it is obvious that precise calculations in the SM (or certain extensions thereof) are needed. The main problem in the theoretical description of the decay $B \to X_s\ell^+\ell^-$ is due to the long-distance contributions induced by $\bar{c}c$ resonant states and in principle also by $\bar{u}u$ resonant states. The latter are, however, strongly CKM suppressed. This suppression is not present in the case of $B \to X_d\ell^+\ell^-$, as the CKM factors involved in the contributions from $\bar{c}c$ and $\bar{u}u$ resonant states are of the same order. When the invariant mass $\sqrt{s}$ of the lepton pair is close to the mass of a resonance, only model dependent predictions for such long distance contributions are available at present. It is therefore unclear whether the theoretical uncertainty can be reduced to less than $\pm 20\%$ when integrating over these domains [11].

However, restricting $\sqrt{s}$ to a region below the $\bar{c}c$ resonances, the long distance effects in $B \to X_s\ell^+\ell^-$ are under control. The same is true for $B \to X_d\ell^+\ell^-$ when choosing a region of $\sqrt{s}$ which is below the $J/\psi$- and above the $\rho,\omega$-resonance regions. It turns out that in those ranges of $\sqrt{s}$ the corrections to the pure perturbative picture can be analyzed within the heavy quark effective theory (HQET). In particular, all available studies indicate that for the region $0.05 < \hat{s} = s/m_b^2 < 0.25$ the non-perturbative effects are below $10\%$ [12–17]. Consequently, observables like differential decay rates, forward-backward asymmetries and CP-rate asymmetries for $B \to X_{s,d}\ell^+\ell^-$ can be precisely predicted in this region of $\sqrt{s}$ using renormalization group improved perturbation theory. It was pointed out in the literature
that the differential decay rate and the forward-backward asymmetry in $B \to X_s \ell^+ \ell^-$ are particularly sensitive to new physics in this kinematical window [18–20].

In the context of the SM there exist computations of next-to-leading logarithmic (NLL) QCD corrections to the branching ratios for $B \to X_s \gamma$ [21–28] and $B \to X_d \gamma$ and the corresponding CP-rate asymmetries [29–31]. Next-to-next-to-leading logarithmic (NNLL) QCD corrections to the branching ratio [32–36] and the forward-backward asymmetry in $B \to X_s \ell^+ \ell^-$ are also available [37–40]. For a recent review see e.g. [41].

The corresponding NNLL results for the process $B \to X_d \ell^+ \ell^-$ are missing, however. The aim of the present paper is to close this gap. The main difference between the calculations for $B \to X_s \ell^+ \ell^-$ and $B \to X_d \ell^+ \ell^-$ lies in the contributions of the current-current operators. In the existing NNLL calculations of $B \to X_s \ell^+ \ell^-$ only those associated with $O_{c1}^c$ and $O_{c2}^c$ were included at the two-loop level because those induced by $O_{u1}^u$ and $O_{u2}^u$ are strongly CKM suppressed (see Section II for the definition of the operators $O_{1,2}^{c,u}$). For $B \to X_d \ell^+ \ell^-$ the contributions generated by $O_{u1}^u$ and $O_{u2}^u$ are no longer CKM suppressed and have to be taken into account as well. At first sight, it seems that the two-loop matrix elements of $O_{u1}^u$ and $O_{u2}^u$ can be straightforwardly obtained from those of $O_{c1}^c$ and $O_{c2}^c$ by simply taking the limit $m_c \to 0$. This is, however, not possible for some of the diagrams in Fig. 1, because the two-loop matrix elements of $O_{c1}^c$ and $O_{c2}^c$ were derived by doing various expansions. In particular, one of the expansion parameters is $s/(4m_c^2)$, which is formally $\ll 1$ when restricting $\sqrt{s}$ to the window discussed above. Obviously, the analogous quantity for the $u$-quark contribution, $s/(4m_u^2)$, cannot be used as an expansion parameter, which implies that genuinely new calculations for the $u$-quark contributions are needed. As discussed in Section III, the calculations of certain diagrams associated with $O_{1,2}^u$ are even more involved than those associated with $O_{1,2}^c$. To derive the new results, we used dimension-shifting techniques in order to reduce certain tensor integrals to scalar ones and integration-by-parts techniques to further simplify the scalar integrals [42, 43].

As the main emphasis of this paper is the derivation of the matrix elements $\langle d \ell^+ \ell^- | O_{1,2}^u | b \rangle$ at order $\alpha_s$, we keep the phenomenological analysis relatively short. In particular, we do not take into account power corrections, but merely illustrate how the NNLL contributions modify the scale dependences of the branching ratio, the forward-backward asymmetry and the CP-rate asymmetry. A more detailed phenomenology, including power corrections, will be presented elsewhere.
The paper is organized as follows: In Section II we present the effective Hamiltonian for the decay $b \to X_d \ell^+ \ell^-$. Section III is devoted to the virtual $\mathcal{O}(\alpha_s)$ corrections to the operators $O_1^{u,c}$ and $O_2^{u,c}$. Subsequently, Section IV presents the corresponding contributions to the form factors of the operators $O_7$, $O_8$, $O_9$ and $O_{10}$. With these results at hand, we discuss in Section V the corrections to the decay width of $B \to X_d \ell^+ \ell^-$. In Section VI we show some applications of our results. A summary of the paper is presented in Section VII. The appendices contain technical details about the performed calculation: Appendix A explains the dimension-shifting and integration-by-parts techniques. These techniques are then applied to the calculation of diagrams 1d), which is presented in Appendix B. Appendix C outlines a procedure on how to calculate the evolution matrix for the Wilson coefficients as a power series in $\alpha_s$. Appendix D contains one-loop matrix elements needed in the calculation of the counterterms. Finally, in Appendix E we present the results for those bremsstrahlung contributions which are free of infrared and collinear divergences.

II. EFFECTIVE HAMILTONIAN

The appropriate framework for studying QCD corrections to rare $B$-decays in a systematic way is the effective Hamiltonian technique. For the specific decay channels $B \to X_s \ell^+ \ell^-$ and $B \to X_d \ell^+ \ell^-$ ($\ell = \mu, e$), the effective Hamiltonian is derived by integrating out the $t$-quark, the $W$-boson and the $Z^0$-boson. In the process $B \to X_s \ell^+ \ell^-$, the appearing CKM combinations are $\lambda_u$, $\lambda_c$ and $\lambda_t$, where $\lambda_i = V_{ib}V_{is}^*$. Since $|\lambda_u|$ is much smaller than $|\lambda_c|$ and $|\lambda_t|$, it is a safe approximation to set $\lambda_u$ equal to zero. Using then the unitarity properties of the CKM matrix, the CKM dependence of the Hamiltonian can be written as a global factor $\lambda_t$. In the case of $B \to X_d \ell^+ \ell^-$, all three quantities $\xi_i = V_{ib}V_{is}^*$ ($i = u, c, t$) are of the same order of magnitude. Therefore, as no approximation is possible, the CKM dependence does not globally factorize. The effective Hamiltonian reads

$$\mathcal{H}_{\text{eff}} = \frac{4 G_F}{\sqrt{2}} \left[ 2 \sum_{i=1}^{2} C_i (\xi_c O_i^c + \xi_u O_i^u) - \xi_t \sum_{i=3}^{10} C_i O_i \right].$$

(1)
We choose the operator basis according to [32]:

$$
\begin{align*}
O_1^u &= (\bar{d}_L \gamma_\mu T^a u_L)(\bar{u}_L \gamma^\mu b_L), & O_2^u &= (\bar{d}_L \gamma_\mu u_L)(\bar{u}_L \gamma^\mu b_L), \\
O_1^c &= (\bar{d}_L \gamma_\mu T^a c_L)(\bar{c}_L \gamma^\mu T^a b_L), & O_2^c &= (\bar{d}_L \gamma_\mu c_L)(\bar{c}_L \gamma^\mu b_L), \\
O_3 &= (\bar{d}_L \gamma_\mu L_L) \sum_q (\bar{q} \gamma^\mu q), & O_4 &= (\bar{d}_L \gamma_\mu T^a b_L) \sum_q (\bar{q} \gamma^\mu T^a q), \\
O_5 &= (\bar{d}_L \gamma_\mu L_L) \sum_q (\bar{q} \gamma^\mu \gamma^\nu q), & O_6 &= (\bar{d}_L \gamma_\mu L_L) \sum_q (\bar{q} \gamma^\mu \gamma^\nu \gamma^\rho T^a q), \\
O_7 &= \frac{e}{g_s^2} m_b (\bar{d}_L \sigma^{\mu\nu} b_R) F_{\mu\nu}, & O_8 &= \frac{1}{g_s^2} m_b (\bar{d}_L \sigma^{\mu\nu} T^a b_R) G_{\mu\nu}^a, \\
O_9 &= \frac{2}{g_s^2} (\bar{d}_L \gamma_\mu b_L) \sum_\ell (\bar{\ell} \gamma^\mu \ell), & O_{10} &= \frac{2}{g_s^2} (\bar{d}_L \gamma_\mu b_L) \sum_\ell (\bar{\ell} \gamma^\mu \gamma_5 \ell),
\end{align*}
$$

(2)

where the subscripts $L$ and $R$ refer to left- and right-handed components of the fermion fields, respectively.

The factors $1/g_s^2$ in the definition of the operators $O_7$, $O_9$ and $O_{10}$ as well as the factor $1/g_s$ present in $O_8$ have been chosen by Misiak [44] in order to simplify the organization of the calculation. With these definitions, the one-loop anomalous dimensions [needed for a leading logarithmic (LL) calculation] of the operators $O_i$ are all proportional to $g_s^2$, while two-loop anomalous dimensions [needed for a next-to-leading logarithmic (NLL) calculation] are proportional to $g_s^4$, etc.

After this important remark we now outline the principal steps which lead to a LL, NLL, and a NNLL prediction for the decay amplitude for $b \to d \ell^+ \ell^-$:

1. A matching calculation between the full SM theory and the effective theory has to be performed in order to determine the Wilson coefficients $C_i$ at the high scale $\mu_W \sim m_W, m_t$. At this scale, the coefficients can be worked out in fixed order perturbation theory, i.e. they can be expanded in $g_s^2$:

$$
C_i(\mu_W) = C_i^{(0)}(\mu_W) + \frac{g_s^2}{16\pi^2} C_i^{(1)}(\mu_W) + \frac{g_s^4}{(16\pi^2)^2} C_i^{(2)}(\mu_W) + \mathcal{O}(g_s^6).
$$

(3)

At LL order, only $C_i^{(0)}$ are needed, at NLL order also $C_i^{(1)}$, etc. The coefficient $C_i^{(2)}$ was worked out in Refs. [23–25], while $C_9^{(2)}$ and $C_{10}^{(2)}$ were calculated in Ref. [32].

2. The renormalization group equation (RGE) has to be solved in order to get the Wilson coefficients at the low scale $\mu_b \sim m_b$. For this RGE step the anomalous dimension matrix $\gamma(\alpha_s)$, which can be expanded as

$$
\gamma(\alpha_s) = \gamma^{(0)} \frac{\alpha_s}{4\pi} + \gamma^{(1)} \left( \frac{\alpha_s}{4\pi} \right)^2 + \gamma^{(2)} \left( \frac{\alpha_s}{4\pi} \right)^3 + \ldots,
$$

(4)
is required up to the term proportional to $\gamma^{(2)}$ when aiming at a NNLL calculation. After the matching step and the RGE evolution, the Wilson coefficients $C_i(\mu_b)$ can be decomposed into a LL, NLL and NNLL part according to

$$C_i(\mu_b) = C_i^{(0)}(\mu_b) + \frac{g_i^2(\mu_b)}{16\pi^2} C_i^{(1)}(\mu_b) + \frac{g_i^4(\mu_b)}{(16\pi^2)^2} C_i^{(2)}(\mu_b) + \mathcal{O}(g_s^6).$$

We stress at this point that the entries in $\gamma^{(2)}$ which describe the three-loop mixings of the four-quark operators $O_1 - O_6$ into the operator $O_9$ have been calculated only recently [33]. In order to include the impact of these new ingredients on the Wilson coefficient $C_9(\mu_b)$, we had to reanalyze the RGE step. In Appendix C, we derive a practical formula for the evolution matrix $U(\mu_b, \mu_W)$ at NNLL order, generalizing existing formulas at NLL order (see e.g. [45]).

3. In order to get the decay amplitude, the matrix elements $\langle d\ell^+\ell^-|O_i(\mu_b)|b \rangle$ have to be calculated. At LL precision, only the operator $O_9$ contributes, as this operator is the only one which at the same time has a Wilson coefficient starting at lowest order and an explicit $1/g_s^2$ factor in the definition. Hence, at NLL precision, QCD corrections (virtual and bremsstrahlung) to the matrix element of $O_9$ are needed. They have been calculated in Refs. [44, 46]. At NLL precision, also the other operators start contributing, viz. $O_7(\mu_b)$ and $O_{10}(\mu_b)$ contribute at tree-level and the four-quark operators $O_1, ..., O_6$ at one-loop level. Accordingly, QCD corrections to the latter matrix elements are needed for a NNLL prediction of the decay amplitude.

The formally leading term $\sim (1/g_s^2)C_9^{(0)}(\mu_b)$ to the amplitude for $b \rightarrow d\ell^+\ell^-$ is smaller than the NLL term $\sim (1/g_s^2)\left[g_s^2/(16\pi^2)\right] C_9^{(1)}(\mu_b)$ [47]. We adapt our systematics to the numerical situation and treat the sum of these two terms as a NLL contribution. This is, admittedly some abuse of language, because the decay amplitude then starts out with a term which is called NLL.

As pointed out in step 3), $\mathcal{O}(\alpha_s)$ QCD corrections to the matrix elements $\langle d\ell^+\ell^-|O_i(\mu_b)|b \rangle$ have to be calculated in order to obtain the NNLL prediction for the decay amplitude. In the present paper we systematically evaluate virtual corrections of order $\alpha_s$ to the matrix elements of $O_1, O_2, O_7, O_8, O_9$ and $O_{10}$. As the Wilson coefficients of the gluonic penguin operators $O_3, ..., O_6$ are much smaller than those of $O_1$ and $O_2$, we neglect QCD corrections to their matrix elements. We also systematically include gluon bremsstrahlung corrections
FIG. 1: Complete list of two-loop Feynman diagrams for $b \rightarrow d \gamma^*$ associated with the operators $O_{1,2}^{u,c}$ and $O_{2}^{u,c}$. The fermions ($b$, $d$, $u$- and $c$-quarks) are represented by solid lines, whereas the curly lines represent gluons. The circle-crosses denote the possible locations where the virtual photon (which then splits into a lepton pair) is emitted.

to the matrix elements of the operators just mentioned. Some of these contributions contain infrared and collinear singularities, which are canceled when combined with the virtual corrections.

III. VIRTUAL $\mathcal{O}(\alpha_s)$ CORRECTIONS TO THE MATRIX ELEMENTS

$\langle d \ell^+ \ell^- | O_{1,2}^{u,c} | b \rangle$

In this section we present the calculation of the virtual $\mathcal{O}(\alpha_s)$ corrections to the matrix elements of the current-current operators $O_{1}^{u,c}$ and $O_{2}^{u,c}$. Using the naive dimensional regularization scheme (NDR) in $d = 4 - 2 \epsilon$ dimensions, both ultraviolet and infrared singularities show up as $1/\epsilon^n$ poles ($n = 1, 2$). The ultraviolet singularities cancel after including the counterterms. Collinear singularities are regularized by retaining a finite down quark mass $m_d$. They are canceled together with the infrared singularities at the level of the decay width when taking the bremsstrahlung process $b \rightarrow d \ell^+ \ell^- g$ into account. We use the $\overline{\text{MS}}$ renormalization scheme, i.e. we introduce the renormalization scale in the form $\overline{\mu}^2 = \mu^2 \exp(\gamma_E)/(4 \pi)$ followed by minimal subtraction. The precise definition of the evanescent operators, which
is necessary to fully specify the renormalization scheme, will be given later.

Gauge invariance implies that the QCD corrected matrix elements of the operators $O^q_i$ can be written as

$$\langle d\ell^+\ell^-|O^q_i|b\rangle = \hat{F}^{(9)}_{i,q} \langle O_9\rangle_{\text{tree}} + \hat{F}^{(7)}_{i,q} \langle O_7\rangle_{\text{tree}} \quad (i = 1, 2; \; q = u, c),$$

where $\langle O_9\rangle_{\text{tree}}$ and $\langle O_7\rangle_{\text{tree}}$ are the tree-level matrix elements of $O_9$ and $O_7$, respectively. Equivalently, we may write

$$\langle d\ell^+\ell^-|O^q_i|b\rangle = -\frac{\alpha_s}{4\pi} \left[ F^{(9)}_{i,q} \langle \tilde{O}_9\rangle_{\text{tree}} + F^{(7)}_{i,q} \langle \tilde{O}_7\rangle_{\text{tree}} \right],$$

where the operators $\tilde{O}_7$ and $\tilde{O}_9$ are defined as

$$\tilde{O}_7 = \frac{\alpha_s}{4\pi} O_7, \quad \tilde{O}_9 = \frac{\alpha_s}{4\pi} O_9.$$

We present the final results for the QCD corrected matrix elements in the form of Eq. (7). The full set of the diagrams contributing at $O(\alpha_s)$ to the matrix elements

$$M^q_i = \langle d\ell^+\ell^-|O^q_i|b\rangle$$

is shown in Fig. 1. As indicated, the diagrams associated with $O_{1u,c}^1$ and $O_{2u,c}^2$ are topologically identical. They differ only in the color structure. While the matrix elements of the operator $O_{2u,c}^2$ all involve the color structure

$$\sum_a T^a T^a = C_F 1, \quad C_F = \frac{N_c^2 - 1}{2 N_c},$$

there are two possible color structures for the corresponding diagrams of $O_{1u,c}^1$, viz

$$\tau_1 = \sum_{a,b} T^a T^b T^a T^b \quad \text{and} \quad \tau_2 = \sum_{a,b} T^a T^b T^b T^a.$$  

The structure $\tau_1$ appears in diagrams 1a)-d), and $\tau_2$ enters diagrams 1e) and 1f). Using the relation

$$\sum_a T^a_{\alpha\beta} T^a_{\gamma\delta} = -\frac{1}{2 N_c} \delta_{\alpha\beta} \delta_{\gamma\delta} + \frac{1}{2} \delta_{\alpha\delta} \delta_{\beta\gamma},$$

we find that $\tau_1 = C_{\tau_1} 1$ and $\tau_2 = C_{\tau_2} 1$, with

$$C_{\tau_1} = -\frac{N_c^2 - 1}{4 N_c^2} \quad \text{and} \quad C_{\tau_2} = \frac{(N_c^2 - 1)^2}{4 N_c^2}.$$
Inserting $N_c = 3$, the color factors are $C_F = \frac{4}{3}$, $C_{\tau_1} = -\frac{2}{3}$ and $C_{\tau_2} = \frac{16}{9}$. The contributions from $O_1^{u,c}$ are obtained by multiplying those from $O_2^{u,c}$ by the appropriate factors, i.e. by $C_{\tau_1}/C_F = -\frac{1}{6}$ and $C_{\tau_2}/C_F = \frac{4}{9}$, respectively. As the renormalized $\mathcal{O}(\alpha_s)$ contributions of the operators $O_1^u$ and $O_2^u$ are discussed in detail in Ref. [34], we only discuss the calculations of the contributions from $O_1^u$ and $O_2^u$ to the individual form factors.

The rest of this section is organized as follows: We discuss the calculations of the diagrams 1a)-e) for the operators $O_{1,2}^u$. Notice that all results are given as an expansion in the small quantity $\hat{s} = s/m_b^2$, where $s$ is the invariant mass squared of the lepton pair, and that we keep only terms up to $O(\hat{s}^3)$. After deriving the counterterms that cancel the divergences of the diagrams mentioned above, we present the renormalized contributions to the form factors. We postpone the discussion of diagrams 1f) as it turns out to be more convenient to take them into account when discussing the virtual corrections to $O_9$.

A. Diagrams 1a) and 1b)

The calculation of the contributions to $F_{2,u}^{(7)}$ and $F_{2,u}^{(9)}$ from the diagrams in Figs. 1a) and 1b) opposes no difficulties, as it can be performed by using the Mellin-Barnes approach [48]. Alternatively, one may get the results directly from the corresponding form factors of the $b \to s \ell^+ \ell^-$ transition by taking the limit $m_c \to 0$. The form factors associated with the diagrams in Fig. 1a) are given by

$$F_{2,u}^{(9)}[\alpha] = C_F \cdot \left[ -\frac{2}{27} \epsilon^2 + \left( \frac{1}{\epsilon} + 4 L_\mu \right) \left( -\frac{19}{81} + \frac{4}{27} L_s - \frac{4}{27} i\pi \right) - \frac{8}{27} \epsilon \left( L_s + 1 \right) \right]$$

$$- \frac{16}{27} \left( -\frac{463}{486} - \frac{38 i\pi}{81} + \frac{5 \pi^2}{27} \right) \hat{s} + \left( \frac{1}{27} - \frac{2}{27} L_s \right) \hat{s}^2 + \left( \frac{4}{243} - \frac{8}{81} L_s \right) \hat{s}^3 + \frac{26}{81} L_s + \frac{8}{27} i\pi L_s - \frac{2}{27} L_s^2 ,$$

$$F_{2,u}^{(7)}[\alpha] = C_F \cdot \left[ \frac{1}{27} \left( \frac{1}{\epsilon} + 4 L_\mu \right) + \frac{37}{162} + \frac{2}{27} i\pi + \frac{2}{27} \hat{s} \left( 1 + \hat{s} + \hat{s}^2 \right) L_s \right] ,$$

where

$$L_s = \ln(\hat{s}) \quad \text{and} \quad L_\mu = \ln \left( \frac{\mu}{m_b} \right) .$$
For the sum of the diagrams in Fig. 1b) we find

\[
F_{2,u}^{(9)}[b] = C_F \cdot \left[ -\frac{2}{27} \epsilon^2 + \left( \frac{1}{\epsilon} + 4 L_\mu \right) \left( \frac{1}{81} - \frac{1}{135} \hat{s} - \frac{1}{315} \hat{s}^2 - \frac{4}{8505} \hat{s}^3 \right) - \frac{8}{27} \epsilon L_\mu \\
- \frac{16}{27} L_\mu^2 + \left( \frac{917}{486} - \frac{19 \pi^2}{81} \right) + \frac{172}{225} - \frac{2 \pi^2}{27} \hat{s} \\
+ \left( \frac{871057}{396900} + \frac{2 \pi^2}{9} \right) \hat{s}^2 + \left( -\frac{83573783}{810716300} + \frac{64 \pi^2}{81} \right) \hat{s}^3 \right],
\]  

(11)

\[
F_{2,u}^{(7)}[b] = C_F \cdot \left[ -\frac{5}{27} \epsilon - \frac{20}{27} L_\mu \\
+ \frac{13}{162} + \left( \frac{25}{81} - \frac{\pi^2}{27} \right) \hat{s} + \left( \frac{118}{81} - \frac{4 \pi^2}{27} \right) \hat{s}^2 + \left( \frac{10361}{2835} - \frac{10 \pi^2}{27} \right) \hat{s}^3 \right].
\]  

B. Diagrams 1d)

The computation of the diagrams in Fig. 1d) is by far the most complicated piece in our entire calculation of the \(\mathcal{O}(\alpha_s)\) corrections to the matrix element for \(b \to d \ell^+ \ell^-\). After various unsuccessful attempts, we managed to obtain the result by using the dimension-shifting method [42] (see Appendix A 1), combined with the method of partial integration (see Appendix A 2). Since we want to include the details of the actual calculation, we relegate them to Appendix B. Here, we merely present the final results, viz the contributions to the form factors, which read

\[
F_{2,u}^{(9)}[d] = C_F \cdot \left[ \frac{2}{3 \epsilon^2} + \frac{1}{\epsilon} \left( \frac{5}{3} - \frac{4 L_s}{3} + \frac{8}{3} L_\mu + \frac{4 i \pi}{3} \right) + \frac{16}{3} L_\mu^2 + \frac{7}{6} - 4 L_s \\
+ \frac{2}{3} L_s^2 + 4 i \pi - \frac{4 i \pi}{3} L_s - \pi^2 + \left( \frac{20}{3} - \frac{16}{3} L_s + \frac{16 i \pi}{3} \right) L_\mu \\
+ \left( \frac{2}{3} + \frac{2}{3} L_s - \frac{2}{3} L_s^2 - \frac{2 i \pi}{3} + \frac{4 i \pi}{3} L_s \right) \hat{s} + \left( \frac{2}{3} + 2 L_s - 2 i \pi \right) \hat{s}^2 \\
+ \left( \frac{2}{3} + \frac{10}{3} L_s + \frac{4}{3} L_s^2 - \frac{10 i \pi}{3} - \frac{8 i \pi}{3} L_s \right) \hat{s}^3 \right],
\]  

(12)

\[
F_{2,u}^{(7)}[d] = C_F \cdot \left[ \frac{2}{3 \epsilon} + \frac{7}{3} + \frac{8}{3} L_\mu - \left( \frac{1}{3} - \frac{1}{3} L_s - \frac{1}{3} L_s^2 + \frac{i \pi}{3} + \frac{2 i \pi}{3} L_s \right) \hat{s} \\
- \left( \frac{1}{3} + \frac{1}{3} L_s - \frac{1}{3} L_s^2 - \frac{i \pi}{3} + \frac{2 i \pi}{3} L_s \right) \hat{s}^2 - \left( \frac{1}{3} + L_s - i \pi \right) \hat{s}^3 \right].
\]  

(13)
The calculation of this diagram can be done in a very simple and efficient way. We add the two subdiagrams and integrate out the loop momentum of the virtual gluon. Next we integrate over the remaining loop momentum, being left with a four dimensional Feynman parameter integral. After introducing a single Mellin-Barnes representation of the occurring denominator, the parameter integrals can all be performed. At this level, the result contains Euler Beta-functions involving the Mellin-Barnes parameter. Finally, the Mellin-Barnes integral can be resolved applying the residue theorem, which naturally leads to an expansion in the parameter $\hat{s}$. The contribution of the diagrams in Fig. 1c) to the form factors reads

$$F_{2,u}^{(9)}[c] = C_F \cdot \left[ \frac{2}{3 \epsilon^2} + \frac{1}{\epsilon} \left( \frac{5}{3} - \frac{4 L_s}{3} + \frac{8}{3} L_\mu + \frac{4 i \pi}{3} \right) + \frac{16}{3} L_\mu^2 \right] + \frac{1}{2} - 6 L_s + \frac{2 L_s^2}{3} + \frac{10 i \pi}{3} L_s - \frac{8 i \pi}{3} - \frac{5 \pi^2}{3} \hat{s}^2 + \left( -1 - 2 L_s + \frac{2}{3} L_s^2 + \frac{2 \pi^2}{9} \right) \hat{s}^3$$

$$+ \left( -\frac{41}{27} - \frac{10}{9} L_s + \frac{2}{3} L_s^2 + \frac{2 \pi^2}{9} \right) \hat{s}^4 + \left( \frac{20}{3} + \frac{16 i \pi}{3} - \frac{16}{3} L_s \right) L_\mu \right] , \tag{14}$$

$$F_{2,u}^{(7)}[c] = C_F \cdot \left[ \frac{1}{3 \epsilon} + \frac{5}{2} + \frac{2 i \pi}{3} + \left( \frac{2 L_s}{3} - \frac{L_s^2}{3} - \frac{\pi^2}{9} \right) \hat{s} + \left( \frac{2}{3} - \frac{L_s}{3} - \frac{\pi^2}{9} \right) \hat{s}^2 \right] + \left( \frac{5}{6} - \frac{L_s}{3} - \frac{L_s^2}{3} - \frac{\pi^2}{9} \right) \hat{s}^3 + \frac{4}{3} L_\mu \right] . \tag{15}$$

We also performed the calculation of this diagram in two different, more complicated ways, namely by

- using the building block $J_{\alpha\beta}$ given in [34] and then introducing a double Mellin-Barnes representation,

- using the dimension-shifting and integration-by-parts techniques as explained when discussing the computation of the diagrams in Fig. 1d) (see also Appendices A 1 and A 2).

We found that all three calculations yield the same result and thus serve as an excellent check for the dimension-shifting approach and for the very complicated double Mellin-Barnes calculation.
D. Diagrams 1e)

The diagrams in Fig. 1e) may again be solved in two ways. The first way is to use the large external momentum expansion technique [48]. The second possibility is to apply the dimension-shifting and integration-by-parts procedure [42] also for this diagram. We do without presenting the calculation and merely give the results for the contributions to the form factors.

\[ F_{2,u}^{(0)}[e] = C_F \cdot \left[ -\frac{2}{3} \left( \frac{1}{\epsilon} + 4 L_\mu \right) - \frac{49}{9} \frac{i\pi}{3} + \frac{4}{3} L_s + \frac{16}{3} \zeta(3) \right], \]  

\[ F_{2,u}^{(7)}[e] = 0. \]

E. \( \mathcal{O}(\alpha_s) \) counterterms to \( \langle d \ell^+ \ell^- | O_{1,2}^{u,c} | b \rangle \)

So far, we have calculated the two-loop matrix elements \( \langle d \ell^+ \ell^- | C_i O_i^q | b \rangle \) \((i = 1, 2; q = u, c)\). As the operators mix under renormalization, there are additional contributions proportional to \( C_i \). These counterterms arise from the matrix elements of the operators

\[ \sum_{j=1}^{2} \delta Z_{ij} (O_{i}^{u} + O_{j}^{c}) + \sum_{j=3}^{10} \delta Z_{ij} O_{j} + \sum_{j=11}^{12} \delta Z_{ij} (O_{i}^{u} + O_{j}^{c}), \quad i = 1, 2, \]

where the operators \( O_{1}^{u} - O_{10}^{u} \) are given in Eq. (2). \( O_{11}^{u,c} \) and \( O_{12}^{u,c} \) are evanescent operators, i.e. operators which vanish in \( d = 4 \) dimensions. In principle, there is some freedom in the choice of the evanescent operators. However, as we want to combine our matrix elements with the Wilson coefficients calculated by Bobeth et al. [32], we have to use the same definitions:

\[ O_{11}^{u} = (\bar{d}_L \gamma_\mu \gamma_\nu \gamma_\sigma T^a u_L) (\bar{u}_L \gamma^\mu \gamma^\nu \gamma^\sigma b_L) - 16 O_{1}^{u}, \]

\[ O_{12}^{u} = (\bar{d}_L \gamma_\mu \gamma_\nu \gamma_\sigma u_L) (\bar{u}_L \gamma^\mu \gamma^\nu \gamma^\sigma b_L) - 16 O_{2}^{u}, \]

\[ O_{11}^{c} = (\bar{d}_L \gamma_\mu \gamma_\nu \gamma_\sigma c_L) (\bar{c}_L \gamma^\mu \gamma^\nu \gamma^\sigma b_L) - 16 O_{1}^{c}, \]

\[ O_{12}^{c} = (\bar{d}_L \gamma_\mu \gamma_\nu \gamma_\sigma c_L) (\bar{c}_L \gamma^\mu \gamma^\nu \gamma^\sigma b_L) - 16 O_{2}^{c}. \]

The operator renormalization constants \( Z_{ij} = \delta_{ij} + \delta Z_{ij} \) are of the form

\[ \delta Z_{ij} = \frac{\alpha_s}{4\pi} \left( a_{ij}^{01} + \frac{1}{\epsilon} a_{ij}^{11} \right) + \frac{\alpha_s^2}{(4\pi)^2} \left( a_{ij}^{02} + \frac{1}{\epsilon} a_{ij}^{12} + \frac{1}{\epsilon^2} a_{ij}^{22} \right) + \mathcal{O}(\alpha_s^3). \]
The coefficients $a_{ij}^{lm}$ needed for our calculation we take from Refs. [32, 34] and list them for $i = 1, 2$ and $j = 1, \ldots, 12$: 

$$
\hat{a}^{11} = \begin{pmatrix}
-2 & \frac{4}{3} & 0 & -\frac{1}{9} & 0 & 0 & 0 & 0 & -\frac{16}{27} & 0 & \frac{5}{12} & \frac{2}{9} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -\frac{4}{9} & 0 & 1 & 0
\end{pmatrix}, \tag{20}
$$

where $j$ runs over the four-quark operators. The operators $O_j^u$ are understood to be identified with $O_j$ for $j = 3, 4, 5, 6$. As certain entries of $\hat{a}^{11}$ are zero, only the one-loop matrix elements of $O_1^{u,c}, O_2^{u,c}, O_4^{u,c}, O_{11}^{u,c}$ and $O_{12}^{u,c}$ are needed. In order to keep the presentation transparent, we relegate their explicit form to Appendix D. We do not repeat the renormalization of the $O_1^c$ and $O_2^c$ contributions at this place and refer to [34].

There is a counterterm related to the two-loop mixing of $O_i^u$ ($i = 1, 2$) into $O_7$, followed by taking the tree-level matrix element $\langle d \ell^+ \ell^- | O_7 | b \rangle$. Denoting the corresponding contribution to the counterterm form factors by $F^{\text{ct}(7)}_{i,u \rightarrow 4\text{quark}}$ and $F^{\text{ct}(9)}_{i,u \rightarrow 4\text{quark}}$, we obtain

$$
F^{\text{ct}(7)}_{i,u \rightarrow 7} = -\frac{a_{ij}^{12}}{\epsilon}, \quad F^{\text{ct}(9)}_{i,u \rightarrow 7} = 0. \tag{23}
$$

The counterterms which are related to the mixing of $O_i^u$ ($i = 1, 2$) into $O_9$ can be split into two classes: The first class consists of the one-loop mixing $O_i^u \rightarrow O_9$, followed by taking the one-loop corrected matrix element of $O_9$. It is obvious that this class contributes to the renormalization of diagram 1f), which we take into account when discussing the virtual corrections to $O_9$. We proceed in the same way with the corresponding counterterm.

The second class of counterterm contributions due to $O_i^u \rightarrow O_9$ mixing is generated by two-loop mixing of $O_2^u$ into $O_9$ as well as by one-loop mixing and one-loop renormalization of
the $g_s$ factor in the definition of the operator $O_9$. We denote the corresponding contribution to the counterterm form factors by $F_{i,u \to 9}^{\text{ct}(7)}$ and $F_{i,u \to 9}^{\text{ct}(9)}$. We obtain

$$F_{i,u \to 9}^{\text{ct}(9)} = - \left( \frac{a_{22}^{g_s}}{\epsilon^2} + \frac{a_{12}^{g_s}}{\epsilon} \right) - \frac{a_{11}^{g_s}}{\epsilon^2} \beta_0, \quad F_{i,u \to 9}^{\text{ct}(7)} = 0,$$

(24)

where we used the renormalization constant $Z_{g_s}$ given by

$$Z_{g_s} = 1 - \frac{\alpha_s}{4\pi} \frac{\beta_0}{2 \epsilon}, \quad \beta_0 = 11 - \frac{2}{3} N_f, \quad N_f = 5.$$

(25)

The total counterterms $F_{i,u}^{\text{ct}(j)}$ ($i = 1, 2; j = 7, 9$), which renormalize diagrams 1a)–1e), are given by

$$F_{i,u}^{\text{ct}(j)} = F_{i,u \to 4\text{quark}}^{\text{ct}(j)} + F_{i,u \to 7}^{\text{ct}(j)} + F_{i,u \to 9}^{\text{ct}(j)}.$$

(26)

Explicitly they read

$$F_{2,u}^{\text{ct}(9)} = - F_{2,u \to \text{div}}^{(9)} - \frac{8}{25515} \left[ 2870 - 6300 \pi^2 - 420 i \pi + 126 \hat{s} - \hat{s}^3 \right]$$

$$+ \frac{8}{25515} \left[ -420 - 21420 i \pi + 252 \hat{s} + 27 \hat{s}^2 + 4 \hat{s}^3 \right] L_\mu,
$$

$$- \frac{136}{81} L_s^2 + \left[ \frac{16}{243} (-2 + 51 i \pi) + \frac{544}{81} L_\mu \right] L_s - \frac{512}{81} L_\mu^2,$$

$$F_{2,u}^{\text{ct}(7)} = - F_{2,u \to \text{div}}^{(7)} + \frac{2}{2835} \left( 840 L_\mu + 70 \hat{s} + 7 \hat{s}^2 + \hat{s}^3 \right),$$

$$F_{1,u}^{\text{ct}(9)} = - F_{1,u \to \text{div}}^{(9)} + \frac{4}{76545} \left[ 59570 - 6300 \pi^2 + 33600 i \pi + 126 \hat{s} - \hat{s}^3 \right]$$

$$+ \frac{4}{76545} \left[ 68460 + 21420 i \pi - 252 \hat{s} - 27 \hat{s}^2 - 4 \hat{s}^3 \right] L_\mu,$$

$$+ \frac{68}{243} L_s^2 - \left[ \frac{8}{729} (160 + 51 i \pi) + \frac{272}{243} L_\mu \right] L_s + \frac{256}{243} L_\mu^2,$$

$$F_{1,u}^{\text{ct}(7)} = - F_{1,u \to \text{div}}^{(7)} - \frac{1}{8505} \left( 840 L_\mu + 70 \hat{s} + 7 \hat{s}^2 + \hat{s}^3 \right).$$
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The quantities $F_{i,u,\text{div}}^{(j)} (i = 1, 2; j = 7, 9)$ compensate the divergent parts of the form factors associated with the virtual corrections to $O_{1,2}^u$. They are given by

$$
F_{2,u,\text{div}}^{(9)} = \frac{128}{81} \epsilon^2 + \frac{4}{25515} \epsilon \left[ 20790 + 21420 i\pi - 252 \hat{s} - 27 s^2 - 4 s^3 \right] + \frac{16}{81} \epsilon (32 L_\mu - 17 L_s),
$$

$$
F_{2,u,\text{div}}^{(7)} = \frac{92}{81} \epsilon,
$$

$$
F_{1,u,\text{div}}^{(9)} = -\frac{64}{243} \epsilon^2 - \frac{2}{76545} \epsilon \left[ 71820 + 21420 i\pi - 252 \hat{s} - 27 s^2 - 4 s^3 \right] - \frac{8}{243} \epsilon (32 L_\mu - 17 L_s),
$$

$$
F_{1,u,\text{div}}^{(7)} = -\frac{46}{243} \epsilon.
$$

As mentioned before, we will take diagram 1f) into account only in Section IV. The same holds for the counterterms associated with the $b$- and $d$-quark wave function renormalization and, as stated earlier in this subsection, the $O(\alpha_s)$ correction to the matrix element of $\delta Z_{10} O_9$. The sum of these contributions is

$$
\delta \bar{Z}_\psi \langle O_{1,2}^u \rangle_{1\text{-loop}} + \frac{\alpha_s}{4\pi} \frac{a_{11}^{\mu}}{\epsilon} \left[ \delta \bar{Z}_\psi \langle O_9 \rangle_{\text{tree}} + \langle O_9 \rangle_{1\text{-loop}} \right], \quad \delta \bar{Z}_\psi = \sqrt{Z_\psi(m_b) Z_\psi(m_d)} - 1,
$$

and provides the counterterm that renormalizes diagram 1f). We use on-shell renormalization for the external $b$- and $d$-quark. In this scheme the field strength renormalization constants are given by

$$
Z_\psi(m) = 1 - \frac{\alpha_s}{4\pi} \frac{4}{3} \left( \frac{\mu}{m} \right)^{2\epsilon} \left( \frac{1}{\epsilon} + \frac{2}{\epsilon_{\text{IR}}} + 4 \right).
$$

So far, we have discussed the counterterms which renormalize the $O(\alpha_s)$ corrected matrix elements $\langle d \ell^+ \ell^- | O_i^u | b \rangle$ ($i = 1, 2$). The corresponding one-loop matrix elements [of $O(\alpha_s^0)$] are renormalized by adding the counterterms

$$
\frac{\alpha_s}{4\pi} \frac{a_{11}^{\mu}}{\epsilon} \langle O_9 \rangle_{\text{tree}}.
$$

**F. Renormalized form factors of $O_{1}^u$ and $O_{2}^u$**

We now have all ingredients necessary to present the renormalized form factors associated with the operators $O_{1}^u$ and $O_{2}^u$. We stress again that only the contributions of the
diagrams 1a)-e) and the counterterms discussed in Subsection III E are accounted for in the result below. Diagram 1f) and associated counterterms will be included in the discussion of the virtual corrections to $O_9$. We decompose the renormalized matrix elements of $O_i$ ($i = 1, 2$) as

$$
\langle d \ell^+ \ell^- | O_i^{(9)} | b \rangle = -\frac{\alpha_s}{4\pi} \left[ F_{i,u}^{(9)} \langle \tilde{O}_9 \rangle_{\text{tree}} + F_{i,u}^{(7)} \langle \tilde{O}_7 \rangle_{\text{tree}} \right],
$$

where the operators $\tilde{O}_7$ and $\tilde{O}_9$ are defined in Eq. (8). The renormalized form factors read:

$$
F_{1,u}^{(7)} = \frac{-833}{729} - \frac{208}{243} L_\mu - \frac{40i\pi}{243} + \left( -\frac{2}{729} - \frac{58}{243} L_s + \frac{2i\pi}{27} + \frac{4i\pi}{27} L_s + \frac{8\pi^2}{243} \right) \hat{s} + \left( -\frac{1453}{3645} + \frac{14}{243} L_s - \frac{2i\pi}{27} + \frac{4i\pi}{27} L_s + \frac{14\pi^2}{243} \right) \hat{s}^2 + \left( -\frac{4712}{5103} + \frac{68}{243} L_s + \frac{2i\pi}{27} L_s - \frac{2i\pi}{9} + \frac{26\pi^2}{243} \right) \hat{s}^3,
$$

$$
F_{1,u}^{(9)} = \frac{-1736}{243} + \frac{224}{81} L_s - \frac{2864}{729} L_\mu + \frac{272}{243} L_s L_\mu - \frac{256}{243} L_\mu^2 - \frac{520i\pi}{243} + \frac{64i\pi}{243} L_s - \frac{272i\pi}{243} L_\mu + \frac{200\pi^2}{243} + \frac{256}{27} \zeta(3) + \left( -\frac{338}{675} + \frac{20}{27} L_s - \frac{16}{1215} L_\mu + \frac{4i\pi}{27} \frac{8i\pi}{27} L_s - \frac{8\pi^2}{243} \right) \hat{s} + \left( \frac{1018057}{1786050} + \frac{4}{243} L_s - \frac{4}{27} L_s^2 + \frac{4}{2835} L_\mu + \frac{4i\pi}{9} \frac{8\pi^2}{81} \right) \hat{s}^2 + \left( \frac{92876363}{48223350} - \frac{344}{729} L_s - \frac{4}{9} L_s^2 + \frac{16}{76545} L_\mu + \frac{20i\pi}{27} \frac{16i\pi}{27} L_s - \frac{164\pi^2}{729} \right) \hat{s}^3,
$$

$$
F_{2,u}^{(7)} = \frac{1666}{243} + \frac{416}{81} L_\mu + \frac{80i\pi}{81} + \left( \frac{4}{243} + \frac{116}{81} L_s - \frac{4i\pi}{9} - \frac{8i\pi}{9} L_s - \frac{16\pi^2}{81} \right) \hat{s} + \left( \frac{2906}{1215} + \frac{28}{81} L_s + \frac{4i\pi}{9} - \frac{8i\pi}{9} L_s - \frac{28\pi^2}{81} \right) \hat{s}^2 + \left( \frac{9424}{1701} - \frac{136}{81} L_\mu - \frac{4}{9} L_\mu^2 + \frac{4i\pi}{3} - \frac{52\pi^2}{81} \right) \hat{s}^3,
$$

$$
F_{2,u}^{(9)} = \frac{-380}{81} + \frac{304}{27} L_s + \frac{3136}{243} L_\mu - \frac{544}{81} L_s L_\mu + \frac{512}{81} L_\mu^2 + \frac{608i\pi}{81} - \frac{128i\pi}{81} L_s + \frac{544i\pi}{81} L_\mu - \frac{400\pi^2}{243} + \frac{64}{9} \zeta(3) + \left( \frac{776}{225} - \frac{40}{405} L_s - \frac{8i\pi}{9} - \frac{8i\pi}{9} L_\mu - \frac{16\pi^2}{9} \right) \hat{s} + \left( \frac{-1018057}{297675} - \frac{8}{81} L_s + \frac{8}{9} L_s^2 - \frac{8}{9} L_\mu - \frac{8i\pi}{3} + \frac{16\pi^2}{27} \right) \hat{s}^2 + \left( \frac{-92876363}{8037225} + \frac{688}{243} L_s + \frac{8}{3} L_s^2 - \frac{32}{25515} L_\mu - \frac{40i\pi}{9} - \frac{32i\pi}{9} L_s + \frac{328\pi^2}{243} \right) \hat{s}^3,
$$
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with
\[ L_s = \ln(\hat{s}) \quad \text{and} \quad L_\mu = \ln\left(\frac{\mu}{m_b}\right). \]
As has been mentioned before, we only include terms up to \( O(\hat{s}^3) \) in the result. We checked, however, that the terms of order \( \hat{s}^4 \) are numerically negligible.

IV. VIRTUAL CORRECTIONS TO THE MATRIX ELEMENTS OF THE OPERATORS \( O_7, O_8, O_9 \) AND \( O_{10} \)

The virtual corrections to the matrix elements of \( O_7, O_8, O_9 \) and \( O_{10} \) and their renormalization are discussed in detail in Refs. [34, 50]. For completeness we list the results of the renormalized matrix elements. They may all be decomposed according to
\[
\langle d \ell^+ \ell^- | C_i O_i | b \rangle = \bar{C}_i^{(0)} \left( -\frac{\alpha_s}{4\pi} \right) \left[ F_i^{(9)} \langle \bar{O}_9 \rangle_{\text{tree}} + F_i^{(7)} \langle \bar{O}_7 \rangle_{\text{tree}} \right],
\]
where
\[
\bar{O}_i = \frac{\alpha_s}{4\pi} O_i,
\]
\[
\bar{C}_7^{(0)} = C_7^{(1)}, \quad \bar{C}_8^{(0)} = C_8^{(1)},
\]
\[
\bar{C}_9^{(0)} = \frac{4\pi}{\alpha_s} \left( C_9^{(0)} + \frac{\alpha_s}{4\pi} C_9^{(1)} \right) \quad \text{and} \quad \bar{C}_{10}^{(0)} = C_{10}^{(1)}.
\]

A. Renormalized matrix element of \( O_7 \)

The renormalized corrections to the form factors \( F_i^{(9)} \) and \( F_i^{(7)} \) are given by
\[
F_i^{(9)} = -\frac{16}{3} \left( 1 + \frac{1}{2} \hat{s} + \frac{1}{3} \hat{s}^2 + \frac{1}{4} \hat{s}^3 \right), \tag{36}
\]
\[
F_i^{(7)} = \frac{32}{3} L_\mu + \frac{32}{3} + 8 \hat{s} + 6 \hat{s}^2 + \frac{128}{27} \hat{s}^3 + f_{\text{inf}}. \tag{37}
\]
The function \( f_{\text{inf}} \) collects the infrared- and collinear singular parts:
\[
f_{\text{inf}} = \frac{\left[ \frac{\mu}{m_b} \right]^{2\epsilon}}{\epsilon_{\text{IR}}} \left( 1 + \hat{s} + \frac{1}{2} \hat{s}^2 + \frac{1}{3} \hat{s}^3 \right) + \frac{\left[ \frac{\mu}{m_b} \right]^{2\epsilon}}{\epsilon_{\text{IR}}} \left[ \frac{4}{3} \ln(r) + \frac{2}{3} \ln(r) - \frac{2}{3} \ln^2(r) \right], \tag{38}
\]
where \( \epsilon_{\text{IR}} \) and \( r = (m_d^2/m_b^2) \) regularize the infrared- and collinear singularities, respectively.
B. Renormalized matrix element of the operator $O_8$

The renormalized corrections to the form factors of the matrix element of $O_8$ are

$$F^{(9)}_8 = \frac{104}{9} - \frac{32}{27} \pi^2 + \left(\frac{1184}{27} - \frac{40}{9} \pi^2\right) \hat{s} + \left(\frac{14212}{135} - \frac{32}{3} \pi^2\right) \hat{s}^2$$

$$+ \left(\frac{193444}{945} - \frac{560}{27} \pi^2\right) \hat{s}^3 + \frac{16}{9} L_\mu \left(1 + \hat{s} + \hat{s}^2 + \hat{s}^3\right),$$

$$F^{(7)}_8 = -\frac{32}{9} L_\mu + \frac{8}{27} \pi^2 - \frac{44}{9} - \frac{8}{9} i \pi + \left(\frac{4}{3} \pi^2 - \frac{40}{3}\right) \hat{s} + \left(\frac{32}{9} \pi^2 - \frac{316}{9}\right) \hat{s}^2$$

$$+ \left(\frac{200}{27} \pi^2 - \frac{658}{9}\right) \hat{s}^3 - \frac{8}{9} L_\mu \left(\hat{s} + \hat{s}^2 + \hat{s}^3\right).$$

C. Renormalized matrix element of $O_9$ and $O_{10}$

The renormalized matrix elements of $O_9$ and $O_{10}$, finally, are described by the form factors

$$F^{(9)}_9 = \frac{16}{3} + \frac{20}{3} \hat{s} + \frac{16}{3} \hat{s}^2 + \frac{116}{27} \hat{s}^3 + f_{\text{inf}},$$

$$F^{(7)}_9 = -\frac{2}{3} \hat{s} \left(1 + \frac{1}{2} \hat{s} + \frac{1}{3} \hat{s}^2\right),$$

$$F^{(9)}_{10} = F^{(9)}_9,$$

$$F^{(7)}_{10} = F^{(7)}_9,$$

where $f_{\text{inf}}$ is defined in Eq. (38).

The contribution of the renormalized diagrams 1f), which have been omitted so far, is properly included by modifying $\tilde{C}^{(0)}_9$ as follows:

$$\tilde{C}^{(0)}_9 \rightarrow \tilde{C}^{(0,\text{mod})}_9 = \tilde{C}^{(0)}_9 - \frac{1}{\xi_t} \left(C_2^{(0)} + \frac{4}{3} C_1^{(0)}\right) (\xi_u H_0(0) + \xi_c H_0(z)).$$

For $\hat{s} < 4z$ ($z = m_\xi^2/m_b^2$) the loop function $H_0(z)$ can be expanded in terms of $\hat{s}/(4z)$. We give the expansion of $H_0(z)$ as well as the result for $H_0(0)$:

$$H_0(z) = \frac{1}{2835} \left[-1260 + 2520 \ln\left(\frac{\mu}{m_\xi}\right) + 1008 \left(\frac{\hat{s}}{4z}\right)^2 + 432 \left(\frac{\hat{s}}{4z}\right)^3 + 256 \left(\frac{\hat{s}}{4z}\right)^4\right],$$

$$H_0(0) = \frac{8}{27} - \frac{4}{9} \ln(\hat{s}) + \frac{4}{9} i \pi + \frac{8}{9} L_\mu.$$
V. CORRECTIONS TO THE DECAY WIDTH $B \to X_d \ell^+ \ell^-$

The decay width differential in $\hat{s}$ can be written as

$$
\frac{d\Gamma(b \to X_d \ell^+ \ell^-)}{d\hat{s}} = \left( \frac{\alpha_{em}}{4\pi} \right)^2 \frac{G_F^2 m_b^{5\text{pole}} |\hat{s}_t|^2}{48\pi^3} (1 - \hat{s})^2 \left\{ (1 + 2\hat{s}) \left( |\tilde{C}_{9\text{eff}}|^2 + |\tilde{C}_{10\text{eff}}|^2 \right) + 4(1 + 2/\hat{s}) |\tilde{C}_7\text{eff}|^2 + 12 \text{Re} \left( \tilde{C}_7\text{eff} \tilde{C}_9\text{eff}^* \right) \right\}
+ \frac{d\Gamma_{\text{Brems, A}}}{d\hat{s}} + \frac{d\Gamma_{\text{Brems, B}}}{d\hat{s}}.
$$

(46)

The last two terms in Eq. (46) correspond to certain finite bremsstrahlung contributions specified in Appendix E. Their result can also be found in this appendix. All other corrections have been absorbed into the effective Wilson coefficients $\tilde{C}_7\text{eff}$, $\tilde{C}_9\text{eff}$ and $\tilde{C}_{10\text{eff}}$. We follow [32, 34, 50] and write the effective Wilson coefficients as

$$
\tilde{C}_9\text{eff} = \left( 1 + \frac{\alpha_s(\mu)}{\pi} \omega_9(\hat{s}) \right) A_9 - \frac{\xi_c}{\xi_t} T_{9a} h(z, \hat{s}) - \frac{\xi_u}{\xi_t} T_{9a} h(0, \hat{s}) + T_{9b} h(z, \hat{s}) + U_9 h(1, \hat{s}) + W_9 h(0, \hat{s})
+ \frac{\alpha_s(\mu)}{4\pi} \left( \frac{\xi_u}{\xi_t} \left( C^{(8)}_{1,1} F^{(8)}_{1,u} + C^{(8)}_{2,2} F^{(8)}_{2,u} \right) + \frac{\xi_c}{\xi_t} \left( C^{(8)}_{1,1} F^{(8)}_{1,c} + C^{(8)}_{2,2} F^{(8)}_{2,c} \right) - A^{(8)} F^{(8)}_8 \right),
$$

(47)

$$
\tilde{C}_7\text{eff} = \left( 1 + \frac{\alpha_s(\mu)}{\pi} \omega_7(\hat{s}) \right) A_7
+ \frac{\alpha_s(\mu)}{4\pi} \left( \frac{\xi_u}{\xi_t} \left( C^{(8)}_{1,1} F^{(8)}_{1,u} + C^{(8)}_{2,2} F^{(8)}_{2,u} \right) + \frac{\xi_c}{\xi_t} \left( C^{(8)}_{1,1} F^{(8)}_{1,c} + C^{(8)}_{2,2} F^{(8)}_{2,c} \right) - A^{(8)} F^{(8)}_8 \right),
$$

$$
\tilde{C}_{10\text{eff}} = \left( 1 + \frac{\alpha_s(\mu)}{\pi} \omega_9(\hat{s}) \right) A_{10},
$$

where we have provided the necessary modification to account for the CKM structure of $b \to d \ell^+ \ell^-$. The renormalized form factors $F^{(8,9)}_{1,u}$ and $F^{(8,9)}_{2,u}$ and can be found in Section III F while the renormalized form factors $F^{(8,9)}_{1,c}$, $F^{(8,9)}_{2,c}$ and $F^{(8,9)}_8$ are given in [34, 50]. The functions $\omega_7(\hat{s})$ and $\omega_9(\hat{s})$ encapsulate the interference between the tree-level and the one-loop matrix elements of $O_7$ and $O_{9,10}$ and the corresponding bremsstrahlung corrections, which cancel the infrared- and collinear divergences appearing in the virtual corrections. When calculating the decay width (46), we retain only terms linear in $\alpha_s$ (and thus in $\omega_7$, $\omega_9$) in the expressions for $|\tilde{C}_{7\text{eff}}|^2$, $|\tilde{C}_{9\text{eff}}|^2$ and $|\tilde{C}_{10\text{eff}}|^2$. Accordingly, we drop terms of
\( \mathcal{O}(\alpha_s^2) \) in the interference term \( \text{Re} \left( \tilde{C}_{7}^{\text{eff}} \tilde{C}_{9}^{\text{eff}} \right) \), too, where by construction one has to make the replacements \( \omega_9 \rightarrow \omega_{79} \) and \( \omega_7 \rightarrow \omega_{79} \) in this term. The function \( \omega_9 \) has already been calculated in [32], where also the exact expression for \( h(\hat{s}, z) \) can be found. For the functions \( \omega_7 \) and \( \omega_{79} \) and more information on the cancellation of infrared- and collinear divergences we refer to [34].

The auxiliary quantities \( A_7, A_9, A_{10}, T_{9a}, T_{9b}, U_9 \) and \( W_9 \) are the following linear combinations of the Wilson coefficients \( C_i(\mu) \):

\[
A_7 = \frac{4\pi}{\alpha_s(\mu)} C_7(\mu) - \frac{1}{3} C_3(\mu) - \frac{4}{9} C_4(\mu) - \frac{20}{3} C_5(\mu) - \frac{80}{9} C_6(\mu),
\]

\[
A_8 = \frac{4\pi}{\alpha_s(\mu)} C_8(\mu) + C_3(\mu) - \frac{1}{6} C_4(\mu) + 20 C_5(\mu) - \frac{10}{3} C_6(\mu),
\]

\[
A_9 = \frac{4\pi}{\alpha_s(\mu)} C_9(\mu) + \frac{4}{3} C_3(\mu) + \frac{64}{9} C_5(\mu) + \frac{64}{27} C_6(\mu)
+ \left[ \frac{\xi_u + \xi_c}{-\xi_t} \left( C_1(\mu) \gamma_{19}^{(0)} + C_2(\mu) \gamma_{29}^{(0)} \right) + \sum_{i=3}^{6} C_i(\mu) \gamma_{i9}^{(0)} \right] \ln \left( \frac{m_b}{\mu} \right),
\]

\[
A_{10} = \frac{4\pi}{\alpha_s(\mu)} C_{10}(\mu),
\]

\[
T_{9a} = \frac{4}{3} C_1(\mu) + C_2(\mu),
\]

\[
T_{9b} = 6 C_3(\mu) + 60 C_5(\mu),
\]

\[
U_9 = -\frac{7}{2} C_3(\mu) - \frac{2}{3} C_4(\mu) - 38 C_5(\mu) - \frac{32}{3} C_6(\mu),
\]

\[
W_9 = -\frac{1}{2} C_3(\mu) - \frac{2}{3} C_4(\mu) - 8 C_5(\mu) - \frac{32}{3} C_6(\mu).
\]

In these definitions we also include some diagrams induced by \( O_{3,4,5,6} \) insertions, viz the \( \mathcal{O}(\alpha_s^0) \) contributions, the diagrams of topology 1f) and those bremsstrahlung diagrams where the gluon is emitted from the \( b- \) or \( d- \) quark line (cf [35]).

For completeness, we give in Table I numerical values for \( C_1, C_2, A_7, A_8, A_9, A_{10}, T_{9a}, T_{9b}, U_9 \) and \( W_9 \) at three different values of the renormalization scale \( \mu \). We note that the recently calculated contributions [33] to the anomalous dimension matrix which correspond to the three-loop mixings of the four-quark operators into \( O_9 \) have been included by adopting the procedure described in Appendix C. As can be seen in Table I, some of the entries have a very small amount of significant digits. In our numerical analysis presented in Section VI we work with a much higher accuracy.
\[
\begin{align*}
\alpha_s & = 0.267 & \mu = 2.5 \text{ GeV} & 0.215 & \mu = 5 \text{ GeV} & 0.180 & \mu = 10 \text{ GeV} \\
(C_1^{(0)}, C_1^{(1)}) & = (-0.696, 0.240) & (-0.486, 0.206) & (-0.326, 0.184) \\
(C_2^{(0)}, C_2^{(1)}) & = (1.046, -0.276) & (1.023, -0.017) & (1.011, -0.010) \\
(A_7^{(0)}, A_7^{(1)}) & = (-0.360, 0.032) & (-0.321, 0.018) & (-0.287, 0.009) \\
(A_8^{(0)}, A_8^{(1)}) & = (-0.169, -0.015) & (-0.153, -0.013) & (-0.140, -0.012) \\
(A_9^{(0)}, A_9^{(1)}) & = (4.241, -0.091) & (4.128, 0.066) & (4.131, 0.190) \\
(T_{9a}^{(0)}, T_{9a}^{(1)}) & = (0.118, 0.292) & (0.376, 0.258) & (0.577, 0.235) \\
(T_{9b}^{(0)}, T_{9b}^{(1)}) & = (-0.003, -0.013) & (-0.001, -0.007) & (0.000, -0.004) \\
(U_9^{(0)}, U_9^{(1)}) & = (0.045, 0.023) & (0.033, 0.015) & (0.022, 0.010) \\
(W_9^{(0)}, W_9^{(1)}) & = (0.044, 0.016) & (0.032, 0.012) & (0.022, 0.009) \\
(A_{10}^{(0)}, A_{10}^{(1)}) & = (-4.373, 0.135) & (-4.373, 0.135) & (-4.373, 0.135)
\end{align*}
\]

TABLE I: Coefficients appearing in Eq. (48) for \( \mu = 2.5 \text{ GeV} \), \( \mu = 5 \text{ GeV} \) and \( \mu = 10 \text{ GeV} \). For \( \alpha_s(\mu) \) (in the \( \overline{\text{MS}} \) scheme) we used the two-loop expression with 5 flavors and \( \alpha_s(m_Z) = 0.119 \). The entries correspond to the pole top quark mass \( m_t = 174 \text{ GeV} \). The matching for the top and for the charm contribution was performed at a scale of 120 GeV and 80 GeV, respectively \([32]\). The superscript (0) refers to lowest order quantities, while the superscript (1) denotes the correction terms of order \( \alpha_s \), i.e. \( X = X^{(0)} + X^{(1)} \) with \( X = C, A, T, U, W \). Note that the contributions calculated recently in Ref. \([33]\) are included. These contributions only affect the entries for \( A_9^{(1)} \).

VI. PHENOMENOLOGICAL ANALYSIS

As the main point of this paper is the calculation of the NNLL corrections to the process \( b \to X_d \ell^+ \ell^- \), we keep the phenomenological analysis rather short. In the following we investigate the impact of the NNLL corrections on three observables: the branching ratio, the CP asymmetry and the normalized forward-backward asymmetry. As our main point is to illustrate the differences between NLL and NNLL results, we do not include power corrections (and/or effects from resonances), postponing this to future studies.

Since the decay width given in Eq. (46) suffers from a large uncertainty due to the factor
\( m_{b,\text{pole}}^5 \), we follow common practice and introduce the ratio

\[
R_{\text{quark}}(\hat{s}) = \frac{1}{\Gamma(b \rightarrow X_c e \bar{\nu}_e)} \frac{d\Gamma(b \rightarrow X_c e \ell^-)}{ds} + \frac{d\Gamma(\bar{b} \rightarrow X_c \ell^+ \ell^-)}{ds},
\]

in which the factor \( m_{b,\text{pole}}^5 \) drops out. Note that we define \( R_{\text{quark}}(\hat{s}) \) as a charge-conjugate average as this is likely to be the first quantity measured. The expression for the semileptonic decay width \( \Gamma(b \rightarrow X_c e \bar{\nu}_e) \) is as follows:

\[
\Gamma(b \rightarrow X_c e \bar{\nu}_e) = \frac{G_F^2 m_{b,\text{pole}}^5}{192\pi^3} |V_{cb}|^2 \cdot g\left(\frac{m_{c,\text{pole}}^2}{m_{b,\text{pole}}^2}\right) \cdot K\left(\frac{m_c^2}{m_b^2}\right),
\]

where \( g(z) = 1 - 8z + 8z^3 - z^4 - 12z^2 \ln(z) \) is the phase space factor, and

\[
K(z) = 1 - \frac{2\alpha_s(m_b)}{3\pi} \frac{f(z)}{g(z)}
\]

incorporates the next-to-leading QCD correction to the semileptonic decay. The function \( f(z) \) has been given analytically in Ref. [51]:

\[
f(z) = - (1 - z^2) \left( \frac{25}{4} - \frac{239}{3} z + \frac{25}{4} z^2 \right) + z \ln(z) \left( 20 + 90z - \frac{4}{3} z^2 + \frac{17}{3} z^3 \right)
+ z^2 \ln^2(z) (36 + z^2) + (1 - z^2) \left( \frac{17}{3} - \frac{64}{3} z + \frac{17}{3} z^2 \right) \ln(1 - z)
- 4 (1 + 30z^2 + z^4) \ln(z) \ln(1 - z) - (1 + 16z^2 + z^4) \left( 6 \ln(z) - \pi^2 \right)
- 32 z^{3/2} (1 + z) \left[ \pi^2 - 4 \ln(\sqrt{z}) + 4 \ln(-\sqrt{z}) - 2 \ln(z) \ln \left( \frac{1 - \sqrt{z}}{1 + \sqrt{z}} \right) \right].
\]

In the following analysis we write the CKM parameters appearing in \( b \rightarrow X_d \ell^+ \ell^- \) as (neglecting terms of \( \mathcal{O}(\lambda^7) \))

\[
\xi_u = A \lambda^3 (\bar{\rho} - i\bar{\eta}), \quad \xi_t = A \lambda^3 (1 - \bar{\rho} + i\bar{\eta}), \quad \xi_c = -\xi_u - \xi_t,
\]

with \( \bar{\rho} = \rho(1 - \lambda^2/2) \) and \( \bar{\eta} = \eta(1 - \lambda^2/2) \) [52]. For \( V_{cb} \), appearing in the semileptonic decay width, we use \( V_{cb} = A\lambda^2 \). Numerically, we set \( A = 0.81, \lambda = 0.22, \bar{\rho} = 0.22 \) and \( \bar{\eta} = 0.35 \). For the other input parameters we use \( \alpha_s(m_Z) = 0.119, m_t^\text{pole} = 174 \text{ GeV}, \alpha_{em} = 1/133, m_b = 4.8 \text{ GeV}, m_c/m_b = 0.29, m_W = 80.41 \text{ GeV}, m_Z = 91.19 \text{ GeV}, \) and \( \sin^2(\theta_W) = 0.231 \).

In Fig. 2 we show the \( \mu \)-dependence of \( R_{\text{quark}}(\hat{s}) \) for \( 0.05 \leq \hat{s} \leq 0.25 \). The solid lines correspond to the NNLL results, whereas the dashed lines represent the NLL results. We see that, going from NLL to NNLL precision, \( R_{\text{quark}}(\hat{s}) \) is decreased throughout the entire region by about \( 20 - 30\% \). Although the absolute uncertainty due to the \( \mu \)-dependence decreases as well, the relative error remains roughly the same.
FIG. 2: $R_{\text{quark}}(\hat{s})$ as defined in Eq. (49). The solid lines show the NNLL result for $\mu = 2.5, 5.0, 10.0 \text{ GeV}$, whereas the dashed lines show the corresponding result in the NLL approximation. At $\hat{s} = 0.25$ the highest (lowest) curve correspond to $\mu = 10 \text{ GeV}$ ($\mu = 2.5 \text{ GeV}$) both in the NLL and NNLL case.

As mentioned already in the introduction, the region $0.05 \leq \hat{s} \leq 0.25$ is free of resonances, as it lies below the $J/\Psi$ threshold and above the $\rho$ and $\omega$ resonances. The contribution of this region to the decay width (normalized by $\Gamma(b \to X_c e\bar{\nu}_e)$) is therefore well approximated by integrating $R_{\text{quark}}(\hat{s})$ over this interval. At NNLL precision, we get

$$R_{\text{quark}} = \int_{0.05}^{0.25} d\hat{s} R_{\text{quark}}(\hat{s}) = (4.75 \pm 0.25) \times 10^{-7}. \quad (53)$$

The error is obtained by varying the scale $\mu$ between 2.5 GeV and 10 GeV. The corresponding result in NLL precision is $R_{\text{quark}} = (6.29 \pm 0.21) \times 10^{-7}$. The renormalization scale dependence therefore increases from $\sim \pm 3.4\%$ to $\sim \pm 5.3\%$. The reason for this increase can be understood from Fig. 2: While for $0.13 < \hat{s} < 0.25$ the $\mu$ dependence of $R_{\text{quark}}(\hat{s})$ at NNLL and NLL precision is similar, the $\mu$ dependence almost cancels in the NLL case when integrating $\hat{s}$ between 0.05 and 0.13 due to the crossing of the dashed lines in this interval. This cancellation does not happen in the NNLL case, leading to a slightly larger $\mu$-dependence of $R_{\text{quark}}$ at NNLL.
FIG. 3: CP asymmetry: The solid lines show the NNLL result for $\mu = 2.5, 5.0, 10.0$ GeV, whereas the dashed lines show the corresponding result in the NLL approximation. At $\hat{s} = 0.25$ the highest (lowest) curve correspond to $\mu = 10$ GeV ($\mu = 2.5$ GeV) both in the NLL and NNLL case.

As pointed out already, in the process $b \rightarrow X_d \ell^+ \ell^-$ the contribution of the $u$-quark running in the fermion loop is, in contrast to $b \rightarrow X_s \ell^+ \ell^-$, not Cabibbo-suppressed. As a consequence, CP violation effects are much larger in $b \rightarrow X_d \ell^+ \ell^-$. The CP asymmetry $a_{CP}(\hat{s})$ is defined as

$$a_{CP}(\hat{s}) = \frac{d\Gamma(b \rightarrow X_d \ell^+ \ell^-)}{d\hat{s}} - \frac{d\Gamma(\bar{b} \rightarrow X_d \ell^+ \ell^-)}{d\hat{s}} + \frac{d\Gamma(b \rightarrow X_s \ell^+ \ell^-)}{d\hat{s}} - \frac{d\Gamma(\bar{b} \rightarrow X_s \ell^+ \ell^-)}{d\hat{s}}.$$  \hspace{1cm} (54)

In Fig. 3 we show $a_{CP}(\hat{s})$ for $0.05 \leq \hat{s} \leq 0.25$. The solid and dashed lines correspond to the NNLL and NLL results, respectively. We find several differences between the two results: The solid lines are much closer together. Also they cross each other at $\hat{s} \approx 0.11$. Furthermore, the NLL result clearly shows a positive CP asymmetry throughout the entire $\hat{s}$ region considered, while the NNLL lines indicate that $a_{CP}(\hat{s})$ can be both positive and negative, depending on the value of $\hat{s}$. Because of that, it does not make much sense to quantify the relative error due to the $\mu$-dependence. The plot, however, clearly shows that the absolute uncertainty is much smaller in the NNLL result. For NLL results, see also Ref. [53].
We also give the averaged CP asymmetry \( a_{\text{CP}} \) in the region \( 0.05 \leq \hat{s} \leq 0.25 \), defined as

\[
a_{\text{CP}} = \frac{\int_{0.05}^{0.25} d\hat{s} \left( \frac{d\Gamma(b\rightarrow X_d\ell^+\ell^-)}{d\hat{s}} - \frac{d\Gamma(b\rightarrow X_d\ell^+\ell^-)}{d\hat{s}} \right)}{\int_{0.05}^{0.25} d\hat{s} \left( \frac{d\Gamma(b\rightarrow X_d\ell^+\ell^-)}{d\hat{s}} + \frac{d\Gamma(b\rightarrow X_d\ell^+\ell^-)}{d\hat{s}} \right)}.
\]

(55)

Varying \( \mu \) between 2.5 GeV and 10 GeV one obtains the ranges

\[
1.4\% \leq a_{\text{CP}}^{\text{NLL}} \leq 7.7\%, \quad 0.56\% \leq a_{\text{CP}}^{\text{NNLL}} \leq 0.93%.
\]

We now turn to the forward-backward asymmetry. As for \( R_{\text{quark}}(\hat{s}) \), we introduce a CP-averaged version of the normalized forward-backward asymmetry, defined as

\[
\bar{A}_{\text{FB}}(\hat{s}) = \frac{1}{\int d(\cos \theta) \text{sgn}(\cos \theta)} \left( \frac{d^2\Gamma(b\rightarrow X_d\ell^+\ell^-)}{d\hat{s} d(\cos \theta)} + \frac{d^2\Gamma(b\rightarrow X_d\ell^+\ell^-)}{d\hat{s} d(\cos \theta)} \right) ;
\]

(56)

where \( \theta \) is the angle between the three-momenta of the positively charged lepton \( \ell^+ \) and the \( b \)-quark in the rest frame of the lepton pair. The result of the integrals in the numerator of Eq. (56) for the case \( b \rightarrow X_s\ell^+\ell^- \) can be found in [38]. The corresponding result for \( b \rightarrow X_d\ell^+\ell^- \) is, up to different CKM-structures, the same.
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**FIG. 4**: CP-averaged normalized forward-backward asymmetry. The solid lines show the NNLL result for \( \mu = 2.5, 5.0, 10.0 \) GeV, whereas the dashed lines represent the corresponding result in the NLL approximation.
In Fig. 4 we illustrate the \( \mu \)-dependence of \( \bar{A}_{FB}(\hat{s}) \) in the region \( 0 \leq \hat{s} \leq 0.25 \). Again, the solid and dashed lines represent the NNLL and the NLL results, respectively. The reduction of the \( \mu \)-dependence going from NLL to NNLL precision is striking: one can clearly distinguish the three dashed lines, whereas the NNLL lines are on top of each other throughout the region. The position \( \hat{s}_0 \) at which the forward-backward asymmetries vanish, is essentially free of uncertainties due to the variation of \( \mu \): we find \( \hat{s}_0^{\text{NNLL}} = 0.158 \pm 0.001 \). To NLL precision we get \( \hat{s}_0^{\text{NLL}} = 0.145 \pm 0.020 \).

As a last illustration, we show in Fig. 5 the dependence of \( R_{\text{quark}}(\hat{s}) \) on the matching scales. In all the previous plots we used a matching scale of 120 GeV for the top contribution and a matching scale of 80 GeV for the charm contribution. In Fig. 5 the solid line corresponds to this scheme, while the dashed line is obtained by matching both contributions at a scale of 80 GeV. The difference between the two schemes is between 2\% and 4\%.
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**FIG. 5:** \( R_{\text{quark}}(\hat{s}) \) for \( \mu = 5 \text{ GeV} \). The solid line corresponds to matching top and charm contributions at 120 GeV and 80 GeV, respectively. The dashed curve is obtained by matching both contributions at a scale of 80 GeV.

### VII. SUMMARY

In this paper we presented the calculation of virtual and bremsstrahlung corrections of \( \mathcal{O}(\alpha_s) \) to the inclusive semileptonic decay \( b \rightarrow X_d \ell^+ \ell^- \). Genuinely new calculations were necessary to attain the virtual contributions of the operators \( O_1^u \) and \( O_2^u \). Some of the dia-
grams (in particular diagrams 1d) turned out to be more involved than the corresponding diagrams for the $c$-quark contributions. We used dimension-shifting and integration-by-parts techniques to calculate them. The main result of this paper, namely the $u$-quark contributions to the renormalized form factors $F_{1,u}^{(7)}$, $F_{1,u}^{(9)}$, $F_{2,u}^{(7)}$, and $F_{2,u}^{(9)}$, is given in Section III F.

We shortly discussed the numerical impact of our results on various observables in the region $0.05 \leq \hat{s} \leq 0.25$, which is known to be free of resonances. As an example, we found the improvement on the forward-backward asymmetry $\bar{A}_{FB}(\hat{s})$ defined in Eq. (56) to be striking: the NNLL result is almost free of uncertainties due to the $\mu$-dependence.
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APPENDIX A: CALCULATION TECHNIQUES

1. Reducing tensor integrals with dimension-shifting techniques

We follow Ref. [42] and derive a method that allows to express tensor integrals in $D$ dimensions in terms of scalar integrals of higher dimensions.

An arbitrary $L$ loop tensor integral with $N$ internal and $E$ external lines can be written as a linear combination of integrals of the form (suppressing Lorentz indices of $G^{(D)}$)

$$G^{(D)}\left(\{ s_u \}, \{ m^2_v \} \right) = \int \left( \prod_{i=1}^{L} \frac{d^D k_i}{(2 \pi)^D} \right) \prod_{j=1}^{N} P^\nu_{k_j,m_j} \prod_{l=1}^{n_j} k^\mu_{j i} ,$$

where

$$P^\nu_{k,m} = \frac{1}{(k^2 - m^2 + i \epsilon)^\nu} \quad \text{and} \quad \tilde{k}_j = \sum_{n=1}^{L} \omega_{jn} k_n + \sum_{m=1}^{E} \eta_{jm} q_m .$$

$k_i$ and $q_j$ denote the loop and external momenta, respectively. The matrices of incidences of the diagram, $\omega$ and $\eta$, have matrix elements $\omega_{ij}, \eta_{ij} \in \{-1, 0, 1\}$. The quantities $\{ s_u \}$ and $\{ m^2_v \}$ denote a set of scalar invariants formed from the external momenta $q_j$ and a set of squared masses of the internal particles, respectively. Generically, the exponents $\nu_i$ are equal to 1. However, often two or more internal lines are equipped with the same propagator.
This may be taken into account by reducing \( N \) to \( N_{\text{eff}} < N \), thus increasing some of the exponents \( \nu_i \).

Applying the integral representations

\[
\frac{1}{(k^2 - m^2 + i\epsilon)\nu} = \frac{(-i)}{\Gamma(\nu)} \int_0^\infty d\alpha \alpha^{\nu-1} \exp \left[ i\alpha(k^2 - m^2 + i\epsilon) \right]
\]

and

\[
\prod_{l=1}^{n_j} k_j^{\nu_{jl}} = (-i)^{n_j} \prod_{l=1}^{n_j} \frac{\partial}{\partial(a_j)_{\mu_{jl}}} \exp \left[ i(a_j k_j) \right] \bigg|_{a_j=0}
\]

allows us to easily perform the integration over the loop momenta by using the \( D \) dimensional Gaussian integration formula

\[
\int d^D k \exp \left[ i(A k^2 + 2(p k)) \right] = i \left( \frac{\pi}{iA} \right)^{\frac{D}{2}} \exp \left[ -i\frac{p^2}{A} \right].
\]

We find the following parametric representation:

\[
G^{(D)} = iL \left( \frac{1}{4 \pi} \right)^{\frac{D}{2}} \prod_{j=1}^{N} (-i)^{n_j+\nu_j} \prod_{l=1}^{n_j} \frac{\partial}{\partial(a_j)_{\mu_{jl}}} \int_0^\infty \ldots \int_0^\infty \frac{d\alpha_j \alpha_j^{\nu_j-1}}{[D(\alpha)]^{\frac{D}{2}}} \exp \left[ \frac{iQ(\{\bar{s}_i\}, \alpha)}{D(\alpha)} - i \sum_{r=1}^{N} \alpha_r (m_r^2 - i\epsilon) \right] \bigg|_{a_j=0} \quad (A4)
\]

The quantities \( \bar{s}_i \) are scalar invariants involving the external momenta \( q_i \) and the auxiliary momenta \( a_i \). \( D(\alpha) \) arises from the integral representations of the propagators: let \( \vec{k} \) be the \( L \)-dimensional vector that consists of all four-momentum loop vectors. The product of all \( P_{k_j, m_j}^{\nu_j} \) can then be written as

\[
\prod_{j=1}^{N} \prod_{m_j} P_{k_j, m_j}^{\nu_j} = \int_0^\infty \left( \prod_{j=1}^{N} d\alpha_i \right) f(\alpha) \exp \left[ i \left( \vec{k}^T B\vec{k} + (\vec{b}\vec{k}) + c \right) \right],
\]

with \( k_i \)-independent quantities \( f(\alpha), B, \vec{b} \) and \( c \). \( D(\alpha) \) denotes the determinant of the \( L \times L \) matrix \( B \).

The differentiation of \( G^{(D)} \) in Eq. (A4) with respect to \( a_j \) generates products of external momenta, metric tensors \( g_{\mu\nu} \) and polynomials \( R(\alpha) \) and provides an additional factor \( D(\alpha)^{-1} \). Because of

\[
R(\alpha) \exp \left[ -i \sum_{r=1}^{N} \alpha_r m_r^2 \right] = R(i\partial) \exp \left[ -i \sum_{r=1}^{N} \alpha_r m_r^2 \right], \quad \text{with} \quad \partial_j = \frac{\partial}{\partial m_j^2},
\]

28
we may replace the polynomials $R(\alpha)$ with $R(i\partial)$. The additional factor of $1/D(\alpha)$ can be absorbed by a redefinition of $D$, i.e. by shifting $D$ to $D + 2$ and multiplying with a factor $(4i\pi)^L$. The crucial point is that all factors generated by differentiation with respect to $a_j$ may be written as operators which do not depend on the integral representations we have introduced in Eqs. (A2), (A3). Therefore, it is possible to write tensor integrals in momentum space in terms of scalar ones without direct appeal to the parametric representation (A4):

$$\int \left( \prod_{i=1}^{L} \frac{d^Dk_i}{(2\pi)^D} \right) \prod_{j=1}^{N} P_{k_j,m_j}^\nu \prod_{l=1}^{n_j} k_{\mu_j}^l = T(q, \partial, d^+) \int \left( \prod_{i=1}^{L} \frac{d^Dk_i}{(2\pi)^D} \right) \prod_{j=1}^{N} P_{k_j,m_j}^\nu,$$

where the tensor operator $T$ (suppressing its Lorentz indices) is given by

$$T(q, \partial, d^+) = \exp \left[ -iQ(\{\bar{s}_i\}, \alpha) (4i\pi)^L d^+ \right] \left. \times \prod_{j=1}^{N} \prod_{l=1}^{n_j} \frac{\partial}{\partial(a_j)_{\mu_j}} \exp \left[ iQ(\{\bar{s}_i\}, \alpha) (4i\pi)^L d^+ \right] \right|_{a_j=0, \alpha_j=i\partial_j}.$$ (A6)

The operator $d^+$ shifts the space-time dimension of the integral by two units:

$$d^+ G^{(D)}(\{\bar{s}_i\}, \{m_j^2\}) = G^{(D+2)}(\{\bar{s}_i\}, \{m_j^2\}).$$

Notice that throughout the derivation of the tensor operator $T$ the masses $m_j$ must be kept as different parameters. They are set to their original values only in the very end.

2. Integration by parts

According to general rules of $D$ dimensional integration, integrals of the form

$$\int d^Dk_i \frac{\partial}{\partial k^\mu_i} \frac{k_i^\mu}{\prod_{j=1}^{N} \left( k_j^2 - m_j^2 + i\epsilon \right)^{\nu_j}}$$

vanish. There may exist suitable linear combinations

$$\int d^Dk_i \frac{\partial}{\partial k^\mu_i} \frac{\sum c_l k^\mu_l + \sum d_e d^\mu_e}{\prod_{j=1}^{N} \left( k_j^2 - m_j^2 + i\epsilon \right)^{\nu_j}}$$

that lead to recurrence relations connecting the original integral to simpler ones. The task of finding such recurrence relations, however, is in general a nontrivial one. A criterion for irreducibility of multi-loop Feynman integrals is presented in [43]. In [42], the method of
partial integration is combined directly with the technique of reducing tensor integrals by 
means of shifting the space-time dimension.
The integral

$$F(D) = \int d^D l \frac{1}{l^2 \nu_1 \nu_2 \nu_3 \nu_4 \nu_5}$$

enters the calculation of diagrams 1d). At the same time it is a very good example to 
illustrate the integration by parts method. The operators $1^\pm, 2^\pm, \ldots$ are defined through

$$1^\pm I_{\nu_1 \nu_2 \nu_3 \nu_4 \nu_5} = I_{\nu_1 \pm 1 \nu_2 \nu_3 \nu_4 \nu_5}, \ldots.$$  

The present case is especially simple because we only need to calculate one derivative. Using 
the shorthand notation $I_{\nu_1 \nu_2 \nu_3 \nu_4 \nu_5} = I_{\nu_i}$ we get (for $\nu_i > 0 \forall i$):

$$\frac{\partial}{\partial r^\mu} I_{\nu_i} = \left[ D - 2 \nu_2 r^2 2^+ - 2 \nu_3 r(l + r) 3^+ - 2 \nu_5 r(r + p) 5^+ \right] I_{\nu_i}.$$  

Scalar products of the form $(a b)$ we write as $[a^2 + b^2 - (a - b)^2]/2$ and find

$$\frac{\partial}{\partial r^\mu} I_{\nu_i} = \left[ D - 2 \nu_2 - \nu_3 - \nu_5 - \nu_3(2^- - 1^-) 3^+ - \nu_5 2^- 5^+ \right] I_{\nu_i}.$$  

At this stage we might also reduce some of the scalar products by shifting the dimension.
The corresponding procedure is presented e.g. in [42]. In the present case, however, the 
pure integration by parts approach suffices. The identity

$$\int d^D r \frac{\partial}{\partial r^\mu} I_{\nu_i} \equiv 0$$

yields directly the desired recurrence relation for the integral $F(D)_{\nu_1 \nu_2 \nu_3 \nu_4 \nu_5}$:

$$F(D)_{\nu_1 \nu_2 \nu_3 \nu_4 \nu_5} = \frac{\nu_3(2^- - 1^-) 3^+ + \nu_5 2^- 5^+}{D - 2 \nu_2 - \nu_3 - \nu_5} F(D)_{\nu_1 \nu_2 \nu_3 \nu_4 \nu_5}. \quad (A8)$$

Subsequent application of this relation allows to express any integral $F(D)\{\nu_i\}$ with indices 
$\nu_i \in \mathbb{N}^+$ as a sum over integrals $F(D)\{\nu_i\}$ with at least $\nu_1 = 0$ or $\nu_2 = 0$.

The general procedure is the following:

- One expresses suitable scalar products in the numerator of a given Feynman integrand 
in terms of inverse propagators $P_{k,m}$ and cancels them down. It is important to notice
that it is not always the best strategy to try to cancel down as many scalar products as possible. The resulting set of integrals to calculate highly depends on which scalar products one cancels down. The best way is to try a couple of different cancellation schemes and compare the resulting integrals.

- One writes the integral as a sum over tensor integrals of the form (A1) with products of $k_i^\mu$. For each of those integrals the tensor operator $T$ is determined in order to reduce the problem to scalar integrals with shifted space-time dimension.

- One applies appropriate recurrence relations to reduce the number of propagators in the integrals, hoping to be able to solve the remaining integrals.

**APPENDIX B: CALCULATION OF THE DIAGRAMS 1d)**

The contribution of the sum of diagrams 1d) is given by a combination of integrals of the form

$$\int d^D l \ d^D r \ \frac{\prod_{i=1}^{n_l} l^\mu_i \prod_{j=1}^{n_r} r^\rho_j}{[l^2]^{\nu_1} [r^2]^{\nu_2} [(l + r)^2]^{\nu_3} [(l + q)^2]^{\nu_4} [(r + p)^2 - m_b^2]^{\nu_5}}. \quad (B1)$$

In this section we show how to solve these integrals with the methods presented in Appendices A1 and A2. The function $D(\alpha)$, which is independent of $n_l$ and $n_r$, is not needed in order to find the tensor operators $T$. Nevertheless, we give it as an illustration:

$$D(\alpha) = (\alpha_1 + \alpha_3 + \alpha_4) (\alpha_2 + \alpha_3 + \alpha_5) - \alpha_3^2.$$

The function $Q(\{\bar{s}_i\}, \alpha)$, however, must be calculated for each type of tensor integral. As an example we give $Q(\{\bar{s}_i\}, \alpha)$ for $n_l = 0$, $n_r = 1$:

$$Q(\{\bar{s}_i\}, \alpha) = - (\alpha_1 + \alpha_3 + \alpha_4) \alpha_5 (a_1 p) - \alpha_3 \alpha_4 (a_1 q) - \frac{1}{4} (\alpha_1 + \alpha_3 + \alpha_4) a_1^2.$$

The corresponding tensor operator $T$ reads:

$$T^{\rho_1}(q, p, \partial, d^+) = 16\pi^2 d^+ \left[ q^{\rho_1} \partial_3 \partial_4 + p^{\rho_1} \partial_5 (\partial_1 + \partial_3 + \partial_4) \right].$$

The action of an operator $\partial_i$ on the integral $F^{(D)}_{\nu}$ is

$$\partial^n_i F^{(D)}_{\nu_1 \nu_2 \nu_3 \nu_4 \nu_5} = \frac{\Gamma(\nu_1 + n)}{\Gamma(\nu_1)} F^{(D)}_{\nu_1 + n \nu_2 \nu_3 \nu_4 \nu_5}, \dots. \quad (B2)$$
The next step is to repeatedly apply the recurrence relation (A8) on the integrals $F^{(D)}_{\nu_1\nu_2\nu_3\nu_4\nu_5}$ until $\nu_1$ or $\nu_2$ becomes zero. The problem is then reduced to the calculation of the two types of integrals

$$F^{(D)}_{0\nu_2\nu_3\nu_4\nu_5} \quad \text{and} \quad F^{(D)}_{\nu_10\nu_3\nu_4\nu_5}. \quad (B3)$$

In the present calculation $D$ may take the values

$$D = 4 - 2\epsilon, \ 6 - 2\epsilon, \ 8 - 2\epsilon \quad \text{or} \quad 10 - 2\epsilon. \quad (B4)$$

It is important to note here that the denominator in Eq. (A8) can become proportional to $\epsilon$ for certain values of $D$, $\nu_2$, $\nu_3$ and $\nu_5$. Thus, some of the integrals in (B3) need to be calculated up to $O(\epsilon^1)$.

The first type of integrals ($F^{(D)}_{0\nu_2\nu_3\nu_4\nu_5}$) can easily be solved individually by using a single Mellin-Barnes approach. This method naturally results in an expansion in $\hat{s}$. Furthermore, the occasionally needed $O(\epsilon^1)$ terms are easily obtained since the expansion in $\epsilon$ is done only in the very end. We now turn to the much more complicated calculation of the second set of integrals. Instead of calculating every single occurring integral individually, we derive a general formula for $F^{(D)}_{\nu_10\nu_3\nu_4\nu_5}$ where we are left with a three-dimensional Feynman parameter integral:

$$F^{(D)}_{\nu_10\nu_3\nu_4\nu_5} = (-1)^{\nu_1+\nu_3+\nu_4+\nu_5+D} \frac{\Gamma(\nu_1+\nu_2+\nu_4+\nu_5)}{\Gamma(\nu_1)\Gamma(\nu_3)\Gamma(\nu_4)\Gamma(\nu_5)} \int_0^1 du \, dx \, dy \, u^{\nu_1+\nu_3+\nu_4-1-D/2}$$

$$\times (1-u)^{D/2-\nu_3-1} x^{\nu_3-1} (1-x)^{\nu_3+\nu_5-1-D/2} y^{\nu_1-1} (1-y)^{D/2-1-\nu_1}$$

$$\times \Delta^{D-\nu_1-\nu_3-\nu_4-\nu_5} \quad (B5)$$

$$\Delta = m_b^2 (1-x) (1-u y) - s x y u - i\delta.$$

We now replace all occurrences of $F^{(D)}_{\nu_10\nu_3\nu_4\nu_5}$ according to Eq. (B5) and are left with a three-dimensional integral over a rather lengthy integrand. This integrand can be split up into three different parts:

- A part with no additional divergences arising from the integrations.
- A part with problematic $x$-integration.
- A part with problematic $u$-integration.
In the first part, the regulator $\epsilon$ is not needed at all and may be set equal to zero at the very beginning. The occurring integrals can then either be performed directly or with the use of a single Mellin-Barnes representation. The second part boils down to two different integrals, which can both be computed with subtraction methods. The last part is clearly the most difficult one. It can be reduced to three integrals which we calculate using a double Mellin-Barnes representation. Since this double Mellin-Barnes is very different from the one presented in Subsection 3.1.4 in [34], we give, as an example, the needed procedure to calculate one of the three integrals. Specifically, we have to deal with the integrals

$$I_j = \int_0^1 dx \int_0^1 dy \int_0^1 du \frac{u^\epsilon (1 - y)^{2-\epsilon} x^j (1 - x)^\epsilon}{(1 - u)^{1+\epsilon} \left( (1 - x)(1 - uy) - \hat s x uy - i\delta \right)^{1+2\epsilon}}, \quad (B6)$$

where $j$ can take the values 0, 1 and 2. We focus on the case where $j = 0$. We introduce a first Mellin-Barnes integral in the complex $t$-plane with the identifications (for notation see e.g. [34]):

$$K^2 \leftrightarrow (1 - x)(1 - uy), \quad M^2 \leftrightarrow \hat s x uy + i\delta, \quad \lambda = 1 + 2\epsilon,$$

and get

$$I_0 = \frac{e^{-i\pi(1+2\epsilon)}}{2i\pi \Gamma(1+2\epsilon)} \int_\gamma dt \int_0^1 dx \int_0^1 dy \int_0^1 du \Gamma(-t) \Gamma(1+2\epsilon+t)$$

$$\times \frac{u^{t+\epsilon} y^t (1 - y)^{2-\epsilon} x^t}{(1 - u)^{1+\epsilon}(1 - x)^{1+\epsilon+t}(1 - uy)^{1+2\epsilon+t} s^t}. \quad (B7)$$

The path $\gamma$ lies in the left half-plane and can be chosen arbitrarily close to the imaginary $t$-axis. We introduce a second Mellin-Barnes representation in the complex $t'$-plane for the last factor in the denominator of Eq. (B7). For this, we rewrite $1 - uy$ as $1 - u + u(1 - y)$ and make the following identifications:

$$K^2 \leftrightarrow u(1 - y), \quad M^2 \leftrightarrow -(1 - u), \quad \lambda = 1 + 2\epsilon + t,$$

yielding

$$I_0 = \frac{e^{-i\pi(1+2\epsilon)}}{(2i\pi)^2 \Gamma(1+2\epsilon)} \int_\gamma dt' \int_0^1 dt \int_0^1 dx \int_0^1 dy \int_0^1 du \Gamma(-t) \Gamma(-t')$$

$$\times \Gamma(1+2\epsilon+t+t') \frac{y^t(1 - y)^{1-3\epsilon-t-t'} x^t}{u^{1+\epsilon+t'}(1 - u)^{1+\epsilon-t'}(1 - x)^{1+\epsilon+t'} s^t}. \quad (B8)$$
The path $\gamma'$ lies to the left of the imaginary $t'$-axis and can again be chosen arbitrarily close to that axis. The parameter integrals can now be performed and give products of Euler Beta-functions. We work out the remaining integrals over $t$ and $t'$ applying the residue theorem. For this, we close the $t$-integral in the right half-plane and focus on the enclosed poles. There are two different sequences of poles, namely poles that depend on $t'$ (coupled poles) and poles that do not (uncoupled poles). The latter poles lie at the following positions:

- $t = 0, 1, 2, \ldots, S, \ldots,$
- $t = 0 - \epsilon, 1 - \epsilon, 2 - \epsilon, \ldots, S - \epsilon, \ldots,$

Note here that $I_0$ exists only for negative values of $\epsilon$. The pole located at $t = -\epsilon$ therefore lies in the right half-plane and needs to be taken into account. Since we are interested in an expansion in $\hat{s}$, we can truncate the two pole sequences at a suitable $S$. After calculating the necessary residues, we close the $t'$-integral in the right half-plane as well and are arrive at pole sequences situated at the following positions:

- $t' = 0, 1, 2, \ldots,$
- $t' = 0 - \epsilon, 1 - \epsilon, 2 - \epsilon, \ldots,$
- $t' = 2 - N - 3\epsilon, 3 - N - 3\epsilon, 4 - N - 3\epsilon, \ldots$ for $t = N, \ N \in \mathbb{N};$
- $t' = 2 - N - 2\epsilon, 3 - N - 2\epsilon, 4 - N - 2\epsilon, \ldots$ for $t = N - \epsilon, \ N \in \mathbb{N}.$

For $N \geq 3$, some of the poles above lie in the left $t'$-half-plane and must be omitted. Unlike the procedure given in Subsection 3.1.4 of [34], we need to sum up the residues of all poles in the enclosed area.

Calculating the contributions of the coupled poles in $t$, which lie at $t = 2 + n - 3\epsilon - t', n \in \mathbb{N},$ yields an expression that is proportional to $s^{2+n-3\epsilon-t'}$. Two problems now arise if one closes the integration path of the $t'$-integral in the right half-plane: due to the $-t'$ in the exponent of $\hat{s}$, one gets an expansion in inverse powers of $\hat{s}$, forcing one to calculate the residues of all enclosed poles. The second problem is even worse: for any given value of $n$, there always exists an infinite pole series in $t'$ which contributes to the desired result. Thus, one also has to consider the infinite pole series in $t$. In order to avoid these problems, we close the integration path in the left half-plane of $t'$. The poles are then located at

- $t' = -1 - \epsilon, -2 - \epsilon, -3 - \epsilon, \ldots,$
\( t' = -1 - 2\epsilon, -2 - 2\epsilon, -3 - 2\epsilon, \ldots, \)

\( t' = -1 - 3\epsilon, -2 - 3\epsilon, -3 - 3\epsilon, \ldots. \)

After calculating the necessary residues we obtain the result for \( I_0 \). The results for \( I_1 \) and \( I_2 \) are calculated in an analogous way.

**APPENDIX C: SOLUTION OF THE RENORMALIZATION GROUP EQUATION FOR THE WILSON COEFFICIENTS**

The Wilson coefficients satisfy the renormalization group equation

\[
\frac{d}{d\ln \mu} \tilde{C}(\mu) = \gamma^T(\alpha_s) \tilde{C}(\mu),
\]

where \( \gamma(\alpha_s) \) is the anomalous dimension matrix. This matrix can be written as a Taylor series in \( \alpha_s \):

\[
\gamma(\alpha_s) = \gamma^{(0)} \frac{\alpha_s}{4\pi} + \gamma^{(1)} \left( \frac{\alpha_s}{4\pi} \right)^2 + \gamma^{(2)} \left( \frac{\alpha_s}{4\pi} \right)^3 + \ldots.
\]

The general solution of Eq. (C1) can be expressed with the evolution matrix \( U(\mu, \mu_0) \):

\[
\tilde{C}(\mu) = U(\mu, \mu_0) \tilde{C}(\mu_0),
\]

\[
U(\mu_0, \mu_0) = 1.
\]

The aim in this section is to find a handy expression for \( U(\mu, \mu_0) \).

The matrix \( \gamma^{(0)} \) can be diagonalized. We introduce new quantities in the following way:

\[
\tilde{C}(\mu) = V \tilde{\tilde{C}}(\mu),
\]

\[
\gamma^{(i)} = V \tilde{\gamma}^{(i)} V^{-1}, \quad i = 0, 1, 2, \ldots,
\]

\[
U(\mu, \mu_0) = V \tilde{U}(\mu, \mu_0) V^{-1}.
\]

The matrix \( V \) is chosen such that \( \tilde{\gamma}^{(0)} \) is diagonal. One can check that the new quantities satisfy equations similar to (C1) and (C2):

\[
\frac{d}{d\ln \mu} \tilde{\tilde{C}}(\mu) = \tilde{\gamma}^T(\alpha_s) \tilde{\tilde{C}}(\mu),
\]

\[
\tilde{\tilde{C}}(\mu) = \tilde{U}(\mu, \mu_0) \tilde{\tilde{C}}(\mu_0),
\]

\[
\tilde{U}(\mu_0, \mu_0) = 1.
\]
We will now construct a solution to Eq. (C4). Once this solution is found, we can easily gain the solution of the initial problem for the non-diagonal $\gamma^{(0)}$. The evolution matrix $\tilde{U}(\mu, \mu_0)$ satisfies the same equation as $\tilde{C}(\mu)$ itself:

$$\frac{d}{d \ln \mu} \tilde{U}(\mu, \mu_0) = \tilde{\gamma}^T(\alpha_s) \tilde{U}(\mu, \mu_0). \quad (C5)$$

We make the following ansatz for $\tilde{U}(\mu, \mu_0)$:

$$\tilde{U}(\mu, \mu_0) = \left(1 + \sum_{i=1}^{\infty} \left(\frac{\alpha_s(\mu)}{4\pi}\right)^i \tilde{J}_i\right) \tilde{U}^{(0)}(\mu, \mu_0) \tilde{K}, \quad (C6)$$

where $\tilde{U}^{(0)}(\mu, \mu_0)$ solves Eq. (C5) to leading logarithmic approximation and is given by

$$\tilde{U}^{(0)}(\mu, \mu_0) = \begin{pmatrix} \frac{\alpha_s(\mu_0)}{\alpha_s(\mu)} \frac{\tilde{\gamma}^{(0)}}{\tilde{\gamma}^{(0)}} \end{pmatrix}. D$$

The vector $\tilde{\gamma}^{(0)}$ collects the diagonal elements of $\tilde{\gamma}^{(0)}$. The matrix $\tilde{K}$ must be chosen such that the boundary condition given in Eq. (C4) is met. The quantities $\beta_i$, $i = 0, 1, 2, \ldots$ appear in the RGE for $\alpha_s$:

$$\frac{d}{d \ln \mu} \alpha_s(\mu) = -2 \sum_{i=0}^{\infty} \frac{\alpha_s(\mu)^{i+2}}{(4\pi)^{i+1}} \beta_i. \quad (C7)$$

Inserting the ansatz (C6) into Eq. (C5) and using the explicit expression for $\tilde{U}^{(0)}(\mu, \mu_0)$, the lhs and the rhs of this equation can be written as

$$\text{lhs} = \sum_{j=1}^{\infty} \left(\frac{\alpha_s(\mu)}{4\pi}\right)^j L_j \tilde{U}^{(0)}(\mu, \mu_0) \tilde{K},$$

$$\text{rhs} = \sum_{j=1}^{\infty} \left(\frac{\alpha_s(\mu)}{4\pi}\right)^j R_j \tilde{U}^{(0)}(\mu, \mu_0) \tilde{K}.$$

The unknown matrices $\tilde{J}_i$ can now be constructed order by order in $\alpha_s$ through the relations $L_j = R_j$. We give the explicit solutions to $\tilde{J}_1$ and $\tilde{J}_2$ since we need them to find the Wilson coefficients $C_i(\mu)$ to NNLL precision:

$$\tilde{J}_{1,ij} = \delta_{ij} \tilde{\gamma}_i^{(0)} \frac{\beta_1}{2\beta_0^2} - \frac{\tilde{\gamma}_i^{(1)} T}{2\beta_0 + \tilde{\gamma}_i^{(0)} - \tilde{\gamma}_j^{(0)}}, \quad (C7)$$

$$\tilde{J}_{2,ij} = \delta_{ij} \tilde{\gamma}_i^{(0)} \frac{\beta_2}{4\beta_0^2} - \frac{\tilde{\gamma}_i^{(2)} T + \left(2\beta_1 - \frac{\beta_1}{\beta_0} \tilde{\gamma}_j^{(0)}\right) \tilde{J}_{1,ij} + \left(\tilde{\gamma}_i^{(1)} T \tilde{J}_1\right)_{ij}}{4\beta_0 + \tilde{\gamma}_i^{(0)} - \tilde{\gamma}_j^{(0)}}. \quad (C8)$$
The result for $\tilde{J}_1$ agrees with the one given in Section III of [45]. After we did the calculation for $\tilde{J}_2$, we found out that the result already exists in the literature [54]. The two results agree as well.

The matrix $\tilde{K}$ is given through

$$\tilde{K} = 1 - \frac{\alpha_s(\mu_0)}{4\pi} J_1 - \left( \frac{\alpha_s(\mu_0)}{4\pi} \right)^2 \left( \tilde{J}_2 - \tilde{J}_1^2 \right) + O(\alpha_s^3).$$

(C9)

With these informations at hand, we can present the evolution matrix for the initial problem given in Eqs. (C1) and (C2):

$$U(\mu, \mu_0) = V \left( 1 + \frac{\alpha_s(\mu)}{4\pi} \tilde{J}_1 + \left( \frac{\alpha_s(\mu)}{4\pi} \right)^2 \tilde{J}_2 \right) \tilde{U}^{(0)}(\mu, \mu_0) \tilde{K} V^{-1} + O(\alpha_s^3).$$

(C10)

**APPENDIX D: ONE-LOOP MATRIX ELEMENTS OF THE FOUR-QUARK OPERATORS**

In order to fix the counterterms $F^{ct(7,9)}_{i,\nu\rightarrow\text{quark}}$ ($i = 1, 2$) in Eq. (22), we need the one-loop matrix elements $\langle d\ell^+\ell^-|O_\nu|b\rangle_{1\text{-loop}}$ of the four-quark operators $O_1^\nu$, $O_2^\nu$, $O_4$, $O_{11}^\nu$ and $O_{12}^\nu$. Due to the $1/\epsilon$ factor in Eq. (22) they are needed up to $O(\epsilon^1)$. The explicit results read

$$\langle d\ell^+\ell^-|O_2^\nu|b\rangle_{1\text{-loop}} = \left( \frac{\mu}{m_b} \right)^{2\epsilon} \left\{ \frac{4}{9\epsilon} + \frac{4}{27} \left[ 2 + 3i\pi - 3L_s \right] + \frac{\epsilon}{81} \left[ 52 + 24i\pi - 21\pi^2 - (24 + 36i\pi)L_s + 18L_s^2 \right] \right\} \langle \tilde{O}_9 \rangle_{\text{tree}},$$

$$\langle d\ell^+\ell^-|O_1^\nu|b\rangle_{1\text{-loop}} = \frac{4}{3} \langle d\ell^+\ell^-|O_2^\nu|b\rangle_{1\text{-loop}},$$

$$\langle d\ell^+\ell^-|O_4|b\rangle_{1\text{-loop}} = -\left( \frac{\mu}{m_b} \right)^{2\epsilon} \left\{ \frac{4}{9} + \frac{\epsilon}{945} \left[ 70\hat{s} + 7\hat{s}^2 + \hat{s}^3 \right] \right\} \langle \tilde{O}_7 \rangle_{\text{tree}}$$

$$+ \left[ \frac{16}{27\epsilon} + \frac{2}{8505} \left( -420 + 1260i\pi - 1260L_s + 252\hat{s} + 27\hat{s}^2 + 4\hat{s}^3 \right) \right. $$

$$+ \left. \frac{4\epsilon}{8505} \left( 420i\pi + 910 - 630L_s i\pi - 420L_s - 315\pi^2 \right. $$

$$+ \left. 315L_s^2 - 126\hat{s} + \hat{s}^3 \right] \rangle \langle \tilde{O}_9 \rangle_{\text{tree}} \right\},$$
\begin{align*}
\langle d \ell^+ \ell^- | O_{11}^u | b \rangle_{1\text{-loop}} = & - \frac{64}{27} \left( \frac{\mu}{m_b} \right)^2 e \left( 1 + \frac{5}{3} \epsilon + i \pi \epsilon - L_s \epsilon \right) \langle \bar{O}_9 \rangle_{\text{tree}}, \\
\langle d \ell^+ \ell^- | O_{12}^u | b \rangle_{1\text{-loop}} = & \frac{3}{4} \langle d \ell^+ \ell^- | O_{11}^u | b \rangle_{1\text{-loop}}.
\end{align*}

APPENDIX E: FINITE BREMSSTRAHLUNG CORRECTIONS

In Section V those bremsstrahlung contributions were taken into account which generate infrared and collinear singularities. Combined with virtual contributions which also suffer from such singularities, a finite result was obtained. In this appendix we discuss the remaining finite bremsstrahlung corrections which are encoded in the last two terms of Eq. (46). Being finite, these terms can be directly calculated in \( d = 4 \) dimensions.

The sum of the bremsstrahlung contributions from \( O_7 - O_8 \) and \( O_8 - O_9 \) interference terms and the \( O_8 - O_8 \) term can be written as

\[
\frac{d \Gamma^{\text{Brems, }A}}{d \hat{s}} = \frac{d \Gamma^{\text{Brems}}_{78}}{d \hat{s}} + \frac{d \Gamma^{\text{Brems}}_{89}}{d \hat{s}} + \frac{d \Gamma^{\text{Brems}}_{88}}{d \hat{s}} = \left( \frac{\alpha_{\text{em}}}{4 \pi} \right)^2 \left( \frac{\alpha_s}{4 \pi} \right) \frac{m_b^5}{48 \pi^3} \frac{|\xi|}{2} G_F^2 \left( 2 \text{Re} \left[ c_{78} \tau_{78} + c_{89} \tau_{89} \right] + c_{88} \tau_{88} \right),
\]

(E1)

where

\[
c_{78} = C_F \cdot \tilde{C}_7^{(0,\text{eff})} \tilde{C}_8^{(0,\text{eff})}, \quad c_{89} = C_F \cdot \tilde{C}_8^{(0,\text{eff})} \tilde{C}_9^{(0,\text{eff})}\ast, \quad c_{88} = C_F \cdot \left| \tilde{C}_8^{(0,\text{eff})} \right|^2.
\]

(E2)

For the quantities \( \tau_{78}, \tau_{89} \) and \( \tau_{88} \) we refer to [35].

The remaining bremsstrahlung contributions all involve the diagrams with an \( O_{1,2}^u \) or \( O_{1,2}^c \) insertion where the gluon is emitted from the \( u \)- or \( c \)-quark loop, respectively. The corresponding bremsstrahlung matrix elements depend on the functions \( \bar{\Delta} \hat{i}_{23}^{(u,c)}, \bar{\Delta} \hat{i}_{27}^{(u,c)} \). In \( d = 4 \) dimensions we find

\[
\bar{\Delta} \hat{i}_{23}^{(u)} = 8 (q r) \int_0^1 dx \, dy \, \frac{x y (1 - y)^2}{C^{(u)}}, \quad \bar{\Delta} \hat{i}_{23}^{(c)} = 8 (q r) \int_0^1 dx \, dy \, \frac{x y (1 - y)^2}{C^{(c)}},
\]

\[
\bar{\Delta} \hat{i}_{27}^{(u)} = 8 (q r) \int_0^1 dx \, dy \, \frac{y (1 - y)^2}{C^{(u)}}, \quad \bar{\Delta} \hat{i}_{27}^{(c)} = 8 (q r) \int_0^1 dx \, dy \, \frac{y (1 - y)^2}{C^{(c)}}.
\]
where
\begin{align*}
C^{(u)} &= -2xy(1-y)(qr) - q^2y(1-y) - i\delta, \\
C^{(c)} &= m_c^2 - 2xy(1-y)(qr) - q^2y(1-y) - i\delta.
\end{align*}

The analytical expressions for \(\bar{\Delta}^{(c)}_{23}\) and \(\bar{\Delta}^{(c)}_{27}\) can be written in terms of functions \(G_i(t)\):
\begin{align*}
\bar{\Delta}^{(c)}_{23} &= -2 + \frac{4}{w - \hat{s}} \left[ z G_{-1} \left( \frac{\hat{s}}{z} \right) - z G_{-1} \left( \frac{w}{z} \right) - \frac{\hat{s}}{2} G_0 \left( \frac{\hat{s}}{z} \right) + \frac{\hat{s}}{2} G_0 \left( \frac{w}{z} \right) \right], \quad (E3) \\
\bar{\Delta}^{(c)}_{27} &= 2 \left[ G_0 \left( \frac{\hat{s}}{z} \right) - G_0 \left( \frac{w}{z} \right) \right], \quad (E4)
\end{align*}

where \(z = m_c^2/m_b^2\). \(G_k(t)\) \((k \geq -1)\) is defined through the integral
\begin{align*}
G_k(t) = \int_0^1 dx \ x^k \ln \left[ 1 - tx(1-x) - i\delta \right], \quad G_1(t) = \frac{1}{2} G_0(t).
\end{align*}

Explicitly, the functions \(G_{-1}(t)\) and \(G_0(t)\) read
\begin{align*}
G_{-1}(t) &= \begin{cases} 
2\pi \arctan \left( \sqrt{\frac{t-1}{t}} \right) - \frac{\pi^2}{2} - 2 \arctan^2 \left( \sqrt{\frac{t-1}{t}} \right), & t < 4 \\
-2i\pi \ln \left( \sqrt{\frac{t+\sqrt{t-1}}{2}} \right) - \frac{\pi^2}{2} + 2 \ln^2 \left( \sqrt{\frac{t+\sqrt{t-1}}{2}} \right), & t > 4
\end{cases}, \\
G_0(t) &= \begin{cases} 
\pi \sqrt{\frac{t-1}{t}} - 2 - 2 \sqrt{\frac{t-1}{t}} \arctan \left( \sqrt{\frac{t-1}{t}} \right), & t < 4 \\
-i\pi \sqrt{\frac{t-4}{t}} - 2 + 2 \sqrt{\frac{t-4}{t}} \ln \left( \sqrt{\frac{t+\sqrt{t-4}}{2}} \right), & t > 4
\end{cases}.
\end{align*}

The quantities \(\bar{\Delta}^{(u)}_{ij}\) we obtain from \(\bar{\Delta}^{(c)}_{ij}\) in the limit \(z \to 0\):
\begin{align*}
\bar{\Delta}^{(u)}_{23} &= -2 + \frac{2\hat{s}}{w - \hat{s}} \left[ \ln(w) - \ln(\hat{s}) \right], \\
\bar{\Delta}^{(u)}_{27} &= -2 \left[ \ln(w) - \ln(\hat{s}) \right].
\end{align*}

Following [35], we write
\begin{align*}
\frac{d\Gamma^{\text{Brems, B}}}{d\hat{s}} &= \left( \frac{\alpha_{\text{em}}}{4\pi} \right)^2 \left( \frac{\alpha_s}{4\pi} \right)^2 \frac{G_T^2 m_b^5}{48 \pi^3} |\xi_t|^2 \times \\
&\int_{\hat{s}}^1 dw \left\{ (c_{11} + c_{12} + c_{22}) \tau_{22} + 2 \text{Re} \left[ (c_{17} + c_{27}) \tau_{27} + (c_{18} + c_{28}) \tau_{28} + (c_{19} + c_{29}) \tau_{29} \right] \right\}. \quad (E7)
\end{align*}
Expressed in terms of the quantities $\bar{\Delta}_{23}^{\text{eff}}$ and $\bar{\Delta}_{27}^{\text{eff}}$, defined by

$$\bar{\Delta}_{23}^{\text{eff}} = - \frac{\xi_u}{\xi_t} \bar{\Delta}_{23}^{(u)} - \frac{\xi_c}{\xi_t} \bar{\Delta}_{23}^{(c)} ,$$  \hspace{1cm} (E8) \\
$$\bar{\Delta}_{27}^{\text{eff}} = - \frac{\xi_u}{\xi_t} \bar{\Delta}_{27}^{(u)} - \frac{\xi_c}{\xi_t} \bar{\Delta}_{27}^{(c)} ,$$  \hspace{1cm} (E9) \\

the quantities $\tau_{ij}$ introduced in Eq. (E7) read

$$\tau_{22} = \frac{8}{27} \left( \frac{w - \hat{s}}{\hat{s}} \right) (1 - w)^2 \times \left\{ 3 w^2 + 2 \hat{s}^2 (2 + w) - \hat{s} w (5 - 2 w) \right\} |\bar{\Delta}_{23}^{\text{eff}}|^2 + \\
\left[ 2 \hat{s}^2 (2 + w) + \hat{s} w (1 + 2 w) \right] |\bar{\Delta}_{27}^{\text{eff}}|^2 + 4 \hat{s} \left[ w (1 - w) - \hat{s} (2 + w) \right] \cdot \text{Re} \left\{ \bar{\Delta}_{23}^{\text{eff}} \bar{\Delta}_{27}^{\text{eff}} \right\} ,$$  \hspace{1cm} (E10) \\

$$\tau_{27} = \frac{8}{3} \frac{1}{\hat{s} w} \times \left\{ (1 - w) \left( 4 \hat{s}^2 - \hat{s} w + w^2 \right) + \hat{s} w (4 + \hat{s} - w) \ln(w) \right\} \bar{\Delta}_{23}^{\text{eff}} - \\
\left[ 4 \hat{s}^2 (1 - w) + \hat{s} w (4 + \hat{s} - w) \ln(w) \right] \bar{\Delta}_{27}^{\text{eff}} ,$$  \hspace{1cm} (E11) \\

$$\tau_{28} = \frac{8}{9} \frac{1}{\hat{s} w (w - \hat{s})} \times \left\{ (w - s)^2 (2 \hat{s} - w) (1 - w) \right\} \bar{\Delta}_{23}^{\text{eff}} - \\
\left[ 2 \hat{s} (w - \hat{s})^2 (1 - w) \right] \bar{\Delta}_{27}^{\text{eff}} + \\
\hat{s} w \left[ (1 + 2 \hat{s} - 2 w) \bar{\Delta}_{23}^{\text{eff}} - 2 (1 + \hat{s} - w) \bar{\Delta}_{27}^{\text{eff}} \right] \cdot \text{ln} \left[ \frac{\hat{s}}{(1 + \hat{s} - w) (w^2 + \hat{s} (1 - w))} \right] ,$$  \hspace{1cm} (E12) \\

$$\tau_{29} = \frac{4}{3} \frac{1}{w} \times \left\{ 2 \hat{s} (1 - w) (\hat{s} + w) + 4 \hat{s} w \ln(w) \right\} \bar{\Delta}_{23}^{\text{eff}} - \\
\left[ 2 \hat{s} (1 - w) (\hat{s} + w) + w (3 \hat{s} + w) \ln(w) \right] \bar{\Delta}_{27}^{\text{eff}} .$$  \hspace{1cm} (E13) \\

The coefficients $c_{ij}$ include the dependence on the Wilson coefficients and the color factors.

$$c_{11} = C_{\tau_1} \cdot \left| C_1^{(0)} \right|^2 , \hspace{1cm} c_{17} = C_{\tau_2} \cdot C_1^{(0)} \bar{C}_7^{(0,\text{eff})} , \hspace{1cm} c_{27} = C_F \cdot C_2^{(0)} \bar{C}_7^{(0,\text{eff})} ,$$  \hspace{1cm} (E14) \\
$$c_{12} = C_{\tau_2} \cdot 2 \text{Re} \left[ C_1^{(0)} \bar{C}_2^{(0)} \right] , \hspace{1cm} c_{18} = C_{\tau_2} \cdot C_1^{(0)} \bar{C}_8^{(0,\text{eff})} , \hspace{1cm} c_{28} = C_F \cdot C_2^{(0)} \bar{C}_8^{(0,\text{eff})} ,$$  \hspace{1cm} (E14) \\
$$c_{22} = C_F \cdot \left| C_2^{(0)} \right|^2 , \hspace{1cm} c_{19} = C_{\tau_2} \cdot C_1^{(0)} \bar{C}_9^{(0,\text{eff})} , \hspace{1cm} c_{29} = C_F \cdot C_2^{(0)} \bar{C}_9^{(0,\text{eff})} .$$
The Wilson coefficients $C_{eff}^{7,8,9,10}$ are given in Eq. (47) and numerical values for the coefficients $C_i^{(0)}$ can be found in Table I. The color factors $C_F$, $C_{\tau_1}$ and $C_{\tau_2}$ are presented in Section II.
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