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Search for chargino-neutralino production using recursive jigsaw reconstruction in final states with two or three charged leptons in proton-proton collisions at $\sqrt{s} = 13$ TeV with the ATLAS detector
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(Received 7 June 2018; published 19 November 2018)

A search for electroweak production of supersymmetric particles is performed in two-lepton and three-lepton final states using recursive jigsaw reconstruction, a technique that assigns reconstructed objects to the most probable hemispheres of the decay trees, allowing one to construct tailored kinematic variables to separate the signal and background. The search uses data collected in 2015 and 2016 by the ATLAS experiment in $\sqrt{s} = 13$ TeV proton-proton collisions at the CERN Large Hadron Collider corresponding to an integrated luminosity of 36.1 fb$^{-1}$. Chargino-neutralino pair production, with decays via $W/Z$ bosons, is studied in final states involving leptons and jets and missing transverse momentum for scenarios with large and intermediate mass splittings between the parent particle and lightest supersymmetric particle, as well as for the scenario where this mass splitting is close to the mass of the $Z$ boson. The latter case is challenging since the vector bosons are produced with kinematic properties that are similar to those in Standard Model processes. Results are found to be compatible with the Standard Model expectations in the signal regions targeting large and intermediate mass splittings, and chargino-neutralino masses up to 600 GeV are excluded at 95% confidence level for a massless lightest supersymmetric particle. Excesses of data above the expected background are found in the signal regions targeting low mass splittings, and the largest local excess amounts to 3.0 standard deviations.
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I. INTRODUCTION

Supersymmetry (SUSY) [1–6] is a generalization of space-time symmetries which predicts new bosonic (fermionic) partners for the fermions (bosons) of the Standard Model (SM). If $R$-parity [7] is conserved, SUSY particles (called sparticles) are produced in pairs and the lightest supersymmetric particle (LSP) is stable and represents a possible dark-matter candidate [8,9]. Superpartners of the charged and neutral electroweak (EW) and Higgs bosons mix, producing charginos ($\tilde{\chi}_l^\pm, l = 1, 2$) and neutralinos ($\tilde{\chi}_m^0, m = 1, 2, 3, 4$), collectively known as electroweakinos. The indices of these particles are ordered by mass in ascending order.

The production cross sections of sparticles at the Large Hadron Collider (LHC) depend both on the type of interaction involved and on the particle masses. The colored sparticles (squarks and gluinos) are produced in strong interactions with significantly larger production cross sections than noncolored sparticles of equal mass, such as the charginos and neutralinos. However, should the masses of gluinos and squarks prove to be out of reach at the LHC, the direct production of charginos and neutralinos could be the dominant sparticle production mode. With searches performed by the ATLAS and CMS Collaborations during LHC Run 2, the exclusion limits on colored-sparticle masses extend up to approximately 2 TeV [10–12], making electroweak production an increasingly promising probe for SUSY signals at the LHC.

This paper presents a search for pair-produced electroweakinos ($\tilde{\chi}_1^\pm\tilde{\chi}_2^0$), with each of $\tilde{\chi}_1^\pm$ and $\tilde{\chi}_2^0$ decaying to a $\tilde{\chi}_1^0$ (assumed to be the LSP) and a $W$ or $Z$ gauge boson, respectively, leading to final states with two or three isolated leptons (here taken to be electrons or muons only) which may be accompanied by jets and missing transverse momentum. The analysis uses an integrated luminosity of 36.1 fb$^{-1}$ of proton-proton ($pp$) collision data delivered by the LHC at a center-of-mass energy of $\sqrt{s} = 13$ TeV. The search employs the recursive jigsaw reconstruction (RJR) technique [13,14] in the construction of a suite of complementary discriminating variables. Signal regions are
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defined to probe a wide range of $\vec{p}_{T}^1/\vec{p}_{T}^0$ (assumed to be mass degenerate) and $\vec{p}_{T}^0$, masses with mass differences $\Delta m = m_{\vec{p}_{T}^0} - m_{\vec{p}_{T}^1}$ ranging from $\approx 100$ GeV to $\approx 600$ GeV. This search has improved sensitivity to supersymmetric models previously studied by the ATLAS [15–18] and CMS [19–21] Collaborations with the same integrated luminosity, which had expected exclusion sensitivities at 95% confidence level (C.L.) of $m_{\tilde{g}}$ and $m_{\tilde{t}}$. The ATLAS detector [22] is a multipurpose particle detector with a forward-backward symmetric cylindrical geometry and nearly $4\pi$ coverage in solid angle. The inner detector (ID) tracking system consists of silicon pixel and microstrip detectors covering the pseudorapidity region $|\eta| < 2.5$, surrounded by a transition radiation tracker, which improves electron identification over the region $2 < |\eta| < 2.0$. The innermost pixel layer, the insertable B-layer [23], was added between Run 1 and Run 2 of the LHC, at an average radius of 33 mm around a new, narrower and thinner beam pipe. The ID is surrounded by a thin superconducting solenoid providing an axial 2 T magnetic field and by a fine-granularity lead/liquid-argon (LAr) electromagnetic (EM) calorimeter covering $|\eta| < 3.2$. A steel/scintillator-tile hadronic calorimeter provides coverage in the central pseudorapidity range ($|\eta| < 1.7$). The end cap and forward regions are instrumented with LAr calorimeters for both EM and hadronic energy measurements up to $|\eta| = 4.9$. The muon spectrometer with an air-core toroid magnet system surrounds the calorimeters. Three layers of high-precision tracking chambers provide coverage in the range $|\eta| < 2.7$, while dedicated chambers allow triggering in the region $|\eta| < 2.4$.

The trigger system [24] consists of two levels. The first level is a hardware-based system and uses a subset of the detector information. The second is a software-based system called the high-level trigger which runs offline reconstruction and calibration software, reducing the event rate to about 1 kHz.

II. THE ATLAS DETECTOR

The ATLAS detector [22] is a multipurpose particle detector with a forward-backward symmetric cylindrical geometry and nearly $4\pi$ coverage in solid angle. The inner detector (ID) tracking system consists of silicon pixel and microstrip detectors covering the pseudorapidity region $|\eta| < 2.5$, surrounded by a transition radiation tracker, which improves electron identification over the region $2 < |\eta| < 2.0$. The innermost pixel layer, the insertable B-layer [23], was added between Run 1 and Run 2 of the LHC, at

1. ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point in the center of the detector. The positive $x$ axis is defined by the direction from the interaction point to the center of the LHC ring, with the positive $y$ axis pointing upwards, while the beam direction defines the $z$ axis. Cylindrical coordinates $(r, \phi)$ are used in the transverse plane, $\phi$ being the azimuthal angle around the $z$ axis. The pseudorapidity $\eta$ is defined in terms of the polar angle $\theta$ by $\eta = -\ln\tan(\theta/2)$ and the rapidity is defined as $y = (1/2) \ln[(E + p_z)/(E - p_z)]$, where $E$ is the energy and $p_z$ the longitudinal momentum of the object of interest. The transverse energy $E_T$ and the missing transverse momentum $E_T^{\text{miss}}$ are defined in the $x$-$y$ plane unless stated otherwise.

III. DATA AND MONTE CARLO SAMPLES

The data were collected by the ATLAS detector during 2015 with a peak instantaneous luminosity of $L = 5.2 \times 10^{33}$ cm$^{-2}$ s$^{-1}$, and during 2016 with a maximum of $L = 1.37 \times 10^{34}$ cm$^{-2}$ s$^{-1}$. The mean number of $pp$ interactions per bunch crossing (pileup) in the data set was $\langle \mu \rangle = 14$ in 2015 and $\langle \mu \rangle = 24$ in 2016. Application of beam, detector and data-quality criteria resulted in a total integrated luminosity of 36.1 fb$^{-1}$. The uncertainty in the integrated luminosity is $\pm 2.1\%$. It is derived, following a methodology similar to that detailed in Ref. [25], from a calibration of the luminosity scale using $x$-$y$ beam-separation scans performed in August 2015 and May 2016.

A set of Monte Carlo (MC) background and signal samples of simulated events is used to optimize the selection criteria and assess the sensitivity to specific SUSY signal models. Where applicable, the MC samples are used in the background estimation as well.

The production of $Z$ bosons in association with jets [26] was performed with the SHERPA 2.2.1 generator [27]. The NNPDF3.0NNLO [28] parton distribution function (PDF) was used in conjunction with dedicated parton shower tuning developed by the SHERPA authors. The matrix elements (ME) were calculated for up to two partons at next-to-leading order (NLO) and with up to two additional partons at leading order (LO) using the COMIX [29] and OPEN LOOPS [30] matrix-element generators, and merged with the SHERPA parton shower (PS) [31] using the ME + PS@NLO prescription [32]. For MC closure studies of the data-driven $Z + \text{jets}$ background estimate (described in Sec. VIII A), $\gamma + \text{jets}$ events were generated at LO with up to four additional partons using the SHERPA 2.1.1 generator with CT10 [33] PDF set.
The POWHEG-Box v2 [34] generator was used for the generation of $t\bar{t}$ and single-top-quark processes in the $Wt$- and $s$-channels [35], while $t$-channel single-top production was modeled using POWHEG-Box v1 [36]. For the latter process, the decay of the top quark was simulated using MADSpin [37] preserving all spin correlations. For all processes the CT10 [33] PDF set was used for the matrix element, while the parton shower, fragmentation, and the underlying event were generated using PYTHIA 6.428 [38] with the CTEQ6L1 [39] PDF set and a set of tuned parameters called the Perugia 2012 tune [40]. The top-quark mass in all samples was set to 172.5 GeV. The $t\bar{t}$ and the $Wt$-channel single-top events were normalized to cross sections calculated at next-to-next-to-leading order plus next-to-next-to-leading-logarithm (NNLO + NNLL) [41–44] accuracy, while $s$- and $t$-channel single-top-quark events were normalized to the NLO cross sections [45,46]. The production of $Zt$ events was generated with the MG5_aMC@NLO 2.2.1 [47] generator at LO with the CTEQ6L1 PDF set.

The MG5_aMC@NLO 2.2.2 (2.2.3 for $t\bar{t} + Z/\gamma^*$) generator at LO, interfaced to the PYTHIA 8.186 [48] parton-shower model, was used for the generation of $t\bar{t}$ + EW processes ($t\bar{t} + W/Z/WW$) [49], with up to two [$t\bar{t} + W$, $t\bar{t} + Z$(→ $\nu\nu/qq$)], one [$t\bar{t} + Z$(→ $\ell\ell\ell^\pm$)] or no ($t\bar{t} + WW$) extra partons included in the matrix element. The events were normalized to their respective NLO cross sections [50,51].

Diboson processes (WW, WZ, ZZ) [52] were simulated using the SHERPA 2.2.1 generator and contain off-shell contributions. For processes with four charged leptons (4$\ell$), three charged leptons and a neutrino (3$\ell$ + 1$\nu$) or two charged leptons and two neutrinos (2$\ell$ + 2$\nu$), the matrix elements contain all diagrams with four electroweak couplings, and were calculated for up to one (4$\ell$, 2$\ell$ + 2$\nu$) or no extra partons (3$\ell$ + 1$\nu$) at NLO. All diboson samples were also simulated with up to three additional partons at LO using the COMIX and OPENLOOPS matrix-element generators, and were merged with the SHERPA parton shower using the ME + PS@NLO prescription. The diboson events were normalized to their NLO cross sections [53,54]. Additional MC simulation samples of events with a leptonically decaying vector boson and photon, $V\gamma$, were generated at LO using SHERPA 2.1.1 [27]. Matrix elements including all diagrams with three electroweak couplings were calculated with up to three partons at LO and merged with the SHERPA parton shower [55] according to the ME + PS@LO prescription [56]. The CT10 PDF set is used in conjunction with dedicated parton shower tuning developed by the SHERPA authors.

Triboson processes (WWW, WWZ, WZZ and ZZZ) were simulated with the SHERPA 2.2.1 generator with matrix elements calculated at LO with up to one additional parton. The triboson events were normalized to their LO cross sections [57].

Higgs-boson production processes (including gluon-gluon fusion, associated vector-boson production, $VH$, and vector-boson fusion, VBF) were generated using POWHEG v2 [35]+PYTHIA 8.186 and normalized to cross sections calculated at NNLO with soft gluon emission effects added at NNNLO accuracy, while $t\bar{t}H$ events were produced using aMC@NLO 2.2.2+HERWIG 2.7.1 [58] and normalized to the NLO cross section [59]. All samples assume a Higgs boson mass of 125 GeV.

Simplified models [60] are defined by an effective Lagrangian describing the interactions of a small number of new particles, assuming one production process and one decay channel with a 100% branching ratio. Specifically, the SUSY production modes considered in this paper are studied in the context of simplified models, assuming wino-like chargino-neutralino production with decays via Standard Model $W$ and $Z$ gauge bosons and a bino-like LSP, leading to two- and three-lepton final states. As illustrated in Fig. 1, two scenarios are considered: one where the $W$ boson decays leptonically resulting in a three-lepton plus missing-transverse-momentum ($E_T^{\text{miss}}$) final state [Fig. 1(a)], and one where the $W$ boson decays hadronically, yielding two leptons with same flavor and opposite-sign charge plus two jets plus $E_T^{\text{miss}}$ in the final state, as in Fig. 1(b). Figures 1(c) and 1(d) show the diagrams where the $\tilde{\chi}^\pm_1\tilde{\chi}^0_2$ system is produced in association with an initial state radiation (ISR) jet leading again to three-lepton and two-lepton final states.

The MC signal samples were generated from leading-order matrix elements with up to two extra partons using MADGRAPH v2.2.3 [61] interfaced to PYTHIA version 8.186, with the A14 parameter tune [62], for the modeling of the SUSY decay chain, parton showering, hadronization and the description of the underlying event. Parton luminosities were provided by the NNPDF23LO PDF set [33]. Jet-parton matching follows the CKKW-L prescription [63], with a matching scale set to one quarter of the $\tilde{\chi}^\pm_1/\tilde{\chi}^0_2$ mass. Signal cross sections were calculated at NLO in the strong coupling constant, with soft gluon emission effects added at next-to-leading-logarithm (NLL) accuracy [64–68]. The nominal cross section and the uncertainty were taken from an envelope of cross-section predictions using different PDF sets and factorization and renormalization scales, as described in Ref. [69]. For $\tilde{\chi}^\pm_1$ and $\tilde{\chi}^0_2$ with a mass of 500 GeV, the production cross section is $46 \pm 4$ fb at $\sqrt{s} = 13$ TeV.

2The letter $\ell$ stands for the charged leptons (electrons, muons and taus). While the contributions from tau leptons are included in all the Monte Carlo samples, in the next sections the symbol $\ell$ refers to electrons and muons only.

3The letter $V$ represents the $W$ or $Z$ gauge boson.
The leptonically decaying calculation orders in \( \alpha \) can be written as 

\[
\sum_{i=1}^{\text{leptons}} p_T^\ell > 400 \text{ MeV}
\]

The EVTGen v1.2.0 program [70] was used to model the decays of \( b \)- and \( c \)-hadrons in the SM background samples except for those produced with SHERPA. All simulated events were overlaid with multiple \( pp \) collisions simulated with the soft QCD processes of PYTHIA 8.186 using the A2 tune [71] and the MSTW2008LO parton distribution functions [72]. The MC samples were generated with a variable number of additional \( pp \) interactions in the same and neighboring bunch crossings, and were reweighted to match the distribution of the mean number of interactions observed in data.

For all SM background samples the response of the detector to particles was modeled with a full ATLAS detector simulation [73] based on GEANT4 [74]. Signal samples were prepared using a fast simulation based on a parametrization of the performance of the ATLAS electromagnetic and hadronic calorimeters and on GEANT4 elsewhere.

### IV. OBJECT RECONSTRUCTION AND IDENTIFICATION

The reconstructed primary vertex of the event is required to be consistent with the luminous region and to have at least two associated tracks with \( p_T \) > 400 MeV. When more than one such vertex is found, the vertex with the largest \( \sum p_T^2 \) of the associated tracks is chosen.

Two different classes of reconstructed lepton candidates (electrons or muons) are used in the analysis, labeled baseline and high-purity in the following. When selecting samples for the search, events must contain a minimum of two baseline electrons or muons.

Baseline muon candidates are formed by combining information from the muon spectrometer and ID as

### TABLE I

The SUSY signals and the Standard Model background Monte Carlo samples used in this paper. The generators, the order in \( \alpha_s \) of cross-section calculations used for yield normalization, PDF sets, parton shower and parameter tunes used for the underlying event are shown.

| Physics process       | Generator     | Cross-section normalization | PDF set       | Parton shower | Tune    |
|-----------------------|---------------|------------------------------|---------------|---------------|---------|
| SUSY processes        | MADGRAPH v2.2.3 | NLO + NLL                   | NNPDF2.3LO    | PYTHIA 8.186  | A14     |
| \( Z/\gamma^* (\to e\ell) \) + jets | SHERPA 2.2.1        | NNLO                         | NNPDF3.0NNLO  | SHERPA       | SHERPA default |
| \( \gamma + \text{jets} \) | SHERPA 2.1.1        | LO                           | CT10          | SHERPA       | SHERPA default |
| \( H(\to \tau \tau), H(\to WW) \) | POWHEG-BOX v2     | NLO                          | CTEQ6L1        | PYTHIA 8.186  | A14     |
| \( HW, HZ \) | MG5_aMC@NLO 2.2.2     | NLO                          | NNPDF2.3LO    | PYTHIA 8.186  | A14     |
| \( t\bar{t} + H \) | MG5_aMC@NLO 2.2.2     | NLO                          | CTEQ6L1        | HERWIG 2.7.1  | A14     |
| \( t\bar{t} \) | POWHEG-BOX v2     | NNLO + NNLL                  | CT10          | PYTHIA 6.428  | Perugia2012 |
| Single top (Wt-channel) | POWHEG-BOX v2     | NNLO + NNLL                  | CT10          | PYTHIA 6.428  | Perugia2012 |
| Single top (s-channel) | POWHEG-BOX v2     | NLO                          | CT10          | PYTHIA 6.428  | Perugia2012 |
| Single top (c-channel) | POWHEG-BOX v1     | NLO                          | CT10f4         | PYTHIA 6.428  | Perugia2012 |
| Single top (Zt-channel) | MG5_aMC@NLO 2.2.1 | LO                           | CTEQ6L1        | PYTHIA 6.428  | Perugia2012 |
| \( t\bar{t} + W/WW \) | MG5_aMC@NLO 2.2.2 | NLO                          | NNPDF2.3LO    | PYTHIA 8.186  | A14     |
| \( t\bar{t} + Z \) | MG5_aMC@NLO 2.2.3 | NLO                          | NNPDF2.3LO    | PYTHIA 8.186  | A14     |
| \( WW, WZ, ZZ \) | SHERPA 2.2.1   | NLO                          | NNPDF30NNLO   | SHERPA       | SHERPA default |
| \( V\gamma \) | SHERPA 2.1.1       | LO                           | CT10          | SHERPA       | SHERPA default |
| Triboson              | SHERPA 2.2.1       | NLO                          | NNPDF30NNLO   | SHERPA       | SHERPA default |
described in Ref. [75], must pass the medium identification requirements defined therein, and have $p_T > 10$ GeV and $|\eta| < 2.7$. High-purity muon candidates must additionally have $|\eta| < 2.4$, the significance of the transverse impact parameter relative to the primary vertex $|d_0^{PV}|/\sigma(d_0^{PV}) < 3$, and the longitudinal impact parameter relative to the primary vertex $|z_0^{PV} \sin\theta| < 0.5$ mm. Furthermore, high-purity candidates must satisfy the ‘GradientLoose’ isolation requirements described in Ref. [75], which rely on tracking-based and calorimeter-based variables and implement a set of $\eta$- and $p_T$-dependent criteria. The highest-$p_T$ (leading) high-purity muon is also required to have $p_T > 25$ GeV.

Baseline electron candidates are reconstructed from an isolated electromagnetic calorimeter energy deposit matched to an ID track. They are required to have $p_T > 10$ GeV, $|\eta| < 2.47$, and to satisfy a set of quality criteria similar to the loose likelihood-based identification criteria described in Ref. [76], but including a requirement of a B-layer hit. High-purity electron candidates additionally must satisfy mediumLH selection criteria described in Ref. [76]. They are also required to have $|d_0^{PV}|/\sigma(d_0^{PV}) < 5$, $|z_0^{PV} \sin\theta| < 0.5$ mm, and to satisfy isolation requirements that are the same as those applied to high-purity muons [76]. The leading high-purity electron is also required to have $p_T > 25$ GeV.

Jet candidates are reconstructed using the anti-$k_t$ jet clustering algorithm [77–79] with a jet radius parameter of 0.4 starting from clusters of calorimeter cells [80]. The jets are corrected for energy from pileup using the method described in Ref. [81]: a contribution equal to the product of the jet area and the median energy density of the event is subtracted from the jet energy [82]. Further corrections, referred to as the jet energy scale corrections, are derived from MC simulation and data and are used to calibrate the average energies of jets to the scale of their constituent particles [83]. In order to reduce the number of jets originating from pileup, a significant fraction of the tracks associated with each jet must have an origin compatible with the primary vertex, as defined by the jet vertex tagger (JVT) output [84]. Only corrected jet candidates with $p_T > 20$ GeV and $|\eta| < 4.5$ are retained. High-purity jets are defined with the tighter requirement $|\eta| < 2.4$. The chosen requirement corresponds to the medium working point of the JVT and is only applied to jets with $p_T < 60$ GeV and $|\eta| < 2.4$. This requirement reduces jets from pileup to 1% with an efficiency for pure hard-scatter jets of 92%.

An algorithm based on boosted decision trees, MV2c10 [85,86], is used to identify jets containing a b-hadron ($b$-jets), with an operating point corresponding to an efficiency of 77%, and rejection factors of 134 for light-quark and gluon jets and 6 for charm jets [86], for reconstructed jets with $p_T > 20$ GeV and $|\eta| < 2.5$ in simulated $\bar{t}t$ events. Candidate $b$-tagged jets are required to have $p_T > 20$ GeV and $|\eta| < 2.4$.

After the selection requirements described above, ambiguities between candidate jets with $|\eta| < 4.5$ and baseline leptons are resolved as follows:

1. Any electron sharing an ID track with a muon is removed.
2. If a $b$-tagged jet (identified using the 85% efficiency working point of the MV2c10 algorithm) is within $\Delta R \equiv \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2} < 0.2$ of an electron candidate, the electron is rejected, as it is likely to originate from a semileptonic high-purity decay; otherwise, if a non-$b$-tagged jet is within $\Delta R = 0.2$ of an electron candidate then the electron is kept and the jet is discarded as it is likely to be due to the electron-induced shower.
3. Electrons within $\Delta R = 0.4$ of a remaining jet candidate are discarded, to suppress electrons from semileptonic decays of c- and b-hadrons.
4. Jets with fewer than three associated tracks that have a nearby muon that carries a significant fraction of the transverse momentum of the jet ($p_T^\mu > 0.7 \sum p_T^{\text{jet tracks}}$, where $p_T^\mu$ and $p_T^{\text{jet tracks}}$ are the transverse momenta of the muon and the tracks associated with the jet, respectively) are discarded either if the candidate muon is within $\Delta R = 0.2$ or if the muon is matched to a track associated with the jet.
5. Muons within $\Delta R = 0.4$ of a remaining jet candidate are discarded to suppress muons from semileptonic decays of c- and b-hadrons.

The events used by the searches described in this paper are selected using high-purity leptons and jets with a trigger logic that accepts events with either two electrons, two muons or an electron plus a muon. The trigger-level requirements on the $p_T$ of the leptons involved in the trigger decision (the $p_T$ thresholds range between 8 and 22 GeV) are looser than those applied offline to ensure that trigger efficiencies remain high and are constant in the relevant phase space.

Events containing a photon and jets are used to estimate the $Z/\gamma^* +$ jets background in the $2\ell +$ jets channel. These events are selected with a set of prescaled single-photon triggers with $p_T$ thresholds in the range 35–100 GeV and an unprescaled single-photon trigger with threshold $p_T > 140$ GeV. High-purity photons must have $p_T > 37$ GeV to be on the efficiency plateau of the lowest-threshold single-photon trigger and satisfy a tight identification requirement and $p_T$-dependent requirements on both track- and calorimeter-based isolation [87]. The $\gamma +$ jets control sample, used for the data-driven $Z +$ jets background estimate described in Sec. VIII A, makes use of high-purity photons. The ambiguities between candidate photons, jets and leptons are resolved by applying the following two requirements:

1. Photons are removed if they reside within $\Delta R = 0.4$ of a baseline electron or muon.
(2) Any jet within $\Delta R = 0.4$ of any remaining photon is discarded.

The measurement of the missing transverse momentum vector $\vec{p}_T^{\text{miss}}$ (and its magnitude $E_T^{\text{miss}}$) is based on the calibrated transverse momenta of all electron, photon, muon and jet candidates and all tracks originating from the primary vertex and not associated with such objects [88]. The missing transverse momentum is the negative of the vector sum of the object momenta.

V. ANALYSIS STRATEGY AND BACKGROUND PREDICTION

To search for a possible signal, selection criteria are defined to enhance the expected signal yield relative to the SM background. Signal regions (SRs) are designed using the MC simulation for both SUSY signals and the SM background processes, before looking at the data in the relevant phase space. They are optimized to maximize the expected sensitivity for the exclusion of each model considered. To estimate the SM backgrounds in an accurate and robust fashion, corresponding control regions (CRs) are defined for each of the signal regions. They are chosen to be orthogonal to the SR selections in order to provide independent data samples enriched in particular backgrounds, and are used to normalize the background MC simulation. The CR selections are optimized to have negligible SUSY signal contamination for the models near the LHC Run 1 excluded region’s boundary [17], while minimizing the systematic uncertainties arising from the extrapolation of the CR event yields to estimate backgrounds in the SR. Cross-checks of the background estimates are performed with data in several validation regions (VRs) selected with requirements such that these regions do not overlap with the CR and SR selections, and also have a low expected signal contamination.

To extract the final results, three different classes of likelihood fits are employed, denoted background-only, model-independent and model-dependent fits, using the HistFitter framework [89]. The fits are performed using the total number of events in each region. To obtain a set of background predictions that are independent of the observations in the SRs, the fit can be configured to use only the CRs to constrain the fit parameters: the CR bins are removed from the likelihood and any potential signal contribution is neglected everywhere. This fit configuration is referred to as the background-only fit. The scale factors representing the normalizations of background components relative to MC predictions are determined in the fit to all the CRs associated with an SR. This is most notably the case for diboson production since it is the dominant background in several SRs. The expected backgrounds in an SR are based on the yields predicted by simulation, corrected by the scale factors derived from the fit. A dedicated data-driven method is used to estimate the $Z + \text{jets}$ background yield for the two lepton regions. The systematic and MC statistical uncertainties are included in the fit as nuisance parameters that are constrained by Gaussian distributions with widths corresponding to the sizes of the uncertainties considered and by Poisson distributions, respectively. The background-only fit results are also used to estimate the background event yields in the VRs.

A model-independent fit is used to quantify the level of agreement between background predictions and observed yields and to quantify the number of possible beyond the Standard Model (BSM) signal events in each SR. This fit proceeds in the same way as the background-only fit, except that the number of observed events in the SR is added as an input to the fit, and an additional parameter for the BSM signal strength, constrained to be non-negative, is included. The observed and expected upper limits at 95% confidence level (C.L.) on the number of events from BSM phenomena for each signal region ($S_{\text{obs}}^{95}$ and $S_{\text{exp}}^{95}$) are derived using the CL$_s$ prescription [90], neglecting any possible signal contamination in the CRs. These limits, when normalized by the integrated luminosity of the data sample, may be interpreted as upper limits on the visible cross section of BSM processes ($\langle \epsilon \sigma \rangle_{\text{obs}}$), where the visible cross section is defined as the product of production cross-section, acceptance and efficiency. The model-independent fit is also used to compute the one-sided $p$-value of the background-only hypothesis ($p_0$), which quantifies the statistical significance of an excess; $p_0$ cannot exceed 0.5.

Finally, a model-dependent fit is used to set exclusion limits on the signal cross sections for specific SUSY models. Such a fit proceeds in the same way as the model-independent fit, except that the yields in both the SRs and the CRs are taken into account. Signal-yield systematic uncertainties due to detector effects and the theoretical uncertainties in the signal acceptance are included in the fit. Correlations between signal and background systematic uncertainties are taken into account where appropriate. Limits on the signal cross section are then mapped into limits on sparticle masses in the two-dimensional simplified-model planes.

VI. THE RECURSIVE JIGSAW RECONSTRUCTION TECHNIQUE

The RJR technique [13,14] is a method for decomposing measured properties event by event to provide a basis of kinematic variables. This is achieved by approximating the rest frames of intermediate particle states in each event. This reconstructed view of the event gives rise to a natural basis of kinematic observables, calculated by evaluating the momentum and energy of different objects in these reference frames. Background processes are reduced by testing whether each event exhibits the anticipated properties of the imposed decay tree under investigation while only applying minimal selection criteria on visible object momenta and missing momenta. The RJR technique is described in detail
in Refs. [13,14] and has been used in previous ATLAS searches [10,91,92].

Electrons, muons, hadronic jets and \( \vec{p}_{\text{miss}} \) (as defined in Sec. IV) are used as input to the RJR algorithm. Motivated by searches for pair-production of sparticles in \( R \)-parity-conserving models, a decay tree is constructed following the canonical process in Fig. 2(a), for the 2\( \ell \) [Fig. 2(b)] and 3\( \ell \) [Fig. 2(c)] search regions, used in the analysis of events. Each event is evaluated as if two sparticles (labeled PP) were produced, assigned to two hemispheres (\( P_a \) and \( P_b \)) and then decayed to the particles observed in the detector with \( V \) denoting visible objects and \( I \) invisible objects. The benchmark signal models probed in this search give rise to signal events with at least two weakly interacting particles associated with two systems of invisible particles (shown in green), the respective children of the initially produced sparticles. For the 2\( \ell \) channel the lepton pair must be associated with the same visible collection, similarly for the jets, while for the 3\( \ell \) channel the opposite-charge, same-flavor pair most consistent with the \( Z \)-boson mass is selected as one visible collection, with the unpaired lepton being assigned to the opposite hemisphere (the \( Z \) boson being associated with \( V_b \), and the unpaired lepton with \( V_a \)).

After partitioning the visible objects, the remaining unknowns in the event are associated with the two collections of invisible particles; their masses, longitudinal momenta and information about how the two groups contribute to the \( \vec{p}_{\text{miss}} \). The RJR algorithm determines these unknowns by identifying the smallest Lorentz invariant function of the visible particles’ four vectors that ensures the invisible particle mass estimators remain non-negative [14]. In each of these newly constructed rest frames, all relevant momenta are defined and can be used to construct a set of variables such as multi-object invariant masses and angles between objects. The primary energy-scale-sensitive observables used in the search presented here are a suite of variables denoted by \( H \). As shown in Eq. (1), the \( H \) variables are constructed using different

![Image](https://example.com/image.png)

**FIG. 2.** (a) The “standard” decay tree applied to pair-produced sparticles (“parent” objects), \( P \), decaying to visible states “\( V \)” and invisible states “\( I \).” (b) Decay trees for the 2\( \ell \) + 2 jets final state and (c) 3\( \ell \) final state. (d) The “compressed” decay tree. CM denotes the center-of-mass frame. A signal sparticle system \( S \) decaying to a set of visible momenta \( V \) and invisible momentum \( I \) recoils from a jet-radiation system ISR.
combinations of object momenta, including contributions from the invisible four-momenta, and are not necessarily evaluated in the lab frame, nor only in the transverse plane,

\[ H^F_{n,m} = \sum_{i=1}^{n} |p^F_{\text{vis},i}| + \sum_{j=1}^{m} |p^F_{\text{inv},j}|. \]  

The \( H \) variables are labeled with a superscript \( F \) and two subscripts \( n \) and \( m \), \( H^F_{n,m} \). The \( F \) represents the rest frame in which the momenta are evaluated. In this analysis, this may be the lab frame, the proxy for the sparticle-sparticle frame \( PP \), or the proxy for the rest frame of an individual sparticle, \( P \). The subscripts \( n \) and \( m \) represent the number of visible and invisible momentum vectors considered, respectively. For events with fewer than \( n \) visible objects, the sum only runs over the available momenta. Only the leading \( n-n_e \) jets are considered, where \( n_e \) is the number of reconstructed leptons in the event. An additional subscript “\( T \)” denotes a transverse version of the variable, where the transverse plane is defined in a frame \( F \) as follows: the Lorentz transverse version of the variable, where the transverse \( W \) objects and hence \( n \equiv n_{\text{vis}} \) runs over the available momenta. Only the leading \( n-n_e \) jets are considered, and the variable takes the form \( H^F_{n,m} \).

(i) \( H^F_{1,1} \): scale variable as described above. Behaves similarly to the effective mass, \( m_{\text{eff}} \) (defined as the scalar sum of the transverse momenta of the visible objects and \( E_T^\text{miss} \), used in previous ATLAS SUSY searches.

(ii) \( H^F_{1,1}/H^F_{4,1} \): provides additional information in testing the balance of the two scale variables. This provides excellent discrimination against unbalanced events where the large scale is dominated by a particular object \( p_T \) or by large \( E_T^\text{miss} \). Behaves similarly to the \( H^F_{1,1} \).

(iii) \( p_{\text{lab}}^\text{TP} / (p_{\text{lab}}^\text{TP} + H^F_{1,1}) \): compares the magnitude of the vector sum of the transverse momenta of all objects associated with the PP system in the lab frame \( (p_{\text{lab}}^\text{TP}) \) to the overall transverse scale variable considered. This quantity tests for significant boost in the transverse direction. For signal events this quantity peaks sharply towards zero while for background processes the distribution is broader. A test of how much a given process resembles the imposed PP system in the decay tree.

(iv) \( H^F_{1,1}/H^F_{3,1} \): a measure of the fraction of the momentum that lies in the transverse plane.

(v) \( \min(H^P_{1,1}, H^P_{4,1})/\min(H^F_{1,1}, H^F_{2,1}) \): compares the scale due to one visible object and \( E_T^\text{miss} \) \( (H^P_{1,1} \) and \( H^P_{4,1} \) in their respective production frames) as opposed to two visible objects \( (H^F_{2,1} \) and \( H^F_{2,1} \)). The numerator and denominator are each defined by finding the minimum value of these quantities. In the three-lepton case this corresponds to the hemisphere with the \( Z \) boson as it is the only one with two visible objects, and the variable takes the form \( H^F_{1,1}/H^F_{2,1} \). This variable tests against a single object taking a large portion of the hemisphere momentum. This is particularly useful in discriminating against \( Z + \text{jets} \) backgrounds.

(vi) \( \Delta p_T^\phi \): the azimuthal opening angle between the visible system \( V \) in frame \( P \) and the direction of the boost from the \( PP \) to \( P \) frame. Standard Model backgrounds from diboson, top and \( Z + \text{jets} \) processes peak towards zero and \( \pi \) due to their topologies not obeying the imposed decay tree while signals tend to have a flat distribution in this variable.

In addition to trying to resolve the entirety of the signal event, it can be useful for sparticle spectra with smaller mass splittings and lower intrinsic \( E_T^\text{miss} \) to instead select events with a partially resolved sparticle system recoiling from a high-\( p_T \) jet from ISR. To target such topologies, a separate decay tree for compressed spectra is shown in Fig. 2(d). This tree is somewhat simpler and attempts to identify a single object taking a large portion of the hemisphere momentum. This is particularly useful in discriminating against \( Z + \text{jets} \) backgrounds.

\[ \Delta \text{p}_{T}^\phi \text{CM} \text{scale due to one visible object and } E_T^{\text{miss}} \text{ (} H^P_{1,1} \text{ and } H^P_{4,1} \text{ in their respective production frames) as opposed to two visible objects (} H^F_{2,1} \text{ and } H^F_{2,1} \). The numerator and denominator are each defined by finding the minimum value of these quantities. In the three-lepton case this corresponds to the hemisphere with the } Z \text{ boson as it is the only one with two visible objects, and the variable takes the form } H^F_{1,1}/H^F_{2,1} \text{. This variable tests against a single object taking a large portion of the hemisphere momentum. This is particularly useful in discriminating against } Z + \text{jets} \text{ backgrounds.} \]

\[ \Delta \text{p}_{T}^\phi \text{CM} \text{scale due to one visible object and } E_T^{\text{miss}} \text{ (} H^P_{1,1} \text{ and } H^P_{4,1} \text{ in their respective production frames) as opposed to two visible objects (} H^F_{2,1} \text{ and } H^F_{2,1} \). The numerator and denominator are each defined by finding the minimum value of these quantities. In the three-lepton case this corresponds to the hemisphere with the } Z \text{ boson as it is the only one with two visible objects, and the variable takes the form } H^F_{1,1}/H^F_{2,1} \text{. This variable tests against a single object taking a large portion of the hemisphere momentum. This is particularly useful in discriminating against } Z + \text{jets} \text{ backgrounds.} \]

\[ \Delta \text{p}_{T}^\phi \text{CM} \text{scale due to one visible object and } E_T^{\text{miss}} \text{ (} H^P_{1,1} \text{ and } H^P_{4,1} \text{ in their respective production frames) as opposed to two visible objects (} H^F_{2,1} \text{ and } H^F_{2,1} \). The numerator and denominator are each defined by finding the minimum value of these quantities. In the three-lepton case this corresponds to the hemisphere with the } Z \text{ boson as it is the only one with two visible objects, and the variable takes the form } H^F_{1,1}/H^F_{2,1} \text{. This variable tests against a single object taking a large portion of the hemisphere momentum. This is particularly useful in discriminating against } Z + \text{jets} \text{ backgrounds.} \]

\[ \Delta \text{p}_{T}^\phi \text{CM} \text{scale due to one visible object and } E_T^{\text{miss}} \text{ (} H^P_{1,1} \text{ and } H^P_{4,1} \text{ in their respective production frames) as opposed to two visible objects (} H^F_{2,1} \text{ and } H^F_{2,1} \). The numerator and denominator are each defined by finding the minimum value of these quantities. In the three-lepton case this corresponds to the hemisphere with the } Z \text{ boson as it is the only one with two visible objects, and the variable takes the form } H^F_{1,1}/H^F_{2,1} \text{. This variable tests against a single object taking a large portion of the hemisphere momentum. This is particularly useful in discriminating against } Z + \text{jets} \text{ backgrounds.} \]
TABLE II. Preselection criteria for the three standard-decay-tree 2\ell SRs and the associated CRs and VRs. The variables are defined in the text.

| Region          | n_{leptons} | n_{jets} | n_{b-tag} | p_{T,2}^{\ell_1,\ell_2} [GeV] | p_{T,1}^{\ell_1,\ell_2} [GeV] | m_{\ell\ell} [GeV] | m_{jj} [GeV] | m_{W} [GeV] |
|-----------------|-------------|----------|-----------|-------------------------------|-------------------------------|------------------|-------------|-----------|
| CR2\ell-VV      | [3, 4]      | ≥2       | =0        | >25                           | >30                           | ∈(80, 100)       | >20         | ∈(70, 100) |
| CR2\ell-Top     | =2          | ≥2       | =1        | >25                           | >30                           | ∈(80, 100)       | ∈(40, 250)  | ⋯         |
| VR2\ell-VV      | =2          | ≥2       | =0        | >25                           | >30                           | ∈(80, 100)       | ∈(40, 70)   | ⋯         |
| VR2\ell-Top     | =2          | ≥2       | =1        | >25                           | >30                           | ∈(80, 100)       | ∈(40, 250)  | ⋯         |
| VR2\ell-High-Zjets | =2        | ≥2       | =0        | >25                           | >30                           | ∈(80, 100)       | ∈(0, 60)    | ⋯         |
| VR2\ell-Low-Zjets | =2        | =2       | =0        | >25                           | >30                           | ∈(80, 100)       | ∈(0, 60)    | ⋯         |
| SR2\ell-High    | =2          | ≥2       | =0        | >25                           | >30                           | ∈(80, 100)       | ∈(60, 100)  | ⋯         |
| SR2\ell-Int     | =2          | ≥2       | =0        | >25                           | >30                           | ∈(80, 100)       | ∈(60, 100)  | ⋯         |
| SR2\ell-Low     | =2          | =2       | =0        | >25                           | >30                           | ∈(80, 100)       | ∈(70, 90)   | ⋯         |

FIG. 3. Sketch of the regions that are probed by each signal region in the two-dimensional parameter space $m_{\tilde{\chi}_1^\pm/\tilde{\chi}_2^0}$.

(vi) $N_{\text{ISR}}$: number of jets assigned to the ISR system.
(vii) $\Delta\phi_{\text{ISR,I}}$: the azimuthal opening angle between the ISR system and the invisible system in the CM frame.
(viii) $m_{\ell\ell}$: mass of the dilepton pair assigned to the signal system. In the 3-lepton final state, the Z candidate is formed by finding the same-flavor opposite-charge pair closest to the Z mass.
(ix) $m_{jj}$: mass of the jet system assigned to the signal system.

VII. EVENT SELECTION: CONTROL, VALIDATION AND SIGNAL REGION DEFINITIONS

Following the object reconstruction described in Sec. IV and analysis strategy outlined in Sec. V, the variables described in Sec. VI are used to define a set of SRs sensitive to the topologies of interest.

Both the 2\ell and 3\ell SRs are designed to cover a wide range of $m_{\tilde{\chi}_1^\pm/\tilde{\chi}_2^0}$ masses and different mass splittings, $\Delta m = m_{\tilde{\chi}_1^\pm/\tilde{\chi}_2^0} - m_{\tilde{\chi}_1^0}$. Specifically, the high-mass regions target high $\tilde{\chi}_1^\pm/\tilde{\chi}_2^0$ masses and large mass splittings ($\Delta m \gtrsim 400$ GeV) and the intermediate-mass regions probe mass splittings of $\approx 200$ GeV. The low-mass and ISR SRs are constructed in order to probe similar regions of the two-dimensional SUSY parameter space and particularly the mass splittings of $\approx 100$ GeV. In this region it is difficult to distinguish the signal from SM processes, due to the limited momentum that the LSPs carry. Improved sensitivity is achieved by designing the two low-mass and ISR SRs to be mutually exclusive, with each providing sensitivity to the parameter space under scrutiny. A statistical combination of these regions subsequently leads to further improved sensitivities. A schematic representation of the mass regions targeted by each SR can be seen in Fig. 3.

For selections involving three charged leptons, the $W$-boson transverse mass, $m_W$, is used and is derived from $p_{T,\text{miss}}$ and the transverse momentum of the charged lepton ($p_{T,\ell}$) not associated with the Z boson as follows:

$$m_W = \sqrt{2p_{T,\ell}E_{T,\text{miss}}(1 - \cos \Delta\phi)},$$

where $\Delta\phi$ is the azimuthal opening angle between the charged lepton associated with the $W$ boson and the missing transverse momentum.

A. Event selection in the two-lepton channel

The 2\ell search channel, using the standard decay tree, is designed with three SRs, two CRs to constrain the VV background (where $V = W$, Z) and the processes with top quarks ($Wt + \bar{t}t$, where the sign symbolizes the sum of the two processes) and four VRs for validating the main
background processes (including the Z + jets data-driven estimate described in Sec. VIII A). The preselection criteria used for the definition of the standard-decay-tree regions are listed in Table II and include requirements on the lepton multiplicity ($n_{\text{leptons}}$), the jet multiplicity ($n_{\text{jets}}$), the $b$-tag jet multiplicity ($n_{\text{b-tag}}$), the transverse momenta of the leading ($p_{T}^{1}$, $p_{T}^{2}$) and subleading ($p_{T}^{3}$, $p_{T}^{4}$) leptons and jets and the invariant mass of the dilepton ($m_{\ell\ell}$) and dijet ($m_{jj}$) system. Most of the regions are defined with exactly two opposite-charge, same-flavor leptons with transverse momentum greater than 25 GeV and an invariant mass consistent with arising from a Z boson. Exceptions to this are the diboson CR (CR2/\-VV) and top VR (VR2/\-Top). The CR2/\-VV requires three or four leptons, which helps to select a sample enriched in diboson events as well as to ensure orthogonality with the SRs. The lepton pair is selected by choosing the opposite-charge, same-flavor pair closest to the Z mass, while the remaining lepton(s) are treated as invisible objects contributing to $\vec{p}_{T}^{\text{miss}}$. The additional requirement on $m_{\text{W}}$, which is applied only in the events containing exactly three charged leptons, ensures orthogonality with the 3/ regions described in Sec. VII B. Both the top CR (CR2/\-Top) and VR (VR2/\-Top) are defined with a $b$-tag jet requirement while orthogonality with each other is ensured by inverting the dilepton invariant mass requirement. In all regions the dilepton invariant mass is
FIG. 4. Distributions of kinematic variables in the control regions for the $2\ell$ channel after applying all selection requirements in Tables III or V. The histograms show the postfit MC background predictions. The last bin includes the overflow. The FNP contribution is estimated from a data-driven technique and is included in the category “Others.” Distributions for the (a) $H_{4\ell}^{PP}$ standard-decay-tree top CR, (b) $p_T^{\ell_1}$ and (c) $H_{4\ell}^{PP}$ for the standard decay tree VV CR, (d) $p_T^{\ell_1}$ compressed-decay-tree top CR, and (e) $p_T^{\ell_1}$ compressed-decay-tree VV CR and (f) $R_{ISR}$ compressed-decay-tree VV CR are plotted. The hatched error bands indicate the combined theoretical, experimental and MC statistical uncertainties.
FIG. 5. Distributions of kinematic variables in the validation regions for the 2ℓ channel after applying all selection requirements in Tables III or V. The histograms show the postfit MC background predictions. The last bin includes the overflow. The FNP contribution is estimated from a data-driven technique and is included in the category "Others." Plots show (a) $H_{T,1}^{pp}$ and (b) $p_T^{ISR}$ in the $Z + \text{jets}$ VRs for the standard and compressed decay trees respectively; (c) $H_{T,1}^{pp}$ in the top VR and (d) $H_{T,1}^{pp}$ in the diboson VR for the standard decay tree; (e) $p_T^{CMS}$ in the top VR and (f) $R_{ISR}$ in the diboson VR for the compressed decay tree. The hatched error bands indicate the combined theoretical, experimental and MC statistical uncertainties.
formed using the two leading jets in $p_T$. The SRs require the $m_{jj}$ to be consistent with a $W$ boson while the $Z + \text{jets}$ (\text{VR2}{\text{'}-\text{High-Zjets}} and \text{VR2}{\text{'}-\text{Low-Zjets}}) and diboson (\text{VR2}{\text{'}-\text{VV}}) VRs select events outside of the $W$ mass window.

In addition to the preselection criteria, further selection requirements are applied in each region according to the parameter space probed. These selection requirements are shown in Table III. The min $\Delta \phi(j_1/j_2, \vec{p}_T^{\text{miss}})$ variable corresponds to the minimum azimuthal angle between the jets and $\vec{p}_T^{\text{miss}}$ and is applied only in \text{SR2}{\text{'}-\text{Low-Zjets}} to further suppress the $Z + \text{jets}$ contribution. The selection criteria applied in \text{VR2}{\text{'}-\text{High-Zjets}} and \text{VR2}{\text{'}-\text{Low-Zjets}} differ so as to be closer and orthogonal to their respective SRs. As such the $0.35 < H_{1,1}^{pp} / H_{4,1}^{pp} < 0.6$ requirement is retained only for \text{VR2}{\text{'}-\text{Low-Zjets}}. \text{VR2}{\text{'}-\text{VV}} is the only region with an $H_{1,1}^{pp}$ requirement, but one that is necessary since it further suppresses the $Z + \text{jets}$ background while keeping the VRs close to the SRs.

Similar to the $2\ell$ standard-decay-tree regions, another set of $2\ell$ regions is defined by taking advantage of the compressed decay tree. \text{SR2}{\text{'}-\text{ISR}} has a requirement of at least three jets which makes it orthogonal to \text{SR2}{\text{'}-\text{Low}}, where the jet multiplicity is defined with exactly two jets. The lepton and jet multiplicities as well as the requirements on the transverse momenta of these objects defining the preselection requirements in the ISR analysis are summarized in Table IV. All the regions require at least one jet.
assigned to the ISR system ($N_{\text{ISR}}$) and at least two jets in the signal system ($N_{\text{jet}}^{S}$) in the construction of the compressed decay tree. The assignment of the jets in the two systems results from a mass minimization performed in the CM frame. Following the same strategy as for the $2\ell_{\text{ISR}}$VV, both $2\ell_{\text{ISR}}$-VV and $2\ell_{\text{ISR}}$-VV are defined with three or four leptons. To increase the number of events in $2\ell_{\text{ISR}}$-VV, the transverse momentum requirement for jets is relaxed to 20 GeV compared to 30 GeV in the other regions.

The ISR regions are further defined with a series of requirements based on the variables reconstructed from the compressed decay tree. These requirements are listed in Table V. The ISR SR is defined by requiring a highly energetic ISR jet system which recoils against the entire signal system in the CM frame. In $2\ell_{\text{ISR}}$-VV the $m_{Z}$ requirement is inverted in order to be orthogonal to the $2\ell_{\text{ISR}}$-VV. The top CRs ($2\ell_{\text{ISR}}$-Top) and VR ($2\ell_{\text{ISR}}$-Top) are defined with a $b$-tag jet requirement and have broader $m_{Z}$ and $m_{J}$ windows. The broader mass windows help to increase the numbers of data events in these regions since in processes with top quarks the leptons and jets result from sources other than $Z$ and $W$ bosons, respectively. The orthogonality of the two regions is achieved by inverting the $p_{\text{T}}^{\text{CM}}$ requirement. A validation region for $Z$+jets ($2\ell_{\text{ISR}}$-Zjets) is defined with exactly two leptons and between three and five jets, none of which are $b$-tagged; $m_{J}$ must be outside of the range expected from vector-boson decays ($<50$ GeV or $>110$ GeV).

**FIG. 6.** Distributions of kinematic variables in the control regions for the $3\ell$ channel after applying all selection criteria described in Tables VII or IX. The histograms show the postfit MC background predictions. The FNP contribution is estimated from a data-driven technique and is included in the category "Others." The last bin includes the overflow. Plots show (a) $p_{\text{T}}^{\ell_{1}}$ and (b) $H_{\text{T}}^{\text{PP}}$ for the diboson CR in the standard decay tree, (c) $p_{\text{T}}^{\text{ISR}}$ and (d) $R_{\text{ISR}}$ for the diboson CR in the compressed decay tree. The hatched error bands indicate the combined theoretical, experimental and MC statistical uncertainties.
Postfit distributions of variables from the 2l search for selected regions are shown in Figs. 4 and 5 for data and the different MC samples. In these figures, the background component labeled as “Others” includes the SM contributions from Higgs boson, V\gamma, VVV, t\bar{t}V production and contributions from nonprompt and nonisolated leptons. The background estimate is described in Sec. VIII.

B. Event selection in the three-lepton channel

The strategy followed for the design of the 3l search channel has many similarities with the 2l channel. Three SRs are defined with the standard decay tree (SR3l\_High, SR3l\_Int, SR3l\_Low) and the diboson background contribution is controlled and validated in a dedicated CR (CR3l\_VV) and VR (VR3l\_VV), which contain mutually exclusive events with respect to the SRs. The initial selection of events proceeds with preselection requirements summarized in Table VI. All regions require exactly three energetic leptons with the transverse momentum of the third leading lepton in p_T, p_T^3, required to be at least 30 GeV. The regions are additionally required to have low jet activity. A same-flavor opposite-charge lepton pair is required, formed by finding the pair with invariant mass closest to the Z-boson mass, while the remaining (unpaired) lepton is used to construct m_W^T. SR3l\_Low has a jet veto which makes it orthogonal to the ISR SR (SR3l\_ISR) that is described below.

The selection requirements defining the SRs, CR and VR can be seen in Table VII. For signals targeting larger masses, and hence mass splittings between the parent and

FIG. 7. Distributions of kinematic variables in the validation regions for the 3l channel after applying all selection criteria in Tables VII or IX. The histograms show the postfit MC background predictions. The FNP contribution is estimated from a data-driven technique and is included in the category “Others.” The last bin includes the overflow. Plots show (a) p_T^1 and (b) H^PP_T for the standard decay tree, (c) p_T^ISR and (d) R_ISR for the compressed decay tree. The hatched error bands indicate the combined theoretical, experimental and MC statistical uncertainties.
LSP ("high" and "intermediate" regions), the selection criteria imposed on scale quantities are tighter, with looser requirements applied to ratio values. The opposite is true as the mass splitting becomes smaller, where the selection criteria imposed on scale quantities are less stringent, since the produced objects are not expected to be too energetic; better sensitivity is obtained by applying selection criteria to ratios of quantities. Orthogonality between the CR, VR and SRs is achieved by inverting the requirement on $m_T^W$ and using different transverse-mass windows.

SR3′/Low requires no jet activity, so an orthogonal $3^\prime/T$ region all jets are associated with the ISR-VV) is defined with an inverted Z\(\rightarrow l^+\ell^-\) in the W\(\rightarrow\ell\nu\) identification of a light-flavor jet, or photon conversions. In counts in the signal regions. The largest backgrounds arise leading to less than three prompt and isolated leptons. In both analyses, this background is estimated using a data-driven technique, the matrix method [93].

This method uses two types of lepton identification criteria: "signal," corresponding to high-purity leptons and "baseline," corresponding to the definition of Sec. IV. The method makes use of the numbers of observed events containing baseline-baseline, baseline-signal, signal-baseline and signal-signal lepton pairs (ordered in $p_T$) in a given SR. In the $3^\prime/T$ search channel the highest-$p_T$ electron or muon is taken to be real. Simulation studies show that this is a valid assumption in $> 95\%$ of three-signal-lepton events.

Knowing the probabilities for real and FNP leptons satisfying the baseline selection criteria to also satisfy the signal selection, the observed event counts with the different lepton selection criteria can be used to extract a data-driven estimate of the FNP background. The probabilities are calculated similarly to Ref. [18].

A. Background estimate in the two-lepton channel

The $Z + $ jets process can provide a large background, particularly in the low-mass and compressed SRs, due to fake $E_T^{\text{miss}}$ from jet or lepton mismis-measurements or from neutrinos in semileptonic decays of $b$- or $c$-hadrons. These effects are difficult to model in simulation, so instead $\gamma +$ jets events in data are used to extract the $E_T^{\text{miss}}$ shape in $Z +$ jets events. Similar methods were employed in searches for SUSY in events with two leptons, jets, and large $E_T^{\text{miss}}$ in ATLAS [94] and CMS [95,96]. The $E_T^{\text{miss}}$ shape is extracted from a data control sample of $\gamma +$ jets events, which have a topology similar to $Z +$ jets events, recorded using a set of single-photon triggers. The events selected with prescaled triggers correspond to photon $p_T < 140$ GeV and these events are weighted with the corresponding trigger prescale factor. Corrections for the different $\gamma$ versus Z-boson $p_T$ distributions and different momentum resolutions for electrons, muons, and photons are applied. Backgrounds from $W\gamma$ and $Z\gamma$ production, which contain a photon and genuine $E_T^{\text{miss}}$ from neutrinos, are subtracted using MC simulation that is normalized to data in a $V_T$ control region containing a selected lepton and photon. The $V_T$ normalization factor is found to be equal to $0.79 \pm 0.79$.

To model quantities that depend on the individual lepton momenta, a $m_{\ell\ell}$ value is assigned to each $\gamma +$ jets event by sampling from $m_{\ell\ell}$ distributions (parametrized as a function of boson $p_T$ and the component of $E_T^{\text{miss}}$ that is parallel to the boson $p_T$) extracted from $Z +$ jets simulation. Each $\gamma +$ jets event is boosted to the rest frame of the emulated $Z$ boson and the photon is split into two pseudo-leptons, assuming isotropic decays in the rest frame. In all the two-lepton SRs (except for SR2′/Low) the $Z +$ jets background is directly estimated by weighting appropriately the $\gamma +$ jets events surviving the SR selections. In SR2′/Low, the direct $Z +$ jets background estimation lacks statistical

VIII. BACKGROUND ESTIMATION

Several SM background processes contribute to the event counts in the signal regions. The largest backgrounds arise from dibosons and $Z +$ jets, with lesser contributions from top-quark pairs, single top quarks, tribosons and Higgs bosons. In general, these backgrounds can be classified into two categories, the irreducible backgrounds with prompt and isolated leptons (also referred to as real leptons) and nonprompt and nonisolated leptons.

Postfit distributions of variables from the $3^\prime/T$ search for selected regions, are shown in Figs. 6 and 7 for data and the different MC samples. The background component labeled "Others" refers to the processes with a Higgs boson, $\gamma T$ and the nonprompt and nonisolated leptons.
precision due to the high prescale factors of the triggers used to select $\gamma +$ jets events with low momentum ($p_T < 100$ GeV), as opposed to the other SRs whose definitions, including an ISR-jet requirement, are such that events with a large dilepton system $p_T (p_T^{\ell\ell})$ are selected. Due to this, an alternative approach is used for the $Z +$ jets estimate in the low-mass SR, which relies on the robust $\gamma +$ jets estimate of high-$p_T^{\ell\ell}$ ($p_T^{\ell\ell} > 100$ GeV) events. The $\gamma +$ jets template is used to directly estimate the high-$p_T^{\ell\ell}$ $Z +$ jets component of SR2$\ell _{\text{High}}$ while the low-$p_T^{\ell\ell}$ ($p_T^{\ell\ell} < 100$ GeV) $Z +$ jets contribution is estimated by using a transfer factor defined as the ratio of low-$p_T^{\ell\ell}$ to high-$p_T^{\ell\ell}$ events and is calculated from an orthogonal sample with an inverted $H_T^{PP}$ requirement. The ratio is found to be $3.9 \pm 2.1$, while the high-$p_T^{\ell\ell}$ $Z +$ jets estimate is $1.29 \pm 0.5$. The uncertainties quoted are statistically only.

To validate the method, as well as to check the modeling of other SM backgrounds, validation regions are defined for each SR. The definitions of these regions (VR2$\ell _{\text{-VV}},$ VR2$\ell _{\text{-Top}},$ VR2$\ell _{\text{High-Zjets}}$ and VR2$\ell _{\text{Low-Zjets}}$) are given for the standard decay tree in Table III and (VR2$\ell _{\text{-ISR-VV}},$ VR2$\ell _{\text{-ISR-Top}}$ and VR2$\ell _{\text{-ISR-Zjets}}$) for the compressed decay tree in Table V. The VRs targeting the validation of the $Z +$ jets background estimation have an inverted dijet mass requirement with respect to the corresponding SR definitions as well as having some other selection criteria relaxed. In this way a potential signal contribution is rejected while the regions remain close but orthogonal to the SR selections.

As described in Sec. VII, the background contributions from $W_t + \tilde{t}$ and $VV$ are normalized to data in dedicated CRs and the extracted normalization factors from the fit are validated in orthogonal regions. The $VV$ process in the SRs has contributions from all diboson processes producing at least two leptons in the final state. The dominant diboson process in SR2$\ell _{\text{High}}$ and SR2$\ell _{\text{Int}}$ is $ZZ \rightarrow \ell \ell\nu\nu$ with a smaller contribution from $WZ \rightarrow \ell\nu\ell\ell$. The picture changes with lower $\tilde{t}_1^+ / \tilde{t}_1^0$ masses and smaller mass splitting; in SR2$\ell _{\text{Low}}$ the dominant component is $WW \rightarrow \ell\nu\ell\ell$ followed by $WZ \rightarrow \ell\nu\ell\ell$ while in SR2$\ell _{\text{JSR}}$ the dominant contribution is from $WZ \rightarrow \ell\nu\ell\ell$ and to a lesser extent from $ZZ \rightarrow \ell\ell\nu\nu$. The semihadronic decays of dibosons, for example $ZZ \rightarrow \ell\nu qq$, are accounted for by the $\gamma +$ jets template since they do not lead to genuine $E_T^{\text{miss}}$ in the event. The CRs are designed to have compositions, in terms of diboson processes, similar to their respective SRs.

The two-lepton diboson and top CRs defined with the standard decay tree do not contain an explicit selection to make them orthogonal to their respective compressed CRs. However, the two decay trees of the JrJr method, by construction, probe different event topologies, hence they select events where the overlap is designed to be insignificant. For the top CR the overlap is less than $1\%$ while for the diboson CR it is smaller than $3\%$. Since the impact of this effect is negligible in comparison with the background uncertainties, it is not considered in the remainder of the analysis.

The normalization factors obtained from the background-only fit for $W_t + \tilde{t}$ and $VV$ for the selections applied to the standard (compressed) decay tree are $0.91 \pm 0.23$ and $0.91 \pm 0.13$ ($0.99 \pm 0.12$ and $0.94 \pm 0.18$), respectively, where the uncertainties are dominated by the statistical uncertainty. The background fit results are summarized in Tables X and XI for the CRs and VRs, respectively. The data are consistent with the expected background in all validation regions.

**B. Background estimate in the three-lepton channel**

The irreducible background in the 3$\ell$ channel is dominated by SM $WZ$ diboson production. The shape of the diboson background is taken from simulation but normalized to data in

| Region       | CR2$\ell _{\text{-VV}}$ | CR2$\ell _{\text{-Top}}$ | CR2$\ell _{\text{-ISR-VV}}$ | CR2$\ell _{\text{-ISR-Top}}$ |
|--------------|--------------------------|---------------------------|-----------------------------|-----------------------------|
| Observed events | 60                       | 97                        | 28                          | 93                          |
| Total (postfit) SM events | $60 \pm 8$             | $97 \pm 10$               | $28 \pm 5$                  | $93 \pm 10$                 |
| Other         | $3.5 \pm 0.3$            | $1.4 \pm 0.3$             | $0.72 \pm 0.31$             | $0.50 \pm 0.15$             |
| Fit output, $W_t + \tilde{t}$ | ...                   | $60 \pm 11$               | ...                         | $90 \pm 10$                 |
| Fit output, $VV$    | $57 \pm 8$               | $4.0 \pm 1.0$             | $27 \pm 5$                  | $0.99 \pm 0.31$             |
| $Z +$ jets       | ...                      | $31 \pm 15$               | ...                         | $2.1 \pm 1.0$               |
| Fit input, $W_t + \tilde{t}$ | ...                   | $66$                       | ...                         | 91                          |
| Fit input, $VV$   | $62$                     | $4.4$                     | $29$                        | $1.1$                       |
TABLE XI. Expected and observed yields from the background fit for the $2\ell$ VRs. The nominal predictions from MC simulation are given for comparison for the $Wt + \bar{t}$ and $VV$ backgrounds. The “Other” category contains the contributions from Higgs boson processes, $V\gamma$, $VVV$, $t\bar{t}V$ and nonprompt and nonisolated lepton production. The dashes indicate that these backgrounds are negligible and are included in the category “Other.” Combined statistical and systematic uncertainties are given. The individual uncertainties can be correlated and do not necessarily add in quadrature to the total systematic uncertainty.

| Region                          | VR2$\ell$/Low-Zjets | VR2$\ell$/High-Zjets | VR2$\ell$/VV | VR2$\ell$/Top | VR2$\ell$/ISR-VV | VR2$\ell$/ISR-Top | VR2$\ell$/ISR-Zjets |
|---------------------------------|---------------------|----------------------|-------------|-------------|----------------|----------------|-------------------|
| Observed events                 | 263                 | 77                   | 72          | 491         | 13            | 113           | 248               |
| Total (postfit) SM events       | 261 $\pm$ 130       | 69 $\pm$ 26          | 61 $\pm$ 13 | 423 $\pm$ 105 | 12 $\pm$ 4  | 110 $\pm$ 18 | 310 $\pm$ 100    |
| Other                           | 3.5 $\pm$ 1.5       | 0.25$^{+0.62}_{-0.25}$ | 0.80 $\pm$ 0.09 | 2.3 $\pm$ 0.4 | 4.2 $\pm$ 0.5 | 0.68 $\pm$ 0.22 | 3.0 $\pm$ 0.6     |
| Fit output, $Wt + \bar{t}$      | 15 $\pm$ 5          | 1.7 $\pm$ 0.7        | 12 $\pm$ 4  | 415 $\pm$ 105 | …            | 107 $\pm$ 18 | 40 $\pm$ 8       |
| Fit output, $VV$                | 30 $\pm$ 7          | 16 $\pm$ 3           | 40 $\pm$ 13 | 3.7 $\pm$ 0.9 | 7.9 $\pm$ 3.6 | 0.97 $\pm$ 0.25 | 67 $\pm$ 15       |
| $Z$ + jets                      | 210 $\pm$ 130       | 51 $\pm$ 25          | 8.4 $\pm$ 4.1 | 2.4 $\pm$ 1.2 | …            | 1.6 $\pm$ 0.8 | 200 $\pm$ 100    |
| Fit input, $Wt + \bar{t}$       | 16                  | 1.9                  | 13          | 455         | …            | 108           | 41                |
| Fit input, $VV$                 | 33                  | 17                   | 43          | 4.1         | 8.4          | 1.1           | 71                |

TABLE XII. Expected and observed yields from the background fit for the $3\ell$ CRs and VRs. The normalization factors for $VV$ for the standard and compressed decay trees are different and are extracted from separate fits. The nominal predictions from MC simulation are given for comparison for the $VV$ background. The “Other” category contains the contributions from Higgs boson processes, $t\bar{t}V$ and nonprompt and nonisolated lepton production. Combined statistical and systematic uncertainties are given. The individual uncertainties can be correlated and do not necessarily add in quadrature to the total systematic uncertainty.

| Region                           | CR3$\ell$/VV | VR3$\ell$/VV | CR3$\ell$/ISR-VV | VR3$\ell$/ISR-VV |
|----------------------------------|-------------|-------------|----------------|----------------|
| Observed events                  | 331         | 160         | 98            | 83            |
| Total (postfit) SM events        | 331 $\pm$ 18 | 159 $\pm$ 38 | 98 $\pm$ 10   | 109 $\pm$ 24 |
| Other                            | 52 $\pm$ 13 | 5.6 $\pm$ 1.2 | 4.4 $\pm$ 1.2 | 7.1 $\pm$ 1.6 |
| Tribosons                        | 1.1 $\pm$ 0.1 | 0.44 $\pm$ 0.03 | 0.22 $\pm$ 0.14 | 0.42 $\pm$ 0.04 |
| Fit output, $VV$                 | 278 $\pm$ 18 | 153 $\pm$ 38 | 93 $\pm$ 10   | 102 $\pm$ 24 |
| Fit input, $VV$                  | 255         | 140         | 83            | 90            |

dedicated CRs. The normalization factors extracted from the background-only fit are found to be $1.09 \pm 0.10$ and $1.13 \pm 0.13$ for the standard and compressed decay tree selections, respectively. The results of the background estimates are validated in a set of dedicated VRs. Other background sources such as $VVV$, $t\bar{t}V$ and processes with a Higgs boson contributing to the irreducible background are taken from simulation. A summary of the background fit results for the $3\ell$ CRs and VRs is given in Table XII.

Similar to the two-lepton CR design, the three-lepton diboson CR defined with the standard decay tree does not contain an explicit selection to make it orthogonal to its respective compressed CR. The overlap is less than 0.5%. Since the impact of this effect is negligible in comparison with the background uncertainties, it is not considered in the remainder of the analysis.

IX. SYSTEMATIC UNCERTAINTIES

Several sources of experimental and theoretical systematic uncertainties are considered in the SM background estimates and signal expectations and are included in the profile likelihood fits described in Sec. V. The systematic uncertainties that are considered are related to the jet energy scale and resolution, the modeling of $E_T^{miss}$ in the simulation, the lepton reconstruction and identification, the $VV$ theoretical modeling uncertainties, the nonprompt lepton background estimation and the data-driven $Z$ + jets estimate. The effects of these uncertainties are evaluated for all signal event samples and background processes. The normalization of the $Wt + \bar{t}$ and $VV$ background predictions is extracted in dedicated control regions and the systematic uncertainties thus only affect the extrapolation to the SRs. The statistical uncertainty due to the number of events in the MC samples is also included. The systematic uncertainty associated with the pileup reweighting of the simulated events is also considered and found to have a negligible impact on the final results.

The jet energy scale and resolution uncertainties are derived as a function of the $p_T$ and $\eta$ of the jet, as well as of the pileup conditions and the jet flavor composition of the selected jet sample. They are determined using a combination of simulated events and data samples, through
measurements of the jet response balance in multijet, $Z + \text{jets}$ and $\gamma + \text{jets}$ events [83].

The systematic uncertainties related to the modeling of $E_T^{\text{miss}}$ in the simulation are estimated by propagating the uncertainties in the energy and momentum scale of each of the physics objects, as well as the uncertainties in the soft-term resolution and scale [97].

The remaining detector-related systematic uncertainties, such as those in the lepton reconstruction efficiency, $b$-tagging efficiency [98,99], lepton energy scale, energy resolution and in the modeling of the trigger [75,76], are included but are found to be negligible in all channels.

The uncertainties arising from the modeling of diboson events in simulation are estimated by varying the renormalization, factorization and merging scales used to generate the samples, as well as the PDFs.

In the $2\ell$ channel, uncertainties in the data-driven $Z + \text{jets}$ estimate are calculated following the methodology used in Ref. [94]. An additional uncertainty is based on the difference between the expected background yield from the nominal method (which produces 6.3 events in $\text{SR}2\ell_{\text{Low}}$ and 0.1 events in $\text{SR}2\ell_{\text{ISR}}$) and from a second method implemented as a cross-check, which extracts the dijet mass shape from data validation regions, normalizes the shape to the sideband regions of the SRs, and extrapolates the background into the $W$ mass region. The $Z + \text{jets}$ background estimations obtained from the sideband method are 5.9 and 0.2 events for $\text{SR}2\ell_{\text{Low}}$ and $\text{SR}2\ell_{\text{ISR}}$, respectively. Moreover, a 100% uncertainty in the $V\gamma$ normalization factor is included. To cover any statistical limitations on the $Z + \text{jets}$ estimate that may be present in $\text{SR}2\ell_{\text{ISR}}$, an upper limit on the $Z + \text{jets}$ estimate is considered as an additional systematic uncertainty. The upper limit is calculated by multiplying the sum of the nominal $Z + \text{jets}$ background estimate, adding the statistical uncertainty, with the ratio of low-$p_T^{\ell\ell}$ to high-$p_T^{\ell\ell}$ events calculated with a looser requirement on $p_T^{\ell\ell}$. This is the dominant uncertainty in the ISR region and accounts for 95% of the total uncertainty in the $Z + \text{jets}$ estimate.

Systematic uncertainties are also assigned to the estimated background from FNP leptons in both the $2\ell$ and $3\ell$ channels to account for potentially different compositions

### Table XIV

| Signal region | $\text{SR}3\ell_{\text{High}}$ | $\text{SR}3\ell_{\text{Int}}$ | $\text{SR}3\ell_{\text{Low}}$ | $\text{SR}3\ell_{\text{ISR}}$ |
|---------------|-------------------------------|-----------------------------|-----------------|-----------------|
| Total uncertainty [%] | 44 | 22 | 19 | 26 |
| $V\gamma$ theoretical uncertainties | 18 | 9 | 12 | 19 |
| MC statistical uncertainties | 37 | 17 | 8 | 10 |
| $V\gamma$ fitted normalization | 8 | 7 | 9 | 11 |
| FNP leptons | 7 | $<1$ | 3 | 5 |
| Jet energy resolution | 4 | $<1$ | 7 | 3 |
| Jet energy scale | 7 | $<1$ | 2 | 3 |
| $E_T^{\text{miss}}$ modeling | 2 | $<1$ | 1 | 4 |
| Lepton reconstruction/identification | 3 | 4 | 2 | 2 |
(heavy flavor, light flavor or conversions) between the signal and control regions. An additional uncertainty is associated with the subtraction of prompt leptons from this CR using simulation.

A summary of the dominant uncertainties in the $2\ell$ SRs is shown in Table XIII. The uncertainties with the largest impact in these SRs are those in the data-driven $Z + \text{jets}$ estimate, followed by the $VV$ modeling uncertainties, the statistical uncertainties in the MC background samples and the uncertainty in the fitted normalization factor for $VV$ related to the number of events in the corresponding CRs.

A similar summary of the systematic uncertainties impacting the $3\ell$ SRs is given in Table XIV. These are dominated by the statistical uncertainties in the MC background samples, the modeling uncertainties in the $VV$ processes and the uncertainties related to the fitted normalization factors for $VV$.

### TABLE XV. Expected and observed yields from the background-only fit for the $2\ell$ SRs. The errors shown are the statistical plus systematic uncertainties. Uncertainties in the predicted background event yields are quoted as symmetric, except where the negative error reaches down to zero predicted events, in which case the negative error is truncated.

| Signal region | SR2$\ell$ High | SR2$\ell$ Int | SR2$\ell$ Low | SR2$\ell$ ISR |
|---------------|----------------|---------------|---------------|---------------|
| Total observed events | 0 | 1 | 19 | 11 |
| Total background events | $1.9 \pm 0.8$ | $2.4 \pm 0.9$ | $8.4 \pm 5.8$ | $2.7^{+2.8}_{-2.7}$ |
| Other | $0.02 \pm 0.01$ | $0.05^{+0.12}_{-0.05}$ | $0.02^{+1.07}_{-0.02}$ | $0.06^{+0.33}_{-0.06}$ |
| Fit output, $Wt + \bar{t}\bar{t}$ | $0.00 \pm 0.00$ | $0.00 \pm 0.00$ | $0.57 \pm 0.20$ | $0.28^{+0.34}_{-0.06}$ |
| Fit output, $VV$ | $1.8 \pm 0.7$ | $2.4 \pm 0.8$ | $1.5 \pm 0.9$ | $2.3 \pm 1.1$ |
| $Z + \text{jets}$ | $0.07^{+0.78}_{-0.07}$ | $0.00^{+0.74}_{-0.00}$ | $6.3 \pm 5.8$ | $0.10^{+2.58}_{-0.10}$ |
| Fit input, $Wt + \bar{t}\bar{t}$ | $0.00$ | $0.00$ | $0.63$ | $0.28$ |
| Fit input, $VV$ | $1.9$ | $2.6$ | $1.6$ | $2.4$ |

### X. RESULTS AND INTERPRETATION

The observed numbers of events in the $2\ell$ channel are compared with the expected background contributions in Table XV and Fig. 8; those in the $3\ell$ channel are shown in Table XVI and Fig. 9. No significant excesses above the SM expectation are observed in the SRs targeting intermediate- and high-mass signal models. An excess of events above the background estimate is observed in each of the four low-mass and ISR signal regions. To quantify the level of agreement of the observed data with the SM expectations, a model-independent fit is performed separately for each SR. The results of this fit for the $2\ell$ and $3\ell$ searches are given in Table XVII.

Selected kinematic distributions in the low-mass and ISR regions for the $2\ell$ and $3\ell$ selections after applying all the selection requirements defining these SRs are shown in

![FIG. 8. The observed and expected SM background yields in the CRs, VRs and SRs considered in the $2\ell$ channel. The statistical uncertainties in the background prediction are included in the uncertainty band, as well as the experimental and theoretical uncertainties. The bottom panel shows the difference in standard deviations between the observed and expected yields.](092012-20)
Figs. 10 and 11, respectively. In all figures a SUSY signal benchmark model is shown for illustration. This simplified model assumes $\tilde{\chi}/C_6 1 = \tilde{\chi}_0^2 \approx 200$ GeV and $m_{\tilde{\chi}_0^1} = 100$ GeV, and was used to optimize the event selection criteria for the low-mass and ISR SRs.

With the complementarity of the 3*l low-mass and ISR regions, a study of events that fall in either one or the other is possible. Many of the discriminating variables are specific to the decay trees, hence events in the ISR and low-mass SRs cannot be displayed together in these observables. Figure 12 shows the transverse mass distribution, calculated using the unpaired lepton prior to the selection imposed on this variable, for events passing the 3*l low-mass [12(a)] and the 3*l ISR SR requirements [12(b)]. These distributions show events with no additional jet activity, along with those including a jet identified as emanating from an ISR system. In both figures there is an excess of events with transverse mass above the minimum value of 100 GeV required in both SR3*l.Low and SR3*l.ISR.

Exclusion limits for simplified models, in which pairs of $\tilde{\chi}/C_6 1 \tilde{\chi}_0^2$ decay with 100% branching ratio into $W/Z$ vector bosons, are shown in Fig. 13. Figures 13(a) and 13(b) show the exclusion limits obtained from the 2*l and 3*l channels respectively and after selecting the SR with the highest expected sensitivity for each signal-model assumption. The low-mass and ISR regions are statistically combined. Figure 13(c) corresponds to the statistical combination of the 2*l and 3*l search channels. The combination proceeds by statistically combining the SRs of the two channels which target the same region in the two-dimensional parameter space (e.g., SR2*l.High with SR3*l.ISR) since they contain mutually exclusive events. Once the statistical combination is performed then the combined SR producing the best expected CLs value for each model assumption is chosen. The last step is needed since the high-, intermediate- and

---

**TABLE XVI.** Expected and observed yields from the background-only fit for the 3*l SRs. The errors shown are the statistical plus systematic uncertainties. Uncertainties in the predicted background event yields are quoted as symmetric, except where the negative error reaches down to zero predicted events, in which case the negative error is truncated.

| Signal region     | SR3*l.High | SR3*l.Int | SR3*l.Low | SR3*l.ISR |
|-------------------|------------|-----------|-----------|-----------|
| Total observed events | 2          | 1         | 20        | 12        |
| Total background events | 1.1 ± 0.5  | 2.3 ± 0.5 | 10 ± 2    | 3.9 ± 1.0 |
| Other              | 0.03 ± 0.07| 0.04 ± 0.02| 0.02 ± 0.04| 0.06 ± 0.06|
| Triboson           | 0.19 ± 0.07| 0.32 ± 0.06| 0.25 ± 0.03| 0.08 ± 0.04|
| Fit output, VV     | 0.83 ± 0.39| 1.9 ± 0.5  | 10 ± 2    | 3.8 ± 1.0  |
| Fit input, VV      | 0.76       | 1.8       | 9.2       | 3.4       |

---

**FIG. 9.** The observed and expected SM background yields in the CRs, VRs and SRs considered in the 3*l channel. The statistical uncertainties in the background prediction are included in the uncertainty band, as well as the experimental and theoretical uncertainties. The bottom panel shows the difference in standard deviations between the observed and expected yields.
low-mass SRs have event overlap while the low-mass and ISR SRs are mutually exclusive and can be statistically combined. Finally, Fig. 13(d) compares the expected and observed exclusion limits obtained from the recursive jigsaw approach with those described in Ref. [18].

The current results extend the sensitivity and exclusion limits in the high- and intermediate-mass-splitting regions compared to those from Ref. [18]. However, the low-mass region where the mass splitting is \( \approx 100 \) GeV cannot be excluded due to the observed excess of events. The results in this region are of interest as they show an apparent disagreement with those quoted in Ref. [18] with similar sensitivity to this simplified model. The observed data excesses in SR3\( l \)ISR, SR3\( l \)Low, SR2\( l \)ISR and SR2\( l \)Low have associated significances of 3.0, 2.1, 2.0 and 1.4 standard deviations, respectively. As a result of these deviations from expectation the exclusion curves in Fig. 13 demonstrate that there are regions where an exclusion would be expected but cannot be achieved with

| Signal region | \( \langle \epsilon \sigma \rangle _{\text{obs}}^{95}[\text{fb}] \) | \( \sigma _{\text{obs}}^{95} \) | \( \sigma _{\exp}^{95} \) | \( p_0 (Z) \) |
|---------------|------------------|------------------|------------------|------------------|
| SR3\( l \)ISR | 0.42 | 15.3 | 6.9\( ^{+3.1}_{-2.2} \) | 0.001 (3.02) |
| SR2\( l \)ISR | 0.43 | 15.4 | 9.7\( ^{+3.6}_{-2.5} \) | 0.02 (1.99) |
| SR3\( l \)Low | 0.53 | 19.1 | 9.5\( ^{+4.2}_{-1.8} \) | 0.016 (2.13) |
| SR2\( l \)Low | 0.66 | 23.7 | 16.1\( ^{+6.3}_{-4.3} \) | 0.08 (1.39) |
| SR3\( l \)Int | 0.09 | 3.3 | 4.4\( ^{+2.5}_{-1.5} \) | 0.50 (0.00) |
| SR2\( l \)Int | 0.09 | 3.3 | 4.6\( ^{+2.6}_{-1.5} \) | 0.50 (0.00) |
| SR3\( l \)High | 0.14 | 5.0 | 3.9\( ^{+2.2}_{-1.3} \) | 0.23 (0.73) |
| SR2\( l \)High | 0.09 | 3.2 | 4.0\( ^{+2.4}_{-1.2} \) | 0.50 (0.00) |

| Signal region | \( \langle \epsilon \sigma \rangle _{\text{obs}}^{95}[\text{fb}] \) | \( \sigma _{\text{obs}}^{95} \) | \( \sigma _{\exp}^{95} \) | \( p_0 (Z) \) |
|---------------|------------------|------------------|------------------|------------------|
| SR3\( l \)ISR | 0.42 | 15.3 | 6.9\( ^{+3.1}_{-2.2} \) | 0.001 (3.02) |
| SR2\( l \)ISR | 0.43 | 15.4 | 9.7\( ^{+3.6}_{-2.5} \) | 0.02 (1.99) |
| SR3\( l \)Low | 0.53 | 19.1 | 9.5\( ^{+4.2}_{-1.8} \) | 0.016 (2.13) |
| SR2\( l \)Low | 0.66 | 23.7 | 16.1\( ^{+6.3}_{-4.3} \) | 0.08 (1.39) |
| SR3\( l \)Int | 0.09 | 3.3 | 4.4\( ^{+2.5}_{-1.5} \) | 0.50 (0.00) |
| SR2\( l \)Int | 0.09 | 3.3 | 4.6\( ^{+2.6}_{-1.5} \) | 0.50 (0.00) |
| SR3\( l \)High | 0.14 | 5.0 | 3.9\( ^{+2.2}_{-1.3} \) | 0.23 (0.73) |
| SR2\( l \)High | 0.09 | 3.2 | 4.0\( ^{+2.4}_{-1.2} \) | 0.50 (0.00) |

FIG. 10. Distributions of kinematic variables in the signal regions for the \( 2\ell \) channels after applying all selection requirements. The histograms show the postfit background predictions. The last bin includes the overflow. The FNP contribution is estimated from a data-driven technique and is included in the category “Others.” Distributions for (a) \( H^\ell_1 \) and (b) \( \min(H^\ell_1,H^\ell_2)/\min(H^\ell_1,H^\ell_2) \) in SR2\( l \)_Low, (c) \( p^\CM_{\ell \ell} \) and (d) \( R_{\ell \ell} \) in SR2\( l \)_ISR are plotted. The hatched (black) error bands indicate the combined theoretical, experimental and MC statistical uncertainties. The expected distribution for a benchmark signal model, normalized to the NLO + NLL cross section (Sec. III) times integrated luminosity, is also shown for comparison.
FIG. 11. Distributions of kinematic variables in the signal regions for the 3ℓ channels after applying all selection requirements. The histograms show the postfit background predictions. The last bin includes the overflow. The FNP contribution is estimated from a data-driven technique and is included in the category “Others.” Distributions for (a) $H_{3\ell}^{3\ell}$ and (b) $p_{T}^{1}$ in SR3ℓ_Low, (c) $p_{T}^{CM}$ in SR3ℓ_ISR and (d) $R_{ISR}$ in SR3ℓ_ISR are plotted. The hatched (black) error bands indicate the combined theoretical, experimental and MC statistical uncertainties. The expected distribution for a benchmark signal model, normalized to the NLO + NLL cross section (Sec. III) times integrated luminosity, is also shown for comparison.

FIG. 12. The transverse mass of the unpaired lepton for events falling in either (a) SR3ℓ_Low or (b) SR3ℓ_ISR prior to the selection placed on this variable. The solid red line and arrow indicates the requirement defining these SRs. The last bin includes the overflow. The FNP contribution is estimated from a data-driven technique and is included in the category “Others.” The hatched (black) error bands indicate the combined theoretical uncertainties on $VV$, experimental and MC statistical uncertainties. The expected distribution for a benchmark signal model, normalized to the NLO + NLL cross section (Sec. III) times integrated luminosity, is also shown for comparison.
the data. A comparison with the analysis from Ref. [18] in Fig. 13(d) shows that there is a region of phase space in this simplified model, excluded at 95% C.L. by that analysis, that cannot be excluded by the results of this analysis. The RJR selection reduces background through testing how well the events exhibit properties anticipated for the topologies under investigation with a much looser requirement on the missing transverse momentum than in the analysis in Ref. [18]. The methods by which the analyses select the putative $Z'$-boson candidate and define SRs with or without a system of jets consistent with ISR also differ. The overlap of the selected data events in the SRs between the two approaches is found to be smaller than 20% and 30% for the two-lepton and three-lepton channels, respectively. In the compressed regions the overlap percentage for the hypothetical signal $m_{\tilde{\chi}^0_1}/m_{\tilde{\chi}^0_1} = 200 \text{ GeV}$ and $m_{\tilde{\chi}^0_1} = 100 \text{ GeV}$ for the 2$\ell$ (3$\ell$) search channel is found to be less than 5% (15%).

In light of these results in the SR3$\ell$ _ISR, SR3$\ell$ _Low, SR2$\ell$ _ISR and SR2$\ell$ _Low regions, a variety of cross-checks were performed for both the 2$\ell$ and 3$\ell$ channels.

| Signal region | SR2$\ell$ _Low | SR2$\ell$ _ISR |
|---------------|----------------|----------------|
| $ee$          | 9 (4.5 ± 3.9)  | 3 (1.2 ± 1.2)  |
| $\mu\mu$      | 10 (3.9 ± 2.6) | 8 (1.5 ± 1.5)  |
| $ee\mu$       | 6 (3.5 ± 0.7)  | 3 (1.1 ± 0.3)  |
| $\mu\mu\mu$   | 7 (2.7 ± 0.6)  | 4 (1.5 ± 0.4)  |
| $\mu\mu\epsilon$ | 1 (1.9 ± 0.4) | 2 (0.4 ± 0.1)  |

TABLE XVIII. Breakdown of the observed and expected (in parentheses) number of events in terms of flavor composition in the SRs with an excess.
Table XVIII shows the breakdown of the composition of the lepton flavor for the events selected in the SR2\(\ell_1\)Low, SR2\(\ell_1\)ISR, SR3\(\ell_1\)Low and SR3\(\ell_1\)ISR regions, along with the expectation from the background estimation. The validation-region distributions in Figs. 5 and 7 show that there is good agreement between the expectation from the background prediction and data in kinematic regions close to the SRs. For the SR3\(\ell_1\)ISR and SR3\(\ell_1\)Low regions, where the excesses are most significant, the composition of the events is studied in dedicated validation regions where the primary selection criteria in the signal region are inverted. In each of these distributions the observed events are in good agreement with the prediction, and the primary background from WZ events in MC simulation describes the data in both shape and yield. These cross-checks do not indicate a significant mismodeling of any single component of the background. In all cases the main background components are studied with alternative generators and there is good agreement between these samples. Yields of events determined with data-driven methods are cross-checked with MC simulation samples and no significant discrepancies are observed.

XI. CONCLUSION

The paper presents a search for the electroweak production of neutralinos and charginos decaying into final states with exactly two or three electrons or muons and missing transverse momentum, performed using proton-proton collision data at \(\sqrt{s} = 13\) TeV corresponding to an integrated luminosity of 36.1 fb\(^{-1}\) recorded by the ATLAS detector at the LHC. Two distinct search channels based on recursive jigsaw reconstruction are considered where both the 2\(\ell\) and 3\(\ell\) channels target the same signal mode but with the W boson decaying leptonically or to jets.

The statistical interpretation of the two search channels places exclusion limits on associated \(\tilde{\chi}\) production with gauge-boson-mediated decays. For a massless \(\tilde{\chi}_1\), \(\tilde{\chi}_1\) and \(\tilde{\chi}_2\) masses up to 600 GeV are excluded. The results extend the region of supersymmetric parameter space previously excluded by LHC searches in the high- and intermediate-mass regions. In the low-mass and ISR signal regions an excess of events above the SM prediction is observed and the region of parameter space below \(m_{\tilde{\chi}_1/\tilde{\chi}_2} = 220\) GeV cannot be excluded.

The excesses observed in the 2\(\ell\) and 3\(\ell\) channels in the ISR (low-mass) signal regions correspond to local significances of 2.0 and 3.0 (1.4 and 2.1) standard deviations, respectively.

ACKNOWLEDGMENTS

We thank CERN for the very successful operation of the LHC, as well as the support staff from our institutions without whom ATLAS could not be operated efficiently. We acknowledge the support of ANPCyT, Argentina; YerPhi, Armenia; ARC, Australia; BMWF and FWF, Austria; ANAS, Azerbaijan; STSC, Belarus; CNPq and FAPEP, Brazil; NSERC, NRC and CFI, Canada; CERN; CONICYT, Chile; CAS, MOST and NSFC, China; COLCIENCIAS, Colombia; MSMT CR, MPO CR and VSC CR, Czech Republic; DNRF and DNSRC, Denmark; IN2P3-CNRS, CEA-DRF/IRFU, France; SRNSFG, Georgia; BMBF, HGF, and MPG, Germany; GSRT, Greece; RGC, Hong Kong SAR, China; ISF, I-CORE and Benoziyo Center, Israel; INFN, Italy; MEXT and JSPS, Japan; CNRST, Morocco; NWO, Netherlands; RCN, Norway; MNiSW and NCN, Poland; FCT, Portugal; MNE/IFA, Romania; MES of Russia and NRC KI, Russian Federation; JINR; MESTD, Serbia; MSSR, Slovakia; ARRS and MIŻŠ, Slovenia; DST/NRF, South Africa; MINECO, Spain; SRC and Wallenberg Foundation, Sweden; SERI, SNSF and Cantons of Bern and Geneva, Switzerland; MOST, Taiwan; TAEK, Turkey; STFC, United Kingdom; DOE and NSF, United States of America. In addition, individual groups and members have received support from BCKDF, the Canada Council, CANARIE, CRC, Compute Canada, FQRNT, and the Ontario Innovation Trust, Canada; EPLANET, ERC, ERDF, FP7, Horizon 2020 and Marie Skłodowska-Curie Actions, European Union; Investissements d’Avenir Labex and Idex, ANR, Région Auvergne and Fondation Partager le Savoir, France; DFG and AvH Foundation, Germany; Herakleitos, Thales and Aristeia programmes co-financed by EU-ESF and the Greek NSRF; BSF, GIF and Minerva, Israel; BRF, Norway; CEC, ERA, ESEE, Ireland, Horizon 2020 and Marie Skłodowska-Curie Actions, European Union; Investissements d’Avenir Labex and Idex, ANR, Région Auvergne and Fondation Partager le Savoir, France; DFG and AvH Foundation, Germany; Herakleitos, Thales and Aristeia programmes co-financed by EU-ESF and the Greek NSRF; BSF, GIF and Minerva, Israel; BRF, Norway; CERCA Programme Generalitat de Catalunya, Generalitat Valenciana, Spain; the Royal Society and Leverhulme Trust, United Kingdom. The crucial computing support from all WLCG partners is acknowledged gratefully, in particular from CERN, the ATLAS Tier-1 facilities at TRIUMF (Canada), NDGF (Denmark, Norway, Sweden), CC-IN2P3 (France), KIT/GridKA (Germany), INFN-CNAF (Italy), NL-T1 (Netherlands), PIC (Spain), ASGC (Taiwan), RAL (UK) and BNL (USA), the Tier-2 facilities worldwide and large non-WLCG resource providers. Major contributors of computing resources are listed in Ref. [100].
[1] Y. A. Golfand and E. P. Likhtman, Pis’ma Zh. Eksp. Teor. Fiz. 13, 452 (1971) [Extension of the algebra of Poincare group generators and violation of p invariance, JETP Lett. 13, 323 (1971)].

[2] D. V. Volkov and V. P. Akulov, Is the neutrino a goldstone particle?, Phys. Lett. 46B, 109 (1973).

[3] J. Wess and B. Zumino, Supergauge transformations in four-dimensions, Nucl. Phys. B70, 39 (1974).

[4] J. Wess and B. Zumino, Supergauge invariant extension of quantum electrodynamics, Nucl. Phys. B78, 1 (1974).

[5] S. Ferrara and B. Zumino, Supergauge invariant Yang-Mills theories, Nucl. Phys. B79, 413 (1974).

[6] A. Salam and J. A. Strathdee, Super-symmetry and non-Abelian gauges, Phys. Lett. B10, 353 (1974).

[7] G. R. Farrar and P. Fayet, Phenomenology of the production, decay, and detection of new hadronic states associated with supersymmetry, Phys. Lett. 76B, 575 (1978).

[8] H. Goldberg, Constraint on the Photino Mass from final states with jets and missing transverse momentum 103, Nucl. Phys. 13, 099905 (2009).

[9] J. R. Ellis, J. S. Hagelin, D. V. Nanopoulos, K. A. Olive, and M. Srednicki, Supersymmetric relics from the big bang, Nucl. Phys. B238, 453 (1984).

[10] ATLAS Collaboration, Search for squarks and gluinos in the final state with jets and missing transverse momentum using 36 fb⁻¹ of √s = 13 TeV pp collision data with the ATLAS detector, Phys. Rev. D 97, 112001 (2018).

[11] CMS Collaboration, Search for supersymmetry in multijet events with missing transverse momentum in proton-proton collisions at 13 TeV, Phys. Rev. D 96, 032003 (2017).

[12] CMS Collaboration, Search for new phenomena with the M₁₁ variable in the all-hadronic final state produced in proton-proton collisions at √s = 13 TeV, Eur. Phys. J. C 77, 710 (2017).

[13] P. Jackson, C. Rogan, and M. Santoni, Sparticles in motion: Analyzing compressed SUSY scenarios with a new method of event reconstruction, Phys. Rev. D 95, 035031 (2017).

[14] P. Jackson and C. Rogan, Recursive Jigsaw reconstruction: HEP event analysis in the presence of kinematic and combinatoric ambiguities, Phys. Rev. D 96, 112007 (2017).

[15] ATLAS Collaboration, Search for direct production of charginos, neutralinos and sleptons in final states with two leptons and missing transverse momentum in pp collisions at √s = 8 TeV with the ATLAS detector, J. High Energy Phys. 05 (2014) 071.

[16] ATLAS Collaboration, Search for direct production of charginos and neutralinos in events with three leptons and missing transverse momentum in √s = 8 TeV pp collisions with the ATLAS detector, J. High Energy Phys. 04 (2014) 169.

[17] ATLAS Collaboration, Search for the electroweak production of supersymmetric particles in √s = 8 TeV pp collisions with the ATLAS detector, Phys. Rev. D 93, 052002 (2016).

[18] ATLAS Collaboration, Search for electroweak production of supersymmetric particles in final states with two or three leptons at √s = 13 TeV with the ATLAS detector, arXiv:1803.02762.

[19] CMS Collaboration, Search for electroweak production of charginos and neutralinos in multilepton final states in proton-proton collisions at √s = 13 TeV, J. High Energy Phys. 03 (2018) 166.

[20] CMS Collaboration, Search for new phenomena in final states with two opposite-charge, same-flavor leptons, jets, and missing transverse momentum in pp collisions at √s = 13 TeV, J. High Energy Phys. 03 (2018) 076.

[21] CMS Collaboration, Combined search for electroweak production of charginos and neutralinos in proton-proton collisions at √s = 13 TeV, J. High Energy Phys. 03 (2018) 160.

[22] ATLAS Collaboration, The ATLAS experiment at the CERN large hadron collider, J. Instrum. 3, S08003 (2008).

[23] ATLAS Collaboration, ATLAS insertable B-layers technical design report, CERN Report No. ATLAS-TDR-19-ADD-1, 2010, https://cdsweb.cern.ch/record/1291633.

[24] ATLAS Collaboration, Performance of the ATLAS trigger system in 2015, Eur. Phys. J. C 77, 317 (2017).

[25] ATLAS Collaboration, Luminosity determination in pp collisions at √s = 8 TeV using the ATLAS detector at the LHC, Eur. Phys. J. C 76, 653 (2016).

[26] ATLAS Collaboration, Monte Carlo generators for the production of a W or Z/γ∗ boson in association with jets at ATLAS in run 2, CERN Report No. ATL-PHYS-PUB-2016-003, 2016, https://cds.cern.ch/record/2120133.

[27] T. Gleisberg, S. Höche, F. Krauss, M. Schönherr, S. Schumann, F. Siegert, and J. Winter, Event generation with Sherpa 1.1, J. High Energy Phys. 02 (2009) 007.

[28] R. D. Ball et al., Parton distributions for the LHC Run II, J. High Energy Phys. 04 (2015) 040.

[29] T. Gleisberg and S. Höche, Comix, a new matrix element generator, J. High Energy Phys. 12 (2008) 039.

[30] F. Cascioli, P. Maierhöfer, and S. Pozzorini, Scattering Amplitudes with Open Loops, Phys. Rev. Lett. 108, 111601 (2012).

[31] S. Schumann and F. Krauss, A Parton shower algorithm based on Catani-Seymour dipole factorisation, J. High Energy Phys. 03 (2008) 038.

[32] S. Höche, F. Krauss, M. Schönherr, and F. Siegert, QCD matrix elements + parton showers: The NLO case, J. High Energy Phys. 04 (2013) 027.

[33] H.-L. Lai, M. Guzzi, J. Huston, Z. Li, P. M. Nadolsky, J. Pumplin, and C.-P. Yuan, New parton distributions for collider physics, Phys. Rev. D 82, 074024 (2010).

[34] S. Alioli, P. Nason, C. Oleari, and E. Re, A general framework for implementing NLO calculations in shower Monte Carlo programs: the POWHEG BOX, J. High Energy Phys. 06 (2010) 043.

[35] ATLAS Collaboration, Simulation of top quark production for the ATLAS experiment at √s = 13 TeV, CERN Report No. ATL-PHYS-PUB-2016-004, 2016, https://cds.cern.ch/record/2120417.

[36] S. Frixione, P. Nason, and C. Oleari, Matching NLO QCD computations with parton shower simulations: The POWHEG method, J. High Energy Phys. 11 (2007) 070.

[37] P. Artisenet, R. Frederix, O. Mattelaer, and R. Rietkerk, Automatic spin-entangled decays of heavy resonances in...
Monte Carlo simulations, J. High Energy Phys. 03 (2013) 015.

[38] T. Sjöstrand, S. Mrenna, and P. Skands, PYTHIA 6.4 physics and manual, J. High Energy Phys. 05 (2006) 026.

[39] J. Pumpin, D. R. Stump, J. Huston, H.-L. Lai, P. Nadolsky, and W.-K. Tung, New generation of parton distributions with uncertainties from global QCD analysis, J. High Energy Phys. 07 (2002) 012.

[40] P. Z. Skands, Tuning Monte Carlo generators: The Perugia tunes, Phys. Rev. D 82, 074018 (2010).

[41] M. Czakon, P. Fiedler, and A. Mitov, Total Top-Quark Pair-Production Cross Section at Hadron Colliders through $O(a_s^5)$, Phys. Rev. Lett. 110, 252004 (2013).

[42] M. Czakon and A. Mitov, Top++: A program for the calculation of the top-pair cross-section at hadron colliders, Comput. Phys. Commun. 185, 2930 (2014).

[43] N. Kidonakis, Two-loop soft anomalous dimensions for single top quark associated production with a $W^-$ or $H^-$, Phys. Rev. D 82, 054018 (2010).

[44] N. Kidonakis, Next-to-next-to-leading-order collinear and soft gluon corrections for t-channel single top quark production, Phys. Rev. D 83, 091503 (2011).

[45] M. Aliev, H. Lacker, U. Langenfeld, S. Moch, P. Uwer, and M. Wiedermann, HATHOR: HAdronic top and Heavy quarks crOss section calculator, Comput. Phys. Commun. 182, 1034 (2011).

[46] P. Kant, O. M. Kind, T. Kintschers, T. Lohse, T. Martini, S. Möllbitz, P. Rieck, and P. Uwer, HatHor for single top-quark production and matching to parton shower simulations, J. High Energy Phys. 07 (2014) 079.

[47] J. Alwall, R. Frederix, S. Frixione, V. Hirschi, F. Maltoni, O. Mattelaer, H.-S. Shao, T. Stelzer, P. Torrielli, and M. Zaro, The automated computation of tree-level and next-to-leading order differential cross sections, and their matching to parton shower simulations, J. High Energy Phys. 07 (2014) 079.

[48] T. Sjöstrand, S. Ask, J. R. Christiansen, R. Corke, N. Desai, P. Ilten, S. Mrenna, S. Prestel, C. O. Rasmussen, and P. Z. Skands, An introduction to PYTHIA 8.2, Comput. Phys. Commun. 191, 159 (2015).

[49] ATLAS Collaboration, Modelling of the $t\bar{t}H$ and $t\bar{t}V$ ($V=W, Z$) processes for $\sqrt{s}=13$ TeV ATLAS analyses, CERN Report No. ATL-PHYS-PUB-2016-005, 2016, https://cds.cern.ch/record/2120826.

[50] A. Lazopoulos, T. McElmurry, K. Melnikov, and F. Petriello, Next-to-leading order QCD corrections to $t\bar{t}$Z production at the LHC, Phys. Lett. B 666, 62 (2008).

[51] J. M. Campbell and R. K. Ellis, $t\bar{t}WZ$ production and decay at NLO, J. High Energy Phys. 07 (2012) 052.

[52] ATLAS Collaboration, Multi-Boson simulation for 13 TeV ATLAS analyses, CERN Report No. ATL-PHYS-PUB-2016-002, 2016, https://cds.cern.ch/record/2119986.

[53] J. M. Campbell and R. K. Ellis, An update on vector boson pair production at hadron colliders, Phys. Rev. D 60, 113006 (1999).

[54] J. M. Campbell, R. K. Ellis, and C. Williams, Vector boson pair production at the LHC, J. High Energy Phys. 07 (2011) 018.

[55] S. Schumann and F. Krauss, A Parton shower algorithm based on Catani-Seymour dipole factorisation, J. High Energy Phys. 03 (2008) 038.

[56] S. Höche, F. Krauss, S. Schumann, and F. Siegert, QCD matrix elements and truncated showers, J. High Energy Phys. 05 (2009) 053.

[57] ATLAS Collaboration, Multi-Boson simulation for 13 TeV ATLAS analyses, CERN Report No. ATL-PHYS-PUB-2017-005, 2017, https://cds.cern.ch/record/2261933.

[58] G. Corcella, I. G. Knowles, G. Marchesini, S. Moretti, K. Odagiri, P. Richardson, M. H. Seymour, and B. R. Webber, HERWIG 6.5: An event generator for hadron emission reactions with interfering gluons (including supersymmetric processes), J. High Energy Phys. 01 (2001) 010.

[59] S. Dittmaier et al., Handbook of LHC Higgs cross sections: 2. differential distributions, CERN Report No. CERN-2012-002, arXiv:1201.3084, DOI: 10.5170/CERN-2012-002.

[60] J. Alwall, P. C. Schuster, and N. Toro, Simplified models for a first characterization of new physics at the LHC, Phys. Rev. D 79, 075020 (2009).

[61] F. Maltoni and T. Stelzer, MadEvent: Automatic event generation with MADGRAPH, J. High Energy Phys. 02 (2003) 027.

[62] ATLAS Collaboration, ATLAS PYTHIA 8 tunes to 7 TeV data, CERN Report No. ATL-PHYS-PUB-2014-021, 2014, https://cds.cern.ch/record/1966419.

[63] L. Lönnblad and S. Prestel, Matching tree-level matrix elements with interleaved showers, J. High Energy Phys. 03 (2012) 019.

[64] W. Beenakker, R. Höpker, M. Spira, and P. M. Zerwas, Squark and gluino production at hadron colliders, Nucl. Phys. B492, 51 (1997).

[65] A. Kulesza and L. Motyka, Threshold Resummation for Squark-Antisquark and Gluino-Pair Production at the LHC, Phys. Rev. Lett. 102, 111802 (2009).

[66] A. Kulesza and L. Motyka, Soft gluon resummation for the production of gluino-gluino and squark-antisquark pairs at the LHC, Phys. Rev. D 80, 095004 (2009).

[67] W. Beenakker, S. Brensing, M. Krämer, A. Kulesza, E. Laenen, and I. Niessen, Soft-gluon resummation for squark and gluino hadroproduction, J. High Energy Phys. 12 (2009) 041.

[68] W. Beenakker, SILJA BRENSING, M. Krämer, A. Kulesza, E. Laenen, and I. Niessen, Soft-gluon resummation for squark and gluino hadroproduction, Int. J. Mod. Phys. A 26, 2637 (2011).

[69] C. Borschensky, M. Krämer, A. Kulesza, M. Mangano, S. Padhi, T. Plehn, and X. Portell, Squark and gluino production cross sections in pp collisions at $\sqrt{s}=13, 14$, and 100 TeV, Eur. Phys. J. C 74, 3174 (2014).

[70] D. J. Lange, The Pythia6 particle decay simulation package, Nucl. Instrum. Methods Phys. Res., Sect. A 462, 152 (2001).

[71] ATLAS Collaboration, Summary of ATLAS PYTHIA 8 tunes, CERN Report No. ATL-PHYS-PUB-2012-003, 2012, https://cdsweb.cern.ch/record/1474107.

[72] A. D. Martin, W. J. Stirling, R. S. Thorne, and G. Watt, Parton distributions for the LHC, Eur. Phys. J. C 63, 189 (2009).
[73] ATLAS Collaboration, The ATLAS simulation infrastructure, Eur. Phys. J. C 70, 823 (2010).
[74] S. Agostinelli et al., GEANT4: A simulation toolkit, Nucl. Instrum. Methods Phys. Res., Sect. A 506, 250 (2003).
[75] ATLAS Collaboration, Muon reconstruction performance of the ATLAS detector in proton-proton collision data at √s = 13 TeV, Eur. Phys. J. C 76, 292 (2016).
[76] ATLAS Collaboration, Electron efficiency measurements with the ATLAS detector using the 2015 LHC proton-proton collision data, CERN Report No. ATLAS-CONF-2016-024, 2016, http://cds.cern.ch/record/2157687.
[77] M. Cacciari, G. P. Salam, and G. Soyez, The anti-kt jet clustering algorithm, J. High Energy Phys. 04 (2008) 063.
[78] M. Cacciari and G. P. Salam, Dispelling the N^3 myth for the k_t jet-finder, Phys. Lett. B 641, 57 (2006).
[79] M. Cacciari, G. P. Salam, and G. Soyez, FastJet user manual, Eur. Phys. J. C 72, 1896 (2012).
[80] ATLAS Collaboration, Topological cell clustering in the ATLAS calorimeters and its performance in LHC Run 1, Eur. Phys. J. C 77, 490 (2017).
[81] M. Cacciari and G. P. Salam, Pileup subtraction using jet areas, Phys. Lett. B 659, 119 (2008).
[82] ATLAS Collaboration, Performance of pile-up mitigation techniques for jets in pp collisions at √s = 8 TeV using the ATLAS detector, Eur. Phys. J. C 76, 581 (2016).
[83] ATLAS Collaboration, Jet energy scale measurements and their systematic uncertainties in proton-proton collisions at √s = 13 TeV with the ATLAS detector, Phys. Rev. D 96, 072002 (2017).
[84] ATLAS Collaboration, Tagging and suppression of pileup jets with the ATLAS detector, CERN Report No. ATLAS-CONF-2014-018, 2014, https://cds.cern.ch/record/1700870.
[85] ATLAS Collaboration, Performance of b-Jet Identification in the ATLAS Experiment, J. Instrum. 11, P04008 (2016).
[86] ATLAS Collaboration, Optimisation of the ATLAS b-tagging performance for the 2016 LHC Run, CERN Report No. ATL-PHYS-PUB-2016-012, 2016, https://cds.cern.ch/record/2160731.
[87] ATLAS Collaboration, Measurement of the photon identification efficiencies with the ATLAS detector using LHC Run-1 data, Eur. Phys. J. C 76, 666 (2016).
[88] M. Aaboud et al., Performance of missing transverse momentum reconstruction with the ATLAS detector using proton-proton collisions at √s = 13 TeV, arXiv:1802.08168.
[89] M. Baak, G. J. Besjes, D. Côté, A. Koutsman, J. Lorenz, and D. Short, HistFitter software framework for statistical data analysis, Eur. Phys. J. C 75, 153 (2015).
[90] A. L. Read, Presentation of search results: The CL_s technique, J. Phys. G 28, 2693 (2002).
[91] M. Aaboud et al., Search for a scalar partner of the top quark in the jets plus missing transverse momentum final state at √s = 13 TeV with the ATLAS detector, J. High Energy Phys. 12 (2017) 085.
[92] M. Aaboud et al., Search for top-quark pair production in final states with one lepton, jets, and missing transverse momentum using 36 fb^{-1} of √s = 13 TeV pp collision data with the ATLAS detector, J. High Energy Phys. 06 (2018) 108.
[93] ATLAS Collaboration, Measurement of the top quark-pair production cross section with ATLAS in pp collisions at √s = 7 TeV, Eur. Phys. J. C 71, 1577 (2011).
[94] ATLAS Collaboration, Search for new phenomena in events containing a same-flavour opposite-sign dilepton pair, jets, and large missing transverse momentum in √s = 13 TeV pp collisions with the ATLAS detector, Eur. Phys. J. C 77, 144 (2017).
[95] CMS Collaboration, Search for physics beyond the standard model in events with a Z boson, jets, and missing transverse energy in pp collisions at √s = 7 TeV, Phys. Lett. B 716, 260 (2012).
[96] CMS Collaboration, Search for physics beyond the standard model in events with two leptons, jets, and missing transverse momentum in pp collisions at √s = 8 TeV, J. High Energy Phys. 04 (2015) 124.
[97] ATLAS Collaboration, Expected performance of missing transverse momentum reconstruction for the ATLAS detector at √s = 13 TeV, CERN Report No. ATL-PHYS-PUB-2015-023, 2015, https://cds.cern.ch/record/2037700.
[98] ATLAS Collaboration, Calibration of b-tagging using dileptonic top pair events in a combinatorial likelihood approach with the ATLAS experiment, CERN Report No. ATLAS-CONF-2014-004, 2014, https://cds.cern.ch/record/1664335.
[99] ATLAS Collaboration, Calibration of the performance of b-tagging for c and light-flavour jets in the 2012 ATLAS data, CERN Report No. ATLAS-CONF-2014-046, 2014, https://cds.cern.ch/record/1741020.
[100] ATLAS Collaboration, ATLAS Computing Acknowledgements 2016–2017, CERN Report No. ATL-GEN-PUB-2016-002, 2016, https://cds.cern.ch/record/2202407.
SEARCH FOR CHARGINO-NEUTRALINO PRODUCTION ...

PHYS. REV. D 98, 092012 (2018)
SEARCH FOR CHARGINO-NEUTRALINO PRODUCTION

PHYS. REV. D 98, 092012 (2018)

092012-37
|   | Institution                                                                 | Location                      |
|---|-----------------------------------------------------------------------------|-------------------------------|
|100| Novosibirsk State University Novosibirsk, Russia                           | Russia                        |
|101| Institute for High Energy Physics of the National Research Centre Kurchatov| Protvino, Russia              |
|102| Department of Physics, New York University, New York, New York, USA          | USA                           |
|103| The Ohio State University, Columbus, Ohio, USA                              | USA                           |
|104| Faculty of Science, Okayama University, Okayama, Japan                      | Japan                         |
|105| Homer L. Dodge Department of Physics and Astronomy, University of Oklahoma   | USA                           |
|106| Department of Physics, Oklahoma State University, Stillwater, Oklahoma, USA  | USA                           |
|107| Palacký University, RCPTM, Joint Laboratory of Optics, Olomouc, Czech Republic | Czech Republic                |
|108| Center for High Energy Physics, University of Oregon, Eugene, Oregon, USA    | USA                           |
|109| LAL, Université Paris-Sud, CNRS/IN2P3, Université Paris-Saclay, Orsay, France| France                        |
|110| Graduate School of Science, Osaka University, Osaka, Japan                   | Japan                         |
|111| Department of Physics, University of Oslo, Oslo, Norway                      | Norway                        |
|112| Department of Physics, Oxford University, Oxford, United Kingdom             | UK                            |
|113| LPNHE, Sorbonne Université, Paris, Diderot Sorbonne Paris Cité, CNRS/IN2P3, Paris, France | France                        |
|114| Department of Physics, University of Pennsylvania, Philadelphia, Pennsylvania, USA | USA                           |
|115| Konstantinov Nuclear Physics Institute of National Research Centre “Kurchatov Institute”, PNPI, St. Petersburg, Russia | Russia                        |
|116| Department of Physics and Astronomy, University of Pittsburgh, Pittsburgh, Pennsylvania, USA | USA                           |
|117| Laboratório de Instrumentação e Física Experimental de Partículas—LIP, Portugal | Portugal                      |
|118| Departamento de Física, Faculdade de Ciências, Universidade de Lisboa, Lisboa, Portugal | Portugal                      |
|119| Centro de Física Nuclear da Universidade de Lisboa, Lisboa, Portugal          | Portugal                      |
|120| Departamento de Física, Universidade do Minho, Braga, Portugal               | Portugal                      |
|121| Departamento de Física Teórica y del Cosmos, Universidad de Granada, Granada, Spain | Spain                        |
|122| Dep Física y CEFITEC de Facultade de Ciencias e Tecnologia, Universidade Nova de Lisboa, Caparica, Portugal | Portugal                      |
|123| Institute of Physics, Academy of Sciences of the Czech Republic             | Czech Republic                |
|124| Czech Technical University in Prague, Prague, Czech Republic                 | Czech Republic                |
|125| Charles University, Faculty of Mathematics and Physics, Prague, Czech Republic | Czech Republic                |
|126| Particle Physics Department, Rutherford Appleton Laboratory, Didcot, United Kingdom | United Kingdom                |
|127| IRFU, CEA, Université Paris-Saclay, Gif-sur-Yvette, France                  | France                        |
|128| Santa Cruz Institute for Particle Physics, University of California Santa Cruz, Santa Cruz, California, USA | USA                           |
|129| Departamento de Física, Pontificia Universidad Católica de Chile, Santiago, Chile | Chile                         |
|130| Departamento de Física, Universidad Técnica Federico Santa María, Valparaíso, Chile | Chile                         |
|131| Department of Physics, University of Washington, Seattle, Washington, USA    | USA                           |
|132| Department of Physics and Astronomy, University of Sheffield, Sheffield, United Kingdom | UK                            |
|133| Department of Physics, Shinshu University, Nagano, Japan                     | Japan                         |
|134| Department Physik, Universität Siegen, Siegen, Germany                       | Germany                       |
|135| Department of Physics, Simon Fraser University, Burnaby, British Columbia, Canada | Canada                       |
|136| SLAC National Accelerator Laboratory, Stanford, California, USA              | USA                           |
|137| Physics Department, Royal Institute of Technology, Stockholm, Sweden         | Sweden                        |
|138| Departments of Physics and Astronomy, Stony Brook University, Stony Brook, New York, USA | USA                           |
|139| Department of Physics and Astronomy, University of Sussex, Brighton, United Kingdom | UK                            |
|140| School of Physics, University of Sydney, Sydney, Australia                   | Australia                     |
|141| Institute of Physics, Academia Sinica, Taipei, Taiwan                       | Taiwan                        |
|142| E. Andronikashvili Institute of Physics, Iv. Javakhishvili Tbilisi State University, Tbilisi, Georgia | Georgia                       |
|143| High Energy Physics Institute, Tbilisi State University, Tbilisi, Georgia    | Tbilisi, Georgia              |
|144| Department of Physics, Technion, Israel Institute of Technology, Haifa, Israel | Israel                        |
|145| Raymond and Beverly Sackler School of Physics and Astronomy, Tel Aviv University, Tel Aviv, Israel | Israel                        |
|146| Department of Physics, Aristotle University of Thessaloniki, Thessaloniki, Greece | Greece                       |
|147| International Center for Elementary Particle Physics and Department of Physics, University of Tokyo, Tokyo, Japan | Japan                         |
|148| Graduate School of Science and Technology, Tokyo Metropolitan University, Tokyo, Japan | Japan                         |
|149| Department of Physics, Tokyo Institute of Technology, Tokyo, Japan           | Japan                         |
|150| Tomsk State University, Tomsk, Russia                                        | Russia                        |
|151| Department of Physics, University of Toronto, Toronto, Ontario, Canada       | Canada                        |
|152| TRIUMF, Vancouver, British Columbia, Canada                                 | Canada                        |
|153| Department of Physics and Astronomy, York University, Toronto, Ontario, Canada | Canada                       |
SEARCH FOR CHARGINO-NEUTRALINO PRODUCTION ... PHYS. REV. D 98, 092012 (2018)

\textsuperscript{166} Division of Physics and Tomonaga Center for the History of the Universe, Faculty of Pure and Applied Sciences, University of Tsukuba, Tsukuba, Japan

\textsuperscript{167} Department of Physics and Astronomy, Tufts University, Medford, Massachusetts, USA

\textsuperscript{168} Department of Physics and Astronomy, University of California Irvine, Irvine, California, USA

\textsuperscript{169} Department of Physics and Astronomy, University of Uppsala, Uppsala, Sweden

\textsuperscript{170} Department of Physics, University of Illinois, Urbana, Illinois, USA

\textsuperscript{171} Instituto de Física Corpuscular (IFIC), Centro Mixto Universidad de Valencia—CSIC, Valencia, Spain

\textsuperscript{172} Department of Physics, University of British Columbia, Vancouver, British Columbia, Canada

\textsuperscript{173} Department of Physics and Astronomy, University of Victoria, Victoria, British Columbia, Canada

\textsuperscript{174} Fakultät für Physik und Astronomie, Julius-Maximilians-Universität Würzburg, Würzburg, Germany

\textsuperscript{175} Department of Physics, University of Warwick, Coventry, United Kingdom

\textsuperscript{176} Waseda University, Tokyo, Japan

\textsuperscript{177} Department of Particle Physics, Weizmann Institute of Science, Rehovot, Israel

\textsuperscript{178} Department of Physics, University of Wisconsin, Madison, Wisconsin, USA

\textsuperscript{179} Fakultät für Mathematik und Naturwissenschaften, Fachgruppe Physik, Bergische Universität Wuppertal, Wuppertal, Germany

\textsuperscript{180} Department of Physics, Yale University, New Haven, Connecticut, USA

\textsuperscript{181} Yerevan Physics Institute, Yerevan, Armenia

\textsuperscript{a} Deceased.

\textsuperscript{b} Also at Department of Physics, King’s College London, London, United Kingdom.

\textsuperscript{c} Also at Istanbul University, Dept. of Physics, Istanbul, Turkey.

\textsuperscript{d} Also at Institute of Physics, Azerbaijan Academy of Sciences, Baku, Azerbaijan.

\textsuperscript{e} Also at TRIUMF, Vancouver, British Columbia, Canada.

\textsuperscript{f} Also at Department of Physics and Astronomy, University of Louisville, Louisville, Kentucky, USA.

\textsuperscript{g} Also at Department of Physics, California State University, Fresno, California, USA.

\textsuperscript{h} Also at Department of Physics, University of Fribourg, Fribourg, Switzerland.

\textsuperscript{i} Also at Departamento de Física de la Universidad Autónoma de Barcelona, Barcelona, Spain.

\textsuperscript{j} Also at Tomsk State University, Tomsk, and Moscow Institute of Physics and Technology State University, Dolgoprudny, Russia.

\textsuperscript{k} Also at The Collaborative Innovation Center of Quantum Matter (CICQM), Beijing, China.

\textsuperscript{l} Also at Universita di Napoli Parthenope, Napoli, Italy.

\textsuperscript{m} Also at Institute of Particle Physics (IPP), Canada.

\textsuperscript{n} Also at Il. Physikalisches Institut, Georg-August-Universität Göttingen, Göttingen, Germany.

\textsuperscript{m} Also at Dipartimento di Fisica E. Fermi, Università di Pisa, Pisa, Italy.

\textsuperscript{g} Also at Horia Hulubei National Institute of Physics and Nuclear Engineering, Bucharest, Romania.

\textsuperscript{a} Also at CPPM, Aix-Marseille Université, CNRS/IN2P3, Marseille, France.

\textsuperscript{b} Also at Department of Physics, St. Petersburg State Polytechnical University, St. Petersburg, Russia.

\textsuperscript{c} Also at Borough of Manhattan Community College, City University of New York, New York, USA.

\textsuperscript{d} Also at Department of Financial and Management Engineering, University of the Aegean, Chios, Greece.

\textsuperscript{e} Also at Centre for High Performance Computing, CSIR Campus, Rosebank, Cape Town, South Africa.

\textsuperscript{f} Also at Louisiana Tech University, Ruston, Louisiana, USA.

\textsuperscript{g} Also at California State University, East Bay, USA.

\textsuperscript{h} Also at Institutio Catalana de Recerca i Estudis Avancats, ICREA, Barcelona, Spain.

\textsuperscript{i} Also at Department of Physics, University of Michigan, Ann Arbor, Michigan, USA.

\textsuperscript{j} Also at LAL, Université Paris-Sud, CNRS/IN2P3, Université Paris-Saclay, Orsay, France.

\textsuperscript{k} Also at Graduate School of Science, Osaka University, Osaka, Japan.

\textsuperscript{l} Also at Physikalisches Institut, Albert-Ludwigs-Universität Freiburg, Freiburg, Germany.

\textsuperscript{m} Also at Institute for Mathematics, Astrophysics and Particle Physics, Radboud University Nijmegen/Nikhef, Nijmegen, Netherlands.

\textsuperscript{n} Also at Near East University, Nicosia, North Cyprus, Nicosia, Turkey.

\textsuperscript{o} Also at Institute of Theoretical Physics, Ilia State University, Tbilisi, Georgia.

\textsuperscript{p} Also at CERN, Geneva, Switzerland.

\textsuperscript{q} Also at Department of Physics, Stanford University, USA.

\textsuperscript{r} Also at Manhattan College, New York, New York, USA.

\textsuperscript{s} Also at Hellenic Open University, Patras, Greece.

\textsuperscript{t} Also at LPNHE, Sorbonne Université, Paris Diderot Sorbonne Paris Cité, CNRS/IN2P3, Paris, France.

\textsuperscript{u} Also at The City College of New York, New York, New York, USA.

\textsuperscript{v} Also at Depatamento de Fisica Teorica y del Cosmos, Universidad de Granada, Granada (Spain), Spain.

\textsuperscript{w} Also at Department of Physics, California State University, Sacramento, California, USA.

\textsuperscript{x} Also at Moscow Institute of Physics and Technology State University, Dolgoprudny, Russia.
Also at Département de Physique Nucléaire et Corpusculaire, Université de Genève, Genève, Switzerland.
Also at Department of Physics and Astronomy, University of Sheffield, Sheffield, United Kingdom.
Also at School of Physics, Sun Yat-sen University, Guangzhou, China.
Also at Department of Applied Physics and Astronomy, University of Sharjah, Sharjah, United Arab Emirates.
Also at School of Physics, Sun Yat-sen University, Guangzhou, China.
Also at Department of Physics, Nanjing University, Nanjing, China.
Also at Institute for Particle and Nuclear Physics, Wigner Research Centre for Physics, Budapest, Hungary.
Also at Institute for Particle and Nuclear Physics, Wigner Research Centre for Physics, Budapest, Hungary.
Also at Institute of Physics, Academia Sinica, Taipei, Taiwan.
Also at National Research Nuclear University MEPhI, Moscow, Russia.
Also at Department of Physics, University of Malaya, Kuala Lumpur, Malaysia.