Abstract
We introduce a Transformer based 6D Object Pose Estimation framework Video-Pose, comprising an end-to-end attention based modelling architecture, that attends to previous frames in order to estimate accurate 6D Object Poses in videos. Our approach leverages the temporal information from a video sequence for pose refinement, along with being computationally efficient and robust. Compared to existing methods, our architecture is able to capture and reason from long-range dependencies efficiently, thus iteratively refining over video sequences. Experimental evaluation on the YCB-Video dataset shows that our approach is on par with the state-of-the-art Transformer methods, and performs significantly better relative to CNN based approaches. Further, with a speed of 33 fps, it is also more efficient and therefore applicable to a variety of applications that require real-time object pose estimation. Training code and pretrained models are available at https://github.com/ApoorvaBeedu/VideoPose.

1 Introduction
Estimating the 3D translation and 3D rotation for every object in an image is a core building block for many applications in robotics [44, 48, 14] and augmented reality [55]. The classical solution for such 6-DOF pose estimation problems utilizes a feature point matching mechanism, followed by Perspective-n-Point (PnP) to correct the estimated pose [41, 47, 40, 21]. However, such approaches fail when objects are texture-less or heavily occluded. Typical ways of refining the 6DOF estimation involves using additional depth data [51, 7, 18, 25] or post-processing methods like Iterative Closest Point (ICP) or other deep learning based rendering methods [56, 23, 30, 45], which increase computational costs. Other approaches treat it as a classification problem [49, 23], resulting in reduced performance as the output space is not continuous.

In robotics, augmented reality, and mobile applications, the input signals are typically videos rather than single images, thus, giving opportunity for a multi-view framework. Li et al. [28] utilize multiple frames from different viewing angles to estimate single object poses. Wen et al. [55] and Deng et al. [13] use tracking methods to estimate the poses, however these methods do not explicitly exploit the temporal information in the videos. The idea of using more than one frame to estimate object poses has seen limited exploration. As the object poses in a video sequence are implicitly related to camera transformations and do not change abruptly between frames, and as different viewpoints of the objects aid in the pose estimation [27, 12], we believe that modelling temporal relationship can only aid in effective performance on the task.
Motivated by this, we introduce a video based object 6D pose estimation framework, that uses past estimations to bound the 6D pose in the current frame. Specifically, we leverage the popular Transformer architecture \cite{vaswani2017attention,liang2021vision} with causal masked attention, where each input frame is only allowed to attend to frames that precede it. We train the model to jointly predict the 6D poses while also learning to accurately predict future features to match the true features. Such a setup has been employed in \cite{girdhar2021predicting}, which shows that predicting future features is an effective self-supervised pretext task for learning visual representations.

While the temporal architecture described above can be applied on top of any visual feature encoder (as discussed in ablations), we propose a purely transformer-based model that uses a Swin transformer \cite{liu2021swin} as the backbone. This enables our network to not only attend temporally to frames in the video, but also spatially within the frame.

In summary, the contributions of our paper are:

- We introduce a video based 6D Object pose estimation framework that is purely attention based.
- We incorporate self supervision via a predictive loss for learning better visual representations.
- We perform evaluation on the challenging YCB-Video dataset \cite{yao2019ycb}, where our algorithm achieves improved performance over state-of-the-art single frame methods such as PoseCNN \cite{yu2019posecnn} and PoseRBPF \cite{deng2019poserbpf} with a real-time performance at 33fps, and transformer based method such as T6D-Direct \cite{alahi2015t6d}.

2 Related Work

Estimating the 6-DOF pose of objects in the scene is a widely studied task. The classical methods either use template-based or feature-based approaches. In template-based methods, a template is matched to different locations in the image, and a similarity score is computed \cite{collins2006robust, kumar2006unconstrained}. However, these template matching methods could fail to make predictions for textureless objects and cluttered environments. In feature based methods, local features are extracted, and correspondence between known 3D objects and local 2D features is established using PnP to recover 6D poses \cite{yu2019posecnn, tang2021pvnet}. However, these methods also require sufficient textures on the object to compute local features and face difficulty in generalising well to new environments as they are often trained on small datasets.

Convolutional Neural Networks (CNNs) have proven to be an effective tool in many computer vision tasks. However, they rely heavily on the availability of large-scale annotated datasets. Due to this limitation, the YCB-Video \cite{yao2019ycb}, T-LESS \cite{kolve2017lbs}, and OccludedLINEMOD datasets \cite{bailer2018occluded, petri2020occluded} were introduced. They have enabled the emergence of novel network designs such as PoseCNN \cite{yu2019posecnn}, DPOD \cite{tang2021pvnet}, PVNet \cite{petri2020occluded}, and others \cite{alahil20193d, zhao2020learning, deng2019poserbpf, yu2019posecnn}. In this paper, we use the challenging YCB-Video dataset, as it is a popular dataset that serves as a testbed for many recent methods \cite{alahil20193d, deng2019poserbpf, zhao2020learning}.

Building on those datasets, various CNN architectures have been introduced to learn effective representations of objects and to estimate accurate 6D poses. Kehl et al. \cite{kehl2019end} extend SSD \cite{liu2016ssd} by adding an additional viewpoint classification branch to the network whereas \cite{deng2019poserbpf, tang2021pvnet} predict 2D projections from 3D bounding box estimations. Other methods involve a hybrid approach where the model learns to perform multiple tasks, e.g., Song et al. \cite{song2019deep} enforce consistencies among keypoints, edges, and object symmetries, and Billings et al. \cite{billings2019composing} predict silhouettes of objects along with object poses.

There is also a growing trend of designing model agnostic features \cite{ren2015faster} that can handle novel objects. Finally, few shot, one shot, and category level pose estimation has also seen increased interest recently \cite{alahi2015t6d, ren2015faster, deng2019poserbpf, tang2021pvnet}.

To refine the predicted poses, several works use additional depth information and perform the standard ICP algorithm \cite{yu2019posecnn, alahil20193d}, directly learn from RGB-D inputs \cite{yu2019posecnn, tang2021pvnet, petri2020occluded}, or through neural rendering \cite{zilber2019visual, zhang2020progressive, petri2020occluded, petri2021learning}. We argue that since the input signals to robots and/or mobile devices are typically video sequences, instead of heavily relying on post processing refinement using additional depth information and rendering, estimating poses in videos by exploiting the temporal data could already refine the single pose estimations. Recently, several tracking algorithms are utilising videos to estimate object poses. A notable work from Deng et al. \cite{deng2019poserbpf} introduces the PoseRBPF algorithm that uses particle filters to track objects in video sequences. However, this state-of-the-art algorithm provides accurate estimations at a high computational cost. Wen et al. \cite{wen2020synthetic} also perform tracking, but use synthetic rendering of the object at the previous time-step.
With the rise in self-attention models and Transformer architectures [50, 42, 58], we also saw an increased interest in vision based transformers [3, 32, 5]. This has resulted in the application of Transformers to other applications like object detection [9, 62] and human pose estimation [60, 61, 29, 36, 34], and object pose estimation [37, 2, 1]. TD6-Direct [1] builds on the Detection Transformer (DETR) [9] architecture to directly regress to the pose, while [2] uses transformers to predict keypoints, and subsequently does keypoint regression. In contrast to these works, we use Transformer models to attend over a set of frames in a video, and directly regress to the 6D pose. As transformers use a self-attention mechanism, our framework is capable of learning and refining 6D poses from previous frames, without needing additional post process refinement.

3 Approach

Given an RGB-D video stream, our goal is to estimate the 3D rotation and 3D translation of all the objects in every frame of the video. We assume the system has access to the 3D model of the object. In the following sections, $R$ denotes the rotation matrix with respect to the annotated canonical object pose, and $T$ is the translation from the object to the camera.

3.1 Overview of the network

Our pipeline, as shown in Figure 1, is a two stage network. The first stage comprises of a feature extraction module; We use a Swin transformer [32] to learn the visual features for every frame in the video. For a given video sequence and its corresponding depth, the transformer encoder gives us a feature vector of shape $b \times t \times n \times 768$ where $b$ corresponds to the batch size, $t$ corresponds to the temporal length and $n$ corresponds to the number of objects in the image.

Pose Estimation relies on accurate object detection, which derives the class-id and Region-Of-Interest (ROI). During training, we use the ground truth bounding box whereas during testing, we use the predictions and bounding box from the PoseCNN model. This can potentially be replaced with any lightweight feature extraction model such as MobileNet [20] to make the inference faster, or DETR [9] - a transformer based object detection module. We also use depth as an additional input.
In this paper, we use ground truth depth images; however, they can be replaced with other depth estimation modules.

3.2 Video Transformer Decoder

Given the features extracted by the encoder, the decoder attends to the previous features and predicts the 6D poses using the Pose Regressor, and the future frame features using Future Feature Predictor networks. We denote $\hat{z}_T$ for the decoded features, and $\hat{z}_T$ for the predicted future features. Specifically,

$$\hat{z}_1, \ldots, \hat{z}_T = F(\tilde{z}_1, \ldots, \tilde{z}_T)$$

And,

$$[R_T | T_T] = P(\tilde{z}_T)$$

3.3 6D Pose Regression

The Pose Regressor ($P$) architecture can be seen in Figure 2. Rotation $R$ and Translation $T$ have one common linear layer, which is then branched to three different linear layers. As $R$, $(T_x, T_y)$ and $T_z$ occupy different latent spaces, we believe it is best to learn them separately, instead of a single vector of 7 values as $[R|T]$.

Translation

The translation vector $T$ is the object location in the camera coordinate system. A naive way of estimating $T$ is to directly regress to it. However, doing so cannot handle multiple object instances or generalise well to new objects. To tackle this problem, Xiang et al. [56] estimate $T$ by localising the 2D object center in the image and estimating object distance from the camera. Suppose $c = (c_x, c_y)^T$ are the centers of the object in the frame and $T_z$ is either learnt or estimated from the depth image, then $T_x$ and $T_y$ can be estimated as:

$$\begin{bmatrix} c_x \\ c_y \end{bmatrix} = \begin{bmatrix} f_x \frac{T_x}{T_z} + p_x \\ f_y \frac{T_y}{T_z} + p_y \end{bmatrix},$$

where $f_x$ and $f_y$ are focal lengths and $(p_x, p_y)^T$ are principal points. Since we have rough estimates of object locations from the noisy object detection inputs, we train our model to estimate $\Delta c_x, \Delta c_y$, and $T_z$. We then estimate $T_x$ and $T_y$ using the following equation:

$$\begin{bmatrix} c_x + \Delta c_x \\ c_y + \Delta c_y \end{bmatrix} = \begin{bmatrix} f_x \frac{T_x}{T_z} + p_x \\ f_y \frac{T_y}{T_z} + p_y \end{bmatrix}.$$
Rotation

Similar to [56], we represent the rotation $R$ using quaternions: $R = \{w, x, y, z\}$. However, we only predict the $x, y, z$ values, and infer $w$, the real value as:

$$w = 1 - \text{norm}(x, y, z)$$  \hspace{1cm} (5)

We noticed that doing this helps the training process, and the quaternions learnt are more bounded.

3.4 Training Strategy

The pose estimation loss is obtained by projecting the 3D points using the estimated and ground truth pose, and then computing their $L_2$ distance:

$$L_{\text{pose}}(\tilde{q}, q) = \frac{1}{m} \sum_{x \in M} ||(R(\tilde{q})x + \tilde{t}) - (R(q)x + t)||^2,$$  \hspace{1cm} (6)

where $M$ denotes the set of 3D points and $m$ is total number of points. $R(\tilde{q})$ and $R(q)$ indicate the rotation matrix computed from the quaternion representation as in [56]. In addition, we also add a cosine loss on the quaternions, and a regularisation loss to force the norm of the quaternion to be 1. Quaternions that represent rotations are unit norm, and forcing the norm to be bounded by 1 helps in the learning process by eliminating all non-plausible vector combinations.

$$L_{\text{reg}} = ||1 - \text{norm}(\tilde{q})||, \quad L_{\text{inner-prod}} = 1 - \langle \tilde{q}, q \rangle.$$  \hspace{1cm} (7)

In addition to these losses, inspired by [15], we add a future feature loss that is defined as:

$$L_{\text{future}} = \sum_{t=1}^{T-1} ||\tilde{z}_t - \hat{z}_{t+1}||^2_2$$  \hspace{1cm} (8)

The total loss is defined as

$$L(\tilde{q}, q, \tilde{t}, t, \hat{z}, \hat{z}) = L_{\text{future}} + L_{\text{pose}} + L_{\text{reg}} + L_{\text{inner-prod}}.$$  \hspace{1cm} (9)

3.5 Implementation

VideoPose is implemented using the PyTorch [38] framework. We use a learning rate of $1e^{-4}$ and the Adam optimiser [24] with a weight decay of $1e^{-6}$. We use the ReduceOnPlateau scheduler that decreases the learning rate by a factor of 0.9 with a patience of 3 epochs. We create video samples of 5 frames and train our model for 20 epochs with the learning schedule described above. The training was done on 4 A40 GPUs for 1 week or 20 epochs, whichever occurred first.

During training, we augment the input images with colour-jitter and noise, and the bounding box by extending the height and width randomly between 0 and 10% of the height and width of the object. While training the temporal block, we create videos with random time jumps in between. For instance, given a large video sequence, we create video samples $1 : n \times 10 * n$, where $n$ is a random number between 1 and 10, thus forcing the model to account for small and large jumps between consecutive frames.

4 Experiments

We compare our framework with PoseCNN [56], PoseRBPF [13] and a recent image based transformer model T6D-Direct [1]. To the best of our knowledge, this work presents the first foray towards predicting pose directly from videos. Hence, we also create a simpler video baseline using the PoseCNN architecture for feature extraction, and ConvGRU to model the temporal information, as can be seen in Figure 3. Further details about the baseline are provided in the Appendix A.

4.1 Dataset

We evaluate the proposed method on the YCB-Video dataset [56] (see Sec. 3.5 for reference). It contains 92 RGB-D video sequences of 21 objects, and contains both textured and textureless objects of varying shapes, and different levels of occlusion where about 15% of objects are heavily occluded. Objects are annotated with 6D poses, segmentation masks and depth images.
**4.2 Metrics**

We report the performance using two metrics: (i) ADD, which is the average distance between the corresponding points of the 3D object at the ground truth and predicted poses; and, (ii) ADD-S, which is designed for symmetric objects and calculates the mean distance from each 3D point to a closest point on the target model.

**4.3 Evaluation**

We compare our results with PoseCNN [56] for single frame prediction and PoseRBPF [13] for videos in Table 1. We also compare our results against DeepIM [30]. However, it is worth noting...
that the DeepIM is an iterative refinement framework that works on top of the PoseCNN results. PoseRBPF does not directly utilise video information, but uses a tracking pipeline to iteratively refine their poses. Several newer image based pose estimation methods have redefined the state-of-the-art, but for the scope of this paper, and for cleaner comparisons, we compare our framework with the aforementioned works. To the best of our knowledge, we believe that our work is the first to use videos directly in the estimation of 6D Object Pose. Therefore, we also compare against a simple CNN and ConvGRU based framework as shown in Figure [3].

From Table [1] we see that when compared to PoseRBPF, the simpler VideoPose (with the ConvGRU) shows improvements for several objects (e.g. 037_scissors, 007_tuna_fish_can, 010_potted_meat_can etc.), whereas the Transformer based VideoPose outperforms PoseRBPF for most objects in ADD metric, and significantly outperforms for the ADD-S metric. These results indicate the effectiveness of using videos, and also the effectiveness of using attention in learning to estimate object poses.

In Table [2] we compare T6D-Direct against our method, and we see that our framework is able to perform better for most of the objects, and comparably to the rest. VideoPose outperforms T6D-Direct for 12 of the 21 (57%) objects for the ADD-S metric, and 10 of the 21 objects for ADD metric. T6D-Direct, in addition to pose, also predicts the bounding boxes and class probabilities. We believe that these additional auxiliary losses have aided the model’s performance, and as a future work, we would like to explore this space. In Table [2] we also provide results from using PoseCNN bounding boxes as opposed to GT bounding boxes, and we see that the performance drop is very minimal suggesting that the augmentation during the training has helped in the model learning to fix these predictions. AUC in Figure [4] shows that even for a difficult object such as a foam brick, our model performs significantly better than PoseCNN, and when the bounding boxes are not accurate, our method shows very slight drop in performance.

**Effect of the number of previous frames used** Table [4] shows the effect of number of previous frames used. We see that we get the best performance when 10 frames are used, indicating that the model performance is influenced by previous frames. It is worth noting that the model is trained for a video length of 5 frames. However, the model is still capable of extracting relevant information.

### Table 2: Comparison of performance between transformer based object pose estimations and convolution based frameworks.

|          | PoseCNN | DeepIM | PoseRBPF (200 particles) | T6D Direct | VideoPose (Transformer) | VideoPose (Transformer) BBox |
|----------|---------|--------|--------------------------|------------|-------------------------|-------------------------------|
| ADD      | ADD     | ADD    | ADD                      | ADD        | ADD                     | ADD                          |
| 002_master_chck_can | 50.9    | 84.0   | 71.2                     | 93.1       | 58.0                    | 77.1                          |
| 003_cracker_box      | 51.7    | 76.9   | 83.6                     | 91.5       | 76.3                    | 86.6                          |
| 004_sugar_box        | 68.6    | 84.3   | 83.6                     | 91.0       | 81.8                    | 90.3                          |
| 005_tomato_soup_can  | 66.0    | 80.9   | 86.1                     | 82.4       | 72.0                    | 88.9                          |
| 006_mustard_bottle   | 79.0    | 90.2   | 91.5                     | 95.1       | 85.7                    | 94.7                          |
| 007_tuna_fish_can    | 70.4    | 87.9   | 87.7                     | 96.1       | 59.0                    | 92.2                          |
| 008_pudding_box      | 62.9    | 79.0   | 82.2                     | 90.7       | 72.7                    | 85.1                          |
| 009_gelatin_box      | 75.2    | 87.5   | 91.9                     | 94.5       | 74.4                    | 86.9                          |
| 010_potted_meat_can  | 59.6    | 78.5   | 76.2                     | 86.4       | 67.8                    | 83.5                          |
| 011_banana           | 72.3    | 85.9   | 81.2                     | 91.4       | 87.4                    | 93.8                          |
| 019_pitcher_base     | 52.5    | 76.8   | 90.1                     | 94.6       | 84.5                    | 92.3                          |
| 021_bleach_cleaner   | 50.5    | 71.9   | 82.1                     | 90.4       | 76.8                    | 84.4                          |
| 024_bowl             | 63.8    | 81.4   | 87.7                     | 90.6       | 60.5                    | 83.0                          |
| 025_mug              | 57.7    | 78.0   | 81.4                     | 91.3       | 72.1                    | 89.8                          |
| 035_power_drill      | 51.5    | 77.8   | 85.5                     | 92.3       | 77.7                    | 88.8                          |
| 036_wood_block       | 31.8    | 65.8   | 81.9                     | 81.9       | 68.6                    | 86.8                          |
| 037_scissors         | 35.8    | 56.2   | 60.9                     | 75.4       | 59.7                    | 83.0                          |
| 040_large_marker     | 58.0    | 71.4   | 75.6                     | 86.2       | 63.9                    | 74.9                          |
| 051_large_clamp      | 25.0    | 49.9   | 74.5                     | 74.3       | 63.4                    | 77.9                          |
| 052_extra_large_clamp| 15.8    | 47.0   | 73.3                     | 72.3       | 54.7                    | 84.7                          |
| 061_foam_brick       | 40.4    | 87.8   | 81.9                     | 81.9       | 74.6                    | 86.2                          |
| **ALL**              | 53.7    | 75.9   | 71.7                     | 88.1       | 74.6                    | 86.2                          |

**Bold** values represent the best method across Transformer based methods (The corresponding methods are highlighted with gray columns). Underlined values compare between **ALL** the methods in the table. T6-Direct [1] and VideoPose Transformer frameworks are the Transformer based methods that have been compared and DeepIM, PoseRBPF and PoseCNN are CNN based methods. **Blue** represents higher performance when bounding boxes from PoseCNN architecture is used.
for longer-range videos. We believe that the augmentation described in Section 5.5 has helped the model learning the long-range dependencies.

**Time efficiency** We compare the time efficiency of our model with several models. The run time for PoseCNN is taken from Wang et al. [51]. From Table 5 we see that VideoPose with the Beit Transformer [5] backbone performs the fastest, as opposed to the Swin Transformer used in our framework results. We saw a significant improvement in accuracy when using Swin Transformer compared to Beit Transformer, at a small decrease in the speed, and hence reported results for Swin backbone throughout the paper. However, this also indicates that the our framework’s speed is affected by the backbone framework, and learning from video adds a very small time cost. In the future, when faster, and more accurate attention based image feature extractors are developed, our framework can be easily adapted to it. Our model is tested on GeForce GTX 1080 Ti.

**Qualitative Analysis of the 6D predictions** We show three examples of the predictions by VideoPose Transformer, PoseCNN, and ground truth poses in Table 5. The columns represent the 2D projections of predictions using VideoPose Transformer, PoseCNN, and the ground truth poses. We observe that the poses estimated using the VideoPose Transformer framework looks qualitatively more accurate than PoseCNN.

---

Figure 4: Accuracy-threshold curve for rotation and translation, and reprojection errors for few objects in the YCB-Video dataset. **Emerald** is used to plot PoseCNN curve, **Orange** for VideoPose Transformer with GT bounding boxes, and **Purple** for VideoPose Transformer with bounding boxes from PoseCNN architectures.
Table 3: Comparison of frame rates for different methods

| Method                  | Time (fps) |
|-------------------------|------------|
| PoseCNN [56]            | 5.88       |
| PoseRBPF(50) [13]       | 20         |
| PoseRBPF(200) [13]      | 5          |
| CosyPose [27]           | 3          |
| DeepIM [30]             | 12         |
| T6D-Direct [1]          | 59         |
| Ours(Swin backbone)     | 33         |
| Ours(Beit backbone)     | 67         |

Table 4: Effect of video length on accuracies.

| Video Length | ADD | ADD-S |
|--------------|-----|-------|
| 2            | 63.9| 84    |
| 5            | 64.3| 84.4  |
| 7            | 64.1| 84.2  |
| 10           | 64.8| 84.8  |

Figure 5: Visualisations of the estimated poses on YCB-Dataset: each row represents results at different time-steps. The columns consist of VideoPose, PoseCNN and Ground truth visualisations respectively.

5 Conclusion

In this work, we introduced an end-to-end self-attention based Transformer network for the estimation of 6D Object Pose called VideoPose. We demonstrate that by using the 6D predictions from the previous frames, we can significantly improve 6D predictions in the subsequent frames. We also conducted an extensive ablation study on different design choices of the network, and show that our model is able to learn and utilise the features from previous predictions regardless of the network choices. Finally, the proposed network performs in real-time at 33fps, thereby improving the time efficiency over previous approaches. As a future work, we would like to further improve our architecture with a better temporal module and model the relationship with the camera transformation and the objects. As T6D-Direct showed improvement with a single-stage network, detecting objects along with their poses, we would like to explore this idea in our future work as well. Our method successfully maintains consistency in pose estimation between frames, however, still depends on the initial frame estimation, and accurate bounding box prediction. We would like to investigate further on improving this, while maintaining/improving the computational efficiency.
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A Appendix

A.1 Code Release:

Training code and pretrained models are available at https://github.com/ApoorvaBeedu/VideoPose.

A.2 Baseline implementation:

As mentioned in Section 4, to establish a baseline for video related pose estimation, we implemented a ConvGRU based temporal encoder as our baseline. In order to improve performance and match the pipeline of PoseCNN, several modifications were made to the baseline framework that does not exist in our Transformer based model. The overview diagram for ConvGRU based implementation can be seen in Figure 6. For the baseline, we train a depth decoder, and concatenate the features with the image features before feeding it into the ConvGRU. The \([R|T]\) regressor is the same as in the main framework.

A.2.1 Baseline Training Strategy:

In addition to the losses defined in Section 3.4, two additional losses were used in the training of ConvGRU baseline. We use the \(L_1\) loss to learn depth \((L_{\text{depth}})\), and cross entropy loss for semantic segmentation \((L_{\text{label}})\). The total loss can be defined as:

\[
L(\bar{q}, q, \bar{t}, t) = L_{\text{depth}} + L_{\text{label}} + L_{\text{pose}} + L_{\text{reg}} + L_{\text{inner\_prod}}.
\]  

(10)