Single-pass randomized QLP decomposition for low-rank approximation

Huan Ren1 · Guiyun Xiao1 · Zheng-Jian Bai1

Received: 7 July 2022 / Revised: 16 October 2022 / Accepted: 24 October 2022 / Published online: 16 November 2022
© The Author(s) under exclusive licence to Istituto di Informatica e Telematica (IIT) 2022

Abstract
As a special UTV decomposition, the QLP decomposition is an effective alternative of the singular value decomposition (SVD) for the low-rank approximation. In this paper, we propose a single-pass randomized QLP decomposition algorithm for computing a low-rank matrix approximation. Compared with the randomized QLP decomposition, the complexity of the proposed algorithm does not increase significantly and the data matrix needs to be accessed only once. Therefore, our algorithm is suitable for a large matrix stored outside of memory or generated by streaming data. In the error analysis, we give the matrix approximation error analysis. We also provide singular value approximation error bounds, which can track the target largest singular values of the data matrix with high probability. Numerical experiments are also reported to verify our results.
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1 Introduction
Let $A \in \mathbb{R}^{m \times n}$ be a data matrix. The low-rank approximation of $A$ is to compute two low-rank matrices $E \in \mathbb{R}^{m \times k}$ and $F \in \mathbb{R}^{k \times n}$ such that
where \( \text{rank}(E) = \text{rank}(F) = k \), and \( k \ll \min\{m, n\} \), the rank \( k \) is an a priori estimate.

In the era of big data, a large amount of data needs to be processed. Thus the scale of the data matrix can be very large. In this case, the low-rank approximation in the form of (1.1) can greatly reduce the storage of the data matrix \( A \) (i.e., we only need to store \( E \) and \( F \) instead of \( A \)). Low-rank approximation is one of the essential tools in scientific computing, including principal component analysis [1–4], data analysis [5–7], fast approximate algorithms for PDEs [8–10], discrete ill-posed problems [11, 12], and hierarchical matrix computations [13–17].

For a data matrix \( A \in \mathbb{R}^{m \times n} \), we usually consider a rank-\( k \) approximate SVD, i.e.,

\[
A \approx U_k \Sigma_k V_k^T, \tag{1.2}
\]

where \( U_k = [u_1, u_2, \ldots, u_k] \), \( \Sigma_k = \text{diag}(\sigma_1(A), \sigma_2(A), \ldots, \sigma_k(A)) \), and \( V_k = [v_1, v_2, \ldots, v_k] \) with \( \sigma_1(A) \geq \sigma_2(A) \geq \cdots \geq \sigma_k(A) \geq 0 \), \( u_j \) and \( v_j \) are the left and right singular vectors corresponding to the singular value \( \sigma_j(A) \), respectively.

It was showed that the rank-\( k \) truncated SVD provides the smallest error for the rank-\( k \) approximation of a matrix in the spectral norm or Frobenius norm [18, 19]. Therefore, the truncated SVD is the best low-rank approximation with a given fixed rank. However, the computation of a SVD of a large matrix is very costly. Therefore, we wish to find an algorithm for computing a low-rank approximation to a large matrix. As expected, we hope the proposed algorithm is close to the quality that the SVD provides but needs much lower cost.

The QLP decomposition was proposed by Stewart in 1999 [20], which may be regarded as an economical method for computing a low-rank approximation to the SVD. To find a low-rank approximation to a data matrix, it is natural to use the SVD to determine the gap in the singular values and the corresponding singular subspaces while the computation cost is very high. As a special UTV decomposition [18], the QLP decomposition can provide high-quality low-rank approximation and it is more cheaper than the SVD. Compared with other general matrix decompositions (e.g., the generalized Nyström method [21]), the QLP decomposition is a completely orthogonal decomposition, which can provide high-quality singular value, rank, range and null space information of the original matrix (see [20] and [18, §5.4.6]). In fact, the QLP decomposition is equivalent to two consecutive QR decompositions with column pivoting (QRCP). Specifically, the two-step QRCP is performed on the data matrix \( A \in \mathbb{R}^{m \times n} \) in the sense that

\[
AP_0 = Q_0 R_0 \quad \text{and} \quad R_0^T P_1 = Q_1 L_0^T, \tag{1.3}
\]

where \( P_0 \in \mathbb{R}^{n \times n} \) and \( P_1 \in \mathbb{R}^{m \times m} \) are two permutation matrices, \( Q_0 \in \mathbb{R}^{m \times m} \) and \( Q_1 \in \mathbb{R}^{m \times n} \) are two orthogonal matrices, \( R_0 \in \mathbb{R}^{m \times m} \) is an upper triangular matrix, and \( L \in \mathbb{R}^{m \times n} \) is a lower triangular matrix. From (1.3) we have

\[
A = Q_0 P_1 L Q_1^T P_0^T = Q L P_1^T, \quad Q = Q_0 P_1, \quad P = P_0 Q_1.
\]
Huckaby and Chan [22] showed that the singular values of the diagonal blocks of the $L$-factor approximate the singular values of the original matrix $A$. The truncated QLP decomposition of $A$ can be expressed as follows:

$$A \approx Q_k L_k P_k^T \equiv A_k,$$

(1.4)

where both $Q_k = Q(\cdot, 1 : k) \in \mathbb{R}^{m \times k}$ and $P_k = P(\cdot, 1 : k) \in \mathbb{R}^{n \times k}$ have orthonormal column vectors and $L_k = L(1 : k, 1 : k) \in \mathbb{R}^{k \times k}$ is lower triangular. Here, $A(\cdot, 1 : k)$ denotes a matrix composed of Columns 1 to $k$ of a matrix $A$. The truncated QLP decomposition (1.4) can also be regarded as a low-rank approximation of $A$.

As early as 2000, randomized algorithms received much attention. Specifically, Papadimitriou et al. [23] proposed a Monte Carlo algorithm for low-rank approximation. Liberty et al. [24] gave a randomized algorithm for low-rank approximation. Halko et al. [25] presented probabilistic algorithms for low-rank approximation. In recent years, randomized algorithms for low-rank approximation have attracted considerable attention [26–30], including randomized QRCP algorithms [31–34]. Compared with deterministic algorithms, randomized algorithms for low-rank approximation have the advantages of low complexity, fast running speed and easy implementation. However, as noted in [35, 36], it is vital to reduce the communication costs including bandwidth and latency costs since the gap between computation and the communication costs grows exponentially. We point out that these randomized algorithms need to access the original matrix $A$ at least twice leading to at least two data communications, which is expensive for the large data matrix stored outside of core memory or generated by stream data.

In order to reduce the cost of data communication, some single-pass algorithms have been proposed [25, 37–42]. As noted in [43], in computing, a single-pass algorithm or one-pass algorithm is a streaming algorithm which reads its input exactly once. In this paper, based on the idea of single-pass and inspired by the work of Wu and Xiang [44], we propose a single-pass randomized QLP decomposition algorithm for computing a low-rank approximation of a data matrix. We also give the bounds of matrix approximation error and singular value approximation error for the proposed randomized algorithm, which hold with high probability. Finally, some numerical experiments are reported to illustrate the efficiency of the proposed algorithm.

The main contributions of this paper are summarized as follows. (i) By randomized row and column sampling simultaneously, our method can be used for a data matrix stored outside of memory or generated by stream data, where the data matrix can be accessed only once. (ii) We give the matrix approximation error analysis and the singular value approximation error analysis. Different from the error bounds between the singular values of the $L$-factor as a whole and the singular values of the data matrix in the expectation sense in the algorithm in [44], we provide the relative error bounds between the singular values of diagonal blocks of the $L$-factor and the singular values of the data matrix, which hold with high probability. Our theoretical results confirm that our algorithm can effectively track the target largest singular values of the data matrix.
Throughout the paper, we use the following notations. Let $\mathbb{R}^{m \times n}$ be the set of all $m \times n$ real matrices. For any $A \in \mathbb{R}^{m \times n}$, let $\sigma_1(A) \geq \sigma_2(A) \geq \cdots \geq \sigma_q(A) \geq 0$ denote the singular values of $A$, where $q = \min\{m, n\}$. The superscripts ‘$\cdot^T$’ and ‘$\cdot^\dagger$’ stand for the transpose and the Moore–Penrose inverse of a matrix, respectively. In addition, $\mathbb{E}(\cdot)$ denotes the expectation of a random variable and $\mathbb{P}(\cdot)$ denotes the probability of a random event.

The rest of this paper is organized as follows. In Sect. 2 we give some preliminary results related to subgaussian random matrices and some basic QLP decomposition algorithms. In Sect. 3 we propose a single-pass randomized QLP decomposition algorithm and present the corresponding complexity analysis. In Sect. 4 we derive the bounds of matrix approximation error and singular value approximation error for the proposed randomized algorithm. Finally, some numerical examples and concluding remarks are given in Sects. 5 and 6, respectively.

2  Preliminaries

In this section, we review some preliminary results on Gaussian random matrices and randomized QLP decomposition.

2.1 Gaussian random matrix

In this subsection, we recall some preliminary definitions and lemmas on Gaussian random matrices.

**Definition 2.1** [45, p.272] A random matrix $\Omega$ is called Gaussian if all its entries are independent standard Gaussian/normal random variables.

The following lemma gives a large deviation bound of the spectral norm of a Moore–Penrose inverse of a Gaussian random matrix.

**Lemma 2.2** [25, Proposition 10.4] Let $\Omega$ be an $m \times n$ Gaussian matrix, where $n - m \geq 4$. For all $\alpha \geq 1$, we have

$$\mathbb{P}\left(\|\Omega^\dagger\|_2^2 \geq \frac{e \sqrt{n}}{n - m + 1} \cdot \alpha\right) \leq \alpha^{-(n-m+1)}.$$  

The following lemma gives a large deviation inequality for the spectral norm of a Gaussian random matrix.

**Lemma 2.3** [46, Corollary 5.35] Let $\Omega$ be an $m \times n$ Gaussian matrix. Then for any $\beta \geq 0$,

$$\|\Omega\|_2 \leq \sqrt{m} + \sqrt{n} + \beta$$

with probability not less than $1 - 2 \exp(-\beta^2/2)$.
2.2 Randomized QLP decomposition

In this subsection, we recall the QLP decomposition and the randomized QLP decomposition. We first recall the QLP decomposition [20], which is described as Algorithm 1.

Algorithm 1 The QLP decomposition [20]
Input: \( A \in \mathbb{R}^{m \times n} \).
Output: Matrices \( Q \), \( L \), and \( P \) such that \( A = QLP^T \), where \( Q \) and \( P \) are orthogonal and \( L \) is lower triangular.

code
function \([Q, L, P] = QLP(A)\)
1: \([Q_0, R_0, P_0]\) = qr(\( A \)). \( \triangleright \) QRCP of \( A \).
2: \([Q_1, L^T, P_1]\) = qr(\( R_0^T \)). \( \triangleright \) QRCP of \( R_0^T \).
3: \( Q = Q_0P_1 \), \( P = P_0Q_1 \), \( L = L(l: k, 1:k) \).

In [44], a randomized QLP decomposition (RQLP) was proposed based on column sampling, as shown in Algorithm 2. For a data matrix \( A \in \mathbb{R}^{m \times n} \) with the target rank \( k \) and the oversampling parameter \( p \geq 2 \), a sample matrix \( Y = A\Omega \) is formed, where \( \Omega \in \mathbb{R}^{n \times l} \) is a Gaussian random matrix \( (l = k + p) \). Then the approximate basis matrix \( V \in \mathbb{R}^{m \times l} \) of the range of \( A \) is formed by using the QR decomposition of \( Y \). However, the QLP decomposition of the \( l \times n \) matrix \( B = V^TA \) formed in the RQLP algorithm needs \( \mathcal{O}(n^2) + \mathcal{O}(n^2) \) operations. To further improve the efficiency of Algorithm 2, we will adopt row sampling.

Algorithm 2 Randomized QLP decomposition (RQLP) with column sampling [44]
Input: \( A \in \mathbb{R}^{m \times n} \), target rank: \( k \), oversampling parameter: \( p \geq 2 \), and number of columns sampled: \( l = k + p \).
Output: Matrices \( Q \), \( L \), \( P \) such that \( A \approx QLP^T \), where \( Q \) and \( P \) have orthonormal columns, \( L \) is a lower triangular matrix.

code
1: \( \Omega = \text{randn}(n, l) \).
2: \( Y = A\Omega \).
3: \([V, R] = \text{qr}(Y, 0)\). \( \triangleright \) QRCP of \( B \).
4: \( B = V^TA \).
5: \([Q_0, R_0, P_0]\) = qr(\( B \)). \( \triangleright \) QRCP of \( R_0^T \).
6: \([Q_1, L^T, P_1]\) = qr(\( R_0^T \)).
7: \( Q = Q_0P_1(:, 1:k) \), \( P = VP_0Q_1(:, 1:k) \), \( L = L(l:k, 1:k) \).

As in [25, 37], to calculate a low-rank approximation of \( A \), we first construct a low-rank matrix \( V \) with orthonormal columns such that \( A \approx VV^TA \) with \( \text{range}(V) \approx \text{range}(A) \) or \( A \approx AVV^T \) with \( \text{range}(V) \approx \text{range}(A^T) \). Instead of the column sampling in Algorithm 2, we perform row sampling \( Y = \Omega A \) on the data matrix \( A \) by a Gaussian random matrix \( \Omega \in \mathbb{R}^{n \times m} \), and calculate the QR decomposition of \( Y^T \) to get the \( Q \)-factor \( V \in \mathbb{R}^{m \times d} \). Then we have

\[
A \approx AVV^T = BV^T, \quad B := AV.
\]
Then, the QLP decomposition of the \( m \times l \) matrix \( B = AV \) needs \( \mathcal{O}(ml^2 + l^3) \) operations. This shows that the RQLP algorithm with row sampling may be more effective when \( m \approx n \).

Therefore, we can revise Algorithm 2 by using row sampling. The MATLAB pseudo-code of the RQLP algorithm with row sampling is stated as Algorithm 3.

**Algorithm 3 Randomized QLP decomposition (RQLP) with row sampling**

**Input:** \( A \in \mathbb{R}^{m \times n} \), target rank: \( k \), oversampling parameter: \( p \geq 2 \), and number of columns sampled: \( l = k + p \).

**Output:** Matrices \( Q, L, P \) such that \( A \approx QLP^T \), where \( Q \) and \( P \) have orthonormal columns, \( L \) is a lower triangular matrix.

1: \( \Omega = \text{randn}(l, m) \).
2: \( Y = \Omega A \).
3: \( [V, R] = \text{qr}(Y^T, 0) \).
4: \( B = AV \).
5: \( [Q_0, R_0, P_0] = \text{qr}(B, 0) \). \( \triangleright \) QRCP of \( B \).
6: \( [Q_1, L^T, P_1] = \text{qr}(R_0^T) \). \( \triangleright \) QRCP of \( R_0^T \).
7: \( Q = Q_0P_1(:, 1 : k) \), \( P = VP_0Q_1(:, 1 : k) \), \( L = L(l : k, 1 : k) \).

### 3 Single-pass randomized QLP decomposition

We observe from Algorithm 3 that the randomized QLP decomposition algorithm in [44] needs to access the data matrix \( A \) twice. This is costly since the data matrix is often stored outside of core memory. In particular, the input data matrix can only be accessed once when it is generated by stream data.

Inspired by the single-pass idea in [25, 37, 39–42] and the randomized QLP decomposition algorithm in [44], in this section, we propose a single-pass randomized QLP decomposition algorithm for computing a low-rank approximation to a data matrix \( A \in \mathbb{R}^{m \times n} \). This is motivated by single-pass algorithms [25, 37] and the randomized QLP decomposition [44].

The basic idea of a single-pass randomized algorithm is that each entry of the input matrix can only be accessed once. To do so, we wish replace the matrix \( B = AV \) by another expression without \( A \). We note that, for the matrix \( V \), we have \( A \approx AVV^T = BV^T \) since \( B = AV \). Postmultiplying a Gaussian random matrix \( \Omega_2 \in \mathbb{R}^{m \times l_2} \) on both sides of \( A \approx BV^T \), we get

\[
Y_2 = A\Omega_2 \approx BV^T\Omega_2.
\]

Then, the matrix \( B \) can be approximately expressed as \( B \approx Y_2(V^T\Omega_2)^T \).

Based on the above analysis, we give a single-pass randomized QLP decomposition algorithm for computing a low-rank approximation of the data matrix \( A \), which is stated as Algorithm 4.
Algorithm 4 Single-pass randomized QLP decomposition (SPRQLP)

Input: $A \in \mathbb{R}^{m \times n}$, target rank: $k$, oversampling parameter: $p \geq 2$, number of rows sampled: $l_1 = k + p$, and number of columns sampled: $l_2 \geq l_1$.  

Output: Matrices $Q, L, P$ such that $A \approx QLP^T$, where $Q$ and $P$ have orthonormal columns, $L$ is lower triangular matrix.

1. $\Omega_1 = \text{randn}(l_1, m)$, $\Omega_2 = \text{randn}(n, l_2)$.
2. $Y_1 = \Omega_1 A$, $Y_2 = A \Omega_2$.
3. $[V, R] = \text{qr}(Y_1^T, 0)$.
4. $B = Y_2 (V^T \Omega_2)^\dagger$.
5. $[Q_0, R_0, P_0] = \text{qr}(B, 0)$, where $Q_0 \in \mathbb{R}^{m \times l_1}$ and $R_0 \in \mathbb{R}^{l_1 \times l_1}$.
6. $[Q_1, R_1, P_1] = \text{qr}(R_0^\dagger)$.
7. $Q = Q_0 P_1(:, 1 : k)$, $L = R_1^T (1 : k, 1 : k)$, $P = V P_0 Q_1(:, 1 : k)$.

On Algorithm 4, we have some comments as follows.

Remark 3.1 In Step 4 of Algorithm 4, we can compute $(V^T \Omega_2)^\dagger = (V^T \Omega_2)^T (V^T \Omega_2 (V^T \Omega_2)^T)^{-1}$ since $V^T \Omega_2$ is a Gaussian random matrix (the Gaussian distribution is rotationally invariant [25]) and thus $V^T \Omega_2$ is full row rank. In addition, Algorithm 4 reduces to Algorithm 3 if $\Omega_2 = I$.

We note that the data matrix $A$ appears twice in Step 2 of Algorithm 4, but this does not indicate that the algorithm is not single-pass. In fact, we form the sampling matrices $Y_1 = \Omega_1 A$ and $Y_2 = A \Omega_2$ (i.e., both row space and column space of $A$ are randomly sampled simultaneously) in a single pass over $A$ via reading $A$ into RAM once [25, 38, 47]. Hence, the proposed algorithm is single-pass.

On the complexity of Algorithm 4, we have the following remarks.

- Step 1: Generating random matrices $\Omega_1, \Omega_2$ takes $O(ml_1 + nl_2)$ operations;
- Step 2: Computing $Y_1 = \Omega_1 A$ and $Y_2 = A \Omega_2$ takes $O(mn(l_1 + l_2))$ operations;
- Step 3: Computing unpivoted QR decomposition of $Y_1^T$ of size $n \times l_1$ takes $O(nl_1^2)$ operations;
- Step 4: Computing $V^T \Omega_2$ takes $O(ml_1 l_2)$ operations, computing the Moore–Penrose inverse $(V^T \Omega_2)^\dagger = (V^T \Omega_2)^T (V^T \Omega_2 (V^T \Omega_2)^T)^{-1}$ takes $O(l_1^2 l_2 + l_1^3)$ operations, and forming $B = Y_2 (V^T \Omega_2)^\dagger$ takes $O(ml_1 l_2)$ operations;
- Step 5: Computing the QRCP of $B$ of size $m \times l_1$ takes $O(ml_1^2)$ operations;
- Step 6: Computing the QRCP of $R_0^T$ of size $l_1 \times l_1$ takes $O(l_1^3)$ operations;
- Step 7: Form the $Q, L, P$ factors takes $O(ml_1^2 + nl_1^2 + l_1^3)$ operations.

The total complexity of Algorithm 4 is

$$C_{SPRQLP} = O(ml_1 + nl_2 + mn(l_1 + l_2) + (m + n)l_1 l_2 + (m + n)l_1^2 + l_1^2 l_2 + l_1^3).$$

It is easy to see that the total complexity of Algorithm 3 is

$$C_{RQLP} = O(ml + mnl + nl_1^2 + l_1^3).$$
We can take \( l_1 = l \) and we also see that \( k < l_1 < l_2 \leq \min\{m,n\} \). Then it seems that Algorithm 3 has slightly lower computational complexity than Algorithm 4, where ‘\( \mathcal{O} \)’ is the worst-case scenario growth rate function. However, as stated in [35, 36], the current technology trends indicate an exponential growth in the gap between the communication cost and computation. In consideration of the cost of data communication, the single-pass algorithm is much cheaper than the multi-pass algorithm, especially when the data matrix is generated in the form of stream data. As we know, it is more important to minimize the cost of data communication than to reduce arithmetic operations. In particular, when the data is stored outside the core memory, the cost of data communication is much higher than the algorithm itself. Especially when the data matrix is generated by stream data, only Algorithm 4 can be used since the data can only be accessed once. We note that Algorithm 3 needs to access the data matrix \( A \) at least twice. Therefore, Algorithm 4 may be more efficient than Algorithm 3 in terms of the total cost.

### 4 Error analysis

In this section, we evaluate the performance of the proposed single-pass randomized QLP decomposition algorithm in terms of matrix approximation error and singular value approximation error.

#### 4.1 Matrix approximation error analysis

The following theorem provides some bounds for the matrix approximation error of Algorithm 4 in the spectral norm.

**Theorem 4.1** Let \( A \in \mathbb{R}^{m \times n} \) and \( k \) be the target rank. Suppose \( l_2 \geq l_1 + 4 \). Let \( Q, L, \) and \( P \) be generated by Algorithm 4. Then we have

\[
\|A - QLP^T\|_2 \leq \left(1 + \frac{ae\sqrt{l_2}}{l_2 - l_1 + 1} (\sqrt{n} + \sqrt{\beta})\right) \sqrt{\frac{k\sigma_1^2(A)\sigma_{k+1}^2(A)C_1^2}{\sigma_{k+1}^2(A)C_1^2 + \sigma_1^2(A)} + \sigma_{k+1}^2(A)}
\]

with probability not less than \( 1 - \Delta_1 - \Delta_2 \) and

\[
\|A - QLP^T\|_F \leq \left(1 + \frac{ae\sqrt{l_1}}{l_2 - l_1 + 1} (\sqrt{n} + \sqrt{\beta})\right) \sqrt{\frac{k\sigma_1^2(A)\sigma_{k+1}^2(A)C_1^2}{\sigma_{k+1}^2(A)C_1^2 + \sigma_1^2(A)} + \sum_{i=k+1}^{n} \sigma_i^2(A)}
\]

with probability not less than \( 1 - \Delta_1 - \Delta_2 \), where \( \Delta_1 = \alpha^{-(p+1)} + 2 \exp(-\beta^2/2) \), \( \Delta_2 = \alpha^{-(l_2-l_1+1)} + 2 \exp(-\beta^2/2) \) for arbitrary \( \alpha \geq 1 \) and \( \beta \geq 0 \) and

\[
C_1 = \frac{ae\sqrt{l_1}}{p + 1} (\sqrt{m-k} + \sqrt{l_1} + \beta)
\]

for the oversampling parameter \( p = l_1 - k \).
Proof. Firstly, we derive the matrix approximation error bound in the spectral norm. From Algorithm 4 we have

\[ \|A - QLP^T\|_2 = \|A - BV^T\|_2 = \|A - A\Omega_2(V^T\Omega_2)^\dagger V^T\|_2 \]

\[
\leq \|A - AVV^T\|_2 + \|AVV^T - A\Omega_2(V^T\Omega_2)^\dagger V^T\|_2. \tag{4.1}
\]

The second term of the right hand side of (4.1) is reduced to

\[
\|AVV^T - A\Omega_2(V^T\Omega_2)^\dagger V^T\|_2 = \|AVV^T\Omega_2(V^T\Omega_2)^\dagger V^T - A\Omega_2(V^T\Omega_2)^\dagger V^T\|_2 \leq \|A - AVV^T\|_2 \Omega_2(V^T\Omega_2)^\dagger V^T\|_2,
\]

where the first equality follows from the fact that \(V^T\Omega_2\) has full row rank (with the probability of 1), thus \(V^T\Omega_2(V^T\Omega_2)^\dagger = I\) since \(V^T\Omega_2 \in \mathbb{R}^{l \times l_2}\) is a Gaussian random matrix. Thus,

\[
\|A - QLP^T\|_2 \leq (1 + \|\Omega_2(V^T\Omega_2)^\dagger V^T\|_2)\|A - AVV^T\|_2. \tag{4.2}
\]

Let \(A\) admit the SVD defined by \((A.1)\) and \(U^T_m\Omega_1 = [\hat{\Omega}_1^T, \hat{\Omega}_2^T]^T\) with \(\hat{\Omega}_1 \in \mathbb{R}^{k \times l_1}\). For the first term of the right hand side of (4.1), by Lemma A.1 we have

\[
\|A - AVV^T\|_2 = \|A^T - VV^TA^T\|_2 \leq \sqrt{\frac{k\sigma_1^2(A)\sigma_{l_1-p+1}(A)\|\hat{\Omega}_2\|_2^2\|\hat{\Omega}_1\|_2^2}{\sigma_{l_1-p+1}(A)\|\hat{\Omega}_2\|_2^2\|\hat{\Omega}_1\|_2^2 + \sigma_1^2(A)} + \sigma_{k+1}^2(A}). \tag{4.3}
\]

By Lemmas 2.2–2.3 we obtain

\[
\|\hat{\Omega}_2\|_2\|\hat{\Omega}_1\|_2 \leq \frac{\alpha e\sqrt{l_1}}{p + 1}(\sqrt{m - k} + \sqrt{l_1} + \beta) \equiv C_1 \tag{4.4}
\]

with probability not less than \(1 - \alpha^{-(p+1)} - 2 \exp(-\beta^2/2) \equiv 1 - \Delta_1\). Using (4.3) and (4.4) we have

\[
\|A - AVV^T\|_2 \leq \sqrt{\frac{k\sigma_1^2(A)\sigma_{k+1}(A)C_1^2}{\sigma_{k+1}(A)C_1^2 + \sigma_1^2(A)} + \sigma_{k+1}^2(A)} \tag{4.5}
\]

with probability not less than \(1 - \Delta_1\). Furthermore,

\[
\|\Omega_2(V^T\Omega_2)^\dagger V^T\|_2 = \|\Omega_2(V^T\Omega_2)^\dagger\|_2 \leq \|V^T\Omega_2\|_2 \Omega_2\|_2. \tag{4.6}
\]

We already know that a Gaussian matrix is full rank (in the probability of 1) and \(V^T\Omega_2 \in \mathbb{R}^{l \times l_2}\) is a Gaussian random matrix since the Gaussian distribution is rotationally invariant [25]. Suppose that \(l_2 \geq l_1 + 4\). Thus, by Lemma 2.2 we have

\[
\|V^T\Omega_2\|_2 \leq \frac{e\sqrt{l_2}}{l_2 - l_1 + 1}\alpha \tag{4.7}
\]

with probability not less than \(1 - \alpha^{-(l_2-l_1+1)}\). By Lemma 2.3 we have
\[ \| \Omega_2 \|_2 \leq \sqrt{n} + \sqrt{l_2} + \beta \] (4.8)

with probability not less than \( 1 - 2 \exp(-\beta^2/2) \). Substituting (4.7) and (4.8) into (4.6) yields

\[ \| \Omega_2 (V^T \Omega_2)^\dagger V^T \|_2 = \| \Omega_2 (V^T \Omega_2)^\dagger \|_2 \leq \frac{ae \sqrt{l_2}}{l_2 - l_1 + 1} (\sqrt{n} + \sqrt{l_2} + \beta) \] (4.9)

with probability not less than \( 1 - \alpha^{-1} (l_2 - l_1 + 1) - 2 \exp(-\beta^2/2) \equiv 1 - \Delta_2 \). Plugging (4.5) and (4.9) into (4.2) gives rise to

\[ \| A - QLP^T \|_2 \leq \left( 1 + \frac{ae \sqrt{l_2}}{l_2 - l_1 + 1} (\sqrt{n} + \sqrt{l_2} + \beta) \right) \sqrt{\frac{k \sigma_1^2(A) \sigma_{k+1}^2(A) C_1^2}{\sigma_{k+1}^2(A) C_1^2 + \sigma_1^2(A)} + \sigma_{k+1}^2(A)} \] (4.10)

with probability not less than \( 1 - \Delta_1 - \Delta_2 \).

Next, we give the matrix approximation error bound in the Frobenius norm. By using the arguments similar to those for the spectral norm, we obtain

\[ \| A - QLP^T \|_F = \| A - BV^T \|_F = \| A - A\Omega_2 (V^T \Omega_2)^\dagger V^T \|_F \leq \| A - AVV^T \|_F + \| AVV^T - A\Omega_2 (V^T \Omega_2)^\dagger V^T \|_F. \] (4.11)

The second term of the right hand side of (4.11) is reduced to

\[ \| AVV^T - A\Omega_2 (V^T \Omega_2)^\dagger V^T \|_F = \| AVV^T \Omega_2 (V^T \Omega_2)^\dagger V^T - A\Omega_2 (V^T \Omega_2)^\dagger V^T \|_2 \leq \| \Omega_2 (V^T \Omega_2)^\dagger V^T \|_2 \| A - AVV^T \|_F, \]

where the first equality follows from the fact that the Gaussian matrix \( V^T \Omega_2 \) has full row rank and thus \( V^T \Omega_2 (V^T \Omega_2)^\dagger = I \). Thus,

\[ \| A - QLP^T \|_F \leq (1 + \| \Omega_2 (V^T \Omega_2)^\dagger V^T \|_2) \| A - AVV^T \|_F. \] (4.12)

By using the arguments similar to those of (4.5) we have

\[ \| A - AVV^T \|_F = \| A^T - VV^T A \|_F \leq \sqrt{\frac{k \sigma_1^2(A) \sigma_{k+1}^2(A) C_1^2}{\sigma_{k+1}^2(A) C_1^2 + \sigma_1^2(A)} + \sum_{i=k+1}^n \sigma_i^2(A)} \] (4.13)

with probability not less than \( 1 - \Delta_1 \). Substituting (4.13) and (4.9) into (4.12) yields

\[ \| A - QLP^T \|_F \leq \left( 1 + \frac{ae \sqrt{l_2}}{l_2 - l_1 + 1} (\sqrt{n} + \sqrt{l_2} + \beta) \right) \sqrt{\frac{k \sigma_1^2(A) \sigma_{k+1}^2(A) C_1^2}{\sigma_{k+1}^2(A) C_1^2 + \sigma_1^2(A)} + \sum_{i=k+1}^n \sigma_i^2(A)} \]

with probability not less than \( 1 - \Delta_1 - \Delta_2 \). \( \square \)

On the error bounds in Theorem 4.1, we have the following comments. For the error bound in the spectral norm, we can find that the upper bound is of the order
of $\sigma_{k+1}(A)$ with high probability, where the constant is related to the parameters for the smallest singular spectral distribution of the random matrices $\Omega_1$ and $\Omega_2$. This shows that Algorithm 4 provides a low-rank approximation to $A$. We have the similar comments for the error bound in the Frobenius norm.

### 4.2 Singular value approximation error analysis

In [44], Wu and Xiang gave the lower bounds on the singular values of the matrix $L$ as a whole to track the singular values of the data matrix $A$ approximately. In this subsection, we not only provide a lower bound and an upper bound on the singular values of the matrix $L$ to approximately track the singular values of the data matrix $A$ but also give the error analysis between the singular values of the diagonal blocks of $L$ and that of $A$, which hold with high probability.

We first give some lemmas on the error bounds for singular values of the QLP decomposition for a data matrix. As noted in [20], for the QLP decomposition, the pivoting in the first QR decomposition is essential while the pivoting of the second QR decomposition is only necessary to avoid “certain contrived counterexamples”. Therefore, in order to simplify the analysis, we assume that there is no pivoting in the second QR decomposition of the QLP decomposition for the matrix $B$ generated by Algorithm 4.

The following lemma gives a bound for the maximum singular value approximation error.

**Lemma 4.2** [22, Theorem 3.3] Let $A \in \mathbb{R}^{m \times n}$ and $\sigma_1(A) > \sigma_2(A)$. Let $R_0$ be the $R$-factor in the pivoted QR factorization of $A$, $AP_0 = Q_0R_0$ and let $L^T$ be the $R$-factor in the unpivoted QR factorization of $R_0^T$, $R_0^T = Q_1L^T$. Partition $R_0$ and $L$ as

$$R_0 = \begin{bmatrix} r_{11} & R_{12} \\ 0 & R_{22} \end{bmatrix} \quad \text{and} \quad L = \begin{bmatrix} l_{11} & 0 \\ L_{21} & L_{22} \end{bmatrix},$$

where $r_{11}, l_{11} \in \mathbb{R}$. If $\|R_{22}\|_2 \leq \sqrt{2(n-1)}\sigma_2(A)$ and $\frac{\|R_{22}\|_2}{|r_{11}|} < 1$, then

$$|l_{11}^{-1} - \sigma_1^{-1}(A)| \leq \frac{\sigma_2^2(A)}{\sigma_1^3(A)} \left( \frac{n^2 \|R_{12}\|_2^2}{(1 - r_{11}^2)|l_{11}|^2} \right),$$

where $\rho_1 = \frac{\|L_{22}\|_2}{|l_{11}|}$.

The following lemma provides some bounds for the interior singular value approximation errors.

**Lemma 4.3** [22, Theorem 3.4] Let $A \in \mathbb{R}^{m \times n}$ and $\sigma_k(A) > \sigma_{k+1}(A)$. Let $R_0$ be the $R$-factor in the pivoted QR factorization of $A$, $AP_0 = Q_0R_0$ and let $L^T$ be the $R$-factor in the unpivoted QR factorization of $R_0^T$, $R_0^T = Q_1L^T$. Partition $R_0$ and $L$ as
\[ R_0 = \begin{bmatrix} R_{11} & R_{12} \\ 0 & R_{22} \end{bmatrix}, \quad L = \begin{bmatrix} L_{11} & 0 \\ L_{21} & L_{22} \end{bmatrix}, \]

where \( R_{11}, L_{11} \in \mathbb{R}^{k \times k} \). If \( \|R_{22}\|_2 \leq \sqrt{(k+1)(n-k)} \cdot \sigma_{k+1}(A) \), \( \sigma_k(R_{11}) \geq \frac{\sigma_k(A)}{\sqrt{k(n-k+1)}} \), and \( \frac{\|R_{22}\|}{\sigma_k(R_{11})} < 1 \), then for \( j = 1, \ldots, n-k \),

\[
\frac{\sigma_j(L_{22}) - \sigma_{k+j}(A)}{\sigma_{k+j}(A)} \leq \left( \frac{\sigma_{k+j}(A)}{\sigma_k(A)} \right)^2 \mathcal{O} \left( \frac{n^2 \|R_{12}\|^2}{1 - \rho_1^2} \sigma_k^2(L_{11}) \right)
\]

and for \( j = 1, \ldots, k \),

\[
\frac{\sigma_j^{-1}(L_{11}) - \sigma_j^{-1}(A)}{\sigma_j^{-1}(A)} \leq \left( \frac{\sigma_{k+j}(A)}{\sigma_k(A)} \right)^2 \mathcal{O} \left( \frac{n^2 \|R_{12}\|^2}{1 - \rho_1^2} \sigma_k^2(L_{11}) \right)
\]

where \( \rho_1 = \frac{\|R_{22}\|}{\sigma_k(R_{11})} \).

Now we are ready to state our first theorem on the singular value approximation error of Algorithm 4.

Let \( B \) be generated by Algorithm 4. Then we can rewrite \( B \) as

\[
B = AV + AV = B - AV + AV.
\]

It follows from Lemma A.2 in Appendix that for any \( 1 \leq j \leq l_1 \),

\[
|\sigma_j(B) - \sigma_j(AV)| \leq \sigma_1(B - AV).
\]

Thus, for any \( 1 \leq j \leq l_1 \),

\[
\sigma_j(AV) - \sigma_1(B - AV) \leq \sigma_j(B) \leq \sigma_j(AV) + \sigma_1(B - AV).
\]

It is easy to see that \( \sigma_j(B) = \sigma_j(L) \) for all \( j = 1, \ldots, l_1 \). Thus, for any \( 1 \leq j \leq l_1 \),

\[
\sigma_j(AV) - \sigma_1(B - AV) \leq \sigma_j(L) \leq \sigma_j(AV) + \sigma_1(B - AV).
\]  \hfill (4.14)

The following singular value approximation error analysis only applies to the situation where the numerical rank of \( A \) is clearly defined, i.e., there exists a clear gap in the singular values of \( A \). This is reasonable since the data matrix often exhibits the nature of numerical low rank in data science and scientific computing \[48\].

On the singular value approximation error of Algorithm 4, we have the following result.

**Theorem 4.4** With the notation of Algorithm 4, calculate the pivoted QLP decomposition of \( B \) such that \( R_0 \) is the R-factor in the pivoted QR factorization of \( B \), \( BP_0 = Q_0 R_0 \) and \( L^T \) is the R-factor in the unpivoted QR factorization of \( R_0^T \), \( R_0^T = Q_1 L^T \). Then
\[ \sigma_j(L) \leq \sigma_j(A) + C \]

with probability not less than \(1 - \Delta_1 - \Delta_2\) for all \(j = 1, \ldots, k\) and

\[ \sigma_j(L) \geq \frac{\sigma_j(A)}{\delta_j} - C \]

with probability not less than \(1 - 2\Delta_1 - \Delta_2\) for all \(j = 1, \ldots, k\), where

\[
C = \frac{\alpha e \sqrt{\frac{L}{2}}}{l_2 - l_1 + 1} (\sqrt{n} + \sqrt{L_2} + \beta) \sqrt{\frac{k\sigma_1^2(A)\sigma_{k+1}^2(A)C_1^2}{\sigma_{k+1}^2(A)C_1^2 + \sigma_1^2(A)} + \sigma_{k+1}^2(A)},
\]

\[
\delta_j = \sqrt{1 + C_1^2 \left( \frac{\sigma_{k+1}(A)}{\sigma_j(A)} \right)^2}
\]

with \(\alpha \geq 1, \beta \geq 0\) and \(C_1, \Delta_1, \Delta_2\) being defined as in Theorem 4.1.

**Proof** By Lemma A.3 we obtain

\[ \sigma_j(AV) = \sigma_j(V^TA^T) \leq \sigma_j(A^T) = \sigma_j(A), \quad \forall 1 \leq j \leq k. \quad (4.15) \]

Using (4.5) and (4.9) we have

\[
\sigma_1(B - AV) = \|A\Omega_2(V^T\Omega_2)^\dagger - AVV^T\Omega_2(V^T\Omega_2)^\dagger\|_2 \leq \|\Omega_2(V^T\Omega_2)^\dagger\|_2 \|A - AVV^T\|_2
\]

\[
\leq \frac{\alpha e \sqrt{\frac{L}{2}}}{l_2 - l_1 + 1} (\sqrt{n} + \sqrt{L_2} + \beta) \sqrt{\frac{k\sigma_1^2(A)\sigma_{k+1}^2(A)C_1^2}{\sigma_{k+1}^2(A)C_1^2 + \sigma_1^2(A)} + \sigma_{k+1}^2(A)} \equiv C
\]

(4.16)

with probability not less than \(1 - \Delta_1 - \Delta_2\). From (4.14), (4.15), and (4.16) we have

\[ \sigma_j(L) \leq \sigma_j(AV) + \sigma_1(B - AV) \leq \sigma_j(A) + C \]

with probability not less than \(1 - \Delta_1 - \Delta_2\) for all \(j = 1, \ldots, k\).

On the other hand, let \(\hat{B} = AV\) and let \(A\) admit the SVD defined by (A.1). Let \(U_m^T\Omega_1^T = [\hat{\Omega}_1^T, \hat{\Omega}_2^T]^T\), where \(\hat{\Omega}_1 \in \mathbb{R}^{k \times l}\) and \(\hat{\Omega}_2 \in \mathbb{R}^{(m-k) \times l}\). According to Lemma A.4, we obtain

\[ \sigma_j(AV) = \sigma_j(\hat{B}) \geq \frac{\sigma_j(A)}{\sqrt{1 + ||\hat{\Omega}_2||_2^2 ||\hat{\Omega}_1||_2^2 \left( \frac{\sigma_{k+1}(A)}{\sigma_j(A)} \right)^2}}, \]

for all \(j = 1, \ldots, k\). Using (4.4) we have \(||\hat{\Omega}_2||_2 \leq C_2^2 ||\hat{\Omega}_1||_2^2 \leq C^2 \) with probability not less than \(1 - \Delta_1\). Then we have \(\sigma_j(AV) \geq \sigma_j(A)/\delta_j \) with probability not less than \(1 - \Delta_1\).

This, together with (4.14) and (4.16), yields \(\sigma_j(L) \geq \sigma_j(A)/\delta_j - C\) with probability not less than \(1 - 2\Delta_1 - \Delta_2\) for all \(j = 1, \ldots, k\). \(\square\)
Theorem 4.4 show that, if there exists a gap between $\sigma_k(A)$ and $\sigma_{k+1}(A)$, then with high probability, the singular values of the matrix $L$ generated by Algorithm 4 can approximate the first $k$ largest singular values of $A$ with a high accuracy.

Next, we give the following theorem on the maximum singular value approximation error of Algorithm 4.

Theorem 4.5 With the notation of Algorithm 4, calculate the pivoted QLP decomposition of $B$ such that $R_0$ is the $R$-factor in the pivoted QR factorization of $B$, $BP_0 = Q_0R_0$ and $L^T$ is the $R$-factor in the unpivoted QR factorization of $R_0^T$, $R_0^T = Q_1L^T$. Partition $R_0$ and $L$ as

$$R_0 = \begin{bmatrix} r_{11} & R_{12} \\ 0 & R_{22} \end{bmatrix} \quad \text{and} \quad L = \begin{bmatrix} l_{11} & 0 \\ L_{21} & L_{22} \end{bmatrix},$$

where $r_{11}, l_{11} \in \mathbb{R}$. Suppose $\sigma_1(B) > \sigma_2(B)$, $\|R_{22}\|_2 \leq \sqrt{2(l_1 - 1)\sigma_2(B)}$, and $\frac{\|R_{22}\|_2}{|r_{11}|} < 1$. Then

$$|l_{11}|^{-1} - \sigma_1^{-1}(A) \leq \sigma_1^{-1}(B) \left(1 - \frac{1}{\delta_1} \cdot \frac{1}{1 + C\sigma_1^{-1}(B)}\right) + \frac{\sigma_2^2(B)}{\sigma_1^3(B)} \frac{l_1^2 \|R_{12}\|_2^2}{(1 - \rho_1^2)|l_{11}|^2} \quad (4.17)$$

with probability not less than $1 - 2\Delta_1 - \Delta_2$, where $\rho_1 = \frac{\|L_{12}\|_2}{|l_{11}|}$, $C$ and $\delta_1$ are defined as in Theorem 4.4 with $\alpha \geq 1$, $\beta \geq 0$ and $C_1, \Delta_1, \Delta_2$ being defined as in Theorem 4.1.

Proof By Theorem 4.4 we have

$$\sigma_1(B) = \sigma_1(L) \geq \frac{\sigma_1(A)}{\delta_1} - C,$$

i.e.,

$$\frac{1}{\sigma_1(A)} \geq \frac{1}{\delta_1\sigma_1(B) + C\delta_1} \quad (4.17)$$

with probability not less than $1 - 2\Delta_1 - \Delta_2$. By Lemma 4.2 we obtain

$$|l_{11}|^{-1} \leq \sigma_1^{-1}(B) + \frac{\sigma_2^2(B)}{\sigma_1^3(B)} \frac{l_1^2 \|R_{12}\|_2^2}{(1 - \rho_1^2)|l_{11}|^2} \cdot$$

Subtracting $\sigma_1^{-1}(A)$ from both sides of the above inequality gives rise to
\[
\left| l_{11} \right|^{-1} - \sigma_1^{-1}(A) \leq \sigma_1^{-1}(B) - \frac{1}{\sigma_1(A)} + \frac{\sigma_2^2(B)}{\sigma_1^2(B)} \mathcal{O} \left( \frac{l_1^2 \|R_{12}\|_2^2}{(1 - \rho_1^2) |l_{11}|^2} \right)
\]

\[
\leq \sigma_1^{-1}(B) - \frac{1}{\delta_1 \sigma_1(B) + C\delta_1} + \frac{\sigma_2^2(B)}{\sigma_1^2(B)} \mathcal{O} \left( \frac{l_1^2 \|R_{12}\|_2^2}{(1 - \rho_1^2) |l_{11}|^2} \right)
\]

\[
= \sigma_1^{-1}(B) \left( 1 - \frac{1}{\delta_1} \cdot \frac{1}{1 + C\sigma_1^{-1}(B)} \right) + \frac{\sigma_2^2(B)}{\sigma_1^2(B)} \mathcal{O} \left( \frac{l_1^2 \|R_{12}\|_2^2}{(1 - \rho_1^2) |l_{11}|^2} \right)
\]

with probability not less than \(1 - 2\Delta_1 - \Delta_2\), where the second inequality follows from (4.17).

Finally, on the interior singular value approximation errors of Algorithm 4, we have the following theorem.

**Theorem 4.6** With the notation of Algorithm 4, calculate the pivoted QLP decomposition of B such that \(R_0\) is the R-factor in the pivoted QR factorization of B, \(B_{P_0} = Q_0 R_0\) and \(L^T\) is the R-factor in the unpivoted QR factorization of \(R_0^T\), \(R_0^T = Q_1 L^T\). Suppose \(\sigma_s(B) > \sigma_{s+1}(B)\) for some \(1 \leq s < k\). Partition \(R_0\) and \(L\) as

\[
R_0 = \begin{bmatrix} R_{11} & R_{12} \\ 0 & R_{22} \end{bmatrix} \quad \text{and} \quad L = \begin{bmatrix} L_{11} & 0 \\ L_{21} & L_{22} \end{bmatrix},
\]

where \(R_{11}, L_{11} \in \mathbb{R}^{s \times s}\). Assume that \(\|R_{22}\|_2 \leq \sqrt{(s + 1)(1 - s)}\sigma_{s+1}(B)\), \(\sigma_s(R_{11}) \geq \frac{\sigma_s(B)}{\sqrt{s(l_{11} - s + 1)}}, \) and \(\frac{\|R_{22}\|_2}{\sigma_s(L_{11})} < 1\). Then

\[
\frac{\sigma_j^{-1}(L_{11}) - \sigma_j^{-1}(A)}{\sigma_j^{-1}(A)} \leq \delta_j - 1 + \frac{C\delta_j}{\sigma_j(B)} + \left( \frac{C\delta_j}{\sigma_j(B)} + \delta_j \right) \left( \frac{\sigma_{s+1}(B)}{\sigma_j(B)} \right)^2 \mathcal{O} \left( \frac{l_1^2 \|R_{12}\|_2^2}{(1 - \rho_1^2)\sigma_j^2(L_{11})} \right)
\]

with probability not less than \(1 - 2\Delta_1 - \Delta_2\) for all \(j = 1, \ldots, s\),

\[
\frac{\sigma_j(L_{22}) - \sigma_{s+j}(A)}{\sigma_{s+j}(A)} \leq \frac{C}{\sigma_{s+j}(B) - C} \left( \frac{\sigma_{s+1}(B)}{\sigma_j(B)} \right)^2 \mathcal{O} \left( \frac{l_1^2 \|R_{12}\|_2^2}{(1 - \rho_1^2)\sigma_j^2(L_{11})} \right)
\]

with probability not less than \(1 - \Delta_1 - \Delta_2\) for all \(j = 1, \ldots, k - s\), where \(\rho_1 = \frac{\|L_{22}\|_2}{\sigma_j(L_{11})}\), \(C\) and \(\delta_j\) are defined as in Theorem 4.4 with \(\alpha \geq 1, \beta \geq 0\) and \(C_1, \Delta_1, \Delta_2\) being defined as in Theorem 4.1.
Proof From Theorem 4.4, we know that $\sigma_j(B) \leq \sigma_j(A) + C$, i.e., $1 / \sigma_j(A) \leq 1 / (\sigma_j(B) - C)$ with probability not less than $1 - \Delta_1 - \Delta_2$ for all $j = 1, \ldots, k$. Similarly, we have $\sigma_j(B) \geq \sigma_j(A) / \delta_j - C$, i.e., $\sigma_j(A) \leq C \delta_j + \delta_j \sigma_j(B)$ with probability not less than $1 - 2 \Delta_1 - \Delta_2$ for all $j = 1, \ldots, k$. Using Lemma 4.3 we have, for $j = 1, \ldots, k - s$,

$$\sigma_j(L_{22}) - \sigma_{s+j}(A) \leq \sigma_{s+j}(B) - \sigma_{s+j}(A) + \frac{\sigma_{s+1}^2(B) \sigma_{s+j}(B)}{\sigma_s^2(B)} \Theta \left( \frac{l_1^5 \| R_{12} \|_2^2}{(1 - \rho_1^2) \sigma_s^2(L_{11})} \right).$$

Dividing $\sigma_{s+j}(A)$ on both sides of the above inequality yields

$$\frac{\sigma_j(L_{22}) - \sigma_{s+j}(A)}{\sigma_{s+j}(A)} \leq \frac{\sigma_{s+j}(B) - \sigma_{s+j}(A)}{\sigma_{s+j}(A)} + \frac{\sigma_{s+1}^2(B) \sigma_{s+j}(B)}{(\sigma_{s+j}(B) - C) \sigma_s^2(B)} \Theta \left( \frac{l_1^5 \| R_{12} \|_2^2}{(1 - \rho_1^2) \sigma_s^2(L_{11})} \right)$$

$$\leq \frac{C}{\sigma_{s+j}(B) - C} + \left( 1 + \frac{C}{\sigma_{s+j}(B) - C} \right)^2 \left( \frac{\sigma_{s+1}(B)}{\sigma_s(B)} \right)^2 \Theta \left( \frac{l_1^5 \| R_{12} \|_2^2}{(1 - \rho_1^2) \sigma_s^2(L_{11})} \right)$$

with probability not less than $1 - \Delta_1 - \Delta_2$ for all $j = 1, \ldots, k - s$.

By Lemma 4.3 again we have, for $j = 1, \ldots, s$,

$$\sigma_j^{-1}(L_{11}) - \sigma_j^{-1}(A) \leq \sigma_j^{-1}(B) - \sigma_j^{-1}(A) + \frac{\sigma_{s+1}^2(B)}{\sigma_s^2(B) \sigma_j(B)} \Theta \left( \frac{l_1^5 \| R_{12} \|_2^2}{(1 - \rho_1^2) \sigma_s^2(L_{11})} \right).$$

Dividing $\sigma_j^{-1}(A)$ on both sides of the above inequality yields

$$\frac{\sigma_j^{-1}(L_{11}) - \sigma_j^{-1}(A)}{\sigma_j^{-1}(A)} \leq \frac{\sigma_j^{-1}(B) - \sigma_j^{-1}(A)}{\sigma_j^{-1}(A)} + \frac{\theta_j(A) \sigma_{s+1}^2(B)}{\sigma_j^2(B) \sigma_j(B)} \Theta \left( \frac{l_1^5 \| R_{12} \|_2^2}{(1 - \rho_1^2) \sigma_s^2(L_{11})} \right)$$

$$\leq \frac{\sigma_j^{-1}(B) - (\delta_j \sigma_j(B) + C \delta_j)^{-1}}{(\delta_j \sigma_j(B) + C \delta_j)^{-1}} + \frac{(\delta_j \sigma_j(B) + C \delta_j) \sigma_{s+1}^2(B)}{\sigma_s^2(B) \sigma_j(B)} \Theta \left( \frac{l_1^5 \| R_{12} \|_2^2}{(1 - \rho_1^2) \sigma_s^2(L_{11})} \right)$$

$$= \frac{\delta_j \sigma_j(B) + C \delta_j}{\sigma_j(B)} - 1 + \frac{\delta_j \sigma_j(B) + C \delta_j}{\sigma_j(B)} \left( \frac{\sigma_{s+1}(B)}{\sigma_s(B)} \right)^2 \Theta \left( \frac{l_1^5 \| R_{12} \|_2^2}{(1 - \rho_1^2) \sigma_s^2(L_{11})} \right)$$

$$= \delta_j - 1 + \frac{C \delta_j}{\sigma_j(B)} + \left( \frac{C \delta_j}{\sigma_j(B)} + \delta_j \right)^2 \left( \frac{\sigma_{s+1}(B)}{\sigma_s(B)} \right)^2 \Theta \left( \frac{l_1^5 \| R_{12} \|_2^2}{(1 - \rho_1^2) \sigma_s^2(L_{11})} \right)$$
with probability not less than \(1 - 2\Delta_1 - \Delta_2\) for all \(j = 1, \ldots, s\).

**Corollary 4.7** Under the same assumptions of Theorem 4.6, if \(s > k\), then

\[
\frac{\sigma_j^{-1}(L_{11}) - \sigma_j^{-1}(A)}{\sigma_j^{-1}(A)} \leq \delta_j - 1 + \frac{C\delta_j}{\sigma_k(B)}
\]

\[
+ \left( \frac{C\delta_j}{\sigma_k(B)} + \delta_j \right) \left( \frac{\sigma_{s+1}(B)}{\sigma_s(B)} \right)^2 \mathcal{O}\left( \frac{\|R_{12}\|_2}{(1 - \rho_1^2)\sigma_k^2(L_{11})} \right)
\]

with probability not less than \(1 - 2\Delta_1 - \Delta_2\) for all \(j = 1, \ldots, s\). In particular, if \(s = k\), then

\[
\frac{\sigma_j^{-1}(L_{11}) - \sigma_j^{-1}(A)}{\sigma_j^{-1}(A)} \leq \delta_j - 1 + \frac{C\delta_j}{\sigma_k(B)}
\]

\[
+ \left( \frac{C\delta_j}{\sigma_k(B)} + \delta_j \right) \left( \frac{\sigma_{k+1}(B)}{\sigma_k(B)} \right)^2 \mathcal{O}\left( \frac{\|R_{12}\|_2}{(1 - \rho_1^2)\sigma_k^2(L_{11})} \right)
\]

with probability not less than \(1 - 2\Delta_1 - \Delta_2\) for all \(j = 1, \ldots, k\).

Theorem 4.5 shows that with high probability, the (1, 1) entry of the matrix \(L\) generated by Algorithm 4 provides a desired approximation to \(\sigma_1(A)\) if there exists a gap between \(\sigma_k(A)\) and \(\sigma_{k+1}(A)\) and \(\sigma_1(B) > \sigma_2(B)\). Theorem 4.6 and Corollary 4.7 show that, instead of the individual diagonal element approximating, the singular values of the diagonal blocks of \(L\) can accurately approximate the \(k\) largest singular values of \(A\) with high probability when there is a gap between \(\sigma_k(A)\) and \(\sigma_{k+1}(A)\). We must point out that these singular value error bounds are established under the assumption that there exist a gap in the singular values of \(A\). However, the later numerical experiments show that the proposed algorithm works well even the gap is not clear.

## 5 Numerical experiments

In this section, we give some numerical examples to illustrate the effectiveness of Algorithm 4. We also compare our algorithm with Algorithms 2–3. All experiment are performed by using MATLAB 2019b on a personal laptop with an Intel(R) CPU i5-10210U of 1.6 GHz and 8 GB of RAM.

**Example 5.1** [40](synthetic input matrix) Let \(A = U_n \Sigma V_n^T \in \mathbb{R}^{n \times n}\), where \(U_n, V_n \in \mathbb{R}^{n \times n}\) are orthogonal matrices generated by using the built-in functions `rand` and `orth` and \(\Sigma\) is given as follows:
• Polynomially decaying spectrum (pds):
  \[ \Sigma = \text{diag}(1, \ldots, 1, 2^{-s}, 3^{-s}, \ldots, (n-t+1)^{-s}) ; \]

• Exponentially decaying spectrum (eds):
  \[ \Sigma = \text{diag}(1, \ldots, 1, 2^{-r}, 2^{-2s}, \ldots, 2^{-(n-r)s}) . \]

Here, the constants \( t, s > 0 \) control the rank of the significant part of the matrix and the rate of decay, respectively. We report our numerical results for \( n = 2000 \).

Example 5.2 [49]: (ill-conditioned matrix) The ill-conditioned matrix \( A \) is generated by discretization of the Fredholm integral equation of the first kind with a square integrable kernel:

\[
\int_{z_1}^{z_2} K(y, z)f(z)dz = g(y), \quad y_1 \leq y \leq y_2,
\]

where \( y_1, y_2, z_1, \) and \( z_2 \) are some constants, from the regularization tool package\(^1\). We use the MATLAB functions heat and deriv2 to generate two ill-conditioned matrices, which are respectively discretized by means of simple quadrature (midpoint rule) and the Galerkin method with orthonormal box function as default. On how far the discrete problem deviates from the continuous one, one may refer to [50, 51]. The integral kernel \( K \) of heat is \( K(y, z) = K(y - z) \) with \( K(z) = \frac{e^{-z^2/2}}{2\sqrt{\pi}} \exp(1/(4\kappa^2 z)) \), where the parameter \( \kappa \) controls the ill-conditioning of the discrete matrix \( A \). The integral kernel \( K \) of deriv2 is \( K(y, z) = y(z - 1) \) if \( y < z \) and \( K(y, z) = z(y - 1) \) if \( y \geq z \). We take \( \kappa = 1 \) and the size of the test matrices is set to be \( m = n = 2000 \).

In Algorithms 2–4, the output low-rank representation of \( A \) is \( \hat{A} = QLP^T \) with the target rank \( k \), where \( Q, L \) and \( P \) are the output matrices of Algorithms 2–4, respectively. Then the matrix approximation error is given by

\[
E_F = \frac{\|A - \hat{A}\|_F}{\|A\|_F}.
\]

and the absolute and relative singular value approximation errors can be measured by

\[
AE_{\sigma_j} = |\sigma_j(A) - |l_{jj}|| \quad \text{and} \quad RE_{\sigma_j} = \frac{|\sigma_j(A) - |l_{jj}||}{\sigma_j(A)} \quad \forall 1 \leq j \leq k.
\]

The parameters used in Algorithms 2–4 are listed in Table 1.

\(^1\) http://www.imm.dtu.dk/~pcha/Regutools/.
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5.1 Comparison of running time

Figure 1 shows the running time of Algorithms 2–4 with different target ranks for Examples 5.1–5.2. We can find from Fig. 1 that Algorithms 3–4 are always faster than Algorithm 2 and Algorithm 4 is almost as efficient as Algorithm 3. Due to the limitation of conditions, we cannot measure the data communication time and thus the running time in Fig. 1 does not include the data communication time. However, under current technology trends, the cost of data communication is the main factor restricting the efficiency of an algorithm. Therefore, when the problem involves large matrices, the vast majority of the running time is spent on the data communication. When we take the data communication into account, Algorithm 4 may be
much more efficient than Algorithm 3. In particular, among the three algorithms, only our algorithm can be used to the case of stream data.

5.2 Comparison of matrix approximation error

Figure 2 shows the trend of matrix approximation error of Algorithms 2–4 with different target rank for Examples 5.1–5.2. We observe from Fig. 2 that, in terms of matrix approximation error, Algorithms 2–4 show good performance for four numerical examples, where the error decreases with the increase of matrix rank. This is consistent with our theoretical analysis. We also see that Algorithms 2–3 behavior slightly better than Algorithm 4 for most cases. This is reasonable since the row-column sampling is employed in Algorithm 4.

Compared with Algorithms 2–3, Algorithm 4 only needs to access the data matrix once. In spite of its slight loss of matrix approximation quality, Algorithm 4 can greatly reduces the total cost if the data communication cost is dominant and it is more suitable for the case that the data matrix is stored outside the core memory or is generated in the form of streaming data.

Fig. 2 Matrix approximation error for different test matrices
5.3 Comparison of singular value approximation error

In Figs. 3, 4, we plot the curves of singular value absolute error, singular value relative error of Algorithms 2–4 for Examples 5.1–5.2 accordingly, where the target rank is set to be \( k = 860 \). We point out that, in Fig. 4b, taking the index \( j = 250 \) as the dividing line, the singular values at the tail of the data matrix \( A \) are less than the machine precision. This makes the singular values relative error increase sharply and the second half of the figure can not display other information. Therefore, we do some processing on the figure, i.e., we truncate the x-axis at index \( j = 250 \).

We see from Figs. 3, 4 that Algorithm 4 works more effectively in terms of absolute and relative singular value error. For most cases, the singular value approximation error of Algorithm 4 is close to Algorithms 2–3, and even better for some cases. In particular, in Figs. 3a, d and 4a, d, we see that Algorithm 4 performs much better than Algorithm 3 for rapidly decayed singular values without a clear gap.

The above experiments on the singular value approximation error show that Algorithm 4 provides a very effective, fast and inexpensive way for the singular value approximation. This also shows that Algorithm 4 is an efficient method for
the numerical rank estimation since the numerical rank estimation depends on the estimation of singular values.

5.4 Application to 2D integral kernels

To further illustrate the efficiency of the proposed algorithm, we consider the following 2D integral kernels.

**Example 5.3** [52] We consider the 2D nuclear magnetic resonance relaxometry problem, which is modeled by the following Fredholm integral equation of the first kind

$$\int_0^{\tilde{T}_2} \int_0^{\tilde{T}_1} K(\tau^1, \tau^2, T^1, T^2)f(T^1, T^2)dT^1dT^2 = g(\tau^1, \tau^2),$$

where $g(\tau^1, \tau^2)$ is the noiseless signal as a function of experiment times $(\tau^1, \tau^2)$, and $f(T^1, T^2)$ is the density distribution function. The kernel is given by
By using the midpoint quadrature rule with logarithmically equispaced nodes from the IR Tool package\(^2\) as the na49 package, we get the discrete ill-posed problem \(A\tilde{x} \approx \tilde{b}\) via \([A, b, \tilde{x}, \text{ProbInfo}] = \text{PRnmr}(n)\), where \(n\) is the size of the relaxation time distribution to be recovered, and the coefficient matrix \(A\) is ill-conditioned matrix and all its singular values gradually decay to zero, \(\tilde{x}\) is the true solution, and \(\tilde{b}\) is the measured data. For simplicity, we set \(n = 48\) and the size of \(A\) is \(9216 \times 2304\).

Figure 5 shows the approximation error for Example 5.3 by computing a low-rank approximation to \(A\) via Algorithms 2–4. We see from Fig. 5 that Algorithm 4 works effectively in terms of both the matrix approximation error and the singular value approximation error.

Figure 5 shows the approximation error for Example 5.3 by computing a low-rank approximation to \(A\) via Algorithms 2–4. We see from Fig. 5 that Algorithm 4 works effectively in terms of both the matrix approximation error and the singular value approximation error.

Figure 6 shows the computed solution to \(QLP^T x \approx b\) in the least squares sense (i.e., \(x = PL^{-1}Q^T b\)), where the low-rank approximation \(QLP^T\) is obtained by

\(^2\) http://www.netlib.org/nmralgo/.
Algorithm 4 for different target rank $k$. We observe from Fig. 6 that the computed solution become closer to the true solution as $k$ increases. This shows that our algorithm is competitive if the target rank is chosen appropriately.

5.5 Selection of parameter $l_2$

Figure 7 displays the approximation error for Example 5.1 $\text{pds}(t = 30, s = 2)$ with different values of $l_2$. We find from Fig. 7 that the approximation accuracy becomes lower as $l_2$ tends to $l_1$. This shows that the parameter $l_2$ is of great importance to the approximation accuracy. Figure 7 indicates that it is acceptable to choose $l_2 = 1.5k$. For more discussion on sampling parameters of single-pass algorithms, one may refer to [39].
6 Conclusions

In this paper, we have proposed a single-pass randomized QLP decomposition algorithm, which provides a low-rank approximation of a data matrix. We also derive the bounds for the matrix approximation error and the singular value approximation errors, which hold with high probability. Numerical experiments are reported to confirm our theoretical results.

Appendix A

In this appendix, we give some preliminary results on Gaussian random matrices. In what follows, we assume that all Gaussian random matrices have full rank. We first recall the following lemmas.

Lemma A.1 [29, Theorem 4.4] Let $A \in \mathbb{R}^{m \times n}$, whose SVD is given by

$$A = U_m \Sigma V_n^T,$$

where $\Sigma = \text{diag}(\sigma_1(A), \ldots, \sigma_q(A)) \in \mathbb{R}^{m \times n}$, $U_m \in \mathbb{R}^{m \times m}$ and $V_n \in \mathbb{R}^{n \times n}$ are two orthogonal matrices. Suppose $k, l$, and $p$ are three positive integers such that $k \leq l$ and $0 \leq p \leq l - k$. Let $\Omega \in \mathbb{R}^{m \times l}$ be a standard Gaussian random matrix and the reduced QR decomposition of $A \Omega$ be given by $A \Omega = Q_\Omega R$, where $Q \in \mathbb{R}^{m \times l}$ has orthonormal columns and $R \in \mathbb{R}^{l \times l}$ is upper triangular. Let $V_n^T \Omega = [\hat{\Omega}_1^T, \hat{\Omega}_2^T]$, $\hat{\Omega}_1 \in \mathbb{R}^{k \times l}$. If $\hat{\Omega}_1$ has full row rank, then

$$\|A - QQ^T A\|_F \leq \sqrt{\frac{k \sigma_1^2(A) \sigma_{l-p+1}(A) \|\hat{\Omega}_2\|_2^2 \|\hat{\Omega}_1^\dagger\|_2^2}{\sigma_{l-p+1}(A) \|\hat{\Omega}_2\|_2^2 \|\hat{\Omega}_1^\dagger\|_2^2 + \sigma_1^2(A)}} + \sum_{i=k+1}^n \sigma_i^2(A),$$

Fig. 7 Approximation errors for different choices of oversampling parameter $l_2$
The following lemmas provide some inequalities about singular values, which are helpful to prove the main theorem on the singular value approximation error of our algorithm.

**Lemma A.2** [53, Theorem 3.3.16] Let $G, \Delta G \in \mathbb{R}^{m \times n}$. Then we have $|\sigma_i(G + \Delta G) - \sigma_i(G)| \leq \sigma_1(\Delta G)$ for $i = 1, \ldots, q = \min\{m, n\}$.

**Lemma A.3** [18] Let $A \in \mathbb{R}^{m \times n}$. Suppose $Q \in \mathbb{R}^{m \times l}$ is a matrix with orthonormal columns. Then $\sigma_j(A) \geq \sigma_j(Q^T A)$ for $j = 1, \ldots, l$.

**Lemma A.4** [29, Theorem 4.3] Let $A \in \mathbb{R}^{m \times n}$ admit the SVD as in (A.1). Suppose $k, l, p$ are three positive integers such that $0 \leq p \leq l - k$. Let $\Omega \in \mathbb{R}^{n \times l}$ be a standard Gaussian matrix. Partition $V_n^T \Omega = [\hat{\Omega}_1^T, \hat{\Omega}_2^T]^T$ with $\hat{\Omega}_1 \in \mathbb{R}^{k \times l}$. Let $B = Q^T A$ with $Q \in \mathbb{R}^{m \times l}$ being a matrix with orthonormal columns. If the matrix $\hat{\Omega}_1$ has full row rank, then

$$\sigma_j(Q^T A) = \sigma_j(B) \geq \frac{\sigma_j(A)}{\sqrt{1 + \|\hat{\Omega}_2\|^2_2 \|\hat{\Omega}_1\|^2_2 \left( \frac{\sigma_{l-p+1}(A)}{\sigma_l(A)} \right)^2}}$$

for $j = 1, \ldots, l$.
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