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Abstract
In this work, a flexible, fully space-time adaptive finite element approximation of a prototype multi-physics system coupling fluid flow and convection-dominated transport is developed and studied. By some minor generalization, the model becomes feasible for the simulation of a poroelasticity system. Automatic mesh adaptation is based on the Dual Weighted Residual method for goal-oriented a posteriori error estimation. In multi-physics, the reliable and economical computation of a specific functional, the so-called quantity of interest, is typically desirable. Here, adaptive algorithms become more involved since they need not only to control the time and space meshes, but also to balance the contributions of the coupled subproblems to the error in the goal quantity. Key ingredients of the presented approach are the discontinuous Galerkin time discretization for the primal and dual problem of the DWR approach, permitting miscellaneous evaluations of the DWR error estimator, its implementation in an advanced software architecture and the separation of effects of temporal and spatial discretization which facilitates the simultaneous adjustment of the time and space mesh.
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1. Introduction

1.1. Poroelasticity

Recently, the quasi-static Biot system (cf., e.g., [25, 31]) has attracted researcher’s interest and been studied for the numerical simulation of flow in deformable porous media. It models fluid-structure interaction by coupling fluid flow in a porous medium with the mechanical response and deformation of the medium. The quasi-static Biot system offers important applications in natural sciences and technology, including modern material science polymers and metal foams, gaining significance particularly in lightweight design and aircraft industry, design of batteries or hydrogen fuel cells for green technologies, filtering, geothermal energy exploration or reservoir engineering as well as mechanism in the human body (biomedicine) and food technology. The quasi-static Biot system reads as

\begin{align}
-\nabla \cdot \sigma(u) + \alpha \nabla p &= f, \quad (1.1a) \\
\partial_t (\kappa_0 p + \alpha \nabla \cdot u) + \nabla \cdot v_f &= \phi, \quad (1.1b)
\end{align}

to be solved in \( \Omega \times (0, T) \), where \( \sigma(u) := \mu \varepsilon(u) + \lambda \nabla \cdot u I \), \( \varepsilon(u) := \frac{1}{2} (\nabla u + (\nabla u)^\top) \) and \( v_f := \frac{K}{\mu_f}(\nabla p - \rho_f g) \). The set of equations (1.1) has to be closed by initial and boundary conditions. In (1.1), the unknown \( u \) denotes the displacement field of the porous medium, \( \sigma(u) \) the effective stress tensor with linearized strain tensor \( \varepsilon(u) \) and Lamé parameters \( \mu \) and \( \lambda \), \( I \) denotes the identity tensor and \( f \) is a body force. Further, \( p \) is the fluid’s pressure, \( \alpha \) is the Biot–Willis constant and \( \kappa_0 \) is the specific storage coefficient. Finally, by \( v_f \) we denote the Darcy velocity or fluid flux, by \( K \) the permeability tensor, by \( \mu_f \) the fluid’s viscosity and by \( \rho_f \) its density, \( g \) is the gravity or, in general, some body force and \( \phi \) is a volumetric source.

It’s well known that a vanishing storage coefficient (i.e. incompressible fluid) \( \kappa_0 = 0 \) may exhibit a locking phenomenon in discretizations; cf., e.g., [23, 21] and the discussion therein. One remedy, that is introduced in [15], to overcome non-robustness of the discretization with respect to \( \kappa_0 \) is to reformulate the Biot system (1.1) by introducing the additional (artificial) variables \( q := \nabla \cdot u \), \( p := \kappa_0 p + \alpha q \) and \( \xi := \alpha p - \lambda q \). Then, we recover
Biot’s equations (1.1) as

\[-\mu \nabla \cdot \varepsilon(u) + \nabla \xi = f,\]
\[k_3 \xi + \nabla \cdot u = k_1 \eta,\]
\[\partial_t \eta - \frac{1}{\mu_f} \nabla \cdot (K(\nabla (k_1 \xi + k_2 \eta) - \rho_f g)) = \phi.\]

It directly follows that

\[p = k_1 \xi + k_2 \eta \quad \text{and} \quad q = k_1 \eta - k_3 \xi,

where \(k_1 := \alpha/(\alpha^2 + \lambda \kappa_0), k_2 := \lambda/(\alpha^2 + \lambda \kappa_0)\) and \(k_3 := \kappa_0/(\alpha^2 + \lambda \kappa_0).\) In (1.2), the generalized Stokes problem (1.2a), (1.2b) for the displacement field \(u\) and the pseudo pressure variable \(\xi\) is coupled with the diffusive transport problem (1.2c) for the pseudo pressure variable \(\eta.\)

### 1.2. Model problem

In this work, we study goal-oriented space-time adaptivity for the finite element approximation of the coupled Stokes flow and transport system

\[-2\nu \Delta v + \nabla p = f \quad \text{in} \ \Omega,\]
\[\nabla \cdot v = 0 \quad \text{in} \ \Omega,\]

equipped with appropriate boundary conditions, and

\[
\rho \partial_t u - \nabla \cdot (\varepsilon \nabla u) + v \cdot \nabla u + \alpha u = g \quad \text{in} \ Q = \Omega \times I,
\]
\[u = 0 \quad \text{on} \ \Sigma_D = \partial \Omega \times I,\]
\[u = u_0 \quad \text{on} \ \Sigma_0 = \Omega \times \{0\}.\]

The system (1.3), (1.4) is studied due to its prototype character for a wide range of applications in practice. The goal-oriented adaptivity approach that is developed in this work is general enough such that it can be adapted to multi-physics systems with a coupling structure similar to that of (1.3), (1.4). In particular, its adaptation to the poroelasticity model (1.2) is straightforward.

In (1.3), (1.4), we denote by \(\Omega \subset \mathbb{R}^d\), with \(d = 2, 3\), a polygonal or polyhedral bounded domain with Lipschitz boundary \(\partial \Omega\) and \(I = (0, T]\), \(0 < T < \infty\), is a finite time interval. Further, \(\nu := 2\nu\) is the fluid’s kinematic viscosity. We assume that \(\varepsilon > 0\) is a constant diffusion coefficient, \(\alpha \in L^\infty(\Omega)\) is the reaction coefficient, \(\rho > 0\) is the constant density coefficient. Homogeneous Dirichlet boundary conditions in the flow and transport problem are prescribed for brevity only. In our numerical examples in Sec. 5 we also consider more general boundary conditions. For the sake of physical realism, the transport problem is supposed to be convection-dominated by letting \(0 < \varepsilon \ll |\nu(x)|\). Well-posedness of (1.3), (1.4) and the existence of a sufficiently regular solution \((v, p, u)\), such that all of the arguments and terms used below are well-defined, are tacitly assumed without mentioning explicitly all technical assumptions about the data and coefficients.

### 1.3. Previous work

Goal-oriented error control and its application for the adjustment of the computational mesh can be traced back to Becker and Rannacher [4]. In this approach the error in the approximation of certain quantities of phsical interest is estimated in terms of local residuals of the computed solution multiplied by sensitivity factors that are obtained by solving the associated dual problem of the given equations. Therefore, it is referred to as the Dual Weighted Residual method. Since the pioneering work in duality based error estimation, numerous studies have been done for the application of the DWR method to several classes of problems of physics including coupled phenomena and problems of optimal control. In particular, goal-oriented error control was strongly analyzed for the computation of nonstationary incompressible flow modeled by the Navier–Stokes equations. For this, we refer to, e.g., [6] and the references therein. Moreover, the economical simulation of fluid-structure interaction as a prominent system of multi-physics has attracted the usage of a posteriori error control mechanims based on duality techniques. For this, we refer to, e.g., [27, p. 340]. Generalized versions of the DWR method in that not only the discretization error but also the iteration or a modelling error is addressed, have been developed and studied; cf., e.g., [28]. Further generalizations consider multi-objective goal functionals or the treatment of higher-order corrections of the error estimator that are often neglected. Nevertheless, there is still an ongoing work in the design and further improvement of DWR based space-time adaptivity in the finite element method; cf., e.g., [12, 13] for recent work. In [12], error localization of the DWR method is performed in a variational form using a partition-of-unity approach, instead of evaluating strong operators (up to second order) and face integrals, as it is done in the classical way of error localization [4]. Thereby, node-wise error contributions
are obtained and computational costs are reduced. In particular, this advantage emerges in the DWR-based approximation of systems of partial differential equations [32]. For a further review of related techniques of weakly-based localization we refer to [12]. We note that for the DWR method no rigorous justification for convergence and optimality of the adaptive algorithm exists so far, but only excellent practical observations. Recently, efficiency and reliability results that are highly desirable in a posteriori error control were proved for a computable DWR estimator in [13]. This is done in an abstract Banach space setting under saturation assumptions about the goal functional. Further, hierarchical approximations of the primal and dual solution in enriched finite element spaces for evaluating the DWR error estimator, involving the primal and dual residual, are used. For general goal functionals the proof of the saturation assumptions that is widely used in hierarchical a posteriori error estimation continues to remain an open problem. In [19], bounds for effectivity indices are further established. Numerical experiments are presented for stationary problems. For further efficiency and reliability results we refer to the references given in [13]. In addition, we mention the discussion in the DWR literature (cf., e.g., [4, 9, 10, 13] and the references therein) regarding the usage of computationally expensive enriched finite element spaces versus (patch-wise) interpolation for the evaluation of the error estimator.

DWR based error control has been well understood for single-physics problems. Rigorous studies of DWR techniques for nonstationary multi-physics systems and their numerical validations are still rare in the literature. One reason for this might be that the separation of contributions to the discretization error and the control of the temporal and spatial mesh becomes more involved since, in addition, the impact of each of the subproblems and its approximation on the goal quantity has to be understood and balanced within the localized error representation and mesh refinement process. In [22], goal oriented adaptivity for a coupled Darcy flow and transport system is developed which is related to this work. In [23], a continuous piecewise linear approximation in space and time for the approximation of the transport equation is studied only. Further, in [23] adaptivity is considered only in space but not in time.

Finally, we note that the effectivity and efficiency of goal-oriented space-time adaptive methods demands on their efficient software implementation. This requires the appropriate selection and implementation, respectively, of data structures and efficient algorithms acting on them. Recently, a programming model for the DWR approach applied to the nonstationary diffusion equation with fixed lowest-order time discretizations for the primal and dual problem was published by the authors in [22].

In [14], convection-dominated transport is comprised by assuming that $0 < \varepsilon < |v(x)|$. This puts an additional facet of complexity in the reliable and parameter robust numerical approximation of (1.4) and the a posteriori error control. For a survey of the current state of the research in the field of numerical approximation of convection-dominated problems we refer to [19]. The application of goal-oriented error control to nonstationary convection-dominated transport is reviewed and studied by two of the authors in [10]. Results of the literature for a posteriori error estimation of convection-dominated transport are referenced therein as well.

1.4. New contributions

In this work, a coupled flow and transport prototype model is studied. Such systems arise in numerous applications of practical interest. Recently, the design of multirate schemes for such coupled problems have attracted researchers’ interest; cf., e.g., [1, 14, 16]. In multirate approaches, the coupled subproblems are solved on different time meshes, even different spatial meshes for the subintervals may be encountered in the future, depending on the time scales of the solutions to the subproblems. Typically, the flow problem, being computationally more expensive, is solved on a coarser time mesh than the transport problem of higher dynamics. To the best of our knowledge, the DWR method has not been studied yet for multirate approximations of multi-physics. Multirate techniques require a revision and more careful application of the DWR method compared to the single-rate framework studied so far. A first step in this direction is performed here. This work is characterised by the following features in the application of the DWR method. Thereby it differs in parts from previous works. The flexibility offered here will allow the development of multirate DWR approaches in a future work.

- An arbitrary order discontinuous Galerkin (dG) time discretization is rigorously applied to the primal and dual problem. This frees us from the application of higher-order interpolation or combinations of discontinuous with continuous Galerkin time discretizations for the evaluation of the DWR error estimator; cf., e.g., [3, 4, 10, 30]. We recall that in the DWR method the respective weights cannot be solved in the same finite element space since otherwise the whole error identity would vanish; cf., e.g., [4, Ch. 4.1] and Sec. 4 in this work. In [10], the implicit Euler method that can be recovered as discontinuous piecewise constant Galerkin approximation in time and the Crank–Nicholson scheme that can be interpreted as a continuous piecewise linear approximation in time are used for the time integration of the primal and dual problem, respectively. In [3, 4, 30] higher-order interpolation is applied. We note that the discontinuous Galerkin method, applied to ordinary differential equations, is known to be strongly $A$-stable (or $L$-stable, respectively), which is considered to be advantageous for stiff systems, whereas the continuous Galerkin time discretization is $A$-stable only.
• The automatic adaptation of the space and time mesh is simplified by separating the errors of temporal and spatial discretization similar to the approach given in [6, 30]. For the coupled system (1.3), (1.4) and convection-dominated transport, that is captured here by the application of the Streamline Upwind Petrov–Galerkin approach (cf., e.g., [28]), this separation becomes more involved since the spatial error representation is then depending on additional stabilization terms; cf., e.g. [6], where the nonstationary Navier-Stokes equations along with local projection stabilization (LPS) is investigated for Péclet numbers up to a magnitude of $10^3$. Further, the additional numerical approximation of the flow field requires the consideration of additional terms within the derivation of the DWR localized error representation.

• The treatment of the dual residual in the error representation of the DWR approach differs throughout the literature. Often (cf., e.g., [1]) the dual residual is rewritten in terms of the primal residual plus some higher-order perturbations of the error in the goal quantity. Similarly to, e.g., [6, 30], this is no longer done here. In this work, the dual residual is computed explicitly for both error representations, the error in space and time, in addition to the primal residual.

• For this work a new software based on tensor-product space-time slabs was developed. This is an extension of the software used in [22]. In the software platform a tensor product of the $d$-dimensional spatial finite element space with an one-dimensional temporal finite element space is implemented. The temporal finite element space is based on a discontinuous Galerkin method of arbitrary order $r$ on a one-dimensional triangulation. The temporal triangulation on a space-time slab is shared by the primal and dual problem. The temporal polynomial degree of the primal and dual problem can be chosen arbitrarily. These features enable the full space-time adaptivity our and the flexible choice of polynomial degrees in space and time.

• Further, the software platform provides an encapsulated module for the flow solver (here the Stokes solver), that is coupled with fully adaptive solver of the transport equation and provides the flow field (convection coefficient). The latter needs to be interpolated from the flow (Stokes) solver to the adaptively refined spatial meshes on a slab of the transport problem. For the future, this concept enables the realization of multirate, fully space-time adaptive extensions of the current schemes and the incorporation of more sophisticated flow problems.

1.5. Outline

This work is organized as follows. In Sec. 2 we present the space-time discretization of our model problem, including its stabilization for convection-dominated transport. In Sec. 3 the DWR method is applied and localized a posteriori error representations, separating the effects of temporal and spatial discretization, are derived. In Sec. 4 the adaptive algorithm for automatic mesh refinement and the data structure of our implementation of the DWR based space-time adaptivity in the deal.II library are presented. Finally, in Sec. 5 its numerical performance properties are studied in a convergence test and illustrated for a sophisticated test setting. We end with conclusions.

Our notation for Sobolov and Bochner spaces is standard. The notation of the discretization in time and space is introduced below in Sec. 2.

2. Stabilized space-time discretization

In this section we briefly introduce the space-time finite element discretization of (1.3), (1.4) including the SUPG stabilization to capture convection-dominated transport.

2.1. Weak formulation

Let $X := \{ v \in L^2(0, T; H^1_0(\Omega)) \mid \partial_t v \in L^2(0, T; H^{-1}(\Omega)) \}$. The weak formulation of (1.4) reads as follows: Find $u \in X$, such that

$$A(u)(\varphi) = G(\varphi) \quad \forall \varphi \in X, \quad (2.1)$$

where the bilinear form $A : X \times X \to \mathbb{R}$ and the linear form $G : L^2(0, T; H^{-1}(\Omega)) \to \mathbb{R}$ are defined by

$$A(u)(\varphi) := \int_I \left\{ (\rho \partial_t u, \varphi) + a(u)(\varphi) \right\} dt + (u(0), \varphi(0)), \quad (2.2)$$

$$G(\varphi) := \int_I (g, \varphi) dt + (u_0, \varphi(0)), \quad (2.3)$$

with the bilinear form $a : H^1_0(\Omega) \times H^1(\Omega) \to \mathbb{R}$ given by

$$a(u)(\varphi) := (\varepsilon \nabla u, \nabla \varphi) + (\mathbf{v} \cdot \nabla u, \varphi) + (\alpha u, \varphi). \quad (2.4)$$

For this work a new software based on tensor-product space-time slabs was developed. This is an extension of the software used in [22]. In the software platform a tensor product of the $d$-dimensional spatial finite element space with an one-dimensional temporal finite element space is implemented. The temporal finite element space with an one-dimensional temporal finite element space is based on a discontinuous Galerkin method of arbitrary order $r$ on a one-dimensional triangulation. The temporal triangulation on a space-time slab is shared by the primal and dual problem.
Here, $\langle \cdot , \cdot \rangle$ denotes the inner product of $L^2(\Omega)$ or duality pairing of $H^{-1}(\Omega)$ with $H^1_0(\Omega)$, respectively. By $\| \cdot \|$ we denote the associated $L^2$-norm.

For the variational formulation of problem (1.3) we define $L^2_0(\Omega) := \{ p \in L^2(\Omega) \mid \int_\Omega p \, dx = 0 \}$. Then we get: For $f \in H^{-1}(\Omega)$ find $(v, p) \in Y := H^1_0(\Omega)^d \times L^2_0(\Omega)$, such that

$$B(v, p)(\psi, \chi) = F(\psi) \quad \forall (\psi, \chi) \in Y,$$

where the bilinear form $B : Y \times Y \to \mathbb{R}$ and the linear form $F : H^{-1}(\Omega) \to \mathbb{R}$ are defined by

$$B(v, p)(\psi, \chi) := \nu(\nabla v \cdot \nabla \psi) - \langle p, \nabla \cdot \psi \rangle + \langle \nabla \cdot v, \chi \rangle,$$

$$F(\psi) := \langle f, \psi \rangle.$$

To simplify the notation, we denote by $H^{-1}(\Omega)$ the dual space of $H^1_0(\Omega)$ and $H^1_0(\Omega)^d$, respectively. The meaning is always clear from the context.

### 2.2. Discretization in Time

For the discretization in time of the transport problem (2.1) we use a discontinuous Galerkin method $dG(r)$ with an arbitrary polynomial degree $r \geq 0$. Let $0 =: t_0 < t_1 < \cdots < t_N := T$ be a partition of the closure of the time domain $I = [0, T]$ into left-open subintervals $I_n := (t_{n-1}, t_n]$, $n = 1, \ldots, N$, with time step sizes $\tau_n = t_n - t_{n-1}$ and the global time discretization parameter $\tau = \max_n \tau_n$. Therefore, we introduce the time-discrete function space $X^dG(r)$ for the transport problem.

$$X^{dG(r)}_\tau := \left\{ u_\tau \in L^2(I; H^1_0(\Omega) ) \mid u_\tau|_{I_n} \in \mathcal{P}_r(I_n; H^1_0(\Omega)) , \right. \left. u_\tau(0) \in L^2(\Omega) , n = 1, \ldots, N \right\},$$

where $\mathcal{P}_r(I_n; H^1_0(\Omega))$ denotes the space of all polynomials in time up to degree $r \geq 0$ on $I_n$ with values in $H^1_0(\Omega)$.

For some discontinuous in time function $u_\tau \in X^{dG(r)}_\tau$ we define the limits $u_{\tau, n}^\pm$ from above and below of $u_\tau$ at $t_n$ as well as their jump at $t_n$ by

$$u_{\tau, n}^\pm := \lim_{\nu \to t_n \pm 0} u_\tau (\nu) , \quad [u_\tau]_n := u_{\tau, n}^+ - u_{\tau, n}^-.$$

The semidiscretization in time of the transport problem (2.1) then reads as follows: Find $u_\tau \in X^{dG(r)}_\tau$ such that

$$A_\tau(u_\tau)(\varphi_\tau) = G_\tau(\varphi_\tau) \quad \forall \varphi_\tau \in X^{dG(r)}_\tau,$$

where the semi-discrete bilinear form and linear form are given by

$$A_\tau(u_\tau)(\varphi_\tau) := \sum_{n=1}^N \int_{I_n} \left\{ \rho \partial_t u_\tau \cdot \nabla \varphi_\tau + a(u_\tau)(\varphi_\tau) \right\} dt,$$

$$+ \sum_{n=2}^N \left[ \rho [u_\tau]_{n-1} \varphi_\tau^+, \varphi_{\tau, n-1}^+ \right] + \left[ \rho u_\tau^+, \varphi_{\tau, 0}^+ \right],$$

$$G_\tau(\varphi_\tau) := \int_I (g, \varphi_\tau) \, dt + (u_0, \varphi_{\tau, 0}^+).$$

### 2.3. Discretization in Space

Next, we describe the Galerkin finite element approximation in space of the semi-discrete transport problem (2.7) and the flow problem (2.4), respectively. We use Lagrange type finite element spaces of continuous functions that are piecewise polynomials. For the discretization in space, we consider a decomposition $T_h$ of the domain $\Omega$ into disjoint elements $K$, such that $\overline{\Omega} = \bigcup_{K \in T_h} \overline{K}$. Here, we choose the elements $K \in T_h$ to be quadrilaterals for $d = 2$ and hexahedrals for $d = 3$. We denote by $h_K$ the diameter of the element $K$. The global space discretization parameter $h$ is given by $h := \max_{K \in T_h} h_K$. Our mesh adaptation process yields locally refined cells, which is enabled by using hanging nodes. We point out that the global conformity of the finite element approach is preserved since the unknowns at such hanging nodes are eliminated by interpolation between the neighboring 'regular' nodes; cf. [1] Chapter 4.2 and [11] for more details. On $T_h$ we define the discrete finite element space by $V^{n, n}_{h} := \{ v \in C(\overline{\Omega}) \mid v|_K \in Q^n(K), \forall K \in T_h \},$ with $n = 1, \ldots, N$, where $Q^n_K(K)$ where $Q^r_r(K)$ is the space defined by the multilinear reference mapping of polynomials on the reference element with
maximum degree \( p \) in each variable. By replacing \( H^1_0(\Omega) \) in the definition of the semi-discrete function space \( X^dG(r)_h \) in (2.6) by \( V^p_h \), we obtain the fully discrete function space for the transport problem

\[
X_{\tau h}^{dG(r),p} := \left\{ u_{\tau h} \in X^{dG(r)}_\tau | u_{\tau h}|_{I_n} \in P_r(I_n; H^p_{0,u}) \right\},
\]

\[
Y^p_h := (H^p_{0,u})^d \times L^p_h \subseteq Y,
\]

\[
H^p_{0,u} := V^p_h \cap H^1_0(\Omega), \quad H^p_v := V^p_v \cap H^1_0(\Omega), \quad L^p_h := V^p_h \cap L^2_0(\Omega).
\]

We note that the spatial finite element space \( V^p_h \) is allowed to be different on all subintervals \( I_n \) which is natural in the context of a discontinuous Galerkin approximation of the time variable and allows dynamic mesh changes in time. Due to the conformity of \( H^p_{0,u} \) we get \( X_{\tau h}^{dG(r),p} \subseteq X^{dG(r)}_\tau \).

The fully discrete scheme for the flow problem then reads as follows: Find \( \{v_h, p_h\} \in Y^p_h \) such that

\[
B(v_h, p_h)(\psi_h, \chi_h) = F(\psi_h) \quad \forall (\psi_h, \chi_h) \in Y^p_h, \quad \tag{2.11}
\]

with \( B(\cdot, \cdot)(\cdot, \cdot) \) and \( F(\cdot) \) being defined in (2.5a) and (2.5b), respectively.

The fully discrete discontinuous in time scheme for the transport problem then reads as follows: Find \( u_{\tau h} \in X_{\tau h}^{dG(r),p} \) such that

\[
A_{\tau h}(u_{\tau h})(\varphi_{\tau h}) = G_{\tau}(\varphi_{\tau h}) \quad \forall \varphi_{\tau h} \in X_{\tau h}^{dG(r),p}, \quad \tag{2.12}
\]

with \( A_{\tau h}(\cdot)(\cdot) \) and \( G_{\tau}(\cdot) \) being defined in (2.7) and (2.8b), respectively. We note that the bilinear form \( a_h(u_{\tau h})(\varphi_{\tau h}) \) in \( A_{\tau h}(\cdot)(\cdot) \) is now defined by

\[
a_h(u_{\tau h})(\varphi_{\tau h}) := (\varepsilon \nabla u_{\tau h}, \nabla \varphi_{\tau h}) + (v_h \cdot \nabla u_{\tau h}, \varphi_{\tau h}) + (\alpha u_{\tau h}, \varphi_{\tau h}) \quad \tag{2.13}
\]

with the discrete velocity field \( v_h \in (H^p_{0,v})^d \) replacing its continuous counterpart \( v \in (H^1_0(\Omega))^d \).

2.4. SUPG Stabilization

In this work we consider, for the sake for physical realism, convection-dominated transport with small diffusion parameter \( \varepsilon \) in which, on the hand, poses an additional challenge to the a posteriori error control but, on the other hand, illustrates nicely the potential, reliability and efficiency of the DWR-based approach. For convection-dominated transport, the finite element approximation needs is stabilized in order to further reduce spurious and non-physical oscillations of the discrete solution arising close to sharp fronts or layers. Here, we apply the streamline upwind Petrov-Galerkin method (for short SUPG); cf. [17, 8, 28, 20]. We explicitly note that SUPG stabilization and automatic mesh adaptation interact strongly (cf. also Remark 2.1). Balancing their effects needs particular consideration (cf. [10]) and has not been strongly studied so far in the literature. The stabilized variant of the fully discrete scheme (2.12) then reads as follows: Find \( u_{\tau h} \in X_{\tau h}^{dG(r),p} \) such that

\[
A_S(u_{\tau h})(\varphi_{\tau h}) = G_{\tau}(\varphi_{\tau h}) \quad \forall \varphi_{\tau h} \in X_{\tau h}^{dG(r),p}, \quad \tag{2.14}
\]

with \( A_S(u_{\tau h})(\varphi_{\tau h}) := A_{\tau h}(u_{\tau h})(\varphi_{\tau h}) + S(u_{\tau h})(\varphi_{\tau h}) \) and stabilization term

\[
S(u_{\tau h})(\varphi_{\tau h}) := \sum_{n=1}^{N} \int_{I_n} \sum_{K \in T_h} \delta_K^{\varepsilon}(r(u_{\tau h}), v_h \cdot \nabla \varphi_{\tau h})_K \, dt \quad \tag{2.15}
\]

and residual

\[
r(u_{\tau h}) := \rho \partial_t u_{\tau h} - \nabla \cdot (\varepsilon \nabla u_{\tau h}) + v_h \cdot \nabla u_{\tau h} + \alpha u_{\tau h} - g.
\]

Remark 2.1. The proper choice of the stabilization parameter \( \delta_K \) is an important issue in the application of the SUPG approach; cf., e.g., [18] and the discussion therein. For time-dependent convection-diffusion-reaction problems an optimal error estimate for \( \delta_K = O(h) \) is derived in [18].
Remark 2.2. For the error \( e = u_\tau - u_{\tau h} \) we get by subtracting Eq. (2.14) from Eq. (2.7) the identity

\[
\sum_{n=1}^{N} \int_{I_n} \{ (\rho \partial_t e, \varphi_{\tau h}) + a_h(e)(\varphi_{\tau h}) \} dt + \sum_{n=2}^{N} (\rho[e]_{n-1}, \varphi_{\tau h,n-1}^0) + (e^0_0, \varphi_{\tau h,0})
\]

\[
= S(u_{\tau h})(\varphi_{\tau h}) - \sum_{n=1}^{N} \int_{I_n} (v - v_h) \cdot \nabla u_\tau, \varphi_{\tau h}) dt,
\]

(2.16)

with a non-vanishing right-hand side term depending on the stabilization and the error in the approximation of the flow field. Eq. (2.16) with the perturbation term on the right-hand side replaces the standard Galerkin orthogonality of the space-time finite element approximation.

3. A Posteriori error estimation

In this section we derive our DWR error representation for the coupled system (2.11), (2.14). In this work, only goal quantities depending on the unknown \( u \) are studied. For applications of practical interest, physical quantities in terms of the transport quantity \( u \) are typically of higher relevance than quantities in the unknowns \( v \) and \( p \) of the flow problem. In the sequel, we denote by \( J : X \to \mathbb{R} \) a user-chosen, physically relevant target functional represented in the form

\[
J(u) = \int_0^T J_1(u(t)) dt + J_2(u(T)) ,
\]

(3.1)

where \( J_1: H^1_0(\Omega) \to \mathbb{R} \) or \( J_2 : H^1_0(\Omega) \to \mathbb{R} \) may be zero. Since we aim at controlling the respective errors due to the discretization in time as well as in space, we split the a posteriori error representation with respect to \( J \) into the contributions

\[
J(u) - J(u_{\tau h}) = J(u) - J(u_{\tau}) + J(u_{\tau}) - J(u_{\tau h}) .
\]

(3.2)

For the respective error representations we define the Lagrangian functionals \( \mathcal{L} : X \times X \to \mathbb{R} \), \( \mathcal{L}_\tau : X^dG(r) \times X^{dG(r)} \to \mathbb{R} \), and \( \mathcal{L}_{\tau h} : X^dG(r) \times X^{dG(r)} \to \mathbb{R} \) by

\[
\mathcal{L}(u, z) := J(u) + G_T(z) - A(u)(z) ,
\]

(3.3a)

\[
\mathcal{L}_\tau(u_{\tau}, z_{\tau}) := J(u_{\tau}) + G_T(z_{\tau}) - A_{\tau}(u_{\tau})(z_{\tau}) ,
\]

(3.3b)

\[
\mathcal{L}_{\tau h}(u_{\tau h}, z_{\tau h}) := J(u_{\tau h}) + G_T(z_{\tau h}) - A_{\tau h}(u_{\tau h})(z_{\tau h}) .
\]

(3.3c)

Here, the Lagrange multipliers \( z, z_{\tau} \), and \( z_{\tau h} \) are called dual variables in contrast to the primal variables \( u, u_{\tau} \), and \( u_{\tau h} \); cf. [3], [2]. Considering the directional derivatives of the Lagrangian functionals, also known as Gâteaux derivatives, with respect to their first argument, i.e.

\[
\mathcal{L}'(u, z)(\varphi) := \lim_{t \to 0, t > 0} t^{-1} \{ \mathcal{L}(u + tz, z) - \mathcal{L}(u, z) \} , \quad \varphi \in X ,
\]

(3.4)

leads to the so-called dual problems [3]. The continuous, semi-discrete, and fully discrete dual solutions \( z \in X \), \( z_{\tau} \in X^{dG(r)} \), and \( z_{\tau h} \in X^{dG(r)} \) are thus determined by the optimality conditions

\[
\mathcal{L}'(u)(\varphi, z) = J'(u)(\varphi) \quad \forall \varphi \in X ,
\]

(3.5a)

\[
\mathcal{L}'_{\tau}(u_{\tau})(\varphi, z_{\tau}) = J'(u_{\tau})(\varphi) \quad \forall \varphi_{\tau} \in X^{dG(r)} ,
\]

(3.5b)

\[
\mathcal{L}'_{\tau h}(u_{\tau h}, z_{\tau h})(\varphi) = 0 \quad \forall \varphi_{\tau h} \in X^{dG(r)} .
\]

(3.5c)

More precisely, the continuous dual solution \( z \in X \) is the solution of

\[
A'(u)(\varphi, z) = J'(u)(\varphi) \quad \forall \varphi \in X ,
\]

(3.6)

where the adjoint bilinear form \( A' \) is given by

\[
A'(u)(\varphi, z) := \int_I \{ (\varphi, -\rho \partial_t z) + a'(u)(\varphi, z) \} dt + (\varphi(T), z(T)) .
\]

We note that for the representation [3] of \( A' \) integration by parts in time is applied, which is allowed for weak solutions \( z \in X \); cf., e.g., [24] Lemma 8.9. The derivative \( a'(u)(\varphi, z) \) of the bilinear form \( a(u)(z) \) in \( A' \) admits the explicit form

\[
a'(u)(\varphi, z) = (\varepsilon \nabla \varphi, \nabla z) + (v \cdot \nabla \varphi, z) + (\alpha \varphi, z) .
\]
The right-hand side of Eq. (3.6) is given by
\[ J'(u)(\varphi) := \int_I J'_1(u)(\varphi) dt + J'_2(u(T))(\varphi(T)). \] (3.7)

Further, the semi-discrete dual solution \( z_\tau \in X^{dG(r)}_\tau \) and the fully discrete dual solution \( z_{\tau h} \in X^{dG(r),p}_{\tau h} \) satisfy the equations
\[
A'_e(u_\tau)(\varphi_\tau, z_\tau) = J'(u_\tau)(\varphi_\tau) \quad \forall \varphi_\tau \in X^{dG(r)}_\tau, \\
A'_3(u_{\tau h})(\varphi_{\tau h}, z_{\tau h}) = J'(u_{\tau h})(\varphi_{\tau h}) \quad \forall \varphi_{\tau h} \in X^{dG(r),p}_{\tau h},
\] (3.8a)
where \( A'_e \) and \( A'_3 \) are given by
\[
A'_e(u_\tau)(\varphi_\tau, z_\tau) := \sum_{n=1}^N \int_{I_n} \left\{ (\varphi_\tau, -\rho \partial_t z_\tau) + a'(u_\tau)(\varphi_\tau, z_\tau) \right\} dt - \sum_{n=1}^{N-1} \left( \varphi_\tau,n, \rho[z_\tau], \rho[z_\tau,n] \right) \\
A'_3(u_{\tau h})(\varphi_{\tau h}, z_{\tau h}) := \sum_{n=1}^N \int_{I_n} \left\{ (\varphi_{\tau h}, -\rho \partial_t z_{\tau h}) + a'_h(u_{\tau h})(\varphi_{\tau h}, z_{\tau h}) \right\} dt + S'(u_{\tau h})(\varphi_{\tau h}, z_{\tau h}) - \sum_{n=1}^{N-1} \left( \varphi_{\tau h,n}, \rho[z_{\tau h}], \rho[z_{\tau h},n] \right) + \left( \varphi_{\tau h,n}, \rho[z_{\tau h},n] \right).
\]

\textbf{Remark 3.1.} We note that the directional derivatives of the Lagrangian functionals with respect to their second argument leads to the primal problems given by Eqs. (2.1), (2.7) and (2.14), respectively.

For the derivation of computable representations of the separated error contributions in Eq. (3.2) we need the following known result, that is explicitly summarized here in order to keep this work self-contained.

\textbf{Lemma 3.1.} Let \( \mathcal{Y} \) be a function space and \( L \) and \( \tilde{L} \) be three times Gâteaux differentiable functionals on \( \mathcal{Y} \). We seek a stationary point \( y_1 \) of \( L \) on a subspace \( \mathcal{Y}_1 \subseteq \mathcal{Y} \): Find \( y_1 \in \mathcal{Y}_1 \) such that
\[ L'(y_1)(\delta y_1) = 0 \quad \forall \delta y_1 \in \mathcal{Y}_1. \] (3.9)

This equation is approximated by a Galerkin method using the functional \( \tilde{L} \) on a subspace \( \mathcal{Y}_2 \subseteq \mathcal{Y} \). Hence, the discrete problem seeks \( y_2 \in \mathcal{Y}_2 \) such that
\[ \tilde{L}'(y_2)(\delta y_2) = 0 \quad \forall \delta y_2 \in \mathcal{Y}_2. \] (3.10)

If the continuous solution \( y_1 \) additionally fulfills
\[ L'(y_1)(y_2) = 0, \] (3.11)
with the approximated solution \( y_2 \), we have the error representation
\[ L(y_1) - \tilde{L}(y_2) = \frac{1}{2} L'(y_2)(y_1 - y_2) + \frac{1}{2} (L - \tilde{L})'(y_2)(\tilde{y}_2 - y_2) + (L - \tilde{L})(y_2) + \mathcal{R}, \] (3.12)
for arbitrary \( \tilde{y}_2 \in \mathcal{Y}_2 \), where the remainder term \( \mathcal{R} \) is given in terms of \( e := y_1 - y_2 \) as
\[ \mathcal{R} = \frac{1}{2} \int_0^1 L'''(y_2 + se)(e, e, e)s(s-1)ds. \] (3.13)

\textbf{Proof.} The proof of Lemma 3.1 can be found in \cite{[3]}. \qed

In the following Thm. 3.1 we apply the abstract error representation formula (3.12) to the Lagrangian functionals (3.3a)–(3.3c). This step is a modification of Thm. 5.2 in \cite{[3]} due to the presence of the additional coupling term. To proceed with our computations, we still introduce the primal and dual residuals that are defined by means of
\[
\rho_h(u)(\varphi) := \mathcal{L}'_{\tau,h}(u,z)(\varphi), \quad \rho^*_h(u,z)(\varphi) := \mathcal{L}'_{\tau,h}(u,z)(\varphi).
\] (3.14)

By using Lemma 3.1 we now get the following result for the DWR-based error representation.
Theorem 3.1. Let \( \{u, z\} \in X \times Y, \{u_\tau, z_\tau\} \in X^d_G(\tau) \times X^d_G(\tau), \) and \( \{u_{\tau h}, z_{\tau h}\} \in X^d_G(\tau) \times X^d_G(\tau) \) denote the stationary points of \( \mathcal{L}, \mathcal{L}_\tau, \) and \( \mathcal{L}_{\tau h} \) on the different levels of discretization, i.e.,

\[
\begin{align*}
\mathcal{L}'(u, z)(\delta u, \delta z) &= \mathcal{L}'_{\tau}(u, z)(\delta u, \delta z) = 0 \quad \forall \{\delta u, \delta z\} \in X \times X, \\
\mathcal{L}'(u_\tau, z_\tau)(\delta u_\tau, \delta z_\tau) &= 0 \quad \forall \{\delta u_\tau, \delta z_\tau\} \in X^d_G(\tau) \times X^d_G(\tau), \\
\mathcal{L}'_{\tau h}(u_{\tau h}, z_{\tau h})(\delta u_{\tau h}, \delta z_{\tau h}) &= 0 \quad \forall \{\delta u_{\tau h}, \delta z_{\tau h}\} \in X^d_G(\tau) \times X^d_G(\tau).
\end{align*}
\]

Additionally, for the error \( e = u - u_\tau \) we have the equation (3.16) of Galerkin orthogonality type. Then, for the discretization errors in space and time we get the representation formulas

\[
J(u) - J(u_\tau) = \frac{1}{2} \rho_\tau(u_\tau)(z - \tilde{z}_\tau) + \frac{1}{2} \rho_\tau^t(u_\tau, z_\tau)(u - \tilde{u}_\tau) + R_\tau, \tag{3.15a}
\]

\[
J(u_\tau) - J(u_{\tau h}) = \frac{1}{2} \rho_\tau^t(u_{\tau h}, z_{\tau h})(u - \tilde{u}_{\tau h}) + \frac{1}{2} \mathcal{D}'_{\tau h}(u_{\tau h}, z_{\tau h})(\tilde{u}_{\tau h} - u_{\tau h}, \tilde{z}_{\tau h} - z_{\tau h}) + \mathcal{D}_{\tau h}(u_{\tau h}, z_{\tau h}) + R_h, \tag{3.15b}
\]

where \( \mathcal{D}_{\tau h}(\cdot, \cdot) \) is given by

\[
\mathcal{D}_{\tau h}(\varphi, \psi) = S(\varphi)(\psi) - \sum_{n=1}^{N} \int_{I_n} ((u - v_h) \cdot \nabla \varphi, \psi) dt,
\]

with \( S(\cdot)(\cdot) \) being defined in (2.15). Here, \( \{\tilde{u}_\tau, \tilde{z}_\tau\} \in X^d_G(\tau) \times X^d_G(\tau), \) and \( \{\tilde{u}_{\tau h}, \tilde{z}_{\tau h}\} \in X^d_G(\tau) \times X^d_G(\tau) \) can be chosen arbitrarily and the remainder terms \( R_\tau \) and \( R_h \) have the same structure as the remainder term (3.13) in Lemma 3.1.

Proof. The proof is related to that one of Thm. 5.2 in [6]. Evaluating the Lagrangian functionals at the respective primal and dual solutions, there holds that

\[
J(u) = \mathcal{L}(u, z), \quad J(u_\tau) = \mathcal{L}_\tau(u_\tau, z_\tau), \quad J(u_{\tau h}) = \mathcal{L}_{\tau h}(u_{\tau h}, z_{\tau h}).
\]

Since the additional jump terms in \( \mathcal{L}_\tau \) vanish for a continuous solution \( u \in X \), we get the following representation for the temporal and spatial error, respectively,

\[
\begin{align*}
J(u) - J(u_\tau) &= \mathcal{L}(u, z) - \mathcal{L}_\tau(u_\tau, z_\tau) \equiv \mathcal{L}_\tau(u, z) - \mathcal{L}_\tau(u_\tau, z_\tau), \tag{3.17a} \\
J(u_\tau) - J(u_{\tau h}) &= \mathcal{L}_\tau(u_\tau, z_\tau) - \mathcal{L}_{\tau h}(u_{\tau h}, z_{\tau h}). \tag{3.17b}
\end{align*}
\]

To prove the assertion (3.15a) for the temporal error, we apply Lemma 3.1 with the identifications

\[
L = \mathcal{L}_\tau, \quad \bar{L} = \mathcal{L}_\tau, \quad \mathcal{Y}_1 = X \times X, \quad \mathcal{Y}_2 = X^d_G(\tau) \times X^d_G(\tau).
\]

to the identity (3.17a). Further, we have to choose \( \mathcal{Y} := \mathcal{Y}_1 + \mathcal{Y}_2 \) since here \( X^d_G(\tau) \not\subseteq X \). Thus, we have to verify condition (3.11), that now reads as \( \mathcal{L}'(u, z)(u_\tau, z_\tau) = 0 \), or equivalently,

\[
\begin{align*}
\mathcal{L}'_u(u, z)(u_\tau) &= 0 \quad \text{and} \quad \mathcal{L}'_z(u, z)(z_\tau) = 0. \tag{3.18}
\end{align*}
\]

We only give the proof of the second equation in (3.18). The first one can be proved analogously. To show that \( \mathcal{L}'_z(u, z)(z_\tau) = 0 \), we rewrite Eq. (3.18) as

\[
\sum_{n=1}^{N} \int_{I_n} \{ (g - \rho_\tau u_\tau, z_\tau) - a(u)(z_\tau) \} dt = 0.
\]

By construction, the continuous solution \( u \) satisfies that

\[
\int_{I} \{ (\rho_\tau u, \varphi) + a(u)(\varphi) \} dt = \int_{I} (g, \varphi) dt \quad \forall \varphi \in X. \tag{3.19}
\]

Since \( X \) is dense in \( L^2(I; H^1_0(\Omega)) \) with respect to the norm of \( L^2(I; H^1_0(\Omega)) \) and since no time derivatives of \( \varphi \) arise in (3.19), this equation is also satisfied for all \( \varphi \in L^2(I; H^1_0(\Omega)) \). The inclusion \( z_\tau \in X^d_G(\tau) \subseteq L^2(I; H^1_0(\Omega)) \) then implies that the second equation in (3.18) is fulfilled.
Now, applying Lemma 3.1 with the above-made identifications yields that
\[
J(u) - J(u_\tau) = \mathcal{L}_r(u, z) - \mathcal{L}_r(u_\tau, z_\tau) = \frac{1}{2} \mathcal{L}_r'(u_\tau, z_\tau)(u - \bar{u}_\tau, z - \bar{z}_\tau) + R_\tau. \tag{3.20}
\]

With the definition of the primal and dual residuals given in (3.14), Eq. (3.20) can be rewritten as
\[
J(u) - J(u_\tau) = \frac{1}{2} \rho_1(u_\tau)(z - \bar{z}_\tau) + \frac{1}{2} \rho_1^* (u_\tau, z_\tau)(u - \bar{u}_\tau) + R_\tau,
\]
where the remainder term $R_\tau$ is given by
\[
R_\tau = \frac{1}{2} \int_0^1 \mathcal{L}_r''(u_\tau + se, z_\tau + se^*)(e, e, e, e^*, e^*)s(s - 1)ds,
\]
with the ‘primal’ and ‘dual’ errors $e := u - u_\tau$ and $e^* := z - z_\tau$, respectively. This proves the assertion (3.15a).

To prove the spatial error representation (3.15b), we apply Lemma 3.1 with the identifications
\[
L = \mathcal{L}_r, \quad \tilde{L} = \mathcal{L}_r, \quad \mathcal{Y}_1 = X_{\tau}^{dG(r)} \times X_{\tau}^{dG(r)}, \quad \mathcal{Y}_2 = X_{\tau}^{dG(r),p} \times X_{\tau}^{dG(r),p}
\]
to Eq. (3.17b). In this case, we have $\mathcal{Y}_2 \subseteq \mathcal{Y}_1$ since $X_{\tau}^{dG(r),p} \subseteq X_{\tau}^{dG(r)}$. Hence, we can choose $\mathcal{Y} := \mathcal{Y}_1$ in Lemma 3.1 and condition (3.11) is directly satisfied. Now, applying Lemma 3.1 with these identifications implies that
\[
J(u_\tau) - J(u_{\tau,h}) = \mathcal{L}_r(u_\tau, z_\tau) - \mathcal{L}_r(u_{\tau,h}, z_{\tau,h}) \tag{3.21}
\]
\[
= \frac{1}{2} \mathcal{L}_r'(u_{\tau,h}, z_{\tau,h})(u - \bar{u}_{\tau,h}, z - \bar{z}_{\tau,h})
\]
\[
+ \frac{1}{2} (\mathcal{L}_r - \mathcal{L}_r') (u_{\tau,h}, z_{\tau,h})(\bar{u}_{\tau,h} - u_{\tau,h}, \bar{z}_{\tau,h} - z_{\tau,h})
\]
\[
+ (\mathcal{L}_r - \mathcal{L}_r')(u_{\tau,h}, z_{\tau,h}) + R_h. \nonumber
\]

Again, using the definition in (3.14) of the primal and dual residual as well as the definition of $D_{\tau,h}$ given by Eq. (3.16), Eq. (3.21) can be rewritten as
\[
J(u_\tau) - J(u_{\tau,h}) = \frac{1}{2} \rho_1(u_{\tau,h})(z_{\tau,h} - \bar{z}_{\tau,h}) + \frac{1}{2} \rho_1^* (u_{\tau,h}, z_{\tau,h})(u - \bar{u}_{\tau,h})
\]
\[
+ \frac{1}{2} D_{\tau,h}'(u_{\tau,h}, z_{\tau,h})(\bar{u}_{\tau,h} - u_{\tau,h}, \bar{z}_{\tau,h} - z_{\tau,h})
\]
\[
+ D_{\tau,h}(u_{\tau,h}, z_{\tau,h}) + R_h,
\]
where the remainder term $R_h$ is given by
\[
R_h = \frac{1}{2} \int_0^1 \mathcal{L}_r''(u_{\tau,h} + se, z_{\tau,h} + se^*)(e, e, e, e^*, e^*)s(s - 1)ds,
\]
with the ‘primal’ and ‘dual’ errors $e := u - u_{\tau,h}$ and $e^* := z - z_{\tau,h}$. This proves the assertion (3.15b).

4. Practical Aspects

Here we present the underlying adaptive algorithm and illustrate some practical aspects for the realization of the adaptivity process. The definition of the (localized) error indicators in the algorithm is given in Subsec. 4.2.

4.1. Adaptive algorithm and software

Our space-time adaptivity and mesh refinement strategy uses the following algorithm.

Algorithm: goal-oriented space-time adaptivity

Initialization:
- Find the solutions $\{v_h, p_h\} \in Y_h^p$ of the Stokes flow problem (1.3).
- Generate the initial space-time slabs $Q_h^i = \Omega_h^{n,1} \times I_{\tau}^{n,1}, n = 1, \ldots, N^1,$ with $I = \cup_{n} I_{\tau}^{n,1}$, for the goal-oriented adaptive transport problem.
DWR-loop $\ell = 1, \ldots :$

1. Find the primal solution $u_{rh} \in X_{rh}^{\text{primal}}$ of problem [1.4].
2. Break if the goal yields convergence, i.e. e.g. $\|u - u_{rh}\| < \text{tol}.$
3. Find the dual solution $z_{rh} \in X_{rh}^{\text{dual}}$ of problem [1.4].
4. Evaluate the a posteriori space-time error indicators $\eta_h$ and $\eta_r$ given by Eq. (4.2) and (4.1), respectively.
5. Mark the slabs $Q_{rh}^n, \bar{n} \in \{1, \ldots, N^\ell\},$ for temporal refinement if the corresponding $\eta^p_h$ is in the set of $\theta^\text{top}$ percent of the worst indicators.
6. Mark the cells $K \in \Omega_{h}^{n,\ell}$ for spatial refinement if the corresponding $\eta^n_h|_K$ is in the set of $\theta^\text{top}_h$ percent of the worst indicators, or, respectively, mark for spatial coarsening if $\eta^n_h|_K$ is in the set of $\theta^\text{bottom}_h$ percent of the best indicators.
7. Execute spatial adaptations on all slabs under the use of mesh smoothing operators.
8. Execute temporal refinements of slabs.
9. Increase $\ell$ to $\ell + 1$ and return to Step 1.

Regarding this algorithm, we note the following issues.

**Remark 4.1.**

- The primal and dual spaces in the Steps 1 and 3 of the algorithm, $X_{rh}^{\text{primal}} = X_{rh}^{dG(r), cG(p)}$ and $X_{rh}^{\text{dual}} = X_{rh}^{dG(s), cG(q)}$, must be chosen properly, i.e. $p < q$ and $r < s$.

- Within the Steps 1, 3 and 4 of the algorithm, the computed convection field $v_h$ of the Stokes problem is interpolated to the adaptively refined spatial triangulation of the space-time slabs.

- Technical details about the implementation of Step 7 and 8 are given in [22, Sec. 1.2].

A new software, the **dwr-stokes-condiffreea** module of the DTM++ project, was developed for the implementation of the adaptive algorithm. The new module is an extension of the published open-source module **dwr-diffusion** of the DTM++ project; cf. [22]. The extensions are the implementation of the space-time tensor-product finite element spaces for the primal and dual problem on each slab and the coupling of the transport solver to a separated flow module integrated in the software platform. This object-oriented software architecture facilitates future extensions and the usage of different and more sophisticated flow problems. Our simulation tools of the DTM++ project are frontend solvers for the deal.II library; cf. [2].

### 4.2. Local error indicators

Finally, we give some remarks regarding the localization of the error representations that are derived in Thm. [3.1]. Their practical realization and the definition of error indicators $\eta_r$ and $\eta_h$ is obtained by neglecting the remainder terms $R_r$ and $R_h$ of the result given in Thm. [3.1] and splitting the resulting quantities into elementwise contributions.

$$J(u) - J(u_r) = \frac{1}{2} \rho^t_h(u_r)(z - \bar{z}) + \frac{1}{2} \rho^s_n(u_r, \bar{z})(u - \bar{u})$$
$$\quad \quad \quad \quad \quad =: \eta_r = \sum_{n=1}^{N} \eta^n_r, \quad (4.1)$$

$$J(u_r) - J(u_{rh}) = \frac{1}{2} \rho^t_h(u_{rh})(z_r - \bar{z}_{rh}) + \frac{1}{2} \rho^s_n(u_{rh}, z_{rh})(u_r - \bar{u}_{rh})$$
$$\quad \quad \quad \quad \quad + \frac{1}{2} D^t_{rh}(u_{rh}, z_{rh}) + D^s_n(u_{rh}, z_{rh})$$
$$\quad \quad \quad \quad \quad =: \eta_h = \sum_{n=0}^{N} \eta^n_h = \sum_{n=0}^{N} \sum_{K \in T^n_h} \eta^n_{h,K}. \quad (4.2)$$

To compute the error indicators $\eta_r$ and $\eta_h$ we replace all unknown solutions by the approximated fully discrete solutions $u_{rh} \in X_{rh}^{dG(r), cG(p)}$ and $z_{rh} \in X_{rh}^{dG(s), cG(q)}$, with $r < s$ and $p < q$, whereby the arising weights are approximated in the following way.
• We put \( u - \tilde{u}_r \approx E^{r+1}_{\tau r}(u_{r,h}) - u_{r,h} \) with \( E^{r+1}_{\tau r}(\cdot) \) denoting the extrapolation in time operator that acts on a time cell of length \( \tau \) and lifts the solution to a piecewise polynomial of degree \( r+1 \) in time.

We note that the additional solution for the (local) extrapolation in time on a specific time cell is here interpolated from the previous time cell or the initial condition \( u_0 \) in the left end of the time cell. For this, the previous time cell is located on the same slab \( Q^n \) or the previous one \( Q^{n-1} \), where the latter case requires an additional interpolation between two spatial triangulations.

In future works, this concept can be extended to a patchwise higher-order extrapolation in time by using the solutions of two neighboring time cells with an order in time of \( (2r+1) \) on the \( 2\tau \) patch time cell.

• We put \( u_r - \tilde{u}_{rh} \approx E^{2p}_{2h}(u_{r,h}) - u_{r,h} \), with \( E^{2p}_{2h}(\cdot) \) denoting the extrapolation in space operator that acts on a patched cell of size \( 2h \) and lifts the solution to a piecewise polynomial of degree \( 2p \) on the reference cell corresponding to the patched cell of width \( 2h \).

We note that the extrapolation operator in space is implemented in the deal.II library for quadrilateral and hexahedral finite elements and continuous discrete functions of piecewise polynomials with degree \( p \) in each variable. The application of this operator of deal.II requires the spatial triangulation on each slab being at least once globally refined to construct the patched cells of size \( 2h \). Thereby, an extrapolation degree of at most \( 2p \) (and not \( 2p+1 \)) is due to the shared degrees of freedom on the edges or faces of the continuous FE solution.

• We put \( z - \tilde{z}_{rh} \approx R^p_{\tau r}(z_{rh}) \) with \( R^p_{\tau r}(\cdot) \) denoting the restriction in time operator on a time cell that restricts the solution to a polynomial of degree \( r < s \).

We note that the restriction operator in time is implemented in our software since deal.II is currently not able to operate on \((d+1)\)-dimensional tensor-product solutions. This is done by a Lagrangian interpolation in time to the primal space of the dual solution and an additional reinterpolation to the dual space.

• We put \( z_r - \tilde{z}_{rh} \approx R^p_{h}(z_{rh}) \) with \( R^p_{h}(\cdot) \) denoting the restriction in space operator that acts on a spatial cell and restricts the solution to a polynomial of degree \( p < q \) on the corresponding reference cell.

We note that the restriction operator in space is implemented in the deal.II library for dimension \( d = 2,3 \) as back-interpolation operator (cf. [2] for details) between two finite element spaces that are here the dual finite element space and the intermediate primal finite element space.

The respective operators are chosen in the described manner, since for the dual problem we pursue and favor a higher-order approach, i.e., we use higher-order finite element methods in space and time, compared to those applied to the primal problem. Our motivation for this becomes from the results of a comparative study between higher-order interpolation and higher-order finite elements that has been done for a steady-state variant of a convection-dominated problem by two of the authors in [10].

For measuring the accuracy of the error estimator, we will study in our numerical convergence experiments (cf. Sec. 5.1) the effectivity index

\[
\mathcal{I}_{\text{eff}} = \frac{\eta_r + \eta_h}{J(u) - J(u_{r,h})}
\]

as the ratio of the estimated error over the exact error. Desirably, the index \( \mathcal{I}_{\text{eff}} \) should be close to one.

5. Numerical Examples

In the following section we study the convergence, computational efficiency and stability of the introduced goal-oriented adaptivity approach for the coupled transport and flow problem. The first example in Sec. 5.1 is an academic problem with a given analytical solution to study the space-time higher-order convergence behavior with a constant convection field for a non-stabilized convection-diffusion transport and a stabilized convection-dominated transport. The lowest-order results can be compared with our preceding published works [10] [22]. The second example in Sec. 5.2 is motivated by a problem of physical relevance in which we simulate a convection-dominated transport with goal-oriented adaptivity of a species through a channel with a constraint.

5.1. Example 1 (Stabilized higher-order space-time Convergence Studies)

This first example is an academic test problem with the given solution

\[
\begin{align*}
    u(x, t) &:= u_1 \cdot u_2, \quad x = (x_1, x_2) \in \mathbb{R}^2 \text{ and } t \in \mathbb{R}, \\
    u_1(x, t) &:= (1 + a \cdot ((x_1 - m_1(t))^2 + (x_2 - m_2(t))^2))^{-1}, \\
    u_2(t) &:= v_1(t) \cdot s \cdot \arctan(v_2(t)),
\end{align*}
\]

\[
(5.1)
\]
with \( m_1(t) := \frac{1}{2} + \frac{1}{4} \cos(2\pi t) \) and \( m_2(t) := \frac{1}{2} + \frac{1}{4} \sin(2\pi t) \), and, \( \nu_1(\tilde{t}) := -1, \nu_2(\tilde{t}) := 5\pi \cdot (4\tilde{t} - 1), \) for \( \tilde{t} \in [0, 0.5) \) and \( \nu_1(\tilde{t}) := 1, \nu_2(\tilde{t}) := 5\pi \cdot (4\tilde{t} - 0.5) - 1, \) for \( \tilde{t} \in [0.5, 1) \), \( \tilde{t} = t - k, k \in \mathbb{N}_0, \) and, scalars \( a = 50 \) and \( s = -\frac{1}{3}. \)

The (analytic) solution mimics a counterclockwise rotating cone which additionally changes its height and orientation over the period \( \tilde{t} = 1 \). Precisely, the orientation of the cone switches from negative to positive while passing \( t = 0.25 \) and from positive to negative while passing \( t = 0.75 \). Exemplary solution profiles at \( t = 0, t = 0.33, t = 0.50 \) and \( t = 0.85 \) are illustrated in Fig. 1.

![Figure 1: Solution profiles u_{rh} at t = 0, t = 0.33, t = 0.50 and t = 0.85 for Sec. 5.1](image)

The right-hand side forcing term \( \varphi \), the inhomogeneous Dirichlet boundary condition and the inhomogeneous initial condition are calculated from the given analytic solution (5.1) and Eqs. (1.4) (a)-(c). Our target quantity is chosen to control the global \( L^2(L^2) \)-error of \( \epsilon, \epsilon = u - u_{rh}, \) in space and time, given by

\[
J(\varphi) = \frac{1}{||e||_{(0,T)\times\Omega}} \int_I (\varphi, e) dt, \quad \text{with} \quad ||\cdot||_{(0,T)\times\Omega} = \left( \int_I (\cdot, \cdot) dt \right)^{\frac{1}{2}}.
\]  

(5.2)

The tuning parameters of the goal-oriented adaptive Algorithm given in Sec. 4 are chosen here in a way to balance automatically the potential misfit of the spatial and temporal errors as

\[
\theta_{h}^{\text{top}} = 0.5 \cdot \frac{\eta_h}{\eta_h + \eta_t}, \quad \theta_{h}^{\text{bottom}} = 0 \quad \text{and} \quad \theta_{\tau}^{\text{top}} = 0.5 \cdot \frac{\eta_t}{\eta_h + \eta_t},
\]

### Table 1: Global convergence for \( u_{rh}^{1,1} \) in a C(G(1)-dG(1)) and \( u_{rh}^{2,2} \) in a C(G(2)-dG(2)) primal approximation for a convection-diffusion transport problem with \( \epsilon = 1 \) and \( \delta_0 = 0 \) for Sec. 5.1. \( \ell \) denotes the refinement level, \( N \) the total cells in time, \( N_K \) the cells in space on a slab, \( N_{\text{DoF}} \) the total space-time degrees of freedom, \( ||\cdot|| \) the global \( L^2(L^2) \)-norm error and EOC the experimental order of convergence.

| \( \ell \) | \( N \) | \( N_K \) | \( N_{\text{DoF}} \) | \( ||u - u_{rh}^{1,1}|| \) | EOC |
|---|---|---|---|---|---|
| 1 | 4 | 4 | 72 | 8.7470e-02 | — |
| 2 | 8 | 16 | 400 | 2.7935e-02 | 1.65 |
| 3 | 16 | 64 | 2592 | 9.0984e-03 | 1.62 |
| 4 | 32 | 256 | 18496 | 3.0196e-03 | 1.59 |
| 5 | 64 | 1024 | 139392 | 7.6942e-04 | 1.97 |
| 6 | 128 | 4096 | 1016160 | 1.9290e-04 | 2.00 |
| 7 | 256 | 16384 | 8520192 | 4.9303e-05 | 1.97 |
| 8 | 512 | 65536 | 67634176 | 1.2490e-05 | 1.98 |

### Table 2: Global convergence for \( u_{rh}^{1,1} \) in a C(G(1)-dG(1)) and \( u_{rh}^{2,2} \) in a C(G(2)-dG(2)) primal approximation for a convection-dominated transport problem with \( \epsilon = 10^{-6} \) and \( \delta_0 = 10^{-1} \) for Sec. 5.1. \( \ell \) denotes the refinement level, \( N \) the total cells in time, \( N_K \) the cells in space on a slab, \( N_{\text{DoF}} \) the total space-time degrees of freedom, \( ||\cdot|| \) the global \( L^2(L^2) \)-norm error and EOC the experimental order of convergence.

| \( \ell \) | \( N \) | \( N_K \) | \( N_{\text{DoF}} \) | \( ||u - u_{rh}^{1,1}|| \) | EOC |
|---|---|---|---|---|---|
| 1 | 4 | 4 | 72 | 5.8984e-02 | — |
| 2 | 8 | 16 | 400 | 4.0001e-02 | 0.56 |
| 3 | 16 | 64 | 2592 | 1.5534e-02 | 1.36 |
| 4 | 32 | 256 | 18496 | 6.0496e-03 | 1.36 |
| 5 | 64 | 1024 | 139392 | 2.2615e-03 | 1.42 |
| 6 | 128 | 4096 | 1016160 | 4.3801e-02 | — |
| 7 | 256 | 16384 | 8520192 | 5.3813e-06 | 2.73 |
| 8 | 512 | 65536 | 67634176 | 1.0633e-03 | 1.09 |

| \( \ell \) | \( N \) | \( N_K \) | \( N_{\text{DoF}} \) | \( ||u - u_{rh}^{2,2}|| \) | EOC |
|---|---|---|---|---|---|
| 1 | 4 | 4 | 72 | 5.3813e-06 | 2.73 |
| 2 | 8 | 16 | 400 | 9.0984e-03 | 1.62 |
| 3 | 16 | 64 | 2592 | 8.7470e-02 | — |
| 4 | 32 | 256 | 18496 | 4.0001e-02 | 0.56 |
| 5 | 64 | 1024 | 139392 | 6.0496e-03 | 1.36 |
| 6 | 128 | 4096 | 1016160 | 2.2615e-03 | 1.42 |
| 7 | 256 | 16384 | 8520192 | 4.3801e-02 | — |
| 8 | 512 | 65536 | 67634176 | 1.0633e-03 | 1.09 |
The solution approximations are \( u_{r_h}^{1,0} \) in cG(1)-dG(0), \( u_{r_h}^{1,1} \) in cG(1)-dG(1), \( u_{r_h}^{2,2} \) in cG(2)-dG(2) and the dual solution approximations are \( z_{r_h}^{1,1} \) in cG(1)-dG(1), \( z_{r_h}^{2,2} \) in cG(2)-dG(2), \( z_{r_h}^{3,3} \) in cG(3)-dG(3).

The convergence behavior, computationally efficiency and stability for higher-order space-time discretizations with and without stabilization is studied in the following of this numerical experiment. Additionally, we compare goal-oriented space-time adaptivity methods to perform better than higher-order methods for the convection-dominated transport case with \( \varepsilon = 1 \) and vanishing stabilization \( \delta_0 = 0 \) for Sec. 5.1. The solution approximations are \( u_{r_h}^{1,0} \) in cG(1)-dG(0), \( u_{r_h}^{1,1} \) in cG(1)-dG(1), \( u_{r_h}^{2,2} \) in cG(2)-dG(2) and the dual solution approximations are \( z_{r_h}^{1,1} \) in cG(1)-dG(1), \( z_{r_h}^{2,2} \) in cG(2)-dG(2), \( z_{r_h}^{3,3} \) in cG(3)-dG(3).

Figure 2: \( L^2(L^2) \)-error reduction in the convection-diffusion transport case with \( \varepsilon = 1 \) without stabilization \( \delta_0 = 0 \) for Sec. 5.1. The solution approximations are \( u_{r_h}^{1,0} \) in cG(1)-dG(0), \( u_{r_h}^{1,1} \) in cG(1)-dG(1), \( u_{r_h}^{2,2} \) in cG(2)-dG(2) and the dual solution approximations are \( z_{r_h}^{1,1} \) in cG(1)-dG(1), \( z_{r_h}^{2,2} \) in cG(2)-dG(2), \( z_{r_h}^{3,3} \) in cG(3)-dG(3).

Figure 3: \( L^2(L^2) \)-error reduction in the stabilized convection-dominated transport case with \( \varepsilon = 10^{-6} \) and \( \delta_0 = 10^{-1} \) for Sec. 5.1. The solution approximations are \( u_{r_h}^{1,0} \) in cG(1)-dG(0), \( u_{r_h}^{1,1} \) in cG(1)-dG(1), \( u_{r_h}^{2,2} \) in cG(2)-dG(2) and the dual solution approximations are \( z_{r_h}^{1,1} \) in cG(1)-dG(1), \( z_{r_h}^{2,2} \) in cG(2)-dG(2), \( z_{r_h}^{3,3} \) in cG(3)-dG(3).

The convergence behavior, computationally efficiency and stability for higher-order space-time discretizations with and without stabilization is studied in the following of this numerical experiment. Additionally, we compare global against goal-oriented space-time adaptivity. We use here a constant convection field \( \mathbf{v} = (2,3)^T \) for a non-stabilized convection-diffusion with \( \varepsilon = 1 \) and \( \delta_0 = 0 \) transport and a stabilized convection-dominated transport with \( \varepsilon = 10^{-6} \) and \( \delta_0 = 10^{-1} \) together with the constant reaction coefficient \( \alpha = 1 \) and the density \( \rho = 1 \). The local SUPG stabilization coefficient is here \( \delta_K = \delta_0 \cdot h_K \) where \( h_K \) denotes the cell diameter of the spatial mesh cell \( K \).

Initially, we study the global space-time refinement behavior for the test case with \( \varepsilon = 1 \) and vanishing stabilization to show the correctness of the higher-order implementation. Therefore, the solution \( u \) is approximated with the higher-order in time method cG(1)-dG(1) and with the space-time higher-order method cG(2)-dG(2). Due to the same polynomial orders of the spatial and temporal discretizations, we expect experimental orders of convergence \( \text{EOC} := - \log_2 (||e||_2/||e||_{k-1}) \) of EOC\(^{1,1} \approx 2 \) for the cG(1)-dG(1) method and EOC\(^{2,2} \approx 3 \) for the cG(2)-dG(2) method for a global refinement convergence test. The results are given by Tab. 1 and nicely confirm our expected results for the cG(1)-dG(1) method and roughly confirm the expected results for the cG(2)-dG(2) method. The EOC of the cG(2)-dG(2) is not perfect since the initial space-time errors are not well balanced for this example.

The error reduction of the global space-time refinement results for the convection-dominated case with \( \varepsilon = 10^{-6} \) and stabilization with \( \delta_0 = 10^{-1} \) are given by Tab. 2. Both methods, that are the cG(1)-dG(1) and the cG(2)-dG(2) approximations of the primal solution \( u_{r_h} \), are limited in their experimental order of convergence of approximately 1. This is not a suprising result since the regularity of the convection-dominated test case is typically of low order. Therefore, we expect further the lower-order or maybe the lowest-order goal-oriented adaptivity methods to perform better then higher-order methods for the convection-dominated test case.

Secondly, we study the goal-oriented space-time adaptivity behavior. Precisely, we compare the solution...
and dual solution approximation pairings \( \{u_{\tau h}, z_{\tau h}\} \): cG(1)-dG(0)/cG(2)-dG(1), cG(1)-dG(1)/cG(2)-dG(2) and cG(2)-dG(2)/cG(3)-dG(3). The lowest-order results can be compared with the results of our preceding published work [10], while remarking that a cG(1)-dG(0)/cG(2)-cG(1) discretization was used there combined with a different choice for the tuning parameters. The results are given by Fig. 2 and by Tab. 3. Here, the adaptive method of highest order, i.e. the approximation by cG(2)-dG(2)/(cG(3)-dG(3), outperforms all other methods.

Finally, we study the goal-oriented space-time adaptivity behavior for the convection-dominated case with \( \varepsilon = 10^{-6} \). Precisely, we compare the solution and dual solution approximation pairings \( \{u_{\tau h}, z_{\tau h}\} \): cG(1)-dG(0)/cG(2)-dG(1), cG(1)-dG(1)/cG(2)-dG(2) and cG(2)-dG(2)/cG(3)-dG(3). The lowest-order results can be compared with the results of our preceding published work [10], while remarking that a cG(1)-dG(0)/cG(2)-cG(1) discretization was used there combined with a different choice for the tuning parameters. The results are given by Fig. 3 and by Tab. 4. Here, the low order method, but not lowest order, i.e. the approximation by cG(1)-dG(1)/cG(2)-dG(2), outperforms all other methods.
Table 6: $L^2(L^2)$-error reduction in the stabilized convection-dominated transport case with $\varepsilon = 10^{-6}$ and $\delta_0 = 10^{-1}$ for Sec. 5.1. $e^{1,0,2,1}$ corresponds to the adaptive solution approximation $u_{1h}^{10}$ in $cG(1)-dG(0)$ and dual solution approximation $z_{1h}^{2,1}$ in $cG(2)-dG(1)$.

Table 7: $L^2(L^2)$-error reduction in the stabilized convection-dominated transport case with $\varepsilon = 10^{-6}$ and $\delta_0 = 10^{-1}$ for Sec. 5.1. $e^{1,1,2,2}$ corresponds to the adaptive solution approximation $u_{1h}^{11}$ in $cG(1)-dG(1)$ and dual solution approximation $z_{1h}^{2,2}$ in $cG(2)-dG(2)$.

Table 8: $L^2(L^2)$-error reduction in the stabilized convection-dominated transport case with $\varepsilon = 10^{-6}$ and $\delta_0 = 10^{-1}$ for Sec. 5.1. $e^{2,3,3,3}$ corresponds to the adaptive solution approximation $u_{1h}^{23}$ in $cG(2)-dG(2)$ and dual solution approximation $z_{1h}^{3,3}$ in $cG(3)-dG(3)$.

5.2. Example 2 (Transport in a Channel)

In this example we simulate a convection-dominated transport with goal-oriented adaptivity of a species through a channel with a constraint. The domain and its boundary colorization are presented by Fig. 4. Precisely, the spatial domain is composed of two unit squares and a constraint in the middle which restricts the channel height by a factor of 5. Precisely, $\Omega = (-1,0) \times (-0.5,0.5) \cup (0,1) \times (-0.1,0.1) \cup (1,2) \times (-0.5,0.5)$ with an initial cell diameter of $h = \sqrt{2 \times 0.025^2}$. The time domain is set to $T = (0,2.5)$ with an initial $\tau = 0.1$ for the initialization of the slabs for the first loop $\ell = 1$. We approximate the primal solution $u_{1h}^{10}$ with the $cG(1)-dG(1)$ method and the dual solution $z_{1h}^{2,1}$ with the $cG(2)-dG(2)$ method. The target quantity is

$$ J(\varphi) = \frac{1}{\|u_{1h}\|_{0,T};\Omega} \int_\Omega (\varphi, u_{1h}) \, dt. $$
The transport of the species, which enters the domain on the left with an inhomogeneous and time-dependent Dirichlet boundary condition and leaves the domain on the right through a homogeneous Neumann boundary condition, is driven by the convection with magnitudes between 0 and 5 as displayed in Fig. 5. The diffusion coefficient has the constant and small value of $\varepsilon = 10^{-4}$, the reaction coefficient $\alpha = 0$ is vanishing and the density has the value $\rho = 1$. The local SUPG stabilization coefficient is here set to $\delta_K = \delta_0 \cdot h_K$, $\delta_0 = 0$, i.e. a vanishing stabilization here. The initial value function $u_0 = 0$ as well as the forcing term $g = 0$ are homogeneous.

The Dirichlet boundary function value is homogeneous on $\Gamma_D$ except for the line $(-1, -1) \times (-0.25, 0.25)$ where the value $u(y,t) = 16 \cdot (0.25 - y) \cdot (y + 0.25) \cdot \min \{100t, 0.1\}$ is prescribed on the solution. The viscosity is set to $\tilde{\nu} = 1$. The tuning parameters of the goal-oriented adaptive Algorithm given in Sec. 4 are chosen here in a way to balance automatically the potential misfit of the spatial and temporal errors as $\theta_{h,\text{bottom}} = 0$,

$$\theta_{h,\text{top}} = \frac{1}{2} \cdot \min \left\{ \frac{\eta_h}{\eta_h + \eta_r} , 1 \right\} \quad \text{and} \quad \theta_{r,\text{top}} = \frac{1}{2} \cdot \min \left\{ \frac{\eta_r}{\eta_h + \eta_r} , 1 \right\} .$$

Table 9: Goal-oriented temporal and spatial refinements for Sec. 5.2

| $\ell$ | $N$ | $N_{\text{tot}}^K$ | $N_{\text{max}}^K$ | $||u_{r_h}^{1,1}||$ |
|--------|-----|-------------------|-------------------|-----------------|
| 1      | 25  | 88000             | 3520              | 0.0845694       |
| 2      | 26  | 108380            | 5008              | 0.0843620       |
| 3      | 27  | 153324            | 8464              | 0.0844429       |
| 4      | 28  | 203524            | 10792             | 0.0845339       |
| 5      | 29  | 298952            | 17680             | 0.0846325       |
| 6      | 30  | 459696            | 25996             | 0.0847412       |
| 7      | 31  | 649852            | 38212             | 0.0848211       |
| 8      | 32  | 1058456           | 68344             | 0.0848755       |
| 9      | 41  | 1881548           | 100744            | 0.0849878       |

The solution profiles and corresponding adaptive meshes of the primal solution $u_{r_h}^{1,1}$ of the loop $\ell = 5$ for $t = 0.82$, $t = 1.32$ and $t = 2.28$ are given by Fig. 6. In Fig. 7 we present a comparative study of the solution profile and corresponding meshes for $t = 1.21$ over the adaptivity loops. For $\ell = 1, 2, 3$ obvious spurious oscillations in the left square are existing, which are captured and resolved by the goal-oriented adaptivity by taking spatial mesh refinements next to the right boundary of the left square. For $\ell > 3$ the spatial refinements
capture especially the solution profile fronts with strong gradients with a focus on the high-convective middle of the spatial domain. The refinement in time is very little compared to the refinement in space here as given by Tab. 9 due to the intelligent choice of the tuning parameters for the spatial and temporal refinements.

6. Summary

In this work we presented an space-time adaptive solution algorithm for SUPG stabilized finite element approximations of a convection-dominated transport problem that is coupled with a flow problem. The convection-dominance puts further facets of complexity and sensitivity on the a-posteriori error control, but also illustrates the efficiency and potential of automatic mesh adaptation. The underlying approach is based on the Dual Weighted Residual method for goal-oriented error control. A splitting of the discretization errors in space and time is used for the transport problem which is then used for the respective mesh adaptation process in the form of underlying error indicators $\eta_\tau$ and $\eta_h$, respectively. A discontinuous Galerkin method dG($r$) with an arbitrary polynomial degree $r \geq 0$ is applied for the discretization in time of the transport problem. We use a higher-order finite element approximation in space and time in order to compute the dual solution. In numerical experiments we could prove that spurious oscillations that typically arise in numerical approximations of convection-dominated problems could be reduced significantly. Effectivity indices close to one were obtained for small diffusion coefficients corresponding to high Péclet numbers. Moreover, the potential of the approach was illustrated for a problem of practical interest. Along with the underlying software platform, even more sophisticated techniques and settings including multirate approximations, varying meshes for flow and transport or coupling with time-dependent flow problems become feasible.
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