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Abstract

We consider the problem of estimating a signal from its warped observations. Such estimation is commonly performed by altering the observations through some inverse-warping, or solving a computationally demanding optimization formulation. While these may be unavoidable if observations are few, when large amounts of warped observations are available, the cost of running such algorithms can be prohibitive. We consider the scenario where we have many observations, and propose a computationally simple algorithm for estimating the function of interest. We demonstrate the utility of the algorithm on streaming biomedical signals.

1 Introduction

Suppose we are interested in a function $f(t)$, but we make time-warped observations of the form

$$f_k(t) = f(g_k(t)) + n_k(t), \quad (1)$$

where $g_k(\cdot)$ is an unknown monotonic function, warping the time variable, and $n_k(\cdot)$ denotes a noise process. An instance of $f$ and $f_k$’s are shown in Fig. 1. Also, Fig. 2 shows an instance of $g_k$, compared to the identity mapping. This letter proposes a simple method for recovering $f$ given only $f_k$’s. Our main running assumption is that $g_k$ deviates around the identity mapping.

This problem is of interest in applications that involve pseudo-periodic stochastic signals. For instance, in an application like radar based vital signs monitoring [3], the signal obtained via radar contains information about the heart activity, but the shape of this signal is unknown, because it ultimately depends on the radar monitoring conditions. The knowledge of the average waveform would be valuable in such an estimation scenario. Another application involves PPG signals. PPG waveform carries information about the condition of the subject [5, 1]. Therefore, it is of interest to estimate a ‘typical’ waveform associated with an individual over a course of time. But this is hindered by the time-variation of the waveforms. The current letter addresses this scenario (see, specifically Section 4.2).

A common approach to recovering $f$ involves inverse warping $f_k$’s [17, 10, 19, 7, 16]. However, a direct implementation of this idea quickly runs into a first obstacle: when warping $f_k$ to closely match $f$, we need to know $f$. To avoid this problem, the works cited above resort to workarounds, which incur a computational cost. This cost may be acceptable when only a few $f_k$’s are available. However, when many $f_k$’s are at hand, the computational cost becomes prohibitive.

The method proposed in this letter consciously avoids time-warping. Our aim is to introduce an algorithm that scales well with the number of warped observations. The method interprets each $f_k$ as a point in a bounded manifold, and seeks the ‘center’ of the manifold by resorting to the notion of graph centrality [13]. We take this center to be an approximation of the underlying $f(\cdot)$. The proposed algorithm consists of a few interpretable steps, in contrast to a black box approach like a deep neural network.

Our motivation to avoid estimating the warping $g_k$’s stems from the complexity and unreliability of recovering time-wars. In our experience, time-(de)warping occasionally requires fine tuning, and this can be an obstacle to automation. Therefore, even though estimating $g_k$’s might be necessary in many situations, it is desirable to understand when it can be avoided. We demonstrate in this letter that estimating $\gamma_k$’s can be avoided when

- The number of observations $K$ is large,
- $g_k(t) \approx t$, where the relation holds sufficiently well.

Related Work

The literature on time-warping, or curve alignment is rich. We review only some of the prominent approaches that are relevant for the problem of interest for this letter.

Kneip and Gasser [9] use structural functionals that extract landmarks identified on the signals. They then recover the warping (or local shift functions) that align the landmarks. In recovering the local shift functions, they rely on the an average location for each landmark point.

In [16], Ramsay and Li propose an iterative algorithm to align $f_k$’s. Using the ‘cross-sectional average’ $f^0(\cdot) = \frac{1}{K} \sum_{k=1}^{K} f_k(\cdot)$, they solve a regularized minimization problem involving (inverse) warp functions $u_k$ so that $f_k(u_k(\cdot))$ is closer to $f^0(\cdot)$. Then they update the...
cross sectional average using $f_k(w_k(\cdot))$'s and iterate this procedure.

James [21] proposes a minimization formulation based on ‘moments’. In this context, moments are defined to extract the properties of a curve that vary with domain variations due to warping. The minimization formulation seeks to find (inverse) warpings $w_k$ such that the moments of $f_k(w_k(\cdot))$ are all similar, and $f_k(w_k(\cdot))$ is not too far from $f_k(\cdot)$.

In [10], Kurtek et al. consider the equivalence classes obtained by warping an associated square root velocity function of each $f_k$. They compute a ‘mean’ of the observed equivalence classes, find the center of the mean class, and then warp each $f_k$ so as to approximate this center as well as possible to align $f_k$'s. Then, $f$ is estimated by averaging the inverse warped functions. We also refer to [20] in this context.

Zhou and De la Torre [21] combine canonical correlation analysis and dynamic time warping, and propose a method that jointly learns a feature space while aligning multiple time-sequences. The task is posed as a non-convex minimization problem, and a soft penalty is applied on the curvature of the warping path, in order to promote smooth warping paths.

More recently, Kazlauskaitė et al. [8] use a latent variable model that allows them to cluster multiple classes of observations, where inter-class observations are affected by unknown warpings.

**Contribution**

The methods reviewed above consider a handful of observations, and rely on either computationally heavy optimizations or some approach that requires de-warping between pairs of signals, an operation prone to error, and which can be time-consuming. Consequently, they do not scale well with the number of observations. In contrast, we consider scenarios involving a large number of observations, and propose a very simple approach that does not require altering the observed sequences. This is our main point of departure from existing literature. We show that by considering a generalized ‘median’ operation on the observations, one can actually recover the unknown template $f(\cdot)$ reliably. While the assumption on the availability of a large number of observations may not apply in every situation, we show how this can be feasible when data is streaming and contains identifiable features.

**Outline**

A general discussion that paves the way to the proposed method is provided in Section 2. Following this, Section 3 describes the proposed algorithm in detail. The algorithm is demonstrated with two experiments on ECG and PPG signals in Section 4. Finally, Section 5 contains concluding remarks on how the idea can be extended to long signals, and images.

2 Problem Setup

In this section, we discuss the problem setup, and provide some motivation for the main idea, to be further detailed in Section 3.

For simplicity, we assume that $g_k$’s are of the form

$$g_k(t) = t + u_k(t),$$

where $u_k(\cdot)$ is a sample from a zero mean stationary Gaussian process $U$. That is,

$$\mathbb{E}(U(t_0), U(t_1)) = h(t_0 - t_1),$$

for a positive definite kernel $h(t)$. For the synthetic experiments in this section, we use a squared exponential covariance function [18], which uses the kernel

$$h(t) = \alpha \exp(-t^2 / (2\sigma^2)).$$

This simple form does not rule out non-monotonic $g_k$’s but the probability of such curves is very small (see e.g., [16] for an alternative formulation that respects monotonicity).

**Remark 1.** The method does not depend on an intricate property of this particular Gaussian process model. The model allows us to develop some motivation in a concrete and objective manner.

For the setup outlined above, arguably the simplest estimate we can consider is the ensemble average.

**Proposition 1.** For $f_k(t)$, $g_k(t)$ as defined through [1], [2], [3], [4], define the ensemble average as

$$\bar{f}_N(t) = \frac{1}{N} \sum_{k=1}^{N} f_k(t).$$
Then, for all \( t \), we have, almost surely,

\[
\hat{f}(t) := \lim_{N \to \infty} \tilde{f}_N(t) = (f * q)(t),
\]

provided the convolution exists, where \( q(t) \) is a normal pdf with variance \( 1/h(0) = 1/\alpha \).

\textit{Proof.} Note that for each \( t \), \( \{f_k(t)\}_k \) forms an iid sequence. So, by the strong law of large numbers, we have, for each \( t \), \( \tilde{f}_N(t) \to E(f_1(t)) \) almost surely. But, since \( f_1(t) = f(g_1(t)) \), we have,

\[
E(f_1(t)) = \int f(t + u) q(u) \, du = \int f(t - u) q(u) \, du
\]

where the second line follows by the symmetry of \( q \).

Prop. 1 reveals when averaging can be effective or undesirable for this problem. If \( f(\cdot) \) is known to be lowpass, (or Lipschitz with a small enough Lipschitz constant), it will undergo a less severe distortion due to blurring with the Gaussian kernel \( q \) in (6). However, for \( f(\cdot) \) with sharp features, \( \hat{f} \) may not be a good estimate of \( f \). Fig. 3 shows \( f \) along with \( \tilde{f}_{1000} \) for the running synthetic example.

Ignoring the smoothness of \( f \) for a moment, one approach to estimating it could be to deconvolve \( f_N \) with \( q \). In order for this to work, \( f_N \) needs to be very close to its limit value because deconvolution is a highly ill-conditioned problem. Unfortunately, for \( N = 1000 \), the average still shows small deviations from the limit \( f \) for this example, which could be amplified by the ill-conditioned deconvolution operation.

For non-smooth functions, averaging is likely to blur interesting features, and may result in loss of information. But if the warping is not extreme, these features, even though misplaced, are preserved in every \( f_k \). Following this observation, we restrict our estimate to be one of the observations, \( \hat{f} \in \{f_k\}_k \). In a loose sense, this is similar to using the median as a robust estimate of the mean for when observations are scalar. However, in our problem, we do not have a natural ordering across \( f_k \)'s, so it is not clear how to define a median signal. Also, we do not know beforehand whether we can find an \( f_k \) close enough to \( f \).

At this point, we can pose two questions:

(i) \([\text{Existence}]\) Given \( \varepsilon > 0 \), and some relevant norm \( \| \cdot \| \), how many time-warped observations \( N \) do we need to ensure there exists \( f_k \) with \( \| f(t) - f_k(t) \| \leq \varepsilon \)?

(ii) \([\text{Computing the center}]\) Given a set of observations, how can we pick the observation \( f_k \) that is closest to \( f \)?

This letter is mainly concerned with the question about ‘computing the center’, which is taken up in Section 3. However, we make a few remarks on the question of ‘existence’, to complete the discussion.

### 2.1 Existence of a Feasible Solution

According to the assumed probabilistic model on \( f_k \)'s, we need to compute the probability of the event \( E_{N, \delta} = \{ \exists k \text{ s.t. } \| f - f_k \| \leq \delta \} \). But we cannot compute this probability because \( f \) is unknown. Notice that, provided \( f \) is smooth (Lipschitz) everywhere except for \( K \) points, it is sufficient to ensure that \( f_k \) is close to \( f \) at those \( K \) points. For our running example, there are three such points, \( x \in \{0.15, 0.45, 0.6\} \). In order to ensure the existence of \( f_k \) that is close to \( f \), it suffices that \( g_k(t) \) be sufficiently close to \( t \) at those three points. We can therefore consider instead the probability of the event

\[
\tilde{E}_{N, \delta} = \{ \exists k \text{ s.t. } |g_k(t) - t| < \delta \text{ if } t \text{ is a singularity} \},
\]

for some \( \delta \).

\textbf{Remark 2.} We can, in principle, compute probabilities of events of the form

\[
E'_{N, \delta} = \{ \exists k \text{ s.t. } |t - g_k(t)| \leq \delta \text{ for all } t \}.
\]

For a small \( \delta \), this event ensures that the warped function will be close to the original function, and is less dependent on the properties of \( f \) – i.e., we do not need to know the locations of the singularities. Even though \( E_{N, \delta} \subset \tilde{E}_{N, \delta} \), for \( f \) with a few singularities, we have \( P(\tilde{E}_{N, \delta}) \gg P(E_{N, \delta}) \). So this approach may give too conservative estimates.

In order to demonstrate this discussion, we conduct an experiment. We produce \( N \) warped functions, and then rank these functions according to their \( \ell_2 \) distance to \( f \). That is, \( \hat{f}_1 \) is the closest to \( f \) and \( \hat{f}_N \) is the farthest to \( f \) in terms of \( \ell_2 \) distance. The top plot of Fig. 4 shows the closest and farthest three observations (i.e., \( \hat{f}_1, \hat{f}_2, \hat{f}_3 \) and \( \hat{f}_{N-2}, \hat{f}_{N-1}, \hat{f}_N \)). The bottom plot shows the warped time variables \( g_1, g_2, g_3 \) and \( g_{N-2}, g_{N-1}, g_N \) that produced these functions. Notice that \( g_1 \ldots g_3 \) are not close to zero everywhere. But they approach zero near the singularities at 0.15, 0.45, 0.6.

The foregoing discussion outlines how we might answer Question 2 on the existence of a feasible solution. If we have information about the location or number of singularities of \( f \), and how \( g_i \)’s are distributed, we can, in principle, compute an upper bound to ensure the existence of a suitable \( f_k \). In practice, however, the many unknowns required in this procedure may prevent us to find a sharp bound.
3.1 Heat Diffusion

Suppose we have access to the bounded manifold. We randomly select two points on the manifold, and fix their ‘temperature’ to 0 and 1. Assuming heat diffuses according to the manifold Laplacian (as explained below), we can, in principle, find the steady-state temperature at each point on the manifold. Intuitively, if a point \( z \) lies ‘midway’ between the selected points, it will have a temperature of \( 1/2 \). Now consider repeating this procedure, each time selecting two seed points randomly, setting their temperatures to 0 and 1, and recording the steady state temperature of every other point in the manifold. Under this random experiment, for a given point in the manifold \( z \), the steady state temperature of \( z \), call it \( T_z \), is a random variable, whose expected value is \( 1/2 \) (shown below for the discrete case). However, if \( z \) is close to the center, we expect the variance of \( T_z \) to be small, because it will be roughly midway for many pairs of randomly selected seed points. We therefore declare \( \text{var}(T_z) \) to be a measure of centrality. The smaller \( \text{var}(T_z) \) is, the more central will be \( z \).

3.2 Discrete Dirichlet Problem

In order to realize this with a finite set of observations, we consider the samples of the manifold to be the nodes of a weighted undirected graph. More concretely, let \( f_i, f_j \) be two samples from this manifold. We set \( w_{ij} = w_{ji} \geq 0 \) to be an affinity measure (inverse of distance) between \( f_i \) and \( f_j \) (to be made precise). In this setting, let \( x^k_i \); \( x^k_j \) denote the heat distribution on the weighted graph at time instance \( k \). If heat transfer occurs proportional to (a) affinity between nodes, (b) energy difference between nodes, then

\[
x^k_i - x^{k+1}_i = \alpha \sum_j -w_{ij} (x^k_i - x^k_j),
\]

for some positive constant \( \alpha \). We can write this equation more compactly as \( x^{k+1} - x^k = -\alpha L x^k \) using the ‘Laplacian matrix’ \( L \) [33 2], which is defined as,

\[
L(i,j) = \begin{cases} 
-w_{ij} & \text{if } i \neq j, \\
\sum_{k \neq i} w_{ij} & \text{if } i = j.
\end{cases}
\]

At steady state, we expect to have \( L x^\infty = 0 \). Now if we further impose \( x_{i_0} = 0, x_{i_1} = 1 \), for some \( i_0, i_1 \), the problem of determining the steady state temperature is equivalent to solving the following set of equations

\[
L x = 0, \text{ subject to } x_{i_0} = 0, x_{i_1} = 1.
\]  

This problem is known as the (discrete) Dirichlet problem, and has a unique solution when the graph induced by \( w_{ij} \) is connected [11 6].

**Example.** To make the discussion more concrete, an example is shown in Fig. 6a. We consider a bounded manifold in \( \mathbb{R}^2 \), in the shape of an asymmetric arc. We take
(a) Solution of a Discrete Dirichlet Problem

(b) Centrality Measure

Consider now the experiment outlined in the example above, but suppose randomness is introduced by making the selection of the ‘seed’ points random. That is, given \( L \), suppose we randomly select \( i_0, i_1 \), and solve (13). Let \( X \) denote the random vector that holds the resulting steady state temperature. Note that the number of components \( X \) has equal to the number of nodes of the graph.

**Proposition 2.** \( \mathbb{E}(X_k) = 1/2 \) for all \( k \).

**Proof.** Suppose the random experiment described above is performed so as to select \( i_0, i_1 \), and produce a realization of \( X \), namely \( x \). Define \( z = 1 - x \), where \( 1 \) denotes a vector of ones. Then,

\[
L z = L(1 - x) = -Lx = 0,
\]

where we used the well-known property \( L 1 = 0 \), which directly follows from the definition of the Laplacian matrix. This observation implies that \( z \) solves (13) if the roles of \( i_0 \) and \( i_1 \) are interchanged. Therefore, by the construction of the experiment, \( z \) is observed with the same probability as \( x \). Further, the average of \( x \) and \( z \) is \( \frac{1}{2} 1 \). Since \( i_0, i_1 \) were arbitrary, the claim follows by randomness of choosing \( i_0, i_1 \) in the experiment. \( \square \)

The proposition suggests that averaging the steady state temperature does not allow us to differentiate between the nodes of the graph. However, as discussed above, we do expect \( X_k \) to have a tighter distribution around \( 1/2 \) if node-\( k \) is close to the ‘center’ of the graph. We propose to use \( \text{var}(X_k) \) to be an inverse measure of centrality. This implicitly defines what we mean by the graph center, and leads to Algorithm 1.

**Algorithm 1** Computing a Measure of Centrality

**Require:** Input graph Laplacian \( L \) with \( N \) nodes, number of trials \( J \)

1: Initialize the centrality measure \( c \) to a zero vector
2: for \( j = 1 : J \) do
3: Randomly select \( i, j \leq N \).
4: \( x \leftarrow \text{soln. of (13)} \)
5: \( c_k \leftarrow c_k + (x_k - 0.5)^2/(J-1) \) for all \( k \in \{1, 2, \ldots, N\} \)

**Example** (cont’d). We run Algorithm 1 with \( J = 1000 \) trials. The resulting variance for a particular point gives an indication of how central the point is. Inverting this variance can be regarded as a measure of centrality. This centrality measure is displayed in Fig. 6a. We also show the ensemble average (obtained by averaging the coordinates of each point), and the most ‘central’ one, which maximizes the centrality measure. Notice that the ensemble average is outside the bounded set. In practice, this may mean that the ensemble average may not show the typical characteristics of the signal family under consideration. On the other hand, the ‘central’ point obtained by the proposed method does lie in the bounded set, and agrees with our intuition that a center is a valid prototype for the considered set. \( \square \)

**Remark 3.** The measure of centrality we describe above is a variation of an instance of ‘betweenness centrality’ for graphs \([13, 14]\). There are other similar measures that aim to capture a similar feature for the nodes of a graph. Arguably the ‘best’ choice ultimately depends on the application. For our purposes, we found the measure described above to be useful. However, we do not rule out the possibility that other measures of betweenness centrality may be useful in this context. \( \square \)

### 3.3 Complete Algorithm

After clearing out some details, we will present the algorithm for estimating \( f(\cdot) \) in this section.

**Dealing with noise**

We propose to use the ‘center’ of the observations as an estimate of \( f(\cdot) \), which is defined to be the observation
that has the maximum centrality measure, as computed by Alg. [4] However, if the observations are noisy, this means that our estimate will also be noisy. In order to reduce noise, we simply take the $K$ most central observations and compute their point-wise average.

**Affinity Measure**

As noted above, to define the Laplacian matrix, we need to compute an ‘affinity’ $w_{ij}$ between any two observations $f_i$, $f_j$. As long as this $w_{ij} \geq 0$, the resulting Laplacian matrix will be valid. In order to ensure that the Laplacian matrix describe a graph with a single component (an assumption we made in motivating the centrality measure), we can check the null-space of $L$, $\mathcal{N}(L)$. The graph is connected if and only if $\mathcal{N}(L)$ is one-dimensional. In that case, $\mathcal{N}(L)$ is spanned by the all-ones vector [2].

It is possible to make $L$ depend more on the shape of the underlying manifold, rather than the distribution of the samples on the manifold as discussed in Section 2.2 of [11]. We followed that practice in our implementation. We also enforced the number of neighbors for each node to a user-specified value $M$. The resulting algorithm for constructing the Laplacian is given in Alg. [2]. Note that the entries of the Laplacian matrix $L_{ij}$ obtained through this algorithm are equivalent to $-w_{ij}$, which act as a negative affinity measure.

---

**Algorithm 2 Constructing the Laplacian matrix**

**Require:** The observed vectors $f_1, \ldots, f_N$; Number of desired neighbors for each observation $M$

1: Compute $d_{ij} = \| f_i - f_j \|^2_2$ for all $i \neq j$
2: $\tau_i \leftarrow M$th smallest member of $\{d_{ij}\}_j$
3: Set $\varepsilon \leftarrow \text{median}(\tau_i)/3$
4: $L_{ij} \leftarrow -\exp(-d_{ij}/\varepsilon)$ for all $i \neq j$
5: for $i = 1 : N$ do $\triangleright$ Assert $M$ neighbors
6: for $j = 1 : i$ do
7: if $d_{ij} > \tau_i$ then
8: $L_{ij} \leftarrow 0$; $L_{ji} \leftarrow 0$ $\triangleright$ Ensure symmetry
9: $d_i \leftarrow \sum_{j \neq i} L_{ij}$ for all $i$
10: $L_{ij} \leftarrow L_{ij}/(d_i d_j)$ for all $i \neq j$
11: $L_{ii} \leftarrow -\sum_{j \neq i} L_{ji}$ $\triangleright$ Correct the diagonals

---

We now have all of the ingredients to describe the complete algorithm. The pseudo-code using these components is given in Alg. [3]

---

**3.4 Note on Complexity**

The proposed algorithm works with Laplacian matrices, instead of signal samples. Therefore, at first sight, the complexity of the algorithm is determined by the size of the Laplacian matrix (or, the number of observations, $N$), rather than the length of each observation. To compute the proposed ‘centrality measure’, the algorithm needs to solve linear system of equations involving the $N \times N$ Laplacian, $J$ times. Assuming a constant $J$, this may suggest a complexity on the order of $O(N^3)$ (which is an overstatement because we actually do not invert any matrices). But it is important to keep in mind the construction sets the number of neighbors for each node to $M$. Therefore, the Laplacian is a sparse matrix, with $M + 1$ non-zero entries in each row. With this restriction we aim to capture the dimension of the manifold where the warped signals live. For such a sparse system, the complexity of Gaussian elimination, under no additional assumptions, reduces to $O(NM^2)$. Therefore, the complexity is related to the complexity of the warped-signal manifold.

The preceding discussion does not specify how to select $J$ and $M$. Intuitively, one would expect $M$ to be related to the number of ‘anchor’ points, or singularities in the signal. But in practice, we do not really know what $M$ should be, or how to set $J$ based on $M$ or $N$. Selection of these parameters affect performance as well as speed, but is a subject beyond the scope of the current letter.

---

**4 Experiments**

In the following, we demonstrate the feasibility of the proposed approach in two different experiments using real biomedical signals. Both experiments are on streams of data, and involve similar preprocessing stages.

---

**4.1 Application on an Electrocardiogram Signal**

We use a 15 minutes ECG recording sampled at 360 Hz, taken from the MIT-BIH arrhythmia database [12]. We first extract the R-peaks of the 15-min long signal, obtaining $N = 1139$ peaks. For each peak, we define a signal excerpt $f_k$ by considering the interval $[t_k - 0.1, t_k + 1]$ (in seconds) where $t_k$ marks the location of the $k$th peak. This gives us $N=1139$ signals $f_k$ with 397 samples each. The average heart rate is greater than 60 Hz, and a significant majority (if not all) of $f_k$’s contain more than one peak. Because of the construction, the first peak in each $f_k$ occurs at the same location, but the second peaks are not aligned. $f_1, \ldots, f_{10}$ are shown in Fig. [4]. Also shown in red in the same figure is the average of all $N$ $f_k$’s. No-
(a) First Ten Observations
(b) Ten Most Peripheral Observations
(c) Ten Most Central Observations

Figure 7: Results from the experiment on an ECG time series. For each figure, the red curve is the average of the blue curves – see the text for a description.

The measure of centrality can also be used for anomaly detection in this example. For that, we sorted \( f_k \) according to the centrality measure, so that \( f_{p(i)} \) denotes the \( i \textsuperscript{th} \) most central observation. We also compute the distance between the peaks in each \( f_k \), and denoted the distance between the peaks in the observation \( f_{p(i)} \) as \( u(i) \). Fig. 9 show the sequence of \( u(i) \)'s. We see that the proposed measure places observations with more common peak to peak distances in the center. This in turn allows to identify anomalous heart beats according to the long recording, even though they appear perfectly normal when viewed individually. For this example, this ordering could also be realized via an inspection of the peak to peak distances. But in other contexts where easily identifiable anchor points are not present, such an approach might fail, while the proposed algorithm could still be used.

4.2 Estimating a Normal PPG Waveform

For this experiment, we use an 8-minute PPG recording taken from the database described in [15]. Preprocessing is similar to that in the ECG experiment: we first locate the peaks, and for each peak we consider the signal excerpt in the interval \([t - 1, t + 1]\), where \( t \) denotes the peak location.

In contrast to ECG, PPG is a smooth signal. Also, the ‘average’ waveform of PPG carries information about the condition of the subject [5, 1]. But the waveforms go through various distortions from beat to beat. We employ the proposed algorithm to estimate the average waveform.

The ten most central and peripheral observations are shown in Fig. 10a. Using these, we compute peripheral and central averages, as shown in Fig. 10b, c. The central signals are well-aligned, and the warping that relates one of these signals to another is very close to the identity. On the other hand, there is a significant variation between the peripheral signals. These signals lie on the outskirts of the manifold of warped signals. Finally, Fig. 11 shows the different averages, obtained by using the 5 most cen-
A basic assumption underlying the proposed method is that the number of singularities is small, compared to the number of observations, per the definition of the event $E_{N,\delta}$ in [9]. However, if the observed signals are long, this might disturb the balance between the number of singularities and the number of observations. In that case, we may no longer be able to find a single $f_k$ that is close to the original $f$. For such a scenario, one simple trick we found useful is to dissect the signal: we chunk the observations into overlapping pieces, ending up with $T$ pieces with $N$ observations. For each piece, we run the proposed algorithm, and find an estimate of $f$ for that particular piece. Then we can combine these estimates smoothly using windows with tapered ends. However, we should apply this trick with caution, because in the most extreme case where the chunk size is a single sample, we converge to a point-wise median, which we know is a poor estimate for the problem at hand.

Another extension of interest is images. In that case, we are likely to be in the regime described above – too many singularity points relative to the number of observations. But we think that the outlined overlap-add approach would be feasible for that case. We hope to investigate application to images in future work.
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