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Abstract

In the random acceleration process, a point particle is accelerated according to $\ddot{x} = \eta(t)$, where the right hand side represents Gaussian white noise with zero mean. We begin with the case of a particle with initial position $x_0$ and initial velocity $v_0$ and review the statistics of its first arrival at the origin and its first return to the origin. Multiple returns to the origin, motion with a constant force in addition to a random force, and persistence properties for several boundary conditions at the origin are also considered. Next we review first-exit properties of a randomly accelerated particle from the finite interval $0 < x < 1$. Then the close connection between the extreme value statistics of a randomly accelerated particle and its first-passage properties is discussed. Finally some applications where first-passage statistics of the random acceleration process play a role are considered.
I. INTRODUCTION

For a particle moving in one dimension subject to a random force in the form of Gaussian white noise, the Newtonian equation of motion has the form

\[ \ddot{x} = \eta(t), \quad \langle \eta(t) \rangle = 0, \quad \langle \eta(t) \eta(t') \rangle = \Lambda^{-1} \delta(t - t'). \quad (1) \]

This is the random acceleration process considered in this chapter. For a given \( \eta(t) \), the position \( x \) and velocity \( v \) of the particle evolve from the initial values \( x_0 \) and \( v_0 \) at \( t = 0 \) according to

\[ v(t) = v_0 + \int_0^t \eta(t') \, dt', \quad (2) \]
\[ x(t) = x_0 + \int_0^t v(t') \, dt' = x_0 + v_0 t + \int_0^t (t - t') \eta(t') \, dt'. \quad (3) \]

Thus, \( v(t) \) corresponds to a Brownian curve or random walk, and \( x(t) \) to the integral of a Brownian curve.

The propagator or probability density \( P(x, v; x_0, v_0; t) \) for propagation from the initial values \( x_0, v_0 \) to \( x, v \) in a time \( t \) will play a central role in our discussion of first-passage properties. It has the path integral representation

\[ P(x, v; x_0, v_0; t) = \int Dx \exp \left[ -\frac{\Lambda}{2} \int_0^t \left( \frac{d^2x}{dt^2} \right)^2 \, dt \right] \quad (4) \]

and satisfies the Fokker-Planck equation \[1\]

\[ \left( \frac{\partial}{\partial t} + v \frac{\partial}{\partial x} - \frac{1}{2\Lambda} \frac{\partial^2}{\partial v^2} \right) P(x, v; x_0, v_0; t) = 0 \quad (5) \]

with initial condition

\[ P(x, v; x_0, v_0; 0) = \delta(x - x_0)\delta(v - v_0). \quad (6) \]

The factor \((2\Lambda)^{-1}\) in Eq. (5) can be eliminated by rescaling \( t \), and except in Sec. V, where applications to semiflexible polymers are considered and \( \Lambda \) corresponds to the persistence length, we set \((2\Lambda)^{-1} = 1\) throughout this chapter.

In the unbounded geometry \(-\infty < x < \infty\), Eqs. (5) and (6) have the solution \[1\]

\[ P_0(x, v; x_0, v_0; t) = 3^{1/2}(2\pi)^{-1/2}t^{-2} \times \exp \left\{ -3t^{-3} \left[ (x - x_0 - vt)(x - x_0 - v_0 t) + \frac{1}{3}(v - v_0)^2 t^2 \right] \right\}, \quad (7) \]
which is normalized so that

\[
\int_{-\infty}^{\infty} dx \int_{-\infty}^{\infty} dv \, P_0(x,v;x_0,v_0;t) = 1.
\] (8)

In this chapter we review theoretical work on the first-passage properties of random acceleration and also consider some applications where these properties play a central role. For a related review of the random acceleration process in bounded geometries, but with less focus on first-passage properties, see Ref. [2]. The random acceleration process is also considered in the reviews [3, 4] of first-passage properties of a wide variety of processes.

In Sec. II we consider the first arrival at the origin of a randomly accelerated particle which is initially released at point \( x_0 \) with velocity \( v_0 \), the first return to the origin, and multiple returns to the origin. The pioneering contributions of McKean [5] and Marshall and Watson [6] are reviewed. The results are generalized to include a constant force, such as gravity, in addition to the random force. First-passage properties follow from the solution of the Fokker-Planck equation on the half line \( x > 0 \) with an absorbing boundary condition at the origin. Some results for partially absorbing and inelastic boundaries are also briefly discussed.

In Sec. III the initial position \( x_0 \) of the randomly accelerated particle is assumed to lie in the finite interval \( 0 < x < 1 \). Theoretical results for the mean exit time of a randomly accelerated particle from the interval and the probabilities that the first exit takes place at \( x = 0 \) and at \( x = 1 \) are reviewed.

Sec. IV considers the extreme value statistics of the random acceleration process and its close relation to first-passage statistics.

In Sec. V several mathematical and physical applications which can be analyzed in terms of first-passage properties of the random acceleration process are discussed or referenced. For example, the partition function of a long, semi-flexible polymer chain, fluctuating in equilibrium in a narrow cylindrical channel, is closely related to the first-exit probability of a randomly accelerated particle from a finite domain.
II. RANDOM ACCELERATION ON THE HALF LINE $x > 0$

A. First arrival at the origin

We begin by considering the probability density or half-line propagator $P(x, v; x_0, v_0; t)$ for propagation of the particle from $x_0, v_0$ to $x, v$ in a time $t$ without leaving the positive $x$ axis. This quantity satisfies the Fokker-Planck equation (5) with initial condition (6) and boundary condition

$$P(0, v; x_0, v_0; t) = 0, \quad v > 0.$$  \hspace{1cm} (9)

This boundary condition rightfully excludes all trajectories with $x = 0, v > 0$ at time $t$ from the propagator, since the corresponding particle has not remained on the positive real axis for a time $t$ but is returning after leaving it an earlier time. Following common usage, we refer to Eq. (9) as the “absorbing” boundary condition, since it obviously applies if the particle sticks permanently at the origin on arrival. In contrast to Eq. (9), $P(0, v; x_0, v_0; t)$ does not vanish for $v < 0$ and is directly related, as indicated in the next paragraph, to the statistics of arrival at the origin. For $v < 0$, $P(0, v; x_0, v_0; t)$ is not known at the outset, but is determined by solving the Fokker-Planck equation (5) with initial condition (6) and boundary condition (9), as constitutes a “well-posed” problem [6].

The “survival probability” or probability $Q(x_0, v_0; t)$ that the randomly accelerated particle has not yet left the positive $x$ axis in a time $t$ is related to the half-line propagator by

$$Q(x_0, v_0; t) = \int_0^\infty dv \int_0^\infty dx P(x, v; x_0, v_0; t)$$  \hspace{1cm} (10)

and, according to Eq. (5) and the time reversal property $P(x, v; x_0, v_0; t) = P(x_0, -v_0; x, -v; t)$, satisfies the backward Fokker-Planck equation

$$\left( \frac{\partial}{\partial t} - v_0 \frac{\partial}{\partial x_0} - \frac{\partial^2}{\partial v_0^2} \right) Q(x_0, v_0; t) = 0,$$  \hspace{1cm} (11)

with the initial condition and absorbing boundary condition

$$Q(x_0, v_0; 0) = 1, \quad x_0 > 0,$$  \hspace{1cm} (12)

$$Q(0, v_0; t) = 0, \quad v_0 < 0,$$  \hspace{1cm} (13)

respectively. Equations (5), (9), and (10) imply

$$\frac{\partial}{\partial t} Q(x_0, v_0; t) = -\int_0^\infty dv v P(0, -v; x_0, v_0; t).$$  \hspace{1cm} (14)
Thus, the probability that the randomly accelerated particle leaves the positive \(x\) axis for the first time between \(t\) and \(t + dt\) and with speed between \(v\) and \(v + dv\), is given by 
\[ vP(0, -v; x_0, v_0; t) \, dv \, dt, \]
where \(v > 0\).

In the half space \((x, v)\) with \(x > 0\), the propagator \(P(x, v; x_0, v_0; t)\) vanishes identically on the positive \(v\) axis, according to Eq. (9), but otherwise is positive. Solving the Fokker-Planck equation (5) with this boundary condition is a formidable task. The equation has separable solutions of the form 
\[ e^{st - Fx} \text{Ai}(-F^{1/3}v + F^{-2/3}s), \]
where \(\text{Ai}(z)\) is the standard Airy function [7], but these solutions do not satisfy Eq. (9). The problem of superposing the separable solutions in order to satisfy the boundary condition was solved by Marshall and Watson [6] in 1985, as discussed in Sec. II D.

B. First return to the origin

Two decades before the work of Marshall and Watson, the first-return distribution \(vP_0(0, -v; 0, v_0; t)\) of a particle that begins at the origin with \(v_0 > 0\) was already known from the ground-breaking work of McKean [5]. In 1963 he calculated this quantity, but not by solving the Fokker-Planck equation. A randomly accelerated particle which begins at the origin at \(t = 0\) with a positive velocity \(v_0\) and crosses the origin at a later time \(t\) with a positive velocity \(v\) must have left the positive \(x\) axis for the first time at some earlier time \(t_1\). This obvious statement is quantified in the integral equation
\[
P_0(0, v; 0, v_0; t) = \int_0^t dt_1 \int_0^\infty dv_1 P_0(0, v; 0, -v_1; t - t_1) v_1 P(0, -v_1; 0, v_0; t_1)
\]
for positive \(v\) and \(v_0\), which relates the free propagator \(P_0\) given in Eq. (7) and the half-line propagator \(P\) for the absorbing boundary condition (9).

Performing Laplace and Bessel transformations \(t \rightarrow s\) and \(v \rightarrow \gamma\), respectively, McKean converted integral equation (15) to the form
\[
[2v_0 \cosh(\pi\gamma/3)]^{-1} K_{i\gamma} \left( \sqrt{4s} \, v_0 \right)
= \int_0^\infty dv_1 K_{i\gamma} \left( \sqrt{4s} \, v_1 \right) \tilde{P}(0, -v_1; 0, v_0; s)
\]
for arbitrary positive \(\gamma\), where \(K_{\nu}(u)\) is the standard modified Bessel function [7] and \(\tilde{P}(x, v; x_0, v_0; s) = \int_0^\infty dt \, e^{-st} P(x, v; x_0, v_0; t)\). Solving Eq. (19) with the help of the
Kontorovitch-Lebedev transformation \[10\],
\[
f(u) = \frac{2}{\pi^2} \int_0^\infty d\gamma \gamma \sinh(\pi \gamma) g(\gamma) K_{i\gamma}(u), \tag{17}
\]
\[
g(\gamma) = \int_0^\infty du \, u^{-1} f(u) K_{i\gamma}(u), \tag{18}
\]
and performing the inverse Laplace transformation \(s \to t\), he obtained
\[
\tilde{P}(0, -v; 0, v_0; s) = \frac{2}{\pi^2 v_0} \int_0^\infty d\gamma \frac{\gamma \sinh(\pi \gamma)}{2 \cosh(\pi \gamma/3)} K_{i\gamma} \left( \sqrt{4s} v \right) K_{i\gamma} \left( \sqrt{4s} v_0 \right) \tag{19}
\]
and
\[
vP(0, -v; 0, v_0; t) = \frac{\sqrt{3}}{2\pi} \frac{v}{t^2} \exp \left[ -\frac{1}{3} \left( v^2 - vv_0 + v_0^2 \right) / t \right] \text{erf} \left( \frac{3vv_0}{t^{1/2}} \right) \tag{20}
\]
for the first-return distribution. Here \(v\) and \(v_0\) are both positive, and \(\text{erf}(z)\) is the error function \[7\].

In working with the integrals in this Section and Sec. II C involving integration of Bessel functions \(K_{i\gamma}(z)\) over \(\gamma\), such as Eq. (19), it is useful to keep the asymptotic form
\[
K_{i\gamma}(z) \approx \left( \frac{2\pi}{\gamma} \right)^{1/2} e^{-\pi \gamma/2} \cos \left( \gamma \ln \frac{2\gamma}{z} - \gamma - \frac{\pi}{4} \right) \tag{21}
\]
for \(\gamma \to \infty\) with \(z\) fixed in mind. For completeness we note that, in contrast to Eq. (19), \(\tilde{P}(0, -v; 0, v_0; s)\) may be written without special functions in the form
\[
\tilde{P}(0, -v; 0, v_0; s) = \frac{3}{2\pi} \left( vv_0 \right)^{1/2} \int_0^1 dy \, \exp \left[ -2s^{1/2} \left( v^2 - vv_0 + v_0^2 + 3vv_0y^2 \right)^{1/2} \right] \times \left[ \left( v^2 - vv_0 + v_0^2 + 3vv_0y^2 \right)^{-3/2} + 2s^{1/2} \left( v^2 - vv_0 + v_0^2 + 3vv_0y^2 \right)^{-1} \right]. \tag{22}
\]
This follows from Laplace transformation of Eq. (20) after substitution of a standard integral representation of the error function \[7\].

Substituting Eq. (20) into Eq. (14) and integrating over \(v\) yields
\[
-\frac{\partial}{\partial t} Q(0, v_0; t) = I_1(v_0, t)
\]
\[
= \frac{3}{2\pi^{3/2}} v_0^{-2} e^{-v_0^2/2} \sum_{n=0}^\infty \frac{\Gamma\left(\frac{5}{4} + \frac{n}{2}\right)}{n!} 2F_1\left(\frac{1}{2}, -n; \frac{3}{2}, 3\right) \left( \frac{v_0^2}{t} \right)^{5/4+n/2} \tag{23}
\]
for the rate of first return to the origin. Here $\,_{2}F_{1}(a, b; c; z)$ denotes a hypergeometric function,

and the infinite series in Eq. (23) converges for arbitrary $v_{0}^{2}/t$. Thus, the probability that a particle which leaves the origin with velocity $v_{0}$ has not yet returned after a time $t$ decays as

$$Q(0, v_{0}; t) \approx \frac{3\Gamma\left(\frac{1}{4}\right)}{2\pi^{3/2}} \left(\frac{v_{0}^{2}}{t}\right)^{1/4}, \quad t \gg v_{0}^{2}. \quad (24)$$

**C. Multiple returns to the origin**

The probability density $vP_{n}(0, -v; 0, v_{0}; t)$ for the $n^{th}$ return of a randomly accelerated particle to the origin, which is determined by the hierarchy

$$P_{n}(0, -v; 0, v_{0}; t) = \int_{0}^{t} dt_{1} \int_{0}^{\infty} dv_{1} P(0, -v; 0, v_{1}; t - t_{1}) \times v_{1}P_{n-1}(0, -v_{1}; 0, v_{0}; t_{1}), \quad (25)$$

was analyzed by Lachal [11]. Here, $v$ and $v_{0}$ are positive, and to avoid complications with signs, we assume that the particle is instantaneously and elastically reflected back onto the positive real axis each time it arrives the origin and just before the $n^{th}$ arrival has speed $v$ and velocity $-v$. Writing Eq. (25) in terms of Laplace transforms, making use of Eqs. (17)-(19), and performing the inverse Laplace transformation, one obtains

$$\tilde{P}_{n}(0, -v; 0, v_{0}; s) = \frac{2}{\pi^{2}v_{0}} \int_{0}^{\infty} d\gamma \frac{\gamma \sinh(\pi \gamma)}{[2 \cosh(\pi \gamma/3)]^{n}} K_{i\gamma} \left(\sqrt{4s} v\right) K_{i\gamma} \left(\sqrt{4s} v_{0}\right) \quad (26)$$

and

$$P_{n}(0, -v; 0, v_{0}; t) = \frac{1}{\pi^{2}v_{0}t} \exp \left[-(v^{2} + v_{0}^{2})/t\right] \times \int_{0}^{\infty} d\gamma \frac{\gamma \sinh(\pi \gamma)}{[2 \cosh(\pi \gamma/3)]^{n}} K_{i\gamma/2} \left(2vv_{0}/t\right). \quad (27)$$

The rate $I_{n}(v_{0}, t) = \int_{0}^{\infty} dv \, vP_{n}(0, -v; x_{0}, v_{0}; t)$ of $n^{th}$ return to the origin and its Laplace transform follow from Eqs. (26) and (27) and are given by [11]

$$\tilde{I}_{n}(v_{0}, s) = \frac{1}{v_{0}sv_{0}^{1/2}} \int_{0}^{\infty} d\gamma \frac{\gamma \sinh(\pi \gamma/2)}{[2 \cosh(\pi \gamma/3)]^{n}} K_{i\gamma} \left(\sqrt{4s} v_{0}\right), \quad (28)$$

$$I_{n}(v_{0}, t) = \frac{e^{-v_{0}^{2}/2t}}{2\pi^{3/2}v_{0}^{1/2}} \int_{0}^{\infty} d\gamma \frac{\gamma \sinh(\pi \gamma/2)}{[2 \cosh(\pi \gamma/3)]^{n}} K_{i\gamma/2} \left(2v_{0}^{2}/2t\right). \quad (29)$$
The first return rate $I_1(v_0, t)$ given by Eq. (29) has the series expansion (23) and decays as $t^{-5/4}$ for $t \gg v_0^2$. With the approach of Ref. [12], one finds that $I_2$ decays as $t^{-5/4} \ln t$, slower by a factor $\ln t$, and for larger $n$ there are higher powers of $\ln t$. The first and second return rates are compared in Fig. 1.
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**FIG. 1:** Time dependence of the first and second return rates to the origin, as given by Eq. (29), for initial velocity $v_0 = 1$. The integrated return rate or area under each curve is 1. As discussed below Eq. (29), $I_1$ decays as $t^{-5/4}$ and $I_2$ more slowly by a factor $\ln t$. The two curves cross at $t \approx 50$, with $I_2 > I_1$ after that.

The time-integrated $n^{th}$ arrival rate $q_n(v_0, t) = \int_0^t dt_1 I_n(v_0, t_1)$ follows from Eqs. (28) and (29) and has the form [11]

$$q_n(v_0, t) = \frac{t e^{-v_0^2/2t}}{2 \pi v_0} \int_0^\infty d\gamma \frac{\gamma \sinh(\pi \gamma/2)}{2 \cosh(\pi \gamma/3)} W_{-1,i\gamma/2}(v_0^2/t),$$

(30)

where $W_{\lambda,\mu}(z)$ Whittaker’s function [7, 9]. In the limit $t \to \infty$, $q_n(v_0, t) \to 1$.

Since $q_n(v_0, t)$ is the probability that a particle which begins at the origin with velocity $v_0$ makes $n$ or more returns to the origin in a time $t$, the probability $p_n(v_0, t)$ that it makes $n$ and only $n$ returns is given by

$$p_n(v_0, t) = q_n(v_0, t) - q_{n+1}(v_0, t)$$

(31)
The distribution \( p_n(v_0, t) \) has been analyzed in detail by Majumdar and Bray [13] and Schehr and Majumdar [14] within the framework of Gaussian stationary processes and by De Smedt et al. [12] on the basis of Eqs. (27)-(31). These studies also utilize results for random acceleration on the half line with partial absorption at the boundary, considered in Sec. II F. For \( t \gg v_0^2 \), \( p_n(v_0, t) \) decays as \( t^{-1/4} (\ln t)^n \) and \( \langle n \rangle \) increases as \( \ln t \).

D. Solution of the Fokker-Planck equation

In 1985 Marshall and Watson [6] derived the Laplace transform \( \tilde{P}(x, v; x_0, v_0; s) \) of the propagator for the Langevin equation for Brownian motion, \( \ddot{x} + \lambda \dot{x} = \eta(t) \), with an absorbing boundary at the origin. This was accomplished by solving the corresponding Fokker-Planck equation in terms of a special set of basis functions, constructed explicitly in their paper, which vanish at \( x = 0 \) for positive \( v \) but not negative \( v \), so as to fulfill the boundary condition (9).

In the limit in which the damping constant \( \lambda \) approaches zero, the Langevin equation reduces to the random acceleration process (1), and the result of Marshall and Watson simplifies to [15]

\[
\tilde{P}(x, v; x_0, v_0; s) = \tilde{P}_0(x, v; x_0, v_0; s) - \frac{1}{2\pi} \int_0^\infty dF F^{-1/6} \int_0^\infty dG G^{-1/6} \times (F + G)^{-1} \exp \left[ -F x - G x_0 - \frac{2}{3} s^{3/2} (F^{-1} + G^{-1}) \right] \times \text{Ai} \left( -F^{1/3} v + F^{-2/3} s \right) \text{Ai} \left( G^{1/3} v + G^{-2/3} s \right),
\]

(32)

\[
\tilde{P}_0(x, v; x_0, v_0; s) = \int_0^\infty dF F^{-1/3} \times \left[ \theta(x - x_0) e^{-F(x-x_0)} \text{Ai} \left( -F^{1/3} v + F^{-2/3} s \right) \text{Ai} \left( -F^{1/3} v_0 + F^{-2/3} s \right) + \theta(x_0 - x) e^{-F(x_0-x)} \text{Ai} \left( F^{1/3} v + F^{-2/3} s \right) \text{Ai} \left( F^{1/3} v_0 + F^{-2/3} s \right) \right].
\]

(33)

Here \( \text{Ai}(z) \) is the Airy function [7], and \( \tilde{P}_0(x, v; x_0, v_0; s) \) is the Laplace transform of the free propagator [7] for motion on the unbounded \( x \) axis.

Equations (32) and (33) specify the unique superposition of the separable solutions mentioned below Eq. (14) which satisfies the Fokker-Planck equation (5) with the initial condition (3) and the absorbing boundary condition (9). That \( \tilde{P}(0, v; x_0, v_0; s) \) vanishes for \( v > 0 \),
in accordance with Eq. (9), is not immediately obvious from Eqs. (32) and (33) but follows from the identity
\[
\frac{1}{F^{1/6}} \text{Ai} \left( F^{1/3}v + F^{-2/3}s \right) = \frac{1}{2\pi} \int_0^\infty \frac{dG}{F + G} \exp \left[ -\frac{2}{3} s^{3/2} (F^{-1} + G^{-1}) \right] \times \frac{1}{G^{1/6}} \text{Ai} \left( -G^{1/3}v + G^{-2/3}s \right). \tag{34}
\]
This relation only holds for \( v > 0 \) and may be derived by rewriting the right-hand side of Eq. (34) as an integral in the complex \( G \) plane with contour surrounding the positive \( G \) axis, deforming the contour so it surrounds the pole at \( G = -F \), and then invoking Cauchy’s residue theorem.

Expressions (32) and (33) provide the extension of McKean’s results (19) and (20) for the half space propagator with \( x = x_0 = 0 \) to arbitrary points \( x \) and \( x_0 \) on the positive \( x \) axis. Inverting the Laplace transform in Eq. (32) analytically appears out of the question, but for short times \( P(x, v; x_0, v_0; t) \) approaches the free propagator (7), and for long times \( t \gg x^{2/3}, x_0^{2/3}, v^2, \) and \( v_0^2 \),
\[
P(x, v; x_0, v_0; t) \approx 3^{5/3} \pi^{-3/2} t^{-5/2} (xx_0)^{1/6} \times U \left( -\frac{1}{6}, \frac{2}{3}, -\frac{v^3}{9x} \right) \times U \left( -\frac{1}{6}, \frac{2}{3}, -\frac{v_0^3}{9x_0} \right), \tag{35}
\]
as shown in Ref. [15], where \( U(a, b, c) \) is Kummer’s confluent hypergeometric function [7].

The Laplace transform of the survival probability follows from Eqs. (10), (32), and (33) and is given by [15]
\[
\tilde{Q}(x_0, v_0; s) = s^{-1} - \int_0^\infty dF F^{-5/3} e^{-Fx_0} \text{Ai} \left( F^{1/3}v + F^{-2/3}s \right) \times \left[ 1 + \frac{1}{4\pi^{1/2}} \Gamma \left( -\frac{1}{2}, \frac{2}{3} F^{-1}s^{3/2} \right) \right]. \tag{36}
\]
The small \( s \) behavior of \( \tilde{Q}(x_0, v_0; s) \), which diverges as \( s^{-3/4} \), implies the long time behavior
\[
Q(x_0, v_0; t) \approx 3^{4/3} \Gamma(\frac{1}{4}) \left( \frac{x_0^{2/3}}{t} \right)^{1/4} \times U \left( -\frac{1}{6}, \frac{2}{3}, -\frac{v_0^3}{9x_0} \right), \tag{37}
\]
for \( t \gg x_0^{2/3}, t \gg v_0^2 \). Expression (37) extends the McKean-Goldman result (24) for \( x_0 = 0 \) to arbitrary \( x_0 \).
Due to the slow $t^{-1/4}$ decay in Eq. (37), the average time of first arrival at the origin,

$$T(x_0, v_0) = \int_0^\infty dt \left[ -\frac{\partial}{\partial t} Q(x_0, v_0; t) \right] = \int_0^\infty dt Q(x_0, v_0; t), \quad (38)$$

is infinite.

The $t^{-1/4}$ dependence of the survival probability in Eqs. (24) and (37) also follows from the argument, see, e.g., [4, 16], that $Q$ decays as $N^{-1/2}$ for large $N$, where $N$ is the number of zero crossings of the velocity, in accordance with the Sparre-Anderson theorem [17], and that $N$ scales as $t^{1/2}$. Sinai [18] has given a rigorous derivation of the $t^{-1/4}$ behavior and other first-passage properties along these lines. For a derivation [20] that leads to the asymptotic form (37) in just a few steps (but does not determine the multiplicative constant) see Sec. III F.

E. Particle subject to a constant force and a random force

For a particle subject to a constant force, such as gravity, in addition to a random force, and governed by the equation of motion $\ddot{x} = g + \eta(t)$, the Fokker-Planck equation (5) is replaced by

$$\left( \frac{\partial}{\partial t} + v \frac{\partial}{\partial x} + g \frac{\partial}{\partial v} - \frac{\partial^2}{\partial v^2} \right) P_g(x, v; x_0, v_0; t) = 0, \quad (39)$$

Here, by rescaling of $x$ and $t$, we have chosen $g = \pm 1$ and $2\Lambda = 1$ with no loss of generality. The initial condition for $P_g(x, v; x_0, v_0; t)$ is the same as in Eq. (6), and for studying the first exit from the positive real axis, the same absorbing boundary condition (9) applies. Keeping this in mind and comparing Eqs. (5) and (39), we see that the propagators with and without the constant force $g$ are related by

$$P_g(x, v; x_0, v_0; t) = \exp \left[ \frac{1}{2} g(v - v_0) - \frac{1}{4} t \right] P(x, v; x_0, v_0; t). \quad (40)$$

Making use of Eq. (40) and expressions (20) and (32) for the propagator on the right-hand side, Burkhardt [19] has studied the first exit from the positive $x$ axis of a particle subject to a constant force and a random force. In contrast to the long time behavior discussed in connection with Eqs. (37) and (38), the survival probability $Q_g(x_0, v_0; t)$ for $g = 1$, corresponding to a constant force driving the particle in the $+x$ direction away from the origin, does not vanish for $t \to \infty$, and in the case $g = -1$ of a constant force toward the origin, the mean time $T_g(x_0, v_0)$ of arrival at the origin is finite.
F. Partially absorbing, inelastic boundary

Consider a randomly accelerated particle on the half line \( x > 0 \), which, on reaching the origin, is absorbed with probability \( 1 - p \) and reflected inelastically with probability \( p \) and velocity \(-rv\), where \( r \) is the coefficient of restitution. The probability \( Q(x_0, v_0; t) \) that the particle has not yet been absorbed after a time \( t \) satisfies the backward Fokker-Planck equation (11) with initial condition (12) and boundary condition

\[
Q(0, -v_0; t) = pQ(0, rv_0; t), \quad v_0 > 0.
\]

Burkhardt [20] showed that \( Q(x_0, v_0; t) \) decays asymptotically as \( t^{-\phi} \) for large \( t \), with persistence exponent \( \phi(p) \) given by

\[
2 \sin \left[ \frac{\pi}{6} (1 - 4\phi) \right] = pr^{2\phi}.
\]

Making use of Eqs. (27)-(31), De Smedt et al. [12] confirmed the persistence exponent (42) and derived the functional form of the survival probability \( \tilde{Q}(0, v_0; s) \) for the case \( r = 1 \) of absorption with probability \( 1 - p \) and elastic reflection with probability \( p \). This quantity has the expansion

\[
Q(0, v_0; t) = \sum_{n=0}^{\infty} p^n p_n(v_0, t)
\]

in terms of the probability \( p_n(v_0, t) \) of \( n \) returns in a time \( t \) introduced in Eq. (31) and can be used as a generating function in calculating the moments of \( n \). The studies [12-14] of the distribution \( p_n(v_0, t) \) cited at the end of Sec. II C are carried out in the context of random acceleration with partial absorption and make use of Eqs. (42) and (43).

A short route to the persistence exponent (42), following Ref. [20], is as follows: Scaling invariance restricts \( Q(x_0, v_0; t) \) to a function of two scale independent variables \( v_0^3/x_0 \) and \( t^3/x_0^2 \). This and the assumption of a \( t^{-\phi} \) decay imply

\[
Q(x_0, v_0; t) \approx \left( tx_0^{-2/3} \right)^{-\phi} \mathcal{F} \left( v_0^3/9x_0 \right).
\]

Substituting this in the Fokker-Planck equation (11) and dropping all terms which decay faster than \( t^{-\phi} \) leads to the confluent hypergeometric [7] differential equation

\[
\left[ z\partial_z^2 + \left( \frac{2}{3} - z \right) \partial_z + \frac{2}{3} \phi z \right] \mathcal{F}(z) = 0.
\]

The solution which is finite for \( v_0 \to \infty \) is given by

\[
\mathcal{F} = CU \left( -\frac{2}{3} \phi, \frac{2}{3}, v_0^3/9x_0 \right),
\]

where \( C \) is a constant and \( U(a, b, z) \) is Kummer’s function [7]. Imposing the boundary condition (41) leads directly to expression (42) for the persistence
exponent $\phi$. For $p = 0$ the first-passage probability given in Eq. (37) is reproduced, apart from the multiplicative constant.

A randomly accelerated particle moving between two walls from which it is reflected inelastically is expected to reach a steady-state, in which the kinetic energy gain due to the random force is lost in the inelastic collisions. The question whether there is “inelastic collapse” or localization of the particle at the boundaries has been considered by several authors, see \[21\]-\[24\] and references therein. According to Ref. \[23\], the equilibrium rate of collision with the boundaries is infinite for coefficient of restitution $r < r_c = \exp\left(-\pi/\sqrt{3}\right) = 0.163...$, as first pointed out by Cornell et al. \[21\], but this does not lead to localization of the particle at the boundary.

Similar conclusions were reached \[25\] for a particle which is accelerated on the half line $x > 0$ by both a random force and a constant force directed to the origin, where it is reflected inelastically. The collision rate at the origin is infinite for $r < r_c = \exp\left(-\pi/\sqrt{3}\right)$, but this does not lead to localization at the origin. For two values $r = \frac{1}{2}$ and $\frac{1}{3}$, the steady state distribution function $P_{eq}(x,v)$ was calculated explicitly.

G. Windy cliff problem

Consider a particle in the half plane $(x,y)$ with $x > 0$ which moves diffusively in the $y$ direction and is transported in the $x$ direction by a flow field $f(y)$ according to

$$\dot{y} = \eta(t), \quad \dot{x} = f(y).$$

(45)

In the case $f(y) = y$ of uniform shear flow, Eq. (45) is equivalent to the random acceleration process $\ddot{x} = \eta(t)$, and the probability that the particle has not yet reached the boundary $x = 0$ after a time $t$ decays asymptotically as $t^{-1/4}$ for long times, as in Eq. (37).

Redner and Krapivsky \[26\] have shown that for the flow field $f(y) = v_0 \text{sgn}(y)$, the survival probability also decays as $t^{-1/4}$, and Bray and Gonos \[27\] have extended this result to any $f(y)$ which is an odd function of $y$ and has the same sign as $y$. Results for an even larger class of flow fields and for partially absorbing boundaries are given in \[4\], \[28\].
III. FIRST EXIT FROM THE INTERVAL 0 < x < 1

A. Mean Exit Time

Unlike the mean exit time (38) from the positive x axis, the mean exit time $T(x_0, v_0)$ of a randomly accelerated particle from a line segment of finite length is finite. Rescaling of both $x$ and $t$ allows us to set the segment length equal to 1 and $2\Lambda = 1$ in Eqs. (11) and (5), and with no loss of generality we consider the interval $0 < x < 1$. From Eq. (38) and the backward Fokker-Planck equation (11) for the survival probability, we obtain the inhomogeneous partial differential equation

$$\left(v_0 \frac{\partial}{\partial x_0} + \frac{\partial^2}{\partial v_0^2}\right) T(x_0, v_0) = -1,$$

(46)

for the mean exit time, to be solved with the boundary conditions

$$T(0, v_0) = 0, \quad v_0 < 0,$$

(47)

$$T(1, v_0) = 0, \quad v_0 > 0.$$

(48)

This differential equation looks simpler than the Fokker-Planck equation (11), since there is no time derivative, but a complicating feature is that there are two boundaries at which the particle can exit. The system of equations (46)-(48) was solved by Franklin and Rodemich [29] and Masoliver and Porrà [30], and the mean escape time is

$$T(x_0, v_0) = T(1-x_0, -v_0) = \frac{1}{3} (\pi v_0)^{1/2} \int_0^{1-x_0} dy \frac{e^{-v_0^3/18y}}{y^{1/2}} I_{-1/6} \left( \frac{v_0^3}{18y} \right)$$

$$+ \frac{2^{-7/3} 3^{3/2}}{\Gamma(\frac{2}{3})^2} \int_{x_0}^1 dy \frac{e^{-v_0^3/9(y-x_0)}}{(y-x_0)^{2/3} [y(1-y)]^{-1/6}}$$

$$\times \left[ 2F_1(1, -\frac{2}{3}; \frac{5}{6}; 1-y) - 2F_1(1, -\frac{2}{3}; \frac{5}{6}; y) \right], \quad v_0 > 0.$$

(49)

B. Splitting Probabilities

The probabilities $q_0(x_0, v_0)$ and $q_1(x_0, v_0)$ that the particle makes its first exit from the line segment $0 < x < 1$ at $x = 0$ and $x = 1$, respectively, are determined by the sum rule $q_0(x_0, v_0) + q_1(x_0, v_0)$, the reflection symmetric property $q_0(x_0, v_0) = q_1(1-x_0, -v_0)$, and the differential equation

$$\left(v_0 \frac{\partial}{\partial x_0} + \frac{\partial^2}{\partial v_0^2}\right) q_0(x_0, v_0) = 0,$$

(50)
with boundary condition

\[ q_0(0, v_0) = 1, \quad v_0 < 0. \]  \hfill (51)

The solution, obtained by Bicout and Burkhardt \[31\], is

\[ q_0(x_0, v_0) = 1 - q_0(1 - x_0, -v_0) = \frac{1}{2\pi} \int_{x_0}^1 dy \frac{e^{-\frac{v_0^2}{9(y-x)}}}{(y-x)^{2/3}} [g(1-y)]^{-1/6}, \quad v_0 > 0. \]  \hfill (52)

C. Long Time Behavior

In the long time limit, the probability density for propagation of the particle from \( x_0, v_0 \) to \( x, v \) without leaving the line segment \( 0 < x < 1 \) decays as

\[ P(x, v; x_0, v_0; t) \approx \psi_0(x, v)\psi_0(x_0, -v_0)e^{-E_0t}, \]  \hfill (53)

where \( E_0 \) is the eigenvalue with the smallest real part of the time-independent Fokker-Planck equation

\[ \left(-E + v \frac{\partial}{\partial x} - \frac{\partial^2}{\partial v^2}\right)\psi(x, v) = 0, \]  \hfill (54)

with the absorbing boundary condition \( \psi(0, v) = \psi(1, -v) = 0 \) for \( v > 0 \), analogous to Eq. (9). From Eqs. (10) and (53) it is clear that the survival probability \( Q(x_0, v_0; t) \) also decays as \( e^{-E_0t} \). Solving numerically an integral equation for \( E_0 \) and \( \psi_0 \) that arises in an exact analytic approach, Burkhardt \[32\] obtained \( E_0 = 1.3904 \) to 5 significant figures, a result which is in excellent agreement with precision simulations. As discussed below in Sec. \[VA\], this number is of interest in connection with the equilibrium statistical mechanics of semi-flexible polymers confined in narrow channels.

IV. EXTREME STATISTICS OF THE RANDOM ACCELERATION PROCESS

Consider the family of possible trajectories of a randomly accelerated particle which lead from \( x_0, v_0 \) to \( x_1, v_1 \) in a time \( t = T \). Each trajectory \( x(t) \) reaches a maximum value of \( x \) at some time in the interval \( 0 \leq t \leq T \). The probability that the maximum value lies between \( X \) and \( X + dX \) may be expressed as \( P(X, T|x_1, v_1; x_0, v_0) dX \). Probability distributions such as \( P \) play a central role in the field of extreme value statistics \[33\quad36\]. We will see that the extreme value and first-passage statistics of random acceleration are closely related.
We begin with the relation
\[ \mathcal{P} = \frac{\partial \mathcal{F}}{\partial x}, \] (55)
between the desired distribution and the cumulative probability \( \mathcal{F}(X,T|x_1, v_1; x_0, v_0) \) that the maximum displacement of a trajectory from \( x_0, v_0 \) to \( x_1, v_1 \) in time \( T \) is less than \( x \). From invariance under the translation \( x \to x - X \) and the reflection \( x \to -x, v \to -v \), \( \mathcal{F}(X,T|x_1, v_1; x_0, v_0) \) is the same as the probability of propagation from \( X - x_0, -v_0 \) to \( X - x_1, -v_1 \), without ever leaving the positive \( x \) axis. Thus, in the regime \( X > \max(x_1, x_2) \) in which \( \mathcal{F} \) does not vanish identically,
\[ \mathcal{F}(X,T|x_1, v_1; x_0, v_0) = \frac{P(X - x_1, -v_1; X - x_0, -v_0; T)}{P_0(X - x_1, -v_1; X - x_0, -v_0; T)}. \] (56)
Here \( P(x, v; x_0, v_0; t) \) is the half-line propagator with absorbing boundary condition at the origin, discussed at length in Sec. I1 and \( P_0(x, v; x_0, v_0; t) \) is the corresponding propagator in the absence of boundaries, given explicitly in Eq. (7).

The asymptotic form of \( \mathcal{F}(X,T|x_1, v_1; x_0, v_0) \) for large \( T \) follows directly from Eqs. (7), (35), and (56), and for general \( T \), \( \mathcal{F}(X,T|x_1, v_1; x_0, v_0) \) can be evaluated by numerical inversion of the Laplace transform (32).

It is simple to derive analogous extreme distributions for other boundary conditions of interest. For example, the probability that the maximum displacement of a trajectory which begins at \( x_0, v_0 \) does not exceed \( X \) in a time \( T \), with no restrictions on \( x_1, v_1 \), is given by
\[ \mathcal{F}(X,T|x_0, v_0) = \frac{\int_{-\infty}^{\infty} dv_1 \int_{-\infty}^{X} dx_1 \, P(X - x_1, -v_1; X - x_0, -v_0; T)}{\int_{-\infty}^{\infty} dv_1 \int_{-\infty}^{\infty} dx_1 \, P_0(X - x_1, -v_1; X - x_0, -v_0; T)} = Q(X - x_0, -v_0; t), \] (57)
where we have used the normalization condition \( (8) \), and where \( Q \) is the survival probability introduced in Eq. (10), with Laplace transform and asymptotic form for large \( t \) given in Eqs. (36) and (37), respectively. Although the distribution \( \mathcal{P}(X,T|x_0, v_0) \) defined by Eqs. (36), (55), and (57) has not been evaluated analytically, Reybaut et al. 38 have derived all its moments \( \langle (X - x_0)^n \rangle_T \) for \( v_0 = 0 \). The first two are given by
\[ \langle X - x_0 \rangle_T = \sqrt{\frac{3}{8\pi}} T^{3/2}, \quad \langle (X - x_0)^2 \rangle_T = \left( \frac{2}{3} - \frac{103}{384} \sqrt{\frac{3}{2}} \right) T^3. \] (58)

The extreme displacement of trajectories which start at the origin, return after a time \( T \), and are periodic, with \( x(t) = x(t + T) \) and \( x(0) = 0 \) is analyzed in Ref. 37. In analogy with
Eqs. (56) and (57), the probability such a periodic trajectory has maximum displacement less than \( X \) is given by

\[
\mathcal{F}_{\text{per}}(X, T) = \frac{\int_{-\infty}^{\infty} dv \, P(X, v; X, v; T)}{\int_{-\infty}^{\infty} dv \, P_0(X, v; X, v; T)}.
\]  

(59)

Evaluating the right hand side of Eq. (59) using Eqs. (7) and (32) and differentiating with respect to \( X \), in accordance with Eq. (55), leads to the extreme value distribution

\[
\mathcal{P}_{\text{per}}(X, T) = \frac{2^{4/3} 3^{5/6}}{\sqrt{\pi} X} \left( \frac{X}{T^{3/2}} \right)^{2/3} e^{-48X^2/T^3} U\left( -\frac{1}{6}, \frac{2}{3}, \frac{48X^2}{T^3} \right).
\]  

(60)

Here again, \( U(a, b, z) \) is Kummer's confluent hypergeometric function \([7]\). For more details and a discussion of the extreme statistics of the process \( d^n x/dt^n = \eta(t) \) for general integer and non-integer \( n \), not just the case \( n = 2 \) of random acceleration, see \([37]\).

The distribution \( \mathcal{P}_g(X, v_0) \) of the maximum height \( X \) attained by a particle which is thrown vertically upwards with velocity \( v_0 \) and is subject to both a random force and a downward gravitational force \( g = -1 \) is studied in Ref. \([19]\). As in the examples considered above, the extreme distribution follows from the ratio of the propagators, discussed in Sec. IIIE for motion on the half line and entire line and is given by \([19]\)

\[
\mathcal{P}_g(X, v_0) = \frac{e^{v_0/2}}{\sqrt{2\pi}} \int_0^\infty dF \, F^{-1/6} \times \exp \left( -\frac{1}{12} F - FX \right) \text{Ai} \left( -F^{1/3} v_0 + \frac{1}{4} F^{-2/3} \right)
\]  

(61)

for positive \( v_0 \). In the limit of large \( v_0 \), the mean height and standard deviation vary according to \( \langle X \rangle \approx \frac{1}{2} v_0^2 + v_0 \) and as \( \sigma \approx \left( \frac{2}{3} v_0^3 \right)^{1/2} \), as compared to the familiar maximum height \( \frac{1}{2} v_0^2 \) in the absence of the random force.

Finally we note that Reyimbaut et al. \([38]\) make use of extreme value statistics in their analysis of the convex hulls of trajectories of randomly accelerated particles in two dimensions, which begin at the origin with velocity zero and continue for a time \( T \). For the mean values of the perimeter \( L \) and area \( A \) of the hull, they obtain

\[
\langle L \rangle_T = \sqrt{\frac{3\pi}{2}} T^{3/2}, \quad \langle A \rangle_T = \frac{5\pi}{192} \sqrt{\frac{3}{2}} T^3.
\]  

(62)
V. APPLICATIONS

A. Semi-flexible polymer in a cylindrical channel

Consider a long, semi-flexible polymer or worm-like chain fluctuating in equilibrium in a narrow cylindrical channel. If the width of the channel is much smaller than the persistence length $P$, typical polymer configurations hardly deviate from straight lines and correspond, as shown in Fig. 2, to single valued functions $\vec{r}(t)$, where $(x, y, t)$ are Cartesian coordinates, and $\vec{r} = (x, y)$ specifies the transverse displacement of the polymer from the symmetry axis or $t$ axis of the tube. The bending energy $\mathcal{H} = \frac{1}{2} \kappa \int ds (d\hat{r}/ds)^2$, where $s$ is the arc length and $\hat{r}$ is a unit tangent vector, simplifies to $\mathcal{H} = \frac{1}{2} \kappa \int dt (d^2\vec{r}/dt^2)^2$, and the polymer partition function is given by

$$ Z(\vec{r}, \vec{v}; \vec{r}_0, \vec{v}_0; t) = \int D^2r \exp \left[ -\frac{P}{2} \int_0^t \left( \frac{d^2\vec{r}}{dt^2} \right)^2 \right], \quad (63) $$

where $P = \kappa/k_B T$, and satisfies the Fokker-Planck equation

$$ \left( \frac{\partial}{\partial t} + \vec{v} \cdot \nabla - \frac{1}{2P} \nabla^2 \right) Z(\vec{r}, \vec{v}; \vec{r}_0, \vec{v}_0; t) = 0. \quad (64) $$

Since discontinuities in slope of the polymer at the boundary cost an infinite bending energy and are suppressed, $Z(\vec{r}, \vec{v}; \vec{r}_0, \vec{v}_0; t)$ vanishes as $\vec{r}$ approaches the wall of the tube for
\( \hat{n} \cdot \vec{v} > 0 \), where \( \hat{n} \) is normal to the wall and directed toward the interior of the tube.

From comparing the path integrals (4) and (63), the Fokker-Planck equations (5) and (64), and the boundary condition (9) with the one in the preceding paragraph, one concludes [32] that the polymer partition function is identical with the probability that a randomly accelerated particle moving in two dimensions propagates from \((\vec{r}_0, \vec{v}_0)\) to \((\vec{r}, \vec{v})\) without leaving a two-dimensional domain corresponding to the cross section of the channel. As illustrated in Fig. 2, each of the possible trajectories of the randomly accelerated particle may be interpreted as a polymer configuration.

In the long-polymer limit, the partition function (63) has the asymptotic form

\[
Z \approx \psi_0 (\vec{r}, \vec{v}) \psi_0 (\vec{r}_0, -\vec{v}_0) e^{-E_0 t},
\]

where \(E_0\) is the smallest eigenvalue of the \(t\)-independent Fokker-Planck equation and \(\psi_0 (\vec{r}, \vec{v})\) is the corresponding eigenfunction. Thus, we interpret \(f = k_B T E_0\) as the free energy per unit length of confinement of the polymer. According to the correspondence in Fig. 2, the probability that the randomly accelerated particle has not yet left the two-dimensional domain corresponding to the channel cross section in a time \(t\) decays as \(e^{-E_0 t}\).

For a tightly confined polymer polymer in a channel with a rectangular cross section with edges \(D_1\) and \(D_2\), the partition function (63) factors in the form

\[
Z(x, v_x; x_0, v_{0x}; t) Z(x, v_x; x_0, v_{0x}; t),
\]

and the value of \(E_0\) follows from the numerical result for random acceleration in one dimension quoted just below Eq. (54). Going from dimensionless variables back to the original variables, one obtains [32]

\[
f \approx A_{\square} \frac{kT}{P^{1/3}} \left( \frac{1}{D_1^{2/3}} + \frac{1}{D_2^{2/3}} \right),
\]

(65)

for the free energy of confinement per unit length, with \(A_{\square} = 2^{-1/3}(1.3904) = 1.1036\).

By performing computer simulations of randomly accelerated motion, one can study properties of tightly confined polymers in channels, using the correspondence illustrated in Fig. 2. The estimates \(A_{\square} = 1.1038 \pm 0.0006\) for the amplitude in Eq. (65) and the corresponding amplitude \(A_o = 2.3565 \pm 0.0004\) in the free energy of confinement

\[
f \approx A_o \frac{kT}{P^{1/3} D^{2/3}},
\]

(66)

for a channel with a circular cross section of diameter \(D\) were obtained this way [39–41], and the mean value and fluctuations of the length of channel occupied by the polymer were also studied.
The dependence on the persistence length and channel dimensions in Eqs. (65) and (66), which follows from the polymer partition function (63), is completely consistent with scaling predictions of Odijk [42]. Finally, we call attention to recent experimental studies of single biopolymers, for example DNA [43] and actin filaments [44]-[46], in channels with widths smaller than or comparable with the persistence length.

B. Spatial persistence in interface growth

Majumdar and Bray [4], [47] have studied the persistence of fluctuating interfaces which evolve according to the Langevin equation

$$\frac{\partial h}{\partial t} = - (-\nabla^2)^{z/2} h + \xi,$$

where $h(\vec{r},t)$ denotes the height of the interface above point $\vec{r}$ in a $d$-dimensional hyperplane, $z$ is a dynamical exponent, and $\xi$ is Gaussian white noise with zero mean and $\langle \xi(\vec{r},t) \xi(\vec{r}',t') \rangle = \Lambda \delta(\vec{r} - \vec{r}') \delta(t - t')$. The values $z = 2$ and $z = 4$ correspond to the well-known cases of Edward-Wilkinson and Mullins-Herring growth, respectively.

Majumdar and Bray analyzed the correlations of the quantity $g_n(x_1, x_2, x_3, ...)$ with respect to an arbitrary direction $x_1$ in the hyperplane. In the steady-state limit $t \to \infty$, the equal time pair correlation function $\langle g_n(x_1, x_2, x_3, ...)g_n(x_1', x_2, x_3, ...) \rangle$ turns out to be proportional to $\delta(x_1 - x_1')$, corresponding to Gaussian white noise, for $n = \frac{1}{2}(z - d + 1)$. In particular, in the case $z = 4, d = 1$, corresponding to Mullins-Herring or Golubović-Bruinsma-Das Sarma-Tamborenea [48],[49] growth, this implies $d^2h/dx^2 = \eta(x)$, where $\eta(x)$ is Gaussian white noise with zero mean. Since this is the same as the random acceleration process (1) with variables $(h,x)$ in place of $(x,t)$, the spatial persistence of the interface and the temporal persistence of the randomly accelerated particle are the same. Thus, the probability, in steady state, that an interface $h(x)$ with height $h_0$ and slope $h_0'$ at $x_0$ does not return to the same height $h_0$ within a distance $|x - x_0|$ of $x_0$ decays as $(h_0'^2/|x - x_0|)^{1/4}$ for large distances, as in Eq. (24).

For more details and an analysis of other growth models and other types of persistence in interface growth, see Refs. [4],[47].
C. Other applications

In closing we reference several other applications where first-passage properties of random acceleration play a role:

Several authors [50]-[55] have considered the desorption or depinning transition in a rather artificial \(1 + 1\) dimensional model of a semi-flexible polymer fluctuating without overhangs in the half plane \(x > 0, -\infty < t < \infty\) with partition function

\[
Z(x, v; x_0, v_0; t) = \int Dx \exp \left\{ - \int_0^t dt \left[ \frac{P}{2} \left( \frac{d^2x}{dt^2} \right)^2 + V(x) \right] \right\},
\]

reminiscent of the propagator (1) for random acceleration and the partition function (63) for a nearly straight polymer. Here, \(x\) and \(t\) are Cartesian coordinates, and \(V(x)\) is a short range interaction favoring absorption of the polymer along the boundary \(x = 0\). The desorption transition, as the temperature is raised, appears to be first-order, in contrast to the second-order desorption transition, in both two and three spatial dimensions and in the limit of infinite contour length, of a flexible self-avoiding, semi-flexible polymer, fluctuating with overhangs included [56].

Schwarz and Maimon [16] make use of first-passage properties of random acceleration in analyzing a model for crack propagation in elastic media.

The propagator for random acceleration on the half line with absorbing boundary condition appears in Valageas’ analysis [57] of the statistical properties of the Burgers equation with Brownian initial velocity.

Convex hulls have applications [38] in crystallography, computer image processing, ecology, and polymer statistics. Hilhorst et al. [58] have found a connection between the random acceleration process and Sylvester’s problem of convex polygons. Reymbaut et al. [38] map the convex hull of a two-dimensional random acceleration process onto a one-dimensional problem and make use of first-passage properties and extreme statistics of random acceleration in their analysis.

Finally we note that Majumdar et al. [59] have analyzed the distribution \(p(t_m|T)\) of the time \(t_m\) at which a particle reaches its maximum displacement if it begins at the origin with velocity zero and is randomly accelerated for a time \(T\). They obtain simple analytic expressions both for integrals of Brownian bridges (trajectories constrained to return to \(v = 0\) in a time \(T\)) and integrals of free Brownian motion (no restrictions on the trajectory...
Lévy’s arcsine law $p(t|T) = \pi^{-1} [t(T - t)]^{-1/2}$. For random acceleration, on the other hand, Majumdar et al. conclude, on the basis of computer simulations, that $p(t_{\text{occup}}|T)$ does not coincide with either of their results for $p(t_m|T)$. The derivation of the exact analytical form of $p(t_{\text{occup}}|T)$ for random acceleration is a challenging, currently unsolved problem.
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