Building the Galilean moons system via pebble accretion and migration: A primordial resonant chain
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ABSTRACT
The origins of the Galilean satellites – namely Io, Europa, Ganymede, and Callisto – is not fully understood yet. Here we use N-body numerical simulations to study the formation of Galilean satellites in a gaseous circumplanetary disk around Jupiter. Our model includes the effects of pebble accretion, gas-driven migration, and gas tidal damping and drag. Satellitesimals in our simulations first grow via pebble accretion and start to migrate inwards. When they reach the trap at the disk inner edge, scattering events and collisions take place promoting additional growth. Growing satellites eventually reach a multi-resonant configuration anchored at the disk inner edge. Our results show that an integrated pebble flux of $\gtrsim 2 \times 10^{-3} M_J$ results in the formation of satellites with masses typically larger than those of the Galilean satellites. Our best match to the masses of the Galilean satellites is produced in simulations where the integrated pebble flux is $\sim 10^{-3} M_J$. These simulations typically produce between 3 and 5 satellites. In our best analogues, adjacent satellite pairs are all locked in 2:1 mean motion resonances. However, they have also moderately eccentric orbits ($\sim 0.1$), unlike the current real satellites. We propose that the Galilean satellites system is a primordial resonant chain, similar to exoplanet systems as TRAPPIST-1, Kepler-223, and TOI-178. Callisto was probably in resonance with Ganymede in the past but left this configuration – without breaking the Laplacian resonance – via divergent migration due to tidal planet-satellite interactions. These same effects further damped the orbital eccentricities of these satellites down to their current values ($\sim 0.001$). Our results support the hypothesis that Io and Europa were born with water-ice rich compositions and lost all/most of their water afterwards. Firmer constraints on the primordial compositions of the Galilean satellites are crucial to distinguish formation models.
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1 INTRODUCTION
The Galilean satellites of Jupiter – namely, Io, Europa, Ganymede, and Callisto – were discovered by Galileo Galilei in the 17th century. They were the first objects to be observed orbiting another body than the Earth and Sun. Historically, their importance lies in the fact that it was one of the first observational evidence supporting the Copernican view of the Solar System. Early mathematical studies of the Galilean satellites motion around Jupiter were also crucial to promote the development of celestial mechanics and our understanding of resonances in the Solar System and beyond it (Johnson 1978). Today – 400 years after their discovery – the origins of the Galilean satellites remain an intense topic of debate.

Space-mission explorations, ground and space-based observations have provided a series of important constraints on Galilean satellites’ formation models. The low orbital eccentricities and inclinations of these satellites and their common direction of rotation around Jupiter suggest formation in a thin common disk, in a process similar to the formation of planets around a star (Lunine & Stevenson 1982). Indeed, observations (Pineda et al. 2019; Christiaens et al. 2019) and numerical simulations (Lubow et al. 1999; Kley 1999) suggest that the gas and dust not yet accreted to the envelope of a growing gas giant planet may give rise to a circumplanetary disc (hereafter referred as CPD). The formation of a circumplanetary disk is particularly possible if the temperature at the planet’s envelope surface is not above a threshold ($\sim 2000$ K) to prevent the planet’s envelope from contracting and material in-falling into a fairly thin disk around its equator (Ward & Canup 2010; Szulágyi et al. 2016).

A growing gas giant planet eventually opens a gap in the gaseous circumstellar disk (hereafter referred as CSD; Lin & Papaloizou 1986a,b). Numerical simulations show that the CPD is fed by a fraction of the gas from the CSD that enters the planet’s Hill radius (Lubow et al. 1999; Kley 1999) due to the meridional circulation of gas in the gap’s vicinity (Tanigawa et al. 2012; Morbidelli et al. 2014; Szulágyi et al. 2014; Schulik et al. 2020). This theoretical result has been recently supported by observations of CPDs (Isella et al. 2019; Teague et al. 2019). In this work, we use N-body numerical simulations to model the formation of the Galilean satellites in a gaseous circumplanetary disk around Jupiter. Our model includes the effects of pebble accretion, gas-driven migration, tidal damping of eccentricity and inclination, and gas drag. Before presenting the very details of our model and results, we briefly discuss the physical and
orbital properties of the Galilean satellites and also review existing models accounting for the origins of the Galilean satellites.

1.1 Physical and orbital properties of the Galilean system

The Galilean satellites form a dynamically compact system. The innermost satellite — Io — orbits Jupiter at about ~6 R\_J while the outermost one — Callisto — is at ~26 R\_J, where R\_J is the physical radius of Jupiter. All these satellites have almost circular and coplanar orbits. Table 1 summarizes the physical and orbital parameters of the Galilean satellites.

The Galilean satellites system forms an intricate chain of orbital resonances. Io and Europa evolve in a 2:1 mean-motion resonance (MMR), where Io completes two orbits around Jupiter while Europa completes one. Europa and Ganymede are also in a 2:1 MMR. These resonances are associated with the characteristic resonant angles 2\(\lambda_E - \lambda_I = \pi/2\), 2\(\lambda_E - \lambda_I = \pi\), and 2\(\lambda_E - \lambda_I = \pi/2\), where \(\pi\) followed by a subscript label denotes a specific satellite (Peale 1999).

These 2-body MMRs have low-amplitude libration, and they can be followed by a subscript label denotes a specific satellite (Peale 1999). These resonances are associated with the characteristic resonant angles 2\(\lambda_E - \lambda_I = \pi/2\), 2\(\lambda_E - \lambda_I = \pi\), and 2\(\lambda_E - \lambda_I = \pi/2\), where \(\pi\) followed by a subscript label denotes a specific satellite (Peale 1999). These 2-body MMRs have low-amplitude libration, and they can be combined into an associated resonant angle \(\phi_{I,E,G}\) that librates around 180\(^\circ\) with a small amplitude of 0.03\(^\circ\). \(\phi_{I,E,G}\) defines the so-called Laplace resonance and it is given as (Greenberg 1977)

\[
\phi_{I,E,G} = 2\lambda_E - 3\lambda_I + \lambda_G,
\]

where \(\lambda\) is the mean anomaly, and the subscripts \(I\), \(E\), and \(G\) refer to the satellites Io, Europa, and Ganymede, respectively.

Unlike the three innermost Galilean satellites, Callisto is not locked in a first-order mean motion resonant configuration with any other satellite. This is an important constraint to formation and also dynamical evolution models.

Formation models are also constrained by the satellites’ composition. Table 1 shows that the water-ice content (density) of these satellites increases (decreases) with their orbital distance to Jupiter. Io is virtually dry, Europa carries about 8% of its mass as water-ice, Ganymede and Callisto are water-ice rich bodies with ~40-50% water-ice mass content.

The low water-ice contents of Io and Europa have been originally interpreted as evidence of formation in hot regions of the CPD disk, probably mostly inside the disk snowline — the location in the Jovian circumplanetary disk where water condensates as ice (Lunine & Stevenson 1982). Their compositions have been used as strong constraints on several formation models (Mosqueira & Estrada 2003a,b; Canup & Ward 2009; Ronnet et al. 2017; Shibaike et al. 2019). However, it has been more recently proposed that Io and Europa may have formed mostly from water-ice rich material (similar to Ganymede and Callisto) and lost (most of) their water. The energy deposited by the accretion of solids combined with warm temperatures in the inner parts of the CPD can lead to the formation of surface water oceans and rich water-vapor atmospheres. These water reservoirs are then rapidly lost via hydrodynamic escape, partially (or fully) drying the two innermost satellites (Bierson & Nimmo 2020). Additional water loss may be driven by giant impacts during their formation and enhanced tidal heating effects caused by the Laplacian resonance (Dwyer et al. 2013; Hay et al. 2020). Different from Io and Europa, the high concentrations of water-ice in Ganymede and Callisto suggest formation in cold and volatile-rich environments of the CPD (Schubert et al. 2004), very likely outside the disk snowline where very limited water loss via hydrodynamic escape took place, if any at all.

Formation models have also attempted to account for expected differences in the internal structures of the Galilean satellites. Different levels of core-mantle segregation are typically associated to different accretion timescales (Mosqueira & Estrada 2003a,b; Canup & Ward 2002, 2006, 2009; Sasaki et al. 2010; Miguel & Ida 2016; Ronnet et al. 2017; Shibaike et al. 2019). Io, Europa, and Ganymede are most likely fully differentiated bodies, with well distinct metallic cores and silicate mantles (Schubert et al. 2004). Unlike, Callisto has been thought to be at most only partially differentiated (Schubert et al. 2004). The weak evidence of endogenic activity on Callisto’s surface found by the Galileo mission in combination with frustrated detection of a core magnetic field by magnetic observations suggest limited differentiation (Journaux et al. 2020). This implies that Callisto had a relatively late and protracted accretion phase, potentially completed after the extinction of short-lived radioactive nuclei (e.g. 26Al, Barr & Canup 2008, 2010) – the most likely source of heating to cause large scale ice melting and core segregation. In this school of thought, it has been proposed that Callisto formed no earlier than ~3 Myr after the calcium–aluminum-rich inclusions (McKinnon 2006). Io, Europa, and Ganymede should have formed earlier than that to account for their differentiated state. However, the interior structure of Callisto is still debated. It has been more recently suggested that even in the scenario of late/protracted formation, it could be very difficult to suppress differentiation of Callisto due to density gradients trapping heat generated by the decay of long-lived radioisotopes (O’Rourke & Stevenson 2014) during the Solar System history. The presence of non-hydrostatic pressure gradients in Callisto could also allow a complete differentiated state (Gao & Stevenson 2013). So, if Callisto is (fully) differentiated or not remains unclear (Ronnet & Johansen 2020).

Finally, it is also important to note in Table 1 that the masses of the Galilean satellites do not show any clear correlation with their orbital distance to Jupiter (e.g., no radial mass ranking), which is an important constraint to formation models (Crida & Charnoz 2012). In the next section, we review Galilean satellite formation models to motivate this work.

1.2 The minimum mass sub-nebula model (MMSN model)

Based on the minimum mass solar nebula model for the Solar System (Weidenschilling 1977; Hayashi 1981), Lunine & Stevenson (1982) and Mosqueira & Estrada (2003a,b) proposed a modified version of this scenario applied to the Galilean satellites system. In these models, solids in the CPD are assumed to be in form of km-sized satellites (following previous studies (Mosqueira & Estrada 2003a,b) we use the term “satellitesimals” to refer to km-sized objects, precursors of the satellites in the CPD) that grow by mutual collisions up to the Galilean satellites masses. In most of these simulations, satellites are formed in very short timescales, typically of about 10^2-10^3 years, which would suggest that they all should have differentiated interiors (or similar internal structure). This has been one of the issues raised against the MMSN model because several models considered that Callisto is at most only partially differentiated (e.g. Canup & Ward 2002). Regardless if Callisto is or not differentiated in reality, other inconsistencies between the model results and the real satellite system exist. In addition, the masses and orbits of the simulated satellites poorly match the Galilean ones (e.g. some simulations show satellite systems with radial mass ranking).

Miguel & Ida (2016) analyzed the formation of the Galilean satellites considering different MMSN model scenarios. They invoked a semi-analytical model to simulate migration and growth including also the effects of an inner cavity in the gas disk. This disk feature was mostly neglected in previous studies but it is crucial to avoid the dramatic loss of solids via gas drag and gas driven migration (Miguel & Ida 2016) in the disk. When a body reaches the inner disk cavity its
drift and migration stop which allows other bodies migrating/drifting inwards to be captured in MMRs. This process tends to repeat and leads to the formation of a resonant chain anchored at the disk inner edge (analogues to the formation of super-Earth systems; see Izidoro et al. 2017, 2019). The authors verified that the final period-ratio of adjacent satellites in their simulated systems better reproduce the Galilean system if the migration timescale is increased, relative to those used in Mosqueira & Estrada (2003a,b). However, by invoking longer migration timescales to avoid the mentioned issue, the masses of their simulated satellites did not provide a reasonable match to the Galilean satellites (Miguel & Ida 2016). Finally, the semi-analytical treatment invoked in Miguel & Ida (2016) did not allow them to precisely model the secular and resonant interaction of adjacent satellite pairs neither their growth via giant impacts.

Moraes et al. (2018) explored the MMSN model using N-body simulations starting from a population of satellites-embryos that are allowed to type-I migrate and grow via giant impacts. Some of their simulations were successful in producing four satellites starting from a population of ~20 satellite-embryos and many relatively smaller satellites/embryos, but their simulations fail to match the final masses and orbital configuration of the Galilean satellites. In their best Galilean system analogue, the innermost satellite is at 17 R\(_J\) whereas Io is at 5.9 R\(_J\) (see Table 1). Their simulations also show that when several satellites reach the disk inner edge, forming a long-resonant chain, they all get engulfed by Jupiter. It is not clear why this phenomenon takes place in their simulations. If satellites are successively pushed inside the disk inner cavity and eventually collide with Jupiter one-by-one, one would expect that at least one satellite should survive anchored at the disk inner edge at the end of this process.

### Table 1. Physical and orbital parameters of the Galilean satellites. From left-to-right the columns are semi-major axis (\(a\)), eccentricity (\(e\)), inclination (\(I\)), mass (\(M\)), radius (\(R\)), the water-ice mass fraction (ice), and bulk density (\(d\)) of the Galilean satellites (Schubert et al. 2004; Ogihara & Ida 2012)

| \(a\) (\(R_J\)) | \(e\) (10\(^{-3}\)) | \(I\) (deg) | \(M\) (10\(^{-5}\) M\(_J\)) | \(R\) (km) | % ice | \(d\) (g/cm\(^3\)) |
|----------------|----------------|---------------|-------------------|-------|------|----------------|
| Io             | 5.9            | 4.1           | 0.04              | 4.70  | 1822 | 0              | 3.53  |
| Europa         | 9.4            | 10.0          | 0.47              | 2.53  | 1565 | 8              | 2.99  |
| Ganymede       | 15.0           | 1.5           | 0.19              | 7.80  | 2631 | 45             | 1.94  |
| Callisto       | 26.4           | 7.0           | 0.28              | 5.69  | 2410 | 56             | 1.83  |

1.3 The classic gas-starved disk model (GSD model)

One of the major differences between the MMSN disk models and the gas-starved disk model (GSD model) is that the latter invokes CPDs that are orders of magnitude lower-mass than MMSN disks. The GSD model is probably one of the most successful early models for the origins of the Galilean satellites (Canup & Ward 2002, 2006, 2009). However, this model requires to be revisited because our paradigm of planet formation has evolved significantly in the last 10 years.

The GSD model is built on the assumption that a semi-steady gas flows from the circumstellar disk to Jupiter’s circumplanetary disk simultaneously delivers gas and solid material to the CPD with roughly solar dust-to-gas ratio composition.

The original GSD model invokes that all dust delivered to the CPD by gas in-fall coagulates and grows into satellitesimals of masses of about 5 \(\times\) 10\(^{-7}\) M\(_J\). Then, satellitesimals grow to satellites by mutual collisions (Canup & Ward 2002, 2006, 2009).

Although very appealing when initially proposed, this idea presents some conflicts with our current understanding of planet formation. Recent simulations show that a 10-20 Earth-mass planet, gravitationally interacting with the gas disk, creates a pressure bump outside its orbit (Lambrechts & Johansen 2014; Bitsch et al. 2018) that prevents sufficiently large dust grains in CSD from being delivered to the planet’s circumplanetary disk. So, in fact, the dust-to-gas ratio in Jupiter’s CPD incoming gas is expected to be lower than that in the sun’s CSD, perhaps several orders of magnitude lower than the solar value (Ronnet et al. 2018; Weber et al. 2018). This view is also supported by mass-independent isotopic anomalies measured in carbonaceous and non-carbonaceous meteorites. The isotopic differences between these two classes of meteorites have been interpreted as evidence of very efficient separation of the inner and outer Solar System pebble reservoirs, potentially caused by Jupiter’s formation (see Kruijer et al. 2017; Brasser & Miojzis 2020). The filtering of pebbles promoted by Jupiter would have also affected the abundance of pebbles in its own CPD (Ronnet & Johansen 2020). This is a critical issue because it challenges the in-situ formation of satellites/embryos in the CPD. Satellitesimals formation via streaming instability (Youdin & Lithwick 2007; Simon et al. 2016a; Armitage et al. 2016; Drążkowska & Szulágyi 2018) – the favorite scenario to explain how mm-cm size dust grains grow to km-sized objects – requires dust-to-gas ratio of at least a few percent (e.g. Yang et al. 2017).

Finally, the origins of satellitesimals in the CPD is probably more easily explained via capture of planetesimals or fragments (produced in planetesimal-planetesimal collisions) from the CSD. Planetesimals or fragments on eccentric orbits around the Sun may eventually cross the orbit of the growing Jupiter (e.g. Raymond & Izidoro 2017) and get temporarily or even permanently captured in the CPD (Estrada & Mosqueira 2006; Canup & Ward 2009). This is possible because gas drag dissipative effects act to damp the orbits of these objects when they travel across the CPD (Adachi et al. 1976; Estrada & Mosqueira 2006; Mosqueira et al. 2010; Fujita et al. 2013; D’Angelo & Podolak 2015; Suetsugu et al. 2016; Suetsugu & Ohtsuki 2017). Planetesimals traveling across the CPD are also ablated and this mechanism is probably the main source of pebbles (mm-cm-sized dust grains) to the CPD (Estrada & Mosqueira 2006; Estrada et al. 2009; Mosqueira et al. 2010; Fujita et al. 2013; D’Angelo & Podolak 2015; Suetsugu et al. 2016; Suetsugu & Ohtsuki 2017; Ronnet & Johansen 2020). The total mass in planetesimals/fragments captured and pebbles created via this process depends on planetesimals/fragments sizes, the total mass in planetesimals/fragments, and gas density in the giant’s planet region which are not strongly constrained (e.g. Raymond & Izidoro 2017; Ronnet & Johansen 2020). Nevertheless, this scenario is very appealing because it invokes a simple mechanism to explain the origins of pebbles and satellitesimals in the CPD.

1.4 More Recent Models

Galilean satellites’ formation models have also invoked gas-drag assisted accretion of millimeter and centimeter size pebbles to account for their origin (Ronnet et al. 2017; Shibaike et al. 2019; Ronnet &
This regime of growth is popularly known as pebble accretion (Ormel & Klahr 2010; Lambrechts & Johansen 2012; Lambrechts & Johansen 2014; Morbidelli et al. 2015; Levison et al. 2015b; Bitsch et al. 2018).

One of the key advantages of invoking pebble accretion to explain the formation of the Galilean system is that the growth of satellites up to the masses of these satellites does not necessarily require a large (N>500-1000) population of satellitesimals to exist in the CPD – as assumed in traditional models (Mosqueira & Estrada 2003a,b; Canup & Ward 2002, 2006, 2009). As already discussed, the in-situ formation of satellitesimals in the CPD may be problematic. However, if at least a handful of sufficiently massive satellitesimals exist in the CPD, pebble accretion may be efficient in forming a system with a few relatively massive final satellites.

Shibaike et al. (2019) studied the growth of the Galilean satellites via pebble accretion. Their simulations include the effects of gas drag and type-I migration. They invoke integrated pebble fluxes in the CPD of about 1.5×10^{-3} M_J. Shibaike et al. (2019) set the CPD’s inner edge at Io’s current position (but see also Sasaki et al. (2010); Miguel & Ida (2016); Moraes et al. (2018)). Shibaike et al. (2019) performed simulations considering initially 4 satellitesimals in the CPD. Satellitesimals are individually inserted in the CPD at different times, to mimic planetesimal capture from the CSD. They admittedly fine-tuned their simulations to produce systems that match well the masses, orbits, and water ice fractions of the Galilean satellites. Although this is an interesting approach, giving the large number of free parameters in the model, one of the key caveats of their scenario is that it is built on semi-analytical calculations rather than in N-body numerical simulations. Their simulations do not account for the gravitational interaction between satellites as they accrete pebbles and migrate (see also Cilibarsi et al. 2018). The efficiency of pebble accretion is strongly dependent on the orbital parameters of the growing satellites (e.g. Levison et al. 2015a). Thus, they can not precisely assess the final architecture of their systems. One of the questions that remains unanswered is whether or not an initial number of satellitesimals larger than four is also successful in reproducing the Galilean system. This is one of the questions we try to answer in this paper. We also advance to the reader that all our simulations starting initially with 4 satellitesimals produced less than 4 satellites at the end.

In a recent study, Batygin & Morbidelli (2020) proposed that the Galilean satellites’ formation occurred in a vertically-fed CPD disk that spreads viscously outwards (the vertically averaged radial gas velocity is v_r > 0 everywhere in the CPD). In their model, satellitesimals in the CPD grow to satellites in an oligarchic growth fashion – via satellitesimal-satellitesimal collisions – rather than via pebble accretion. Numerical simulations in Batygin & Morbidelli (2020) start from planetesimals with masses of 4×10^{-7} M_J (4 times more massive than the initial masses considered in this paper). The authors find that in their disk model pebble accretion can be simply neglected, which is not necessarily the case for other disk models (e.g. Ronnet et al. 2017; Ronnet & Johansen 2020). Their model successfully explains some characteristics of the Galilean system, as the overall masses of the Galilean satellites and the Laplacian resonance, however, it remains to be demonstrated that the total dust reservoir assumed in their model can in fact settle into the CPD disk mid-plane to promote efficient satellitesimal formation via some sort of gravitational-hydrodynamic instability (Batygin & Morbidelli 2020).

In this work, we use N-body numerical simulations to model the formation of the Galilean satellites in a GSD-style circumplanetary disk. Motivated by previous studies, the flux of pebbles assumed in our simulations is consistent with pebble fluxes estimated via ablation of planetesimals entering the circumplanetary disk (Ronnet & Johansen 2020). The initial total number of satellitesimals in the CPD is not strongly constrained, so in our simulations, we test 4, 30, and 50 satellitesimals. Our study represents a further step towards the understanding of the origins of the Galilean satellites because previous studies modeling their formation via pebble accretion have typically invoked simple semi-analytical models that neglect the mutual interaction of the satellites when they grow and migrate in the disk. Here, we self-consistently model the growth and mutual dynamical interaction of satellitesimals allowing also for growth via giant collisions.

The model that we propose here has the very same basic ingredients invoked in models for the formation of the so-called close-in super-Earths and giant planets around other stars (e.g. Izidoro et al. 2019; Bitsch et al. 2019; Lambrechts et al. 2019) – namely pebble accretion and migration. Typical close-in super-Earths have masses of ~ 10^{-3} M_{star}. Interestingly, the mass ratio of individual Galilean satellites and Jupiter is also ~ 10^{-3}. The resonant dynamical architecture of the Galilean satellites also recalls that of some super-Earths systems (e.g. Kepler-223 system; Mills et al. 2016a). So if one can explain the formation of these both types of systems via the same processes it would be reassuring.

The structure of this paper is as follows. In Section 2 we describe the methods used in this work. In Section 3 we describe our simulations, and in Section 4 we present the main results. In Section 5 we analyze the long-term evolution of our systems. We discuss our results and model in Section 6. Finally, we summarize our main findings in Section 7.

2 METHODS

Our numerical simulations were performed using an adapted version of the MERCURY package (Chambers 1999) including artificial forces to mimic the effects of the gas disk. These forces are: 1) gas drag; 2) type I migration, and eccentricity and inclination damping (Section 2.2). Our pebble accretion prescription is described in details in Section 2.3. Satellitesimals are allowed to grow via pebble accretion and collisions. Collisions are modeled as perfect merging events that conserve mass and linear momentum.

2.1 Circumplanetary disk model

We assume that as Jupiter grows via runaway gas accretion, opens a deep gap in the circumstellar disk, and a disk mostly composed by gas forms around its equator. The circumplanetary disk is continuously supplied by the in-fall of material from the CSD. Assuming a semi-steady flow of gas and balance between the in-fall of material from the CSD and the mass accretion rate onto Jupiter, Canup & Ward (2002) obtained that the radial surface density of gas is given by

$$\Sigma_g(r) = \frac{M_g}{3\pi v(r)} \begin{cases} 1 - \frac{4}{3} \sqrt{ \frac{R_c}{R_d} } - \frac{1}{3} \left( \frac{R_r}{R_c} \right)^2 & \text{for } r \leq R_c \\
\frac{4}{3} \sqrt{ \frac{R_c}{R_d} } & \text{for } r > R_c \end{cases}$$

where $R_c$ and $R_d$ are the centrifugal and outer radius of the disk, respectively, $M_g$ the mass in-fall rate, and $v$ the turbulent viscosity. Note that our disk model is qualitatively consistent with the delivery of gas to the CPD via meridional circulation of gas near the planet’s gap (Tanigawa et al. 2012; Morbidelli et al. 2014; Szulágyi et al. 2014; Schalik et al. 2020; Batygin & Morbidelli 2020). In our model, we assume that the gas is deposited into the CPD midplane at around the...
centrifugal radius \( R_c \), and then spreads viscously (Canup & Ward 2002). \( R_c \) corresponds to the location in the CPD where the angular momentum of the inflowing material is equal to the Keplerian angular momentum. \( R_c \) is treated as a free parameter in our model (see also Batygin & Morbidelli 2020).

The mass in-fall rate from the CSD on the CPD in our simulations was set as (Sasaki et al. 2010; Ronnet et al. 2017)

\[
M_g = 10^{-7} e^{-\frac{t}{\tau_d}} \text{M}_J/\text{yr},
\]

where \( t \) is the time and \( \tau_d = 1.0 \text{ Myr} \) is the disk decay timescale (Canup & Ward 2002). For simplicity, in all our simulations, we neglect Jupiter’s growth via gas accretion and set its mass as the current one.

We set the centrifugal radius at the fixed distance \( R_c = 26 \text{ R}_J \) (Ronnet et al. 2017) and the outer edge of the disk at \( R_d = 150 \text{ R}_J \), based on the results of hydrodynamic simulations (Tanigawa et al. 2012). The interaction of the CPD with Jupiter’s magnetic field tends to slow down the planet’s rotation and promotes the formation of an inner disk cavity. Batygin (2018) found that magnetic effects dominate the gas dynamics in the inner regions of the CPD up to \( 4 – 5 \text{ R}_J \). Motivated by this result, we follow Izidoro et al. (2017) and impose a disk inner edge at \( R_i = 5 \text{ R}_J \) (Batygin & Morbidelli 2020) in our CPD by re-scaling the gas surface density by

\[
\mathcal{R} = \text{tanh} \left( \frac{r - R_i}{0.05 R_i} \right)
\]

We assumed the standard \( \alpha \)-viscosity prescription to represent the disk viscosity (Shakura & Sunyaev 1973)

\[
v = \alpha c_s H_g,
\]

where \( \alpha = 10^{-3} \) (Ronnet et al. 2017) is the coefficient of turbulent viscosity, \( c_s \) is the isothermal sound speed and \( H_g \) the gas scale height \((H_g = c_s/\Omega_k\), where \( \Omega_k \) is the keplerian orbital frequency\). For a CPD in hydrostatic equilibrium, the sound speed relates to the disk temperature \( T(r) \) as \( c_s^2 = 2.56 \times 10^{23} \text{ g}^{-1} k_b T \), where \( k_b \) is the Boltzmann constant (Hayashi 1981). The snowline is initially located at \( r \approx 14.5 \text{ R}_J \) and the radial temperature profile is given by (Ronnet et al. 2017)

\[
T = 225 \left( \frac{r}{10 \text{ R}_J} \right)^{-3/4} \text{K}
\]

Figure 1(a) shows the CPD aspect ratio \( (h_g = H_g/r, \text{solid line}) \) and ratio between the vertically averaged gas radial and keplerian velocities \((v_r/v_k, \text{dotted line})\). In our disk model, the gas inside \( R_c \) flows inwards whereas gas outside \( R_c \) flows outwards (see also Batygin & Morbidelli 2020), as one can note in Figure 1(a).

### 2.2 Gas effects

Our simulations start with satellitesimals of masses of \( m \sim 10^{-7} \text{ M}_J \) and bulk density of \( 2 \text{ g/cm}^3 \). We have verified that in our disk setup gas-drag plays an important role in the dynamics of satellitesimals of these sizes (see also Miguel & Ida 2016). Thus, our model includes both the effects of gas drag and satellitesimal-disk gravitational interactions. We now describe how we model these effects.

#### 2.2.1 Gas Drag

The CPD around Jupiter rotates at sub-Keplerian speed because it is pressure supported. Small satellitesimals in the CPD orbiting at...
keplerian speed feel an strong headwind, lose energy, and tend to spiral inwards. The azimuthal gas disk velocity is given by

$$v_g = (1 - \eta)v_k,$$

where $v_k = \Omega_k r$ is the Keplerian velocity and $\eta$ characterizes the sub-Keplerian velocity of the gas disk. It is given by

$$\eta = -\frac{\beta}{2} \frac{\partial \ln c_s^2 \rho_g}{\partial \ln r}.$$  

Setting $\rho_g = \int_{-\infty}^{\infty} \Sigma_g dz$, the gas volumetric density $\rho_g$ is given by (Weidenschilling 1977)

$$\rho_g = \frac{1}{\sqrt{2\pi}} \frac{\Sigma_g}{H_g^2} e^{-z^2/2H_g^2}$$

where $z$ is the reference-frame vertical component.

The gas-drag acceleration on a body of radius $R_s$ and bulk density $\rho_s$ is given by (Adachi et al. 1976)

$$\ddot{a}_{gd} = -\frac{3}{8} \frac{C_d \rho_g v_{rel}^2}{\rho_s R_s},$$

where $C_d$ is the drag coefficient, $v_{rel}$ is velocity of the body with respect to the gas.

The drag coefficient computes the intensity of the interaction between the gas and satellitesesimal, and it is given by (Brasser et al. 2007)

$$C_d = \begin{cases} 
2 & \frac{0.44 + 1.56 M^2}{24(1 + 0.15 Re^{0.687})} M \geq 1 \\
\frac{M}{Re} & M < 1, \ Re \geq 10^3 \\
\frac{M}{Re} & M < 1, \ Re < 10^3,
\end{cases}$$

where $M = v_{rel}/c_s$ is the Mach number and $Re$ the Reynolds number written as

$$Re \approx 2.66 \times 10^5 \rho_g R_s M.$$  


2.2.2 Type-I migration

Sufficiently large solidsimals interact gravitationally with the CPD launching spiral density waves that transport angular momentum. This interaction tends to promote eccentricity and inclination damping of orbits and radial migration. Satellites with masses of the order of the Galilean satellites ($M \sim 10^{-5} M_J$) or lower mass are not expected to open gaps in our CPD disk and migrate in the type-I regime (Canup & Ward 2006). The total type-I migration torque consists of contributions from the Lindblad and Co-rotational torques (Paardekooper et al. 2010, 2011).

The surface density and temperature gradient profiles, $x$ and $\beta$, respectively, are given by

$$x = -\frac{\partial \ln \Sigma_g}{\partial \ln R}$$

and

$$\beta = -\frac{\partial \ln T}{\partial \ln R}.$$  

The scaling torque at the satellite’s location is given by (Cresswell & Nelson 2008)

$$\Gamma_0 = \frac{q_s}{h_g^2} \Sigma_g x^4 \Omega_g^2,$$

where $q_s = m/M_J$ is the satellite-Jupiter mass ratio.

The Lindblad torque felt by a satellite on circular and coplanar orbit is parameterized as (Paardekooper et al. 2010, 2011)

$$\Gamma_L = (-2.5 - 1.5 \beta + 0.1x) \frac{\Gamma_0}{\gamma_{eff}},$$

where $\gamma_{eff}$ is the effective adiabatic index defined by (Paardekooper et al. 2010, 2011)

$$\gamma_{eff} = \frac{2\gamma Q}{\gamma Q + 1} \sqrt{2\beta + 2\gamma^2 Q^2 / 2}.$$  

and

$$Q = \frac{2\gamma}{3h_g^2 r^2 \Omega_k}$$

where $\gamma$ is the adiabatic index assumed as $\gamma = 1.4$ in this work. The thermal diffusion coefficient depends on the opacity $\kappa$ and is given by (Paardekooper et al. 2010, 2011)

$$x = \frac{16\gamma(\gamma - 1)k_B T^4}{3\kappa p_g (h_g r)^2 \Omega_k^2}.$$  

The CPD disk opacity is calculated as in Bell & Lin (1994).

A satellite on circular and coplanar orbit experiences a corotation torque that reads as (Paardekooper et al. 2010, 2011)

$$\Gamma_C = \frac{7.9\xi}{\gamma_{eff}} F(p_\nu) G(p_\nu) + 0.7 \left(\frac{3}{2} - \nu\right) \left(1 - K(p_\nu)\right)$$

$$+ \left(2.2\xi - \frac{1.4\xi}{\gamma_{eff}}\right) F(p_\nu) F(p_\nu) \sqrt{G(p_\nu) G(p_\nu)}$$

$$+ \left(\frac{3}{2} - \nu\right) \sqrt{(1 - K(p_\nu))(1 - K(p_\nu))} \frac{\Gamma_0}{\gamma_{eff}},$$

where $\xi = \beta - (\gamma - 1)x$, and $p_\nu$ and $p_\nu$ are parameters that measure the viscous and thermal saturations of the co-orbital torque, respectively. $F, G$ and $K$ are functions of these parameters.

The parameters $p_\nu$ and $p_\nu$ are given by (Paardekooper et al. 2010, 2011)

$$p_\nu = \frac{3}{2} \sqrt{\frac{\Omega_k}{2\pi \nu}} \left(\frac{1.1}{\gamma_{eff}} \sqrt{\frac{q_s}{h_g}}\right)^3$$

and

$$p_\nu = \frac{3}{2} \sqrt{\frac{\Omega_k}{2\pi \nu}} \left(\frac{1.1}{\gamma_{eff}} \sqrt{\frac{q_s}{h_g}}\right)^3.$$  

The functions $F, G$ e $K$ are (Paardekooper et al. 2010, 2011)

$$F(p) = \frac{1}{1 + \left(\frac{p_\nu}{p_\nu}\right)^2},$$

$$G(p) = \begin{cases} 
\left(\frac{16}{25} \left(\frac{45\pi}{8}\right)^{3/4} \frac{p^{3/2}}{8} \right) & p \leq \sqrt{\frac{8}{45\pi}} \\
1 - \frac{9}{25} \left(\frac{43\pi}{8}\right)^{3/4} p^{-8/3} & p \geq \sqrt{\frac{8}{45\pi}}
\end{cases}$$

and

$$K(p) = \begin{cases} 
\left(\frac{16}{25} \left(\frac{45\pi}{8}\right)^{3/4} \frac{p^{3/2}}{8} \right) & p \leq \sqrt{\frac{28}{45\pi}} \\
1 - \frac{9}{25} \left(\frac{28}{8}\right)^{4/3} p^{-8/3} & p \geq \sqrt{\frac{28}{45\pi}}
\end{cases}.$$
The torques $\Gamma_L$ and $\Gamma_C$ need to be modified to account for satel-
itesimals/satellites on eccentric or inclined orbits. The Lindblad
torque is reduced by factor $\Delta_L$ and the corotation torque by $\Delta_C$
(Cresswell & Nelson 2008; Coleman & Nelson 2014; Fendyke &
Nelson 2014) given by

$$\Delta L = \left\{ P_e + \frac{P_e}{[P_e]} \cdot 0.07 \left( \frac{i_x}{h_g} \right) + 0.085 \left( \frac{i_x}{h_g} \right)^4 \right\}$$

(27)

and

$$\Delta C = \exp \left( -\frac{\epsilon_x}{0.5 h_g + 0.01} \right) \left[ 1 - \tanh \left( \frac{i_x}{h_g} \right) \right]$$

(28)

where

$$P_e = \frac{1 + \left( \frac{\epsilon_x}{\tau_{0.2}} \right)^{1.2} + \left( \frac{\epsilon_x}{\tau_{0.4}} \right)^6}{1 - \left( \frac{\epsilon_x}{\tau_{0.2}} \right)^4}$$

(29)

Finally, we can write the total torque associated to the type I migration as

$$\Gamma = \Delta L \Gamma_L + \Delta C \Gamma_C$$

(30)

and the acceleration $\vec{a}_m$ of a satellite with angular momentum $L$ is

$$(Cresswell & Nelson 2008)$$

$$\vec{a}_m = \frac{\vec{v}}{\Gamma}$$

(31)

The gas disk also damps eccentricity and inclination of sufficiently
massive bodies on timescales given by (Cresswell & Nelson 2008)

$$t_e = \frac{t_{wv}}{0.780} \left[ 1 - 0.14 \left( \frac{\epsilon_x}{h_g} \right)^2 + 0.06 \left( \frac{\epsilon_x}{h_g} \right)^3 \right.$$

$$\left. + 0.18 \left( \frac{\epsilon_x}{h_g} \right) \left( \frac{i_x}{h_g} \right)^2 \right]$$

(32)

and

$$t_i = \frac{t_{wv}}{0.544} \left[ 1 - 0.30 \left( \frac{i_x}{h_g} \right)^2 + 0.24 \left( \frac{i_x}{h_g} \right)^3 \right.$$

$$\left. + 0.14 \left( \frac{\epsilon_x}{h_g} \right)^2 \left( \frac{i_x}{h_g} \right) \right]$$

(33)

where $t_{wv}$ is the wave timescale (Cresswell & Nelson 2008)

$$t_{wv} = \left( \frac{M_*}{q_{12} \Sigma_0 a_1^2} \right) \frac{h_g^4}{\Omega_k}$$

(34)

$\alpha_s$ is the satellite/satellitesimal semi-major axis.

The accelerations experienced by the bodies due to the eccentricity
and inclination damping are (Cresswell & Nelson 2008)

$$\vec{a}_e = -\frac{2 (\vec{v} \cdot \vec{r}) \vec{r}}{r^2 t_r}$$

(35)

and

$$\vec{a}_i = -\frac{2 (\vec{v} \cdot \vec{z}) \vec{z}}{t_i}$$

(36)

2.3 Pebble Accretion

The pebble surface density $\Sigma_p$ in our model is (Shibaik et al. 2019)

$$\Sigma_p = \frac{M_p}{4\pi \tau_s \eta v_k} (1 + \tau_s^2),$$

(37)

where $\tau_s$ is the Stokes number and $M_p$ is the pebble mass flux given by

$$M_p = M_{p0} e^{-\frac{t}{\tau_s}}$$

where $M_{p0}$ is a free scaling parameter that we take to vary between $M_{p0} = 10^{-9} M_\odot/yr$ and $5 \times 10^{-9} M_\odot/yr$. Thus the integrated pebble fluxes in our simulations vary between $8 \times 10^{-7} M_\odot$ and $4 \times 10^{-3} M_\odot$. These values are consistent with the pebble fluxes estimated via ablation of planetesimals (Ronnet & Johansen 2020).

The Stokes number of a pebble with a physical radius $R$ and bulk
density $\rho$ is given by (Lambrechts & Johansen 2012)

$$\tau_s = \frac{\sqrt{2\pi \rho R}}{\Sigma_g}$$

(38)

In this work, we assumed a bi-modal population of pebbles in the
CPD. In our CPD the snowline is at $~ 14.5$ R$_J$. Pebbles outside the
snowline are assumed to have sizes of $R = 1.0$ cm and $\rho = 2.0$ g/cm$^3$.
As pebbles drift inwards via gas drag they eventually cross the CPD
snowline. At this location, we reduce the pebble flux by a factor
of 2 to account for the sublimation of the ice-pebble component. Ice
pebbles sublimate at the snowline releasing small silicate dust grains.
To account for this effect, pebbles inside the snowline have sizes of
$R = 0.1$ cm and $\rho = 5.5$ g/cm$^3$. Figure 1(b) shows the pebble surface
density evolution and the Stokes number in function of the radial
distance, in units of $R_+$.

The pebble accretion rate is a product of the pebble flux and the total accretion efficiency $\epsilon$ (Ida et al. 2016). Following Liu & Ormel (2018) and Ormel & Liu (2018), the 2D accretion efficiency in the settling regime is given by

$$\epsilon_{2d, set} = 0.32 \sqrt{\frac{q_s}{\tau_s \eta^2} \frac{\Delta V}{v_k}} f_{set}$$

(39)

where $\Delta V$ is the relative velocity between pebble and satellite and $f_{set}$ is a function that fits well the transition between different accretion regimes.

The relative velocity of a satellitesimal on a circular orbit and a
pebble is (Liu & Ormel 2018)

$$V_{circ} = \sqrt{1 + 5.7 \left( \frac{q_s \tau_s}{\eta^2} \right)^{-1} \eta v_k + 0.52 (q_s \tau_s)^{1/3} v_k}$$

(40)

while the relative velocity of satellite on a non-circular but coplanar
orbits reads (Liu & Ormel 2018)

$$V_{ecc} = 0.76 \ eta v_k$$

(41)

One can write the relative velocity between a pebble and a satellite in both regimes as (Liu & Ormel 2018; Ormel & Liu 2018)

$$\Delta V = \max (V_{circ}, V_{ecc})$$

(42)

The relative velocity between a pebble and a satellite on a slightly
inclined orbit can be written as $\Delta V_{\psi} = 0.68 \eta v_k$. Finally, the total relative velocity becomes (Liu & Ormel 2018; Ormel & Liu 2018)

$$\Delta V = \sqrt{\Delta V^2 + \Delta V_{\psi}^2}$$

(43)

The transition function $f_{set}$ is given by (Ormel & Liu 2018)

$$f_{set} = \exp \left[ -0.5 \left( \frac{\Delta V_{\psi}^2}{V_{\psi}^2} + \frac{\Delta V^2}{V^2 + 0.33 \sigma_{pc}^2} \right) \right]$$

(44)
where $V_s$ is the transition velocity

$$V_s = \sqrt{\frac{q_x v_k}{\tau_s}}$$

(45)

and $\sigma_{pz}$ is the turbulent velocity in the $z$-direction (Youdin & Lithwick 2007):

$$\sigma_{pz} = \sqrt{\frac{\alpha_z}{1 + \tau_s}}(1 + \frac{\tau_s}{1 + \tau_s})^{-1/2} h_g v_k$$

(46)

The pebble disk aspect ratio is given by (Youdin & Lithwick 2007)

$$h_p = \sqrt{\frac{\alpha_z}{\alpha_z + \tau_s}}(1 + \frac{\tau_s}{1 + \tau_s})^{-1/2} h_g$$

(47)

and the pebble volume density is (Ormel & Liu 2018)

$$\rho_p = \frac{2 \tau_p}{3 \pi}$$

(48)

According to Liu & Ormel (2018) and Ormel & Liu (2018), the tridimensional pebble accretion efficiency in the settling regime is

$$\epsilon_{3d, set} = 0.39 \frac{q_x}{\eta h_{\text{eff}}} f_{\text{set}}^2$$

(49)

where $h_{\text{eff}}$ is the effective aspect ratio of pebbles in relation to a satellite in inclined orbit (Ormel & Liu 2018)

$$h_{\text{eff}} = \sqrt{h_p^2 + \frac{\pi r^2}{2} \left[ 1 - \exp\left(-\frac{i_s}{n h_p}\right) \right]}$$

(50)

The accretion efficiency in the 2D and 3D ballistic regimes are (Liu & Ormel 2018; Ormel & Liu 2018)

$$\epsilon_{2d, bal} = \frac{R_s}{2 \pi \tau_s \sqrt{q_s}} \sqrt{\frac{2 q_s r \Delta V}{R_s v_k}} \left(1 - f_{\text{set}}\right)$$

(51)

and

$$\epsilon_{3d, bal} = \frac{1}{4 \sqrt{2 \pi} \tau_s h_p} \sqrt{\frac{2 q_s v_k}{R_s \Delta V r + \frac{R_s^2 \Delta V}{r^2 v_k}}} \left(1 - f_{\text{set}}^2\right)$$

(52)

Finally, the total pebble accretion efficiency is

$$\epsilon = \frac{f_{\text{set}}}{\sqrt{\epsilon_{2d, set}^2 + \epsilon_{3d, set}^2}} + \frac{1 - f_{\text{set}}}{\sqrt{\epsilon_{2d, bal}^2 + \epsilon_{3d, bal}^2}}$$

(53)

Figure 1(c) shows the curves $\epsilon_{2d} = \epsilon_{3d}$ for different Stokes number and satellite’s masses. Each curve samples the accretion regime at one specific location of the disk. Regions above each curve corresponds to regions where the 3D accretion rate is higher than the 2D rate. Below each curve, it is the opposite.

When a satellite reaches the isolation mass $M_{\text{iso}}$, its Hill radius becomes greater than the disk height creating a pressure bump that deflects gas and pebbles. If the satellite reaches $M_{\text{iso}}$ the pebble accretion breaks off and the satellite grow only by impacts. The pebble isolation mass in $M_\star$ is given by (Ataiee et al. 2018)

$$M_{\text{iso}} = h_g^3 \sqrt{37.3 \alpha_z + 0.01} \left(1 + 0.2 \left(\frac{\sqrt{\alpha_z}}{h_g} \left(\frac{1}{\tau_s} + 4\right)^{0.7}\right)\right)$$

(54)

3 SIMULATIONS

We have performed 120 simulations considering different pebble fluxes and the initial number of satellitesimals. The initial number of satellitesimals in the CPD is poorly constrained and it may also increase in time if additional planetesimals are captured from the CSD as the system evolves (Mosqueira et al. 2010; Ronn & Johansen 2020). We decided to neglect the capture of new planetesimals after our simulation starts by assuming that only sufficiently early captured planetesimals would successively grow by pebble accretion. We have performed simulations starting with 4, 30, and 50 satellitesimals in the CPD. While it would be ideal to systematically test the effects of different initial number of satellitesimals in our model, our N-body simulations are computationally expensive what limits our approach. Our simulations starting with 4 satellitesimals are designed to test the scenario proposed by Shibaike et al. (2019) using self-consistent N-body simulations. Satellitesimals are initially distributed between 20 $R_\star$ and 120 $R_\star$. Their initial masses are set $10^{-7} M_\star$ and bulk densities $\rho = 2.0$ g/cm$^3$ which are consistent with the typical masses/sizes of planetesimals formed via streaming instability ($R \sim 250$ km, Johansen et al. 2014; Armitage et al. 2016; Simon et al. 2016b). Satellitesimals are initially separated from each other by 5 to 10 mutual Hill radii $R_H$ (e.g. Kokubo & Ida 2000; Kretke & Levison 2014)

$$R_H = \frac{a_i + a_j}{2} \left(\frac{2 \times 10^{-7}}{3}\right)^{1/3}$$

(55)

where $a_i$ and $a_j$ are the semi-major axes of a pair of adjacent satellitesimals. They are set initially on nearly circular and coplanar orbits ($e \leq 10^{-4}$ and $I \leq 10^{-3}$). Other angular orbital elements are randomly and uniformly selected between 0 and 360 deg.

Our simulations are numerically integrated for 2 Myr, considering the gas disk effects. In a few cases, to evaluate the long-term dynamical stability of our final systems, we extended our simulations up to ~10 Myr, assuming that the gaseous circumplanetary disk dissipates at 2 Myr. For simplicity, we relate the pebble flux in our simulations to the gas accretion flow in the CPD (e.g. Shibaike et al. 2019). We performed simulations with $M_{\text{po}} = 10^{-9} M_\star$/yr, $1.5 \times 10^{-9} M_\star$/yr, $3 \times 10^{-9} M_\star$/yr, and $5 \times 10^{-9} M_\star$/yr. The integrated pebble flux from the lowest pebbles flux to the highest one are $8 \times 10^{-4} M_\star$, $10^{-3} M_\star$, $3 \times 10^{-3} M_\star$, and $4 \times 10^{-3} M_\star$. In these simulations, we have neglected the evolution of the CPD’s temperature, but the gas surface dissipated exponentially with an e-fold timescale of 1 Myr.

3.1 Constraining our model

Our model is strongly constrained by key features of the Galilean satellites system as the number of satellites, orbital configuration, final masses, and compositions. To evaluate how our simulations match the Galilean satellites system, we define a list of relatively generous constraints. A Galilean system analogue must satisfy the following conditions:

i) the final system must contain at least four satellites;
ii) the two innermost satellite-pairs must be locked in a 2:1 MMR;
iii) the individual masses of all satellites must be between 0.8M_E and 1.2M_G, where $M_E$ and $M_G$ are the masses of Europa and Ganymede, respectively;
iv) the two outermost satellites must have water-ice rich compositions (>0.3 water mass fraction).

Although Io is extremely water-ice depleted today and Europa contains only ~8% of its mass as water-ice (Table 1), we do not consider these estimates to be strong constraints to our model, because it is possible that these satellites formed with water richer compositions and lost all/most of their water (Bierson & Nimmo 2020). Also, we stress that Callisto is not locked in a first-order mean motion resonance with Ganymede today. We also do not consider this observation
a critical constrain to our model because Callisto may have left the resonance chain via divergent migration due to Jupiter-satellites tidal interactions (Fuller et al. 2016; Downey et al. 2020). We will further discuss these two issues later in the paper.

4 RESULTS

We start by presenting the results of our sets of simulations considering initially 4 satellitesimals in the CPD, inspired by simulations of Shibaike et al. (2019). In Shibaike et al. (2019), satellitesimals are assumed to “appear” in the CPD successively, at very specific times. In our simulations, they are assumed to appear simultaneously at the beginning of the simulation in arbitrarily selected positions. Note that, in our case, the four satellitesimals start about 20 $R_J$ from each other, which roughly mimics their approach. By disposing our 4 satellitesimals initially fairly apart from each other, we avoid early collisions and allow them to grow at least one order of magnitude in mass before they start to strongly interact with each other (which may affect the efficiency of pebble accretion).

Figure 2 shows the evolution of one of our representative systems. In this simulation, we set $M_{p0} = 10^{-9}$ $M_J/yr$. Figure 2 shows that satellitesimals first grow by pebble accretion and start to migrate inwards. When they reach the inner edge of the disk a dynamical instability takes place and leads to a collision. At the end of this simulation, at 2 Myr, 3 satellites survive with individual masses of the order of $10^{-5}$ $M_J$. The innermost and outermost satellite pairs are locked in a compact 5:4 and 3:2 MMR, respectively. The orbital eccentricities of satellites at the end of our simulations are between 0.02 and 0.05, which are larger than those of the Galilean satellites.

We verified that each one of our 40 numerical simulations starting with 4 satellitesimals shows at least one collision during the gas disk phase, typically when satellites approach the disk inner edge. This suggests that more than four satellitesimals are required to explain the Galilean system. This is in conflict with the results of Shibaike et al. (2019), and these simulations violate our constraint i). In fact, even the final period ratio of the satellites in our simulations does not agree with those Shibaike et al. (2019) have found. They have assumed that migrating satellites are successively captured in the 2:1 MMR when the migration timescale is longer than a critical timescale (Ogihara & Kobayashi 2013). The critical timescale criteria used in the semi-analytical model of Shibaike et al. (2019) does not fully account for the eccentricity/inclination evolution of the satellites due to secular and resonant interactions. The capture in MMR also depends on the resonance order and mass-ratio of the migrating satellites (Batygin 2015). For instance, when the inner satellite is less massive than the outer one (e.g. Europa and Ganymede), the 2:1MMR can be skipped even when the adiabatic criteria for capture is attended (Batygin 2015). Thus, the criteria for capture in resonance assumed by Shibaike et al. (2019) is in fact too simplistic. It is just a good proxy to infer (non-)capture in mean motion resonance if the eccentricities of the satellites can be neglected (Ogihara & Kobayashi 2013), which we show here to not be the case.

We performed some simple simulations considering the very disk model of Shibaike et al. (2019). This specific set of simulations starts with an Io-mass satellite fully formed and residing slightly outside the disk inner cavity, and an Europa-mass satellite initially placed at 15 $R_J$. These satellites are released to migrate inwards – but they are not allowed to accrete pebbles. Our goal here is just compare the final resonant architecture of these satellites in our simulations and that predicted by the approach invoked in Shibaike et al. (2019). To conduct this set of experiments, we assume that satellites migrate
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with constant migration timescales, that do not vary with the distance to Jupiter. Figure 3 shows these results. In the vertical axis of Figure 3, we show the migration timescale and in the horizontal axis the final period ratio of the satellites. Critical migration timescales that lead to capture in 2:1 and 3:2 MMR used in Shibaike et al. (2019) are shown as solid black and red lines, respectively. The dot-dashed black and red lines show the migration timescales that lead to capture in 2:1 and 3:2 MMR when orbital eccentricities are taken into account (Goldreich & Schlichting 2014a). We use the eccentricity of the satellites in our simulations as input to calculate the latter timescales. The black dots show the results of our numerical simulations which agree very well with those of Shibaike et al. (2019). The difference observed between our results and those of Shibaike et al. (2019) is caused by the increase in the eccentricity of the satellites when they approach each other, which breaks down the validity of their criteria for capture in resonance. We have found that the timescale predicted to lead to capture in 2:1 MMR in simulations of Shibaike et al. (2019) in fact tends to lead to dynamical instabilities and collisions of the satellites.

4.1 Effects of the pebble flux

In this section, we present the results of our simulations starting with 30 and 50 satellitessimals and compare the effects of different pebble fluxes. Figure 4 shows the final satellite systems produced in our simulations at the end of the gas disk phase (~2 Myr). Simulations starting with 30 satellitessimals are shown on the left panels, and simulations starting with 50 satellitessimals are presented on the right panels. The horizontal axis of each panel shows the final semi-major axis and the vertical axis shows the mass of satellites. Each panel shows the results of 10 different simulations, where in each simulation, satellitessimals start with slightly different orbital parameters. Colorful dot-dashed lines connecting different points (symbols) show different satellite systems. The black filled circles show the real Galilean satellite system for reference. For presentation purposes, in Figure 4, we have re-scaled the position of the satellites by a factor of order of unity to make the position of the innermost satellite in our simulations to correspond to the distance of Io to Jupiter ($a_{\text{in}}$). At the top of each panel, we show the fraction of systems that produced a given final number of satellites.

Figure 4 shows that when the pebble flux decreases, from top to bottom, the final masses of the satellites also decrease. Final masses of satellites in simulations starting with 30 and 50 satellitessimals, and same pebble fluxes, are not dramatically different from each other. However, both sets of simulations show that an increase in the pebble flux by a factor of ≥ 2 (from $M_{\text{p0}} = 1.5 \times 10^{-9}$ M$_{\text{J}}$/yr to $M_{\text{p0}} = 5 \times 10^{-9}$ M$_{\text{J}}$/yr) is enough to change the final structure of our satellite systems from systems where satellites have masses fairly similar to those of the Galilean satellites to systems where satellites have systematically larger masses. Our overall best match to masses Galilean satellite system comes from simulations with $M_{\text{p0}} = 1.5 \times 10^{-9}$ M$_{\text{J}}$/yr. The time-integrated pebble flux in this latter case corresponds to $\sim 10^{-3}$ M$_{\text{J}}$. Lower pebble fluxes ($M_{\text{p0}} = 10^{-9}$ M$_{\text{J}}$/yr) produce too low-mass satellites, also inconsistent with the real system. Our simulations that best reproduce the mass of the Galilean satellites typically produce between 3 and 5 satellites. The efficiency of pebbles accretion in these systems is about 9%, which is similar to efficiencies calculated by Ronnet & Johansen (2020) (~10%).

Figure 5 shows the final period ratio distribution of adjacent satellites in our simulations. Again, the left and right panels show the results of simulations starting with 30 and 50 satellitessimals, respectively. The two top panels in this figure a) and b) – which correspond to the highest pebble flux – show that systems with more massive satellites tend to have dynamically less compact systems (e.g. a larger fraction of pairs with period ratio ≥ 2). Our sets of simulations that better match the masses of the Galilean satellites (Figure 5; panels e) and f) ) typically produce ~10-20% of satellite pairs locked in 2:1 MMR. The majority of satellite pairs in our systems is locked in more compact resonant configurations.

Figure 6 shows the final semi-major axis versus the mass of satellites in selected systems that satisfy all constraints defined in Section 3.1. As in Figure 4, each satellite is shown by a colorful point (symbol) – where lines connect satellites in a same system. The system shown in red represents our nominal analogue that will be further discussed later in the paper. The real Galilean system is shown in black. The three innermost vertical dotted lines mark the respective positions of the three innermost Galilean satellites. The outermost vertical dotted line shows the location of Callisto if it was also locked in a 2:1 mean motion resonance with Ganymede. The horizontal pink lines show the limiting masses defined in constraint iii) of Section 3.1. These systems match fairly well the masses and resonant configurations of the Galilean satellite system. However, the outermost satellite in our simulations is always locked in a 2:1 MMR with the second outermost one. As discussed before, Callisto is not locked in resonance with Ganymede. We do not consider this to be a critical issue for our model because Callisto may have left the resonance chain via divergent migration due to tidal-interaction of satellites with Jupiter (Fuller et al. 2016; Downey et al. 2020).

Figure 6 also shows that in our best analogues, the mass of the innermost satellite is typically larger than that of the second innermost one, which is also true in the Galilean system. However, the masses of our Ganymede-analogues are typically lower than that of the real satellite. Finally, one of the important result of our model is that the radial-mass distribution of our satellites do not present any radial mass-ranking (e.g. satellites' mass increases with their distance.
Figure 4. Final satellite systems produced in simulations starting with different initial number of satellitesimals and pebble fluxes. The left and right side panels show the results of simulations starting with 30 and 50 satellitesimals, respectively. From top-to-bottom the panels show the results of simulations with different pebble fluxes: a) and b) \( \dot{M}_{p0} = 5 \times 10^{-9} \text{ M}_J/\text{yr} \) and 30 satellitesimals; c) and d) \( \dot{M}_{p0} = 3 \times 10^{-9} \text{ M}_J/\text{yr} \) and 30 satellitesimals; e) and f) \( \dot{M}_{p0} = 1.5 \times 10^{-9} \text{ M}_J/\text{yr} \) and 30 satellitesimals; and g) and h) \( \dot{M}_{p0} = 10^{-9} \text{ M}_J/\text{yr} \) and 30 satellitesimals. The fraction of simulations that produce two (green dot-dash lines), three (red dot-dash), four (blue dot-dash), and five satellites (orange dot-dash) are given at the top of each panel. The black solid line shows the real Galilean system. The horizontal pink lines correspond to 0.8\( \text{ M}_E \) and 1.2\( \text{ M}_G \) (see constraint iii). Note that we have re-scaled the position of the satellites by a factor of order of unity to make the position of the innermost satellite in each of our simulations to correspond to the distance of Io to Jupiter (\( a_{\text{in}} \)).
Figure 5. Period ratio distribution of adjacent satellite-pairs. Each panel shows the results of 10 simulations. The left and right side panels show the results of simulations starting with 30 and 50 satellitesimals, respectively. From top-to-bottom the panels show the results of simulations with different pebble fluxes: a) and b) $\dot{M}_{p0} = 5 \times 10^{-9} \text{ M}_J/\text{yr}$ and 30 satellitesimals, c) and d) $\dot{M}_{p0} = 3 \times 10^{-9} \text{ M}_J/\text{yr}$ and 30 satellitesimals, e) and f) $\dot{M}_{p0} = 1.5 \times 10^{-9} \text{ M}_J/\text{yr}$ and 30 satellitesimals, and g) and h) $\dot{M}_{p0} = 1 \times 10^{-9} \text{ M}_J/\text{yr}$ and 30 satellitesimals.

4.2 The Dynamical Architecture of our Systems

In this section, we present the dynamical evolution of some of our best Galilean system analogues. Figure 7 shows a simulation with $\dot{M}_{p0} = 1.5 \times 10^{-9} \text{ M}_J/\text{yr}$, and starting with 50 satellitesimals. From top to bottom, the panels show the temporal evolution of semi-major axis, orbital eccentricity, orbital inclination, and masses of satellitesimals/satellites. The colorful horizontal dotted lines in the bottom panel match the color of one of the analogues, and they show the mass that each analogue should have to exactly match the mass of its corresponding Galilean satellite. Satellitesimals first grow by pebble accretion and start to migrate inwards. The innermost satellitesimal reaches the inner edge and stops migrating. As additional satellitesimals converge to the inner edge of the disk, orbital eccentricities and inclinations start to increase, which leads to scattering events and collisions. Finally, the satellitesimals converge into a resonant configuration anchored at the disk inner edge. In this case, all adjacent satellite pairs are evolving in a 2:1 MMR. Their final orbits typically exhibit very low orbital inclinations ($\sim 0.01$ deg). However, the final orbital eccentricities of our satellites are modestly high ($\sim 0.05$–0.2).
Figure 6. Final masses and semi-major axes of satellites produced in our best-case simulations. In all cases, only 4 satellites are formed. For presentation purposes, we have re-scaled the position of the satellites by a factor of order of unity to make the position of the innermost satellite in our simulations to coincide with the distance of Io to Jupiter ($a_{\text{in}}$). The real Galilean system is given by the black line with a circle and the vertical dotted lines give the location of the 8:4:2:1 resonant chain and the pink vertical lines give the limits on mass of our third constraint (0.8 $M_E$ and 1.2 $M_E$). Our final systems show no radial mass ranking. The system represented by the green solid line shows a co-orbital satellite with the third innermost satellite.

Table 1 shows that the orbital eccentricities of the Galilean satellites are much lower than those of analogues in Figure 7. More importantly, this is a trend present in all our best analogues. In the next section, we attempt to address this issue by slightly changing our disk model.

4.3 Simulations with a more realistic cooling CPD

In all our previous simulations, we have neglected the evolution of the disk temperature. However, as the disk evolves, it loses masses and gets colder and thin (e.g. Szulágyi et al. 2016). In this section we replace Eq. 6, representing our original CPD temperature profile, by the following new temperature profile (Sasaki et al. 2010; Romnet et al. 2017)

$$ T_{\text{new}} = 225 \left( \frac{r}{10 R_J} \right)^{-3/4} e^{-\frac{t}{\tau_d}} K, \quad (56) $$

where $t$ represents the time, and $\tau_d = 1$ Myr.

In our simulations where the disk temperature does not evolve in time, the CPD aspect ratio at 15 $R_J$ (Ganymede’s distance to Jupiter) is $\sim 0.06 - 0.07$. In our new disk setup, the disk aspect ratio at 15 $R_J$ also at the end of the gas disk phase is $\sim 0.04$. We have conducted 40 new simulations, considering that the CPD temperature decays in time as Eq. 56.

Figure 8 shows the dynamical evolution of one of our good analogues (see Section 3.1). The gas in the CPD dissipates at 2 Myr and we follow the long-term dynamical evolution of these satellites up to 10 Myr. Figure 8 shows, from top to bottom, the evolution of semi-major axis, eccentricity, inclination, and masses of the satellitesimals. This simulation starts with 50 satellitesimals. The evolution of satellitesimals in this case is remarkably similar to that of simulations where the disk temperature is kept fixed in time. The combined pebble accretion efficiency of the system is about 13%, which is also similar to our other simulations with the exponential decay of the disk temperature. At the end of the gas disk phase, at 2 Myr, the satellites form a resonant chain anchored at the disk inner edge with

Figure 7. From to to bottom: Evolution of semi-major axes, orbital eccentricities, orbital inclinations, and masses of satellites in a simulation with $M_\theta = 1.5 \times 10^{-9} M_J/\text{yr}$ and starting with 50 satellitesimals. The dot-dashed line in the top panel shows the snowline location, and horizontal lines in the bottom panel show the masses of the real Galilean satellites. These horizontal line matches the color of the analogues to indicate the mass they should have to be a perfect match. All satellite pairs evolve in a 2:1 MMR.
all-three satellite pairs evolving in a 2:1 MMR. The final orbital eccentricities of satellites are lower than those observed in Figure 7, as expected. However, the orbital eccentricities of our analogues are still too high compared to those of the Galilean system.

We have found that the orbital eccentricities of satellites in simulations where the disk cools down in time are overall lower than those where the disk temperature is kept constant. This is not a surprising result because the equilibrium eccentricity of capture in resonance scales as $e_{\text{eq}} \sim h_g$ (Goldreich & Schlichting 2014b; Deck & Batygin 2015; Pichierri et al. 2018). This is in agreement with the results of our simulations (see Figure 2 and 7). However, the observed eccentricities of our final satellites are still too high compared to those of the real satellites today (Figure 9). One could conjecture that this is because the disk aspect ratio of our new disk is still not low enough. However, in order to have a disk aspect ratio of $\leq 0.01\text{-}0.001$ at $<15\,R_J$ – which could more easily lead to final satellites with eccentricities similar to those of Galilean satellites – it would require a CPD with gas temperature of about $\leq 5\,K$ at $15\,R_J$, which is unrealistic (e.g. Szulágyi et al. 2016). So we suggest that in order to damp the orbital eccentricities of our analogues down to the level of the Galilean satellites, a different mechanism should be invoked. We will conduct new simulations and discuss a possible solution to this issue in Section 5.

4.4 The Water-Ice mass fraction of our satellites

In this section, we analyze the water mass fraction of the satellites in our best Galilean system analogues. Figure 10 shows three of our best analogues. Each line shows one satellite system and the horizontal axis shows its distance from Jupiter. The color-coded dots show individual satellites, where the color represents their water-ice fraction and dot sizes scale linearly with mass. The real Galilean system is shown at the bottom, for reference. The orbital eccentricity of each satellite is represented by the horizontal red bars showing the variation in the planetocentric distance over the semi-major axis ($R_J$).

In all these systems, adjacent satellite pairs evolve in a 2:1 MMR. It is clear in Figure 10 that the water-ice fraction of the innermost satellites in our simulations are significantly higher than those of Io and Europa. However, in all our systems the two outermost satellites have water-ice rich compositions similar to those of Ganymede and Callisto. This is a trend observed in all our simulations. In this work, we assume that pebbles inside the snowline are 0.1 cm size silicate particles and those outside are larger, 1 cm size icy-particles. Therefore, pebbles outside the snowline are far more efficiently accreted by the satellitesimals than those inside it. Consequently, satellitesimals beyond the snowline grow faster than those inside it and tend to starve the innermost satellitesimals by reducing the flux of pebbles that they receive. As distant more massive objects migrate inwards they collide with lower-mass satellites growing by the accretion of silicate pebbles. Typically, the innermost satellite in our simulations is a satellitesimal that – on its way to the inner edge of the disk – has collided with several satellitesimals growing inside the snowline. This tends to affect its final water-mass-fraction as observed in Figure 10. However, in none of our simulations, our innermost analogue is as dry as Io or Europa. We have performed a limited number of simulations where we increase the sizes of the pebbles inside the snowline by a factor of 3, to attempt to accelerate the growth of the innermost satellites, but none of these simulations produce good analogues satisfying the i)-iv) conditions of Section 3.1.

As discussed before, it is not clear if Io and Europa were born with water-ice poor compositions and then lost (most/all) their water-content after formation (Bierson & Nimmo 2020) or formed with their current compositions. So if Io and Europa formed by pebble
accretion and with water-poor compositions they must have formed very early, probably much earlier than Ganymede and Callisto, and at a time where satellitesimals existed (or were able to efficiently grow via pebble accretion) only well inside the disk snowline.

On the other hand, if Io and Europa lost their water via hydrodynamic escape (Bierson & Nimmo 2020) the masses of the innermost satellites in our simulations should be reduced by a factor of 1.2-1.7 to account for the water-ice component loss. We do not simulate this effect here, but if this is the case our innermost satellite would still have mass satisfying constraint iii) in most of our analogues. This is not true for the second innermost satellites in our analogues (Figure 10). But, as some of our simulations do produce Europa analogues twice as massive as the current Europa (Figure 10) our lack of a good match in our analogues’ sample is probably a consequence of the stochasticity of these simulations and small number statistics.

Finally, the top system in Figure 10 shows that the third innermost analogue shares its orbit with a co-orbital satellite. Note that in our system analogues, Ganymede analogues are typically not as massive as the real Ganymede (but masses typically agree within a factor of ∼2). A potential future collision of these co-orbital satellites could result in a satellite with final mass even closer to that of Ganymede.

5 MIMICKING THE LONG-TERM DYNAMICAL EVOLUTION OF OUR GALILEAN SYSTEM ANALOGUES

In our simulations, when the gas in the CPD dissipates, at 2 Myr, orbital eccentricity damping and gas-driven migration cease. Our simulations are numerically integrated at most for additional 8 Myr in a gas-free environment where satellites and Jupiter gravitationally interact as point-mass particles. However, in reality, the long-term dynamical evolution of the Galilean satellites is also modulated by tidal interactions with Jupiter and other satellites (Peale & Lee 2002; Fuller et al. 2016; Lari et al. 2020). Tidal effects tend to increase the angular momentum of the satellites – that migrate outwards because the Galilean satellites are outside the centrifugal radius of Jupiter – and decrease their orbital eccentricities (Greenberg 1973). The resonant configuration of the Galilean satellites is expected to enhance the effects of planet-satellite tidal dissipation (Lari et al. 2020).

In the theory of dynamical tides, if each satellite has a different effective tidal quality factor $Q$ due to resonance locking between moons and internal oscillation modes of Jupiter (see Eq. 57 and 58), tidal migration can be divergent (Fuller et al. 2016). To estimate the potential effects of the resonance locking on the long-term dynamical evolution of our system analogues, we conduct some additional numerical simulations where we use a simple prescription to crudely mimic the effects of tides on our satellite systems. Our main goal here is to test if the three innermost satellites remain in resonance when subject to tidal dissipation forces and to infer the level of dynamical excitation of our final systems.

The migration timescale of a satellite via dynamical tides is given by (Fuller et al. 2016; Nimmo et al. 2018; Downey et al. 2020):

$$\frac{1}{t_a} = \frac{|\dot{a}|}{a} = \frac{2}{3} \frac{1}{t_a} \left( \frac{\Omega}{n} - 1 \right),$$

(57)

with

$$\frac{k_2}{Q} = \frac{1}{3m_s} \left( \frac{a}{R_J} \right)^5 \frac{1}{t_a},$$

(58)

where $\Omega$ and $t_a$ are Jupiter’s rotation frequency and internal oscillation modes timescale and $k_2$ is the Love number. Astrometric observations (Lainey et al. 2009) suggest that three innermost Galilean satellites migrate outwards with timescales of 20 Gyr, which translates to $t_a$ equal to 44, 101, and 217 Gyr, from the Io to Ganymede (Downey et al. 2020). There is no estimate of the current tidal migration timescale of Callisto via astrometric observations (Downey et al. 2020). So we use equation 57 to estimate Callisto’s current tidal migration timescale assuming that: i) Callisto is initially locked in a 2:1 MMR with Ganymede; ii) Ganymede is initially at 13 $R_J$ (consistent with our Analogue 1); iii) Callisto migrates to its current position over the age of the Solar System; iv) the three innermost satellites remain locked in the Laplace resonance. We obtained for Callisto $t_a = 12$ Gyr ($t_\beta = 318$ Gyr). Figure 11 shows the estimated position of the satellites as a function of time, given by equation 57. The solid lines show the semi-major axis evolution of each satellite.

The green dot-dashed line shows the position of the 2:1 MMR with Ganymede (red solid line). As one can see, at the end of the simulation at 4.57 Gyr, Callisto migrates outwards faster than the 2:1 MMR with Ganymede moves outwards, leaving the resonance configuration. The three innermost satellites, on the other hand, remain locked in the Laplace resonance as we will show later. With the migration timescales of all satellites in hand, we can now perform N-body numerical simulations to probe the long-term dynamical evolution of our analogues.

To perform our simulations mimicking the effects of dynamical tides, we use the final orbital configuration of the system at the end of the gas disk phase (Analogue 1) and we consider the subsequent evolution of the system in a gas-free scenario. Due to the high computational cost of these simulations, we do not numerically integrate our system for the entire age of the Solar System, but only for 20 Myr (which requires 3 weeks of CPU-time in a regular desktop). We have assumed for the three innermost satellites $t_a = 20$ Gyr, as suggested by observations (Lainey et al. 2009), and $t_a = 12$ Gyr for Callisto as discussed before. When performing our N-body simulations we also apply eccentricity damping to the satellites, which is assumed to correlate with the tidal migration timescale via the factor $S$ given as:

$$S = \frac{1}{t_a} = \frac{|\dot{e}/e|}{|\dot{a}/a|},$$

(59)

here we test $S = 10^5$ and $S = 10^6$. These values are based on the ratio between semimajor axis and eccentricity variation timescales for Galilean satellites in classical tidal theory (Goldreich & Soter 1966; Zhang & Zhang 2004; Lainey et al. 2017).
Figure 10. Galilean system analogues at the end of the gas disk phase (2 Myr). Each line shows a satellite system produced in our simulations. Individual satellites are represented by color-coded dots. Dot’s size scales linearly with the satellite’s mass and color represents its water-ice fraction. The horizontal axis shows satellites’ orbital semi-major axis. Orbital eccentricities are represented by the horizontal red bars showing the variation in heliocentric distance over semi-major axis ($R_J$). The three systems presented here are also shown in Figure 6.

Figure 11. Temporal evolution of the semimajor axis of the Galilean satellites over the Solar System age as estimated via resonance locking theory (Fuller et al. 2016). The values of $t_\alpha$ for Io, Europa, Ganymede, and Callisto are 44, 101, 217, and 318 Gyr, respectively. The dot-dashed line corresponds to the evolution of the 2:1 MMR with Ganymede.

Figure 12 shows the semi-major axes and orbital eccentricities’ evolution of satellites in Analogue 1 during 20 Myr. Our analogue satellites migrate outwards very slowly and the system remains dynamically stable. The bottom panel of Figure 12 shows that the orbital eccentricities of our analogues are damped to values consistent with those of the real Galilean satellites in a relatively short timescale. The Figure 12 corresponds to $S = 10^5$. Our simulation where $S = 10^6$ resulted in an even lower level of orbital excitation at 20 Myr.

Finally, in Figure 13, we analyze the behavior of the resonant angles characterizing our resonant chain in the same simulation of Figure 12. From top to bottom, the first three panels show the resonant angles associated with the 2:1 MMR. These plots show that the innermost and second innermost satellite pairs remain locked in a 2:1 MMR when we mimic the tidal dissipation effects on eccentricity. This is indicated by the reduction – relative to the beginning of the simulation – in the libration amplitudes of the resonant angles ($\phi$) which librate around zero with small amplitude after the simulation timespan. However, in the case of the outermost satellite pair, the amplitudes of libration of the associated resonance angles gradually increase until they start to circulate, dissolving the resonant configu-
ration, without breaking the resonant configuration of the other pairs. The bottom panel shows that the amplitude of the resonant angle associated with the Laplacian resonant slightly increases at \( \sim 8 \) Myr – the moment when the outermost satellite leaves the resonance with the second outermost satellite – but the three innermost satellites remain locked in this configuration. Therefore, our results also suggest that the Galilean satellite system is a primordial resonant chain, where Callisto was once in resonance with Ganymede but left this configuration via divergent migration due to dynamical tides (Fuller et al. 2016; Downey et al. 2020; Lari et al. 2020; Hay et al. 2020; Durante et al. 2020; Idini & Stevenson 2021). Of course, a complete validation of this result may require self-consistent simulations modeling tidal planet-satellite dissipation effects but this is beyond the scope of this paper.

6 DISCUSSION

We have assumed a fully formed Jupiter from the beginning of our simulations. We believe this is a fair approximation because Jupiter’s CPD and the Galilean satellites mostly likely started to form during the final phase of Jupiter’s growth. Szulágyi et al. (2016) showed that the characteristics of a circumplanetary disk are mainly determined by the temperature at the planet’s location – which is driven by the gas accretion rate onto the planet – and have a weak dependency on the planet mass. In our model, the total flux of gas from the CSD to the CPD is about \( \sim 0.1 \) M\( \text{J} \). So, even if one assumes that all gas entering the CPD is accreted by Jupiter, it should have no less than 90% of its current mass at the beginning of our simulations. Thus, we do not expect this small difference in the planet’s mass than we have considered here to change the quality of our results. One potential impact could be seen in the migration timescale of the satellites. However, the migration timescale depends also on CPD’s model, as surface density and aspect ratio. As we have performed simulations considering different dissipation modes for the gas disk we consider our main findings to be fairly robust against this issue.

Our treatment of collisions is also simplistic. All of our collisions are modeled as perfect merging events that conserve mass and linear momentum. To evaluate whether or not our assumption is adequate, we have analyzed the expected outcome of collisions in our simulations following Kokubo & Genda (2010) and Genda et al. (2012). We have found that about 85% of our collisions qualify as perfect merging events, and only 15% of our simulations fall into the hit-and-run regime (see Figure 14). Impact velocities in our simulations are very low because collisions happen during the gas disk phase when satellites have low orbital eccentricities and inclinations due to gas-tidal damping and drag. These results show that our treatment of impacts is fairly appropriate to study the formation of the Galilean satellites.

For simplicity, our simulations started with satellitesimals distributed initially between 20 and 120 R\( J \). We have argued that these objects were most likely captured from the CSD (Zhu et al. 2012) rather than having been born in-situ. However, we do not model the capture of planetesimals from the CSD in the CPD in this work. The CPD’s location where planetesimals from the CSD are preferentially captured depends on planetesimals sizes, orbits, gas surface density, and ablation degree when they enter the CPD (Fujita et al. 2013; Ronnet & Johansen 2020). Simulations from Ronnet & Johansen (2020) suggest the total time necessary to Jupiter capture the total mass in satellitesimals assumed at the beginning of our simulations would be only \( \sim 10^3 - 10^4 \) years.

Our best Galilean satellite analogues have typically four satellites as the real Galilean system. However, Jupiter hosts a complex system of moons. Jupiter hosts four satellites with sizes of tens of kilometers inside Io’s orbit and a large set of regular satellites of a few kilometers in size outside Callisto’s orbit. Here we speculate that these two populations of objects represent fragments, late captured, or leftover satellitesimals that were too small to efficiently grow by pebble accretion. This hypothesis is under investigation.

Our model is honestly simplified and we do not plead to definitively explain the formation of the Galilean satellites. However, it is

---

**Figure 13.** From top to bottom, the first three panels show the evolution of resonant angles associated with the 2:1 MMR of different satellite pairs. The bottom panels shows the resonant angle associated with the Laplacian resonance characterized by the three innermost satellites. The labels 1, 2, 3, and 4 corresponds to the innermost, second innermost, third innermost, and outermost satellite in our simulation, respectively. All these resonant angles librate at the beginning of the simulation, which corresponds to the the end of the gas disk phase. The orbital eccentricity of the innermost satellite is damped in a timescale \( t_{\text{G}} = t_{\text{G}}/S \), where \( S = 10^5 \) (see Figure 12), to mimic the effects of tidal dissipation.
astonishing that using the same physical processes invoked in models to explain the formation of planets in the Solar System and around other stars (e.g. Levison et al. 2015a; Izidoro et al. 2019), our simulations can still form satellites systems that resemble fairly well the Galilean moons. Our results also show the importance of future studies to provide firmer constraints on the original composition of Io and Europa. Were they born with water-rich compositions or not?

7 CONCLUSIONS

We have performed a suite of N-body numerical simulations to study the formation of the Galilean satellites in a gas-starved disk scenario (Canup & Ward 2002, 2006, 2009; Sasaki et al. 2010) invoking pebble accretion and migration. Our simulations start considering an initial population of ∼200 km-size planetesimals in the circumplanetary disk that are envisioned to be planetesimals captured from the sun’s natal disk. We have performed simulations testing different initial number of planetesimals in the CPD and pebble fluxes. Our pebbles fluxes are consistent with those estimated via the ablation of planetesimals in the circumplanetary disk (Ronnet & Johansen 2020). Our best Galilean system analogues were produced in simulations where the time-integrated pebble flux is about 10⁻³ M_J. In these simulations, planetesimals grow via pebble accretion and migrate to the disk inner edge where they stop migrating at the inner edge trap. When they approach this location, dynamical instabilities and orbital crossing promote further growth via impacts. Our simulations typically produced between 3 and 5 final satellites anchored at the disk inner edge, forming a resonant chain. Their masses match relatively well those of the Galilean satellites. All our system analogues show 3 pairs of satellites locked in a 2:1 mean motion resonance. Thus, we propose that Callisto – the outermost Galilean satellite – was originally locked in resonance with Ganymede but left this primordial configuration via divergent migration due to tidal dissipative effects (Fuller et al. 2016; Downey et al. 2020). We also proposed that the orbital eccentricities of the Galilean satellites were much higher in the past and were damped to their current values via tidal dissipation without destroying the resonant configuration of the innermost satellites (Fuller et al. 2016; Downey et al. 2020; Lari et al. 2020; Hay et al. 2020; Durante et al. 2020; Idini & Stevenson 2021). Finally, we proposed that the Galilean system represents a primordial resonant chain that did not become unstable after the circumplanetary gas disk dispersal. Thus the formation path of the Galilean system is probably similar to that of systems of close-in super-Earths around stars, as the Kepler-223 (Mills et al. 2016b), TRAPPIST-1 (Gillon et al. 2017), and TOI-178 (Leleu et al. 2021) systems (Izidoro et al. 2017, 2019).

Our simulations do not reproduce the current low water-ice fractions of Io and Europa, and require efficient water loss via hydrodynamic escape (Bierson & Nimmo 2020) to occur to match their current bulk compositions. If efficient water loss via hydrodynamic took place it is expected that Europa should have developed a higher deuterium-to-hydrogen ratio compared with Ganymede and Callisto (Bierson & Nimmo 2020). This prediction may be tested in the future via in-situ measurements by the Europa Clipper spacecraft or infrared spectroscopic observations (Bierson & Nimmo 2020). In all our simulations, the two outermost satellites have water-ice rich compositions similar to Ganymede and Callisto. Our results suggest that if Io and Europa were born water-ice depleted, they should have formed much earlier than Ganymede and Callisto and well inside the CPD’s snowline. Additional constraints on Io and Europa are now crucial to constrain Galilean satellites’ formation models.
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