Analysis of Two-Dimensional Electron Gas Formation in InGaAs-Based HEMTs
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ABSTRACT

In this study, a theoretical simulation was performed using the Schrodinger-Poisson method to elucidate the formation factors for two-dimensional electron gas in InGaAs-based HEMTs. No visible change was observed in the carrier density and the potential shape. The inflection point of the energy level and the agreement of the energy level in each dimension were confirmed for the change in the number of carriers in the channel layer. It was found that the number of electrons at this coincidence point almost coincided with the number of electrons in the IV characteristics measured by the previous research for each gate voltage. The change in carrier state suggested that a 2DEG was formed. In addition, by considering the transport of carriers on the crystal lattice plane as a cause of the inflection point of the energy level, it was suggested that it might be caused due to the occurrence of the degeneracy process at a certain moment. From these results, it was experimentally and theoretically shown that the formation of 2DEG was caused by the carrier degeneration and the state change.

1. Introduction

The InGaAs crystal is a ternary compound semiconductor known for forming the channel layer of a high electron mobility transistor (HEMT) [1]-[3]. Generally, the HEMT structure is constructed by using a heterojunction with a heterogeneous semiconductor crystal. For this reason, band discontinuity occurs at the crystal surface bonding interface. Furthermore, in the electrostatic potential caused by the space charge under thermal equilibrium, band bending occurs [4], [5]. Thus, an electron transport layer called a two-dimensional electron gas (2DEG) is formed in the channel layer [5]. As an advantage of the 2DEG formation, transmitted electrons are hardly scattered by impurities, and excellent high-speed transmission with low noise is obtained [6], [7]. Research on the characteristics such as the high-speed transmission and low noise in HEMTs has been performed on InGaAs crystals as well as on HEMTs that combine other materials [8]-[10]. However, there are few reports on the principle of 2DEG formation. Due to the formation principle of 2DEG, the quantum size effect (quantum confinement effect) has been reported [11], [12]. This is a phenomenon that occurs when the carriers are confined in a widened region spanning the de Broglie wave. It is often used as an explanation for a low-dimensional structure for the 2DEG interpretation in a quantum dot. This phenomenon forms the basis for creating the channel layer of a few nanometers in HEMT fabrication [13], [14].

However, we have experimentally observed the moment of 2DEG formation in InGaAs-based HEMTs as a previous study [15]. Figure 1 shows a part of the experimental result of the previous research. In this experiment, the IV characteristics were measured by setting the drain voltage applied to the device to a very small value from -0.5 mV to 4.8 mV. In addition, a decrease in the drain current was found for InGaAs-based HEMTs when irradiated with light at a wavelength of 1480 nm. From figure 1, it is evident that the drain current sharply spikes at a certain drain voltage value. In addition, the timing at which the current value rises was shifted due to its dependence on the light intensity. When the HEMT operation was viewed, high-speed operation was found at the moment of the rise of the current value, and a rapid improvement in electron transport speed was obtained. It was considered that 2DEG was formed or expressed at this moment.

From the above, it is assumed that a 2DEG is formed from at a certain moment. The explanation of the quantum size effect alone is not sufficient for the principle of 2DEG formation.

Therefore, the purpose of this study was to elucidate the formation factor of 2DEG in InGaAs-based HEMTs. A theoretical simulation was performed on an InGaAs-based HEMT; physical
parameters of the device were compared with the experimental data shown in figure 1, and the factors involved in the formation of 2DEG were discussed.

2. Experiment Methods
2.1 Device Structure Model

A cross-sectional view of the device structure used in this experiment is shown in Figure 2. Theoretical calculations near the channel layer were performed from the barrier layer to the buffer layer in the simulations performed in this study. Table 1 summarizes the parameters for each layer.

2.2 The Schrödinger -Poisson Method

In this analysis, Wolfram Mathematica 12 was used as the theoretical calculation software. The Schrodinger-Poisson method using local density approximation in density functional theory was employed as the solver [16]. This solver calculates the parameters such as the energy level, wave function, potential function, and the carrier density function of the electron-hole system in the HEMT structure. The direction perpendicular to each layer plane was defined as the x-axis, and a one-dimensional calculation was performed. The used mathematical formulas are described below. A time-independent Schrodinger equation was introduced to describe the quantum mechanical effects that occur in the HEMT structures [17].

\[
-\frac{\hbar^2}{2}\frac{d^2}{dx^2}\left(\frac{1}{m^*(x)}\right) + V(x)\psi_n(x) = E_n\psi_n(x)
\]  

Where \(\psi\) is the wave function, \(E\) is the energy eigenvalue, \(V\) is the potential energy, \(\hbar\) is the Dirac constant, and \(m^*\) is the effective mass of electrons and holes of the target material. The solution to the Schrodinger equation gives the wave function associated with the energy. The wave function represents a spatial probability distribution indicating the presence of electrons and holes at a specific energy level. In this calculation, the carrier function defines the potential energy function. Therefore, the time dependence of the potential was not considered. Subsequently, the carrier density was calculated. The carrier density of a semiconductor in an equilibrium state within the parabolic band approximation can be calculated from the following equation [18].

\[
n_s = \int g(E)f(E)\,dE
\]

\[
p_s = \int g(E)[1 - f(E)]\,dE
\]

Here, \(g(E)\) is a density of states function, and \(f(E)\) is a Fermi-Dirac distribution function.

\[
f(E) = \frac{1}{1 + e^{\frac{E-E_F}{k_B T}}}
\]

The density of states function gives the number of states per unit volume and unit energy in the \(k\)-space. In this analysis, the electron and hole states in the same HEMT structure were compared in three and two dimensions.

\[
g_{3D}(E) = \frac{(2m^*)^2}{2\pi^2\hbar^2}\sqrt{E-E_F}
\]

\[
g_{2D}(E) = \frac{m^*}{\pi\hbar^2}\sum N (E-E_N)
\]

When calculating the carrier distribution at the target potential, the carrier distribution in the channel layer region was not uniform with the triangular wave potential in the HEMT. The band edge of the triangular potential was strongly bent at the junction interface. Therefore, a band structure was mounted on the potential of the Schrodinger equation. This forms a constraint within the domain of the wave function [19]. In this case, the square of the wave function was a probability distribution function and it represents the probability of a particle having a specific energy level \(E_n\) in the region.

From these, the carrier density is:

Table 1: Summarizes the parameters for each layer.

\[
n(x) = [\int g(E)f(E)\,dE]|\psi(x)|^2
\]
This time, in order to calculate the carrier density for a specific energy level, after performing indefinite integration, the energy eigen value of the object was substituted into the energy dependence function (state density and distribution function). Subsequently, the potential function \( V(x) \) of the HEMT structure was introduced. In this analysis, the potential function in the HEMT structure was defined by the following equation.

\[
V(x) = -q\varphi(x) + \Delta E_c(x) + V_{xc}(x)
\]  

(9)

The first term of \( V(x) \) is introduced by the Poisson equation. In this equation, the electrostatic potential is related to the space charge distribution in the system [20].

\[
\frac{d}{dx}(\varepsilon_0 \varepsilon_r(x) \frac{d}{dx} \varphi(x)) = -\rho(x)
\]  

(10)

\[
\rho(x) = q[p(x) - n(x) + N_D^+(x) - N_A^-(x)]
\]  

(11)

Here, \( \varepsilon_r(x) \) represents the relative permittivity of each material, \( \varepsilon_0 \) represents the permittivity in a vacuum, and \( \rho(x) \) represents the charge distribution of the semiconductor. In addition, \( n(x) \cdot p(x) \) is the carrier density of electrons and holes, and \( N_D^+(x) \cdot N_A^-(x) \) is the ionization dopant density by acceptors and donors.

Solving the Poisson equation defines the electrostatic potential \(-q\varphi(x)\). In addition, the band discontinuity \( \Delta E_c(x) \), and the exchange correlation potential \( V_{xc}(x) \) are defined. The exchange correlation potential \( V_{xc}(x) \) is an interpolation formula developed by Hedin and Lundqvist and plays a role to change the Schrodinger equation for one particle system into an equation for another particle. This time, the Stern and Das Sarma format was adopted [21,22].

\[
V_{xc}(x) = -\left[1 + 0.03683 r_s \ln \left(1 + \frac{21}{r_s}\right)\right] \left(\frac{2}{\pi \alpha} \right) R_y^* R_y^* (\text{Rydberg Constant}) = \frac{q^2}{8\pi \varepsilon_0 \varepsilon_r(x) \beta}
\]  

(12)

\[
R_y^* (\text{Rydberg Constant}) = \frac{\alpha}{\beta} = \frac{16\pi^3 \varepsilon_0 \varepsilon_r(x) h^2}{m^* (x) q^2}
\]  

(13)

\[
\alpha = \left(\frac{4}{9\pi}\right)^{\frac{1}{3}}, \quad \beta = \frac{16\pi^3 \varepsilon_0 \varepsilon_r(x) h^2}{m^* (x) q^2}
\]  

(14)

\[
r_s = \frac{r_0}{\beta} = \left(\frac{4\pi \beta^3 C(x)}{3}\right)^{-\frac{1}{3}}
\]  

(15)

\[
r_0 (\text{Wigner-Seitz radius}) = \left(\frac{3}{4\pi C(x)}\right)^{\frac{1}{3}}
\]  

(16)

\[
\gamma : C(x) = n(x) \ or \ p(x) \ (\text{Electron or Hole density})
\]  

(17)

2.3 Calculation Method

In the simulation method, initially, a Poisson equation is calculated as a trial function. At this time, the calculation is performed under the condition that the electron and hole densities are set to 0. Thus, the well-type potential in the band offset state in the thermal non-equilibrium state was determined. The Schrodinger equation was calculated for the obtained electrostatic potential. Thereafter, the carrier density and the carrier concentration were calculated using the obtained energy eigen value and wave function. At this time, three-dimensional and two-dimensional systems were used for the density of states function. An exchange-correlation potential was defined from the obtained carrier density.

The calculation was repeated using these parameters. In this analysis, the change in potential shape due to the gate voltage was incorporated into the program, and the dependence at each gate voltage was compared. The potential function is as follows;

\[
V'(x) = V(x) - qV_g(x)
\]  

(18)

The effect of the gate voltage on each layer was dependent on the distance from the surface of the Schottky junction (see Table 1). For the purpose of reproducing a gradually increasing electronic state, the carrier density was defined by superposition of the carrier densities obtained in each calculation. This was done to reproduce the situation of the previous study [15] in the simulation. As a result, the equations were not self-consistent and did not converge. Therefore, the convergence condition was derived from the IV characteristics obtained in previous studies as the convergence criterion for the calculation [15]. The electron concentration was calculated using the theoretical formula of the drain current in the linear region of the IV characteristic. After that, experiments and theory were compared for each obtained parameter.

3. Results

3.1 The shape of Potential \( V_g = 0 \)

The potential shape of the electron-hole system is shown in figure 3. As a result of the simulation, a potential shape known as the HEMT structure was obtained. For the energy eigen values, the ground level and the second level (excitation level) were
obtained as solutions for the triangular wave potential. The subsequent energy levels were found to be around 0.545 eV. This was the result of level formation in the InAlAs layer by Si doping. In the hole system, two types of heavy holes and light holes were separately simulated. No significant change was observed in the potential shape; a paired potential was formed for the electron system.

3.2 The Carrier density \( (V_g=0) \)

The results of the carrier density distribution are shown in figure 4. In this simulation, calculations were performed by defining the density of states function as two-dimensional and three-dimensional. From figure 4, no difference in the carrier distribution was found between the two-dimensional and three-dimensional orders in the electronic system. The hole density in the two-dimensional hole system does not vary significantly. The light holes had about three times as many hole carriers as the heavy holes in the hole density of the three-dimensional system. This was considered to be due to the difference between the light and heavy hole effective mass values.

3.3 The Energy Level \( (V_g=0) \)

The result of the dependence of the energy eigenvalue on the number of electrons was shown in figure 5. The three-dimensional energy eigen value was not affected by the quantum size effect. Therefore, the three-dimensional energy eigen values are not discretized. Figure 5 plots a total of the three energy eigen values, one energy eigenvalue in a three-dimensional system, a ground level, and an excitation level in a two-dimensional system. From figure 5, it was found that the energy eigenvalue of the three-dimensional system rapidly changed with the increase in the
number of electrons in the channel layer. In addition, it was found that there was an inflection point in the three-dimensional system where the energy changed from a decreasing trend to an increasing trend. Furthermore, it was observed that the energy eigenvalue of the three-dimensional system coincides with the ground level of the discrete two-dimensional system at a certain number of electrons. When comparing the number of electrons at this time with the result calculated from the IV characteristics.

IV Caractaristics : $1.429 \times 10^{12} \text{[cm}^{-2}\text{]}$
Theoretical Value : $1.424 \times 10^{12} \text{[cm}^{-2}\text{]}$

It was found that the number of electrons almost coincided with the number of electrons at the moment when the peak was generated (at the moment when the shape of the IV characteristic changed abruptly). Subsequently, the dependence of the energy eigenvalue on the hole concentration is shown in figure 6. The energy eigenvalues in the two-dimensional system were the same for both the light and heavy holes ($E_{lh}$ and $E_{hh}$). However, in the eigenvalues of the energy in the three-dimensional system, the existence of an inflection point was confirmed at a certain moment with the increase in the number of holes, as in the electron system. In addition, the timing at which this inflection point occurs differs between a light hole and a heavy hole. It was found that the timing deviation occurred first in the light holes and then in the heavy holes. In this simulation, the initial settings of the trial function and the quasi-Fermi level in the heterostructure were set in such a way that the hole concentrations of light and heavy holes were the same. Therefore, it was considered that the difference in the effective mass and the like, affects the hole system.

3.4 The Gate-Voltage dependence of each parameter

3.4.1 The shape of Potential

The potential shapes at each gate voltage are shown in figure 7. In the electron system, it was found that when a negative gate voltage was applied, the potential shape gradually changed to a well-shaped potential such as the band offset. It was also found that when a positive gate voltage was applied, the potential shape formed was a triangular wave potential deeper towards the
electrode. The table 2 summarizes the energy eigenvalues in a two-dimensional system for each potential. As it can be seen from the table 2, it was found that the energy eigenvalues such as the ground level, also changed according to the value of the applied gate voltage. On the other hand, in the hole system, little change in shape was observed for light holes and heavy holes, resulting in a pair with the electron system. The figure 7 plots the potential shape of heavy holes.

Table 2: Summarizes the energy eigenvalues in a two-dimensional system for each potential.

| Gate Voltage [V] | Ground State [eV] | Second Level (Excited State) [eV] |
|-----------------|------------------|----------------------------------|
| 0.3             | 0.14622          | 0.22147                          |
| 0.2             | 0.16584          | 0.22299                          |
| 0.1             | 0.18519          | 0.23293                          |
| 0               | 0.20445          | 0.24296                          |
| -0.1            | 0.22356          | 0.25313                          |
| -0.2            | 0.24230          | 0.26366                          |
| -0.3            | 0.26005          | 0.27519                          |

3.4.2 The Carrier density

Subsequently, the results of the carrier distribution for each gate voltage are summarized in figure 8. In the electronic system, it was confirmed that as a negative gate voltage was applied, the electron distribution shifted toward the substrate. On the other hand, when the gate voltage was positive, the distribution did not fluctuate so much. In the case of the hole system, when the gate voltage was negative, it was found that the voltage slightly shifted to the electrode side. When the gate voltage was positive, almost no change in the hole distribution was observed as in the case of the electron system. Figure 8 plots a two-dimensional system since no change in distribution was observed in two and three dimensions.

3.4.3 The Energy Levels

The dependence of the energy eigenvalue with the number of electrons on the gate voltage is shown in figure 9. The existence of an inflection point at a certain number of electrons for the energy eigenvalues of the three-dimensional system was confirmed under all gate voltage conditions. The table 3 shows the electron concentration at the time of occurrence of the inflection point in the electron energy eigenvalue function at each gate voltage. As shown in table 3, under all conditions, the electron number, at the moment when the peak occurs in the IV characteristic almost coincides with the electron areal density at the point indicating the inflection point in the energy eigenvalue function. Figure 10 shows the result of the energy eigenvalue with respect to the gate voltage in the hole system. The inflection point of the energy eigenvalue in the three-dimensional system was observed under each gate voltage condition. The table 4 summarizes the hole concentrations at the time of occurrence of the inflection point in the energy eigenvalue function of heavy holes and light holes at each gate voltage.

Table 3: The electron concentration at the time of occurrence of the inflection point in the electron energy eigenvalue function at each gate voltage.

| Gate Voltage [V] | Simulated Result (Inflection Point) [cm$^{-2}$] | Electron sheet Density (IV Characteristic) [cm$^{-2}$] |
|-----------------|-----------------------------------------------|------------------------------------------------------|
| 0.3             | 1.576×10$^{12}$                               | 1.580×10$^{12}$                                      |
| 0.2             | 1.541×10$^{12}$                               | 1.552×10$^{12}$                                      |
| 0.1             | 1.458×10$^{12}$                               | 1.475×10$^{12}$                                      |
| 0               | 1.424×10$^{12}$                               | 1.429×10$^{12}$                                      |
| -0.1            | 1.260×10$^{12}$                               | 1.271×10$^{12}$                                      |
| -0.2            | 1.047×10$^{12}$                               | 1.089×10$^{12}$                                      |
| -0.3            | 7.271×10$^{11}$                               | 7.142×10$^{11}$                                      |
Table 4: Summarizes the hole concentrations at the time of occurrence of the inflection point in the energy eigenvalue function of heavy holes and light holes at each gate voltage.

| Gate Voltage [V] | Light Hole (Inflection Point) [cm⁻²] | Heavy Hole (Inflection Point) [cm⁻²] | Electron sheet Density (Before Rising current) [cm²] | Electron sheet Density (Rising current at Peak) [cm²] |
|------------------|--------------------------------------|--------------------------------------|-----------------------------------------------|-----------------------------------------------|
| 0.3              | 2.036 × 10¹²                         | 4.103 × 10¹²                         | 1.580 × 10¹²                                   | 2.485 × 10¹²                                   |
| 0.2              | 1.749 × 10¹²                         | 3.916 × 10¹²                         | 1.552 × 10¹²                                   | 2.481 × 10¹²                                   |
| 0.1              | 1.577 × 10¹²                         | 3.725 × 10¹²                         | 1.475 × 10¹²                                   | 2.421 × 10¹²                                   |
| 0                | 1.534 × 10¹²                         | 3.590 × 10¹²                         | 1.429 × 10¹²                                   | 2.275 × 10¹²                                   |
| -0.1             | 1.331 × 10¹²                         | 3.387 × 10¹²                         | 1.271 × 10¹²                                   | 1.981 × 10¹²                                   |
| -0.2             | 1.140 × 10¹²                         | 3.168 × 10¹²                         | 1.089 × 10¹²                                   | 1.811 × 10¹²                                   |
| -0.3             | 7.410 × 10¹²                         | 2.906 × 10¹²                         | 7.142 × 10¹¹                                   | 1.531 × 10¹²                                   |

Figure 9: The dependence of the energy eigenvalue with the number of electrons on the gate voltage.

Figure 10: The energy eigenvalue with respect to the gate voltage in the hole system.

4. Discussions

4.1 The shape of Potential

From the simulation results, it was confirmed that the shape of the potential changes with respect to the gate voltage. These results suggest that the change in the Fermi level is related to the factors that cause the shape of the potential with respect to the gate voltage condition [23].

In the HEMT structure, the Fermi level of the metal electrode matches the Fermi level of the barrier layer material due to the Schottky junction between the metal electrode and the barrier layer material. Thereby, the difference between the work function and the electric affinity was formed as a Schottky barrier, and a hetero junction was established.

The gate electrode also has a Schottky junction with the barrier layer. The Fermi level of the metal electrode changes due to the minority carriers generated when a gate voltage was applied. As a result, it was considered that a potential shape change had occurred. The heterostructure was formed by a thermal equilibrium state. This means that the Fermi levels for each material and the metal electrode were the same, and the potential shape must0 have continuity [24]. The application of the gate voltage causes a change in the Fermi level on the metal electrode side and changes the Schottky barrier. In the process of changing to the non-equilibrium state, the potential in the barrier layer changes to satisfy the equilibrium state to maintain continuity. The potential shapes of the doping layer and the spacer layer, which were continuous layers, were changed accordingly.

In this simulation, the Fermi level in the device was defined using pseudo Fermi level. Therefore, it was impossible to discuss the change of Fermi level in detail. However, it is true that each energy eigen value changes with the change of the potential shape. It means that when the energy states in the device are changed, it should also cause change in the Fermi level.

4.2 The changes of Energy level

4.2.1 In the electron system

The energy eigen value of the electron system changed from showing a decreasing tendency to an increasing tendency at a...
certain number of electrons. The above result suggests that in the process of forming 2DEG, the inflection point of this energy eigenvalue changes the electronic state from three-dimensional to two-dimensional.

Electrons in the channel layer try to select an energy state at a given energy level as a solution [25]. In the system simulated this time, it is an exchange correlation potential function treated as another particle system instead of one particle system. The interpretation of the obtained energy level is the minimum energy state that the electron can take. In this case, electrons have to occupy the ground level, having a low energy and most stable; it will be arranged on the reciprocal lattice point corresponding to the ground level around the energy. As a result, the electron-electron spacing becomes uniform, and the interaction between the electrons decreases. Then, it was considered that the energy value of the electrons tends to decrease. On the other hand, when the number of electrons supplied to the channel layer gradually increases, the number of electrons that can be arranged at the reciprocal lattice point around the ground level exceeds at a certain moment; the electron level starts to degenerate. As a result, the electron-electron spacing becomes non-uniform, thus the interaction between electrons is considered to increase. The results of this simulation suggest that the peak value of the number of electrons observed in the IV characteristics was due to the formation of 2DEG in the channel layer.

II) In the hole system

It is considered that the inflection point occurs in the hole system due to the occurrence of the same phenomenon as in the electron system as described above. In this case, in the hole system, the number of holes generated in light holes and heavy holes was completely different. In the hole system, as in the electron system, the change to a two-dimensional system due to the degeneracy process is manifested by the presence of a two-dimensional hole gas (2DHG) [26], [27]. As a result of this simulation, the inflection point of the energy eigenvalue of light holes is generated during the onset of the IV characteristic (figure 1). From the results of the IV characteristics, a decrease in the drain current due to light irradiation at the forward bias can be confirmed. The current value temporarily increases due to light irradiation. However, the amount of current decrease after the IV characteristic peak value has decreased significantly as the light irradiation intensity increases. After reaching the IV characteristic peak value, the recombination ratio of electrons and holes increases. Therefore, it is suggested that the formation of 2DEG and the formation of 2DHG in the hole system promoted the recombination rate.

5. Conclusions

In this study, a theoretical simulation by the Schrodinger-Poisson method was used to elucidate the formation factors of two-dimensional electron gas in InGaAs-based HEMTs. No significant change was observed in the carrier density and the potential shape. For the change in the number of carriers in the channel layer, the inflection point of the energy level and the agreement of the energy level in each dimension were found. It was found that the number of electrons at this coincidence point almost coincided with the number of electrons in the IV characteristics measured by the previous research for each gate voltage. The change in carrier state suggested that a 2DEG was formed. In addition, considering the transport of carriers on the crystal lattice plane as a cause of the inflection point of the energy level, it was suggested that it might be caused by the occurrence of the degeneracy process at a certain moment. From these results, it was experimentally and theoretically shown that the formation of 2DEG was caused by carrier degeneration and state change.
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