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Abstract. We present a Krylov-Safonov theory approach for the Hölder regularity of viscosity solutions to non-variational porous media type equations. We explore the peculiarity of this type of problem: either the equation falls in a uniformly elliptic regime or the eikonal mechanism takes care of the regularity. Our techniques are based on sliding paraboloids resulting in an ABP-type measure estimate. By combining such estimates, a diminishing of oscillation property is available, resulting in a regularity control in Hölder spaces.

1. Introduction

Consider the evolution problem modeled by a continuous and non-negative function $u \in C(B_1 \times (-1,0])$ and driven by an equation of the form

$$\partial_t u = \sum_{i,j=1}^{n} u a_{ij} \partial_{ij} u + b_{ij} \partial_i u \partial_j u \quad \text{in} \quad B_1 \times (-1,0]$$

where $a_{ij} = a_{ij}(x), b_{ij} = b_{ij}(x) \in \mathbb{R}^{n \times n}$ are symmetric matrices that satisfy the uniform ellipticity hypothesis

$$\sum_{i,j=1}^{n} a_{ij} \xi_i \xi_j, \sum_{i,j=1}^{n} b_{ij} \xi_i \xi_j \in [\lambda, \Lambda] \subseteq (0,\infty) \quad \forall \xi \in \partial B_1$$

(denoted by $(a_{ij})$, $(b_{ij}) \in [\lambda, \Lambda] \subseteq (0,\infty)$ from now on). The degeneracy of the diffusion as $u$ goes to zero is certainly the most interesting feature of these equations from the regularity point of view. This is responsible of the finite speed of propagation for the support of the solution, and gives one of the fundamental examples in free boundary problems.

In this article we pursue the regularity theory for these type of equations. To illustrate the variety of challenges encountered, consider the solution $(e \cdot x + t)_+$ for some $e \in \mathbb{R}^n$ such that $\sum_{i,j=1}^{n} b_{ij} e_i e_j = 1$ with $(b_{ij})$ constant. This traveling front exhibits two interesting behaviors: The impossibility of a Harnack inequality, and the fact that we should not expect solutions to be better than Lipschitz. Here is our main theorem.

**Theorem 1.1.** Given $[\lambda, \Lambda] \subseteq (0,\infty)$ there exist $\alpha \in (0,1)$ and $C > 0$ such that the following holds: Let $(a_{ij})$, $(b_{ij}) : B_1 \times (-1,0] \to \mathbb{R}^{n \times n}$ symmetric and such that $(a_{ij})$, $(b_{ij}) \in [\lambda, \Lambda]$, and $u \in C(B_1 \times (-1,0])$ be a solution of (1.1) taking values in $[0,1]$. Then

$$\|u\|_{C^\alpha(B_{1/2} \times (-1/2,0])} \leq C.$$
The classical example to keep in mind is the porous media equation (PME), historically developed from material sciences and fluid dynamics. Here $u$ is a density being transported by a potential flow and modeled by the continuity equation $\partial_t u - \text{div}(uDp) = 0$. The pressure $p$ gets related to the density $u$ by a constitutive relation which takes the form $p = \phi(u)$, in particular if $p = u$ we get the Boussinesq equation $\partial_t u = u\Delta u + |Du|^2$.

Besides the classical motivation in fluid dynamics, the PME appears in other very interesting settings such as biological models [18, 26] and differential geometry [31, 13]. For a detailed exposition of the motivating problems we recommend the first chapters in the book by Vázquez [29].

Due to its diverse applications and fascinating nonlinear structure, the PME and its generalizations have attracted the attention of many authors over the years. Most of the developments account for distributional weak solutions, including unique solvability, regularity, finite speed of propagation, and asymptotic behavior. The regularity of solutions in several dimensions was established in 1979 by Caffarelli and Friedman [6, 7] based on apriori estimates due to Aronson and Bénilan [1] around the same time. The theory was then quickly extended to the two phase Stefan problem by Caffarelli and Evans [5] and very general singular equations in divergence form by Ziemer [32], DiBenedetto [14, 15], and Sacks [27]; all of them around 1982 and based on the de Giorgi-Nash-Moser approach. Besides Chapter 7 in the book of Vázquez [29], we also recommend the books by DiBenedetto, Urbano, and Vespri [16], and Urbano [28] for a detailed and pedagogical analysis on the regularity theory of degenerate equations in divergence form.

Meanwhile the degeneracy under the variational structure is well understood, the non-variational counterpart still offers some open questions. In this case the natural setting for the existence, uniqueness, and stability theorems are the viscosity solutions developed also in the eighties and nineties. For the classical PME, this treatment was started by Caffarelli and Vázquez in 1996 [10] and extended by Brändle and Vázquez in 2005 [2].

This work continues this line of research by analyzing the regularity of solutions to PME type equations in non-divergence form. In this sense our methods belong to the Krylov-Safonov regularity theory, originally presented in a probabilistic setting in [23, 24]. The main distinction between the variational and non-variational approach is that the energy estimates are replaced by the Aleksandrov-Bakelman-Pucci (ABP) principle. Standard references are the book by Gilbarg and Trudinger [17] or the one by Caffarelli and Cabré [4].

Let us emphasize that because of the degeneracy, we cannot expect a Harnack’s inequality to hold in this scenario. However, as $u$ approaches zero, the evolution is driven by an eikonal equation which controls the speed of propagation of the level sets. We like to think about it in the following terms, either the equation falls in a uniformly elliptic regime or the eikonal mechanism takes care of the regularity. This is also, in broad sense, the point of view taken for the regularity theory of the Stefan problem in [5].

To make this idea precise, we take into account the scale invariance of the equation and pursue a diminish of oscillation lemma. For a solution $u$ taking values in $[0, 1]$ we consider two alternative scenarios in measure: Either $\{u \leq 1/2\}$ covers a positive fraction of the domain or $\{u > 1/2\}$ takes most of it instead. The first case leads to an improvement of the oscillation from above and it is the easiest to handle; in this instance $\max(u, 1/2)$ is a sub-solution driven by a uniformly elliptic operator. For the second case we show that $u$
becomes positive in a smaller cylinder (and from then on falls in a uniformly elliptic regime) by proving an ABP-type measure estimate adapting Mooney’s clever approach in [25] to degenerate parabolic equations.

In the preliminary Section 2 we review the notion of viscosity solution, give a precise statement of our theorem, and finally state the lemmas that build our result. Section 3 takes care of the improvement from below, meanwhile in Section 4 we do the improvement from above. The main theorem is finally proved in Section 5. In the concluding Section 6 we recapitulate the whole strategy and comment on some further extensions.
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2. Preliminaries

2.1. Notation. The open ball in \( \mathbb{R}^n \) of radius \( r > 0 \) centered at \( x \in \mathbb{R}^n \) is denoted by \( B_r(x) := \{ y \in \mathbb{R}^n : |y - x| < r \} \) and by default \( B_r := B_r(0) \). The open cube of length \( l > 0 \) and centered at \( x = (x_1, \ldots, x_n) \in \mathbb{R}^n \) is

\[
Q_l(x) := (x_1 - l/2, x_1 + l/2) \times \ldots \times (x_n - l/2, x_n + l/2), \quad Q_l := Q_l(0).
\]

A set \( D \subseteq \mathbb{R}^n \times \mathbb{R} \) is open with respect to the parabolic topology if for every \( (x_0, t_0) \in D \) there exists some \( r > 0 \) such that \( B_r(x_0) \times (t_0 - r, t_0) \subseteq D \). We call any set \( N \subseteq \mathbb{R}^n \times \mathbb{R} \) that contains a cylinder of the form \( B_r(x_0) \times (t_0 - r, t_0) \) (for some \( r > 0 \)) a parabolic neighborhood of \( (x_0, t_0) \).

For a measurable set \( S \subseteq \mathbb{R}^n \times \mathbb{R} \) (or perhaps \( S \subseteq \mathbb{R}^n \)) we denote the Lebesgue measure by \( |S| \). Occasionally we may also use this notation for the Hausdorff measure of some lower dimensional set, the corresponding dimension for the measure should be clear from the context.

Let \( \alpha \in (0, 1] \). A function \( u : \Omega \times (t_i, t_f] \subseteq \mathbb{R}^n \times \mathbb{R} \to \mathbb{R} \) belongs to the Hölder space \( C^\alpha(\Omega \times (t_i, t_f]) \) if

\[
\|u\|_{C^\alpha(\Omega \times (t_i, t_f])} := \|u\|_{C^0(\Omega \times (t_i, t_f])} + [u]_{C^\alpha(\Omega \times (t_i, t_f])} < \infty
\]

where

\[
\|u\|_{C^0(\Omega \times (t_i, t_f])} := \sup_{\Omega \times (t_i, t_f]} |u|
\]

and

\[
[u]_{C^\alpha(\Omega \times (t_i, t_f])} := \sup_{\substack{(x,t),(y,s) \in \Omega \times (t_i, t_f] \setminus (x,t) \neq (y,s) \atop (x,t) \neq (y,s)}} \frac{|u(x,t) - u(y,s)|}{|x-y|^{1/\alpha}}.
\]

We say that \( u \in C^\alpha_{loc}(\Omega \times (t_i, t_f]) \) if \( u \in C^\alpha(B_r(x_0) \times (t_0 - r, t_0]) \) for any parabolic cylinder such that \( B_{2r}(x_0) \times (t_0 - 2r, t_0] \subseteq \Omega \times (t_i, t_f] \).
Given $[\lambda, \Lambda] \subseteq (0, \infty)$ we define the Pucci’s extremal operators acting on a symmetric matrix $M = (M_{ij}) \in \mathbb{R}^{n \times n}$ as

$$M^{+}_{\lambda, \Lambda}(M) := \sup_{(a_{ij}) \in [\lambda, \Lambda]} \sum_{i,j=1}^{n} a_{ij} M_{ij} = \sum_{e \in \text{eig}(M)} (\Lambda e_{+} - \Lambda e_{-}),$$

$$M^{-}_{\lambda, \Lambda}(M) := \inf_{(a_{ij}) \in [\lambda, \Lambda]} \sum_{i,j=1}^{n} a_{ij} M_{ij} = \sum_{e \in \text{eig}(M)} (\Lambda e_{+} - \Lambda e_{-}),$$

where $\text{eig}(M)$ is the set of eigenvalues of $M$ and $e_{\pm} = \max(\pm e, 0)$ are the positive and negative parts of the real number $e$.

Notice that a function $u$ satisfies (1.1) for some coefficients $(a_{ij}), (b_{ij}) \in [\lambda, \Lambda]$ if and only if

$$u M^{-}_{\lambda, \Lambda}(D^{2}u) + \lambda |Du|^{2} \leq \partial_{t} u \leq u M^{+}_{\lambda, \Lambda}(D^{2}u) + \Lambda |Du|^{2}.$$  

**Remark 2.1.** These inequalities form a family of equations which is invariant under horizontal translations and the following scaling transformation: Let $\alpha \in \mathbb{R}$, if $u$ satisfies any of the two inequalities in (2.2) in a domain $\Omega \times (t_{i}, t_{j})$ then $v(x, t) = r^{-\alpha} u(rx, r^{\beta} t)$ also satisfies the corresponding inequality in $r^{-1} \Omega \times (r^{-\beta} t_{0}, r^{-\beta} t_{j})$ provided that $\beta = 2 - \alpha$.

### 2.2. Viscosity solutions.

In this section $F = F(M, p, z)$ will be a continuous function representing the fully-nonlinear operator driving the equation $\partial_{t} u = F(D^{2}u, Du, u)$ over a domain $D \subseteq \mathbb{R}^{n} \times \mathbb{R}$, open in the parabolic sense. We should mainly keep in mind $F = |z| M^{+}_{\lambda, \Lambda} M + b|p|^{2}$ (for $\lambda, \Lambda, b \geq 0$), however other non-linearities will also be relevant (for example in the proof of Lemma 2.4 in Section 4). Our goal is to define a weak notion of solution for this dynamic.

**Definition 2.1.** Let $D \subseteq \mathbb{R}^{n} \times \mathbb{R}$ a parabolic open set and $u \in C(D)$ be a non-negative function with $\partial \text{spt} u(\cdot, t) \cap D$ a smooth family of smooth surfaces, and $u$ is itself also smooth over $\text{spt} u \cap D$. We say that $u$ is a classical sub-solution of

$$\partial_{t} u = F(D^{2}u, Du, u) \text{ in } D,$$

if it satisfies in the classical point-wise sense

$$\partial_{t} u \leq F(D^{2}u, Du, u) \text{ in } \text{spt} u \cap D.$$

We say that the sub-solution is strict if the inequality is also strict at every point.

(Strict) classical super-solutions are defined in a similar way but with respect to the opposite inequalities.

The notion of viscosity solutions is given in terms of the comparison principle that we should certainly expect for operators of the form $F(M, p, z) = |z| M^{+}_{\lambda, \Lambda} M + b|p|^{2}$. To be precise, a (classical and non-negative) sub-solution $u$ that starts smaller than a (classical and non-negative) super-solution $v$ at some time, and never cross it over the lateral boundary of the domain, must remain smaller in the interior at future times. Otherwise we get a contradiction at the first contact point by using the comparison principle. Let us make these ideas rigorous with a couple definitions.
Definition 2.2. Let \((x_0, t_0) \in \mathbb{R}^n \times \mathbb{R}\) and \(u, v\) be a pair of functions, continuously defined over some common parabolic neighborhood \(N\) of \((x_0, t_0)\). We say that \(v\) touches \(u\) from above at \((x_0, t_0)\) over \(N\), if \(u \leq v\) with equality at \((x_0, t_0)\).

Under the configurations of this definition, we may also say that \(u\) touches \(v\) from below.

Definition 2.3. Let \(D \subseteq \mathbb{R}^n \times \mathbb{R}\) be a parabolic open set and \(u \in C(D)\) a non-negative function. We say that \(u\) is a viscosity sub-solution of \(\partial_t u = F(D^2 u, Du, u)\) in \(D\), or that it satisfies

\[
\partial_t u \leq F(D^2 u, Du, u) \text{ in the viscosity sense in } D,
\]

if for every \((x_0, t_0) \in \operatorname{spt} u \cap D\), \(u\) cannot be touched from above at \((x_0, t_0)\) by a strict classical super-solution of the same problem over a parabolic neighborhood of \((x_0, t_0)\) contained in \(D\).

The notion of viscosity super-solution is given in a similar way by ruling out the contact from below with strict classical sub-solutions. Finally, viscosity solutions are those which are simultaneously viscosity sub and super-solutions with respect to the same operator.

Most of the time our domains are just open cylinders for the parabolic topology, however in the proof of Lemma 3.3 we also consider solutions in arbitrary open sets (see the domain for the equation (3.4)).

This definition is consistent with the notion of classical solutions under the following ellipticity assumptions for \(F : \mathbb{R}^{n \times n} \times \mathbb{R}^n \times \mathbb{R} \to \mathbb{R}\):

(H1) For any pair of symmetric matrices \(M_1, M_2 \in \mathbb{R}^{n \times n}\), \(p \in \mathbb{R}^n\) and \(z \in \mathbb{R}\)

\[
M_1 \leq M_2 \quad \Rightarrow \quad F(M_1, p, z) \leq F(M_2, p, z).
\]

(H2) For any pair of symmetric matrices \(M_1, M_2 \in \mathbb{R}^{n \times n}\) and \(p_1, p_2 \in \mathbb{R}^n\)

\[
|p_1| \leq |p_2| \quad \Rightarrow \quad F(M_1, p_1, 0) \leq F(M_2, p_2, 0).
\]

In particular, notice that \(F(M, p, z) = |z|\lambda\Lambda M + b|p|^2\) with \(\lambda, \Lambda, b \geq 0\), satisfies (H1) and (H2) above.

We have the following consistency property between viscosity and classical solutions of elliptic problems.

Property 2.1. Let \(D \subseteq \mathbb{R}^n \times \mathbb{R}\) be a parabolic open set, \(F : \mathbb{R}^{n \times n} \times \mathbb{R}^n \times \mathbb{R} \to \mathbb{R}\) satisfy (H1) and (H2), and \(u \in C(D)\) be a non-negative function with \(\partial \operatorname{spt} u(\cdot, t) \cap D\) a smooth family of smooth surfaces, and \(u\) is itself also smooth over \(\operatorname{spt} u \cap D\). The following two are equivalent:

1. \(\partial_t u \leq F(D^2 u, Du, u)\) in the classical sense in \(D\).
2. \(\partial_t u \leq F(D^2 u, Du, u)\) in the viscosity sense in \(D\).

Proof. (1) \(\Rightarrow\) (2): Assume by contradiction that \(u\) is a classical sub-solution and \(\varphi\) is a strict classical super-solution that touches \(u\) from above at \((x_0, t_0) \in \operatorname{spt} u \cap D\) over \(B_r(x_0) \times (t_0 - r, t_0 + r)\) for some \(r > 0\). We have

\[
\partial_t \varphi(x_0, t_0) = F(D^2 \varphi(x_0, t_0), D\varphi(x_0, t_0), \varphi(x_0, t_0)) \geq F(D^2 u(x_0, t_0), D u(x_0, t_0), u(x_0, t_0)) = \partial_t u(x_0, t_0),
\]

since \(\varphi \geq u\). This is a contradiction since \(\varphi\) is assumed to be a strict super-solution.
If \( u(x_0, t_0) > 0 \) we use the first and second derivative test together with (H1) to get that
\[
\partial_t \varphi(x_0, t_0) \leq \partial_t u(x_0, t_0),
\leq F(D^2 u(x_0, t_0), Du(x_0, t_0), u(x_0, t_0)),
\leq F(D^2 \varphi(x_0, t_0), D\varphi(x_0, t_0), \varphi(x_0, t_0)).
\]
This contradicts \( \varphi \) being a strict super-solution.

If instead \( u(x_0, t_0) = 0 \), we use that for the positive parts of the functions \(|D\varphi_+(x_0, t_0)| \geq |Du_+(x_0, t_0)|\) instead such that by (H2) we also get a contradiction.

\((2) \Rightarrow (1):\) Assume by contradiction that \( u \) is a viscosity sub-solution and for some \((x_0, t_0) \in \text{spt } u \cap D\) we have instead that
\[
\partial_t u(x_0, t_0) > F(D^2 u(x_0, t_0), Du(x_0, t_0), u(x_0, t_0)).
\]
By continuity we also have that the same inequality holds over \( \text{spt } u \cap N \) for some parabolic neighborhood \( N := B_r(x_0) \times (t_0 - r, t_0) \subseteq D \). Then \( \varphi = u \) defined over \( N \) is a strict classical super-solution that touches \( u \) and gives a contradiction.

The existence, uniqueness and stability of viscosity solutions to free boundary problems of the form \( \partial_t u = F(D^2 u, Du, u) \) is a delicate issue that we will not pursue in this article. Whenever we invoke the comparison principle at least one of the solutions will be classical, so the conclusions just follow from the definitions. A careful analysis of the well-possedness by the viscosity approach has been studied for instance in [10, 2] for equations of the form
\[
\partial_t u = a(u) \Delta u + |Du|^2
\]
with even weaker assumption on the diffusion \( a \) than we have (Brändle and Vázquez allow \( a \) to be sub-linear as \( u \to 0^+ \)). Here we would like to highlight as well a closely related line of research for several free boundary problems such as Hele-Shaw and Stefan [21], Richards equation [22], or the PME with drift [20].

### 2.3. Main result and overview of the strategy

Here is a precise and rigorous version of the theorem announced in the introduction.

**Theorem 2.2.** Given \( [\lambda, \Lambda] \subseteq (0, \infty) \) there exists \( \alpha \in (0, 1) \) such that the following hold: Let \( D \subseteq \mathbb{R}^n \times \mathbb{R} \) be a parabolic open set and \( u \in C(D) \) a non-negative function that satisfies the following inequalities in the viscosity sense
\[
\begin{cases}
\partial_t u \geq u \mathcal{M}_{\lambda \Lambda}^-(D^2 u) + \lambda |Du|^2 \text{ in } D \\
\partial_t u \leq u \mathcal{M}_{\lambda \Lambda}^+(D^2 u) + \Lambda |Du|^2 \text{ in } D
\end{cases}
\]
then \( u \in C^{\alpha}_{loc}(D) \).

We will present a detailed proof of this theorem in the Section 5. Here is a sketch of the main steps: By the translation and scale invariance of the problem (Remark 2.1) it suffices to establish a decay of oscillation for the solutions over parabolic cylinders, this is provided by the next two lemmas. We consider two possible alternatives for \( u \) in measure in order to discriminate in which direction does the oscillation improve. First we state the most delicate case, whether \( u \) is a non-negative super-solution that is larger than \( 1/2 \) in \( B_1 \times (-1, 0) \) over a
sufficiently large fraction of the cylinder. In this case the oscillation improves from below and then the equation becomes uniformly parabolic. The following lemma is proven in Section 3.

Lemma 2.3 (Improvement from below). Given $[\lambda, \Lambda] \subseteq (0, \infty)$ there exist $\eta, \theta \in (0, 1)$ such that if $u \in C(B_1 \times (-1, 0))$ is a non-negative function that satisfies
\[
\partial_t u \geq u M_{\lambda, \Lambda}^-(D^2 u) + \lambda |Du|^2 \text{ in the viscosity sense in } B_1 \times (-1, 0],
\]
then
\[
\frac{|\{u > 1/2\} \cap B_1 \times (-1, 0)|}{|B_1 \times (-1, 0)|} \geq (1 - \eta) \implies \inf_{B_{1/2} \times (-1/2, 0]} u \geq \theta.
\]

Once fixed the fraction $\eta \in (0, 1)$ by the previous lemma we can consider the alternative scenario, namely $u$ being less than $1/2$ in $B_1 \times (-1, 0]$ at least a small fraction of the cylinder. Section 4 contains the proof of the following result.

Lemma 2.4 (Improvement from above). Given $[\lambda, \Lambda] \subseteq (0, \infty)$ and $\eta > 0$, there exists $\theta \in (0, 1)$ such that if $u \in C(B_1 \times (-1, 0))$ takes values in $[0, 1]$ and satisfies
\[
\partial_t u \leq u M_{\lambda, \Lambda}^+(D^2 u) + \Lambda |Du|^2 \text{ in the viscosity sense in } B_1 \times (-1, 0],
\]
then
\[
\frac{|\{u \leq 1/2\} \cap B_1 \times (-1, 0)|}{|B_1 \times (-1, 0)|} \geq \eta \implies \sup_{B_{1/2} \times (-1/2, 0]} u \leq (1 - \theta).
\]

3. IMPROVEMENT FROM BELOW

In this section we prove a contrapositive version of Lemma 2.3 in a convenient geometric configuration. At the end of this section we will see how to obtain Lemma 2.3 from this result by a scaling and covering argument.

Lemma 3.1 (Measure estimate). Given $[\lambda, \Lambda] \subseteq (0, \infty)$ there exist $M, \eta > 0$ such that if $u \in C(B_{10} \times (-1, 1])$ is a non-negative functions that satisfies
\[
\partial_t u \geq u M_{\lambda, \Lambda}^-(D^2 u) + \lambda |Du|^2 \text{ in the viscosity sense in } B_{10} \times (-1, 1],
\]
then
\[
u(0, 1) \leq 1 \implies |\{u \leq M\} \cap B_{10} \times (-1, 1]| \geq \eta.
\]

The technique to establish this type of measure estimates in the uniformly elliptic or parabolic regime is known as the ABP Lemma. It consists on showing that there is a set of positive measure where $u$ can be touched by a family of paraboloids.

3.1. Paraboloids and contact sets. A concave paraboloid centered at the vertex $(x_0, t_0) \in \mathbb{R}^n \times \mathbb{R}$, of opening $\alpha > 0$ in space, and slope $\beta > 0$ in time, is the quadratic function
\[
P_{x_0, t_0}^{\alpha, \beta}(x, t) = P_{(x_0, t_0)}^{\alpha, \beta}(x, t) := -\frac{\alpha}{2} |x - x_0|^2 + \beta(t - t_0)
\]

Remark 3.2. The paraboloids are related by the Lipschitz (in space and time) scaling transformation
\[
P_{x_0, t_0}^{\alpha, \beta}(x, t) = r^{-1} P_{rx_0, rt_0}^{\alpha, \beta}(rx, rt)
\]
Keep in mind that by Remark 2.1, this Lipschitz transformation also leaves invariant the equations under consideration.
We define the contact set of \( u \in C(\Omega \times (t, s]) \) with respect to a set of vertices \( V \subseteq \mathbb{R}^n \times \mathbb{R} \) as
\[
A^{\alpha,\beta}_V(\Omega, t, s) := \{(x^*, t^*) \in \Omega \times (t, s) : \exists (x_0, t_0) \in V \text{ such that } P_{x_0,t_0}^{\alpha,\beta} \text{ touches } u \\
\text{from below at } (x^*, t^*) \text{ over } \Omega \times (t, t^*)\}
\]
We may omit the dependence on \( \Omega, t, \) or \( s \), whenever these are clear from the context. We also denote \( A^{\alpha,\beta}_{x_0,t_0} := A^{\alpha,\beta}_{\{x_0,t_0\}} \).

3.2. Aleksandrov-Bakelman-Pucci-type lemma.

**Lemma 3.3 (ABP).** Given \([\lambda, \Lambda] \subseteq (0, \infty), \alpha > 1, \) and \( m \in (0, 1), \) there exist \( M, \eta > 0 \) such that the following holds: Let \( \tau \in (0, 3] \) and \( u \in C(B_{10} \times (0, \tau]) \) be a non-negative function that satisfies
\[
\partial_t u \geq u M_{\alpha,\lambda}(D^2 u) \text{ in the viscosity sense in } B_{10} \times (0, \tau],
\]
then
\[
A^{\alpha,\alpha}_0(B_{10}, 0, \tau) \cap \{u > m\} \neq \emptyset \quad \Rightarrow \quad \{u \leq M\} \cap B_{10} \times (0, \tau] \geq \eta.
\]

**Proof.** Assuming that \((x^*_0, t^*_0) \in A^{\alpha,\alpha}_0(0, \tau) \cap \{u > m\} \) exists,
we will construct a set \( V \subseteq \mathbb{R}^n \times [0, \infty) \) of vertices such that for each \((x_0, t_0) \in V \)
\[
\emptyset \neq A^{2\alpha,2\alpha}_{x_0,t_0}(t^*_0-r^2, t^*_0) \subseteq \{u \in [m/2, M]\},
\]
where
\[
r := m/(100\alpha) \in (0, 1), \quad M := 6\alpha.
\]

Given that in the time interval \((0, \tau], \) any paraboloid \( P_{x_0,t_0}^{2\alpha,2\alpha} \) (with \( t_0 \geq 0 \)) is less than or equal to \( 2\alpha \tau \leq 6\alpha, \) we get for free that \( A^{2\alpha,2\alpha}_{x_0,t_0}(t^*_0-r^2, t^*_0) \subseteq \{u \leq M\}. \) The proof will be finished once we get a lower bound on the measure of the contact set \( A^{2\alpha,2\alpha}_{x_0,t_0}(t^*_0-r^2, t^*_0), \)
which will be a consequence of the uniform ellipticity of the equation over \( \{u \in [m/2, M]\}. \)

Before going into the construction of \( V, \) let us point out a few facts about the contact point \((x^*_0, t^*_0). \) Because \( t^*_0 \leq \tau \leq 3 \) we have that
\[
x^*_0 \in \{P_{0,0}^{\alpha,\alpha}(\cdot, t^*_0) > 0\} \subseteq \{P_{0,0}^{\alpha,\alpha}(\cdot, 3) > 0\} = B_{\sqrt{6}}.
\]
Also
\[
\alpha t^*_0 \geq P_{0,0}^{\alpha,\alpha}(x^*_0, t^*_0) > m \geq \alpha r^2,
\]
which gives us that \((t^*_0-r^2, t^*_0) \subseteq (0, \tau]. \) Putting these two together and recalling that \( r \in (0, 1) \) we observe that
\[
N := B_{4r}(x^*_0) \times (t^*_0-r^2, t^*_0) \subseteq B_7 \times (0, \tau].
\]

Let
\[
V := \Phi(V_0), \quad \Phi(x, t) := (x/2, t/2 + |x|^2/8), \quad V_0 := B_r(x^*_0) \times (t^*_0-r^2, t^*_0-r^2/2),
\]
see Figure 1. The idea is that for any \((x_0, t_0) \in V_0 \) we have that \( P_{0,0}^{\alpha,\alpha} + P_{x_0,t_0}^{\alpha,\alpha} = P_{\Phi(x_0,t_0)}^{2\alpha,2\alpha}. \)
Notice that for $t \in (0, \tau]$ we still have the compact inclusion of the supports of the (positive parts) of the paraboloids

\[
\{ P_{\Phi(x_0, t)}^{\alpha, 2\alpha}(\cdot, t) > 0 \} \subseteq \{ (P_{0,0}^{\alpha, \alpha} + P_{x_0, t}^{\alpha, \alpha})(\cdot, 3) > 0 \} \subseteq B_{2\sqrt{6} + r} \subseteq B_{7}.
\]

Let us show first that for $(x_0, t_0) \in V_0$

\[
\emptyset \neq A_{\Phi(x_0, t_0)}^{2\alpha, 2\alpha}(t_0^* - r^2, t_0^*) \subseteq N \subseteq \{ u \geq m/2 \}.
\]

(1) On one hand, $P_{\Phi(x_0, t_0)}^{2\alpha, 2\alpha} = P_{0,0}^{\alpha, \alpha} + P_{x_0, t_0}^{\alpha, \alpha} < u$ over the time interval $(0, t_0^* - r^2]$ because $P_{0,0}^{\alpha, \alpha} \leq u$ and $P_{x_0, t_0}^{\alpha, \alpha} < 0$ over the same interval. On the other hand,

\[
P_{x_0, t_0}^{\alpha, \alpha}(x_0^*, t_0^*) = -\frac{\alpha}{2} |x_0^* - x_0|^2 + \alpha(t_0^* - t_0) \geq -\frac{\alpha}{2} r^2 + \alpha \frac{r^2}{2} = 0.
\]

This means that $P_{\Phi(x_0, t_0)}^{2\alpha, 2\alpha}(x_0^*, t_0^*) \geq u(x_0^*, t_0^*)$, so we have shown that the paraboloid $P_{\Phi(x_0, t_0)}^{2\alpha, 2\alpha}$ reaches $u$ at some point in the time interval $(t_0^* - r^2, t_0^*]$ (and necessarily in $B_{10}$ by (3.3)), i.e.

\[
\emptyset \neq A_{\Phi(x_0, t_0)}^{2\alpha, 2\alpha}(t_0^* - r^2, t_0^*).
\]

(2) For $(x, t) \in (\mathbb{R} \setminus B_{4r}(x_0^*)) \times (t_0^* - r^2, t_0^*)$

\[
P_{x_0, t_0}^{\alpha, \alpha}(x, t) \leq -\frac{\alpha}{2} 9r^2 + \alpha r^2 < 0.
\]

Hence, $P_{\Phi(x_0, t_0)}^{2\alpha, 2\alpha} < P_{0,0}^{\alpha, \alpha} \leq u$ over $(\mathbb{R} \setminus B_{4r}(x_0^*)) \times (t_0^* - r^2, t_0^*)$. In other words

\[
A_{\Phi(x_0, t_0)}^{2\alpha, 2\alpha}(t_0^* - r^2, t_0^*) \subseteq N.
\]
Finally for any \((x, t) \in N\),
\[
P_{0,0}^{\alpha, \alpha}(x, t) = P_{0,0}^{\alpha, \alpha}(x_0^*, t_0^*) - \alpha \left( x_0^* \cdot (x - x_0^*) + \frac{1}{2} |x - x_0^*|^2 - (t - t_0^*) \right),
\]

\[
> m - \alpha (4 \sqrt{6}r + 8r^2 + r^2),
\]

\[
\geq m - 21\alpha r,
\]

\[
\geq m/2.
\]

We used that \(x_0 \in B_{r/\alpha}\) and \(r = m/(100\alpha) \in (0, 1)\) in the previous estimates. Given that \(u \geq P_{0,0}^{\alpha, \alpha}\) over \(N\) we conclude that
\[N \subseteq \{u \geq m/2\}.\]

Now we present the second part of the proof which consists on estimating (for some \(\eta > 0\) to be fixed)
\[|A_{\alpha}^{2\alpha, 2\alpha}(t_0^* - r^2, t_0^*)| \geq \eta.\]

As already announced, this depends on the fact that \(u\) satisfies
\begin{equation}
(3.4) \quad \partial_t u \geq \mathcal{M}_{\alpha/4, 2M}^{-}(D^2 u) \text{ in the viscosity sense in } \{u \in (m/4, 2M)\},
\end{equation}

a fact that can be checked automatically from the definition.

From now on we will assume, without loss of generality, that \(u\) is semi-concave in space and time, otherwise regularize using the inf-convolution (see for instance [30, Lemma 4.2] which refers back to [12, Section 8]). Under this regularity we can define (up to a set of measure zero) the map from the contact points \((x^*, t^*) \in A_\alpha^{2\alpha, 2\alpha}(t_0^* - r^2, t_0^*)\) to the unique vertex \((x_0, t_0) \in V\) such that \(P_{x_0, t_0}^{2\alpha, 2\alpha}\) touches \(u\) from below at \((x^*, t^*)\)
\[
(x^*, t^*) \mapsto (x_0, t_0) := \left(x^* + \frac{1}{2\alpha} Du(x^*, t^*), t^* - \frac{1}{2\alpha} u(x^*, t^*) - \frac{1}{8\alpha^2} |Du(x^*, t^*)|^2\right).
\]

Indeed, these formulas come from the fact that at the contact point we have that
\[
Du(x^*, t^*) = -2\alpha(x^* - x_0), \quad \text{and} \quad u(x^*, t^*) = -\frac{1}{4\alpha} |Du(x^*, t^*)|^2 + 2\alpha(t^* - t_0).
\]

The properties proven on the previous steps about the contact set, together with the semi-concavity of \(u\), guarantee that the map is well defined and surjective.

The determinant of the Jacobian can be computed as
\[
\det \left( \begin{array}{cc}
I + \frac{1}{2\alpha} D^2 u & \frac{1}{2\alpha} D \partial_t u \\
-\frac{1}{2\alpha} D u^T - \frac{1}{4\alpha^2} D u^T D^2 u & 1 - \frac{1}{2\alpha} \partial_t u - \frac{1}{4\alpha^2} Du \cdot D \partial_t u
\end{array} \right),
\]

\[
= \det \left( \begin{array}{cc}
I + \frac{1}{2\alpha} D^2 u & \frac{1}{2\alpha} D \partial_t u \\
0 & 1 - \frac{1}{2\alpha} \partial_t u
\end{array} \right),
\]

\[
= (1 - \frac{1}{2\alpha} \partial_t u) \det(I + \frac{1}{2\alpha} D^2 u).
\]

At the contact set we have that \(D^2 u \geq -2\alpha I\), and \(\partial_t u \leq 2\alpha\). Therefore the determinant above is non-negative.

By invoking the area formula for Lipschitz maps we get that
\[
2^{n-1} r^{n+2} |B_1| = |V| = \int_{A_\alpha^{2\alpha, 2\alpha}(t_0^* - r^2, t_0^*)} (1 - \frac{1}{2\alpha} \partial_t u) \det(I + \frac{1}{2\alpha} D^2 u).
\]

We used that \(V = \Phi(V_0)\) with \(\det(D\Phi) = 2^{-(n+1)}\) and \(|V_0| = (4r)^n r^2 |B_1|\).
Remark 3.2. Hence for \(2\alpha \geq \partial_t u \geq \mathcal{M}_{m\lambda/4,MA}(D^2 u)\)

\[2\alpha \geq \partial_t u \geq \sum_{e \in \text{eig}(D^2 u)} \left(\frac{m\lambda}{4} e_+ - 2MA e_-\right) \geq -4MA\alpha.\]

By applying this estimate to the area formula we get the desired inequality

\[2^{n-1}r^{n+2}|B_1| \leq (1 + 2MA)(1 + 4/(m\lambda))^n|A_{V}^{2\alpha,2\alpha}(t^*_0 - r^2, t^*_0)|.\]

In other words, we can just take \(\eta := \frac{2^{n-1}r^{n+2}|B_1|}{(1 + 2MA)(1 + 4/(m\lambda))^n} = \frac{2^{n-1}(m/(100\alpha))^{n+2}|B_1|}{(1 + 12\alpha\Lambda)(1 + 4/(m\lambda))^n}\).

\[\square\]

The previous proof can also be adapted to the following version needed in the iterative procedure for the next section. Keep in mind that the equations are invariant by Lipschitz rescalings, see Remark 2.1 for \(\alpha = 1\) and Remark 3.2 for the paraboloids.

**Corollary 3.4.** Given \([\lambda, \Lambda] \subseteq (0, \infty), \alpha > 1,\) and \(m \in (0, 1),\) there exist \(M, \eta > 0\) such that the following holds: Let \(\tau \in (0, 3), k \in \mathbb{Z}_{\geq 0},\) and \(u \in \mathcal{C}(B_{2^{-k}10} \times (0, 2^{-k}\tau])\) be a non-negative function that satisfies

\[\partial_t u \geq u \mathcal{M}_{\lambda,\Lambda}^{-} (D^2 u)\text{ in the viscosity sense in }B_{2^{-k}10} \times (0, 2^{-k}\tau],\]

then

\[A_{0,0}^{2\alpha,\alpha}(B_{2^{-k}10}, 0, 2^{-k}\tau) \cap \{u > 2^{-k}m\} \neq \emptyset \implies \frac{|\{u \leq 2^{-k}M\} \cap B_{2^{-k}10} \times (0, 2^{-k}\tau]|}{|B_{2^{-k}10} \times (0, 2^{-k}\tau)|} \geq \eta.\]

**Proof.** Given \(k \in \mathbb{Z}_{\geq 0}\) and \(u\) satisfying the hypotheses with respect to this \(k,\) let \(u_k(x,t) := 2^k u(2^{-k}x, 2^{-k}t),\) which satisfies the hypotheses of Lemma 3.3 thanks to Remark 2.1 and Remark 3.2. Hence for \(M\) and \(\bar{\eta}\) as in Lemma 3.3,

\[
\frac{|\{u \leq 2^{-k}M\} \cap B_{2^{-k}10} \times (0, 2^{-k}\tau)|}{|B_{2^{-k}10} \times (0, 2^{-k}\tau)|} = \frac{|\{u_k \leq M\} \cap B_{10} \times (0, \tau)|}{|B_{10} \times (0, \tau)|} \geq \frac{\bar{\eta}}{3|B_{10}|} =: \eta.
\]

\[\square\]

**3.3. Measure estimate at a fixed time.** The previous ABP-type lemma only applies if we know that the contact point falls on the uniformly elliptic regime. In this section we lift such requirement by implementing a selection algorithm iterated over dyadic cubes. The result of this procedure is (in the worst case) a measure estimate in space and at time \(t = -1.\)

**3.3.1. Decomposition.** Consider the dyadic decomposition of the cube

\[Q_{1/\sqrt{n}} = (-1/(2\sqrt{n}), 1/(2\sqrt{n}))^n \subseteq B_{10}\]

into \(2^n\) congruent and disjoint sub-cubes \(Q_j^1 := Q_{1/(2\sqrt{n})}(x_j^1)\) where

\[x_j^1 := \frac{1}{4\sqrt{n}}(j_1, \ldots, j_{1,n}) \text{ with } j := (j_1, \ldots, j_{1,n}) \in \{\pm 1\}^{1 \times n}.\]
The $k^{th}$ generation consists of $2^{kn}$ congruent and disjoint sub-cubes $\{Q_j^k := Q_{1/(2^k \sqrt{m})(x_j^k)} \}$ generated from a similar decomposition for each cube in the previous generation. In this general case we can label the cubes, or their centers, using matrices of the form $j = (j_{\alpha, \beta}) \in \{\pm 1\}^{k \times n}$ such that we have that each coordinate of the center $x_j^k$ is given by

$$x_j^k \cdot e_\beta := \frac{1}{2\sqrt{n}} \sum_{\alpha=1}^{k} 2^{-\alpha} j_{\alpha, \beta}.$$ 

For $k = 0$ we consider by default $j = \emptyset$, $x_\emptyset^0 = 0$, and $Q_\emptyset^0 = Q_{1/\sqrt{n}}$.

We say that $j \in \{\pm 1\}^{k \times n}$ is a direct descendant of $j' \in \{\pm 1\}^{(k-1)\times n}$ if the cube $Q_j^k$ is one of the $2^n$ sub-cubes obtained from the decomposition of the cube $Q_j^{k-1}$. In other words, $j'$ consists of the first $(k-1)$ rows of $j$ (i.e. $j' = (j_{\alpha, \beta})_{\alpha \leq (k-1)}$). Reciprocally, we may just say that $j'$ is the progenitor of $j$. An ancestor of $j$ is in this way any sub-matrix $j' = (j_{\alpha, \beta})_{\alpha \leq l} \in \{\pm 1\}^{l \times n}$ for $l \in [0, k)$ integer.

Let $\tau \in (1/2, 1]$. For $k \geq 0$, we consider the time intervals of the form $(t_k, s_k]$ with

$$t_k := 2^{-k} - 1, \quad s_k := \min(2^{-(k-2)} - 1, \tau).$$

See Figure 2 for an illustration of the dyadic decomposition and the time intervals that will be considered in our constructions.

The selection algorithm is described in the following statement. In this lemma we finally fix the parameters $\alpha$ and $m$, therefore also the constants $M$ and $\eta$ appearing in the previous lemma and corollary.

**Lemma 3.5** (Dyadic decomposition). Given $[\Lambda, \Lambda] \subseteq (0, \infty)$ there exist $\alpha > 1$ and $m \in (0, 1)$ such that the following holds: Let $\tau \in (1/2, 1]$ and $u \in C(B_{10} \times [-1, \tau])$ be a non-negative function that satisfies

$$\partial_t u \geq u M_{\Lambda} (D^2 u) + \lambda |Du|^2$$

in the viscosity sense in $B_{10} \times (-1, \tau]$, such that $A_{\alpha, 0}^\alpha (B_{10}, 0, \tau) \neq 0$. Starting with $k = 0$, we define the sets of indices

$$\mathcal{G}_k := \{j \in \{\pm 1\}^{k \times n} \mid (j_{\alpha, \beta})_{\alpha \leq l} \notin \mathcal{G}_l \text{ for any integer } l \in [0, k),$$

$$A_{x_j^k, t_k}^{2^{k-1}, \alpha} (B_{2^{-k+10}}(x_j^k), t_k, s_k) \cap \{u > 2^{-k} m \} \neq \emptyset \}.$$ 

Then

$$Q_{1/\sqrt{n}} \setminus \bigcup_{k \geq 0} \bigcup_{j \in \mathcal{G}_k} Q_j^k \subseteq \{u(\cdot, -1) = 0 \}.$$ 

The first condition in the construction of $\mathcal{G}_k$ says that no ancestor of $j$ has been previously chosen in $\mathcal{G}_l$ for $l \in [0, k)$ integer. The second condition will be used to apply Corollary 3.4 over the domain $B_{2^{-k+10}}(x_j^k) \times (t_k, s_k]$.

**Proof.** Let us notice from the very beginning that for any $k \geq 0$ and $j \in \{\pm 1\}^{k \times n}$, the positive part of the paraboloid $P_{x_j^k, t_k}^{2^{k-2}, \alpha}$ is supported inside $B_{2^{-k+\pi}}(x_j^k) \subseteq B_4 \subseteq B_{10}$ during the time interval $(t_k, s_k]$. Indeed, for $t \in (t_k, s_k]$ 

$$\{P_{x_j^k, t_k}^{2^{k-2}, \alpha}(\cdot, t) > 0 \} \subseteq \{P_{x_j^k, t_k}^{2^{k-2}, \alpha}(\cdot, s_k) > 0 \} = B_{\sqrt{2^{-(k-1)}(s_k-t_k)}}(x_j^k) \subset B_{2^{-k+\pi}}(x_j^k).$$
Let \( j \in \{ \pm 1 \}^{k \times n} \) such that for any integer \( l \in [0, k) \) it holds that \((j, \alpha, \beta)_{\alpha \leq l} \notin \mathcal{G}_t\). Let us show then that

\[
A^{2k,0,0}_{x_{j}^{k},t_{k}}(B_{2^{-k}10}(x_{j}^{k}), t_{k}, s_{k}) \neq \emptyset.
\] (3.5)

Once this gets established we notice that for any \( x \in Q_{1/\sqrt{n}} \setminus \bigcup_{k \geq 1} \bigcup_{j \in \mathcal{G}_k} Q_{j}^{k} \) there exists a sequence \( j^{(k)} \in \{ \pm 1 \}^{k \times n} \setminus \mathcal{G}_k \) such that \( j^{(k-1)} \) is the progenitor of \( j^{(k)} \) and \( x_{j}^{k} \to x \) as \( k \to \infty \). By (3.5) and the construction of \( \mathcal{G}_k \) we necessarily have that

\[
\emptyset \neq A^{2k,0,0}_{x_{j}^{(k)},t_{k}}(B_{2^{-k}10}(x_{j}^{(k)}), t_{k}, s_{k}) \subseteq \{ u \leq 2^{-k}m \},
\]

which means that

\[
\{ u \leq 2^{-k}m \} \cap B_{2^{-k}10}(x_{j}^{(k)}) \times (t_{k}, s_{k}) \neq \emptyset.
\]

Hence by the continuity of \( u \) and the fact that the cylinders accumulate towards \((x, -1)\), we deduce that \( u(x, -1) = 0 \), the desired conclusion of the lemma.

The identity (3.5) is certainly true for \( k = 0 \) by the hypothesis \( A^{0,0,0}_{x_{0}^{0},0}(B_{10}, 0, \tau) \neq 0 \). Assume then inductively that for the progenitor \( j' \in \{ \pm 1 \}^{(k-1) \times n} \) of \( j \in \{ \pm 1 \}^{k \times n} \) it holds
Because $j' \notin \mathcal{G}_{k-1}$ we necessarily have that
\[
(x^*, t^*) \in A_{x_{j'}^{k-1}, t_{k-1}}^{2k-1, \alpha, \alpha}(B_{2^{-(k-1)}}(x_{j'}^{k-1}), t_{k-1}, s_{k-1}) \cap \{ u \leq 2^{-(k-1)m} \} \text{ exists.}
\]

We will see now that by fixing $\alpha$ large and $m$ small, $(x^*, t^*)$ necessarily localizes close to $(x_{j'}^{k-1}, t_{k-1})$.

By using $\varphi := P_{x_{j'}^{k-1}, t_{k-1}}^{2k-1, \alpha, \alpha}$ as a test function for the equation at the contact point $(x^*, t^*)$ \in $\{ u \leq 2^{-(k-1)m} \}$ we get that
\[
\alpha \geq \varphi(x^*, t^*) M_{\lambda, \Lambda}(-2^{k-1} \alpha I) + \lambda 2^{2k-1} \alpha^2 |x^* - x_{j'}^{k-1}|^2,
\]
\[
\geq -nm\Lambda \alpha + \lambda 2^{2(k-1)} \alpha^2 |x^* - x_{j'}^{k-1}|^2,
\]
then
\[
\sqrt{\frac{1 + nm\Lambda}{4\alpha}} \geq 2^k |x^* - x_{j'}^{k-1}|.
\]

By finally fixing
\[
\alpha := 100 \max(1, 1/\lambda), \quad m := \min(1, 1/(n\Lambda)),
\]
we guarantee that
\[
x^* \in B_{2^{-k/10}}(x_{j'}^{k-1}).
\]

Because $\alpha \geq 2m$ we get that for $(x, t) \in B_{2^{-k/10}}(x_{j'}^{k-1}) \times (s_k, \infty)$
\[
P_{x_{j'}^{k-1}, t_{k-1}}^{2k-1, \alpha, \alpha}(x, t) \geq -2^{k-2} \alpha(2^{-k/10})^2 + \alpha \min(2^{-(k-1)}, \tau + 1 - 2^{-(k-1)}),
\]
\[
\geq \alpha 2^{-k}(2 - 1/400), \quad (\tau \geq 1/2)
\]
\[
> m2^{-(k-1)}.
\]

This means that $t^* \in (t_{k-1}, s_k]$.

As a final step let us check now that
\[
(3.6) \quad P_{x_{j'}^{k-1}, t_{k}}^{2k, \alpha, \alpha} \geq 2^{-(k-1)m} \text{ in } B_{2^{-k/10}}(x_{j'}^{k-1}) \times (t_{k-1}, s_k).
\]

Together with the localization of $(x^*, t^*)$ this would imply that $P_{x_{j'}^{k-1}, t_{k}}^{2k, \alpha, \alpha}$ necessarily reaches $u$ in
the time interval $(t_k, s_k]$. Recalling that for any $t \in (t_k, s_k]$ it holds that \{ $P_{x_{j'}^{k-1}, t_{k}}^{2k, \alpha, \alpha}(\cdot, t) > 0$ \} \subseteq
$B_{2^{-k/10}}(x_{j'}^{k-1})$, we would get from this step that (3.5) is true and conclude the proof.

Given $(x, t) \in B_{2^{-k/10}}(x_{j'}^{k-1}) \times (t_{k-1}, s_k]
\[
P_{x_{j'}^{k-1}, t_{k}}^{2k, \alpha, \alpha}(x, t) \geq -2^{k-1} \alpha(|x_{j'}^{k-1} - x_j^k| + 2^{-k/10})^2 + \alpha 2^{-k},
\]
\[
= -2^{k-1} \alpha (2^{-(k-1)}/4 + 2^{-(k-1)}/20)^2 + \alpha 2^{-(k-1)}/2,
\]
\[
\geq -2^{-(k-1)} \alpha/10.
\]

Using that $\alpha > 10m$ we settle the desired lower bound. $\Box$
3.3.2. **Fixed time measure estimate.** Let $u$ be as in Lemma 3.1. Whenever we have that $j \in G_k$, Corollary 3.4 can be applied to $u$ over the domain $B_{2^{-k}10}(x_j^k) \times (t_k, s_k]$, as a result we get the following lower bound for the density of the set $\{u \leq M\} \supseteq \{u \leq 2^{-k}M\}$ in the cylinder $B_{2^{-k}10}(x_j^k) \times (t_k, s_k]$

$$\frac{|\{u \leq M\} \cap B_{2^{-k}10}(x_j^k) \times (t_k, s_k]|}{|B_{2^{-k}10}(x_j^k) \times (t_k, s_k)|} \geq \eta.$$  

The disadvantage of these configurations is that as $k \to \infty$ these cylinders converge to $t = -1$, effectively recovering an estimate in space and not in space-time as expected in Lemma 3.1. However we will see in the following section that these estimates can be integrated in time to recover the desired bound. To give a rigorous proof of this estimate at a fixed time, we consider a projection of the sets in space. In order to do this we invoke the following geometric lemma, see Figure 3.

**Lemma 3.6.** Let $\eta > 0$, $S \subseteq b \times h \subseteq \mathbb{R}^n \times \mathbb{R}$ with positive measure, and for $x \in b$ define the fiber of $S$ over $x$ as $S_x := \{t \in h \mid (x, t) \in S\}$. Then

$$\frac{|S|}{|b \times h|} \geq 2\eta \quad \Rightarrow \quad \frac{|\{x \in b \mid |S_x|/|h| \geq \eta\}|}{|b|} \geq \eta.$$  

**Proof.** By sub-additivity

$$2\eta|b|/|h| \leq |S| \leq |\{x \in b \mid |S_x| \geq \eta|h|\}|/|h| + |\{(x, t) \in b \times h \mid |S_x| < \eta|h|\}|.$$  

By Fubini

$$|\{(x, t) \in b \times h \mid |S_x| < \eta|h|\}| \leq \eta|b|/|h|.$$  

Hence

$$|\{x \in b \mid |S_x| \geq \eta|h|\}|/|h| \geq 2\eta|b|/|h| - \eta|b|/|h| = \eta|b|/|h|.$$  

Q.E.D.

As we plan to apply this to the set $S = \{u \leq M\}$ it is convenient to consider the density of $\{u \leq M\}$ for each $x \in B_{10}$ over a sub-interval $(t, s] \subseteq (-1, 1]$

$$\theta_M(x, t, s) := \frac{|\{u(x, \cdot) \leq M\} \cap (t, s]|}{s - t}.$$  

As well the maximal version for $t \in [-1, 1]$

$$\Theta_M(x, t) := \sup_{s \in (t, 1]} \theta_M(x, t, s).$$
Corollary 3.7. Let \( \eta, M, R > 0 \), \( (t, s) \subseteq \mathbb{R} \) and \( u \in C(B_R \times (t, s)) \). Then
\[
\frac{|\{u \leq M\} \cap B_R \times (t, s)|}{|B_R \times (t, s)|} \geq \eta \quad \Rightarrow \quad \frac{|\{\theta_M(\cdot, t, s) \geq \eta/2\} \cap B_R|}{|B_R|} \geq \frac{\eta}{2}.
\]

Proof. Indeed, if we take \( S := \{u \leq M\} \) and \( b \times h = B_R \times (t, s) \), then \( |S_x|/|h| = \theta_M(x, t, s) \). \( \square \)

From the conclusion of Corollary 3.4,
\[
\frac{|\{u \leq M\} \cap B_{2^{-k_{10}}}(x_k^j) \times (t_k, s_k)|}{|B_{2^{-k_{10}}}(x_k^j) \times (t_k, s_k)|} \geq \eta,
\]
and using that the length of \((-1, s_k)\) is at most eight times the length of \((t_k, s_k)\), so that for \( x \in B_{10} \)
\[
\Theta_M(x, -1) \geq \theta_M(x, -1, t_k) \geq \frac{1}{8} \theta_M(x, s_k, t_k),
\]
we deduce that
\[
\frac{|\{\Theta_M(\cdot, -1) \geq \eta/16\} \cap B_{2^{-k_{10}}}(x_k^j)|}{|B_{2^{-k_{10}}}(x_k^j)|} \geq \frac{\eta}{2}.
\]

The following result is a corollary of the dyadic decomposition (Lemma 3.5), the ABP corollary (Corollary 3.4) and the previous geometric observations.

Lemma 3.8 (Fixed time measure estimate). Given \( [\lambda, \Lambda] \subseteq (0, \infty) \), let \( \alpha = 100 \max(1, 1/\lambda) \) be as in Lemma 3.5 and \( M = 6\alpha \) as in Corollary 3.4. There exists \( \eta \in (0, 1) \) such that if \( \tau \in (1/2, 1] \), \( u \in C(B_{10} \times [-1, \tau]) \) is a non-negative function that satisfies
\[
\partial_t u \geq u M_{-\lambda/\Lambda}(D^2 u) + \lambda |Du|^2 \text{ in the viscosity sense in } B_{10} \times (-1, \tau),
\]
then \( A_{0,0}^\alpha(B_{10}, 0, \tau) \neq \emptyset \) implies that at least one of the following alternatives hold
\[
\frac{|\{u(\cdot, -1) = 0\} \cap Q_{1/\sqrt{n}}|}{|Q_{1/\sqrt{n}}|} \geq 1/2 \quad \text{or} \quad |\{\Theta_M(\cdot, -1) \geq \eta\}| \geq \eta.
\]

Proof. Let \( \bar{\eta} \) be as in Corollary 3.4 and \( \mathcal{G}_k \) be as in Lemma 3.5.

If the first alternative is false, that is to say \( |\{u(\cdot, -1) = 0\} \cap Q_{1/\sqrt{n}}| < 1/2|Q_{1/\sqrt{n}}| \), we get, thanks to the Lemma 3.5, that
\[
\left| \bigcup_{k \geq 0, j \in \mathcal{G}_k} B_{2^{-k_{10}}}(x_k^j) \right| \geq \left| \bigcup_{k \geq 0, j \in \mathcal{G}_k} Q_{2^{-k}}(x_k^j) \right| \geq \frac{1}{2}|Q_{1/\sqrt{n}}|.
\]

By Corollary 3.4 and the geometric observations in this section we get that for each \( j \in \mathcal{G}_k \)
\[
\frac{|\{\Theta_M(\cdot, -1) > \bar{\eta}/16\} \cap B_{2^{-k_{10}}}(x_k^j)|}{|B_{2^{-k_{10}}}(x_k^j)|} \geq \frac{\bar{\eta}}{2}.
\]
By Vitali Covering Lemma we can then extract a subset $\mathcal{G} \subseteq \bigcup_{k \geq 0} \mathcal{G}_j$ such that the balls 
$\{B_{2^{-k}10}(x_j^k)\}_{j \in \mathcal{G}}$ form a disjoint set and

$$
\sum_{j \in \mathcal{G}} |B_{2^{-k}10}(x_j^k)| \geq 5^{-n} \left( \bigcup_{k \geq 0} \bigcup_{j \in \mathcal{G}_k} B_{2^{-k}10}(x_j^k) \right).
$$

By finally taking $\eta := (5^{-n}|Q_{1/\sqrt{n}}|/100)\bar{\eta}$ we get that

$$
|\{\Theta_M(\cdot, -1) \geq \eta\}| \geq \sum_{j \in \mathcal{G}} |\{\Theta_M(\cdot, -1) \geq \bar{\eta}/16\} \cap B_{2^{-k}10}(x_j^k)|,\n$$

$$
\geq \frac{\bar{\eta}}{2} \sum_{j \in \mathcal{G}} |B_{2^{-k}10}(x_j^k)|,\n$$

$$
\geq \frac{2\eta}{|Q_{1/\sqrt{n}}|} \left( \bigcup_{k \geq 0} \bigcup_{j \in \mathcal{G}_k} B_{2^{-k}10}(x_j^k) \right),\n$$

$$
\geq \eta.
$$

The desired conclusion of the lemma.

3.4. Integration in time. As a final step to get the measure estimate Lemma 3.1, we need to apply Lemma 3.8 in a whole interval of times and obtain a set of positive measure in space and time where the super-solution is bounded.

**Lemma 3.9.** Given $[\lambda, \Lambda] \subseteq (0, \infty)$, let $\alpha = 100 \max(1, 1/\lambda)$ be as in Lemma 3.5 and $M = 6\alpha$ as in Corollary 3.4. There exists $\eta \in (0, 1)$ such that the following holds: Let $u \in C(B_{10} \times (-1, 1))$ be a non-negative function that satisfies

$$
\partial_t u \geq uM\lambda \lambda(D^2 u) + \lambda |Du|^2 \text{ in the viscosity sense in } B_{10} \times (-1, 1).
$$

If $A_{0,\tau}^{\alpha,\alpha}(B_{10}, \tau, 1) \neq \emptyset$ for each $\tau \in (0, 1/2)$, then

$$
|\{u \leq M\} \cap B_{10} \times (-1, 1)| \geq \eta.
$$

**Proof.** Let $\bar{\eta}$ be as in Lemma 3.8. By applying Lemma 3.8 to $u(\cdot, \cdot + \tau)$ we get that one of the following alternatives hold for each $\tau \in (0, 1/2)$

$$
\frac{|\{u(\cdot, -1 + \tau) = 0\} \cap Q_{1/\sqrt{n}}|}{|Q_{1/\sqrt{n}}|} \geq \frac{1}{2} \quad \text{or} \quad |\{\Theta_M(\cdot, -1 + \tau) \geq \bar{\eta}\} \cap B_{10}| \geq \bar{\eta}.
$$

If the set of $\tau \in (0, 1/2]$ where the first alternative holds has length at least 1/4 we conclude by Fubini: The function $u$ vanishes in a set of $(n + 1)$-dimensional measure at least

$$
\eta_1 := |Q_{1/\sqrt{n}}|/8 \text{ in } Q_{1/\sqrt{n}} \times (-1, -1/2] \subseteq B_{10} \times (-1, 1].
$$

So let us assume instead that the set of $\tau \in (0, 1/2]$ where the second alternative holds has measure at least 1/4. By Fubini,

$$
|\{\Theta_M \geq \bar{\eta}\} \cap B_{10} \times (-1, -1/2]| \geq \frac{\bar{\eta}}{4}.
$$

By applying Lemma 3.6 with $S := \{\Theta_M \geq \bar{\eta}\}$ in $b \times h := B_{10} \times (-1, -1/2]$ we get that for

$$
G := \{x \in B_{10} | |S_x| \geq \bar{\eta}/(4|B_{10}|)\} \quad \text{and} \quad S_x = \{t \in (-1, -1/2] | \Theta_M(x, t) \geq \bar{\eta}\},
$$

$$
S_x \subseteq \{x \in B_{10} | |S_x| \geq \bar{\eta}/(4|B_{10}|)\}.
$$
it holds that
\[(3.7) \quad |G| \geq \frac{\bar{\eta}}{4|B_{10}|}.
\]

Lastly, let us show that for each \(x_0 \in G\)
\[|\{t \in (-1,1) \mid u(x_0, t) \leq M\}| \geq \frac{\bar{\eta}^2}{32|B_{10}|}.
\]
Together with the estimate (3.7) it will settle the proof of the lemma with \(\eta := \min(\eta_1, \eta_2)\) and \(\eta_2 := \frac{\eta^3}{128|B_{10}|^2}\).

Let \(x_0 \in G\). By the definition of \(\Theta_M\) there exists \(\ell(t) \in (0, 1-t]\) for each \(t \in S_{x_0}\) such that
\[\theta_M(x_0, t, s(t)) = \frac{|\{u(x_0, \cdot) \leq M\} \cap (t, t + \ell(t))|}{\ell(t)} \geq \frac{\bar{\eta}}{2}.
\]

By applying Vitali Covering Lemma to the covering \(\{(t - \ell(t), t + \ell(t))\}_{t \in S_{x_0}}\) of the fiber \(S_{x_0}\), we get that there exists a countable set \(T \subseteq S_{x_0}\) such that \(\{(t - \ell(t), t + \ell(t))\}_{t \in T}\) is disjoint and
\[\sum_{t \in T} \ell(t) \geq \frac{1}{4}|S_{x_0}|.
\]
Hence
\[\frac{\bar{\eta}}{4|B_{10}|} \leq |S_{x_0}|,
\]
\[\leq 4 \sum_{t \in T} \ell(t),
\]
\[\leq \frac{8}{\eta} \sum_{t \in T} |\{u(x_0, \cdot) \leq M\} \cap (t, t + \ell(t))|,
\]
\[\leq \frac{8}{\bar{\eta}} |\{u(x_0, \cdot) \leq M\} \cap (-1, 1]|.
\]
the announced estimate with which we conclude the proof.

3.5. Proof of Lemma 3.1 and Lemma 2.3.

Proof of Lemma 3.1. Recall that \(\alpha := 100 \max(1, 1/\lambda)\) was fixed in Lemma 3.5 and from there we choose \(M = 6\alpha\) and \(\eta\) from Lemma 3.9. All we need to check is that \(u(0,1) \leq 1\) implies \(A_{0,\tau}^\alpha(B_{10}, \tau, 1) \neq \emptyset\) for every \(\tau \in (0, 1/2]\) in order to apply Lemma 3.9.

Indeed, recall first that for every \(t \in (\tau, 1]\) we observe that \(\{P_{0,\tau}^\alpha(\cdot, t) > 0\} \subseteq \overline{B_{\sqrt{2}}} \subseteq B_{10}\). On the other hand, the paraboloid starts from zero at time \(\tau\) and at time \(t = 1\) we get that \(P_{0,\tau}^\alpha(0,1) = \alpha (1 - \tau) \geq \alpha/2 \geq 1\). Then, definitely \(P_{0,\tau}^\alpha\) reaches \(u\) at some intermediate time inside \(B_{10}\). □

Proof of Lemma 2.3. Let \(u \in C(B_1 \times (-1,0])\) satisfies the hypotheses from Lemma 2.3 with respect to the parameters \([\lambda, \Lambda] \subseteq (0, \infty)\). Let \(M = 6\alpha = 600 \max(1, 1/\lambda)\) and \(\bar{\eta} > 0\) the constants from Lemma 3.1 with respect to the same ellipticity parameters. Assume by
contradiction that for $\theta := 1/(2M)$ we have that $u(x_0, t_0) < \theta$ for some $(x_0, t_0) \in B_{1/2} \times (-1/2, 0]$.

Consider the Lipschitz rescaling
\[ v(x, t) := 2Mu(x/(2M) + x_0, (t - 1)/2M + t_0) \]
such that $v$ restricted to $B_{10} \times (-1, 1]$ satisfies the super-solution equation from Lemma 3.1 (Remark 2.1).

Given that $u(x_0, t_0) < \theta$ is equivalent to say that $v(0, 1) \leq 1$ we get from Lemma 3.1 that
\[
\frac{|\{u \leq 1/2\} \cap B_1 \times (-1, 0)|}{|B_1 \times (-1, 0)|} \geq \frac{5^n}{M^{n+1}} \frac{|\{u \leq 1/2\} \cap B_{5/M}(x_0) \times (t_0 - 1/M, t_0)|}{|B_{5/M}(x_0) \times (t_0 - 1/M, t_0)|},
\]
\[
= \frac{5^n}{M^{n+1}} \frac{|\{v \leq M\} \cap B_{10} \times (-1, 1)|}{|B_{10} \times (-1, 1)|}
\]
\[
\geq \frac{5^n \bar{\eta}}{M^{n+1}|B_{10} \times (-1, 1)|}.
\]
Hence, if we finally choose $\eta$ to be the right-hand side above, we contradict that the set where $u$ is instead larger than $1/2$ is less than $1 - \eta$, which settles the proof. \qed

4. Improvement from above

As a last step towards the proof of Theorem 2.2 we need to establish the improvement of the upper bound provided a weak control in measure for a sub-solution.

**Proof of Lemma 2.4.** The truncation $w := \max(1/2, u)$ is a viscosity sub-solution to a semi-linear parabolic equation
\[
\partial_tw \leq \mathcal{M}^{+}_{\lambda/2, \Lambda}(D^2w) + \Lambda|Dw|^2 \quad \text{in} \quad B_1 \times (-1, 0].
\]
This fact can be directly checked from the definition of viscosity sub-solutions.

Then we consider $v := e^{Aw}$ such that, again from the definition of sub-solution (by applying the same transformation to the test functions) we get that the following inequality holds in the viscosity sense
\[
\partial_tv \leq \mathcal{M}^{+}_{\lambda/2, \Lambda} \left( D^2v - \frac{Dv \otimes Dv}{v} \right) + \frac{\Lambda|Dv|^2}{Av} \quad \text{in} \quad B_1 \times (-1, 0].
\]
By taking $A$ sufficiently large in terms of the ellipticity constants, we get to cancel the gradient terms in order to recover the caloric equation
\[
\partial_tv \leq \mathcal{M}^{+}_{\lambda/2, \Lambda}(D^2v) \quad \text{in} \quad B_1 \times (-1, 0].
\]
The result now follows by applying the weak Harnack’s inequality to $(e^A - v)$. \qed

5. Proof of the main theorem

By combining Lemma 2.3 and Lemma 2.4, we are able to prove a diminish of oscillation property, and finish the proof of Theorem 2.2.
Proof of Theorem 2.2. Given $[\lambda, \Lambda] \subseteq (0, \infty)$, let $\eta \in (0, 1)$ be the fraction from the improvement from below (Lemma 2.3), $\theta \in (0, 1)$ the smallest constant between those appearing in Lemma 2.3 and Lemma 2.4 (for the previous $\eta$), and $\beta := \left| \ln(1 - \theta) \right| / \ln 2$.

Given $B_{r_0}(x_0) \times (t_0 - r_0, t_0] \subseteq D$ with $r_0 \in (0, 1)$, let
\[ M := \max(1, \|u\|_{C^0(B_{r_0/2}(x_0) \times (t_0 - r_0/2, t_0))}). \]

Our goal is to show that
\[ \sup_{\rho \in (0, \min(r_0/2, M^{-1}))} \rho^{-\beta} \osc_{B_{\rho}(x_0) \times (t_0 - \rho^{-\beta}, t_0)} u < \infty, \]
from where we get that $u \in C^0_{\text{loc}}(D)$ for $\alpha = \beta/(2 - \beta)$.

Consider the following rescaling for $r_1 := \min(r_0/2, M^{-1}) \in (0, 1)$
\[ v(x, t) := r_1 u(r_1 x + x_0, r_1^3 t + t_0). \]
This function is defined in $B_1 \times (-1, 0]$ and takes values between zero and one. It also satisfies the same inequalities in the viscosity sense as $u$ (Remark 2.1 with exponents $\alpha = -1$ and $\beta = 3$). Our goal for this function is then to show that
\[ \sup_{\rho \in (0, 1)} \rho^{-\beta} \osc_{B_{\rho} \times (-\rho^{-\beta}, 0]} v < \infty. \]
We will actually show by induction that the left-hand side gets bounded by $(1 - \theta)^{-1}$. In order to do this we only need to consider the cases $\rho = 2^{-k}$ (for $k \in \mathbb{Z}_{\geq 0}$) and show instead that
\[ (5.8) \quad \osc_{B_{2^{-k}} \times (-2^{-(2-\beta)k}, 0]} v \leq (1 - \theta)^k = 2^{-\beta k}. \]
For $\rho \in (2^{-(k+1)}, 2^{-k}]$ it then follows that
\[ \osc_{B_{\rho} \times (-\rho^{-\beta}, 0]} v \leq \osc_{B_{2^{-k}} \times (-2^{-(2-\beta)k}, 0]} v \leq (1 - \theta)^{-1}(1 - \theta)^{k+1} = (1 - \theta)^{-1}2^{-\beta(k+1)} \leq (1 - \theta)^{-1}2^{-\beta k}. \]
Clearly we have that (5.8) holds for $k = 0$. Assume then the hypothesis for some arbitrary $k \geq 0$ and consider the rescaling
\[ w(x, t) = 2^{3k} v(2^{-k} x, 2^{-(2-\beta)k} t). \]
It is non-negative and satisfies the same inequalities in the viscosity sense as $v$ over $B_1 \times (-1, 0]$ (Remark 2.1). Moreover, thanks to the inductive hypothesis
\[ \sup_{B_1 \times (-1, 0]} w \leq 2^{3k} \osc_{B_{2^{-k}} \times (-2^{-(2-\beta)k}, 0]} v \leq 2^{3k} (1 - \theta)^k = 1. \]
For the fraction $\eta \in (0, 1)$, chosen from Lemma 2.3, we have the following alternatives:
\[ \frac{|\{w > 1/2\} \cap B_1 \times [-1, 0]|}{|B_1 \times [-1, 0]|} \geq (1 - \eta) \quad \text{or} \quad \frac{|\{w \leq 1/2\} \cap B_1 \times [-1, 0]|}{|B_1 \times [-1, 0]|} \geq \eta. \]
Hence either Lemma 2.3 or 2.4 indicate that
\[ \osc_{B_{1/2} \times (-2^{-(2-\beta)k}, 0]} w \leq \osc_{B_{1/2} \times (-1/2, 0]} w \leq 1 - \theta. \]
For $v$ this is the inductive step required to conclude the proof. \qed
6. Conclusion and further directions

In this article we have been able to establish the Hölder regularity for viscosity solutions to porous media type equations following the Krylov-Safonov theory. The degeneracy feature in our equation roughly says that the solution either falls in a uniformly elliptic regime (this is the role of the set \(\{u > m\}\) in the ABP Lemma 3.3) or follows an eikonal equation evolution which controls how the support spreads (this was crucial in the decomposition Lemma 3.5).

As we can see in the proof of the main theorem (Theorem 2.2), the estimate on the Hölder semi-norm depends in a non-linear fashion on the oscillation of \(u\). This is a feature of the scaling of our equation. Linear estimates are expected for the Lipschitz semi-norm of the solution, because the Lipschitz scaling preserves the ellipticity constants of the equation. In order to establish these type of results we plan to pursue regularity estimates over the free boundary. See for instance [7] for a related approach in the case of divergence type equations.

Keeping in mind the interest established in [2] on equations of the form \(\frac{\partial u}{\partial t} = a(u)\Delta u + |Du|^2\) with \(a\) sublinear as \(u \to 0^+\), we considered extending our result to \(\frac{\partial u}{\partial t} = u^\alpha \Delta u + |Du|^{\beta}\). The scaling of this equation seems quite restrictive. For instance, if our goal is to show a diminsh of oscillation of order \(\gamma\) in space we find the constrain \((\alpha + 1)\gamma - 2 = \beta\gamma - \beta\) on \(\gamma\), unless \(\alpha + 1 = \beta = 2\) which is our original case. Otherwise, we need to find an strategy to show directly a \(\gamma\)-Hölder modulus of continuity (in space) with \(\gamma = (2 - \beta)/(\alpha + 1 - \beta)\), which is not necessarily a small exponent. For \(\alpha > 1\) (the case we can relate with [2]) we get that \(\gamma \to 0^+\) if \(\beta \to 2^+\), perhaps there is an opportunity to show a result in such range by a perturbative approach.

The two phase PME is also a well understood problem from the variational point of view since the eighties [5, 32, 14, 15, 27]. However, as far as we know, the viscosity solution approach for this particular type of two-phase free boundary problem has not been developed. Expanding the variational equation \(\frac{\partial u}{\partial t} = \text{div}(|u|Du)\), we see that the non-variational form should say instead the following: Each phase \(u_\pm = \max(\pm u, 0)\) satisfies the un-signed PME outside of the free boundary points connecting the two phases

\[
\frac{\partial u}{\partial t} = u\Delta u + |Du|^2 \text{ in } (\text{spt } u_+ \setminus \text{spt } u_-) \cap \Omega \times (t, s)
\]

and at the two-phase free boundary points we get

\[
\frac{\partial u}{|Du_+|} = -\frac{\partial u}{|Du_-|} = |Du_+| - |Du_-| \text{ in } \text{spt } u_+ \cap \text{spt } u_- \cap \Omega \times (t, s)
\]

In other words we can just say that

\[
\frac{\partial u}{u} = |u|\Delta u + |Du_+|^2 - |Du_-|^2 \text{ in } \Omega \times (t, s).
\]

Besides the challenges that the well-posedness may present, we believe that our treatment for the regularity theory requires some substantial modifications. For instance, the ABP Lemma 3.3 uses as test functions paraboloids that start growing from the zero level set. We could consider paraboloids that start from smaller level sets, however it is not clear how to use the eikonal equation to prevent the horizontal spread of the contact set whenever the contact happens at \(\{u \in (-m, 0)\}\).

An interesting problem arises from models with non-local interactions. Let us recall that the continuity equation \(\frac{\partial u}{\partial t} - \text{div}(uDp) = 0\) models the evolution of the density \(u\) driven by
the pressure $p$. The case $p = -(-\Delta)^{-\sigma} u$ with $\sigma \in (0, 1)$ gives the fractional PME proposed by Caffarelli and Vázquez in [11]. Meanwhile the regularity of the solution was established by the de Giorgi method in [9], the regularity of the free boundary remains largely open. The difficulty resides on the presence of the non-local drift term $D p \cdot Du$ which prevents the comparison principle. Preliminary computations show that our technique could be extended to the equation

$$\partial_t u = -u(-\Delta)^{1-\sigma} u + |Du|^2$$

where the dangerous presence of the non-local drift is replaced by the classical and local one, with the trade off of destroying the variational structure of the problem.

The regularity of the free boundary for evolution problems has a well developed non-variational approach, the book by Caffarelli and Salsa [8] is our recommended source. For the PME a very elegant improvement of flatness strategy was recently implemented by Kienzler, Koch and Vázquez in [19]. The regularity of a broader family of PME type equations may now open the possibility of extending this higher regularity for the free boundary to the corresponding non-variational class.
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