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Abstract—Coded distributed computing (CDC) has emerged as a promising approach because it enables computation tasks to be carried out in a distributed manner while mitigating straggler effects, which often account for the long overall completion times. Specifically, by using polynomial codes, computed results from only a subset of edge servers can be used to reconstruct the final result. However, incentive issues have not been studied systematically for the edge servers to complete the CDC tasks. In this paper, we propose a tractable two-level game-theoretic approach to incentivize the edge servers to complete the CDC tasks. Specifically, in the lower level, a hedonic coalition formation game is formulated where the edge servers share their resources within their coalitions. By forming coalitions, the edge servers have more Central Processing Unit (CPU) power to complete the computation tasks. In the upper level, given the CPU power of the coalitions of edge servers, an all-pay auction is designed to incentivize the edge servers to participate in the CDC tasks. In the all-pay auction, the bids of the edge servers are represented by the allocation of their CPU power to the CDC tasks. The all-pay auction is designed to maximize the utility of the cloud server by determining the allocation of rewards to the winners. Simulation results show that the edge servers are incentivized to allocate more CPU power when multiple rewards are offered, i.e., there are multiple winners, instead of rewarding only the edge server with the largest CPU power allocation. Besides, the utility of the cloud server is maximized when it offers multiple homogeneous rewards, instead of heterogeneous rewards.

Index Terms—Coded distributed computing, straggler effects mitigation, hedonic game, all-pay auction, Bayesian Nash equilibrium

1 INTRODUCTION

Coupled with reliable wireless communication technologies, IoT devices can serve as important sources of sensor data for Artificial Intelligence (AI) technologies to be leveraged, towards the development of data-driven applications [1]. In particular, many machine learning models are developed to monitor various large-scale physical phenomena for smart city applications, such as prediction of road conditions [2], air quality monitoring [3] and tracking of medical conditions [4]. Edge computing [5] has emerged as a promising approach that extends cloud computing services to the edge of the networks. In particular, by leveraging on the computational capabilities, e.g., Central Processing Unit (CPU) power, of the edge servers, e.g., base stations and edge devices, e.g., laptops and tablets, the cloud server can offload its computation tasks to the edge servers and devices.

However, there are several challenges pertaining to the distributed edge computing network that need to be addressed for efficient and scalable implementation. Firstly, since several edge servers perform the distributed computation tasks collaboratively, the communication costs can be high due to the frequent exchange of intermediate results. Secondly, the response times vary across the edge servers due to several factors such as imbalanced work allocation, contention of shared resources and network congestion [6]. Thirdly, the confidentiality of the data may be compromised as eavesdroppers may monitor data transmission over wireless channels.

Coded distributed computing (CDC) [8] has been proposed as an efficient method for distributed computation tasks at the edge of the network. In particular, coding techniques are used to design computation strategies that divide the entire dataset and allocate subsets of data to the edge servers for computations. In the distributed edge computing network, one of the main challenges is the straggler effects where the task completion time is determined by the slowest edge server as the cloud server needs to wait for all edge servers to return their results before it can reconstruct the final result. As a result, the latency of the distributed computation tasks can be high [9], [10]. By using CDC scheme instead of having to wait for all edge servers to complete their computation tasks, the cloud server only needs to wait for a subset of edge servers to return their results. Hence, CDC schemes can reduce computation latency by obviating the need to wait for the slower edge servers.

However, incentives are essential for the edge servers to participate in or to complete their allocated CDC sub-tasks. To design an appropriate incentive mechanism, it is

1. CDC schemes do not only mitigate straggler effects, but can also reduce communication costs and ensure security in the distributed edge computing network. This paper focuses on CDC schemes that aim to mitigate straggler effects.
important to consider the unique characteristics of the CDC framework. Specifically, even though the edge servers are each allocated a subset of the entire dataset for computations, some of the edge servers’ computed results may not be used to reconstruct the final result, e.g., due to straggling. These edge servers in turn do not receive any compensation. As a result, this may discourage the participation of certain edge servers. To address this challenge, we propose an all-pay auction to model the competition between the different edge servers and at the same time, improve the participation of edge servers so as to elicit more CPU power for the CDC tasks.

In distributed edge computing networks, the edge servers may work together with various edge devices, by forming coalitions in order to complete their computation tasks. To model the cooperation between the edge servers and devices, we propose a hedonic coalition formation game in which the edge devices decide which edge server to join based on their utility-maximizing objectives. In analogy to practical scenarios, the edge devices make decisions that maximize their utilities without taking into consideration the effect of their decisions on other edge servers or devices.

The main aim of this work is to develop an incentive mechanism for enabling efficient completion of CDC tasks for IoT applications. Our key contributions are summarized as follows:

1) We highlight the importance of incentives in CDC, which is an issue ignored, but crucial toward economically sustainable distributed systems, by existing works.
2) We propose a two-level game theoretic approach to incentivize the edge servers to contribute their CPU power for the CDC tasks.
3) We formally show that the edge servers may improve their utilities by forming coalitions. We, therefore, introduce a hedonic coalition formation game to achieve a stable coalitional structure.
4) We adopt an all-pay auction to model the competition between the different edge servers (with their coalitions of edge devices) which aim to win the rewards offered by the cloud server and analyze the different reward structures that affect the utility of the cloud server.
5) We evaluate the performance of the proposed scheme. Simulation results show that the total amount of CPU power allocated for the CDC tasks is higher under the proposed scheme as compared to random CPU power allocation.

The remainder of the paper is organized as follows. Section 2 highlights the related works. Section 3 presents the system model and problem formulation. Section 4 and Section 5 discuss the hedonic coalition formation game and the design of an all-pay auction respectively. Section 6 reports the simulation results and analysis of the proposed two-level game-theoretic approach. Section 7 concludes the paper.

2 RELATED WORK
We discuss the recent studies related to three different areas, i.e., (i) coded distributed computing, (ii) coalitional formation game, and (iii) auction design.

2.1 Coded Distributed Computing (CDC)
Given the emergence of big data which necessitates computation- and storage-intensive processing, large-scale distributed systems have received significant attention from both the research and industrial communities. A number of studies in the literature have focused on the minimization of communication load of the distributed computation tasks. Network coding in the context of distributed cache systems has been a promising approach to increase network throughput and improve performance by jointly optimizing data placement and delivery phases [11], [12].

Recently, coding techniques have increasingly been used in distributed computing networks. One of the active research areas is the minimization of the communication load in the data shuffling phase through coded multicast transmission as this phase accounts for a large proportion of the overall execution time [13]. There is a tradeoff between computation load and communication load [14]. In order to reduce the number of communication rounds, which is significant for distributed iterative algorithms, [15] proposes a computing technique that jointly codes the computation at multiple iterations by leveraging on the storage and computation redundancy of the workers. The work in [16] considers the network topology of the distributed systems in designing an efficient CDC scheme for practical implementation. It relaxes the assumption that the physically-separated servers are connected to a single error-free common communication bus.

Apart from the studies that focus on the minimization of communication load in the distributed computing networks, coding techniques are also used to alleviate the stragglers’ delays that limit the performance as distributed computing systems are scaled up. This is achieved by reducing the recovery threshold. Various CDC schemes are proposed for different computation problems, e.g., matrix multiplication [17], [18], gradient descent [19], convolution [20], linear transform [21] and Fourier transform [22]. Instead of ignoring the partial computations that are completed by the stragglers, several studies such as [23] and [24] exploit the work completed by the stragglers through sequential processing and multi-message communication. In [25], the computation load is reduced by removing complex multiplication and division operations in the encoding and decoding phases.

However, to the best of our knowledge, there are few studies that focus on the design of incentive mechanisms for CDC tasks. Given the interactions of autonomous and non-cooperative agents in the networks, an effective incentive mechanism design is an important step towards realizing the scalable and efficient implementation of CDC schemes in distributed edge computing networks.

2.2 Coalitional Formation Game
Due to the limited resources of a single device in completing the allocated task individually, coalition formation games in computation offloading have been investigated. In [26], the fogs can cooperate with each other by sharing their resources in order to offer better quality of service and
experience for the users. A joint coalition-and-pricing based data offloading framework is proposed in [27] to maximize the data throughput and determine the equilibrium prices that promote cooperation between devices and the edge servers. Different from the generic coalitional formation games where the utilities of the players depend on the coalitional structures, the hedonic coalitions are formed based on the individual preference of the players. As such, the utilities of the players depend solely on the members of the coalitions to which the worker belongs. In [28], a trust-based hedonic coalitional game is formulated to model the formation of trustworthy multi-cloud communities that are resilient to collusion attacks by malicious devices.

It is often assumed that the resources of a coalition are dedicated for a particular computation task. In practical scenarios, each coalition may be required to complete multiple computation tasks. Hence, in order to incentivize the edge servers to allocate more resources to complete the CDC tasks, we adopt an auction scheme.

2.3 Auction Design

The task of auction design for optimal allocation of resources and tasks is well-explored in the literature. In particular, in crowdsensing applications where the usefulness of the applications depends on the quantity and quality of data, auction theory is one of the important tools to achieve mutual agreement between the crowd-sourcer and the users. Specifically, an all-pay auction is used to encourage the contributions of users, e.g., data, that are used to solve a crowd-sourcing problem. In an all-pay auction, not all users that contribute to the task defined by the crowd-sourcer are rewarded. This is similar to the blockchain model illustrated in [29] where only the miner which successfully generates a new block is rewarded.

In the literature, the design of the all-pay auctions considers different objectives and approaches. For example, some studies focus on the maximization of the quality of the contributions [30] while others focus on the maximization of the sum of the contributions [31], [32]. The work in [33] studies the total expected performance of asymmetric players in competing for heterogeneous prizes under a complete-information setting. In contrast, the study of [34] considers an incomplete information setting where users do not know how other users value the reward offered by the crowd-sourcer. Besides, the crowd-sourcer maximizes its profit by rewarding the winner based on its contribution. Several studies such as [35] and [36] have analyzed the optimal prize structures for crowdsensing platforms.

However, the formation of coalitions in auctions has seldom been considered. Here, we adopt a game-theoretic approach to incentivize the edge servers to contribute their CPU power for the CDC tasks.

3 System Model and Problem Formulation

3.1 System Setting

We consider a heterogeneous distributed edge computing network as illustrated in Fig. 1. The system model consists of a master, i.e., cloud server, and a set $\mathcal{I} = \{1, \ldots, i, \ldots, I\}$ of $I$ cluster heads, e.g., edge servers, that have different computational capabilities and belong to different service providers. Moreover, there are $J$ workers, e.g., edge devices, represented by the set $\mathcal{J} = \{1, \ldots, j, \ldots, J\}$, that also have different computational capabilities to facilitate in the computation tasks. In IoT networks, for example, the ubiquity of the IoT devices as well as their on-board sensing and processing capabilities are leveraged to collect data for many innovative IoT applications. Given the large amounts of sensor data collected from different IoT devices, the master aims to perform the training of an AI model to complete a user-defined data processing task. As the number of IoT devices increases, so does the size of the dataset that the master needs to handle. However, the master may not have sufficient resources, i.e., computation power, to handle the growing dataset. Instead, it may utilize the resources of the cluster heads to complete the computation tasks in a distributed manner. The cluster heads may cooperate with the workers to increase their capabilities in completing the computation tasks. In particular, more CPU power can be allocated for the computation tasks.

3.2 Coded Distributed Computing (CDC)

One of the main challenges in performing distributed computation tasks is the straggler effect. In order to reduce the computation latency of the distributed computation tasks, the master applies CDC schemes over the distributed edge computing network. Coding techniques such as polynomial
TABLE 1: System Model Parameters.

| Parameter | Description |
|-----------|-------------|
| $I$       | Number of cluster heads |
| $J$       | Number of workers |
| $K$       | Recovery threshold |
| $\rho_i$  | Reward pool by cluster head |
| $\nu(S_i)$| Value of coalition |
| $x_j^i$   | Utility of worker $j$ in coalition $S_i$ |
| $\sigma$  | Total amount of reward |
| $M_k$     | Size of reward |
| $\bar{A}_i, \bar{B}_i$ | Allocated matrices to cluster heads |
| $C_i$     | Computed results by cluster heads |
| $\pi$     | Expected utility of master |
| $z_i$     | CPU power of cluster head |
| $\mu_{ij}$| Communication cost between worker $j$ and cluster head $i$ |
| $\kappa$  | Effective switch coefficient |
| $a_i$     | Total number of CPU cycles |
| $\theta^c$| Unit cost of communication energy |
| $\theta^u$| Unit cost of computational energy |
| $c_i$     | Communication energy of cluster head $i$ |
| $\tau_i$  | Allocated CPU power for the CDC subtasks |
| $\alpha_i$| Utility of cluster head |
| $u_i$     | Expected utility of cluster head |
| $\mu_j(S_i)$| Preference function of worker $j$ in coalition $S_i$ |
| $v_i$     | Valuation of cluster head for total reward |
| $p_i^k$   | Probability of winning the reward |

Multiplication computations, i.e., $\bar{A}_i^\top \bar{B}_i$, must be performed by the master to complete the corresponding tasks of the cluster heads, and (ii) in the upper level, we study the all-pay auction to encourage the cluster heads, given the coalitions of workers formed, to allocate more CPU power for the CDC subtasks while maximizing the utility of the master. It is assumed that the cluster heads do not consider forming coalitions among themselves since they are independent and competing service providers.

3.3 Two-level Game-theoretic Approach

In this paper, we focus our study on a two-level game-theoretic approach as follows: (i) in the lower level, we adopt a hedonic coalition formation game to investigate the coalition formation of workers to facilitate the computation tasks of the cluster heads, and (ii) in the upper level, we study the all-pay auction to encourage the cluster heads, given the coalitions of workers formed, to allocate more CPU power for the CDC subtasks while maximizing the utility of the master. It is assumed that the cluster heads do not consider forming coalitions among themselves since they are independent and competing service providers.

3.3.1 Lower-level Hedonic Coalition Formation

Given $I$ cluster heads and $J$ workers in the network, the formation of the coalitions is derived in the lower level. In order to encourage more workers to facilitate its computation tasks, each cluster head offers a reward pool to the coalition of workers. The reward pools for the cluster heads may be different depending on their available budgets. The reward that each worker receives is a function of its proportion of CPU power contributed in the coalition, which, for example, can be measured from the computation latency of that worker. On the one hand, workers are incentivized...
to join a cluster head that has a greater reward pool in the hope of receiving a higher reward. On the other hand, as more workers join a cluster head, each worker will receive a smaller proportion of the reward pool as the pool needs to be shared among more workers. In addition to the amount of rewards, the workers’ utilities are also affected by its computation and communication costs. Hence, the workers make their decisions based on their utilities. Each worker \( j \) can choose to join any cluster head \( i \in I \). Note that each worker is only allowed to choose to facilitate the computation tasks of one of the cluster heads. In practice, worker \( j \) may be limited in the choice of cluster heads it can join, e.g., due to geographical location.

### 3.3.2 Upper-level All-pay Auction

The lower-level coalition formation game determines the amount of CPU power that each coalition has. The coalitions with greater CPU power are more valuable to the master as they are able to complete the CDC subtasks within a shorter period of time. Since a cluster head with its coalition of workers may need to work on several computation tasks simultaneously, they may not allocate all their CPU power for CDC subtasks. In order to incentivize the cluster heads to allocate more CPU power to complete the CDC subtasks, the master offers rewards to the cluster heads. Since computed results are required from only a subset of cluster heads, the cluster heads need to compete for the rewards.

In particular, we explore an all-pay auction mechanism whereby the cluster heads bid for the rewards. In this all-pay auction, although all cluster heads allocate CPU power to perform the computations on the allocated dataset, only \( K \) cluster heads are rewarded. As such, the all-pay auction is designed such that the utility of the master is maximized by incentivizing the cluster heads to allocate more CPU power for the CDC subtasks.

In traditional auctions such as first-price and second-price auctions, only the winners of the auctions pay. In contrast, in all-pay auctions, regardless of whether the bidders win or lose, they are required to pay to participate in the auction. In this all-pay auction, the bids of the edge servers are represented by their CPU power, i.e., the number of CPU cycles, allocated by the edge servers to complete the CDC subtasks. In other words, the larger the CPU power allocated, the higher the bid of the edge server.

There are two advantages of an all-pay auction [38]. Firstly, it reduces the probability of non-completion of allocated subtasks, thus allowing the cloud server to reconstruct the final result. This differs from traditional auctions in which the winners of the auctions can still choose not to complete their tasks and give up the reward that is promised by the auctioneer (cloud server). As a result, the auctioneer needs to conduct another round of auction. Second, it reduces the coordination cost between the auctioneer and the bidders (edge servers). Specifically, in traditional auctions, the participants need to bid then contribute whereas in all-pay auctions, the bids of the participants are directly determined by their contributions. In other words, the participants do not need to bid explicitly in all-pay auctions. This is particularly useful for the development of a scalable network since the communication overheads are reduced.

### 3.3.3 Interaction between Lower and Upper Levels

In the lower level, the workers form coalitions to support the computation tasks of the cluster heads, increasing the capabilities of the cluster heads to complete their computation tasks by, for example, reducing computation latency or increasing computation accuracy. Given the coalitions of workers formed, the cluster heads need to allocate CPU power for their computation tasks. Without proper incentive mechanisms, the cluster heads may randomly allocate CPU power for their computation tasks, which is not optimal as it does not maximize the utilities of the cluster heads. In order to incentivize the cluster heads to allocate CPU power for the CDC subtasks, an all-pay auction is proposed in the upper level. The lower-level hedonic coalition formation game helps to improve the utilities of the cluster heads by allowing them to allocate their equilibrium CPU power in the upper-level all-pay auction. Specifically, without forming coalitions, the capabilities of the cluster heads are limited by their own CPU power, thus not allowing them to allocate their equilibrium CPU power for the CDC subtasks, which may be greater than their own CPU power. As such, the cluster heads may not win the reward offered by the master. Therefore, the two-stage game theoretic approach ensures that the utilities of the cluster heads are maximized by allocating CPU power for the CDC subtasks.

### 4 Lower-level Hedonic Coalition Formation

In this section, we formulate the problem of collaborative execution of computation tasks as a hedonic coalition formation game. To form a coalition, each cluster head broadcasts its intention to form a coalition to all workers in the network. Each cluster head \( i \) offers a reward pool \( P_i \) to the coalition of workers. To decide whether to join or leave a coalition, each worker also compares its utility in the current coalition and the utility of joining another coalition. If the utility of joining another coalition is higher, the worker leaves the current coalition and joins another coalition, hence forming a new coalitional structure. The coalitional structure is stable when no worker has incentive to change its current coalition.

#### 4.1 Hedonic Coalition Formation Formulation

We present the definitions for hedonic coalition formation.

**Definition 1.** A coalition of workers is denoted by \( S_i \subseteq \mathcal{J} \) where \( i \) is the index of the cluster head.

In particular, workers in coalition \( S_i \) facilitate the computation tasks of cluster head \( i, \forall i \in I \).

**Definition 2.** A partition or coalitional structure is a set of coalitions that spans all workers in \( \mathcal{J} \). The coalitional structure is represented by \( \Pi = \{S_1, \ldots, S_i, \ldots, S_I\} \), where \( S_i \cap S_{i'} = \emptyset \) for \( i \neq i', \bigcup_{i=1}^{I} S_i = \mathcal{J} \) and \( I \) is the total number of coalitions in coalitional structure \( \Pi \) [39].

\( \mathcal{J} \) denotes the coalition of all workers, which is also known as the grand coalition. The formation of a grand coalition means that all workers facilitate the computation tasks of a single cluster head. A singleton coalition is a
coalition that only contains a single worker where only a worker facilitates the computation tasks of a cluster head. Note that the total number of coalitions equals the number of cluster heads in the network. If there is no worker that is willing to facilitate the computation tasks of cluster head $i$, $\forall i \in \mathcal{I}$, the coalition $S_i$ associated with cluster head $i$ is represented by an empty set, $\emptyset$.

**Definition 3.** A coalitional structure $\Pi^* = \{S_1^\ast, \ldots, S_n^\ast\}$ is a stable coalitional structure if no coalition $S_i^\ast \in \Pi$ has an incentive to change the current coalitional structure $\Pi$ by merging with another coalition $S_i'$, $S_i^\ast \cap S_i' = \emptyset$ for $i \neq i'$, or splitting into smaller disjoint coalitions.

The value of any coalition $S_i \in \Pi$ is the total amount of CPU power of both the cluster head and workers in the coalition. The value of coalition $S_i$, which is denoted as $v(S_i)$, is expressed as follows:

$$v(S_i) = \sum_{j \in S_i} z_j + z_i, \quad (2)$$

where $z_j$ and $z_i$ are the amount of available CPU power of worker $j$ and cluster head $i$, respectively.

Each cluster head, $i$, $\forall i \in \mathcal{I}$, offers different amount of reward pool, $\rho_i$. Each worker $j$ in coalition $S_i$ receives a proportion of the reward pool offered by the cluster head, for which the coalition $S_i$ provides support. The amount of reward that each worker receives depends on its proportion of the CPU power in the coalition, which, for example, can be measured from the worker’s computation latency. The greater the proportion of CPU power, the larger the amount of reward the worker receives. Specifically, the utility of worker $j$ in coalition $S_i$, is denoted as follows:

$$x_j^{S_i} = \frac{z_j}{\sum_{j \in S_i} z_j} \rho_i - \delta_j z_j - \mu_{ij}, \quad (3)$$

where $\delta_j$ is the unit cost of CPU power of worker $j$ and $\mu_{ij}$ is the communication cost for worker $j$ to reach cluster head $i$. In particular, the utility of worker $j \in \mathcal{J}$ depends only on the members of the coalition that it belongs to.

Based on its own utility, each worker $j \in \mathcal{J}$ needs to build its own preference over all possible coalitions that it can join, where each worker $j$ compares the utilities of joining different coalitions. As such, the concept of preference relation is introduced to illustrate the preference of each worker over all possible coalitions.

**Definition 4.** For any worker $j \in \mathcal{J}$, a preference relation $\succ_j$ is defined as a complete, reflexive and transitive binary relation over the set of all coalitions that worker $j$ can possibly join.

The preference relation of worker $j \in \mathcal{J}$ can be expressed as follows:

$$S_1 \succ_j S_2 \iff u_j(S_1) \geq u_j(S_2), \quad (4)$$

where $S_1 \subseteq \mathcal{J}$ and $S_2 \subseteq \mathcal{J}$ are two possible coalitions that worker $j$ may join, $u_j(S_i)$ is the preference function for any worker $j \in \mathcal{J}$ and for any coalition $S_i$, $\forall i \in \mathcal{I}$. In particular, for any worker $j \in \mathcal{J}$, given two coalitions $S_1 \subseteq \mathcal{J}$ and $S_2 \subseteq \mathcal{J}$ where $j \in S_1$ and $j \notin S_2$, $S_1 \succ_j S_2$ means that worker $j$ prefers coalition $S_1$ over coalition $S_2$, or at least worker $j$ values both coalitions equally. In addition, its asymmetric counterpart, which is denoted as $\succ_j$, when used in $S_1 \succ_j S_2$ indicates that worker $j$ strictly prefers coalition $S_1$ over coalition $S_2$. It is worth noting that the preference relation, $\succ_j$ is defined to allow the workers to quantify their preferences, which can be application-specific. The preference relation can be expressed as a function of several parameters such as the payoffs of workers in joining different coalitions and the proportion of the contribution of each worker in the same coalition.

The preference function of worker $j$ in coalition $S_i$, which is represented by $u_j(S_i)$, is defined as follows:

$$u_j(S_i) = \begin{cases} x_j^{S_i}, & \text{if } S_i \notin h(j), \\ -\infty, & \text{otherwise}, \end{cases} \quad (5)$$

where $x_j^{S_i}$ is the utility of worker $j$ in coalition $S_i$, defined in Equation (3) and $h(j)$ is the history set of worker $j$ that contains the list of coalitions that the worker $j$ has previously joined before the formation of the current coalitional structure $\Pi$. More specifically, the history set of worker $j \in \mathcal{J}$, $h(j) = \{S_{i_0}^\ast, S_{i_1}^\ast, \ldots, S_{i_\Lambda}^\ast\}$, where $i_\Lambda \in \mathcal{I}$, $j \in S_{i_\Lambda}$ and $\Lambda$ represents the total number of changes in coalitions formed by worker $j$. Each time when a new coalition is formed, each worker $j \in \mathcal{J}$ updates its history set $h(j)$ by adding a new coalition $S_{i_\Lambda}^\ast$, where $i_\Lambda \in \mathcal{I}$ and $j \in S_{i_\Lambda}$.

As such, based on Equation (5), the preference of worker $j \in \mathcal{J}$ over the different coalitions is related to its utility defined in Equation (3).

Given a set of workers $\mathcal{J}$ and a preference relation $\succ_j$ for every worker $j \in \mathcal{J}$, a hedonic coalition formation game is formally defined as follows:

**Definition 5.** A hedonic coalition formation game is a coalitional game that is defined by $(\mathcal{J}, \succ)$ where $\mathcal{J}$ and $\succ = \{\succ_1, \ldots, \succ_j, \ldots, \succ_j\}$ represent the set of workers and the preference relation of each worker in $\mathcal{J}$ respectively. In addition, a hedonic coalition formation game fulfills the two important requirements as follows:

1. The payoff of any worker depends solely on the members of the coalitions to which the worker belongs, and
2. The coalition formed is a result of the preferences of the workers over the set of possible coalitions.

In the hedonic coalition formation game, based on the preference relation in Equation (3) and preference function in Equation (5), the worker $j \in \mathcal{J}$ joins a new coalition that it has not visited before, and if and only if worker $j$ achieves higher utility in the new coalition. Specifically, the formation of hedonic coalitions is based on switch rule, which determines whether the worker $j$ ($\forall j \in \mathcal{J}$) decides to leave or join a coalition.

**Definition 6.** (Switch Rule) Given a coalitional structure $\Pi = \{S_1, \ldots, S_n\}$, a worker $j$ decides to leave its current coalition $S_i$ and join another coalition $S_i' \in \Pi$, where $j \neq i'$, if and only if $S_i \cup \{j\} \succ_j S_i$. As a result, $\{S_i, S_i'\} \rightarrow \{S_i \backslash \{j\}, S_i' \cup \{j\}\}$.

The switch rule in hedonic coalition formation games allows any worker $j \in \mathcal{J}$ to leave its current coalition $S_i$ and join another coalition $S_i' \in \Pi$, where $j \neq i'$, given that $S_i' \cup \{j\}$ is strictly preferred over $S_i$, based on
the defined preference relation. This transforms the current coalitional structure $\Pi$ into a new coalitional structure $\Pi' = \Pi \cup \{S_i, S_j\}$ in the history set, $h(j)$. The adoption of switch rule in hedonic coalition formation games reflects the selfish behaviour of the workers since the workers decide leave and join any coalition based on their preference relations, without taking into account the effect of their actions on other workers.

**Proposition 1.** If worker $j$ performs the switch rule for the $\lambda$-th time, where it leaves its current coalition $S_{\lambda-1}$ and forms a new coalition $S_\lambda$, where $i_{\lambda-1} \neq i_\lambda$, the new coalition $S_\lambda$ cannot be the same as any coalition formed in the history set, $h(j)$. In other words, before the update of the history set for the $\lambda$-th time, the new coalition is not in the history set, i.e., $S_\lambda \notin h(j)$.

**Proof.** Suppose that there are two coalitions $S_{\lambda-1}$ and $S_\lambda$ such that $S_{\lambda-1} = S_\lambda$, where coalition $S_{\lambda-1}$ is found in the history set, $h(j)$. Based on Equation [6], the utility of worker $j$ in either of the coalition is the same, i.e., $x_{j_{\lambda-1}} = x_{j_\lambda}$. According to the definition of switch rule in Definition [6], worker $j$ only performs the switch operation if and only if the new coalition is strictly preferred over any of the previous coalitions. In other words, switch operation is only performed if and only if $x_{j_{\lambda-1}} > x_{j_\lambda}$. Since the newly formed coalition $S_\lambda$ does not fulfill the condition of switch rule, the switch operation is not performed. More specifically, the newly formed coalition $S_\lambda$ cannot be the same as any coalition $S_{\lambda-1}$ in the history set, $h(j)$.

In the formation of hedonic coalitions, there exists a stable coalitional structure. There are two types of stabilities of coalitional structure, i.e., Nash-stability and individual-stability [40].

- **Nash-stability:** A coalitional structure $\Pi = \{S_1, \ldots, S_i, \ldots, S_I\}$ is Nash-stable if no worker $j \in J$ has incentive to leave its current coalition $S_i$ and join another coalition $S_i'$ where $i \neq i'$, i.e., $S_i > S_i' \cup \{j\}, \forall i' \in I$. In other words, no worker is able to increase its utility by performing switch rule to change its current coalition.

- **Individual-stability:** A coalitional structure $\Pi = \{S_1, \ldots, S_i, \ldots, S_I\}$ is individually-stable if there does not exist such that (i) a worker $j, \forall j \in J$ in its current coalition strictly prefers any other coalition, i.e., $S_i \cup \{j\} > S_i', \forall i' \in I$, and (ii) the formation of a new coalition does not reduce the utilities of the members of the new coalition, i.e., $S_i' \cup \{j\} > S_i', j \neq j', \forall j' \in S_i'$.

Note that when a coalitional structure is Nash-stable, it is also individually-stable [40] since Nash-stability is a subset of individual-stability.

**Proposition 2.** The final partition $\Pi^* = \{S_1^*, \ldots, S_i^*, \ldots, S_I^*\}$ is a Nash-stable and individually-stable coalitional structure.

**Proof.** Given any current coalitional structure $\Pi_{curr} = \{S_1, \ldots, S_i, \ldots, S_I\}$, where $S_i \cap S_i' = \emptyset$ for $i \neq i'$, $\bigcup_{i=1}^I S_i = J$, switch operations are performed for any worker $j \in J$ to either leave or join a coalition. The current partition $\Pi_{curr}$ is updated when the utility of any worker $j \in J$ in any coalition $S_i$ is higher by leaving its current coalition $S_i$ and joining another coalition $S_i' \in \Pi_{curr}$ for $i \neq i'$. According to Equation [5] which defines the preference function of each worker, the worker does not visit the coalitions that are contained in its history set. Therefore, the hedonic coalition formation algorithm generates a sequence of coalitional structures where each coalitional structure has not been visited before. The algorithm will eventually terminate at a final coalitional structure $\Pi^* = \{S_1^*, \ldots, S_i^*, \ldots, S_I^*\}$, where there is no incentive for any worker to change its current coalition. In other words, the utility of each worker $j, \forall j \in J$, is maximized given the final coalitional structure $\Pi^*$.

Suppose we assume that the final coalitional structure $\Pi^*$ is not Nash-stable. This implies that there is a worker $j \in J$ that has incentive to change its current coalition. As a result, by leaving its current coalition and joining another coalition, the coalitional structure $\Pi^*$ is updated based on the switch rule defined in Definition [6]. Thus, the coalitional structure is not final, which does not align with our assumption that the final coalitional structure is not Nash-stable. Therefore, the final coalitional structure $\Pi^*$ must be Nash-stable. Since final coalitional structure $\Pi^*$ is Nash-stable, it is also individually-stable.

### 4.2 Hedonic Coalition Formation Algorithm

The algorithm for the hedonic coalition formation is presented in Algorithm [1].

The hedonic coalition formation game is based on the switch rule defined in Definition [6]. The switch operation is illustrated from the perspective of worker $j \in J$. The worker $j$ decides to leave its current coalition $S_i$ and join another coalition $S_i'$ where $i \neq i'$ and $S_i' \subseteq \Pi_{curr}$ if and only if the worker $j$ achieves higher utility by joining coalition $S_i'$ than that of the current coalition $S_i$. The worker $j$ first computes its utility in the current coalition $S_i$, $x_i^j$ (line 8). Given the current coalitional structure $\Pi_{curr}$, the worker $j$ evaluates the other coalitions $S_i'$, for $i \neq i'$ that it could possibly join (line 9-10). Specifically, the worker $j$ computes the utility that it achieves if it joins another coalition $S_i'$, $x_i'^j$ (line 10). If the utility of worker $j$ for joining coalition $S_i'$ is higher than that of the current coalition $S_i$ and the coalition $S_i'$ is not found in the history set of worker $j$, $h(j)$, the worker $j$ performs switch operation (line 11-16). In particular, the worker $j$ first updates its history set by adding the current coalition $S_i$ into $h(j)$ (line 12). The worker $j$ leaves its current coalition $S_i$ (line 13) and joins the new coalition $S_i'$ (line 14). Then, given the new coalition $S_i'$, the current coalition and coalitional structure are updated (line 15-16). On the other hand, if the utility of worker $j$ for joining coalition $S_i'$ is lower than that of the current coalition $S_i$ or the new coalition $S_i'$ has been visited before, the worker $j$ does not leave its current coalition $S_i$, thus there is no change in the coalitional structure. For the next iteration, the worker $j$ will consider to join other possible coalition $S_i' \in \Pi_{curr}$, where $i \neq i'$. The process is repeated for all workers $j \in J$. The switch mechanism terminates when there is no more change to the current coalitional structure, $\Pi_{curr}$. In other words, there is no worker $j (\forall j \in J)$ that is able to achieve
Algorithm 1 Algorithm for Hedonic Coalition formation of Workers using Switch Rule.

**Input:** Set of workers, \( J = \{1, \ldots, j, \ldots, J\} \), set of cluster heads, \( I = \{1, \ldots, i, \ldots, I\} \)

**Output:** Final coalitional structure \( \Pi^* = \{S_1^*, \ldots, S_i^*, \ldots, S_J^*\} \)

1: \( \Pi^* = \emptyset \)
2: Initialize history set for all workers, i.e., \( h(j) = \emptyset, \forall j \in J \)
3: Given \( J \) workers, initialize a coalitional structure \( \Pi_{\text{curr}} \) where workers are randomly allocated to the \( I \) coalitions
4: **Switch Rule:**
5: while \( \Pi_{\text{curr}} \neq \Pi^* \) do
6: Update the final coalitional structure such that \( \Pi^* = \Pi_{\text{curr}} \)
7: for each worker \( j \in J \) (worker \( j \) is in coalition \( S_i \in \) coalitional structure \( \Pi_{\text{curr}} \)) do
8: Compute \( x_j^{S_i} \)
9: for each possible coalition \( S_i' \in \Pi_{\text{curr}}, i \neq i' \) do
10: Compute \( x_j^{S_i'} \)
11: if \( x_j^{S_i'} > x_j^{S_i} \) and \( S_i' \notin h(j) \) then
12: Worker \( j \) updates its history set, \( h(j) \) by adding the current coalition \( S_i \) into \( h(j) \)
13: Worker \( j \) leaves its current coalition, \( S_i = S_i \backslash \{j\} \)
14: Worker \( j \) joins the new coalition that increases its utility, \( S_i' = S_i' \cup \{j\} \)
15: Update current coalition of worker \( j \), \( S_i \leftarrow S_i' \)
16: Update current coalitional structure \( \Pi_{\text{curr}} \leftarrow \Pi_{\text{curr}} \backslash \{S_i, S_i'\} \cup \{S_i \backslash \{j\}, S_i' \cup \{j\}\} \)
17: end if
18: end for
19: end for
20: return Final coalitional structure \( \Pi^* = \{S_1^*, \ldots, S_i^*, \ldots, S_J^*\} \) that is Nash-stable

higher utility by leaving its current coalition and join any other coalition in the current coalition structure, \( \Pi_{\text{curr}} \). At the end of the switch mechanism, the algorithm returns the final coalitional structure \( \Pi^* = \{S_1^*, \ldots, S_i^*, \ldots, S_J^*\} \) that is Nash-stable (line 20). Consequently, the total amount of CPU power that each coalition can be computed, in which the competition between the different cluster heads are discussed in the next section.

5 Upper-level All-pay Auction

Since the cluster heads, given their coalitions of workers formed, may have several computation tasks to complete, they only allocate a fraction of their CPU power to the CDC tasks. Hence, in order to incentivize the cluster heads to allocate more CPU power for the allocated CDC subtasks, we present the design of an all-pay auction in this section. In this all-pay auction, the master is the auctioneer whereas the cluster heads are the bidders. The bid of a cluster head is represented by the CPU power that it allocates for its CDC subtask, which, for example, can be measured from the computation latency incurred for the CDC subtask. All \( I \) cluster heads, i.e., bidders, pay their bids regardless of whether they win or lose the auction. We first discuss the utilities of both the master and the cluster heads. Then, we present the design of an all-pay auction.

5.1 Utility of the Master

Given that the master only needs the computed results from \( K \) cluster heads to reconstruct the final result, the master offers \( K \) rewards, represented by the set \( K = \{1, \ldots, k, \ldots, K\} \) where \( K \leq I \). Specifically, there are \( K \) rewards for which \( I \) cluster heads compete. The effect of different reward structures is discussed later in details in Section 5.4. Since only \( K \) rewards are offered, \( I - K \) cluster heads do not receive any reward from the master, even though they perform the matrix multiplication computations given the allocated submatrices. The all-pay auction is designed such that the cluster heads are incentivized to allocate their CPU power, even if there is a possibility that they may not win any reward.

The size of reward \( k \) is represented by \( M_k \). The cluster head that allocates larger CPU power is offered larger reward. In particular, the cluster head that allocates the largest amount of CPU power receives a reward of \( M_1 \), the cluster head with the second largest allocation receives reward \( M_2 \) and the cluster head with the \( k \)-th largest allocation of CPU power is offered reward \( M_k \). If two or more cluster heads allocate the same amount of CPU power to perform the CDC tasks, ties will be randomly broken. In other words, if both cluster heads are ranked \( k \), one is ranked \( k \) and the other is ranked \( k + 1 \). Hence, without loss of generality, \( M_1 \geq M_2 \geq \cdots \geq M_K > 0 \). The total amount of reward offered by the master is denoted by \( \sigma \), i.e., \( \sigma = \sum_{k=1}^{K} M_k \).

The master broadcasts the information of size of total reward and the structure of rewards to the workers. The aim of the master is to share the entire fixed reward to maximize the CPU power allocated by the cluster heads.

As such, the expected utility of the master, \( \pi \) is expressed as follows:

\[
\pi = \mathbb{E}[(\tau_{1.i} + \tau_{2.i} + \cdots + \tau_{K.i}) - \sigma],
\]

where \( \phi \) is the unit worth of CPU power to the master and \( \tau_{k.i} \) represents the order statistics of the cluster head’s CPU power allocation. Specifically, \( \tau_{1.i} \) and \( \tau_{k.i} \) denote the highest and \( k \)-th highest CPU power allocation respectively among \( I \) cluster heads.

5.2 Utility of the Cluster Head

To perform the local computations on the allocated CDC subtask, each cluster head \( i \) consumes computational energy, \( e_i \), which is defined as:

\[
e_i = \kappa a_i (\tau_i)^2,
\]

where \( \kappa \) is the effective switch coefficient that depends on the chip architecture [41], \( a_i \) is the total number of CPU cycles required to complete the allocated computation subtask and \( \tau_i \) is the CPU power allocated by cluster head \( i \) for the CDC subtask. In other words, \( v(S_i) \) is the amount of CPU power allocated by cluster head \( i \) for other
computation tasks. By using the polynomial codes, the computation task is evenly partitioned and distributed among all cluster heads. As a result, the total number of CPU cycles that are needed to complete the allocated computation tasks is the same for all cluster heads, i.e., $a_i = a$, $\forall i \in I$. The unit cost of computational energy incurred by cluster head $i$, $\forall i \in I$, is denoted by $\theta_p$, where the unit cost of computational energy is the same for all cluster heads. Besides, each cluster head $i$ also requires communication energy $c_i$ to communicate with the master. Similarly, the unit cost of communication energy is the same for all cluster heads where the unit cost of communication energy incurred by cluster head $i$, $\forall i \in I$, is denoted by $\theta_c$.

Each cluster head $i$ has a valuation $v_i$ for the total reward $\sigma$. For example, in practical scenarios, the valuations for the total reward can be determined by how much the cluster heads can benefit from the reward, which is a user preference parameter. In particular, the cluster heads value the reward more if they need the reward for some important purposes, e.g., upgrading of their hardware components. The cluster heads’ valuations, $v_i$, $\forall i \in I$, are independently drawn from $\mathbb{U}([\underline{v}, \overline{v}])$ such that $\underline{v}$ and $\overline{v}$ are strictly positive given $F(v)$, where $F(v)$ is the cumulative distribution function (CDF) of $v$. The total cost of cluster head $i$ is represented by $\theta_p e_i + \theta_c c_i$. As a result, the utility of cluster head $i$ for winning reward $M_k$, $\forall k \in K$, is expressed as:

$$
\alpha_i = \begin{cases} 
 v_i M_k - \theta_p e_i - \theta_c c_i, & \text{if cluster head } i \text{ wins } M_k, \\
 -\theta_e, & \text{otherwise.} 
\end{cases}
$$

(8)

5.3 Design of an All-pay Auction
Each cluster head $i$ knows its own valuation, $v_i$ but does not know the valuation of any other cluster head, $i' \neq i$. This establishes a one-dimensional incomplete information setting. In addition, if each cluster head has different unit costs of computational and communication energy which are only known to itself, we consider the three-dimensional incomplete information setting. The dimension of private information can be reduced following the procedure in [31]. In this work, we consider a one-dimensional incomplete information setting where the unit costs of computational and communication energy are the same for all cluster heads but the cluster heads’ valuations are heterogeneous and private.

Given the utility of cluster head $i$, $\alpha_i$, in Equation (8), the objective of cluster head $i$ to maximize its expected utility, $u_i$, is defined as follows:

$$
\max_{\tau_i} u_i = v_i \sum_{k=1}^{K} p_i^k M_k - \theta_p \kappa a(\tau_i)^2 - \theta_c c_i,
$$

(9)

where $p_i^k$ is the winning probability of reward $M_k$ by cluster head $i$.

Although the cluster head does not know exactly the valuations of other cluster heads, it knows the distribution of the other cluster heads’ valuations based on past interactions, which is a common knowledge to all cluster heads and the master. In our model, we consider that the valuations of all cluster heads are drawn from the same distribution, which constitutes a symmetric Bayesian game where the prior is the distribution of the cluster heads’ valuations.

Definition 7. [34] A pure-strategy Bayesian Nash equilibrium is a strategy profile $\tau_i = (\tau_{i1}, ..., \tau_{ik}, ..., \tau_{iK})$ that satisfies

$$
u_i(\tau_{i1}, ..., \tau_{ik}, ..., \tau_{iK}) \geq u_i(\tau_{i1}, ..., \tau_{ik}, ..., \tau_{iK}), \forall i \in I.$$

The subscript $-i$ represents the index of other cluster heads other than cluster head $i$. Specifically, $\tau_{i1} = (\tau_{11}, ..., \tau_{i-11}, \tau_{i+11}, ..., \tau_{iK})$ represents the equilibrium CPU power allocations of all other cluster heads other than CPU power allocation of cluster head $i$. At the Bayesian Nash equilibrium, given the belief of cluster head $i$, $\forall i \in I$ about the valuations and that the CPU power allocated by other cluster heads, $i'$ where $i \neq i'$ are at equilibrium, $\tau_{i1}$, cluster head $i$ aims to maximize its expected utility.

Proposition 3. Under incomplete information setting, the all-pay auction admits a pure-strategy Bayesian Nash equilibrium that is strictly monotonic where the bid of a cluster head strictly increases in its valuation.

Since the equilibrium CPU power allocation of cluster head $i$, which is represented by $\tau_{i1}$, is a strictly monotonically increasing function of its valuation $v_i$, we express the equilibrium strategy of cluster head $i$ as a function represented by $\beta(\cdot)$, i.e., $\tau_{i1} = \beta(v_i)$. Given the strict monotonicity, the inverse function also exists where $v_i(\cdot) = \beta^{-1}(\cdot)$ and it is an increasing function. Due to the incomplete information setting, the objective of cluster head $i$ to maximize its expected utility in Equation (9) can be expressed as follows:

$$
\max_{\tau_i} u_i = v_i \sum_{k=1}^{K} p_i^k (\beta(\tau_i), \beta(v_i')) M_k - c(\beta(v_i)),
$$

(10)

where the cost of cluster head $i$ is represented by the function $c(\cdot) = \theta_p \kappa a(\beta(v_i))^2 + \theta_c c_i$.

Since the cluster heads are symmetric, i.e., the valuations of cluster heads are drawn from the same distribution, the symmetric equilibrium strategy for each cluster head $i$, $\forall i \in I$ can be derived. We first assume that there are $I$ rewards, where $M_1 \geq M_2 \geq \cdots \geq M_K > M_{K+1} = M_{K+2} = \cdots = M_I = 0$. The valuations of the cluster heads, $v_1, \ldots, v_{I-1}, v_I$ are ranked and represented by its order statistics, which are expressed as $v_{1:1} \geq v_{2:1} \geq \cdots \geq v_{I:1}$. In particular, $v_{k:1}$ represents the $k$-th highest valuation among the $I$ valuations which are drawn from a common distribution $F(v)$. Given the order statistics of the cluster heads’ valuations, $\forall i \in I$, the corresponding cumulative distribution function and probability density function are represented by $F_{k:1}$ and $f_{k:1}$ respectively. Specifically, the cumulative distribution function $F_{k:1}(v)$ for the $k$-th order statistics in sample of size $I$ is expressed as follows:

$$
F_{k:1}(v) = \sum_{r=0}^{k-1} F(v)^{I-r} [1 - F(v)]^r.
$$

(11)

The corresponding probability density function $f_{k:1}(v)$ for $k$-th order statistics in sample of size $I$ is expressed as follows:

$$
f_{k:1}(v) = \frac{I!}{(k-1)!(I-k)!} F(v)^{I-k} [1 - F(v)]^{k-1} f(v).
$$

(12)
Similarly, when dealing with the valuations of all cluster heads, other than that of cluster head $i$, the order statistic is represented by $v_{k:I-1}$, which represents the $k$-th highest valuation among the $I-1$ valuations. The corresponding cumulative distribution function and probability density function are represented by $F_{k:I-1}$ and $f_{k:I-1}$ respectively.

Given that other cluster heads $i'$, where $i' \neq i$, follow a symmetric, increasing and differentiable equilibrium strategy $\beta(\cdot)$, cluster head $i$ will never choose to allocate a CPU power greater than the equilibrium strategy given the highest valuation. In other words, cluster head $i$ will never allocate $\tau_i > \beta(v)$. Besides, the optimal strategy of the cluster head with lowest valuation $v$ is not to allocate any CPU power. On one hand, when the number of rewards offered is smaller than the number of cluster heads, i.e., $K < I$, the cluster head with lowest valuation $v$ will not win any reward. On the other hand, when the number of rewards offered is larger than or equal the number of cluster heads, i.e., $K \geq I$, the cluster head with lowest valuation $v$ will win a reward without allocating any CPU power. Hence, $u_i(v) = 0$. With this, the expected utility of cluster head $i$ with valuation $v_i$ and CPU power allocation $\tau_i = \beta(v_i)$ is expressed as follows:

$$u_i = v_i \sum_{k=1}^{I}[F_{k:I-1}(v_i) - f_{k:I-1}(v_i)]M_k - c(\beta(v_i)), \quad (13)$$

since $M_{k+1} = \cdots = M_{I-1} = M_I = 0$, $F_{0:I-1}(\tau_i) \equiv 0$ and $F_{1:I-1}(\tau_i) \equiv 1$.

By differentiating Equation (13) with respect to the variable $u_i$ and equating the result to zero, we obtain the following:

$$0 = v_i \sum_{k=1}^{I}[f_{k:I-1}(v_i) - f_{k-1:I-1}(v_i)]M_k - c'(\beta(v_i))\beta'(v_i). \quad (14)$$

When maximized, the marginal value of the reward is equivalent to the marginal cost of the CPU power. Since we have the differentiated function $c'(\cdot)$, the function $c(\cdot)$ can be found by using the integral of Equation (14). At equilibrium, when the expected utility of cluster head $i$, $\forall i \in I$, is maximized, we have the following:

$$c(\beta(v_i)) = \sum_{k=1}^{I} M_k \int_{v_i}^{v} u_i[f_{k:I-1}(v_i) - f_{k-1:I-1}(v_i)]dv_i = \sum_{k=1}^{I} (M_k - M_{k+1}) \int_{v_i}^{v} u_i f_{k:I-1}(v_i)dv_i. \quad (15)$$

Thus the equilibrium strategy for cluster head $i$ with valuation $v_i$, $\forall i \in I$, is expressed as:

$$\tau^*_i = \beta(v_i) = e^{-1} \left(\sum_{k=1}^{I} (M_k - M_{k+1}) \int_{v_i}^{v} u_i f_{k:I-1}(v_i)dv_i\right). \quad (16)$$

Given the equilibrium strategy of cluster head $i$, $\forall i \in I$, the master aims to maximize its expected utility, $\pi$. By using the polynomial codes, the master is able to reconstruct the final result by using the computed results from $K$ cluster heads. Since the master shares the fixed reward $\sigma$ completely, the maximization problem in Equation (6) is equivalent to maximizing the allocation of CPU power, which is expressed as follows:

$$\pi = \mathbb{E}[\beta(v_{1:I}) + \beta(v_{2:I}) + \cdots + \beta(v_{K:I})]$$

$$= \sum_{i=1}^{K} \int_{v_i}^{v} \beta(v)dF_{c:I}(v)$$

$$= K \int_{v_i}^{v} \beta(v)dF(v)$$

$$= K \int_{v_i}^{v} e^{-1} \left(\sum_{k=1}^{I} (M_k - M_{k+1}) \int_{v_i}^{v} u_i f_{k:I-1}(v_i)dv_i\right) dF(v)$$

$$= K \int_{v_i}^{v} e^{-1} \left(\sum_{k=1}^{I} M_k \int_{v_i}^{v} u_i f_{k:I-1}(v)dv - f_{k-1:I-1}(v)dv\right) dF(v). \quad (17)$$

Since the equilibrium strategy of cluster head $i$, $\forall i \in I$, is affected by the reward structure, the master needs to determine the structure of the rewards such that it maximizes the CPU power allocation of the cluster heads, thereby maximizing its own utility, $\pi$.

### 5.4 Reward Structure

Given that the master shares the total amount of the reward, $\sigma$, the design of the optimal reward sequence is important to maximize the CPU power allocation of the cluster heads since the equilibrium strategies of the cluster heads depend on the differences between consecutive rewards.

The master needs to first decide whether to allocate the total amount of reward, $\sigma$ to only one winner, i.e., winner-take-all reward structure, or to split the reward into several smaller rewards.

**Proposition 4.** Given that the cost functions are convex, it is not optimal to offer only one reward where $M_1 = \sigma$ and $M_2 = \cdots = M_K = \cdots = M_I = 0$ since $\frac{\partial\pi}{\partial M_1} - \frac{\partial\pi}{\partial M_2} < 0$, for $k = 2, \ldots, I$. In particular, if $\frac{\partial\pi}{\partial M_1} - \frac{\partial\pi}{\partial M_2} < 0$, it is not optimal to offer only a single reward.

**Proof.** Following the procedure in [31], we show that it is not optimal to offer a single reward given the cost functions of the cluster heads are convex.

$$\frac{\partial\pi}{\partial M_1} = K \int_{v_i}^{v} (c^{-1})'(\sum_{k=1}^{I} M_k - M_{k+1}) \int_{v_i}^{v} u_i f_{k:I-1}(v_i)dv_i.$$ 

$$= v\left\{\frac{2(I-1)}{(I-2)!} F(v)^{I-2} f(v) - \frac{(I-1)!}{(I-3)!} F(v)^{I-3} \right\}.$$ 

$$= v f(v) F(v)^{I-3} (2(I-1)F(v)-(I-1)(I-2)[1-F(v)]).$$

Let $x = F(v)$, the expression above is simplified to:

$$\frac{\partial\pi}{\partial v} = v f(v) x^{I-3} (2(I-1)x - (I-1)(I-2)\left[1-x\right]).$$
When $x = 0$, $\frac{\partial}{\partial x}(\cdot) = vf(x)x^{r-3}[-(I-1)(I-2)] < 0$. When $x = 1$, $\frac{\partial}{\partial \psi}(\cdot) = vf(x)x^{r-2}(I-1) > 0$. As a result, there is $\hat{x} = F(\psi)$ with $\hat{\psi} \in (\underline{\psi}, \bar{\psi})$ such that
\[
\frac{\partial}{\partial \psi} \left(2 \int_{\underline{\psi}}^{\psi} vf_{1:1-1}(v)dv - \int_{\underline{\psi}}^{\psi} vf_{2:1-1}(v)dv \right) > 0,
\]
and if only if $\psi > \hat{\psi}$. As such, this implies that there is $\psi^* \in (\underline{\psi}, \bar{\psi})$ such that
\[
2 \int_{\underline{\psi}}^{\psi^*} vf_{1:1-1}(v)dv - \int_{\underline{\psi}}^{\psi^*} vf_{2:1-1}(v)dv > 0,
\]
if and only if $\psi > \psi^*$. Given that
\[
\int_{\underline{\psi}}^{\bar{\psi}} 2 \int_{\underline{\psi}}^{\psi} vf_{1:1-1}(v)dv - \int_{\underline{\psi}}^{\psi} vf_{2:1-1}(v)dv (v)dvF(v) > 0,
\]
and $(e^{-1})' < 0$ and $(e^{-1})'' \geq 0$ due to the convexity of the cost function, $\frac{\partial \pi}{\partial M_{1}} - \frac{\partial \pi}{\partial M_{2}} < 0$. Hence, it is not optimal to allocate only one reward to the cluster head which allocates the largest amount of CPU power, where $M_{1} = \sigma$ and $M_{2} = \cdots = M_{I} = 0$. Note that the similar procedure can be used to proof for the general case of $\frac{\partial \pi}{\partial M_{1}} - \frac{\partial \pi}{\partial M_{k}} < 0$ for $k = 2, \ldots, I-1$.

Since the winner-take-all reward structure is not optimal, the master is better off offering multiple rewards. Given that $K$ rewards are offered, the master can consider several reward sequences such as (i) homogeneous reward sequence, (ii) arithmetic reward sequence and (iii) geometric reward sequence. Specifically, the reward sequence is expressed as follows:

- Homogeneous reward sequence: $M_{k} = M_{k+1}$,
- Arithmetic reward sequence: $M_{k} = M_{k+1} - \gamma, \gamma > 0$,
- Geometric reward sequence: $M_{k+1} = \eta M_{k}, 0 \leq \eta \leq 1$,

where $\gamma$ and $\eta$ are constants.

### 6 Simulation Results

In this section, we evaluate the two-level game theoretic approach. We first analyze the hedonic coalition formation game that maximizes the utilities of the workers, followed by the all-pay auction. In particular, we evaluate the behaviour of the cluster heads in allocating their CPU power for the CDC subtasks. Table 2 summarizes the simulation parameter values.

We consider a normalized total amount of reward $\sigma$ of 1, i.e., $\sigma = \sum_{k=1}^{K} M_{k} = 1$. We also set $m = n = 2$ (see “Task Allocation” step in Section 3) and assume that the cluster heads are able to store equal size of the input matrices, A and B such that $m = n = 2$.

#### 6.1 Lower-level Hedonic Coalition Formation

In the network, there are 5 cluster heads and 8 workers with different CPU powers. We consider the hedonic coalition formation game among the cluster heads and workers. The objective of each worker is to maximize its own utility, which depends solely on the members of the coalition it belongs to. In particular, the utility of each worker is affected by its proportion of CPU power in the coalition.

The simulation parameter values of the cluster heads and the workers are listed in Tables 3 and 4 respectively.

The hedonic coalition formation game allows the workers to decide which cluster head to join. In order to decide whether to stay in or leave a coalition, the workers adopt the switch rule. Figure 2 illustrates the mechanism of the switch operations. Initially, the workers are randomly assigned to the cluster heads. Each time the coalitional structure changes, each worker evaluates its utility by comparing the utility achieved in the current coalition against the utility gain from joining other possible coalitions. As a result, each worker may perform more than one switch operation. As an example, worker 1 achieves a utility of 89 by joining cluster head 3. As workers 3 and 5 join the coalition in supporting cluster head 1, the utility of worker 1 decreases to 16 again where it joins worker 6 in supporting cluster head 2. As workers 3 and 5 join the coalition in supporting cluster head 3, worker 1’s utility decreases to 14. Worker 1 then decides to leave cluster head 2 and joins worker 7 to support cluster head 3 as it gains a higher utility of 19. However, when worker 2 joins the coalition to support cluster head 1, worker 1’s utility decreases to 14. As such, worker 1 decides to perform a switch operation again where it joins worker 6 in supporting cluster head 3, achieving a utility of 16.8.

From Fig. 3 we observe that as the amount of reward pool offered by a cluster head increases, the total amount of CPU power of the workers in the coalition increases. For example, cluster head 1 offers a reward of 100 and forms a coalition with worker 2 and worker 7 having CPU powers of 150W and 400W respectively.
6.2 Upper-level All-pay Auction

6.2.1 Monotonic Behaviour of Workers

In the simulations, we consider a uniform distribution of the cluster heads' valuation for the rewards, where \( v_i \in [0, 1] \) which are independently drawn from \( F(v) = v \). From Figs. 4-9, it can be observed that the cluster head’s CPU power allocation increases monotonically with its valuation. Specifically, the higher the valuation of the cluster head for the rewards, the larger the amount of CPU power allocated for the CDC subtask. Since the cluster heads are symmetric where their valuations are drawn from the same distribution, the cluster heads with the same valuation contribute the same amount of CPU power.

6.2.2 Winner-take-all

Based on the different reward structure adopted by the master, the cluster heads allocate their CPU power accordingly. Figure 4 shows that when there are 5 workers and only one reward is offered to the cluster head that allocates the largest amount of CPU power, the cluster head with the highest valuation of 1, i.e., \( v_i = 1 \), is only willing to contribute 707.1W of CPU power. However, when the master offers multiple rewards, the cluster head with the same valuation of 1 is willing to contribute as high as 2380W, 2410W and 2149W as shown in Fig. 6, Fig. 7 and Fig. 8 respectively. With more rewards, the cluster heads have higher chance of winning one of the rewards. Hence, to incentivize the cluster heads to allocate more CPU power for the CDC subtasks, the master is better off offering multiple rewards than a single reward.

6.2.3 Multiple Rewards:

The master needs to decide between homogeneous and heterogeneous reward allocation. Homogeneous rewards mean the total amount of reward is split equally among the winning cluster heads whereas heterogeneous rewards are allocated based on the rank of the cluster heads where the amount of reward offered to the cluster head decreases as its rank increases.

- **Homogeneous Reward Allocation:** We observe similar trends in both homogeneous and heterogeneous reward allocation. Specifically, the cluster heads with lower valuations allocate more CPU power when there are fewer cluster heads in the network whereas the cluster heads with higher valuations allocate more CPU power when there are more cluster heads in the network. Generally, the cluster heads of both low and high valuations allocate more CPU power when homogeneous rewards are allocated. Figure 5 shows that when there are 10 cluster heads in the network, a cluster head with valuation of 0.9 allocates 4371W, which is higher than 3735W, 3765W and 3041W in Fig. 6, Fig. 7 and Fig. 8 respectively. Similarly, in a network with 10 cluster heads, a cluster head with valuation of 0.2 allocates 26.8W when homogeneous rewards are allocated, which is also higher than 22.5W, 22.6W and 17.5W when the differences between the consecutive rewards are a factor of 0.8, a constant of 0.05 and 0.1 respectively.

- **Heterogeneous Reward Allocation:** Figure 6, Fig. 7 and Fig. 8 show the allocation of CPU power by the cluster heads under arithmetic and geometric reward sequences. When the difference between the consecutive rewards is smaller, the cluster heads are willing to allocate more CPU power. For example, when the difference between the consecutive rewards is 0.05, i.e., \( M_k - M_{k+1} = 0.05 \), \( k = 1, 2, \ldots, K - 1 \), the cluster head with valuation of 1 allocates 8695W when there are 15 cluster heads competing for 4 rewards. However, under the same setting of 15 cluster heads competing for 4 rewards, the cluster head with valuation of 1 is only willing to allocate 6875W when the difference between the consecutive rewards is 0.1.

6.2.4 Effects of Different System Parameter Values

Apart from the different reward structures, the cluster heads also behave differently when the system parameter values,
e.g., the number of cluster heads and the number of rewards, are changed.

- **More Cluster Heads:** When there is only one reward offered to the cluster head that allocates the largest amount of CPU power, the cluster heads allocate more CPU power when there are 5 cluster heads than that of 15 cluster heads. For example, in Fig. 4, the cluster head with a valuation of 0.8 allocates 452.5W when there are 5 workers but only allocates 79.3W for computation when there are 15 workers. When there are more cluster heads participating in the auction, the competition among the cluster heads is stiffer and the probability of winning the reward decreases. As a result, the cluster heads allocate a smaller amount of CPU power. However, similar trends are only observed for cluster heads with low valuations, e.g., $v_i = 0.6$, when multiple rewards are offered. When the number of cluster heads increases, the cluster heads with low valuations reduce their allocation of CPU power for the CDC subtasks. However, this is not observed for cluster heads with high valuations, e.g., $v_i = 0.9$.

Figure 6, Fig. 7 and Fig. 8 show that the cluster heads with high valuations allocate more CPU power when there are more cluster heads competing for the multiple rewards offered by the master. Specifically, when the master offers 4 rewards with a difference of 0.05 between the consecutive rewards, the cluster head with a valuation of 0.9 allocates 2159W when there are 5 cluster heads but allocates 4563W when there are 15 cluster heads. When multiple rewards are offered, since it is possible for the cluster heads to still win one of the remaining rewards even if they do not win the largest amount of reward, i.e., top reward, the cluster heads are more willing to allocate their CPU power for the CDC subtasks. Hence, the cluster heads with high valuations allocate more CPU power to increase their chance of winning the top reward.

- **More Rewards:** When the number of cluster heads participating in the all-pay auction is fixed, the cluster heads allocate more CPU power when there are more rewards that are offered. It is seen from Fig. 9 that when there are 10 cluster heads in the all-pay auction, the cluster head with a valuation of 0.8 allocates CPU power of 3231W when 5 rewards are offered as compared to 1332W and 2469W when 3 and 4 rewards are offered respectively.

### 6.3 Comparison with Other Schemes

We compare the proposed two-level coalition-auction approach against two other schemes, i.e., hedonic coalition formation among workers with random allocation of CPU power by the cluster heads and no coalition among workers with random allocation of CPU power by the cluster heads. Figure 10 shows the comparison of the performance of the proposed two-level game-theoretic approach against other schemes in a edge computing network with 5 cluster heads.
Fig. 10: Comparison of the two-level coalition-auction approach with other schemes.

We observe that when coalitions are formed among workers, the total amount of CPU power allocated for the CDC subtasks is generally higher. This is because by forming coalitions with the workers, the cluster heads have more available CPU power to perform their computation tasks. Instead of randomly allocating CPU power for the CDC subtasks, the cluster heads are incentivized to allocate more CPU power when the master offers homogeneous rewards to the cluster heads under an all-pay auction. The average of the total amount of CPU power allocated for the CDC task under the two-level coalition-auction approach and the coalition with random allocation scheme are 7537W and 3615W respectively.

7 CONCLUSION

In this paper, we proposed a two-level framework that incentivizes cluster heads and workers to contribute CPU power to facilitate the CDC tasks. The master applies the polynomial codes to divide the dataset and allocate the CDC subtasks to the cluster heads. In the lower level, we propose a hedonic coalition formation game in which each worker chooses its coalition based on its individual utility. In the upper level, we design an all-pay auction to incentivize cluster heads, given their coalitions of workers, to participate in the CDC tasks by contributing larger amount of CPU power. Specifically, we use the recovery threshold achieved by the polynomial codes to determine the number of rewards to be offered in the all-pay auction. Then, the master determines the reward structure to maximize its utility given the strategies of the cluster heads. Simulation results show that the utility of the cloud server is maximized when it offers multiple homogeneous rewards to incentivize the cluster heads to allocate more CDC power for the CDC subtasks.

In future work, we will consider workers with valuations chosen from probability distributions, other than uniform.
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