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Abstract: Three-dimensional virtual environments can be configured as test environments of autonomous things, and remote sensing by 3D point clouds collected by light detection and range (LiDAR) can be used to detect virtual human objects by segmenting collected 3D point clouds in a virtual environment. The use of a traditional encoder-decoder model, such as DeepLabV3, improves the quality of the low-density 3D point clouds of human objects, where the quality is determined by the measurement gap of the LiDAR lasers. However, whenever a human object with a surrounding environment in a 3D point cloud is used by the traditional encoder-decoder model, it is difficult to increase the density fitting of the human object. This paper proposes a DeepLabV3-Refiner model, which is a model that refines the fit of human objects using human objects whose density has been increased through DeepLabV3. An RGB image that has a segmented human object is defined as a dense segmented image. DeepLabV3 is used to make predictions of dense segmented images and 3D point clouds for human objects in 3D point clouds. In the Refiner model, the results of DeepLabV3 are refined to fit human objects, and a dense segmented image fit to human objects is predicted. The dense 3D point cloud is calculated using the dense segmented image provided by the DeepLabV3-Refiner model. The 3D point clouds that were analyzed by the DeepLabV3-Refiner model had a 4-fold increase in density, which was verified experimentally. The proposed method had a 0.6% increase in density accuracy compared to that of DeepLabV3, and a 2.8-fold increase in the density corresponding to the human object. The proposed method was able to provide a 3D point cloud that increased the density to fit the human object. The proposed method can be used to provide an accurate 3D virtual environment by using the improved 3D point clouds.
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1. Introduction

Recently, 3D virtual environments have been built and used in fields that require learning or verification in various situations, such as autonomous driving or remote monitoring [1–4]. The virtual environment can be reconstructed to provide situations that can occur in the real environment using the 3D point cloud measured by light detection and range (LiDAR) [5–8]. The movement of virtual objects, such as a person, is expressed by using divided moving objects based on the measured 3D point cloud [9–11]. In order to control these objects, a pose predicted as a segmented 3D point cloud is used [12–14]. When performing the segmentation, a problem arises, wherein each human object’s 3D point cloud density decreases because of the spacing of the lasers contained in the LiDAR [15–17]. When the density of the segmented 3D point cloud decreases, it is difficult to provide detailed changes to the shape of a moving object.

In order to increase the density of the 3D point cloud of each segmented human object, the learned encoder-decoder model is applied, which uses a 3D model that provides high density [18,19]. However, it is difficult to account for changing shapes, such as clothes. In
order to increase the density, an RGB image captured by a camera is used [20–24]. However, if the 3D point cloud of the human object is not input into an encoder-decoder model, such as DeepLabV3 [21], the density of the 3D point cloud cannot be accurately increased. In the process of extracting the features of a human’s 3D point cloud with the encoder, not only the features of the human object’s 3D point cloud but also the features of the 3D point cloud around the human object are included. Increasing the density with a decoder based on the features extracted by the encoder is problematic, since a suitable 3D point cloud is not provided to the human object. Depth values are not included in an RGB image, which requires conversion to a 3D coordinate system using the measured 3D point cloud.

This paper proposes a method of automatically segmenting the 3D point cloud for a human object by analyzing the 3D point cloud measured by LiDAR and increasing density using a DeepLabV3-Refiner model; in the learning process, the method is taught to segment with respect to the collected 3D point cloud of a human object and generate a dense segmented image using an RGB image. In the execution process, the input 3D point cloud is analyzed using the learned DeepLabV3-Refiner model, and a dense segmented image with increased density is formed. The dense segmented image is then converted to a 3D coordinate system.

The contributions of this paper through the proposed method are as follows: it is possible to automatically find human objects from measured 3D point clouds with increased density. In the process of extracting features for segmentation of human objects from measured 3D point clouds, not only human objects but also 3D point clouds around the human objects are included. Using the proposed method, removing noise included in the features significantly increases density.

This paper is organized as follows: In Section 2, related research on the segmentation of human objects included in the 3D point clouds and related research on increasing their density are introduced. A process utilizing a DeepLabV3-Refiner model to provide a high-density 3D point cloud of a human from one measured by LiDAR is proposed. In Section 3, the DeepLab-V3-Refiner model is verified. Finally, in Section 4, conclusions about the proposed method and future research are introduced.

2. Materials and Methods

Related materials are described to suggest the proposed method. A method to increase the density of human objects in a 3D point cloud by improving the disadvantages of the materials is introduced.

2.1. Materials

Methods for segmenting a 3D point cloud based on an encoder-decoder model are introduced. Methods for increasing the density of a 3D point cloud using an encoder-decoder model are described.

2.1.1. Segmentation Method

Encoder-decoder models are used for segmentation [25–29]. The object is segmented by using the 3D point cloud measured by LiDAR either as is or by preprocessing it based on voxel. The voxel reconstructs the collected 3D point cloud into values in regular grid units in 3D space. RGB images are used to increase the segmentation performance [30–33]. Since the 3D point cloud and RGB images are used together for segmentation, it and the density are improved. However, the segmentation performance decreases in an environment without lighting, and there is need of a method using only the 3D point cloud.

2.1.2. Increasing the Density of the 3D Point Cloud

Three-dimensional point clouds measured by multiple LiDARs can improve density [34]. By matching the measured features, the 3D point clouds are merged. However, this does not improve parts that are not measured by the laser gap attached to the LiDAR,
and it increases the cost and computing time. Thus, there is a demand for a way to increase the density without using additional LiDARs.

The density can be increased by analyzing the collected 3D point clouds and generating additional ones using a patch-based upsampling network [35], which is used to generate a high-resolution 3D point cloud from other low-resolution 3D point clouds. However, since it is not possible to provide all 3D models with various changes in appearance, such as in the case of humans, the generated 3D point cloud differs from the actual appearance. Thus, there is need of a method that robustly increases the density despite various changes in appearance.

Density can be increased by using an RGB image [23,24] corresponding to a 3D point cloud or a 3D model [18,19,36] generated based on a 3D point cloud. The input of an encoder-decoder model is composed of a 3D point cloud, and the output is composed of a 3D point cloud with increased density. However, in the encoder-decoder model, a 3D point cloud with increased density is generated by utilizing the features of the 3D point cloud. When an unsegmented 3D point cloud is input with an object to increase density, its details cannot be expressed because of other features around the object. There is need of a method that provides a dense 3D point cloud for only the object.

In the proposed method, the 3D point cloud around the object is removed and an increased density suitable for the object is provided. Since the process of segmenting the object to increase density is included in the encoder-decoder model, segmenting the object to increase density from the collected 3D point cloud can be omitted.

2.2. Methods

The DeepLabV3-Refiner model used to fit the human object is introduced. The preprocessing method for inputting a 3D point cloud into the DeepLabV3-Refiner model, which is learned by utilizing an RGB image, is described. A postprocessing process for converting the result of the DeepLabV3-Refiner model into a 3D coordinate system is also described.

2.2.1. Overview

The process is divided into a learning process and an execution process, as shown in Figure 1. The learning process consists of learning the DeepLabV3-Refiner model, preprocessing to convert a collected 3D point cloud into a depth image, and preprocessing to extract a segmented image from a collected RGB image. The depth image constructed by preprocessing the 3D point cloud measured in LiDAR is defined as the 3D point cloud $P_t$. The dense segmented image of the human object in an RGB image is defined as $D_t'$. The result of increasing the density of the 3D point cloud with the DeepLabV3-Refiner model is defined as a dense segmented image $D_t$ and has components identical to $D_t'$. The DeepLabV3-Refiner model is taught to convert $P_t$ into $D_t'$.

The execution process uses the learned DeepLabV3-Refiner model to construct a 3D point cloud with increased density. In order to input the learned DeepLabV3-Refiner model, the 3D point cloud is preprocessed. A dense segmented image $D_t$ is constructed from the learned DeepLabV3-Refiner model using $P_t$. The post-processed image is defined as a dense 3D point cloud to convert $D_t$ into a 3D coordinate system.

As shown in Figure 2, in the learning process and execution process, LiDAR is used to measure the human. An RGB camera, which is only used in the learning process, is used to provide a dense 3D point cloud.
As shown in Figure 2, in the learning process and execution process, LiDAR is used to measure the human. An RGB camera, which is only used in the learning process, is used to provide a dense 3D point cloud.

Figure 1. Process of increasing the density of the 3D point cloud for human objects in the learning and execution processes.

Figure 2. A device that measures the human in the learning and execution processes.
2.2.2. Preprocessing of 3D Point Cloud and RGB Image

A preprocessing method for learning and executing a DeepLabV3-Refiner model is introduced, as shown in Figure 3. The 3D point cloud collected from LiDAR is configured as $P_t$ for input into the DeepLabV3-Refiner model [37]. Then, $P_t$ is constructed by projecting the 3D point cloud measured through LiDAR onto a 2D plane. A 3D point cloud is formed with 3D coordinates measured for the surrounding environment as the time when the lasers configured in LiDAR arrive after being reflected from objects. Then, $P_t$ projects a 3D point cloud measured by LiDAR as a 2D plane, and the place where the 3D point cloud is not measured is set to 0, and it approaches 255 as it gets closer to the LiDAR.

![Preprocessing for 3D Point Cloud](image)

**Figure 3.** Preprocessing the collected 3D point cloud and collected RGB image.

The human object is extracted from the RGB image captured by the camera for preprocessing, forming $D'_t$. It is possible and simple to use an existing deep learning model such as DeepLabV3 [21] for extraction. Finally, $D'_t$ has the same size as $P_t$.

2.2.3. Generation for Segmentation Image

The goal of using a segmented image is to teach the DeepLabV3-Refiner model to provide a dense 3D point cloud with that measured by LiDAR, as shown in Figure 4. The depth image for the preprocessed 3D point cloud is input to the learned DeepLabV3-Refiner model. The base model provides a 3D point cloud for the human object with roughly high density based on the preprocessed 3D point cloud. The features of the human object’s 3D point cloud include the 3D point cloud around the human object. In order to remove the noise of the added features, the refined model provides increased density by fitting the 3D point cloud to that for the inferred human object.
Figure 4. Proposed DeepLabV3-Refiner model architecture. The base model provides segmentation for a 3D point cloud and with roughly increased density. In the refiner model, the 3D point cloud with increased density in the base model is refined to fit the human object.

If the environment to be located is input, the accuracy of the dense 3D point cloud can be improved. In advance, a 3D point cloud is collected for the environment where the human will be located, and the depth image is defined as background B. Then, P_t and B project the measured 3D point cloud onto a 2D plane to form a depth image, similar to the 3D point cloud preprocessing. In an environment where LiDAR does not move, it is possible to increase the accuracy of the segmented dense 3D point cloud by additionally inputting B.

The coarse output consists of a 3D point cloud with increased density and a 3D point cloud for the segmented human object. A 3D point cloud that is half its original size and has increased density is defined as a coarse dense segmented image, S^C_t. The base model of the DeepLabV3-Refiner model infers coarse output based on a preprocessed 3D point cloud.

The model architecture of the proposed DeepLabV3-Refiner model is described. The base model is used as a fully-convolutional encoder-decoder model, which is the architecture of DeepLabV3 [21,22], and provides an effective structure for semantic segmentation. The segmentation model N^S is composed of a backbone, atrous spatial pyramid pooling (ASPP), and decoder structures. The backbone is configured based on the encoder and utilizes ResNet-50 [38], which can be utilized by ResNet-100 to increase accuracy, or by replacing it with MobileNetV2 [39], you can increase speed. ASPP is the method proposed by DeepLabV3, the result of the backbone, which is robust to multi-scaling and derives the features of the 3D point cloud used for segmentation. The decoder performs upsampling to compose S^C_t and S^P_t based on features derived from ASPP.

The base model is configured as shown in Table 1. The backbone consists of ResNet-50, and the ASPP’s dilation rates are set to 3, 6, and 9. The decoder consists of 4 convolutions of 288, 152, 80, and 4. In each convolution, the intermediate result of the backbone is additionally input.
The model used to increase the density to fit the segmented 3D point cloud is defined as the refiner model, where the dense segmented image $D_t$ is constructed using the input 3D point cloud and coarse output. The refiner model is responsible for configuring the dense 3D point cloud to fit the human object and performs fine-tuning using both $P_t$ and the coarse output predicted from the base model; it decides whether the roughly composed $S^C_t$ fits $D_t$ and also removes noise included in $S^C_t$. In order to remedy the fact that the original information is removed, the 3D point cloud input to the base model is used. Based on the extracted features, it up-samples to the original resolution, and finally, a dense segmented image $D_t$ is formed.

The refiner model is composed as shown in Table 2. The 3D point cloud and coarse output input before the first convolution are concatenated. Each of the convolutions consists of 6, 24, 16, 12, and 2 filters. After the second convolution, upsampling is performed to fit the original size. The input 3D point cloud and upsampling result are concatenated for comparison. The remaining convolution proceeds using the concatenated result.

A method for learning the proposed DeepLabV3-Refiner model is described, wherein it learns by transforming input data with actions such as horizontal flip, random noise, resize, and crop, which occur in real situations.

The ground truth for $S^P_t$ is defined as segmented 3D point cloud $S^{P}_t$, which is configured by designating the 3D point cloud corresponding to the human object in $P_t$ reduced to half its size. The ground truth for $D_t$ is defined as $D^{P}_t$, which consists of an RGB image that provides a high density image for the 3D point cloud. The ground truth of $S^C_t$ is defined as $S^C_t$, which is constructed by roughly increasing the density by halving the size of $D^{P}_t$. The loss $L_{\text{segmentation}}$ for $S^P_t$ is calculated as Equation (1).

$$L_{\text{segmentation}} = ||S^P_t - S^{P}_t||^2$$  \hspace{1cm} (1)

Loss $L_{\text{coarse}}$ of the coarse dense segmented image $S^C_t$ is calculated as Equation (2).

$$L_{\text{coarse}} = ||S^C_t - S^{C}_t||^2$$  \hspace{1cm} (2)

Loss $L_{\text{refine}}$ of the dense segmented image $D_t$ is calculated as Equation (3).

$$L_{\text{refine}} = ||D_t - D^{P}_t||^2$$  \hspace{1cm} (3)
Finally, the loss for the DeepLabV3-Refiner model is shown in Equation (4). The DeepLabV3-Refiner model is taught based on $L_{total}$.

$$L_{total} = L_{segmentation} + L_{coarse} + L_{refine}$$ (4)

A dense segmented image $D_t$ is formed by inputting a 3D point cloud $P_t$ using the learned encoder-decoder model.

2.2.4. Postprocessing for Dense 3D Point Cloud

A method for constructing a dense 3D point cloud using a dense segmented image with the learned DeepLabV3-Refiner model is introduced, as shown in Figure 5. A dense 3D point cloud is composed of a depth image that can express 3D coordinates such as $P_t$. The dense 3D point cloud is constructed using $P_t$ and $D_t$. In $D_t$, the dense 3D point cloud is calculated as the average of $P_t$ around the pixels set to 255.

![Dense Segmentation Image $D_t$](image)

![3D Point Cloud $P_t$](image)

*Figure 5. Postprocessing to construct a dense 3D point cloud by utilizing the collected 3D point cloud and dense segmented image.*

3. Experiment

The result of increasing the density of the collected 3D point cloud was analyzed using the proposed DeepLabV3-Refiner model. The dataset used in the experiment is explained in this section, and the results learned using the DeepLabV3-Refiner model are detailed.

3.1. Dataset and Preprocessing Results

The KITTI dataset [40, 41] was used in this experiment, which is a dataset provided for the learning necessary for autonomous vehicles. The 3D point cloud and RGB images of objects around the vehicle are measured through LiDAR and a camera attached to the vehicle. The LiDAR attached to the vehicle was rotated 360° around the vehicle using the HDL-64E, and a 3D point cloud was measured. In addition, an RGB camera was installed so that RGB images could be measured. A depth image of $850 \times 230$ was constructed using the 3D point cloud measured with HDL-64E, which was used as a 3D point cloud in a position between $-24.9$ degrees and 2 degrees for a horizontal angle and $-90$ to 90 degrees for a vertical angle. The RGB image was composed in the same manner by matching the position difference between the LiDAR and RGB camera. A dataset was provided by cropping the composed depth image and RGB image at $230 \times 230$, centered on the location of the human, as shown in Figure 6.
Using the difference between the depth image without the human and the measured depth image, a segmented 3D point cloud was constructed and resized by half, as shown in Figure 6c. The image of the human in the RGB image was segmented, and a dense segmented image was provided based on the segmented area as shown in Figure 6d. The dense segmented image in Figure 6d was resized by half and designated as the coarse dense segmented image. The density of Figure 6d was higher than that of the actual human’s 3D point cloud in Figure 6c.

3.2. Training Results of Generation for the Segmentation Image

Table 3 shows the proposed DeepLabV3-Refiner model and DeepLabV3 [21], which estimates a dense segmented image using the collected depth image. The accuracy was calculated as the similarity between the dense segmented image estimated by the 3D point cloud collected by LiDAR and the dense segmented image estimated by the RGB image. In the case of the proposed DeepLabV3-Refiner model, when the background is also input, the accuracy is 92.38%, and when the background is not used, the accuracy is 91.75%. When the learning process included the background, the dense segmented images improved by 0.63%. It also was different for the overall loss. In the case of DeepLabV3, the accuracy was 91.74% when the background was added. When the background was not added, the accuracy increased by 0.34% to 91.40%. It was confirmed that the accuracy of the refined, dense 3D point cloud can be improved if the background is available.

Table 3. Training results of each model.

| Model                        | Loss       | Accuracy |
|------------------------------|------------|----------|
| DeepLabV3 [21]              | 0.1103     | 91.40%   |
| DeepLabV3 [21] (Use Background) | 0.1039    | 91.74%   |
| Proposed Method             | 0.1464 ($L_{total}$) | 91.75% |
|                             | 0.1053 ($L_{refine}$) |         |
|                             | 0.00004 ($L_{segmentation}$) |       |
|                             | 0.0410 ($L_{coarse}$) |         |
| Proposed Method (Use Background) | 0.1294 ($L_{total}$) | 92.38% |
|                             | 0.0917 ($L_{refine}$) |         |
|                             | 0.00001 ($L_{segmentation}$) |   |
|                             | 0.0376 ($L_{segmentation}$) |       |

Even when the background of the proposed method was not entered, the performance was similar to that of the case without the background in DeepLabV3. However, although the accuracy is similar, the difference in the performance of the dense segmented image can be confirmed, as shown in Table 4.
| Index | Collected RGB Image | Collected 3D Point Cloud | Ground Truth | Difference Image-Based Density Correction [20] |
|-------|---------------------|--------------------------|--------------|-----------------------------------------------|
| 1     | ![Collected RGB Image](image1.png) | ![Collected 3D Point Cloud](image2.png) | ![Ground Truth](image3.png) | ![Difference Image-Based Density Correction](image4.png) |
| 2     | ![Collected RGB Image](image5.png) | ![Collected 3D Point Cloud](image6.png) | ![Ground Truth](image7.png) | ![Difference Image-Based Density Correction](image8.png) |
| 3     | ![Collected RGB Image](image9.png) | ![Collected 3D Point Cloud](image10.png) | ![Ground Truth](image11.png) | ![Difference Image-Based Density Correction](image12.png) |
| 4     | ![Collected RGB Image](image13.png) | ![Collected 3D Point Cloud](image14.png) | ![Ground Truth](image15.png) | ![Difference Image-Based Density Correction](image16.png) |
| 5     | ![Collected RGB Image](image17.png) | ![Collected 3D Point Cloud](image18.png) | ![Ground Truth](image19.png) | ![Difference Image-Based Density Correction](image20.png) |
Table 4. Dense segmentation image result of each method.

| Index | Collected RGB Image | Collected 3D Point Cloud | Ground Truth | Difference Image-Based Density Correction [20] |
|-------|----------------------|---------------------------|--------------|-----------------------------------------------|
| 6     |                      |                           |              |                                               |

| Index | DeepLabV3 [21] | Proposed Method |
|-------|----------------|-----------------|
|       | (Using Background) | (Using Background) |
| 1     |                 |                 |
| 2     |                 |                 |
| 3     |                 |                 |
| 4     |                 |                 |
Table 4. Cont.

| Index | DeepLabV3 [21] | DeepLabV3 [21] (Using Background) | Proposed Method | Proposed Method (Using Background) |
|-------|----------------|-----------------------------------|-----------------|-----------------------------------|
| 5     | ![Image](image1) | ![Image](image2)                  | ![Image](image3) | ![Image](image4)                  |
| 6     | ![Image](image5) | ![Image](image6)                  | ![Image](image7) | ![Image](image8)                  |

3.3. Execution Results of Generation for the Segmentation Image

Table 4 shows the results of constructing a dense segmented image using the learned proposed DeepLabV3-Refiner model. Similar results for the proposed method and the existing method can be found in Appendix A, Table A1. When the background was used in the proposed method, it was confirmed that the dense segmented image became even denser and was most similar to the human object. Information in the 3D point clouds collected, such as that for an arm, can be expressed. If the background of the proposed method was not added, there was a problem with some of the 3D point clouds collected such as those for a neck, arm, and leg. In the case of DeepLabV3, it was confirmed that a larger dense segmented image appeared compared to the collected 3D point cloud. It is predicted that a dense segmented image will be set as features of the surrounding 3D point cloud. When the density was corrected with the different image-based density correction [20], it was confirmed that the human object’s shadow, clothes, and the background were similar, and noise was generated by the shaking of the RGB camera.

As shown in the third picture in Table 4, there was no distinction between the human’s legs in the ground truth. However, in the proposed method, it was possible to distinguish between the two legs. The first and second pictures of Table 4 confirm that the proposed method using the background can increase the density of the arm. However, if the background is not added to the proposed method, the arm cannot be expressed if the number of collected 3D point clouds is small. In the fourth picture, the arm was raised in front, but the number of 3D point clouds was small, so it could not be expressed in methods using deep learning.

Table 5 shows the average number of 3D point clouds that have increased density through the learned model from those measured. From a total of 1,000 verification data points, 617,407 points were collected from the human object. If the distance difference between pixels in the collected human’s 3D point cloud was within 5, the correct 3D point cloud was calculated, and if greater than 5, it was calculated as an inappropriate 3D point cloud, and the 3D point cloud was verified if the density suitable for the human object was increased.
Table 5. Performance evaluation of dense segmentation image.

| Method                                      | Number of 3D Point Clouds for Human Object | Number of 3D Point Clouds | Ratio with of Number of 3D Point Clouds for Human Object |
|---------------------------------------------|-------------------------------------------|---------------------------|----------------------------------------------------------|
|                                             | Suitable 3D Point Clouds                  | Unsuitable 3D Point Clouds| Suitable 3D Point Clouds                                 |
| Difference Image-Based Density Correction [20] | 1,937,792                                 | 2,173,354                 | 3.138 3.520                                               |
| DeepLabV3 [21]                              | 3,116,982                                 | 1,1407,208                | 5.048 2.279                                               |
| DeepLabV3 [21] (Using Background)           | 2,710,732                                 | 459,594                   | 4.390 0.744                                               |
| Proposed Method                             | 2,063,935                                 | 342,018                   | 3.343 0.553                                               |
| Proposed Method (Using Background)          | 2,901,549                                 | 324,842                   | 4.699 0.526                                               |

In the case of the proposed method, the density of the 3D point cloud increased by about 4.6 times when the background was included and by 3.3 times when the background was not included. In the case of including the background using DeepLabV3, the reason that the difference was 0.3 times that of the result including the background with the proposed method, is that the background was set to be larger than the human object and the distance difference between pixels was within 5, so there was no significant difference. However, it was also confirmed that there were 0.2 times more cases where the distance difference between pixels was measured to be larger than 5. In the case where the background is not included in the proposed method, the density increase rate is low because the density is higher than that of the human’s 3D point cloud. In DeepLabV3, when the background was not included, the density increased by about 5 times, but it increased so that the human’s pose could not be confirmed. It was confirmed that as the density increased, the number of incorrect 3D point clouds also increased. In the case of the difference image-based density correction [20], it was confirmed that the 3D point cloud suitable for the human object was not generated better than that generated by the proposed method, and the noise of the 3D point cloud was increased by 3.5 times.

In addition, it was confirmed that the execution speed of the method proposed by GTX1050Ti is approximately 0.09 s faster than that of DeepLabV3, as shown in Table 6. The speed was reduced because the features were extracted by reducing them by 1/4 in the segmentation model. In each method, 0.01 s was added when the background was included. In order to increase the accuracy, ResNet-100 can be used instead of ResNet-50, and MobileNetV2 [39] can be used to increase the speed.

Table 6. Inference time for the encoder-decoder models.

| Method                                      | Inference Time (s) |
|---------------------------------------------|--------------------|
| DeepLabV3 [21]                              | 0.22               |
| DeepLabV3 [21] (Using Background)           | 0.23               |
| Proposed Method                             | 0.13               |
| Proposed Method (Using Background)          | 0.14               |

3.4. Postprocessing Results

The dense 3D point cloud provided after postprocessing using the dense segmentation image is shown in Table 7, which can be expressed to have a depth value similar to that of the collected 3D point cloud. In the dense 3D point cloud, the 3D point cloud for the
non-human object part has been removed, and the density of the 3D point cloud for the human object is increased.

Table 7. Dense 3D point cloud result.

| Index | Collected RGB Image | Collected 3D Point Cloud | Proposed Method | Proposed Method (Using Background) |
|-------|---------------------|--------------------------|-----------------|-------------------------------------|
| 1     | ![Image](image1.png) | ![Cloud1.png]             | ![Proposed1.png] | ![ProposedBackground1.png]          |
| 2     | ![Image](image2.png) | ![Cloud2.png]             | ![Proposed2.png] | ![ProposedBackground2.png]          |
| 3     | ![Image](image3.png) | ![Cloud3.png]             | ![Proposed3.png] | ![ProposedBackground3.png]          |
| 4     | ![Image](image4.png) | ![Cloud4.png]             | ![Proposed4.png] | ![ProposedBackground4.png]          |
| 5     | ![Image](image5.png) | ![Cloud5.png]             | ![Proposed5.png] | ![ProposedBackground5.png]          |
4. Discussion

In the DeepLabV3-Refiner model, the dense segmentation image for the human object could be provided by removing the parts with increased density in the non-human object based on the coarse dense segmentation image inferred from the base model. The reason why it is possible to remove the non-human object parts from the refined model is that the segmented 3D point cloud for the user inferred from the base model can be used, so a dense segmentation image can be provided to fit the human object. In addition, if it is possible to provide a 3D point cloud for the environment in which a human is located, it is possible to infer the 3D point cloud for the human object with higher accuracy than when there is no environment, so it is possible to improve the dense segmentation image.

DeepLabV3-Refiner model affected segmented human objects based on the RGB image provided by ground truth, which provided dense segmentation images to non-human object parts. The reason why dense segmentation images were provided for non-human object parts is because some dense segmentation images include non-human object parts in the ground truth. If the dense segmentation image of the ground truth is improved, it will be possible to improve the dense segmentation image to fit the human object.

The new model can be used to construct a 3D virtual environment by using a 3D point cloud with increased density. If a 3D virtual environment is constructed using a 3D point cloud with increased density, it will be possible to provide a 3D point cloud that expresses the human’s external changes in more detail.

5. Conclusions

This paper proposed a DeepLabV3-Refiner model to segment a 3D point cloud of a human using one collected by a LiDAR to increase the density. Through the segmentation model of the proposed DeepLabV3-Refiner model, the portions corresponding to human objects were found to have automatically increased density to fit the human objects. The result of the learned DeepLabV3-Refiner model was converted into 3D coordinates to provide a dense 3D point cloud. Thus, it was confirmed that only human objects increase the density of the 3D point cloud collected by LiDAR when measuring an environment including the human and provide a higher density of 3D point cloud.

In the experiment, the density of 3D point clouds collected using the KITTI dataset was increased. A human object was segmented from the 3D point clouds measured based on the DeepLabV3-Refiner model, and their densities were also increased. A 0.2% increase was observed when the background was included compared with the increase seen by using DeepLabV3 [21], and 1.7% of the noise was removed when the background was not included. Further research is needed to predict the human object’s pose by using a 3D point cloud with increased density. In addition, a method is required to increase the density of 3D point clouds measured in LiDAR in real time.
Author Contributions: Methodology, J.K., Y.S.; software, J.K.; validation, J.K.; writing—original draft preparation, J.K.; writing—review and editing, Y.S.; visualization, J.K.; funding acquisition, Y.S. All authors have read and agreed to the published version of the manuscript.

Funding: This research was supported by the MSIT (Ministry of Science, ICT), Korea, under the High-Potential Individuals Global Training Program) (2019-0-01585, 2020-0-01576) supervised by the IITP (Institute for Information & Communications Technology Planning & Evaluation).

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The KITTI Dataset [40,41] used for this study can be accessed at http://www.cvlibs.net/datasets/kitti/ (accessed on 17 April 2021).

Conflicts of Interest: The authors declare no conflict of interest.

Appendix A

Table A1. Dense segmentation image result of each method.

| Index | Collected RGB Image | Collected 3D Point Cloud | Ground Truth | Difference Image-Based Density Correction [20] |
|-------|---------------------|--------------------------|--------------|-----------------------------------------------|
| 1     | ![Image](image1.png) | ![Image](image2.png)     | ![Image](image3.png) | ![Image](image4.png)                        |
| 2     | ![Image](image5.png) | ![Image](image6.png)     | ![Image](image7.png) | ![Image](image8.png)                        |
| 3     | ![Image](image9.png) | ![Image](image10.png)    | ![Image](image11.png) | ![Image](image12.png)                       |

| Index | DeepLabV3 [21] (Using Background) | Proposed Method (Using Background) |
|-------|-----------------------------------|-----------------------------------|
| 1     | ![Image](image13.png)             | ![Image](image14.png)              |
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