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Abstract. Online platforms continue to grapple with the spread of false information about the COVID-19 pandemic, especially about the safety and effectiveness of the COVID-19 vaccine. Some users who disseminate vaccine misinformation report that they were bullied by other users in response to their anti-vaccine messages. When they arise, these reports pit a platform’s prerogative to reduce the spread of misinformation against its obligation to protect users from online harassment. To resolve this tension, we present a framework that evaluates user interactions based on three criteria: intensity, specificity, and persistence. This approach can help content moderators determine when other users’ criticism of anti-vaccine messages constitutes harassment. After exploring the framework and its theoretical underpinnings, we report the results of an experimental survey \((n=21)\) that compares moderation decisions made using this new policy framework for our social media platform, Patio, to those made based on our existing community guidelines. We find that the framework yields a statistically significant improvement in the overall accuracy and precision of moderation decisions involving the potential harassment of users spreading COVID-19 vaccination misinformation. We conclude by considering the limitations of our analysis and avenues for further research.

1 Introduction

On August 2, 2021, the United States Court of Appeals for the Seventh Circuit upheld Indiana University’s COVID-19 vaccine mandate for its nearly 90,000 undergraduate students (Klaassen v. Indiana University 2021). This ruling cleared the way for schools nationwide to require their students and staff to be vaccinated against the virus. As of August 2021, over 800 colleges and universities had mandated the COVID-19 vaccine for residential students (Camera 2021). Days after this court decision, an incoming student at a large public university far from Chicago rejoiced that their campus would also require vaccination. The student posted on a campus-wide group chat on Patio, an emerging social network, that it “took [their school’s administrators] long enough.” This comment
ignited a firestorm of online discussion; some students supported the decision, while others opposed any institutional mandate to receive the vaccine.

While platforms work to minimize the spread of misinformation, they also prohibit bullying and harassment online. On some platforms, these goals can come into conflict when users who spread misinformation about the COVID-19 vaccine report comments from supporters of the vaccine that they argue constitute bullying. However, the case was complicated because what vaccine-hesitant users viewed as bullying could also be considered social sanction in response to spreading misinformation. On the one hand, users should be dissuaded from sharing misinformation, and criticism from other users is an effective way to do that. On the other hand, users do not have carte blanche to say whatever they wish to other users whose views they do not agree with. How should platforms strike the delicate balance between a prohibition on bullying and an obligation to limit the spread of vaccine misinformation?

Patio is a message-based social network platform on which users directly converse with one another in chats of varying sizes. Its early users have included students on college campuses using college-wide chats. Its community guidelines prohibit bullying and harassment on the platform (Patio 2021). The company also considers a responsibility against misinformation. Using the company’s internal data (anonymized for privacy), we present a new policy approach that provides actionable steps for content moderators to balance the competing prerogatives endemic to platform governance.

This analysis is based on actual content moderation decisions made by Patio’s Trust and Safety team. College students were particularly impacted by COVID-19, as they were forced to evacuate their dorms and shift their education online early in the pandemic (Hess 2020). Many students took an interest in their university’s policies for managing the pandemic’s impact on the classroom. In the lead-up to the Fall 2021 semester, frequent discussions of such policies sprang up on campuses across the United States. Some of these discussions turned heated and involved a mix of misinformation and harassment. Sensing a novel policy challenge, Patio’s Trust and Safety team examined several cases to develop the policy approach we describe here. It is important to note that the platform employs a “commercial moderation” model, in which employees specializing in trust and safety both develop policies and make content moderation decisions (Roberts 2016). All content moderators are full-time Patio employees. Decisions about whether to remove a message may depend on the context in which it was sent, which moderators analyze by considering the messages preceding and following the reported content. We sought to create a framework that allows content moderators to resolve the tension between their dual commitments to protect users from misinformation as well as bullying and harassment. This framework, created by and for industry, represents a practical solution to an underexplored problem in content moderation.

This study contributes to the scholarly literature on online bullying and harassment. Long a subject of academic attention, research on cyberbullying exploded in the 2010s after the mass adoption of social media platforms among young people. A meta-analysis conducted by Kowalski et al. surveyed 131 papers on cyberbullying that studied the psychological effects, educational outcomes, and technological systems involved in online bullying and harassment (Kowalski et al. 2014). Because social media became a major vector for online bullying, industry and academic attention shifted to analyzing platforms’ responsibility to crack down on online harassment. Chan et al. examined research on cyberbullying as it relates to social media networks and found that prevention, detection, and enforcement via platform policies were major foci of academic and industry research (Chan, Cheung, and Lee 2021). Milosevic’s 2016 survey of company policies against bullying raised concerns about whether platforms were equipped to clamp down on abuses perpetrated on their platforms (Milosevic 2016). Blackwell et al. evaluated
whether users believe online harassment can be justified based on a person’s past actions, but did not propose a specific platform policy response (Blackwell et al. 2018). Our study builds upon this body of literature by analyzing the complex balance that companies must strike to effectively limit misinformation and abuse on their platform.

This study proposes and tests a content moderation framework that maintains the company’s responsibility to limit the spread of misinformation and upholds the platform’s prohibition of bullying and harassment. We begin by arguing that social sanction, defined as the “expression of disapproval with a particular kind of conduct,” can help limit the spread of misinformation online (Nelissen and Mulder 2013). We proceed in two parts. In Part I, we delineate a tripartite framework for distinguishing social sanction from harmful bullying and harassment. This framework contains three axes: intensity, specificity, and persistence. In Part II, we test this framework on real discussions among Patio’s users, and find that it provides clear and consistent guidance to content moderators.

Our experiment compared our policy framework to our pre-existing community guidelines. We selected two sets of messages from actual group chats between college students on Patio. We recruited volunteers to serve as content moderators and randomly divided them into two groups. One group was asked to decide whether any user messages from these group chats should be removed from the platform after reading Patio’s community guidelines, while the other group was asked to decide whether any content (from the same group chats) should be removed after reading our policy explanation. We then compared the number of violations reported by both groups. Overall, the policy explanation framework performed better than the community guidelines. Prior to the study, Patio’s Trust and Safety team determined that only one message from the sample analyzed by the volunteers violated the platform’s policies; 90% of respondents in the policy explanation group recommended removing the offending message, compared to 77% of the community guidelines group. The standard deviation of the policy explanation group was also lower than that of the community guidelines group, which indicates more consistent results.

2 Distinguishing Social Sanction from Bullying

Internet platforms like Patio create norms for their users through their community guidelines. Patio’s Trust and Safety team modeled its community guidelines after the existing best practices in the field; they prohibit users from sending spam, imitating other people, and harassing other users (Patio 2021). These guidelines are dynamic and are periodically updated in response to emerging content moderation challenges. The company also prohibits users from spreading harmful misinformation related to the COVID-19 vaccine. If these rules are violated, the company’s Trust and Safety team may take action to remove the offending content or users.

Decisions to act against a user who breaks the platform’s rules are made based on the context of the reported situation, but platforms should ensure that such assessments are made consistently. Platforms should generally strive to treat each user equally in content moderation decisions. Arbitrarily favoring one user over another or denying a user accused of violating community guidelines the appropriate consideration amounts to arbitrary discrimination, which infringes on a user’s right to access information, freely express their ideas, and participate in the online ecosystem (Dias Oliva 2020).

Whether a user is spreading public health misinformation is relevant in content moderator decisions. Misinformation can cause real harm if it dissuades users from getting vaccinated. This is true among Patio’s users, many of whom attend colleges and universities. In a recent survey, almost half (47.5%) of those enrolled in higher education
reported being hesitant to obtain the COVID-19 vaccine (Sharma, Davis, and Wilkerson 2021). Misinformation can amplify and intensify this hesitancy, and risks reducing the vaccination rate among a critical demographic—which could further prolong this deadly pandemic.

Preserving community norms, such as those against misinformation, can require sanctioning those who violate them (Blake and Davis 1964). While there is a consensus that norms require some type of sanction to effectively guide actions both on and off the internet, simply violating a norm does not give the collective—a society, corporation, or group of individuals—free reign to do whatever they wish to the violator. Proportionality has become a significant factor in the philosophy of punishment, especially in criminal matters (Hirsch 1992). Platform users can socially sanction each other by expressing disapproval of their decision to spread false information. Our platform seeks to ensure that (1) there is a rough correspondence between the action that violated communal expectations and our moderation response and that (2) group members do not have free reign to take revenge on the offending subject.

There is a distinction, however unclear to both platforms and users, between permitted social sanctions levied by other users on the one hand, and unjustifiable bullying on the other hand. We propose a framework to determine whether a user’s actions constitute harassment. The framework assesses three factors: intensity, persistence, and specificity. Intensity denotes the severity of the comment, persistence captures the frequency of comments directed at the target, and specificity measures the size of the aggressor’s intended audience and whether the targeted person or group is easily identifiable. These factors are balanced against each other to determine whether content should remain on Patio’s platform. This framework is visualized on a three-dimensional axis: the grey pyramid Figure 1 on the next page displays the estimated range of permitted content.

Content moderation decisions require considering all three criteria. For example, repeated low-intensity, medium-specificity comments may justify removal, just as a single comment of medium intensity and high persistence encourages moderation action. Yet a comment with low specificity and low intensity would need to be reposted more often than one with high specificity and low persistence to justify platform action. We suggest that direct threats against a singular person or small group are more harmful than a pattern of aggressive comments directed at a general group for two reasons. First, police departments, especially on college campuses, have long held that the highest-level threats are “direct, specific, and plausible” (UALR, n.d.). This implies that naming a target, as opposed to insulting or condemning a large group, is considered a greater threat. The more specific and detailed the target of a threat is, the more danger they are in.1 In other words, it is easier for an individual to harm another individual than to take on an entire group at once. Second, condemning or harassing a particular person or specific group (e.g. a club) isolates them from their peers and marks them for scorn. This isolating effect can expose them to second-order harms, as is common in cases of doxxing which, by its nature, targets a specific individual or group (Anderson and Wood 2021). This explains why the threshold for removal is higher on the persistence axis, lower on the intensity axis, and lowest on the specificity axis.

1. It is important to note that threats against general groups and other forms of hate speech, especially communities protected on the basis of race, ethnicity, or gender, can (and should) be taken seriously. Our notion of specificity only suggests that it is an important factor to consider in cases of bullying and harassment against individuals or groups. We do not seek to minimize in any way the challenge that hate speech poses to content moderators.
Figure 1: Intensity is shown on the x-axis, specificity on the y-axis, and persistence on the z-axis. The grey pyramid denotes protected comments to balance the three factors against one another.
3 Applications to Online Discussion of COVID-19 Vaccinations

We tested our framework’s ability to (1) guide moderators to make accurate decisions and (2) promote consistent moderation practices. We consider a result to be accurate when the volunteer moderators removed the same message as Patio’s Trust and Safety team, and consistent when the volunteer moderators all detected the same number of violations.

3.1 Methodology

We began by analyzing Patio’s internal dashboard for vaccine-related discussions that involved one user reporting another for bullying or harassment. We surveyed user messages from six large, public universities sent in public groups between July, 31 and August 9, 2021. One university is in the Southwest, two are in the Southeast, and three are in the Midwest. During each of these conversations, a Patio user who expressed vaccine hesitancy or shared vaccine-related misinformation reported another user’s message for harassment. From these six university chats, we selected two cases to use in our experiment to test the effectiveness of our framework. We selected these cases because they contained misinformation regarding the COVID-19 vaccine and led one user to report another for bullying and harassment. Each case consisted of approximately 20 messages (10 before and 10 after the reported message). To protect user privacy, all personally identifiable information—including participant and school names, profile pictures, time stamps, and the number of likes the messages received—were redacted before they were sent to the research respondents.

After considering both the content of the individual messages and the overall context of the conversation, our professional moderators assessed that there were no reported messages of bullying and harassment that violated the community guidelines in Case 1 and one message that violated the new framework guidelines in Case 2. This was our baseline for accuracy. Although moderation decisions are rarely clear cut, and often depend to some extent on the predispositions of the moderator, we believe some comments are clearer violations than others. By identifying the number of comments that we believe violate the platform’s policies, we can then analyze which group comes closer to this number to determine which approach yields a more accurate result relative to the “true” number of violations contained in the sample.

In the second case, a user wrote in a school-wide chat that she refused to get the vaccine on the basis that it was unhealthy. In response, another user stated that physical violence was appropriate against the unvaccinated because they put the broader community at risk. This user’s message was reported to Patio for bullying; it was deemed to violate the community guidelines and was removed. The second case occurred when a user claimed that the vaccine was a conspiracy for the government to control the population. Other users responded that this view was dangerous to the public health. These users were reported for bullying, but Patio concluded that no moderator response for bullying was necessary for Case 2.

After the cases were selected and compiled, we solicited a group of respondents to act as content moderators (n = 21) from among the authors’ professional and social networks. Respondents were first asked if they would be willing to complete a 20-minute survey testing the effectiveness of Patio’s content moderation policy. Because the respondents were not randomly selected from the population, we assigned each subject to a group at random to preserve statistical integrity. The Community Guidelines group (the statistical control group) was given Patio’s publicly available community guidelines (see Appendix A). The Policy Explanation group received a copy of the policy framework described above
Respondents were then sent a link to an online survey (reproduced in Appendix C). Both groups were given the cases discussed above and asked to assess whether any comments violated Patio’s community guidelines, how many violations occurred, and to rate their confidence on a scale from 1 to 5. While the survey was anonymous, we did collect basic demographic information such as age, gender, vaccination status, and occupation to control for potential confounding variables that may create differences between groups. The survey responses were automatically recorded, downloaded, and then imported into R for analysis.

### 3.2 Results

The results of the tests are presented in the following tables. We began by analyzing the data for outliers, identifying two statistical anomalies—one in the control data and one in the response data.\(^2\) After removing these two outliers, our total sample size was 21 moderators: 12 in the Community Guidelines group and 9 in the Policy Explanation group (see Table 1).

**Table 1: Distribution of respondents**

| Statistic | Community Guidelines | Policy Explanation |
|-----------|----------------------|--------------------|
|           | Case 1 | Case 2 | Total | Case 1 | Case 2 | Total |
| \(n\)     | 12     | 12     | 12    | 9      | 9      | 9      |

Respondents in the Community Guidelines group reported more violations than those in the Policy Explanation group. Additionally, the standard deviation was higher in the former than the latter, implying more varied and inconsistent results.

**Table 2: Summary statistics**

| Statistic   | Community Guidelines | Policy Explanation |
|-------------|----------------------|--------------------|
|             | Case 1 | Case 2 | Total | Case 1 | Case 2 | Total |
| SD          | 1.75   | 0.9    | 2.02  | 0      | 0.667  | 0.667  |
| Mean        | 1.692  | 1.083  | 2.417 | 0      | 0.778  | 0.778  |
| Min         | 0      | 0      | 0     | 0      | 0      | 0      |
| 1st Quartile| 0      | 0.75   | 0.75  | 0      | 0      | 0      |
| Median      | 1      | 1      | 2     | 0      | 1      | 1      |
| 3rd Quartile| 3      | 1.25   | 4     | 0      | 1      | 1      |
| Max         | 6      | 3      | 6     | 0      | 2      | 2      |

The first test we conducted was Levene’s Test for the homogeneity of two variances. This helped determine whether the policy explanation made moderation decisions more consistent in a statistically significant manner (Snedecor and Cochran 1989). We employed the following hypotheses:

---

2. Both outliers exceeded three times the interquartile range of subject-assessed violations at the higher bound. These outliers can be understood as the product of abnormal data collection conditions, as our survey was not optimized for mobile devices, yet one subject responded on their cell phone. The other reported rushing through the survey, which implies the data is not reliable. We then analyzed the data for normality, concluding that the data of subject-assessed violations was not normally distributed according to the Shapiro-Wilk normality test. This required us to utilize nonparametric tests that do not rely on an assumption of normality.
\[H_0 : \sigma_c = \sigma_p\]
\[H_A : \sigma_c \neq \sigma_p\]
\[\alpha = 0.05\]

Where \(c\) denotes the community guidelines group and \(p\) denotes the policy explanation group and * denotes statistical significance when \(\alpha = 0.05\). The results, reported in Table 3, indicated that the policy explanation exerts a statistically significant effect on moderation consistency for Case 1 and overall, but not for Case 2. Because the \(p\)-value is less than the alpha, we reject the null hypothesis and accept the alternative that the variance in the results for the Community Guidelines group is greater than that for the Policy Explanation group for Case 1 and overall, but not for Case 2.

Table 3: Results of the Levene’s test

| Statistic | Case 1 | Case 2 | Total  |
|-----------|--------|--------|--------|
| p-value   | 0.0078*| 0.6133 | 0.0186*|
| F value   | 8.7576 | 0.264  | 6.622  |
| d.f.      | 20     | 19     | 19     |

Levene’s test, while typically used to test the assumption of equal variances, can be interpreted in this context as indicating that the groups have different variances. The unequal variance can be interpreted to indicate that the Policy Explanation group returned more consistent results than the Community Guidelines group. This conclusion is further supported when we compare the standard deviation of the Policy Explanation group to the Community Guidelines group. In Case 1 and overall, the standard deviation was higher in the Community Guidelines group than the Policy Explanation group. This analysis of the standard deviation shows us the direction of that difference, and demonstrates that the Policy Explanation group is more consistent than the Community Guidelines group.

We also tested for accuracy by conducting a Mann-Whitney U test for two independent samples. Recall that accuracy in this context refers to the subject’s likelihood of choosing the message deemed by Patio’s team to have violated the platform’s community guidelines. This nonparametric alternative to the Student’s \(t\)-test assesses whether the distribution of one sample significantly diverges from the distribution of the other sample. Because there were ties in the data, we programmed R to engage in continuity correction. This test was performed according to the following hypotheses:

\[H_0 : P(x_c > x_p) = \frac{1}{2}\]
\[H_A : P(x_c > x_p) > \frac{1}{2}\]
\[\alpha = 0.05\]

Our alternative hypothesis is that the Community Guidelines group shifted to the right of the Policy Explanation group, reflecting a higher rate of violations assessed by people who only had access to our community guidelines. The results of the test indicate a statistically significant difference between the distribution of both groups. Thus, in Case 1 and overall, we reject the null in favor of the alternative but not in Case 2 (see Table 4 on the next page).
Table 4: Results of the Mann-Whitney U test

| Statistic | Case 1 | Case 2 | Total |
|-----------|--------|--------|-------|
| p-value   | 0.0013*| 0.2416 | 0.0289*|
| W         | 99     | 63.5   | 80.5  |

The Mann-Whitney U test proves that the distribution of detected violations in Case 1 and overall is different between the two groups. This finding suggests that our new policy explanation did cause moderators to act differently than those who consulted the community guidelines. However, this test alone cannot prove the accuracy of the policy explanation framework because the population did not have equal variances (McKnight and Najab 2010). To determine whether this difference resulted in more or less accurate decisions, we examine the difference in the average number of violations reported between the two groups. Because the Policy Explanation group detected a lower average number of violations than the Community Guidelines group, we can conclude that the former is more accurate than the latter.

To further support our hypothesis, we created a density distribution for Case 1 (Figure 2) and total violations (Figure 3 on the next page). We did not include a density distribution for Case 2, as both groups reported the same number of violations. In Case 1, the Policy Explanation group delivered more consistent results, as evidenced by the narrow density distribution. It also reported an average number of violations much closer to the accurate number, determined prior to the experiment by Patio’s Trust and Safety team.

Overall, the Policy Explanation group was more consistent and more accurate than the Community Guidelines group. The average number of violations detected by the Policy Explanation group (green line) was significantly closer to the predetermined parameter (blue line) than those reported by the Community Guidelines group (pink line).
In each figure, we marked the average number of messages that respondents thought violated our community guidelines, as well as the predetermined number of messages that were actual violations with vertical lines. In both Case 1 and overall, the Policy Explanation group is closer to the total number of violations than the Community Guidelines group. Taken together with the Mann-Whitney U test, this implies that the former yielded more accurate results in Case 1 and overall.

3.3 Discussion

Our results indicate that our policy framework led to more accurate and precise (consistent) decisions in both Case 1 and overall. It did not yield the same effects for Case 2, because the message that constituted a clear violation of community guidelines occurred in Case 2 and was selected for removal by both groups at high rates. This suggests that obvious policy violations can be detected reasonably accurately regardless of whether a moderator uses the community guidelines or the more detailed policy explanation. The benefits of the policy explanation stem from its predisposition towards under-moderation. Because the respondents using the policy framework reported more comments as violative than their community guideline counterparts, the policy framework leaves more messages on the platform than a broad application of the community guidelines.

4 Conclusion

This article presented and tested a framework designed to resolve the conflict between accuracy and precision in social media platforms’ moderation decisions. Our experiment indicates that using the policy explanation yields a statistically significant increase in both the accuracy and precision of content moderation decisions compared to just the community guidelines.

Future research could consider four possible methodological changes. First, follow-on studies could use a larger sample of respondents. Second, we note that our sample was
not randomly selected from the population. While we do not believe random selection is necessary in this instance as long as random assignment is preserved, it could provide an interesting area for future research. Given that content moderation is often considered “unskilled” labor, understanding how the general population views this work could yield new insights into platform policy (Newitz 2020). Third, testing this framework on additional cases could yield more robust results that could help further verify the validity of our conclusions. Finally, our framework was tailored to message-based platforms, which feature direct user communication without a central post. It is less clear whether it would be as effective on post-based platforms like Facebook or Twitter, although we expect it could be as effective when applied to the comment section or reply threads of those platforms.

Further research is needed on a wide array of questions in platform governance. For example, research continues on the role of social sanctions in quelling the spread of misinformation. While public condemnation certainly has an effect, the depth and significance of this effect is not yet well understood. Additionally, companies rarely submit their policy enforcement frameworks for peer review, and there is no clear best practice in the industry to test policy efficacy. Establishing methods to develop, test, and implement consistent moderation policy should be a prominent area of academic and industry cooperation.

Platforms continue to face a confluence of challenges resulting from the COVID-19 pandemic, including how to handle users who spread misinformation or express vaccine hesitancy. Platforms have a potentially outsized influence over whether some members of the public choose to get vaccinated. All platforms that traffic in public information have an obligation to acknowledge this supporting role, and must be prepared to resolve the tensions and conflicts within their own sets of rules to protect the networked society they inform.
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Appendices

Appendix A: Patio’s Community Guidelines

At Patio, we build social tools that are useful for the way you live, communicate, and collaborate. A big part of that mission is making sure you are safe while using Patio, which is why we’re excited to share our community guidelines. We believe it’s all of our responsibilities to keep our Patio healthy and safe, and that these guidelines can help us do that. By using Patio, you’re agreeing to follow these community guidelines:

1. You must use your real name on Patio. This makes sure no one is being impersonated, and ensures everyone in the Patio is who they say they are.
2. You may not engage in abuse, bullying, or harassment of any person or groups of people. That behavior is not cool, and has no place on Patio.
3. You may not discriminate against, engage in hateful conduct directed at, or threaten violence or harm against any person or groups of people.
4. You may not post images or messages of the following types: threats, personal information of others without consent, nudity or graphic sexual images, intention to cause physical or emotional harm, promotion of self-harm or violence.
5. You may not spam or raid a Patio.
6. You may not use Patio for illegal purposes.

We take these guidelines seriously, and will not tolerate behavior that breaks these rules. If you see behavior that breaks these rules, please report it to our team via our in-app reporting buttons. We may take steps including issuing a warning, removing the content, removing and banning the accounts responsible, or other necessary actions.

Appendix B: Policy Explanation

Subsection B.1: Policy

According to Patio’s community guidelines (effective July 1, 2021), users may not “engage in abuse, bullying, or harassment of any person or groups of people.” Whether moderator action is necessary in alleged instances of bullying and harassment is based on three considerations: intensity, persistence, and specificity.

Intensity denotes the graveness of the comment in reference to the target’s life or health. Persistence captures the frequency of comments directed towards the target, and specificity measures the size of the aggressor’s intended audience and whether the targeted person or group is easily identifiable. This framework can be visualized on a three-dimensional axis. In this chart, intensity is shown on the x-axis, specificity on the y axis, and persistence on the z-axis. These factors are all balanced against one another to determine whether content should remain on Patio’s platform. Figure 4 on the following page shows the estimated range of permitted content, denoted by the grey pyramid. Content falling within the grey pyramid is permissible whereas content extending beyond the grey pyramid is a violation of the policy.

Content moderation decisions require considering all three criteria. For example, repeated comments of low intensity and medium specificity can still justify removal, just as a single comment of medium intensity and high specificity encourages moderation action.
That said, a comment with low specificity and low intensity would need to be reposted more often than a comment of high specificity with low persistence to justify platform action. This is because direct threats against a singular person are more objectionable than a pattern of aggressive comments directed at a general group. This explains why the threshold for removal is higher on the persistence axis, lower on the intensity axis, and lowest on the specificity axis.

**Subsection B.2: Applications to Misinformation**

The framework articulated here can guide content moderators in most instances of bullying and harassment. Anti-vaccination content is complicated by its close ties to disinformation campaigns that have potential to prolong a pandemic that has claimed over four million lives worldwide.

Patio has a strong prerogative against misinformation. That said, users who express vaccine hesitancy or share misinformation do not forfeit their protection from bullying and harassment. This framework can be applied to distinguish legitimate social sanction and expressions of disapproval, which are protected by the community guidelines, and prohibited bullying and abuse. Table 5 on the next page explores comments directed at anti-vaxxers in the context of Patio’s framework, from higher to lower importance.

It is important to note that each of these reports should be taken seriously in their own right. The purpose of this table is to show the relative priority of each report according to the characteristics of intensity, persistence, and specificity.
Table 5: Examples of Anti-Vaxxer Comments

| Intensity          | Persistence                               | Specificity                                                                 |
|--------------------|-------------------------------------------|----------------------------------------------------------------------------|
| Highest importance | “I’m going to break every anti-vaxxer’s arm at school” | “[specific user] won’t get vaxxed and is living in [dorm]. Stay away from him.” |
| Higher importance  | “I want every anti-vaxxer to die”         | “The Republican Club won’t get vaccinated. Screw them”                       |
| Medium importance  | “People who don’t get vaccinated deserve to be killed” | “I met this guy in the dining hall who wasn’t vaccinated.”                   |
| Lower importance   | “I hope people who don’t get vaccinated get COVID” | “I hear there are a few students who didn’t get vaccinated”                  |
| Lowest importance  | “I can’t believe these anti-vaxxers, they deserve whatever is coming for them” | “Anti-vaxxers are a huge threat to society.”                                |

Appendix C: Survey Protocol

Subsection C.1: Introduction

Thank you for agreeing to participate in Patio’s experiment regarding content moderation. Please be assured that your participation is entirely voluntary and that you may withdraw at any time. In sum, we expect your participation to take 20 minutes or less. We ask that you complete this survey on a computer, as it is not optimized for mobile phones.

The purpose of this survey is to test the efficacy of our content moderation policy prohibiting bullying as it relates to vaccine hesitancy and disinformation. This survey contains six sections. In Section 1, you will be asked for basic information about your age, gender, work experience, and COVID-19 vaccination status. In Section 2, you will be asked to read our publicly available community guidelines or internal policy explanation. In Section 3, you will read a short excerpt of an authentic user conversation. In Section 4, you will be asked to evaluate which messages, if any, violate the community guidelines. In Section 5, you will be asked to read a second user conversation. In Section 6, you will again be asked to assess whether any messages violate our community guidelines.

Please note that by agreeing to participate in this study, you consent for us to use your anonymous responses as part of research that may reach publication. If you have any questions or encounter any difficulties completing this survey, please email [redacted].
Subsection C.2: Participant Information

This is to collect basic information about you to ensure the statistical integrity of our study. Please know that your answers are anonymous.

| Question                                                                 | Response Option                      |
|-------------------------------------------------------------------------|--------------------------------------|
| How old are you?                                                        | Short answer text                    |
| What is your gender?                                                    | Multiple choice                      |
|                                                                          | • Male                               |
|                                                                          | • Female                             |
|                                                                          | • Prefer not to answer               |
|                                                                          | • Other                              |
| Have you been vaccinated against COVID-19?                              | Multiple choice                      |
|                                                                          | • Yes                                |
|                                                                          | • No                                 |
| Do you work at Patio?                                                   | Multiple choice                      |
|                                                                          | • Yes                                |
|                                                                          | • No                                 |
| Have you ever worked in the field of content moderation?                | Multiple choice                      |
|                                                                          | • Yes                                |
|                                                                          | • No                                 |

Subsection C.3: Read Community Guidelines or Policy Explanation

Please read Patio’s community guidelines or internal policy explanation. Note that participants were only provided the resources assigned to them: either the policy explanation or community guidelines, not both.

| Question                                                                 | Response Option                      |
|-------------------------------------------------------------------------|--------------------------------------|
| Were you able to read Patio’s community guidelines/internal policy explanation? | Multiple choice                      |
|                                                                          | • Yes                                |
|                                                                          | • No                                 |

Subsection C.4: Read Case 1

This is an anonymized version of a real conversation on Patio regarding vaccination against the COVID-19 virus.

| Question                                                                 | Response Option                      |
|-------------------------------------------------------------------------|--------------------------------------|
| Were you able to access the case?                                       | Multiple choice                      |
|                                                                          | • Yes                                |
|                                                                          | • No                                 |
Subsection C.5: Responses-Case 1

Please answer the questions below.

| Question                                                                 | Response Option                                      |
|--------------------------------------------------------------------------|------------------------------------------------------|
| Do you think any of these messages violated Patio’s community guidelines? | Multiple choice • Yes • No                           |
| If so, which ones?                                                      | Short answer text                                    |
| How confident are you in your assessment of messages that either did or did not violate Patio’s community guidelines? | Ordinal scale • 1 (Not at all confident) • 2 • 3 • 4 • 5 (Very confident) |
| Additional notes or explanation                                          | Long answer text                                     |

Subsection C.6: Read Case 2

This is an anonymized version of a real conversation on Patio regarding vaccination against the COVID-19 virus.

| Question               | Response Option   |
|------------------------|-------------------|
| Were you able to access the case? | Multiple choice • Yes • No |
Subsection C.7: Responses-Case 2

Please answer the questions again.

| Question | Response Option |
|----------|-----------------|
| Do you think any of these messages violated Patio’s community guidelines? | Multiple choice  
• Yes  
• No |
| If so, which ones? | Short answer text |
| How confident are you in your assessment of messages that either did or did not violate Patio’s community guidelines? | Ordinal scale  
• 1 (Not at all confident)  
• 2  
• 3  
• 4  
• 5 (Very confident) |
| Additional notes or explanation | Long answer text |