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\textbf{ABSTRACT}

\textit{Context.} Multiwavelength observations of supernova remnants can be explained within the framework of diffusive shock acceleration theory, which allows effective conversion of the explosion energy into cosmic rays. Although the models of nonlinear shocks describe reasonably well the nonthermal component of emission, certain issues, including the heating of the thermal electron plasma and the related X-ray emission, still remain open.

\textit{Aims.} Study of electron heating in supernova remnants in the Sedov phase due to Coulomb exchange between protons and electrons.

\textit{Methods.} Numerical solution of the equations of the Chevalier model for supernova remnant evolution, coupled with Coulomb scattering heating of the electrons.

\textit{Results.} The electron temperature and the X-ray thermal Bremsstrahlung emission from supernova remnants have been calculated as functions of the relevant parameters. Since only the Coulomb mechanism was considered for electron heating, the values obtained for the electron temperatures should be treated as lower limits. Results from this work can be useful to constrain model parameters for observed SNRs.

\section{1. Introduction}

Multiwavelength observations of supernova remnants (SNRs) allow one, in certain cases, to determine the temperatures $T_e$ and $T_p$ of both electrons and protons behind the shock, (see Rakowski \cite{2005} for a recent review). The ratio $T_e/T_p$ of these temperatures varies significantly, from $\lesssim 0.07$ for SN 1006 (Laming \textit{et al.} \cite{1996}, Ghavamian \textit{et al.} \cite{2002}) to $0.67 - 1$ in the Cygnus Loop (Ghavamian \textit{et al.} \cite{2001}). From a theoretical point of view there are two limits for this ratio. The lower limit, given by the electron to proton mass ratio $T_e/T_p = m_e/m_p$, is the so-called total non-equilibrium case, which corresponds to equal thermal velocities for electrons and protons; the upper limit, $T_e = T_p$, is the total equilibrium case, which corresponds to equal energies of electron and proton plasmas. As was shown by Ghavamian \textit{et al.} \cite{2001} \cite{2002} for the SNRs Cygnus Loop, RCW 86, Tyco and SN 1006, observed values lie between these two limits. A compilation of current electron-ion equilibration measurements at SNRs shocks has been presented in Rakowski \cite{2005}, where an inverse relationship between the shock velocity and the level of temperatures equilibration has been claimed. Namely, older SNRs, characterized by a lower value of the shock velocity, exhibit a $T_e/T_p$ ratio closer to, and in some cases consistent with 1.

It is important to stress that, even in the case of total non-equilibrium at the shock ($T_e/T_p = m_e/m_p$), electrons are unavoidably heated sufficiently far downstream of the shock through Coulomb collisions with hot thermal protons (Spitzer \cite{1998}). This constitutes a sort of minimal heating scenario for electrons, which will be studied in details in this paper. The temperature of these electrons is measured directly from X-ray spectra (e.g. Decourchelle \textit{et al.} \cite{2001}; Vink \textit{et al.} \cite{2003}).

However, the electron heating through Coulomb interactions has been claimed to be too slow to explain the level of equilibration measured from optical lines observations in the vicinity of the shock for some SNRs (Laming \cite{2000} and other mechanisms based on the generation of plasma waves are believed to proceed faster than Coulomb heating (e.g. Laming \cite{2001}). Several of such collisionless mechanisms have been investigated, amongst others, by Cargill & Papadopoulos (\cite{1988}; Laming \cite{2001}; Ghavamian \textit{et al.} \cite{2007}; Rakowski \textit{et al.} \cite{2008}).

The efficient acceleration of cosmic rays at SNR shocks also plays a role, by reducing the total energy available for shock heating and consequently suppressing the proton temperature (Blasi \textit{et al.} \cite{2005}; Ellison \textit{et al.} \cite{2007}; Vink \textit{et al.} \cite{2008}; Helder \textit{et al.} \cite{2009}; Drury \textit{et al.} \cite{2009}; Patnaude \textit{et al.} \cite{2009}).

The aim of this work is to present a simple model for electron Coulomb heating at SNR shocks, that could help to estimate the need for, and magnitude of, heating processes adjunctive to the Coulomb mechanism. Our work is based on Chevalier’s self-similar model which describes the evolution of SNRs in presence of effective cosmic ray acceleration at the SNR shock (Chevalier \cite{1983}). We coupled Chevalier’s model with the equations for electron heating by Coulomb exchange. The model lacks some important features; it does not include magnetic fields explicitly and the shock compression ratio is limited to a maximum value of 7 (since it does not include possibility for cosmic rays to escape from the shock), whereas in numerical simulations this ratio in some cases could reach much higher values (see for example Ellison \textit{et al.} \cite{2005}). However it does include a minimal set of the key physical processes and provides, we feel, a useful reference calculation for more complicated estimates and models.
The paper is organized as follows. In section 2, we briefly summarize the Chevalier model, introduce the equation for heating, and discuss projection effects in relating the 3D model to 2D observations. In section 3, we summarize the results of the numerical solution of the equations of our model, and in section 4, we apply the results of our model to the case of SN 1006. We conclude in Sec. 5.

2. SNR dynamics

2.1. Chevalier model

A formal approach to the hydrodynamics of a SNR in adiabatic expansion phase including cosmic rays (CRs) acceleration was developed by [Chevalier (1983)](RN). In his work Chevalier generalized the self-similar model of Sedov, which describes a point explosion in a uniform medium with negligible pressure. Chevalier’s model describes the interior of a spherically symmetric SNR by the two-fluid (relativistic cosmic rays and non-relativistic thermal gas) hydrodynamical equations without diffusion (including diffusion would in general break the self-similarity). In terms of the radial coordinate 0 ≤ r ≤ r_shock(t) the equations are:

\[
\begin{align*}
\frac{\partial \rho}{\partial t} + v \frac{\partial \rho}{\partial r} + \rho \frac{\partial v}{\partial r} + \frac{2 \rho v}{r} &= 0, \\
\frac{\partial v}{\partial t} + v \frac{\partial v}{\partial r} + \frac{1}{\rho} \frac{\partial P_C}{\partial r} + \frac{1}{\rho} \frac{\partial P_G}{\partial r} &= 0, \\
\frac{\partial P_C}{\partial t} + v \frac{\partial P_C}{\partial r} &= -\frac{5}{3} P_C \left( \frac{\partial \rho}{\partial r} + \frac{\partial \rho}{\partial t} \right), \\
\frac{\partial P_G}{\partial t} + v \frac{\partial P_G}{\partial r} &= -\frac{4}{3} P_C \left( \frac{\partial \rho}{\partial r} + \frac{\partial \rho}{\partial t} \right).
\end{align*}
\]

Here \( \rho \) and \( v \) stand for density and velocity of the gas, \( P_C \) and \( P_G \) pressures of the CRs and the thermal gas correspondingly. This system of equations describes mass and momentum conservation (first two equations) and entropy conservation for gas and cosmic rays (last two equations).

The boundary conditions come from applying generalized (i.e. cosmic rays included) jump conditions at the shock, which come from mass, momentum and energy conservation for particles that cross the shock, see [Chevalier (1983)](RN) for details. To preserve self-similarity, the shock compression ratio, \( s \), and the proportion of the total pressure going to cosmic rays \( w \) (CR acceleration efficiency) must be taken as constants giving:

\[
\begin{align*}
\rho(r_{\text{shock}}) &= s \rho_0, \\
v(r_{\text{shock}}) &= \left( 1 - \frac{1}{s} \right) \dot{r}_{\text{shock}}, \\
P_C(r_{\text{shock}}) &= w \left( 1 - \frac{1}{s} \right) \rho_0 \dot{r}_{\text{shock}}^2, \\
P_G(r_{\text{shock}}) &= (1 - w) \left( 1 - \frac{1}{s} \right) \rho_0 \dot{r}_{\text{shock}}^2.
\end{align*}
\]

In fact \( s \) and \( w \) should be taken from a nonlinear shock model, but at the level of this model it is enough to treat them as adjustable parameters.

In standard fashion the system of partial differential equations (1) can now be reduced to a system of ordinary differential equations by transforming to the similarity variable \( \xi = rt^{-2/5} \), with the constant of proportionality chosen such that \( \xi = r/r_{\text{shock}}(t) \) (see [Chevalier (1983)](RN) for the constant’s numerical value).

Introducing scaled structure functions \( G, U \) and \( Z \) we obtain

\[
\begin{align*}
\rho(r, t) &= \rho_0 G(\xi), \\
v(r, t) &= \frac{2}{5} U(\xi), \\
P(r, t) &= \left( \frac{2}{5} \right)^2 \left( \frac{r}{t} \right)^2 \rho_0 G(\xi) Z(\xi).
\end{align*}
\]
for the density, velocity, and pressure, respectively, and for the compression ratio at the shock we get \( s = \frac{G(\xi=1+)}{G(\xi=1-)} = \frac{2w+1}{\gamma_w-1} \), where \( \gamma_w = \frac{5+3w}{3(w+1)} \).

In the following we will work in the coordinate system defined by the variables \( \xi \) and \( t \), so an element of fluid intersects the shock \( (\xi = 1) \) and then moves with velocity \( \dot{\xi} = \frac{\xi}{\xi(U(\xi) - 1)} \) towards the center \( (\xi = 0) \) of the SNR.

The solution of these equations for different \( w \) are shown in Fig.1, where \( n = \rho/n_b \) is the particle number density.

### 2.2. Electron heating

We now consider Coulomb electron interactions with hot protons in the SNR model described in the previous subsection. In the coordinate system that moves with the plasma, the equation that describes electron heating, can be found e.g. in Spitzer (1962). In the case of adiabatic expansion this equation reads:

\[
\frac{dT_e}{dt} = \frac{\gamma - 1}{n} T_e \frac{\dot{n}}{\dot{t}} \tag{4}
\]

\[
\dot{t}_e = T_e^{3/2} \ln \Lambda/\rho_0;
\]

where \( \ln \Lambda \) is the Coulomb logarithm.

The first term in Eq.4 corresponds to the heating of electrons due to Coulomb interactions with the protons of temperature \( T_p \) and the second one corresponds to the cooling of the electron gas due to the adiabatic expansion of the SNR. This equation has to be coupled with the equation that connects \( T_p \) and \( T_e \) with macroscopic parameters such as the gas pressure and density and with the equation that allows us to change coordinate system from the system moving with the gas to the system connected with the center of the explosion:

\[
\begin{align*}
n(\xi)(T_e(\xi,t) + T_p(\xi,t)) &= P_G(\xi,t); \\
\rho(\xi) &= m_p n(\xi) \\
\dot{\xi} &= \frac{2}{5} \xi(U(\xi) - 1)
\end{align*}
\]

Together with the boundary condition \( T_e(\xi = 1, t)/T_p(\xi = 1, t) = m_e/m_p \) this forms a complete set of equations for determining the electron temperature \( T_e(\xi, t) \) inside a SNR.

### 2.3. Projection effects

By solving Eq.4 we derive the electron temperature \( T_e(\xi, t) \) in the radial coordinate \( \xi \). In order to compare this profile with observations we have to take into account projection effects. To do this we use the following formula for the thermal bremsstrahlung (TB) emission of the volume element \( dV \) at distance \( D \) (Rybicki & Lightman 1989):

\[
\frac{dF_{TB}}{1\text{keV s}^{-1} \text{cm}^{-2}} = 720 g_{ff} \left( \frac{D}{1\text{pc}} \right)^2 \left( \frac{n}{1\text{cm}^{-3}} \right)^2 \times \left( \frac{T_e}{1\text{keV}} \right)^{-1/2} \left( \frac{E}{1\text{keV}} \right) e^{-E/T_e} \left( \frac{dV}{1\text{keV}} \right)
\]

where \( g_{ff} \) – is the thermal Gaunt factor, \( g_{ff} \approx 1 \), and the electron temperature \( T_e \) here is a function of the distance \( \xi \) to the SNR center.

The integration of this expression along the line of sight gives the flux from an area \( dS \) at a projected distance \( \chi = r/r_{sh} \) from the SNR center. The red points in Fig.2 represent the expected flux as a function of the (projected) distance from the center of the SNR for different explosion energies \( E \), ages \( t \) and CR acceleration efficiencies \( w \). The gas density is \( n = 0.1 \text{ cm}^{-3} \) for all curves. Triangles indicate the temperature obtained by integrating the X-ray emission from the whole SNR.

**Fig. 2.** The points show the predicted spectra from area \( dS \) at projected distance \( \chi = 0.7 \) from the SNR center for a SNR age \( t = 500 \text{ yrs} \), explosion energy \( E = 10^{51} \text{ erg} \), gas density \( n = 0.1 \text{ cm}^{-3} \), CR acceleration efficiency \( w = 0 \). The solid line represents a single temperature TB spectra.

**Fig. 3.** Electron temperature determined from the peak of the x-ray emission (see Fig.2) as a function of the (projected) distance from the center of the SNR for different explosion energies \( E \), ages \( t \) and CR acceleration efficiencies \( w \). The gas density is \( n = 0.1 \text{ cm}^{-3} \) for all curves. Triangles indicate the temperature obtained by integrating the X-ray emission from the whole SNR.

This figure shows that, for a broad range of parameters such as explosion energy, SNR age and CR acceleration efficiency, such an effective electron temperature is almost constant in the inner \( (\chi < 0.9) \) region of the SNR. So, it is reasonable to study the dependence of \( T_e \) on other parameters not for all the values...
erg $E = 10^{54}$ erg and negligible acceleration of particles at the shock ($w = 0$). In this case $T_e \ll T_p$ and as it is evident from the figure temperatures scale as a power laws of the density.

In general, results can be summarized as follows:

- from $t = 125$ yr to $t = 2000$ yr and for $w < 0.5$ the dependence of $T_e$ on gas density $n$ can be approximated with a single power law $T_e \propto n^b$ with index in the range $b = 0.15 - 0.23$ for $n = 0.01 - 1$ cm$^{-3}$.)

For $t \geq 1000$ yr and $w \geq 0.5$, the electron temperature $T_e$, in general, can not be approximated with a power law of the gas density (see Appendix A for details).

- The dependence of $T_e$ on the total explosion energy $E_{SN}$ can be approximated as a power law $T_e \propto E_{SN}^b$ with index in the range $b = 0.16 - 0.31$. This is valid for the whole considered range of parameters (see Appendix A).

It has been argued that some additional mechanism of electron heating based on the generation of plasma waves must operate in SNRs (Cargill & Papadopoulos 1988; Laming 2001; Ghavamian et al. 2007; Rakowski et al. 2008).

A priori, two possibilities for this mechanisms could be considered. They might operate only in the vicinity of the shock (Cargill & Papadopoulos 1988; Laming 2001; Ghavamian et al. 2007; Rakowski et al. 2008), either, similar to Coulomb heating mechanism, operate all way downstream. Some physical justification for the second type mechanisms could be found in Laming (2004); Laming & Lepri (2007) and Sharma et al. (2007), were analogous processes for the solar wind and hot accretion flows were considered.

Formally speaking, mechanisms operating very close to the shock, implies changing of boundary conditions for our equations. We will consider them in details for SN 1006 in the section Results for mechanism that operate all way downstream are briefly summarized below.

If we assume for simplicity that this mechanism has the same temperature dependence as the Coulomb one, but $k$ times faster, then the heating of electrons can be described by an equation similar to Eq. 4.

$$\frac{dT_e}{dT} = k \frac{T_p}{T_{eq}} + \frac{\gamma - 1}{n} \frac{T_e}{T_p}$$

By solving this equation we found that the electron temperature scales with $k$ as $T_e(k) \sim k^{0.8-0.9}$.

A comparison between the predictions of our model, which considers only Coulomb heating, and the observed SNR electron temperatures can serve as a tool to estimate whether such additional heating mechanisms are needed at all, and, if so, at which level.

4. Application of the model to the supernova remnant SN 1006

In order to compare the predictions of our model with observations we consider here the well known SNR SN 1006. The choice of this object is justified by the fact that it is a very well studied SNR, for which a relatively accurate determination of parameters such as distance, shock velocity and age, is available.

SN 1006 is an historical SNR with age $\approx 1000$ yr and believed to be in the Sedov phase of its evolution. After reviewing the preexisting literature (Dubner et al. 2002), concluded that the distance to SN 1006 lies in the range $1.4-2$ kpc. More recently, a slightly larger distance of $2.18$ kpc was inferred by Winkler et al. (2003), who compared the measured optical proper motion with
the expansion velocity of 2890 ± 100 km/s determined from Hα lines observations. This velocity is in a good agreement with analogous velocity measurements by Smith et al. (1991) which give v = 2200 – 3500 km/s. At this distance the SNR apparent size 15′ (Rothenflug et al. 2004) translates into a shock radius equal to r_{shock} = 9.6 pc. A value for the ambient gas density equal to n = 0.15 – 0.25 cm^{-3} (in the north-western region) has been obtained by Acero et al. (2007) from XMM X-ray observations. A slightly higher values for the density n = 0.25 – 0.4 cm^{-3} was obtained from Hα lines observations with HST (Raymond et al. 2007).

By assuming that the evolution of SN 1006 can be described by the Chevalier self–similar model described in Sec. 2 it is possible to derive a supernova explosion energy equal to E_{SN} ≈ 10^{51} erg.

Results from our model for SN 1006 are shown in Fig. 6, where the electron and proton temperatures behind the SNR shock wave are plotted as a function of the remnant age. For the actual age of the remnant, t = 1000 yr, ambient gas density n ≈ 0.2 cm^{-3}, explosion energy E = 2 × 10^{51} erg and w = 0.1, our model gives a value of the proton temperature equal to T_{p} ≈ 17 keV, and an electron temperature equal to T_{e} ≈ 0.6 keV. The observational values are adopted from Vink et al. (2003) for the proton and electron temperatures are also indicated in Fig. 6 together with the error bars (3σ for the proton temperature and 90% confidence level for the electron temperature). A bit lower proton temperature T_{p} = 1.8 × 10^{8}K ≈ 16keV was obtained by Korreck et al. (2004). It is clear from Fig. 6 that our model predicts a proton temperature which is in agreement with observations, while the prediction for the electron temperature falls a factor of 2–3 below the observational value of T_{e} ≈ 1.5 ± 0.2 keV (Vink et al. 2003), (XMM). A similar value for the electron temperature of T_{e} = 1.5 – 1.7 keV has been independently measured by Acero et al. (2007) with XMM. Nevertheless there is some doubt in the electron temperature measurements. Lower (0.6-0.7keV) values were obtained by Long et al. (2003) with CHANDRA for NW-1 region, while other NW regions appear to be ejecta dominated. Since XMM has worse spatial resolution than CHANDRA, ejecta dominated regions can contribute significantly to its spectra. Moreover, in Acero et al. (2007) it is shown that including synchrotron emission component can reduce observed electron temperature.

If density and velocity vary in the range n ≈ 0.15 – 0.5 cm^{-3}, v = 2400 – 3500 km/s, respectively, we estimated the corresponding range of electron temperatures predictions from the model to be T_{e} = 0.5 – 0.9 keV. These values are in the agreement with ones from the model in Vink et al. (2003), see their Fig. 2. The shaded regions in Fig. 6 represent the predictions from our model by taking into account the above mentioned uncertainties on SNR parameters.

Thus, the predicted electron temperature agrees well with fits to NW-1 region in Long et al. (2003), but smaller, than the temperatures obtained by Vink et al. (2003); Acero et al. (2007). Part of the discrepancy between the measured and expected electron temperature might be explained by the uncertainties in the determination of SNR parameters such as the external gas density or the shock velocity.

Dependence of the electron and proton temperature on acceleration efficiency for SN 1006 is shown in Fig. 7. Both temperatures quickly decreasing with increasing w. The result shown in Fig. 6 corresponds to w = 0.05.

Recent detection of SN 1006 NE and SW regions at TeV gamma rays by H.E.S.S. (Aharonian et al. 2010) implies that CRs protons and/or electrons are accelerated at the SNR shock. The density n_0 ≈ 0.085 cm^{-3} (Katsuda et al. 2009) in this region is lower than in NW and thus they can be in early Sedov or late free-expansion phase. The measurements of expansion index by Katsuda et al. (2009) give m = 0.54 ± 0.05, i.e. considerably less than if it were in a free expansion (m = 1), but higher than for an adiabatically expanding SNR (m = 0.4). For an estimation of the electron temperature we consider this SNR to be in Sedov phase. Under the assumption that the observed TeV emission has an hadronic origin it is possible to estimate the CR acceleration efficiency to be roughly equal to w ≈ 0.2 (Aharonian et al. 2010). For efficiency range w = 0.1..0.2 our model gives electron temperature T_{e} ≈ 0.47 – 0.52 keV.

The expected electron temperature can be further increased if additional heating mechanisms for electrons operate at SNR shocks. It has been suggested that these mechanisms might be related to the presence of plasma waves upstream of the shock that

---

1 Note, that in Vink et al. (2003) not the proton, but oxygen temperature is measured directly. We adopt here T_{p} = m_{p}/m_{O}T_{O} = 1/16T_{O} ≈ 33 keV
can effectively heat electrons (Carell & Papadopoulos 1988; Laming 2001; Ghavamian et al. 2002, 2007; Rakowski et al. 2008). The fact that such heating is expected to happen upstream of the shock is suggested by optical observations of H$\alpha$ lines from a number of SNR shocks (see Ghavamian et al. 2002, references therein). These observations show that the electron temperature might be already significantly heated above the expected value of $T_e = (m_e/m_p)T_p$ immediately after the shock, since the width of H$\alpha$ filaments is of the order of $10^{14}$ cm. It is important to stress that, on the other hand, the temperatures measured from X-ray observations of SNRs refers to a quite broad region downstream of the shock (e.g. $\lesssim 10\%r_{sh}$ for SN 1006).

In order to estimate the effect of additional heating happening upstream of the shock, we repeated our calculations for SN 1006 by assuming that the ratio of the proton to the electron temperature immediately after the shock is equal to $T_e/T_p = 1/15$, instead of the canonical value $T_e/T_p = m_e/m_p \approx 1/1800$ assumed in Fig. 6. Such value is consistent with the range of values derived from H$\alpha$ measurements $T_e/T_p \lesssim 0.07$ (Ghavamian et al. 2002, 2007). Thus, this is equivalent to assume that the additional heating increases the electron temperature at the shock by a factor of $\approx 100$. For such a choice of the boundary condition our model predicts a value for the effective electron temperature (the one that is measured from X-ray observations) equal to 1.4 keV. This value is higher than the one obtained by the minimal heating model shown in Fig. 6 and in agreement with observations (Vink et al. 2003). It is important to stress that an increase of about two orders of magnitude of the heating of electrons at the shock (which leads to $T_e/T_p = 1/15$ immediately downstream of the shock), is reflected by a moderate increase (a factor of $\approx 2$ only) of the predicted effective temperature which can be measured from X-ray observations. This is due to the fact that the electron temperature well downstream of the shock is mainly determined by an equilibrium between Coulomb heating and adiabatic losses and depends only mildly on the boundary condition for $T_e/T_p$ at the shock.

In this paper, we studied the evolution in time of the proton and electron temperatures behind the shock waves of SNRs in the Sedov phase of their evolution. To describe the evolution of the SNR we adopted the model described by Chevalier (1983), which generalizes the Sedov solution by allowing the acceleration of CRs at the SNR shock. Immediately after being shocked, the proton gas is heated to the temperature given by the modified Rankine-Hugoniot relations, while the electron temperature was assumed to be a factor of $m_p/m_e$ lower. Downstream of the shock electrons can be further heated due to Coulomb collisions with the hot protons.

Since Coulomb heating is unavoidable and is the only heating process included in our calculations, our results has to be intended as estimates of the minimal electron temperatures expected in SNRs.

We applied the model to the case of SN 1006. The model predicts a value of the electron temperature equal to $T_e = 0.6$ keV, roughly a factor of 2 smaller than the value measured from X-ray data, which is $T_e = 1.5$ keV. The discrepancy may be reduced by taking into account the uncertainties in the determination of the SNR parameters such as the shock speed or the external gas density.

In fact, other heating process based for example on the generation of plasma waves upstream of the shock may play a role (see e.g. Rakowski et al. 2008). Such additional collisionless processes have been sometimes invoked to explain the observed electron temperatures, since Coulomb heating alone seemed to be too slow in certain cases (Laming 2000). In this respect, our model can serve as a useful tool to estimate the order of magnitude of such extra heating, when that is required. For the considered case of SN 1006, we showed that the discrepancy of a factor of $\approx 2$ between the expected electron temperature and the one measured from X-ray observations can be indeed compensated if an additional heating mechanism operates upstream of the shock. This mechanism has to be very effective and able to increase the electron temperature immediately downstream of the shock (e.g. before Coulomb heating starts to operate) of about two orders of magnitudes above the canonical value of $T_e = (m_e/m_p)T_p$.

**5. Discussion and conclusions**

Fig. 6. Solid and dashed lines show the electron and proton temperature for SN 1006 as a function of the SNR age. Shaded regions represent the model uncertainty (see text for details). Data points refer to the observed values of $T_e$ and $T_p$ (dots with error bars) adopted from Vink et al. (2003), see text for the details.

Fig. 7. Solid and dashed lines show the electron and proton temperature for SN 1006 as a function of acceleration efficiency $\omega$. 

Temperature, keV

| Age, yr | Proton temperature | Electron temperature |
|--------|--------------------|----------------------|
| 100    | 0.05               | 0.5                  |
| 1000   | 0.01               | 0.05                 |

**Electron temperature**

**Proton temperature**

**Acceleration efficiency**
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Appendix A: Power law fits for the electron temperature

In this Appendix we present the coefficients for the power law fits of the effective electron temperature $T_e$ as defined in Sec. 2.3. For fixed values of the SNR age $t$ and CR acceleration efficiency $w$, the electron temperature $T_e$ is fitted as a power law function of the ambient gas density $n$ and explosion energy $E_{SN}$. Fits parameters are given for values of $w$ in the range $0..0.8$ and for values of the SNR age in the range $125..2000$ yrs.

Table A.1 gives the values of the parameters for the power law fits:

$$T_e(n)/1\text{keV} = a \cdot (n/1\text{cm}^{-3})^b.$$  

All fits have an accuracy better than $\approx 10\%$ for values of the ambient density in the range $0.01..1 \text{ cm}^{-3}$. For some sets of parameters a power law fit could not give a satisfactory approximation (better than 10\%) for $T_e$. For these cases the electron temperature $T_e(n)$ is plotted in Fig. A.1 and Fig. A.2. Each curve in the figures represents $T_e(n)$ for different values of explosion energy, see figures captions for the details.

Table A.2 gives the values of the parameters for the power law fits:

$$T_e(E)/1\text{keV} = a \cdot (E/10^{51}\text{erg})^b.$$  

The accuracy of fits is better than $\approx 10 \%$ when the value of the ambient density is in the range $n = 0.01..1 \text{ cm}^{-3}$ and the CR acceleration efficiency is in the range $w = 0..0.8$. 
Table A.1. Fit for the electron temperature $T_e$ for SNR inner regions (i.e. at projected distance $r/r_{\text{shock}} \lesssim 0.8$) as function of outer density $T_e(n)/1\text{keV} = a \cdot (n/1\text{cm}^{-3})^b$, for different explosion energies, if applicable. See Fig. A.1, Fig. A.2 otherwise. Uncertainties of all fits are less than $\approx 10\%$

| $E$ | $10^{50}$ | $3 \cdot 10^{50}$ | $5 \cdot 10^{50}$ | $7 \cdot 10^{50}$ | $10^{51}$ | $3 \cdot 10^{51}$ |
|-----|-----------|-----------------|-----------------|-----------------|----------|-----------------|
| $t_i$ | $a$ | $b$ | $a$ | $b$ | $a$ | $b$ | $a$ | $b$ | $a$ | $b$ | $a$ | $b$ |
| 125 | 0.75 | 0.217 | 0.89 | 0.198 | 0.96 | 0.194 | 1.01 | 0.187 | 1.06 | 0.178 | 1.25 | 0.145 |
| 250 | 0.70 | 0.239 | 0.84 | 0.228 | 0.92 | 0.227 | 0.97 | 0.225 | 1.03 | 0.224 | 1.25 | 0.216 |
| 500 | 0.65 | 0.231 | 0.78 | 0.231 | 0.86 | 0.220 | 0.91 | 0.232 | 0.96 | 0.230 | 1.16 | 0.231 |
| 1000 | 0.59 | 0.215 | 0.72 | 0.221 | 0.79 | 0.226 | 0.83 | 0.224 | 0.89 | 0.225 | 1.07 | 0.227 |
| 2000 | 0.50 | 0.187 | 0.63 | 0.199 | 0.69 | 0.204 | 0.74 | 0.207 | 0.79 | 0.209 | 0.97 | 0.216 |

| $w=0.3$ | $a$ | $b$ | $a$ | $b$ | $a$ | $b$ | $a$ | $b$ | $a$ | $b$ | $a$ | $b$ |
| 125 | 0.57 | 0.229 | 0.68 | 0.225 | 0.74 | 0.222 | 0.79 | 0.220 | 0.83 | 0.217 | 0.99 | 0.204 |
| 250 | 0.44 | 0.226 | 0.53 | 0.228 | 0.57 | 0.229 | 0.61 | 0.230 | 0.64 | 0.230 | 0.94 | 0.228 |
| 500 | 0.49 | 0.220 | 0.59 | 0.224 | 0.65 | 0.226 | 0.68 | 0.227 | 0.73 | 0.227 | 0.88 | 0.229 |
| 1000 | 0.42 | 0.198 | 0.52 | 0.208 | 0.58 | 0.211 | 0.62 | 0.213 | 0.66 | 0.215 | 0.80 | 0.221 |
| 2000 | 0.33 | 0.148 | 0.43 | 0.170 | 0.48 | 0.178 | 0.52 | 0.185 | 0.56 | 0.187 | 0.70 | 0.199 |

| $w=0.5$ | $a$ | $b$ | $a$ | $b$ | $a$ | $b$ | $a$ | $b$ | $a$ | $b$ | $a$ | $b$ |
| 125 | 0.46 | 0.231 | 0.56 | 0.230 | 0.64 | 0.228 | 0.65 | 0.228 | 0.69 | 0.226 | 0.82 | 0.221 |
| 250 | 0.44 | 0.226 | 0.53 | 0.228 | 0.57 | 0.229 | 0.61 | 0.230 | 0.64 | 0.230 | 0.77 | 0.231 |
| 500 | 0.39 | 0.212 | 0.48 | 0.218 | 0.52 | 0.220 | 0.56 | 0.222 | 0.59 | 0.223 | 0.72 | 0.226 |
| 1000 | 0.32 | 0.180 | 0.41 | 0.193 | 0.45 | 0.199 | 0.49 | 0.202 | 0.52 | 0.205 | 0.64 | 0.213 |
| 2000 | – | – | – | – | – | – | – | – | – | – | – | – |

| $w=0.8$ | $a$ | $b$ | $a$ | $b$ | $a$ | $b$ | $a$ | $b$ | $a$ | $b$ | $a$ | $b$ |
| 125 | 0.30 | 0.226 | 0.36 | 0.228 | 0.39 | 0.229 | 0.41 | 0.230 | 0.44 | 0.230 | 0.53 | 0.231 |
| 250 | 0.27 | 0.213 | 0.33 | 0.219 | 0.36 | 0.221 | 0.38 | 0.222 | 0.41 | 0.223 | 0.49 | 0.227 |
| 500 | 0.23 | 0.183 | 0.28 | 0.196 | 0.31 | 0.201 | 0.34 | 0.204 | 0.36 | 0.207 | 0.44 | 0.214 |
| 1000 | – | – | – | – | – | – | – | – | – | – | – | – |
| 2000 | – | – | – | – | – | – | – | – | – | – | – | – |

**Fig. A.1.** Electron temperature $T_e$ for SNR inner regions (i.e. at projected distance $r/r_{\text{shock}} \lesssim 0.8$) for parameters for which powerlaw fit is not applicable (see table A.1). Left panel: $T_e(n)$ dependence for $t=2000$, $w=0.5$. Each curve represent different explosion energy. Right panel: $T_e(n)$ dependence for $t=1000$, $w=0.8$. Each curve represent different explosion energy.
| $n_{\text{cm}}^{-3}$ | 0.01 | 0.05 | 0.1 | 0.5 | 1 |
|-----------------|------|------|-----|-----|---|
| $t_{\text{e}}$ | a    | b    | a    | b    | a    | b    | a    | b    | a    | b    |
| 125             | 0.539| 0.269| 0.576| 0.181| 0.651| 0.170| 0.936| 0.165| 1.097| 0.165|
| 250             | 0.375| 0.194| 0.513| 0.166| 0.599| 0.165| 0.877| 0.165| 1.026| 0.165|
| 500             | 0.339| 0.168| 0.481| 0.164| 0.570| 0.165| 0.824| 0.168| 0.964| 0.171|
| 1000            | 0.307| 0.165| 0.453| 0.165| 0.529| 0.167| 0.761| 0.174| 0.895| 0.180|
| 2000            | 0.292| 0.165| 0.427| 0.168| 0.504| 0.171| 0.692| 0.187| 0.812| 0.205|

$w=0.3$

| $t_{\text{e}}$ | a    | b    | a    | b    | a    | b    | a    | b    | a    | b    |
|----------------|------|------|------|------|------|------|------|------|------|------|
| 125             | 0.327| 0.213| 0.428| 0.169| 0.497| 0.165| 0.716| 0.165| 0.835| 0.166|
| 250             | 0.269| 0.174| 0.395| 0.165| 0.453| 0.165| 0.676| 0.167| 0.782| 0.169|
| 500             | 0.249| 0.165| 0.366| 0.165| 0.440| 0.166| 0.624| 0.172| 0.720| 0.176|
| 1000            | 0.234| 0.165| 0.353| 0.167| 0.398| 0.169| 0.578| 0.182| 0.657| 0.194|
| 2000            | 0.220| 0.166| 0.327| 0.172| 0.376| 0.177| 0.499| 0.207| 0.552| 0.237|

$w=0.5$

| $t_{\text{e}}$ | a    | b    | a    | b    | a    | b    | a    | b    | a    | b    |
|----------------|------|------|------|------|------|------|------|------|------|------|
| 125             | 0.247| 0.189| 0.377| 0.166| 0.409| 0.165| 0.586| 0.166| 0.690| 0.167|
| 250             | 0.221| 0.168| 0.322| 0.165| 0.380| 0.165| 0.546| 0.169| 0.637| 0.171|
| 500             | 0.205| 0.165| 0.293| 0.166| 0.353| 0.167| 0.509| 0.175| 0.594| 0.183|
| 1000            | 0.190| 0.165| 0.280| 0.169| 0.328| 0.173| 0.466| 0.191| 0.518| 0.209|
| 2000            | 0.177| 0.168| 9.782| 1.760| 0.306| 0.184| 0.391| 0.230| 0.413| 0.274|

$w=0.8$

| $t_{\text{e}}$ | a    | b    | a    | b    | a    | b    | a    | b    | a    | b    |
|----------------|------|------|------|------|------|------|------|------|------|------|
| 125             | 0.147| 0.168| 0.219| 0.165| 0.263| 0.165| 0.368| 0.168| 0.445| 0.171|
| 250             | 0.143| 0.165| 0.205| 0.166| 0.250| 0.167| 0.344| 0.175| 0.410| 0.181|
| 500             | 0.135| 0.165| 0.192| 0.169| 0.222| 0.170| 31.286| 0.190| 0.354| 0.206|
| 1000            | 0.125| 0.168| 0.180| 0.176| 0.213| 0.183| 0.209| 0.226| 0.279| 0.269|
| 2000            | 0.116| 0.173| 0.156| 0.192| 0.179| 0.211| 0.205| 0.270| 0.185| 0.314|

Table A.2. Fit for the electron temperature $T_e$ for SNR inner regions (i.e. at projected distance $r/r_{\text{shock}} \lesssim 0.8$) as function of explosion energy $T_e(E)/1\text{keV} = a \cdot (E/10^{51}\text{erg})^{b}$ for different outer gas densities. Uncertainties of all fits are less than 10%.

Fig. A.2. Same as Fig. A.1 for $t=2000$, $w=0.8$.
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