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Abstract: In recent decades, distributed consensus-based algorithms for data aggregation have been gaining in importance in wireless sensor networks since their implementation as a complementary mechanism can ensure sensor-measured values with high reliability and optimized energy consumption in spite of imprecise sensor readings. In the presented article, we address the average consensus algorithm over bipartite regular graphs, where the application of the maximum-degree weights causes the divergence of the algorithm. We provide a spectral analysis of the algorithm, propose a distributed mechanism to detect whether a graph is bipartite regular, and identify how to reconfigure the algorithm so that the convergence of the average consensus algorithm is guaranteed over bipartite regular graphs. More specifically, we identify in the article that only the largest and the smallest eigenvalues of the weight matrix are located on the unit circle; the sum of all the inner states is preserved at each iteration despite the algorithm divergence; and the inner states oscillate between two values close to the arithmetic means determined by the initial inner states from each disjoint subset. The proposed mechanism utilizes the first-order forward and backward finite-difference of the inner states (more specifically, five conditions are proposed) to detect whether a graph is bipartite regular or not. Subsequently, the mixing parameter of the algorithm can be reconfigured the way it is identified in this study whereby the convergence of the algorithm is ensured in bipartite regular graphs. In the experimental part, we tested our mechanism over randomly generated bipartite regular graphs, random graphs, and random geometric graphs with various parameters, thereby identifying its very high detection rate and proving that the algorithm can estimate the arithmetic mean with high precision (like in error-free scenarios) after the suggested reconfiguration.
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1. Introduction

1.1. Theoretical Insight into Wireless Sensor Networks

Several decades ago, it was predicted that embedded networked devices would be massively integrated into our daily lives shortly in order to substitute widespread personal computers [1]. Wireless sensor networks (WSNs), a technology applicable to the low-power measurement and controlling, pose a substantial contribution in completing this magnificent technological shift [1,2]. This technology is formed by tiny affordable autonomous sensor devices (often referred to as sensor nodes/sensors) able to concurrently sense physical quantities of interest, process the sensed information, and wirelessly exchange messages with each other [3,4]. The general architecture of the sensor nodes (see Figure 1) consists of the following five basic components, namely, [3,5]:

- Communication device: used to transfer/to receive messages to/from other sensor nodes in the network.
Sensors/actuators: their goals are to sense physical quantities from the adjacent environment, to subsequently convert the sensed information into a digital value, and to affect the surroundings.

Controller: responsible for processing all the data and for controlling other architecture components.

Memory: employed as data storage.

Energy source: supplies other components with electric power.

Figure 1. General architecture of sensor node-forming wireless sensor networks.

Over the last decades, we have been witnesses to the rapid development of WSNs, mainly due to their high cost-effectiveness and convenience in comparison with traditional wire-based communication technologies [6,7]. As stated in [8,9], the recent progress in wireless communication and micro/nanoelectronic technologies allows WSNs to cooperatively monitor large-scale geographical areas with high accuracy, rapidly process real-time field data, and effectively transmit the relevant information to the end-users through the base station (see Figure 2 for the general architecture of WSNs [10]). In addition, modern sensor nodes present significantly versatile devices, thereby having the ability to sense various dynamically changing physical quantities such as seismic events, light, temperature, humidity, etc. [8,11]. Moreover, the application of WSNs results in other practical benefits such as the possibility to detect tracked events online, simple and fast deployment of the monitoring infrastructure, etc. [12]. Therefore, WSNs (in various modifications) have been significantly attracting the attention of both scientific communities and the industry over recent years [9], thereby finding a wide application in various areas, as shown in Figure 3 [6,7,13–15]. In many applications, WSNs can be formed by hundreds to thousands of sensor nodes manually/randomly deployed in hardly accessible and inhospitable terrains; therefore, they are required to reliably operate in the long term despite no technical supervision [3]. So, the algorithms applied in WSNs are intended to be energy efficient and robust to potential failures since the sensor nodes are very prone to numerous negative environmental factors (e.g., temperature, electromagnetic noise, radiation, etc.) [16]. Besides, the measured data can be potentially highly correlated or even duplicated due to a small distance between the sensor nodes distributed over the working area [16]. For these reasons, in many modern WSN-based applications, algorithms for data aggregation are applied to suppress the impact of the mentioned threats on the quality of service (QoS) of the applications executed in WSNs [16].

Figure 2. General architecture of wireless sensor network.
1.2. Data Aggregation in Wireless Sensor Networks

The term “data aggregation” generally refers to any multi-level data-mining process (executed either manually or by software tools) of integrating a large amount of raw data from independent sources into a report-based summarized form for further statistical processing [17]. The mechanisms for data aggregation are mainly applied to process a data mass that does not provide meaningful information to its owner in the current inconsistent form [5]. As stated in [18], raw data can be classified as either numerical (e.g., temperature, pressure, etc.) or categorical (mineral color, city names, etc.), and the results of data aggregation includes various aggregate functions such as arithmetic mean, extreme, median, mode, range, count, sum, etc. The general architecture of data aggregation in WSNs is shown in Figure 4 [19].

- Gathering step: all the sensor nodes in a network/cluster transmit their raw data to a central node [22]. The data are transmitted to this node via wireless channels either directly or by a multi-hop relay [22].
Compressing step: in this phase, a central node removes data redundancy caused by high data correlation from the collected data and integrates the raw data into a more applicable summary form.

Broadcasting step: the integrated data are distributed among the sensor nodes in the network/clusters in this phase.

Figure 5. Classification of mechanisms for data aggregation by F. Castaneda.

Theoretically, the centralized schemes pose an optimal approach, but their implementation in real-world scenarios results in many drawbacks, e.g., a large bandwidth amount, a significant time delay, necessary application of routing mechanisms, high energy requirements, etc. [17]. Moreover, these schemes are generally not appropriate for WSNs with mobile/energy-constrained sensor nodes [22]. Therefore, modern WSN-based applications prefer distributed data aggregation schemes, where no central node for aggregating data is required to be present in a network (unlike the centralized approaches), and the sensor nodes execute data aggregation cooperatively [22]. Besides, data aggregation, in this case, is executed without the need to know the network topology. As stated in [23], the execution of these schemes may be split into two steps:

Gathering step: each sensor node broadcasts its local data to its neighbors, i.e., the nodes situated in its transmission range.

Compressing step: in contrast to the previous schemes, data compression and integration are executed locally at each sensor node in this phase.

Compared to the centralized approach, these schemes are characterized by decreased communication and computation requirements, higher scalability, higher robustness to potential lapses, etc., thereby finding the usage in a wide range of applications over recent years [25–28]. As seen in the literature [29–31], distributed consensus-based algorithms for data aggregation have been gaining in popularity over the past decades.

1.3. Consensus Problem

Reaching consensus, a sub-field of computer science with a rich history, is understood as a process of achieving agreement in a distributed manner among a group of autonomous entities with non-uniform initial opinions on some abstract fact [22]. As stated in [32], the basic idea of a consensus problem is to share relevant information among entities forming the same system in fault-tolerant ways. The theory of a consensus problem has been widely studied over the last decades, and the distributed consensus algorithms, therefore, find the application in numerous areas (e.g., WSNs, the Internet of Things, cloud computing, etc.) and many various scenarios (e.g., detecting failures, leader election, access to critical resources, clock synchronization, the configuration of a system, etc.) [32,33]. The distributed consensus algorithms pose fault-tolerant and resilient solutions for data aggregation and can guarantee that an accurate and real-time status of the monitored physical quantity is
obtained [34]. Therefore, as stated in [34], they are highly recommended for infrastructure-
less technologies with severely energy-constrained entities such as WSNs. As the sensor
nodes in WSNs are significantly constrained in sensing capabilities, each sensor node is
only partially aware of the global status of the observed physical quantity. Therefore, the
application of a distributed consensus algorithm ensures that the sensor nodes can easily
exchange local information about the observed quantity, update their local observations,
and eventually obtain a precise estimate (or even the exact value) about the global status
of the observed physical quantity in WSNs [22]. Thus, as found in the literature [35–37],
distributed consensus algorithms for data aggregation have been becoming a fundamental
complement in many WSNs over the past years.

1.4. Our Contribution

In this article, we focus our attention on the average consensus algorithm (AC) with
the maximum-degree (MD) weights, which is a distributed iterative consensus scheme
for estimating various aggregate functions (namely, the arithmetic mean, the sum, and
the network size). More specifically, we deal with AC with MD weights for distributed
averaging over bipartite regular graphs, where this algorithm diverges, as identified in [38].
In the first part of our contribution, we provide a spectral analysis of AC with MD weights
in bipartite regular graphs. Then, we propose a distributed mechanism for detecting
whether or not the algorithm is executed in graphs that are bipartite regular and identify
how to properly reconfigure the algorithm in these graphs. This allows ensuring the
convergence of AC with MD weights in these critical topologies whereby AC is able to
estimate the desired aggregate function after reconfiguration. The proposed distributed
mechanism is tested in three scenarios (i.e., the inner states are rounded to either decimals,
hundreds, or thousands) over bipartite regular graphs with various degrees as well as
in random graphs (RGs) and random geometric graphs (RGGs) with various parameters.
In the experimental part, very high detection precision of our mechanism is proven in
comprehensive experiments, and it is identified that our proposed mechanism can ensure
that the inner states converge to the arithmetic mean although AC with MD weights is
executed in bipartite regular graphs. As the literature review shows, our contribution
poses a significant novelty compared to other manuscripts from the field, where no similar
approach for the mentioned purpose is presented.

1.5. Paper Organization

This article is formatted into seven sections, and several subsections as follows:

☐ Related Work (Section 2): this section is concerned with the most recent and most
relevant manuscripts from other authors addressing AC or a consensus problem in
graphs that are either bipartite regular/bipartite/regular.

☐ Theoretical Background (Section 3): this section is divided into two subsections, where
the applied mathematical model of WSNs and AC are introduced.

☐ Proposal of Mechanism for Detecting Whether Graphs Are Bipartite Regular (Section 4):
in this section, which is formed by two subsections, we provide a spectral analysis
of AC with MD weights over bipartite regular graphs, propose a novel distributed
mechanism for detecting whether a graph representing WSN is bipartite regular or
not, and explain how to reconfigure the algorithm after detection.

☐ Experimental Section (Section 5): this section consists of two subsections, in which
the applied research methodology is introduced, and the experimental results are
provided and subsequently discussed. Moreover, it is experimentally identified how
to optimally round the inner states for our mechanism.

☐ Future Plans (Section 6): here, we reveal what our plans related to the proposed
mechanism include.

☐ Conclusions (Section 7): in this section, we briefly summarize the contribution pre-
sented in this article.
2. Related Work

In this section, we turn the readers’ attention to the most recent and most relevant (in our opinion) studies addressing AC or a consensus problem in graphs that are either bipartite regular/bipartite/regular.

In the first discussed study [38], Schwarz et al. provide an analysis of AC with MD weights/the generalized Metropolis–Hastings algorithm and formulate the sufficient and necessary conditions for convergence of the mentioned algorithms. In the presented research, it is identified that AC with MD weights and the generalized Metropolis–Hastings algorithm with the optimal mixing parameter (as their weight matrices are identical) do not converge in bipartite regular graphs.

The authors of [39] provide some results from the spectral graph theory for graph structures that are regular and connected and determine the lower bound of the ratio: the second smallest Laplacian eigenvalue/the largest Laplacian eigenvalue for Ramanujan graphs. In the presented research, the authors always refer to regular graphs that are non-bipartite. Regular Ramanujan graphs are also extensively addressed in another manuscript [40].

In [41], a heterogeneous diffusion-based communication protocol for improving the convergence rate of AC is proposed. The authors exploit a high rate of heterogeneous diffusion dynamics to improve the performance of AC. The proposed algorithm is (among others) evaluated over bipartite regular graphs, where its convergence rate is greater compared to concurrent approaches.

In [5], it is identified that the best constant weights of a complete graph on an arbitrary number of vertices guarantee the convergence in all its spanning subgraphs without reconfiguration of the edge weights. As a consequence, AC is significantly simplified over WSNs with mobile sensor nodes. Moreover, it is proven in the study that the convergence is also guaranteed in bipartite regular graphs and disconnected graphs the components of which are bipartite regular graphs.

The authors of [42] provide studies on consensus algorithms in triangular regular graphs, where the convergence time, the network coherence, and the maximum communication time delay are analyzed. In the presented study, it is identified that the proposed graph topology is vulnerable to time delay and noise.

The study [43] is concerned with the observability issue in a consensus network with the topology that is either strongly regular or distance regular. The main contribution of the study is that the observability condition does not require that the rank of the observability matrix be computed.

The study [44] is concerned with the effect of the graph size on the convergence rate of AC, and the overall communication costs are examined in regular and irregular graphs. The authors found out that the upper and the lower bound of the convergence rate is only affected by the vertex degree in regular graphs. Besides, it is stated in the article that an increase in the degree ensures a higher convergence rate of the algorithm. The authors furthermore discover a “Magic Number”—the optimum node degree.

In [45], the authors examine the finite-time bipartite consensus problem in multi-agent systems with detail-balanced structure and propose a new weighted signed AC protocol framework. The study [46] is focused on bipartite consensus in multi-agent systems. It is identified there that bipartite consensus is achieved in multi-agent systems on structurally/vacuously balanced systems in heterogenous signed networks. On the other hand, it is identified in homogeneous signed networks that bipartite consensus forms on all negative bipartite graphs.

The authors of [47] focus their attention on the impact of disturbances on bipartite averaging tracking in multi-agent systems. They propose a non-smooth algorithm to reach the finite-time bipartite averaging tracking. Additionally, two distributed bipartite averaging tracking control algorithms are introduced in this study.
The authors of [48] propose a robust distributed consensus-based algorithm for determining a spectral radius in a network (the largest eigenvalue of the adjacency matrix in this case). The algorithm is based on a log-sum-exp update rule and local communication ensuring that the nodes in a network achieve a consensus on the value of the spectral radius. The authors examine their proposed algorithm in bipartite, non-bipartite, regular, and irregular graphs.

Thus, we can see that only several studies address a consensus problem in graphs that are bipartite regular. Many of the studies provided above (including those that are not provided in this section due to the limited range of the paper) deal with graphs that are either bipartite or regular, and none of them (except for [38]) address AC with MD weights in bipartite regular graphs. In that study, it is, however, only stated that AC with MD weights diverges in this critical topology, a comprehensive analysis of this issue is missing, and no solution of how to overcome it is provided. Thus, our solution poses a significant novelty compared to related studies. See a comparison table (Table 1) in section Appendix, where the novelty of our study compared to the others is highlighted.

Table 1. Comparison of our approach to related work—summary.

| Paper  | Primary Focus of Paper                                                                 | Applied Graphs of Our Interest |
|--------|----------------------------------------------------------------------------------------|--------------------------------|
| [38]   | Formulating the necessary and sufficient convergence conditions for MD weights and the generalized Metropolis-Hastings algorithm | Bipartite regular               |
| [39]   | Determining the lower bound for the Laplacian eigenvalues                               | Ramanujan non-bipartite        |
| [40]   | A proposal of an algorithm for finite bit-rate communication                            | Ramanujan                      |
| [41]   | A proposal of a diffusion-based communication protocol for improving the convergence rate of AC | Bipartite regular              |
| [5]    | A proposal of an algorithm for simplifying AC over mobile systems                      | Bipartite regular              |
|        |                                                                                       | Bipartite regular components   |
| [42]   | An analysis of consensus algorithms                                                    | Triangular regular             |
| [43]   | Addressing the observability issue in a consensus network                              | Strongly regular               |
|        |                                                                                       | Distance regular               |
| [44]   | An analysis of AC, discovering the Magic Number                                        | Regular                        |
|        |                                                                                       | Irregular                      |
| [45]   | An analysis of the finite-time bipartite consensus problem; a proposal of a new weighted signed AC | Bipartite                      |
| [46]   | An analysis of the bipartite consensus problem in multi-agent systems                  | Bipartite                      |
| [47]   | An analysis of the impact of disturbances on bipartite averaging tracking, a proposal of an algorithm to reach the finite-time bipartite averaging tracking | Bipartite                      |
| [48]   | A proposal of a distributed algorithm for determining a spectral radius                 | Bipartite                      |
|        |                                                                                       | Non-bipartite                  |
|        |                                                                                       | Regular                        |
|        |                                                                                       | Irregular                      |
| Ours   | A proposal of a distributed algorithm for detecting AC with MD weights in bipartite regular graphs, identifying how to reconfigure the mixing parameter | Bipartite regular              |

3. Theoretical Background

This section focused on theoretical insight into the topic is split into two subsections, namely:

- Mathematical Model of Wireless Sensor Networks (Section 3.1): this subsection introduces the graphs of our interest in this article and the tools to describe a network/graph topology.
Definition of Average Consensus Algorithm with Maximum-degree Weights (Section 3.2): in this subsection, we provide the definition of AC, its convergence conditions, and the definition of MD weights.

3.1. Mathematical Model of Wireless Sensor Networks

In this article, we consider WSNs formed by homogeneous sensor nodes in terms of the transmission range that can be modeled as undirected simple finite graphs \( G = (V(G), E(G)) \) defined as follows (see an example of an undirected simple finite connected graph (Figure 6)) [5]:

**Definition 1.** An undirected simple finite graph \( G \) is a connected/disconnected graph with a finite number of both the vertices and the edges as well as without any multiple edges and loops. Besides, all the edges in \( G \) are bidirectional.

The size of WSN is represented by the graph order \( n \), a natural number with a constant value in our analyses/experiments and equal to the cardinality of the vertex set \( V(G) \), which contains all the graph vertices (i.e., \( n = |V(G)| \)). Each vertex \( v_i \in V(G) \), a representative of a particular sensor node, is allocated a unique index, a non-zero natural number \( i \) to distinguish the vertices in \( G \) from each other (i.e., \( V(G) = \{v_1, v_2, ..., v_n\} \)). Furthermore, the direct connection between two vertices \( v_i \in V(G) \) and \( v_j \in V(G) \) is represented by the existence of an edge between these two vertices in the edge set \( E(G) \) (i.e., \( e_{ij} \in E(G) \)). Thus, the edge set \( E(G) \subseteq V(G) \times V(G) \), whose cardinality determines the graph size, consists of all the graph edges. In what follows, we always refer to an undirected simple finite graph as a graph.

![Example of undirected simple finite connected graph](image)

**Figure 6.** Example of undirected simple finite connected graph with graph order equal to 6 and graph size equal to 7.

In the literature, one can find many tools to describe the network/graph topologies. Later in this article, we refer to two frequently applied tools, namely, the adjacency matrix \( A(G) \) (see (1) for its definition) and the Laplacian matrix \( L(G) \) (see (2) for its definition) [49]:

\[
[A(G)]_{ij} = \begin{cases} 1, & \text{if } e_{ij} \in E(G) \\ 0, & \text{otherwise} \end{cases} \quad (1)
\]

\[
[L(G)]_{ij} = \begin{cases} -1, & \text{if } e_{ij} \in E(G) \\ d_i, & \text{if } i = j \\ 0, & \text{otherwise} \end{cases} \quad (2)
\]

As mentioned earlier in this article, we address AC with MD weights over bipartite regular graphs; therefore, let us turn our attention to the two following definitions [50,51]:
Definition 2. A graph $G$ is bipartite (sometimes referred to as a bigraph) in the case that its vertex set $V(G)$ can be partitioned into two disjoint subsets $V_1(G)$ and $V_2(G)$ (sometimes referred to as parts of $G$) in such a way that any two vertices within the same subset are not adjacent, i.e.,:

\[ V_1(G) \cup V_2(G) = V(G) \]  
\[ V_1(G) \cap V_2(G) = \emptyset \]  
\[ v_i \in V_1(G) \land v_j \in V_1(G) \implies e_{ij} \notin E(G) \]  
\[ v_i \in V_2(G) \land v_j \in V_2(G) \implies e_{ij} \notin E(G) \]

In other words, the ends of each edge in $G$ are in different subsets.

Definition 3. A graph $G$ is regular in the case that the degree of all the vertices in $G$ is the same. If the degrees are equal to $d$, $G$ is said to be $d$–regular (and its size $|E(G)| = nd$).

Thus, bipartite regular graphs, the primary object of our interest, are such graphs that meet both Definitions 2 and 3. In the following text, the value of $d$ is not relevant in the given context (i.e., we refer to regular graphs regardless of the value of $d$) unless the explicit definition of this value is provided. See Figure 7 for an example of an arbitrary bipartite 2—regular graph with the graph order $n = 8$.

![Bipartite Regular Graph](image)

Figure 7. Example of bipartite 2-regular graph formed by eight vertices.

Later in the article, we also refer to semiregular graphs defined as follows [52]:

Definition 4. A graph $G$ is semiregular (also referred to as biregular) in the case that it is bipartite, and all the vertices in the same subset have the same degree. Thus, there are two values of the degrees: $d_{V_1}$ and $d_{V_2}$ (we refer to a graph as semiregular only if $d_{V_1} \neq d_{V_2}$).

3.2. Definition of Average Consensus Algorithm with Maximum-Degree Weights

In this section, we draw the readers’ attention to AC, a multi-functional distributed iterative scheme for data aggregation in multi-agent systems. The algorithm is mainly designed and frequently applied for distributed averaging (we focus on this functionality in this article) but can also estimate other aggregate functions after minor modifications (the sum and the network size) [5]. In this algorithm, each sensor node initiates its inner state with (for example) a locally measured value and iteratively exchanges it with its neighbors [5]. Besides, it applies the update rule that can be expressed from the global view as the difference Equation (7) in order to determine its inner state for the next iteration [33].

\[ x(k+1) = W(G)x(k) \]  

Here, $x(k)$ is a variant column vector gathering the inner states of all the sensor nodes in a network ($x(0)$ represents the initial inner states), $k$ is the label of an iteration, and $W(G)$ is a square weight matrix of AC affecting numerous algorithm parameters such as the convergence rate, the robustness to potential threads, the convergence/ the divergence of the algorithm, the estimation precision under quantized communication, etc. [5]. As stated in [33], the convergence of AC is only conditioned by the entries of the weight matrix $W(G)$.
Thus, the algorithm convergences for weight matrices $W(G)$ with time-unvaried entries (e.g., static error-free networks), provided that all these three convergence conditions are met [53]:

\begin{align*}
1^T W(G) &= 1^T \\
W(G)1 &= 1 \\
\rho \left( W(G) - \frac{1}{n} 11^T \right) &< 1
\end{align*}  

Here, $\rho(\cdot)$ is the spectral radius of the provided matrix/vector, $1$ is a column all-ones vector, and $1^T$ is its transpose [5]. As stated in [33], meeting all these three conditions ensures that the limit provided in (11) exists, i.e., the inner state $x_i(k)$ of each $v_i \in V$ asymptotically converges to the value of the arithmetic mean (thus, the algorithm is only for determining an estimate of the desired aggregate function and not its exact value).

\[ \lim_{k \to \infty} x(k) = \lim_{k \to \infty} W(G)^k x(0) = \frac{1}{n} 11^T x(0) \]  

One of the most common alternatives of the analyzed algorithm is AC with the Perron matrix (i.e., all the edge weights are equal to the same value determined by the mixing parameter), which is defined as follows [54]:

\[ W(G) = I - \epsilon L(G) \]

Here, $I$ is an identity matrix, and $\epsilon$ represents the mixing parameter. As mentioned earlier in this article, we focus our attention on AC with MD weights, whose weight matrix is Perron and defined as follows [22]:

\[ [W(G)]_{ij} = \begin{cases} \frac{1}{\Delta}, & \text{if } e_{ij} \in E(G) \\ 1 - \frac{d_i}{\Delta}, & \text{if } i = j \\ 0, & \text{otherwise} \end{cases} \]

Here, the parameter $\Delta$ represents the maximum degree, i.e., the degree of the best-connected vertex in a graph, and $d_i$ is the degree of a vertex $v_i$. The parameter $\Delta$ can be easily determined/estimated by applying various techniques (e.g., the max-consensus algorithm, distributed flooding schemes, etc.) whereby AC with MD weights has been finding a wide application in WSNs over the last years [55–57].

4. Proposal of Mechanism for Detecting Whether Graphs Are Bipartite Regular

In this section, we provide a spectral analysis of AC with MD weights in bipartite regular graphs, propose a novel distributed mechanism for detecting whether a graph is bipartite regular or not, and examine how to reconfigure the algorithm after successful detection. This section is divided into two parts:

- Spectral Analysis of AC with MD weights in Bipartite Regular Graphs (Section 4.1): in this subsection, we analyze the spectrum of the adjacency matrix $A(G)$, the Laplacian spectrum $L(G)$, and the spectrum of the weight matrix $W(G)$, provided AC with MD weights is executed in bipartite regular graphs. We identify in this subsection that only the largest eigenvalue $(\lambda_1(W(G)))$ and the smallest eigenvalue $(\lambda_n(W(G)))$ of the weight matrix $W(G)$ are on the unit circle, causing that the inner states oscillate between two values close to the arithmetic means determined by the initial inner states from each disjoint set, and the sum of all the inner states is preserved at each iteration despite the divergence of the algorithm.

- Proposed Mechanism for Detecting Bipartite Regular Graphs in Distributed Fashion (Section 4.2): in this subsection, we propose and present five conditions according to which a sensor node can classify whether or not a graph is bipartite regular. Moreover,
it is identified in this subsection how to reconfigure the mixing parameter $\epsilon$ so that the algorithm converges to the arithmetic mean in bipartite regular graphs after reconfiguration.

4.1. Spectral Analysis of AC with MD Weights in Bipartite Regular Graphs

In this subsection, we present a spectral analysis of AC with MD weights in bipartite regular graphs, as stated above. Specifically, we provide an analysis of the spectrum of the adjacency matrix $A(G)$, the Laplacian spectrum $L(G)$, and the spectrum of the weight matrix $W(G)$ (if AC with MD weights is applied) in bipartite regular graphs. In what follows, we always assume that the eigenvalues of a spectrum are sorted in descending order, i.e.,

\[ SPECTRUM = \{\lambda_1(\cdot), \lambda_2(\cdot), ..., \lambda_n(\cdot)\} \]  (14)

Thus, we refer to the largest eigenvalue of the corresponding spectrum as $\lambda_1(\cdot)$ and the smallest one as $\lambda_n(\cdot)$.

In our analysis, we firstly focus our attention on Theorem 1, which is concerned with $\lambda_1(W(G))$ and $\lambda_n(W(G))$ when AC with MD weights is executed in bipartite regular graphs.

**Theorem 1.** Let $G$ be an arbitrary bipartite regular graph with the graph order $n$. Then, in the case of applying AC with MD weights in $G$, $\lambda_1(W(G))$ and $\lambda_n(W(G))$ are always located on the unit circle, taking the values 1 and -1, respectively.

**Proof of Theorem 1.** At first, let us recall that the relation between the Laplacian eigenvalues $L(G)$ and the eigenvalues of the weight matrix $W(G)$ can be expressed as (15), provided that AC with the Perron matrix (12) is applied [33]. Note that the formula (15) is also valid for the weight matrix $W(G)$ of AC with MD weights as the edge weights are the same for each edge in this case ($\epsilon = \frac{1}{\Delta}$ in the case of MD weights).

\[ \lambda_i(W(G)) = 1 - \epsilon \lambda_{n-i+1}(L(G)) = 1, \text{ for } i = 1, 2, ..., n \]  (15)

Furthermore, by the definition, each Laplacian matrix $L(G)$ is always positive semidefinite $L(G) \succeq 0$, i.e., all its eigenvalues are non-negative, and one of its Laplacian eigenvalues is always equal to zero (the smallest one is always zero ($\lambda_n(L(G)) = 0$) as the matrix is positive semidefinite) [58]. The algebraic multiplicity of the zero eigenvalue is equal to one in the connected graphs, meanwhile, it is greater than one in disconnected graphs. Thus, $\lambda_1(W(G))$ is always equal to one when AC with MD weights is applied since (note that $\lambda_1(W(G))$ is one regardless of the value of the mixing parameter $\epsilon$):

\[ \lambda_n(L(G)) = 0 \implies \lambda_1(W(G)) = 1 - \frac{1}{\Delta} \lambda_n(L(G)) = 1 \]  (16)

Now, let us focus our attention on $\lambda_n(W(G))$. At first, let us turn our attention to the upper bound of the largest Laplacian eigenvalue $\lambda_1(L(G))$, which can be determined as follows [59]:

\[ \lambda_1(L(G)) \leq \max \left\{ \frac{(d_i + d_j) + \sqrt{(d_i - d_j)^2 + 4m_im_j}}{2} : e_{ij} \in E(G) \right\} \]  (17)

Here, $m_i$ represents the average calculated from the degrees of the vertices adjacent to $v_i$. Moreover, the equality in (17) holds iff a graph is bipartite regular/semiregular [59]. Therefore, the upper bound of $\lambda_1(L(G))$ can be reformulated for bipartite regular graphs as follows [5]:

\[ \lambda_1(L(G)) = 2d \]  (18)
As \( d \) is also equal to the maximum degree \( \Delta \) in regular graphs, Formula (18) can be expressed for these graphs as follows:

\[
\lambda_1(L(G)) = 2\Delta \quad \text{(19)}
\]

Thus, in the case of AC with MD weights in bipartite regular graphs, \( \lambda_n(W(G)) \) is always equal to minus one since:

\[
\lambda_1(L(G)) = 2\Delta \implies \lambda_n(W(G)) = 1 - \frac{1}{\Delta} \lambda_1(L(G)) = -1 \quad \text{(20)}
\]

\[\square\]

In Figure 8, we graphically illustrate the position of both \( \lambda_1(W(G)) \) and \( \lambda_n(W(G)) \) on the unit circle, provided AC with MD weights is applied in bipartite regular graphs.

In the following part, we turn our attention to the other remaining eigenvalues of the weight matrix \( W(G) \), provided that AC with MD weights is executed in bipartite regular connected graphs (i.e., \( \{ \lambda_{n-1}(W(G)), \lambda_{n-2}(W(G)), \ldots, \lambda_2(W(G)) \} \)). We do not include disconnected graphs in our analyses since the algorithm cannot estimate the global average in these graphs—the algorithm estimates the local arithmetic mean in each component instead.

**Theorem 2.** In an arbitrary bipartite regular connected graph \( G \) with the graph order \( n \), every eigenvalue of the weight matrix \( W(G) \) except for \( \lambda_1(W(G)) \) and \( \lambda_n(W(G)) \) is located inside the unit circle, provided AC with MD weights is applied.

**Proof.** As stated in Theorem 1, \( \lambda_n(L(G)) \) is equal to zero, causing that \( \lambda_1(W(G)) \) is always one. Additionally, it is identified that \( \lambda_n(W(G)) \) is minus one as \( \lambda_1(L(G)) \) is equal to \( 2\Delta \) (if AC with MD weights is applied in bipartite regular graphs). The remaining problem to solve is whether the other eigenvalues of the weight matrix \( W(G) \) are located on/inside/outside the unit circle if AC with MD weights is applied in the mentioned graphs. In the following part, we identify that all the other eigenvalues of the weight matrix \( W(G) \) are inside the unit circle, provided that AC with MD weights is executed in bipartite regular connected graphs. At first, let us turn our attention to how the eigenvalues of the adjacency matrix \( A(G) \) and the Laplacian eigenvalues \( L(G) \) interlace in regular graphs [39]:

\[
\lambda_i(A(G)) = \Delta - \lambda_{n-i+1}(L(G)), \text{ for } i = 1, 2, \ldots, n \quad \text{(21)}
\]

\[
\lambda_i(L(G)) = \Delta - \lambda_{n-i+1}(A(G)), \text{ for } i = 1, 2, \ldots, n \quad \text{(22)}
\]
Therefore, the values of the largest eigenvalue $\lambda_1(A(G))$ and the second-largest eigenvalue $\lambda_2(A(G))$ of the adjacency matrix $A(G)$ can be determined in regular graphs as follows:

$$\lambda_1(A(G)) = \Delta - \lambda_n(L(G))$$  \hspace{1cm} (23)

$$\lambda_2(A(G)) = \Delta - \lambda_{n-1}(L(G))$$  \hspace{1cm} (24)

Analogically for the largest Laplacian eigenvalue $\lambda_1(L(G))$ and the second-largest Laplacian eigenvalue $\lambda_2(L(G))$, the following can be stated:

$$\lambda_1(L(G)) = \Delta - \lambda_n(A(G))$$  \hspace{1cm} (25)

$$\lambda_2(L(G)) = \Delta - \lambda_{n-1}(A(G))$$  \hspace{1cm} (26)

Thus, $\lambda_1(A(G))$ is equal to the maximum degree $\Delta$ in regular graphs since:

$$\lambda_n(L(G)) = 0 \implies \lambda_1(A(G)) = \Delta - 0 = \Delta$$  \hspace{1cm} (27)

Subsequently, we show that $\lambda_2(A(G))$ is certainly smaller than $\lambda_1(A(G))$ in regular connected graphs. However, at first, let us recall that $\lambda_2(L(G))$ is greater than zero in connected graphs since the algebraic multiplicity of the zero eigenvalue in the Laplacian spectrum $L(G)$ is always one in the connected graphs, and the Laplacian matrix $L(G)$ is positive semidefinite. Thus, we can state the following:

$$\lambda_{n-1}(L(G)) > 0 \land \lambda_1(A(G)) = \Delta \implies \lambda_2(A(G)) = \Delta - \lambda_{n-1}(L(G)) < \lambda_1(A(G))$$  \hspace{1cm} (28)

As stated in [60], the spectrum of the adjacency matrix $A(G)$ is symmetric in bipartite graphs; therefore, the second smallest eigenvalue $\lambda_{n-1}(A(G))$ of the adjacency matrix $A(G)$ is always greater than $\lambda_n(A(G))$ in bipartite regular connected graphs as:

$$\lambda_1(A(G)) = -\lambda_n(A(G)) \land \lambda_2(A(G)) = -\lambda_{n-1}(A(G)) \land \lambda_2(A(G)) < \lambda_1(A(G)) \implies \lambda_n(A(G)) < \lambda_{n-1}(A(G))$$  \hspace{1cm} (29)

Subsequently, we can prove that $\lambda_2(L(G))$ is always smaller than $\lambda_1(L(G))$ in bipartite regular connected graphs since:

$$\lambda_n(A(G)) < \lambda_{n-1}(A(G)) \implies \Delta - \lambda_n(A(G)) > \Delta - \lambda_{n-1}(A(G)) \implies \lambda_1(L(G)) > \lambda_2(L(G))$$  \hspace{1cm} (30)

Thus, the second smallest eigenvalue $\lambda_{n-1}(W(G))$ of the weight matrix $W(G)$ is greater than $\lambda_n(W(G))$ and therefore greater than minus one if AC with MD weights is applied in bipartite regular connected graphs as:

$$\lambda_1(L(G)) > \lambda_2(L(G)) \implies 1 - \frac{1}{\Delta} \lambda_1(L(G)) < 1 - \frac{1}{\Delta} \lambda_2(L(G)) \implies \lambda_n(W(G)) < \lambda_{n-1}(W(G)) \implies \lambda_{n-1}(W(G)) > -1$$  \hspace{1cm} (31)

It is still missing to prove that the second-largest eigenvalue $\lambda_2(W(G))$ of the weight matrix $W(G)$ is always lower than $\lambda_1(W(G))$ (and therefore lower than one) in bipartite regular connected graphs. Thus, we can state the following as the second smallest Laplacian eigenvalue $\lambda_{n-1}(L(G))$ (often referred to as the Fiedler eigenvalue) is always greater than zero in connected graphs:

$$\lambda_{n-1}(L(G)) > 0 \land \lambda_1(W(G)) = 1 \implies \lambda_2(W(G)) = 1 - \frac{1}{\Delta} \lambda_{n-1}(L(G)) < \lambda_1(W(G))$$  \hspace{1cm} (32)

$\square$
In the following figures (Figures 9–11), we show the spectrum of the adjacency matrix $A(G)$ of a bipartite regular connected and a non-bipartite non-regular connected graph with the graph order $n = 8$. So, from the Figure 9a,b, we can see that the spectrum of the adjacency matrix $A(G)$ of the bipartite regular connected graph is symmetric in contrast to the non-bipartite non-regular connected graph. Besides, we depict the Laplacian spectrum $L(G)$ of this bipartite regular connected graph (see Figure 10), from which it is seen that $\lambda_1(L(G))$ is equal to double the maximum degree $\Delta$. Additionally, it is seen that the difference between the eigenvalues of the adjacency matrix $A(G)$ and the Laplacian eigenvalues $L(G)$ is equal to the maximum degree $\Delta$, which is equal to two in this case. In the last two figures (see Figure 11a,b), the difference in the spectra of $W(G)$ is shown—we can see from the figures that $\lambda_1(W(G))$ in the bipartite regular connected graph is equal to minus one, meanwhile, it takes a greater value in the non-bipartite non-regular connected graph (whereby the third convergence condition (10) is met).

![Figure 9](image1.png)  
**Figure 9.** Spectrum of adjacency matrix of bipartite regular connected graph and non-bipartite non-regular connected graph formed by eight vertices example. (a) Bipartite regular connected graph. (b) Non-bipartite non-regular connected graph.

![Figure 10](image2.png)  
**Figure 10.** Laplacian spectrum of bipartite regular connected graph formed by eight vertices and with maximum degree equal to two example.

![Figure 11](image3.png)  
**Figure 11.** Spectrum of weight matrix of bipartite regular connected graph and non-bipartite non-regular graph formed by eight vertices and with mixing parameter equal to $1/\Delta$ example. (a) Bipartite regular connected graph. (b) Non-bipartite non-regular connected graph.
In the following lemma, we identify that $\lambda_n(W(G))$ is greater than minus one in semiregular graphs, implicating $\lambda_n(W(G))$ is only equal to minus one in bipartite regular graphs (since the equality in (17) holds only for bipartite regular/semiregular graphs).

**Lemma 1.** In an arbitrary semiregular graph $G$ with the graph order $n$, $\lambda_n(W(G))$ is always greater than -1, provided that AC with MD weights is applied.

**Proof.** As stated above, the equality in formula (17) holds iff a graph is either bipartite regular or semiregular. In the case of semiregular graphs, formula (17) can be reformulated as follows:

$$\lambda_1(L(G)) = \frac{d_{V_1} + d_{V_2} + \sqrt{(d_{V_1} - d_{V_2})^2 + 4d_{V_2}d_{V_1}}}{2} = d_{V_1} + d_{V_2} \quad (33)$$

As mentioned above, we only refer to a graph as semiregular in the case that $d_{V_1} \neq d_{V_2}$, and so:

$$d_{V_1} > d_{V_2} \lor d_{V_1} < d_{V_2} \implies 2\Delta > d_{V_1} + d_{V_2} \quad (34)$$

Thus, $\lambda_n(W(G))$ is greater than minus one in semiregular graphs since:

$$\lambda_1(L(G)) = d_{V_1} + d_{V_2} \land 2\Delta > d_{V_1} + d_{V_2} \implies \lambda_n(W(G)) = 1 - \frac{1}{\Delta} \lambda_1(L(G)) > -1 \quad (35)$$

In the next part of the article, we focus our attention on Lemma 2, where it is proven why AC with MD weights diverges in bipartite regular connected graphs.

**Lemma 2.** In an arbitrary bipartite regular connected graph $G$ with the graph order $n$, the mixing parameter $\epsilon = \frac{1}{\Delta}$ causes AC with the Perron matrix to diverge in $G$.

**Proof.** As stated in [33], the third convergence condition (10) can be expressed as follows:

$$\rho \left( W(G) - \frac{1}{n} I \right) = \max \{ \lambda_2(W(G)), -\lambda_n(W(G)) \} \quad (36)$$

So, the application of AC with MD weights ($\epsilon = \frac{1}{\Delta}$) results in the divergence of the algorithm in bipartite regular connected graphs as the third convergence condition (10) is not met:

$$\lambda_n(W(G)) = -1 \land \lambda_n(W(G)) < \lambda_2(W(G)) < 1 \implies \max \{ \lambda_2(W(G)), -\lambda_n(W(G)) \} = 1 \quad (37)$$

Therefore, the third convergence condition (10) is broken for the mixing parameter $\epsilon = \frac{1}{\Delta}$, and the algorithm diverges in $G$. \(\square\)

In Theorem 3, we identify that the sum of all the inner states is preserved at each iteration even though the algorithm diverges when AC with MD weights is applied in bipartite regular connected graphs. Besides, the inner states oscillate as the number of iterations increases. The algorithm can, therefore, achieve the convergence after our proposed mechanism is applied due to the findings presented in Theorem 3.

**Theorem 3.** In an arbitrary bipartite regular connected graph $G$ with the graph order $n$, the sum of all the inner states at each iteration is equal to the sum of all the initial inner states (when AC with MD weights is applied) even though the convergence condition (10) is not met. Moreover, the inner states oscillate between two values closed to the arithmetic means determined by the initial inner states from each disjoint subset.
Proof. The weight matrix $W(G)$ defined in (13) is a Hermitian matrix, meaning it is equal to its conjugate transpose [61]. Thus, this weight matrix is diagonalizable whereby it can be factorized into a canonical form as:

$$W(G)^k = Q \Lambda^k Q^{-1}$$

(38)

Here, $Q$ is a matrix containing all the eigenvectors, and $\Lambda$ is a diagonal matrix, whose entries are equal to the eigenvalues of the weight matrix $W(G)$. Thus, it is defined as follows:

$$\Lambda = \begin{pmatrix}
    \lambda_n(W(G)) & & \\
    \lambda_{n-1}(W(G)) & \ddots & \\
        & \ddots & \lambda_2(W(G)) \\
        & & \lambda_1(W(G))
\end{pmatrix}$$

(39)

By definition, the eigenvectors are orthogonal; therefore, the eigendecomposition (38) can be reformulated as follows [62]:

$$W(G)^k = Q \Lambda^k Q^T$$

(40)

Thus, the weight matrix $W(G)$ can be decomposed as follows:

$$W(G)^k = Q \begin{pmatrix}
    \lambda_n(W(G)) & & \\
    \lambda_{n-1}(W(G)) & \ddots & \\
        & \ddots & \lambda_2(W(G)) \\
        & & \lambda_1(W(G))
\end{pmatrix}^k Q^T = Q \begin{pmatrix}
    (\lambda_n(W(G))^k & & \\
    (\lambda_{n-1}(W(G))^k & \ddots & \\
        & \ddots & \lambda_2(W(G))^k \\
        & & \lambda_1(W(G))^k
\end{pmatrix} Q^T$$

(41)

At first, let us turn our attention to the case when the convergence conditions (8)–(10) are met. In this case, all the eigenvalues of the weight matrix $W(G)$ except for the largest one are smaller than one in magnitude [33]. Thus:

$$\lim_{k \to \infty} W(G)^k = Q \begin{pmatrix}
    0 & & \\
    0 & \ddots & \\
    & \ddots & 0 \\
    & & 1
\end{pmatrix} Q^T = QQ^{-1} = \frac{1^T 1}{n}$$

(42)
So, it can be seen that each entry of the weight matrix $W(G)$ approaches the value $\frac{1}{\pi}$. In bipartite regular connected graphs, the entries of the matrix $\Lambda$ are, however, determined as (43), provided that AC with MD weights is applied:

$$\Lambda^k = \begin{pmatrix} (-1)^k \\
\lambda_{n-1}(W(G))^k \\
\vdots \\
\lambda_2(W(G))^k \\
1^k \end{pmatrix}$$

(43)

Here, as stated in Theorem 2, each eigenvalue except for the largest and the smallest one is inside the unit circle, i.e., its value in magnitude is smaller than one. Thus, we can state the following:

$$\lim_{k \to \infty} \lambda_i(W(G)) = 0, \text{ for } i = 2, ..., n - 1$$

(44)

As further seen, the series $(-1)^k$ is divergent, oscillating between two values as $k$ grows, and the series $1^k$ is equal to one for each $k$:

$$(-1)^k = \begin{cases} -1, & \text{for } k = 1, 3, 5, ... \\
1, & \text{for } k = 0, 2, 4, ... \end{cases}$$

(45)

$$1^k = 1, \text{ for } k = 1, 2, 3, ...$$

(46)

Thus, the entries in the weight matrix $W(G)$ approach the values given in (47) and (48) (in contrast to the scenario when all the three convergence conditions are met—see Formula (42)) for higher values of $k$, provided that AC with MD weights is executed in bipartite regular connected graphs.

For even values of $k$ and $\forall v_i \in V(G)$:

$$[W(G)]_{ij}^k = \begin{cases} \frac{2}{\pi}, & \text{if } v_i \in V_1(G) \land v_j \in V_1(G) \lor v_i \in V_2(G) \land v_j \in V_2(G) \lor i = j \\
0, & \text{if } v_i \in V_1(G) \land v_j \in V_2(G) \lor v_i \in V_2(G) \land v_j \in V_1(G) \end{cases}$$

(47)

For odd values of $k$ and $\forall v_i \in V(G)$:

$$[W(G)]_{ij}^k = \begin{cases} 0, & \text{if } v_i \in V_1(G) \land v_j \in V_1(G) \lor v_i \in V_2(G) \land v_j \in V_2(G) \lor i = j \\
\frac{2}{\pi}, & \text{if } v_i \in V_1(G) \land v_j \in V_2(G) \lor v_i \in V_2(G) \land v_j \in V_1(G) \end{cases}$$

(48)

Thus, due to (47), (48), the inner state of each vertex $v_i \in V(G)$ approaches the following values as the number of iterations grows when AC with MD weights is executed in bipartite regular connected graphs. For even values of $k$ and $\forall v_i \in V$:

$$x_i(k) = \begin{cases} \text{averaged initial inner states of all vertices from } V_1(G), & \text{if } v_i \in V_1(G) \\
\text{averaged initial inner states of all vertices from } V_2(G), & \text{if } v_i \in V_2(G) \end{cases}$$

(49)

For odd values of $k$ and $\forall v_i \in V$:

$$x_i(k) = \begin{cases} \text{averaged initial inner states of all vertices from } V_2(G), & \text{if } v_i \in V_1(G) \\
\text{averaged initial inner states of all vertices from } V_1(G), & \text{if } v_i \in V_2(G) \end{cases}$$

(50)

So, it is seen that the inner states oscillate between the values close to those given in Formulas (49) and (50) whereby the sum of all the inner states is preserved in spite of the divergence of the algorithm and equal to the sum determined by the initial inner states of all the vertices in a graph.  \(\square\)
In the following figures, we show the difference between AC with MD weights in a bipartite regular connected graph and a non-bipartite non-regular connected graph. Namely, we compare the evolution of the inner states (see Figure 12a,b) and the evolution of $\lambda_n(W(G))$ (see Figure 12c,d). From the figures, it can be seen that the inner states oscillate as the iteration number grows in the bipartite regular connected graph (Figure 12a) in contrast to the non-bipartite non-regular connected graph (Figure 12b), where the inner states asymptotically converge to the arithmetic mean. From the two other figures, we can see that the value of the examined eigenvalue oscillates between one and minus one in the bipartite regular connected graph (Figure 12c) but approaches zero as the number of iterations increases.

![Evolution of inner states](a)

![Evolution of inner states](b)

![Evolution of smallest eigenvalue in bipartite regular connected graph](c)

![Evolution of smallest eigenvalue of weight matrix in non-bipartite non-regular connected graph](d)

**Figure 12.** Comparison of evolution of inner states and smallest eigenvalue of weight matrix in bipartite regular connected and non-bipartite non-regular connected graph formed by eight vertices and with mixing parameter equal to $1/\Delta$—example. (a) Evolution of inner states in bipartite regular connected graph. (b) Evolution of inner states in non-bipartite non-regular connected graph. (c) Evolution of smallest eigenvalue in bipartite regular connected graph. (d) Evolution of smallest eigenvalue of weight matrix in non-bipartite non-regular connected graph.

### 4.2. Proposed Mechanism for Detecting Bipartite Regular Graphs in Distributed Fashion

The subsection is concerned with our proposed mechanism for distributively detecting whether or not a graph is bipartite regular. In all the following parts, we exclude disconnected graphs from our assumptions since AC cannot estimate the global arithmetic mean, as mentioned earlier. As further stated above in this article, it is fundamental to know whether AC with MD weights is executed in bipartite regular as the algorithm diverges in this critical topology (whereby the arithmetic mean from all the initial inner states cannot be estimated). As the literature review provided above shows, there is no similar approach for overcoming this issue even though ignoring it has a fatal impact on AC with MD weights. In this article, we, therefore, introduce a novel distributed mechanism for solving this issue whereby AC with MD weights can be reconfigured during its execution, and the arithmetic mean can be estimated just like in error-free scenarios. The most fundamental benefits of our mechanism can be summarized as:

- No. 1: the detection is only made according to the difference in inner states of a sensor node whereby no further information (compared to default AC) has to be transmitted. Thus, our proposal is efficient in terms of energy consumption, which is significantly
beneficial in energy-constrained technologies such as WSNs. Each node only stores the values of the inner states from previous iterations, based on which it can detect whether or not a graph is bipartite regular.

☐ No. 2: as identified in Section 4.1, the sum of all the inner states is preserved although the algorithm diverges. This fact ensures that the inner states can begin to converge to the arithmetic mean (the mean square error (MSE) of the inner states converges to zero) once the detection is completed. Thus, the algorithm does not have to start once again but continues in its execution after reconfiguration.

☐ No. 3: the application of our mechanism guarantees a very high detection precision (as shown later in this article) in a short time despite its computational ease.

☐ No. 4: it can be applied not only for AC with MD weights but also for the generalized Metropolis–Hastings algorithm with the mixing parameter $\epsilon = 0$ (as their weight matrices are identical [38]). We do not pay further attention to this algorithm in this article due to the limited range of the study. However, analyzing this algorithm is included in our plans.

In this part, we turn our attention to our proposed distributed mechanism (see Algorithm 1 for a pseudo-code of the algorithm if our mechanism is applied). It operates in such a way that each sensor node verifies the validity of five conditions and can then detect whether a graph is bipartite regular or not. The principle of our mechanism is to distributively detect undamped oscillation between the values close to (49) and (50) at each sensor node. The graph is classified by a sensor node (the detection is executed by each sensor node independently) as bipartite regular, provided all these conditions are met. In contrast, the graph is not considered by this node as bipartite regular unless at least one of these five conditions is met. The mentioned five conditions can be mathematically expressed as follows:

\[
\begin{align*}
\triangledown^1_2 x_i(k+1) &= 0 \\
\triangledown^1_2 x_i(k) &= 0 \\
\Delta^1 x_i(k) &= \triangledown^1 x_i(k-1) \\
\Delta^1 x_i(k) &\neq 0 \\
\triangledown^1 x_i(k-1) &\neq 0
\end{align*}
\]

Here, $\Delta^1_{\Delta k}$ and $\triangledown^1_{\Delta k}$ are the first-order forward/backward finite difference defined as [63]:

\[
\begin{align*}
\Delta^1_{\Delta k} x_i(k) &= \frac{x_i(k + \Delta k) - x_i(k)}{\Delta k} \\
\triangledown^1_{\Delta k} x_i(k) &= \frac{x_i(k) - x_i(k - \Delta k)}{\Delta k}
\end{align*}
\]

The parameter $\Delta k$ determines the difference in the values of $k$, and its value is omitted from the formula if $\Delta k = 1$. As mentioned earlier in this article, the inner states only approach the values (49) and (50); therefore, the values of $x_i(k + \Delta k)$, $x_i(k)$, and $x_i(\Delta k - k)$ have to be rounded for our mechanism (in the experimental part, we analyze how to round these values optimally). In the case that AC with MD weights is executed in bipartite regular graphs, it is assumed that the mixing parameter $\epsilon$ of the algorithm is reconfigured after successful detection made by all the nodes. Thus, the remaining issue is how to reconfigure the mixing parameter $\epsilon$ to ensure the convergence of the algorithm. In the following lemma, we focus our attention on the values of the mixing parameter $\epsilon$ that guarantee the convergence in bipartite regular graphs.
Algorithm 1 AC with MD weights—proposed mechanism is applied

Input: $x(0)$

1: for $k = 0, 1, \ldots$ do
2:   $x(k+1) = W(G)x(k)$
3:   $k = k + 1$
4:   if mechanism is applicable at $k$, and algorithm has not been reconfigured then
      for $i = 1, 2, \ldots, n$ do
          if (51), (52), (53), (54), and (55) are true then
              $v_i$ classifies graph as bipartite regular
          else
              $v_i$ does not classify graph as bipartite regular
          end if
      end for
   end if
11: if all vertices have classified graph as bipartite regular at least once during current run of algorithm, and algorithm has not been reconfigured then
12:   mixing parameter $\epsilon$ is reconfigured according to Lemma 3
13: end if
14: end for

Output: $x(k) \approx x(0)$

Lemma 3. In an arbitrary bipartite regular connected graph $G$ with the graph order $n$, the mixing parameter $0 < \epsilon < \frac{1}{\Delta}$ ensures that AC with the Perron matrix converges in $G$.

Proof. As stated in Lemma 2, the third convergence condition (10) can be reformulated

$$\rho \left( W - \frac{1}{n} 11^T \right) = max \{ \lambda_2(W(G)), -\lambda_n(W(G)) \}$$

(58)

Let us recall that it is further stated in Lemma 2 that the mixing parameter $\epsilon = \frac{1}{\Delta}$ results in the divergence of the algorithm in $G$. Now, let us turn our attention to the value of $\lambda_n(W(G))$ if $0 < \epsilon < \frac{1}{\Delta}$:

$$\lambda_1(L(G)) = 2\Delta \land 0 < \epsilon < \frac{1}{\Delta} \implies \lambda_n(W(G)) = 1 - \epsilon \lambda_1(L(G)) > -1$$

(59)

Thus, the mixing parameter $0 < \epsilon < \frac{1}{\Delta}$ ensures the third convergence condition (10) is met as:

$$\lambda_n(W(G)) > -1 \land \lambda_n(W(G)) < \lambda_2(W(G)) < 1 \implies max \{ \lambda_2(W(G)), -\lambda_n(W(G)) \} < 1$$

(60)

Thus, the mixing parameter $0 < \epsilon < \frac{1}{\Delta}$ ensures the convergence in bipartite regular connected graphs. The first and the second conditions (8), (9) are also met, which results from the definition of the matrix (12).

In Figure 13, we provide a valid example of Lemma 3, i.e., we show the evolution of the inner states and MSE in bipartite regular connected graph—the mixing parameter $\epsilon$ is reconfigured from $\epsilon = \frac{1}{\Delta}$ to either $0 < \epsilon < \frac{1}{\Delta}$ and $\epsilon > \frac{1}{\Delta}$ at $k = 13$. From the figures, we can see that the inner states oscillate before the reconfiguration of the mixing parameter $\epsilon$ in both the cases (see Figure 13a,b). Once the mixing parameter $\epsilon$ is reconfigured, the inner states converge to the arithmetic mean in the first case, meanwhile, the algorithm diverges for $\epsilon > \frac{1}{\Delta}$. Besides, it is observed that MSE approaches a constant value before the algorithm is reconfigured. After the reconfiguration, MSE decreases as the number of the iteration grows for $\epsilon < \frac{1}{\Delta}$ in contrast to $\epsilon > \frac{1}{\Delta}$, when MSE increases with the growth of $k$. 
Figure 13. Comparison of evolution of inner states and MSE in bipartite regular connected and non-bipartite non-regular connected graph formed by eight vertices; provided mixing parameter is reconfigured during algorithm execution—example. (a) Evolution of inner states in bipartite regular connected graph, mixing parameter reconfigured to value lower than $1/\Delta$. (b) Evolution of inner states in non-bipartite non-regular connected graph, mixing parameter reconfigured to value greater than $1/\Delta$. (c) Evolution of MSE in bipartite regular connected graph, mixing parameter reconfigured to value lower than $1/\Delta$. (d) Evolution of MSE in non-bipartite non-regular connected graph, mixing parameter reconfigured to value greater than $1/\Delta$.

5. Experimental Section

This section, where the precision of our proposed mechanism is evaluated, is divided into two subsections, namely:

- Applied Research Methodology (Section 5.1): in this subsection, we introduce the applied research methodology (i.e., specification of the executed experiments, the used graph types, the analyzed scenarios, and how the initial inner states are generated) and the metrics applied to evaluate the performance of our mechanism.

- Experiments and Discussion (Section 5.2): this part consists of three sets of figures (22 figures overall) demonstrating how precisely our mechanism can detect whether or not AC with MD weights is executed over a graph that is bipartite regular and how MSE of the inner states evolves when our mechanism is applied. Subsequently, a discussion about observable phenomena is provided.

5.1. Applied Research Methodology

In this subsection, we turn the reader’s attention to the applied research methodology and the metrics for performance evaluation. All the experiments, the results of which are presented in Section 5.2, were carried out in Matlab2018b (Producer: MathWorks, Location: Natick, Massachusetts, USA). In this article, WSNs were modeled as either random bipartite regular graphs, RGs (that are not bipartite regular), or RGGs (that are not bipartite regular)—all with the graph order $n = 30$.

In the case of bipartite regular graphs, we varied the value of the parameter $d$ in order to generate graphs of various connectivity. Its greater value ensures that the graph connectivity is higher. In our experiments, this parameter took these values:

- $d = \{2, 3, 4, 5, 6, 7, 10, 15\}$
For each value of $d$, 100 unique graphs were generated; therefore, the precision of our mechanism was tested over 800 bipartite regular graphs overall. In these graphs, it was verified how precisely our mechanism can detect that a graph where AC with MD weights is executed is bipartite regular.

The next applied graph type are RGs generated in such a way that an edge between each pair vertices exists with the probability $p$ [64]. Its higher values cause graphs to be better connected. In the experiments, its value is equal to the following values:

- $p = \{5\%, 10\%, 15\%, 20\%\}$

Again, 100 unique graphs were generated for each $p$; therefore, our mechanism was tested over 400 RGs overall. The purpose of these graphs is to evaluate the precision of how our mechanism can detect that AC with MD weights is not executed in bipartite regular graphs.

The last graph type applied in our experiments is RGGs, where each vertex is placed uniformly at random in a free position over a square working area [64]. Once all the vertices are placed, two vertices are linked to one another, provided that their distance is not greater than their transmission radius [64]. In our experiments, we assumed two categories of these graphs, namely, densely and sparsely connected—see Figure 14 for their representatives. Different connectivity was ensured by changing the value of the transmission radius. For each connectivity, 100 graphs with a unique topology were generated whereby the performance of our mechanism was evaluated over 200 RGGs. Just like in the case of RGs, it was also tested in these graphs how precisely our mechanism detects that AC with MD weights is not executed in bipartite regular graphs.

As the inner states only approach the values provided in (49), (50), their values had to be rounded for our mechanism (note that the rounded values were only used by our mechanism—AC exploits non-rounded values). Therefore, we defined and mutually compared three scenarios that differ from each other as follows:

- Scenario 1: the inner states exploited by the proposed mechanism are rounded to decimals.
- Scenario 2: the inner states exploited by the proposed mechanism are rounded to hundreds.
- Scenario 3: the inner states exploited by the proposed mechanism are rounded to thousands.

Figure 14. Example of densely and sparsely connected random geometric graphs. (a) Dense graph connectivity. (b) Sparse graph connectivity.

As mentioned earlier in this paper, we examined how precisely our proposed mechanism can detect that AC with MD weights is executed in both bipartite regular graphs and graphs that are not bipartite regular as well as the impact of the application of the mechanism on MSE of the inner states. The experimental part in this article is, therefore, divided into three parts:
Analysis I. (see Figure 15): in this part, we test how precisely our mechanism can
detect that AC with MD weights is executed over bipartite regular graphs. To evalu-
ate the performance of the proposed mechanism, we analyzed how many sensor
nodes correctly detect (at each iteration) that a graph is bipartite regular (an incorrect
detection means that the mechanism detects that the graph is not bipartite regular in
this case). The detection precision is expressed as the ratio: the correct detections in
the whole network at an iteration/all the executed detections in the whole network
at the same iteration, and this precision is expressed in percentages. In the figures
shown below, we only depict the precision averaged over 100 graphs for each $d$.

Analysis II. (see Figures 16 and 17): the second part is concerned with how precisely
the mechanism that detects that AC with MD weights is executed over graphs that are
not bipartite regular. The performance is just like in the previous analysis evaluated by
applying the ratio: the correct detections in the whole network at an iteration/all the
detections in the whole network at the same iteration—expressed in the percentages
again. However, in this case, a correct detection means that our mechanism classifies
that a graph is not bipartite regular. In this part, AC with MD weights was evaluated
over both RGs and RGGs, as mentioned above. Like in Analysis I., we only depict
the detection precision averaged over 100 graphs for each $p$ and each connectivity of
RGGs, respectively.

Analysis III. (see Figure 18): the last analysis provided in this article is focused on MSE-

based analysis, i.e., we examined how MSE evolves when our mechanism is applied.
The mixing parameter $\epsilon$ is reconfigured to the value equaling $0.9 \frac{1}{n}$ immediately after
all the sensor nodes detect that a graph is bipartite regular. The goal of this analysis
was to demonstrate that AC with MD weights can converge in bipartite regular graphs
when our proposed mechanism is applied and to identify in which scenario high
performance of the algorithm is achieved (thus, we found out how to round the inner
states optimally). To quantify the deviation of the inner states from the arithmetic
mean, we applied MSE over iterations defined as follows [65]:

$$\text{MSE}(k) = \frac{1}{n} \sum_{i=1}^{n} \left( x_i(k) - \frac{1}{n} \langle x(0) \rangle \right)^2$$

(61)

Again, averaged MSE over 100 graphs for each $d$ is only depicted in the figures.

Furthermore, the initial inner states in each experiment are independent and identi-
cally distributed (IID) random values (representatives of independent local measurements)
of the standard Gaussian distribution, which can be expressed as follows:

$$x_i(0) \sim N(0,1), \text{ for } \forall v_i \in V$$

(62)
Figure 15. Evaluation of detection precision of proposed mechanism in bipartite regular graphs with various degrees under three scenarios. (a) Bipartite 2-regular graphs. (b) Bipartite 3-regular graphs. (c) Bipartite 4-regular graphs. (d) Bipartite 5-regular graphs. (e) Bipartite 6-regular graphs. (f) Bipartite 7-regular graphs. (g) Bipartite 10-regular graphs. (h) Bipartite 15-regular graphs.
Figure 16. Evaluation of detection precision of proposed mechanism in random graphs with various connectivity under three scenarios. (a) Random graphs with $p = 5\%$. (b) Random graphs with $p = 10\%$. (c) Random graphs with $p = 20\%$. (d) Random graphs with $p = 30\%$.

Figure 17. Evaluation of detection precision of proposed mechanism in random geometric graphs with various connectivity under three scenarios. (a) Densely connected random geometric graphs. (b) Sparsely connected random geometric graphs.

Figure 18. Cont.
Figure 18. Evolution of mean square error in bipartite regular graphs with various degrees under four various scenarios. (a) Bipartite 2-regular graphs. (b) Bipartite 3-regular graphs. (c) Bipartite 4-regular graphs. (d) Bipartite 5-regular graphs. (e) Bipartite 6-regular graphs. (f) Bipartite 7-regular graphs. (g) Bipartite 10-regular graphs. (h) Bipartite 15-regular graphs.

5.2. Experiments and Discussion

In this section, we present the experimental results from three extensive analyses and provide a discussion about observable phenomena.

The first analysis (Analysis I) was concerned with how precisely our mechanism can detect that AC with MD weights is executed in bipartite regular graphs without any knowledge about the graph topology. As mentioned earlier in this article, we examined three scenarios and tested our mechanism over randomly generated bipartite regular graphs with various $d$. From the results shown in Figure 15, it was seen that the precision of our mechanism grows with an increased iteration number for each value of $d$ and in each examined scenario (with a few exceptions). As further seen from the figures, the precision was low for lower values of iterations but rapidly grew with an increase in the iteration number. Besides, it was seen that the growth rate increased with an increase in $d$. For a higher number of iterations, it was observed that the precision of our proposed mechanism was equal to or greater than 87% in Scenario 1, 96% in Scenario 2, and even more than 98.7% in Scenario 3. On the other hand, its precision did not exceed the value equal to 97% at any iteration in Scenario 1 in contrast to the two other scenarios, in which the precision of 100% was observed at numerous iterations. It can be further seen from the presented results that rounding the inner states to decimals ensures very high detection precision for a lower number of iterations compared to the cases of rounding to hundreds.
or thousands. However, the mechanism in Scenario 1 did not achieve as high a precision as in Scenario 2/3. The highest precision of our proposed mechanism was achieved in Scenario 3 but was reached the slowest. The only exception are the results for \( d = 15 \), when very high precision was achieved at each iteration when the mechanism can be applied in each analyzed scenario. Thus, in these graphs, it is not essential whether the inner states are rounded to decimals, hundreds, or thousands. Moreover, it can be further seen from the results that an increase in \( d \) causes that the mechanism achieves a very high precision for a lower number of iterations in each scenario. The difference between the examined scenarios in terms of the rate of achieving high detection precision decreased as \( d \) grows, and no difference in this aspect was observed for \( d = 15 \). Thus, our mechanism achieved very high precision (especially in Scenario 3) as seen from the experimental results; therefore, it was identified based on the presented experimental results that it had a very high detection precision in the first analysis.

The next analysis (Analysis II) was focused on how our mechanism can detect that the algorithm is executed in graphs that are not bipartite regular with no knowledge about the graph topology again. From the experimentally obtained results depicted in Figure 16 (RGs) and Figure 17 (RGGs), we can see that its precision was almost 100% at each iteration when it can be applied. Therefore, it also achieved very high precision for a lower number of iterations (in contrast to the previous analysis) in each examined scenario, in both RGs and RGGs, and for each graph connectivity. As further seen from the results, the choice of a scenario had just a marginal impact on the detection precision in this analysis. Thus, the proposed mechanism performed even better than in the previous analysis, where its precision was identified to be very high.

In the last analysis (Analysis III), we turn the reader’s attention to how MSE of AC with MD weights evolves in bipartite regular graphs, provided our mechanism is applied. We compared all the three analyzed scenarios with the scenario when our proposed mechanism was not used (i.e., the algorithm diverges). As mentioned earlier in this article, the mixing parameter \( \epsilon \) of the algorithm was reconfigured to 0.9 in our experiments immediately after all the sensor nodes detected that the algorithm was executed in a bipartite regular graph. From the results presented in Figure 18, we can see that MSE cannot drop below a certain value (as the inner states do not converge to the arithmetic mean in bipartite regular graphs) unless our mechanism is applied. However, when it is used, the sensor nodes can detect in a distributed way that the algorithm is executed in bipartite regular graphs. Thus, the mixing parameter \( \epsilon \) can be subsequently reconfigured to the value \( 0 < \epsilon < \frac{3}{4} \) (as identified in Lemma 3) whereby the inner states begin to converge to the arithmetic mean (and MSE starts approaching zero as the iteration number increases). Our mechanism ensures that the algorithm with MD weights can estimate the arithmetic mean determined by the initial inner states of all the sensor nodes and so operates correctly in bipartite regular graphs. From the presented results shown in Figure 18, we can further see that the algorithm achieved low MSE (i.e., values very close to zero) faster in Scenario 1 than in the two other scenarios (in Scenario 3, low MSE was reached the slowest). The graphs with \( d = 15 \) were the only exception since MSE was identical for each scenario at every examined iteration. Thus, rounding the inner states to decimals guarantees the high performance of the algorithm the fastest even though the detection precision in Scenario 1 was the lowest, as shown in the first analysis. Besides, it can be seen from the figures that an increase in \( d \) often ensures that the detection is completed sooner. The most important identified fact is that the inner states converge to the exact value of the arithmetic mean (i.e., with no deviation) due to the application of our mechanism. Thus, as identified in this section, our mechanism represents a high-accuracy distributed mechanism for detecting whether or not a graph is bipartite regular and ensures that AC with MD weights operates correctly and without decreasing the estimation precision in these graphs.
6. Future Plans

Our plans include comprehensive analyses of the proposed mechanism, namely, its analysis in mobile/hybrid and faulty systems (e.g., communication breakdowns, dead nodes, misbehaving nodes, fixed update, synchronization issues, etc.), an examination of its precision under various noises (e.g., quantization noise, incorrect sensor readings, etc.), its applicability in systems with bounded execution, etc. Moreover, we also plan to examine the presented mechanism, provided the generalized Metropolis–Hastings algorithm is applied in bipartite regular graphs. Furthermore, findings from the study [48] can be applied to detect bipartite regular graphs. Therefore, our plans also involve a deep analysis of the mentioned study in order to review its applicability for this purpose.

7. Conclusions

In this article, we proposed a novel distributed mechanism for detecting whether a graph representing WSN is bipartite regular or not. This can ensure that AC with MD weights can be reconfigured during the algorithm execution without any error in estimation precision. At first, we provided an analysis of three spectra (namely, the spectrum of the adjacency matrix, the Laplacian spectrum, and the spectrum of the weight matrix), thereby identifying that only the largest and the smallest eigenvalues of the weight matrix are located on the unit circle when AC with MD weights is applied in bipartite regular connected graphs. Additionally, it was proven that the sum of all the inner states is preserved at each iteration in spite of the divergence of the algorithm, and the inner states oscillate between two values close to the arithmetic means determined by the initial inner states from each disjoint subset. Subsequently, we defined five conditions for distributively classifying whether or not a graph is bipartite regular and identified how to reconfigure the mixing parameter so that the convergence of AC is ensured. In the experimental section, it was proven that our mechanism achieves a very high detection precision under various conditions, and the arithmetic mean was estimated with no error (compared to default AC) after reconfiguration. Besides, it was identified that rounding the inner states to decimals ensures high precision of the inner states (i.e., low values of MSE) in the shortest time even though the detection precision in this scenario is the lowest among the analyzed scenarios.
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The following abbreviations are used in this manuscript:

AC Average consensus algorithm  
MD Maximum degree  
MSE Mean square error  
QoS Quality of service  
RGs Random graphs  
RGGs Random geometric graphs  
WSN Wireless sensor network
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