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\section*{ABSTRACT}
This paper proposes a modification to RNN-Transducer (RNN-T) models for automatic speech recognition (ASR). In standard RNN-T, the emission of a blank symbol consumes exactly one input frame; in our proposed method, we introduce additional blank symbols, which consume two or more input frames when emitted. We refer to the added symbols as \emph{big blanks}, and the method \emph{multi-blank RNN-T}. For training multi-blank RNN-Ts, we propose a novel \emph{logit under-normalization} method in order to prioritize emissions of big blanks. With experiments on multiple languages and datasets, we show that multi-blank RNN-T methods could bring relative speedups of over +90%/+139% to model inference for English Librispeech and German Multilingual Librispeech datasets, respectively. The multi-blank RNN-T method also improves ASR accuracy consistently. We will release our implementation of the method in the NeMo (https://github.com/NVIDIA/NeMo) toolkit.

\noindent \textbf{Index Terms:} ASR, speech recognition, RNN-T, Transducers

\section{1. INTRODUCTION}
End-to-End (E2E) automatic speech recognition (ASR) systems can directly generate output sequences of text tokens from the input sequence of acoustic features, and have gradually surpassed hybrid ASR models \cite{11} in terms of popularity and/or accuracy, and a lot of open-source toolkits \cite{12, 16} are available. Among the common approaches, Attention-based Encoder and Decoder (AED) \cite{7, 8}, Connectionist Temporal Classification (CTC) \cite{9} and Recurrent Neural Network Transducers (RNN-T) \cite{10} are the most commonly used ones. Considerable research efforts have been spent in improving those ASR models, e.g. for computational efficiency \cite{11–14}, more flexible training scenarios \cite{15, 16}, and different types of regularization methods \cite{17, 19}.

This paper focuses on RNN-T models. An RNN-T model consists of an acoustic encoder (or simply, encoder), a decoder (also referred to as a prediction network or a label encoder), and a joint network. The acoustic encoder converts the input acoustic features into a higher-level representation; the decoder extracts the history context information at the label side; the joint network combines the output of the acoustic encoder and the decoder and outputs a probability distribution over the vocabulary. RNN-T achieves great performance but it suffers from the slow inference speed and difficulty to train due to model structure and memory footprint \cite{20}. \cite{21} proposed using external alignment information to pre-train RNN-T to overcome the training difficulty and showed that pre-training can not only improve accuracy but also reduce the RNN-T model latency. \cite{20} proposed using alignment to restrict RNN-Ts in streaming scenarios. \cite{22} \cite{25} all have proposed methods to improve the encoders for RNN-Ts. The decoder, as well as the decoding algorithm of the RNN-T, have also been investigated, e.g. \cite{13, 26, 27}.

In this work, we focus on a relatively less investigated area of research on RNN-Ts – the blank symbol and the loss function. Unlike standard RNN-Ts with a single blank symbol, we propose a multi-blank method, with additional blank symbols that explicitly model duration, and advance the input \( t \) dimension by two or more frames. The method is straightforwardly implemented as an extension to standard RNN-Ts. We show that the proposed multi-blank method improves WER and speeds up ASR inference consistently. On Librispeech test sets, the method brings relative speedups of up to +92.9\% while also improving WER. Besides English, we illustrate that the method also helps improve German ASR accuracy with up to +139.6\% speedup on the Multilingual LibriSpeech (MLS) dataset.

\section{2. MULTI-BLANK RNN-T}

\subsection{2.1. Blank symbol in RNN-T}
By leveraging a blank symbol in the model design, RNN-T does not need alignment information during training. In the RNN-T framework, a label sequence could be augmented by adding an arbitrary number of blanks at any position of the sequence, and during RNN-T model training, for any input sequence, it tries to maximize the probability sum over all augmented sequences of the correct labels. In Figure 1a, we demonstrate an output probability lattice of standard RNN-T model by following \cite{10}. The probability of observing the first \( u \) output sequence elements in the first \( t \) transcription sequence is represented by node \((t, u)\). An upward pointing arrow leaving node \((t, u)\) represents \( y(t, u) \), the probability of outputting an actual label; and a rightward pointing arrow represents \( O(t, u) \), the probability of outputting a blank at \((t, u)\). Note that when outputting an actual label, \( u \) would be incremented by one; and when a blank is emitted, \( t \) is incremented by one.

During inference, an RNN-T model emits at least one token per input frame, and produces a sequence of non-blank and blank symbols. Typical RNN-T output looks like this, 

\[
\begin{aligned}
\emptyset & \quad \emptyset \\
\emptyset & \quad \emptyset \\
\emptyset & \quad \emptyset \\
\emptyset & \quad \emptyset \\
\text{how} & \quad \emptyset \\
\text{are} & \quad \emptyset \\
\text{you} & \quad \emptyset \\
\end{aligned}
\]

where \( \emptyset \) is the blank symbol. Those blank symbols are omitted in post-processing in order to generate the final ASR outputs.

\subsection{2.2. Multi-blank RNN-T}
With the example given in the last section, we note that empirically, a typical RNN-T model generates more blank symbols than non-blanks during inference, which means the model spends a lot of computation generating labels that are not going to be in the final outputs. In this work, we propose \emph{multi-blank} RNN-Ts, which not
softmax function call, so that the softmax output probability lattice with multi-blank RNNT. Green arcs here denote the first big blanks with duration 2, represented as \( O_2(t, u) \) and blue denotes big blanks with duration 3, represented as \( O_3(t, u) \). The dashed line is a possible path with the proposed method.

Fig. 1. Output probability lattice of a standard RNN-T model as in [10] and of a multi-blank RNNT.

only use the standard blanks like standard RNN-T, but also introduces big blank symbols. Those big blank symbols could be thought of as blank symbols with explicitly defined durations – once emitted, the big blank advances the \( t \) by more than one, e.g. two or three. A multi-blank model could use an arbitrary number of blanks with different durations, represented as a set \( \mathcal{N} \) containing all possible blank durations. We require \( 1 \in \mathcal{N} \). Note, standard RNN-Ts could be seen as a special case of multi-blank RNN-Ts where \( \mathcal{N} = \{1\} \).

We compare the probability lattices of standard RNN-T and multi-blank RNN-T in Figures 1a and 1b. Figure 1a is similar to the original Figure from [10], which has only one standard blank symbol with duration 1 (\( \mathcal{N} = \{1\} \)); Figure 1b uses two big blanks with durations \( m = 2 \) and \( m = 3 \), thus \( \mathcal{N} = \{1, 2, 3\} \). The transition arcs corresponding to big blanks are in colors green and blue.

2.3. Forward-backward algorithm

To enable multi-blank RNN-T, the forward-backward algorithm needs to be modified. We follow the notations of [10] for describing the forward-backward algorithm. With the standard RNN-T models, the forward weights (\( \alpha \)) and backward weights (\( \beta \)) are computed as:

\[
\alpha(t, u) = \alpha(t, u - 1)g(t, u - 1) + \alpha(t - 1, u)O(t - 1, u),
\]

\[
\beta(t, u) = \beta(t, u + 1)g(t, u + 1) + \beta(t + 1, u)O(t, u).
\]

For multi-blank RNN-Ts, with a predefined \( \mathcal{N} \), we have:

\[
\alpha(t, u) = \alpha(t, u - 1)g(t, u - 1) + \sum_{m \in \mathcal{N}} \alpha(t - m, u)O_m(t - m, u),
\]

\[
\beta(t, u) = \beta(t, u + 1)g(t, u + 1) + \sum_{m \in \mathcal{N}} \beta(t + m, u)O_m(t, u),
\]

where \( O_m(t, u) \) represent the probability of a big blank with duration \( m \) at lattice location \( (t, u) \).

2.4. Model inference

In standard decoding algorithms for RNN-Ts, the emission of a blank symbol advances input by one frame. Naturally, for inference with multi-blank RNN-T models, we need to change the behavior of the decoding algorithm for big blank emissions. With the multi-blank models, when a big blank with duration \( m \) is emitted, the decoding loop increments \( t \) by exactly \( m \). This allows the inference to skip frames and thus become faster.

3. LOGITS UNDER-NORMALIZATION

Since emissions of big blanks could bring speedup to inference, we want to prioritize emissions of big blanks. We propose a modified RNN-T loss function for this purpose. In standard RNN-Ts, the \( y(t, u) \) and \( O(t, u) \) terms are probabilities of the correct label or blank emitted at \( (t, u) \) location in the probability lattice. This is typically implemented with a \( \log \text{softmax} \) function call, so that the logits represent log probabilities:

\[
\text{logits} = \log \text{softmax}(y).
\]

Here we under-normalize the logits by adding an extra term.

\[
\text{logits} = \log \text{softmax}(y) - \sigma,
\]

where \( \sigma \) is chosen to be 0.05 in our experiments. In the modified RNN-T computation, the weight of a complete path \( \pi \) would be the sum of those under-normalized logits, computed as:

\[
\text{weight}(\pi) = \log P(\pi) - \sigma \cdot |\pi|,
\]

where \( \log P(\pi) \) comes from \( \log \text{softmax}(y) \), and \( |\pi| \) represents the number of emissions (total number of labels and any types of blanks) in the path \( \pi \). Note that RNN-T loss requires summing over the weights of all paths [10]. With the added terms, the loss does not

---

2We remind the readers that like standard RNN-Ts, we need special attention to the boundary cases when \( t < m \) for the forward weights or \( t + m \geq T \) for the backward weights, where big blank transitions don’t exist. In those cases, the big blank weight should be omitted.

3Note this is just to better illustrate the method. In practice, we adopt the function merging method from [11] which performs the normalization and summation together. We will release the code upon acceptance of this paper.
sum over the probabilities uniformly, but applies a weight depending on $|\pi|$, i.e.

$$
\mathcal{L}_{\text{multi-blank RNN-T}} = \log \sum_{\pi} \exp(\text{weight}(\pi))
$$

$$
= \log \sum_{\pi} \frac{P(\pi)}{\exp(\sigma \cdot |\pi|)}.
$$

(6)

The added weight penalizes longer paths, and therefore would prioritize the emission of blanks with larger durations since they cover multiple frames and make the path shorter. Note that under-normalization has no effect on the original RNN-T since all paths are of the same length and thus penalized equally.

### 4. EXPERIMENTS

We evaluate our methods with a Conformer-RNN-T model with a stateless decoder. We find that the stateless-decoder models consistently outperform LSTM-decoder models both in terms of accuracy and speed. We actually have done extensive experiments with RNN-Ts with standard LSTM-decoders as well and all our conclusions about the multi-blank methods still hold.

Our model extracts acoustic features with frame-rate 10ms and window-size 25ms. The Conformer encoder has a convolution layer at the beginning of the network that performs subsampling on the input. The stateless decoders use the concatenation of embeddings of the last two context words as the output. The models use byte-pair encoding \(^2\) as the text representation, and vocabulary sizes are chosen to be 1024.

Although theoretically multi-blank RNN-T models require slightly increased computation during training, we observe negligible increases in training time compared to standard RNN-Ts. Therefore, for all datasets, we report WER and the decoding time in seconds with non-batched greedy inference. We also include the relative speedup factor, represented in percentage, for different types of models compared to the corresponding baseline, which uses standard blank only with $N = \{1\}$. For all multi-blank experiments, we use $\sigma = 0.05$. We did minimal tuning with this parameter as our initial experiments indicate the results aren’t sensitive to this value.

#### 4.1. Librispeech results

Our Librispeech models are trained with the full Librispeech dataset \(^4\), augmented 3-times using speed perturbation factors of 0.9x, 1.0x, 1.1x. We use the `conformer-rnnt-large` configuration in NeMo\(^5\) which has around 120M parameters. To figure out the optimal subsampling rates, we first conduct experiments shown in Table 1. We see that 4X subsampling gives the best accuracy, which we choose as our baseline for comparisons. Since our feature extraction uses a frame-rate of 10ms, this means the equivalent frame-rate used in each decoding step is 40ms.

The comparisons with multi-blank methods are shown in Table 1. From the results, we see that in all cases, multi-blank RNN-T models achieve better WERs than standard RNN-T, and their inference is faster. More speedup is seen with models using big blanks with larger durations. We see speedups over 90% in two of our models that use big blanks with duration up to 8. Here we point out that our best models are able to achieve inference speed between that of 8X and 16X models in Figure 1. Moreover, unlike higher subsampling rates that hurt WERs, our methods give better WER numbers. Readers are reminded that for models with the 8X and 16X subsampling, the subsampling at the beginning of the encoder directly impacts the computational complexity of the later self-attention operations, hence part of the speedup actually comes from reduced encoder computation, while in our approach all speedup comes from the decoding loops.

#### 4.2. German ASR results

For German experiments, we use our internal German dataset which consists of around 2070 hours of audio data and 813,000 utterances. We use RNN-T models with stateless decoders identical to the Librispeech models reported in the previous section and report results on the German test sets in VoxPopuli \(^3\) and Multilingual Librispeech (MLS) \(^4\). The results are shown in Table 2. We see similar trends compared to Librispeech models. Multi-blank methods bring speedups up to around 90% for the VoxPopuli dataset, and around 140% on MLS, while improving ASR accuracy when $N = \{1, 2, 4, 8\}$. Consistent accuracy improvements and various speedup factors are seen with other configurations as well, with a maximum WER gain of over 1% absolute, when $N = \{1, 2, 4\}$.

### 5. ANALYSIS

#### 5.1. Impact of under-normalization for training

We compare our Librispeech models’ ASR accuracy and inference speed on test-other in Table 4 with our without logit under-normalization. We see that without under-normalization, smaller speedup could be seen, but models with big blanks of long durations don’t necessarily run faster, e.g. $\{1,2,4,8\}$ is actually slower than $\{1,2,4\}$. However, with under-normalization, much bigger speedup factors could be achieved without significant changes in ASR accuracy, and we consistently see bigger speedup when using big blanks.

---

\(^2\)See examples/asr/conf/conformer/conformer_transducer_bpe.yaml in NeMo repository.

---

| subsampling | LS test-other |
|-------------|---------------|
| WER (%)     | time (sec)    | speedup (%)  |
|-------------|---------------|
| 4x          | 5.43          | 243          | -            |
| 8x          | 5.56          | 150          | 39.7         |
| 16x         | 6.38          | 106          | 73.6         |

Table 1. Baseline Conformer-RNNT (Large) with different subsampling rates in the encoder: WER (%), and inference time (seconds) for Librispeech test-other. The inference time is computed on the whole test-other dataset with batch=1.

| multi-blank config $N$ | WER (%) | time (sec) | speedup (%) |
|------------------------|---------|------------|-------------|
| baseline               | 5.43    | 243        | -           |
| $\{1, 2\}$            | 5.24    | 174        | 39.7        |
| $\{1, 2, 4\}$         | 5.32    | 140        | 73.6        |
| $\{1, 2, 4, 8\}$      | 5.37    | 126        | 92.9        |
| $\{1, 2, 3, 4, 5, 6, 7, 8\}$ | 5.27 | 126        | 92.9        |

Table 2. Librispeech test-other: WER(%), inference time (seconds), and relative speedup for RNN-T and different multi-blank configurations. Inference time is computed with batch=1. Multi-blank config $N$ is the set of blank durations the model supports, including the standard blank. For example, $\{1,2,4\}$ means the model has a standard blank (with duration 1), and big blanks with durations 2 and 4.
Inference time is computed with batch=1. See Table 2 for explanation of multi-blank config $N$. 

Table 3. German ASR results: WER(%), inference time (seconds), and relative speedup for standard and different multi-blank RNN-Ts. Inference time is computed with batch=1. See Table 2 for explanation of multi-blank config $N$.

| multi-blank config $N$ | WER (%) | time (sec) | speedup (%) | WER (%) | time (sec) | speedup (%) |
|------------------------|---------|------------|-------------|---------|------------|-------------|
| baseline               | 5.43    | 243        | -           | 5.35    | 80         | 28.8        |
| {1,2}                  | 5.37    | 212        | 14.6        | 5.24    | 174        | 39.7        |
| {1,2,4}                | 5.21    | 195        | 24.6        | 5.32    | 140        | 73.6        |
| {1,2,4,8}              | 5.28    | 196        | 24.0        | 5.37    | 126        | 92.9        |
| {1,2,...,7,8}          | 5.18    | 192        | 26.6        | 5.27    | 126        | 92.9        |

Table 4. WER(%), inference time (sec) and relative speedup(%), on Librispeech test-other, with/without logits under-normalization during training. See Table 2 for explanation of multi-blank config $N$.

| multi-blank normal soft-max logits under-norm | WER (%) | time (sec) | speedup (%) | WER (%) | time (sec) | speedup (%) |
|------------------------------------------------|---------|------------|-------------|---------|------------|-------------|
| baseline                                       | 5.43    | 243        | -           | 5.35    | 80         | 28.8        |
| {1,2}                                          | 5.37    | 212        | 14.6        | 5.24    | 174        | 39.7        |
| {1,2,4}                                        | 5.21    | 195        | 24.6        | 5.32    | 140        | 73.6        |
| {1,2,4,8}                                      | 5.28    | 196        | 24.0        | 5.37    | 126        | 92.9        |
| {1,2,...,7,8}                                  | 5.18    | 192        | 26.6        | 5.27    | 126        | 92.9        |

5.2. Big blank emission frequency

We study the distribution of model emissions during inference, shown in Figure 2, where we plot the number of emission counts for different types of symbols with different models on Librispeech test-other. The model is marked with “UN” when it is trained with logits under-normalization. We can see without under-normalization, standard blank emission is suppressed a bit, but longer big blanks are not frequently emitted; however, when under-normalization is used during training, standard blank emissions are drastically decreased, and longer blanks appear significantly more frequently. Readers are reminded that the total length of the bars for each model represents the total number of emissions, which also equals the number of decoding steps during inference. This explains the more significant speedup for models trained with under-normalization.

Table 5. WER(%) and inference time (sec) on Librispeech test-other with different batch-sizes. For multi-blank models, when different utterances in a batch emit blanks of different durations, it is advanced by the minimum of those durations, making this an inexact inference method, resulting in small differences in WERs. Speedup is computed relative to the baseline model with the same batch-size.

| batch-size | baseline | multi-blank |
|------------|----------|-------------|
|            | WER(%)   | time (sec)  | WER(%)   | time (sec)  | speedup (%) |
| 1          | 5.43     | 243        | 5.37     | 126        | 92.9        |
| 2          | 5.43     | 169        | 5.40     | 90         | 87.8        |
| 4          | 5.43     | 134        | 5.40     | 78         | 71.8        |
| 8          | 5.43     | 114        | 5.37     | 77         | 48.1        |
| 16         | 5.43     | 103        | 5.35     | 80         | 28.8        |

5.3. Efficient batched inference for multi-blank transducers

The multi-blank RNN-T method is ideal for on-device speech recognition in that it brings significant speedup in recognition speed as well as better accuracy. With that being said, the method also supports batched inference to run on the server side. In Section 2.4, we mentioned that during inference, when a big blank symbol is emitted, it should advance the input $t$ by the duration corresponding to the big blank. This makes it non-trivial to implement exact batched inference for multi-blank RNN-Ts, since different utterances in the same batch might output blanks with different durations, making it hard to fully parallelize the computation.

We propose an inexact batched inference method: if different utterances in a batch emit blanks of different durations, we increment $t$ by the minimum of those durations, e.g. if at frame $t$, different utterances emit blanks of durations 1, 2, and 4, then the $t$ is incremented by 1 for the next step in the batch decoding. This allows for better parallelization for different utterances in the same batch.

We run the proposed method for batched inference with multi-blank RNN-T models ($N = \{1, 2, 4, 8\}$) on the Librispeech test-other dataset and report the results in Table 5. We see with the baseline, larger batch-sizes speed up model inference with diminishing returns, since large batch-sizes would result in more wasted computation due to padding; for multi-blank models, when the batch-size goes from 1 to 8, the improved parallelism brings speedup in inference; however, after that, it becomes slower again. Besides the padding factors, this is also because with larger batches, it is less likely for all utterances to emit big blanks of large durations, and thus it has to perform more decoding steps by picking the minimum of those durations. Also, we notice slight differences in WER with different batch-sizes. This is because this batched inference method is not equivalent to running utterances in a non-batched mode (hence the method is inexact), in that when a big blank is emitted for an utterance, the decoding process might not advance the $t$ exactly according to the predicted duration, but pick a smaller duration instead, and this might result in small perturbations in the ASR outputs.

6. CONCLUSION AND FUTURE WORK

In this paper, we propose multi-blank RNN-T models, which include standard blanks and also big blanks, whose emission consumes multiple frames. We show with multiple datasets in different languages that this design helps speed up the model inference and improves ASR accuracy. In order to prioritize the emission of big blanks, we proposed a special RNN-T training method, which performs under-normalization of the logits before RNN-T computation, and brings
further speedup to inference. Our best models bring between +90% to +140% relative speedup for inference on different datasets, while achieving better ASR accuracy. For future work, we will work on implementing beam-search for multi-blank RNNTs as well as evaluating the models in streaming modes; we will also perform analysis to investigate exactly why multi-blank models give better WERs than standard RNNT models.
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