Heat flux distribution and rectification of complex networks
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\textbf{Abstract.} It was recently found that the heterogeneity of complex networks can enhance transport properties such as epidemic spreading, electric energy transfer, etc. A trivial deduction would be that the presence of hubs in complex networks can also accelerate the heat transfer although no concrete research has been done so far. In the present study, we have studied this problem and have found a surprising answer: the heterogeneity does not favor but prevents the heat transfer. We present a model to study heat conduction in complex networks and find that the network topology greatly affects the heat flux. The heat conduction decreases with the increase of heterogeneity of the network caused by both degree distribution and the clustering coefficient. Its underlying mechanism can be understood by using random matrix theory. Moreover, we also study the rectification effect and find that it is related to the degree difference of the network, and the distance between the source and the sink. These findings may have potential applications in real networks, such as nanotube/nanowire networks and biological networks.
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1. Introduction

It is well known that heat transfer in a solid obeys Fourier’s law:

\[ J = -\kappa \nabla T, \]

(1)

where the heat flux \( J \) is the amount of heat energy transported through the unit surface per unit time and \( T(x, t) \) is the local temperature. It is not a trivial task to find a microscopic foundation of Fourier’s law, namely find the necessary and/or sufficient condition for the heat conduction to obey the Fourier law. To this end, great effort has been made and some significant results have been achieved in the past decade [1]–[3].

The last decade’s studies have revealed many striking features of heat conduction in low-dimensional systems; in particular, it is found that normal heat conduction (heat conduction following Fourier’s law) only works for limited and specific models. In the general case, abnormal heat conduction has been observed; namely, heat conductivity depends on the system size \( L \), \( \kappa \propto L^\beta \) [4]–[13].

On the other hand, heat conduction is, in fact, a kind of energy diffusion. A lot of attention has been paid to anomalous diffusion. Depending on the exponent \( \alpha \) in \( \langle \Delta x^2 \rangle = 2Dt^\alpha \), the diffusion can be classified into ballistic motion (\( \alpha = 2 \)), superdiffusion (\( 1 < \alpha < 2 \)), normal diffusion (\( \alpha = 1 \)) and subdiffusion (\( \alpha < 1 \)). Normal diffusion has been observed only in the Frenkel–Kontorova (FK) model [14], the disordered FPU model [15], the Lorentz gas channel [16] and billiard models [17, 18], respectively. Recently, it has been pointed out that there exists a corresponding relationship between anomalous heat conduction and anomalous diffusion in the form \( \beta = \alpha - 1 \) [19] or \( \beta = 2 - 2/\alpha \) [2, 20].

However, real systems such as biological systems [21] and artificial networks such as nanotube/nanowire networks in thin-film transistors and nanosensors [22, 23] are not simple one-dimensional (1D) or 2D lattices but complex networks. Owing to the fast development of nanotechnology, it is now very easy to fabricate or grow nanotube/nanowire networks in the laboratory [24]–[27]. Thus the heat conduction in complex networks has now become a realistic problem and we have to face it. To the best of our knowledge, there is no research work on heat conduction in complex networks so far. Thus the purpose of this paper is to provide a first model to study the heat conduction in complex networks.
In contrast with the case of heat conduction, other dynamics in complex networks have been well studied recently, such as epidemic spreading [28]–[32], traffic communication [33]–[37], synchronization [38], electricity transport [24], [39]–[49], etc., owing to the rapid progress in the field of complex networks [50]–[52]. Among them, electric conduction is the one closest to heat conduction. It is found that electric transport changes linearly with the number of added bonds [24, 43], and the heterogeneity of complex networks enables fast mutual access of all nodes and thus improves electric transport [45, 46]. The dependence of electrical current and flow on multiple sources and sinks is also discussed [44]. The whole electric resistance of the network can be figured out by the Kirchhoff second law for the complicated parallel and serial electric circuits [45, 47]. A trivial deduction would be that the presence of hubs in complex networks can also accelerate the heat transfer. According to the best of our knowledge, there is no concrete work to justify this argument so far.

Can we apply the effective approach of the electric network to the case of the heat conduction network? Toward this direction, some primary efforts have been made, such as in small size networks [53, 54] and in coupled chains [55]. For the former, it is found that a small size network can exhibit ‘strange’ transport phenomena. In particular, circulation of heat flux may appear in the steady state of a network of three oscillators only [54]. For the latter, we have found that the coupling between two chains will form an interface and thus introduces an interface thermal resistance. The value of interface thermal resistance depends sensitively on the position and strength of the coupling [55]. These features imply that there are essential differences between the electric network transferred by electrons and the heat conduction network transferred by lattice vibrations. That is, the Kirchhoff second law is applicable to heat conduction network only after considering the induced interface resistance, which is different from the situation of the electric network (circuit) where no interface resistance is considered and the Kirchhoff second law can be directly applied [24], [39]–[43]. These ‘strange’ properties revealed in the small size networks and coupled chains will definitely exist in the case of a complex network, which consists of a lot of chains or small size networks. In complex networks, a diversity of couplings among the chains exist, resulting in a lot of inter-resistances, thus making it difficult to calculate the effective heat resistance of the network. Thus, it is a challenge to study heat conduction in a complex network. To understand heat conduction in complex networks, we need to consider a completely new model, i.e. a model based on the topological structure of a complex network. Therefore the purpose of this paper is to understand how a heat current can be regulated or manipulated by the structures of complex networks.

In this paper, instead of using the effective circuit approach, we will investigate heat conduction in complex networks by using numerical simulations. We demonstrate that the heat flux will decrease with the increase of heterogeneity of the network caused by degree distribution or the clustering coefficient. The effect of rectification will become significant when the degrees of the source and sink nodes have a large difference. This result may shed light on the heat manipulation and regulation in biological systems where the network structure and the dynamical processes may interact with each other and reach an optimal relationship.

The paper is organized as follows. In section 2, we briefly introduce the FPU model of heat conduction in the 1D lattice. In section 3, we present our heat conduction model in complex networks and discuss how heat conduction depends on the network topology. We illustrate the influence of network topology by using random matrix theory. We also discuss the rectification of heat flow caused by the heterogeneity of the network. In section 4, we give our conclusions and discussions.
2. The FPU model

The heat conduction in 1D systems is usually studied by a chain of \( N \) coupled atoms with the two ends contacting a thermal bath of higher or lower temperature, respectively \([1, 2]\). The Hamiltonian of the chain has the form

\[
H = \sum_{i=1}^{N} \left( \frac{p_i^2}{2m_i} + U(x_i) + V(x_{i+1} - x_i) \right),
\]

where \( m_i \) and \( x_i \) represent the mass and the position of the \( i \)th particle, respectively, \( U(x) \) denotes the on-site potential on a substrate and \( V(x) \) is the nearest-neighbor interaction. For convenience, let \( m_i = 1 \) and let \( x_i \) be the displacement from the equilibrium position. As the two ending atoms have special positions, they will have different dynamical equations with the medium atoms. The medium atoms satisfy the canonical equations

\[
\dot{x}_i = \frac{\partial H}{\partial p_i}, \quad \dot{p}_i = -\frac{\partial H}{\partial x_i}, \quad i = 2, 3, \ldots, N - 1.
\]

(3)

Let the first and last atoms be kept at the Nose–Hoover thermostat \([56]\) with temperature, \( T_h \) and \( T_\ell \), respectively. Thus, they satisfy

\[
\dot{x}_1 = \frac{\partial H}{\partial p_1}, \quad \dot{p}_1 = -\frac{\partial H}{\partial x_1} - \xi_{h} p_1,
\]

\[
\dot{x}_N = \frac{\partial H}{\partial p_N}, \quad \dot{p}_N = -\frac{\partial H}{\partial x_N} - \xi_{l} p_N,
\]

(4)

where \( \xi_{h} \) and \( \xi_{l} \) are thermodynamic friction coefficients and satisfy

\[
\dot{\xi}_{h} = \frac{\dot{x}_1^2}{T_h} - 1, \quad \dot{\xi}_{l} = \frac{\dot{x}_N^2}{T_\ell} - 1.
\]

(5)

The thermostat equations (4) and (5) will produce canonical distributions of \( \dot{x}_1 \) and \( \dot{x}_N \) with the given temperatures \( T_h \) and \( T_\ell \), respectively \([56]\). Thus, the medium atoms will be influenced by these two ending atoms and gradually reach their equilibrium state.

The system (2) is momentum conserved when \( U(x) = 0 \) and not conserved when \( U(x) \neq 0 \). Equation (2) will give different models when the potentials \( U \) and \( V \) have different forms. The most general model used in heat conduction is the FPU model where an abnormal process of heat transfer was detected for the first time \([57]\). The potential of the FPU model is defined as \( U(x) = 0 \) and

\[
V(x) = \frac{g_2}{2} x^2 + \frac{g_3}{3} x^3 + \frac{g_4}{4} x^4,
\]

(6)

which can be regarded as resulting from an expansion of \( V \) around its equilibrium position \( x = 0 \). It is called the FPU-\( \alpha \) model when \( g_4 = 0 \) and the FPU-\( \beta \) model when \( g_3 = 0 \) \([1]–[3]\).

After the transient process, the chain will reach a stationary state. A local temperature at each atom can be defined as \([1]–[3]\)

\[
T(i) = \langle p_i^2 \rangle.
\]

(7)
When two neighboring atoms have different local temperatures, there will be a heat flux, $J_i$, from the higher temperature to the lower temperature, which can be calculated by using \([1, 14, 58, 59]\)

$$J_i = \langle \dot{x}_i \frac{\partial V}{\partial x_{i+1}} \rangle,$$  \hspace{1cm} (8)

where $\langle \cdots \rangle$ is the time average. Because of the fluctuation of $\dot{x}_i$, the time for taking the average in equation (8) should be long enough to stabilize $J_i$, such as $10^6$ in this paper. For a single chain, $J_i$ will be site independent.

Except for the FPU model, there are several other models such as the FK model, the $\phi^4$ model, disordered harmonic chains, the ding-a-ling model, Toda lattice, Klein–Gorden lattice, etc, which are also used very often in heat conduction \([1, 2]\). The generalization of these models to two dimensions is rather straightforward; see examples in \([60]–[62]\).

3. Heat conduction in complex networks

As we have pointed out in the introduction, the heat conduction in complex networks is fundamentally different from the regular 1D and 2D chains. To understand the mechanism of heat conduction in complex networks, we present a network model of heat conduction in this section, which is based on the topological structure of complex networks.

3.1. Adjusting the structure of complex networks

The complex network has been well studied in recent years, and a lot of models have been proposed \([50]–[52]\. Two typical models are the random network and the Barabasi–Albert (BA) scale-free network \([50]\. The distinct difference between them is the degree distribution, where the random network has a Gaussian-type distribution $P(k) \sim e^{-k}$, the BA model has a power-law degree distribution $P(k) \sim k^{-3}$, with $k$ being the links of a node.

Based on the BA model, a general network model has been presented, which can produce any network structures in between the random and SF networks by adjusting a parameter $p$ \([63]\. The general network can be constructed as follows: we first take $m$ nodes as the initial nodes and then add one node with $m$ links at each time step. The $m$ links from the added node go to $m$ existing nodes with probability $\Pi_i \sim (1 - p)k_i + p$, where $k_i$ is the degree of node $i$ at that time and $0 \leq p \leq 1$ is a parameter. The resulting network has an average degree $\langle k \rangle = 2m$ for large $N$. Obviously, $(1 - p)k_i$ in $\Pi_i$ represents the preferential attachment and $p$ in $\Pi_i$ represents the random attachment. The resulting connectivity distribution is shown to be \([63]\)

$$P(k) \sim [k + p/(1 - p)]^{-\gamma},$$

where the scaling exponent $\gamma$ is $\gamma = 3 + p/[m(1 - p)]$. We see that the power-law scaling for SF networks is recovered for $p = 0$ and the distribution becomes exponential $P(k) \sim e^{-k/m}$ as $p \to 1$. That is, it is a random network for $p = 1$, the BA model for $p = 0$ and other complex networks in between the random and SF for $0 \leq p \leq 1$.

For a fixed degree distribution $P(k)$, its topology can be changed by adjusting its clustering coefficient $C$, which represents the possibility that two neighbors of a given node will also be neighbors \([50]\. The clustering coefficient can be changed in several ways \([64]–[66]\. We here choose the rewiring approach \([66]$, which has the advantage that the degree of each node will remain unchanged when we change its clustering coefficient. The algorithm of the rewiring approach can be stated as follows \([66]$: randomly choose two links, one connecting nodes $A$
and $B$, and the other $C$ and $D$. Each node changes its partner and the original links $A–B$ and $C–D$ are altered to $A–D$ and $B–C$. The link exchange trial is accepted only when the new network configuration has a higher clustering coefficient.

In this paper, we will use the general network model to discuss the influence of degree distribution on the heat conduction, and then use the rewiring approach to change the clustering coefficient of the general network model and discuss how the clustering coefficient influences the heat conduction.

3.2. The complex network model of heat conduction

Our model can be described as follows: a complex network of heat conduction consists of a lot of atom chains with different lengths and the chains are entangled/intersected at many places. Let each intersection of the atom chains be a node; thus the nodes are connected by short chains, i.e. part of the atom chain. A short chain between two connected nodes can be considered as a 1D chain and its length may be different for different short chains. For simplicity, we replace the short chains by springs, i.e. the nodes are connected/coupled by springs. Thus, these springs form the links of the network. Considering the fact that heat conductivity $\kappa$ is size dependent [1]–[3], we represent the different lengths of short chains between two connected nodes by different spring coefficients or coupling strengths, i.e. the links have different weights, which can be implemented by a given distribution. Therefore, we obtain a weighted network with different weights/couplings on the links. The distribution of weights will be determined later.

We consider the situation in which each node oscillates around its equilibrium position; thus for simplicity, each node $i$ can be considered as a 1D FPU-$\beta$ model with the Hamiltonian $H = \sum_{i} E_i^k + E_i^\gamma$, where $E_i^k = \frac{1}{2}p_i^2$, $E_i^\gamma = \frac{1}{2} \sum_j \gamma_{ij} \left[ \frac{1}{2} (x_j - x_i)^2 + \frac{1}{4} (x_j - x_i)^4 \right]$, $x_i$ represents the displacement from the equilibrium position of node $i$, $\gamma_{ij}$ the coupling/spring strength between nodes $i$ and $j$, and the sum is for all the neighbors $j$ of node $i$. We randomly choose two nodes $i_0$ and $j_0$ to contact two heat baths with temperature $T_h$ and $T_c$ ($T_h > T_c$), respectively. The heat baths are the Nose–Hoover thermostat [1]. Different from the case of 1D chains where the heat can be transported only through one path, here the heat may go from node $i_0$ to node $j_0$ through a number of paths. That is, the heat flux will be transmitted to other nodes through all the links of $i_0$. Near $j_0$, all the fluxes will gradually merge and finally go to $j_0$ through the links of $j_0$. Therefore, the heat flux from $i_0$ to $j_0$ depends on the structure of networks, such as the degree distribution, the clustering coefficient, etc. We are interested in how heat flux from $i_0$ to $j_0$ depends on the network structure.

In short, the heat conduction in complex networks depends on both the induced interface resistance and the network topology. To illustrate how heat flux depends on the network topology, we put the influence of interface resistance aside for a while and consider the specific situation of $\gamma_{ij} = 1$. In this situation, we can write the network in the form of matrix $A = (a_{ij})$ with $a_{ij} = 1$ if $i$ and $j$ are connected and 0 otherwise. Let $a_{ii} = 0$ for avoiding self-connection. Denote $M$ as the temperature vector of $N$ components. For convenience, we reorganize the network and let the source with $T_h$ be node 1 and the sink with $T_c$ be node 2. Thus, the temperature vector $M$ can be expressed as $M = (T_h, T_c, T_3, \ldots, T_N)^T$ and can be divided into block-1 with $M_1 = (T_h, T_c)^T$ and block-2 with $M_2 = (T_3, \ldots, T_N)^T$. The discrete Laplace operator on the network, an analogue of $\nabla^2$, is $L = D - A$, where $D$ is the diagonal degree matrix. Correspondingly, the matrix $L$ can be divided into four submatrices $L_{11}, L_{12}, L_{21}$
and $L_{22}$. In the steady state we have $LM = J$, where $J$ is the external flux. Note that this is the discrete analogue of $-\kappa \nabla^2 T(r) = \nabla \cdot j(r)$ with $M$ playing the role of $\kappa T(r)$ and $J$ playing the role of $-\nabla \cdot j(r)$ [67], where $j(r)$ is the flux vector field. Except for the source and sink nodes, the equilibrium condition demands that no net heat flux should occur, i.e. $J = 0$ for the nodes $i = 3, \ldots, N$. Thus, we have

$$L_{11}M_1 + L_{12}M_2 = J,$$

$$L_{21}M_1 + L_{22}M_2 = 0,$$

where $J = (J_0, -J_0)^T$ with $J_0$ being the outgoing flux at the source $T_h$.

Rewrite the second equation of equation (9) as $L_{22}M_2 = -L_{21}M_1$. As $M_1$ and the submatrices $L_{11}$, $L_{12}$, $L_{21}$ and $L_{22}$ are all known for a network with chosen $i_0$ and $j_0$, so $-L_{21}M_1$ is a $(N - 2) \times 1$ matrix or a $(N - 2)$-dimensional vector. Therefore, the equation $L_{22}M_2 = -L_{21}M_1$ has a unique nonzero solution $M_2$. Then substituting $M_2$ into the first equation of equation (9), we can obtain $J$. That is, $J$ can be analytically solved. $(J)$ is just the ensemble average of $J$ for different pairs of $i_0$ and $j_0$. From the fact that the number of $a_{ij} \neq 0$ in a row of A is the degree of node $i$, we see that the random network has a relatively ‘uniform’ distribution of elements $a_{ij} \neq 0$ in the rows of $A$, while the SF network has a non-uniform $a_{ij} \neq 0$ in the rows of $A$. Another factor to cause heterogeneity of $A$ is the clustering coefficient $C$. For larger $C$, the links form groups and make the elements $a_{ij} \neq 0$ in $A$ become local clusters. The heterogeneity will seriously influence the flux $(J)$ through equation (9).

Go back to our model. Both the interface resistance and the network heterogeneity will influence the flux $(J)$. It is difficult to analytically solve this problem. Thus, in the following, we will use numerical simulations to study the heat conduction in complex networks and the components of $M$ will be calculated by equation (7).

### 3.3. Heat conduction in complex networks

In numerical simulations, we take the network size $N = 100$ and the average links $\langle k \rangle = 6$ and assign each link a coupling strength $\gamma_{i,j}$ from the uniform distribution in $[0.5, 1.5]$. Considering that heat conduction can be considered as a diffusion process of continuous energy pulses from the source to the sink, we need to first understand how an energy pulse is spread out. For this purpose, we first thermalize the network to temperature $T = 0.6$. That is, we randomly choose a few nodes and let them contact a heat bath of temperature $T = 0.6$. The heat bath will continuously provide energy to the nodes and the energy will be gradually transferred to other nodes through the links/couplings. After the transient process, the network will reach a stationary state. Then we remove the heat baths and add an energy pulse $\delta E_i = 9E^i_0$ at a randomly chosen node $i$ at time $t = 0$ by increasing its velocity. We observe that this energy pulse will be gradually transported to its neighbors and then to its neighbors’ neighbors and so on. An interesting finding is that both the variations of $\delta E_i$ at the source node $i$ and the $\delta E_j$ at the neighbors of $i$ and other nodes are not monotonically decreasing or increasing but oscillatory, in contrast to the smooth decay of electric energy.

This oscillatory spreading can be understood as follows. The energy spreading is through the variation of potential between two neighboring nodes. As the vibrations of nodes make the potentials change periodically, the losses or gains of energy at node $i$ depend on its instantaneous
Figure 1. Heat fluxes $J_{i_0 \rightarrow j_0}$ for different pairs $(i_0, j_0)$ at the stationary state with $T_h = 0.7$ and $T_\ell = 0.5$ where the $x$- and $y$-axes denote the node indexes $i_0$ and $j_0$. They are (degree) ordered descendingly, respectively; (a) and (b) denote the cases of $p = 1$ and 0, respectively, and (c) and (d) denote the results of $C = 0.6$ for the cases of $p = 1$ and 0, respectively.

Heat conduction can be considered as a diffusion of continuous energy pulses from the source to the sink. To investigate the influence of network structure, we randomly choose two nodes $i_0$ and $j_0$ and put them in contact with heat baths maintained at temperatures $T_h = 0.7$ and $T_\ell = 0.5$, respectively. The heat bath $T_h$ will continuously provide energy pulses to the node $i_0$; then the energy will be transferred to other nodes through the links/couplings and be finally absorbed at $j_0$ by the heat bath $T_\ell$. After the transient process, the network will reach a stationary state. The heat flux sent out from $i_0$ is the sum of all the paths from $i_0$ to its neighbors and the part on each individual path can be calculated by equation (8), i.e. $\langle p_{i_0}(\partial E^V_{i_0})/(\partial x_{i_0+1}) \rangle$, where $x_{i_0+1}$ denotes one neighbor of node $i_0$ and $\langle . \rangle$ is the time average. In the same way, we can calculate the total heat flux absorbed at $j_0$. After the transient process, the heat flux sent out from $i_0$ will equal that absorbed at $j_0$. We denote it as the heat flux from $i_0$ to $j_0$, $J_{i_0 \rightarrow j_0}$. By changing the node pair $(i_0, j_0)$, we can calculate another $J_{i_0 \rightarrow j_0}$. In this way, we obtain $J_{i_0 \rightarrow j_0}$ for all the possible pairs $(i_0, j_0)$. Figures 1(a) and (b) show the distribution of $J_{i_0 \rightarrow j_0}$ for the cases of $p = 1$ and 0, respectively, where the $x$-axis denotes the node index $i_0$ and the $y$-axis the index $j_0$ and they are degree ordered descendingly. Obviously, the flux $J_{i_0 \rightarrow j_0}$ is different from pair to pair and the fluxes in (a) are much larger than those in (b), indicating that the flux $J_{i_0 \rightarrow j_0}$ depends on the chosen pair $(i_0, j_0)$ and the random network is in favor of energy diffusion. The reason is that the random network is relatively ‘uniform’, most of the nodes have the degree around the average value and thus they spread out the energy fast, while the SF network is heterogeneous with hub nodes, which results in a bottleneck problem and thus suppresses the energy spreading.
We use the rewiring approach [66] to increase the clustering coefficient of the network and then perform the heat conduction simulations. Without rewiring, the clustering coefficient is $C = 0.08$ in figure 1(a) and $C = 0.14$ in figure 1(b). With rewiring, we can increase $C$ to over 0.6. Figures 1(c) and (d) show the results of $C = 0.6$ for the cases of $p = 1$ and 0, respectively. Compared with figures 1(a) and (b), it is easy to see that the fluxes in figures 1(c) and (d) are heavily suppressed, indicating that the fluxes decrease with further increase of heterogeneity.

A common feature of figures 1(a)–(d) is that the fluxes are not continuously varied but interweaved by higher and lower values. This can be understood as follows. For a chosen pair $(i_0, j_0)$, the energy pulse first spreads to the neighbors of $i_0$ and then to the neighbors of the neighbors of $i_0$ and so on. After that, the energy pulses will be gradually merged into the neighbors of $j_0$ and finally absorbed at $j_0$. Thus, the energy is transferred by a lot of paths and each path consists of several intermediate stops. The total flux $J_{i_0 \rightarrow j_0}$ is a sum over all paths. For a different chosen pair $(i_0, j_0)$, the sum $J$ will be different. All the $J$ will satisfy a distribution $P(J)$. For a homogeneous network, each path of heat transmission can be approximately considered as equivalent to others. The sum of heat fluxes on different paths can be approximately treated as the sum of random variables, thus resulting in normal distribution of $P(J)$. For a heterogeneous network, the paths are not equivalent because of the existence of hubs or local loops, i.e. some paths will go through hubs or local loops but others may not. That is, the paths are ‘weighted’ with different weights. The sum of these weighted random variables will deviate from the Gaussian distribution.

Figures 2(a) and (b) show the results for the case without rewiring and the case with rewiring to $C = 0.6$, respectively, where ‘triangles’ denotes the case of $p = 1$, ‘circles’ the case of $p = 0$ and dashed lines are the fit by Gaussian distribution. It is easy to see that the case of the random network with $p = 1$ is fitted very well, but the other three cases are not fitted so well. To make a better fitting, figures 2(c) and (d) show the results in a log–log plot, where the dashed lines are fitted by log-normal distribution. Obviously, the log-normal fit does not work for the case of the random network with $p = 1$ where there is a significant difference between the fitting (red dashed line) and the numerical simulations (triangles) for $J < 0.1$, but works very well for the other three cases. Thus, we conclude that $P(J)$ satisfies Gaussian distribution for the homogeneous network and log-normal distribution for the heterogeneous network.

From figure 2 we see that the peaks of the distribution for the four cases are located at different places, indicating they will have different average flux $\langle J \rangle = \int J P(J) dJ$. To understand how the network structure influences $\langle J \rangle$, we now adjust the degree distribution by the parameter $p$ and change the clustering coefficient $C$ by the rewiring approach. We find that $\langle J \rangle$ increases monotonically with $p$, as shown in figure 3(a), and decreases with the increase of $C$ for fixed degree distribution $P(k)$, as shown in figure 3(b) where ‘squares’ and ‘circles’ represent the cases of $p = 1$ and 0, respectively. As the degree of heterogeneity decreases with the increase of $p$ but increases with $C$, $\langle J \rangle$ decreases with the increase of the degree of heterogeneity.

The underlying mechanism of the influence of network topology on heat conduction can be understood from the structure-induced localizations of collective waves. This topic has been studied in typical complex networks such as small world, random and SF networks [68]–[70], in analogy to the Anderson transition or metal–insulator transition where an injected wave will spread all over the system in a metallic phase but will be localized in the vicinity of the injection point in the insulating phase. An interesting question here is whether a wave injected into one of the nodes will produce a signal at all other nodes or only at a finite set of other nodes. By
studying the spectral statistics, Sade et al [68] found that the connectivity influences the degree of localization. In the case of heat conduction, the energy propagates through the links and redistributes at the nodes into the outgoing links. To show the influence of network on the heat conduction, we consider an electron walking on the network. A simple computation shows that the tight-binding Hamiltonian of the system is the same as the adjacency matrix of the network, \( A \). The elements of \( A \) are given by the coupling strength \( \gamma_{ij} \), i.e. \( a_{ij} = \gamma_{ij} \) if nodes \( i \) and \( j \) are connected; \( a_{ij} = 0 \) otherwise. The nearest-neighbor-level-spacing distribution of the spectrum of \( A \), denoted by \( P(s) \), is given by the Brody distribution

\[
P(s) = (1 + \beta) B \left( \frac{s}{D} \right)^{\beta} \exp \left( -B \left( \frac{s}{D} \right)^{1+\beta} \right),
\]

where \( D \) is the average of \( s \) and \( B = \left[ \Gamma(2+\beta/1+\beta) \right]^{1/\beta} \) [71, 72]. For the cases of \( \beta = 0 \) and 1, \( P(s) \) reduces to the Poisson and Wigner distributions, which correspond to localized and extended states, respectively. Generally, \( \beta \) values are in between 0 and 1 and represent the behavior in between localized and extended states. The structure-induced localization can be quantitatively measured by \( \beta \) [71]–[74].

**Figure 2.** Distributions of heat fluxes: ‘triangles’ denotes the case of \( p = 1 \), ‘circles’ denotes the case of \( p = 0 \) and the dashed lines represent the fit. (a, b) The linear–linear plot with Gaussian fit; (c, d) the log–log plot with log-normal fit.
Figure 3. (a) The ensemble average $\langle J \rangle$ versus $p$; (b) the ensemble average $\langle J \rangle$ versus $C$ for $p = 1$ (‘squares’) and 0 (‘squares’); (c, d) The nearest-neighbor spacing distribution $P(s)$ versus the actual spacing in units of the mean level spacing $s/D$ for the cases without rewiring and with rewiring with $C = 0.5$, respectively, where the zigzag lines denote the experimental results and the smooth curves the Brody distribution fit and the insets are the Brody exponent.

For each fixed parameter $p$ and $C$, we construct 200 network realizations and calculate their eigenvalues and then obtain the normalized $s/D$ by the unfolding approach [73, 74]. Then we construct its histogram by choosing bin = 0.1. The zigzag curves in figures 3(c) and (d) show typical histograms of $p = 0, 1$ for the case without rewiring and the case with rewiring for $C = 0.5$, respectively. The smooth curves in figures 3(c) and (d) are their Brody distribution fits. In this way, we find that the $\beta$ value increases with $p$ for the case without rewiring, see the inset in figure 3(c). For the fixed degree distribution, we find that the $\beta$ value decreases with the increase of $C$ for the case with rewiring; see the inset in figure 3(d). Obviously, the change in the tendency of $\beta$ curves in figures 3(c) and (d) is consistent with the change in the tendency of $\langle J \rangle$ in figures 3(a) and (b), implying that the $\beta$ value is closely related to the heterogeneity of the network. Therefore, the heterogeneity suppressing heat conduction is due to the localization of vibration modes or phonons.

3.4. Rectification in complex networks

Among many ways of manipulating heat flow, rectification is the most fundamental [75]–[78]. Experiment on nanotubes has verified the rectification [25]. Can this phenomenon be observed in the heat conduction of complex networks?
Figure 4. Rectification $R_{ij}$ where figures 4(a)–(d) correspond to figures 1(a)–(d), respectively.

Another feature shown in figures 1(a)–(d) is the asymmetric fluxes, i.e. the heat flux from $i_0$ to $j_0$ is not equal to the inverse. This rectification may be useful in manipulating heat flow, by using the network topology. We here introduce a quantity

$$R_{ij} = \frac{|J_{i\rightarrow j} - J_{j\rightarrow i}|}{\max(J_{i\rightarrow j}, J_{j\rightarrow i})}$$

as the rectification coefficient. Larger $R_{ij}$ corresponds to larger relative difference between $J_{i\rightarrow j}$ and $J_{j\rightarrow i}$, i.e. larger rectification effect. Let $i$ and $j$ be ordered degree descendingly; then the matrix $R_{ij}$ must be symmetric on the diagonal line $i = j$. That is, $R_{ij}$ represents the value of asymmetric transport but ignores the direction of the net flux, i.e. the direction of difference $J_{ij} - J_{ji}$. Figure 4 shows the rectification matrix where figures 4(a)–(d) correspond to figures 1(a)–(d), respectively. From figure 4(a) it is very easy to see that the node index $i = 1$ (or $j = 1$) has higher $R_{ij}$ with all the nodes of $j \geq 5$ (or $i \geq 5$) and the node indexes $i \leq 20$ have higher $R_{ij}$ with most of the other nodes of $j \geq 25$, see the ‘flames’ there, and there are lower $R_{ij}$ among the pairs with both $i \geq 25$ and $j \geq 25$. By checking their degrees we find that the node with $i < 25$ has degree $k_i > k_{max}/2$ and the node with $i \geq 25$ has degree $k_i < k_{max}/2$, indicating statistically that the larger degree difference between $i$ and $j$ makes a larger $R_{ij}$. Considering that the number of those nodes with degree $k_i > k_{max}/2$ is very small and thus can be approximately considered as hubs, we conclude that the $R_{ij}$ between the hubs and the general nodes are significant.

Apart from the degree difference, the distance between $i$ and $j$ and the paths will also influence the rectification; thus we also observe lower $R_{ij}$ between two ‘flames’ in figure 4(a). We observe a similar phenomenon in figure 4(b) except for the first three indexes, i.e. $i \leq 3$. We know that the SF network has hubs. By checking their degrees we find that the node with $i \leq 3$ has degree $k_i > k_{max}/2$ and the node with $i > 4$ has degree $k_i < k_{max}/2$. That is, the degrees of
the first three nodes are much larger than the others. This characteristic feature means that the hubs are directly connected with most of the other nodes without intermediate stops, indicating that their heat transfer is approximately symmetric, thus resulting in lower $R_{ij}$. This point can be seen more clearly as follows. Take a hub and a node connected to it as an example. As the hub has much larger degree than the connected node, the number of paths for sending out heat flux from the hub is much larger than that from the connected node. An intuitive deduction is that the heat flux from the hub to the connected node should be much larger than that from the connected node to the hub. Is this correct? Notice that the shortest path in all the paths from the hub to the connected node has the smallest thermal resistance and thus the maximal heat flux. Especially, this maximal heat flux will be the majority of the total flux from the hub to the connected node when they are directly connected. We have the same conclusion for the inverse process, i.e. heat flux from the connected node to the hub. As the maximal heat flux in the shortest path is the same for both directions because of the same thermal resistance, so their heat transfer is of some difference but the difference is not significant, indicating that their heat transfer is approximately symmetric. Moreover, we find that the $k_{\text{max}}$ of the SF network is two times the $k_{\text{max}}$ of the random network, implying the nodes with $i > 4$ in the SF network are equivalent to all the nodes in the random network and thus they have similar behavior. Figures 4(c) and (d) can be explained in the same way.

To see the influence of degree difference better, we calculate the rectification on degree difference $\Delta k$ and let $R(\Delta k)$ be the average of $R_{ij}$ on those pairs of nodes with $|k_i - k_j| = \Delta k$. Figure 5 shows the results. From both figures 5(a) and (b) we can see that the rectification $R(\Delta k)$ increases with the degree difference of node pairs for all four cases.

4. Conclusions and discussions

The dynamics of complex networks can be classified into two classes. The first class is that the node’s behavior does not change with time, such as epidemic spreading and electric...
current transfer. In epidemic spreading, nodes provide the locations for agents to infect each other; and in electric flow transmission, the resistance at each node is fixed. For this kind of dynamics, because of the existence of hubs, the SF network usually accelerates its transport and results in significant effects such as the absence of epidemic threshold [29] and the improved electric transmission [45]. The second class is that the node’s behavior changes with time, such as the synchronization of oscillators and heat conduction. It is now very clear that the synchronization in complex networks depends on both the network topology and the dynamics of the oscillators [38]. Combining with results obtained in this paper, we would conclude that the SF network may not accelerate the transport for the second dynamics.

In conclusion, we have studied heat conduction in a complex network model. It is found that as an energy flow, heat flow in complex networks is quite different from the electric flow. We have demonstrated that the network structure greatly influences the heat current, and hence it is possible to regulate the heat current via the structure of the complex network. We also demonstrate that the rectification is closely related to the network topology. This result may shed light on the heat manipulation and regulation in biological systems where the network structure and the dynamical processes may interact with each other and reach an optimal relationship.
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