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Abstract

We study the tradeoff between the sum rate and the error probability in downlink of wireless networks. Using the recent results on the achievable rates of finite-length codewords, the problem is cast as a joint optimization of the network sum rate and the per-user error probability. Moreover, we develop an efficient algorithm based on the divide-and-conquer technique to simultaneously maximize the network sum rate and minimize the maximum users’ error probability and to evaluate the effect of the codewords length on the system performance. The results show that, in delay-constrained scenarios, optimizing the per-user error probability plays a key role in achieving high throughput.

I. INTRODUCTION

The fifth generation of wireless communication (5G) must support novel traffic types for which low latency, high data rate, and ultra reliability are of interest. Particularly, in many applications such as vehicle-to-vehicle and vehicle-to-infrastructure communications for traffic efficiency/safety or real-time video processing for augmented reality, the codewords are required to be short (in the order of ∼ 100 channel uses) with stringent requirements on the latency and reliability. Therefore, it is interesting to optimize the performance of wireless networks in the presence of finite-length codewords.

In 2010, presented accurate information-theoretic approximations for the achievable rates of finite blocklength codes. Using [2], the performance of wireless networks with short packets
has been studied in various papers, for the cases with cognitive radio [3], relay networks [4],
hybrid automatic repeat request technique [5].

In this letter, we consider a wireless network with an access point (AP) serving multiple users.
Using short packets, the AP transmits packets in the downlink to the users, which have different
target error probability requirements. Particularly, using the recent results of [2], we propose a
joint sum rate and per-user error probability optimization problem and investigate the effect of
the codeword length on the system performance. To solve the joint sum rate and per-user error
probability optimization problem, we develop a low-complexity two-level algorithm based on the
divide-and-conquer approach. Also, we derive a closed-form expression for the optimal per-user
error probability (Theorem 1). Finally, we find an efficient and close-to-optimal power allocation
algorithm, in terms of sum rate and error probability, based on the augmented Lagrange method
[6] (Algorithm 1).

The simulation and analytical results show that 1) our proposed algorithm can reach (al-
most) the same performance as in the exhaustive search-based approach with considerably less
implementation complexity (Figs. 1 and 2). Also, 2) the throughput is sensitive to the length
of short packets while its sensitivity to the packet length decreases for long packets (Fig. 2b).
Finally, 3) optimal error probability assignment with water-filling (WF) power allocation achieves
higher throughput, compared to using the optimal power allocation with equal error probability
assignment (Figs. 1, 2a).

II. SYSTEM MODEL

We consider a downlink communication model with $N$ single-antenna users which are served
by a single-antenna AP. It is assumed that each user is allocated an orthogonal channel to the
AP, for instance they could be separated in the frequency or time domain. Let us denote the
instantaneous channel gain between the AP and the $i$-th user, $i = 1, \ldots, N$, by $g_i$. The channel
gain $g_i$ can be expressed as $g_i = \bar{g}_i \theta_i$, where $\theta_i$ represents the small scale fading and $\bar{g}_i$ is the
average channel gain, obtained by considering the path loss effects and shadowing. Thus, with
$i$-th user located at distance $d_i$ from the AP, we have $\bar{g}_i = \kappa_i d_i^{\delta_i}$ where $\kappa_i$ is the signal power gain
at distance 1 meter from the AP and $\delta_i$ is the path loss exponent. Moreover, the power allocated
by the AP to the signal of user $i$ is denoted by $p_i$. Thus, the instantaneous signal-to-noise ratio
(SNR) received by user $i$ is $\gamma_i = \frac{p_i \bar{g}_i}{\sigma^2}$, where $\sigma^2$ is the noise power density. We characterize
the network performance when the AP employs packets of short length. Specifically, the user
i’s message is encoded into the packets of length $L$ and transmitted with power $p_i$. In this way, the maximum achievable information rate in nats per channel use (npcu) for user $i$ which can be decoded with block error probability no greater than $\epsilon_i$ is given by [7, Thm. 1]

$$r_i = \log (1 + \gamma_i p_i) - \sqrt{\frac{1}{L} \left( 1 - \frac{1}{(1 + \gamma_i p_i)^2} \right) Q^{-1} (\epsilon_i) + \frac{\log (L)}{L}}. \quad (1)$$

In (1), the achievable rate increases unboundedly as the error probability tends towards one. On the other hand, the rate decreases significantly in the cases with strict error probability requirements, i.e., small $\epsilon_i$’s. Also, the achievable rate increases with the signal length $L$ monotonically and letting $L \to \infty$, the achievable rate (1) converges to Shannon’s capacity formula in the cases with asymptotically long codewords.

Motivated by the tradeoff between the achievable rates and the error probability in (1), we consider a joint sum rate maximization and per-user error probability minimization problem. Assuming perfect channel state information (CSI) at the AP, we study a multi-objective optimization problem

$$\begin{align*}
\text{maximize} \quad & \sum_{i=1}^{N} \log (1 + \gamma_i p_i) - \sqrt{\frac{1}{L} \left( 1 - \frac{1}{(1 + \gamma_i p_i)^2} \right) Q^{-1} (\epsilon_i) + \frac{\log (L)}{L}} \\
\text{minimize} \quad & \max \{ \epsilon_1, \ldots, \epsilon_N \} \\
\text{subject to} \quad & 0 \leq \epsilon_i \leq \epsilon_{\text{max},i} \quad \forall i \in \{ 1, \ldots, N \}, \\
& 0 \leq p_i \quad \forall i \in \{ 1, \ldots, N \}, \\
& \sum_{i=1}^{N} p_i \leq P_{\text{max}},
\end{align*}$$

where $\epsilon = [\epsilon_1, \ldots, \epsilon_N]$ and $p = [p_1, \ldots, p_N]$. Also, in (2b), the goal is to minimize the maximum error probability of the users. Then, in (2c), $\epsilon_{\text{max},i}$ is the maximum error probability constraint of user $i$ which indicates the supporting quality of service (QoS) requirement of user $i$. Also, the total power constraint of the AP is denoted by $P_{\text{max}}$. In this way, (2) is of interest in emerging applications of 5G calling for heterogeneous QoS requirements on data rate and reliability. For instance, massive machine-type communication and ultra-reliable and low latency communication scenarios demand short-length packet exchange with stringent requirement on reliability at moderately low rate (1). The requirements of the aforementioned services illustrate how the framework of (2) can be utilized to balance conflicting performance objectives, namely, sum rate and maximum error probability. Moreover, as seen in the following, our discussions are
well applicable to the cases when optimizing the network sum throughput, which is defined as the product of the rate and the successful message decoding probability. However, as opposed to throughput optimization, (2) is flexible in optimizing the rates and error probabilities individually based on the QoS requirements.

Depending on the number of users, there may be no closed-form solution for (2). Thus, we follow the same method as in [8] to convert the problem into a single objective optimization using the weighted sum method while normalizing the objectives. Also, as seen in Section IV, our proposed sub-optimal approach can reach (almost) the same performance as in the optimal exhaustive search-based scheme. With no loss of generality, we assume \( \epsilon_{\text{max},1} \leq \epsilon_{\text{max},2} \leq \ldots \leq \epsilon_{\text{max},N} < \frac{1}{2} \). Also, to guarantee a consistent comparison between the objectives in (2a) and (2b), we normalize them as

\[
U_1 (p, \epsilon) = \frac{\sum_{i=1}^{N} \log (1 + \gamma_i p_i) - \sqrt{\frac{1}{L} \left( 1 - \frac{1}{1 + \gamma_i p_i} \right) Q^{-1} (\epsilon_i)}}{\text{SR}_\infty} \tag{3}
\]

\[
U_2 (\epsilon) = \frac{\epsilon_{\text{max},N} - \max \{\epsilon_1, \ldots, \epsilon_N\}}{\epsilon_{\text{max},N}} \tag{4}
\]

where \( \text{SR}_\infty \) is a normalization factor that can be found by plugging the water-filling power allocation expression into the Shannon’s capacity formula which provides an upper bound for (2a). Then, we use the weighted sum method to rewrite (2) as the single-objective optimization problem

\[
\text{maximize}_{\epsilon, p} \quad \omega U_1 (p, \epsilon) + (1 - \omega) U_2 (\epsilon) \tag{5a}
\]

subject to \( (2c) - (2e) \). \( \tag{5b} \)

Here, \( 0 \leq \omega \leq 1 \) is the weighting parameter. Note that, with \( \omega \) ranging from 0 to 1, scenarios with strict rate requirements and relaxed error probability requirements to scenarios with low rate requirements and ultra-reliability are addressed.

### III. Proposed Algorithm

The optimization problem (5) belongs to the class of non-convex problems which has a multi-modal objective function, so finding its global optimal solution is computationally infeasible. For this reason, we apply the primal decomposition approach [9] to optimize \( \epsilon \) and \( p \) separately. In this way, to solve (5), we use the following iterative approach

\[
p[0] \rightarrow \epsilon[1] \rightarrow p[1] \rightarrow \ldots \epsilon[T] \rightarrow p[T],
\]

initialization \hspace{1cm} \text{optimal solution}
where $\epsilon[t]$ and $p[t]$ are the optimal error probability and power allocation vectors at iteration $t$, and $T$ is the maximum number of iterations considered by the network designer. The details of our proposed optimization approach are as follows.

### A. Error Probability Optimization For A Given Power Allocation

Here, for a given power allocation $p^*[t-1] := p$, we find the optimal error probabilities of each user at iteration $t$ denoted by $\epsilon^*[t]$. Setting $z = \max\{\epsilon_1, \ldots, \epsilon_N\}$ and assuming a given power allocation, (5) is rephrased as

$$
\text{minimize } \epsilon, z \quad \frac{\omega}{\text{SR}_\infty} \sum_{i=1}^N \sqrt{1 - \frac{1}{(1 + \gamma_i p_i)^2}} Q^{-1}(\epsilon_i) + \frac{1 - \omega}{\epsilon_{\text{max},N}} z
$$

subject to

1. $\epsilon_i \leq z \quad \forall i \in \{1, \ldots, N\}$
2. $0 \leq z \leq \epsilon_{\text{max},N}$
3. $0 \leq \epsilon_i \leq \epsilon_{\text{max},i} \quad \forall i \in \{1, \ldots, N\}$

Theorem 1 gives a closed-form expression for the optimal error probability assignment of each user in terms of (6).

**Theorem 1.** The optimal error probabilities of the users are given by

$$
\epsilon^* = \begin{cases}
  [\epsilon_{\text{max},1}, \ldots, \epsilon_{\text{max},k-1}, \beta_k, \ldots, \beta_k]^{N-k+1 \text{ times}} & \beta_k \in I_k \\
  [\epsilon_{\text{max},1}, \ldots, \epsilon_{\text{max},N}] & \text{otherwise}
\end{cases}
$$

for $k = 1, \ldots, N$. Here, we define the intervals $I_k = (\epsilon_{\text{max},k-1}, \epsilon_{\text{max},k}]$ with $I_1 = (0, \epsilon_{\text{max},1}]$, and $\beta_k = Q\left(\sqrt{2 \log \left(\frac{\sqrt{1 - \omega} \text{SR}_\infty}{\epsilon_{\text{max},N} N \sum_{i=1}^N \sqrt{1 - \gamma_i p_i} + \gamma_i p_i} \right)}\right)$.

**Proof.** Since the constraints in (6b)-(6d) are affine functions in $\epsilon$ and $z$, it is sufficient to prove that the objective function in (6a) is convex. The second derivative of $Q^{-1}(x)$ is given by

$$
\frac{d^2 Q^{-1}(x)}{dx^2} = 2\pi Q^{-1}(x) \exp\left(\left(Q^{-1}(x)\right)^2\right) > 0 \text{ if } x < \frac{1}{2}.
$$

Therefore, considering the fact that $\epsilon_i \leq \epsilon_{\text{max},i} \leq \frac{1}{2}$, the objective function in (6a) is a sum of convex functions and an affine function, i.e., $z$. Hence, (6) is a convex optimization problem, and the optimal solution can be found by considering Karush-Kuhn-Tucker (KKT) conditions. Thus, we write the Lagrangian function of (6) as

$$
\mathcal{L}(\epsilon, z, \lambda, \nu, \eta) = \frac{\omega}{\text{SR}_\infty} \sum_{i=1}^N \sqrt{1 - \frac{1}{(1 + \gamma_i p_i)^2}} Q^{-1}(\epsilon_i) + \frac{\omega}{\text{SR}_\infty} \sum_{i=1}^N \sqrt{1 - \frac{1}{(1 + \gamma_i p_i)^2}} Q^{-1}(\epsilon_i) +
$$
\[ \frac{1 - \omega}{\varepsilon_{\text{max},N}} z - \sum_{i=1}^{N} \lambda_i (z - \epsilon_i) - \sum_{i=1}^{N} \nu_i (\varepsilon_{\text{max},i} - \epsilon_i) - \eta (\varepsilon_{\text{max},N} - z), \]  

where \( \lambda = [\lambda_1, \ldots, \lambda_N] \geq 0, \eta \geq 0, \) and \( \nu = [\nu_1, \ldots, \nu_N] \geq 0 \) are dual variables associated with constraints in (6b), (6c), and (6d), respectively. According to the KKT conditions, the optimal solution, which is denoted by \( \epsilon^* \) and \( z^* \), should satisfy

\begin{align*}
\frac{\partial L}{\partial \epsilon_i^*} &= -\frac{\omega}{\text{SR}_{\infty}} \sqrt{\frac{1}{L}} \frac{1 - \frac{1}{1 + \gamma_i p_i^2}}{2} \exp \left( -\frac{(Q^{-1}(\epsilon_i^*))^2}{2} \right) \\
+ \lambda_i^* + \nu_i^* &= 0, \\
(9a) \\
\frac{\partial L}{\partial z_i^*} &= \frac{1 - \omega}{\varepsilon_{\text{max},N}} - \sum_{i=1}^{N} \lambda_i^* + \eta^* = 0, \\
(9b) \\
\lambda_i^* (z^* - \epsilon_i^*) &= 0, \\
(v_i^* (\varepsilon_{\text{max},i} - \epsilon_i^*) &= 0, \\
(9c) \\
\eta^* (\varepsilon_{\text{max},N} - z^*) &= 0, \\
(9d) \\
(\text{6b)} - \text{6d}). \\
(9e)
\end{align*}

In (9a), we have used \( \frac{dQ^{-1}(x)}{dx} = -\sqrt{2\pi} \exp \left( -\frac{(Q^{-1}(x))^2}{2} \right) \). From (9c) and (9d), it can be verified that \( \epsilon_i^* \) is equal to either \( z^* \) or \( \varepsilon_{\text{max},i} \); otherwise, \( \lambda_i^* \) and \( \nu_i^* \) must be equal to zero which contradict with (9a). Assume \( z^* < \varepsilon_{\text{max},N} \) and \( z^* \in I_k \), so according to (9e), we have \( \eta^* = 0 \). Note that, for \( 1 \leq i \leq k - 1 \), \( \epsilon_i^* \) must be equal to \( \varepsilon_{\text{max},i} \) since we have \( z^* > \varepsilon_{\text{max},i} \). Also, due to the fact that \( z^* < \varepsilon_{\text{max},i} \), it can be inferred that \( \epsilon_i^* = z^* \) for \( k \leq i \leq N \). Thus, in the cases with \( z^* \in I_k \), we have \( \epsilon^* = [\varepsilon_{\text{max},1}, \ldots, \varepsilon_{\text{max},k-1}, z^*, \ldots, z^*] \). Then, from (9c) and (9d), it can be concluded that \( \lambda_i^* = 0 \) for \( 1 \leq i \leq k - 1 \) and \( \nu_i^* = 0 \) for \( k \leq i \leq N \). In this way, (9a) can be expressed as

\[ \frac{\omega}{\text{SR}_{\infty}} \sqrt{\frac{1}{L}} \frac{1 - \frac{1}{1 + \gamma_i p_i^2}}{2} \exp \left( -\frac{(Q^{-1}(z^*))^2}{2} \right) = \lambda_i^*, \]

for \( k \leq i \leq N \). Also, from (9b) and (10), we have

\[ \frac{1 - \omega}{\varepsilon_{\text{max},N}} = \sum_{i=k}^{N} \lambda_i^*. \]

Plugging (10) into (11), the upper branch of (7) is found. In this way, depending on \( z^* \) being in each region \( I_k \), the closed-form solution for \( \epsilon^* \) is provided. Then, given \( z^* = \varepsilon_{\text{max},N} \), it is straightforward to show that the objective function in (6a) is a decreasing function in each \( \epsilon_i \), so
the lower branch of (7) provides the optimal solution. Note that because of the strict convexity of (6a), there is an optimal solution for $\epsilon$ which is found by searching in $N + 1$ branches of (7).

\[ \square \]

**B. Optimal Power Allocation For A Given Error Probability**

Consider a given $\epsilon[t] := \epsilon$. Then, (5) is relaxed to

\[
\begin{align*}
\max p & \quad \omega U_1(p, \epsilon) \\
\text{subject to } & \quad (2d)-(2e). \quad (12a)
\end{align*}
\]

Since the function in (12a) is non-concave in $p$, problem (12) belongs to the class of non-convex optimization problems. In a non-convex problem, there is a nonzero duality gap between primal and dual problems. Here, we use the augmented Lagrange approach [6, sec 4] to deal with this non-convex optimization which reduces the duality gap by augmenting a penalty-like quadratic term added to the Lagrangian function. In [6, Sec 4.2], it has been proved that the augmented Lagrangian is locally convex when the penalty parameter is sufficiently large. In contrast to the penalty functions approach, the augmented Lagrangian function largely preserves smoothness and does not require an asymptotically large penalty parameter for the method to converge, meaning that the penalization is exact. Augmented Lagrangian algorithms are based on successive maximization of the augmented Lagrangian function in which the multiplier estimates and penalty parameter are fixed in each iteration and then updated between iterations. Applying the augmented Lagrangian method on (12), which eliminates the constraints and adds them to the objective function, gives the augmented Lagrangian function

\[
L_{\mu, \zeta}(p) = \frac{\omega}{SR_\infty} \left[ \sum_{i=1}^{N} \log (1 + \gamma_i p_i) - \frac{1}{L} \left( 1 - \frac{1}{(1 + \gamma_i p_i)^2} \right) Q^{-1}(\epsilon_i) \right] - \frac{1}{2\mu} \left[ \max \left\{ 0, \zeta - \mu \left( P_{\max} - \sum_{i=1}^{N} p_i \right) \right\} \right]^2 - \zeta^2, \quad (13)
\]

where $\mu$ is a positive coefficient denoting the penalty parameter and $\zeta$ is the Lagrangian dual variable associated with (2e). Then, at stage $l$ of the power allocation problem, we solve

\[
\max p \quad L_{\mu,l, \zeta}(p), \quad (14)
\]
which approximates (12) to find the power allocation at iteration $l+1$ denoted by $p^{(l+1)}$. Moreover, variables $\zeta^{(l)}$ and $\mu^{(l)}$ are updated according to

$$\zeta^{(l+1)} = \max \left\{ 0, \zeta^{(l)} - \mu^{(l)} \left( P_{\text{max}} - \sum_{i=1}^{N} p_{i}^{(l)} \right) \right\},$$

$$\mu^{(l+1)} = 2 \mu^{(l)},$$

respectively. In this way, as $\mu^{(l)}$ increases, the violations introduced by constraints are penalized more severely so that the maximizer of the penalty function in (14) gives the results closer to the feasible region. In [6, Sec 4.2], it has been shown that while the constraints are nonlinear, the convergence rate of the augmented Lagrangian method is linear.

The iterative joint error probabilities and power allocation algorithm is summarized in Algorithm 1. In order to analyze the complexity order of the proposed algorithm, we note that the optimal error probabilities can be found by (7) with the complexity $O(N)$. Also, the complexity of the power allocation at each iteration is $O(N^2)$. Thus, the complexity of Algorithm 1 is $O(N^2) + O(N) = O(N^2)$.

**Algorithm 1** Error Probabilities Assignment and Power Allocation

1: For every given $\omega$, $P_{\text{max}}$, $\{\varepsilon_{\text{max,}1}, \ldots, \varepsilon_{\text{max,}N}\}$, $\mu^{(0)}$, and $\zeta^{(0)}$.
2: Initialize: $p[0]$ and $t = 0$.
3: while $\{\varepsilon^{*}[t]\}$ converges do
4: Calculate $\varepsilon^{*}[t + 1]$ via (7) with given $p^{*}[t]$.
5: Initialize: $l = 0$.
6: while $\{p^{(l)}\}$ converges do
7: Calculate $p^{(l+1)}$ via (14) with given $\varepsilon^{*}[t + 1]$, $\zeta^{(l)}$, and $\mu^{(l)}$.
8: Update $\zeta^{(l+1)}$ and $\mu^{(l+1)}$ via (15).
9: $l = l + 1$.
10: end while
11: $p^{*}[t + 1] = p^{(l)}$.
12: $t = t + 1$
13: end while
IV. Numerical Results and Conclusion

Here, we study the trade-off between the sum rate and maximum error probability. We set the noise power $\sigma^2 = 1$, the number of users $N = 4$, and the error probability constraints $\varepsilon_{\text{max}} = [10^{-5}, 5 \times 10^{-5}, 10^{-4}, 5 \times 10^{-4}]$ which are often assumed for vehicular-to-vehicular communications [1]. Also, it is assumed that the users are equidistant from the AP. Also, we consider Rayleigh fading with mean 1. Finally, we set $\mu^{(0)} = 1$ and $\varphi^{(0)} = 0.15$ in Algorithm 1. For the numerical results, we consider the cases with $L \geq 100$ channel uses, for which the approximation (1) is tight enough [2]. Also, we compare our method with three baseline algorithms: 1) WF-based power allocation with the error probabilities of all users set to the minimum of the required error probabilities, called minmax error probability assignment, i.e., $\epsilon = [\varepsilon_{\text{max},1}, \ldots, \varepsilon_{\text{max},1}]$. 2) the proposed method for power allocation with the minmax error probability assignment, and 3) equal power allocation with the proposed method for the error probabilities assignment. Finally, the results are obtained by averaging over $10^4$ different channel realizations.

Figure 1 shows the the tradeoff between the sum rate and the error probability for different algorithms with $P_{\text{max}} = 6$ dB and $L = 200$ channel uses. As a performance metric, we define the sum throughput as

$$ T = \sum_{i=1}^{N} r_i (1 - \varepsilon_i), \quad (16) $$

where the user $i$’s codeword rate and error probability are given by $r_i$ and $\varepsilon_i$, respectively. Then, Fig. 2a demonstrates the sum throughput versus the AP’s total power constraint $P_{\text{max}}$ by setting $L = 100$ channel uses and $\omega = 0.9$. Finally, Fig. 2b evaluates the effect of the codeword length on the sum throughput. The results lead to the following conclusions:

- The scheme with the WF power allocation and the error probability assignment based on Theorem 1 achieves the tradeoff region close to the proposed method optimizing both the error probability and the power allocation (Fig. 1).

- For short codewords, the throughput is remarkably affected by the length of the codeword. However, the effect of increasing the codeword length decreases for long codewords (Fig. 2b). Also, optimal error probability assignment with WF power allocation achieves higher throughput compared to optimal power allocation with equal error probability assignment. Moreover, the performance of WF with minmax error probability assignment is close to that of the scheme with the proposed power allocation with minmax error probability assignment (Figs. 2a and 2b).

- For short codeword (say, $L \leq 1000$ channel uses), the proposed algorithm leads to considerable
throughput improvement in comparison with other schemes. For instance, when $L = 100$ cu, the performance of the proposed method has 66% of improvement. However, the performance difference of the schemes decreases in the cases with long codewords.

- Finally, as observed in Figs. 1, 2a, and 2b, the gap between the developed algorithm and the exhaustive search-based algorithm diminishes by increasing $P_{\text{max}}$ or $L$. Thus, our proposed algorithm can be effectively applied to jointly optimize the sum rate and the error probability of multi-user networks in delay-constrained applications.
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