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Abstract

User privacy can be compromised by matching user data traces to records of their previous behavior. The matching of the statistical characteristics of traces to prior user behavior has been widely studied. However, an adversary can also identify a user deterministically by searching data traces for a pattern that is unique to that user. Our goal is to thwart such an adversary by applying small artificial distortions to data traces such that each potentially identifying pattern is shared by a large number of users. Importantly, in contrast to statistical approaches, we develop data-independent algorithms that require no assumptions on the model by which the traces are generated. By relating the problem to a set of combinatorial questions on sequence construction, we are able to provide provable guarantees for our proposed constructions. We also introduce data-dependent approaches for the same problem. The algorithms are evaluated on synthetic data traces and on the Reality Mining Dataset to demonstrate their utility.
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I. INTRODUCTION

The prominence of the Internet of Things (IoT) has raised security and privacy concerns. The problem considered here addresses several important scenarios: fingerprinting webpages visited by users through anonymous communication systems [2] [3], linking communicating parties on messaging applications [4], and inferring the activities of the users of IoT devices [5] [6]. While the setting is general, we motivate the problem from the consideration of User-Data Driven (UDD) services in IoT applications: data submitted by users is analyzed to improve service in applications such as health care, smart homes, and connected vehicles. But privacy and security threats are a major obstacle to the wide adoption of IoT applications [7]–[11]. Often anonymization and obfuscation mechanisms are proposed to improve privacy at the cost of user utility. Anonymization techniques frequently change the pseudonym of users [2], [12]–[16], whereas obfuscation techniques add noise to users’ data samples [17]–[23].

Privacy can be compromised by linking the characteristics of a target sequence of activities to previously observed user behavior. To provide privacy guarantees in the presence of such potential sequence matching, a stochastic model for the users’ data (e.g., Markov chains) has been generally assumed [24]–[29], and privacy attacks that match the statistical characteristics of the target sequence to those of past sequences of the user are considered. These previous approaches have two limitations: (i) many privacy attacks are based on simple “pattern matching" for identification [14], classification [30], [31], or prediction [32], where the adversary (algorithm) looks (deterministically) for a specific ordered sequence of values in the user’s data; and, (ii) as Privacy-Protection Mechanism (PPM) designers, we may not know the underlying statistical model for users’ data. In particular, Takbiri et al. [22] have shown that modeling errors can destroy privacy guarantees.

We consider the following important question: Can we thwart privacy attacks that de-anonymize users by finding specific identifying patterns in their data, even if we do not know what patterns the adversary might be exploiting, and can we do so without assuming a certain model (or collection of models) for users’ data? Our privacy metric and the resulting obfuscation approach are based on the following idea: noise should be added in a way that the obfuscated user data sequences are likely to have a large number of common patterns. This means that for any user and for any potential pattern that the adversary might obtain for that user, there will be a large number of other users with the same data pattern in their obfuscated sequences. By focusing on
this common type of privacy attack (pattern matching), the PPM is able to eliminate the need for making specific assumptions about the users’ data model.

To achieve privacy guarantees, we first introduce a data-independent obfuscation approach, which means that sequence obfuscation can be performed without knowledge of the actual data values in a user’s sequence. Such data independence would be of value in various applications where the upcoming events are not known a priori, for instance in website fingerprinting [2] [3] and flow correlation [33] applications where obfuscations need to be applied on live (non-buffered) network packets. Our approach relies on the concept of superstrings, which contain every possible pattern of length less than or equal to the pattern length \( l \) (repeated symbols are allowed in each contiguous substring). This in turn happens to be related to a rich area in combinatorics [34]–[37]. After introducing and characterizing our data-independent obfuscation approach, we introduce data-dependent obfuscation approaches for comparison; data-dependent approaches are able to look at the values in the users’ data sequences and base their obfuscation on such information. Such data dependence would be possible in applications where the whole vector of user data is known to the obfuscation party at the obfuscation time, for instance image processing applications.

The contributions of our paper are:

- We propose a formal framework for defending against pattern matching attacks when there is no statistical model for the user data (Section III).
- We present a data-independent obfuscation approach based on superstrings and, by lower bounding its performance for two different types of superstrings, prove that it yields a non-zero fraction of user sequences that contain a potentially identifying pattern (Section IV).
- We develop data-dependent obfuscation approaches for our pattern matching framework (Section VI).
- We validate the developed approaches on both synthetic data and the Reality Mining dataset to demonstrate their utility and compare their performance (Section VIII).

Finally, we present the conclusions that can be drawn from our study in Section IX.

II. RELATED WORK

IoT devices provide important services but they have multiple potential privacy issues: 1) enabling unauthorized access and misuse of personal information [10], [38]. 2) facilitating attacks on other systems [7], [8]. 3) creating personal privacy and safety problems [39], [40], [41].
Anonymization conceals the mapping between users’ identity and data by periodically changing the mapping to prevent statistical inference attacks. The $k$-anonymity protection approach is proposed in [42], [43], which guarantees that the information for any person contained in the released version of the data cannot be distinguished from at least $k-1$ individuals. To overcome some drawbacks of $k$-anonymity, $l$-diversity is proposed in [44]. Anonymizing social network data, which is more challenging than anonymizing relational data, is studied in [45]. The concept of perfect location privacy is introduced and characterized by Montazeri et al. [16].

Anonymization is often insufficient because an adversary can track users’ identities by using users’ trajectory information [12], [14] or specific patterns [15], [46], [47]. Privacy preservation could be challenged by de-anonymization attacks if some sensitive information is known by an adversary [13], [48], [49]. Hence, obfuscation techniques protect users’ privacy by introducing perturbations into users’ data sequences to decrease their accuracy [50]. In [18], the authors propose an adaptive algorithm which adjusts the resolution of location information along spatial and temporal dimensions. In [19], a comprehensive solution aimed at preserving location privacy of individuals through artificial perturbations of location information is presented. The work of [20] provides efficient distributed protocols for generating random noise to provide security against malicious participants. In [21], a randomized response method is proposed which allows interviewees to maintain privacy while increasing cooperation.

Data protection mechanisms might limit the utility when data also needs to be shared with an application or the provider to achieve some utility [9] or a quality of service constraint [12]. Theoretical analyses of the privacy-utility trade-off (PUT) are provided in [11], [17]. A key concept of relevance is proposed which strikes a balance between the need of service providers, requiring a certain level of location accuracy, and the need of users, asking to minimize the disclosure of personal location information [19]. In [22], [23], Takbiri et al. derive the theoretical bounds on the privacy versus utility of users when an adversary is trying to perform statistical analyses on time series to match the series to user identity.

Pattern matching problems have attracted researchers in recent years, in particular fast pattern matching [46], [47], database search [51], [52], [53], secure pattern matching [54], [55], [56], and identification [1], [14], [30], [57] and characterization [58]–[61] by using patterns or subsequences.
III. System Model, Definitions, and Metrics

Consider a system with \( n \) users whose identification we seek to protect. Let \( X_u(k) \) denote the data of user \( u \) at time \( k \). We assume there are \( r \geq 2 \) possible values for each of the users’ data points in a finite size set \( R = \{0, 1, \ldots, r - 1\} \). Let \( X_u \) be the \( m \times 1 \) vector containing the data points of user \( u \), and \( X \) be the \( m \times n \) matrix with the \( u^{th} \) column equal to \( X_u \):

\[
X_u = [X_u(1), X_u(2), \cdots, X_u(m)]^T, \quad X = [X_1, X_2, \cdots, X_n].
\]

As shown in Fig. 1, in order to achieve privacy for users, both anonymization and obfuscation techniques are employed. In Fig. 1, \( Z \) denotes the reported data of the users after applying the obfuscation, and \( Y \) denotes the reported data after applying the obfuscation and the anonymization, where, with \( Z_u(k) \) denoting the obfuscated data of user \( u \) at time \( k \) and \( Y_u(k) \) denoting the obfuscated and anonymized data of user \( u \) at time \( k \), respectively, \( Z \) and \( Y \) are defined analogously to \( X \).

![Fig. 1: Applying obfuscation and anonymization techniques to the users’ data points.](image)

Next, we provide a formal definition of a pattern. As an example, a potential pattern could be the sequence of locations that the user normally visits in a particular order: their office, the gym, a child’s school. The visited locations might not necessarily be contiguous in the sequence, but they are close to each other in time. Hence, we impose two conditions on a pattern: first, the elements of the pattern sequence must be present in order. Second, consecutive elements of the pattern sequence must appear within distance less than or equal to \( h \), where the distance between two elements is defined as the difference between the indices of those elements (\( h \geq 1 \)). The parameter \( h \) could have value one for the most restricted case: the elements of the pattern sequence must appear consecutively in users’ sequences. And \( h \) could be infinity for the unconstrained case: applications which do not consider distance for detecting a pattern, e.g., traffic analysis.

**Definition 1.** A pattern is a sequence \( Q = q^{(1)} q^{(2)} \cdots q^{(l)} \), where \( q^{(i)} \in \{0, 1, \cdots, r - 1\} \) for all \( i \in \{1, 2, \cdots, l\} \). A user \( u \) is said to have the pattern \( Q \) if
The sequence \( Q \) is a subsequence (not necessarily of consecutive elements) of user \( u \)’s sequence.

For each \( i \in \{1, 2, \cdots, l - 1\} \), \( q^{(i)} \) and \( q^{(i+1)} \) appear in user \( u \)’s sequence with distance less than or equal to \( h \).

**Obfuscation Mechanism:** Given the model above and the definition of \( \epsilon \)-privacy below, the objective is to design obfuscation schemes for the user data sequences that maximize \( \epsilon \)-privacy with minimum sequence distortion without knowing what pattern the adversary might be exploiting or which user the adversary might be targeting. For simplicity, we consider the case of sparsely sampled data and thus leave to future work the enforcement of consistency constraints on the obfuscated user data sequences, such as a continuity constraint requiring that adjacent sequence elements have similar values. The design and characterization of obfuscation mechanisms is the main topic of the succeeding sections.

**Anonymization Mechanism:** Anonymization is modeled by a random permutation \( \Pi \) on the set of \( n \) users, \( \mathcal{U} = \{1, 2, \cdots, n\} \). Each user \( u \) is anonymized by the pseudonym function \( \Pi(u) \). Per above, \( Y \) is the anonymized version of \( Z \); thus,

\[
Y = \text{Perm}(Z_1, Z_2, \cdots, Z_n; \Pi) = [Z_{\Pi^{-1}(1)}, Z_{\Pi^{-1}(2)}, \cdots, Z_{\Pi^{-1}(n)}] = [Y_1, Y_2, \cdots, Y_n],
\]

where \( \text{Perm}(\cdot; \Pi) \) is the permutation operation with permutation function \( \Pi \). As a result, \( Y_u = Z_{\Pi^{-1}(u)} \) and \( Y_{\Pi(u)} = Z_u \). In practice, our model would arise when anonymization takes place every \( m \) samples. In such a case, it is sufficient to assume sequences of length \( m \) and employ the anonymization once to conceal the mapping between users and their data sequences.

**Adversary Model:** The adversary has access to a sequence of observations of length \( m \) for each user; in other words, for each \( u \in \{1, 2, \cdots, n\} \), the adversary observes \( Y_{\Pi(u)}(1), Y_{\Pi(u)}(2), \cdots, Y_{\Pi(u)}(m) \).

We also assume the adversary has identified a pattern \( Q_v \) of a specific user \( v \), \( q^{(1)}_v q^{(2)}_v \cdots q^{(l)}_v \), and is trying to identify the sequence of a user \( v \) by finding the sequence with pattern \( q^{(1)}_v q^{(2)}_v \cdots q^{(l)}_v \).

The adversary knows the obfuscation and the anonymization mechanisms; however, they do not know the realization of the random permutation (\( \Pi \)) and they do not know the realization of any randomly generated elements of the obfuscation mechanism.

We define \( \epsilon \)-privacy as:
Definition 2. User $v$ with data pattern $q_v^{(1)} q_v^{(2)} \cdots q_v^{(l)}$ has $\epsilon$--privacy if for any other user $u$, the probability that user $u$ has pattern $q_u^{(1)} q_u^{(2)} \cdots q_u^{(l)}$ in their obfuscated data sequence is at least $\epsilon$.

Loosely speaking, this implies that the adversary cannot identify user $v$ with probability better than $\frac{1}{n \epsilon}$. If we assume $\epsilon$ is a constant independent of $n$, $\epsilon$--privacy is a strong requirement for privacy - equivalent to $n \epsilon$--anonymity in the setting of $k$-anonymity. In contrast, in perfect privacy \cite{16, 22, 23} it suffices that each user is confused with $N^{(n)}$ users, where $N^{(n)} \to \infty$ as $n \to \infty$. Hence, we will also consider cases where $\epsilon$ is a decreasing function of $n$ so as to consider less stringent privacy definitions.

IV. Privacy Guarantee for Model-Free PPMs

We present constructions for model-free privacy-protection mechanisms under the model of Section III and then characterize their performance.

A. Constructions

For any user and for any potential pattern that the adversary might obtain for that user, we want to ensure there will be a large number of other users with the same data pattern in their obfuscated data sequences. First we define the concept of a superstring and then our obfuscation mechanism.

Definition 3. A sequence is an $(r,l)$--superstring if it contains all possible $r^l$ length-$l$ strings (repeated symbols allowed) on a size-$r$ alphabet-$\mathcal{R}$ as its contiguous substrings (cyclic tail-to-head ligation not allowed).

We define $f(r,l)$ as the length of the shortest $(r,l)$--superstring. A trivial upper bound is $f(r,l) \leq l r^l$, as $l r^l$ is the length of the $(r,l)$--superstring obtained by concatenating all possible $r^l$ substrings. As an example of a superstring, the sequence 11221 is a $(2,2)$--superstring because it contains 11, 12, 21, and 22 as its contiguous subsequences; thus $f(2,2) \leq 5 \leq 8 = l r^l$.

Superstring-Based Obfuscation (SBU): Recall that $Z_u$ is the $m \times 1$ vector of the obfuscated version of user $u$’s data sequence, and $Z$ is the $m \times n$ matrix with $u^{th}$ column $Z_u$:

$$Z_u = [Z_u(1), Z_u(2), \cdots, Z_u(m)]^T, \quad Z = [Z_1, Z_2, \cdots, Z_n].$$
The basic procedure is shown in Fig. 2. For each user, we independently and randomly generate an \((r, l)\)–superstring from the superstring solution set described below. We denote the generated \((r, l)\)–superstring as \(a_u = \{a_u(1), a_u(2), \ldots, a_u(L_s)\}\), where \(L_s\) is the length of the generated superstring. The parameter \(p_{obf}\) is the probability that we will change a given data sample. Thus, for each data point of each user, we independently generate a Bernoulli random variable \(W_u(k)\) with parameter \(p_{obf}\). As shown in Fig. 2, the obfuscated version of the data sample of user \(u\) at time \(k\) can then be written as:

\[
Z_u(k) = \begin{cases} 
X_u(k), & \text{if } W_u(k) = 0 \\
a_u(j), & \text{if } W_u(k) = 1,
\end{cases}
\]

where \(j = \sum_{k'=1}^{k} W_u(k')\), and \(a_u(j)\) is the \(j^{th}\) element of the \((r, l)\)–superstring used for the obfuscation. If the length of the generated \((r, l)\)–superstring is not sufficient (i.e. \(\sum_{k=1}^{m} W_u(k') > L_s\)), we choose another superstring at random to continue.

---

**Independent and Identically Distributed (i.i.d.) Obfuscation:**

In [22], [62], [63] a uniform i.i.d. obfuscation mechanism is used. For each user, an i.i.d. sequence of random variables \(b_u = \{b_u(1), b_u(2), \ldots\}\) uniformly distributed on the alphabet \(\mathcal{R} = \{0, 1, \ldots, r - 1\}\) is generated. These values are used to obfuscate the sequence \(X_u(k)\): for each data point of each user, we independently generate a Bernoulli random variable \(W_u(k)\) with...
parameter $p_{\text{obf}}$. The obfuscated version of the data sample of user $u$ at time $k$ can be written as:

$$Z_u(k) = \begin{cases} 
    X_u(k), & \text{if } W_u(k) = 0 \\
    b_u(j), & \text{if } W_u(k) = 1,
\end{cases}$$

where $j = \sum_{k'=1}^{k} W_u(k')$. The i.i.d. obfuscation will be a benchmark for comparison of our superstring-based approaches.

### B. Analysis

Without loss of generality, consider $\epsilon$-privacy for user 1 with pattern sequence $q_1^{(1)} q_1^{(2)} \cdots q_1^{(l)}$. The pattern length $l$ and the maximum distance $h$ between the appearance of pattern elements are assumed to be known and treated as constants, but we hasten to note that this defends against an attacker employing a pattern with length less than or equal to $l$ and maximum distance greater than or equal to $h$.

We assume a worst-case scenario: user 1 has a pattern unique to their data set that can be exploited for identification. We start with the upper bound $lr^l$ for the length of an $(r, l)$–superstring. We will prove that such a superstring guarantees that at least a certain fraction $\epsilon$ of users will have the same pattern as user 1 after employing the obfuscation mechanism. Later, we will improve this result by introducing the De Bruijn sequence to shorten the superstring.

**Definition 4.** Let $B_u$ be the event that the obfuscated sequence $Z_u$ has user 1’s identifying pattern due to obfuscation by an $(r, l)$–superstring with length $lr^l$ obtained by concatenating all possible $r^l$ substrings.

**Theorem 1.** The probability of $B_u$, denoted by $P(B_u)$, is lower bounded by a constant that does not depend on $n$ as:

$$P(B_u) \geq \frac{\left(1 - (1 - p_{\text{obf}})^h\right)^{(l-1)} \min\left\{lr^{l-1}, \left[\frac{Gp_{\text{obf}}}{r}\right]\right\}}{r^l} \sum_{\alpha=0}^{\delta_a} 1 - \exp\left(-\frac{\delta_a^2}{2} Gp_{\text{obf}}\right),$$

where

$$G = m - h(l - 1), \quad \delta_a = 1 - \frac{\alpha l}{Gp_{\text{obf}}}, \quad \text{for } \alpha = 0, 1, \cdots, r^l - 1.$$

**Proof.** The notation employed here within the procedure of obfuscation for user $u \in U$ is shown in Fig. 3. Note that our generated superstring can have more than one copy of each pattern, but
we pessimistically focus on one copy of our desired pattern. We denote $L_{u,1}$ as the index of the first element of the pattern of the superstring of user $u$, such that $a_u(L_{u,1}) = q_1^{(1)}$, $a_u(L_{u,1} + 1) = q_1^{(2)}$, $\cdots$, $a_u(L_{u,1} + l - 1) = q_1^{(l)}$, and correspondingly, $M_{u,1}^i$ is the index of the data point $X_u(M_{u,1}^i)$ that is obfuscated to $q_1^{(i)} (M_{u,1}^i < m)$, for $i = 1, 2, \ldots, l$:

$$Z_u(M_{u,1}^i) = a_u(L_{u,1} + i - 1) = q_1^{(i)} , \text{ for any } u \in \mathcal{U}.$$  \hspace{1cm} (2)

The sequences $X_u$ and $Z_u$ can be assumed to be infinitely long with the adversary only seeing the first $m$ elements of $Z_u$. Therefore, a sufficient condition for $B_u$ (according to Definition [1]) is $E_u \cap F_u$, where:

$$E_u : M_{u,1}^{(1)} \leq m - h(l - 1) = G,$$  \hspace{1cm} (3)

$$F_u : D_u^{(1)} \leq h; D_u^{(2)} \leq h; \cdots, D_u^{(l-1)} \leq h,$$  \hspace{1cm} (4)

where $D_u^{(i)} = M_{u,1}^{(i+1)} - M_{u,1}^{(i)}$ are the distances between $q_1^{(i+1)}$ and $q_1^{(i)}$ in user $u$'s obfuscated sequence $Z_u$, for $i = 1, 2, \ldots, l - 1$. Note that we have defined $E_u$ and $F_u$ so as to make them independent. Thus, we have

$$\mathbb{P} (B_u) \geq \mathbb{P} (E_u) \mathbb{P} (F_u).$$  \hspace{1cm} (5)

The probability of event $E_u$ is the probability of $L_{u,1}$ successes in $M$ Bernoulli trials, where each trial has probability of success $p_{obf}$. Since each user employs a randomly chosen superstring for obfuscation, the pattern is equally likely to be in any of the $r^l$ substrings of length $l$; hence,

$$\mathbb{P} (L_{u,1} = \alpha l + 1) = \frac{1}{r^l}, \hspace{0.5cm} \alpha = 0, 1, \cdots, r^l - 1.$$  \hspace{1cm} (6)

Thus, by employing the Law of Total Probability, we have:

$$\mathbb{P} (E_u) = \sum_{\alpha = 0}^{r^l-1} \mathbb{P} \left( \text{at least } L_{u,1} \text{ success in } G \text{ trials} \mid L_{u,1} = \alpha l + 1 \right)$$

$$\times \mathbb{P} (L_{u,1} = \alpha l + 1)$$

$$= \frac{1}{r^l} \sum_{\alpha = 0}^{r^l-1} \mathbb{P} (\text{at least } \alpha l + 1 \text{ success in } G \text{ trials})$$

$$= \frac{1}{r^l} \sum_{\alpha = 0}^{r^l-1} \left[ 1 - \mathbb{P} (\text{less than } \alpha l + 1 \text{ success in } G \text{ trials}) \right].$$
Define $\mathcal{A}_u$ as the event that there exists less than $\alpha l + 1$ successes in $G$ trials. By employing the Chernoff Bound:

$$p(\mathcal{A}_u) \leq \exp\left(-\frac{1}{2} \delta^2_{\alpha} Gp_{\text{obf}}\right), \quad \text{for all } \alpha < \frac{Gp_{\text{obf}}}{l}. \tag{7}$$

Now, by using (6) and (7):

$$\mathbb{P}(\mathcal{E}_u) \geq \frac{1}{r^l} \min\left\{\left(\frac{Gp_{\text{obf}}}{l}\right)^l, \left(\frac{Gp_{\text{obf}}}{l}\right)^{l-1} \cdot \left(1 - \exp\left(-\frac{1}{2} \delta^2_{\alpha} Gp_{\text{obf}}\right)\right)\right\}. \tag{8}$$

Note that sub-events of $\mathcal{F}_u$: $D_u^{(1)} \leq h, \cdots, D_u^{(l-1)} \leq h$ are independent; thus, the probability of event $\mathcal{F}_u$ is:

$$\mathbb{P}(\mathcal{F}_u) = \prod_{i=1}^{l-1} \mathbb{P}(D_u^{(i)} \leq h) = \left(1 - (1 - p_{\text{obf}})^h\right)^{(l-1)}. \tag{9}$$

Thus, by (5), (8) and (9), we obtain (1). \hfill \square

**Fig. 3**: The notation for the proof of Theorem 1 in the obfuscation of the trace of user $u \in \mathcal{U}$.

The methodology of Theorem 1 can be applied with $(r, l)$–superstrings of shorter length for stronger privacy guarantees. The following lemma provides a construction for the shortest $(r, l)$–superstring and evaluates its length.

**Lemma 1.** The length of the shortest $(r, l)$–superstring is equal to $r^l + l - 1$; that is, $f(r, l) = r^l + l - 1$. 

Fig. 4: The construction of a shortest \((3, 2)\)-superstring by using a De Bruijn sequence \(B(3, 2)\). The length of the constructed \((3, 2)\)-superstring is \(f(3, 2) = 3^2 + 2 - 1 = 10\).

Proof. We denote by \(B(r, l)\) a De Bruijn sequence \([64], [65]\) of order \(l\) on a size-\(r\) alphabet-\(\mathcal{R}\). A De Bruijn sequence is a sequence with length \(r^l\) in which every possible length-\(l\) substring on \(\mathcal{R}\) occurs exactly once as a contiguous subsequence, given that the last \((l - 1)\) and the first \((l - 1)\) letters of the De Bruijn sequence form a cyclic tail-to-head ligation for counting the substrings.

We construct a shortest \((r, l)\)-superstring with length \((r^l + l - 1)\) from a chosen De Bruijn sequence \(B(r, l)\) by repeating \(B(r, l)\)'s front \((l - 1)\) symbols at the end of the sequence. We first prove that the constructed sequence is an \((r, l)\)-superstring. The sequence has the first \([r^l - (l - 1)]\) substrings because it contains a full De Bruijn sequence \(B(r, l)\) in its first \(r^l\) symbols. In addition, since the left \((l - 1)\) substrings in \(B(r, l)\) are counted by tracking from the last \((l - 1)\) letters and the first \((l - 1)\) letters as mentioned, the left \((l - 1)\) substrings also appear in the constructed superstring in a non-cyclic way, since the De Bruijn sequence’s front \((l - 1)\) symbols have been copied to its end. Thus, the constructed sequence contains all possible \(r^l\) substrings, and hence, by Definition \([3]\) it is a valid \((r, l)\)-superstring.

Next we prove that the constructed sequence gives the shortest solution for an \((r, l)\)-superstring. Each of the distinct substrings on the size-\(r\) alphabet-\(\mathcal{R}\) must start at a different position in
the sequence, because substrings starting at the same position are not distinct. Therefore, an \((r, l)\)–superstring must have at least \((r^l + l - 1)\) symbols.

The solution for the shortest \((r, l)\)–superstring is non-unique in general for \(r \geq 2\) since we can construct our \((r, l)\)–superstring by taking any De Bruijn sequence \(B(r, l)\).

**Shortest-length Superstring-Based Obfuscation (SL-SBU):** For each user we randomly (uniformly) choose a shortest-length superstring (as described above) and employ it for obfuscation. As noted earlier, if we reach the end of a superstring, another one is chosen uniformly at random.

**Definition 5.** Let \(B'_u\) be the event that the obfuscated sequence \(Z_u\) has user 1’s identifying pattern due to obfuscation by the shortest \((r, l)\)–superstring with length \(f(r, l)\).

**Theorem 2.** The privacy performance when the shortest \((r, l)\)–superstring is employed is given by:

\[
P(B'_u) \geq \left(1 - (1 - p_{obf})^{h} \right)^{(l-1) \min\{r^l-1, |G_{p_{obf}}|\}} \sum_{\alpha=0} r^l \exp\left(-\frac{\delta'^2}{2}G_{p_{obf}}\right),
\]

where

\[G = m - h(l - 1), \quad \delta'^2 = 1 - \frac{\alpha}{G_{p_{obf}}}, \quad \text{for } \alpha = 0, 1, \cdots, r^l - 1.\]

**Proof.** By using (5), we have:

\[
P(B'_u) \geq P(E'_u) P(F'_u),
\]

where the events \(E'_u\) and \(F'_u\) are defined analogously to the events \(E_u\) and \(F_u\) defined in (3) and (4), respectively.

For a given superstring set generated by a De Bruijn sequence \(B(r, l)\), we note that the index values \(L_{u, 1}\) are equally likely over the first \(r^l\) indices in the \((r, l)\)–superstring chosen by user \(u\), since one \((r, l)\)–superstring can be selected by uniformly circular shifting \(B(r, l)\) by Lemma 1.

So we have:

\[
P(L_{u, 1} = \alpha + 1) = \frac{1}{r^l}, \quad \alpha = 0, 1, \cdots, r^l - 1.
\]

Similarly, by employing a Chernoff Bound and the Law of Total Probability, we have:

\[
P(E'_u) \geq \frac{1}{r^l} \min\{r^l-1, |G_{p_{obf}}|\} \sum_{\alpha=0} r^l \exp\left(-\frac{\delta'^2}{2}G_{p_{obf}}\right).
\]
In addition, similar to (9), \( P \left( \mathcal{F}_u' \right) = P \left( \mathcal{F}_u \right) \), which, combined with (11) and (13), leads to (10).

**Lemma 2.** The lower bounds achieved by Theorem 1 and Theorem 2 are independent of the data sequence \( \mathbf{X} \) if the data point set \( \mathcal{R} \) is known.

**Proof.** This follows immediately from Theorems 1 and 2.

Theorems 1 and 2 provide \( \epsilon \)-privacy for constant \( \epsilon \) (i.e. \( \epsilon \) not decreasing in the number of users \( n \)). As noted in Section III, this is a very strong version of privacy, and hence weaker forms are also of practical interest. Thus, we consider cases where \( \epsilon \) goes to zero, but in a way that each user is still confused with \( N(n) \) users, where \( N(n) \to \infty \) as \( n \to \infty \). First, the following lemma readily establishes that there are infinitely many users with the same pattern as user 1 in such cases.

**Lemma 3.** Let \( N(n) \) be the number of users with the same pattern as user 1. For any \( 0 < \beta < 1 \), if \( P \left( \mathcal{B}_u' \right) = P \text{(user } u \text{ has pattern of user 1)} \geq \frac{1}{n^{1-\beta}} \), then \( N(n) \to \infty \) with high probability as \( n \to \infty \). More specifically, as \( n \to \infty \)

\[
P \left( N(n) \geq \frac{n^\beta}{2} \right) \to 1.
\]

**Proof.** We define the binary random variable \( C_u \) to denote whether user \( u \)'s obfuscation sequence \( \mathbf{Z}_u \), for \( u = 1, 2, \ldots, n \), contains user 1’s identifying pattern. \( C_u = 1 \) indicates that \( \mathbf{Z}_u \) contains user 1’s identifying pattern, and \( C_u = 0 \) otherwise.

\( N(n) \) is the total number of users who have the same pattern as user 1’s identifying pattern; thus \( N(n) = \sum_{u=1}^{n} C_u \). Recall that \( P \left( \mathcal{B}_u' \right) = P \text{(user } u \text{ has pattern of user 1)} \geq \frac{1}{n^{1-\beta}} \); hence,

\[
\mathbb{E} \left[ N(n) \right] = \prod_{u=1}^{n} \mathbb{E} \left[ C_u \right] \geq n \frac{1}{n^{1-\beta}} = n^\beta.
\]

On the other hand, by employing the Chernoff bound, we have

\[
P \left( N(n) \leq (1 - \delta) \mathbb{E} \left[ N(n) \right] \right) \leq \exp \left( -\frac{\delta^2}{2} \mathbb{E} \left[ N(n) \right] \right).
\]

Now if we assume \( \delta = 0.5 \), by (14) and (15), we can conclude

\[
P \left( N(n) \leq \frac{n^\beta}{2} \right) \leq \exp \left( -\frac{\mathbb{E} \left[ N(n) \right]}{8} \right) \to 0,
\]

as \( n \to \infty \).
as $n \to \infty$. As a result, as $n$ becomes large, $\mathbb{P}\left(N(n) \geq \frac{n^\beta}{2}\right) \to 1$. In other words, the total number of users who have the same pattern as user 1’s identifying pattern goes to infinity. □

The following theorem shows that by using the proposed SL-SBU technique, we can indeed achieve a privacy guarantee against pattern matching attacks while employing a small obfuscation probability, in fact with $p_{\text{obf}} \to 0$ as $n \to \infty$. As motivation, note that in many practical scenarios the size of the alphabet $r$ could be very large and indeed can scale with $n$, the number of users. For example, consider a scenario where the data shows the location of users in an area of interest such as a town or a neighborhood within a city. Assuming a certain level of granularity in the location data, the number of possible locations $r$ and number of users $n$ become larger as the considered area becomes larger. In such scenarios, it makes sense to write $r = r(n)$ to explicitly denote that $r$ can change as a function of $n$.

**Theorem 3.** For the SL-SBU method, let $l > 1$ and $h \geq 1$ be fixed. Choose $0 < \beta < 1$, and define $d(n) = m(n)n^{-\frac{1-\beta}{l}}$. If $[d(n)n^\theta]^\frac{1}{\gamma} \leq r(n) \leq [d(n)n^\theta]^\frac{1}{\gamma'}$ for some $0 < \theta < \frac{1-\beta}{l-1}$, then by choosing $p_{\text{obf}} = b_n = n^{-\frac{1-\beta}{l}+\theta}$, and $\lim \inf_{n \to \infty} mb_n \geq 9$, we have

$$\mathbb{P}\left(B'_u\right) \geq \frac{c}{n^{1-\beta}},$$

for some constant $c = c(h, l)$.

**Proof.** First note that the assumptions $b_n = n^{-\frac{1-\beta}{l}+\theta}$, and $\lim \inf_{n \to \infty} mb_n \geq 9$ imply that $m(n) \to \infty$ as $n \to \infty$. Recall from Theorem 2 that:

$$\mathbb{P}\left(B'_u\right) \geq \frac{\left(1 - (1 - p_{\text{obf}})^h\right)^{(l-1) \min\left\{ (r^j)^\alpha \right\} G_{p_{\text{obf}}}}}{r^l} \sum_{\alpha=0}^{\min\left\{ (r^j)^\alpha \right\} G_{p_{\text{obf}}}} 1 - \exp\left(-\frac{\delta'_a^2}{2G_{p_{\text{obf}}}}\right). \quad (19)$$

where

$$G = m - h(l-1), \quad \delta'_a = 1 - \frac{\alpha}{G_{p_{\text{obf}}}}, \quad \text{for} \quad \alpha = 0, 1, \ldots, r^l - 1.$$ Note that for any $\tau \in \mathbb{R}$, $1 - \tau \leq e^{-\tau}$; thus, with $\tau = b_n$,

$$(1 - b_n)^h \leq e^{-b_nh}, \quad \text{for} \quad b_n \in \mathbb{R}. \quad (20)$$

In addition, for any $0 \leq \nu \leq 1$, $1 - e^{-\nu} \geq \frac{\nu}{2}$; thus, with $\nu = b_nh$,

$$1 - e^{-b_nh} \geq \frac{b_nh}{2}, \quad \text{for} \quad 0 \leq b_nh \leq 1. \quad (21)$$
Now, by (20) and (21), we can conclude:

\[ 1 - (1 - b_n)^h \geq 1 - e^{-b_nh} \geq \frac{b_nh}{2}, \quad \text{for } 0 \leq b_nh \leq 1. \]

Note that \( h \) is a constant, and \( b_n \to 0 \) as \( n \to \infty \). As a result:

\[
\frac{(1 - (1 - b_n)^h)^{l-1}}{r^l} \geq \left( \frac{b_nh}{2} \right)^{l-1} \cdot \frac{1}{r^l} = \left( \frac{h}{2} \right)^{l-1} \frac{b_n^{l-1}}{r^l}.
\]  

(22)

From the statement of the theorem, \([d(n)n^\theta]^\frac{1}{\theta} \leq r(n) \leq [d(n)n^\theta]^\frac{\theta}{\theta}\) for some \( 0 < \theta < \frac{1-\beta}{l-1} \); thus,

\[
r^l \geq d(n)n^\theta = mn^{-\frac{1-\beta}{l-1}+\theta} = mb_n,
\]

as a result,

\[
r^l - 1 \geq mb_n - 1.
\]  

(23)

Since \( G = m - h(l - 1) \leq m \), we have:

\[
r^l - 1 \geq Gb_n - 1.
\]  

(24)

Also,

\[ Gb_n - 1 \leq \lceil Gp_{\text{obf}} \rceil = \lceil Gb_n \rceil. \]

(25)

Thus, by (24) and (25),

\[ Gb_n - 1 \leq \min \{ (r^l - 1), \lceil Gp_{\text{obf}} \rceil \} \leq \lceil Gb_n \rceil. \]

The above equation can be used to obtain a lower bound for the second term on the right side of (19):

\[
\min \left\{ (r^l - 1), \lceil Gp_{\text{obf}} \rceil \right\} \sum_{a=0} \left\{ 1 - \exp \left( -\frac{1}{2} \delta_a^2 Gp_{\text{obf}} \right) \right\} = \min \{ (r^l - 1), \lceil Gp_{\text{obf}} \rceil \} + 1 - \sum_{a=0} \exp \left( -\frac{1}{2} \delta_a^2 G_{\text{obf}} \right) \geq \min \left\{ (r^l - 1), \lceil Gp_{\text{obf}} \rceil \right\} - \sum_{a=0} \exp \left( -\frac{1}{2} \delta_a^2 Gb_n \right).
\]  

(26)
Now since $G = m - h(l - 1)$, $h$ and $l$ are constants, and $b_n \to 0$ as $n \to \infty$,

$$\liminf_{n \to \infty} Gb_n = \liminf_{n \to \infty} (mb_n - h(l - 1)b_n)$$

$$= \liminf_{n \to \infty} mb_n \geq 9.$$  

Thus, for large enough $n$, $Gb_n \geq 8$. Note that for $\alpha = 0, \ldots, \lfloor \frac{Gb_n}{2} \rfloor$:

$$\delta'_\alpha = 1 - \frac{\alpha}{Gb_n} \geq 1 - \frac{1}{2} = \frac{1}{2};$$

thus, for $\alpha = 0, \ldots, \lfloor \frac{Gb_n}{2} \rfloor$,

$$\exp \left( -\frac{1}{2} \delta'^2Gb_n \right) \leq \exp \left( -\frac{Gb_n}{8} \right) \leq \exp (-1).$$ \hspace{1cm} (27)

On the other hand, for $\alpha = \lfloor \frac{Gb_n}{2} \rfloor + 1, \ldots, [Gb_n]$:

$$\delta'_\alpha = 1 - \frac{\alpha}{Gb_n} \geq 0,$$

and as a result, for $\alpha = \lfloor \frac{Gb_n}{2} \rfloor + 1, \ldots, [Gb_n]$,

$$\exp \left( -\frac{1}{2} \delta'^2Gb_n \right) \leq 1.$$

(28)

Now by (27) and (28), we conclude:

$$\sum_{\alpha = 0}^{\lfloor \frac{Gb_n}{2} \rfloor} \exp \left( -\frac{1}{2} \delta'^2Gb_n \right) \leq \left( \frac{Gb_n}{2} + 1 \right) \exp (-1) + \left( \frac{Gb_n}{2} + 1 \right) \times 1$$

$$= \frac{Gb_n}{2} \left( 1 + \exp (-1) + \frac{2 (1 + \exp (-1))}{Gb_n} \right)$$

$$\leq \frac{Gb_n}{2} \left( 1 + \exp (-1) + \frac{2 (1 + \exp (-1))}{8} \right)$$

$$\leq 0.86Gb_n.$$ \hspace{1cm} (32)

As a result, by (26) and (32), for large enough $n$,

$$\min \left\{ (r^l-1), \left[ \frac{G_{obf}}{2} \right] \right\} \sum_{\alpha = 0}^{\lfloor \frac{Gb_n}{2} \rfloor} \left\{ 1 - \exp \left( -\frac{1}{2} \delta'^2Gb_{obf} \right) \right\}$$

$$\geq 0.14Gb_n \geq 0.1Gb_n.$$  

Since $G = m - h(l - 1) \leq m$, where $h$ and $l$ are constants, and $m \to \infty$, we conclude for large enough $n$, $G(n) \geq \frac{m(n)}{2}$,

$$\min \left\{ (r^l-1), \left[ \frac{G_{obf}}{2} \right] \right\} \sum_{\alpha = 0}^{\lfloor \frac{Gb_n}{2} \rfloor} \left\{ 1 - \exp \left( -\frac{1}{2} \delta'^2Gb_{obf} \right) \right\} \geq 0.05mb_n.$$ \hspace{1cm} (33)
Now, by (19), (22), and (33), we conclude that for some constant \( c = c(h, l) \),

\[
P(B'_u) \geq \left( \frac{h}{2} \right)^{l-1} \frac{b_n^{l-1} G b_n}{r(n)^l} \geq \frac{c m b_n^l}{r(n)^l}.
\]

Since \( r(n)^l \leq d(n)n^{\theta l} = mn^{\frac{1-\beta}{l\tau}} \times n^{\theta l} \), and \( b_n = n^{\frac{1-\beta}{l\tau} + \theta} \).

\[
P(B'_u) \geq c m b_n^l \times \frac{n^{\frac{1-\beta}{l\tau}}}{m \times n^{\theta l}} = c \frac{n^{\frac{1-\beta}{l\tau}}}{n^{\frac{1-\beta}{l\tau} - \theta l} n^{\theta l}} = c \frac{1}{n^{\frac{1-\beta}{l\tau} (l-1)}} = \frac{c}{n^{1-\beta}}.
\]

\[\Box\]

The SL-SBU and i.i.d. obfuscation schemes will be compared extensively via simulation in Section VIII. Here we provide an analytical result to both predict the results of that comparison and provide insight into such.

**Theorem 4.** Suppose the sequence is \([X_1, X_2, \ldots]\) and the pattern is \(Q = [q_1, q_2, \ldots, q_l]\). We say the pattern occurs\(^1\) in the sequence at time index \( t \) if \( X_t = q_1, X_{t+1} = q_2, \ldots, X_{t+l-1} = q_l \). We use \( T_{SL-SBU} \) to denote the time index where the pattern first occurs in the SL-SBU obfuscation sequence. Similarly, we use \( T_{i.i.d.} \) to denote the time index where the pattern first occurs in the i.i.d. obfuscation sequence. Then, the expectation of these times are given by:

\[
\mathbb{E}[T_{SL-SBU}] = \frac{r^l + 1}{2},
\]

\[
\mathbb{E}[T_{i.i.d.}] \geq r^l.
\]

**Proof.** For the SL-SBU obfuscation sequence with length \( r^l + l - 1 \), we can immediately establish the result by the property of the De Bruijn-based sequences of Theorem 2:

\[
\mathbb{E}[T_{SL-SBU}] = \frac{1}{r^l} \left[ 1 + 2 + \cdots + r^l \right] = \frac{r^l + 1}{2}.
\]

Now, we consider the i.i.d. obfuscation sequence, and the corresponding \( \mathbb{E}[T_{i.i.d.}] \). We say that the pattern \( Q \) has an overlap of length \( l' < l \) if

\[
q_1 = q_{l-l'+1}, q_2 = q_{l-l'+2}, q_{l'} = q_l.
\]

\(^1\)Here “the pattern occurs” is the specific case of Definition 1 when \( h = 1 \).
The largest such $l'$ is called the overlap value of the sequence $Q$ and shown by $l_Q$; thus, for every pattern of length $l$, we have $0 \leq l_Q \leq l - 1$. Now the arrival times of pattern $Q$ in the i.i.d. sequence $[X_1, X_2, \ldots]$ can be modeled as a delayed renewal process with an average inter-arrival time $\mu$. By Blackwell’s theorem for delayed renewal processes [66], we have

$$\lim_{t \to \infty} P(\text{Renewal at } t) = \frac{1}{\mu}.$$  

Since the sequence is i.i.d., we also have

$$\lim_{t \to \infty} P(\text{Renewal at } t) = \frac{1}{r^l}.$$  

We conclude $\mu = r^l$. Now, consider two cases: $l_Q = 0$ and $l_Q > 0$. If $l_Q = 0$, then

$$\mathbb{E}[T_{\text{i.i.d.}}] = \mu = r^l.$$  

On the other hand, if $l_Q > 0$, let $Q' = [q_1, q_2, \ldots, q_{l_Q}]$. In this case, let also $T_{\text{i.i.d.}}(Q')$ denote the time index where the pattern $Q'$ first occurs in the i.i.d. obfuscation sequence. We have

$$\mathbb{E}[T_{\text{i.i.d.}}] = \mathbb{E}[T_{\text{i.i.d.}}(Q')] + \mu \geq \mu = r^l.$$  

Finally, we note that the i.i.d. obfuscation approach of [22] can be readily combined with the techniques proposed here to provide robust privacy simultaneously against both statistical matching and pattern matching attacks.

V. COMBINATION OF I.I.D. OBFUSCATION AND SL-SBU OBFUSCATION

To this point, we have employed the SL-SBU obfuscation method to protect users’ data against pattern matching attacks while the adversary makes no assumptions about the statistical model of users’ data sequences. However, this method has a drawback: as the number of possible values for each user’s data points ($r(n)$) increases, it becomes exponentially less likely that an identifying pattern of a user is observed within other users’ data; as a result, a pattern matching attack would become a serious threat to users’ privacy.

On the other hand, Takbiri et al. [22] considered a strong assumption regarding the statistical model of users’ data and introduced a simple i.i.d. obfuscation method in which the samples of the data of each user are reported with error with a certain probability, where that probability itself is generated randomly for each user. In other words, the obfuscated data is obtained by passing the users’ data through an $r$–ary symmetric channel with a random error probability.
Takbiri et al. [22] demonstrated that if the amount of noise level is greater than a critical value, users have perfect privacy against all of the adversary’s possible attacks. The definition of perfect privacy is adopted from [16]:

**Definition 6.** User \( u \) has perfect privacy at time \( k \) if and only if

\[
\lim_{n \to \infty} I(X_u(k); Y) = 0,
\]

where \( I(X_u(k); Y) \) denotes the mutual information between the data point of user \( u \) at time \( k \) and the collection of the adversary’s observations for all of the users.

Here, we will combine these two methods of obfuscation in order to benefit from the advantages of both methods and achieve perfect privacy. Note that combining these two techniques does not have any cost asymptotically.

Fig. 5: Applying two stages of obfuscation and then anonymization to the users’ data points.

As shown in Figure 5, two stages of obfuscations and one stage of anonymization are employed to achieve perfect privacy. Note that the first stage is the same i.i.d. obfuscation technique given in [22, Theorem 2], and the second stage of obfuscation is the SL-SBU method introduced previously. Thus, in Figure 5, \( \hat{Z}_u(k) \) shows the (reported) data point of user \( u \) at time \( k \) after applying the first stage of obfuscation with the noise level equal to \( a_n = \Omega(n^{-\frac{1}{\Delta_1}}) \), and \( Z_u(k) \) shows the (reported) data point of user \( u \) at time \( k \) after applying the second stage of obfuscation with the noise level equal to \( b_n = \Omega(n^{-\frac{1+\Delta}{2+\Delta}}) \). Define the noise level of a two-stage obfuscation scheme with independent obfuscation probabilities \( a_n \) and \( b_n \) as \( \psi_n = a_n + b_n - a_nb_n \). We then have the following result.

**Theorem 5.** If \( Z \) is the obfuscated version of \( X \) after two stages of obfuscation, and \( Y \) is the anonymized version of \( Z \), and:

- The length of the time series data, \( m = m(n) \), is arbitrary.
• The noise level of the obfuscation method is \( \psi_n = \Omega \left( \max \left\{ n^{-\frac{1}{\tau+1}}, n^{-\frac{1-\beta}{\tau+1}} \right\} \right) \).

Then, user 1 has:

• *privacy against pattern matching attacks* in any case;
• *perfect privacy* if the assumptions about the statistical model of users’ data is accurate.

**Proof.** First, we show that if the assumptions for the statistical model of users’ data is accurate, users will have perfect privacy. We employ a noise level for the first stage of obfuscation equal to \( a_n = \Omega \left( n^{-\frac{1}{\tau+1}} \right) \), and the noise level for the second stage of obfuscation equal to \( b_n = \Omega \left( n^{-\frac{1-\beta}{\tau+1}} \right) \).

Using the definition for the noise level for two-stage obfuscation given before the theorem statement, the noise level of the combined obfuscation mechanism is:

\[
\psi_n = \Omega \left( \max\{a_n, b_n\} \right) = \Omega \left( \max \left\{ n^{-\frac{1}{\tau+1}}, n^{-\frac{1-\beta}{\tau+1}} \right\} \right),
\]

as \( n \to \infty \). From \[22, \text{Theorem 2}\]: if \( a_n \) is significantly larger than \( \frac{1}{n^{\tau+1}} \), then all users have perfect privacy independent of the value of \( m(n) \). Now, since \( \psi_n \geq a_n \), by employing a noise value equal to \( \psi_n = \Omega \left( \max \left\{ n^{-\frac{1}{\tau+1}}, n^{-\frac{1-\beta}{\tau+1}} \right\} \right) \), all users achieve perfect privacy independent of the value of \( m(n) \). In other words, as \( n \to \infty \), \( \mathbb{I} (X_u(k); \mathbf{Y}) = 0 \).

If the assumption regarding the statistical model of users’ data is accurate or not, Theorem 3 establishes that users would have privacy against pattern matching attack due to the second stage of our obfuscation method.

\[\square\]

**VI. DATA-DEPENDENT OBFUSCATION**

The obfuscation techniques proposed in Section \[IV\] are independent of the user data, as would be appropriate for real-time operation on non-buffered data as discussed in Section \[I\]. However, as also discussed in Section \[I\] there are scenarios such as image processing where the entire data sequence might be known to the PPM. To exploit such, we employ opportunistic *superstring* creation, which we refer to as *data-dependent obfuscation (DDO)*. The key point here is to choose obfuscated values \( a_u(j) \) in an opportunistic fashion; that is, at each point, the element \( a_u(j) \) in the *superstring* is chosen based on the realized obfuscated sequence so far, with the goal of choosing \( a_u(j) \) in a way to maximize the number of distinct patterns in the obfuscated sequence of user \( u \). Figure \[6\] shows the structure of the DDO algorithm.

\[2\] Note that the sequences developed might not technically be *superstrings*, as defined formally in Section \[IV\] but, since the sequences are employed in a similar fashion to the *superstrings* of Section \[IV\] we employ the same term to avoid confusion.
Fig. 6: Data-dependent Obfuscation: \( a_u(j) \) is chosen by the DDO algorithm based on the realized obfuscated sequence so far.

A. DDO Algorithms to Thwart Pattern Matching Attacks

First we formulate solutions in a general setting for arbitrary pattern length \( l \). Then we design three examples of DDO algorithms for specific values of \( l \). Indeed, some practical pattern matching attacks are based on patterns with small length for identification or classification \cite{67, 68}, and, as validated in our simulation results later, low-order DDOs can also work well for larger \( l \) than they were designed.

In what follows we drop the subscript \( u \) to simplify notation. Hence, let \( X(k) \) be the data point at index \( k \) for an arbitrary user and \( Z(k) \) be its obfuscated version.

**Definition 7.** For a pattern \( Q \) of length \( l \), \( N^l_k(Q) \) is the total number of times the pattern \( Q \) has been observed as a pattern (Definition 1) up to and including time \( k \). That is, it is the number of times the pattern has been observed in

\[
Z(1), Z(2), \ldots , Z(k).
\]

A pattern distribution \( N^l_k \) for the sequence \( Z(1), Z(2), \ldots , Z(k) \) is the collection of values \( N^l_k(Q) \) across all patterns \( Q \) of length \( l \).

In the special case of \( l = 1 \), \( N^1_k(i) \) is the number of times the value \( i \) has appeared in \( Z(1), Z(2), \ldots , Z(k) \).

**Definition 8.** A DDO algorithm of order \( l \) is a mapping from the set of all pattern distributions to the set of probability distributions over data point set \( \mathcal{R} = \{0, 1, \ldots , r - 1\} \). This probability
distribution, denoted by \( P_{DDO} \), provides the probability of obfuscating \( X(k+1) \) to the values \( 0, 1, \ldots, r-1 \), given that we are performing obfuscation on a given data sample.

The simplest DDO algorithm, which we call Least-Observe Value (LOV), works as follows: to obfuscate \( X(k+1) \), choose one of the values not present in \( Z(1), Z(2), \ldots, Z(k) \), uniformly at random. If all values have been observed, we obfuscate the data points with a value drawn uniformly at random from \( \mathcal{R} \). To execute the algorithm, we only need to keep the subset of \( \mathcal{R} \) containing the values that have not been observed to this point and choose one of them at random for obfuscation. Denote \( P_{LOV} \) as the probability that the obfuscated sequence has user 1’s identifying pattern after applying the LOV algorithm. For \( l = 1 \):

\[
P_{LOV} \geq \sum_{k=0}^{r-1} \binom{m}{k} p_{obf}^k (1 - p_{obf})^{m-k} \left( \frac{k}{r} \right) + \sum_{k=r}^{m} \binom{m}{k} p_{obf}^k (1 - p_{obf})^{m-k},
\]

where \( m \) is the length of the sequence.

The second DDO Algorithm, which we term Probabilistic Least-Observe Value (PLOV), is in some sense a generalization of the LOV algorithm that introduces more randomness in the operation. The intuition behind the obfuscation of PLOV is to give higher probability to the values that have appeared less so far. Specifically, at time \( k \), define:

\[
\tilde{q}_i = \left( \frac{N^1_k(i)}{k} \right)^\gamma,
\]

where \( 0 < \gamma \) is a design parameter. A typical value is \( \gamma = \frac{1}{10} \). Now let

\[
q_i = \frac{\tilde{q}_i}{\sum_{j=1}^{r} \tilde{q}_j}
\]

\[
q_{\text{max}} = \max\{q_i, i = 0, 1, \ldots, r - 1\},
\]

\[
q_{\text{min}} = \min\{q_i, i = 0, 1, \ldots, r - 1\},
\]

and choose

\[
b \leq \min \left( \frac{1}{rq_{\text{max}} - 1}, \frac{r - 1}{1 - rq_{\text{min}}} \right).
\]

For example, we set \( b = 0.99 \min \left( \frac{1}{rq_{\text{max}} - 1}, \frac{r - 1}{1 - rq_{\text{min}}} \right) \) in our experiments. The obfuscation probabilities are given by

\[
p_i = \frac{1 + b}{r} - bq_i, \quad i = 0, 1, 2, \ldots, r - 1.
\]
where \( p_i \) is the conditional probability of obfuscating to \( i \) \( (Z_u(k + 1) = i) \), given that we are obfuscating \( X_u(k + 1) \).

The third DDO algorithm is termed *Make a New Pattern (MANP)*, which chooses a value that completes as many patterns as possible with length \( l \) that have not been observed to this point. Specifically, we choose the value \( l = 2 \).

Define \( \Psi_k \) as the total number of distinct patterns of length \( l = 2 \) observed in the obfuscated sequence until time \( k \), (i.e., in \( Z(1), Z(2), \cdots, Z(k) \)). Thus, \( \Psi_1 = 0 \) and \( \Psi_2 = 1 \). Also, for \( i \in \mathcal{R} \), define \( \Psi_{k+1}(i) \) as the value of \( \Psi_{k+1} \) given that \( Z(k + 1) = i \). Given we are obfuscating at time \( k + 1 \), choose

\[
Z(k + 1) = \arg \max \Psi_{k+1}(i), \quad i \in \mathcal{R}.
\]

These three DDO algorithms (LOV, PLOV, MANP) will be simulated in the next section.

**VII. Complexity Analysis**

The time complexity and space complexity for each obfuscation algorithm (DIO and DDO) for each user’s data sequence with length \( m \) are shown in Table I based on the following assumptions:

- We assume searching/insertion time complexity for a specific element in/to a set with size \( N \) is \( O(\log N) \).
- We assume the sorting algorithm takes \( O(N \log N) \) time complexity for an array with size \( N \).

The time complexity for each of the two DIO algorithms is \( O(m) \), since each obfuscates each data point based on the obfuscation sequence, which takes constant time. For LOV, it takes \( O(\log r) \) time to check (search) if the current obfuscated data point is (or is not) a member of the letter set which have been seen before (with worst-case size \( r \)). For MANP, it needs to search in the set of patterns which have been seen before (with worst-case size \( r \)) and search time \( O(\log r^2) = O(\log r) \) for each candidate letter (with \( r \) different choices in the data point set \( \mathcal{R} \), \( O(r \log r) \) in total). And it also takes \( O(r \log r) \) for sorting the candidate letters by the order of their achievable patterns if used for obfuscating at the current data point. Lastly, it takes \( O(h \log r^2) = O(h \log r) \) time complexity for inserting the new pattern list into the set of patterns previously observed after obfuscation (worst-case size \( h \)). For PLOV, it takes \( O(r) \) complexity for each obfuscation operation due to the summation of the elements of vector \( \tilde{q} \) with size \( r \).

For space complexity, the i.i.d., LOV and PLOV method each take \( O(r) \) space for storing the
data point set. For the SL-SBU method, it takes $O(r^l)$ space to store the obfuscation sequence (De Bruijn sequence) with length $r^l$ (the number of all possible patterns); for MANP, it takes $O(r^2)$ space for storing the set of patterns which have been seen before (with worst-case size $r^2$) and $O(hr)$ space for storing the counting table for each letter’s contribution to create new patterns (maximum size for each letter is equal to $h$, $O(hr)$ in total).

TABLE I: Time complexity and space complexity of each obfuscation method for each user’s data sequence with length $m$.

| DIO algorithms | i.i.d. | SL-SBU |
|----------------|-------|--------|
| time complexity | $O(m)$ | $O(m)$ |
| space complexity | $O(r)$ | $O(r^l)$ |

| DDO algorithms | LOV | PLOV | MANP |
|----------------|-----|------|------|
| time complexity | $O(m \log r)$ | $O(mr)$ | $O(m \cdot \max\{r, h\} \cdot \log r)$ |
| space complexity | $O(r)$ | $O(r)$ | $O(r \cdot \max\{r, h\})$ |

VIII. Numerical Results and Validation

We evaluate the performance of the proposed superstring-based obfuscation (SBU) methods and the three data-dependent obfuscation (DDO) algorithms on synthetic i.i.d. data sequences and on sequences from the Reality Mining dataset. The data points in the i.i.d. data sequence for each user are drawn independently and identically from the data point set $\mathcal{R}$. Reality Mining is a dataset released by the MIT Media Laboratory which tracks a group of 106 (anonymized) mobile phone users [69]. The Reality Mining dataset contains traces of users’ associated cell tower IDs across time. Here we further sample the data traces with sampling interval at least 10 minutes to avoid significant data point repetition.

A. Numerical Validation of Theorem 4

First, we verify Theorem 4 numerically, as follows. For each iteration, a pattern with length $l$ is generated at random, which means each letter in the pattern is independently and identically
drawn from the data point alphabet $\mathcal{R}$. Then, we generate the SL-SBU obfuscation and the i.i.d. obfuscation sequences randomly, and we record $Y$ and $X$ as the indices for the start of the first occurrence of the pattern in the SL-SBU obfuscation sequence and in the i.i.d. obfuscation sequence, respectively. The numerical results are shown in Table II. As anticipated, the expectation of the location index where the pattern first occurs in the SL-SBU obfuscation sequence is approximately one-half of that of where it first occurs for the i.i.d. obfuscation sequence, which coincides with Theorem 4. And, as expected, the likelihood of the event that $X$ is larger than $Y$ is greater than 0.5.

TABLE II: Numerical validation of Theorem 4. $X$ and $Y$ denote the indices for the start of a randomly-generated pattern’s first occurrence in the i.i.d. obfuscation sequence and SL-SBU obfuscation sequence, respectively.

| $r$ | $l$ | $r'$ | $\mathbb{E}(X)$ | $\mathbb{E}(Y)$ | $P(X > Y)$ |
|-----|-----|------|-----------------|-----------------|-------------|
| 10  | 2   | 100  | 100.52          | 51.45           | 0.6276      |
| 20  | 2   | 400  | 401.88          | 201.17          | 0.6315      |
| 30  | 2   | 900  | 902.41          | 450.55          | 0.6321      |
| 40  | 2   | 1600 | 1609.46         | 802.11          | 0.6314      |
| 50  | 2   | 2500 | 2515.09         | 1252.04         | 0.6329      |
| 10  | 3   | 1000 | 1002.65         | 503.02          | 0.6303      |
| 20  | 3   | 8000 | 8007.31         | 4008.64         | 0.6327      |
| 30  | 3   | 27000| 27006.66        | 13503.91        | 0.6315      |
| 40  | 3   | 64000| 64008.32        | 32003.53        | 0.6303      |
| 50  | 3   | 125000| 125000.63       | 62502.33        | 0.6321      |

B. Evaluation for SBU Obfuscation

We consider the numerical evaluation of the achievable lower bounds, as given in Theorem 1 and Theorem 2 (SL-SBU, optimized version), for the fraction of sequences that contain a
potentially identifying pattern of user 1 when using the proposed SBU obfuscation approach. We use $\epsilon$ and $\epsilon'$ to denote these two lower bounds, respectively, and the results are shown in Table III. Note that these are deterministic numerical evaluations of the bounds in Theorem II and Theorem III. Hence, the results show that the proposed PPMs will result in a non-zero percentage of the user set $\mathcal{U}$ that have any potentially identifying pattern of user 1 in their obfuscated sequences with high probability, and we can observe that the SL-SBU obfuscation sequence has a higher lower bound than the regular SBU obfuscation sequence. As expected, increasing the data sequence length $m$ or the obfuscation noise level $p_{\text{obs}}$ will increase the chance of observing the pattern in the obfuscated sequences for both methods. The advantage of the SL-SBU approach over the regular SBU approach becomes more significant as longer sequences are considered.

Next we test the effectiveness of the i.i.d. obfuscation and SL-SBU obfuscation approaches on synthetic i.i.d. sequences. We believe the i.i.d. sequences yield the worst case scenario: there is no dependency between any two consecutive data points that would lead to common subsequences of potentially identifying patterns being likely to be shared across users. Furthermore, to consider (pessimistically) only patterns that are inserted via our obfuscation method (eliminating the possibility that a user trace already has the desired pattern), we make certain that a dataset $\mathcal{R}$ with size $r$ has a unique sequence by assigning user 1 a unique pattern and drawing other users’ sequences from the subset of the dataset with size $(r - l)$; for instance, if the pattern length is $l = 3$, we insert a pattern $[r - 2, r - 1, r]$ into user 1’s sequence at a random place for uniqueness. We then follow the obfuscation procedure from Section III for each iteration and calculate the results by averaging the fraction of sequences which contain user 1’s identifying pattern (by Definition I) for all iterations. The validation results for different parameter settings are shown in Tables IV, V, VI. From the overall results, we can observe that the SL-SBU obfuscation sequence performs better than the i.i.d. obfuscation sequence, as predicted by Theorem 4.

**C. Evaluation of the Data-Dependent and Data-Independent Obfuscation Algorithms**

Next we consider the simulation of the proposed *data-independent obfuscation* (DIO) obfuscation methods (SL-SBU and i.i.d. obfuscation sequences) and the three *data-dependent obfuscation* (DDO) algorithms (LOV, PLOV, MANP) on i.i.d. data sequences and the Reality Mining dataset. Recall the three DDO obfuscation algorithms’ design: the LOV algorithm chooses the obfuscation value which has not been observed in the user’s obfuscated sequence before; the PLOV algorithm selects obfuscating values that have been less-observed in the user’s obfuscated sequence with
TABLE III: Numerical evaluation of the lower bounds of Theorem 1 ($\epsilon$) and Theorem 2 ($\epsilon'$) for the percentage of sequences that contain a user’s identifying pattern when the proposed SBU obfuscation approaches are employed.

| $m$  | $r$  | $l$ | $h$ | $p_{obf}$ | lower bound $\epsilon$ | lower bound $\epsilon'$ |
|------|------|-----|-----|-----------|-------------------------|-------------------------|
| 1000 | 20   | 3   | 10  | 10%       | 0.15%                   | 0.45%                   |
| 1000 | 20   | 3   | 8   | 10%       | 0.12%                   | 0.35%                   |
| 1000 | 20   | 3   | 10  | 15%       | 0.36%                   | 1.06%                   |
| 1000 | 20   | 3   | 10  | 30%       | 1.07%                   | 3.22%                   |
| 4000 | 20   | 3   | 10  | 10%       | 0.66%                   | 1.98%                   |
| 10000| 20   | 3   | 10  | 10%      | 1.69%                   | 5.08%                   |
| 1000 | 20   | 2   | 10  | 10%       | 7.12%                   | 14.17%                  |
| 1000 | 20   | 2   | 8   | 10%       | 6.24%                   | 12.41%                  |
| 1000 | 20   | 2   | 10  | 15%       | 13.47%                  | 26.84%                  |
| 1000 | 20   | 2   | 10  | 30%       | 33.57%                  | 67.02%                  |
| 2000 | 20   | 2   | 10  | 10%       | 14.84%                  | 29.60%                  |
| 4000 | 20   | 2   | 10  | 10%       | 30.52%                  | 60.97%                  |

higher probability; MANP chooses the obfuscating letter which completes the most previously unobserved patterns with length $l = 2$.

Fig. 7 and Fig. 8 show the performance comparison of the obfuscation algorithms on i.i.d. sequences and the Reality Mining dataset, respectively, for the pattern length $l = 1$. In this case, the LOV algorithm has the best performance on both i.i.d. sequences and dataset sequences, although all three DDO algorithms achieve very good performance using very low obfuscation probability $p_{obf}$. For the two DIO algorithms, their performance is not affected by the data sequence’s type. The SL-SBU obfuscation method’s performance is better than the i.i.d. obfuscation method for both i.i.d. sequences and the Reality Mining dataset: the SL-SBU obfuscation
method can achieve a fraction of nearly 0.90 with \( p_{\text{obf}} = 0.02 \), while the i.i.d. obfuscation method achieves a fraction around 0.60 fraction with \( p_{\text{obf}} = 0.02 \).

Fig. 9 shows the performance comparison of the obfuscation algorithms on i.i.d. sequences with pattern length \( l = 2 \). In this case, the PLOV algorithm and MANP algorithm have similar performance, while the LOV algorithm has poorer performance. For the two DIO algorithms, the SL-SBU obfuscation method’s performance is better than that of the i.i.d. obfuscation method for both i.i.d. sequences and the Reality Mining dataset. For the Reality Mining dataset validation results, as shown in Fig. 10, MANP’s performance is poorer on the realistic dataset compared to the i.i.d. sequence due to the sparseness and repetition of the data points in the real data sequences. For the two DIO algorithms, their performance is again not affected by the data sequence’s type. The SL-SBU obfuscation method’s performance is better than the i.i.d. obfuscation method for both i.i.d. sequences and the Reality Mining dataset: the SL-SBU obfuscation method can achieve a fraction of nearly 0.70 with \( p_{\text{obf}} = 0.10 \), while the i.i.d. obfuscation method achieves a fraction around 0.20 with \( p_{\text{obf}} = 0.10 \).

Fig. 11 (a) and Fig. 11 (b) show the performance of the obfuscation algorithms on i.i.d. sequences and the Reality Mining dataset, respectively, when the pattern length \( l = 3 \). In this case, PLOV has the best performance among the three DDO algorithms. For the two DIO algorithms, the SL-SBU obfuscation has the best performance over all of other methods either on i.i.d. sequences (for large enough \( p_{\text{obf}} \)) or Reality Mining sequences, hence showing its robustness across different data sequence types. The reason is that the SL-SBU obfuscation can deterministically create all patterns without cooperating with the obfuscated data points and will eventually achieve any pattern if the sequence is long enough or the obfuscation probability \( p_{\text{obf}} \) is high enough. In contrast, none of the DDO algorithms are designed specifically for pattern length above 2. Overall, we can observe that all three DDO algorithms have poorer performance on the Reality Mining dataset than on the i.i.d. sequence.

IX. Conclusion

Various privacy-preserving mechanisms (PPMs) have been proposed to improve users’ privacy in User Data-Driven (UDD) services. To thwart pattern-matching attacks, we present data-independent and data-dependent PPMs that do not depend on a statistical model of users’ data. In particular, a small noise is added to users’ data in a way that the obfuscated data sequences are likely to have a large number of potential patterns; thus, for any user and for any potential
Fig. 7: Performance comparison of data-dependent obfuscation (DDO) methods (LOV, PLOV, MANP) and data-independent obfuscation methods (SL-SBU and i.i.d. obfuscation sequences) on i.i.d. sequences: the fraction of sequences which contain user 1’s identifying pattern ([r – l + 1, . . . , r – 1, r]). r = 20 + l, l = 1, m = 1000, h = 10. Since here l = 1, h is only used for the MANP algorithm for creating the patterns within the distance requirement.

pattern that the adversary might have to identify that user, we have shown that there will be a large number of other users with the same data pattern in their obfuscated data sequences. We validate the proposed methods on both synthetic data and the Reality Mining dataset to demonstrate their utility and compare their performance.
Fig. 8: Performance comparison of data-dependent obfuscation (DDO) methods (LOV, PLOV, MANP) and data-independent obfuscation methods (SL-SBU and i.i.d. obfuscation sequences) on the Reality Mining dataset: the fraction of sequences which contain user 1’s identifying pattern \((r - l + 1, \ldots, r - 1, r)\). \(r = 20 + l, l = 1, m = 1000, h = 10\). Here \(h\) is only used for the MANP algorithm for creating the patterns within the distance requirement. Data points are sampled with interval at least 10 minutes.

Fig. 9: Performance comparison of data-dependent obfuscation (DDO) methods (LOV, PLOV, MANP) and data-independent obfuscation methods (SL-SBU and i.i.d. obfuscation sequences) on i.i.d. sequences: the fraction of sequences which contain user 1’s identifying pattern \((r - l + 1, \ldots, r - 1, r)\). \(r = 20 + l, l = 2, m = 1000, h = 10\).
Fig. 10: Performance comparison of data-dependent obfuscation (DDO) methods (LOV, PLOV, MANP) and data-independent obfuscation methods (SL-SBU and i.i.d. obfuscation sequences) on the Reality Mining dataset: the fraction of sequences which contain user 1’s identifying pattern ($[r - l + 1, \ldots, r - 1, r]$). $r = 20 + l$, $l = 2$, $m = 1000$, $h = 10$. Data points are sampled with interval at least 10 minutes.

Fig. 11: Performance comparison of data-dependent obfuscation (DDO) methods (LOV, PLOV, MANP) and data-independent obfuscation methods (SL-SBU and i.i.d. obfuscation sequences) on i.i.d. sequences and Reality Mining sequences (data points are sampled with interval at least 10 minutes): the fraction of sequences which contain user 1’s identifying pattern ($[r - l + 1, \ldots, r - 1, r]$). $r = 20 + l$, $l = 3$, $m = 1000$, $h = 10$. 
TABLE IV: Simulation results for the case of i.i.d. data sequences drawn from an alphabet of size $r$, when using an i.i.d. sequence and the SL-SBU sequence for obfuscation: the fraction of sequences which contain user 1’s identifying pattern $⟨[r−l+1, \ldots, r−l,r]⟩$ for $h = 10$ and $p_{obf} = 10\%$.

| $m$   | $r$ | $l$ | $h$ | $p_{obf}$ | fraction (i.i.d.) | fraction (SL-SBU) |
|-------|-----|-----|-----|-----------|-------------------|-------------------|
| $10^3$ | 20  | 2   | 10  | 1%        | 0.2185            | 0.7380            |
| $10^4$ | 20  | 2   | 10  | 1%        | 0.9097            | 1                 |
| $10^4$ | 20  | 3   | 10  | 1%        | 0.1176            | 0.2571            |
| $10^5$ | 20  | 3   | 10  | 1%        | 0.6949            | 0.9598            |
| $10^3$ | 30  | 2   | 10  | 1%        | 0.1091            | 0.5853            |
| $10^4$ | 30  | 2   | 10  | 1%        | 0.6624            | 0.9999            |
| $10^5$ | 30  | 3   | 10  | 1%        | 0.3042            | 0.7656            |
| $10^6$ | 30  | 3   | 10  | 1%        | 0.9712            | 1                 |
| $10^3$ | 40  | 2   | 10  | 1%        | 0.0666            | 0.4838            |
| $10^4$ | 40  | 2   | 10  | 1%        | 0.4621            | 0.9983            |
| $10^5$ | 40  | 3   | 10  | 1%        | 0.1465            | 0.6010            |
| $10^6$ | 40  | 3   | 10  | 1%        | 0.7838            | 0.9999            |
| $10^3$ | 50  | 2   | 10  | 1%        | 0.0462            | 0.4142            |
| $10^4$ | 50  | 2   | 10  | 1%        | 0.3301            | 0.9913            |
| $10^5$ | 50  | 3   | 10  | 1%        | 0.0808            | 0.4937            |
| $10^6$ | 50  | 3   | 10  | 1%        | 0.5412            | 0.9994            |
TABLE V: Simulation results for the case of i.i.d. data sequences drawn from an alphabet of size $r$, when using an i.i.d. sequence and the SL-SBU sequence for obfuscation: the fraction of sequences which contain user 1’s identifying pattern ($[r-l+1, \ldots, r-1, r]$) for $h = 5$ and $p_{\text{obf}} = 10\%$.

| $m$  | $r$ | $l$ | $h$ | $p_{\text{obf}}$ | Fraction (i.i.d.) | Fraction (SL-SBU) |
|------|-----|-----|-----|-------------------|--------------------|--------------------|
| $10^3$ | $20$ | $2$ | $5$ | $10\%$           | $0.1223$           | $0.3733$           |
| $10^4$ | $20$ | $2$ | $5$ | $10\%$           | $0.7078$           | $0.9932$           |
| $10^4$ | $20$ | $3$ | $5$ | $10\%$           | $0.0370$           | $0.0391$           |
| $10^5$ | $20$ | $3$ | $5$ | $10\%$           | $0.2683$           | $0.2961$           |
| $10^3$ | $30$ | $2$ | $5$ | $10\%$           | $0.0607$           | $0.2585$           |
| $10^4$ | $30$ | $2$ | $5$ | $10\%$           | $0.4268$           | $0.9587$           |
| $10^5$ | $30$ | $3$ | $5$ | $10\%$           | $0.0949$           | $0.1194$           |
| $10^6$ | $30$ | $3$ | $5$ | $10\%$           | $0.5891$           | $0.7174$           |
| $10^3$ | $40$ | $2$ | $5$ | $10\%$           | $0.0383$           | $0.1976$           |
| $10^4$ | $40$ | $2$ | $5$ | $10\%$           | $0.2719$           | $0.8846$           |
| $10^5$ | $40$ | $3$ | $5$ | $10\%$           | $0.0438$           | $0.0646$           |
| $10^6$ | $40$ | $3$ | $5$ | $10\%$           | $0.3271$           | $0.4724$           |
| $10^3$ | $50$ | $2$ | $5$ | $10\%$           | $0.0277$           | $0.1616$           |
| $10^4$ | $50$ | $2$ | $5$ | $10\%$           | $0.1868$           | $0.8020$           |
| $10^5$ | $50$ | $3$ | $5$ | $10\%$           | $0.0268$           | $0.0429$           |
| $10^6$ | $50$ | $3$ | $5$ | $10\%$           | $0.1840$           | $0.3170$           |
TABLE VI: Simulation results for the case of i.i.d. data sequences drawn from an alphabet of size $r$, when using an i.i.d. sequence and the SL-SBU sequence for obfuscation: the fraction of sequences which contain user 1’s identifying pattern ($[r - l + 1, \ldots, r - 1, r]$) for $h = 10$, $p_{\text{obf}} = 5\%$.

| $m$ | $r$ | $l$ | $h$ | $p_{\text{obf}}$ | fraction (i.i.d.) | fraction (SL-SBU) |
|-----|-----|-----|-----|------------------|-------------------|-------------------|
| $10^3$ | 20 | 2 | 10 | 5% | 0.0673 | 0.2203 |
| $10^4$ | 20 | 2 | 10 | 5% | 0.4622 | 0.9255 |
| $10^4$ | 20 | 3 | 10 | 5% | 0.0235 | 0.0259 |
| $10^5$ | 20 | 3 | 10 | 5% | 0.1502 | 0.1758 |
| $10^3$ | 30 | 2 | 10 | 5% | 0.0358 | 0.1497 |
| $10^4$ | 30 | 2 | 10 | 5% | 0.2454 | 0.7885 |
| $10^5$ | 30 | 3 | 10 | 5% | 0.0539 | 0.0758 |
| $10^6$ | 30 | 3 | 10 | 5% | 0.3693 | 0.5194 |
| $10^3$ | 40 | 2 | 10 | 5% | 0.0241 | 0.1147 |
| $10^4$ | 40 | 2 | 10 | 5% | 0.1509 | 0.6639 |
| $10^5$ | 40 | 3 | 10 | 5% | 0.0274 | 0.0444 |
| $10^6$ | 40 | 3 | 10 | 5% | 0.1770 | 0.3148 |
| $10^3$ | 50 | 2 | 10 | 5% | 0.0187 | 0.0930 |
| $10^4$ | 50 | 2 | 10 | 5% | 0.1025 | 0.5736 |
| $10^5$ | 50 | 3 | 10 | 5% | 0.0184 | 0.0314 |
| $10^6$ | 50 | 3 | 10 | 5% | 0.1015 | 0.2150 |
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