State Aggregations in Markov Chains and Block Models of Networks
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We consider state-aggregation schemes for Markov chains from an information-theoretic perspective. Specifically, we consider aggregating the states of a Markov chain such that the mutual information of the aggregated states separated by $T$ time steps is maximized. We show that for $T = 1$ this recovers the maximum-likelihood estimator of the degree-corrected stochastic block model as a particular case, which enables us to explain certain features of the likelihood landscape of this generative network model from a dynamical lens. We further highlight how we can uncover coherent, long-range dynamical modules for which considering a timescale $T > 1$ is essential. We demonstrate our results using synthetic flows and real-world ocean currents, where we are able to recover the fundamental features of the surface currents of the oceans.

Systems comprising the interactions of many entities often exhibit complex dynamics that unfold within a large state space. A powerful idea to tame this complexity is to project the system state $x_t$ at each time $t$ onto a significantly smaller space, and replace the original dynamics, say of the form $x_{t+1} = f(x_t, x_{t-1}, \ldots)$, with the simpler dynamics $y_{t+1} = g(y_t, y_{t-1}, \ldots)$ of the projected state $y_t$. Such techniques abound in physics and other fields under headings such as model order reduction, coarse graining, variable or state aggregation, mode decomposition, or dimensionality reduction [1–11].

The success of these methods hinges on the choice of a projection $y_t = h(x_t)$ that retains the salient features of the original dynamics. For example, for a linear dynamics, a small subspace spanned by its dominant, low-frequency eigenmodes governs the long-term behavior. The neglected eigenmodes correspond to high-frequency modes. Given a state-aggregation scheme, approaches from computational mechanics [18], or the map equation [9] (see the Supplemental Material (SM) for a discussion of related methods).

We demonstrate that our approach offers a fresh perspective on the problem of state aggregation. Specifically, we show that maximizing the autoinformation for unit timescales ($T = 1$) is under certain conditions equivalent to maximizing the likelihood of a degree-corrected stochastic block model (DCSBM) [19–20], a popular technique to recover community structure in networks [21–24]. Leveraging our dynamical perspective we can thus pinpoint problems inherent to assumptions underlying the DCSBM. We further show how the time parameter $T$ of the autoinformation leads to a nonlinear transformation mitigating these problems. Our scheme is thus particularly relevant for the analysis of trajectory data with trends emerging over longer timescales, which we illustrate by analyzing an ocean drifter dataset, where we can reveal dominant patterns such as ocean currents over long timescales.

**Autoinformation between aggregated states.** Consider a state aggregation $y_t = h(x_t)$ that maps the discrete state $x_t \in X$ from a space of cardinality $|X| = N$ onto a new state $y_t \in \mathcal{Y}$ in a smaller space of size $|\mathcal{Y}| = K \leq N$. This induces a partition of $X$ into aggregation classes: sets of states in $X$ mapped to the same aggregated state in $\mathcal{Y}$. Applying the mapping $h$ to each observed state $x_t$ of the original trajectory yields a new trajectory that can be described by a stochastic dynamical system $y_{t+1} = g(y_t, y_{t-1}, \ldots)$. Here the symbol $y_{[\tau_1, \tau_2]}$ denotes the sequence of states $y_{\tau_1, \ldots, \tau_2}$ from $\tau_1$ until $\tau_2$.

To find an aggregation $y_t = h(x_t)$ whose states are informative about the evolution of the dynamics at the next time step, we seek a mapping $h$ for which the mutual information $I(y_{t+1}, y_t)$ is as high as possible. It involves two terms of opposite signs:

$$I(y_{t+1}, y_t) = I(y_{t+1}; y_{[t, -\infty]}) - I(y_{t+1}; y_{[t-1, -\infty]}|y_t). \quad (1)$$

Maximizing $I(y_{t+1}; y_{[t, -\infty]})$ favors state aggregations that are as deterministic (or predictable) as possible. Minimizing $I(y_{t+1}; y_{[t-1, -\infty]}|y_t)$, however, leads to aggregations that are as Markovian as possible. Indeed, this term quan-
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The above discussion suggests maximizing the autoinformation associated with the prediction of \(H(y_t)\) is maximized by an aggregated Markov chain with (i) a high number of approximately equiprobable states that maximize \(H(y_t)\), and (ii) a low uncertainty \(H(y_{t+T}|y_t)\) associated with the prediction of \(y_{t+T}\) based on state \(y_t\).

Maximizing autoinformation as state-aggregation scheme. The above discussion suggests maximizing the autoinformation \(I_T(h)\) over all possible state aggregations \(h\) as a possible scheme to obtain a reduced order description. Let us first explore the case in which we are given a desired cardinality \(K\) of the aggregated state space \(\mathcal{Y}\), i.e., we look for a partition of \(X\) into \(K\) aggregation classes. Denoting the space of all possible mappings to \(K\) states as \(\mathcal{H}_K\), we arrive at the following optimization problem to obtain a state aggregation \(\hat{h}_T\):

\[
\hat{h}_T = \arg\max_{h \in \mathcal{H}_K} I_T(h) = \arg\max_{h \in \mathcal{H}_K} I(y_{t+T}; y_t). \tag{3}
\]

To gain intuition, consider Eq. (3) when \(x_t\) is a simple random walk process on an unweighted, undirected graph. Then, finding an optimal state aggregation is equivalent to finding an optimal partition of the nodes.

Fig. 1 displays a simple state transition graph of a Markov chain with two cyclelike subparts connected by a single link. The cycles have even length and are constructed such that the graph is also almost bipartite. Let us now consider the problem of finding a state aggregation of this chain in \(K = 2\) classes using autoinformation. The autoinformation associated with both aggregation classes is qualitatively similar: at each time step the walker will likely both (i) change node type with respect to the (almost) bipartite structure and (ii) stay in the same cyclic structure.

At short timescales, \(H(y_{t+T}|y_t) \approx 0\) for both structures and the \(H(y_t)\) term in Eq. (2) dominates. Accordingly, the bipartite partition, with slightly higher \(H(y_t) \approx 1\), is preferred. For longer timescales, however, the second term of Eq. (2) dominates and the two-cycle partition is preferred: there is a smaller probability of leaving each cycle than of changing the bipartite aggregation class (see Fig. 1).

Relationships to the degree corrected stochastic block model. A direct computation shows that optimizing Eq. (1) for \(T = 1\) is (coincidentally) equivalent to solving a maximum-likelihood estimation problem for the DCSBM with \(K\) classes [19, 20]. More precisely, \(h_{T=1} = \arg\max_{h} \ell_{\text{DCSBM}}(A)\), where \(A = [A_{ij}] \in \{0, 1\}^{N \times N}\) is the binary adjacency matrix of the graph and \(\ell_{\text{DCSBM}}\) is the log-likelihood function of the DCSBM with model parameters given by their maximum-likelihood estimates (for a formal proof see the SM).

The above result emphasizes that only paths of length 1 (edges) are essential to the likelihood function of the DCSBM, which derives from the mutual independence of edges in a DCSBM. Interpreting the maximum-likelihood estimation for the DCSBM dynamically in terms of the autoinformation highlights this as a potential problem when fitting DCSBMs to graphs with long-range path structures. Indeed, since optimizing autoinformation for \(T = 1\) for \(K = 2\) amounts to fitting a two-group DCSBM, Fig. 1 shows that the two-cycle split would be missed when fitting such a graph via a DCSBM. Our dynamical standpoint sheds light on the underlying issue: when only considering trajectories of length 1, the description in terms of the bipartite structure will be preferred, because it offers a more balanced partition of the states into two equiprobable classes. The specific path structure of this graph leads to slow mixing of the chain within and between the two cycles, and the assortative split is thus not apparent at \(T = 1\). Stated differently, at timescale \(T = 1\) the bipartite switching is the dominant dynamical behavior of the Markov chain, and fitting a DCSBM to the state-transition graph correctly captures this.

The importance of time-scales. Our approach also offers a way out of the above encountered dilemma: using
$T \gg 1$ shifts the focus to the slow modes of the dynamics, for which the assortative split into the two cyclic structures becomes clear. The time parameter thus tailors the search to partitions that are dynamically relevant over longer timescales. Unlike with many community detection methods featuring a resolution parameter, the time parameter does not offset a null model linearly, but acts non-linearly (see the SM), where we also prove the additional result that the optimal split into $K = 2$ equiprobable aggregation classes of any Markov chain tends to be either almost block diagonal (assortative) or almost bipartite (disassortative).

How many aggregation classes? In many scenarios the number of aggregated states $K$ can be gleaned from prior knowledge and we thus have not discussed determining $K$. In a scenario where $K$ is unknown, one would be tempted to optimize the autoinformation over all partitions without a constraint on $K$ — but this would yield the trivial state aggregation $y_i = x_i$ (see the SM). This can be interpreted as data overfitting: without constraints on $K$, the best aggregation corresponds to the original model, which trivially captures all available information. To yield an aggregated description of size $K \leq N$ when maximizing the autoinformation, we have to impose additional constraints on the state-aggregation mapping $h$.

For a given quality criterion such as the autoinformation two approaches are typically considered. One would be to find state-aggregation mappings via Eq. (3) for a varying number of states $K \in \{1, \ldots, N\}$ and then select from among those solutions, e.g., using an elbow criterion (see the SM). Here we follow another common approach by adding a complexity penalty to the objective function considered in Eq. (3). Optimizing the corresponding variational problem over all state-aggregation mappings, leads to an aggregated system that maximizes autoinformation while maintaining small complexity. This general approach can be interpreted in terms of Occam’s razor or a minimum description length (MDL) principle [25].

For simplicity, we choose the description length necessary to describe the aggregated states of the aggregated state space as penalty term. Specifically, we consider the regularized autoinformation with an entropy penalty:

$$I_{\beta,T}(h) = I_T(h) - \beta H(h(x_i)), \quad (4)$$

where $\beta$ is a Lagrange multiplier for the regularization term (see the SM for a discussion of these parameters). However, our scheme is not bound to this specific complexity penalty and other regularization schemes such as the Akaike information criterion [24] or ideas from Bayesian statistics and MDL-based modeling [25, 27] may be considered. The specific choice of entropy for capturing the complexity of the partition can be seen as a smooth generalization of $K$, the number of classes, since $K$ equally-likely blocks translate into an entropy of $\log K$, while the entropy is also able to account for the size distribution of classes.

Like most combinatorial optimization problems, finding the aggregation that maximizes Eq. (4) is computationally difficult and we thus have to resort to a heuristic optimization. Here we use an $\epsilon$-greedy optimization scheme akin to simulated annealing: starting from an initial partition, we stochastically loop over nodes and try to aggregate them with another class. If the regularized autoinformation improves we aggregate the node with the new class with probability 1; otherwise, we aggregate with probability $e^{-\Delta I_{\beta,T}/\tau}$, with $\tau$ a temperature-like parameter that decreases along the maximization. A detailed discussion is given in the SM, and a reference implementation is publicly available [28].

Dynamical modules at short and long time-scales. The regularized autoinformation primarily provides a tool for state aggregations in Markov chains and dynamical data. However, due to the connection with a maximum-likelihood estimation of a DCSBM, the regularized autoinformation also provides a dynamical view of certain model selection aspects under the DCSBM.

For concreteness, consider a random walk on a symmetric circular structure as the cycle of $N$ nodes connected to the $k$-nearest neighbors of Fig. 2. For short timescales, it is sensible for dynamical model reduction to aggregate small patches of the cycle that are unlikely to be left by the walker after $T$ steps into aggregated states: the predictive power of such a fine-grained description outweighs the cost of the regularization term for most nonzero values of $\beta$. In particular observe that maximizing Eq. (4) with $T = 1$ leads to a nontrivial number of aggregated states as shown in Fig. 2. By symmetry arguments, which patches of the cycle we use as aggregated states is irrelevant, and there is a large number of equivalent optimal aggregated system descriptions, corresponding to different (symmetric, regular) partitions of the cycle.
Interestingly, qualitatively similar results hold irrespective of the regularization scheme used. This explains why, e.g., inferring a DCSBM to such a cyclic graph with model selection via an MDL approach [27] distinct from the regularization term used in Eq. (4), results in a split into 22 classes (for a more detailed discussion see the SM). This “overfitting” behavior is in fact generic and can be observed with many other community detection algorithms, including modularity optimization [29, 30] and the map-equation framework [9, 31]. The issue is that while the graph structure can be compressed in terms of block structure with relatively small blocks, these blocks are less relevant for the long-term dynamics.

As seen in Fig. 2 for Markov chains with sparse state-transition graphs with long-range path structures, this mismatch between clusters defined via one-step block connectivity (T = 1) and clusters capturing the long-term behavior can be quite pronounced. Indeed, the regularized autoinformation for short times is typically optimized by choosing a relatively large number of aggregated states, while the dynamically planted class structure is only found for larger T. This short time behavior of the regularized autoinformation is again mirrored by the MDL-based inference of DCSBMs or the map equation, which both fail to find the dynamically meaningful partition for long timescales for all the graphs shown in Fig. 2 the inference of the DCSBM using the MDL approach in [27] yields around 22 classes in all cases; the map equation provides 7, 10 or 4 aggregation classes for the three scenarios, respectively. While in this case spectral methods, such as GenPCCA [13] can resolve the relevant structure, they may fail when intermediate or short timescales are of interest. More in-depth comparisons can be found in the SM, where we also describe a synthetic model class (a graph ensemble) that displays the behavior observed here. We emphasize that changing the parameters β or T is in general not equivalent (see the SM).

Hierarchical aggregation of Markov chains with multiple timescales. In a hierarchical Stochastic Block Model (see Fig. 3 left), for any given value β > 0, the finer structure is typically preferred at lower values of T where the walker dynamics are confined to the local class. Higher values of T allow the walker to visit larger portions of the network, and coarser partitions gain importance.

Consider now two alternative hierarchical aggregations (core periphery vs assortative) of an initial aggregation into four classes (see Fig. 3 right). While the same four-class structure is preferred at short timescales, the two-class assortative and the core-periphery structures are preferred at medium and longer timescales. Although for two equally sized classes (in terms of entropy), the optimal aggregation is either assortative or disassortative, here, the core and periphery are of different sizes in terms of the probability of the presence of the walker. In particular, the regularization term βH(y) in Eq. (4) favors the core-periphery split. This effect dominates at large timescales, where the autoinformation converges towards zero. This is intrinsic to what our regularization term in Eq. (4) considers to be a ‘small’ or ‘simple’ model, and other choices of regularization may lead to different results. Similar trade-offs were observed for SBMs and DCSBMs in [20, 32] when considering core-periphery or assortative structures.

The system of ocean surface currents. Let us now showcase how one can use the autoinformation as a tool to analyze dynamical data. The Global Drifters Program [33] tracks drifter buoys on the surface of all oceans. The dynamics of the drifters is a proxy for the global system of surface currents, i.e., water masses moving between different areas of the ocean surfaces.

Using the regularized autoinformation, we identify macro areas that optimally aggregate the drifter dynamics. We find that the temporal dimension of the kinetics strongly influences the outcome. For short timescales, the aggregation classes correspond to small geographic patches of ocean surface that become larger where currents are stronger and steadier, e.g., along the equator (see Fig. 4 top). For timescales closer to the expected time for a drifter to cross an ocean, larger geographic patches are found. These encompass all major ocean gyres (see Fig. 4 bottom) separating equatorial, subtropical and boreal regions. The northern and southern Pacific are subdivided into western and eastern parts that belong to the same large-scale circulation pattern, but represent...
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Supplemental Material

Autoinformation and its properties

In this section we describe a number of properties of the autoinformation in more detail.

Relationship to DCSBM for one-step random walk dynamics

Here we show that the log-likelihood for a given partition of an symmetric, binary network is (up to factors that are non-essential for its optimization) equivalent to the one-step autoinformation $S(h)$ of the corresponding aggregated dynamics of a simple random walk on the network.

We recall that the maximization of the log-likelihood for the DCSBM [38] for a partition into $K$ blocks corresponds to the minimization of:

$$S = E - \sum_{ij} e_{ij} \log \frac{e_{ij}}{e_i e_j},$$

where $e_{ij}$ is the sum of the adjacency matrix entries connecting nodes in block $i$ to nodes in block $j$, $e_i = \sum_j e_{ij}$ is the sum of the links attached to nodes in class $i$, and $E$ is a constant (see, e.g., [27]). By expanding the logarithm, this can be rewritten as:

$$S = E - \sum_{ij} e_{ij} \log e_{ij} + 2 \sum_i e_i \log e_i.$$

Now, since $\sum_{ij} e_{ij} = \sum_i e_i = 2m$ is twice the number of edges in the network we can rewrite the above quantities as:

$$\sum_{ij} e_{ij} \log e_{ij} = 2m \sum_{ij} \frac{e_{ij}}{2m} \log \frac{e_{ij}}{2m} + 2m \log(2m),$$

$$\sum_i e_i \log e_i = 2m \sum_i \frac{e_i}{2m} \log \frac{e_i}{2m} + 2m \log(2m),$$

Plugging these equations into the above expression gives:

$$S = E - 2m \sum_{ij} \frac{e_{ij}}{2m} \log \frac{e_{ij}}{2m}$$

$$+ 4m \sum_i \frac{e_i}{2m} \log \frac{e_i}{2m} + 2m \log(2m).$$

Finally observe that for a stationary random walk on a symmetric, binary network we will have $H(y_i) = H(y_{i+1})$ (by stationarity). Further the occupation probabilities of the blocks are $p(y_i) = \frac{e_i}{2m}$, and transition probabilities between the blocks are given by $p(y_i = i, y_{i+1} = j) = \frac{e_{ij}}{2m}$. We can thus assert by direct computation that:

$$S = E + 2m \left[ H(y_i, y_{i+1}) - 2H(y_i) + \log(2m) \right]$$

$$= E - 2m \left[ H(y_i) - H(y_{i+1}|y_i) - \log(2m) \right]$$

$$= E - 2m \left[ I_1(h) - \log(2m) \right].$$

Hence, minimizing $S$, i.e., maximising the likelihood of the DCSBM with parameters given by their maximum likelihood estimates, corresponds to maximizing the autoinformation for $T = 1$ if the network is symmetric and binary.

A number of points of the above result are worth emphasizing. While the DCSBM is a generative network model, maximising the autoinformation does not impose a generative process of the data and can be applied to any dynamical process with a discrete state space. For
instance, the autoinformation can be computed without modification for a Markov process defined by a random walk on a weighted network, or a set of trajectory data without an explicitly defined network. In contrast, the DCSBM is a priori specified only for unweighted networks. This corresponds to the fact that edges are all independent in the DCSBM and, hence, only paths of length one (i.e., edges) are essential to its likelihood function.

Note that autoinformation beyond $T = 1$ or beyond simple random walks on unweighted graphs is not, to our best knowledge, the likelihood function of a generative model, thus cannot be maximised in general by a statistical inference technique.

**Over-fitting of non-block structures using a DCSBM.**

The aim of algorithms based on stochastic block models or their variants is to decompose the adjacency matrix into groups which are ‘simple’ (e.g. with density that is approximately constant or proportional to a degree distribution). This offers a ‘dictionary’ of patterns that is universal, in that it can eventually fit any network. Nevertheless, such patterns, applied to cycle-like graphs such as depicted on Fig. 2, will generate a large number of blocks to fit the banded shape of the adjacency matrix. Thus the dictionary of the DCSBM is not adapted for an efficient description of the cyclic structures, which are ‘simple’ in another fashion. The situation is similar in some regard to the approximation theorems in numerical analysis: we know that any continuous real-valued function on the interval can be approximated arbitrarily well by polynomials (Weierstrass theorem) or by sines and cosines (Fourier decomposition), or by many other basis functions, but some functions are more efficiently approximated by polynomials and some others by a truncated Fourier decomposition. Here, with similar arguments, one can assert that in some cases (i.e., those considered in Fig. 2) a block model is an inefficient basis to describe structures such as a banded adjacency matrix, while the ‘dictionary’ offered by higher time scales $T > 1$ is more appropriate.

**Extreme values of (regularized) autoinformation and data processing inequalities**

In this section we consider the state aggregation mappings with maximal (regularized) autoinformation.

Observe that for any two random variables $X$ and $Y$ and deterministic maps $f$ and $g$, it is well known that $I(f(X);g(Y)) \leq I(X;Y)$. This is a form of the data-processing inequality [69]. We apply this data-processing inequality to the autoinformation of a Markov chain ($I(x_{t+T};x_t)$), and its aggregation, $I(y_{t+T};y_t)$, through the aggregation map $y_t = h(x_t)$, to obtain:

$$I(y_{t+T};y_t) \leq I(x_{t+T};x_t).$$

Thus the aggregation maximizing the autoinformation is the trivial aggregation $y_t = x_t$, with $h$ being the identity map.

For the regularized autoinformation

$$I_{\beta,T}(h) = I(y_t; y_{t+T}) - \beta H(y_t)$$

with $\beta = 1$, we see that it reduces to $-H(y_{t+T}|y_t)$, which takes its maximal value of zero for the trivial constant aggregation $h$ (all states of $X$ being mapped to the single element set $Y = \{y\}$).

**Analysis of the (regularized) autoinformation for limiting cases**

In the following we analyze how the autoinformation maximization behaves when considering two aggregated states, short or long time-scales. To remove the effect of regularization, when comparing two different partitions, we compare aggregations of same complexity $H(y_t)$.

**Two aggregated states**

We consider the ideal case of $K = 2$ aggregated states denoted by $y = 1$ and $y = 2$ of same occupation probability $p(y_t = 1) = p(y_t = 2) = 1/2$ (equivalently, $H(y_t) = 1$). The joint probabilities on successive states fulfill the following set of equalities:

$$p(y_t = y_{t+T} = 1) + p(y_t = 1, y_{t+T} = 2) = 1/2, \quad (SM1)$$

$$p(y_t = y_{t+T} = 1) + p(y_t = 2, y_{t+T} = 1) = 1/2, \quad (SM2)$$

$$p(y_t = 2, y_{t+T} = 1) + p(y_t = y_{t+T} = 2) = 1/2, \quad (SM3)$$

$$p(y_t = 1, y_{t+T} = 2) + p(y_t = y_{t+T} = 2) = 1/2. \quad (SM4)$$

We define the quantity $p_{\text{leak},T} = p(y_t \neq y_{t+T})$, which, in the simple case of two classes, is $p(y_t = 1, y_{t+T} = 2) + p(y_t = 2, y_{t+T} = 1)$. The above equalities, subtracting Eq. (SM4) from Eq. (SM3) and Eq. (SM2) from Eq. (SM1), enable us to write:

$$p(y_t = 1, y_{t+T} = 2) = p(y_t = 2, y_{t+T} = 1) = \frac{p_{\text{leak},T}}{2},$$

$$p(y_t = 1, y_{t+T} = 1) = p(y_t = 2, y_{t+T} = 2) = \frac{1 - p_{\text{leak},T}}{2}.$$

Note that this calculation implies, in particular, that in this case the aggregated Markov chain is reversible even when the original Markov process on $X$ is not.

From the above calculations we conclude that

$$H(y_{t+T}|y_t) = H(1_{y_t \neq y_{t+T}}) = H(p_{\text{leak},T}),$$

where $H(1_{y_t \neq y_{t+T}})$ is the entropy of the leaky system.
where $H(x)$ denotes the Shannon entropy function of a probability $x$, $H(x) = -x \log x - (1-x) \log(1-x)$; and the notation $1_S$ stands for the indicator variable of the event $S$, taking value 1 if the event $S$ is realized and 0 otherwise.

Therefore the autoinformation for an aggregation into two classes with same complexity can be written as:

$$I(y_{t+T}'; y_t) = H(y_{t+T}) - H(y_{t+T}|y_t) = 1 - H(p_{\text{peak}, T}).$$

In other words, the autoinformation is in this case determined by the leak probability $p_{\text{peak}, T}$. It is maximized when $p_{\text{peak}, T}$ is either as low as possible or as large as possible. The former case can be identified as an ‘assortative’ partition of the original Markov chain (relatively to time scale $T$) and the latter, as a ‘disassortative’ partition of the original Markov chain (relatively to time scale $T$).

This terminology generalizes the usual notion of assortativity coefficient in the following way. Considering the random walk on an binary symmetric network with two classes of nodes, Newman’s binary assortativity coefficient is also in one-to-one relationship with $p_{\text{peak}, 1}$, for $T = 1$ step, and takes high values (close to +1) for $p_{\text{peak}, 1}$ close to 1, and low values (close to 0) for $p_{\text{peak}, 1}$ close to 0.

**Short time scales**

Let us characterize the autoinformation [21] of an arbitrary aggregated Markov chain for short time-scales. To make our analysis more meaningful, we will here switch our focus to a continuous-time Markov chain, as it will enable us to consider the limit of the step size (respectively the transition rate) going to zero.

A continuous-time Markov chain on state space $\mathcal{X}$ is in a state $i$ at the real time instant $t$, and makes a transition in the infinitesimal interval $[t, t+dt]$ to another state $j$ with probability $L_{ij}dt$, for some rate $L_{ij} \geq 0$. Introducing the quantity $L_{ii} = -\sum_j L_{ij} \leq 0$, the Markov chain remains in state $i$ throughout $[t, t+dt]$ with probability $1 + L_{ii}dt$. Arranging the coefficients $L_{ij}$ into a Laplacian-like matrix $L$ (with rows summing to zero), we can describe the evolution of state probabilities of each state with the following master equation:

$$\dot{p}(t) = p(t)L,$$

where $p_i(t)$ is the probability of the Markov chain to be in state $i$ at time $t$, and $p(t) = [p_1(t), \ldots, p_N(t)]$ is the row-vector collecting all probabilities $p_i(t)$.

The above dynamics lead to a state-transition equation of the form:

$$p(t + T) = p(t)\exp(LT),$$

where $\exp(\cdot)$ is the matrix exponential function.

We now consider the aggregated process on $\mathcal{Y}$. Let us consider the indicator variable $1_{y_t \not= y_{t+T}}$ taking value 1 if a change of aggregated state occurs or 0 otherwise. This is again the leak probability or escape probability $p_{\text{peak}, T}$, as discussed in the previous section. For short time-scales $T \to 0$, we have $\exp(LT) \approx I + LT$, and therefore

$$p_{\text{peak}, T} \approx \sum_{i,j \in X : h(i) \neq h(j)} p(x_t = i)L_{ij}T = O(T).$$

For the derivations below it is useful to remember that the Shannon binary entropy function $H(x) = -x \log x - (1-x) \log(1-x)$ scales as $-x \log x$ for $x \to 0$. For instance $H(1_{y_t \neq y_{t+T}}) = H(p_{\text{peak}, T})$ scales as $p_{\text{peak}, T}|\log T|$ for small $T$, since $\log \sum_{i,j \in X : h(i) \neq h(j)} p(x_t = i)L_{ij}$ is a constant, while $|\log T| \to +\infty$.

We can now write

$$H(y_{t+T}|y_t) = H(y_{t+T}, 1_{y_t \neq y_{t+T}}|y_t)$$

$$= H(1_{y_t \neq y_{t+T}}|y_t) + H(y_{t+T}|y_t, 1_{y_t \neq y_{t+T}})$$

$$\approx H(1_{y_t \neq y_{t+T}}|y_t)$$

$$= \sum_{k \in \mathcal{Y}} p(y_t = k)H(1_{y_t = k \neq y_{t+T}})$$

$$= \sum_{k \in \mathcal{Y}} p(y_t = k)p(y_t = k \neq y_{t+T})|\log T|$$

$$= p_{\text{peak}, T}|\log T|.$$

We derive Eq. (SM5) from the chain rule for joint entropy $H(X,Y|Z) = H(X|Z) + H(Y|X,Z)$ (for arbitrary random variables $X,Y,Z$). We derive Eq. (SM6) by observing that the first term in Eq. (SM5) turns out to scale as $T|\log T|$, whereas the second term scales as $p_{\text{peak}, T}$, thus as $T$, which is dominated by $T|\log T|$ for $T \to 0$.

In conclusion, in the short time limit, the dominant term of the conditional entropy is the leak probability from the aggregated states, up to a factor $\log T$. Accordingly, the autoinformation $I(y_t; y_{t+T}) = H(y_t) - H(y_{t+T}|y_t)$ in a continuous-time Markov process with a fixed $H(y_t)$ is maximized for $T \to 0$ by choosing a state aggregation such that the flow of the process gets trapped within each block.

In the case of a continuous-time random walk on an symmetric graph, $L$ is the usual Laplacian, and the leak probability from the aggregated states is essentially given by the ‘cut size’ between the blocks (‘communities’) of nodes in the graph, i.e. the total weight of edges standing between the aggregation classes. A number of ‘node partitioning’ or ‘community detection’ methods aim at minimizing this cut size, regularized with a constraint or entropy-like cost promoting a nontrivial number of equal-size blocks. This strategy underlies most edge-counting methods such as conductance, normalized cuts, ratio cuts, modularity, Potts model and linearized Markov stability. See [41] for references, discussion and detailed arguments. Maximizing the short-term autoinformation is essentially identical to what all these methods implement, up to
the choice of regularization strategy, and will accordingly yield an ‘assortative’ aggregation, minimizing the leak from the aggregated states. These type of ‘assortative’ partitions are also the foundation for most time-scale separation techniques on Markov chains. As a concrete example, assume the Laplacian $L$ is written as $L_0 + \epsilon L_1$, where $L_0$ is a block-diagonal Laplacian matrix describing the union of decoupled Markov chains, and the rows of $L_1$ sum to zero. Then it it is a classic result [1] that for $\epsilon \to 0$, the Markov chain aggregated along the diagonal blocks of $L_0$ is indeed approximately Markovian, and can therefore be safely replaced by a Markovian approximation. Note that this trade-off between the Markov property and the dynamical predictability is precisely what is captured by the autoinformation, see Eq. (1).

**Long time scales**

Let us now consider the autoinformation for long timescales, for which we revert to a discrete-time formulation.

Note that we can rewrite the autoinformation from the form in Eq. (2a) as:

$$I(y_{t+T}; y_t) = \left\langle \log \frac{p(y_{t+T}, y_t)}{p(y_t)p(y_{t+T})} \right\rangle, \quad \text{(SM7)}$$

where $\langle \cdot \rangle$ denotes the expectation, taken over the joint distribution $p(y_{t+T}, y_t)$. Since for a symmetric graph the chain will converge towards a stationary state, the autoinformation will be close to zero for large $T$ for a mixing Markov chain.

We can therefore approximate the above expression using a Taylor expansion for the natural logarithm as:

$$I(y_{t}; y_{t+T}) \approx \left\langle \frac{p(y_{t+T}, y_t)}{p(y_t)p(y_{t+T})} - 1 \right\rangle
\approx \left\langle \frac{p(y_{t+T})}{p(y_{t+T})} \right\rangle - 1
= \sum_{y_{t+T}} \frac{p^2(y_{t+T})}{p(y_{t+T})} - 1.$$

This can be further developed by estimating $p^2(y_{t+T}, y_{t+T})$ for $T \to \infty$. The Markov chain on the state space $\mathcal{X}$ (which we assume to be ergodic and mixing) is described by the one-step transition matrix $P$, which appears in the master equation:

$$p(t+1) = p(t)P$$

The transition matrix $P$ can be decomposed spectrally as $P = 1p + \lambda u v^T + \ldots$, where $p$ is the stationary row-vector of occupation probabilities on $\mathcal{X}$, $\lambda$ is the second eigenvalue in magnitude, $u$ is the corresponding (column) right eigenvector ($P^u = \lambda u$) and $v$ is the (row) left eigenvector. These eigenvectors satisfy $u^T 1 = 0 = v^T p$, and $uv = 1$.

Let us now suppose for convenience that $\lambda$ is real and unique. For large $T$, we find that $P^T \approx 1p + \lambda^T v u$ as the powers of all other eigenvalues decay faster than $\lambda^T$. Accordingly we can write

$$p(x_t, x_{t+T}) \approx p(x_t) p(x_{t+T}) + \lambda^T v(x_t) u(x_{t+T}).$$

Passing to the aggregated states, we obtain:

$$p(y_t, y_{t+T}) \approx p(y_t) p(y_{t+T}) + p(y_t) \lambda^T p v(y_t) u(y_{t+T}).$$

Here $pv(y_t)$ denotes the sum of all entries $p(x_t)v(x_t)$ for all states $x_t$ aggregated to $y_t$, and $u(y_{t+T})$ is the sum of $u(x_{t+T})$ over all $x_{t+T}$ aggregated to $y_{t+T}$.

Thus we obtain the following approximation:

$$I(y_t; y_{t+T}) \approx \sum_{y_{t+T}} \frac{p^2(y_t, y_{t+T})}{p(y_t)p(y_{t+T})} - 1
\approx \sum_{y_{t+T}} \frac{\lambda^{2T} p v(y_t)^2 u(y_{t+T})^2}{p(y_t)p(y_{t+T})}
= \lambda^{2T} \sum_{y_t} \frac{p v(y_t)^2}{p(y_t)} \sum_{y_{t+T}} \frac{u(y_{t+T})^2}{p(y_{t+T})}.$$

In conclusion, the aggregation with highest autoinformation (in combination with a regularization criteria) in the large $T$ limit can be determined from the second left and right eigenvectors of $P$. Thus the optimal aggregation can be determined exactly by a spectral algorithm (i.e. an algorithm exploiting the dominant eigenvectors $u, v$). A complete description of such a spectral algorithm, whose details depend on the chosen regularization, is beyond the scope of this article. To build the intuition for such an algorithm, we observe that in the case of a reversible Markov chain (for instance a simple random walk on a symmetric network), $p(x_t)v(x_t) = u(x_t)$ and the usual idea of splitting between positive and negative values of $u$ may typically offers a good aggregation into two states, with high sum-of-squares $\sum_{y_t} \frac{u(y_t)^2}{p(y_t)}$. This split will be an ‘assortative’ splitting of $\mathcal{X}$ (if $\lambda > 0$), or ‘disassortative’, almost-bipartite splitting (if $\lambda < 0$). This agrees with the general result for two-state aggregation above.

**Differences between time-scale $T$ and regularization parameter $\beta$**

Here we expand on the different roles of the time-scale parameter $T$ and the regularization parameter $\beta$.

The definition of the (unregularized) autoinformation in Eq. (2a) contains only a time-scale $T$. While this parameter changes the transition properties of the Markov process, unless a regularization term is introduced, optimizing the autoinformation in the space of all partitions will always lead to the trivial partition in which all nodes are in their own group. We add this regularization term,
which is here chosen to be the entropy of the aggregated state space, with a scalar multiplier $\beta$. The parameter $\beta$ thus regulates the influence of the regularization akin to a Lagrange multiplier.

Changing $T$ or $\beta$ has a markedly different effect on the optimization landscape of the regularized autoinformation Eq. 4. The parameter $\beta$ provides a linear scaling of the entropic cost term which is independent of the detailed graph structure but merely depends on the size of the aggregated states in terms of the aggregated degrees. In contrast, the temporal parameter $T$ acts in a non-linear way and directly changes the time-scale of the dynamics. In particular, the effect of $T$ depends on the details of the path structure of the underlying graph and cannot be understood by some local statistics such as the degree sequence. For a related discussion in the context of dynamics-based graph embeddings, see also [42].

Nonetheless, the parameters $\beta$ and $T$ may in some cases have a similar effect on the granularity of partitions obtained from optimizing Eq. 4. For instance, in Fig. SM1 we revisit the example network of Fig 1 in which both an almost bipartite split (for short time-scales) and a split into two cyclic structures (for long time-scales) provide a good aggregated description of the dynamics. Accordingly, at low values of $T$, the bipartite partition is selected when optimizing the regularized autoinformation, but for large values of $T$, the split into two rings is obtained. The same effect can here be obtained by fixing $T$ and regulating $\beta$: for a small $\beta$ the almost bipartite split is preferred and the split into two cycles is preferred from large $\beta$.

However, as our next example illustrates, the effect of $\beta$ and $T$ on the chosen partition is indeed different, in general. In Fig. SM2 we consider a random walk on a network that may be partitioned in terms of a core-periphery structure, as well as a block-diagonal (“assortative”) partition. As Fig. SM2 illustrates, the effect of $T$ and $\beta$ is clearly different in this case. For small $T$ there is no setting of $\beta$ under which the core-periphery structure would lead to a more accurate description according to the regularized autoinformation. For large $T$, however, the core-periphery split is always preferred. This illustrates that the time-scale parameter $T$ may in some cases be necessary to find certain dynamically relevant structures.

Nonetheless, the parameters $\beta$ and $T$ may in some cases have a similar effect on the granularity of partitions obtained from optimizing Eq. 4. For instance, in Fig. SM1 we revisit the example network of Fig 1 in which both an almost bipartite split (for short time-scales) and a split into two cyclic structures (for long time-scales) provide a good aggregated description of the dynamics. Accordingly, at low values of $T$, the bipartite partition is selected when optimizing the regularized autoinformation, but for large values of $T$, the split into two rings is obtained. The same effect can here be obtained by fixing $T$ and regulating $\beta$: for a small $\beta$ the almost bipartite split is preferred and the split into two cycles is preferred from large $\beta$.

However, as our next example illustrates, the effect of $\beta$ and $T$ on the chosen partition is indeed different, in general. In Fig. SM2 we consider a random walk on a network that may be partitioned in terms of a core-periphery structure, as well as a block-diagonal (“assortative”) partition. As Fig. SM2 illustrates, the effect of $T$ and $\beta$ is clearly different in this case. For small $T$ there is no setting of $\beta$ under which the core-periphery structure would lead to a more accurate description according to the regularized autoinformation. For large $T$, however, the core-periphery split is always preferred. This illustrates that the time-scale parameter $T$ may in some cases be necessary to find certain dynamically relevant structures.

Nonetheless, the parameters $\beta$ and $T$ may in some cases have a similar effect on the granularity of partitions obtained from optimizing Eq. 4. For instance, in Fig. SM1 we revisit the example network of Fig 1 in which both an almost bipartite split (for short time-scales) and a split into two cyclic structures (for long time-scales) provide a good aggregated description of the dynamics. Accordingly, at low values of $T$, the bipartite partition is selected when optimizing the regularized autoinformation, but for large values of $T$, the split into two rings is obtained. The same effect can here be obtained by fixing $T$ and regulating $\beta$: for a small $\beta$ the almost bipartite split is preferred and the split into two cycles is preferred from large $\beta$.

However, as our next example illustrates, the effect of $\beta$ and $T$ on the chosen partition is indeed different, in general. In Fig. SM2 we consider a random walk on a network that may be partitioned in terms of a core-periphery structure, as well as a block-diagonal (“assortative”) partition. As Fig. SM2 illustrates, the effect of $T$ and $\beta$
We divide the Earth surface in a grid of equal-area cells. The Equator is divided into 100 equally spaced intervals of $3.6^\circ$ and the meridians into 50 intervals with varying length such that all cells have the same area under the assumption that the Earth is a perfect sphere. Each cell represents a node of the graph and an edge is added between cell $i$ and cell $j$ if a drifter visited the cell $i$ at any time $t$ and the cell $j$ at time $t + T$, where each time step is represented by a window of 16 days. The weight of each edge represents the number of drifters following that path.

In Figures SM3 and SM4 we show the partition of the surface currents for a number of values of the regularization parameter $\beta$ and temporal parameter $T$. Note that for $T = 1$, even for high values of the regularization parameter $\beta$, the partitions remain small compared to the ocean gyres. We estimate the time spent by a drifter to cross the ocean on one of the major currents to be around 160 days (this is an approximation, since drifter velocities and ocean perimeter are heterogeneous). For longer time scales ($T = 10$, i.e. around 160 days) the size of the aggregation classes becomes closer to the size of the major attractors, corresponding to the location of the Garbage Patches (Eastern and Western Great Pacific Garbage Patches, Northern Atlantic Garbage Patch, Indian Ocean Garbage Patch). The cells visited by fewer drifters are hard to classify: We noticed that in many cases singletons and small classes coincide with cells with very low visiting probability.

Earlier works focusing on the Mediterranean Sea [43,44] or the Great Barrier Reef [45] use an approach similar to [37], and use clustering or community detection to identify certain regions of the oceans based on a simulated dynamical model. Our partition also shows strong similarities with empirical data of the phase in the annual oscillation of the elevation of the surface of the ocean (Figure 7b in [46]), another proxy for the dynamical behavior. Other approaches include measuring and thresholding dynamical similarities from a set of climatological or oceanographic measures [47–49] to construct the topological structure of a network model.

Perfect Markovian aggregation: lumpable Markov chains and equitable partitions

A Markov chain is said to be lumpable [50,51] if we can aggregate its states $x_i$ such that the dynamics of the aggregated states $y_i$ is again a Markov chain. Let us define the partition induced by the classes of the state aggregation by the indicator matrix $Z \in \{0, 1\}^{N \times K}$ with entries $Z_{xy} = 1$ if state $x$ is mapped to the aggregated state $y = h(x)$ and zero otherwise.

We can then write the condition of a Markov chain to be lumpable in terms of the following algebraic relation:

$$PZ = ZP^e$$

where we have denoted the transition matrix of a Markov chain by $P$, and we have defined the aggregated state transition matrix as $P^e = (Z^T Z)^{-1} Z^T P Z$. In other words the above equation asserts that if two states $x$ and $x'$ are mapped to the same aggregated state $h(x) = h(x') = y$...
(they belong to the same class), then the probability to transition from \( x \) or \( x' \) to the whole aggregation class \( h^{-1}(y') \) defined by the aggregated state \( y' \) will only depend on \( y \) and \( y' \), but not on \( x \) or \( x' \). The condition in Eq. (SM8) implies that when a transition \( y \rightarrow y' \) is observed in the aggregated process, knowing the exact state \( x \) inside the aggregation class \( h^{-1}(y) \) observed in the original process is of no help to predict the future of the process, since all other states in the same aggregation class lead to the same statistics for the future trajectory.

Note that if a Markov chain is lumpable we can effectively use the smaller transition matrix \( P^* \) to simulate the full chain exactly within the projected subspace. Hence, if we can find a lumpable partition, we can significantly simplify the description of the system dynamics. Accordingly, finding such lumpable partitions is of high-interest from a dynamical perspective. There are a number of important consequences of the above algebraic relationship (cf. [16, 52]): (i) it implies that the transition matrix \( A \) is identical to that of an equitable partition, apart from the adjacency matrix \( A \) links going from a node to any class, while lumpability for any equitable partition is lumpable for the random walk process. Note that the equitability is in fact a stronger requirement: equitability regards the absolute number of links going from a node to any class, while lumpability for the random walk is formulated in terms of the (relative) fraction of links going from a node to any aggregation class. In the following we will use the above relationship between lumpable Markov chains and equitable partitions to construct lumpable Markov chains.

\[
AZ = ZA^T, \tag{SM9}
\]

where \( A^T = (Z^T Z)^{-1} Z^T A Z \) can be interpreted as the adjacency matrix of the quotient graph associated to partition \( Z \). The quotient graph is defined as follows: the nodes are the aggregation classes \( \{ C_i \} \), and the number of edges between \( C_i \) and \( C_j \) is the number of edges in the graph from each node of \( C_i \) to each node of class \( C_j \). As we can see, the condition for a lumpable Markov chain is identical to that of an equitable partition, apart from the fact that in one case we use the transition matrix \( P \) and in the other the adjacency matrix \( A \). This implies (as can be verified by direct computation) that if we perform an unbiased random walk on the graph, then any equitable partition is lumpable for the random walk process. Note that the equitability is in fact a stronger requirement: equitability regards the absolute number of links going from a node to any class, while lumpability for the aggregated process, knowing the exact state \( x \) inside the aggregation class \( C_i \) is only dependent on \( C_i \) and \( C_j \), but not on \( v \). Similar to above, let us define the indicator matrix \( Z \) with entries \( Z_{ij} = 1 \) if node \( i \) is in class \( j \). Then the algebraic characterization of an equitable partition reads as follows:

![FIG. SM6. A family of graphs with two dynamically meaningful partitions (assortative and equitable) inspired by the small depicted bow-tie graph. Most of the tested algorithms select the assortative partition as the best description for such system. By tuning the connectivity parameter \( \kappa \) the separation of timescales in the dynamics can be controlled. Depending on the mutual relation of the timescales of the dynamics on assortative and equitable partitions, either one or the other can display higher autoinformation. (Numerical values computed with \( T = 1 \) and \( \beta = 0 \).)](image)

Detecting equitable partitions via autoinformation

In Fig. SM6 we show a family of graphs with two dynamically meaningful partitions: an assortative partition with low number of edges between aggregated classes; and an equitable partition.

At low values of the number of links between the assortative classes \( \kappa \), the assortative partition has higher autoinformation due to the high predictability of the projected dynamics together with its almost Markovianity. Accordingly, a spectral analysis of the graph Laplacian would split the nodes in the same assortative partition. In fact, using GenPCCA, fitting a DCSBM, and maximizing modularity, all prefer the assortative partition associated to the highest eigenvalue of the system if we specify that partition in two classes is to be found, regardless of the value of \( \kappa \).

However, projecting Markovian dynamics to an equitable partition leads to exactly Markovian dynamics on the class space. When we increase \( \kappa \) the characteristic timescales of the dynamics on the assortative and equitable partitions become more similar but the projected dynamics associated to the assortative partition get less Markovian. By construction of the autoinformation, the fact that an equitable partition induces a Markov dynamics eventually leads to a higher autoinformation for large \( \kappa \) in such partition.
Interestingly, we never observe an eigenvalue crossing for the values of $\kappa$ considered here, i.e., the dominant (slowest) modes in terms of eigenvalues are always those associated to the assortative split. This split, however, induces a non-Markovian projected dynamics. Thus if we were to purely concentrate on dominant (i.e. slow) timescales, rather than Markovianity, the assortative partition would always be favoured — this is exactly the case for spectral algorithms such as GenPCCA that focus on dominant eigenvectors and are thus unable to detect in this case the equitable structure.

**FIG. SM7.** Range dependant network with non-negligible connectivity probability within classes. We apply statistical inference of a DCSBM, GenPCCA as well as autoinformation maximization to the graph described by the adjacency matrix on the top. The statistical inference of a DCSBM overfits the graph with a high number of small classes along the building cycles. GenPCCA and autoinformation maximization recover the planted partition (if we choose a temporal or model selection parameter higher enough). Building parameters are: $N = 180$, $\alpha = 0.9$, $\gamma = 0.8$.

**FIG. SM8.** Range dependant network with non-negligible connectivity probability within and between classes (same parameters as in Fig. SM7). We apply statistical inference of a DCSBM, GenPCCA as well as autoinformation maximization to the graph described by the adjacency matrix on the top. The first two classes have links mostly between them. The statistical inference of a DCSBM overfits the graph with a high number of small classes along the building cycles. In this case GenPCCA underfits the original partition recognising only the structure highlighted by the spectral analysis. Autoinformation maximization recovers the planted partition (if we choose a temporal parameter $T$ higher enough).

Comparisons with other partitioning algorithms

The previous section allows to compare on a toy example a spectral method and autoinformation maximization. In this section we further compare partitioning methods on synthetic and real-life examples.

The network in Fig. 1 in the main text represents the state-transition graph of a Markov chain, for which two dynamically relevant partitions can be defined: an assortative partition consisting of the two ring-like structures, and an almost bipartite partition. Note that the graph can be represented by a conjunction of two banded adjacency matrices. For any banded adjacency matrix, we
can be reorder the nodes such that most non-zero entries
are close to the main diagonal in a staircase like pattern.

Importantly, for graphs described by banded adjacency
matrices most nodes are not directly linked, but are only
connected through a chain of connections (a ring like back-
ground of the graph). Accordingly, algorithms relying only
on information encoded in paths of length one (edges),
are likely to be unable to capture this structure. In this
specific case shown in Fig. 1 using statistical inference
to infer a DCSBM will lead to an over-partitioning of
the network into many classes. For instance, the algo-
rium described in [27] finds 18 classes. We emphasize
this is a generic result that can be observed with other
techniques as well: Modularity optimization, e.g., via the
Louvain algorithm finds 7 classes. Likewise, statistical
inference based on the DCSBM as provided by the imple-
mentation [27] as well as Modularity maximization via
the Louvain algorithm will partition the ocean surface
with a high number of classes (see Fig. SM5).

Spectral algorithms such as GenPCCA [13] that aim to
identify dominant subspaces of a (transition) matrix, i.e.,
focus on slow time-scales, can typically resolve banded
adjacency structures, as these often induce slow dynamical
modes. Specifically, in the case of Fig. 1 GenPCCA indeed
finds the split into the two cyclic structures. For the ocean
example, the runtime of the GenPCCA algorithm was
however too long to be compared, so we cannot report
results here.

Optimizing regularized autoinformation can be seen as
a way to interpolate between structures describing differ-
ent dynamical modes with possibly different time-scales.
Indeed the autoinformation identifies both dynamically
meaningful partitions for a corresponding time-scale pa-
rameter \( T \) in Fig. 1.

**Range dependent networks**

Here, we introduce graph ensembles for which similar
effects than in [1] in the main text can be observed, when
applying graph partitioning algorithms. The construction
of these graphs is closely related to the so-called range-
dependent graphs [31], and the \( S_1 \) model [55].

Specifically, we consider networks composed of \( N \) nodes
endowed with a class label \( c_i \), just like in a stochastic
block model. In addition, in each class every node is
equipped with an angular coordinate \( \theta_i \), corresponding
to a point on the unit circle. We denote by \( d\theta(i,j) \) the
(shorter) angular distance between the two coordinates
on the (possibly different) circles. For our construction
below we assume that, within each class the nodes have
angular coordinates uniformly spaced on the circle.

We define a distance between two nodes \( i \) and \( j \) as:

\[
d_{ij} = \frac{d\theta(i,j) \cdot \sqrt{N_c}}{2\pi}
\]

where \( N_c \) is the size of class \( c \). We now connect two nodes
\( i \) and \( j \) with a probability \( p_{ij} = f(d_{ij}, c_i, c_j) \) that depends
on the above defined distance along the circle between
the two nodes and the class labels:

\[
p_{ij} = \alpha_{c_i, c_j} \cdot (\gamma_{c_i, c_j})^{d_{ij}}
\]

where \( \alpha_{c_i, c_j} \in [0, 1] \) defines a purely class specific connect-
ity, and \( \gamma_{c_i, c_j} \in [0, 1] \) is a class dependent parameter
that modulates the influence of the distance. We set
\( p_{ii} = 0 \) to ensure that there are no self-loops. Note that if
\( \gamma_{c_i, c_j} = 1 \) for all class labels, we recover the SBM where
the probability to link between nodes of two classes is
simply given by \( \alpha_{c_i, c_j} \). For \( \gamma_{c_i, c_j} \neq 1 \), the link probability
depends on the angular distance between the two nodes:
the larger the distance, the smaller the connection proba-
bility. Hence if \( \gamma_{c_i, c_j} < 1 \) the link probability within each
\( c_i \) block will be akin to a stochastic cycle. If \( \gamma_{c_i, c_j} < 1 \)
with \( i \neq j \), the link probability will be high between
corresponding nodes of the two stochastic cycles. For
simplicity we consider the distance parameter to assume
a fixed value \( \gamma_{c_i, c_j} = \gamma \).

We now consider two types of networks generated ac-
\n
According to the above outlined constructions, as exemplified
by the adjacency matrices in Figures [SM7] and [SM8]. In
the first scenario (Fig. SM7) we consider an assortative
setup in which the class-dependent connectivity \( \alpha_{c_i, c_k} = \alpha \)
and the range parameter \( \gamma_{c_i, c_k} = \gamma = 0.8 \) if \( c_i = c_j \), and
very small (\( \alpha_{c_i, c_j} = \varepsilon \ll 1 \) with \( \gamma = 1 \)) otherwise. The
resulting adjacency matrix thus consists of a set of banded
matrices along the diagonal blocks (see Fig. SM7 top).

For a typical graph drawn from this ensemble Fig. SM7 also
shows a comparison of the partitioning results ob-
tained from the autoinformation maximisation, the sta-
tistical inference of a DCSBM, and partitioning with
GenPCCA. The statistical inference of a DCSBM ap-
pears to overfit the graph and tends to find many small
blocks within each of the stochastic cycles, on the other
hand spectral approaches as well as our dynamical based
approach can detect the planted partition of three classes.

In Fig. [SM8] we consider a similar scenario, where
\( \alpha_{c_i, c_j} = \varepsilon \) apart from the specific interclass link proba-
bility \( \alpha_{1,2} = \alpha_{2,1} \) and the within class link probability
\( \alpha_{3,3} \). For the statistical inference of the DCSBM we find
again similar results as before. However, in this case
GenPCCA lumps together the first two planted classes and
cannot resolve both the assortative and disassortative
cyclic blocks, which is in agreement with the shape of the
dominant eigenvectors. In contrast, the maximization of
autoinformation resolves the planted partition structure
correctly and unveils both assortative and disassortative
features.
How many aggregation classes? Practical recommendations

In many unsupervised data mining methods, one is confronted to a trade-off between the complexity of a representation of the original data and its accuracy in reproducing some features of the data.

In clustering or partition methods, this amounts to choosing the number of clusters or communities or (in our case) aggregation classes \( K \).

In some applications, the number of classes \( K \) is known to the user and may be directly imposed to the algorithm. In this case one seeks the partition of the Markov chain states into \( K \) classes that results into the highest autoinformation of the resulting aggregated process.

In other cases however, the number of classes is not known to the user, or only approximately so. In this case, various methods for selecting \( K \) are used, some tailored for a particular algorithm, some relatively generic as they can be adapted to a wide diversity of partitioning algorithms.

Here we discuss two generic strategies for choosing \( K \), which we recommend for their simplicity and versatility. The reader is of course free to combine our autoinformation criterion with any other heuristics of their preference.

The first generic heuristic is the elbow criterion \([56]\), which in this case works as follows:

1. Choose an interval of interest for \( K \) (which can be as large as \([1, N]\)).

2. For each \( K \) in this interval, find the partition into \( K \) aggregation classes with highest autoinformation, with the heuristics in SM10 (with \( c_{\text{min}} = c_{\text{max}} = K \) and \( \beta = 0 \)).

3. Plot the highest autoinformation found for \( K \) classes as an (increasing) function of \( K \).

4. Look for elbows in the plot, i.e. values of \( K \) that mark a break from a steady increase of autoinformation (for \( \leq K \) classes) to a slower increase (for \( \geq K \) classes).

5. Each elbow value for \( K \) is deemed to represent a natural value for \( K \), beyond which the quality of the reduced model increases at slower pace.

This simple and intuitive method is effective in some circumstances but may prove too crude in others, and leave no clear conclusions. One of the reasons is that \( K \) alone is not always a good representation of the complexity or size of the aggregated model. For example a split of 100 states into three classes of 50, 45 and 5 nodes may be interpreted as essentially a split into two classes with a small “correction” in terms of a small third class. A metric that takes into account such heterogeneity of classes is the entropy \( H \) of the partition. Optimising the autoinformation with a constraint on the maximal allowed partition entropy \( H \) (in lieu of \( K \)) is equivalent to the regularised autoinformation, with \( \beta \) as a Lagrange multiplier. The choice of the number of classes is now replaced with the choice of a parameter \( \beta \), controlling the trade-off between high autoinformation and low entropy of the aggregated model. In this framework, a heuristic recommended is thus the plateau or robustness criterion \([57, 58]\), which checks for a plateau, i.e. in our case a large interval of \( \beta \) where the solution is robust, in that it keeps the same number of clusters:

1. Choose a set \( B = \{\beta_i\} \) of values of interest for the regularization parameter \( \beta \) (which can be a discrete sampling of \([0, 1]\)).

2. For each value \( \beta_i \in B \), find the partition with highest regularised autoinformation, with the heuristics in SM10 (setting \( c_{\text{min}} = 1, c_{\text{max}} = N \) and \( \beta = \beta_i \)).

3. Plot the number of classes \( K \) found as a (decreasing) function of \( \beta \). Typically this plot present plateaux.

4. Look for plateaux in the plot, i.e. interval of values of \( \beta \) for which the algorithm finds the same partition, thus with a constant number of classes.

5. Each large plateau is deemed to represent a natural partition of the graph, robust to the choice of \( \beta \).

Ultimately the problem of selecting \( K \) is ill-defined, as different users faced to different applications may wish different trade-offs between quality of the description and complexity of the model. These, and more advanced methodologies, are simply tools to help the user make an informed decision. Fully automated model selection procedures also exist in some cases (e.g. modularity maximisation or Bayesian DCSBM inference), that implicitly internalise a certain choice strategy for the user.

We now illustrate the elbow criterion and the plateau criterion on an example where a ground truth structure is planted, and we show that both criteria are able to recover the planted structure.

In Fig. SM9 we maximize autoinformation in a range dependent network (see above for a description of the generative model). The network is built with 200 nodes divided into one class of 80 nodes and two classes of 60. We set \( \gamma_{c_i, c_j} = \gamma = 0.8 \) and \( \alpha_{c_i, c_j} = \alpha = 0.9 \) within classes \((c_i = c_j)\), while \( \gamma = 1 \) and \( \alpha = \varepsilon \ll 1 \) between classes.

Maximization of autoinformation for different fixed numbers of \( k \) of classes (see Fig. SM9B) shows an elbow in the value of autoinformation. The elbow corresponds to the number of classes in the planted partition and becomes more prominent as \( T \) increases. Fitting a DCSBM with the fully automated criterion proposed in \([27]\) to the
same graph, results in a partition with 9 to 11 classes (consistently with our previous examples).

The results of using the complexity parameter $\beta$ to select the number of classes are shown in Fig. [SM9]. In this case a wide plateau is found when the partition that maximizes autoinformation has the planted number of classes, revealing a partitioning that is robust with respect to the choice of $\beta$. Increasing the value of $T$ corresponds to a growth of the robustness plateaux and a shift to lower values of $\beta$.

Algorithm

We briefly describe in Algorithm [SM10] the AutoInformation State-Aggregation algorithm (AISA) used to maximize the autoinformation within this paper. The algorithm uses an approach inspired by the simulated annealing technique to sample the state space of all possible partitions. A code with a reference implementation in Python is available as a git repository at the following hyperlink: AISA (https://maurofaccin.github.io/aisa).

Result: Partition of the nodes
Optional initialization with initial partition;
$T \leftarrow$ time-scale parameter
$\beta \leftarrow$ regularization parameter (default is 0)
$\mathcal{T} \leftarrow$ initial pseudo-temperature
$c_{\text{min}}, c_{\text{max}} \leftarrow$ class number bound (default is $[1, N]$)

while no accepted move for a max duration or max steps reached do

| $n_i \leftarrow$ random node |
| $c \leftarrow$ class of node $n_i$ |
| $\hat{c} \leftarrow$ random class |
| $\delta \leftarrow I_{\beta,T}(n_i \in \hat{c}) - I_{\beta,T}(n_i \in c)$ |
| if $\delta > 0$ then |
| node $i$ moved to class $\hat{c}$ |
| else |
| $p_{\hat{c} \rightarrow c} \leftarrow$ probability of moving $n_i$ from $\hat{c}$ to $c$ |
| $p_{c \rightarrow \hat{c}} \leftarrow$ probability of moving $n_i$ from $c$ to $\hat{c}$ |
| $\text{prob} \leftarrow p_{\hat{c} \rightarrow c}/p_{c \rightarrow \hat{c}}$ |
| $t \leftarrow e^{\frac{\delta}{T \beta}}$ |
| $r \leftarrow$ random number $\in [0, 1]$ |
| if $r < t$ then |
| node $i$ moved to class $\hat{c}$ |
| else |
| nothing is done |
| end |
| $\mathcal{T}$ is decreased |
| end |

FIG. SM10. Pseudocode used to optimize autoinformation

With the algorithm in [SM10] one can maximize the autoinformation fixing the number of classes. This is achieved by fixing the value of $\beta$ (defaults to 0) and assigning the same value to the class number bounds ($c_{\text{min}} = c_{\text{max}} = k$). In this way the moves that change the total number of classes are forbidden.

Similarly one may prefer to set the regularization parameter $\beta$ to some value and let the algorithm maximize the regularized autoinformation over a wide interval of values of $k$.

Related literature

In this section, we comment on similarities and differences to previous works that appeared in the literature, complementing the discussion on limiting cases above.

A number of information theoretic methods have been proposed for the analysis and compression of dynamical data generated by Markov processes. Computational mechanics [5,18,29,60] provides a framework to construct a
minimal dynamical description of an observed stationary process in terms of an $\epsilon$-machine, which is a minimal system description commensurate with an accurate description of the process. This focus on predictability is similar to the approach presented here. However, our goal is not to find an optimal state space representation of an arbitrary process in terms of predictability. Instead, we are interested in the opposite direction, we start with a given Markov chain (and its state-space representation) and want to find an approximate description (a “lossy compression”) of the dynamics.

The information bottleneck method \[17\] provides another information theoretic method that provides a way to find a compressed (or quantized) representation of a random signal via a variational problem. In contrast to our method here the information bottleneck method was however not designed with a random process in mind and involves choosing a relevance variable that captures the features one wants the compressed description to preserve.

As the states in Markov process can be interpreted as nodes in a graph, with state transitions encoded by edges, any Markov process can also be mapped to a network and vice versa. Accordingly such methods have also been employed in the context of the analysis of complex networks \[61\]. The map equation framework \[9\] by Rosvall et al. proposes to compress the one-step transition properties of random walks on networks under a specific coding scheme. Similar to our work, finding the optimal compression in terms of the assignment of nodes to codewords within the map equation framework, is also associated to finding a partition of the nodes. However, the coding scheme used in the map equation effectively amounts to a mean-field description of the transition properties of the associated Markov chain \[31\]. As a consequence, only densely connected groups of nodes (assortative community structure) are identified by this scheme.

Another approach related our work is the study by Peixoto and Rosvall \[62\] which proposes a model for “Markov chains with community structure” and uses a Bayesian framework to fit the model. While \[62\] also recovers a DCSBM as a special case of their method their approach imposes that the observed dynamics have a transition matrix of a block-diagonal form, i.e. their generative model posits \textit{a priori} a certain transition structure. In contrast, we do not make any \textit{a priori} assumption on the transition matrix of the observed Markov chain, but show that the autoinformation on symmetric networks for $T = 1$ is equivalent up trivial transformations to the log-likelihood the DCSBM. Stated differently, both approaches lead under the specific assumption of a reversible dynamics and a time horizon of $T = 1$ to equivalent optimization problems — hence for this special case, we can give alternative interpretations of the corresponding methods (cf. Fig. 1).

Finally, we remark that our framework exhibits certain parallels to the so-called Markov stability framework. Just like Modularity \[63\] can be dynamically interpreted as a sum of covariances between successive dynamical states of a random walker \[10, 12, 64\], here we have shown how the use of information theoretic measures can provide us with a dynamic interpretation of the DCSBM. Interestingly, it has been shown by Newman recently \[65\] that the objective function of Modularity can, with a specifically chosen resolution parameter, be also be interpreted as the likelihood of a planted partition model, a particular type of assortative block model. In contrast, the equivalence we showed here between the autoinformation for $T = 1$ and the likelihood function of the DCSBM holds for general block models and is not limited to any specific structure. See also the discussion on the short and long scale limits above.