Abstract

In this article we study intrusive uncertainty quantification schemes for systems of conservation laws with uncertainty. While intrusive methods inherit certain advantages such as adaptivity and an improved accuracy, they suffer from two key issues. First, intrusive methods tend to show oscillations, especially at shock structures and second, standard intrusive methods can lose hyperbolicity. The aim of this work is to tackle these challenges with the help of two different strategies. First, we combine filters with the multi-element approach for the hyperbolicity–preserving stochastic Galerkin (hSG) scheme. While the limiter used in the hSG scheme ensures hyperbolicity, the filter as well as the multi-element ansatz mitigate oscillations. Second, we derive a multi-element approach for the intrusive polynomial moment (IPM) method. Even though the IPM method is inherently hyperbolic, it suffers from oscillations while requiring the solution of an optimization problem in every spatial cell and every time step. The proposed multi-element IPM method leads to a decoupling of the optimization problem in every multi-element. Thus, we are able to significantly decrease computational costs while improving parallelizability. Both proposed strategies are extended to adaptivity, allowing to adapt the number of basis functions in each multi-element to the smoothness of the solution. We finally evaluate and compare both approaches on various numerical examples such as a NACA airfoil and a nozzle test case for the two-dimensional Euler equations. In our numerical experiments, we observe the mitigation of spurious artifacts. Furthermore, using the multi-element ansatz for IPM significantly reduces computational costs.
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1. Introduction

Uncertainties play a key role in modelling hyperbolic systems of conservation laws if crucial data or parameters might not be available exactly due to measurement errors. Thus, to achieve an adequate description of reality, one needs to include non-deterministic effects in the approximation of deterministic systems. In the recent years many approaches, e.g., methods based on Bayesian inversion, Monte Carlo algorithms or stochastic Galerkin schemes, were proposed to quantify the uncertainties in order to account for them in predictions and simulations [1] [2] [13] [25] [26] [52] [58] [68]. In the context of these Uncertainty Quantification (UQ) methods, we distinguish between so-called non-intrusive and intrusive approaches.

Non-intrusive UQ methods use deterministic solvers of the equations as a black box code in order to solve the model problem by repeated application of this black box on fixed realizations of the uncertainty. The most
widely known non-intrusive UQ method is (Multi-Level) Monte Carlo \cite{17, 22, 34} which is based on statistical sampling methods and can be easily implemented and adopted to any type of uncertain conservation law, but comes with potentially high cost due to repeated application of e.g. finite volume methods (FVM). These so-called MC-FVM schemes have been studied in \cite{38, 41} showing a slow convergence rate that is improved by Multi-Level MC-FVM algorithms for conservation laws \cite{39, 40}. Another non-intrusive UQ scheme is stochastic collocation \cite{66} and further developments of this method are described in \cite{35, 43, 64}.

In this article, we focus on intrusive UQ methods, which aim to increase the overall efficiency but require a modification of the underlying solver for the deterministic problem. The most popular methods are the stochastic Galerkin (SG) and the intrusive polynomial moment (IPM) method \cite{48}. They both rely on the generalized Polynomial Chaos (gPC) expansion \cite{1, 10, 60, 67} which is theoretically based on the Polynomial Chaos expansion from \cite{63}. Stochastic Galerkin expands the solution in the conserved variables such that the gPC system results in a weak formulation of the equations with respect to the stochastic variable. IPM expands the stochastic solution in the so-called entropic variables, which results in a hyperbolic gPC system that yields a good approximation quality, however, it is necessary to know a strictly convex entropy of the original system beforehand.

The biggest challenge of UQ methods for hyperbolic conservation laws lies in the fact that discontinuities in the physical space propagate into the solution manifold \cite{6} and cause oscillations. These oscillations for example translate into non-physical step-like approximations of the expected value around shocks. The naive usage of SG for nonlinear hyperbolic problems even typically fails \cite{3, 48}, since the polynomial expansion of discontinuous data yields huge Gibbs oscillations that result in the loss of hyperbolicity. In order to resolve this problem, we apply the so-called hyperbolicity-preserving limiter to the classical SG approach. This limiter is introduced in \cite{53} and the theory is extended in \cite{14} to high-order Runge-Kutta discontinuous Galerkin schemes as well as the so-called multi-element approach developed by \cite{56, 61}, where the random space is divided into disjoint elements in order to define local gPC approximations. The multi-element ansatz corresponds to an \( h \)-refinement in the random space. Further developments of this method encompass \( h \) and \( hp \)-adaptive refinements in the stochastic space \cite{56, 59, 62}. As presented in \cite{54}, a simple example of the uncertain linear transport equation shows that the multi-element ansatz and the hyperbolicity limiter is still not enough to sufficiently reduce oscillations. Similar situations have been observed in \cite{5, 35, 48}. Another approach to damp oscillations induced by the Gibbs phenomenon is given in \cite{30}, where filters are applied to the gPC coefficients of the SG approximation. Filters are a common technique from kinetic theory \cite{36} to reduce oscillations but do not guarantee the hyperbolicity of the gPC system.

On the other hand, the hyperbolicity of the moment system is ensured through the IPM method that has been introduced in \cite{48}. Expanding the stochastic solution not in the conserved variables but in entropic variables is well known in the radiative transfer community as minimum entropy models \cite{20, 28, 33}. The resulting gPC system has good approximation properties but requires to solve typically expensive optimization problems for nonlinear systems in every space-time cell in order to calculate the entropic variable. IPM may be used to control oscillations of the solution since they are bounded to a certain range through the entropy of the system. Another development of this method is proposed in \cite{27}, where a second-order IPM scheme is described which fulfills the maximum principle. More information on IPM can be found in \cite{13, 28, 29, 32, 49}. A method similar to IPM is the modal discretization of Roe variables, see e.g. \cite{16, 46} which ensures hyperbolicity. However, similar to IPM and SG, the method experiences non-physical artifacts such as step-like expected value approximations.

Within the scope of this work, we propose two strategies to ensure both, the mitigation of oscillations and the preservation of hyperbolicity. First, we employ the multi-element ansatz together with the hyperbolicity limiter and filtering to stochastic Galerkin. Though this extension is straight forward, it allows the use of filters in challenging settings, leading to a robust numerical scheme that is able to deal with Gibbs phenomenon. Second, we derive an extension of the IPM method to multi-element basis functions. Dividing the stochastic domain into multi-elements promises to reduce oscillations and to decrease computational times within IPM since it decouples and simplifies the optimization problems. In order to further reduce the
numerical costs we additionally apply the one-shot implementation for IPM from [32], similar to the idea of one-shot optimization in shape optimization [21]. Moreover, each of our numerical schemes is accelerated employing adaptivity, i.e. the truncation order of the gPC polynomials adapts locally to the smoothness of the solution, cf. [9, 32, 37, 57].

The paper is structured as follows. In Section 2 we describe our problem setting for systems of hyperbolic conservation laws with uncertainty. We then describe in Section 3 the filtered hyperbolicity-preserving stochastic Galerkin scheme by introducing the multi-element approach as well as the hyperbolicity limiter and filters for stochastic Galerkin. In Section 4 we complete the theoretical framework by deriving the multi-element intrusive polynomial moment method. With these oscillation mitigating intrusive UQ schemes at hand, we present numerical test cases for the one- and two-dimensional Euler equations within Section 5. Here, we study the behavior of the proposed methods in terms of errors and computational costs, that verify the reduction of oscillations compared to the standard intrusive schemes. Moreover, we are able to significantly reduce the numerical costs by employing the multi-element ansatz in IPM.

2. Problem Setting

We consider random systems of hyperbolic conservation laws of the form

\[
\partial_t u(t, x, \xi) + \nabla_x \cdot F(u(t, x, \xi), \xi) = 0,
\]

for a flux function \( F = (f_1, \ldots, f_M) \), with \( f_m(u) : \mathbb{R}^d \to \mathbb{R}^d \), \( m = 1, \ldots, M \), for \( x \in X \subset \mathbb{R}^M \), and where the solution

\[
u = u(t, x, \xi) : \mathbb{R}_+ \times \mathbb{R}^M \times \Xi \to \mathbb{R}^d
\]

is depending on a one-dimensional random variable \( \xi \) with probability space \((\Omega, \mathcal{F}, \mathbb{P})\). Here, we denote the random space of this uncertainty by \( \Xi \equiv \xi(\Omega) \) and its probability density function by \( f_\Xi(\xi) : \Xi \to \mathbb{R}_+ \). We further assume that the uncertainty can be introduced via the initial conditions, namely

\[
u(t = 0, x, \xi) = u^0(x, \xi).
\]

Depending on \( X \), additional boundary conditions have to be prescribed. In this article, we consider intrusive uncertainty quantification methods in order to solve (2.1). Therefore, we describe the most commonly used stochastic Galerkin and intrusive polynomial moment method in the following sections, where we modify them according to the theory explained within the introduction. The proposed methods are accelerated using techniques discussed in [32].

3. Filtered hyperbolicity-preserving stochastic Galerkin scheme

In this section we explain oscillation mitigating approaches for the stochastic Galerkin scheme. As mentioned in Section 1, stochastic Galerkin systems are likely to lose hyperbolicity [48], since discontinuities that typically arise in hyperbolic equations propagate into the stochastic domain and cause Gibbs oscillations that might yield the loss of hyperbolicity, i.e. the failure of the standard stochastic Galerkin scheme. We therefore apply the multi-element approach [56, 61] as well as the hyperbolicity-preserving limiter that was introduced in [53]. However, this limiter still does not sufficiently damp Gibbs oscillations as seen in [51], where an uncertain linear advection example reveals huge overshoots that are not reduced by the hyperbolicity limiter due to the preset hyperbolicity in this scalar equation. In this article, we consider another approach that aims on reducing oscillations, i.e. we combine the filtered SG method [30] with the hyperbolicity limiter such that the method can be applied on any system of conservation laws. To this end, we filter the gPC coefficients of the SG approximation, which allows a numerically cheap reduction of oscillations. Different filters for SG schemes are derived and described in [30].
3.1. Multi-Element Stochastic Galerkin

We seek for an approximate solution by a finite-term generalized Polynomial Chaos expansion (see e.g. [18]) of degree $K_{\Xi}$ which reads

$$u(t, x, \xi) \approx \sum_{k=0}^{K_{\Xi}} u_k(t, x) \phi_k(\xi). \tag{3.1}$$

The polynomials $\phi_k$ of degree $k$ are supposed to satisfy the orthogonality relation

$$\int_{\Xi} \phi_k(\xi) \phi_{\hat{k}}(\xi) f(\xi) d\xi = \begin{cases} 1, & \text{if } k = \hat{k} \\ 0, & \text{else} \end{cases} \quad \forall k, \hat{k} \in \{0, \ldots, K_{\Xi}\}. \tag{3.2}$$

Inserting (3.1) into (2.1) and applying a Galerkin projection in the stochastic space leads to the so-called stochastic Galerkin system

$$\partial_t u_{\hat{k}}(t, x) + \nabla_x \cdot \int_{\Xi} F \left( \sum_{k=0}^{K_{\Xi}} u_k(t, x) \phi_k(\xi), \xi \right) \phi_{\hat{k}}(\xi) f(\xi) d\xi = 0, \quad \hat{k} = 0, \ldots, K_{\Xi}. \tag{3.3}$$

For discontinuous solutions, the gPC approach may converge slowly or even fail to converge, cf. [48, 59]. As presented in [14, 61], we therefore apply the multi-element approach, where $\Xi$ is divided into disjoint elements with local gPC approximations of (2.1).

We assume that $\Xi = (\xi^L, \xi^R)$ and define a decomposition of $\Xi$ into $N_{\Xi}$ multi-elements $\Xi_l = (\xi_{l-\frac{1}{2}}, \xi_{l+\frac{1}{2}})$, $l = 1, \ldots, N_{\Xi}$, of width $\Delta \xi = \frac{\xi^R - \xi^L}{N_{\Xi}}$. Moreover, we introduce an indicator variable $\chi_l : \Omega \to \{0, 1\}$ on every random element

$$\chi_l(\xi) := \begin{cases} 1 & \text{if } \xi \in \Xi_l, \\ 0 & \text{else}, \end{cases} \tag{3.4}$$

for $l = 1, \ldots, N_{\Xi}$. If we let $\{\phi_{k,l}(\xi)\}_{k=0}^{\infty}$ be orthonormal polynomials with respect to a conditional probability density function $f_{\Xi_l} : \Xi_l \to \mathbb{R}$ on the multi-element $\Xi_l$, as in [14], the global approximation (3.1) can be written as

$$u(t, x, \xi) = \sum_{l=1}^{N_{\Xi}} u_l(t, x, \xi) \chi_l(\xi) \approx \sum_{l=1}^{N_{\Xi}} \sum_{k=0}^{K_{\Xi}} u_{k,l}(t, x) \phi_{k,l}(\xi) \chi_l(\xi). \tag{3.5}$$

As $N_{\Xi}, K_{\Xi} \to \infty$, the local approximation converges to the global solution in $L_2(\Omega)$, cf. [4].

**Remark 3.1.** For a uniform distribution of the uncertainty, we have $f_{\Xi_l}(\xi) = \frac{1}{\xi_{l+\frac{1}{2}} - \xi_{l-\frac{1}{2}}} \chi_{\Xi_l}(\xi)$. Moreover, the local probability density function remains a density function of a uniformly distributed random variable. Other distribution types such as the normal distribution require to numerically compute a set of polynomials which are orthogonal with respect to $f_{\Xi_l}(\xi)$, see [61].

We come up with the following ME stochastic Galerkin system

$$\partial_t u_{\hat{k},l}(t, x) + \nabla_x \cdot \int_{\Xi_l} F \left( \sum_{k=0}^{K_{\Xi}} \sum_{l=1}^{N_{\Xi}} u_{k,l}(t, x) \phi_{k,l}(\xi), \xi \right) \phi_{\hat{k},l}(\xi) f_{\Xi_l}(\xi) d\xi = 0, \tag{3.6}$$

for $k = 0, \ldots, K_{\Xi}$ and $l = 1, \ldots, N_{\Xi}$. 

The calculation of the expected value and variance of $u$ can be found in [14], we obtain

$$
\mathbb{E}(u) \approx \sum_{l=1}^{N_\varphi} P(\chi_l = 1) u_{0,l},
$$

(3.7)

$$
\text{Var}(u) \approx \sum_{l=1}^{N_\varphi} \left[ \text{Var}(u_l) + (u_{0,l} - \mathbb{E}(u))^2 \right] P(\chi_l = 1),
$$

(3.8)

where the local variance $\text{Var}(u_l)$ is given by

$$
\text{Var}(u_l) \approx \int_{\Xi} \left( \sum_{k=0}^{K_l} u_{k,l} \phi_{k,l} \right)^2 f_{\Xi_l} d\xi_l - u_{0,l}^2 = \sum_{k=0}^{K_l} u_{k,l}^2.
$$

3.2. Numerical Implementation

We now describe our numerical scheme, whereas we consider two-dimensional physical spaces which we require for our numerical examples of the two-dimensional Euler equations. Thus, we divide the spatial domain $\mathcal{X} = [x_L, x_R] \times [y_L, y_R] \subset \mathbb{R}^2$ into a uniform rectangular mesh with cells $\mathcal{X}_{i,j} = [x_{i-\frac{1}{2}}, x_{i+\frac{1}{2}}] \times [y_{j-\frac{1}{2}}, y_{j+\frac{1}{2}}]$ where $x_{i+\frac{1}{2}} = x_i + \frac{\Delta x}{2}$, $y_{j+\frac{1}{2}} = y_j + \frac{\Delta y}{2}$ and $\Delta x = \frac{x_R - x_L}{N_x}$, $\Delta y = \frac{y_R - y_L}{N_y}$, such that $(i, j) \in N_X := \{(i, j) \in \mathbb{N}^2 \mid i \leq N_x, j \leq N_y \}$.

Additionally, we discretize the random space $\Xi$ with the multi-element ansatz from Section 3.1, i.e. we divide $\Xi$ into $\Xi_l$, for $l = 1, \ldots, N_\Xi$. We test (2.1) in each spatial cell $\mathcal{X}_{i,j}$ by a test function $v(x, y)$ with $\text{supp}(v) \subseteq \mathcal{X}_{i,j}$ and obtain after one formal integration by parts the following weak formulation

$$
\partial_t \int_{\mathcal{X}_{i,j}} u(t, x, \xi) v(x, y) d(x, y) - \int_{\mathcal{X}_{i,j}} \left( f_1(u(t, x, \xi), \xi) \partial_x v(x, y) + f_2(u(t, x, \xi), \xi) \partial_y v(x, y) \right) d(x, y)
$$

(3.9a)

$$
+ \int_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}} \left[ f_1(u(t, x, \xi), \xi) v(x, y) \right]_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} dy
$$

(3.9b)

$$
+ \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} \left[ f_2(u(t, x, \xi), \xi) v(x, y) \right]_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}} dx = 0,
$$

(3.9c)

for $(i, j) \in N_X$.

Since the solution is discontinuous, we replace the flux at the interfaces $x_{i+\frac{1}{2}}$ with a consistent numerical flux function $\hat{f}_m$, such that $\hat{f}_m(u, u, \xi) = f_m(u, \xi)$ for $m = 1, 2$. If we use a first order numerical scheme, we choose $v = \frac{1}{\Delta x \Delta y}$ and use the midpoint rule to approximate the integrals in (3.9b) and (3.9c). We then obtain for one time step of the forward Euler scheme

$$
\mathbf{u}_{i,j}^{(n+1)} = \mathbf{u}_{i,j}^{(n)} - \frac{\Delta t}{\Delta x} \left( \hat{f}_1(\mathbf{u}_{i,j}^{(n)}, \mathbf{u}_{i+1,j}^{(n)}, \xi) - \hat{f}_1(\mathbf{u}_{i-1,j}^{(n)}, \mathbf{u}_{i,j}^{(n)}, \xi) \right),
$$

(3.10a)

$$
- \frac{\Delta t}{\Delta y} \left( \hat{f}_2(\mathbf{u}_{i,j+1}^{(n)}, \mathbf{u}_{i,j}^{(n)}), \xi) - \hat{f}_2(\mathbf{u}_{i,j-1}^{(n)}, \mathbf{u}_{i,j}^{(n)}, \xi),
$$

(3.10b)

where $\mathbf{u}_{i,j}^{(n)}$, $(i, j) \in N_X$ denotes the spatial cell mean of $\mathbf{u}$ in $\mathcal{X}_{i,j}$ at time $t_n$, namely

$$
\mathbf{u}_{i,j}^{(n)} = \frac{1}{\Delta x \Delta y} \int_{\mathcal{X}_{i,j}} u(t_n, x, y, \xi) d(x, y).
$$
In our numerical experiments we use the numerical Lax-Friedrichs flux

\[
\hat{f}_1(\bar{u}_{i,j}, \bar{u}_{i+1,j}, \xi) = \frac{1}{2}(f_1(\bar{u}_{i,j}, \xi) + f_1(\bar{u}_{i+1,j}, \xi) - \lambda_1^{\text{max}}(\bar{u}_{i+1,j} - \bar{u}_{i,j})), \\
\hat{f}_2(\bar{u}_{i,j}, \bar{u}_{i,j+1}, \xi) = \frac{1}{2}(f_2(\bar{u}_{i,j}, \xi) + f_2(\bar{u}_{i,j+1}, \xi) - \lambda_2^{\text{max}}(\bar{u}_{i,j+1} - \bar{u}_{i,j})),
\]

where the numerical viscosity constants \(\lambda_1^{\text{max}}\) and \(\lambda_2^{\text{max}}\) are taken as the global estimates of the absolute value of the largest eigenvalue of \(\frac{\partial f_1(u)}{\partial u}\) and \(\frac{\partial f_2(u)}{\partial u}\), respectively. The CFL condition of (3.10) reads

\[
\Delta t \leq \frac{\Delta x}{\lambda_1^{\text{max}}} + \frac{\Delta y}{\lambda_2^{\text{max}}},
\]

For the coefficients of the gPC polynomial (3.5) in the multi-element stochastic Galerkin system (3.6), the finite volume scheme (3.10) is given by

\[
\bar{u}_{k,i,j,l}^{(n+1)} = \bar{u}_{k,i,j,l}^{(n)} - \frac{\Delta t}{\Delta x} \int_{\Xi_l} (\hat{f}_1(\bar{u}_{i,j}^{(n)}, \bar{u}_{i+1,j}^{(n)}, \xi) - \hat{f}_1(\bar{u}_{i-1,j}^{(n)}, \bar{u}_{i,j}^{(n)}, \xi)) \phi_{k,l} f_{\Xi_l} d\xi,
\]

\[
- \frac{\Delta t}{\Delta y} \int_{\Xi_l} (\hat{f}_2(\bar{u}_{i,j}^{(n)}, \bar{u}_{i,j+1}^{(n)}, \xi) - \hat{f}_2(\bar{u}_{i,j-1}^{(n)}, \bar{u}_{i,j}^{(n)}, \xi)) \phi_{k,l} f_{\Xi_l} d\xi,
\]

for each equation \(k = 0, \ldots, K_{\Xi}\), where \(\bar{u}_{k,i,j,l}^{(n)}\) describes the \(X_{i,j} \in \Xi_l\) cell mean of the \(k\)th coefficient in the gPC expansion at time \(t_n\), namely

\[
\bar{u}_{k,i,j,l}^{(n)} := \frac{1}{\Delta x \Delta y} \int_{X_{i,j} \in \Xi_l} u(t_n, x, \xi) \phi_{k,l}(\xi) f_{\Xi_l}(\xi) d\xi d(x,y),
\]

for \(k = 0, \ldots, K_{\Xi}, (i,j) \in N_X\) and \(l = 1, \ldots, N_{\Xi}\).

**Remark 3.2.** The integrals in (3.11) are numerically solved using a QZ-point appropriate quadrature rule on \(\Xi\). In our numerical examples we pick Gauß-Legendre or Clenshaw-Curtis quadrature rules, where Clenshaw-Curtis nodes are chosen whenever numerical computations make use of adaptivity, cf. Remark 4.3. Note that computing moments of an underlying flux is a common numerical flux choice in kinetic theory and is frequently used in the context of uncertainty quantification, see e.g. [29, 53]. A comparison to numerical fluxes working directly on the moments can be found in [17] or [52, Appendix A].

### 3.3. Hyperbolicity-Preserving Limiter

Usually, the solution of our system of equations (2.1) has to fulfill certain physical properties. For example, a density should always be nonnegative. For hierarchical models like the Euler equations, the system normally loses hyperbolicity for nonphysical states, cf. [48].

**Definition 3.3.** We call the set

\[
\mathcal{R} := \left\{ u \in \mathbb{R}^d \mid \sum_{m=1}^M \alpha_m \frac{\partial f_m(u, \xi)}{\partial u} \text{ has } d \text{ real eigenvalues and is diagonalizable } \forall \alpha_1, \ldots, \alpha_M \in \mathbb{R}, \forall \xi \in \Xi \right\}
\]

the **hyperbolicity set**. We call every solution vector \(u \in \mathcal{R}\) **admissible**.

**Assumption 3.4.** In the following we always assume that the hyperbolicity set \(\mathcal{R}\) is open and convex.

**Theorem 3.5.** If the SG gPC polynomial (3.1) is admissible, then the SG system (3.6) is hyperbolic.
Proof. The proof can be found in [63, Theorem 2.1].

This means that we have to ensure that the gPC polynomial does not not leave the hyperbolicity set in order to preserve hyperbolicity of the SG system.

In order to apply the hyperbolicity-limiter from [53], we require positivity-preserving numerical fluxes \( \hat{f}_1, \hat{f}_2 \).

**Definition 3.6.** A scheme (3.10) and the numerical fluxes \( \hat{f}_1, \hat{f}_2 \) are called **positivity-preserving**, if \( \mathbf{u}^{(n+1)}_{i,j} \in \mathcal{R} \) for all \( (i,j) \in N_X \) at time \( t_n \) implies that \( \mathbf{u}^{(n+1)}_{i,j} \in \mathcal{R} \) for all \( (i,j) \in N_X \) at time \( t_{n+1} \).

**Assumption 3.7.** The numerical fluxes \( \hat{f}_1, \hat{f}_2 \), are positivity-preserving under a suitable CFL condition

\[
\lambda_1 \frac{\Delta t}{\Delta x} + \lambda_2 \frac{\Delta t}{\Delta y} \leq C,
\]

where \( C \in (0,1] \) is constant.

**Remark 3.8.** Throughout this work we use the HLL numerical flux [19]. The positivity-preserving property of HLL has been proven in [42].

According to [53], the numerical scheme (3.11) preserves hyperbolicity of the zeroth SG moment \( \mathbf{u}^{(n)}_{0,i,j,l} \) for positivity-preserving numerical fluxes and we can now define the hyperbolicity limiter which moves a possibly inadmissible solution towards this admissible moment and inside the hyperbolicity set. Following the outline of [53], at time \( t_n \) we define the slope-limited SG polynomial in the cell \( X_{i,j} \times \Xi_l \) as

\[
\Lambda \Pi_{K_{\Xi}}^\theta \mathbf{u}^{(n)}_{0,i,j,l} |_{\Xi_l}(\xi) := \theta \mathbf{u}^{(n)}_{0,i,j,l} + (1 - \theta) \sum_{k=0}^{K_{\Xi}} \mathbf{u}^{(n)}_{k,i,j,l} \phi_{k,l}(\xi)
\]

for \( (i,j) \in N_X \) and \( l = 1, \ldots, N_{\Xi} \). For more information see [53]. To ensure admissibility of the slope-limited SG polynomial (3.12) on every quadrature point \( \hat{\xi}_l \) (cf. Remark 3.2), we choose

\[
\hat{\theta}^{(n)}_{i,j,l} := \inf \{ \theta \in [0,1] | \Lambda \Pi_{K_{\Xi}}^{\hat{\theta}} \mathbf{u}^{(n)}_{0,i,j,l} |_{\Xi_l} \in \mathcal{R} \text{ for all quadrature nodes } \hat{\xi}_l \}.
\]

Due to the openness of \( \mathcal{R} \), we need to modify \( \theta \) slightly in order to avoid placing the solution onto the boundary (if the limiter was active). Therefore we use

\[
\theta = \begin{cases} 
\hat{\theta}, & \text{if } \hat{\theta} = 0, \\
\min(\hat{\theta} + \epsilon, 1), & \text{if } \hat{\theta} > 0,
\end{cases}
\]

where \( 0 < \epsilon = 10^{-10} \) should be chosen small enough to ensure that the approximation quality is not influenced significantly.

**Remark 3.9.** Calculating the slope-limited SG polynomial (3.12), we can simply replace the SG moments by

\[
\Lambda \Pi_{K_{\Xi}}^{\theta} \mathbf{u}^{(n)}_{k,i,j,l} = \begin{cases} 
\mathbf{u}^{(n)}_{k,i,j,l}, & \text{if } k = 0,
(1 - \theta) \mathbf{u}^{(n)}_{k,i,j,l}, & \text{if } k > 0,
\end{cases}, \quad k = 0, \ldots, K_{\Xi},
\]

where \( \theta \) is chosen separately for each \( t_n \) and \( X_{i,j} \times \Xi_l \), ensuring that \( \Lambda \Pi_{K_{\Xi}}^{\theta} \mathbf{u}^{(n)}_{k,i,j,l} |_{\Xi_l} \in \mathcal{R} \) in all cells.
Remark 3.10. We may calculate the the value of the limiter variable $\theta$ directly by solving the minimization problem

\begin{align}
\min & \quad \theta \\
\text{s.t.} & \quad \theta \in [0,1] \\
& \quad \theta \tilde{u} + (1 - \theta)u \in \mathcal{R},
\end{align}

where $\tilde{u}$ represents the admissible zeroth SG moment. An exemplary derivation of this parameter for the two-dimensional compressible Euler equations can be found in [14].

Example 3.11. We consider the one-dimensional compressible Euler equations

$$
\partial_t \begin{pmatrix} \rho \\ \rho v \\ \rho e \end{pmatrix} + \partial_x \begin{pmatrix} \rho v \\ \rho v^2 + p \\ v(\rho e + p) \end{pmatrix} = 0.
$$

These equations describe the evolution of a gas with density $\rho$, velocity $v$ and specific total energy $e$. The pressure of the gas can be determined from

$$
p = (\gamma - 1)\rho \left( e - \frac{1}{2}v^2 \right)
$$

and $\gamma$ is the heat capacity ratio. The hyperbolicity set from Definition 3.3 is given by solutions with positive density and pressure, i.e.

$$
\mathcal{R} = \left\{ u = \begin{pmatrix} \rho \\ \rho v \\ \rho e \end{pmatrix} \mid \rho > 0, \ p = (\gamma - 1)\rho \left( e - \frac{1}{2}v^2 \right) > 0 \right\}.
$$

Then, the solution of the minimization problem (3.13) reads

$$
\theta^* = \max\left( h(\theta_1), h(\theta_{2+}), h(\theta_{2-}) \right),
$$

$$
\theta_1 = \frac{\rho}{\rho - \tilde{\rho}},
$$

$$
\theta_{2\pm} = \frac{E\tilde{\rho} - 2 E\rho + \tilde{E}\rho - \rho v\tilde{\rho}v + (pv)^2}{(\rho v - \tilde{\rho}v)^2 + 2(E\tilde{\rho} + \tilde{E}\rho - E\rho - \tilde{E}\rho)},
$$

$$
\pm \sqrt{(E\tilde{\rho} - \tilde{E}\rho)^2 + 2(E(\tilde{\rho}v)^2 \rho + \tilde{E}(pv)^2 \rho - E pv\tilde{\rho}v - \tilde{E} pv\tilde{\rho}v - \tilde{E}\rho v\tilde{\rho}v)^2 + 2(E\tilde{\rho} + \tilde{E}\rho - E\rho - \tilde{E}\rho)},
$$

$$
h(x) = x \mathbb{1}_{[0,1]}(x).
$$

The calculation of the above quantities follows similarly to [14].

3.4. Filtered stochastic Galerkin

In addition to the hyperbolicity-preserving limiter from Section 3.3, we apply a filter to the stochastic Galerkin scheme, as introduced in [30]. Filters are a common technique in spectral methods [8, 23] and have for example been applied in the context of kinetic theory [36] in order to dampen oscillations. We will similarly apply them to the gPC coefficients in (3.1) to reduce oscillations in the uncertainty, while maintaining high-order accuracy in deterministic regions.

In the following we present the so-called $L_2$ filter, adding a penalizing term to the $L_2$ error of the solution in order to reduce oscillations within high-order coefficients of the gPC expansion. We follow the outline from
The filtered stochastic Galerkin polynomial is now set to
\[ \tilde{u}^{K_N}(t, x, y, \xi) := \sum_{k=1}^{K_N} \sum_{l=1}^{N_{\xi}} g(k) u_{k,l}(t, x, y) \phi_{k,l}(\xi) \chi_l(\xi), \quad (3.15) \]
with the filter function \( g \). For the \( L_2 \) filter, a filter function and therefore a filtered stochastic Galerkin solution, is obtained by minimizing

\[ J_\lambda := \frac{1}{2} \sum_{l=1}^{N_{\xi}} \int_{\Xi_l} \left\| u_l - \tilde{u}_l^{K_N} \right\|^2_2 f_{\xi_l} d\xi + \lambda \sum_{l=1}^{N_{\xi}} \int_{\Xi_l} \left\| L(\tilde{u}_l^{K_N}) \right\|^2_2 f_{\xi_l} d\xi, \quad (3.16) \]
for the filter strength \( \lambda \geq 0 \). The operator \( L \) punishes oscillations and is chosen such that the basis polynomials of the gPC expansion are eigenfunctions of \( L \). Differentiating (3.16) with respect to the coefficients \( \tilde{u}_{k,l}^{K_N} \) and setting the result equal to zero yields the filter function \( g \).

**Remark 3.12.** For a uniform distribution of \( \xi \), a common choice of the operator \( L \) is

\[ L(u(\xi)) = ((1 - \xi^2) u'(\xi))', \]

since the Legendre polynomials are eigenfunctions of \( L \), i.e. they fulfill

\[ L(\phi_{k,l}(\xi)) = -k(k+1) \phi_{k,l}(\xi), \]
for \( k = 0, \ldots, K_N \) and \( l = 1, \ldots, N_{\xi} \). Other choices of the filter function are Lanczos and ErfcLog \([50]\). We differentiate the cost functional (3.16) with respect to \( \tilde{u}_{k,l}^{K_N} \) and deduce

\[ d_{\tilde{u}_{k,l}^{K_N}} J_\lambda = \int_{\Xi_l} \left[ \sum_{k=0}^{K_N} (u_{k,l} - \tilde{u}_{k,l}^{K_N}) \phi_{k,l} \right] \phi_{k,l} f_{\xi_l} d\xi - \int_{\Xi_l} \left[ \sum_{k=0}^{K_N} \lambda k^2(k+1)^2 \tilde{u}_{k,l}^{K_N} \phi_{k,l} \right] \phi_{k,l} f_{\xi_l} d\xi = 0. \]

Hence, the filter function within the filtered SG polynomial (3.15) for a uniformly distributed uncertainty reads

\[ g(k) = \frac{1}{1 + \lambda k^2(k+1)^2}. \quad (3.17) \]

Thus, the zeroth SG moment stays unfiltered due to \( g(0) = 1 \) which means that the cell means are preserved. For larger values of \( k \), namely higher SG moments, \( g(k) \) gets smaller and the moments are more damped.

**Remark 3.13.** For multi-dimensional uncertainties \( \xi \in \mathbb{R}^N \), we use the filter operator

\[ L(u(\xi)) = (L_1 \circ \cdots \circ L_N)(u(\xi)), \]

where

\[ L_n(u(\xi)) = \partial_{\xi_n} \left( (1 - (\xi^n)^2) \partial_{\xi_n} u(\xi) \right). \]
Finding a good choice of the filter strength \( \lambda \), which sufficiently damps oscillations while preserving the solution structure, is challenging since the optimal filter strength is problem dependent and a parameter study has to be performed.

Within the derivation of the \( L_2 \) filter, the use of the filter function has been motivated by an optimization problem of the form (3.16). Another approach is to replace the solution ansatz (3.15) by

\[
\hat{u}_{K,\xi}(t, x, y, \xi) = \sum_{l=1}^{N_{\xi}} \sum_{k=0}^{K_{\xi}} g\left(\frac{k}{K_{\xi}}\right)^{\lambda \Delta t} u_{k,l}(t, x, y) \phi_{k,l}(\xi) \\
\chi_{l}(\xi),
\]

(3.18)

Here, the time step size \( \Delta t \) is included in the filter formulation to enforce independence of the filtering effect from the chosen time discretization. I.e., when the number of time steps increases (i.e. the filter is applied more frequently), the filtering effect by a single filter step decreases. Furthermore, by adding the time step size to the filter strength, the filtering can be interpreted as a smoothing term with respect to the uncertainty. For a detailed discussion applied to the context of kinetic theory, see [51]. Now, the function \( g : \mathbb{R}^+ \rightarrow \mathbb{R}^+ \) plays the role of a filter function and its choice crucially affects the resulting approximation quality. Let \( g \) fulfill the following properties:

1. \( g(0) = 1 \),
2. \( g^{(\ell)}(0) = 0 \), for \( \ell = 1, \ldots, \alpha - 1 \),
3. \( g^{(\ell)}(1) = 0 \), for \( \ell = 0, \ldots, \alpha - 1 \).

According to [7], when approximating a general function \( v(s) \) via

\[
v(s) \approx \tilde{v}^{K_{\Xi}}(s) := \sum_{k=0}^{K_{\Xi}} g\left(\frac{k}{K_{\Xi}}\right) a_k \phi_k(s),
\]

(3.19)

where \( \phi_k(s) \) are basis functions and \( a_k \) the corresponding coefficients of the expansion with \( k = 0, \ldots, K_{\Xi} \), the filtered approximation (3.19) fulfills

1. If \( v \) has \( \alpha \) continuous derivatives, then

\[
|v(s) - \tilde{v}^{K_{\Xi}}(s)| \leq M \cdot K_{\Xi}^{1/2 - \alpha}.
\]

2. If \( v \) has a jump discontinuity at \( c^* \in [-1, 1] \), then

\[
|v(s) - \tilde{v}^{K_{\Xi}}(s)| \leq M \cdot d(s)^{1 - \alpha} K_{\Xi}^{1 - \alpha},
\]

where \( d(s) \) is the distance to \( c^* \) and \( M > 0 \) an adequate constant.

The first property implies that we can achieve spectral accuracy of the filter under a sufficiently high order \( \alpha \). The second inequality shows that even for discontinuous solutions, spectral accuracy is still possible if \( s \) is not too close to the shock position. One choice for the filter function in (3.18) is the exponential filter proposed in [24] which reads

\[
g\left(\frac{k}{K_{\Xi}}\right) = \exp\left(c \left(\frac{k}{K_{\Xi}}\right)^{\alpha}\right),
\]

(3.20)

for \( k = 0, \ldots, K_{\Xi} \). Here, we use \( c = \log(\varepsilon_M) \) where \( \varepsilon_M \) is the machine accuracy. The parameter \( \alpha \) is an integer called the filter order. A more detailed discussion of the exponential filter can for example be found in [8], Chapter 18.20].
3.5. Algorithm

We summarize the whole method for the filtered hyperbolicity-preserving stochastic Galerkin scheme in the following algorithm, whereas we denote the solution operator as the right hand side of (3.11) by

\[
L_h^{(n)}(\hat{\mathbf{u}}_{k,i,j,l}^{(n)}) := \hat{\mathbf{u}}_{k,i,j,l}^{(n)} - \Delta t \Delta x \int_{\Xi} \left( f_1(\hat{\mathbf{u}}_{i,j}^{(n)} : \hat{\mathbf{u}}_{i+1,j}^{(n)}, \xi) - f_1(\hat{\mathbf{u}}_{i-1,j}^{(n)} : \hat{\mathbf{u}}_{i,j}^{(n)}, \xi) \right) \phi_{k,l} f_{\Xi} d\xi,
\]

for \( k = 0, \ldots, K_{\Xi} \), \((i,j) \in N_{X} \) and \( l = 1, \ldots, N_{\Xi} \). The method in pseudo-code can be found in Algorithm 1.

**Algorithm 1** Filtered Hyperbolicity-Preserving Stochastic Galerkin Scheme

1: \( \mathbf{u}^{(0)} \leftarrow \left( \int_{X} \int_{\Xi} \mathbf{u}^{(0)}(x,y) \phi_{k,l} f_{\Xi} d\xi d(x,y) \right) \) \( (i,j) \in N_{X}, l=1:N_{\Xi}, k=0:K_{\Xi} \)  
\# initial state

2: for \( n = 0, \ldots, N_{T} \) do
\# time loop

3: Choose the filter strength \( \lambda \) and filter order \( \alpha \)

4: \( \hat{\mathbf{u}}^{(n)} \leftarrow \left( g(\cdot) \mathbf{u}_{k,i,j,l}^{(n)} \right) \) \( (i,j) \in N_{X}, l=1:N_{\Xi}, k=0:K_{\Xi} \)  
\# apply filter function \([3.17]\) or \([3.20]\)

5: \( \hat{\mathbf{u}}^{(n)} \leftarrow \Lambda \Pi_{K_{\Xi}}^{\lambda} \hat{\mathbf{u}}^{(n)} \)  
\# call of hyperbolicity limiter \([3.12]\)

6: \( \mathbf{u}^{(n+1)} \leftarrow L_h^{(n)}(\hat{\mathbf{u}}^{(n)}) \)  
\# FVM \([3.11]\)

7: end for

In our numerical examples we will apply the exponential filter \([3.20]\).

4. Multi-element Intrusive Polynomial Moment Method

The multi-element approach from Section 3.1 is known to be applied to the stochastic Galerkin scheme since a local basis in the random variable yields improved solution approximations, even when using small polynomial degrees in each local element. Therefore, it is straightforward to adapt the strategy to the IPM method. In addition to that, such a local basis seems to be an ideal choice for IPM, since it decouples the IPM optimization problems, enhancing the use of parallel implementations while heavily reducing computational costs.

Given a strictly convex entropy \( h : \mathbb{R}^d \rightarrow \mathbb{R} \) of the uncertain system of hyperbolic conservation laws \([2.1]\), the IPM system from \([48]\) is given by

\[
\partial_t \int_{\Xi} \mathbf{u} \phi_{\tilde{k}} f_{\Xi} d\xi + \nabla_x \cdot \int_{\Xi} \mathbf{F} \left( \nabla_u h \right)^{-1} \left( \sum_{k=0}^{K_{\Xi}} \lambda_k \phi_k \right) \phi_{\tilde{k}} f_{\Xi} d\xi = 0,
\]

for \( \tilde{k} = 0, \ldots, K_{\Xi} \) and where

\[
\Lambda := \sum_{k=0}^{K_{\Xi}} \lambda_k \phi_k
\]

is the entropic variable of the system, defining the solution \( \mathbf{u} \) of \([2.1]\) via the one-to-one map \( \mathbf{u} = (\nabla_u h)^{-1}(\Lambda) \). Performing the gPC expansion on the entropic variable guarantees hyperbolicity of the IPM system \([4.1]\).
In order to minimize the Lagrangian we need to find the root of this equation. Note that since \( \phi \) has direction \( \nu \), we again have \( \lambda_{k,l} = 0 \) for any direction \( \nu \) of \( \lambda_{k,l} \), \( \tilde{k}, \ldots, K \in \Xi \), and \( \lambda_{k,l} \) \( \in \mathbb{R}^d \) for every multi-element \( \Xi_l \), \( l = 1, \ldots, N_\Xi \). By \( \lambda \) we denote these multipliers in vectorized form. In order to compute the exact minimizer of this functional, we calculate the Gâteaux derivative with respect to \( u \) in an arbitrary direction \( v \)

\[
\left. \frac{d}{dt} \mathcal{L}(u + t \cdot v, \lambda) \right|_{t=0}.
\]

We obtain

\[
\left. \frac{d}{dt} \mathcal{L}(u + t \cdot v, \lambda) \right|_{t=0} = \int_{\Xi} \nabla_u h(u) \cdot v f_{\Xi_l} d\xi = \sum_{l=1}^{N_\Xi} \sum_{k=0}^{K_l} \lambda_{k,l} \phi_{k,l} \cdot v f_{\Xi_l} d\xi,
\]

which should be zero for any direction \( v \), yielding

\[
\nabla_u h(u) = \sum_{l=1}^{N_\Xi} \sum_{k=0}^{K_l} \lambda_{k,l} \phi_{k,l}.
\]

If we now define the entropic variable as

\[
\lambda = \sum_{l=1}^{N_\Xi} \sum_{k=0}^{K_l} \lambda_{k,l} \phi_{k,l},
\]

we again have \( u = (\nabla_u h)^{-1}(\lambda) \). Plugging this ansatz into \( \mathcal{L} \) and differentiating with respect to \( \lambda_{k,l} \) for \( k = 0, \ldots, K_l \) and \( l = 1, \ldots, N_\Xi \) gives

\[
\frac{d\lambda_{k,l}}{dt} \mathcal{L}(u, \lambda) = \int_{\Xi_l} \nabla_u h(u) \nabla_u h(\lambda) \phi_{k,l} f_{\Xi_l} d\xi + u_{k,l} - \int_{\Xi_l} u(\lambda) \phi_{k,l} f_{\Xi_l} d\xi = \sum_{l=1}^{N_\Xi} \sum_{k=0}^{K_l} \lambda_{k,l} \int_{\Xi_l} \nabla_u h(u) \phi_{k,l} f_{\Xi_l} d\xi
\]

\[
= \int_{\Xi_l} \lambda \nabla_u h(u) \phi_{k,l} f_{\Xi_l} d\xi + u_{k,l} - \int_{\Xi_l} u(\lambda) \phi_{k,l} f_{\Xi_l} d\xi = \int_{\Xi_l} \nabla_u h(u) \phi_{k,l} f_{\Xi_l} d\xi
\]

\[
= u_{k,l} - \int_{\Xi_l} u(\lambda) \phi_{k,l} f_{\Xi_l} d\xi \geq 0. \tag{4.2}
\]

In order to minimize the Lagrangian we need to find the root of this equation. Note that since \( \phi_{k,l} \) has support \( \Xi_l \), the integral term becomes

\[
\int_{\Xi_l} u(\lambda) \phi_{k,l} f_{\Xi_l} d\xi = \int_{\Xi_l} u \left( \sum_{l=1}^{N_\Xi} \sum_{k=0}^{K_l} \lambda_{k,l} \phi_{k,l} \right) \phi_{k,l} f_{\Xi_l} d\xi
\]

\[
= \int_{\Xi_l} u \left( \sum_{k=1}^{K_l} \lambda_{k,l} \phi_{k,l} \right) \phi_{k,l} f_{\Xi_l} d\xi.
\]
Hence, we can solve (4.2) through
\[ u_{k,l} = \int_{\Xi_l} (\nabla u h)^{-1} \left( \sum_{k=0}^{K_\Xi} \lambda_{k,l} \phi_{k,l} \right) \phi_{k,l} f_{\Xi_l} d\xi = 0, \quad (4.3) \]
for \( k = 0, \ldots, K_\Xi \) and \( l = 1, \ldots, N_\Xi \). In order to find the dual variables \( \lambda \) as the roots of (4.3) we employ Newton’s method. Moreover, the ME-IPM system reads
\[ \frac{\partial_t}{\Xi_l} \int_{\Xi_l} u \phi_{k,l} f_{\Xi_l} d\xi + \nabla_x \cdot \int_{\Xi_l} F(A, \zeta) \phi_{k,l} f_{\Xi_l} d\xi = 0, \quad (4.4) \]
with \( k = 0, \ldots, K_\Xi \) and \( l = 1, \ldots, N_\Xi \). Let us first state that using the multi-element approach for IPM does not destroy hyperbolicity of the moment system

**Theorem 4.1.** The multi-element IPM system (4.4) is hyperbolic.

**Proof.** The proof is a trivial extension of the hyperbolicity proof for the classical IPM method, which can be found in [47, Chapter 4.2.3]. As a starting point, we collect the dual variables into the vector \( \lambda_l = (\lambda_{l,0}, \ldots, \lambda_{l,K_\Xi}) \in \mathbb{R}^{d(K_\Xi+1)} \). Then the system (4.4) is brought into quasi-conservative form by applying the chain rule, leading to
\[ H_l(\lambda_l) \partial_t \lambda_l + B_l(\lambda_l) \partial_x \lambda_l = 0 \]
for every multi-element \( l = 1, \ldots, N_\Xi \). Following [47, Chapter 4.2.3], the temporal Jacobians \( H_l \in \mathbb{R}^{d(K_\Xi+1) \times d(K_\Xi+1)} \) are symmetric positive definite and the spatial Jacobians \( B_l \) are symmetric. Hence, the multi-element IPM equations can be written as a Friedrichs system, which according to [15] implies hyperbolicity.

Furthermore, note that the IPM ansatz (at least for the cases considered in this work) only allows the solution to take admissible values. Hence the solution always lies in the admissible set. Besides hyperbolicity as well as the potential to mitigate oscillations, the multi-element IPM method has a remarkable computational advantage:

**Remark 4.2.** The IPM optimization problems decouple and one can solve the \( N_\Xi \) problems per spatial cell individually. Commonly, the multi-element approach allows using a smaller total degree of polynomials. Therefore, instead of solving one expensive optimization problem, we now solve \( N_\Xi \) cheaper optimization problems in each cell, which can be distributed to different processors.

We apply the numerical discretization from Section 3.2, yielding the following algorithm of the multi-element intrusive polynomial moment method, whereas we now replace the solution operator (3.21) by
\[ L_h^{(n)}(u_{k,i,j,l}^{(n)}, A_{i,j,l}^{(n)}) := u_{k,i,j,l}^{(n)} \]
\[ - \frac{\Delta t}{\Delta x} \int_{\Xi_l} \left( \tilde{f}_1((\nabla u h)^{-1}(A_{i,j,l}^{(n)}), (\nabla u h)^{-1}(A_{i-1,j,l}^{(n)}), \xi) - \tilde{f}_1((\nabla u h)^{-1}(A_{i,j,l}^{(n)}), (\nabla u h)^{-1}(A_{i,j,l}^{(n)}), \xi) \right) \phi_{k,l} f_{\Xi_l} d\xi \]
\[ - \frac{\Delta t}{\Delta y} \int_{\Xi_l} \left( \tilde{f}_2((\nabla u h)^{-1}(A_{i,j,l}^{(n)}), (\nabla u h)^{-1}(A_{i,j+1,l}^{(n)}), \xi) - \tilde{f}_2((\nabla u h)^{-1}(A_{i,j,l}^{(n)}), (\nabla u h)^{-1}(A_{i,j,l}^{(n)}), \xi) \right) \phi_{k,l} f_{\Xi_l} d\xi, \quad (4.5) \]
for \( k = 0, \ldots, K_\Xi \), \( (i,j) \in N_X \) and \( l = 1, \ldots, N_\Xi \), defining one forward Euler time step of the FVM for the ME-IPM system (4.4). Here, \( A_{i,j,l}^{(n)} \) describes the cell mean of the entropic variable in cell \( X_{i,j} \) and multi-element \( \Xi_l \) at \( t_n \).
Algorithm 2 Multi-Element Intrusive Polynomial Moment Method (ME-IPM)

1: $\bar{\Lambda}^{(0)} \leftarrow \left( \sum_{k=0}^{K_{\Xi}} \int_{X_i,j=1}^{N_{X_i,j}} \int_{\Xi_l} h'(u^{(0)}) \phi_{k,l} d(x,y) \phi_{k,l} \right)_{(i,j) \in N_{X_i,j}=1: N_{\Xi}} \quad \# \text{initial state}

2: for $n = 0, \ldots, N_T$ do

3: $u^{(n)} \leftarrow \left( \int_{X_i,j} \int_{\Xi_l} (\nabla u h)^{-1}(\bar{\Lambda}^{(n)}) \phi_{k,l} d(x,y) \right)_{(i,j) \in N_{X_i,j}=1: N_{\Xi,k}=K_{\Xi}} \quad \# \text{variable map}

4: $u^{(n+1)} \leftarrow L_{h,n}^{(n)}(\bar{\Lambda}^{(n)}) \quad \# \text{FVM (4.5)}$

5: $\bar{\Lambda}^{(n+1)} \leftarrow \text{arg min}_\Lambda L(\bar{\Lambda}, \Lambda^{(n)}) \quad \# \text{minimize Lagrangian using (4.2)}$

6: end for

Remark 4.3. In addition to the described strategies to reduce computational costs, the steady-state test case in Section 5.2 makes use of two acceleration techniques taken from [32].

- Note that the minimization of the Lagrangian is usually performed using Newton iterations. The iteration is stopped when the gradient of the Lagrangian is sufficiently close to zero. When solving steady-state problems, the FVM steps can be interpreted as a fixed point iteration, i.e. the time loop is iterated until a steady-state is reached. The idea of one-shot IPM (osIPM) is to perform only a single Newton iteration to minimize the Lagrangian in every iteration of the time loop. In this case, we iterate both, the moments as well as the dual variables to their steady-state solution simultaneously. It can be shown that this iteration converges locally [32]. The idea follows the concept of the one-shot approach used in PDE constraint optimization [21].

- We make use of adaptivity in stochastic space, which is one core advantage of intrusive methods [2, 32, 37, 57]. To reduce computational costs, both the gPC degree $K_{\Xi}$ and the number of quadrature points to compute the integrals in (3.11) are adapted in time and space according to the smoothness of the solution. To allow for an efficient evaluation of numerical fluxes in (3.11) when neighboring cells have different refinement levels, Clenshaw-Curtis nodes are chosen. In this case, the nestedness of these nodes allows for a computationally efficient evaluation, since spatial stencils can be evaluated on the same nodes. For a detailed presentation of the adaptivity strategy used in this work, see [32, Section 5]. Note that we do not use adaptivity in the number of multi-elements or the spatial domain.

- To ensure that a large number of time iterations is performed on a low refinement level (i.e. on a small number of moments), the maximal truncation order is only allowed to increase once the approximation is sufficiently close to the steady-state solution. Thereby, a large amount of time iterations use the lowest refinement level (i.e. a small number of moments), which can be understood as a preconditioning step. Keeping a low refinement level for a large amount of time steps is called refinement retardation.

Remark 4.4. A common issue of minimal entropy methods such as IPM is the loss of realizability due to errors when numerically solving the IPM optimization problem. This means that moment vectors generated by the numerical method can leave the hyperbolicity set, i.e. they do not belong to an admissible solution. The variable map ensures hyperbolicity as discussed in [27].

Remark 4.5. A parallelization of the proposed methods is performed with MPI. To reduce communication overhead, the computational resources focus on the parallelization of quadrature rules for numerical fluxes as well as IPM optimization problems. For more details on the chosen parallelization strategy, see [32, Section 6].
5. Numerical Results

In the following section we apply the oscillation mitigation intrusive UQ schemes from Section 3 and Section 4 to the one- and two-dimensional Euler equations. In particular, we evaluate and compare the stochastic Galerkin and intrusive polynomial moment method with and without the multi-element ansatz in terms of their relative error and the computational costs.

The code that we use to obtain the proceeding numerical results is openly available at [31] to allow reproducibility. To guarantee admissibility for both, the IPM and hSG solutions, all numerical calculations use the HLL numerical flux [19] which has the property of being positivity-preserving [42].

5.1. Sod’s shock tube

To demonstrate the behavior of the different proposed methods, we first investigate the uncertain Sod’s shock tube test case as proposed in [48]. The uncertain Sod’s shock tube from [48] extends the original test case [55] to an uncertain shock position. Here, the random system of conservation laws are the one-dimensional Euler equations (3.14), where the heat capacity ratio $\gamma$ is chosen to be 1.4. Initially, the gas is in a shock state with random position $x_{\text{interface}}(\xi) = x_0 + \sigma \xi$, where $\xi$ is uniformly distributed in the interval $[-1, 1]$.

Hence, we have

$$\rho_{IC} = \begin{cases} \rho_L & \text{if } x < x_{\text{interface}}(\xi), \\ \rho_R & \text{else} \end{cases},$$

$$(\rho v)_{IC} = 0,$$

$$(\rho e)_{IC} = \begin{cases} \rho_L e_L & \text{if } x < x_{\text{interface}}(\xi), \\ \rho_R e_R & \text{else} \end{cases}.$$  

The IPM method chooses the entropy

$$h(\rho, \rho v, \rho e) = -\rho \ln \left( \rho^{-\gamma} \left( \rho e - \frac{(\rho v)^2}{2 \rho} \right) \right).$$

Further parameter values are

| $\mathcal{X} = [x_L, x_R] = [0, 1]$ | range of spatial domain |
| $T = 0.14$ | end time |
| $x_0 = 0.5, \sigma = 0.05$ | interface position parameters |
| $\rho_L = 1.0, e_L = 2.5, \rho_R = 0.125, e_R = 0.25$ | initial states |

Table 1: Parameter values for Sod’s shock tube.

Moreover, we divide the spatial domain into $N_X = 2000$ cells. In a first simulation, we compare the expected gas density as well as its variance when employing stochastic Galerkin with and without the multi-element ansatz. To guarantee an admissible solution, both methods require the hyperbolicity-preserving limiter discussed in Section 3.3. The classical hSG scheme uses polynomials up to a degree of 14, which we denote by hSG$_{14}$. For multi-element hSG we decompose the stochastic domain into three multi-elements, each of them with polynomials up to degree 4. We denote this method by ME-hSG$_{3,4}$. Furthermore, a Gauss-Legendre quadrature is chosen. Here, the chosen number of points is 30 for the classical hSG method and 10 points per multi-element when using ME-hSG.

The results are shown in Figure 1, where we include the analytic reference solution to Sod’s shock tube test case [55]. From left to right, we can see the expected value and variance of the three main characteristics
of this test case, namely a rarefaction wave, a contact discontinuity and a shock. Since the number of unknowns per spatial cell is identical for both hSG and ME-hSG, the computational costs are the same leading to similar runtimes (24.675 seconds for hSG and 23.761 seconds for ME-hSG). Expected value and variance of both methods look similar. In particular, the solution emits a step-like profile of the expected value and an oscillatory variance at the shock. In this case, the hSG and ME-hSG results almost coincide.

When applying the IPM method with and without multi-elements we observe a clear improvement of the overall runtime. We denote the IPM method using polynomials up to degree 14 by IPM$_{14}$ and the multi-element IPM method with three multi-elements and gPC degree four by ME-IPM$_{3,4}$, where we use the same quadrature as for hSG and ME-hSG. The numerical results are depicted in Figure 2.

![Figure 1: Comparison of hSG using 15 moments and ME-hSG for 3 multi-elements with 5 moments. The number of unknowns per spacial cell is identical, which yields the same runtime and similar results.](image1)

![Figure 2: Comparison of IPM using 15 moments and ME-IPM for 3 multi-elements with 5 moments. Even though the number of unknowns per spacial cell is identical, the runtime of the multi-element IPM method is reduced by a factor of 7.72 while yielding a similar result.](image2)
First, we notice that the multi-element ansatz heavily reduces the computational costs, since every cell requires solving three decoupled optimization problems with five unknowns respectively. In contrast, the classical IPM method with the same number of unknowns requires solving one optimization problem with 15 unknowns. This reduction in numerical costs is reflected by the runtime which decreases by a factor of 7.72 (from 4364 to 564 seconds). Note that the IPM results show a slightly improved approximation compared to the hSG results in Figure 1. This, however, does not justify the increased computational costs of both IPM methods, which is why we can conclude that in this test case the hSG method performs better than IPM.

Lastly, we investigate the multi-element ansatz for filtered hSG. The results are depicted in Figure 3. We additionally show a zoomed view of the shock region in Figure 4.

The chosen filter is the exponential filter discussed in Section 3.4. We pick the filter strength $\lambda = 2$ and the order $\alpha = 10$. These values have been chosen by a parameter study in which we found that an increased
order helps to distinguish between the rarefaction wave, which does not require filtering and the shock position where the filter needs to be active. At a high filter order, the filtering does not heavily affect the rarefaction wave while focusing on the shock. As expected, choosing the filter strength too small will not dampen oscillations efficiently while picking the filter strength too large filters out the uncertainty. At the chosen filter parameters, we observe that the filter significantly improves the expected value and the variance approximation at the shock. Unfortunately, the filter slightly dampens the variance at the rarefaction wave. Overall, the filter yields a satisfactory solution approximation without increasing the computational time.

5.2. NACA0012 airfoil

In the following we consider the uncertain NACA test case from [32]. The test case investigates the effects of an uncertain angle of attack \( \phi \sim U(0.75, 1.75) \) for a NACA0012 airfoil with a length of one meter. The governing equations are the stochastic Euler equations in two dimensions, which read

\[
\partial_t \begin{pmatrix} \rho \\ \rho v_1 \\ \rho v_2 \\ \rho e \end{pmatrix} + \partial_x \begin{pmatrix} \rho v_1 + p \\ \rho v_1 v_2 + \rho e \frac{p}{v_1} \\ \rho v_2 + p \frac{\rho}{v_2} \\ v_1 (\rho e + p) \end{pmatrix} + \partial_y \begin{pmatrix} \rho v_2 \\ \rho v_1 v_2 - \rho e \frac{p}{v_2} \\ \rho v_2 v_1 + \rho e \frac{p}{v_1} \\ v_2 (\rho e + p) \end{pmatrix} = 0. \tag{5.1}
\]

A closure for the pressure \( p \) in two dimensions is given by

\[
p = (\gamma - 1) \rho \left( e - \frac{1}{2} (v_1^2 + v_2^2) \right).
\]

The hyperbolicity set from Definition 3.3 is therefore given by

\[
\mathcal{R} = \left\{ \mathbf{u} = \begin{pmatrix} \rho \\ \rho v_1 \\ \rho v_2 \\ \rho e \end{pmatrix} \bigg| \rho > 0, \ p = (\gamma - 1) \rho \left( e - \frac{1}{2} (v_1^2 + v_2^2) \right) > 0 \right\}.
\]

We again choose the heat capacity ratio \( \gamma \) as 1.4. At the airfoil surface, the Euler slip condition \( \mathbf{v} \cdot \mathbf{n} = 0 \) is used, where \( \mathbf{n} \) denotes the surface normal. At a distance of 40 meters from the airfoil, one assumes Dirichlet boundary conditions, i.e., the airfoil does not influence the flow at this boundary. Here, the constant flow field is given by Mach number \( Ma = 0.8 \), pressure \( p = 101325 \) Pa and a temperature of 273.15 K. With the specific gas constant \( R = 287.87 \) J kg\(^{-1}\) K\(^{-1}\) and a given angle of attack \( \phi \) the conserved variables at the far field boundary can be determined uniquely, since

\[
\rho = \frac{p}{R \cdot T},
\]

\[
\rho v_1 = \rho \cdot Ma \cdot \sqrt{\gamma RT \cos \phi},
\]

\[
\rho v_2 = \rho \cdot Ma \cdot \sqrt{\gamma RT \sin \phi},
\]

\[
\rho e = \frac{p}{\gamma - 1} + \frac{1}{2} \rho (v_1^2 + v_2^2).
\]

The initial condition is chosen to be equal to the far field boundary values. In this case, the slip condition at the airfoil will correct the flow solution until a steady-state flow is reached after a certain time. The iteration in time is performed until the time residual fulfills the stopping criterion

\[
\sum_{(i,j) \in N_x} \Delta x \Delta y \| \mathbf{u}^{(n)}_{i,j,l} - \mathbf{u}^{(n-1)}_{i,j,l} \| \leq \varepsilon. \tag{5.2}
\]

In all steady-state calculations, we choose \( \varepsilon = 5 \cdot 10^{-6} \).
Unlike the Shock tube, this test case does not have an analytical solution. Therefore, we compute a reference solution by stochastic collocation with 100 Gauss-Legendre quadrature points. The resulting expected value and variance of the density as well as the implemented mesh are depicted in Figure 5. The mesh is composed of 22361 triangular elements and is used for all computations of the NACA test case.

Remark 5.1. Within the numerical implementation of this test case, we divide the two-dimensional spatial domain into a triangular mesh. The theory of Section 3.2 for uniform grids can easily be applied to such a discretization.

Figure 5: Left: Reference solution $E[\rho]$. Center: $\text{Var}[\rho]$. Right: Mesh around the airfoil. The mesh is a circle around the airfoil, consisting of 22361 triangular cells.

In the following, we aim at approximating this solution with our oscillation mitigation intrusive UQ methods. To quantify the efficiency of the different approaches, we investigate the relative error of the density’s expected value and variance over time. We define the $L^2$-error of a discrete quantity $e_\Delta \in \mathbb{R}^{N_x \times N_y}$

$$\|e_\Delta\|_\Delta := \sqrt{\sum_{(i,j) \in N_x} \Delta x \Delta y e_{i,j}^2}.$$ 

Then, if we denote the solution obtained with the numerical method by $u_\Delta$ and the reference solution by $\hat{u}_\Delta$, the relative error of the expected value and variance is

$$\frac{\|E[\hat{u}_\Delta] - E[u_\Delta]\|}{\|E[\hat{u}_\Delta]\|} \quad \text{and} \quad \frac{\|\text{Var}[\hat{u}_\Delta] - \text{Var}[u_\Delta]\|}{\|\text{Var}[\hat{u}_\Delta]\|}.$$  \hspace{1cm} (5.3)

Following [32], we record this error inside a box of one meter height and 1.1 meters length around the airfoil. This strategy allows us to exclude fluctuations in the far field solution. The resulting efficiency curves are depicted in Figure 6. Here, we plot the relative errors according to (5.3) over the computational time. All methods are converged to a time residual of $\varepsilon = 5 \cdot 10^{-6}$, cf. (5.2). For most methods, a satisfactory solution is however reached at an earlier stage when the efficiency curve in Figure 6 is saturated. In this case, the error of the steady-state approximation reaches the same error level as the approximation error of the uncertainty.

All simulations have been computed in parallel on 5 processors. For details on the parallelization of the code, see [32]. The stochastic Galerkin calculations again require the hyperbolicity limiter presented Section 3.3.
Figure 6: Relative errors \( [5,3] \) computed over runtime. Computations are carried out using 5 MPI threads. As for the one-dimensional shock tube, the multi-element ansatz significantly reduces the overall runtime when using the IPM method. Multi-element IPM beats multi-element hSG, however the fastest method yielding the smallest error is hSG.

First, we compare the results obtained with IPM. Here, we make use of one-shot IPM (osIPM) to reduce numerical costs. More information on this method can be found in [32]. The number of unknowns per spatial cell for multi-element IPM and IPM is chosen to be 9: While ME-IPM and ME-SG employ 3 multi-elements with gPC degree two, the classical SG and IPM methods have gPC degree 8. We use a Clenshaw-Curtis quadrature of level 4 (17 points) when not using the multi-element ansatz. The multi-element methods use a level 2 (5 points) Clenshaw-Curtis rule per element. As expected, the multi-element ansatz again heavily decreases the numerical costs, while yielding a similar error level. Here, the error obtained with the standard IPM method is slightly better compared to the multi-element error. Note that ME-IPM beats ME-hSG in terms of efficiency. In this test case the most efficient method is the hyperbolicity-preserving stochastic Galerkin approach.

In order to further decrease the error obtained with the multi-element methods, we make use of adaptivity and refinement retardation, cf. Remark 4.3. Here, we fix the choice of 3 elements, however let the number of polynomials in every element depend on the solution’s smoothness. Furthermore, all quadratures are approximated by a Clenshaw-Curtis quadrature rule, which adapts to the moment order. The different gPC degrees and the corresponding quadrature points for each refinement level are given by table Table 2. We choose the refinement barriers as \( \delta_- = 2 \cdot 10^{-4} \) and \( \delta_+ = 2 \cdot 10^{-5} \). For more information on Table 2 and refinement barriers see [32].

| refinement level | 0 | 1 | 2 | 3 | 4 |
|------------------|---|---|---|---|---|
| degree           | 6 | 3 | 4 | 5 | 6 |
| quadrature points| 5 | 9 | 9 | 9 | 17 |

Table 2: Refinement levels with their moment orders and quadrature points for adaptive refinements in ME-hSG and ME-IPM.

We converge the solution on refinement level zero to a residual of \( \varepsilon = 4 \cdot 10^{-5} \) and then let the refinement level allow to increase up to level 4 until \( \varepsilon = 5 \cdot 10^{-6} \). The resulting efficiency is depicted in Figure 7. In this case, the ME stochastic Galerkin method is more efficient than ME-IPM. This is most likely caused by the increased number of moments per multi-element, which increases the costs of solving the IPM optimization problem. Thus, the ME-IPM method is most efficient on low polynomial degrees. A refinement strategy, which overcomes this issue would be to increase or decrease the number of multi-elements instead of the number of polynomials. We however leave this idea to future work.
Figure 7: Relative errors calculated over runtime. Computations are carried out using 5 MPI threads. We use refinement retardation (re) and adaptivity (ad) to accelerate the computation while achieving an improved error level.

Figure 8 shows the approximated expected value and variance by refinement retardation adaptive ME-hSG (readME-hSG) as well as the corresponding refinement level at the steady-state solution. The results of readosME-IPM look similar and are therefore left out at this point. It can be seen that the approximation does not show oscillatory behaviour, which stems from the sufficiently high number of unknowns chosen by the adaptive scheme on top of the airfoil. The approximation agrees well with the reference solution in Figure 5.

Figure 8: Expected density (left) and corresponding variance (right) computed with ME-hSG using refinement retardation and adaptivity. Right: Refinement level at final solution.

We leave the use of filters for steady-state problems to future work. Here, the main issue is that the filter is applied in every pseudo-time step, which commonly leads to a heavy modification of the solution.

5.3. Nozzle with uncertain shock

Lastly, we investigate a nozzle with an uncertain shock. Again, the test case relies on the two-dimensional Euler equations inside a nozzle geometry (see Figure 9). The nozzle is composed of a chamber on
the left, a throat in the center and the main nozzle part on the right. The shock position is uniformly distributed within the throat. The shock states are identical to the one-dimensional shock tube experiment from Section 5.1, namely

\[
\rho_{IC} = \begin{cases} 
\rho_L & \text{if } x < x_{\text{interface}}(\xi) \\
\rho_R & \text{else}
\end{cases},
\]

\[(\rho v_1)_{IC} = 0,\]

\[(\rho v_2)_{IC} = 0,\]

\[(\rho e)_{IC} = \begin{cases} 
\rho_L e_L & \text{if } x < x_{\text{interface}}(\xi) \\
\rho_R e_R & \text{else}
\end{cases},\]

with \(x_{\text{interface}}(\xi) = x_0 + \sigma \xi, \xi \sim U(-1, 1)\). We choose \(x_0\) to be the x-coordinate of the center of the throat. The throat ranges from \(x_0 - 0.5\) to \(x_0 + 0.5\), i.e., we set \(\sigma = 0.5\) to ensure a uniformly distributed shock position in the entire throat section. We calculate the solution at an end time of \(t = 4\). A reference solution, which has been computed by stochastic collocation with a 100 point Gauss-Legendre quadrature, is shown in Figure 9. All computations are carried out on a mesh with \(N_X = 225758\) triangular cells. Note that similar to Sod’s shock tube we observe structures stemming from the rarefaction wave (left), the contact discontinuity (center) and the shock (right).

![Reference solution for density. Top: Expected value. Bottom: Variance.](image)

We first compare the different methods without multi-elements. Here, we use gPC polynomials up to degree
5 as well as a 20 point Gauss-Legendre quadrature rule. We run simulations with hSG, fhSG and IPM. The filtered hSG method is implemented for the exponential filter with order $\alpha = 7$ and strength $\lambda = 0.1$. Note that in this case, the filter parameters have again been picked by a brief parameter study.

We find the resulting expected density in Figure 10 and the corresponding variance in Figure 11. Comparing these results with the reference solution in Figure 9, we observe that hSG as well as IPM yield a step-like expected density and an oscillatory variance. However, combined with a filter, we achieve a remarkably good approximation: While the variance is not dampened significantly at the contact discontinuity and the rarefaction wave, the variance at the shock does not oscillate and agrees well with the reference solution. Furthermore, the expected value of the filtered solution has a linear connection at the shock, which coincides with the expected value of the reference solution. All methods reveal errors for the variance in the throat region.

Let us now turn to the multi-element methods. Here, we employ two multi-elements with polynomials up to degree two, i.e., the number of unknowns equals the previous test case. In each multi-element we have 10 Gauss-Legendre quadrature points.

The resulting expected values and variances of these methods are depicted in Figures 12 and 13. We observe that ME-hSG and ME-IPM lead to good solution approximations compared to their classical counterparts. Unfortunately, we still observe a step-like profile of the expected value as well as oscillations in the variance. However, these spurious artifacts are mitigated by the multi-element ansatz.

As before, we apply the exponential filter with order $\alpha = 7$ and strength $\lambda = 0.1$. When using multi-elements, the filter is able to smear out oscillations, leading to an improved approximation of the expected value and the variance. However, the effectiveness of the filter appears to be increased when applying it to the standard hSG method. Furthermore, note that all multi-element methods yield a better resolution of the variance inside the throat region.
Figure 10: Expected density with different methods. From top to bottom: hSG, fhSG, IPM.
Figure 11: Variance of the density with different methods. From top to bottom: hSG, fhSG, IPM.
Figure 12: Expected density with different methods. From top to bottom: ME-hSG, ME-fhSG, ME-IPM.
Figure 13: Variance of the density with different methods. From top to bottom: ME-hSG, ME-fhSG, ME-IPM.
6. Conclusions and Outlook

In this work, we combined different methods to mitigate oscillations and spurious artifacts that arise from intrusive UQ methods while maintaining hyperbolicity of the moment system. To mitigate oscillations, we made use of filtering as well as a multi-element ansatz. Furthermore, hyperbolicity is ensured by using a hyperbolicity limiter as well as the IPM method. First, we combined filtering with the hyperbolicity-preserving limiter and then extended the resulting method with the multi-element ansatz. Second, the multi-element ansatz has been applied to the IPM method. Both strategies dampen oscillations which leads to an improved approximation of expected values and variances. In addition to that, the multi-element approach in combination with IPM allows heavily reducing the required runtime to achieve a certain error level. When comparing the different methods, we observe that the optimal method choice is problem dependent. In the case of Sod’s shock tube, filtering in combination with the multi-element ansatz in hSG yields the best approximation. For the nozzle test case, applying the filter to the original hSG method appears to be the method of choice as it closely captures the reference solution. A solely application of the (necessary) hyperbolicity limiter or the IPM closure to this test case resulted in oscillatory solution approximations. However, either the use of the multi-element ansatz or the filter significantly improves the resolution quality. The presented NACA test case underlines the efficiency of the multi-element approach in combination with IPM.

The different methods are so far applied for first-order numerical schemes and it would be interesting to be combined with WENO reconstructions in order to obtain high-order approximations and to further reduce the impact of Gibbs phenomenon. Moreover, we considered numerical test cases with only one-dimensional uncertainties, however, intrusive gPC approaches are mostly used in low-dimensional random spaces and non-intrusive schemes such as stochastic Collocation are preferred otherwise. In addition to that, the filters that we presented within this article can be used together with IPM in order to filter the coefficients of the entropic variable. This might yield a further reduction of oscillations within IPM. Since it is not clear how to achieve hyperbolicity of filtered moments, we leave this task to future work. Furthermore, the applicability of filters for steady problems should be investigated to allow the use of filters in steady state applications.
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