Preference shocks in an RBC model with intangible capital

Kashif Zaheer Malik, Syed Zahid Ali, Ali Imtiaz and Ammar Aftab

Abstract: In this paper, we develop and simulate an RBC model that includes intangible capital as a third factor of production. We study the effects of intra-temporal preference shocks on economic aggregates, employing the undetermined coefficient method of to solve the model. Impulse response functions to preference shocks reveal that demand-side shocks are important in explaining the variations in macroeconomic aggregates.

Keywords: Intangible capital; real business cycle; preference/demand shocks

JEL Classification: E32; E37

1. Introduction

Post-war U.S. data suggests that consumption growth "Granger-causes" gross domestic product (GDP) but not vice versa, and that GDP in turn "Granger-causes" business investment growth but not the other way around (Wen, 2007). This result suggests that consumption contains better information about the sources of shocks and that output contains better information than investment about the sources of shocks. Standard RBC models cannot be used to explain these causal relationships since they are based on the assumption that most aggregate economic fluctuations are due to technology (supply-side) shocks. The seminal work of Kydland and Prescott (1982)
documented a key role for productivity shocks in mimicking the majority of variations in economic aggregates such as output, consumption, hours worked, real wages, and average productivity. Their main findings are that (i) investment is almost three times more volatile than output; (ii) nondurable consumption is less volatile than output; (iii) hours worked and output are positively correlated; (iv) almost all macroeconomic variables are positively correlated with output; and (v) movements in macroeconomic variables show persistency (Rebelo, 2005).

Kydland and Prescott’s (1982) results are supported by Cooley and Prescott (1995), Prescott (1986), and King and Rebelo (1999). However, the assertion that supply-side shocks are the main sources of economic fluctuations are challenged by Keynesian economists. The Keynesian school argues that economic fluctuations are a result of demand-side shocks (Gali and Rabanal, 2005). For example, Gali’s (1999) empirical study, which is based on an SVAR model estimation with short-term and long-term restrictions, shows that conditional on a technology shock, there exists a negative correlation between hours worked and productivity and that the contribution of productivity shocks in explaining variations in economic aggregates are quite weak. Gali and Rabanal (2004) argue that the effects of productivity shocks on economic aggregates are contingent upon the degree of price flexibility and the systematic response of monetary policy to the shock. They argue that if the central bank accommodates the productivity shock by further reducing the interest rate; then, only hours worked will increase. In short, they argue that a mere supply-side shock cannot explain the observed data. Subsequent work, such as Gali and Rabanal (2005) and Basu, Fernald, and Kimball (2006), supports these findings.

Baxter and King (1991) also highlight the importance of the demand-side shocks. Like Solow (1957), they observe that factor input growth is insufficient to explain the growth in output, and argue that positive externalities and increasing returns to scale resolve this puzzle. They show that a model with increasing returns to scale, which is driven by measured demand-side shocks, mimics the actual fluctuations of business cycles in the U.S. They also find that when preference shocks are combined with productivity shocks, both the increasing returns and the constant returns models show data consistent weak correlation between hours-worked and wages.

Using standard RBC models driven by demand shocks, Wen (2007) attempts to establish a causal relationship between consumption and output and between output and investment by assuming that: (i) employment and output cannot respond to demand shocks immediately; and (ii) investment cannot immediately respond to demand shocks. Wen (2007) surprisingly finds that consumption growth negatively causes output growth and also that output growth negatively causes investment growth. Wen (2007) mitigates this problem by adding to the model capacity utilization and mild production externalities, and shows that output growth “Granger causes investment”, but fails to establish the result that consumption “Granger causes output”. Nakamura (2009), while questioning the importance of productivity shocks, shows that monetary, cost-push, and preference shocks are also capable of replicating business cycle fluctuations.

Bencivenga (1992) assumes no intertemporal substitution and full depreciation of the capital stock, and documents that preference shocks are an important source of variation in economic aggregates. In particular, she finds that hours are more volatile than productivity and that consumption is more volatile than output. She also finds a weak negative correlation between working hours and productivity.

In this paper, we develop an RBC model with intangible capital to investigate the effect of preference shock (such as preference shocks to leisure demand) on economic aggregates. To the best of our knowledge, our work unique in analyzing the effect of demand shocks in an RBC model with intangible capital. We introduce intangible capital in our model as a third input in the production function, along with labor and physical capital. We assume throughout that, just like any other good, intangible capital is produced by means of labor and capital. Limited by multiple constraints, we assume throughout that firms always face a trade-off between current
production and future production whenever they increase the production of intangible capital. Allocating more labor and capital for current production means higher output and higher profits in the current time period. In contrast, if the firm chooses to invest in the creation of intangible capital, it will earn more profit in the future but at the cost of low output and low profit in the current time period.

Our model is a standard RBC model with the exception of the inclusion of intangible capital in the production function. We assume no government and that all agents operate in competitive markets. To simplify our algebra and given the main focus of our paper, we assume that all agents are homogenous, which helps us to develop our model using a single representative household and a single representative firm. The inclusion of intangible capital in the model is expected to take into account crowding out effects, which generally occur in the event of demand-side shocks such as changes in government expenditure and exogenous shifts in consumption. An increase in aggregate demand normally increases the real rate of interest, which—by crowding out private investment—lessens the impact of the shock on key economic aggregates. Many authors in the recent past attempted to overcome this problem by assuming habit persistent in consumption and increasing returns to scale in production (see, for example, Baxter and King, 1991 and Benhabib & Wen, 2004). We attempted in this paper to highlight the role of intangible capital in materializing the demand-side shock effects on real variables without appealing to consumption persistence and increasing returns to scale assumptions.

Using our intangible capital augmented RBC model, we study impulse response functions of macroeconomic aggregates to a preference shock. We find that demand-side shocks are important because they can cause variations in macroeconomic aggregates. In particular, we find that a preference shock causes variations in consumption that leads to variations both in output and investments. The findings of our study are consistent with postwar U.S. data.

The rest of the paper is organized as follows. The second section discusses the model and its solution and calibration. The third section discusses results and the final section concludes.

2. Model

In this section, we develop our model, which is related to that of Malik, Ali, and Khalid (2014). The novelty of our model is in the inclusion of intangible capital in the production function. We assume throughout that the economy comprises two types of agents: households and firms. We further assume that all agents are homogenous and operate in a competitive environment. As is the case in many standard RBC models, we assume no government and that agents form expectations rationally.

2.1. Households

The economy is populated by a “representative household”; all households are identical, both ex ante and ex post. We assume that agents live infinitely and that a representative household wishes to maximize the following sum of present and future discounted utility, derived from the consumption of good and leisure:

$$\max E_0 \sum_{t=0}^\infty \beta^t U(C_t, 1 - N_t, B_t)$$

(1)

where $\beta$ is a discount rate, $C_t$ measures current consumption, $N_t$ measures labor supply and $B_t$ measures preferences shocks. We assume that preferences shock follows a first-order autoregressive process with an iid error term ($\epsilon_{bt}$) and inertial coefficient $0 < \rho_b < 1$:

$$\ln B_t = \rho_b \ln B_{t-1} + \epsilon_{bt}$$

(2)
To proceed further and to derive results through model calibrations, we assume that each labor endowed with one unit of labor supply and her preferences can be mapped with the following functional form of the utility function:

$$U(C_t, N_t) = \ln C_t + B_t \eta (1 - N_t)$$

(3)

where the parameter $\eta$ is the relative weight of leisure ($L_t = 1 - N_t$) in the consumer utility function. We may use equation (3) to show that $-B_t C_t$ is the marginal rate of substitution between consumption and leisure. In each period, the representative household has three sources of income: (i) labor income ($w_t N_t$) after supplying $N_t$ number of hours at the real wage rate $w_t$; (ii) rental income ($r_t K_t$), where $r_t$ is rental rate and $K_t$ is physical capital; and (iii) profit income $\pi_t$. In each period the household consumes ($C_t$) and invests ($I_t$) in physical capital. Using the above information, we may write the representative household budget constraint as:

$$C_t + I_t = w_t N_t + r_t K_t + \pi_t$$

(4)

We further assume that investment $I_t$ augments the capital stock over the time as follows:

$$K_t1 = I_t + (1 - \delta) K_t$$

(5)

where $\delta \in (0, 1)$ is the rate of depreciation of physical capital. To rule out Ponzi schemes, we assume a suitable transversality condition.

Equations (4) and (5) can be combined to yield a single budget constraint:

$$C_t + K_t1 = w_t N_t + r_t K_t + (1 - \delta) K_t + \pi_t$$

(6)

Using equations (3) and (6) the Bellman equation for the household utility maximization problem can be written as follows:

$$V(k) = \max_{c,n,k} E[\ln c + B_t (1 - N_t) + BEV(k')]$$

s.t.

$$C + K' = wN + rK + (1 - \delta)K + \pi$$

Which yields the following Euler equations commonly known as first-order conditions of utility maximization when the household chooses $C_t, N_t$, and $K_t, I_t$:

$$\frac{1}{C} = \lambda$$

(7)

$$\frac{B_t}{1 - N} = w \lambda$$

(8)

$$BEV(k') = \lambda$$

(9)

$$V_k = (1 + r - \delta) \lambda$$

(10)

We can combine equations (7) to (10) to yield the following equations:

$$w = \frac{CB_t}{1 - N}$$

(11)

$$1 = B_t \left[ \frac{C}{C} (r + (1 - \delta)) \right]$$

(12)

Equation (11) and (12) can be solved to determine the time path of consumption and labor supply (or leisure) which are subject to shift as $B, \delta$, and $\theta$ changes.
2.2. Firms

We assume that to produce the final good ($Y_t$) the representative firm hires labor ($N_t$), rents physical capital ($K_t$), uses intangible capital ($Z_t$) and operates under conditions of perfect competition. The firm's production function is defined as follows, where we assume constant returns to scale technology:

$$Y_t = e^{ln(Y_t)}(A_t N_t)\theta (s_t K_t)^{1-\delta} Z_t$$  \hspace{1cm} (13)

In equation (13) intangible capital is added as a third factor of production that is produced with the help of labor and physical capital. Accordingly, $s_t$ and $s_k$ denote respectively the fraction of labor and physical capital which the firm allocates to produce the final good ($Y_t$). The remainder of the labor and physical capital ($1 - s_t$) and ($1 - s_k$), respectively, is used by the firm to produce intangible capital ($Z_t$). In equation (13) we also model two shocks: a permanent technology shock ($A_t$) and a transitory productivity shock ($\theta_t$). The dynamics of both these shocks are defined by equations (14) and (15) respectively, where parameter $\rho_a$ and $\rho_\theta$ measure persistent in the shocks and the parameter $\nu_a$ measures a drift process:

$$\text{ln} A_{t+1} = \nu_a + \rho_a \text{ln} A_{t-1} + \epsilon_{at}$$  \hspace{1cm} (14)

$$\text{ln} \theta_{t+1} = \rho_\theta \text{ln} \theta_t + \epsilon_{t\theta t+1}$$  \hspace{1cm} (15)

The stock of intangible capital available in period $t + 1$ depends on the amounts of labor and physical capital devoted to the production of intangible capital in the current period as well as the stock of intangible capital produced in period $t - 1$ for period $t$ ($Z_t$):

$$Z_{t+1} = \left[ (A_t(1-s_{N_t})N_t)^\omega ((1-s_{K_t})K_t)^{1-\nu_a} Z_t^{1-\omega} \right]$$  \hspace{1cm} (16)

Following Bankard’s (2000) organizational forgetting idea, we assume that knowledge depreciates with time as the economic environment goes through various transformations. The parameter $\omega \in (0, 1)$ captures the contribution of past intangible capital, which decays the further back in time it was created. $\omega = 1$ implies that intangible capital is constant over time. In contrast, $\omega = 0$ implies that intangible capital decays fully in the current period and makes no contribution to intangible capital in future periods. The productivity shock $A_t$, which appears both in equation (13) and equation (16), ensures a balanced growth path where increases in labor productivity over time occur in both the final good and intangible capital good sectors. It can be shown that $\mu(1-\omega)$ measures the elasticity of labor hours that are used in the current period to create intangible capital with respect to intangible capital in the next period ($d\ln Z_{t+1}/d\ln Z_t$). In the case of $\mu = 1$, physical capital is not used in the creation of intangible capital. On the other hand, $\mu = 0$ implies that the firm allocates only labor to the production of the final good ($Y_t$).

2.3. Normalization

In order to solve the model for the steady-state and to study the optimum choices of representative agents, we normalize all the variables of the model to a permanent technology shock ($A_t$) such that the transformed system does not exhibit growth.\textsuperscript{7} Our transformed variable is defined by the following equations, where a tilde is placed over each of the normalized variables:\textsuperscript{8}:

$$\tilde{C} + \alpha' \tilde{K} = w\tilde{N} + r\tilde{K} + (1 - \delta) \tilde{K} + \tilde{\alpha}$$  \hspace{1cm} (17)

$$\tilde{I} = \alpha' \tilde{K}(1-\delta)\tilde{K}$$  \hspace{1cm} (18)

$$\sigma' = \beta E \left\{ \frac{\tilde{C}}{\tilde{C}'} (\tilde{r'} + (1 - \delta)) \right\}$$  \hspace{1cm} (19)

$$\tilde{Y} = e^{ln(Y_t)}(\tilde{s}_N\tilde{N})^\theta (\tilde{s}_K\tilde{K})^{1-\delta} \tilde{Z}^\nu$$  \hspace{1cm} (20)
\[ \bar{Z}' = \left[ \left( 1 - s_N \right)^{\alpha} \left( 1 - s_K \right)^{1-\alpha} \right]^{\omega} \]  

(21)

### 2.4. Firm optimization

Facing two constraints in each period (the production function for output in equation (13) and the production function for intangible capital equation 16), the firm maximizes the present value of its real profits. The firm’s optimization problem can be written as:

\[
V(Z) = \max_{N, K, s_N, s_K} E \left[ U_c \left[ (s_N N)^{\phi} (s_K K)^{1-\phi} \bar{Z} - wN - rK \right] + \theta V(Z) \right] \\
+ \lambda \left[ \left( 1 - s_N \right)^{\alpha} \left( 1 - s_K \right)^{1-\alpha} \right]^{\omega} \bar{Z}' - \bar{Z}'
\]  

(22)

The first order optimization conditions for the above problem are:

\[
\theta E(V'_z) = \lambda \bar{a}'
\]  

(23)

\[
wU_c = U_c \left[ \frac{\bar{Y}}{N} + \lambda \frac{\mu (1 - \omega) \bar{a}' \bar{Z}}{N} \right]
\]  

(24)

\[
U_c \left[ \frac{\phi \bar{Y}}{s_N} \right] = \frac{\lambda \mu (1 - \omega) \bar{a}' \bar{Z}}{1 - s_N}
\]  

(25)

\[
rU_c = (1 - \phi - \tau) \frac{\bar{Y}}{K} + \lambda \frac{(1 - \mu) (1 - \omega) \bar{a}' \bar{Z}}{N}
\]  

(26)

\[
U_c \left[ \frac{(1 - \phi - \tau) \bar{Y}}{s_K} \right] = \frac{\lambda (1 - \mu) (1 - \omega) \bar{a}' \bar{Z}}{1 - s_K}
\]  

(27)

The envelope condition is as follows:

\[
V_z = U_c \left[ \frac{\tau \bar{Y}}{Z} + \lambda \omega \bar{a}' \bar{Z} \right]
\]  

(28)

Substituting equation (28) into equation (23) gives equation (29), which represents the marginal value of an extra unit of intangible capital:

\[
\theta \left[ U_c \left[ \frac{\tau \bar{Y}}{Z} + \lambda \omega \bar{a}' \bar{Z} \right] \right] = \lambda \bar{a}'
\]  

(29)

We note that due to the inclusion of intangible capital in the production function, firms are not equating the marginal productivities of labor and capital to their respective factor prices. It is interesting to note here that equations (24) and (25) imply that firm allocates capital and labor to the production of intangible capital in such a way that marginal decreases in the output of the final good offset the marginal increase in intangible capital available to the firm. Formally, combining equation (26) with (24) and equation (27) and (25) results in the following equations:

\[
w = \phi \frac{\bar{Y}}{s_N N} = \frac{1}{s_N} \text{MP}_N
\]  

(30)

\[
r = (1 - \phi - \tau) \frac{\bar{Y}}{s_K K} = \frac{1}{s_K} \text{MP}_K
\]  

(31)

Since \( 0 < s_N < 1 \) and \( 0 < s_K < 1 \), it is clear from the above two equations that factor prices exceed their marginal product in the production of the final good.\(^9\)
Proposition 1: In the presence of intangible capital, factor prices exceed their respective marginal productivities.

Equation (32) captures investment in intangible capital:
\[
\dot{I}_z = wN(1 - s_N) + rK(1 - s_K)
\]  
(32)

Combining equations (30), (31), and (32) gives:
\[
\frac{\dot{I}_z}{Y} = \left(\frac{1 - s_M}{s_N}\right)\phi + \left(\frac{1 - s_K}{s_K}\right)(1 - \phi - \tau)
\]  
(33)

Equation (33) implies that investment in intangible capital is increasing in output but decreasing in the shares of factors of labor and capital. The firm’s profit in the presence of intangible capital is:
\[
\pi = \frac{wN}{C_0}\phi + \frac{rK}{C_0}(1 - \phi - \tau)
\]  
(34)

Using equations (30), (31) and (33) in equation (34) gives us the following relationship between profit and intangible capital investment:
\[
\pi = \frac{\tau}{C_0}\frac{wN}{C_0}\phi + \frac{\tau}{C_0}\frac{rK}{C_0}(1 - \phi - \tau)
\]  
(35)

Equation (35) depicts a trade-off between the current period’s profit and investment in intangible capital \(\dot{I}_z\). The above discussion gives us our second proposition.

Proposition 2: Firms sacrifice their present profit to create intangible capital for future production.

2.5. The steady state
In the steady state, all variables are invariant to time changes, i.e. \(C' = C, Y' = Y, K' = K,\) and \(Z' = Z\). We can use equation (12) to solve for the steady-state value of the real rate of interest \(\bar{r}\) as follows:
\[
\bar{r} = \frac{\sigma}{\delta} - (1 - \delta)
\]  
(36)

Similarly, while using equation (29) we can show that:
\[
\bar{\lambda} \alpha \bar{Z} = \theta \bar{r} \frac{U_c \bar{Y} \phi}{1 - \theta \omega}
\]  
(37)

and by using equation (37) in (24), (25), (26) and (27) we get the following expressions:
\[
\bar{w} = \frac{\bar{Y}}{\bar{N}} \left[ \phi + \frac{\mu(1 - \omega)\bar{r}}{1 - \theta \omega} \right]
\]  
(38)

\[
\bar{r} = \frac{\bar{Y}}{\bar{K}} \left[ (1 - \phi - \tau) + \frac{(1 - \mu)(1 - \omega)\bar{r}}{1 - \theta \omega} \right]
\]  
(39)

\[
\frac{(1 - s_N)}{s_N} = \frac{\mu \bar{r} (1 - \omega)}{\phi (1 - \theta \omega)}
\]  
(40)

\[
\frac{(1 - s_K)}{s_K} = \frac{\theta \bar{r} (1 - \mu)(1 - \omega)}{(1 - \phi - \tau)(1 - \theta \omega)}
\]  
(41)

Equations (38) to (41) reveal that the steady-state wage rate, rent on physical capital, and income shares of both labor and capital are all independent of intangible capital. We can summarize this result as follows:
Proposition 3: In the steady state, the wage rate \( \bar{w} \), rental on physical capital \( \bar{r} \), income share of labor, and income share of capital are all independent of the stock of intangible capital.

The factor shares of labor and capital in the steady state can easily be recovered from equations (34) and (35). Plugging equations (40) and (41) into equation (33), we get the steady state intangible investment to output ratio as:

\[
\frac{I_z}{Y} = \frac{\theta \tau (1 - \omega)}{1 - \theta \omega} \tag{42}
\]

We can note in equation (42) that the ratio of investment in intangible capital to the output of final goods depends on parameters \( \tau \) and \( \omega \), where \( \tau \) is the key parameter that measures the elasticity of the final good to intangible capital (see equation (13) above). One can note in equation (42) that there exists a proportional relationship between the intangible investment–output ratio and \( \tau \).

The share of labor income to total output can be derived from equation (38) as:

\[
\frac{w N}{Y} = \left[ \phi + \frac{\mu (1 - \omega) \theta \tau}{1 - \theta \omega} \right] \tag{43}
\]

Similarly, using equation (33), we can solve for the capital–output ratio as:

\[
\frac{K}{Y} = \frac{1}{\tau} \left[ (1 - \phi - \tau) + \frac{(1 - \mu)(1 - \omega) \theta \tau}{1 - \theta \omega} \right] \tag{44}
\]

Equation (44) implies that the capital to output ratio decreases as \( \mu \) (the elasticity of intangible capital to labor used in the production of intangible capital, as seen in equation (16)) increases. However, the increase in the same parameter increases the share of labor income in total output (see equation (43)). From equation (16) we can see that the permanent technology shock is increasing in labor. In this situation, an increase in \( \mu \) further increases the ability of the shock to create more intangible capital for a given amount of labor. On the other hand, from equation (44) we can see that an increase in \( \tau \) decreases the share of physical capital but the share of the capital good in the production of the final good increases (see equation (13) above). The above discussion leads us to our next proposition:

Proposition 4: Investment in intangible capital is of higher value to the producer than investment in physical capital.

Finally, we can write the following equation for intangible capital in the steady state:

\[
\bar{Z} = \left[ \left( (1 - s_N) \bar{N} \right)^{\mu} \left( (1 - s_K) \bar{K} \right)^{1 - \mu} \right] \sigma^{1/1 - \omega} \tag{45}
\]

We can use equation (45) to eliminate \( \bar{Z} \) in the production function (see equation (20) above). Since the capital–output ratio is already determined; equation (39) can be used to solve for the output of the final good in the steady state. Once the output is determined, capital can be calculated. Given the steady-state output, wage can be determined using equation (43). Similarly, consumption can be estimated from the goods market equilibrium condition \( Y_t = C_t + I_t \). Profit in the steady state can be estimated using equation (34). Since the steady state values of capital, labor, and income shares of the factor of primary inputs are already determined, the stock of intangible capital and investment in intangible capital can be determined while using equations (45) and (32) respectively.
2.6. Stochastic model

We employ Christiano’s (2002) method of undetermined coefficients to solve our dynamic model. We can use the two Euler equations from the household problem to study the time path of key variables in the event of preference shocks. The system of equations that describe the problem of the firm can be further simplified by using equation (26) in equations (24), (25), (26) and (29). This helps us to reduce the model into four equations that can be solved simultaneously for four endogenous variables: capital, intangible capital, the income share of labor, and the income share of capital. The relationship between the income share of capital and labor is as follows:

\[ s_N = \frac{\phi(1 - \mu)s_K}{\mu(1 - \phi - \tau)(1 - s_K) + \phi[1 - \mu]s_K} \] (46)

In equation (46) we note that the income share of labor \( s_N \) is non-linearly related to the income share of capital \( s_K \). Since \( s_N \) is known, the output of the final good can be written as follows:

\[ Y = f(K, N, s_N, s_K, Z) \] (47)

Likewise, the real wage rate \( w \) can be determined as follows:

\[ w = \phi \frac{Y}{s_N} \] (48)

The above equation suggests that the output of the final good depends both on labor as well as the income share of labor: \( w = f(Y, N, s_N) \). We can also determine the rental rate \( r \) by using equation (44):

\[ r = \frac{\bar{Y}}{K} \left[ (1 - \phi - \tau) + \frac{\phi(1 - \mu)(1 - s_K)}{\mu s_N} \right] + \frac{\phi}{\mu s_N} \] (49)

Equation (49) suggests that the rental rate of physical capital is a function of output, capital, and the factor share of labor: \( r = f(Y, K, s_N) \).

Consumption in a dynamic equilibrium can be determined either using the budget constraint or goods market clearing condition:

\[ \bar{C} = Y' - \sigma \bar{K}' + (1 - \delta) \bar{K} \] (50)

To summarize the above discussion, we can show that the dynamic system as laid out in our model consists of four equations that could be solved using the feedback part of the stochastic model. Two equations are based on the household problem and the other two are based on the firm problem:

\[ \bar{w} = \frac{\bar{C}^Y}{1 - \bar{N}} \] (51)

\[ \sigma' = \theta \left( \frac{\bar{C}'}{\bar{C}}(r' + (1 - \delta)) \right) \] (52)

\[ \bar{Z} \sigma' = \left[ (1 - s_N)\bar{N} + (1 - s_K)\bar{K} \right]^{1 - \sigma} \bar{Z} \] (53)

\[ \theta \left( \frac{\bar{C}^Y s_N}{\bar{C}^Y (1 - s_N)} \right) \left[ \frac{\mu(1 - \omega)\tau}{\phi(1 - \mu)} + \omega \frac{(1 - s_N)}{s_N} \right] = 1 \] (54)

Equations (51) to (54) are the equilibrium conditions that can be used in our calibration exercise in the next section.
3. Model calibration

3.1. Choice of parameter values

We calibrate eleven parameters as given on Table 1: $\beta$, $\eta$, $\delta$, $\phi$, $\tau$, $\mu$, $\omega$, $\rho_b$, $\rho_a$, $\rho_\theta$, and $v_a$. Since this is an extension of a standard RBC model, some of the parameters are easy to pin down, for instance, the discount rate is assumed to be $\beta = 0.99$, which is consistent with a 1% nominal rate of interest. Similarly, we assume a capital depreciation rate ($\delta$) of 0.025, these values are identical to Favilukis and Lin (2013). The elasticity of labor ($\phi$) is set at 0.535 and the elasticity of capital $(1 - \phi - \tau)$ is assumed to be 0.295. These parameter values are standard in the literature (see, for example, Plosser, 1989). The inclusion of intangible capital necessitates a choice of variables slightly different from the standard RBC model. For example, McGrattan and Prescott (2010) assume an income share of the capital of 0.26, which is on the lower side. The household intertemporal condition is used to pin down the value of utility parameter ($\eta = 1.85$).

Since this model includes intangible capital, three parameters are of special importance: $\tau$, $\mu$, and $\omega$. We alter the values of these parameters in between the maximum and minimum that are used in the literature to see how it affects the overall performance of the model. We also analyze how these changes affect the factor share allocation of labor and capital to the output production and creation of intangible capital.

The value of $\tau$ used in the paper is 0.173. The minimum value is 0.076, which is used McGrattan and Prescott (2010). This value results in a higher steady state value for both labor and capital shares allocated to production. However, a lower value of $\tau$ results in an investment to output ratio of approximately 32%, which is very high. The ratio of intangible investment to tangible investment is 23%, which is almost 50% less than what McGrattan and Prescott (2010) report. We have chosen 0.33 as the maximum value of $\tau$. The higher value of $\tau$ results in lower labor and capital resources diverted towards output production and more used to produce intangible capital. A higher value of $\tau$ brings the investment to output ratio to less than 14%, which means that consumption is more than 85% of output. This higher value also results in a very high ratio of investment in intangible capital to physical capital and output, which does not seem to be consistent with expectations.

The second important parameter is $\mu$. We have used a value that is close to the maximum value available in the literature. We have selected a minimum value of 0.4. The minimum value of $\mu$ increases the labor share in production and decreases the capital share, as expected. Less labor is used in intangible capital creation and more capital is engaged in the creation of intangible capital. The minimum value of $\mu$ also increases the investment to output ratio to 30%, which is very high in a closed economy model with no government. We have selected a median value of 0.62, which results in a higher labor share in production. The value of this parameter is very sensitive to the contribution of labor in the production and creation of intangible capital. The median value can only increase the investment to output ratio to 28%, which is still very high. The intangible investment to physical investment ratio is around 0.60. A higher value for $\mu$ keeps the steady-state ratios close to the data.

The last parameter is $\omega$. If $\omega = 1$, this means that intangible capital is constant over time and a value of zero implies that current intangible capital does not contribute to produce intangible capital in the next period. We picked a minimum value of 0.30 and a maximum

| Parameters | $\theta$ | $\eta$ | $\delta$ | $\phi$ | $\tau$ | $\mu$ | $\omega$ | $\rho_b$ | $\rho_a$ | $\rho_\theta$ | $v_a$ |
|------------|---------|--------|---------|-------|-------|-------|---------|--------|--------|---------|------|
| Values     | 0.99    | 1.85   | 0.025   | 0.535 | 0.173 | 0.85  | 0.592   | 0.9767 | 0.5    | 0.95    | 0.0034 |
value of 0.90. A minimum value does significantly affect the capital and labor share allocation. It basically implies that current intangible capital is not contributing much to future creation. This number does not alter the steady-state ratios, however, the ratio of intangible to tangible capital increases. A very high value of $\omega$ increases both the share allocation however, the increase is not more than 3%, and slightly increases the investment to output ratio. Overall, changes in the values of $\omega$ are not very sensitive to the steady-state ratios.

Finally, we choose two steady-state ratios that are important for our model: the intangible investment to output ratio and the investment in intangible capital to investment in physical capital ratio. In the existing literature, a number of different values are used. For example, see McGrattan and Prescott (2010), Corrado, Hulten, and Sichel (2006) and Hou and Johri (2018). We assume an intangible investment to output ratio of 0.16. The investment in intangible capital to investment in physical capital ratio is assumed to be 0.68, which is higher than the ratio of 0.42 assumed by McGrattan and Prescott (2010), but lower than the value assumed by Corrado et al. (2006) and Hou and Johri (2018).

3.2. Dynamic effects of preferences shocks

In this section, we study the impulse responses of output, consumption, investment, intangible capital, and intangible investment to a preference shock ($B_t$). From equation (1) we note that a preference shock is expected to increase leisure and lower consumption, due to the inherent trade-off between them. It is expected that— as consumption decreases—output decreases, which in turn results in lower physical as well as intangible capital. It is also expected that the intra-temporal preference shock produces co-movement between consumption and output, and between output and employment, as observed in real-world data. Under the RBC model, the characteristic equation of labor supply captures the difficulty for consumption and employment to move together unless technology changes at the same time. Technically, an increase in $B_t$ functionally plays a similar role as changes in technology. What is needed to obtain co-movement between consumption and hours worked is for either the labor demand or the supply curves to shift for a reason other than a pure wealth effect. An increase in pure wealth increases consumption but lower hours worked. The preference shock tends to change hours worked for a reason other than a wealth effect. Closely related to our assertion, Bencivenga (1992) argues that preference shocks may be interpreted as resulting from shocks to household production or from changes in relative prices.

The impulse responses of normalized variables to a preference shock are shown in Figure 1m where we have generated the time path of key economic aggregates by giving a one standard deviation shock to leisure ($B_t$). As expected, the increase in leisure causes a decrease in consumption. The fall in consumption is due to the marginal rate of substitution between consumption and leisure, as noted in Section 2. The decrease in consumption led to a decrease in output. This is an important result as is observed in the US data (see, for example, Wen, 2007). Wen (2007) attempted to track the co-movement between consumption and output (consumption “Granger” causes output) by giving a demand-shock but concludes that business cycle theory remains behind business cycle measurement. In other words, changes in productivity are the real cause of fluctuations in economic aggregates, rather than demand shocks. In contrast, our results show that in the presence of intangible capital, changes in consumption do cause changes in output.

The fall in output has a negative impact on the employment of both labor and physical capital, as can be seen in Figure 1. Likewise, we note that hours and capital devoted to the creation of intangible capital also decrease. The co-movement between output and physical investment is also observed in post-war U.S. data. It is interesting to note here that our model with intangible capital mimic these results in the event of preference shocks, which a standard RBC model is expected to replicate contingent on productivity shocks but not on demand shocks (Wen, 2007).
The change in output is probably due to factor price movements in the event of the shock. From equations (30) and (31) we note that factor prices are higher than their respective marginal productivities, which entails a less than proportional decrease in input prices in the event of fall in output. Firms are therefore left with no choice but to decrease the output of final goods and investment in intangible capital.

To summarize our above discussion, we may conclude that the study of changes in consumption is important because it predicts changes in output, which in turn predict changes in investment. This is consistent with the conclusion of Cochrane (1994).

4. Conclusion

In this paper, we develop and simulate an RBC model that includes intangible capital as a third factor of production. We assume that in each period, the firm chooses to devote a certain fraction of labor and physical capital to the production of intangible capital, which becomes an input in the production of final good in the forthcoming period. However, the allocation of some resources to the production of intangible capital negatively affects current production and profit. We study the time path of consumption, output, physical capital, and intangible investment in the event of preference shock.

In the development of our model, we learn that due to the inclusion of intangible capital a perfectly competitive firm paying input prices more than their respective productivities. Similarly, in the steady state, we learn that the wage rate, rental on physical capital, income shares of both labor and capital are all independent of intangible capital. Our model calibrations indicate that demand-side shocks such as reference shock causes an increase in leisure but a decrease in consumption. The decrease in consumption causes a decrease in output, hours worked, and capital formation. These results are very similar to those depicted in post-war USA data, which reveals that changes in consumption cause changes in output and that changes in output cause changes in investment. The novelty of our result is that we mimic these results by calibrating the RBC through demand-side shocks, which goes against the prediction of standard RBC models that major fluctuations in economic aggregates are due to technology shocks.
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Notes
1. See Plosser (1989) for a comprehensive discussion of RBC models and theory.
2. Plosser (1989, p. 57) argued that it is not always clear that which shock should be classified as demand-side shock and which one is supply-side shock since most of the shocks generally affect demand and supply-side of the model at the same time.
3. Cochrane (1994a) argues that since changes in consumption predict changes in output, consumption shocks are important to study business cycles.
4. Bencivenga (1992) argues that preference shocks may be interpreted as resulting from shocks to household production or from changes in relative prices.
5. From (3) it can be shown that $\frac{dC}{dt} = -B_2 r C_t < 0$ i.e. to increase one unit of leisure the household is willing to forgo an amount $B_2 r C_t$ in consumption. The reader may note here that in case of preference shocks, the consumer is willing to sacrifice more consumption to get one unit of extra leisure.
6. Where $K^* = K_{1,t}$.
7. Normalization of the variables in RBC models is done for reasons such as (i) the transformed system does not exhibit growth, (ii) steady state should be computed in normalized variables since steady state assume no occurrence of shock, and (iii) simulate the deterministic dynamic system (Malik, et al., 2014, page 35).
8. To normalize the variables we divide each equation by $A_t$ and define $\tilde{Y} = \frac{Y}{A_t}$ and $\tilde{K} = \frac{K}{A_t}$ and $\tilde{C} = \frac{C}{A_t}$, where $\tilde{A} = \frac{A}{A_t}$.
9. Labor and capital shares act as a time-varying wedge between factor prices and marginal products.
10. From (42) it can be shown that $\frac{dK_t}{dC_t} = 1$.
11. From (46) we can determine the capital share in total output as follows:
$$s_k = \frac{1}{r} \left[ \frac{1}{1 - \phi - r} + \frac{1 + (1 - \phi) - 1}{1 - \phi} \right].$$
12. The feedback part characterizes the impact of the endogenous state variables on the current period endogenous variables. For further reference see Christiano (2002).
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