Harmonizing output imbalance for defect segmentation on extremely-imbalanced photovoltaic module cells images
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Abstract

The continuous development of the photovoltaic (PV) industry has raised high requirements for the quality of monocrystalline of PV module cells. When learning to segment defect regions in PV module cell images, Tiny Hidden Cracks (THC) lead to extremely-imbalanced samples. The ratio of defect pixels to normal pixels can be as low as 1:2000. This extreme imbalance makes it difficult to segment the THC of PV module cells, which is also a challenge for semantic segmentation. To address the problem of segmenting defects on extremely-imbalanced THC data, the paper makes contributions from three aspects: (1) it proposes an explicit measure for output imbalance; (2) it generalizes a distribution-based loss that can handle different types of output imbalances; and (3) it introduces a compound loss with our adaptive hyperparameter selection algorithm that can keep the consistency of training and inference for harmonizing the output imbalance on extremely-imbalanced input data. The proposed method is evaluated on four widely-used deep learning architectures and four datasets with varying degrees of input imbalance. The experimental results show that the proposed method outperforms existing methods.

1. Introduction

The growing concern over environmental degradation and energy scarcity has led to a surge in interest in renewable energy sources, particularly solar energy [35]. Photovoltaic (PV) modules, the heart of solar power systems, are devices that convert sunlight directly into electrical energy. Broadly speaking, the solar cells in a PV module are categorized into monocrystalline silicon and polycrystalline silicon, based on the material used in their production. Owing to the differences in their manufacturing processes, monocrystalline cells typically display a uniform texture, whereas polycrystalline cells exhibit a heterogeneous texture and intricate background due to the presence of numerous randomly shaped and sized lattice particles [4]. However, solar cells have fragile nature of crystal structure that come into being processing-induced defects such as wafer cracking, breakage, or electrode breakdown; these defects strongly affect the performance, lifetime, and reliability of solar cells [36]. Thus, quick and precise evaluations of solar cells during production are required to reproducibly obtain high efficiency and reliable performances in
PV module cells.

Tiny Hidden Cracks (THC) of the monocrystalline PV module cells is the most difficult to detect compared with other defects even much more difficult than Micro-crack [18, 49] (See Fig.1). For its cracks are extremely fine, but it also has a great impact on the conversion efficiency of monocrystalline PV module cells. Traditional vision algorithms [26, 45, 53] can detect most of such defects, but due to the minimal contrast, fine contours, and small scale of hidden cracks, their identification remains a challenge for traditional vision algorithms.

In the field of supervised deep learning, surface defects detection methods are divided into four categories: image classification [17, 25, 49], object detection [7, 13, 30], semantic segmentation [18, 20, 28, 31, 42, 48], and image reconstruction based methods [34, 44, 54]. Classification methods are insufficient for accurately localizing surface defects due to their tendency to divide images into regions resulting in a less detailed overall surface defect skeleton, whereas object detection methods suffer from the issue of overlapping bounding boxes and poor performance in localizing surface defects. Additionally, image reconstruction methods do not have the capability to effectively capture anomalies in small-scale space, making them inappropriate for detecting extremely small defects. Although semantic segmentation labeling costs are high, its pixel-level classification of the input image can accurately locate the position and contour outline of the surface defects, which is of great significance for subsequent work such as defect cause analysis, and is currently the most appropriate method for detecting THC of monocrystalline PV module cells.

Semantic segmentation, as a high-level task in computer vision, is capable of providing scene understanding at the pixel level by allocating a label to every pixel of an image [56]. The application of deep learning to semantic segmentation has witnessed a sharp rise, driven by both academia and industry, demonstrating promising performance capabilities for real-world tasks such as analyzing natural images, industrial surfaces, medical images and autonomous driving [8, 9, 11, 12, 22, 27]. A comprehensive overview of this trend has recently been reported in [46]. However, semantic segmentation is also confronted with class imbalance, leading to an unequal distribution of examples among various classes. One classical example of class imbalance is the foreground-to-background imbalance [19]. For example, Xi [48] encountered class imbalance when segmenting gear pitting, and they used Dice Loss to replace Cross Entropy Loss to alleviate the impact of this class imbalance. Recently, Taghanaki [43] defined it as input imbalance, stipulating that it refers to the pixel class-imbalance in the input samples, with small target pixels being submerged in a large number of background pixels (as shown in Fig.2 Left). Additionally, they proposed the concept of output imbalance, referring to the false positive (FP) and false negative (FN) imbalance \(^1\) between prediction and ground truth (illustrated in Fig.2 Right).

In this paper, we address the challenge of semantic segmentation on extremely-imbalanced input data monocrystalline PV module cells\(^2\). The ratio of defect pixels to background pixels is 1 : 2228, which is one order of magnitude lower than that of usually used public datasets (as described in Subsection 4.1). This severe class imbalance leads to output imbalance for poor generalization.

Generally speaking, the common solutions for class imbalance can be divided into three levels: data, model and loss function respectively [6, 10]. Most of methods focus on loss design, which only cope with the input imbalance. In special applications, output imbalance should be taken into consideration. For instance, in the detection of THC, it is desirable not only to maximize the intersection over union (IoU) but also to minimize the rate of FN by adjusting the relative size of FN and FP. There are relevant research from the perspective of the loss function to adjust output imbalance. Kannan [21] selected binary cross-entropy (BCE) loss to expect a more balanced output of FP and FN. Tversky Loss proposed by Salehi et al. [38] applied two hyperparameters to control the weights of FP and FN in the Dice Loss for adjusting the output imbalance. However the output imbalance hyperparameters are empirically pre-defined. It is not clear to measure the output imbalance and guide the parameter setting.

At present, there are also some open problems with imbalanced input and output in semantic segmentation, the following three issues still exist:

**Lack of a quantitative measure for output imbalance:** The existing method of measuring output imbalance is similar to that of input imbalance, simply using the ratio of FP and FN. This measurement firstly has a large domain in which the ratio is distributed in \([0, \infty)\). It is not convenient

\(^1\)For simplicity, FP and FN also denote the numbers of false positive and false negative samples, respectively.

\(^2\)The dataset is available in https://github.com/KLIVIS/DIBE/tree/master
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to observe the changing trend of output imbalance with visualization. Secondly, the influence of true positive ($TP$) on the output imbalance is not considered. As an important part of the output confusion matrix, it is unreasonable to ignore $TP$ and only consider $FP$ and $FN$.

**Lack of ability for adjusting output imbalance in distribution-based loss:** The diversity of loss functions is important in the context of machine learning. There are basically two types of loss functions for semantic segmentation, i.e. distribution-based and region-based. There are several region-based loss functions for controlling the output imbalance [2, 38]. In distribution-based loss functions, although Taghanak [43] uses weighted binary cross-entropy (WBCE) Loss to adjust the output imbalance, the class weight is actually used to adapt to the input imbalance. To our knowledge, there is no work on distribution-based loss that can directly adjust the output imbalance. It is even less possible to study the difference between region-based loss and distribution-based loss with regard to the output imbalance.

**Inconsistency between training and inference for extremely-imbalanced input data:** The aim of optimizing the distribution-based loss function is to enhance the pixel-level classification accuracy, which is in line with the objective of attaining pixel accuracy ($PA$). The objective of region-based loss functions is to maximize the overlap between the predicted target and the labeled target, thereby conforming to the aim of $IoU$. Although there are some various compound losses to improve the model performance [43, 47, 51], they do not realize that the reason for using a compound loss to elevating the model accuracy is that the optimization objective (loss function) used in training is consistent with the evaluation indicator used for inference [23].

To address the above problems resulting from extremely-imbalanced input data, we emphasize that Data is Imbalanced at Both Ends (DIBE). Especially, in order to harmonize the output imbalance, this paper proposes (i) a new indicator for measuring the output imbalance, (ii) a distribution-based loss function with the ability to harmonize the output imbalance, and (iii) a compound loss adapting to the case of extremely-imbalanced input, as follows:

**For the absence of output imbalance indicator,** we propose a so-called output imbalance index ($OII$) which evaluates output imbalance by taking into account the relative value of $TP$ with respect to $FP + FN$, measured by the $IoU$. Meanwhile, the most important key of $OII$ is that it not only can be used to monitor the changing of output imbalance during the training process, but also can be used to guide the selection of output imbalance hyperparameters. To this end, a guidance algorithm is designed, which can effectively reduce the computational complexity and the demand for computing resources to improve the model performance by quickly selecting the hyperparameters. Please refer to Subsections 3.1 and Appendix C for details.

**For distribution-based loss without adjustment ability of output imbalance,** we propose a distribution-based loss function, $DIBE_{Dis}$. By refining the focal loss [24], we divide the hard-to-classify samples into two subgroups: $FP$ and $FN$ samples, and then assign different weights to $FP$ and $FN$ samples in the loss respectively. So it can harmonize the output imbalance with the distribution-based loss. Please refer to Subsections 3.2 and 4.5 for details.

![Fig. 3. The similarities and differences between DIBE Loss and typical losses for semantic segmentation. The log in figure stands for logarithmic operation. $\theta$, $\gamma$, $\lambda$, $\alpha$ and $\beta$ represent relevant hyperparameters.](image)

For inconsistency between training and inference on extremely-imbalanced input data, we propose a new compound loss function, combining $DIBE_{Dis}$ and $DIBE_{Reg}$ Loss and unifying their hyperparameters (Subsections 3.3, 4.6 and Appendix B). $DIBE_{Dis}$ Loss is the loss function mentioned above, which is more advantageous for optimizing hard-to-classify samples based on Focal loss. And $DIBE_{Reg}$ is a region-based loss based on the Tversky Loss, which increases the loss gradient of small targets through a simple logarithmic operation and overcomes the loss over-suppression phenomenon of Focal Tversky (FT) Loss when Tversky coefficient ($T_v$) tends to be 1. Besides, both of them have the capability of harmonizing output imbalance. The similarities and differences between DIBE Loss and the other loss functions mentioned above can be found in Fig.3.

In summary, we mainly harmonize the imbalance at the output end, and provide the following contributions within the framework of DIBE:

- A novel quantitative index $OII$ for measuring the output imbalance is proposed, which satisfies our two Assumptions and is symmetrical, directional, and numerically-normalized;
• For the disability of adjusting output imbalance of the existing distribution-based losses, a new distribution-based loss, DIBE Loss, is generally designed with analogy to region based loss for harmonizing the output imbalance;

• In order to keep consistency between training and inference on extremely-imbalanced input data, we propose a new compound loss function, DIBE Loss, for harmonizing training and inference.

2. Related work

Loss functions in semantic segmentation are crucial. A good loss function can make the network learning more efficient. Ma [29] and Jadon [16] classified the existing segmentation losses into four categories, namely, distribution-based loss, region-based loss, compound loss and boundary-based Loss. For each one, there are many classical loss functions. In the following subsections we review their definition, formulation and hyperparameters related to this study.

2.1. Distribution-based loss

Cross-entropy [52] is derived from Kullback-Leibler divergence and used to measure the similarity of two distributions for a given random variable or set of events. It is often used for classification and works well in segmentation task. Binary Cross-Entropy (BCE) Loss is an essential distribution-based loss function for segmentation, and widely used because of its effectiveness. For each pixel of image, BCE Loss is defined as:

$$L_{BCE} = \begin{cases} -\log(\hat{p}), & y = 1 \\ -\log(1 - \hat{p}), & y = 0 \end{cases},$$

where $y$ denotes the ground truth of pixel sample, and $\hat{p}$ is the predicted probability.

Pihur et al. [33] reported Weighted Binary Cross-Entropy (WBCE) loss function by adding the weight coefficient to measure the importance of different categories based on BCE. The pixel categories hard to learn can be effectively trained by increasing the weight. It can be defined as:

$$L_{WBCE} = \begin{cases} -\lambda \log(\hat{p}), & y = 1 \\ -(1 - \lambda) \log(1 - \hat{p}), & y = 0 \end{cases}.$$

Focal Loss is a generalized definition of Cross-Entropy (CE) Loss. Lin et al. [24] reduced the loss weight of easily-classified samples by adding an exponential polynomial $(1 - \hat{p})^\gamma$, thereby highlighting the loss weight of misclassified samples. This is well known as a good solution of the problem of input imbalance. Its formulation is given as following.

$$L_{Focal} = \begin{cases} -\lambda(1 - \hat{p})^\gamma \log(\hat{p}), & y = 1 \\ -(1 - \lambda)\hat{p}^\gamma \log(1 - \hat{p}), & y = 0 \end{cases},$$

where $\gamma$ represents the hyperparameter used to weight the hard samples. In fact, Focal Loss will degenerate into WBCE Loss when $\gamma = 0$. However Focal Loss does not take into account the problem of output imbalance.

2.2. Region-based loss

In the region-based loss category, the most basic one is Dice Loss composed of Dice coefficients proposed by Sudre et al. [41]. Dice Loss focuses on the target area, not the background area. Therefore, the gradient of Dice Loss is mainly contributed by the target, whereas the gradient from the background is generally small. Similar to Focal Loss, Dice Loss is suitable for the tasks with serious input imbalance. Nevertheless, it should be emphasized that mis-classification in the target area can have a grave effect on Dice Loss, possibly even leading to stagnation of its loss. In other words, the training of extremely-imbalanced input data using Dice Loss in segmentation is unstable. This shortcoming is fully demonstrated in our experiments: when train networks with our THC dataset, Dice Loss does not decrease rapidly at the beginning, thought its accuracy and segmentation results are better than the distribution-based losses after later convergence. Dice Loss and Dice coefficient are formulated as:

$$L_{Dice} = 1 - D_c,$$

$$D_c = \frac{2TP + \varepsilon}{2TP + FP + FN + \varepsilon},$$

where $TP$, $FP$ and $FN$ refer to the numbers of true positive, false positive and false negative samples respectively. $\varepsilon$ is used to prevent the denominator from being zero and increase the numerical stability of loss. Generally, $\varepsilon$ is assigned to 1.

Dice coefficient uses the same weight for $FP$ samples and $FN$ samples. This is obviously unreasonable in the applications pursuing less $FP$ more than less $FN$. For the imbalance between $FP$ and $FN$, Salehi et al. [38] proposed Tversky coefficient by adding two adjusting parameters $\alpha$ and $\beta$ so as to control the output imbalance. Tversky Loss and Tversky coefficient $(Tv)$ are defined as follows.

$$L_{Tversky} = 1 - Tv,$$

$$Tv = \frac{TP + \varepsilon}{TP + \alpha FP + \beta FN + \varepsilon},$$

where $\alpha$ and $\beta$ are $FP$ and $FN$ regulators respectively. It is noted that when $\alpha = \beta = 0.5$, $Tv$ degenerates exactly into Dice coefficient.
It has been observed that the Tversky Loss exhibits a constant gradient regardless of the value of $Tv$, meaning that when faced with a small $Tv$, its loss cannot be effectively minimized. Inspired by Focal Loss, Abraham et al. [2] propose Focal Tversky (FT) Loss, which can employ $\gamma$ to highlight the misclassified samples, thus solving the problem of input imbalance. It can be defined as:

$$L_{FT} = \left(1 - Tv\right)^\frac{1}{\gamma}, \quad (8)$$

where $\gamma$ is another hyperparameter used to tune the contribution of hard samples. FT Loss will degenerate into Tversky Loss if $\gamma \rightarrow 1$.

When $\gamma < 1$, FT Loss can effectively pay more attention to hard samples, making their loss contribution greater. However, Abraham et al. [2] did not make a more in-depth analysis of its performance on small target segmentation. And the loss change is in fact very small when $Tv \rightarrow 1$, leading to over-suppression when the model is close to convergence. They found that $\gamma = 0.75$ is the best choice.

### 2.3. Compound Loss

Inconsistency between the optimization objective (loss function) utilized during training and the evaluation indexes applied in inference can often result in unsatisfactory performance for certain metrics. The distribution-based loss is constructed based on the classification accuracy of each pixel, which is more consistent with the indicator $PA$. On the other hand, the region-based losses proposed based on Dice coefficient are more consistent with $IoU$. However, $IoU$ and $PA$ are both important indicators in semantic segmentation tasks. In order to enhance the performance of the model in both aspects, researchers proposed compound losses, which incorporate a combination of distribution-based and region-based losses. Furthermore, due to the stability of distribution-based loss during the training process, region-based loss is easier to optimize. Combo Loss, Exponential Logarithmic (EL) Loss and Hybrid Focal (HF) Loss belong to this kind.

Combo Loss [43] is a basic compound loss function. It is defined as a convex combination of CE Loss and Dice Loss,

$$L_{Combo} = \frac{\theta}{wh} \sum_{i=1}^{wh} L_{WBCE} + (1 - \theta)L_{Dice}, \quad (9)$$

where $w$ and $h$ are the width and height of the image. $\theta \in (0, 1)$ denotes the tuning hyperparameter of the convex combination. $L_{WBCE}$ and $L_{Dice}$ are yielded from Eqs.2, 4 and 5.

The composition form of Exponential Logarithmic (EL) Loss [47] is similar to that of Combo Loss, but the logarithmic exponent is additionally imposed on Dice coefficient and CE. This operation can increase the gradient of small targets in Dice coefficient, and pay more attention to the difficult samples in CE. EL Loss can be defined as:

$$L_{EL} = \frac{\theta}{wh} \sum_{i=1}^{wh} L_{CEL} + (1 - \theta)(\frac{\gamma}{\theta} - \log(D_c))^{\gamma_{Dc}}, \quad (10)$$

where

$$L_{CEL} = \left\{ \begin{array}{ll} \lambda(\log(\hat{p}))^{\gamma_{CE}}, & y = 1, \\ (1 - \lambda)(\log(1 - \hat{p}))^{\gamma_{CE}}, & y = 0, \end{array} \right. \quad (11)$$

and $D_c$ is Dice coefficient formulated as in Eqs.4 and 5. $\gamma_{CE}$ is used to tune the attention of CE part for difficult samples. $\gamma_{Dc}$ is used to adjust Dice for different input-imbalance levels.

Different from Combo Loss, in order to better adapt to the highly-imbalanced cases, Yeung et al. [51] proposed Hybrid Focal (HF) Loss, replacing CE Loss and Dice Loss with Focal Loss and FT Loss respectively. This is beneficial to the gradient propagation of small targets. HF Loss $L_{HF}$ is formulated as:

$$L_{HF} = \frac{\theta}{wh} \sum_{i=1}^{wh} L_{Focal} + (1 - \theta)L_{FT}, \quad (12)$$

where $L_{Focal}$ and $L_{FT}$ are given in Eqs.3, 8 and 7.

However, HF Loss does not circumvent the inherent shortcomings of Focal Loss and FT Loss, nor does it establish the internal connection between them.

### 3. Proposed Method

#### 3.1. Output imbalance index (OII)

For the class imbalance problem in semantic segmentation, researchers typically use the target-to-background pixel ratio as a metric to measure the severity of input imbalance [51]. However, this ratio may not intuitively and objectively capture the degree of output imbalance. This is because, alongside the $FP$ to $FN$ ratio, the number of true positives ($TP$) is also a critical reference. We believe that the smaller the $TP$ relative to $FP + FN$ is, the more attention should be paid to this imbalance. And the simple ratio will also shift greatly depending on which one of $FP$ and $FN$ is selected as the denominator. For example, $FP/FN = 0.2$ and $FN/FP = 5$ show in fact the same degree of output imbalance, but the ratio is totally different. $FP/FN = 0.2$ and $FN/FP = 0.2$ denote different direction of output imbalance, but the ratio is completely the same. This may lead to ambiguity and is not convenient for objective comparison.

In this study, we propose a new indicator, named as $OII$, to measure the degree of output imbalance, which is symmetrical, directional, and numerical normalized. $OII$ can measure output imbalance during the training process, and
can also be used to intuitively analyze the changes of output imbalance of the model. Furthermore, OII can be used to guide the selection of hyperparameters to adjust the output imbalance (see Appendix C).

We maintain that, in light of the characteristics of $FP$ and $FN$, the output imbalance index should exhibit a symmetrical, directional, and numerically-normalized pattern.

**Assumption 1** Symmetry in this context refers to a scenario in which the degree of output imbalance represented by $FP$ and $FN$ is invariant when they are interchanged, while directionality is indicative of the relative size between $FP$ and $FN$. Specifically, when $FP/FN = 0.2$ and $FN/FP = 0.2$, the degree of output imbalance is the same, while the relative size between $FP$ and $FN$ and direction of output imbalance are distinct. Only through the symmetry and directionality, the output imbalance state can be accurately measured, and these two properties can be formulated mathematically in the following way:

$$f\left(\frac{FP}{FN}\right) = -f\left(\frac{FN}{FP}\right), \quad \text{(13)}$$

where $f(\cdot)$ denotes the index function we aim to identify.

**Remark 1** With this assumption, the output imbalance index has the property $f(x) = f\left(\frac{1}{x}\right)$, which is similar to the famous Gini coefficient for long tailed data with imbalance class samples in computer vision [50], and the commonly used economic index measure for income inequality [40].

**Assumption 2** Normalization of numerical values means that the value distribution of imbalanced indicators should be within a certain range. In combination with **Assumption 1**, we assume the numerical value of imbalance degree is between $(−1, 1)$, which is beneficial to the visualization of numerical values and comparison of the severity of output imbalance. Normalization of numerical values can be expressed by the following mathematical formula:

$$f\left(\frac{FP}{FN}\right) \in (−1, 1). \quad \text{(14)}$$

**Remark 2** With this assumption, the output imbalance index has the same property of Pearson coefficient widely used in data analysis [32].

According to Assumptions 1 and 2 (Eqs.13 and 14), we designed an output imbalance indicator $OII$. We first define the computation of $x$ according to Eq.16, then take the symmetry of $FP$ and $FN$ into consideration, construct $OII$ utilizing $x + \frac{1}{x}$, and restrict its value within the range of $(–1, 1)$ (see Eq.15) to guarantee numerical normality. Taking into consideration the influence of $TP$ on output imbalance, we propose a regulating factor $k$ (see Eq.17) which has a linear correlation with $IoU$ (Eq.22), thus making $IoU$ a significant factor but not the sole determinant.

$$OII(x) = \begin{cases} 
  k\left(1 - \frac{1}{x + \frac{1}{x} - 1}\right), & x \in (0, 1], \\
  k\left(\frac{1}{x + \frac{1}{x} - 1} - 1\right), & x \in (1, \infty),
\end{cases} \quad \text{(15)}$$

where

$$x = \frac{FP}{FN}, \quad \text{(16)}$$

and

$$k = 1 - \frac{IoU}{2}. \quad \text{(17)}$$

**Proposition 1** $OII$ is symmetrical, directional, and numerically normalized. That is $OII$ (Eqs.22, 16 and 17) satisfies constraint condition (Eqs.13 and 14).

The detailed proof of Proposition 1 can be found in Appendix A.

Fig.4 shows the variation of $OII$ with respect to $x$, when $k \rightarrow 1$ ($IoU \rightarrow 0$). It can be observed that $OII$ is symmetric with respect to $FP$ and $FN$. Moreover, the range of $OII$ lies in the interval of $(−1, 1)$. Its algebraic sign shows the case of $FP > FN$ or $FP < FN$ and its magnitude denotes the imbalance degree. The absolute value of $OII$ close to 0 suggests a low level of output imbalance, while the magnitude close to 1 implies a high level.

![Fig. 4. The trend of OII when \( k \rightarrow 1 \)](image)

| No. | TP:FP:FN | FP:FN | IoU | PA | OII |
|-----|----------|-------|-----|----|-----|
| 1   | 2:0.5:0.5 | 1     | 0.667 | 0.800 | 0.000 |
| 2   | 2:1:1    | 1     | 0.500 | 0.667 | 0.000 |
| 3   | 2:3:3    | 1     | 0.250 | 0.400 | 0.000 |
| 4   | 2:5:1    | 5     | 0.250 | 0.286 | -0.667 |
| 5   | 2:4:2    | 2     | 0.250 | 0.333 | -0.292 |
| 6   | 2:2:4    | 0.5   | 0.250 | 0.500 | 0.292 |
| 7   | 2:1:5    | 0.2   | 0.250 | 0.667 | 0.667 |
| 8   | 2:1:2    | 0.5   | 0.400 | 0.667 | 0.267 |
| 9   | 2:1:0.5  | 2     | 0.571 | 0.667 | -0.238 |
| 10  | 2:1:0.2  | 5     | 0.625 | 0.667 | -0.524 |

Table 1. Using $OII$ instead of $FP/FN$ to measure output imbalance.
The value of \( k \) is bounded within the range of \([0.5, 1]\), and its value is subject to variation according to changes in the IoU. When the value of IoU is low (i.e., if \( TP < FN \)), the degree of output imbalances should be augmented and the value of \( k \) tends to be 1. Conversely, the degree of output imbalance should be alleviated and the value of \( k \) should tend to 0.5.

To evaluate the performance of \( FP/FN, IoU, PA \) and \( OII \), several representative examples of \( FP, FN \) and \( TP \) are employed, as shown in Table 1.

### 3.2. Distribution-based DIBE Loss

Although Focal Loss can well adapt to the input imbalance, it can not control the output imbalance. In fact there is no work reporting a distribution-based loss function directly adjusting the output imbalance. [15] and [43] highlighted that the combination of CE Loss and Dice Loss works better than using them individually in many segmentation tasks. The two are based on distribution-based and region-based loss function respectively. Therefore, how to better combine distribution-based Loss and region-based Loss is a meaningful work.

Inspired by the idea of region-based Tversky Loss, in this study we propose a distribution-based loss function, called DIBE\(_{Dis}\) Loss. By adding \( FP \) regulator \( \alpha \) and \( FN \) regulator \( \beta \) to Focal Loss, we enable DIBE\(_{Dis}\) Loss to adjust the output imbalance. The loss function is formulated as:

\[
\mathcal{L}_{DIBE_{Dis}} = \begin{cases} 
-\lambda(1 - \hat{p}^{1+\alpha})\log(\hat{p}), & y = 1, \hat{y} = 1, \\
-\lambda(1 - \hat{p}^{1+\beta})(1 + \alpha)\log(\hat{p}), & y = 1, \hat{y} = 0, \\
-(1 - \lambda)(1 - (1 - \hat{p})^{1+\beta})(1 + \beta)\log(1 - \hat{p}), & y = 0, \hat{y} = 0, \\
-(1 - \lambda)p\log(1 - \hat{p}), & y = 0, \hat{y} = 1, \\
\end{cases}
\]

\[
\partial \mathcal{L}_{DIBE_{Dis}} \partial \hat{p} = \lambda(1 + \alpha)(1 - \hat{p}^{1+\alpha})\gamma \left((1 - p^{1+\alpha})^{-1}(1 + \alpha)\hat{p}^\alpha \log(\hat{p}) - \frac{1}{\hat{p}}\right).
\]

where \( \hat{y} \) is predicted label and \( y = 1, \hat{y} = 0 \) denotes the regions of \( FP \). \( \alpha \) and \( \beta \) are \( FP \) and \( FN \) regulator respectively. When \( \alpha = \beta = 0 \), the loss will exactly degenerate into Focal Loss.

![Fig. 5. Gradient curve of DIBE\(_{Dis}\) under different \( \alpha \).](image)

To analyze the regulation principle of DIBE\(_{Dis}\) on output imbalance, the effect of \( \alpha \) (likewise for \( \beta \)) on output imbalance is taken as an example for analysis. The derivative of DIBE\(_{Dis}\) Loss at \( y = 1, \hat{y} = 0 \) is seen as Eq.19. In order to facilitate comparison and analysis, we fix \( \lambda \) and \( \gamma \) of DIBE\(_{Dis}\) Loss with 0.25 and 2 respectively, calculate the derivative with \( \alpha \in \{0, 0.3, 0.7\} \) and then get the derivative versus \( \hat{y} \) curve shown in Fig.5. When \( \alpha = 0 \), DIBE\(_{Dis}\) Loss degenerates into Focal Loss. It can be observed from the figure that the gradient magnitude of DIBE\(_{Dis}\) is increasing as \( \alpha \) increases. This implies that increasing \( \alpha \) can increase the network’s attention to \( FP \). In the same way, increasing \( \beta \) can increase the network’s attention to \( FN \). If \( \alpha = 1 - \beta \) is imposed and \( \alpha \neq \beta \), the loss gradient of \( FP \) and \( FN \) will be different with each other. This difference is the key to control the output imbalance, which is how DIBE\(_{Dis}\) Loss works. For example, when \( \alpha = 0.3 \) and \( \beta = 0.7 \), the loss gradient of \( A_{FN} \) (FN area) is always greater than that of \( A_{FP} \) (FP area). At the moment the loss of \( A_{FN} \) contributes more and the network is more inclined to optimize based on \( A_{FN} \), making \( FN \) decrease more strongly than \( FP \). Consequently it achieves the purpose of adjusting \( FN \) and \( FP \), leading to \( FN < FP \).

### 3.3. DIBE Loss

Combo Loss, EL Loss and HF Loss combine the advantages of distribution-based loss and region-based loss. They can not only leverage Dice or Tversky coefficients to deter model parameters from being held at bad local minimum, but also gradually learn better model parameters by decreasing \( FP \) and \( FN \) using a cross entropy term. And this combination makes training objectives and inference indexes consistent, finally making the inference performance better. Among them, HF Loss proposed by Yeung et al. [51] is a simple convex combination of Focal Loss and FT Loss, unifying the hyperparameters and demonstrating that HF Loss is better than Focal Loss or FT Loss alone. This allows HF Loss to be used for highly-imbalanced input data, and also to adjust the output imbalance. However, it does not essentially explore the relationship between the two ends.

In this study we proposed DIBE\(_{Dis}\) Loss in Subsection...
module wafers using a wire saw, which are subsequently

4.1. Datasets

We first describe the collection and preprocessing of monocrystalline PV module cells data, then present the private dataset utilized in the ultimate experiment and finally, divulge the public dataset employed in the experiment.

Mono-Crystalline Ingot is cut into monocrystalline PV module cells by slicing into smaller pieces \([1]\). Various surface defects are easily produced in this process, among which the tiny hidden cracks are the focus of this study and the most difficult to identify. To minimize economic losses, monocrystalline PV module cells with tiny hidden cracks can be intercepted and returned to the supplier prior to the commencement of the optical coating process. Therefore, the PV module cells’ images obtained in this study are all images before optical coating process. Special imaging techniques are used to detect and analyze the tiny hidden cracks defect, which is hard to observe by eyes. The infrared imaging scheme, commonly used in the market, not only possess a high equipment price but also poor imaging results. In order to meet industrial production demands while keeping costs low and achieving good imaging results, this study opted for a laser penetration scheme. Fig.6 illustrates the imaging process of this scheme, where cells are penetrated by laser and scanned with a line scan camera.

Due to the large size of these images, preprocessing was necessary to facilitate efficient network training while avoiding excessive computational resource consumption. Specifically, the raw \(1344 \times 1344\) image is divided into 9 smaller images with a resolution of \(448 \times 448\) for each, as illustrated in Fig.7.

In this experiment, a total of 1874 pairs of input and labelled images of tiny hidden cracks were preprocessed to obtain input images with a resolution of 448x448. Fig.8a shows some examples of these images. Subsequently, we created three samples datasets, namely, THC448, THC224 and THC112, with the resolutions of 448 \(\times\) 448, 224 \(\times\) 224 and 112 \(\times\) 112, respectively. The respective proportions of pairs used in the training dataset and validation dataset for each of the three datasets were 981 to 893, 1053 to 954 and 1344 to 1177.

The experiments are performed on datasets covering the extremely, highly, medium and low imbalanced cases, i.e.
Table 2. Comparison on datasets selected for experiments.

| Dataset   | train | val  | total | FG:BG imbalance level |
|-----------|-------|------|-------|-----------------------|
| THC448   | 981   | 893  | 1874  | 1:2228 extreme        |
| THC224   | 1053  | 954  | 2007  | 1:584 high            |
| THC112   | 1334  | 1177 | 2511  | 1:191 medium          |
| Blowhole | 101   | 70   | 171   | 1:333 high            |
| Crack    | 46    | 31   | 77    | 1:113 medium          |
| CFD      | 360   | 348  | 708   | 1:25 low              |

Fig. 7. Algorithm Flowchart from High-Resolution Raw Image to 448 × 448 Semantic Segmentation Model Input Image.

Our THC448, THC224, THC112 datasets as well as the public datasets Magnetic Tile Surface Defect Dataset [14] (MTSDD) and CrackForest Dataset [39] (CFD). See Table 2 for dataset comparison.

The public dataset MTSDD is divided into six sub datasets, also with pixel-level annotations. According to the defect type, they are named respectively Blowhole, Crack, Fray, Break, Uneven and Free (no defects). Dataset CFD contains shadows, oil stains, water stains and other noises samples of urban road surface. Take into account for different levels of imbalance, we select Blowhole, Crack and CFD as well for comparative experiments, see Table 2 for the pixel ratio of target to background. In order to adapt to the input interface of the semantic segmentation model, we further crop and preprocess the samples in Blowhole, Crack and CFD. Some representative samples are shown in Figs. 8d, 8e and 8f.

4.2. Evaluation metrics

The experiments uses pixel-level performance indicators to evaluate the models and methods. The first selected indicator is the intersection over union (IoU) between the prediction and the label. The larger IoU, the higher the overlap of the region between the prediction and the label, implying the better the semantic segmentation performance. The second indicator is the pixel accuracy (PA), measuring the pixel-wise classification accuracy of the semantic segmentation model. The two indicators are defined as follows.

\[
IoU = \frac{TP}{TP + FP + FN},
\]

\[
PA = \frac{TP}{TP + FP}.
\]

4.3. Model and configuration

4.3.1 Segmentation model

The experiments mainly employ several classical semantic segmentation models, such as SegNet [3] using the max-pooling index as a skip connection for upsampling, U-Net [37] applying linear interpolation in the process of upsampling, PSPNet [55] using pyramid pooling module to collect levels of information, and DeepLabv3 [5] employing atrous convolution in cascade or in parallel to capture multi-scale context by adopting multiple atrous rates.

4.3.2 Hyperparameters of loss function

In the experiment, for the sake of fairness, we basically follow the optimal hyperparameters mentioned in the original references, and set the same hyperparameters in DIBE Loss. The basic hyperparameters in all losses are set as: \( \lambda = (0.25, 0.75) \), \( \theta = 0.5 \), \( (\alpha, \beta) = (0.3, 0.7) \), \( \gamma_{FT} = 0.75 \), \( \gamma_{DIBE_{Reg}} = 1.5 \), \( \gamma_{Focal} = \gamma_{DIBE_{Dis}} = \gamma_{DIBE} = 2 \), \( \gamma_{CE} = \gamma_{Dis} = 2 \). In particular, as presented in Table 5, we obtain the optimal hyperparameters \( \lambda, \theta, \alpha \) and \( \gamma \) for each loss. Subsequently, in Subsections 4.4 and 4.5, to investigate how DIBE_{Dis}, DIBE_{Reg}, and Tversky Loss balance the output imbalance, we only fine-tune the hyperparameters \( \alpha \) and \( \beta \).

4.3.3 Training configuration

For hardware, a Linux station composed of I7 12700K CPU and two 24G RTX3090Ti GPUs is used in this research for training. Pytorch is used as framework. We use stochastic gradient descent as the optimizer with the initial learning rate 0.01, the momentum 0.9 and batch size 32. The experiments set a fixed random seed, and all training datasets are augmented (flip, contrast, brightness, saturation). The models are trained 50 epochs, and every 5 epochs the validation datasets is tested and IoU, PA and OII are estimated. All following experiments are performed with the same configuration.

4.4. OII can better measure output imbalance

By leveraging U-Net and training the THC448 dataset with DIBE_{Reg} Loss, this study has visually depicted the curves of OII and FP/FN during the training process, as illustrated in Fig. 9. It can be observed that the FP/FN...
curves are distributed in $(0, 20)$ with an upper limit of infinity, which makes it difficult to measure the influence of imbalances on a same scale. For example, when $\alpha = 0.1, 0.3, 0.5$, the curves of $FP/FN$ display similar patterns. In contrast, when $OII$ is used as a measure of output imbalance, no such phenomenon exists. It is apparent in the chart that the values of $OII$ are dispersed in $(-1, 1)$, thereby making the variation in imbalance quantifiable and easily discernible. Furthermore, the proportion of $FP$ and $FN$ can also be inferred from the algebraic sign.

4.5. **DIBE$_{Dis}$ Loss can adjust output imbalance**

The training curves of $OII$ in various configurations are demonstrated in Fig.10. We can find that the adjustment of $\alpha$ of the losses, i.e. DIBE$_{Dis}$ and Tversky, is significant. Regardless of networks and datasets, the $OII$ curves locate apart from each other for different $\alpha$.

As $\alpha$ increases from 0.1 to 0.9, the $OII$ curves of DIBE$_{Dis}$ Loss are distributed from top to bottom, no matter SegNet or U-Net (Fig.10). And its distributed rule is the same as Tversky Loss, demonstrating the close ability to control the output imbalance for DIBE$_{Dis}$ Loss and Tversky Loss. This ability to regulate output imbalance is not possessed by Focal Loss. Our findings indicate that the $OII$ curves of DIBE$_{Dis}$ Loss were all essentially above 0. We attribute this to the fact that DIBE$_{Dis}$ is a distribution-based loss, whose optimization goal is to enhance the classification accuracy of each pixel; thus, the $PA$ will be elevated. This implies a lower $FP$, and correspondingly, a lower $x$ in $OII$, leading to $x$ taking on a value within $(0, 1)$ and consequently manifesting as $OII > 0$.

We compared the performance of CE Loss, Focal Loss, and DIBE$_{Dis}$ Loss (Table 3) when training on different models with THC448, with $\alpha$ set at 0.5 throughout. Our findings showed that the results of DIBE$_{Dis}$ Loss were generally comparable to that of Focal Loss. Moreover, if hyperparameter $\alpha$ optimization was conducted, the performance of DIBE$_{Dis}$ Loss would likely surpass Focal Loss. Apart from the performance, we emphasize that DIBE$_{Dis}$ Loss has the unique attribute of being able to address output imbalance, which is not shared by CE Loss and Focal Loss.
Fig. 10. Regulation of output imbalance of $\alpha$ in THC448 with different models and different losses. Where the upper row is SegNet and the lower one is U-Net.

Table 3. Results on THC448 with different distribution-based losses and networks.

| Loss       | IoU          |
|------------|-------------|
|           | SegNet U-Net PSPNet DeepLabv3 |
| CE         | 0.435 0.577 0.372 0.259 |
| Focal      | 0.476 0.585 0.252 0.293 |
| DIBE$_{Dis}$ | 0.493 0.585 0.248 0.286 |

**4.6. DIBE Loss performs better**

Given the consistency between the objectives of region-based losses and the performance measure of $IoU$, the key to improving $IoU$ of compound losses lies in leveraging the inherent region-based losses. To this end, we evaluated different compound losses as well as different region-based losses. We trained four semantic segmentation models, i.e. SegNet, U-Net, PSPNet, and DeepLabv3, both with region-based loss functions such as Dice Loss, Tversky Loss, and FT Loss, as well as compound loss functions including Combo Loss, EL Loss, HF Loss, and DIBE Loss. Their respective hyperparameters refer to Section 4.3. As shown in Table 4, U-Net outperformed the other models across all eight loss functions. Furthermore, our experiments indicated that DIBE$_{Reg}$ Loss and DIBE Loss generally yielded better results than FT Loss and HF Loss, respectively.

In order to further compare the segmentation results of DIBE Loss, DIBE$_{Reg}$ Loss, FT Loss and HF Loss, we select datasets with various levels of input imbalance, namely, THC448, Blowhole, Crack and CFD, to train the U-Net model with the four loss functions by employing the optimal hyperparameters. Table 5 presents the resulting performance, from which it can be observed that DIBE Loss and DIBE$_{Reg}$ Loss demonstrate superiority over HF Loss and FT Loss in all the four datasets. Notably, DIBE$_{Reg}$ Loss significantly improves the $IoU$ when applied to THC448 with extreme imbalance in inputs.

Compared to FT Loss, DIBE$_{Reg}$ Loss provides not only improved performance but also simpler training with faster
convergence. The results of training U-Net with FT Loss and DIBEReg Loss on THC448, as depicted in Figure 11, highlight the phenomenon of delayed convergence with respect to FT Loss. Specifically, its IoU remains almost zero up to the twentieth epoch. In contrast, DIBEReg Loss achieves a convincing IoU at the sixth epoch. This early convergence of DIBEReg Loss is highly valuable in practical applications since it requires less computing resources and training time compared to FT Loss while still yielding the greater accuracy. Moreover, its efficient training model will be particularly advantageous when it comes to large-scale hyperparameter optimization.

5. Discussion

Why not use cropped low imbalanced dataset directly? By cropping images, the number of background pixels can be drastically reduced, thus mitigating the input imbalance issue. For instance, experiments had been conducted on THC448, THCC24, and THC112 datasets, all of which had been generated by cropping original images and thereby exhibiting gradually reduced input imbalance. However, as the cropping degree increase, the inference frequency also increases, causing a dramatic reduction in the inference speed which is unfeasible in a real-world application. For this reason, the problem of high or even extreme input imbalance need to be tackled through alternate means (e.g. employing specific models or loss functions).

Suggestions on the Selection of the proposed Loss Function: Our experimentation revealed that for extremely-imbalanced input datasets, training with DIBEReg Loss resulted in improved performance compared to that of DIBE Loss. This may be attributed to the weighting between DIBEDis and DIBEReg in the DIBE Loss used in the experiment, where \( \theta = 0.5 \). Consequently, we suggest the use of \( \theta = 0.5 \) for mediumly and highly imbalanced application scenarios, while a slightly smaller \( \theta \) (such as \( \theta = 0.3 \)) should be employed for extremely-imbalanced input datasets.

Why OII can guide the selection of hyperparameters? For segmentation tasks, IoU is the most important indicator to measure the quality of the model. Nonetheless, for some specific tasks, PA needs to be concerned in addition to IoU. Examining Eqs.22 and 23, it can be inferred that the correlation between IoU and PA is governed by the relative size of \( FP \) and \( FN \), which also determines the degree of output imbalance. Hence, using OII guidance to select the appropriate hyperparameter to adjust the output imbalance can improve IoU or increase PA.

Design of output imbalance indicator: We believe the design of OII is still an open topic and a good metric could indicate a direction for research. The regulating factor \( k \) used in OII is a linear function of IoU and other metrics that can be used to weigh \( TP \) against \( FP + FN \) are also worth considering.

6. Conclusion and Future work

This study provices a PV module cells data THC with extreme input and explores a more accurate defect segmentation of monocrystalline PV module cells images from the perspective of loss function, and apply it to the solar energy industry. For THC segmentation with extreme input imbalance, we proposes three innovative work on both input and output imbalance within the framework of DIBE. Firstly, for the unreasonable indicators to measure the output imbalance, a new measure OII is proposed to quantify the output imbalance. Secondly, for the distribution-based loss without the ability to adjust output imbalance, a distribution-based DIBEDis loss is proposed. Finally, for the inconsistency between training and inference and the lack of loss against extreme input imbalance, a DIBE Loss, which has an equivalent amount of hyperparameters to HF loss and adapts to extremely-imbalanced input data, is proposed. The analysis of the loss and its gradient reveals the efficacy of the DIBE Loss, and the proposed method is further verified through exhaustive experiments.

Our method is not only applicable to THC of PV module cells, but also can be applied to other extreme input imbalance scenarios In the future, we intend to delve further into the correlation between input and output imbalances. Furthermore, we are willing to study the relationship between each hyperparameter in DIBE Loss, then fuse the hyperparameters with similar functions. Considering the fact that OII and DIBE Loss have been designed initially for binary classification tasks in semantic segmentation, their potential can further be explored to support multi-class segmentation scenarios. This highlights the universality of these metrics, enabling them to be applied to a wide range of supervised semantic segmentation tasks.
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Appendix A. Proof of Proposition 1

We first restate the proposition.

**Proposition 1:** \(OII\) is symmetrical, directional, and numerical normalized. That is \(OII\) (Eqs.22, 16 and 17) satisfies constraint condition (Eqs.13 and 14).

**Proof that \(OII\) is symmetrical, directional:**
Proof. If \(x \in (0, 1]\), then \(\frac{1}{x} \in [1, \infty)\) and vice versa. By introducing \(\frac{1}{x}\) into the definition of \(OII\) (Eq.15), it can be obtained

\[
OII\left(\frac{1}{x}\right) = \begin{cases} 
  k\left(1 - \frac{1}{x + \frac{1}{x} - 1}\right), & \frac{1}{x} \in (0, 1], \\
  k\left(\frac{1}{x} + \frac{1}{x} - 1\right), & \frac{1}{x} \in (1, \infty).
\end{cases}
\]

After simplification, the following can be obtained

\[
OII\left(\frac{1}{x}\right) = \begin{cases} 
  k\left(1 - \frac{1}{x + \frac{1}{x} - 1}\right), & x \in (0, 1], \\
  k\left(\frac{1}{x} + \frac{1}{x} - 1\right), & x \in [1, \infty).
\end{cases}
\]

Comparing the definition of \(OII\) with the above formula, it can be concluded that

\[
OII\left(\frac{1}{x}\right) = -OII(x), \quad x \neq 1.
\]

And because

\[
OII\left(\frac{1}{x}\right) = 0, \quad x = 1,
\]

\[
OII(x) = 0, \quad x = 1,
\]

we can find that

\[
OII\left(\frac{1}{x}\right) = -OII(x) = 0, \quad x = 1.
\]

In summary, we have demonstrated that \(OII\) is symmetrical, directional:

\[
OII(x) = -OII\left(\frac{1}{x}\right), \quad x \in (0, \infty)
\]

that is

\[
OII\left(\frac{FP}{FN}\right) = -OII\left(\frac{FN}{FP}\right)
\]

**Proof that \(OII\) is numerical normalized:**
Proof. Let \(x\) be an element of \((0, 1]\), the \(OII\) is expressed as

\[
OII(x) = k\left(1 - \frac{1}{x + \frac{1}{x} - 1}\right).
\]

Because

\[
x + \frac{1}{x} \geq 2,
\]

\[
0 < \frac{1}{x + \frac{1}{x} - 1} \leq 1,
\]

\[
1 > 1 - \frac{1}{x + \frac{1}{x} - 1} \geq 0,
\]

and

\[
0 \leq IoU \leq 1,
\]

\[
1 \geq k = 1 - \frac{IoU}{2} \geq 0.5,
\]

we can conclude that the value range of \(OII\) is as follows:

\[
0 \leq OII(x) = k\left(1 - \frac{1}{x + \frac{1}{x} - 1}\right) < 1.
\]

Let \(x \in (1, \infty)\), and similarly can be obtained:

\[
-1 < OII(x) = k\left(\frac{1}{x + \frac{1}{x} - 1} - 1\right) \leq 0.
\]

In summary, we have proved that \(OII\) is numerical normalized,

\[
-1 < OII(x) < 1,
\]

that is

\[
OII\left(\frac{FP}{FN}\right) \in (-1, 1)
\]
Appendix B. Region-based DIBE Loss

Comparing the curve of DIBE\textsubscript{Reg} Loss versus $T_v$ with that of FT Loss versus $T_v$, they are shown in Fig.12. It can be found that in the region close to 0, DIBE\textsubscript{Reg} Loss is always greater and decreases faster than FT Loss. While $T_v \to 1$, DIBE\textsubscript{Reg} Loss not only has a larger gradient magnitude, but also will not give rise to over-suppression.

In order to further compare in the scene of extremely-imbalanced input, we take the derivatives of Eqs.8 and 20 respectively as follows.

\begin{equation}
\frac{\partial L_{FT}}{\partial T_v} = -\frac{1}{\gamma}(1-T_v)^{\frac{1}{\gamma}-1},
\end{equation}

\begin{equation}
\frac{\partial L_{DIBE_{Reg}}}{\partial T_v} = -\frac{1}{\gamma T_v}(\log(T_v))^{\frac{1}{\gamma}-1}.
\end{equation}

The gradients versus $T_v$ are plotted in Fig.13. By observing Fig.13a, it is found that in the region close to 0, the gradient magnitude of FT Loss is larger than that of Tversky Loss ($\gamma = 1$ in FT Loss). With the increase of $T_v$, however, the gradient magnitude of FT Loss continues to decrease until to zero when $T_v$ approaches 1. This is exactly the over-suppression phenomenon of FT loss. By contrast, Fig.13b shows that the gradient magnitude of DIBE\textsubscript{Reg} Loss is much larger than that of FT Loss in the neighbor of $T_v = 0$. As $T_v$ increases, the gradient magnitude of DIBE\textsubscript{Reg} Loss decreases at the beginning and then increases rapidly in the neighbor of 1. This not only settles the problem of over-suppression, but also helps DIBE\textsubscript{Reg} Loss focus on small targets segmentation.

In the training phase of network, $FP$ and $FN$ are decrease and $TP$ increases. The degree of input imbalance has a great impact on the relationship of those three. The changes of the three further determine the changes of $T_v$ (see Eq.6). To study the effect of input imbalance on $T_v$, we set $\alpha = \beta = 0.5$ and treat $FP$ and $FN$ as a whole. Considering that the higher the level of input imbalance, the smaller $TP$ when $FP$ and $FN$ are fixed, $TP$ can thus vary to simulate the change of $T_v$ in different levels of input imbalance. We use, for example, $TP = 1, 10, 100$ in Fig.15 respectively to represent the extreme, high and normal level input imbalance. For Fig.15, it can be recognized that with the increase of input imbalance, $T_v$ will stay close to 0 for a long time during training. Referring to the loss plot (Fig.12) and the gradient plot (Fig.13) of DIBE\textsubscript{Reg} Loss, both the loss and gradient magnitude value of DIBE\textsubscript{Reg} Loss are larger than that of FT Loss when $T_v \to 0$. Therefore DIBE\textsubscript{Reg} Loss has more advantages in dealing with the extremely-imbalanced input data.
Fig. 14. Regulation of output imbalance of $\alpha$ under different input imbalance (THC112, THC224, THC448) and different losses.

We conducted some experiments on DIBE$_{Reg}$ loss and visualized the experimental results as shown in Fig. 14. Observing the $OII$ curves of Tversky in THC112, THC224 and THC448 with U-Net (bottom of figure), it can be found that the higher the degree of input imbalance, the more difficult Tversky Loss is to be minimized.

By comparing the results of using Tversky Loss to train THC112 and using DIBE$_{Reg}$ Loss to train THC448, we found that their $OII$ curves are almost the same. It means that after using logarithmic operation, DIBE$_{Reg}$ Loss is more beneficial to the loss minimization of small targets. It can also be understood that the process of DIBE$_{Reg}$ Loss minimization for extremely-imbalanced input is similar to that of Tversky Loss minimization for medium/lightly imbalanced input. Therefore, DIBE$_{Reg}$ Loss is more suitable for extremely-imbalanced input data.

Fig. 15. Curve of $T_v$ regarding $TP$, $FP$ and $FN$. 
Appendix C. OII guidance for hyperparameters selection

OII can also be used to guide the selection of hyperparameters $\alpha$ and $\beta$ to adjust the output imbalance. The algorithm flowchart (Fig.16) shows how to use OII guidance to find the best $\alpha$ and $\beta$. Firstly, when the OII value of the input data $D$ falls within the range of $(m_0, m_1)$, we believe the performance of the model can be enhanced. In this research, the THC448 dataset was analyzed and it was established that IoU and PA values could be improved upon when $OII \in (0.15, 0.25)$. Following this, a model was trained and OII was computed on the validating dataset by setting $\alpha = \beta = 0.5$. Subsequently, the value of OII was evaluated, and the selection of the hyperparameters $\alpha$ and $\beta$ was readjusted using the Bisection method. For example, in this experiment, if the OII is greater than 0.25, increase $\alpha$ appropriately and train again to get a better IoU or PA. Eventually, by repeatedly readjusting $\alpha$ and $\beta$, the OII could be brought in the target area $(m_0, m_1)$ and the model performance on IoU or PA could be substantially improved. In order to verify the hyperparameters guidance of OII, we put more detailed experimental analysis in Subsection 4.4.

At present, the most commonly used hyperparameters optimization method is grid search. The superiority of OII guidance over grid search is that it greatly saves computational time and improves the efficiency of hyperparameters optimization. In general, we compare the two as follows. If grid search is used to catch the $\alpha$ in interval $[a, b]$ which is divided into $k$ equal part, we set $a_0 = a$, $a_1 = a+(b-a)/k$, $a_2 = a+2(b-a)/k$, ..., $a_{k-1} = a+(k-1)(b-a)/k$, $a_k = b$ to train $k+1$ models. If using OII guidance to optimise $\alpha$ in the same interval $[a, b]$ which then is divided into $2^n$ equal part, we need to constantly adjust $\alpha$ with Bisection method to make OII fall into the target interval $(m_0, m_1)$. It means that we will select $a_0 = a+(b-a)/2$, $a_1 = a+(b-a)/2^2$, $a_2 = a+(b-a)/2^3$, ..., $a_{n-1} = a+(b-a)/2^n$ to train $n$ models (with the optimal choice of $\alpha$ is $a+(b-a)/2^n$ as an example). In fact, when $\alpha_s = a+(b-a)/2^{s+1}$, where $0 \leq s \leq n-1$, the OII may fall into $(m_0, m_1)$, so no more than $n$ models will be trained. In order to fairly compare the complexity of the two hyperparameters optimization methods, we maintain the same refinement of them, dividing interval $[a, b]$ into $2^n$ equal part. The length of each subinterval is $(b-a)/2^m$. In this case, using grid search for optimization requires training $2^n + 1$ models. If OII guidance is used for optimization, the number of models to be trained should be no more than $m$. This means that the optimization efficiency of OII guidance is more than $(2^n + 1)/m$ times that of grid search (e.g., the optimization efficiency of the OII guidance is more than 100 times that of grid search when $n = 10$).

We believe the goal of OII of THC448 is in the interval of $(0.15, 0.25)$. According to the guidance algorithm mentioned above and Bisection method, we use OII guidance to select hyperparameter $\alpha \in [0.1, 0.9]$ under $DIBE_{Dis}$. Tversky and $DIBE_{Re}$ Loss and record IoU, PA and training times in Table 6.

It is recognized that the method of using OII to guide the selection of hyperparameters is completely applicable. Comparing the basic and OII guidance in the Table 6, it can be found that using OII guidance can significantly boost IoU or PA. By comparing the optimal results found by OII guidance and grid search in Table 6, it can be observed that in the majority of scenarios, OII guidance yields performance comparable to that of grid search while requiring less training times. If the step size of $\alpha$ is reduced to make

Table 6. Grid Search and OII guidance of $\alpha$ in $DIBE_{Dis}$, Tversky and $DIBE_{Re}$ Loss with SegNet and U-Net.

|   | Loss | SegNet | U-Net |
|---|------|--------|-------|
|   | times $\alpha$ | IoU | PA | times $\alpha$ | IoU | PA |
| $DIBE_{Dis}$ | 0.5 | 0.442 | 0.713 | 1 | 0.581 | 0.832 |
| Basic Tversky | 0.5 | 0.620 | 0.774 | 1 | 0.642 | 0.782 |
| $DIBE_{Re}$ | 0.5 | 0.625 | 0.797 | 1 | 0.644 | 0.794 |
| Grid Search | 5 | 0.1 | 0.481 | 0.823 | 5 | 0.7 | 0.586 | 0.800 |
| $DIBE_{Dis}$ | 5 | 0.5 | 0.620 | 0.774 | 5 | 0.642 | 0.782 |
| $DIBE_{Re}$ | 5 | 0.5 | 0.625 | 0.797 | 5 | 0.644 | 0.794 |
| OII $DIBE_{Dis}$ | 2$\downarrow$ | 0.7 | 0.477 | 0.709 | 2$\downarrow$ | 0.7 | 0.586 | 0.800 |
| Guide Tversky | 2$\downarrow$ | 0.3 | 0.519 | 0.830 | 3$\downarrow$ | 0.1 | 0.635 | 0.863 |
| $DIBE_{Re}$ | 2$\downarrow$ | 0.3 | 0.624 | 0.834 | 3$\downarrow$ | 0.1 | 0.632 | 0.852 |

![Fig. 16. Use OII to guide the selection of $\alpha$ and $\beta$.](image-url)
the search more precise, the number of training times of OII guidance compared to grid search will be significantly reduced.

Two examples of OII guiding hyperparameters selection are as follows:

1. Use DIBE_{Dis} Loss to train SegNet. At the beginning, \( \alpha_0 = \beta = 0.5 \) (centroid of \([0.1, 0.9]\)) is set to train the network and yields \( \text{IoU} = 0.442, \overline{PA} = 0.713, \overline{OII} = 0.294 \). \( \alpha \) is then increased to reduce \( \overline{OII} \) because \( \overline{OII} \) is greater than 0.25 at this time. Then we set \( \alpha_1 = 0.7 \) (centroid of \([\alpha_0, 0.9]\)) to train the model again and obtain \( \text{IoU} = 0.477, \overline{PA} = 0.709, \overline{OII} = 0.162 \). After adjusting \( \alpha \), \( \overline{OII} \) has obviously been decreased to fall into the goal interval \((0.15, 0.25)\). Thereby we successfully trade small \( \overline{PA} \) loss \((-0.56\%)\) for greatly improved \( \text{IoU} \) \((+7.92\%)\).

2. Use Tversky Loss to train U-Net. At the beginning, \( \alpha_0 = \beta = 0.5 \) is set to train the network and yields \( \text{IoU} = 0.642, \overline{PA} = 0.782, \overline{OII} = 0.000 \). \( \alpha \) is then reduced to increase \( \overline{OII} \) because \( \overline{OII} \) is less than 0.15 (centroid of \([0.1, \alpha_0]\)) at this time. Then we set \( \alpha_1 = 0.3 \) to train the model again and obtain \( \text{IoU} = 0.642, \overline{PA} = 0.798, \overline{OII} = 0.022 \). After that, \( \overline{OII} \) is still less than 0.15, and we continue to decrease \( \alpha \) and set \( \alpha_2 = 0.2 \) (centroid of \([0.1, \alpha_1]\)) to train the model again and it yields \( \text{IoU} = 0.636, \overline{PA} = 0.840, \overline{OII} = 0.228 \). It can be found that \( \overline{OII} \) is then tuned to fall into the goal interval and \( \overline{PA} \) has been greatly improved \((+7.4\%)\) when \( \text{IoU} \) is almost unchanged \((-1.2\%)\).