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Abstract. We study training a single end-to-end (E2E) automatic speech recognition (ASR) model for three languages used in Kazakhstan: Kazakh, Russian, and English. We first describe the development of multilingual E2E ASR based on Transformer networks and then perform an extensive assessment on the aforementioned languages. We also compare two variants of output grapheme set construction: combined and independent. Furthermore, we evaluate the impact of LMs and data augmentation techniques on the recognition performance of the multilingual E2E ASR. In addition, we present several datasets for training and evaluation purposes. Experiment results show that the multilingual models achieve comparable performances to the monolingual baselines with a similar number of parameters. Our best monolingual and multilingual models achieved 20.9% and 20.5% average word error rates on the combined test set, respectively. To ensure the reproducibility of our experiments and results, we share our training recipes, datasets, and pre-trained models¹.
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1 Introduction

This work aims to study the effectiveness of a multilingual end-to-end (E2E) automatic speech recognition (ASR) system applied to three languages used in Kazakhstan: Kazakh, Russian, and English. Kazakhstan is a multinational country where Kazakh is the official state language, whereas Russian and English are the languages of interethnic and international communication commonly used in business, science, and education. These three languages are part of a large-scale cultural project initiated by the government named “The Trinity of Languages” [1]. The goal of the project is the mastery of the aforementioned languages by the Kazakhstani people. This will presumably enable citizens’ successful integration into the international economic and scientific environments. In this regard, we initiate the first study of a single joint E2E ASR model applied to simultaneously recognize the Kazakh, Russian, and English languages.

¹ https://github.com/IS2AI/MultilingualASR
Having a single ASR model for multiple languages considerably simplifies training, deployment, and maintenance [28]. In particular, this is advantageous for multilingual communities where several languages are used for communication. A multilingual ASR system can automatically detect an input language and produce corresponding transcripts without prompting for language or requiring visual and tactile interfaces. This becomes especially useful when ASR is employed in a pipeline of a larger system, such as message dictation, voice command recognition, virtual assistants, a transcription engine on online audio/video sharing platforms (e.g., YouTube), and so on.

Recently presented E2E ASR architectures have been shown to be effective for the multilingual speech recognition task [8, 24, 32]. It has also been demonstrated that the E2E approaches achieve comparable results to the conventional deep neural network-hidden Markov model (DNN-HMM) ASR [12, 14]. Moreover, they significantly reduce the burden of developing ASR systems thanks to the encapsulation of the acoustic, pronunciation, and language models under a single network. Importantly, the E2E ASR models obviate the need for a pronunciation model, which requires significant human effort to be constructed and often proves critical to overall performance [12]. All these features make the E2E architectures attractive for the multilingual speech recognition task.

This work leverages the above-mentioned advantages and studies the multilingual E2E ASR systems applied to simultaneously recognize the Kazakh, Russian, and English languages. Specifically, we thoroughly explore the performance of the Transformer-based E2E architecture [34]. To the best of our knowledge, this is the first study of multilingual E2E ASR dedicated to these languages. We also compared the use of two different grapheme set construction methods (i.e., combined and independent). We also analyzed the impact of language models and data augmentation techniques, such as speed perturbation [23] and spectral augmentation [27]. We found that the multilingual models can achieve comparable results to strong monolingual baselines, despite having a similar number of parameters. To enable experiment reproducibility and facilitate future research, we share our training recipes, datasets, and pre-trained models.

Besides conducting the first detailed study of multilingual E2E ASR for Kazakh, Russian, and English, other contributions of this paper are:

- We introduce a 7-hour evaluation set of transcribed Kazakh-accented English audio recordings (i.e., native Kazakh speakers reading English sentences extracted from the SpeakingFaces dataset [3]).
- We introduce a 334-hour manually-cleaned subset of the OpenSTT dataset [30] for the Russian language, which can also be used to train robust standalone Russian ASR systems.

The rest of the paper is organized as follows: Section 2 briefly reviews related works on multilingual ASR. Sections 3 and 4 describe the multilingual models and datasets used in our experiments, respectively. Section 5 presents the experimental setup and obtained results. Section 6 discusses the important findings and highlights potential future work. Finally, Section 7 concludes this paper.
2 Related Works

A single model capable of recognizing multiple languages has been a long-term goal of the speech recognition community and remains an active area of research for decades [8,28,32]. The use of a single model for several languages simplifies the ASR production pipeline significantly, since maintaining one model per language becomes cumbersome as the number of languages increases. Furthermore, multilingual ASR systems leverage cross-lingual knowledge transfer, which has been shown to improve recognition performance, especially for low-resource languages [7].

Prior works on multilingual ASR have explored both hybrid DNN-HMM [10] and E2E [32] architectures. Both small- and large-capacity multilingual models with up to ten billion parameters have been studied [24]. Offline and streaming speech recognition modes of multilingual ASR have also been investigated [17]. The authors of [4] developed multilingual models capable of recognizing over 100 languages simultaneously. The prior works have also studied different approaches to further improve the multilingual speech recognition performance, such as multi-task [16] and transfer [8] learning. In multi-task learning, a model is jointly trained with other tasks, such as language identification (LID), whereas, in transfer learning, a model pre-trained on other languages (usually high-resource ones) is fully or partially fine-tuned using the target languages. However, to the best of our knowledge, there is no prior work dedicated to simultaneous recognition of the Kazakh, Russian, and English languages.

Among the aforementioned three languages, Russian and English are considered resource-rich, i.e., a large number of annotated datasets exist [2,6,31] and extensive studies have been conducted, both in monolingual and multilingual settings [4,25,28]. On the other hand, Kazakh is considered a low-resource language, where annotated datasets and speech processing research have emerged only in recent years [19,26]. The authors of [19] presented the first crowdsourced open-source Kazakh speech corpus and conducted initial Kazakh speech recognition experiments on both DNN-HMM and E2E architectures. Similarly, the authors of [26] presented the first publicly available speech synthesis dataset for Kazakh. Previously, the Kazakh language was part of several multilingual studies under the IARPA’s Babel project [9,16,18], and it was also explored in the context of Kazakh-Russian [21,33] and Kazakh-English [5] code-switching.

This work is the first to study the multilingual E2E ASR systems dedicated to Kazakh, Russian, and English, which we believe will further progress the speech processing research and advance the speech-enabled technology in Kazakhstan and its neighboring countries. These languages belong to different language families (i.e., Kazakh belongs to Turkic, Russian to Slavic, and English to Germanic), which poses an additional challenge to our work. Therefore, we posit that our work will be of interest to the general speech research community, especially for researchers from the post-Soviet states, where Russian and English are also commonly spoken as lingua francas.
3 Speech Recognition Models

In our experiments, we consider three languages \( \mathcal{L}_{kz}, \mathcal{L}_{ru}, \mathcal{L}_{en} \), each with a corresponding grapheme set \( \mathcal{G}_{kz}, \mathcal{G}_{ru}, \mathcal{G}_{en} \). In addition, each language has its own independent training set \( \{ \mathcal{X}_{kz}, \mathcal{Y}_{kz} \}, \{ \mathcal{X}_{ru}, \mathcal{Y}_{ru} \}, \{ \mathcal{X}_{en}, \mathcal{Y}_{en} \} \), where \( \mathcal{X} \) is an input sequence of acoustic features and \( \mathcal{Y} \) is a corresponding target sequence.

The training dataset for the multilingual models is constructed by combining all the three datasets without any form of re-weighting or re-balancing:

\[
\{ \mathcal{X}_{all}, \mathcal{Y}_{all} \} = \{ \mathcal{X}_{kz}, \mathcal{Y}_{kz} \} \cup \{ \mathcal{X}_{ru}, \mathcal{Y}_{ru} \} \cup \{ \mathcal{X}_{en}, \mathcal{Y}_{en} \}
\]

and the grapheme set for the combined dataset is similarly obtained as follows:

\[
\mathcal{G}_{all} = \mathcal{G}_{kz} \cup \mathcal{G}_{ru} \cup \mathcal{G}_{en}
\]

3.1 Monolingual Model

We begin by training randomly-initialized monolingual ASR models for each language using the corresponding training data \( \{ \mathcal{X}_{i}, \mathcal{Y}_{i} \} \) and grapheme set \( \mathcal{G}_{i} \), where \( i \in \{ kz, ru, en \} \). These models are encoder-decoder networks based on the Transformer architecture \cite{vaswani2017attention} and they will be used as a baseline.

3.2 Multilingual Model

Next, we train a joint model using the multilingual dataset \( \{ \mathcal{X}_{all}, \mathcal{Y}_{all} \} \) and combined grapheme set \( \mathcal{G}_{all} \). The joint model is also based on the Transformer architecture; however, it is a single model whose parameters are shared across all three languages. This model is not given any explicit indication that the training dataset is composed of multiple languages. For the sake of fair comparison, we set the number of parameters and the structure of multilingual and monolingual models to be similar.

Independent Grapheme Set. To alleviate the impact of language confusion in multilingual models, we explored the joint model trained using the independent grapheme sets. To achieve this, we appended each character with the corresponding language code as follows:

- Kazakh: ‘c a e m’ → ‘c_kz a_kz a_kz e_kz m_kz’
- Russian: ‘n p u a m’ → ‘n_ru p_ru u_ru a_ru e_ru m_ru’
- English: ‘h e l l o’ → ‘h_en e_en l_en l_en o_en’

The training procedure and structure of the independent grapheme set joint model is similar to the standard joint model, except the output layer size is increased from \(| \mathcal{G}_{all} |\) to \(| \mathcal{G}_{kz} | + | \mathcal{G}_{ru} | + | \mathcal{G}_{en} |\).

\(^2\) Note that the Kazakh and Russian grapheme sets overlap since they both use Cyrillic script.
Table 1. The dataset statistics for the Kazakh, Russian, and English languages. Utterance and word counts are in thousands (k) or millions (M), and durations are in hours (hr). The overall statistics ‘Total’ are obtained by combining the training, validation, and test sets across all the languages.

| Languages | Corpora                  | Duration | Utterances | Words |
|-----------|--------------------------|----------|------------|-------|
| Kazakh    | train KSC [19]           | 318.4 hr | 147.2k     | 1.6M  |
|           | valid                    | 7.1 hr   | 3.3k       | 35.3k |
|           | test                     | 7.1 hr   | 3.3k       | 35.9k |
| Russian   | train OpenSTT-CS334      | 327.1 hr | 223.0k     | 2.3M  |
|           | valid                    | 7.1 hr   | 4.8k       | 48.3k |
|           | test-B (books) OpenSTT   | 3.6 hr   | 3.7k       | 28.1k |
|           | test-Y (YouTube)         | 3.4 hr   | 3.9k       | 31.2k |
| English   | train CV-330             | 330.0 hr | 208.9k     | 2.2M  |
|           | valid                    | 7.4 hr   | 4.3k       | 43.9k |
|           | test                     | 7.4 hr   | 4.6k       | 44.3k |
|           | test-SF SpeakingFaces    | 7.7 hr   | 6.8k       | 37.7k |
| Total     | train -                  | 975.6 hr | 579.3k     | 6.0M  |
|           | valid                    | 21.6 hr  | 12.4k      | 127.5k|
|           | test                     | 29.1 hr  | 22.5k      | 177.3k|

4 Datasets

To conduct multilingual speech recognition experiments, we used three datasets corresponding to the Kazakh, Russian, and English languages. The dataset specifications are provided in Table 1. To diminish the performance degradation caused by the challenges peculiar to unbalanced data [24], we made the training set sizes of languages similar (in terms of duration). Additionally, all audio recordings were resampled to 16 kHz and 16-bit format prior to training and evaluation. All datasets used in our experiments are available in our GitHub repository\(^1\).

4.1 The Kazakh Language

For Kazakh, we used the recently presented open-source Kazakh Speech Corpus (KSC) [19]. The KSC contains around 332 hours of transcribed audio crowdsourced through the Internet, where volunteers from different regions and age groups were asked to read sentences presented through a web browser. In total, around 153,000 recordings were accepted from over 1,600 unique devices. All accepted recordings were manually checked by native Kazakh speakers. In the KSC, all texts are represented using the Cyrillic alphabet, and audio recordings are stored in the WAV format. For the training, validation, and test sets, we used the standard split of non-overlapping speakers provided in [19].
4.2 The Russian Language

For Russian, we used a manually-cleaned subset extracted from the Russian Open Speech To Text (OpenSTT) dataset [30]. The OpenSTT is a multidomain (e.g., radio, lectures, phone calls, and so on) dataset consisting of over 20,000 hours of transcribed audio data. However, the provided transcriptions are unreliable since they were obtained automatically by using ASR systems, YouTube subtitles (user-provided and auto-generated), and so on. Clean transcriptions are provided only for the three validation sets from the books, YouTube, and phone calls domains.

To obtain more reliable training data, we hired fluent Russian speakers and manually re-transcribed a randomly selected 334-hour subset of the OpenSTT. We selected recordings only from the books and YouTube domains. We named our clean subset OpenSTT-CS334 and its corresponding 334-hour original version OpenSTT-ORG334. For the validation set, we randomly selected a 7-hour subset of the OpenSTT-CS334, and left the remaining 327 hours for training. For the test set, we used the official validation sets of OpenSTT from the books (test-B) and YouTube (test-Y) domains to match the selected training data.

4.3 The English Language

For English, we used a 330-hour subset of Mozilla’s Common Voice (CV) project [6] that we will further address as the CV-330. The CV is a multilingual dataset intended for speech technology research and development. Its construction procedure is similar to the KSC, where volunteers are recruited to read and verify sentences. The CV-330 consists of validated recordings that received the highest number of up-votes. For evaluation purposes, we randomly extracted 7-hour subsets from the standard validation and test sets provided in the CV. Note that the speakers and texts in the training, validation, and test sets are non-overlapping.

We used an additional evaluation set (test-SF) consisting of Kazakh-accented English recordings extracted from the SpeakingFaces dataset [3]. SpeakingFaces is a publicly available multimodal dataset comprised of thermal, visual, and audio data streams. The audios were recorded using a built-in microphone (44.1 kHz) of a web-camera (Logitech C920 Pro HD) at a distance of approximately one meter. The dataset consists of over 13,000 audio recordings of imperative sentences spoken by 142 speakers of different races. We selected recordings spoken by Kazakhs, which resulted in the total of 75 speakers, each uttering around 90 commands. Since the total size of the selected recordings is insufficient to build robust ASR systems, we use them only for evaluation purposes. The produced evaluation set is gender balanced (38 females and 37 males), with the average speaker age of 26 years (ranging from 20 to 47). To the best of our knowledge, this dataset will be the first open-source Kazakh-accented English data, and it will be more suited for assessing the English speech recognition capability of our E2E ASR models.

\[^3\] Verbal commands given to virtual assistants and other smart devices such as ‘turn off the lights’, ‘play the next song’, and so on.
5 Speech Recognition Experiments

In this section, we describe the experimental setup for both the monolingual and multilingual E2E ASR models, as well as the obtained results. The multilingual and monolingual models were configured and trained similarly for fair comparison. The results are reported using the word error rate (WER) metric.

5.1 Experimental Setup

All E2E ASR systems were trained on the training sets, using the V100 GPUs running on an Nvidia DGX-2 server; hyper-parameters were tuned on the validation sets, and the final systems were evaluated on the test sets (see Table 1). For all systems, the input acoustic features were represented as 80-dimensional log Mel filter bank features with pitch computed every 10 ms over a 25 ms window, and the output units were represented using the character-level graphemes.

To train the E2E ASR systems, we used the ESPnet toolkit \cite{35} and followed the Wall Street Journal (WSJ) recipe. The E2E architecture was based on the Transformer network \cite{34} consisting of 12 encoder and 6 decoder blocks. It was jointly trained with the Connectionist Temporal Classification (CTC) \cite{11} objective function under the multi-task learning framework \cite{22}. The interpolation weight for the CTC objective was set to 0.3 and 0.4 during the training and decoding stages, respectively. For the Transformer module, we set the number of heads in the self-attention layer to 8 each with 512-dimensions hidden states, and the feed-forward network dimensions to 2,048. In addition, a VGG-like convolution module \cite{29} was used to pre-process the input audio features before the encoder blocks. All models were trained for 120 epochs using the Noam optimizer \cite{34} with the initial learning rate of 10 and 25k warm-up steps. We set the dropout rate and label smoothing to 0.1. For data augmentation, we used a standard 3-way speed perturbation \cite{23} with factors of 0.9, 1.0, and 1.1, and the spectral augmentation \cite{27}. We report results on an average model constructed using the last ten checkpoints.

To evaluate the impact of language models (LM) on recognition performance, we built character-level LMs using the transcripts of the training sets. The LMs were built as a 2-layer long short-term memory (LSTM) \cite{15} network with a memory cell size of 650 each. We built both monolingual and multilingual LSTM LMs for monolingual and multilingual E2E ASRs, respectively. The multilingual LSTM LM was trained on the combined training set. The LSTM LMs were employed during the decoding stage using shallow fusion \cite{13}. For decoding, we set the beam size to 60 and the LSTM LM interpolation weight to 0.6. The other hyper-parameter values can be found in our GitHub repository\textsuperscript{1}.

5.2 Experiment Results

The experiment results for the three languages are given in Table 2. To obtain an average WER over all the languages, we weighted the WERs by the amount of data in the validation and test sets.
Table 2. The WER (%) results of monolingual (mono), multilingual (multi), and independent grapheme set (multi-igs) models. The results showing the impact of language model (LM), speed perturbation (SP), and spectral augmentation (SA) are also reported. The average WER is computed by weighting the WERs using the amount of data in the validation and test sets.

| Model          | Kazakh valid | Kazakh test | Russian valid | Russian test-B | Russian test-Y | English valid | English test | English test-SF | Average valid | Average test |
|----------------|--------------|-------------|---------------|----------------|---------------|---------------|--------------|----------------|---------------|---------------|
| mono           | 21.5         | 18.8        | 15.2          | 17.2           | 33.7          | 29.8          | 34.6         | 62.0           | 22.0          | 34.3          |
| +LM            | 15.9         | 13.9        | 11.5          | 14.5           | 28.8          | 24.7          | 29.1         | 57.7           | 17.3          | 29.7          |
| +LM+SP         | 15.3         | 12.7        | 9.8           | 13.4           | 25.5          | 23.1          | 26.7         | 53.9           | 15.9          | 27.3          |
| +LM+SP+SA      | 9.4          | 8.0         | 7.5           | 11.8           | 21.9          | 16.3          | 18.9         | 41.6           | 11.1          | 20.9          |
| multi          | 20.4         | 16.3        | 13.7          | 16.5           | 31.5          | 28.0          | 32.2         | 56.0           | 20.5          | 31.4          |
| +LM            | 15.4         | 12.6        | 11.2          | 14.7           | 28.0          | 23.7          | 27.5         | 51.4           | 16.7          | 27.6          |
| +LM+SP         | 14.4         | 11.8        | 10.2          | 13.8           | 25.8          | 22.5          | 26.4         | 48.3           | 15.6          | 26.0          |
| +LM+SP+SA      | 9.7          | 7.9         | 8.2           | 12.5           | 23.3          | 17.1          | 19.9         | 39.5           | 11.7          | 21.1          |
| multi-igs      | 20.7         | 16.6        | 13.8          | 16.5           | 31.3          | 27.7          | 32.4         | 56.4           | 20.5          | 31.6          |
| +LM            | 15.9         | 12.8        | 11.3          | 14.6           | 27.7          | 23.4          | 27.4         | 51.6           | 16.7          | 27.6          |
| +LM+SP         | 14.9         | 12.1        | 10.4          | 13.6           | 25.8          | 22.4          | 26.1         | 49.9           | 15.8          | 26.3          |
| +LM+SP+SA      | 9.7          | 7.9         | 8.3           | 12.5           | 23.2          | 16.3          | 18.9         | 38.3           | 11.5          | 20.5          |

Monolingual Model. The results of monolingual models show that applying LMs and data augmentation consistently improves the WER performance for all languages, where an average WER improvement of 13.4% was achieved on the test sets (from 34.3% to 20.9%). The best WER result for Kazakh is 8.0% on the test set. The best WER results for Russian are 11.8% and 21.9% on the test-B and test-Y sets, respectively. Notice that recognizing YouTube recordings (i.e., test-Y) is more challenging than audiobooks (i.e., test-B) since the former contains recordings with the spontaneous speech. The best WER results for English are 18.9% and 41.6% on the test and test-SF sets, respectively. Presumably, the poor WER performance on the latter is mostly due to the domain mismatch between the training and test-SF sets because the English training set recordings are read by native English speakers, whereas the test-SF recordings are read by native Kazakh speakers. Moreover, these sets have been collected differently. The best average WER result on the test sets for the monolingual models is 20.9%.

We conducted additional experiments to evaluate the quality of our manually-cleaned subset OpenSTT-CS334. Specifically, we compared the obtained WER results of the monolingual Russian E2E ASR from the previous experiment against a model trained on the original subset OpenSTT-ORG334. Both models were configured and trained similarly. The experiment results given in Table 3 show that the model trained on our clean subset achieves absolute WER improvement of 6.6% for the test-B and 3.1% for the test-Y compared to the model trained on the original subset. These results demonstrate the utility of our OpenSTT-CS334 subset.
### Table 3.
The comparison of WER (%) results obtained by monolingual Russian ASR models trained on our clean subset OpenSTT-CS334 and corresponding original subset OpenSTT-ORG334.

| Model            | Training set | Russian valid | Russian test-B | Russian test-Y |
|------------------|--------------|---------------|----------------|----------------|
| mono +LM+SP+SA   | OpenSTT-CS334 | 7.5           | 11.8           | 21.9           |
|                  | OpenSTT-ORG334 | 12.5          | 18.4           | 25.0           |

**Multilingual Model.** The use of LMs and data augmentation is also effective for the multilingual models, where an average WER improvement of 10.3% was achieved on the test sets (from 31.4% to 21.1%). The general trend in the WER performances is similar to the monolingual models. For example, the best WER for Kazakh is 7.9%, which is very close to the monolingual baseline. Slightly worse WERs compared to the monolingual baselines are achieved for Russian, with the test-Y set being more challenging than the test-B set. Likewise, small WER degradations are observed for English, and the performance on the test-SF set is poorer than on the test set. However, it is important to mention that the multilingual models achieve noticeable WER improvement of 2.1% on the test-SF set compared to the monolingual baseline (39.5% versus 41.6%). We presume that this improvement is chiefly due to knowledge transfer from the KSC and OpenSTT-CS334 datasets. The best average WER result on the test sets for the multilingual models is 21.1%.

Our experiment results show that the multilingual models with the independent grapheme sets (i.e., multi-igs) achieve similar results to the monolingual models for the Kazakh and English languages, and perform slightly worse for Russian. Notably, it achieves further improvement over the monolingual baseline on the test-SF (38.3% versus 41.6%). Overall, the WER performances of the two grapheme set construction methods are comparable, with the independent grapheme set being slightly better. The best average WER result on the test sets for the multi-igs models is 20.5%, which is the lowest of all the E2E ASR models.

### 6 Discussion and Future Work

**Code-switching.** There are two major types of code-switching: inter-sentential and intra-sentential. In the former, the language switch occurs at sentence boundaries, while in the latter, languages switch within sentences, and thus, resulting in a more complex problem. Our multilingual models can deal only with the inter-sentential cases. However, in Kazakhstan, intra-sentential code-switching is commonly practiced, especially switching between Kazakh and Russian languages. Therefore, our future work will focus on recognizing intra-sentential code-switching utterances by collecting code-switching data or by employing special techniques dedicated to utilizing monolingual data [20,36].
Kazakh-accented English. Since the developed multilingual E2E ASR is intended to be deployed in Kazakhstan, it is important to ensure that it is suited to recognizing Kazakh-accented English utterances. Our experiment results show that using training datasets uttered by native English speakers leads to suboptimal performance. Therefore, future work will focus on improving the recognition of Kazakh-accented English utterances, for example, by applying domain adaptation techniques or collecting in-domain training data. Although most Kazakhs are fluent in Russian, it would be still interesting to explore the performance of multilingual ASR models on Kazakh-accented Russian utterances.

Dataset. In our experiments, for each language we employed different datasets with varying acoustic and linguistic characteristics (i.e., collected in different ways, and covering different topics and speaking styles). As a result, the Russian and English languages turned out to be more challenging than the Kazakh. Therefore, future work should minimize the impact of domain mismatch between different datasets. This can be achieved by collecting a multilingual dataset under similar conditions or increasing the dataset domain overlap between languages. In addition, future work should also study the data efficiency—that is, an increase in performance due to the addition of new data, to infer additional data required to achieve further WER improvements.

7 Conclusion

In this paper, we explored multilingual E2E ASR applied to simultaneously recognize three languages used in Kazakhstan: Kazakh, Russian, and English. Specifically, we developed both monolingual and multilingual E2E ASR models based on the Transformer networks and compared their performances in terms of WER. To the best of our knowledge, this is the first multilingual E2E ASR work dedicated to these languages. In addition, we compared the use of two different grapheme set construction methods (i.e., combined and independent). We also evaluated the impact of language models and data augmentation techniques on the WER performances of the monolingual and multilingual models and found them extremely effective. Additionally, we introduced two manually-transcribed datasets: OpenSTT-CS334 and test-SF. The first one is a manually cleaned 334-hour subset extracted from the OpenSTT dataset. The second one is a 7-hour set of Kazakh-accented English utterances designed to be used for evaluation purposes. Given that acquiring high-quality speech data is prohibitively expensive, these datasets will be of great use for the speech community both in academia and industry. Our experiment results show that the multilingual models achieve comparable results to the monolingual models, while having a similar number of parameters. The best monolingual and multilingual models achieved average WERs of 20.9% and 20.5% on the test sets, respectively. We strongly believe that the conducted experiments and reported findings will benefit researchers planning to build multilingual E2E ASR systems for similar languages, especially from the post-Soviet space. We also hope our work will encourage future research that leverages the findings and datasets presented in this paper.
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