Experimental evidence that shear bands in metallic glasses nucleate like cracks
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Highly time-resolved mechanical measurements, modeling, and simulations show that large shear bands in bulk metallic glasses nucleate in a manner similar to cracks. When small slips reach a nucleation size, the dynamics changes and the shear band rapidly grows to span the entire sample. Smaller nucleation sizes imply lower ductility. Ductility can be increased by increasing the nucleation size relative to the maximum (“cutoff”) shear band size at the upper edge of the power law scaling range of their size distribution. This can be achieved in three ways: (1) by increasing the nucleation size beyond this cutoff size of the shear bands, (2) by keeping all shear bands smaller than the nucleation size, or (3) by choosing a sample size smaller than the nucleation size. The discussed methods can also be used to rapidly order metallic glasses according to ductility.

Slowly sheared bulk metallic glasses (BMGs)1–4 and many other materials5–10 deform intermittently, via shear bands. An infamous example of intermittent behavior is earthquakes. There, the slowly increasing stress triggers local slips when the local stress exceeds a stress threshold to sliding. In physics, the associated serrations in the stress–strain curves (i.e. sudden load drops or displacement jumps) are called slips or “slip avalanches,” regardless of whether they occur in crystals or amorphous materials. For applications these slips are undesirable because they make the deformation difficult to control. On tectonic scales they can be disastrous, because they sometimes cause catastrophic destruction. In order to achieve smoother deformations, it is important to understand how these slips initiate, especially the largest slips because they constitute the largest deviations from smooth deformation.

How exactly large slips develop is not yet fully understood: models with material weakening during the slips suggest a nucleation mechanism. They are not cracks and yet they seem to be very similar to cracks11–16. They can be used to distinguish between brittle and ductile materials – models of ductile materials without any weakening point to percolation, finite size effects, or other crossover phenomena. Initial evidence of slip nucleation in brittle BMGs was seen in recent nanoindentation experiments17. The notion of nucleation was further supported by recent simulations12.

Here, we show the results of high-resolution experiments from compression testing that are able to temporally resolve the detailed dynamics of the actual nucleation phase. Using a simple model we show from the experimental data how this nucleation initiates and evolves into catastrophic slips when it reaches a critical size. It then becomes clear how dynamic properties such as the measured critical nucleation size can be used to extract information about the underlying deformation mechanism including the amount of dilation and associated weakening, and the closely related (relative) brittleness of the material.

Even though our experiments focus on BMGs, the results should be transferrable to many other systems. The reason is that very few conditions are needed to establish this kind of nucleation. It only requires the combination of coupled threshold processes with some kind of temporal weakening. Therefore, similar nucleation mechanisms are expected for other systems that show stick slip behavior and a weakening mechanism, regardless of scale. Well known examples include crystals with dynamic strain aging, slowly sheared granular materials, friction, and earthquakes10,18.
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Bulk metallic glasses

Even though BMGs have many excellent properties for applications, the limited ductility of BMGs remains an obstacle to their widespread use in load-bearing components. Unlike crystalline metals, monolithic metallic glasses do not work harden. The BMGs that contain crystalline second phases do show some hardening, but the amorphous matrix softens when plastically deformed. This weakening during deformation leads to the formation of shear bands. Ultimately one or more shear bands propagate (i.e. slip) and can cause catastrophic failure even at relatively low strains.

Shear bands are regions of intense deformation, typically about 20 nm thick in metallic glasses. They are the primary mechanism of plasticity in BMGs, even including specimens smaller than 100 nm. Small shear bands make it possible for plastic strain to accumulate; they allow a BMG to “bend before it breaks.” On the other hand, large shear bands can cause failure because they are system spanning. The key to making more ductile BMGs then is to promote the propagation of the small shear bands but limit the propagation of the large ones through engineering of the microstructure. Before we can engineer the microstructure to resist weakening, however, we must understand the mechanism by which it occurs. Here we demonstrate the mechanism by which large shear bands form.

Experiments

We employed constant-displacement-rate uniaxial compression experiments (10^-4 s^-1 strain rate) on millimeter-size specimens with a composition of Zr_{45}Hf_{12}Nb_{5}Cu_{15.4}Ni_{12.6}Al_{10}. This composition has been previously studied and shows shear-banding behavior similar to other BMGs and atomistic simulation. It is notable, however, within the family of Zr-based BMGs for its excellent glass forming ability and a ductility that makes it a viable candidate for studying shear band statistics. The load data from a 60 kN piezoelectric load cell were acquired at a rate of 100 kHz. The details of the experimental setup are the same as in.

During uniaxial constant-displacement-rate compression of a monolithic metallic glass, the specimen loads elastically up to the yield stress, near which point serrated flow behavior commences, as in Fig. 1. During serrated flow, the propagation of each shear band is observed as a stress drop, and the corresponding displacement increments for the largest serrations are on the order of microns. Microscopically small slips are not visible at the scale of stress–strain curves; their displacement increments are on the order of tens to hundreds of nanometers. This behavior in Fig. 1 is typical for a monolithic metallic glass although the specimen shows unusually large plasticity due to the presence of a pore on its fracture surface, which serves as a starting point for many small serrations.

Here we answer the questions of why and how large slips form and what we can learn from their dynamics about the deformation mechanism and the material properties. We consider four different mechanisms for the formation of large slips. We eliminate the first three based on experimental observations and provide experimental evidence for the fourth. The discussed four possible scenarios are:

1. **Percolation:** small, localized shear events link to form a large shear band that when fully developed propagates across the specimen.
2. **Finite machine stiffness:** if the load frame is not sufficiently stiff, then small shear bands are driven to be large shear bands by absorbing the elastic energy released by the load frame as the stress drops.
3. **Finite size effects:** the specimen is sufficiently small that all slips that would be microscopic in a larger specimen appear as system spanning for small specimens.
4. **Nucleation:** beyond a certain critical slip size (referred to here as the nucleation size), the slip dynamics changes. The shear band accelerates rapidly and spans the system.

We first discuss the experimental data and then compare them to each of these cases in turn.
Experimental data

The data analysis uses established methods\(^1\). Instrument noise is minimized using Wiener filtering, and slip avalanches are identified as temporally connected regions of negative time derivatives of the stress (i.e., stress drops)\(^1\). Stress drops correspond to slip avalanches. These slip avalanches (or serrations) are the manifestation of shear band propagation. The negative time derivative of the stress (which is the stress-drop rate) for an avalanche event is shown in Fig. 2a. Its statistical properties provide detailed insight into the propagation dynamics. The exceptionally high time resolution and low noise of the experimental data enable identification of not only the large slips but also small slips, that can be up to 100 times smaller in size.

Remarkably, most large slip avalanches show a slow, jerky period before a fast, smooth period in the time profile, see Fig. 2a. We call the jerky region a “foot.” We interpret the foot as the nucleation phase of the large avalanche. These periods, or “feet,” are seen in 89% of the large avalanches that we observed. However, we have never observed them in the last large event, which is the actual failure event during which the sample fractures. Most importantly, the feet appear to have the same propagation dynamics as the small avalanches. The same foot as shown in Fig. 2a appears in Fig. 2c, plotted with the stress-drop rates of small events. The stress-drop rate during the foot remains in the range of the small events throughout its duration without any distinguishing features until the dynamics of the large event changes at 5 ms. Both small events and the feet propagate slowly and in a jerky fashion. The data indicate that when a small avalanche starts, it is impossible to know whether or not it will eventually turn into a large avalanche. Only after it reaches a critical nucleation size can it then transition to the dynamics of a large avalanche that propagates much faster.

In other words, the feet that become large avalanches are statistically and dynamically indistinguishable from the small avalanches until the foot ends and the dynamics transitions to a smooth slip propagation with a steep increase in the stress-drop rate.

A foot is defined as the section of the avalanche before the stress-drop rate (henceforth also referred to as “velocity”) increases above a certain threshold. The value of the threshold is set to the maximum stress-drop rate attained during small events, 0.8 GPa/s. We only consider feet that last longer than 2 ms, which is the shortest observed slip-avalanche duration. A foot’s duration is simply the difference between the time at the beginning and the end of that foot, and a foot’s size is the difference between the stress at the beginning and the end. The increase in the stress-drop rate at the end of a foot is usually coincident with a burst of acoustic emission, see Fig. 6 of\(^2\), which we attribute to the onset of the fast shear for the fully formed large system-spanning shear band\(^2\) as the peaks in acoustic emission correspond to the timing of the nucleation.
Possible causes

We now compare the data to different possible scenarios for the formation mechanisms of large events:

**Percolation.** In percolation, small avalanches link together to form a large avalanche. Accordingly, percolation requires that the avalanche duration $T$ should grow linearly with size $S$ as the small avalanches link up, $S \sim T$. However, we eliminate percolation as a possible scenario for the formation of large events because the duration $T$ of the avalanches in fact follows the behavior $T \sim S^{1/2}$ for small events and an even weaker dependence for large events, as shown in Fig. 3. Therefore, we rule out the possibility that large avalanches are simply merged small ones.

**Finite machine stiffness**

An ideal mechanical test system would use an infinitely stiff machine to deform a sample of finite stiffness. As the machine stiffness increases relative to the sample stiffness, the rate of decrease in stress for a given increment of plastic strain during the propagation of a shear band is greater for a stiffer system than for a more compliant system, thereby relieving the driving force for shear band propagation more effectively and enhancing the flow stability.

The machine stiffness denoted as “low” means that it is “low” in relation to the sample stiffness. Our model simulations show that, in the case where the machine stiffness is too low, large avalanches form; however, the dynamics of these simulated large avalanches do not resemble the dynamics of the large avalanches seen in experiments. For insufficient machine stiffness, many large avalanches of similar sizes and durations merge together, leading the avalanche duration $T$ to scale linearly with the avalanche size $S$, i.e. $T \sim S$, as seen in Fig. 3b. Also the characteristic shape of merged avalanches is fundamentally different from that of a single system-spanning avalanche. Since the model simulations for low stiffnesses show neither the observed dynamics nor observed scaling behavior for the large avalanches in our experiments, as in Fig. 3a, we can rule out a too-compliant machine as the cause for the formation of large slips.

**Finite size effects.** One might wonder if the large avalanches are simply finite size effects that would perhaps disappear for sufficiently large samples. The answer is no. Finite size effects and stiffness effects are very closely related in this case. In the following we explain this in more detail.
The total combined stiffness of the sample and machine is $K_{\text{total}}$. We treat the machine (with machine stiffness $K_M$) and the sample (with sample stiffness $K_S$) as two springs connected in series. The resulting total stiffness $K_{\text{total}}$ is then given by $K_{\text{total}} \approx \left(1/K_M + 1/K_S\right)^{-1} = (K_M K_S) / (K_M + K_S) \leq K_S$. Here the sample stiffness $K_S = E A / L$ (with $L \geq \sqrt{A}$) depends on the elastic modulus $E$ and the ratio $A/L$ of the sample, where $A$ is the cross-sectional area and $L$ is the length of the sample. In the experiments $L = 3 \sqrt{A}$.

At a critical value of the total stiffness $K_{\text{total}}^\text{critical} = K_S \sim E / \sqrt{A}$, the avalanche size distribution follows a pure power law over the entire size range up to the largest avalanches that intersect opposite boundaries of the sample\cite{5,30,31}. We can then discuss two cases:

- The machine stiffness is lower than the critical stiffness $K_S$, i.e. $K_M < K_S$. In this case, the total stiffness $K_{\text{total}}$ also stays below the critical value $K_S$, because $K_{\text{total}} \leq K_M < K_S$. In this case then, the large events are simply caused by the low machine stiffness effects discussed above, with a predicted scaling behavior of $T \sim S$ for the largest events. This scenario is already ruled out by the fact that $T \sim S$ does not hold for the largest events in the experiments.

- The machine stiffness is larger than the critical stiffness $K_S$, i.e. $K_M > K_S$. In this case the sample dimensions determine whether or not the total stiffness $K_{\text{total}}$ is above or below $K_S$. For $K_{\text{total}} > K_S$ the size distribution of events is expected to drop off exponentially at an upper cutoff of the power law scaling regime that corresponds to (microscopic) slips that do not span the cross-sectional area of the sample\cite{5,30,31}. Also in this case the dynamics of the largest avalanches is the same as that of the smaller avalanches in the power law regime. This case does not apply to the experiments shown here. The reason is that the experiments here have many more large (i.e. system-spanning) events than would be obtained if the distribution was a power law with a mere exponential cutoff at the upper edge of the scaling regime. Also the dynamics of the large avalanches in the experiments are markedly different from those of smaller avalanches in the power law scaling regime. Tuning the sample dimensions, however, changes $K_S$ and thus is a tool that could be used to tune the total stiffness $K_{\text{total}}$ below the critical stiffness $K_S$, i.e. $K_{\text{total}} \leq K_S$. In that case one expects the same results as in the first scenario with the machine stiffness below $K_M$, which also resulted in $K_{\text{total}} \leq K_S$. But if that were the case, then the above scaling of $T \sim S$ would be expected even for the largest events. Since that is not observed in the experiments we can rule out finite sample size effects or equivalently too low total stiffness $K_{\text{total}} \lesssim K_S$ as the origin of the large events in the experiments.

**Nucleation.** Mean-field theory predicts that the avalanche dynamics changes when a small avalanche exceeds a microscopic critical slip size and spontaneously transitions to a large avalanche that extends from one side of the specimen to another. While the avalanche is still smaller than the critical size, the propagation dynamics is jerky, with many stops and starts (i.e. pulse-like) and distinctly different from the smooth simultaneous (i.e. crack-like) propagation dynamics during the large event\cite{5}. This prediction for nucleation matches all of the phenomena seen in experiments where large avalanches have jerky “feet” that appear identical to the small-avalanche propagation dynamics during the incubation phase. In other words, an avalanche does not “know” whether it will become a large avalanche until it exceeds the critical size for nucleation.

Evidence of the feet can also be observed in displacement data for large system-spanning shear bands obtained using high-speed imaging\cite{22}. Digital image correlation shows a period of slowly increasing displacement (i.e. the foot) followed by an increase in the displacement rate that is coincident with a rapid increase in the stress-drop rate. The increase in the stress-drop rate is usually coincident with a burst of acoustic emission, which we attribute to the onset of the fast shear for the fully formed large system-spanning shear band\cite{5}.

The mean-field model predicts that the critical size for nucleation and thus the feet should get smaller for larger weakening\cite{5}. We expect the largest weakening to occur at the fracture event when the shear band has widened the most. We indeed find that the duration of the feet of all the smaller events is much larger than experimental observations of the total duration of fracture events\cite{32}. This suggests the weakening at failure is so large that the foot size is negligibly small. In other words, the absence of a foot in the experimental data is consistent with the notion that fracture may be modeled as 100% weakening, corresponding to a vanishing foot size\cite{5}.

**Simulations**

We have performed mean-field simulations that include threshold weakening\cite{5,30} (defined below), and find feet in the simulated large avalanches. The mean field theory (MFT) model assumes elastically coupled weak spots slip by a random amount when the local stress exceeds a local stress threshold. Because of the elastic coupling, a slipping weak spot can trigger others to slip also giving rise to a slip avalanche, which is observed as a shear band in a BMG. The weakening is implemented as a temporary lowering of the threshold of each weak spot after it slips. The weakening lasts until the end of the slip avalanche. (For details on the model, see the Supplementary Material.)

The simulated feet statistics are indeed consistent with the experimental observations and predictions from MFT. A foot from simulations at finite weakening is shown in Fig. 2b, d. Furthermore, comparisons between these and the experimental results in Fig. 2a, c show the strong resemblance between the feet in BMGs and those in simulations. The experimental sizes and durations of all feet and all small avalanches in our BMG are plotted in Fig. 3. All of the feet are well within the range of sizes and durations for small avalanches as predicted by the model. Slip models that do not incorporate a weakening mechanism would not predict the occurrence of feet.

To better understand the weakening, we can use the simulations to examine the local stress distribution at the start and end of the avalanche feet. We can consider three regimes of the local stress $\tau$, normalized by the failure stress $\tau_c$, so that failure of a cell (i.e. local slip) occurs when $\tau / \tau_c > 1$ or higher. These three regimes are (1) below the initial unweakened failure stress $0.96 < \tau / \tau_c < 0.98$, (2) near the failure stress $0.98 < \tau / \tau_c < 1$, and (3) failing
The percentages of cells at those stresses are shown in Table 1 to illustrate the relative distribution of stress throughout the system.

The percentage of cells that have a stress far below the failure stress is nominally the same at the beginning and end of a foot, 2.236% vs. 2.234%. The key differences in the stress distribution of cells between the start and end of the foot are seen in the percentage of cells near failure and the percentage of cells that are actually failing. At the beginning of the foot, the percentage of cells near failure is relatively high (indicating stress synchronization and that the system-spanning avalanche is about to commence), while the percentage of actually failing cells is close to zero, similar to small avalanches. This fact reflects that the system-spanning part of the avalanche has not yet started. When the foot has ended (i.e. a small avalanche has grown sufficiently large), the stress distribution has shifted: even though the percentage of cells near failure is relatively low, the percentage of failing cells is high. This is because the stress concentrated cells have failed synchronously, as a group, causing many cells to rapidly fail and nucleating the otherwise small event into a large one. The mechanism is akin to crack nucleation where a stress concentration synchronizes cells at the crack boundary to all be close to failure. When the cells fail and continue to fail due to the loss of cohesion in a crack, the increase in stress at the crack boundary is so large that more cells fail and continue to fail. The difference between shear bands and cracks is that in shear bands, cohesion is maintained (though weakened), while a crack opens and typically has no cohesion. Again see Table 1 for the numerical details of the stress distribution. “Stress concentrations,” where the number of cells is high or above the baseline, are shown in red.

Weakening has, until now, been discussed only qualitatively. As the nucleation of large events from feet is a direct consequence of weakening, the nucleation sizes allow for quantitative insight into the effects of weakening in a system. In Fig. 4, we show the fraction of the total number of events (small and large together) that exhibit a foot. We call this fraction the foot occurrence rate. Physically one could think of this rate as the ratio of large events (formed by the nucleation mechanism) relative to all events in a simulation or experiment. Figure 4 shows the foot occurrence rate as a function of weakening. As mentioned above, the nucleation size for large events decreases with increasing weakening. Therefore we see a step function increase in the foot occurrence rate at the weakening that corresponds to nucleation sizes that are equal to the largest events within the scaling regime, allowing small events to nucleate into large ones. This occurs at roughly $\varepsilon = 0.006$ in our simulations. Physically this situation corresponds to materials that have sufficient weakening to form system-spanning shear bands for a given sample size. (Note that this value of weakening is system-size dependent, and conversely, the smallest sample size above which system spanning shear bands occur is weakening dependent—the larger the weakening the smaller the smallest system above which these system spanning shear bands are formed). Once this weakening is exceeded, the foot occurrence rate increases linearly with weakening since the fraction of large events grows with the weakening and only the large events have feet. Unlike weakening, the foot occurrence rate (or equivalently the number of nucleated large events divided by the number of all events) is easily measured in experimental systems with sufficiently high temporal resolution, and thus may serve as a quantitative probe for the weakening in that system.

The foot occurrence rate may change based on factors that change the deformation properties of the system such as system composition, size, strain rate, and temperature. If so, the foot occurrence rate may not be comparable between very different systems, but between similar systems, it may serve as a direct comparison of

### Table 1: Percentage of cells at various normalized stress levels $\tau/\tau_c$ before and after the avalanche foot (which is the time during which the nucleus of the large avalanche reaches the critical size to initiate a system-spanning event). All measured events occur after all transients from the initial conditions have subsided. Confidence intervals for the error bars are $2\sigma$. System size = 100,000 cells, weakening = 0.007, stress conservation parameter (see SI and $c = 0.997$, number of time steps = 100,000. The baseline is defined as 2.23%. The table illustrates how a stress concentration (i.e. an unusually high number of cells synchronized near the local failure stress) can result in the nucleation of a large event. Note that for any cell, $\tau/\tau_c$ can jump in one discrete time step from $\tau/\tau_c < 1$ to $\tau/\tau_c > 1$ and vice versa.

| Start of foot | End of foot |
|--------------|-------------|
| $2.236\% \pm 0.011\%$ (low, near baseline) | $2.234\% \pm 0.011\%$ (low, near baseline) |
| $2.274\% \pm 0.011\%$ (high, above baseline) | $2.228\% \pm 0.011\%$ (low, near baseline) |
| $0.004\% \pm 0.0002\%$ (low) | $0.116\% \pm 0.001\%$ (growing) |

### Foot Occurrence Rate

![Foot Occurrence Rate](image-url)
the weakenings of those systems. This allows us to compare different materials directly and to quickly order them according to brittleness. Materials with a greater foot occurrence rate (or equivalently with a greater fraction of large, i.e. system-spanning events) have greater weakening, and are thus expected to be more brittle.

The foot rate as presented here provides a dynamical method for identifying the weakening through the linear relationship between the weakening and the foot occurrence rate. Because the foot-rate method identifies large events not just from their size but also from their dynamics, it is able to distinguish between situations where the large events are truly reflecting the weakening in the material and situations where they are resulting merely from machine or sample stiffnesses that are too low. If there is a large gap between the upper cutoff of the power law scaling regime of the slip size distribution and the sizes of the largest events, then we can conclude that the results of the foot rate (or of the other methods) are not skewed by finite size effects, because in that case the largest avalanche size in the power law scaling regime is far below the system size, so that small avalanches and large system-spanning avalanches are well separated in size.

It has been previously observed that the introduction of crystalline dendrites into the BMG may mitigate the formation of large avalanches and increase ductility. Interestingly, in the observed foot occurrence rate differs greatly between the monolithic metallic glass, 89%, and the composite, 19%. This difference suggests that the introduction of the crystallites inhibits the nucleation of large events, likely by decreasing the weakening in the system. It furthermore shows the utility of the foot occurrence rate as a tool for the characterization and comparison of deformation mechanisms in different materials. We similarly expect that the foot occurrence rate would differ between an as-cast BMG and a structurally rejuvenated one due to the difference in the degree of disorder.

Until now, the weakening could only be measured indirectly by comparing avalanche size distributions of different materials, or by comparing the fraction of all avalanches that are large events. These methods give mostly qualitative estimates of the weakening that can be skewed by finite size and resolution effects. The foot-rate method provides deeper insight into the dynamics of the deformation mechanism than statistical methods alone can do. Using both the statistical methods and the foot-rate method in concert should give a consistent and much more complete understanding of the underlying deformation mechanism because the feet provide access to the weakening as a fundamental materials property. With this characterization, we can explicitly compare different materials. The prediction of the model is that more brittle materials have a higher foot rate, and thus higher weakening, than less brittle materials.

We note the qualitative similarity between this process and other processes such as an avalanche oscillator, in which relaxation of the edge dislocations leads the system to ‘oscillate’ close to and away from criticality, causing large events to form quasi-periodically. Both mechanisms lead to approximately periodic large events. Like an avalanche oscillator, stress concentration causes the past behavior of the system in question to affect the size and distribution of future events. However, unlike an avalanche oscillator, the process of stress concentration may be self-reinforcing as large events may themselves cause stress concentrations through multiple failures of weakened cells during the same event, thus stress synchronizing those cells as well. Also the avalanche oscillator relies on the presence of some kind of hardening mechanism, while the stress concentration mechanism does not.

Ductility will be increased when the critical nucleation size for large shear bands cannot be attained because in those cases, large system-spanning shear bands simply will not form. Evidence for this notion can be seen in the observations of Conner et al. who found that Vitreloy 106 metallic glass wires with diameters below a certain size show enhanced ductility. We approximate this spatial dimension by comparing the stress drop sizes of both the large events and the feet. We note that the nucleation size in units of stress is approximately one order of magnitude less than the stress drop size of the largest events. The largest events span the entire shear plane. Assuming a linear relationship between stress drop size and slip area, we would then expect the cross-sectional

Figure 4. Simulation: The foot occurrence rate as a function of weakening in the mean-field simulations for large avalanches that have a size > 10^−6 in simulation units. The rate is defined as the fraction of avalanches that are larger than 10−6 that have a foot. For weakening above ~0.006, large, system-spanning events become prevalent, and the foot rate increases approximately linearly with weakening. System size = 10^5 cells; c = 0.9986; 95% error bars are shown.
area of the nucleation size to be approximately one order of magnitude smaller than the area of the shear plane. Although this relationship is not truly linear for the large events as cells may fail multiple times, such effects do not grow the stress drop more than an order of magnitude. We therefore estimate the critical nucleation size to be on the order of $10^{-4}$ mm$^2$ using the experimental data shown here, which is approximately equal to the wire cross-section below which ductility is known to increase substantially$^{39,40}$. In this case, the restriction on the critical nucleation size imposed by the system size in combination with the inhomogeneous stress state due to bending leads to increased plasticity. Initially, large shear bands do not form, although small ones still will, because the critical nucleation size is larger than the wire diameter. As the bending strain increases, the weakening also increases as tension increases dilation, causing the critical nucleation size to decrease, ultimately leading to the formation of shear bands associated with large avalanches. We note that predictions for the ductility of specimens with nanoscale and microscale dimensions require separate consideration as demonstrated by$^{37,41}$. For deformation experiments involving metallic glass specimens with nano- and microscale dimensions, see$^{42–48}$.

We have demonstrated that the sample size below which a sample becomes ductile can be predicted from the slip statistics seen at larger sample sizes. Our findings also have implications for strategies to increase the ductility of BMGs. Ductility can be improved by preventing the nucleation of the largest slips. This can be achieved either sufficiently reducing the sample size or by sufficiently increasing the total stiffness $K_{\text{total}}$ or by engineering the microstructure (through appropriate spacing of heterogeneities) such that the largest slips remain smaller than the nucleation size. Naturally occurring heterogeneities (e.g. porosity) could also effectively reduce the weakening, so as to sufficiently increase the nucleation size to achieve the same effect.

In summary, we have identified the mechanism of system-spanning shear bands in BMGs in both our experiments and simulations. The end of the foot in the stress-drop rate – time profile of a large avalanche corresponds to a small avalanche that nucleates into a large system-spanning shear band, thereby marking a transition in the propagation dynamics of the avalanche. We have devised a method to quantitatively identify these feet in experiments and simulations. The predictions of a simple mean-field model explain the observations, including the observation that the final failure event has no foot (presumably dilation has increased the weakening to the point that the nucleation size becomes infinitesimal). The agreement between the experiments and the mean-field model further extends the notion of universality in plasticity. For applications beyond BMGs, the analysis also provides a method to identify the cause for large events observed in experiments or simulations and to distinguish between the different causes, with event nucleation as one possibility and percolation, finite size effects, or too low machine stiffness as others. Finally the study provides a way to use the slip statistics in macroscopic samples to predict the sample size below which a material becomes more ductile. The model also predicts ways to increase ductility in new materials and to rapidly test for relative ductility in libraries of new BMG compositions.

**Data availability**

All data used in this study is available from the corresponding author upon reasonable request.

Received: 25 May 2022; Accepted: 17 October 2022

**References**

1. Antonaglia, J. et al. Bulk metallic glasses deform via slip avalanches. *Phys. Rev. Lett.* **112**, 155501 (2014).
2. Wright, W. J. et al. Experimental evidence for both progressive and simultaneous shear during quasistatic compression of a bulk metallic glass. *J. Appl. Phys.* **119**, 084908 (2016).
3. Antonaglia, J. et al. Tuned critical avalanche scaling in bulk metallic glasses. *Sci. Rep.* **4**, 4382 (2014).
4. Greer, J. R. & De Hosson, J. T. M. Plasticity in small-sized metallic systems: Intrinsic versus extrinsic size effect. *Prog. Mat. Sci.* **56**, 654 (2011).
5. Dahmen, K. A., Ben-Zion, Y. & Uhl, J. T. Micromechanical model for deformation in solids with universal predictions for stress-strain curves and slip avalanches. *Phys. Rev. Lett.* **102**, 175501 (2009).
6. Denisov, D. V., Lörincz, K. A., Uhl, J. T., Dahmen, K. A. & Schall, P. Universality of slip avalanches in flowing granular matter. *Nat. Commun.* **7**, 10641 (2016).
7. Denisov, D. V. et al. Universal slip dynamics in metallic glasses and granular matter. *Sci. Rep.* **7**, 43376 (2017).
8. Zhang, Y. et al. Microstructures and properties of high-entropy alloys. *Prog. Mater. Sci.* **61**, 1 (2014).
9. Scholz, C. H. The frequency–magnitude relation of microfracturing in rock and its relation to earthquakes. *Bull. Seismol. Soc. Am.* **58**, 399 (1968).
10. Uhl, J. T. et al. Universal quake statistics: From compressed nanocrystals to earthquakes. *Sci. Rep.* **5**, 16493 (2015).
11. Greer, A. L., Cheng, Y. Q. & Ma, E. Shear bands in metallic glasses. *Mater. Sci. Eng. R* **74**, 71 (2013).
12. Cao, P. et al. Nanomechanics of slip avalanches in amorphous plasticity. *J. Mech. Phys. Solids* **114**, 158 (2018).
13. Cheng, Y. Q. & Ma, E. Intrinsic shear strength of metallic glass. *Acta Mater.* **59**, 1800 (2011).
14. Shi, Y. & Falk, M. L. Atomic-scale simulations of strain localization in three-dimensional model amorphous solids. *Phys. Rev. B* **73**, 214201 (2006).
15. Hufnagel, T. C., Schuh, C. A. & Falk, M. L. Deformation of metallic glasses: Recent developments in theory, simulations, and experiments. *Acta Mater.* **109**, 375 (2016).
16. Shimizu, F., Ogata, S. & Li, J. Yield point of metallic glass. *Acta Mater.* **54**, 4293 (2006).
17. Perepezko, J. H., Hirnoff, S. D., Chen, M., Wang, J. & Gonzalez, S. Nucleation of shear bands in amorphous alloys. *PNAS* **111**(11), 3938 (2014).
18. Carroll, R. et al. Experiments and model for serration statistics in low-entropy, medium-entropy and high-entropy alloys. *Sci. Rep.* **5**, 16997 (2015).
19. Schuh, C. A., Hufnagel, T. C. & Ramamurty, U. Mechanical behavior of amorphous alloys. *Acta Mater.* **55**, 4067 (2007).
20. Argon, A. S. Plastic deformation in metallic glasses. *Acta Metall. Mater.* **27**, 47 (1979).
21. Li, J., Spaepen, F. & Hufnagel, T. C. Nanometre-scale defects in shear bands in a metallic glass. *Philos. Mag. A* **82**, 2623 (2002).
22. Magagnosc, D. J. et al. Tunable tensile ductility in metallic glasses. *Sci. Rep.* **3**, 1096 (2013).
23. Liu, L., Hasana, M. & Kumar, G. Metallic glass nanostructures: Fabrication, properties, and applications. *Nanoscale* **6**, 2027 (2014).
24. Li, J. et al. Universality of slip avalanches in a ductile Fe-based bulk metallic glass. *J. Iron Steel Res. Int.* **24**, 366 (2017).
25. Qiao, D. & Peker, A. Enhanced glass forming ability in Zr-based bulk metallic glasses with Hf Addition. *Intermetallics* **24**, 115 (2012).

26. Wright, W. J., Byer, R. R. & Gu, X. High-speed imaging of a bulk metallic glass during uniaxial compression. *Appl. Phys. Lett.* **102**, 241920 (2013).

27. Wright, W. J., Samale, M. W., Hufnagel, T. C., LeBlanc, M. M. & Florand, J. N. Studies of shear band velocity using spatially and temporally resolved measurements of strain during quasi-static compression of a bulk metallic glass. *Acta Mater.* **57**, 4639 (2009).

28. Han, Z., Wu, W. F., Li, Y., Wei, Y. J. & Guo, H. J. An instability index of shear band for plasticity in metallic glasses. *Acta Mater.* **57**, 1367 (2009).

29. Bharathula, A., Lee, S.-W., Wright, W. J. & Flores, K. M. Compression testing of metallic glass at small length scales: Effects on deformation mode and stability. *Acta Mater.* **58**, 5789 (2010).

30. Dahmen, K. A., Ertas, D. & Ben-Zion, Y. Gutenberg–Richter and characteristic earthquake behavior in simple mean-field models of heterogeneous faults. *Phys. Rev. E* **58**, 1494 (1998).

31. Fisher, D. S., Dahmen, K., Ramanathan, S. & Ben-Zion, Y. Statistics of earthquakes in simple models of heterogeneous faults. *Phys. Rev. Lett.* **78**, 4885 (1997).

32. Maas, R., Wraith, M., Uhl, J. T., Greer, J. R. & Dahmen, K. A. Slip statistics of dislocation avalanches under different loading modes. *Phys. Rev. E* **91**, 042403 (2015).

33. Dalla Torre, F. H., Krausminzer, D., Maas, R. & Löffler, J. F. Stick–slip behavior of serrated flow during inhomogeneous deformation of bulk metallic glasses. *Acta Mater.* **58**, 3742 (2010).

34. Wright, W. J. et al. Slip statistics for a bulk metallic glass composite reflect its ductility. *J. Appl. Phys.* **124**, 185101 (2018).

35. Gammer, C., Rentenberger, C., Beitel, Schmidt, D., Minor, A. M. & Eckert, J. Direct observation of nanocrystal-induced enhancement of tensile ductility in a metallic glass composite. *Mater. Des.* **209**, 109970 (2021).

36. Ketow, S. V. et al. Rejuvenation of metallic glasses by non-affine thermal strain. *Nature* **524**, 200 (2015).

37. Sopu, D., Foroughi, A., Stoica, M. & Eckert, J. Brittle-to-ductile transition in metallic glass nanowires. *Nano Lett.* **16**, 4467 (2016).

38. Papanikolaou, S. et al. Quasi-periodic events in crystal plasticity and the self-organized avalanche oscillator. *Nature* **490**, 519 (2012).

39. Conner, R. D., Johnson, W. L., Paton, N. E. & Nix, W. D. Shear bands and cracking of metallic glass plates in bending. *J. Appl. Phys.* **94**, 904 (2003).

40. Conner, R. D., Li, Y., Nix, W. D. & Johnson, W. L. Shear band spacing under bending of Zr-based metallic glass plates. *Acta Mater.* **52**, 2429 (2004).

41. Shi, Y. Size-independent shear band formation in amorphous nanowires made from simulated casting. *Appl. Phys. Lett.* **96**, 121909 (2010).

42. Volker, C. A., Donohue, A. & Spaepen, F. Effect of sample size on deformation in amorphous metals. *J. Appl. Phys.* **103**, 083539 (2008).

43. De Hosson, J. T. M. Advances in transmission electron microscopy: In situ straining and in situ compression experiments on metallic glasses. *Microsc. Res. Tech.* **72**, 250 (2009).

44. Shan, Z. W. et al. Plastic flow and failure resistance of metallic glass: Insight from in situ compression of nanopillars. *Phys. Rev. B. Condens. Matt. Phys.* **77**, 155419 (2008).

45. Guo, H. H. et al. Tensile ductility and necking of metallic glass. *Nat. Mater.* **6**, 735 (2007).

46. Jang, D. & Greer, J. R. Transition from a strong-yet-brittle to a stronger-and-ductile state by size reduction of metallic glasses. *Nat. Mater.* **9**, 215 (2010).

47. Qu, R. et al. Size-dependent failure of the strongest bulk metallic glass. *Acta Mater.* **178**, 249 (2019).

48. Qu, R. et al. Fracture of a micrometer-sized brittle metallic glass. *Acta Mater.* **218**, 117219 (2021).

Acknowledgements

We thank Will McFaul, Mo Sheikh, Nic Argibay, Mike Chandross, Andrew Kustas, and Shuyi Zhang for helpful conversations. We gratefully acknowledge support from NSF CBET 1336634 (KD), NSF DMR 1042734 (WJW), and the Heinemann Family Professorship at Bucknell University (WJW). WJW and KAD also thank the Kavli Institute for Theoretical Physics for hospitality and support under NSF PHY17-48958.

Author contributions

Conception of the work: A.A.L, W.J.W, J.T.U, K.A.D. Experimental data collection: W.J.W, X.G. Data Analysis: A.A.L. Simulations: A.A.L., A.T. Manuscript writing: A.A.L., W.J.W., K.A.D. Manuscript editing: A.A.L., W.J.W., K.A.D., M.N.

Author information

Jonathan T. Uhl is retired.

Competing interests

The authors declare no competing interests.

Additional information

Supplementary Information The online version contains supplementary material available at https://doi.org/10.1038/s41598-022-22548-8.

Correspondence and requests for materials should be addressed to A.A.L.

Reprints and permissions information is available at www.nature.com/reprints.

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.
