Potential of Health Insurance Claims Data to Predict Fractures in Older Adults: A Prospective Cohort Study
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Purpose: In older adults, fractures are associated with mortality, disability, loss of independence and high costs. Knowledge on their predictors can help to identify persons at high risk who may benefit from measures to prevent fractures. We aimed to assess the potential of German claims data to predict fractures in older adults.

Patients and Methods: Using the German Pharmacoepidemiological Research Database (short GePaRD; claims data from ~20% of the German population), we included persons aged ≥65 years with at least one year of continuous insurance coverage and no fractures prior to January 1, 2017 (baseline). We randomly divided the study population into a training (80%) and a test sample (20%) and used logistic regression and random forest models to predict the risk of fractures within one year after baseline based on different combinations of potential predictors.

Results: Among 2,997,872 persons (56% female), the incidence per 10,000 person years of any fracture in women increased from 133 in age group 65–74 years (men: 71) to 583 in age group 85+ (men: 332). The maximum predictive performance as measured by the area under the curve (AUC) across models was 0.63 in men and 0.60 in women and was achieved by combining information on drugs and morbidities. AUCs were lowest in age group 85+.

Conclusion: Our study showed that the performance of models using German claims data to predict the risk of fractures in older adults is moderate. Given that the models used data readily available to health insurance providers in Germany, it may still be worthwhile to explore the cost–benefit ratio of interventions aiming to reduce the risk of fractures based on such prediction models in certain risk groups.
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Introduction

Older adults have a high risk of fractures that further increases with advancing age.1–4 Fractures can be detrimental for older adults as they are associated with a high risk of death, disability and loss of independence.5–7 In addition to age and sex, a number of other factors like prior fractures, chronic morbidities such as osteoporosis, Parkinson’s disease, dementia as well as lifestyle-related factors such as alcohol and illicit drug abuse, heavy smoking and low Body Mass Index (BMI) have been shown to be associated with an increased risk of fractures.8–15 Moreover, the use of certain medications has been linked to an increased risk of falls and fractures such as those included in the so-called list of fall risk increasing drugs (FRIDs) (loop diuretics, digitalis, antipsychotics, antidepressants, benzodiazepines, opioids and antiepileptics) as well as further drugs such as proton pump inhibitors and glucocorticoids.16–20 Additionally, the number of used medications overall, which is associated with multimorbidity, as well as the cumulative effects of medications with anticholinergic activity, known as anticholinergic burden (AB), have been identified as potential risk factors for fractures.21,22
Due to the effects of fractures on morbidity, mortality as well as healthcare costs, risk-based prevention strategies directed at persons with a high risk of fractures are needed. However, in order to implement these strategies detailed knowledge regarding risk factors of fractures and their relevance is required. Information on some of the known predictors of fractures is available in claims data. Prediction of fractures based on claims data would be useful as the data is readily available, includes information from various settings (inpatient, outpatient, pharmacy) and the analysis is fairly cheap and often representative of entire populations. However, it is not clear to what extent the information available in (German) claims data is useful for predicting fractures, which of the available predictors are most useful and whether the predictive power differs by sex and age.

We therefore aimed to assess the potential of German claims data to predict fractures in older adults stratified by age group and sex.

**Methods**

**Data Source**

We used the German Pharmacoepidemiological Research Database (GePaRD), which is based on claims data from four statutory health insurance providers in Germany and currently includes information on approximately 25 million persons who have been insured with one of the participating providers since 2004 or later. Per data year, there is information on approximately 20% of the general population and all geographical regions of Germany are represented. In Germany, about 90% of the general population is covered by statutory health insurance. The healthcare system is characterized by uniform access to all levels of care and free choice of providers.

In addition to demographic data, GePaRD contains information on outpatient drug dispensations as well as outpatient (ie, from general practitioners and specialists) and inpatient services and diagnoses. Information on medication includes the anatomical-therapeutic-chemical (ATC) code, the prescription and dispensation date, the specialty of the prescriber as well as the number of defined daily doses (DDDs). Diagnoses are coded according to the German modification of the International Classification of Diseases and Related Health Problems, 10th Revision (ICD-10-GM).

**Study Design and Study Population**

A cohort was established which included all persons from GePaRD with continuous insurance coverage from January 1, 2016 to January 1, 2017 (inclusion period) without missing information on sex and age. Further inclusion criteria were German residency, age 65 years or older during the inclusion period. Moreover, only persons with no record of a fracture between January 1, 2017 and the beginning of the individual lookback period (as early as January 1, 2004) were included to focus on persons most relevant for primary prevention of fractures. It is already known that persons with prior fractures are at high risk for subsequent fractures, so measures to prevent a second fracture may already have been taken. Time before January 1, 2017 was defined as baseline period where information on potential predictors was assessed. The occurrence of fractures was assessed during the follow-up period from January 1 to December 31, 2017. Persons were followed until the first of the following criteria: death, occurrence of fractures, end of insurance or end of follow-up period.

**Potential Predictors of Fractures and Study Outcome**

We considered the following potential predictors of fractures, which were identified from literature and are available in claims data: (i) morbidities influencing the risk of fractures and falls: osteoporosis, osteoarthritis, rheumatoid arthritis, vitamin D deficiency, Parkinson’s disease, dementia and type 2 diabetes mellitus; (ii) codes for lifestyle-related factors or morbidities relevant to the risk of fractures: alcohol abuse, heavy smoking and obesity (high BMI associated with lower risk of fractures); (iii) codes indicating frailty: nursing home residency; (iv) medications relevant to the risk of fractures: high-ceiling diuretics, cardiac glycosides, antidepressants, antipsychotics, benzodiazepines, opioids, antiepileptics, glucocorticoids, proton pump inhibitors, AB and polypharmacy (Table 1). The study outcome fractures, including hip and femur fractures, vertebral fractures, wrist, hand and shoulder fractures.
Table 1 Included Models and Predictors

| Model | Included Predictor(s) |
|-------|-----------------------|
| A     | AB                    |
| B     | FRIDs                 |
| D     | Polypharmacy          |
| D     | AB, FRIDs             |
| E     | AB, polypharmacy      |
| F     | FRIDs, polypharmacy   |
| G     | Glucocorticoids, proton pump inhibitors, osteoporosis medication, osteoporosis, osteoarthritis, rheumatoid arthritis, vitamin D deficiency, obesity, heavy smoking, alcohol abuse, illicit drug abuse, Parkinson’s disease, dementia, type 2 diabetes mellitus, nursing home residency |
| H     | AB, FRIDs, glucocorticoids, proton pump inhibitors, osteoporosis medication, osteoporosis, osteoarthritis, rheumatoid arthritis, vitamin D deficiency, obesity, heavy smoking, alcohol abuse, illicit drug abuse, Parkinson’s disease, dementia, type 2 diabetes mellitus, nursing home residency, polypharmacy |

Abbreviations: AB, anticholinergic burden; FRIDs, fall risk increasing drugs.

fractures, pelvis fractures and other fractures, were assessed based on ICD-10-GM codes recorded as inpatient main discharge diagnoses (see Appendix 1).

Definition of Study Variables
Information on medication and healthcare utilization was assessed between January 1 and December 31, 2016. We considered a person to be exposed to a medication of interest if the person had ≥1 dispensation in the outpatient setting of the respective medication. AB was assessed through the Anticholinergic Cognitive Burden (ACB) scale as described by Kiesel et al.37

Information on morbidities was assessed any time prior to January 1, 2017 (starting from database inception on January 1, 2004). Most morbidities were assessed through the presence of records of ≥1 ICD-10-GM inpatient or outpatient diagnoses. For some morbidities, also specific procedure (OPS) or service (EBM) codes relevant in the treatment of these conditions were considered (eg, hemodialysis in the case of renal failure). For type 2 diabetes, dementia and Parkinson’s disease specific disease identification algorithms were used to minimize misclassification (see Appendix 2).

Statistical Analyses
Crude incidence rates were calculated by dividing the number of fractures observed in the study period by the sum of person-time under risk of any fractures. Exact confidence intervals were calculated using the relationship between the chi-squared and the Poisson distribution.38 Univariate odds ratios (OR) were calculated to assess the association between the occurrence of fractures during follow-up (as binary variable) and selected pre-baseline predictor variable (with two or more categories). Estimation of univariate odds ratios and corresponding 95% confidence intervals was done non-parametrically.39

To develop and validate a prediction model, the data was split (8:2) into a training sample (n = 2,406,861) and a test sample (n = 591,011). The training sample was used to train a range of pre-specified models (Table 1) using both logistic regression and random forests. We considered models that used only information on medication (FRIDs, AB, polypharmacy), models that used only information on morbidities (including nursing home residency as indicator for frailty) as well as models that considered both. Given that glucocorticoids and proton pump inhibitors are mainly relevant due to their association with osteoporosis, these drugs were considered in the morbidity model rather than in the medication models. For random forests, 10-fold cross-validation was performed on the training sample. Threshold values for
predicting case vs non-case status were set using Youden’s J (sensitivity + specificity − 1). Predictive performance of all models was assessed on the test sample, using receiver operating characteristic (ROC) curves and the area under the ROC curve (AUC). The selected models included combinations of potential predictors of fractures, namely AB, FRIDs, polypharmacy and morbidities, co-medication and nursing home residency in order to assess their usefulness as predictors of fractures alone and in combination with other predictors.

Data preparation, calculation of summary statistics, incidence rates and univariate OR were done in SAS 9.4. Statistical modelling (ie, logistic regression and random forests) was done in R version 4.0.2 (caret package version 6.0–86, ranger package version 0.12.1). No parameter tuning was applied for random forests due to computational limitations, using the default settings in ranger instead.

**Ethics and Approvals**
In Germany, the utilization of health insurance data for scientific research is regulated by the Code of Social Law. All involved health insurance providers as well as the German Federal Office for Social Security and the Senator for Health, Women and Consumer Protection in Bremen as their responsible authorities approved the use of GePaRD data for this study. Informed consent for studies based on claims data is required by law unless obtaining consent appears unacceptable and would bias results, which was the case in this study. According to the Ethics Committee of the University of Bremen, studies based on GePaRD are exempt from institutional review board review.

**Results**
The study population comprised a total of 2,997,872 persons (56% women) with a median age of 74 years at baseline (interquartile range (IQR): 10 years). Crude incidence of any fracture across all age and sex groups was 176.1 per 10,000 person years. The incidence varied by sex and increased with age: While in age group 65–74 years, it was 133.1 in women and 70.6 in men, it was more than four times higher in age group ≥85 years (women: 583.1, men: 332.0). The highest incidence was observed for wrist, hand and shoulder fractures, followed by hip and femur fractures (Table 2). Compared to persons without fractures during follow-up, individuals with fractures had more chronic diseases at baseline (eg, dementia, Parkinson’s disease or osteoporosis) and were prescribed more medication for the treatment of chronic diseases as well as FRIDs. Individuals with fractures were also more likely to have high AB (ACB≥3) and polypharmacy (Table 3).

### Table 2 Incidence of Fractures (per 10,000 Person Years) in the Study Population by Age and Sex

| Age Groups | 65–74 Years | 75–84 Years | 85+ Years |
|-----------|------------|------------|----------|
|           | Men (N = 669,702) | Women (N = 838,130) | Men (N = 537,772) | Women (N = 656,261) | Men (N = 116,149) | Women (N = 179,858) | Total (N = 2,997,872) |
| Any fractures | 70.6 (68.6–72.6) | 133.1 (130.6–135.6) | 126.3 (123.3–129.4) | 249.9 (246.0–253.8) | 332.0 (321.2–343.1) | 583.1 (571.5–594.8) | 176.1 (174.6–177.6) |
| Hip fractures/femur fractures | 14.2 (13.3–15.1) | 19.8 (18.8–20.8) | 38.8 (37.1–40.5) | 65.9 (63.9–67.9) | 155.0 (147.7–162.6) | 255.3 (247.7–263.0) | 50.5 (49.7–51.3) |
| Vertebral fractures | 10.4 (9.7–11.2) | 17.0 (16.1–17.9) | 26.2 (24.8–27.6) | 48.3 (46.6–50.0) | 66.3 (61.6–71.3) | 108.4 (103.5–113.5) | 31.1 (30.5–31.7) |
| Wrist, hand and shoulder fractures | 20.2 (19.1–21.3) | 63.0 (61.3–64.7) | 25.0 (23.6–26.3) | 88.5 (86.2–90.8) | 41.3 (37.5–45.3) | 133.3 (127.8–138.9) | 55.4 (54.5–56.2) |
| Pelvis fractures | 1.7 (1.4–2.0) | 2.2 (1.9–2.6) | 4.6 (4.0–5.2) | 7.9 (7.2–8.6) | 14.5 (12.3–16.9) | 25.2 (22.9–27.7) | 5.5 (5.3–5.8) |
| Other fractures | 25.1 (23.9–26.4) | 32.8 (31.6–34.0) | 34.6 (33.1–36.3) | 45.5 (43.8–47.1) | 61.9 (57.3–66.8) | 78.1 (73.9–82.4) | 37.9 (37.2–38.6) |
### Table 3 Description of Study Population by Age, Sex and Fracture Status During Follow-Up

| Age Groups | 65–74 Years | 75–84 Years | 85+ Years | Men | Women | Men | Women | Men | Women | Men | Women | Men | Women |
|------------|-------------|-------------|-----------|-----|------|-----|------|-----|------|-----|------|-----|------|
| Fracture   | No Fracture | Fracture   | No Fracture | Fracture | No Fracture | Fracture | No Fracture | Fracture | No Fracture | Fracture | No Fracture |
| (N = 4460) | (N = 645,042) | (N = 10,991) | (N = 827,139) | (N = 4,157,927) | (N = 331,150) | (N = 1,579,447) | (N = 4,608,287) | (N = 3,570) | (N = 11,257) | (N = 1,465,968) | (N = 1,702,200) |
| None (ACB=0) | 1920 (41.4%) | 322,668 (48.6%) | 4370 (39.8%) | 376,507 (45.5%) | 1887 (28.5%) | 204,445 (38.5%) | 4452 (27.9%) | 221,747 (24.6%) | 998 (28.0%) | 36,055 (32.0%) | 2151 (26.1%) | 47,632 (28.0%) |
| Low (ACB=1) | 1187 (22.5%) | 177,390 (26.7%) | 2635 (24.0%) | 209,441 (25.3%) | 1734 (26.2%) | 150,370 (28.3%) | 3854 (24.1%) | 167,930 (26.3%) | 983 (27.3%) | 31,940 (28.4%) | 2412 (25.0%) | 44,654 (26.1%) |
| Medium (ACB=2) | 604 (13.4%) | 82,509 (12.4%) | 1522 (12.8%) | 1168 (13.9%) | 1168 (15.3%) | 95,950 (13.8%) | 275 (7.2%) | 136,190 (15.9%) | 19,422 (17.1%) | 30,589 (20.0%) | 346 (19.1%) | 50,186 (19.9%) |
| High (ACB3) | 939 (20.2%) | 81,675 (12.3%) | 2646 (22.4%) | 134,128 (16.2%) | 1820 (27.5%) | 93,376 (16.0%) | 4914 (30.8%) | 146,824 (22.9%) | 972 (27.3%) | 25,355 (22.5%) | 2886 (29.9%) | 47,520 (27.9%) |
| Mean cumulative AB (SD) | 244 (420.0) | 161 (305.7) | 342 (537.7) | 166 (315.7) | 303 (423.9) | 205 (332.3) | 293 (413.6) | 222 (350.2) | 237 (381.1) | 236 (345.7) | 29 (374.3) | 269 (364.7) |

### Use of different medications

| FRIDs | High-ceiling diuretics | Cardiac glycosides | Antidepressants | Antipsychotics | Benzodiazepines | Opioids | Antiepileptics |
|-------|------------------------|-------------------|-----------------|-----------------|-----------------|---------|---------------|
| 0     | 617 (13.2%) | 111,148 (16.8%) | 1481 (13.5%) | 141,058 (17.1%) | 435 (6.6%) | 49,119 (9.2%) | 1023 (6.4%) | 56,775 (8.9%) | 172 (4.8%) | 712 (6.3%) | 433 (4.5%) | 9536 (5.6%) |
| 1 to 4 | 1909 (41.0%) | 316,735 (47.6%) | 5127 (46.6%) | 422,946 (51.1%) | 2092 (31.6%) | 217,861 (41.0%) | 5707 (35.5%) | 272,309 (42.5%) | 1080 (30.3%) | 37,719 (33.5%) | 3031 (31.7%) | 56,785 (33.4%) |
| 5 to 9 (polypharmacy) | 1472 (31.6%) | 186,679 (28.1%) | 3176 (28.9%) | 209,699 (25.4%) | 2722 (40.1%) | 199,042 (37.3%) | 6342 (39.9%) | 232,815 (36.4%) | 1645 (46.1%) | 50,194 (44.6%) | 4379 (45.3%) | 75,872 (44.6%) |
| ≥ 10 (hyper-polypharmacy) | 662 (14.2%) | 50,180 (7.5%) | 1207 (11.0%) | 53,436 (6.5%) | 1375 (20.8%) | 66,130 (12.5%) | 2902 (18.2%) | 78,388 (12.2%) | 673 (18.5%) | 79,545 (15.6%) | 1785 (18.5%) | 28,007 (16.5%) |

### Other medication

| Morbidities | Gliocorticoids | Proton pump inhibitors |
|-------------|----------------|-----------------------|
| 628 (13.5%) | 66,424 (10.0%) | 1477 (31.3%) | 165,777 (24.9%) |

### Abbreviations:
- AB, anticholinergic burden; ACB, anticholinergic cognitive burden scale; FRIDs, fall risk increasing drugs.
Results of the univariate analysis showed an increased risk of fractures over all age and sex categories for persons with Parkinson’s disease, dementia, polypharmacy, FRIDs (particularly antipsychotics and high-ceiling diuretics), alcohol abuse, osteoporosis and high AB. The highest ORs regarding any fractures were observed for persons with Parkinson’s disease (age group 65–74 years: 3.2 for men, 2.7 for women; age group 75–84 years: 2.7 for men, 2.1 for women and age group 85+: 1.4 for men, 1.2 for women) and dementia (age group: 65–74 years: 2.9 in men, 2.6 in women; age group 75–84 years: 2.2 in men, 2.3 in women and age group 85+: 1.5 in men, 1.4 in women) (Table 4).

Table 4 Predictors of Any Fractures by Sex and Age (Univariate Model)

| Predictors | Age Groups | 65–74 Years | 75–84 Years | 85+ Years |
|------------|------------|-------------|-------------|-----------|
|             |            | Men (N = 669,702) | Women (N = 838,130) | Men (N = 656,261) | Women (N = 116,149) | Men (N = 179,858) |
| AB         | None (ACB=0) (ref) | — | — | — | — | — |
| Low (ACB=1) | 1.1 (1.0–1.2) | 1.1 (1.0–1.1) | 1.2 (1.2–1.3) | 1.1 (1.1–1.2) | 1.1 (1.0–1.2) | 1.0 (1.0–1.1) |
| Medium (ACB=2) | 1.2 (1.1–1.3) | 1.2 (1.2–1.3) | 1.6 (1.5–1.7) | 1.3 (1.3–1.4) | 1.2 (1.0–1.3) | 1.1 (1.1–1.2) |
| High (ACB=3) | 1.9 (1.8–2.1) | 1.6 (1.5–1.7) | 2.1 (1.9–2.2) | 1.7 (1.6–1.7) | 1.4 (1.3–1.5) | 1.1 (1.1–1.2) |
| AB         | 0 (ref) | — | — | — | — | — |
| 1–25th percentile | 1.1 (1.0–1.2) | 1.0 (1.0–1.1) | 1.3 (1.2–1.4) | 1.1 (1.1–1.2) | 1.1 (1.0–1.3) | 1.0 (1.0–1.1) |
| 26–50th percentile | 1.2 (1.1–1.3) | 1.2 (1.1–1.2) | 1.4 (1.3–1.5) | 1.2 (1.2–1.3) | 1.1 (1.0–1.3) | 1.0 (1.0–1.1) |
| 51–75th percentile | 1.2 (1.1–1.3) | 1.2 (1.1–1.3) | 1.5 (1.4–1.6) | 1.4 (1.3–1.4) | 1.2 (1.0–1.3) | 1.1 (1.0–1.2) |
| 76–100th percentile | 1.9 (1.7–2.0) | 1.7 (1.6–1.8) | 2.1 (2.0–2.3) | 1.8 (1.7–1.8) | 1.4 (1.3–1.6) | 1.2 (1.1–1.3) |
| Use of different medication | 0 (ref) | — | — | — | — | — |
| 1 to 4 | 1.1 (1.0–1.2) | 1.2 (1.1–1.2) | 1.1 (1.0–1.2) | 1.2 (1.0–1.2) | 1.2 (1.0–1.4) | 1.2 (1.1–1.3) |
| Polypharmacy (5 to 9 different medications) | 1.4 (1.3–1.6) | 1.4 (1.4–1.5) | 1.6 (1.4–1.7) | 1.5 (1.4–1.6) | 1.4 (1.2–1.6) | 1.3 (1.1–1.4) |
| Hyper-polypharmacy (≥ 10 different medications) | 2.4 (2.1–2.7) | 2.2 (2.0–2.3) | 2.3 (2.1–2.6) | 2.1 (1.9–2.2) | 1.6 (1.3–1.9) | 1.4 (1.3–1.6) |
| FRIDs | 1.9 (1.8–2.0) | 1.5 (1.4–1.6) | 2.0 (1.9–2.1) | 1.6 (1.5–1.6) | 1.5 (1.4–1.6) | 1.2 (1.1–1.2) |
| High-ceiling diuretics | 1.9 (1.8–2.1) | 1.6 (1.5–1.7) | 1.9 (1.8–2.0) | 1.4 (1.3–1.4) | 1.4 (1.3–1.4) | 1.1 (1.1–1.1) |
| Cardiac glycosides | 1.4 (1.2–1.8) | 1.1 (0.9–1.4) | 1.1 (1.0–1.3) | 1.0 (0.9–1.1) | 1.0 (0.9–1.2) | 0.9 (0.8–0.9) |
| Antidepressants | 1.9 (1.7–2.1) | 1.4 (1.4–1.5) | 1.9 (1.7–2.0) | 1.6 (1.5–1.6) | 1.5 (1.3–1.6) | 1.2 (1.2–1.3) |
| Antipsychotics | 2.3 (2.0–2.6) | 1.7 (1.6–1.9) | 2.7 (2.4–2.9) | 1.9 (1.8–2.0) | 1.7 (1.5–1.9) | 1.3 (1.2–1.4) |
| Benzodiazepines | 1.5 (1.3–1.9) | 1.4 (1.2–1.5) | 1.8 (1.6–2.1) | 1.3 (1.2–1.4) | 1.3 (1.1–1.5) | 1.1 (1.0–1.2) |
| Opioids | 1.8 (1.6–2.0) | 1.6 (1.5–1.7) | 1.6 (1.5–1.8) | 1.5 (1.4–1.5) | 1.3 (1.2–1.4) | 1.1 (1.1–1.2) |
| Antiepileptics | 2.0 (1.8–2.2) | 1.8 (1.6–1.9) | 1.7 (1.6–1.8) | 1.5 (1.4–1.6) | 1.1 (1.0–1.2) | 1.0 (0.9–1.1) |
| Other medication | Glucocorticoids | 1.4 (1.3–1.5) | 1.3 (1.3–1.4) | 1.3 (1.2–1.3) | 1.3 (1.2–1.3) | 1.0 (0.9–1.1) | 1.1 (1.0–1.2) |
| Proton pump inhibitors | 1.4 (1.3–1.5) | 1.3 (1.2–1.3) | 1.4 (1.3–1.4) | 1.3 (1.2–1.3) | 1.2 (1.1–1.3) | 1.0 (1.0–1.1) |
| Morbidities and lifestyle factors | Osteoporosis | 2.0 (1.8–2.2) | 1.6 (1.5–1.7) | 2.0 (1.8–2.1) | 1.6 (1.6–1.7) | 1.5 (1.3–1.6) | 1.3 (1.3–1.4) |
| Osteoarthrosis | 1.2 (1.1–1.3) | 1.2 (1.1–1.2) | 1.1 (1.0–1.1) | 1.2 (1.2–1.3) | 1.1 (1.0–1.2) | 1.0 (0.9–1.0) |
| Rheumatoid arthritis | 1.2 (1.1–1.2) | 1.2 (1.1–1.2) | 1.2 (1.1–1.2) | 1.1 (1.1–1.2) | 1.0 (0.9–1.1) | 1.0 (1.0–1.1) |
| Vitamin D deficiency | 1.3 (1.1–1.4) | 1.2 (1.1–1.3) | 1.4 (1.3–1.5) | 1.1 (1.1–1.2) | 1.0 (0.9–1.2) | 1.1 (1.0–1.2) |
| Obesity | 1.1 (1.1–1.2) | 1.0 (0.9–1.0) | 1.1 (1.0–1.2) | 1.0 (0.9–1.0) | 0.9 (0.8–1.0) | 0.8 (0.8–0.9) |

(Continued)
Predictive performance of the models, as measured by the AUC, is shown in Table 5 for men and in Table 6 for women. In models using medication and utilization of medication as predictors (models A–F), the range of AUC was 0.51–0.60 for both the random forest models and the logistic regression models. In model G, which included predictors related to morbidities and lifestyle, the AUC in the age group 65–74 years was 0.60 in men (logistic regression model: 0.60) and 0.59 in women (logistic regression model: 0.59). In the age group 75–84 years, the AUC for the random forest model was 0.61 in men (logistic regression model: 0.61) and 0.60 in women (logistic regression model: 0.60). In the age group ≥85 years, the AUC for the random forest model was 0.57 for men (logistic regression model: 0.57) and 0.54 in women (logistic regression model: 0.55). In model H, which included all predictors used in the previous models, the AUC in the age group 65–74 years, was 0.60 in men (logistic regression model: 0.61) and 0.58 in women (logistic regression model: 0.60). In the age group ≥85 years the AUC for the random forest model was 0.62 in men (logistic regression model: 0.63) and 0.59 in women (logistic regression model: 0.60). In the age group ≥85 years, the AUC for the random forest model was 0.56 for men (logistic regression model: 0.58) and 0.54 in women (logistic regression model: 0.55). Across all sex and age groups, models G and H had the highest AUCs in random forest and logistic regression models.

Discussion

Based on a large and unselected population sample including 2,997,872 persons aged 65 or older, we assessed the usefulness of information available in GePaRD for the prediction of fractures within up to one year after baseline, stratified by age and sex. In the univariate analysis, the predictors Parkinson’s disease, dementia, hyper-polypharmacy, FRIDs, alcohol abuse, osteoporosis and AB showed the strongest association with fractures. In the multivariate analysis, models that included medication, morbidities and lifestyle-related factors achieved the highest predictive performance as measured by the AUC. AUCs were lowest in age group 85+. The performance of the random forest models was largely similar to the logistic regression models.

A study (n = 288,086) aiming to predict osteoporotic hip fractures based on German claims data using machine learning reported AUCs ranging from 0.65 to 0.70. However, unlike in our study, this study did not exclude persons with prior fractures, so occurrence of the strong predictor “prior fracture” was included in the models, which likely explains the higher AUC compared to our study. Moreover, the study had information on the level of care (a higher level suggesting a higher frailty and thus a higher risk of falls and fractures) and the study population was based only on statutory health insurance data of persons working in agriculture and their families, ie, a study cohort with higher baseline risk for fractures. Indeed, the authors reported that 3% of the study population experienced a hip fracture during follow-up, which is much higher compared to our study in which 1.7% of the population had any fracture during follow-up. Compared to studies analyzing data with more clinical and laboratory information such as bone mineral density, vitamin D3, T-scores of the hip and lumbar spine as well as biochemical glucose measurements, the predictive performance of our model using only claims data is not as good. A recent study from the Netherlands reported

Table 4 (Continued).

| Predictors                  | Age Groups |
|-----------------------------|------------|
|                            | 65–74 Years | 75–84 Years | 85+ Years  |
|                            | Men (N = 669,702) | Women (N = 838,130) | Men (N = 537,772) | Women (N = 656,261) | Men (N = 116,149) | Women (N = 179,858) |
| Heavy smoking               | 1.4 (1.3–1.5) | 1.3 (1.2–1.3) | 1.6 (1.4–1.7) | 1.4 (1.3–1.5) | 1.1 (1.0–1.3) | 1.0 (0.9–1.2) |
| Alcohol abuse               | 2.1 (2.0–2.3) | 1.9 (1.8–2.1) | 1.9 (1.8–2.1) | 1.7 (1.6–1.8) | 1.3 (1.1–1.5) | 1.1 (1.0–1.3) |
| Parkinson’s disease         | 3.2 (2.8–3.8) | 2.7 (2.3–3.1) | 2.7 (2.4–2.9) | 2.1 (2.0–2.3) | 1.4 (1.3–1.7) | 1.2 (1.1–1.3) |
| Dementia                    | 2.9 (2.3–3.6) | 2.6 (2.2–3.1) | 2.2 (2.0–2.5) | 2.3 (2.1–2.5) | 1.5 (1.3–1.7) | 1.4 (1.3–1.6) |
| Type 2 diabetes mellitus    | 1.2 (1.1–1.3) | 1.0 (1.0–1.1) | 1.2 (1.1–1.3) | 1.1 (1.0–1.1) | 1.0 (0.9–1.1) | 1.0 (1.0–1.1) |
| Nursing home residence      | 2.2 (2.0–2.4) | 1.7 (1.6–1.8) | 2.0 (1.9–2.1) | 1.6 (1.6–1.7) | 1.5 (1.4–1.6) | 1.2 (1.1–1.2) |

Abbreviations: AB, anticholinergic burden; ACB, anticholinergic cognitive burden scale; FRIDs, fall risk increasing drugs.
Table 5 Predictive Performance of All Models (Men)

| Model | Age Group | AUC | MSPE | Se* | Sp* | AUC | MSPE | Se* | Sp* | AUC | MSPE | Se* | Sp* | AUC | MSPE | Se* | Sp* | AUC | MSPE | Se* | Sp* |
|-------|-----------|-----|------|-----|-----|-----|------|-----|-----|-----|------|-----|-----|-----|------|-----|-----|-----|------|-----|-----|
|       | 65–74 Years |     |      |     |     |     |      |     |     |     |      |     |     |     |      |     |     |     |      |     |     |
| A     | Random Forest | 0.55 | 0.007 | 0.20 | 0.88 | 0.55 | 0.00697 | 0.20 | 0.88 | 0.58 | 0.0126 | 0.45 | 0.67 | 0.58 | 0.0126 | 0.45 | 0.67 | 0.53 | 0.0297 | 0.73 | 0.32 |
| B     | Logistic Model | 0.57 | 0.007 | 0.35 | 0.79 | 0.57 | 0.00697 | 0.35 | 0.79 | 0.58 | 0.0126 | 0.48 | 0.69 | 0.58 | 0.0126 | 0.48 | 0.69 | 0.56 | 0.0296 | 0.61 | 0.51 |
| C     | Random Forest | 0.57 | 0.007 | 0.39 | 0.73 | 0.58 | 0.00697 | 0.39 | 0.73 | 0.58 | 0.0126 | 0.43 | 0.69 | 0.58 | 0.0126 | 0.43 | 0.69 | 0.53 | 0.0297 | 0.45 | 0.62 |
| D     | Logistic Model | 0.57 | 0.007 | 0.35 | 0.79 | 0.57 | 0.00696 | 0.35 | 0.79 | 0.60 | 0.0126 | 0.55 | 0.63 | 0.60 | 0.0126 | 0.55 | 0.63 | 0.56 | 0.0296 | 0.61 | 0.51 |
| E     | Random Forest | 0.57 | 0.007 | 0.3  | 0.81 | 0.58 | 0.00697 | 0.39 | 0.74 | 0.59 | 0.0126 | 0.45 | 0.7 | 0.59 | 0.0126 | 0.42 | 0.72 | 0.54 | 0.0297 | 0.41 | 0.66 |
| F     | Logistic Model | 0.58 | 0.007 | 0.4  | 0.74 | 0.59 | 0.00696 | 0.40 | 0.74 | 0.60 | 0.0126 | 0.51 | 0.66 | 0.60 | 0.0126 | 0.49 | 0.67 | 0.55 | 0.0296 | 0.61 | 0.5 |
| G     | Random Forest | 0.60 | 0.007 | 0.38 | 0.79 | 0.60 | 0.00696 | 0.37 | 0.8 | 0.61 | 0.0126 | 0.45 | 0.72 | 0.61 | 0.0126 | 0.43 | 0.74 | 0.57 | 0.0296 | 0.55 | 0.58 |
| H     | Logistic Model | 0.60 | 0.007 | 0.43 | 0.75 | 0.61 | 0.00696 | 0.49 | 0.7 | 0.62 | 0.0127 | 0.62 | 0.57 | 0.63 | 0.0126 | 0.59 | 0.62 | 0.56 | 0.0297 | 0.49 | 0.61 |

Note: *Youden (sensitivity and specificity are given at the optimal Youden value).
Abbreviations: AUC, area under the curve; MSPE, mean squared prediction error; Se, sensitivity; Sp, specificity.
### Table 6 Predictive Performance of All Models (Women)

| Model | Age Group       | 65–74 years |   |   | 75–84 Years |   |   | 85+ Years |   |   |
|-------|----------------|-------------|---|---|-------------|---|---|-----------|---|---|
|       | Random Forest | AUC  | MSPE | Se*  | Sp* | Logistic Model | AUC  | MSPE | Se*  | Sp* | AUC  | MSPE | Se*  | Sp* | AUC  | MSPE | Se*  | Sp* |
| A     |                | 0.54 | 0.0129 | 0.36  | 0.71 |                | 0.54 | 0.01286 | 0.36  | 0.71 | 0.56 | 0.0233 | 0.48  | 0.61 | 0.56 | 0.0233 | 0.48  | 0.61 |
| B     |                | 0.54 | 0.0129 | 0.34  | 0.74 |                | 0.54 | 0.01286 | 0.34  | 0.74 | 0.55 | 0.0233 | 0.49  | 0.61 | 0.55 | 0.0233 | 0.49  | 0.61 |
| C     |                | 0.56 | 0.0129 | 0.32  | 0.77 |                | 0.56 | 0.01286 | 0.32  | 0.77 | 0.57 | 0.0233 | 0.49  | 0.61 | 0.57 | 0.0233 | 0.49  | 0.61 |
| D     |                | 0.55 | 0.0129 | 0.39  | 0.70 |                | 0.55 | 0.01286 | 0.39  | 0.70 | 0.57 | 0.0233 | 0.55  | 0.56 | 0.57 | 0.0233 | 0.55  | 0.56 |
| E     |                | 0.56 | 0.0129 | 0.65  | 0.43 |                | 0.56 | 0.01286 | 0.37  | 0.72 | 0.57 | 0.0233 | 0.59  | 0.52 | 0.57 | 0.0233 | 0.53  | 0.58 |
| F     |                | 0.56 | 0.0129 | 0.44  | 0.65 |                | 0.56 | 0.01286 | 0.44  | 0.65 | 0.57 | 0.0233 | 0.62  | 0.50 | 0.57 | 0.0233 | 0.57  | 0.54 |
| G     |                | 0.59 | 0.0129 | 0.48  | 0.67 |                | 0.59 | 0.01284 | 0.55  | 0.6  | 0.60 | 0.0233 | 0.60  | 0.54 | 0.60 | 0.0233 | 0.51  | 0.63 |
| H     |                | 0.58 | 0.0129 | 0.46  | 0.67 |                | 0.60 | 0.01284 | 0.47  | 0.68 | 0.59 | 0.0233 | 0.54  | 0.60 | 0.60 | 0.0233 | 0.48  | 0.68 |

Note: *Youden (sensitivity and specificity are given at the optimal Youden value).

Abbreviations: AUC, area under the curve; MSPE, mean squared prediction error; Se, sensitivity; Sp, specificity.
a c-index of 0.70 (CI: 0.66–0.73) for the prediction of subsequent major osteoporotic fractures in patients with prior fractures, and a Danish study reported an AUC of up to 0.92 (CI: 0.89–0.94) for the prediction of hip fractures in patients who had undergone bone mineral density measurement with dual-energy X-ray absorptiometry. Again, however, patients included in both studies might be subject to higher fracture risk. In the Dutch study, 11% of patients sustained a fracture within a median time of 114 weeks, and in the Danish study, approximately 7% of patients sustained a hip fracture within five years.

The various models assessed in our study suggest that combining information on medication and morbidity is important to achieve at least an AUC of ≥0.60. In age group 85+, however, even models combining this information showed hardly any predictive performance. This may reflect the difficulty of capturing frailty in GePaRD, a factor that becomes increasingly important with age. Generally, it seems reasonable to judge the discriminatory power of a model based on the context and its intended use. If a model is intended to be used for diagnostic purposes in oncology, eg, to distinguish between persons with and without preclinical cancer, a model performance of 0.6 would likely be considered as poor because at acceptable levels of specificity a high proportion of cancer patients would remain undetected. The situation is different if a model is intended to predict future occurrence of a disease in order to narrow down, for example, the population at risk that may benefit from preventive measures. In the context of our study, the question is whether the prediction of fractures based on a model with an AUC of ~0.6 may still be of some practical use in Germany to screen for persons at high risk of fractures in older adults below the age of 85. Model H may serve as an example (see Table 1). If we select a cutoff level yielding a sensitivity of 0.62 and 0.54 in men and women, respectively, and a specificity of 0.57 and 0.60 and apply this to a theoretical population of 2000 older adults aged 74–85 years (1000 men, 1000 women), the screening tool has a positive predictive value of 2% in men and 3% in women. Among the 432 men and 403 women identified by the model to have a high risk of fractures, 8 men and 13 women would actually have a fracture within one year. Considering the high impact of fractures on health, life expectancy and quality of life in those afflicted and the fact that fall prevention measures have no harm, it seems plausible to assume a net benefit if the measures are effective. Evaluating whether such a program would be affordable requires a systematic assessment of costs saved due to prevented fractures versus costs of the intervention. An advantage regarding the costs of such an intervention is certainly the fact that the data are readily available at the statutory health insurance providers. It could be an option that statutory health insurance providers directly analyze their data in order to identify and inform groups of persons that may particularly benefit from preventive measures. The screening tool itself would thus not cause high additional costs; however, this would constitute only a part of the total costs of such an intervention.

Even though including persons with prior fractures would likely have increased the predictive performance of the models in our study, we consider it a strength that we excluded these persons. It is known that these persons are at high risk of subsequent fractures. However, as they already experienced a fracture they or their caregivers are alerted and may already have taken measures, so this would not be the relevant target group for prevention of a first fracture. Mixing persons with and without prior fractures may thus overrate the value of such models in terms of preventing a first fracture, which is different from the question of preventing subsequent fractures.

Another strength of our study is the population-based setting and the large sample size, which made it possible to conduct analyses specific to sex and age group. Indeed, predictive performance in our model tended to differ by age and sex, therefore it seems logical not to combine these categories. Given the nature of claims data analysis, our study is free of non-responder and recall bias. In order to mitigate outcome misclassification and ensure a high specificity of the outcome definition, fractures were assessed based on ICD-10-GM main hospital discharge diagnoses as these are the most valid diagnoses in German claims data. This also means that we did not capture fractures treated conservatively outside the hospital, but from a public health perspective we think it is more relevant to predict the risk of fractures leading to hospitalization as these are likely the more severe kind.

Our study also has limitations. First, while inpatient diagnosis codes in German claims data have a very high validity, there is often an over-reporting of diagnoses in the outpatient setting. To minimize misclassification, it is therefore often advisable to use algorithms that consider outpatient diagnosis codes only, for example, if there is also a specific treatment for the respective disease. In our study, we used specific algorithms for type 2 diabetes, dementia and Parkinson’s disease, which were developed in prior projects, but considered any in- or outpatient diagnosis codes for the other morbidities. This corresponds to a sensitive but less specific definition of these other morbidities; consequently, the
prevalence of some predictors may have been overestimated. Second, information on medication in German claims data is limited to outpatient pharmacy records except for certain expensive medications (eg, monoclonal antibodies). As in most pharmacoepidemiological studies, no information on adherence was available, ie, whether dispensed medication was actually taken by the patient. Moreover, over-the-counter medication is not captured in GePaRD. Third, our findings may not be generalizable to all German claims databases. While we could only use codes indicating nursing home residency to capture “frailty”, there may be databases with information on the level of care, as the study mentioned above, or on the reimbursement of medical devices such as walkers.

In conclusion, our study showed that the performance of models using German claims data to predict the risk of fractures in older adults is moderate. Given that the models used data readily available to health insurance providers in Germany, it may still be worthwhile to explore the cost–benefit ratio of interventions aiming to reduce the risk of fractures based on such prediction models in certain risk groups.
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