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ABSTRACT: A simple and robust range-separated (RS) double-hybrid (DH) time-dependent density functional approach is presented for the accurate calculation of excitation energies of molecules within the Tamm–Dancoff approximation. The scheme can be considered as an excited-state extension of the ansatz proposed by Toulouse and co-workers [J. Chem. Phys. 2018, 148, 164105], which is based on the two-parameter decomposition of the Coulomb potential, for which both the exchange and correlation contributions are range-separated. A flexible and efficient implementation of the new scheme is also presented, which facilitates its extension to any combination of exchange and correlation functionals. The performance of the new approximation is tested for singlet excitations on several benchmark compilations and thoroughly compared to that of representative DH, RS hybrid, and RS DH functionals. The one-electron basis set dependence and computation times are also assessed. Our results show that the new approach improves on standard DHs in most cases, and it can provide a more robust and accurate alternative. In addition, on average, it noticeably surpasses the existing RS hybrid and RS DH functionals.

1. INTRODUCTION

Electronic excitations are cardinal phenomena in many areas of chemistry, physics, and biology. Accordingly, the appropriate description of electronic transitions is necessary. One of the most reliable choices is the coupled-cluster (CC) approach relying on the equation-of-motion or the linear-response theories. The hierarchical CC methods, such as the CC singles and doubles (CCSD), the CC singles, doubles, and triples (CCSDT), etc., enable an arbitrary level of accuracy, but their computational expenses scale as a high power of the system size. To reduce the eighth-order scaling of the CCSDT method and also improve the results of CCSD, several approximate CCSDT approaches have been proposed. These include, for example, the CC3, the CCSDR(3), and the CCSDT-3 approaches, in which an iterative or perturbative triple excitation correction is added to CCSD. However, the aforementioned methods still have too steep of a scaling for practical applications, which is also true for CCSD itself. The most common choice to investigate extended molecular systems with wave function-based methods is to use even less expensive models, such as the iterative second-order approximate CCSD (CC2) approach developed by Christiansen and co-workers as well as the second-order algebraic-diagrammatic construction (ADC(2)) approach of Schirmer et al., or the configuration interaction singles with perturbative second-order correction CISS(D) method of Head-Gordon and co-workers, which scale as the fifth power of the system size.

An alternative solution for avoiding the high computational expenses is time-dependent density functional theory (TDDFT), which can be derived from density functional theory (DFT) through the linear-response formalism. However, for molecular systems, it is well-known that adequate results cannot be expected from TDDFT using pure exchange-correlation (XC) functionals. For semiquantitative accuracy, at least hybrid functionals are recommended, where the XC energy contains a Hartree–Fock (HF) exchange contribution as well. The hybrid TDDFT excitation energies are quite good for valence excitations; however, the results are frequently in question for some challenging cases, such as Rydberg and charge transfer (CT) states, or excitations of conjugated systems. A particular hybrid functional could give reasonable results for only one family of the aforementioned transitions, nevertheless, their general usage requires further developments. To improve the results obtained, for both the ground- and excited-state properties, numerous approaches were developed. The two most noteworthy ones are the range-separated (RS) and double hybrid (DH) theories.
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1 \over r_{12} = \text{erf}(\mu r_{12}) + 1 - \text{erf}(\mu r_{12})  
\tag{1}

form,\text{ where } r_{12} \text{ is the distance between two electrons, erf is the standard error function, and } \mu \text{ stands for the range-separation parameter. For RS hybrid functionals, such as LC-BO88, \textit{etc}, \textit{etc}, \textit{etc}, \textit{etc}, CAM-B3LYP, etc, and M11, the LR HF exchange is dominantly used for the LR part of the exchange energy, while SR DFT exchange accounts for the SR counterpart. The correlation energy is not range-separated and contains solely a full-range (FR) DFT contribution. It has been demonstrated in several studies that the range separation significantly improves the results over the standard hybrid methods.}

In the DH approach,\textit{ such hybrid functionals are further improved by combining them with second-order wave function methods. In most cases, a hybrid Kohn–Sham (KS) calculation is carried out, and a second-order Møller–Plesset (MP2)-like correction evaluated on the KS orbitals is added to the XC energy. Several approaches with empirical and nonempirical parametrizations were proposed, and spin-scaled variants were also introduced. The DH approximation was also extended to excited-states by Grimme and Neese. In their approach, a hybrid TDDFT calculation is performed, and subsequently, the second-order contribution is added \textit{a posteriori} relying on the CIS(D) method. Later, several DH functionals were adapted to excited-state calculations, and the most encouraging ones were also combined with spin-scaled techniques by Schwabe and Goerigk. The performance of DH functionals for both the ground- and excited-state properties has been benchmarked in excellent studies.

The RS and DH approaches can also be utilized together. The first attempts in this direction were made by Angyán, Toulouse, Savin et al., while the theory of the calculation of the RS DFT correlation contributions was elaborated by Toulouse and co-workers, as well as by Stoll et al. Inspired by these studies, several outstanding RS-DH approaches were proposed in which the LR correlation energy is evaluated at the MP2 level or beyond. Unfortunately, standalone SR DFT correlation functionals are not widely available; however, an alternative and simple solution was introduced by Scuseria and co-workers where a so-called local-scaling approximation is invoked to enable the straightforward construction of SR functionals. Nonetheless, in most cases, a more approximate form of the RS XC energy is employed where solely the exchange contributions are range-separated. The connection between the fraction of the exact exchange in the RS XC energy and the optimal range-separation parameter for the nonempirical functionals was presented by Adamo et al.\textit{ Later, it was demonstrated that these parameters are in line with the results obtained by relying on the so-called optimally tuned procedure. The only excited-state RS-DH approach proposed and carefully benchmarked recently by Goerigk and co-workers originated from this scheme.}

In this paper, we go even further and extend the completely RS ansatz to excited states relying on the work of Toulouse and co-workers. We present a flexible implementation of the new approach, and finally, we demonstrate its advantages through numerous benchmark calculations.

2. THEORY

2.1. Double-Hybrid Density Functional Theory. In the DH approach,\textit{ the XC energy of a ground-state system can be obtained as}

\[ E_{\text{XC}}^{\text{DH}} = \alpha E_{\text{X}}^{\text{HF}} + (1 - \alpha) E_{\text{X}}^{\text{DFT}} + \alpha E_{\text{C}}^{\text{MP2}} + (1 - \alpha) E_{\text{C}}^{\text{DFT}} \]

\[ \text{where } E_{\text{X}}^{\text{HF}} \text{ is the exact (HF) exchange energy, } E_{\text{X}}^{\text{MP2}} \text{ stands for the MP2 correlation energy, and } E_{\text{C}}^{\text{DFT}} \text{ and } E_{\text{C}}^{\text{MP2}} \text{ denote the DFT exchange and correlation energy contributions, respectively. The ratio of the HF and MP2 contributions is handled by the mixing factors } \alpha_1 \text{ and } \alpha_2, \text{ respectively. Supposing a closed-shell system and spatial orbitals, the MP2 correlation energy can be expressed as}

\[ E_{\text{C}}^{\text{MP2}} = \sum_{ijk} (iab) (2t_{ij}^{ab} - t_{ij}^{ab}) = \sum_{ijk} (iab) T_{ij}^{ab} \]

where \( (iab) \) is a four-center two-electron electron repulsion integral (ERI) in the Mulliken notation, \( e_{ij}^{ab} \) stands for an MP2 doubles amplitude, and \( T_{ij}^{ab} \) denotes the so-called antisymmetric amplitudes. The notation follows the convention that \( i, j, a, b, \ldots \) are occupied, virtual, and general molecular orbital indices, respectively. The MP2 amplitudes can be expressed as

\[ a_{ij} = \frac{(iab)}{e_i + e_j - e_a - e_b} = \frac{(iab)}{D_{ij}^{ab}} \]

where \( e_i \) is the corresponding orbital energy. In this scheme, a calculation starts with solving the self-consistent KS equations including the DFT exchange and correlation potentials, as well as the HF exchange contribution, and thereafter the MP2 correction is evaluated on the KS orbitals obtained. Computationally favorable algorithms can be designed with the aid of the density-fitting (DF) approach, where the ERIs are written in an approximate form as the products of two- and three-center arrays. In this case, four-center ERIs can be recast in the form

\[ (pqrs) = \sum_{PQ} (pqP)(Q)_{-1}^{-(1)} (Q)_{rs} = \sum_{PQ} T_{pq} V_{Q}^{rs} \]

where \( P \) and \( Q \) stand for the elements of the auxiliary basis, whereas \( T_{pq} \) and \( V_{PQ} \) are three- and two-center Coulomb integrals, respectively, and \( V_{PQ}^{-1} \) is a simplified notation for the corresponding element of the inverse of the two-center Coulomb integral matrix. Usually, the matrix \( K \) with elements \( K_{pqrs} = (pqrs) \) is factorized as \( K = IV^{-1}IF = BF \) or \( K = IV^{-1}F = JJ \). Using the latter notation, the MP2 correlation energy can be expressed in the following simple form:

\[ E_{\text{C}}^{\text{MP2}} = \sum_{i} t_{i}^{Q} \sum_{j} t_{j}^{Q} Y_{i}^{Q} Y_{j}^{Q} \]

where the intermediate \( Y_{i}^{Q} \) is defined by the contraction of the three-center integrals and the antisymmetrized amplitudes.

Since several excited-state extensions of DFT and the MP2 method exist, one has different options to evaluate the excitation energy in the DH approach. One of the most common schemes is utilized here, which is based on the Tamm–Dancoff approximation (TDA). Numerous benchmark studies have shown that significant differences cannot be
observed between the TDA- and "full" TDDFT approaches for singlet excitations,8,9,35,86 while only TDA-TDDFT is recommended for triplet transitions due to the triplet instability of TDDFT.17,83 In this scheme, the first step of the calculation is to solve the symmetric eigenvalue equation as

\[ \mathbf{A} \mathbf{c} = \omega^{\text{TDA}} \mathbf{c} \]

(7)

where \( \mathbf{c} \) is the singles excitation vector, \( \omega^{\text{TDA}} \) is the TDA excitation energy, and the matrix elements of the Jacobian \( \mathbf{A} \) are defined by

\[ A_{ia,ib} = (f_{ij} - f_{ij}) \delta_{ia} + 2(\alpha_{i} \beta_{j}) + 2(1 - \alpha_{i})(1 - \beta_{j}) \]

(8)

where \( f_{ij} \) stands for the corresponding Fock-matrix element. The DFT exchange term is written in the following form:

\[ (\alpha_{i} \beta_{j}) = \int (\mathbf{r}_{i}) a(\mathbf{r}_{i}) \frac{\delta^{\text{DFT}}}{\delta \rho(\mathbf{r}_{i})} \delta \rho(\mathbf{r}_{j}) a(\mathbf{r}_{j}) d\mathbf{r}_{i} d\mathbf{r}_{j} \]

(9)

where \( \rho(\mathbf{r}) \) denotes the electron density, and \( \mathbf{r} \) is a vector for electron coordinates. A similar expression holds for the DFT correlation. The second-order correction is calculated perturbatively relying on the CIS(D) method12 using the singles excitation amplitudes and excitation energy obtained from eq 7. The final DH excitation energy35 is defined by

\[ \omega^{\text{DH}} = \omega^{\text{TDA}} + \alpha_{i} \omega^{(D)} \]

(10)

where the second-order correction for a singlet excitation is given as

\[ \omega^{(D)} = \frac{1}{2} \sum_{ij} V_{ij}^{ab}(2\epsilon_{ij}^{ab} - \epsilon_{ij}^{ab}) - \sum_{ia} \sigma_{ia} \epsilon_{ia}^{ab} \]

(11)

In this expression, the intermediate \( V_{ij}^{ab} \) can be written in the form

\[ V_{ij}^{ab} = \sum_{k} ((ia) \beta_{j} \epsilon_{ik}^{ab} + (ia) \beta_{j} \epsilon_{ik}^{ab}) - \sum_{k} ((ia) \beta_{j} \epsilon_{ik}^{ab} + (ia) \beta_{j} \epsilon_{ik}^{ab}) \]

(12)

and the double excitation amplitudes are obtained as \( \sigma_{ia} = V_{ij}^{ab} / (D_{ij}^{ab} + \omega^{\text{TDA}}) \), while the elements of the intermediate \( \sigma_{ia} \) read explicitly as

\[ \sigma_{ia} = \sum_{jkbc} T_{ij}^{ab}(jckb) \epsilon_{ic}^{ab} + \sum_{jkbc} T_{ij}^{ab}(jckb) \epsilon_{ic}^{ab} \]

\[ -2 \sum_{jkbc} T_{ij}^{ab}(jckb) \epsilon_{ic}^{ab} \]

\[ = \sum_{kj} T_{ij}^{ab}(jckb) \epsilon_{ic}^{ab} + \sum_{kj} T_{ij}^{ab}(jckb) \epsilon_{ic}^{ab} \]

\[ -2 \sum_{kj} T_{ij}^{ab}(jckb) \epsilon_{ic}^{ab} \]

\[ = \sum_{kj} T_{ij}^{ab}(jckb) \epsilon_{ic}^{ab} + \sum_{kj} T_{ij}^{ab}(jckb) \epsilon_{ic}^{ab} \]

(13)

2.2. DH Ansatz Using Range Separation. Our proposition is based on the two-parameter Coulomb-attenuating method (CAM)-like decomposition31 of the Coulomb potential and the DH ansatz of Toulouse et al.,71 where both the exchange and correlation contributions are range-separated. In this approach, the XC energy is defined by

\[ E_{X}^{\text{SR-DFT}}(\mu) = E_{X}^{\text{LR-HF}}(\mu) + \lambda E_{X}^{\text{SR-HF}}(\mu) + E_{C}^{\text{LR-MP2}}(\mu) \]

(14)

where \( E_{X}^{\text{SR-DFT}} \) and \( E_{C}^{\text{SR-DFT}} \) are the SR DFT exchange and correlation contributions, respectively, and \( E_{X}^{\text{LR-HF}} \) denotes the LR HF exchange, while \( E_{C}^{\text{LR-MP2}} \) stands for the LR MP2 correlation energy. Similar notation is used for the SR counterpart of the latter two quantities. The parameter \( \lambda \) can be interpreted as the weight of the wave function methods in the XC energy. Since the MP2 energy is nonlinear in the Coulomb potential, a mixed LR-SR contribution, \( E_{C}^{\text{LR-SR-MP2}} \), also appears in the expression. The decomposition of the exact SR DFT XC energy as \( E_{X}^{\text{SR-DFT}}(\mu) \approx (1 - \lambda)E_{X}^{\text{LR-DFT}}(\mu) + (1 - \lambda^{2})E_{C}^{\text{SR-DFT}}(\mu) \) utilized here is referred to as "approximation1" in ref 71.

To evaluate the SR DFT contributions, we adapted the local-scaling approximation of Scuseria and co-workers.6 In this scheme, the SR DFT correlation energy is calculated as

\[ E_{C}^{\text{SR-DFT}}(\mu) = \int \rho(\mathbf{r}) \left[ \frac{\epsilon_{\text{GGA}}(\mu)}{\epsilon_{\text{LDA}}(\mu)} - \frac{\epsilon_{\text{LDA}}(\mu)}{\epsilon_{\text{GGA}}(\mu)} \right] \epsilon_{\text{LDA}}^{\text{SR-MP2}}(\mu) d\mathbf{r} \]

(15)

where \( \epsilon_{\text{GGA}}^{\text{SR-LDA}} \) and \( \epsilon_{\text{LDA}}^{\text{SR-LDA}} \) are the SR and FR correlation energy densities within the local-density approximation (LDA), respectively, and \( \epsilon_{\text{GGA}}^{\text{SR-MP2}} \) is the analog of the latter within the generalized gradient approximation (GGA). A similar expression holds for the exchange contribution. The major advantage of the above functional form is that the SR contribution calculation can simply be extended to any GGA functional or beyond. Note also that the functional derivatives required for the solution of the KS or response equations can also be straightforwardly derived and implemented if the corresponding formulas and program codes are available for the GGA functional.

The mixed \( E_{C}^{\text{SR-LR-MP2}} \) correlation energy can be simply expressed in the form

\[ E_{C}^{\text{SR-LR-MP2}}(\mu) = E_{C}^{\text{MP2}} - E_{C}^{\text{LR-MP2}}(\mu) - E_{C}^{\text{SR-MP2}}(\mu) \]

(16)

and the LR MP2 correlation energy reads as

\[ E_{C}^{\text{LR-MP2}}(\mu) = \sum_{ij} (ia \beta j) (2T_{ij}^{ab} - T_{ij}^{ab}) = \sum_{ij} (ia \beta j) T_{ij}^{ab} \]

(17)

and the LR MP2 doubles amplitudes can be evaluated as \( T_{ij}^{ab} = (ia \beta j) / D_{ij}^{ab} \). Hereafter, the tilded symbols will refer to LR quantities, and the working equations will be given solely for them. The SR quantities can be easily put down analogously to their LR counterpart.

The DF approach can also be used for the RS MP2 and CIS(D) equations including the LR/SR interaction. However, it is not recommended to apply the conventional DF formulas together with the modified Coulomb potentials since they may result in large errors and can even be singular for small values of parameter \( \mu \). Hence, the usual Coulomb metric should be employed along with robust fitting formulas.75,80 Relying on them, matrix \( \mathbf{K} \) can be decomposed as...
\( \mathbf{K} = \mathbf{I} \mathbf{V}^{-1} - \mathbf{I} \mathbf{V}^{-1} - \mathbf{I} \mathbf{V}^{-1} \mathbf{V}^{-1} \mathbf{I} \)
\( = \mathbf{B}_{1}^{T} + \mathbf{B}_{2}^{T} - \mathbf{V}^{2} \mathbf{B}^{T} \)
\( = \mathbf{B}_{1}^{T} + (I - \mathbf{V}^{2}) \mathbf{B}^{T} \)
\( = \mathbf{B}_{1}^{T} + \tilde{\mathbf{B}}^{T} \)

(18)

Accordingly, the DF form of the LR doubles amplitudes is given by
\[
T_{q}^{ab} = \sum_{i<j} \sum_{\mathbf{Q}_{ia}} \sum_{\mathbf{Q}_{jb}} \mathbf{I}_{ij}^{Q_{ia}Q_{jb}} + \mathbf{I}_{ij}^{Q_{jb}Q_{ia}} + \mathbf{I}_{ij}^{Q_{ia}} \mathbf{I}_{ij}^{Q_{jb}Q_{ia}}
\]

(19)

Substituting this results into eq 17, the final expression for the LR MP2 correlation energy reads as
\[
E_{C}^{LR-MP2}(\mu) = \sum_{j<k} \sum_{\mathbf{Q}_{ia}} \sum_{\mathbf{Q}_{ib}} \mathbf{I}_{ij}^{Q_{ia}Q_{ib}} + \mathbf{I}_{ij}^{Q_{ib}Q_{ia}} + \mathbf{I}_{ij}^{Q_{ia}} \mathbf{I}_{ij}^{Q_{ib}Q_{ia}}
\]

(20)

Compared to the expression for the FR MP2 correlation energy, eq 6, it is obvious that the working equations are rather similar, only the number of the terms is higher in this case.

2.3. Range-Separated DH Ansatz for Excited States.

Here, we extend the above RS ansatz to the excited-state calculations. For that purpose, the Jacobian \( \mathbf{A} \) in eq 7 is modified according to eq 14 to include the LR and SR exact exchange terms, as well as the SR DFT exchange and correlation contributions. For the sake of simplicity, the singles excitation vector and excitation energy obtained as a solution of the modified TDA equations will be denoted by \( \tilde{\mathbf{c}} \) and \( \omega^{TDA}(\mu) \), respectively. For the final RS DH excitation energy, analogously to eq 14, we propose the form
\[
\omega^{RS-DH}(\mu) = \omega^{TDA}(\mu) + \alpha^{LR-D}(\mu) + \lambda \omega^{SR-LR-D}(\mu)
\]

(21)

where \( \omega^{LR-D}(\mu) \) and \( \omega^{SR-D}(\mu) \) are the LR and SR perturbative second-order corrections, respectively. The mixed LR-SR contribution similar to the MP2 counterpart can be calculated as
\[
\omega^{SR-LR-D}(\mu) = \omega^{D} - \omega^{LR-D}(\mu) - \omega^{SR-D}(\mu)
\]

(22)

There is only one question left: how can we evaluate the LR/ SR correlation contributions, \( \omega^{LR-D}(\mu) \) and \( \omega^{SR-D}(\mu) \)? A fully consistent theory would require the solution of the TDA equations with the FR, LR, and SR Coulomb interactions, and the resulting single excitation amplitudes should be used in the second-order expressions. However, this would be rather impractical as it would necessitate the solution of four TDA-like equations, the modified as well as the FR, LR, and SR ones. This would be not only expensive, but it would also be cumbersome in particular cases as the iterations might converge to different excited-state solutions. Therefore, we take a more pragmatic choice and use the singles excitation coefficients \( \tilde{c} \) from the modified TDA equations together with the FR/LR/SR Coulomb integrals. Consequently, in this approximation, the LR (D) correction reads explicitly as
\[
\omega^{LR-D}(\mu) = \frac{1}{2} \sum_{i<j} \sum_{\mathbf{Q}_{ia}} \sum_{\mathbf{Q}_{jb}} (2 \tilde{c}_{q}^{ab} - \tilde{c}_{q}^{ab}) - \sum_{\mathbf{Q}_{ia}} \tilde{\sigma}_{a} \tilde{c}_{q}^{a}
\]

(23)

where the elements of the intermediate \( \tilde{\mathbf{V}} \) can be expressed as
\[
\tilde{V}_{q}^{ab} = \sum_{i} \left[ \left( a \langle \mathbf{c} | \mathbf{b} \rangle \mathbf{c} \right) + \left( a \langle \mathbf{b} | \mathbf{b} \rangle \mathbf{c} \right) \right] - \sum_{\mathbf{Q}_{ia}} \left[ \left( a \langle i | a \rangle \mathbf{c} \right) + \left( a \langle i | b \rangle \mathbf{c} \right) \right]
\]

(24)

the LR double excitation amplitudes are obtained as \( \tilde{a}_{q}^{ab} = \tilde{V}_{q}^{ab} / [D^{ab} + \omega^{TDA}(\mu)] \), and the intermediate \( \tilde{\sigma}_{a} \) can be written in the form. Note that it also means that in eq 22 not the true \( \omega^{D} \) defined by eq 11 is used, but this contribution is also evaluated with the \( \tilde{c} \) coefficients. Again, the structure of the excited-state RS expressions is very similar to that of the corresponding FR terms, only the number of intermediates is twice as many. In other words, an existing FR implementation can be easily modified for a RS calculation.

When the equations are inspected, a couple of important observations can be made about special cases. First, the standard KS-based TDA-TDDFT is recovered if one sets \( \mu = 0 \) and \( \lambda = 0 \). In this case, the HF and second-order contributions vanish; furthermore, the SR DFT contributions are equal to the corresponding FR contributions. In the \( \mu \rightarrow \infty \) or \( \lambda = 1 \) limits, the DFT contributions go to zero, and the approach simplifies to the standard CIS(D) method. In addition, the one-parameter RS ansatz proposed by Angyán et al. is recovered in the \( 0 < \mu < \infty \) and \( \lambda = 0 \) case. In this scheme, the SR HF exchange and second-order contributions are omitted, and the remaining quantities are not scaled. Finally, a standard DH-like approach is recovered for \( \mu = 0 \) and \( 0 < \lambda < 1 \) because the SR contributions are equal to the corresponding FR quantities and the LR contributions vanish.

To the best of our knowledge, only one attempt has been made so far to combine the DH approach with range separation for excited-state calculations, namely the \( \omega B_{2}(GP) \) PLYP functionals. In this scheme, the original form of the functional is retained, and it can be considered as an extension of the standard DH approach utilizing range separation for the exchange contributions. The amounts of the SR HF and DFT exchange contributions are controlled by factors \( \alpha_{x} \) and \( 1 - \alpha_{x} \), respectively, and the total LR HF exchange energy contribution is added to the XC energy. The mixing factors for the DFT and second-order correlation energies are unchanged, and no range separation is applied to those contributions. Accordingly, the XC energy formula contains only one adjustable parameter and is equal to the expression presented by Adamo and co-workers for ground-state calculations, namely the RSX-QIDH and RSX0-DH functionals. This approach recovers the standard DH excitation energies in the \( \mu = 0 \) limit, however, in the \( \mu \rightarrow \infty \) limit, no other ansatz is recovered. Extensive benchmark calculations
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have shown that the ansatz improves the accuracy of the ωB2(GP)/PLYP functionals in most cases, however, it is less efficient for the RSX-QIDH and RSX0-DH methods.38 For the sake of completeness, we note that the range-separation parameter was tuned for excited-state properties for the former, which is also true in our case.

The ansatz proposed herein differs from the approach of ref 81 in that it exploits range separation for both the exchange and the correlation contributions. Thus, needless to say that the evaluation of the second-order corrections is more demanding in this case. However, these steps are not the bottleneck of the entire procedure.33,84 In addition, our method is based on the consistent DH ansatz of Toulouse, the property of which is also inherited from the excited-state theory. Our implementation utilizing the local-scaling approximation for the SR DFT functional is also more flexible allowing for the rapid testing of arbitrary combinations of exchange and correlation functionals. Finally, as it will be demonstrated below, our approach in most cases improves on DHs not using the range separation approximation.

3. RESULTS

3.1. Computational Details. The new approach has been implemented in the MRCC suite of quantum chemical programs and will be available in the next release of the package.88,89

In our study, Dunning’s correlation consistent basis sets (cc-pVXZ, where X = T, Q, S),90,91 their diffuse function augmented variants (aug-cc-pVXZ),92 as well as Ahlrichs’ TZVP,93 def2-TZVPP, and def2-QZVPP94 basis sets were used. In all calculations, the DF approximation was applied for both the ground and the excited states, and the corresponding auxiliary bases of Weigend et al.95–97 were employed. In all the post-KS/HF calculations, the core orbitals were kept frozen. The convergence threshold for the energies was set to 10−6 E\textsubscript{h}, while the default adaptive integration grid of the MRCC package was used for the DFT contributions.

The exchange and correlation functionals of Perdew, Burke, and Ernzerhof (PBE),98 Becke’s 1988 exchange functional (B88),99 the correlation functional of Lee, Yang, and Parr (LYP),100 and Perdew’s 1986 correlation functional (P86)101 were used to compare our ansatz with common DH functionals. In eq 15, the Slater–Dirac exchange102–104 and the Perdew–Wang 1992 correlation105 functionals were applied as LDA functionals together with their SR extensions proposed by Savin106 and Paziani et al.107 For RS hybrids, such as CAM-B3LYP31 and ωB97X32 the Libxc library108,109 was used, while for the ωB2(GP)/PLYP81 calculations, the modified version of Libxc was employed.

Our training and validation sets were taken from the literature, but only the singlet excitations are assessed in this paper. The training set was the well-balanced benchmark set of Gordon and co-workers,110 which includes 32 valence (π → π*, n → π*, σ → π*, n → σ*) and 31 Rydberg excitations for 14 molecules. For this test set, the reoptimized geometries and the composite CC3-CCSDR(3)/aug-cc-pVTZ reference excitation energies of Schwabe and Goerigk (SG)56 were taken. To briefly assess the effects on the ground-state properties, adiabatic electron affinities (G21EA set)111 and ionization potentials (G21IP set)111 were taken from the GMTKN5540 set using the de2-QZVPP basis set. Cross-validation was performed on several test sets. The training set of SG56 is a compilation of CCSDR(3) excitation energies obtained with the aug-cc-pVTZ basis set and includes 38 excitation energies for 22 molecules. The latter compilation, which is hereafter referred to as the SG set, comprises 32 valence (π → π*, n → π*, σ → π*), and 6 Rydberg transitions. The comprehensive CT benchmark set recently proposed by Szalay et al.112 contains 14 excitation energies for 8 molecular complexes, such as ammonia–fluorine, acetone–fluorine, pyrazine–fluorine, ammonia–oxygen-difluoride, acetone–nitromethane, ammonia–pyrazine, pyrrole–pyrazine, and tetrafluoroethylene–ethylene systems. The reference energies were calculated at the CCSDT-3 level using the cc-pVDZ basis sets. Another compilation of CT excitations was presented by Goerigk and co-workers,83 which contains relatively standard organic molecules. The reference energies were obtained at different levels of theory, detailed information can be found in ref 83. As it can be assumed that the former CT set is a more challenging compilation, we only briefly discuss the results regarding the latter. One of the most popular benchmark sets was suggested by Thieli and co-workers111,114 and later reconsidered by Szalay et al.115 This set contains CC3/TZVP reference values, and 121 excitations of 24 molecules were selected in order to retain the consistency with the previous DH studies.83,84 This test set only incorporates valence excitations of type π → π*, n → π*, and σ → π*. Two different benchmark compilations were presented by Loos, Jacqemin, and co-workers.116,117 From their first set,116 55 excited states (29 Rydberg and 26 valence) were taken for 18 molecules (LJ1), and CC3/aug-cc-pVTZ excitation energies were used as reference in this study. Their second benchmark set (LJ2)117 consists of 19 excitation energies of 14 so-called “exotic” molecules evaluated at the CC3 level with the aug-cc-pVTZ basis set. In addition, a test set on the 1\textsubscript{L\textsubscript{a}} and 1\textsubscript{L\textsubscript{b}} excitations of the linear polycyclic aromatic hydrocarbons (PAHs) from naphthalene to hexacene is also assessed. The reference values118 were calculated at the completely renormalized equation-of-motion CCSD(T) [CR-EOM-CCSD(T)]119 level using the cc-pVTZ basis set. These challenging transitions have been inspected in several comprehensive studies.20,81,120–122

The errors utilized for the evaluation of the excitation energies are calculated by subtracting the reference from the computed value. The statistical error measures presented in the tables and figures are the mean error (ME), the mean absolute error (MAE), and the maximum absolute error (MAX). All the computed excitation energies and statistical error measures are available in the Supporting Information. In addition, further measures, such as the root-mean-square errors, standard deviations, and deviation spans are also included. These numbers are only discussed if the order of the methods significantly changes when evaluating their performance using the latter measures instead of the former ones.

3.2. Determination of the Parameters. The main focus of this study is to compare the most successful DH and RS functionals, namely PBE0–2,47 PBE-QIDH,19 the spin-component scaled DSD-PBE86,52 B2LYP81, B2GPPLYP,43 ωB2LYP31, ωB2GPPLYP,31 CAM-B3LYP31 and ωB97X32 with our ansatz for singlet–singlet transitions. Since the mixing factors of these functionals cannot be retained in our approach (cf. eqs 2 and 14), we have to define various alternatives which contain the same exchange and correlation functionals as the aforementioned popular ones. Accordingly, we introduce the RS-PBE-PBE, RS-PBE-P86, and RS-B88-LYP functionals, in which the second and third part of the acronyms refer to the exchange and correlation functionals, respectively, used in eq 14. These DHs are the analogues of the PBE0–2/PBE-QIDH,
DSD-PBE-P86, and B2(GP)PLYP/ωB2(GP)PLYP functionals, respectively. To help the reader, the attributes of the functionals considered in our study are collected in Table 1.

### Table 1. Functionals Assessed in This Paper

| functional   | exchange | correlation | level    | range separation | spin scaling |
|--------------|----------|-------------|----------|------------------|-------------|
| PBE0-QDHI    | PBE      | PBE         | double   | no               | no          |
| PBE0-2       | PBE      | PBE         | double   | no               | no          |
| DSD-PBE-P86  | PBE      | PBE         | double   | no               | no          |
| B2PLYP       | B88      | P86         | double   | no               | yes         |
| B2GPPLYP     | B88      | LYP         | double   | no               | no          |
| ωB2PLYP      | B88      | LYP         | double   | yes              | no          |
| ωB2GPPLYP    | B88      | LYP         | double   | yes              | no          |
| CAM-B5LYP    | B88      | LYP         | hybrid   | yes              | no          |
| ωB97X        | B97      | B97         | hybrid   | yes              | no          |
| RS-PBE-PBE   | PBE      | PBE         | double   | yes              | yes         |
| RS-PBE-P86   | PBE      | P86         | double   | yes              | no          |
| RS-B88-LYP   | B88      | LYP         | double   | yes              | no          |

First, we determined the ideal values of the parameters λ and μ for the new functionals. For this purpose, we minimized the MAE for the Gordon benchmark set using the aug-cc-pVTZ basis set. To analyze the individual effect of the parameters, we scanned one of parameters, while the other was fixed at λ = 0.5 or μ = 0.5 bohr⁻¹, which are fairly appropriate choices for the ground-state energy. The results are presented in Figure 1.

Foremost, we inspected the fixed λ case. As it can be seen, the performance of the RS-PBE-PBE and RS-PBE-P86 functionals is almost identical. The largest deviation between the MAEs is only 0.03 eV, whereas the MAE is at most 0.01 eV lower for RS-PBE-P86 in the practically important range. In the first region, the errors decrease rapidly until μ = 0.4 bohr⁻¹. The minimum errors, which are 0.15 and 0.14 eV for the RS-PBE-PBE and RS-PBE-P86, respectively, are fairly constant in the range of 0.4 ≤ μ ≤ 0.8 bohr⁻¹. Thereafter, the errors start to converge asymptotically to somewhat higher values. The shape of the curve for RS-B88-LYP is similar to the other two; however, the error is consistently higher. The minimum is shallow again and can be found between the μ = 0.7 bohr⁻¹ and μ = 0.9 bohr⁻¹ values. In these cases, the MAE is 0.18 eV.

Next, we assessed the fixed μ case. Similar conclusions can be drawn about the performance of the functionals. The best results are obtained with the RS-PBE-P86 functional, and RS-PBE-PBE is very close to it, while the RS-B88-LYP variant is less satisfactory. The shapes of the RS-PBE-PBE and RS-PBE-P86 curves are almost identical, while it is a bit different for RS-B88-LYP. The one-parameter variants of the ansatz, that is, the RS DHs with λ = 0, provide quite good results; however, the errors for all three functionals decrease with increasing λ parameter until 0.3–0.4. Thereafter, the errors increase monotonically for RS-PBE-P86 and RS-PBE-PBE. This behavior is more unbalanced for the RS-B88-LYP, and the error fluctuates within a narrow range. In the λ = 1 limit, the CIS(D) method is recovered, and the MAE is 0.21 eV. The minimal MAEs are 0.12 and 0.13 eV for the RS-PBE-P86 and RS-PBE-PBE functionals, respectively, and can be found at λ = 0.3. The same measure is 0.18 eV for the RS-B88-LYP functional at λ = 0.4.

Finally, the simultaneous optimization of the parameters was carried out. Taking into consideration the above results, our first intention was to minimize the MAE in the ranges of 0.6 ≤ μ ≤ 0.8 bohr⁻¹ and 0.2 ≤ λ ≤ 0.4. Although very promising results were obtained for this benchmark set on the average, the performances of the methods were not satisfactory for particular excited states since the MAXs were somewhat higher. We found that the quality of the corresponding excitation energies can be boosted if the proportion of the HF and MP2 contributions is slightly increased. We notice that smaller values of λ could be favorable from the point of view of the one-electron basis set dependence, but as we will see in the following subsection, the basis set dependence of the excitation energies is moderate. In addition, a large λ value also has the benefit that it can decrease the self-interaction error. Accordingly, the range for the search of the optimal value

![Figure 1. MAE for the Gordon test set as a function of the parameters μ (left) and λ (right) using various functionals and the aug-cc-pVTZ basis set with the corresponding auxiliary bases.](https://dx.doi.org/10.1021/acs.jctc.0c01135)
was extended to \(0.4 \leq \lambda \leq 0.6\) to gain more robust approaches. In this manner, our numerical experiments showed that all three functionals have an optimal behavior at \(\lambda = 0.5\) and \(\mu = 0.7\) bohr\(^{-1}\), which is greatly in line with the ground-state results.\(^7\) In addition, these results confirm the trend that the optimal parameter \(\mu\) is higher when the correlation part is also range-separated\(^1,7,73–78\) than if only the exchange contributions are.

To assess the effects on the ground-state properties, we compared the performance of the two-parameter RS DHs to the existing functionals. Please note that, since ground-state properties are out of the scope of our study, only the most important findings are discussed here; more information is available in the Supporting Information. For the ionization potentials, DSD-PBEP86 and B2GPPLYP have the best performance with MAEs of around 2.00 kcal/mol. Among the RS DHs, the lowest values, precisely, 2.37 and 2.55 kcal/mol can be attained by the oB2GPPLYP and RS-B88-LYP approaches, respectively. For the remaining RS DHs, the MAE is uniformly lower than 2.70 kcal/mol. The RS hybrids are inferior, the MAE is 2.97 and 3.87 kcal/mol for the oB97X and CAM-B3LYP functionals, respectively. When the electron affinities are inspected, the order changes dramatically. In this case, the best performers are the RS hybrids with MAEs of 2.96 and 3.43 kcal/mol for the CAM-B3LYP and oB97X approaches, respectively. The first standard DH is DSD-PBEP86, while the two best RS DHs are the oB2PLYP and RS-PBE-P86 methods. For these approaches, the MAE is 4.26, 4.18, and 4.39 kcal/mol, respectively. In contrast to the former set, the performance of the oB2GPPLYP, B2GPPLYP, and RS-B88-LYP approaches are not satisfying as the MAE is 5.66 kcal/mol for the latter. On the basis of these numerical experiences, we can conclude that the performance of the RS DHs is not outstanding; however, they can compete with the standard functionals despite the fact that they are tuned for excited-state properties.

The MAEs with the default parameters for various types of excitations of the Gordon test set are visualized in Figure 2.

Inspecting the bars, we can observe that the lowest overall MAE, 0.11 eV, is attained, not surprisingly, by the CCSD method. The next two methods are the RS-PBE-P86 and RS-PBE-PBE functionals with 0.14 and 0.15 eV, respectively. The standard DH functionals DSD-PBEP86, PBE-QIDH, and PBE0-2 seem reliable as well, and the error is less than 0.20 eV for two further methods, namely the RS-B88-LYP and CC2 approaches. The performance of the available RS functionals is inferior, especially for oB97X. This trend somewhat changes when the excitations are separated. In the case of the valence excitations, the former best approaches are still rather well-balanced. Their MAEs are around 0.18 eV; however, the DSD-PBEP86 and CC2 results are outstanding, while PBE-QIDH and PBE0-2 perform a bit worse. In contrast, these approaches are two of the best performers for the Rydberg excitations together with the CCSD method. The RS DH functionals are also reliable, while the RS hybrids, just as B2(GP)PLYP are not recommended. The MAEs for the Rydberg states are usually lower than those for the valence excitations for the most accurate methods.

The compilations of the further statistical error measures for the Gordon set can be found in Table 2. The lowest MEs are achieved by the CIS(D), DSD-PBEP86, and the present RS-DH approaches; however, the ME has an opposite sign for the valence and Rydberg excitations. From this point of view, the

![Figure 2. MAEs for the calculated excitation energies of all, valence, and Rydberg states of the Gordon test set (63, 32, and 31 states, respectively) using the aug-cc-pVTZ basis sets with the corresponding auxiliary bases.](https://dx.doi.org/10.1021/acs.jctc.0c01135)

RS-PBE-P86 and RS-PBE-PBE functionals are somewhat more balanced. The lowest MAX, which is 0.49 eV, is attained by the CCSD method. Several approaches, such as CC2, oB2(GP)-PLYP, PBE0-2, PBE-QIDH, DSD-PBEP86, and our RS-DH methods, have acceptable performance in this regard. The MAX is around 0.60 eV in these cases. For the CC2, DSD-PBEP86, and PBE-QIDH methods, the MAX belonging to a Rydberg excitation, while it is affiliated with a valence excitation for the others. It is also interesting to realize that our RS-DH ansatz slightly but consistently improves upon the corresponding “genuine” DHs irrespective of the underlying DFT functionals. That is, the MAEs for the RS-B88-LYP, RS-PBE-PBE, and RS-PBE-P86 approaches are somewhat lower than those for B2(GP)PLYP, PBE0-2/PBE-QIDH, and DSD-PBEP86, respectively.

3.3. Benchmark Calculations. Numerous calculations were carried out to assess the performance and to verify the robustness of our approaches for singlet excitations using the default parameters determined. First, we consider the SG test set. The relevant error measures are visualized in Figure 3.

As it can be seen, the average performances of DSD-PBEP86 and CCSD are the best. However, it is not unexpected for the former since the set is dominated by valence excitations, for which this approach was also the best performer in the case of the Gordon set. The success of the CCSD method is somewhat more surprising. The MAE is only slightly higher, 0.12 eV, for our two-parameter RS functionals and for the CC2 method. The PBE0-2, B2GPPLYP, PBE-QIDH, and CIS(D) methods yield acceptable results as well with a MAE of around 0.15 eV. The lowest MAX is also obtained for these approaches; however, it is surprisingly high for the CCSD method. It is interesting to see that the performances of the B88-LYP-based functionals are relatively poor, except for RS-B88-LYP. This is also true for the oB2PLYP and oB2GPPLYP functionals, which were trained for this test set, although the range-separation parameter was optimized for full TDDFT.
calculations. The ME is almost perfect for DSD-PBEP86 and B2GPPLYP, furthermore, the wave function-based methods and the CAM-B3LYP functional have a small ME. However, the latter is not recommended because of its relatively high maximum error. The MEs of our approaches are around 0.07 eV, which is also appropriate. The MAX errors, apart from the B88-LYP-based methods and CCSD, are very close to each other and acceptable. The lowest deviation span, around 0.6 eV, can be attained by the two-parameter RS functionals and the PBE0-2 method, while it is under 0.8 eV for the CC2, DSD-PBEP86, and ωB2GPPLYP approaches.

Next, we study CT excitations, which present a well-known problem in TDDFT theory. The numerical results for the CT benchmark set of Szalay et al. are presented in Figure 4. Inspecting the errors, we can state that it is difficult to compete with the iterative wave function-based methods, namely with CCSD and CC2. However, significant improvement can be realized in the case of the RS-DH functionals over other DHs and RS hybrid functionals. Our RS-PBE-PBE and RS-PBE-P86, as well as ωB2GPPLYP are better than the CIS(D) method, while the performance of RS-B88-LYP is almost identical to it. The MAE for these methods is below

| Method          | MAE  | ME   | MAX  | MAE  | ME   | MAX  | MAE  | ME   | MAX  |
|-----------------|------|------|------|------|------|------|------|------|------|
| CCSD            | 0.11 | 0.10 | 0.49 | 0.17 | 0.17 | 0.49 | 0.04 | 0.04 | 0.14 |
| CC2             | 0.18 | −0.11| 0.64 | 0.13 | −0.01| 0.53 | 0.24 | −0.22| 0.64 |
| CIS(D)          | 0.21 | −0.01| 1.04 | 0.23 | 0.11 | 1.04 | 0.19 | −0.15| 0.57 |
| CAM-B3LYP       | 0.23 | −0.09| 0.89 | 0.15 | 0.10 | 0.64 | 0.32 | −0.31| 0.89 |
| ωB97X           | 0.30 | 0.26 | 0.74 | 0.30 | 0.29 | 0.68 | 0.30 | 0.23 | 0.74 |
| B2PLYP          | 0.33 | −0.28| 0.98 | 0.19 | −0.09| 0.61 | 0.50 | −0.50| 0.98 |
| B2GPPLYP        | 0.24 | −0.12| 0.71 | 0.15 | 0.06 | 0.59 | 0.33 | −0.32| 0.71 |
| ωB2PLYP         | 0.21 | 0.12 | 0.61 | 0.25 | 0.25 | 0.61 | 0.16 | −0.01| 0.57 |
| ωB2GPPLYP       | 0.20 | 0.13 | 0.73 | 0.26 | 0.26 | 0.73 | 0.14 | −0.01| 0.57 |
| RS-BB8-LYP      | 0.18 | −0.02| 0.61 | 0.18 | 0.11 | 0.61 | 0.18 | −0.16| 0.39 |
| PBE-QIDH        | 0.16 | 0.13 | 0.52 | 0.22 | 0.22 | 0.49 | 0.09 | 0.02 | 0.52 |
| PBE0-2          | 0.16 | 0.12 | 0.64 | 0.22 | 0.20 | 0.64 | 0.10 | 0.02 | 0.55 |
| RS-PBE-PBE      | 0.15 | 0.03 | 0.61 | 0.18 | 0.13 | 0.61 | 0.11 | −0.07| 0.42 |
| DSD-PBE-P86     | 0.16 | −0.04| 0.59 | 0.11 | 0.08 | 0.39 | 0.21 | −0.18| 0.59 |
| RS-PBE-P86      | 0.14 | 0.04 | 0.60 | 0.18 | 0.13 | 0.60 | 0.10 | −0.05| 0.44 |

Values were taken from ref 83.

Figure 3. Error measures for the calculated excitation energies for the SG test set using the aug-cc-pVTZ basis sets with the corresponding auxiliary bases. The PBE-QIDH, B2(GP)PLYP, ωB2(GP)PLYP, CAM-B3LYP, and ωB97X values were taken from ref 83, while the CCSD results come from ref 56.

Figure 4. Error measures for the calculated excitation energies for the CT test set using the cc-pVDZ basis sets with the corresponding auxiliary bases. For clarity, the bars for the rightmost four methods are not proportional to the corresponding error measures, but the relevant values are displayed on the bars. The CCSD values were taken from ref 112.
0.45 eV. A somewhat larger value, precisely, 0.51 eV can be achieved with the ωB2PLYP functional, which is still acceptable. It is instructive to realize that the performance of the RS hybrids is far from what is expected. The MAE for the ωB97X and CAM-B3LYP functionals is 0.92 and 1.68 eV, respectively, while it is higher than 1.0 eV for DSD-PBEP86 as well. All the methods underestimate the excitation energies, except for CCSD. If the MAXs are considered, the order does not change significantly for the best approaches. The CCSD and CC2 methods are outstanding with 0.44 and 0.76 eV, respectively. The MAX for the best RS DHs is around 1.0 eV, while it is 1.30 eV for ωB2PLYP. It is definitely a surprising fact that the error can be about 3 eV for an RS hybrid functional or with the B2PLYP DH. This order somewhat changes if the deviation span is considered. The CCSD and CC2 methods are still the superior ones. In these cases, the deviation spans are 0.29 and 0.65 eV, respectively. It is around 1.1 eV for our approaches, while the span is 1.33 and 1.58 eV for the PBE0-2 and DSD-PBEP86 standard DH functionals, respectively. This measure is 1.52 (1.62) eV for ωB2GPP/PLYP (ωB2PLYP), while those for the remaining RS hybrids are still the worst, being around 2.4 eV. A similar order can be determined if the standard deviations or root-mean-square errors are considered.

The excitation energies for the additional CT test set proposed by Goerigk and co-workers were also assessed. As could be assumed, these excitations are less challenging for TDA-TDDFT calculations. That is, the standard DHs have similar performance compared to the RS functionals, and no systematic underestimation can be observed. The best performance can be achieved, not surprisingly, with the CC2 method. In this case, the MAE is 0.18 eV. The standard DHs, such as PBE0-2, DSD-PBEP86, and PBE-QIDH seem to be reliable as well with MAEs of 0.22, 0.24, and 0.24 eV, respectively. The error is identically about 0.25 eV for almost all the RS functionals, while their MAXs are systematically lower compared to the best standard DHs, being around 0.50 eV. The most inaccurate results are attained by the B2(GP)PLYP approaches. The MAE is 0.51 eV, while the MAX is 1.16 eV in the worst case. More statistical measures can be found in the Supporting Information.

Thereafter, we compare the methods using the Thiel test set. The obtained error measures are presented in Figure 5. Since the benchmark set only contains valence excitations, the best performances are attained by the CC2 and DSD-PBEP86 approaches. Surprisingly, B2(GP)PLYP has a fairly low MAE. The MAE is under 0.30 eV altogether with the CCSD method, while it is around 0.30 eV for the CIS(D), all the two-parameter RS DHs, the CAM-B3LYP, the PBE0-2, and the PBE-QIDH approaches. For ωB2/PLYP and ωB97X, it exceeds 0.40 eV. The excitation energies are systematically overestimated, except for B2PLYP, where the ME is close to zero. The MAXs are well-balanced for the complete list, but the CC2, B2PLYP, and CCSD methods have a somewhat lower error. Inspecting the MAEs and MEs, our RS approaches are consistently better than the ωB2(GP)PLYP RS DHs and, concerning DFT approximations, are only outperformed by the DSD-PBEP86 and B2(GP)PLYP methods. However, the root-mean-square errors and standard deviations are slightly higher compared to the PBE0-2 and PBE-QIDH approaches.

The first set of Loos, Jacquemin, and co-workers (LJ1) incorporates 55 excited states with various types of excitations. For this comparison, the reference energies calculated at the CC3 level with the aug-cc-pVTZ basis set are used. The results are visualized in Figure 6. The lowest overall MAE, 0.09 eV, is attained by the CCSD method. Thereafter, several methods have almost the same accuracy. The lowest MAE among them, which is 0.17 eV, can be achieved with the ωB2(GP)PLYP and DSD-PBEP86 functionals. The performance of our approaches are excellent as well, with MAEs of 0.18 eV. For the ωB97X, PBE0-2, and PBE-QIDH functionals, it is still below 0.20 eV. The standard deviation and the root-mean-square error are lower for PBE-based functionals than for...
Beyond them, the error starts to increase. The sign of the errors fluctuates since the MEs are rather low for almost all the methods. The best results are obtained with the B88-LYP-based RS DHs and the CC2 method. The MAX is also well-balanced being around 0.60 eV, except for CCSD, where it is much lower. In this regard, the DSD-PBEP86 and ωB2(GP)-PYP approaches are also excellent.

The second benchmark compilation of Loos, Jacquemin, and co-workers (LJ2) consists of the so-called “exotic” molecules. The error measures are shown in Figure 7. Inspecting the bars, it can be stated that the excitations considered are not a big challenge to these methods. The MAEs are reasonably low for all the approaches. The best performances are achieved with our RS DH approaches, B2GPPLYP, DSD-PBEP86, and CCSD. The MAE is uniformly 0.07 eV for them; however, the ME is lower for the former. The MAE is somewhat worse for the available RS functionals since it exceeds 0.10 eV. The MAX is under 0.25 eV for the best approaches except for DSD-PBEP86, while it is around 0.40 eV for the less satisfactory functionals.

The last benchmark set for the cross-validation tests the lowest two excitations and their splitting for the linear PAHs from naphthalene to hexacene. The MAEs are visualized in Figure 8. As it can be seen, inspecting the $1L_a$ excitations, the standard DHs systematically outperform, apart from CAM-B3LYP, the RS functionals. The most reliable results can be attained by the DSD-PBEP86 and B2GPPLYP approaches, as well as the CC2 method with a MAE of around 0.05 eV. The best performers among the RS functionals are the CAM-B3LYP and the two-parameter RS DHs, where this measure is 0.10 and 0.19 eV, respectively. Almost the same order can be determined for the $1L_b$ excitations; however, the MAEs are noticeably higher. That is, the error is around 0.30 eV for the best DHs, while it is 0.42 eV for the most reliable RS functionals, which are our approaches. It is interesting to note that the most accurate excitation energies were obtained by the ωB2(GP)PYP approaches relying on full TDDFT, but their performances are relatively poor taking into account the present TDA-TDDFT results. This can be explained by the fact that the excitation energies are overestimated for all the functionals in ref 81, and a systematic blue-shift of 0.20–0.25 eV can be observed between the TDA- and full TDDFT results. Nevertheless, this effect somewhat vanishes when the splitting of the two excitations is considered. In this respect, the most remarkable results are surprisingly attained by the CIS(D) method with a MAE of 0.13 eV, while the most reliable functionals are the DSD-PBEP86 and the two-parameter RS DH approaches. In these cases, the MAEs are around 0.23 eV. For the rest of the functionals, the error is noticeably higher; however, they do not seem to be less reliable than the CC2 method, where the MAE is 0.29 eV.

We have also tested the one-electron basis set dependence of the approaches. This phenomenon can be assessed from many aspects, but it is well-known that the effects of the basis set applied are rather unpredictable for excited-state properties. Nevertheless, we think that one of the most robust and important measures for these effects is the deviation from the basis set limit within a given method. Accordingly, we determined the MAEs for the LJ1 compilation applying the aug-cc-pVDZ, aug-cc-pVTZ, and aug-cc-pVQZ basis sets for all the approaches using the corresponding results with the aug-cc-pV5Z basis set as reference. The results are presented in Figure 9.

As it can be seen, the largest basis set effects can be observed for the wave function-based methods using the aug-cc-pVDZ basis set. The MAE is 0.19 and 0.16 eV for the CIS(D) and CC2 methods, respectively. The TDA-TDDFT methods have a somewhat lower error; however, the difference between wave function and density functional methods is relatively smaller than that for the ground-state energy. This is at least partly explained by the fact that, in general, the errors of the calculated ground- and excited-state energies cancel each other.
The standard DHs and \( \omega \text{B97X} \) have practically identical performance, with MAEs of around 0.16 eV. The gain for the RS DHs and CAM-B3LYP is more significant, while the best performance is attained by \( \omega \text{B2PLYP} \) with a MAE of 0.13 eV. The benefit of the TDA-TDDFT methods reduces for the aug-cc-pVTZ basis, while it almost disappears for aug-cc-pVQZ. The largest deviation between the MAEs is only 0.02 eV for the triple-\( \zeta \) basis set. The two extremes are 0.08 and 0.06 eV for the B2PLYP and RS-PBE-P86 functionals, respectively. It is interesting to see that the basis set effect on the B2PLYP approach is larger than that for the wave function-based methods. The results for the aug-cc-pVQZ basis set are even more balanced with MAEs of about 0.04 eV. Four salient errors can be found for all the approaches using the quadruple-\( \zeta \) basis set, which are two Rydberg excitations for the \( \text{N}_2 \) and \( \text{NH}_3 \) molecules, with MAEs of around 0.20 eV. In general, we can conclude that the best performances are achieved by the RS DHs, however, the benefit is far from what is expected taking into account the corresponding ground-state tendencies and decreases with increasing the quality of the basis set. Upon closer inspection of the excitation energies of ref 126, similar findings can be observed for the first- and second-row atoms using nonempirical standard DHs.

Finally, we measured computation times to gain some insight in what computational resources are required by the various methods. The timing benchmarks were performed for the most extended system of our test sets, the anthracene molecule with 24 atoms and 94 electrons. The aug-cc-pVTZ basis set and the corresponding auxiliary bases were used in these calculations resulting in 874 atomic orbitals and 1916 occupied and occupied virtual blocks of the three-center integral list. For the self-consistent field (SCF) procedure and for the TDA equations, a completely integral-direct algorithm was executed, while a semi-integral-direct one was executed for the second-order corrections. The latter means that the contributions of the virtual–virtual block of the three-center integral list are evaluated with an integral-direct algorithm, while the remaining blocks are kept in the main memory and their contributions are calculated in an “in-core” manner. This algorithm is almost identical to the “Algorithm 3” approach of ref 53. It is clear that the RS methods are more costly because of the increased number of terms in the XC energy and the use of robust fitting formulas. This effect is, of course, different for each step of a calculation and depends on the number of the contributions. Consequently, we selected a standard DH, an RS hybrid, and two RS DHs with different ansatze to compare. The most obvious choices are the B88- and LYP-based approaches, such as the B2PLYP, CAM-B3LYP, \( \omega \text{B2PLYP} \), and RS-B88-LYP functionals. The wall-clock times for the various steps of the calculations determined on a machine with an 8-core 3.0 GHz Intel Xeon E5-1660 v3 processor are collected in Table 3. Inspecting the results, we can conclude that the genuine DH is the least demanding approach. For the B2PLYP functional, the SCF and TDA parts take 13 min, while the second-order corrections including the integral transformation are roughly 1.5 min. It means that the MP2 and (D) corrections increase the wall-clock time by about 10%.

The exchange contribution for an SCF and a TDA iteration takes the same amount of time; the overhead can be explained by the increased costs of the evaluation of the XC terms as higher derivatives of the XC functional are required. The CAM-

---

**Table 3. Computation Times (in min) and Number of Iterations for the Lowest Singlet Excited State of the Anthracene Molecule Using the aug-cc-pVTZ basis set**

| functional | SCF iteration | TDA iteration | integral transformation | second-order corrections | no. of the SCF iterations | no. of the TDA iterations | total wall-clock time |
|------------|---------------|---------------|-------------------------|-------------------------|---------------------------|--------------------------|----------------------|
| B2PLYP     | 0.37          | 0.73          | 0.73                    | 0.78                    | 13                        | 11                       | 14.4                 |
| CAM-B3LYP  | 0.55          | 0.94          | 0.73                    | 0.78                    | 13                        | 12                       | 18.4                 |
| \( \omega \text{B2PLYP} \) | 0.69 | 1.11 | 3.98 | 14 | 14 | 24.5 | 27.7 |

*Wall-clock time per iteration step. **Wall-clock time for the occupied--occupied and occupied--virtual blocks of the three-center integral list. **Wall-clock time for the second-order corrections.
B3LYP calculation takes 4 min longer since it requires the evaluation of the LR and FR HF terms, as well as a SR DFT contribution. The \( \omega \)B2PLYP functional contains LR and SR HF contributions as well; however, the FR integrals are also required due to the robust fitting formulas. Accordingly, the time required is somewhat higher but still acceptable. The total wall-clock time is 24.5 min, which is almost twice as much compared to the standard DH. The SCF and TDA parts are uniformly 23.7 min for the \( \omega \)B2PLYP and RS-B88-LYP functionals. The second-order corrections are obviously more costly for the latter; however, they take just about 4 min. It means that the total wall-clock time is higher only by about 10% compared to that of the \( \omega \)B2PLYP approach. We note that this overhead could be more unfavorable for larger systems as the perturbative step scales more steeply than the SCF and TDA steps with respect to system size. However, it cannot be expected that the calculation of the second-order correction will become the bottleneck for practical applications even with the robust-fitting formulas. In addition, the memory demand is not higher than that of the standard DHs since the evaluation of the different range-separated terms is carried out consecutively. For larger systems, only the number of the input–output operations could be somewhat higher. On the basis of the above findings, we can conclude that the evaluation of the second-order corrections is not the bottleneck of the DH schemes, and the range-separation of the second-order terms does not increase the total wall-clock times significantly.

4. CONCLUSIONS

A robust two-parameter RS-DH TDA-TDDFT approach has been proposed for excited-state calculations, which is based on the CAM-like decomposition of the Coulomb potential utilizing the ansatz introduced by Toulouse et al.\(^ {77} \) for the ground-state XC energy. In contrast to the existing RS-DH functional,\(^ {81} \) the range separation was invoked for both the exchange and the correlation contributions. The detailed working equations were also presented for the perturbative LR/SR second-order corrections for singlet excitations using the numerically stable robust fitting formulas\(^ {96} \) supposing a closed-shell system. A flexible local-scaling approximation for the SR DFT contributions\(^ {76} \) was adapted as well, which enables the rapid testing of an arbitrary combination of exchange and correlation functionals. Utilizing this infrastructure, the RS analogues of the most popular standard DHs were introduced and tested.

The two adjustable parameters of the ansatz were determined using the well-balanced benchmark set of Gordon and co-workers.\(^ {110} \) In addition to the excellent results obtained, it is also noteworthy that all three functionals introduced here have an optimal behavior with the same parameter set. The value of the parameters is greatly in line with the ground-state results of ref\(^ {71} \). Cross-validation was performed on several test sets using the default parameters, such as the benchmark compilation of Schwabe and Goerigk,\(^ {56} \) a CT set of Szalay and co-workers,\(^ {112} \) another CT set of Goerigk et al.,\(^ {81} \) the widely used compilation of Thiel and co-workers,\(^ {110} \) a set on the two lowest excitations of linear PAHs from naphthalene to hexacene,\(^ {118} \) as well as two additional sets of Loos, Jacquemin, and co-workers.\(^ {116,117} \) Our numerical results show that the new RS-DH functionals are the most robust ones among the density functional approximations studied, yielding reliable excitation energies for all kinds of singlet excitations. The best performances for the valence excitations were attained by the DSD-PBEP86 and the two-parameter RS-DH approaches. The PBE0-2 and RS-DH functionals can be recommended for the Rydberg excitations, while only the RS-DH approaches can be used reliably for the challenging CT excitations. The performances of all three two-parameter RS DHs proposed herein were very similar regardless of the exchange and correlation functionals applied. On average, the results for the recently proposed \( \omega \)B2(GP)-PLYP approaches were noticeably inferior compared to the RS-B88-LYP functional. The one-electron basis set dependence and computation times were also assessed. It was shown that, with the use of the aug-cc-pVDZ basis set, the results are closer to the basis set limit for the RS DHs, though this gain is moderate compared to the ground-state results and decreases with increasing basis set size. In addition, it has also been demonstrated that the evaluation of the second-order corrections is not the bottleneck of the DH schemes even if the range-separation approximation is invoked.
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