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PAPER INFO

A B S T R A C T

One of the specifications of wireless sensor networks is the limited power sources for their nodes. Therefore, assessment of energy consumption in these networks is very important, and using traditional simulators to evaluate the energy consumption of network nodes has become common practice. Simulators often have problems such as fluctuating output values in different implementations of the same scenario, lack of a visual structure to understand the system, and lack of theoretical background for the gained results. In contrast, analytical modeling methods such as Petri nets do not have the aforementioned problems. Also, they have the necessary tools to model and evaluate the performance of investigated systems. The Sensor-MAC (S-MAC) protocol in these networks, which operates in MAC layer, is a competition-based protocol designed to reduce power consumption. This paper presents an analytical model based on a Generalized Stochastic Petri Net (GSPN) to evaluate the power consumption of nodes in an S-MAC-based wireless sensor network. The presented Petri model was implemented in PIPE software, and by applying mathematical calculations from the model, we were able to derive the equations for calculating its energy consumption. The validity of the proposed model is measured by implementing similar scenarios in the Castalia simulator. The experiments were conducted in terms of the number of nodes, duty cycle rate, upper layer data flow, and packet size. The results of the presented model are extracted in a much shorter time than the simulator with the same gained values.
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1. INTRODUCTION

Advancements in wireless communications have enabled the development of wireless sensor networks (WSNs), which include small devices that collect information through collaboration. Currently, WSNs are widely used in commercial, industrial, and military applications. The sensor nodes in these networks usually perform in a way that they sense the environment and transmit information towards the base station by communicating with other nodes [1]. WSNs have multiple resource constraints that include limited amount of power, short communication range, low bandwidth, and limited processing and storage capacity per node [2]. Also the sensor nodes usually have a limited power source which is difficult to replace. The performance of each node in this network is highly dependent on its energy consumption and this has become a major issue in WSNs. [1]. The radio transmitter/receiver unit is a major energy consumer in these networks, especially considering that the radio receiver is always on. Therefore, a large amount of energy savings can be achieved through energy-efficient media access control (MAC) mechanisms [3]. One way to optimally utilize the limited energy resources of sensor nodes is to use the MAC protocol that follows a periodic sleep and wake-up schedule to reduce energy consumption. The idea behind these protocols is that its nodes often have no new data to send to the network. Therefore, there is no need for them to be permanently active and to monitor the network regarding their energy sources.

One of the protocols that use this workflow is the
Sensor-MAC (S-MAC) protocol. The S-MAC protocol is a competition-based protocol designed to reduce power consumption in WSNs. This protocol works on a periodic work cycle. There are two main components in S-MAC to achieve data-sharing goals in the media context and to minimize energy consumption, periodic sleep and wake-up, and Four-step handshake for collision avoidance. Network developers should always investigate the best protocols to reduce energy consumption as much as possible. Developers must evaluate the energy consumption of the applications before deploying the network. By evaluating the energy consumption, the lifetime of the node can be estimated, and we will adopt strategies to increase the network lifetime and anticipate the time to replace the sensor node. The traditional approach towards network analysis is to use the existing simulation tools or simulators, such as OPNET, NS-2 and etc. For using these tools, we must consider that the result of simulating a scenario may differ depending on the selected tool, because of important divergences between simulators [4]. Another problem encountered using these simulators is the time it takes to run them. In most cases, in order to achieve a sustainable result, it is necessary to run multiple scenarios across the network to achieve a stable average. An alternative to simulation is to employ formal modeling and analysis techniques. Using these techniques, both performance evaluation and model checking can be performed. It also allows for flexible and intuitive modeling to evaluate complex network scenarios without having to implement the actual environment [5, 6]. Besides, the Petri net formalism is one of the most widely used analytical tools for modeling and performance analysis of systems like wireless networks [4]. Generalized Stochastic Petri Net as a development of Petri Nets can be used for modeling and analyzing systems with properties such as synchronization, distribution and parallelism. Given these properties, the Generalized Stochastic Petri Network is an ideal tool for modeling S-MAC mechanisms and can be used to analyze its energy consumption [4, 7]. Therefore, in this paper, we intend to present an analytical model based on Generalized Stochastic Petri net to evaluate energy consumption in S-MAC protocol based sensor network.

2. RELATED WORKS

There are not many studies that utilize Petri Nets and its developed variants to model and analyze protocols in WSNs. But below we consider some of the main research investigated in this area. Trin et al. [8] presented a color-based Petri Net approach for modeling WSNs and congestion detection. The model utilizes the hierarchical modeling capability of Coloured Petri Nets (CPNs), including different levels of abstraction. This facilitates the study and development of the model. The proposed model consists of five sensor nodes and five channels consisting of four components (source, middle nodes, base station, channel).

Zairi et al. [9] presented a CPN model for the general behavior of WSNs. They focused specifically on the two components of WSN as the radio and the Mac protocol. In fact, the proposed formalism is based on a component-based modeling approach, so each subnet is developed separately and then communicates with other components. The generated model is used to estimate the energy consumption and lifetime of the network.

Mokdad et al. [3] used the color Petri net model to model and evaluate the EQ-MAC protocol. The performance of the protocol was evaluated in terms of mean delay rate and packet delivery ratio.

Gupta [10] proposed an analytical approach to predict the collision probability and estimate the available bandwidth for accurate admission control in wireless ad hoc networks. The author used Markov Chain for modeling purposes. They also claim that their work does not take into consideration any heterogeneous conditions to resemble real networks. The work is verified through extensive simulations to validate the proposed model. Abdullahi Azgmi and Khalili [11] presented a CPN model for modeling and evaluating the performance of a media access protocol in WSNs called S-MAC. Performance measures include power consumption and packet delivery delay. The proposed model uses hierarchical CPNs.

Tabari and Pouyan [12] presented a framework for performance analysis of the network layer in Mobile Ad-Hoc Networks (MANET). They use Stochastic Reward Nets for modeling that is a variation of Generalized Stochastic Petri Nets. The produced results show that the obtained values from the SRN model well matched to the values generated from the NS-2 simulator with considerable shorter execution time.

3. S-MAC Protocol

The S-MAC protocol is a competition-based protocol designed to reduce power consumption in WSNs. Previously, the CSMA/CA technique required the nodes to continuously monitor the channel to ensure it was empty. This results in energy consumption even when the node has no transmission packets. To address this challenge, the S-MAC protocol has been introduced [13-16]. This protocol works on a periodic work cycle and is competition-based. There are two main components in S-MAC to achieve data-sharing goals in the media context and to minimize energy consumption, including periodic sleep and wake-up and four-step handshake for collision avoidance[15].

3.1. Periodic Sleep and Wake-up

In the S-MAC protocol, time is divided into periods of constant $T$ length. Each period comprises two distinct parts as wake-up and
sleep. The Duty Cycle of the nodes in this protocol is defined as the ratio of the waking period $T_{\text{listen}}$ to the total length of the period $T$ [11, 17]:

$$\text{Duty Cycle} = \frac{T_{\text{listen}}}{T}$$  \hspace{1cm} (1)

The nodes are free to choose their sleep and wake-up schedules, but prefer to adjust with the neighboring nodes to reduce overhead [16]. Each node needs to select its own time table and exchange it with its neighbors before it can begin its sleep and wake-up cycle [16]. Nodes that have the same sleep and wake schedule are called a virtual cluster. Therefore, part of the awakening period of the nodes in this protocol is dedicated to the coordination of the nodes in order to perform their sleep and wake-up periods. The nodes in the rest of the wake-up period will send their data packets. The synchronization process in this protocol is performed periodically by sending SYNC messages. In the sync time frame that is indicated by ($T_{\text{sync}}$), one of the neighboring nodes sends a SYNC packet and the rest of the nodes listen to it. In each Nsync cycle, each node is once responsible for transmitting the SYNC packet and receiving response from other nodes, and in the other Nsync-1 cycle it receives a SYNC packet from another transmitter node [17, 18].

3.2. Four-step Handshaking

S-MAC uses RTC / CTS / DATA / ACK four-step handshake sequence to avoid collision with DATA packets [19]. The procedure is that the nodes that intend to send data packets to the channel first monitor the channel for DIFS period to ensure that it is empty. The beginning of the four-step handshake phase is the slot number. This is called the Contention Window. A winning node has fewer slots to compete in the window and thus completes the process sooner. It then sends the RTS packet. The receiver also sends the CTS packet to the sender if it is ready, and the sender sends the DATA packet. Finally, the receiver sends the ACK packet alongside receiving the DATA packet. All transmitter and receiver neighbors when they hear RTS and CTS messages should sleep until the end of the current transmission according to the NAV vector [14, 15]

4. GENERALIZED STOCHASTIC PETRI NET

Formally a Generalized Stochastic Petri net is octet set as $\{P, T, \rho, I, O, H, M0, W\}$ in which $(P, T, I, O, M0)$ contains the basic definition of a Petri net, and are respectively for showing Places, Transitions, Transition Input Set, Transition Output Set, and Start state. The set $(T)$ here is divided into two subsets $T_{\text{1}}$ and $T_{\text{2}}$, which represent the set of immediate transitions and timed transitions, respectively. $H$ represents the set of inhibitory arcs and the transients’ priority represented by $\rho$ and their weight is represented by $W = (w_1, w_2, ..., w_n)$. GSPN provides the same modeling capability as a reward-based Markov chain model and its solution will be accomplished by matching to the corresponding continuous Markov chain model. The relationship of the reward function varies for each system and is usually a combination of evaluation criteria that can be used to evaluate a system that is modeled by GSPN [4, 20]. The derivation of each evaluation criterion is obtained from Equation (2), where $r_i$ is the reward function corresponding to each evaluation criterion, and $\eta_i$ is the steady state probability related to the condition of the Markov chain for which the condition $r_i$ is satisfied [21]. The reward criterion can include the probability of a particular condition in the Petri net, the expected number of tokens in a given location $#P_i$ or the average number of transitions per unit time $Thr(T_j)$. 

$$E[R] = \sum_{i=1}^{n} r_i \eta_i$$  \hspace{1cm} (2)

5. ANALYTICAL MODEL OF S-MAC PROTOCOL USING GSPN

In the presented model, we will detail the most important components of the S-MAC protocol including: the sleep and wake-up process, the 4-step handshake avoidance process and the data transfer process. The proposed model is compatible with any number of network nodes that are in competition for channel acquisition. In the following we will derive the mathematical equations for calculating the energy consumption of the nodes from the proposed model. The overall model was presented in Figure 1.

To model the sleep and wake-up process that is shown in Figure 1, two transitions $T_{\text{WakeUp}}$ and $T_{\text{Sleep}}$ are used, whose firing rates depend on the work cycle and the frame length of the nodes. During the delay time intended for the $T_{\text{Sleep}}$ transition, the node is assumed to be in sleep mode, and when the $T_{\text{Sleep}}$ transition is activated, the node passes the sleep period and the node wake-up period begins, and also this supposed for transition $T_{\text{WakeUp}}$.

At the beginning, the nodes start synchronizing before starting the operations related for sending data to share their sleep and wake schedules with other nodes, as well as the schedule of other nodes in the network. The $T_{\text{Sync}}$ transition represents the protocol synchronization period. The $T_{\text{Sync}}$ transition refers to the synchronization time during a frame. After the end of the wake-up period, the node sleep period begins with the activation of the $T_{\text{WakeUp}}$ transition. In the next step, the nodes compete for access to the channel using the collision avoidance mechanism. The number of tokens in the place $PN$ represents the number of nodes in a virtual cluster.
After synchronization, nodes that share a common schedule are known as a virtual cluster. After the activation of $T_{DS}$ transition, each node will monitor the channel as DIFS time period that is shown by the $T_{DIFS}$ transition. After monitoring the channel as DIFS time period, each node needs to defer its sending as random slots before beginning each transmission. This action is indicated by the $T_{CW}$ transition. At place $P_{Sense}$, the situation of successful transmission or collision are investigated in the channel as indicated by the selection structure in model, which means that one of these two transitions is executed. The $T_{Sent}$ transition indicates a state where the node has succeeded to capture the channel and is ready to send it. The $T_{NAV}$ transition is executed when the channel is busy and the node fails to send data. The execution time of this transition can be calculated according to Equation (3).

$$T_{NAV} = T_{CTS} + T_{DATA} + T_{ACK}$$ \hspace{1cm} (3)

After the NAV interval is over, the node waits again for the DIFS interval and then monitors the channel for free. This is shown in the model by the arc connected from the $T_{NAV}$ transition to the place $P_{DIFS}$. If the channel is free, the $T_{Sent}$ transition is activated and a four-step handshake operation is performed.

The first step of the four-step generator is to execute the $T_{ACK}$ transition. The node that wants to send data, first sends an $RTS$ packet, after receiving the RTS from the receiving node and sending the $CTS$ packet back to the sender, the sender node sends the Data packet. After completing the data delivery, the receiver sends an ACK message back to the sender node. These steps are shown using the $T_{RTS}$, $T_{CTS}$, $T_{DATA}$ and $T_{ACK}$ transitions, respectively.

Along activating the $T_{ACK}$ transition, a mark is added to the place $P_{Channel}$ to indicate that the channel has been released and can be forwarded to other nodes. A token returns to the place $PN$ so that the node can again compete for channel acquisition and data transmission. The inhibitor arc between the places $P_{RTS}$, $P_{CTS}$, $P_{DATA}$, $P_{ACK}$, and the $T_{Sleep}$ transition represents the fact that the transmitter node does not change to the
sleep mode until it is in the process of data exchange and the Ack message has not been reached back. As long as a node is in the processing of sending and receiving one of the RTS, CTS, DATA, and ACK packets, the other node will not be able to transmit data. This is shown by the inhibitor arc between the places $P_{\text{RTS}}, P_{\text{CTS}}$, $P_{\text{DATA}}, P_{\text{Ack}}$ and the transition $T_{\text{Sent}}$. The inhibitor arc between $T_{\text{DS}}$ and $P_{\text{Sleep}}$ indicates that the nodes have no transmissions during sleep mode.

5. 1. S-MAC Protocol Energy Consumption Assessment

For deriving the mathematical equations for energy consumption from the model, it should be noted that the cycle time of the wireless sensor nodes consists of two sleep modes and an active one. The amount of network energy consumption also depends on the mode of operation of the sensor nodes in either of the two states. Therefore, the total energy consumed is divided into two parts of the energy consumed in the wake cycle ($E_{\text{awake}}$) and the energy consumed in the sleep cycle ($E_{\text{sleep}}$) as shown in Equation (4).

$$E = E_{\text{active}} + E_{\text{Sleep}} \quad (4)$$

The energy consumption in each mode also depends on the node modes as, transmission, reception, channel listening and sleep, which are represented by $txp$, $rxp$, $idelp$ and $sp$, respectively. The energy consumed by the node when listens to the channel is the same as the energy consumed in receiving data. Energy consumption in the transmission mode depends on the used power level. The energy analysis of the S-MAC protocol assumes the use of sensor nodes based on the CC2420 standard whose energy consumption in different nodes modes is determined according to Table 1. Node Awakening Energy ($E_{awake}$) also includes energy consumed during synchronization ($E_{\text{sync}}$), energy consumed during the competition and data transfer period ($E_{\text{data}}$), and energy consumed to stay awake after competition and data transfer ($E_{\text{noSleep}}$) as shown below:

$$E_{\text{active}} = E_{\text{sync}} + E_{\text{data}} + E_{\text{noSleep}} \quad (5)$$

To calculate the energy consumption of the nodes during the synchronization period based on what is described in Section 3, in each synchronous frame represented by $T_{\text{sync}}$, one node from the set of neighboring nodes sends a closed SYNC packet and the rest of the nodes listen to it. Therefore, in each $N_{\text{sync}}$ cycle, each node is once responsible for transmitting the SYNC packet and receiving response from other nodes, and in the next $N_{\text{sync}}$-1 cycle, it receives a SYNC packet from another transmitter node. Therefore, in each $N_{\text{sync}}$ cycle, each node is once responsible for transmitting the SYNC packet and receiving response from the other nodes, and in the next $N_{\text{sync}}$-1 cycle, it receives a SYNC packet from the other neighbor nodes. This is calculated using Equations (6)-(8). Here, $m(P_{\text{sync}})$ is the average number of nodes that have gone through the synchronization step and is equal to the average number of tokens in place $P_{\text{sync}}$:

$$E_{\text{sync}} = \left[ \frac{E_{\text{sender}} + E_{\text{receiver}}}{N_{\text{sync}}} \right] \times m(P_{\text{sync}}) \quad (6)$$

$$E_{\text{sender}} = (t_{\text{sync}} + t_{\text{rxp}} + (T_{\text{sync}} - t_{\text{sync}}) \times rxp) \quad (7)$$

$$E_{\text{receiver}} = t_{\text{sync}} \times rxp \times (N_{\text{sync}} - 1) \quad (8)$$

In the wake-up state, a node will send a DATA packet after caching the channel. Based on what is described in Section 3, the transmitter node will perform RTS-CTS 4-way handshake to send data. Depending on being in one of the states of the transmitter or receiver, a node may be transmitting or receiving one of the RTS or DATA packets, or receiving/transmitting the CTS/ACK packets. Therefore, the amount of power consumed by the node in the data transfer process and the four-step RTS / CTS handshake process will be based on Equation (9). Each RTS, CTS, DATA, and ACK packets spend time on transmission as $t_{\text{RTS}}, t_{\text{CTS}}, t_{\text{DATA}}, t_{\text{ACK}}$, respectively.

$$E_{\text{data}} = N_{\text{succ}} \times \left[ t_{\text{difs}} \times (rxp) + (t_{\text{rts}} + t_{\text{data}}) \times txp + (t_{\text{cts}} + t_{\text{ack}}) \times rxp \right] + N_{\text{fail}} \times \left[ t_{\text{difs}} \times (rxp) + t_{\text{cw}} \times (rxp) + t_{\text{RTS}} + t_{\text{data}} \times txp + (t_{\text{CTS}} + t_{\text{ACK}}) \times cxp \right] + 2 \times N_{\text{fail}} \times \left[ t_{\text{difs}} \times (rxp) + t_{\text{cw}} \times (rxp) + t_{\text{NAV}} \times (sp) \right] \quad (9)$$

To calculate Equation (9), we need to obtain from the model the number of nodes that successfully send data ($N_{\text{succ}}$) as well as the nodes that failed to send ($N_{\text{fail}}$), and the length of time the nodes wake up and listen to the channel.

These will be calculated using Equations (10) and (11) of the GSPN model in Figure 7. The term $\text{thr}$ in this equation, is the symbol for calculating the throughput of the corresponding transition.

$$N_{\text{succ}} = p_{\text{Sense}} \times \frac{\text{thr}(T_{\text{send}} + T_{\text{NAV}})}{\text{thr}(T_{\text{send}} + T_{\text{NAV}})} \quad (10)$$

$$N_{\text{fail}} = p_{\text{Sense}} \times \frac{\text{thr}(T_{\text{nav}})}{\text{thr}(T_{\text{send}} + T_{\text{NAV}})} \quad (11)$$

### TABLE 2. Power consumption for different nodes’ modes according to the CC2420 Radio standard

| Modes   | Symbol | Energy Consumption |
|---------|--------|--------------------|
| Receive | $Rxp$  | 62 mj              |
| Send    | $Txp$  | 46.2 mj            |
| Idle    | $Idelp$| 62 mj              |
| Sleep   | $Sp$   | 1.4 mj             |
During each \( T_{\text{Active}} \) wake-up cycle in the S-MAC protocol, a node will not sleep when it is not synchronized and has no data to send. But they listen to the channel until their sleep period reaches, which consumes as much energy as the time it takes to listen to the channel. This time will be different for the nodes that have successful or unsuccessful sending, depending on the process they are doing. The channel listening time and related energy consumption are calculated using Equations (12)-(14). \( \text{idelp} \) is the energy consumption of a node in wake-up and idle state.

\[
T_{\text{idel},s} = T_{\text{active}} - (T_{\text{sync}} + t_{\text{dfs}} + t_{\text{cw}} + t_{\text{Rts}} + t_{\text{cts}} + t_{\text{data}} + t_{\text{Ack}})
\]  \( (12) \)

\[
T_{\text{idel},f} = T_{\text{active}} - (T_{\text{sync}} + t_{\text{dfs}} + t_{\text{cw}})
\]  \( (13) \)

\[
E_{\text{nosleep}} = 2 \times N_{\text{Succ}} \times (T_{\text{idel},s} \times \text{idelp}) + 2 \times N_{\text{fail}} \times (T_{\text{idel},f} \times \text{idelp})
\]  \( (14) \)

The duration of the sleep period and its associated energy consumption are obtained from Equations (15)-(16).

\[
t_{\text{sleep}} = T_{\text{frame}} - (T_{\text{sync}} + t_{\text{dfs}} + t_{\text{cw}} + t_{\text{Rts}} + t_{\text{cts}} + t_{\text{data}} + t_{\text{Ack}})
\]  \( (15) \)

\[
E_{\text{sleep}} = t_{\text{sleep}} \times sp \times m(p_{\text{sleep}})
\]  \( (16) \)

6. Model Implementation and Validation

We evaluate the model by comparing the energy consumption obtained from Equation (4) and the energy consumption obtained by the simulator. To this end, we derive a specific scenario from the WSN network and implement it in the Castalia simulator to extract the energy values of the nodes in the network. Then the relevant network scenario parameters are given to the presented analytical model and the energy results are calculated using the equations presented in the previous section. PIPE software was also used to implement the proposed analytical model. PIPE is a Java-based utility with a simple GUI to build and analyze generalized random Petri net models. The implemented scenario assumes 10 fixed sensor nodes. The nodes were randomly assigned to a limit of 50 by 50 m. The packet size was assumed to be 100 bytes in the MAC layer. The RTS/CTS and ACK/Sync packet size, as IEEE 802.11 standard, are set to 13 and 11 byte respectively. Frame and Sync time are also 610 and 6 ms.

6.1. Implementation and Results of the Protocol
In order to comprehensively evaluate the energy consumption in the S-MAC protocol, the scenario was implemented using four parameters as, \textit{Duty Cycle ratio}, number of sensor nodes, data entry rate from the upper layer, and the \textit{packet size}. According to the observed fluctuation in the output of the Castalia simulator software for each scenario, the values of the energy consumption of the nodes were obtained and averaged from 10 distinct runs of the simulation. To run each scenario in PIPE analytical simulation, the value of each parameter is interpreted to the model. Also the value of confidence level for the model is considered to be 95% . Then the energy consumption values are calculated according to the equations presented in Section 5-1. Figure 2 shows the relationship between energy consumption and the \textit{Duty Cycle} rate of wireless sensor nodes. It is possible to change the value of the \textit{Duty Cycle} in the model by changing the firing rate of the transitions \( T_{\text{Sleep}} \) and \( T_{\text{Wake up}} \) in the model, according to the formula presented in Equation (1). For example, for 10% and 20% \textit{Duty Cycles} with a total frame length of 610 seconds, the \textit{wake-up periods} will be equal to 61 and 122 seconds, respectively. The results show that as the \textit{Duty Cycle} increases, the energy consumed by the sensor nodes increases linearly. The results also show the match between the simulator and the model. Figure 3 shows the energy consumption per different number of nodes in different cycles of activity. Results show less than 5% difference between model and simulator values. The parameter of the \textit{number of sensor nodes} is set by adjusting the number of tokens in place PN as the figure shows. As the number of nodes in the cluster increases, the power consumption gradually increases until the number of nodes exceeds eight nodes.

This may be due to the fact that with the small number of nodes in the network, there are lower number of nodes competing with each other over channel acquisition, with almost every node listening to the channel in each cycle. This will increases the idle listening energy consumption. But with increasing in node density, more nodes have more packets to send per cycle and hence most of the nodes hear the unwanted RTS. As a result, these nodes go sleep until the neighboring nodes are transmitted,
which reduces overall power consumption. In the next experiment, we investigated the energy consumption in terms of different data entry rate of the network layer at different wake-up cycles of the sensor nodes. The data entry rate values of the network layer are adjusted by varying the value of the $T_{DS}$ transition firing rate in the model. Figure 4 shows that the average energy consumption increases with an increase in the Duty Cycle. This is because, in the lower Duty Cycle, since the nodes spend most of their time in the sleep mode, increasing the data entry rate has no significant effect on the amount of energy consumed. Also in the high Duty Cycle (90%), because of the high number of RTS and CTS messages, the nodes quickly fall asleep by adjusting their NAV timer, which increases the not-so-high energy consumption per increasing in data entry rate. Figure 5 also illustrates the energy consumption of different data packet sizes in both simulator and model. The results indicate the little difference between the two methods. A larger packet, increases energy consumption. Also, a larger packet requires more transmission time. Then as mentioned earlier, if the time needed to send and receive a packet exceeds the node's wake-up period, the node adds its wake-up time. This will consume more energy for the nodes.

7. CONCLUSION

In this study, we analyzed and modeled the S-MAC, as an efficient media access control protocol, in wireless sensor network. The modeling was performed using Generalized Stochastic Petri net. Then, the energy consumption of the nodes was calculated analytically, using the proposed model. To determine the accuracy of the proposed model, the energy consumption values were compared with the results of the simulator which execute the same scenario. The experiments conducted to investigate the effects of different number of nodes, network traffic, packet size and Duty Cycles on energy consumption of the sensor nodes. The results earned from the two environments well matched to each other.
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