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Abstract—Neural networks are prone to catastrophic forgetting when trained incrementally on different tasks. Popular incremental learning methods mitigate such forgetting by retaining a subset of previously seen samples and replaying them during the training on subsequent tasks. However, this is not always possible, e.g., due to data protection regulations. In such restricted scenarios, one can employ generative models to replay either artificial images or hidden features to a classifier. In this work, we propose Genifer (GENerative FEature-driven image Replay), where a generative model is trained to replay images that must induce the same hidden features as real samples when they are passed through the classifier. Our technique therefore incorporates the benefits of both image and feature replay, i.e.: (1) unlike conventional image replay, our generative model explicitly learns the distribution of features that are relevant for classification; (2) in contrast to feature replay, our entire classifier remains trainable; and (3) we can leverage image-space augmentations, which increase distillation performance while also mitigating overfitting during the training of the generative model. We show that Genifer substantially outperforms the previous state of the art for various settings on the CIFAR-100 and CUB-200 datasets.

Index Terms—Class-incremental Learning, Generative Replay, Catastrophic Forgetting.

1 INTRODUCTION

HUMANS have the innate ability to continuously learn new tasks while remembering and leveraging prior knowledge. Similarly, it has been shown that neural networks are able to transfer knowledge from one task to another [1]. Unlike humans, however, when neural networks are fine-tuned on a new task, they suffer from a phenomenon called catastrophic forgetting [2, 3]. Neural networks forget how to solve previously learned tasks when trained on subsequent ones. This very problem lies at the core of Continual Learning (CL), a field that explores techniques to learn different tasks sequentially [4, 5, 6, 7]. In CL scenarios, training data is provided as a stream of tasks, i.e., training data is accessible neither before nor after learning the respective task. Such settings are common constraints in real world applications where data providers cannot grant unlimited and indefinite access to data for various reasons. Besides acquisition-related factors, legal constraints may exist when processing confidential or privacy-regulated data, such as personal or medical patient data. In this work, we address class-incremental learning (CIL), a specific CL scenario where a classifier is to incrementally learn different classification tasks [8, 9]. CIL is a popular experimental setting for analyzing CL techniques, since it enables evaluation on standard benchmark datasets. For instance, several previous works [10, 11, 12, 13, 14, 15] reported evaluation results with well-defined task splits on CIFAR-100 [16] and CUB-200 [17], which are well-suited to stress-test CIL methods in diverse settings. The former dataset with daily objects demonstrates a scenario with small images and a large range of variation between class appearances, whereas the latter with different bird species contains higher-resolution images with relatively minute differences between classes.

Many successful techniques in CIL preserve previous knowledge by employing some form of experience replay, where previously seen samples are replayed during the acquisition of new knowledge [10, 11, 12, 18, 19, 20]. However, as mentioned above, retaining all or even some of the training data is not always possible. To address this challenge, potential solutions have become feasible thanks to recent advances in generative modeling, in particular generative adversarial networks (GANs) [21]. GANs enable so-called generative replay, where a generator is trained to replay artificial experience. Leveraging generative models has been shown to be effective in tackling such stricter CIL settings, e.g. in [22, 23, 24, 25, 26, 27, 28, 29].

Methods that build on generative replay either perform image replay or feature replay. In image replay [22, 23, 24, 25], a generative model replays artificial samples following the training data distribution, which facilitates knowledge preservation throughout the entire classifier. However, training such models on complex image datasets such as ImageNet [30] is non-trivial. Recently, an alternative approach of synthesizing artificial hidden features learned by the classifier has shown success for replaying complex data [26, 27, 28, 29]. A major advantage of such feature replay is that the distribution to be learned by the generative model is typically significantly simpler and often lower-dimensional than the respective image distribution. This enables efficient application in real world scenarios beyond moderately complex datasets. In addition, the replayed fea-
Fig. 1: Training of a GAN consisting of $G$ and $D$ to replay images (a), hidden features (b), and our proposed technique (c) for a classifier $M = f \circ h$.

...parameters are tailored to the knowledge learned by the classifier, which facilitates highly efficient knowledge preservation. In contrast to image replay, feature replay however cannot leverage standard image-space augmentations, which have been proven to be effective for image classification problems. Furthermore, feature replay mitigates catastrophic forgetting only in a portion of the classifier, i.e., forgetting in the feature extraction layers is not addressed by design. Feature-replay techniques thus often freeze the feature extractor, which in turn prohibits further knowledge acquisition in these respective layers.

In this work, we propose a novel generative replay technique that combines the advantages of both image and feature replay. In particular, we train a GAN to synthesize images, similar to generative image replay. However, our discriminator does not judge the generated images, but the response from the classifier’s feature extractor, as in generative feature replay. Since we replay images, our approach enables preservation and acquisition of knowledge throughout all classifier layers, as the entire classifier remains trainable. Moreover, image-space augmentations can be leveraged to increase knowledge preservation. In contrast to naive image replay, our generative model is only tasked with reproducing the distribution of hidden features previously learned by the classifier, as opposed to the underlying image distribution. Our technique thus also inherits the advantages of feature replay, such as scalability to complex training data and classifier-tailored replay. Therefore, we refer to our technique as *generative feature-driven image replay*. Fig. 1 shows a visual comparison of training a GAN to replay images, hidden features, and our hybrid approach.

In this work, we make the following contributions:

1) A novel generative replay technique that combines the advantages of image and feature replay.
2) An adversarial distillation that improves knowledge preservation in the generative model.
3) Comprehensive benchmarking on two datasets with different image resolution and class granularity, with varying numbers of tasks, and with and without a large initial task, all showing that our method outperforms the previous state of the art.

2 RELATED WORK

Most CL approaches rely on either regularization, isolated parameters, replay, or a combination thereof [7]. The main disadvantage of methods based on regularization [32], [33], [34] or isolated parameters [35], [36] is that they typically require task membership information at inference time [5], [6]. This significantly limits their applicability, since such prior knowledge is not available in most practical applications. Even with approaches using dedicated task inference techniques [7], the classifier cannot learn any inter-task relationships because it never sees data from different tasks simultaneously. Approaches that leverage experience replay have been shown to be effective at learning such inter-task relationships [26], [38], [39]. For instance, iCaRL [10] replays selectively stored training samples, so-called exemplars. Since memory constraints on the number of storable exemplars may induce an imbalance between exemplars and current data, it was shown that addressing such imbalance is essential in this approach [11], [18], [19], [20].

2.1 Generative Replay

Recently, thanks to progress in generative modeling, it has become feasible to address stricter CL settings where no exemplars can be stored. Furthermore, employing a generative model to replay artificial experience circumvents the above-mentioned imbalance problem, since artificial experience can be sampled from the generative model. Such promising generative replay techniques are particularly relevant for our work: Deep Generative Replay (DGR) [22] demonstrated that training a GAN is effective for replaying artificial images from MNIST [40]. However, training GANs to generate high-resolution images of complex datasets is challenging, and an active research topic on its own. Therefore, methods such as Always Be Dreaming (ABD) [41] utilize data-free training for generative models, but this approach relies on a crude approximation of previous task data (batch normalization statistics). Another direction to alleviate this problem is to replay generated hidden features learned by the classifier, instead of raw images. Such generative feature replay can be highly effective, since the replayed representation is then tailored to the knowledge learned by the classifier. This approach indeed bears similarities to biological neural networks in the brain, where mental images are not passed back to the retina either [25]. Accordingly, in Brain-Inspired Replay (BI-R) [26], a variational autoencoder (VAE) [42] and a classifier are merged into a single model that internally replays previously learned representations. Similarly, in FearNet [27] a mechanism is proposed for generative feature replay combining short- and long-term memory modules. Unlike these brain-inspired approaches, Liu et al. [28] employ a conditional GAN [43] that learns to perform feature replay.

To avoid catastrophic forgetting in the classifier layers that extract the replayed features, previous state-of-the-art generative feature replay methods rely on pretrained, frozen feature extractors [25], [27], [29]. A drawback of this approach is that it prevents the feature extractor from being trained continually. In [28], a feature distillation loss is proposed as an alternative to freezing. However, feature distillation, when minimized using current samples, only offers a relaxation of the freezing paradigm, without providing fundamental advantages in addition; i.e., the classifier is neither encouraged to learn new features, nor effectively prevented...
from changing its learned representation of previous data. Generative Feature Replay with Orthogonal Weight Modification (GFR-OWM) [14] also employs generative feature replay, but has only been shown to work for very small CNNs, which limits its applicability. DeepCollab [45] is another generative replay method based on a latent feature distribution. Since it consists of several customized components (GAN, VAE, domain adaptors, sample selection) and requires multiple training phases per task, its training and tuning are non-trivial.

In contrast to the aforementioned methods, we propose a hybrid approach. By replaying images that represent the distribution of classifier features, our technique leverages the benefits of both feature replay and image replay. As the replayed images are classifier-tailored, our classifier can remember tasks efficiently, while acquiring new knowledge effectively throughout the entire classifier. Our model can therefore be trained to replay complex and high-dimensional distributions such as CUB-200, which enables successful continual learning.

2.2 Forgetting in the Generative Model

Generative replay techniques partially shift the problem of catastrophic forgetting from the classifier to a generative model, since the latter must be trained continually as well. Therefore, such frameworks must in turn address forgetting in the generative model. Wu et al. [25] proposed a generator distillation loss and demonstrated its effectiveness on moderately complex task sequences. However, such image-space distillation leads to increasingly corrupted samples over long task sequences [23]. Another strategy inspired by isolated parameters is to expand the generative model incrementally using task-specific parameters [23], [24]. By employing sparsity regularization [24] or singular value decomposition [23] for task-specific parameters, these techniques have been shown to scale to long task sequences. In our approach, we propose novel adversarial distillation losses (see Section 3.1) to address forgetting in the generative model. Our distillation strategy avoids replaying corrupted samples in long task sequences and at the same time mitigates overfitting in the discriminator.

2.3 Prototypical Representations

As an alternative to generative feature replay, recent methods were proposed to employ class-representative prototypes in feature space, i.e., a mean feature for each class. Prototype Augmentation and Self-Supervision (PASS) [14] stores such prototypes and uses self-supervised learning to learn more general features. When new classes are learned, the prototypes are augmented with Gaussian noise. However, there is no guarantee that the real features follow a Gaussian distribution. In addition to using prototypical representations, Semantic Drift Compensation (SDC) [13] estimates the drift of previous task prototypes when learning new tasks. This drift estimation is then used to update the prototypes, leading to superior performance compared to retaining outdated prototypes. Fusion [15], which is the state of the art in this field, extends SDC by distinguishing semantic and feature drift, where the former models the relationship between new and old class prototypes before learning a new task while the latter estimates how the new class representations move during the learning of a new task. Both PASS and Fusion employ feature distillation, but since previous task prototypes are only available in the feature space, feature distillation is performed using current task samples. As described earlier, this is suboptimal and hinders the learning of new tasks. Furthermore, image-space augmentations on previous samples can then not be leveraged. Since we generate previous samples in the image space, our method can both distill features of previous samples and leverage image-space augmentations, leading to results superior to Fusion.

3 Generative Feature-driven Image Replay

We herein introduce Genifer (GENerative FEature-driven image Replay), a novel framework for CIL. It consists of a generative replay model $G$ and a classifier $M$ that are trained in an alternating fashion. We first describe these components, then discuss the importance of data augmentation in CIL, and finally explain essential implementation details.

In a classical supervised classification problem with i.i.d. data, $M$ is trained on tuples $(x, y)$ sampled from a distribution $S = X \times C$, where $C = \{1, ..., C\}$ is a set of $C$ classes. In CIL, however, we are presented with a partition of $S$ consisting of subsets $S_t = X_t \times C_t$, where $t \in \{1, ..., T\}$ is a task, associated to a point in time. Note that each subset contains samples belonging to a unique set of classes $C_t$ with $C_t \cap C_{t'} = \emptyset$ for $t \neq t'$. When learning a task $t$, we denote previously seen task data (i.e., $S_{1:t-1}$) as $S_p = X_p \times C_p$ and current task data as $S_c = X_c \times C_c$.

During training for new tasks, our method alternates between training a classifier and a GAN. This is illustrated in Fig. 2 to aid the descriptions in the following subsections.

3.1 Generative Replay Model

As generative model, we train a conditional GAN consisting of a generator $G$ and a projection discriminator $D$ [46]. Given a class $y$ and a randomly sampled latent vector $z$, $G(z, y) \rightarrow x'$ learns to create synthetic samples $x'$ belonging to class $y$. Since $G$ is trained in a continual fashion, it must remember how to generate previous-task samples while learning to synthesize new samples representing the current task. We achieve this by minimizing the objectives $L_G = L_{G,C} + L_{G,D}$ and $L_D = L_{C,D} + L_{P,D}$, respectively, for $G$ and $D$. Losses $L_{G,C}$ and $L_{C,D}$ are computed on samples of the current task so that $G$ learns to synthesize realistic new-task samples. $L_{G,D}$ and $L_{P,D}$ constitute adversarial distillation losses, which are computed on samples belonging to previous tasks. Their purpose is to prevent $G$ from forgetting previously learned samples.

We define the classifier $M: x \rightarrow f(h(x))$, where $h$ is a function that extracts features up to a certain convolutional layer in $M$, and $f$ (potentially consisting of additional convolutional layers) maps this representation to output logits for each class. $L_{C,G}$ is the non-saturating logistic loss [21].

$$L_{C,G} = \mathbb{E}_{(x, y) \sim S_c} \left[ \log \left( f\left(h(G(z, y)), y\right) \right) \right],$$

(1)
where $a$ is the softplus function. Note that although $G$ synthesizes images $x', D$ discriminates their representation $(h(x'))$ learned by $M$. This is a crucial difference from all previous techniques, where $D$ would discriminate $G(z, y)$ directly. Our replayed images thus contain the desired features for optimal classifier distillation without being constrained in any other way, which greatly simplifies the training of the generative model.

The adversarial distillation loss for $G$ is minimized starting from the second task onward and is defined as

$$
\mathcal{L}_{G_{ADV}} = \mathbb{E}_{x \sim p_x} \left[ a(D(h(G(z, y), y))) + a(-D(h(x, y))) + \lambda_{ID} \mathbb{E}_{x \sim p_x} \left[ \|G(z, y) - G_p(z, y)\|_1 \right] \right],
$$

where $G_p$ is a frozen copy of the generator from the previous task. The first component $\mathcal{L}_{G_{ADV}}$ is an adversarial loss that encourages $G$ to generate previous task images containing realistic features, similarly to the current task objective in Eq. (1). The second component $\mathcal{L}_{G_{ID}}$ is an $\ell_1$ loss for image distillation (ID) evaluated in the image space, explicitly penalizing $G$ when it deviates from previously generated samples. It is weighted by a hyperparameter $\lambda_{ID}$. Our adversarial distillation differs markedly from previous works (e.g., [28], where only ID was employed. Minimizing $\mathcal{L}_{G_{ID}}$ mitigates the degradation of image quality over a task sequence (e.g., blurring), and we show its superiority compared to previous approaches later in Sec. 4.2.2.

Analogously to the generator loss, the objective for $D$ consists of two components: $\mathcal{L}_{D}^{c}$ for learning the current task and $\mathcal{L}_{D}^{p}$ for the adversarial distillation on previous task samples. With the first component

$$
\mathcal{L}_{D}^{c} = \mathbb{E}_{y \sim p_y} \left[ a(D(h(G(z, y), y))) + a(-D(h(x, y))) \right],
$$

and

$$
\mathcal{L}_{D}^{p} = \mathbb{E}_{z \sim p_z} \left[ a(D(h(G_p(z, y)), y)) + a(-D(h(G_p(z, y)), y)) \right].
$$

$D$ learns to distinguish between features $h(x)$ from real images and features $h(G(z, y))$ from generated images, thereby teaching $G$ to synthesize images with features that look realistic from the classifier’s perspective. For the second component $\mathcal{L}_{D}^{p}$, we do not have access to real previous task samples ($S_p$). We thus use $G_p$ to generate artificial samples $S'_p$ that are representative of the previous tasks. The second component is then defined as

$$
\mathcal{L}_{D}^{p} = \mathbb{E}_{z \sim p_z} \left[ a(D(h(G(z, y)), y)) + a(-D(h(G_p(z, y)), y)) \right].
$$

This loss helps $G$ to remember how to generate realistic previously-learned samples. As before, $\mathcal{L}_{D}^{p}$ is only minimized by $D$ starting from the second task onwards. Thanks to the adversarial distillation in $D$, the risk of discriminator overfitting is reduced significantly, since $D$ is trained on $S_c \cup S'_p$, which is substantially larger and more diverse than $S_c$. Note that this technique implies a label flip for $D$: once a task is learned and it becomes a “previous” task, the labels of the corresponding samples are changed from fake to real. Finally, $D$ also minimizes an $R_1$ regularization term \cite{47} defined as $\lambda_{R_1} \mathbb{E} [\|\nabla_{h(x)} D(h(x))\|_2^2]$.

### 3.2 Classifier Training

To learn a new task consisting of $L$ classes, the function $f$ in $M$ is extended with weights for the additional $L$ output logits. $M$ then minimizes the cross-entropy loss $\mathcal{L}_{M}^{c}$ on current real samples. At this point in time, we also have access to a copy of the previous classifier $M_p$ and a generator $G$, both of which have been trained on the $K$ classes of $S_p$. For a given image $x \in X_c$, we define the $k$-th logit of $M$ as $M^k(x)$. Analogously, for a synthetic image $x' = G(z, y)$ (belonging to a previously learned task), the $k$-th logit of $M_p$ is denoted by $M_p^k(x')$. The corresponding predicted class probabilities are then defined as:

$$
q^k(x) = \frac{e^{M^k(x)}}{\sum_{j=1}^{K+L} e^{M^j(x)}}, \quad q^k_p(x') = \frac{e^{M_p^k(x')}}{\sum_{j=1}^{K} e^{M_p^j(x')}}.
$$

Fig. 2: Training procedure for our method. First, classifier $M$ (a) and then $(G, D)$ (b) are trained on task $t = 1$. For any future task $t > 1$, classifier $M$ (c) and then $(G, D)$ (d) learn the current task, while minimizing additional losses proposed to prevent forgetting on previous tasks. Note that at a task $t$, only the latest GAN is used, i.e., no previous GANs need to be retained.
To mitigate forgetting previous tasks, $M$ minimizes a knowledge distillation loss \[\text{LD} = \frac{1}{K} \sum_{k=1}^{K} \mathbb{E}_{x \sim \mathcal{D}} \left[ \log p_{\theta}(y | h_{\phi}(x)) \right]. \] For a synthetic previous image $x' = G(z, y)$, we define our logit distillation (LD) loss as

\[
L^p_M = - \sum_{k=1}^{K} q^k(x') \log(q^k(x')) ,
\] (6)

We propose the feature distillation loss

\[
L_{FD} = \left\| h(x') - h_p(x') \right\|_2^2 ,
\] (7)

which, in contrast to earlier works [14], [15], [28], is evaluated on synthesized previous task images $x'$, not current ones. This is highly effective as shown later in Sec. 4.2.2. The final training objective for $M$ is thus

\[
L_M = (1 - \lambda_{LD}) L^p_M + \lambda_{LD} L^h_M + \lambda_{FD} L_{FD} ,
\] (8)

where $\lambda_{LD}$ and $\lambda_{FD}$ are the logit and feature distillation coefficients, respectively.

### 3.3 Leveraging Augmentations

When training large networks on small datasets, there is a risk of overfitting to training data, which results in poor generalization performance. This applies not only to classifiers, but also to discriminators in GANs. In fact, multiple recent works identified discriminator overfitting as a root cause for inferior GAN performance on limited training data [49], [50], [51]. As a remedy, Karras et al. [19] proposed an effective pipeline for adaptive discriminator augmentation (ADA). Since the dataset sizes per task in CIL are typically small compared to the vast amount of images GANs are usually trained on in non-CIL scenarios (e.g., a task from a long CIL sequence in CUB-200 contains only 150 training images), discriminator overfitting is indeed particularly relevant in CIL. To the best of our knowledge, discriminator overfitting has neither been addressed nor investigated in the context of generative replay for CIL.

In our framework, we tackle the problem of discriminator overfitting from two orthogonal directions. First, since we replay images, we augment generated and real images using the augmentations proposed in [49]. Note that this would not be possible in the case of feature replay, since respective image space augmentations are not applicable in feature space. Second, our discriminator is not only trained on current real data but also on synthesized previous data (adversarial distillation in Eq. [4]). We find this to be crucial to effectively mitigate discriminator overfitting on the current task, and we show this to greatly improve the results in Sec. 4.2.2.

In addition to discriminator overfitting, we can also address overfitting in the classifier. Specifically, our proposed approach enables us to leverage common image space augmentations (e.g., random cropping and flipping) on replayed samples for logit and feature distillation. Again, note that in the case of feature replay, such classifier augmentations on replayed samples cannot be employed. In Sec. 4.2.3, we show that both discriminator and classifier augmentations are essential in reducing forgetting over long task sequences.

### 3.4 Implementation Details

A pseudocode summarizing our training process is given in Algorithm 1. We train a ResNet-18 classifier [52] using the RAdam optimizer [53] with a learning rate of 0.0001 and a weight decay of 0.0005. We empirically found that the best location to divide the classifier $M$ into $h$ and $f$ is after the third ResNet block (i.e., roughly at 3/4 of the classifier depth), which we used throughout all our experiments. Between experimental settings with varying characteristics (dataset nature, number of images, image size, number of classes, etc.), we tuned the logit distillation weight in the range $\lambda_{LD} \in [0.95, 0.99]$ per each setting. For the setting in Tab 2 without a large first task, we used $\lambda_{LD}=0.8$, which empirically worked better.

Thanks to our approach, we are able to use relatively low-capacity architectures for $G$ and $D$, as opposed to conventional generative image replay methods [23]. Note that for RGB images of size $128 \times 128$, the memory footprint of our GAN $(G, D)$ is $\approx70$MB, whereas a memory buffer for exemplar-based methods would typically store 2000 samples occupying $\approx100$MB. $D$ employs a mini-batch discrimination layer [54] to increase sample diversity. Both $G$ and $D$ are trained with an equalized learning rate [54] of 0.0025. The $R_1$ regularization weight is set to $\lambda_{R_1}=0.5$.

At inference time (i.e., when replaying from $G$ at test time or during training to synthesize previous-task samples), we use a copy of $G$ with exponential moving average over the training iterations applied to its parameters [55]. For image distillation, we set $\lambda_{ID}=10\kappa$, where $\kappa=[c_\text{avg}]/[c_\text{max}]$ is the ratio between the number of previous and current classes. Through this scaling we increase the weight of the generator distillation as more tasks are added. We noticed that in order to mitigate generator forgetting over various task sequence lengths, this approach is easier to tweak than a constant distillation coefficient.

All models were implemented in PyTorch [56] and trained using a single NVIDIA A100 Tensor Core GPU. In our experiments, training the classifier and the GAN for one task takes between one and four hours, depending on the task size and the dataset. Please refer to the supplemental material for more details and visualizations.

### 4 Experiments

We evaluate our method on two popular CIL benchmark datasets, CIFAR-100 [16] and CUB-200 [17]. Both datasets have a large number of classes, which allows us to simulate...
diverse CIL settings with different task sequence lengths. In addition, CIFAR-100 and CUB-200 have very dissimilar properties and inherent difficulties, making them ideal to test the general applicability of different CIL methods. While the major challenge in CIFAR-100 is the diversity among its classes, the main difficulty in CUB-200 comes from the high-resolution images, the requirement to distinguish a large number of fine-grained classes, and the low number of available training images. Furthermore, both datasets have been commonly used in related previous works [10], [11], [13], [15], which enables a fair comparison of our method. CIFAR-100 comprises images of size 32×32 belonging to 100 different object categories, split into 50,000 training and 10,000 test samples. CUB-200 consists of 5,994 training and 5,794 test images grouped into 200 classes of different birds, which amounts to at most 30 training samples per class. CUB-200 images are of variable resolution, with the majority being roughly of size 500×500. In line with previous works [13], [15], we train our ResNet-18 classifier from scratch for CIFAR-100 and start with a pretrained backbone for CIFAR-200. On CIFAR-100, the classifier is trained on each incremental task for 100 epochs with $\lambda_{FD}=1$ while the learning rate decays with factor 5 after 30, 60, and 80 epochs. Similarly on CUB-200, the classifier is trained for 200 epochs with $\lambda_{FD}=0.1$ while the learning rate decays after 60, 120, and 160 epochs.

To evaluate incremental learning performance, the datasets must be split into a sequence of tasks. Most related previous works [11], [13], [14], [15], [28] have adopted a standardized experimental setup, which we follow here to enable a direct comparison. In this standard setting, the first task $t=1$ is larger and consists of learning half of the classes in the dataset; except for one setting in CIFAR-100, where the first task contains 40 classes. The remaining dataset is then uniformly split into 5, 10, or 20 tasks. This setting indeed reflects typical CIL use cases, where an initial model would be trained only when a sufficiently large dataset has been collected and is available. For completeness, we additionally show a comparison on CIFAR-100 without a larger first task, i.e., all the tasks (including $t=1$) comprise the same number of classes. Note that most previously proposed methods only specialize and provide results for one scenario, either with or without large first task; which places our paper uniquely, presenting results from both scenarios.

4.1 Comparisons with the state of the art

We evaluate our method using two popular metrics: the overall test accuracy $\alpha_T$ at the end of a sequence containing $T$ tasks, i.e., the final accuracy over all classes in the dataset, and the average incremental accuracy $\alpha_1=\frac{1}{T} \sum_{t=1}^{T} \alpha_t$ as introduced in [10]. In Tab. 1 we show results on CIFAR-100 and CUB-200 for settings with a large first task and 5/10/20 subsequent tasks. We compare our proposed method Genifer with various existing CIL methods; in particular Prototype Augmentation and Self-Supervision (PASS) [14], Semantic Drift Compensation (SDC) [13], and Fusion [15] as exemplar-free (EF) approaches with state-of-the-art results on the evaluated datasets. Their results were taken directly as they were reported in [15] using a ResNet-18 as classifier. Exemplar-based (EB) methods are not direct competitors for our method, as they deal with a simplified scenario and our problem definition focuses on settings where no exemplar can be kept. Nonetheless, we include herein two popular exemplar-based methods for comparison: Incremental Classifier and Representation Learning (iCaRL) [10] and Learning a Unified Classifier Incrementally via Rebalancing (LUCIR) [11]. We based their implementations on the FACIL framework [8] using a ResNet-18 backbone. For their parametrization, following [11], a growing exemplar memory buffer is used (20 exemplars per class for CIFAR-100 and 10 exemplars per class for CUB-200), which amounts to 2,000 stored exemplars at the end of a sequence. As reference, we also provide lower bound and upper bound results obtained, respectively, by naive finetuning and joint training of the classifier on the entire dataset.

The results in Tab. 1 show that our approach outperforms all other methods, including exemplar-based approaches, on both datasets, for 5 out of 6 task settings; while obtaining comparable overall accuracy to Fusion in the 20-task setting on CIFAR-100. For CIFAR-100, Genifer improves the average incremental accuracy of the previous state of the art (Fusion) by 2.6 pp (percentage points), 3.3 pp, and 3.4 pp in the 5-, 10-, and 20-task settings, respectively. The improvements are larger on CUB-200, namely 7.5 pp, 10.3 pp, and 13.0 pp. Note that our dramatic improvements on CUB-200 reduce the gap in overall accuracy $\alpha_T$ between the state of the art and the upper bound by more than 30%, strikingly for each task setting. Further note that our method is superior even to exemplar-based methods across all task settings. Indeed in CUB-200, to the best of our knowledge, Genifer is the first exemplar-free CIL method to outperform existing exemplar-based methods. In Tab. 2 we report results on CIFAR-100 in an experimental setting without a large first task. Exemplar-free methods specializing in this setting are Generative Feature Replay with Orthogonal Weight Modification (GFR-OWM) [44], Always Be Dreaming (ABD) [41], Efficient Feature Transformation (EFT) [57], and DeepCollab [45]. For these, we report here the results presented in their respective papers. As can be seen in Tab. 2 we achieve new state-of-the-art performance also in this setting; where Genifer outperforms the closest method (DeepCollab) in average incremental accuracy and overall accuracy by 2.3 pp and 3.1 pp, respectively.

4.2 Discussion

Genifer’s superior results in Tab. 2 show that our approach excels also in scenarios where it is not feasible to collect a large dataset before starting continual learning. Furthermore, despite DeepCollab and ABD being based on a deeper ResNet-32 architecture, which is more expressive than our ResNet-18, Genifer still performs better. This highlights the efficacy of our technique in mitigating catastrophic forgetting.

As seen in Tab. 1 our approach achieves the largest gains compared to the previous state of the art on CUB-200. One potential reason for this may be that SDC [13] and Fusion [15] are mainly based on feature drift estimation and compensation. In fine-grained datasets such as CUB-200, class clusters may lie close to each other in the feature
TABLE 1: Average incremental accuracy $\alpha$ and overall accuracy $\alpha_T$ (%) on CIFAR-100 and CUB-200 for different numbers of tasks. The best and second-best results are shown in **bold** and ***underlined***, respectively.

| Dataset | CIFAR-100 | CUB-200 |
|---------|-----------|---------|
|         | (50+5×10) | (100+5×10) | (20+40×3) | (100+10×10) | (20+10×5) |
| Metric  | $\alpha$ | $\alpha_T$ | $\alpha$ | $\alpha_T$ | $\alpha$ | $\alpha_T$ |
| Lower bound | 23.4 | 9.0 | 13.2 | 4.7 | 8.1 | 2.9 |
| EB ICaRL [10] | 60.7 | 54.8 | 59.8 | 53.3 | 55.4 | 47.6 |
|         | 63.3 | 53.7 | 57.1 | 47.4 | 53.5 | 44.1 |
| EB PASS [14] | 65.1 | 56.5 | 60.8 | 47.6 | 58.7 | 47.3 |
|         | 66.2 | 57.6 | 62.7 | 52.3 | 59.2 | 48.8 |
| EF SDC [15] | 66.8 | 58.7 | 65.1 | 56.9 | 61.6 | 51.8 |
|         | 68.4 | 61.5 | 68.4 | 58.9 | 65.0 | 51.4 |
| Upper bound | 76.3 |

TABLE 2: Average incremental accuracy $\alpha$ and overall accuracy $\alpha_T$ (%) on CIFAR-100 without a large first task. The best and second-best results are shown in **bold** and ***underlined***, respectively.

| Tasks | 5 (5×20) |
|-------|----------|
| Metric | $\alpha$ | $\alpha_T$ |
| Lower bound | 39.5 | 17.3 |
| EB ICaRL [10] | 66.3 | 56.2 |
|         | 66.5 | 52.9 |
| EF DeepCollab [45] | 70.9 | 60.0 |
| Upper bound | 76.3 |

space, which makes their separation challenging. This, in turn, can cause slight inaccuracies in feature estimation to become increasingly problematic when learning new tasks while remembering old ones. In the following, we analyze the effectiveness of our proposed contributions by ablating each major component individually. We conduct these experiments on CUB-200 since its challenging nature allows us to better highlight differences in performance.

4.2.1 Feature-driven Image Replay

We compare our proposed technique to two obvious alternatives: feature replay (FR) and conventional image replay (IR). For the first alternative, we train the classifier with FR (as shown in Fig. 1), similarly to [23], [24], [25]. To this end, we employ the same discriminator as in our proposed framework, but with a modified $G$ to synthesize features instead of images, while maintaining the overall generator capacity. As in previous work [14], [15], [28], we employ feature distillation with current task samples (as previous task samples are not available in the image space), since we also observed that not doing so performs worse. Note that, without actual images being synthesized, neither discriminator augmentation nor classifier augmentation can be applied in this scenario. For the second alternative (IR), similarly to [23], [24], [25], we modify our framework to perform IR, as depicted in Fig. 1h. For this purpose, we adapt $D$ to discriminate images instead of features, again without altering its overall capacity. In contrast to FR, data augmentation is applied here the same way as in our proposed framework. To visualize the differences over a task sequence, we show the evolution of $\alpha_T$ over time in Fig. 3. While IR and our approach are relatively close in accuracy at the beginning of the sequence, their discrepancy steadily increases as more tasks are learned, and our technique clearly outperforms IR at the end of the sequence. This confirms the hypothesis that in the long run, learning the distribution of features is more effective than learning the distribution of respective images. FR on the other hand suffers from catastrophic forgetting already early in the sequence, hence performing by far the worst. One reason for this lower performance is that in FR, feature distillation is performed using current samples, which hinders the model from learning to extract novel features. The classifier $M$ thus has little capacity left in the remaining layers to learn new tasks without forgetting previous tasks. Another reason is that data augmentation is not feasible, neither during generator training nor during logit distillation.

To shed more light on why our approach performs better than IR, we qualitatively compare some images from the training set, with respective images generated by IR and by our technique in Fig. 5(a–c). We perform this comparison on CIFAR-100 since its large number of samples per class enables an effective analysis of the variance across sample
(a) Real (b) IR (c) Genifer

Fig. 4: Examples of CIFAR-100 images (with columns showing the classes bottle, crab, and pick-up truck) sampled from (a) the real training dataset, (b) a generator trained with IR, and (c) our proposed generator from Genifer. The top row shows the per-pixel variance over all images of the same class.

4.2.2 Distillation

Our framework employs logit and feature distillation for the classifier as well as adversarial distillation for the generative model. To assess the impact of these contributions, we conduct the following ablation experiments, comparing the metric $\alpha_T$. Our proposed adversarial distillation is comprised of $L^D_G = L^D_{GID} + \lambda_{ID} L^D_{GID}$ (Eq. 2) and $L^P_G$ (Eq. 4). To comparatively study the relative impacts of adversarial and non-adversarial components, we first ablate the image distillation only, called “Ours $- L^P_{GID}$” in Tab. 3 and then ablate only the adversarial components (i.e., $L^P_{ADV} = L^P_G + L^D_G$) called “Ours $- L^P_{ADV}$”. As seen in Tab. 3, these ablations are subpar compared to our proposed Genifer. In particular, image distillation has the largest performance impact as omitting $L^P_{GID}$ results in a drop of almost 20 pp in $\alpha_T$.

In Fig. 5a, we provide a qualitative analysis of the impact that the two above distillation components have on generated images. It is seen in Fig. 5a that a generator without $L^P_{GID}$ suffers from forgetting throughout the task sequence. With image distillation, forgetting is addressed, but without $L^P_{ADV}$, the generated images become blurrier as more tasks are learned, as seen upon closer inspection of Fig. 5b in comparison, our proposed generator in Fig. 5c combining both proposed components is able to prevent forgetting while retaining image sharpness, both contributing to the final performance of Genifer.

Finally, an ablation of the feature distillation in the classifier, called “Ours $- L^P_{FD}$” in Tab. 3 shows the substantial benefit also from this component. Hence, all the proposed distillation objectives are crucial in achieving the state-of-the-art results.

4.2.3 Effectiveness of Augmentations

In a CIL setting where training data is highly limited, data augmentation is of particular importance. To verify this hypothesis, we ablate discriminator augmentation (Ours $- DA$) and classifier augmentation (Ours $- CA$) separate-
arately in Tab. 3. Note that when ablating CA, we still perform conventional augmentations for the current task data, since this is applicable in all replay techniques. These ablation results show that both augmentations are essential for successful generative replay in CIL.

5 Conclusion
In this work we have presented a novel framework for class-incremental learning that substantially outperforms the previous state of the art. Key to our method is a technique to replay images while inheriting the benefits of common feature replay approaches. In contrast to exemplar-based frameworks, our technique does not require storing real samples, which enables application in real-world scenarios with confidentiality or privacy concerns. Notably, our method also outperforms exemplar-based approaches. In ablation studies, we show the value of our proposed feature and adversarial distillation, as well as the importance of augmentations for classifier and GAN training in the context of CIL. Finally, our novel framework for generative feature-driven image replay furthers the state of the art in CIL, on both CIFAR-100 and CUB-200 in several experimental settings.
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### Appendix A

#### Training Details

##### A.1 CIFAR-100

This dataset comprises 100 different object categories, split into 50,000 training and 10,000 test samples. The images are of size 32×32. We employ a ResNet-18 [52] and train it on each incremental task for 100 epochs while the learning rate decays from 0.0001 with factor 5 after 30, 60, and 80 epochs. Due to the small image size, we modify the original ResNet-18 architecture in the first convolutional layer to have kernel size 3×3 instead of 7×7 and a reduced stride of 1. Furthermore, we do not perform max-pooling after the said layer. For feature distillation, we employ $\lambda_{FD}=1$. During classifier training, both the real and the synthetic images are augmented using random horizontal flips.

##### A.2 CUB-200

This dataset consists of 5994 training and 5794 test images grouped into 200 classes of different birds. Using bilinear interpolation, the images are first resized such that the shorter side has length 128, and then upsampled to obtain a shorter side length of 256. The reason for this procedure is twofold: First, we found that a classifier trained on random crops of size $224 \times 224$ extracted from 256-short-side images yields a competitive upper-bound accuracy on this dataset. Second, training our generator to synthesize $128 \times 128$ images is significantly faster than doubling the resolution, without compromising the CL accuracy. We employ a ResNet-18 (original architecture) and train it on each incremental task for 200 epochs while decaying the learning rate from 0.0001 with factor 5 after 60, 120, and 160 epochs. For feature distillation, $\lambda_{FD}=0.1$ is used. Due to the small number of samples per class, we employ both horizontal flips and random crops as augmentations on this dataset.

##### A.3 Classifier hyperparameters

The hyperparameters for the classifier training that are common across both datasets are shown in Tab. 4. In the setting with a large first task, we tune the logit distillation coefficient for different task splits in the range $\lambda_{LD} \in [0.95, 0.99]$ and report the best results. In the setting without a large first task, $\lambda_{LD}=0.8$ empirically worked best.

##### A.4 GAN hyperparameters

For image distillation, we set $\lambda_{ID}=10\kappa$, where $\kappa = \frac{|C_r|}{|C_l|}$ is the ratio between the number of previous and current classes. For the discriminator augmentation, we empirically set $\lambda_{DA}=0.1$.

### Table 4: Number of GAN training iterations for one task in CIFAR-100 (a) and CUB-200 (b).

| Tasks $t$ | Classes per task | Iterations per task |
|----------|------------------|---------------------|
| $t > 1$  | 5                | 3                   |
|          | 10               | 5                   |
|          | 20               | 3                   |
|          | 50               | 3                   |

| Tasks $t$ | Classes per task | Iterations per task |
|----------|------------------|---------------------|
| $t > 1$  | 20               | 1                   |
|          | 10               | 1                   |
|          | 5                | 5                   |

| First task | Classes per task | Iterations per task |
|------------|------------------|---------------------|
| 1          | 250 000          | 20/40/50             |
| 2          | 20 000           |                      |
| 3          | 10 000           |                      |
| 4          | 5 000            |                      |
| 5          | 3 000            |                      |

| First task | Classes per task | Iterations per task |
|------------|------------------|---------------------|
| 1          | 250 000          | 100                 |
| 2          | 20 000           | 10                  |
| 3          | 10 000           | 5                   |
| 4          | 5 000            | 5                   |

---

**Table 5:** Number of training iterations for one task in CIFAR-100 (a) and CUB-200 (b).

| Tasks $t$ | Classes per task | Iterations per task |
|----------|------------------|---------------------|
| $t > 1$  | 5                | 3                   |
|          | 10               | 5                   |
|          | 20               | 3                   |
|          | 50               | 3                   |

| First task | Classes per task | Iterations per task |
|------------|------------------|---------------------|
| 1          | 250 000          | 20/40/50             |
| 2          | 20 000           |                      |
| 3          | 10 000           |                      |
| 4          | 5 000            |                      |
| 5          | 3 000            |                      |

| First task | Classes per task | Iterations per task |
|------------|------------------|---------------------|
| 1          | 250 000          | 100                 |
| 2          | 20 000           | 10                  |
| 3          | 10 000           | 5                   |
| 4          | 5 000            | 5                   |
found that it is beneficial to limit the probability $p$ of augmentations to 0.5. In limited-data scenarios such as ours, $p > 0.5$ would otherwise trigger relatively soon and lead to augmentation leaking \[49\], e.g., $G$ would start to synthesize upside-down images.

For the discriminator’s $R_1$ regularization (see \[47\]), we use $\lambda_{R_1} = 0.5$. Similarly to \[58\], we employ lazy $R_1$ regularization, i.e., $R_1$ is minimized only every 16 discriminator steps. We used a batch size of 64 and an equalized learning rate of 0.0025 for both discriminator and generator. Details on the number of iterations in the GAN training are provided in Table \[5\] for each task size.

**APPENDIX B**

**GAN ARCHITECTURE**

The architectures of the generator $G$ and the discriminator $D$ are illustrated in Fig. \[6\].

**APPENDIX C**

**QUALITATIVE RESULTS**

Fig. \[7\] and Fig. \[8\] show example images replayed by our generator after training on the first large task in CIFAR-100 and CUB-200, respectively. In Fig. \[9\], we demonstrate how our synthesized samples from the first task evolve while the generator trains on a sequence of 20 tasks in CUB-200. Only very subtle differences can be observed when comparing the images generated directly after learning the first task and at the end of the sequence.
Fig. 7: Generated images after training on the first task in CIFAR-100. Each column shows different samples of one class.

Fig. 8: Generated images after training on the first task in CUB-200. Each column shows different samples of one class.

Fig. 9: Evolution of generated CUB-200 images. Each row shows how a sample of a class from task $t=1$ evolves during a sequence. Each column represents the generator’s state after learning a task $t$, from $t=1$ (leftmost) to $t=19$ (rightmost).