Impact of novel electron-phonon coupling mechanisms on valley physics in two-dimensional materials
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We systematically study the impact of various electron-acoustic-phonon coupling mechanisms on valley physics in two-dimensional materials. In the static strain limit, we find that Dirac cone tilt and deformation potential have analogous valley Hall response since they fall into the same universality class of pseudospin structure. However, such argument fails for the coupling mechanism with position-dependent Fermi velocity. For the isotropic case, a significant valley effect occurs near charge neutrality similar to the bond-length change, whereas for the anisotropic case, the geometric valley transport is suppressed, akin to the deformation potential. Gap opening mechanism by nonuniform strain is found to totally inhibit the valley Hall transport, even if the dynamics of strains are introduced. By varying gate voltage, a tunable phonon-assisted valley Hall response can be realized, which paves a way toward rich phenomena and new functionalities of valley acoustoelectronics.

Introduction.—Electron-phonon coupling is known to play a pivotal role in determining the physical properties of solids, such as superconducting, optical, transport phenomena, etc. Particularly, recent advances in topological materials trigger new interest in understanding the interplay between electron-phonon coupling and topological physics [1–3]. Due to the inherent topology and high tunability, two-dimensional (2D) materials provide unprecedented opportunities to investigate such interplay. There are growing evidences in 2D materials [4–7] which underline the significance of coupling between electrons and phonons, or their classical description, i.e., random strain fluctuations [5, 6]. Up to now, most transport studies of electron-phonon coupling concentrate on the longitudinal direction or spin relaxation [8–12], however, little attention has been paid to the transverse transport [13–15], e.g., anomalous, thermal, spin or valley Hall effect. Experimentally, transverse transport measurements have been realized in several 2D materials [16–20], whose results suggest an important role of electron-phonon coupling for realistic samples [21]. This may open up new avenues for phonon-controlled technological applications of electrons, like valley acoustoelectronics [22].

New physics also stems from the novel electron-phonon coupling mechanisms in 2D materials. For example, the pseudogauge potential due to the bond-length change in monolayer graphene [23] exhibits distinct behaviors from the usual deformation potential, including the Landau-level formation [24, 25], quantum spin Hall effect [26], etc. Intriguingly, recent work unveils that the pseudogauge-type electron-phonon coupling significantly enhances the valley Hall response near charge neutrality for Dirac electrons [21], as compared to the deformation type. Such difference is physically related to the distinct universality classes of pseudospin structure for electron-phonon coupling [27]: orthogonal (deformation-type), unitary (magnetic type) and symplectic (gauge type). Nevertheless, there are more exotic types beyond the standard classification: Dirac cone tilt (DT) [28–30], isotropic velocity renormalization (IR) [31, 32], anisotropic velocity renormalization (AR) [31–33] and gap opening by non-uniform strain (GO) [34]. The novelties of these types lie in the nontrivial interplay between electron’s orbital motion, strain tensor \( u_{\alpha\beta} \) and (pseudo) spin structure, whose effect on transport phenomena remains largely unexplored. All these types contain up to the first derivatives of the strain tensor or electron fields as the standard classes, implying that any type may be the dominant electron-phonon coupling mechanisms in realistic 2D materials [6, 31]. Therefore studying the impact of these new types would be desirable for better understanding and manipulation of electron-phonon coupling in 2D materials.

In this paper, we explore the impact of all leading-order electron-phonon coupling mechanisms allowed by symmetries on valley physics in graphene systems. In the static strain limit, we find that the DT type and the deformation potential have analogous valley Hall response since they belong to the same universality class of pseudospin structure. The IR type, similar to the gauge-type electron-phonon coupling, significantly enhances the valley Hall effect near charge neutrality for Dirac electrons, whereas the AR type, akin to the deformation potential, suppresses such geometric transport. The GO type totally inhibits the valley Hall transport, even if the dynamics of strains are introduced. Electron-phonon coupling is further investigated to demonstrate these features. Our study refreshes our knowledge on both electron-phonon coupling and valley physics, and paves the way toward valley acoustoelectronics for 2D materials.

Model and strains.—We begin with the effective Hamiltonian

\[
H_0 = \hbar v k \cdot \sigma + \Delta \sigma_z,
\]
which describes the low-energy electron dynamics in one of the Dirac valleys in gapped graphene. Here $k = (k_x, k_y)$ is the two-dimensional wave vector, $\sigma$ represents the sublattice indices. The other valley can be obtained by performing a time-reversal operation on $H_0$. The energy dispersion is given by $\varepsilon_{c,v} = \pm_\kappa = \pm (\hbar^2 v^2 k^2 + \Delta^2)^{1/2}$, where the subscript $c$ and $v$ label the conduction and valence bands, respectively. Without loss of generality, we suppose the Fermi level lies in the conduction band. The corresponding eigenstate is given by $| \phi_k \rangle = \cos(\theta_k/2), \sin(\theta_k/2)e^{i\phi_k} | \Psi \rangle^T$, where the angular variables $\theta_k = \cos^{-1}(\Delta/\varepsilon_k)$ and $\phi_k = \tan^{-1}(k_y/k_x)$. In the low temperature limit, electronic transport is basically a Fermi surface property, and a single parameter $\theta_F = \theta[k]=k_F$ can be used to characterize the transport behaviors, where $k_F$ is the Fermi wave vector.

For the phononic part, it is convenient to first treat it classically, that is, by using the language of strains [35]. In the long-wavelength limit, static strain vector $u(r)$ due to the atomic deviations from equilibrium positions in solids, has in-plane and out-of-plane (flexural) modes. For either mode, we require that the spatial average of $\eta$ are correlated and contribute to the transport properties in solids, has in-plane and out-of-plane (flexural) modes. For either mode, we require that the spatial average of $\eta$ are correlated and contribute to the transport properties.

\[ u(r) = \sum_q u(q)e^{i\eta(r)} \]

in a single strained region and $F_q$ is arbitrary $q$-dependent function. Such form originates from the long-wavelength acoustic phonon modes of graphene systems. For random strains, fluctuations from different regions are correlated and contribute to the transport properties through their correlation function $\langle F_q F_{-q} \rangle_{av} = C|q|^\epsilon$ by the harmonic approximation of phonons. Here $\epsilon = 2$ ($\eta = 3, \epsilon = 0$) denote the out-of-plane (in-plane) mode of graphene [5], physically due to thermal fluctuation effect or random forces from substrates. This suggests that two-dimensional materials are not really flat. $C$ is a material-dependent parameter.

**Electron-strain (-fluctuation) coupling.** The description of electron-strain coupling relies on a rank-2 strain tensor, $u_{\alpha\beta} = \frac{1}{2}(\partial_\alpha u_{\beta} + \partial_\beta u_{\alpha} + \partial_\alpha h_{\beta} + \partial_\beta h_{\alpha})| \rangle$, where $u = (u_x, u_y)$ is the in-plane (out-of-plane) displacement for a particular phonon mode. Usually up to the leading order of $u_{\alpha\beta}$, the coupling with strain reads

\[ \hat{V}(r) = g_d \sum_\alpha u_{\alpha\alpha} + g_s \sum_\alpha u_{\alpha\alpha} \sigma_z + g_b a \cdot \sigma \]
in the transport behaviors. In the following, we mainly focus on the valley Hall physics.

Coordinate shift.—To unveil the valley Hall effect, let us first evaluate an essential quantity, the coordinate shift \( \delta r_{k'k} \). It describes a shift of electron wave packet scattered from the state with average momentum \( k \) into the one with \( k' \) by random strain fluctuations. The disorder-averaged gauge-invariant form of \( \delta r_{k'k} \) follows [41]

\[
\delta r_{k'k} = A^c_k - A^c_k - \langle D^c_{k',k} \arg(V^c_{k'k}) \rangle_{av},
\]

where \( A^c_k = \langle u^c_k | \nabla V u^c_k \rangle \) is the Berry connection of electrons. The Born amplitude between Bloch states \( |\psi^c_{k'}\rangle \) and \( |\psi^c_k\rangle \) is given by \( V^c_{k'k} = \langle \psi^c_{k'} | \hat{V}(r) | \psi^c_k \rangle \), where \( |\psi^c_{k'}\rangle = e^{ik'r} |u^c_k\rangle \). Note that for new types of \( \hat{V}(r) \), additional contributions may arise when individually acting on \( |\psi^c_{k'}\rangle \) and \( |\psi^c_k\rangle \). The argument \( \arg(V^c_{k'k}) = -i \ln[|V^c_{k'k}|/|V^c_{k'k}|] \) and \( D^c_{k',k} = \nabla V + \nabla k \). An order-of-magnitude estimate of \( x \)-component coordinate shift \( \langle \delta r_{k'k} \rangle_x \) is given in Table 1, where different types of electron-strain-fluctuation coupling are summarized. For comparison, conventional types are also listed. Since our interest is mainly around the charge neutrality point of Dirac electrons, a parameter \( \sin \theta_F \ll 1 \), proportional to \( \sqrt{n} \) (the carrier density \( n \)), is useful to characterize \( \langle \delta r_{k'k} \rangle_x \).

| Types of electron-strain-fluctuation modes | Phonon coupling | \( \sigma^x_{xy} \) | \( \delta r_{k'k} \) |
|-------------------------------------------|----------------|----------------|----------------|
| DT type \((\times)\) | \( l, t \) | \( \sin \theta_F \) | \(- \sin^2 \theta_F \sin \theta_F \) |
| IR type \((\sqrt{\cdot})\) | \( l \) | \( |\sin \theta_F|^2 \) | \( \cos \theta_F \) |
| (dynamical) AR type \((\times)\) | \( l, t \) | \( \sin \theta_F \) | \(- \chi \sin^2 \theta_F \cos \theta_F \) |
| (static) GO type \((\times)\) | \( l, t \) | \( 0 \) | \( 0 \) |
| (dynamical) GO type \((\times)\) | \( l, t \) | \( \omega_q \sin \theta_F \) | \(- \omega_q \sin \theta_F \cos \theta_F \) |
| deformation type \((\times)\) | \( l, t \) | \( \sin \theta_F \) | \(- \sin^2 \theta_F \cos \theta_F \) |
| pseudomagnetic type \((\times)\) | \( l, t \) | \( 0 \) | \( 0 \) |
| gauge type \((\times)\) | \( l, t \) | \( |\sin \theta_F|^2 \) | \( \cos \theta_F \) |

For the IR type, \( \langle \delta r_{k'k} \rangle_x \) diverges as \( |\sin \theta_F|^{-1} \), similar to the gauge type. The reason is that either \( \hat{p} \cdot \sigma \) in Eq. (5) or \( a \cdot \sigma \) in Eq. (3) is composed of pseudospin-flipping operators, whose Born amplitude between the same-spin states \( |\psi^c_{k'k}\rangle \) is vanishingly small as \( V^c_{k'k} \ll \sin \theta_F \). Moreover, the coefficient \( g_{\alpha R} \sum_{\alpha \alpha} u_{\alpha \alpha} \) recognized as isotropic position-dependent Fermi velocity, has no influence on the final result. This agrees with a conventional interpretation based on universality classification of pseudospin structures.

Nevertheless, such argument fails for the AR type. Despite being constructed by spin-flipping operators \( \sigma_x, \sigma_y \), the dynamical AR type shows \( \sim |\sin \theta_F| \) behavior of \( \langle \delta r_{k'k} \rangle_x \), akin to the deformation type. Here dynamical (static) case corresponds to nonzero (zero) energy transfer of electrons during scattering, or equivalently, phonon energy \( \omega_q = |e_k - e_{k'}| \neq 0 \) \((= 0)\), where \( q = k' - k \) is the momentum transfer. Since the static AR type is ill-defined, the dynamical type becomes dominant. Intriguingly, an explicit form of \( \langle \delta r_{k'k} \rangle_x \) is independent of phonon energy \( \omega_q \), demonstrating the validity and stability of the dynamical type.

The static GO type contributes to zero coordinate shift, even when the Fermi level is away from the charge neutrality point. This result is the same as the pseudomagnetic type, since their pseudospin share a common \( \sigma_z \) structure. Furthermore, when we go beyond the paradigm to the dynamical case, a phonon energy-dependent \( \langle \delta r_{k'k} \rangle_x \) occurs.

Valley Hall conductivity.—Once \( \langle \delta r_{k'k} \rangle_x \) is derived, one can follow the Boltzmann equation [41] to evaluate the valley Hall conductivity \( \sigma^y_{xy} \). The explicit form of \( \sigma^y_{xy} \) in the low temperature limit is shown in Table 1, whose magnitude is linked to \( \langle \delta r_{k'k} \rangle_x \) by a scaling relation \( \sigma^y_{xy} \propto \sin \theta_F \langle \delta r_{k'k} \rangle_x \). The properties of \( \sigma^y_{xy} \) are thus directly inherited from \( \langle \delta r_{k'k} \rangle_x \). As a result, we note that the IR type leads to a near-quantized valley Hall conductivity, as found for the gauge type [21]. The DT and dynamical AR type tend to suppress \( \sigma^y_{xy} \) near the charge neutrality point. The intriguing difference of transport responses by IR and AR type is related to the distinct structure of electron-phonon coupling, which forbids the scattering of electrons for AR type when the strains are static. This suggests that the transport due to AR type is purely a dynamical effect, whereas IR type is a static effect. Furthermore, for the dynamical GO type, given the prefactors \( \omega_q / \epsilon_F \) and \( |\sin \theta_F|^2 \) in \( \sigma^y_{xy} \), valley Hall response is totally inhibited. Based on these analysis, particularly on the IR and dynamical AR type, we point out that a conventional universality classification of (pseudo) spin
structure for electron-phonon coupling is not enough to characterize the transverse transport behaviors of Dirac electrons, such as the valley Hall effect. These constitute the main results of our paper. Additionally, $\sigma_{xy}^\sigma$ is independent of specific choice of phonon modes (different $\eta$ and $\epsilon$ in Eq. (2)), manifesting the generality of our results. For the gauge type, the near-quantized $\sigma_{xy}^\sigma$ can be also understood based on a pseudomagnetic-field picture, i.e., $B \propto f(|r|)g(3z^2 - r^2)\hat{z}$, where $f(|r|)$ is an angle-independent function. Such field agrees with the threefold rotational symmetry of graphene. By contrast, this picture fails for IR and AR types since their form cannot be treated as Peierls substitution of Dirac systems. This further highlights the difference of IR and AR types from the conventional electron-phonon coupling.

Electron-phonon coupling.—Now we provide a quantum treatment of the electron-strain-fluctuation coupling, that is, the electron-phonon coupling. First, it is convenient to decompose the strain vector $\mathbf{u}(\mathbf{q})$ into longitudinal ($l$) and transverse ($t$) modes: $u_q^l = \mathbf{u} \cdot \mathbf{q}/q$ and $u_q^t = \mathbf{u} \cdot \hat{z} \times \mathbf{q}/q$. The phonon field in the long-wavelength limit reads $u_q^\nu = i\sqrt{\frac{\hbar}{2M\omega_q}}(d_q^\nu + d^{\nu\dagger}_q)$, where $d_q^\nu$ ($d_q^{\nu\dagger}$) refers to the annihilation (creation) operator of acoustic phonon modes $\nu = l, t$. $M$ is the oscillator mass and $\omega_q = c_0 q$ is the phonon dispersion, where $c_1/t$ is the longitudinal (transverse) sound speed. By introducing the phonon field $u_q^\nu$, the coupling form $\bar{V}(\mathbf{r})$ can be reorganized into $l$ or $t$ mode [42]. In contrast to the classical treatment on pure longitudinal ($l$) mode in Eq. (2), here both $l$ and $t$ modes are considered, as summarized in Table 1. We employ a semiclassical approach to deal with the phonon-assisted valley Hall response, by which the deformation type has been discussed [14].

New types of electron-phonon coupling are systematically analyzed in our paper [42]. Numerical results are shown in Fig. 1, where temperature dependences of side-jump valley Hall conductivity are studied for low electron-doped samples, i.e., $\Delta < \epsilon_F < 2\Delta$. To gain insights, we plot the temperature behaviors of $\sigma_{xy}^\sigma$ due to the electron-strain-fluctuation coupling and electron-phonon coupling, respectively. For the IR and AR type (see Fig. 1 (b)-(c)), different treatment of couplings yields consistent results in the low temperature limit, $T \ll T_i$, $T_i$ (with the Bloch-Gruneisen temperature $T_i = 2c_1/k_F/k_B$, whereas for the DT type (in Fig. 1 (a)), there is a minor discrepancy. The consistency of order of magnitude of $\sigma_{xy}^\sigma$ justifies the treatment of electron-strain-fluctuation coupling. Nevertheless, the AR- and GO-type electron-strain-fluctuation coupling (see Fig. 1 (c)-(d)) fails to provide exact results due to a lack of knowledge of cutoff factor $\chi$ or averaged phonon energy $\omega_\mathbf{q}$. In this sense, in Fig. 1 (c), $\chi = 1.0$ is derived by fitting $\sigma_{xy}^\sigma$ from the electron-phonon coupling in the zero-temperature limit. In Fig. 1 (d), $\sigma_{xy}^\sigma$ from the electron-phonon coupling is vanishingly small, about $10^{-5} e^2/h$, as a result of small ratio $c_1/v$ and $\sin^2 \theta_F$ as indicated in Table I. This verifies the physics that the GO type totally inhibits the valley Hall response.

For the DT, AR and GO type, a mixture of $l$ and $t$ mode is discussed, whereas for the IR type, only $l$ mode is plotted. The difference between IR and AR type does not arise from the occurrence of $t$ mode, which can be understood from the behavior of pure $l$ mode in Fig. 1 (c). Note that all temperature dependences originate from the Bose distribution functions of phonons, which is appropriate for $T/T_i < 1$. When further increasing the temperature, i.e., $T > T_i$, the small discrepancy between the two couplings should be smeared out by introducing the Fermi distribution functions of electrons, which is out of the scope of our work.

Discussion.—Here, we have systematically studied the effect of electron-acoustic-phonon coupling on valley physics in graphene systems. All possible types of coupling allowed by lattice symmetries are individually investigated. Accordingly, the dominant type of coupling in realistic samples can be determined by the distinct valley Hall responses, in combination with other experimental probes, such as scanning tunnelling spectroscopy [39, 40], Raman spectroscopy [43] or magnetophonon resonance [44]. By varying gate voltage (thus $\theta_F$), a tunable phonon-assisted valley Hall response can be realized, which constitutes a new type of valley acoustoelectronics, in contrast to the conventional one driven.
by surface acoustic waves [22].

A few remarks are in order. First, our framework is in stark contrast with the usual studies of electron-strain coupling which rely on the band renormalization [1–3]. The reason is that near the band edge, a self-energy correction to the band structure is negligible when compared to the large band gap. As a result, any geometric or topological modification to valley Hall response is not expected. Instead, we focus on the fluctuation and correlation effect of strains, which up to now have received far less attention. This understanding of our paper underlines the importance of spatial dynamics of strains. On the other hand, for the temporal dynamics of strains, we describe an evolution of valley Hall response from static to dynamical situation, where qualitative differences are found.

Second, the phonons we concern here are low-energy acoustic Γ phonons, where there is no Berry curvature for phonon bands due to their degeneracy. This means the induced valley Hall response is not a valley phonon Hall effect stemming from pure phonon topology [45]. Rather, it is a consequence of electron topology and particularly the exotic electron-phonon coupling. Similarly, anomalous and spin Hall effect driven by the coupling between electrons and fluctuating magnets [46–48] have attracted recent interest.

Finally, our results are not restricted to graphene systems, but can also be applied for other two-dimensional materials, such as monolayer transition-metal dichalcogenide MoS$_2$ [26, 49]. It is also appealing to extend our theoretical framework to twisted bilayer graphene [50, 51], where the occurrence of such new types of electron-phonon coupling may lead to exotic valley- and phonon-related phenomena.
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