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Abstract
The success of deep learning over the past decade mainly relies on gradient-based optimisation and backpropagation. This paper focuses on analysing the performance of first-order gradient-based optimisation algorithms, gradient descent and proximal gradient, with time-varying non-convex cost function under (proximal) Polyak-Łojasiewicz condition. Specifically, we focus on using the forward mode of automatic differentiation to compute gradients in the fast-changing problems where calculating gradients using the backpropagation algorithm is either impossible or inefficient. Tracking and asymptotic errors are derived for various cases, showing the linear convergence to a solution or a neighbourhood of an optimal solution, where the convergence rate decreases with the increase in the dimension of the problem. Numerical examples are presented to demonstrate the results.
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1. Introduction
Gradient-based optimisation is the core of most machine learning algorithms (Goodfellow et al., 2016). Backpropagation, the reverse mode of Automatic Differentiation (AD) algorithms, has been the main algorithm for computing gradients. Baydin et al. (2022) has argued that in training neural networks, one can calculate gradients based on directional derivatives, which is faster than backpropagation. An unbiased estimate of gradients, named forward gradients, can be calculated in a single forward run of the function and speeds up training up to twice as fast in some examples. Forward differentiation is a mode of automatic differentiation algorithm. It is based on the mathematical definition of dual numbers (see Baydin et al. (2018) for a review).

Given a function $f : \mathbb{R}^n \rightarrow \mathbb{R}$, the forward gradient at point $x$ is defined as

$$g(x, u) = \langle \nabla f(x), u \rangle u,$$ (1)

where $u$ is a random vector with zero mean and unit variance. Note that $\langle \nabla f(x), u \rangle$ is the directional derivative of $f$ at point $x$ in the direction $u$. The forward gradient, $g(x, u)$, is an unbiased estimator for $\nabla f(x)$ as long as the components of direction $u$ are independent and sampled from a dis-
tration with zero mean and unit variance; $\mathbb{E}(g(x, u)) = \mathbb{E}(u_i \sum_{j=1}^{n} (\nabla f(x))_{j} u_j) = (\nabla f(x))_{i}$, where $a_i$ is the $i$-th element of vector $a$.

Deep neural networks can be considered as a particular case of the over-parameterised system of nonlinear equations in which there are potentially a staggering number of trainable parameters (Fedus et al., 2021). In (Liu et al., 2022) authors argue that focusing on the convexity of the problem does not lead to a suitable framework for analysing such loss functions and instead show that the Ployak-Łojasiewicz (PL) condition (Polyak, 1963) is satisfied on the most of parameter space. This in turn explains fast convergence of Gradient Descent (GD) algorithm to a global minimum.

Another area that has observed a flurry of activity is anchored at studying time-varying objective functions. These problems arise in many applications including but not limited to robotics (Zavlanos et al., 2012), smart grids (Dall’Anese and Simonetto, 2016; Tang et al., 2017), communication systems (Chen and Lau, 2011) and signal processing (Yang et al., 2016b; Vaswani and Zhan, 2016). An example is when a machine learning problem’s training data (problem parameters) are observed during the learning process. These can be considered as a sequence of optimisation problems and a solver may solve each problem completely before approaching the next problem, which is not feasible in cases where each instance of the problem is of large scale (considering the rate of change and the speed of solver) or involves communication over a network. Therefore, a more efficient way may be to solve each problem partially (e.g. performing only a few gradient descent steps) before receiving the next problem. These algorithms are called running method in Simonetto (2017). Consider a neural network that has been trained over a data set $D = \{a_i, b_i\}_{i=0}^{n-1}$. Let $L_0(x) = \frac{1}{2} \sum_{i=0}^{n-1} \|f(x; a_i) - b_i\|^2$. Assume that, while deploying the pre-trained neural network, new samples of data arrive at a high rate and one needs to update the training variable of the network, $x$. This is an over-parameterised online optimisation problem. We assume that only the latest $n$ data samples to update the variables are used. The corresponding cost functions is

$$L_k(x) = \frac{1}{2} \sum_{i=n_k}^{n_k+n-1} \|f(x; a_i) - b_i\|^2, \quad (2)$$

where $n_k - n_{k-1}$ is the number of newly observed samples. Note that we assume that the structure of the neural network does not change during time and we only try to update its variables after observing new data examples (See (Parisi et al., 2019) and references therein for a review on expandable neural networks). We assume

- The algorithm uses the latest samples (because they represent the data distribution better);
- Only $n$ samples (e.g. because of memory limitations) can be used;
- Due to its fast computation, forward gradient is to be used in the optimisation steps.

Ideally, the solution generated by the method at each time step, $x_k$, follows $x_k^*$. In other words, the tracking error $\|x_k - x_k^*\|$ or the instantaneous sub-optimality gap $\|L_k(x_k) - L_k(x_k^*)\|$ either shrink or remains bounded as $k$ grows. Without loss of generality, we assume that one optimisation step is applied to $L_k$ before receiving the new batch of data and moving to $L_{k+1}$.

In this paper, we focus on the analysis of the performance of forward gradient-based method in over-parameterised time-varying settings characterised by the following cost function at time $k$:

$$\min_{x \in \mathbb{R}^m} \{L_k(x) := g_k(x) + h_k(x)\}. \quad (3)$$
Function $g_k$ is smooth and potentially nonconvex and $h_k(x)$ is possibly nonsmooth convex function that imposes some structure on the solution such as sparsity. We consider two cases with or without the presence of function $h$ in the cost function. Such problems arise in the online machine learning (Shalev-Shwartz et al., 2012) and have been well studied under (strong) convexity assumption. The contributions of this paper are listed below:

- We prove the linear convergence in expectation of forward-gradient method to the minimiser for smooth nonconvex PL objective functions (Theorem 14).
- We prove that the expected tracking error of the forward-gradient method in a time-varying nonconvex setting, under smoothness and PL assumptions, converges to a neighbourhood of zero at a linear rate (Theorem 17). The convergence rate depends on the dimension of the problem, but the error does not.
- In the case where the objective cost function is the sum of a PL and a convex (possibly non-smooth) function, we prove that the expected tracking error of the proximal forward-gradient-based algorithms converges to a neighbourhood of zero for time-varying cost functions under proximal-PL condition (Theorem 25). Both error and convergence rate depend on the problem dimension. The proof for quadratic growth of the proximal-PL functions is also novel.

The rest of the paper is organised as follows: in Section 2, we discuss related works, and in Section 3, we review notations, definitions, basic assumptions and some background knowledge. In Section 4.1, we prove the linear convergence of forward gradient algorithm for the PL objective functions. In Section 4.2, we analyse the performance of gradient descent and proximal gradient algorithms under PL and Proximal-PL conditions. Section 5, empirically validates our results on synthetic time-varying problems. Section 6 concludes the paper.

2. Related works

PL condition in over-parameterised nonlinear systems: The nonlinear least square problem has been extensively studied in under-parameterised systems (Nocedal and Wright, 1999). In (Liu et al., 2022; Belkin, 2021) the sufficient condition for satisfying the PL condition in a wide neural network with least square loss function and linear convergence of (S)GD have been studied and the relation with neural tangent kernel has been discussed (Jacot et al., 2018).

Static cost functions: In (Karimi et al., 2016) convergence of Randomised Coordinate Descent (RCD), Stochastic Gradient Descent, and SVRG algorithms under PL condition and Proximal coordinate descent algorithm under Proximal-PL has been studied. Inexact gradient descent algorithms have been analysed under a wide range assumptions (See (Khaled and Richtárik, 2020) and references therein). In (Vaswani et al., 2019) $O(1/k)$ convergence of SGD under weaker condition (Weak Growth Condition) has been proved.

Time-varying cost function: A closely related line of research to this paper is online convex optimisation (OCO) which was originally introduced in seminal work by Zinkevich (2003). Since the focus of this work is on nonconvex optimisation first order algorithm with non-exact gradients, we omit to discuss the vast literature on the online exact first order algorithms under strong convexity and smoothness assumptions (see Madden et al. (2021); Selvaratnam et al. (2018) and references therein). Yang et al. (2016a); Devolder et al. (2014); Schmidt et al. (2011); Villa et al. (2013) analysed the regret bounds for online first order optimisation algorithms under (strong) convexity
and smoothness with noisy gradients. Regret analysis of online stochastic fixed and time-varying optimisation have been done in (Hazan et al., 2016) and (Cao et al., 2020; Shames and Farokhi, 2020). Ospina et al. (2022) and Kim et al. (2021) have analysed the online (proximal) gradient methods with sub-Weibull gradient error under strong convexity and PL conditions, respectively. In Michael et al. (2022) authors have proposed a method for estimating the gradient in a time-varying setting with zeroth-order distributed optimisation algorithm.

3. Notation and Preliminaries

Throughout this report, we show the set of real numbers as \( \mathbb{R} \). For vectors \( a, b \in \mathbb{R}^n \) the Euclidean inner product and its corresponding norms are denoted by \( \langle a, b \rangle \) and \( \| a \| \) respectively. We denote the open ball centered at \( x \) with radius \( r \) by \( B(x, r) \). With \( \pi_X(x) \) we indicate the projection of vector \( x \) into set \( X \). The Euclidean distance to a set \( X \in \mathbb{R}^n \) is defined by \( \text{dist}(x, X) := \inf_{u \in X} \| u - x \| \) for every \( x \in \mathbb{R}^n \). With \( X^* \) we denote the set of minimisers of a function.

For a matrix \( A \in \mathbb{R}^{m \times n} \), \( \| A \| \) and \( \| A \|_F \) are the spectral and Frobenius norms of the matrix, respectively. We use \( D F(\cdot) \) and \( D^2 F(\cdot) \) to show the derivative and Hessian of a function \( F : \mathbb{R}^n \to \mathbb{R} \), respectively. We use \( O(\cdot) \) notation by ignoring the logarithmic factors in big-O notation, i.e. \( \tilde{O}(f(n)) = O(f(n) \log f(n)) \).

In what follows, we introduce some definitions, assumptions and lemmas that will be utilised in the paper.

**Definition 1** The function \( \mathcal{L} : \mathbb{R}^n \to \mathbb{R} \) is \( \beta \)-smooth if it is differentiable and
\[
\| \nabla \mathcal{L}(y) - \nabla \mathcal{L}(x) \| \leq \beta \| y - x \|, \quad \forall x, y \in \mathbb{R}^n.
\]

**Definition 2** The function \( \mathcal{L} : \mathbb{R}^n \to \mathbb{R} \) satisfies the Polyak-Łojasiewicz (PL) condition on a set \( \mathcal{X} \) with constant \( \mu \) if
\[
\frac{1}{2} \| \nabla \mathcal{L}(x) \|^2 \geq \mu (\mathcal{L}(x) - \mathcal{L}^*), \quad \forall x \in \mathcal{X}.
\] (4)

**Lemma 3** (Descent Lemma Bertsekas (1997, Proposition A.24)) Let the function \( \mathcal{L} : \mathbb{R}^n \to \mathbb{R} \) be a \( \beta \)-smooth function. Then for every \( x, y \in \mathbb{R}^n \) and for every \( z \in [x, y] := \{(1 - \alpha)x + \alpha y : \alpha \in [0, 1]\} \) the following holds
\[
\mathcal{L}(y) \leq \mathcal{L}(x) + \langle \nabla \mathcal{L}(z), y - x \rangle + \frac{\beta \epsilon}{2} \| y - x \|^2.
\]

**Lemma 4** (Karimi et al. (2016)) Let the function \( \mathcal{L} : \mathbb{R}^n \to \mathbb{R} \) be a \( \beta \)-smooth and \( \mu \)-PL function. Then for every \( x \in \mathbb{R}^n \) the following holds
\[
\frac{\mu}{2} \| x - \pi_X^*(x) \|^2 \leq \mathcal{L}(x) - \mathcal{L}^* \leq \frac{\beta}{2} \| x - \pi_X^*(x) \|^2.
\]

where \( \pi_X \) is the mapping of projection over set \( \mathcal{X} \).

**Definition 5** (Proximal-PL condition Karimi et al. (2016)) Let \( \mathcal{L}(x) = g(x) + h(x) \) where \( g \) is \( \beta \)-smooth and \( h \) is a convex function. The function \( f \) satisfies \( \mu \)-Proximal PL-condition if the following holds
\[
\frac{1}{2} D_h(x, \beta) \geq \mu (\mathcal{L}(x) - \mathcal{L}^*), \quad \forall x,
\] (5)
where
\[ D_h(x, \alpha) := -2\alpha \min_y \left\{ \langle \nabla g(x), y - x \rangle + \frac{\alpha}{2} \| y - x \|^2 + h(y) - h(x) \right\} \] (6)

3.1. Over-parameterised systems and PL condition

For a system of \( n \) nonlinear equations
\[ f(x; a_i) = b_i, \quad i = 1, 2, \ldots, n, \]
where \( \{a_i, b_i\}_{i=1}^n \) is the set of model parameters and one aims at finding \( x \in \mathbb{R}^m \) that solves the system of equations. Aggregating all equations in a single map amounts to
\[ F(x) = y, \quad \text{where} \ x \in \mathbb{R}^m, \ F(\cdot) : \mathbb{R}^m \to \mathbb{R}^n. \] (7)

The system in (7) is solved through minimising a certain loss function \( L(x) \):
\[ L(x) := \frac{1}{2} \| F(x) - b \|^2 = \frac{1}{2} \sum_{i=1}^n (f(x; a_i) - b_i)^2. \] (8)

This problem has been studied extensively in under-parameterised setting (where \( m < n \)). We refer to exact solution of (7) as interpolation.

**Definition 6** Let \( DF(x) \) be the differential of the map \( F \) at \( x \) which can be represented as a \( n \times m \) matrix. The tangent Kernel of \( F \) is defined as a \( n \times n \) positive semidefinite matrix \( K(x) := DF(x)DF^T(x) \).

**Definition 7** We say that a non-negative function \( L \) satisfies \( \mu - PL^* \) condition on a set \( \mathcal{X} \in \mathbb{R}^m \) for \( \mu > 0 \), if
\[ \frac{1}{2} \| \nabla L(x) \|^2 \geq \mu L(x), \quad \forall x \in \mathcal{X}. \] (9)

**Remark 8**

(a) If a non-negative function satisfies \( \mu - PL^* \), then it will satisfy \( \mu - PL \) condition too, that is
\[ \frac{1}{2} \| \nabla L(x) \|^2 \geq \mu(L(x) - L^*) \] (10)

(b) Every stationary point of a PL function, is a global minimum.

The following results are of great importance in the later discussions.

**Theorem 9** (Polyak (1963)) If \( L(x) \) is lower bounded with \( \beta \)-Lipschitz continuous gradients and satisfies \( \mu - PL^* \) condition in the region \( \mathcal{X} = B(x_0, \rho) \) where \( \rho > \sqrt{2\beta(L(x_0) - L^*)} \), then there exists a global minimum point \( x^* \in \mathcal{X} \) and the gradient descent algorithm with a small enough step-size \( (\frac{1}{\beta}) \) converges to \( x^* \) in a linear rate.
**Theorem 10** (Liu et al. (2022)) If $\mathcal{F}(x)$ is such that $\lambda_{\min}(K(x)) \geq \mu > 0$ for all $x \in \mathcal{X}$, then the square loss function $L(x) = \frac{1}{2}\|\mathcal{F}(x) - y\|^2$ satisfies $\mu - PL^*$ condition on $\mathcal{X}$.

Note that $K(x) = D\mathcal{F}(x)D\mathcal{F}^T(x)$ implies that $\text{rank}(K(x)) = \text{rank}(D\mathcal{F}(x))$. In an over-parameterised system, $m > n$, starting from a random initial point there is a high probability that $D\mathcal{F}(x)$ is full rank. However, from Theorem 9, one needs $\mu - PL^*$ condition in a large enough ball with radius $O\left(\frac{1}{\mu}\right)$ for linear convergence of the GD algorithm. For establishing such conditions, one intuitively can expect that in the cases of $C^2$ function that if Hessian (curvature) is small enough in the neighbourhood of a point, then the Tangent Kernel should be almost constant and therefore, the conditions for linear convergence of the GD algorithm will be satisfied. It turns out that in the case of highly over-parameterised Neural Networks (wide NNs) with linear output layer, the Hessian matrix will have arbitrary small spectral norm (a transition to linearity). This is formulated as follows:

**Theorem 11** (Liu et al. (2020)) For an $L$ layer neural network with a linear output layer and minimum width $m$ of the hidden layers, for any $R > 0$ and any $x \in B_R(x_0)$, the Hessian spectral norm satisfies the following with a high probability

$$\|D^2\mathcal{F}(x)\| = \tilde{O}\left(\frac{R^3L}{\sqrt{m}}\right).$$  

(11)

**Remark 12** Liu et al. (2020, Thm. 3) With a nonlinear output layer, $x \mapsto \varphi(x)$, the square loss function will satisfy $\mu \kappa^2 - PL^*$ condition where $\kappa := \inf_{x \in B(x_0, \rho)} \|D\varphi(\mathcal{F}(x))\|$. All in all, wide neural networks, as a particular case of over-parameterised systems, satisfy the $\mu - PL^*$ condition, which explains the fast convergence of (S)GD to a global minimum in square-loss problems. In the following sections, we theoretically analyse the performance of using forward gradient in the same setting (over-parameterised systems).

### 4. Optimisation using forward gradient

In this section, we analyse the performance of various gradient-based algorithms using forward gradient.

#### 4.1. Forward gradient under PL condition for fixed cost functions

With the focus on the basic unconstrained optimisation problem

$$\min_{x \in \mathbb{R}^m} \mathcal{L}(x).$$

(12)

Consider the iterations as follows

$$x_{k+1} = x_k - \alpha_k v(x_k, U_k),$$

(13)

where $\alpha_k$ is step-size, $v(x, u) = \langle \nabla \mathcal{L}(x), u \rangle u$, and $U_k \sim \mathcal{N}(0, I_m)$ are i.i.d random directions for all $k$. It is extensively studied in Nesterov and Spokoiny (2017) where the following properties have been proved:

$$\mathbb{E}v(x, U_k) = \nabla \mathcal{L}(x)$$

(14a)

$$\mathbb{E}(\|v(x, U_k)\|^2) \leq (m + 4)\|\nabla \mathcal{L}(x)\|^2$$

(14b)

In the following we analyse the convergence of this algorithm under PL condition.
Theorem 13 Assume that function $\mathcal{L}$ is $\beta$-smooth, has a non-empty solution set $\mathcal{X}^*$, and satisfies $\mu$-PL condition. Consider the algorithm (13) with a step-size of $\frac{1}{\beta(m+4)}$. If random vector $U_k$ is chosen from a standard normal distribution, i.e. and $U_k \sim \mathcal{N}(0, I_m)$, then the algorithm has an expected linear convergence rate

$$
\mathbb{E}\{\mathcal{L}(x_k) - \mathcal{L}^*\} \leq \left(1 - \frac{\mu}{(m+4)\beta}\right)^k (\mathcal{L}(x_0) - \mathcal{L}^*)
$$

(15)

Proof See appendix A.

4.2. Time varying Optimisation

In what follows, we prove a convergence property of online line-search methods for the objective functions that satisfy the following assumptions.

Assumption 14 (Polyak-Łojasiewicz Condition) There exist a scalar $\mu > 0$ such that $\mathcal{L}_k(x)$ satisfies (9) for all $k$ and for all $x \in \mathbb{R}^m$.

We also need to quantify the speed with which the objective function varies in each step.

Assumption 15 (Drift in Time): There exist non-negative scalars $\eta_0$ and $\eta^*$ such that $\mathcal{L}_{k+1}(x) - \mathcal{L}_k(x) \leq \eta_0$ for all $x \in \mathbb{R}^m$ and $\mathcal{L}_{k+1} - \mathcal{L}_k \leq \eta^*$ for all $k$.

Remark 16 In an over-parameterised setting with non-linear least square loss function, one can argue that $\mathcal{L}_k^* = 0$, for all $k$. Therefore, $\eta^* = 0$ in this setting.

4.2.1. Forward gradient CONVERGENCE IN TIME VARYING SETTING

In this part, we analyse the performance of the forward-gradient algorithm with a fixed step size for the time-varying nonconvex cost functions under PL and smoothness assumptions. We prove that the tracking error linearly converges to a neighbourhood of zero where the rate of convergence depends on the dimension of the problem and the asymptotic error is independent of the fact that we are not using exact gradients.

Theorem 17 Assume that $\mathcal{L}_k$ is $\beta$-smooth for each $k$, and Assumptions 14 and 15 hold. If we use directional derivative algorithm with constant step-size $\alpha_k = \alpha < \frac{2}{\beta(m+4)}$ and random direction $U_k$ is chosen from a standard normal distribution, then

$$
\mathbb{E}\{\|x_{k+1} - \pi_{\mathcal{X}^*_k}^k(x_{k+1})\|^2\} \leq \frac{\eta_0 + \eta^*}{\mu^2 \gamma} + \frac{2}{\mu}(1 - 2\mu \gamma)^k (\mathcal{L}_0(x_0) - \mathcal{L}_0^*)
$$

(16)

where $\eta_0$ and $\eta^*$ are as in Assumption 15, $\gamma \in (0, \tilde{\gamma})$ where $\tilde{\gamma} = \min\{\alpha(1 - \frac{\beta}{2}(m+4)\alpha), \frac{1}{2\beta}\}$, and $\mathcal{X}^*_k$ is the set of minimisers of $\mathcal{L}_k(x)$.

Proof Using descent lemma and (13) we have

$$
\mathcal{L}_k(x_{k+1}) \leq \mathcal{L}_k(x_k) + \langle \nabla \mathcal{L}_k(x_k), x_{k+1} - x_k \rangle + \frac{\beta}{2} \|x_{k+1} - x_k\|^2
$$

(17)

$$
= \mathcal{L}_k(x_k) - \alpha_k \langle \nabla \mathcal{L}_k(x_k), v_k(x_k, U_k) \rangle + \frac{\beta}{2} \alpha_k^2 \|v_k(x_k, U_k)\|^2.
$$

(18)
By taking conditional expectation given $x_k$ with respect to $U_k$, and using (14) we obtain

$$
\mathbb{E}\{L_k(x_{k+1}) \mid x_k\} \leq L_k(x_k) - \alpha_k \|\nabla L_k(x_k)\|^2 + \frac{1}{2} \beta \alpha_k^2 (m + 4) \|\nabla L_k(x_k)\|^2
$$

$$
= L_k(x_k) - \alpha_k \left(1 - \beta \frac{2}{2} (m + 4) \alpha_k\right) \|\nabla L_k(x_k)\|^2.
$$

We now fix $\epsilon_1 < \alpha_k = \alpha < \frac{2}{\beta(m+4)} - \epsilon_2$ and $\gamma_k = \gamma > 0$ for some $\epsilon_1 > 0$ and $\epsilon_2 > 0$. Assuming that $L_k$ satisfies $\mu - PL$ condition at $x_k$, we have that

$$
\mathbb{E}\{L_k(x_{k+1}) \mid x_k\} \leq L_k(x_k) - 2 \mu \gamma (L_k(x_k) - L^*_k).
$$

(19)

By adding and subtracting terms we have

$$
\mathbb{E}\{L_{k+1}(x_{k+1}) - L^*_k \mid x_k\} = \mathbb{E}\{L_{k+1}(x_{k+1}) - L_k(x_{k+1}) \mid x_k\} + \mathbb{E}\{L_k(x_{k+1}) - L_k(x_k) \mid x_k\} + \mathbb{E}\{(L_k(x_k) - L^*_k) + (L^*_k - L^*_{k+1})\}
$$

$$
\leq \eta_0 + \eta^* + (1 - 2 \gamma \mu)(L_k(x_k) - L^*_k),
$$

where in (a) we have used the bounds on drift and (19). By using the tower rule of expectations and induction we have

$$
\mathbb{E}\{L_k(x_{k+1}) - L^*_k \mid x_k\} \leq (\eta_0 + \eta^*) \sum_{i=0}^{k} (1 - 2 \gamma \mu)^{k-i} + (1 - 2 \mu \gamma)^k (L_0(x_0) - L^*_0)
$$

(20)

$$
\leq \frac{\eta_0 + \eta^*}{2 \mu \gamma} + (1 - 2 \mu \gamma)^k (L_0(x_0) - L^*_0).
$$

(21)

Invoking (4) and choosing $\gamma \in (0, \tilde{\gamma})$ completes the proof.

Remark 18 In the case of a pre-trained neural network where the term $L_0(x_0) - L^*_0$ is small (or zero), the slower convergence rate in higher dimensions is not a problem while the asymptotic error bound, the first term in 16, is of great interest. Under the hypotheses of Theorem 17 the following holds:

$$
\limsup_{k \to \infty} \mathbb{E}\{L_k(x_{k+1}) - L^*_k \mid x_k\} \leq \frac{\eta_0 + \eta^*}{2 \mu \gamma}.
$$

(22)

This in turn results in

$$
\limsup_{k \to \infty} \|x_k - \pi x^*_k(x_k)\|^2 \leq \frac{\eta_0 + \eta^*}{\mu^2 \gamma}.
$$

Remark 19 One can choose $\alpha_k = \alpha = \frac{1}{\beta(m+4)}$ to maximise the convergence rate, but this results in maximising the asymptotic optimality gap as well.
4.2.2. Convergence of Proximal Gradient with Forward Gradients

The proximal gradient algorithm, also known as forward-backward algorithm, applies to the optimisation problems where the cost function is the sum of two functions

$$\min_{x \in \mathbb{R}^m} \{ \mathcal{L}(x) := g(x) + h(x) \}$$

which satisfies the following assumption.

**Assumption 20** Function $g$ is $\beta$-smooth and $h$ is a possibly nonsmooth convex function for all $k$.

The proximal PL-condition in Definition 5 has been used to analyse the convergence of the generalised proximal gradient algorithm Karimi et al. (2016) where authors have shown that the proximal PL condition is equivalent to the KL condition Kurdyka (1998). An important example of cost satisfying the proximal-PL inequality is the $\ell_1$-regularized least squares problem.

**Lemma 21** Let $\mathcal{L} : \mathbb{R}^n \to \mathbb{R}$ be a function that satisfies Proximal-PL condition and Assumption 20. Then there exist a constant $\xi > 0$ such that for every $x \in \mathbb{R}^n$ the following holds

$$\frac{\xi}{2} \| x - \pi_{X^*}(x) \|^2 \leq \mathcal{L}(x) - \mathcal{L}^*$$

**Proof** See appendix B.

**Lemma 22** Consider the problem (23) where the Assumption 20 holds and $\mathcal{L}$ satisfies the proximal-PL condition with parameter $\mu$. Then for proximal gradient algorithm with the step size $\frac{1}{\beta}$ the following holds for some $C > 0$

$$\| x_k - \pi_{X^*}(x_k) \| \leq C(1 - \frac{\mu}{\beta})^k$$

**Proof** The proof is a result of Lemma 21 and Theorem 5 in Karimi et al. (2016).

**Remark 23** The cost function does not need satisfy proximal-PL condition on the whole space. The condition should only be satisfied in a large enough ball around initial point, $B(x_0, R)$ where

$$R \geq \frac{\sqrt{\frac{2}{\beta}(\mathcal{L}(x_0) - \mathcal{L}^*)}}{1 - \sqrt{1 - \frac{\mu}{\beta}}}$$

**Proof** See Appendix C.

We are interested in analysing the performance of proximal gradient algorithm in an online setting using forward gradient

$$x_{k+1} = \text{prox}_{\gamma_k h_k}(x_k - \gamma_k v_k(x_k, U_k)) := \arg \min_y h_k(y) + \frac{1}{2\gamma_k} \| y - (x_k - \gamma_k v_k(x_k, U_k)) \|^2$$

(25)

where $v_k(x, U)$ is the forward gradient of function $g_k$ at point $x$. We aim at analysing the algorithm above in terms of expected optimality gap.
**Assumption 24**  The functions $g_k$ has bounded gradients and functions $h_k$ sub-gradients for each $k$, i.e. $\|\nabla g_k(x)\| \leq c_1$ and $\|\partial h_k(x)\| \leq c_2$.

We analyse the performance of the algorithm above, (25), under the proximal PL assumption for time-varying objective functions. We show that the tracking error of the algorithm linearly converges to a neighbourhood of zero, where both error and convergence rate depend on the dimension.

**Theorem 25**  Assume that $\mathcal{L}_k$ is sum of a $\beta-$smooth function $g_k$ and a nonsmooth convex function $h_k$ which satisfies Proximal-PL condition with parameter $\mu$ in an open ball $B(x_0, R)$, where $R \geq \sqrt{\frac{\beta (\mathcal{L}(x_0) - \mathcal{L}^*)}{1 - \frac{\mu}{\beta}}}$, and Assumptions 15 and 24 hold. If we use proximal algorithm with forward gradient and constant step-size $\gamma_k = \frac{1}{\beta}$ and random direction $U_k$ is chosen from a standard normal distribution, then

$$
E\{\|x_{k+1} - \pi_{A_k^*}(x_{k+1})\|^2\} \leq \frac{2\beta}{\mu \xi} \left( \eta_0 + \eta^* + 2G_1 \sqrt{(m + 3)} \right) + \frac{2}{\xi} (1 - \frac{\mu}{\beta})^k (\mathcal{L}_0(x_0) - \mathcal{L}_0^*)
$$

where $\xi$ is as in Lemma 21 and $G_1 = \frac{2c_1(c_1 + c_2)}{\beta}$ with $c_1$ and $c_2$ as in Assumption 24.

**Proof**  See appendix D

**Remark 26**  Under the hypotheses of Theorem 25 the following holds:

$$
\limsup_{k \to \infty} E \left( \mathcal{L}_{k+1}(x_{k+1}) - \mathcal{L}_{k+1}^* \right) \leq \frac{\beta}{\mu} (\eta_0 + \eta^* + G_1 \sqrt{(m + 3)})
$$

(26)

### 5. Illustrative Numerical Results

The theoretical error bounds of previous sections are illustrated here employing a numerical example. We consider a sequence of time-varying linear least square problems of the form

$$
\mathcal{L}_k(x) = \frac{1}{2} \|A_k x - b_k\|^2
$$

(27)

where $A_k \in \mathbb{R}^{n \times m}$ and $b_k \in \mathbb{R}^n$. The cost function $\mathcal{L}_k$ satisfies PL condition for every choice of $A_k$ and $b_k$. We consider the over-parameterised case $m = 60$ and $n = 10$. The vector $b_k$ is generated as $b_{k+1} = b_k + \delta b_k$, where $\delta b_k$ follows a normal distribution $\mathcal{N}(0, 10^{-2} I_n)$. The matrix $A_k$ is generated using its singular value decomposition, $A_k = U \Sigma_k V^T$ where $U \in \mathbb{R}^{n \times r}$ and $V \in \mathbb{R}^{m \times r}$ are orthogonal matrices and $\Sigma_{k+1} = \Sigma_k - 10^{-6} I_r$ that $\Sigma_0 = \text{diag} \{0.1, 0.2, \ldots, 1\}$ and $r = 10$. This setting assures that $\sup_x \{\mathcal{L}_{k+1}(x) - \mathcal{L}_k(x)\}$ is bounded. We have run 50 different experiments with the same starting point and have calculated the average loss. Results are plotted in Figure 1, showing the performance of the actual algorithm and the derived theoretical bounds, validating the convergence results.
6. Conclusion

In this paper, we analysed the performance of gradient-based first-order algorithms focusing on faster algorithms for calculating gradients, namely forward gradients. We have exploited the fact that non-linear least square problems in over-parameterised settings will satisfy the PL condition. Based on this observation, we proved that the (proximal-) gradient-based algorithm based on the forward mode of automatic differentiation (forward gradient) with nonconvex objective functions convergences to optimal value function at a linear rate. We have also analysed the convergence of these algorithms in a time-varying setting and proved the linear convergence to the neighbourhood of a global minimiser. This paper gives new insights on using the forward mode of automatic differentiation in problems with limited resources and fast-changing cost functions where calculating full gradients using the backpropagation algorithm is either impossible or inefficient.
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Appendix A. Proof of Lemma 13

Proof

Using descent lemma we have

\[ \mathcal{L}(x_{k+1}) \leq \mathcal{L}(x_k) + \langle \nabla \mathcal{L}(x_k), x_{k+1} - x_k \rangle + \frac{\beta}{2} \| x_{k+1} - x_k \|^2 \]  

(28)

\[ = \mathcal{L}(x_k) - \alpha_k \langle \nabla \mathcal{L}(x_k), v_k(x_k, U_k) \rangle + \frac{\beta}{2} \alpha_k^2 \| v_k(x_k, U_k) \|^2 \]  

(29)

By taking conditional expectation given \( x_k \) with respect to \( U_k \), and using (14) we obtain

\[ \mathbb{E}\{ \mathcal{L}(x_{k+1}) \mid x_k \} \leq \mathcal{L}(x_k) - \alpha_k \| \nabla \mathcal{L}(x_k) \|^2 + \frac{1}{2} \beta \alpha_k^2 (m + 4) \| \nabla \mathcal{L}(x_k) \|^2 \]

\[ = \mathcal{L}(x_k) - \alpha_k (1 - \frac{\beta}{2} (m + 4) \alpha_k) \| \nabla \mathcal{L}(x_k) \|^2. \]

(30)

We now fix \( \alpha_k = \alpha = \frac{1}{\beta(m+4)} \) which implies \( \gamma_k = \gamma = \frac{1}{2\beta(m+4)} \). Assuming that \( \mathcal{L} \) satisfies \( \mu - PL \) condition at \( x_k \), we have that

\[ \mathbb{E}\{ \mathcal{L}(x_{k+1}) \mid x_k \} \leq \mathcal{L}(x_k) - 2\mu \gamma (\mathcal{L}(x_k) - \mathcal{L}^*). \]

(31)

By using the tower rule of expectations and induction we have

\[ \mathbb{E}\{ \mathcal{L}(x_{k+1}) - \mathcal{L}^* \} \leq (\eta_0 + \eta^*)(1 - 2\mu \gamma)^k (\mathcal{L}(x_0) - \mathcal{L}^*_0) \]

\[ \leq (1 - 2\mu \gamma)^k (\mathcal{L}(x_0) - \mathcal{L}^*_0). \]

(32)

Invoking \( \gamma = \frac{1}{2\beta(m+4)} \) completes the proof.
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Appendix B. Proof of Lemma 21

Let \( y := \arg \min_y \left\{ \langle \nabla g(x), y - x \rangle + \frac{\beta}{2} \| y - x \|^2 + h(y) - h(x) \right\} = \text{prox}_{\frac{1}{\beta}h}(x - \frac{1}{\beta} \nabla g(x)) \),

\[
\mathcal{L}(y) = g(y) + h(y) + h(x) - h(x) \\
\leq g(x) + h(y) + \langle \nabla g(x), y - x \rangle + \frac{\beta}{2} \| y - x \|^2 + h(x) - h(x) \\
= \mathcal{L}(x) - \frac{1}{2\beta} \mathcal{D}_h(x, \beta)
\]

where in (a) we have used the optimality condition and definition of Proximal-PL condition. Therefore,

\[
\mathcal{D}_h(x, \beta) \leq 2\beta(\mathcal{L}(x) - \mathcal{L}^*)
\] (33)

Using the optimality condition we have \( y - x = -\frac{1}{\beta}(\nabla g(x) + s) \) where \( s \in \partial h(y) \). Plugging this back into (5) gives

\[
\mathcal{D}_h(x, \beta) = -2\beta(\langle \nabla g(x), y - x \rangle + \frac{\beta}{2} \| y - x \|^2 + h(y) - h(x)) \\
= -2\beta \left( -\beta(y - x) - s, y - x \right) + \frac{\beta}{2} \| y - x \|^2 + h(y) - h(x) \\
= -2\beta \left( -\frac{\beta}{2} \| y - x \|^2 - \langle s, y - x \rangle + h(y) - h(x) \right) \\
= \beta^2 \| y - x \|^2 + 2\beta(h(x) - h(y) - \langle s, x - y \rangle) \\
\geq \beta^2 \| y - x \|^2
\]

where in (a) we have used the convexity of \( h \).

Using the fact that the conditions Proximal-EB (error bounds) and Proximal-PL are equivalent (see Appendix G in Karimi et al. (2016)) there exist \( c > 0 \) such that

\[
\| x - \pi_{\mathcal{X}^*}(x) \| \leq c \left\| x - \text{prox}_{\frac{1}{\beta}h}(x - \frac{1}{\beta} \nabla g(x)) \right\|
\] (34)

combining the last three inequalities yields in

\[
2\beta(\mathcal{L}(x) - \mathcal{L}^*) \geq \mathcal{D}_h(x, \beta) \geq \beta^2 \| y - x \|^2 \geq \frac{\beta^2}{c^2} \| x - \pi_{\mathcal{X}^*}(x) \|^2
\] (35)

setting \( \xi = \frac{\beta}{c^2} \) completes the proof.

Appendix C. Proof of Remark 23

By using Lipschitz continuity of gradient of \( g \) we can see

\[
\mathcal{L}(x_{k+1}) = g(x_{k+1}) + h(x_{k+1}) + h(x_k) - h(x_k) \\
\leq g(x_k) + \langle \nabla g(x_k), x_{k+1} - x_k \rangle + \frac{\beta}{2} \| x_{k+1} - x_k \|^2 + h(x_k) - h(x_k) \\
= \mathcal{L}(x_k) - \frac{1}{2\beta} \mathcal{D}_h(x_k, \beta)
\]
where in (a) we have used the Proximal PL definition (5). Therefore
\[ \mathcal{D}_h(x_k, \beta) \leq 2\beta(L(x_k) - \mathcal{L}(x_{k+1})) \leq 2\beta(L(x_k) - \mathcal{L}^*). \] (36)

Using the optimality condition for (5) results in that \( x_{k+1} - x_k = -\frac{1}{\beta}(\nabla g(x_k) + s^k) \) where \( s^k \in \partial h(x_{k+1}) \). Plugging this back into (5) we have
\[
\mathcal{D}_h(x_k, \beta) = -2\beta\left(\langle \nabla g(x_k), x_{k+1} - x_k \rangle + \frac{\beta}{2}\|x_{k+1} - x_k\|^2 + h(x_{k+1}) - h(x_k)\right)
\]
\[
= -2\beta\left(-\beta(x_{k+1} - x_k) - s^k + x_{k+1} - x_k\right) + \frac{\beta}{2}\|x_{k+1} - x_k\|^2 + h(x_{k+1}) - h(x_k)
\]
\[
= -2\beta\left(-\frac{\beta}{2}\|x_{k+1} - x_k\|^2 - \langle s^k, x_{k+1} - x_k \rangle + h(x_{k+1}) - h(x_k)\right)
\]
\[
= \beta^2\|x_{k+1} - x_k\|^2 + 2\beta(h(x_k) - h(x_{k+1}) - \langle s^k, x_k - x_{k+1} \rangle)
\]
\[
\geq \beta^2\|x_{k+1} - x_k\|^2
\]

where in (a) we have used the convexity of \( h \). By combining the last inequality with (36) we have
\[
\|x_{k+1} - x_k\| \leq \sqrt{\frac{2}{\beta}(L(x_k) - \mathcal{L}^*)}
\]
\[
\leq \sqrt{\frac{2}{\beta}(L(x_0) - \mathcal{L}^*)(1 - \frac{\mu}{\beta})^{\frac{k}{2}}}
\] (38)

which in turn gives a bound on the whole length of the sequence
\[
\|x_{k+1} - x_0\| \leq \sum_{i=0}^{k} \|x_{i+1} - x_i\| \leq \sqrt{\frac{2}{\beta}(L(x_0) - \mathcal{L}^*)} \frac{1}{1 - \sqrt{1 - \frac{\mu}{\beta}}} := R
\] (39)

Appendix D. Proof of Theorem 25

Using Assumption 15 we have
\[
\mathcal{L}_{k+1}(x_{k+1}) \leq \eta_0 + g_k(x_{k+1}) + h_k(x_{k+1}) + h_k(x_k) - h_k(x_k)
\]
\[
\overset{(a)}{\leq} \eta_0 + g_k(x_k) + h_k(x_k) + \langle \nabla g_k(x_k), x_{k+1} - x_k \rangle + \frac{\beta}{2}\|x_{k+1} - x_k\|^2 + h_k(x_{k+1}) - h_k(x_k)
\]
\[
= \eta_0 + \mathcal{L}_k(x_k) + h_k(x_{k+1}) + \langle \nabla g_k(x_k), x_{k+1} - x_k \rangle + \frac{\beta}{2}\|x_{k+1} - x_k\|^2 - h_k(x_k)
\]
\[
= \eta_0 + \mathcal{L}_k(x_k) + h_k(x_{k+1}) + \langle v_k(x_k, U_k) + \nabla g_k(x_k) - v_k(x_k, U_k), x_{k+1} - x_k \rangle + \frac{\beta}{2}\|x_{k+1} - x_k\|^2 - h_k(x_k)
\]
\[
\overset{(b)}{=} \eta_0 + \mathcal{L}_k(x_k) - \frac{1}{2\beta} \mathcal{D}_{h_k}(x_k, \beta, U_k) + \langle \nabla g_k(x_k) - v_k(x_k, U_k), x_{k+1} - x_k \rangle
\]
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where in (a) we have used the smoothness of \( g_k \) and in (b) we have used the following definition
\[
\tilde{D}_h(x, \alpha, U) := -2\alpha \min_y \left\{ \langle v(x, U), y - x \rangle + \frac{\alpha}{2} \|y - x\|^2 + h(y) - h(x) \right\}.
\] (40)

By adding and subtracting term we have
\[
L_{k+1}(x_{k+1}) - L^*_k \leq \eta_0 + \eta^* + L_k(x_k) - L^*_k - \frac{1}{2\beta} D_{h_k}(x_k, \beta)
\]
\[
+ \frac{1}{2\beta} D_{h_k}(x_k, \beta) - \frac{1}{2\beta} \tilde{D}_{h_k}(x_k, \beta, U_k) + \langle \nabla g_k(x_k) - v_k(x_k, U_k), x_{k+1} - x_k \rangle
\]
\[
\leq \eta_0 + \eta^* + (1 - \frac{\mu}{\beta})(L_k(x_k) - L^*_k) + \frac{1}{2\beta} \left( \tilde{D}_{h_k}(x_k, \beta, U_k) - D_{h_k}(x_k, \beta) \right)
\]
\[
+ \langle \nabla g_k(x_k) - v(x_k, U_k), x_{k+1} - x_k \rangle
\]
\[
(b) \leq \eta_0 + \eta^* + (1 - \frac{\mu}{\beta})(L_k(x_k) - L^*_k)
\]
\[
+ \min_y \left\{ \langle \nabla g_k(x_k), y - x_k \rangle + \frac{\beta}{2} \|y - x_k\|^2 + h_k(y) - h_k(x_k) \right\}
\]
\[
- \min_y \left\{ \langle v_k(x_k, U_k), y - x_k \rangle + \beta \|y - x_k\|^2 + h(y) - h(x_k) \right\}
\]
\[
+ \langle \nabla g_k(x_k) - v_k(x_k, U_k), x_{k+1} - x_k \rangle
\]
\[
(c) \leq \eta_0 + \eta^* + (1 - \frac{\mu}{\beta})(L_k(x_k) - L^*_k) + 2 \langle \nabla g_k(x_k) - v_k(x_k, U_k), x_{k+1} - x_k \rangle
\]

where in (a) we have used (5), in (b) we have used the definitions for \( \tilde{D}_{h_k} \) and \( D_{h_k} \), and (c) is true because of the update step and sub-optimality condition.

Note that form optimality condition of (25) we have
\[
x_{k+1} - x_k \in -\frac{1}{\beta} (v_k(x_k, U_k) + \partial h_k(x_{k+1})).
\]

Therefore, \( \|x_{k+1} - x_k\| \) is bounded because of boundedness of (sub)gradients, \( \|x_{k+1} - x_k\| \leq \frac{c_1 + c_2}{\beta} \). Using this in the last inequality above results in
\[
L_{k+1}(x_{k+1}) - L^*_k \leq \eta_0 + \eta^* + (1 - \frac{\mu}{\beta})(L_k(x_k) - L^*_k) + 2 \frac{c_1 + c_2}{\beta} \|\nabla g_k(x_k) - v_k(x_k, U_k)\|.
\] (41)

By taking conditional expectation given \( x_k \) with respect to \( U_k \), we have
\[
\mathbb{E} \left\{ L_{k+1}(x_{k+1}) - L^*_k \mid x_k \right\} \leq \eta_0 + \eta^* + (1 - \frac{\mu}{\beta})(L_k(x_k) - L^*_k)
\]
\[
+ 2 \frac{c_1 + c_2}{\beta} \mathbb{E} \left\{ \|\nabla g_k(x_k) - v_k(x_k, U_k)\| \mid x_k \right\}.
\]
Forward gradient in first order online optimisation

Invoking Lyapunov’s inequality, \((\mathbb{E}\|Y\|^r)^{1/r} \leq (\mathbb{E}\|Y\|^s)^{1/s}\) for \(r = 1, s = 2\), we have

\[
\mathbb{E}\left\{ \mathcal{L}_{k+1}(x_{k+1}) - \mathcal{L}^*_{k+1} \mid x_k \right\} \leq \eta_0 + \eta^* + (1 - \frac{\mu}{\beta})(\mathcal{L}_k(x_k) - \mathcal{L}^*_k) \\
+ 2\frac{c_1 + c_2}{\beta} \sqrt{\mathbb{E}\left\{ \|\nabla g_k(x_k) - v_k(x_k, U_k)\|^2 \mid x_k \right\}}
\]

\[
\overset{(a)}{=} \eta_0 + \eta^* + (1 - \frac{\mu}{\beta})(\mathcal{L}_k(x_k) - \mathcal{L}^*_k) + 2\frac{c_1 + c_2}{\beta} \sqrt{(m + 3)\|\nabla g_k(x_k)\|}
\]

\[
\overset{(b)}{\leq} (1 - \frac{\mu}{\beta})(\mathcal{L}_k(x_k) - \mathcal{L}^*_k) + \eta_0 + \eta^* + 2c_1 \frac{c_1 + c_2}{\beta} \sqrt{(m + 3)}
\]

\[
\overset{(c)}{\leq} (1 - \frac{\mu}{\beta})^k(\mathcal{L}_0(x_0) - \mathcal{L}^*_0) + \frac{\beta}{\mu} \left( \eta_0 + \eta^* + 2c_1 \frac{c_1 + c_2}{\beta} \sqrt{(m + 3)} \right)
\]

where in (a) and (b) we have used (14b) and the boundedness of gradients, respectively. Using the tower rule of expectations and Lemma 21 completes the proof.