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Abstract

We present a general numerical solution method for control problems with state variables defined by a linear PDE over a finite set of binary or continuous control variables. We show empirically that a naive approach that applies a numerical discretization scheme to the PDEs to derive constraints for a mixed-integer linear program (MILP) leads to systems that are too large to be solved with state-of-the-art solvers for MILPs, especially if we desire an accurate approximation of the state variables. Our framework comprises two techniques to mitigate the rise of computation times with increasing discretization level: First, the linear system is solved for a basis of the control space in a preprocessing step. Second, certain constraints are just imposed on demand via the IBM ILOG CPLEX feature of a lazy constraint callback. These techniques are compared with an approach where the relations obtained by the discretization of the
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continuous constraints are directly included in the MILP. We demonstrate our approach on two examples: modeling of the spread of wildfire and the mitigation of water contamination. In both examples the computational results demonstrate that the solution time is significantly reduced by our methods. In particular, the dependence of the computation time on the size of the spatial discretization of the PDE is significantly reduced.
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1 Introduction

When a model in engineering or other applied sciences yields multiple feasible parameter choices, one naturally asks, what the optimal choice is for the given application in mind. Often these problems are formulated as optimization problems, where the parameters are used as variables and optimality is specified as the minimum (maximum) of an objective function. Problems of very different nature, such as the optimal control of a chemical plant or the search of the shortest path to the closest train station on a map, can be formulated as optimization problems. The former requires the control of a complicated engineering problem, sometimes modeled by some form of differential equation, while the latter is purely combinatorial. Theoretically, one can list all paths, calculate their length, and choose the shortest path. However, because the number of choices grows exponentially with the number of crossings on the map, the best supercomputer in the world would be unable to find the optimal solution with this naive approach, even for a medium-sized map.

The problems considered in this paper comprise both combinatorial decisions, modeled by using integer variables, and physical phenomena, modeled by a partial differential equation (PDE). More precisely, some of the variables of a mixed-integer program are constrained by the solution of a PDE (in the role of a continuous state variable), and the PDE in turn is influenced by the discrete variables. Hence the control variables are partly continuous time-dependent vector-valued functions and partly discrete time-dependent vector-valued functions. Since the feasibility of the PDE-defined state acts as an additional constraint on the mixed-integer program, such problems are called “mixed-integer PDE-constrained optimization” (MIPDECO) (see, e.g., [29]). PDE-constrained optimization without integer variables is already an ambitious field of research (see, e.g., [2,24] for a survey over the field and the applied mathematical methods as well as some applications). Continuous control spaces typically fail to be convex with respect to the norm topology; hence their analysis requires more sophisticated topological concepts. In addition, well-posedness is often not naturally present, and a regularization of the problem is required to guarantee convergent discretization.
A solution framework for linear PDE-constrained... 697

schemes. For MIPDECO problems, the integer nature of some of the control variables imposes additional difficulties, including convexity issues and the disconnectedness of the control space.

Two approaches exist for the solution of optimization problems constrained by differential equations: discretize-then-optimize and optimize-then-discretize (see, e.g., [24, Sect. 3.2], or [23]). Here, we follow the discretize-then-optimize approach, because our basic idea is to transform the given semi-continuous problem into an approximating mixed-integer linear program (MILP). This approach was also chosen in recent publications that required discrete decision variables in PDE-constrained optimization problems, such as [22], where a finite-volume method is applied. Moreover, we believe that it is unlikely that an optimize-then-discretize approach can be developed for MIPDECOs, because it would imply the existence of algebraic optimality conditions for finite-dimensional general MILPs.

To study MIPDECO problems, one must combine knowledge from two fields of mathematics, namely, numerics of PDEs and discrete optimization, which historically have little in common and generally use completely different models and mathematical tools. The study of the numerics of PDEs began with the work on finite-difference methods by Richardson in 1911. The examination of discrete or linear optimization was fundamentally influenced by the work of Dantzig in 1947; see also [8]. Research on problems requiring PDEs to be integrated into discrete optimization problems has only recently begun. Most of these studies focus on problems where the PDEs are defined on the arcs of some given network, such as in traffic flow problems [14], in production networks [10, 15, 19], additive manufacturing [33], gas [26] and heating [27] networks, or in the coolest path problem [12]. In contrast the problems studied here are constrained by a time- and space-dependent PDE, while their control is constrained by binary variables. To our knowledge publications considering those kinds of problems consider only a one-way influence, meaning that only the PDE is influenced by the flow of the network [4] or the PDE is an additional constraint for the flow on the network [20] without itself being affected by the network flow. The model described here, as showcased by the first application presented in this work, allows for an interdependent bilateral influence: the decision variables may be constrained by the state described by the PDE, and the control of the PDE may be simultaneously constrained by the decision variables.

A critical point in this work is to identify a discretization strategy of the continuous states given by the solution of a PDE that yields an MILP whose complexity still allows for an effective solution of its linear relaxation by the simplex method. An investigation of this issue revealed that an MILP formulated with the linear constraints directly obtained from a discretization of the PDE by finite differences led to an unacceptably long computation time of the tested state-of-the-art branch-and-bound solver, even though the resulting discretized model was sparse. Although we have not carried out similar computational studies for the finite-element method, we conjecture that the same runtime behavior can be expected. Hence, here we derive an effectively treatable MILP through an additional preparation step that greatly enhances the performance of the subsequent branch-and-bound computation: In our approach a basis of the control space is chosen, and all states corresponding to these basis control functions are computed in advance by solving the continuous state equation in each case. By
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linearity of the problem the state corresponding to a particular control can quickly be determined by superposition of the previously determined basis states. We note that the dimension of the basis depends linearly on the number of controls and does not grow with the size of the discretization of the PDE or with the exponential complexity of the MILP. In the chosen applications, exploiting the time invariance of the linear system defined by the PDE allows for an additional significant reduction (by a factor of the number of time steps) of the computational efforts of the preprocessing routine. This second simplification is not essential for the proposed method to work. The latter can still be advantageously used in applications, without time invariant controls, if the preprocessing time remains negligible in comparison to the time the MILP solver requires. Here, it should be considered that the precomputation of states for the basis of the control space can be carried out in parallel, which makes the proposed method even more competitive on parallel architectures.

The remainder of this paper is organized as follows. After the formulation of the general model (Sect. 2), we provide some basic concepts both of the discrete optimization and of the numerics of partial differential equations that are required for deriving our solution scheme (Sect. 3). Next, two applications are presented that are inspired by real-world problems: First, the organization of a firefighter mission is discussed (Sect. 4.1). The goal in this application is to minimize damages caused by a spreading wildfire using firefighters operating on the roads inside the forest. While the spread of the fire is modeled by using appropriate PDEs, which also take into account the effect of the firefighters trying to extinguish the fire, the movement of the firefighters is modeled by a dynamic network flow, which is constrained by the temperature function defined via the PDE. The second problem is the prevention of the contamination of a river by wastewater due to mixing (Sect. 4.2). The idea here is that an underground flow is going from a contaminated site to a nearby river. In order to minimize the contamination of the river, a fixed number of cleaning facilities that can filter the flow have to be installed at optimal locations. For these two examples three different kinds of implementation are presented, and their numerical effectiveness in providing optimal solutions is analyzed (Sect. 6). In Sect. 7 we discuss our conclusions derived from the computational experiments and present ideas for future work.

2 General framework for mixed-integer PDE-constrained problems

The class of problems studied in this work fits into the framework of mixed-integer PDE-constrained optimization problems. As the name suggests, MIPDECO problems are a superclass of PDE-constrained optimization problems allowing for integer restrictions on a subset of the variables. Hence, in addition to the general challenges of PDE-constrained optimization, these problems include combinatorial restrictions that have to be taken into account when developing solution methods. Additionally, even if sufficiently regular boundary and initial conditions guarantee the existence of a unique function satisfying the PDE, this solution function may not possess a representation in a closed form. Consequently, the required state variables in the MILP cannot simply be substituted by simple terms that can quickly be evaluated by the MILP solver. As is common practice for the numerical treatment of PDEs, finite-dimensional
systems of (linear) equations are used in this work to approximate the PDEs. These finite-dimensional systems scale with the resolution of the approximation, and even a relatively coarse discretization scheme may lead to a system that cannot be handled by state-of-the-art MILP solvers. This work carries out computational studies for a specific type of MIPDECO problem in order to analyze which kind of methods are the most promising with regard to the poor scaling behavior as the resolution of the approximation is refined.

In the problem class considered here, we assume that the PDE defining the state function \( u \) is linear over a squared domain \( \Omega \subset \mathbb{R}^2 \) and a time interval \([0, T]\). The vector-valued function \( z : [0, T] \rightarrow \{0, 1\}^{d_z}, d_z \in \mathbb{N} \), contains all binary variables and \( w : [0, T] \rightarrow \mathbb{R}^{d_w}, d_w \in \mathbb{N} \), is the vector of the continuous variables used in the control of the PDE and other continuous variables needed to formulate control restrictions. The continuous variables are assumed to be square integrable, that is, functions in \( L^2([0, T]) \) in each component. The objective function is denoted by \( \phi : \mathcal{H} \times \mathcal{G} \rightarrow \mathbb{R} \), where \( \mathcal{H} \) is the space of regular functions in which the state variable \( u \) is searched in (usually \( \mathcal{H} = L^2(0, T, W) \), which is a space of functions defined on the time interval \([0, T]\) with values in a suitable Sobolev space \( W = W(\Omega) \) of functions defined on \( \Omega \) to express regularity in space (see e.g. [1]), with \( W \)-norms that are \( L^2 \)-integrable over the time interval \([0, T]\), and \( \mathcal{G} \) is the set comprising the control variables \( w \). All constraints besides the PDE are collected in an operator \( H \), which is assumed to be linear and bounded. If the partial differential operator of the PDE is given by \( D \), then the continuous versions of the optimization problems studied here are of the type

\[
\min_{u, w, z} \phi(u, w) \\
\text{s.t.} \quad D(u) = y(w) \\
\quad u|_{t=0} = f \\
\quad \alpha u|_{\partial\Omega} + \beta \frac{\partial u}{\partial n}|_{\partial\Omega} = g \\
\quad H(u, z, w) \geq 0.
\] (1)

The operator \( D \) provides a mapping from the state-space \( \mathcal{H} \) to the space \( \mathcal{Y} \) comprising all right-hand sides \( y(w) \) that can be adjusted by the control variables \( w \). By choosing the functions \( \alpha, \beta : \partial\Omega \rightarrow \mathbb{R} \), different boundary conditions such as Dirichlet, Neumann, or Robin boundary conditions (as employed in the wildfire benchmark problem in Sect. 4.1) can be realized. While every choice of \( w \) defines the corresponding state \( u \), the constraints expressed by \( H \) may include restrictions on \( w \) depending on \( u \). Therefore, the PDE cannot be solved independently of the flow variables, nor can feasibility of the flow variables be guaranteed without taking the solution of the PDE into account.

For any kind of model that involves a PDE a usual requirement is that the PDE be “well posed”, meaning that a unique solution exists that continuously depends on the data [21]. Well-posedness is a natural condition for any system that is supposed to model real-world problems. While existence and uniqueness of the solution are

\[1\] The theory can equivalently be formulated for general domains—a square is employed here for notational simplicity.
required for a plausible interpretation of the solution, only continuous dependence on
the data allows for a meaningful approximate approach for solving the problem. For
this reason the methods should be applied only if the PDE is guaranteed to be well
posed.

3 Background

Because methods from two separate fields of mathematics are used in this work, we
give a short introduction to the relevant concepts required in order to follow the later
sections with more emphasis on methods for handling PDE constraints. A more in-
depth study of the methods and concepts can be found in the references given in the
particular sections.

3.1 Methods for solving mixed-integer linear programming problems

Many combinatorial optimization problems can be modeled as mixed-integer linear
programs such as

\[ \min \{ c^\top x \mid Ax \leq b, x \geq 0, x \in \mathbb{R}^p \times \mathbb{Z}^q \}, \]  

(2)

where \( n = p + q \); \( A \in \mathbb{R}^{m \times n} \) is the constraint matrix; \( b \in \mathbb{R}^m \) is the right-hand
side; \( c \in \mathbb{R}^n \) are the objective function coefficients; and \( x \in \mathbb{R}^n \) are the unknowns
or variables of the problem partitioned into continuous variables, \( x_C \), and integer
variables, \( x_I \), such that \( x = (x_C, x_I) \). The term \( c^\top x \) is called the objective function,
\( Ax \leq b \) is the constraint system, and \( x \geq 0 \) are the bound constraints. More general
constraints such as finite lower and upper bounds or equality constraints are easily
included.

MILPs are usually solved by solving a number of related, easier-to-solve linear
programming (LP) subproblems. LPs are an important subclass of MILPs in which all
variables are continuous. In particular, the LP relaxation of (2) is defined as the MILP
in which all integrality restrictions have been relaxed:

\[ \min \{ c^\top x \mid Ax \leq b, x \geq 0, x \in \mathbb{R}^n \}. \]  

(3)

The classical method for solving LPs is the revised simplex method (RSM), whose
origins date back to [7]. The most successful simplex method in the context of MILP
is the dual simplex method, which is equivalent to the RSM applied to the dual of (3).
Because the dual simplex method starts from a primal infeasible vertex and maintains
dual feasibility, it is especially well suited to the reoptimization needed in MILP
methods that are described next. For more details on linear programming, we refer to
[6].

All methods for solving MILPs build on efficient and robust LP solvers. The branch-
and-bound method starts by solving the continuous relaxation of (2) in which all
integrality restrictions have been relaxed, resulting in (3). The solution of this LP
provides a lower bound on the optimal solution of the MILP. If the solution of the
LP relaxation is integer feasible, that is, if \( x_I \in \mathbb{Z}^q \), then we have solved the MILP.
Otherwise, we choose an integer variable, \( z_i \) that takes a nonintegral value, \( \tilde{z}_i \), and we branch on this value by introducing two LPs with added constraints,

\[
    z_i \leq \lfloor \tilde{z}_i \rfloor \quad \text{and} \quad z_i \geq \lceil \tilde{z}_i \rceil,
\]

respectively, where \( \lfloor a \rfloor \) is the floor (rounded down integer) of \( a \) and \( \lceil a \rceil \) is the ceiling (rounded up integer) of \( a \). The branch-and-bound method continues by solving one of these new LPs, branching again, if the solution is nonintegral. This process creates the branch-and-bound tree, whose nodes are LP relaxations and whose edges correspond to branching on variables. The branch-and-bound method continues to search this tree, solving LPs until no unexplored node is left. A node is explored if we (1) have branched on a variable, (2) have determined that the LP relaxation is infeasible (in which case all LPs in the corresponding subtree are infeasible), (3) have found an integral solution (which provides an upper bound), or (4) have determined that its lower bound is larger than the current upper bound.

An alternative approach to the branch-and-bound method is the cutting-plane method which is motivated by the observation that we can solve an MILP in a single-shot LP solution step if we know the convex hull of the feasible set of the MILP (2). Unfortunately, determining the convex hull of a general mixed-integer set is as hard as solving an MILP. However, we can often easily find a hyperplane that separates a current point, \( z^{(k)} \), from the convex hull of (2). By adding such cutting planes to the LP relaxation, we successively tighten this relaxation until we obtain an integer point.

Modern MILP solvers combine these two approaches into a branch-and-cut approach that adds a possible cut-generation step before each node of the branch-and-bound tree is solved. Often, we can find classes of cutting planes that are large (exponential in the dimensions \( n \) or \( m \)), and such classes are handled by a cut pool that adds them one at a time as violated cuts are found. The use of the dual simplex method in the solution of the LPs means that the reoptimization needed in the branch-and-cut approach can be implemented efficiently. See, for example, [13,31], for a discussion of branch-and-cut schemes.

While MILP solvers have achieved a great degree of success, their intrinsic properties make them less suitable for MIPDECOs, as we demonstrate below. In particular, the following two aspects of their implementation, which is tailored to “normal MILPs” (i.e., MILPs without PDE-type constraints), make solving MIPDECOs difficult:

- The constraint matrices from 3D PDEs are often difficult to factorize, and instead, we use iterative solvers for the solution of the discretized PDE. Unfortunately, these iterative solvers are fundamentally incompatible with rank-one updates, and hence the fast reoptimization cannot be readily implemented for MIPDECOs.
- Before actually solving linear programs and performing branch-and-bound, the solver tries to shrink the problem size by eliminating redundancies in the formulation and by strengthening bounds on variables. Dittel et al. [10] demonstrated that these routines tend to accumulate small numerical errors, so that after several time steps an infeasibility of the initial problem is wrongfully detected.
3.2 Finite-difference methods

The general idea of finite-difference methods is to replace a (partial) differential equation defined on a continuous domain by a finite-dimensional system of equations of real variables, which approximate the solution of the differential equation on a grid. The grid used for finite-difference methods is often equidistant in each coordinate direction. Here, we consider nodal finite-difference methods, which for every point of the grid define a variable that is associated with the function value of the solution of the PDE. With these variables a system of equations is defined, which are obtained by replacing the differential operators of the PDE by divided differences centered at the grid points. In the case of linear PDEs the resulting system is also linear. Finite differences have a consistency error that vanishes with increasing grid resolution (i.e., $h \to 0$), such as

$$u'(x) = \frac{u(x + h) - u(x)}{h} + O(h) \quad \text{forward difference},$$

$$u'(x) = \frac{u(x) - u(x - h)}{h} + O(h) \quad \text{backward difference},$$

$$u'(x) = \frac{u(x + h/2) - u(x - h/2)}{h} + O(h^2) \quad \text{central difference},$$

$$u''(x) = \frac{u(x + h) - 2u(x) + u(x - h)}{h^2} + O(h^2) \quad \text{second-order central difference},$$

which can be derived from the Taylor expansions for sufficiently smooth functions. Because we are interested in phenomena that depend on space and time, we distinguish between the spatial domain $\Omega$, which is assumed to be a square of side length $l$ so that $\Omega = (0, l) \times (0, l)$, and the time domain $[0, T]$ representing the modeled period of time. For functions $u : \Omega \times [0, T] \to \mathbb{R}$ we use the following notations for their partial derivatives:

$$\nabla u(x, t) := \left( \frac{\partial u}{\partial x_1}(x, t), \frac{\partial u}{\partial x_2}(x, t) \right),$$

$$\Delta u(x, t) := \frac{\partial^2}{\partial x_1^2} u(x, t) + \frac{\partial^2}{\partial x_2^2} u(x, t).$$

To illustrate how the idea of finite-difference methods is applied in practice we consider linear convection-diffusion equations of type

$$\frac{\partial u}{\partial t}(x, t) - c(x) \cdot \nabla u(x, t) - \nabla \cdot (D(x) \nabla u(x, t)) = y(x, t, w), \quad x \in \Omega, t \in (0, T], \quad (4a)$$

$$\frac{\partial}{\partial n} u(x, t) = h_L(x) (U_L(x) - u(x, t)), \quad x \in \partial \Omega, t \in (0, T], \quad (4b)$$

$$u(x, 0) = g(x), \quad x \in \Omega, \quad (4c)$$
where \( n = n(x) \) is the outer normal at \( x \in \partial \Omega \). We further assume that the parameters satisfy \( c(x) \in \mathbb{R}^2 \) and \( D(x) \in \mathbb{R}^+ \) and that \( U_L, h_L : \partial \Omega \to \mathbb{R} \), and \( g : \Omega \to \mathbb{R} \) are continuous functions. All PDEs considered in our applications are of this type with varying parameters and domains.

For general parabolic problems with Robin boundary conditions and moderate boundedness assumptions on the data, a proof of the existence of a unique solution in the Sobolev space of time-space square-integrable functions with square-integrable first order spatial weak derivatives is given in [28, Th. 4.1, p. 126]. The continuous dependence on the given data can be obtained as follows: Applying the time-space norm of the underlying Sobolev space as defined, e.g., in [28, p. 122] to the weak form of the convection diffusion problem, which is also stated in [28, p. 122], yields a priori bounds such as those presented in [28, p. 267] for elliptic problems with Robin boundary conditions. These imply continuous dependence on the equation’s data due to its linearity.

To reduce the continuous domain to a finite set of points, we define a grid. Let \( p_x + 1 \) be the number of points in each spatial coordinate direction (which, for simplicity, are chosen equal in both spatial directions), and let \( p_t + 1 \) be the number of points in the time coordinate direction.

Throughout this paper, we use the notations \( \mathbb{T} := \{0, 1, \ldots, p_t\} \) and \( \mathbb{X} := \{0, 1, \ldots, p_x\} \) for the index sets. Using these notations, we can define a linear system with variables \( u_{i,j}^t \) for each \( i, j \in \mathbb{X} \) and \( t \in \mathbb{T} \) in such a way that these variables approximate the real values \( u(i \cdot \Delta x, j \cdot \Delta x, t \cdot \Delta t) \) of the solution to (4a)–(4c).

This linear system is initialized by the values of \( g \) evaluated on the grid, which serve as a discrete version of the initial condition (4c), namely,

\[
\begin{align*}
  u_{i,j}^0 &= g(i \cdot \Delta x, j \cdot \Delta x), \\
  &\quad i, j \in \mathbb{X}. \tag{5}
\end{align*}
\]

In order to find a suitable replacement for the boundary condition (4b), the so-called ghost point method is used. In this method additional variables \( u_{-1,i}^t, u_{p_x+1,i}^t, u_{i,-1}^t, u_{i,p_x+1}^t \) for all \( i \in \mathbb{X} \) and \( t \in \mathbb{T} \) are included, so that central differences can be used for the points lying on the boundary of \( \Omega \). The derivatives in the direction of the outer normal can therefore be approximated by

\[
\begin{align*}
  \frac{\partial}{\partial n}u(0, i \cdot \Delta x, t \cdot \Delta t) &\approx \frac{u_{i-1}^t - u_{i}^t}{\Delta x}, \quad \frac{\partial}{\partial n}u(l, i \cdot \Delta x, t \cdot \Delta t) \approx \frac{u_{p_x+1,i}^t - u_{p_x-1,i}^t}{\Delta x}, \\
  \frac{\partial}{\partial n}u(i \cdot \Delta x, 0, t \cdot \Delta t) &\approx \frac{u_{i-1}^t - u_{i}^t}{\Delta x}, \quad \frac{\partial}{\partial n}u(i \cdot \Delta x, l, t \cdot \Delta t) \approx \frac{u_{i,p_x}^t - u_{i,p_x}^t}{\Delta x}, \\
  &\quad i \in \mathbb{X}, t \in \mathbb{T}. \tag{6}
\end{align*}
\]

Substituting (6) into (4b) and replacing \( u(i \cdot \Delta x, j \cdot \Delta x, t \cdot \Delta t) \) by \( u_{i,j}^t \) in (4b), we obtain the discrete boundary conditions allow displaying breaks

\[
\begin{align*}
  u_{-1,i}^t - u_{i}^t &= \Delta x \cdot h_L(0, i \cdot \Delta x)(U_L(0, i \cdot \Delta x) - u_{0,i}^0), \\
  u_{p_x+1,i}^t - u_{p_x-1,i}^t &= \Delta x \cdot h_L(l, i \cdot \Delta x)(U_L(l, i \cdot \Delta x) - u_{p_x,i}^t), \\
  u_{i,-1}^t - u_{i}^t &= \Delta x \cdot h_L(i \cdot \Delta x, 0)(U_L(i \cdot \Delta x, 0) - u_{i,0}^t), \\
  u_{i,p_x+1}^t - u_{i,p_x}^t &= \Delta x \cdot h_L(i, l)(U_L(i, l) - u_{i,p_x}^t), \\
  &\quad i \in \mathbb{X}, t \in \mathbb{T}. \tag{7}
\end{align*}
\]
We use a Crank-Nicolson-type implicit method for approximating the differential operators in (4a). Therefore, the differential operators in (4a) are replaced by the approximating difference quotients

\[
\frac{\partial u}{\partial t}(i \cdot \Delta x, j \cdot \Delta x, t \cdot \Delta t) \approx \frac{u_{i,j}^t - u_{i,j}^{t-1}}{\Delta t}, \quad i, j \in \mathbb{X}, t \in \mathbb{T},
\]

\[
\Delta u(i \cdot \Delta x, j \cdot \Delta x, t \cdot \Delta t) \approx \frac{u_{i-1,j}^{t-1} + u_{i,j-1}^{t-1} - 4u_{i,j}^{t-1} + u_{i+1,j}^{t-1} + u_{i,j+1}^{t-1}}{2\Delta x^2} + \frac{u_{i-1,j}^t + u_{i,j-1}^t - 4u_{i,j}^t + u_{i+1,j}^t + u_{i,j+1}^t}{2\Delta x^2}, \quad i, j \in \mathbb{X}, t \in \mathbb{T},
\]

\[
\frac{\partial u}{\partial x_1}(i \cdot \Delta x, j \cdot \Delta x, t \cdot \Delta t) \approx \frac{u_{i,j+1}^{t-1} - u_{i,j-1}^{t-1}}{4\Delta x} + \frac{u_{i,j+1}^t - u_{i,j-1}^{t}}{4\Delta x}, \quad i, j \in \mathbb{X}, t \in \mathbb{T},
\]

\[
\frac{\partial u}{\partial x_2}(i \cdot \Delta x, j \cdot \Delta x, t \cdot \Delta t) \approx \frac{u_{i+1,j}^{t-1} - u_{i,j}^{t-1}}{4\Delta x} + \frac{u_{i+1,j}^t - u_{i,j}^{t}}{4\Delta x}, \quad i, j \in \mathbb{X}, t \in \mathbb{T}.
\]

After simplification we obtain the equations

\[
(2R + r_2)(u_{i,j+1}^t + u_{i,j-1}^t) + (2R + r_1)(u_{i+1,j}^{t-1} + u_{i,j}^{t-1}) - (4 + 8R)u_{i,j}^{t-1}
\]

\[
+ (2R - r_1)(u_{i+1,j}^{t-1} + u_{i,j+1}^{t-1}) + (4 - 8R)u_{i,j}^{t-1} + (2R - r_2)(u_{i,j+1}^t + u_{i,j-1}^t)
\]

\[
+ y(i \cdot \Delta x, j \cdot \Delta x, t \cdot \Delta t), \quad i, j \in \mathbb{X}, t \in \mathbb{T},
\]

(8)

with \( R = D \frac{\Delta t}{\Delta x^2} \), \( r_1 = c_1 \frac{\Delta t}{\Delta x} \) and \( r_2 = c_2 \frac{\Delta t}{\Delta x} \). The linear system hence is given by (5), (7) and (8). The resulting system can be shown to be second-order accurate; and it is also a so-called unconditionally stable method, which implies that it converges for small step sizes for all grid ratios (see, e.g., [32]).

### 3.3 Galerkin and finite-element methods

The finite-element method (FEM) can be considered a particular Galerkin approach adapted to the discretization of PDEs. Galerkin methods can be applied to approximate stationary points of general variational problems. In the approach presented here it is employed to determine an approximation of the continuous linear state equations, which are thus altered to linear equation constraints for the MILP approximating the originally given MIPECO.

If \( \mathcal{D} : \mathcal{H} \to \mathcal{F} \) denotes a linear operator mapping from a space of (generalized) functions \( \mathcal{H} \) defined in \( \Omega \) to a space of generalized functions \( \mathcal{F} \), both being a subset of the space of square-integrable real-valued functions \( L^2 = L^2(\Omega) \), and if \( y \in \mathcal{F} \) is given, a Galerkin approximation to the solution \( u \in \mathcal{H} \) of the general problem

\[
\mathcal{D}u = y,
\]

(9)

which is assumed to be well posed, can be constructed as follows: Choose two finite-dimensional linear function spaces \( V \) with basis \( v_1, \ldots, v_p \) and \( W \) with basis...
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$w_1, \ldots, w_q$ (usually we assume $p = q$). The accuracy of the method is governed by the error estimate of the best approximation of a given function in $H$ by discrete functions from $V$ and by the error estimate of the best approximation of a given function in $F$ by discrete functions from $W$ (see below). If further we define the standard scalar product in $L^2$,

$$\langle f, g \rangle = \int_{\Omega} fg \, dx,$$

then the Ansatz

$$u_h = \sum_{k=1}^{p} a_k v_k \in V$$

with unknown coefficients $a = (a_k)_{k=1,\ldots,p} \in \mathbb{R}^p$ can in the case $p = q$ be uniquely identified by solving the linear system

$$\sum_{k=1}^{p} a_k \langle v_k, w_j \rangle = \langle y, w_j \rangle, \quad j = 1, \ldots, q$$

with system matrix $S = (\langle v_k, w_j \rangle)_{1 \leq k \leq p, 1 \leq j \leq q}$ if rank $S = p = q$. Galerkin methods provide wide freedom in designing discretization schemes for linear operator equations. Moreover, the quality of the Galerkin approximation can be controlled by the best approximation properties of chosen test-and-trial spaces, which allow for rigorous control of accuracy. In the context of FEM spaces (see below) the quality of the best approximation is often estimated via the interpolation error; see [3, Ch. II, §6].

A FEM is now characterized by a particular choice of $V$ and $W$. These spaces are constructed with the help of a partitioning of the underlying domain into simple geometric elements such as triangles or quads in a planar case. This partitioning defines a mesh with elements, edges, and vertices (see [3] for details). The test-and-trial spaces are now defined as finite-dimensional function spaces containing functions of a certain overall (Sobolev) regularity (see [1] for all questions related to Sobolev spaces) whose restriction to a particular mesh element is a multivariate polynomial of a defined degree. The required overall regularity is usually guaranteed by demanding that certain functionals associated with mesh entities be continuous over element boundaries. In the simplest case, a triangle mesh can be chosen with globally continuous test-and-trial-functions whose restriction to any individual triangle is a linear polynomial (particularly, $V = W$). Continuity is then algorithmically guaranteed by requiring continuity in all vertices of the mesh. In this case, the degrees of freedom are given by the values associated with the vertices of the mesh, and a basis of $V = W$ can be obtained by choosing “hat functions”, that is, continuous functions that are linear on each triangle with value 1 in one node and 0 in all others. The numerical efficiency of the FEM is connected with the fact that these basis functions are almost local; that is, they share their support only with basis functions in their direct environment. Hence $S$ is sparse.
We will now briefly recall how one obtains a discrete formulation of the state equation (4a)–(4c) employed in the two benchmark computations presented in this paper. Basically two ways could be chosen that would lead to a discretization of the state equation. The first way involves a two step approach where first a purely spatial FEM is applied, yielding a system of ordinary differential equations (ODEs) with continuous time variable. The latter can then be treated by any absolutely stable standard method for ODEs. In the second approach a time-space-Galerkin scheme is directly applied, specifically, a set of test-and-trial functions are used that vary with respect to both time and space (see, e.g. [36, Ch. 9]). In this case the underlying function space is the space $L^2(0, T, L^2(\Omega_1))$ of functions mapping the time interval to $L^2(\Omega)$ such that the time-dependent $L^2(\Omega_1)$-norms are square-integrable over $[0, T]$ with scalar product

$$\langle f, g \rangle = \int_0^T \left( \int_{\Omega_1} f(x, t) g(x, t) \, dx \right) \, dt. \quad (13)$$

In this case, basis functions of the type $v(x_1, x_2)w(t)$ can be chosen, where $v$ and $w$ are both piecewise polynomials glued together in such a way that a particular global regularity arises. Good results with respect to long-term stability have been achieved with discontinuous Galerkin methods for the temporal test-and-trial functions (see [36]). The latter approach seems to be, in general, more adequate for deriving equality constraints to be used within a MILP, since it offers more freedom for algorithm design and, particularly, the opportunity to adjust spatial and temporal discretization parameters simultaneously. Nevertheless, the classical approach via the spatially semi-discrete problem is chosen here. This choice results from the efficient strategy proposed in this work to decompose the space of feasible states in advance, in the sense of a prepossessing step, making a time-space-Galerkin approach obsolete (see Sect. 4.1). Moreover, in many cases both approaches lead to equivalent algorithmic schemes.

For the semi-discretization step the domain $\Omega$ is triangulated, yielding a set of elements $T$, edges $E$, and vertices $V$. As test-and-trial space we chose

$$V = W = \{ v \in C(\Omega) : v(x_1, x_2)|_T = a_T x_1 + b_T x_2 + c_T , \quad T \in T, a_T, b_T, c_T \in \mathbb{R} \},$$

where $C(\Omega)$ is the space of functions that are continuous on $\Omega$. It is well defined because equality of the values assigned to any vertex in $V$ for all adjacent elements is already sufficient for global continuity. This is a finite-dimensional vector space of functions possessing Sobolev $H^1$-regularity whose dimension $p = \dim V = \text{card } V$ is given by the cardinality of the set of vertices $V$. This choice of discretization would fail to yield good results for convection-diffusion problems in three spatial dimensions, which is not the case for the problems considered here. Next, Eq. (4a) is brought into its so-called weak form by multiplying an arbitrary test function $\phi \in H^1(\Omega)$, integrating over $\Omega$, and applying Green’s identity (see, e.g., [3]).
The resulting equation is

\[
\begin{align*}
\left\langle \frac{\partial u}{\partial t}(\cdot, t), \varphi \right\rangle &= \langle c \cdot \nabla u(\cdot, t), \varphi \rangle + \langle D \nabla u(\cdot, t), \nabla \varphi \rangle + \int_{\partial \Omega} h_L(x) u(x, t) \varphi(x) \, dx \\
&= \langle y, \varphi \rangle + \int_{\partial \Omega} h_L(x) U_L(x) \varphi(x) \, dx
\end{align*}
\]

and is required to hold for all \( \varphi \in H^1(\Omega) \). This formulation already contains the required Robin boundary conditions. An adjustment of the test- and trial space as required in the case of Dirichlet boundary conditions is not necessary here. Inserting now the discrete Ansatz \( u_h = \sum_{k=1}^p a_k v_k \) and testing with all basis functions \( v_k \), \( 1 \leq k \leq p \), we obtain the linear ODE system

\[
(S_D + D_c + N_{h_L}) a + M \frac{\partial a}{\partial t} = b_i + b_{bd}
\]

(16)
of first order for the time-dependent vector \( a = (a_k)_{1 \leq k \leq p} \) of degrees of freedom corresponding to approximations to the function values in the vertices with the stiffness matrix \( S_D = (\langle D \nabla v_i, \nabla v_k \rangle)_{i,k} \), the mass matrix \( M = (\langle v_i, v_k \rangle)_{i,k} \), the damping matrix \( D_c = (\langle c \cdot \nabla v_i, v_k \rangle)_{i,k} \), the boundary mass matrix \( N_{h_L} = (\langle h_L \nabla v_i, v_k \rangle_{\partial \Omega})_{i,k} \), the vector of inner loads \( b_i = (\langle y, v_k \rangle)_k \), and the vector of boundary loads \( b_{bd} = (\langle h_L U_L, v_k \rangle_{\partial \Omega})_k \). The subscript \( \partial \Omega \) indicates that the scalar product in \( L^2(\partial \Omega) \) must be used.

In order to obtain a fully discrete scheme, the ODE system (16) has to be discretized with respect to time. In the simplest case, a backward Euler approach can be applied approximating \( \frac{\partial a}{\partial t}(t \cdot \Delta t) \approx (a(t \cdot \Delta t + \Delta t) - a(t \cdot \Delta t))/\Delta t \cdot \Delta t \) with a discretization of the time interval in equidistant steps, as described in the beginning of this section. We arrive at the large set of equality constraints for the degrees of freedom of the discretized state at discrete time \( t \in T \) of the form

\[
\left( S_D + D_c + N_{h_L} + \frac{1}{\Delta t} M \right) a^{t+1} = b_i + b_{bd} + \frac{1}{\Delta t} Ma^t
\]

(17)
for all \( t \in T \), beginning with a projection of the initial values on the spatial discrete space \( a^0 \) in \( t = 0 \). Since the backward Euler scheme is absolutely stable, the time step size \( \Delta t \) is limited only because of accuracy requirements as long as \( S_D + D_c + N_{h_L} \) is sufficiently well conditioned, which is always the case for diffusion-dominated problems. If convection is dominant, however, numerical problems can be mitigated by choosing a small \( \Delta t \). From the fully discrete function \( u_h \in V \) with \( u_h(x_k, t \cdot \Delta t) = a^t_k \) with \( k \) being the index of the node \( x_k \in V \), approximated states can be computed in arbitrary points \( x \in \Omega \) by first identifying the element \( x \) is contained in and then inserting its barycentric coordinates in a representation of the restriction of \( u_h \) to the particular element.
3.4 Dynamic flow on a graph

Because the wildfire application (see Sect. 4.1) requires the modeling of network dynamics, we briefly introduce flows on directed graphs; for a formal definition we refer to [9]. Let \( G = (N, A) \) be a directed graph, digraph, or network, which is a pair of two finite nonempty sets \( N \), the nodes, and \( A \), the arcs, where the elements of \( A \) are ordered pairs of elements from \( N \). Let \( c_a \) be the capacity, \( \delta_a \) the transit time, and \( L_a \) the length of arc \( a \in A \). Furthermore, let there be two distinguished nonempty subsets: \( N^+ \subset N \), the sources, and \( N^- \subset N \), the sinks. A dynamic flow on \( G \) of duration \( T \) is a set of functions given by

\[
f_a : [0, T] \times [0, L_a] \mapsto \mathbb{R}^+ \quad (\theta, x) \mapsto \begin{cases} 0, & \theta \leq x \frac{\delta_a}{L_a}, \\ h_a(\theta - x \frac{\delta_a}{L_a}), & \theta > x \frac{\delta_a}{L_a}, \end{cases}
\]

where \( h_a : (0, T) \mapsto \mathbb{R}^+ \) are weakly differentiable functions\(^2\). The excess at a node \( j \in N \) is given by

\[
ex(j, \theta) := \sum_{i \in N: (i, j) \in A} \int_0^\theta f_{(i,j)}(t, L_i, j) \, dt - \sum_{i \in N: (j, i) \in A} \int_0^\theta f_{(j,i)}(t, 0) \, dt \quad \theta \in [0, T],
\]

and the external flow \( f^j \) at a node \( j \in N \) is defined as

\[
f^j(\theta) := \frac{d}{d\theta} \text{ex}(j, \theta) = \sum_{i \in N: (i, j) \in A} f_{(i,j)}(\theta, L_i, j) - \sum_{i \in N: (j, i) \in A} f_{(j,i)}(\theta, 0) \quad \theta \in [0, T]
\]

Note that if we identify the tail of \( a \) with 0 and the head with \( L_a \), the functions \( f_a \) of a dynamic flow are the solutions of the aforementioned linear transport equation on \( a \), namely,

\[
\frac{\partial}{\partial t} f_a(t, x) + L_a \frac{\partial}{\partial x} f_a(t, x) = 0, \quad t \in (0, T], x \in (0, L_a],
\]

\[
f_a(0, x) = 0, \quad x \in (0, L_a],
\]

\[
f_a(t, 0) = h_a(t), \quad t \in (0, T],
\]

with \( h_a \) as the boundary condition in 0. Furthermore, the excess of a node \( j \) at time \( \theta \) is the difference between the flow that has arrived at \( j \) and the flow that has started in \( j \). Now, because any set of weakly differentiable functions \( h_a : (0, T) \mapsto \mathbb{R}^+, a \in A \) can be used to define a dynamic flow, we have to impose additional constraints in order to actually link the flows on the individual arcs.

We say that a dynamic flow of duration \( T \) is flow conserving if

\[
f^j(\theta) \geq 0, \quad j \in N \setminus N^+, \theta \in [0, T],
\]

\(^2\) In order to simplify notation it is assumed that these functions extend to \((−\infty, 0)\) with value zero.
\[ f^j(\theta) \leq 0, \quad j \in N \setminus N^-, \theta \in [0, T]. \]

From the definition of a dynamic flow, it directly follows that the external flows are given by

\[ f^i(\theta) = \sum_{k \in N: (k, i) \in A} h(k, i)(\theta - \delta_{k, i}) - \sum_{k \in N: (i, k) \in A} h(i, k)(\theta), \quad \theta \in [0, T], i \in N. \]  

(18)

Hence, although defined for the \( f_a \), flow conservation is best explained as a restriction on the \( h_a \). They have to be chosen in such a way that the external flow is negative at sources, positive at sinks, and zero at all other nodes, coinciding with the physical interpretation of a flow passing through the network.

Depending on the application, a variety of other approaches can be found in the literature to model flows in networks. One possibility for expressing dynamic changes of a network flow was given by Göttlich et al. [18]. They derive flow models from PDEs, thus allowing for the inclusion of physical properties of the flow occurring, for example, inside the pipes of gas networks.

Another possibility is given by Skutella [35] via the concept of flow over time, conveyed by a set of positive-valued Lebesgue integrable functions for each arc: Note that Eq. (18) and a change of variables can further be used to show the following identity for the excess:

\[
\text{ex}(j, \theta) = \int_0^\theta f^j(t) \, dt = \sum_{i \in N: (j, i) \in A} \int_0^\theta h(j, i)(t - \delta_{j, i}) \, dt - \sum_{i \in N: (i, j) \in A} \int_0^\theta h(i, j)(t) \, dt \\
= \sum_{i \in N: (j, i) \in A} \int_0^{\theta - \delta_{j, i}} h(j, i)(t) \, dt - \sum_{i \in N: (i, j) \in A} \int_0^\theta h(i, j)(t) \, dt.
\]

(19)

Furthermore, if \( N^+ = \{s\} \subset N \) and \( N^- = \{t\} \subset N \), any choice of the \( h_a \) defining a flow conserving dynamic flow is called a strongly flow conserving \((s, t)\) flow over time.

3.5 Numerical considerations

In choosing an adequate discretization of the PDE model given in the context of a MIPDECO, several points are of particular interest: sufficient accuracy that can be controlled via numerical parameters, particularly avoidance of instabilities, and avoidance of mesh dependencies. As far as the first point is concerned, problems involving a discrete control of PDEs may suffer from the appearance of physically unstable states, which often take the form of periodically oscillating states whose discretized objective value is much smaller than that of approximations to the physical solution. This phenomenon typically arises in topology optimization. While earlier it was assumed that this phenomenon can be attributed to the existence of solutions whose figure of merit (for mechanical problems often stiffness) is a consequence of a
developing micro-structure, it is nowadays accepted that a bad approximation of the solution of the PDE by the employed discretization method is the reason for it [34]. In the presented approach, this so called checkerboarding is avoided by the employed numerical schemes used to discretize the PDE, whose convergence is granted and uniform with respect to the finite dimensional control space. For the finite element discretization this follows from arguments similar to those presented in [36, Ch. 4] (particularly from an extension of Theorem 2 to Robin boundary conditions). For the Finite Difference approach, results from [28, Chapter 6, §8], can be utilized to show the convergence of the chosen discretization. It should be noted, that checkerboarding is a more serious problem in three-dimensional convection diffusion problems, where the incompressibility of the convective medium is considered via an additional constraint whose discretization may lead to stability problems. The second point, mesh dependence, has experimentally been studied in the application part of this work.

Another important issue to be considered in the numerical solution of general optimal control problems is chattering. While checkerboarding and mesh dependency are purely numerical problems, chattering is related to properties of the solution of a time depending control problem: Under certain conditions, optimum trajectories either in the target space or in the state space may exist that fail to be smooth and that tend to oscillate infinitely many often on a finite time interval, see [5] or the introduction to the book [38]. It is well known that the existence of chattering solutions occurs generically for control problems with constraints defined via a Hamiltonian that allows for admissible paths on a singular manifold. The existence of chattering solutions is known to be a possible reason for non converging numerical procedures. However, the considered MIPDECO problem with a one-dimensional state variable does not belong to a class of problems known to have chattering solutions: The energy dissipation of parabolic equations attenuates the effect of control switches, so that fast switching does not yield an immediate effect. Accordingly, chattering has never occurred during the numerical experiments reported on later in this work. However, a rigorous proof of this observation is beyond the scope of the present study.

4 Examples of MIPDECO problems

We consider two MIPDECO problems that are motivated by real-world applications. The first application considers the optimal response to wildfires, and the second application computes optimal controls to prevent contaminants in subsurface flow from reaching a river.

4.1 Wildfire containment

Our goal in the first example is to reduce the impact of wildfires, and we consider the following situation that fits the framework of MIPDECO. In a forest close to a populated area with a firefighting department a wildfire in its early stages is reported. Leaving it burning uncontrolled not only might endanger the local population and their properties but also might lead to a major hazard for the whole region. Of utmost impor-
tance therefore is that the firefighters plan their response in an optimal way. However, the safety of the units taking part in the operation must be ensured. While most of the forest cannot be crossed with heavy equipment, there is a road network inside the forest that can be used for firefighting operations. All movements are restricted to this road network. In addition no movement should take place on roads leading through or too close to burning territory, since this might endanger the firefighters themselves. Also, the available resources for controlling the fire (water, equipment, and manpower) are limited; therefore an optimal resource allocation and proper scheduling might make the difference between either getting the fire under control or a major disaster.

Two types of dynamics are interacting in this kind of problem and have to be taken into account for optimal planning: (1) the spreading of the fire, where physical experience allows for predicting its spread direction and its velocity, and (2) the movement of the firefighters and their extinguishing agents (water). Since the ultimate goal of any firefighter mission is to limit the spread of the fire and the fire itself might restrict the movement of the firefighters, these two dynamics have to be described in a joint model. We use a time-dependent PDE to model the fire and a dynamic network flow to model the movements of the firefighters or, more precisely, the water that is used. In order to express the interdependencies, the flow variables of the network are used as control variables for the PDE, and additional constraints are imposed on the network flow, including the state variable defined via the PDE. We assume that the road network is given in the form of a directed graph $G := (N, A)$ with capacities $C_{i,j}$ and transit times $\hat{\delta}_{i,j}$ for all arcs $(i, j) \in A$. Each node $i \in N$ is endowed with a coordinate $x_i \in \Omega \subset \mathbb{R}^2$, a square area of interest, and each arc $a \in A$ is associated with a straight line connecting the coordinates of its incident nodes. We further assume that the transportation of water in the firefighting mission can be described approximately by a flow conserving dynamic flow on $G$. We further distinguish two subsets of $N$: The source nodes, denoted by $N^+ \subset N$, represent locations where the firefighters can release or pick up stored water into the network; and the demand nodes (sinks) denoted by $N^- \subset N$ are nodes suitable for extinguishing the fire. While the assumption of finitely many sources is obviously reasonable, the assumptions of only finitely many places to supply water to the fire seems a bit artificial. For the time being, it is required to impose a control problem on the PDE with only finitely many control variables. Otherwise, regularization techniques would be required to render the control problem well-posed (see [24, Ch. 1]), which is out of the scope of this work. If one wants to get an idea what the finiteness of sinks could mean in practice one could think of a bad ground, with only some place where the equipment for fighting the fire can be mounted. We introduce the time horizon $[0, T]$ as the duration of the mission. As shown in the preliminaries, it suffices to specify the boundary functions expressing the flow entering the arcs $a \in A$, which we denote by $w_a : [0, T] \mapsto \mathbb{R}^+$. The flows entering at source nodes $s \in N^+$ are denoted by $w_s : [0, T] \mapsto \mathbb{R}^-$, and the flow exiting at demand nodes $d \in N^-$ are denoted by $w_d : [0, T] \mapsto \mathbb{R}^+$. For all other nodes $k$ we set $w_k = 0$. We further introduce binary-valued functions $z_i : [0, T] \mapsto \{0, 1\}$ for all nodes $i \in N$. These functions are used to assess whether a node is safe or not and are required to be 0 when the temperature at time $t \in [0, T]$ at the respective coordinate $x_i$ exceeds a threshold $U_B$, and 1 otherwise. Because we require the flow
to be feasible and flow conserving, and in order to ensure the safety of the firefighters, the following conditions are imposed:

\[ w_{i,j}(0) = 0, \]
\[ \sum_{i:(i,k) \in A} w_{i,k}(t - \delta_{i,k}) = w_k(t) + \sum_{j:(k,j) \in A} w_{k,j}(t), \quad (i, j) \in A, \quad (i, j) \in A, \quad k \in N, \quad t \in (0, T), \] (20a)
\[ w_{i,j}(t) \leq C_{i,j} z_j(t), \quad (i, j) \in A, \quad t \in [0, T], \] (20c)
\[ u(x_i, t) - (1 - z_j(t)) M \leq U_B, \quad i \in N, \quad t \in [0, T], \] (20d)
\[ z_j(t) \in [0, 1], \quad i \in N, \quad t \in [0, T]. \] (20e)

where \( M > 0 \) is an upper bound on the temperature. Here (20a) requires that initially no flow be present in the network, and (20b) ensures the conservation of the flow. Constraints (20c) enable flow only on those arcs \((i, j) \in A\) where the respective head node \(j\) is considered as being safe; if \(z_j(t) = 1\) for time \(t \in [0, T]\) and node \(j \in N\), then a flow is possible on any arc \((i, j)\) up to the capacity limit \(C_{i,j}\). Constraint (20d) forces \(z_j(t) = 0\) if \(u(x_i, t) > U_B\); thus the capacity is reduced to zero when the temperature at the head node \(j\) exceeds the threshold \(U_B\). For modeling the dynamics of the fire the following PDE system is considered:

\[ u_t(x, t) - c \cdot \nabla u(x, t) - D \Delta u(x, t) = y(x, t, w), \quad x \in \Omega, \quad t \in (0, T), \] (21a)
\[ \frac{\partial}{\partial n} u(x, t) = h_L(U_L - u(x, t)), \quad x \in \partial \Omega, \quad t \in (0, T), \] (21b)
\[ u(x, 0) = g(x), \quad x \in \Omega, \] (21c)
\[ u(x, t) \geq U_L, \quad x \in \Omega, \quad t \in [0, T]. \] (21d)

Here the squared area \(\Omega\) and time horizon \([0, T]\) are used respectively as the spatial and time domains for a convection-diffusion equation with Robin-type boundary conditions.

In (21a) the parameter \(D\), the coefficient of the diffusion term, models the speed of the spreading of the fire, and parameter \(c\) is the velocity field of the wind. In the following computational studies these parameters are independent of space and time, but the methods work also in the dependent case. The boundary condition (21b) imposes that the normal derivative at the boundary is directly proportional to the difference of the temperature on the boundary and the ambient temperature \(U_L\). Equation (21c) is the initial condition, which in this case is the initial temperature distribution. Condition (21d) keeps the temperature everywhere above the ambient temperature level. This prevents the control function \(y\) from affecting the state in areas that are not burning.

With this type of model for the fire we are able to express the effect of the wind and the diffusive behavior of the fire, while keeping the PDE linear. It is a simplified version of the PDE used by Mandel et al. [30]. In order to avoid nonlinearities in the model we implicitly assume that the additional heat generated by the nonlinear fuel term in [30] and the temperature loss by radiation to the atmosphere are in balance. While this is unlikely to be the case, keeping the temperature loss to the atmosphere and at the same time leaving out the additional heat generated by the fuel term would
result in an even less realistic model. Especially the absense of the fuel term and other modeling decisions, such as a finite number of sources and sinks in the road network, have to be taken account when deriving conclusions from our model.

As expressed by the dependency of \( y \) on the vector \( w \) of flow functions, this function connects the PDE to the dynamic flow. Various choices for \( y \) are plausible, and the computational methods remain meaningful as long as \( y \) is regular enough to guarantee a unique solution of the PDE system. Because the controls at different nodes do not interact, \( |N^-| \) functions that individually scale with the intensity of the control functions \( w_i, i \in N \), are chosen as \( y \). For our computational studies the following functions are chosen:

\[
y(x, t, w) = -\gamma \sum_{i \in N^-} w_i(t) \exp\left(-\frac{\|x - x_i\|^2}{\sigma^2}\right). \tag{22}
\]

On the one hand, these function guarantee that each outgoing flow function has a similar effect, shifted to its respective coordinate. On the other hand, they restrict the individual control functions to a local effect, which has its maximum at the respective coordinate \( x_i \) and decreases according to a Gaussian distribution. The shape and the scaling with the value of these functions is visualized in Fig. 1. The parameters \( \lambda \) and \( \sigma \) can be used to further tune the height and width of the Gaussian, respectively.

The objective of any firefighting mission is to minimize the damage caused by the fire. We assume that the damage is proportional to the integral of the temperature \( u(x, t) \) in \( \Omega \) over the time horizon \([0, T]\) weighted by a space-dependent non-negative function \( \omega \). The use of \( \omega \) guarantees that some regions can be favored over others, for example, if they are inhabited. With this idea in mind we define the infinite-dimensional problem as

\[
\min_{u, w, z} \int_0^T \int_{\Omega} \omega(x) u(x, t) \, dx \, dt,
\]

s.t. \((20a) - (20e), (21a) - (21d)\). \tag{23}

4.2 Minimization of river contamination

The application in this section is illustrated in Fig. 2. We assume that there is some contaminated area, illustrated by the orange-striped area, and some freshwater reser-
Fig. 2 Sketch of the problem (differently scaled in x— and y—direction)

...illustrated by the blue striped area. Between those two areas there is a region of porous rocks with a passing underground flow leading to an exchange of water between the two areas. For a survey on groundwater flow modelling with contaminant transport, we refer to [25] and the references therein.

We denote this inner area by $\Omega_1$; it is the domain of the PDE. For simplicity (and especially to reduce the computation times) $\Omega_1$ is considered to be only two-dimensional and squared. Since the flow is going from the contaminated area in the direction of the freshwater reservoir, it is important to prevent any hazardous substances from reaching the freshwater reservoir. To this end, cleaning facilities can be constructed inside $\Omega_1$, but the budget allows only for the building of $K$ facilities. Thus, an optimal allocation of the cleaning facilities is crucial. To model this problem we derive a model in the framework given by (1). Similar to Winkler et al. [37], we use a convection-diffusion equation defined on the squared area $\Omega_1 := (0, l) \times (0, l)$ represented by the dotted region in Fig. 2 for modeling the underground flow:

\begin{align}
    u_t(x, t) - c(x) \cdot \nabla u(x, t) - \nabla \cdot (D(x) \nabla u(x, t)) &= y(x, t, w), & x \in \Omega_1, t \in (0, T], \quad (24a) \\
    \frac{\partial}{\partial n} u(x_1, 0, t) &= \frac{\partial}{\partial n} u(x_1, l, t) = 0, & x_1 \in (0, l), t \in (0, T], \quad (24b) \\
    \frac{\partial}{\partial n} u(0, x_2, t) &= h_L(U_R - u(0, x_2, t)), & x_2 \in (0, l), t \in (0, T], \quad (24c) \\
    \frac{\partial}{\partial n} u(l, x_2, t) &= h_L(U_L - u(l, x_2, t)), & x_2 \in (0, l), t \in (0, T], \quad (24d) \\
    u(x, t) &\geq U_L, & x \in \Omega_1, t \in (0, T], \quad (24e)
\end{align}

where $u$ of (24a) represents the quantity of a pollutant in the water (a lower value indicates better water quality). The flow on the two vertical sides is set to be proportional to the difference of its level of pollution and the level on the outside, $U_L$ and $U_R$, respectively, and no flow is passing through the top or bottom boundary. Therefore, we impose homogeneous Neumann-type boundary conditions (24b) on the top and the bottom and Robin-type boundary conditions (24c), (24d) on the borders between the contaminated area and the freshwater reservoir. Similarly to the wildfire problem, constraint (24e) is imposed in order to exclude physically impossible states, namely, those states where the water quality would be better than that of unpolluted water. The cleaning facilities filtrate the water and therefore act like sinks at the distributed...
$n$ possible locations $x_i \in \Omega$ for $i \in \{1, \ldots, n\}$. Each cleaning facility has a function $w_i$ associated with it that models the filtration for each instant. With these functions we can define the control function $y$ as

$$y(x, t, w) = -\gamma \sum_{i=1}^{n} w_i(t) \exp \left( -\frac{\|x - x_i\|^2}{\sigma^2} \right).$$

Since only $K$ facilities can be built, we define binary variables $z_i \in \{0, 1\}$ for $i \in \{1, \ldots, n\}$, indicating whether a facility will be built or not, and formulate the additional restrictions as follows:

$$0 \leq w_i(t) \leq Mz_i, \quad i \in \{1, \ldots, n\}, t \in [0, T],$$

$$\sum_{i=1}^{n} z_i \leq K,$$

$$z_i \in \{0, 1\}, \quad i \in \{1, \ldots, n\}. \quad (26)$$

Here (26a) sets the filtration $w_i(t)$ to 0 if a facility has not been built or bounds it by the maximal possible filtration $M$, and (26b) bounds the number of facilities by $K$. With this we can formulate the continuous optimization problem as

$$\min_{u, w, z} \int_{0}^{T} \int_{0}^{l} \frac{\partial}{\partial t} u(0, x_2, t) \, dx_2 \, dt,$$

s.t. (24a)–(24e), (26a)–(26c). \quad (27)

The objective function is an integral over the flow that is entering the freshwater reservoir.

## 5 Solution methods

To solve problems (23) and (27), we first find an approximating finite-dimensional system and then solve this system to optimality. Because all operators in (23) and (27) are linear, the discretized optimization problem is in both cases a finite-dimensional MILP. For the approximation a variety of different approaches exist, two of which were introduced in Sect. 3. We use these methods to derive two approximations to (23). Approximations to (27) can be derived analogously.

### 5.1 Direct replacement of continuous state equations

In the first approach to solve the wildfire MIPDECO presented in this work, the continuous state equations given by the PDE are discretized and directly used as constraints in the resulting MILP. To this end, we approximate the PDE using a finite-difference method. However, the conclusions drawn from this approach also apply to a FEM discretization.
For the approximation using finite differences, we use the continuous variables $u^t_{i,j}$ defined in Sect. 3.2; for ease of notation we assume that the coordinates $x_i$ of the nodes $i \in \mathbb{N}$ lie on the grid, and we refer to the temperature at these grid points by $u^t_i$. In the computational studies they are interpolated by a linear combination of the temperature at the nearest grid points.

For the discretization of the dynamic flow the characterization given by (18) is used. Therefore, the discretization along the spatial dimension of the flow $f_a$ on the arcs can be avoided leading to a more compact approximation. For the discrete models, the functions $w_a$ are replaced with variables $w^0_{i,j} \in \mathbb{R}^+$ for all $(i, j) \in A$ and $t \in \mathbb{T}$ approximating the flow entering arc $(i, j)$ at time $t \cdot \Delta t$. If $p_t$ (the number of timediscretization points) is chosen independently of the transit times, then $\delta_{i,j}$ is not necessarily a multiple of $\Delta t$ for some arcs $(i, j) \in A$. We therefore round down the true transit times to the nearest multiple of $\Delta t$ by letting

$$\delta_{i,j} := \min_{t \in \mathbb{T} : t \geq \delta_{i,j}} t \cdot \Delta t,$$

For all $t \in \mathbb{T}$ we further introduce the discrete variables $w^t_i$ for all $i \in \mathbb{N}$ and require $w^t_i \in \mathbb{R}^-$ for all $i \in \mathbb{N} \setminus \mathbb{N}^-$ and $w^t_i \in \mathbb{R}^+$ for all $i \in \mathbb{N} \setminus \mathbb{N}^+$ to ensure that flow can enter (or leave) only at sources and sinks. Also the binary-valued functions $z$ are replaced by variables $z^t_i \in \{0, 1\}$ for all $i \in \mathbb{N}$ and $t \in \mathbb{T}$. For the solution $u$ of the PDE the goal is to adapt the constraints of the continuous model such that $z^t_i \approx z_i(t \cdot \Delta t)$ and $w^t_i \approx w_i(t \cdot \Delta t)$ for all $i \in \mathbb{N}, t \in \mathbb{T}$. Therefore, we approximate the dynamic flow conditions (20a)–(20e) with the conditions

\[
\begin{align*}
    w^0_{i,j} &= 0, & (i, j) &\in A, \\
    \sum_{i \in \mathbb{N} \setminus \mathbb{N}^+} w^t_{i,k} - \delta_{i,k} &= \sum_{j \in \mathbb{N} \setminus \mathbb{N}^+} w^t_{k,j}, & k &\in \mathbb{N}, t \in \mathbb{T}, \\
    u^t_i - (1 - z^t_i)M &\leq U_B, & i &\in \mathbb{N}, t \in \mathbb{T}, \\
    w^t_i &\leq C_i z^t_i, & (i, j) &\in A, t \in \mathbb{T}, \\
    z^t_i &\in \{0, 1\}, & i &\in \mathbb{N}, t \in \mathbb{T},
\end{align*}
\]

where $M > 0$ is an upper bound on the temperature. While the state constraint (21d) are directly adapted to the discrete setting by requiring

$$u^t_{i,j} \geq U_L, \quad i, j \in X, t \in \mathbb{T} \setminus \{0\},$$

the conditions (5), (7), and (8) with control given by (22) are added as a replacement for (21a)–(21c). After the integral in the objective function is replaced by a trapezoidal rule on the grid points, the discrete model becomes

\[
\begin{align*}
    \min_{u, w, z} \quad & \Delta x^2 \Delta t \sum_{t=0}^{p_t} \sum_{i=0}^{p_x} \sum_{j=0}^{p_x} \omega(i \cdot \Delta x, j \cdot \Delta x) \lambda_t \mu_i v_j u^t_{i,j}, \\
    \text{s.t.} & \quad (5), (7), \text{(8), (28a)–(28e)}, (29),
\end{align*}
\]
where the objective coefficients are
\[
\lambda_t = \begin{cases} 
0.5, & t = 0 \\
1, & t > 0 
\end{cases}, \quad \mu_i = \begin{cases} 
0.5, & i \in \{0, p_x\} \\
1, & \text{otherwise} 
\end{cases}, \quad \nu_i = \begin{cases} 
0.5, & i \in \{0, p_x\} \\
1, & \text{otherwise} 
\end{cases}
\]

In the approach discussed in this section, the discrete relations obtained by the finite-difference method are directly encoded as constraints in the resulting MILP.

**5.2 Computing discrete states for a basis of the control space**

For the second approach we use the principle of superposition for linear PDEs. By this principle, the state (i.e., the evolution of temperature) can be determined in any critical point of the infrastructural network for a particular chosen control by superposition of the states determined for a basis of the control space. Here, approximations to the state PDE are computed by the FEM. This is not a principal requirement; however, the FEM facilitates several technical steps in this approach. A discrete FEM solution, as a function defined in whole of \( \Omega \), can readily be evaluated in any point where information on the state is needed. Hence the mesh to compute the FEM solution can be chosen independently of the set of points, where the state must be computed. In particular, this approach allows adaptive meshing to increase the accuracy of the FEM approximation exactly in those points where it is required.

Because the operators are linear and the control function is a linear combination of functions, it follows for the continuous state \( u \) that

\[
u(x, t) = u_{\text{inh}}(x, t) + \sum_{i \in N} u_i(x, t),\]

where \( u_{\text{inh}} \) is the solution of (21a)–(21c) for \( w = 0 \) and \( u_i \) are the solutions of (21a)–(21c) for each summand in (22), that is for each term

\[-\gamma w_i(t) \exp\left(-\frac{\|x - x_i\|^2}{\sigma^2}\right)\]

and homogeneous boundary and initial conditions (i.e., set to zero). The second step is to find a suitable approximation of each function \( w_i \) in terms of the discrete variables \( w_{\tau i} \). We therefore define the piecewise constant control

\[
w_i(t) \approx \tilde{w}_i(t) = \sum_{\tau \in \mathbb{T}} w_{\tau i}^T \chi_{[\tau \cdot \Delta t, \tau \cdot \Delta t + \Delta t]}(t)
\]

as such an approximation, where \( \chi_I \) is the characteristic function for the interval \( I \) (i.e., \( \chi_I(t) = 1 \) for \( t \in I \), and 0 otherwise). With this approximation we can use the principle of superposition in order to approximate the \( u_i \). For a fixed \( i \) and \( \tau \), we denote by \( \tilde{u}_{\tau i} \) the respective solution calculated for \( w_{\tau i}^T = 1 \) and all others summands
in (32) set to 0. Then, we can approximately say
\[ u_i(x, t) \approx \sum_{\tau \in T} w_{i, \tau} \tilde{u}_{\tau}^{i}(x, t) \] (33)
and
\[ u(x, t) \approx u_{inh}(x, t) + \sum_{i \in \mathbb{N}} \sum_{\tau \in T} w_{i, \tau} \tilde{u}_{\tau}^{i}(x, t), \] (34)
where the approximation is due to the fact that \( \tilde{u}_{\tau}^{i}(x, t) \) approximates \( u(x, t) \). Using this approximation, however, would require the solution of \( p_{\tau}(|\mathbb{N}| + 1) \) PDEs, which is prohibitive because it scales with the number of time steps. For fixed \( x \in \Omega \), however, we can exploit the time invariance of the solutions and obtain \( \tilde{u}_{\tau}^{i}(x, t) \) by shifting the second argument of \( \tilde{u}_{0}^{i}(x, t) \) to the right:
\[ \tilde{u}_{\tau}^{i}(x, t) = \begin{cases} 
0, & 0 \leq t \leq \tau \cdot \Delta t, \\
\tilde{u}_{0}^{i}(x, t - \tau \cdot \Delta t), & \tau \cdot \Delta t < t \leq T,
\end{cases} \quad i \in \mathbb{N}. \]

Hence, only \(|\mathbb{N}| + 1 \) PDEs need to be solved in order to approximate \( u \), and (34) can be used to replace (21a)-(21c) in the continuous model.³ This approach also enables us to separate the solution of the PDE from the optimization process, which opens up the possibility to use adaptive FEM instead of finite differences. In addition, finite-element methods in contrast to finite-difference methods define a linear combination of basis functions and thus can be used to derive values anywhere in \( \Omega \) and not only on a grid. We can therefore use the same variables \( u_{i, j}^{t} \), independent of the finite-element mesh, defined as
\[ u_{i, j}^{t} = u_{inh}(i \cdot \Delta x, j \cdot \Delta x, t \cdot \Delta t) + \sum_{\tau \in T} \sum_{k \in \mathbb{N}} w_{k, \tau}^{i} \tilde{u}_{\tau}^{k}(i \cdot \Delta x, j \cdot \Delta x, t \cdot \Delta t), \quad i, j \in \mathbb{X}, t \in T. \] (35)

With this expansion we define the MILP for the second approach as
\[
\min_{u, \mu, v, \omega} \Delta x^2 \Delta t \sum_{t \in T} \sum_{i, j, k} \lambda_{t} u_{i, j}^{t}(i \cdot \Delta x, j \cdot \Delta x, t \cdot \Delta t) + \mu_{t} v_{j, \omega}(i \cdot \Delta x, j \cdot \Delta x, t \cdot \Delta t), \quad (28a)-(28e), (29), (35).
\]

In practice, this scheme is realized by a table of points for which solutions computed by a FEM have to be evaluated. To do so quickly, an efficient point location algorithm based on a hierarchical substructuring of the finite-element mesh is implemented in the employed software oFEM [11]. In this way, the constraints of the MILP obtained after discretization are computed in advance.

³ A similar approach has independently be found and applied by Anna Thünen (unpublished).
6 Implementation details and computational experiments

In this section we study the performance of the two discretization techniques when applied to the system (23) modeling a wildfire spread and to the system (27) modeling the flow of contaminated groundwater. More precisely we study the impact of the discretization parameters $\Delta x$ and $\Delta t$ on the overall solution time of an MILP solver. All computations were carried out on a 2018 Mac mini with a 3.2 GHz Intel Core i7 CPU and 64 GB RAM. All occurring MILPs were solved by the branch-and-cut solver IBM ILOG CPLEX 12.8.0.0, and the PDE solutions needed in the preprocessing step of the model based on finite elements were obtained by employing the object-oriented software package oFEM [11].

While the IBM ILOG CPLEX can be used as a black box for solving MILPs, it also provides “callbacks”, which are interfaces that can be used to include customized subroutines in the branch-and-cut process. Taking a closer look at the discretized state constraints in (29), one can see that each outflow variable has an influence on every point of the grid. Therefore, condition (29) and the respective discrete variant of (24e), which are sparse when $u_{i,j}$ is included as variables, become dense after substituting (35). These are the only conditions that scale with the discretization resolution in space and time. Thus, these conditions might make the LP-relaxations in the branch-and-cut scheme more complex and their solution more time consuming.

\begin{algorithm}
\caption{Lazy Constraint Callback (CB)}
\begin{algorithmic}[1]
\For{$t \in T$}
\For{$i \in X$}
\For{$j \in X$}
\State $u_{i,j}^t \gets u_{\text{inh}}(i \cdot \Delta x, j \cdot \Delta x, t \cdot \Delta t) + \sum_{\tau \in T} \sum_{k \in N} w_{\tau k}^t \tilde{u}_{\tau k}(i \cdot \Delta x, j \cdot \Delta x, t \cdot \Delta t)$;
\State $u_{\min} \gets \min_{(i,j) \in X \times X} u_{i,j}^t$;
\State $(\bar{i}, \bar{j}) \gets \arg \min_{(i,j) \in X \times X} u_{i,j}^t$;
\EndFor
\EndFor
\EndFor
\If{$u_{\min} < U_L$}
\State add Constraint $u_{i,j}^t \geq U_L$;
\EndIf
\end{algorithmic}
\end{algorithm}

Many of these state constraints are redundant because neighboring grid points do not differ much in their function values, and hence one might be able to enforce only a few of them during the branch-and-cut process to find an optimum that already fulfills them all. If this is the case, it is also an optimal solution for the original problem. Constraints that are unlikely to cut off feasible solutions found in the branch-and-cut process are often referred to as lazy constraints and can be treated specially in the solution process by using a callback. The so-called lazy constraint callback allows adding these constraints to the model on demand, speeding up the solution of the LP relaxations at the cost of making branching decisions based on incomplete information and requiring to resolve the LP relaxations whenever one is found to be violated. The addition of these constraints has to be done carefully. If all constraints that are
Table 1  Parameter configuration for the wildfire model

| Parameter | $|N|$ | $|A|$ | $C_{i,j}$ | $T$ | $U_L$ | $h_L$ | $U_B$ | $c$ | $D$ | $\gamma$ | $\sigma$ | $M$ | $\omega(x)$ |
|-----------|-----|-----|--------|---|-----|----|-----|----|-----|------|------|----|-----|
| Value     | 19  | 18  | 0.15   | 1.0 | 0.0  | 0.0 | 0.8 | $(-0.01, -0.01)$ | 0.02 | 25.0 | 0.18 | 5.0 | 1.0 |

Parameter $g(x)$

| Value |
|--------|

$$0.3 + \begin{cases} 1.2, & \text{if } \|x - (1, 1)^T\|^2 \leq 0.4 \\ 0.0, & \text{else} \end{cases}$$

Fig. 3  Visualization of an optimal solution

violated are added in every callback, the amount of additional constraints might not be much less than the original one, and the speedup would be negligible. Therefore, we implemented it as given in the pseudocode of Algorithm 1, which is executed whenever an incumbent is found.

In this callback the temperatures (the concentrations of the pollutant) at the grid points are calculated, and the minimum for each time step and the corresponding indices are stored. If the minimum is less than the lower bound $U_L$, the incumbent is not feasible, and the respective constraint is added to the model. This approach adds at most one constraint per timestep to the model. If no constraint is added, the incumbent does not violate any of the lazy constraints and is accepted as the new optimal solution. This callback might be called many times, and the sum of its execution times might outweigh the potential gains from reducing the number of active constraints. Furthermore, it is likely that the branching order is changed, which might also increase or decrease the total computational effort. Therefore, computational studies of the FEM-based model are carried out twice, once with the callback switched on and once with the callback switched off.

Computational experiments for the wildfire application: The model (30) based on finite differences contains significantly more constraints and variables than does the second model (36) based on a FEM. Yet, this by no means can be seen as evidence that the second model can always be solved faster than the first one. To study the impact of the discretization resolutions $p_x$ and $p_t$, we fixed all other parameters to the values given in Table 1.

Snapshots and a link to the full video of a visualization of an optimal solution of this configuration can be found in Fig. 3.
The computation times for the two approaches are depicted in the Fig. 4a, b. The time limit was set to 20,000 s. If it was reached for an instance, no computation time is reported and there is a gap in the plot. The different graphs show the runtimes for different levels of time and space discretization with a logarithmic scale on the vertical axis. One of the difficulties in comparing the two approaches is that the presolve routine of the IBM ILOG CPLEX runs into numerical difficulties on many of the instances of the finite-difference approach and cuts off all feasible solutions. Therefore the graphs in Fig. 4b are the results of a run in which bound-strengthening and the variable aggregator are switched off. The difference in computation time is still clearly visible since the first method could not solve any instance with a spatial resolution of over $20 \times 20$ grid points, while the FEM-based approach was able to solve all instances with a spatial resolution of up to $160 \times 160$. The results suggest that even larger resolutions can be solved, which we could not verify because of memory limitations.

The best computation time, however, were achieved with the lazy constraint callback switched on, given in Fig. 5a. All instances could be solved for a spatial resolution of up to $160 \times 160$. Switching on the callback, as visualized by the graph in Fig. 5b showing the ratios of the computation times, leads to a speedup by a factor of up to 200 compared with the computation times with the callback switched off.

In another computational experiment our goal was to investigate the mesh-dependency of the solution. The results of this are given in Table 2, which gives some insight to the solution vectors of different resolutions for the best approach. In order to be able to compare these for different resolutions we fixed the different time resolutions and projected suitable spacial resolutions on a grid with $p_x = 160$. The results obtained in this way are then compared to the solution vector with $p_x = 160$. In the first column the amount of differing binary variables (from the total number of binary variables) are given. For all time resolutions there is a noticeable downward trend. The second column contains the euclidean distance of the temperature values for the grid points, which is also decreasing for finer spacial resolutions. Since the grids have to be compatible to allow for a direct comparison only few resolutions could be checked, so that no conclusions about convergence to zero can be drawn. What we
can conclude, however, is that especially for coarse resolutions mesh-dependency has a large impact on the solution quality and that investing computational resources and improving solution approaches are worthwhile. Our computational experiments do not allow to study the impact of the resolution of the time discretization on the solution, since we would only be able to compare two data points to each other (those for $p_t = 30$ and $p_t = 60$). Another doubling of the time-resolution results in a doubling of the number of binary variables in the model and could not be solved within the time limit. This poor scaling with the resolution cannot be avoided by our methodology.

**Computational experiments for the river contamination application:** A visualization of the parameter configuration for the river contamination problem given in Table 3 and its optimal solution are depicted in Fig. 6.

Analogously to the graphs in Fig. 4, the results of the two approaches applied to (27) are depicted in Fig. 7. The advantages of the FEM-based approach are again clearly visible because the first method could not solve any instance with a spatial resolution of over $21 \times 21$ grid points, while the FEM-based approach was able to solve instances with up to $90 \times 90$ grid points.

As shown in Fig. 8, switching on the lazy constraint callback again leads to a large reduction in computation time, and therefore resolutions of up to $90 \times 90$ grid points could be solved for all time discretizations.

Analogous to the presentation of the results for the wildfire application, Table 4 gives some insight to the solution vectors of different resolutions and allow an investigation of mesh-dependencies. The results are now projected and compared to the results of a spacial resolution with $p_x = 80$. For the first column listing the number of differing binary variables, in contrast to the wildfire model, there is no clear trend and the results suggest that the optimal choice of the binary variables can be mesh-dependent. For the euclidean distance of the state values, it is visible that there only is a downward trend for finer spacial resolutions if the binary variables do not differ by much. Especially due to variance of the binary variables, no conclusions about convergence should be derived from the few data points used. These results suggest even more so than the ones for the wildfire model, that a carefully designed solution approach is of utmost importance and that reaching resolutions at which the influence of the mesh used for...
Table 2  Comparison of results for various resolutions to those for \( p_x = 160 \)

| Resolution  | Different binary variables | Euclidean distance of temperature profiles |
|-------------|---------------------------|------------------------------------------|
| \( p_x = 10, p_t = 30 \) | 37/540                     | 69.38                                    |
| \( p_x = 20, p_t = 30 \) | 10/540                     | 35.86                                    |
| \( p_x = 40, p_t = 30 \) | 11/540                     | 16.38                                    |
| \( p_x = 80, p_t = 30 \) | 7/540                      | 7.14                                     |
| \( p_x = 10, p_t = 40 \) | 45/720                     | 79.36                                    |
| \( p_x = 20, p_t = 40 \) | 10/720                     | 37.58                                    |
| \( p_x = 40, p_t = 40 \) | 7/720                      | 18.42                                    |
| \( p_x = 80, p_t = 40 \) | 6/730                      | 8.02                                     |
| \( p_x = 10, p_t = 50 \) | 56/900                     | 87.86                                    |
| \( p_x = 20, p_t = 50 \) | 12/900                     | 41.64                                    |
| \( p_x = 40, p_t = 50 \) | 16/900                     | 21.77                                    |
| \( p_x = 80, p_t = 50 \) | 12/900                     | 8.80                                     |
| \( p_x = 10, p_t = 60 \) | 69/1080                    | 96.31                                    |
| \( p_x = 20, p_t = 60 \) | 36/1080                    | 47.27                                    |
| \( p_x = 40, p_t = 60 \) | 32/1080                    | 23.09                                    |
| \( p_x = 80, p_t = 60 \) | 31/1080                    | 10.95                                    |

Table 3  Parameter configuration for the river contamination model

| Parameter | \( n \) | \( K \) | \( l \) | \( T \) | \( U_L \) | \( U_R \) | \( h_L \) | \( \gamma \) | \( \sigma \) | \( M \) | \( c(x) \) | \( D(x) \) | \( \omega(x) \) |
|-----------|---------|---------|---------|---------|---------|---------|---------|-----------|-----------|---------|-----------|-----------|-------------|
| Value     | 30      | 5       | 1.0     | 1.0     | 0.0     | 5.0     | 1.0     | 30.0      | 0.18      | 5.0     | \((-1.0, 0.1)\) | 0.07      | 1.0         |
| Parameter | \( g(x) \) |         |         |         |         |         |         |           |           |         |           |           |             |
| Value     | \( 0.5 + \begin{cases} 2.2, & \text{if } \| x - (1 1)^T \|_2 \leq 0.4 \\ 0.0, & \text{else} \end{cases} \) | | | | | | | | | | | | |

The discretization on the solution quality diminishes is a difficult task. Although, in contrast to the wildfire model, only the number of continuous and not the number of binary variables increases with the time resolution given by \( p_t \), also for this model a resolution of \( p_t = 120 \) could not be solved within the time limit. So, also for this model we have to conclude that our methodology cannot avoid scaling problems with the time resolution.

7 Conclusions and future work

The combination of PDE-constrained and discrete optimization results in the new class of MIPDECO problems that allow for the modeling and mathematical treatment of a variety of important problems in science and logistics that could not have been solved before. This is a challenging class of problems, and we demonstrate empirically...
that a simple discretize-then-optimize approach using a finite-difference scheme for MIPDECO results in MILPs that cannot be solved in a reasonable amount of time for sufficiently fine discretizations.

We propose a general scheme to tackle such problems and demonstrate its application in two example problems. Our approach constructs PDE solutions for a basis of the control space, and we show how the superposition principle can additionally be
exploited to reduce the number of PDE solution steps required to construct a full basis. This approach has been implemented based on the FEM discretization, and we obtain a much better performance. We note that this advantage is not inherent to the use of the FEM, because the linear system defined by finite-difference methods could also be solved in advance. The advantage of using the FEM in the preprocessing step is that its solution can be used to directly obtain values anywhere in the domain and that the accuracy of the picked-up values can be increased and controlled by local mesh refinement. Finite-difference methods, in contrast, approximate the solution only on the underlying grid points that are usually regularly distributed and require a particular interpolation technique. Moreover, grid adaptation and error control are much more difficult in this case. We further conclude that the second approach allows for knowledge about the peculiarities of the constraints derived from the PDE discretization (i.e., the redundancy of many state constraints) to be incorporated in the solution method. This observation reduces the runtimes especially for approximations with fine spatial resolutions. Our approach demonstrates that eliminating the PDE constraints and variables whose number scales with the discretization size seems to be a viable method for solving MIPDECO approximations with high accuracy.

Further investigations into these methods are required to illuminate the analytical background of the proposed methods and to discuss convergence properties on a formal level. In particular, the importance of regularization has not been discussed in this paper, and only nonregularized problems are solved. Regularization could prevent the algorithmic scheme from convergence if the discretization level is increased.

Additionally, an enormous potential exists to enhance the algorithmic formulations proposed in this work. The flexibility of the FEM with respect to, for example, geometric adaptability and rigorous error control, should be further exploited in future approaches. The FEM offers the particular advantage of providing methods that allow for spatial discretization in such a way that a given functional of interest, namely, a figure that is determined from the solution of the PDE, can be approximated as well as

| Resolution | Different binary variables | Euclidean distance of contamination levels |
|------------|---------------------------|-------------------------------------------|
| $p_x = 10$, $p_t = 30$ | 10/30 | 201.76 |
| $p_x = 20$, $p_t = 30$ | 0/30 | 48.02 |
| $p_x = 40$, $p_t = 30$ | 0/30 | 27.19 |
| $p_x = 10$, $p_t = 40$ | 10/30 | 324.63 |
| $p_x = 20$, $p_t = 40$ | 0/30 | 54.43 |
| $p_x = 40$, $p_t = 40$ | 0/30 | 25.63 |
| $p_x = 10$, $p_t = 50$ | 10/30 | 362.73 |
| $p_x = 20$, $p_t = 50$ | 10/30 | 340.12 |
| $p_x = 40$, $p_t = 50$ | 0/30 | 340.11 |
| $p_x = 10$, $p_t = 60$ | 0/30 | 138.29 |
| $p_x = 20$, $p_t = 60$ | 2/30 | 135.29 |
| $p_x = 40$, $p_t = 60$ | 2/30 | 120.02 |
possible with the numerical resources at hand. An efficient way to achieve this goal is mesh adaptation based on a posteriori error control, for example, with the method of dual weighted residuals or so-called goal-oriented error estimators. The constraints to be evaluated for the approximating MILPs refer to just a small number of degrees of freedom of the FEM problem defining the continuous state variables. Only these must be known and computed accurately in the context of an active-set strategy. The results presented in this work further suggest that a general framework for a highly efficient treatment of MIPDECO problems could be based on a time-space-Galerkin method relying on sets of tensor-product basis functions with a discontinuous Galerkin method in time. Also of interest is how far the utilized FEM basis functions and meshes can be adapted to guarantee a fast computation of all states related to a suitable basis of the control space, so that the discretization of the PDE-defined constraints can be turned into discrete versions in such a way that IBM ILOG CPLEX (or another MILP solver) can deal with them in the most efficient way.

The proposed method works only for linear PDEs, which often do not capture all the important properties of a real-world application. For example, an exact model for the physics of fire requires a PDE system including nonlinear terms (see, for example, [30], where the PDE modeling the fire is coupled to a fuel term with a nonlinear expression). Because our method explicitly relies on linearity, it cannot be extended to nonlinear models. It might, however, be useful for approaches in which the occurring nonlinear terms are approximated by linear or piecewise linear functions.

Supplementary Information The online version contains supplementary material available at https://doi.org/10.1007/s10107-021-01626-1.

Acknowledgements We want to thank the two anonymous referees who helped us improving the manuscript with various detailed comments during the review process. Fügenschuh and Gnegel acknowledge the funding by the German Research Association (DFG), grant number FU860/1-1. Part of this material is based upon work supported by the U.S. Department of Energy, Office of Science, Office of Advanced Scientific Computing Research, under Contract DE-AC02-06CH11357.

Funding Open Access funding enabled and organized by Projekt DEAL.

Compliance with ethical standards

Conflict of interest The authors declare that they have no conflict of interest.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.
References
1. Adams, R.A.: Sobolev Spaces. Academic Press, Cambridge, MA (1975)
2. Antil, H., Kouri, D.P., Lacasse, M.D., Ridzal, D.: Frontiers in PDE-Constrained Optimization, vol. 163. Springer, Berlin (2018)
3. Braess, D.: Finite Elemente: Theorie, schnelle Löser und Anwendungen in der Elastizitätstheorie, 4th edn. Springer-Verlag, Berlin (2007)
4. Buchheim, C., Meyer, C., Schäfer, R.: Combinatorial optimal control of semilinear elliptic PDEs. Comput. Optim. Appl. 70(3), 641–675 (2018)
5. Caponigro, M., Ghezzi, R., Piccoli, B., Trélat, E.: Regularization of chattering phenomena via bounded variation controls. IEEE Trans. Autom. Control 63(7), 2046–2060 (2018)
6. Chvátal, V.: Linear Programming. W. H. Freeman & Co, New York, NY (1983)
7. Dantzig, G.: Linear programming. In: Symposium on Numerical Methods, July 1948, Los Angeles, California, National Bureau of Standards (1948)
8. Dantzig, G., Fulkerson, D., Johnson, S.: Solution of a large scale traveling salesman problem. Technical report, RAND Corporation, Santa Monica, California, USA (1954)
9. Diestel, R.: Graph Theory. Graduate Texts in Mathematics, vol. 173, 4th edn. Springer, Berlin (2012)
10. Dittel, A., Fügenschuh, A., Göttlich, S., Herty, M.: MIP presolve techniques for a PDE-based supply chain model. OMS 24(3), 427–445 (2009)
11. Dudzinski, M., Rozgic M, Stiemer M: oFEM: an object oriented package in MATLAB. Appl. Math. Comput. 334, 117–140 (2018)
12. Frank, M., Fügenschuh, A., Herty, M., Schewe, L.: The coolest path problem. Netw. Heterog. Media 5(1), 143–162 (2010)
13. Fügenschuh, A., Martin, A.: Computational integer programming and cutting planes. In: Aardal, K., Nemhauser, G.L., Weismantel, R. (eds.) Handbooks in Operations Research and Management Science. Discrete Optimization, vol. 12, pp. 69–121. Elsevier, Amsterdam (2005)
14. Fügenschuh, A., Herty, M., Klar, A., Martin, A.: Combinatorial and continuous models and optimization for traffic flow on networks. SIOPT 16(4), 1155–1176 (2006)
15. Fügenschuh, A., Göttlich, S., Kirchner, C., Herty, M., Martin, A.: Efficient reformulation and solution of a nonlinear PDE-controlled flow network model. Computing 85(3), 245–265 (2009)
16. Fügenschuh, A., Gnegel, F., Hagel, M., Leyffer, S., Stiemer, M.: Mixed-integer partial differential equation constrained optimization. In: Liberti, L., Sager, S., Wiegele, A. (eds.) Oberwolfach Reports, vol. 16, no. 2, to appear (2019)
17. Gnegel, F., Dudzinski, M., Fügenschuh, A., Stiemer, M.: Mixed integer PDE constrained optimization for the control of a wildfire hazard. In: Operations Research Proceedings 2017: Selected Papers of the Annual International Conference of the German Operations Research Society (GOR), Freie Universiät Berlin, Germany, 6–8 Sept 2017, p. 483. Springer (2018)
18. Göttlich, S., Herty, M., Klar, A.: Network models for supply chains. Commun. Math. Sci. 3(4), 545–559 (2005)
19. Göttlich, S., Fügenschuh, A., Herty, M., Klar, A., Martin, A.: A discrete optimization approach to large scale supply networks based on partial differential equations. SISC 30(3), 1490–1507 (2008)
20. Göttlich, S., Kühn, S., Ost, J.P., Ruzika, S., Thiemann, M.: Evacuation dynamics influenced by spreading hazardous material. Netw. Heterog. Media 6(3), 443–464 (2011)
21. Hadamard, J.: Sur les problèmes aux dérivés partielles et leur signification physique. Princeton Univ. Bull. 13, 49–52 (1902)
22. Hahn, M., Leyffer, S., Zavala, V.M.: Mixed-integer PDE-constrained optimal control of gas networks. Preprint ANL/MCS-P7095-0817 (2017)
23. Hinze, M., Rösch, A.: Discretization of optimal control problems. In: Leugering, G., Engell, S., Griewank, A., Hinze, M., Rannacher, R., Schulz, V., Ulbrich, M., Ulbrich, S. (eds.) Constrained Optimization and Optimal Control for Partial Differential Equations, vol. 160, pp. 391–430. Basel, Birkhäuser (2012)
24. Hinze, M., Pinnau, R., Ulbrich, M., Ulbrich, S.: Optimization with PDE Constraints. Springer, Berlin (2009)
25. Karatzas, G.P.: Developments on modeling of groundwater flow and contaminant transport. Water Resource Manag. 31, 3235–3244 (2017)
26. Koch, T., Hiller, B., Pfletsch, M., Schewe, L.: Evaluating Gas Network Capacities. SIAM, Philadelphia (2015)
27. Krug, R., Mehrmann, V., Schmidt, M.: Nonlinear optimization of district heating networks. Optim. Eng. (2020). https://doi.org/10.1007/s11081-020-09549-0
28. Ladyzhenskaya, O.A.: The Boundary Value Problems of Mathematical Physics. Springer-Verlag, New York (1985)
29. Leyffer, S.: Mixed-integer PDE-constrained optimization. In: Liberti, L., Sager, S., Wiegele, A. (eds) Mixed-integer Nonlinear Optimization: A Hatchery for Modern Mathematics, Mathematisches Forschungsinstitut Oberwolfach, vol. 46, pp. 2738–2740 (2015)
30. Mandel, J., Bennethum, L.S., Beezley, J.D., Coen, J.L., Douglas, C.C., Kim, M., Vodacek, A.: A wildland fire model with data assimilation. Math. Comput. Simul. 79(3), 584–606 (2008)
31. Nemhauser, G., Wolsey, L.: Integer and Combinatorial Optimization. Wiley, Hoboken, NJ (1999)
32. Noye, B.J., Tan, H.H.: Finite difference methods for solving the two-dimensional advection–diffusion equation. Int. J. Numer. Methods Fluids 9(1), 75–98 (1989)
33. Reintjes, C., Lorenz, U.: Bridging mixed integer linear programming for truss topology optimization and additive manufacturing. Optim. Eng. (2020). https://doi.org/10.1007/s11081-020-09541-8
34. Sigmund, O., Peterson, F.: Numerical instabilities in topology optimization: a survey on procedures dealing with checkerboards, mesh-dependencies and local minima. Struct. Optim. 16, 68–75 (1988)
35. Skutella, M.: An introduction to network flows over time. In: Cook, W., Lovász, L., Vygen, J. (eds.) Research Trends in Combinatorial Optimization. Springer-Verlag, Berlin (2008)
36. Thomée, V.: Galerkin Finite Element Methods for Parabolic Problems. Springer Series in Computational Mathematics. Springer, Berlin (1984)
37. Winkler, S., Bicher, M., Breitenecker, F.: Alternative approaches for groundwater pollution. IFAC-PapersOnLine 48(1), 159–164 (2015)
38. Zelikin, M.I., Borisov, V.F.: Theory of Chattering Control. Birkhäuser, Basel (1994)

Publisher's Note Springer Nature remains neutral with regard to juridisdictional claims in published maps and institutional affiliations.