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Abstract
There has been considerable debate around the ethical issues raised by data-driven technologies such as artificial intelligence. Ethical principles for the field have focused on the need to ensure that such technologies are used for good rather than harm, that they enshrine principles of social justice and fairness, that they protect privacy, respect human autonomy and are open to scrutiny. While development of such principles is well advanced, there is as yet little consensus on the mechanisms appropriate for ethical governance in this field. This paper examines the prospects for the university ethics committee to undertake effective review of research conducted on data-driven technologies in the university context. Challenges identified include: the relatively narrow focus of university-based ethical review on the human subjects research process and lack of capacity to anticipate downstream impacts; the difficulties of accommodating the complex interplay of academic and commercial interests in the field; and the need to ensure appropriate expertise from both specialists and lay voices. Overall, the challenges identified sharpen appreciation of the need to encourage a joined-up and effective system of ethical governance that fosters an ethical culture rather than replacing ethical reflection with bureaucracy.
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Introduction

Recent innovations in computational technologies that supplement or even replace human intelligence are widely acknowledged to raise profound and challenging ethical questions. This field of data-driven technologies encompasses an array of developments including large scale data analytics, intelligent automation, and robotics (Corea, 2019). These technologies employ large-scale data-processing that often entails forms of machine learning or artificial intelligence (AI). Rather than needing to be instructed step-by-step, machine learning technologies are built to discover patterns, to make predictions and to adapt their outcomes on the basis of experience. Designers of such technologies will have an end goal in mind and data resources to draw upon to achieve that goal, but they will not necessarily be able to define in advance the steps by which the goal is to be achieved nor to clearly explain after the event precisely how the result has been arrived at. This array of technologies prompts considerable hopes for enhanced decision-making, informed planning, and responsive services, but these hopes are accompanied by risks such as privacy intrusion, loss of autonomy, bias, and opaque decision-making (Mittelstadt et al., 2016). These risks have become the focus of considerable scrutiny as the data-driven technologies have increasingly become a practical reality (High Level Expert Group on Artificial Intelligence, 2019). In response, ethical principles for the field are emerging, focused around requirements for algorithmic transparency, the need for human oversight, and the need to avoid social biases (Floridi and Cowls, 2019). It is still unclear, however, how these broad ethical principles might be incorporated into effective and authoritative systems of research governance and regulation, whether that be in commercial settings or in academic research contexts.

This paper explores prospects for the university ethics committee, as an established site of research governance, to play a role in the ethical governance of innovations in data-driven technologies. This argument is developed with particular reference to the forms of ethical review enacted in universities in the UK for non-healthcare research. The paper will argue that while university ethics committees are well-established within the academic research community, there are challenges that may prevent them from offering an effective mechanism to ensure that research into data-driven technologies within universities fully conforms to the emerging ethical principles in this field. The first section of the paper outlines the current debate around ethical challenges in data-driven innovation, exploring the
emerging consensus around the nature of the ethical problems encountered in this field and highlighting the current lack of agreement on the arrangements needed for effective governance of ethical review across both commercial and non-commercial settings. The next section then turns to university-based ethical governance and explores three areas where particular challenges emerge in the application of this model to data-driven technologies. The first set of challenges focuses on the tendency of ethical review to concentrate on the human participants in the research process as narrowly defined, rather than subsequent implementation of the research outcomes. Further challenges arise in relation to the remit of university-based ethical review, where ethical governance often becomes entangled with management of institutional reputation and where sometimes unhelpful lines between research and consultancy are drawn for governance purposes. A final set of challenges focuses on the nature of the expertise required for effective ethical scrutiny to take place. In conclusion it is argued that universities do indeed need to rise to the challenge of ensuring that ethical governance reaches all aspects of the research work undertaken under their auspices and that they will need to expand their expertise in this regard to accommodate research involving data-driven technologies. In doing so, however, it is important not simply to shoehorn data-driven technologies into existing systems of ethical governance, since to do so may give an unwarranted illusion of effective scrutiny having taken place. An open debate around the response of universities to ethical governance beyond the humans who are active participants in the research process will be needed. If alternative systems of governance for data-driven technologies beyond the university develop then there will be new complexities to manage in how this new external system interacts with the existing internal research governance that universities offer.

**Ethical challenges in data-driven innovation**

In recent years there has been an explosion in discussion around the ethics of data-driven technologies such as artificial intelligence (Floridi and Cowls, 2019). While concerns about possible ethical challenges raised by artificial intelligence have been live since the emergence of the field itself, the debate has become significantly more active in recent years with the increasing mainstreaming of these technologies. Increases in computing power and the availability of the raw data to fuel machine learning have fostered a flourishing domain of research and commercial application and along with this, a flourishing domain of commentary and concern about potential undesirable consequences. When decision-making is automated, it is feared that ethical responsibilities may be side-stepped and forms of discrimination or ill-treatment that would be unacceptable from one human being to another may be tolerated or difficult to resist when perpetrated by machines. In order to alleviate such prospects, a need to articulate standards for the field and set
boundaries for acceptable practice has been proposed repeatedly, and indeed Floridi and Cowls (2019) describe a “principle proliferation” occurring, as multiple authors and institutions seek to identify the ethical principles that should prevail. Through comparison of six high profile documents Floridi and Cowls (2019) identify five over-arching ethical principles that arise repeatedly or subsume more granular principles: beneficence, non-maleficence, autonomy, justice, and explicability. There is considerable consensus that we want data-driven technologies to work for good and not to do harm, that they should enshrine human autonomy and not machine autonomy, that they operate in the interests of justice rather than discrimination and that all of the principles are achieved through technologies that are open to interrogation because they are intelligible and can be held to account. The authors point out that these principles map closely onto the established principles for biomedical ethics, with the addition of the requirement of explicability or transparency to reflect the notoriously opaque nature of machine-led decision-making.

While there might be some convergence in terms of over-arching principles, there is as yet little progress toward consensus on how the principles are to be enshrined in practice (Morley et al., 2019). Cath (2018) explained that at the time of writing there was considerable international debate about the need for governance of artificial intelligence but no convergence on the mechanisms to achieve this, and it appears that the situation has changed little in the intervening time. Jobin et al. (2019) report on a global landscape across which there is still much disagreement about the priorities and mechanisms for assurance of ethical AI. In particular, a lack of clarity about the nature of any new institutional frameworks is often apparent: the EU guidelines for trustworthy AI (2019), for example, ask for their considerations to be incorporated into existing practices but leave in doubt how this is to be achieved. Nonetheless the impetus is there across many different national contexts and application domains: the October 2020 “State of AI Ethics” report from the Montreal AI Ethics Institute (2020) notes a “rising tide of demands to move to solutions” (p. 11).

Much of the debate about solutions revolves around the governance mechanisms that might be implemented to ensure compliance with ethical standards. As Mittelstadt (2019) explains, there is no existing professional infrastructure for embedding principles of AI ethics and a long way to go before such an infrastructure can be developed and implemented on a sufficiently wide scale. Given the dominance of large companies in this domain there is cause for pessimism about the prospects for effective self-regulation based on ethical values (Black and Murray, 2019). Even though there are developments across the industry focused on in-house solutions for ethical scrutiny, it is often problematic to rely on these without concerns about conflict of interests being raised. Within some sectors and particularly outside commercial contexts there have been some credible targeted
efforts to introduce both guidance and the mechanisms to enforce that guidance: the Alan Turing Institute in the UK, for example, has recently published a guide for the public sector on how to implement AI in responsible fashion (Leslie, 2019). This guide lays out a set of steps focused both on the process of the innovation and the ultimate product, enrolling the views of a broad array of stakeholders and extending consultation beyond the narrow confines of a team of developers.

The broad approach of recourse to a peer community for ethical reviewing in the interests of stakeholders is a familiar one from the arena of research ethics. This move takes the responsibility for decision-making away from the ethical conscience of an individual researcher or developer and attends to what Edwards (2009) describe as the “morally problematic” position of the researcher aiming to maintain ethical practice in the face of potentially competing self-interest. More negatively, Haggerty (2004: 393) describes this form of governance as an “institutionalized distrust” that cannot bear to leave decisions to the individual. How far the shift from the individual researcher’s conscience to the resources of a peer community or institutional bureaucracy is justified and where the balance should be struck is beyond the scope of this paper. Suffice to say that there is a considerable mood within the debate on ethics of data-driven technologies that the individual researcher or team of developers should not have sole responsibility for ethical decision-making and this extends to researchers in an academic context as much as those working in commercial settings. There is indeed some evidence that it would be dangerous to leave researchers to self-regulate: Fell et al. (2021) find some worrying ethical oversights among the researchers active in the field of data-driven technologies that they interview. An ethical review of data-driven technologies that includes a community of peers beyond the individual researcher appears to be a widely favored solution even in the research settings where direct commercial conflicts of interest are not a concern.

The need for ethical governance of data-driven technologies is thus widely accepted but there is considerable doubt still remaining on the mechanisms through which this is to be achieved. Within the university setting there are some features of this debate that suggest that the university ethics committee might be well placed to act. Many of the principles proposed for ethical data-driven technologies are very familiar from the biomedical ethics that form the core of the current research ethics infrastructure. The mechanisms of peer community review and attention to stakeholder concerns proposed for ethical governance in data-driven technologies are also familiar ones for the university ethical review context. However, there are also some considerable mismatches between the university ethics committee as a regulatory infrastructure and the needs for ethical governance of data-driven technologies. In the following section these issues will be addressed under three headings: the focus on human participants; the remit of
university ethics committees to focus on research; and the nature of the expertise brought to bear on review.

**University-based ethical governance and data-driven innovation**

*Human participants, data subjects, and ethical governance*

The key mechanism for governance of research involving human participants within universities in the UK is the ethics committee (the equivalent body in the US would be the Institutional Review Board or IRB). A full review of the emergence of university-based ethical review and the responses to those developments is outside the scope of this paper (see Hedgecoe (2009)). Suffice to say that the current system has arisen in a somewhat piecemeal fashion and there is not full consensus that the forms of ethical review that we have arrived at meet the needs of all research communities: some question the applicability of practices derived from biomedical ethics to the social sciences (Schrag, 2011) while others are concerned about the bureaucratization of ethical review into a set of procedures enacted by committee (Haggerty, 2004; van den Hoonoord and Hamilton, 2016). Such concerns remain for the most part in the background for this paper, which begins from the current context within which ethical review committees have become embedded in UK universities as a means to meet expectations around ethical conduct and that as such they form an important feature in the landscape of research governance for any university-based researcher whether or not the researcher is warmly disposed to their activities.

As Edwards (2009, 2010a, 2010b, 2010c, 2011) describes in a series of papers on the role and remit of the ethics committee,\(^2\) the primary focus of review is on the human participants in the research process itself. The committee takes a protective view of these human participants, balanced against the future potential benefits of the research. The focus of review homes in most closely on the well-being of the human participants in the research and tends to narrow in on issues of informed consent and the limits of consent (Edwards, 2010c). Whilst the committee is required to balance the risks of the research against the potential gain to society (Edwards, 2010b), in practice understanding of potential gain is a somewhat speculative and uncertain business. Hence, the focus of ethical review can often come to concentrate on the research process and in particular the impact on the immediate participants in that process.

In its focus on the research process, much of the practice of university ethics committees is founded on the basis forged for biomedical ethics. In a biomedical context, while the same principles of beneficence, non-maleficence, autonomy, and justice are held to apply across research and everyday practice (Beauchamp
and Childress, 2019), the monitoring of these principles happens in quite different ways between research and practice. In everyday medical practice the application of ethical principles is largely reliant on the judgment of healthcare professionals who are offering established treatments in the best interests of patients (Gillon, 1994). By contrast, medical research is subject to an additional level of ethical scrutiny through formal review considering whether it is appropriate to expose participants to the potential for additional levels of risk that research entails. Modeled on this scenario, university ethical review might be expected to examine data-driven research from the perspective of participants but not necessarily to have the capacity to look downstream at the products of such research when they find their way into implementation. In medical contexts, ethical review beyond research focuses on the suitability of new treatments, and there are calls for regulators, policymakers, and developers to be mindful of the need for thorough ethical assessment of AI (Morley and Floridi, 2020; Morley et al., 2020). Within healthcare there is a complex patchwork of responsibilities regarding ethical compliance for AI across clinical settings and direct-to-consumer products (Nebeker et al., 2019). There is as yet even less clarity on the processes of ethical review for the products of university research on data-driven technologies outside the healthcare domain as they might move into an implementation phase, whether through spin-off company or other forms of technology transfer.

A focus on direct participants may itself become challenging in data-driven research: Metcalf and Crawford (2016) note that it is difficult for a university ethics committee comprehensively to consider potential harms to humans from data-driven research, since harms may be diffuse, occur well downstream of the original research context and affect those who were not involved or indeed identifiable at all within the narrowly defined scope of the research project that would receive ethical review. A comprehensive review of data-driven research shifts away from the protection of immediately identifiable humans as participants to include humans who are rendered as data subjects and onto the review of algorithms, training datasets, arrangements for regulations and governance, and implementation of human oversight. There may also be a need to expand the definition of human participants, since the research may involve what appears to be simply secondary data or textual analysis but have downstream consequences for identifiable people.

The focus of ethical review on the immediate research process contrasts with the more recent movement to promote responsible research and innovation or RRI (Von Schomberg, 2013) that builds in a stronger focus on looking downstream to implementation and aims to enhance deliberation at the stage of determining research directions and priorities. RRI expands the perspective beyond the individual research protocol that tends to be the focus of ethical review and builds in an explicit orientation toward the future:
Approaches to responsible innovation extend the governance discussion to encompass questions of uncertainty (in its multiple forms), purposes, motivations, social and political constitutions, trajectories and directions of innovation. (Stilgoe et al., 2013: 1570)

Stilgoe et al. (2013) describe four key aspects of responsible research and innovation: anticipation; inclusion; reflexivity (particularly in relation to the limits of one’s own knowledge); and responsiveness. It would be difficult for a university-based system of ethical review meaningfully to develop such an evaluation on the researchers’ behalf without this becoming purely speculative. It seems more reasonable that ethics committees should expect researchers to come to review having already conducted a broad ranging evaluation of their proposed direction of travel, including the views of funders, user constituencies, and other stakeholders as proponents of RRI suggest and that the outcomes of this process should be presented to the committee. In the field of data-driven technologies it is important that such an evaluation should draw on the emerging principles of ethical AI and keep in touch with current debate on potential harms and benefits.

The university ethics committee currently provides a peer-based scrutiny of proposed research largely from the perspective of its impacts on the immediately identifiable participants in the research. This may indeed be important for research on data-driven technologies, where humans are providers of the data that feeds machine learning or where humans are the recipients of interventions occasioned by as yet untried predictive models derived from machine learning. People impacted in this way by data-driven research would quite reasonably expect that their involvement be underpinned by a degree of ethical scrutiny beyond the individual researchers and in proportion to the degree of risk involved and that they might reasonably be treated as active participants in the research rather than passive data subjects. However, taken alone this falls far short of the kind of process-based governance that Leslie (2019) recommends for ethical AI in the public sector that encompasses an array of requirements for stakeholder consultation, diversity impact, safety assessment, and transparency statement. This process-based approach also allows for issues to arise throughout the course of a project rather than confining attention to those issues that can be anticipated and addressed in advance as is often the case for university ethical review. A similar concept is expressed by Dove (2020) in proposals for ethics committees to see themselves as engaged in a regulatory stewardship that takes a deliberative approach to achieving ethical research with applicants and accepts a need for ongoing engagement throughout the research process rather than one-off review. Such an ongoing approach to ethical assurance may be particularly important given the contingent and emergent nature of outcomes in machine learning. Unless we extend ethical review to include a wider array of issues downstream into the potential impacts of the products of the research, in line with Leslie’s (2019) recommendations for the
public sector approach to AI and with the broader agenda of RRI, it is unlikely that university-based ethical review would be in a position to encompass some of the key principles outlined as key for ethical AI. Ultimate implications for beneficence and maleficence, for example, might well only be reasonably definable in relation to ultimate contexts of use beyond the confines of immediate research scenarios.

The remit of ethical review in universities

It might seem obvious that university ethics committees should confine themselves to matters strictly related to ethics, but behind this straightforward statement considerable controversy plays out concerning the appropriate object of scrutiny. University ethical review does not in practice cover all of the activities carried out by members of university staff. As outlined above, the focus on research ethics often narrows down the remit of scrutiny in practice to the time-bounded process of active research involving human participants. There are also limits that are mandated by the requirement for other institutions to conduct reviews, such as the requirement for review by NHS research ethics committees where NHS patients are involved. Here NHS ethical review takes precedence and obviates the need for university review. In addition to this narrowing of the remit of the university ethics committee, a number of other issues act either to limit or to extend the remit of the ethics committee within a university such that not all research comes under their purview and not all that they consider falls under a strict definition of research ethics. The nature of these limits and extensions poses some challenges for the capacity of university ethics committees to accommodate an effective ethical review of research on data-driven technologies. These challenges focus on three distinct issues: the focus of review on research rather than consultancy; the tendency of review to include issues beyond ethics; and the counter-productive effect on ethical thinking of an intensification of ethical review.

Possibly the most challenging exclusion from university ethical review in the case of data-driven technologies is the focus of review on academic research rather than consultancy. Given the extent of commercial involvement in university research in this field and the tendency for consultancy work to be explicitly excluded from formal processes of ethical review there is potential for significant ethical issues with technologies developed by university researchers to miss out on peer review. A high-profile example concerns the case of Cambridge Analytica, the company accused of making inappropriate use of Facebook users’ personal data in political campaigning. In written evidence to a Parliamentary committee inquiry on disinformation and fake news, Aleksander Kogan (a researcher at the University of Cambridge who played a key role in providing the dataset used by Cambridge Analytica) stated that “as with all of my research, the research that
used the app was first ethics approved by the University” (Digital Culture Media and Sport Committee, 2019). A statement by University of Cambridge (2018) about the case developed a more nuanced position pointing out a distinction between academic research that was subject to review and various commercial associations that a researcher might develop in a personal capacity. The statement also highlighted that an application to the university for ethical approval to use data collected within the commercial context for academic research purposes had been rejected by them. The case makes apparent the complexity attendant on distinctions between academic research and commercial activity and the potential for this to operate against joined-up ethical review. Effective ethical review of research into data-driven technologies will require equivalent standards to be in operation for both academic and commercial research.

Ethics committees do not always confine themselves to ethics. Hedgecoe (2016) aligns the growth in university ethics committees with the extension of a particular form of managerial practice into universities and notes that over time ethical review becomes increasingly a tool for managing risks to institutional reputation rather than focusing on strictly ethical issues. In practice it is difficult for committee members with a commitment to their institutions to exclude from their ethical deliberations considerations on how a particular research topic might impact on the public standing of the university. Committees are thus often accused of being excessively risk averse for reasons beyond the strictly ethical. Such concerns might well pervade research into data-driven technologies where there is a potential to impinge on sensitive or politically volatile areas concerning automation and replacement of human labor or decision-making. Researchers in data-driven technologies might reasonably ask whether there are risks that their research might also come to be constrained by reputational rather than ethical concerns. Submitting for ethical review also has the tendency to expose researchers to further forms of scrutiny beyond ethics and reputational connotations. In recent years ethical review within many British universities has become embedded within a wider framing of research integrity and governance, following on from the publication of the Universities UK (2012) “concordat to support research integrity.” In many cases arrangements for ethical review will now be overseen by research integrity and governance offices that also take responsibility for oversight of compliance with other aspects of research regulations such as data protection, health and safety, and security-sensitivity (Universities UK, 2016). It is indeed important for research into data-driven technologies to submit to the requirements of research integrity and governance but the coupling of these forms of additional scrutiny with ethical review may present both practical and principled difficulties. In practice, the risk assessments and review of data protection raised by data-driven technologies are likely to be highly technical documents requiring specialist scrutiny. In principle, it can be important for ethics to be decoupled from other aspects of
research integrity and governance in order for the ethical issues to be fully appreciated.

Against the tendency for important areas of work to be excluded from review by university ethics committees thus sits an opposing tendency for their remit to extend and for ethical concerns to become dominated by bureaucracy. As a bureaucratic system, university ethical review is prone both to extension into new areas and intensification: Haggerty (2004) identifies a problem of “ethics creep” as the mandate of ethics committees extends to encompass more activities and those activities deemed within scope are regulated more intensely. The attendant problem, Haggerty (2004) argues, is that ever more formalized ethical review may be counter-productive if it shifts researchers’ attention away from actually acting ethically and rule-based compliance takes over from more fundamental attention to doing the right thing. This argument was made in the specific context of ethical review extending into social science, but we might consider whether the arguments have any relevance for the situation of data-driven technologies. Arguably, the social sciences did have a more established culture of ethical reflection before the formalization of ethical review than is currently the case for data-driven technologies, although Jennings (2012) suggests that even in the social sciences there are significant shortfalls in the ability of researchers to self-reflect sufficiently on ethical concerns. In the case of research into data-driven technologies we may have an opportunity to build a culture of self-reflection on ethics and a system of ethical governance simultaneously and hence to take care that the latter does not over-ride the former. Concerns about bureaucratization are not, in themselves, reasons to resist the extension of ethical review by committee into data-driven technologies, but there is a case for thinking very carefully about the nature of the work to be reviewed and the boundaries between research and consultancy, ethics, and reputation that are enacted. There is on the one hand every possibility that the scope of university ethical review could be extended again to include a wider array of data-driven research, whilst on the other hand there is potential for such extension to work either for or against the reinforcement of a culture of ethical practice in the field, depending on how it is implemented.

Lay and expert input in ethical governance

The final set of issues to consider is what forms of expertise the ethics committee can offer to the ethical review of data-driven technologies. The concept of appropriate expertise is a complex one for ethics committees, since the review process is explicitly designed to include voices beyond the researcher who might be deemed the one with most expertise on the project itself. While ethics committees need training in the fundamentals of ethical review, they are not necessarily either subject specialists in the material that they review, nor are they professional ethicists. Their
expertise is, rather, in the process of evaluation of the researcher’s self-assessment and the collective identification of the potential risks attendant on research directly involving humans (Edwards, 2011). Working within that model of expertise it is common for university ethics committees to include lay members from beyond the research community. The Economic and Social Research Council, for example, recommends inclusion on ethics committees of members who are users of health, education, or social services where these are the focus of the research (Economic and Social Research Council, n.d.). Lay input to ethical review offers the prospect of expanding the committee’s appreciation of risks, benefits, and harms (Edwards, 2009). Drawing on this array of voices aims at informing a balanced, inclusive assessment that does not favor the interests or perspective of the research community above those of wider society. Within this framing, lay members are being invoked as experts in their own condition and their ethical expertise is an everyday competence, albeit one that has to be balanced out by the committee through processes of deliberation (Edwards, 2011). Similarly, one of the key dimensions of responsible research and innovation is the broadening out of decision-making on new technologies, enabling a wider array of sectors of society to have a legitimate say on the direction of research and innovation (Owen et al., 2012).

Against this idealized model, there are, however, frequent concerns expressed about the extent to which ethics committees in practice actually display an appropriate degree of expertise such that they are able to reach sensible or consistent decisions (Schrag, 2011). Such complaints pose a direct challenge to ethics committees’ claims to hold sufficient expertise for adequate decision-making. There is therefore a live question on how far a committee should need to display domain-specific expertise, and how far the committee should handle areas where the research is highly technical and difficult for a non-specialist to understand. This may well be an issue for many areas of data-driven research where explicability is often in question. Whilst holding to the model of lay expertise as relevant and valuable, it may be important for ethics committees to draw on specialists to advise them in such areas. As Rawbone (2010) describes, where committees find themselves lacking in the expertise to identify risks and benefits they can draw on specialist advice and indeed specialist committees may convene to review research, for example at the level of an individual university faculty rather than the university as a whole, in order to balance the requirement for an inclusive community with the specialist expertise to interrogate the details of the research. Any system of ethical review for data-driven technologies in universities will need to consider the question of where appropriate expertise will be drawn from and the extent to which specialist advice or sub-committees may be required. It is important, however, that the recourse to specialists does not neglect the need for independent decision-making or preclude the inclusion of diverse lay voices as experts in their own condition.
Recommendations

There is clearly a need to develop an effective “practical machinery” for ethical review (Hedgecoe, 2009) in relation to the research on data-driven technologies being conducted within universities. Jobin et al. (2019) note that research ethics bodies such as university ethics committees will increasingly be called upon to undertake reviews of projects that involve AI. As outlined above, there is a need to enhance the ability of the university ethics committee to anticipate potential consequences beyond the immediate research process, to focus its remit appropriately to attend to the complex commercial and academic entwining of data-driven research, and to draw effectively on both lay members and specialists in order to build an appropriate set of expertise. A set of practical recommendations to take in order to move toward this set of requirements is as follows:

- undertake a program of ongoing training both for ethics committee members and across the array of disciplines within the university to promote awareness of the potential ethical pitfalls of data-driven research and the need for ethical review in this field
- review the application of research governance arrangements to consultancy projects with a view to ensuring that commercially-sponsored projects receive an appropriate level of ethical scrutiny
- formalize a requirement for researchers to undertake a thorough stakeholder consultation and impact assessment in preparation for ethical review
- consider building an ongoing dialog into ethical governance arrangements to offer a forum for addressing issues unanticipated by pre-emptive review
- formalize expectations around specialist technical input and lay or stakeholder consultation

If universities are clear that they cannot provide a comprehensive and technically astute ethical review for data-driven research that takes full account of stakeholder views and potential impacts within their existing framework of ethics committees, then this must be made explicit. One alternative would be to require researchers to come to university ethical review with a transparency statement or audit conducted according to an accepted professional toolkit or discipline-specific framework, stating how they will ensure that both their process of innovation and the product that results conform to ethical standards, along the lines explored by Winfield and Jirotka (2018). Such statements could be subject to external review with appropriate technical input. This solution would allow university ethics committees to focus on their existing expertise in review of the research process whilst not allowing researchers to assume that this form of review encompasses their entire ethical responsibility.
Conclusion

This paper has explored some challenges that data-driven research poses for the ethical review systems currently in place in British universities. Some of these challenges arise because the field is relatively fast moving and ethical standards are not yet fully established within governance frameworks (Mittelstadt, 2019). To some extent, then, the challenges will be resolved as these arrangements mature. There will remain, however, some more fundamental challenges specific to data-driven technologies. In particular, the technically complex and often opaque nature of the technologies themselves, the prospects of diffuse and unpredictable harms beyond the research process and the intertwining of academic research with commercial interests render data-driven research particularly challenging for university ethical review as currently conceived. As in other areas of academic research, it is likely that some level of university-based scrutiny will continue to be required alongside any advisory professional or disciplinary codes of conduct that may develop in the field. We need to be alert to the possibility that researchers will consider their research to be ethical if it passes university ethical governance processes, but that those processes as currently constituted may not in fact be fit to fulfill the purpose envisaged by ethical guidelines in AI.
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Notes

1. Within UK universities ethical review is conducted by university-based committees apart from those areas where review by another body is mandated. This is so in the case of most health-related research where review by an NHS research ethics committee is required. The current paper therefore excludes from consideration most health-related research involving AI conducted by university-based researchers.

2. These descriptions largely focus on health care scenarios but have considerable relevance in the university setting where ethics committees inherit much of their practice from biomedical contexts.

3. I am grateful to an anonymous reviewer for drawing attention to this comparison.
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