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ABSTRACT. The intrinsic volumes of a convex body are fundamental invariants that capture information about the average volume of the projection of the convex body onto a random subspace of fixed dimension. The intrinsic volumes also play a central role in integral geometry formulas that describe how moving convex bodies interact. Recent work has demonstrated that the sequence of intrinsic volumes concentrates sharply around its centroid, which is called the central intrinsic volume. The purpose of this paper is to derive finer concentration inequalities for the intrinsic volumes and related sequences. These concentration results have striking implications for high-dimensional integral geometry. In particular, they uncover new phase transitions in formulas for random projections, rotation means, random slicing, and the kinematic formula. In each case, the location of the phase transition is determined by reducing each convex body to a single summary parameter.

1. Introduction

In his 1733 treatise [Lec35], *Essai d’arithmétique morale*, Georges-Louis Leclerc, Comte de Buffon, initiated the field of geometric probability. The arithmetic is “moral” because it assesses the degree of hope or fear that an uncertain event should instill, or—more concretely—whether a game of chance is fair. In a discussion of the game 

In his 1733 treatise [Lec35], *Essai d’arithmétique morale*, Georges-Louis Leclerc, Comte de Buffon, initiated the field of geometric probability. The arithmetic is “moral” because it assesses the degree of hope or fear that an uncertain event should instill, or—more concretely—whether a game of chance is fair. In a discussion of the game franc-carreau, Buffon calculated the probability that a needle, dropped at random on a plank floor, touches more than one plank (Figure 1.1). In 1860, Barbier [Bar60] gave a visionary solution to Buffon’s needle problem, based on invariance properties of the random model. Advanced further by the insight of Crofton [Cro89], this approach evolved into the field of integral geometry. See the elegant book [KR97] of Klain & Rota for an introduction to the subject.

Let us contrast two different ways of describing the solution to Buffon’s problem. First, we can write the intersection probability $p(L, D)$ exactly in terms of the length $L$ of the needle and the width $D$ of the planks:

$$p(L, D) = \frac{2}{\pi} \cdot \begin{cases} L/D, & L \leq D; \\ \arccos (D/L) + (L/D)(1 - \sqrt{1 - (D/L)^2}), & L \geq D. \end{cases}$$

As a consequence, a needle of length $L = \pi D/4$ is equally likely to touch one plank or two.

Even without the precise result, it is clear that very short needles are unlikely to touch two planks, while very long needles are likely to do so. We can capture this intuition more vividly with an alternative formula. For each $\alpha \in [0, 0.36]$,

$$L/D \leq \frac{(2/\pi) \cdot \alpha}{\alpha} \quad \text{implies} \quad p(L, D) \leq \alpha;$$

$$L/D \geq \frac{(1 - 2/\pi) \cdot \alpha^{-1}}{\alpha^{-1}} \quad \text{implies} \quad p(L, D) \geq 1 - \alpha.$$
Figure 1.1: Buffon’s Needle. What is the probability that a needle, dropped at random on a plank floor, touches more than one plank? The needle is less likely to cross a boundary when it is short (needle $L_1$), relative to the width $D$ of a plank. A long needle ($L_2$) is more likely to cross a boundary.

A major concern of integral geometry is to identify expressions of Type (A) for more involved problems. This program has led to a large corpus of exact results, written in terms of geometric invariants, such as intrinsic volumes or quermassintegrals. Unfortunately, the classic formulas are difficult to interpret or to instantiate, except in the simplest cases (e.g., problems in dimension two or three). See [SW08, Sch14] for a comprehensive account of this theory.

Meanwhile, the field of asymptotic convex geometry operates in high dimensions. The main goal of this activity is to discover qualitative phenomena, involving interpretable geometric quantities, more in the spirit of Type (B). On the other hand, the analytic and probabilistic methods that are common in this research often lead to statements that include unspecified constants. See [AAGM15] for a recent textbook on asymptotic convex geometry.

This paper establishes precise—but interpretable—approximations of the famous Kubota, Crofton, rotation mean, and kinematic formulas, which describe how moving convex sets interact. Our theorems can be viewed as the Type (B) counterparts of results that have only been expressed in Type (A) formulations. The main ingredient is a set of novel measure concentration results for the intrinsic volumes of a convex body. The proofs combine methodology from integral geometry and from asymptotic convex geometry.

The most intriguing new insight from our analysis is that each formula splits into two complementary regimes, where the probability of a geometric event is either negligible or overwhelming. Our approach identifies the exact location of the change-point between the two regimes in terms of a simple summary parameter that we can (in principle) calculate. Moreover, in high dimensions, the width of the transition region becomes so narrow that we can interpret the results as sharp phase transitions for problems in Euclidean integral geometry.

2. Weighted Intrinsic Volumes

This section begins with basic concepts from convex geometry. Then we introduce the intrinsic volumes, which are canonical measures of the content of a convex body. Afterward, we describe different ways to reweight the intrinsic volumes to make integral geometry formulas more transparent. Sections 3 and 4 present the main results of the paper.

2.1. Notation. This paper uses standard concepts from convexity; see [Roc70, Baro2, SW08, Sch14]. The appendices contain background on invariant measures (Appendix A) and integral geometry (Appendices B and C). Here are the basics.
As usual, \( \dim \) of a non-empty convex set \( K \subseteq \mathbb{R}^n \) is the dimension of its affine hull, the smallest affine space that contains \( K \). When \( \dim(K) = i \), the \( i \)-dimensional volume \( V_i(K) \) is the Lebesgue measure of \( K \), relative to its affine hull. When \( K \) is 0-dimensional (i.e., a single point), we set \( V_0(K) = 1 \).

The notation \( B^n := \{ x \in \mathbb{R}^n : \|x\| \leq 1 \} \) is reserved for the Euclidean unit ball. We write \( \kappa_n \) for the volume and \( \omega_n \) for the surface area of \( B^n \). They satisfy the formulas

\[
\kappa_n := V_n(B^n) = \frac{\pi^{n/2}}{\Gamma(1 + n/2)} \quad \text{and} \quad \omega_n := n \kappa_n = \frac{2\pi^{n/2}}{\Gamma(n/2)}.
\]

As usual, \( \Gamma \) denotes the gamma function. We instate the convention from combinatorics that a sequence, indexed by integers, is automatically extended with zero outside its support. For example, \( \kappa_i = 0 \) for integers \( i < 0 \), and the binomial coefficient \( \binom{n}{i} = 0 \) for integers \( i < 0 \) and \( i > n \).

The operator \( \mathbb{P} \) computes the probability of an event, while \( \mathbb{E} \) returns the expectation of a random variable. The symbol \( \sim \) means “has the distribution.” We sometimes use infix notation for the minimum (\( \land \)) and maximum (\( \lor \)) of two numbers.

### 2.2. Intrinsic Volumes

Let \( K \subset \mathbb{R}^n \) be a non-empty convex body. **Steiner’s formula** states that the volume of the sum of \( K \) and a scaled Euclidean ball \( \lambda B^n \) can be expressed as a polynomial in the radius \( \lambda \) of the ball:

\[
V_n(K + \lambda B^n) = \sum_{i=0}^{n} \lambda^{n-i} \kappa_{n-i} \cdot V_i(K) \quad \text{for all } \lambda \geq 0.
\]

See Figure 2.1 for an illustration. The coefficients \( V_i(K) \) are called **intrinsic volumes** of the convex body, and the Steiner formula (2.2) serves as their definition. For the empty set, \( V_i(\emptyset) = 0 \) for every \( i \).

The intrinsic volumes are normalized to be independent of the ambient dimension in which the convex body is embedded, so we do not need to specify the dimension in the notation. In particular, when \( \dim(K) = i \), the \( i \)th intrinsic volume \( V_i(K) \) coincides with the \( i \)-dimensional Lebesgue measure of the set, so the definitions are consistent.
Intrinsic volumes share many properties of the ordinary volume (Appendix B.1). In particular, the intrinsic volumes are nonnegative, they increase with respect to set inclusion, and they are invariant under rigid motions (i.e., translations, rotations, and reflections). Furthermore, the $i$th intrinsic volume $V_i$ is positive-homogeneous of degree $i$. That is, $V_i(\lambda K) = \lambda^i V_i(K)$ for all $\lambda \geq 0$.

Several of the intrinsic volumes have familiar interpretations: $V_{n-1}(K)$ is half the $(n-1)$-dimensional surface area, and $V_1(K)$ is proportional to the mean width, with a factor depending on $n$. The Euler characteristic $V_0(K)$ indicates whether the convex body is nonempty.

Figure 2.1 suggests that the $i$th intrinsic volume should reflect the $i$-dimensional content of the body. Indeed, Kubota’s formula (Fact C.4) shows the $V_i(K)$ is proportional to the average $i$-dimensional volume of the projections of $K$ onto $i$-dimensional subspaces. Crofton’s formula (Fact C.5) gives a dual representation in terms of the $(n-i)$-dimensional affine slices of the convex body.

Finally, we introduce the total intrinsic volume, also known as the Wills functional [Wil73, Had75]:

$$W(K) := \sum_{i=0}^{n} V_i(K).$$

The total intrinsic volume reflects contributions to the content of the convex body from all dimensions. It also allows us to compare the size of convex bodies that have different dimensions.

The total intrinsic volume functional (2.3) is nonnegative, monotone with respect to set inclusion, and invariant under rigid motions. Obviously, the total intrinsic volume $W(K)$ is comparable with the maximum intrinsic volume, $\max_i V_i(K)$, up to a dimensional factor, $\dim(K)$. Better estimates follow from concentration of intrinsic volumes (Theorem D.1).

2.3. Weighted Intrinsic Volumes. For applications in integral geometry, Nijenhuis [Nij74] recognized that it is valuable to reweight the intrinsic volume sequence; see also [SW08, pp. 176–177]. Our work builds on this idea, but we use different normalizations. The correct choice of weights depends on which transformation group we are considering, either rotations or rigid motions.

**Definition 2.1** (Weighted Intrinsic Volumes). Let $K \subset \mathbb{R}^n$ be a convex body in dimension $n$. For indices $i = 0, 1, 2, \ldots, n$, the rotation volumes $V_i(K)$ and the total rotation volume $\hat{W}(K)$ are the numbers

$$\hat{V}_i(K) := \frac{\omega_{n+1}}{\omega_{i+1}} V_{n-i}(K) \quad \text{and} \quad \hat{W}(K) := \sum_{i=0}^{n} \hat{V}_i(K). \quad (2.4)$$

The rigid motion volumes $V_i(K)$ and the total rigid motion volume $\check{W}(K)$ are

$$\check{V}_i(K) := \frac{\omega_{n+1}}{\omega_{i+1}} V_i(K) \quad \text{and} \quad \check{W}(K) := \sum_{i=0}^{n} \check{V}_i(K). \quad (2.5)$$

The notation—a ring for rotations and a bar for rigid motions—is intended to be mnemonic.

Evidently, the rotation volumes and the rigid motion volumes depend on the dimension $n$; they are not intrinsic. In the case of rigid motion volumes, this is merely because of the dispensable factor $\omega_{n+1}$, which is included to simplify some expressions. Nevertheless, to lighten notation, we only specify the ambient dimension when it is required for clarity.

Otherwise, the rotation volumes and rigid motion volumes enjoy the same basic properties as the intrinsic volumes (Appendix B.1). In particular, they are nonnegative, monotone, and rigid motion invariant. The weighted intrinsic volumes also inherit homogeneity properties from the intrinsic volumes. Note, however, that the $i$th rotation volume $\hat{V}_i$ is homogeneous of degree $n-i$ because its indexing reverses that of the intrinsic volumes.

As we will see, the core formulas of integral geometry simplify dramatically when they are written using the rotation volumes and the rigid motion volumes. We believe that the elegance of the resulting phase transitions justifies these unusual normalizations.
2.4. **Relationship with Intrinsic Volumes.** There are many ways to connect intrinsic volumes with rotation volumes and rigid motion volumes. In particular, we note two integral formulas that relate the total volumes. For a convex body \( K \subset \mathbb{R}^n \),

\[
\tilde{W}(K) = \omega_{n+1} \int_0^\infty W(s^{-1}K) s^n e^{-\pi s^2} \, ds \quad \text{and} \quad \tilde{W}(K) = \omega_{n+1} \int_0^\infty W(sK) e^{-\pi s^2} \, ds.
\]

The identities (2.6) are obtained from Definition 2.1 and the formula (2.1) for the surface area of a ball by expanding the gamma function in \( 1/\omega_{n+1} \) using the Euler integral. In words, the total rotation volume and the total rigid motion volume reflect how the total intrinsic volume varies with dilation.

2.5. **Characteristic Polynomials.** As with many other sequences, it can be useful to summarize the volumes using a generating function. For a convex body \( K \subset \mathbb{R}^n \) and a variable \( t \in \mathbb{R} \), define the characteristic polynomials of the (weighted) intrinsic volumes:

\[
\chi_K(t) := \sum_{i=0}^n t^{n-i} V_i(K) = t^n W(t^{-1}K);
\]

\[
\hat{\chi}_K(t) := \sum_{i=0}^n t^{n-i} \hat{V}_i(K) = \hat{W}(tK);
\]

\[
\hat{\chi}_K(t) := \sum_{i=0}^n t^{n-i} \hat{V}_i(K) = t^n \hat{W}(t^{-1}K).
\]

On a couple occasions, we will use these polynomials to streamline computations. The main results of this paper can also be framed in terms of characteristic polynomials. For brevity, we will not pursue this observation.

2.6. **Examples.** It is usually quite difficult to compute all of the intrinsic volumes of a convex body, but we can provide explicit formulas in some simple cases. The discussion in this section supports our numerical work, but it is tangential to the main arc of development.

**Example 2.2** (Euclidean Ball: Intrinsic Volumes). The intrinsic volumes of the scaled Euclidean ball \( \lambda B^n \) take the form

\[
V_i(\lambda B^n) = \binom{n}{i} \frac{\kappa_n}{\kappa_{n-i}} \cdot \lambda^i \quad \text{for all } \lambda \geq 0.
\]

The relation (2.9) is an easy consequence of the Steiner formula (2.2). The total intrinsic volume (2.3) of the ball satisfies

\[
W(\lambda B^n) = \kappa_n \lambda^n + \omega_n \int_0^\infty \lambda s^{n-1} e^{-\pi s^2} \, ds.
\]

This expression can be derived by expanding the gamma function in the factor \( 1/\kappa_{n-i} \) as an Euler integral; it also follows from the integral representation in Corollary D.4. While this integral cannot be evaluated in closed form, it can be approximated using Laplace’s method or numerical quadrature.

**Example 2.3** (Euclidean Ball: Rigid Motion Volumes). By definition (2.5), the rigid motion volumes of the scaled Euclidean ball \( \lambda B^n \) satisfy

\[
\frac{\hat{V}_i(\lambda B^n)}{\omega_{n+1}} = \binom{n}{i} \frac{\kappa_n}{\kappa_{n-i} \omega_{i+1}} \lambda^i.
\]

After some gymnastics with gamma functions, this expression converts into a form that is reminiscent of a binomial distribution or a beta distribution.

To obtain a compact expression for the total rigid motion volume, use the integral representation (2.6), the total intrinsic volume computation (2.10), and the volume computations (2.1) to arrive at

\[
\tilde{W}(\lambda B^n) = \omega_n \left[ \frac{\lambda^n}{n} + \int_0^{\pi/2} (\lambda \sin \theta + \cos \theta)^{n-1} \, d\theta \right].
\]
We have written \( V_i(R_A) = e_i(\lambda) \) for \( i = 0, 1, 2, \ldots, n \). We have written \( e_i \) for the \( i \)th elementary symmetric polynomial. Thus, the total intrinsic volume is

\[
W(R_A) = \prod_{i=1}^n (1 + \lambda_i).
\]

These formulas follow from an expression (Fact C.3) for the intrinsic volumes of a Cartesian product.

**Example 2.5** (Scaled Cube: Weighted Intrinsic Volumes). Let \( Q^n := [0, 1]^n \subset \mathbb{R}^n \) be the standard cube. For each \( \lambda \geq 0 \) and each index \( i = 0, 1, 2, \ldots, n \),

\[
V_i(\lambda Q^n) = \binom{n}{i} \lambda^i \quad \text{and} \quad W(\lambda Q^n) = (1 + \lambda)^n \quad \text{for all} \ \lambda \geq 0. \tag{2.12}
\]

This result specializes Example 2.4.

It is also straightforward to determine the weighted intrinsic volumes of a scaled cube:

\[
\hat{V}_i(\lambda Q^n) = \binom{n+1}{i} \frac{k_{n+1}}{k_{i+1}} \cdot \lambda^{n-i} = V_{n-i}(\lambda B^{n+1});
\]

\[
\tilde{V}_i(\lambda Q^n) = \binom{n+1}{i} \frac{k_{n+1}}{k_{i+1}} \cdot \lambda^i = \lambda^n V_{n-i}(\lambda^{-1} B^{n+1}).
\]

These calculations follow from Definition 2.1, the homogeneity properties of the intrinsic volumes, and the calculations (2.9) and (2.12). In view of (2.10), the total volumes satisfy

\[
\hat{W}(\lambda Q^n) = W(\lambda B^{n+1}) - V_{n+1}(\lambda B^{n+1}) = \omega_{n+1} \int_0^\infty (\lambda+s)^n e^{-\pi s^2} \, ds; \tag{2.13}
\]

\[
\tilde{W}(\lambda Q^n) = \lambda^n \cdot [W(\lambda^{-1} B^{n+1}) - V_{n+1}(\lambda^{-1} B^{n+1})] = \omega_{n+1} \int_0^\infty (1 + \lambda s)^n e^{-\pi s^2} \, ds.
\]

These identities also follow from (2.6).

### 3. Main Results I: Concentration

With our coauthors Michael McCoy, Ivan Nourdin, and Giovanni Peccati, we recently established the surprising fact that the sequence of intrinsic volumes concentrates sharply around its centroid [LMN+20, Thm. 1.11]. The main technical achievement of this paper is a set of concentration properties for the rotation volumes and the rigid motion volumes. In Section 4, we present phase transition formulas that follow from these concentration results.

#### 3.1. Weighted Intrinsic Volume Random Variables

It is convenient to construct random variables that reflect the shape of the sequences of weighted intrinsic volumes (Definition 2.1). This approach gives us access to the language and methods of probability theory.

**Definition 3.1** (Weighted Intrinsic Volume Random Variables). Let \( K \subset \mathbb{R}^n \) be a nonempty convex body. The rotation volume random variable \( \hat{I}_K \) and the rigid motion volume random variable \( \tilde{I}_K \) take values in \( \{0, 1, 2, \ldots, n\} \) according to the distributions

\[
P \left\{ \hat{I}_K = n - i \right\} = \frac{\hat{V}_i(K)}{\hat{W}(K)} \quad \text{and} \quad P \left\{ \tilde{I}_K = n - i \right\} = \frac{\tilde{V}_i(K)}{\tilde{W}(K)}. \tag{3.1}
\]
The central intrinsic volume random variable $I_K$ is defined analogously. Note that each random variable reverses the indexing of the corresponding sequence.

Figure 3.1 illustrates the distribution of the weighted intrinsic volume random variables for several convex bodies. The picture indicates that each of the random variables is concentrated. In each case, the point of concentration is the expectation of the random variable, which merits its own terminology.

**Definition 3.2** (Central Volumes). Let $K \subset \mathbb{R}^n$ be a nonempty convex body. The central rotation volume $\hat{\delta}(K)$ is the expectation of the rotation volume random variable $\hat{I}_K$, while the central rigid motion volume $\bar{\delta}(K)$ is the expectation of the rigid motion random variable $\bar{I}_K$:

$$\hat{\delta}(K) := \mathbb{E} \hat{I}_K = \frac{1}{W(K)} \sum_{i=0}^{n} (n - i) \hat{V}_i(K) = \left. \frac{d}{dt} \right|_{t=1} \log \hat{\chi}_K(t);$$

$$\bar{\delta}(K) := \mathbb{E} \bar{I}_K = \frac{1}{W(K)} \sum_{i=0}^{n} (n - i) \bar{V}_i(K) = \left. \frac{d}{dt} \right|_{t=1} \log \bar{\chi}_K(t).$$

The central intrinsic volume $\delta(K)$ is defined analogously. The characteristic polynomials $\hat{\chi}$ and $\bar{\chi}$ are given in (2.7) and (2.8).

Each of the central volumes lies in the interval $[0, n]$. If we rescale a fixed body $K$, the central rotation volume $\hat{\delta}(\lambda K)$ increases monotonically from 0 to $n$ as the scale parameter $\lambda$ increases from 0 to $\infty$. Oppositely, the central rigid motion volume $\bar{\delta}(\lambda K)$ decreases monotonically from $n$ to 0. This feature may be confusing, but it reflects a duality between the two notions of volume.

**Example 3.3** (Scaled Cube: Central Rotation Volume). From the discussion in Example 2.5, we can derive expressions for the central rotation volumes of the scaled cube:

$$\hat{\delta}(\lambda Q^n) = \left. \frac{d}{dt} \right|_{t=1} \log \hat{\chi}_{\lambda Q^n}(t) = \lambda n \cdot \frac{\int_0^\infty (\lambda + s)^{n-1} e^{-\pi s^2} \, ds}{\int_0^\infty (\lambda + s)^n e^{-\pi s^2} \, ds}.$$
We have used the expression \( \frac{2}{1 + \sqrt{1 + \zeta^{-2}} \ n} \) for the total rotation volume. This formula can be evaluated asymptotically in an appropriate parameter regime. For each \( \zeta > 0 \),

\[
\frac{\delta \left( \zeta \sqrt{2n/\pi} Q^n \right)}{n} \rightarrow \frac{2}{1 + \sqrt{1 + \zeta^{-2}}} \text{ as } n \rightarrow \infty.
\]

The statement (3.2) follows from a routine application of Laplace’s method. There is a related expression for the asymptotics of the central rigid motion volume of a scaled cube.

**Example 3.4 (Scaled Ball: Central Rigid Motion Volume).** From the discussion in Example 2.3, we can derive expressions for the central rigid motion volumes of the scaled ball. Indeed,

\[
\tilde{\delta}(\lambda B^n) = \frac{d}{dt} \bigg|_{t=1} \log \tilde{F}_{\lambda B^n}(t) = \frac{\lambda^n + (n-1)\lambda \int_0^{\frac{T}{2}} (\lambda \sin \theta + \cos \theta)^{n-2} \sin \theta \, d\theta}{n^{-1}\lambda^n + \int_0^\pi (\lambda \sin \theta + \cos \theta)^{n-1} \, d\theta}.
\]

We have used the expression (2.11). For each \( \lambda > 0 \),

\[
\frac{\tilde{\delta}(\lambda B^n)}{n} \rightarrow \frac{1}{1 + \lambda^2} \text{ as } n \rightarrow \infty.
\]

The statement (3.3) follows after a careful application of Laplace’s method.

3.2. **Weighted Intrinsic Volumes Concentrate.** The concentration behavior visible in Figure 3.1 is a generic property of every convex body. The following theorems quantify the rate at which the distribution of the weighted intrinsic volume random variable decays away from the central volume.

**Theorem I (Rotation Volumes: Concentration).** Consider a nonempty convex body \( K \subset \mathbb{R}^n \) with rotation volume random variable \( \hat{I}_K \) and central rotation volume \( \tilde{\delta}(K) \). For all \( t \geq 0 \),

\[
\mathbb{P} \left\{ |\hat{I}_K - \tilde{\delta}(K)| \geq t \right\} \leq 2 \exp \left( \frac{-t^2/2}{\delta^2(K) + t/3} \right) \text{ where } \delta^2(K) := \tilde{\delta}(K).
\]

Theorem I is a consequence of Theorem 6.1.

According to Theorem I, the rotation volume random variable \( \hat{I}_K \) exhibits Bernstein-type concentration around the central rotation volume \( \tilde{\delta}(K) \). Initially, for small \( t \), the probability decays at least as fast as a Gaussian random variable with variance \( \delta^2(K) \). In other words, the bulk of the rotation volume distribution is concentrated on about \( \tilde{\delta}(K)^{1/2} \) indices near \( \tilde{\delta}(K) \). When \( t \approx \tilde{\delta}(K) \), the decay shifts from Gaussian to exponential with variance one. In fact, the proof of the result demonstrates that stronger Poisson-type decay occurs.

A parallel result, with a similar interpretation, holds for the rigid motion volumes.

**Theorem II (Rigid Motion Volumes: Concentration).** Consider a nonempty convex body \( K \subset \mathbb{R}^n \) with rigid motion volume random variable \( \hat{I}_K \) and central rigid motion volume \( \tilde{\delta}(K) \). For all \( t \geq 0 \),

\[
\mathbb{P} \left\{ |\hat{I}_K - \tilde{\delta}(K)| \geq t \right\} \leq 2 \exp \left( \frac{-t^2/4}{\tilde{\delta}^2(K) + t/3} \right) \text{ where } \tilde{\delta}^2(K) := \tilde{\delta}(K) \wedge ((n + 1) - \tilde{\delta}(K)).
\]

Theorem II follows from Theorem 6.3.

3.3. **Metric Formulations.** Although it is difficult to calculate weighted intrinsic volumes, the concentration theory demonstrates that the central volume is already an adequate summary of the entire distribution. Fortunately, the central volume has an alternative expression that is more tractable. In the following results, \( \text{dist}_K(x) \) reports the Euclidean distance from the point \( x \) to the set \( K \).
Proposition 3.5 (Rotation Volumes: Metric Formulation). The total rotation volume and the central rotation volume of a nonempty convex body \( K \subset \mathbb{R}^n \) may be calculated as

\[
\hat{W}(K) = \frac{\omega_{n+1}}{2} \int_{\mathbb{R}^n} e^{-2\pi \text{dist}_K(x)} \, dx;
\]

\[
n - \delta(K) = \frac{\omega_{n+1}}{2\hat{W}(K)} \int_{\mathbb{R}^n} 2\pi \text{dist}_K(x) e^{-2\pi \text{dist}_K(x)} \, dx.
\]

Proposition 3.6 (Rigid Motion Volumes: Metric Formulation). The total rigid motion volume and the central rigid motion volume of a nonempty convex body \( K \subset \mathbb{R}^n \) may be calculated as

\[
\hat{W}(K) = \int_{\mathbb{R}^n} \left[ 1 + \text{dist}_K^2(x) \right]^{-(n+1)/2} \, dx;
\]

\[
(n + 1) - \delta(K) = \frac{n + 1}{\hat{W}(K)} \int_{\mathbb{R}^n} \left[ 1 + \text{dist}_K^2(x) \right]^{-(n+3)/2} \, dx.
\]

The proof of Proposition 3.5 appears in Section 8.2. The proof of Proposition 3.6 is in Section 9.2. An analogous result for intrinsic volumes appears as Corollary D.4.

The central rotation volume is essentially given by the entropy of the log-concave probability measure induced by the distance to the body. The central rigid motion volume has a related structure, but it is expressed in terms of a concave measure. Owing to the strikingly different form of these measures, the concentration results require distinct technical ingredients.

3.4. Proof Strategy. Both Theorem I and Theorem II follow from the same species of argument, which we execute in Sections 5–9. Let us give a summary.

To study the behavior of the weighted intrinsic volume random variable, we use a refined version of the entropy method. The argument depends on the insight, from [LMN+20], that Steiner’s formula (2.2) allows us to pass from the discrete random variable on \( \{0, 1, 2, \ldots, n\} \) to a continuous random variable on \( \mathbb{R}^n \) with a concave measure. To understand the fluctuations of the continuous distribution, we apply modern variance bounds for concave measures, in the spirit of the classic Borell–Brascamp–Lieb inequality [Bor75, BL76]. In each case, the details are somewhat different.

3.5. Intrinsic Volumes Concentrate Better. Using the same methodology, we have also established a concentration inequality for the intrinsic volume random variable that improves significantly over our results in [LMN+20]. This material is not directly relevant to our phase transition project, so we have postponed the statement and proof to Appendix D.

3.6. Log-Concavity of Weighted Intrinsic Volumes. As a counterpoint to our main results, we remark that the weighted intrinsic volume sequences are log-concave.

Proposition 3.7 (Weighted Intrinsic Volumes: Log-Concavity). Let \( K \subset \mathbb{R}^n \) be a convex body. For each index \( i = 1, 2, 3, \ldots, n - 1 \),

\[
\hat{V}_i(K)^2 \geq \hat{V}_{i-1}(K) \cdot \hat{V}_{i+1}(K);
\]

\[
\tilde{V}_i(K)^2 \geq \tilde{V}_{i-1}(K) \cdot \tilde{V}_{i+1}(K).
\]

Proposition 3.7 gives an alternative sense in which the weighted intrinsic volume sequences concentrate. Among other things, it ensures that both sequences are unimodular. See Section D.2 for related results about the intrinsic volume sequence.

Proof Sketch. The Alexandrov–Fenchel inequalities [Sch14, Sec. 7.3] imply that the intrinsic volumes of a convex body form an ultra-log-concave sequence [Che76, McM91]. Using Definition 2.1 and the volume calculation (2.1), we quickly conclude that the weighted intrinsic volumes are log-concave. \( \square \)
Projection onto a Random Subspace. This diagram shows the orthogonal projections of a two-dimensional convex body $K$ onto the one-dimensional subspaces $L_1$ and $L_2$. The projection formula, Fact 4.1, states the expected length of the projection, averaged over all one-dimensional subspaces, is proportional to the perimeter of $K$. The formula also treats problems in higher dimensions.

After this paper was written, Aravind et al. [AMM21] proved that all ultra-log-concave sequences exhibit Poisson-type concentration. This provides an alternative approach to proving slightly weaker forms of some of the concentration theorems in this paper.

4. Main Results II: Phase Transitions

The primary goal of this paper is to reveal that several classic formulas from integral geometry exhibit sharp phase transitions in high dimensions. In each setting, the formula collapses into two complementary cases when we invoke the concentration properties of weighted intrinsic volumes. The width of the transition region between the two cases becomes negligible as the dimension increases.

4.1. Rotations. We begin with two models that involve averaging over random rotations. The first involves projection onto a random subspace, and the second involves the sum of a convex body and a randomly rotated convex body. In each case, the concentration of rotation volumes leads to phase transition phenomena.

4.1.1. Projection onto a Random Subspace. The first question concerns the interaction between a set and a random subspace:

Suppose that we project a convex body onto a random linear subspace of a given dimension. How big is the image relative to the original set?

See Figure 4.1 for a schematic. The integral geometry literature contains a detailed answer to this question. The result is usually written in terms of the intrinsic volumes (Fact C.4), but we have discovered that the rotation volumes lead to a simpler statement:

**Fact 4.1 (Projection Formula).** Let $K \subset \mathbb{R}^n$ be a nonempty convex body. For each subspace dimension $m = 0, 1, 2, \ldots, n$ and each index $i = 0, 1, 2, \ldots, m$,

$$
\int_{\text{Gr}(m,n)} \hat{\nu}_i^m(K|L) \nu_m(dL) = \hat{\nu}_n^{n-m+i}(K).
$$

(4.1)
Figure 4.2: Phase Transitions for Moving Flats. [LEFT] The function RandProj$_m$, defined in (4.2), compares the total rotation volume of a random $m$-dimensional projection of a scaled cube $sQ^n$ with the total rotation volume of the scaled cube. The transition moves right with increasing scale $s$. [RIGHT] The function RandSlice$_m$, defined in (4.5), compares the total rigid motion volume of a random $m$-dimensional affine slice of a scaled cube $sQ^n$ with the total rigid motion volume of the scaled cube. The transition moves left with increasing scale $s$. [TOP] $\mathbb{R}^{32}$ and [BOTTOM] $\mathbb{R}^{128}$. Note that the relative transition width becomes narrower as the ambient dimension increases.

The superscript indicates the ambient dimension of the space in which the rotation volumes are calculated. The Grassmannian $\text{Gr}(m, n)$ of $m$-dimensional subspaces in $\mathbb{R}^n$ is equipped with its rotation-invariant probability measure $\nu_m$; see Appendix A.3.

Among other things, the projection formula allows us to study the total rotation volume of a random projection onto an $m$-dimensional subspace. To do so, we define the average

$$\text{RandProj}_m(K) := \int_{\text{Gr}(m,n)} \frac{\hat{W}^m(K|L)}{\hat{W}^n(K)} \nu_m(dL) = \sum_{i=0}^{m} \frac{\hat{W}_{n-i}^n(K)}{\hat{W}^n(K)}.$$  

The second relation follows when we sum (4.1) over indices $i = 0, 1, 2, \ldots, m$ and divide by the total rotation volume $\hat{W}^n(K)$.

Figure 4.2 illustrates the behavior of the function $m \mapsto \text{RandProj}_m(sQ^n)$ for some scaled cubes $sQ^n$. Evidently, the function jumps from zero to one as the subspace dimension $m$ increases, and the relative width of the jump becomes narrower as the ambient dimension $n$ grows. We have developed a complete mathematical explanation for this empirical observation.

In view of (4.2), the function RandProj$_m$ can be written using the rotation volume random variable (3.1):

$$\text{RandProj}_m(K) = \mathbb{P} \{ \hat{I}_K \leq m \}.$$  

Second, invoke Theorem 6.1, on the concentration of rotation volumes, to see that $m \mapsto \mathbb{P} \{ \hat{I}_K \leq m \}$ makes a transition from zero to one around the value $m = \delta(K)$. Here is a precise statement.
Figure 4.3: Phase Transition for Projections of a Cube. For a scaled cube \(Q(\zeta) = \zeta \sqrt{2n/\pi} \mathcal{Q}^n\), these plots display \(\text{RandProj}_m(Q(\zeta))\) as a function of the scaling parameter \(\zeta\) and the dimension \(m\) of the projection. The black curve traces the asymptotic expression \(3.2\) for the central rotation volume \(\tilde{\delta}(Q(\zeta))/n\). The function \(\text{RandProj}_m\) is defined in \(4.2\). The plots are similar, except that the transition region narrows when the ambient dimension increases from \(n = 16\) to \(n = 128\).

**Theorem III** (Random Projections: Phase Transition). Consider a nonempty convex body \(K \subset \mathbb{R}^n\) with central rotation volume \(\tilde{\delta}(K)\). For each subspace dimension \(m \in \{0, 1, 2, \ldots, n\}\), form the average

\[
\text{RandProj}_m(K) := \int_{Gr(m,n)} \frac{\mathcal{W}_m(K|L)}{\mathcal{W}_n(K)} \nu_m(dL) \in [0, 1].
\]

For a proportion \(\alpha \in (0, 1)\), set the transition width

\[
t_\ast(\alpha) := \left[2\tilde{\delta}(K) \log(1/\alpha)\right]^{1/2} + \frac{2}{3} \log(1/\alpha).
\]

Then \(\text{RandProj}_m(K)\) undergoes a phase transition at \(m = \tilde{\delta}(K)\) with width controlled by \(t_\ast(\alpha)\):

\[
m \leq \tilde{\delta}(K) - t_\ast(\alpha) \quad \text{implies} \quad \text{RandProj}_m(K) \leq \alpha;
\]

\[
m \geq \tilde{\delta}(K) + t_\ast(\alpha) \quad \text{implies} \quad \text{RandProj}_m(K) \geq 1 - \alpha.
\]

We have already given the majority of the proof; see Section 10.1 for the remaining details.

Here is an interpretation. Random projection of a convex body onto a subspace either obliterates or preserves its total rotation volume, depending on whether the dimension \(m\) of the subspace is smaller or larger than \(\tilde{\delta}(K)\). Thus, the central rotation volume \(\tilde{\delta}(K)\) measures the “dimension” of the set \(K\).

The transition between the two cases takes place over a very narrow range of subspace dimensions. For example, when \(\alpha = 1/e^2\), the transition width is around \(2\tilde{\delta}(K)^{1/2} + 1\), which is usually much smaller than the location \(\tilde{\delta}(K)\) of the transition. Keeping in mind that the central rotation volume \(\tilde{\delta}(K) \in [0, n]\), we see that this transition takes place over at most \(2\sqrt{n} + 1\) dimensions, which should be compared with the range \(n\) of possible subspace dimensions.

**Example 4.2** (Scaled Cube: Random Projection). Consider the family \(Q(\zeta; n) = \zeta \sqrt{2n/\pi} \mathcal{Q}^n\) of scaled cubes that were introduced in Example 3.3. When \(n\) is large, Theorem III and the asymptotic
Rotation Means. This picture illustrates the Minkowski sum of a convex body $K$ and two rotations $O_1 M$ and $O_2 M$ of a convex body $M$. The rotation mean value formula, Fact 11.1, expresses the expected area of the sum, averaged over all rotations, in terms of the perimeters and areas of $K$ and $M$.

Formula (3.2) show that

$$\frac{m}{n} \lesssim \frac{2}{1 + \sqrt{1 + \zeta^{-2}}} \quad \text{implies} \quad \text{RandProj}_m(Q(\zeta; n)) \approx 0;$$

$$\frac{m}{n} \gtrsim \frac{2}{1 + \sqrt{1 + \zeta^{-2}}} \quad \text{implies} \quad \text{RandProj}_m(Q(\zeta; n)) \approx 1.$$  

To confirm this result, Figure 4.3 displays the numerical value $\text{RandProj}_m(Q(\zeta; n))$ as a function of $\zeta$ and $m$ for two choices of dimension $n$. The asymptotic phase transition is superimposed. We remark that each projection of the cube $Q^n$ is a zonotope with at most $n$ facets.

Remark 4.3 (Related Work). Milman [Mil90] established the the diameter of a random projection of a norm ball undergoes a change in behavior as the dimension $m$ of the subspace increases. When $m$ is much smaller than the mean width of the body, random projections are isomorphic to Euclidean balls whose radius is the mean width. When $m$ is much larger than the mean width of the body, the diameter of the random projection is comparable to $\sqrt{m/n}$ times the diameter of the body. See [AAGM15, Sec. 5.7.1] or [Ver18, Sec. 7.7, Sec. 9.2.2] for more details.

4.1.2. Rotation Means. Next, we consider a problem that involves the interaction between two different convex bodies:

Suppose that we add a randomly rotated convex body to a fixed convex body. How big is the sum relative to the size of the original sets?

See Figure 4.4 for an illustration. One version of this question admits an exact answer, which is contained in a classic result called the rotation mean value formula (Fact 11.1). We have discovered that rotation means exhibit a sharp phase transition.

Theorem IV (Rotation Means: Phase Transition). Consider two nonempty convex bodies $K, M \subset \mathbb{R}^n$, and define the sum $\tilde{\Delta}(K, M) := \tilde{\delta}(K) + \tilde{\delta}(M)$ of the central rotation volumes. Form the average

$$\text{RotMean}(K, M) := \int_{SO(n)} \frac{\tilde{W}(K + OM)}{\tilde{W}(K) \tilde{W}(M)} \nu(dO) \in [0, 1].$$ (4.3)
The special orthogonal group $SO(n)$ is equipped with its invariant probability measure $\nu$; see Section A.2. For a proportion $\alpha \in (0, 1)$, set the transition width

$$t_\ast(\alpha) := \left[ 2 \Delta(K, M) \log(1/\alpha) \right]^{1/2} + \frac{2}{3} \log(1/\alpha).$$

Then $\text{RotMean}(K, M)$ undergoes a phase transition at $\tilde{\Delta}(K, M) = n$ with width controlled by $t_\ast(\alpha)$:

- $\tilde{\Delta}(K, M) \leq n - t_\ast(\alpha)$ implies $\text{RotMean}(K, M) \geq 1 - \alpha$;
- $\tilde{\Delta}(K, M) \geq n + t_\ast(\alpha)$ implies $\text{RotMean}(K, M) \leq \alpha$.

The proof of Theorem IV appears in Section 11.1.

This result states that the total rotation volume of the sum $K + OM$, averaged over rotations $O$, does not exceed the product of the total rotation volumes of the two sets. When the total “dimension” $\tilde{\Delta}(K, M)$ of the two sets is smaller than the ambient dimension $n$, the average total rotation volume of the sum is nearly as large as possible. The situation changes when the total “dimension” of the two sets is larger than the ambient dimension, in which case the average total rotation volume of the sum is far smaller than the upper bound. The width of the transition region between the two regimes is not more than $2\sqrt{n}$, which is negligible since $\tilde{\Delta}(K, M) \in [0, 2n]$.

We can make an analogy with linear algebra. For two subspaces in general position, the dimension of the sum is equal to the total dimension of the subspaces when the total dimension is smaller than the ambient dimension. Otherwise, the dimension of the sum equals the ambient dimension.

**Example 4.4** (Scaled Cubes: Rotation Mean). Consider the family $Q(\zeta; n) = \zeta \sqrt{2n/\pi} Q^n$ of scaled cubes. When $n$ is large, Theorem IV and the asymptotic formula (3.2) demonstrate that the function $(\zeta_1, \zeta_2) \mapsto \text{RotMean}(Q(\zeta_1; n), Q(\zeta_2; n))$ undergoes a phase transition along the curve

$$\frac{2}{1 + \sqrt{1 + \zeta_1^{-2}}} + \frac{2}{1 + \sqrt{1 + \zeta_2^{-2}}} = 1. \quad (4.4)$$

See Figure 4.5 for a numerical illustration.

**Remark 4.5** (Related Work). The global form of Dvoretzky’s theorem, due to Bourgain et al. [BLM88], states that a rotation mean $O_1K + \cdots + O_rK$ is isomorphic to a Euclidean ball when $r$ is sufficiently large. Here, the convex body $K$ is a norm ball, and the random rotations $O_i$ are independent and
Intersection with Affine Spaces. This picture exhibits slices of a convex body $K$ by one-dimensional affine spaces $E_1, E_2, \text{etc.}$ The slicing formula, Fact 10.2, asserts that an appropriate integral of the length of all such affine slices is proportional to the area of the set $K$. Furthermore, the measure of the set of affine lines that hit $K$ is proportional to the perimeter of $K$.

uniform on $\text{SO}(n)$. A bound for the number $r$ of summands can be obtained from the geometry of the set $K$. See [AAGM15, Sec. 5.6].

4.2. Rigid Motions. Next, we discuss two problems where we integrate over all Euclidean proper rigid motions (i.e., translations and rotations). The first involves random affine slices of a convex body. The second involves the intersection of randomly positioned convex bodies. These models are trickier to interpret than the models involving rotations because the integrals cannot be regarded as averages.

4.2.1. Intersection with Random Affine Spaces. The first problem is dual to the problem of projecting onto a random subspace:

Suppose we slice a convex body with a random affine space of a given dimension. How does the total size of the slices compare with the size of the original body?

Figure 4.6 contains a schematic. This problem has an exact solution in terms of intrinsic volumes, a result known as Crofton’s formula (Fact 10.2). We have discovered a sharp phase transition here too.

**Theorem V** (Random Slices: Phase Transition). Consider a nonempty convex body $K \subset \mathbb{R}^n$ with central rigid motion volume $\tilde{\delta}(K)$ and variance proxy $\tilde{\sigma}^2(K)$, as defined in Theorem II. For each affine space dimension $m \in \{0, 1, 2, \ldots, n\}$, form the integral

$$\text{RandSlice}_m(K) := \int_{\mathcal{A}(m,n)} \frac{\tilde{W}(K \cap E)}{\tilde{W}(K)} \mu_m(\text{d}E) \in [0, 1].$$

(4.5)

The set $\mathcal{A}(m,n)$ of $m$-dimensional affine spaces in $\mathbb{R}^n$ is equipped with a canonical rigid-motion-invariant measure $\mu_m$; see Section A.5. For a proportion $\alpha \in (0, 1)$, set the transition width

$$t_*(\alpha) := \left[ 4\tilde{\sigma}^2(K) \log(1/\alpha) \right]^{1/2} + \frac{3}{2} \log(1/\alpha).$$
Then $m \mapsto \text{RandSlicem}(K)$ undergoes a phase transition at $m = \tilde{\delta}(K)$ with width controlled by $t_*(\alpha)$:

- $m \leq \tilde{\delta}(K) - t_*(\alpha)$ implies $\text{RandSlicem}(K) \leq \alpha$;
- $m \geq \tilde{\delta}(K) + t_*(\alpha)$ implies $\text{RandSlicem}(K) \geq 1 - \alpha$.

See Section 10.2 for the proof of Theorem V. Figure 4.2 contains a numerical demonstration.

A distinctive feature of the affine slicing model is that the total rigid motion volume $\tilde{W}(K \cap E)$ of an affine slice never exceeds $\bar{W}(K)$; this point follows from monotonicity of volumes. The theorem states that the total rigid motion volume of a random slice is either a negligible proportion of the maximum or an overwhelming proportion, depending on whether the dimension $m$ of the affine space is smaller or larger than the central rigid motion volume $\tilde{\delta}(K)$. The transition occurs over a narrow change in the subspace dimension, on the order of $[\tilde{\delta}(K) \land (\lfloor (n + 1) - \tilde{\delta}(K) \rfloor)]^{1/2}$.

Therefore, we can interpret the central rigid motion volume $\tilde{\delta}(K)$ as a measure of the “codimension” of the body $K$. (Recall that the central rigid motion volume decreases as the set $K$ gets larger!)

**Example 4.6 (Scaled Ball: Random Slice).** Consider the family $\lambda B^n$, scaled Euclidean balls from Example 3.4. When $n$ is large, Theorem V and the asymptotic formula (3.3) show that

- $m \leq 1 \quad \frac{1}{1 + \lambda^2} \quad$ implies $\quad \text{RandSlicem}(\lambda B^n) \approx 0$;
- $m \geq 1 \quad \frac{1}{1 + \lambda^2} \quad$ implies $\quad \text{RandSlicem}(\lambda B^n) \approx 1$.

Figure 4.7 displays the numerical value $\text{RandSlicem}(\lambda B^n)$ as a function of $\lambda$ and $m$ for two choices of dimension $n$. The asymptotic phase transition is superimposed.

**Remark 4.7 (Related Work).** Dvoretzky’s theorem states that every norm ball in $\mathbb{R}^n$ has an affine slice, with dimension on the order of $\log n$, that is isomorphic to a Euclidean ball. Milman’s proof [Mil71] shows that a random slice has the desired property with high probability. Research in asymptotic convex geometry has elucidated how the structure of the body affects the dimension of Euclidean slices. In particular, there is a phase transition when the codimension $m$ of the affine space passes the squared Gaussian width of the set. See [AAGM15, Chaps. 5, 9] or [Ver18, Sec. 9.4] for details.

4.2.2. *The Kinematic Formula.* The last problem is dual to the question about rotation means:
This diagram shows the intersection of a convex body $K$ with each of two rigid transformations $g_1 M$ and $g_2 M$ of a convex body $M$. The kinematic formula, Fact 11.2, states that an appropriate integral of the area of all such intersections is proportional to the product of the area of $K$ and the area of $M$. Moreover, the measure of the set of rigid motions that bring $M$ into contact with $K$ can be expressed in terms of the area and perimeter of the two sets.

Suppose that we intersect a fixed convex body with a randomly positioned convex body. How does the total size of the intersections compare with the size of the original sets?

See Figure 4.8 for an illustration. The celebrated kinematic formula (Fact 11.2) gives the exact solution to this problem. The kinematic formula also exhibits a sharp phase transition.

**Theorem VI (Kinematic Formula: Phase Transition).** Consider two nonempty convex bodies $K, M \subset \mathbb{R}^n$, and define the sum $\Delta(K, M) := \delta(K) + \delta(M)$ of the central rigid motion volumes. Form the integral

$$\text{Kinematic}(K, M) := \int_{SE(n)} \frac{W(K \cap gM)}{W(K) W(M)} \mu(g) \in [0, 1]. \quad (4.6)$$

The group $SE(n)$ of proper rigid motions on $\mathbb{R}^n$ is equipped with a canonical motion-invariant measure $\mu$; see Section A.4. For a proportion $\alpha \in (0, 1)$, set the transition width

$$t_\ast(\alpha) := \left[ 4\Delta(K, M) \log(1/\alpha) \right]^{1/2} + \frac{4}{3} \log(1/\alpha).$$

Then Kinematic$(K, M)$ undergoes a phase transition at $\Delta(K, M) = n$ with width controlled by $t_\ast(\alpha)$:

$\Delta(K, M) \leq n - t_\ast(\alpha) \quad \text{implies} \quad \text{Kinematic}(K, M) \geq 1 - \alpha;$

$\Delta(K, M) \geq n + t_\ast(\alpha) \quad \text{implies} \quad \text{Kinematic}(K, M) \leq \alpha.

Section 11.2 contains the proof of Theorem VI.

Theorem VI asserts that the total rigid motion volume of an intersection $K \cap gM$, integrated over proper motions $g$, does not exceed the product of the total rigid motion volumes of the two bodies. When the total “codimension” $\Delta(K, M)$ of the two sets is smaller than the ambient dimension $n$, the integral of the total rotation volume is nearly as large as possible. In the complementary case, it is negligible. The transition takes place as the total “codimension” changes by about $\sqrt{n}$, or less.

**Example 4.8 (Scaled Balls: Kinematics).** Consider the family $\lambda B^n$ of scaled Euclidean balls. For large $n$, Theorem VI and the asymptotic formula (3.3) demonstrate that the function $(\lambda_1, \lambda_2) \mapsto$
Figure 4.9: Phase Transition for Intersection of Two Moving Balls. For two scaled balls, this plot displays \( \text{Kinematic}(\lambda_1 \mathcal{B}^n, \lambda_2 \mathcal{B}^n) \) as a function of the scaling parameters \( \lambda_1 \) and \( \lambda_2 \). The black curve is the asymptotic phase transition (4.7). The function \( \text{Kinematic} \) is defined in (4.6).

Kinematic(\( \lambda_1 \mathcal{B}^n, \lambda_2 \mathcal{B}^n \)) undergoes a phase transition at the curve

\[
\frac{1}{1 + \lambda_1^2} + \frac{1}{1 + \lambda_2^2} = 1 \quad \text{or equivalently} \quad \lambda_1 \lambda_2 = 1. \tag{4.7}
\]

See Figure 4.9 for a numerical illustration.

4.3. Proof Strategy. All four of the phase transition results follow from considerations that are similar to the argument behind Theorem III, the result on random projections. First, we use the appropriate weighted intrinsic volumes to rewrite a classical integral geometry formula as an ordinary convolution. This step allows us to express the value of the geometric integral as a probability involving weighted intrinsic volume random variables. Last, we invoke concentration of the weighted intrinsic volumes to see that the probability undergoes a phase transition. The proofs appear in Sections 10 and 11.

5. Concentration via Generating Functions

We use the entropy method to study the fluctuations of the weighted intrinsic volume random variables about their mean. This approach depends on relationships between the cumulant generating function and its derivatives. The modern role of these ideas in probability can be traced to the work of Ledoux [Led97], but the approach has deeper roots in statistical mechanics and information theory. Our presentation is based on Maurer’s article [Mau12].

The development in this section does not depend on properties of the intrinsic volumes, so it is more transparent to state the basic results for an arbitrary bounded random variable. We include detailed cross-references, so many readers will prefer to continue to the novel material in the next section.

5.1. Moment Generating Functions. We begin with the central objects of study: the moment generating function of a random variable and the logarithm of the moment generating function.

Definition 5.1 (Moment Generating Functions). Let \( Y \) be a bounded, real-valued random variable. The moment generating function (mgf) of \( Y \) is defined as

\[
m_Y(\theta) := \mathbb{E} e^{\theta Y} \quad \text{for} \ \theta \in \mathbb{R}. \tag{5.1}
\]

The cumulant generating function (cgf) of \( Y \) is the logarithm of the mgf:

\[
\xi_Y(\theta) := \log m_Y(\theta) = \log \mathbb{E} e^{\theta Y} \quad \text{for} \ \theta \in \mathbb{R}. \tag{5.2}
\]
We can link the cgf $\xi_Y$ to bounds on the tails of the random variable $Y$ using a classic result, often called the Cramér–Chernoff method.

**Fact 5.2 (Tails and Cgfs).** Let $Y$ be a bounded random variable with cgf $\xi_Y$. For all $t \geq 0$,
\[
\log \mathbb{P}\{Y \geq +t\} \leq \inf_{\theta > 0} \{\xi_Y(\theta) - \theta t\};
\]
\[
\log \mathbb{P}\{Y \leq -t\} \leq \inf_{\theta > 0} \{\xi_Y(\theta) + \theta t\}.
\]
The proof is easy. Just apply Markov’s inequality to the random variable $\exp(\theta Y)$. For example, see [BLM13, Sec. 2.2].

Let us record a simple but important translation identity for the cgf:
\[
\xi_{Y+c}(\theta) = \xi_Y(\theta) + c\theta \quad \text{for each } c \in \mathbb{R}.
\]
This result allows us to focus on zero-mean random variables.

Cgfs are particularly useful for studying a sum of independent random variables. Indeed, if $Y$ and $Z$ are independent, then
\[
\xi_{Y+Z}(\theta) = \xi_Y(\theta) + \xi_Z(\theta) \quad \text{for all } \theta \in \mathbb{R}.
\]
This identity is easy consequence of the definition (5.2) and independence.

### 5.2. The Gibbs Measure

To extract concentration inequalities from Fact 5.2, it suffices to obtain estimates for the cgf $\xi_Y$. A powerful method for controlling the cgf $\xi_Y$ is to bound its derivatives. The derivatives of $\xi_Y$ can be expressed compactly in terms of the moments of a probability distribution related to $Y$.

Let $\rho_Y$ be the probability measure on the real line that gives the distribution of the bounded real random variable $Y$. For a parameter $\theta \in \mathbb{R}$, we can define another probability distribution via
\[
d\rho_Y^\theta(y) := \frac{e^{\theta y} d\rho_Y(y)}{m_Y(\theta)} \quad \text{for } y \in \mathbb{R}.
\]
In the thermodynamics literature, the distribution $\rho_Y^\theta$ is called the **Gibbs measure** at inverse temperature $\theta$, or the **canonical ensemble**. Applied probabilists often call this object an **exponential tilting** of the distribution. Note that we allow the inverse temperature $\theta$ to take nonpositive values.

Since the random variable $Y$ is bounded, we can compute derivatives of the generating functions $m_Y$ and $\xi_Y$ by passing the derivative through the expectation. The first derivative of the cgf satisfies
\[
\xi'_Y(\theta) = \frac{m'_Y(\theta)}{m_Y(\theta)} = \frac{\mathbb{E}[Y e^{\theta Y}]}{\mathbb{E} e^{\theta Y}}.
\]
The quantity $\xi'_Y(\theta)$ coincides with the mean of the Gibbs measure $\rho_Y^\theta$. It is also called the **thermal mean** of $Y$ at inverse temperature $\theta$. Turning to the second derivative, we find that
\[
\xi''_Y(\theta) = \frac{m''_Y(\theta)}{m_Y(\theta)} - \left(\frac{m'_Y(\theta)}{m_Y(\theta)}\right)^2 = \frac{\mathbb{E}[Y^2 e^{\theta Y}]}{\mathbb{E} e^{\theta Y}} - \left(\frac{\mathbb{E}[Y e^{\theta Y}]}{\mathbb{E} e^{\theta Y}}\right)^2.
\]
The quantity $\xi''_Y(\theta)$ coincides with the variance of the Gibbs measure $\rho_Y^\theta$. It is also known as the **thermal variance** of $Y$ at inverse temperature $\theta$.

The derivatives of the cgf $\xi_Y$ at zero have special significance. Indeed,
\[
\xi_Y(0) = 0; \quad \xi'_Y(0) = \mathbb{E} Y; \quad \xi''_Y(0) = \text{Var}[Y].
\]
These relations follow instantly by specializing the formulas (5.2), (5.5), and (5.6). The interpretation of $\xi'_Y$ as a mean has further consequences. In particular,
\[
\inf Y \leq \xi'_Y(\theta) \leq \sup Y \quad \text{for all } \theta \in \mathbb{R}.
\]
The interpretation of $\xi''_Y$ as a variance also has ramifications. Since variances are nonnegative, $\xi''_Y(\theta) \geq 0$, which implies that $\xi_Y$ is a convex function. Moreover, the thermal variance is invariant under shifts of the random variable:

$$\xi''_{Y+c}(\theta) = \xi''_Y(\theta) \quad \text{for all } c \in \mathbb{R} \text{ and all } \theta \in \mathbb{R}.$$  \hfill (5.9)

This point follows from (5.3).

5.3. Differential Inequalities. As mentioned, a natural mechanism for controlling the cgf $\xi_Y$ is to bound the thermal mean $\xi_Y$ over an interval, which limits the growth of the cgf. The thermal mean, in turn, can be calculated from the thermal variance via integration:

$$\xi'_Y(\theta) - \mathbb{E}_Y = \int_0^\theta \xi''_Y(s) \, ds = \int_0^\theta \xi''_Y(s) \, ds \quad \text{for } \theta \in \mathbb{R}. \hfill (5.10)$$

In many situations, we can bound the thermal variance $\xi''_Y$ in terms of the thermal mean $\xi'_Y$. For instance, suppose that

$$\xi''_Y(\theta) \leq a \cdot \xi'_Y(\theta) \quad \text{for some } a > 0.$$

Then (5.10) leads to an inequality relating the thermal mean $\xi'_Y$ and the cgf $\xi_Y$.

To solve this kind of differential inequality, we rely on a 1901 theorem of Petrovitch [MPo1]. Compare this statement with the more familiar result that Grönwall derived in 1919.

**Fact 5.3** (Petrovitch). Let $g : \mathbb{R} \to \mathbb{R}$ be the solution to the ordinary differential equation

$$\begin{align*}
g'(t) &= u(t; g(t)) \quad \text{for } t \in \mathbb{R}; \\
g(0) &= 0,
\end{align*}$$

where $u : \mathbb{R}^2 \to \mathbb{R}$ is any function. For a function $f : \mathbb{R} \to \mathbb{R}$ with the boundary condition $f(0) = 0$, the differential inequality

$$\begin{align*}
f'(t) &\leq u(t; f(t)) \quad \text{on } t > 0 \quad \text{implies } \quad f(t) \leq g(t) \quad \text{on } t \geq 0; \\
f'(t) &\geq u(t; f(t)) \quad \text{on } t < 0 \quad \text{implies } \quad f(t) \leq g(t) \quad \text{on } t \leq 0.
\end{align*}$$

In other words, we can solve a differential inequality by means of the ordinary differential equation that arises when we replace the inequality with an equality. This step is analogous with the Herbst argument in the entropy method [BLM13, Chap. 6].

5.4. Poisson Cgf Bound. We illustrate this strategy by showing how a simple differential inequality leads to a Poisson-type cgf bound.

**Lemma 5.4** (Poisson Cgf Bound). Suppose that $Y$ is a zero-mean random variable. When $v \geq 0$,

$$\begin{align*}
\xi'_Y(\theta) &\leq a \xi_Y(\theta) + v \theta \quad \text{on } \theta > 0 \quad \text{implies } \quad \xi_Y(\theta) \leq v \cdot \frac{e^{a \theta} - a \theta - 1}{a^2} \quad \text{on } \theta \geq 0; \hfill (5.11) \\
\xi'_Y(\theta) &\geq a \xi_Y(\theta) + v \theta \quad \text{on } \theta < 0 \quad \text{implies } \quad \xi_Y(\theta) \leq v \cdot \frac{e^{-a \theta} + a \theta - 1}{a^2} \quad \text{on } \theta \leq 0. \hfill (5.12)
\end{align*}$$

**Proof.** Consider the first differential inequality for the cgf $\xi_Y$. Since $\xi_Y(0) = \mathbb{E}_Y = 0$, the associated ordinary differential equation is

$$g(0) = 0 \quad \text{and} \quad g'(\theta) = a g(\theta) + v \theta \quad \text{on } \theta > 0.$$  

By the method of integrating factors, we quickly arrive at the solution:

$$g(\theta) = v \cdot \frac{e^{a \theta} - a \theta - 1}{a^2} \quad \text{on } \theta \geq 0.$$  

Fact 5.3 now implies the bound (5.11). The bound (5.12) follows from the parallel argument. \qed
5.5. **Poisson Concentration.** The cgf bounds that appear in Lemma 5.4 have the same form as the cgf bounds that lead to the Bennett inequality for a sum of independent, bounded real random variables [BLM13, Sec. 2.7]. We arrive at the following tail inequalities.

**Fact 5.5** (Poisson Concentration). Let \( Y \) be a (zero-mean) random variable. For \( v \geq 0 \) and \( t \geq 0 \),

\[
\xi_Y(\theta) \leq v \cdot \frac{e^{a\theta} - a\theta - 1}{a^2} \quad \text{on } \theta \geq 0 \implies \log \mathbb{P} \{ Y \geq +t \} \leq -\frac{v}{a^2} \psi\left(\frac{at}{v}\right); \quad (5.13)
\]

\[
\xi_Y(\theta) \leq v \cdot \frac{e^{-a\theta} + a\theta - 1}{a^2} \quad \text{on } \theta \leq 0 \implies \log \mathbb{P} \{ Y \leq -t \} \leq -\frac{v}{a^2} \psi\left(-\frac{at}{v}\right). \quad (5.14)
\]

The function \( \psi(u) := (1 + u) \log(1 + u) - u \) for all \( u \in \mathbb{R} \), with the convention \( \psi(u) = +\infty \) for \( u < -1 \).

**Proof.** Suppose that (5.11) is in force. Then Fact 5.2 implies the tail bound (5.13):

\[
\log \mathbb{P} \{ Y \geq t \} \leq \inf_{\theta > 0} \left[ \xi_Y(\theta) - \theta t \right] \leq \inf_{\theta > 0} \left[ v \cdot \frac{e^{a\theta} - a\theta - 1}{a^2} - \theta t \right] = -\frac{v}{a^2} \psi\left(\frac{at}{v}\right).
\]

The infimum is attained at \( \theta = a^{-1} \log(1 + at/v) \). The tail bound (5.14) follows from the parallel argument. \( \square \)

The tail function \( \psi \) satisfies the inequality \( \psi(u) \geq (u^2/2)/(1 + u/3) \) for all \( u \in \mathbb{R} \). Therefore, each of the bounds (5.13) and (5.14) implies weaker, but more interpretable, results. For all \( t \geq 0 \),

\[
\log \mathbb{P} \{ Y \geq +t \} \leq -\frac{t^2/2}{v + at/3} \quad \text{and} \quad \log \mathbb{P} \{ Y \leq -t \} \leq -\frac{t^2/2}{(v - at/3)^+}. \quad (5.15)
\]

The tail bounds in (5.15) are called Bernstein inequalities; it is also common to combine them into a single formula.

6. **From Thermal Variance Bounds to Concentration**

Pursuing the ideas in Section 5, we can now derive concentration inequalities for the weighted intrinsic volume random variables as a consequence of bounds on the thermal variance. For the moment, we will take the thermal variance bounds for granted. The subsequent sections develop the machinery required to control the thermal variance of this type of random variable.

6.1. **Rotation Volumes.** To begin, we present detailed concentration results for rotation volume random variables, introduced in Section 2.3.

**Theorem 6.1** (Rotation Volumes: Variance and Cgf). Let \( K \subset \mathbb{R}^n \) be a nonempty convex body with rotation volume random variable \( \hat{V}_K \) and central rotation volume \( \hat{V}(K) = \mathbb{E} \hat{V}_K \). The variance of \( \hat{V}_K \) satisfies

\[
\text{Var}[\hat{V}_K] \leq \hat{V}(K).
\]

The cgf of \( \hat{V}_K \) satisfies

\[
\xi_{\hat{V}_K}(\theta) \leq \hat{V}(K) \cdot (e^{\theta} - \theta - 1) \quad \text{for all } \theta \in \mathbb{R}.
\]

The proof of Theorem 6.1 begins in Section 6.1.1 and is completed in Section 8.

Combining Theorem 6.1 with Fact 5.5, we immediately obtain probability bounds for the rotation volume random variable \( \hat{V}_K \) of a convex body \( K \).

\[
\log \mathbb{P} \left\{ \hat{V}_K \geq \hat{V}(K) + t \right\} \leq -\hat{V}(K) \cdot \psi(\hat{V}(K) + t) \quad \text{for } 0 \leq t;
\]

\[
\log \mathbb{P} \left\{ \hat{V}_K \leq \hat{V}(K) - t \right\} \leq -\hat{V}(K) \cdot \psi(\hat{V}(K) - t) \quad \text{for } 0 \leq t \leq \hat{V}(K).
\]
The tail function \( \psi \) is defined in Fact 5.5. The Poisson-type bound implies a weaker Bernstein inequality of the form (5.15):

\[
\log \mathbb{P} \left\{ \frac{\hat{I}_K - \hat{\delta}(K)}{t} \geq 1 \right\} \leq \frac{-t^2/2}{\hat{\delta}(K) + |t|/3} \text{ for all } t \neq 0.
\]

The unusual formulation (6.1) captures both the lower and upper tail in a single expression. Theorem I, in the introduction, rephrases the latter inequality in a more standard way. It leads to the phase transition for random projections, Theorem III.

As a further consequence, we can deduce probability inequalities for sums. Let \( \hat{I}_K \) and \( \hat{I}_M \) be independent rotation volume random variables, associated with two convex bodies \( K, M \subset \mathbb{R}^n \). Define the sum \( \hat{\Delta}(K, M) := \hat{\delta}(K) + \hat{\delta}(M) \) of central rotation volumes. Then

\[
\log \mathbb{P} \left\{ \frac{(\hat{I}_K + \hat{I}_M) - \hat{\Delta}(K, M)}{t} \geq 1 \right\} \leq \frac{-t^2/2}{\hat{\Delta}(K, M) + |t|/3} \text{ for } t \neq 0.
\]

This result follows from the fact (5.4) that cgfs are additive, from Theorem 6.1, and from Fact 5.5. It plays a key role in the proof of Theorem IV, the phase transition for rotation means.

6.1.1. Reduction to Thermal Variance Bound. Theorem 6.1 follows from a bound on the thermal variance of the rotation volume random variable.

**Proposition 6.2** (Rotation Volumes: Thermal Variance). Let \( K \subset \mathbb{R}^n \) be a nonempty convex body. The thermal variance of the rotation volume random variable \( \hat{I}_K \) satisfies

\[
\xi_{\hat{I}_K}''(\theta) \leq \xi_Y''(\theta) \quad \text{for all } \theta \in \mathbb{R}.
\]

The proof of Proposition 6.2 is the object of Section 8. Right now, we can use it to derive concentration for the rotation volumes.

**Proof of Theorem 6.1 from Proposition 6.2.** To obtain the variance bound, note that

\[
\text{Var}[\hat{I}_K] \overset{(5.7)}{=} \xi_{\hat{I}_K}''(0) \leq \xi_Y''(0) \overset{(5.7)}{=} \mathbb{E} \hat{I}_K = \hat{\delta}(K).
\]

The inequality is Proposition 6.2.

To derive the cgf bound, we pass to the zero-mean random variable

\[
Y := \hat{I}_K - \mathbb{E} \hat{I}_K = \hat{I}_K - \hat{\delta}(K).
\]

The cgfs of \( \hat{I}_K \) and \( Y \) are related as

\[
\xi_{\hat{I}_K}(\theta) = \xi_{Y + \hat{\delta}(K)}(\theta) \overset{(5.2)}{=} \xi_Y(\theta) + \hat{\delta}(K) \theta \quad \text{for all } \theta \in \mathbb{R}.
\]

Assume that \( \theta > 0 \). Using Proposition 6.2 again, we find that

\[
\xi_Y''(\theta) \overset{(5.10)}{=} \int_0^\theta \xi_Y''(s) \, ds \overset{(5.9)}{=} \int_0^\theta \xi_{\hat{I}_K}'(s) \, ds \leq \int_0^\theta \xi_{\hat{I}_K}'(s) \, ds \overset{(5.7)}{=} \xi_Y(\theta) + \hat{\delta}(K) \theta.
\]

For \( \theta < 0 \), the inequality is reversed. An application of Lemma 5.4 with \( a = 1 \) and \( v = \hat{\delta}(K) \) furnishes the result. \( \Box \)

6.2. Rigid Motion Volumes. We continue with a refined concentration result for the rigid motion volume random variable, introduced in Section 3.2.

**Theorem 6.3** (Rigid Motion Volumes: Variance and Cgf). Let \( K \subset \mathbb{R}^n \) be a nonempty convex body with rigid motion random variable \( \hat{I}_K \) and central rigid motion volume \( \hat{\delta}(K) := \mathbb{E} \hat{I}_K \). Define the complement...
\( \delta_\circ(K) := (n + 1) - \delta(K) \). The variance of \( \bar{I}_K \) satisfies
\[
\text{Var}[\bar{I}_K] \leq \frac{2\delta(K)\delta_\circ(K)}{n + 1} =: \bar{\nu}(K).
\]
The cgf of \( \bar{I}_K \) satisfies
\[
\xi_{\bar{I}_K}(\theta) \leq \bar{\nu}(K) \cdot \frac{e^{\beta_\circ \theta} - \beta_\circ \theta - 1}{\beta_\circ^2} \quad \text{for } \theta \geq 0 \quad \text{where} \quad \beta_\circ := \frac{2\delta_\circ(K)}{n + 1} < 2;
\]
\[
\xi_{\bar{I}_K}(\theta) \leq \bar{\nu}(K) \cdot \frac{e^{\beta \theta} - \beta \theta - 1}{\beta^2} \quad \text{for } \theta \leq 0 \quad \text{where} \quad \beta := \frac{2\delta(K)}{n + 1} < 2.
\]
The proof of Theorem 6.3 appears in Section 6.2.1 and Section 9.

Together, Theorem 6.3 and Fact 5.5 deliver concentration inequalities for the rigid motion volumes. For all \( t \geq 0 \),
\[
\log \mathbb{P}\left\{ \bar{I}_K \geq \delta(K) + t \right\} \leq \frac{-(n + 1)}{2\delta_\circ(K)} \cdot \delta(K) \cdot \psi(t/\delta(K)) ;
\]
\[
\log \mathbb{P}\left\{ \bar{I}_K \leq \delta(K) - t \right\} \leq \frac{-(n + 1)}{2\delta(K)} \cdot \delta_\circ(K) \cdot \psi(t/\delta_\circ(K)).
\]
For \( t \neq 0 \), the rigid motion random variable satisfies a Bernstein inequality (5.15) of the form
\[
\log \mathbb{P}\left\{ \frac{\bar{I}_K - \delta(K)}{t} \geq 1 \right\} \leq \frac{-t^2/4}{(\delta(K) \wedge \delta_\circ(K)) + |t|/3} .
\] (6.3)

Theorem II, in the introduction, contains a slightly weaker variant of the last display. The inequality (6.3) contributes to the phase transition for random slices that appears in Theorem V.

We can also obtain bounds for sums of rigid motion volume random variables. Let \( \bar{I}_K \) and \( \bar{I}_M \) be independent rigid motion volume random variables associated with convex bodies \( K, M \subset \mathbb{R}^n \). Define
\[
\bar{\Delta}(K, M) := \delta(K) + \delta(M) \quad \text{and} \quad \bar{\nu}(K, M) := (\delta(K) \wedge \delta_\circ(K)) + (\delta(M) \wedge \delta_\circ(M)).
\]
Using the additivity (5.4) of cgfs and making some simple bounds in Theorem 6.3, we find that
\[
\log \mathbb{P}\left\{ \frac{\bar{I}_K + \bar{I}_M - \bar{\Delta}(K, M)}{t} \geq 1 \right\} \leq \frac{-t^2/4}{\bar{\nu}(K, M) + |t|/3} .
\] (6.4)
This result yields the phase transition for the kinematic formula, reported in Theorem VI.

6.2.1. Reduction to Thermal Variance Bound. Theorem 6.3 follows from a thermal variance bound.

**Proposition 6.4** (Rigid Motion Volumes: Thermal Variance). Let \( K \subset \mathbb{R}^n \) be a nonempty convex body. The thermal variance of the rigid motion random variable \( \bar{I}_K \) satisfies
\[
\xi_{\bar{I}_K}''(\theta) \leq \frac{2}{n + 1} \cdot \xi_{\bar{I}_K}'(\theta) \cdot \left[ (n + 1) - \xi_{\bar{I}_K}'(\theta) \right] \quad \text{for all } \theta \in \mathbb{R}.
\]
We establish Proposition 6.4 below in Section 9. Here, we show how the bound leads to concentration of the rigid motion volumes.

**Proof of Theorem 6.3 from Proposition 6.4.** To derive the variance bound, apply Proposition 6.4 to obtain
\[
\text{Var}[\bar{I}_K] \overset{(5.7)}{=} \xi_{\bar{I}_K}''(0) \leq \frac{2}{n + 1} \cdot \xi_{\bar{I}_K}'(0) \cdot \left[ (n + 1) - \xi_{\bar{I}_K}'(0) \right] \overset{(5.7)}{=} \frac{2}{n + 1} \cdot \delta(K) \cdot \delta_\circ(K).
\]
We have used the definition \( \delta(K) = \mathbb{E}[\bar{I}_K] \) twice.
For the concentration result, we pass to the zero-mean random variable $Y := \tilde{I}_k - \tilde{\delta}(K)$. First, assume that $\theta > 0$. Integrating the bound from Proposition 6.4, we find that

$$\xi_Y'(\theta) \leq \frac{2}{n + 1} \int_0^\theta \left[ (n + 1) - \xi_{\tilde{I}_k}'(s) \right] \cdot \xi_{\tilde{I}_k}'(s) \, ds$$

$$\leq \frac{2}{n + 1} \left[ (n + 1) - \xi_{\tilde{I}_k}'(0) \right] \int_0^\theta \xi_{\tilde{I}_k}'(s) \, ds \geq \frac{2\tilde{\delta}_e(K)}{n + 1} \cdot \xi_{\tilde{I}_k}(\theta).$$

The second inequality depends on the property that the derivative $\xi_{\tilde{I}_k}'$ is increasing because the cgf $\xi_{\tilde{I}_k}$ is convex. We have also used fact (5.8) to infer that the thermal mean is nonnegative: $\xi_{\tilde{I}_k}'(s) \geq \inf \tilde{I}_k \geq 0$. Now, invoke (5.3) to pass to the cgf $\xi_Y$ of the zero-mean variable $Y$:

$$\xi_Y'(\theta) = \frac{2\tilde{\delta}_e(K)}{n + 1} \left[ \xi_Y(\theta) + \tilde{\delta}(K) \theta \right] = \beta \xi_Y(\theta) + \bar{\nu}(K) \theta \quad \text{for } \theta > 0.$$  

We can invoke the first case of Lemma 5.4 with $a = \beta e$ and $v = \bar{\nu}(K)$ to obtain the cgf bound for $\theta \geq 0$. If $\theta < 0$, a straightforward variant of the same argument implies that

$$\xi_Y'(\theta) \geq \frac{2\tilde{\delta}(K)}{n + 1} \left[ \tilde{\delta}_e(K) \theta - \xi_Y(\theta) \right] = -\beta \xi_Y(\theta) + \bar{\nu}(K) \theta \quad \text{for } \theta < 0.$$  

The cgf bound for $\theta \leq 0$ follows from the second case of Lemma 5.4 with $a = -\beta$ and with $v = \bar{\nu}(K)$. □

6.3. Intrinsic Volumes. Using the same methodology, we can prove a concentration inequality for the intrinsic volume random variable that improves significantly over the results in our prior work [LMN+20]. These results are not immediately relevant, so we have postponed them to Appendix D.

7. From Distance Integrals to Generating Functions

As we have seen, the concentration results for weighted intrinsic volumes depend on estimates for the thermal variance of the associated random variable. To obtain these bounds, the first step is to find an alternative expression for the mgf of the random variable. The key observation is that the Steiner formula (2.2) allows us to pass from the discrete weighted intrinsic volume random variable, taking values in $\{0, 1, \ldots, n\}$, to a continuous random variable, taking values in $\mathbb{R}^n$. This section contains the background for this argument. The next two sections execute the approach for the two sequences of weighted intrinsic volumes.

7.1. The Distance to a Convex Body. To develop this approach, we first introduce some functions related to the Euclidean distance between a point and a convex body.

**Definition 7.1** (Distance to a Convex Body). The distance to the nonempty convex body $K \subset \mathbb{R}^n$ is the function

$$\text{dist}_K(x) := \min \{ \| y - x \| : y \in K \} \quad \text{for } x \in \mathbb{R}^n.$$  

The projection onto the convex body $K$ is the (unique) point where the distance is realized:

$$\text{proj}_K(x) := \text{arg min} \{ \| y - x \| : y \in K \} \quad \text{for } x \in \mathbb{R}^n.$$  

The normal vector to the convex body, induced by a point $x \in \mathbb{R}^n$, is

$$n_K(x) := \frac{x - \text{proj}_K(x)}{\| x - \text{proj}_K(x) \|} = \frac{x - \text{proj}_K(x)}{\text{dist}_K(x)} \quad \text{for } x \in \mathbb{R}^n \setminus K.$$  

If $x \in K$, we set $n_K = 0$. 
7.2. The Steiner Formula as a Distance Integral. We can reinterpret Steiner's formula (2.2) as a statement that integrals of the distance to a convex body can be evaluated in terms of the intrinsic volumes of the convex body. This perspective dates at least as far back as Hadwiger’s influential paper [Had75].

Fact 7.2 (Generalized Steiner Formula). For every function \( f : \mathbb{R}_+ \to \mathbb{R} \) where the integrals are finite,
\[
\int_{\mathbb{R}^n} f(\text{dist}_K(x)) \, \text{d}x = f(0) \cdot V_n(K) + \sum_{i=0}^{n-1} \left( \int_0^\infty f(r) \cdot r^{n-i-1} \, \text{d}r \right) \omega_{n-i} \cdot V_i(K). 
\] (7.1)

See [LMN+20, Prop. 2.4] for a short proof of this result.

Following [LMN+20], we observe that the right-hand side of the formula (7.1) is a linear function of the sequence of intrinsic volumes of \( K \). By a careful choice of the function \( f \), we can express any moment of the intrinsic volume sequence. A fortiori, we can also express any moment of the rotation volumes or the rigid motion volumes. The value of this approach is that we can treat the distance integrals that arise using methods from geometric functional analysis. In particular, we will exploit variance inequalities for log-concave and concave measures to obtain bounds for distance integrals and, thereby, for weighted intrinsic volumes.

Remark 7.3 (Related Work). A rudimentary form of this argument first appeared in our paper [ALMT14] on phase transitions in conic geometry. Later, the papers [MT14] and [GNP17] demonstrated the full power of this approach for treating the conic intrinsic volumes. Our recent work [LMN+20] contains an initial attempt to execute a similar method for Euclidean intrinsic volumes. In this paper, we have found a seamless implementation of the idea.

7.3. Properties of the Distance Function. The distance function enjoys a number of elegant properties, which we record for later reference.

Fact 7.4 (Properties of the Distance Function). The maps appearing in Definition 7.1 satisfy the following properties.

1. The function \( \text{dist}_K \) and its square \( \text{dist}_K^2 \) are convex;
2. The function \( \text{dist}_K^2 \) is everywhere differentiable, and \( \nabla \text{dist}_K^2(x) = 2 \text{dist}_K(x) \, n_K(x) \);
3. The Hessian of the squared distance satisfies \( \text{Hess} \text{dist}_K^2(x) \cdot n_K(x) = 2n_K(x) \).

Proof Sketch. The convexity of \( \text{dist}_K(x) \) follows because it is the minimum of a jointly convex function of \( (x, y) \) with respect to the variable \( y \), and the convexity of \( \text{dist}_K^2 \) is a standard consequence of the convexity and nonnegativity of \( \text{dist}_K \). For Claim (2), the differentiability and the gradient of the squared distance function, see [RWO9, Thm. 2.26(b)]. Claim (3) follows by computing the gradient on both sides of the identity \( 4 \text{dist}_K^2(x) = ||\nabla \text{dist}_K^2(x)||^2 \) and equating terms. \( \square \)

8. Rotation Volumes: Thermal Variance Bound

In this section, we establish Proposition 6.2, the thermal variance bound for the rotation volumes. The basic idea is to invoke the generalized Steiner formula (Fact 7.2) to rewrite the mgf of the rotation volume random variable in terms of a distance integral. After some further manipulations, we can bound the distance integral using a functional inequality for log-concave probability measures.

We begin with the rotation volumes because the ideas shine through most brightly. The other cases follow the same pattern of argument, but the mass of detail becomes denser.

8.1. Setup. Fix a nonempty convex body \( K \subset \mathbb{R}^n \). This is the only convex body that appears in this section, so we will ruthlessly suppress it from the notation. For each \( i = 0, 1, 2, \ldots, n \), let \( V_i \) denote the \( i \)-th intrinsic volume of \( K \). The rotation volumes \( \hat{V}_i \) and the total rotation volume \( \hat{W} \) are given by
\[
\hat{V}_i := \frac{\omega_{n+1}}{\omega_{i+1}} V_{n-i} \quad \text{and} \quad \hat{W} := \sum_{i=0}^n \hat{V}_i. 
\] (8.1)
The rotation volume random variable \( \hat{I} \) follows the distribution
\[
P \left\{ \hat{I} = n - i \right\} = \hat{V}_i / \hat{W} \quad \text{for } i = 0, 1, \ldots, n. \tag{8.2}
\]
The central rotation volume \( \hat{\delta} := \mathbb{E} \hat{I} \). We also abbreviate \( \operatorname{dist} := \operatorname{dist}_k \).

### 8.2. The Distance Integral

First, we express the exponential moments of the sequence of rotation volumes as a distance integral.

**Proposition 8.1** (Rotation Volumes: Distance Integral). For each \( \theta \in \mathbb{R} \), define the convex potential
\[
\hat{f}_\theta(x) := 2\pi e^{i \theta} \operatorname{dist}(x) \quad \text{for } x \in \mathbb{R}^n. \tag{8.3}
\]
For any function \( h : \mathbb{R}^n \to \mathbb{R} \) where the expectations on the right-hand side are finite,
\[
\frac{\omega_{n+1} e^{i \theta}}{2} \int_{\mathbb{R}^n} h(\hat{f}_\theta(x)) \cdot e^{-\hat{f}_\theta(x)} \, dx = \sum_{i=0}^{n} \mathbb{E}[h(G_i)] \cdot e^{(n-i) \theta} \cdot \hat{v}_i.
\]
The random variable \( G_i \sim \text{gamma}(i,1) \) follows the gamma distribution with shape parameter \( i \) and scale parameter \( 1 \). By convention, \( G_0 = 0 \).

**Proof.** To verify that the potential \( \hat{f}_\theta \) defined in (8.3) is convex, simply invoke Fact 7.4(1), which states that the distance function is convex.

To obtain the moment identity, instantiate Fact 7.2 with the function \( f(r) = h(2\pi e^{i \theta} r) \cdot e^{-2\pi e^{i \theta} r} \). We ascertain that
\[
\int_{\mathbb{R}^n} h(\hat{f}_\theta(x)) \cdot e^{-\hat{f}_\theta(x)} \, dx = h(0) \cdot \hat{V}_n + \sum_{i=0}^{n-1} \left( \int_{0}^{\infty} h(2\pi e^{i \theta} r) \cdot e^{-2\pi e^{i \theta} r} r^{n-i} \, dr \right) \omega_{n-i} \cdot \hat{V}_i
\]
\[
= 2 \omega_{n+1} \left[ h(0) \cdot \hat{V}_0 + \sum_{i=1}^{n} \left( \int_{0}^{\infty} h(2\pi e^{i \theta} r) \cdot e^{-2\pi e^{i \theta} r} r^{i-1} \, dr \right) \frac{\omega_i \omega_{i+1}}{2} \cdot \hat{V}_i \right].
\]
We have used the definition (8.1) of \( \hat{V}_i \) and the fact (2.1) that \( \omega_1 = 2 \). To handle the integrals, make the change of variables \( 2\pi e^{i \theta} r \mapsto s \). We recognize an expectation with respect to the gamma distribution:
\[
\int_{0}^{\infty} h(2\pi e^{i \theta} r) \cdot r^{i-1} e^{-2\pi e^{i \theta} r} \, dr = \frac{1}{(2\pi e^{i \theta})^i} \int_{0}^{\infty} h(s) \cdot s^{i-1} e^{-s} \, ds = \frac{\Gamma(i)}{(2\pi e^{i \theta})^i} \mathbb{E}[h(G_i)].
\]
Altogether,
\[
\frac{\omega_{n+1}}{2} \int_{\mathbb{R}^n} h(\hat{f}_\theta(x)) \cdot e^{-\hat{f}_\theta(x)} \, dx = \sum_{i=0}^{n} \frac{\Gamma(i) \omega_i \omega_{i+1}}{2(2\pi)^i} \cdot \mathbb{E}[h(G_i)] \cdot e^{-i \theta} \cdot \hat{V}_i.
\]
Owing to the formula (2.1) for the surface area and the Legendre duplication formula, each of the fractions on the right-hand side equals one. Multiply each side by \( e^{n \theta} \) to complete the argument.

As an immediate corollary, we obtain the metric representations of the total rotation volume and the central rotation volume, reported in Proposition 3.5.

**Proof of Proposition 3.5.** Apply Proposition 8.1 with \( h(s) = 1 \) and then with \( h(s) = s \), using the fact that \( \mathbb{E} G_i = i \). Select the parameter \( \theta = 0 \).

### 8.3. A Family of Log-Concave Measures

Proposition 8.1 allows us to obtain an alternative expression for the mgf \( m_j \) of the rotation volume random variable. Indeed, we can choose \( h(s) = 1 \) to obtain
\[
m_j(\theta) \overset{(5.1)}{=} \mathbb{E} e^{j \theta} = \frac{\omega_{n+1} e^{n \theta}}{2\hat{W}} \int_{\mathbb{R}^n} e^{-\hat{f}_\theta(x)} \, dx.
\]

\[
(8.4)
\]
For each \( \theta \in \mathbb{R} \), construct the probability measure \( \hat{\mu}_\theta \) with the log-concave density
\[
\frac{d\hat{\mu}_\theta(x)}{dx} = \frac{\omega_{n+1}}{2W} \cdot \frac{e^{\theta x}}{m_j(\theta)} \cdot e^{-\hat{f}_\theta(x)} \text{ for } x \in \mathbb{R}^n.
\]

Owing to (8.4), the measure \( \hat{\mu}_\theta \) has total mass one. The density is log-concave because \( \hat{f}_\theta \) is convex.

**Corollary 8.2** (Rotation Volumes: Probabilistic Formulation). Instate the notation from Proposition 8.1. Draw a random vector \( z \sim \hat{\mu}_\theta \). Then
\[
\mathbb{E}[h(\hat{f}_\theta(z))] = \frac{1}{m_j(\theta)} \sum_{i=0}^n \mathbb{E}[h(G_i)] e^{(n-i)\theta} \cdot \mathbb{P}\{ \hat{I} = n - i \}.
\]

**Proof.** This result is a straightforward reinterpretation of Proposition 8.1. \( \square \)

### 8.4. A Thermal Variance Identity

With Corollary 8.2 at hand, we quickly obtain an alternative formula for \( \hat{\xi}'(\theta) \), the thermal variance (5.6) of the rotation volume random variable \( \hat{I} \). These results are phrased in terms of a variance with respect to the measure \( \hat{\mu}_\theta \).

**Lemma 8.3** (Rotation Volumes: Thermal Variance Identity). Draw a random vector \( z \sim \hat{\mu}_\theta \). The thermal mean and variance of the rotation volume random variable satisfy
\[
\hat{\xi}'(\theta) = \mathbb{E}[n - \hat{f}_\theta(z)]; \\
\hat{\xi}''(\theta) = \text{Var}[\hat{f}_\theta(z)] - (n - \hat{\xi}'(\theta)).
\]

**Proof.** The gamma random variables \( G_i \) satisfy the identities
\[
\mathbb{E}[n - G_i] = n - i \quad \text{and} \quad \mathbb{E}[(n - G_i)^2 - G_i] = (n - i)^2.
\]

First, we apply Corollary 8.2 with \( h(s) = n - s \) to arrive at
\[
\hat{\xi}'(\theta) \overset{(5.5)}{=} \frac{m_j'(\theta)}{m_j(\theta)} \overset{(5.5)}{=} \frac{1}{m_j(\theta)} \sum_{i=0}^n (n - i) e^{(n-i)\theta} \cdot \mathbb{P}\{ \hat{I} = n - i \} = \mathbb{E}[n - \hat{f}_\theta(z)].
\]

Next, we apply Corollary 8.2 with \( h(s) = (n - s)^2 - s \). This step yields
\[
\hat{\xi}''(\theta) \overset{(5.6)}{=} \frac{m_j''(\theta)}{m_j(\theta)} - (\hat{\xi}'(\theta))^2 \overset{(5.6)}{=} \left[ \frac{1}{m_j(\theta)} \sum_{i=0}^n (n - i)^2 e^{(n-i)\theta} \cdot \mathbb{P}\{ \hat{I} = n - i \} \right] - (\hat{\xi}'(\theta))^2
\]
\[
\overset{(8.6)}{=} \mathbb{E}[(n - \hat{f}_\theta(z))^2 - \hat{f}_\theta(z)] - (\mathbb{E}[n - \hat{f}_\theta(z)])^2
\]
\[
= \text{Var}[n - \hat{f}_\theta(z)] + \mathbb{E}[n - \hat{f}_\theta(z)] - n
\]
\[
= \overset{(8.6)}{=} \text{Var}[\hat{f}_\theta(z)] + (\hat{\xi}'(\theta) - n).
\]

We used the invariance properties of the variance. This is the advertised result. \( \square \)

### 8.5. Variance of Information

We have now converted the problem of bounding the thermal variance of the rotation volume random variable into a problem about the variance of a function of a log-concave random variable. To control this variance, we require a recent result on the information content of a log-concave random variable.

**Fact 8.4** (Nguyen, Wang). Let \( J : \mathbb{R}^n \rightarrow \mathbb{R} \) be a convex potential, and consider the log-concave probability measure \( \mu \) on \( \mathbb{R}^n \) whose density is proportional to \( e^{-J} \). Then
\[
\text{Var}_{z \sim \mu}[J(z)] \leq n.
\]
Fact 8.4 was obtained independently by Nguyen [Ngu13] and by Wang [Wan14] in their doctoral theses. For short proofs of this result, we refer to [FMW16, Thm. 2.3] and [BGG18, Rem. 4.2]. The variance bound (8.7) holds with equality when the potential \( J \) is 1-homogeneous, but we believe that improvements remain possible.

8.6. **Proof of Proposition 6.2.** We must bound the thermal variance \( \xi''(\theta) \) of the rotation volume random variable. To do so, we combine Lemma 8.3 and Fact 8.4:

\[
\xi''(\theta) \overset{(8.5)}{=} \text{Var}[\tilde{J}_0(x)] - (n - \xi'_1(\theta)) \overset{(8.7)}{\leq} n - (n - \xi'_1(\theta)) = \xi'_1(\theta).
\]

This completes the proof of Proposition 6.2 and, thus, the proof of Theorem 6.1.

9. **Rigid Motion Volumes: Thermal Variance Bound**

This section contains the proof of Proposition 6.4, following the approach from Section 8. This case is significantly more complicated than the case of rotation volumes. Nevertheless, the overall strategy remains the same.

9.1. **Setup.** Fix a nonempty convex body \( K \subset \mathbb{R}^n \), which will not appear in the notation. For each \( i = 0, 1, 2, \ldots, n \), let \( V_i \) be the \( i \)th intrinsic volume of \( K \). Introduce the rigid motion volumes \( \tilde{V}_i \) and the total rigid motion volume \( \tilde{W} \):

\[
\tilde{V}_i := \frac{\omega_{n+1}}{\omega_{i+1}} V_i \quad \text{and} \quad \tilde{W} := \sum_{i=0}^n \tilde{V}_i. \tag{9.1}
\]

The rigid motion volume random variable \( \tilde{I} \) has the distribution

\[
\mathbb{P} \{ \tilde{I} = n - i \} = \tilde{V}_i / \tilde{W} \quad \text{for} \quad i = 0, 1, 2, \ldots, n. \tag{9.2}
\]

Write \( \tilde{\delta} := \mathbb{E} \tilde{I} \) for the expectation. We also abbreviate \( \text{dist} := \text{dist}_K \).

9.2. **The Distance Integral.** We begin with a distance integral that generates the exponential moments of the rigid motion volumes.

**Proposition 9.1 (Rigid Motion Volumes: Distance Integral).** For each \( \theta \in \mathbb{R} \), define the convex potential

\[
\tilde{J}_0(x) := \left[ 1 + e^{-2\theta} \text{dist}^2(x) \right]^{1/2} \quad \text{for} \quad x \in \mathbb{R}^n. \tag{9.3}
\]

For any function \( h : [0, 1] \to \mathbb{R} \) where the expectations on the right-hand side are finite,

\[
\int_{\mathbb{R}^n} h(1 - \tilde{J}_0(x)^{-2}) \cdot \tilde{J}_0(x)^{-(n+1)} \, dx = \sum_{i=0}^n \mathbb{E}[h(B_{n-i})] e^{(n-i)\theta} \cdot \tilde{V}_i.
\]

The random variable \( B_{n-i} \sim \text{Beta}((n - i)/2, (i + 1)/2) \) follows a beta distribution. By convention \( B_0 = 0 \).

**Proof.** The potential \( \tilde{J}_0 \) defined in (9.3) is convex because of Fact 7.4(1) and elementary convexity arguments. To obtain the identity, we invoke Fact 7.2 with the function

\[
f(r) = \frac{h(1 - (1 + e^{-2\theta} r^2)^{-1})}{(1 + e^{-2\theta} r^2)^{(n+1)/2}} = \frac{h(e^{-2\theta} r^2/(1 + e^{-2\theta} r^2))}{(1 + e^{-2\theta} r^2)^{(n+1)/2}}.
\]
This yields a formula for the moments of the rigid motion volume sequence:
\[
\int_{\mathbb{R}^n} h(1 - \tilde{f}_\theta(x)^2) \cdot \tilde{f}_\theta(x)^{-(n+1)} \, dx
\]
\[
= h(0) \cdot \mathbb{V}_n + \sum_{i=0}^{n-1} \left( \int_0^\infty h \left( \frac{e^{-\theta r^2}}{1 + e^{-\theta r^2}} \right) \frac{r^{n-i-1}}{(1 + e^{-\theta r^2})^{(n+1)/2}} \, dr \right) \omega_{n-i} \cdot \mathbb{V}_i
\]
\[
= h(0) \cdot \tilde{\mathbb{V}}_n + \sum_{i=0}^{n-1} \left( \frac{e^{(n-i)\theta}}{2} \int_0^1 h(s) \cdot s^{(n-i)/2-1} (1 - s)^{(i+1)/2-1} \, ds \right) \frac{\omega_{n-i} \omega_{i+1}}{\omega_{n+1}} \cdot \tilde{\mathbb{V}}_i
\]
We have used the definition (9.1) of \( \tilde{\mathbb{V}}_i \) and made the change of variables \( e^{-\theta r^2}/(1 + e^{-\theta r^2}) \mapsto s \). Using the formula (2.1) for the surface area of a sphere, we see that the weight in each term coincides with a beta function:
\[
\frac{\omega_{n-i} \omega_{i+1}}{2\omega_{n+1}} = \frac{\Gamma((n + 1)/2)}{\Gamma((n - i)/2) \Gamma((i + 1)/2)} = \frac{1}{B((n - i)/2, (i + 1)/2)}.
\]
Now, we recognize that the integral and the surface area constants combine to produce the expectation \( \mathbb{E}[h(B_{n-i})] \) with respect to the beta random variable \( B_{n-i} \). Last, combine the displays.

As a consequence, we arrive at metric representations for the total rigid motion volume and the central rigid motion volume, stated in Proposition 3.6.

**Proof of Proposition 3.6.** Apply Proposition 9.1 with \( h(s) = 1 \) and then with \( h(s) = (n + 1)/s \), using the fact that \( \mathbb{E}[B_{n-i}] = (n - i)/(n + 1) \). Select the parameter \( \theta = 0 \).

9.3. **A Family of Concave Measures.** Using Proposition 9.1, we can express the mgf \( m_f \) of the rigid motion volume random variable as a distance integral. Choosing \( h(s) = 1 \), we find that
\[
m_f(\theta) \overset{(5.1)}{=} \mathbb{E} e^{\theta \tilde{f}_\theta} \overset{(9.2)}{=} \frac{1}{\mathbb{W}} \sum_{i=0}^n e^{(n-i)\theta} \cdot \tilde{\mathbb{V}}_i = \int_{\mathbb{R}^n} \tilde{f}_\theta(x)^{-(n+1)} \, dx.
\]
For each \( \theta \in \mathbb{R} \), construct the concave probability measure \( \tilde{\mu}_\theta \) with the density
\[
\frac{d\tilde{\mu}_\theta(x)}{dx} = \frac{1}{\mathbb{W}} \cdot \frac{1}{m_f(\theta)} \cdot \tilde{f}_\theta(x)^{-(n+1)} \quad \text{for} \quad x \in \mathbb{R}^n.
\]
The identity (9.4) ensures that \( \tilde{\mu}_\theta \) is normalized.

**Corollary 9.2** (Rigid Motion Volumes: Probabilistic Formulation). **Instate the notation of Proposition 9.1.** Draw a random vector \( \mathbf{z} \sim \tilde{\mu}_\theta \). Then
\[
\mathbb{E} \left[ h(1 - \tilde{f}_\theta(\mathbf{z})^2) \right] = \frac{1}{m_f(\theta)} \sum_{i=0}^n \mathbb{E}[h(B_{n-i})] e^{(n-i)\theta} \cdot \mathbb{P}\{\tilde{I} = n - i\}.
\]
**Proof.** This is just a restatement of Proposition 9.1.

9.4. **A Thermal Variance Identity.** Using Corollary 9.2, we can evaluate the thermal mean \( \xi'_I \) and the thermal variance \( \xi''_I \) of the rigid motion volume random variable \( \tilde{I} \) in terms of integrals against the concave measure \( \tilde{f}_\theta \).

**Lemma 9.3** (Rigid Motion Volumes: Thermal Variance Identity). **Draw a random vector \( \mathbf{z} \sim \tilde{\mu}_\theta \).** Then
\[
\xi'_I(\theta) = (n + 1) \cdot \mathbb{E}[1 - \tilde{f}_\theta(\mathbf{z})^2];
\]
\[
\xi''_I(\theta) = (n + 1)(n + 3) \cdot \text{Var}[\tilde{f}_\theta(\mathbf{z})^2] - \frac{2 \xi'_I(\theta) \cdot [(n + 1) - \xi'_I(\theta)]}{n + 1}.
\]
Proof. The beta random variable $B_{n-i}$ satisfies
\[(n + 1) \mathbb{E}[B_{n-i}] = n - i \quad \text{and} \quad (n + 1) \mathbb{E}[(n + 3)B_{n-i}^2 - 2B_{n-i}] = (n - i)^2.\]
Invoke Corollary 9.2 with $h(s) = (n + 1)s$ to obtain
\[
\xi'_I(\theta) \overset{(5.5)}{=} \frac{1}{m_I(\theta)} \sum_{i=0}^{n} (n - i) e^{(n-i)\theta} \mathbb{P}\{I = n - i\} = (n + 1) \cdot \mathbb{E}[1 - \bar{J}_\theta(z)^{-2}]. \tag{9.7}
\]
Apply Corollary 9.2 with $h(s) = (n + 1)((n + 3)s^2 - 2s)$ to obtain
\[
\xi''_I(\theta) \overset{(5.6)}{=} \left[\frac{1}{m_I(\theta)} \sum_{i=0}^{n} (n - i)^2 e^{(n-i)\theta} \mathbb{P}\{I = n - i\} \right] - (\xi'_I(\theta))^2
\]
\[
\overset{(9.7)}{=} (n + 1) \mathbb{E}\left[(n + 3)(1 - \bar{J}_\theta(z)^{-2})^2 - 2(1 - \bar{J}_\theta(z)^{-2})\right] - (n + 1)^2 \mathbb{E}\left[1 - \bar{J}_\theta(z)^{-2}\right]^2
\]
\[
\overset{(9.7)}{=} (n + 1)(n + 3) \mathbb{V}[\bar{J}_\theta(z)^{-2}] - 2(n + 1) \mathbb{E}\left[1 - \bar{J}_\theta(z)^{-2}\right] - (n + 1)^2 \mathbb{E}\left[1 - \bar{J}_\theta(z)^{-2}\right]^2
\]
\[
\overset{(9.7)}{=} (n + 1)(n + 3) \mathbb{V}[\bar{J}_\theta(z)^{-2}] - \frac{2\xi'_I(\theta) \cdot [(n + 1) - \xi'_I(\theta)]}{n + 1}.
\]
This is the required result. \hfill \Box

9.5. A Variance Bound. To compute exponential moments of the rigid motion volume random variable $\bar{I}$, we use variance inequalities for concave measures. We will establish the following estimate.

**Lemma 9.4** (Rigid Motion Volumes: Variance Bound). Instate the notation of Lemma 9.3. For a random variable $z \sim \bar{\mu}_\theta$,
\[
\mathbb{V}[\bar{J}_\theta(z)^{-2}] \leq \frac{4}{n+4} \mathbb{E}[\bar{J}_\theta(z)^{-2}] \cdot \mathbb{E}[1 - \bar{J}_\theta(z)^{-2}]. \tag{9.8}
\]
To prove this result, we will use the following statement.

**Fact 9.5** (Nguyen). Let $f : \mathbb{R}^n \to \mathbb{R}_+$ be a twice differentiable and strongly convex potential. Consider the concave probability measure $\mu$ on $\mathbb{R}^n$ whose density is proportional to $J^{-(n+1)}$. For any differentiable function $f : \mathbb{R}^n \to \mathbb{R}$,
\[
\mathbb{V}_{\mathbb{R}^n}[\mu[f(z)] \leq \frac{1}{n} \int_{\mathbb{R}^n} \langle (\text{Hess } J(x))^{-1}\nabla f(x), \ \nabla f(x) \rangle \ J(x) \ d\mu(x). \tag{9.9}
\]
Fact 9.5 extends the Brascamp–Lieb variance inequality to a special class of concave measures. Nguyen [Ngu14] proved this result using Hörmander’s $L_2$ method. It improves on a bound that Bobkov & Ledoux [BLO9] derived from the Borell–Brascamp–Lieb variance inequality [Bor75, BL76].

**Proof of Lemma 9.4.** Fix the parameter $\theta \in \mathbb{R}$. To apply Nguyen’s variance inequality, we need to perturb the potential $\bar{J}_\theta$ so that it is strongly convex. For each $\varepsilon > 0$, set
\[
J^\varepsilon(x) := \bar{J}_\theta(x) + \varepsilon \|x\|^2 / 2, \quad \text{recalling that} \quad \bar{J}_\theta(x) = \left[1 + e^{-2\theta} \text{dist}^2(x)\right]^{1/2}. \tag{9.9}
\]
Next, define the function $f$ and compute its gradient:
\[
f(x) = \bar{J}_\theta(x)^{-2} \quad \text{and} \quad \nabla f(x) = \frac{-2}{\bar{J}_\theta(x)^3} \nabla \bar{J}_\theta(x). \tag{9.10}
\]
Let us continue to the main argument.

Our duty is to evaluate the quadratic form induced by the inverse Hessian of the perturbed potential $J^\varepsilon$ at the vector $\nabla f$. First, use the definition (9.3) of the potential $\bar{J}_\theta$ and Fact 7.4 to calculate that
\[
\|\nabla \bar{J}_\theta(x)\|^2 = e^{-2\theta} (1 - \bar{J}_\theta(x)^{-2}). \tag{9.11}
\]
Differentiate (9.11) again:
\[(\text{Hess } \tilde{f}_\theta(x)) \nabla \tilde{f}_\theta(x) = \frac{1}{2} \nabla \left\| \nabla \tilde{f}_\theta(x) \right\|^2 = \frac{1}{2} \nabla \left[ e^{-2\theta} (1 - \tilde{f}_\theta(x)^{-2}) \right] = -\frac{e^{-2\theta}}{2} \nabla f(x).\]
We have used (9.10) in the last step. Consequently, the perturbed potential (9.9) satisfies
\[(\text{Hess } f^\varepsilon(x)) \nabla \tilde{f}_\theta(x) = -\frac{e^{-2\theta}}{2} \nabla f(x) + \varepsilon \nabla \tilde{f}_\theta(x) = \frac{1}{2} [e^{-2\theta} + \varepsilon \tilde{f}_\theta(x)^3] \nabla f(x).\]
Multiply through by the inverse Hessian and rearrange:
\[(\text{Hess } f^\varepsilon(x))^{-1} \nabla f(x) = -\frac{2}{e^{-2\theta} + \varepsilon \tilde{f}_\theta(x)^3} \nabla \tilde{f}_\theta(x).\]
Take the inner product with \(\nabla f\) and multiply by \(f^\varepsilon\):
\[
\left\langle (\text{Hess } f^\varepsilon(x))^{-1} \nabla f(x), \nabla f(x) \right\rangle f^\varepsilon(x)
\]
\[
= \frac{4}{e^{-2\theta} + \varepsilon \tilde{f}_\theta(x)^3} \tilde{f}_\theta(x)^{-3} \left\| \nabla \tilde{f}_\theta(x) \right\|^2 f^\varepsilon(x)
\]
\[
= \frac{4e^{-2\theta}}{e^{-2\theta} + \varepsilon \tilde{f}_\theta(x)^3} \left[ \tilde{f}_\theta(x)^{-2} (1 - \tilde{f}_\theta(x)^{-2}) + \varepsilon \left\| x \right\|^2 (1 - \tilde{f}_\theta(x)^{-2})/2 \right].
\]
We have used (9.10) to reach the second line. The third line requires (9.11) and the definition (9.9) of the perturbed potential \(f^\varepsilon\). Taking the limit as \(\varepsilon \downarrow 0\),
\[
\left\langle (\text{Hess } \tilde{f}_\theta(x))^{-1} \nabla f(x), \nabla f(x) \right\rangle \tilde{f}_\theta(x) = 4 \tilde{f}_\theta(x)^{-2} (1 - \tilde{f}_\theta(x)^{-2})
\]
This computation gives us the integrand in Nguyen's variance inequality.

Fact 9.5 applies to the strongly convex potential \(f^\varepsilon\) and the function \(f\). By dominated convergence, the inequality also remains valid in the limit as \(\varepsilon \downarrow 0\). Thus, for \(x \sim \bar{\mu}_\theta\),
\[
\text{Var}[\tilde{f}_\theta(z)^{-2}] = \text{Var}[f(z)] \leq \frac{4}{n} \mathbb{E} \left[ \tilde{f}_\theta(z)^{-2} (1 - \tilde{f}_\theta(z)^{-2}) \right].
\]
The rest is simple algebra. Rewrite the expectation on the right-hand side as
\[
\mathbb{E} \left[ \tilde{f}_\theta(z)^{-2} (1 - \tilde{f}_\theta(z)^{-2}) \right] = \mathbb{E}[\tilde{f}_\theta(z)^{-2}] \cdot \mathbb{E}[1 - \tilde{f}_\theta(z)^{-2}] - \text{Var}[\tilde{f}_\theta(z)^{-2}].
\]
Some manipulations yield the bound
\[
\text{Var}[\tilde{f}_\theta(z)^{-2}] \leq \frac{4}{n+4} \mathbb{E}[\tilde{f}_\theta(z)^{-2}] \cdot \mathbb{E}[1 - \tilde{f}_\theta(z)^{-2}].
\]
This is the advertised result. 

9.6. **Proof of Proposition 6.4.** We may now complete the proof of the thermal variance bound, Proposition 6.4. First, Lemmas 9.3 and 9.4 imply that
\[(n+1)(n+3) \cdot \text{Var}[\tilde{f}_\theta(z)^{-2}] \leq 4(n+1) \cdot \mathbb{E}[\tilde{f}_\theta(z)^{-2}] \cdot \mathbb{E}[1 - \tilde{f}_\theta(z)^{-2}] \quad (9.12)\]
\[
\overset{(9.5)}{=} 
\frac{4 \xi'_f(\theta) \cdot [(n+1) - \xi'_f(\theta)]}{n+1}.
\]
Applying Lemma 9.3 again,
\[
\xi''_f(\theta) \overset{(9.6)}{=} (n+1)(n+3) \cdot \text{Var}[\tilde{f}_\theta(z)^{-2}] - \frac{2 \xi'_f(\theta) \cdot ([n+1] - \xi'_f(\theta))}{n+1}
\]
\[
\overset{(9.12)}{\leq} \frac{2 \xi'_f(\theta) \cdot [(n+1) - \xi'_f(\theta)]}{n+1}.
\]
We have finished the argument.

10. MOVING FLATS: PHASE TRANSITIONS

We are now prepared to demonstrate the existence of phase transitions in classic integral geometry problems. The first step in our program is to rewrite integral geometry formulas in terms of weighted intrinsic volumes (Appendix C). Then we can apply concentration of the weighted intrinsic volumes to obtain new insights on integral geometry.

This section treats two questions involving moving flats. There are strong formal parallels between these two results, reflecting the duality between projections and slices. In Section 11, we turn to problems involving moving convex bodies.

10.1. Random Projections. First, we take up the question about projecting a convex body onto a random subspace; see Figure 4.1 for a schematic.

10.1.1. The Projection Formula. The projection formula describes the average rotation volumes of a projection of a convex body onto a random subspace of a given dimension.

**Fact 10.1 (Projection Formula).** Consider a nonempty convex body $K \subset \mathbb{R}^n$. For each subspace dimension $m = 0, 1, 2, \ldots, n$, and each index $i = 0, 1, 2, \ldots, m,$

$$\int_{Gr(m,n)} \hat{\nu}^m_i (K|L) \nu_m (dL) = \hat{\nu}^n_{n-m+i} (K) \quad \text{for } i = 0, 1, 2, \ldots, m. \quad (10.1)$$

The superscripts indicate the ambient dimension in which the rotation volumes are computed, viz.

$$\hat{\nu}^m_i (M) := \frac{\omega_{m+1}}{\omega_{i+1}} \nu_{m-i} (M), \quad \text{while} \quad \hat{\nu}^n_i (M) := \frac{\omega_{n+1}}{\omega_{i+1}} \nu_{n-i} (M)$$

The Grassmannian $Gr(m, n)$ is equipped with its invariant probability measure $\nu_m$; see Appendix A.3.

Fact 10.1 follows from Fact C.4, the formulation in terms of intrinsic volumes, and Lemma C.2. Roughly speaking, it shows that random projection acts as a shift operator on the sequence of rotation volumes. The case $i = 0$ corresponds to Kubota’s formula. The case $i = 0$ and $m = n - 1$ is equivalent to Cauchy’s surface area formula.

We can give a probabilistic interpretation of the random projection formula in terms of the rotation volume random variable. Define

$$\text{RandProj}_m (K) := \int_{Gr(m,n)} \frac{\hat{\nu}^m (K|L)}{\hat{\nu}^n (K)} \nu_m (dL) = \sum_{i=0}^m \frac{\hat{\nu}^n_{n-i} (K)}{\hat{\nu}^n (K)} = \mathbb{P} \left\{ \hat{V}_K \leq m \right\}. \quad (10.2)$$

The superscript on the total rotation volumes $\hat{\nu}^m$ and $\hat{\nu}^n$ reflects the ambient dimension. The second relation follows when we sum (10.1) over indices $i = 0, 1, 2, \ldots, m$ and then divide by the total rotation volume $\hat{\nu}^n (K)$. In the last step, we have identified a probability involving $\hat{V}_K$, the rotation volume random variable (3.1). The exact formula (10.2) also implies that RandProj$_m (K)$ is bounded between zero and one.

10.1.2. The Approximate Projection Formula. In this section, we complete the proof of Theorem III, the phase transition for random projections. To do so, we reparameterize the dimension $m$ of the random subspace as $m = \delta (K) + t$ for $t \in \mathbb{R}$. The Bernstein inequality (6.1) for rotation volume random variable states that, for $t \neq 0$,

$$\mathbb{P} \left\{ \frac{\hat{V}_K - \delta (K)}{t} \geq 1 \right\} \leq \exp \left( \frac{-t^2/2}{\delta (K) + |t|/3} \right) =: p(t).$$
For a proportion \( \alpha \in (0, 1) \), invert the tail probability function to see that
\[
p(t) \leq \alpha \quad \text{if and only if} \quad |t| \geq \left[ 2\hat{\delta}(K) \log(1/\alpha) + \frac{1}{3} \log^2(1/\alpha) \right]^{1/2} + \frac{1}{3} \log(1/\alpha).
\]
Using the subadditivity of the square root, we can relax this to a simpler bound. Define the transition width
\[
t_*(\alpha) := \left[ 2\hat{\delta}(K) \log(1/\alpha) \right]^{1/2} + \frac{2}{3} \log(1/\alpha).
\]
We have shown that
\[
|t| \geq t_*(\alpha) \quad \text{implies} \quad P \left\{ \frac{\hat{I}_K - \hat{\delta}(K)}{t} \geq 1 \right\} \leq \alpha.
\]
Use the relation \( m = \hat{\delta}(K) + t \) and rearrange to obtain the pair of implications
\[
\begin{align*}
m \leq \hat{\delta}(K) - t_*(\alpha) & \quad \text{implies} \quad P \left\{ \hat{I}_K \leq m \right\} \leq \alpha; \quad \text{and} \\
m \geq \hat{\delta}(K) + t_*(\alpha) & \quad \text{implies} \quad P \left\{ \hat{I}_K \geq m \right\} \leq \alpha \quad \text{implies} \quad P \left\{ \hat{I}_K \leq m \right\} \geq 1 - \alpha.
\end{align*}
\]

Last, invoke the formula (10.2) to replace the probability, \( P \left\{ \hat{I}_K \leq m \right\} \), by the integral geometric quantity, RandProj\(_m\)(K). This completes the proof of Theorem III.

10.2. Random Slices. Next, we consider the dual problem of slicing a convex body by a random affine space. An illustration appears in Figure 4.6.

10.2.1. The Slicing Formula. The slicing formula, which is attributed to Crofton, describes the total content of the slices of a convex body by affine spaces of a given dimension.

**Fact 10.2** (Slicing Formula). Consider a nonempty convex body \( K \subset \mathbb{R}^n \). For each affine space dimension \( m = 0, 1, 2, \ldots, n \) and each index \( i = 0, 1, 2, \ldots, m \),
\[
\int_{A\!(m,n)} \bar{\nu}_i(K \cap E) \mu_m(dE) = \bar{\nu}_{n-m+i}(K).
\]

The rigid motion volumes are calculated with respect to the ambient dimension \( n \). The affine Grassmannian \( A\!(m, n) \) is equipped with its invariant measure \( \mu_m \); see Appendix A.

Fact 10.2 follows from Fact C.5 and Lemma C.2. Our formulation shows that random slicing acts as a shift operator on the sequence of rigid motion volumes; note the formal similarity between (10.3) and the analogous result (10.1) for random projections. Of particular interest is the case \( i = 0 \), which expresses the measure of the set of affine spaces that hit \( K \).

As above, the formula (10.3) has a probabilistic interpretation. Define
\[
\text{RandSlice}_m(K) := \int_{A\!(m,n)} \frac{\bar{W}(K \cap E)}{\bar{W}(K)} \mu_m(dE) = \sum_{i=0}^m \frac{\bar{\nu}_{n-i}(K)}{\bar{W}(K)} = P \left\{ \hat{I}_K \leq m \right\}.
\]

To reach the second relation, sum (10.3) over \( i = 0, 1, 2, \ldots, m \), and divide by the total rigid motion volume \( \bar{W}(K) \). We have recognized a probability involving \( \hat{I}_K \), the rigid motion random variable (3.1).

In particular, the formula (10.4) demonstrates that RandSlice\(_m\)(K) is bounded between zero and one. A striking feature of the slicing problem is that a much stronger condition holds:
\[
0 \leq \frac{\bar{W}(K \cap E)}{\bar{W}(K)} \leq 1 \quad \text{for all} \ E \in A\!(m, n).
\]
This relation is a straightforward consequence of the fact that intrinsic volumes are monotone increasing with respect to set inclusion.
10.2.2. The Approximate Slicing Formula. Let us continue with the proof of Theorem V. The argument is almost identical with the proof of Theorem III, so we will leave out some details. Rewrite the dimension $m$ of the affine space as $m = \delta(K) + t$ for $t \in \mathbb{R}$. The Bernstein inequality (6.3) for the rigid motion volume random variable states that, for $t \neq 0$,
\[
\mathbb{P}\left\{ \frac{\hat{I}_K - \tilde{\delta}(K)}{t} \geq 1 \right\} \leq \exp\left( \frac{-t^2 / 4}{\tilde{\sigma}^2(K) + |t| / 3} \right) \text{ where } \tilde{\sigma}^2(K) := \tilde{\delta}(K) \wedge ((n + 1) - \tilde{\delta}(K)).
\]
For a proportion $\alpha \in (0, 1)$, the transition width is
\[
t_\alpha(\alpha) := \left[ 4\tilde{\sigma}^2(K) \log(1/\alpha) \right]^{1/2} + \frac{1}{3} \log(1/\alpha).
\]
Repeating the arguments from Section 10.1,
\[
m \leq \tilde{\delta}(K) - t_\alpha(\alpha) \quad \text{implies} \quad \text{RandSlice}_m(K) \leq \alpha;
\]
\[
m \geq \tilde{\delta}(K) + t_\alpha(\alpha) \quad \text{implies} \quad \text{RandSlice}_m(K) \geq 1 - \alpha.
\]
Collect the results to obtain Theorem V.

11. Moving Bodies: Phase Transitions

In this section, we consider problems involving two moving bodies. The approach is similar to the argument in Section 10. The main technical difference is that the integral geometry formulas involve weighted intrinsic volumes of both convex bodies.

11.1. Rotation Means. First, we consider what happens when we add a randomly rotated convex body to a fixed convex body. See Figure 4.4 for a picture.

11.1.1. The Rotation Mean Formula. The rotation mean formula gives an exact account of the rotation volumes of the Minkowski sum of a fixed convex body and a randomly rotated convex body.

Fact 11.1 (Rotation Mean Value Formula). Consider two nonempty convex bodies $K, M \subset \mathbb{R}^n$. Then
\[
\int_{SO(n)} \hat{V}_i(K + OM) \nu(dO) = \sum_{j \geq i} \hat{V}_j(K) \hat{V}_{n+i-j}(M) \quad \text{for } i = 0, 1, 2, \ldots, n. \tag{11.1}
\]
The rotation volumes are computed with respect to the ambient dimension $n$. The special orthogonal group $SO(n)$ is equipped with its invariant probability measure $\nu$; see Appendix A.2.

Fact 11.1 is attributed to Hadwiger. Our formulation follows from Fact C.6 and Lemma C.2. It shows that a rotation mean corresponds with a convolution of the rotation volumes. The special case $M = \lambda B^n$ is equivalent to the Steiner formula (2.2).

We can easily obtain a probabilistic interpretation of the rotation mean value formula. Define
\[
\text{RotMean}(K, M) := \int_{SO(n)} \frac{\hat{W}(K + OM)}{\hat{W}(K) \hat{W}(M)} \nu(dO) = \sum_{i+j \geq n} \frac{\hat{V}_i(K) \hat{V}_j(M)}{\hat{W}(K) \hat{W}(M)} = \mathbb{P}\left\{ \hat{I}_K + \hat{I}_M \geq n \right\}. \tag{11.2}
\]
To obtain the second relation, sum (11.1) over $i = 0, 1, 2, \ldots, n$, and divide by the product $\hat{W}(K) \hat{W}(M)$ of the total rotation volumes. In this expression, $\hat{I}_K$ and $\hat{I}_M$ are independent rotation volume random variables (3.1) associated with the convex bodies $K$ and $M$. As a consequence of (11.2), we immediately recognize that the integral $\text{RotMean}(K, M)$ is bounded between zero and one.

11.1.2. The Approximate Rotation Mean Formula. We may now establish Theorem IV. Define the total rotation volume
\[
\hat{\Lambda}(K, M) := \hat{\delta}(K) + \hat{\delta}(M) \in [0, 2n].
\]
Parameterize the phase transition by writing \( \hat{\bar{\Delta}}(K, M) = n + t \) for \( t \in \mathbb{R} \). The Bernstein inequality (6.2) for the sum of rotation mean random variables states that
\[
\mathbb{P}\left( \frac{\bar{I}_K + \bar{I}_M - \hat{\bar{\Delta}}(K, M)}{t} \geq 1 \right) \leq \exp\left( -\frac{t^2}{2} \right) \mathbb{E}\left( \hat{\bar{\Delta}}(K, M) + |t|/3 \right) \text{ for } t \neq 0.
\]

For a proportion \( \alpha \in (0, 1) \), set the transition width
\[
t_\star(\alpha) := \left[ 2\hat{\bar{\Delta}}(K, M) \log(1/\alpha) \right]^{1/2} + \frac{1}{3} \log(1/\alpha).
\]

We find that
\[
|t| \geq t_\star(\alpha) \text{ implies } \mathbb{P}\left( \frac{\bar{I}_K + \bar{I}_M - \hat{\bar{\Delta}}(K, M)}{t} \geq 1 \right) \leq \alpha.
\]

Rearrange this inequality to determine that
\[
\hat{\bar{\Delta}}(K, M) \geq n + t_\star(\alpha) \text{ implies } \text{RotMean}(K, M) \leq \alpha;
\]
\[
\hat{\bar{\Delta}}(K, M) \leq n - t_\star(\alpha) \text{ implies } \text{RotMean}(K, M) \geq 1 - \alpha.
\]

We have established Theorem IV.

11.2. The Kinematic Formula. Last, we turn to the kinematic formula, which describes how two moving convex bodies intersect; see the illustration in Figure 4.8. This setting is dual to the problem of rotation means.

11.2.1. Exact Kinematics. The kinematic formula expresses the rigid motion volumes of an intersection of a fixed convex body and a randomly transformed convex body.

**Fact 11.2** (Kinematic Formula). Consider two nonempty bodies \( K, M \subset \mathbb{R}^n \). For each \( i = 0, 1, 2, \ldots, n \),
\[
\int_{\text{SE}(n)} \tilde{V}_i(K \cap gM) \mu(\text{dg}) = \sum_{j \geq i} \tilde{V}_j(K) \tilde{V}_{n+j-I}(M) \text{ for } i = 0, 1, 2, \ldots, n. \tag{11.3}
\]
The rigid motion volumes are calculated with respect to the ambient dimension \( n \). The group \( \text{SE}(n) \) is equipped with its invariant measure \( \mu \); see Section A.

Fact 11.2 goes back to work of Blaschke, Santaló, Chern and others. The statement here follows from Fact C.7 and Lemma C.2. Our formulation states that random intersection acts as convolution on sequences of rigid motion volumes; note the formal parallel between (11.3) and (11.1), the expression for rotation means. The special case \( i = 0 \) is called the principal kinematic formula, and it describes the measure of the set of rigid motions that bring \( M \) into contact with \( K \).

To obtain a probabilistic formulation, define
\[
\text{Kinematic}(K, M) := \int_{\text{SE}(n)} \frac{\tilde{W}(K \cap gM)}{\tilde{W}(K) \tilde{W}(M)} \mu(\text{dg}) = \sum_{i+j \geq n} \frac{\tilde{V}_j(K) \tilde{V}_{n+j-I}(M)}{\tilde{W}(K) \tilde{W}(M)} = \mathbb{P}\left\{ \bar{I}_K + \bar{I}_M \geq n \right\}. \tag{11.4}
\]
The second relation follows when we sum (11.3) over \( i = 0, 1, 2, \ldots, n \) and divide by the product \( \tilde{W}(K) \tilde{W}(M) \) of the total rigid motion volumes. In this formula, \( \bar{I}_K \) and \( \bar{I}_M \) are independent rigid motion volume random variables associated with the sets \( K \) and \( M \). The formula (11.4) also demonstrates that \( \text{Kinematic}(K, M) \) is bounded between zero and one.

11.2.2. Approximate Kinematics. Finally, we establish Theorem VI. Introduce the total rigid motion volume
\[
\tilde{\bar{\Delta}}(K, M) := \tilde{\delta}(K) + \tilde{\delta}(M) \in [0, 2n] .
\]

Define the variance proxy
\[
\bar{\nu}(K, M) := \left[ \tilde{\delta}(K) \wedge ((n + 1) - \tilde{\delta}(K)) \right] + \left[ \tilde{\delta}(M) \wedge ((n + 1) - \tilde{\delta}(M)) \right] \in [0, n + 1].
\]
We parameterize the phase transition as \( \tilde{\Delta}(K, M) = n + t \) for \( t \in \mathbb{R} \). The Bernstein inequality (6.4) for the sum of rigid motion volume random variables ensures that
\[
\mathbb{P} \left\{ \frac{\tilde{I}_K + \tilde{I}_M - \tilde{\Delta}(K, M)}{t} \geq 1 \right\} \leq \exp \left( \frac{-t^2/4}{\bar{\nu}(K, M) + |t|/3} \right) \quad \text{for } t \neq 0.
\]

For a proportion \( \alpha \in (0, 1) \), we define the transition width
\[
t_*(\alpha) := \left[ 4\bar{\nu}(K, M) \log(1/\alpha) \right]^{1/2} + \frac{4}{3} \log(1/\alpha).
\]

With this notation,
\[
|t| \geq t_*(\alpha) \quad \text{implies} \quad \mathbb{P} \left\{ \frac{\tilde{I}_K + \tilde{I}_M - \tilde{\Delta}(K, M)}{t} \geq 1 \right\} \leq \alpha.
\]

This inequality implies that
\[
\tilde{\Delta}(K, M) \geq n + t_*(\alpha) \quad \text{implies} \quad \text{Kinematic}(K, M) \leq \alpha;
\]
\[
\tilde{\Delta}(K, M) \leq n - t_*(\alpha) \quad \text{implies} \quad \text{Kinematic}(K, M) \geq 1 - \alpha.
\]

This result is stronger than Theorem VI, which follows from the loose bound \( \bar{\nu}(K, M) \leq \tilde{\Delta}(K, M) \).

11.3. **Iteration.** Both the rotation mean formula, Fact 11.1, and the kinematic formula, Fact 11.2, can be iterated to handle combinations of more than two convex bodies. For example, see [SW08, Thm. 5.1.5]. It is straightforward to extend our methods to obtain phase transitions for combinations of many moving convex bodies. We omit further discussion.

### 12. Conclusions and Outlook

To recapitulate: We have discovered that several major problems in integral geometry exhibit sharp phase transitions. To explain these phenomena, we cast the integral geometry formulas in terms of weighted intrinsic volumes. These reformulations reveal that each result has a natural expression as a probability involving weighted intrinsic volume random variables. The phase transition arises as a consequence of the fact that these random variables concentrate around their expectations.

The main technical contribution of the paper is to prove that weighted intrinsic volumes concentrate. This argument first rewrites the exponential moments of the sequence of weighted intrinsic volumes in terms of a distance integral. The distance integral can be interpreted as the variance of a function with respect to a continuous concave measure. We bound the distance integral using a variance inequality for concave measures. These variance inequalities emerged from research on functional extensions of the Brunn–Minkowski inequality, so geometry is central to our whole program.

Our approach can be generalized in several different directions. On the probabilistic side, it is likely that weighted intrinsic volumes satisfy a central limit theorem, analogous to the one derived for conic intrinsic volumes in [GNP17]. On the geometric side, the intrinsic volume sequence is a special case of the sequence of mixed volumes of two convex bodies. We anticipate that our techniques can be used to prove that the sequence of mixed volumes also concentrates, and we plan to investigate consequences of this phenomenon in geometry, combinatorics, and algebra.

### Appendix A. Invariant Measures

Integral geometry problems involve integration over spaces of geometric objects, equipped with invariant measures. To formulate these questions correctly, we must be quite explicit about the construction of the measures. Many mysteries in geometric probability, such as Bertrand’s paradox [Ber72, pp. 5–6], can be traced to a confusion about the random model. The material in this section is summarized from [SW08, Chaps. 5, 13].
A.1. Notational Collision. We have chosen to stick with the standard notation from [SWo8] for invariant measures. Although this notation collides with the symbols we previously used for concave measures, we do not use these constructions simultaneously, so there is no risk of confusion.

A.2. The Special Orthogonal Group. Recall that the special orthogonal group SO(\(n\)) consists of all rotations acting on \(\mathbb{R}^n\). We identify the group with its representation as the family of all \(n \times n\) orthogonal matrices with determinant one, acting on itself by matrix multiplication. Since the special orthogonal group is compact (in the relative topology), it admits a unique invariant probability measure, denoted by \(\nu\). That is,
\[
\nu(OS) = \nu(S) \quad \text{for all } O \in \text{SO}(n) \text{ and Borel } S \subseteq \text{SO}(n).
\]
Furthermore, the measure is scaled so that \(\nu(\text{SO}(n)) = 1\).

A.3. The Grassmannian. The (real) Grassmannian \(\text{Gr}(m, n)\) is the collection of all \(m\)-dimensional subspaces in the Euclidean space \(\mathbb{R}^n\). The special orthogonal group SO(\(n\)) acts on \(\text{Gr}(m, n)\) by rotation.

Fix a reference subspace \(L_{*} \in \text{Gr}(m, n)\); the particular choice has no downstream effect. We can construct a unique rotation-invariant probability measure \(\nu_{m}\) on \(\text{Gr}(m, n)\) as the push-forward of the measure \(\nu\) on SO(\(n\)) via the map \(O \mapsto \theta_{O}L_{*}\). The measure satisfies
\[
\nu_{m}(OS) = \nu_{m}(S) \quad \text{for all } O \in \text{SO}(n) \text{ and Borel } S \subseteq \text{Gr}(m, n).
\]
The total measure of the Grassmannian satisfies \(\nu_{m}(\text{Gr}(m, n)) = 1\). In fact, the invariance property extends to the full orthogonal group because negation acts as the identity map on the Grassmannian.

A.4. The Group of Proper Rigid Motions. The special Euclidean group SE(\(n\)) consists of proper rigid motions on \(\mathbb{R}^n\). More precisely, a proper rigid motion \(g\) acts on \(\mathbb{R}^n\) first by applying a rotation \(O\) and then applying a translation \(\tau_x\) by a vector \(x\). The group product is composition.

Introduce the notation \(\text{Leb}_m\) for the Lebesgue measure on an \(m\)-dimensional subspace of \(\mathbb{R}^n\). We construct an invariant measure \(\mu\) on SE(\(n\)) as the push-forward of the measure \(\nu \times \text{Leb}_n\) on the product space \(\text{SO}_n \times \mathbb{R}^n\) under the map \((O, x) \mapsto \tau_x \circ O\). In other words,
\[
\mu(gS) = \mu(S) \quad \text{for all } g \in \text{SE}(n) \text{ and Borel } S \subseteq \text{SE}(n).
\]
Unraveling the definitions, we learn that the measure \(\mu\) satisfies the normalization
\[
\mu\{g \in \text{SE}(n) : g0_n \in B^n\} = \kappa_n. \tag{A.1}
\]
In other words, the measure of the set of proper rigid motions that keeps the origin \(0_n\) within the Euclidean unit ball equals the Lebesgue measure of the ball. In (A.1), we can replace the origin by any other point without changing the construction. Subject to the normalization (A.1), the measure \(\mu\) is the unique rigid-motion-invariant measure on SE(\(n\)).

A.5. The Affine Grassmannian. The affine Grassmannian \(\text{Af}(m, n)\) consists of all affine subspaces of \(\mathbb{R}^n\) with dimension \(m\). The group SE(\(n\)) of rigid motions acts on \(\text{Af}(m, n)\) in the obvious way.

Fix a reference affine space \(E_{*} \in \text{Af}(m, n)\). We can construct a unique measure \(\mu_{m}\) on \(\text{Af}(m, n)\) that is invariant under proper rigid motions as the push-forward of the measure \(\mu\) on SE(\(n\)) via the map \(g \mapsto gE_{*}\). The invariance property of the measure \(\mu_{m}\) means that
\[
\mu_{m}(gS) = \mu_{m}(S) \quad \text{for all } g \in \text{SE}(n) \text{ and Borel } S \subseteq \text{Af}(m, n).
\]
In fact, the measure is invariant over the full group of rigid motions, E(\(n\)), because negation is an involution on \(\text{Af}(m, n)\). The normalization is
\[
\mu_{m}\{E \in \text{Af}(m, n) : B^n \cap E \neq \emptyset\} = \kappa_{n-m}. \tag{A.2}
\]
In other words, the measure of the set of \( m \)-dimensional affine spaces that hit the Euclidean unit ball equals the volume of the \( (n - m) \)-dimensional ball.

### APPENDIX B. ELEMENTS OF INTEGRAL GEOMETRY

This section summarizes the key properties of the intrinsic volumes. Then we outline Hadwiger’s approach to integral geometry, which highlights why intrinsic volumes are so significant. As a concrete example of this methodology, we derive a particular case of Crofton’s formula.

#### B.1. Properties of (Weighted) Intrinsic Volumes

We begin with an overview of the properties of the intrinsic volume functionals. Let \( K, M \subset \mathbb{R}^n \) be convex bodies. For each index \( i = 0, 1, 2, \ldots, n \), the intrinsic volume \( V_i \) is:

1. **Nonnegative**: \( V_i(K) \geq 0 \).
2. **Monotone**: \( M \subseteq K \) implies \( V_i(M) \leq V_i(K) \).
3. **Homogeneous**: \( V_i(\lambda K) = \lambda^i V_i(K) \) for each \( \lambda \geq 0 \).
4. **Invariant**: \( V_i(gK) = V_i(K) \) for each rigid motion \( g \). That is, \( g \) acts by rotation, reflection, and translation.
5. **Intrinsic**: \( V_i(K) = V_i(K \times \{0\}) \) for each natural number \( r \).
6. **A Valuation**: \( V_i(\emptyset) = 0 \). If \( M \cup K \) is also a convex body, then
   \[
   V_i(M \cap K) + V_i(M \cup K) = V_i(M) + V_i(K).
   \]

This is a restricted version of the additivity property satisfied by a measure.

7. **Continuous**: If \( K_m \rightarrow K \) in the Hausdorff metric, then \( V_i(K_m) \rightarrow V_i(K) \).

It is clear from the definitions (2.4) and (2.5) that the rotation volumes, \( \hat{V}_i \), and the rigid motion volumes, \( \hat{V}_i \), are not intrinsic, but they enjoy the other six properties on the list. Note that, because of the indexing, the rotation volume \( \hat{V}_i \) on \( \mathbb{R}^n \) is homogeneous of degree \( n - i \). Similarly, the total rotation volume, \( \hat{W}_i \), and the total rigid motion volume, \( \hat{W}_i \), are neither homogeneous nor intrinsic, but they share the other five properties of the intrinsic volumes.

#### B.2. Hadwiger’s Approach to Integral Geometry

There is a remarkable and illuminating path to the main formulas of integral geometry that proceeds via a deep theorem of Hadwiger [Had51, Had52, Had57].

**Fact B.1** (Hadwiger’s Functional Theorem). *Suppose that \( F \) is a rigid-motion-invariant, continuous valuation on the space of convex bodies in \( \mathbb{R}^n \). Then \( F \) is a linear combination of the intrinsic volumes \( V_0, V_1, \ldots, V_n \).*

See [SWo8, Thm. 14.4.6] for a proof of this result. The critical step is to verify that the \( n \)-th intrinsic volume, \( V_n \), is the only rigid-motion-invariant, continuous valuation on \( \mathbb{R}^n \) that assigns the value one to the cube \( Q^n \) and zero to every convex body with dimension strictly less than \( n \). This is analogous to the fact that the Lebesgue measure, Leb, is the unique translation-invariant measure on Borel sets in \( \mathbb{R}^n \). The technical impediment to proving Fact B.1 is that convex bodies form a smaller class than Borel sets, so they provide fewer constraints on the valuation.

A canonical method for obtaining an invariant, continuous valuation \( F \) is to integrate a continuous valuation \( \varphi \) over a space of geometric objects, such as the group \( E(n) \) of all rigid motions. Then Fact B.1 demonstrates that

\[
F(K) := \int_{E(n)} \varphi(gK) \, \mu(dg) = \sum_{i=0}^{n} a_i V_i(K) \quad \text{for} \ a_i \in \mathbb{R}.
\]

To determine the coefficients \( a_i \), we typically evaluate the functional \( F \) on simple convex bodies, such as Euclidean balls. This methodology can be used to obtain many results in integral geometry.
Our approach to integral geometry replaces the intrinsic volumes with either the rotation volumes or the rigid motion volumes, depending on the transformation group in the problem. In the context of Hadwiger's functional theorem, this simply amounts to a change of basis for the linear space of invariant, continuous valuations.

B.3. Example: Crofton’s Formula. To illustrate how Hadwiger’s functional theorem is deployed, let us derive Crofton’s slicing formula. For a convex body \( K \subset \mathbb{R}^n \) and an affine space \( E \in \mathcal{A}(m, n) \), introduce the functional \( \varphi(K; E) := V_0(K \cap E) \). We easily verify that \( \varphi(\cdot; E) \) is a continuous valuation for each choice of \( E \). Set

\[
F(K) := \int_{\mathcal{A}(m, n)} \varphi(K; E) \mu_m(dE) = \int_{\mathcal{A}(m, n)} V_0(K \cap E) \mu_m(dE).
\]

The functional \( F \) inherits the continuous valuation property from \( \varphi \). The functional \( F \) is also invariant under rigid motions. Indeed, for each \( g \in E(n) \),

\[
F(gK) = \int_{\mathcal{A}(m, n)} V_0((gK) \cap E) \mu_m(dE)
= \int_{\mathcal{A}(m, n)} V_0(K \cap (g^{-1}E)) \mu_m(dE) = \int_{\mathcal{A}(m, n)} V_0(K \cap E) \mu_m(dE) = F(K).
\]

This point follows from the rigid motion invariance of the Euler characteristic \( V_0 \) and the measure \( \mu_m \). An application of Fact B.1 yields

\[
F(K) = \int_{\mathcal{A}(m, n)} V_0(K \cap E) \mu_m(dE) = \sum_{i=0}^{n} a_i V_i(K).
\]

To calculate the coefficients \( a_i \), select \( K = \lambda B^n \) for a scalar parameter \( \lambda \geq 0 \).

\[
F(\lambda B^n) = \int_{\mathcal{A}(m, n)} V_0((\lambda B^n) \cap E) \mu_m(dE) = \kappa_{n-m} \cdot \lambda^{n-m}.
\]

We have used the formula (A.2) to evaluate the integral. On the other hand, using Example 2.2,

\[
F(\lambda B^n) = \sum_{i=0}^{n} a_i V_i(\lambda B^n) = \sum_{i=0}^{n} a_i \binom{n}{i} \frac{\kappa_n}{\kappa_{n-i}} \lambda^i.
\]

Matching terms in the polynomials in the last two displays, we can identify the value of \( \alpha_{n-m} \). The remaining coefficients vanish: \( a_i = 0 \) for \( i \neq n - m \). In summary,

\[
F(K) = \int_{\mathcal{A}(m, n)} V_0(K \cap E) \mu_m(dE) = \binom{n}{m} \frac{\kappa_m \kappa_{n-m}}{\kappa_n} \cdot V_{n-m}(K).
\]

This is Crofton’s famous result.

APPENDIX C. Reweighting Integral Geometry Formulas

Our work involves nonstandard presentations of classic formulas from integral geometry. This appendix describes the simple tools we need to translate the familiar statements into our language.

C.1. Structure Coefficients. Schneider & Weil [SWo8] phrase integral geometry results in terms of the standard intrinsic volumes. These formulations involve a family of structure coefficients.

Definition C.1 (Structure Coefficients). For nonnegative integers \( i \) and \( j \), introduce the structure coefficient

\[
e^i_j := \frac{i! \kappa_i}{j! \kappa_j}.
\]
This definition is extended to families \((i_1, \ldots, i_r)\) and \((j_1, \ldots, j_r)\) of nonnegative integers:

\[
c_{j_1, \ldots, j_r}^{i_1, \ldots, i_r} := \prod_{s=1}^{r} c_{j_s}^{i_s} = \prod_{s=1}^{r} \frac{i_s! \kappa_{j_s}}{j_s! \kappa_{j_s}}.
\]

The following simple result allows us to manipulate the structure coefficients. It is the source of the weights that appear in the rigid motion volumes and the rotation volumes.

**Lemma C.2** (Structure Coefficients). Consider four nonnegative integers \(i_1, i_2, j_1, j_2\) that satisfy the relation \(i_1 + i_2 = j_1 + j_2\). Then the structure coefficient can be written as

\[
c_{j_1, j_2}^{i_1, i_2} = \frac{\omega_{i_1+1}}{\omega_{i_2+1}} \cdot \frac{\omega_{j_2+1}}{\omega_{j_1+1}}.
\]

**Proof.** This statement follows instantly from Definition C.1, the formulas (2.1) for the volume and surface area of the Euclidean ball, and the Legendre duplication formula. \(\square\)

### C.2. Integral Geometry with Intrinsic Volumes

For completeness, we give the usual statements of the integral geometry formulas that we have studied in this paper. These formulations provide additional intuition and may be easier to interpret. Using Lemma C.2, these results lead to the corresponding statements in terms of the rotation volumes or the rigid motion volumes.

#### C.2.1. Cartesian Products

First, we note that the intrinsic volumes of a direct product are given by the convolution of the intrinsic volumes.

**Fact C.3** (Cartesian Products). Consider nonempty convex bodies \(K, M \subset \mathbb{R}^n\). For each index \(i = 0, 1, 2, \ldots, 2n\), the intrinsic volumes of the product satisfy

\[
V_i(K \times M) = \sum_{j \leq i} V_j(K) V_{i-j}(M).
\]

There is a simple proof of Fact C.3, due to Hadwiger [Had75], based on an integral representation (Corollary D.4) of the total intrinsic volume. See [SWo8, Lem. 14.2.1] or [LMN+20, Cor. 5.4].

#### C.2.2. Projection Formula

The projection formula appears as [SWo8, Thm. 6.2.2]; the simplest forms date back to work of Cauchy and Kubota.

**Fact C.4** (Projection Formula: Intrinsic Volumes). Consider a nonempty convex body \(K \subset \mathbb{R}^n\). For each subspace dimension \(m = 0, 1, 2, \ldots, n\) and each index \(i = 0, 1, 2, \ldots, m\),

\[
\int_{\text{Gr}(m,n)} V_i(K|L) \nu_m(dL) = c_{m,n-m-i}^{m,n-i} \cdot V_i(K).
\]

The Grassmannian \(\text{Gr}(m,n)\) is equipped with its invariant probability measure \(\nu_m\); see Appendix A.3.

The case \(m = i\) is called Kubota’s formula; it shows that the \(i\)th intrinsic volume of \(K\) is proportional to the average \(i\)-dimensional volume of projections of \(K\) onto \(i\)-dimensional subspaces. The case \(i = n - 1\) is called Cauchy’s formula; it expresses the surface area of \(K\) in terms of the average \((n-1)\)-dimensional volume of the projections of \(K\) onto hyperplanes through the origin.

#### C.2.3. Slicing Formula

The slicing formula is due to Crofton, and it appears as [SWo8, Thm. 5.1.1].

**Fact C.5** (Slicing Formula: Intrinsic Volumes). Consider a nonempty convex body \(K \subset \mathbb{R}^n\). For each affine space dimension \(m = 0, 1, 2, \ldots, n\) and each index \(i = 0, 1, 2, \ldots, m\),

\[
\int_{\text{Aff}(m,n)} V_i(K \cap E) \mu_m(dE) = c_{i,n}^{m,n-m+i} \cdot V_{n-m+i}(K).
\]

The affine Grassmannian \(\text{Aff}(m,n)\) is equipped with its invariant measure \(\mu_m\); see Appendix A.5.
Of particular interest is the case $i = 0$. Indeed, the Euler characteristic $V_0(K \cap E)$ registers whether the affine space $E$ intersects the set $K$. Thus, the slicing formula shows that the intrinsic volume $V_{n-m}(K)$ is proportional to the measure of the set of $m$-dimensional affine spaces that hit $K$.

C.2.4. **Rotation Mean Formula.** The rotation mean formula is attributed to Hadwiger; see [SW08, Thm. 6.1.1].

**Fact C.6 (Rotation Mean Value Formula: Intrinsic Volumes).** Consider two nonempty convex bodies $K, M \subset \mathbb{R}^n$. Then

$$\int_{SO(n)} V_i(K + OM) \nu(dO) = \sum_{j=0}^{i} \binom{n+j-i}{n-i} \cdot V_j(K) V_{i-j}(M).$$

The special orthogonal group $SO(n)$ is equipped with its invariant probability measure $\nu$; see Appendix A.2.

The special case $M = \lambda B^n$ is equivalent to the Steiner formula (2.2).

C.2.5. **Kinematic Formula.** The kinematic formula goes back to work of Blaschke, Santaló, Chern and others. We have drawn the statement from [SW08, Thm. 5.1.3].

**Fact C.7 (Kinematic Formula).** Consider two nonempty bodies $K, M \subset \mathbb{R}^n$. For each $i = 0, 1, 2, \ldots, n$,

$$\int_{SE(n)} V_i(K \cap gM) \mu(dg) = \sum_{j=i}^{n} \binom{n+i-j}{n-j} \cdot V_j(K) V_{n+j}(M).$$

The group $SE(n)$ of proper rigid motions on $\mathbb{R}^n$ is equipped with its invariant measure $\mu$; see Appendix A.4.

The special case $i = 0$ is called the principal kinematic formula, and it describes the measure of the set of rigid motions that bring $M$ into contact with $K$.

C.3. **History: Renormalization.** The idea of renormalizing the intrinsic volumes to simplify integral geometry formulas is due to Nijenhuis [Nij74]; see also [SW08, pp. 176–177]. In addition to rescaling the intrinsic volumes, Nijenhuis also rescales the invariant measures. In contrast, we work with the standard scaling of the invariant measures and only modify the normalization of the intrinsic volumes. Although our reformulations are quite trivial, we have not been able to locate a reference for this approach in the literature. Therefore, we have given an appropriate amount of detail.

**APPENDIX D. Intrinsic Volumes: Refined Concentration**

Last, we state and prove a refined concentration inequality for the intrinsic volume random variable of a convex body, introduced in Section 2.2.

D.1. **Variance and Cgf.** Our main result for intrinsic volumes gives detailed bounds for the variance of the intrinsic volume random variable and its cgf. By standard manipulations, these statements lead to concentration inequalities.

**Theorem D.1 (Intrinsic Volumes: Variance and Cgf).** Let $K \subset \mathbb{R}^n$ be a nonempty convex body with intrinsic volume random variable $I_K$, as in Definition 3.1. Define the central intrinsic volume and its complement:

$$\delta(K) := \mathbb{E}[I_K] \quad \text{and} \quad \delta_0(K) := n - \delta(K).$$

The variance of $I_K$ satisfies

$$\text{Var}[I_K] \leq \frac{2\delta(K)\delta_0(K)}{n + \delta(K)} \leq \frac{2\delta(K)\delta_0(K)}{n} =: \sigma^2(K).$$
The cgf of $I_K$ satisfies
\[
\xi_k'(\theta) \leq \sigma^2(K) \cdot \frac{e^{\beta_0 \theta} - \beta_0 \theta - 1}{\beta_0^2} \quad \text{for } \theta \geq 0 \quad \text{where} \quad \beta_0 := \frac{2\delta_0(K)}{n} \leq 2;
\]
\[
\xi_k'(\theta) \leq \sigma^2(K) \cdot \frac{e^{\beta \theta} - \beta \theta - 1}{\beta^2} \quad \text{for } \theta \leq 0 \quad \text{where} \quad \beta := \frac{2\delta(K)}{n} \leq 2.
\]

The proof of Theorem D.1 occupies the rest of this Appendix.

In combination with Fact 5.5, this result yields Poisson-type tail bounds for the intrinsic volume random variable. We can also derive weaker Bernstein inequalities, as in (5.15). Using the cgf bounds and (5.4), we can develop probability inequalities for sums of independent intrinsic volume random variables; these results provide concentration for the intrinsic volumes of a Cartesian product of convex bodies via Fact C.3. We omit detailed statements.

D.2. 

Comparison with Prior Work. Theorem D.1 improves substantially over the concentration of intrinsic volumes reported in our previous work [LMN+20]. For example, the earlier paper only achieves the variance bound $\text{Var}[I_K] \leq 4n$, while our new approach comprehends that the variance does not exceed $2n$, and may be far smaller.

The Alexandrov–Fenchel inequalities [Sch14, Sec. 7.3] imply that the intrinsic volumes of a convex body form an ultra-log-concave (ULC) sequence [Che76, McM91]. Owing to [Joh17, Thm. 1.3 and Lem. 5.1], this fact ensures that the intrinsic volume sequence of $K$ has Poisson-type concentration with variance proportional to $V_1(K)$. In contrast, Theorem D.1 shows that the intrinsic volumes exhibit Poisson concentration with variance $\sigma^2(K) \leq 2\delta_1(K)$. Up to the factor 2, our new result is always sharper than the bound that follows from the ULC property because $V_1(K) \geq \delta_1(K)$. This surprising observation can be extracted from [Joh17, Lem. 5.1 and Lem. 5.3].

After this paper was written, Aravinda, Marsiglietti, and Melbourne [AMM21, Cor. 1.1] proved that all ULC sequences exhibit Poisson-type concentration. Their argument follows by a direct comparison between the ULC sequence and the Poisson distribution with the same mean. The concentration inequality they obtain, however, remains slightly weaker than the one that follows from Theorem D.1.

D.3. Reduction to Thermal Variance Bound. Theorem D.1 follows from a bound on the thermal variance of the intrinsic volume random variable, which we establish in the remaining part of this Appendix.

Proposition D.2 (Intrinsic Volumes: Thermal Variance). Let $K \subset \mathbb{R}^n$ be a nonempty convex body. The thermal variance of the associated intrinsic volume random variable $I_K$ satisfies
\[
\xi_k''(\theta) \leq \frac{2\xi_k'(\theta) \cdot [n - \xi_k'(\theta)]}{n + \xi_k'(\theta)} \leq \frac{2}{n} \cdot \xi_k'(\theta) \cdot [n - \xi_k'(\theta)] \quad \text{for all } \theta \in \mathbb{R}.
\]

Proof of Theorem D.1 from Proposition D.2. The argument is essentially the same as the proof of Theorem 6.3 from Proposition 6.4. We use the stronger inequality from Proposition D.2 to prove the variance bound, and we back off to the weaker inequality to establish cgf bounds. \hfill \Box

D.4. Setup. Let us commence with the proof of Proposition D.2, the thermal variance bound for the intrinsic volumes. This argument follows the same pattern as the others.

Fix a nonempty convex body $K \subset \mathbb{R}^n$, which we suppress. For $i = 0, 1, 2, \ldots, n$, let $V_i$ be the $i$th intrinsic volume of $K$, and let $W$ be the total intrinsic volume. The intrinsic volume random variable $I$ follows the distribution
\[
\mathbb{P}\{I = n - i\} = \frac{I_i}{W} \quad \text{for } i = 0, 1, 2, \ldots, n.
\]
Write $\delta = \mathbb{E} I$ for the expectation of the intrinsic volume random variable. \hfill \Box
D.5. The Distance Integral. The first step is to express the exponential moments of the sequence of intrinsic volumes as a distance integral.

**Proposition D.3** (Intrinsic Volumes: Distance Integral). For each \( \theta \in \mathbb{R} \), define the convex potential

\[
J_\theta(x) := \pi e^{-2\theta} \operatorname{dist}^2(x) \quad \text{for } x \in \mathbb{R}^n.
\]

(D.2)

For any function \( h : \mathbb{R}_+ \to \mathbb{R} \) where the expectations on the right-hand side are finite,

\[
\int_{\mathbb{R}^n} h(2J_\theta(x)) e^{-J_\theta(x)} \, dx = \sum_{i=0}^n \mathbb{E}[h(X_i)] e^{(n-i)\theta} \cdot V_i.
\]

The random variable \( X_i \sim \text{chisq}(i) \) follows the chi-squared distribution with \( i \) degrees of freedom. By convention, \( X_0 = 0 \).

**Proof.** The potential \( J_\theta \) defined in (D.2) is convex because of Fact 7.4(1), which states that the squared distance is convex. Next, we instantiate Fact 7.2 with the function \( f(r) = h(2\pi e^{-2\theta} r^2) e^{-\pi e^{-2\theta} r^2} \) to arrive at

\[
\int_{\mathbb{R}^n} h(2J_\theta(x)) e^{-J_\theta(x)} \, dx = h(0) \cdot V_n + \sum_{i=0}^{n-1} \left( \int_0^\infty h(2\pi e^{-2\theta} r^2) e^{-\pi e^{-2\theta} r^2 r^{n-i-1}} \, dr \right) \omega_{n-i} \cdot V_i.
\]

In the integral, making the change of variables \( 2\pi e^{-2\theta} r^2 \mapsto s \), we recognize an expectation with respect to the chi-squared distribution:

\[
\omega_{n-i} \left( \int_0^\infty h(2\pi e^{-2\theta} r^2) e^{-\pi e^{-2\theta} r^2 r^{n-i}} \, dr \right) = \frac{2\pi^{(n-i)/2}}{\Gamma((n-i)/2)} \cdot \frac{1}{2(2\pi e^{-2\theta})^{(n-i)/2}} \int_0^\infty h(s) e^{-s r^{n-i-1}} \, ds = \mathbb{E}[h(X_{n-i})] e^{(n-i)\theta}.
\]

We have also used the formula (2.1) for the surface area \( \omega_{n-i} \) of the sphere. Combine the displays to complete the proof.  \( \square \)

This result yields alternative formulations for the total intrinsic volume and the central intrinsic volume. The result for \( W \) is due to Hadwiger [Had75].

**Corollary D.4** (Intrinsic Volumes: Metric Formulations). The total intrinsic volume \( W \) and the central intrinsic volume \( \delta \) admit the expressions

\[
W = \int_{\mathbb{R}^n} e^{-\pi \operatorname{dist}^2(x)} \, dx \quad \text{and} \quad n - \delta = \frac{1}{W} \int_{\mathbb{R}^n} 2\pi \operatorname{dist}^2(x) e^{-\pi \operatorname{dist}^2(x)} \, dx.
\]

**Proof.** Apply Proposition D.3 with \( h(s) = 1 \) and then with \( h(s) = n - s \).  \( \square \)

D.6. A Family of Log-Concave Measures. Proposition D.3 leads to an expression for the mgf \( m_I \) of the intrinsic volume random variable. Choose \( h(s) = 1 \) to find that

\[
m_I(\theta) \overset{(s.1)}{=} \mathbb{E} e^{\theta I} \overset{(D.2)}{=} \frac{1}{W} \sum_{i=0}^n e^{(n-i)\theta} \cdot V_i = \int_{\mathbb{R}^n} e^{-J_\theta(x)} \, dx.
\]

(D.3)

For each \( \theta \in \mathbb{R} \), we introduce a log-concave probability measure \( \mu_\theta \) with density

\[
\frac{d\mu_\theta(x)}{dx} = \frac{1}{W} \cdot \frac{1}{m_I(\theta)} \cdot e^{-J_\theta(x)} \quad \text{for } x \in \mathbb{R}^n.
\]

Indeed, the measure \( \mu_\theta \) has total mass one because of (D.3). With this notation, we can write Proposition D.3 in a more probabilistic fashion.
Corollary D.5 (Intrinsic Volumes: Probabilistic Formulation). Instate the notation from Proposition D.3. Draw a random vector \( \mathbf{z} \sim \mu_\theta \). Then

\[
\mathbb{E}[h(2J_\theta(x))] = \frac{1}{m_1(\theta)} \sum_{i=0}^n \mathbb{E}[h(X_{n-i})] e^{(n-i)\theta} \cdot \mathbb{P}\{I = n - i\}.
\]

Proof. This formulation is just a reinterpretation of Proposition D.3. \( \square \)

D.7. A Thermal Variance Identity. With Corollary D.5 at hand, we quickly obtain identities for the thermal mean \( \xi'_I \) and the thermal variance \( \xi''_I \) of the intrinsic volume random variable \( I \). These results are framed in terms of the mean and variance of the log-concave measure \( \mu_\theta \).

Lemma D.6 (Intrinsic Volumes: Thermal Variance Identity). Draw a random vector \( \mathbf{z} \sim \mu_\theta \). Then

\[
\xi'_I(\theta) = \mathbb{E}[2J_\theta(\mathbf{z})] \quad \text{and} \quad \xi''_I(\theta) = 4 \text{Var}[J_\theta(\mathbf{z})] - 2\xi'_I(\theta).
\]

Proof. The chi-squared random variable \( X_{n-i} \) satisfies the identities

\[
\mathbb{E}[X_{n-i}] = n - i \quad \text{and} \quad \mathbb{E}[X_{n-i}^2 - 2X_{n-i}] = (n - i)^2.
\]

Therefore, Corollary D.5 with \( h(s) = s \) implies that

\[
\xi'_I(\theta) \overset{(5.10)}{=} \frac{1}{m_1(\theta)} \sum_{i=0}^n (n - i) e^{(n-i)\theta} \cdot \mathbb{P}\{I = n - i\} = \mathbb{E}[2J_\theta(\mathbf{z})].
\]

Next, apply Corollary D.5 with \( h(s) = s^2 - 2s \) to obtain

\[
\xi''_I(\theta) \overset{(5.6)}{=} \left[ \frac{1}{m_1(\theta)} \sum_{i=0}^n (n - i)^2 e^{(n-i)\theta} \cdot \mathbb{P}\{I = n - i\} \right] - (\xi'_I(\theta))^2
\]

\[
= \mathbb{E}[(2J_\theta(\mathbf{z}))^2 - 2(2J_\theta(\mathbf{z}))] - (\mathbb{E}[2J_\theta(\mathbf{z})])^2 \overset{(D.5)}{=} \text{Var}[2J_\theta(\mathbf{z})] - 2\xi'_I(\theta).
\]

Since the variance is 2-homogeneous, this result is equivalent to the statement. \( \square \)

D.8. A Variance Bound. We have now converted the problem of bounding the thermal variance of the intrinsic volume random variable into a problem about the variance of a function with respect to a log-concave measure. Here is the required estimate.

Lemma D.7 (Intrinsic Volumes: Variance Bound). Instate the notation of Lemma D.6. For a random variable \( \mathbf{z} \sim \mu_\theta \),

\[
\text{Var}[J_\theta(\mathbf{z})] \leq \frac{n \mathbb{E}[2J_\theta(\mathbf{z})]}{n + \mathbb{E}[2J_\theta(\mathbf{z})]}.
\]

To establish Lemma D.7, we must invoke a dimensional variance inequality for log-concave measures.

Fact D.8 (Dimensional Brascamp–Lieb). Let \( J : \mathbb{R}^n \to \mathbb{R}^{++} \) be a twice differentiable and strongly convex potential. Consider the log-concave probability measure \( \mu \) on \( \mathbb{R}^n \) whose density is proportional to \( e^{-J} \). Draw a random variable \( \mathbf{z} \sim \mu \). For any differentiable function \( f : \mathbb{R}^n \to \mathbb{R} \),

\[
\text{Var}[f(\mathbf{z})] \leq \int \langle (\text{Hess } J)^{-1}\nabla f, \nabla f \rangle \, d\mu - \frac{\left[ \int J f \, d\mu - \int J \, d\mu \right]^2}{n - \text{Var}[J(\mathbf{z})]}.
\]

We have suppressed the integration variable for legibility.

Fact D.8 was established in [BGG18, Prop. 4.1] by means of an optimal transport argument. The second term sharpens the classic Brascamp–Lieb variance inequality [BL76, Thm. 4.1] for a log-concave measure by taking into account the ambient dimension. We can obtain a weaker version of Lemma D.7 by a direct application of Brascamp–Lieb.
Proof of Lemma D.7. Fix the parameter $\theta \in \mathbb{R}$. We cannot apply the dimensional Brascamp–Lieb inequality directly because the potential $J_\theta$ is not strongly convex. Instead, for each $\varepsilon > 0$, we construct the strongly convex potential

$$J^\varepsilon(x) := J_\theta(x) + \frac{1}{2} \varepsilon \|x\|^2,$$

recalling that $J_\theta(x) = \pi e^{-2\theta} \text{dist}^2(x)$. We will consider the function $f = J_\theta$, without any perturbation.

Our goal is to evaluate the quadratic form induced by the inverse Hessian of $J^\varepsilon$ at the vector $\nabla f$. To that end, note that the original potential $J_\theta$ satisfies

$$\nabla J_\theta(x) = \pi e^{-2\theta} \nabla \text{dist}^2(x) = 2\pi e^{-2\theta} \text{dist}(x) n(x). \tag{D.7}$$

We have used Fact 7.4(2). Owing to Fact 7.4(3), the Hessian of the perturbed potential $J^\varepsilon$ satisfies

$$(\text{Hess} J^\varepsilon(x)) \nabla J(x) = (2\pi e^{-2\theta} + \varepsilon) \nabla J_\theta(x).$$

Multiply both sides by the inverse Hessian, and take the inner product with $\nabla J_\theta$ to arrive at

$$\langle (\text{Hess} J^\varepsilon(x))^{-1} \nabla J_\theta(x), \nabla J_\theta(x) \rangle = \frac{(2\pi e^{-2\theta})^2}{2\pi e^{-2\theta} + \varepsilon} \text{dist}^2(x) = \frac{2\pi e^{-2\theta}}{2\pi e^{-2\theta} + \varepsilon} \cdot 2J_\theta(x).$$

We have used (D.7) and the property that the normal vector $n(x)$ has unit length when $\text{dist}(x) > 0$. Taking the limit as $\varepsilon \downarrow 0$,

$$\langle (\text{Hess} J_\theta(x))^{-1} \nabla J_\theta(x), \nabla J_\theta(x) \rangle = 2J_\theta(x).$$

This computation delivers the integrand in the dimensional Brascamp–Lieb inequality.

Fact D.8 applies to the strongly convex potential $J^\varepsilon$ and the function $f = J_\theta$. By dominated convergence, the inequality remains valid with the limiting potential $J_\theta$. Thus, for $z \sim \mu_\theta$,

$$\text{Var}[J_\theta(z)] \leq \int 2J_\theta \, d\mu - \frac{\text{Var}[J_\theta(z)]^2}{n - \text{Var}[J_\theta(z)]}.$$

The remaining integral coincides with $\mathbb{E}[2J_\theta(z)]$. Solve for the variance to complete the proof. \hfill \Box

D.9. Proof of Proposition D.2. We are now prepared to bound the thermal variance $\xi''(\theta)$ of the intrinsic volume random variable. Together, Lemmas D.6 and D.7 imply that

$$\xi''(\theta) \overset{(D.4)}{=} 4 \text{Var}[J_\theta(z)] - 2\xi'(\theta) \overset{(D.6)}{\leq} \frac{4n \mathbb{E}[2J_\theta]}{n + \mathbb{E}[2J_\theta]} - 2\xi'(\theta) \overset{(D.4)}{=} \frac{2\xi'(\theta)(n - \xi'(\theta))}{n + \xi'(\theta)}.$$

This completes the proof of Proposition D.2 and, with it, the proof of Theorem D.1.
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