Modeling Air Pollution and Temperature Components to Identify Their Effects on India’s Capital using Python
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Abstract—Various past research works have shown that temperature can alter the effect of ambient fine particles category PM 2.5 which causes the high mortality risk. In surveying air contamination impacts, temperature is generally considered as a confounder. In any case, encompassing temperature can change individuals’ physiological reaction to air contamination and might alter the effect of air contamination on wellbeing results. This study investigates the interaction between monthly values of PM2.5 and monthly average temperature values in Delhi, India using data for the period 2010–2018. The computer language Python is used to analysis facts and produce the outcomes which can shape the future research work and policies to overcome both global issues- pollution and Global warming.
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I. INTRODUCTION

In recent times, air pollution and rise in temperature are two biggest issue in most of the developed and developing countries. PM2.5 could be characterized as the expansion of destructive particles to the climate which is massing in a gigantic sum causing a threatening situation for the individuals on earth. Previously various research works have been carried out to find out the impact of metrological factors on pollution contents. In [1] the factors affecting the air quality and pollution components have been analyzed for the urban city Shanghai, China. The research work stated that population and building density with energy consumptions are the major factors for the increase in air pollution in Shanghai. The performance of the pollution components has been studied and analyzed from 1994 to 2013 for the Metropolitan Area of Sao Paulo, Brazil. This research work indicated the impact of metrological factors such as ventilation and humidity on the concentration of the aerosol component [2]. The research work has been carried on the air pollution and Metrological factors data of Trabzon, Turkey city in [3]. This research work indicated the relationship between supervised outdoor air quality data and meteorological factors, such as wind speed, relative humidity ratio and temperature, is statistically analyzed, using the code SPSS.

It performs a regression analysis on the SO2 data and wind speed values. As Delhi is among the list of high polluted city in the world in India similar research work have been carried extensively. In [4, 9] Air quality of Delhi, India has been monitored during XIX commonwealth games. The study showed that during the commonwealth games wind speed blotted the unexpected dust particles at the alarming level and emission rate is beyond from permittable World Health Organization limit. Concentration of air pollution is high in urban areas as compared to rural areas because the urban areas are nearer to industries [5]. In the heaviest pollution region in china, an important Convergent cross mapping research method has been deployed to analysis the relationship of metrological factors and pollution component pm 2.5. It reflects the impacts of meteorological factors such as temperature and wind speed on the PM 2.5 concentration in the local geographical regions in China. This research work proves the influence of metrological factors on the pollution component pm 2.5 [6]. The extreme value analysis has been done on the sixteen year hourly based pollution data of the Metropolitan Area of Sao Paulo, Brazil and seven-year data on the pollution data of the Metropolitan Area of Rio de Janeiro [7]. Research work has been carried out in Utah's urbanized Salt Lake Valley based on forty years of data. The interesting findings of this research work suggested that in Salt Lake valley PM2.5 is closely related to integrated atmospheric stability. Secondly, PM 2.5 is extremely above the allowed upper thrust limit in the winter seasons of the Salt Lake valley. The various pollution components such as nitrogen dioxide, carbon monoxide, Sulphur dioxide and other related components emitted from vehicles have been studied to show their hazardous effects on Delhi’s citizens [10, 11]

II. DATABASE AND METHODOLOGY

For the present study, nine successive years data from 2010-2018 have been taken into consideration which is obtained from Central Pollution Control Board (CPCB), busiest ITO station for desired PM 2.5 data. Figure 4 represents the collected data set. This dataset has been extracted from the stored data repository of CPCB [12]. It should be in consideration that in case of not getting exact data from reliable resources average annual data value or whenever no annual average data is available Nil value has been used in analysis.
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The temperature data is taken from National enters for Environmental Information (NOAA) and National Weather Service. Figure 6 signifies extracted Monthly average temperature data set for the nine years from 2010 to 2018 [13]. In any case, what was seen in 2016 was route past whatever a temperature drop could sensibly clarify [14, 15]. Accordingly started, late on fourth November, and proceeding with well into the late long periods of sixth November, a timeframe when AQI of 500 was continually recorded. As an aside, 500 is the greatest incentive for the AQI. Regardless of whether the centralization of individual contaminations surpasses the qualities required to record this worth, the estimation of AQI will stay consistent at 500. Another fascinating perception that is seen is that the AQI esteemed in 2015 was not near 500 anytime. Be that as it may, what was more vexing was the degrees of PM 2.5 (a significant toxin whose focus in PPM tracks the AQI) in 2016 [16]. They were following a pattern near that of 2015, until late on the fourth of November. By then, they relentlessly shot up to and kept up a level higher than those saw during Diwali. This began, as indicated by the gadgets introduced by the CPCB, in places in Haryana close to the NCR area, and consistently advanced towards the NCR district. A peculiar ascent in the degrees of PM2.5 was watched late on fourth November, and it continued towards Delhi, and during the early long periods of fifth November, the PM2.5 levels in many places in Delhi had started to mirror this spike. This step by step developed, until the night of sixth November. This is a distinct difference to the the PM2.5 levels in the earlier year. Regardless of the praiseworthy estimates taken by the administration, it is conceivable that there probably won’t be a significant change in the measure of contamination Delhi is confronting, for the straightforward explanation that it isn’t the significant supporter of the contamination levels seen for the current year [17, 18].

III. RESULT AND DISCUSSION

Python is the current generation powerful computer programming language for data analytics. It provides flexibility and ease of programming. Here python framework has been used for analyzing and interpreting air pollution data collected from Center of pollution control board (CPCB) ITO, Delhi center. Following python block of codes have been developed and used for data analysis.

To get Pearson correlation month wise

import pandas as pd
import numpy as np
import matplotlib.pyplot as plt
da=pd.read_excel("C:\Users\91963\Desktop\sandep\PMCO.xlsx")
frames=[df,da]
corr=pd.concat(frames, axis=1)
corr=corr.corr()
pear=corr.corr(method='pearson')
plt.plot(pear.X,pear.Y,'-o',label='pearson corr')
plt.plot(df.X,df.Y,'-o',label='correlation')
plt.legend()
plt.xlabel('month')
plt.ylabel('correlation Value')
plt.title('Month wise')
plt.show()

to compare correlation month wise

plt.plot(pear.X,pear.Y,'-o',label='pearson corr.')
plt.plot(df.X,df.Y,'-o',label='correlation')
plt.legend()
plt.xlabel('month')
plt.ylabel('correlation Value')
plt.title('Correlation')
plt.show()

to get correlation month wise:

corr=corr.corr(method='pearson')
plt.bar(corr.X,corr.Y)
plt.xlabel("Month")
plt.ylabel("correlation Value")
plt.title("Correlation")
plt.show()


to compare correlation(year wise)

df=pd.read_csv("C:\Users\91963\Desktop\sandep\temp.csv")
da=pd.read_excel("C:\Users\91963\Desktop\sandep\PMCO.xlsx")
frames=[df,da]
corr=corr.corr() 
corr.to_csv('C:\Users\91963\Desktop\sandep\corr(year).csv')
corr=corr.corr(method='pearson')
corr.to_csv('C:\Users\91963\Desktop\sandep\pearcorr(year).csv')
da=pd.read_csv("C:\Users\91963\Desktop\sandep\temp.csv")
df=pd.read_csv("C:\Users\91963\Desktop\sandep\PMCO.xlsx")

to plot correlation year wise:

plt.plot(da.X,da.Y,'go',label='pearson corr.' )
plt.plot(df.X,df.Y,'go',label='correlation')
plt.legend()
plt.xlabel('year')
plt.ylabel('correlation')
plt.title('Correlation')
plt.show()

to plot Pearson correlation year wise:

plt.plot(df.X,df.Y,'go',label='pearson corr')
plt.xlabel('year')
plt.ylabel('correlation')
plt.title('Pearson correlation')
plt.show()

to compare correlation and Pearson correlation year wise:

plt.plot(da.X,da.Y,'go',label='pearson corr')
plt.plot(df.X,df.Y,'go',label='correlation')
plt.xlabel('year')
plt.ylabel('correlation')
plt.title('Comparison')
plt.legend()
plt.show()

Figure 1 Monthly Comparison (2010-2018) dataset
Figure 2 Yearly Comparison (2010-2018) dataset

Figure 1 and Figure 2 represents monthly and yearly comparisons of (2010-2018) dataset respectively for air pollution and rise in temperature.

| Year (T) | Y   | X   |
|----------|-----|-----|
| 2010     | -0.49929 | 2010 |
| 2011     | -0.68108 | 2011 |
| 2012     | -0.81881 | 2012 |
| 2013     | -0.22882 | 2013 |
| 2014     | 0.749114 | 2014 |
| 2015     | -0.57838 | 2015 |
| 2016     | 0.528909 | 2016 |
| 2017     | -0.68318 | 2017 |
| 2018     | -0.70635 | 2018 |

Figure 3 Yearly Correlation (2010-2018) dataset

| Month (T) | Y   | X   |
|-----------|-----|-----|
| JAN       | -0.7417 | Jan |
| FEB       | 0.858897 | feb |
| MAR       | 0.810677 | march |
| APR       | -0.03732 | april |
| MAY       | 0.904735 | may |
| JUN       | 0.982178 | june |
| JUL       | 0.495394 | jul |
| AUG       | 0.614784 | aug |
| SEP       | 0.618274 | sep |
| OCT       | 0.210432 | oct |
| NOV       | -0.92685 | nov |
| DEC       | -0.93151 | dec |

Figure 4 Monthly Correlation (Jan-Dec) dataset

Figure 3 and 4 represents monthly and yearly correlations (Jan–Dec) and (2010-2018) dataset respectively for rise in air temperature.

Figure 5 Monthly Correlation Through Bar Graph (Jan-Dec)

Figure 5 and 6 represents monthly recorded/average values of PM$_{2.5}$ at CPCB ITO, Delhi center and average temperature values.
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and temperature in the yearly comparison. Unlike monthly comparisons that exhibits their partial dependency. From last many years Winter season in Delhi/NCR region has been started with a smog atmosphere in which whole area seems to be a Gas Chamber. Initially it gives the impression to have a connection in change in temperature with air pollution components. This research work is useful to carry further research work on the reasons of this Smog in Delhi/NCR region in a starting winter temperature and initiate smog analysis.

**FUTURE WORK**

PM$_{2.5}$ fine particulate issue noticeable all around that are two and one-half microns or less in width will be at the 500+ level and PM$_{10}$ poisons will remain at 446 [19, 20, 21]. Both will break the "serious" mark on the record, provoking metropolitan enterprise experts in the city to arrange streets sprinkled with water. In this research, the measurable techniques that is, Correlation Function have been utilized to discover a connection between the air contaminations and the temperature esteem. Additionally, Pearson's Correlation Method have been utilized to determine the relationship among them. For further research, Sophisticated software techniques could be utilized other than measurable strategies on the bigger dataset of air pollution components from Delhi/NCR regions for performing information investigation and to make the procedure streamlined.
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