A novel method for 3D reconstruction of blood vessels
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Abstract. With the development of computer technology, computer-aided diagnosis has been greatly improved. Computer-aided diagnosis can help doctors diagnose with medical imaging and other techniques. Cardiovascular disease (CVD) lead to death with high probability. The computer-aided toward blood vessel is necessary. In this paper, we propose a novel method for 3D reconstructing of blood vessels. We calculate the volume data of blood vessels using an implicit modeling method based on the scanned blood vessel images, and establish a 3D model for blood vessels. Compared with existing methods, our method can obtain the surface and internal information of blood vessels accurately based on the implicit function method. The experimental results reflect that our method can implement 3D reconstruction of blood vessels with high accuracy and smoothness.

1. Introduction

Computer-aided diagnosis includes multiple technologies such as medical imaging, computer graphics, virtual reality and clinical medicine[1]. It can help doctors effectively in disease diagnosis[2], surgical planning, virtual surgical simulation, and reduce the risk of surgery. It can also improve the accuracy and effectiveness of disease diagnosis and treatment[3], and reduce the patient's pain and recovery cycle[4]. Currently, the main medical imaging technology includes Computed Tomography (CT), B-ultrasound scanning images, digital X-ray images, Magnetic Resonance Imaging (MRI)[5] and so on[6]. However, due to the limitations of display devices of medical imaging devices and several conditions, human eyes cannot make judgments accurately on some regions of medical images[7]. Image processing technology can diagnose medical images by improving the sharpness of the original image and highlighting the important regions. Therefore, image processing technology has been widely used in medical imaging research.

Image processing techniques include image restoration, segmentation, reconstruction, and enhancement[8]. Among them, image segmentation technology is the key technology in medical imaging and analysis. Medical image segmentation aims to separate the organ tissue of interest from the medical image, and analyze the physiological, pathological, physical and anatomical information by extracting the features of some interested regions.

Vascular diseases have a high incidence with the improvement of people's quality of life, and have big threat to human health. Segmentation of blood vessels from medical images has great significance for the diagnosis of vascular diseases. Besides, due to the variety of vascular variability, it is easy to cause major bleeding in the surgery if the shape and structure of vascular variability cannot be mastered before surgery. In order to judge the structure and function of the cardiovascular system, doctors often used clinically to obtain the shape and location of blood vessels with angiography. However, this technique provides a 2D image of blood vessels. In order to observe the blood vessels in
omnidirectional and accurate, assist in clinical diagnosis and surgical treatment, the 3D visualization of blood vessels has been applied since the 1990s[9], and it is first applying in thoracic surgery. Segmentation and 3D visual reconstruction of blood vessels from medical images can help doctors master the structure and function of blood vessels and play an important role in treatment planning.

Recently 3D printing technology has developed rapidly, and it can make any shape of entities to reduce its structural complexity. 3D printing has been used in many fields of medicine, including vascular surgery, which can help doctors master the structure of patients’ blood vessels and conduct simulation experiments. Especially for rare patients, simulated surgery through vascular model from 3D printing can improve the successful rate and reduce the risk of surgery. Our method implements 3D reconstruction of blood vessels towards 3D printing.

2. Background and related work

3D reconstruction of blood vessels uses the computer technology to represent the geometric information of blood vessels. It segments the vascular images, extracts features, and digitally represents the geometric information of the blood vessels through points, lines, planes. By reconstructing the geometry of the blood vessels, it is possible to locate the lesion more accurately and perform quantitative analysis. 3D visualization of vascular disease often plays an important role in the diagnosis and treatment of vascular disease in minimally invasive treatment. Besides, visualization of different situations of the vascular model may be applicable to different cases. The vascular system is a complex network of blood vessels, so 3D visualization of vascular models has a big challenge. Traditional medical volume data visualization techniques such as isosurface rendering, direct volume rendering, or maximum intensity projection (MIP) can not meet the requirements of medicine due to image noise and the limited resolution of Computed Tomography (CT) or Magnetic Resonance (MR)[10]. MIP can not reflect depth relationships correctly, while small blood vessels disappear completely. Reconstruct the vascular structure, according to the geometric properties of the blood vessels such as the midline, diameter, and curvature. Reconstructed the geometry of blood vessels can help greatly reduce aliasing and discontinuities caused by derives and achieve high visual quality of vascular structures[11]. The primary part of 3D reconstruction of vascular images is to segment the blood vessels[12].

In recent years, medical image segmentation technology has developed rapidly. It is represented by the active contour model and the level set method[13]. The level set method was proposed by Osher and Sethina[14]. They defined the level set function of the curve, which used the zero level set of high one-dimensional function to describe the dynamically changing of the curve. Then the level set function used the display function to evolve the curve and describe the dynamic process.

We use the hybrid level set method to represent the geometry of blood vessels. We adopt the implicit contour method to describe the contour curve of objects without using the display method. We represent the blood vessels by the zero-level set of high-dimensional level set functions. It is that our evolution curve is implicitly represented on a surface. The curves and surfaces can be numerically calculated on the fixed Cartesian network and need not to represent these objects with parameters. Therefore, the hybrid level set method can handle the topology changes well during the evolution process.

3. Method

We use the implicit model to reconstruct the 3D model of blood vessels. We first fit the key points of blood vessel section, then combine the section contours into blood vessel branches, and merge these blood vessel branches into a complete 3D model of the blood vessel. In addition, in order to ensure the integrity of the blood vessels, we extend the outlet and entrance of the blood vessels.

3.1. Implicit surface description

We use the implicit function to represent the blood vessels as a set of blobs. Each element can be represented by point energy. Therefore, the blood vessel can be regarded as an influence field, and the energy decreases as the distance increases. The influence domain function $\varphi(r)$ can be defined as:
\[ \varphi(r) = e^{-ar^2} \]  

Where, \( r \) represents the distance between the point and energy source and \( a \) is a parameter of \( \varphi(r) \).

We can describe the implicit surface as a weighted set. We let \( \{P_i\}_{i=1}^{n} \) represent the center of it, and the set can be represented as \( \sum_{i=1}^{n} \rho_i \varphi_i(r) \). The implicit surface defines as:

\[ F(P) = \sum_{i=1}^{n} \rho_i \varphi_i(||P - P_i||) + \omega(P) \]  

Where, \( \rho_i \) is the parameter of \( F(P) \) function and \( n \) represents the number of energy points. We let \( p(x, y, z) \) represent a point in 3D space and \( P_i \) represent the ith energy point. \( \omega(P) \) represents a polynomial.

3.2. Key points of the blood vessels section

We use the local Frenet function to fit the key points of each cross section during the blood vessels segmentation process. We need to calculate the Frenet based on the axis data of blood vessels. The Frenet frame is a field built on the curve. We use the unit vector of the curve to build a unit of orthogonal frame field. We let \( S(s) \) represent the curve and \( S(s_i) \) represents the ith point on the curve, as shown in Figure 1.

![Figure 1. The framework of Frenet.](image)

The Frenet defines as:

\[
\text{French} = \begin{cases} 
    T(s_i) = \frac{s'(s_i)}{||s'(s_i)||} \\
    N(s_i) = \frac{s''(s_i)}{||s''(s_i)||} \\
    B(s_i) = T(s_i) \times N(s_i)
\end{cases}
\]  

Where, \( T(s_i) \), \( N(s_i) \), \( B(s_i) \) represent the unit vectors in three orthogonal directions respectively. \( S'(s_i) \) represents the first derivative of the tangent vector of the curve on the point \( S(s_i) \). \( ||S'(s_i)|| \) represents the its modulus length. Likely, \( S''(s_i) \) represents the second derivative of the tangent vector and \( ||S''(s_i)|| \) is its modulus length.

The points whose value more than 0 can be identified. Therefore, The points with value more than 0 in the cross section are regarded as the key points of the blood vessels. We let \( \{P_i^+\}(B,n) \) denote a set of contour points of the coordinate plane \( B_n \) extracted from the blood vessel section. The implicit curve can be represented as:

\[ C(P^+) = \sum_{i=1}^{n} \rho_i \varphi_i(||P^+ - P_i^+||) + \omega(P^+) = 0 \]  

3.3. Blood vessel branches

We map the distance along the central axis of the blood vessel, and mixed all the cross-sectional profiles with implicit markers using the local conformal spline method to build the blood vessel
branches. A 2D cross section is extruded along the central axis by distance and maps to form a 3D implicit surface. The cross section is formed in the Frenet. We conduct the distance mapping first and calculate the central axis point \( S(s_0) \) which is closest to point \( P \).

\[
\| P - S(s_0) \| = min(\| P - S(s) \|) \tag{5}
\]

Then we convert the point \( P \) in 3D space into the point \( P^+ (b, n, t) \) in the tangent space of Frenet. It defines as following:

\[
\begin{align*}
    b &= p - S(s_0) \cdot B(s_0) \\
    n &= p - S(s_0) \cdot N(s_0) \\
    t &= s_0
\end{align*} \tag{6}
\]

The cross-sectional profiles in Frenet are represented by the distance map as follows:

\[
\begin{align*}
    b &= X(x, y, z) \\
    n &= Y(x, y, z) \\
    t &= Z(x, y, z)
\end{align*} \tag{7}
\]

There, the extruded implicit surface of can define as:

\[
F(x, y, z) = C(P^+(X, Y, Z)) = 0 \tag{8}
\]

We define an implicit surface model, which is the weighted sum of the sequence of cross-sectional profiles along the central axis of the blood vessel. So it is corresponding to the Frenet space and defines as:

\[
f(b, n, t) = \sum_{j=1}^{L} C(P^+(b, n, t)) B_j(t - s_j) \tag{9}
\]

Where, \( C(P^+(b, n, t)) \) represents the implicit section based on the jth center point and \( B_j(t - s_j) \) represents the conformal implicit spline function based on the jth center point. \( L \) is the number of cross sections and \( s_j \) is the list of nodes of the parameter position on the central axis \( S(s) \).

Then we convert the result into representation in European space. For the central axis \( S \), using the distance mapping, the implicit surface model in the Frenet space can be converted to a 3D space representation by following:

\[
F(x, y, z) = f(b, n, t) == f(X(x, y, z), Y(x, y, z), Z(x, y, z)) = 0 \tag{10}
\]

3.4. Combine blood vessel branches

We use the extended smoothing maximum function to mix different vessel branches to construct the complete blood vessels. The extended smoothing maximum function defines as:

\[
\max_{n, \sigma}(x, y) = \frac{1}{2}(x + y + |x - y|_{n, \sigma}) \tag{11}
\]

Where, \( \sigma \) represents the parameter of the extended smoothing maximum function and \( n \) is the number of functions.

We let \( F_1 \) and \( F_2 \) represent the branches of blood vessels implicitly constructed by the axes of different blood vessels. Then we combine the two implicit shapes smoothly as follows:

\[
F_{blend} = \max_{n, \sigma}(F_1, F_2) = \frac{1}{2}(F_1 + F_2 + |F_1 - F_2|_{n, \sigma}) \tag{12}
\]

3.5. Extend the entrance and exit

When take the cross-section at the entrance and exit of the blood vessel, we extend the entrance and exit of the blood vessel to preserve the structure of original blood vessel as much as possible. We extend the straight line of the blood vessel to make the subsequent operations more convenient. We first extend the central axis of the blood vessel, then find the last two points \( M(x_1, y_1, z_1) \) and \( N(x_2, y_2, z_2) \) of each central axis branch, and connect them into a straight line. The equation defines as[17]:


\[
\frac{x-x_2}{x_2-x_1} = \frac{y-y_2}{y_2-y_1} = \frac{z-z_2}{z_2-z_1}
\]  

(13)

We extract some points on the line according to center line on the extension direction of the blood vessel, and add it to the end of the central axis. We use the spline function to spline the central axis, and then use the extension method of blood vessels introduced in implicit modeling. We extend the end of each branch along the end of the central axis.

4. Experiment

We performed experiments in the windows system and used Matlab to reconstruct the 3D model of blood vessels. We first processed the vascular image data and obtain the vascular data file in .mat format.

Then we imported the central axis data of blood vessels and used the spline interpolation function to draw the central axis and represent the blood vessel data, as shown figure 2:

![Figure 2. The central axis of blood vessels.](image)

We extended the exit and entrance of the blood vessel using a straight line, as shown in the Figure 2 above, which is the central axis of the original blood vessel. The Figure 3 is the image of the extended entrance to the blood vessel and Figure 4 is the image of the extended exit and entrance of the blood vessel.

![Figure 3. The extended entrance to the blood vessel.](image)
Figure 4. The extended exit and entrance to the blood vessel.

We extended the exit and entrance of the blood vessel, and reconstructed the blood vessel and extracted the blood vessel isosurface with a value of 0.5. We can see a new blood vessel segment at the entrance and exit of the blood vessel in Figure 4.

Figure 5. The extended result.

5. Conclusion

In this paper, we propose a novel method to reconstruct a 3D model of blood vessels. We use an implicit method that uses a mixed level set method and combines the surface and internal information of the blood vessels. We extract the key points of the blood vessel section, then combine the section contours into vessel branches, and merge these blood vessel branches into the complete 3D model for the blood vessels. In addition, we extend the exit and entrance of blood vessels to ensure integrity of the vascular structure. Our method can accomplish 3D reconstruction of blood vessel images and implement accurate and smooth 3D models, which is meaningful for the computer-aided diagnosis.
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