Multi-core systems are now found in many electronic devices. But does current software design fully leverage their capabilities? The complexity of the hardware and software stacks in these platforms requires software optimization with end-to-end knowledge of the system.

To optimize software performance, we must have accurate information about system behavior and time losses. Standard monitoring engines impose tradeoffs on profiling tools, making it impossible to reconcile all the expected requirements: accurate hardware views, fine-grain measurements, speed, and so on. Subsequently, new approaches have to be examined.

In this article, we propose a non-intrusive, accurate tool chain, which can reveal and quantify slowdowns in low-level software mechanisms. Based on emulation, this tool chain extracts behavioral information (time, contention) through hardware side channels, without distorting the software execution flow. This tool consists of two parts. (1) An online acquisition part that dumps hardware platform signals. (2) An offline processing part that consolidates meaningful behavioral information from the dumped data. Using our tool chain, we studied and propose optimizations to MultiProcessor System on Chip (MPSoC) support in the Linux kernel, saving about 60% of the time required for the release phase of the GNU OpenMP synchronization barrier when running on a 64-core MPSoC.
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1 INTRODUCTION

High performance computing introduces complexity to hardware platforms (multiple computing units, heterogeneous platform, etc.). To benefit from these complex platforms, software must be
tuned directly on the hardware support to cope with difficult-to-predict hardware and low-layer software behavior (multi-threading, cache hierarchy, etc.).

As a consequence, the accuracy of behavioral information (timing, memory access, and so on) is the starting point to efficiently optimize embedded systems.

In a native environment, timing information is usually obtained by inserting some specific instructions into the initial program in order to observe the system clock. However, this code instrumentation leads to time-shifting, which can change the program’s behavior, and distort or mask slowdowns encountered during nominal execution.

Therefore, since simulators can extract data related to software execution without distorting nominal execution flow, they become the de-facto solution. Nevertheless, relevant timing information can be retrieved only with a simulator running an accurate model of the hardware platform, taking any hardware specificities into account. Unfortunately, this accuracy is not free, and simulation running times are extended with this level of precision.

Being aware of this difficult tradeoff between accuracy and simulation time, we designed a non-intrusive tool chain to analyze software mechanism performance issues in fine detail. Based on an emulation platform, this tool can extract accurate information on a Register Transfer Level (RTL) cycle accurate platform for applications with a long running time without distorting the software’s behavior. The data are then post-processed by a set of tools extracting useful information (latency, memory access, etc.).

In this article, we introduce several contributions:

— A full non-intrusive fine-grain profiling framework monitoring a cycle accurate RTL emulation based system. The proposed tool-chain encompasses existing solutions enabling cross-CPU events tracing and broad spectrum hardware signals watching.
— A software/hardware study of the GNU OpenMP synchronization barrier mechanisms on a 64-processor MPSoC platform.
— An optimization of the MPSoC support of the Linux kernel.

The remainder of this article is organized as follows: Section 2 introduces the notion of software observability. Section 3 presents an overview of other research into the same trends, and emphasizes the originality of our tool and its advantages. Section 4 presents the architecture of the design tool chain. Section 5 details the tool chain’s implementation and its specificities. Finally, in Section 6, we illustrate the use of our measurement tool chain to improve the OpenMP synchronization barrier mechanism on MPSoC.

2 SOFTWARE OBSERVABILITY

To optimize a mechanism, it is necessary to accurately know its behavior. Slowdown sources must be identified, and relevant counter-measures proposed. So, the first stage in the optimization process is to clearly identify the metrics we wish to measure (i.e., the observability of the mechanism). An ideal measurement tool should combine the following features:

(1) Non-intrusive: the timing of data extraction should not impact the initial behavior by introducing additional delays.
(2) Fine-grained measurement: an accurate time-map for the software application can be built from determining the latency for each instruction executed.
(3) Hardware platform knowledge: since hardware platforms have some inherent restrictions, the tool should provide a picture of hardware usage during software running (memory access, Network on Chip workload, system hot-spots, etc.).
(4) An overall view of the mechanism over the multiple cores running the software: threads of a single task may run on different cores in parallel; thus, software events occurring on different threads must be correlated to extract relevant timing information.

(5) Mild impact on the design running time (wall clock delay): this allows software mechanisms to be studied in a realistic environment (operating system, complex applications, etc.).

3 RELATED WORK—MOTIVATIONS

The emergence of MPSoCs integrating a large number of services on a single chip has raised new issues related to the design flow. Designing efficient software applications independently, without confronting them to the hardware platform, has become almost impossible. Thus, hardware platform capabilities and limitations must be taken into account during the software design process. Moreover, support platforms (hardware architecture and low-level software, e.g., operating systems) have become very complex. Consequently, system performances must be assessed and tuned experimentally.

3.1 Native Evaluation

One way to evaluate software performance, taking the hardware platform into account, is to run the applications directly on the target system. The rapidity of software execution makes it possible to run large applications. However, this approach is a black box, from which software behavior and timing information are difficult to extract. The main method to retrieve timing information for software is to instrument the code. Although this method is easy, it has several drawbacks: (1) Instructions are added to the initial program code. These instructions may introduce delays in addition to the original execution flow, thus, potentially distorting the initial software behavior and shifting or masking issues. To reduce this intrusiveness, only large-grained samples can be taken. (2) Access to the source code of the application is required to add the instrumentation instructions. Otherwise, this issue can be circumvented by instrumenting the kernel system calls, but this approach considerably limits the accuracy of measurements.

Alternatively, software execution profiles can get through the debugging interface such as that proposed by Zheng et al. [28]. In their work, Zheng et al. used the debugging interface of the ARM bus to extract memory data through JTAG. Then, they built the function call stack tree. Even if the non-intrusive strategy appears attractive, it considerably slows down the software’s execution. The authors report a duration of execution 74x slower than the initial duration. Moreover, data dumping occurs only on system calls. The grain of measurement is consequently still too large to accurately study the timing of a software application.

3.2 Simulation Platform

To non-intrusively obtain software behavior information, we must use side channels. Simulators are good candidates to obtain this information since they can be used to extract information from the simulated hardware platform while the software is running. Gem5 [4] is an example of these simulator tools modeling hardware architecture, while platform system information (like CPU Program Counters) can be dumped throughout the simulation run. Since these data are tagged with the cycle number of the dumped event, it is possible to extract useful timing information and to reconstruct the behavior of the application during execution. However, the rapidity of this methodology depends on the speed of the simulator. The more accurately the simulator describes the hardware support, the slower the simulation’s running time.

In this context, we can wonder about the level of abstraction used in simulation platforms. High-level simulation is inadequate since many hardware-related issues could be missed. On the other
hand, to accurately simulate a system takes a long time (weeks, months). Hence, although RTL cycle accurate platforms, which expose all hardware weaknesses and software behaviors, are the most appropriate to perform an accurate measurement campaign, the extended simulation time makes it unfeasible. Even intermediate simulation levels, like the SystemC cycle accurate model, take a long time to run complex software applications, such as applications running on a full Linux kernel. For instance, with a SystemC platform (SystemC optimized [5]), our MPSoC 16-core device takes several days to boot a Linux kernel. Gligor et al. [10] proposed to avail of the binary translation technology to speed-up event-driven SystemC simulation. Even if this approach considerably reduced the simulation time, it did not allow software performances to be profiled at the instruction level.

Virtual platforms [19, 20] appear to overcome this simulation/speed tradeoff by providing several Intellectual Property (IP) block accuracies: high-level modeling for validated blocks, and cycle-accurate modeling for in-study IPs. However, this method does not meet our requirements. First, we aim to optimize mechanisms closely, interacting with almost all the platform’s IPs (processing unit, memory hierarchy, interconnects, etc.). Hence, by elevating the modeling level of one of these blocks, we directly deteriorate the accuracy of profiling results. Virtual platforms are more suited to architectural design-space exploration objectives and not for accurate HW/SW optimization. In addition, simulated blocks remain only assumption-based models of hardware IPs. Consequently, even cycle-accurate models are subject to errors [6, 15], which are problematic when attempting fine-tuning.

### 3.3 Emulation Alternative

Dealing with the accuracy and the speed issues related to cycle-accurate simulations, FPGA prototyping and emulation appear to be good options to accurately profile HW/SW mechanisms. Indeed, we usually consider emulator platforms running 1,000 times faster than RTL simulation [22]. For example, our 64-core platform presented in Section 6.1 runs at 600K cycles per second on the emulator while an RTL simulator should not exceed 100 cycles per second.

FPGA prototypes can be used to run software applications on top of systems that are very close to the final ones, while information relating to hardware blocks can be retrieved thanks to additional tracer modules, as proposed by Kurth et al. [18]. Unfortunately, FPGA prototypes fall short when dealing with large MPSoC, since they can only run a limited number of cores.

Emulation can overcome this size limitation by aggregating several re-configurable devices. Indeed, the principle of emulation is to configure re-configurable devices (typically FPGA) with RTL descriptions of the MPSoC hardware platform. Thus, this platform is no longer simulated by soft core, but emulated on re-configurable hardware devices. The emulation acceleration is notable, since the boot of the Linux kernel on the same 16-core MPSoC takes only 15 min on an emulator with the accuracy of the RTL.

The emulation principle is not novel, and major Computer Assisted Design companies propose emulation platforms (e.g., Mentor [13], Synopsys [25], Cadence [7], etc.). Most of the time, these platforms are used to speed-up traditional simulation verifications to validate complex designs (SoC, etc.) [1, 11]. These emulators are very powerful, but also very expensive. Between the expensive fully-emulated solution and the simulation, hybrid-prototyping methodologies can be used to analyze MPSoC performances (time, power). For example, Saboori et al. [24] proposed an engine simulating several cores on a single true core implemented in FPGA.

A large number of works dealing with emulators aim at performing “co-emulation”. Even if this principle initially designates the cooperation between the emulator platform and the host computer, it is commonly used to refer to modules of high abstraction level running on a host computer and blocks of low abstraction level executing on hardware support (i.e. emulator). By
this way, the global system verification time is reduced. Compared to the simulation, the main drawback of emulation is the loss of design observability. Indeed, emulation platforms cannot observe each signal and perform fine-grained debugging like simulators. Some studies [3, 27] addressed this issue by combining simulation and emulation. Simulation is used for components to be debugged, whereas emulation can deal with already debugged components or IPs. The combination of the two approaches speeds up the verification process. In Ref. [23], Ohba and Takano emulated on FPGA modules with different definition levels (RTL modules and more abstract ones like Instruction Set Simulator (ISS) modules, SystemC blocks, etc.), to leverage the full capacity of these re-configurable components. In this way, they avoided time-consuming external communications with a host computer, which are usually required to perform co-emulation. Indeed, these communications largely slow down the emulation speed. This observation led Nakamura [22] to propose a high-speed link between the emulated circuit and the host computer based on a registry bank, to reduce the duration of communication delays. Nevertheless, these works, as the majority of FPGA-accelerated or Emulator-accelerated simulators, do not provide an accurate and non-intrusive profiling service. Their primary goal is to speed-up the simulation. Moreover, unlike usual co-emulation proposals like in Refs [22] and [23], our purpose is not to elevate the abstraction level of any system blocks, but we want to keep the whole support platform at the RTL level. Hence, since all IPs of the MPSoC are described at RTL level, no timing model is required. Behaviors of the RTL platform are the same as the real platform (except the signal propagation delays, but they are negligible compared to measured durations). Thereby, we avoid errors necessarily introduced by simulation modeling as mentioned in the previous section. Table 1 sums up pros and cons of aforementioned approaches.

Although most emulation platforms were initially designed to perform functional verification, industrial emulators now provide some debugging facilities for software monitoring. A good example of this kind of tool is the Codelink tool designed by Mentor Graphics [12]. This tool provides more or less the same functionality as the GNU GDB debugger, but in the case of Codelink, information is post-processed from traces generated by the emulation platform. After the lengthy and involved configuration phase, users can emulate an MPSoC design and extract CPU signals during the emulation. At the end of the emulation, the traces generated are post-processed by Codelink to rebuild the whole software application execution, and allows users to re-play the execution step-by-step, exposing CPU registers and the function call stack. This tool is powerful and some of the analyses performed with our tool could be done with it. However, unlike Codelink, our tool can monitor for hardware platform weaknesses (contention, etc.), and correlates information extracted from several CPUs (cores) as detailed later in this article.

### Table 1. Profiling Methods Summary

| Profiling method                  | Restrictions                              | Speed | Platform accuracy |
|----------------------------------|-------------------------------------------|-------|-------------------|
| Code instrumentation             | Timing information                       | +++   | +++               |
|                                  | Few HW information                       |       |                   |
|                                  | Working flow distortion                  |       |                   |
| Simu. Transactional model        | Model error                              | ++    | −                 |
| Simu. Cycle accurate model       | Model error                              | −     | +                 |
| Simu. Register Transfer Level    | Running time                             | −−−   | ++                |
| FPGA Prototyping                 | Profiling module required                 | ++    | ++                |
|                                  | Limited size                             |       |                   |
| Co-emulation                     | Profiling module required                 | ++    | ++                |
This last point is also the feature missing from the FirePerf profiling tool [17]. FirePerf is designed to profile end-to-end system behavior, including CPU execution flow traces and hardware performance. It benefits from the FPGA-accelerated hardware simulation platform, FireSim [16]. However, this proposal has an important limitation: its profiling is restrained to a core independent perspective and does not handle the MPSoC as a whole. Indeed, watched events are associated with a physical core. Therefore, cross-core events, as well as process (or thread) migrations from a core to another, are not supported by this tool. Our work copes with this limitation, which also exists with the Codelink tool, by associating events directly to a process (or thread) and not any more core as explained in Section 5.2.2. Moreover, the FirePerf profiling tool can only trace signals exposed by hardware blocks through debugging ports, while our solution enables the dumping of any hardware register of the targeted system.

Based on this review of the available options, no tool meets our expectations. We therefore decided to design our own tool.

4 TOOL CHAIN ARCHITECTURE
The tool chain designed is based on side-channel extraction. The tool benefits from emulation and combines the following valuable advantages: (1) a precise hardware definition, (2) fine-grained accurate data (timing, etc.), (3) monitoring of large software applications running on top of a Linux kernel, and (4) no distortion of software behavior.

The emulation platform consists of a set of FPGA devices configured with the target design RTL model. It substitutes behavior and interactions of this system.

Our tool chain takes advantage of the co-emulation capability of emulators. This principle allows data to be exchanged between the emulation platform and a host computer during the emulation.

The two main phases when using this tool are shown in Figure 2: the (data) acquisition phase, highlighted by the orange box in the left of the figure; and the data processing phase, represented by the green box on the right.

4.1 Acquisition Phase
The acquisition phase consists in extracting signals and sending them to a host computer (the data processing part).

As a reminder, we want to run large software applications on top of the emulated platform. Consequently, the two following restrictions are raised: (1) it will be impossible to pick up all signals due to the huge amount of data to process; (2) data cannot be stored in a hardware buffer due to buffer size limitations allowing only a few milliseconds of run data to be stored. Moreover, sending data from the hardware side to the host computer is not cost-free since emulation is stalled throughout data transfer. Hence, we decided to add a filter layer before sending data to reduce the amount of data to be transferred.

The logged data reduction also makes this tool more scalable since the number of signals to log increases with the hardware platform size.

4.2 Data Processing Phase
Data processing is managed by a set of software applications designed to analyze the dumped data and to extract relevant information. In this article, we focus on three tools: call stack generator, timing analyzer, and contention analyzer.

4.2.1 Call Stack Generator. This tool generates an accurate time-annotated stack of the functions called by the software application being studied. It generates an output file for each core.
This file lists all the functions (i.e., function labels) called during software execution, along with the time spent in each of them, as shown in Figure 1.

The first number (to the left of the arrow) indicates the depth of the stack. To the right of the arrow, the function name is indicated. In front of some functions, the mention “(user)” indicates that the function is called from the (Linux) user-space. At the end of each line, the number of cycles spent in the function is indicated. Reported times are inclusive. Thus, a rank ‘n’ function delay is the sum of the rank ‘n+1’ function delays called, plus the body function instruction delays, which are not shown in this stack.

4.2.2 Timing Analyzer. This program correlates the dumped data to extract and determine the average time spent in various sections of the mechanisms studied. The reduced data set extracted by this type of analysis can be used to average results over several application runs. In complex hardware/software systems, it is very important to study averaged values to discard pitfalls that could arise for multiple reasons (Hardware: cache miss, incorrect branch prediction, etc.; Software: task rescheduling, interruptions, etc.).

The main advantages of this tool compared to a call stack generator are: (1) the durations are averaged over multiple iterations, excluding odd measure samples; (2) the correlation is made through different threads running on top of different CPUs.

4.2.3 Contention Analyzer. Since software performance is affected by hardware platform limitations, this tool provides information about contention (which is the major limitation) occurring on the MPSoC.

Hardware signals at critical components of the hardware support (e.g., memory controller, NoC router) are monitored. Then, the tool builds a load counter from this data (i.e., number of memory requests pending, etc.). Finally, it determines which hardware weaknesses deteriorate software performances from these performance counters.

5 TOOL CHAIN IMPLEMENTATION

The previous section sets out the overall architecture of the tool chain we designed. This section presents the implementation choices made to meet the challenges identified.

Figure 2 shows the diagram of the tool’s implementation. It presents the two phases of our tool chain: the acquisition phase and the data processing phase. The first is an online phase, whereas the second is performed offline. As shown in Figure 2, log files are used to communicate between the two phases. The need to be aware of current and past events to properly compute latencies led to this implementation choice (i.e., to log data). Moreover, postponing data-processing and performing it offline helps to reduce the time spent in the software part during the emulation. Since the co-emulation engine requires the design emulation to be stalled when the software part
is running, it avoids adding an extended time overhead to the emulation execution. In addition, the same set of data can be used to run several processing tools without requiring emulation.

5.1 Acquisition Phase

On the emulator side, data is extracted from the platform using an additional module, the spy module. This hardware module, written in SystemVerilog, is plugged into the initial MPSoC design and runs alongside it on the emulator device. It picks up signals at various levels of the design hierarchy. Since the extracted signals depend on the target design, they must be defined during the tool’s configuration, as detailed hereafter. The values of the extracted signals are then wrapped in software objects sent to the host computer through transactors [26] by the Direct Programming Interface (DPI) SystemVerilog standard. In simple terms, transactors can be seen as C++ host software functions called by the emulation platform that passes data through function parameters (i.e., serialized objects). To be called by the emulator, a function must be declared as a DPI transactor function. Function calls can then be executed directly in the SystemVerilog emulated device description.

For example, the Program Counter values are extracted as follows:

(1) The hierarchical path to the Program Counter registered for each CPU is defined in the spy module.
(2) For each clock cycle, the Program Counter value along with a clock cycle counter (timestamp) are packaged into a software object. The clock cycle counter is implemented with a 64-bit hardware register. A software overflow check guarantees the full range of the 64-bits is available for all profiled durations.
(3) The spy module calls a software DPI transactor function designed to manage the object’s reception (and unpacking).

This is the initial principle. However, as mentioned in Section 4.1, we added data filters to the spy module to reduce the number of sends through DPI transactors. Thus, transactors are called only when the signal values reach predefined conditions. A basic example of this could be to send the Program Counter value tagged with the clock cycle number only when its value has changed (i.e.,
no send occurs when the Program Counter is stalled). More complex filters are also implemented in this module so that data is only sent when specific instructions (e.g., function call instructions) are executed by the CPU, or when the Program Counter reaches predefined addresses. An external file defines the trig condition variables: log beginning and ending addresses, list of addresses to trig on, and list of instructions to trig on. Since these conditional variables are specific to each software application, this external file is loaded by the spy module at start-up (through the DPI transactor). Consequently, the trig conditions can be modified without re-synthesizing the whole hardware platform. The signals are dumped, and the kind of filters to apply are selected according to the expected output. For example, to obtain the call stack of an application, the PC registers of CPUs and the registers containing the jump destination address have to be dumped, and the minimal filter configuration is to trig on jump/return instructions. For a contention analysis, we selected to dump the memory interfaces signals, and so on. Hence, sets of filters have been designed for each kind of analysis provided by our tool-chain. Users have just to choose the set corresponding to the expected output. It is worth noting that these filters guarantee to dump all data impacting the accuracy of the measurements while keeping the amount of the extracted data as reduced as possible to speed-up the global execution time.

On the host computer side, we designed a C++ software program to receive data extracted from the hardware platform, then to write them in files using the compact ASCII format (a binary ultra-compact standard has also been designed). In this article, we refer to this program as the log program. Since the emulation is stalled as long as the DPI functions are running, the log program is designed to quickly return the control to the emulation part. Thus, this program is multi-threaded to parallelize data reading from the DPI transactors. Since writing to the file can take a while, data is first buffered, and the file-writing operation is postponed to be performed later. We chose not to generate a file for each core, but rather a file for each type of data. This option facilitates data processing as one file is generated containing executed instructions, one for memory frames, and so on.

As a matter of fact, the acquisition chain is highly adjusted to the hardware design. This characteristic is essential to maintain a fast emulation over a long period of time. Indeed, Emulators like the Mentor Graphics Veloce offer the possibility to log all signals from the emulated design in a hardware buffer. Since this log is only performed by the hardware side, it only slows the emulation down slightly or not at all. However, this buffer has a limited size. Once it is full, either the old data is replaced by incoming data, or the full contents must be uploaded to the host computer. In the first case, emulation remains rapid, but only a short time-lapse (a few micro-seconds) can be dumped. Hence, this strategy is incompatible with the study of a whole complex software mechanism. In the second case, the synchronization and the uploading of the hardware buffer to the host computer takes a very long time, during which the emulation is stalled. With this approach, the emulation becomes very slow and is no longer competitive. In addition, the log file generated is very large resulting in storage issues.

5.2 Data Processing Phase

The data processing phase consists in the off-line processing of the data extracted during the acquisition phase.

5.2.1 Call Stack Generator. This script builds the function call stacks for the software application by parsing log files and extracting the “jump” and “return” instructions. Then, it annotates this stack with the time spent on each function at clock cycle accuracy, since each event is tagged with its clock cycle by the acquisition engine. Figure 3 presents the block diagram for the algorithm implemented to build the function call stack. The black elements correspond to a simple linear use
Fig. 3. Algorithm to build the function call stack.

case (i.e., without interruptions); the orange blocks inside the dashed boxes handle interruption subroutines.

We will start with a simple use case description. The first step consists in fetching lines from the input logfile, looking for event core ID fields matching the in-processing core ID. Once found, the timestamp for the event is stored and we move on to the next step, checking the instruction type. If the instruction is a “call,” the timestamp is tagged as call time, and we recall the main algorithm function in a recursive way. If the instruction is a “return,” we go to the next step to compute the function duration. The name of the function is then retrieved thanks to its address in the disassembled application file if available,\(^1\); otherwise, the call stack mentions the function addresses. Next, the result is temporarily stored in a list. The list is then “inverted” to write the stack, in the output file of the core, according to the call order. The same algorithm is run for each core.

This generation approach only works for linear calls. However, it does not take into account any jumps to the interruption subroutine (IRQ) which disrupt the nominal execution flow and can introduce errors into the call stack proceedings. The steps dedicated to managing IRQs are illustrated in orange in Figure 3. (1) An additional test is performed before the recursive function loop. If the instruction is a jump to an IRQ subroutine, the current call is stored as an IRQ call,

\(^1\)If applications’ source codes and executable files are available, the disassembled application file can be obtained just using the compilation tool-chain (reverse engineering from the binary file).
and the depth of the call stack is saved when this IRQ occurs. (2) When a “return” instruction is found, the IRQ delay is computed in place of the function delay computation. (3) Then the delay due to the IRQ subroutine is subtracted from the duration of functions affected by it. Since these additional steps are part of the recursive call process, nested interrupts can be handled.

Figure 4 shows how the call stack generator works in practice. The input log file is represented in the top-left corner. This file contains the Program Counter value, the operational code of the executed instruction at this address, the register “rs” that contains the destination address of the “jump” operation, and finally the timestamp. The program’s pseudo-code has been written to the left of this file to facilitate comprehension. In the other corner, the disassembled program file is presented. This file associates memory addresses with the assembly language labels of each instruction. The box in the middle shows the states of the software memory variables. At the bottom, the output file generated is shown.

The first processing step is to fetch the “jump” instruction line, identified by its operational code (codeOP). The “rs” register contains the address of the destination function “fctA.” This address is stored with its associated timestamp. Subsequent lines are fetched from the log file until we find the address of the IRQ management subroutine. The timestamp of this instruction is then stored. The next lines are then fetched until the return instruction for the IRQ subroutine is encountered. The duration of the IRQ management is then computed and stored. The following lines of the log files are then fetched until we find the return instruction for the “fctA” function. The “fctA” address is sought in the disassembled file to retrieve its name. Then, the total time spent on the “fctA” is computed (50 in our example). However, since an IRQ occurred during the execution of the “fctA,” the duration of the IRQ is subtracted before writing the actual time spent on “fctA” in the output file.

5.2.2 Timing Analyzer. The main idea here is to store the timestamp for a predefined set of instruction addresses, disregarding the CPU or the thread executing them. The set of addresses monitored is defined in the “addr filter” file. Then, the tool computes their durations, and it associates these durations with the threads performing the operation.
Hence, this tool requires information on the thread ID for threads running on each CPU. Moreover, in some cases, we could be interested in identifying specific software variable access. To fulfill these two requirements, additional data must be dumped during the acquisitions phase. Even if, from a software point of view, it looks trivial to retrieve this information; it is not so easy to obtain it through the hardware platform.

Indeed, some processor cores do not expose the running thread IDs in accessible hardware registers. This is the case for the MIPS core, taken as a reference here. To solve this issue, we found that threads can be identified using stack and heap pointers, which are different from one thread to another. Hence, a spy module extension can be used to dump the two registers storing these pointers.

Software variables are more tricky to identify due to the use of virtual memory address spaces. A way to get real physical hardware addresses from virtual addresses could be to associate both addresses at the time of translation, capturing signals before and after the Memory Management Unit. In fact, we did not implement this complex solution since our tool was initially devised for synchronization mechanisms. Since synchronization mechanisms are based on specific atomic instructions (i.e., lock), they can be identified by their operational code, then the lock address is retrieved from the instruction destination register by analyzing the disassembled application code. Hence, we customized the spy module to dump both the instruction code register and the register storing the lock addresses.

5.2.3 Contention Analyzer. To quantify contention issues, we need to be aware of the state of the memory request frames on their path to the memory. Hence, the spy module must be extended to dump signals related to communication wires linking the CPUs to the memories as illustrated hereafter in Figure 8. Therefore, Network on Chip (NoC) data signals were monitored at different levels of the NoC: Memory Management Unit (MMU) outputs, NoC routers, memory controller inputs, and so on. Since the memory frame header contains a frame ID, a frame can be followed on its path. Thus, based on the log files, the contention analyzer can track a frame from a CPU to a memory, and the time spent in each section of this path can be extracted. Based on this information, we can identify components creating contention on the network.

6 APPLICATION TO SYNCHRONIZATION BARRIERS

This section presents an application case benefiting from the tool chain. We first present the test platform. Then, thanks to our tool chain, we study performance of the GNU OpenMP synchronization barrier and propose optimizations. We chose this mechanism among others since inter-process synchronization remains a slowdown source for highly parallel applications. Although this mechanism is dependent on the application usages, it is a low-level kernel service requiring accurate and non-intrusive monitoring. Moreover, this mechanism is closely related to hardware support (NoC and memory), making it a privileged target for applying our software/hardware profiling tool capabilities. Hence, we take advantage of the tool chain’s capacity to run full benchmark applications to validate our synchronization barrier optimizations. Finally, we discuss the use of the tool chain on other platforms.

6.1 Test Platform

6.1.1 TSAR Architecture. The TSAR many-core architecture was chosen for this study. TSAR is a clustered many-core architecture based on Network-on-Chip, which makes it highly representative of modern MPSoCs. As shown in Figure 5, each cluster is mainly composed of four MIPS32 processors with their associated private L1 cache, and an L2 cache, which is also a shared memory segment. Each L2 memory is designed to cache part of the global memory, and the L2 cache for a cluster can be accessed by cores inside and outside the cluster.
Inside a cluster, all components are linked together by a crossbar implementing the Virtual Component Interface (VCI) protocol [14]. Each component integrates a VCI target interface, and master components integrate a VCI initiator interface. A fair scheduling strategy is implemented in the crossbar: if several initiator interfaces try to communicate with a single target interface, the same period of time is allocated to each initiator.

Communication between clusters relies on a DSPIN network-on-chip implementing a cut-through routing strategy with a 2D mesh topology. A Network Interface Controller (NIC) inside each cluster translates intra-cluster VCI requests into inter-cluster DSPIN requests, and vice-versa. Other networks-on-chip are also implemented on the TSAR system to handle exchanges related to the cache coherence protocol. However, here we have focused on explicit data path networks. (See Ref. [21] for more details on the TSAR platform.)

6.1.2 Measurement Environment. The emulated TSAR platform is composed of 64 cores (16 clusters of 4 MIPS32). Since TSAR is a symmetrical platform, the number of cores (implemented in the MPSoC, and monitored by our tool) can easily be modified in a generic way.

As for the software aspect, we used a Linux kernel 4.6 port and the μClibc to boot the TSAR platform.

6.1.3 Benchmarks. Two kinds of benchmarks were used to evaluate the GNU OpenMP synchronization barrier performances on our platform. (1) We first ran a micro-benchmark implementing the easiest OpenMP code: a slight computation inside an OpenMP parallel for loop. The OpenMP library then automatically adds (at compilation time) a synchronization barrier at the end of the loop. So we profiled the behavior of this barrier. The number of OpenMP threads was configured according to the number of cores available, hence, 64 threads for this application case. Moreover, to ensure the replicability of the observed behaviors, we run several times the whole OpenMP parallel section (3 times for the call stack generation and 400 times for the other measurements as detailed hereafter). (2) Then, in a second time, we ran a full application from the NAS Parallel Benchmark: Integer Sort. This application performs a sorting operation that is important in particle method codes. It tests both integer computation speed and communication performance [2]. Since the MPSoC current state (initialization, I/O interrupts, and so on) can affect the application performances, we decided to average the measured results over five consecutive runs of the same application.

6.2 Measurement Tool Chain Application

We decided to study the performance of the synchronization barrier inserted by the OpenMP standard after each parallel code section. Due to its wide adoption and its open-source property, we choose the GNU implementation of the OpenMP library.
As a reminder, the basic principle of a synchronization barrier is: threads wait on the barrier until the last one reaches it. Then, all threads are released.

This waiting phase can be achieved for a thread: (1) either by doing a poll on a flag—this is usually called “active waiting”—(2) or by switching the thread to sleep mode until the release condition is met. This kind of waiting is usually referred to as “passive waiting.”

This article only presents the study of the “passive waiting” mode.

### 6.2.1 Analysis Road-map

The methodology to analyze performances of a software mechanism using our tool chain is:

1. Retrieve the input and the output addresses of the mechanism we want to study in the disassembled file(s). Here, the GNU OpenMP synchronization barrier.
2. Analyze the full mechanism performances by tracing the function call stack using our tool chain.

To achieve this step, we must configure the “filter addr” file with the operational code for the “jump” (`jal` and `jalr` for the MIPS32) and “return” (`jr` for the MIPS32) assembly instructions. Moreover, the mechanism’s “start” and “end” addresses must be written into the configuration file.

Figure 6 illustrates these configuration stages. Black elements are provided by the tool chain, whereas colored elements are user-defined. The operational instruction codes, required to create the function calls stack, are retrieved from the processor Instruction Set Architecture (ISA) and placed in the “filter addr” file. The start and the end points for the measurements are extracted from the disassembled program file, and written in the “filter addr” file. Regarding the disassembled program file, it is obtained from the binary file using the “objdump” utility of the GNU compilation tool-chain. This figure also displays a part of the spy module file. The two first lines create links to pick up the signals monitored in the target MPSoC design hierarchy. Then, some trigger conditions are visible. The first one trigs when the instruction currently being executed is one of those defined in the “filter addr” file. The second one trigs when the Program Counter reaches an address defined in the “filter addr” file.

Once the configuration is completed, we run the emulation platform with the evaluation software. After run completion, a log file containing extracted data is generated. The “call stack generator” can be executed on it to produce output files: one file for each CPU.
An analysis of the results obtained for the mechanism studied here is presented in Section 6.2.2.

(3) The third step is the accurate study of the mechanism. It is useful to study cross-CPU events or to ensure the reproducibility of a defect identified during the second phase. In our case, we needed it to measure the thread release duration, which is a cross-CPU phenomenon. This duration corresponds to the delay between the start of the release process—when the last thread reaches the barrier—and the return to nominal execution of each thread. This is a key value to assess synchronization barrier performances.

The spy module is already designed to trig on specific addresses defined in the configuration file. In our case, we have to trig on the release phase start address, which is the address of the function performing the wake-up process, and to trig on the exit of the barrier function.

This new minimal configuration makes it possible to execute applications faster than the previous one, since data is sent only for a few addresses. Therefore, applications can be run several times to determine average results. Hence, we ran the emulation platform another time with this fast trig configuration. Then, we ran the timing analyzer, taking the log file as input, and producing a timing report. Section 6.2.3 presents the results obtained for our case.

(4) We can add a fourth step, if necessary, with the study of the potential hardware contention issues occurring while the mechanism is running.

First of all, we have to define the Region Of Interest (ROI) we want to monitor. In our case, we chose to monitor the memory access behavior during the synchronization barrier release phase. Thus, we identified the start address and the end address for the ROI in the disassembled software application file. Then, we configured the “filter addr” file with both these addresses (ROI start and ROI end). The tool is designed to perform contention data extraction inside the given ROI. Once the configuration was completed, we ran the emulation platform to produce the log files. Then, we ran the contention analyzer to generate a memory access behavior report. A contention analysis for our case is presented in Section 6.3.

6.2.2 Analysis of the Time Annotated Function Call Stack. Since the function call stack is a means to obtain an overview of the time spent in each function for the mechanism studied, we configured our tool chain (“filter addr” configuration file) to start the log upon entry into the GNU OpenMP barrier mechanism, and to finish when this function completes. To prevent analysis of odd work-flows, we ran the barrier mechanisms three times. The call stack tool does not average the delays computed over executions, but we can manually check the result reproducibility over the three runs.

The log file produced during the “acquisition phase” was about 1,500,000 lines long. The function call stack script then processed this file to generate files containing call trees.

Upon analyzing the function call stack generated for the release process of the passive wait mode of the OpenMP synchronization barrier, we noticed an unexpected work-flow. The same function, sending Inter-Processor Interruption (IPI), was called as many times as there were cores in the system. In fact, these IPIs are required to reschedule the formerly sleeping task on the destination IPI core.

Thus, we propose to optimize this process by regrouping all the IPI requests into a single list, and then to send them all in a single function call.

6.2.3 Analysis of the Timing Analyzer Results. Once we had detected a defect in the awakening process implementation, we wanted to accurately measure the thread release durations in order to evaluate the optimization proposal.

We first configured the “filter addr” file to trig only when the awakening process starts and when threads resume their nominal execution (exit of the barrier). Thanks to this reduced amount
of dumped data, we were able to run the OpenMP synchronization barrier mechanism 400 times, and thus eliminate odd values.

With the timing analyzer, we evaluated the release duration for 64-threads mapped to 64 cores with and without the optimization.

Against all expectations, no significant gain was noticeable with the optimized process—the “optimized” release lasted about 5,185,900 cycles for 64 threads compared to approximately 5,196,200 cycles without optimization.

In fact, with the optimized version, all threads resume their execution at the same time. Therefore, they are trying to simultaneously access the memory (probably to load the remaining shared kernel code), resulting in memory contention issues. To avoid these issues, we decided to introduce slight delay between two IPI sends, inducing time shifting in the awakening processes for the different threads. This shift should reduce the contention issue.

To observe the impact of inter-IPI delay, we ran the loop of 400 OpenMP synchronization barriers with several inter-IPI delays, and measured the release duration for the 64 threads. Figure 7 presents the median release durations obtained for the 64 threads as a function of the inter-IPI delay.

The X-axis represents the delay inserted between sending consecutive IPI (in microseconds). The Y-axis is the number of cycles spent in the release phase, i.e., the number of cycles between the start of the awakening process since the last thread arrived at the barrier and the last thread to resume its nominal execution. These results confirmed our assumption: the release phase duration starts to decrease as the inter-IPI delay increases. The cycle number reaches a minimum at a delay of 400μs as a result of the reduction of contention issues. Above 400μs, the time spent in the release phase increases since the inter-IPI delays start to exceed the gain achieved by reducing contention issues.

These results also show that, at the optimal point (delay of 400μs), the release phase lasts approximately 1,681,200 cycles, which represents a considerable gain (∼67%) compared to the 5,196,200 cycles required for the non-optimized kernel version.

6.3 Hardware Contention Analysis

We decided to continue the study of this synchronization barrier by monitoring the hardware support’s behavior during execution of this mechanism.

To do so, we dumped signals relating to memory access during the barrier awakening process. Figure 8 illustrates the signals dumping principle for one cluster. Signals of the VCI initiator interface (INI) of each core are dumped after the L1 cache/MMU module. A sample of the spy module code is shown in the lower part of the figure. The out-going signal (VCI_INI_cmd) and

![Fig. 7. Full release time for 64 threads according to the delay introduced between two sends of IPI.](image-url)
the in-going signal (VCI_INI_rsp) are first picked-up for each core. Then, when the transaction is valid, the frame is sent along with the current clock cycle to the host PC. Signals of the VCI target interface (TGT) of the shared L2 cache memory are also dumped, monitoring all requests received by this IP. As for the NIC, since this module is initiator and target on the VCI cluster cross-bar, both interfaces are dumped as illustrated in this figure. In addition to that, signals of the DSPIN initiator and target NIC interfaces are also dumped. In the interests of clarity, details of the DSPIN dumping are not shown. Indeed, DSPIN frames can be made of several flits. Specific frame bits identify the first flit and the last flit. Hence, the trigger condition of the spy module must take them into account to dump full coherent frames. Symmetrically, the same signals are dumped for the other clusters. In this way, latency of memory requests can be evaluated, and potential stalls highlighted.

Figure 9 was generated from results produced by the contention analyzer. It shows the number of requests pending on the crossbars of the 16 clusters making up our 64-core platform. The X-axis represents the cluster identifier. The Y-axis is the number of requests generated during synchronization barrier releases.

Interestingly, three clusters (1, 2, and 16) are considerably more contended than the others. Since the TSAR architecture is symmetric, we can conclude from these results that the L2 memory for these three clusters is considerably more in demand than others. From this observation, we deduce that the Linux memory allocation policy does not spread data evenly across all the L2 memories since a few memory banks contain most of the data accessed during the awakening phase. Moreover, this phenomenon occurs despite setting the “replication of the kernel code” Linux option. Hence, another way to reduce contention issues could be to modify the Linux memory allocator and to spread the data more evenly across the memories of all clusters. Indeed, Garibotti
et al. [9] studied several memory allocation policies on MPSoC and revealed large performance disparities depending on the selected policy.

Figure 9 also shows the distribution of the pending requests for the different crossbar initiators. This figure reveals that the large majority of pending requests are from the NIC. These results reflect a poor crossbar arbiter policy. With the current round robin policy, all distant cores (going through the NIC) get the same bandwidth as a local core. Hence, to optimize this component, increasing the number of time slices granted to external requests (NIC-initiated) should reduce contention issues at this level, and thus shorten the release phase duration.

In line with this observation, we modified the crossbar arbiter policy by granting four time slices to external requests (NIC-initiated), while internal core initiators were still granted one time slice. Then, on the platform with the modified RTL model, we ran again the loop of 400 OpenMP synchronization barriers with different inter-IPI delays and measured the release duration of the 64 threads. Figure 10 presents the results obtained with the crossbar priority improvement (orange plot).

When inter-IPI delays are short (i.e., when contention is high), this figure reveals a gain of almost 30% with the new crossbar policy. Since the number of pending requests stalled in the
crossbar decreases as the contention is reduced, the results obtained with and without the crossbar improvement are the same for lower contentions. Nevertheless, we note that this optimization does not reduce contention enough to further reduce the optimal working point. As a matter of fact, most of the contention results from the poor L2 cache performances, preventing processing of requests as fast as required. Even if we reduced a contention bottleneck thanks to the change of the crossbar priority, only the improvement of the L2 cache significantly reduced contention issues on our platform, leading to extensive behavior changes.

Nevertheless, this use-case emphasizes the importance of combining hardware and software aspects when analyzing performance.

6.4 Running Large Applications

To quantify the gain provided by the proposed software optimization on a true benchmark application, we ran the Integer Sort application of the NAS Parallel benchmark with the Small dataset (Class S) [2]. To eliminate all artefacts resulting from the operating system (interruption, cache misses, etc.), we ran this application five times with and without the optimization, and then averaged results over these runs. This averaging was made possible by the high speed of our measurement chain, which allowed us to run the same applications several times within a reasonable time. Execution of the full IS application (with the Small dataset) took only 1 h for the 64-thread platform.

Table 2 presents the results obtained with the “timing analyzer” for the non-optimized initial version and for the kernel-optimized version with the optimized inter-IPI delay (400 μs). We note a substantial gain thanks to the reduced memory contention as a result of the proposed optimization. Notice that the 400us inter-IPI delay is probably not the optimal inter-delay for this application due to other application specific traffic. Our goal here is not to find the optimal delay for each operating point of an application since the optimal delay can change during an application according to the context of the barrier call. Rather, we found 400us inter-IPI delay is an interesting optimized configuration for 64 cores, and we evaluated the global time reduction on a full application.

Table 2. IS Nas Parallel Benchmark with and without Barrier Optimization (64 cores)

| Application | Non-optimized | Optimized kernel | Gain |
|-------------|---------------|------------------|------|
| IS (class S)| 2, 110 × 10^6 cycles | 1, 924 × 10^6 cycles | 8.8% |

6.5 Adjusting the Tool Chain to Other Hardware Platforms or Applications

To use our tool chain with other hardware platforms required some adjustments of the “acquisition phase.” For the “data processing phase,” no modification is required since it does not interact directly with the hardware but just takes log files produced by the “acquisition phase” as input.

6.5.1 A New MPSoC Design. As a reminder, the spy module extracts signals from the MPSoC design and sends them to the host computer. Thus, this module is closely related to the MPSoC design, since register paths (e.g., the Program Counter register) depend on the design hierarchy and on the hardware blocks implemented (the CPU core). What may appear at first sight as a burden of complexity, in fact provides flexibility. Indeed, the spy module upgrade is enough to be able to use the tool-chain on a wide range of hardware platforms, including heterogeneous systems. In summary, if the design changes, the tool chain users must update the paths of snooped signals in the spy module in line with the new MPSoC design. Hence, some knowledge of the hardware platform is required.
6.5.2 Another Emulator. The tool chain is designed to be as independent as possible of the emulator manufacturer. Data is extracted by the SystemVerilog spy module, leveraging the DPI facilities. We assume most of the emulators available on the market can handle the co-emulation with classical DPI standards. In this case, no specific modification is needed to deploy our tool chain on other emulator platforms. Unfortunately, we could not perform this experimentation. As mentioned previously, emulation platforms are very expensive, so we did not have the opportunity to access emulators from other manufacturers.

6.5.3 Another Low-level Mechanism. In this article, we used the designed tool chain to study the synchronization barrier. However, we can profile other mechanisms. To do so, users have only to update the “filter addr” file with the addresses of the new ROI and eventually the addresses of the cross-CPU events to watch.

Hence, a large number of mechanisms, strongly dependent on the HW support, could benefit from the accurate HW/SW profiling provided by our tool. We can, therefore, consider the optimization of a large panel of operating system services: the network interface stack, other inter-process communication mechanisms, and so on.

Moreover, this tool enables the accurate study of the memory access pattern, or the network-on-chip usage, of applications or services. Thus, this valuable piece of information opens new optimization perspectives, for example, the improvement of the synchronization lock service based on the lock access patterns[8].

7 CONCLUSION

This article presents a methodology based on a new measurement tool chain to achieve a full and accurate HW/SW performance analysis. We propose a non-intrusive tool chain based on emulation, which can perform fine-grained accurate measurements while running large software applications. This tool chain works in two steps, an acquisition phase and a processing phase, to extract, by a side channel, system information (timing, contention, etc.) during the execution of a software application.

We leveraged the strengths of this measurement chain on the GNU OpenMP barrier synchronization mechanism to illustrate the use of the tool chain through a practical case. The accurate fine-grained study allowed us to propose improvements to the Linux kernel. Based on the study of the awakening process of the synchronization barrier mechanism, we propose a kernel optimization that provides a gain of \( \sim 67\% \) in the duration of this process for 64 threads. Thanks to our tool, we were also able to detect some hardware platform issues and to propose improvement opportunities.

In conclusion, this application case emphasizes the fact that obtaining accurate fine-grained information on the software’s behavior on the targeted platform is essential to co-design efficient systems. The proposed tool chain provides access to this type of information, opening the way to the optimization of challenging MPSoC software mechanisms.

In the future, we plan to work on generalizing this tool chain to facilitate its configuration with different kinds of hardware platforms, and to make it more user-friendly.
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