TF/TA optimal flight trajectory planning using a novel regenerative flattener mapping method
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Abstract. In this paper, a new methodology is proposed to enhance the conformal mapping applications in the process of optimum trajectory planning in Terrain Following (TF) and Terrain Avoidance (TA) Flights. The new approach uses the conformal mapping concept as a flattener tool to transform the constrained trajectory-planning problem with flight altitude restrictions due to the presence of obstacles into a regenerated problem with no obstacle and minimal height constraints. In this regard, the Schwarz-Christoffel theorem was utilized to incorporate the height constraints into the aircraft dynamic equations of motion. The regenerated optimal control problem was then solved by a numerical method, namely the direct Legendre-Gauss-Radau pseudospectral algorithm. A composite performance index of flight time, terrain masking, and aerodynamic control effort was optimized. Furthermore, to obtain realistic trajectories, the aircraft maximum climb and descent rates were imposed as inequality constraints in the solution algorithm. Several case studies for two-dimensional flight scenarios show the applicability of this approach in TF/TA trajectory planning. Extensive simulations confirm the efficiency of the proposed approach and verify the feasibility of solutions, satisfying all of the constraints underlying the problem.
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1. Introduction

According to the safety reports published by International Civil Aviation Organization (ICAO) [1], a great percentage of flight accidents over the last two decades have occurred during the approach and landing phases of flight or due to the Loss of Control (LOC) at low-altitude flights. LOC and Controlled Flight into Terrain (CFIT) are the major contributors to fatal aircraft accidents around the world. Safety issues are even more acute when the aircraft is flying at a low altitude. In terminal phases of flight in which the aircraft decreases its altitude or during aborted landing where the pilot conducts a so-called “go-around” maneuver, especially in mountainous regions or close to metropolitan areas, the aircraft might be expected to perform a safe Terrain Following (TF) or Terrain Avoidance (TA) maneuver.

Accordingly, aircrafts with TF/TA capabilities are able to avoid sudden crashes caused by the collision with terrains while flying at low altitudes near the ground surface. The Terrain Avoidance Warning Systems (TAWS) currently used in some civil airplanes provide the pilot with a warning of impending obstacles or probable CFIT. TAWSs usually utilize a combination of sensors data and digital map database as their inputs.

In addition to manned airplanes, Unmanned Aerial Vehicles (UAVs) have been extensively used to carry out various missions in recent years. UAVs offer major advantages in missions in dull, dirty, or
dangerous places, such as the inspection of terrain, pipelines, utilities and buildings, search and rescue operations, firefighting, etc. [2]. In such missions, a flying vehicle might be required to fly at low altitudes. The Guidance, Navigation, and Control (GNC) subsystem plays an important role in the success of these missions. Acquiring an autonomous flying vehicle requires transferring the operational responsibilities and functions, including the GNC tasks, from the ground station to the aircraft onboard computer. This causes a UAV to gain greater autonomy and authority, and human agents change from operators into supervisors. As a result, TF/TA trajectory planning requires a sense-and-avoid subsystem incorporated in the GNC subsystem.

As mentioned before, the TAWS in a manned aircraft provides the pilot with a warning of impending CFIT, and some qualitative advisory information about TF flight is shown to the pilot. However, such devices might not provide the necessary warning at the right time and the pilot would not have enough time for an appropriate decision and reaction. Therefore, in order to assist the pilot with taking the appropriate decision and get the UAV to conduct a TF/TA maneuver autonomously, the autopilot might be upgraded by a TF/TA mode by taking the required maneuver and even applying the necessary commands.

Flight path planning could be done in both online and offline modes. In an offline path planning, the entire path in the mission is computed before the start of the motion, whereas the trajectory to the destination is generated incrementally during the motion in the online path planning [3]. As mentioned before, in several missions, a flying vehicle might be forced to fly at low altitudes with previously unknown obstacles in the environment. Thus, it is required that the motion planning task be implemented online during motion in the flying vehicle.

Traditional path-planning methods offer only two main strategies including (1) geometric path planning and (2) dynamic path planning methods. Geometric methods attempt to add dynamic and path constraints to the algorithm by limiting the maximum accepted load-factor or normal acceleration that resulted in limiting the path curvature. In contrast, the dynamic trajectory planning methods attempt to incorporate the path and dynamic constraints numerically in the numerical solution algorithm or by using the Pontryagin Minimum Principle (PMP) [4]. This research proposes an approach by which simple geometrical shapes using interconnected line segments model the terrain profile or the shape of the obstacle. The concept of the Schwarz-Christoffel conformal mapping is then utilized to incorporate the height constraint into the equation of motion.

The problem of autonomous trajectory planning for UAVs is the subject of a great volume of research works so far. The following section presents an attempt to classify and briefly review various methodologies and approaches introduced in the field of TF/TA trajectory planning. In the section called “Problem statement”, the problem of two-dimensional TF/TA trajectory planning is formulated as an optimal control problem. The next section titled “Flattener mapping concept” introduces the Schwarz-Christoffel theorem and explains how to use the concept of conformal mappings for solving an optimal TF/TA trajectory-planning problem. Several case studies and simulation results are presented in “Case-studies and simulation results” section. The conclusion and outline of future works are drawn in the final section.

2. Trajectory-planning approaches and related works

Several researchers have investigated different aspects of trajectory planning in TF/TA maneuvers, and various approaches have been proposed to solve the problem. Generally, trajectory-planning methods for flying vehicles could be categorized in the following:

2.1. Decoupled trajectory planning

This approach is based on finding a discrete path in configuration space of vehicle using search algorithms like A* algorithm. The obtained discrete path is then used as a basis to generate a feasible trajectory to satisfy the dynamic constraints of the system. Yang and Zhao [5] investigated the trajectory-planning in an environment with priori known obstacles. In this work, the A* search technique was utilized to obtain discretized trajectory solutions, satisfying some performance constraints of the flying vehicle. In another work, Vachtsevans et al. [6] proposed a mission-planning algorithm for a rotary-wing flying robot in two steps. At the initial step, the A* search engine searched a map mesh for a route from an initial to the final point in order to avoid stationary obstacles. The generated path was optimized and smoothed by a route filter. A trajectory generator then used this route to plan a feasible trajectory.

A rather different approach comprised of two phases was proposed by Karelhiti et al. [7]. Firstly, a direct multiple-shooting algorithm was used to compute an optimal trajectory for a 3DoF aircraft model. A 5DoF simulation was then applied to evaluate the generated trajectories. At the second phase, the optimization parameters were tuned, correspondingly. In a rather common approach known as “Waypoints (WP) Guidance”, an offline discrete path planner was used to generate a set of WPs. Then, this set of WPs was fitted by a spline for which the acceleration commands satisfied the system constraints. Lee et
al. [8] proposed a 2D trajectory-planning approach for a UAV that flies through mid-course WP s. The path generation incorporates the steady-state flight for straight-line paths and steady turning flight to generate circular arc trajectories. In another research, with no prior knowledge of WP s, Babaie and Mortazavi [9] offered an online 2D trajectory-planning method. In a recent study, Lin et al. proposed a fast obstacle avoidance algorithm based on the geometric approach. Combining the geometric method and selecting the maneuver start time, the authors claimed a 90% computation time reduction compared to the current waypoint generation methods [10].

2.1.1. Optimal control methods
Trajectory-planning problems can be solved through optimal control theory methods. Optimal control methods consider the constraints on the control variables (e.g., the control surface deflections, thrust magnitude, etc.) by applying the PMP. Dynamical constraints on path and states are also addressed by several methods such as slack variables, penalty function, and interior point method [11]. An optimal control approach was discussed by Menon [12] for a TF flight. Terrain masking and flight time minimization were considered in the performance index, and the mathematical model of terrain was incorporated in the equation of motion to generate optimal trajectories. Malaek and Kosari [13] applied the same approach as Menon’s to solve a 3D TF/TA trajectory planning problem. They introduced an approach to incorporate the dynamical capabilities of aircrafts via a cost function. The authors also used an inverse dynamic method to solve a 2D time optimal TF trajectory planning [14]. In another similar study, the so-called Energy Constant Trajectories (ECT) were introduced for low-altitude flight trajectory planning in TF/TA maneuvers in mountainous areas [15]. Denton and Jones [16] applied “Dynamic Programming” to generate optimal trajectories. The proposed method discretizes the existing terrain profile before conducting the search for optimal trajectories. In another research work, a closed-loop optimal guidance scheme for first-order control systems was derived for a spin-stabilized flying vehicle [17].

Researchers also have used direct optimal control methods to solve trajectory-planning problems. Kosari et al. [18] introduced a 2D path planning approach to generate optimal flight trajectories for an aircraft flying in mountainous regions. In this work, the authors used trapezoidal and Hermite-Simpson methods to discretize the state and control variables. In Williams [19], a direct Legendre Pseudo-spectral Method (LPM) was used to obtain 3D optimal online TF/TA trajectories. To do so, firstly, the optimal control problem was transcribed into a Non-Linear Program (NLP) problem and, then, a Sequential Quadratic Programming (SQP) algorithm was solved the NLP. Another work by Kamyar and Taheri [20] applied a direct sequential method to solve a TF/TA trajectory planning. The control inputs were developed for time-, fuel-, and height-optimal scenarios using a 6DoF dynamic model.

2.1.2. Heuristic optimization methods
Artificial heuristic methods such as Genetic Algorithm (GA), Particle Swarm Optimization (PSO), etc. have also been used for path-planning problems. Qing [21] used GA, for the first time, to optimize aircraft path in the course of TF/TA flight considering low-altitude flight and penetration requirements in the cost function. In a work by Nikolets et al. [22], a modified GA was utilized to develop offline and online trajectory planners for UAVs in a 3D terrain environment. The flight path was represented by B-spline curves. In the same line of works, Nikolets and Tournavoulou [23] used GA to optimize path in cooperative flight scenarios of flying vehicles. In Sun et al. [24], PSO was used to design a flying robot flight path in a 3D environment. B-spline curves were used for smoothness. The flight path planning in constrained and dynamic environments was modeled as a hybrid optimization problem by Karimi and Pourtakdoust [25]. A PSO-based algorithm was used to generate the optimal trajectories to fly over the terrain and random threats. An integrated optimization of the guidance and control system for a dual spin flying vehicle was presented by Nobahari and Arab Kermani [26] using a metaheuristic algorithm, called Tabu continuous ant colony algorithm.

2.2. Artificial Intelligence (AI) approaches
Several recent studies have used a combination of path-planning methods and AI algorithms to improve the real-time aspect of trajectory generation. Kosari et al. [27] considered the application of AI in an online trajectory generation. An inverse dynamic method was used to generate offline trajectories. The offline paths were used to train a multiple-layer neural network. In Rahim and Malaek [28,29], an optimal trajectory planning plus a fuzzy approach was proposed for TF/TA flight maneuvers. In this method, the relationship between the gradient of terrain slopes and their derivatives, as well as the flight speed and altitude of the aircraft, was used to construct fuzzy rules. In a rather recent study, Bagherian [30] utilized a fuzzy-logic system for a UAV 3D TF/TA trajectory planning, assuming that the terrain data and UAV dynamic constraints were available beforehand.

2.3. Potential field approaches
Artificial Potential Field (APF) methods have been utilized for obstacle-avoidance trajectory planning in the field of robotics. APF methods are based on the idea of assigning a potential function to the unob-
structured space and considering the vehicle’s motion as a particle that reacts to repulsive forces of the potential field to achieve obstacle avoidance [31]. In Megherbi and Wolovich [32], a complex potential function was derived, which encoded the position, orientation, and shape of the obstacle and how fast and in which direction it moved. By computing the gradient of the potential function, a feedback control law was derived, given the constant curvilinear velocity. Introducing a complex potential function makes it possible to use the conformal mapping to solve the problem for an arbitrarily shaped obstacle using the solution for a circular obstacle case. In another work by Chuang and Ahuja [33], a potential field model was assigned to free space to yield collision avoidance between an object and an obstacle. In a more recent study, Chen et al. [34] used a combination of APF and optimal control theory to address UAV path planning. By introducing an additional control force to the APF and applying the functional optimization method, the trajectory-planning problem was reformed into a constrained optimization problem. In another work, a combination of GA, Dijkstra searching algorithm, and APF approach was utilized to provide an algorithm that solved a global path planning in an environment with multiple threats [35].

Since the overall evaluation of research works conducted so far, the dynamical feasibility of the path and the selection of an efficient numerical algorithm have been the main issues in TF/TA reference trajectory planning methods. Meanwhile, these research studies lack a generalized and systematic approach to addressing such height-constrained flight missions. Some approaches assume that the environment height constraints due to the terrain profiles and obstacles are known prior to the mission operation [5,12-14,18]. In some methods, the model of terrain profile has been incorporated in the kinematics equations of motion, requiring the mathematical model of terrains to be exact and differentiable [12-14]. In some of the optimal control approaches, path constraints are incorporated in the “performance index” or the so-called “cost function”. In some other trajectory planning approaches, the path constraints are captured in the numerical optimization algorithms [18-20]. Along with the mentioned methods, some approaches, which claim to be implemented in real time, do not guarantee optimality and dynamical feasibility.

The current research attempts to present a solution to some of the aforementioned problems by creating a Virtual Terrain Model (VTM) based on an existing real terrain model. The novel method is used to generate flying routes over naps of the earth with the application of conformal mapping [36]. In the proposed method, the Schwarz-Christoffel mapping is introduced as a tool for facilitating the consideration of height constraints and incorporating it into the equations of motion. In this regard, the shape of the terrain profile, using the conformal mapping exclusivity as a flattener, could have been mapped into a virtually unoccupied space with no formal height restrictions and barriers. The solution strategy proposed by this article conceptually differs from that discussed by Megherbi and Wolovich [32], in which the authors used a complex potential field to solve the path-planning problem for a circular obstacle case and applied the conformal mapping to obtain a solution for other arbitrary obstacle shapes.

Identifying and calculating proper conformal mapping in accordance with the height constraints of the problem might be one of the major challenges of this approach. In this regard, the main efforts have been made to compute a series of basic terrain profiles based on the facilitator mapping function derived by the Schwarz-Christoffel theorem.

3. Problem statement

Since almost all of flying vehicles have a plane of symmetry, it is possible to separate the flight dynamics model of the vehicle’s motion from distinct longitudinal and lateral-directional equations of motion. Besides, many researchers have attempted to simplify dynamic models in order to reduce the computational time and efforts, provided that the simplification does not affect the feasibility of solutions. With the same reasoning, this research uses the aircraft’s longitudinal equations of motion in the trajectory-planning problem.

As outlined in the previous section, the objective is to provide a solution methodology for the aircraft trajectory-planning problem in a TF/TA flight maneuver. In this regard, the following steps are considered to be taken to solve the problem:

**Step 1.** Modeling the aircraft flight equations (differential equations constraints) discussed in this section;

**Step 2.** Modeling obstacles and terrain (flight path constraints);

**Step 3.** Utilizing the flattener mapping concept (discussed in Section 4) to include the constraints into the flight equations;

**Step 4.** Solving the optimal trajectory-planning problem (discussed in Section 5).

The aircraft’s point-mass longitudinal equations of motion assuming a flat non-rotating earth model could be stated as follows [37]:

\[ \dot{x} = V \cos \gamma, \]  
\[ \dot{y} = V \sin \gamma, \]
\[ m \dot{V} = T \cos \alpha - D - mg \sin \gamma, \]  
\[ m V \dot{\gamma} = T \sin \alpha + L - mg \cos \gamma, \]  
(3)  
(4)

where parameters \( x, y, V, \) and \( \gamma \) are defined as the state variables and represent downrange, altitude, velocity, and flight-path angle, respectively. Aerodynamic lift and drag forces are notated by \( L \) and \( D \) and are defined as follows:

\[ L = \frac{1}{2} \rho V^2 S_{ref} C_L, \]  
\[ D = \frac{1}{2} \rho V^2 S_{ref} C_D. \]  
(5)

In Eq. (5), \( S_{ref} \) is the aircraft's wing area; \( C_L \) and \( C_D \) are lift and drag coefficients, respectively, which are the functions of Mach number, altitude, and Angle of Attack (AoA). The aerodynamic lift and drag coefficients are generally modeled as follows in the form of look-up tables:

\[ C_L = C_L(y, M, \alpha), \]  
\[ C_D = C_D(y, M, \alpha). \]  
(6)

The thrust force, \( T \), could be defined as follows:

\[ T = T_{\text{max}}(M, y) g(\eta), \]  
(7)

where \( T_{\text{max}} \) is the maximum thrust, and \( \eta \) is throttle setting that alters in the range \( 0 \leq \eta \leq 1 \). The function \( g(\eta) \) represents the nonlinear behavior of the engine as a function of Mach number and altitude. Aircraft AoA \( \alpha \) and throttle setting \( \eta \) are considered as control variables. The AoA is actually controlled by elevator control surfaces. The elevator history could be calculated by computing the time history of AoA and its derivative.

The state and control variables considered for the problem and some performance parameters of the flying vehicle might be restricted due to the inherent technological and physical limitations of the aircraft, e.g., the elevator maximum deflection angle and so forth. These limitations specify the allowed ranges for the state and control variables and performance parameters in which they can vary. The control variable constraints could be defined as follows:

\[
\begin{cases}
\alpha_{\text{min}} \leq \alpha \leq \alpha_{\text{max}} \\
0 \leq \eta \leq 1
\end{cases}
\]  
(8)

The Maximum Rate of Climb (RoC) and maximum Rate of Descent (RoD) are among the important performance parameters of an aircraft in the TF/TA maneuvers. These parameters are taken into account in the trajectory planning process as an inequality constraint as follows:

\[-\dot{R} \text{O} \text{D}_{\text{max}} \leq \dot{h} \leq \dot{R} \text{O} \text{C}_{\text{max}}.\]  
(9)

One of the design tools in the trajectory optimization process is the performance index (cost function). In this study, a composite performance index includes two conflicting requirements: flight time and terrain masking. In order to prevent an abrupt change in the AoA and improve the control surface rate saturation problems, it is recommended that the AoA control effort be included in the cost function.

\[ J = \int_0^T \left[(1 - K) + K(y - h_{\text{tr}}(x))^2 + \alpha^2\right] dt \]  
(10)

where \( h_{\text{tr}}(x) \) is the terrain profile height plus an allowable clearance above the terrain at the down range \( x \) position.

4. Flattener mapping concept

The mathematics of complex variables and conformal mapping is not a new subject as it has had widespread applications in the last few decades. A complex function \( w = f(z) \), where \( z = x + yi \) and \( w = u + vi \) are complex numbers, is conformal in a specified domain if and only if \( f'(z) \) is non-zero over the entire domain \([38,39]\), i.e., \( f'(z) \neq 0 \). These mappings have some unique features, the most important of which could be outlined as follows \([37]\):

- Conformal mapping preserves the angle locally between two differentiable arcs, as shown in Figure 2;
- An inverse of conformal mapping is computable; suppose that the mapping \( f(z) \) is analytic at point \( z_0 \); then, the function \( f \) has an inverse \( F \) in the neighborhood of \( w_0 = f(z_0) \).

4.1. Schwarz-Christoffel mapping tool

In this research, these two important features of the conformal maps are used to develop a method for aircraft flight trajectory planning in TF/TA maneuvers. The main idea in this research is to utilize the Schwarz-Christoffel conformal map, which is used to transform the boundary of the virtual terrain (barrier) in \( w \)-plane to the real axis of \( z \)-plane and the area over the terrain to the upper part of the real axis.

According to the Schwarz-Christoffel theorem, “the real axis of \( w \)-plane could be mapped to a piecewise linear boundary of a polygon in \( z \)-plane with interior angles at successive vertices \( A_1, \ldots, A_n \) as \( \alpha_1 \pi, \ldots, \alpha_n \pi \) and the upper half of \( w \)-plane mapped to the exterior of the polygon (as shown in Figure 1). This transformation is defined by the following equation:

\[
\frac{dz}{dw} = C_1 (w - a_1)^{\alpha_1-1} (w - a_2)^{\alpha_2-1} \ldots (w - a_n)^{\alpha_n-1}.
\]  
(11)
Figure 1. Schwarz-Christoffel theorem.

Figure 2. Virtual Terrain Model (VTM) concept based on flattener mapping.

The transformation function, $F$, is computed as follows:

$$z = F(w) = C_1 \int_0^w \left( (w - a_1)^{\alpha_1} \cdots (w - a_n)^{\alpha_n} \right) \, dw + C_2.$$  \hspace{1cm} (12)

The parameters $C_1$ and $C_2$ are complex constants that must be computed based on the given points. Except for certain cases and simple geometric shapes, the analytical solution of the integral term in Eq. (12) is not possible and must be numerically calculated.

Based on the very interesting feature of this family of functions, the possibility of transforming geometric shapes to a straight line could make the Schwarz-Christoffel mapping an effective candidate to model the peculiar shape of terrains. Figure 2 shows the concept of VTM using a polygonal shape. The actual terrain profile could be estimated globally by a polygon of multiple sides or by multiple local simple geometrical shapes such as triangles, pentagon, etc. Accordingly, this paper has applied this exceptional property to the development of easier mathematical decision spaces in solving the complex TF/TA trajectory-planning problems.

In other words, this study applied this technique to model the real shape of the terrain by the simple polygonal shapes. The Schwarz-Christoffel map theorem then transforms the terrain model into a flat plain in an imaginary space. Consequently, in this unobstructed flattened area, the selection of an optimal flyable route using the traditional techniques of guidance and trajectory design may be more attainable and faster.

4.2. Formulation of the concept

At this point, we can describe the formulation of the Flattener mapping concept. The discussion begins with a triangular barrier model, which might be used to estimate and model the terrain profiles. Consider determining a function that maps the exterior of a triangle located in the upper half of the $z$-plane, i.e., the vehicle’s real motion space, onto the upper half of the $w$-plane, i.e., the vehicle’s motion cyberspace (see Figure 3). The Schwarz-Christoffel theorem yields the desired function as follows:

$$z = C_1 \int_0^w \frac{\zeta^{\alpha_1}}{(\zeta - a_1) \cdots (\zeta - a_n)^{\alpha_n}} \, d\zeta + C_2,$$  \hspace{1cm} (13)

where $a_1$, $a_2 \neq 0$, and $a_3$ are the real-valued numbers associated with complex numbers $A_1 = -k_1$, $A_2 =$ $hi$, and $A_3 = k_2$, respectively, and the angles $\alpha_1\pi$, $\alpha_2\pi$, and $\alpha_3\pi$ are the corresponding angles, as shown in Figure 3.

Figure 4 shows how the horizontal and vertical lines in $w$-plane are changed under the mapping function determined for a triangle with parameters $k_1 = 1200$, $k_2 = 800$, and $h_{obs} = 1500$.

The constant $C_1$ and the integral term in Eq. (13) are not analytically computable, and the mapping function must be calculated with some numerical methods. In the case of an isosceles triangle, i.e., $k_1 = k_2 = k$, if $a_1$ and $a_2$ are selected as $-1$ and $1$, respectively, the constant $C_1$ is derived in terms of the gamma function and the mapping function is expressed as follows:

$$z = \frac{(k - h_{obs}i) \sqrt{\eta}}{\Gamma(\beta + 1/2) \Gamma(1 - \beta)} \int_0^w \frac{\zeta^{2\beta}}{(1 - \zeta^2)^\beta} \, d\zeta + h_{obs}i,$$  \hspace{1cm} (14)

where $\pi\beta$ is the base angle of the isosceles triangle, $\alpha$ is a real number selected arbitrarily, and $\Gamma$ is
the “gamma function”, which is an extension of the factorial function and is defined as follows:

\[ \Gamma(z) = \int_{0}^{\infty} t^{z-1} e^{-t} dt. \] (15)

In the case of the isosceles triangle, if the value of \( k \) tends to zero that corresponds to the limit \( k \to 0 \) and \( \beta \to \frac{1}{2} \), Eq. (14) is reduced to Eq. (16) [40]:

\[ z = h \alpha \sqrt{w^2 - 1^2}. \] (16)

It was made clear that the transformation function was not always analytically computable, and numerical methods should be used instead. It can also be shown that, in Schwarz-Christoffel transformation, the correspondence of only three points can be prescribed arbitrarily [39]. In other words, \( A_1, A_2, \) and \( A_3 \) on the boundaries of the polygon in \( z \)-plane can be associated with any points \( a_1, a_2, \) and \( a_3 \) on the real axis of \( w \)-plane. If the VTM polygon has more than three vertices, the determination of \( a_1, a_2, ..., a_n \) might be difficult and must be computed numerically. Various numerical methods are discussed in the literature of mathematics of complex numbers [40,41]. Here, this has developed a Schwarz-Christoffel Terrain Model Generator (SCTMG) code that generates terrain profiles with greater complexity. The software code uses numerical methods to compute integration constant, the numbers \( a_1, a_2, ..., a_n \), and the integral term. Figure 5 shows two examples of SCTMG software outputs.

The vehicle’s translational equation of motion in z-plane could be rewritten as follows:

\[ \dot{z} = \dot{x} + i\dot{y} = V\cos \gamma + iV\sin \gamma. \] (17)

Now, suppose that the mapping function relation of the corresponding VTM is expressed as \( z = F(w) \); the equivalent equation of motion in the mapped cyberspace may be expressed as follows:

\[ \dot{w} = \left( \frac{1}{\frac{dz}{dw}} \right) \dot{z} = \left( \frac{1}{\frac{dz}{dw}} \right) (V\cos \gamma + iV\sin \gamma). \] (18)

Based on Eq. (18), it is sufficient to determine the implicit derivative of the conformal map, \( \frac{dz}{dw} \), in order to implement the transformation process. By taking derivative of Eq. (12) with respect to \( w \) and...
substituting it in Eq. (18), the flattening equation is be expressed in the form below:

\[ w = C_1 \left( \gamma (w - a_1)^{\alpha_1 - 1} \cdots (w - a_n)^{\alpha_n - 1} \right) \]

\[ \left( V \cos \gamma + i V \sin \gamma \right). \]  

By considering this transformation process, the only constraint on state variables is as follows:

\[ v = \text{imag} (w) \ge H_{\text{min}}. \]  

where \( H_{\text{min}} \) is a design parameter that can be selected by the trajectory planner. Now, the aircraft flight trajectory planning could be considered as a free final-time optimal control problem expressed as follows: Based on the flattener-mapping concept explained, Eqs. (19), (3), and (4) form the transformed equations of motion that govern the aircraft’s flight trajectory-planning problem. Eqs. (8), (9), and (20) define the problem inequality constraint. The cost function expressed in Relation (10) should be modified in accordance with the transformed problem. Therefore, the cost function that must be minimized in the solution process is expressed as follows:

\[ J = \int_{t_0}^{t_f} \left[ (1 - K) + K (v - H_{\text{min}})^2 + \alpha^2 \right] dt \]

\[ 0 \le K \le 1. \]  

5. Solution methodology

So far, the path-planning problem has been presented as an optimal control problem in the transformed space. Generally, there are two different categories of numerical methods to solve the aforementioned optimal TF/TA trajectory-planning problem, namely indirect and direct [42]. In an indirect method, the calculus of variations in line with the PMP is used to derive the first-order optimality conditions by forming a Two-Point Boundary Value Problem (TPBVP). Various numerical methods have been developed to solve the TPBVPs [42]. In direct methods, the optimality conditions are not required to be determined prior to the solution. In addition, direct methods have a large radius of convergence and, therefore, do not require an exact initial guess, and there is no need for the guess of costates [42,43]. These advantages have recently heightened researchers’ interests in the application of direct methods to solve complex optimal control problems.

In this paper, a direct simultaneous approach is used to solve the optimal TF/TA trajectory-planning problem, i.e., both control and state variables are discretized to achieve the NLP. The presented method utilizes the Lagrange polynomials to estimate the state and control variables in the Legendre-Gauss-Radau (LGR) collocation nodes, which are the roots of the sum of the nth and \((n - 1)\)th degree Legendre polynomials [44–46]. The nth degree Legendre polynomial is given as follows:

\[ P_n = \frac{1}{2^n n!} \frac{d^n}{dr^n} \left[ (r^2 - 1)^n \right]. \]  

The collocation nodes are defined at the interval of \([-1, 1]\). Therefore, the time interval of \([t_0, t_f]\) could be mapped to the general interval \(\tau \in [-1, 1]\) via the linear transformation given by:

\[ \tau = \frac{2t}{t_f - t_0} - 1, \quad t = \frac{t_f + t_0}{2}. \]  

The state and control variables are defined as row vectors:

\[ x(\tau) \Delta [ u(\tau) \quad v(\tau) \quad V(\tau) \quad \gamma(\tau) ] \]
\[ u(\tau) \triangleq \begin{bmatrix} \alpha(\tau) \\ \eta(\tau) \end{bmatrix}. \] (24)

The state is approximated on the basis of Lagrange polynomials given in the following:

\[ L_k(\tau) = \prod_{j \neq i}^{N} \frac{\tau - \tau_j}{\tau_i - \tau_j}, \quad i = 0, \ldots, N. \] (25)

The state is approximated by a polynomial of degree at most \( N \) as:

\[ x(\tau) \approx X(\tau) = \sum_{k=0}^{N} x(\tau_k) L_k(\tau). \] (26)

The cost function defined in Eq. (21) could be approximated using the Gauss quadrature approximation as follows:

\[ J \approx \frac{t_f - t_0}{2} \sum_{k=1}^{N} w_k \left[ (1-K) + K(v - H_{\text{min}})^2 + \alpha^2 \right], \] (27)

where \( w_k \) represents the corresponding Gauss quadrature weights for the LGR points:

\[ w_1 = \frac{2}{N^2}, \]

\[ w_k = \frac{1}{(1 - \tau_i) \left[ \hat{P}_{n-1}(\tau_i) \right]^2}, \quad 2 \leq i \leq N. \] (28)

Pseudospectral methods, similar to other direct collocation methods, transform the dynamic differential equations into algebraic equality constraints. This is accomplished by orthogonal collocation, i.e., the derivative of the state approximation in Eq. (26) is collocated with the vector form of differential equations of (Eqs. (3), (9), and (19)). If the converted differential equations of motion are defined by Eq. (29) as shown in Box I, where \( \Re(\cdot) \) and \( \Im(\cdot) \) denote the real and imaginary parts of a function. The orthogonality collocation could then be written as follows:

\[ \sum_{k=1}^{N} x(\tau_k) \dot{L_k}(\tau) - \frac{t_f - t_0}{2} f(x(\tau), u(\tau)) = 0, \quad k = 1, \ldots, N. \] (30)

Eq. (30) can be implemented in the NLP. The finite-dimensional NLP associated with the LGR pseudospectral method is then given as follows:

\[ \min_{x_i} \quad \text{Eq. (27)} \]

\[ \text{subjected to} \quad \text{Eqs. (8), (9), (20), and (29)}, \]

\[ x_1 = x_0, \quad x_N = x_f. \] (31)

An optimization algorithm could solve the obtained NLP. In this work, the NLP solver SNOPT [47], which uses the SQP technique, has been used for solving the obtained NLP.

6. Case studies and simulation results

Optimal TF/TA trajectory-planning problems are generally defined over a period of time in which the initial time and states (i.e., position, velocity, and flight path angle) of the vehicle are determined; however, the final time and states might be determined or left free based on the flight operational requirements.

The aircraft’s mathematical model based on the information provided by Khademir et al. [48] is considered as follows:

\[ C_L = 0.0174 + 4.3320\alpha - 1.3048\alpha^2 + 2.2442\alpha^3 \]

\[-5.8417\alpha^4, \] (32)

\[ C_D = 0.0476 - 0.1462\alpha + 0.0491\alpha^2 + 12.8046\alpha^3 \]

\[-12.6985\alpha^4. \] (33)

The initial and final equality and inequality constraints for a typical TF/TA scenario are considered as follows:

\[ x_i = \begin{cases} \text{specified} & \text{if } x_f = \text{specified} \\ \gamma_i = \text{specified} & \text{if } x_f = \text{specified} \\ V_i = \text{specified} & \gamma_f = \text{bounded} \\ \end{cases} \]

\[ y_i = \begin{cases} \text{specified} & \gamma_f = \text{specified} \\ \text{bounded} & \gamma_f = \text{specified} \end{cases} \] (34)

The inequality path constraints on control, state, and performance parameters of the aircraft are defined in Table 1.

6.1. Simple VTM case studies

Consider an aircraft flying toward a tall thin obstacle of height \( h_{\text{ob}} \). This obstacle can be modeled as a bar of height \( h_{\text{ob}} \). The mapping function is expressed as in

Box I
Table 1. State, control, and performance parameters for path constraints.

| Row | Symbol | Constraints description | Value |
|-----|--------|-------------------------|-------|
| 1   | $\alpha_{\text{min}}$ | Minimum angle of attack | $-10^\circ$ |
| 2   | $\alpha_{\text{max}}$ | Maximum angle of attack | $+15^\circ$ |
| 3   | $\gamma_{\text{min}}$ | Minimum flight path angle | $-70^\circ$ |
| 4   | $\gamma_{\text{max}}$ | Maximum flight path angle | $+70^\circ$ |
| 5   | $\dot{h}_{\text{min}}$ | Maximum rate of descent | $-100 \text{ m/s}$ |
| 6   | $\dot{h}_{\text{max}}$ | Maximum rate of climb | $+120 \text{ m/s}$ |
| 7   | $V_{\text{min}}$ | Minimum aircraft speed | $70 \text{ m/s}$ |
| 8   | $V_{\text{max}}$ | Maximum aircraft speed | $300 \text{ m/s}$ |
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**Figure 6.** Aircraft optimal trajectories and control inputs (slim bar).

Eq. (16). Based on Eq. (18), taking the time derivative of Eq. (16), the transformed equation of motion in the mapped space could be obtained as follows:

\[
\ddot{w} = \frac{\sqrt{w'^2 - 1}}{sw'} \left( V \cos \gamma + i V \sin \gamma \right). \tag{35}
\]

The numerical solution of the obtained optimal TF/TA problem with the aforementioned mathematical models, constraints, and cost function will result in the optimal trajectory. The aircraft is assumed to be starting its maneuver from a trimmed level flight. The problem has been solved for all mission scenarios based on both minimum flight time (i.e., $K = 1$) and minimum flying altitude (i.e., $K = 0$).

The problem has been solved for a slim bar with a height of 1500 m. Figure 6 illustrates the planned trajectory along with the corresponding control inputs with respect to aircraft downrange. The bang-bang throttle setting is based on the constrained optimal control problem, and generally shows that the speed will change during the flight maneuver. The time durations of flight for the minimum time and altitude scenarios are 41.1 and 49.8 seconds, respectively. Figure 7 shows the corresponding flight path angle and speed of the aircraft. Figure 8 shows the rate of changes in a vehicle’s altitude that lies between the maximum RoC and RoD values.

In the case of a triangular VTM, the mapped equation of motion is expressed as follows based on Eqs. (13) and (19):

\[
\dot{w} = \frac{1}{C_1} \left[ \frac{(w - a_1)^{0.1} (w - a_3)^{0.3}}{(w)^{0.1}} \right] 
(V \cos \gamma + i V \sin \gamma). \tag{36}
\]

The optimal trajectory for a triangular terrain model is shown in Figure 9. In the case of the minimum flying altitude scenario, the resulting path shows a tendency to keep itself in the neighborhood of the VTM. Figure 10 shows the corresponding flight speed and path angle, and the rate of changes in height is shown in Figure 11. The time durations of flights for this scenario are 38 and 49 seconds for time- and height-optimal trajectories. The shape of the triangular VTM is the only cause of different trajectories in the same scenarios with invariant initial and final conditions. Therefore, different paths can be distinguished by three different parameters since each triangle is specified with three parameters.

6.2. Complex terrain models

As mentioned before, the Schwarz-Christoffel theorem could be utilized to model complex terrain profiles using polygonal shapes. However, the problem is that the numerical computation of these models increases by increasing the number of edges (sides) of the polygon. Here, we have used a code for computing some more
complex mapping functions, which is under further development.

Suppose that the terrain profile has been estimated with a polygonal shape with five vertices. The mapped equation of motion is then expressed as follows:

$$
\dot{w} = C_1 \left[ \frac{(w - a_2)^{\alpha_1}(w + a_2)^{\alpha_2}}{(w - a_1)^{\alpha_1}(w + a_1)^{\alpha_2}} \right] (V \cos \gamma + jV \sin \gamma).
$$

(37)

The parameters $\alpha_1$, $\alpha_2$, and $\alpha_3$ are shown in Figure 12. One of the parameters of $a_1$ and $a_2$ is chosen arbitrarily, and the other one along with $C_1$ is calculated by the code. The VTM properties are presented as follows: $h_1 = 1250$ m, $h_2 = 100$ m, $k_1 = 300$ m, and $k_2 = 1300$ m.

The resulting flight trajectories for time- and height-optimal cases are shown in Figure 13. Figure 14 illustrates the corresponding flight path angle and speed history with respect to the aircraft’s downrange. The minimum flight time path exhibits a tendency to track a straight flight path to the destination. Therefore, the aircraft tries to increase its height and velocity using the maximum throttle and, after reaching the maximum altitude, the throttle setting is maximized for the second time to reach the final position in a minimum amount of time. In the minimum flying altitude case, the aircraft’s throttle setting switches multiple times between maximum and minimum values to keep its path near the VTM profile. Figure 15 depicts the importance of considering the aircraft maximum RoC and RoD in the trajectory-planning process. It shows how the aircraft’s altitude change rate has been confined within the maximum and minimum possible values.

6.3. Solution computation time

One of the important requirements of a trajectory planner is the capability of generating fast optimal and feasible paths, such that the algorithm could be
used in an online manner. Multiple case studies for different VTMs show that the solution computation time is around a few seconds when the initial guess of the NLP algorithm is not so accurate. Table 2 shows the mean solution computation time of TF/TA trajectory planning for a typical flight scenario of about 50-second duration for various VTM types, resulting from multiple runs. The optimization software runs were performed on regular legacy hardware and high-level software MATLAB®.

The case studies show that the computational time can be significantly reduced if a more powerful initial guess can be exploited. In this regard, one solution to this problem is the use of limited storage solutions in the flight computer.
7. Conclusion and future works

The development of aircraft guidance and control system with Terrain Following (TF)/Terrain Avoidance (TA) capabilities is quite a difficult and time-consuming process. One of the main issues pertaining to developing such a system is the trajectory-planning strategy and algorithm. The main problem in TF/TA trajectory planning is how the aircraft flight computer can generate a safe trajectory in accordance with the aircraft dynamic and flight performance capabilities. This research attempted to propose a solution approach to tackle this problem.

This paper presented an optimal 2D trajectory-planning strategy for TF/TA flights. In the proposed strategy, by introducing the Schwarz-Christoffel theorem, the concept of conformal mapping as a configuration space flattener, was utilized to transform the constrained vehicle’s real motion configuration space into an obstacle-free mapped cyberspace. The regenerated transformed optimal control problem with multiple dynamic path constraints was solved using the direct LGR pseudo-spectral method.

Different case studies and simulation results showed that the proposed strategy was capable of generating fast and feasible solutions. By combining the obstacle detection sensors data with the terrain digital map data, the inputs required to implement the strategy were provided. Therefore, the proposed approach has the potential to be used in the aircraft Terrain Avoidance Warning System (TAWS), providing the pilot with quantitative and qualitative advice in the case of encountering an obstacle.

Since one of the challenges in the Unmanned Aerial Vehicle (UAV) path planning is the applicability of that strategy in the presence of partial knowledge of environment while maintaining feasibility, it is proposed that semi-analytical methods be applied in the solution process. In this regard, one of the issues that the authors are working on is the implementation of this strategy in an online manner and a closed-loop form. Moreover, computation time delays in beginning an obstacle-avoidance maneuver need to be taken into account in online applications when the path is required to be updated to avoid detected objects or terrain. Therefore, another future approach is to utilize this strategy for online applications.
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