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Abstract

The large size and complex decision mechanisms of state-of-the-art text classifiers make it difficult for humans to understand their predictions, leading to a potential lack of trust by the users. These issues have led to the adoption of methods like SHAP and Integrated Gradients to explain classification decisions by assigning importance scores to input tokens. However, prior work, using different randomization tests, has shown that interpretations generated by these methods may not be robust. For instance, models making the same predictions on the test set may still lead to different feature importance rankings. In order to address the lack of robustness of token-based interpretability, we explore explanations at higher semantic levels like sentences. We use computational metrics and human subject studies to compare the quality of sentence-based interpretations against token-based ones. Our experiments show that higher-level feature attributions offer several advantages: 1) they are more robust as measured by the randomization tests, 2) they lead to lower variability when using approximation-based methods like SHAP, and 3) they are more intelligible to humans in situations where the linguistic coherence resides at a higher granularity level. Based on these findings, we show that token-based interpretability, while being a convenient first choice given the input interfaces of the ML models, is not the most effective one in all situations.

1 Introduction

Recent advances in natural language processing, especially those aided by large language models like BERT [15], RoBERTa [34], GPT-3 [12], and Switch Transformer [19], have helped set up new benchmarks for text classification. While these performance gains have been attributed to the vast amounts of training data and the large number of parameters (i.e., model complexity), it resulted in model predictions being more difficult to interpret. For text classification tasks, approaches to interpret model predictions are often borrowed from classifiers applied to tabular and image data [60].

As a whole, interpretability for ML models over text data (e.g., Transformers, LSTMs) is an under-explored domain and poses a unique set of challenges. Well-adopted interpretability techniques in the tabular and image domain (e.g., LIME [46], SHAP [38], Integrated Gradients [57], and feature permutation [11]) do not provide satisfactory performance on text data as they are often designed to provide interpretability based on individual tokens. For instance, recent work has pointed out that interpretations provided by these methods may suffer from a lack of robustness [64], where two models with identical architectures and predictions can lead to large differences in interpretations. To overcome these issues, we investigate moving away from token-based interpretation and explore interpretations at higher levels of granularity like sentences.

*Equal Contribution.
There are also additional factors that motivate the need to explore higher levels of interpretation granularity. First, feature importance at the level of tokens is hard to interpret because it removes context surrounding the tokens, leading to a sparse ‘bag of words’ interpretation when the model (e.g., BERT [15]) itself is contextually rich. This begs the question as to whether coarser than token-level interpretations better accommodate the context. Second, good textual interpretations should be pithy and perspicuous [40]. Token-based interpretations highlight (too) many tokens, many of which may be duplicates and/or synonymous with each other, rendering the semantic information being represented possibly confusing. Third, token-based interpretations are often not contiguous, resulting in a higher cognitive load for humans. Such increased complexity has been demonstrated to negatively impact the usefulness of interpretations [30] as the lack of sequencing may prevent us from providing meaningful interpretations. Fourth, using sentences instead of tokens as features reduces the size of the feature set, thereby decreasing the computational cost of stochastic explainers such as SHAP [38], and can also help reduce the variability in the explainer output.

**Contributions.** We take a first step towards investigating the differences in the quality of token vs. sentence-based interpretations using metrics accounting for the statistical robustness, the computational cost, and the cognitive load for human subjects. Specifically, (1) we adopt the parameter randomization tests of [64] to assess the robustness of sentence-based interpretations (§4.2); (2) we propose metrics to measure the variability in output of stochastic explanation methods like SHAP for text classification, and compare the outcomes for token and sentence-based interpretations (§4.2); (3) we design a formal experimental setting to determine which interpretations are better, i.e., to examine whether removal of context matters and which level of granularity lets the humans be most effective (in terms of accuracy and response time) in carrying out an annotation task (§4.3).

Our main findings for texts consisting of several sentences suggest the following. (1) Sentence-based interpretations exhibit greater robustness as determined by parameter randomization tests [64] and hence are likely to be more trustworthy to users than token-based ones (§5.1). (2) An analysis of SHAP shows that a coarser level of granularity (sentences) leads to lower variability across multiple runs of the interpretability method on the same input. This low variability can help mitigate the potential erosion of user trust that can stem from observing different interpretations on the same input (§5.2). (3) Humans achieve a higher annotation accuracy and a similar or lower response time (indicating lower cognitive load) in predicting the ground truth labels of the text for sentence-based interpretations than for token-based interpretations. This improvement in annotation performance suggests that sentence-based interpretations are significantly more effective than their token-based counterparts (§6).

## 2 Related work

As mentioned in §1, most methods for NLP interpretability are borrowed from vision and tabular data domains, see for instance usage of Layerwise Relevance Propagation [50] in NLP [43]. Also borrowed from vision/tabular are methods like, DeepLIFT [52], and LIMSSE (for substring explanations) [46].

Our work extends the literature on assessment of NLP interpretations [23]. For instance, [7] finds that gradient-based methods perform the best. [31] suggests model agnostic interpretability with accuracy tradeoffs. Domain specific interpretability has also been assessed for medicine [59] and finance [63].

Current commercial implementations are largely token-based, though they offer excellent visualizations [58, 60]. Recent concurrent work by [49] also advocates for sentence-based NLP interpretability. This analysis is, however, based on a custom-built dataset and does not include human surveys and robustness analysis, though an informal assessment of the quality of interpretations is undertaken by the authors. [22] draws a distinction between interpretability (feature importance based on system internals) versus explanations (human ingestible answer to a question) and suggests that sentence-based explanations may offer more than mere interpretability. This is related to arguments in [10], suggesting that current interpretability approaches serve internal users more than external ones, as they lack transparency, an aspect that sentence-based explanations may improve. [48] is a recent attempt at human-in-the-loop (HITL) development of NLP models; they introduce a task-agnostic checklist approach which also generates diverse test cases to detect potential bugs. Here the human involvement is in generating test cases, not in evaluating the quality of interpretations. Some of our questions are similar to those assessed by [37] for tree models, and they demonstrate improvements in run time, clustering performance, identification of important features, assessed via a user study.
The recently proposed XRAI approach [27] also advocates presenting interpretations by grouping multiple features, though unlike us, they focus on the image domain.

How the interpretation is presented to the human subject matters. [30] demonstrates that the length and complexity of interpretations have significant impact on the effectiveness as measured in HITL metrics. Highlighting important tokens is a popular way of presenting explanations. An alternative is the removal of non-important tokens. However, comprehensibility of the interpretation drops considerably with this approach [20]. Borrowing visualization methods from computer vision (e.g., [2, 29]), [32] explores how negation, intensification etc. may be built up into sentence-based salience.

Text interpretations may be improved using anchors [47], where rules are encoded as super features that override other features, for example negations (e.g., good vs not good). Anchors may be a way to get highly parsimonious interpretations, but may not be sufficiently explanatory for long texts. Phrase-based interpretations such as topical n-grams may be more fruitful than using tokens for unsupervised tasks [61]. [6] explores the relevance of token-based feature importance to build up sentence-based interpretations. There are related questions as to whether pre-trained language models (e.g., [8]) that are domain specific lead to better interpretations than generic ones, such as BERT [15] or RoBERTa [34]. Using sentence-based embeddings from BERT, such as SBERT [45], may also generate better interpretations. Our work complements all these varied experiments in an attempt to understand better what form of interpretations would be most comprehensible to human subjects, which after all, is the goal of machine learning interpretability.

Finally, a lack of interpretability is not the only risk associated with complex text models. Recent work has highlighted several other issues like environmental impact and bias [1, 9, 17, 54]. Reliable interpretability methods can be used to detect bias in model behavior [18, 33].

3 Background on token-based interpretability

In this section, we briefly describe the functionality of two popular token-based interpretability methods, SHAP [38] and Integrated Gradients (IG) [57]. We picked these methods as (i) they are shown to provide superior empirical performance as compared to their counterparts like LIME [46] (see for instance [38]), (ii) provide desirable axiomatic properties [38, 56, 57], and (iii) lend themselves to provide superior empirical performance as compared to their counterparts like LIME [46] (see for instance [38]), (ii) provide desirable axiomatic properties [38, 56, 57], and (iii) lend themselves readily to interpretability at meta-feature level (e.g., phrases, sentences) as we will discuss later in §4.

We assume a tokenized input text, \( t = [t_1, \ldots, t_T] \), where \( T \) is the number of tokens. The task is to classify the input into one of \( K \) classes. In this work, we focus on Transformer-based neural text classifiers and hence assume that the tokenization is done using the tokenizer accompanying the model (e.g., WordPiece for BERT, BPE for RoBERTa/GPT-2). For neural text models, the classifier produces a score for each class, \( F(t) \in \mathbb{R}^K \). The input is then assigned the label of the class with the highest score. We refer to the score corresponding to this class as \( f(t) \in \mathbb{R} \).

Given the model score for the predicted class \( f(t) \), the task of the token-based interpretability methods is to obtain a vector \( \Phi(t) = [\phi(t_1), \ldots, \phi(t_T)] \) of token attributions that assign an importance score to each of the tokens. The score \( \phi(t_i) \) (for brevity, also denoted as \( \phi_i \)) indicates the importance of token \( t_i \) in predicting the score \( f(t) \).

SHAP, which is a model-agnostic method, estimates the importance of a token by simulating its absence from different subsets \( c \) of tokens, called coalitions, with \( c \subseteq t \), and computing the average marginal gain of adding the token in question to these. Concretely, the token importance is obtained by solving the following optimization problem:

\[
\Phi = \arg \min_{\Phi} \sum_{c \subseteq t} [f_{\Phi}(c) - \langle \phi_0 + \sum_{w \in c} \phi(w) \rangle]^2 \times k_{SHAP}(t, c) 
\]  

(1)

where \( t \) is the original input, \( c \) is a sub-part of the input \( t \) corresponding to the tokens that are not dropped, \( w \) are the tokens contained within \( c \), \( k_{SHAP}(t, c) \) represents the SHAP kernel, \( \phi_0 \) refers to the model output on an empty input (all tokens dropped), and \( f_{\Phi} \) refers to the model output on the remaining (non-dropped) tokens. We simulate token dropping by replacing the corresponding tokens with the unknown vocabulary token.

The exact computation requires solving Eq. 1 over all the \( 2^T \) subsets of tokens. The exact computation becomes infeasible for even modestly large number of input features (e.g., 30). In practice, a much smaller number of coalitions is used. For instance, the SHAP library suggests a heuristic of
using $2^{|t|} + 2048$ coalitions [36]. Some recent studies aim at using the output uncertainty [53] or variance [14] to define a tradeoff between accuracy and number of coalitions.

Integrated Gradients (IG), which is a model-specific method (in that it requires access to model gradients), operates by estimating the token attribution as:

$$\Phi = (x - \bar{x}) \odot \int_0^1 \frac{\partial f(\bar{x} + \alpha(x - \bar{x}))}{\partial x} \, d\alpha,$$

where $x_i$ represents the embedding of input token $t_i$, $\odot$ is the Hadamard product, and $\bar{x}_i$ is the embedding of the baseline token (e.g., unknown vocabulary token). In a manner similar to SHAP computation, the integral is empirically estimated using summation over the line connecting $x$ and $\bar{x}$. In a manner similar to SHAP, a sum over larger number of terms leads to better approximation [57].

By construction, both, SHAP and IG have the desirable property that the sum of token attributions equals the predicted score of the class, that is $\sum_{i=0}^T \phi_i = f(t)$. Here, $\phi_0$ is the model output on the baseline input (i.e., no features present), which corresponds to computing $f_0(\emptyset)$ for SHAP and $f(\bar{x})$ for IG.

## 4 Interpretability based on meta-tokens

We describe how to generate interpretations based on meta-tokens. While meta-tokens can be constructed at various granularities (e.g., phrases, paragraphs), in this paper, we limit ourselves to sentences. We also describe the setup for comparing the quality of token-based and sentence-based interpretations.

### 4.1 Generating meta-token interpretations

We assume that the tokenized text $t = [t_1, \ldots, t_T]$ can be partitioned into non-overlapping meta-tokens $m = [m_1, \ldots, m_M]$ where each meta-token consists of one or more contiguous tokens. When meta-tokens are sentences, the partitioning can be done using off-the-shelf sentencizers like spacy [25].

Given token-based attributions $\Phi(t) = [\phi(t_1), \ldots, \phi(t_T)]$, one can form SHAP and IG meta-token attributions by summing the attributions of all the tokens corresponding to a meta-token $m$. This follows from the summation property of these methods mentioned in §3 and the commonly taken feature-independence [38, 56] / marginal expectation [26] assumption. We refer to this procedure for computing meta-token attributions as the indirect method. However, for SHAP, one can also directly compute the feature attributions based on meta-tokens by directly solving Eq. (1) where the feature coalitions are formed by dropping full meta-tokens instead of individual tokens. This variant where feature coalitions are formed based on meta-tokens will reduce the number of all possible coalitions as $M \ll T \Rightarrow 2^M \ll 2^T$, and as a result, can lead to more accurate estimations for the same computational budget.

### 4.2 Computational evaluation metrics

To compare token vs. sentence-based attributions, we first extend the randomization tests of [64]. Then, we propose a metric to compare the variability of interpretations for stochastic methods like SHAP.

**Metrics based on parameter randomization [64]** Given the training data and an interpretability method, [64] start by training three different models: (i) a fully trained model referred to as Init#1, (ii) another fully trained model Init#2 that is identical to Init#1 in all aspects (e.g., training data, training procedure like batching, and learning rate) except for the initial randomized parameters, and (iii) an untrained model Untrained which is obtained by taking Init#1 and randomizing the weights of all layers except the encoder ones. Given these models, the following tests are carried out:

**Different Initializations Test (DIT).** This test measures the overlap in feature attributions of the same input from two functionally equivalent models Init#1 and Init#2 (i.e., models that agree on all of the test inputs [57, 64]). The overlap in the attributions is measured using Jaccard@K% metric [64]
(also called the intersection-over-union metric in [16]) between the two ranked attribution lists. Given the two sets of attributions $\Phi_i$, $\Phi_j$ for the same input, $Jaccard@K\%$ is defined as $J(\Phi_i, \Phi_j) = \frac{|r_i \cap r_j|}{|r_i \cup r_j|}$ where $r_i$ is the set of top-K% tokens as specified according to the attribution $\Phi_i$.

**Untrained Model Test (UMT).** This test measures the overlap in feature attributions of the same input between the trained model Init#1 and the untrained model Untrained.

The authors in [64] argue that a low overlap according to DIT or a high overlap according to UMT suggests an interpretability method is not robust.

To compare the quality of token- and sentence-based interpretations, we conduct the tests separately for both token- and sentence-based interpretations. For each test, let $J_t$ denote $Jaccard@K\%$ under token-based interpretations and $J_s$ denote $Jaccard@K\%$ under sentence-based interpretations. We analyze the quantity $J_s - J_t$ to compare the robustness. $J_s - J_t > 0$ for DIT implies greater robustness for sentences. Similarly, $J_s - J_t < 0$ for UMT implies greater robustness for sentences.

**Overlap.** We also propose a second measure to test the variability of the interpretations. Specifically, inspired by the variance analysis of [14], we measure the extent to which the top-ranked interpretations vary across different runs of the interpretability method with the same model on the same input. Given a model and an input $y$, we compute the feature attributions $L$ times. For $1 \leq j \leq L$, let $\Phi^j$ denote the outcome of $j^{th}$ run. Then, we compute the median pairwise overlap (see §5.1 for reasoning on the choice of median over mean) between attributions obtained from different runs of the attribution method as:

$$ overlap = \text{median}(\{ J(\Phi^i, \Phi^j) | 1 \leq i < j \leq L \}). $$

A high overlap means higher commonality between the top-K% attributions across different runs of the interpretability method.

### 4.3 Human intelligibility measures

A crucial goal of explainable AI (XAI) methods is to render ML predictions more intelligible for human observers. The extent to which robustness measures (or more generally XAI quality metrics without humans in the loop) correlate with human perception is the subject of active research [24, 30, 44]. While studies with human subjects are a prerequisite for effective evaluation of XAI methods, there is no single human-in-the-loop metric that would account for all relevant aspects of XAI quality. Two metrics have become popular in the context of XAI quality assessment: (a) simulatability [33], that is, using the features identified as important by the XAI method, how well humans can replicate ML predictions, and (b) annotation quality, meaning how accurately human annotators can replicate the ground truth label using the important features. Both metrics have been used to assess the impact of transparency in ML models on human-ML interaction [24, 30].

For human studies in this paper, we chose the annotation quality metric. This choice is motivated by the following two reasons: First, the models obtain close to perfect test accuracy on the datasets used in the surveys (Appendix C), hence simulatability is almost equivalent to annotating the ground truth. Second, and more importantly, the impact of transparency on ground truth annotations can be considered as more relevant for real-world scenarios: in many XAI applications, ML predictions are used to assist humans in annotating ground truth and explanations are used to validate ML predictions [30]. To measure the usefulness of interpretability in such assistive settings we ask subjects to annotate the ground truth. In contrast to simulatability, this metric allows to assess cases when human annotations, ML predictions, and ground truth are not the same, for instance when explanations bias human annotations to blindly follow wrong predictions or in scenarios where ML models need to be debugged.

In our experiments we randomly assign subjects to one out of three experimental conditions: (1) control, where no XAI-based highlights were shown to users, (2) token, where individual words were highlighted as part of the task, and (3) sentence, where entire sentences were highlighted. In both token and sentence cases, we highlight top-10% features, that is, highlight tokens / sentences, starting from ones with the highest attribution, until 10% of the tokens in the text have been highlighted.

As part of our evaluation, we report on (1) human accuracy for ground truth annotation and (2) time taken for annotations. Following [51], we combine (1) and (2) using the Information Transfer Rate metric $ITR = \frac{I(y_h, y)}{t}$, where $y$ denotes the true label, $y_h$ is the label annotated by the human, $t$ is
(a) Sentence based interpretations are more robust w.r.t. DIT. With sentence-based interpretations, over 50% of the cases result in a Jaccard@25% value of 1 meaning that the top 25% interpretations for two functionally equivalent models (Init#1 vs. Init#2) are identical.

(b) Sentence-based interpretations are more robust w.r.t. UMT. With sentence-based interpretations, almost 50% of the cases result in a Jaccard@25% value of 0 meaning that the top 25% interpretations for trained and untrained models (Init#1 vs. Untrained) have no overlap.

Figure 1: Histogram of Jaccard@25% with a BERT model on IMDB data. Higher values for sentences with DIT (than tokens) and much lower values with UMT suggest that sentences provide more robust interpretations.

the average response time, and I is the mutual information. An interpretability method that is more helpful for humans will have a higher annotation throughput, measured by ITR in bits/s.

5 Experiments with computational measures

We now describe the experiments comparing token-based and sentence-based interpretability.

Datasets. With the goal of covering different application domains and data characteristics, we consider the following three datasets. **IMDB**: The movie review data where the task is to assess the sentiment (positive or negative) of a movie review. **Medical**: Medical text data, where the task is to classify the condition of a patient into one of five classes from a medical abstract. **Wiki**: The Wikipedia article data where the task is to predict whether an article is written with a promotional or neutral tone. Appendix A provides more details on the datasets, their sources, and licenses.

Models, training, and hyperparameters. Following [64], we focus on pretrained Transformers, specifically, BERT (BERT), RoBERTa (RoB), and their distilled versions namely DistilBERT (dBERT) and DistilRoBERTa (dRoB). All experiments were performed on AWS g4dn.xlarge instances. The architectures, training details, and the information on the software used are included in Appendix B.

For both tokens and sentences, following the author implementation [36], we set the number of coalitions for the SHAP computation to $2M + 2^{11}$, where $M$ is the number of features (e.g., tokens or sentences). For IG, following the original paper [57], we use 300 as the number of iterations. Due to the high computational cost of obtaining SHAP attributions for large models, we limit the analysis of attribution comparison to 1,000 randomly selected test inputs. For the computation of Jaccard@K%, following [64], we set the value of K to 25% as [64] obtained similar results for other values. The model accuracy and overlap statistics between different initializations are shown in Appendix C.

We now describe the results comparing the token vs. sentence-based interpretations using the metrics described in §4. For expositional simplicity, the results reported in this section are with the SHAP algorithm, and sentence-based attributions are computed using the direct method in §4. The results for IG method and SHAP with with indirect computation are briefly summarized at the end of this section, and the detailed results can be found in Appendix D.

5.1 Robustness under the randomization tests

Figure 1 shows the result of the two randomization tests with SHAP attribution on the IMDB dataset when trained with BERT model. Specifically, Figure 1a shows the histogram of similarity between interpretations generated using two functionally equivalent models, whereas Figure 1b shows the similarity between trained and untrained models. In Figure 1a, we notice that in over half of the cases (53%), Jaccard@25% is 1, that is, the set of top-25% sentences (ranked according to their attributions) are identical between the two functionally equivalent models (Init#1 and Init#2).
Table 1: Positive (median) values of $J_s - J_t$ (§4.2) for DIT in 8/12, and negative values for UMT in 10/12 cases mean that sentence-based interpretations are more robust.

(a) DIT: Median difference in Jaccard@25% of sentences and tokens when comparing over Init#1 and Init#2. Positive values mean sentences are more robust.

|        | BERT | RoB | dBERT | dRoB |
|--------|------|-----|-------|------|
| IMDB   | 20   | 5   | 14    | 22   |
| Medical| 15   | 11  | 9     | 17   |
| Wiki   | -25  | -19 | -25   | -4   |

(b) UMT: Median difference in Jaccard@25% of sentences and tokens when comparing over Init#1 and Untrained. Negative values mean sentences are more robust.

|        | BERT | RoB | dBERT | dRoB |
|--------|------|-----|-------|------|
| IMDB   | -17  | 14  | -16   | -11  |
| Medical| -5   | 2   | -14   | -17  |
| Wiki   | -23  | -16 | -44   | -6   |

Table 2: Median difference between overlap (§4.2) of sentences and tokens when computing the feature attributions repeatedly 10 times. A positive value means that sentences-based attributions are more stable.

(a) Trained model (Init#1)

|        | BERT | RoB | dBERT | dRoB |
|--------|------|-----|-------|------|
| IMDB   | 62   | 67  | 65    | 64   |
| Medical| 65   | 25  | 63    | 63   |
| Wiki   | 12   | 35  | 36    | 36   |

(b) Untrained model (Untrained)

|        | BERT | RoB | dBERT | dRoB |
|--------|------|-----|-------|------|
| IMDB   | 19   | 66  | 29    | 66   |
| Medical| 64   | 64  | 63    | 62   |
| Wiki   | 36   | 34  | 19    | 33   |

On the other hand, Jaccard@25% is never 1.0 for tokens. So as expected, sentences lead to higher robustness w.r.t. the different initializations test. In Figure 1b, we notice that in almost half of the cases (49%), Jaccard@25% is 0 when comparing sentence-based interpretations between Init#1 and Untrained. In other words, the sets of top-25% sentences have no overlap between the trained model (Init#1) and the untrained model (Untrained). On the other hand, Jaccard@25% is 0 only 8% of the times for tokens. Again, sentence-based interpretations are more robust.

We present the results over all the models and datasets in Table 1. The results show the median difference in Jaccard@25% between sentences and tokens for the two tests. We compare the medians instead of the means due to the asymmetric and long-tailed nature of the distributions of Jaccard@25% for sentences in Figure 1. The table shows that sentences have a higher median Jaccard@25% than tokens for IMDB and Medical dataset when comparing Init#1 and Init#2 (Table 1a). The trend is however reversed for the Wiki dataset where the tokens are more robust. When comparing Init#1 and Untrained, sentences have lower median Jaccard@25% in 10 out of 12 cases (Table 1b). The only cases where tokens are more robust is the RoB model on IMDB and Medical datasets. Appendix D shows the results for indirect computation of sentence attribution using SHAP (§4). The results show a very similar trend as in Table 1. The corresponding results for IG (Appendix D) however show that while sentence-based interpretations are more robust w.r.t. DIT in most cases, they are less robust w.r.t. UMT.

To summarize, the results show that sentences lead to a higher robustness w.r.t. both randomization tests when using SHAP, whereas for IG, sentences are more robust only w.r.t. DIT.

5.2 Interpretation variability

For each input, we generate the interpretations 10 times (that is, $L = 10$ from §4.2). Following the description in §4.2, we present the median value of the overlap metric for both token and sentence-based interpretations in Table 2. Table 2a shows that in all configurations, the overlap is positive, implying that sentences lead to higher overlap across different runs of the interpretability method. The same holds for the untrained model as well (Table 2b). However, we notice that with indirect computations of sentence-based SHAP attributions (Table 9 in Appendix D), sentences often lead to higher variability than tokens.
We hypothesize that this discrepancy may be due to the difference in the sentences perform better than tokens in both datasets, the inclusion of sentence highlights. To execute the user surveys, we carefully compiled annotation instructions that explained the task. 

Table 3: Survey results on the IMDB and Wiki datasets, showing the human accuracy in predicting the ground truth under the control (C), token (T), and sentence (S) conditions. Also shown are the aggregated time taken by the participants and the Information Transfer Rate (ITR). In both cases, sentences (S) provide higher ITR than tokens (T). Best condition in boldface per column.

(a) Both token and sentence-based interpretations decrease human annotation accuracy as compared to control with similar cognitive load for annotators, as indicated by the task response times. Combining accuracy and time via ITR shows that both tokens and sentences lead to a lower ITR than control, but sentences perform better than tokens.

(b) Token-based interpretations decrease human annotation accuracy and increase cognitive load, as indicated by the increased response times. In contrast, sentence-based interpretations significantly improve annotation accuracy and lower the annotators cognitive load. Sentences lead to the best ITR, a more than 2-fold improvement over tokens.

|       | Accuracy       | Time [s]       | ITR [bits/s] |
|-------|----------------|----------------|--------------|
| C     | 0.87 ± 0.33    | 2111.11 ± 527.99 | 0.009 ± 0.003 |
| T     | 0.80 ± 0.4     | 2084.30 ± 749.91 | 0.005 ± 0.002 |
| S     | 0.84 ± 0.36    | 2104.13 ± 1022.43 | 0.009 ± 0.005 |

6 Impact of interpretation granularity on human annotation performance

We use the BERT model, and IMDB and Wiki datasets. We omit the Medical dataset as the highly technical medical terminology would require access to human subjects who are experts in the domain.

For each dataset, we randomly assigned human judges to one out of three conditions: control, token and sentence (detailed description in §4.3). We chose sample sizes according to a power pre-registration: We determined the minimum sample count for our studies by specifying Type I ($\alpha = 0.05$) and Type II ($\beta = 0.2$) error rates, with estimated effect sizes coming from a pilot study. To execute the user surveys, we carefully compiled annotation instructions that explained the task as well as the payment details to the annotators. We ran all user studies on Toloka, a paid site for crowdsourced data labeling. As described in §4.3, for both token and sentence conditions, we highlighted 10% of the text. Further details on the human surveys including the data pre-processing, the screenshots of the survey, payment information and quality control can be found in Appendix E.

For IMDB, we collected a total of $N = 2150$ samples across the three conditions. In Table 3a, we show human performances in terms of their ability to annotate the ground truth correctly and their task times. We note, that both the accuracy and annotation time deteriorate with interpretations (token and sentence), however, sentence still perform better than token. The relation between treatments and human performance was significant, $\chi^2(2, N = 2150) = 14.15, p = 0.001$. A pairwise comparison between token and sentence condition with Bonferroni-adjusted significance level ($\alpha = 0.017$) was above the significance threshold, $\chi^2(1, N = 1400) = 4.65, p = 0.03$.

For the Wiki dataset, we collected a total of $N = 1950$ samples. In Table 3b, conditions control and token have comparable human annotation accuracy, however for token, the annotation time increases significantly, indicating increased cognitive load. Sentence-level explanations, in contrast, lead to substantially higher annotation accuracy and less time spent on tasks. A comparison of ITR between tokens and sentences shows that sentences increase the annotation throughput (measured in bits/s) by over 150%. We conducted a chi-square test of independence to examine the relation between treatments and human performance. The relation between conditions and human performance was not significant, $\chi^2(2, N = 1950) = 3.37, p = 0.19$. A pairwise comparison with Bonferroni-adjusted significance level ($\alpha = 0.017$) between token and sentence was above the significance threshold, $\chi^2(1, N = 1350) = 2.68, p = 0.10$.

While sentences perform better than tokens in both datasets, the inclusion of sentence highlights deteriorates the annotation performance in the IMDB data when compared to the control condition. We hypothesize that this discrepancy may be due to the difference in the difficulty level of the tasks: While sentences do not improve the annotation performance on the easy IMDB data (accuracy of 0.87 with control), they increased it significantly on a more difficult Wiki data (accuracy of 0.62 with control). To summarize, we notice that sentence-based interpretations lead to significantly better human intelligibility (measured via response time and accuracy) as compared to token-based ones.

1toloka.yandex.com
Finally, we compare the human annotation performance with a closely related computational metric of infidelity in Appendix F. Our analysis shows a possible misalignment between the two metrics.

7 Conclusions, limitations & future work

It has been widely recognized that evaluation of interpretability methods is one of the key research challenges in ML [3]. We complement recent advances in the domain of computer vision [4, 13, 27] and take a first step towards addressing the non-robustness of deep text classifiers. We argue that the large number of tokens means that token-based interpretations are prone to a lack of robustness. Similarly, large number of tokens may cause high variability (§5.2), leading to a degradation of trust by the users. In line with previous results on the impact of interpretation complexity [30], our results demonstrate that the non-continuous nature of token-based interpretations may make them more difficult for the users to digest, as shown by the human surveys. Our results demonstrate that sentence-based interpretations lead to improved annotation accuracy accompanied by a lower cognitive load to process the interpretations. We find that in difficult tasks, this reduced cognitive load can lead to a substantial increase in annotation throughput. These findings suggest that for certain datasets, sentence-based interpretations have the potential to support AI assisted decision making better than the traditional token-based interpretations and thus contribute effectively to more responsible usage of ML technology.

Finally, we note limitations and avenues for improvement. Owing to their widespread usage, our analysis has been limited to Transformer-based classifiers only. Extension to other sequence- (e.g., LSTMs/GRUs) and non-sequence-based models (e.g., n-gram models) is an interesting future research direction. An extension to sentence-based interpretability is possible for any (model agnostic) perturbation-based method (e.g., SHAP [38], LIME [46]), however, sentences support only a limited number of gradient-based methods. Specifically, as discussed in §4, only methods for which the feature attributions sum to the output class score—e.g., Integrated Gradients [57] and Layerwise Relevance Propagation [41]—are supported. Extending gradient-based methods to accommodate sentence-based interpretability is an important future direction. Results in §6 showed that interpretations (token- or sentence-based) do not always improve the annotation performance of humans. We hypothesized that this may be related to the “difficulty” level of the task. Further investigations to map dataset characteristics to the kind of interpretations that are more suitable for humans are also worth pursuing. In this paper, we only focused on sentences as units of meta-token interpretations. We plan to explore extensions to other units such as phrases and paragraphs. Finally, our work also highlighted the tension between automatic (infidelity) and human subject based evaluation metrics of interpretability. Resolving these tensions and developing semi-automatic and scalable evaluation metrics is another potential direction for research.
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A Datasets

We describe each of the datasets in detail here:

**IMDB**: The movie review data made publicly available by [39].\(^2\) The prediction task is to assess whether a given movie review reflects a positive or negative sentiment. The binary sentiment labels were obtained by [39] by binning the IMDB review scores that range from 1 to 10. The scores in the range 1-4 are labeled as negative whereas the scores from 7-10 are labeled as positive.

**Medical**: Medical text data from Kaggle (licensed under CC0: Public Domain).\(^3\) The task is to predict the condition of a patient from a medical abstract. The conditions are described by 5 classes: e.g., digestive system diseases, cardiovascular diseases, etc.

**Wiki**: The Wikipedia article data from Kaggle (licensed under CC BY-SA 3.0).\(^4\) The task is to predict whether a Wikipedia article is written with a promotional tone or neutral tone. Examples of ‘promotional’ articles include advertisements, resume-like articles, etc. For more details, we point the reader to the corresponding page on Wikipedia.\(^5\) We note that the articles marked promotional tend to be significantly smaller in length than the neutral articles. In order to ensure that the prediction models do not simply use the text length as an indicator or the label, we remove all inputs that have fewer than 500 words.

Table 4 shows the statistics for the datasets used in the experiments.

Table 4: Detailed statistics of the datasets used in the experiments. The columns Words and Sentences show the average ± standard deviation across the data. Prev. Most shows the prevalence (in percentage) of the most prevalent class in the dataset.

| Dataset | Samples | Classes | Prev. Most | Prev. Least | Words   | Sentences |
|---------|---------|---------|------------|------------|---------|-----------|
| IMDB    | 50,000  | 2       | 50         | 50         | 232±171 | 10±7      |
| Medical | 14,438  | 5       | 33         | 10         | 184±80  | 8±3       |
| Wiki    | 41,460  | 2       | 71         | 29         | 2,603±1,618 | 117±74  |

B Reproducibility

B.1 Software

We use the HuggingFace [62] and PyTorch [42] libraries for model training. Feature attributions are generated using the Captum library at version 0.4.0 [28]. Input texts were split into sentences using the spaCy library [25]. All the libraries are available under open-source licenses at GitHub.

B.2 Training details

For training the models, we follow a similar strategy as [64]. Specifically, we start from pretrained encoders and add a FC-layer of 512 units (with ReLU units) followed by a final classification layer of \(C\) units where \(C\) is the number of classes. The encoder embeddings are pooled using average pooling before being fed into the FC layer. As for training, following [64], we use the AdamW optimizer recently proposed by [35]. Training is run for a maximum of 25 epochs. We used the following patience-based early stopping strategy: if the accuracy on the validation set does not increase for 5 consecutive epochs, the training is stopped.

We divide each dataset into a 80% - 20% train-test split. Furthermore, 10% of the train set is set aside as a validation set and is used for hyperparameter tuning. The training pipeline consists of two

\(^2\)https://ai.stanford.edu/~amaas/data/sentiment/
\(^3\)https://www.kaggle.com/chaitanyakck/medical-text
\(^4\)https://www.kaggle.com/urbanbricks/wikipedia-promotional-articles
\(^5\)https://en.wikipedia.org/w/index.php?title=Category:Articles_with_a_promotional_tone
Table 5: Test accuracy with best model (Init#1) and the untrained model (Untrained).

|        | BERT | RoB | dBERT | dRoB |
|--------|------|-----|-------|------|
| IMDB   | 0.92 | 0.95| 0.93  | 0.94 |
| Medical| 0.60 | 0.64| 0.63  | 0.65 |
| Wiki   | 0.94 | 0.95| 0.95  | 0.96 |

|        | BERT | RoB | dBERT | dRoB |
|--------|------|-----|-------|------|
| IMDB   | 0.27 | 0.51| 0.20  | 0.46 |
| Medical| 0.21 | 0.28| 0.04  | 0.07 |
| Wiki   | 0.65 | 0.05| 0.78  | 0.94 |

Table 6: Percentage of common predictions between different initializations.

|        | BERT | RoB | dBERT | dRoB |
|--------|------|-----|-------|------|
| IMDB   | 98   | 97  | 97    | 98   |
| Medical| 88   | 80  | 82    | 91   |
| Wiki   | 98   | 97  | 98    | 96   |

|        | BERT | RoB | dBERT | dRoB |
|--------|------|-----|-------|------|
| IMDB   | 26   | 50  | 18    | 45   |
| Medical| 25   | 35  | 2     | 5    |
| Wiki   | 68   | 5   | 81    | 97   |

hyperparameters: learning rate which is selected from $\{10^{-2}, 10^{-3}, 10^{-4}, 10^{-5}\}$; and the number of last layers of encoder that should be fine-tuned \[55\], which is selected from \{0, 2\}.

C Model training results

Table 5 shows the test set accuracy of the trained (Init#1) and untrained (Untrained) models.

With the trained model Init#1, for a given dataset, all the Transformer encoders lead to similar classification accuracy. For both binary classification datasets (IMDB and Wiki), the accuracy is more than 90% in all cases. For the five-class Medical data, the accuracy is 60%. With the untrained model, as expected, the accuracy is quite low for all the datasets/encoder combinations. One exception to this trend is the Wiki data with dRoB model where the test accuracy with Untrained is almost as high as with the trained model Init#1. However, initializing the Untrained model with other random seeds results in much lower accuracy values—the accuracy values with 5 different random seeds are 0.06, 0.28, 0.49, 0.29 and 0.71 (as shown in Table 4, the majority / minority class split in the data is 71% / 29%).

Table 6 shows the fraction of common predictions between different initializations. For both IMDB and Wiki data, the fraction of common predictions between the two trained models is almost 100% meaning that the two models are indeed almost functionally equivalent \[57, 64\]. For the Medical data, the fraction of common predictions is somewhat lower.

D Robustness and variability with indirect computation of sentence attributions

Here, we report the analogue of results from Section 5.1 when the sentence-level attribution scores are derived via the indirect method in Section 4 by summing the contributions of the individual tokens.

Table 7 shows the results of the two randomization tests for SHAP. In a manner similar to that in Section 5.1, the sentence-based interpretations perform better in both the randomization tests.

Table 8 shows the results of the two randomization tests for IG. While the results for the DIT are similar to those for SHAP (sentence-based interpretations are more robust), the results for the UMT show an opposite trend, the token-based interpretations are more robust.

Table 9 shows the median difference in overlap metric between sentences and tokens. As opposed to direct computation in §5.2, we notice a higher variability with sentences as compared to tokens.
Table 7: [SHAP indirect computation for sentence-based interpretations] Positive (median) values of \( J_s - J_t \) (§4.2) for DIT in 8/12, and negative values for UMT in 10/12 cases mean that sentence-based interpretations are more robust w.r.t. both tests.

(a) **DIT**: Median difference in Jaccard@25% of sentences and tokens when comparing over Init#1 and Init#2. Positive values mean sentences are more robust.

|        | BERT | RoB | dBERT | dRoB |
|--------|------|-----|-------|------|
| IMDB   | 17   | -3  | 10    | 17   |
| Medical| 14   | -5  | 9     | 15   |
| Wiki   | 5    | -12 | 5     | -3   |

(b) **UMT**: Median difference in Jaccard@25% of sentences and tokens when comparing over Init#1 and Untrained. Negative values mean sentences are more robust.

|        | BERT | RoB | dBERT | dRoB |
|--------|------|-----|-------|------|
| IMDB   | -8   | 13  | -5    | -12  |
| Medical| -5   | -2  | 4     | -10  |
| Wiki   | -9   | -12 | -10   | -3   |

Table 8: [IG indirect computation for sentence-based interpretations] Positive (median) values of \( J_s - J_t \) (§4.2) for DIT in 8/12 cases mean that sentence-based interpretations are more robust. However, as opposed to SHAP, in 10/12 cases, UMT results in positive values, showing that the token-based interpretations are more robust.

(a) **DIT**: Median difference in Jaccard@25% of sentences and tokens when comparing over Init#1 and Init#2. Positive values mean sentences are more robust.

|        | BERT | RoB | dBERT | dRoB |
|--------|------|-----|-------|------|
| IMDB   | 16   | -2  | 13    | 23   |
| Medical| 23   | 3   | 23    | 21   |
| Wiki   | -2   | -9  | -7    | 0    |

(b) **UMT**: Median difference in Jaccard@25% of sentences and tokens when comparing over Init#1 and Untrained. Negative values mean sentences are more robust.

|        | BERT | RoB | dBERT | dRoB |
|--------|------|-----|-------|------|
| IMDB   | 8    | 16  | 9     | 10   |
| Medical| 0    | 21  | 39    | 16   |
| Wiki   | 13   | -2  | -4    | 4    |

### E Human intelligibility surveys

#### E.1 Data pre-processing

We applied two pre-processing steps to the texts before the annotations tasks:

1. For token-level highlighting, we noticed that the individual features for the Transformer models (that is, the tokens) can be at an even smaller granularity than words. This happens due to the sub-word tokenization employed by these models to reduce the size of the embedding matrix. This subword tokenization results in cases where the words may get split in the following manner: 'ailments' → 'ai' + '##lm' + '##ents' [15]. In order to avoid any additional complexity arising from this subword tokenization, we merge any sub-word tokens into a whole word and use the average of the subword token attributions as the attribution of the merged word.

2. We notice that highlighting sentences may result in cases where more than 10% of the text gets highlighted (due to the sentence being longer than 10% of the text). For a fair comparison, we truncate such overflowing sentences such that no more than 10% of the text is highlighted.

#### E.2 Annotator instructions

Figure 3 and Figure 4 shows the examples of a landing page and a highlighted text on the Wiki and IMDB datasets respectively.

#### E.3 Payment details

We ran six user surveys in total, one for IMDB and another for the Wiki dataset, and three conditions for each data (control, token highlighted, sentence highlighted). Users were randomly assigned to
Table 9: [SHAP indirect computation for sentence-based interpretations] Median difference between overlap (§4.2) of sentences and tokens when computing the feature attributions repeatedly 10 times. A positive value means that sentences-based attributions are more stable.

(a) Trained model (Init#1)

|        | BERT | RoB | dBERT | dRoB |
|--------|------|-----|-------|------|
| IMDB   | -5   | 0   | -2    | -3   |
| Medical| -2   | -1  | 13    | 13   |
| Wiki   | -17  | -6  | -11   | 8    |

(b) Untrained model (Untrained)

|        | BERT | RoB | dBERT | dRoB |
|--------|------|-----|-------|------|
| IMDB   | 2    | -1  | 2     | -1   |
| Medical| -2   | -3  | -4    | -4   |
| Wiki   | -10  | -7  | -11   | 0    |

Table 10: Mean infidelity of different interpretability methods at token-level. Lower values are better.

|        | IMDB  | Medical | Wiki |
|--------|-------|---------|------|
|        | BERT  | RoB     | dBERT| dRoB |
| SHAP   | 15    | 28      | 22   | 18   |
| IG     | 39    | 44      | 45   | 47   |

|        | BERT  | RoB     | dBERT| dRoB |
|--------|-------|---------|------|------|
| IMDB   | 25    | 23      | 22   | 17   |
| Medical| 38    | 39      | 37   | 31   |
| Wiki   | 40    | 43      | 38   | 46   |

each condition. Each survey consisted of 50 individual questions (one for each input text). In the end, for the IMDB data, we gathered 750, 750 and 650 annotations for the control, sentence and token conditions, respectively. For Wiki, the numbers were 600, 750 and 600.

To be eligible for payments, annotators had to complete all 50 tasks. For both surveys, we calibrated payments for an hourly wage of $11. As payments were done for completed surveys of 50 tasks, we estimated single task completion times of about 30 seconds and 60 seconds for IMDB and Wiki datasets respectively. Users received $6 to complete the IMDb survey and $10 for the Wikipedia survey. In hindsight, users did complete tasks faster than what we estimated and therefore the initially set hourly wage of $11 was exceeded.

E.4 Implementation of Information Transfer Rate (ITR)

Following from §4.3, let $y \in \{0, 1\}^N$ denote the vector of true labels of the texts that a human annotator was asked to annotate, and let $y_h \in \{0, 1\}^N$ denote the vector of annotations provided by the human, where $N$ is the number of questions in the survey. Then the ITR is computed as [51]:

$$ITR = \frac{I(y_h, y)}{t},$$

where $t$ is the average response time for each question, and $I$ is the mutual information.

For implementing $I$, we use the Mutual-Information Score function from scikit-learn.\(^6\) Specifically:

$$I(y_h, y) = \sum_{i \in \{0, 1\}} \sum_{j \in \{0, 1\}} \frac{|y_h^{(i)} \cap y^{(j)}|}{N} \log \frac{|y_h^{(i)} \cap y^{(j)}|}{|y_h^{(i)}||y^{(j)}|},$$

where $y_h^{(i)}$ denotes the indices of $y_h$ with value $i$.

F (Mis)alignment between human and computational metrics.

Here, we compare the human annotation performance with a closely related measure of infidelity. The infidelity measure is often used to automatically (without human assistance) measure how important the top-ranked features (by an attribution method) are to the model output [5, 7, 21, 38, 50, 64]. The metric is computed as follows: Given the feature attributions (e.g., token- or sentence-based), remove the features from the input iteratively in the order of decreasing importance until the model prediction changes. Then, infidelity is defined as the percentage of text that need to be dropped for the prediction to change. Thus, while ITR describes how well the feature attribution ranking aligns with human perception, infidelity describes how well the attributions align with the model itself.

The infidelity metric is used in a number of domains (tabular, image, text) and appears in many closely related variations, all aiming to measure the change in the model prediction upon dropping

---

\(^6\)https://scikit-learn.org/stable/modules/generated/sklearn.metrics.mutual_info_score.html
Table 11: Mean infidelity of different interpretability methods at sentence-level. Suffix “-i” denotes the indirect computation whereas “-d” denotes the direct computation (§4.1). Lower values are better.

|        | IMDB | BERT | RoB | dBERT | dRoB | Medical | BERT | RoB | dBERT | dRoB | Wiki | BERT | RoB | dBERT | dRoB |
|--------|------|------|-----|-------|------|---------|------|-----|-------|------|------|------|-----|-------|------|
| SHAP-d | 61   | 63   | 65  | 63    |      | 55      | 59  | 58  | 59    |      | 57   | 50   | 58  | 52    |
| SHAP-i | 68   | 72   | 70  | 71    |      | 62      | 64  | 63  | 63    |      | 69   | 67   | 72  | 65    |
| IG-i   | 78   | 79   | 76  | 78    |      | 60      | 65  | 62  | 67    |      | 67   | 67   | 74  | 70    |

We count the percentage of text that needs to be dropped in terms of tokens in the input (for both token as well as sentence-based interpretations).

(a) Tokens. (b) Sentences.

**Results** Table 10 shows the infidelity of the token-based interpretations for the trained model (Init#1). Table 11 shows the infidelity for sentence-based interpretations.

We notice that the infidelity of the token-based interpretations with IMDB data is 15% whereas that of sentence-based interpretations is 61% (a lower infidelity is better as fewer important features need to be dropped for the prediction to switch). The token- and sentence-based infidelity for the Wiki data are 38% and 57% respectively. In other words, quite surprisingly, while the sentence-based interpretations lead to better human annotation performance, they do not necessarily perform better according to a related computational metric used by several studies. We see similar insights for other datasets and models.

We show one possible reason for this via an example in Figure 2. The figure shows the same instance with top-10% features highlighted with both token and sentence-based interpretations. When highlighting sentence-based interpretations, we truncate the sentence if it overflows beyond 10% of the tokens in the text (Appendix E.1). While the sentence-based highlights are naturally quite compact, the token-based highlights show that important tokens are spread all over the document. Such redundancies could require nearly all these sentences to be dropped for the model prediction to change.
Instructions

Tagging of promotional-tone Wikipedia articles

Welcome and thank you very much for participating in this experiment!

In this experiment, you will be asked to decide if 50 Wikipedia articles have a promotional tone based on a snippet from the article. In the following section, we will introduce (1) payment details and (2) detailed instructions on how to assign labels for a given Wikipedia article.

Payments

The survey consists of 50 annotation tasks all contained in a single task suite. You will be paid $10 for the completion of this task suite. You should be able to complete the survey within 60 to 70 minutes. In order to receive only highest quality annotations, we manually review your annotations and release funds 7 days after the experiment completed. Depending on our review, you may not be eligible for any payments. This decision depends on your performance on a golden set of tasks.

What is a promotional Wikipedia article?

According to Wikipedia guidelines, promotional articles are the ones that do not conform to the neutral point-of-view policy and may consist of advertisements, new releases, and promotional biographies. In contrast, a regular Wikipedia article is well written, will only contain factually accurate and verifiable information, and take a neutral point of view throughout the entire article.

During annotation, you may encounter certain parts of the Wikipedia being highlighted. The highlights have been chosen by a Machine Learning (ML) model and correspond to areas that were particularly helpful for the ML model to decide if the given article had a promotional tone.

See below for an example of a promotional-tone Wikipedia article:

Hagen Kleinert was born on 15 June 1941 in Berlin, Germany. He is a member of the Russian Academy of Sciences, which acknowledges his contributions to physics. In 1989, he moved to Berlin to continue his research. He is married to Ulrike Kleinert since 1974 and has a son, Michael Kleinert. He has written many papers on physics, and has received much attention from the scientific community. He is known for his work on quantum mechanics and quantum field theory, and has been a member of the editorial boards of several scientific journals. He is currently a professor at the University of California, Berkeley.

Once again, thank you very much for taking part in this experiment! Let's start!

(a) Landing page for the survey with the Wiki data.

(a) Landing page for the survey with the Wiki data.

(b) Example of a highlighted text for the Wiki data.

Figure 3: Examples of the landing page and the highlighted text from the Wikipedia human surveys.
Instructions

Sentiment annotation of IMDb movie reviews

Welcome and thank you very much for participating in this experiment!

In this experiment, you will be asked to annotate the sentiment of 50 IMDb movie reviews. In the following section, we will introduce (1) payment details and (2) an example movie review, similar to the ones you will encounter in this survey.

Payments

The survey consists of 50 annotation tasks all contained in a single task suite. You will be paid $0 for the completion of this task suite. You should be able to complete the survey within 30 to 40 minutes. In order to receive only highest quality annotations, we manually review your annotations and release funds 7 days after the experiment completed. Depending on our review, you may not be eligible for any payments. This decision depends on your performance on a golden set of tasks.

How to annotate movie review sentiment

See below for an example of a movie review with positive sentiment:

It should be noted that this movie was not "improvised" as you’re probably thinking of it, despite what the title at the end suggests, the movie was heavily scripted and rehearsed - cassavetes didn’t have enough money to support the inevitably high production costs of an "improvisational" sort of movie, even if he had wanted to produce such a thing, the "improvisation" of the movie is contained in the actors’ performances, and the emotions that they draw out of the lines, that said, allow me to say that this is a stunning work that I’m sure I’ll come back to again and again. the depths of emotion that cassavetes is able to draw out of the smallest gestures and interactions is incredible, i have no idea how he was able to direct such amazing performances out of the actors, especially under the conditions he worked, this is truly a magnificent landmark of film that i would recommend to anyone interested in exploring beyond the hollywood mold.

Once again, thank you very much for taking part in this experiment! Let’s start!

(a) Landing page for the survey with the IMDB data.

(b) Example of a highlighted text for the IMDB data.

Figure 4: Examples of the landing page and the highlighted text from the IMDB human surveys.