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Abstract—The problem of identifying regions of spatially interesting, different or adversarial behavior is inherent to many practical applications involving distributed multisensor systems. In this work, we develop a general framework stemming from multiple hypothesis testing to identify such regions. A discrete spatial grid is assumed for the monitored environment. The spatial grid points associated with different hypotheses are identified while controlling the false discovery rate at a pre-specified level. Measurements are acquired using a large-scale sensor network. We propose a novel, data-driven method to estimate local false discovery rates based on the spectral method of moments. Our method is agnostic to specific spatial propagation models of the underlying physical phenomenon. It relies on a broadly applicable density model for local summary statistics. In between sensors, locations are assigned to regions associated with different hypotheses based on interpolated local false discovery rates. The benefits of our method are illustrated by applications to spatially propagating radio waves.
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I. INTRODUCTION

T HE rapid development of ever cheaper and smaller sensors, as well as the rise of faster, lower latency and more reliable wireless connectivity standards have facilitated the deployment of large-scale wireless sensor networks (WSNs). WSNs are a key technology in the Internet of Things (IoT) and 5G wireless systems to gather information on spatial phenomena. The terms spatial phenomenon or spatial signal refer to the general concept of a physical quantity of interest that is a smooth function of location [1]. These occur in a large number of applications, for example in electromagnetic spectrum awareness, wireless communications, environmental monitoring, agriculture, smart buildings and acoustics. A WSN may be composed of heterogeneous devices with different sensing capabilities. The individual nodes are commonly battery powered and operate in a congested wireless spectrum. Thus, WSNs must communicate their local information from each sensor efficiently in terms of spectrum use and energy consumption [2], [3].

In this work, we develop a method for identifying the spatial regions of interesting, different or anomalous behavior of a spatial signal using WSNs while strictly controlling the error levels. Practical examples for such regions include areas in a city where emission levels are intolerably high, radio frequency bands are densely used/underutilized, regions where moisture is too low in agricultural fields or rooms with unusual oxygen or temperature levels inside a building. Due to the spatial smoothness assumption, these areas form locally continuous subregions. Fig. 1 displays the problem in a simplified manner.

We identify these interesting regions by developing methods stemming from detection theory, in particular multiple hypothesis testing (MHT). This allows for providing rigorous statistical performance guarantees independently of domain-specific user knowledge. Minimal assumptions on the underlying physical phenomenon are needed. The sensors are placed sparsely in distinct locations. No particular geometry or configuration is assumed for the distributed sensors. Hence, the proposed method is suitable for a large variety of practical applications.

A. Limiting the Consumption of Resources

To the best of our knowledge, none of the existing approaches in the literature on monitoring of spatial fields using WSNs solves the aforementioned problem. However, two areas of research are closely related: field estimation and hypothesis testing for spatial signals. The objective in field estimation is to determine the numerical value of the observed spatial signal (or a transformation of the spatial signal) as a function of location. Field estimation methods usually assume that the sensors transmit all raw local measurements to the fusion center (FC) or the other nodes [1], [4]. This results in significant communication overhead and increased power consumption. To
deal with the communication and power constraints for WSNs, many methods for hypothesis testing for spatial signals in WSNs limit the amount of information transmitted from each node to other nodes/the FC. In distributed detection [5], a hard (binary) decision on the local state is communicated to the FC. The local decisions are fused at FC to make a decision on the overall state of the field. Recent works transmit more than a single bit [6]–[12]. In line with [2], [13], [14], we allow each sensor to communicate a sufficient statistic or soft decisions quantized using only few bits. This enables the application of advanced MHT methods while requiring (at most) only one communication cycle per sensor.

B. Enabling Localized Inference

The existing works on hypothesis testing methods for spatial signals with WSNs focus on the detection of the presence of interesting, different or anomalous behavior of the spatial signal somewhere within entire observation area under guarantees on the error probabilities. The only exception is [15], where the authors also identify the sensors that observe the anomaly. In this work, we consider the more demanding problem of identifying the areas where the spatial signal exhibits different behavior than in nominal conditions such that statistical performance guarantees in terms of Type I error control are provided. To this end, we model the spatial area of interest as a regular spatial grid. We make a decision on the state of the observed phenomenon at each grid point. We discriminate between the nominal state of the phenomenon, represented by the null hypothesis $H_0$, and any state that deviates from the nominal, represented by alternate hypotheses. While in many problems, one could distinguish various classes of anomalous, interesting or different behavior, we summarize everything that is not conform to $H_0$ under the alternative $H_1$.

C. The Necessity of Multiple Hypothesis Testing

Depending on the size of the monitored area and the desired spatial resolution, the number of grid points and hence decisions might easily reach the order of tens of thousands. To prevent a flood of false positives resulting from testing a large number of binary hypotheses [16], we follow the principles of MHT, where choosing the alternative $H_1$ is called a discovery [17]. Performance guarantees are commonly provided using the false discovery rate (FDR) criterion. The FDR is the expected proportion of false discoveries among all discoveries [18]. The past work on FDR control in the context of spatial data has mostly focused on testing a priori [19], [20] or a posteriori [21]–[24] formed groups of data. While these procedures typically rely on assumptions that may not be realistic [25], they do also not provide guarantees w.r.t. to the localization accuracy of the identified alternative area.

D. Overview on the Proposed Inference Methodology

For decision making with false positive control, information on the state of the field is needed at each grid point. This can be the value of a local decision statistic such as a $p$-value, $z$-score or likelihood ratio in combination with the probability model for this statistic under $H_0$, or the local posterior probability of the null hypothesis. In this work, sensors are placed in distinct locations at a sparse subset of grid points. Each sensor records noisy observations of the field and condenses the information into a local decision statistic. Based on the local decision statistics from each sensor and on the probability model of the local statistic under $H_0$, we compute the probability of the null hypothesis at each grid point where a sensor is located. In particular, we propose to estimate the local false discovery rate (lfdr) [26]–[29], which is the empirical Bayes posterior probability of $H_0$ at each sensor. We then exploit the spatial smoothness assumption and interpolate the lfdr’s to make decisions at grid points in between sensors. To the best of our knowledge, this problem has not been addressed in existing works. The main stages of the proposed spatial inference algorithm are shown in Fig. 2. The decisions are made with strict control of the FDR. This provides quantitative justification for the identified areas of different behavior and distinguishes the proposed approach from methods that reconstruct the field and threshold it to get a visually pleasing segmentation result without any statistical error performance guarantees [30].

E. Advantages of the Proposed Spatial Inference Approach

The local signal model under $H_0$ may be different in each sensor and it can be learned or its parameters estimated when there is only noise present. This makes the method robust against modeling errors and suitable to a wide range of applications and operational environments. The local signal and noise models may differ, which makes the method suitable for heterogeneous WSNs. The local information is communicated efficiently to the FC. Our results demonstrate that the local soft decision statistics can be quantized using few bits with only a negligible performance loss. Communication overhead and power consumption can be further reduced by censoring the transmission of uninteresting local soft decision statistics. Finally, the detection power of the proposed lfdr-based inference method can be further improved by incorporating available side information similar to [29], [31]–[35].

As an alternative approach to obtaining the local null probabilities via lfdr’s, one could imagine a fully integrated method in which the raw measurements or soft decision statistics would feed a model that then provided the local null probabilities at the grid points. However, such a holistic model would depend on a variety of unknown parameters and thus be highly complex. For a radio frequency field, for example, the model would require the appropriate incorporation of the local signal model.
and position of each sensor, the unknown location and number of active transmitters as well as the propagation environment. In addition, such a model would also be different for each application, thereby limiting its general applicability. To the best of our knowledge, the two existing approaches [36], [37] are not applicable to identify the areas of interesting signal behavior with WSNs while controlling decision making error levels. [36] assumes a simple Gaussian random field model and the authors highlight that the method is very sensitive to model deviations. The method from [37] has been shown in [31] to violate the nominal FDR level. Also, [36], [37] are highly computationally complex even for moderately sized grids.

F. Challenges

The computation of the lfdr’s relies on the joint probability density function (PDF) of the local soft decision statistics and the overall proportion of alternatives that are unknown in practice. These quantities need to be learned or estimated accurately from the data. This is referred to as lfdr estimation in the MHT literature [29]. A variety of estimators exist, often assuming that the joint PDF belongs to the exponential family [29], [34], [38], [39]. As our simulation results show, the existing lfdr estimators are not suitable for spatial inference with WSNs. They either yield inaccurate lfdr estimates due to too simplistic assumed data models, scale poorly with network size and can thus not be applied to large-scale WSNs and/or yield insufficient results when the local soft decision statistics are quantized with few bits.

G. The Original Contributions of This Paper

- We propose an lfdr-based spatial inference method for WSNs as a flexible data-driven approach to determine the areas of interest, difference or anomaly of a physical phenomenon. Our proposed method scales well to spatial inference with large-scale sensor networks under strict statistical performance guarantees.

- We propose a novel, highly computationally efficient method for computing lfdr’s. It bases upon an innovative mixture distribution model and the method of moments. It can deal with quantized local soft decision statistics.

H. Notation

Throughout the paper, regular lowercase letters \( x \) denote scalars, whereas bold lowercase letters \( \mathbf{x} \), bold uppercase letters \( \mathbf{X} \) and underlined bold uppercase letters \( \underline{\mathbf{X}} \) denote vectors, matrices and third order tensors, respectively. \( \mathbf{X}^\top \) and \( \mathbf{X}^{-1} \) denote matrix square root and Moore-Penrose inverse. Calligraphic letters \( \mathcal{X} \) denote sets and \( |X| := 1, 2, \ldots, X \) sets containing all positive integers \( \leq X \). \( |\mathcal{X}| \) is the cardinality of set \( \mathcal{X} \) and \( \lfloor . \rfloor \) denotes the indicator function. The Hadamard product operator is \( \odot \), while \( \circ \) represents the outer product. \( f_X(x) \) denotes the PDF of random variable (RV) \( X \) and \( f_{X|A}(x) \) its PDF conditioned on event \( A \).

II. The Spatial Inference Problem

The spatial inference problem is illustrated in Fig. 1. \( \mathcal{H}_0 \) and \( \mathcal{H}_1 \) denote the regions of nominal and anomalous, different or interesting behavior, respectively. The continuous observation area is discretized by a regular grid of \( Q \) elements, to each of which we refer by its index \( q \in \{Q\} \). Their position on the grid is denoted by \( \mathbf{c}_q = [c_{x,q}, c_{y,q}]^\top \). Sensors are placed at \( N \leq Q \) grid points. To keep the notation simple, we use the same ordering in the indices of sensors and grid points, i.e., the sensor \( n \in [N] \) is located at grid point \( q = n \). The state of the observed phenomenon at grid point \( q \in \{Q\} \) and time instant \( t \in [T] \) is described by the unknown true binary local hypothesis \( \mathcal{H}_{q,t} \in \{ \mathcal{H}_0, \mathcal{H}_1 \} \), with the null hypothesis \( \mathcal{H}_0 \) and the alternative \( \mathcal{H}_1 \). If \( \mathcal{H}_{q,t} = \mathcal{H}_0 \), we say that the observed phenomenon is in its nominal state at \( q \in \{Q\} \), \( t \in [T] \). If \( \mathcal{H}_{q,t} = \mathcal{H}_1 \), an interesting phenomenon or anomaly is present. \( \mathcal{H}_1 \) holds under any deviation from \( \mathcal{H}_0 \) and is thus in general composite. In environmental monitoring, \( \mathcal{H}_0 \) could represent clean air, whereas \( \mathcal{H}_1 \) could indicate contamination above a tolerable level. We consider phenomena that vary smoothly in space and slowly in time. Due to the latter, we assume that the true local hypotheses are constant over the observation period and write \( \mathcal{H}_q = \mathcal{H}_{q,t} \forall t \in [T] \).

\( \mathcal{H}_1 \) and \( \mathcal{H}_0 \) are mutually exclusive sets that comprise the grid points at which \( \mathcal{H}_0 \) or \( \mathcal{H}_1 \) hold. Formally, the objective of spatial inference is to identify the set \( \mathcal{H}_0 = \{ q \in \{Q\} | \mathcal{H}_{q,t} = \mathcal{H}_0 \} \) of all grid points where \( \mathcal{H}_0 \) is in place, and the set \( \mathcal{H}_1 = \{ q \in \{Q\} | \mathcal{H}_{q,t} = \mathcal{H}_1 \} \) containing all locations where \( \mathcal{H}_1 \) holds. At the sensors, the hypothesis-dependent models for the measured field levels \( y_n(t) \), \( n \in [N] \), \( t \in [T] \), are

\[
H_n = \mathcal{H}_0 : \quad y_n(t) = \delta_n(t),
\]

\[
H_n = \mathcal{H}_1 : \quad y_n(t) = x_n + \delta_n(t),
\]

where \( x_n \neq 0 \) is the non-zero level of the phenomenon at location \( n \) and \( \delta_n(t) \) the temporally i.i.d. measurement noise. This noise process is spatially independent but not necessarily identically distributed in different nodes. \( x_n \) varies with \( n \in [N] \), but takes on similar values at close-by locations due to the spatial smoothness assumption. This is well-justified by the underlying mechanisms of many physical phenomena. Radio waves, for example, are subject to path-loss and shadow fading [40] that vary slowly. We cannot directly observe \( \mathcal{H}_q, q \in \{Q\} \). However, we can exploit the model differences in (1) to determine local decision statistics for each grid point \( q \in \{Q\} \) based on the measurements at each sensor \( n \in [N] \). Those can then be used to decide on \( \hat{\mathcal{H}}_q = \mathcal{H}_0 \) or \( \hat{\mathcal{H}}_q = \mathcal{H}_1 \) and form the estimated regions \( \mathcal{H}_0 \) and \( \mathcal{H}_1 \) associated with null hypothesis and alternative. The decisions are made such that the FDR [18], the expected ratio between the number of false discoveries and all discoveries

\[
\text{FDR} = \frac{ \sum_{q \in \mathcal{H}_0} 1 \{ \hat{\mathcal{H}}_q = \mathcal{H}_1 \} }{ \sum_{q=1}^Q 1 \{ \hat{\mathcal{H}}_q = \mathcal{H}_1 \} },
\]

is controlled at a nominal level \( \alpha \). This guarantees that on average, a proportion \((1 - \alpha)\) of the locations in \( \mathcal{H}_1 \) are actual members of the true alternative region \( \mathcal{H}_1 \).
Each sensor condenses its raw measurements over the observation period $T$ into a local summary statistic $\tau_n, n \in [N]$. The type of deployed sensor and the distribution of the measurement noise may differ from sensor to sensor [41]. Thus, the $\tau_n$ cannot be directly fused with each other. Instead, one defines local (soft) decision statistics $S_n$ that are normalized such that they are i.i.d. $\forall n \in \mathcal{H}_0$, but not necessarily for $n \in \mathcal{H}_1$. Conditioned on the field level $x_n$, however, the $S_n$ from sensors where $\mathcal{H}_1$ is in place are independently distributed. $\mathcal{F}$ denotes the domain of $S_n$. Common choices are $p$-values

$$S_n := \int_{\tau_n}^{\infty} f_{\tau_n|\mathcal{H}_0}(\tau) d\tau = P_n, \quad (3)$$

$\forall n \in [N], \text{ where } f_{\tau_n|\mathcal{H}_0}(\tau)$ is the PDF of $\tau_n$ under $\mathcal{H}_n = \mathcal{H}_0$ and $\tau_n$ is a realization of random variable $\tau_n$, or $z$-scores $S_n := \Phi^{-1}(P_n) = Z_n$, where $\Phi(\cdot)$ is the standard normal cumulative distribution function (CDF) [29]. For $p$-values, the domain is $\mathcal{F} = [0, 1]$ and for $z$-scores, $\mathcal{F} = \mathbb{R}$, $f_{\tau_n|\mathcal{H}_0}(\tau)$ has to be known to compute $p$-values or $z$-scores. If $f_{\tau_n|\mathcal{H}_0}(\tau)$ is unknown, it can be estimated from the data using for example the bootstrap [42], [43]. Small $p$-values indicate little support for $\mathcal{H}_0$. The soft decision statistics are transmitted from each sensor to the FC via a wireless communication channel and have to be quantized in practice. Similar to [2], [13], [14], the proposed inference method is designed assuming the availability of infinitely precise local soft decision statistics at the FC. However, our results in Section VII underline, that close to optimal performance is achieved even when the local soft decision statistics are quantized using only few bits.

Define the random variable $S$ that represents the mixture of all local decision statistics from the sensors. The PDF of $S$ is

$$f_S(s) = \pi_0 f_{S|\mathcal{H}_0}(s) + \frac{(1 - \pi_0)}{\sum_{n \in \mathcal{H}_1} \sum_{s \in \mathcal{S}_n} f_{S_n|\mathcal{H}_1}(s)}, \quad (4)$$

with $\pi_0 = \sum_{n \in \mathcal{H}_0} 1/N$ the fraction of sensors located in the null region, $f_{S|\mathcal{H}_0}(s)$ the PDF for $S_n \forall n \in \mathcal{H}_0$ and $f_{S_n|\mathcal{H}_1}(s)$ the PDF for $S_n$ if $n \in \mathcal{H}_1$. The model in (4) exploits that the local decision statistics are i.i.d. across locations $n \in \mathcal{H}_0$. Finally, the local false discovery rate is [27], [29]

$$\text{lfdr}(s) = \frac{\pi_0 f_{S|\mathcal{H}_0}(s)}{f_S(s)}. \quad (5)$$

Appealingly, $\text{lfdr}_n = \text{lfdr}(s_n)$ is the posterior empirical Bayes probability that $n \in \mathcal{H}_0$. We interpolate the $\text{lfdr}_n$ to obtain $\text{lfdr}_q$ for each grid point $q \in [Q]$ in between sensors. To solve the spatial inference problem while controlling FDR $\leq \alpha$, we form the region associated with the alternative hypothesis

$$\mathcal{H}_1 = \text{argmax}_{\mathcal{H} \subseteq [Q]} \left\{ \mathcal{H} : \frac{1}{|\mathcal{H}|} \sum_{q \in \mathcal{H}} \text{lfdr}_q \leq \alpha \right\}. \quad (6)$$

This approach guarantees FDR control at level $\alpha$ while maximizing detection power, since the so-called Bayesian false discovery rate (BFDR) $\text{BFDR}(\mathcal{H}_1) = \sum_{q \in \mathcal{H}_1} \frac{\text{lfdr}_q}{|\mathcal{H}_1|}$ is an upper bound of the Frequentist FDR from (2) [29]. Note that the BFDR is the average false discovery probability across the alternative region $\mathcal{H}_1$, while the lfdr asserts each location $q \in [Q]$ with the individual risk of being a false discovery.

A key element of our proposed lfdr-based spatial inference method for WSNs is the estimation of the lfdr’s. The general concept of the lfdr and lfdr estimation are described in detail in Section III. In Section IV, we propose a novel method for lfdr estimation at sensor locations. In Section V, we propose the interpolation of the sensor lfdr’s in between sensor locations. The communication cost and power consumption of the proposed lfdr-based spatial inference approach are discussed in Section VI. We conclude by the simulation results in Section VII.

### III. LOCAL FALSE DISCOVERY RATE ESTIMATION

The theoretical lfdr’s defined in (5) are unavailable in practice. Hence, a central component of our proposed lfdr-based spatial inference approach (Fig. 2) is the estimation of the lfdr’s. The accuracy of the deployed estimators has immediate consequences on FDR control: underestimation of the lfdr’s leads to violations of the nominal FDR level, whereas overestimation reduces the power of testing. In this section, we develop an estimator for the lfdr’s at sensor locations where local decision statistics are available. In Section V, we discuss how to obtain the lfdr estimates in between sensor locations.

The general structure of lfdr estimators follows from (5). The PDF of $S$ for $n \in \mathcal{H}_0$ is most often assumed to be known or $\mathcal{H}_0$. Similar to [2], [13], [14], the proposed inference method is designed assuming the availability of infinitely precise local soft decision statistics at the FC. However, our results in Section VII underline, that close to optimal performance is achieved even when the local soft decision statistics are quantized using only few bits.

Define the random variable $S$ that represents the mixture of all local decision statistics from the sensors. The PDF of $S$ is

$$f_S(s) = \pi_0 f_{S|\mathcal{H}_0}(s) + \frac{(1 - \pi_0)}{\sum_{n \in \mathcal{H}_1} \sum_{s \in \mathcal{S}_n} f_{S_n|\mathcal{H}_1}(s)}, \quad (4)$$

with $\pi_0 = \sum_{n \in \mathcal{H}_0} 1/N$ the fraction of sensors located in the null region, $f_{S|\mathcal{H}_0}(s)$ the PDF for $S_n \forall n \in \mathcal{H}_0$ and $f_{S_n|\mathcal{H}_1}(s)$ the PDF for $S_n$ if $n \in \mathcal{H}_1$. The model in (4) exploits that the local decision statistics are i.i.d. across locations $n \in \mathcal{H}_0$. Finally, the local false discovery rate is [27], [29]

$$\text{lfdr}(s) = \frac{\pi_0 f_{S|\mathcal{H}_0}(s)}{f_S(s)}. \quad (5)$$

The unknown underlying physical phenomenon drives the statistical behavior of the lfdr via $f_S(s)$. Thus, a generally optimal estimator $\text{lfdr}(s)$ does not exist.

The increasing interest in the incorporation of covariate information into MHT, e.g. [31]–[34], [44], has lead to a number of sophisticated lfdr estimators that treat $f_S(s)$ as a two component mixture, the two-groups model [26], [45]

$$f_S(s) = \pi_0 f_{S|\mathcal{H}_0}(s) + (1 - \pi_0) f_{S|\mathcal{H}_1}(s). \quad (8)$$

We also adopt the two-groups model. In spatial inference, $f_{S|\mathcal{H}_1}(s)$ is an estimator for the mixture PDF of the local decision statistics in the alternative region $f_{S|\mathcal{H}_1}(s) = \sum_{n \in \mathcal{H}_1} f_{S_n|\mathcal{H}_1}(s)$, see (4).

The lfdr can be computed on the basis of any local summary statistics which are i.i.d. under $\mathcal{H}_0$. Nevertheless, the local decision statistic plays an important role in lfdr estimation since it determines the shape of $f_P(p)$, as shown in Fig. 3.

We use $p$-values as local decision statistics. The domain of the $p$-values $\mathcal{F} = [0, 1]$ is bounded and parametric models are used for $p$-value density estimation. The exact analytical form of $f_P(p)$ is unknown. However, if a sufficiently flexible parametric $p$-value PDF model is used, lfdr estimation based on $p$-values offers the following advantages. The $p$-values from sensors where
ris a monotonically decreasing function and \( f \) is known to be monotonically decreasing. For one-sided z-scores, the alternative component exhibits a heavy left tail.

\( H_0 \) is in place are uniformly distributed. The \( p \)-values from sensors where \( H_1 \) is in place follow a standard normal distribution. z-score-based lfdr estimators have been designed assuming a finite Gaussian mixture model [46] or an exponential family model [29], [38]. Non-parametric methods have been studied using kernel estimates [47] and, more recently, an exponential family model [29], [38]. Non-parametric methods are designed assuming a finite Gaussian mixture model [46] or an exponential family model [29], [38].

An alternate popular choice for local decision statistics are z-scores, for which a one-to-one mapping to \( p \)-values exists. The z-scores from sensor where \( H_0 \) is in place lie in the tails of the z-score mixture PDF. Obtaining high tail-accuracy for an estimated PDF is extremely difficult. In addition, the decomposition of \( f(z) \) into \( \tilde{z}_0 f_{z|H_0}(z) \) and \( (1 - \tilde{z}_0) f_{z|H_1}(z) \) is non-trivial.

The presumably most popular parametric \( p \)-value PDF model is the beta-and-uniform mixture (BUM) model [45].

\[
\hat{f}_p^\text{BUM}(p) = w + (1 - w) \text{beta}(p; a) = w + (1 - w) a p^{a-1}. \tag{10}
\]

Superscript BUM indicates the dependency on the BUM parameters \( w \in [0, 1] \) and \( a \in (0, 1) \). \( \hat{f}_p^\text{BUM}(p) \) denotes the BUM model with the respective maximum likelihood estimator (MLE) \( \hat{w} \) for \( w \) and \( \hat{a} \) for \( a \). The BUM model exploits two known properties of \( f_p(p) \), which are also apparent in Fig. 3. First, the uniform distribution under \( H_0 \) is captured by the constant \( w \). Second, \( f_{p|H_1}(p) \) is known to be monotonically decreasing. A single-parameter beta distribution decreases monotonically \( \forall a \in (0, 1) \). The BUM model is simple and has been applied successfully in a number of applications. However, it lacks flexibility due to its limited number of tuning parameters. Estimating \( \hat{f}_p(p) \) by \( \hat{f}_p(p) = \hat{f}_p^\text{BUM}(p) \) leads to overly pessimistic lfdr estimates, as the simulations in Section VII underline. We introduce a more flexible model in Section IV.

IV. THE PROPOSED LFDR ESTIMATOR

In this section, we introduce a novel lfdr estimator. Our approach estimates lfdr’s from \( p \)-values. We propose the parametric probability model

\[
f_p^\text{BM}(p) = \sum_{l=1}^{L} w^{(l)} \text{beta} \left( p; a^{(l)} \right), \tag{11}\]

a finite single-parameter beta distribution mixture (BM) with shape parameters \( a^{(l)} \in \mathbb{R}_{>0} \) and mixture weights \( w^{(l)} \in [0, 1], \forall l \in [L] \) such that \( \sum_{l=1}^{L} w^{(l)} = 1 \) and \( L < \infty \). For \( a^{(l)} < 1 \), \( a^{(l)} = 1 \) and \( a^{(l)} > 1 \), the \( l \)-th component \( \beta(p; a^{(l)}) \) is monotonically decreasing, constant and monotonically increasing in \( p \in [0, 1] \), respectively. Due to the increased number of components, \( f_p^\text{BM}(p) \) is more flexible than \( f_p^\text{BUM}(p) \). Estimating its parameters is more involved than for the BUM model, since \( 2L - 1 \) model parameters are to be determined from the observations \( \mathcal{P}^N \). Closed-form MLEs for the parameters of mixture distributions are difficult to obtain. Instead, MLEs are commonly found iteratively by expectation-maximization (EM) [50], which is computationally expensive for larger model orders. Also, the parameter estimates are only locally optimal, which may result in poorly fitting models for non-convex likelihood functions. In this work, we target computationally lightweight procedures suitable for large-scale sensor networks. Our approach bases upon the method of moments (MoM) that estimates model parameters by solving pre-defined equation systems.

A. The Method of Moments

The principle of moment-based parameter estimation [51], [52] is to match population and empirical moments. To this end, multivariate systems of moment equations are solved. The MoM is conceptionally simple, but also entails challenges. Its analytic complexity rapidly increases with the number of model parameters. In addition, empirical higher-order moments are prone to large variance [53]. Therefore, the sample size required to provide meaningful estimates grows exponentially in the number of model parameters [54]. As a consequence, the standard MoM is not well-suited to determining the parameters for (11).

The spectral method of moments (sMoM), a recent approach [54], [55], allows to determine the parameters of multivariate Gaussian mixtures from only the first three moments. Thus, sMoM avoids higher-order moments. In contrast to other work on the field of low-order moment-based parameter estimation, the method in [54] does not require a minimum distance between the locations of the mixture components to guarantee identifiability. This suits particularly well to this work, since we are dealing with \( p \)-values on the domain \( \mathcal{F} = [0, 1] \) and need
to discriminate between mixture components that are located closely to one another. Combining the BM model and the sMoM provides a base for a computationally efficient p-value density estimator that we introduce in what follows.

B. Overview on the Proposed Method

We follow the traditional approach to lfdr estimation, which plugs estimates for \( f_P(p) \) and \( \pi_0 \) into (5). Since we work with p-values, \( \pi_0 \) can be estimated as the maximum value of \( f_P(p) \). Hence, we focus on the estimation of \( f_P(p) \). We start from the assumption that the model in (11) holds for the PDF \( f_P(p) \) of RV \( P \) with realizations \( P^N = \{p_1, ..., p_N\} \). We then subdivide \( P^N \) into \( M \) subsets of equal size \( d \) and form p-value vectors \( p_1, ..., p_M \). The \( p_m, m \in [M] \) are observations of a \( d \)-dimensional random vector \( p = [p_1, ..., p_d]^\top \), where each \( p_i, i \in [d] \) represents the statistical behavior of a subset of all observed p-values. Due to the way that the \( p_m \) are obtained, there is a direct relation between the PDFs of \( P \) and \( p \). Thus, the parametric multivariate PDF model for \( p \) follows directly from (11). The details are provided in Section IV-C. Then, we estimate the parameters of this multivariate model from the first three moments of \( p \). The empirical moments are computed using the observations \( p_1, ..., p_M \). To this end, we exploit the one-to-one relations between the moments and the model parameters derived in Theorem 1 and Theorem 2 of Section IV-D. Finally, we again use the relation between the PDFs of \( P \) and \( p \) to obtain the estimate of the univariate PDF of \( P \) from the estimate for the multivariate PDF of \( p \). The entire procedure is presented in detail in Section IV-E.

C. The Multivariate p-value model

Traditional statistical techniques would treat the input data \( P^N = \{p_1, ..., p_N\} \) as a single observation of an \( N \)-dimensional random vector with elements \( P_n, n \in [N] \). The identification of the regions associated with null hypothesis testing is a high-dimensional random vector is fairly challenging. To perform spatial inference, we adopt the idea of learning from the experience of others [29] and treat \( P^N \) as \( N \) realizations of the same scalar random variable \( P \sim f_P(p) \). We first model the p-values as a \( d \)-dimensional random vector \( p \) instead of estimating \( f_P(p) \) directly from \( P^N \). Then, we estimate its joint PDF \( f_P(p) \). Finally, we average over the \( d \) marginals to obtain the univariate estimate \( f_P(p) \). Estimating a joint PDF appears intuitively more challenging. However, our multivariate p-value model enables fast and reliable estimation of \( f_P(p) \), since it facilitates the application of the sMoM. To the best of our knowledge, this concept is entirely new to lfdr estimation.

In what follows, assume \( P \sim f_P(p) = f_P^{BM}(p) \). We divide the set of observations \( P^N = \{p_1, ..., p_N\} \) for random variable \( P \sim f_P^{BM}(p) \) into \( M \) distinct subsets \( P^d_1, ..., P^d_M \) of equal size \( d \), \( M = \lfloor N/d \rfloor \). Any remaining p-values are not used for the PDF estimation. Next, arrange the elements of each \( P^d \) in no particular order into \( M \) \( d \)-dimensional p-value vectors \( p_m, m \in [M] \). \( p_1, ..., p_M \) are observations of the random vector \( p \sim f_P(p) \), whose \( i \)-th entry be random variable \( p_i, i \in [d] \). Since \( P \sim f_P^{BM}(p) \), the marginal distribution of each \( p_i \) can be described without loss of generality by a \( K \)-component mixture

\[
\hat{P}_i \sim \sum_{k=1}^{K} w^{(k)} \beta(a_i^{(k)}) ,
\]

with mixture proportion vector \( w = [w^{(1)}, ..., w^{(K)}]^\top \) such that \( \sum_{k=1}^{K} w^{(k)} = 1 \) and shape parameters \( a_i^{(k)} \in \mathbb{R}_{>0} \). The partitioning of \( P^N \) into \( P^d_1, ..., P^d_M \) and the ordering of the entries within each \( p_m, m \in [M] \) must be found independently of the values \( p_m, n \in [N] \). Then, the \( \hat{P}_i, i \in [d] \) are mutually independent random variables. Thus, \( f_P^{BM}(p) \) is fully characterized by its marginals, which relate to \( f_P^{BM}(p) \) through

\[
f_P^{BM}(p) = d^{-1} \sum_{k=1}^{K} \sum_{i=1}^{d} w^{(k)} \beta(p; a_i^{(k)}) .
\]

Note, that the total number of mixture components \( L \) from (11) is then \( L = K \cdot d \).

Based on the result in [56 Chapter 24], the first two cumulants, mean \( \kappa_1^{(k)} \) and variance \( \kappa_2^{(k)} \), of the \( i \)-th marginal’s \( K \)-th component are found \( \forall i \in [d], \forall k \in [K] \), as

\[
\kappa_1^{(k)} = a_i^{(k)} \left( a_i^{(k)} + 1 \right) , \quad \kappa_2^{(k)} = a_i^{(k)} \left( a_i^{(k)} + 2 \right) - \left( a_i^{(k)} \right)^2 .
\]

The third-order cumulant, is

\[
\kappa_3^{(k)} = a_i^{(k)} \left( a_i^{(k)} + 3 \right) - 3a_i^{(k)} \left( a_i^{(k)} + 2 \right) - \left( a_i^{(k)} \right)^3 .
\]

Additionally, denote the \( K \)-th component mixture mean vector by \( \kappa_1^{(k)} = [\kappa_1^{(k)}, ..., \kappa_1^{(k)}]^\top \) and the \( K \)-th component vector of third-order cumulants by \( \kappa_3^{(k)} = [\kappa_3^{(k)}, ..., \kappa_3^{(k)}]^\top \) for all \( k \in [K] \). We also define the averages across mixture components, \( \overline{\kappa}_1 = \frac{1}{K} \sum_{k=1}^{K} \kappa_1^{(k)} \) and \( \overline{\kappa}_3 = \frac{1}{K} \sum_{k=1}^{K} \kappa_3^{(k)} \). Since the \( \hat{P}_i, \forall i \in [d] \) are independently distributed, the \( K \)-th component’s \( d \times d \) covariance matrix \( \Sigma^{(k)} \) is diagonal with the \( i \)-th entry \( \kappa_2^{(k)} \). The \( d \times d \) mixture covariance matrix is \( \Sigma = E[(p - \overline{\kappa}_1)(p - \overline{\kappa}_1)^\top] \).

To conclude this section, we formulate the following assumption on the p-values.

Assumption 1 (Similar component variances): The marginal variances of the \( K \)-th mixture component are similar, such that they can be treated as approximately equivalent across the marginals, i.e., \( \kappa_2^{(k)} \approx \kappa_2^{(k)} \forall i \in [d], k \in [K] \).

In other words, for a certain \( m \in [M] \), the entries of \( p_m \) can be treated as observations of random variables with approximately equivalent variances.

Our simulation results in Section VII confirm that Assumption 1 is fairly mild. We conducted a large number of numerical experiments with very diverse underlying spatial signals. Our proposed lfdr estimator was always able to find a subset size \( M < N \) and a number of mixture components \( K < d \) for which the p-value subsets \( P^d_m \) and vectors \( p_m, m \in [M] \) were formed such that Assumption 1 holds for each mixture.
component $k \in [K]$. Hence, the $p_m, m \in [M]$, can be divided into $K$ groups such that joint PDF of the $p$-value vectors in each group is described by mixture component $k$. For illustration purposes, consider the subsets $P^d_m$ are formed based on spatial proximity, i.e., each $P^d_m$ is composed of $p$-values from $d$ neighboring locations. For those subsets containing exclusively $p$-values from locations $n \in H_0$, the statistical properties of each element are similar by design. Due to the assumed spatial smoothness of spatial phenomena, the $p$-values obtained at close-by locations $n \in H_1$ have similar statistical properties.

Under Assumption 1, the $k$-th mixture component covariance matrix is $\Sigma^{(k)} \approx \kappa_2^{(k)} I_{d \times d}$, where $I_{d \times d}$ is the $d \times d$ identity matrix. The average variance over mixture components is $\bar{\Sigma}_2 \approx \sum_{k=1}^{K} w(k) \kappa_2^{(k)}$.

D. The Spectral Method of Moments

The spectral method of moments was formulated for multivariate spherically Gaussian distributed data in [54]. Their approach builds on the relation between the population moments and the model parameters, namely, the mixture weights, means and variances. In this section, we formulate similar relations for the $p$-value vectors, given that they follow the model from (12) and fulfill Assumption 1. We first extend [54 Theorem 2] such that it fits to our proposed data model.

**Theorem 1 (Relation of mixture model parameters to spectral quantities):** For a $d \times 1$ random vector $p = [P_1, \ldots, P_d] \top$ with joint PDF $f_p(p)$ and the marginals of $P_1, \ldots, P_d$ are distributed as defined in (12), under Assumption 1, the beta distribution shape parameters $\alpha^{(k)} \forall i \in [d]$ and mixture component weights $w(k) \forall k \in [K]$ can be expressed by $\alpha^{(k)} = \frac{\kappa_1^{(k)}}{1 - \kappa_1^{(k)}}$ and $w = \begin{bmatrix} \kappa_1^{(1)} & \ldots & \kappa_1^{(K)} \end{bmatrix} \bar{\Sigma}_2^{-1} \begin{bmatrix} \kappa_1^{(1)} & \ldots & \kappa_1^{(K)} \end{bmatrix} \top$ with

$$\kappa_1^{(k)} = \frac{\lambda^{(k)}}{\eta^{(k)}} \text{Bv}^{\top}(\text{Bv})^T,$$

if $K < d$, $w^{(k)} > 0, \forall k \in [K]$ and the $k$-th mixture component mean vectors $\mu^{(k)} \forall k \in [K]$ are linearly independent. Here, $\eta = [\eta_1, \ldots, \eta_d]$ is a vector chosen uniformly at random from the unit sphere in $\mathbb{R}^d$, $\lambda^{(k)} = \mu^{(k)} \top \mu^{(k)}$, $k \in [K]$ are the eigenvalues, eigenvector pairs of $K \times K$ matrix $W \cdot M_3(\eta) \cdot W$. The projection matrices $B = U(U^\top M_2 U)^\top \in \mathbb{R}^{K \times d}$ and $W = U(U^\top M_2 U)^\top \in \mathbb{R}^{K \times d}$ are based on the matrix of left singular vectors $U \in \mathbb{R}^{d \times K}$ of the thin singular value decomposition (SVD) of $M_2 = \text{USV}^\top$. In addition, $M_2, M_3(\eta) \in \mathbb{R}^{d \times d}$ and $M_3 \in \mathbb{R}^{d \times d \times d}$ such that

$$M_2 = \sum_{k=1}^{K} w(k) \kappa_1^{(k)} \mu^{(k)} \mu^{(k)} \top,$$

$$M_3(\eta) = \sum_{i=1}^{d} \sum_{i_2=1}^{d} \sum_{i_3=1}^{d} [M_3]_{i_1, i_2, i_3} \eta[i_3] \mu^{(i_1)} \mu^{(i_2)} \mu^{(i_3)} \top,$$

$$M_3 = \sum_{k=1}^{K} \begin{bmatrix} \kappa_1^{(k)} & \kappa_1^{(k)} & \kappa_1^{(k)} \end{bmatrix} \top \begin{bmatrix} \kappa_1^{(k)} & \kappa_1^{(k)} & \kappa_1^{(k)} \end{bmatrix},$$

with $e_i, a d \times 1$ vector of $d - 1$ zeros and $I$ as its $i$-th entry. $\circ$ is the outer product.

**Proof:** The relations for the mixture component means $\mu^{(k)}, k \in [K]$ and the mixture proportion vector $\nu$ result directly from the proof of [54 Theorem 2]. Note, that $BB^\top = M_2$ and $WW^\top = M_2^{-1}$, which implies $W \cdot M_3(\eta)W = M_2^\top \cdot D(\eta) \cdot M_2$ is diagonalizable along the lines of $M_2(\eta)M_2^{-1}$ [54 Theorem 2] by a diagonal matrix $D(\eta) \in \mathbb{R}^{K \times K}$ with diagonal entries $\lambda^{(k)} = \eta^{(k)} \mu^{(k)} \mu^{(k)} \top$, $k \in [K]$.

The relations established in Theorem 1 allow to estimate the mixture model by means of its parameters $\kappa_1^{(k)}$ and $w$, since $\eta, M_2$, and $M_3$ enable a one-to-one mapping between the model parameters and the observable population moments. In particular, $\bar{\Sigma} = E[p]$ is the first moment of $p$, whereas $M_2$ and $M_3$ are related to the second and third moments $E[p \otimes p]$ and $E[p \otimes p \otimes p]$ of $p$. The exact relationships are derived in Theorem 2.

**Theorem 2 (Relation of spectral to observable quantities):** Under the assumptions in Theorem 1, the average variance over mixture components $\bar{\Sigma}_2 = \sum_{k=1}^{K} w(k) \kappa_2^{(k)}$ is the smallest eigenvalue of the population covariance matrix $\Sigma$. With $v \in \mathbb{R}^d$ any unit-norm eigenvector of eigenvalue $\bar{\Sigma}_2$, we find

$$M_2 = E[p \otimes p] - \bar{\Sigma}_2 I_{d \times d},$$

$$M_3 - M_3^\Delta,$$

where the observable $M_3$ and the difference $M_3^\Delta$ to the non-observable $M_3$ are

$$M_3 = E[p \otimes p \otimes p] - \sum_{i=1}^{d} (\hat{m}_1 \circ e_i \circ e_i,$n

$$+ e_i \circ \hat{m}_1 \circ e_i + e_i \circ e_i \circ \hat{m}_1),$$

$$M_3^\Delta = M_3^\Delta - M_3^\Delta,$$

with third-order tensors $M_1, M_3^\Delta, M_3^\Delta \in \mathbb{R}^{d \times d \times d}, d \times 1$ vectors $\hat{m}_1 = m_1 + m_1^\Delta \in \mathbb{R}^d$, $\hat{m}_1 = [m_1, m_1^\Delta] \in \mathbb{R}^d$.

$\circ$ denotes the Hadamard product and

$$M_3^\Delta = \sum_{i=1}^{d} (\kappa_3, e_i \circ e_i \circ e_i),$$

$$M_3^\Delta = \sum_{i=1}^{d} (m_1^\Delta, e_i \circ e_i,$n

$\bar{\Sigma}_3 = \begin{bmatrix} \kappa_3, \ldots, \kappa_3 \end{bmatrix} \top$ is the vector composed of the $d$ marginals’ mean third cumulants, i.e., (15) $\forall i \in [d]$ averaged over the $K$ mixture components.

**Proof:** See Appendix A.
The first and second population moments $\mathbf{κ}_1$ and $\mathbf{κ}_2$ and $\mathbf{E}[\mathbf{p} \circ \mathbf{p}]$, the population covariance matrix $\Sigma$ and consequently also $\Sigma_2$, $\mathbf{v}$ and $\mathbf{M}_2$ can be found using consistent sample estimates of the moments and covariance. $\mathbf{M}_3(\eta)$ cannot be estimated directly, since only $\mathbf{M}_3$ depends exclusively on sample moments, but not $\mathbf{M}_1^3$. However, we show in Appendix B that $\mathbf{M}_3(\eta) = \sum_{i=1}^m \sum_{j=1}^m \sum_{k=1}^m [\mathbf{M}_1]_{i,j,k} \mathbf{e}_i \circ \mathbf{e}_j \circ \mathbf{e}_k$ is a sufficiently good approximation of $\mathbf{M}_3(\eta)$ for estimating the $p$-value mixture density. $\mathbf{M}_3(\eta)$ is observable. In the following section, we exploit these relations to estimate the component central moments $\mathbf{κ}_1^{(k)}$ and the model parameters $\alpha_i^{(k)}$, $w_i^{(k)} \forall k \in [K], \forall i \in [d]$ for (13).

### E. The ldfr-sMoM Estimator

The proposed method is summarized in Algorithm 1. It partitions the $p$-values into subsets, estimates the parameters for the joint PDF of the resulting $p$-value vectors and determines $f_P(p) = f^{PM}_P(p)$ from (13). The density fit is repeated several times for $G$ different $p$-value vectors, increasing subset sizes $d = 2, 3, \ldots$ and increasing model orders $K < d$. $M \cdot d = |N/d| \cdot d$ $p$-values are used for the density fit if $N/d$ is not an integer. If the distinct subsets $P_{d,m}' \subset P_N$ are fixed, because they are formed based on fixed covariate information like spatial proximity, we randomly rearrange the elements $G$ times within each $p$-value vector for different runs. Selecting $G = 10$ created sufficient flexibility to find $p$-value vectors that yield sufficiently accurate density model estimates in all considered scenarios. The ldfr’s are estimated using $\hat{f}_P(p)$, (9) and (7). The goodness of fit is assessed by the value $\ell^*$ of a difference measure between $\hat{f}_P(p)$ and the data. $\ell^*$ is initialized with a large value, to ensure that the algorithm finds a solution. The best solution has been found, if additional degrees of freedom do not lead to a better fit.

The parameters of the $p$-value vector mixture density are estimated by Algorithm 2, which determines the right side of (16) from the sample moments. In Line 1, the data is split into two distinct sets of equal size. If $M$ is odd, we drop one $\mathbf{p}_m$. The sample moment-based estimates $\hat{\mathbf{M}}_2$ for $\mathbf{M}_2$ and $\hat{\mathbf{M}}_3(\hat{\eta})$ for $\mathbf{M}_3(\eta)$ are multiplied during the estimation process. Hence, they must be computed from different data to guarantee their independence. The sample covariance matrix estimates $\hat{\Sigma}_S$ in Line 3 are full rank, but Line 5 reduces the rank to its assumed value $K$. $\hat{\mathbf{M}}_1$ is determined in Lines 6 and 7. Lines 8 to 13 are dedicated to the estimation of the eigenvector, eigenvalue pairs $(\lambda^{(k)}, \psi^{(k)})$ for (16). We generate $U$ different vectors $\hat{\eta}_u$ and select the best run in Algorithm 1 to fulfill Lemma 1 given in Appendix B. We found a value as low as $U = 10$ to provide satisfying results.

The best density fit is determined based on a difference measure $d(\hat{f}_P(p), \text{hist}(P^Q))$ between model estimates $\hat{f}_P(p)$ and the histogram of the observed data. We ran Algorithm 1 with some of the most popular measures for quantifying closeness based on probability densities and distributions. We found Algorithm 1 to be robust w.r.t. the selected difference measure in terms of FDR control. We observed that using empirical distribution function (EDF)-based distances such as the Wasserstein (WS) or Kolmogorov-Smirnov (KS) distance resulted in slightly higher detection power for very small $\tau_0$ than PDF-based divergences, such as the Kullback-Leibler (KL) or the Jensen–Shannon (JSD) divergence. Thus, we stick to EDF distances.

Our method inherently avoids overfitting. The model order is limited by the number of elements per subset, $K < d$. Hence, increasing $d$ adds flexibility and reduces the mismatch $\hat{\mathbf{M}}_3^2$ between the observable and non-observable theoretical third-order moment dependent terms. Contrarily, increasing $d$ decreases the validity of Assumption 1, i.e., equal variance among the multivariate mixture components. In addition, an increase in $d$ reduces the accuracy of the model parameter estimates due to the decrease in sample size $M = |N/d|$ and increase in the number of parameters to be estimated.

### V. Interpolation of Local False Discovery Rates

In this section, we discuss how to determine the decision statistics between the spatially sparse sensor locations. Like in Fig. 4, sensors are typically positioned at a subset of locations $\{c_n\}_{n \in N}, N \leq Q$. These report local $p$-values $P^N = \{p_1, \ldots, p_N\}$ to the FC. The FC computes sensor-level ldfr
Algorithm 2: Mixture Model Parameter Estimation.

Input: \( \mathcal{P}_{d \times M} = \{ p_m \in \mathbb{R}^d \mid m = 1, \ldots, M \}, K \)

Output: \( \hat{w}_u \in \mathbb{R}^K, \hat{a}_k^{(i)} \forall i \in [d], \forall k \in [K], \forall u \in [U] \)

1: Randomly split \( \mathcal{P}_{d \times M} \) into \( \{ Q, R \mid |Q| = |R|, Q \cap R = \emptyset \) 
2: Compute \( \hat{\Sigma}_{Q_1} = |S|^{-1} \sum_{p \in S} p, S = Q, R \)
3: Find \( \hat{\Sigma}_S = |S|^{-1} \left( \sum_{p \in S} pp^T \right) - \hat{\Sigma}_{Q_1} \hat{\Sigma}_{Q_1}^T \)
4: Determine \( \hat{\Sigma}_{Q_2} \), the smallest eigenvalue of \( \hat{\Sigma}_S \) and \( \hat{v}_S \), its corresponding eigenvector
5: Compute the best rank-\( K \) estimate of \( M_2 \),
   \[
   \hat{M}_2 = \min_{X \in \mathbb{R}^{d \times d}, \text{rank}(X) \leq K} \left\| \hat{\Sigma}_Q - X \right\|^2 
   \]
6: Find \( \hat{\Sigma}_{11} \), the left singular vectors of \( \hat{M}_2 \)
7: Compute \( \hat{M}_3 = |R|^{-1} \left( \sum_{p \in R} \nu \circ p \circ p \right) - \sum_{i=1}^{d} (\hat{\nu}_{11} \circ e_i \circ e_i + e_i \circ \hat{\nu}_{11} + e_i \circ e_i \circ \hat{\nu}_{11}) \)
8: Find \( \hat{U} \in \mathbb{R}^{d \times K} \), the left singular vectors of \( M_2 \)
9: Compute \( \hat{W} = \hat{U} (\hat{U}^T \hat{M}_2 \hat{U})^{1/2} \in \mathbb{R}^{d \times K} \) and \( B = \hat{U} (\hat{U}^T \hat{M}_2 \hat{U})^{1/2} \in \mathbb{R}^{K \times d} \)
10: for \( u \in [U] \) do
11: Select \( \eta_u \) uniformly at random from the \( \mathbb{R}^d \) unit sphere
12: Find \( \hat{W}^T \hat{M}_3 (\eta_u) \hat{W} \in \mathbb{R}^{K \times K} \) \( \forall k, l \in [K] \)
   \[
   \left[ \hat{W}^T \hat{M}_3 (\eta_u) \hat{W} \right]_{k,l} = \sum_{h,i \in [d]} (\hat{W})_{h,k}(\hat{W})_{i,l}(\eta_u)_{h,i} \left[ \hat{M}_3 \right]_{h,i,j} 
   \]
13: Determine the (eigenvalue, eigenvector) pairs \( (\hat{\lambda}_u^{(k)}, \hat{v}_u^{(k)}), k \in [K], \) of \( \hat{W}^T \hat{M}_3 (\eta_u) \hat{W} \)
14: Compute \( \hat{\lambda}_u^{(k)} = (\eta_u^T \hat{B} \hat{v}_u^{(k)} - 1) \hat{v}_u^{(k)} \hat{v}_u^{(k)} \), \( k \in [K] \)
15: Determine \( \hat{w}_u = [\hat{w}_u^{(k)} : \hat{w}_u^{(k)} : \hat{v}_u^{(k)}] \)
16: Obtain \( \hat{a}_k^{(i)} = \hat{\lambda}_u^{(k)} / \hat{\lambda}_u^{(k)} + 1, \forall i \in [d], \forall k \in [K] \)

estimates \( \text{lfdr}_q, \forall n \in [N] \) using \( \text{lfdr}-\text{sMoM} \). The \( \text{lfdr} \)’s are interpolated to estimate the \( \text{lfdr} \)’s \( \text{lfdr} \) at locations \( \{ c_q \} \) between sensors, \( N < q \leq Q \). The \( \text{lfdr} \)’s are unknown deterministic quantities. Thus, we deploy a deterministic interpolation method. Radial basis function (RBF) interpolation is an advanced mesh-free method to reconstruct an unknown deterministic function from observed data [57, 58]. The function value at a location of interest is calculated as a weighted sum of smooth basis functions whose value depends on the location’s distance to the sampling locations. RBF is well suited to the problem at hand: The sensors can be located at arbitrary locations within the observation area. The interpolant is stable also for a large number of sensors [59]. Finally, it produces a smooth interpolant, whose properties depend on the deployed radial basis function. The properties of thin-plate splines (TPS) [60] fit particularly well to our central assumption of spatial smoothness, i.e., that the null and alternative regions are formed of locally continuous sub-regions with quick transitions in between. TPS finds values in between sampling points under a constraint on the energy of the interpolant. Thus, it produces a very smooth interpolant with sharp transitions [61] in between sensor locations where the \( \text{lfdr} \)’s differ significantly. In addition, TPS radial basis function (RBF) does not require ad-hoc tuning of additional parameters. This would be necessary, if other popular basis functions, such as the Gaussian or multiquadric were used. The interpolated \( \text{lfdr} \)’s are calculated as

\[
\text{lfdr}_q = \sum_{n=1}^{N} \alpha_n \varphi(r_{n,q}), \quad q \in [Q],
\]

where \( r_{n,q} = ||c_n - c_q|| \) is the Euclidean distance between sensor and location, \( \varphi(r_{n,q}) = r_{n,q}^2 \ln(r_{n,q}) \) is the TPS RBF and the weights \( \alpha_n \in \mathbb{R} \) are determined based on the estimated sensor \( \text{lfdr} \)’s and locations by solving [58 Chapter 8.3]

\[
[ \varphi(r_{1,1}) \cdots \varphi(r_{1,N}) ] [ \alpha_1 ] \\
\vdots \\
[ \varphi(r_{N,1}) \cdots \varphi(r_{N,N}) ] [ \alpha_N ] \\
+ \begin{bmatrix} 1 & c_{x,1} & c_{y,1} \\ \vdots & \vdots & \vdots \\ 1 & c_{x,N} & c_{y,N} \end{bmatrix} \begin{bmatrix} \beta_1 \\ \beta_2 \\ \beta_3 \end{bmatrix} = \begin{bmatrix} \text{lfdr}_1 \\ \vdots \\ \text{lfdr}_N \end{bmatrix},
\]

with regularization parameters such that \( \sum_{n=1}^{N} \alpha_n = 0, \sum_{n=1}^{N} \alpha_n c_{x,n} = 0, \) and \( \sum_{n=1}^{N} \alpha_n c_{y,n} = 0 \).

VI. COMMUNICATION COST AND POWER CONSUMPTION

In practice, the \( p \)-values have to be quantized before the transmission over the wireless communication channel. Only few bits will suffice so that no significant performance loss is experienced. In this section, we quantitatively analyze the total network communication cost \( CC_N \) and communication-related power consumption \( PC_N \) for a WSN of size \( N \) w.r.t. the number of bits that each sensor is allowed to transmit. The \( CC_N \) and \( PC_N \) are expressed quantitatively as

\[
CC_N = \sum_{n=1}^{N} (CF + CB(B)) \cdot NP_n, \quad (28)
\]

![Fig. 4. Example for ScB, Cnfg. 2. In a), the FDR threshold is set to \( \alpha_{FDR} = 10\% \). Green, red and gray indicate true, false and missed discoveries. Boxes mark sensor locations. The interpolated \( \text{lfdr} \)’s of b) are discussed in Section VII-C.](image_url)
\[
PC_N = \sum_{n=1}^{N} (NP_n \cdot CT(B)) ,
\]

where \( NT_n \) is the number of packets that sensor \( n \in [N] \) transmits, i.e., the number of transmissions per sensor. For simplicity, we assume that each transmission of sensor \( n \) is equally costly. The total cost per transmission depends on \( CF \) which represents the payload-independent cost of the deployed transmission protocol and the cost \( CB(B) \) that depends on the number of payload bits \( B \). \( CT(B) \) is the power consumption per transmitted packet with \( B \) payload bits. For simplicity, we assume that all costs and the number of information-carrying bits are identical for all sensors. Transmitting data is the most power-intensive task for the sensors in our WSN. Simple local computations to determine the soft decision statistics consume much less power.

\( CC_N \) and \( PC_N \) of our proposed method with \( NP_n = 1 \ \forall \ n \in [N] \) is considerably different from a fully centralized approach where each local measurement is communicated to the FC. For example, assume that each sensor records a total number of 256 local measurements. If the \( B \) is the same for the \( p \)-values and the raw measurements, a centralized approach consumes 256 times more communication bandwidth and power than the proposed approach.

Consider the following practical example for the relevance of the number of payload bits. A simple and very important internet protocol (IP) is the user datagram protocol (UDP). An empty, i.e., no payload, UDP packet consumes \( CF = 28 \) bytes. In addition, UDP transmits bytes instead of single bits, i.e., \( CC_N \) does not grow linear in the number of payload bits \( B \), bit is constant for \( B = 1 \) to \( B = 8 \). Hence, if one sends 1, 4 or 8 bits of payload data, the frame structure overhead is well above 90% of the total communication cost and there is no difference if 1, 4 or 8 bits of information is transmitted.

The best way to reduce the communication cost and power consumption is to limit the total number of transmissions in the WSN. This could be achieved by imposing communication constraints and transmitting only informative data as is done in censoring [62], [63]. Our simulation results demonstrate that the proposed method also works if \( p \)-values above a certain threshold \( \lambda \leq 1 \) are censored, i.e., if a sensor \( n \in [N] \) may only transmit its quantized \( p \)-value \( p^n_1 \), if \( p^n_1 > \lambda \). No censoring occurs if \( \lambda = 1 \).

VII. SIMULATION RESULTS

We evaluate the performance of our proposed spatial inference method on simulated radio frequency electromagnetic field data. The observed signals are simulated by the nonuniform sampling method from [64], which models the propagation of radio waves in a 2D spatial area with path loss and shadow fading [40]. The observations are subject to additive white Gaussian sensor noise. If the power of the received signal is below the noise floor, this sensor is classified as located in the true null region \( H_0 \). If no sensor is present at a grid point, this grid point is assigned to \( H_0 \) if the signal level of the field at this grid point is so low that it would be below the noise floor of a reference sensor placed at this location. In our simulations, we alter the sensor noise power for different scenarios to obtain different sizes \( |H_1| = 1 - \pi_0 \) of the regions of interesting, different or anomalous behavior.

For simplicity, the sensor \( p \)-values are computed from signal energies. This facilitates the analysis of the results, since its known distributions under null and alternative hypotheses allow for benchmarking the \( lfdr \) estimation techniques against the true \( lfdr \)’s. Also, it offers a simple way to simulate a heterogeneous sensor network by alternating the number of measurements \( T \) at different nodes. In practice, any type of sufficient test statistic could be deployed at the sensor level.

We evaluated our method for a variety of simulated propagating radio wave fields in different environments and sensor network configurations. We discuss the results for three scenarios typical for radio frequency sensing. The monitored area is discretized by a grid of 100 x 100 spatial elements for all scenarios and the results are averaged over 200 independent Monte Carlo runs, unless stated otherwise. The sources are placed at random locations, i.e., the fraction \( \pi_0 \) of grid points in the null region varies slightly from run to run.

- **ScA**: Five sources located in a suburban environment covering on average \( 1 - \pi_0 \approx 55\% \) of grid points.
- **ScB**: Eight sources located in a suburban environment covering on average \( 1 - \pi_0 \approx 34\% \) of grid points.
- **ScC**: Two sources in a suburban environment covering on average \( 1 - \pi_0 \approx 10\% \) of grid points.

ScC is particularly challenging, regardless of the deployed method. Only a small proportion of test statistics provide information on the shape of the alternative component \( f_{PA}(p) \).

We investigate four different sensor network configurations.

- **Cnfg. 1**: \( N = 10000 \) identical sensors with \( T = 256 \). Decisions are only made at sensor locations, i.e., no interpolation of decision statistics. This is the classic MHT problem.
- **Cnfg. 2**: \( N = 300 \) identical sensors with \( T = 256 \), homogeneously distributed across the monitored area. The tests at the sensors are based on local summary statistics, but in between sensors, the \( lfdr \)'s are interpolated.
- **Cnfg. 3**: \( N_1 = 170 \) sensors with \( T_1 = 256 \), \( N_2 = 80 \) sensors with \( T_2 = 512 \) and \( N_3 = 50 \) sensors \( T_3 = 1024 \), all types homogeneously distributed across the monitored area. Decisions in between sensors base upon interpolated \( lfdr \)'s.
- **Cnfg. 4**: \( N = 2000 \) identical sensors with \( T = 256 \), homogeneously distributed across the monitored area. The decisions at the sensors are based on local summary statistics, but in between sensors, the \( lfdr \)'s are interpolated.

**Competitors**: To the best of our knowledge, there exist no other methods to identify the regions of anomaly with guarantees on error probabilities or the FDR when sensors are located at a sparse but arbitrary subset of grid points. In [15], the authors consider the classic MHT problem for WSNs, hence, we can compare our proposed \( lfdr \)-based inference approach to their distributed Benjamini-Hochberg (dBH) procedure [15] for a WSN in Cnfg. 1. In addition, we compare the proposed \( lfdr \)-based inference approach when different \( lfdr \)-estimators...
Fig. 5. FDR and detection power for all scenarios and a sensor network composed of \(N = 10,000\) nodes. Decisions are only made at the sensor locations (Cfg. 1). The FDR is strictly controlled for all scenarios with all estimators except LM. Among those for which the FDR is controlled, the proposed lfdr-sMoM yields the highest power in ScA, ScB. In ScC, where \(H_1\) contains only a small fraction of all nodes, the power with PR is slightly higher.

are used. We compare our proposed lfdr-sMoM to a variety of popular lfdr estimators. We deploy the classic BUM model-based MLE approach from [45]. We also show results obtained with Lindsey’s method (LM) as proposed by Efron [29]. LM which approximates the \(z\)-score PDF by an exponential family model, fitted to the data using Poisson regression. In addition, predictive recursion (PR) [39], [49] is applied, which computes the alternative \(z\)-score PDF by estimating the density of the mean shift of \(z\)-scores from locations in \(H_1\). Predictive recursion has recently [31], [34], [48] gained considerable attention in lfdr estimation, due to its high accuracy and comparably low computation time. Our implementation of PR follows [34 Appendix A]. The results underline that our proposed multivariate \(p\)-value vector probability density model is very flexible. Even if the \(p\)-value subsets are formed at random, the method finds a parametrization such that the individual components have equal variance. This confirms that Assumption 1 can be relaxed in practice. For the remainder of this section, we stick to the conceptually simpler random partitioning and label results obtained with randomly formed \(p\)-value vectors by lfdr-sMoM.

For the traditional BUM estimator, the lfdr is controlled but the detection power is low in all scenarios, as for GMM for larger interesting regions. PR performs best by a small margin when the relative size of the alternative region is very small (ScC), but with our proposed estimator, the largest detection power is achieved in ScB and ScA. Thus, lfdr-sMoM provides the best or very close to the best results for all considered scenarios.

B. Computational Demands as the Network Size Increases

In Fig. 6, we compare the best competitor, PR, to our proposed method for different sizes of the sensor network \(N\) and 1000 Monte Carlo (MC) runs. We obtained almost identical results for all scenarios and hence show only those for ScB. Again, inference is only performed at the sensor locations. Both, the proposed lfdr-sMoM and PR, are subject to transient effects when the number of nodes is small. This was to be expected, as fitting a complicated distribution model with such a low number detection power. The results for the different lfdr estimators with the proposed lfdr-based spatial inference method are ambiguous. We benchmark by the detection results obtained when using the (in practice unknown) true lfdr’s. A higher detection power than with the true lfdr’s can only be achieved if the respective lfdr estimator leads to a violation of the nominal FDR level. LM faces stability issues due to the heavy one-sided tail of \(f_Z(z)\) when the relative size of the true null region \(\pi_0 = |H_0|/N\) increases. With all other lfdr estimators, the considered nominal FDR levels are met. For the proposed lfdr estimator, we show results for two variants. For lfdr-sMoM, the \(p\)-value vectors are formed by subdividing the grid into square tiles of spatially close grid points. For lfdr-sMoM, the \(\{p_n\}_{n \in [N]}\) are randomly partitioned into subsets.

The results underline that our proposed multivariate \(p\)-value vector probability density model is very flexible. Even if the \(p\)-value subsets are formed at random, the method finds a parametrization such that the individual components have equal variance. This confirms that Assumption 1 can be relaxed in practice. For the remainder of this section, we stick to the conceptually simpler random partitioning and label results obtained with randomly formed \(p\)-value vectors by lfdr-sMoM.

For the traditional BUM estimator, the lfdr is controlled but the detection power is low in all scenarios, as for GMM for larger interesting regions. PR performs best by a small margin when the relative size of the alternative region is very small (ScC), but with our proposed estimator, the largest detection power is achieved in ScB and ScA. Thus, lfdr-sMoM provides the best or very close to the best results for all considered scenarios.

A. The Classic Multiple Hypothesis Testing Problem

The results for Cfg. 1 are shown in Fig. 5. dBH works well in ScC where \(\pi_0 \approx 10\%\) is small. When \(\pi_0\) gets larger, dBH lacks...
of data points is challenging. Yet, the obtained FDRs are close to the nominal level also for the smallest considered network sizes \( N \). As \( N \) grows, the nominal and empirical FDR for \( \text{lfdr-sMoM} \) coincide almost perfectly. Hence, \( \text{lfdr-sMoM} \) is more efficient in exploiting all permitted false positives than PR, which results in a larger detection power (plot not shown due to space limitations). The comparison of the average execution time per Monte Carlo run in Fig. 6(b) illustrates that the proposed estimator is considerably faster than PR as \( N \) increases. The upper plot shows that the execution time for both methods grows approximately linearly. For a small number of sensors, the runtimes of \( \text{lfdr-sMoM} \) and PR are almost identical, but the former scales significantly better for larger sensor networks. At \( N = 10000 \), \( \text{lfdr-sMoM} \) is more than five times faster. Both methods were run in Python 3.8.3 on an AMD Ryzen 9 3900X 12-Core CPU. We conclude that while \( \text{lfdr-sMoM} \) often provides the highest detection power, it also outperforms its strongest competitor significantly in terms of computation time for growing \( N \).

C. Spatial Interpolation of \( \text{lfdr} \)'s

It is of high interest to find the boundaries of the regions associated with interesting, anomalous or different behavior. Our proposed \( \text{lfdr} \)-based spatial inference approach determines the values in between the sensor locations by spatial interpolation. This allows for segmenting the observation area into \( \mathcal{H}_0 \) and \( \mathcal{H}_1 \) with FDR control.

An exemplary map of interpolated \( \text{lfdr} \)'s with \( N = 300 \) identical sensors (Config. 2), is shown in Fig. 4, along the detection pattern for the most commonly used [29] nominal FDR level \( \alpha_{\text{FDR}} = 0.1 \). In Tab. I, we present the numerical FDRs and detection powers obtained by interpolating the estimated sensor \( \text{lfdr} \)'s. Note, that the interpolation step of the proposed inference approach is independent of the selected \( \text{lfdr} \) estimator, see also Fig. 2.

The FDR is controlled at the nominal level, except for the very small \( \alpha_{\text{FDR}} = 0.01 \). This nominal level is so small, that even the slightest interpolation error can lead to its violation. For higher, more realistic nominal FDR levels, the FDR is strictly controlled. In this example, sensors are located at only 3% of all grid points. The \( \text{lfdr} \)'s are interpolated at the remaining 97%. These results strongly indicate that the interpolation of \( \text{lfdr} \)'s is a powerful tool to decide between \( \mathcal{H}_0 \) and \( \mathcal{H}_1 \) at locations where no sensor is present and local summary statistics are not available.

In Config. 3, we considered a heterogeneous sensor network composed of multiple types of sensors with different individual detection capabilities due to varying sensor noise levels. The results in Tab. II verify the applicability of our method to heterogeneous sensor networks, i.e., to accommodate various types of sensors into the inference process.

D. Quantized \( p \)-Values

In practice, the \( p \)-values have to be quantized prior to the transmission over the wireless communication channel. In this section, we demonstrate that the performance of our proposed spatial inference approach with \( \text{lfdr-sMoM} \) is close to the optimum when \( p \)-values are quantized with few bits. Since little support for the null hypothesis is indicated by small \( p \)-values, quantizers that provide a higher resolution for smaller \( p \)-values and lower resolution for larger \( p \)-values are expected to be more efficient than for example uniform quantizers. For the purpose of illustration, we use the following ad-hoc \( p \)-value quantizer. Divide the \( p \)-value domain \([0, 1]\) with \( B \) bits into \( 2^B \) intervals of width

\[
\frac{i}{\sum_{j=1}^{2^B}}, \quad i = 1, \ldots, 2^B.
\]

The left and right edges of the \( i \)-th quantization interval are

\[
\text{le}_i = \frac{\sum_{j=1}^{i-1} j}{\sum_{j=1}^{2^B}}, \quad \text{re}_i = \frac{\sum_{j=1}^{i} j}{\sum_{j=1}^{2^B}},
\]

respectively. Fig. 7 shows the empirical FDR and detection power in Config. 1, i.e., with a sensor located at each of the 10000 grid points. We use \( B \in [3, 5, 8] \) bits. Only the results with the true (unknown) \( \text{lfdr} \)'s, the proposed \( \text{lfdr} \) estimator \( \text{lfdr-sMoM} \) and PR are shown.

The results underline that our proposed inference method works well with quantized \( p \)-values with only a negligible performance loss compared to unquantized case. We first analyze the performance with the true \( \text{lfdr} \)'s, i.e., independent of the influence of an \( \text{lfdr} \) estimator. As \( B \) increases, the detection power rises. Saturation is reached quickly, \( B = 5 \) bits provide nearly identical performance as in Fig. 5 with unquantized \( p \)-values. Only for the very challenging ScC and nominal FDR levels \( \alpha < .15 \), using more than \( B = 5 \) bits yields a noticeable increase in detection power. With the proposed \( \text{lfdr-sMoM} \), the results are very similar: As few as \( B = 5 \) bits are enough for close to nominal performance at the commonly used nominal FDR level \( \alpha = .1 \) in ScA and ScB. In the very challenging ScC, a few bits are needed, but \( B = 8 \) yields very good results. Again, a very small \( B \) may lead to reduced detection power, but FDR control is strictly maintained with \( \text{lfdr-sMoM} \). This is significantly different with PR. With PR, the nominal FDR level

| \( \alpha_{\text{FDR}} \) | 0.01 | 0.05 | 0.1 | 0.15 | 0.2 | 0.25 | 0.3 |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **FDR** | \text{lfdr-sMoM} | 0.020 | 0.030 | 0.050 | 0.080 | 0.120 | 0.170 | 0.220 |
| **Power** | \text{lfdr-sMoM} | 0.10 | 0.18 | 0.25 | 0.33 | 0.40 | 0.47 | 0.55 |

The columns indicate different nominal FDR levels. Also for a heterogeneous sensor network, the FDR is controlled except for the very small \( \alpha_{\text{FDR}} = .01 \).
\( \alpha \) is violated if \( B \) is too small. Even for \( B = 8 \), the nominal FDR level is violated in ScB and ScC. We obtained similar results for other \( N \) and interpolated lFdr’s. While these results confirm that our proposed method is applicable if the sensors report \( p \)-values that are quantized using few bits, these results also make a strong case in favor of the proposed lFdr estimator lFdr-sMoM for spatial inference with WSNs.

We conclude the simulation results with a brief outlook on the effect that censoring [62], [63] has on the proposed approach. As discussed in Section VI, allowing only sensors with quantized \( p \)-values \( \leq \lambda \) to transmit can reduce the communication cost and power consumption considerably. In Fig. 8, the empirical FDR and detection power for ScA and Cnfg. 4, i.e., \( N = 2000 \) sensors are shown. The same quantizer as in the previous paragraph is used with \( B = 5 \) bits. We compare the lFdr-based spatial inference approach with the true lFdr’s and lFdr’s estimated by our proposed lFdr-sMoM. If \( \lambda = 1 \), no censoring occurs. There is no performance difference for the considered values of \( \lambda \) with true lFdr’s. However, this may be different for even smaller \( \lambda \) or other scenarios, where \( \lambda \) would censor \( p \)-values that would lead to a discovery at the FC. The performance with lFdr-sMoM is close to optimum at standard nominal FDR levels for all \( \lambda \).

This is remarkable, as only about 1/3 of all sensors transmit their \( p \)-values to the FC for \( \lambda = .12 \). This offers great savings in communication cost and power consumption. The analytical derivation of the censoring regions remains a future research topic.

**VIII. THE INCLUSION OF DOMAIN-SPECIFIC KNOWLEDGE**

While we kept this work general to maintain its applicability to a wide area of practical problems, extending the procedure to explicitly account for the particular nature of the observed physical phenomenon, such as electromagnetic spectrum, air quality or agricultural fields appears promising. This could further increase the detection power. Due to the modular nature of the proposed inference method, improving the individual blocks in Fig. 2 can lead to improved results without the necessity to come up with an entirely new approach. For example, one can exploit the spatial smoothness assumption not only in the estimation of the probability models, but also to increase the detection power. One possible approach is to replace the lFdr with the contextual lFdr (clfdr). The difference is that \( \pi_0 \) depends on the sensor location in the clfdr. Its location-dependent value can be estimated from the data. One could plug in an novel or existing method [31], [32] into (5). Alternatively, one could include a penalty term into RBF interpolation to spatially smoothen the interpolant [57]. Choosing the value of this parameter is non-trivial and should be done in an application-dependent manner.

**IX. SUMMARY**

We proposed a novel lFdr-based inference method for detecting interesting, different or anomalous regions of an observed physical phenomenon. Our approach provides statistical performance guarantees in terms of false positives. The proposed method facilitates solving real-world spatial inference problems in which distributed heterogeneous large-scale sensor networks observe spatial phenomena. The sensors communicate with a fusion center or cloud only in a limited fashion. This saves battery and ensures a long sensor life-span. Moreover, the method estimates the local false discovery rates in between the actual sensor locations. Consequently, the proposed method allows for identifying spatial regions where alternative hypotheses are in place while strictly controlling the FDR. The decision making
takes place at the fusion center or in the cloud. In addition, we proposed a novel approach to estimating the local false discovery rate based on the spectral method of moments. It outperforms existing methods in terms of detection power and runtime in a variety of scenarios. It is considerably faster than state-of-the-art methods and yields close-to-optimum results for p-values that are quantized using few bits. This is important for inference with wireless sensor networks, since the sensors communicate their information over the wireless communication channel. The performance was evaluated by an application to spatially varying radio frequency waves. The code to reproduce the results is available on.\footnote{[Online]. Available: \url{https://github.com/mgoelz95/lfdr-sMoM}}

\section*{Appendix A}
\section*{Proof of Theorem 2}

We establish the one-to-one relations between the first three population moments $E[p], E[p \circ p], E[p \circ p \circ p]$ and the model parameter-dependent operators $M_2 \in \mathbb{R}^{d \times d}$, $M_3 \in \mathbb{R}^{d \times d \times d}$, which are given in (20) and (21). Since the sample moments are consistent estimates of the population moments, Theorem 1 enables model parameter estimation based on the sample moments.

\subsection*{A. Proof of (20)}

Under Assumption 1 with $d > K$, the covariance matrix $\Sigma \in \mathbb{R}^{d \times d}$ can be written as

$$\Sigma = E[(p - \overline{\kappa}_1) \circ (p - \overline{\kappa}_1)]$$

$$= \frac{1}{K} \sum_{k=1}^{K} w(k) \left( \kappa_1(k) - \overline{\kappa}_1 \right) \circ \left( \kappa_1(k) - \overline{\kappa}_1 \right),$$

where $\sum_{k=1}^{K} w(k) \left( \kappa_1(k) - \overline{\kappa}_1 \right) \circ \left( \kappa_1(k) - \overline{\kappa}_1 \right)$ is a $d \times d$ matrix of rank $K - 1$. Consequently, the $d - (K - 1)$ smallest eigenvalues of $\Sigma$ are all equal to $\frac{1}{K}$, if $v \in \mathbb{R}^d$ is any of the unit norm eigenvectors corresponding to $\frac{1}{K}$. The derivation for (30) in the proof of [54 Theorem 1] applies also to our data model. Thus, also

$$M_2 = E[p \circ p - \overline{\kappa}_2] = \frac{1}{K} \sum_{k=1}^{K} w(k) \kappa_1(k) \circ \kappa_1(k)$$

holds and relates the observable second population moment $E[p \circ p]$ to the model parameters.

\subsection*{B. Proof of (21)}

We now prove the relation $M_3 = M_1 - M_3^0$ between the observable $M_1$ and non-observable $M_3$. Random vector $p \in \mathbb{R}^d$ is assumed to follow a $d$-variate, $K$-component mixture model. It can hence be described by $p = p(k)$, where $k \in [K]$ is a discrete random variable for the mixture component index taking value $k = k$ with probability $w(k) \in [0, 1]$ and $\sum_{k=1}^{K} w(k) = 1$. Let $q(k) = p(k) - \kappa_1(k)$ denote the centered data random vector and conditioned on $k = k$, $q(k) = p(k) - \kappa_1(k)$. This implies $E[q(k)] = 0_k$. Since $q \in \mathbb{R}^d$, its $i$-th marginal is $q_i(k), i \in [d]$, and the marginal variances are $E[q_i(k)^2] = \kappa_1(k) \forall k \in [K]$ under Assumption 1. The third order central moments are $E[q_i(k)^3] = \kappa_3(k)$. The third order population moment tensor $E[p \circ p \circ p]$ is

$$E[p \circ p \circ p] = \sum_{k=1}^{K} w(k) \left( E \left[ q_1(k) \circ q_2(k) \circ q_3(k) \right] \right),$$

where $\sum_{k=1}^{K} w(k) q_1(k) \circ q_2(k) \circ q_3(k)$ is a $d \times d \times d$ matrix. Consequently, the $d - (K - 1)$ smallest eigenvalues of $\Sigma$ are all equal to $u(k) \kappa_1(k) \circ \kappa_1(k) \circ \kappa_1(k) \circ \kappa_1(k)$, $\kappa_2(k) \circ \kappa_2(k) \circ \kappa_2(k) \circ \kappa_2(k)$, $\kappa_3(k) \circ \kappa_3(k) \circ \kappa_3(k) \circ \kappa_3(k)$.

The definitions of $M_1, M_3^0 \in \mathbb{R}^{d \times d \times d}$ are provided in (19) and (25). We proceed with $m_1 \in \mathbb{R}^d$,

$$M_1 = E \left[ p \left( v^\top (p - \overline{\kappa}_1) \right)^2 \right]$$

$$= \sum_{k=1}^{K} w(k) \left( E \left[ p(k) \left( v^\top (p(k) - \overline{\kappa}_1) \right)^2 \right] \right),$$

for $\sum_{k=1}^{K} w(k) \left( E \left[ q_1(k) \circ q_2(k) \circ q_3(k) \right] \right) = \sum_{k=1}^{K} w(k) \left( E \left[ q_1(k) \circ q_2(k) \circ q_3(k) \right] \right) + E \left[ q_1(k) \circ q_2(k) \circ q_3(k) \right]$. The transition from line 3 to 4 in (32) uses the property that $q$ lies in the null space of $u(k) \kappa_1(k) \circ \kappa_1(k) \circ \kappa_1(k)$, $\kappa_2(k) \circ \kappa_2(k) \circ \kappa_2(k)$, $\kappa_3(k) \circ \kappa_3(k) \circ \kappa_3(k)$.
the first addend in line 6 follows from line 5 by
\[
E \left[ \kappa_1^{(k)} \left( v^\top q^{(k)} \right)^2 \right] = \kappa_1^{(k)} \left( E \left[ \sum_{i=1}^{d} v_i^2 q_i^{(k)} \right] \right) + \sum_{i=1}^{d} \sum_{i_2=i+1}^{d} 2E \left[ q_{i_1}^{(k)} q_{i_2}^{(k)} v_{i_1} v_{i_2} \right] = \kappa_1^{(k)} \sum_{i=1}^{d} v_i^2 E \left[ q_i^{(k)} \right]^2 = \kappa_1^{(k)} \sum_{i=1}^{d} v_i^2 \kappa_2 = \kappa_1^{(k)} \kappa_2 .
\]

For the second addend in line 5 of (32),
\[
E \left[ \kappa_2^{(k)} \left( v^\top q^{(k)} \right)^2 \right] = E \left[ \kappa_2^{(k)} \left( v^\top q^{(k)} \right)^2 \right] + E \left[ \kappa(k) \sum_{i=1}^{d} \sum_{i_2=i+1}^{d} \left( 2q_{i_1}^{(k)} q_{i_2}^{(k)} v_{i_1} v_{i_2} \right) \right].
\]

For the \( j \)-th entry, \( j \in [d] \), of vector \( E[\kappa^{(k)}(v^\top q^{(k)})^2] \),
\[
E \left[ d_j^{(k)} \sum_{i=1}^{d} \left( v_i^2 q_i^{(k)} \right) \right] = E \left[ \kappa_1^{(k)} \left( v_j^2 \right)^2 \right] = v_j^2 E \left[ \kappa_1^{(k)} \right],
\]
\[
E \left[ d_j^{(k)} \sum_{i=1}^{d} \sum_{i_2=i+1}^{d} \left( 2q_{i_1}^{(k)} q_{i_2}^{(k)} v_i v_i \right) \right] = 0,
\]
and since \( E[d_j^{(k)}] = \kappa_3^{(k)} \),
\[
E \left[ q \left( v^\top q \right)^2 \right] = v \odot v \odot \kappa_3^{(k)} .
\]
The proof is concluded by subtracting \( \tilde{m}_1 \) as in (32) from \( E[p \circ \circ p \circ p] \) in (31), which results in (21) when inserting \( M_3^{(k)} \in \mathbb{R}^{d \times d} \) for \( \sum_{i=1}^{d} m_i^3 \odot m_i^3 \odot m_i^3 = \sum_{i=1}^{d} \eta_i v_i^2 \kappa_3 \).

**APPENDIX B**

**APPROXIMATION OF THE THIRD ORDER MOMENT**

In this section, we demonstrate that approximating the non-observable \( M_3(\eta) \) by the observable \( \tilde{M}_3(\eta) \) is accurate up to an approximation error \( M_3(\eta) - \tilde{M}_3(\eta) \), which is negligible under certain conditions. By definition,
\[
\tilde{M}_3(\eta) = \sum_{i=1}^{d} \sum_{j=1}^{d} \sum_{h=1}^{d} \tilde{M}_3^{(k)}_{i,j,h} \eta_i e_i \odot e_j .
\]
The entries are thus \( [M_3(\eta)]_{i,j} = \sum_{h=1}^{d} [M^{(k)}]_{i,j,h} \eta_i e_i + \sum_{h=1}^{d} \sum_{i,j,h} \eta_i e_i \odot e_j \). If the value of the second sum is small \( \forall i,j \in [d] \), we can conclude \( M_3(\eta) \approx \tilde{M}_3(\eta) \).

With Theorem 2, the entries of \( M_3^{(k)} \) are found to be
\[
[M_3^{(k)}]_{i,j,h} = \begin{cases} (-3a_i^{(k)} + 1) \kappa_3^{(k)} & i = j = h, \\ -a_i^{(k)} \kappa_3^{(k)} & i \neq j, \end{cases}
\]

Consequently, the element-wise error between \( M_3 \) and \( M_3^{(k)} \) is
\[
[M_3(\eta) - M_3^{(k)}(\eta)]_{i,j} = \eta_i \kappa_3^{(k)} - 2\eta_i v_i^2 \kappa_3^{(k)} - \sum_{h=1}^{d} \eta_h v_h^2 \kappa_3^{(k)}
\]

if row index \( i \) and column index \( j \) are equivalent, \( i = j \), and
\[
[M_3(\eta) - M_3^{(k)}(\eta)]_{i,j} = -\eta_i v_i^2 \kappa_3^{(k)} - \eta_j v_j^2 \kappa_3^{(k)}
\]

if \( i \neq j \). The average cumulative \( \tilde{\kappa}_3^{(k)} = \sum_{k=1}^{K} \tilde{\kappa}_3^{(k)} \), with \( \kappa_3^{(k)} \) from (15), \(-0.00742 < \kappa_3^{(k)} < 0.02641\), i.e., \( \kappa_3^{(k)} \) is bounded from below and above. These bounds are obtained by a worst-case assessment: Since for the weights \( \sum_{k=1}^{K} \kappa_3^{(k)} = 1 \) holds, the worst case is that for all \( k \in [K] \), \( \kappa_3^{(k)} \) takes its minimal (maximal) value to find the lower (upper) bound on \( \tilde{\kappa}_3^{(k)} \). Differentiating the expression for \( \kappa_3^{(k)} \) in (15) w.r.t. \( a_i^{(k)} \) yields
\[
\frac{d\kappa_3^{(k)}}{da_i^{(k)}} = \frac{3}{(a_i^{(k)} + 3)^2} - \frac{3a_i^{(k)} (3a_i^{(k)} + 4)}{(a_i^{(k)} + 3)^2} + \frac{6a_i^{(k)}^2}{(a_i^{(k)} + 1)^4} .
\]

The two positive (since for the beta distribution parameters \( a_i^{(k)} > 0 \) must hold) roots of \( \frac{d\kappa_3^{(k)}}{da_i^{(k)}} \) are \( a_i^{(k)} = 1/2(-1 \pm \sqrt{2} + \sqrt{11 - 2\sqrt{2}}) \). The corresponding bounds for \( \kappa_3^{(k)} \) then follow by inserting into (15).

By definition, \( |v|^2 = \sum_{i=1}^{d} v_i^2 = 1 \), which implies \( v_i^2 \leq 1 \) \( \forall i \in [d] \).

**Lemma 1**: Let \( \eta \in \mathbb{R}^d \) be distributed uniformly on the unit sphere in \( \mathbb{R}^d \), which holds if its \( i \)-th element is \( \eta_i = x_i / \sqrt{x_1^2 + \cdots + x_d^2} \) with \( x_i \sim N(0, 1) \forall i \in [d] \). For large \( d \), the \( \eta_i \) become approximately i.i.d. Gaussian distributed, \( \eta_i \sim N(0, d^{-1}) \). If we generate \( U \) samples of \( \eta \), we will find an observation \( \eta' \) such that the errors \( [M_3(\eta') - M_3(\eta)]_{i,j} \) become arbitrarily small \( \forall i,j \in [d] \) as \( U \to \infty \).

**Proof**: The assumption of i.i.d. Gaussianity of the \( \eta_i \) \( \forall i \in [d] \) for large \( d \) is justified by the law of large numbers, since \( d^{-1}(x_1^2 + \cdots + x_d^2) \to 1 \) for \( d \to \infty \). For the second part of the Lemma, we first assume that all \( d \) entries \( v_i \) are non-zero. Consequently, the fraction of the total mass \( \sum_{i=1}^{d} v_i^2 = 1 \) allocated to an individual entry \( v_i^2 \) decreases with increasing \( d \) and the Lemma follows since \( E[|v_i|] = 0 \) and \( E[|v_i|^2] = d^{-1} \forall i \in [d] \). Assume now the opposite case, i.e., the mass \( \sum_{i=1}^{d} v_i^2 = 1 \) is concentrated in a few \( i \in [d] \), \( d \ll d \). Then, \( \sum_{h=1}^{d} \eta_i v_h^2 \kappa_3^{(k)} = \cdots \cdots \)
\[
\sum_{h=1}^{d} \eta_h \tilde{v}_h^2 \overline{\varepsilon}_h \sim \mathcal{N}(0, (\sum_{h=1}^{d} (\tilde{v}_h^2 \overline{\varepsilon}_h))^2) \]
due to the summation of normally distributed random variables and since \[
\sum_{h=1}^{d} \tilde{v}_h^2 \overline{\varepsilon}_h \ll d, \]
the claim of the Lemma follows.

In practice, small but non-zero \([M_5(\eta) - M_3(\eta)]_{i,j} \forall i, j \in [d]\) are sufficient. To this end, observe that the impact of a non-zero approximation error also depends on the true value of the mixture model parameters, since they determine the model error's relative magnitude. In addition, the theoretical \(M_3\) has to be estimated from the data based on sample moments, which introduces an additional non-zero empirical error. This error often has a larger influence on the results than the mismatch between \(\hat{M}_5(\eta)\) and \(M_3(\eta)\). In our proposed method, we account for Lemma 1 by making \(d\) a tuning parameter whose value is chosen such that the resulting \(p\)-value mixture PDF \(\hat{f}_p(\cdot)\) is close to the data. Our simulation results underline that even for small \(U\) and \(d\), using \(\hat{M}_5(\eta)\) instead of \(M_3(\eta)\) is reasonable to enable FDR estimation by the spectral method of moments.
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