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Abstract

In this paper, for self-adjoint fourth order differential equations, we establish some lower bounds on the distance between zeros of a nontrivial solution and also lower bounds on the distance between zeros of a solution and/or its derivatives. We also give new results related to boundary value problems which arise in the bending of rods. The main results will be proved by making use of some generalizations of Hardy, Opial and Wirtinger type inequalities.
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1. Introduction

The oscillation and nonoscillation properties of the solutions of selfadjoint fourth order differential equations

\[(p(t)x''(t))'' + q(t)x(t) = 0,\]

(1.1)

and

\[(p(t)x''(t))' - q(t)x(t) = 0,\]

(1.2)

were the subject of an extensive study in the fundamental paper of Lighton and Nehari [25] where the coefficients \(p\) and \(q\) are continuous positive functions. The investigation of the oscillatory behaviour of this type of equations originated with the vibrating rod problem of mathematical physics (see Ref. [38]). If the rod is clamped at its two endpoints \(t = a\) and \(t = \beta\), it is well known that the deflection of the rod at time zero is an eigenfunction for the (1.2) with the boundary condition

\[x(a) = x'(a) = x(\beta) = x'(\beta) = 0.\]

(1.3)

Later these equations and their general forms have been studied extensively by other authors, we refer the reader to the papers [4,15,17–20,23,24,26,27,31,32,34–36] and the book [33] and the references cited therein. By a solution of (1.1) or (1.2) on the interval \(J \subseteq I = [a, \infty)\), we mean a nontrivial real-valued function \(x \in C^2(J)\), which has the property that \(p(t)x''(t) \in C^2(J)\) and satisfies equation (1.1) or (1.2) on \(J\). In this paper, we assume that (1.1) or (1.2) possesses such a nontrivial solution on \(I\). The nontrivial solution \(x\) of (1.1) or (1.2) is said to be oscillate or to be oscillatory, if it has arbitrarily large zeros.
An equation of the form (1.1) or (1.2) is said to be disconjugate on an interval I if no nontrivial solution has more than three zeros on I counting multiplicities. If (1.1) or (1.2) is not oscillatory (i.e., if all solutions have only finitely many zeros), then the equation is disconjugate on some interval \([a_0, \infty)\) for \(a_0 \geq a_0\) (see Ref. [25]). In general, an nth-order differential equation

\[x^{(n)}(t) + a_n(t)x^{n-1}(t) + \cdots + a_1(t)x(t) = 0,\]  

is said to be \((k, n - k)\)-disconjugate on an interval \(I\) if no nontrivial solution has a zero of order \(k\) followed by a zero of order \(n - k\). This means that, for every pair of points \(a, b \in I, a < b\), there does not exist a nontrivial solution of (1.4) which satisfies

\[x^{(i)}(a) = 0, \quad i = 0, \ldots, k - 1,\]
\[x^{(j)}(b) = 0, \quad j = 0, \ldots, n - k - 1.\]  

The least value of \(\beta\) such that there exists a nontrivial solution which satisfies (1.5), is called the \((k, n - k)\)-conjugate point of \(\alpha\).

For equation (1.1), disconjugacy is equivalent to (3,1)-disconjugacy (which, since equation (1.1) is selfadjoint, is also equivalent to (1,3)-disconjugacy), and for equation (1.2), disconjugacy is equivalent to (2,2)-disconjugacy (see Ref. [25]). The equation (1.2) is said to be (2,2)-disconjugate on \([a, b]\) if there is no nontrivial solution \(x(t)\) and \(c, d \in [a, b], c < d\) such that \(x(c) = x'(c) = x(d) = x'(d) = 0\).

Our motivation in this paper comes from the old paper by C. de la Vallée Poussin [30] and the papers [10,12,14,28]. In Ref. [30] the author considered the linear nth-order differential equation (1.4) with real continuous coefficients \(a_i\) and asserts that the equation (1.4) is disconjugate on any interval sufficiently short with respect to the magnitude of the coefficients of the equation. More precisely, he proved that if \(a_i(t) \leq b_i\) on \([a, b]\) and the inequality

\[\sum_{j=1}^{n} b_j(\beta - \alpha)^j < 1,\]

holds, then (1.4) is disconjugate. In Ref. [37] it is shown that if \(x\) is a solution of the fourth order differential equation

\[x^{(4)}(t) + q(t)x(t) = 0,\]  

which satisfies \(x(\alpha) = x'(\alpha) = x(\beta) = x'(\beta) = 0,\) then

\[(\beta - \alpha)^3 \geq 192\left(\int_{\alpha}^{\beta} |q(t)| \, dt\right)^{1/2},\]

and if \(x\) satisfies \(x(\alpha) = x(\beta) = x'('\alpha) = x''(\beta) = 0,\) then

\[(\beta - \alpha)^3 \geq 4\left(\int_{\alpha}^{\beta} |q(t)| \, dt\right)^{1/2}.\]

In Ref. [10] the author proved that if \(x\) is a solution of (1.7) which satisfies \(x(\alpha) = x(\beta) = x''(\alpha) = x''(\beta) = 0,\) then

\[(\beta - \alpha)^3 \geq 16\left(\int_{\alpha}^{\beta} |q(t)| \, dt\right)^{1/2}.\]

In this paper, we obtain new lower bounds for the spacing \((\beta - \alpha)\) subject to the following boundary conditions:

\[x(\alpha) = x'(\alpha) = x''(\alpha) = x'''(\beta) = 0,\]

or \(x(\beta) = x'(\beta) = x''(\beta) = x'''(\alpha) = 0,\)  

(1.8)

and the boundary conditions

\[x(\alpha) = x'(\alpha) = x(\beta) = x''(\beta) = 0,\]  

(1.9)

which correspond to a rod hinged or supported at both ends.

We also consider the boundary conditions

\[x(\alpha) = x'(\alpha) = x''(\beta) = x'''(\beta) = 0,\]  

(1.10)

which correspond to a rod clamped at \(t = \alpha\) and free at \(t = \beta,\) and the boundary conditions

\[x(\alpha) = x'(\alpha) = x''(\alpha) = x'''(\alpha) = 0,\]  

(1.11)

which correspond to a rod clamped at \(t = \beta\) and free at \(t = \alpha.\)

The paper is organized as follows: In Section 2, we present some inequalities of Hardy, Opial and Wirtinger types. In Section 3, we prove several results for the equations (1.1) and (1.2) subject to the above boundary conditions. In particular, the results for the equation (1.1) will be proved in Section 3.1 subject to the boundary conditions (1.8)–(1.10). The results for the equation (1.2) will be proved in Section 3.2 subject to the boundary conditions (1.3), (1.8) and (1.11) when \(p(t) < 0.\) The case when (1.12) holds similar to the case when (1.11) holds and will be left to the interested reader. In Section 4, we give some illustrative examples.

2. Hardy, Opial and Wirtinger inequalities

In this section, we present the inequalities that we will need to prove the main results. For more details, we refer the reader to the books [2,21,22]. The Hardy inequality [21,22] of the differential form that we will need in this paper is given in the following theorem.

**Theorem 2.1.** [21,22]. If \(y\) is absolutely continuous on \([a, b]\) with \(y(\alpha) = 0\) or \(y(\beta) = 0,\) then the following inequality holds

\[\left(\int_{a}^{\beta} q(t)|y(t)|^q \, dt\right)^{1/q} \leq C \left(\int_{a}^{\beta} r(t)|y'(t)|^r \, dt\right)^{1/r},\]

(2.1)

where \(q, r\) the weighted functions, are measurable positive functions in the interval \([a, b]\) and \(m, n\) are real parameters satisfy \(0 < n \leq \infty\) and \(1 \leq m \leq \infty\) and the constant \(C\) satisfies

\[C \leq k(m, n)A(\alpha, \beta),\]

for \(1 < m \leq n,\)

(2.2)

where \(k(m, n) := n^{1/m}(m^{1/m})^{1/m},\)

\[A(\alpha, \beta) := \sup_{a \leq t \leq \beta} \left(\int_{a}^{t} q(s) \, ds\right)^{1/q} \left(\int_{a}^{t} r^{1/m}(s) ds\right)^{1/m},\]

if \(y(\alpha) = 0,\)

and \(A(\alpha, \beta) := \sup_{a \leq t \leq \beta} \left(\int_{a}^{t} q(s) \, ds\right)^{1/q} \left(\int_{a}^{t} r^{1/m}(s) ds\right)^{1/m},\)

if \(y(\beta) = 0,\)

and \(m' = m/(m - 1).\)

Note that the inequality (2.1) can be considered when \(y(\alpha) = y(\beta) = 0.\) In this case, we see that (2.1) is satisfied with
The Opial inequalities that we will use in this paper are given in the following theorems.

**Theorem 2.2.** [2.] Assume that the functions \( \psi \) and \( \phi \) are non-negative and measurable on the interval \((a, \beta)\), \( m \) is a real number such that \( \mu/m > 1 \), and \( 0 \leq k \leq n-1 \) \((n \geq 1)\) fixed. Let \( x \in C^{n-1}[a, \beta] \) be such that \( x^{(n-1)}(t) \) is absolutely continuous on \((a, \beta)\). If \( x^{(0)}(a) = 0 \), for \( k \leq i < n - 1 \) \((n \geq 1)\), then

\[
\int_a^\beta \phi(t)\left|x^{(i)}(t)\right|^m dt \leq K_{i}(a, \beta) \int_a^\beta \phi(t)\left|x^{(n)}(t)\right|^m dt,
\]

where

\[
K_i(a, \beta) := \int_a^\beta \phi^m(t)\left|d^{m-1}(t)\right|^1 dt,
\]

\[
P_{i,k}(t) := \int_a^t \phi^{n-1}(s)\left|\phi^{n-1}(s)\right|^{1/(n-1)} ds.
\]

If we replace \( x^{(0)}(a) = 0 \) by \( x^{(0)}(b) = 0 \), then (2.4) holds where (2.4) is replaced by

\[
K_2(a, \beta) := \int_a^\beta \phi^m(t)\left|d^{m-1}(t)\right|^1 dt,
\]

\[
P_{2,k}(t) := \int_a^t \phi^{n-1}(s)\left|\phi^{n-1}(s)\right|^{1/(n-1)} ds.
\]

**Theorem 2.3.** [3.] Let \( p(t), q(t) \) be non-negative measurable functions on \([a, \beta]\) and \( 0 \leq k \leq n-1 \) \((n \geq 1)\) fixed. If \( x \in C^{n-1}[a, \beta]\) is such that \( x^{(n)}(\alpha) = 0 \), \( k \leq i < n - 1 \), \( x^{(n-1)} \) is absolutely continuous on \([a, \beta]\), then

\[
\int_a^\beta q(t)|x^{(k)}(t)||x^{(k+1)}(t)| dt \leq C_{a} \int_a^\beta p(t)\left|x^{(k)}(t)\right|^2 dt,
\]

where

\[
C_{a} := \frac{1}{2(n-k-1)!} \max_{|s| < 1} \frac{1}{p(s)} ds.
\]

If \( x \in C^{n-1}[a, \beta]\) is such that \( x^{(0)}(\beta) = 0 \), \( k \leq i < n - 1 \), \( x^{(n-1)} \) is absolutely continuous on \([a, \beta]\), then (2.7) holds with \( C_{a} \) replaced by

\[
C_{b} := \frac{1}{2(n-k-1)!} \max_{|s| < 1} \frac{1}{p(s)} ds.
\]

**Theorem 2.4.** [6.] If \( y \in C^1(a, \beta) \) with \( y(\alpha) = 0 \) \((or \ y(\beta) = 0)\), then

\[
\int_a^\beta |y(t)||y'(t)| m dt \leq N(v, \eta, s)(\beta - \alpha) \int_a^\beta |y(t)|^m dt,
\]

where \( v, \eta, s \) are considered in (2.8).

\[
N(v, \eta, s) := \frac{(\beta - \eta)}{(\beta - \alpha)} \int_0^\beta |y(t)|^m dt,
\]

and

\[
I(v, \eta, s) := \int_0^\beta \left(1 + \frac{s(\eta - 1)}{s - \eta}\right)^m (1 + (\eta - 1)t)^{1/m} dt.
\]

Note that the inequality (2.8) can be considered when \( y(\alpha) = y(\beta) = 0 \). Choose \( c = (a + \beta)/2 \) and apply (2.8) to \([a, c]\) and \([c, \beta]\) and then we obtain

\[
\int_a^\beta |y(t)||y'(t)| m dt \leq N(v, \eta, s) \int_0^\beta |y(t)|^m dt,
\]

where \( N(v, \eta, s) \) is defined as in (2.9). The inequality (2.8) can be considered when \( \eta = s \) and \( y(\alpha) = 0 \) \((or \ y(\beta) = 0)\). In this case the equation (2.8) becomes

\[
\int_a^\beta |y(t)||y'(t)| m dt \leq L(v, \eta)(\beta - \alpha) \int_a^\beta |y(t)|^m dt,
\]

where

\[
L(v, \eta) := \frac{v}{2} \left(\frac{v}{\eta + v - \eta}\right) \int_0^\beta \left(\frac{v + s}{\eta + v - \eta}\right)^m dt,
\]

and \( I \) is the Gamma function.

In the following, we present a special case of the Wirtinger type inequality proved by Agarwal et al. in Ref. [1].

**Theorem 2.5.** [1.] For \( I = [a, \beta] \) and a positive function \( \lambda \in C^1(I) \) with either \( \lambda'(t) > 0 \) \(or \ \lambda'(t) < 0 \) on \( I \), we have

\[
\int_a^\beta \lambda^2(t)|y(t)|^2 m dt \geq \frac{1}{4} \int_a^\beta |y(t)|^2 dt,
\]

for any \( y \in C^1(I) \) with \( y(\alpha) = 0 = y(\beta) \).

If we put \( y(t) = x^n(t) \) \((or \ x^n(t) = 0)\) and \( Q(t) = \lambda'(t) \), then we have the following inequality which gives a relation between \( x^n(t) \) and \( x^n(t) \) on the interval \([a, \beta]\).

\[
\int_a^\beta |p(t)||x^n(t)|^2 dt \geq \frac{1}{4} I(\lambda(t)|x^n(t)|^2 dt,
\]

for any \( x \in C^1(I) \) with \( x^n(a) = 0 = x^n(\beta) \), where \( p(t) \) and \( Q(t) \) satisfy the equation

\[
|p(t)|\lambda'(t) = 0,
\]

for any function \( \lambda(t) \) satisfies \( \lambda'(t) \neq 0 \).

**Remark 1.** Note that the equation (2.16) holds if one chooses \( p(t) = Q(t) = 1 \) \(, \) where in this case

\[
\lambda(t) = \exp \sqrt{2t}.
\]
Also, the inequality (2.14) holds if \( p(t) = Q(t) \). In this case the function \( p(t) \) satisfies the differential equation
\[
(p(t)\dot{x}(t))'' = 2p(t)\dot{x}(t),
\]
for any function \( \dot{x}(t) \) satisfies \( \dot{x}(t) \not= 0 \).

3. Main results

In this section, we will prove the main results. Throughout this paper in most of the results we will assume that \( p(t) \) and \( q(t) \) are positive function and in the case when \( p(t) < 0 \), we will indicate it. We will also assume throughout the paper that \( p \) is absolutely continuous on \([a,b] \) and the appropriate integrals exist. Also, we assume throughout that there exists a differentiable function \( Q(t) \) with \( q(t) = Q'(t) \).

3.1. The results for equation (1.1)

For simplicity, we introduce the following notations:
\[
\phi_1(Q, p, P_{1,0}) := \frac{1}{\pi^2} \int_a^b \left[ \int_a^t \frac{Q^2(s)}{p(s)} P_{10}(t) ds \right] \frac{ds}{p(s)}, \quad P_{10}(t) = \int_a^t (t-s)^2 \frac{ds}{p(s)},
\]
\[
\psi_1(Q, p, P_{1,1}) := \sqrt{\frac{2}{\pi^2}} \int_a^b \left[ \int_a^t \frac{Q^2(s)}{p(s)} P_{11}(t) ds \right] \frac{ds}{p(s)}, \quad P_{11}(t) = \int_a^t \frac{1}{p(s)} ds,
\]
\[
A_1(p', p, P_{1,2}) := \sqrt{\frac{2}{\pi^2}} \int_a^b \left[ \int_a^t \frac{(p'(t))^2}{p(t)} P_{12}(t) dt \right] \frac{dt}{p(s)}, \quad P_{12}(t) = \int_a^t \frac{1}{p(s)} ds,
\]
and
\[
\phi_2(Q, p, P_{2,0}) := \frac{1}{\pi^2} \int_a^b \left[ \int_a^t \frac{Q^2(s)}{p(s)} P_{20}(t) ds \right] \frac{ds}{p(s)}, \quad P_{20}(t) := \int_a^t (t-s)^4 \frac{ds}{p(s)},
\]
\[
\psi_2(Q, p, P_{2,1}) := \sqrt{\frac{2}{\pi^2}} \int_a^b \left[ \int_a^t \frac{Q^2(s)}{p(s)} P_{21}(t) ds \right] \frac{ds}{p(s)}, \quad P_{21}(t) := \int_a^t \frac{1}{p(s)} ds,
\]
\[
A_2(p', p, P_{2,2}) := \sqrt{\frac{2}{\pi^2}} \int_a^b \left[ \int_a^t \frac{(p'(t))^2}{p(t)} P_{22}(t) dt \right] \frac{dt}{p(s)}, \quad P_{22}(t) := \int_a^t \frac{1}{p(s)} ds.
\]

(3.1)

(3.2)

Theorem 3.1. Suppose that \( x \) is a nontrivial solution of (1.1). If \( x^{(i)}(\alpha) = 0 \), for \( i = 0,1,2 \) and \( x''(\beta) = 0 \), then
\[
\phi_1(Q, p, P_{1,0}) + 4\psi_1(Q, p, P_{1,1}) + A_1(p', p, P_{1,2}) \geq 1.
\]
If instead \( x^{(i)}(\beta) = 0 \), for \( i = 0,1,2 \) and \( x''(\alpha) = 0 \), then
\[
\phi_2(Q, p, P_{2,0}) + 4\psi_2(Q, p, P_{2,1}) + A_2(p', p, P_{2,2}) \geq 1.
\]

Proof. We prove (3.3). Multiplying (1.1) by \( x''(t) \) and integrating by parts we get
\[
\int_a^b (p(t)x''(t))^2 dt = (p(t)x''(t))'' dt
\]
\[
- \int_a^b q(t)x''(t)x''(t) dt.
\]
Using the assumptions \( x''(\alpha) = x''(\beta) = 0 \), we have
\[
\int_a^b (p(t)x''(t))^2 dt = \int_a^b Q(t)x''(t)x''(t) dt
\]
\[
- \int_a^b q(t)x''(t)x''(t) dt.
\]
This implies after using the assumption \( x''(\alpha) = x''(\beta) = 0 \), that
\[
\int_a^b p(t)x''(t) dt = - \int_a^b Q(t)x''(t)x''(t) dt - \int_a^b p(t)x''(t) dt.
\]
Hence
\[
\int_a^b p(t)x''(t) dt \leq \int_a^b Q(t)||x''(t)||x''(t)||dt + \int_a^b Q(t)||x''(t)||x''(t)||dt + \int_a^b p(t)||x''(t)||x''(t)||dt.
\]
(3.5)

Applying the inequality (2.4) on the integral
\[
\int_a^b Q(t)||x''(t)||x''(t)||dt,
\]
and
\[
\int_a^b Q(t)||x''(t)||x''(t)||dt,
\]

(3.6)

with \( \phi(t) = |Q(t)|, \varphi(t) = p(t), m = 1, k = 0, l = 1, n = 3 \) and \( \mu = 2 \), we get (note that \( x^{(0)}(\alpha) = 0 \), for \( i = 0,1,2 \)) that
\[
\int_a^b Q(t)x''(t)x''(t) dt \leq \Phi_1(Q, p, P_{1,0}) \left[ \int_a^b p(t)x''(t) dt \right].
\]
where \( \Phi_1(Q, p, P_{1,0}) \) is defined as in (3.1). Applying the inequality (2.4) again on the integral
\[
\int_a^b Q(t)||x''(t)||x''(t)||dt,
\]
with \( \phi(t) = Q(t), \varphi(t) = p(t), k = 1, n = 2, l = m = 1 \) and \( \mu = 2 \), we see that
\[
\int_a^b Q(t)||x''(t)||x''(t)||dt \leq \psi_1(Q, p, P_{1,1}) \left[ \int_a^b p(t)x''(t) dt \right].
\]
(3.7)

where \( \psi_1(Q, p, P_{1,1}) \) is defined as in (3.1). Applying the Wirtinger inequality (2.14) on the integral
\[
\int_a^b p(t)|x'(t)|^2 \, dt.
\]

where \(x'(\alpha) = 0 = x'(\beta)\), we see that

\[
\int_a^b p(t)|x'(t)|^2 \, dt \leq 4 \int_a^b (p(t)|x''(t)|^2) \, dt,
\]

where \(p(t)\) satisfies the equation (2.16) for any positive function \(i(t)\). Substituting (3.9) into (3.7), we have

\[
\int_a^b |Q(t)| |x'(t)|^2 \, dt \leq 4 \Psi_1(Q, p, P_{1.1}) \int_a^b (p(t)|x''(t)|^2) \, dt.
\]

Applying the inequality (2.4) again on the integral

\[
\int_a^b (p(t)|x'(t)|^2) \, dt,
\]

with \(i(t) = |p(t)|\), \(d(t) = p(t)\), \(k = 2\), \(n = 3\), \(l = m = 1\) and \(\mu = 2\), we see that

\[
\int_a^b (p(t)|x'(t)|^2) \, dt \leq A_1(p, p, P_{1.2}) \left[ \int_a^b p(t)|x''(t)|^2 \, dt \right],
\]

where \(A_1(Q, p, P_{1.2})\) is defined as in (3.1). Substituting (3.6), (3.10) and (3.11) into (5.5) and cancelling the term

\[
\int_a^b (p(t)|x''(t)|^2) \, dt,
\]

we have

\[
\Phi_1(Q, p, P_{1.0}) + 4 \Psi_1(Q, p, P_{1.1}) + A_1(p, p, P_{1.2}) \geq 1,
\]

which is the desired inequality (3.3). The proof of (3.4) is similar by using integration by parts and the constants \(\Phi_1(Q, p, P_{1.0})\) and \(\Psi_1(Q, p, P_{1.1})\) and \(A_1(p, p, P_{1.2})\) will be replaced by \(\Phi_2(Q, p, P_{2.0})\), \(\Psi_2(Q, p, P_{2.1})\) and \(A_2(p, p, P_{2.2})\) which are defined as in (3.2). The proof is complete.

Remark 2. Note that when \(p(t)\) is a constant then the third term \(A_i\) for \(i = 1, 2\) will disappear from the results in Theorem 3.1.

In the following, we apply the inequality in Theorem 2.3 to obtain a new result by using the maximum value of \(|Q|\). In this case \(\Psi_1(Q, p, P_{1.1})\) and \(\Psi_2(Q, p, P_{2.1})\) will be replaced by \(C_2 \) and \(C_2\) that we will determine below. As in the proof of Theorem 3.1, we suppose that the solution \(x(t)\) of (1.1) satisfies \(x'(\alpha) = 0\). Then the application of the inequality (2.7) with \(k = 1\) and

\[
n = 3\text{ on the term } \int_a^b |Q(t)| |x'(t)|^2 \, dt,
\]

gives us

\[
\int_a^b |Q(t)| |x'(t)|^2 \, dt \leq C_2 \int_a^b p(t)|x''(t)|^2 \, dt.
\]

where

\[
\begin{align*}
C_2 := & \frac{1}{2} \max_{[a, b]} |Q(t)| \int_a^b \frac{(\beta - s)^2}{p(s)} \, ds. \\
\end{align*}
\]

If instead \(x'(\beta) = x'(\alpha) = 0\), then (3.12) holds where \(C_2\) is replaced by

\[
\begin{align*}
C_2 := & \frac{1}{2} \max_{[a, b]} |Q(t)| \int_a^b \frac{(s - \alpha)^2}{p(s)} \, ds. \\
\end{align*}
\]

Using \(C_2 \) and \(C_2\) instead of \(\Psi_1(Q, p, P_{1.1})\) and \(\Psi_2(Q, p, P_{2.1})\) in the proof of Theorem 3.1, we obtain the following result.

**Theorem 3.2.** Suppose that \(x\) is a nontrivial solution of (1.1). If \(x'(\alpha) = 0\), then

\[
\Phi_1(Q, p, P_{1.0}) + \frac{1}{2} \max_{[a, b]} |Q(t)| \int_a^b \frac{(\beta - s)^2}{p(s)} \, ds + A_1(p, p, P_{1.2}) \geq 1.
\]

If \(x'(\beta) = 0\), then

\[
\Phi_1(Q, p, P_{1.0}) + \frac{1}{2} \max_{[a, b]} |Q(t)| \int_a^b \frac{(s - \alpha)^2}{p(s)} \, ds + A_2(p, p, P_{2.2}) \geq 1.
\]

If the function \(p(t)\) is non-increasing on \([a, b]\), then we see that

\[
\int_a^b \frac{(t - s)^2}{p(s)} \, ds \leq \frac{1}{p(b)} \int_a^b (s - \alpha)^2 \, ds \leq \frac{3(b - \alpha)^3}{p(b)}.
\]

Substituting (3.13) into Theorem 3.2, we have the following result.

**Theorem 3.3.** Assume that \(p(t)\) is a non-increasing function and \(x\) is a nontrivial solution of (1.1). If \(x'(\alpha) = 0\), then

\[
\Phi_1(Q, p, P_{1.0}) + \frac{1}{6p(b)} \max_{[a, b]} |Q(t)| \int_a^b q(s) \, ds + A_1(p, p, P_{1.2}) \geq 1.
\]

If instead \(x'(\beta) = 0\), then

\[
\Phi_2(Q, p, P_{2.0}) + \frac{1}{6p(b)} \max_{[a, b]} |Q(t)| \int_a^b q(s) \, ds + A_2(p, p, P_{2.2}) \geq 1.
\]

In the proof of Theorem 3.1, we have applied the Wirtinger inequality (2.14) on the term (3.8). Applying the inequality (2.1) on the term (3.8) with \(y(t) = x'(t)\) (where \(x'(\alpha) = x'(\beta) = 0\)), we see that

\[
\int_a^b p(t)|x'(t)|^2 \, dt \leq \Delta^2 \int_a^b p(t)|x''(t)|^2 \, dt.
\]

where \(\Delta^2 = 4A_i^2(\alpha, \beta)\), and

\[
A_i(\alpha, \beta) = \sup_{[a, b] \in [a, \beta]} \left( \int_a^b p(t) \, dt \right)^{\frac{1}{2}} \times \min \left\{ \int_a^b \frac{1}{p(s)} \, ds^2, \int_a^b \frac{1}{p(s)} \, ds^2 \right\}.
\]

Now, we can use the inequality (3.14) in the proof of Theorem 3.1 to obtain new results but in this case the constant 4 in front of the coefficient \(\Psi\) will be replaced by \(\Delta^2\). The details will be left to the interested reader.

In the following, we will apply the Boyd inequality in Theorem 2.4. By applying the Schwarz inequality
\[
\int_a^b f(t)g(t)\,dt \leq \left( \int_a^b f(t)^2\,dt \right)^{\frac{1}{2}} \times \left( \int_a^b g(t)^2\,dt \right)^{\frac{1}{2}}, \quad (3.15)
\]
on the term
\[
\int_a^b |Q(t)||x'(t)||x''(t)|\,dt,
\]
we see that
\[
\int_a^b |Q(t)||x'(t)||x''(t)|\,dt \leq \left( \int_a^b |Q(t)|^2\,dt \right)^{\frac{1}{2}} \left( \int_a^b |x'(t)|^2\,dt \right)^{\frac{1}{2}} \left( \int_a^b |x''(t)|^2\,dt \right)^{\frac{1}{2}}, \quad (3.16)
\]
Now, by applying the inequality (2.11) on the integral
\[
\int_a^b |x'(t)|^2\,dt,
\]
with \( r = \eta = 2 \) and \( y = x' \) (note that \( x'(a) = 0 \)), we see that
\[
\int_a^b |x'(t)|^2\,dt \leq \frac{4(\beta - \alpha)^2}{\pi^2p(\beta)} \left( \int_a^b |p(t)x'(t)|^2\,dt \right)^{\frac{1}{2}}, \quad (3.17)
\]
where we assumed that \( p(t) \) is a non-increasing function (note that the inequality (3.17) is also valid if \( x'(\beta) = 0 \)). Substituting (3.17) into (3.16), we have
\[
\int_a^b |Q(t)||x'(t)||x''(t)|\,dt \leq \frac{2(\beta - \alpha)}{\pi^2p(\beta)} \left( \int_a^b |Q(t)|^2\,dt \right)^{\frac{1}{2}} \int_a^b |p(t)x'(t)|^2\,dt.
\]
Again applying the Wirtinger inequality (2.14) on the integral
\[
\int_a^b |p(t)x'(t)|^2\,dt,
\]
where \( x'(a) = 0 = x'(\beta) \), we have
\[
\int_a^b |p(t)x'(t)|^2\,dt \leq 4 \int_a^b |p(t)x'(t)|^2\,dt,
\]
where \( p(t) \) satisfies the equation (2.16) for any positive function \( p(t) \). This implies that
\[
\int_a^b |Q(t)||x'(t)||x''(t)|\,dt \leq \frac{8(\beta - \alpha)}{\pi^2p(\beta)} \left( \int_a^b |Q(t)|^2\,dt \right)^{\frac{1}{2}} \int_a^b |p(t)x'(t)|^2\,dt.
\]
Using this inequality and proceeding as in the proof of Theorem 3.1, we obtain the following result.

**Theorem 3.4.** Assume that \( p(t) \) is a non-increasing function and \( x \) is a nontrivial solution of (1.1). If \( x^{(i)}(\alpha) = 0 \), for \( i = 0,1,2 \) and \( x'(\beta) = 0 \), then
\[
\Phi_1(Q, p, P_{1.0}) + \frac{8(\beta - \alpha)}{\pi^2p(\beta)} \left( \int_a^b |Q(t)|^2\,dt \right)^{\frac{1}{2}} + A_1(p', p, P_{1.2}) \geq 1.
\]
If \( x^{(i)}(\beta) = 0 \), for \( i = 0,1,2 \) and \( x'(\alpha) = 0 \), then
\[
\Phi_2(Q, p, P_{2.0}) + \frac{8(\beta - \alpha)}{\pi^2p(\beta)} \left( \int_a^b |Q(t)|^2\,dt \right)^{\frac{1}{2}} + A_2(p', p, P_{2.2}) \geq 1.
\]
In the following, we apply the Opial inequality due to Besack and Das [5] to obtain new results for (1.1) subject to the boundary conditions (1.10). This inequality is a generalization of the classical Opial inequality [29] and states that if \( y \) is absolutely continuous on \([a, b]\) with \( y(a) = 0 \), then the following inequality holds
\[
\int_a^b B(t)y(t)|y'(t)|\,dt \leq K_1(m, n) \int_a^b |A(t)y'(t)|^{\frac{m+n}{m}}\,dt,
\]
where \( m, n \) are real numbers such that \( mn > 0 \) and \( m + n > 1 \), \( A \) and \( B \) are nonnegative, measurable functions on \((a,b)\) such that
\[
\int_a^b (A^{\frac{1}{m+n-1}}(s)ds < \infty, \quad (3.19)
\]
where
\[
K_1(m, n) := \left( \frac{n}{n+m} \right)^{\frac{m+n}{m}} \left( \int_a^b \frac{B^{\frac{m}{m+n}}(t)}{A^{\frac{n}{m+n}}(t)} \left( \int_a^b (A^{\frac{1}{m+n}}(s)ds \right)^{\frac{m+n}{m}} \right)^{\frac{m}{m+n}}.
\]
If we replace \( y(a) = 0 \) by \( y(b) = 0 \), then (3.19) holds where \( K_1(m, n) \) is replaced by
\[
K_2(m, n) := \left( \frac{n}{n+m} \right)^{\frac{m+n}{m}} \left( \int_a^b \frac{B^{\frac{m}{m+n}}(t)}{A^{\frac{n}{m+n}}(t)} \left( \int_a^b (A^{\frac{1}{m+n}}(s)ds \right)^{\frac{m+n}{m}} \right)^{\frac{m}{m+n}}.
\]
Note that the inequality (3.19) can be considered when \( y(a) = y(b) = 10 \). In this case we will assume that there exists \( \tau \in (a,b) \) such that
\[
\int_a^\tau A^{\frac{1}{m+n}}(s)ds = \int_\tau^b A^{\frac{1}{m+n}}(s)ds.
\]
In this case the inequality (3.19) holds with a new constant \( K(m,n) \) which is given from the equation
\[
K(m, n) = K_1(m, n) = K_2(m, n),
\]
when (3.22) is satisfied. In the following, we assume that there exists \( \tau \in (a,\beta) \) such that
\[
\int_a^{\tau} p^{-1}(s)ds = \int_{\tau}^{b} p^{-1}(s)ds.
\]
and assume that
\[
K'(p', p) = K_1(1, 1) = K_2(1, 1),
\]
where
\[
K_1(1, 1) := \left[ \int_a^b \left( \frac{|p(t)|^2}{p(t)} \right) \int_{\tau}^{b} p^{-1}(s)ds \right]^\frac{1}{2},
\]
\[
K_2(1, 1) := \left[ \int_a^b \left( \frac{|p'(t)|^2}{p(t)} \right) \int_{\tau}^{b} p^{-1}(s)ds \right]^\frac{1}{2}.
\]
Theorem 3.5. Assume that \( p(t) \) is a non-increasing function. Suppose that \( x \) is a nontrivial solution of (1.1). If \( x(\alpha) = x'(\alpha) = x''(\alpha) = 0 \), then
\[
\frac{(\beta - \alpha)^{3/2}}{72p(\beta)} \left( \int_a^\beta |q(t)|^2 \, dt \right)^{1/2} + K'(p', p) \geq 1, \tag{3.25}
\]
where \( K'(p', p) \) is defined as in (3.24).

Proof. Multiplying (1.1) by \( x'(t) \) and proceeding as in the proof of Theorem 3.1 we get
\[
\int_a^\beta p(t)|x''(t)|^2 \, dt \leq \int_a^\beta |q(t)||x(t)||x'(t)| \, dt + \int_a^\beta |p'(t)||x(t)||x''(t)| \, dt.
\]
(3.26)

Applying the inequality the Schwarz inequality (3.15) on the integral
\[
\int_a^\beta |q(t)||x(t)||x'(t)| \, dt \leq \left( \int_a^\beta |q(t)|^2 \, dt \right)^{1/2} \left( \int_a^\beta |x(t)|^2 |x'(t)|^2 \, dt \right)^{1/2}.
\]

Applying the inequality [[11], Theorem 4.5]) (note that \( x(\alpha) = x'(\alpha) = 0 \))
\[
\left( \int_a^\beta |x(t)|^2 |x'(t)|^2 \, dt \right)^{1/2} \leq \frac{(\beta - \alpha)^{3/2}}{12} \int_a^\beta |x'(t)|^2 \, dt.
\]
we get that
\[
\left( \int_a^\beta |q(t)|^2 \, dt \right)^{1/2} \left( \int_a^\beta |x(t)|^2 |x'(t)|^2 \, dt \right)^{1/2} \leq \frac{(\beta - \alpha)^{3/2}}{12} \int_a^\beta |x'(t)|^2 \, dt.
\]
(3.27)

Applying the Wirtinger-inequality, see Brnetić and Pecaric [7],
\[
\int_a^\beta y^2(t) \, dt \leq \frac{(\beta - \alpha)^2}{6} \int_a^\beta (y'(t))^2 \, dt,
\]
(3.28)

for any \( y \in C^1[\alpha, \beta] \) and \( y(\alpha) = y(\beta) = 0 \), with \( y(t) = x' \) (note that \( x'(\alpha) = 0 = x'(\beta) \)) and the assumption that \( p \) is a non-increasing function, we have
\[
\frac{(\beta - \alpha)^{3/2}}{12} \left( \int_a^\beta |q(t)|^2 \, dt \right)^{1/2} \left( \int_a^\beta |x(t)|^2 \, dt \right)^{1/2} \leq \frac{(\beta - \alpha)^{3/2}}{72p(\beta)} \left( \int_a^\beta |q(t)|^2 \, dt \right)^{1/2} \int_a^\beta p(t)|x'(t)|^2 \, dt.
\]
(3.29)

This implies that
\[
\int_a^\beta |q(t)||x(t)||x'(t)| \, dt \leq \frac{(\beta - \alpha)^{3/2}}{72p(\beta)} \left( \int_a^\beta |q(t)|^2 \, dt \right)^{1/2} \int_a^\beta p(t)|x'(t)|^2 \, dt.
\]
(3.30)

Applying the Opial inequality (3.19) on the integral (note that \( x'(\alpha) = 0 = x'(\beta) \))
\[
\int_a^\beta p(t)|x'(t)||x''(t)| \, dt.
\]
with \( B(t) = |p'(t)| \) and \( A(t) = p(t) \), and \( y(t) = x'(t) \), we see that
\[
\int_a^\beta p(t)|x''(t)|^2 \, dt \leq K'(p', p) \int_a^\beta p(t)|x'(t)|^2 \, dt.
\]
(3.31)

where \( K'(p', p) \) is defined as in (3.24). Substituting (3.30) and (3.31) into (3.26) and cancelling the term \( \int_a^\beta p(t)|x'(t)|^2 \, dt \), we obtain the desired inequality (3.25). The proof is complete.

As a special case when \( p(t) = 1 \) in Theorem 3.5, we have the following result.

Corollary 3.1. Let \( x \) is a nontrivial solution of
\[
x^{(k)}(t) + q(t)x(t) = 0, \quad t \in [\alpha, \beta],
\]
which satisfies \( x(\alpha) = x'(\alpha) = x(\beta) = x'(\beta) = 0 \). Then
\[
(\beta - \alpha)^2 \geq 5184/\int_a^\beta q^2(t) \, dt.
\]
(3.32)

Remark 3. One can also obtain new results by multiplying (1.1) by \( p(t)x'(t) \) and considering the case when \( p(t) < 0 \). In this case after integrating by parts, we have
\[
\int_a^\beta (p(t)x'(t))^2 p(t)x(t) \, dt = p(t)x(t) \int_a^\beta \frac{p'(t)}{p(t)} x'(t) \, dt
\]
\[
- \int_a^\beta (p(t)x'(t) + p(t)x''(t))^2 \, dt
\]
\[
- \int_a^\beta p(t)q(t)x'(t) x(t) \, dt.
\]

Using the assumption \( x'(\alpha) = x'(\beta) = 0 \), we have
\[
\int_a^\beta p(t)p'(t)x'(t)x''(t) \, dt = -2 \int_a^\beta p(t)p'(t)x'(t)x''(t) \, dt
\]
\[
- \int_a^\beta (p'(t))^2 x'(t)x''(t) \, dt
\]
\[
+ \int_a^\beta Q(t)x(t)x''(t) \, dt,
\]
where \( Q(t) \) is the antiderivative of \( p(t)q(t) \). Integrating by parts the last term in the right hand side, we see that
\[
\int_a^\beta Q(t)x(t)x''(t) \, dt = Q(t)x(t)x''(t) \bigg|_a^\beta - \int_a^\beta Q(t)x'(t)x'(t) \, dt
\]
\[
- \int_a^\beta Q(t)x(t)x''(t) \, dt.
\]

Using the assumption \( x'(\beta) = x'(\alpha) = 0 \), we see that
\[
\int_a^\beta Q(t)x(t)x''(t) \, dt = -\int_a^\beta Q(t)x(t)x'(t) \, dt - \int_a^\beta Q(t)x(t)x''(t) \, dt.
\]
Hence we obtain
\[ \int_a^\beta p^2(t)|x''(t)|^2 \, dt \leq \int_a^\beta |Q(t)||x(t)||x''(t)| \, dt \]
\[ + \int_a^\beta |Q(t)||x'(t)||x''(t)| \, dt \]
\[ + 2 \int_a^\beta |p(t)p'(t)||x''(t)||x''(t)| \, dt \]
\[ + \int_a^\beta |p'(t)||x''(t)|^3 \, dt. \]

One can apply the inequalities in Section 2 to establish new results. This will be left to the interested reader.

### 3.2. The results for equation (1.2)

We begin with the boundary conditions \(x(\alpha) = x'(\alpha) = x(\beta) = x'(\beta) = 0\), which correspond to a rod clamped at each end.

**Theorem 3.6.** Suppose that \(x\) is a nontrivial solution of (1.2). If \(x(\alpha) = x'(\alpha) = x(\beta) = x'(\beta) = 0\), then

\[
\max_{t \in [a, b]} \int_a^t q(s) \, ds \int_a^t \frac{(\beta - s)^2}{p(s)} \, ds \geq 1. \tag{3.33}
\]

**Proof.** Multiplying (1.2) by \(x(t)\) and integrating by parts, we have

\[
\int_a^\beta (p(t)x''(t))^2 \, dt = \int_a^\beta \left[ x(t)(p(t)x''(t))' \right]_a^\beta - \int_a^\beta x'(t)(p(t)x''(t))' \, dt.
\]

Using the assumptions that \(x(\alpha) = x(\beta) = 0\) and \(Q(t) = q(t)\), we get that

\[
\int_a^\beta (p(t)x''(t))^2 \, dt = -\int_a^\beta Q(t)x^2(t) \, dt. \tag{3.35}
\]

Integrating by parts the right hand side, we see that

\[
\int_a^\beta Q(t)x^2(t) \, dt = Q(t)x^2(t)|_a^\beta - 2 \int_a^\beta Q(t)x(t)x'(t) \, dt.
\]

Using the assumption \(x(\alpha) = x(\beta) = 0\), we see that

\[
\int_a^\beta Q(t)x^2(t) \, dt = -2 \int_a^\beta Q(t)x(t)x'(t) \, dt. \tag{3.36}
\]

Integrating by parts the left hand side of (3.35), we see that

\[
\int_a^\beta x(t)(p(t)x''(t))' \, dt = p(t)x'(t)|_a^\beta - \int_a^\beta p(t)x''(t) \, dt. \tag{3.37}
\]

Using the assumption \(x'(\alpha) = x'(\beta) = 0\), we have

\[
\int_a^\beta x(t)(p(t)x'(t))' \, dt = -\int_a^\beta p(t)(x'(t))^2 \, dt. \tag{3.38}
\]

Substituting (3.36) and (3.38) into (3.35), we have

\[
\int_a^\beta p(t)x''(t)^2 \, dt \leq 2 \int_a^\beta Q(t)||x(t)||x'(t) \, dt. \tag{3.39}
\]

Applying the inequality (2.7) on the integral

\[
\int_a^\beta |Q(t)||x(t)||x'(t) \, dt,
\]

with \(p(t) = Q(t)\), \(k = 0\) and \(n = 2\), we see that

\[
\int_a^\beta |Q(t)||x(t)||x'(t) \, dt \leq \left( \frac{1}{2} \int_a^\beta \max_{t \in [a, b]} |Q(t)| \int_a^\beta \frac{(\beta - s)^2}{p(s)} \, ds \right) \int_a^\beta p(t)|x''(t)|^2 \, dt,
\]

where \(x(\alpha) = x'(\alpha) = 0\) (or \(x(\beta) = x'(\beta) = 0\)). Substituting (3.40) into (3.39) and cancelling the term \(\int_a^\beta p(t)|x''(t)|^2 \, dt\), we have

\[
\max_{t \in [a, b]} \int_a^t q(s) \, ds \int_a^t \frac{(\beta - s)^2}{p(s)} \, ds \geq 1,
\]

which is the desired inequality (3.33). The proof is complete.

Note that when \(p(t)\) is nonincreasing, we see that the inequalities in (3.13) are satisfied. Using these two inequalities in Theorem 3.6 give us the following result.

**Corollary 3.2.** Suppose that \(x\) is a nontrivial solution of (1.2), \(p(t)\) is nonincreasing. If \(x(\alpha) = x'(\alpha) = x(\beta) = x'(\beta) = 0\), then

\[
(\beta - \alpha)^3 \geq 3p(\beta)/\max_{t \in [a, b]} \int_a^t q(s) \, ds. \tag{3.41}
\]

**Remark 4.** Corollary 3.2 gives us a condition for (2,2)-disconjugacy of (1.2). In particular, if

\[
\max_{t \in [a, b]} \int_a^t q(s) \, ds < \frac{3p(\beta)}{(\beta - \alpha)^3}\tag{3.42}
\]

then (1.2) is (2,2)-disconjugate in \([a, \beta]\). This means that there is no nontrivial solution of (1.2) in \([a, \beta]\) satisfies \(x(\alpha) = x'(\alpha) = x(\beta) = x'(\beta) = 0\).

**Theorem 3.7.** Assume that \(p(t)\) is nonincreasing. If \(x\) is a nontrivial solution of (1.2) which satisfies \(x(\alpha) = x'(\alpha) = x(\beta) = x'(\beta) = 0\), then

\[
\max_{t \in [a, b]} |Q(t)| \geq \frac{96p(\beta)}{(\beta - \alpha)^3}. \tag{3.43}
\]

**Proof.** Proceeding as in the proof of Theorem 3.7 to obtain

\[
\int_a^\beta p(t)|x''(t)|^2 \, dt \leq 2 \max_{t \in [a, b]} |Q(t)| \int_a^\beta |x(t)||x'(t)| \, dt.
\]

Applying the inequality (see [[8], Inequality (5.8)]) on the integral
\begin{align*}
\int_a^b |x(t)||x'(t)| \, dt,

\text{we see (note that } x(a) = x'(a) = 0 = x(\beta) = x'(\beta) = 0 \text{) that}

\int_a^b |x(t)||x'(t)| \, dt \leq \frac{(\beta - a)^3}{192p(\beta)} \int_a^b p(t)|x'(t)|^2 \, dt.

(3.45)

Substituting (3.45) into (3.44) and cancelling the term

\int_a^b p(t)|x'(t)|^2 \, dt, \text{ we have}

\max_{t \in [a, \beta]} Q(t) \frac{(\beta - a)^3}{96p(\beta)} \geq 1,

which is the desired inequality (3.43). The proof is complete.

From Theorem 3.7 and Lemma 3.1, we have the following result.

Corollary 3.3. Assume that \( p(t) \) is nonincreasing. If \( x \) is a nontrivial solution of (1.2) which satisfies \( x(a) = x'(a) = x(\beta) = x'(\beta) = 0 \), then

\begin{align*}
\int_a^b |q(t)| \, dt \geq \frac{192p(\beta)}{(\beta - a)^3}.

(3.46)
\end{align*}

Remark 5. The contrapositive of the result in Corollary 3.4 yields a sufficient condition for (2.2)-disconjugacy of the equation (1.2).

In the following, we consider the boundary conditions
\[ x(a) = x'(a) = x''(\beta) = x'''(\beta) = 0 \]
which correspond to a beam hinged or supported at both ends. The proof will be as in the proof of Theorem 3.6, by using these boundary conditions and gives us the following result.

Theorem 3.8. Suppose that \( x \) is a nontrivial solution of (1.2). If \( x(a) = x'(a) = x''(\beta) = x'''(\beta) = 0 \), then

\begin{align*}
\max_{t \in [a, \beta]} \int_a^t q(s) \, ds \int_a^b \frac{(\beta - s)^3}{p(s)} \, ds \geq 1.
\end{align*}

Corollary 3.4. Suppose that \( x \) is a nontrivial solution of (1.2), \( p(t) \) is nonincreasing. If \( x(a) = x'(a) = x''(\beta) = x'''(\beta) = 0 \), then

\begin{align*}
(\beta - a)^3 \geq 3p(\beta) \max_{t \in [a, \beta]} \int_a^t q(s) \, ds.
\end{align*}

(3.47)

From Corollary 3.4 and the arguments before Corollary 3.1, we have the following result.

Corollary 3.5. Assume that \( p(t) \) is nonincreasing. If \( x \) is a nontrivial solution of (1.2) which satisfies \( x(a) = x'(a) = x''(\beta) = x'''(\beta) = 0 \), then

\begin{align*}
\int_a^b |q(t)| \, dt \geq \frac{6p(\beta)}{(\beta - a)^3}.
\end{align*}

Next, in the following, we establish some results which allow us to consider the case when \( p(t) < 0 \). For simplicity, we denote

\begin{align*}
K_1([p'(t)], P_{12}) := \frac{1}{\sqrt{\int_a^b [p'(t)]^2 P_{12}(t) \, dt}},
\end{align*}

(3.48)

\begin{align*}
K_2([p'(t)], P_{22}) := \frac{1}{\sqrt{\int_a^b [p'(t)]^2 P_{22}(t) \, dt}},
\end{align*}

where

\begin{align*}
P_{12}(t) := \int_a^t \frac{1}{p'(s)} \, ds, \quad P_{22}(t) := \int_a^t \frac{1}{p'(s)} \, ds,
\end{align*}

and \( \Delta_1 = 4(A'(\alpha, \beta))^2 \) where

\begin{align*}
A'(\alpha, \beta) = \sup_{(c,d) \subset (\alpha, \beta)} \left( \int_c^d p(t) \, dt \right)^{1/2} \times \min \left\{ \left( \int_c^d \frac{1}{p(s)} \, ds \right)^{1/2}, \left( \int_d^\beta \frac{1}{p(s)} \, ds \right)^{1/2} \right\},
\end{align*}

(3.49)

\begin{align*}
A''(\alpha, \beta) = \sup_{(c,d) \subset (\alpha, \beta)} \left( \int_c^d [p'(t)]^2 \, dt \right)^{1/2} \times \min \left\{ \left( \int_c^d \frac{1}{p(s)} \, ds \right)^{1/2}, \left( \int_d^\beta \frac{1}{p(s)} \, ds \right)^{1/2} \right\},
\end{align*}

(3.50)

Theorem 3.9. Suppose that \( x \) is a nontrivial solution of (1.2) and there exists a function \( Q_1 \in C^1[\alpha, \beta] \) such that \( Q_1 = pq \). If \( x^{(i)}(\alpha) = 0, i = 0, 1, 2 \) and \( x''(\beta) = 0 \), then

\begin{align*}
\Phi_i(Q_1, p^2, P_{1i}) + \Delta_i \Psi_i(Q_1, p^2, P_{1i}) + K_i([p'(t)], P_{12}) + \Delta_2 \geq 1.
\end{align*}

(3.51)

If \( x^{(i)}(\beta) = 0, i = 0, 1, 2 \) and \( x'(a) = 0 \), then

\begin{align*}
\Phi_i(Q_1, p^2, P_{2i}) + \Delta_i \Psi_i(Q_1, p^2, P_{2i}) + K_i([p'(t)], P_{22}) + \Delta_2 \geq 1.
\end{align*}

(3.52)

Proof. We prove (3.51). Multiply (1.2) by \( p(t)x''(t) \). In this case after integrating by parts, we have

\begin{align*}
&\int_a^b (p(t)x''(t))^2 \, dt = \int_a^b (p(t)x''(t)') \, dt - \int_a^b (p'(t)x''(t) + p(t)x'''(t))^2 \, dt \\
&= \int_a^b p(t)q(t)x'(t) \, dt.
\end{align*}

Using the assumption \( x''(a) = x'(\beta) = 0 \), we have
\[ \int_{a}^{b} p(t)|x'(t)|^2 \, dt \leq \int_{a}^{b} |p(t)p'(t)||x'(t)||x''(t)| \, dt + \int_{a}^{b} (p'(t))^2 |x'(t)|^2 \, dt \]

Integrating by parts the last term in the right hand side, we see that
\[ \int_{a}^{b} |Q_2(t)||x'(t)||x(t)| \, dt = |Q_2(t)||x'(t)||x(t)| \bigg|_{a}^{b} - \int_{a}^{b} |Q_1(t)||x'(t)||x(t)| \, dt - \int_{a}^{b} |Q_2(t)||x'(t)||x(t)| \, dt. \]

Using the assumption \( x'(\beta) = x'(\alpha) = 0 \), we see that
\[ \int_{a}^{b} |Q_2(t)||x'(t)||x(t)| \, dt = - \int_{a}^{b} |Q_2(t)||x'(t)||x(t)| \, dt. \]

Hence we obtain
\[ \int_{a}^{b} p(t)|x'(t)|^2 \, dt \leq \int_{a}^{b} |Q_1(t)||x'(t)||x(t)| \, dt + \int_{a}^{b} |Q_2(t)||x'(t)||x(t)| \, dt + \int_{a}^{b} |Q_1(t)||x'(t)||x(t)| \, dt + \int_{a}^{b} |Q_2(t)||x'(t)||x(t)| \, dt. \]

Applying the inequality (2.4) on the integral
\[ \int_{a}^{b} |Q_1(t)||x(t)||x'(t)| \, dt, \]
with \( \phi(t) = |Q_2(t)|, \), \( \varphi(t) = p^2(t), m = 1, k = 0, l = 1, n = 3 \) and \( \mu = 2, \) we get (note that \( x^{(i)}(0) = 0, \) for \( i = 0,1,2 \))
\[ \int_{a}^{b} |Q_1(t)||x'(t)||x(t)| \, dt \leq \Phi_1(Q_1, p^2, P_{1.0}) \left( \int_{a}^{b} |p(t)|x(t)|^2 \, dt \right)^2. \]

(3.54)

where \( \Phi_1(Q_1, p^2, P_{1.0}) \) is defined as in (3.1) and Q is replaced by \( Q_1. \) Applying the inequality (2.4) again on the integral
\[ \int_{a}^{b} |Q_1(t)||x(t)||x'(t)| \, dt, \]
with \( \phi(t) = Q_2(t), \varphi(t) = p^2(t), k = 1, n = 2, l = m = 1 \) and \( \mu = 2, \) we see that
\[ \int_{a}^{b} |Q_1(t)||x'(t)||x(t)| \, dt \leq \Psi_1(Q_2, p^2, P_{1.1}) \int_{a}^{b} |p(t)|x(t)|^2 \, dt. \]

(3.55)

where \( \Psi_1(Q_2, p^2, P_{1.1}) \) is defined as in (3.2) and Q is replaced by \( Q_2 \) and p is replaced by \( p^2. \) Applying the inequality (2.1) on the term (3.8) with \( y(t) = x'(t) \) (where \( x'(\alpha) = x'(\beta) = 0 \), we see that
\[ \int_{a}^{b} p^2(t)|x'(t)|^2 \, dt \leq \Delta_1 \int_{a}^{b} p^2(t)|x'(t)|^2 \, dt, \]

(3.56)

where \( \Delta_1 = 4(A'')(\alpha, \beta)^2 \) and \( A''(\alpha, \beta) \) is defined as in (3.49). Substituting (3.56) into (3.55), we have
\[ \int_{a}^{b} |Q_1(t)||x'(t)||x(t)| \, dt \leq \Delta_1 \Psi_1(Q_1, p^2, P_{1.1}) \int_{a}^{b} p^2(t)|x'(t)|^2 \, dt. \]

(3.57)

Applying the inequality (2.4) on the integral
\[ \int_{a}^{b} |p(t)p'(t)||x'(t)||x(t)| \, dt, \]
with \( \phi(t) = |p(t)p'(t)|, \varphi(t) = p^2(t), m = 1, k = 2, l = 1, n = 3 \) and \( \mu = 2, \) we get (note that \( x^{(i)}(0) = 0, \) for \( i = 0,1,2 \))
\[ \int_{a}^{b} |p(t)p'(t)||x'(t)||x(t)| \, dt \leq K_1(|p'(t)|, P_{1.2}) \int_{a}^{b} p^2(t)|x'(t)|^2 \, dt. \]

(3.58)

where \( K_1(|p'(t)|, P_{1.2}) \) is defined as in (3.48). Applying the inequality (2.1) on the term \( \int_{a}^{b} |p(t)|^2|x'(t)|^2 \, dt \) with \( y(t) = x'(t) \) (where \( x'(\alpha) = x'(\beta) = 0 \), we see that
\[ \int_{a}^{b} |p(t)|^2|x'(t)|^2 \, dt \leq \Delta_2 \int_{a}^{b} p^2(t)|x'(t)|^2 \, dt, \]

(3.59)

where \( \Delta_2 = 4(A'')^2 \) and \( A''(\alpha, \beta) \) is defined as in (3.50). Substituting (3.54), (3.57) and (3.58) and (3.59) into (3.53) and cancelling the term \( \int_{a}^{b} p^2(t)|x'(t)|^2 \, dt, \) we have
\[ \Phi_1(Q_1, p^2, P_{1.0}) + \Delta_1 \Psi_1(Q_1, p^2, P_{1.1}) + 2K_1(|p'(t)|, P_{1.2}) + \Delta_2 \geq 1, \]
which is the desired inequality (3.51). The proof of (3.52) is similar to (3.51) by using the integration by parts and the constants
\[ \Phi_1(Q_1, p^2, P_{1.0}), \Psi_1(Q_1, p^2, P_{1.1}), K_1(|p'(t)|, P_{1.2}), \]
are replaced by
\[ \Phi_2(Q_1, p^2, P_{2.0}), \Psi_2(Q_1, p^2, P_{2.1}), K_2(|p'(t)|, P_{2.2}), \]
which are defined as in (3.1) and (3.48). The proof is complete.

4. Examples

The following examples illustrate the results.

Example 1. Consider the equation
\[ x^{(4)}(t) + \lambda \cos(\alpha t)|x(t)| = 0, \quad 0 \leq t \leq \pi, \quad (4.1) \]
where \( \lambda \) and \( \alpha \) are positive constants. If \( x \) is a solution of (4.1) with \( x(0) = x'(0) = x(\pi) = x'(\pi) = 0, \) we see from Corollary 3.1 that
\[
\int_0^\pi \frac{1 + \cos(2\alpha t)}{t} dt = \frac{\pi}{2} \left[ \frac{1}{2\alpha} \sin(2\alpha \pi) \right] \geq \frac{5184}{\pi^2} = 1.7164.
\]

provided that \( \alpha \geq 1 \). Then the condition (3.32) reads
\[
\frac{\lambda \pi}{2} + \frac{\lambda}{4\alpha} \geq 1.7164.
\]
for any \( \lambda \geq 1 \) and \( \alpha > 0 \).

Example 2. Consider the equation
\[
x^{(m)}(t) - \frac{\lambda}{t} x(t) = 0, \quad \alpha \leq t \leq \beta,
\]
where \( \lambda \) is a positive constant and \( x \) is a solution of (4.3) which satisfies \( x(0) = x'(0) = x(\beta) = x'(\beta) = 0 \). Then the condition (3.46) implies that
\[
\int_0^\beta t^{\frac{\lambda}{2}} dt = \left( \frac{\beta^3 - \alpha^3}{3\alpha^2\beta^2} \right) > \frac{192}{(\beta - \alpha)^3}
\]
which gives us that
\[
\frac{(\beta - \alpha)^3 (\beta^3 - \alpha^3)}{a^3\beta^3} \geq \frac{576}{\lambda}
\]
This implies that (4.3) is disconjugate on \([a,\beta]\) if
\[
\lambda < \frac{576a^3\beta^3}{(\beta - \alpha)^3 (\beta^3 - \alpha^3)}.
\]
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