Wave/Particle Duality and Biomedical Research Designs
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Abstract

Scientific literature that directly addresses the underlying framework or paradigm of biomedical research is sparse. We consider ourselves objective scientists in well-defined scientific disciplines and design our studies based on state-of-the-art evidence in our respective fields. However, there is a pervasive underlying assumption that remains unexamined, and in this author’s view scientifically unjustified. It is the assumption that because medical conditions occur in the physical body, their causality must be traceable to some form of particulate matter. Although this unspoken assumption is axiomatic in current research, it lacks supporting data. The thesis of this paper is that our assumptions about the underlying nature of reality are outdated with respect to modern physics. Because these assumptions serve as the basis for our study designs, i.e., determine the methodology as well as the variables we include and ignore, inaccurate assumptions risk excluding important data and biasing conclusions.

Evidence based medicine is only as good as the research designs on which the evidence is based. If data are lacking because a question, or part of the data related to the question, have been ignored, then the ‘evidence’ is incomplete. What is missing in mainstream biomedical research, particularly in cancer, is the important role played by endogenously generated bioelectric fields in molecular, cellular and systemic signal processing.

Wave/Particle Duality

A fundamental principle of quantum mechanics holds that at a subatomic level, a physical system such as an electron exists partly and simultaneously in all its theoretically possible states until it is measured or observed. At the time of measurement, the wave function (as defined by the Schrödinger equation) collapses, resulting in only one of the possible configurations (e.g., wave or particle). From a standpoint of mathematics, this is because the Schrödinger equation is deterministic and probabilistic, being based on information from initial conditions and the possibility of multiple potential pathways between the initial condition and the end measurement. The probabilistic nature of the outcome is due to imprecise measurement technique but to the nature of reality. In order for a particle to have a definite position, it must be measured while still. To have a specific momentum, it must be in motion, which means that the position and the momentum cannot be measured simultaneously. The same concept applies to measuring waves. According to quantum mechanics, light can consist of either particles (photons) or waves, depending on how the measurement is performed. The essence of this concept is that you cannot observe waves and particles in the same measurement, so the way the experiment is designed determines the outcome. Expressed differently, at a quantum level what exists are not bits of matter but patterns of probability. According to Werner Heisenberg, “all particles are made of the same fundamental substance, which can be designated energy or matter; or we can put things as follows: the basic substance ‘energy’ becomes ‘matter’ by assuming the form of an elementary particle [1].” This theoretical interpretation which directly contradicts the assumption of primary substance as matter, is controversial and still being debated by quantum theorists. However, on a practical level, the utility of quantum mechanics has been demonstrated by the number of useful products it has contributed to our daily lives, including semiconductors, transistors, quantum thermometers, lasers, and fibre optics.

The concept of wave/particle duality is often illustrated by what is known as the ‘double-slit’ experiment. If single electrons are propelled one at a time through a barrier with two slits, an observer placed directly on the other side of this barrier will observe single electrons going through either one slit or the other. This is what we would expect from the behaviour of particles based on Newtonian mechanics. However, if electrons continue to be projected through the two-slit barrier one-at-a-time onto a screen placed beyond it (equivalent to a different observer), over the course of time the projected pattern will be an interference pattern typical of waves. Although logic tells us that an electron can only enter one of two slits and that the pattern projected onto the screen should therefore be two stripes, what we see is a pattern of multiple stripes. Multiple stripes would be the expectation only if waves had gone through the slits causing interference patterns that either reinforce or cancel each other out. These, seemingly contradictory results based on the type of observation, are not the result of poor measurement technique but a reflection of the nature of reality at a subatomic level, where matter and energy are two aspects of the same underlying reality.

Although the concept of wave/particle duality is counterintuitive and its implications still under debate by quantum theorists, its utility and value on an applied level are not. Despite its accuracy, the implications of quantum mechanics for molecular biology and biomedical research designs have not been recognized or utilized. The way we set up our experiments determines whether we see a ‘wave’ or a ‘particle’, i.e., energy or matter; and mainstream biomedicine is currently setting up experiments to see only particles (e.g., targeted therapies in cancer).
DNA: Wave or Particle?

An excellent example of this is the way we determine the characteristics of DNA. The current protocol involves separating the two strands of the double helix to access and measure the sequence of base pairs. These sequencing methods and their offshoots (e.g., AFEAP cloning [2], multiple-site fragment deletion, insertion and substitution [3], and restriction-free reconstitution using single-primer PCRs [4]), are continually improving in speed and efficiency, and have provided a great deal of very useful information about genetic risks and Mendelian inheritance, even facilitating the laboratory synthesis of DNA. They have also contributed to the relatively new field of epigenetics, which has demonstrated that genes often have multiple functions and that the characteristic properties a gene expresses at a particular moment in time are influenced by factors in its surrounding microenvironment other than base pair sequence. Epigenetic studies have shown that the flexibility in gene expression facilitated by micro-environmental processes such as methylation, acetylation, phosphorylation [5,6], can facilitate flexibility in function and accommodate continual dynamic changes in physiological needs. With respect to wave/particle duality, sequencing methods highlight particulate aspects of DNA, but obscure another characteristic function of the DNA strand, which is that of an electrical conductor [7-9]. DNA is a highly charged molecule that carries two ionized phosphate in the DNA backbone and the positively charged lysine tail functions that extend perpendicular to the base planes, overlapping with neighbouring planes to form a π-orbital system [11]. The biomedical research community seems completely unaware that the way they set up their experiments determines which aspects of DNA they see. Most scientists are unaware that DNA has any characteristics other than those of particulate matter. The electronic properties of DNA, like its particulate characteristics, are sensitive to epigenetic changes in the surrounding microenvironment that can modify its phenotype from a conductor to an insulator [11].

Endogenous Bioelectric Signalling at the Cellular Level

The relevance of quantum mechanics for biomedical research lies in the implications for study design. Since every quantic entity can be described partly in terms of both particles and waves, at a subatomic level there is no difference between matter and force field. Biophysics and biochemistry are two sides of the same coin. In fact, one of the physical characteristics of DNA that prevents it from being activated inappropriately is an attraction between the negatively charged phosphate in the DNA backbone and the positively charged lysine tail of the histones around which the DNA is coiled [12]. Neutralization of this charge (e.g., by acetylation) is part of the epigenetic process of activating gene expression.

The quantum conundrum is that it is not possible to identify the electrical characteristics of DNA by separating the double helix, nor is it possible to identify the particulate aspects of nucleotides by leaving the helix intact. This is a direct consequence of wave/particle duality. If we set up the experiment one way (sequencing), we see particles and if we set it up another way, we see waves (conductance), but we cannot see both with the same experiment. No matter how advanced the technology or how accurately we measure, if our hypotheses about causality determine our research designs and the research designs set up the experiments to see only one type of data, bias has been built into the experiment. The choice of setting up the experiment to see waves or particles is one that most scientists are currently making unawares. Biomedical research tends to focus on particles (e.g., base pairs, mutations, proteins, etc.) to the exclusion of waves (endogenous bioelectric fields). Well-known examples of endogenously generated fields are electrophysiological measurements such as EEG, galvanic skin response, electrocardiograms, and muscle tension, all of which can be measured by electrodes placed on the skin. However, these signals that are used to diagnose underlying pathology (e.g., myocardial infarction), are routinely regarded as epiphenomena or biomarkers that have no causal role. This interpretation stems from the underlying belief that causality can be found only in matter.

Many aspects of the cell cycle and systemic functioning are regulated by biophysical (bioelectric) signals. These include cell division and proliferation, embryonic development (e.g., left-right body asymmetry, axon outgrowth), epithelial wound healing, tissue regeneration and cancer cell migration [13-15]. These signals stem from the fact that all cells (not just neurons) receive and respond to both bioelectric and biochemical cues [16]. There are two cellular mechanisms in somatic cells that are primarily responsible for the generation of these endogenous bioelectric fields. The first involves cell and mitochondrial membranes that contain multiple types of ion channels (e.g., K+, Na+, Cl-) which create concentration gradients across the membrane and function as gates for substances that enter and exit the cell. Ions cross the membrane by diffusion and by electric fields. These gradients create a voltage potential across the membrane, which in healthy cells is more negative on the inside of the cell than on the outside [13,17-22]. Eukaryotic cells also have a cytoskeleton composed primarily of microtubules and actin filaments that structure the cell and generate movements without any major chemical changes. These hollow microtubules that play a very important role in cell division vibrate and have electric dipole moments due to asymmetry in their electron distribution [23-25]. Their structure and vibrational characteristics create an ionic charge layer on the outside of the microtubule. These bioelectric mechanisms, as well as the polar and polarization properties of matter in general, have led to the conclusion that endogenous electromagnetic fields play an important role in organization and order [13,26].

Limitations of Particulate Matter Study Designs in Cancer

The primary objective of cancer therapeutics is to kill cancer cells; and this was the justification for the use of cytotoxic chemotherapies that inhibit mitosis in all cells, because they are particularly toxic to cancer cells (which divide much more rapidly than normal cells). However, in order to reduce collateral damage, therapeutics in recent years have evolved towards pharmaceutical treatments that inactivate specific molecular targets [27,28]. The aim of targeted treatments is to knock out key biochemical signalling pathways relevant to cancer phenotypes using targets such as the inhibition of receptor tyrosine kinases that regulate different cellular processes (e.g., growth promoting signals from hormones in certain types of breast cancer). Despite these advances and increasing knowledge of tumour-biology, and despite initial positive responses to therapy, cancers seem to have a virtually limitless ability to respond to treatment by reprogramming cells and developing resistance to specific therapeutics [29]. In fact, oncology has one of the poorest records for investigational drugs in clinical development, with success rates that are more than three times lower than for cardiovascular disease” [29] and cancer chemoprevention is “an almost universal failure” [30].
Although this sounds dire, therapeutic progress has been made. Overall age adjusted cancer mortality rates decreased about 1.5% per year between 2003-2012 [31]. Despite this fact, mortality rates have risen for certain cancers, such as liver, anus, and pancreatic cancer in both sexes. In men, mortality rates for melanoma, tonsil, thyroid and oropharynx cancers have risen, as have uterine and vulvar cancers in women [31]. Thus, we have made progress but it has not kept pace with the rapid technical advances and large financial investments in omics and analytic technologies.

There are multiple possible explanations for this, one of which may be an almost exclusive emphasis on particulate matter (biochemical) aspects of cancer. The current paradigm for cancer research is a cell centric model based on the clonal expansion and selective growth of specific gene mutations or expression profiles [32]. However, tumours of similar phenotypes, including cells within the same tumour, display a remarkable heterogeneity with respect to mutated genes [32]. Additionally, the number of mutations that occur on a daily basis far exceeds the incidence or prevalence of cancer and does not lend itself to a reductionist model. Cells wear out and are replaced on a regular basis, which means that the probability of mutations is extremely high. It has been estimated that of the 10 trillion cells in the human body, about 70 billion divide to make new cells every day [33] and that the number of DNA lesions per day lies between 104 and 105 [34, 35].

Mutations can come about through depurination and depyrimidation of DNA; proofreading and mismatch errors during DNA replication; deamination of 5-methylcytosine to produce C to T base pair substitutions; and damage to DNA or its replication by cellular defence mechanisms [36]. In fact deamination alone, is estimated to occur at steady-state level of 5-10,000 lesions per cell per day, which if not corrected would be mutagenic [37, 38]. If random mutations were enough to cause cancer, there is a high probability that human evolution would have gone the way of the dinosaurs.

It has also been demonstrated that genome-wide epigenetic changes actually precede cancer [39], indicating the carcinogenic involvement of gene activity not related to mutations. Genome-wide changes also suggest disruption and/or malfunction in multiple systems that could destabilize anti-tumour defenses and create host susceptibility to tumorigenesis at a localized site, (e.g., by reducing DNA repair capability, apoptosis or immune defenses)

Biological signalling is the method the body uses to regulate and coordinate the activity of interacting systems and maintain dynamic equilibrium at different organizational levels. The focus of current research in this area is biochemistry, and a key part of this is the conceptualization of regulatory pathways as simple linear chains of causation that lead to a particular phenotype; whereas, in reality, these pathways fan out to affect hundreds to thousands of other genes [40]. This means that there can be unintended off-target effects even with targeted therapies [41]. The ca. 20,000 protein coding genes in the human genome interact with networks of transcription factors and other gene expression regulators (e.g., RNA binding proteins, mi RNAs, chromatin), to give rise to gene expression patterns that are highly complex [39]. This complexity takes the form of molecular interactions between genes and proteins that are regulated by networks rather than a series of parallel pathways [27, 42-44]. This signalling includes fulfilling energy requirements and metabolic changes required by abnormal cell proliferation in cancer, as well as generating biosynthetic activity that greatly differs from that of normal cells [45].

For these reasons, and the fact that tumour cells can be reverted to normal cells when placed into different microenvironments [46-48], many scientists have begun to refer to cancer as a systemic disease and to tumours as dynamic organisms involving complex interactions and dysfunction (not just mutations) at multiple levels [27, 49-52].

**Implications of Study Design for Clinical Inference in Oncology**

These data lead us to the conclusion that neither the clonal genetic model nor the epigenetic progenitor models are sufficient for understanding cancer etiology and progression. Both are devoid of any discussion of the body's pervasive bioelectric signalling systems. The importance of wave/particle duality for design in biomedical research is illustrated by the fact that bioelectric cell states such as those described above, result from post-translational gating of ion channels (their being opened and closed by a range of local but non-cell-autonomous signals) [53]. This means that two cells with the same protein profile can have vastly different physiological states [53]. Consequently, proteomics (particulate matter) analyses are not sufficient for understanding their function. This information is unknown to mainstream oncology researchers because their experimental designs do not make it available. The fact that bioelectric signalling can induce or suppress tumorigenesis without DNA damage through modulation of a number of different channels or pumps [53] is also unrecognized by most medical scientists. Yet accumulating data indicate that in order to understand abnormal cell proliferation and metastasis, we need to measure both bioelectric and biochemical signalling and integrate them into a cohesive conceptualization of the dynamics in tumour biology.

"Biologists are beginning to explore the idea that cancer is not a genetic disease of specific loci but rather a kind of attractor in a multi-dimensional transcriptional space describing cell states" [53]. This refers to states of dynamic equilibrium to which fluctuating systems return after being perturbed. The human body, which functions far from thermodynamic equilibrium, is a dynamical system that exchanges air, nutrients and other substances with the surrounding environment. To maintain health, the body must be facile at continually responding to internal and external demands and stimuli. Each cell in the body has essentially the same genes. Differentiation into phenotype and maintenance of functional equilibrium require coordination of gene and protein expression within and between various tissues, as well as the direction of blood, energy and other functions to locations where they are needed at a particular point in time. All of this requires the transmission and coordination of information through multiple hierarchical systems, and occurs through signalling processes characterized by both wave and particulate aspects. The primary difference is that biochemical signals are transferred from receptor to receptor, whereas biophysical (bioelectric) signals are propagated as fields.

Attractors return to their original state after perturbation as long as the perturbation is not so great that it exceeds the attractor's counteracting feedback mechanisms. An appropriate analogy for cancer might be similar to 'a straw that broke the camel's back.' The 'state' of the camel, i.e., standing and bearing the weight being loaded onto its back, continues until a straw, an exceedingly small change compared to all the luggage previously piled onto its back, causes the entire system (the camel) to collapse. All the physiological thresholds that the camel previously employed to bear additional weight (e.g., muscle strength, balance, heart rate, blood sugar levels) collapsed because the addition of that tiny straw perturbed the system beyond its
ability to recover. In dynamical systems theory, such a huge change stemming from a small perturbation is referred to as a ‘bifurcation’, which can lead to a completely new attractor. For the camel, the new attractor is rest. The legs no longer function in their normal way to help the camel stand up, the heart rate is not sufficient, and blood sugar is too low. Genetic mistakes cannot survive if the body is functioning at a state of healthy dynamic equilibrium. Multiple redundant biochemical and biophysical (e.g. Bioelectric) mechanisms regulate function at the molecular, cellular and systemic levels to coordinate appropriate DNA repair, apoptosis, immune function, tissue repair and tumour suppression needed to destroy mutated cells and restore order. That is why cancer is more appropriately referred to as a systemic rather than a molecular disease. Problems (cancers) arise when the healthy attractor is perturbed beyond a point where the body's allosteric load exceeds its ability to repair itself (e.g., through dysfunction that accompanies aging, ingestion of toxicants, or exposure to carcinogens). A new attractor, a tumour, then evolves to replace it. At this point physiological functions have changed to such an extent that they support the new attractor. These system wide changes explain why tumours are so adept bypassing targeted therapies as shown in Figure 1.

**Figure 1:** A bifurcation occurs when a small change made to the parameter values of a system causes a sudden ‘qualitative’ change in its behaviour (‘straw that broke the camel’s back’). [*VGSC=voltage gated sodium channels*].

### Biophysical Signalling: A Gap in Oncology Research

A primary gap in mainstream oncology research is integration of the role of biophysical signalling pathways. The intrinsic bioelectric characteristics of cells and DNA are seldom incorporated into study designs of either dysfunctional molecular and cellular signal transduction, or integrated systemic regulation.

In normal, healthy cells, the inside of the cell is negative with respect to the outside. Changes in membrane potential arise from combined actions of many channels and pumps that segregate ions across the cell surface [13]. When the flow of ions, such as an influx of Na+, across the membrane reduces the potential difference between the inside and the outside of the cell, we say that the cell becomes depolarized. Hyperpolarization occurs when voltage across the membrane increases, due either to an efflux of positive (e.g. + ions) or an influx of negative ions such as Cl-. Depolarization is typical of cancer cells [54,55] and it has been demonstrated that depolarization reduces the differentiated phenotype [56], suggesting a role for membrane potential in the epithelial/mesenchymal transition. Mechanistically, in both healthy and malignant cells, ligand and voltage gated channels have been implicated in cell cycle check points during mitosis [19,55].

Hyperpolarization and depolarization characterize different phases of cell cycle progression accompanied by changes in the influx and efflux of different ions (Ca2+,Na+,Cl-) [13]. Accumulation of Ca2+ into mitochondria regulates mitochondrial metabolism and causes transient depolarization of mitochondrial membrane potential [57]. Impaired mitochondrial Ca2+ uptake alters the spatiotemporal characteristics of cellular (Ca2+) signalling and down-regulates mitochondrial metabolism [57]. Impaired or abnormal Ca2+ overload may also lead to pathological states associated with cell death [57]. It has long been known that an excess of dairy (calcium) intake is a risk factor for prostate cancer [58-59] and it has been assumed that this is due to a lowering of concentrations of dihydroxyvitamin D3 a hormone thought to protect against prostate cancer [58]. Data on the
role of Ca2+ in cell signalling indicates that it might be important to also investigate the role calcium in bioelectric signalling related to prostate cancer [59].

Trans membrane voltage gradients control cell proliferation migration, differentiation, and orientation [13,60-64]. In fact, ion channels have been implicated in all the hallmarks of cancer, including self-sufficiency in growth signals, insensitivity to antigrowth signals, evasion of programmed cell death, limitless replicative potential, sustained angiogenesis and tissue invasion and metastasis [19]. Why is clinical oncology research not making use of this abundant evidence in clinical research paradigms? Microtubules, the other source of endogenous voltage potentials, are the primary organizers of the cytoskeleton and the electro-dynamic fields they generate are involved in organization, transport of molecules, interactions and information transfer [65]. Their structure is nonlinear and extraordinarily elastic, utilizing energy supplied by hydrolysis of GTP to GDP [24-26]. Microtubules play an important role in cell cycle regulation [65,66] and it has been suggested that this regulatory activity is organized by quantum coherence and quantum entanglement among microtubule based centrioles and mitotic spindles [67]. A review of the evidence [67] shows that cancer cells do not divide symmetrically but have asymmetrical and multipolar distributions that are coordinated in space and time by centrioles. In vitro experiments in cultured cells show that when centrosomes (which contain the centrioles) are removed from the nucleus, it can re-establish an organizing centre but cannot undergo cell division/mitosis [67]. The scope of the present article does not permit detailed description of microtubule function but they are ferromagnetic lattices composed of tubulins that can assume multiple different conformational states. Even though they exist at room temperature, the water in cells is ordered due to surface charges [68], which creates a more crystal-like structure [67]. Molecules in the ordered state have lower energy than those in a disordered state and they oscillate in a common rhythm called a coherence domain [69]. This creates the possibility that they may transiently function similarly to a Bose-Einstein condensate but at room temperature, unifying the mitotic complex with quantum coherence [67]. This theory would account for the replication of the three dimensional centriole structural geometry that is unlike that of DNA replication where mRNA comes into direct contact and binds with its complement [67].

Data also indicate that microtubules are involved in cancer not only through their role in mitosis and cell cycle regulation but also through their association with mitochondria and the Warburg effect [67]. Microtubules and mitochondria co-localize and generation of electromagnetic fields by microtubules depends on the function of mitochondria that supply its energy. Production of ATP utilizes an electrochemical proton gradient across the inner membrane of the mitochondria and the mitochondria alter the fields around microtubules through proton transfer. Because microtubules play a primary role in cell division, any serious theory of carcinogenesis mandates a quantum mechanical approach to better understanding their role and interactions with surrounding organelles in the cell.

In addition, although there are two known generators of endogenous bioelectric fields in the body, interactions between (cell and mitochondrial) membrane potentials and those generated by microtubules are not well understood. Because of data suggest an important role for both of them in carcinogenesis, this should be a focus of future research. Their structural proximity to each other and the fact that they propagate as fields rather than linear pathways, suggests the importance of quantum approaches.

Conclusion

Cancer is not a cell centric phenomenon. As we move beyond this paradigm to a systems approach, it would make sense to change the clinical goal from one of killing cells to reprogramming them back to a healthy attractor. Killing cells is based on the concept of using antibiotics to kill bacteria. The difference is that bacteria are an outside invader, whereas tumour cells are part of one's own body. Killing to heal may not be the best approach. Data suggest that micro-environmental reprogramming through a combination of biochemical and bioelectric signalling may be the next step in making significant strides towards the reduction of cancer mortality.
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