Extremes of the 2d scale-inhomogeneous discrete Gaussian free field: Extremal process in the weakly correlated regime
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Abstract. We prove convergence of the full extremal process of the scale-inhomogeneous discrete Gaussian free field in dimension two in the weak correlation regime. The scale-inhomogeneous discrete Gaussian free field is obtained from the 2d discrete Gaussian free field by modifying the variance through a function $I : [0, 1] \to [0, 1]$. The full extremal process converges to a cluster Cox process. The random intensity of the Cox process depends on $I'(0)$ through a random measure $Y$ and on $I'(1)$ through a constant $\beta$. We show that, in law, the random measure, $Y$, is equal to the Liouville Quantum Gravity measure at sub-critical temperature $\alpha = 2\sigma(0)$. The cluster process, which only depends on $I'(1)$, can be described as atoms of a standard 2d discrete Gaussian free field conditioned to be unusually high.

1. Introduction

Log-correlated processes have received a lot of attention in recent years, see e.g. Aïdékon et al. (2013); Arguin et al. (2013); Ding et al. (2017); Biskup and Louidor (2018); Bovier and Hartung (2014); Mallein (2015); Fyodorov (2004); Maillard and Zeitouni (2016); Arguin et al. (2017, 2019). Prominent examples are branching Brownian motion (BBM), the two-dimensional discrete Gaussian free field (DGFF), cover times of Brownian motion on the torus, characteristic polynomials of...
random unitary matrices or local maxima of the randomized Riemann zeta function on the critical line. One of the key features in these models is that their correlations are such that they start to become relevant for the extreme values of the processes. In particular, one is interested in the structure of the extremal processes that arises when the size of the index set tends to infinity. In the case of the 2d DGFF, one considers the field indexed by the vertices of a lattice box of side length \( N \), where \( N \) is taken to infinity. In this paper, we study the extremal process of the scale-inhomogeneous 2d DGFF in the weakly correlated regime. The model first appeared as a tool to prove Poisson-Dirichlet statistics of the extreme values of the 2d DGFF (Arguin and Zindy, 2015). In the context of the 2d DGFF, it is the natural analogue model of variable-speed BBM or the time-inhomogeneous branching random walk (BRW). We start with a precise definition of the model we consider in the following.

**Definition 1.1** (2d discrete Gaussian free field (DGFF)). Let \( N \in \mathbb{N} \) and \( V_N = [0,N]^2 \cap \mathbb{Z}^2 \). Then, the centred Gaussian field \( \{ \phi^N_v \}_{v \in V_N} \) with correlations given by the Green kernel \( G_{V_N}(v,w) := \frac{\pi}{2} \mathbb{E}_v \left[ \sum_{k=0}^{\tau_{\partial V_N} - 1} 1_{s_k = w} \right] \), \( v,w \in V_N \) (1.1) is called DGFF on \( V_N \). Here, \( \mathbb{E}_v \) is the expectation with respect to the simple random walk (SRW) \( \{ S_k \}_{k \geq 0} \) on \( \mathbb{Z}^2 \) started in \( v \) and \( \tau_{\partial V_N} \) denotes the hitting time of the SRW hitting the boundary \( \partial V_N \). Note our particular choice of scaling for the Green function.

Next, we define the 2d scale-inhomogeneous DGFF.

**Definition 1.2** (2d scale-inhomogeneous DGFF). Let \( \{ \phi^N_v \}_{v \in V_N} \) be a DGFF on \( V_N \). For \( v = (v_1,v_2) \in V_N \) and \( \lambda \in (0,1) \), set
\[
[v]_\lambda \equiv [v]^N_\lambda := \left( \left[ v_1 - \frac{1}{2} N^{1-\lambda}, v_1 + \frac{1}{2} N^{1-\lambda} \right] \times \left[ v_2 - \frac{1}{2} N^{1-\lambda}, v_2 + \frac{1}{2} N^{1-\lambda} \right] \right) \cap V_N. \tag{1.2}
\]
We set \( [v]_0^N := V_N \) and \( [v]_1^N := \{ v \} \). We denote by \( [v]_\lambda^\circ \) the interior of \( [v]_\lambda \). Let \( \mathcal{F}_{\partial [v]_\lambda^\circ \cup [v]_\lambda^\circ} := \sigma \left( \{ \phi^N_v, v \notin [v]_\lambda^\circ \} \right) \) be the \( \sigma \)-algebra generated by the random variables outside \( [v]_\lambda^\circ \). For \( v \in V_N \), let
\[
\phi^N_v(\lambda) = \mathbb{E} \left[ \phi^N_v \mid \mathcal{F}_{\partial [v]_\lambda^\circ \cup [v]_\lambda^\circ} \right], \quad \lambda \in [0,1]. \tag{1.3}
\]
We denote by \( \nabla \phi^N_v(\lambda) \) the increment, \( \lim_{h \to 0} \phi^N_v(\lambda + h) - \phi^N_v(\lambda) \), of the DGFF at vertex \( v \) and scale \( \lambda \), which simply is a discrete increment. Moreover, let \( s \mapsto \sigma(s) \) be a non-negative function such that \( \mathcal{I}_{\sigma^2}(\lambda) := \int_0^\lambda \sigma^2(x) dx \) is a function on \( [0,1] \) with \( \mathcal{I}_{\sigma^2}(0) = 1 \) and \( \mathcal{I}_{\sigma^2}(1) = 1 \). The 2d scale-inhomogeneous DGFF on \( V_N \) is a centred Gaussian field, \( \psi^N := \{ \psi^N_v \}_{v \in V_N} \), defined as
\[
\psi^N_v := \int_0^1 \sigma(s) \nabla \phi^N_v(s) ds. \tag{1.4}
\]
For \( \delta > 0 \), let \( V^\delta_N = [\delta N, (1-\delta)N]^2 \cap \mathbb{Z}^2 \). Fels and Hartung (2019, Lemma 3.3 (ii)) shows that it is a centred Gaussian field with covariance given by
\[
\mathbb{E} \left[ \psi^N_v \psi^N_w \right] = \log N \mathcal{I}_{\sigma^2} \left( \frac{\log N - \log \| v - w \|_2}{\log N} \right) + O(1), \quad \text{for } v,w \in V^\delta_N, \tag{1.5}
\]
with \( \log_+ = \max \{ 0, \log(x) \} \).

Note that when choosing \( \mathcal{I}_{\sigma^2}(x) \equiv x \), the field, \( \{ \psi^N_v \}_{v \in V_N} \), is the usual DGFF as in Definition 1.1. In this paper we consider the weak correlation regime, in which the correlations of \( \{ \psi^N_v \}_{v \in V_N} \) are smaller than in the usual DGFF.
Assumption 1.3 (Assumption of weak correlations). In the rest of the paper, \( \{\psi_v^N\}_{v \in V_N} \) is always a 2d scale-inhomogeneous DGFF on \( V_N \). We assume that \( I_{\sigma^2}(x) < x \), for \( x \in (0,1) \), and that \( I_{\sigma^2}(1) = 1 \). Moreover, we assume that \( s \mapsto \sigma^2(s) \) is differentiable at 0 and 1, and satisfies \( \sigma(0) < 1 \) and \( \sigma(1) > 1 \).

Under Assumption 1.3 we proved in Fels (2019); Fels and Hartung (2019), building on work by Arguin and Ouguet, Arguin and Ouvitz (2016), the sub-leading order correction, tightness and convergence of the appropriately centred maximum. More explicitly, there exists a constant, \( \beta = \beta(\sigma(1)) \), which depends only on the final variance \( \sigma^2(1) \), and a random variable, \( Y = Y(\sigma(0)) \), depending only on the initial variance \( \sigma^2(0) \), such that, for any \( z \in \mathbb{R} \),

\[
\lim_{N \to \infty} \mathbb{P} \left( \max_{v \in V_N} \psi_v^N \leq m_N - z \right) = \mathbb{E} \left[ \exp \left[ -\beta Ye^{-2z} \right] \right],
\]

where \( m_N := 2 \log N - \frac{\log \log N}{4} \). In particular, the limiting law solely depends on \( \sigma(0) \) and \( \sigma(1) \) and is therefore universal in the considered regime. Note that \( m_N \) is also the order of the maximum of \( N \) iid centred Gaussians with variance \( \log N \), in which case the law of the centered maximum is simply Gumbel (see Bovier, 2017, Theorem 1.2). In particular, it differs from the centring of the maximum value in case of the usual 2d DGFF, in which one observes an additional logarithmic correction such that the correct centring in this case is \( 2 \log N - \frac{3 \log \log N}{4} \) (see Bramson and Zeitouni, 2012). Moreover, we proved in Fels and Hartung (2019, Theorem 2.2) that under Assumption 1.3, points whose height is close to the maximum are either \( O(N) \) apart or within distance \( O(1) \). In particular, there is a constant \( c > 0 \), such that

\[
\lim \lim_{r \to \infty} \lim_{N \to \infty} \mathbb{P} \left( \exists u, v \in V_N \text{ with } r \leq \|u - v\|_2 \leq \frac{N}{r} \text{ and } \psi_u^N, \psi_v^N \geq m_N - c \log \log r \right) = 0.
\]

To state our results, we introduce some additional notation. Let \( A \subset [0,1]^2 \) and \( B \subset \mathbb{R} \) be two Borel sets. For \( v \in \mathbb{Z}^2 \) and \( r > 0 \), let its \( r \)-neighbourhood be \( \Lambda_r(v) = \{ w \in \mathbb{Z}^2 : \|v - w\|_2 \leq r \} \).

Then, define

\[
\eta_{N,r}(A \times B) := \sum_{v \in V_N} 1_{\psi_{\max_{u \in \Lambda_r(v)}}^N \psi_{\max_{u \in \Lambda_r(v)}}^N \chi_A(\psi_{\max_{u \in \Lambda_r(v)}}^N - m_N) \chi_B},
\]

\( \eta_{N,r} \) is a point measure encoding both position and relative height of extreme local maxima in \( r \)-neighbourhoods. To study distributional limits of these point measures, we equip the space of point measures on \([0,1]^2 \times \mathbb{R}\) with the vague topology. Our first result is convergence of \( \eta_{N,r} \) to a Poisson point process (PPP) with a random intensity measure. We set \( \bar{\mathbb{R}} = \mathbb{R} \cup \{\infty\} \).

**Theorem 1.4.** Let \( \{\psi_v^N\}_{v \in V_N} \) be a scale-inhomogeneous DGFF satisfying Assumption 1.3. Then, there is a random measure \( \bar{Y}(dx) \) on \([0,1]^2 \) which depends only on the initial variance \( \sigma(0) \) and satisfies almost surely \( \bar{Y}([0,1]^2) < \infty \) and \( \bar{Y}(A) > 0 \), for any open and non-empty \( A \subset [0,1]^2 \). Moreover, there is a constant \( \beta = \beta(\sigma(1)) > 0 \), depending only on the final variance \( \sigma(1) \), such that, for any sequence \( r_N \) with \( r_N \to \infty \) and \( r_N/N \to 0 \), as \( N \to \infty \),

\[
\eta_{N,r_N} \overset{N \to \infty}{\to} \mathbb{P} \left( \bar{Y}(dx) \otimes e^{-2h} \right),
\]

where convergence is in law with respect to the vague convergence of Radon measures on \([0,1]^2 \times \bar{\mathbb{R}}\).

Moreover, the random measure, \( \bar{Y}(dx) \), can be characterized more explicitly. For each \( \alpha \in [0,\infty) \), define the sequence of random measures,

\[
\varphi^\alpha_N(dx) := 1_{[0,1]^2}(x) \exp \left[ \alpha \phi_{[x,N]}^N - \frac{\alpha^2}{2} \mathbb{E} \left[ \left( \phi_{[x,N]}^N \right)^2 \right] \right] dx.
\]

By Kahane (1985) and Shamov (2016), there exists a random, almost surely finite Borel measure, \( \varphi^\alpha \), called Gaussian multiplicative chaos associated with the continuum Gaussian free field, also
Theorem 1.5. There exists a constant, surely, known as Liouville Quantum Gravity measure. It is concentrated on \([0, 1]^2\) and such that, for any measurable set \(A \subset [0, 1]^2\),
\[
\lim_{N \to \infty} \varphi_N^α(A) = \varphi_∞^α(A) \quad \text{a.s.} \tag{1.11}
\]
It is known (Rhodes and Vargas, 2014, Theorem 5.5) that, for each \(α \in (0, 2)\), we have almost surely, \(\varphi_∞^α([0, 1]^2) > 0\).

**Theorem 1.5.** Let \(s \mapsto \mathcal{I}_s\) and the random measure, \(Y(\sigma(0))(dx)\), be as in Theorem 1.4. Then, there exists a constant, \(c \in (0, \infty)\), such that, in distribution,
\[
Y(\sigma(0))(dx) = c\varphi_∞^{2\sigma(0)}(dx). \tag{1.12}
\]
In particular, \(Y\) has the law of the Liouville Quantum Gravity measure on \([0, 1]^2\) corresponding to (sub-critical) parameter \(α = 2\sigma(0)\).

We remark that Biskup and Louidor (2019) provide an alternative description of the Liouville Quantum gravity measure at sub-critical temperature, \(α \in (0, 2)\), via the random measure encoding the location of the intermediate level sets of the usual DGFF, which are composed of the vertices which lie a fraction \(α/2\) above the global maximum. In particular, they identify a number of axiomatic properties of this measure which uniquely characterize its law (Biskup and Louidor, 2019, Theorem 2.3). In the critical case, when \(α = 2\), \(\varphi_∞^2\) was identified by Biskup and Louidor (2018) with the so-called derivative martingale, the random intensity measure governing the extremal process of the 2d DGFF.

As the field at nearby vertices is strongly correlated, around each local maximum there will naturally be plenty of particles being close to it. Together with location and height of \(r\)-local maxima, we encode them in the point process
\[
\mu_{N,r} := \sum_{v \in V_N} 1_{\psi^N_v = \max_{u \in A_r(v)} \psi^N_u} \delta_{\psi^N_v/m_N} \otimes \delta_{\psi^N_{v+\bar{w}} \in \{0\}} \otimes \delta_{\psi^N_{v+\bar{w}}} w \in \mathbb{Z}^2. \tag{1.13}
\]
These are Radon measures on \([0, 1]^2 \times \mathbb{R} \times \mathbb{R}^2\). We consider this space equipped with the topology of vague convergence. The following theorem shows convergence of \(\mu_{N,r}\), the full extremal process.

**Theorem 1.6.** There is a probability measure \(θ\) on \([0, \infty)^{\mathbb{Z}^2}\) such that for each \(r_N\) with \(r_N \to \infty\) and \(r_N/N \to 0\), as \(N \to \infty\),
\[
\mu_{N,r_N} \to PPP\left(Y(dx) \otimes βe^{−2h}dh \otimes Ξ(du)\right). \tag{1.14}
\]
The convergence is in law with respect to the vague convergence of Radon measures on \([0, 1]^2 \times \mathbb{R} \times \mathbb{R}^2\). Moreover, \(Ξ\) is given by the weak limit,
\[
Ξ(A) = \lim_{r \to \infty} \mathbb{P}\left(\phi^N_{\mathbb{Z}^2 \setminus \{0\}} + 2σ(1)a(w) \in \mathbb{Z}^2 \setminus \{0\}, \varphi^N_{\mathbb{Z}^2 \setminus \{0\}} + 2σ(1)a(w) \geq 0, \forall \|w\|_2 \leq r\right), \tag{1.15}
\]
with
\[
a(w) = \lim_{N \to \infty} G_{\mathbb{Z}^2}[(N, N), (N, N)] − G_{\mathbb{Z}^2}[(N, N), (N, N) + w], \tag{1.16}
\]
bring the potential kernel and where the field, \(\{\phi^N_{\mathbb{Z}^2 \setminus \{0\}} : x \in \mathbb{Z}^2\}\), is the DGFF on \(\mathbb{Z}^2 \setminus \{0\}\). In addition, \(Ξ_0 = 0\) and \(|\{w \in \mathbb{Z}^2 : ν_w \leq c\}| < \infty, Ξ\)-a.s. for each \(c > 0\).
Note that the field, \( \{ \phi_w^{Z^2}\{0\} : x \in Z^2 \} \), is also referred to as the pinned field, that is the DGFF on \( Z^2 \) pinned to zero at the origin. In particular, it is a centred Gaussian field with correlations given by
\[
\mathbb{E} \left[ \phi_x^{Z^2}\{0\} \phi_y^{Z^2}\{0\} \right] = a(x) + a(y) - a(x - y),
\]
with \( x \mapsto a(x) \) being the potential kernel as in (1.16). The latter admits the asymptotic form, \( a(x) = \log \|x\| + O(1) \), as \( \|x\| \to \infty \) (see Lawler and Limic, 2010, Theorem 4.4.4). Regarding the measure, \( \mu_{N,r,N} \), as defined in (1.13), one would naturally want to write the cluster law, i.e. its third coordinate, as a probability measure on the configurations of the field, \( \{ \psi_u^N - \psi_u^{N+w} : w \in Z^2, \|w - v\| \leq r_N \} \), when conditioning \( u \) to be an extreme local maximum. Considering the fact that the cluster law only sees the field in a “local” neighbourhood of an extreme local maximum and due to the regularity of the variance at these fine scales (see Assumption 1.3), one can replace the field \( \{ \psi_u^N : v \in V_N \} \) by the scaled 2d DGFF, \( \{ \sigma(1) \phi_v^N : v \in V_N \} \). Conditioning on both position and height of the corresponding extreme local maximum, and shifting its position to the origin, we can replace the 2d DGFF by the pinned field with a deterministic shift, \( 2\sigma(1)a(w) \), for \( w \in Z^2 \). The shift reflects the fact that the height of the extreme local maximum at the origin is roughly \( m_N \) and the variance of the field being \( \sigma(1) \). The condition to have an extreme local maximum at the origin translates into the condition in (1.15). As a consequence of Theorem 1.6, we obtain convergence of the extremal process
\[
\eta_N := \sum_{v \in V_N} \delta_{\theta/vN} \otimes \delta_{\psi^N - m_N},
\]
to a cluster Cox process.

**Corollary 1.7.** Let \( \{(x_i, h_i) : i \in \mathbb{N}\} \) enumerate the points in a sample of \( PPP \left( Y(dx) \otimes \beta e^{-2h} dh \right) \). Let \( \{\theta_w^{(i)} : w \in Z^2\}, i \in \mathbb{N}, \) be independent samples from the measure \( \Xi \), independent of \( \{(x_i, h_i) : i \in \mathbb{N}\} \). Then, as \( N \to \infty \),
\[
\eta_N \to \sum_{i \in \mathbb{N}} \sum_{w \in Z^2} \delta_{(x_i, h_i - \theta_w^{(i)})}.
\]
The convergence is in law with respect to the vague convergence of Radon measures on \( [0,1]^2 \times \mathbb{R} \). Moreover, the measure on the right-hand side of (1.19) is locally finite on \( [0,1]^2 \times \mathbb{R} \) a.s.

1.1. Related work. Choosing \( \sigma(x) \equiv 1 \), for \( x \in [0,1] \), in (1.4) gives the 2d DGFF. Its maximum value was investigated by Bolthausen et al. (2001); Daviaud (2006); Bolthausen et al. (2011); Bramson and Zeitouni (2012); Ding (2013); Ding and Zeitouni (2014); Bramson et al. (2016), which culminated in the proof of convergence of the maximum Bramson et al. (2016). Biskup and Louidor proved convergence of the extremal process encoding local maxima and the field centred at those, to a cluster Cox process (Biskup and Louidor, 2016, 2018). The random intensity measure is identified with the so-called Liouville quantum gravity measure (Biskup and Louidor, 2019). The cluster law of the 2d DGFF admits a closely related formulation to the one we obtain in Theorem 1.6, namely
\[
\Xi_{DGFF}(A) = \lim_{r \to \infty} \mathbb{P} \left( \left( \phi_v^{Z^2}\{0\} + 2a(v) \right)_{v \in Z^2} \in A \left| \phi_w^{Z^2}\{0\} + 2a(w) \geq 0, \forall \|w\|_1 \leq r \right. \right),
\]
\[\forall A \in \mathcal{B} \left( [0,\infty)^{Z^2} \right).\]
The slight, however important difference, is that the factor \( \sigma(1) \) in (1.15) is equal to one. This causes the conditioning in (1.20) to be asymptotically singular. There is another possible regime in the scale-inhomogeneous DGFF, i.e. when \( \mathcal{L}_{\sigma^2}(x) > x \), for some \( x \in (0,1) \). When \( x \mapsto \mathcal{L}_{\sigma^2}(x) \) is piecewise linear, the leading and sub-leading order of the maximum, as well as exponential tails of the centred maximum, in particular tightness, are known (Arguin and Ouimet, 2016; Fels, 2019).
Variable-speed branching Brownian motion (BBM), which first appeared in Derrida and Spohn (1988), is the natural analogue in the context of BBM of the scale-inhomogeneous DGFF. It is a centred Gaussian process indexed by the leaves of the super-critical Galton-Watson tree, and covariance given by $tA(d(v, w)/t)$, where $d(v, w)$ is the time of the most recent common ancestor of two leaves $v$ and $w$. The function, $x \mapsto A(x)$, in variable-speed BBM takes the role of the map, $x \mapsto I_{x^2}(x)$, in the case of the scale-inhomogeneous DGFF. $A(x)$ corresponds to standard BBM. Its extremal process was investigated in Aïdékon et al. (2013); Arguin et al. (2013); Bovier and Hartung (2017); Bramson (1978); Lalley and Sellke (1987); Arguin et al. (2011, 2012); Cortines et al. (2019). In Aïdékon et al. (2013); Arguin et al. (2013), the cluster process was shown to be BBM conditioned on the maximum being larger than $\sqrt{2}t$, or alternatively given as the limiting distribution of the neighbours of a local maximum. The extremal process of variable-speed BBM was investigated in Bovier and Hartung (2014, 2015); Maillard and Zeitouni (2016); Fang and Zeitouni (2012); Bovier and Hartung (2020). In the regime of weak correlations, i.e. when $A(x) < x$, for $x \in (0, 1)$, $A'(0) < 1$ and $A'(1) > 1$, Bovier and Hartung (2014, 2015) proved convergence of the extremal process to a cluster Cox process. The cluster law can be described by the law of BBM in time $t$, conditioned on the maximum being larger than $\sqrt{2A'(1)t}$, which is a perfect match to the one in the weakly correlated regime of the scale-inhomogeneous DGFF in (1.15). In the regime when $A$ is strictly concave, Bovier and Kurkova (2004) showed that the first order of the maximum depends only on the concave hull of $A$. Moreover, Maillard and Zeitouni (2016) proved that the 2nd order correction is proportional to $t^{1/3}$.

Note that there are other models such as the BRW (Mallein, 2018) or first passage percolation (Kistler et al., 2020) where it was proven that the extremal process converges to a (cluster) Cox process.

1.2. Outline of Proof. We start to explain the proof of Theorem 1.4. First, we deduce tightness of $\eta_{N,r}$ from (1.6), (1.7) and a uniform exponential upper bound on extreme level sets, which is proven in Proposition 2.1. Then, we characterize possible limit laws as a Cox processes using a superposition principle as in Biskup and Louidor (2016). Finally, we need to show uniqueness of the random intensity measure. This follows from the convergence in distribution of multiple local maxima over disjoint subsets (see Theorem 2.5, proven in Section 4). The proof of Theorem 2.5 relies on ideas from the proof of convergence of the global maximum Fels and Hartung (2019). We give a detailed outline of the proof of Theorem 2.5 at the beginning of Section 4. In particular, Theorem 1.5 can be easily deduced from it.

Next, we explain the proof of Theorem 1.6. By (1.7), we know that extreme local maxima have to be separated at distance $O(N)$ and, due to correlations, are surrounded by $O(1)$ neighbourhoods of high points. We need to show that the $O(1)$ neighbourhoods of extreme local maxima converge to independent samples of a cluster law. Using (1.7) we know that also the $O(1)$ neighbourhoods must be at macroscopic distance, i.e. at distance of $O(N)$. To obtain independence of the clusters, we decompose the field into a sum of independent “local fields” that are zero outside the $O(1)$ neighbourhoods and a “binding field”, which captures the contributions from outside the neighbourhoods. The requirement of being a cluster around a local maximum then translates into the local field being smaller than the value at its centre. We then show convergence of the laws of the local fields conditioned on a local maximum at their centre. In particular, we deduce that the clusters are i.i.d. samples of a common cluster law. Together with convergence of the extremal process of local maxima, Theorem 1.4, this yields Theorem 1.6.

Structure of the paper: In Section 2, we prove Theorem 1.4. The necessary ingredient, convergence of multiple local maxima over disjoint subsets, i.e. Theorem 2.5, and the identification of the random measure with the sub-critical Liouville Quantum Gravity measure, i.e. Theorem 1.5, are proved in Section 4. The proof of Theorem 1.6 is provided in Section 3. The appendix recalls Gaussian comparison tools.
2. Proof of Theorem 1.4

It turns out that we are able to follow and use large parts of the proof for the DGFF by Biskup and Louidor (2016). As depicted in Biskup and Louidor (2016); Bovier (2017), the fact that the limiting point process takes the particular form of a generalized Poisson point process, is a consequence of a superposition property, which is due to its Gaussian nature along with certain properties of the field such as the separation of local maxima (Fels and Hartung, 2019) and tightness of extreme level sets. The main ingredient we need, in order to apply the machinery from Biskup and Louidor (2016) to obtain the distributional invariance and thus Poisson limit laws, is tightness of the point processes, which is a consequence of the following proposition and previous results in Fels and Hartung (2019).

For \( y \in \mathbb{R} \), we denote by
\[
\Gamma_N(y) = \{ v \in V_N : \psi_v^N \geq m_N - y \}, \tag{2.1}
\]
the level set above \( m_N - y \).

**Proposition 2.1.** There exists a constant \( C > 0 \), such that, for all \( z > 1 \) and all \( \kappa \),
\[
\sup_{N \geq 1} \mathbb{P}(|\Gamma_N(y)| > e^{\kappa z}) \leq C e^{2y - \kappa z}. \tag{2.2}
\]

**Proof:** By a first order Chebychev inequality, using that the variance of \( \psi_v^N \), for \( v \in V_N \), is bounded uniformly by \( \log N + o(1) \) (see (1.5)) and a standard Gaussian tail bound,
\[
\mathbb{P}(|\Gamma_N(y)| > e^{\kappa z}) \leq \tilde{C} \sqrt{\frac{\log N}{m_N}} N^2 \exp \left[-\frac{(m_N - y)^2}{2 \log N} - \kappa z \right] \leq C \exp [2y - \kappa z], \tag{2.3}
\]
which shows (2.2). \( \square \)

Proposition 2.1 together with Fels and Hartung (2019, Theorem 2.1) implies tightness of \( \{ \eta_{N,r_N} \}_{N \in \mathbb{N}} \), as the right-hand side of (2.2) tends to zero as \( \kappa \to \infty \).

2.1. Distributional Invariance. Let \((W_t)_{t \geq 0}\) be an independent standard Brownian motion started in 0. Given a measurable function \( f : [0, 1] \times \mathbb{R} \to [0, \infty) \) with compact support and all \( t \geq 0 \),
\[
f_t(x, h) = -\log \mathbb{E}^0 \left[ e^{-f(x, h + W_t - \frac{1}{2} t)} \right], \quad t \geq 0, \tag{2.4}
\]
where \( \mathbb{E}^0 \) is the expectation with respect to the Brownian motion \((W_t)_{t \geq 0}\).

**Theorem 2.2.** (cp. Biskup and Louidor, 2016, Theorem 3.1) Let \( \eta \) be any sub-sequential distributional limit of the processes \( \{ \eta_{N,r_N} \}_{N \geq 1} \), for some \( r_N \to \infty \) with \( r_N / N \to 0 \). Then, for any continuous function \( f : [0, 1] \times \mathbb{R} \to [0, \infty) \) with compact support and all \( t \geq 0 \),
\[
\mathbb{E} \left[ e^{-<\eta, f>} \right] = \mathbb{E} \left[ e^{-<\eta_t, f>} \right]. \tag{2.5}
\]

**Proof:** The proof of Theorem 2.2 is a rerun of the one in the case of the 2d DGFF (Biskup and Louidor, 2016, Theorem 3.1). We therefore omit details here. It essentially uses convergence of the maximum obtained in Fels and Hartung (2019) together with exponential bounds on level sets, see Proposition 2.1. \( \square \)

**Remark 2.3.** As we think that the interpretation of the statement by Biskup and Louidor (2016) is enlightening, we reproduce it here. Picking a sample, \( \eta \), of the limit process, we know by tightness that \( \eta(C) < \infty \) almost surely for any compact \( C \). This allows us to write
\[
\eta = \sum_{i \in \mathbb{N}} \delta_{(x_i, h_i)}, \tag{2.6}
\]
where \((x_i, h_i) \in [0, 1] \times \mathbb{R} \cup \{-\infty\} : i \in \mathbb{N}\) enumerate the points. Let \(\{W^{(i)}_t : i \in \mathbb{N}\}\) be a collection of independent standard Brownian motions, independent of \(\eta_t\), and set

\[
\eta_t := \sum_{i \in \mathbb{N}} \delta_{(x_i, h_i + W^{(i)}_t - \frac{1}{2} t)}, \quad t \geq 0.
\]

Using Fubini and dominated convergence, we have for all non-negative functions \(f\),

\[
\mathbb{E}\left[e^{-\langle \eta_t, f \rangle}\right] = \mathbb{E}\left[e^{-\langle \eta, f \rangle}\right].
\]

Theorem 2.2 then implies,

\[
\eta_t \overset{d}{=} \eta, \quad t \geq 0.
\]

We borrow from Biskup and Louidor (2016) a short heuristic argument why Theorem 2.2 should hold. Let \(\psi\) be a scale-inhomogeneous DGFF on \(V_N\) satisfying Assumption 1.3 and let \(\psi', \psi''\) be two independent copies of it. Fix some \(t > 0\). Then,

\[
\psi = \sqrt{1 - \frac{t}{\log N}} \psi' + \sqrt{\frac{t}{\log N}} \psi'' = \psi' - \frac{t}{2 \log N} \psi' + \sqrt{\frac{t}{\log N}} \psi'' + o(1),
\]

where we have used a Taylor expansion of the first square root, which has an error term \(O(t^2 / \log^2 N)\). Using the fact, that the first order of the maximum of the scale-inhomogeneous DGFF is \(\log N\), we obtain an error \(o(1)\). If we take \(v \in V_N\) away from the boundary, where \(\psi_v \geq m_N - y\) or \(\psi_v' \geq m_N - y\) and consider the \(r\)-neighbourhood \(\Lambda_r(v)\), we first note that, for \(w \in \Lambda_r(v)\), \(\psi''_w - \psi''_v = O(1)\), and so by the prefactor, we may write,

\[
\psi_w = \psi'_w - \frac{t}{2 \log N} \psi'_w + \sqrt{\frac{t}{\log N}} \psi''_w + o(1), \quad w \in \Lambda_r(v).
\]

Similarly, we know that \(\psi_w - m_N = O(1)\) and \(\psi'_w - m_N = O(1)\), for \(w \in \Lambda_r(v)\), and thus, we may replace \(\frac{t}{2 \log N} \psi'_w\) by \(\frac{t}{2 \log N} (m_N + O(1)) = t + o(1)\), to obtain

\[
\psi_w = \psi'_w - t + \sqrt{\frac{t}{\log N}} \psi''_w + o(1), \quad w \in \Lambda_r(v).
\]

Finally, we see that \(\sqrt{\frac{t}{\log N}} \psi''\) is asymptotically distributed as \(W_t\), where \((W_t)_{t \geq 0}\) is a Brownian motion. Further, we know from Fels and Hartung (2019, Theorem 2.2), that local extremes are at distance of order \(N\) and so the field \(\psi''\) in two such neighbourhoods has correlation of order \(O(1)\). The normalizing factor \(\sqrt{\frac{t}{\log N}}\) then implies that two such neighbourhoods are asymptotically independent. Thus, for \(N\) large, we have a one-to-one correspondence between local maxima of \(\psi\) and local maxima of \(\psi'\) by a shift in their height through independent Brownian motions with drift \(-1\).

2.2. Poisson limit law. Just as in Biskup and Louidor (2016), distributional invariance, Theorem 2.2, allows to extract a Poisson limit law for every such subsequence, i.e. for any sub-sequential limit of the extremal process. In our setting, we can directly apply Biskup and Louidor (2016, Theorem 3.2).

**Theorem 2.4.** Biskup and Louidor (2016, Theorem 3.2) Suppose that \(\eta\) is a sub-sequential limit of the process \(\eta_{N,r,N}\), that is a point process on \([0, 1]^2 \times \mathbb{R}\) such that, for some \(t > 0\), and all continuous functions \(f: [0, 1]^2 \times \mathbb{R} \to [0, \infty)\) with compact support, it holds, as in Theorem 2.2,

\[
\mathbb{E}\left[e^{-\langle \eta, f \rangle}\right] = \mathbb{E}\left[e^{-\langle \eta_t, f \rangle}\right].
\]
Moreover, assume that almost surely \( \eta([0, 1]^2 \times [0, \infty)) < \infty \) and \( \eta([0, 1]^2 \times \mathbb{R}) > 0 \). Then, there is a random Borel measure \( Y \) on \([0, 1]^2\), satisfying \( Y([0, 1]^2) \in (0, \infty) \) almost surely, such that
\[
\eta \overset{d}{=} \text{PPP} \left( Y(dx) \otimes \beta e^{-2h} dh \right).
\] (2.14)

2.3. Uniqueness. In this section, we show uniqueness of the extremal process of local extremes, i.e. of the limit \( \lim_{N \to \infty} \eta_{N,r_N} \). In light of Theorem 2.4, we do this by showing uniqueness of the random measure \( Y(dx) \). The proof is a generalization of the proof of uniqueness of the random variable \( Y \) in Fels and Hartung (2019, Theorem 2.1). We show that the joint law of local maxima converges in law and that this law can be written as a Laplace transform of the random measure \( Y(dx) \), which then implies uniqueness of \( Y(dx) \). For a set \( A \subset [0, 1] \), we write \( \psi_{N,A}^* = \max \{ \psi^N_v : v \in V_N, v/N \in A \} \).

**Theorem 2.5.** Let \( (A_1, \ldots, A_p) \) be a collection of disjoint non-empty open subsets of \([0, 1]^2\). Then the law of \( (\max \{ \psi^N_v : v \in V_N, v/N \in A_l \} - m_N)_{l=1}^p \) converges weakly as \( N \to \infty \). More precisely, there are random variables \( Y_{A_1}, \ldots, Y_{A_p} \) depending only on the initial variance \( \sigma(0) \), satisfying \( Y_{A_i} > 0 \) almost surely, for \( 1 \leq i \leq p \), and there is a constant \( \beta > 0 \), depending only on the final variance \( \sigma(1) \), such that
\[
\lim_{N \to \infty} \mathbb{P} (\psi_{N,A_l}^* - m_N \leq x_l : l = 1, \ldots, p) = \mathbb{E} \left[ \exp \left( -\beta \sum_{l=1}^p e^{-2x_l Y_{A_l}} \right) \right].
\] (2.15)

The constant \( \beta \) in Theorem 2.5 is identical to the one appearing in (1.6). Next, we prove Theorem 1.4. The proof of Theorem 2.5 is given in Section 4.

**Proof of Theorem 1.4 using Theorem 2.5:** Let \( r_N \to \infty \) with \( r_N/N \to 0 \) be now a fixed sequence. Denote by \( \eta \) a corresponding sub-sequence limit of the extremal process \( \{ \eta_{N,r_N} \}_{N \geq 1} \). By Theorem 2.4, there is a corresponding random measure \( \tilde{Y}(dx) \) such that \( \eta \overset{d}{=} \text{PPP} \left( \tilde{Y}(dx) \otimes \beta e^{-2h} dh \right) \).

Note that, as a trivial consequence of Theorem 2.5, for any open and non-empty \( A \subset [0, 1]^2 \), \( \psi_{N,A}^* - m_N \) is a tight sequence. Fix an arbitrary collection, \( (A_1, \ldots, A_p) \), of disjoint, open and non-empty subsets of \([0, 1]^2\), with \( \tilde{Y}(\partial A_l) = 0 \), for any \( l \in \{1, \ldots, p\} \). By Theorem 2.5, there is a dense subset \( R \subset \mathbb{R} \) such that, for any \( x_1, \ldots, x_p \in R \),
\[
\mathbb{E} \left[ \exp \left( -\beta \sum_{l=1}^p e^{-2x_l \tilde{Y}(A_l)} \right) \right] = \lim_{N \to \infty} \mathbb{P} (\psi_{N,A_l}^* - m_N \leq x_l : l = 1, \ldots, p).
\] (2.16)

Again by Theorem 2.5, the right-hand side of (2.16) is the same for all subsequences. Using continuity in \( x \) of the left hand side, we can deduce from convergence on the dense subset \( R \), convergence on \( \mathbb{R} \). Along with a standard approximation argument of continuous functions on \([0, 1]^2\) via non-negative simple functions, this implies uniqueness of the Laplace transform of the random measure \( \tilde{Y}(dx) \) on the disjoint collection \( (A_1, \ldots, A_p) \), regardless of the subsequence considered. As \( p \in \mathbb{N} \) and \( A_1, \ldots, A_p \) are arbitrary, it follows that \( \tilde{Y}(dx) \) is the same for all sub-sequences. Therefore, we obtain a random Borel measure \( Y(dx) \) whose masses of any countable collection of open sets \( A_1, \ldots, A_p \) are given by \( Y_{A_1}, \ldots, Y_{A_p} \) from Theorem 2.5, depending only on \( \sigma(0) \). We conclude, that the law of the measure \( Y(dx) \) also depends only on initial variance, \( \sigma(0) \). Further, note that by Proposition 2.1,
\[
\mathbb{P} \left( \eta([0, 1]^2 \times [-y, \infty)) > e^{ky} \right) \leq C e^{-y(\kappa-2)}.
\] (2.17)

In combination with Theorem 2.4, (2.17) implies that the total mass of \( Y \) is almost surely finite. In addition, if we choose as test function, \( f \in C_c \left( [0, 1]^2 \times \{ \mathbb{R} \cup \{\infty\} \} \right) \) with \( f \geq 0 \) and \( \text{supp}(f) \subset \)
We write $\max_{u \in V_N} \psi_v^N < m_N + t$ to imply that, for any non-empty and open $A \subset [0, 1]^2$, we have almost surely $Y(A) > 0$. \hfill \Box

3. Proof of Theorem 1.6

In the following, we assume that $V_N$ is centred at the origin. Let $\mu$ be a Radon measure on $[0, 1]^2 \times \mathbb{R} \times \mathbb{R}^{Z^2}$ and $f : [0, 1]^2 \times \mathbb{R} \times \mathbb{R}^{Z^2} \to [0, \infty)$ be a measurable function with compact support. We write

$$\langle \mu, f \rangle := \int \mu(\text{d}xd\text{d}y)f(x, h, \theta).$$  \hspace{1cm} (3.1)

Further, let

$$\Theta_{N,r} := \{v \in V_N : \psi_v^N = \max_{u \in \Lambda_{\text{loc}}(v)} \psi_u^N\}$$  \hspace{1cm} (3.2)

be the set of $r$–local maxima.

**Lemma 3.1.** For any $r_N \to \infty$ with $r_N/N \to 0$ and any continuous function $f : [0, 1]^2 \times \mathbb{R} \times \mathbb{R}^{Z^2} \to [0, \infty)$ with compact support,

$$\lim_{r \to \infty} \limsup_{N \to \infty} \max_{M : r \leq M \leq N/r} \left| \mathbb{E}\left[e^{-\langle \mu, f \rangle} \right] - \mathbb{E}\left[e^{-\langle \mu, f \rangle} \right] \right| = 0.$$  \hspace{1cm} (3.3)

**Proof:** Let $\lambda > 0$ be such that $f(x, h, \theta) = 0$, for $h \geq \lambda$. If $\langle \mu, f \rangle \neq \langle \mu, f \rangle$, for some $M$ with $r \leq M \leq N/r$, then $\Theta_{N,r} \Delta \Theta_{N,M} \cap \Gamma_N(\lambda) \neq \emptyset$. Thus, there are $u, v \in \Gamma_N(\lambda)$ such that $\min(M, r_N) \leq \|u - v\|_2 \leq \max(M, r_N)$. For $N$ being so large that $r_N > r$ and $r_N \leq N/r$, this implies

$$\max_{M : r \leq M \leq N/r} \left| \mathbb{E}\left[e^{-\langle \mu, f \rangle} \right] - \mathbb{E}\left[e^{-\langle \mu, f \rangle} \right] \right| \leq \mathbb{P}\left( \exists u, v \in \Gamma_N(\lambda) : r \leq \|u - v\|_2 \leq N/r \right),$$  \hspace{1cm} (3.4)

which by Fels and Hartung (2019, Theorem 2.2) tends to zero. This shows (3.3). \hfill \Box

We set $M := \min\{k : 2^k > r\}$. In light of Lemma 3.1, we work with $\mu_{N,M}$ instead of $\mu_{N,r_N}$. The reason for working with $M$ instead of $r_N$ is that it allows to consider the cluster on an $N$–independent scale, which, together with several approximations, eventually allows to reduce the proof of the full extremal process, $\mu_{N,\infty}$, to convergence of the extremal process that captures only the extreme local maxima, $\eta_{N,r_N}$. See also Remark 3.5 and (3.28), where it enters the proof. Suppose that the local maximum is taken at $v \in V_N$. We decompose into two fields. The idea is, for fixed $v \in V_N$, to use the Gibbs-Markov property of the underlying DGFF to write the field into independent components. One that captures the field inside $\Lambda_M(v)$ and another that captures the field outside, i.e. in $\Lambda_M^c(v)$. $v \in V_N$ later plays the role of a local maximum. Thus, we write

$$\psi_v^N = \Phi_w^{M,v} + \psi_w^{\Lambda_M(v)}, \quad \text{for } w \in \Lambda_M(v),$$  \hspace{1cm} (3.5)

where

$$\Phi_w^{M,v} := \int_0^1 \sigma(s) \nabla \phi_w^N(s) \text{d}s + 1 - \frac{1}{\log N} \log \left( \frac{r_N + \|v - w\|_2}{\log N} \right) \int_0^1 \sigma(s) \nabla \mathbb{E}\left[ \phi_w^N \left| \phi_y^N : y \in \partial[v] \cap \Lambda_M^c(v) \right. \right] \text{d}s,$$  \hspace{1cm} (3.6)
Lemma 3.4. Suppose \( v \in V_N \) such that \( \Lambda_M(v) \subset V_N \) and let \( M = 2^k \). Consider the sigma-algebra
\[
\mathcal{F}_{M,v} := \sigma \left( \phi^N_w : w \in \{ v \} \cup \Lambda_M(v) \right).
\]
Then, for Lebesgue almost every \( t \in \mathbb{R} \), and for any \( A \in \mathcal{B} \left( \mathbb{R}^{Z^2} \right) \),
\[
\mathbb{P} \left( \left( \psi^N_{v+w} - \Phi^M_{v+w} \right)_{w \in Z^2} \in A \middle| \mathcal{F}_{M,v} \right) = \mathbb{P} \left( \left( \tilde{\psi}^\Lambda_{M}(v) \right)_{w \in Z^2} \in A \middle| \psi^\Lambda_{M}(v) = t - \Phi^M_{v} \right), \quad \text{on } \{ \psi^N_v = t \}.
\]
Proof: It is an immediate consequence using (3.5). \( \square \)

The following proposition is used to localize the initial increments, \( \Phi^M_{v} \), of a local maximum at \( v \in V_N \).

Proposition 3.3. Let \( t \in \mathbb{R} \). There is \( r_0 \in \mathbb{N} \) such that, for any \( \delta \in (0,1) \), \( r \geq r_0 \), \( N \in \mathbb{N} \), sufficiently large, \( M \in (r, N/r) \) and \( \gamma \in (0,1/2) \), there is a constant \( C_\delta > 0 \), depending only on \( \delta \),
\[
\mathbb{P} \left( \exists v \in V_N : \psi^N_v \geq m_N - t, \Phi^M_{v} - 2 \log N I_{\sigma^2} \left( 1 - \frac{\log M}{\log N} \right) \notin [-\log^\gamma(M), \log^\gamma(M)] \right) 
\leq C_\delta e^{2s} \sum_{k=\lfloor \log M \rfloor}^{\infty} k^{\frac{1}{2}-\gamma} \exp \left[ -k^{2s-1} \right].
\]
Proof: As in (3.5),
\[
\psi^N_v = \Phi^M_{v} + \tilde{\psi}^\Lambda_{M}(v),
\]
where the fields on the right hand side are independent. Using Fels and Hartung (2019, Lemma 3.1 (i)) for the first and the last field in (3.11), as well as by Green function asymptotics, see e.g. Biskup and Louidor (2018, (3.47), (B.5)), we deduce that, for any \( \delta > 0 \), there is a constant \( c_\delta > 0 \), such that
\[
\sup_{v \in V^\delta_N} \text{Var} \left[ \Phi^M_{v} \right] \leq 2 \log N I_{\sigma^2} \left( 1 - \frac{\log M}{\log N} \right) + c_\delta.
\]
Moreover, \( \{ \Phi^M_{v} \}_{v \in V_N} \) is a centred Gaussian field. Thus, we can rerun the proof of Fels and Hartung (2019, Proposition 4.2), where the constant on the right of Fels and Hartung (2019, (4.13)) may now depend on \( \delta \). This concludes the proof of Proposition 3.3. \( \square \)

The following lemma allows us to reduce the local field defined in (3.7) to a usual DGFF with a constant parameter.

Lemma 3.4. Let \( v \in V^\delta_N \) and let \( \{ \tilde{\psi}^\Lambda_{M}(v) : w \in \Lambda_M(v) \} \) be the centred Gaussian field defined in (3.7). Then, for any \( x, y \in \Lambda_M(v) \),
\[
\lim_{N \to \infty} \mathbb{E} \left[ \tilde{\psi}_x^\Lambda(v) \tilde{\psi}_y^\Lambda(v) - \sigma^2(1) \phi_x^\Lambda_M(v) \phi_y^\Lambda_M(v) \right] = 0.
\]
In particular, \( \{ \tilde{\psi}_{x}^{A_{M}(v)} : w \in A_{M}(v) \} \) has asymptotically the same distribution as \( \{ \sigma(1)\phi_{v}^{A_{M}(v)} : w \in A_{M}(v) \} \).

**Proof:** Note that for some \( \epsilon > 0 \), by a Taylor expansion at 1, we have \( \sigma^{2}(1-s) = \sigma^{2}(1) - (\sigma^{2})'(1)(1-s) + o((\sigma^{2})'(1)(1-s)), \) for \( s \in (1 - \epsilon, 1] \). In particular, for any \( v \in V_{N} \) and \( x, y \in A_{M}(v) \),

\[
\mathbb{E} \left[ \tilde{\psi}_{x}^{A_{M}(v)} \tilde{\psi}_{y}^{A_{M}(v)} - \sigma^{2}(1)\phi_{x}^{A_{M}(v)}\phi_{y}^{A_{M}(v)} \right] \\
\leq 2 \int_{0}^{1} (\sigma^{2})'(1)(1-s) \log M + \log \| v - w \|^{2} \mathbb{E} \left[ \nabla \phi_{x}^{A_{M}(v)}(s)\nabla \phi_{y}^{A_{M}(v)}(s) \right] ds + o(1), \tag{3.14}
\]

where the right-hand side is of order \( O \left( \frac{(\log M)^{2}}{\log N} \right) \) and tends to zero, as \( N \to \infty \). This shows (3.13).

**Remark 3.5.** With regard to Lemma 3.2 and using Proposition 3.3, the cluster law around around a local maximum \( v \in V_{N}^{c} \) can be written in the form

\[
\mathbb{P} \left( \tilde{\psi}_{w}^{A_{M}(v)} \in A \right) = 2 \log N \left( 1 - I_{\sigma^{2}} \left( 1 - \frac{\log M}{\log N} \right) \right) + t, \quad \tilde{\psi}_{w}^{A_{M}(v)} \leq \tilde{\psi}_{v}^{A_{M}(v)}. \tag{3.15}
\]

Lemma 3.4 shows that (3.15) has the same weak limit, as \( M \to \infty \) after \( N \to \infty \), as the probability measure,

\[
\Xi^{(M,t)}(A) := \mathbb{P} \left( \sigma(1) \left( \phi_{0}^{A_{M}(0)} - \phi_{v}^{A_{M}(0)} \right) \in A \left| \phi_{0}^{A_{M}(0)} = 2\sigma(1)\log M + t, \phi_{v}^{A_{M}(0)} \leq \phi_{0}^{A_{M}(0)} \right. \right), \tag{3.16}
\]

with \( A \in \mathcal{B} \left( [0, \infty)^{|A_{M}(0)|} \right) \). It is crucial that (3.16) does not depend on \( N \).

In the following lemma we show that the the cluster limit of the law \( \Xi^{(M,t)} \) exists in a suitable sense. Recall the definition of the pinned field, \( \{ \phi_{v}^{\mathbb{Z}^{2}\setminus\{0\}} \}_{v \in \mathbb{Z}^{2}\setminus\{0\}} \), which is a centred Gaussian field with covariances given in (1.17) and whose value at the origin is pinned to zero.

**Lemma 3.6.** Fix \( r, j \geq 1 \) and let \( c_{1} \in (0, \infty) \). For \( M = \min \{ k : 2^{k} > r \} \), uniformly in \( f \in C_{c} \left( \mathbb{R}^{A_{r}} \right) \) and \( t = o(\log M) \),

\[
\lim_{M \to \infty} \int_{\mathbb{R}^{\mathbb{Z}^{2}}} \Xi^{(M,t)}(d\theta) f(\theta) = \int_{\mathbb{R}^{\mathbb{Z}^{2}}} \Xi(d\theta) f(\theta), \tag{3.17}
\]

where \( \Xi(\cdot) : = \lim_{r \to \infty} \Xi_{r}(\cdot) \), and where \( \Xi_{r}(A) \), for \( A \in \mathcal{B} \left( [0, \infty)^{\mathbb{Z}^{2}} \right) \), is given by

\[
\mathbb{P} \left( \phi_{v}^{A_{M}(0)} + 2\sigma(1)\mathbf{a}(v) \in A \left| \phi_{v}^{A_{M}(0)} \geq 0 : \| v \|_{2} \leq r \right. \right), \tag{3.18}
\]

and \( \mathbf{a} \) being the potential kernel as in (1.16).

**Proof:** Convergence of the finite dimensional distributions of the measures \( \Xi_{r}(\cdot) \) is a simple consequence of the DGFF satisfying the strong FKG-inequality (see Biskup and Louidor, 2018, Lemma B.8 and Grimmett, 1999, Theorem (2.4)), which implies that \( r \to \theta_{r} \) is stochastically increasing. Thus, \( \lim_{r \to \infty} \Xi_{r}(A) \) exists for any event \( A \), depending on only a finite number of coordinates. Next,
we prove that \( \{\Xi_r\}_r \) is tight, which then implies that \( \Xi \) is a distribution on \( \mathbb{R}^{\mathbb{Z}^2} \). By a union and a Gaussian tail bound, for any \( r \geq k_0 > 0 \), there are constants \( C, \bar{C} > 0 \) such that

\[
\mathbb{P} \left( \exists v, k_0 \leq \|v\|_2 \leq r : \phi^{\mathbb{Z}^2\setminus\{0\}}_v > 2\sigma(1) \log \|v\|_2 \right) \\
\leq \sum_{k=k_0}^r 4k \mathbb{P} \left( \sup_{\|v\|_2 = k} \phi^{\mathbb{Z}^2\setminus\{0\}}_v > 2\sigma(1) \log k + \frac{1}{2} \log(2) \right) \\
\leq C \sum_{k=k_0}^r \frac{4k}{\sqrt{\log k}} \exp \left[ -\sigma^2(1) \log k + c_0 \right] \leq \bar{C} \sum_{k=k_0}^r \frac{1}{\sqrt{\log k}} \exp \left[ -[\sigma^2(1) - 1] \log k \right].
\]

As the sum converges and vanishes, as \( k_0 \to \infty \), we deduce tightness of \( \{\Xi_r\}_{r \in \mathbb{N}} \) and so \( \Xi(\mathbb{R}^{\mathbb{Z}^2}) = 1 \). In the last step, we show that it takes the particular form as in (3.18). Note that by the Gibbs-Markov property of the DGFF (Biskup and Louidor, 2018, Lemma B.6) we have, for \( v \in \Lambda_M(0) \),

\[
\phi^\Lambda_v(0) = \phi^\Lambda_v(0) + g_M(v) \phi^\Lambda_0(0),
\]

where \( g_M(x) \) is discrete harmonic with \( g_M(0) = 1 \) and \( g_M(x) = 0 \), for \( x \notin \Lambda_M(0) \), and equality holds in distribution. Thus, we have that \( \phi^\Lambda_v(0) \) conditioned on \( \phi^\Lambda_0(0) = 2\sigma(1) \log M + t \) shifts the mean of \( \phi^\Lambda_0(0) - \phi^\Lambda_v(0) \) by

\[
(2\sigma(1) \log M + t)(1 - g_M(v)).
\]

Note that by Biskup and Louidor (2018, (3.47))

\[
1 - g_M(v) = \frac{G_{V_M}(\{(M/2, M/2), (M/2, M/2), (M/2, M/2)\}) - G_{V_M}(\{(M/2, M/2), (M/2, M/2)\})}{G_{V_M}(\{(M/2, M/2), (M/2, M/2)\})}, \quad v \in \Lambda_M(0),
\]

with \( G_{V_M} \) being the Green’s function of the simple random walk on \( V_M \) as in (1.1). Thus, together with the representation of the potential kernel, \( a \), as in (1.16), and using that Proposition 3.3 allows to assume, \( t = o(\sqrt{\log M}) \), we deduce that (3.21) is asymptotically equal to \( 2\sigma(1) a(v) \), as \( M \to \infty \).

In particular, the law of \( v \mapsto \phi^\Lambda_0(0) - \phi^\Lambda_v(0) \) conditioned on \( \phi^\Lambda_0(0) = 2\sigma(1) \log M \) converges, as \( M \to \infty \), in the sense of finite dimensional distributions to

\[
\phi^{\mathbb{Z}^2\setminus\{0\}}_v + 2\sigma(1) a(v), \quad v \in \mathbb{Z}^2.
\]

This concludes the proof of Lemma 3.6. \( \square \)

Having weak convergence of the auxiliary cluster law, \( \nu_r \), we are now in a position to prove convergence of the full extremal process.

**Proof of Theorem 1.6:** First note that by Lemma 3.1 we can work with \( M = \min\{k : 2^k > r_N\} \) instead of \( r_N \). Let \( f : [0, 1]^2 \times \mathbb{R} \times \mathbb{R}^{\mathbb{Z}^2} \to [0, \infty) \) be a continuous function with compact support. In addition, assume that, for any \( x \in [0, 1]^2 \) and \( t \in \mathbb{R} \), \( f(x, t, \theta) \) depends only on \( \{\theta_y : y \in \Lambda_M(x)\} \) and further, that \( f \) vanishes if \( t, \max_{y \in \Lambda_M(0)} |\theta_y| > h \), for some \( h > 0 \). Let \( V_N = \bigcup_{i=1}^{(N/M)^2} V_{M,i} \) be a decomposition of \( V_N \) into disjoint shifts of \( V_M \). Recall \( \Theta_{N,M} = \{v \in V_N : \psi^N_v = \max_{w \in \Lambda_M(v)} \psi^N_w\} \), the set of \( M \)–local maxima. Moreover, let \( \delta \in (0, 1) \) and set

\[
\mu_{N,M,\delta} := \sum_{v \in \Theta_{N,M} \delta_v/N \otimes \delta_{\psi^N_v - m_N} \otimes \delta_{[\psi^N_v - \psi^{N\dagger}_w : v \in \mathbb{Z}^2]}, v \in \mathbb{Z}^2}. \quad (3.24)
\]
By Proposition 3.3, Fels and Hartung (2019, Proposition 5.1) and Fels and Hartung (2019, Theorem 2.2), it suffices to compute

$$
\lim_{\delta \to 0} \lim_{M \to \infty} \lim_{N \to \infty} \mathbb{E} \left[ e^{-\langle \mu_{N,M}, f \rangle_2} \mathbb{1}_{\|v-w\|_2 > 4M} : v \in \Theta_{N,M} \right]
\times \mathbb{1}_{\{ \Phi^N_v - 2\log NT_{\sigma^2} \leq \left( 1 - \frac{\log M}{\log N} \right) : v \in \Theta_{N,M} \}}.
$$

(3.25)

Set

$$
f_{N,M}(v/N,t) := -\log \mathbb{E} \left[ \exp \left[ -f(x,t) \left( \psi^N_v - \Phi^M_v - \psi^N_{v+w} + \Phi^M_{v+w}, w \in \mathbb{Z}^2 \right) \right] \right] \bigg| \psi^N_v = m_N + t, v \in \Theta_{N,M}.
$$

(3.26)

Conditioning on position, \( x_i N \), and height, \( m_N + t_i \), of local maxima in \( \cup_{i=1}^{(N/M)^2} V_i \), and on the sigma-algebra \( \sigma \left( \phi^N_v : w \in \partial \Lambda_M (x_i N) \right) \), using Lemma 3.2 and the Taylor approximation for the cluster process as in the proof of Lemma 3.4, we can rewrite (3.25) as

$$
\mathbb{E} \left[ \prod_{i=1}^{(N/M)^2} e^{-f_{N,M}(x_i t_i)} \mathbb{1}_{N} \|x_j - x_k\|_2 > 4M : x_j N, x_k N \in \Theta_{N,M} \right]
\times \mathbb{1}_{\{ \Phi^N_v - 2\log NT_{\sigma^2} \leq \left( 1 - \frac{\log M}{\log N} \right) : v \in \Theta_{N,M} \}}.
$$

(3.27)

On \{ \Phi^N_v - 2\log NT_{\sigma^2} \leq \left( 1 - \frac{\log M}{\log N} \right) \in \left[ -\log \gamma(M), \log \gamma(M) \right] : v \in \Theta_{N,M} \}, Lemma 3.2, Lemma 3.4, Remark 3.5 and Lemma 3.6 imply

$$
\lim_{M \to \infty} \lim_{N \to \infty} f_{N,M}(x,t) = f_\Xi(x,t) := -\log \int_{[0,\infty)^2} e^{-f(x,t,\theta)} \Xi(d\theta).
$$

(3.28)

In particular, the convergence in (3.28) is uniform in \( x \in \cup_{i=1}^{(N/M)^2} V_i \) and \( t \in \mathbb{R} \). Moreover, note that thanks to the localization in Proposition 3.3 the right-hand side of (3.28) does not depend on \( N \), which allows us in the following step to use Theorem 1.4, i.e. using (3.27) and Proposition 3.3, we can rewrite (3.25) as

$$
\mathbb{E} \left[ e^{-\langle \eta_{N,M}, f_\Xi \rangle} \right] + o(1).
$$

(3.29)

Applying Theorem 1.4 to (3.29), we obtain

$$
\lim_{M \to \infty} \lim_{N \to \infty} \mathbb{E} \left[ e^{-\langle \mu_{N,M}, f_\Xi \rangle} \right] = \mathbb{E} \left[ \exp \left[ - \int_{[0,1]^2 \times \mathbb{R}} Y(dx) \otimes \beta e^{-2h} \mathcal{H} \left( 1 - e^{-f_\Xi(x,\theta)} \right) \right] \right] = \mathbb{E} \left[ \exp \left[ - \int_{[0,1]^2 \times \mathbb{R} \times \mathbb{R}^2} Y(dx) \otimes \beta e^{-2h} \mathcal{H} \otimes \Xi(d\theta) \left( 1 - e^{-f(x,\theta,\theta)} \right) \right] \right].
$$

(3.30)

Noting that the last line in (3.30) is the Laplace transform of a Poisson point process with intensity \( Y(dx) \otimes \beta e^{-2h} \mathcal{H} \otimes \Xi(d\theta) \), concludes the proof.

\( \square \)

4. Proof of Theorem 2.5

As the proof of Theorem 2.5 is quite involved, we start by explaining the principal idea and outlining the main steps.
Step 1: 3 Field approximation. The first step consists in reducing the proof the maximum over finitely many disjoint subsets of the original field to prove the same for an auxiliary Gaussian field that is structurally simpler and which we have successfully used in Fels and Hartung (2019) in order to prove convergence in law of the global maximum. This is the so-called 3-field approximation which we recall in Subsection 4.1. Its main advantage lies in the fact that it decouples macroscopic and microscopic scales. The reason why such a simplification should be possible is due to a localization of paths of extremal particles, similarly as in Proposition 3.3, as well as the macroscopic separation of extreme local maxima, as stated in (1.7). The latter implies that extreme local maxima are at mutual distance of $O(N)$, and thus, their correlations are of $O(1)$. In particular, all extremal points belong to $O(1)$ neighbourhoods of such extreme local maxima. Moreover, the large scale increments for vertices in a $O(1)$ neighbourhood of such an extreme local maximum are essentially the same for all vertices in one such neighbourhood.

Step 2: Gaussian comparison. In Subsection 4.2, we show, using Theorem 5.2, a vector version of Slepian’s lemma, that it suffices to prove convergence in law for a finite number of extreme local maxima of the auxiliary 3-field.

Step 3: Convergence of the extreme local maxima of the auxiliary field. We prove convergence of the extreme local maxima of the auxiliary field in Subsection 4.3. The proof is divided into two steps.

Step 3.1: Coupling. First, we couple the 3-field approximation to independent random variables. The crucial point here is that these do not depend on $N$, and that they are asymptotically equal in distribution to the extreme local centred maxima of the 3-field approximation. A key ingredient is the localization of the paths of extremal vertices at coarse scales which was obtained in Fels and Hartung (2019, Lemma 5.7). A second important ingredient are the precise right-tail asymptotics for the maximum over sub-boxes. Such right-tail asymptotics are proven in Fels and Hartung (2019, Proposition 5.8). Next, we prove existence of the limiting law of the extreme local maxima using the coupling described above. First, we prove tightness of finitely many centred extreme local maxima of the scale-inhomogeneous DGFF. Next, we use the Gaussian comparison arguments in Subsection 4.2, to obtain tightness for the 3-field approximation. Tightness in combination with the coupling allows to deduce convergence in law of the auxiliary process, which is the content of Theorem 4.7.

Step 3.2: Identification of the limiting law. Next, we identify the limit law of extreme local maxima. We show that it is given as the Laplace transform of the intensity measure, $Y$, on the disjoint subsets. This also implies uniqueness of the intensity measure, $Y$, in Theorem 2.4.

4.1. 3-field approximation. We first decompose the underlying grid $V_N$. Assume $N = 2^n$ to be much larger than any other foregoing integers. Next, pick two large integers $L = 2^l$ and $K = 2^k$. Partition $V_N$ in a disjoint union of $(KL)^2$ boxes, $B_{N/KL} = \{ B_{N/KL,i} : i = 1, \ldots, (KL)^2 \}$, each of side length $N/KL$. Let $v_{N/KL,i} \in V_N$ be the left bottom corner of box $B_{N/KL,i}$ and write $w_i = v_{N/KL,i}/N/KL$. We consider $\{ w_i \}_{i=1,\ldots,(KL)^2}$ as the vertices of a box $V_{KL}$. Analogously, let $K' = 2^k$ and $L' = 2^l$ be two integers, such that $K'L'$ divides $N$. Let $B_{K'L'} = \{ B_{K'L',i} : i = 1, \ldots, [N/(K'L')]^2 \}$ be a disjoint partitioning of $V_N$ with boxes $B_{K'L',i}$, each of side length $K'L'$. The left bottom corner of a box $B_{K'L',i}$ we call $u_{K'L',i}$.

We take limits in the order $N, K', L', K$ and finally $L$, for which we write $(L, K, L', K', N) \Rightarrow \infty$. The macroscopic or coarse field, $\{ S^{(N,e)}_v \}_{v \in V_N}$, is a centred Gaussian field with covariance matrix $\Sigma^e$. 

We consider $\{ w_i \}_{i=1,\ldots,(KL)^2}$ as the vertices of a box $V_{KL}$. Analogously, let $K' = 2^k$ and $L' = 2^l$ be two integers, such that $K'L'$ divides $N$. Let $B_{K'L'} = \{ B_{K'L',i} : i = 1, \ldots, [N/(K'L')]^2 \}$ be a disjoint partitioning of $V_N$ with boxes $B_{K'L',i}$, each of side length $K'L'$. The left bottom corner of a box $B_{K'L',i}$ we call $u_{K'L',i}$.
with entries given by

\[ \Sigma^b_{u,v} := \sigma^2(0) \mathbb{E} \left[ \phi_{u,i}^{KL} \phi_{v,j}^{KL} \right], \quad \text{for } u \in B_{N/KL,i}, v \in B_{N/KL,j}, \tag{4.1} \]

where \( \{ \phi_v^{KL} \}_{v \in V_{KL}} \) is a DGFF on \( V_{KL} \). It captures the macroscopic dependence. The microscopic or "bottom field", \( \{ S_v^{N,b} \}_{v \in V_N} \), is a centred Gaussian field with covariance matrix \( \Sigma^b \) defined entry-wise as

\[ \Sigma^b_{u,v} := \begin{cases} \sigma^2(1) \mathbb{E} \left[ \phi_{u,v,K' L'}^{KL} \phi_{v',v' K' L'}^{KL} \right], & \text{if } u, v \in B_{K' L', i} \\ 0, & \text{else,} \end{cases} \tag{4.2} \]

where \( \{ \phi_v^{K' L'} \}_{v \in V_{K' L'}} \) is a DGFF on \( V_{K' L'} \). It captures "local" correlations. The third centred Gaussian field, \( \{ S_v^{N,m} \}_{v \in V_N} \), approximates the "intermediate" scales. It is a modified inhomogeneous branching random walk, defined pointwise as

\[ S_v^{N,m} := \sum_{j=k'+v} 2^{-j} \sqrt{\log 2} b_{i,j,B}^{N} \int_{n-j-1}^{n-j} \sigma \left( \frac{s}{n} \right) \, ds, \quad \text{for } v \in B_{N/KL,i} \cap B_{K' L', i}, \tag{4.3} \]

with \( b_{i,j,B}^{N} : B \in \bigcup_i B_i(v_{K' L', i}), i = 1, \ldots, (KL)^2, j = 1, \ldots, (N/KL)^2 \) being a family of independent standard Gaussian random variables and where \( B_i(v_{K' L', i}) \) is the collection of boxes, \( B \subset V_N \), of side length \( 2^j \) and lower left corner in \( V_N \), that contain the element \( v_{K' L', i} \). In order to avoid boundary effects, we restrict our considerations onto a slightly smaller set, which is defined next. Consider the disjoint union of \( N/L - \) and \( L - \) boxes, that is \( B_{N/L} = \{ B_{N/L,i} : i = 1, \ldots, L^2 \} \) and \( B_L = \{ B_{L,i} : i = 1, \ldots, (N/L)^2 \} \). Analogously, let \( v_{N/L,i} \) and \( v_{L,i} \) be the bottom left corners of the boxes \( B_{N/L,i}, B_{L,i} \) containing \( v \). For a box \( B \), let \( B_{\delta} \subset B \) be the set \( B_{\delta} = \{ v \in B : \min_{z \in \partial B} \| v - z \| \geq \delta l_B \} \), where \( l_B \) denotes the side length of the box \( B \). Finally, let

\[ V_{N,\delta} = \left\{ \bigcup_{1 \leq i \leq L^2} B_{N/L,i}^\delta \right\} \cap \left\{ \bigcup_{1 \leq i \leq (KL)^2} B_{N/KL,i}^\delta \right\} \cap \left\{ \bigcup_{1 \leq i \leq (N/L)^2} B_{L,i}^\delta \right\}. \tag{4.4} \]

The next lemma ensures that the sum of the three fields, \( \{ S_v^{N,c} \}_{v \in V_N}, \{ S_v^{N,m} \}_{v \in V_N}, \{ S_v^{N,b} \}_{v \in V_N} \), approximates well the scale-inhomogeneous DGFF, \( \{ \psi_v \}_{v \in V_N} \).

![Figure 1: 3-field decomposition](image-url)
Lemma 4.1. Fels and Hartung (2019, Lemma 5.2, Lemma 5.3) There are non-negative uniformly bounded sequences of constants $a_{K',L',0}$ and a family of i.i.d. Gaussians $\{\Theta_j\}_{j=1,\ldots,(N/K'L')^2}$, such that, for $v \in B_{K',L'}, v \equiv \bar{v}$ mod $K'L'$, i.e. $\bar{v} = v - v_{K',L'},$ and when setting
\[
S^N_v := S^{N,c}_v + S^{N,m}_v + S^{N,b}_v + a_{K',L'} \Theta_j,
\]
we have
\[
\limsup_{(L,K,L',K') \to \infty} \left| \text{Var}(S^N_v) - \text{Var}(\psi^N_v) - 4\alpha \right| = 0,
\]
for some $\alpha > 0$. Further, there exists a sequence $\{\epsilon'_{N,KL,K'L'} \geq 0\}$ with $\limsup_{(L,K,L',K') \to \infty} \epsilon'_{N,KL,K'L'} = 0$ and bounded constants $C_\delta, C > 0$, such that for all $u, v \in V^*_N$:
1. If $u, v \in B_{L',j}$, then $\left| \mathbb{E} \left[ (S^N_u - S^N_v)^2 \right] - \mathbb{E} \left[ (\psi^N_u - \psi^N_v)^2 \right] \right| \leq \epsilon'_{N,KL,K'L'}$.
2. If $u \in B_{N/L,i}$, $v \in B_{N/L,j}$ with $i \neq j$, then $\left| \mathbb{E} \left[ S^N_u S^N_v \right] - \mathbb{E} \left[ \psi^N_u \psi^N_v \right] \right| \leq \epsilon'_{N,KL,K'L'}$.
3. In all other cases, that is if $u, v \in B_{N/L,i}$ but $u \in B_{L',j}$ and $v \in B_{L',j'}$ for some $j' \neq j'$, it holds that $\left| \mathbb{E} \left[ S^N_u S^N_v \right] - \mathbb{E} \left[ \psi^N_u \psi^N_v \right] \right| \leq C_\delta + 4\alpha$.

The field, $\{S^N_v\}_{v \in V_N}$, defined in (4.5) is the approximating 3-field we work with. The point in choosing two parameters, $K$ and $L$, for boxes of size $N/KL$ instead of choosing just one, is the fact that this allows to show that at macroscopic scales, that is for vertices $v \in B_{N/L,i}$ and $w \in B_{N/L,j}$ for $i \neq j$, covariances of the actual and the approximating field asymptotically match, when taking limits $N \to \infty$ followed by $K \to \infty$, as stated in (2) of Lemma 4.1. Similarly, the choice of two parameters, $K'$ and $L'$, instead of just a single one, allows to deduce that the approximating field at fine scales, for $v, w \in B_{L',i}$ in the same box of side length $L'$, has asymptotically the same correlation structure as the original field, as $N \to \infty$ followed by $K' \to \infty$, as follows from (1) and (4.6) in Lemma 4.1. These two facts are of crucial importance when using Gaussian comparison in the following Subsection 4.2, in which we show that it suffices to prove convergence of extreme local maxima of the auxiliary 3-field.

4.2. Reduction to approximating field. In the following, we generalize the approximation results from Fels and Hartung (2019) to the case of countably many local maxima. We show that extreme local maxima of $\{\psi^N_v\}_{v \in V_N}$ are well approximated by those of $\{S^N_v\}_{v \in V_N}$. As we need to compare probability measures on $\mathbb{R}^p$, we use the Lévy-Prokhorov metric $d(\cdot, \cdot)$, to measure distances between probability measures on $\mathbb{R}^p$. For two probability measures, $\mu$ and $\nu$, it is given by
\[
d(\mu, \nu) = \inf \{ \delta > 0 : \mu(B) \leq \nu(B^\delta) + \delta \text{ for all open sets } B \},
\]
where $B^\delta = \{ y \in \mathbb{R}^p : |x - y| < \delta, \text{ for some } x \in B \}$. Further, let
\[
\tilde{d}(\mu, \nu) = \inf \{ \delta > 0 : \mu((x_1, \infty), \ldots, (x_p, \infty)) \\
\quad \leq \nu((x_1 - \delta, \infty), \ldots, (x_p - \delta, \infty)) + \delta, \forall (x_1, \ldots, x_p) \in \mathbb{R}^p \},
\]
which is a measure for stochastic domination. In particular, if $\tilde{d}(\mu, \nu) = 0$, then $\nu$ stochastically dominates $\mu$. Note, unlike $d(\cdot, \cdot)$, $\tilde{d}(\cdot, \cdot)$ is not symmetric. Abusing notation, we write for random vector $X, Y$ with laws $\mu_X, \mu_Y$, $d(X, Y)$ instead of $d(\mu_X, \mu_Y)$ and likewise for $\tilde{d}$. Fix $r \in \mathbb{N}$ and let $B_r$ of $V_{[N/r]}$ into sub-boxes of side length $r$. Let $\mathcal{B} = \cup_{r \in \mathbb{N}, r \leq N} B_r$ and $\{g_b\}_{b \in \mathcal{B}}$ be a collection of i.i.d. standard Gaussian random variables. For $v \in V_N$, denote by $B_r(v)$ the box containing $v$. For $r_1, r_2 \in \mathbb{N}$, $r_1, r_2 \leq N$, $A \subset [0,1]^2$, $\tilde{\sigma}_1, \tilde{\sigma}_2 \in \mathbb{R}_+$, we write
\[
\tilde{\psi}^N_v := \psi^N_v + \tilde{\sigma}_1 g_{B_{r_1}} + \tilde{\sigma}_2 g_{B_{r_2}},
\]
and for a general field \( \{g_v^N\}_{v \in V_N} \):
\[
g_{N,A}^v := \max_{v \in V_N \cap v/N \in A} g_v^N.
\]

Fix \( p \in \mathbb{N} \) and disjoint, open, non-empty, simply connected sets \( A_1, \ldots, A_p \subset [0,1]^2 \). The key result in this sub-section is the following.

**Lemma 4.2.** Let \( p \in \mathbb{N} \), and \( A_1, \ldots, A_p \subset [0,1]^2 \) be disjoint, open and non-empty. Then,
\[
\limsup_{(L,K,L',K',N) \to \infty} d\left((\psi_{N,A_i}^* - m_N)_{1 \leq i \leq p}, (S_{N,A_i}^* - m_N - 4\alpha)_{1 \leq i \leq p}\right) = 0.
\]

Lemma 4.2 reduces the proof of convergence in law of multiple extreme local maxima of the scale-inhomogeneous DGFF to the structurally simpler field, \( \{S_v^N\}_{v \in V_N} \), as microscopic and macroscopic dependence are decoupled per definition. A key simplification for its analysis is the fact that the coarse field, \( \{S_v^N,c\}_{v \in V_N} \), is constant over large boxes, \( B \in \mathcal{B}_{N/KL} \). This avoids the necessity to control both position and height of the local maxima of the fine field, \( \{S_v^N,f = S_v^N - S_v^N,c\}_{v \in V_N} \).

**Proof of Lemma 4.2:** We refrain from giving a complete proof here as the proof of Lemma 4.2 follows in complete analogy to the proof of Fels and Hartung (2019, Lemma 5.4). We instead explain the overall idea and provide the necessary generalized statements in the remaining subsection. The general idea is to use Gaussian comparison to use Lemma 4.1, i.e. the fact that the covariance structure of the scale-inhomogeneous DGFF and the approximating Gaussian field, \( \{S_v^N\}_{v \in V_N} \), are very close. However, such an application is not straightforward as variances do not match and as one lacks domination of the covariances of one field by the covariances of the other. We address this issue using the following simple observation: In Lemma 4.3 we show that small Gaussian perturbations of the scale-inhomogeneous DGFF at microscopic and macroscopic scales result in a deterministic shift of its extreme local maxima. The proof of this goes in two steps. First, one can use Gaussian interpolation to write the scale-inhomogeneous DGFF as the weighted sum of two such fields, where the weights are chosen in such a way that one of the fields carries almost the entire variance. This allows to relate extreme local maxima of the original field with extreme local maxima of the field with the larger variances with an additional explicit random shift. We then show in in a second step in Proposition 4.6 that it is possible to choose explicit perturbations that live only on a macroscopic or microscopic scale. In the second key step in the proof Lemma 4.2 one uses Gaussian comparison to show asymptotic stochastic domination of extreme local maxima, provided that, in the limit, variances match and covariances of one of the field dominate the covariances of the other. This is the contents of Lemma 4.5. To conclude the proof, we combine this with the first step. Choosing the size of the perturbations of the scale-inhomogeneous DGFF appropriately together with Lemma 4.1 allows to apply Lemma 4.5 to show stochastic domination in both directions when comparing extreme local maxima of suitably perturbed scale-inhomogeneous DGFFs with those of the auxiliary Gaussian field, \( \{S_v^N\}_{v \in V_N} \). In particular, as by Lemma 4.1 one can choose the perturbations to match asymptotically, this implies that extreme local maxima of the field, \( \{S_v^N\}_{v \in V_N} \), share, in the limit, the same law as those of perturbed scale-inhomogeneous DGFFs. Lemma 4.3 then relates their law to the law of extreme local maxima of the original scale-inhomogeneous DGFF, up to a deterministic shift.

In the remaining part of this subsection, we provide the missing ingredients used in the proof of Lemma 4.2.

**Lemma 4.3.** For \( \tilde{\sigma} = (\tilde{\sigma}_1, \tilde{\sigma}_2) \in \mathbb{R}_+^2 \), it holds
\[
\limsup_{r_1,r_2 \to \infty} \limsup_{N \to \infty} d\left((\psi_{N,A_i}^* - m_N)_{1 \leq i \leq p}, (\tilde{\psi}_{N,A_i}^* - m_N - \|\tilde{\sigma}\|_2)_{1 \leq i \leq p}\right) = 0,
\]

\[
(4.12)
\]
where \( \{ \tilde{\psi}_v^N \}_{v \in V_N} \) is as defined in (4.9).

For the proof of Lemma 4.3 we need some additional estimates.

**Lemma 4.4.** Let \( \{ \tilde{\psi}_v^N \}_{v \in V_N} \) be a centred Gaussian field and \( c > 0 \) a constant, such that, for any \( v, w \in V_N \), \( |E [ \tilde{\psi}_v^N \tilde{\psi}_w^N ] - E [ \psi_v^N \psi_w^N ] | \leq c \). Moreover, let \( A \subset [0,1]^2 \) be an open, non-empty subset and \( \{ g_v^N \}_{v \in V_N} \) be a collection of independent random variables, such that

\[
\mathbb{P} ( g_v^N \geq 1 + y ) \leq e^{-y^2} \quad \text{for } v \in V_N.
\]  

(4.13)

Then, there is a constant \( C = C(\alpha) > 0 \) such that, for any \( \epsilon > 0 \), \( N \in \mathbb{N} \) and \( x \geq -\epsilon^{1/2} \),

\[
\mathbb{P} \left( \max_{v \in V_N : v/\sqrt{N} \in A} \left( \tilde{\psi}_v^N + \epsilon g_v^N \right) \geq m_N + x \right) \leq \mathbb{P} \left( \max_{v \in V_N : v/\sqrt{N} \in A} \tilde{\psi}_v^N \geq m_N + x - \sqrt{\epsilon} \right) (Ce^{-C\epsilon^{-1}}).
\]  

(4.14)

**Proof:** Set \( \Gamma_y := \{ v \in V_N : v/\sqrt{N} \in A, y/2 \leq \epsilon g_v^N \leq y \} \). Then, by conditioning on \( \Gamma_{2\sqrt{\epsilon}} \),

\[
\mathbb{P} \left( \max_{v \in V_N : v/\sqrt{N} \in A} \left( \tilde{\psi}_v^N + \epsilon g_v^N \right) \geq m_N + x \right) \leq \mathbb{P} \left( \max_{v \in V_N : v/\sqrt{N} \in A} \tilde{\psi}_v^N \geq m_N + x - \sqrt{\epsilon} \right) + \sum_{i=0}^{\infty} \mathbb{E} \left[ \mathbb{P} \left( \max_{v \in \Gamma_{2\sqrt{\epsilon}}} \tilde{\psi}_v^N \geq m_N + x - 2^i \sqrt{\epsilon} \right) \right].
\]  

(4.15)

By Fels and Hartung (2019, Proposition 5.1), the second term on the right hand side in (4.15) is bounded from above by

\[
\sum_{i=0}^{\infty} \mathbb{E} \left[ \mathbb{P} \left( \max_{v \in \Gamma_{2\sqrt{\epsilon}}} \tilde{\psi}_v^N \geq m_N + x - 2^i \sqrt{\epsilon} \right) \right] \leq \tilde{c}e^{-cx} \sum_{i=0}^{\infty} \mathbb{E} \left[ \frac{|\Gamma_{2\sqrt{\epsilon}}|}{|\{ v \in V_N : v/\sqrt{N} \in A \}|} \right] e^{2^i \sqrt{\epsilon}},
\]  

(4.16)

where \( \tilde{c} > 0 \) is a finite constant. By assumption (4.13), one has

\[
\mathbb{E} \left[ \frac{|\Gamma_{2\sqrt{\epsilon}}|}{|\{ v \in V_N : v/\sqrt{N} \in A \}|} \right] \leq e^{-4(C\epsilon)^{-1}}.
\]  

(4.17)

Thus, using (4.17), (4.16) is bounded from above by

\[
\tilde{c}e^{-cx} e^{-(C\epsilon)^{-1}}.
\]  

(4.18)

This concludes the proof of Lemma 4.4. \( \square \)

**Lemma 4.5.** Let \( \{ \tilde{\psi}_v^N \}_{v \in V_N} \) be a centred Gaussian field satisfying

\[
|\text{Var} \psi_v^N - \text{Var} \tilde{\psi}_v^N | \leq \epsilon.
\]  

(4.19)

Further, fix some \( p \in \mathbb{N} \), and disjoint open, non-empty sets \( A_1, \ldots, A_p \subset [0,1]^2 \). If

\[
\mathbb{E} \left[ \tilde{\psi}_v^N \tilde{\psi}_w^N \right] \leq \mathbb{E} [ \psi_v^N \psi_w^N ] + \epsilon,
\]  

(4.20)

then

\[
\limsup_{N \to \infty} \left( \psi_{N,A_1}^* - m_N, \ldots, \psi_{N,A_p}^* - m_N, \tilde{\psi}_{N,A_1}^* - m_N, \ldots, \tilde{\psi}_{N,A_p}^* - m_N \right) \leq l(\epsilon),
\]  

(4.21)

and else if,

\[
\mathbb{E} \left[ \tilde{\psi}_v^N \tilde{\psi}_w^N \right] + \epsilon \geq \mathbb{E} \left[ \psi_v^N \psi_w^N \right],
\]  

(4.22)
\[
\lim_{N \to \infty} \sup \left( \left( \tilde{\psi}^*_{N,A_1} - m_N, \ldots, \tilde{\psi}^*_{N,A_p} - m_N \right), \left( \psi^*_{N,A_1} - m_N, \ldots, \psi^*_{N,A_p} - m_N \right) \right) \leq l(\epsilon),
\]
where \( l(\epsilon) \to 0 \) as \( \epsilon \to 0 \).

**Proof:** Let \( \{\psi^N_v\}_{v \in V_N}, \{\tilde{\psi}^N_v\}_{v \in V_N} \) satisfy relations (4.19) and (4.20). Let \( \Phi, \{\Phi^N_v\}_{v \in V_N} \) be a collection of independent standard Gaussian random variables, and \( \epsilon^*(\epsilon) > 0 \). For \( v \in V_N \), set
\[
\psi^*_{N,lw,\epsilon} = \left( 1 - \frac{\epsilon^*}{\log N} \right) \psi^N_v + \epsilon^* \Phi_v,
\]
\[
\tilde{\psi}^*_{N,\epsilon} = \left( 1 - \frac{\epsilon^*}{\log N} \right) \tilde{\psi}^N_v + \epsilon^* \Phi^N_v,
\]
where we can choose, as in the proof of Fels and Hartung (2019, Lemma 5.6), \( \epsilon^*, \epsilon^N_v = \epsilon^N_{\epsilon^*}(\epsilon, \epsilon^*) \) and \( \epsilon^N_{\epsilon^*} = \epsilon^N_{\epsilon^*}(\epsilon, \epsilon^*) \) all non-negative and tending to 0 as \( \epsilon \to 0 \), such that
\[
\limsup_N \left( \tilde{\psi}^*_{N,lw,\epsilon} - m_N, \ldots, \tilde{\psi}^*_{N,A_p} - m_N \right), \left( \psi^*_{N,lw,\epsilon} - m_N, \ldots, \psi^*_{N,A_p} - m_N \right) \] 
and \( (4.21) \) can be proved the same way by switching the roles of \( \{\psi^N_v\}_{v \in V_N} \) and \( \{\tilde{\psi}^N_v\}_{v \in V_N} \). We omit further details.

**Proposition 4.6.** Let \( \tilde{\sigma} = (\tilde{\sigma}_1, \tilde{\sigma}_2) \in (0, \infty)^2 \), \( r = (r_1, r_2) \in (0, \infty)^2 \), and \( \{\psi^N_v,\tilde{\sigma} : v \in V_N\} \) as well as \( \{\phi^N_v,\tilde{\sigma} : v \in V_N\} \) be two Gaussian fields given by
\[
\psi^N_v,\tilde{\sigma} = \psi^N_v + \tilde{\sigma}_1 g_{B_{r_1}}, \quad \tilde{\sigma}_2 g_{B_{r_2}}, \quad \text{for } v \in V_N
\]
and
\[
\phi^N_v,\tilde{\sigma} = \psi^N_v + \sqrt{\frac{\|	ilde{\sigma}\|^2}{\log(N)}} \tilde{\psi}^N_v, \quad \text{for } v \in V_N
\]
where \( \{\psi^N_v\}_{v \in V_N}, \{\tilde{\psi}^N_v\}_{v \in V_N} \) are two independent scale-inhomogeneous DGFFs, satisfying Assumption 1.3, and where \( \{g_B\}_{B \in \mathcal{B}} \) is a collection of independent standard Gaussians. For a set \( A \subset [0,1]^2 \), we write \( M_{N,A,r_1,r_2,\tilde{\sigma}} = \max_{v \in V_N : v \cap A} \psi^N_v,\tilde{\sigma} \) and likewise, \( M_{N,A,\tilde{\sigma},\epsilon} = \max_{v \in V_N : v \cap A} \psi^N_v,\tilde{\sigma}, \epsilon \). Then, for any \( p \in \mathbb{N} \), and any collection of disjoint, open and non-empty \( A_1, \ldots, A_p \subset [0,1]^2 \),
\[
\lim_{N \to \infty} \sup \left( (M_{N,A_1,r_1,r_2,\tilde{\sigma}} - m_N, \ldots, M_{N,A_p,r_1,r_2,\tilde{\sigma}} - m_N) \right) = 0,
\]
as \( r_1, r_2 \to \infty \).
Proof: The proof is a straightforward adaptation of the proof of Fels and Hartung (2019, Proposition B.2). Decompose $V_N$ into boxes $B$ of side length $N/r_2$ and call their collection $\mathcal{B}$. Further, for $\delta \in (0,1)$ and $B \in \mathcal{B}$, let $B_\delta$ be the box with the identical centre as $B$, and reduced side length $(1-\delta)N/r_2$. Then, we set $V_{N,\delta} = \cup_{B \in \mathcal{B}} B_\delta$. The corresponding maxima over are called $M_{N,A,r_1,r_2,\bar{\sigma},\delta} = \max_{v \in V_{N,\delta}, v/N \in A} \psi_{v}^{N,r,\bar{\sigma}}$ and $M_{N,A,\bar{\sigma},*} = \max_{v \in V_{N,\delta}, v/N \in A} \psi_{v}^{N,\bar{\sigma},*}$. Fels and Hartung (2019, Proposition 5.1) shows that it suffices to consider the maxima on the slightly smaller sets, i.e. one has

$$
\lim_{\delta \to 0} \lim_{N \to \infty} \mathbb{P}(M_{N,A_1,r_1,r_2,\bar{\sigma},\delta} \neq M_{N,A_1,r_1,r_2,\bar{\sigma},\delta}, \ldots, M_{N,A_p,r_1,r_2,\bar{\sigma},\delta} \neq M_{N,A_p,r_1,r_2,\bar{\sigma},\delta}) = \lim_{\delta \to 0} \lim_{N \to \infty} \mathbb{P}(M_{N,A_1,\bar{\sigma},*} \neq M_{N,A_1,\bar{\sigma},*}, \ldots, M_{N,A_p,\bar{\sigma},*} \neq M_{N,A_p,\bar{\sigma},*}) = 0. \tag{4.33}
$$

Next, we claim that the maximum is essentially determined by the maximum of the unperturbed scale-inhomogeneous DGFF, $\{\psi_v^N\}_v \in V_N$. For $B \in \mathcal{B}$, let $z_B$ be the unique element, such that

$$
\psi_{z_B}^N = \max_{v \in B_\delta} \psi_v^N. \tag{4.34}
$$

The claim is that

$$
\lim_{r_1,r_2 \to \infty} \lim_{N \to \infty} \mathbb{P} \left( |M_{N,A_i,r_1,r_2,\bar{\sigma},\delta} - \max_{B \in B_i} \psi_{z_B}^{N,r,\bar{\sigma}}| \geq \frac{1}{\log n} : 1 \leq i \leq p \right) = \lim_{N \to \infty} \sup \mathbb{P} \left( |M_{N,A_i,\bar{\sigma},*} - \max_{B \in B_i} \psi_{z_B}^{N,\bar{\sigma},*}| \geq \frac{1}{\log n} : 1 \leq i \leq p \right) = 0, \tag{4.35}
$$

with $NA_i = \{v \in \mathbb{Z}^2 : v/N \in A_i\}$. In the following, we show that none of the events in the probabilities in (4.35) can occur. It suffices to show that none of the following events can happen. For $i \in \{1, \ldots, p\}$, let

$$
E_1^{(i)} = \{M_{N,A_i,r_1,r_2,\bar{\sigma},\delta} \notin (m_N - C, m_N + C) \} \cup \{M_{N,A_i,\bar{\sigma},*} \notin (m_N - C, m_N + C) \}, \tag{4.36}
$$

$$
E_2^{(i)} = \{\exists u, v \in V_N : u, v/N \in A_i, \|u-v\| \in (r, N/r) \text{ and } \min(\psi_u^N, \psi_v^N) > m_N - c \log n \}, \tag{4.37}
$$

$$
E_3^{(i)} = \tilde{E}_3^{(i)} \cup \tilde{E}_3^{(i)}, \tag{4.38}
$$

where $\tilde{E}_3^{(i)} = \{\omega : \exists v \in V_N, v/N \in A_i : \psi_v^N > m_N - c \log n \}$,

$$
\tilde{E}_3^{(i)} = \{\omega : \exists v \in V_N, v/N \in A_i : \psi_v^N \leq m_N - c \log n \}, \tag{4.39}
$$

The events, $E_2^{(i)},E_3^{(i)},E_4^{(i)}$, we are considering here, are subsets of the events, $E_2,E_3$ and $E_4$, which appear in the proof of Fels and Hartung (2019, Proposition B.2). In the proof of Fels and Hartung (2019, Proposition B.2), we showed that their probabilities tend to zero, and thus, we may conclude the same for the events, $E_2^{(i)},E_3^{(i)},E_4^{(i)}$. So, we are left with bounding the events $E_1^{(i)}$. First note that it suffices to consider the scale-inhomogeneous DGFF, as the other terms are centred Gaussians with uniformly bounded variance. Since maximizing over a subset, we have, for any $i \in \{1, \ldots, p\}$,

$$
\mathbb{P} \left( \max_{v \in V_N : v/N \in A_i} \psi_v^N > m_N + C \right) \leq \mathbb{P} \left( \max_{v \in V_N} \psi_v^N > m_N + C \right). \tag{4.40}
$$
By tightness of the centred maximum Fels and Hartung (2019, (2.2)), (4.40) tends to 0 as $C \to \infty$, uniformly in $N$. Hence to show (4.35), it suffices to prove, for any $i \in \{1, \ldots, p\}$,

$$
\lim_{C \to \infty} \lim_{N \to \infty} \mathbb{P} \left( \max_{v \in V_N : \bar{v} / N \in A_i} \psi_v^N \leq m_N - C \right) = 0. \tag{4.41}
$$

Assume otherwise, then there is a subsequence $\{N_k\}_{k \in \mathbb{N}}$, a sequence $C_N \to \infty$ as $N \to \infty$ and a constant $\epsilon > 0$, such that, for any $k \in \mathbb{N}$,

$$
\mathbb{P} \left( \max_{v \in V_{N_k} : \bar{v} / N_k \in A_i} \psi_v^{N_k} \leq m_{N_k} - C_{N_k} \right) \geq \epsilon. \tag{4.42}
$$

We can further assume that $A_i \subset [0, 1]^2$ is a box, otherwise pick the largest box that fits into $A_i$. We can decompose $[0, 1]^2$ into disjoint translations of $A_i^{(j)}$, that we possible need to cut with $[0, 1]^2$. For each $A_i^{(j)} N$ we consider an independent copy of $\{\psi_v^N\}_{v \in V_N}$, called $\{\psi_v^{N,j}\}_{v \in V_N}$. By translation invariance, for each of these (4.42) holds. By Gaussian comparison, independence and (4.42), we have

$$
\mathbb{P} \left( \max_{v \in V_{N_k}} \psi_v^{N_k} \leq m_{N_k} - C_{N_k} \right) \geq \mathbb{P} \left( \max_{j} \max_{v / N_k \in A_i^{(j)}} \psi_v^{N,j} \leq m_{N_k} - C_{N_k} \right) > 0. \tag{4.43}
$$

By tightness of $\{\max_{v \in V_N} \psi_v^{N} - m_N\}_{N \in \mathbb{N}}$, the left-hand side of (4.43) tends to zero, which is a contradiction. Thus, this yields (4.41), which concludes the proof of Proposition 4.6. □

Lemma 4.5 and Proposition 4.6 allow us to prove Lemma 4.3.

Proof of Lemma 4.3: Define for $v \in V_N$, $\bar{\psi}_v^{N, \hat{\sigma}} = \left( 1 + \frac{\|\hat{\sigma}\|^2}{\log(N)} \right) \psi_v^N$, and for $A \subset [0, 1]^2$ open and non-empty, $\bar{M}_{N,A, \hat{\sigma}} = \max_{v \in V_N : \bar{v} / N \in A} \bar{\psi}_v^{N, \hat{\sigma}}$ and set $M_{N,A} = \max_{v \in V_N : \bar{v} / N \in A} \psi_v^N$. (4.40) together with tightness of the centred maximum Fels and Hartung (2019, (2.2)) and (4.41) implies,

$$
\mathbb{E} \left[ \bar{M}_{N,A, \hat{\sigma}} \right] = \mathbb{E} \left[ M_{N,A} \right] + 2\|\hat{\sigma}\|^2_2 + o(1), \tag{4.44}
$$

and

$$
\lim_{N \to \infty} d \left( M_{N,A_i} - \mathbb{E} \left[ M_{N,A_i} \right], \bar{M}_{N,A_i, \hat{\sigma}} - \mathbb{E} \left[ \bar{M}_{N,A_i, \hat{\sigma}} \right] \right) = 0. \tag{4.45}
$$

Next, we consider the field, $\{\psi_v^{N, \hat{\sigma}, *, i}\}_{v \in V_N}$, defined in (4.31). For $i \in \{1, \ldots, p\}$, set

$$
M_{N,A_i, \hat{\sigma}, *, i} = \max_{v \in V_N : \bar{v} / N \in A_i} \psi_v^{N, \hat{\sigma}, *, i}. \tag{4.46}
$$

In distribution, $\{\psi_v^{N, \hat{\sigma}, *, i}\}_{v \in V_N}$ can be written as a sum of $\{\bar{\psi}_v^{N, \hat{\sigma}}\}_{v \in V_N}$ and an independent centred Gaussian field with variances of order $O((1/ \log N)^2)$. Thus, by Gaussian comparison,

$$
\mathbb{E} \left[ \bar{M}_{N,A_i, \hat{\sigma}} \right] = \mathbb{E} \left[ M_{N,A_i, \hat{\sigma}, *, i} \right] + o(1) \tag{4.47}
$$

and

$$
\lim_{N \to \infty} d \left( \left( \bar{M}_{N,A_i, \hat{\sigma}} - \mathbb{E} \left[ \bar{M}_{N,A_i, \hat{\sigma}} \right] \right)_{1 \leq i \leq p}, \left( \bar{M}_{N,A_i, \hat{\sigma}, *, i} - \mathbb{E} \left[ \bar{M}_{N,A_i, \hat{\sigma}, *, i} \right] \right)_{1 \leq i \leq p} \right) = 0. \tag{4.48}
$$

Combining (4.48) with Proposition 4.6 and applying the triangle inequality, one concludes the proof of Lemma 4.3. □
4.3. Coupling to independent random variables. Recall $\mathcal{A} = (A_1, \ldots, A_p)$ is a collection of disjoint open, non-empty, simply-connected subsets of $[0, 1]^2$, for some fixed $p \in \mathbb{N}$. Further, we have tiled $V_N$ with boxes $B_{N/KL,i}$ of side length $N/KL$. Instead of considering the maximum over the sets 

\[ \{v \in V_N : v/N \in A_i\}, \]

we want to work with the $B_{N/KL}$-boxes. Thus, for any $i \in \{1, \ldots, p\}$, let $T_i^{(KL)} \subset \{1, \ldots, (KL)^2\}$ denote the maximal index set, such that $j \in T_i^{(KL)}$ implies $B_{N/KL,j} \subset NA_i$, i.e.

\[ \bigcup_{j \in T_i^{(KL)}} B_{N/KL,j} \subset NA_i, \]

with $NA_i = \{v \in \mathbb{Z}^2 : v/N \in A_i\}$. Further, it is immediate to see that for all $1 \leq i \leq p$

\[ \left| \frac{NA_i \setminus \bigcup_{j \in T_i^{(KL)}} B_{N/KL,j}}{|NA_i|} \right| \rightarrow 0, \]

as we let $N, K, L$ tend to infinity in this order and where we write $|NA_i| = |NA_i \cap \mathbb{Z}^2|$. In particular,

\[
\mathbb{P} \left( \max_{v \in \mathbb{P}^p} \left\{ A_i \setminus \bigcup_{j \in T_i^{(KL)}} B_{N/KL,j} \right\} \psi_v^N \geq m_N + z \right) \\
\leq \sum_{i=1}^p \left| \frac{NA_i \setminus \bigcup_{j \in T_i^{(KL)}} B_{N/KL,j}}{|NA_i|} \right| \mathbb{P} \left( \psi_v^N \geq m_N + z \right) \\
\leq C \sum_{i=1}^p \left| \frac{NA_i \setminus \bigcup_{j \in T_i^{(KL)}} B_{N/KL,j}}{N^2} \right| e^{-2z},
\]

which, by (4.50), converges to zero as $N \to \infty$. Next, we construct random variables that do not depend on $N$ and that we couple to the local maxima of $\{S_v^N\}_{v \in V_N}$ on $\bigcup_{j \in T_i^{(KL)}} B_{N/KL,j}, \ldots, \bigcup_{j \in T_i^{(KL)}} B_{N/KL,j}$. We set, $A'_i := \bigcup_{j \in T_i^{(KL)}} B_{N/KL,j}$, and $S_{v,f}^N := S_v^N - S^N_{v,e}$, for $v \in V_N$. Set, for $k \leq n$ and $t \in [k, n]$,

\[ m_N(k, t) := 2\log N \left( \mathcal{I}_{g_2^2} \left( \frac{t}{n} \right) - \mathcal{I}_{g_2^2} \left( \frac{k}{n} \right) \right) - \frac{(t \wedge (n - (k + l') \wedge) \log n}{4(n - (k + l'))}. \quad (4.52) \]

Fix $\gamma \in (1/2, 1)$ and let $\{\varrho_{KL,i} : 1 \leq i \leq (KL)^2\}$ be a collection of independent Bernoulli random variables with

\[ \mathbb{P} \left( \varrho_{KL,i} = 1 \right) = \beta e^{2(k+l)\gamma} e^{-2(k+l)(\sigma^2(0)-1)}, \quad (4.53) \]

where, by using Fels and Hartung (2019, Proposition 5.8) and Fels and Hartung (2019, (5.70)), the constant $\beta > 0$ is the limit of constants $\beta^*_{K', L'}$, as $K' \to \infty$ and $L' \to \infty$, where the latter are such that by Fels and Hartung (2019, Proposition 5.8) they satisfy

\[
\lim_{z \to \infty} \lim_{(L', K', N) \to \infty} e^{2\log(2)(k+l)(1-\sigma^2(0))} e^{-2(k+l)\gamma} e^{2z} \mathbb{P} \left( \max_{v \in B_{N/KL,i}} S_v^N \geq m_N(k + l, n) - (k + l)\gamma + z \right) \\
- \beta^*_{K', L'} \right| = 0.
\]

Moreover, the collection, $\{\beta^*_{K', L'}\}_{K', L' \geq 0}$, and thus, $\beta$, depends on the variance only through $\sigma(1)$. Each of the Bernoulli random variables indicates, for $i = 1, \ldots, (KL)^2$, that the maximum of fine field, $\{S_v^{N,f}\}_{v \in V_N}$, in a box $B_{N/KL,i}$ exceeds the extremal threshold, $m_N(k + l, n) - (k + l)\gamma$. In
particular, the right-hand side of (4.53) is less than one, since by Assumption 1.3, $\sigma(0) < 1$, and due to the fact that $\gamma < 1$, while we may assume that $k$ is large. In addition, we specify an independent family of exponential random variables, $\{Y_{KL,i} : 1 \leq i \leq (KL)^2\}$,

$$\mathbb{P}(Y_{KL,i} \geq x) = e^{-2x}e^{2(k+l)^{\gamma}}, \text{ for } x \geq -(k+l)^{\gamma}. \quad (4.55)$$

These specify the exact height, $x$, by which the maximum of the fine field exceeds the extremal threshold, $m_N(k + l, n) - (k + l)^{\gamma}$, in each box, $B_{N/KL,i}$, for $i = 1, \ldots, (KL)^2$. Also, let $\{Z_{KL,i}\}_{1 \leq i \leq (KL)^2}$ be a centered Gaussian field with covariance kernel $\Sigma^c(i, j) = \sigma^2(0)\mathbb{E}[\varphi_{w_i}^K\varphi_{w_j}^L]$, for $i, j = 1, \ldots, (KL)^2$, and with $w_i$ the vertices of $V_{KL}$ as in (4.1). It captures initial contributions from the largest scales. For each $i \in \{1, \ldots, p\}$, set

$$G^{(i)}_{L,K,L',K'} := \max_{j \in T^{(KL)}_{i}, \theta_{KL,j}=1} (Y_{KL,j} + 2\log(KL)(1 - \sigma^2(0))) + (Z_{KL,j} - 2\log(KL)). \quad (4.56)$$

We collect these in the vector

$$G^*_{A,L,K,L',K'} := \left(G_{L,K,L',K'}^{(1)}, \ldots, G_{L,K,L',K'}^{(p)}\right). \quad (4.57)$$

We denote the law of the random vector defined in (4.57) by $\bar{\mu}_{L,K,L',K',A}$, which does not depend on $N$. Next, we show that $\bar{\mu}_{L,K,L',K',A}$ converges to the same limit as $\mu_{N,A}$, the law of

$$\left(\max_{v \in A_1^N} S_v^N - m_N, \ldots, \max_{v \in A_p^N} S_v^N - m_N\right). \quad (4.58)$$

The following theorem establishes that $\bar{\mu}_{L,K,L',K',A}$ is a good approximation for $\mu_{N,A}$. The key idea is a localization of extremely large vertices as in Proposition 3.3. To have an extreme local maximum, the fine field has to be much larger than usual. In fact, we need that on the leading order of its expected maximum on a box of side length $N/KL$, which is $2\log N\sqrt{(1 - \mathcal{I}_{\sigma^2}(\frac{k+l}{n}))}$, considering the right-tail asymptotics for the fine field in (4.54), this is well captured by the collection of random variables $(\theta_{KL,i}, Y_{KL,i})_{i=1,\ldots,(KL)^2}$ by construction. The exact height of an extreme local maximum is then simply given by the sum of the value of the coarse field and the height of the extremely large fine field.

**Theorem 4.7.** It holds that

$$\lim_{(L,K,L',K',N) \to \infty} \sup_{(L,K,L',K',N)} d(\mu_{N,A}, \bar{\mu}_{L,K,L',K',A}) = 0. \quad (4.59)$$

In particular, there exists $\mu_{\infty,A}$ such that

$$\lim_{(L,K,L',K',N) \to \infty} d(\mu_{N,A}, \mu_{\infty,A}) = 0. \quad (4.59)$$

**Proof:** We follow the proof of Fels and Hartung (2019, Theorem 5.9) that deals with the global maximum. First, note that by the exact same truncated second moment computations as in Fels (2019), just taking the sum over reduced sets, we have tightness of the centred maxima of the scale-inhomogeneous DGFF on subsets $NA_i$, for $i = 1, \ldots, p$, provided $vol(A_i) > 0$. By Lemma 4.2, the same holds for centred maxima on subsets $NA_i$, for $i = 1, \ldots, p$, of the 3-field approximation. In particular, joint convergence holds on a subsequence. Denote by $\tau_i^L = \arg \max_{v \in B_{N/KL,i}} S_v^N$, the a.s. unique point where the local maximum is achieved. By Fels and Hartung (2019, (5.50)), we have, for $1 \leq i \leq p$,

$$\lim_{(L,K,L',K',N) \to \infty} \mathbb{P}\left(S_{\tau_i^L}^N \geq m_N(k + l, n) - (k + l)^{\gamma}\right) = 1. \quad (4.60)$$
Moreover, we know that the fine field values cannot be too large, i.e. let
\[ \mathcal{E} = \bigcup_{1 \leq i \leq (KL)^2} \{ \max_{v \in B_{N/KL,i}} S_{v}^{N,J} \geq m_{N}(k+l,n) + KL + (k+l)\gamma \}, \]
and
\[ \mathcal{E}' = \bigcup_{1 \leq i \leq (KL)^2} \{ Y_{KL,i} \geq KL + (k+l)\gamma \}. \]  
(4.61)

By Fels and Hartung (2019, (5.51)) respectively Fels and Hartung (2019, (5.53)), we deduce
\[ \limsup_{(L,K,L',K',N) \to \infty} \mathbb{P}(\mathcal{E}) = 0 \quad \text{and} \quad \limsup_{(L,K,L',K',N) \to \infty} \mathbb{P}(\mathcal{E}') = 0. \]  
(4.62)

This allows to couple the centred fine field, \( \tilde{M}_{N,i}^{f} = \max_{v \in B_{N/KL,i}} S_{v}^{N,J} - m_{N}((k+l),n) \), to the approximating process \( G_{L,K,L',K'}^{(i)} \), defined in (4.56). By Fels and Hartung (2019, Proposition 5.8), there are \( \epsilon_{N,KL,K'}/2 > 0 \) with
\[ \limsup_{(L,K,L',K',N) \to \infty} \epsilon_{N,KL,K'}^{*} = 0, \]  
(4.63)
such that, for some \( \hat{c} \leq \epsilon_{N,KL,K'}/4 \),
\[ \mathbb{P}\left( -(k+l)^{\gamma} \hat{c} \leq \tilde{M}_{N,i}^{f} \leq KL + (k+l)^{\gamma} \right) = \mathbb{P}(\varrho_{KL,i} = 1, Y_{KL,i} \leq KL + (k+l)^{\gamma}), \]  
(4.64)
and such that for all \( t \) with \(-(k+l)^{\gamma} - 1 \leq t \leq KL + (k+l)^{\gamma},\)
\[ \mathbb{P}(\varrho_{KL,i} = 1, Y_{KL,i} \leq t - \epsilon_{N,KL,K'}^{*} \leq \tilde{M}_{N,i}^{f} \leq t) \leq \mathbb{P}(\varrho_{KL,i} = 1, Y_{KL,i} \leq t + \epsilon_{N,KL,K'}^{*}/2). \]  
(4.65)

Thus, there is a coupling between \( \{ \tilde{M}_{N,i}^{f} : 1 \leq i \leq (KL)^2 \} \) and \( \{(\varrho_{KL,i}, Y_{KL,i}) : 1 \leq i \leq (KL)^2 \} \) such that on the event \( (\mathcal{E} \cup \mathcal{E}')^{c} \):
\[ \varrho_{KL,i} = 1, |Y_{KL,i} - \tilde{M}_{N,i}^{f}| \leq \epsilon_{N,KL,K'}^{*} \quad \text{if} \quad \tilde{M}_{N,i}^{f} \geq \epsilon_{N,KL,K'}^{*} \]  
(4.66)
\[ |Y_{KL,i} - \tilde{M}_{N,i}^{f}| \leq \epsilon_{N,KL,K'}^{*} \quad \text{if} \quad \varrho_{KL,i} = 1. \]  
(4.67)

A short argument for the existence of such couplings and which is taken from the proof of Fels and Hartung (2019, Theorem 5.9) is as follows: In the event \( \mathcal{E}^{c} \cap \mathcal{E}'^{c}, \) (4.64) becomes
\[ \mathbb{P}\left( -(k+l)^{\gamma} + \hat{c} \leq M_{N,i}^{f} \right) = \mathbb{P}(\varrho_{KL,i} = 1). \]  
(4.68)

By (4.65) and since the random variables have distributions that are absolutely continuous with respect to the Lebesgue measure, there is an increasing function, \( g : \mathbb{R} \to \mathbb{R}, \) with \( g(t) \in [t - \epsilon^{*}/2, t + \epsilon^{*}/2] \), for \( \hat{k}^{\gamma} - 1 \leq t \leq KL + k^{\gamma} \), and such that
\[ \mathbb{P}(\varrho_{KL,i} = 1, Y_{KL,i} \leq g(t)) = \mathbb{P}\left( -(k+l)^{\gamma} + \epsilon^{*} \leq M_{N,i}^{f} \leq t \right). \]  
(4.69)

Let \( -(k+l)^{\gamma} - 1 = t_{0} < \ldots < t_{D} = KL + (k+l)^{\gamma} \) be an arbitrary partition. Define sets
\[ A_{j} := \{ \omega : \varrho_{KL,i}(\omega) = 1, Y_{KL,i}(\omega) \in [g(t_{j}), g(t_{j+1})] \}, \]  
(4.70)
\[ B_{j} := \{ \omega : \epsilon^{*} \leq M_{N,i}^{f} \leq t_{j+1} \}. \]  
(4.71)

In particular, for any \( 0 \leq j < D, \) \( \mathbb{P}(A_{j}) = \mathbb{P}(B_{j}) \). Define random variables \( (\hat{q}_{KL,i}, Y_{KL,i}^{*}) \), i.e for \( \omega \in B_{j} \cap (\mathcal{E} \cup \mathcal{E}')^{c}, \) set \( Y_{KL,i}^{*}(\omega) = g(M_{N,i}^{f}(\omega)) \) and such that, for all \( \omega \in (\mathcal{E} \cup \mathcal{E}')^{c} \cap (\cup B_{j}), \) \( \hat{q}_{KL,i}(\omega) = 1. \) For \( \omega \in \mathcal{E} \cup \mathcal{E}', \) set \( \hat{q}_{KL,i}(\omega) = \varrho_{KL,i}(\omega) \) and \( Y_{KL,i}^{*}(\omega) = Y_{KL,i}(\omega). \) Then \( (\hat{q}_{KL,i}, Y_{KL,i}^{*}) \) additionally satisfies both (4.66) and (4.67). As \( \{Z_{KL,i} \}_{1 \leq i \leq (KL)^2} \)
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Next, we prove Theorem 2.5.

Proof of Theorem 2.5: By Lemma 4.2, (4.51) and Theorem 4.7, we can reduce the proof to proving convergence of the laws \( \mu_{L,K,L',K',\Delta} \). Recall that \( \{Z_{K,L,i}\}_{i=1,...,KL} \) is a centred Gaussian field with covariances given by \( \mathbb{E}[Z_{K,L,i}Z_{K,L,j}] = \sigma^2(0)\mathbb{E}[\phi_{w_i}\phi_{w_j}] \), for \( i, j = 1, \ldots, (KL)^2 \) and with \( w_i, w_j \) being the vertices of \( V_{KL} \) as defined at the beginning of Subsection 4.1. In the following, we construct random variables \( \{D_{KL}(A_i) : 1 \leq i \leq p\}_{KL \geq 0} \) that are measurable with respect to \( \mathcal{F}^c := \sigma(Z_{K,L,i})_{i=1}^{(KL)^2} \), so that for any \( x_1, \ldots, x_p \in \mathbb{R} \), the following limit exists

\[ \lim_{(L,K,L',K') \to \infty} \frac{\mu_{L,K,L',K'}(\mathbb{R} \times \mathbb{R} \times \mathbb{R} \times \mathbb{R})}{\mathbb{E}[\exp(-\beta \sum_{i=1}^p D_{KL}(A_i))]} \]

and is equal to one. Regarding (4.72), assume \( \varrho_{KL,j} = 1, \) for \( 1 \leq i \leq p \). Recalling (4.56), that is the definition of \( G_{L,K,L',K'}^{(i)} \), for \( i = 1, \ldots, p \), and conditioning on \( \mathcal{F}^c \), we have, for any \( x_1, \ldots, x_p \in \mathbb{R} \),

\[ \mu_{L,K,L',K'}(\mathbb{R} \times \mathbb{R} \times \mathbb{R} \times \mathbb{R}) = \mathbb{P}(G_{L,K,L',K'}^{(i)} \leq x_i : i = 1, \ldots, p) \]

\[ = \mathbb{E} \left[ \prod_{i=1}^p \left( 1 - \mathbb{P}(\varrho_{KL,j}Y_{KL,j} + 2\log(KL)(\sigma_1^2 - 1)) > x_i + 2\log(KL) - Z_{KL,j} \bigg| \mathcal{F}^c \right) \right]^{[T_{KL,i}]} \]

A union bound on \( \mathcal{D}^c = \{\min_{1 \leq i \leq (KL)^2} 2\log(KL) - Z_{KL,j} \geq 0\}^c \), shows that

\[ \lim_{(L,K) \to \infty} \mathbb{P}(\mathcal{D}) = 1. \]

Thus, on the event \( \mathcal{D} \), and by (4.53), (4.55) and (4.79), one deduces

\[ \mathbb{P}(\varrho_{KL,j}Y_{KL,j} \geq 2\log(KL)\sigma_1^2(0) - Z_{KL,j} + x_i | \mathcal{F}^c) = \beta e^{-2((1+\sigma_1^2(0))\log(KL)-Z_{KL,j}+x_i)} \]

In particular, note that (4.77) tends to zero as \( KL \to \infty \). Using \( e^{-\frac{1}{1-x}} \leq 1 - x \leq e^{-x} \), for \( x < 1 \), and inserting for \( x \) the probability in (4.77) with \( K, L \) large, implies that there is non-negative sequence
Proof of Theorem 1.5: \{\epsilon_{K,L}\}_{K,L \geq 0}, with \(\lim_{(L,K)\to\infty} \epsilon_{K,L} = 0\), such that
\[
\exp\left(-(1 + \epsilon_{K,L})\beta e^{-2((1+\sigma^2(0))\log(KL) - Z_{KL,j} + x_i)}\right) \\
\leq \mathbb{P}\left(\theta_{KL,j} Y_{KL,j} \leq 2 \log(KL)\sigma^2(0) - Z_{KL,j} + x_i \mid \mathcal{F}^c\right) \\
\leq \exp\left(-(1 - \epsilon_{K,L})\beta e^{-2((1+\sigma^2(0))\log(KL) - Z_{KL,j} + x_i)}\right).
\] (4.78)

Plugging (4.78) into (4.75) gives (4.74), with
\[
D_{KL}(A_i) = \sum_{j \in T_i^{(KL)}} e^{-2((1+\sigma^2(0))\log(KL) - Z_{KL,j})}.
\] (4.79)

Inserting (4.78) into (4.74), we obtain
\[
\lim_{(L,K,L',K')\to\infty} \frac{\bar{\mu}_{L,L',K',A}((-\infty,x_1],\ldots,(-\infty,x_p])}{\mathbb{E}\left[\exp(-\beta \sum_{i=1}^p D_{KL}(A_i)e^{-2x_i})\right]} = 1.
\] (4.80)

Theorem 4.7 in combination with (4.80), implies that \(\{D_{KL}(A_i) : 1 \leq i \leq p\}\) converge weakly to random variables \(\{D(A_i) : 1 \leq i \leq p\}\), as \(KL \to \infty\). Moreover, as the sequence of laws, \(\{\bar{\mu}_{L,L',K',A}\}_{L,L',K' \geq 0}\), is tight, it follows that almost surely, \(D(A_i) > 0\), for \(i \in \{1,\ldots,p\}\). This concludes the proof. \(\square\)

Proof of Theorem 1.5: The random measure, \(Y(dx)\), is completely characterized by its finite-dimensional distributions over disjoint, open and non-empty subsets, \(A_1,\ldots,A_p \subset [0,1]^2\), for \(p \in \mathbb{N}\). Recall the definition of the random vector, \((D_{KL}(A_1),\ldots,D_{KL}(A_p))\) in (4.79) and the definition of the random measures, \(\varphi^\alpha_N(dx)\), in (1.10). On the one hand, we proved in the proof of Theorem 2.5 that the random vector, \((D_{KL}(A_1),\ldots,D_{KL}(A_p))\), converges, as \(KL \to \infty\), to the random vector, \((D(A_1),\ldots,D(A_p))\). By Theorem 2.5, this equals \((Y(A_1),\ldots,Y(A_p))\), which also fixes the law of \(Y\).

On the other hand, we observe that \((D_{KL}(A_1),\ldots,D_{KL}(A_p))\) equals \((\varphi_{KL}^{2\sigma(0)}(A_1),\ldots,\varphi_{KL}^{2\sigma(0)}(A_p))\), which is known to converge to the Gaussian multiplicative measure associated with the continuum Gaussian free field on \([0,1]^2\) evaluated on \(A_1,\ldots,A_p\), \((\varphi_{KL}^{2\sigma(0)}(A_1),\ldots,\varphi_{KL}^{2\sigma(0)}(A_p))\) (see (1.11) or cp. Kahane, 1985 and Shamov, 2016). \(\square\)

5. Appendix

5.1. Gaussian comparison. We need a vector version of Kahane’s theorem.

Theorem 5.1. Let \(f \in C^2(\mathbb{R}^n; \mathbb{R}^k)\) with sub-Gaussian growth in every component of the second derivatives. Further let \(\{X_i\}_{1 \leq i \leq n}\), \(\{Y_i\}_{1 \leq i \leq n}\) be two centred Gaussian fields satisfying
\[
\mathbb{E}[Y_j Y_j] > \mathbb{E}[X_i X_j] \implies \frac{\partial f}{\partial x_i \partial x_j}(x) \geq 0, \quad x \in \mathbb{R},
\] (5.1)

where the inequality is to be understood component-wise. Then,
\[
\mathbb{E}[f(Y)] \leq \mathbb{E}[f(X)],
\] (5.2)

again to be understood as an inequality valid in each component.

Proof: The proof is an immediate adaptation of the original proof, as each component of \(f\) is a function \(f_j \in C^2(\mathbb{R}^n)\) with sub-Gaussian growth in its second derivatives, for which Kahane’s theorem holds. In particular, each component of the map \(f\) can be treated separately. \(\square\)

This allows us to deduce a vector version of Slepian’s inequality.
Theorem 5.2. Let $T$ be a countable index set, $\{X_i\}_{i \in T}$, $\{Y_i\}_{i \in T}$ be two centred Gaussian fields satisfying
\[
\text{Var}[X_i] = \text{Var}[Y_i] \quad \forall i \in T \quad \text{and} \quad \mathbb{E}[X_i X_j] \leq \mathbb{E}[Y_i Y_j], \quad \forall i, j \in T.
\]
(5.3)
Then, for any disjoint collection of subsets $T_1, \ldots, T_k \subset T$ and real numbers $x_1, \ldots, x_k \in \mathbb{R}$,
\[
\mathbb{P} \left( \max_{i \in T_1} Y_i \leq x_1, \ldots, \max_{i \in T_k} Y_i \leq x_k \right) \leq \mathbb{P} \left( \max_{i \in T_1} X_i \leq x_1, \ldots, \max_{i \in T_m} X_i \leq x_k \right).
\]
(5.4)
Proof: The proof is basically only a vector version of the original, which is why we just give a sketch. Assume for simplicity $|T| = n$. One takes a sequence of maps $f_l : \mathbb{R}^n \to \mathbb{R}^k$ of the form
\[
f_l = \begin{pmatrix}
\prod_{i \in A_1} g_l^1(x_i) \\
\prod_{i \in A_2} g_l^2(x_i) \\
\vdots \\
\prod_{i \in A_k} g_l^k(x_i)
\end{pmatrix}
\]
(5.5)
where $g_l^i(x_j)$ are smooth, non-increasing and converge from above to $\mathbb{1}_{(-\infty, x_j]}$. One notices that the requirements of Theorem 5.1 are met, and an application of it finishes the proof. \qed
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