Fracture toughness $K_{IC}$ measures the resistance of a material against crack propagation, and is one of the most important mechanical properties of materials [1]. For example, materials used in drilling bits or in ballistic vest should possess not only high hardness, but also high fracture toughness. The most widely used materials, diamond and tungsten carbide (WC), have drawbacks. Diamond is expensive and has problems with chemical and thermal stability, while WC is very dense (ruling out some applications) and is not superhard. Numerous methods have been employed to experimentally measure this property. Theoretical understanding and prediction of fracture toughness of materials have attracted enormous attention [2–4]. A simple approach is to seek a correlation between cohesive energy and fracture toughness [3]. However, as we know, metals have much higher $K_{IC}$, while having lower cohesive energies than covalent and ionic crystals. Apparently, $K_{IC}$ is not a function of just the scalar cohesive energy. By introducing more detailed mechanical and quantum-mechanical attributes of bonding [2–4], such as the ideal strength, band gap, ionicity, etc., the correlation between bonding properties and fracture toughness of materials is improved but still insufficient for actual applications.

Similar to fracture toughness, measuring hardness involves fracture and deformation under mixed loading conditions. There have been several attempts to establish correlations between hardness and one single elastic property such as bulk modulus or shear modulus [5–7]. By combining shear modulus and the Pugh modulus ratio $B/G$ [5](B and G refer to bulk and shear modulus, respectively), an empirical model for predicting hardness of polycrystalline material has been proposed by Chen et al. [9], and proved to be very reliable by many applications [10–13]. Furthermore, by introducing the concept of bond strength, other researchers have proposed robust hardness models for covalent [14] and ionic crystals [15]. This inspired us to consider whether it is possible to construct a model of fracture toughness based on the elastic and electronic properties of materials.

In this Letter we propose a simple and accurate model of fracture toughness for covalent and ionic crystals using mainly elastic properties of materials. Considering the fracture toughness of metals is usually 1-2 orders higher than that of covalent and ionic crystals, we introduce an enhancement factor by combining the density of states at the Fermi level and the electronegativity of materials. With that, we obtain a universal, simple and physically transparent model, working across three orders of magnitude and applicable to covalent and ionic crystals, metals and intermetallics. All the parameters in the model can be easily obtained by first-principles calculations, which makes the model applicable to materials selection and design.

Theoretical stress intensity factor to propagate a crack for materials with a crack under mode I loading (the load is normal to the cleavage plane) is given by Griffith theory [16]. Through breaking atomic bonds a crack propagates, and consequently new surfaces are generated. The surface tension of the opening surfaces at the crack tip $2\gamma_s$ ( $\gamma_s$ is the surface energy of the material) is the force to balance this elastic driving force. Therefore, the critical value of the stress intensity factor under mode I loading is given by:

$$K_g = 2\sqrt{\gamma_s G} / (1 - \nu),$$

where $\nu$ is Poisson’s ratio, and $G$ is shear modulus. This equation is often called the Griffith relation [16]. When the stress intensity ratio of a crack reaches $K_g$, a crack propagates. $K_g$ is the so-called theoretical fracture
toughness [17], which is applicable to materials without defects. In practice, an experimentally measured fracture toughness \( K_{IC} \) is considerably lower than \( K_g \), making Eq. (1) not useful in practice. However, the underlying physical correlation between fracture toughness and elastic properties provides useful insight.

In order to evaluate the correlation between shear modulus \( G \) and experimental fracture toughness \( K_{IC} \), we plot in Fig. 1 experimental \( K_{IC} \) against shear modulus \( G \) for a series of covalent and ionic crystals. From Fig. 1 we can see that the correlation between \( K_{IC} \) and \( G \) is not linear, but in general \( K_{IC} \) increases with \( G \) with the correlation coefficient between them of 0.90. Therefore, it is promising to get a model of fracture toughness by adding some correction to the correlation between \( K_{IC} \) and \( G \).

One possible correction factor is the well-known Pugh modulus ratio \( B/G \) [5]. Pugh [8] found that \( B/G \) is closely related with brittleness and ductility of materials. The lower the value of \( B/G \), the more brittle a material would be. Importantly, Pugh [8] also highlighted that the critical strain at fracture can be measured as \( \varepsilon \propto (B/G)^2 \). During deformation of a material, bonds break and reform resulting in displacement of atoms and slipping of atomic planes, and materials with high fracture toughness usually exhibit high ductility and yield at high critical strain. Therefore, we conclude that \( B/G \) is in positive correlation with fracture toughness \( K_{IC} \).

By combining shear modulus \( G \) and Pugh modulus ratio \( B/G \), we propose the following empirical relation:

\[
K_{IC} \propto G \cdot (B/G)^m .
\]  

(2)

In order to have correct dimensionality of \( K_{IC} \) (MPa \( \cdot \) m\(^{1/2} \)), a length scale unit must be added. Here, we have added volume per atom \( V_0 \) to the above relation, and by fitting to the data in Table I, we can get the value of \( m \) to be about 0.5. Thus we can obtain the following empirical formula for calculating fracture toughness of covalent and ionic crystals:

\[
K_{IC} = V_0^{1/6} \cdot G \cdot (B/G)^{1/2} .
\]  

(3)

where \( V_0 \) is the volume per atom (in m\(^3 \)), \( G \) and \( B \) are shear and bulk moduli (in MPa), and the unit of \( K_{IC} \) is in MPa \( \cdot \) m\(^{1/2} \). The comparison between the predicted and experimental fracture toughness is graphically represented in Fig. 2. As we can see, the predicted values are in agreement with experimental results. By calculating the correlation coefficient between predicted and experimental value, we have found this value to be 0.97. Furthermore the root mean square error (RMSE) is estimated to be about 0.4 MPa \( \cdot \) m\(^{1/2} \). The high correlation coefficient and small RMSE indicate the reliability and robustness of the proposed model of fracture toughness.

The fracture toughness of metals is usually 1-2 orders higher than that of ionic or covalent crystals, which is due to the lower crack sensitivity of metallic bonding compared with ionic and covalent bonds. Metallic bonds can be easily broken and reformed, while ionic and covalent bonds are very hard to break, but once broken, very hard to reform. If we use Eq. (3) directly to calculate the fracture toughness of a metal, the resulting \( K_{IC} \) are much lower than the experimental values. Considering the intrinsic difference between ceramics and metals, we can introduce an enhancement factor \( \alpha \) to Eq. (3) and obtain the following formula for metals:

\[
K_{IC} = (1 + \alpha) \cdot V_0^{1/6} \cdot G \cdot (B/G)^{1/2} .
\]  

(4)

The enhancement factor \( \alpha \) shall distinguish between covalent and ionic crystals and metals and reflect the
TABLE I: Comparison between predicted fracture toughness $K_{IC}$ with available experimental values at room temperature for a series of covalent and ionic crystals, along with predictions for some materials, such as CrB$_4$, $\gamma$-B$_{28}$ and Fe$_2$C. The calculated shear modulus $G$, bulk modulus $B$, volume per atom $V_0$, and Pugh modulus ratio $B/G$ are also given. Experimental $K_{IC}$ obtained according to ASTM standards are taken from Ref. [18] unless otherwise specified. Experimental $H_e^{exp}$ are taken from Ref. [9] and Ref. [13] unless otherwise specified. Predicted $H_e^{pp}$ are estimated by Chen’s model [9]. Elastic properties and volume per atom $V_0$ of materials are calculated within the framework of density functional using the PBE exchange-correlation functional [19] within the generalized gradient approximation and the projector-augmented waves method [20] as implemented in VASP [21, 22]. The calculated bulk ($B$) and shear ($G$) moduli are determined with Reuss-Voigt-Hill approximation [23]. The shear modulus $G$ is the reference scale and calculated the relative DOS per volume at the Fermi level. Here we use free electron gas as the reference. With taking aluminum’s atomic volume and valence electrons, we can get the DOS at the Fermi level. Importantly, we sum up the spin-up and spin-down electron DOS for magnetic materials to get the total DOS at the Fermi level. In order to correct the dimensionality of DOS, we need to choose a reference scale and calculate the relative DOS per volume at the Fermi level. Here we use free electron gas as the reference. With taking aluminum’s atomic volume and valence electrons, we can get the DOS at the Fermi level of the free electron gas $g(E_F)_{FES} = 0.025 \text{ states/eV}^{-1} \text{Å}^{-3}$. Thus the relative DOS at the Fermi level $g(E_F)_R = g(E_F)/g(E_F)_{FES}$ of any metal can be obtained accordingly (See Table II).

By fitting the data of pure metals in Table II, we can get the form of the enhancement factor $\alpha$ as the function of $g(E_F)_R$:

$$\alpha = 43 \cdot g(E_F)_R^{1/4}. \quad (5)$$

Different from pure metals, intermetallics are composed of two or more elements with metallic bonding. Therefore, the interaction between different elements shall be considered in the model of fracture toughness. Electronegativity is a promising factor for this purpose as it describes the tendency of an atom to attract elec-
TABLE II: Comparison between predicted fracture toughness $K_{IC}$ with available experimental values at room temperature for a series of metals and intermetallics. The shear modulus $G$, bulk modulus $B$, volume per atom $V_0$, Pugh modulus ratio $B/G$, and the density of states at the Fermi level are also given. Allen scale electronegativity $\chi$ [54] of element A and B of compound $A_mB_n$ are also listed. $^a$ refers to ferromagnetic phase of Fe. $^b$ and $^c$ refer to Cu-Sn (3%Sn) and Cu-Sn (9%Sn) bronze, which are constructed by replacing 1 and 3 Cu atoms with Sn atoms in a $2 \times 2 \times 2$ supercell of Cu FCC lattice, respectively. $^d$ refers to tin bronze. Elastic properties, electronic properties and volume per atom $V_0$ of materials are calculated within the framework of density functional using the PBE exchange-correlation functional [19] within the generalized gradient approximation and the projector-augmented waves method [20] as implemented in VASP [21, 22]. The calculated bulk ($B$) and shear ($G$) moduli are determined with Reuss-Voigt-Hill approximation [23].

| Material | $G$ (GPa) | $B$ (GPa) | $V_0$ ($\text{Å}^3$/atom) | $\alpha$ | $B/G$ | $g(E_F)_{R}$ | $\chi_A$ | $\chi_B$ | $K_{IC}^{\text{pre}}$ (MPa m$^{1/2}$) | $K_{IC}^{\text{exp}}$ (MPa m$^{1/2}$) |
|----------|-----------|-----------|-----------------|--------|------|---------------|-------|-------|-----------------|-----------------|
| Mg       | 24.3      | 44.6      | 22.87           | 35.3   | 1.84 | 0.45          | -     | -     | 16-18           | 20.1            |
| Al       | 27.6      | 75        | 16.47           | 44.2   | 2.72 | 1.12          | -     | -     | 30-35           | 32.8            |
| V        | 37.1      | 179.2     | 13.41           | 65.9   | 5.52 | 4.84          | -     | -     | 70-150          | 84.0            |
| Ti       | 44.8      | 110.8     | 17.05           | 52.3   | 2.47 | 2.18          | -     | -     | 50-55           | 60.2            |
| Ni       | 82.3      | 180.8     | 10.78           | 68.6   | 2.20 | 6.48          | -     | -     | 100-150         | 126.2           |
| W        | 158.0     | 309.7     | 15.91           | 43.3   | 1.94 | 1.02          | -     | -     | 120-150         | 155.2           |
| Fe$^a$   | 94.1      | 193.9     | 11.97           | 59.2   | 2.06 | 3.60          | -     | -     | 120-150         | 123.1           |
| Ag       | 29.6      | 103.8     | 17.67           | 36.9   | 3.51 | 0.54          | -     | -     | 40-105          | 34.1            |
| An       | 27.5      | 171.7     | 17.85           | 37.2   | 6.24 | 0.56          | -     | -     | 40-90           | 42.5            |
| $\beta$-Sn | 21.1 | 46.2     | 28.4            | 38.6   | 1.98 | 0.65          | -     | -     | 15-30           | 21.6            |
| Cu       | 49.8      | 145.4     | 11.94           | 41.5   | 2.92 | 0.87          | -     | -     | 40-100          | 54.7            |
| Cu-Sn(3%Sn)$^b$ | 56.1 | 135.2 | 12.25 | 42.3 | 2.41 | 0.93 | - | - | 40-80 | 57.1 |
| Cu-Sn(9%Sn)$^c$ | 47.1 | 101.1 | 12.94 | 39.6 | 2.15 | 0.72 | - | - | 40-80 | 42.9 |
| Ni$_3$Al | 81.9      | 179.8     | 11.27           | 10.8   | 2.14 | 5.16          | 1.88  | 1.63 | 15.7-20.9 [30] | 21.4            |
| FeAl     | 95.0      | 174.9     | 11.78           | 8.4    | 1.84 | 4.98          | 1.80  | 1.63 | 16.6-25 [37]  | 18.2            |
| Ti$_3$Al | 62.6      | 115.1     | 16.51           | 7.2    | 1.94 | 1.08          | 1.38  | 1.63 | 14-18          | 11.1            |
| NiAl     | 72.1      | 162.5     | 12.02           | 4.5    | 2.25 | 1.43          | 1.88  | 1.63 | 6-7.1 [35]    | 9.0             |
| TiAl     | 74.8      | 109.8     | 16.15           | 4.9    | 1.46 | 2.26          | 1.38  | 1.63 | 8              | 8.6             |
| Al$_3$Sc | 65.8      | 82.1      | 17.32           | 3.8    | 1.24 | 0.81          | 1.63  | 1.19 | 3.5-8 [38]    | 5.8             |

FIG. 3: Correlation between the enhancement factor $\alpha$ and the electronegativity factor $f_{EN}$ and the relative DOS at the Fermi level $g(E_F)_{R}$.

trons thus forming localized states. For compound $A_mB_n$ we introduce an electronegativity factor as:

$$f_{EN} = \beta / \left[1 + \sqrt{\frac{C_m^1 C_n^1}{C_{m+n}^2}} \left(\frac{\chi_A - \chi_B}{\chi_A \cdot \chi_B}\right)^2\right], \quad (6)$$

in which $C_m^1$, $C_n^1$ and $C_{m+n}^2$ refer to the number of combinations, $\chi_A$ and $\chi_B$ refer to the electronegativity of element A and B, respectively. The parameters $\beta$ and $\gamma$ can be obtained by fitting the data of intermetallics (See Table II) to be 0.3 and 8, respectively. In the above expression, both the degree of ionicity (the squared difference of electronegativity) and the strength of bonding (product of electronegativities) are taken into consideration. Therefore, we can get the enhancement factor $\alpha$ for pure metals and intermetallics as:

$$\alpha = 43 \cdot g(E_F)_{R}^{1/4} \cdot f_{EN}. \quad (7)$$

We can plot the relation between the enhancement factor $\alpha$ to the relative DOS at the Fermi level $g(E_F)_{R}$ and electronegativity factor $f_{EN}$ (see Fig. 3). The enhancement factor $\alpha$ along the electronegativity factor axis decreases much faster than along the $g(E_F)_{R}$ axis. For instance, $g(E_F)_{R}$ and elastic properties of TiAl is comparable with pure metals, but its fracture toughness is much lower than pure metals. In this case, the electronegativity factor $f_{EN}$ plays an important role to determine the fracture toughness of such compounds.

The model of fracture toughness shown in Eq. (4) is a universal model, which works for covalent and ionic crystals, metals and intermetallics. By using Eq. (4) we have
calculated fracture toughnesses for a series of metals and intermetallics as shown in Table II and plotted in Fig. 4. Experimental determination of fracture toughness can be affected by many factors. Taking into account the large spread of experimental values, our predicted results of $K_{IC}$ are in good agreement with experimental ones. Among all the metals in Table II, we can see that the predicted and experimental fracture toughnesses of Ni, Fe and W are higher than those of other metals, which explains why they are intrinsically suitable for mechanical applications. From Stone Age to Bronze Age to Iron Age, technological advances and human civilization were driven by the improvement of materials. From Table I and II we can see that the improvement of fracture toughness played a key role in the evolution of society.

Finding materials with good comprehensive performance is always the key in materials design [1]. This is even more important when it comes to the mechanical properties that characterize strength (e.g., hardness) and wear-resistance (in particular, fracture toughness). With the establishment of the model of fracture toughness, we can guide the search of high performance materials through both theory and experiment. By evaluating the hardnesses of all the materials in Table I, we plot the hardness against fracture toughness of these materials (See Fig. 5). We can see that diamond, c-BN and WC are overall the best materials, which explains why they have played such an outstanding technological role. The remarkable hardness and counterintuitive high fracture toughness of diamond makes it irreplaceable in many areas, such as in mechanical processing area.

In this letter, using the crystal structure information and properties derived from it, a simple and accurate fracture toughness model for covalent and ionic crystals has been constructed. Considering the intrinsic difference between covalent and ionic crystals and metals, we have introduced an enhancement factor $\alpha$ composed by the relative density of states at the Fermi level and atomic electronegativity of materials. The relative density of states at the Fermi level can measure the degree of metallicity, while the electronegativity factor takes into account the ionicity and strength of bonding. We have demonstrated that the model of fracture toughness is universal, which works for covalent and ionic crystals, metals and intermetallics. The predicted fracture toughness is in good agreement with the available experimental values. It is worth noting that all the parameters in the proposed fracture toughness model can be calculated directly and accurately by first-principles calculations, which makes the model applicable to a wide range of practical uses.
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**Fig. 4:** Comparison between experimental and predicted fracture toughness $K_{IC}$ for all the materials listed in Table I and Table II. The dotted lines along the $x$-axis refer to the experimental $K_{IC}$ distributions of metals.

**Fig. 5:** Correlation between hardness $H_v$ and fracture toughness $K_{IC}$.
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