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ABSTRACT
Minimum delay (or service delay) is one of the most important performance measures for intersection analysis. It can be described as the delay to a vehicle, which is waiting at the stop (or yield) line of an unsignalized intersection. In this study, an appropriate minimum delay equation is derived for multi-lane traffic circles in İzmir, Turkey. For this purpose, observations are made at six approaches of five multi-lane traffic circles. Simple and multiple regression analysis, in which circulating flow and geometric parameters are chosen as independent variables, are used to model minimum delay. Results have shown that geometry of a traffic circle has an important effect on minimum delay and should be considered in analysis but the model may fail to define minimum delay values greater than 22 seconds. Analyses have shown that models which depend on entry capacity are more effective in estimation of minimum delay at multi-lane traffic circles.

Keywords: Minimum delay, traffic circles, unsignalized intersections.

1. INTRODUCTION
Traffic circle is one of the most preferred intersection types in Turkey. However, because of poor design applications and lack of appropriate capacity and performance analysis procedure, traffic signals are frequently implemented at traffic circles especially in urban areas. Therefore, research on capacity and performance of traffic circles has great importance. Several studies have been presented on capacity of traffic circles like Tanyel et al. [1], Özuysal et al. [2], Çalışkanelli et al. [3], Tanyel and Yayla [4, 5] and Ersoy and
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Çelikoğlu [6]. However only a limited number of studies like Tanyel et al. [7] have been conducted on performance of traffic circles.

Delay can be used in designing, operating and comparing the performance of intersections under different control and flow conditions, as it directly reflects side effects of traffic flow like fuel consumption, driver dissatisfaction and increased travel time [8]. Akçelik [9] has defined delay as “the difference between interrupted and uninterrupted travel times through the intersection”. A general form of the equation for average delay per vehicle \( D_{av} \) can be expressed as [10]:

\[
D_{av} = D_{\min} \left( 1 + \gamma + \epsilon \cdot \rho \right) \left( 1 - \rho \right) \tag{1}
\]

where \( \gamma \) and \( \epsilon \) are constants, \( \rho \) is the degree of saturation and \( D_{\min} \) is minimum delay (seconds). Troutbeck \([11, 12]\) has defined \( \gamma \) and \( \epsilon \) constants according to Cowan’s \([13]\) studies. The value of \( \gamma \) depends on the arrival characteristics of minor stream flow: if minor stream vehicles arrive at random, then \( \gamma \) is set to “0”; if the minor stream vehicles arrive in platoons, then \( \gamma \) should be greater than “0”. For random stream arrivals, \( \epsilon \) can also be calculated by using the following equation:

\[
\epsilon = \frac{e^{\gamma T_o} - q_c T_o - 1 + q_c (e^{\gamma T_o} - 1) D_{\min}}{q_c (e^{\gamma T_o} - 1) D_{\min}} \tag{2}
\]

where \( q_c \) is the major stream flow (veh/sec), \( T_o \) is the follow-up time (seconds) and \( \epsilon \) is approximately equal to “1.0” \([10, 12]\).

Minimum delay (or service delay) is an important component of average delay. It is the delay a driver will experience while waiting at the entry of minor approach of an unsignalized intersection or roundabout. Minimum delay can also be described as the delay a driver in the minor stream will experience when minor stream demand is nearly zero. Minimum delay starts when a minor stream vehicle reaches to the stop or yield line of an approach, includes the waiting time of the driver for an acceptable headway or gap in the major stream (critical gap) and ends when the vehicle enters and joins the major flow. In other words, minimum delay is the sum of waiting time of a vehicle at the entry of the intersection and follow-up time between entering vehicles in the minor approach \([14]\). The term minimum delay was first introduced by Adams in 1936 for pedestrians and since then minimum delay is named as Adams delay \([15]\).

In literature, like capacity of unsignalized intersections and traffic circles, two different methods (or approaches) are widely used for modeling minimum delay \([14, 16, 17, 18, 19]\).

1. Theoretical (or behavioural) models which mainly depend on critical gap acceptance method,

2. Empirical models which mostly depend on field data and regression analysis.
The first example of theoretical models is Adams’ delay function \([20]\). He stated that traffic flow can be defined statistically as a Poisson process. According to this assumption, if the flow rate is \(q_c\) (veh/sec), then headways between vehicles are exponentially distributed with mean \(1/q_c\). By using these assumptions, Adams \([20]\) suggested the following equation for average delay for pedestrians:

\[
E(D) = \frac{e^{-\frac{T}{q_c}} - 1}{q_c} - T
\]  

(3)

where \(T\) is the accepted gap in seconds between vehicles by a pedestrian waiting on the sidewalk or at the roadside (if the minimum acceptable major-stream headway “\(T\)” is assumed to be equal for all pedestrians or vehicles waiting at the entry of a minor approach, then it is called as critical gap). However, previous studies have shown that, while the upper tail of observed headways can be defined by a negative exponential distribution, the lower tail of the headways are influenced by a safety headway (or following distance), which can be defined as the minimum headway between vehicles in the major flow \(\Delta\) \([21, 22, 23, 24]\). Thus in another early study on traffic engineering, Tanner \([21]\) assumed that the vehicles in the major stream follow each other with headways, which can be modeled with shifted negative exponential distribution and suggested the following equation for estimating minimum delay at unsignalized intersections:

\[
D_{\text{min}} = \frac{q_c(T-\Delta)}{q_c(1-\Delta \cdot q_c)} - T - \frac{1 - \Delta \cdot q_c + \Delta^2 \cdot q_c^2}{q_c(1-\Delta \cdot q_c)} + \frac{1}{2} \frac{\Delta^2 \cdot q_c}{(1-\Delta \cdot q_c)^2}
\]  

(4)

where \(\Delta\) is the minimum headway between major-stream vehicles (seconds) and \(T\) is the critical gap (seconds). Tanner \([21]\) derived Equation 4 for the condition that there is only one lane in the major road. For two-lane major stream, he stated that minimum headway between vehicles can be assumed as zero and headways between vehicles can be modeled by using negative exponential distribution.

Drew \([25]\) used Erlang distribution for modeling headways in major flow and he developed an equation for modeling service delay of entering vehicles from minor approach:

\[
D_{\text{min}} = \frac{e^{k \cdot q_c T} - \sum_{i=0}^{k} \frac{(k \cdot q_c \cdot T)^i}{i!}}{q_c \cdot \sum_{i=0}^{k} \frac{(k \cdot q_c \cdot T)^i}{i!}}
\]  

(5)

Here “\(k\)” is the Erlang number. If “\(k=1\)” then the equation transforms into the following form, which was suggested by Ashworth \([26]\):
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\[ D_{\text{min}} = \frac{e^{qcT} - 1 - q_c \cdot T}{q_c} \]  

(6)

Studies have shown that minimum delay \( D_{\text{min}} \) highly depends on the platooning characteristics of major flow [10]. For this reason, mixed distributions like Hyperexponential, Hyperlang, Cowan M3 (or M/D/1 model) or Cowan M4 (or M/G/1 model) are started to be used in modeling headways in the major flow, and thus delay models started to be developed by using these distributions. One of the most known model is suggested by Troutbeck [11, 27]. He used Cowan M3 distribution instead of shifted negative exponential distribution and suggested the following function which is also used for estimating the performance of roundabouts in Sweden [28]:

\[ D_{\text{min}} = \frac{e^{\lambda(T-\Delta)} - 1}{\lambda \cdot q_c} - T - \frac{\lambda \cdot \Delta^2 - 2 \cdot \Delta + 2 \cdot \Delta \cdot \alpha}{2 \cdot (\lambda \cdot \Delta + \alpha)} \]  

(7)

where \( \alpha \) is the proportion of free vehicles and \( \lambda \) is a decay constant which can be found by using the following formula:

\[ \lambda = \frac{\alpha q_c}{1-Dq_c} \]  

(8)

For two major streams, Equation 5 is rewritten as:

\[ D_{\text{min}} = \frac{e^{-\Delta(T-\Delta)/(q_1+q_2)\lambda} - 1}{\lambda} + \frac{\lambda \cdot \Delta^2 + 2 \Delta + 2 \Delta^2 - 4/3 \Delta \beta}{2 \Delta + 2 \Delta - 2 \Delta^2 - 2 \Delta \beta} \]  

(9)

where

\[ \beta = \frac{q_1 q_2}{q_1 + q_2} \]  

(10)

\[ A = \frac{q_1 q_2 (1-dq_2) + q_2 q_1 (1-dq_1)}{q_1 + q_2} \]  

(11)

\[ \Lambda = \lambda_1 + \lambda_2 \]  

(12)

In the equations, \( q_1 \) and \( q_2 \) are the traffic flows on lanes 1 and 2, \( \alpha_1 \) and \( \alpha_2 \) are the proportion of free vehicles on major streams 1 and 2, and \( \lambda_1 \) and \( \lambda_2 \) are the decay constants.

Flannery et al. [29] have developed a general formula for expected value of minimum delay:

\[ E(D_{\text{min}}) = \frac{1}{2 \pi} \left\{ \left( \frac{1}{2} T^2 - \int_0^T t F(t) dt \right) dt + (1 - F(T))^{-1} \left( T - \int_0^T F(t) dt \right) \int_0^T t F(t) dt \right\} \]  

(13)
In Equation 13, $F(T)$ is the probability distribution of accepted gaps, $t$ is headway between vehicles in the major stream (seconds), $\bar{T}$ is the mean headway (seconds) and $F(t)$ is the probability distribution of a general distribution used for modeling headways. If the general distribution is assumed as negative exponential distribution then Equation 13 may reduce to Adams’ delay model given in Equation 3.

Besides the models presented above, some empirical minimum delay models have been developed especially for stop controlled intersections. One of the first empirical models is suggested by Kyte et al. [18]:

$$D_{\text{min}} = 17.28 Q_c$$  \hspace{1cm} (14)

where $Q_c$ is the conflicting flow in front of the minor stream flow (veh/h). This function is valid for conflicting traffic volumes that range between 0.051–0.31 veh/sec.

A-Omari and Benekhoal [19] suggested different equations of minimum delay calculation for different maneuver types from a minor approach as follows:

$$D_{\text{min}}^R = 3.28 + 0.00886 Q_R$$  \hspace{1cm} (15)

$$D_{\text{min}}^{TH} = 3.59 + 0.00730 Q_{TH}$$  \hspace{1cm} (16)

$$D_{\text{min}}^L = 3.25 + 0.01070 Q_L$$  \hspace{1cm} (17)

where $D_{\text{min}}^i$ is the delay for the $i$th maneuver (seconds); $Q_i$ is the conflict flow in front of the minor stream approach $i$th maneuver (veh/hr) and R, L and TH expressions denote right turning, left turning and through passing maneuvers respectively.

While Kyte et al. [18] and Al-Omari and Benekhoal [19] have suggested linear functions, Chandra et al. [30] have used an exponential function for estimating minimum delay:

$$D_{\text{min}} = 2.1955 e^{-0.2857 Q_c}$$  \hspace{1cm} (18)

A similar approach for single lane traffic circles has also been tested by Tanyel et al. [7], where they also showed that a power function can be an adequate alternative for minimum delay estimation. Çelik [31] also suggested an exponential equation, which is derived by using the outputs of a simulation program he developed:

$$D_{\text{min}} = (Tq_c)^2 e^{1.0235T^2}$$  \hspace{1cm} (19)

Ashalata and Chandra [32], by using simulation technique, tried to model minimum delay at unsignalized intersections for different priority movements under varying composition of
conflicting traffic. Their results showed that delay, as experienced by a priority movement vehicles, increases with heterogeneity of conflicting flow increases.

Several studies have shown that minimum delay and critical gap values are highly affected from each other [33]. It is also known that critical gap acceptance value depends on the conflict flow (circulating flow at traffic circles) and geometric properties of a traffic circle. From this point of view, it can be said that minimum delay is also highly depends on geometric properties of an intersection. Thus Tanyel et al. [7] have developed the following empirical function, which defines the effect of geometric parameters on minimum delay at single-lane traffic circles:

\[ D_{\text{min}} = -0.042D_i - 0.118w_{\text{ent}} + 26.72q_c + 0.009\phi \]  

where \( D_i \) is the inscribed diameter of traffic circle (m), \( w_{\text{ent}} \) is the entry lane width of the minor approach (m) and \( \phi \) is the conflict angle.

From above, it is clear that minimum delay \( (D_{\text{min}}) \) mainly depends on the platooning characteristics in the major stream [10], critical gap and follow-up times of vehicles in the minor stream and geometric characteristics of an intersection [7]. However, number of entering vehicles from minor approach may also be an important parameter in estimating minimum delay as it depends on the same parameters. In Highway Capacity Manual, it is assumed that minimum delay decreases as the number of entering vehicles from minor approach increases [34, 35]:

\[ D_{\min} = \frac{1}{q_e} \]  

where \( q_e \) is the capacity (entry flow) of minor approach in veh/sec. With a similar approach, Akçelik [9] has suggested the following equation by using signal analogy concept:

\[ D_{\min} = \left(1 - T_0 \cdot q_e\right) \cdot \frac{e^{\lambda(T_0 - \Delta)}}{\alpha \cdot q_e} \cdot \frac{1}{\lambda} - 0.5 \cdot T_0 \]  

where \( T_0 \) is follow-up time for minor-stream drivers (seconds). Tanyel et al. [7] have also investigated the effect of entering vehicles on minimum delay. They used the function suggested by Horton [36] for infiltration capacity, which can be written in general form for minimum delay as:

\[ D_{\min} = D_{\text{minlow}} + (D_{\text{minup}} - D_{\text{minlow}})e^{-Kq_e} \]  

where \( D_{\text{minup}} \) is the upper limit of minimum delay (sec), \( D_{\text{minlow}} \) is the lower limit of minimum delay (sec) and \( K \) is a constant. For single-lane traffic circles, they found the function below:
Consequently, it is clear that the studies on minimum delay at unsignalized intersections in Turkey are very limited and there are no studies on minimum delays at multi-lane traffic circles. However, an adequate minimum delay function has a great importance in estimating average delay of an approach.

As mentioned before, both theoretical and empirical approaches can be used for developing a minimum delay function. Several researches proved that theoretical and empirical models, if they are built correctly, give close results with each other [5, 37]. Although theoretical models provide more detailed information about drivers’ behavior, which is an important issue in traffic engineering, they have relatively complex structure. On the other hand, empirical models may provide simple and applicable solutions.

In this study, it is aimed to develop a simple model for minimum delays at traffic circles that can be used in practice, so several empirical functions are proposed based on different geometric (inscribed diameter, entry lane with etc.) and/or operational (circulating flow, entry capacity etc.) parameters, which can be easily collected from field by practitioners.

The paper is organized as: i) First, study areas and data collection procedure are presented. ii) Then, the different approaches that are used to define an adequate empirical minimum delay and drivers’ behavior in Turkey are described. iii) Obtained empirical models are compared with existing models, which were suggested by different researchers. iv) A discussion on the effect of geometric design parameters and critical gap acceptance on minimum delay is presented.

2. DATA COLLECTION PROCEDURE

In this study, the data was collected from five multi-lane traffic circles in İzmir, Turkey. Three of the traffic circles are located in Alsancak (Montrö, Lozan and Alsancak Gar), one is located in Bornova (Meydan) and one is located in Buca (Üçkyular). Some geometrical properties of traffic circles are given in Table 1. Observations were made at peak hours by using a video camera, which is located at a higher building near intersection during weekdays under dry and clear weather conditions. From video recordings data like entry flow rate per approach (veh/hr), circulating flow rate per approach (veh/hr), headways in the circulating stream (sec), accepted and rejected gaps/lags in the circulating streams, follow-up times of entering vehicles (sec) and minimum delay values (sec) are derived.

In literature, it is generally accepted to collect and use 15 min data sets for analysis [19, 29]. However, this approach may lead to use of a limited number of data. To overcome this problem, the data extraction method is preferred to be used [7, 18, 30]. This method can be briefly explained as follows:

\[ D_{\text{min}} = 0.100 + (83.86 - 0.100) e^{-16.87 r_e} \]  

(24)
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| Intersection Parameter                  | Abbreviation | Alsancak Gar | Buca Çekuyular | Montrö | Lozan | Bornova |
|----------------------------------------|--------------|--------------|---------------|--------|-------|---------|
| Inscribed diameter                     | \((D_i)\) (m) | 55.00        | 30.00         | 65.00  | 67.00 | 46.00   |
| Number of entry lanes                  | \((n_{en})\)  | 2            | 2             | 2      | 2     | 2       |
| Entry lane width                       | \((w_{en})\) (m) | 3.00         | 3.80          | 3.00   | 3.00  | 3.50    |
| Number of exit lanes                   | \((n_{ex})\)  | 2            | 2             | -      | 2     | -       |
| Exit lane width                        | \((w_{ex})\) (m) | 3.00         | 3.00          | -      | 3.00  | -       |
| Width of splitter island               | \((w_{island})\) (m) | 10.00        | 10.00         | -      | 9.00  | -       |
| Number of circulating lanes            | \((n_c)\)    | 3            | 2             | 3      | 3     | 2       |
| Width of circulating area              | \((w_c)\) (m)   | 15.00        | 8.00          | 20.00  | 20.00 | 10.00   |
| Conflict angle                         | \((\phi)\) ('') | 45           | 45            | 46     | 54    | 61      |
| Number of observations                 |              | 78           | 24            | 128    | 165   | 86      |
| Circulating flow                       | \((Q_c)\) (veh/h) | 1513         | 680           | 1456   | 558   | 1028    |

**Observations**

| Minimum delay                          | \((D_{min})\) (sec) | mean: | st. dev.: |
|----------------------------------------|---------------------|-------|-----------|
|                                       | 16.52               | 9.27  | 1.23      |
| Critical gap                           | \((T)\) (sec)      | mean: | st. dev.: |
|                                       | 3.16                | 0.30  | 0.15      |
The microscopic analysis requires the definition of the conflicting traffic flow as seen by each subject approach vehicle. If $t_0$ is defined as the time of arrival of the subject approach vehicle at the reference line, $t_d$ is defined as the time of departure of the subject approach vehicle, $n$ is the number of observed conflicting vehicles for the subject vehicle and $t_n$ is the time of arrival of $n$th conflicting vehicle at the reference point [30]. Then conflicting flow rate can be found by using the following equation:

$$\text{Conflicting flow rate} = \frac{n}{t_n - t_0}$$  \hspace{1cm} (25)

In the equation, the conflicting flow rate, which is experienced by a driver waiting at the entrance of the subject approach, is defined as the number of observed conflicting vehicles divided by the observation time [30]. The service delay then can be computed by using Eq. 26:

$$\text{Minimum delay} = t_d - t_0$$  \hspace{1cm} (26)

Chandra et al. [30] stated that the major advantage of using disaggregate data in microscopic analysis is that, information is not lost by aggregation, and the number of data points are highly increased. Besides, it gives instantaneous conflicting flow rate as observed by a driver waiting for a suitable gap.

All data, which include heavy vehicles in the major and/or minor flow are excluded due to the limited number of data and observations which include only passenger cars are used in analysis. As a result, 481 observed data in total (79 from Alsancak Gar, 24 from Buca Üçkuyular, 86 from Bornova, 128 from Montrö and 165 from Lozan) could have been obtained and used in this study.

3. PARAMETERS AFFECTING MINIMUM DELAY

Previous studies have shown that there is a high relation between critical gap and average delay [11, 12, 21]. A similar relation may be expected between critical gap and minimum delay also. In the simplest term, critical gap can be defined as the minimum gap that all drivers in the minor stream are assumed to accept at all similar locations [10]. In Figure 1, relation between observed accepted gaps, circulating flow and minimum delay is shown. From the figure, it is clear that, as the accepted gap values increase, minimum delay values decrease. However, a completely opposite trend may be expected, since vehicles would enter the main flow more easily when they accept smaller gaps. Although this assumption is true in most cases, the results presented in Figure 1 are quite valid, since they reflect drivers’ behavior at unsignalized intersections. Studies have shown that under low circulating flow conditions, drivers in the minor stream tend to accept longer gaps, since they may provide safer entering opportunities. However, if they have to wait longer, they may get impatient and accept lower gap values and may also force the main stream to slow down or completely stop. These situations are named as gap forcing or limited priority merge conditions [5].
As mentioned before, critical gap acceptance values depend not only on circulating flow but also on geometric parameters. Collection of critical gap acceptance data from the field may be difficult but geometric parameters of a traffic circle can be measured easily. In Figure 2, geometric parameters of a multi-lane traffic circle are shown. In the figure, $D_i$ is inscribed diameter (m), $w_{ent}$ is entry lane width (m); $w_{exit}$ is exit lane width (m), $w_{island}$ is width of the splitter island (m), $w_c$ is circulating lane width (m) and $\phi$ is conflict angle (°).

**Figure 1 - Relation between accepted gaps and minimum delay values**

**Figure 2 - Geometric parameters of a traffic circle**
Tanyel et al. [7] stated that there may be the following expectations for the effect of geometric parameters on minimum delay:

- When inscribed diameter is increased, minimum delay may be decreased.
- When entry width is increased, minimum delay may be decreased.
- When exit lane width is increased, minimum delay is decreased.
- When entry angle is increased, minimum delay is also increased.

![Figure 3 - Effect of entry angle on minimum delay](image)

![Figure 4 - Effect of entry width on minimum delay](image)

For single-lane traffic circles Tanyel et al. [7] found that as inscribed diameter increases, minimum delay also increases which was just the opposite of the first expectation listed above. In Figures 3–5, the relationship between some of the geometric parameters and minimum delay with respect to circulating flow ($Q_c$, in veh/h) are shown. From the figures, the following inferences can be made:
- Unlike the expectation defined above, as the entry angle increases minimum delay decreases.
- As the entry width increases minimum delay decreases.
- For low or moderate circulating flow values, as the inscribed diameter increases minimum delay decreases. However, when circulating flow exceeds 100 veh/h and reaches up to 2000 veh/h, minimum delay increases with increasing inscribed diameter value. This is probably because, as the inscribed diameter increases circulating width also increases (Figure 6) and this may result in drivers’ improper lane use in the circulating stream. This may increase the difficulty of minor stream drivers entering the intersection.

![Figure 5 - Effect of inscribed diameter on minimum delay](image1)

![Figure 6 - Relation between inscribed diameter and circulating width](image2)
4. MODEL DEVELOPMENT

In the study, models for minimum delay are developed according to three different approaches:

1. models based on circulating (conflicting) flow,
2. models based on geometric parameters and circulating flow,
3. models based on entry flow (or capacity).

4.1. Models Based on Circulating Flow

As explained in the introduction section, most of the empirical models are developed by investigating the relationship between minimum delay ($D_{min}$) and circulating flow ($q_c$). By preferring a similar approach, exponential and power functions are applied. The results are shown in Figure 7 and Equations 27-28.

From the figure, it is clear that, power function gives better results than exponential function but both functions fail when circulating flow exceeds 0.6 veh/sec.

$$D_{min} = 0.429e^{7.87q_c}$$
$$R^2 = 0.827$$

$$D_{min} = 36.385q_c^{1.5137}$$
$$R^2 = 0.943$$

Figure 7 - Regression models developed between minimum delay and circulating flow
4.2. Models Based on Geometric Parameters and Circulating Flow

As a second step, the effect of geometric parameters on minimum delay is tried to be modeled by using multiple regression analysis. For this purpose, inscribed diameter ($D_i$), entry lane width ($w_{ent}$), exit lane width ($w_{exit}$), width of the splitter island ($w_{island}$), circulating lane width ($w_c$) and conflict angle ($\phi$) are chosen as independent variables along with circulating flow ($q_c$, veh/sec).

Previous studies have shown that there can be a significant relationship between geometric parameters. To identify the relation between independent variables, Pearson Correlation values are calculated (Table 2). The Pearson coefficient values greater than 0.5 indicate the multicollinearity between independent variables. Bold values in the table show that, there are significant correlations between the pairs $D_i - w_{ent}$, $D_i - w_c$, $w_c - w_{entry}$ and $w_{exit} - w_{island}$. In the analysis, these parameters are tested separately.

### Table 2 - Pearson Correlation Values between geometric parameters

|       | $D_i$ | $w_{ent}$ | $w_{exit}$ | $w_{island}$ | $w_c$ | $\phi$ |
|-------|-------|-----------|------------|--------------|-------|--------|
| $w_{ent}$ |       | -0.915    |            |              |       |        |
| $w_{exit}$ | 0.135 | -0.262    |            |              |       |        |
| $w_{island}$ | 0.086 | -0.240    | 0.997      |              |       |        |
| $w_c$ | 0.973 | -0.902    | 0.169      | 0.126        |       |        |
| $\phi$ | -0.170 | 0.432     | -0.123     | -0.165       | -0.339 |        |

### Table 3 - Multiple Regression Model 1

|       | $\beta$ | Sdt.Error | $t$ Stat | $P$-value |
|-------|---------|-----------|----------|-----------|
| $D_i$ | -0.053  | 0.013     | -4.15    | 0.000     |
| $w_{island}$ | 0.398 | 0.034     | 11.51    | 0.000     |
| $\phi$ | -0.099  | 0.014     | -7.36    | 0.000     |
| $q_c$ | 46.031  | 1.054     | 43.67    | 0.000     |

$R^2 = 0.892; SS=44722.88; MS=11180.72; F-value=987.79; F-prob= 6.64x10^{-229}$

### Table 4 - Multiple Regression Model 2

|       | $\beta$ | Sdt.Error | $t$ Stat | $P$-value |
|-------|---------|-----------|----------|-----------|
| $w_{ent}$ | -2.731  | 0.136     | -20.010  | 0.000     |
| $w_{island}$ | 0.388 | 0.034     | 11.535   | 0.000     |
| $q_c$ | 47.368  | 1.093     | 43.344   | 0.000     |

$R^2 = 0.892; SS=44691.26; MS=14897.09; F-value=1311.20; F-prob= 6.80x10^{-230}$
Three empirical models, which show the effect of geometry on minimum delay are obtained by using multiple regression analysis. The results of analysis are given in Tables 3, 4, 5 and models are given in Equations 29, 30 and 31 respectively. From the tables, it is clear that R-square values of all three models are very close to each other.

| β  | Sdt.Error | t Stat | P-value |
|----|-----------|--------|---------|
| $w_{exit}$ | 1.113 | 0.106 | 10.470 | 0.000 |
| $\phi$ | -0.149 | 0.008 | -19.214 | 0.000 |
| $q_c$ | 44.920 | 1.011 | 44.425 | 0.000 |

$R^2 = 0.888; SS=44506.39; MS=14835.46; F-value=1262.79; F-prob= 2.00x10^{-226}$

4.3. Models Based on Entry Flow

Minimum delay is highly affected by the decision of drivers in the minor stream. Critical gap ($T$) and follow-up time ($T_0$) values are two parameters which can be used to define driver characteristics at an unsignalized intersection. Accordingly, a strong relationship between minimum delay and entry flow can be expected.

When $D_{min}$ values are plotted with respect to $q_c$ values, an exponential form is observed for multi-lane traffic circles (Figure 4). When a regression analysis is performed, an exponential function gives acceptable results as shown in Figure 8 and Equation 32:

$$D_{min} = 1.113e^{-14.7q_c}$$  \hspace{1cm} (32)

As stated before, Tanyel et al. [7] used the function suggested by Horton [36] for infiltration capacity for modeling minimum delay. A similar approach is also followed in this study. The parameters of Horton function are found by using the “solver” feature of Excel software. The solver feature uses a nonlinear optimization code called “Generalized Reduced Gradient” which was developed by Waren and Lasdon [38, 39]. The code minimizes the sum of square
errors between the observed and estimated pairs with a nonlinear manner. As a result, the following function is obtained:

\[ D_{\text{min}} = 1.21 + (78.44 - 1.21) e^{-17.25 q_e} \]  

(33)

Figure 8 - Observed minimum delay values and proposed exponential function line

\[ y = 71.714 e^{14.7 q_e} \]

\[ R^2 = 0.918 \]

Figure 9 - Comparison of observed and estimated minimum delay values
Estimation of the equation and observed minimum delay values are compared in Figure 9. From the figure, it is clear that Horton function approach gives adequate results in estimation of minimum delay at multi-lane traffic circles.

4.4. Comparison of Empirical Models

In previous three sections, different empirical models are developed with different assumptions. By considering the $R^2$ values, it can be said that the best results are obtained from Equations 17 and 21. Thus all models give acceptable $R^2$ values.

However, in defining the accuracy of a model, making decisions based on only $R^2$ values is not reliable. To define and compare the accuracy of these models, root mean square error (RMSE) and efficiency factor (EF) values are used.

Efficiency factor (EF), which is commonly known as Nash–Sutcliffe Model Efficiency Coefficient (NSE) [40] accounts for model errors in estimating the mean of the observed data set which ranges from minus infinity to 1.0. “EF = 1” corresponds to a perfect match of modeled values to the observed data. “EF = 0” indicates that the model estimations are as accurate as the mean of the observed data and an efficiency less than zero ($-\infty<\text{EF}<0$) shows worse estimation than the mean. The general equation for the model is given below:

$$EF = 1 - \left( \frac{\sum_{i=1}^{N} (D_{\text{minobs}} - D_{\text{minest}})^2}{\sum_{i=1}^{N} (D_{\text{minobs}} - D_{\text{min}})^2} \right)$$

Where $D_{\text{minobs},i}$ indicates observed minimum delay value (sec), $D_{\text{minest},i}$ is estimated minimum delay value (sec), “$i$” is the observation number and $D_{\text{min}}$ is the mean of observed minimum delay values (sec).

RMSE is a frequently used measure of the differences between the estimated values and the actual (observed) values and serves to aggregate the residuals into a single measure of predictive power [41]:

$$\text{RMSE} = \sqrt{\frac{\sum_{i=1}^{N} (D_{\text{minobs},i} - D_{\text{minest},i})^2}{N}}$$

The results of RMSE and EF are given in Table 6. It is clear that, Horton function give the best result when compared with other models. Models which depend on circulating flow give the worst results. This indicates that, models depending only circulating flow may mislead the practitioners. Circulating flow values should be validated with other parameters which can be effective on minimum delay.

When circulating flow and geometric parameters are considered together, better results are obtained. Although all three models have close $R^2$, RMSE and EF values, their accuracy is not sufficient. An important point is that the models developed are obtained only by using data from five intersections. In Figure 10, $(D_{\text{minobs}} - D_{\text{minest}})^2$ values are plotted with $D_{\text{minobs}}$.
values. From the figure, it can be seen that all three models give acceptable results, where $D_{min}$ values are below 22 seconds, but fail after this threshold.

| Models depend on circulating flow | $R^2$ | RMSE  | EF   |
|----------------------------------|-------|-------|------|
| Eq(27)                           | 0.827 | 5.239 | 0.490|
| Eq(28)                           | 0.943 | 4.186 | 0.675|

| Models depend on geometric parameters | $R^2$ | RMSE  | EF   |
|--------------------------------------|-------|-------|------|
| Eq(29)                               | 0.892 | 3.170 | 0.813|
| Eq(30)                               | 0.892 | 3.218 | 0.808|
| Eq(31)                               | 0.888 | 3.282 | 0.800|

| Models depend on entry flow | $R^2$ | RMSE  | EF   |
|----------------------------|-------|-------|------|
| Eq(32)                    | 0.918 | 1.222 | 0.972|
| Eq(33)                    | 0.985 | 0.890 | 0.985|

As stated before, best results are obtained when minimum delay is modeled by using entry flow. However, accuracy of Horton function’s drops for $D_{min}$ values greater than 38 seconds. In fact, there are only 4 observed minimum delay values greater than 38 seconds. Because of insufficient number of data, Horton function fails to define $D_{min}$ values greater than 38 seconds, but it gives better results than other empirical functions.

Figure 10 - Discrepancy of observed-estimated $D_{min}$ pairs
5. DISCUSSION

5.1. Applicability of Other Models in Literature

Until this part of the study, only derivations of empirical models are presented. However, theoretical models may give more information about drivers’ behavior and interaction between different traffic flows (like circulating and entering traffic flows). Consequently, determining the ability of the theoretical models to represent observation data may also provide a better opinion about the applicability of empirical relations. For this purpose, by using the observed data, minimum headways of minor stream vehicles are calculated by means of Tanner, Troutbeck, Akçelik and Highway Capacity Manual (HCM) models.

\[ y = 0.25x + 1.72 \]
\[ R^2 = 0.890 \]

\[ y = 0.51x + 2.83 \]
\[ R^2 = 0.996 \]

\[ y = 0.24x + 0.36 \]
\[ R^2 = 0.884 \]

Figure 11 - Observed and estimated minimum delay values
Observed minimum delay values are compared with estimated values and their correlation are shown in Figure 11. From the figures, the following statements can be made:

1. For a model to be acceptable, the observed and estimated values are expected to be close to each other. If a linear relationship is sought between these two data groups, the intercept of the linear function is expected to be significantly close to zero, and the slope of the line should converge significantly to one. According to this, from the figures, it is clear that all of the models fail to define the observed minimum delay values.

2. HCM model gives the best results ($R^2$ value is very close to 1) but it cannot estimate $D_{\text{min}}$ values smaller than 2.83 seconds.

3. The second-best result is obtained from Troutbeck model but it doesn’t show any significant difference from Akçelik and Tanner models.

4. These results lead to the conclusion that, it becomes necessary to conduct a detailed and comprehensive study for the calibration of theoretical models.

5.2. Applicability of Suggested Model to Other Multi-lane Traffic Circles

A model, whether analytical or empirical, should also be used to determine the performance of different intersections. This can be tested by using data obtained from different intersections other than the ones used for model development. For this purpose, observations from two multi-lane traffic circles in Buca, Izmir are used. Both intersections are located on Yavuz Sultan Selim Street. Yavuz Sultan Selim 1 intersection is a traffic circle with four approaches and located at the intersection point of Yavuz Sultan Selim and Özbekistan Streets. Yavuz Sultan Selim 2 intersection is at the intersection point of Yavuz Sultan Selim and Dedê Korkut Streets. Observations are made only once approach of each intersection by using the methods defined in Section 2 of this paper. Some properties of test traffic circles are given in Table 7.
82 minimum delay values in total (37 from Yavuz Sultan Selim 1, 45 from Yavuz Sultan Selim 2) are obtained from the test intersections. Observed delay values are compared with the values estimated by using Horton’s function and the results are shown in Figure 12. Analysis showed that Horton function can be applied to multi-lane traffic circles with different geometries and also different traffic characteristics.

Figure 12 - Comparison of observed and estimated $D_{\text{min}}$ values for test traffic circles
5.3. Comparison of Minimum Delay Models for Single and Multi-lane Traffic Circles

In this study, although the effect of geometric parameters of multi-lane traffic circles on minimum delay values is evaluated, perhaps one of the most important geometric parameters hasn’t been discussed: number of circulating lanes.

Analysis up to this point has shown that, Horton function can be an important tool in modeling of minimum delays at traffic circles, which is initially suggested by Tanyel et al. [7]. In Figure 13, estimated minimum delay values of single and multi-lane traffic circles for different entry flow values are presented. Both models give very close results, especially for entry flows between 400 and 600 veh/h. Differences between two models can be seen for high or low entry flow values. Thus, RMSE and EF values for single lane model are calculated as 1.24 and 0.972 respectively.

This similarity is a result of the nature of data. In both cases (for single-lane and multi-lane traffic circles) minimum delay values are obtained for each entry lane separately. Accordingly, these results may indicate that, the vehicles entering from two different lanes in an approach of a multi-lane traffic circle are not affected by each other, but other factors like circulating flow rate, critical gap acceptance etc. are also valid for single-lane traffic circles.

![Figure 13 - Comparison of models for single-lane and multi-lane traffic circles](image)

6. CONCLUSIONS

In this study, a new empirical minimum delay function for multi-lane traffic circles in Izmir, Turkey is presented. For this purpose, observations made at five multi-lane roundabouts at the city center of Izmir, Turkey. The obtained results can be listed as follows:

- Although models which depend on only circulating flow are simple and easy to apply, they have a very low accuracy in estimation of minimum delay at multi-lane traffic circles.
traffic circles. This indicates that, circulating flow alone cannot be used in modelling minimum delay.

- On the other hand, models which depend on geometric variables and circulating flow give better results, but they all fail to define minimum delay values greater than 22 seconds. Here we should mention that data was limited to only five approaches of five multi-lane traffic circles. If the number of observed intersections is increased, better models can be obtained. This may be a challenge for future studies.

- Results have shown that, Horton’s function gives the best results in estimation of minimum delay at traffic circles. Yet, the number of entering vehicles highly depends on many different variables like circulating flow, gap acceptance characteristics of minor stream drivers etc. If the entry flow values are desired to be obtained from observations, there should be a constant queue of vehicles at the entrance of the observed approach for at least 30 minutes (which is the case when data was collected for this study). This type of data is collected when empirical capacity function is tried to be obtained or calibration of a function which is derived according to critical gap acceptance method. It can be said that minimum delay models which are based on entry flow, should be used in conjunction with the entry capacity models. This shows that, an entry capacity model should be developed or calibrated in future studies.

**Symbols**

- $D_{av}$ : average delay per vehicle (seconds)
- $D_i$ : inscribed diameter of traffic circle (m)
- $D_{min}$ : minimum delay (seconds)
- $D_{min\, low}$ : lower limit of minimum delay (sec)
- $D_{min\, up}$ : upper limit of minimum delay (sec)
- $K$ : a constant in Horton’s function
- $k$ : Erlang number
- $n$ : the number of observed conflicting vehicles for the subject vehicle
- $q_e$ : major stream flow (veh/sec)
- $q_e$ : capacity (entry flow) of minor approach (veh/sec)
- $T$ : critical gap (seconds)
- $T_0$ : follow-up time (seconds)
- $t_d$ : the time of departure of the subject approach vehicle
- $t_r$ : the time of arrival of the subject approach vehicle at the reference line
- $t_{rn}$ : the time of arrival of nth conflicting vehicle at the reference point
- $w_c$ : circulating lane width (m)
- $w_{en}$ : entry lane width of the minor approach (m)
A New Minimum Delay Model for Multi-Lane Traffic Circles

\( w_{\text{exit}} \): exit lane width (m)
\( w_{\text{island}} \): width of the splitter island (m)
\( \Delta \): minimum headway between major-stream vehicles (seconds)
\( \alpha \): proportion of free vehicles (%)
\( \varepsilon \): a delay constant
\( \phi \): the conflict or entry angle
\( \gamma \): a delay constant
\( \lambda \): a decay constant
\( \rho \): the degree of saturation
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