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Abstract

Information theoretic analysis of a coded caching system is considered, in which a server with a database of $N$ equal-size files, each $F$ bits long, serves $K$ users. Each user is assumed to have a local cache that can store $M$ files, i.e., capacity of $MF$ bits. Proactive caching to user terminals is considered, in which the caches are filled by the server in advance during the placement phase, without knowing the user requests. Each user requests a single file, and all the requests are satisfied simultaneously through a shared error-free link during the delivery phase.

First, centralized coded caching is studied assuming both the number and the identity of the active users in the delivery phase are known by the server during the placement phase. A novel group-based centralized coded caching (GBC) scheme is proposed for a cache capacity of $M = N/K$. It is shown that this scheme achieves a smaller delivery rate than all the known schemes in the literature. The improvement is then extended to a wider range of cache capacities through memory-sharing between the proposed scheme and other known schemes in the literature. Next, the proposed centralized coded caching idea is exploited in the decentralized setting, in which the identities of the users that participate in the delivery phase are assumed to be unknown during the placement phase. It is shown that the proposed decentralized caching scheme also achieves a delivery rate smaller than the state-of-the-art. Numerical simulations are also presented to corroborate our theoretical results.
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I. INTRODUCTION

There has been a recent revival of interest in content caching, particularly focusing on wireless networks. This interest stems from a very practical problem: exponential growth in mobile traffic
cannot be matched by the increase in the spectral efficiency of wireless networks. This, in turn, leads to congestion in the radio access as well as the backhaul links, and increased delay and outages for users. Proactively caching popular contents at the network edge during off-peak hours has been recently proposed as a potential remedy for this problem (see [1], [2], [3], [4], [5], and references therein). Proactive caching shifts traffic from peak to off-peak hours, reduces latency for users, and potentially provides energy savings. In this paper, we focus on the coded caching model proposed in [3], which considers a single server holding a database of $N$ popular contents of equal size ($F$ bits), serving a set of $K$ users, which have local storage space, sufficient to hold $M$ files, that can be used to proactively cache content during off-peak hours.

Caching in this model consists of two distinct phases: In the first phase, which takes place during off-peak periods, i.e., when the network is not congested, caches at user terminals are filled by the server. This first phase is called the placement phase. The only constraint on the data transmitted and stored in a user cache in this phase is the cache capacity. However, due to the “proactive” nature of the cache placement, it is carried out without the knowledge of the particular user requests. A shared communication channel is considered to be available from the server to all the users during the peak traffic period. Once the user demands are revealed in this period, the server broadcasts additional information over the common error-free channel in order to satisfy all the user requests simultaneously. This constitutes the delivery phase. Since the delivery phase takes place during peak traffic period, the goal is to minimize the rate of transmission over the shared link, called the delivery rate, by exploiting the contents that are available the caches.

Over the past decade, research on caching has mainly focused on the placement phase; the goal has been to decide which contents to cache, typically at a server that serves many users, by anticipating future demands based on the history (see [6], [7], [8], and references therein). In our model, due to the uniform popularity of the files in the database, this uncoded caching approach simply stores an equal portion of each file (i.e., fraction of $M/N$), in each cache. The delivery rate of the uncoded caching scheme, when the user requests are as distinct as possible, i.e., the worst-case rate, is given by

$$R_U(M) = K \cdot \left(1 - \frac{M}{N}\right) \cdot \min \left\{1, \frac{N}{K}\right\}.$$  (1)
The gain from this conventional uncoded caching approach, compared to not having any caches at the users, i.e., the factor \((1 - \frac{M}{N})\) in (1), derives mainly from the availability of popular contents locally.

On the other hand, the coded caching approach proposed in [3] jointly designs the placement and delivery phases in a centralized manner; that is, a central server, which knows the number and identity of the users in the system, can arrange the placement and delivery phases in coordination across the users. This coded caching approach, thanks to the presence of a common broadcast channel to all the users, can significantly reduce the backhaul traffic over conventional uncoded caching by creating multicasting opportunities, even when users request different files. The following delivery rate is achieved by the centralized coded caching scheme proposed in [3], referred to as the MAN scheme in the rest of the paper:

\[
R_{\text{MAN}}^C(M) = K \cdot (1 - \frac{M}{N}) \cdot \min \left\{ \frac{1}{1 + K \frac{M}{N}}, \frac{N}{K} \right\}.
\] (2)

Following the seminal work of [3], further research on centralized coded caching have been carried out recently to reduce the required delivery rate. Authors in [9] have proposed a coded placement phase, referred to as the CFL scheme in this paper. When the number of users, \(K\), is at least as large as the number of files in the system, i.e., \(K \geq N\), the following delivery rate can be achieved for a cache capacity of \(M = \frac{1}{K}\) by the CFL scheme:

\[
R_{\text{CFL}}^C \left( \frac{1}{K} \right) = N \left( 1 - \frac{1}{K} \right).
\] (3)

It is also shown in [9] that the proposed scheme is indeed optimal for small cache capacities; that is, when \(M \leq 1/K\).

By employing coded multicasting opportunities across users with the same demand, an improved centralized caching scheme for any cache capacity \(0 \leq M \leq N\) is presented in [10] for the special case \(K > N = 2\). Again, considering more users in the system than the files in the database, i.e., \(K > N\), the authors in [11] have further reduced the delivery rate by exploiting a novel coded placement scheme, when \(4 \leq N < K \leq 3N/2\), and \(N\) and \(K\) are not relatively prime.

A theoretical lower bound on the delivery rate allows us to quantify how far the proposed caching schemes perform compared to the optimal performance. In addition to the cut-set bound
studied in [3], a tighter lower bound is derived in [12]. For the special case of \( N = K = 3 \), a lower bound is derived through a novel computational approach in [13]. A labeling problem in a directed tree, the complexity of which grows exponentially with the number of users, is considered in [14], to characterize another lower bound. However, none of these bounds are tight in general, and the optimal delivery rate-cache capacity trade-off for a caching system remains an open problem.

In contrast to the above centralized setting, in many practical scenarios, the identity and number of active users in the delivery phase are not known in advance, and there may not be a central authority to coordinate the cache contents across users. Maddah-Ali and Niesen considered the corresponding \textit{decentralized} coded caching problem, and showed that coded caching can still help reduce the delivery rate [15]. In the decentralized scenario, while the multicasting opportunities cannot be designed and maximized in advance, they will still appear even if the bits of files are randomly cached in the placement phase. The following delivery rate is achievable by the proposed decentralized caching scheme in [15]:

\[
R_{MAN}^D(M) = K \cdot \left( 1 - \frac{M}{N} \right) \cdot \min \left\{ \frac{N}{K M} (1 - (1 - M/N)^K), \frac{N}{K} \right\}.
\]

(4)

We note that the delivery rate in (4) provides the same local caching gain as in the centralized setting, i.e., the factor \((1 - M/N)\), as well as an additional global gain thanks to coding. The centralized caching schemes proposed in [10] is also extended to the decentralized setting, and it is shown to reduce the required delivery rate.

Coded caching have been studied under many other network settings in the recent years, such as online coded caching [16], multi-layer coded caching [17], caching files with nonuniform distributions [18], [5] and distinct sizes [19], user with distinct cache capacities [20]. It has also been extended to lossy reconstructions of cached files in [21], [22], [23]. Several works have considered noisy channels rather than an error-free shared link in the delivery phase [24], [25], [26], as well as delivery over a fading channel [27].

In this paper, we study coded caching in both the centralized and decentralized settings. We propose a novel \textit{group-based caching scheme}, and show that it improves the caching gain in both scenarios, particularly when the number of users in the system is larger than the number of files, i.e., when \( K > N \). Note that, this setting may be applicable for the distribution of
extremely popular files that become viral over the Internet, and are requested by a large number of users over a relatively short period of time, or for the distribution of various software updates to users.

Our main contributions can be summarized as below:

1) In the centralized setting, we propose a novel group-based centralized (GBC) coded caching scheme for a cache size of $M = N/K$ at the users. It is shown that the GBC scheme achieves a lower delivery rate compared to the state-of-the-art results when $K > N \geq 3$. This improvement can be further extended to other cache sizes through memory-sharing with the schemes proposed in [3] and [9].

2) By employing the same group-based caching idea in the decentralized setting, we introduce the group-based decentralized caching (GBD) scheme. The GBD scheme is shown to achieve a smaller delivery rate compared to the schemes presented in [15] and [10] for $K > N$.

3) We provide numerical results validating the superiority of the proposed group-based coded caching schemes compared to the state-of-the-art in both the centralized and decentralized settings.

The rest of the paper is organized as follows. We present the system model and relevant previous results in Section II. The group-based centralized coded caching scheme is introduced in Section III for the centralized setting. In Section IV it is extended to the decentralized scenario. In both Sections III and IV the derivation of the corresponding delivery rates are complemented with the analytical and numerical comparison of the achieved delivery rates with the state-of-the-art results. The proofs of our main results can be found in Appendix. We conclude the paper in Section V.

Notations: The sets of integers, real numbers, and positive real numbers are denoted by $\mathbb{Z}$, $\mathbb{R}$, and $\mathbb{R}^+$, respectively. For two integers $i \leq j$, $[i : j]$ represents the set of integers $\{i, i + 1, \ldots, j\}$. If $i > j$, then $[i : j] \triangleq \{\emptyset\}$. The binomial coefficient “$n$ choose $k$” is denoted by $\binom{n}{k}$. Notation $\oplus$ refers to the bitwise XOR operation. We use $|\cdot|$ to indicate the length of a binary sequence, or the cardinality of a set.
II. SYSTEM MODEL AND PREVIOUS RESULTS

Consider a server which has \( N \) popular files, denoted by \( W_1, W_2, ..., W_N \), each of length \( F \) bits, in its database. The files are assumed to be independent of each other and distributed uniformly over the set \([1 : 2^F]\). There are \( K \) users in the system, denoted by \( U_1, U_2, ..., U_K \), and each user is equipped with a local cache of capacity \( MF \) bits.

The caching system operates in two distinct phases. In the initial placement phase, cache of each user is filled by the server. The contents of the cache of user \( U_k \) at the end of the placement phase is denoted by \( Z_k \), for \( k = 1, ..., K \). The user demands are revealed after the placement phase. Each user requests a single file from among the available files in the database, and the demand of user \( U_k \) is denoted by \( d_k \), where \( d_k \in [1 : N] \), \( \forall k \). In the delivery phase that follows, a common message \( X \) is transmitted by the server to the users over an error-free shared link to satisfy all the user requests simultaneously.

**Definition.** An \((M, R, F)\) caching and delivery code consists of

i. \( K \) caching functions:

\[
\phi_k : [1 : 2^F]^N \rightarrow [1 : 2^{\lceil FM \rceil}] , \quad k = 1, ..., K, \tag{5}
\]

each of which maps the database \( \{W_1, W_2, ..., W_N\} \) to the cache content \( Z_k \) of user \( U_k \), i.e., \( Z_k = \phi_k (W_1, W_2, ..., W_N) \);

ii. one coded delivery function:

\[
\psi : [1 : 2^F]^N \times [1 : N]^K \rightarrow [1 : 2^{\lceil FR \rceil}] , \tag{6}
\]

which generates the common message \( X \) to be delivered through the shared link as a function of the database \( \{W_1, W_2, ..., W_N\} \) and the user demands \( \{d_1, d_2, ..., d_K\} \), i.e., \( X = \psi (W_1, W_2, ..., W_N, d_1, d_2, ..., d_K) \);

iii. \( K \) decoding functions:

\[
\mu_k : [1 : 2^{\lceil FM \rceil}] \times [1 : 2^{\lceil FR \rceil}] \times [1 : N]^K \rightarrow [1 : 2^F] , \quad k = 1, ..., K, \tag{7}
\]

each of which reconstructs file \( \hat{W}_{d_k} \) at user \( k \) as a function of the cache content \( Z_k \), the common message \( X \) delivered over the shared link, and the user demands \( \{d_1, d_2, ..., d_K\} \), i.e., \( \hat{W}_{d_k} = \mu_k (Z_k, X, d_1, d_2, ..., d_K) \).
In the above definition, $M$ represents the normalized cache capacity of each user (normalized by $F$), and $R$ denotes the transmission rate during the delivery phase.

**Definition.** The probability of error of an $(M, R, F)$ caching and delivery code is defined as

$P_e \triangleq \max_{(d_1, d_2, \ldots, d_K)} \Pr \left\{ \bigcup_{k=1}^{K} \left\{ \hat{W}_{d_k} \neq W_{d_k} \right\} \right\}$. (8)

**Definition.** The delivery rate-cache capacity pair $(M, R)$ is *achievable* if for every $\varepsilon > 0$ an $(M, R, F)$ caching and delivery code can be found with significantly large $F$, that has a probability of error less than $\varepsilon$, i.e., $P_e < \varepsilon$.

Naturally, there is a trade-off between the cache capacity of the users, and the required minimum delivery rate. Our goal is to define and characterize this trade-off rigorously. The delivery rate-cache capacity trade-off for the caching network depicted in Fig. 1 with the caches of equal capacity $M$, is denoted by $R^C(M)$, and defined as

$R^C(M) \triangleq \inf \left\{ R : (M, R) \text{ is achievable} \right\}$. (9)

For example, when there is no cache available at the users, i.e., $M = 0$, the worst case of user demands corresponds to users requesting as distinct files as possible; and all the requested files should be delivered by the server over the shared link; we have $R^C(0) = \min \{N, K\}$. On the other hand, when the cache capacity is large enough to store all the files, i.e., when $M = N$, all
the files can be made available locally to all the users, and no content needs to be sent during the delivery phase, and \( R^C(N) = 0 \). Our goal is to characterize the delivery rate-cache capacity trade-off for all cache capacities \( 0 < M < N \) for any given number of users \( K \).

For a centralized caching system, we denote the best achievable delivery rate-cache capacity trade-off in the literature by \( R^C_b(M) \). For \( N > K \), the best known delivery rate is achieved by the scheme proposed in [3], for any cache capacity satisfying \( 0 \leq M \leq N \), i.e., we have \( R^C_b(M) = R^C_{\text{MAN}}(M) \). On the other hand, for \( N \leq K \), we define the following set of \((N, K)\) corresponding to the scenario presented in [11] to find the best achievable scheme in the literature:

\[
\zeta \triangleq \left\{ (N, K) : 4 \leq N < K \leq \frac{3N}{2}, N \text{ and } K \text{ have a common divisor } c > 1 \right\} .
\] (10)

When \( N \leq K \), two following cases are considered to characterize \( R^C_b(M) \).

**Case 1:** \((N, K) \in \zeta\). The best delivery rate in the literature for Case 1 can be characterized as follows. For cache capacity \( M = 1/K \), the CFL scheme achieves the optimal delivery rate [9], while for \( M = (N - 1)/K \), the coded caching scheme presented in [11], which will be referred to as AG, achieves the best known delivery rate. For cache capacities \( M = tN/K \), the MAN scheme should be utilized, where if \( K < 3N/2 \), then \( t \in [1 : K] \), and if \( K = 3N/2 \), then \( t \in [2 : K] \). For any other cache capacities \( 0 \leq M \leq N \), the lower convex envelope of the mentioned points can be achieved through memory-sharing.

**Case 2:** \( N \leq K \) and \((N, K) \notin \zeta\). The best delivery rate in the literature is achieved by memory-sharing between the MAN and CFL schemes. In this case, the CFL scheme again achieves the optimal delivery rate for a cache capacity of \( M = 1/K \). To find the best achievable scheme for \( M = N/K \), we define, for \( t \in [1 : K] \),

\[
f(N, K, t) \triangleq \frac{(N - 1)(K - t)}{(t + 1)(tN - 1)} + N^2 \left( 1 - \frac{1}{K} \right) \left( \frac{t - 1}{tN - 1} \right),
\] (11)

and

\[
t^* \triangleq \arg \min_{t \in [1 : K]} f(N, K, t).
\] (12)

Then, we have

\[
R^C_b(N/K) = f(N, K, t^*).
\] (13)

For cache capacities \( M = lN/K \), where \( l \in [t^* : K] \), the MAN scheme should be employed.
III. CENTRALIZED CODED CACHING

In this section, the placement and delivery phases of the proposed centralized coded caching scheme will be introduced. The delivery rate achieved by this scheme will be analyzed and compared with the existing schemes in the literature. We first illustrate the proposed caching scheme on an example.

**Example 1.** In this example, we consider $K = 10$ users, $N = 3$ files, and a cache capacity of $M = 3/10$. Each file $W_i$ is first divided into 10 non-overlapping subfiles $W_{i,j}$, for $j \in [1:10]$, and $i \in [1:3]$, each of length $F/10$ bits. Then one subfile from each file is placed into each

| Group | User | Cache content | Requests |
|-------|------|---------------|----------|
| $G_1$ | User 1 | $W_{1,1},W_{2,1},W_{3,1}$ | $W_1$ |
| | User 2 | $W_{1,2},W_{2,2},W_{3,2}$ | $W_1$ |
| | User 3 | $W_{1,3},W_{2,3},W_{3,3}$ | $W_1$ |
| | User 4 | $W_{1,4},W_{2,4},W_{3,4}$ | $W_1$ |
| | User 5 | $W_{1,5},W_{2,5},W_{3,5}$ | $W_2$ |
| $G_2$ | User 6 | $W_{1,6},W_{2,6},W_{3,6}$ | $W_2$ |
| | User 7 | $W_{1,7},W_{2,7},W_{3,7}$ | $W_2$ |
| | User 8 | $W_{1,8},W_{2,8},W_{3,8}$ | $W_3$ |
| | User 9 | $W_{1,9},W_{2,9},W_{3,9}$ | $W_3$ |
| $G_3$ | User 10 | $W_{1,10},W_{2,10},W_{3,10}$ | $W_3$ |

Fig. 2. Cache contents at the end of the placement phase for the proposed GBC scheme when each of the $K = 10$ users demand a single file from among $N = 3$ files in the database. The worst-case user demand combination is assumed, and the users are grouped into three groups according to their requests.

The best delivery rate for other cache capacities is the lowest convex envelope of the points $M = l/K$ and $M = lN/K$, for $l \in [t^* : K]$, which can be achieved by memory-sharing.
user’s cache; that is, we have \( Z_j = (W_{1,j}, W_{2,j}, W_{3,j}) \), for \( j = 1, \ldots, 10 \). See Fig. 2 for the cache contents at the end of the placement phase.

The worst-case of user demands is when the requested files are as distinct as possible. Without loss of generality, by re-ordering the users, we consider the following user demands:

\[
d_j = \begin{cases} 
1, & 1 \leq j \leq 4, \\
2, & 5 \leq j \leq 7, \\
3, & 8 \leq j \leq 10.
\end{cases}
\]  

In the delivery phase, the users are grouped according to their demands. Users that request file \( W_i \) from the server constitute group \( G_i \), for \( i \in [1 : 3] \). See Fig. 2 for the group formation corresponding to the demands in (14). The delivery phase is divided into two distinct parts, that are designed based on the group structure.

**Part 1:** The first part of the delivery phase is designed to enable each user to retrieve all the subfiles of its demand that have been placed in the caches of users in the same group. As an example, all users \( U_1, \ldots, U_4 \), i.e., members of group \( G_1 \), should be able to decode all the subfiles \( W_{1,1}, W_{1,2}, W_{1,3}, W_{1,4} \), i.e., the subfiles stored in the cache of users in \( G_1 \), after receiving the message transmitted in part 1. Accordingly, in our example, in part 1 of the delivery phase the server sends the following coded subfiles over the shared link.

- \( W_{1,1} \oplus W_{1,2}, W_{1,2} \oplus W_{1,3}, W_{1,3} \oplus W_{1,4}, W_{2,5} \oplus W_{2,6}, W_{2,6} \oplus W_{2,7}, W_{3,8} \oplus W_{3,9}, W_{3,9} \oplus W_{3,10} \).

**Part 2:** The purpose of part 2 is to make sure that, each user can retrieve all the subfiles of its desired file, which have been placed in the cache of users in other groups. Hence, the server transmits the following coded subfiles in the second part of the delivery phase.

- \( W_{1,5} \oplus W_{1,6}, W_{1,6} \oplus W_{1,7}, W_{2,1} \oplus W_{2,2}, W_{2,2} \oplus W_{2,3}, W_{2,3} \oplus W_{2,4}, W_{1,7} \oplus W_{2,4}, W_{1,8} \oplus W_{1,9}, W_{1,9} \oplus W_{2,10}, W_{3,1} \oplus W_{3,2}, W_{3,2} \oplus W_{3,3}, W_{3,3} \oplus W_{3,4}, W_{1,10} \oplus W_{3,4}, W_{2,8} \oplus W_{2,9}, W_{2,9} \oplus W_{2,10}, W_{3,5} \oplus W_{3,6}, W_{3,6} \oplus W_{3,7}, W_{3,7} \oplus W_{2,10} \).

It can be easily verified that, together with the contents placed locally, user \( U_k \) can decode its requested file \( W_{d_k} \), \( \forall k \in [1 : 10] \), from the message transmitted in the delivery phase. As a result, by delivering a total of \( 12F/5 \) bits, which corresponds to a delivery rate of 2.4, all user demands are satisfied. The delivery rate of the best achievable scheme in the literature for cache capacity of \( M = 3/10 \) can be evaluated from (13), and it is given by \( R_h^C (3/10) = 2.43 \).
A. Group-Based Centralized Coded Caching (GBC)

Here we generalize the ideas introduced above in the example, and introduce the group-based coded caching (GBC) scheme for any $N$ and $K$ values. We consider a cache capacity of $M = N/K$, i.e., the aggregate size of the cache memories distributed across the network is equivalent to the total size of the database.

Note that, the server has no information about the user demands during the placement phase. Therefore, to satisfy all demand combinations efficiently, and to reduce the dependency of the delivery rate on the particular user demands as much as possible, we retain a symmetry among the subfiles of each file cached at each user. We employ the same placement phase proposed in [3] for $M = N/K$, in which each file $W_i$ is divided into $K$ non-overlapping subfiles $W_{i,j}$, for $i \in [1 : N]$ and $j \in [1 : K]$, each of the same size $F/K$ bits, and the cache contents of user $U_j$ is given by $Z_j = (W_{1,j}, W_{2,j}, \ldots, W_{N,j})$, $\forall j \in [1 : K]$. It is easy to see that the cache capacity constraint is satisfied.

Without loss of generality, by re-ordering the users, it is assumed that the first $K_1$ users, referred to as group $G_1$, have the same request $W_1$, the next $K_2$ users, i.e., group $G_2$, request the same file $W_2$, and so on so forth. Hence, there are $K_i \geq 0$ users in each group $G_i$, each with the same request $W_i$, for $i \in [1 : N]$. We will see that the delivery rate for the proposed GBC scheme is independent of the values $K_1, K_2, \ldots, K_N$. An example of grouping users is illustrated in Fig. 2, where $K_1 = 4$, and $K_2 = K_3 = 3$. We define the following variable which will help simplify some of the expressions:

$$S_i \triangleq \sum_{l=1}^{i} K_l.$$  

The coded delivery phase of the GBC scheme, for the user demands described above, is presented in Algorithm 1.

There are two parts in the delivery phase just as in Example 1. Having received the contents delivered in the first part of Algorithm 1, each user can obtain the missing subfiles of its requested file, which are in the cache of users in the same group; that is, each user $U_k$ in group $G_i$ requesting file $W_i$ has access to subfile $W_{i,k}$, and can decode all subfiles $W_{i,l}$, $\forall l \in \{S_{i-1} + 1 : S_i\}$, after receiving the contents delivered in line 3 of Algorithm 1 for $i = 1, \ldots, N$ and $k = S_{i-1} + 1, \ldots, S_i$. With the contents delivered in the second part, each user can decode the subfiles of
its requested file which are in the cache of users in other groups. Note that, all users in group $G_i$ demanding file $W_i$ have decoded subfile $W_{j,S_i}$, and they can obtain all subfiles $W_{i,l}$, $\forall l \in \{S_{i-1} + 1 : S_j\}$, i.e., subfiles of file $W_i$ having been cached by users in group $G_j$, after receiving $\bigcup_{k=S_{j-1}+1}^{S_{j-1}} (W_{i,k} \oplus W_{i,k+1})$ and $W_{i,S_j} \oplus W_{j,S_i}$, for $i = 1, \ldots, N - 1$ and $j = i + 1, \ldots, N$. Similarly, all users in group $G_j$ can decode all subfiles of their requested file $W_j$, which are in the cache of users in group $G_i$ by receiving $\bigcup_{k=S_{i-1}+1}^{S_{i-1}} (W_{j,k} \oplus W_{j,k+1})$ and $W_{i,S_j} \oplus W_{j,S_i}$, for $i = 1, \ldots, N - 1$ and $j = i + 1, \ldots, N$. In this way, at the end of the proposed delivery phase, the users can recover all the bits of their requested files.

**Algorithm 1** Coded Delivery Phase of the GBC Scheme

1: **Part 1**: Exchanging contents between users in the same group
2: for $i = 1, \ldots, N$ do
3: server delivers $\bigcup_{k=S_{i-1}+1}^{S_{i-1}} (W_{i,k} \oplus W_{i,k+1})$.
4: end for
5: **Part 2**: Exchanging contents between users in different groups
6: for $i = 1, \ldots, N - 1$ do
7: for $j = i + 1, \ldots, N$ do
8: server delivers $\bigcup_{k=S_{j-1}+1}^{S_{j-1}} (W_{i,k} \oplus W_{i,k+1}), \bigcup_{k=S_{i-1}+1}^{S_{i-1}} (W_{j,k} \oplus W_{j,k+1}), W_{i,S_j} \oplus W_{j,S_i}$.
9: end for
10: end for

**B. Delivery Rate Analysis**

Note that, the delivery rate of the GBC scheme, $R_G^{C}$, should be evaluated for the worst-case user demands. It can be argued that when $N < K$, the worst-case user demands is when there is at least one user requesting each file, i.e., $K_i > 0$, $\forall i \in [1 : N]$. On the other hand, when $N \geq K$, without loss of generality, by re-ordering the users, the worst-case user demands is assumed to happen when $K_i = 1$, if $i \in [1 : K]$; and $K_i = 0$, otherwise.

When $N \geq K$, considering the worst-case user demands, the server transmits the contents $\bigcup_{i=1}^{K-1} \bigcup_{j=i+1}^{K} (W_{i,S_j} \oplus W_{j,S_i})$ using Algorithm 1, which are similar to the contents delivered using the delivery phase proposed in [3 Algorithm 1] for a cache capacity of $M = N/K$. 
Thus, when $N \geq K$, the GBC scheme achieves the same delivery rate as the MAN scheme for $M = N/K$, i.e., $R_C^{\text{GBC}}(N/K) = R_C^{\text{MAN}}(N/K)$.

For $K > N$, the delivery rate of the GBC scheme is stated in the next theorem, whose proof can be found in Appendix A. We then compare the result with the best achievable scheme in the literature.

**Theorem 1.** In a centralized coded caching system with $N$ files, each of size $F$ bits, $K$ users, each equipped with a cache of capacity $MF$ bits, where $M = N/K$, the following delivery rate is achievable by the proposed GBC scheme, if $N < K$:

$$R_C^{\text{GBC}}(\frac{N}{K}) = N - \frac{N(N+1)}{2K}. \quad (16)$$

**Remark 1.** It can be seen that the delivery rate of the GBC scheme depends only on $N$ and $K$, and is independent of the values of $K_1, \ldots, K_N$, which implies the popularity of the files. The more distinct the files requested by the users, the higher the required delivery rate. Accordingly, the delivery rate given in (16) is obtained for the worst-case user demand combination, such that each file is requested by at least one user.

**C. Comparison with the State-of-the-Art**

In this subsection, we compare the performance of the GBC scheme with other caching schemes in the literature both analytically and numerically. We first show that the delivery rate achieved for a cache capacity of $M = N/K$ in (16) is the best known result as long as $N < K$. We then extend this improvement to a wider range of cache capacities through memory-sharing.

**Corollary 1.** The achievable delivery rate of the GBC scheme for a cache capacity of $M = N/K$ given in (16) improves upon the best known delivery rate in the literature, $R_b^C(N/K)$, when $K > N \geq 3$.

**Proof:** We compare the delivery rate of the GBC scheme with the best achievable scheme in the literature described in Section II for both cases $(N, K) \in \zeta$ and $(N, K) \notin \zeta$. For the first case, the slope of the delivery rate for $1/K \leq M \leq (N-1)/K$, which is achieved by memory-sharing between the CFL and AG schemes for points $M = 1/K$ and $M = (N-1)/K$, respectively, is

$$\frac{(K-2)(K-2N)}{2(N-2)}.$$

On the other hand, the slope of the delivery rate for $1/K \leq M \leq N/K$, achieved
through memory-sharing between the CFL and GBC schemes for points $M = 1/K$ and $M = N/K$, respectively, is $-N/2$. Since for $(N, K) \in \zeta$, we have $N \geq 4$, and $N + 2 \leq K \leq 3N/2$, it can be easily verified that the latter lies below the former; that is, by exploiting the GBC scheme rather than the AG scheme, a lower delivery rate can be achieved at $M = N/K$.

For a comparison of $R_{\text{GBC}}^C (N/K)$ and $R_{\text{b}}^C (N/K)$ in the second case, we need to evaluate $R_{\text{b}}^C (N/K)$ given in (13), which is not straightforward. Instead, in Appendix B we prove that for $K > N \geq 3$, $R_{\text{GBC}}^C (N/K) \leq f (N, K, t^*)$, $\forall t^* \in \{1 : K\}$. Since $R_{\text{b}}^C (N/K) = f (N, K, t^*)$, where $t^* \in \{1 : K\}$, it can be concluded that $R_{\text{GBC}}^C (N/K) \leq R_{\text{b}}^C (N/K)$. This completes the proof.

\begin{remark}
We observe through simulations that, apart from the case $N = 2$, the centralized scheme proposed in [10], referred to as WTP, does not improve upon time-sharing between the MAN and CFL schemes. Nevertheless, below we explicitly demonstrate the superiority of the GBC scheme over WTP for a cache capacity of $M = N/K$, when $K > N \geq 2$. Let $R_{\text{WTP}}^C (M)$ denote the delivery rate-cache capacity trade-off of the WTP scheme in the centralized setting. According to [10, Theorem 1], we have

$$R_{\text{WTP}}^C \left( \frac{N}{K} \right) \geq \min \left( R_{\text{co1}} \left( \frac{N}{K} \right), R_{\text{co2}} \left( \frac{N}{K} \right) \right),$$

where

$$R_{\text{co1}} (M) = N - M - \frac{M (N - 1) K (N - M)}{N^2 (K - 1)},$$

$$R_{\text{co2}} (M) = \frac{K (N - M)}{N + KM}.$$  

When $K > N \geq 2$, it can be easily verified that

$$R_{\text{GBC}}^C \left( \frac{N}{K} \right) \leq R_{\text{co1}} \left( \frac{N}{K} \right) = N + \frac{1}{K} - \frac{2N}{K},$$

$$R_{\text{GBC}}^C \left( \frac{N}{K} \right) \leq R_{\text{co2}} \left( \frac{N}{K} \right) = \frac{K - 1}{2},$$

which concludes that

$$R_{\text{GBC}}^C \left( \frac{N}{K} \right) \leq R_{\text{WTP}}^C \left( \frac{N}{K} \right).$$

The improvement obtained by using the GBC scheme for $M = N/K$, when $N < K$, can be
extended to any cache capacities $1/K < M < \hat{t}N/K$, where $\hat{t} \triangleq \max \{2, t^*\}$, through memory-sharing between the CFL scheme for $M = 1/K$, the GBC scheme for $M = N/K$, and the MAN scheme for cache capacity $M = \hat{t}N/K$. Note that, when $t^* = 1$, the improvement can be extended to the interval $1/K < M < 2N/K$, while for $t^* \geq 2$, the superiority of the GBC scheme holds for cache capacities $1/K < M < t^*N/K$.

**Corollary 2.** For $N$ files and $K$ users, each equipped with a cache of normalized capacity $M$, the following delivery rate-cache capacity trade-off is achievable in the centralized setting if $K > N$:

$$R_{\text{GBC}}^C(M) = \begin{cases} 
N \left(1 - \frac{M}{2} - \frac{1}{2K}\right), & \text{if } 1/K \leq M \leq N/K, \\
\frac{K}{(i-1)} \left(\frac{KM}{N} - 1\right) + \frac{K}{(i-1)} \left(\hat{t}N/K - M\right), & \text{if } N/K \leq M \leq \hat{t}N/K,
\end{cases}$$

(21)

where $\hat{t} \triangleq \max \{2, t^*\}$, and $t^*$ is determined as in (12).

Next, we illustrate the improvements in the delivery rate offered by the proposed GBC scheme through numerical simulations. The delivery rate of known centralized caching schemes as a function of the cache capacity, $M$, are compared in Fig. 3, for $N = 10$ files and $K = 15$ users. Note that, these $N$ and $K$ values correspond to Case 1 for the best achievable scheme in the literature, i.e., $(N, K) \in \zeta$. The best known achievable delivery rate in the literature for Case 1 is achieved by memory-sharing between the CFL, AG, and MAN schemes. Since we have $K = 3N/2$, the schemes are compared over the range $1/K \leq M \leq 2N/K$, where GBC provides an improvement. We also include the centralized WTP scheme, whose performance is slightly worse than that achieved by memory-sharing between the CFL, AG, and MAN schemes in this scenario. The information theory and cut-set lower bounds investigated in [12, Theorem 1] and [3, Theorem 2], respectively, are also included in this figure for comparison. We observe a significant improvement in the delivery rate offered by the GBC scheme compared to all other schemes in the literature for all cache capacity values $1/K < M < 2N/K$. Despite the improvement upon other known schemes, there is still a gap between $R_{\text{GBC}}$ and the theoretical lower bound; although this gap might as well be due to the looseness of the known lower bounds.

In Fig. 4, we compare the delivery rate of the GBC scheme with the existing schemes for $N = 50$ and $K = 130$. This scenario corresponds to Case 2 of the best achievable schemes in the
literature, i.e., \((N, K) \notin \zeta\), whose delivery rate is achieved through memory-sharing between the CFL and MAN schemes. According to \((12)\), we have \(t^* = 4\), and hence, \(\hat{t} = t^* = 4\). The centralized WTP scheme achieves the same performance as memory-sharing between the CFL and MAN schemes in this scenario. We again observe that the GBC scheme achieves a significantly lower delivery rate compared to the known caching schemes over the range of cache capacities \(1/K \leq M \leq 4N/K\).

In Fig. 5, the delivery rate of the proposed GBC scheme for cache capacity \(M = N/K\), i.e., \(R_{GBC}^C(N/K)\) given in \((16)\), is compared with the best achievable delivery rate in the literature for the same cache size, when the number of files is \(N = 100\), and the number of users varies from \(K = 200\) to \(K = 1000\). In this scenario, since \(K \geq 2N\), the best achievable rate in the literature, \(R_b^C(N/K)\), is determined by \((13)\). The WTP scheme is not included as it again
Fig. 4. Delivery rate cache capacity trade-off of the proposed GBC scheme compared with the best achievable scheme in the literature for $N = 50$ and $K = 130$. This setting corresponds to Case 2 in Section II. $R_{C_b}$ is achieved by memory-sharing between the CFL and MAN schemes for $1/K \leq M \leq 4N/K$.

achieves the same delivery rate as $R_b^C(N/K)$. We observe that the GBC provides a significant gain in the delivery rate for the whole range of $K$ values; however, the improvement is more pronounced for smaller number of users, $K \sim 200$. For $K = 200$ users in the system, the GBC scheme provides a 9.75% reduction in the delivery rate. We also observe that the gap between the delivery rate of the GBC scheme and the lower bound decreases with increasing number of users in the system.

**IV. Decentralized Coded Caching**

In this section, we consider a decentralized caching system, in which neither the number nor the identity of the users that participate in the delivery phase are known during the placement phase [15]. Accordingly, in the decentralized setting, we cannot coordinate the cache contents among users in order to maximize the multicasting opportunities during the delivery phase.
We apply the group-based caching ideas we have developed for the centralized scenario to decentralized caching. The corresponding caching scheme is called the group-based decentralized coded caching (GBD).

To simplify the notation, for $k = 1, \ldots, K$, we define $W_{d_k,V}$ as the bits of file $W_{d_k}$, the file requested by user $U_k$, which have been placed exclusively in the caches of the users in set $V$, where $V \subset [1 : K]$. We also note that, all XOR operations used in this section are assumed to be zero-padded such that they all have the same length as the longest of their arguments. The GBD scheme is first demonstrated on a simple example.

**Example 2.** Consider a decentralized coded caching system with $K = 5$ users and $N = 3$ files. Due to lack of coordination in the placement phase, similarly to the scheme proposed in [15], $MF/3$ random bits of each file are cached independently at each user during the placement phase.
During the delivery phase, without loss of generality, by re-ordering the users, the following worst-case user demands are considered:

\[
d_k = \begin{cases} 
1, & 1 \leq k \leq 2, \\
2, & 3 \leq k \leq 4, \\
3, & k = 5.
\end{cases}
\]  

(22)

The contents are sent by the server in three parts during the delivery phase to satisfy the above demand combination. Below, we explain each part in detail.

**Part 1:** In the first part, the bits of each requested file \(W_i\), which are not cached anywhere, are delivered directly by the server, for \(i \in [1:3]\). Therefore, the server delivers the following bits in the first part of the delivery phase: \(W_{1,\emptyset}, W_{2,\emptyset}, W_{3,\emptyset}\).

**Part 2:** In part 2, the bits of file \(W_{d_k}\) requested by user \(U_k\), which are only in the cache of user \(U_j\) are delivered, for \(k, j \in [1:5]\) and \(k \neq j\). In other words, the purpose of this part is to enable each user to decode the bits of its requested file which have been placed in the cache of only one other user. Accordingly, the delivery phase of the GBC scheme can be applied in this part. For the example under consideration, the following bits constitute the second part of the delivery phase: \(W_{1,\{1\}} \oplus W_{1,\{2\}}, W_{1,\{3\}} \oplus W_{1,\{4\}}, W_{2,\{1\}} \oplus W_{2,\{2\}}, W_{2,\{3\}} \oplus W_{2,\{4\}}, W_{1,\{5\}} \oplus W_{3,\{1\}}, W_{3,\{2\}} \oplus W_{3,\{4\}}, W_{2,\{5\}} \oplus W_{3,\{4\}}\).

**Part 3:** The bits of the file requested by each user which are in the cache of more than one other user are delivered in the third part by exploiting the procedure proposed in [15, Algorithm 1]. The server delivers the following in the third and last part of the delivery phase: \(W_{1,\{2,3\}} \oplus W_{1,\{1,3\}} \oplus W_{2,\{1,2\}}, W_{1,\{2,4\}} \oplus W_{1,\{1,4\}} \oplus W_{2,\{1,2\}}, W_{1,\{2,5\}} \oplus W_{1,\{1,5\}} \oplus W_{3,\{1,2\}}, W_{1,\{2,3,4\}} \oplus W_{2,\{1,4\}} \oplus W_{2,\{1,3\}}, W_{1,\{2,5\}} \oplus W_{2,\{1,5\}} \oplus W_{3,\{1,3\}}, W_{1,\{2,3,5\}} \oplus W_{2,\{1,3,5\}} \oplus W_{3,\{1,2,3\}}, W_{1,\{2,4,5\}} \oplus W_{1,\{1,4,5\}} \oplus W_{2,\{1,2,5\}} \oplus W_{3,\{1,2,4\}}, W_{1,\{3,4,5\}} \oplus W_{2,\{1,4,5\}} \oplus W_{2,\{1,3,5\}} \oplus W_{3,\{1,3,4\}}, W_{1,\{2,3,4,5\}} \oplus W_{1,\{1,3,4,5\}} \oplus W_{2,\{1,2,4,5\}} \oplus W_{3,\{1,2,3,4\}}, W_{1,\{3,4,5\}} \oplus W_{1,\{1,4,5\}} \oplus W_{2,\{1,2,4,5\}} \oplus W_{3,\{1,2,3,4\}}, W_{1,\{3,4,5\}} \oplus W_{2,\{2,4\}} \oplus W_{2,\{2,3\}}, W_{1,\{3,5\}} \oplus W_{2,\{2,5\}} \oplus W_{3,\{2,3\}}, W_{1,\{4,5\}} \oplus W_{2,\{2,5\}} \oplus W_{3,\{2,4\}}, W_{1,\{3,4,5\}} \oplus W_{2,\{2,4,5\}} \oplus W_{2,\{2,3,5\}} \oplus W_{3,\{2,3,4\}}, W_{2,\{4,5\}} \oplus W_{2,\{3,5\}} \oplus W_{3,\{3,4\}}\).

In this case, using the law of large numbers, the size of \(W_{i,V}\), for \(F\) large enough, can be
approximated as

$$|W_{i,V}| \approx \left( \frac{M}{3} \right)^{|V|} \left( 1 - \frac{M}{3} \right)^{5-|V|} F,$$

for any set $V \subset [1 : 5]$. For example, for a cache capacity of $M = 1$, the delivery rate of the proposed coded caching scheme is 1.407, while the schemes proposed in [15] and [10], can achieve the delivery rates 1.737 and 1.473, respectively.

\[\square\]

A. Group-Based Decentralized Coded Coding (GBD) Scheme

Here, we generalize the proposed decentralized group-based coded caching (GBD) scheme. To simplify the notation, for $n, m \in \mathbb{Z}$, and $V \subset [1 : K]$, we use the notation $\{V, n\} \backslash \{m\}$ to represent the set of integers $V \cup \{n\} \backslash \{m\}$.

In the placement phase, each user caches a random subset of $MF/N$ bits of each file independently. Since there are $N$ files, each of length $F$ bits, this placement phase satisfies the memory constraint.

Similarly to Section III-A, without loss of generality, we can re-order the users and re-label the files such that the first $K_1$ users, referred to as group $G_1$, have the same request $W_1$, the next $K_2$ users, group $G_2$, request $W_2$, and so on so forth. As a result, in the delivery phase, we have

$$d_k = i, \quad \text{for } i = 1, ..., N, \text{ and } k = S_{i-1} + 1, ..., S_i,$$

where $S_i$ is as defined in [15].

There are two different procedures for the delivery phase, called DELIVERY-CODED and DELIVERY-RANDOM, presented in Algorithm 2. The server follows either of the two, whichever achieves a smaller delivery rate.

Let us start with the DELIVERY-CODED procedure of Algorithm 2 in which the contents are delivered in three distinct parts, as explained in the example above. The main idea behind the coded delivery phase is to deliver each user the missing bits of its requested file, that have been cached by $i$ user(s), $\forall i \in [0 : K - 1]$. In the first part, the bits of each requested file that are not in the cache of any user are directly delivered by the server. Each transmitted content is destined for all the users in a separate group, which have the same request.
Algorithm 2 Coded Delivery Phase of the GBD Scheme

1: procedure DELIVERY-CODED
2:  
3:  \textbf{Part 1:} Delivering bits that are not in the cache of any user
4:  
5:  \textbf{for} \ i = 1, 2, \ldots, N \ \textbf{do}
6:  \begin{align*}
7: & \quad \text{server delivers} \ \left( W_{d_{S_{i-1}+1},\{\emptyset\}} \right) \\
8: \end{align*}
9: \textbf{end for}

10:  
11:  \textbf{Part 2:} Delivering bits that are in the cache of only one user
12:  
13:  \text{server delivers} \ \left( \bigcup_{i=1}^{N} \bigcup_{k=S_{i-1}+1}^{S_i-1} \left( W_{i,k} \oplus W_{i,k+1} \right) \right) .
14:  
15:  \text{server delivers} \ \left( \bigcup_{i=1}^{N} \bigcup_{j=i+1}^{S_i-1} \left( \bigcup_{k=S_{j-1}+1}^{S_{j-1}} \left( W_{i,k} \oplus W_{i,k+1} \right) \bigcup_{k=S_{i-1}+1}^{S_i-1} \left( W_{j,k} \oplus W_{j,k+1} \right) \right) \right) .
16:  
17:  \textbf{Part 3:} Delivering bits that are in the cache of more than one user
18:  
19:  \textbf{for} \ i = 1, 2, \ldots, K-2 \ \textbf{do}
20:  \begin{align*}
21: & \quad \textbf{for} \ j = 2, 3, \ldots, K-i \ \textbf{do}
22: \begin{align*}
23: & \quad \text{for} \ V \subset [i+1:K] : |V| = j \ \textbf{do}
24: \begin{align*}
25: & \quad \text{server delivers} \ \left( \bigoplus_{v \in V} W_{d_{i,S_i}} \oplus W_{d_{i,S_i}} \right) \\
26: \end{align*}
27: \end{align*}
28: \textbf{end for}
29: \textbf{end for}
30: \textbf{end for}
31: \textbf{end procedure}
32: 
33: procedure DELIVERY-RANDOM
34: 
35: \textbf{for} \ i = 1, 2, \ldots, N \ \textbf{do}
36:  
37:  \text{server delivers enough random linear combination of the bits of the file } W_i \text{ to the users requesting it in order to decode it}
38:  
39: \textbf{end for}
40: \textbf{end procedure}

In the second part, the bits of each requested file that have been cached by only one user are served to the users requesting the file by utilizing the GBC scheme developed for the centralized scenario.

Each user $U_k$ in group $G_i$ requests $W_i$ and has already cached $W_{i,k}$ for $i \in [1:N]$ and $k \in [S_{i-1}+1:S_i]$. Having received the bits delivered in line 7 of Algorithm 2, $U_k$ can decode all bits $W_{i,l}$, $\forall l \in [S_{i-1}+1:S_i]$. The users also receive the missing bits of their requested files having
been cached by a user in a different group; that is, by receiving 
\[ \bigcup_{k=S_{i-1}+1}^{S_i} \left( W_j \{k\} \oplus W_j \{k+1\} \right), \]
and \[ W_i \{S_j\} \oplus W_j \{S_i\}, \]
each user in groups \( G_i \) and \( G_j \) can decode the bits of its request which have been placed in the cache of users in the other group, for \( i = 1, ..., N - 1 \) and \( j = i + 1, ..., N \).

In the last part, the same procedure as the one proposed in [15] is performed for the missing bits of each file that have been cached by more than one user. Hence, following the DELIVERY-CODED procedure presented in Algorithm 2, each user recovers all the bits of its desired file.

The second delivery procedure, DELIVERY-RANDOM, is as presented in In the last part, the same procedure as the one proposed in [15], and the server delivers enough random linear combinations of the bits of each requested file targeted for the users in the same group requesting that file to decode it.

### B. Delivery Rate Analysis

In the following, we derive an expression for the delivery rate-cache capacity trade-off of the proposed GBD scheme, denoted by \( R_{\text{GBD}}^D(M) \). All discussions in this section are stated assuming that \( M \leq N \), and \( F \) is large enough. For each randomly chosen bit of each file, the probability of having been cached by each user is \( M/N \). Since the contents are cached independently by each user in the placement phase, a random bit of each file is cached exclusively by the users in set \( V \subset [1 : K] \) (and no user outside this set) with probability \( (M/N)^{|V|} (1 - M/N)^{K-|V|} \).

Similarly to the arguments presented in Section III-B when \( N < K \), the worst-case user demands correspond to the scenario in which each file is requested by at least one user, i.e., \( K_i > 0, \forall i \in [1 : N] \). On the other hand, when \( N \geq K \), without loss of generality, the worst-case user demands can be assumed as \( d_k = k, \forall k \in [1 : K] \).

When \( N \geq K \), for the worst-case user demands described above, similar conditions as the GBC scheme hold, and the GBD scheme achieves the same delivery rate as the decentralized caching scheme proposed in [15], called the decentralized MAN scheme, i.e., \( R_{\text{GBD}}^D(M) = R_{\text{MAN}}^D(M) \).

Next we consider the more interesting \( N < K \) case. We start with the first procedure of Algorithm 2. In part 1, the server delivers \( N \) groups of bits, each group corresponding to a different file, which have not been cached by any user. The delivery rate-cache capacity trade-
off for this part of Algorithm 2, $R_D^1(M)$, can be evaluated as

$$R_D^1(M) = N \left(1 - \frac{M}{N}\right)^K.$$  

(25)

For the second part, we first need to find the total number of XOR-ed contents delivered by the server, each of which has length $(M/N) (1 - M/N)^{K-1} F$ bits (the length of each XOR-ed content is equivalent to the number of bits of a file that have been cached by only one user). Since the delivery phase of the GBC scheme is applied for this part, based on [16], it can be easily evaluated that $(NK - N(N + 1)/2)$ XOR-ed contents are served. Thus, the delivery rate-cache capacity trade-off corresponding to the second part of the first procedure of Algorithm 2 is given by

$$R_D^2(M) = \left(NK - \frac{N(N+1)}{2}\right) \left(\frac{M}{N}\right) \left(1 - \frac{M}{N}\right)^{K-1}.$$  

(26)

The last part of the proposed delivery phase is equivalent to the first delivery phase procedure proposed in [15, Algorithm 1], with which each user can decode the bits of its requested file, which have been cached by more than one user. Following the same technique as [15], the delivery rate corresponding to this part is derived as follows:

$$R_D^3(M) = \sum_{i=1}^{K-2} \sum_{j=2}^{K-i} \left(\frac{M}{N}\right)^j \left(1 - \frac{M}{N}\right)^{K-j}$$
$$= - (K-2) \left(1 - \frac{M}{N}\right)^K - \frac{1}{2} (K-2) (K+1) \left(\frac{M}{N}\right) \left(1 - \frac{M}{N}\right)^{K-1}$$
$$+ \frac{N}{M} \left(1 - \left(1 - \frac{M}{N}\right)^{K-1}\right) - 1.$$  

(27)

The overall delivery rate-cache capacity trade-off for the first procedure of Algorithm 2, $R_D^{GBD_1}(M)$, is the sum of the delivery rates of all three parts in (25), (26), and (27), and is

\footnote{Note that, in the delivery phase of the GBC scheme for $M = N/K$, a total of $(NK - N(N + 1)/2)$ XOR-ed contents, each of size $F/K$ bits, are delivered, which results in $R_D^{GBC}(N/K) = N - N(N + 1)/2K$.}
evaluated as

\[ R^D_{\text{GBD}_1}(M) = R^D_1(M) + R^D_2(M) + R^D_3(M) \]

\[ = \frac{N}{M} - 1 - \left[(K - N - 2) \left(1 + \frac{1}{2} (K - N - 1) \frac{M}{N}\right) + \frac{N}{M} \right] \left(1 - \frac{M}{N}\right)^{K-1}. \]  

(28)

For the worst-case user demands, it is shown in [15, Appendix A] that the second delivery procedure achieves the same delivery rate-cache capacity trade-off as the uncoded scheme, given by

\[ R^D_{\text{GBD}_2}(M) = K \left(1 - \frac{M}{N}\right) \min \left\{1, \frac{N}{K}\right\}. \]  

(29)

The delivery rate of the proposed GBD scheme is evidently the minimum value of \( R^D_{\text{GBD}_1}(M) \) and \( R^D_{\text{GBD}_2}(M) \), which is presented in the following theorem.

**Theorem 2.** In a decentralized caching system with \( K \) users requesting contents from a server with \( N \) files in its database, when \( N < K \), the following delivery rate-cache capacity trade-off is achievable by the GBD scheme:

\[ R^D_{\text{GBD}}(M) = \left(1 - \frac{M}{N}\right) \]

\[ \times \min \left\{\frac{N}{M} - \left[(K - N - 2) \left(1 + \frac{1}{2} (K - N - 1) \frac{M}{N}\right) + \frac{N}{M} \right] \left(1 - \frac{M}{N}\right)^{K-2}, N\right\}. \]  

(30)

**Remark 3.** We remark that in the decentralized caching model, it is assumed that each user sends its cache content together with its request to the server at the beginning of the delivery phase. In this way, by knowing the number of popular files in the database, when \( N < K \), the server can decide to perform the delivery phase procedure that requires the smallest delivery rate.

**C. Comparison with the State-of-the-Art**

The difference between the proposed GBD scheme and the scheme investigated in [15, Algorithm 1] lies in the first procedure of the delivery phase when \( N < K \). As a result, to compare the two schemes, the delivery rate of the proposed GBD scheme for the DELIVERY-CODED procedure, i.e., \( R^D_{\text{GBD}_1}(M) \) given in (28), should be compared with the delivery rate of
Fig. 6. Delivery rate-cache capacity trade-off in the decentralized setting for the GBD, MAN and WTP schemes, for $N = 30$ and $K = 50$. In this scenario, we have $l = t^* = 2$, and the best centralized performance can be achieved by memory-sharing between the CFL scheme for $M = 1/K$, the GBC scheme for $M = N/K$, and the MAN scheme for cache capacities $M = lN/K$, where $l \in [2 : K]$.

the first delivery phase procedure stated in [15, Algorithm 1], which is given by

$$R_{\text{MAN}_1}^D (M) = \left( \frac{N}{M} - 1 \right) \left( 1 - \left( 1 - \frac{M}{N} \right)^K \right).$$

(31)

For $M \leq N$, we have $(1 - M/N)^K \leq (1 - M/N)^{K-1}$. Hence, to show that $R_{\text{GBD}_1}^D (M) \leq R_{\text{MAN}_1}^D (M)$, it suffices to prove that

$$(K - N - 2) \left( 1 + \frac{1}{2} (K - N - 1) \frac{M}{N} \right) \geq -1,$$

(32)

which holds for $N < K$. Therefore, compared to the decentralized coded caching scheme proposed in [15, Algorithm 1], the GBD scheme requires a smaller delivery rate, if $N < K$.

Next, we compare the GBD scheme with the state-of-the-art caching schemes numerically. In
Fig. 6, the delivery rate of the proposed GBD scheme is compared with the decentralized caching schemes proposed in [15] and [10], referred to as MAN and WTP, respectively, for \( N = 30 \) and \( K = 50 \). The superiority of the proposed GBD scheme over the state-of-the-art caching schemes, especially for relatively small cache capacities, is visible in the figure. We also include in the figure the best achievable centralized coded caching scheme for this setting, the delivery rate-cache capacity trade-off of which is denoted by \( R_{\text{Cent}}(M) \). This curve is obtained through memory-sharing between the CFL scheme for cache capacity \( M = 1/K \), the proposed GBC scheme for \( M = N/K \), and the centralized MAN scheme for \( M = lN/K \), where \( l \in \left[ \hat{t} : K \right] \) (note that, in this scenario, \( \hat{t} = t^* = 2 \)). Although the delivery rate of the optimal decentralized caching scheme might not be lower bounded by that of the considered centralized caching scheme (since the centralized caching scheme under consideration is not optimal), the difference between the delivery rates of the centralized and decentralized schemes roughly indicates the loss due to the decentralization of the coded caching schemes considered here. We observe that the delivery rate of the proposed GBD scheme is very close to the performance of the best known centralized scheme, particularly for small cache capacities.

V. Conclusion

We have considered a symmetric caching system with \( K \) users and \( N \) files, where each file has the same size of \( F \) bits, and each user has the same cache capacity of \( MF \) bits, that is, a cache that is sufficient to store \( M \) files. The system considered here models wireless networks, in which the caches are filled over off-peak periods without any cost constraint or rate limitation (apart from the limited cache capacities), but without knowing the user demands; and all the user demands arrive (almost) simultaneously, and they are served simultaneously through an error-free shared link. We have proposed a novel group-based centralized (GBC) coded caching scheme for a cache capacity of \( M = N/K \), which corresponds to the case in which the total cache capacity distributed across the network is sufficient to store all the files in the database. In the centralized scenario, each file is distributed evenly across all the users, and the users are grouped based on their requests. Our algorithm satisfies user demands in pairs, making sure that each transmitted information serves all the users in a group, that is, users requesting the same file. We have shown that the proposed caching scheme outperforms the best achievable schemes in the literature in terms of the delivery rate. Then the improvement has been extended to a
larger range of cache capacities through memory-sharing with the existing achievable schemes in the literature.

We have next employed the GBC scheme in the decentralized setting. Since the user identities are not known in the decentralized caching scenario, it is not possible to distribute the contents among users. Allowing the users to cache bits of contents randomly, we will have different parts of each content cached by a different set of users. Our decentralized caching scheme, GBD, adopts the proposed group-based centralized caching scheme in order to efficiently deliver those parts of the files that have been cached by only a single user. We have shown that the GBD scheme also achieves a smaller delivery rate than any other known scheme in the literature. We believe that the proposed group-based delivery scheme is particularly appropriate for non-uniform user demands, which is currently under investigation.

Appendix A
Proof of Theorem 1

To prove Theorem 1 we first go through the coded delivery phase presented in Algorithm 1 and show that all user requests are satisfied at the end of the delivery phase. First part of this algorithm enables each user to obtain the subfiles of its requested file which are in the cache of all other users in the same group. We consider the first group, i.e., $i = 1$ in line 2 of Algorithm 1, which includes the users that demand $W_1$. In this case, the XOR-ed contents $W_{1,k} \oplus W_{1,k+1}$, for $k \in [1 : K_1 - 1]$, are delivered by the server. Having access to the subfile $W_{1,k}$ locally in its cache, each user $U_k$, for $k \in [1 : K_1]$, can decode all the remaining subfiles $W_{1,j}$, for $j \in [1 : K_1] \setminus \{k\}$. Thus, a total number of $(K_1 - 1)$ XOR-ed contents, each of size $F/K$ bits, are delivered by the server for the users in group $G_1$. Similarly, the second group ($i = 2$ in line 2 of Algorithm 1), containing the users requesting file $W_2$, the XOR-ed contents $W_{2,k} \oplus W_{2,k+1}$, for $k \in [K_1 + 1 : K_1 + K_2 - 1]$, are sent by the server. With subfile $W_{2,k}$ available locally at user $U_k$, for $k \in [K_1 + 1 : K_1 + K_2]$, user $U_k$ can obtain the missing subfiles $W_{2,j}$, for $j \in [K_1 + 1 : K_1 + K_2] \setminus \{k\}$. Hence, a total of $(K_2 - 1)F/K$ bits are served for the users in $G_2$, and so on so forth. Accordingly, for the users belonging to group $G_i$, $(K_i - 1)F/K$ bits are delivered by the server, for $i = 1, \ldots, N$, and the total number of bits transmitted by the server
in the first part of the coded delivery phase presented in Algorithm I is given by
\[
\frac{F}{K} \sum_{i=1}^{N} (K_i - 1) = (K - N) \frac{F}{K}. \tag{33}
\]

In the second part of Algorithm I, each user in group \( G_i \), for \( i \in [1:N] \), will decode the missing subfiles of its requested file, which are in the cache of users belonging to groups \( j \in [1:N] \setminus \{i\} \). We first start with \( i = 1 \) and \( j = 2 \) in lines 7 and 8, respectively. The XOR-ed contents \( W_{1,k} \oplus W_{1,k+1} \), for \( k \in [K_1 + 1 : K_1 + K_2 - 1] \), i.e., the subfiles of \( W_1 \) cached by users in group \( G_2 \), are delivered in line 9. In line 10, the XOR-ed contents \( W_{2,k} \oplus W_{2,k+1} \), for \( k \in [1 : K_1 - 1] \), i.e., the subfiles of \( W_2 \) cached by users in group \( G_1 \), are delivered by the server. Finally, by delivering \( W_{1,K_1+K_2} \oplus W_{2,K_1} \) in line 11, and having already decoded \( W_{2,k} \) (\( W_{1,k} \)), each user \( U_k \) in \( G_1 \) (\( G_2 \)) can recover the missing subfiles of its requested file \( W_1 \) (\( W_2 \)) which are in the cache of users in \( G_2 \) (\( G_1 \)), for \( k \in [1 : K_1] \) (for \( k \in [K_1 + 1 : K_1 + K_2] \)). In this particular case, the number of bits delivered by the server in lines 9, 10, and 11 are \((K_2 - 1)F/K\), \((K_1 - 1)F/K\), and \(F/K\), respectively, which adds up to a total number of \((K_1 + K_2 - 1)F/K\) bits. In a similar manner, the subfiles can be exchanged between users in groups \( G_i \) and \( G_j \), for \( i \in [1 : N - 1] \) and \( j \in [i + 1 : N] \), by delivering a total of \((K_i + K_j - 1)F/K\) bits through sending the XOR-ed contents stated in lines 9, 10, and 11 of Algorithm I. Hence, the total number of bits delivered by the server in the second part of the coded delivery phase is given by
\[
\frac{F}{K} \sum_{i=1}^{N-1} \sum_{j=i+1}^{N} (K_i + K_j - 1) = (N - 1) \left( K - \frac{N}{2} \right) \frac{F}{K}. \tag{34}
\]
By summing up (33) and (34), the delivery rate of the GBC scheme is given by
\[
R^C_{\text{GBC}} \left( \frac{N}{K} \right) = N - \frac{N(N + 1)}{2K}. \tag{35}
\]

**Appendix B**

**Proof of Inequality** \( R^C_{\text{GBC}}(N/K) \leq f(N, K, t) \)

In order to show that \( R^C_{\text{GBC}}(N/K) \leq R^C_b(N/K) \), it suffices to prove that \( R^C_{\text{GBC}}(N/K) \leq f(N, K, t), \forall t \in [1 : K] \). Thus, for \( N < K \) and \( t \in [1 : K] \), we need to determine
\[
N - \frac{N(N + 1)}{2K} \leq \frac{(N - 1)(K - t)}{(t + 1)(tN - 1)} + N^2 \left( 1 - \frac{1}{K} \right) \left( \frac{t - 1}{tN - 1} \right). \tag{36}
\]
After some mathematical manipulations, the inequality (36) can be simplified to
\[(N - 1) \left[ N^2t^2 + (N + 1)(N - 2K)t + 2K^2 + N - 2KN \right] \geq 0. \tag{37}\]

We define function \( h : ([1 : K] \to \mathcal{R}) \) as follows:
\[ h(t) \triangleq N^2t^2 + (N + 1)(N - 2K)t + 2K^2 + N - 2KN, \tag{38}\]
and we need to show that \( (N - 1)h(t) \geq 0 \). We prove this inequality for two following cases: \( K \leq N(N + 1)/2 \), and \( K > N(N + 1)/2 \). First, let us start with \( K \leq N(N + 1)/2 \). We can rewrite \( h(t) \) as follows:
\[ h(t) = (K - tN)^2 + (N^2 + N - 2K)t + K^2 + N - 2KN. \tag{39}\]

Since \( t \geq 1 \) and \( K \leq N(N + 1)/2 \), we have
\[ h(t) \geq (K - tN)^2 + K^2 + N^2 - 2KN + 2N + 2K = (K - tN)^2 + (K - N)(K - N - 2). \tag{40}\]

For \( t \in [1 : K] \) and \( K \geq N + 1 \), using (40), it can be easily verified that
\[ (N - 1)h(t) \geq (N - 1) ((K - tN)^2 + (K - N)(K - N - 2)) \geq 0. \tag{41}\]

When \( K > N(N + 1)/2 \), the proof is provided for \( N \geq 3 \). In this case, we have \( K \geq 2N \). To prove that \( h(t) \geq 0 \), we first define a polynomial function of degree two \( g : (\mathcal{R}^+ \to \mathcal{R}) \) as follows:
\[ g(x) \triangleq N^2x^2 + (N + 1)(N - 2K)x + 2K^2 + N - 2KN, \tag{42}\]
and then show that \( g(x) \geq 0, \forall x > 0 \). To have \( g(x) \geq 0, \forall x > 0 \), the following inequality should be held
\[ (N + 1)^2(N - 2K)^2 - 4N^2(2K^2 + N - 2KN) \leq 0, \tag{43}\]
which is equivalent to
\[ 4 \left( (N + 1)^2 - 2N^2 \right) \left[ K^2 - KN - \frac{N^2(N - 1)^2}{4 \left( 2N^2 - (N + 1)^2 \right)} \right] \leq 0. \tag{44}\]
For $N \geq 3$, we have
\[(N + 1)^2 - 2N^2 = 1 - N(N - 2) < 0. \tag{45}\]

As a result, inequality (44) can be interpreted as
\[K^2 - KN - \frac{N^2(N - 1)^2}{4(2N^2 - (N + 1)^2)} \geq 0. \tag{46}\]

It can be easily verified that
\[\frac{N^2(N - 1)^2}{4(2N^2 - (N + 1)^2)} \leq 2N^2 \leq KN, \tag{47}\]

where the inequalities (a) and (b) come from the fact that $N \geq 3$ and $K \geq 2N$, respectively. Using inequality (47) in (46), we have
\[K^2 - KN - \frac{N^2(N - 1)^2}{4(2N^2 - (N + 1)^2)} \geq K^2 - 2KN \geq 0, \tag{48}\]

where the first inequality is due to the fact that $K \geq 2N$. Hence, when $N \geq 3$ and $K \geq N(N + 1)/2$, we have $g(x) \geq 0$, $\forall x > 0$, which we conclude $h(t) \geq 0$.
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