The role of vision and proprioception in self-motion encoding: An immersive virtual reality study
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Abstract
Past research on the advantages of multisensory input for remembering spatial information has mainly focused on memory for objects or surrounding environments. Less is known about the role of cue combination in memory for own body location in space. In a previous study, we investigated participants’ accuracy in reproducing a rotation angle in a self-rotation task. Here, we focus on the memory aspect of the task. Participants had to rotate themselves back to a specified starting position in three different sensory conditions: a blind condition, a condition with disrupted proprioception, and a condition where both vision and proprioception were reliably available. To investigate the difference between encoding and storage phases of remembering proprioceptive information, rotation amplitude and recall delay were manipulated. The task was completed in a real testing room and in immersive virtual reality (IVR) simulations of the same environment. We found that proprioceptive accuracy is lower when vision is not available and that performance is generally less accurate in IVR. In reality conditions, the degree of rotation affected accuracy only in the blind condition, whereas in IVR, it caused more errors in both the blind condition and to a lesser degree when proprioception was disrupted. These results indicate an improvement in encoding own body location when vision and proprioception are optimally integrated. No reliable effect of delay was found.
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Introduction
Living in complex, large-scale environments makes it vital for us to continuously update our knowledge about our body’s location in space relative to various frames of reference. This involves processing and integrating information from different sensory modalities, including proprioception (the sense of the position and movement of our body in space) and vision. Inputs from these senses, be they together or separate in unisensory settings, need to be optimally encoded to form internal representations that can be used to guide spatial awareness and navigation (Klatzky, 1980). The contributions of vision and proprioception to retrieving information about own body location and movement at different stages of remembering, i.e., encoding, storage, and recall phases, are unknown. Understanding these complex relationships is crucial for the development of technologies that facilitate human navigation and to inform motor rehabilitation programs.

Combination of vision and proprioception and proprioceptive in memory for self-motion

One question that remains to be answered is whether a combination of visual and proprioceptive cues aids in recall in self-motion (note that we refer to self-motion to imply one’s own body movement, regardless of whether it was self- or other-induced). It is not difficult to imagine that we generally utilize both senses for successful motor activity, given the common anecdotal experience of stumbling and hitting into objects when navigating without vision, such as when attempting to walk around in dark environments or with disrupted proprioception, for example in cases...
of alcohol intoxication (Modig, 2013). This advantage of multisensory integration is supported by previous research demonstrating that estimations of angular displacement are less variable when participants are provided with richer cross-modal sensory input (Bakker, Werkhoven, & Passenie,
ner, 1999; Jürgens & Becker, 2006). By investigating participants’ judgements of trajectory geometry, Reuschel et al. (2010) showed that perception is more precise in multisensory visuo-proprioceptive conditions compared to unisensory visual and proprioceptive ones. Although there have been examples showing that optic flow alone can be sufficient to complete a return-to-origin task, the introduction of body-based cues (proprioceptive and vestibular) when walking through the virtual environment led to decreased variability in responding (Keams et al., 2002). Interestingly, this improved precision did not depend on the amount of optic flow, which suggests a stronger reliance on proprioceptive cues. Studies focusing on purely rotational movements and that compared unisensory visual (only optic flow available, no movement) and proprioceptive conditions indicate that proprioceptive information appears to be quite important (Bakker et al., 1999; Lathrop & Kaiser, 2002; Riecke, Cunningham, & Bülthoff, 2007). Similar findings hold for purely linear movements and more complex motor operations (for a review, see Campos & Bülthoff 2012).

Importantly, Valori et al. (2020) found that accuracy in visuo-proprioceptive conditions was much higher than in conditions providing only proprioception and slightly higher than in conditions where only vision was available. The authors focused on vision and proprioception as the main senses providing information for whole-body displacement in space. Participants were passively rotated and then actively rotated themselves back to the point where the passive rotation started (Valori et al., 2020). In this case, although vestibular information from semicircular canals about head motion plays a big role, it needs to be combined with neck proprioception to signal the trunk’s position and motion relative to the head. Moreover, semicircular canals are never stimulated alone, which is why vestibular information can be considered not the sole most reliable cue but rather a building block of the wider combination of sensory cues forming the somatosensory perception of self-motion (Israel & Warren, 2005).

Notably, benefits of multisensory input for short-term memory have been previously demonstrated for different combinations of sensory inputs. For example, Fougnie and Marois (2011) found that memory for audiovisual stimuli was better than for unimodal visual or auditory stimuli. They interpreted these results as evidence of separate memory stores for each sensory modality that additively contributed to forming a multisensory object in memory, whereas other authors explain such findings in terms of the pure benefit of multisensory cue combination in working memory (e.g., Delogu et al., 2009; Quak et al., 2015). Given the lack of research into the role of visuo-proprioceptive cue combination in working memory, there is scope to explore whether there is an advantage of multisensory input in proprioception-based memory tasks. When it comes to comparing performance in unisensory conditions, one of the reasons for higher accuracy with one sensory modality compared to the other could be more efficient encoding or easier storage of stimuli (for example, through the formation of richer representations) in that specific modality.

Movement amplitude versus recall delay in proprioceptive tasks

As mentioned earlier, another question is which stage of remembering is most affected in the reproduction of whole-body angular displacement. As in other memory-based tasks, proprioceptive tasks involve three stages of remembering: encoding, storage, and recall (Shiffrin & Atkinson, 1969). For example, in a self-turning task, encoding means capturing the sensory information and it is affected by movement amplitude, which represents the amount of information to be encoded, whereas storage would refer to maintaining this information online for manipulation and/or recall. It is affected by recall delay, which is the amount of time that passes from encoding to recall. Previous research has illustrated that the effect of encoding can be differentiated from the storage phase in studies that aim to explore aspects of proprioceptive memory (Klatzky et al., 1990; Lemay & Proteau, 2001; Loomis et al., 1993). To investigate the encoding phase, most studies on spatial memory have focused on memory for external objects in relation to the body, mainly involving reaching and grasping movements. For example, (Lemay & Proteau, 2001) showed that movement amplitude has a bigger effect on the accuracy of manual aiming to remembered targets than recall delay. Several other studies support this finding, reporting that spatial error (Adam et al., 1993; Adamovich et al., 1998) and sometimes spatial variability (Lemay & Proteau, 2002; Messier & Kalaska, 1997; Prablanc, Pelisson, & Goodele, 1986) of reaching movements to remembered targets increases with increasing target distance. It is, however, not clear whether the same distance effect would be observed for movement amplitude in reproducing whole-body angular displacements without a visual target reference. Previous findings (Valori et al., 2020) seem to partially support the hypothesis of the role of encoding, although the interaction with sensory and environment conditions was not explored.

On the other hand, when the storage phase is manipulated without any experimental manipulation of the amount of the information to be encoded, research on aiming arm
movements has shown that accuracy in recalling visuospatial information can decay rapidly (Elliott & Madalena, 1986; Hesse & Franz, 2009; Hu, Eagleson, & Goodale, 1999). Lemay and Proteau (2002) have shown that even a recall delay of 2 s can lead to significantly higher error rates. As for the memory for target-directed locomotion, although Thomson (1983) found that spatial short-term memory can be highly accurate up to 8 s in a series of experiments, later studies failed to replicate these results (Elliott, 1986; Elliott & Madalena, 1986; Steenhuis & Goodale, 1988). In fact, in the study conducted by Steenhuis and Goodale (1988), it was the distance participants had to walk to the target that affected short-term memory. Furthermore, in studying vestibular memory, Israël et al. (1991) found that performance only starts to decline at delays of 5 min.

One seminal work on spatial memory that could potentially explain the results regarding the amount and type of information to be encoded in short-term memory is the so-called “encoding-error model” for non-visually guided pathway completion by Fujita et al. (1993). It postulates that the error in producing a target-directed locomotion arises from the imprecise internal representations formed by the participant, rather than execution. The model is supported by findings of near-perfect performance in studies where participants were first presented with the target and then walked to it without vision (Elliott and Madalena, 1986; Loomis, Da Silva, Fujita, & Fukusima, 1992; Rieser, Ashmead, Talor, & Youngquist, 1990). Fujita et al. (1993) argue that since vision is available for optimally encoding the pathway, errors should be expected to occur almost exclusively at the execution stage. This model, however, is based on non-visual pathway completion and it is not clear whether encoding relies more heavily on vision or proprioception (while vestibular information is consistent across conditions) or if both senses contribute equally. Sheding light on this would be crucial given that, in our daily life, we execute many tasks beyond blindly walking towards visually encoded objects.

**IVR: An altered sensory experience**

Immersive virtual reality is frequently provided through a wearable head-mounted display (HMD). The main advantage of using IVR is that it allows for a broad range of manipulations of information coming from individual sensory systems, be they visual, vestibular, or proprioceptive, all of which are usually bound together in spatial cognition and navigation. This makes it possible to study the contribution of these individual sensory inputs and of multisensory integration to self-perception and motor control (Campos & Büthhoff, 2012; Mohler, Campos, Weyel, & Büthhoff, 2007; Sanchez-Vives & Slater, 2005). A number of sensory conflicts can be created by means of IVR technologies, since users’ expectations about the outcomes of their actions, which are based on what they see in the virtual environment, are not always given the boundaries of the real world around them. People move and orient themselves differently in IVR compared to reality (Mohler et al., 2007; Riecke & Wiener, 2007; Valori et al., 2020) and it has been suggested that IVR may bring about a sensory conflict between proprioception and vision which affects users differently depending on their reliance on one of the two modalities (Prothero & Parker, 2003). Visuo-proprioceptive conflict can affect different aspects of motor functioning. For example, Chiarovano et al. (2015) studied postural stability in IVR and found that proprioception can be distorted via the distracting moving dots to such a degree that participants could not maintain their balance on a Wii Balance Board. This and similar findings point to the possibility of inducing proprioceptive challenges through the manipulation of vision. Such a possibility would greatly facilitate and accelerate research on self-motion in environments with distorted proprioception given that directly manipulating proprioceptive cues is usually more challenging logistically.

Recently, several studies have examined whether memory in IVR is similar or dissimilar from Reality (Krokos, Plaisant, & Varshney, 2019; Kisker, Gruber, & Schöne, 2019). Although it has been found that episodic memory can be enhanced in IVR with the help of virtual mind palaces and by reproducing the episodic context (Krokos et al., 2019, 2019), less is known about memory for self-motion. The growing research and commercial use of this technology. To this end, the current study aimed to shed light on the role of memory in self-motion and how it might be compared to the same motion performed in reality.

**The present study**

The present exploratory research aims to disentangle several potential aspects of memory for own body location. The main question of the present study was whether integration of vision and proprioception is beneficial for encoding the movement (i.e., the rotation) and if an advantage of this integration is also evident during the storage phase. Participants had to rotate themselves back to a specified starting position in three different sensory conditions: a blind condition, a condition with disrupted proprioception, and a condition where both vision and proprioception were reliably available. To answer the first part of the question, we tested whether larger rotations selectively impair performance in any of our sensory conditions. Given the higher error rate in both blind conditions (reality and IVR) in Valori et al. (2020), it was hypothesized that increasing amplitude would affect this condition more
than others. As regards the difference in error rates between the conditions where vision and proprioception are both available versus the unisensory-like visual condition where proprioception is disrupted, two scenarios could be expected. First, if our disruption of proprioception resulted in a decline in accuracy, then it might also be more challenging to encode larger rotations in that case than in the visuo-proprioceptive condition. No difference between these conditions was to be expected if the manipulation did not affect performance, as this condition would then resemble the multisensory setting. However, given mixed findings on the role of vision and proprioception in different aspects of self-motion and reaching movements (Bakker et al., 1999; Jürgens & Becker, 2006; Sarlegna & Sainburg, 2009; Sober & Sabes, 2003; Valori et al., 2020), one possibility remains that vision is dominant for self-motion estimation. In this case, performance in the visual condition could be expected to be similar to that in the condition where vision and proprioception can be optimally integrated.

As findings on the manipulation of the proprioceptive storage phase, such as the effect of recall delay on proprioceptive accuracy, are mixed and far from conclusive, we decided to focus on delays of small durations to investigate whether short-term retention of start position would benefit from sensory memory contributions. Three delay durations were introduced into the storage phase: no delay, 3-s delay, and 6-s delay. If there are benefits of cue combination during the storage phase, we would expect longer delays to affect performance more than shorter delays to a higher degree in unisensory versus multisensory conditions.

In this study, IVR is used as a potential tool with which to manipulate proprioception and vision and compare this condition with a multisensory condition and disentangle the influence of each modality on memory for own body orientation. One possibility is that IVR could be more effective at creating an environment with proprioceptively uninformative visual cues (e.g., a spherical room) such that participants could be proprioceptively disoriented without direct manipulation of somatosensory cues. Furthermore, we aimed to shed light on the role of memory in self-motion performed either in IVR or in reality.

Materials and methods

Participants

Forty-eight adults (35 females) took part in this experiment. The mean age of participants was 21.59 years (SD = 0.35, range = 18–26) and 40 participants were undergraduate or postgraduate psychology students. The inclusion criteria were not having any history of neurological disease or other conditions affecting cognitive functioning, and being under 40 years of age. Older participants were excluded due to the known decay of short-term memory capacity, but also based on the literature that suggests a downward trend in proprioceptive ability with advancing age (Hurley et al., 1998, 40-60 years of age; Wingert et al., 2014).

Apparatus and conditions

A testing room designed to control the visual landmarks available during the task was used. Inside the room, there was a swivel chair that was fixed to the floor on a round platform (Fig. 1). A 360° protractor under the seat was visible via a dedicated camera which allowed the measurement of the degree of each rotation. For one of the conditions (see condition R_V in the description of conditions below), a UV lamp (E27 26W) was used to obscure other visual stimuli such that the white clouds on the walls were the only visual cues available. With the UV light on, participants were asked to wear a black poncho that covered their bodies, depriving them of the first-person view of their body (Fig. 1). The IVR simulation was provided through an HMD. We used Oculus Gear VR 2016, 101° FOV, 345 g weight, interfaced with a Samsung Galaxy S7 (ANDROID 8.0.0 operating system). For a full description of the technical apparatus and experimental setup, see Valori et al. (2020).

Participants performed a self-turning task in a 3 (Perception: vision, proprioception, vision+proprioception) X 2 (Environment: reality vs. IVR) X 2 (Amplitude: 90-degree rotations vs 180-degree rotations) X 3 (Delay: no delay, 3-s delay, 6-s delay) within-subjects design. The same three sensory conditions were completed in a real environment (R) and in IVR. In each of these two environments, one blind condition removed all visual information such that only proprioceptive information could be used (P condition). Another condition limited the access to visual landmarks (removing visual information about the body and corners of the room while retaining the overall use of vision) in order to disrupt proprioception. This condition was called V (i.e., vision) for the sake of convenience, and it should be noted that although proprioception was disrupted, the proprioceptive input from both passive and active rotations was still present. The experimental manipulation in this condition consisted of removing participants’ view of the room’s corners and of their own body such that they would not be available as visual cues to inform proprioception. Finally, there was a condition where reliable visual and proprioceptive information were available (VP condition), which in our case consisted of the brightly lit experimental room. Participants performed blocks of six trials in the perceptual-environmental conditions depicted in Fig. 1.

We aimed to control whether rotation amplitude and recall delay would affect performance. For this purpose, each condition was run six times: with two angle amplitudes
Fig. 1 A Experimental room, interior. The swivel chair is in the center of the room with a protractor and a camera videotaping the protractor located under it. A R_VP: the swivel chair in the visuo-proprioceptive real environment; B R_V: a participant wearing the black poncho in the ‘vision’ real environment. UV light on; C R_P: a participant in complete darkness in the ‘proprioception only’ condition. A Nikon KeyMission 360 camera was used to create 360° images of the room and to build the IVR. Therefore, participants saw the same environment in the IVR conditions.

The order of conditions was randomized. Participants performed blocks of six trials per condition. We aimed to control whether the rotation direction and amplitude would affect performance. For this purpose, each condition was performed twice: the passive rotation was made in both directions (clockwise and counterclockwise), and with two angle amplitudes (90 and 180 degrees). As the passive rotation was manually performed by the experimenter, perfect accuracy in reaching 90 and 180 degrees was not possible. Given the variability in the actual passive rotations, we considered amplitude as a continuous variable. Furthermore, each condition was run with three different delays: 0, 3, and 6 s. Participants completed the task with both rotation amplitudes in each delay condition, totaling to six rotations per Environment and Perception condition. We counterbalanced the amplitudes order between subjects. We tested the ABAB sequence in 50% of subjects and the BABA sequence in 50% of subjects.

Note that the rotation amplitudes were kept at 90 and 180 degrees as in our previous study (Valori et al., 2020) given...
that the delay durations here are relatively short and larger amplitude might require longer delays (Lemay & Proteau, 2002).

Measures of task performance

The accuracy of self-turn performances was calculated in terms of error as the absolute difference between the start position (from which the experimenter started the passive rotation) and the return position (in which the participant stopped the active rotation). Accuracy was manually measured during an offline coding of the video recording. Two independent evaluators coded the videos and entered the start and return positions in the dataset. Values which were divergent for more than two degrees were a priori considered disagreement values. A third coder examined the video records of the disagreement values to make the final decision. In case of a disagreement value, the third coder’s value replaced the value that differed most from the third coder’s value. We obtained a dataset with two codes for each datapoint. The intercoder agreement was calculated by conducting an intra-class correlation (ICC), which estimated a nearly perfect agreement of 0.99.

Procedure

Participants were welcomed to the lab and asked to sign a consent form. Afterwards, participants were invited into the testing room and asked to sit on the swivel chair which was fixed in the middle of the recording area inside the room. Two experimenters were present to run the experiment. The first experimenter would stay inside the testing room and ask to sit on the swivel chair which was fixed in the middle of the recording area inside the room. Two experimenters were present to run the experiment. The first experimenter would stay inside the testing room to control the passive rotation and remain silent behind the participant, providing no visual or auditory cues. The second experimenter managed the experiment from outside the testing room by changing the conditions and controlling the video recording of the experiment. The second experimenter also monitored the video feed and gave verbal instructions to the first experimenter and to the participants.

The experiment involved a self-turn paradigm in which the experimenter rotated the chair a certain degree (passive rotation) from a start position to an end position. After each passive rotation, a beep sound cued participants to rotate back to the start position (active rotation). This cue played at three delay durations: immediately, after 3 s, or after 6 s. During the passive rotation, participants kept their feet on a footrest which rotated along with the chair. In this way, they could not make steps while being rotated, and could not simply count the number of steps to make active rotations. To perform the active rotations, participants could use their feet on the still platform under the chair to move themselves. We did not manipulate vestibular information, which remained consistent across all experimental conditions.

Statistical approach

To evaluate the potential ways in which memory issues could influence proprioceptive accuracy, two sets of analyses were conducted using a Bayesian model selection approach (McElreath, 2016).

In the analysis, we considered the influence of amplitude, delay, and sensory and environmental conditions on the accuracy of self-turn performance. This allowed us to investigate the research goal: whether integration of vision and proprioception is crucial only for encoding the movement or also for the storage of the movement.

Starting from a full model that included all the interactions and variables of interest, predictors were removed until the most plausible model was obtained according to information criteria (Wagenmakers & Farrell, 2004; Yamashita, Yamashita, & Kamimura, 2007). The Watanabe-Akaike Information Criterion (WAIC, Gelman et al. 2014; Vehtari et al. 2017) was used as information criteria to evaluate the models. WAIC is the corresponding Bayesian version of the commonly used Akaike information criterion (AIC, Akaike 1973) and lower WAIC values indicate a better model. The selected models were interpreted by means of estimated parameters, graphical representations, and planned comparisons.

Bayesian generalized mixed-effects models were used as they allow for the complex structure of this data (Gelman et al., 2013). Specifically, data are characterized by: (1) a continuous non-normally distributed dependent variable (i.e., self-turn error); (2) within-subject factors (i.e., Perception and Environment conditions); (3) a quantitative independent variable (i.e. Amplitude of the passive rotation); (4) and a within-subject factor (i.e., Delay). Random intercepts were included to account for participants’ interpersonal variability, while the other variables were considered as fixed effects. Gamma distribution, with logarithmic link function, was specified as the family distribution of the generalized mixed-models to account for the distribution of the data.

Analyses were performed using the R software version 3.6.1 (Team & et al. 2018). Models were estimated using the R package brms (Bürkner & et al. 2017). All models used default prior specification of the R package brms. Detailed prior specifications are reported in the supplemental online material.

Results

The detailed report of the results of the analysis is presented in the Supplemental Material (SM).
Descriptive statistics

The dataset included start, end, and return positions based on which the angle of passive rotations and accuracy of active rotations were calculated. The intra-class correlation index (ICC) was calculated to evaluate the inter-coder reliability. ICC estimates and their 95% confidence intervals (CI) were calculated based on a mean-rating (k = 2), consistency, two-way mixed-effects model. The analysis estimated an ICC = .99 (95%CI 0.99–0.99). This high reliability was obtained thanks to the low mean difference between coders’ values (0.28) within the wide range of possible values (0/360). ICC = .99. This nearly perfect inter-coder agreement derives from the small mean difference between the two coders’ values, within the huge range of possible values (0/360).

Out of the 48 participants, 41 participants completed the task in all 36 trials, and five participants completed 35 trials due to technical issues. Thus, the final data consists of 1723 observations nested in 48 participants.

Amplitude was considered as a continuous variable (Fig. 2). To facilitate the interpretation of the results, this variable was standardized. Considering amplitude as a continuous variable rather than a dichotomous categorical variable guarantees that results are not influenced by the variability in the actual rotation between the different experimental conditions. Although the distributions are slightly different, all of them cover appropriately the same range of values (see SM).

The frequency of observed self-turn error values is reported in Fig. 3.

The means and standard deviations of self-turn error for the six experimental conditions with different delays are reported in Table 1. For the sake of interpretability, descriptive statistics were marginalized over the variables Amplitude and Direction, and Amplitude is explored later on in the analysis.

With regard to the marginal effect of Environment, participants were on average more accurate in the Reality conditions (m = 9.4, sd = 3.0) than in the IVR conditions (m = 14.3, sd = 4.9). With respect to the marginal effect of Perception, a difference in performance was found in one of the conditions depending on the Environment. In Reality, participants were more accurate when they could rely on both Vision+Proprioception (m = 5.4, sd = 3.1) or Vision specifically (n = 5.6, sd = 2.9) than when they had to rely solely on Proprioception (m = 17.2, sd = 7.3). In IVR, accuracy was still lowest in the Proprioception-only condition (m = 19.1, sd = 8.1). The error rate was, however, different in the two visual conditions, whereby performance was notably better in the Vision+Proprioception condition (m = 9.4, sd = 5.9) compared to when participants’ proprioception was unreliable (Vision condition) (m = 14.3, sd = 6.6).

Model selection

The initial model included the self-turn error as the dependent variable. The independent variables were all the interactions, up to four-way interactions, between Environment, Perception, Amplitude, and Delay. The direction of the rotation and the random intercepts for each participant were also included. The WAIC value of the initial model was 11505.

The most plausible model was m.9 (waic = 11477), with a probability of being the best of .64, superior to all other models (< .20; see Supplemental Material). As independent variables, the model included the interaction between Environment, Perception, and Amplitude and the interaction between Perception and Delay. The random intercepts for each participant were also included in the model.
Table 1 Descriptive statistics. Means and standard deviations of self-turn error according to experimental conditions

|                | Proprioception | Vision | Vision + Proprioception | Total |
|----------------|----------------|--------|-------------------------|-------|
|                | Mean  | SD   | Mean  | SD   | Mean  | SD   | Mean  | SD   |
| Reality        |       |      |       |      |       |      |       |      |
| 0 s            | 16.6  | 9.8  | 6.3   | 5.2  | 5.0   | 4.1  | 9.3   | 4.0  |
| 3 s            | 17.5  | 12.1 | 5.0   | 3.9  | 5.4   | 3.4  | 9.5   | 5.6  |
| 6 s            | 17.4  | 11.1 | 5.4   | 3.4  | 5.8   | 5.5  | 9.5   | 4.6  |
| Total          | 17.2  | 7.3  | 5.6   | 2.9  | 5.4   | 3.1  | 9.4   | 3.0  |
| IVR            |       |      |       |      |       |      |       |      |
| 0 s            | 19.1  | 10.4 | 14.7  | 7.8  | 7.4   | 5.3  | 13.7  | 4.5  |
| 3 s            | 17.8  | 9.9  | 15.1  | 9.7  | 11.4  | 9.6  | 14.8  | 6.1  |
| 6 s            | 20.8  | 12.3 | 13.0  | 8.5  | 9.5   | 8.3  | 14.5  | 6.1  |
| Total          | 19.1  | 8.1  | 14.3  | 6.6  | 9.4   | 5.9  | 14.3  | 4.9  |
| Total          |       |      |       |      |       |      |       |      |
| 0 s            | 17.7  | 7.9  | 10.6  | 5.3  | 6.1   | 3.5  | 11.5  | 3.2  |
| 3 s            | 18.2  | 10.8 | 10.1  | 5.3  | 8.5   | 5.2  | 12.1  | 4.8  |
| 6 s            | 19.0  | 8.6  | 9.4   | 4.8  | 7.7   | 5.1  | 12.0  | 3.9  |
| Total          | 18.3  | 6.5  | 10.0  | 3.8  | 7.4   | 3.4  | 11.9  | 3.3  |

Note: IVR = immersive virtual reality. \( n_{\text{participants}} = 48; n_{\text{observations}} = 1723 \)

**Model interpretation**

To evaluate the model fit (i.e., model’s ability to explain the data) we used a Bayesian definition of R-squared (Gelman, Goodrich, Gabry, & Vehtari, 2019). The estimated value of Bayesian R-squared for the model m.9 is 0.35 (95% BCI = 0.30; 0.40), that is, the model explained 35% of the variance of the data. Posterior Predictive Check (PPC; i.e., model ability to replicate the observed data) is presented in Fig. 10 in the SM. Overall, the model shows a good fit to the observed data.

To assess the relative plausibility of the effects included in the model, the evidence ratios were computed for each interaction effect. The selected model is 83 times more likely to explain the results than the model without the three-way interaction (Environment, Perception, and Amplitude), and 48 times more likely than the model without the two-way interaction (Perception and Delay).

The 95% Bayesian credible intervals (BCIs) of the model parameters’ posterior distributions were evaluated. Ninety-five percent BCIs represent the range of the 95% most credible parameter values given the prior distribution and the observed data. Thus, an effect is considered to be present if the value zero is not included in the 95% BCI, whereas the presence of zero values in the 95% BCI is interpreted as no-effect. In order to interpret the effects of model m.9, the predicted mean values were computed for each combination of conditions and presented graphically.

**The interaction between rotation amplitude, Perception, and Environment**

Self-turn error is differently influenced by Amplitude depending on Perception and Environment (see Fig. 4). In Reality, accuracy is expected to decline with the increasing of the Amplitude in Proprioception but not in the Vision and Vision+Proprioception conditions. In the IVR conditions, more errors are expected with increasing Amplitude in all Perception conditions.

Although Amplitude was considered as a continuous variable in the analysis, the values mostly clustered around 90 and 180 degrees. As such, the predicted mean values at 90 degrees and 180 degrees of rotation amplitude are reported in Table 2. We considered these rotation amplitude values as a reference, but predicted means can be computed for other values as well. To quantify the relative increase in the different conditions, the ratios of the self-turn errors between 180 degrees and 90 degrees of rotation amplitude are reported in Table 12 in SM.

**Recall delay**

Considering the interaction between Perception and Delay the predicted mean values are presented in Fig. 5.

In the Proprioception and the Vision conditions, no differences are expected based on Delay. Only in Vision+Proprioception are more errors expected in the 3-s and 6-s Delay
conditions compared to No delay. Predicted values are reported in Table 3. To quantify the relative difference between conditions, the ratios of the self-turn errors are reported in Table 15 in SM.

**Discussion**

The present study explored the role of visuo-proprioceptive integration in self-turn accuracy when compared to unisensory proprioceptive conditions and conditions with disrupted proprioception. It also compared the memory effects of movement amplitude and recall delay on proprioceptive accuracy in different sensory conditions and environments. In addition, this research added evidence for the possibility of disrupting proprioception through a manipulated IVR environment.

As expected, accuracy was lower in IVR in the sensory conditions where vision was available compared to the same conditions in reality. This is an important replication

| Conditions | Environment | Amplitude | Perception | Error | 95 % BCI |
|------------|-------------|-----------|------------|-------|---------|
|             |             |           |            | Mean  | Lower   | Upper   |
|             | Reality     | 90        | Proprioception | 11.99 | 10.42   | 13.79   |
|             |             | 90        | Vision      | 5.38  | 4.56    | 6.29    |
|             |             | 180       | Vision + Proprioception | 5.32 | 4.48    | 6.26    |
|             |             |           | Proprioception | 26.40 | 22.25   | 31.19   |
|             |             | 180       | Vision      | 5.67  | 4.60    | 6.90    |
|             |             | 180       | Vision + Proprioception | 5.37 | 4.01    | 6.35    |
|             | IVR         | 90        | Proprioception | 8.57 | 7.35    | 9.93    |
|             |             | 90        | Vision      | 7.08  | 6.01    | 8.29    |
|             |             | 180       | Vision + Proprioception | 11.30 | 9.64    | 13.23   |
|             |             | 180       | Proprioception | 21.44 | 18.33   | 24.93   |
|             |             | 180       | Vision      | 24.17 | 21.81   | 27.54   |

Table 2 Predicted self-turn error mean according to experimental conditions

*Note: IVR = immersive virtual reality, n<sub>participants</sub> = 48; n<sub>observations</sub> = 1723*
of previous findings (Valori et al., 2020) which suggests that results obtained from tasks completed in visual environments created and provided via IVR should be interpreted carefully with consideration of the fact that they may not mimic reality perfectly. One explanation for this drop in performance could be the difference in the way optic flow is updated in the two environments. In fact, it has been shown that the over- and underestimation of self-displacement can be compensated by manipulating optic flow field (Bruder et al., 2013). In addition, participants could not see their body in the IVR conditions as compared to the reality conditions where it was in their field of view, which could lead to poorer performance in the visual conditions. Also in line with the results of Valori et al. (2020), the highest number of errors was observed in the blind condition in both environments. Similar to what has been shown in earlier studies on the role of vision in creating proprioceptively-guided movements (Lateiner & Sainburg, 2003; Sober & Sabes, 2003), these findings highlight the importance of visual information in guiding judgements about own body location and movement.

In contrast to the findings of Valori et al. (2020), where no difference was found between the two visual conditions, performance was worse in the IVR condition with disrupted proprioception than in the visuo-proprioceptive condition in IVR in the present study. One possible explanation for this inconsistency could be that the number of adult participants in the previous study was twice as small. This effect was not observed in the reality conditions that simulated this manipulation, where performance was similar to the multisensory condition. These results provide evidence that IVR can be used to disrupt proprioception by creating an environment where participants find it difficult to orient themselves, leading to increased errors when rotating back to a previously specified position. This effect could also be partially explained by the differences in optic flow, as mentioned above (Bruder et al., 2013). After removing the corners, which potentially served as the most prominent visual cues, participants had to focus on individual clouds that would enhance the use of optic flow. If the two environments differed in optic flow, removal of corners would cause a remarkable difference between the two conditions when other visual cues (more dependent on optic flow) would have to be used. In addition, although UV lights and a black poncho were used to remove participants’ view of their bodies in the V condition in reality, it is possible that such removal of the body from the field of view was not equal to the corresponding IVR condition where a view of the body was not present at all.

Furthermore, we found an interaction between sensory conditions, environmental conditions, and the effect of amplitude that was not investigated in the previous study. It is expected that 180-degree rotations lasted approximately twice as long as 90-degree rotations, which means that the encoding phase would have lasted longer. In reality, participants performed worse in reproducing larger rotation angles in blind conditions, whereas conditions where visual input was available were not affected by the degree of rotation. When it comes to the effect of larger rotation amplitude in IVR, there was almost no difference in the visuo-proprioceptive condition, a decrease in performance in the condition with disrupted proprioception, and an even higher decline in accuracy in the proprioception-only condition. These results suggest that when participants are provided with some visual landmarks, they can reliably use them for the estimation of angular displacement. Our finding that the encoding of angular displacement was more disrupted when vision was not available indicates that vestibular and proprioceptive information may not be as reliable as visual cues in longer travelled distances during self-rotation. This is in line with the encoding-error

![Fig. 5 Distributions of the predicted means of self-turn error according to Perception and Delay (n\textsubscript{participants} = 48; n\textsubscript{observations} = 1723)](image)

### Table 3 Predicted self-turn error mean according to perception and delay conditions

| Conditions          | Delay | Error Mean | Lower | Upper |
|---------------------|-------|------------|-------|-------|
| **Perception**      |       |            |       |       |
| Proprioception      | 0 s   | 21.39      | 18.45 | 24.66 |
|                     | 3 s   | 20.89      | 18.03 | 24.16 |
|                     | 6 s   | 22.75      | 19.61 | 26.24 |
| Vision              | 0 s   | 12.06      | 10.34 | 13.97 |
|                     | 3 s   | 10.74      | 9.22  | 12.45 |
|                     | 6 s   | 10.31      | 8.81  | 11.98 |
| Vision + Proprioception | 0 s   | 6.28       | 5.39  | 7.30  |
|                     | 3 s   | 8.17       | 7.05  | 9.39  |
|                     | 6 s   | 7.90       | 6.81  | 9.15  |

*Note: n\textsubscript{participants} = 48; n\textsubscript{observations} = 1723*
model of Fujita et al. (1993) for linear displacements which emphasizes the difficulty of creating an internal representation of the travelled path without vision during the encoding phase. With respect to the condition with disrupted proprioception, the interaction with amplitude provides evidence for the marked contribution of proprioception to optimal estimation of angular displacement. Taken together, these results point to an advantage of multisensory integration for encoding and thus recalling information about own location in space. In addition, although it has been suggested that error in angle reproduction could also be attributed to the execution phase (i.e., recall), only one study so far has provided evidence for such an effect in an attempt to disentangle encoding and execution errors and suggested that reproduction inaccuracies can largely be attributed to the execution phase (Chrastil & Warren, 2017). Moreover, counter to their expectations but in line with the current findings, in line with the current results, Chrastil and Warren (2017) found encoding error when participants had to reproduce 180-degree angles.

No clear trends were found with regard to different delay durations. Although we observed slightly higher accuracy in no-delay trials compared to 3- and 6-s delay trials in the visuo-propiroceptive condition, the actual difference in degrees is too small to represent a reliable advantage and improved performance. Taken together, results on recall delay seem to indicate that in the case of whole-body angular displacement, the advantage of multisensory input is evident only during the encoding phase and does not necessarily create more reliable memory traces which would improve storage. This finding may be task-specific, given that Lemay and Proteau (2002) found significantly higher error rates in memory for a target location after just 2 s. The lack of research on the effect of recall delay on estimating angular displacement did not allow for a good prediction of a delay duration that might decrease accuracy in our task. Therefore, our findings are useful in that they show that brief delays, up to at least 6 s, do not appear to influence recall of body position in adults. Earlier studies have shown that purely vestibular memory for the angular displacement of the head in remembering the position of external objects can be reliable up to one minute of recall delay, whereas small rotation angles (below 25 degrees) are overestimated after a delay of five minutes (Israël et al., 1991). Although our delays did not affect participants’ estimations of their body’s displacement, it is important to acknowledge that the delays were introduced into only one of the stages of remembering, namely storage, and that research which introduces delays at different stages may shed more light on this process. The duration at the start position may have varied slightly across participants, and these small differences in the length of the encoding phase may have influenced the results.

However, the lack of association between delay duration and performance indicates that slight extension of the storage phase is not sufficient to affect performance. Research which introduces longer delays may shed more light on this process.

It is also important to mention that only two out of 48 participants reported slight nausea and dizziness. Since IVR-induced sickness (Saredakis et al., 2020) can affect results and thus seriously undermine research goals, this factor should always be considered in experimental design. In fact, we approached this point with a great degree of caution by minimizing the amount of time participants spent in the testing room as much as possible. However, given the feasibility of our paradigm in this respect, longer durations may be tested in future experiments.

Furthermore, although we cannot completely rule out that some participants might have used a counting strategy based on their time perception given that time and space are tightly linked in our perception of the world, we assume that to be unlikely in the present paradigm. Firstly, a passive rotation was used for encoding in order to avoid that participants count their steps and focus on this strategy. Secondly, such a strategy would not be optimally reliable due to the trial-to-trial changes in acceleration and speed of the experimenter-induced passive rotations and would be more efficient in experiments with more fixed duration to distance mapping.

One of the limitations of the present research was that the experimenter manually rotated the participant. Experimenters were trained to keep a consistent velocity and this velocity appeared not to vary dramatically. However, this was not completely consistent across trials and participants, potentially influencing participants’ performance to some degree as has been shown in previous research (Jürgens & Becker, 2006). Furthermore, aside from velocity, the time that elapsed during each passive rotation could have varied slightly, meaning that the length of the encoding phases was not constant. It is possible that small variations in this encoding period affected proprioceptive accuracy, although given the lack of effect of different delay durations, this is not expected to be the case.

These findings, apart from adding support to the findings that errors in reproducing whole-body displacements are attributable to the encoding process (Fujita, Klatzky, Loomis, & Golledge, 1993), are novel in that they suggest that accurate encoding is possible when visual and proprioceptive cues are combined. According to the encoding-error model and studies on multisensory integration (Bakker et al., 1999; Fujita et al., 1993; Jürgens & Becker, 2006; Reuschel et al., 2010), this could be explained by the more precise internal representation formed when information from different senses are combined to form a richer percept.
Future research might investigate whether a different trend in accuracy would be observed if participants actively performed both rotations themselves, which could indicate a benefit of richer somatosensory input during the encoding phase. Moreover, as mentioned previously, delays of longer durations could also be used in order to study the temporal limits of sensory information reliability in different sensory conditions. A possible caveat here would be whether deteriorated memory of body position after delays like, for instance, five minutes (Israel et al., 1991) or more would be informative for explaining cue combination or calibration in multisensory integration or spatial memory from a multisensory perspective.

Conclusions

The present study indicates that precision in re-executing own body rotation remarkably decreases with larger rotations either when participants are deprived of vision or when their proprioception is manipulated to be unreliable. It was also found that the advantage of integrating information from vision and proprioception for subsequent recall of own body location is present during the encoding phase. Within 6 s, we report no effect of delay on storage. Overall, these results suggest that the integration of vision and proprioception aids encoding information about whole-body angular displacement. In general, as indicated in prior research, it is likely that the role of the perceptual weighting of the different sensory cues depends on the task demands and it might be true that in some tasks, cue combination is not that critical as in ours. Nevertheless, we assume that, in our daily life, the repertoire of self-motion tasks that rely solely on one sensory modality is limited. This research also shows that IVR can be used to disrupt proprioception. Such proprioceptive disorientation suggests exciting applications of IVR in sensorimotor research. For example, individuals with a heavier reliance on proprioception could be trained to use exteroceptive processing by making it more salient.
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