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Abstract. We prove a set of general theorems that provide new nonlocal constants and first integrals for nonlinear Jacobi-type ordinary differential equations. Applications include equations of the Painlevé-Gambier classification.

1. Introduction

We consider Lagrangians $L = L(t, x, \dot{x})$ whose Euler-Lagrange equations of motion are Ordinary Differential Equations (ODEs) like this

$$\left(\partial_\varepsilon\dot{x}L(t, x, \dot{x})\right) - \partial_xL(t, x, \dot{x}) = 0,$$

with $x = x(t)$ and $\dot{x} \equiv dx/dt$. The $\partial$ symbol stands for partial derivative, e.g. $\partial_\varepsilon = \partial/\partial\varepsilon$, whereas the upper dot is the total derivative with respect to $t$.

In Ref. [5] Gorni and Zampieri provided a theory to generate nonlocal constants of motion for second order ODE Lagrangians using the concept of perturbed motions. Subsequently, in Ref. [10], the author gave a recipe to generate nonlocal constants for ODEs of any order. The paper [4] is a survey on the whole theory with a few sample applications.

Theorem 1.1. Let $t \to x(t)$ be a solution to the Euler-Lagrange equation (1), and let $x_\varepsilon(t), \varepsilon \in \mathbb{R}$, be a smooth family of perturbed motions, such that $x_0(t) = x$. Then, the following function is constant:

$$I \equiv \partial_\varepsilon L(t, x_\varepsilon(t), \dot{x}_\varepsilon(t)) \cdot \partial_x x_\varepsilon(t) \bigg|_{\varepsilon=0} - \int_{t_0}^t \partial_\varepsilon L(s, x_\varepsilon(s), \dot{x}_\varepsilon(s)) \bigg|_{\varepsilon=0} ds. \tag{2}$$

Expression (2) means that the value of $I$ in $t$ depends not only on the state $(t, x(t), \dot{x}(t))$, but also on the whole history of the motion from its beginning at $t_0$. Nevertheless, as described in Refs. [10] [5], one can find particular cases for which Theorem 1.1 yields true first integrals for equation (1), in the sense of point functions $I = I(t, x(t), \dot{x}(t))$ that are constant along solutions.
Generally, nonlocal constants and first integrals are precious tools to construct solutions of differential equations. In the case of linear ODE, there are a number of well defined methods to find nonlocal constants and first integrals. However, the same cannot be said for the nonlinear case, where the direct computation of constants is in general an open problem and only indirect techniques are available.

A general parametrization usually employed to study second-order nonlinear ODEs is the so-called Jacobi-type form (or, Jacobi equation). It is a second-degree polynomial in \( \dot{x} \) like this

\[
\ddot{x} + \frac{1}{2} \partial_x \varphi \dot{x}^2 + \partial_t \varphi \dot{x} + B = 0,
\]

where the coefficients \( \varphi = \varphi(t, x) \) and \( B = B(t, x) \) are analytical in \( t \) and \( x \). By taking the parameters of Eq. (3) appropriately, one can reproduce a great variety of nonlinear ODEs as a specific case. For example, with (3) one can easily recover many of the second-order equations of the Painlevé-Gambier classification (see, e.g. Refs. [9, 3, 2]). These equations are attracting much attention during last years, since some problems related to their solutions, the Painlevé transcendents, are already under discussion [1].

The background to the present work is as follows:

• In Ref. [6], working directly on the ODE (3), Guha et al. employed generalized Sundman transformations to derive a procedure to find constants for some of the Painlevé-Gambier equations. In particular, we notice that part of their constants are nonlocal, due to the presence of an exponential factor whose argument is an integral of a function of \( t \) and \( x \) only. More precisely, their nonlocal constants look like \( f(t, \dot{x}, x) e^\int g(\tau, x(\tau))d\tau \).

• In Ref. [8], Nucci and Tamizhman presented a method devised by Jacobi to derive Lagrangians of any second-order ODE. Furthermore, among the examples provided, they demonstrated that the Jacobi equation (3) can be derived as the Euler-Lagrange equation (1) for

\[
L(t, x, \dot{x}) \equiv \frac{1}{2} e^{\varphi} \dot{x}^2 + \delta_1 \dot{x} + \delta_2 \text{ where } \delta_{1,2} = \delta_{1,2}(t, x) \text{ satisfy } \partial_t \delta_1 - \partial_x \delta_2 = e^\varphi B.
\]

Motivated by the above, in this work we approach Theorem 1.1 as a new tool to provide explicit nonlocal constants and first integrals for the nonlinear Jacobi ODE (3). The paper is organized as follows. In Section 2 Theorem 2.1 provides first integrals for the autonomous case \( \partial_t \varphi = \partial_t B = 0 \). In Subsection 3.1 Theorem 3.1 provides nonlocal constants when \( \partial_t \varphi = 0 \) and \( \partial_t B \neq 0 \), whereas in Subsection 3.2 our Theorem 3.3 provides first integrals and nonlocal constants when \( \partial_t \varphi \neq 0 \) and \( \partial_t B \neq 0 \). As far as we know, such theorems appear to be completely new to the literature. Similarly to Guha et al., our constants exhibit nonlocal contributes that depend on \( t \) and \( x \) only.

Finally, in Subsections 2.1, 3.1.1, and 3.2.4 we deal with some neat applications of our theorems. Among all, simple computations prove that our
single formula fully recovers the results obtained by Guha et al. for the Painlevé-Gambier case.

Since nonlinear ODEs play a prominent role in many applied fields (computational science and engineering modeling, fluid dynamics, finance, and quantum mechanics,...), the main results of our work clearly indicates the powerful nature of nonlocal constants, and point out the necessity for a more extensive study of their applications.

2. Autonomous Jacobi equation

Given \( \varphi = \varphi(x) \) and \( B = B(x) \), in this section we study nonlocal constants and first integrals for the autonomous Jacobi equation

\[
\ddot{x} + \frac{1}{2} \varphi' \dot{x}^2 + B = 0. 
\]

Hereinafter, the prime symbol will stand for total derivatives with respect to \( x \).

In Ref. [8], Nucci and Tamizhman present a method devised by Jacob i to find Lagrangians for any second-order ODE. In this respect, equation (4) can be derived as the Euler-Lagrange equation (1) for

\[
\mathcal{L}(x, \dot{x}) \equiv \frac{1}{2} e^{\varphi} \dot{x}^2 + \delta_2, 
\]

with \( \delta_2 = \delta_2(x) \) satisfying

\[
\delta_2' = -e^{\varphi} B. 
\]

Let us consider expression (2), that evaluated on the Lagrangian (5) gives

\[
I = e^{\varphi} \dot{x} \cdot \partial_{\dot{x}} x |_{\varepsilon=0} - \int_{t_0}^{t} \left\{ \left( \frac{1}{2} \varphi' e^{\varphi} \dot{x}^2 + \delta_2' \right) \cdot \partial_{\dot{x}} x |_{\varepsilon=0} + e^{\varphi} \dot{x} \cdot \partial_{\dot{x}} x |_{\varepsilon=0} \right\} ds. 
\]

In literature, some results for the time-independent Painlevé-Gambier case present constants which are nonlocal due to the presence of an integral in the argument of exponential factors (see, e.g. Ref. [6]). Inspired by this fact, it is quite natural for us to consider as perturbed motion the \( x \)-shift family

\[
x_{\pm} = x + \varepsilon a e^{\pm \int b d\tau}, 
\]

where \( a = a(x) \) and \( b = b(x) \) are free functions. The \( \pm \) formalism indicates that we are simultaneously considering both families with a positive and a negative sign in the argument of the exponential.

We point out that \( \partial_{\dot{x}} x |_{\varepsilon=0} = (\partial_{\dot{x}} x |_{\varepsilon=0})' \). Hence, using the family (8) and the constraint (6), expression (7) becomes

\[
I_{\pm} = \pm e^{\varphi} \dot{x} e^{\pm \int b d\tau} - \int_{t_0}^{t} \left\{ \left( \frac{1}{2} a \varphi' + a' \right) e^{\varphi} \dot{x}^2 \pm abc \dot{x} - a Be^{\varphi} \right\} e^{\pm \int b d\tau} ds. 
\]
Formally, expression (9) exhibits a double integration that we would like to remove. In addition, as argued in the introduction, we want to avoid the dependence of integrands on derivatives of \( x \). A possible approach in this direction is to reformulate the integrand in \( ds \) as a total derivative. In virtue of this, we neglect the term proportional to \( \dot{x}^2 \) by imposing \( \frac{1}{2}a\varphi' + a' = 0 \), which gives
\[
a = e^{-\varphi/2}.
\]
(10)

Then, we assume that \( B \equiv b\bar{B} \) for some \( \bar{B} = \bar{B}(x) \). Therefore, a direct computation with expression (9) gives
\[
I_\pm = a\dot{x}e^{\varphi/2} \pm \int_{t_0}^t \left\{ (\pm ab\dot{x}e^{\varphi})e^{\pm \int_0^{t_0} B \ddt} + (\mp a\bar{B}e^\varphi)(e^{\pm \int_0^{t_0} B \ddt}) \right\} \ddt. \]
(11)

If we impose \( \pm ab\dot{x}e^{\varphi} = (\mp a\bar{B}e^\varphi)' \), which can be expanded as
\[
b = -\frac{1}{2}\varphi' \bar{B} - \bar{B}',
\]
(12)
expression (11) becomes
\[
I_\pm = a\dot{x}e^{\varphi/2} \pm \int_{t_0}^t \left\{ a\bar{B}e^{\varphi}e^{\pm \int_0^{t_0} B \ddt} \right\} \ddt. \]
(13)

We evaluate the integral in the second term of expression (13). Hence, substituting expressions (10) and (12), we finally get
\[
I_\pm = (\dot{x} \pm \bar{B}) e^{\varphi/2} e^{-\int_0^x e^{\varphi} B \ddx}.
\]
(14)

Note that expression (14) is a nonlocal constant for the autonomous Jacobi equation (4), but it still depends on \( \bar{B} \). By construction, equation (12) constrains \( \bar{B} \) as a function of \( B \) and \( \varphi \). So, multiplying equation (12) by \( B \) and defining \( y \equiv B^2 \), we get the first-order linear ODE
\[
y' + \varphi' y + 2B = 0.
\]
(15)

It is easy to see that equation (15) admits \( \bar{B} = \sqrt{y} \) as solution, with
\[
\bar{B} = \sqrt{-2e^{-\varphi} \int_x e^{\varphi} B \ddx} = \sqrt{2\delta^2 e^{-\varphi}}.
\]
(16)

**Theorem 2.1.** Let \( e^\varphi B = -\delta^2 \) for some \( \delta_2 \). Then, \( I \) is a first integral for the autonomous Jacobi equation \( \ddot{x} + \frac{1}{2}\varphi' \dot{x}^2 + \bar{B} = 0 \) with
\[
I \equiv \frac{1}{2} \dot{x}^2 e^\varphi - \delta_2.
\]
(17)

**Proof.** Use expression (13) to compute \( I \equiv \frac{1}{2} I_+ I_- = \frac{1}{2}(\dot{x}^2 - \bar{B}^2) e^\varphi \). Then, substitute expression (16) inside I. \( \square \)
2.1. Application: autonomous Painlevé-Gambier equations

There are several equations of the Painlevé-Gambier classification that belong to the autonomous Jacobi parametrization (4) (see, e.g. Refs. [6, 2]). For example, the Painlevé-Gambier equations XVIII, XXI, and XXII can be parametrized as

\[ \ddot{x} - \frac{1}{2} \alpha x^{-1} \dot{x}^2 + \beta x^n = 0, \]  
\[ (\alpha, \beta, n)_{\text{XVIII}} = (1, -4, 2), \]  
\[ (\alpha, \beta, n)_{\text{XXI}} = \left( \frac{3}{2}, -3, 2 \right), \]  
\[ (\alpha, \beta, n)_{\text{XXII}} = \left( \frac{3}{2}, 1, 0 \right). \]

Let us first establish a comparison between equation (18) and equation (4) to infer that \( \varphi = -\alpha \ln x \) and \( B = \beta x^n \). Then, from definition (16), we get

\[ \bar{B} = \sqrt{\beta \gamma x^{(n+1)/2}} \]  
\[ \gamma \equiv 2/(\alpha - n - 1). \]

After direct computations, expression (14) yields

\[ I_{\pm} = \left( \dot{x} x^{-\alpha/2} \pm \sqrt{\beta \gamma} x^{-(n+1)/2} \right) e^{\mp \sqrt{\beta \gamma} \int \frac{x^{(n+1)/2}}{x} \mathrm{d}\tau}, \]  
\[ (20) \]

that is a nonlocal constant for Painlevé-Gambier parametrization (18).

Similarly, Theorem 2.1 provides the first integral

\[ I = \dot{x}^2 x^{-\alpha} - \beta \gamma x^{-2/\gamma}. \]  
\[ (21) \]

When combined with coefficients (19), our results (20) and (21) exactly recover from a non-local perspective the first integrals proposed case-by-case in Ref. [6]. We remark that the consistency of our machinery is fully confirmed even when applied to the whole Painlevé-Gambier classification which falls into the autonomous Jacobi parametrization (4).

3. Non-autonomous Jacobi Equation

Consider two reference parameters \( \varphi = \varphi(t, x) \) and \( B = B(t, x) \). In this section we study nonlocal constants and first integrals for the non-autonomous Jacobi equation

\[ \ddot{x} + \frac{1}{2} \partial_x \varphi \dot{x}^2 + \partial_{\dot{x}} \varphi + B = 0. \]  
\[ (22) \]

In Ref. [3] Nucci and Tamizhman derived equation (22) as the Euler-Lagrange equation (11) for

\[ L(t, x, \dot{x}) \equiv \frac{1}{2} e^{\varphi} \dot{x}^2 + \delta_1 \dot{x} + \delta_2, \]  
\[ (23) \]
with $\delta_1 = \delta_1(t, x)$ and $\delta_2 = \delta_2(t, x)$ satisfying
\[
\partial_t \delta_1 - \partial_x \delta_2 = e^\varphi B. \tag{24}
\]

Let us consider expression (2), that evaluated on the Lagrangian (23) gives
\[
I = (e^\varphi \dot{x} + \delta_1) \cdot \partial_x \varepsilon |_{\varepsilon = 0} - \int_{t_0}^t \xi \, ds, \tag{25}
\]
where we defined $\xi(t, x)$ as
\[
\xi \equiv \left( \frac{1}{2} \partial_x \varphi e^\varphi \dot{x}^2 + \partial_x \delta_1 \dot{x} + \partial_x \delta_2 \right) \cdot \partial_x \varepsilon |_{\varepsilon = 0} + \left( e^\varphi \dot{x} + \delta_1 \right) \cdot \partial_x \varepsilon |_{\varepsilon = 0}. \tag{26}
\]

Taking inspiration from the autonomous case, we choose the $x$-shift family
\[
x^\pm = x + \varepsilon a e^{\pm \int b^\pm d\tau}, \tag{27}
\]
where $a = a(t, x)$ and $b = b^\pm(t, x)$ are free functions.

Notice that
\[
\partial_x \varepsilon \big|_{\varepsilon = 0} = \left( \partial_x \varepsilon \big|_{\varepsilon = 0} \right) \cdot e^{\pm \int b^\pm d\tau}.
\]
Hence, applying (27) in expression (26) and using condition (24), it follows that
\[
\xi^\pm = \left( a \delta_1 e^{\pm \int b^\pm d\tau} \right) + \left( \frac{1}{2} a \partial_x \varphi + \partial_x a \right) e^\varphi \dot{x}^2 e^{\pm \int b^\pm d\tau} + \left( \partial_x a \pm a b_\pm \right) e^\varphi \dot{x} e^{\pm \int b^\pm d\tau} - (ae^\varphi B) e^{\pm \int b^\pm d\tau} \tag{28}
\]
where we assumed $B \equiv b_\pm B_\pm$ for some $B_\pm = B(t, x)$. We impose that the free parameter $b_\pm$ satisfies the following constraint
\[
(\partial_t a \pm a b_\pm) e^\varphi \dot{x} = (ae^\varphi B_\pm), \tag{30}
\]
that finally transforms $\xi^\pm$ into a total derivative
\[
\xi^\pm = \left[ a \delta_1 e^{\pm \int b^\pm d\tau} \mp (ae^\varphi B_\pm) e^{\pm \int b^\pm d\tau} \right]. \tag{31}
\]

Furthermore, using (27), it follows by (32) that expression (25) is equivalent to
\[
I^\pm = (\dot{x} \pm B_\pm) ae^\varphi e^{\pm \int b^\pm d\tau}, \tag{33}
\]
This result depends on the $b_{\pm}$ and $B_{\pm}$ parameters, which are unknown so far.

Consider condition (31) and expand it as follows
\[
\mp (\partial_t a \pm ab_{\pm}) e^{\varphi} \dot{x} = \partial_t (ae^{\varphi} B_{\pm}) + \partial_x (ae^{\varphi} B_{\pm}) \dot{x}.
\] (34)

Equation (34) can be decomposed as
\[
\begin{cases}
\partial_t (ae^{\varphi} B_{\pm}) = 0, \\
\partial_x (ae^{\varphi} B_{\pm}) = \mp (\partial_t a \pm ab_{\pm}) e^{\varphi}.
\end{cases}
\] (35)

It is immediate to check that the first equation of (35) gives
\[
k_{\pm} \equiv ae^{\varphi} B_{\pm},
\] (36)

with $k_{\pm} = k_{\pm}(x)$ a time-independent function.

On the other hand, using the mixed partials equality $\partial_x \partial_t k_{\pm} = \partial_t \partial_x k_{\pm}$, the second equation of (35) provides the key relation
\[
\partial_t \left[(\partial_t a \pm ab_{\pm}) e^{\varphi}\right] = 0,
\] (37)

that can be expanded as
\[
a \partial_t b_{\pm} + (\partial_t \varphi a + \partial_t a) b_{\pm} \pm (\partial_t a b_{\pm} + \partial_t \partial_t a) = 0.
\] (38)

We note that (38) is a first-order (linear) Partial Differential Equation (PDE) for $b_{\pm}$. We solve equation (38) using standard techniques and impose condition (35) to fix the integration constant. So, after several computations, we get
\[
b_{\pm} = \mp \partial_t a - e^{-\varphi} a^{-1} \partial_x k_{\pm}.
\] (39)

Since $B \equiv b_{\pm} B_{\pm}$, we multiply expression (39) by $B_{\pm}$ and use definition (36) to substitute $k_{\pm}$. Consequently, expression simplifies to
\[
B_{\pm} \partial_x B_{\pm} + \partial_x (\ln a + \varphi) B_{\pm}^2 \pm (\partial_t \ln a) B_{\pm} = -B,
\] (40)

that finally constraints $B_{\pm}$ in terms of the reference parameters $B$ and $\varphi$.

In contrast with the autonomous case, equation (40) is a hard-to-solve nonlinear PDE for $B_{\pm}$. We choose to proceed by splitting our study depending on whether $\partial_t \varphi$ (more precisely $\partial_t \ln a = -\dot{\varphi}/\dot{\varphi}$) is equal to zero or not.

### 3.1. Case $\partial_t \varphi = 0$

If $\partial_t \varphi = 0$, equation (40) becomes
\[
B_{\pm} \partial_x B_{\pm} + \partial_x (\ln a + \varphi) B_{\pm}^2 = -B.
\] (41)
As in the autonomous case, substituting definition (29) in equation (41) and assuming \( y_\pm \equiv B_\pm^2 \), we get the first-order linear PDE
\[
\partial_x y_\pm + (\partial_x \varphi) y_\pm + 2B = 0,
\]
which admits \( B_\pm \equiv \bar{B}_\pm = \sqrt{y_\pm} \) as solution, with
\[
\bar{B}_\pm = \sqrt{-2e^{-\varphi} \int_{x_0}^x (e^{\varphi} B)|_t \, dx} = \sqrt{2e^{-\varphi} \int_{x_0}^x (\partial_x \delta_2 - \partial_t \delta_1)|_t \, dx}.
\]
(43)

In a similar way, being \( \partial_t \varphi = 0 \), equation (39) can be rewritten as
\[
b_\pm = e^{-\varphi} a^{-1} \partial_x k_\pm.
\]
(44)

Hence, applying expressions (43) and (36) in (44), it turns out that
\[
b_\pm = -\frac{1}{2} \partial_x \varphi - \partial_x \bar{B}.
\]
(45)

Therefore, expressions (43) and (45) can be used to evaluate the nonlocal constant (33), that becomes
\[
I_\pm = (\dot{x} \pm \bar{B}) e^{\varphi/2} e^\mp \int_0^t \partial_t (\partial_x \varphi/2 + \partial_x B) \, dt.
\]
(46)

**Theorem 3.1.** Let \( \partial_t \varphi = 0 \) and \( e^{\varphi} B = \partial_x (\partial_t \eta - \delta_2) \) for some \( \eta \) and \( \delta_2 \). Then, \( I \) is constant along the solutions of the Jacobi equation
\[
\ddot{x} + \frac{1}{2} \partial_x \varphi \dot{x}^2 + B = 0
\]
with
\[
I \equiv \frac{1}{2} \dot{x}^2 e^{\varphi} + \partial_t \eta - \delta_2 - \int_{x_0}^x \partial_x (\partial_t \eta - \delta_2) \, dt.
\]
(47)

**Proof.** Use expression (46) to compute \( I \equiv \frac{1}{2} I_+ I_- = \frac{1}{2} (\dot{x}^2 - B^2) e^{\varphi} \). Define \( \delta_1 \equiv \partial_x \eta \) and consider expression (45), that can be rewritten as
\[
\bar{B}^2 = 2e^{-\varphi} \int_{x_0}^x \partial_x (\delta_2 - \partial_t \eta)|_t \, dx,
\]
(48)
\[
= 2e^{-\varphi} \left[ \delta_2 - \partial_t \eta - \int_{x_0}^x \partial_t (\delta_2 - \partial_t \eta) \, dt \right].
\]
(49)

Finally, substitute expression (49) inside \( I \).

Notice that, as expected, the integrand of (47) depends only on \( x \) and \( t \). In addition, when evaluated in the autonomous case, expression (47) exactly recovers our previous result (17).

**Remark 3.2:** One might wonder under what conditions expression (47) becomes a true first integral, in the sense of a local function of \( t \). For this purpose, it is sufficient to require that \( \partial_t (\partial_t \eta - \delta_2) = \psi \) for some \( \psi = \psi(t) \). Derive such condition with respect to \( x \), switch partial derivatives, and use the hypothesis \( e^{\varphi} B = \partial_x (\partial_t \eta - \delta_2) \) of Theorem 3.1 to finally get \( 0 = \partial_t (e^{\varphi} B) = e^{\varphi} \partial_t B \), which implies \( \partial_t B = 0 \). Since in this subsection we also assume \( \partial_t \varphi = 0 \), expression (47) returns a true first integral only if we move to the autonomous case.
3.1.1. Application: non-autonomous Painlevé-Gambier equations

There are several equations of the Painlevé-Gambier classification which belong to the Jacobi parametrization \( \text{(22)} \) (see, e.g. Refs. \([6, 2]\)). For example, the Painlevé-Gambier equation IV is

\[ \ddot{x} - (6x^2 + t) = 0. \quad (50) \]

Let us first establish a comparison between equation \( (50) \) and Theorem 3.1 to infer that \( \varphi = 0 \) and \( B = - (6x^2 + t) \). Since \( e^{\varphi}B = -(6x^2 + t) \), we can chose \( \eta = -2x^3t \) and \( \delta_2 = tx \). Then, expression \( (47) \) provides the nonlocal constant

\[ I = \frac{1}{2} \dot{x}^2 - 2x^3 - xt + \int_{t_0}^{t} x \, dt. \quad (51) \]

To give another example, the Painlevé-Gambier equation XX is

\[ \ddot{x} - \frac{1}{2}x^{-1} \dot{x}^2 - 4x^2 - 2tx = 0. \quad (52) \]

A comparison between equation \( (52) \) and Theorem 3.1 yields \( \varphi = - \ln x \) and \( B = -2(2x + t) \). Since \( e^{\varphi}B = -2(2x + t) \), we can chose \( \eta = -t^2x \) and \( \delta_2 = 2x^2 \). Then, expression \( (47) \) yields

\[ I = \frac{1}{2} \dot{x}^2 x^{-1} - 2x(x + t) - 2 \int_{t_0}^{t} x \, dt. \quad (53) \]

We remark that the consistency of our Theorem 3.1 is also fully confirmed when applied to the whole Painlevé-Gambier classification which falls into the Jacobi parametrization \( \text{(22)} \) with \( \partial_t \varphi = 0 \).

3.2. Case \( \partial_t \varphi \neq 0 \)

If \( \partial_t \varphi \neq 0 \), equation \( (40) \) is a non-linear PDE that doesn’t admit an explicit solution. Some manipulations are therefore necessary to proceed.

Multiply equation \( (40) \) by \( e^{2(\ln a + \varphi)} \) and apply definition \( (36) \) to get

\[ \partial_x k^2_\pm + 2 \partial_t a e^{\varphi} k^2_\pm = -2B a^2 e^{2 \varphi}. \quad (54) \]

Take the time derivative \( \partial_t \) of equation \( (54) \) and switch \( \partial_x \partial_x k^2_\pm = \partial_x \partial_t k^2_\pm \)

\[ \partial_x \partial_t k^2_\pm + 2B a (\partial_t a e^{\varphi}) k^2_\pm + 2 \partial_t a e^{\varphi} (\partial_t k^2_\pm) = -2 \partial_t (B a^2 e^{2 \varphi}). \quad (55) \]

Furthermore, since \( \partial_t k^2_\pm = 2k_\pm \partial_t k^2_\pm = 0 \) (remember that expression \( (55) \) fixes \( \partial_t k^2_\pm = 0 \)), from equation \( (55) \) it follows that

\[ \partial_t (\partial_t a e^{\varphi})k^2_\pm = \mp \partial_t (B a^2 e^{2 \varphi}), \quad (56) \]
which can be simply solved with respect to $k_{\pm}$, obtaining therefore

$$k_{\pm} = \mp \frac{\partial_t(Ba^2e^{2\varphi})}{\partial_t(a e^{\varphi})}. \quad (57)$$

We remember that equation (57) must satisfy conditions in (35).

By definition (36), $B_{\pm} = a^{-1}e^{-\varphi}k_{\pm}$. Hence, replacing $k_{\pm}$ and $a$ in the right hand side of (57) with expressions (57) and (29) respectively, we finally obtain

$$B_{\pm} = \pm 4\frac{\partial_t B + B\partial_t \varphi}{2\partial_t e e^{\varphi} + (\partial_t \varphi)^2}. \quad (58)$$

On the other hand, we can use expression (58) to calculate $b_{\pm} = B/B_{\pm}$. Hence,

$$b_{\pm} = \pm 4\frac{2\partial_t e e^{\varphi} + (\partial_t \varphi)^2}{\partial_t \ln B + \partial_t \varphi}. \quad (59)$$

This leads to our new result for this section.

**Theorem 3.3.** Let $\partial_t \varphi \neq 0$ and $Be^{\varphi} = \rho_1 e^{\varphi/2} + \rho_2$ for some $\rho_{1,2}(x)$ such that

$$\rho_1 = \partial_t (\ln \partial_t \varphi)(e^{\varphi/2} + \rho_2/\rho_1). \quad (60)$$

Then, $I$ is constant along the solutions of the Jacobi equation $\ddot{x} + \frac{1}{2}\partial_x \varphi \dot{x}^2 + \partial_t \varphi \dot{x} + B = 0$ with

$$I = \left(\dot{x} e^{\varphi/2} + \frac{2\rho_1}{\partial_t (2\ln \partial_t \varphi + \varphi)}\right) \exp \left\{\frac{1}{2} \int_t \partial_t (2\ln \partial_t \varphi + \varphi) \left(1 + \frac{\rho_2}{\rho_1} e^{-\varphi/2}\right) d\tau\right\}. \quad (61)$$

**Proof.** Substitute (29) in expression (57) and impose $\partial_t k_{\pm} = 0$ (see the first condition of (35)). The obtained equation is $\partial_t (Be^{\varphi}) = \rho_1 \partial_t \varphi e^{\varphi/2}$, which is solved by $B = \rho_1 e^{-\varphi/2} + \rho_2 e^{-\varphi}$ (our first hypothesis). Compute $B$ inside expressions (58) and (59). Use the obtained expressions for $B_{\pm}$ and $b_{\pm}$ inside definition (33) to get our final result (61). Note that in this case $I_+ = I_-$, hence $I = I_\pm$. Since $k_{\pm} = \pm \rho_1$, our second hypothesis (60) is obtained from $\partial_x k_{\pm} = 0$ (the second condition of (35)).

Notice that, as expected, the integrand of (61) depends only on $x$ and $t$

**Remark 3.4:** One might wonder under what conditions expression (61) becomes a true first integral, in the sense of a local function of $t$. For this purpose, since the integrand depends only on $t$ and $x$, it is sufficient to require that $\partial_t (2\ln \partial_t \varphi + \varphi)(1 + \rho_2/\rho_1 e^{-\varphi/2}) = \dot{F}(t)$ for some $F = F(t)$.
3.2.1. Application: non-autonomous Jacobi equation

Consider the following Jacobi-type equation

\[ \ddot{x} + \frac{1}{2} \dot{x}^2 + \dot{x} + \varrho e^{-(t+x)/2} = 0, \quad (62) \]

with \( \varrho \) a constant parameter. Since \( B = \varrho e^{-(t+x)/2} \) and \( \partial_x \varphi = \partial_t \varphi = 1 \), we have \( \varphi = t + x \). Hence, equation (62) satisfies the hypotheses of Theorem 3.3 with \( \rho_1 = \varrho \) and \( \rho_2 = 0 \). Note that Remark 3.4 is also satisfied by \( F = t \).

Hence, expression (61) yields the following true first integral

\[ I = e^{t/2} \left( \dot{x} e^{(t+x)/2} + 2 \varrho \right). \quad (63) \]

Being linear in \( \dot{x} \), \( I \) turns out to be a precious tool to find a solution of equation (62). In fact, expression (63) can be rewritten as \( \mathcal{J}(t, x) = 0 \), with

\[ \mathcal{J} = 2 e^{x/2} + \tilde{I} e^{-t} - 4 \varrho e^{-t/2}. \quad (64) \]

Hence, \( \mathcal{J} \) is a first integral too. After some algebraic manipulations, it can be easily checked that expression (64) solves directly equation (62) with

\[ x(t) = 2 \ln \left\{ 2 \varrho e^{-t/2} - \frac{1}{2} \tilde{I} e^{-t} + \tilde{J} \right\}. \quad (65) \]

Here, the \( \tilde{I} \) and \( \tilde{J} \) parameters are constants.
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