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Abstract—Unlike the classical smoothing theory, it is well known that quantum smoothers are, in general, not well-defined by the quantum conditional expectation. The purpose of this paper is to propose a new quantum smoothing theory based on the least mean squared errors. The least mean square estimate of quantum physical quantity composes from symmetric part and skew part, and we developed the recursive equations, respectively.

I. INTRODUCTION

Estimation theory in quantum physics has now become an important field in technologies and it has been studied in recent decades [1], [2], [3]. One of the most important estimation methods is the least mean square estimation and it is widely used in classical and quantum statistics [3]. When an estimand obeys a dynamical equation, we sometimes develop a dynamical estimator which is driven by measurement outcomes. The dynamical least mean square estimator is called a filter if the time of the estimand is the end of the interval of the measurement records and is called a smoother if the time of the estimand is in the interval of the measurement records [4]. A key notion for the classical least mean square estimation is the conditional expectation and it was expanded to quantum statistics. The quantum filtering theory based on the quantum conditional expectation was initiated by Belavkin [5], [6], [7] and it has been applied to many of quantum control problems [8], [9], [10], [11], [12], [13].

On the other hand, quantum smoothers are not always described by the quantum conditional expectation because of the non-commutative nature among quantum physical quantities. Some recent studies provide new smoothing methods [14], [15], [16], [17], [18]. Especially, Gammelmark et al. [18] developed a fixed interval smoothing theory based on the weak value [19], [20], which is recently focused in quantum theory [16], [17], [18], [21], [22], [23], [24] and experiments [25], [26], [27]. This Bayesian approach gives complex valued estimate and therefore its physical interpretation is often discussed [24]. The weak value is expected as a new quantum metrology for such objects as detecting quantum wave forms [15] and single photon detection [23], and this is one of the goals of developing quantum smoothers.

In this paper, we revisit the least mean square method for quantum dynamical systems to develop quantum smoothers on classical probabilistic space. In contrast to Gammelmark et al.’s work, our proposal smoother is implemented by forward equations. We introduce two pre–inner products and show two least mean square estimates which depend on each pre–inner product. Another least mean square estimation approach for quantum dynamical systems was developed by Amini et al. [28]. They derived the linear least mean square estimator for linear quantum systems and their estimator is realized in quantum systems. It implies the estimates should be physical quantities and therefore cannot give non-causal estimates. In contrast to their estimator, ours are computed in classical computers, i.e., it is not necessary that each estimate is realized as a quantum physical quantity; in fact, our estimator can give complex-valued estimates.

There are two contributions in this paper. First, we introduced the symmetric pre–inner product and characterized the symmetric part and skew part of the quantum least mean square estimate. We show there are two optimal estimations which depend on pre–inner products. Second, we developed new quantum smoothers for fixed point smoothing problems.

Though we only show the quantum smoothers for fixed point smoothing problems, the derivation is easily expanded to other smoothing problems, e.g. fixed lag smoothing problems.

This paper is organized as follows; we review basic mathematical formulation of quantum theory in Section 2. In Section 3, two inner products and their properties are shown. We then introduce a dynamics of an open quantum system to be estimated and its filtering equation in Section 4. Finally, the proposal quantum smoother is derived in Section 5.

Notation

$\mathbb{R}$ and $\mathbb{C}$ are real numbers and complex numbers, respectively, and $i := \sqrt{-1}$. $\mathcal{H}$ is a complex Hilbert space and we also denote $\mathcal{H}_X$ if it is the Hilbert space of the system $X$. Any linear operator on a Hilbert space $\mathcal{H}$ is denoted by hat, e.g., $\hat{X}$. When positive operators $\hat{X}$ and $\hat{Y}$ satisfy $\hat{X} = \hat{Y}^2$, we denote $\hat{Y} = \sqrt{\hat{X}}$. The absolute value of operator is defined $|\hat{X}| := \sqrt{\hat{X}^* \hat{X}}$. $\mathcal{L}(\mathcal{H})$ is a set of linear bounded operators on the Hilbert space $\mathcal{H}$. $\hat{X} \geq 0$ means that $\hat{X} \in \mathcal{L}(\mathcal{H})$ is a positive operator and $\hat{X}^*$ implies the conjugate operator of $\hat{X}$. $\text{Tr}[\bullet] : \mathcal{L}(\mathcal{H}) \to \mathbb{C}$ is the trace on linear operators. $S(\mathcal{H}) := \{ \hat{\rho} \in \mathcal{L}(\mathcal{H}) \mid \hat{\rho} \geq 0, \text{Tr}[\hat{\rho}] = 1 \}$ is a set of density operators. $1_\mathcal{H}$ is the identity operator on $\mathcal{H}$ and we sometimes omit its subscript. Denote $[\hat{X}, \hat{Y}]_\pm := \hat{X}\hat{Y} \pm \hat{Y}\hat{X}$, $\forall \hat{X}, \hat{Y} \in \mathcal{L}(\mathcal{H})$. $\otimes$ represents the Kronecker product for matrices and the tensor product for operators or spaces.
II. BASIC DEFINITIONS OF QUANTUM THEORY

Here we briefly review the quantum theory. For details, see, e.g., [8], [29].

Every quantum system is described by a suitably defined Hilbert space $\mathcal{H}$. All of the quantum physical quantities are denoted by self-adjoint operators on $\mathcal{H}$. In this paper, we only consider linear bounded operators except quantum noise operators. We denote a set of linear bounded operators on $\mathcal{H}$ by $\mathcal{L}(\mathcal{H})$. The observation of any quantum physical quantity is a randomly chosen number from the spectrum of the corresponding self-adjoint operator. Random outcomes of all bounded operators make the quantum statistics and the quantum expectation $\mathbb{P}_\rho$ is defined as $\mathbb{P}_\rho[\hat{X}] := \text{Tr}[\rho \hat{X}]$, $\rho \in S(\mathcal{H})$. The quantum version of $\sigma$–measurable functions is von Neumann algebra, which is, roughly speaking, an algebra generated by projection operators with algebraic operations [7]. Let $A \subseteq \mathcal{L}(\mathcal{H})$ be a von Neumann subalgebra. A pair $(A, \mathbb{P}_\rho)$ is called the quantum probability space. For a given quantum probability space $(A, \mathbb{P}_\rho)$, a subalgebra $N_\rho := \{ \hat{X} \in A \mid \mathbb{P}_\rho[\hat{X}^*\hat{X}] = 0 \}$ of $A$ is a quantum version of the measure zero set with respect to $\mathbb{P}_\rho$, called the left kernel of $\mathbb{P}_\rho$ [30]. The left kernel $N_\rho$ is not empty because it always includes 0. Moreover, $N_\rho$ is a left ideal and $\mathbb{P}_\rho[\hat{X}^*\hat{Y}] = 0$ for any $\hat{X}, \hat{Y} \in N_\rho$ and $\hat{Z}_1, \hat{Z}_2 \in N_\rho$ (see, e.g., [30, Lemma 9.6 in Chap. 1]). If for $\hat{X}, \hat{Y} \in A$, there exists $\hat{Z} \in N_\rho$ s.t. $\hat{X} = \hat{Y} + \hat{Z}$, then we denote $\hat{X} = \hat{Y}$, $\mathbb{P}_\rho$–a.s. or $\rho$–a.s. for short.

III. LEAST MEAN SQUARE ESTIMATION

In this section, we introduce the symmetric and skew part of the best estimation in the sense of the semi-norm defined by the pre-inner product below and show several properties of them. Let $\mathcal{Y}$ be a commutative $*$–subalgebra of $\mathcal{L}(\mathcal{H})$. We introduce another $*$–subalgebra whose elements commute with all of the elements in $\mathcal{Y}$;

$$\mathcal{Y}' := \{ \hat{X} \in \mathcal{L}(\mathcal{H}) \mid \hat{X}\hat{Y} = \hat{Y}\hat{X}, \forall \hat{Y} \in \mathcal{Y} \}.$$

$\mathcal{Y}'$ is called a commutant of $\mathcal{Y}$ in $\mathcal{L}(\mathcal{H})$. Hereafter we assume $\mathcal{Y}' = (\mathcal{Y}')'$, i.e., $\mathcal{Y}'$ is a commutative von Neumann subalgebra [6], [30]. Every von Neumann algebra is a generalization of the set of the $\sigma$–measurable bounded functions and especially every commutative von Neumann algebra is isomorphic to the corresponding set of the $\sigma$–measurable bounded functions. Note that $\mathcal{Y}'$ is generally non-commutative $*$–subalgebra.

A. Definitions

We introduce three approximations of a given $\hat{X} \in \mathcal{L}(\mathcal{H})$ here and show that two of them provides the best estimations in different measures in following subsection. All of them is based on the following pre-inner products [31].

**Definition 1:** For given $\rho \in S(\mathcal{H})$,

1) the pre–inner product $\langle \bullet, \bullet \rangle_\rho : \mathcal{L}(\mathcal{H}) \times \mathcal{L}(\mathcal{H}) \to \mathbb{C}$ is defined by $\langle \hat{X}, \hat{Y} \rangle_\rho := \mathbb{P}_\rho[\hat{X}^*\hat{Y}]$.

2) the symmetric pre–inner product $\langle \bullet, \bullet \rangle_\rho : \mathcal{L}(\mathcal{H}) \times \mathcal{L}(\mathcal{H}) \to \mathbb{C}$ is defined by $\langle \hat{X}, \hat{Y} \rangle_\rho := \frac{1}{2}\mathbb{P}_\rho[\hat{X}^*\hat{Y} + \hat{Y}^*\hat{X}]$.

Note that $\langle \hat{X}, \hat{Y} \rangle_\rho$ is not the real part of $\langle \hat{X}, \hat{Y} \rangle_\rho$. These pre–inner products satisfy the Cauchy–Schwarz inequality (see, e.g., [30, Prop. 9.5 in Chap. 1]). $\langle \hat{X}, \hat{X} \rangle_\rho = 0$ is the necessary and sufficient condition for $\hat{X} \in N_\rho$, though, $\hat{X} \in N_\rho$ does not implies $\langle \hat{X}, \hat{X} \rangle_\rho = 0$. This does not bother our exploration of the least means square estimation because if $\hat{X} \in N_\rho \cap \mathcal{Y}$, then $\langle \hat{X}, \hat{X} \rangle_\rho = \langle \hat{X}, \hat{X} \rangle_\rho = 0$. This is shown by the Cauchy–Schwarz inequality and commutativity of $\mathcal{Y}$. We use two measures to find the best approximation in $\mathcal{Y}$, and the null space there is common between them.

Let us define the quantum conditional expectation (see, e.g., [6, Sec. 3] or [30, Prop. 2.36]).

**Definition 2 (Quantum conditional expectation):** Let $(\mathcal{L}(\mathcal{H}), \mathbb{P}_\rho)$ be a quantum probability space and $\mathcal{Y}$ be a commutative von Neumann sub–algebra of $\mathcal{L}(\mathcal{H})$. A linear operator $\hat{Q} \in \mathcal{Y}$ is called a version of the quantum conditional expectation if there exists $\hat{Q} \in \mathcal{Y}$ satisfies

$$\langle \hat{Z}, \hat{X} - \hat{Q} \rangle_\rho = 0, \quad \forall \hat{Z} \in \mathcal{Y} \quad (1)$$

for arbitrary fixed $\hat{X} \in \mathcal{Y}$. Then we denote $\hat{Q} = \mathbb{P}_\rho[\hat{X}|\mathcal{Y}]$.

Some properties of the quantum conditional expectation are shown in, for example, [6]. The definition of the quantum conditional expectation implies that the $\hat{X} - \mathbb{P}_\rho[\hat{X}|\mathcal{Y}]$ and the commutative sub-algebra $\mathcal{Y}$ are orthogonal under state $\mathbb{P}_\rho$. We extend the definition of orthogonality to non-commutative regime.

**Definition 3:** Let $(\mathcal{L}(\mathcal{H}), \mathbb{P}_\rho)$ be a quantum probability space and $\mathcal{Y}$ be a commutative von Neumann sub–algebra of $\mathcal{L}(\mathcal{H})$. For arbitrary fixed $\hat{X} \in \mathcal{L}(\mathcal{H})$, we define following operators:

1) A linear operator $\hat{Q} \in \mathcal{Y}$ is called a version of symmetric quantum least mean square estimate if there exists $\hat{Q} \in \mathcal{Y}$ that satisfies

$$\langle \hat{Z}, \hat{X} - \hat{Q} \rangle_\rho = 0, \quad \forall \hat{Z} \in \mathcal{Y} \quad (2)$$

Then we denote $\hat{Q} = Q_\rho^+[\hat{X}|\mathcal{Y}]$.

2) A linear operator $\hat{Q} \in \mathcal{Y}$ is called a version of the mean non-commutativity with respect to $\mathcal{Y}$ if there exists $\hat{Q} \in \mathcal{Y}$ that satisfies

$$\mathbb{P}_\rho[\hat{Z}\hat{X} - \hat{X}\hat{Z}] = 2\mathbb{P}_\rho[\hat{Q}\hat{Z}], \quad \forall \hat{Z} \in \mathcal{Y} \quad (3)$$

Then we denote $\hat{Q} = Q_\rho[\hat{X}|\mathcal{Y}]$.

3) $Q_\rho[\hat{X}|\mathcal{Y}] := Q_\rho^+[\hat{X}|\mathcal{Y}] + Q_\rho^-[\hat{X}|\mathcal{Y}]$ is called the quantum least mean square estimate of $\hat{X}$ with respect to $\mathcal{Y}$.

Roughly speaking, $Q_\rho^+[\hat{X}|\mathcal{Y}]$ and $Q_\rho^-[\hat{X}|\mathcal{Y}]$ are the symmetric part and the skew part of the least mean square estimate, respectively. In fact, it is true for $\hat{X} = \hat{X}^*$. We call Eq. (2) and (3) the symmetric orthogonal condition and the skew symmetric orthogonal condition, respectively.
If $N_\rho \cap \mathcal{Y} \neq \{0\}$, then there are many operators that satisfy above conditions. This is why we use “a version of.” Obviously, $P_\rho [\hat{X}] = P_\rho [Q_\rho^+ [\hat{X} | \mathcal{Y}] + P_\rho [Q_\rho^- [\hat{X} | \mathcal{Y}]]$ holds, i.e., these are unbiased estimates. The name “the symmetric quantum least square estimate” and “the quantum least square estimate” are originated from Proposition 5 below. Since these estimates do not satisfy the positivity in general, neither of them is a version of quantum conditional expectation. Note that from the linearity of the quantum expectation,

$$P_\rho [\hat{Z} \hat{X}] = P_\rho [Q_\rho^+ [\hat{X} | \mathcal{Y}] \hat{Z}] + P_\rho [Q_\rho^- [\hat{X} | \mathcal{Y}] \hat{Z}]$$

implies the orthogonality in the sense of $\langle \bullet, \bullet \rangle_\rho$;

$$\langle \hat{Z}, \hat{X} - Q_\rho [\hat{X} | \mathcal{Y}] \rangle_\rho = 0, \quad \forall \hat{Z} \in \mathcal{Y}.$$

Statistical and physical meaning of $Q_\rho^- [\hat{X} | \mathcal{Y}]$ is unclear, though, it plays a role as a measure of noncommutativity between $\hat{X}$ and $\hat{Y}$. If $\hat{X}$ and $\hat{Z}$ are Hilbert–Schmidt class operators, $[\hat{X}, \hat{Z}]_-$ is orthogonal to both of $\hat{X}$ and $\hat{Z}$ in the sense of Hilbert–Schmidt inner product. The operator $Q_\rho^- [\hat{X} | \mathcal{Y}]$ represents a measure of the “$\rho$-direction” component of the orthogonal direction against to the both of $\hat{X}$ and $\hat{Y}$.

### B. Basic properties

From the definitions, following properties hold.

1. **(Linearity)** $Q_\rho^\pm [\hat{X} | \mathcal{Y}] : L(H) \to \mathcal{Y}$ is linear.

2. **(Self-adjointness and skewness)** $Q_\rho^\pm [\hat{X} | \mathcal{Y}]^* = \pm Q_\rho^\pm [\hat{X} | \mathcal{Y}]$, $P_\rho$-a.s. for $\hat{X} = \hat{X}^* \in L(H)$, and $Q_\rho^\pm [\hat{X} | \mathcal{Y}] = \mp Q_\rho^\pm [\hat{X} | \mathcal{Y}]$, $P_\rho$-a.s. for $\hat{X} = -\hat{X}^* \in L(H)$.

From above properties, the $Q_\rho [\hat{X} | \mathcal{Y}]$ could be a normal operator even if $\hat{X}$ is a self-adjoint operator. In this sense, $Q_\rho^\pm [\hat{X} | \mathcal{Y}]$ are real and imaginary part of $Q_\rho [\hat{X} | \mathcal{Y}]$, respectively. Moreover, the uniqueness also holds.

**Proposition 4 (Uniqueness)**: For any $\hat{X} \in L(H)$, $Q_\rho^\pm [\hat{X} | \mathcal{Y}]$ is uniquely determined $P_\rho$-a.s.

**Proof**: Suppose $\hat{Y}_1, \hat{Y}_2 \in \mathcal{Y}$ satisfy the symmetric orthogonal condition (3) for $\hat{X}$. Then, $(\langle \hat{X} - \hat{Y}_2, \hat{Z} \rangle) = 0$ minus $(\langle \hat{X} - \hat{Y}_1, \hat{Z} \rangle) = 0$ gives

$$\langle (\hat{Y}_1 - \hat{Y}_2, \hat{Z}) \rangle = \langle (\hat{Y}_1 - \hat{Y}_2, \hat{Z}) \rangle = 0, \quad \forall \hat{Z} \in \mathcal{Y}.$$

Since $\hat{Y}_1 - \hat{Y}_2 \in \mathcal{Y}$, choosing $\hat{Z} = (\hat{Y}_1 - \hat{Y}_2)$ makes $P_\rho [\hat{Y}_1 - \hat{Y}_2] = 0$. It implies $\hat{Y}_1 = \hat{Y}_2$ under the state $P_\rho$ or $\hat{Y}_1 - \hat{Y}_2 \in N_\rho$

Similarly, suppose $\hat{Y}_3, \hat{Y}_4 \in \mathcal{Y}$ satisfy the skew symmetric orthogonal condition (3) for $\hat{X}$. Then,

$$\langle \hat{Y}_3 - \hat{Y}_4, \hat{Z} \rangle = 0, \quad \forall \hat{Z} \in \mathcal{Y},$$

and choosing $\hat{Z} = (\hat{Y}_3 - \hat{Y}_4)$ shows the uniqueness holds $P_\rho$-a.s.

Since $\langle \hat{X}, \hat{Y} \rangle \neq (\langle \hat{X}, \hat{Y} \rangle)$ in general, we can consider two different least mean square estimations. $Q_\rho [\hat{X} | \mathcal{Y}]$ and $Q_\rho^\pm [\hat{X} | \mathcal{Y}]$ are the least mean square estimates in the sense of each semi-norm defined by each pre-inner product in Definition 1 respectively.

**Proposition 5**:

1. For arbitrary $\hat{X} \in L(H)$,

$$\langle \hat{X} - Q_\rho [\hat{X} | \mathcal{Y}], \hat{X} - Q_\rho [\hat{X} | \mathcal{Y}] \rangle_\rho \leq \langle \hat{X} - \hat{Z}, \hat{X} - \hat{Z} \rangle_\rho, \quad \forall \hat{Z} \in \mathcal{Y}.$$

2. For arbitrary $\hat{X} \in L(H)$,

$$\langle (\langle \hat{X} - Q_\rho^+ [\hat{X} | \mathcal{Y}], \hat{X} - Q_\rho^+ [\hat{X} | \mathcal{Y}] \rangle_\rho \leq \langle (\langle \hat{X} - \hat{Z}, \hat{X} - \hat{Z} \rangle_\rho, \quad \forall \hat{Z} \in \mathcal{Y}.$$  

**Proof**:

1. Let $\hat{Y} = Q_\rho [\hat{X} | \mathcal{Y}]$ and $\hat{Y}^\pm = Q_\rho^\pm [\hat{X} | \mathcal{Y}]$. For every $\hat{Z} \in L(H)$,

$$\langle \hat{X} - \hat{Z}, \hat{X} - \hat{Z} \rangle_\rho = \langle \hat{X} - \hat{Y}, \hat{X} - \hat{Y} \rangle_\rho + \langle \hat{Y} - \hat{Z}, \hat{Y} - \hat{Z} \rangle_\rho$$

$$+ \langle \hat{X} - \hat{Y}, \hat{Y} - \hat{Z} \rangle_\rho + \langle \hat{Y} - \hat{Z}, \hat{X} - \hat{Y} \rangle_\rho.$$  

Now we use the operator $\hat{R} := \hat{Y} - \hat{Z}$ for simplicity. Since $\hat{Y} - \hat{Z} \in \mathcal{Y}$ and $\hat{Z}$ is arbitrary chosen, $\hat{R}$ represents any element in $\mathcal{Y}$. Then, from Definitions 3

$$\langle \hat{X} - \hat{Y}, \hat{R} \rangle_\rho = P_\rho [\hat{X}^* \hat{R}] - P_\rho [(\hat{Y}^*) \hat{R}]$$

$$= \langle (\hat{X}, \hat{R}) \rangle_\rho - P_\rho [(\hat{Y}^*) \hat{R}]$$

$$+ \frac{1}{2} P_\rho [(\hat{X}^*, \hat{R})_\rho] + P_\rho [\hat{Y}^* \hat{R}] = 0.$$

Similarly, $\langle \hat{R}, \hat{X} - \hat{Y} \rangle_\rho = 0$. Finally, we obtain

$$\langle \hat{X} - \hat{Z}, \hat{X} - \hat{Z} \rangle_\rho = \langle \hat{X} - \hat{Y}, \hat{X} - \hat{Y} \rangle_\rho + \langle \hat{Y} - \hat{Z}, \hat{Y} - \hat{Z} \rangle_\rho$$

$$\geq \langle \hat{X} - \hat{Y}, \hat{X} - \hat{Y} \rangle_\rho.$$  

2. By a similar argument, our claim is proved.

Our interest is whether richer information provides better estimation or not under two measures. Proposition 5 gives the following results.

**Corollary 6**: Let $\mathcal{Y}_1$ and $\mathcal{Y}_2$ be commutative von Neumann subalgebras of $L(H)$ and assume $\mathcal{Y}_1 \subseteq \mathcal{Y}_2$. Then, for any $\hat{X} = \hat{X}^* \in L(H)$,

1. $$\langle \hat{X} - Q_\rho^+ [\hat{X} | \mathcal{Y}_1], \hat{X} - Q_\rho^+ [\hat{X} | \mathcal{Y}_2] \rangle_\rho \leq \langle \hat{X} - Q_\rho^+ [\hat{X} | \mathcal{Y}_1], \hat{X} - Q_\rho^+ [\hat{X} | \mathcal{Y}_2] \rangle_\rho.$$
interaction between the system and the probe. We consider physical quantity $t$ system with corresponding identity operator, though, we compound quantum system is the tensor product Hilbert space. We describe their Hilbert spaces and linear operators on the Hilbert space. We consider two

$$\hat{X} - Q_\hat{Y} - \hat{X} = \hat{X}\{\hat{Y}_1 \}, \hat{X} - Q_\hat{Y} - \hat{X} = \hat{X}\{\hat{Y}_1 \}$$

Proof: We prove only 2). Let $\hat{Y}_i := Q_\hat{Y} - \hat{X}\{\hat{Y}_1 \}, i = 3, 4$. As $\hat{Y}_3 \in \mathcal{Y}_2$, straightforward calculation gives

$$\langle \hat{X} - \hat{Y}_3, \hat{X} - \hat{Y}_3 \rangle = \langle \hat{X} - \hat{Y}_4 + \hat{Y}_4 - \hat{Y}_3, \hat{X} - \hat{Y}_4 + \hat{Y}_4 - \hat{Y}_3 \rangle$$

$$= \langle \hat{X} - \hat{Y}_4, \hat{Y}_4 - \hat{Y}_3 \rangle + \langle \hat{Y}_4 - \hat{Y}_3, \hat{X} - \hat{Y}_3 \rangle + \langle \hat{X} - \hat{Y}_4, \hat{Y}_4 - \hat{Y}_3 \rangle + \langle \hat{Y}_4 - \hat{Y}_3, \hat{X} - \hat{Y}_3 \rangle$$

Since $\hat{Y}_i^* = -\hat{Y}_i, i = 3, 4,

$$\langle \hat{X} - \hat{Y}_4, \hat{Y}_4 - \hat{Y}_3 \rangle + \langle \hat{Y}_4 - \hat{Y}_3, \hat{X} - \hat{Y}_3 \rangle$$

$$= \hat{P} - \hat{X}\{\hat{Y}_3 \} - \hat{X}\{\hat{Y}_4 \} + 2\hat{P} - \hat{X}\{\hat{Y}_4 \} - \hat{X}\{\hat{Y}_3 \} = 0.$$

Therefore,

$$\langle \hat{X} - \hat{Y}_3, \hat{X} - \hat{Y}_3 \rangle

= \langle \hat{X} - \hat{Y}_4, \hat{X} - \hat{Y}_4 \rangle + \langle \hat{Y}_4 - \hat{Y}_3, \hat{Y}_4 - \hat{Y}_3 \rangle + \langle \hat{X} - \hat{Y}_4, \hat{Y}_4 - \hat{Y}_3 \rangle + \langle \hat{Y}_4 - \hat{Y}_3, \hat{X} - \hat{Y}_3 \rangle$$

IV. MODEL AND QUANTUM FILTERING

A. Model

Any quantum system is described by suitable Hilbert space and linear operators on the Hilbert space. We consider two quantum systems, system to be estimated and probe system. We describe their Hilbert spaces $\mathcal{H}_S$ and $\mathcal{H}_P$, respectively. $\mathcal{H}_P$ is a continuous Fock space [32]: $\mathcal{H}_P = \otimes_{t \in [0, \infty)} \mathcal{H}_P(t)$, where $\mathcal{H}_P(t)$ is a Hilbert space at time $t \geq 0$. The compound quantum system is the tensor product Hilbert space $\mathcal{H} = \mathcal{H}_S \otimes \mathcal{H}_P$ equipped with a density operator $\hat{\rho} = \hat{\rho}_S \otimes \hat{\rho}_P, \hat{\rho}_S \in \mathcal{S}(\mathcal{H}_S), \hat{\rho}_P \in \mathcal{S}(\mathcal{H}_P)$. For simplicity, we assume $\hat{\rho}_P$ is a vacuum state [33], [34]. Physical quantities of the system are described by self-adjoint operators in $\mathcal{L}(\mathcal{H}_S)$ and physical quantities of the probe system are described by self-adjoint operators in $\mathcal{L}(\mathcal{H}_P)$. They act on the total quantum system with corresponding identity operator, though, we omit identity operator for simplicity: $\hat{X} \otimes 1_P \equiv \hat{X}$ and $1_S \otimes \hat{Y} \equiv \hat{Y}$ for $\hat{X} \in \mathcal{L}(\mathcal{H}_S)$ and $\hat{Y} \in \mathcal{L}(\mathcal{H}_P)$.

According to quantum theory, the time evolution of every physical quantity $\hat{X} = \hat{X}^* \in \mathcal{L}(\mathcal{H})$ driven by probe system is determined by a unitary operator $\hat{U}_t$ which denotes the interaction between the system and the probe. We consider the unitary operator $\hat{U}_t$ as the solution of the following Hudson–Parthasarathy equation:

$$d\hat{U}_t = \left(-i\hat{H}dt - \frac{1}{2} \hat{L}^* \hat{L}dt + \hat{L} \hat{L}^* \hat{A}_t - \hat{L}^* \hat{A}_t \right) \hat{U}_t$$

with $\hat{U}_0 = I$, where $\hat{H}, \hat{L} \in \mathcal{L}(\mathcal{H}_S)$ and $\hat{A}_t \in \mathcal{L}(\mathcal{H}_P)$ is a quantum annihilation process which satisfies quantum Ito’s rule [35]:

$$d\hat{A}_t d\hat{A}_t^* = d\hat{A}_t^* d\hat{A}_t = d\hat{A}_t dt = (dt)^2 = 0,$$

$$d\hat{A}_t d\hat{A}_t^* = dt$$

Then the time evolution of the $\hat{X}_t = \hat{U}_t^* \hat{X} \hat{U}_t$ is given by following quantum stochastic differential equation

$$d\hat{X}_t = \hat{L}_t \hat{X}_t dt + \frac{1}{2} \left( \hat{L}_t^* \hat{X}_t + \hat{L}_t \hat{X}_t^* \right) dt + \frac{1}{4} \left( \hat{L}_t^* \hat{L}_t - \hat{B}_t^2 - \hat{B}_t^2 \right) dt$$

where $\hat{H}_t = \hat{U}_t^* \hat{H} \hat{U}_t$ and $\hat{L}_t = \hat{U}_t^* \hat{L} \hat{U}_t$.

We consider the homodyne detection as a detection of the probe system [33], [34]. The measurement outcome is represented by $\hat{Y}_t := \hat{U}_t^* \hat{A}_t \hat{U}_t$ and its increment is

$$d\hat{Y}_t = \left( \hat{L}_t + \hat{L}_t^* \right) dt + d\hat{A}_t + d\hat{A}_t^*.$$ 

From the definitions of the unitary operator and the observed process, following equations hold:

$$\hat{X}_t \hat{Y}_s = \hat{Y}_s \hat{X}_t, \quad \forall t \geq s \geq 0,$$

$$\hat{Y}_t \hat{Y}_s = \hat{Y}_s \hat{Y}_t, \quad \forall t \geq s \geq 0.$$ 

We denote the von Neumann subalgebra generated by $\{\hat{Y}_t\}_{t=0}^\infty$ by $\mathcal{Y}_t$, which corresponds to the $\sigma$–field generated by measurement record up to time $t$. Clearly, $\mathcal{Y}_t$ is a commutative von Neumann subalgebra and $\hat{X}_t \in \mathcal{Y}_t$ for $t \geq 0$.

B. Quantum filter

Let $\hat{\pi}_t(\hat{X}) := \hat{P}_\mathcal{Y}(\hat{X} \mid \mathcal{Y}_t)$ be a quantum conditional expectation up to $t \geq 0$. The quantum filtering equation is given by following equation [6]:

$$d\hat{\pi}_t(\hat{X}) = \hat{\pi}_t\left( \{i\hat{H}, \hat{X} \} \right) dt$$

$$+ \frac{1}{2} \hat{\pi}_t\left( \{i\hat{U}_t^* \hat{X}_t, \hat{L}_t \} + \{i\hat{L}_t^* \hat{X}_t, \hat{L}_t \} \right) dt$$

$$+ \hat{\pi}_t\left( \{i\hat{L}_t, \hat{A}_t \} \right) \hat{X}_t + \hat{\pi}_t\left( \{i\hat{L}_t, \hat{A}_t \} \right) \hat{X}_t$$

$$\times (d\hat{Y}_t - \hat{\pi}_t(\hat{L} + \hat{L}_t^*) dt).$$
Remember that $\mathcal{Y}_t$ is identified to a set of classical random variables of the classical probability space $\left(\Omega, \mathcal{F}, P\right)$, there exists $\hat{\rho}_t(\omega) \in \mathcal{S}(\mathcal{H}_S^t)$ for all $\omega \in \Omega$ satisfies

$$\hat{\pi}_t(\mathcal{X}(\omega)) = \text{Tr}[\hat{\rho}_t(\omega)\hat{X}], \quad \forall \hat{X} \in \mathcal{L}(\mathcal{H}_S), \quad \forall \omega \in \Omega.$$ 

By the cyclic property of the trace, the stochastic differential equation of $\hat{\rho}_t$, so-called the stochastic master equation or quantum trajectory equation, is given by

$$d\hat{\rho}_t = -i\left[\hat{H}, \hat{\rho}_t\right] dt + \left(\hat{L} \hat{\rho}_t \hat{L}^* - \frac{1}{2} \hat{L}^* \hat{L} \hat{\rho}_t - \frac{1}{2} \hat{\rho}_t \hat{L}^* \hat{L}\right) dt + \left(\hat{L}^* \hat{L} \hat{\rho}_t - \text{Tr}\left[(\hat{L} + \hat{L}^*) \hat{\rho}_t\right]\right) dt + \left(dY_t - \text{Tr}\left[(\hat{L} + \hat{L}^*) \hat{\rho}_t\right] dt\right). \quad (11)$$

V. MAIN RESULT: QUANTUM SMOOTHING

A. The Proposal Quantum Smoother

We deal with a fixed point smoothing problem. One of the simplest quantum smoothing setup is the target quantum physical quantity does not evolve under the unitary operator. That implies $[\hat{U}_t, \hat{X}] = 0$ for all $t \geq 0$ and this is called the Braginsky’s quantum nondemolition detection condition [36]. In this paper, we consider more general setup. Let us derive the recursive expression of the quantum least mean square estimation. As we mentioned in Proposition 5 there are two measures to describe least square errors. However, the quantum least mean square estimation is composed of the symmetric and skew parts of the quantum least mean square estimate. Therefore we focus on deriving the recursive equations of the symmetric quantum least mean square estimation and the mean non-commutativity.

Consider to estimate $\hat{X}_\tau$, which is the solution of Eq. (6) at a fixed $\tau \geq 0$, from measurement records $\mathcal{Y}_t$ up to $t \geq \tau$. Remember that any element of $\mathcal{Y}_t$ is regarded as a classical random variable, we can apply the martingale method [4] for deriving the dynamical estimator. We give a sketch to derive the dynamical estimator. We denote $Q^\pm_t(\hat{X}) := Q^\pm_t(\hat{X} | \mathcal{Y}_t)$ for $\hat{X} \in \mathcal{L}(\mathcal{H})$. Since the physical quantity does not evolve after $\tau$ and $Q^\pm_t(\hat{X}_\tau) \in \mathcal{Y}_{\tau}$ for all $t \geq \tau$, the process $\{Q^\pm_t(\hat{X}_\tau)\}_{t \geq \tau}$ is martingale. Any increment of any martingale process can be represented by multiplication between the increment of the innovation and a uniquely determined coefficient from measurement records (the Fujisaki–Kallianpur–Kunita’s theorem).

$$dQ^\pm_t(\hat{X}_\tau) = Q^\pm_{t+dt}(\hat{X}_\tau) - Q^\pm_t(\hat{X}_\tau) = \hat{\Gamma}^\pm_t \left(d\hat{Y}_t - \hat{\pi}_t(\hat{L} + \hat{L}^*) dt\right) \quad (12)$$

Note that $Q^\pm_t(\hat{X}_\tau) = \hat{\pi}_\tau(\hat{X})$ and $Q^-_t(\hat{X}_\tau) = 0$. Then it remains to derive the coefficient $\hat{\Gamma}^\pm_t \in \mathcal{Y}_t$.

**Theorem 7:** Let $Q^+_t(\hat{X}_\tau) = \hat{\pi}_\tau(\hat{X})$ and $Q^-_t(\hat{X}_\tau) = 0$. Then the recursive estimators are represented by following equations;

$$dQ^+_t(\hat{X}_\tau) = \frac{1}{2} \left(Q^+_t \left(\left[\left(\hat{L}_t + \hat{L}_t^*\right), \hat{X}_\tau\right]\right) + Q^-_t \left(\left(\hat{L}_t + \hat{L}_t^*\right), \hat{X}_\tau\right) \right)$$

$$- 2Q^+_t(\hat{X}_\tau) \hat{\pi}_t(\hat{L} + \hat{L}^*) dt \quad \forall t \geq \tau$$

$$+ 2Q^-_t(\hat{X}_\tau) \hat{\pi}_t(\hat{L} + \hat{L}^*) dt \quad \forall t \geq \tau$$

$$d\hat{Y}_t - \hat{\pi}_t(\hat{L} + \hat{L}^*) dt \quad \forall t \geq \tau \quad (13)$$

From Proposition 5 the sum of solutions $Q^+_t(\hat{X}_\tau) + Q^-_t(\hat{X}_\tau)$ is the optimal estimate of $X_\tau$ in the sense of semi-norm defined by $\langle \cdot, \cdot \rangle_\rho$. We call $dQ^+_t(\hat{X}_\tau)$ the quantum smoother. The symmetric part of the quantum smoother is also the optimal estimate of $X_\tau$ in the sense of semi-norm defined by $\langle \cdot, \cdot \rangle_\rho$. We call $dQ^-_t(\hat{X}_\tau)$ the symmetric quantum smoother. We obtain two different optimal smoothers.

**Proof:** To derive $\hat{\Gamma}^+_t$, we refer a method in [7, Sec. 5]. From Definition 3 $P_\rho \left[Z\hat{Y}_t \hat{X}_\tau \pm \hat{X}_\tau \hat{Y}_t \hat{Z}\right] = 2P_\rho \left[Q^-_t(\hat{X}_\tau) \hat{Y}_t \hat{Z}\right]$ holds for every $t \geq \tau$ and any $\hat{Z} \in \mathcal{Y}_\tau$ because $[\hat{Y}_t, \hat{Z}] = 0$ and $\hat{Y}_t, \hat{Z} \in \mathcal{Y}_t$. This implies that

$$dP_\rho \left[d\left(Z\hat{Y}_t \hat{X}_\tau \pm \hat{X}_\tau \hat{Y}_t \hat{Z}\right)\right] = 2dP_\rho \left[d\left(Q^+_t(\hat{X}_\tau) \hat{Y}_t \hat{Z}\right)\right] \quad \forall \hat{Z} \in \mathcal{Y}_\tau \quad (14)$$

Then the left-hand side of Eq. (14) is

$$P_\rho \left[\hat{Z} d\hat{Y}_t \hat{X}_\tau \pm \hat{X}_\tau d\hat{Y}_t \hat{Z}\right] = P_\rho \left[\hat{Z} \left(\hat{L}_t + \hat{L}_t^*\right) \hat{X}_\tau \pm \hat{X}_\tau \left(\hat{L}_t + \hat{L}_t^*\right) \hat{Z}\right] \quad dt.$$

Note that the following decomposition gives us the estimations.

$$P_\rho \left[\hat{Z} \left(\hat{L}_t + \hat{L}_t^*\right) \hat{X}_\tau \pm \hat{X}_\tau \left(\hat{L}_t + \hat{L}_t^*\right) \hat{Z}\right]$$

$$= \frac{1}{2} P_\rho \left[\hat{Z} \left(\left(\hat{L}_t + \hat{L}_t^*\right), \hat{X}_\tau\right) \pm \left(\hat{L}_t + \hat{L}_t^*\right), \hat{X}_\tau\right] \hat{Z}\right]$$

$$+ \frac{1}{2} P_\rho \left[\hat{Z} \left(\left(\hat{L}_t + \hat{L}_t^*\right), \hat{X}_\tau\right) \pm \left(\hat{L}_t + \hat{L}_t^*\right), \hat{X}_\tau\right] \hat{Z}\right]$$

$$= P_\rho \left[Q^-_t \left(\left[\hat{X}_\tau, \left(\hat{L}_t + \hat{L}_t^*\right)\right]\right) \hat{Z}\right]$$

$$\quad + P_\rho \left[Q^-_t \left(\hat{X}_\tau, \left(\hat{L}_t + \hat{L}_t^*\right)\right) \hat{Z}\right].$$
Then we obtain
\[
\hat{\Gamma}_t^\pm = \frac{1}{2} Q_t^\pm \left( \left[ \left( \hat{L}_t + \hat{L}_t^* \right) \hat{X}_t \right]_\pm \right) - Q_t^\pm \left( X_t \right)_{\hat{\pi}_t} \left( \hat{L} + \hat{L}^* \right) + \frac{1}{2} Q_t^\pm \left( \left[ \left( \hat{L}_t + \hat{L}_t^* \right) \hat{X}_t \right]_\pm \right),
\]
and this gives Eq. (13).

From (13), it is necessary to compute the skew part even if we want to compute the symmetric quantum smoother. To compute the (13), we have to know
\[
Q_t^\pm \left( \left[ \left( \hat{L}_t + \hat{L}_t^* \right) \hat{X}_t \right]_\pm \right),
\]
the time evolution equations of these operators can be derived in similar way, so we omit the derivation. Note that if we obtain the equations of these operators, it is necessary to compute other equations to compute estimates of other operators in general.

B. Density operator description

Unlike the quantum filtering theory, it is difficult to find equations corresponding to the stochastic master equation. If we consider the Braginsky’s quantum nondemolition detection condition [36], the smoothing equations can be represented by the equations corresponding to stochastic master equation. Suppose that the operator $\hat{L} \in \mathcal{L}(\mathcal{H}_S)$ is normal and satisfies $[\hat{L}, \hat{U}_t] = 0$, for all $t \geq 0$. In this case, $\pi_t (\hat{L}) = Q_t^+ (\hat{L})$ and there exist $\hat{p}^+_t (\omega)$ and $\hat{p}^{-}_t (\omega)$ satisfies
\[
Q_t^+ (\hat{Z}) (\omega) = \text{Tr}[\hat{p}^+_t (\omega) \hat{Z}] \quad \forall \omega \in \Omega \quad \text{and} \quad \hat{Z} \in \mathcal{L}(\mathcal{H}_S).
\]
Then, for $\hat{X}_0 = \hat{X}$, we can compute the following equations in stead of the quantum smoother:
\[
d\hat{p}^+_t = \frac{1}{2} \left\{ \hat{p}^+_t + \left[ \hat{L} + \hat{L}^* \right], \hat{p}^-_t \right\}_\pm + \frac{1}{2} \text{Tr}[\hat{p}^-_t (\hat{L} + \hat{L}^*)]_\pm \hat{p}^-_t \times \left( dy_t - \text{Tr}[\hat{p}^-_t (\hat{L} + \hat{L}^*)] dt \right) \quad (15)
\]
where $\hat{p}_t$ is the solution of the stochastic master equation (11).

VI. CONCLUSIONS

We developed a new quantum smoothing theory for fixed smoothing problems. It is characterized by two kinds of orthogonality based on two pre–inner products. As a result, we obtain two smoothers; one is the complex valued estimator and the other is real valued estimator for quantum physical quantities. To develop numerical methods for implementation of the smoothers is necessary in the future.

REFERENCES

[1] M. G. A. Paris and J. Rehacek, editors. Quantum State Estimation. Springer–Verlag, 2004.
[2] D. Petz. Quantum Information Theory and Quantum Statistics. Springer, 2008.
[3] P. Busch, P. Lahti, and R. F. Werner. Colloquium: Quantum root-mean-square error and measurement uncertainty relations. Rev. Mod. Phys., 86:1261–1281, 2014.
[4] V. Krishnan. Nonlinear Filtering and Smoothing. John Wiley & Sons, 1984.
[5] V. P. Belavkin. Nondemolition principle of quantum measurement theory. Foundations of Physics, 24(5):685–714, 1994.
[6] L. Bouten, R. van Handel, and M. R. James. An introduction to quantum filtering. SIAM J. Control Optim., 46(6):2199–2241, 2007.
[7] L. Bouten, R. van Handel, and M. R. James. A discrete invitation to quantum filtering and feedback control. SIAM Rev., 51(2):239–316, 2009.
[8] H. M. Wiseman and G. J. Milburn. Quantum Measurement and Control. Cambridge Univ. Press, 2009.
[9] C. Altafiai and F. Ticozzi. Modeling and control of quantum systems: An introduction. IEEE Trans. Autom. Contr., 57(8):1908–1917, 2012.
[10] V. P. Belavkin. Eventum mechanics of quantum trajectories: Continual measurements, quantum predictions and feedback control. e-print math/0012079, 2007.
[11] D. Dong and I. R. Petersen. Quantum control theory and applications: A survey. IET Control Theory Control, 4(12):2651–2671, 2010.
[12] M. James. Quantum control theory. e-print arXiv:1405.5260, 2014.
[13] J. Zhang, Y. Liu, R. Wu, K. Jacobs, and F. Nori. Quantum feedback theory: experiments, and applications. e-print arXiv:1407.8536, 2014.
[14] M. Yanagisawa. Quantum smoothing, e-print arXiv:0711.3855, 2007.
[15] M. Tsang. Time-symmetric quantum theory of smoothing. Phys. Rev. Lett., 102(25):250403, 2009.
[16] M. Tsang. A Bayesian quasi-probability approach to inferring the past of quantum observables. e-print arXiv:1403.3585, 2014.
[17] I. Guevara and H. M. Wiseman. Quantum state smoothing. e-print arXiv:1503.02799, 2015.
[18] S. Gammelmark, B. Julsgaard, and K. Mølmer. Past quantum states of a monitored system. Phys. Rev. Lett., 111:160401, 2013.
[19] Y. Aharonov, D. Z. Albert and L. Vaidman. How the result of a measurement affects the past states of a quantum system. Phys. Rev. A, 48:1673–1678, 1993.
[20] M. Y. T. Vaidman. How the result of a measurement influences the past states of a quantum system. Phys. Rev. A, 49:1199–1205, 1994.
[21] Y. Aharonov and D. Rohrlich. Quantum Paradoxes, Wiley–VCH, 2008.
[22] D. Das and Arvind Estimation of quantum states by weak and projective measurements. Phys. Rev. A, 89:062121, 2014.
[23] J. Combes, C. Ferrie, Z. Jiang, and C. M. Caves. Quantum limits on postselected, probabilistic quantum metrology. Phys. Rev. A, 89:052117, 2014.
[24] G. Li, T. Wang and H. S. Song Amplification effects in optomechanics via weak measurements Phys. Rev. A, 90:013827, 2014.
[25] J. Dressel, M. Malik, Filippo M. Miatto, A. N. Jordan, and R. W. Boyd. Understanding quantum weak values: Basics and applications. Rev. Mod. Phys., 86:307–316, 2014.
[26] P. Campargue-Ibarcq, L. Bretheau, E. Flurin, A. Auffèves, F. Mallet, and B. Huard. Observing interferences between past and future quantum states in resonance fluorescence. Phys. Rev. Lett., 112:180402, 2014.
[27] T. Rybarczyk, S. Gerlich, B. Pauedecerf, M. Penasa, B. Julsgaard, K. Mølmer, S. Gleyzes, M. Brune, J.-M. Raimond, S. Haroche, and I. Dotsenko. Past quantum state analysis of the photon number evolution in an evanescent cavity. e-print arXiv:1409.0958, 2014.
[28] D. Tan, J. Weber, S. I. Siddiqi, K. Mølmer, and W. Murch. K. Prediction and retrodiction for a continuously monitored superconducting qubit. Phys. Rev. Lett., 114:200403, 2015.
[29] H. Amini, Z. Miao, Y. Pan, M. R. James, and H. Mbouchi. On the generalization of linear least mean squares estimation to quantum systems with non-commutative outputs. e-print arXiv:1406.4599, 2014.
[30] A. S. Holevo. Probability and Statistical Aspects of Quantum Theory. New York: North-Holland, 1982.
[31] M. Takesaki. Theory of Operator Algebras 1. Springer, 2003.
[32] S. Amari and H. Nagaoka. Methods of Information Geometry. American Mathematical Society, 2007.
[33] A. Guichardet. Tensor products of $C^*$-algebras. Århus Universitet, Matematisk Institut, 1969.
[34] C. W. Gardiner and P. Zoller. Quantum Noise, 2nd edit. Springer–Verlag, 2004.
[35] D. F. Walls and G. J. Milburn. Quantum Optics, 2nd edit. Springer–Verlag, 2008.
[36] R. L. Hudson and K. R. Parthasarathy. Quantum Ito’s formula and stochastic evolutions. Commun. Math. Phys., 93(3):301–323, 1984.
[37] V. B. Braginsky, Y. I. Vorontsov, and K. S. Thorne. Quantum nondemolition measurements. Science, 209:547–551, 1980.