Variation of the Nebular Dust Attenuation Curve with the Properties of Local Star-forming Galaxies
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ABSTRACT
We use a sample of 78, 340 star-forming galaxies at \( z \approx 0.04 - 0.1 \) from the SDSS DR8 survey to calculate the average nebular dust attenuation curve and its variation with the physical properties of galaxies. Using the first four low-order Balmer emission lines (H\( \alpha \), H\( \beta \), H\( \gamma \), H\( \delta \)) detected in the composite spectrum of all galaxies in the sample, we derive a nebular attenuation curve in the range of 0.41 \( \mu \)m to 0.66 \( \mu \)m that has a similar shape and normalization to that of the Galactic extinction curve (Milky Way curve), the SMC curve and the nebular attenuation curve derived recently for typical star-forming galaxies at \( z \approx 2 \). We divide the galaxies into bins of stellar mass, gas-phase metallicity, and specific star-formation rate, and derive the nebular attenuation curve in each of these bins. This analysis indicates that there is very little variation in the shape of the nebular dust attenuation curve with the properties used to bin the galaxies, and suggests a near universal shape of the nebular dust attenuation curve at least among the galaxies and the range of properties considered in our sample.
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1 INTRODUCTION

Many of the key inferred physical properties of galaxies are sensitive to the effects of dust. For instance, the use of the unobscured rest-frame UV light from massive young stars or the nebular emission lines to estimate star formation rate (SFR) must be accompanied by a proper dust correction to account for the light absorbed and re-radiated by dust (e.g., Kennicutt et al. 2009; Hao et al. 2011; Kennicutt & Evans 2012). In general, the dust corrections applied to the stellar continuum may differ from those applied to nebular lines because the sightlines to H\( \alpha \) regions may have a different distribution of dust (or dust with different properties) compared to sightlines towards non-ionizing stellar populations. (Calzetti et al. 1994; Charlot & Fall 2000). Nebular regions may contain dust grains with different size and mass properties (Draine 2003) because of the presence of the strong radiation fields around massive stars (Martínez-González et al. 2017; Hoang et al. 2019). In addition, many studies have found a larger reddening for nebular emission lines versus the stellar continuum (e.g., Fanelli et al. 1988; Calzetti 1997; Calzetti et al. 2000; Förster Schreiber et al. 2009; Yoshikawa et al. 2010; Wild et al. 2011b; Wuyts et al. 2011; Kreckel et al. 2013; Kashino et al. 2013; Wuyts et al. 2013; Price et al. 2014; Reddy et al. 2015; De Barros et al. 2016; Buat et al. 2018; Koyama et al. 2019; Shivaei et al. 2020). Thus, knowledge of the dust geometry and properties in different regions within galaxies is crucial for identifying and applying the appropriate dust corrections. The dust extinction/attenuation curves provide invaluable information on dust properties and dust distribution (Draine & Li 2007).

Extinction curves have been studied for the Milky Way (MW) and nearby galaxies, such as the Large and Small Magellanic Clouds and M31, by measuring the extinction along individual sightlines (e.g., Nandy et al. 1980, 1975; Rocca-Volmerange et al. 1981; Bianchi et al. 1996; Clayton et al. 2015). The average total extinction curves for these galaxies are determined by combining these individual sightlines (Seaton 1979; Prevot et al. 1984; Cardelli et al. 1989; Pei 1992; Gordon et al. 2003; Fitzpatrick & Massa 2007). There are major differences between the extinction curves derived for different sightlines within a galaxy and also the average curves for different galaxies. For example, Fitzpatrick & Massa (1990) showed a broad range of extinction curves for various Milky Way sight lines. In addition, comparing the average curves derived for the Milky Way (Cardelli et al. 1989), Magellanic clouds (Fitzpatrick & Massa 2007; Gordon et al. 2003), and M31 (Bianchi et al. 1996) shows variations in both UV/optical slope and strength of the UV bump (a broad extinction feature of the curve near 2175 Å). For external galaxies, extinction curves cannot be directly measured due to limited spatial resolution. Nevertheless, one can compute attenuation curves that reflect the average wavelength dependence of dust obscuration and which depend on both the properties of the dust and the geometry of that dust with respect to the stars (Charlot & Fall 2000; Calzetti 2001; Weingartner & Draine 2001; Li & Draine 2001; Conroy et al. 2010b; Conroy 2013; Chevallard et al. 2013; Kriek & Conroy 2013;...
Reddy et al. 2015; Shivaie et al. 2020; Buat et al. 2011, 2012). A wide range of attenuation curves that apply to the stellar continuum have been derived with different UV bump strengths and optical/UV slopes (Calzetti et al. 2000; Conroy et al. 2010a; Chevallard et al. 2013; Reddy et al. 2015; Salim et al. 2018). Many of these same studies, as well as others, have suggested that these variations in the stellar attenuation curve may be correlated with certain properties of galaxies, including their stellar mass, SFR, and metallicity (e.g., for low-redshift galaxies: Johnson et al. 2007, Wild et al. 2011b, Battisti et al. 2016, Battisti et al. 2017, and for high-redshift samples: Kriek & Conroy 2013, Zeimann et al. 2015, Reddy et al. 2015, Salmon et al. 2016, Shivaie et al. 2020). In parallel, theoretical work has explored the variation in curves due to dust-star geometry and age (Witt & Gordon 2000; Weingartner & Draine 2001; Narayanan et al. 2018).

On the other hand, despite very recent work in quantifying the shape of the nebular dust attenuation curve at high redshift (Reddy et al. 2020, hereafter refer to as R20), there is little information on how the shape of the nebular curve may vary from galaxy-to-galaxy and with galaxy properties. The shape of the nebular dust curve is critical to inferring several important physical parameters of the ISM including gas-phase metallicity, ionization parameters, and star-formation rate derived from Balmer lines. The MW curve (Cardelli et al. 1989) is preferred to correct the nebular lines for the dust extinction as it is derived based on the sightline measurements of nebular regions (Calzetti et al. 1994; Wild et al. 2011a; Liu et al. 2013; Salim & Narayanan 2020). Additionally, R20 found that the nebular attenuation curve for high-redshift galaxies is similar to that of the MW at rest-frame optical wavelengths. However, the small sample size in that work prevented a detailed study of how the nebular dust attenuation curve varies with galaxy properties. To better understand the conditions that may shape the nebular attenuation curve, we take advantage of a large sample of local star-forming galaxies for which the nebular attenuation curve can be inferred.

In this paper, we derive the nebular attenuation curve for local star-forming galaxies and examine its variation with stellar mass, specific SFR (sSFR), and gas-phase abundances, with the goal of understanding how these properties may influence the shape of the nebular attenuation curve, and hence dust properties and geometry, as a function of these properties. The initial work of R20 laid the foundation for deriving the nebular attenuation curve for high-redshift galaxies. Here, we expand upon this work by examining the variation of the curve with stellar mass, sSFR, and oxygen abundance using a large sample of local star-forming galaxies drawn from the SDSS. The large sample size allows us to group the galaxies by various properties and still retain a sufficient number of galaxies in each bin to robustly derive the nebular attenuation curve.

The structure of this paper is as follows. In Section 2, we outline the sample used in this work. Section 3 presents the approach to constructing composite spectra. Section 4 describes the method used to derive the shape of the nebular attenuation curve. Section 5 discusses the comparison between the nebular attenuation curves derived for each subsample in stellar mass, metallicity, and sSFR. Section 6 presents a discussion of the variation of the curve with the aforementioned properties. We adopt a cosmology with $H_0 = 70$ km s$^{-1}$ Mpc$^{-1}$, $\Omega_\Lambda = 0.7$, and $\Omega_m = 0.3$. All wavelengths are presented in the vacuum frame.

2 SAMPLE

In this study, we use optical spectroscopic observations of galaxies from the Sloan Digital Sky Survey Data Release 8 (Aihara et al. 2011). Our sample is constructed using the publicly-available Galspec catalogs provided by the MPA/JHU group (Kauffmann et al. 2003; Brinchmann et al. 2004; Tremonti et al. 2004), and includes 78,340 galaxies, all meeting the following criteria:

- (i) Only star-forming galaxies: galaxies that lie below the active galactic nucleus (AGN) demarcation line of Kauffmann et al. (2003).
- (ii) A redshift range of $0.04 \leq z \leq 0.1$: to ensure that the portion of galaxy which is measured inside the fiber aperture is reasonably representative of the entire galaxy.

The Galspec catalogs include emission line measurements and inferences of galaxy properties. We refer the reader to Aihara et al. (2011) for further details. In brief, line fluxes are corrected for the effect of stellar absorption using Bruzual & Charlot (2003) stellar population synthesis models. The measurements of individual galaxy properties correspond to those obtained for the 3\' SDSS fiber, and include stellar mass, sSFR, and gas-phase abundances. Stellar masses are based on fitting stellar population models to ugriz photometry, and assume a Kroupa (2001) initial mass function. Gas-phase abundance (12 + log(O/H)), hereafter referred to as the metallicity, are calculated from the strong optical emission lines ([O ii]3727, H\beta, [O iii]5007, [N ii]6548, 6584, and [S ii]6717, 6731) using the Bayesian methodology from Tremonti et al. (2004), and Brinchmann et al. (2004). Star-formation rates are based on dust-corrected H\alpha emission as described in Brinchmann et al. (2004). The sample used in this work spans the following range in physical properties: $6.68 < \log(M_*/M_\odot) < 11.46$, $-11.79 < \log(sSFR/yr^{-1}) < -7.05$, and $7.85 < 12 + \log(O/H) < 9.40$. Figure 1 shows the distribution of the physical properties of galaxies in this sample.

3 COMPOSITE SPECTRUM

3.1 Methodology of Constructing the Composite Spectrum

We use composite spectra in order to measure the weaker Balmer lines including H\gamma and H\delta, which are typically not detected in the spectra of individual galaxies. The composite spectra are constructed by averaging, or stacking, the spectra of individual galaxies using the procedures given in R20 and specline1 (Shivaei et al. 2018). In brief, the science and error spectrum of each galaxy are shifted to the rest-frame based on the spectroscopic redshift, converted to luminosity density, and interpolated to a wavelength grid with spacing of 0.4 \AA. The composite spectrum at each wavelength is calculated as an average of the luminosity densities of individual spectra that are weighted by their inverse variance. The error in the composite spectrum is derived using bootstrap resampling, where we randomly selected 2000 objects from the sample, perturbed their spectra according to the error spectra, and reconstructed the composite spectrum from these realizations. This process is repeated many times, and the resulting standard deviation in luminosity densities at each wavelength point gives the composite error spectrum. Figure 2 shows the composite spectrum and its error constructed for the 78,340 objects in the sample.

1 https://github.com/IreneShivaei/specline/
Figure 1. Distribution of stellar mass (left), sSFR (middle), and gas-phase metallicity (right) of the sample analyzed in this work, and includes a total of 78,340 low-redshift star-forming galaxies from the SDSS.

Table 1. Luminosity ($L$) measurements

| Line$^a$ | $L_\nu(10^{40}\text{erg/sÅ})^b$ | Fitting Window (Å)$^c$ |
|----------|-------------------------------|-------------------------|
| H\$\alpha$ | 1.743 ± 0.0017 | 6442 – 6692 |
| H\$\beta$ | 0.5062 ± 0.0026 | 4813 – 4913 |
| H\$\gamma$ | 0.2088 ± 0.0010 | 4265 – 4416 |
| H\$\delta$ | 0.1040 ± 0.0016 | 4015 – 4200 |

$^a$ Balmer Recombination Lines

$^b$ Luminosity and its error measured from the composite spectrum. Error in the line luminosity measured using the Monte Carlo method discussed in Section 3.2.

$^c$ Wavelength range over which the lines are fit.

3.2 Measurements of the Balmer emission lines from the composite spectrum

H\$\alpha$, H\$\beta$, H\$\gamma$, and H\$\delta$ emission lines (Figure 3) are measured from the stacked spectrum. We chose not to include the He emission line ($\lambda = 3971.20$ Å) in our analysis as it is blended with, and not well-resolved from, the [Ne ii] 3969 line.

All lines have been measured by fitting two Gaussian functions, one to the absorption and one to the emission line except for the H\$\alpha$ line. H\$\alpha$ is fit simultaneously along with the [N ii] doublet and the underlying Balmer absorption. The velocity widths used to fit the H\$\beta$, H\$\gamma$, and H\$\delta$ emission lines were constrained to be within the 20% of the width obtained for H\$\alpha$. The Balmer absorption measured from the composite spectrum is consistent with those inferred from the stellar population models (Bruzual & Charlot 2003, Z = 0.020 “solar”) that best fit the broadband photometry of galaxies contributing to the composite spectrum. The luminosity uncertainties are calculated...
Table 2. Balmer Line Ratios

| Line          | λ (Å) | Line Ratios (Å) | λ (Å) |
|---------------|-------|----------------|-------|
| Hα            | 6564.60 | 2.860         |       |
| Hβ            | 4862.71 | 1.000         |       |
| Hγ            | 4341.69 | 0.468         |       |
| Hδ            | 4102.89 | 0.259         |       |

*a* Balmer Recombination Lines.
*b* Rest-frame Vacuum wavelength.
*c* Intensity of line relative to Hβ for Case B recombination, $n_e = 10^5$ cm$^{-3}$ and $T_e = 10^4$ K (Osterbrock 1989).

by perturbing the stacked spectrum according to its error spectrum and remeasuring the line luminosities many times using the same method described in this section. The standard deviation of the values obtained in these iterations is adopted as the luminosity error. Table 1 reports the measured line luminosities from the composite spectrum for the entire sample.

4 SHAPE OF THE NEBULAR ATTENUATION CURVE

4.1 Definitions

Here we discuss the methodology for determining the shape of the nebular attenuation curve. The intrinsic Balmer line ratios reported in Table 2 are well determined and depend weakly on the local conditions such as electron density and temperature. The typical conditions assumed for the intrinsic Hα/Hβ ratio are $n_e = 100$ cm$^{-3}$ and $T_e = 10000$ K (Osterbrock 1989). The relationship between the observed luminosity, $L(\lambda)$, and the intrinsic luminosity, $L_0(\lambda)$, can be expressed as follows:

$$L(\lambda) = L_0(\lambda) \times 10^{-0.4A(\lambda)},$$

where $A(\lambda)$ is the attenuation in magnitudes at wavelength $\lambda$. The total nebular dust attenuation curve is defined as $k(\lambda)$:

$$k(\lambda) = \frac{A(\lambda)}{E(B-V)_{\text{neb}}},$$

where $E(B-V)_{\text{neb}} = A(B) - A(V)$ is defined as the color excess. The $B$ and $V$ bands are taken to be at 4400 Å and 5500 Å, respectively.

4.2 Methodology

We use the methodology introduced by R20 to calculate the shape of the nebular attenuation curve. In brief, R20 expressed the attenuation in magnitudes relative to Hα as follows:

$$A'(\lambda) = 2.5 \left[ \log_{10} \left( \frac{L(\lambda)}{L_0(\lambda)} \right) - \log_{10} \left( \frac{L_0(\lambda)}{L_0(\lambda)} \right) \right] + 1,$$

where $L(\lambda) / L_0(\lambda)$ is the observed ratio of the Hα luminosity to that of a higher-order Balmer line (Hβ, Hγ, Hδ). $L_0(\lambda) / L_0(\lambda)$ denotes the intrinsic ratio, and $A'(\lambda)$ is equivalent to $A(\lambda) + 1 - A(\lambda)$. The line luminosities measured from the composite spectrum are then used in conjunction with Equation 3 to calculate the attenuation in magnitudes (relative to Hα) for each of the higher-order Balmer lines. We then fit linear and quadratic functions to $A'(\lambda)$.

The shape of the attenuation curve, $k'(\lambda)$, can be related to $A'(\lambda)$ as follows:

$$k'(\lambda) = \frac{A'(\lambda)}{A'(4400 \text{ Å}) - A'(5500 \text{ Å})} = \frac{k(\lambda) + [1 - A(\text{Hα})]}{E(B-V)_{\text{neb}}},$$

Note that $k'(\lambda)$ and $k(\lambda)$ differ by an offset of $[1 - A(\text{Hα})] / E(B-V)_{\text{neb}}$ which is independent of $\lambda$. Therefore, $k'(\lambda)$ and $k(\lambda)$ are equivalent except for a normalization factor. In order to calculate $k'(\lambda), A'(4400 \text{ Å})-A'(5500 \text{ Å})$ is determined using linear-in-$\lambda$ (\(A'(\lambda) = a_0 + a_1/\lambda\)) and quadratic-in-$\lambda$ (\(A'(\lambda) = a_0 + a_1/\lambda + a_2/\lambda^2\)) fits to $A'(\lambda)$, and then $k'(\lambda)$ is computed using Equation 4. Next, we use the linear and quadratic polynomial forms discussed above to fit $k'(\lambda)$ vs. $\lambda$. More complicated functional forms are not considered due to the limited number of data points available to derive the attenuation curve. The uncertainty in a given $k'(\lambda)$ point is propagated throughout these calculations. The line ratios measurements are perturbed according to their errors, then $A'(\lambda), E(B-V)_{\text{neb}}$ and $k'(\lambda)$ are recalculated many times to then determine the propagated measurement uncertainty in a given $k'(\lambda)$ point. The functional forms of the attenuation curves are:

$$k'_L(\lambda) = -2.253 + \frac{2.135}{\lambda},$$

$$k'_Q(\lambda) = 2.705 - \frac{3.083}{\lambda} + \frac{1.290}{\lambda^2},$$

where $\lambda$ is in units of $\mu$m, in the range $0.41 \leq \lambda \leq 0.66 \mu$m. Note that $k'_L(\lambda)$ and $k'_Q(\lambda)$ denote the curves based on fitting a linear-in-$\lambda$ and quadratic-in-$\lambda$ function, respectively, and the curves are all normalized such that their values at the wavelength of Hα is equal to one to aid in comparing them with other curves in the literature. We consider both the linear and quadratic functions to demonstrate the associated systematic uncertainty in the resulting nebular attenuation curve.

The nebular attenuation curve derived here is shown in Figure 4. The Galactic extinction curve (Cardelli et al. 1989), Calzetti et al. (2000) curve, SMC, and the nebular curves derived for redshift $z \sim 2$ galaxies in R20 are also shown in Figure 4. The MW curve is typically used for the extinction correction of nebular lines, while Calzetti et al. (2000) and SMC are often used for the reddening of the stellar continuum in high-redshift galaxies. Figure 4 shows that the average nebular dust attenuation curve derived for low-redshift star-forming galaxies is similar to the nebular curves presented in R20 within 1σ, the MW and SMC curves within 2σ confidence. These results imply that the combined effects of dust properties and geometry yield a shape of the curve that is similar to other common extinction and attenuation curves at rest-frame optical wavelengths. We do not have sufficient information to disentangle changes in dust properties and geometry, and radiation transfer models indicate that curves of similar shape can be produced by dust distributions with substantially different properties (e.g., Witt & Gordon 2000; Seon & Draine 2016). Note that there are small differences in $k'_L(\lambda)$ and $k'_Q(\lambda)$ because the values of $A'(4400 \text{ Å})$ and $A'(5500 \text{ Å})$ depend on the functional form (i.e., linear or quadratic) used to determine these values.

To obtain the normalized total nebular dust attenuation curve $k(\lambda)$ (Equation 2) from $k'(\lambda)$ (Equation 4), $k'_L(\lambda)$ is extrapolated to $\lambda = 2.8 \mu$m, corresponding to the wavelength at which other common curves (e.g., MW, SMC, and LMC) approach zero (Gordon et al. 2003; Reddy et al. 2015). Similarly, $k'_Q(\lambda)$ is assumed to have the same functional behavior as $k'_L(\lambda)$ at long wavelength. Therefore,
Figure 4. Average nebular dust attenuation curve, \( k'(\lambda) \), versus \( \lambda \), for the linear (left) and quadratic (right) polynomial forms. Attenuation curve measurements are shown by black circles along with their error bars. The best fit 68% confidence intervals are shown by grey region and grey lines. For comparison, the MW extinction curve, SMC, Calzetti et al. (2000) and the curves derived in R20 are shown and have been shifted, to have the same value at the wavelength of H\( \alpha \) as the curves derived here. The subscripts used for R20 refers to the curves based on fitting a linear or quadratic function. As it is indicated in the figure above, the reddening, \( A'(4400 \text{ Å})-A'(5500 \text{ Å}) \), calculated by the linear form of the \( A'(\lambda) \) is \( \sim 10\% \) smaller than the one obtained by the quadratic form.

\[ k_{Q}(\lambda) \text{ is normalized such that it is equal to } k_{L}(\lambda) \text{ at } \lambda = 0.66 \mu m \text{ in order to obtain a continuous function. The final form of } k(\lambda) \text{ is:} \]

\[
k_{L}(\lambda) = -0.762 + \frac{2.135}{\lambda},
\]

\[ 0.41 \leq \lambda \leq 0.66 \mu m. \tag{7} \]

\[
k_{Q}(\lambda) = 4.182 - \frac{3.083}{\lambda} + \frac{1.290}{\lambda^2},
\]

\[ 0.41 \leq \lambda \leq 0.66 \mu m; \]

\[
\lambda > 0.66 \mu m. \tag{8} \]

The total to selective absorption ratio is \( R_V = 3.12 \) and 2.84 for the linear and quadratic forms, respectively. There are two sources of systematic uncertainty in \( R_V \). One is associated with the functional form used to fit the nebular attenuation curve. This error can be estimated by the difference in the values of \( R_V \) obtained for \( k_Q \) and \( k_L \), as \( \Delta R \approx 0.28 \). The other systematic error in \( R_V \) originates from utilizing different normalization methods, for example, using another value of the wavelength (rather than 2.8 \( \mu m \)) to set the nebular attenuation curve to zero (Reddy et al. 2020). This error is \( \delta R \approx 0.05 \) if we set the zero-point to 3 \( \mu m \) instead. Overall, our result here is consistent within the uncertainty with the \( R_V = 3.1 \) reported by Cardelli et al. (1989) for the average MW curve, \( R_V = 2.9 \) and 2.74 reported by Pei (1992) and Gordon et al. (2003) for the SMC curve. Our results are also consistent with the \( R_V \) values reported for the two linear-in-1/\( \lambda \) and quadratic-in-1/\( \lambda \) attenuation curves derived in R20 (\( R_V = 3.34 \) and 3.09, respectively).

Figure 5. Ratios of H\( \alpha \)/H\( \gamma \) vs H\( \alpha \)/H\( \beta \) for stellar mass, metallicity, and sSFR bins. The error bars are also indicated for each point. The dotted black lines indicate the intrinsic line ratios. The relationship between these line ratios for different extinction/attenuation curves are indicated by the curves.

5 NEBULAR ATTENUATION CURVE VS. GALAXY PROPERTIES

To examine whether the curve varies with galaxy properties, we subdivide our sample into five bins each of stellar mass, sSFR, and metallicity, with each containing 15,668 galaxies. Composite spectra are constructed for each of the subsamples following the method outlined in Section 3.1, and we use the same methodology outlined in 4.2 to derive the nebular attenuation curve. Table 3 reports the physical properties of galaxies in each of the subsamples, and the properties of the derived nebular attenuation curves for each of the bins.

Figure 5 shows H\( \alpha \)/H\( \gamma \) versus H\( \alpha \)/H\( \beta \) measured from the stellar mass, metallicity, and sSFR bins. All the bins are consistent with \( k_Q \) curve within their 1\( \sigma \) uncertainties, except for the one bin with the highest metallicity that covers the \( k_Q \) curve within its 2\( \sigma \) uncertainty, which is reasonable enough that we cannot rule out \( k_Q \) curve for this bin. In comparison to \( k_{L} \), \( k_Q \) is found to best match the line ratio measurements. This is not particularly surprising given the additional free parameter of the quadratic fit versus the linear fit. The higher-order polynomial functional form reflects the wavelength behavior exhibited by the other common extinction and attenuation curves.
Table 3. Properties of subsamples, Reddenings, $R_V$

| Property $^a$ | Bin Range $^b$ | Median $^c$ | $E_L(B - V)^d$ | $E_Q(B - V)^e$ | $(R_V)_L^f$ | $(R_V)_Q^g$ |
|---------------|----------------|-------------|----------------|----------------|-------------|-------------|
| log($M_\star/M_\odot$) | 6.68, 8.94 | 8.71 | 0.059 ± 0.004 | 0.064 ± 0.006 | 3.189 ± 0.263 | 2.931 ± 0.263 |
| 8.94, 9.23 | 9.10 | 0.179 ± 0.003 | 0.201 ± 0.005 | 3.117 ± 0.306 | 2.815 ± 0.306 |
| 9.23, 9.48 | 9.36 | 0.292 ± 0.003 | 0.323 ± 0.005 | 3.106 ± 0.274 | 2.837 ± 0.274 |
| 9.48, 9.75 | 9.61 | 0.381 ± 0.004 | 0.432 ± 0.007 | 3.040 ± 0.305 | 2.739 ± 0.305 |
| 9.75, 11.46 | 9.92 | 0.608 ± 0.007 | 0.672 ± 0.012 | 3.036 ± 0.269 | 2.772 ± 0.269 |
| log(sSFR/yr$^{-1}$) | −11.79, −10.02 | −10.15 | 0.452 ± 0.020 | 0.525 ± 0.034 | 2.948 ± 0.374 | 2.613 ± 0.374 |
| −10.02, −9.83 | −9.92 | 0.377 ± 0.011 | 0.428 ± 0.019 | 3.041 ± 0.305 | 2.740 ± 0.305 |
| −9.83, −9.67 | −9.75 | 0.338 ± 0.008 | 0.380 ± 0.014 | 3.062 ± 0.285 | 2.781 ± 0.285 |
| −9.67, −9.46 | −9.58 | 0.349 ± 0.007 | 0.341 ± 0.012 | 3.132 ± 0.327 | 2.809 ± 0.327 |
| −9.46, −7.05 | −9.29 | 0.179 ± 0.006 | 0.191 ± 0.010 | 3.145 ± 0.302 | 2.847 ± 0.302 |

12 + log(O/H) | 7.85, 8.73 | 8.63 | 0.059 ± 0.007 | 0.068 ± 0.011 | 3.162 ± 0.372 | 2.793 ± 0.372 |
| 8.73, 8.87 | 8.82 | 0.180 ± 0.003 | 0.207 ± 0.004 | 3.089 ± 0.349 | 2.744 ± 0.349 |
| 8.87, 8.98 | 8.94 | 0.288 ± 0.008 | 0.331 ± 0.014 | 3.046 ± 0.332 | 2.718 ± 0.332 |
| 8.98, 9.06 | 9.01 | 0.413 ± 0.010 | 0.468 ± 0.017 | 3.038 ± 0.306 | 2.736 ± 0.306 |
| 9.06, 9.40 | 9.11 | 0.587 ± 0.013 | 0.668 ± 0.023 | 2.984 ± 0.331 | 2.657 ± 0.331 |

$^a$ First, second, and third five rows indicate bins in stellar mass, sSFR, and metallicity, respectively. Sample size is 15,668 galaxies in each bin.

$^b$ The range of the associated physical property in each bin.

$^c$ Median value of the associated physical property in each bin.

$^d$ Reddening computed from the linear form of $A' \lambda$ (Equation 3).

$^e$ Reddening computed from the quadratic form of $A' \lambda$ (Equation 3).

$^f$ Total to selective absorption ratio calculated using the linear form of the total nebular dust attenuation curve.

$^g$ Total to selective absorption ratio calculated using the quadratic form of the total nebular dust attenuation curve.

(e.g., Cardelli et al. 1989; Calzetti et al. 2000; Gordon et al. 2003), which is another reason why $Q_0$ is preferred in this analysis.

The nebular attenuation curves ($k'_Q$) derived for the bins of stellar mass, metallicity, and sSFR are shown in Figure 6. The curves in each panel of Figure 6 are consistent with each others within their 1σ confidence interval, suggesting that the shape of the nebular attenuation curve shows little to no variations when binned by stellar mass, sSFR, and metallicity. The ratio of the total to selective absorption at V-band ($R_V$) are computed for each of the curve fits (Table 3). The $R_V$ values for the curves in each associated physical property are consistent with each others within their 1σ systematic uncertainties. This implies that the normalization of the nebular attenuation curve does not vary with the aforementioned properties.

6 DISCUSSION

Our results indicate that there is no significant variation in the shape of the nebular attenuation curve in the range of 0.41 μm to 0.66 μm with stellar mass, metallicity, and sSFR for low-redshift star-forming galaxies. This lack of variation may be related to the fact that the nebular attenuation curve is only probing those sightlines towards massive stars, where in a simplified scenario, the dust configuration can be approximated as a foreground screen and the dust size distribution is dictated by the radiation field of the youngest stellar populations. Because of the latter, one might not expect much variation in the shape of the curve as a function of globally-derived properties that are not solely sensitive to the youngest stellar populations. Although, there still exists the possibility that identical curves in the optical regions can be attributed to dust distribution with different properties.

The overall combination of the dust geometry and composition dictates the shape of the nebular attenuation curve. In addition to that, the connection between the extinction and attenuation curves can be complicated. Therefore, it is difficult to identify any particular similarities in the dust properties of the various bins solely based on the fact that the attenuation curves have identical shapes.

7 SUMMARY

We use 78, 340 spectra of local star-forming galaxies with the redshift range of $z \approx 0.04 \pm 0.1$ to investigate whether the shape of the nebular attenuation curve varies with the inferred physical properties of the sample. We use the first four detected Balmer lines ($\text{H}_\alpha$, $\text{H}_\beta$, $\text{H}_\gamma$, $\text{H}_\delta$) from the stacked spectrum of all the galaxies in the sample to derive an average nebular attenuation curve using linear and quadratic polynomial functional forms in terms of $1/\lambda$.

The curves derived in this work are consistent with the nebular attenuation curves presented in R20 for high-redshift galaxies within 1σ and the MW and SMC curves within 2σ confidence interval. The $R_V$ values obtained for the curves derived in this work are consistent with the ones computed for the Galactic extinction and SMC curves, and the curves presented in R20, showing that the curves are also similar to that of the MW, SMC, and nebular curves derived in R20 in terms of the normalization.

We calculate the nebular attenuation curve for galaxies in bins of

2 For the longer-wavelength ($\lambda > 7000 \, \text{Å}$) their shape is typically characterized by an inverse power-law in $\lambda$. 
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stellar mass, metallicity, and sSFR, and compare their shapes. The curves derived in these various bins are identical to each other within the uncertainties.

The analysis outlined here may be extended to also examine the nebular curve in galaxies hosting AGN, and to determine if the presence of the hard radiation field of AGN may influence dust grain size distributions and/or geometry.
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DATA AVAILABILITY

The spectra of galaxies analyzed in this work are publicly available from the SDSS survey. We use the SDSS Data Release 8 (Aihara et al. 2011) for the purpose of this work. We get the spectra of galaxies in our sample by submitting a query in https://skyserver.sdss.org/casjobs/. The SDSS catalogs (Galspec) containing the basic information and line measurements for each spectrum are provided by MPA/JHU group (Kauffmann et al. 2003; Brinchmann et al. 2004; Tremonti et al. 2004) and are available from: http://www.sdss3.org/dr8/spectro/galspec.php.
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