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In order to improve the transmission effect of low-power communication signal of Internet of Things and compress the enhancement time of low-power communication signal, this paper designs a low-power communication signal enhancement method of Internet of Things based on nonlocal mean denoising. Firstly, the residual of one-dimensional communication layer is preprocessed by convolution core to obtain the residual of one-dimensional communication layer. Then, according to the two classification recognition methods, the noise reduction signal feature recognition of the low-power communication signal of the Internet of Things is realized, the nonlocal mean noise reduction algorithm is used to remove the low-power communication signal of the Internet of Things, and the weight value between similar blocks is calculated according to the European distance method. Finally, the low-power communication signal enhancement of the Internet of Things is realized by the nonlocal mean value denoising method. The experimental results show that the communication signal enhancement time overhead of this method is low, which is always less than 2.6 s. The lowest bit error rate after signal enhancement is about 1%, and the signal-to-noise ratio is up to 18 dB, which shows that this method can achieve signal enhancement.

1. Introduction

In recent years, cognitive radio signal communication technology has shown great vitality and market potential in a large range of the world. However, in the process of signal transmission, due to the multipath effect in the channel, the limitation of channel transmission bandwidth, and the imperfection of channel transmission characteristics, the signal will be seriously affected by all kinds of noise and electromagnetic interference, which will directly degrade the quality of communication and affect the reception and analysis of the signal at the receiver [1, 2]. For example, reduce spectrum sensing, and increase demodulation difficulty. Only by obtaining high-quality signals, further analysis and processing are meaningful. Therefore, removing noise and interference in communication signals, that is, signal enhancement, is an important technology to promote the development of wireless communication field. Therefore, researchers have proposed many signal enhancement methods, which can be divided into linear method and nonlinear method [3]. The linear signal enhancement method is relatively simple, but it still has low performance for nonlinear signals and cannot find the global optimal solution for noise elimination. In addition, because these methods are based on the assumption that the signal is stationary, their effectiveness is generally acceptable, and the actual signal usually has nonstationary statistical characteristics [4–6]. Nonlinear methods have become a research hotspot in recent two decades because they can clarify the spectrum and time information in the signal at the same time. However, the traditional signal enhancement methods use the prior information of noise or interference to map to the separable transform domain for separation, such as bandpass filtering. However, due to the random characteristics of noise and interference, the artificial construction of the corresponding separable transform domain often has a strong a priori to noise and interference. Therefore, at present, there is no more complete method to adaptively enhance the signal of time-varying system. For this reason, relevant scholars have conducted comparative research and made some progress.
Nan et al. proposed a satellite navigation signal enhancement method in the tunnel based on virtual satellite [7]. By establishing the signal propagation model, simulate the navigation signal of low elevation satellite located in the extension direction of the tunnel at both ends of the tunnel and receive the solution in the tunnel after sending it to realize positioning. At the same time, the signal delay control method is used to precompensate the pseudorange error. Through the experimental analysis of the hardware system, its positioning ability in the tunnel is verified. The simulation results show that the positioning accuracy of the system meets the needs of most tunnels. Pengyu et al. proposed an LPI radar signal enhancement method based on dae-gan network [8], combined with the advantages of noise reduction self-encoder and generation of countermeasure network, constructed a noise enhancement network and signal enhancement network for countermeasure training. The noise enhancement network doped more complex noise components into the noisy signal, and the signal enhancement network reduced the noise components in the noisy signal as much as possible. In this paper, dae-gan network is used to realize complex high-dimensional noise reduction. This method can effectively improve the effect of signal enhancement, but the signal enhancement takes a long time.

To solve the above problems, this paper designs a low-power communication signal enhancement method of the Internet of Things based on nonlocal mean denoising. The low-power communication signal of the Internet of Things is preprocessed through the deep residual network in deep learning, and the low-power communication signal enhancement of the Internet of Things is realized according to the nonlocal mean denoising method.

2. Low-Power Communication Signal Preprocessing of Internet of Things Based on Deep Learning

2.1. Depth Residual Network Analysis. Deep neural network always has the problem of network degradation. Generally speaking, with the increase of the depth of the network, the classification performance of the network should be stronger and stronger. However, the current situation is that the performance of the network gradually tends to saturate with the rise of the network depth but will decline rapidly after the depth rises to a certain node. This phenomenon is called network degradation [9]. For the network whose accuracy is close to saturation, if the identity mapping layer is added in the network structure to make its input equal to the output, it will not increase the error after propagation while continuing to increase the network depth, that is, deepening the network through this method will not increase the training error. The design method of residual network comes from this [10–13]. The residual network is proposed mainly to reduce the network degradation caused by the rise of network depth. The solution is to construct a “residual element.” The structure of residual element is shown in Figure 1.

![Figure 1: Residual element.](image)

For a neural network, suppose that the input of a certain section in the network is \( X \) and its corresponding expected output is \( Z(X) \), that is, \( Z(X) \) is the expected potential mapping. Generally, when the network is deepened, the training difficulty will increase [13]. In the residual network structure diagram in the figure above, a path from input to output is added on the basis of network mapping, the input \( X \) is directly transferred to the output as the initial result, and the output result is \( Z(X) = F(X) + X \). When \( F(X) = 0 \), there is \( Z(X) = X \), that is, the identity mapping that will not increase the error mentioned earlier [14]. RESNET changes the learning strategy. For an input \( X \), it no longer learns its expected mapping \( Z(X) \) directly through the convolution layer [15] but learns the expected residual mapping through the network, that is, \( Z(X) = X \). Compared with the expected mapping, the residual mapping is easier to optimize and deepens the network depth on the premise of avoiding network degradation.

2.2. Impulse Noise Preprocessing. The INP used in this paper can be regarded as the neutralization of truncation and zeroing in the threshold suppression method. The difference lies only in the processing of the part whose amplitude is higher than the threshold. Simulation experiments show that it has better pulse suppression effect than the two methods. The main task of INP is to suppress the nonlinear part of the received signal \( y(t) \) whose amplitude is greater than the threshold \( \tau_r \). The output signal can be expressed as follows:

\[
y_{\text{non}}(n) = \begin{cases} 
y(n), & |y(n)| \leq \tau_r, \\
y(n) \left( \frac{\tau_r}{|y(n)|} \right)^2 & |y(n)| > \tau_r, \end{cases}
\]  

(1)
where \( \tau_r \) can be obtained from the following formula:

\[
\tau_r = (1 + 2\tau_0)\tau_Q,
\]

where \( \tau_0 \) is the constant coefficient, set to 1.5, and \( \tau_Q \) is the second quartile value of the received signal \( y(n) \) modulus \( |y(n)| \) [16]. After pulse suppression, the signal needs to be further normalized to obtain the final output signal of INP, that is, the input of RCGAN noise reduction network:

\[
y_p(n) = \frac{y_{\text{non}}(n)}{\max (|y_{\text{non}}(n)|)}.
\]

In order to improve the ability of the network to retain the signal details in the process of noise reduction, the middle layer of the generator adopts the extended convolution structure widely used in the field of image semantic segmentation [17]. This structure expands the receptive field of the convolution kernel by inserting zeros in the convolution kernel. Compared with the receptive field expansion methods such as downsampling used in the standard convolution structure, this method has stronger retention ability of detailed information. Generally, the expansion rate is used to represent the interval of adjacent elements in the convolution kernel, and the expansion rate of the standard convolution kernel is 1. The expansion rate \( r \) of three one-dimensional expansion convolution layers in RCGAN generator is taken as 1, 2, and 4, respectively, and the length of convolution core is 3. The perceived field of view of convolution cores in different layers can be expressed as follows:

\[
F_r = 2^{r+1} - 1.
\]

Based on this, it can be calculated that the convolution kernel receptive field sizes of the three one-dimensional expanded convolution layers are 3, 7, and 15, respectively.

Figure 2 compares the change process of receptive visual field of three one-dimensional standard convolution layers and three one-dimensional expanded convolution layers when the convolution kernel length is 3.

The solid circle in Figure 2 represents the position of nonzero value in the convolution core, and the solid square represents the receptive field of view of the convolution core. The receptive field of vision showed a linear growth trend, while the receptive field of vision showed a linear growth trend. The research shows that expanded convolution achieves better retention of small-scale information features in semantic segmentation by virtue of this information lossless sensory field expansion method. Therefore, we use this structure in the middle layer of the generator to improve the network’s ability to extract signal details.
2.3. Signal Generation Method. The flow chart of signal noise reduction algorithm generated by low-power communication of Internet of Things used in this paper is shown in Figure 3.

The first part is the bistable stochastic resonance (BSR) system. After the input signal $s_{p}(t)$ passes through the system, the output signal $y_{p}(t)$ is obtained. Then, the data set is written together with the nonresonant signal $s_{n}(t)$ and input into the depth residual network (RESNET), and finally, the noise reduction result is output. After the modulated signal is generated, the bistable coefficient is determined, and then, the signal through stochastic resonance is output through the BSR system. After each signal sample is generated, in order to make the signal waveform correspond one by one, after each original sample is generated, the sample is generated through the BSR system, and then, the samples before and after resonance are stored in the data set at the same time. And mark whether the signal resonates. The construction process is shown in Figure 4.

After the signal is generated, label the two types of signals, and then, input RESNET for noise reduction. After the signal noise reduction is completed, this paper continues to build a binary classification network $C$ based on CNN to automatically extract the detection features used to characterize the presence or absence of the signal in the noise reduction signal and complete the binary classification recognition. With the characteristics of weight sharing and local perception field, CNN has obvious advantages in local feature extraction while greatly reducing the amount of model parameters. It has been widely used in many data classification problems. After INP preprocessing and effective noise reduction of Rcgan network, the noise components in the received signal are significantly suppressed, while the useful signal components will be well preserved. Then, input the signal waveform after noise reduction into the CNN classifier. Due to the significant improvement of signal-to-noise ratio, the difficulty of signal detection after noise reduction will be greatly reduced, and the false alarm rate will be significantly reduced.

In the structure setting of classifier $C$, this paper similarly adopts the step convolution structure to compress the feature dimension. Its overall structure is similar to D. The convolution layer has six layers, including 16, 32, 64, 128, 256, and one convolution core, respectively. At the end of the convolution layer, it is connected with the softmax classifier through a full connection layer to output the probability of communication signal and pure noise in the received signal, respectively. The setting of the activation function is the same as that of the decoder. When $(y_{p}, y_{p}, y_{l})$ is used to represent the transmission data in a training sample, the INP preprocessed data and the real tag value after one hot coding, and the predicted tag probability vector output by the softmax classifier $y_{l}^{\wedge}$ can be expressed as follows:

$$
\hat{y}_{l} = \left[ \frac{P(L_{p} = 0|\text{Cout})}{P(L_{p} = 1|\text{Cout})} \right] = \frac{1}{\sum_{c=0}^{1}\exp(\text{Cout}_{c})} \left[ \exp (\text{Cout}_{0}) \right],
$$

(5)

$$
\text{Cout} = f_{\text{CNN}}\left( G\left( y_{p} \right) \right),
$$

(6)

where $L_{p}$ represents the predicted tag value, $\text{Cout}$ represents the input vector of softmax, and $f_{\text{CNN}}$ represents the nonlinear function formed by the network before softmax layer in classifier $C$.

3. Nonlocal Mean Denoising and Enhancement Method of Low-Power Communication Signal in Internet of Things

Using a large number of redundant information with similar structure in the natural image, make full use of the redundant information on these images to reduce the noise of the image [18]. When processing each pixel in the noisy image, the distribution around the pixel will be evaluated and compared, and the difference similarity of the distribution will be used to calculate the weight $\omega$. The performance of nonlocal mean denoising algorithm is better than other traditional image denoising algorithms, and the denoising effect is better [19–21].

For a noisy image $Y(i) = X(i) + n(i)$, $X(i)$ is the original image and $n(i)$ is noise. Take the noise reduction of a pixel on a noisy image as an example. First, take this pixel as the center point, and then, create a neighborhood window [22]. Next, traverse the whole noisy image to find similar blocks with similar neighborhood window structure. Then, the weighted re equalization of these similar blocks is calculated, and the calculated pixels are the pixels after noise reduction [23–25]. The formula of nonlocal mean noise reduction algorithm is shown in formula (7):

$$
NLM[\tilde{X}] (i) = \sum_{j \in \Omega} \omega(i, j) Y(j).
$$

(7)

Suppose that the noisy signal $Y$ can be composed of pure signal $s$ and additive interference $d$:

$$
y = s + d.
$$

(8)

Under the set conditions, $y$ obtains the estimated value $\hat{s}$ of $s$, which is the main principle of signal enhancement. In the form of short-time Fourier transform (STFT), $Y_{nk}$ exp
Let the amplitude spectrum vector and estimated value of the pure signal on the \( n \)th frame be represented by \( S_n \) and \( \hat{S}_n \), respectively. At this time, the function error can be expressed as follows:

\[
E_r = \frac{1}{2} \left| S_n - \hat{S}_n \right|^2.
\]  

The research on the signal enhancement method of deep neural network hospital wireless communication network can be understood as follows: using the training parameter set \( \theta \) to build a nonlinear function \( f_\theta \), which requires that the function \( f_\theta \) must have cumbersome characteristics, so it is used to ensure the new error function:

\[
E_r = \frac{1}{2} \left| f_\theta(X_n) - S_n \right|^2.
\]  

Minimum to obtain the target output

\[
\hat{S}_n = f_\theta(X_n),
\]

where \( X_n = [Y_{n-N}, Y_{n-N+1}, \ldots, Y_n, \ldots, Y_{n+N-1}, Y_{n+N}] \) is the training feature of the \( n \)th frame, which is composed of half \( (2n + 1) \) frame amplitude spectrum vector of the \( n \)th frame, and \( 2n + 1 \) is the input length.

When looking for the pixel block of the neighborhood window, we usually determine the weight value \( w(i, j) \) by calculating the Euclidean distance between similar blocks, and the Euclidean distance \( d(i, j) \) between similar blocks is shown in the following formula:

\[
d(i, j) = \| Y(N_i) - Y(N_j) \|_2^2,
\]

The weight value \( w(i, j) \) is calculated as shown in formula (14):

\[
w(i, j) = \frac{1}{Y(i)} e^{-d(i, j)^2/2}.  
\]

\( h \) is the smoothing control parameter of nonlocal mean noise reduction, which has a very important impact on the final noise reduction effect. \( \hat{X} \) is the image after nonlocal mean noise reduction. The one-dimensional off diagonal slice \( c_{e_k}(m) \) of the fourth-order cumulant of IoT low-power communication signal \( x(n) \) can simultaneously resist Gaussian noise and maintain the basic framework of available signal \( s(n) \). Therefore, based on the weak signal \( x(n) \), the estimated data \( \hat{c}_{e_k}(m) \) based on the one-dimensional off diagonal slice of the fourth-order cumulant \( x(n) \) can be calculated, and then, \( \hat{c}_{e_k}(m) \) pairs of fir (finite impulse response) filters can be used to create and collect the signal from the noise. The impulse response of FIR filter is defined as the following formula:

\[
h(m) = \begin{cases}  \hat{c}_{e_k}(L - m), & m = 0, 1, \ldots, L, \\  \hat{c}_{e_k}(m - L), & m = L + 1, L + 2, \ldots, 2L. \end{cases}
\]

Among them, the maximum lag number is expressed in \( L \), and the length of impulse response of FIR filter is expressed in \( 2L + 1 \). Because \( \hat{c}_{e_k}(m) \) is similar to \( s(n) \) to some extent, it can be concluded that the FIR filter defined in the above formula is the relative matched filter of the available signal \( s(n) \), and its output signal-to-noise ratio tends to be idealized. The output formula of the filter is as follows:

\[
y(n) = y \sum_{m=0}^{2L} h(m)x(n - m).
\]

In the above formula, the gain factor is expressed as \( y \), which has the control function of filter output, and the value is usually the reciprocal of kurtosis coefficient [26, 27]. At this time, the output result of the filter is the enhanced low-power communication signal of the Internet of Things, which completes the enhancement of the low-power communication signal of the Internet of Things.

4. Experiment

4.1. Experimental Design. In reality, most of the environmental background noise is unstable signals. In order to ensure the enhancement effect of low-power communication signals of the Internet of Things, the noise needs to be adjusted in time. In this paper, MSP430 series single chip microcomputer with hardware multiplier is selected, so that it cannot be disturbed by CPU in the calculation process. The A/D converter adopts a 12 bits, 60 K ROM. The noise environment background of the simulation experiment is \( \geq -5 \) dB.

4.2. Analysis of Experimental Results

4.2.1. Time Domain Waveform Analysis of Enhancement Effect. Through the time domain waveform, the simulation results of this method and reference [7] method are analyzed and compared. The low-power communication signal acquisition frequency of the experimental Internet of Things is set to \( 8 \) kHz. In the low-power communication signal enhancement method of the Internet of Things in this paper, the filter order of the first two stages is 32, and the input signal of the first stage is divided into three output channels by the filter according to the frequency factor. The experimental results are shown in the following time domain waveform diagram, as shown in Figure 5.

The \( y \)-axis is the amplitude of the dimensionless processed signal, and the \( x \)-axis is the number of samples of the signal, about 60000. Figure 5(a) shows a signal with noise, and the interference intensity of the noise is very high. After calculation, the signal-to-noise ratio of the signal to the noise
is 1.121 dB. Therefore, the weak signal of the original communication is very unclear and is submerged by the noise in a large range. Figure 5(b) shows the time-domain waveform of the method of reference [7]. Although the algorithm can cancel the output signal, the output signal-to-noise ratio is greatly reduced to 0.544 dB. It can be seen that this method is immune to noise and low-power communication signals of the Internet of Things, resulting in signal distortion. It cannot reduce noise or enhance the signal alone. Figure 5(c) shows the second stage output of the method in this paper. The signal-to-noise ratio of the signal is increased to about 10 times of the original signal, and its value is about 13.465 dB, which greatly enhances the low-power communication signal of the Internet of Things. At the same time, the noise is well suppressed and removed.

4.2.2. Signal Enhancement Time. The experiment further analyzes the time cost of low-power communication signal enhancement of the Internet of Things by the method in this paper, the method in reference [7], and the method in reference [8]. The results are shown in Table 1.

By analyzing the experimental data in Table 1, it can be seen that the time cost of IoT low-power communication signal enhancement has changed with the number of IOT low-power communication signals enhanced by the methods in this paper, reference [7], and reference [8]. Among them, the time cost of low-power communication signal enhancement of the Internet of Things in this method is low and always less than 2.6 s. The time cost of low-power communication signal enhancement of the Internet of Things in reference [7] method is low in the early stage, but with the increase of the number, the iteration time continues to increase. The time cost of low-power communication signal enhancement of the Internet of Things in reference [8] method is always higher than the first two methods. It can be seen that this method has shorter enhancement time and certain work efficiency.

4.2.3. Signal Enhancement Effect. In the experiment, firstly, the bit error rate after weak signal enhancement in wireless communication network under electromagnetic interference environment is analyzed, and the bit error rate after signal enhancement using this method, reference [5], method, and reference [6] method is compared. The results are shown in Figure 6.

| Number of signals/piece | Paper method | Reference [7] method | Reference [8] method |
|-------------------------|--------------|-----------------------|----------------------|
| 1000                    | 0.2          | 9.2                   | 6.9                  |
| 1500                    | 0.8          | 16.2                  | 15.2                 |
| 2000                    | 0.9          | 19.9                  | 19.5                 |
| 2500                    | 1.2          | 22.6                  | 23.1                 |
| 3000                    | 1.8          | 26.9                  | 28.6                 |
| 3500                    | 2.0          | 32.1                  | 33.0                 |
| 4000                    | 2.2          | 38.9                  | 38.6                 |
| 4500                    | 2.3          | 42.9                  | 40.8                 |
| 5000                    | 2.6          | 46.8                  | 45.9                 |
By analyzing the experimental results in Figure 6, it can be seen that there are some differences in the bit error rate after signal enhancement using the methods in this paper, reference [7], and reference [8]. Among them, the bit error rate of this method after signal enhancement is lower than that of reference [8] and reference [7], and the fluctuation trend of its curve is small, the lowest is about 1%, while the experimental curve of bit error rate of the other two methods after signal enhancement fluctuates greatly and is always higher than that of this method, so it can be seen that the bit error rate of this method is lower. This is because this method takes into account the interference of electromagnetic wave during signal enhancement in communication, calculates the autocorrelation function between random signals, maintains the stability of the signal through the average of sample sequence time, adjusts the frequency offset and initial phase through low-pass filter by amplitude modulation coefficient, and estimates the amplitude of weak signal and the interference degree of signal by maximum likelihood. The signal enhancement is realized.

4.2.4. Signal to Noise Ratio. For the reference [7] method with good effectiveness and accuracy, the weak signal enhanced by this method has better effectiveness, lower distortion, and stronger noise reduction ability.

After the method in reference [7] is coherently averaged $N$ times, the optimization degree of its signal-to-noise ratio will be increased by $\sqrt{N}$ times. This method cannot only idealize the noise reduction of the environmental background but also improve the optimization progress of signal-to-noise ratio, highlight the available signals, and enhance them adaptively. Figure 7 shows the trend change of signal-to-noise ratio in the enhancement stage, of which $N = 150$, $\mu = 5e^{-6}$.

According to the analysis of Figure 7, the signal-to-noise ratio is different under different methods. When the signal is sampled 10 times, the signal-to-noise ratio of the method in reference [7] is 2 dB, the signal-to-noise ratio of the method in reference [8] is 1 dB, and the signal-to-noise ratio of the method in this paper is 11 dB. When the signal is sampled
50 times, the signal-to-noise ratio of reference [7] method is 10 dB, the signal-to-noise ratio of reference [8] method is 2 dB, and the signal-to-noise ratio of this method is 18 dB. It can be seen from the above figure that the signal-to-noise ratio of this method continues to grow, and its curve trend has been higher than the other two traditional methods, indicating that this method has very significant advantages.

4.2.5. Signal Enhancement Stability Test. After the signal is enhanced, the signal gain coefficient can reflect the enhancement effect of the signal enhancement method. Set the gain coefficient of the signal as $\alpha$ and the optimal gain interval as $[0,1]$. The higher the test result of the signal gain coefficient in this interval, the better the enhancement effect of the signal, and vice versa. The methods proposed in this paper, reference [6], and reference [7] are used for signal enhancement, and the signal gain coefficients of the three methods are tested. The test results are shown in Figure 8.

As can be seen from Figure 8, the increase in the number of signals will reduce the gain coefficient after signal enhancement. It can be seen from the analysis of Figure 5 that the method proposed in this paper will reduce the test results with the increase of signals, but when the number of signals increases to a certain range, the method proposed in this paper can stabilize the test results within a certain coefficient. The test results of reference [7] method and reference [8] method are similar at the initial stage of the test, but with the progress of the test, the gap between them continues to widen. Finally, the test results of reference [7] method are much higher than those of reference [8]. It can be seen that the gain coefficient measured by the method proposed in this paper is high after signal enhancement, which shows that the enhancement effect of this method is good.

5. Conclusion

This paper designs a low-power communication signal enhancement method for the Internet of Things based on nonlocal mean denoising. Preprocess the low-power communication signal noise of the Internet of Things through the deep residual network, realize the noise reduction signal feature recognition of the low-power communication signal of the Internet of Things according to the two classification recognition method, calculate the weight value between similar blocks according to the Euclidean distance method, and enhance the low-power communication signal of the Internet of Things through the nonlocal mean denoising method. The experimental results show that the communication signal enhancement time overhead of this method is low, always less than 2.6 s, the lowest bit error rate after signal enhancement is about 1%, and the highest signal-to-noise ratio is 18 dB, which shows that this method has very significant advantages in signal enhancement.
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