Low-Complexity Channel Estimation for Massive MIMO Systems With Decentralized Baseband Processing
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Abstract—The traditional centralized baseband processing architecture is faced with the bottlenecks of high computation complexity and excessive fronthaul communication, especially when the number of antennas at the base station (BS) is large. To cope with these two challenges, the decentralized baseband processing (DBP) architecture has been proposed, where the BS antennas are partitioned into multiple clusters and each is connected to a local baseband unit (BBU). In this paper, we are interested in the low-complexity distributed channel estimation (CE) method under such DBP architecture, which is rarely studied in the literature. The aim is to devise distributed CE algorithms that can perform as well as the centralized scheme but with a small inter-BBU communication cost. Specifically, based on the low-complexity diagonal minimum mean square error channel estimator, we propose two distributed CE algorithms, namely the aggregate-then-estimate algorithm and the estimate-then-aggregate algorithm. In contrast to the existing distributed CE algorithm which requires iterative information exchanges among the nodes, our algorithms only require one roundtrip communication among BBUs. Extensive experiment results are presented to demonstrate the advantages of the proposed distributed CE algorithms in terms of estimation accuracy, inter-BBU communication cost and computation complexity.

Index Terms—Massive MIMO, decentralized baseband processing, channel estimation.

I. INTRODUCTION

MASSIVE multiple-input multiple-output (MIMO) is an important enabling technique to support the functionalities of 5G and future wireless communication systems [2]. By deploying a few hundred antennas at the base station (BS), massive MIMO promises to serve multiple mobile users on the same resource block concurrently [3]. To fully excavate the potentials of massive MIMO systems, advanced signal processing techniques, such as precoding and equalization, are developed to exploit the unprecedented spatial degrees of freedom [4], [5]. However, such algorithm designs rely on the acquisition of accurate channel state information (CSI) of the users, which in practice is estimated via pilot sequence [6], [7].

Channel estimation (CE) algorithms for massive MIMO systems have been studied extensively, especially the minimum mean square error (MMSE) estimator [8], [9], [10], [11]. However, despite the high estimation accuracy of the MMSE estimator, it is cursed by both the large storage requirement and the high computation complexity. Specifically, the MMSE estimator relies on the knowledge of the covariance matrix of the channel whose size is quadratic with the number of antennas; also, the MMSE estimator involves large-dimension matrix inversion whose computation complexity is cubic in the number of antennas. To reduce both the storage requirement and the computation complexity, [12] presented a diagonal MMSE (DMMSE) channel estimator which estimates each channel entry individually by assuming a diagonal channel correlation matrix. The DMMSE estimator has a linear complexity with the number of antennas. Besides, various recent works investigated to exploit the channel sparsity in the angle and delay domains for improving estimation performance while reducing complexity [13], [14], [15], [16], [17]. For example, [14] proposed an efficient CE algorithm by utilizing the angle-domain sparsity of the millimeter-wave massive MIMO systems, while the sparsity in both the angle and delay domains were exploited in [15]. However, most of the existing CE algorithms are implemented centrally, which requires to pool the signals.
Forcing precoding and Wiener filter precoding algorithms were proposed in the two works, respectively. Recently, considering an extremely large-scale MIMO system, [30] studied the decentralized equalization problem under the spatially non-stationary channel model. While most of the existing works considered the star or daisy-chain topologies, [31] investigated the decentralized equalization in a ring topology under the DBP architecture.

It is worthwhile to emphasize that all the above works do not consider the distributed CE problem. Surprisingly, there are relatively few works about distributed CE schemes. To the best of our knowledge, paper [21] is the only work in the literature that studied the distributed CE problem. In particular, [21] assumed that the antennas are deployed in a uniform planar array, and each antenna is equipped with a BBU which can only communicate with its neighbors. Under this setting, an iterative distributed CE algorithm was proposed. However, the method in [21] suffers the following drawbacks. First, the iterative procedure causes processing delay, and the inter-BBU communication and computation costs increase with the number of iterations. Second, in each iteration, the BBUs require to exchange the full-dimension antenna-domain channel estimates, which brings a high inter-BBU communication cost. Third, the channel sparsities in the angle and delay domains were not fully exploited.

B. Contributions

In this paper, we are interested in the distributed CE algorithm design for the massive MIMO systems under the DBP architecture, as shown in Fig. 1. Our interest lies in the development of a novel distributed CE framework under the DBP architecture that can perform as well as the centralized scheme while maintaining low inter-BBU communication and computation costs. To this end, we first consider the low-complexity DMMSE estimator. Intriguingly, there exist several distinctions between the DMMSE estimator and the conventional MMSE estimator, and they have never been discussed in the literature. For example, unlike the MMSE estimator which is equivalent when being applied in the angle-and-frequency domain and in the antenna-and-frequency domain, we show that the DMMSE estimator is preferable in the angle-and-delay domain since it can achieve a lower MSE performance. Inspired by this insight, we propose two efficient distributed CE algorithms, namely, the aggregate-then-estimate (AGE) and estimate-then-aggregate (EAG) based algorithms, both of which operate in the angle-and-delay domain.

A. Related Works

Various distributed/decentralized SP algorithms for the DBP based massive MIMO systems have been investigated in recent years [18], [19], [20], [21], [22], [23], [24], [25], [26], [27], [28], [29], [30], [31]. For example, the works [19], [20], [26] investigated the uplink equalization problem based on the iterative approximate message passing algorithm. [24], [25] proposed a flexible decentralized architecture which could adjust the number of connections from the decentralized unit to the centralized unit to realize the tradeoff between the system performance and complexity. The works [28], [29] studied the decentralized precoding algorithms under the DBP the architecture in the downlink. In particular, to reduce the inter-BBU communication cost, the fully decentralized approximate zero-forcing precoding and Wiener filter precoding algorithms were considered the star or daisy-chain topologies, [31] investigated the decentralized equalization in a ring topology under the DBP architecture.

• Novel MSE analyses: We first prove that, for the DMMSE, estimating the channel coefficients in the angle-and-delay domain achieves a lower MSE than that in the
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Fig. 1. Illustrations of the DBP architecture: (a) star network topology and (b) daisy-chain network topology.

---

received by the antennas in a central baseband processor (CBP). With the increasing number of antennas, traditional centralized algorithms are faced with the following challenges: 1) a large fronthaul communication cost between the antennas and baseband processor, and 2) high computation cost due to large-scale signal processing tasks.

Since the above two issues demand a powerful (and expensive) CBP unit, which may no longer be affordable when the antenna size is large, the decentralized baseband processing (DBP) architecture has been proposed recently [18]. In the DBP architecture, the antennas are divided into several antenna clusters, and each cluster is equipped with an independent (and cheaper) baseband processing unit (BBU) (see Fig. 1). A naive strategy under the DBP architecture is to let each BBU perform CE based on its locally received signal. However, such a fully decentralized scheme would suffer significant performance loss since it neglects the correlation between clusters. Therefore, the idea of the DBP architecture is to leverage advanced distributed signal processing (SP) techniques to achieve a promising CE performance while having low inter-BBU communication cost and BBU computation complexity.

A. Related Works

Various distributed/decentralized SP algorithms for the DBP based massive MIMO systems have been investigated in recent years [18], [19], [20], [21], [22], [23], [24], [25], [26], [27], [28], [29], [30], [31]. For example, the works [19], [20], [26] investigated the uplink equalization problem based on the iterative approximate message passing algorithm. [24], [25] proposed a flexible decentralized architecture which could adjust the number of connections from the decentralized unit to the centralized unit to realize the tradeoff between the system performance and complexity. The works [28], [29] studied the decentralized precoding algorithms under the DBP the architecture in the downlink. In particular, to reduce the inter-BBU communication cost, the fully decentralized approximate zero-forcing precoding and Wiener filter precoding algorithms were
antenna-and-frequency domain. This is particularly true when the channel is sparse in the angle domain, and sparse and dispersive in the delay domain. Secondly, we show that the fully decentralized DMMSE scheme suffers performance loss compared to the centralized one, and the loss increases with the number of clusters. This result suggests the urgent need of developing efficient distributed CE algorithms under the DBP architecture.

- **Efficient distributed CE framework:** We propose a novel distributed CE framework based on two different strategies – first aggregating information from local nodes followed by estimating the channel, or first estimating the channels at local nodes followed by aggregating the estimates. These two strategies lead to two novel distributed CE algorithms, namely, the AGE-based and EAG-based algorithms. In particular, by exploiting the decomposable structure of the centralized scheme, the AGE-based algorithm only requires one round-trip of information exchange between BBUs. Meanwhile, the channel sparsity in the delay domain is exploited so that only significant coefficients are selected to be exchanged between BBUs. In the EAG-based algorithm, each BBU first estimates its local CSI in the angle-and-delay domain and then sends them for aggregation and refined estimation. Since both the angle- and delay-domain sparsities are exploited, the EAG-based algorithm can achieve a similar performance as the AGE-based algorithm but with an even smaller inter-BBU communication cost. As a tradeoff, the computation complexity of the EAG-based algorithm is slightly higher than the AGE-based algorithm due to the refined estimation at the aggregation node. Both algorithms are shown to perform well in both the star network and the daisy-chain network.

Extensive numerical results are presented to validate the efficacy of the proposed algorithms, including MSE, inter-BBU communication cost, and computation complexity. Specifically, the overall computation complexities of both algorithms are far smaller than that of the centralized scheme, and the computation loads are evenly distributed among all BBUs. Besides, the proposed algorithms can achieve a comparable MSE performance as the centralized scheme with significantly reduced inter-BBU communication costs in both low and high signal-to-noise ratio (SNR) regimes.

**Synopsis:** Section II introduces the massive MIMO systems with the DBP architecture and formulates the distributed CE problem. The centralized and fully decentralized baselines are reviewed in Section III. Section IV presents the proposed AGE and EAG-based distributed CE algorithms. The communication costs and computation complexities of the proposed algorithms are summarized in Section V. Section VI evaluates the performances of the proposed algorithms by numerical simulations. Finally, the conclusion is drawn in Section VII.

**Notations:** Column vectors and matrices are denoted by boldfaced lowercase and uppercase letters, e.g., \( \mathbf{x} \) and \( \mathbf{X} \); \( \mathbb{R}^{n \times n} \) and \( \mathbb{C}^{n \times n} \) stand for the sets of \( n \)-dimensional real and complex matrices, respectively. \([X]_j\) and \([X]_{i,j}\) signify the \( j \)-th column and \((i,j)\)-th entry of \( X \), respectively. The superscripts \((\cdot)^T\), \((\cdot)^H\) and \((\cdot)^*\) describe the transpose, Hermitian, and conjugate operations, respectively. \( \text{Tr}(X) \) represents the trace of \( X \). \( \text{diag}(X) \) returns a diagonal matrix by setting the off-diagonal entries of \( X \) as zero. \( ||x||_2 \) and \( ||X||_F \) denote the Euclidean norm and Frobenius norm of vector \( x \) and matrix \( X \), respectively. The matrix vectorization operation is signified by \( \mathbf{x} = \text{vec}(X) \), which arranges the columns of \( X \) to get a vector. \( \mathbb{E}\{\cdot\} \) represents the statistical expectation operation. \( \otimes \) and \( \odot \) denote the Kronecker product and Hadamard (element-wise) product, respectively.

**II. SYSTEM MODEL AND PROBLEM DESCRIPTION**

**A. DBP Architecture**

Consider a massive MIMO system where a multi-antenna BS equipped with a uniform linear or planar antenna array communicates with a single-antenna user. The BS possesses a DBP architecture which consists of multiple BBUs. The antennas are divided into multiple non-overlapping antenna clusters, and each antenna cluster connects to a dedicated BBU to handle its received signal. Each antenna cluster and its BBU are viewed as a local node. Based on the way of information exchange, we consider two different distributed architectures, i.e., the star network and daisy-chain network, as shown in Fig. 1. In the star network, there exists a central node, and the other nodes can only communicate with the central/aggregation node. While, in the daisy-chain network, each local node can only communicate with its neighbors.

**B. Signal Model and CE Problem**

In this work, we focus on the uplink CE, where the user transmits predefined pilot signals over \( N_C \) subcarriers to the BS equipped with \( N_R \) antennas. Without loss of generality, we assume that each antenna cluster consists of \( N_r \) antennas and \( N_c = \frac{M}{M} \), where \( M \) is the number of clusters. For simplicity, we assume that the pilot matrix is identity. Then, the received antenna-and-frequency-domain signal at the \( m \)-th node is given by

\[
\mathbf{Y}_m = \mathbf{H}_m + \mathbf{W}_m, \quad m \in \mathcal{M},
\]

where \( \mathcal{M} \triangleq \{1, ..., M\} \), \( \mathbf{H}_m \in \mathbb{C}^{N_r \times N_c} \) and \( \mathbf{W}_m \) are the antenna-and-frequency-domain channel and noise at node \( m \), respectively. We assume that each column of \( \mathbf{W}_m \) follows \( \mathcal{CN}(0, \sigma^2 \mathbf{I}_{N_c}) \) and is independent with other columns.

In this paper, the idea of CE is to suppress or remove \( \mathbf{W}_m \) from the received signal \( \mathbf{Y}_m \) to recover \( \mathbf{H}_m \) which can be used for further SP algorithms designs in massive MIMO systems, e.g., the uplink data detection. Under the DBP architecture, the CE can be implemented in a fully decentralized way where each antenna cluster estimates its local channel solely with its received signal. Also, the CE can be carried out in a centralized way by pooling all the information of antenna clusters and estimating the entire channel in the central node. Then the corresponding channel is feedback to the local nodes. In the next section, we first review the centralized and fully decentralized CE schemes as the two benchmark methods. Then, we propose two novel distributed CE algorithms in Section IV. For ease of
table of main notations

| Symbols | Definitions |
|---------|-------------|
| $N, N_C, M$ | Numbers of the antennas, subcarriers, and clusters |
| $Y, H, W$ | Antenna-and-frequency-domain received signal, channel and noise matrix |
| $y, h, w$ | Angle-and-delay-domain received signal, channel and noise matrix |
| $Y, H, W$ | Vectorizations of $Y, H, W$ |
| $U, \mathcal{U}$ | Antenna-and-frequency-domain, and angle-and-delay domain MMSE estimator |
| $S, \mathcal{S}$ | Antenna-and-frequency domain, and angle-and-delay domain DMSE estimator |
| $R, R_h$ | Channel covariance matrix of $h$ and $h$ |
| $H, H$ | Power profile of $H$ and $H$ |
| $D, D_m$ | Hard windowing matrix of the $m$-th antenna cluster |
| $\hat{Y}_m, \hat{Y}_m^{(i)}$ | Large-value part and small-value part of local antenna-and-delay domain signal after hard windowing at the $m$-th antenna cluster in the AGE algorithm |
| $\hat{G}, \hat{G}_m$ | Antenna-and-frequency domain, and angle-and-delay domain centralized estimate in the AGE algorithm |
| $\hat{G}_m, \hat{G}_m^{(i)}$ | Large-value part and small-value part of local antenna-and-delay domain estimate after hard windowing at the $m$-th antenna cluster in the EAG algorithm |
| $\hat{B}$ | Angle-and-delay domain centralized estimate in the EAG algorithm |

III. CENTRALIZED AND FULLY DECENTRALIZED SCHEMES

A. Centralized CE Algorithms

For centralized CE, the central node collects the antenna-and-frequency-domain signals $Y_m, m \in \mathcal{M}$, from all local nodes. By stacking $Y_m$s together, the received signal at the central node can be written as

$$Y = H + W \in \mathbb{C}^{N_R \times N_C},$$

where $Y = [Y_1^H, Y_2^H, \ldots, Y_M^H]^H$, $H = [H_1^H, H_2^H, \ldots, H_M^H]^H$, and $W = [W_1^H, W_2^H, \ldots, W_M^H]^H$. Note that the channel matrix can also be represented by

$$H = F_{N_R} H F_{N_C}^H,$$

where $H$ is the angle-and-delay-domain channel matrix, $F_{N_R}$ and $F_{N_C}$ are the discrete Fourier transformation (DFT) matrices of dimension $N_R \times N_R$ and $N_C \times N_C$, respectively.

In the literature, there are several CE methods for (2), including the classical MMSE-based methods [8], [12] and the compressed sensing (CS) based CE methods [32],[33]. For ease of the development of the distributed framework for CE under the DBP architecture, we focus on the MMSE-based methods. Below, let us revive the MMSE-based CE algorithms, i.e., the full MMSE algorithm, and the DMSE algorithm.

1) Full MMSE algorithm [8]: By the MMSE criterion, the antenna-and-frequency-domain channel is estimated by solving

$$\min_U \mathbb{E} \{ ||Uy - h||_2^2 \}.$$

Then the antenna-and-frequency-domain channel estimate can be written as

$$\hat{h} = \text{diag}(R_h) \text{diag}^{-1}(R_h + \sigma_w^2 I_{N_R N_C}) y.$$
windowing operation on the received signal, and the channel estimate can be written as
\[
\hat{\mathbf{H}} = \mathbf{S} \odot \mathbf{Y},
\]
where the \((i, j)\)-th entry of \(\mathbf{S}\) is given by
\[
[S]_{i,j} = \frac{[\mathbf{R}_H]_{i,j}}{[\mathbf{R}_H]_{i,j} + \sigma_w^2}, \quad i \in \mathcal{N}_R, j \in \mathcal{N}_C,
\]
where \(\mathbf{R}_H \triangleq \mathbb{E} \{\mathbf{H} \odot \mathbf{H}^*\} \in \mathbb{R}^{N_R \times N_C}\) is the power profile of \(\mathbf{H}\), \(\mathcal{N}_R \triangleq \{1, 2, \ldots, N_R\}\) and \(\mathcal{N}_C \triangleq \{1, 2, \ldots, N_C\}\). The associated MSE is given by [12]
\[
\text{MSE}^{af} = \sum_{i=1}^{N_R} \sum_{j=1}^{N_C} [\mathbf{R}_H]_{i,j} \sigma_w^2.
\]

Similarly, the angle-and-delay domain channel is given by
\[
\hat{\mathbf{H}} = \mathbf{S} \odot \mathbf{Y},
\]
where \(\mathbf{S} \in \mathbb{C}^{N_R \times N_C}\), and the \((i, j)\)-th entry is given by
\[
[S]_{i,j} = \frac{[\mathbf{R}_C]_{i,j}}{[\mathbf{R}_C]_{i,j} + \sigma_w^2}, \quad i \in \mathcal{N}_R, j \in \mathcal{N}_C,
\]
where \(\mathbf{R}_C \triangleq \mathbb{E} \{\mathbf{H} \odot \mathbf{H}^*\} \in \mathbb{R}^{N_R \times N_C}\) is the power profile of \(\mathcal{H}\). Then, the associated MSE is given by
\[
\text{MSE}^c = \sum_{i=1}^{N_R} \sum_{j=1}^{N_C} [\mathbf{R}_C]_{i,j} \sigma_w^2.
\]

It is intriguing to note that, different from the full MMSE algorithm, estimating \(\hat{\mathbf{H}}\) is not equivalent to estimating \(\mathbf{H}\) for the DMMSE algorithm. The reason is two-fold. First, (14) and (17) are not linearly related. Second, the power profiles of the angle-and-delay-domain channel and the antenna-and-frequency-domain channel, i.e., \(\mathbf{R}_C\) and \(\mathbf{R}_H\), are dramatically distinct. In Fig. 2, we compare the normalized \(\mathbf{R}_H\) and \(\mathbf{R}_C\), where the channel was generated by the “3GPP-38.901-UMa-NLOS” model in QuickRiga with \(N_R = 128\), \(N_C = 256\) and bandwidth equals to 15MHz [34]. One can see that most of the channel power concentrates in a limited number of significant angles and paths only, because the channel is sparse in the angle domain and sparse and dispersive in the delay domain due to a limited number of scatters in practical wireless environments. Based on the above observations, we make the following assumption:

**Assumption 1** The power profiles of \(\mathcal{H}\) and \(\mathbf{H}\), i.e., \(\mathbf{R}_C\) and \(\mathbf{R}_H\), satisfy that
\[
\max_{i \in \mathcal{N}_R, j \in \mathcal{N}_C} [\mathbf{R}_H]_{i,j} \geq \max_{i \in \mathcal{N}_R, j \in \mathcal{N}_C} [\mathbf{R}_C]_{i,j}, \quad (20a)
\]
\[
\min_{i \in \mathcal{N}_R, j \in \mathcal{N}_C} [\mathbf{R}_H]_{i,j} \leq \min_{i \in \mathcal{N}_R, j \in \mathcal{N}_C} [\mathbf{R}_C]_{i,j}. \quad (20b)
\]

Then, we have the following theorem.

**Theorem 1** Suppose Assumption 1 hold. For the DMMSE algorithm, we have
\[
\text{MSE}^c \leq \text{MSE}^{af}.
\]

**Proof:** The proof is relegated to Appendix A.

From the proof of Theorem 1, one can see that \(\text{MSE}^c\) can be strictly smaller than \(\text{MSE}^{af}\) if at least one of (20a) and (20b) holds with strict inequality. Actually, our numerical results show that (20a) and (20b) always hold with strict inequality and thus \(\text{MSE}^c\) is strictly smaller than \(\text{MSE}^{af}\).

The computation complexity order of the DMMSE is \(O(N_R N_C)\) and also the required storage is only linear with the number of antennas. Considering these advantages of the DMMSE algorithms, we take it as the baseline, and study decentralized/distributed CE algorithms based on it. In the next subsection, let us first consider the naive fully decentralized scheme.

**B. Fully Decentralized CE Algorithm**

In the fully decentralized (FD) scheme, the \(m\)-th node estimates its own channel by solely using the locally received signal \(\mathbf{Y}_m \in \mathbb{C}^{N_r \times N_c}\), without exchanging any information with other nodes. Following the same idea as that in the centralized DMMSE algorithm, the channel estimate of each antenna cluster by the FD-DMMSE algorithm is given by
\[
\hat{\mathbf{H}}_m = \mathbf{S}_m \odot \mathbf{Y}_m, \quad m \in \mathcal{M}, \mathbf{Y}_m \in \mathbb{C}^{N_r \times N_c}, \quad \mathbf{S}_m \in \mathbb{C}^{N_r \times N_c},
\]
where \(\mathbf{Y}_m = \mathbf{F}_m^H \mathbf{Y}_m \mathbf{F}_m^H\) is the received angle-and-delay-domain signal of cluster \(m\), \(\mathbf{S}_m \in \mathbb{C}^{N_r \times N_c}\) is given by
\[
[S]_{i,j} = \min_{\mathbf{H}_m \in \mathbb{C}^{N_r \times N_c}} c[i,j], \quad m \in \mathcal{M}, i \in \mathcal{N}_r, j \in \mathcal{N}_c.
\]

Here, \(\mathbf{H}_m = \mathbf{F}_m^H \mathbf{H}_m \mathbf{F}_m^H\) is the local angle-and-delay-domain channel of cluster \(m\), \(\mathbf{R}_m \triangleq \mathbb{E} \{\mathbf{H}_m \odot \mathbf{H}_m^*\}\) signifies the...
The maximum (minimal) value of \( R \) nas which not only makes and

Assumption 2: The power profiles of \( H \) and \( H_m \), i.e., \( R_H \) and \( R_{H_m} \), satisfy that

\[
\max_{i \in N, j \in \mathcal{N}_c} [R_H]_{i,j} \geq \max_{i \in N, j \in \mathcal{N}_c} [R_{H_m}]_{i,j}, \quad \forall m \in \mathcal{M},
\]

(25a)

\[
\min_{i \in N, j \in \mathcal{N}_c} [R_H]_{i,j} \leq \min_{i \in N, j \in \mathcal{N}_c} [R_{H_m}]_{i,j}, \quad \forall m \in \mathcal{M}.
\]

(25b)

Then, we have the following corollary.

Theorem 2: Suppose Assumption 2 hold. For any \( 2 \leq M \leq N_R \), it is always true that

\[
\text{MSE}^c \leq \text{MSE}^{FD}.
\]

Proof: The proof of Theorem 2 follows the same idea as that in the proof of Theorem 1 by using Assumption 2.
node and aggregated with the information from the other nodes for centralized CE, and the remaining part with smaller power values is used for local CE. By this, one can realize flexible tradeoff between estimation accuracy, computation complexity and inter-BBU communication cost.

1) Processing at local nodes: Let us illustrate the scheme by considering the star network. To exploit the delay-domain sparsity, we apply a local windowing matrix $D_m \in \mathbb{R}^{N_r \times N_C}$ to $Y_m F_m^{H}$, that is,

$$\bar{Y}_m = D_m \odot Y_m F_m^{H} \in \mathbb{C}^{N_r \times N_C}, \quad m \in \mathcal{M},$$

where $[D_m]_{i,j} \in \{0,1\}, i \in N_R, j \in N_C$ are used to select prominent elements in $Y_m F_m^{H}$. In particular, the $j$-th column of $D_m$, i.e., $[D_m]_j$, is determined by

$$[D_m]_{i,j} = \begin{cases} 1, & \text{if } ||[Y_m F_m^{H}]_j||^2 \geq \eta N_r \sigma_w^2, \\ 0, & \text{otherwise}, \end{cases}$$

where $\eta$ is a threshold parameter to control the sparsity of $D_m$. In particular, a larger $\eta$ results in a sparser $D_m$.

Remark 1 Comparing to the element-by-element windowing, the advantages of the column-wise windowing are two-fold. First, in the massive MIMO system, the channel is spatially stationary and the delay-domain properties of the channel for all the antennas in a cluster are approximately the same and thus the antenna-delay-domain channel matrix is column-wise sparse [17], [35]. Second, for the column-wise sparse signal, local nodes only need to upload the values and corresponding indices of the non-zero columns, and therefore the inter-BBU communication costs can be reduced.

By hard windowing, the antenna-delay domain signal, $Y_m F_m^{H}$, at node $m$ is divided into two parts. One is given by (29), and the other part, $\bar{Y}_m^{(l)}$, is given by

$$\bar{Y}_m^{(l)} = Y_m F_m^{H} \in \mathbb{C}^{N_r \times N_C}, \quad m \in \mathcal{M}. \tag{31}$$

The local node $m$ can use $\bar{Y}_m^{(l)}$ to obtain a local DMMSE estimate in the antenna-delay domain, which we denote as $\hat{G}_m^{(l)} \in \mathbb{C}^{N_r \times N_C}$. We also denote $\mathcal{I}_m^{(l)}$ as the index set of the non-zero columns of $\hat{G}_m^{(l)}$.

2) Processing at central node: The windowed signal $\bar{Y}_m's$ are sent to the central node, and the aggregated angle-delay domain signal is given by

$$\bar{Y} = \sum_{m=1}^{M} F_m^{H} \odot \bar{Y}_m \tag{32a},$$

$$= F_m^{H} \bar{Y} \tag{32b}$$

$$= F_{N_R}^{H} (\bar{H} + \bar{W}) \tag{32c}$$

$$\triangleq \bar{H}_f + \bar{W} \in \mathbb{C}^{N_r \times N_C}, \tag{32d}$$

where $\bar{Y} = [\bar{Y}_1, ..., \bar{Y}_M]^{H}$, $\bar{H} = [\bar{H}_1^{H}, ..., \bar{H}_M^{H}]^{H}$, $\bar{W} = [\bar{W}_1^{H}, ..., \bar{W}_M^{H}]^{H}$, $H_m = D_m \odot \bar{Y}_m$, and $W_m = D_m \odot \bar{W}_m, \forall m \in \mathcal{M}$. Each column of $\bar{W}$ is independent with other columns, and its $j$-th column follows $\mathcal{CN}(0, \lambda_j I_{N_r})$, where $\lambda_j = \frac{N_r}{\eta} \sigma_w^2$. Here, $\lambda$ denotes the number of clusters that upload nonzero $[\bar{Y}_m]_j, \forall m \in \mathcal{M}$.

Then, by following (28), the central node estimates the overall angle-and-delay domain channel based on $\bar{Y}$. Specifically, denote $\mathcal{I}$ as the index set of the non-zero columns of $\bar{Y}$. The $j$-th column of the centralized channel estimate is given by

$$[\hat{G}_j] = [\hat{S}]_j \odot [\bar{Y}]_j, \quad \forall j \in \mathcal{I}, \tag{33}$$

where $[\hat{S}]_j = [\hat{R}_S]_j \odot \hat{C}$ and $\hat{R}_S = \text{E} [H \odot H^{*}]$. While, for $j \notin \mathcal{I}$, $[\hat{G}]_{j,i} = 0$. The corresponding MSE of estimating $[\hat{G}]_j$ is given by

$$\text{MSE}^{\text{AGE}}_{j} = \sum_{i=1}^{N_R} |[\hat{R}_S]_{j,i} \alpha_j|, \quad \forall j \in \mathcal{I}. \tag{34}$$

Due to the oversampling on $\bar{Y}_m$ by $F_m^{H}, \forall m \in \mathcal{M}$, in (32a), one can conclude that $\text{MSE}^{\text{AGE}}_{j}$ is no larger than that incurred by the FD scheme as per Theorem 2.

The angle-and-delay-domain channel $\bar{G}$ should be sent back to the local nodes. To reduce the inter-BBU communication cost, we transform $\bar{G}$ to its antenna-and-delay domain by

$$\bar{G} = F_{N_R} \hat{G} = [\bar{G}_1^{H}, \bar{G}_2^{H}, ..., \bar{G}_M^{H}]^{H} \in \mathbb{C}^{N_r \times N_C}. \tag{35}$$

Then, the antenna-and-delay-domain channel estimate $\hat{G}_m \in \mathbb{C}^{N_r \times N_C}, m \in \mathcal{M}$, are sent to the corresponding local nodes. Note that, by (35), the delay-domain sparsity patterns of $\hat{G}_m's$ are the same as $\hat{G}$.

3) Post-processing at local nodes: Note that different local nodes may upload different columns (paths) of $Y_m F_m^{H}$ to the central node. Consequently, the non-zero columns of $\hat{G}_m$ and $\hat{G}_m^{(l)}$ may be partially overlapped, which indicates that $\mathcal{I} \cap \mathcal{I}_m^{(l)} \neq \emptyset$. To fully utilize all the information, node $m$ can determine the $j$-th column of the antenna-and-delay-domain channel estimate by

$$[\tilde{A}_m]_j = \begin{cases} [\hat{G}_m]_j, & \forall j \in \mathcal{I}_m, \\
[\hat{G}_m^{(l)}]_j, & \forall j \in \mathcal{I}_m^{(l)}, \\
(1-\alpha) [\hat{G}_m]_j + \alpha [\hat{G}_m]_j, & \forall j \in \mathcal{I}_m \setminus \mathcal{I}_m^{(l)}, \end{cases} \tag{36}, \quad 0 \leq \alpha \leq 1$$

where $\mathcal{I}_m = \mathcal{I} \setminus \mathcal{I}_m^{(l)}, \mathcal{I}_m^{(l)} = \mathcal{I}_m^{(l)} \setminus \mathcal{I}, \forall m \in \mathcal{M}$, and $0 \leq \alpha \leq 1$ is the convex combination coefficient which can be chosen empirically.

Finally, the antenna-and-frequency-domain channel estimate of each local node is given by

$$\bar{H}_m = \tilde{A}_m F_{N_C}, \quad m \in \mathcal{M}. \tag{37}$$

The complete antenna-and-frequency-domain channel estimate is $\bar{H} = [\bar{H}_1^{H}, \bar{H}_2^{H}, ..., \bar{H}_M^{H}]^{H}$ and its corresponding MSE is given by $\text{MSE}^{\text{AGE}} = \text{E} [||\bar{H} - \bar{H}||^2]$. The details of the AGE-based algorithm are summarized in Algorithm 1.

From (36), one can see that the MSE of the AGE algorithm comes from three aspects: the first is from the central estimate $[\hat{G}_m]_j, j \in \mathcal{I}_m$, the second is for locally estimating $[\hat{G}_m]_j, j \in \mathcal{I}_m^{(l)}$, and the last is their combination $\alpha [\hat{G}_m]_j + (1-\alpha) [\hat{G}_m]_j, j \in \mathcal{I} \setminus \mathcal{I}_m^{(l)}$. The MSE of AGE-based algorithm is given in the following proposition.

**Proposition 1** The MSE of the AGE-based distributed CE algorithm satisfies
Algorithm 1 AGE-based algorithm for distributed CE

**Input:** Received antenna-and-frequency-domain signal \( Y \), noise power \( \sigma_r^2 \), number of clusters \( M \), and threshold parameter \( \eta \).

1. **Processing at local nodes:**
   1. Each node computes the hard-windowed signal by (29).
   2. Node \( m \), \( \forall m \in \mathcal{M} \), uses \( Y_{m}^{(i)} \) to estimate \( \mathbf{G}_{m}^{(i)} \).

2. **Processing at central node:**
   1. The central node first transforms the received antenna-delay signal to its angle-and-delay domain by oversampling and then aggregates them by (32a).
   2. The central node performs the centralized estimation by (33).
   3. The central node transforms the estimated channel to its antenna-delay domain by (35) and then sends it to the local nodes.

3. **Post-processing at local nodes:**
   1. Each node determines its antenna-delay-domain channel by (36), and obtains its antenna-and-frequency-domain channel by (37).

**Output:** The estimated local channels: \( \mathbf{H}_m, m \in \mathcal{M} \).

\[
\text{MSE}^{\text{AGE}} \leq \sum_{j \in I_m} \text{MSE}^{\text{AGE},j} + \sum_{j \in I_m} \text{MSE}^{\text{FD},j} + \sum_{j \in I_m} \left( \alpha \text{MSE}^{\text{AGE},j} + (1 - \alpha) \text{MSE}^{\text{FD},j} \right),
\]

(38)

where \( \text{MSE}^{\text{FD},j} = \sum_{m=1}^{M} \sum_{i=1}^{N_r} \mathbb{E} \left[ \mathbf{R}_{\mathcal{H}_m}^{(i)},{\mathbf{r}_j}^2 \right] \), and \( \text{MSE}^{\text{AGE}} \) is given by (34). Moreover, we have \( \text{MSE}^{\text{AGE}} \leq \text{MSE}^{\text{FD}} \).

**Proof:** The proof is relegated to Appendix C.

**Remark 2** It is interesting to see from Proposition 1 that, the AGE-based algorithm can realize flexible tradeoff between the estimation accuracy and inter-BBU communication cost by choosing different hard windowing parameter \( \eta \), and meanwhile include the centralized and FD algorithms as special cases. Specifically, by setting \( \eta = 0 \), all the local information is uploaded to the central node, and thus the AGE-based algorithm becomes the centralized algorithm. While, for a sufficiently large \( \eta \), no information is uploaded to the central node, and therefore each local node estimates its channel solely with its local received signal. Hence, the AGE-based algorithm degrades to the FD algorithm.

**Remark 3** It is worth mentioning that the AGE-based algorithm can also be directly applied to the daisy-chain network. The only difference is how the signals are exchanged among nodes. Without loss of generality, let node \( m \) be the aggregation node in both the star and daisy-chain networks. Taking the uploading phase for example, in the star network, node \( m \) uploads \( \hat{\mathbf{Y}}_{m-1} \) to the aggregation node; while, in the daisy-chain network, node \( m \) needs to first accumulate the signals from the previous nodes together with its own \( \mathbf{Y}_1^H, \mathbf{Y}_2^H, \ldots, \mathbf{Y}_{m-1}^H \) and then upload them. For ease of understanding, the detailed signal exchange processes of AGE-based algorithms in the two networks are given in Fig. 5.

**B. EAG-Based Distributed Algorithm**

In this subsection, we present the EAG-based distributed algorithm, in which both the angle and delay-domain sparsity of the local channel are exploited and thus the inter-BBU communication cost is reduced compared to the AGE-based algorithm. Let’s consider the star network.

**Fig. 5.** Illustration of the signal exchange processes of the AGE-based algorithm in (a) the star network and (b) the daisy-chain network, where “AN” denotes the aggregation node and “LN” represents a local node.
where \( \hat{\mathcal{H}} = \sum_{m=1}^{M} F_m^H F_N (D_m \circ H_m) \). Analogous to (17) and (22), the estimated channel is given by

\[
\hat{\mathcal{B}} = \hat{\mathcal{S}} \odot \hat{\mathcal{Q}},
\]

where \( \hat{\mathcal{S}}_{i,j} = \frac{R_{R,i,j}}{R_{\hat{R},i,j}} \) for \( |R_{\hat{R},i,j}| \neq 0 \), \( R_{\hat{R},i,j} = \mathbb{E}\{ \hat{\mathcal{H}} \odot \hat{\mathcal{H}}^* \} \) and \( \hat{\mathcal{Q}} = \mathbb{E}\{ \hat{\mathcal{Q}} \odot \hat{\mathcal{Q}}^* \} \). The associated MSE of estimating the \((i,j)\)-th entry is given by

\[
\text{MSE}^{\text{EAG}}_{i,j} \triangleq \mathbb{E}\left\{ |\hat{\mathcal{S}}_{i,j}|^2, |\mathcal{Q}_{i,j}|^2 - |\mathcal{H}_{i,j}|^2 \right\} = \frac{\alpha |R_{\hat{R},i,j}|^2 - 2|\hat{\mathcal{S}}_{i,j}|^2 |R_{\hat{R},i,j}|^2 |\mathcal{H}_{i,j}|^2 + |R_{\hat{R},i,j}|^4}{|\hat{\mathcal{Q}}_{i,j}|^2},
\]

(45)

where (a) is because of the assumption that \( R_{\hat{R},i,j} = R_{\hat{R}} \). Due to the oversampling on \( \hat{\mathcal{G}}_m \) by \( F_m^H \), \( \forall m \in \mathcal{M} \), in (42), one can also conclude that MSE\(^{\text{EAG}}_{i,j} \) is no larger than that incurred by the FD scheme as per Theorem 2.

Then, the central node transforms \( \hat{\mathcal{B}} \) to its antenna-and-frequency domain by

\[
\hat{\mathcal{B}} = F_N \hat{\mathcal{B}} = [\hat{\mathcal{B}}_1^H \hat{\mathcal{B}}_2^H \ldots \hat{\mathcal{B}}_M^H]^H \in \mathbb{C}^{N_r \times N_c},
\]

where \( \hat{\mathcal{B}}_m \)'s are sent to the corresponding local nodes.

3) Post-processing at local nodes: Then, \( \hat{\mathcal{B}}_m \)'s are transformed to their angle-and-delay domains by

\[
\bar{\mathcal{B}}_m = F_N \hat{\mathcal{B}}_m \in \mathbb{C}^{N_r \times N_c}, \quad \forall m \in \mathcal{M},
\]

(47)

Similar to the AGE-based algorithm, each local node determines its local angle-and-delay-domain channel estimate based on \( \bar{\mathcal{B}}_m \) and \( \hat{\mathcal{G}}_m^{(l)} \). In particular, by denoting \( \mathcal{J}_m \) the index set of the non-zero entries in \( \bar{\mathcal{B}}_m \), the \((i,j)\)-th angle-and-delay-domain channel entry of the node \( m \) is given by

\[
\tilde{\mathcal{C}}_{m,i,j} = \begin{cases} 
[\bar{\mathcal{B}}_{m,i,j}], & \text{for } (i,j) \in \mathcal{J}_m, \\
[\hat{\mathcal{G}}_m^{(l)}, \bar{\mathcal{G}}_m^{(l)}]_{i,j}, & \text{for } (i,j) \in \mathcal{J}_m^{(l)}, \\
\alpha \bar{\mathcal{B}}_{m,i,j} + (1-\alpha) \hat{\mathcal{G}}_m^{(l)}_{i,j}, & \text{otherwise},
\end{cases}
\]

(48)

where \( \mathcal{J}_m = \{(i,j) | (i,j) \in \mathcal{J}_m \setminus \mathcal{J}_m^{(l)} \}, \mathcal{J}_m^{(l)} = \{(i,j) | (i,j) \in \mathcal{J}_m \setminus \mathcal{J}_m^{(l)} \}, \forall m \in \mathcal{M} \), and \( 0 \leq \alpha \leq 1 \) can be chosen empirically.

Finally, the antenna-and-frequency domain channel estimate of each local node is given by

\[
\hat{\mathcal{H}}_m = F_N \tilde{\mathcal{C}}_m F_{N_c}, \quad \forall m \in \mathcal{M},
\]

(49)

where \( \hat{\mathcal{C}}_m \) is obtained by (48), and the complete channel estimate is \( \hat{\mathcal{H}} = [\hat{\mathcal{H}}_1^H, \hat{\mathcal{H}}_2^H, \ldots, \hat{\mathcal{H}}_M^H]^H \). The details of the EAG-based distributed CE algorithm are summarized in Algorithm 2.

The EAG-based algorithm is also applicable to the daisy-chain network.

---

**Algorithm 2 EAG-based algorithm for distributed CE**

**Input:** Received antenna-and-frequency-domain signal \( \mathbf{Y} \), noise power \( \sigma^2_w \), number of clusters \( M \), and threshold parameter \( \eta \).

1) **Processing at local nodes:**

- Each node first estimates the local channel and then obtains the hard-windowed \( \hat{\mathcal{G}}_m \) by (39).

2) **Processing at central node:**

- The central node collects \( \hat{\mathcal{G}}_m \)'s and aggregates them by (42).

3) **Central node re-estimates the channel by** (44).

4) **The central node transforms the centrally estimated channel to local angle-and-delay domain channel by** (46) and (47).

3) **Post-processing at local nodes:**

- Each node obtains its angle-and-delay-domain channel by (48).

6) **Finally, the local antenna-and-frequency-domain channel estimate is obtained by** (49).

**Output:** The estimated local channels: \( \hat{\mathcal{H}}_m, m \in \mathcal{M} \).

**Proposition 2** The MSE of the EAG-based distributed CE algorithm is upper-bounded by

\[
\text{MSE}^{\text{EAG}}_{i,j} \leq \sum_{(i,j) \in \mathcal{J}_m} \text{MSE}^{\text{EAG}}_{i,j} + \sum_{(i,j) \in \mathcal{J}_m^{(l)}} \alpha \text{MSE}^{\text{EAG}}_{i,j} + (1-\alpha) \text{MSE}^{\text{FD}}_{i,j},
\]

(50)

where \( \text{MSE}^{\text{FD}}_{i,j} \triangleq \sum_{m=1}^{M} \left| R_{\hat{R},m,i,j} \right|^2 + \frac{\sigma^2_w}{\left| R_{\hat{R},m,i,j} \right|^2} \) and MSE\(^{\text{EAG}}_{i,j} \) is given in (45). Besides, we have MSE\(^{\text{EAG}} \leq \text{MSE}^{\text{FD}}\).

**Proof:** The proof is similar to that of Proposition 1. We omit it due to the limited space.

**Remark 4** Notice that, the EAG-based algorithm can exploit both the angle- and delay-domain sparsities. Hence, it can achieve a similar performance as the AGE-based algorithm but with an even smaller inter-BBU communication cost. As a tradeoff, the computation complexity of the EAG-based algorithm is slightly higher than the AGE-based algorithm due to the refined estimation at the aggregation node.

**Remark 5** We remark that in the proposed AGE and EAG algorithms, one can replace the DMMSE estimator with other more powerful CE algorithms, such as the CS-based methods [32, 33] if the local nodes can afford more computations. It is worth noting that recent advances of unfolding techniques allow low-complexity implementations of these methods [36, 37]. Thus, it is interesting to investigate distributed CE algorithms by considering these methods for improved CE performance.

---

**V. COMMUNICATION AND COMPLEXITY ANALYSIS**

In this section, the fronthaul/inter-BBU communication costs and computation complexities of the baseline schemes and the proposed AGE and EAG algorithms based on the DMMSE estimator are analyzed.

**A. Fronthaul/Inter-BBU Communication Cost**

In this subsection, we analyze the inter-BBU communication costs of the baseline schemes and the proposed distributed algorithms. The inter-BBU communication cost is measured by the number of real values exchanged among nodes during the whole procedures of the algorithms.
1) **Fronthaul Communication Cost of the Centralized Algorithm:** In the star network, any local node \( m \in \mathcal{M} \) can be set as the central node. Then, the other \( M-1 \) local nodes upload \( Y_m \in \mathbb{C}^{N_r \times N_c}, m \in \mathcal{M} \setminus \{M\} \), to node \( M \) for centralized CE and then the estimated channel \( \hat{H}_m \in \mathbb{C}^{N_r \times N_c}, m \in \mathcal{M} \setminus \{M\} \), will be returned to the corresponding local nodes. Following the above process, the total number of exchanged real values is \( 4(M-1)N_r N_c/M \). While, in the daisy-chain network, we let node \( M/2 \) be the destination node. Since the information can only be exchanged between the neighboring nodes, the information of node \( m \) should be forwarded \(|M/2-m|\) times to reach node \( M/2 \). As a result, the total number of real values exchanged in the daisy-chain network for both uploading and downloading is \( MN_r N_c \). Summarily, the total numbers of exchanged real values for the centralized scheme in star and daisy-chain networks are respectively given by

\[
N^\text{star}_c = \frac{4(M-1)N_r N_c}{M}, \tag{51a}
\]

\[
N^\text{chain}_c = 4 \sum_{m=1}^{M} \frac{|M/2-m|N_r N_c}{M} = MN_r N_c, \tag{51b}
\]

where \(|x|\) denotes the absolute value of \( x \).

2) **Inter-BBU Communication Cost of the Proposed Distributed Algorithms:** Notice that, to reconstruct a sparse signal at the destination node, each local node should send the values and corresponding indices of the nonzero channel entries after hard windowing. Thanks to the special structure of the sparse signal (column sparse in the AGE-based algorithm, row-and-column sparse in the EAG-based algorithm), one only need to send the values and their corresponding indices of the nonzero columns and rows to the destination node. Let’s first consider the AGE-based algorithm. Suppose that the number of nonzero columns after hard windowing for uploading and downloading are \( \bar{N}^\text{ul}_C \) and \( \bar{N}^\text{dl}_C \), \( m \in \mathcal{M} \), respectively. Then, the total number of real values exchanged in the star and daisy-chain networks are respectively given by

\[
N^\text{star}_\text{AGE} = 2N_r \sum_{m=1}^{M-1} (\bar{N}^\text{ul}_C + \bar{N}^\text{dl}_C) + \sum_{m=1}^{M-1} (\bar{N}^\text{ul}_C + \bar{N}^\text{dl}_C),
\]

\[
= (2N_r + 1) \sum_{m=1}^{M-1} (\bar{N}^\text{ul}_C + \bar{N}^\text{dl}_C), \tag{52a}
\]

\[
N^\text{chain}_\text{AGE} = 2N_r \sum_{m=1}^{M} |M/2-m| (\bar{N}^\text{ul}_C + \bar{N}^\text{dl}_C)
\]

\[
+ \sum_{m=1}^{M} |M/2-m| (\bar{N}^\text{ul}_C + \bar{N}^\text{dl}_C).
\]

\[
= (2N_r + 1) \sum_{m=1}^{M} |M/2-m| (\bar{N}^\text{ul}_C + \bar{N}^\text{dl}_C). \tag{52b}
\]

For a more clear comparison, we define the communication cost of an algorithm as the ratio of the number of exchanged real values of the algorithm to that of the centralized algorithm. Combining (51) and (52), the communication costs of the AGE-based algorithm in star and daisy-chain networks are respectively given by

\[
C^\text{star}_\text{AGE} = \frac{N^\text{star}_c}{N^\text{star}_c} = \frac{(2N_r + 1) \sum_{m=1}^{M-1} (\bar{N}^\text{ul}_C + \bar{N}^\text{dl}_C)}{4N_r N_c(M-1)/M}, \tag{53a}
\]

\[
C^\text{chain}_\text{AGE} = \frac{N^\text{chain}_c}{N^\text{star}_c} = \frac{(2N_r + 1) \sum_{m=1}^{M-1} (\bar{N}^\text{ul}_C + \bar{N}^\text{dl}_C)}{MN_r N_c}, \tag{53b}
\]

While, for the EAG-based algorithm, the communication costs in the star and daisy-chain network are respectively given by

\[
C^\text{star}_\text{EAG} = \frac{\sum_{m=1}^{M} (2\bar{N}^\text{ul}_C + \bar{N}^\text{ul}_C + \bar{N}^\text{dl}_C) + (2N_r + 1) \sum_{m=1}^{M-1} \bar{N}^\text{dl}_C}{4N_r N_c(M-1)/M}, \tag{54a}
\]

\[
C^\text{chain}_\text{EAG} = \frac{\left( \sum_{m=1}^{M} |M/2-m| (2\bar{N}^\text{ul}_C + \bar{N}^\text{ul}_C + \bar{N}^\text{dl}_C)ight) + (2N_r + 1) \sum_{m=1}^{M} |M/2-m| \bar{N}^\text{dl}_C}{(MN_r N_c)}, \tag{54b}
\]

where \( \bar{N}^\text{ul}_r \) and \( \bar{N}^\text{ul}_C \) denote the number of preserved rows and columns of local node \( m \) after hard windowing, while \( \bar{N}^\text{dl}_C \) denotes the preserved columns for downloading. Notice that in the downloading phase, the central node sends the antenna-delay domain channel, i.e., \( \mathbf{B}_m \), to the local node and there is no row sparsity in \( \mathbf{B}_m \). In Section VI, the NMSE performance versus different inter-BBU communication costs of the proposed algorithms will be evaluated in detail.

### B. Computation Complexity

In this subsection, we compare the computation complexity of the proposed algorithms with the baseline schemes. The computation complexity is measured by the number of real-valued multiplications. Take the centralized algorithm for example, the computations occurs in the following three steps:

- **IDFT Transformation:** The antenna-and-frequency-domain received signal is first transformed into the angle-and-delay-domain by \( \mathbf{Y} = \mathbf{F}_{N_r} \mathbf{Y}^H_{N_c} \). Thus, the associated operations take a computation of \( 4N_r^2 N_c + 4N_r N_c^2 \).

- **CE:** The computation complexity comes from the soft windowing operation to estimate the angle-and-delay-domain channel by \( \mathbf{H} = \mathbf{S} \odot \mathbf{Y} \). Thus, the corresponding computation complexity is \( 2N_r N_c \).

- **DFT Transformation:** The estimated angle-and-delay-domain channel is transformed to antenna-and-frequency-domain by \( \mathbf{H} = \mathbf{F}_{N_r} \mathbf{H}^H_{N_c} \), which takes the same computation complexity as the IDFT transformation and is given by \( 4N_r^2 N_c + 4N_r N_c^2 \).
TABLE II

Computation Complexity of the AGE/EAG-Based Algorithms

|          |       |       |       |       |       |
|----------|-------|-------|-------|-------|-------|
|          | \(M = 2\) | \(M = 4\) | \(M = 8\) | \(M = 16\) |
| \(\bar{N}_C = \frac{N_C}{2}\) | 0.901/0.903 (0.0022/0.0028) | 0.851/0.853 (0.0024/0.0029) | 0.827/0.828 (0.0024/0.0030) | 0.814/0.815 (0.0025/0.0031) |
| \(\bar{N}_C = \frac{N_C}{2}\) | 0.905/0.915 (0.0111/0.0137) | 0.857/0.866 (0.0117/0.0145) | 0.834/0.838 (0.0120/0.0149) | 0.822/0.825 (0.0122/0.0152) |
| \(\bar{N}_C = \frac{N_C}{3}\) | 0.910/0.930 (0.0220/0.0269) | 0.867/0.877 (0.0231/0.0285) | 0.842/0.851 (0.0238/0.0294) | 0.831/0.838 (0.0241/0.0299) |
| \(\bar{N}_C = \frac{N_C}{5}\) | 0.920/0.960 (0.0435/0.0521) | 0.880/0.905 (0.0445/0.0553) | 0.860/0.877 (0.0455/0.0570) | 0.850/0.864 (0.0471/0.0579) |

Summarily, the total computation complexity of the centralized scheme is \(8N_C^2N_C + 8N_R^2N_C^2 + 2N_RN_CN_C\). The computation complexities of the FD algorithm and the proposed distributed algorithms can be calculated in the same way, which are summarized in Table III. We note that the computation complexities of proposed algorithms in Table II are obtained with the assumption that the nodes have same sparsity pattern.

To give a more clear comparison, we denote \(R^c_t\) as the ratio of the total computation complexity of the proposed algorithms to that of the centralized scheme. The values of \(R^c_t\) under different parameter settings are summarized in Table II. We use \(\bar{N}_C\) to denote the number of selected columns that are exchanged between aggregation node and local node in both the uploading and downloading phases. Besides, for the EAG-based algorithm, we assume that half of the rows are selected to send to the aggregation node. As it can be seen from Table II that the computational complexities of proposed algorithms are smaller than that of the centralized scheme. Besides, the computational complexities of the proposed algorithms are robust to the number antenna clusters and hard windowing. Remind that, in both the star network and daisy-chain network, there is a destination node to perform centralized CE. It is also interesting to see the ratio, denoted as \(R^{den}_t\), of the computation complexity at the destination node to the total computation complexity. One can see that the computation complexity at the destination node is only a small portion of that in total, and can be even smaller than that of a local node. The reason is that the central node performs DFT/IDFT transformations and channel estimation on sparse matrix. While, the local node should perform DFT/IDFT transformations and channel estimation on non-sparse matrix.

As a result, the computational complexity at the central node is smaller than that at the local node. On the other hand, since the computations are (approximately) evenly distributed across multiple nodes, the computation complexity of each node is greatly reduced compared to the centralized algorithm. It can also be observed that the computation complexity of the EAG-based algorithm is slightly higher than the AGE-based algorithm both in the destination node and in total.

VI. NUMERICAL RESULTS

In this section, we evaluate the performances of the proposed AGE and EAG-based distributed CE algorithms. In the simulations, the channel is generated by the “3GPP-38.901-UMa-NLOS” model in “QuaDRiGa” [34] and the key parameters are summarized in Table IV. The channel power profile, i.e., \(\mathbf{R}_\mathbf{H}\), is assumed to be known. In particular, it is approximated by \(\mathbf{R}_{\mathbf{H}} = \frac{1}{L} \sum_{l=1}^{L} \mathbf{H}_l \odot \mathbf{H}_l^\dagger\), where \(\mathbf{H}_l \in \mathbb{C}^{N_R \times N_C}\) represents the \(l\)-th channel realization and \(\mathbf{R}_{\mathbf{H}}\)'s are obtained in the same way. We set \(L = 10\) and \(\eta = 0.5\) (in (36) and (48)) in the following simulations unless otherwise specified.

A. Performance of the AGE-Based Algorithm

We first evaluate the performance of the AGE-based algorithm where the NMSE gap to the centralized scheme proposed in [12] is used as the metric. The NMSE performances versus inter-BBU communication costs of the AGE-based algorithm in star and daisy-chain networks are displayed in Figs. 6 and 7, respectively. The y-axis represents the NMSE gap between the AGE-based algorithm and the centralized algorithm. The x-axis is the inter-BBU communication cost computed by (53) by setting different hard windowing parameter \(\eta\). Specifically, for SNR = −20dB and SNR = 20dB, \(\eta\) are set as and \([10^8, 0.9, 0.7, 0.5, 0.3, 0.1, 0.08, 0.06, 0.04, 0.02]\) and \([10^8, 30, 15, 7, 5, 1, 0.5, 0.17, 0.13, 0.09, 0.05, 0.01]\), respectively. In Figs. 6 and 7, the cases of zero communication cost correspond to \(\eta = 10^8\). In these cases, no local information is uploaded to the central node and the AGE-based algorithm degrades to the FD scheme.
TABLE IV
SUMMARY OF THE CHANNEL GENERATING PARAMETERS

| Parameter                  | Value                      |
|----------------------------|----------------------------|
| Number of antennas at BS   | 256                        |
| Polarization of the antennas | 45°/-45° dual-polarized     |
| Antenna spacing            | 1/2                        |
| Number of antennas at user | 1                           |
| Bandwidth                  | 100 MHz                    |
| Number of subcarriers      | 1024                       |
| Center frequency           | 3.5 GHz                    |
| 3D-position of BS          | [0, 0, 25] (in meter)      |
| 3D-position of user        | [200, 40, 1.5] (in meter)  |

Fig. 6. NMSE gap versus inter-BBU communication cost of AGE-based algorithm in the star network.

From Figs. 6 and 7, one can have the following interesting observations:

- The AGE-based algorithm can realize flexible tradeoff between NMSE performance and inter-BBU communication cost.
- The NMSE performance improves at the expense of the inter-BBU communication cost as more channel entries are estimated centrally.
- The AGE-based algorithm can perform as well as the centralized scheme with significantly reduced inter-BBU communication cost. For example, in the low SNR regime (SNR = −20dB), with only an inter-BBU communication cost of 3%, the NMSE gap is smaller than 0.1dB.
- The required inter-BBU communication cost increases as the increase of SNR. This is due to the fact that, in the high SNR cases, more channel entries have comparable channel powers to the noise power. Consequently, more channel entries should be estimated centrally to approach the performance of the centralized scheme.
- The AGE-based algorithm works well in both the daisy-chain and star networks.

In Fig. 8, we verify whether the local estimate $\hat{G}_{m's}$ in (36) is really helpful to improve the estimation performance. One can see from this figure, simply ignoring $\hat{G}_{m's}$ can greatly degrade the estimation accuracy, especially for the high SNRs.

Fig. 9 compares the NMSE performance of the AGE-based algorithm with different values of $\alpha$. One can see that the NMSE performance of the AGE-based algorithm is not sensitive to the value of $\alpha$. Next, let us explain the reason for this phenomena.
Notice that, in the spatially stationary scenario, the angle-and-delay-domain sparsity patterns of the wireless channels of the antenna clusters are similar [17], [35]. Therefore, since the local nodes upload signals of dominant paths to the central node (e.g., (29)), the channel paths estimated at the central node (in the set $\mathcal{I}$) and that estimated at the local nodes (in the set $\mathcal{I}_m^{(l)}$) would be complementary. In other words, only a fairly small portion of the channel paths should be combined at the local nodes (e.g., (36)).

**B. Comparison of the AGE and EAG-Based Algorithms**

The performance comparisons between the AGE and EAG-based algorithms are shown in Figs. 10 and 11. One can see that the EAG-based algorithm outperforms the AGE-based algorithm in the low SNR cases by benefiting the angular domain sparsity of the channel. Moreover, the performance gain is reduced as the increase of number of clusters because more antennas in a cluster will bring a resolution in the angular domain. While, for the case of high SNR, the two algorithms perform closely since the angular domain sparsity becomes less noticeable as the increase of SNR.

**C. Performance Evaluations in Other Scenarios**

In this subsection, we evaluate the performance of the AGE-based algorithm in two additional scenarios, i.e., the “3GPP_38.901_Indoor_Open_Office” and the “3GPP_38.901_UMa_LOS” scenarios in “QuaDRiGa”. In particular, in the “3GPP_38.901_Indoor_Open_Office” scenario, the 3D positions of the BS and user are set as $[0, 0, 3]$ and $[5, 4, 1, 5]$, respectively. As it is seen from Figs. 12 and 13, the AGE-based algorithm works well in both low and high SNRs in the two scenarios, and the required communication cost to get close to the performance of the centralized DMMSE estimator can be even smaller than that in the “3GPP_38.901_UMa_NLOS” scenario, i.e., Fig. 6. The reason is that in the two new scenarios, the channel power concentrate on less angle-and-delay domain channel entries than that in the “3GPP_38.901_UMa_NLOS” scenario.

**VII. CONCLUSIONS**

In this paper, we have investigated the distributed CE algorithm design in the massive MIMO system under the DBP architecture. The low-complexity DMMSE estimator has been used as the baseline. Firstly, we have theoretically proved that, by the DMMSE estimator, it is more accurate to estimate the channel from the angle-and-delay domain instead of the antenna-and-frequency domain by benefiting the power concentration phenomena of the angle-and-delay-domain channels. Then, we have also proved that the centralized scheme strictly outperforms the FD scheme based on the DMMSE estimator. Then, by exploring the decomposable structure of the centralized scheme and the sparsities of the channel in the angle and delay domains, two low-complexity distributed CE algorithms, i.e., the AGE-based algorithm and EAG-based algorithm, have been proposed. Extensive numerical simulations have shown that the proposed algorithms can perform as well as the centralized scheme but with a quite small communication cost in both the high and low SNRs. Besides, the two algorithms have also
been shown to have lower computation complexity than the centralized scheme.

It is also noted that there exists a performance gap between the full MMSE estimator and the Bayesian Cramér-Rao lower bound (CRLB). As a meaningful-but-challenging future work, it is interesting to explore channel estimation algorithms that can approach the CRLB while at the same time have both low computation complexity and low inter-BBU communication cost under the DBP architecture.

**APPENDIX A**

**Proof of Theorem 1**

We first present the following lemma.

**Lemma 1** Let \( f(x) \) be a monotonically increasing and strictly concave function. Then for two sets of positive real numbers \( \{a_k\}_{k=1}^{K} \) and \( \{b_k\}_{k=1}^{K} \) which are arranged in the ascending order, i.e., \( a_k \leq a_{k+1} \) and \( b_k \leq b_{k+1} \) for \( 1 \leq k \leq K - 1 \), we have

\[
\sum_{k=1}^{K} f(a_k) \leq \sum_{k=1}^{K} f(b_k),
\]

if \( a_1 \leq b_1 \), \( a_K \geq b_K \), and \( \sum_{k=1}^{K} a_k = \sum_{k=1}^{K} b_k \) are satisfied.

The proof of Lemma 1 is relegated to Appendix B.

Next, we will show how to exploit Lemma 1 to prove Theorem 1. To this end, we first remind that

\[
\sum_{i=1}^{N_R} \sum_{j=1}^{N_C} [\mathbf{R}_\mathbf{H}]_{i,j} = \sum_{i=1}^{N_R} \sum_{j=1}^{N_C} [\mathbf{R}_\mathbf{H}]_{i,j},
\]

Then, recall MSE\(^c\) and MSE\(^af\) in (19) and (16), respectively, and define

\[
f(x) = \frac{x^2 \sigma_w^2}{x + \sigma_w^2}.
\]

It is not difficult to validate that \( f(x) \) is strictly increasing and concave. Then, we can denote MSE\(^c\) and MSE\(^af\) by

\[
\text{MSE}^c = \sum_{i=1}^{N_R} \sum_{j=1}^{N_C} f([\mathbf{R}_\mathbf{H}]_{i,j}) \quad \text{(58a)}
\]

\[
\text{MSE}^{af} = \sum_{i=1}^{N_R} \sum_{j=1}^{N_C} f([\mathbf{R}_\mathbf{H}]_{i,j}) \quad \text{(58b)}
\]

Then, as per (56), Assumption 1, and Lemma 1, one can conclude that MSE\(^c\) is no larger than MSE\(^af\). The proof is complete.

**APPENDIX B**

**Proof of Lemma 1**

Let’s first consider the case of \( K = 2 \). In this case, we have \( a_1 + a_2 = b_1 + b_2 \) and \( a_1 \leq b_1, b_2 \leq a_2 \). By denoting \( \delta = b_1 - a_1 \) and \( a_2 - b_2 \geq 0 \), we have

\[
f(b_1) + f(b_2) - f(a_1) - f(a_2) \leq f((a_1 + \delta) - f(a_1) - f((b_2 + \delta) - f(b_2)) - \frac{f(a_1 + \delta) - f(a_1) - f(b_2 + \delta) - f(b_2)}{\delta}
\]

\[
= f(a_1) - f'(b_2) \geq 0,
\]

where \( x \equiv y \) signifies that \( x \) and \( y \) have the same sign. (59c) is true since \( f'(\cdot) > 0 \), and the inequality in (59d) is due to the fact that \( f''(\cdot) < 0 \). Moreover, the equality in (59d) holds only when \( a_1 = b_1 \) and \( a_2 = b_2 \).

For the case of \( K > 2 \), let \( \delta_k \triangleq b_k - a_k, k = 1, ..., K \). It is evident that \( \sum_{k=1}^{K} \delta_k = 0 \). For ease of analysis, we rearrange \( \{\delta_k\}_{k=1}^{K} \) in the descending order and denote it by \( \{\Delta_\ell\}_{\ell=1}^{K} = \{\delta_{\ell}\}_{\ell=1}^{K}, \ell = 1, ..., K \).

It is ready to see that

\[
\Delta_1 = \max_k \delta_k \geq b_1 - a_1 \geq 0,
\]

\[
\Delta_K = \min_k \delta_k \leq b_K - a_K \leq 0,
\]

\[
\sum_{k=1}^{K} \Delta_k = 0,
\]

\[
\sum_{k=1}^{K} \Delta_k \geq 0, \quad \forall 1 \leq K \leq K,
\]

where (61c) is due to \( \sum_{k=1}^{K} a_k = \sum_{k=1}^{K} b_k \) and (61d) is due to that \( \{\Delta_\ell\}_{\ell=1}^{K} \) are arranged in the descending order. Meanwhile, rearrange \( \{a_k\}_{k=1}^{K} \) and \( \{b_k\}_{k=1}^{K} \) accordingly and denote them by

\[
\begin{cases}
ct = a_k, \\
d\ell = b_k - a_k, \ell = 1, ..., K.
\end{cases}
\]

Thus, \( \Delta_\ell = d_{\ell} - c_\ell, \ell = 1, ..., K \). With the above definitions, we equivalently prove \( \sum_{\ell=1}^{K} f(c_\ell) \leq \sum_{\ell=1}^{K} f(d_\ell) \).

Note that \( \Delta_1 = \max \delta_k \geq 0 \). Then, according to the conclusion in the case of \( K = 2 \), we have

\[
f(d_1 - \Delta_1) + f(d_2 + \Delta_1) \leq f(d_1) + f(d_2)
\]

Now, let \( \tilde{d}_2 \triangleq d_2 + \Delta_1 \), we have \( \tilde{d}_2 \geq c_2 \) since \( \Delta_1 + \Delta_2 \geq 0 \). Denote \( \Delta_2 = \tilde{d}_2 - c_2 = \Delta_1 + \Delta_2 \geq 0 \), again we have

\[
f(\tilde{d}_2 - \Delta_2) + f(d_3 + \Delta_2) \leq f(\tilde{d}_2) + f(d_3)
\]

Then, for \( \ell \geq 3 \), let \( \tilde{d}_\ell \triangleq d_\ell + \Delta_{\ell - 1}, \ell = 3, ..., K \). Analogously, by denoting \( \Delta_\ell = \tilde{d}_\ell - c_\ell = \sum_{j=1}^{\ell} \Delta_j \geq 0 \), we have

\[
f(\tilde{d}_\ell - \Delta_\ell) + f(d_{\ell+1} + \Delta_\ell) \leq f(\tilde{d}_\ell) + f(d_{\ell+1}),
\]

\( \ell = 3, ..., K - 1 \).

Taking summation over the two sides of (63) (64) and (65) together, we arrive at

\[
f(d_1 - \Delta_1) + \sum_{\ell=2}^{K-1} f(\tilde{d}_\ell - \Delta_\ell) + \sum_{\ell=1}^{K-1} f(d_{\ell+1} + \Delta_\ell)
\]

\[
\leq \sum_{\ell=1}^{K-1} f(\tilde{d}_\ell) + \sum_{\ell=1}^{K} f(d_\ell),
\]

Since \( d_1 - \Delta_1 = c_1, c_\ell = \tilde{d}_\ell - \Delta_\ell, \) and \( \tilde{d}_\ell = d_\ell + \Delta_{\ell-1} \), (66)

can be written as

\[
\sum_{\ell=1}^{K-1} f(c_\ell) + f(\tilde{d}_\ell) \leq \sum_{\ell=1}^{K} f(d_\ell) + \sum_{\ell=1}^{K} f(d_\ell)
\]
and thus
\[ \sum_{\ell=1}^{K-1} f(c_{\ell}) + f(\hat{a}_K) \leq \sum_{\ell=1}^{K} f(b_{\ell}) \quad (68) \]

Since \( \Delta_K = \sum_{n=1}^{K-1} \Delta_n \leq 0 \) by (61c), we have \( f(\hat{a}_K) = f(c_{\ell}) \).
Therefore, we conclude that \( \sum_{k=1}^{K} f(c_{\ell}) \leq \sum_{k=1}^{K} f(d_{\ell}) \), and
\[ \sum_{k=1}^{K} f(a_k) \leq \sum_{k=1}^{K} f(b_k). \]
This completes the proof of Lemma 1.

APPENDIX C

PROOF OF PROPOSITION 1

Since \( \{G_m\}, \{\hat{G}_m^{(l)}\}, \) and \( \alpha \{\hat{G}_m^{(l)}\} + (1-\alpha)\{G_m\}, \) are determined independently, one can derive their corresponding MSEs separately. The MSE for centrally estimating \( \{\hat{G}_m\} \) is given by (34). For the locally estimated \( \{\hat{G}_m^{(l)}\}, m \in M, \) similar to (24), the corresponding MSEs are given by
\[ \text{MSE}_{j}^{\text{FD}} = \sum_{m=1}^{M} \sum_{n=1}^{N_r} \left[ R_{H_{m,n}} \right]_{j,i} \sigma_{w}^{2} + \frac{\alpha}{\text{MSE}_{j}^{\text{AGD}}} + \frac{(1-\alpha)}{\text{MSE}_{j}^{\text{FD}}} \quad (69) \]

While, for \( \{\hat{A}_m\}, j \in I \cap I_m^{(l)}, \) which is determined by convexly combing \( \{G_m\}, \) and \( \{\hat{G}_m^{(l)}\}, \) Thus, the corresponding MSE is given by
\[ \sum_{m=1}^{M} \left[ \alpha \{\hat{G}_m^{(l)}\} + (1-\alpha) \{G_m\} \right]_{j,i} - \left[ H_{m} \right]_{j,i} \right]^{2} \leq \alpha \sum_{m=1}^{M} \left[ \{G_m\} - \{H_m\} \right]_{j,i}^{2} + (1-\alpha) \sum_{m=1}^{M} \left[ \{\hat{G}_m^{(l)}\}_{j,i} - \{H_m\}_{j,i} \right]^{2} = \alpha \text{MSE}_{j}^{\text{AGD}} + (1-\alpha) \text{MSE}_{j}^{\text{FD}} \quad (70) \]

where \( H_m \) is the antenna-and-delay-domain channel of node \( m. \)
Summarily, the MSE of the AGD-based algorithm is upper-bounded by
\[ \sum_{j \in I_m} \text{MSE}_{j}^{\text{AGD}} + \sum_{j \in I_l^{(l)}} \text{MSE}_{j}^{\text{FD}} + \sum_{j \in I_{m \cap I_l^{(l)}}} \alpha \text{MSE}_{j}^{\text{AGD}} + (1-\alpha) \text{MSE}_{j}^{\text{FD}}. \]
Since \( \text{MSE}_{j}^{\text{AGD}} \leq \text{MSE}_{j}^{\text{FD}} \), one can conclude that \( \text{MSE}_{j}^{\text{AGD}} \leq \text{MSE}_{j}^{\text{FD}} \) always hold. The proof is complete.
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