Simulation of chiral topological phases in driven quantum dot arrays
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We discuss how to use quantum dot arrays as quantum simulators for 1D chiral topological phases. We show that by driving the system out of equilibrium with a particular driving protocol, one can modify the hopping amplitudes at will, imprinting bond-order to the lattice and thus effectively producing structures such as dimers, trimers, etc. Our driving protocol also allows for the simultaneous suppression of all the undesired hopping processes, the enhancement of the necessary ones, and then provides a way to maintain certain key symmetries which provide topological protection. In addition, we have discussed its implementation in a 12-QD array with two interacting electrons, and found correlation effects in their dynamics when configurations with different number of edge states are considered.

Introduction. Topological phases of matter constitute an active field of research due to their tantalizing physical properties and to their promising technological applications, such as quantum computation [1–3], quantum information [4], spintronics [5,6] and magnetic devices [7]. Off all topological matter, topological insulators (TIs) [8–10] are of special interest due to the presence of topologically protected surface or edge states, robust to local perturbations. Despite the numerous experimental observations of topological fingerprints in different materials [11–50], the need for a careful band structure engineering and the limited tunability in samples are restraining factors in the search for TIs. As a consequence, a great effort is made to simulate the behaviour of TIs by tailoring other quantum systems, whose properties can be controlled more easily. Within this context, time-dependent modulations have proven to be useful tools to modify the topology and the electronic properties of the system [17–28]. Particularly, they have been used to simulate the behaviour of TIs, giving rise to the so-called ”Floquet topological insulators” (FTIs) [29–31] upon different systems [31–50].

In the solid-state community, quantum dots (QDs) have revealed themselves as highly tunable and controllable quantum systems [51,52], in which both on-site energies [53] and couplings [54,55] can be addressed independently. This makes them an interesting platform for quantum simulation [56–58]. Recent experimental evidence on scalable quantum dot devices [59] demonstrates a reproducible and controllable 12-quantum-dot device. This achievement opens up the possibility of simulating 1D TIs in quantum dot chains.

In this work we show that a quantum simulator for 1D chiral topological phases can be obtained by periodically driving an array of QDs with long-range hopping. We propose a driving protocol which enables us to imprint bond-order in the lattice [60], while also offers tunability of the long-range hoppings. This control can be used to tune the hopping amplitudes to configurations that would be unreachable otherwise, while preserving the fundamental symmetries which guarantee topological features. Thus, the driving protocol triggers topological behaviour in a trivial setup, opening the door to the simulation of different chiral topological phases. Furthermore, we also study the exact time-evolution for the case of two interacting electrons, and show that the dynamics of different edge states modes can become highly correlated. This allows to discriminate between different topological phases and also opens up new possibilities for quantum state transfer protocols.

Model. We consider a Hamiltonian describing a driven chain of QDs:

\[ H(t) = \sum_{|i-j| \leq R} J_{ij} c_i^\dagger c_j + \sum_i A_i f(t) c_i^\dagger c_i \]

\[
eq H_{\text{array}} + H_{\text{driv}}(t), \tag{1} \]

where \( c_i^\dagger \) (\( c_i \)) is the creation (destruction) operator for a spin-less fermion at the \( i^{\text{th}} \) site of the array. The first term represents the static Hamiltonian for a QD array of \( N \) sites, with \( J_{ij} \) being the real hopping amplitude connecting the \( i^{\text{th}} \) and \( j^{\text{th}} \) dots. Note that long-range hoppings are allowed to take place, up to range \( R \). We will assume that hopping amplitudes in the undriven system decay monotonically as a function of the distance between sites, \( J_{ij} = J(|i-j|) \). The second term in Eq. (1), \( H_{\text{driv}}(t) \), corresponds to a time-periodic modulation of the on-site potentials \( A_i \) with \( f(t) = f(T + t) \), and frequency \( \omega = 2\pi/T \).

Regarding the simulation of chiral topological phases in QD arrays, the purpose of the time-periodic modulation is threefold: First, the driving must generate bond order, which is a crucial ingredient in toy models such as the SSH [61]. Second, we seek to enforce chiral symmetry within these effective periodic lattices, which means that even-neighbor hoppings must be simultaneously suppressed through the so-called coherent destruction of tunneling [62,63] (even/odd hopping refers to the case when the hopping is between the same/different sub-lattice sites, respectively). This unrealistic requirement turns out to be feasible when a driving protocol is included.
Finally, odd long-range hoppings must be enhanced with respect to short-range ones in order to obtain certain topological phases beyond those appearing with merely first-neighbor couplings.

All these objectives can be achieved through a square ac field

\[ f(t) = \begin{cases} 1 & \text{if } 0 \leq t < T/2 \\ -1 & \text{if } T/2 \leq t < T \end{cases} , \tag{2} \]

and in particular, the simulation of an effective dimer lattice with long-range hopping can be realized by choosing the \( A_i \) in a stair-like fashion,

\[ A_{2n} = n(\alpha + \beta), \quad A_{2n-1} = n(\alpha + \beta) - \alpha. \tag{3} \]

with \( n = 1, 2, 3, ... \), which translates into an alternating difference between two consecutive sites, namely \( A_{2n} - A_{2n-1} = \alpha \) and \( A_{2n+1} - A_{2n} = \beta \). Given the time-periodicity of the Hamiltonian \( H(t) = H(t + T) \), we can take advantage of Floquet theory to solve the time-dependent Schrödinger equation. The solutions take the form \( |\psi_n(t)\rangle = e^{-i\epsilon_n t} |u_n(t)\rangle \), where the so-called Floquet modes \( |u_n(t)\rangle = u_n(t + T) \) have the same periodicity as the Hamiltonian, and \( \epsilon_n \) are the so-called quasienergies, which play an analogous role to the energies in the static Hamiltonians. In the high-frequency regime \( (\omega \gg J_0) \), the dynamics is essentially dictated by the stroboscopic evolution of an effective time-independent Hamiltonian \( H_{\text{eff}} \), which can be derived with a Magnus expansion. This leads to an effective Hamiltonian which is identical to \( H_{\text{array}} \), but with renormalized hopping amplitudes (see Appendix ??):

\[ J_{ij} \rightarrow \tilde{J}_{ij} = J_{ij} \frac{i\omega}{\pi(A_i - A_j)} \left( e^{-i\pi(A_i - A_j)/\omega} - 1 \right). \tag{4} \]

From Equation (4) we can see that even-neighbor hoppings \( J_{i,i\pm2m} \) with \( m = 1, 2, 3, ... \) (\( \pm \) for hoppings to the right and left, respectively) renormalize through \( A_i - A_{i\pm2m} = \mp m(\alpha + \beta) \). The quenching of all \( \tilde{J}_{i,i\pm2m} \) can be achieved by simultaneously choosing \( \alpha + \beta = 2\omega q \), with \( q = 1, 2, 3, ... \). Hence, chiral symmetry is recovered, independently of the maximum range of the hoppings included.

On the other hand, the renormalization of the odd-neighbor hoppings leads to bond ordering, due to the alternating structure of the driving protocol. Together with the presence of chiral symmetry, this ensures the existence of distinct topological phases. We identify the renormalized \( \tilde{J}_{2i,2i-r} \) as \( \tilde{J}_- \) and \( \tilde{J}_{2i+r,2i} \) as \( \tilde{J}_+ \) \((r \in [1, 3, 5, \ldots, R])\), obtaining

\[ \tilde{J}_- = \frac{iJ_{2i,2i-r}}{\pi[(r + 1)q]} \left[ e^{-i\pi(r + 1)(-q)} - 1 \right], \]

\[ \tilde{J}_+ = \frac{iJ_{2i+r,2i}}{\pi[(r + 1)q + \frac{1}{2}]} \left[ e^{-i\pi(r + 1)(+q)} + 1 \right]. \tag{5} \]

Notice that now long-range odd-hoppings can be tuned, while keeping even-hoppings suppressed. This can make long-range hoppings dominate over short-range ones, and then allows to explore different topological phases by just tuning the driving amplitudes. The sign of \( r \) in the subscript is relevant since hopping amplitudes are now complex functions, and hence \( \tilde{J}_{n+r} = (\tilde{J}_{n+r})^* \).

Interestingly, our protocol can be generalized to reproduce different kinds of bond-ordering and to enforce other symmetries as well by choosing the driving on-site amplitudes accordingly. A trimer chain is an example of a 1D system hosting non-trivial topological phases that can be realized in our set up. In this case, chiral symmetry is intrinsically absent, but the presence of another crystalline symmetry, space-inversion symmetry, can provide for topological protection. A trimer chain can be realized in a QD driven monomer chain just by considering \( A_{2n} - A_{2n-1} = A_{2n+1} - A_{2n} = \alpha \) and \( A_{2n+2} - A_{2n+1} = \beta \).

**Topological phase diagram for driven QD arrays.** In QD arrays, the bare hopping amplitudes typically decay exponentially with distance, with a decay length \( \lambda \) :

\[ J_{ij} = J_0 e^{-d_{ij}/\lambda}, \]

where \( d_{ij} \) is the distance between the \( i^{\text{th}} \) and \( j^{\text{th}} \) dots and \( J_0 \) is of the order of tens of \( \mu \text{eV} \), which are the typical energy scales in these setups. The distance between two consecutive QDs is set to \( a = 1/2 \) so that the unit cell in the effective dimerized chain is 1. By varying the value of \( \alpha \) and \( \lambda \) in the driven system, topological phases with different topological invariants can be realized (Fig.1). The topological invariant \( \mathcal{W} \) is calculated as the winding number of the Bloch vector \( \{(d(k))\} \) around the origin, assuming a system with periodic boundary conditions, with \( d(k) \) defined as

\[ d(k) = \sum_{r=1}^R \left( \tilde{J}_{-r} e^{ik\frac{r-1}{2}} + \tilde{J}_{+r} e^{-ik\frac{r+1}{2}} \right). \tag{6} \]

For small values of \( \lambda \), only \( \mathcal{W} = 1 \) and \( \mathcal{W} = 0 \) phases are allowed for all values of \( \alpha/a \), since first-neighbour hoppings are dominant (this corresponds to the SSH model). Then, when \( \lambda \) is increased, other phases with larger \( \mathcal{W} \) are possible, as a function of the ratio \( \alpha/a \) (we have also calculated the size of the gap in the Appendix, as one is typically interested in gap sizes smaller than the temperature of the setup).

Typically, other driving protocols have been considered in the literature, such as sinusoidal driving fields.
Dynamics of two interacting particles. The number of edge states hosted by a finite system and their localization properties determine the motion of charges along the chain. Then, for an electron initially occupy the ending site, one would see oscillations between the two edges of the chain, with a frequency defined by the energy splitting: \( \omega_{osc} \propto E_+ - E_- \), being \( E_\pm \) the energy of each edge state in the pair. Hence, one can discriminate between topological phases with different number of edge states by studying the electron dynamics.

These ideas are illustrated in Fig.3, where we consider two electrons with opposite spin loaded in a driven array of 12 QDs in such a way that the spin-up (spin-down) particle, which we will denote as \( \uparrow (\downarrow) \) initially occupies the first (third) site. In addition we have included a local interaction term, being the total Hamiltonian:

\[
H_{\uparrow \downarrow}(t) = \sum_{\sigma} \sum_{|i-j| \leq R} J_{ij} c_{i,\sigma}^\dagger c_{j,\sigma} + \sum_{i,\sigma} A_i f(t) n_{i,\sigma} + U \sum_i n_{i,\uparrow} n_{i,\downarrow},
\]  

where \( \sigma = \uparrow, \downarrow \). We do not include any spin-flip terms, since experimental evidence on silicon QDs confirms that the spin relaxation time within these QD structures is very long compared with the other energy scales of the system.

The experimental evidence provided in [59] demonstrates a reproducible and controllable 12-quantum-dot device. Motivated by this experimental setup, we propose the implementation of our driving protocol in an array of 12 quantum dots. In Fig.2 we show the quasienergies, as given by the effective Hamiltonian, of a driven 12-quantum-dot array, as a function of \( \alpha/w \), with first- and third-neighbor hoppings (second-neighbor hoppings were initially present, but are effectively suppressed by the driving protocol), fixing \( \lambda/w = 1.5 \). The spectrum shows two topological phases with \( W = 1 \) and \( W = 2 \).

FIG. 1: Topological invariant \( W \) as a function of the driving amplitude \( \alpha/w \) and decay length of hopping amplitudes \( \lambda \), for \( q = 1 \). The maximum range of the hoppings included is fixed by \( \lambda \), such that the longest bare hopping amplitude is a factor \( 10^{-3} \) smaller than the shortest one.

FIG. 2: Quasienergy levels of a driven 12-quantum dot array and band structure in the thermodynamical limit (red and blue filling for the valence and conduction band, respectively), as a function of \( \alpha/w \), including first- and third- neighbour hoppings, in the high-frequency regime. Second-neighbour hoppings have been suppressed through the driving protocol. The parameters are \( \lambda/w = 1.5, q = 1 \). Inset: each pair of edge states in the \( W = 2 \) phase has a different energy splitting, which can be also varied by tuning \( \alpha/w \).

\[ f(t) = \sin(\omega t + \phi) \]  or standing waves \[ f(t) = \cos(\omega t) \sum_{j=1}^{N} \cos(kx_j + \phi) \]. However, none of them would be suitable for engineering arbitrary chiral topological phases. In both previous cases, renormalization of the hopping amplitudes occurs through a zero-order Bessel function, whose roots are not periodically spaced. Hence, it would not be possible to suppress all even hoppings at once, and chiral symmetry would not be present. On the other hand, a homogeneous square driving field with \( A_i = A \) could restore chiral symmetry in a dimerized chain but cannot generate topological phases beyond those with \( W = 0 \), if hoppings decay exponentially with distance.
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FIG. 2: Quasienergy levels of a driven 12-quantum dot array and band structure in the thermodynamical limit (red and blue filling for the valence and conduction band, respectively), as a function of \( \alpha/w \), including first- and third- neighbour hoppings, in the high-frequency regime. Second-neighbour hoppings have been suppressed through the driving protocol. The parameters are \( \lambda/w = 1.5, q = 1 \). Inset: each pair of edge states in the \( W = 2 \) phase has a different energy splitting, which can be also varied by tuning \( \alpha/w \).
dependent time-evolution operators, \( U(T, 0) = U(T) = U_+ \left( \frac{T}{2} \right) U_- \left( \frac{T}{2} \right) \), where the subscript \( \pm \) corresponds to the sign of \( f(t) \) in each of them.

First, \( \alpha \) is chosen such that the system hosts one pair of edge states \( (W = 1 \text{ for the left half of Fig.}[3]) \), which have the largest weight at the ending sites of the chain. When interaction is turned off, particle \( \uparrow \) oscillates between the ends of the chain, while particle \( \downarrow \) spreads along the chain: at the third site, other states from the bulk have a non-negligible contribution and the edge states do not dominate the dynamics. When \( \alpha \) is fixed so that the system has four edge states \( (W = 2 \text{ for the right half of Fig.}[3]) \), one of the pairs is maximally localized at the first and last sites, while the other has the largest weight at the third and second-to-last sites. Hence, each particle is coupled to a different pair of edge states and it displays oscillations between different sites. The frequency of oscillation is also different, since each pair has a different energy splitting (see inset in Fig. [2]). The second pair has a bigger splitting and thus oscillations for particle \( \downarrow \) happen faster.

Interestingly, for the case of non-vanishing local interaction one can see that the general effect is to correlate the dynamics of the two electrons. For the case of just one pair of edge states, the interaction correlates the edge mode with the bulk. They exchange spectral weight and oscillate coherently. However, the case of two pairs of edge modes is more interesting, as the interaction correlates their dynamics, modifying the frequency of the oscillation while maintaining the edge modes isolated from the bulk. Notice that in both cases the frequency of oscillations slightly shifts, which is expected due to the nonlinear corrections produced by the interaction.

This difference in the exact dynamics for two particles confirms the method proposed in this work to engineer topological phases and provides a way to characterize them by detecting the time evolution of the charge occupation in the system.

In addition, it is known that the edge states hosted by an SSH finite chain with non-trivial topology allow for long-range transfer of doubleons directly from one end to the other without populating the sites in between [17]. Here we show that the two-electron states can be directly transferred between outer dots by considering topological models with a larger winding number. Then, the presence of more pairs of edge states, which can be controlled by choosing a suitable value for \( \alpha/w \), opens up the possibility of designing new quantum-state-transfer protocols.

**CONCLUSIONS**

We have proposed a driving protocol to simulate chiral topological phases in a 1D QDs array. Starting with a chain of QDs and exponentially decaying hoppings, we have shown that our protocol can induce non-trivial topology in an otherwise trivial setup. This is accomplished when even hoppings are dynamically quenched, while simultaneously odd long-range hoppings are enhanced. Hence chiral symmetry can be restored and the desired bond-order can be enforced by just tuning the amplitude modulation of the on-site energies.

Regarding the experimental implementation of the model, high control of ac driving pulses has been achieved in the last years, and also QD arrays of increasing size have been implemented. Following experimental evidence on scalable quantum dot devices, we recall the architecture employed in [79] with 12 QDs to simulate topological phases with \( W = 2 \), involving first- to third-neighbour hoppings. Therefore, our set up could be experimentally implemented with the present state of the art regarding control and fabrication of quantum dot arrays. To test the validity of our results we have simulated the exact dynamics for an initial product state, including the effect of local electron interaction. Our result shows that the dynamics can be used to discriminate between the different topological phases. In addition we have found that the interplay of driving and interactions produces a drag effect between the electrons, which leads to the formation of correlated edge modes; this is not only of fundamental interest but also relevant for quantum simulation and information purposes. Interestingly, our driving protocol could also be extended to two-dimensional QDs arrays and other platforms like cold atoms or photonic crystals.
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FIG. 3: Occupation of each site of a driven 12-QD array as a function of time when two electrons with opposite spin are loaded into the system, for different values of $U$. The array has first- to third-neighbor couplings, whose values initially decay exponentially with distance, choosing $\lambda = 1.5$. Considering the high-frequency regime with $\omega = 100$ and $q = 1$, the values for $\alpha$ have been chosen such that the desired hopping renormalization is realized. The four left plots correspond to $\alpha = 230$, resulting in a topological phase with $W = 1$ (two edge states). The four right plots correspond to $\alpha = 410$, yielding a configuration with $W = 2$ (four edge states).
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