ON BLOWUP IN SUPERCRITICAL WAVE EQUATIONS

ROLAND DONNINGER AND BIRGIT SCHÖRKHUBER

ABSTRACT. We study the blowup behavior for the focusing energy-supercritical semilinear wave equation in 3 space dimensions without symmetry assumptions on the data. We prove the stability in $H^2 \times H^1$ of the ODE blowup profile.
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1
1. Introduction

The present paper is concerned with the Cauchy problem for the semilinear wave equation

\[-\partial_t^2 + \Delta_x]u(t, x) = -u(t, x)|u(t, x)|^{p-1}, \quad p > 3 \tag{1.1}\]

for \(x \in \mathbb{R}^3\). Eq. (1.1) has the (indefinite) conserved energy

\[
\int_{\mathbb{R}^3} \left[ \frac{1}{2} |\partial_t u(t, x)|^2 + \frac{1}{2} |\nabla_x u(t, x)|^2 - \frac{1}{p+1} |u(t, x)|^{p+1} \right] dx
\]

and is invariant under the scaling transformation

\[u(t, x) \mapsto \lambda^{-\frac{2}{p+1}} u(t/\lambda, x/\lambda), \quad \lambda > 0.\]

The corresponding scaling-invariant Sobolev space for the pair of functions \((u(t, \cdot), \partial_t u(t, \cdot))\) is \(\dot{H}^{s_p} \times \dot{H}^{s_p-1}(\mathbb{R}^3)\), where \(s_p = \frac{3}{2} - \frac{2}{p-1}\). Comparison with the free energy space \(\dot{H}^1 \times L^2(\mathbb{R}^3)\) shows that Eq. (1.1) is energy-subcritical, critical, or supercritical if \(p < 5, p = 5,\) or \(p > 5,\) respectively. In fact, it is the latter case we are mainly interested in, although our results hold for all \(p > 3\) (and with trivial modifications also for \(p > 1\)). Other symmetries of the equation that are relevant in our context are time-translations and Lorentz boosts. More precisely, for \(a = (a^1, a^2, a^3) \in \mathbb{R}^3\) and \(T \in \mathbb{R}\), we set \(\Lambda_T(a) = \Lambda_T^3(a^3)\Lambda_T^2(a^2)\Lambda_T^1(a^1)\), where \(\Lambda_j : \mathbb{R} \times \mathbb{R}^3 \to \mathbb{R} \times \mathbb{R}^3, j \in \{1, 2, 3\}\), is defined by

\[
\Lambda_j^j(a^j) : \begin{cases} 
    t & \mapsto (t - T) \cosh a^j + x^j \sinh a^j + T \\
    x^k & \mapsto x^k + \delta^j_k [(t - T) \sinh a^j + x^j \cosh a^j - x^j]
\end{cases}.
\]

Then, if \(u\) is a solution to Eq. (1.1), so is \(u \circ \Lambda_T(a)\) for any \(a \in \mathbb{R}^3\) and \(T \in \mathbb{R}\) (the parameter \(a\) is called rapidity). Note that \((T, 0)\) is the point where the Lorentz transform \(\Lambda_T(a)\) is anchored, i.e., \((T, 0)\) is a fixed point of the transformation \(\Lambda_T(a)\) and the lightcones emanating from \((T, 0)\) are invariant under \(\Lambda_T(a)\).

It is well known that Eq. (1.1) exhibits finite-time blowup. As a consequence, if \(p > 5\), the equation is ill-posed in the energy space \(\dot{H}^1 \times L^2\). This is easily seen by rescaling a finite-time blowup solution \([52, 41]\). Due to the supercritical character, the lifespan of the rescaled solution decreases and at the same time its energy decreases as well. Consequently, there can be no small data local well-posedness in the
energy space and it is natural and necessary to study the Cauchy problem for more regular data. By Strichartz theory, Eq. (1.1) is locally well-posed in the critical Sobolev space $\dot{H}^{s_p} \times \dot{H}^{s_p-1}(\mathbb{R}^3)$, see [11, 52], and local well-posedness in $H^2 \times H^1(\mathbb{R}^3)$ is classical, cf. [53].

The existence of finite-time blowup is most easily seen by ignoring the Laplacian in Eq. (1.1). The remaining ODE in $t$ can be solved explicitly which leads to the solution

$$u_1(t, x) = c_p(1-t)^{-\frac{2}{p-1}}, \quad c_p = \left[\frac{2(p+1)}{(p-1)^2}\right]^{\frac{1}{p-1}}.$$  

Obviously, $u_1$ becomes singular at $t = 1$. One might argue that this solution does not have compactly supported data and that its energy is infinite. However, this defect is easily fixed by using suitable cut-offs and exploiting finite speed of propagation. By using symmetries of the equation one can in fact produce a much larger family of blowup solutions. For instance, the time translation symmetry immediately yields the one-parameter family

$$u_T(t, x) := c_p(T-t)^{-\frac{2}{p-1}}$$

and by applying the Lorentz transform $\Lambda_T(a)$, we can even generate the 4-parameter family

$$u_{T,a}(t, x) := u_T(\Lambda_T(a)(t, x))$$

of explicit blowup solutions. It is the stability of this family we are interested in. For the formulation of our main result it is convenient to introduce the notation $u[t] := (u(t, \cdot), \partial_t u(t, \cdot))$ and we also write $\mathbb{B}_R^3 := \{x \in \mathbb{R}^3 : |x| < R\}$. In this paper we prove the stability of the above family of explicit blowup solutions in the following sense.

**Theorem 1.1.** Fix $p > 3$. There exist constants $M, \delta > 0$ such that the following holds. Let $u[.] \in C([0, \epsilon], H^2 \times H^1(\mathbb{R}^3))$ be a solution of Eq. (1.1) for some $\epsilon > 0$. If

$$\|u[0] - u_1[0]\|_{H^2 \times H^1(\mathbb{B}_{1+\delta}^3)} \leq \frac{\delta}{M}$$

then there exist $T \in [1 - \delta, 1 + \delta]$ and $a \in \mathbb{B}_{M\delta}^3$ such that $u$ exists on $\{(t, x) : t \in [0, T), |x| \leq T - t\}$ and

$$(T-t)^{-s_p+2}\|u[t] - u_{T,a}[t]\|_{H^2 \times H^1(\mathbb{B}_{T-t}^3)} \lesssim (T-t)^{-\frac{1}{p-1}}$$

$$(T-t)^{-s_p+1}\|u[t] - u_{T,a}[t]\|_{H^1 \times L^2(\mathbb{B}_{T-t}^3)} \lesssim (T-t)^{-\frac{1}{p-1}}$$

$$(T-t)^{-s_p}\|u(t, \cdot) - u_{T,a}(t, \cdot)\|_{L^2(\mathbb{B}_{T-t}^3)} \lesssim (T-t)^{-\frac{1}{p-1}}$$

for all $t \in [0, T)$, where $s_p = \frac{3}{2} - \frac{2}{p-1}$ is the critical Sobolev exponent.
Loosely speaking, if \( u \) is sufficiently close to \( u_1 \) at time \( t = 0 \), then \( u \) blows up at \( t = T \) and as \( t \to T^- \), \( u \) approaches a particular Lorentz transform of the explicit blowup solution \( u_1 \). This convergence takes place in the natural domain, that is, the backward lightcone of the singularity. In this sense, the ODE blowup solution \( u_1 \) is stable. Some remarks are in order.

- Theorem 1.1 is insensitive to space translations, i.e., one has the same statement if one replaces the origin \( 0 \in \mathbb{R}^3 \) by any other point \( x_0 \in \mathbb{R}^3 \).
- The normalization factors in the estimates are natural given the fact that
  \[
  \| u_{T,a}(t, \cdot) \|_{H^k(B_{T-t}^3)} \approx (T-t)^{sp-k}
  \]
  \[
  \| \partial_t u_{T,a}(t, \cdot) \|_{H^k(B_{T-t}^3)} \approx (T-t)^{sp-1-k}
  \]
  for \( k \in \mathbb{N}_0 \) if \( a \neq 0 \).
- The decay rates stated in Theorem 1.1 are not sharp. Inspection of the proof shows that one has in fact \((T-t)^{2p-1-\epsilon}\) for any \( \epsilon > 0 \) (the implicit constants depend on \( \epsilon \), though). It might even be possible to improve the decay rate to \((T-t)^{2p-1}\), but this would require a more detailed approach.
- The topology in which we consider the problem is not optimal. Simple scaling arguments show that it should be possible to lower the degree of regularity to \( H^{sp+\epsilon} \times H^{sp+\epsilon-1} \) for any \( \epsilon > 0 \). It is an intriguing question if a result like Theorem 1.1 can be proved at the critical regularity level \( H^p \times H^{p-1} \). This is an open problem.
- The assumption \( p > 3 \) is not really needed and one can prove essentially the same result for all \( p > 1 \). However, in the subconformal range \( p \in (1, 3] \) a stronger statement is true since one has stability in the weaker topology \( H^1 \times L^2 \). This was shown by Merle and Zaag [50, 49].

1.1. Related work. There is a lot of activity in the study of blowup for wave equations. Many recent works focus on energy-critical equations where type II blowup solutions are studied that emerge from a dynamical rescaling of a soliton, e.g. [27, 39, 10, 9, 37, 16, 19, 21, 22, 15, 18, 17, 25], see also [40, 36, 34, 35].

In the supercritical case, blowup is typically self-similar. The fact that the free energy cannot be used to control the nonlinearity causes serious problems and thus, a detailed investigation of the supercritical regime has only recently begun, see e.g. [20, 32, 31, 28, 29, 31, 41, 6] for
conditional global existence and scattering results. The recent work of Krieger and Schlag \cite{38} provides a novel construction of large solutions to the defocusing equation in the supercritical case. The precise form of blowup was also investigated in a numerical study by Bizoń, Chmaj, and Tabor \cite{2}. Furthermore, we would like to mention a very exciting new development triggered by a remarkable paper by Merle, Raphaël and Rodnianski on the nonlinear Schrödinger equation \cite{42} which shows the existence of blowup via a rescaling soliton in the supercritical regime for sufficiently high dimensions. The corresponding installment for the wave equation is due to Collot \cite{5}.

In their fundamental work \cite{43, 44}, Merle and Zaag proved the universality of the self-similar blowup rate for Eq. (1.1) in the subconformal range \( p \leq 3 \), see also \cite{30, 24} for blowup bounds in the full subcritical region \( p < 5 \). In the one-dimensional case (which is subcritical for all \( p > 1 \) there is a series of papers which provides a fairly complete picture of the blowup behavior \cite{45, 46, 48, 47}. Merle and Zaag were also able to extend some of these results to higher dimensions and in particular they proved a result which is similar to ours but restricted to the subconformal range, that is, \( p \leq 3 \) \cite{50, 49}. Furthermore, their stability result holds in the energy topology \( H^1 \times L^2 \). We would like to stress that under the same restriction \( p \leq 3 \), our method can easily be adapted to obtain stability in \( H^1 \times L^2 \) as well. We also remark in passing that for pure scaling reasons, stability in the energy topology can hold only if \( p \leq 5 \). In this paper our main focus is on the supercritical range \( p > 5 \) and this necessitates the use of a stronger topology.

1.2. Outline of the proof. Our earlier works, where we have proved similar stability results \cite{13, 7, 11, 12, 8}, were restricted to spherically symmetric data. In the present paper we do not impose any symmetry assumptions and this requires a number of fundamentally new ideas compared to \cite{12}. We outline the main steps of the proof.

- As in our earlier works, we use similarity coordinates

\[
\tau = -\log(T - t) + \log T, \quad \xi = \frac{x}{T - t},
\]

to study the evolution. Here, \( T > 0 \) is the blowup time. In these coordinates, the blowup takes place as \( \tau \to \infty \) and the backward lightcone of the singularity is \( (0, \infty) \times \mathbb{B}^3 \). Furthermore, self-similar solutions become static, i.e., they are independent of \( \tau \). As a consequence, one is in fact confronted with an asymptotic stability problem. This reformulation does not come for free because the introduction of the new coordinates
destroys the convenient self-adjoint properties of the wave operator. Consequently, standard spectral theory does not apply.

- We write Eq. (1.1) as an abstract evolution problem of the form
  \[ \partial_\tau \Psi(\tau) = L \Psi(\tau) + N(\Psi(\tau)) \]  
for a function \( \Psi \) on \([0, \infty) \) with values in the Hilbert space \( \mathcal{H} = H^2 \times H^1(\mathbb{B}^3) \). The (unbounded) linear operator \( L \) on \( \mathcal{H} \) represents the free wave equation and \( N \) is the nonlinearity. We reiterate that \( L \) is highly nonself-adjoint. From a heuristic point of view this is clear since \( L \) is the generator of the free wave evolution in a backward lightcone. Consequently, it must encode radiative properties which necessitates the existence of nonreal spectrum.

- We show that \( L \) generates a strongly-continuous semigroup \( S(\tau) \) on \( \mathcal{H} \) with the sharp decay estimate
  \[ \| S(\tau) \|_{H^2 \times H^1} \lesssim e^{-\frac{2}{p-1} \tau}. \]  
This result follows by an application of the Lumer-Phillips Theorem. In order to verify the hypothesis, we have to find an inner product \( (\cdot|\cdot) \) on \( \mathcal{H} \) which satisfies \( \text{Re} (Lu|u) \leq -\frac{2}{p-1} (u|u) \). This is delicate since there is no straightforward way how to construct \( (\cdot|\cdot) \). We use a higher energy of the wave equation augmented with some carefully chosen boundary terms at the lightcone. Furthermore, one needs to show that the range of \( \lambda - L \) is dense in \( \mathcal{H} \) for some \( \lambda > -\frac{2}{p-1} \). This boils down to solving a degenerate elliptic problem on the unit ball \( \mathbb{B}^3 \). The degeneracy at the boundary \( \partial \mathbb{B}^3 = S^2 \) comes from the fact that \([0, \infty) \times S^2 \) is a characteristic surface (the backward lightcone of the singularity). Consequently, standard elliptic theory is not applicable. We proceed by a decomposition in spherical harmonics and reduce the problem to a system of ordinary differential equations.

- Next, we insert the modulation ansatz \( \Psi(\tau) = \Psi_{a(\tau)} + \Phi(\tau) \) into Eq. (1.2), where \( \Psi_{a} \) corresponds to the blowup solution \( u_{T,a} \) in this formulation. Thus, we allow the rapidity to depend on \( \tau \). There is no dependence on \( T \) since the coordinate transformation \((t, x) \mapsto (\tau, \xi)\) is \( T \)-dependent and chosen in such a way that Eq. (1.2) and \( \Psi_{a} \) are independent of \( T \). The modulation ansatz leads to an equation of the form
  \[ \partial_\tau \Phi(\tau) - L \Phi(\tau) - L'_{a(\tau)} \Phi(\tau) = N_{a(\tau)}(\Phi(\tau)) - \partial_\tau \Psi_{a(\tau)} \]
where \( N_{a(\tau)}(u) = N(\Psi_{a(\tau)} + u) - N(\Psi_{a(\tau)}) - L'_{a(\tau)} u \) and \( L'_{a(\tau)} \) is the linearization of \( N \) at \( \Psi_{a(\tau)} \). We cannot deal with a \( \tau \)-dependent “potential term” on the left-hand side and therefore,
assuming \( \lim_{\tau \to \infty} a(\tau) = a_{\infty} \), we rewrite this equation as

\[
\partial_\tau \Phi(\tau) - L \Phi(\tau) - L'_{a_{\infty}} \Phi(\tau) = [L'_{a(\tau)} - L'_{a_{\infty}}] \Phi(\tau) + N_{a(\tau)}(\Phi(\tau)) - \partial_\tau \Psi_{a(\tau)}. \tag{1.3}
\]

Very conveniently, the operator \( L'_{a_{\infty}} \) turns out to be compact.

- By the Bounded Perturbation Theorem it immediately follows that \( L + L'_{a_{\infty}} \) generates a semigroup \( S_{a_{\infty}}(\tau) \), but in order to obtain a useful growth bound, a detailed spectral analysis of the generator \( L_{a_{\infty}} := L + L'_{a_{\infty}} \) is necessary. Fortunately, after decomposition in spherical harmonics, the spectral equation for \( L_0 \) can be solved explicitly in terms of hypergeometric functions. By a spectral-theoretic perturbation argument we obtain sufficient information on the spectrum of \( L_{a_{\infty}} \), provided \( a_{\infty} \) is small. In particular, we find that \( S_{a_{\infty}}(\tau) \) has a 4-dimensional unstable subspace which is spanned by the generators of time translations and Lorentz boosts. Transversal to this unstable subspace, the semigroup \( S_{a_{\infty}}(\tau) \) decays exponentially. We construct a suitable spectral projection onto the unstable subspace that commutes with the semigroup.

- By using Duhamel’s principle, we rewrite Eq. (1.3) as an integral equation of the form

\[
\Phi(\tau) = S_{a_{\infty}}(\tau) \Phi(0) + \int_0^\tau S_{a_{\infty}}(\tau - \sigma) \left[ L'_{a(\sigma)} - L'_{a_{\infty}} \right] \Phi(\sigma) d\sigma \\
+ \int_0^\tau S_{a_{\infty}}(\tau - \sigma) \left[ N_{a(\sigma)}(\Phi(\sigma)) - \partial_\sigma \Psi_{a(\sigma)} \right] d\sigma. \tag{1.4}
\]

The nonlinear terms are controlled by standard Sobolev embeddings and we construct a decaying solution to Eq. (1.4) by a nested fixed point argument. More precisely, we first derive a suitable equation for the modulation parameters \( a(\tau) \) and via a fixed point argument we show that \( a(\tau) \) can be chosen in such a way that the instability due to the Lorentz symmetry gets suppressed. For the time translation symmetry we use a different approach and employ a version of the Lyapunov-Perron method where one modifies the equation by a suitable correction term in order to stabilize the evolution. The modified equation is then solved by a fixed point argument. In a second step one
shows that the correction term vanishes provided one chooses the blowup time $T$ correctly. This is done by a Brower-type argument.

1.3. Notation. The arguments for functions defined on Minkowski space are numbered by $0, 1, 2, 3$ and we write $\partial_0, \partial_1, \partial_2, \partial_3$ for the respective derivatives. We use the notation $\partial_y$ for the derivative with respect to the variable $y$. We employ Einstein’s summation convention throughout with latin indices running from 1 to 3, unless otherwise stated. The symbol $\mathbb{B}^d_R$ denotes the open ball of radius $R$ in $\mathbb{R}^d$ and for brevity we set $\mathbb{B}^d := \mathbb{B}^d_1$ as well as $\mathbb{S}^{d-1} := \partial \mathbb{B}^d$.

The letter $C$ (possibly with indices to indicate dependencies) denotes a generic positive constant which may have a different value at each occurrence. The symbol $a \lesssim b$ means $a \leq Cb$ and we abbreviate $a \lesssim b \lesssim a$ by $a \simeq b$. We write $f(x) \sim g(x)$ for $x \to a$ if $\lim_{x \to a} \frac{f(x)}{g(x)} = 1$.

For a closed linear operator $L$ on a Banach space we denote its domain by $\mathcal{D}(L)$, its spectrum by $\sigma(L)$, and its point spectrum by $\sigma_p(L)$. We write $R_L(z) := (z - L)^{-1}$ for $z \in \rho(L) = \mathbb{C}\setminus \sigma(L)$. The space of bounded operators on a Banach space $\mathcal{X}$ is denoted by $\mathcal{B}(\mathcal{X})$.

2. Preliminary transformations

We start with the wave equation
\begin{equation}
(-\partial^2_t + \Delta_x)u(t, x) = -u(t, x)|u(t, x)|^{p-1}, \quad p > 3.
\end{equation}

The aforementioned 4-parameter family of blowup solutions $u_{T, a}$ is explicitly given by
\begin{equation}
u_{T, a}(t, x) = c_p \left[A_0(a)(T - t) - A_j(a)x^j\right]^{-\frac{1}{p-1}}
\end{equation}
where $a = (a^1, a^2, a^3) \in \mathbb{R}^3$ and
\begin{align*}
A_0(a) &= \cosh a^1 \cosh a^2 \cosh a^3 \\
A_1(a) &= \sinh a^1 \cosh a^2 \cosh a^3 \\
A_2(a) &= \sinh a^2 \cosh a^3 \\
A_3(a) &= \sinh a^3.
\end{align*}

Our intention is to study the time evolution of small perturbations of $u_{1, 0}$. Thus, we consider the Cauchy problem
\begin{equation}
\begin{cases}
(-\partial^2_t + \Delta_x)u(t, x) = -u(t, x)|u(t, x)|^{p-1}, \quad t > 0 \\
u[0] = u_{1, 0}[0] + (f, g)
\end{cases}
\end{equation}
where the functions $f, g$ are small in a suitable sense.
Now we introduce the similarity variables
\[
\tau = -\log(T - t) + \log T, \quad \xi = \frac{x}{T - t}.
\]
The derivatives transform according to
\[
\partial_t = \frac{e^\tau}{T} (\partial_\tau + \xi^i \partial_{\xi^i}), \quad \partial_{x^j} = \frac{e^\tau}{T} \partial_{\xi^j}
\]
and we obtain
\[
\partial_t^2 = \frac{e^{2\tau}}{T^2} (\partial_\tau^2 + \partial_\tau + 2\xi^j \partial_{\xi^j} \partial_\tau + \xi^i \xi^k \partial_{\xi^i} \partial_{\xi^k} + 2\xi^j \partial_{\xi^j})
\]
as well as \(\partial_{x^j, x^j} = \frac{e^{2\tau}}{T^2} \partial_{\xi^j} \partial_{\xi^j}\). Consequently, Eq. (2.1) is equivalent to
\[
\left[ \partial_\tau^2 + \partial_\tau + 2\xi^j \partial_{\xi^j} \partial_\tau - (\delta^{jk} - \xi^j \xi^k) \partial_{\xi^j} \partial_{\xi^k} + 2\xi^j \partial_{\xi^j} \right] U(\tau, \xi) = T^2 e^{-2\tau} U(\tau, \xi)|U(\tau, \xi)|^{p-1}
\]
where \(U(\tau, \xi) = u(T - Te^{-\tau}, Te^{-\tau} \xi)\). In order to remove the \(\tau\)-dependent factor on the right-hand side we rescale and set
\[
U(\tau, \xi) = T^{-\frac{2p-3}{p-1}} e^{-\frac{2p+1}{p-1}\tau} \psi(\tau, \xi)
\]
which yields
\[
\left[ \partial_\tau^2 + \frac{p+3}{p-1} \partial_\tau + 2\xi^j \partial_{\xi^j} \partial_\tau - (\delta^{jk} - \xi^j \xi^k) \partial_{\xi^j} \partial_{\xi^k} + 2\frac{p+1}{p-1}\xi^j \partial_{\xi^j} \right] \psi(\tau, \xi) = \psi(\tau, \xi)|\psi(\tau, \xi)|^{p-1}. \tag{2.4}
\]
By applying the above transformations to the blowup solution \(u_{T,a}\) defined in Eq. (2.2), we obtain the 3-parameter family \(\psi_a\) of static solutions to Eq. (2.4) given by
\[
\psi_a(\xi) = c_p \left[ A_0(a) - A_j(a) \xi^j \right]^{-\frac{2}{p-1}}. \tag{2.5}
\]
Note that the dependence on \(T\) has disappeared since we have used a coordinate transformation adapted to the blowup time \(T\). As a consequence, the dependence on \(T\) is hidden as a symmetry of the equation and will reappear later as an instability of the evolution one has to deal with. We also remark that for \(a \in \mathbb{R}^3\) small, the solution \(\psi_a\) is smooth since \(A_0(a) = 1 + O(|a|)\) and \(A_j(a) = O(|a|)\) if \(|a| \lesssim 1\).

In order to rewrite Eq. (2.4) as a first-order system in time, we introduce the variables
\[
\psi_1 := \psi, \quad \psi_2(\tau, \xi) := \partial_\tau \psi(\tau, \xi) + \xi^j \partial_j \psi(\tau, \xi) + 2\frac{1}{p-1} \psi(\tau, \xi)
\]
where the definition of \(\psi_2\) is motivated by the fact that \(\psi_2\) corresponds to the \(t\)-derivative of \(u\), i.e.,
\[
\partial_0 u(T - Te^{-\tau}, Te^{-\tau} \xi) = T^{-\frac{p+1}{p-1}} e^{-\frac{p+1}{p-1}\tau} \left[ \partial_\tau + \xi^j \partial_{\xi^j} + \frac{2}{p-1} \right] \psi(\tau, \xi).
\]
Then Eq. (2.4) transforms into the system
\[ \partial_0 \psi_1 = -\xi^j \partial_j \psi_1 - \frac{2}{p-1} \psi_1 + \psi_2 \]
\[ \partial_0 \psi_2 = \partial^j \partial_j \psi_1 - \xi^j \partial_j \psi_2 - \frac{p+1}{p-1} \psi_2 + \psi_1 |\psi_1|^{p-1} \]  \quad (2.6)
and from Eq. (2.5) we derive the family of static solutions
\[ \psi_{a,1}(\xi) = c_p \left[ A_0(a) - A_j(a) \xi^j \right]^{-\frac{2}{p-1}} \]
\[ \psi_{a,2}(\xi) = \frac{2c_p}{p-1} A_0(a) \left[ A_0(a) - A_j(a) \xi^j \right]^{-\frac{p+1}{p-1}}. \]  \quad (2.7)
By noting that \( A_0(a)^2 - A_j(a)A^j(a) = 1 \) one may also check directly that \((\psi_{a,1}, \psi_{a,2})\) is indeed a solution of Eq. (2.6). For the initial data we obtain
\[ \psi_1(0, \xi) = T^{-\frac{2}{p-1}} [\psi_{0,1}(T\xi) + f(T\xi)] \]
\[ \psi_2(0, \xi) = T^{\frac{p+1}{p-1}} [\psi_{0,2}(T\xi) + g(T\xi)]. \]  \quad (2.8)
We emphasize that the only trace of the blowup time \( T \) is in the initial data.

3. A SEMIGROUP FORMULATION FOR THE LINEAR EVOLUTION

3.1. Function spaces. We will make use of semigroup theory to treat the evolution problem Eq. (2.6). A key ingredient is the construction of a suitable inner product on \( H^2 \times H^1(B^3) \) that yields the sharp decay for the free evolution. We start by considering the two sesquilinear forms
\[ (u|v)_1 := \int_{B^3} \partial^k \partial^j u_1 \overline{\partial_k \partial_j v_1} + \int_{B^3} \partial^j u_2 \overline{\partial_j v_2} + \int_{S^2} \partial^j u_1 \overline{\partial_j v_1} d\sigma \]
\[ (u|v)_2 := \int_{B^3} \Delta u_1 \overline{\Delta v_1} + \int_{B^3} \partial^j u_2 \overline{\partial_j v_2} + \int_{S^2} u_2 \overline{\nu_2} d\sigma \]
on the space \( \tilde{H} := C^2(B^3) \times C^1(B^3) \), where \( \sigma \) denotes the surface measure on the 2-sphere. Obviously, both sesquilinear forms are derived from a standard (higher) energy of the free wave equation but neither of them defines an inner product on \( \tilde{H} \). This will be fixed later. Next, we define an operator that represents the free part in Eq. (2.6) on the right-hand side. We set
\[ \tilde{L}u(\xi) := \begin{pmatrix} -\xi^j \partial_j u_1(\xi) - \frac{2}{p-1} u_1(\xi) + u_2(\xi) \\ \partial^j \partial_j u_1(\xi) - \xi^j \partial_j u_2(\xi) - \frac{p+1}{p-1} u_2(\xi) \end{pmatrix}. \]
At this point, $\tilde{L}$ should be viewed as a formal differential operator; we will specify a suitable domain later. The key properties of the sesquilinear forms $⟨·|·⟩_1$ and $⟨·|·⟩_2$ are stated in the following lemma.

**Lemma 3.1.** We have the estimates
\[
\text{Re} (\tilde{L}u|u)_j \leq -\left(\frac{2}{p-1} + \frac{1}{2}\right)(u|u)_j
\]
for all $u \in C^3(\overline{\mathbb{B}^3}) \times C^2(\overline{\mathbb{B}^3})$ and $j \in \{1, 2\}$.

**Proof.** We write $[\tilde{L}u]_j$, $j \in \{1, 2\}$, for the $j$-th component of $\tilde{L}u$. Since
\[
2\text{Re} [\xi^j \partial_j f(\xi)\overline{f(\xi)}] = \partial_{\xi^j} [\xi^j |f(\xi)|^2] - 3|f(\xi)|^2
\]
and
\[
\partial_{\xi_k} \partial_{\xi_j} [\xi^i \partial_i f(\xi)] = 2\partial^k \partial^j f(\xi) + \xi^i \partial_i \partial^k \partial^j f(\xi),
\]
the divergence theorem yields
\[
\text{Re} \int_{\mathbb{B}^3} \partial^k \partial^j [\tilde{L}u]_1 \overline{\partial_k \partial_j u_1} = -\left(\frac{2}{p-1} + \frac{1}{2}\right) \int_{\mathbb{B}^3} \partial^k \partial^j u_1 \overline{\partial_k \partial_j u_1}
\]
\[
- \frac{1}{2} \int_{\mathbb{S}^2} \partial^k \partial^j u_1(\omega) \overline{\partial_k \partial_j u_1(\omega)} d\sigma(\omega)
\]
\[
+ \text{Re} \int_{\mathbb{B}^3} \partial^k \partial^j u_2 \overline{\partial_k \partial_j u_1}.
\]
Analogously, we find
\[
\text{Re} \int_{\mathbb{B}^3} \partial^j [\tilde{L}u]_2 \overline{\partial_j u_2} = -\text{Re} \int_{\mathbb{B}^3} \partial^k \partial^j u_1 \overline{\partial_k \partial_j u_2}
\]
\[
+ \text{Re} \int_{\mathbb{S}^2} \omega^j \partial_j \partial^k u_1(\omega) \overline{\partial_k u_2(\omega)} d\sigma(\omega)
\]
\[
- \left(\frac{2}{p-1} + \frac{1}{2}\right) \int_{\mathbb{B}^3} \partial^j u_2 \overline{\partial_j u_2}
\]
\[
- \frac{1}{2} \int_{\mathbb{S}^2} \partial^j u_2(\omega) \overline{\partial_j u_2(\omega)} d\sigma(\omega).
\]
For the boundary term we obtain
\[
\text{Re} \int_{\mathbb{S}^2} \partial^j [\tilde{L}u]_1(\omega) \overline{\partial_j u_1(\omega)} d\sigma(\omega) = -\left(\frac{2}{p-1} + 1\right) \int_{\mathbb{S}^2} \partial^j u_1 \overline{\partial_j u_1} d\sigma(\omega)
\]
\[
- \text{Re} \int_{\mathbb{S}^2} \omega^j \partial_k \partial^j u_1(\omega) \overline{\partial_j u_1(\omega)} d\sigma(\omega)
\]
\[
+ \text{Re} \int_{\mathbb{S}^2} \partial^j u_2(\omega) \overline{\partial_j u_1(\omega)} d\sigma(\omega).
\]
Summing up, we infer

\[ \text{Re} (\tilde{L}u|u)_1 \leq -\left( \frac{2}{p-1} + \frac{1}{2} \right) (u|u)_1 + \int_{\mathbb{S}^2} A(\omega)d\sigma(\omega), \]

where

\[ A(\omega) = -\frac{1}{2} \partial^k \partial^i u_1(\omega) \overline{\partial_k \partial_j u_1(\omega)} - \frac{1}{2} \partial^i u_1(\omega) \overline{\partial_j u_1(\omega)} 
- \frac{1}{2} \partial^i u_2(\omega) \overline{\partial_j u_2(\omega)} 
- \text{Re} \left[ \omega^k \partial_k \partial^i u_1(\omega) \overline{\partial_j u_1(\omega)} \right] + \text{Re} \left[ \omega^k \partial_k \partial^i u_1(\omega) \overline{\partial_j u_2(\omega)} \right] 
+ \text{Re} \left[ \partial^i u_1(\omega) \overline{\partial_j u_2(\omega)} \right]. \]

Now we use the inequality

\[ \text{Re} (ab) + \text{Re} (ac) - \text{Re} (bc) \leq \frac{1}{2} |a|^2 + \frac{1}{2} |b|^2 + \frac{1}{2} |c|^2, \quad a, b, c \in \mathbb{C}, \]

which follows from \( 0 \leq |a - b - c|^2 \), to obtain

\[ -\text{Re} \left[ \omega^k \partial_k \partial_j u_1(\omega) \overline{\partial_j u_1} \right] + \text{Re} \left[ \omega^k \partial_k \partial_j u_1(\omega) \overline{\partial_j u_2} \right] + \text{Re} \left[ \partial_j u_1 \overline{\partial_j u_2} \right] 
\leq \frac{1}{2} |\omega^k \partial_k \partial_j u_1(\omega)|^2 + \frac{1}{2} \overline{|\partial_j u_1(\omega)|^2} + \frac{1}{2} \overline{|\partial_j u_2(\omega)|^2} 
\leq \frac{1}{2} \omega^k \partial_k \partial_j u_1(\omega) \overline{\partial_j u_1(\omega)} + \frac{1}{2} \overline{|\partial_j u_1(\omega)|^2} + \frac{1}{2} \overline{|\partial_j u_2(\omega)|^2} 
= \frac{1}{2} \partial_j u_1(\omega) \overline{\partial_j u_1(\omega)} + \frac{1}{2} \partial_j u_1(\omega) \overline{\partial_j u_2(\omega)} + \frac{1}{2} \partial_j u_2(\omega) \overline{\partial_j u_2(\omega)} \]

for each \( j \in \{1, 2, 3\} \). Consequently, summation over \( j \) yields \( A(\omega) \leq 0 \) and we arrive at the desired estimate for \( (\tilde{L}u|u)_1 \).

In order to prove the claimed estimate for \( (\tilde{L}u|u)_2 \), we note that

\[ \text{Re} \int_{\mathbb{S}^3} \Delta [\tilde{L}u] \overline{\Delta u_1} = -\text{Re} \int_{\mathbb{S}^3} \xi^j \partial_j \Delta u_1(\xi) \overline{\Delta u_1(\xi)} d\xi \]

\[ - \left( \frac{2}{p-1} + 2 \right) \int_{\mathbb{S}^3} |\Delta u_1|^2 + \text{Re} \int_{\mathbb{S}^3} \Delta u_2 \overline{\Delta u_1} \]

\[ = -\frac{1}{2} \int_{\mathbb{S}^2} |\Delta u_1|^2 d\sigma - \left( \frac{2}{p-1} + \frac{1}{2} \right) \int_{\mathbb{S}^3} |\Delta u_1|^2 \]

\[ + \text{Re} \int_{\mathbb{S}^3} \Delta u_2 \overline{\Delta u_1} \]
and
\[
\text{Re} \int_{B^3} \partial^j [L\mathbf{u}]_2 \overline{\partial_j u_2} = \text{Re} \int_{B^3} \partial^j \Delta u_1 \overline{\partial_j u_2} \\
- \text{Re} \int_{B^3} \xi^k \partial_k \partial^j u_2(\xi) \overline{\partial_j u_2(\xi)} d\xi \\
- (\frac{2}{p-1} + 2) \int_{B^3} \partial^j u_2 \overline{\partial_j u_2} \\
= -\text{Re} \int_{B^3} \Delta u_1 \overline{\Delta u_2} \\
+ \text{Re} \int_{S^2} \Delta u_1(\omega) \omega^j \partial_j u_2(\omega) d\sigma(\omega) \\
- \frac{1}{2} \int_{S^2} \partial^j u_2 \overline{\partial_j u_2} d\sigma - (\frac{2}{p-1} + \frac{1}{2}) \int_{B^3} \partial^j u_2 \overline{\partial_j u_2}.
\]
The boundary term yields
\[
\text{Re} \int_{S^2} [L\mathbf{u}]_2 \overline{\bar{v}}_2 d\sigma = \text{Re} \int_{S^2} \Delta u_1 \overline{\bar{v}_2} d\sigma - \text{Re} \int_{S^2} \omega^j \partial_j u_2(\omega) \overline{\bar{v}_2(\omega)} d\sigma(\omega) \\
- (\frac{2}{p-1} + 1) \int_{S^2} |\bar{v}_2|^2 d\sigma.
\]
In summary, we obtain
\[
\text{Re} (\bar{L}\mathbf{u} | \mathbf{u})_2 \leq -\left(\frac{2}{p-1} + \frac{1}{2}\right) (\mathbf{u} | \mathbf{u})_2 + \int_{S^2} B(\omega) d\sigma(\omega)
\]
where
\[
B(\omega) = -\frac{1}{2} |\Delta u_1(\omega)|^2 - \frac{1}{2} \partial^j u_2(\omega) \overline{\partial_j u_2(\omega)} - \frac{1}{2} |u_2(\omega)|^2 \\
+ \text{Re} \left[ \Delta u_1(\omega) \omega^j \partial_j u_2(\omega) \right] + \text{Re} \left[ \Delta u_1(\omega) \overline{u_2(\omega)} \right] \\
- \text{Re} \left[ \omega^j \partial_j u_2(\omega) \overline{u_2(\omega)} \right] \\
\leq 0.
\]
\[
\square
\]
In addition, we consider a third sesquilinear form which constitutes the missing piece for a proper inner product. We set
\[
(\mathbf{u} | \mathbf{v})_3 := \int_{S^2} [\omega^j \partial_j u_1 + u_1 + u_2](\omega) d\sigma(\omega) \int_{S^2} [\omega^j \partial_j v_1 + v_1 + v_2](\omega) d\sigma(\omega).
\]
The following “magic” property (which, by the way, only works in 3 space dimensions) is crucial.
Lemma 3.2. We have 
\[ \text{Re} \left( \tilde{L}u | u \right)_3 \leq -\frac{2}{p-1} (u | u)_3 \]
for all \( u \in C^3(\mathbb{B}^3) \times C^2(\mathbb{B}^3) \).

Proof. We have 
\[ \int_{S^2} \left[ \omega^j \partial_j [\tilde{L}u]_1 + [\tilde{L}u]_1 + [\tilde{L}u]_2 \right] (\omega) d\sigma(\omega) \]
\[ = -\frac{2}{p-1} \int_{S^2} [\omega^j \partial_j u_1 + u_1 + u_2] (\omega) d\sigma(\omega) \]
\[ + \int_{S^2} \left[ (\delta^{jk} - \omega^j \omega^k) \partial_j \partial_k u_1 - 2\omega^j \partial_j u_1 \right] (\omega) d\sigma(\omega) \]
\[ = -\frac{2}{p-1} \int_{S^2} [\omega^j \partial_j u_1 + u_1 + u_2] (\omega) d\sigma(\omega) \]
since \( -[(\delta^{jk} - \omega^j \omega^k) \partial_j \partial_k - 2\omega^j \partial_j] \) is the Laplace-Beltrami operator on \( S^2 \). □

Now we set 
\[ (u | v) := \sum_{j=1}^{3} (u | v)_j \]
and claim that \( \| \cdot \| := \sqrt{(\cdot | \cdot)} \) is equivalent to \( \| \cdot \|_{H^2 \times H^1(\mathbb{B}^3)} \). In order to prove this, it is useful to recall the following result.

Lemma 3.3. We have 
\[ \| f \|_{H^1(\mathbb{B}^3)} \simeq \| \nabla f \|_{L^2(\mathbb{B}^3)} + \| f \|_{L^2(S^2)} \]
for all \( f \in C^1(\mathbb{B}^3) \).

Proof. See e.g. [14], Lemma 3.1. □

Furthermore, we need a Poincaré-type inequality.

Lemma 3.4. Let 
\[ Sf := \frac{1}{4\pi} \int_{S^2} f(\omega) d\sigma(\omega). \]
Then we have 
\[ \| f - Sf \|_{L^2(\mathbb{B}^3)} \lesssim \| \nabla f \|_{H^1(\mathbb{B}^3)} \]
for all \( f \in C^2(\mathbb{B}^3) \).

Remark 3.5. We emphasize the differences of Lemma 3.4 and the standard Poincaré inequality: We take the mean over the sphere \( S^2 \) instead of the ball \( \mathbb{B}^3 \) and on the right-hand side we have the \( H^1 \)-norm of the gradient instead of the \( L^2 \)-norm.
Proof of Lemma 3.4. The statement is obviously true if \( \|\nabla f\|_{H^1(\mathbb{B}^3)} = 0 \), because then we have \( f(x) = c \) for some constant \( c \in \mathbb{C} \) which implies \( f(x) - Sf = 0 \) for all \( x \in \mathbb{B}^3 \). Thus, we may exclude this trivial case. As in the classical proof of the Poincaré inequality, we now argue by contradiction. Suppose the statement were false. Then we could find a sequence \( (f_n) \subset C^2(\mathbb{B}^3) \) with \( \|\nabla f_n\|_{H^1(\mathbb{B}^3)} > 0 \) and such that

\[
\|f_n - Sf_n\|_{L^2(\mathbb{B}^3)} \geq n\|\nabla f_n\|_{H^1(\mathbb{B}^3)}
\]

for all \( n \in \mathbb{N} \). We set

\[
g_n := \frac{f_n - Sf_n}{\|f_n - Sf_n\|_{L^2(\mathbb{B}^3)}}.
\]

Then we have \( \|g_n\|_{L^2(\mathbb{B}^3)} = 1 \), \( Sg_n = 0 \), and \( \|\nabla g_n\|_{H^1(\mathbb{B}^3)} \leq \frac{1}{n} \). In particular, \( \|g_n\|_{H^2(\mathbb{B}^3)} \lesssim 1 \). By the compactness of the embedding \( H^2(\mathbb{B}^3) \hookrightarrow H^1(\mathbb{B}^3) \) and after passing to a subsequence, if necessary, we find a function \( g \in H^1(\mathbb{B}^3) \) with \( g_n \to g \) in \( H^1(\mathbb{B}^3) \) and \( \|g\|_{L^2(\mathbb{B}^3)} = 1 \).

It follows that

\[
\|g_n - g_m\|_{H^2(\mathbb{B}^3)} \lesssim \|g_n - g_m\|_{L^2(\mathbb{B}^3)} + \|\nabla g_n - \nabla g_m\|_{H^1(\mathbb{B}^3)} \lesssim \|g_n - g_m\|_{L^2(\mathbb{B}^3)} + \frac{1}{n} + \frac{1}{m}
\]

and thus, \( g_n \to g \) even in \( H^2(\mathbb{B}^3) \). By Sobolev embedding we infer \( g \in C(\mathbb{B}^3) \) and from this it follows that \( Sg = 0 \). Furthermore, we have \( \|\nabla g\|_{L^2(\mathbb{B}^3)} = 0 \) and thus, \( g(x) = c \) for almost every \( x \in \mathbb{B}^3 \) and some \( c \in \mathbb{C} \). Since \( g \in C(\mathbb{B}^3) \), we obtain \( g(x) = c \) for all \( x \in \mathbb{B}^3 \) and from \( Sg = 0 \) we infer \( c = 0 \). This, however, contradicts \( \|g\|_{L^2(\mathbb{B}^3)} = 1 \).

Lemma 3.6. The sesquilinear form \((\cdot, \cdot)\) defines an inner product on \( \mathcal{H} \). The completion of \( \mathcal{H} \) is a Hilbert space which is equivalent to \( H^2 \times H^1(\mathbb{B}^3) \).

Proof. We have to show that \( \|u\| \simeq \|u\|_{H^2 \times H^1(\mathbb{B}^3)} \) for all \( u \in \tilde{\mathcal{H}} \). The estimate \( \|u\| \lesssim \|u\|_{H^2 \times H^1(\mathbb{B}^3)} \) is a simple consequence of the trace theorem. Thus, it suffices to prove \( \|u\|_{H^2 \times H^1(\mathbb{B}^3)} \lesssim \|u\| \). From Lemma 3.3 we obtain \( \|u_2\|_{H^1(\mathbb{B}^3)} \lesssim \|u\| \) and \( \|\nabla u_1\|_{H^1(\mathbb{B}^3)} \lesssim \|u\| \). Furthermore,
Lemma 3.4 yields
\[
\|u_1\|_{L^2(B^3)} \leq \|u_1 - Su_1\|_{L^2(B^3)} + \|Su_1\|_{L^2(B^3)} \\
\lesssim \|\nabla u_1\|_{H^1(B^3)} + \left|\int_{S^2} u_1(\omega) d\sigma(\omega)\right| \\
\lesssim \|u\| + \left|\int_{S^2} [\omega^j \partial_j u_1 + u_1 + u_2](\omega) d\sigma(\omega)\right| \\
+ \|\nabla u_1\|_{L^2(S^2)} + \|u_2\|_{L^2(S^2)} \\
\lesssim \|u\|
\]
which finishes the proof. \(\square\)

3.2. Generation of the semigroup. In order to obtain a proper functional analytic setup, we augment the formal operator \(\tilde{L}\) with the domain \(\mathcal{D}(\tilde{L}) = C^3 \times C^2(B^3)\). With this domain, \(\tilde{L} : \mathcal{D}(\tilde{L}) \subset \mathcal{H} \rightarrow \mathcal{H}\), where \(\mathcal{H} := H^2 \times H^1(B^3)\), is a well-defined (unbounded) operator on \(\mathcal{H}\). Our goal is to show that \(\tilde{L}\) generates a semigroup (which then governs the free wave evolution in a backward lightcone).

Proposition 3.7. The operator \(\tilde{L} : \mathcal{D}(\tilde{L}) \subset \mathcal{H} \rightarrow \mathcal{H}\) is densely defined, closable, and its closure \(L\) generates a strongly-continuous one-parameter semigroup \(S : [0, \infty) \rightarrow \mathcal{B}(\mathcal{H})\) which satisfies
\[
\|S(\tau)\| \leq e^{-\frac{2p}{p-1}\tau}
\]
for all \(\tau \geq 0\).

The proof consists of an application of the Lumer-Phillips Theorem. In order to verify the hypothesis, we have to show that the range of \(\lambda - \tilde{L}\) is dense in \(\mathcal{H}\), for some \(\lambda > -\frac{2}{p-1}\) (it turns out that \(\lambda = \frac{3}{2} - \frac{2}{p-1}\) is convenient). This requires solving a degenerate elliptic problem and we do this by an angular momentum decomposition. For the convenience of the reader and to fix notation we have compiled the necessary background material in Appendix A. Based on this, we prove the following technical lemma which is the key ingredient for the aforementioned density result.

Lemma 3.8. Let \(f \in H^1(B^3)\) and \(\varepsilon > 0\). Then there exists a function \(u \in C^3(B^3)\) such that \(g \in C^1(B^3)\), defined by
\[
g(\xi) := -(\delta^{jk} - \xi^j \xi^k)\partial_j \partial_k u(\xi) + 5\xi^j \partial_j u(\xi) + \frac{15}{4} u(\xi),
\]
satisfies \(\|f - g\|_{H^1(B^3)} < \varepsilon\).
Proof. By the density of $C^\infty(\overline{\mathbb{B}^3})$ in $H^1(\mathbb{B}^3)$ we find a function $\tilde{g} \in C^\infty(\overline{\mathbb{B}^3})$ satisfying $\|\tilde{g} - f\|_{H^1(\mathbb{B}^3)} < \frac{\varepsilon}{2}$. For $r \in (0, 1]$ we set $g_{\ell,m}(r) := (\tilde{g}(r \cdot) Y_{\ell,m})|_{S^2}$ where $Y_{\ell,m} \in C^\infty(S^2)$ for $\ell \in \mathbb{N}_0$ and $m \in \{-\ell, -\ell + 1, \ldots, \ell - 1, \ell\}$ denote the standard (orthonormalized) spherical harmonics on $S^2$. Then we define $g_N \in C^\infty(\overline{\mathbb{B}^3}\setminus\{0\})$ by

$$g_N(\xi) := \sum_{\ell=0}^N \sum_{m=-\ell}^{\ell} g_{\ell,m}(\xi) Y_{\ell,m}(\frac{\xi}{|\xi|})$$

Lemma A.2 shows that $g_N$ extends to a function in $C^\infty(\overline{\mathbb{B}^3})$ and that we may choose $N \in \mathbb{N}$ so large that $\|g_N - \tilde{g}\|_{H^1(\mathbb{B}^3)} < \varepsilon$. The lemma is proved if we can find a function $u \in C^3(\mathbb{B}^3)$ satisfying

$$-(\delta^k - \xi^j \xi^k) \partial_j \partial_k u(\xi) + 5 \xi^j \partial_j u(\xi) + \frac{15}{4} u(\xi) = g_N(\xi)$$

(3.1)

since $\|g_N - f\|_{H^1(\mathbb{B}^3)} \leq \|g_N - \tilde{g}\|_{H^1(\mathbb{B}^3)} + \|\tilde{g} - f\|_{H^1(\mathbb{B}^3)} < \varepsilon$. With polar coordinates $\xi = \rho \omega$, $(\rho, \omega) \in (0, 1) \times S^2$, we obtain

$$-(\delta^k - \xi^j \xi^k) \partial_j \partial_k u(\rho \omega) + 5 \xi^j \partial_j u(\rho \omega) + \frac{15}{4} u(\rho \omega)$$

$$= \left[-(1 - \rho^2) \partial_\rho^2 - \frac{2}{\rho} \partial_\rho + 5 \rho \partial_\rho - \frac{4}{\rho^2} \partial_\omega \partial_\omega + \frac{15}{4} \right] u(\rho \omega)$$

where $-\partial^j \partial_j$ is the Laplace-Beltrami operator on $S^2$, see Appendix A. Consequently, the ansatz

$$u(\rho \omega) = \sum_{\ell=0}^N \sum_{m=-\ell}^{\ell} u_{\ell,m}(\rho) Y_{\ell,m}(\omega)$$

(3.2)

yields the decoupled system

$$\left[-(1 - \rho^2) \partial_\rho^2 - \frac{2}{\rho} \partial_\rho + 5 \rho \partial_\rho + \frac{\ell(\ell+1)}{\rho^2} + \frac{15}{4} \right] u_{\ell,m}(\rho) = g_{\ell,m}(\rho)$$

(3.3)

of ODEs for the functions $u_{\ell,m}$. We first consider the homogeneous version of this equation, i.e., we set $g_{\ell,m}$ equal to zero. Suppressing the subscripts, we define a new dependent variable $v$ by setting $u_{\ell,m}(\rho) = \rho^f v(\rho^2)$. Then Eq. (3.3) (with $g_{\ell,m} = 0$) is equivalent to the hypergeometric differential equation

$$z(1 - z)v''(z) + [c - (a + b + 1)z]v'(z) - abv(z) = 0$$

where $z = \rho^2$ and $a = \frac{3+2\ell}{4}$, $b = \frac{5+2\ell}{4}$, $c = \frac{3+2\ell}{2}$. For the following facts on hypergeometric functions we refer to [51]. With $2F_1$ denoting the standard hypergeometric function, we have the two solutions

$$\phi_0(z) = 2F_1(a, b, c; z) = 2F_1\left(\frac{3+2\ell}{4}, \frac{5+2\ell}{4}, \frac{3+2\ell}{2}; z\right)$$

$$\phi_1(z) = 2F_1(a, b, a + b + 1 - c; 1 - z) = 2F_1\left(\frac{3+2\ell}{4}, \frac{5+2\ell}{4}, \frac{3}{2}; 1 - z\right)$$
which are analytic around $z = 0$ and $z = 1$, respectively. Furthermore, a third solution is given by

$$\tilde{\phi}_1(z) = (1 - z)^{c-a-b} {_2F_1}(c - a, c - b, c - a - b + 1, 1 - z) = (1 - z)^{-1/2} {_2F_1}\left(\frac{3+2\ell}{4}, \frac{1+2\ell}{4}, \frac{1}{2}; 1 - z\right)$$

which is singular at $z = 1$. We set $\psi_j(\rho) := \rho^j \phi_j(\rho^2), j \in \{0, 1\}$, and $\tilde{\psi}_1(\rho) := \rho^1 \tilde{\phi}_1(\rho^2)$. By construction, $\psi_j$ and $\tilde{\psi}_1$ are solutions to Eq. (3.3) with $g_{\ell,m} = 0$. We have the Wronskian relation

$$W(\rho) := W(\psi_0, \psi_1)(\rho) = -\frac{2^{1+\ell}}{\rho^2(1 - \rho^2)^{\frac{3}{2}}}.$$ 

This formula can be derived in a straightforward manner from the explicitly known connection coefficients for hypergeometric functions. The detailed computation is given in [14] on p. 477. By applying the variation of constants formula, we obtain a solution to Eq. (3.3) given by

$$u_{\ell,m}(\rho) = -\psi_1(\rho) \int_0^\rho \frac{\psi_0(s)}{(1 - s^2)W(s)} g_{\ell,m}(s) ds$$

$$- \psi_0(\rho) \int_\rho^1 \frac{\psi_1(s)}{(1 - s^2)W(s)} g_{\ell,m}(s) ds.$$ 

(3.4)

Eq. (3.4) has been analyzed in [14] and we take some results from there. Since $g_{\ell,m} \in C^\infty[0, 1]$, it follows that $u_{\ell,m} \in C^\infty(0, 1)$ but the precise regularity properties at the endpoints are more difficult to establish. In fact, the endpoint $\rho = 1$ is the nontrivial one whereas the singularity at the center is just an artifact of the polar coordinates. For $\rho \in (0, 1)$ we may differentiate Eq. (3.4) which yields

$$u''_{\ell,m}(\rho) = -\psi''_1(\rho) I_0 + \psi''_0(\rho) I_1 - \frac{g_{\ell,m}(\rho)}{1 - \rho^2},$$

where $I_0$ and $I_1$ stand for the first and second integral expression in Eq. (3.4), respectively. There is no reason to believe that $g_{\ell,m}(1) = 0$ and therefore, $u''_{\ell,m}(\rho)$ has an apparent singularity at $\rho = 1$. From $|\psi_1(\rho)| \simeq (1 - \rho)^{-\frac{1}{2}}$ as $\rho \to 1$—it follows that $|\psi_0(\rho)| \lesssim (1 - \rho)^{-\frac{1}{2}}$ for $\rho$ near 1. As a consequence, we have $\psi''_0 I_0 \in C^1(0, 1)$. On the other hand, we have $|\psi''_0(\rho) I_1(\rho)| \simeq (1 - \rho)^{-1}$. In fact, even more is true. By the structure of the integrand and the explicit form of the solutions $\psi_j$, it is clear that we have $\psi''_0(\rho) I_1(\rho) = \frac{h(\rho)}{1 - \rho h'(\rho)}$ for a function $h \in C^2(0, 1)$. Furthermore, a straightforward computation using de l’Hôpital’s rule
Lemma 3.8 we infer the existence of a function \( u \).

The operator

\[
\text{Proof. Let } \Box \text{ as desired.}
\]

By construction, we have (3.5) shows that \( u \) reads

\[
\text{By elliptic regularity we infer } u \in C^\infty(B^3) \cap C^3(B^3 \backslash \{0\}) \text{ which implies } u \in C^3(B^3) \text{ as desired.}
\]

As promised, Lemma 3.8 implies the desired density property.

**Lemma 3.9.** The operator \( \frac{3}{2} - \frac{2}{p-1} - \bar{L} \) has dense range.

**Proof.** Let \( f \in C^\infty(B^3) \times C^\infty(B^3) \) and \( \varepsilon > 0 \). The equation

\[
(\lambda - \bar{L})u = f
\]

reads

\[
\begin{cases}
\xi^j \partial_j u_1(\xi) + (\lambda + \frac{2}{p-1})u_1(\xi) - u_2(\xi) = f_1(\xi) \\
-\partial^2 \partial_j u_1(\xi) + \xi^j \partial_j u_2(\xi) + (\lambda + \frac{2}{p-1} + 1)u_2(\xi) = f_2(\xi)
\end{cases}
\]

and by inserting the expression for \( u_2 \) from the first equation into the second one, we obtain the degenerate elliptic problem

\[
- (\delta^{jk} - \xi^j \xi^k) \partial_j \partial_k u_1(\xi) + 2(\lambda + \frac{2}{p-1} + 1) \xi^j \partial_j u_1(\xi)
\]

\[
+ (\lambda + \frac{2}{p-1})(\lambda + \frac{2}{p-1} + 1)u_1(\xi)
\]

\[
= \xi^j \partial_j f_1(\xi) + (\lambda + \frac{2}{p-1} + 1)f_1(\xi) + f_2(\xi).
\]

Setting \( \lambda = \frac{3}{2} - \frac{2}{p-1} \) yields

\[
- (\delta^{jk} - \xi^j \xi^k) \partial_j \partial_k u_1(\xi) + 5 \xi^j \partial_j u_1(\xi) + \frac{15}{4} u_1(\xi) = f(\xi)
\]

where \( f \in C^\infty(B^3) \) is given by

\[
f(\xi) = \xi^j \partial_j f_1(\xi) + \frac{3}{2} f_1(\xi) + f_2(\xi).
\]

From Lemma 3.8 we infer the existence of a function \( u \in C^3(B^3) \) such that

\[
g(\xi) := - (\delta^{jk} - \xi^j \xi^k) \partial_j \partial_k u(\xi) + 5 \xi^j \partial_j u(\xi) + \frac{15}{4} u(\xi)
\]

satisfies \( \|f - g\|_{H^1(B^3)} < \varepsilon \). Now we define \( u \in C^3(B^3) \times C^2(B^3) = \mathcal{D}(\bar{L}) \) and \( g \in C^2(B^3) \times C^1(B^3) \) by

\[
u_1 := u
\]

\[
u_2(\xi) := \xi^j \partial_j u(\xi) + \frac{3}{2} u(\xi) - f_1(\xi)
\]

\[
g_1 := f_1
\]

\[
g_2(\xi) := g(\xi) - \xi^j \partial_j f_1(\xi) - \frac{5}{2} f_1(\xi).
\]

By construction, we have \( (\frac{3}{2} - \frac{2}{p-1} - \bar{L})u = g \) and

\[
\|f - g\| = \|f_2 - g_2\|_{H^1(B^3)} = \|f - g\|_{H^1(B^3)} < \varepsilon.
\]
Consequently, the claim follows from the density of $C^\infty(B^3) \times C^\infty(B^3)$ in $H$.

As a culmination of our efforts we can now establish the desired generation result.

**Proof of Proposition 3.7.** From Lemmas 3.1 and 3.2 we have the estimate

$$\text{Re}(\tilde{L}u|u) \leq -\frac{2}{p-1}\|u\|^2$$

for all $u \in \mathcal{D}(\tilde{L})$ and by Lemma 3.9 the range of $\frac{3}{2} - \frac{2}{p-1} - \tilde{L}$ is dense. Thus, the claim follows from the Lumer-Phillips Theorem [23], p. 83, Theorem 3.15.

### 3.3. The modulation ansatz.

Based on Proposition 3.7, Eq. (2.6) may be written in abstract form as

$$\partial_\tau \Psi(\tau) = L\Psi(\tau) + N(\Psi(\tau))$$

(3.6)

for a function $\Psi : I \to H$, $I \subset [0, \infty)$ an interval with $0 \in I$, and

$$N(u) := \begin{pmatrix} 0 \\ u_1|u_1|^{p-1} \end{pmatrix}.$$ 

Our goal is to study the stability of the explicit 3-parameter family of static solutions

$$\Psi_a := \begin{pmatrix} \psi_{a,1} \\ \psi_{a,2} \end{pmatrix}$$

with $\psi_{a,1}, \psi_{a,2}$ from Eq. (2.7). The standard modulation ansatz consists of looking for solutions to Eq. (3.6) of the form

$$\Psi(\tau) = \Psi_{a(\tau)} + \Phi(\tau).$$

(3.7)

We assume that $a_\infty := \lim_{\tau \to \infty} a(\tau)$ exists and insert the ansatz (3.7) into Eq. (3.6). This yields the evolution equation

$$\partial_\tau \Phi(\tau) - L\Phi(\tau) - L'_{a_\infty}\Phi(\tau) = [L'_{a(\tau)} - L'_{a_\infty}]\Phi(\tau) + N_{a(\tau)}(\Phi(\tau)) - \partial_\tau \Psi_{a(\tau)}$$

(3.8)

where

$$L'_{a(\tau)}u(\xi) = \begin{pmatrix} 0 \\ p\psi_{a(\tau),1}^{p-1}u_1(\xi) \end{pmatrix} = \frac{2p(p+1)}{(p-1)^2[A_0(a(\tau)) - A_j(a(\tau))\xi^j]^2} \begin{pmatrix} 0 \\ u_1(\xi) \end{pmatrix}$$

and

$$N_{a(\tau)}(u) := N(\Psi_{a(\tau)} + u) - N(\Psi_{a(\tau)}) - L'_{a(\tau)}u.$$
ON BLOWUP IN SUPERCRITICAL WAVE EQUATIONS

The right-hand side of Eq. (3.8) will be treated perturbatively. We note the following convenient property of $L'_a$ which in particular yields the existence of a semigroup that governs the linear evolution.

**Lemma 3.10.** Let $a = (a^1, a^2, a^3) \subset \mathbb{R}^3$ be sufficiently small. Then the operator $L'_a$ is compact. In particular, $L_a := L + L'_a$ generates a strongly-continuous one-parameter semigroup $S_a : [0, \infty) \to \mathcal{B}(\mathcal{H})$.

**Proof.** If $a$ is not too large, we have $\psi_{p-1} \in C^\infty(\overline{\mathbb{B}^3})$. Since $L'_a$ maps the first component of a function $u \in \mathcal{H} = H^2(\mathbb{B}^3) \times H^1(\mathbb{B}^3)$ to the second row, the compactness of $H^2(\mathbb{B}^3) \hookrightarrow H^1(\mathbb{B}^3)$ shows that $L'_a$ is compact. The existence of $S_a$ follows from the Bounded Perturbation Theorem. \qed

4. **Spectral analysis**

Lemma 3.10 yields the existence of the semigroup $S_a$, but establishing a useful growth estimate for $S_a$ is nontrivial and requires a detailed spectral analysis of the generator $L_a$. The fact that $L_a$ depends on a parameter complicates matters even further. However, we are only interested in small $a$ which allows for a perturbative approach.

4.1. **The spectrum of $L_0$.** We start the analysis with the case $a = 0$ where the spectral equation can be solved explicitly, as it turns out. First, however, we observe the general fact that every spectral point of $L_a$ outside of $\sigma(L)$ is an eigenvalue.

**Lemma 4.1.** Let $a \in \mathbb{R}^3$ be sufficiently small. If $\lambda \in \sigma(L_a) \setminus \sigma(L)$ then $\lambda \in \sigma_p(L_a)$.

**Proof.** We use the identity $\lambda - L_a = [1 - L'_a R_L(\lambda)](\lambda - L)$ to see that $\lambda \in \sigma(L_a)$ implies $1 \in \sigma(L'_a R_L(\lambda))$. By the compactness of $L'_a R_L(\lambda)$ (Lemma 3.10) we obtain $1 \in \sigma_p(L'_a R_L(\lambda))$. Let $u$ be a corresponding eigenfunction. Then $R_L(\lambda) u$ is an eigenfunction of $L_a$ with eigenvalue $\lambda$ and we obtain $\lambda \in \sigma_p(L_a)$ as claimed. \qed

Now we can give a sufficiently detailed description of the spectrum of $L_0$.

**Lemma 4.2.** We have

$$\sigma(L_0) \subset \{ z \in \mathbb{C} : \text{Re} \, z \leq -\frac{2}{p-1} \} \cup \{0, 1\}$$
and \( \{0, 1\} \subset \sigma_\rho(L_0) \). Furthermore, the geometric eigenspaces of the eigenvalues 1 and 0 are spanned by the functions \( g_0 \) and \( h_{0,j} \), respectively, where

\[
g_0(\xi) = \left( \frac{1}{\nu + 1} \right)
\]

\[
h_{0,j}(\xi) = \partial_{\alpha_j} \Psi_\alpha(\xi)|_{\alpha = 0} = \frac{2c_\alpha}{\nu + 1} \left( \frac{\xi_j}{\nu + 1} \right).
\]

Proof. The growth bound \( ||S(\tau)|| \leq e^{\frac{-\tau}{\nu + 1}^\gamma} \) from Proposition \( \text{[3.7]} \) implies \( \sigma(L) \subset \{ z \in \mathbb{C} : \text{Re } z \leq -\frac{2}{\nu + 1} \} \). Thus, by Lemma \( \text{[4.1]} \) it suffices to look for eigenvalues of \( L_0 \). The eigenvalue equation \( (\lambda - L_0)u = 0 \) reduces to

\[
-(\delta^{jk} - \xi^j \xi^k) \partial_j \partial_k u_1(\xi) + 2(\lambda + \frac{2}{\nu + 1} + 1) \xi^j \partial_j u_1(\xi)
+ (\lambda + \frac{2}{\nu + 1})(\lambda + \frac{2}{\nu + 1} + 1) u_1(\xi) - p\psi_{0,1}^{p-1} u_1(\xi) = 0
\]  

(4.1)

and \( u_2(\xi) = \xi^j \partial_j u_1(\xi) + (\lambda + \frac{2}{\nu + 1}) u_1(\xi) \), see Eq. (3.5). Thus, it suffices to solve Eq. (4.1). Recall from Eq. (2.7) that \( p\psi_{0,1}^{p-1}(\xi) = \frac{2p(p+1)}{(p-1)^2} \), i.e., it is in fact a constant. If \( u \in D(L) \) satisfies \( (\lambda - L_0)u = 0 \) then \( u_1 \in H^2(\mathbb{B}^3) \) and elliptic regularity applied to Eq. (4.1) implies \( u_1 \in C^\infty(\mathbb{B}^3) \cap H^2(\mathbb{B}^3) \). Consequently, by introducing polar coordinates \( \xi = \rho \omega \), \( (\rho, \omega) \in (0, 1] \times S^2 \), we may expand \( u_1 \) as

\[
u_1(\rho \omega) = \sum_{\ell = 0}^{\infty} \sum_{m = -\ell}^{\ell} u_{\ell,m}(\rho) Y_{\ell,m}(\omega)
\]

with \( u_{\ell,m}(\rho) = (u(\rho \cdot)|Y_{\ell,m})_{S^2} \) and for any \( \delta > 0 \), the sum converges in \( H^k(\mathbb{B}^3_{1-\delta}) \) for arbitrary \( k \in \mathbb{N}_0 \), see Appendix A. Since the radial derivative and the Laplace-Beltrami operator commute with the sum, Eq. (4.1) is equivalent to the decoupled system of ODEs

\[
[-(1 - \rho^2) \partial_\rho^2 - \frac{2}{\rho} \partial_\rho + 2(\lambda + \frac{2}{\nu + 1} + 1) \rho \partial_\rho + \frac{\ell(\ell+1)}{\rho^2}] u_{\ell,m}(\rho) = 0
\]

(4.2)

and \( u_1 \in C^\infty(\mathbb{B}^3) \cap H^2(\mathbb{B}^3) \) implies \( u_{\ell,m} \in C^\infty[0, 1] \cap H^2(\frac{1}{2}, 1) \). As in the proof of Lemma \( \text{[3.8]} \) we suppress the subscripts and set \( u_{\ell,m}(\rho) = \rho^\ell v(\rho^2) \). Then \( u_{\ell,m} \) satisfies Eq. (4.2) iff \( v \) solves the hypergeometric differential equation

\[
z(1 - z) v''(z) + [c - (a + b + 1) z] v'(z) - abv(z) = 0
\]

(4.3)
where \( z = \rho^2 \) and \( a = \frac{\lambda}{2} - \frac{1}{2} + \frac{\ell}{2} \), \( b = \frac{\lambda}{2} + \frac{p+1}{p-1} + \frac{\ell}{2} \), \( c = \frac{3}{2} + \ell \). Note that \( u_{\ell,m} \in H^2(\frac{1}{2}, 1) \) implies \( v \in H^2(\frac{1}{2}, 1) \). We consider the solutions

\[
v_0(z) := {_2F_1}(a, b, c; z) \\
\tilde{v}_0(z) := z^{1-c}{_2F_1}(a - c + 1, b - c + 1, 2 - c; z) \\
v_1(z) := {_2F_1}(a, b, a + b + 1 - c; 1 - z) \\
\tilde{v}_1(z) := (1 - z)^{c-a-b}{_2F_1}(c - a, c - b, c - a - b + 1; 1 - z)
\]

with \( {_2F_1} \) the standard hypergeometric function (see [51]). Since we are only interested in \( \Re \lambda > -\frac{2}{p-1} \), we obtain

\[
\Re (c - a - b) = 1 - \Re \lambda - \frac{2}{p-1} < 1
\]

and thus, the condition \( v \in H^2(\frac{1}{2}, 1) \) excludes\(^1\) the solution \( \tilde{v}_1 \). Similarly, the solution \( v_0 \) is not admissible either since it would lead to a \( u_{\ell,m} \) that behaves like \( \rho^{-1-\ell} \) as \( \rho \to 0^+ \) which contradicts \( u_{\ell,m} \in C^\infty[0, 1) \).

As a consequence, since both \{\( v_0, \tilde{v}_0 \)\} and \{\( v_1, \tilde{v}_1 \)\} are fundamental systems for Eq. (4.3), we see that \( v_0 \) and \( v_1 \) must be linearly dependent. In view of the connection formula \([51]\)

\[
v_0(z) = \frac{\Gamma(c)\Gamma(c - a - b)}{\Gamma(c - a)\Gamma(c - b)}v_1(z) + \frac{\Gamma(c)\Gamma(a + b - c)}{\Gamma(a)\Gamma(b)}\tilde{v}_1(z)
\]

this is only possible if \( \frac{\Gamma(c)\Gamma(a + b - c)}{\Gamma(a)\Gamma(b)} = 0 \). Since the \( \Gamma \)-function does not have zeros, we see that \( a \) or \( b \) must be a pole of \( \Gamma \), i.e., we obtain \(-a \in \mathbb{N}_0 \) or \(-b \in \mathbb{N}_0 \). The latter condition translates into \( \lambda = -\frac{2p}{p-1} - \ell - 2n \) for some \( n \in \mathbb{N}_0 \) but this cannot hold for any \( n \in \mathbb{N}_0 \) since we assume \( \Re \lambda > -\frac{2}{p-1} \). Consequently, we are left with \(-a \in \mathbb{N}_0 \) which means that \( \lambda = 1 - \ell - 2n \) for some \( n \in \mathbb{N}_0 \). This is compatible with \( \Re \lambda > -\frac{2}{p-1} > -1 \) only if \( n = 0 \) and \( \ell \in \{0, 1\} \), i.e., \( \lambda \in \{0, 1\} \).

This shows \( \sigma(L_0) \subset \{z \in \mathbb{C} : \Re z \leq -\frac{2}{p-1}\} \cup \{0, 1\} \).

Moreover, a straightforward computation shows that \( g_0 \) and \( h_{0,j} \) are eigenfunctions of \( L_0 \) with eigenvalues 1 and 0, respectively, which implies \( \{0, 1\} \subset \sigma_p(L_0) \). Finally, the above derivation also shows that the geometric eigenspaces of 1 and 0 are at most 1-dimensional and 3-dimensional, respectively. \( \square \)

\(^1\)To be honest, if \( c - a - b = 0 \) one needs a slightly different argument. In this pathological case the “bad” solution at \( z = 1 \) is not given by \( \tilde{v}_1 \) but it behaves like a logarithm. However, this leads to the same conclusion since \( z \mapsto \log(1 - z) \) is not in \( H^2(\frac{1}{2}, 1) \) either.
Now we define the usual Riesz projections associated to the eigenvalues 0 and 1 of $L_0$. We set

$$P_0 := \frac{1}{2\pi i} \int_{\gamma_0} R_{L_0}(z)dz$$

$$Q_0 := \frac{1}{2\pi i} \int_{\gamma_1} R_{L_0}(z)dz$$

with the curves $\gamma_j : [0, 1] \to \mathbb{C}$, $j \in \{0, 1\}$, given by

$$\gamma_0(s) = \frac{1}{p-1} e^{2\pi is}, \quad \gamma_1(s) = 1 + \frac{1}{2} e^{2\pi is}.$$

The following important result shows that the algebraic multiplicities of the eigenvalues 1 and 0 equal their geometric multiplicities. Note that this is a nontrivial fact since we are in a highly nonself-adjoint setting.

**Lemma 4.3.** The projections $P_0$ and $Q_0$ have rank 1 and 3, respectively.

**Proof.** First of all we note that $P_0$ and $Q_0$ have finite rank. This is because the eigenvalues 0 and 1 are generated by a compact perturbation and an eigenvalue of infinite algebraic multiplicity is invariant under such a perturbation (see [26], p. 239, Theorem 5.28 and p. 244, Theorem 5.35).

Next, observe that $\text{rg } Q_0 \subset \mathcal{D}(L)$. To see this, let $v \in \text{rg } Q_0$. By the density of $\mathcal{D}(L)$ in $\mathcal{H}$ we find $(u_n) \subset \mathcal{D}(L)$ with $u_n \to v$. Since $Q_0 \mathcal{D}(L) \subset \mathcal{D}(L)$ ([26], p. 178, Theorem 6.17) we see that $(v_n) := (Q_0 u_n) \subset \mathcal{D}(L) \cap \text{rg } Q_0$ and $v_n = Q_0 u_n \to Q_0 v = v$ by the boundedness of $Q_0$. The operator $L_0|_{\mathcal{D}(L) \cap \text{rg } Q_0}$ is bounded and this implies $L_0 v_n \to f$ for some $f \in \text{rg } Q_0$. Thus, the closedness of $L_0$ implies $v \in \mathcal{D}(L)$ and we obtain $\text{rg } Q_0 \subset \mathcal{D}(L)$ as claimed.

$A := L_0|_{\text{rg } Q_0}$ is a bounded operator on the finite-dimensional Hilbert space $\text{rg } Q_0$ with spectrum equal to $\{0\}$ ([26], p. 178, Theorem 6.17). This implies that $A$ is nilpotent, i.e., there exists a (minimal) $n \in \mathbb{N}$ such that $A^n = 0$. If $n = 1$ we have $\text{rg } Q_0 = \text{ker } A$ and any element of $\text{rg } Q_0$ is an eigenvector of $A$ (hence $L_0$) with eigenvalue 0. From Lemma 1.2 we infer $\text{rg } Q_0 = \{h_{0,1}, h_{0,2}, h_{0,3}\}$ which shows that $Q_0$ has rank 3. Now suppose $n \geq 2$. Then there exists a $u \in \text{rg } Q_0 \subset \mathcal{D}(L)$ such that $Au$ is a nontrivial element of $\ker A \subset \ker L_0$, i.e., we have $L_0 u = f$ for some nonzero $f \in \ker L_0$. We obtain the equation

$$-(\delta^{ik} - \xi^j \xi^k) \partial_i \partial_k u_1(\xi) + 2(\frac{2}{p-1} + 1) \xi^j \partial_j u_1(\xi)$$

$$+ \frac{2}{p-1} (\frac{2}{p-1} + 1) u_1(\xi) - \frac{2p(p+1)}{(p-1)^2} u_1(\xi) = f(\xi)$$

(4.4)
with \( f(\xi) = \xi^i \partial_j f_1(\xi) + (\frac{2}{p-1} + 1) f_1(\xi) + f_2(\xi) \), cf. Eq. (3.5). From Lemma 4.2 we infer that \( f \) is of the form

\[
f(\xi) = \bar{a}_j \xi^j = |\xi|^1 \sum_{m=-1}^{1} \alpha_{m} Y_{1,m}(\frac{\xi}{\rho})
\]

where \( \alpha_{m} \neq 0 \) for at least one \( m \in \{-1, 0, 1\} \) and without loss of generality we may assume \( \alpha_{0} = 1 \). Consequently, an angular momentum decomposition as in the proof of Lemma 4.2 leads to the inhomogeneous ODE

\[
\left[ - (1 - \rho^2) \partial_{\rho}^2 - \frac{2}{\rho} \partial_{\rho} + 2(\frac{2}{p-1} + 1) \rho \partial_{\rho} + \frac{2}{\rho^2} \right] u_{1,0}(\rho) = \rho \quad (4.5)
\]

for the function \( u_{1,0}(\rho) = (u_1(\rho, \cdot)|Y_{1,0})_{\mathbb{S}^2} \) and we have \( u_{1,0} \in C^\infty(0,1) \cap H^2_{rad}(0,1) \). The homogeneous version of Eq. (4.5) has the solution \( \phi(\rho) = \rho \) and the usual reduction ansatz immediately yields a second solution \( \psi \) given by\(^2\)

\[
\psi(\rho) = -\rho \int_{\rho}^{1} \frac{ds}{s^4(1 - s^2)^{\frac{2}{p-1}}}
\]

By construction, we have \( W(\rho) := W(\phi, \psi)(\rho) = \rho^{-2}(1 - \rho^2)^{-\frac{2}{p-1}} \) and the variation of constants formula shows that \( u_{1,0} \) must be of the form

\[
u_{1,0}(\rho) = c_0 \phi(\rho) + c_1 \psi(\rho) - \psi(\rho) \int_{\rho_1}^{\rho} \frac{\phi(s)}{W(s)(1 - s^2)} sds \\
+ \phi(\rho) \int_{\rho_0}^{\rho} \frac{\psi(s)}{W(s)(1 - s^2)} sds
\]

for constants \( c_0, c_1 \in \mathbb{C} \) and \( \rho_0, \rho_1 \in [0,1] \). We have \( |\psi(\rho)| \approx \rho^{-2} \) as \( \rho \to 0+ \) and thus, the property \( u_{1,0} \in L^2_{rad}(0,1) \) shows that we must have \( c_1 = \int_{\rho_1}^{\rho} \frac{\phi(s)}{W(s)(1 - s^2)} sds \) which leaves us with

\[
u_{1,0}(\rho) = c_0 \phi(\rho) - \psi(\rho) \int_{0}^{\rho} \frac{\phi(s)}{W(s)(1 - s^2)} sds \\
+ \phi(\rho) \int_{\rho_0}^{\rho} \frac{\psi(s)}{W(s)(1 - s^2)} sds.
\]

Furthermore, since \( \psi(\rho) = (1 - \rho)^{-\frac{2}{p-1}} h(\rho) \) for some function \( h \) which is smooth at 1 and \( h(1) \neq 0 \), we see that \( \rho \mapsto \frac{\psi(\rho)}{W(\rho)(1 - \rho^2)} \) is also smooth.

\(^2\)Recall that we assume \( p > 3 \), i.e., \( \frac{2}{p-1} < 1 \).
at \( \rho = 1 \). Consequently, the property \( u_{1,0} \in H^2(\frac{1}{2}, 1) \) implies
\[
\int_0^1 \frac{\phi(s)}{W(s)(1-s^2)} ds = 0
\]
but this is impossible since the integrand is positive on \((0, 1)\). This contradiction shows that we must have \( n = 1 \) and thus, \( Q_0 \) has rank 3. By the exact same argument one proves that \( P_0 \) has rank 1. \( \square \)

4.2. **The spectrum of \( L_a \).** Now that we have understood the spectrum of \( L_0 \), we turn to \( L_a \) for \( a \neq 0 \). We are only interested in small \( a \) and thus, the problem can be treated perturbatively. A first and crucial observation in this respect is the fact that \( L_a' \) depends continuously on \( a \).

**Lemma 4.4.** There exists a \( \delta > 0 \) such that
\[
\|L_a' - L_b'\| \lesssim |a - b|
\]
for all \( a, b \in \mathbb{R}_\delta^3 \).

**Proof.** Let \( u \in C^\infty(\mathbb{R}^3)^2 \). The fundamental theorem of calculus yields the pointwise representation
\[
L_a' u(\xi) - L_b' u(\xi) = \left( \begin{array}{c} 0 \\ u_1(\xi) \end{array} \right) (b^j - a^j) \int_0^1 \varphi_{a+s(b-a),j}(\xi) ds
\]
for \( a, b \in \mathbb{R}_\delta^3 \) and \( \varphi_{a,j}(\xi) := p \partial_\omega \psi_{a,1}^{b-1}(\xi) \), provided \( \delta > 0 \) is not too large. The function \((\xi, a, b, s) \mapsto \varphi_{a+s(b-a),j}(\xi) \) belongs to \( C^\infty(\mathbb{R}^3 \times \mathbb{R}_\delta^3 \times [0,1]) \) and the claimed Lipschitz bound for \( L_a' \) follows. \( \square \)

As a corollary we infer that the spectrum of \( L_a \) in compact domains does not differ too much from the spectrum of \( L_0 \).

**Corollary 4.5.** There exists a \( \delta > 0 \) such that \( \lambda \in \rho(L_0) \) implies \( \lambda \in \rho(L_a) \) provided \( |a| \leq \delta \min\{1, \|R_{L_0}(\lambda)\|^{-1}\} \).

**Proof.** Let \( \delta_1 > 0 \) be so small that \( L_a' \) is Lipschitz-continuous for all \( a \in \mathbb{R}_\delta^3 \) (Lemma 4.4). Now assume \( \lambda \in \rho(L_0) \). Then, for \( a \in \mathbb{R}_\delta^3 \), we may use the identity \( \lambda - L_a = [1 + (L_0' - L_a')R_{L_0}(\lambda)](\lambda - L_0) \) to see that \( \lambda - L_a \) is bounded invertible precisely if \( 1 + (L_0' - L_a')R_{L_0}(\lambda) \) is bounded invertible. By a Neumann series argument it follows that this is certainly the case if \( \|L_0' - L_a'\| \|R_{L_0}(\lambda)\| < 1 \). From Lemma 4.4 we know that there exists a constant \( L > 0 \) such that \( \|L_0' - L_a'\| \leq 1 |a| \). Consequently, if we choose \( \delta = \min\{\delta_1, \frac{1}{2L}\} \), we see that \( |a| \leq \delta \min\{1, \|R_{L_0}(\lambda)\|^{-1}\} \) implies \( a \in \mathbb{R}_\delta^3 \) and
\[
\|L_0' - L_a'\| \|R_{L_0}(\lambda)\| \leq L |a| \|R_{L_0}(\lambda)\| < 1.
\]
which yields $\lambda \in \rho(L_a)$. 

Now we define
\[ \Omega_{\kappa_0, \omega_0} := \left\{ z \in \mathbb{C} : \Re z \in \left[ -\frac{3}{p-1}, \kappa_0 \right], \Im z \in [\omega_0, \omega_0] \right\} \]
and
\[ \Omega'_{\kappa_0, \omega_0} := \left\{ z \in \mathbb{C} : \Re z \geq -\frac{3}{p-1} \right\} \setminus \Omega_{\kappa_0, \omega_0}. \]
The next estimate confines possible unstable eigenvalues of $L_a$ to a compact domain $\Omega_{\kappa_0, \omega_0}$.

**Lemma 4.6.** There exist $\kappa_0, \omega_0, c, \delta > 0$ such that $\Omega'_{\kappa_0, \omega_0} \subset \rho(L_a)$ and we have
\[ \| R_{L_a}(\lambda) \| \leq c \]
for all $\lambda \in \Omega'_{\kappa_0, \omega_0}$ and all $a \in \mathbb{B}_{\delta}^3$.

**Proof.** Let $\delta > 0$ be from Lemma 4.4. For any $\kappa_0, \omega_0 > 0$, the condition $\lambda \in \Omega'_{\kappa_0, \omega_0}$ implies $\lambda \in \rho(L)$. Thus, for $a \in \mathbb{B}_{\delta}^3$ we may use the identity $\lambda - L_a = [1 - L'_a] R_L(\lambda) (\lambda - L)$ to relate $R_{L_a}(\lambda)$ to the free resolvent. Note that $\lambda \in \Omega'_{\kappa_0, \omega_0}$ implies $|\lambda|$ large if $\kappa_0$ and $\omega_0$ are large. Consequently, in view of the Neumann series it suffices to prove that
\[ \| L'_a R_L(\lambda) \| \lesssim |\lambda|^{-1} \]
for all $\lambda \in \Omega'_{10,10}$ and all $a \in \mathbb{B}_{\delta}^3$. Let $f \in \mathcal{H}$ and set $u = R_L(\lambda) f$. Then $u \in D(L)$ and $(\lambda - L) u = f$. As in the proof of Lemma 3.9 the latter equation implies
\[ \xi^j \partial_j u_1(\xi) + (\lambda + \frac{2}{p-1}) u_1(\xi) - u_2(\xi) = f_1(\xi) \]
which yields the bound
\[ \| u_1 \|_{H^1(\mathbb{B}^3)} \lesssim \frac{1}{|\lambda|} \left( \| u_1 \|_{H^2(\mathbb{B}^3)} + \| u_2 \|_{H^1(\mathbb{B}^3)} + \| f_1 \|_{H^1(\mathbb{B}^3)} \right). \]

By inserting the definition of $u$ this yields
\[ \| [R_L(\lambda) f]_1 \|_{H^1(\mathbb{B}^3)} \lesssim |\lambda|^{-1} \left( \| R_L(\lambda) f \| + \| f \| \right) \]
\[ \lesssim |\lambda|^{-1} \| f \| \]
for all $\lambda \in \Omega'_{10,10}$ since $\| R_L(\lambda) \| \leq \frac{1}{\Re \lambda + \frac{2}{p-1}}$ by Proposition 3.7. Consequently, by the definition of $L'_a$ we obtain
\[ \| L'_a R_L(\lambda) f \| \lesssim \| [R_L(\lambda) f]_1 \|_{H^1(\mathbb{B}^3)} \lesssim |\lambda|^{-1} \| f \| \]
for all $a \in \mathbb{B}_{\delta}^3$ and all $\lambda \in \Omega'_{10,10}$. 

Based on the above, we can now completely describe the spectrum of $L_a$ in the half-space $\{ z \in \mathbb{C} : \Re z \geq -\frac{3}{p-1} \}$. 

Lemma 4.7. Let $a \in \mathbb{R}^3$ be sufficiently small. Then we have
\[
\sigma(L_a) \subset \{ z \in \mathbb{C} : \text{Re } z < -\frac{3/2}{p-1} \} \cup \{0, 1\}
\]
and $\{0, 1\} \subset \sigma_p(L_a)$. Furthermore, the eigenspaces associated to the eigenvalues 1 and 0 are spanned by $g_a$ and $h_{a,j}$, respectively, where
\[
g_a(\xi) = \left( \frac{A_0(a)[A_0(a) - A_j(a)\xi]}{p+1} - \frac{A_0(a)^2[A_0(a) - A_j(a)\xi]}{2p-1} \right)
\]
\[
h_{a,j}(\xi) = \partial_{a,j} \Psi_a(\xi).
\]
Finally, the algebraic multiplicities of the eigenvalues 1 and 0 are equal to 1 and 3, respectively.

Proof. Let $\kappa_0, \omega_0 > 0$ be so large that $\Omega_{\kappa_0, \omega_0}'' \subset \rho(L_a)$ (Lemma 4.6). Furthermore, set $M := \max\{1, \sup_{z \in \partial\Omega_{\kappa_0, \omega_0}} \|R_{L_a}(z)\|\}$. By Corollary 4.5 there exists a $\delta > 0$ such that $\partial\Omega_{\kappa_0, \omega_0}'' \subset \rho(L_a)$ for all $|a| \leq \frac{\delta}{M}$. Now we define a projection $P^\text{tot}_a$ by
\[
P^\text{tot}_a = \frac{1}{2\pi i} \int_{\partial\Omega_{\kappa_0, \omega_0}} R_{L_a}(z)dz.
\]
Note that $R_{L_a}(z) = R_L(z)[1 - L'_a R_L(z)]^{-1}$ and thus, the projection $P^\text{tot}_a$ depends continuously on $a$ by Lemma 4.4. Lemma 4.3 shows that $P^\text{tot}_a$ has rank 4 and from [26], p. 34, Lemma 4.10 it follows that $P^\text{tot}_a$ has rank 4 for all small $a$. On the other hand, a straightforward computation shows that $g_a$ and $h_{a,j}$ are eigenfunctions of $L_a$ with eigenvalues 1 and 0, respectively. The total geometric multiplicity of these eigenvalues equals 4 and since $P^\text{tot}_a$ has rank 4, there can be no eigenvalues other than 1 and 0 in $\Omega_{\kappa_0, \omega_0}''$. In addition, the algebraic multiplicity of the eigenvalues 1 and 0 must be 1 and 3, respectively. \hfill \Box

4.3. The linearized evolution. The above spectral analysis leads to a sufficiently complete description of the linearized evolution.

Proposition 4.8. Let $a = (a^1, a^2, a^3) \in \mathbb{R}^3$ be small. Then there exist rank-one projections $P_a, Q_{a,j} \in \mathcal{B}(\mathcal{H}), j \in \{1, 2, 3\}$, satisfying
\[
[S_a(\tau), P_a] = [S_a(\tau), Q_{a,j}] = 0
\]
for all $\tau \geq 0$ such that
\[
S_a(\tau)P_a = e^{\tau}P_a,
\]
\[
S_a(\tau)Q_{a,j} = Q_{a,j}, \quad j \in \{1, 2, 3\},
\]
\[
\|S_a(\tau)\tilde{P}_a f\| \lesssim e^{-\frac{A/3}{p-1}\tau}\|\tilde{P}_a f\|
\]
for all \( \tau \geq 0, f \in \mathcal{H} \), where \( \tilde{P}_a := I - P_a - \sum_{j=1}^{3} Q_{a,j} \). Furthermore, we have

\[
\text{rg } P_a = \langle g_a \rangle \\
\text{rg } Q_{a,j} = \langle h_{a,j} \rangle, \quad j \in \{1, 2, 3\}
\]

where \( g_a \in \mathcal{H} \) is an eigenfunction of \( L_a \) with eigenvalue 1 and \( h_{a,j}(\xi) := \partial_{a,j} \Psi_a(\xi) \) are eigenfunctions of \( L_a \) with eigenvalues 0. Finally, \( Q_{a,j} Q_{a,k} = \delta_{jk} Q_{a,j} \) and \( Q_{a,j} P_a = P_a Q_{a,j} = 0 \).

\[ \text{Proof. By Lemma 4.7, we may define the spectral projections } P_a \text{ and } Q_a \text{ by} \]

\[
P_a := \frac{1}{2\pi i} \int_{\gamma_0} R_{L_a}(z) dz, \quad Q_a := \frac{1}{2\pi i} \int_{\gamma_1} R_{L_a}(z) dz
\]

where \( \gamma_0(s) = \frac{1}{p-1} e^{2\pi is} \) and \( \gamma_1(s) = 1 + \frac{1}{2} e^{2\pi is} \) (this is consistent with the earlier definition of \( P_0 \) and \( Q_0 \)). Note that we have \( P_a Q_a = Q_a P_a = 0 \) and \( [S_a(\tau), P_a] = [S_a(\tau), Q_a] = 0 \). Since \( \text{rg } Q_a = \langle h_{a,1}, h_{a,2}, h_{a,3} \rangle \), we may define \( Q_{a,j} f := \alpha_j h_{a,j} \) where \( \alpha_j \in \mathbb{C} \) is the unique expansion coefficient in \( Q_a f = \sum_{k=1}^{3} \alpha_k h_{a,k} \). Then we have \( Q_{a,j} Q_{a,k} = \delta_{jk} Q_{a,j} \) and \( Q_{a,j} P_a = P_a Q_{a,j} = 0 \). Furthermore, we obtain

\[
Q_{a,j} S_a(\tau)f = Q_{a,j} Q_a S_a(\tau)f = Q_{a,j} S_a(\tau)Q_a f = Q_{a,j} Q_a f = Q_{a,j} f
\]

i.e., \( [S_a(\tau), Q_{a,j}] = 0 \). Now we set \( \mathbb{H}^+_p := \{ z \in \mathbb{C} : \text{Re } z \geq -\frac{3/2}{p-1} \} \). From Lemmas 4.7 and 4.6, we obtain \( \sup_{z \in \mathbb{H}^+_p} \| R_{L_a}(z) \tilde{P} \| < \infty \) and thus, the Gearhart-Prüß Theorem (23, p. 302, Theorem 1.11) yields the stated bound for \( S_a(\tau)\tilde{P} \). The remaining statements are a consequence of Lemma 4.7. \( \square \)

### 4.4. Lipschitz bounds.

Finally, to conclude the linear theory, we prove Lipschitz bounds for the semigroup \( S_a(\tau) \) and the projections from Proposition 4.8. These will be needed later for the main fixed point argument.

**Lemma 4.9.** We have the bounds

\[
\| g_a - g_b \| + \| h_{a,j} - h_{b,j} \| \lesssim |a - b|, \quad j \in \{1, 2, 3\}
\]

\[
\| P_a - P_b \| + \| Q_a - Q_b \| \lesssim |a - b|
\]

\[
\| S_a(\tau)\tilde{P}_a - S_b(\tau)\tilde{P}_b \| \lesssim |a - b| e^{-\frac{1}{p-1} \tau}
\]

for all \( a, b \in \mathbb{R}^3 \) small and \( \tau \geq 0 \), where \( Q_a := \sum_{j=1}^{3} Q_{a,j} \).
Proof. The bounds on $g_{a}$ and $h_{a,j}$ are a consequence of the fundamental
theorem of calculus, cf. the proof of Lemma 4.4.

For the bounds on the projections we use the identity

$$A^{-1} - B^{-1} = B^{-1} (B - A) A^{-1}$$

which is valid for all invertible operators $A, B$. Consequently, for $\lambda \in \rho(L_a) \cap \rho(L_b)$ we infer

$$\|R_{L_a}(\lambda) - R_{L_b}(\lambda)\| \leq \|R_{L_a}(\lambda)\| \|R_{L_b}(\lambda)\| \|L_a - L_b\|$$

$$\lesssim \|R_{L_a}(\lambda)\| \|R_{L_b}(\lambda)\| |a - b|.$$ 

This implies the stated Lipschitz-continuity for the projections $P_a$ and $Q_a$.

Finally, we prove the bound for the semigroup. For $u \in D(L)$ we have

$$\partial_\tau S_a(\tau) \tilde{P}_a u = L_a S_a(\tau) \tilde{P}_a u = L_a \tilde{P}_a S_a(\tau) \tilde{P}_a u$$

and thus,

$$\partial_\tau [S_a(\tau) \tilde{P}_a u - S_b(\tau) \tilde{P}_b u]$$

$$= L_a \tilde{P}_a S_a(\tau) \tilde{P}_a u - L_b \tilde{P}_b S_b(\tau) \tilde{P}_b u$$

$$= L_a \tilde{P}_a [S_a(\tau) \tilde{P}_a u - S_b(\tau) \tilde{P}_b u] + (L_a \tilde{P}_a - L_b \tilde{P}_b) S_b(\tau) \tilde{P}_b u.$$ 

Consequently, the function

$$\Phi_{a,b}(\tau) := \frac{S_a(\tau) \tilde{P}_a u - S_b(\tau) \tilde{P}_b u}{|a - b|}$$

satisfies the inhomogeneous equation

$$\partial_\tau \Phi_{a,b}(\tau) = L_a \tilde{P}_a \Phi_{a,b}(\tau) + \frac{L_a \tilde{P}_a - L_b \tilde{P}_b}{|a - b|} S_b(\tau) \tilde{P}_b u \quad (4.6)$$

with data $\Phi_{a,b}(0) = \frac{\tilde{P}_a - \tilde{P}_b}{|a - b|} u$. The point now is that the apparently unbounded operator $L_a \tilde{P}_a - L_b \tilde{P}_b$ is in fact bounded. Indeed, we have

$$L_a \tilde{P}_a = L_a (I - P_a - Q_a) = L_a - P_a$$

since $L_a P_a = P_a$ and $L_a Q_a = 0$ by Proposition 4.8. Thus, we infer

$$L_a \tilde{P}_a - L_b \tilde{P}_b = L'_a - L'_b + P_b - P_a$$

and the Lipschitz-continuity of $L'_a$ and $P_a$ yields the bound

$$\left\| \frac{L_a \tilde{P}_a - L_b \tilde{P}_b}{|a - b|} \right\| \lesssim 1.$$
for all $a, b \in \mathbb{R}^3$ small. Consequently, Duhamel’s principle applied to Eq. (4.6) implies

$$
\Phi_{a,b}(\tau) = S_a(\tau)\mathcal{P}_a - \mathcal{P}_b u 
+ \int_0^\tau S_a(\tau - \sigma)\mathcal{P}_a \frac{L_a\mathcal{P}_a - L_b\mathcal{P}_b}{|a-b|} S_b(\sigma)\mathcal{P}_b u d\sigma
$$

and we obtain

$$
\|\Phi_{a,b}(\tau)\| \lesssim (1 + \tau) e^{-\frac{4}{p-1}\tau} \|u\| \lesssim e^{-\frac{1}{p-1}\tau} \|u\|.
$$

By density, this estimate holds in fact for all $u \in H$ and the claimed bound follows. □

5. The nonlinear theory

5.1. Estimates for the nonlinearity. We show that the nonlinearity $N_a$ is Lipschitz-continuous with respect to both the argument and the parameter $a$. To this end, we first prove a simple auxiliary estimate.

**Lemma 5.1.** Set $H^2_R := \{ u \in H^2(\mathbb{B}^3) : \|u\|_{H^2(\mathbb{B}^3)} \leq R \}$ and fix $f \in C^2(\mathbb{R})$. Then we have the bounds

$$
\|f \circ u - f \circ v\|_{L^\infty(\mathbb{B}^3)} \leq C_R \|u - v\|_{L^\infty(\mathbb{B}^3)}
$$

and we obtain

$$
\|f \circ u - f \circ v\|_{H^1(\mathbb{B}^3)} \leq C_R \|u - v\|_{H^1(\mathbb{B}^3)}
$$

for all $u, v \in H^2_R$.

**Proof.** We have

$$
f(y) - f(x) = \int_x^y f'(t)dt = (y - x) \int_0^1 f'(x + t(y-x))dt
= (y - x) F_0(x, y)
$$

where $F_0 \in C^1(\mathbb{R}^2)$. Replacing $f$ by $f'$ we also infer

$$
f'(y) - f'(x) = (y - x) F_1(x, y)
$$

for a function $F_1 \in C(\mathbb{R}^2)$. By the Sobolev embedding $H^2(\mathbb{B}^3) \hookrightarrow C(\mathbb{B}^3)$ we obtain $\|u\|_{L^\infty(\mathbb{B}^3)} \leq C_R$ for all $u \in H^2_R$. This implies $-C_R \leq u(\xi) \leq C_R$ for all $\xi \in \mathbb{B}^3$ and we obtain

$$
\|f \circ u - f \circ v\|_{L^\infty(\mathbb{B}^3)} \leq \sup_{\xi \in \mathbb{B}^3} |F_0(u(\xi), v(\xi))| \|u - v\|_{L^\infty(\mathbb{B}^3)}
\leq \|F_0\|_{L^\infty(\mathbb{B}^3)} \|u - v\|_{L^\infty(\mathbb{B}^3)}
\lesssim C_R \|u - v\|_{L^\infty(\mathbb{B}^3)}
$$

for all $u, v \in H^2_R$. □
for all $u, v \in H^2_R$, where $Q_R := [-C_R, C_R] \times [-C_R, C_R]$. From this estimate we immediately infer
\[
\|f \circ u - f \circ v\|_{L^2(B^3)} \lesssim \|f \circ u - f \circ v\|_{L^\infty(B^3)} \lesssim C_R \|u - v\|_{L^\infty(B^3)} 
\]
Similarly, for the derivative we obtain
\[
\|\nabla (f \circ u - f \circ v)\|_{L^2(B^3)} = \|(f' \circ u)\nabla u - (f' \circ v)\nabla v\|_{L^2(B^3)} 
\]
\[
\leq \|f' \circ u - f' \circ v\|_{L^\infty(B^3)} \|\nabla u\|_{L^2(B^3)} + \|f' \circ v\|_{L^\infty(B^3)} \|\nabla u - \nabla v\|_{L^2(B^3)} 
\]
\[
\leq \|F_1\|_{L^\infty(Q_R)} \|u - v\|_{L^\infty(B^3)} \|u\|_{H^1(B^3)} + \|f'\|_{L^\infty(-C_R, C_R)} \|u - v\|_{H^1(B^3)} 
\]
\[
\lesssim C_R \|u - v\|_{H^2(B^3)}. 
\]

Lemma 5.2. Let $\delta > 0$ be sufficiently small. Then we have the estimate
\[
\|N_a(u) - N_a(v)\| \lesssim (\|u\| + \|v\|)\|u - v\| + (\|u\|^2 + \|v\|^2)|a - b| 
\]
for all $u, v \in H$ with $\|u\| + \|v\| \leq \delta$ and all $a, b \in \overline{B^3}_\delta$.

Proof. Recall that $N_a(u) = N(\Psi_a + u) - N(\Psi_a) - L'_a u$ where
\[
N(v) = \begin{pmatrix} 0 \\ v_1 |v_1|^{p-1} \end{pmatrix}, \quad L'_a u = \begin{pmatrix} 0 \\ p\psi_{a,1}^{p-1} u_1 \end{pmatrix}.
\]
Thus,
\[
N_a(u)(\xi) = \begin{pmatrix} 0 \\ N(\psi_{a,1}(\xi), u_1(\xi)) \end{pmatrix}
\]
where
\[
N(x_0, x) := (x_0 + x)|x_0 + x|^{p-1} - x_0|x_0|^{p-1} - p|x_0|^{p-1}x 
\]
\[
= F(x_0 + x) - F(x_0) - F'(x_0)x, \quad F(y) := y|y|^{p-1}.
\]
The function $F$ is smooth on $(0, \infty)$. Consequently, $N$ is smooth on $\Omega_q := (q, \infty) \times (-q, \infty)$ for any $q > 0$. Thus, for $(x_0, x) \in \Omega_q$, we may write
\[
N(x_0, x) = \int_{x_0}^{x_0+x} F'(t)dt - F'(x_0)x = x \int_0^1 [F'(x_0 + tx) - F'(x_0)]dt 
\]
\[
= x \int_0^1 \int_{x_0}^{x_0+tx} F''(s)dsdt = x^2 \int_0^1 \int_0^1 tF''(x_0 + stx)dsdt 
\]
\[
=: x^2 \tilde{N}(x_0, x) 
\]
with $\tilde{N}$ smooth on $\Omega_q$. Since $\delta > 0$ is assumed to be small, we have
\[
\psi_{a,1}(\xi) = c_p[A_0(a) - A_j(a)\xi^j]^{\frac{2}{p-1}} \geq q
\]
for all $|a| \leq \delta$, $\xi \in \mathbb{R}^3$, and a suitable $q > 0$ (recall that $A_0(a) = 1 + O(|a|)$ and $A_j(a) = O(|a|)$ for $|a| \lesssim 1$). Consequently, the Sobolev embedding $H^2(\mathbb{R}^3) \hookrightarrow C(\mathbb{R}^3)$ implies $(\psi_{a,1}(\xi), u_1(\xi)) \in \Omega_q$ for all $\xi \in \mathbb{R}^3$ and all $\mathbf{u}$ with $\|\mathbf{u}\| \leq \delta$. Thus, we obtain
\[
N_a(\mathbf{u})(\xi) = \begin{pmatrix} 0 \\ u_1(\xi)^2 \tilde{N}(\psi_{a,1}(\xi), u_1(\xi)) \end{pmatrix}.
\]
By using the pointwise identity
\[
u_1^2 \tilde{N}(\psi_{a,1}, u_1) - v_1^2 \tilde{N}(\psi_{a,1}, v_1)
= \frac{1}{2} (u_1 + v_1)(u_1 - v_1) [\tilde{N}(\psi_{a,1}, u_1) + \tilde{N}(\psi_{a,1}, v_1)]
+ \frac{1}{2} (u_1^2 + v_1^2) [\tilde{N}(\psi_{a,1}, u_1) - \tilde{N}(\psi_{a,1}, v_1)]
\]
and Lemma 5.1, we obtain
\[
\|u_1^2 \tilde{N}(\psi_{a,1}, u_1) - v_1^2 \tilde{N}(\psi_{a,1}, v_1)\|_{L^2(\mathbb{R}^3)}
\lesssim (\|u_1\|_{L^\infty(\mathbb{R}^3)} + \|v_1\|_{L^\infty(\mathbb{R}^3)}) \|u_1 - v_1\|_{L^2(\mathbb{R}^3)}
+ (\|u_1\|_{L^\infty(\mathbb{R}^3)} + \|v_1\|_{L^\infty(\mathbb{R}^3)}) \|\tilde{N}(\psi_{a,1}, u_1) - \tilde{N}(\psi_{a,1}, v_1)\|_{L^2(\mathbb{R}^3)}
\lesssim (\|u_1\|_{H^2(\mathbb{R}^3)} + \|v_1\|_{H^2(\mathbb{R}^3)}) \|u_1 - v_1\|_{H^2(\mathbb{R}^3)}
\lesssim (\|u\| + \|v\|) \|\mathbf{u} - \mathbf{v}\|.
\]
Furthermore, in order to estimate
\[
\|\nabla [u_1^2 \tilde{N}(\psi_{a,1}, u_1) - v_1^2 \tilde{N}(\psi_{a,1}, v_1)]\|_{L^2(\mathbb{R}^3)},
\]
we use
\[
\partial_\xi \tilde{N}(\psi_{a,1}(\xi), u_1(\xi)) = \partial_1 \tilde{N}(\psi_{a,1}(\xi), u_1(\xi)) \partial_2 \psi_{a,1}(\xi)
+ \partial_2 \tilde{N}(\psi_{a,1}(\xi), u_1(\xi)) \partial_1 u_1(\xi)
\]
and
\[
\|\partial_2 \tilde{N}(\psi_{a,1}, u_1) \nabla u_1 - \partial_2 \tilde{N}(\psi_{a,1}, v_1) \nabla v_1\|_{L^2(\mathbb{R}^3)}
\lesssim \|\partial_2 \tilde{N}(\psi_{a,1}, u_1)\|_{L^\infty(\mathbb{R}^3)} \|\nabla u_1 - \nabla v_1\|_{L^2(\mathbb{R}^3)}
+ \|\partial_2 \tilde{N}(\psi_{a,1}, u_1) - \partial_2 \tilde{N}(\psi_{a,1}, v_1)\|_{L^\infty(\mathbb{R}^3)} \|\nabla v_1\|_{L^2(\mathbb{R}^3)}
\lesssim \|u_1 - v_1\|_{H^2(\mathbb{R}^3)}
\]
which yields
\[
\|\nabla [\tilde{N}(\psi_{a,1}, u_1) - \tilde{N}(\psi_{a,1}, v_1)]\|_{L^2(\mathbb{R}^3)} \lesssim \|u_1 - v_1\|_{H^2(\mathbb{R}^3)}.
\]
Now one uses the simple product estimate
\[ \|\nabla(fg)\|_{L^2(\mathbb{B}^3)} \leq \|\nabla f\|_{L^2(\mathbb{B}^3)} \|g\|_{L^\infty(\mathbb{B}^3)} + \|f\|_{L^\infty(\mathbb{B}^3)} \|\nabla g\|_{L^2(\mathbb{B}^3)} \]
combined with the Sobolev embedding \( H^2(\mathbb{B}^3) \hookrightarrow L^\infty(\mathbb{B}^3) \) to conclude that
\[ \|\nabla[u_1^2\tilde{N}(\psi_{a,1}, u_1) - v_1^2\tilde{N}(\psi_{a,1}, v_1)]\|_{L^2(\mathbb{B}^3)} \]
\[ \lesssim (\|u_1\|_{H^2(\mathbb{B}^3)} + \|v_1\|_{H^2(\mathbb{B}^3)}) \|u_1 - v_1\|_{H^2(\mathbb{B}^3)} \]
which yields
\[ \|N_a(u) - N_a(v)\| = \|u_1^2\tilde{N}(\psi_{a,1}, u_1) - v_1^2\tilde{N}(\psi_{a,1}, v_1)\|_{H^1(\mathbb{B}^3)} \]
\[ \lesssim (\|u\| + \|v\|)\|u - v\|. \]
In order to complete the proof, it suffices to show that
\[ \|N_a(u) - N_b(u)\| \lesssim \|u\|^2|a - b|. \]
To this end, we use
\[ \tilde{N}(\psi_{b,1}(\xi), u_1(\xi)) - \tilde{N}(\psi_{a,1}(\xi), u_1(\xi)) \]
\[ = \int_0^1 \partial_s \tilde{N}(\psi_{a+s(b-a),1}(\xi), u_1(\xi)) ds \]
\[ = (b^j - a^j) \int_0^1 \partial_1 \tilde{N}(\psi_{a+s(b-a),1}(\xi), u_1(\xi)) \varphi_{a+s(b-a),1}(\xi) ds \]
where \( \varphi_{a,j}(\xi) := \partial_a \psi_{a,1}(\xi) \). From this representation and the Sobolev embedding \( H^2(\mathbb{B}^3) \hookrightarrow L^\infty(\mathbb{B}^3) \) it follows that
\[ \|N_a(u) - N_b(u)\| = \|u_1^2[\tilde{N}(\psi_{b,1}, u_1) - \tilde{N}(\psi_{a,1}, u_1)]\|_{H^1(\mathbb{B}^3)} \]
\[ \lesssim \|u_1\|_{H^2(\mathbb{B}^3)}^2 |a - b| \]
\[ \leq \|u\|^2|a - b| \]
which finishes the proof. \( \square \)

5.2. More estimates. We apply Duhamel’s principle to rewrite Eq. (3.8) in weak form as an integral equation. For initial data \( \Phi(0) = u \in \mathcal{H} \) this yields
\[ \Phi(\tau) = S_{a,\infty}(\tau)u \]
\[ + \int_0^\tau S_{a,\infty}(\tau - \sigma)\left[\tilde{L}_{a(\sigma)}(\Phi(\sigma) + N_{a(\sigma)}(\Phi(\sigma)) - \partial_\sigma \Psi_{a(\sigma)})\right] d\sigma \]
(5.1)
where we use the abbreviation \( \tilde{L}_{a(\sigma)} := L'_{a(\sigma)} - L'_{a,\infty} \). As a preparation we derive some basic estimates for the terms involved in Eq. (5.1). First, we introduce the following Banach spaces.
Definition 5.3. We set $X := \{ \Phi \in C([0, \infty), \mathcal{H}) : \| \Phi \|_X < \infty \}$ where
\[
\| \Phi \|_X := \sup_{\tau > 0} \| e^{\omega_p \tau} \Phi(\tau) \|, \quad \omega_p := \frac{1}{p-1},
\]
and $X := \{ a \in C^1([0, \infty), \mathbb{R}^3) : a(0) = 0, \| a \|_X < \infty \}$ where
\[
\| a \|_X := \sup_{\tau > 0} \| e^{\omega_p \tau} |\dot{a}(\tau)| + |a(\tau)| \|.
\]
For $\delta > 0$ we also define the closed subsets $X_\delta \subset X$ and $X_\delta \subset X$ by
\[
X_\delta := \{ \Phi \in X : \| \Phi \|_X \leq \delta \}
\quad \text{and} \quad
X_\delta := \{ a \in X : |\dot{a}(\tau)| \leq \delta e^{-\omega_p \tau} \}.
\]

Lemma 5.4. Let $\delta > 0$ be sufficiently small and suppose $\Phi \in X_\delta$ and $a \in X_\delta$. Then we have the bounds
\[
\| \tilde{L}_{\dot{a}(\tau)} \Phi(\tau) \| + \| N_{a(\tau)}(\Phi(\tau)) \| \lesssim \delta^2 e^{-2\omega_p \tau}
\]
\[
\| \mathbf{P}_{a_\infty} \partial_\tau \Psi_{a(\tau)} \| + \| (I - Q_{a_\infty}) \partial_\tau \Psi_{a(\tau)} \| \lesssim \delta^2 e^{-2\omega_p \tau}
\]
for all $\tau \geq 0$.

Proof. First note that
\[
|a(\tau_2) - a(\tau_1)| \leq \int_{\tau_1}^{\tau_2} |\dot{a}(\sigma)| d\sigma \lesssim \delta (e^{-\omega_p \tau_1} + e^{-\omega_p \tau_2}) \to 0
\]
as $\tau_1, \tau_2 \to \infty$. Consequently, $a_\infty = \lim_{\tau \to \infty} a(\tau)$ exists and we have
\[
|a_\infty - a(\tau)| \leq \int_\tau^{\infty} |\dot{a}(\sigma)| d\sigma \lesssim \delta e^{-\omega_p \tau}.
\]
Thus, by Lemma 4.9 we obtain
\[
\| \tilde{L}_{\dot{a}(\tau)} \Phi(\tau) \| \leq \| L'_{\dot{a}(\tau)} - L'_{a_\infty} \| \| \Phi(\tau) \| \lesssim \delta e^{-\omega_p \tau} |a(\tau) - a_\infty| \lesssim \delta^2 e^{-2\omega_p \tau}.
\]
Furthermore, we have
\[
\| N_{a(\tau)}(\Phi(\tau)) \| \lesssim \| \Phi(\tau) \|^2 \lesssim \delta^2 e^{-2\omega_p \tau}
\]
by Lemma 5.2. Finally, we note that
\[
\partial_\tau \Psi_{a(\tau)} = \dot{a}^k(\tau) h_{a(\tau), k} = \dot{a}^k(\tau) h_{a_\infty, k} + \dot{a}^k(\tau) \hat{h}_{a(\tau), k},
\]
where we set $\hat{h}_{a(\tau), k} := h_{a(\tau), k} - h_{a_\infty, k}$. Since $\mathbf{P}_{a_\infty} h_{a_\infty, k} = 0$ by Proposition 4.8, we find
\[
\| \mathbf{P}_{a_\infty} \partial_\tau \Psi_{a(\tau)} \| \lesssim |\dot{a}^k(\tau)||\hat{h}_{a(\tau), k}| \lesssim \delta e^{-\omega_p \tau} |a(\tau) - a_\infty| \lesssim \delta^2 e^{-2\omega_p \tau}
\]
by Lemma 4.9. Since $(I - Q_{a_\infty}) h_{a_\infty, k} = 0$, the last estimate follows as well. $\square$

We also prove corresponding Lipschitz-bounds.
Lemma 5.5. Let \( \delta > 0 \) be sufficiently small. Then we have the bounds
\[
\| \hat{L}_a(\tau) \Phi(\tau) - \hat{L}_b(\tau) \Psi(\tau) \| \lesssim \delta e^{-2\omega_\mu \tau} \left( \| \Phi - \Psi \|_{\mathcal{X}} + \| a - b \|_{\mathcal{X}} \right)
\]
\[
\| N_a(\tau) (\Phi(\tau)) - N_b(\tau) (\Psi(\tau)) \| \lesssim \delta e^{-2\omega_\mu \tau} \left( \| \Phi - \Psi \|_{\mathcal{X}} + \| a - b \|_{\mathcal{X}} \right)
\]
\[
\| P_{a,\infty} \partial_\tau \Psi_a(\tau) - P_{b,\infty} \partial_\tau \Psi_b(\tau) \| \lesssim \delta e^{-2\omega_\mu \tau} \| a - b \|_{\mathcal{X}}
\]
as well as
\[
\| (I - Q_{a,\infty}) \partial_\tau \Psi_a(\tau) - (I - Q_{b,\infty}) \partial_\tau \Psi_b(\tau) \| \lesssim \delta e^{-2\omega_\mu \tau} \| a - b \|_{\mathcal{X}}
\]
for all \( \Phi, \Psi \in X_\delta, a, b \in X_\delta, \) and \( \tau \geq 0. \)

Proof. Recall that \( \hat{L}_a(\tau) = L'_a(\tau) - L'_{a,\infty} \) where
\[
L'_a(\tau) u = \left( \begin{array}{c} 0 \\ p u_{a(\tau),1} \end{array} \right)
\]
Since \( (a, \xi) \mapsto \psi_{a,1}(\xi) \) is smooth for small \( a \in \mathbb{R}^3, \) we have
\[
p u_{a,\infty,1}^{p-1}(\xi) - p u_{a,\tau,1}^{p-1}(\xi) = p \int_\tau^\infty \partial_\sigma \psi_{a(\sigma),1}^{p-1}(\xi) d\sigma
\]
\[
= \int_\tau^\infty \hat{a}^k(\sigma) \varphi_{a(\sigma),k}(\xi) d\sigma
\]
where \( \varphi_{a,k}(\xi) := p \partial_{\alpha} a_k \psi_{a,1}^{p-1}(\xi). \) Consequently, for \( u \in C^\infty(\mathbb{R}^3)^2, \) we infer
\[
\hat{L}_a(\tau) u(\xi) - \hat{L}_b(\tau) u(\xi)
\]
\[
= \left( \begin{array}{c} 0 \\ u_1(\xi) \end{array} \right) \int_\tau^\infty \left[ \hat{a}^k(\sigma) \varphi_{a(\sigma),k}(\xi) - \hat{b}^k(\sigma) \varphi_{b(\sigma),k}(\xi) \right] d\sigma
\]
and this yields
\[
\| \hat{L}_a(\tau) u - \hat{L}_b(\tau) u \|
\]
\[
\lesssim \| u_1 \|_{H^1(\mathbb{R}^3)} \int_\tau^\infty \| \hat{a}^k(\sigma) \varphi_{a(\sigma),k} - \hat{b}^k(\sigma) \varphi_{b(\sigma),k} \|_{W^1,\infty(\mathbb{R}^3)} d\sigma
\]
\[
\lesssim \| u \| \int_\tau^\infty | \hat{a}(\sigma) - \hat{b}(\sigma) | d\sigma + \| u \| \int_\tau^\infty | \hat{a}(\sigma) | | a(\sigma) - b(\sigma) | d\sigma
\]
\[
\lesssim \| u \| \int_\tau^\infty e^{-\omega_\mu \sigma} \| a - b \|_{\mathcal{X}} d\sigma
\]
which shows that \( \| \hat{L}_a(\tau) - \hat{L}_b(\tau) \| \lesssim e^{-\omega_\mu \tau} \| a - b \|_{\mathcal{X}}. \) Thus, we find
\[
\| \hat{L}_a(\tau) \Phi(\tau) - \hat{L}_b(\tau) \Psi(\tau) \|
\]
\[
\lesssim \| \hat{L}_a(\tau) - \hat{L}_b(\tau) \| \| \Phi(\tau) \| + \| \hat{L}_b(\tau) \| \| \Phi(\tau) - \Psi(\tau) \|
\]
\[
\lesssim \delta e^{-2\omega_\mu \tau} \left( \| a - b \|_{\mathcal{X}} + \| \Phi - \Psi \|_{\mathcal{X}} \right),
\]
5.2. Finally, by using $P_{a,\xi}(\tau)$, the bound on the nonlinearity follows directly from Lemma 5.2. The modulation equation is given by
\[\|P_{a,\xi}(\tau)\| \lesssim \|\hat{h}_{a,\xi}(\tau)\| \lesssim e^{-\omega_\tau\|a - b\|_X} \]
where we have used the bound $\hat{h}_{a,\xi}(\tau) = h_{a,\xi}(\tau) - h_{a,\xi,k}$, we infer
\[\|P_{a,\xi}(\tau)\| \lesssim \|\hat{h}_{a,\xi}(\tau)\| \lesssim e^{-\omega_\tau\|a - b\|_X} \]
which is a consequence of the representation
\[\hat{h}_{a,\xi}(\tau) = - \int_{\tau}^\infty \partial_\sigma h_{a,\xi,\sigma}(\xi)d\sigma\]
and the smoothness of $(a, \xi) \mapsto \partial_\sigma h_{a,\xi,\sigma}(\xi)$ (for $a \in \mathbb{R}^3$ small). Since $(I - Q_{a,\xi})\partial_\tau \Psi_{a,\tau} = \hat{h}_{a,\xi}(\tau)(I - Q_{a,\xi})\hat{h}_{a,\xi,\sigma}$, the last claim follows as well.

5.3. The modulation equation. Our goal is to construct a global (in $\tau$) solution of Eq. (5.1). The difficulty here is of course that the linearized evolution $S_{a,\xi}$ has the unstable subspaces $\text{rg} P_{a,\xi}$ and $\text{rg} Q_{a,\xi}$ which are “induced” by the time-translation and Lorentz symmetry of the problem. We will “kill” the Lorentz instability by modulation, i.e., we choose $a(\tau)$ in such a way that this instability is suppressed. In order to derive an equation for $a(\tau)$, we formally apply $Q_{a,\xi,j}$ to Eq. (5.1). By Proposition 4.8 this yields
\[Q_{a,\xi,j}\Phi(\tau) = Q_{a,\xi,j}u + Q_{a,\xi,j}\int_0^\tau \left[\hat{L}_{a,\sigma}(\Phi(\sigma) + N_{a,\sigma}(\Phi(\sigma)) - \partial_\sigma \Psi_{a,\sigma}\right]d\sigma.\]
We would like to set the right-hand side equal to zero. This, however, is not possible since at $\tau = 0$ this would entail the condition $Q_{a,\xi,j}u = 0$ on the initial data which is not satisfied in general. To go around this small technicality, we choose a smooth cut-off $\chi : [0, \infty) \to [0, 1]$ satisfying $\chi(\tau) = 1$ for $\tau \in [0, 1], \chi(\tau) = 0$ for $\tau \geq 4$, and $|\chi'(\tau)| \leq 1$ for all $\tau \geq 0$. Then we make the ansatz $Q_{a,\xi,j}\Phi(\tau) = \chi(\tau)h$ for a $h \in \text{rg} Q_{a,\xi}$ and evaluation at $\tau = 0$ yields $h = Q_{a,\xi,j}u$. Thus, we obtain the three modulation equations
\[\int_0^\tau [L_{a,\sigma}(\Phi(\sigma) + N_{a,\sigma}(\Phi(\sigma)) - \partial_\sigma \Psi_{a,\sigma}]d\sigma = 0 \]
(5.3)
for the three functions $a_j : [0, \infty) \to \mathbb{R}$, $j \in \{1, 2, 3\}$. Recall that by Proposition 4.8 we have $Q_{a_{\infty,j}} h_{a_{\infty,k}} = \delta_{jk} h_{a_{\infty,j}}$. Thus, with $\dot{h}_{a(\tau),k} = h_{a(\tau),k} - h_{a_{\infty},k}$, we obtain

$$Q_{a_{\infty,j}} \int_0^\tau \partial_{\sigma} \Psi_{a(\sigma)} d\sigma = Q_{a_{\infty,j}} \int_0^\tau \dot{a}^k(\sigma)[h_{a_{\infty},k} + \dot{h}_{a(\sigma),k}] d\sigma$$

$$= a_j(\tau) h_{a_{\infty},j} + Q_{a_{\infty,j}} \int_0^\tau \dot{a}^k(\sigma) \dot{h}_{a(\sigma),k} d\sigma$$

if we assume $a(0) = 0$. Inserting this into Eq. (5.3) we find

$$a_j(\tau) h_{a_{\infty},j} = [1 - \chi(\tau)] Q_{a_{\infty,j}} u$$

$$+ Q_{a_{\infty,j}} \int_0^\tau \left[ \mathcal{L}_{a(\sigma)} \Phi(\sigma) + N_{a(\sigma)}(\Phi(\sigma)) \right] d\sigma$$

$$- Q_{a_{\infty,j}} \int_0^\tau \dot{a}^k(\sigma) \dot{h}_{a(\sigma),k} d\sigma$$

(5.4)

for $j \in \{1, 2, 3\}$.

### 5.4. Solvability of the modulation equation.

Next, we show that $a : [0, \infty) \to \mathbb{R}^3$ can indeed be chosen in such a way that Eq. (5.4) holds, provided that $\Phi$ satisfies a suitable smallness condition.

**Lemma 5.6.** Let $\delta > 0$ be sufficiently small and let $c > 0$ be sufficiently large. Furthermore, suppose $\Phi \in X_\delta$. If $\|u\| \leq \frac{\delta}{c}$ then there exists a unique function $a \in X_\delta$ such that Eq. (5.4) holds for each $j \in \{1, 2, 3\}$. Furthermore, the map $\Phi \mapsto a : X_\delta \subset X \to X$ is Lipschitz-continuous.

**Proof.** We rewrite Eq. (5.4) as

$$a_j(\tau) h_{a_{\infty},j} = -\int_0^\tau \chi'(\sigma) Q_{a_{\infty,j}} u d\sigma$$

$$+ \int_0^\tau Q_{a_{\infty,j}} \left[ \mathcal{L}_{a(\sigma)} \Phi(\sigma) + N_{a(\sigma)}(\Phi(\sigma)) \right] d\sigma$$

$$- \int_0^\tau \dot{a}^k(\sigma) Q_{a_{\infty,j}} \dot{h}_{a(\sigma),k} d\sigma$$

$$=: \int_0^\tau G_j(a, \Phi, u)(\sigma) d\sigma$$

(5.5)

and we set $G_j(a, \Phi, u)(\sigma) := \|h_{a_{\infty,j}}\|^{-2}(G_j(a, \Phi, u)(\sigma)|h_{a_{\infty,j}})$. Then we have

$$a(\tau) = \int_0^\tau G(a, \Phi, u)(\sigma) d\sigma =: \tilde{G}(a, \Phi, u)(\tau)$$

where $G := (G_1, G_2, G_3)$. Note that, by Lemma 4.9

$$\|\dot{h}_{a(\tau),k}\| = \|h_{a(\tau),k} - h_{a_{\infty},k}\| \lesssim |a(\tau) - a_{\infty}| \lesssim \delta e^{-\omega_\rho \tau},$$
and trivially, \( \| \chi'(\tau)Q_{a,\infty,j}u \| \leq \| \chi'(\tau)u \| \leq \frac{\delta}{c} e^{-2\omega_p \tau} \). Consequently, by Lemma 5.4 we see that \( \| G_j(a, \Phi, u)(\tau) \| \leq \left( \frac{\delta}{c} + \delta^2 \right) e^{-2\omega_p \tau} \) and thus, \( |G(a, \Phi, u)(\tau)| \leq \delta e^{-2\omega_p \tau} \).

for \( a \in X_\delta \), provided \( \delta > 0 \) is sufficiently small and \( c > 0 \) is sufficiently large. This shows that \( a \in X_\delta \) implies \( \bar{G}(a, \Phi, u) \in X_\delta \). Furthermore, Lemma 5.5 in conjunction with the bounds

\[
\| \chi'(\tau)Q_{a,\infty,j}u - \chi'(\tau)Q_{b,\infty,j}u \| \lesssim \delta e^{-2\omega_p \tau} |a_\infty - b_\infty| \lesssim \delta e^{-2\omega_p \tau} \| a - b \|_X,
\]

and (use Eq. (5.2))

\[
\| \hat{a}^k(\tau)Q_{a,\infty,j}\hat{h}_{a(\tau),k} - \hat{b}^k(\tau)Q_{b,\infty,j}\hat{h}_{b(\tau),k} \| \lesssim \delta e^{-2\omega_p \tau} \| a - b \|_X
\]
yields

\[
\| G_j(a, \Phi, u)(\tau) - G_j(b, \Phi, u)(\tau) \| \lesssim \delta e^{-2\omega_p \tau} \| a - b \|_X
\]

which implies

\[
\| \bar{G}(a, \Phi, u) - \bar{G}(b, \Phi, u) \|_X \lesssim \delta \| a - b \|_X
\]

for all \( a, b \in X_\delta \). Thus, the contraction mapping principle yields the existence and uniqueness of \( a(\tau) = G(a, \Phi, u)(\tau) \).

Finally, if \( b(\tau) = \bar{G}(b, \Psi, u)(\tau) \) for \( \Psi \in X_\delta \), we obtain

\[
|\dot{a}(\tau) - \dot{b}(\tau)| \lesssim |G(a, \Phi, u)(\tau) - G(b, \Psi, u)(\tau)| \lesssim \delta e^{-2\omega_p \tau} \| \Phi - \Psi \|_X + \delta e^{-2\omega_p \tau} \| a - b \|_X
\]

by Lemma 5.5 which yields \( \| a - b \|_X \lesssim \delta \| \Phi - \Psi \|_X \).

5.5. The time-translation instability. Next, we turn to the unstable subspace \( \text{rg} \, P_{a,\infty} \). This time we proceed differently and add a correction term which stabilizes the evolution. In order to derive this correction, we formally apply \( P_{a,\infty} \) to Eq. (5.1) which yields

\[
P_{a,\infty} \Phi(\tau) = e^\tau P_{a,\infty} u
+ e^\tau P_{a,\infty} \int_0^\tau e^{-\sigma} \left[ \hat{L}_{a(\sigma)}\Phi(\sigma) + N_{a(\sigma)}(\Phi(\sigma)) \right] d\sigma
- e^\tau P_{a,\infty} \int_0^\tau e^{-\sigma} \partial_\sigma \Psi_{a(\sigma)} d\sigma.
\]

Motivated by this we set

\[
C(\Phi, a, u) := P_{a,\infty} u
+ P_{a,\infty} \int_0^\infty e^{-\sigma} \left[ \hat{L}_{a(\sigma)}\Phi(\sigma) + N_{a(\sigma)}(\Phi(\sigma)) - \partial_\sigma \Psi_{a(\sigma)} \right] d\sigma
\]
and consider the modified equation

\[
\Phi(\tau) = S_{a,\infty}(\tau)[u - C(\Phi, a, u)] \\
+ \int_0^\tau S_{a,\infty}(\tau - \sigma) \left[ \hat{L}_{a(\sigma)}(\Phi(\sigma)) + N_{a(\sigma)}(\Phi(\sigma)) - \partial_\sigma \Psi_{a(\sigma)} \right] d\sigma.
\]

\[(5.6)\]

**Proposition 5.7** (Solution of the modified equation). Fix a sufficiently large \( c > 0 \) and let \( \delta > 0 \) be sufficiently small. If \( \|u\| \leq \frac{\delta}{c} \) then there exist unique functions \( a \in X_\delta \) and \( \Phi \in X_\delta \) such that Eq. \[(5.6)\] holds for all \( \tau \geq 0 \).

**Proof.** We denote the right-hand side of Eq. \[(5.6)\] by \( K(\Phi, a, u)(\tau) \). We claim that, for sufficiently small \( \delta > 0 \), \( \Phi \in X_\delta \) implies \( K(\Phi, a, u) \in X_\delta \), where \( a \in X_\delta \) is associated to \( \Phi \) via Lemma 5.6. To prove this, we first consider

\[
P_{a,\infty}K(\Phi, a, u)(\tau) = -\int_\tau^\infty e^{\tau - \sigma} P_{a,\infty} \left[ \hat{L}_{a(\sigma)}(\Phi(\sigma)) \\
+ N_{a(\sigma)}(\Phi(\sigma)) - \partial_\sigma \Psi_{a(\sigma)} \right] d\sigma.
\]

Lemma 5.4 yields

\[
\|P_{a,\infty}K(\Phi, a, u)(\tau)\| \lesssim \delta^2 \int_\tau^\infty e^{\tau - \sigma} e^{-2\omega_p \sigma} d\sigma \lesssim \delta^2 e^{-2\omega_p \tau}
\]

and we obtain \( P_{a,\infty}K(\Phi, a, u) \in X_{\delta/4} \) if \( \delta \) is sufficiently small. Next, by construction of \( a \), we have

\[
Q_{a,\infty}K(\Phi, a, u)(\tau) = \chi(\tau)Q_{a,\infty}u - Q_{a,\infty}C(\Phi, a, u) = \chi(\tau)Q_{a,\infty}u
\]

where we have used the fact that \( C(\Phi, a, u) \in \text{rg} P_{a,\infty} \). This yields

\[
\|Q_{a,\infty}K(\Phi, a, u)(\tau)\| \lesssim \frac{\delta}{c} e^{-2\omega_p \tau}
\]

\[(5.7)\]

which implies \( Q_{a,\infty}K(\Phi, a, u) \in X_{\delta/4} \) provided \( c \) is sufficiently large. In summary, we obtain \( \|P_{a,\infty} + Q_{a,\infty}K(\Phi, a, u)\| \in X_{\delta/2} \). Finally, we consider

\[
[I - P_{a,\infty} - Q_{a,\infty}]K(\Phi, a, u)(\tau) \\
= S_{a,\infty}(\tau)P_{a,\infty}[u - C(\Phi, a, u)] \\
+ \int_0^\tau S_{a,\infty}(\tau - \sigma)P_{a,\infty} \left[ \hat{L}_{a(\sigma)}(\Phi(\sigma)) + N_{a(\sigma)}(\Phi(\sigma)) - \partial_\sigma \Psi_{a(\sigma)} \right] d\sigma.
\]

From Lemma 5.4 we infer

\[
\|C(\Phi, a, u)\| \lesssim \frac{\delta}{c} + \delta^2 \int_0^\tau e^{-\sigma} e^{-2\omega_p \sigma} d\sigma \lesssim \frac{\delta}{c} + \delta^2
\]
and Proposition 4.8 and Lemma 5.4 yield
\[
\|\left[ I - P_{a_{\infty}} - Q_{a_{\infty}} \right] K(\Phi, a, u)(\tau) \| \\
\lesssim \left( \frac{\delta}{\epsilon} + \delta^2 \right) e^{-\omega_p \tau} + \delta^2 \int_0^\tau e^{-\omega_p (\tau - \sigma)} e^{-2\omega_p \sigma} d\sigma \lesssim \left( \frac{\delta}{\epsilon} + \delta^2 \right) e^{-\omega_p \tau}.
\]
Consequently, we see that \( \Phi \in X_\delta \) implies \( K(\Phi, a, u) \in X_\delta \), as claimed.

Next, we claim that
\[
\| K(\Phi, a, u) - K(\Psi, b, u) \|_{X} \lesssim \delta \| \phi - \Psi \|_{X} \quad (5.8)
\]
for \( \Phi, \Psi \in X_\delta \) where \( b \in X_\delta \) is associated to \( \Psi \) via Lemma 5.6. Indeed, from Lemma 5.5 we infer
\[
\| P_{a_{\infty}} K(\Phi, a, u)(\tau) - P_{b_{\infty}} K(\Psi, b, u)(\tau) \| \\
\lesssim \delta \int_\tau^\infty e^{\tau - \sigma - 2\omega_p \sigma} \| \Phi - \Psi \|_{X} d\sigma \lesssim \delta e^{-2\omega_p \tau} \| \Phi - \Psi \|_{X} \quad (5.9)
\]
where we have used \( \| a - b \|_{X} \lesssim \| \phi - \Psi \|_{X} \) (Lemma 5.6). Furthermore,
\[
\| Q_{a_{\infty}} K(\Phi, a, u)(\tau) - Q_{b_{\infty}} K(\Psi, b, u)(\tau) \| \\
= |\chi(\tau)| \| Q_{a_{\infty}} u - Q_{b_{\infty}} u \| \lesssim \delta e^{-2\omega_p \tau} \| \phi - \Psi \|_{X} \quad (5.10)
\]
by Lemmas 4.9 and 5.5. Finally,
\[
\| C(\Phi, a, u) - C(\Psi, b, u) \| \lesssim \delta \| \phi - \Psi \|_{X} \\
+ \delta \int_0^\infty e^{-\sigma - 2\omega_p \sigma} \| \Phi - \Psi \|_{X} d\sigma \\
\lesssim \delta \| \phi - \Psi \|_{X}
\]
and thus, by Lemmas 4.9 and 5.5
\[
\| \hat{P}_{a_{\infty}} K(\Phi, a, u)(\tau) - \hat{P}_{b_{\infty}} K(\Psi, b, u)(\tau) \| \\
\lesssim \delta e^{-\omega_p \tau} \| \phi - \Psi \|_{X} + \delta \int_0^\tau e^{-\omega_p (\tau - \sigma)} e^{-2\omega_p \sigma} \| \phi - \Psi \|_{X} d\sigma \\
\lesssim \delta e^{-\omega_p \tau} \| \phi - \Psi \|_{X}. \quad (5.11)
\]
By putting together Eqs. (5.9), (5.10), and (5.11), we obtain Eq. (5.8). Thus, the assertion is a consequence of the contraction mapping principle. \( \square \)
5.6. Variation of blowup time. Our actual intention is to solve Eq. (5.6) without the correction term \( C(\Phi, a, u) \). So far, we can do this only in the trivial case where \( u = 0 \) (with the solution \( a(\tau) = 0, \Phi(\tau) = 0 \)). The instability which is suppressed by the correction term \( C(\Phi, a, u) \) is related to the time-translation symmetry of the equation, i.e., to the choice of the blowup time \( T \). Although the blowup time \( T \) does not appear explicitly in the equation, it does show up in the initial data. Recall from Eq. (2.8) and Eq. (3.7) that the data we prescribe are of the form

\[
\Phi(0)(\xi) = \Psi(0)(\xi) - \Psi_{a(0)}(\xi)
\]

for some fixed, given functions \( f, g \). For any \( v \in H \) we define the rescaling

\[
v^T(\xi) := \begin{pmatrix} T^{\frac{2}{p+1}} v_1(T\xi) \\ T^{\frac{2}{p+1}} v_2(T\xi) \end{pmatrix}
\]

and set

\[
U(T, v) := v^T + \Psi_{a}^T - \Psi_0.
\]

For \( v = (f, g) \) we may then rewrite the initial data as

\[
\Phi(0) = U(T, v). \tag{5.12}
\]

The advantage of this notation is that the profile \( v \) is independent of \( T \). Thus, the dependence of the data on the fixed profile \( v \) on the one hand, and the blowup time \( T \) on the other hand is now clearly separated.

We will show that \( T \) can be chosen in such a way that the correction term vanishes. As a preparation we need the following technical result. For \( U \subset \mathbb{R}^3 \) we set

\[
\mathcal{H}(U) := H^2(U) \times H^1(U).
\]

Lemma 5.8. Let \( \delta > 0 \) be sufficiently small. If \( v \in \mathcal{H}(\mathbb{B}^3_{1+\delta}) \) satisfies

\[
\|v\|_{\mathcal{H}(\mathbb{B}^3_{1+\delta})} \leq \delta
\]

then we have

\[
\|U(T, v)\| \lesssim \delta
\]

for all \( T \in [1 - \delta, 1 + \delta] \). Furthermore, the map \( T \mapsto U(T, v) : [1 - \delta, 1 + \delta] \to \mathcal{H} \) is continuous.

Proof. By definition, we have

\[
[U(T, v)]_1(\xi) = T^{\frac{2}{p+1}} v_1(T\xi) + T^{\frac{2}{p+1}} \psi_{0,1}(T\xi) - \psi_{0,1}(\xi).
\]
Corollary 5.9. Let \( \psi \in C^\infty(\mathbb{R}^3) \), the fundamental theorem of calculus implies \( \| T^{\frac{2}{p-1}} \psi_{0,1}(T \cdot) - \psi_{0,1} \|_{H^2(\mathbb{B}^3)} \lesssim |T - 1| \). Consequently, we infer
\[
\| T^{\frac{2}{p-1}} v_1(T \cdot) + T^{\frac{2}{p-1}} \psi_{0,1}(T \cdot) - \psi_{0,1} \|_{H^2(\mathbb{B}^3)} \\
\lesssim T^{\frac{2}{p-1}} \| v_1(T \cdot) \|_{H^2(\mathbb{B}^3)} + T |T - 1| \\
\lesssim \| v_1 \|_{H^2(\mathbb{B}^3)} + \delta \\
\lesssim \delta
\]
for all \( T \in [1 - \delta, 1 + \delta] \). The same argument can be used for the second component of \( T \) and we obtain \( \| U(T, v) \| \lesssim \delta \), as claimed. The second statement is a consequence of the continuity of the map \( C \) satisfied with \( \delta > 0 \) sufficiently small. Suppose \( \| v \|_{H^2(\mathbb{B}^3)} \leq \frac{\delta}{c} \) and \( T \in [1 - \frac{\delta}{c}, 1 + \frac{\delta}{c}] \). Then, Eq. (5.6) with \( u \) replaced by \( U(T, v) \), i.e.,
\[
\Phi(\tau) = S_{a_\infty}(\tau) [U(T, v) - C(\Phi, a, U(T, v))] \\
+ \int_0^\tau S_{a_\infty}(\tau - \sigma) \left[ \hat{L}_{a(\sigma)} \Phi(\sigma) + N_{a(\sigma)}(\Phi(\sigma)) - \partial_\sigma \Psi_{a(\sigma)} \right] d\sigma,
\]
has a solution \( (\Phi, a) \in X_\delta \times X_\delta \). Furthermore, the map \( T \mapsto (\Phi, a) : [1 - \frac{\delta}{c}, 1 + \frac{\delta}{c}] \to X \times X \) is continuous.

Next, we will show that the equation \( C(\Phi, a, U(T, v)) = 0 \) is equivalent to a fixed point problem of the form \( T - 1 = F(T) \) where \( F \) is continuous and satisfies \( |F(T)| \leq \frac{\delta}{c} \).

Lemma 5.10. Let \( c > 0 \) be sufficiently large and choose \( \delta > 0 \) sufficiently small. Suppose \( \| v \|_{H^1(\mathbb{B}^{1+\delta/c})} \leq \frac{\delta}{c} \). Then there exist \( T \in [1 - \frac{\delta}{c}, 1 + \frac{\delta}{c}] \) and functions \( (\Phi, a) \in X_\delta \times X_\delta \) such that Eq. (5.13) is satisfied with \( C(\Phi, a, U(T, v)) = 0 \).

Proof. We first note that
\[
\partial_T \Psi_0^T(\xi)|_{T=1} = \kappa_p g_0(\xi)
\]
for a suitable constant \( \kappa_p \). Thus, we may write
\[
U(T, v) = v^T + (T - 1)\kappa_p g_0 + (T - 1)^2 f_T
\]
where \(|f_r| \lesssim 1\) for all \(T \in [1 - \frac{\delta}{c}, 1 + \frac{\delta}{c}]\). Let \((\Phi, a) \in X_\delta \times X_\delta\) be the functions associated to \(T\) via Corollary 5.9. We write

\[
U(T, v) = v^T + (T - 1)\kappa_p g_{a_\infty} + (T - 1)\kappa_p (g_0 - g_{a_\infty}) + (T - 1)^2 f_r.
\]

Since \(|a_\infty - 0| = |a_\infty - a(0)| \lesssim \delta\), we infer \(||g_0 - g_{a_\infty}|| \lesssim \delta\) and this yields

\[
(P_{a_\infty} U(T, v)|_{g_{a_\infty}}) = O(\frac{\delta}{c}) + \kappa_p ||g_{a_\infty}||^2(T - 1) + O(\delta^2)
\]

where the \(O\)-terms are continuous functions of \(T\). Thus, from Lemma 5.4 we obtain

\[
(C(\Phi, a, U(T, v))|_{g_{a_\infty}}) = \kappa_p ||g_{a_\infty}||^2(T - 1) + O(\frac{\delta}{c})
\]

and this shows that \((C(\Phi, a, U(T, v))|_{g_{a_\infty}}) = 0\) is equivalent to

\[
T - 1 = F(T)
\]

for a function \(F\) which is continuous on \([1 - \frac{\delta}{c}, 1 + \frac{\delta}{c}]\) and satisfies \(|F(T)| \leq \frac{\delta}{c}\), provided \(c > 0\) is chosen large enough. Thus, \(1 + F\) is a continuous self-map of the closed interval \([1 - \frac{\delta}{c}, 1 + \frac{\delta}{c}]\) and such a map necessarily has a fixed point. Consequently, there exists a \(T \in [1 - \frac{\delta}{c}, 1 + \frac{\delta}{c}]\) such that \((C(\Phi, a, U(T, v))|_{g_{a_\infty}}) = 0\) and, since \(C(\Phi, a, U(T, v)) \in \langle g_{a_\infty} \rangle\), we infer \(C(\Phi, a, U(T, v)) = 0\), as claimed. \(\square\)

5.7. **Proof of Theorem 1.1.** Theorem 1.1 is now a consequence of Lemma 5.10. All we have to do is to translate back the statement of Lemma 5.10 to the original setting. More precisely, let \(\delta, c\) be such that Lemma 5.10 holds, and set \(\delta' := \delta/c\). Suppose the data \((f, g) \in H^2 \times H^1(\mathbb{B}_1^s)\) satisfy \(||(f, g)||_H^2 \times H^1(\mathbb{B}_1^s) \leq \frac{\delta'}{c}\). Set \(v := (f, g)\). Then we have

\[
||v||_H(\mathbb{B}_1^{s+\delta/c}) = ||(f, g)||_H^2 \times H^1(\mathbb{B}_1^{s+\delta/c}) \leq \frac{\delta}{c^2}
\]

and by Lemma 5.10 we obtain a \(T \in [1 - \delta', 1 + \delta']\) and functions \((\Phi, a) \in X_{\delta'} \times X_{\delta'}\) that solve Eq. (5.1) with data \(\Phi(0) = U(T, v)\). This means that \(\Psi(T) := \Psi(a(T) + \Phi(T))\) is a solution (in the Duhamel sense) of Eq. (3.6) with data \(\Psi(0) = \Psi(0) + U(T, v)\). Consequently,

\[
u(t, x) = (T - t)^{-\frac{s}{\sigma} - 1} \psi_1 \left(-\log(T - t) + \log T, \frac{x}{T - t}\right)
\]

solves the original wave equation (1.1) with data

\[
u(0, x) = T^{-\frac{s}{\sigma} - 1} \psi_1 (0, \frac{x}{T}) = \psi_{0,1}(x) + f(x) = u_{0,0}(0, x) + f(x)
\]

\[
\partial_0 \nu(0, x) = T^{-\frac{s+1}{\sigma} - 1} \psi_2 (0, \frac{x}{T}) = \psi_{0,2}(x) + g(x) = \partial_0 u_{1,0}(0, x) + g(x)
\]
for \( x \in \mathbb{B}^3_{1+r} \). We infer
\[
(T - t)^{-\frac{1}{p-1}} \| u(t, \cdot) - u_{T,a,\infty}(t, \cdot) \|_{\dot{H}^2(\mathbb{B}^3_{1+r})} = (T - t)^{-\frac{1}{p-1}} \| \psi_1 - \psi_{a,\infty,1}(\cdot) \|_{\dot{H}^2(\mathbb{B}^3_{1+r})}
\]

\[
= \| (\psi_1 - \psi_{a,\infty,1})(\cdot) \|_{\dot{H}^2(\mathbb{B}^3_{1+r})}
\]

\[
\lesssim \| (\psi - \Psi_{a,\infty})(\cdot) \|_{\dot{H}^2(\mathbb{B}^3_{1+r})}
\]

\[
\lesssim \| \Phi(\cdot) \|_{\dot{H}^2(\mathbb{B}^3_{1+r})} + \| \Psi_{a,\infty}(\cdot) \|_{\dot{H}^2(\mathbb{B}^3_{1+r})}
\]

\[
\lesssim (T - t)^{-\frac{1}{p-1}}
\]

for all \( t \in [0, T) \). The other bounds follow by scaling.

**Appendix A. Angular Momentum Decomposition**

For a function \( f : \mathbb{S}^{d-1} \to \mathbb{C} \) we define its canonical extension \( f^* : \mathbb{R}^d \setminus \{0\} \to \mathbb{C} \) by \( f^*(x) := f(\frac{1}{|x|^d} x) \). We say that \( f \in C^k(\mathbb{S}^{d-1}) \) if \( f^* \in C^k(\mathbb{R}^d \setminus \{0\}) \). For \( f \in C^1(\mathbb{S}^{d-1}) \) we write \( \partial_j f := \partial f^* \) and call \( \partial_j f \) an angular derivative. The Laplace-Beltrami operator on \( \mathbb{S}^{d-1} \) can then be written as \( -\nabla^2 \partial_j \) and we have the integration by parts formula
\[
(\partial_j^2 \partial_j f | g)_{\mathbb{S}^{d-1}} = -(\partial_j f | \partial_j g)_{\mathbb{S}^{d-1}}
\]

for \( f, g \in C^2(\mathbb{S}^{d-1}) \), where
\[
(f | g)_{\mathbb{S}^{d-1}} = \int_{\mathbb{S}^{d-1}} f(\omega) \overline{g(\omega)} d\sigma(\omega)
\]

\[
= \int_{\mathbb{R}^d} f(\psi(y)) \overline{g(\psi(y))} \left( \frac{2}{|y|^2 + 1} \right)^{d-1} dy
\]

with the stereographic projection \( \psi : \mathbb{R}^{d-1} \to \mathbb{S}^{d-1} \setminus \{e_d\} \),
\[
\psi(y) = \left( \frac{2y}{|y|^2 + 1}, \frac{|y|^2 - 1}{|y|^2 + 1} \right).
\]

We denote by \( Y_{\ell,m} \in L^2(\mathbb{S}^{d-1}) \) the usual \( L^2(\mathbb{S}^{d-1}) \)-normalized spherical harmonics, i.e., \( Y_{\ell,m} \) is an eigenfunction of \( -\nabla^2 \partial_j \) with eigenvalue \( \ell(\ell + d - 2), \ell \in \mathbb{N}_0 \), and \( (Y_{\ell,m} | Y_{\ell,m'})_{\mathbb{S}^{d-1}} = \delta_{\ell\ell'}\delta_{mm'} \). For each \( \ell \in \mathbb{N}_0 \), the eigenspace associated to the eigenvalue \( \ell(\ell + d - 2) \) is finite-dimensional and we denote by \( \Omega_{d,\ell} \subset \mathbb{Z} \) the set of admissible indices \( m \). The Sobolev

---

\(^3\)We restrict our discussion here to \( d \geq 3 \) since \( d = 1 \) is trivial and \( d = 2 \) is complex analysis.
space \( H^k(\mathbb{S}^{d-1}) \), \( k \in \mathbb{N}_0 \), is defined as the completion of \( C^k(\mathbb{S}^{d-1}) \) with respect to

\[
\|f\|_{H^k(\mathbb{S}^{d-1})} := \sum_{|\alpha| \leq k} \|\partial^\alpha f\|_{L^2(\mathbb{S}^{d-1})}
\]

with the usual multi-index notation

\[
\alpha \in \mathbb{N}_0^d, \quad |\alpha| := \sum_{j=1}^d \alpha_j, \quad \partial^\alpha := \partial_{\alpha_1} \partial_{\alpha_2} \ldots \partial_{\alpha_d}.
\]

Now we recall the following fundamental expansion result.

**Lemma A.1.** Let \( f \in C^\infty(\mathbb{S}^{d-1}), \ d \geq 3 \), and set

\[
S_n f(\omega) := \sum_{\ell=0}^n \sum_{m \in \Omega_{d,\ell}} (f|Y_{\ell,m})_{\mathbb{S}^{d-1}} Y_{\ell,m}(\omega).
\]

Then we have

\[
\lim_{n \to \infty} \|S_n f - f\|_{H^k(\mathbb{S}^{d-1})} = 0
\]

for any \( k \in \mathbb{N}_0 \).

**Proof.** For \( k = 0 \) the result is classical and can be found in e.g. \[1\]. Now note that

\[
\partial^j \partial_j S_n f = \sum_{\ell=0}^n \sum_{m \in \Omega_{d,\ell}} (f|Y_{\ell,m})_{\mathbb{S}^{d-1}} \partial^j \partial_j Y_{\ell,m}
\]

\[
= -\sum_{\ell=0}^n \sum_{m \in \Omega_{d,\ell}} \ell(\ell + d - 1)(f|Y_{\ell,m})_{\mathbb{S}^{d-1}} Y_{\ell,m}
\]

\[
= \sum_{\ell=0}^n \sum_{m \in \Omega_{d,\ell}} (f|\partial^j \partial_j Y_{\ell,m})_{\mathbb{S}^{d-1}} Y_{\ell,m}
\]

which shows that \( \partial^j \partial_j S_n f = S_n \partial^j \partial_j f \). Consequently, we find

\[
\lim_{n \to \infty} \|\partial^j \partial_j (S_n f - f)\|_{L^2(\mathbb{S}^{d-1})} = \lim_{n \to \infty} \|S_n \partial^j \partial_j f - \partial^j \partial_j f\|_{L^2(\mathbb{S}^{d-1})} = 0.
\]

For \( g_n := S_n f - f \) this yields

\[
\|g_n\|_{H^1(\mathbb{S}^{d-1})} \lesssim \|g_n\|_{L^2(\mathbb{S}^{d-1})} + (\partial^j g_n|\partial_j g_n)_{\mathbb{S}^{d-1}}
\]

\[
= \|g_n\|_{L^2(\mathbb{S}^{d-1})} - (g_n|\partial^j \partial_j g_n)_{\mathbb{S}^{d-1}}
\]

\[
\lesssim \|g_n\|_{L^2(\mathbb{S}^{d-1})} + \|\partial^j \partial_j g_n\|_{L^2(\mathbb{S}^{d-1})} \to 0
\]
as \( n \to \infty \), which proves the claim for \( k = 1 \). Now one proceeds inductively.

**Lemma A.2.** Let \( f \in C^\infty(\mathbb{B}^d) \), \( d \geq 3 \), and define \( P_{\ell,m}f : [0,1] \to \mathbb{C} \) by

\[
P_{\ell,m}f(r) := (f(r \cdot)|Y_{\ell,m})_{S_{d-1}} = \int_{S_{d-1}} f(r\omega)\overline{Y_{\ell,m}(\omega)}d\sigma(\omega).
\]

Furthermore, set

\[
\tilde{S}_n f(x) := \sum_{\ell=0}^n \sum_{m \in \Omega_{d,\ell}} P_{\ell,m}f(|x|)Y_{\ell,m}(\frac{x}{|x|})
\]

for \( x \in \mathbb{B}^d \setminus \{0\} \). Then we have

\[
\lim_{n \to \infty} \|\tilde{S}_n f - f\|_{H^k(\mathbb{B}^d)} = 0
\]

for any \( k \in \mathbb{N}_0 \).

**Proof.** We define \( \varphi_n : (0,1] \to \mathbb{R} \) by \( \varphi_n(r) := \|\tilde{S}_n f(r \cdot) - f(r \cdot)\|_{L^2(S_{d-1})}^2 \). From Lemma A.1 we have \( \varphi_n(r) \to 0 \) as \( n \to \infty \) for each \( r \in (0,1] \).

Furthermore, Bessel’s inequality implies

\[
|\varphi_n(r)| \lesssim \|\tilde{S}_n f(r \cdot)\|_{L^2(S_{d-1})}^2 + \|f(r \cdot)\|_{L^2(S_{d-1})}^2
\]

\[
= \sum_{\ell=0}^n \sum_{m \in \Omega_{d,\ell}} |P_{\ell,m}f(r)|^2 + \|f(r \cdot)\|_{L^2(S_{d-1})}^2
\]

\[
\lesssim \|f(r \cdot)\|_{L^2(S_{d-1})}^2
\]

and thus, the dominated convergence theorem yields

\[
\|\tilde{S}_n f - f\|_{L^2(\mathbb{B}^d)}^2 = \int_0^1 \varphi_n(r)r^{d-1}dr \to 0
\]

as \( n \to \infty \). This is the claim for \( k = 0 \).

In order to prove the case \( k = 1 \), we set \( g_n := \tilde{S}_n f - f \) and note that

\[
\partial_j g_n(r\omega) = \omega_j \partial_r g_n(r\omega) + \frac{1}{r}\partial_{\omega_j} g_n(r\omega).
\]

For notational convenience we define \( D_{\text{rad}} f(x) := \frac{r}{|x|} \partial_j f(x) \). Then we have \( D_{\text{rad}} f(r\omega) = \omega^j \partial_j f(r\omega) = \partial_r f(r\omega) \). Furthermore, we write

\[
\hat{\partial}_j f(x) := |x| \left( \delta_j^k - \frac{x_j x_k}{|x|^2} \right) \partial_k f(x)
\]

so that \( \hat{\partial}_{\omega^j} f(r\omega) = \hat{\partial}_j f(r\omega) \). We also set \( \hat{\nabla} f := (\hat{\partial}_1 f, \hat{\partial}_2 f, \ldots, \hat{\partial}_d f) \).

With this notation we obtain

\[
\|g_n\|_{H^1(\mathbb{B}^d)} \lesssim \|g_n\|_{L^2(\mathbb{B}^d)} + \|D_{\text{rad}} g_n\|_{L^2(\mathbb{B}^d)} + \frac{1}{|x|} \|\hat{\nabla} g_n\|_{L^2(\mathbb{B}^d)}.
\]

(A.1)
We have already shown above that \( \| g_n \|_{L^2(\mathbb{B}^d)} \to 0 \) as \( n \to \infty \). Now we turn to the second term. The dominated convergence theorem implies

\[
\partial_r P_{\ell,m} f(r) = \partial_r \int_{S^{d-1}} f(r\omega)Y_{\ell,m}(\omega)d\sigma(\omega)
\]

and thus, \( \partial_r P_{\ell,m} f(r) = P_{\ell,m}D_{\text{rad}} f(r) \). As a consequence, we obtain \( D_{\text{rad}}\tilde{S}_n f = \tilde{S}_n D_{\text{rad}} f \) which yields

\[
\| D_{\text{rad}}(\tilde{S}_n f - f) \|_{L^2(\mathbb{B}^d)} = \| \tilde{S}_n D_{\text{rad}} f - D_{\text{rad}} f \|_{L^2(\mathbb{B}^d)} \to 0 \quad (n \to \infty)
\]

by the same argument as above. Hence, in view of (A.1) it remains to show that \( \| \frac{1}{|r|} \nabla g_n \|_{L^2(\mathbb{B}^d)} \to 0 \). As in the proof of Lemma A.1 we have

\[
\partial^j \partial_j \tilde{S}_n f = \tilde{S}_n \partial^j \partial_j f
\]

and thus,

\[
\frac{1}{r^2} \| \nabla g_n(r \cdot) \|_{L^2(S^{d-1})}^2 = \frac{1}{r^2} (\partial^j g_n(r \cdot) | \partial^j g_n(r \cdot) )_{S^{d-1}}
\]

\[
= -(g_n(r \cdot) | \frac{1}{r^2} \partial^j \partial_j g_n(r \cdot) )_{S^{d-1}}
\]

\[
\leq \| g_n(r \cdot) \|_{L^2(S^{d-1})}^2 + \frac{1}{r^2} \| \tilde{S}_n \partial^j \partial_j f(r \cdot) - \partial^j \partial_j f(r \cdot) \|_{L^2(S^{d-1})}^2.
\]

We define \( \psi_n : (0, 1] \to \mathbb{R} \) by

\[
\psi_n(r) := \frac{1}{r^2} \| \tilde{S}_n \partial^j \partial_j f(r \cdot) - \partial^j \partial_j f(r \cdot) \|_{L^2(S^{d-1})}^2
\]

and from Lemma A.1 we know that \( \psi_n(r) \to 0 \) as \( n \to \infty \) for any \( r \in (0, 1] \). Furthermore, from Bessel’s inequality we infer

\[
|\psi_n(r)| \lesssim \frac{1}{r^4} \| \partial^j \partial_j f(r \cdot) \|_{L^2(S^{d-1})}^2
\]

and by the definition of \( \partial_j \) we have

\[
|\frac{1}{r^2} \partial^j \partial_j f(r \omega)| \lesssim \sum_{|\alpha| \leq 2} |\partial^\alpha f(r \omega)|
\]

which implies

\[
|\psi_n(r)| \lesssim \| f \|_{W^{2,\infty}(\mathbb{B}^d)} < \infty
\]

for all \( r \in (0, 1] \). Thus, by dominated convergence we obtain

\[
\int_0^1 \psi_n(r) r^{d-1} dr \to 0
\]

as \( n \to \infty \) and this proves the desired \( \| \frac{1}{|r|} \nabla g_n \|_{L^2(\mathbb{B}^d)} \to 0 \). The general case \( k \geq 2 \) follows inductively. \( \square \)
ON BLOWUP IN SUPERCRITICAL WAVE EQUATIONS
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