Beyond quantum chaos in emergent dual holography
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Black hole is well known to be a fast scrambler, responsible for physics of quantum chaos in dual holography. Recently, the Euclidean worm hole has been proposed to play a central role in the chaotic behavior of the spectral form factor. Furthermore, this phenomena was reinterpreted based on an effective field theory approach for quantum chaos. Since the graded nonlinear $\sigma$-model approach can describe not only the Wigner-Dyson level statistics but also its Poisson distribution, it is natural to ask whether the dual holography can touch the Poisson regime beyond the quantum chaos. In this study, we investigate disordered strongly coupled conformal field theories in the large central-charge limit. An idea is to consider a quenched average for metric fluctuations and to take into account the renormalization group flow of the metric-tensor distribution function from the UV to the IR boundary. Here, renormalization effects at a given disorder configuration are described by the conventional dual holography. We uncover that the renormalized distribution function shows a power-law behavior universally, interpreted as an infinite randomness fixed point.

PACS numbers:

I. INTRODUCTION

Quantum chaos\cite{1} and effective hydrodynamics\cite{2,3,4} are two fingerprints in dual holography\cite{6,7,8,9}. Black hole\cite{10} plays a central role in this physics, regarded to be a fast scrambler\cite{11} and reflected in the entropy formula proportional to its area\cite{12,13}. Such extensive degrees of freedom serve as the source of strong inelastic scattering, responsible for the quantum chaos and the emergent hydrodynamics.

Recently, the quantum chaos in the dual holography has been more deeply understood by the study of the spectral form factor\cite{14}. It turns out that the Euclidean worm hole geometry was proposed to be responsible for the quantum chaos in the spectral form factor perspective, more precisely, the $t-$linear increase (‘ramp’ behavior) in the spectral form factor\cite{15}. Through the Euclidean worm hole, the spectra of both boundary conformal field theories are correlated, giving rise to so called the phenomena of level repulsion\cite{16}.

The level-repulsion phenomena has been revisited in an effective field theory approach. The spectral form factor is reformulated in a graded nonlinear $\sigma$–model field theory, reproducing the ramp behavior in a perturbative approach of the large Hilbert-space dimensional limit\cite{17}. In particular, this graded nonlinear $\sigma$–model approach tries to construct correspondences in order by order between the field theory approach and the quantum gravity theory of the dual holography, where the role of the Euclidean worm hole is more clarified.

We would like to point out that the supersymmetric $\sigma$–model approach\cite{18} can describe not only the Wigner-Dyson level statistics but also its Poisson distribution, which allows level degeneracy. If this effective field theory is dual to the gravity theory of the holographic approach, it is natural to ask whether the dual holography can touch the Poisson-distribution regime beyond the quantum chaos identified with the Wigner-Dyson distribution. We believe that this is a physically reasonable question that we address in this paper.

In this study, we investigate disordered strongly coupled conformal field theories in the large central-charge limit. We recall that the Wigner-Dyson distribution of level statistics appears in a diffusive metallic phase while the Poisson level statistics arises in an Anderson insulating state\cite{19}. In this respect we try to reach an analogue of the Anderson localized phase in the dual holography. An idea is to consider a quenched average for metric fluctuations and to take into account the renormalization group flow of the metric-tensor distribution function from the UV to the IR boundary\cite{20}. Here, renormalization effects at a given disorder configuration are described by the conventional dual holography\cite{21,22,23}. It turns out that the renormalized distribution function shows a power-law behavior universally. We interpret that this power-law distribution function describes an infinite randomness fixed point\cite{20} in strongly coupled disordered conformal field theories of the large central-charge limit.
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II. GENERAL PRESCRIPTION FOR STRONGLY DISORDERED AND INTERACTING ELECTRONS

Before going to a concrete example, we discuss a general structure of this problem. We start from the following free energy

$$\mathcal{F} = -\frac{1}{\beta} \int_{-\infty}^{\infty} dv_b(x) P[v_b(x)] \ln \int Dc_\sigma(x, \tau) \exp \left\{ -\int_0^\beta d\tau \int d^d x L[c_\sigma(x, \tau); \{g_a(x, \tau)\}, \{v_b(x)\}] \right\}. \tag{1}$$

Here, $L[c_\sigma(x, \tau); \{g_a(x, \tau)\}, \{v_b(x)\}]$ is an effective UV Lagrangian to describe dynamics of electrons $c_\sigma(x, \tau)$ under their effective interactions with strengths $\{g_a(x, \tau)\}$ and quenched random potentials with strengths $\{v_b(x)\}$. $\sigma$ represents the electron spin, extended from 2 to $N$. $a$ and $b$ denote the number of effective interactions and random potentials, respectively.

$$F[v_b(x)] = -\frac{1}{\beta} \ln \int Dc_\sigma(x, \tau) \exp \left\{ -\int_0^\beta d\tau \int d^d x L[c_\sigma(x, \tau); \{g_a(x, \tau)\}, \{v_b(x)\}] \right\}$$

is the free energy, given a disorder configuration $\{v_b(x)\}$ at UV. $\beta$ is inverse temperature. To obtain the physically observable free energy, we have to perform quenched-averaging of the free energy for various realizations of disorder configurations. Here, $P[v_b(x)]$ is the probability distribution function of disorder configurations, and

$$\mathcal{F} = \int_{-\infty}^{\infty} dv_b(x) P[v_b(x)] F[v_b(x)]$$

is the quenched-averaged effective free energy. $\int_{-\infty}^{\infty} dv_b(x) P[v_b(x)] = 1$ is assumed.

Now, we perform a functional renormalization group transformation in real space. Although it is not easy to take such a task, we perform the Kadanoff block-spin transformation explicitly in one dimension \[24\], to be presented below.

In higher dimensions, it is more difficult to perform the functional renormalization group transformation because the lattice structure is modified to depend on the renormalization-group transformation step. See refs. \[24 \text{--} 32\] for real-space renormalization group transformations above one spatial dimension. Whatever the regularization is, suppose that we take the renormalization group transformation. Then, we would obtain the following free energy

$$\mathcal{F} = -\frac{1}{\beta} \int_{-\infty}^{\infty} dg_a(x, \tau, z_f) dv_a(x, z_f) P[\{g_a(x, \tau, z_f)\}, \{v_a(x, z_f)\}; z_f]$$

$$\ln \int Dc_\sigma(x, \tau) Dg_a(x, \tau, z) Dv_a(x, z) \delta \left( v_a(x, 0) - v_a(x) \right) \delta \left( g_a(x, \tau, 0) - g_a(x, \tau) \right)$$

$$\delta \left\{ \partial_z v_a(x, z) - \beta_v \left[ \left\{ g_a(x, \tau, z) \right\}, \left\{ v_a(x, z) \right\} \right] \right\} \det \left\{ \partial_z \delta_{ab} - \frac{\partial}{\partial v_b(x, z)} \beta_v \left[ \left\{ g_a(x, \tau, z) \right\}, \left\{ v_a(x, z) \right\} \right] \right\}$$

$$\delta \left\{ \partial_z g_a(x, \tau, z) - \beta_g \left[ \left\{ g_a(x, \tau, z) \right\}, \left\{ v_a(x, z) \right\} \right] \right\} \det \left\{ \partial_z \delta_{ab} - \frac{\partial}{\partial g_b(x, z)} \beta_g \left[ \left\{ g_a(x, \tau, z) \right\}, \left\{ v_a(x, z) \right\} \right] \right\}$$

$$\exp \left\{ -\int_0^\beta d\tau \int d^d x L[c_\sigma(x, \tau); \{g_a(x, \tau, z_f)\}, \{v_a(x, z_f)\}] - N \int_0^{z_f} dz \int_0^\beta d\tau \int d^d x \mathcal{V}_{eff}[\{g_a(x, \tau, z)\}, \{v_a(x, z)\}] \right\}. \tag{2}$$

Here,

$$F[\{g_a(x, \tau, z_f)\}, \{v_a(x, z_f)\}] = -\frac{1}{\beta} \ln \int Dc_\sigma(x, \tau) Dg_a(x, \tau, z) Dv_a(x, z) \delta \left( v_a(x, 0) - v_a(x) \right) \delta \left( g_a(x, \tau, 0) - g_a(x, \tau) \right)$$

$$\delta \left\{ \partial_z v_a(x, z) - \beta_v \left[ \left\{ g_a(x, \tau, z) \right\}, \left\{ v_a(x, z) \right\} \right] \right\} \det \left\{ \partial_z \delta_{ab} - \frac{\partial}{\partial v_b(x, z)} \beta_v \left[ \left\{ g_a(x, \tau, z) \right\}, \left\{ v_a(x, z) \right\} \right] \right\}$$

$$\delta \left\{ \partial_z g_a(x, \tau, z) - \beta_g \left[ \left\{ g_a(x, \tau, z) \right\}, \left\{ v_a(x, z) \right\} \right] \right\} \det \left\{ \partial_z \delta_{ab} - \frac{\partial}{\partial g_b(x, z)} \beta_g \left[ \left\{ g_a(x, \tau, z) \right\}, \left\{ v_a(x, z) \right\} \right] \right\}$$

$$\exp \left\{ -\int_0^\beta d\tau \int d^d x L[c_\sigma(x, \tau); \{g_a(x, \tau, z_f)\}, \{v_a(x, z_f)\}] - N \int_0^{z_f} dz \int_0^\beta d\tau \int d^d x \mathcal{V}_{eff}[\{g_a(x, \tau, z)\}, \{v_a(x, z)\}] \right\}. \tag{3}$$
is an effective free energy functional in terms of both effective interactions \( \{g_a(x, \tau, z_f)\} \) and random potentials \( \{v_a(x, z_f)\} \) renormalized at IR, given a disorder configuration \( \{v_b(x)\} \) at UV.

\[
N \int_0^{z_f} dz \int_0^\beta d\tau \int d^d x V_{eff}[\{g_a(x, \tau, z)\}, \{v_a(x, z)\}]
= -\frac{1}{\beta} \ln \int_{\Lambda(z)}^\infty Dc_\sigma(x, \tau) \exp \left\{-\int_0^\beta d\tau \int d^d x L[c_\sigma(x, \tau); \{g_a(x, \tau, z)\}, \{v_a(x, z)\}]\right\}
\]

is an effective potential at a given energy scale \( z \) with a reduced cutoff \( \Lambda(z) \) for \( c_\sigma(x, \tau) \), which arises from the renormalization group transformation at the scale of \( z \). \( z \) is the renormalization-group transformation scale.

Both disorders \( \{v_a(x, z)\} \) and interactions \( \{g_a(x, \tau, z)\} \) evolve from their UV bare values of \( v_a(x, 0) = v_a(x) \) and \( g_a(x, \tau, 0) = g_a(x, \tau) \) to their IR renormalized ones of \( \{v_a(x, z_f)\} \) and \( \{g_a(x, \tau, z_f)\} \), respectively, through the renormalization group transformation, given by their renormalization group flows

\[
\partial_z v_a(x, z) = \beta_{v_a}[\{g_a(x, \tau, z)\}, \{v_a(x, z)\}], \quad \partial_z g_a(x, \tau, z) = \beta_{g_a}[\{g_a(x, \tau, z)\}, \{v_a(x, z)\}] .
\]

Here, \( \beta_{v_a}[\{g_a(x, \tau, z)\}, \{v_a(x, z)\}] \) and \( \beta_{g_a}[\{g_a(x, \tau, z)\}, \{v_a(x, z)\}] \) are renormalization group \( \beta \)-functions 33, resulting from high-energy quantum fluctuations of matter fields. More precisely, they are given by the effective potential as follows

\[
\beta_{v_a}[\{g_a(x, \tau, z)\}, \{v_a(x, z)\}] = -\frac{\partial}{\partial g_a(x, \tau, z)} V_{eff}[\{g_a(x, \tau, z)\}, \{v_a(x, z)\}],
\]

\[
\beta_{g_a}[\{g_a(x, \tau, z)\}, \{v_a(x, z)\}] = -\frac{\partial}{\partial v_a(x, \tau, z)} V_{eff}[\{g_a(x, \tau, z)\}, \{v_a(x, z)\}] .
\]

Such fully renormalized coupling functions and random potentials appear in the IR renormalized effective Lagrangian \( L[c_\sigma(x, \tau); \{g_a(x, \tau, z_f)\}, \{v_b(x, z_f)\}] \) for a given disorder realization at UV. \( \text{Det} \left\{ \partial_z \delta_{ab} - \frac{\partial}{\partial g_a(x, z)} \beta_{v_a}[\{g_a(x, \tau, z)\}, \{v_a(x, z)\}] \right\} \) and \( \text{Det} \left\{ \partial_z \delta_{ab} - \frac{\partial}{\partial v_a(x, z)} \beta_{g_a}[\{g_a(x, \tau, z)\}, \{v_a(x, z)\}] \right\} \) are Jacobian factors, which appear in the Faddeev-Popov procedure 33. In other words, we obtain

\[
\int Dg_a(x, \tau, z) Dv_a(x, z) \delta \left\{ \partial_z v_a(x, z) - \beta_{v_a}[\{g_a(x, \tau, z)\}, \{v_a(x, z)\}] \right\} \text{Det} \left\{ \partial_z \delta_{ab} - \frac{\partial}{\partial g_a(x, z)} \beta_{v_a}[\{g_a(x, \tau, z)\}, \{v_a(x, z)\}] \right\}
\delta \left\{ \partial_z g_a(x, \tau, z) - \beta_{g_a}[\{g_a(x, \tau, z)\}, \{v_a(x, z)\}] \right\} \text{Det} \left\{ \partial_z \delta_{ab} - \frac{\partial}{\partial v_a(x, z)} \beta_{g_a}[\{g_a(x, \tau, z)\}, \{v_a(x, z)\}] \right\} = 1,
\]

which leads the partition function to be invariant under the renormalization group transformation.

Introducing Lagrange multiplier and ghost fields into the above partition function, we reformulate the effective field theory as follows

\[
\mathcal{F} = -\frac{1}{\beta} \int_{-\infty}^{\infty} d\sigma(x, \tau, z_f) dv_a(x, z_f) P[\{g_a(x, \tau, z_f)\}, \{v_a(x, z_f)\}; z_f]
\]

\[
\ln \int Dc_\sigma(x, \tau) Dg_a(x, \tau, z) D\Pi_{g_a}(x, \tau) D\Pi_{v_a}(x, z) D\Pi v_a(x, z) D\Pi v_a(x, z) Df_a(x, z) Df_a(x, z)
\]

\[
\delta \left( v_a(x, 0) - v_a(x) \right) \delta \left( g_a(x, \tau, 0) - g_a(x, \tau) \right) \exp \left\{-\int_0^\beta d\tau \int d^d x L[c_\sigma(x, \tau); \{g_a(x, \tau, z_f)\}, \{v_a(x, z_f)\}]\right\}
\]

\[
-N \int_0^{z_f} dz \int_0^\beta d\tau \int d^d x \left\{ \Pi v_a(x, z) \left( \partial_z v_a(x, z) - \beta_{v_a}[\{g_a(x, \tau, z)\}, \{v_a(x, z)\}] \right) \right\}
\]

\[
+ \Pi g_a(x, z) \left( \partial_z g_a(x, \tau, z) - \beta_{g_a}[\{g_a(x, \tau, z)\}, \{v_a(x, z)\}] \right) + \frac{\partial}{\partial g_a(x, z)} V_{eff}[\{g_a(x, \tau, z)\}, \{v_a(x, z)\}]
\]

\[
+ \partial_{g_a(x, z)} \left( \partial_z \delta_{ab} - \frac{\partial}{\partial g_a(x, z)} \beta_{v_a}[\{g_a(x, \tau, z)\}, \{v_a(x, z)\}] \right) \epsilon_b(x, z)
\]

\[
+ \partial_{v_a(x, z)} \left( \partial_z \delta_{ab} - \frac{\partial}{\partial v_a(x, z)} \beta_{g_a}[\{g_a(x, \tau, z)\}, \{v_a(x, z)\}] \right) f_b(x, z) \right\} .
\]
this effective field theory more deeply, we do not discuss symmetries and Ward identities further and focus on the disorder physics in this paper.

An idea is to introduce the renormalization group flow for the distribution function of random potentials and effective interactions into the quenched average of the free energy as follows

\[ \mathcal{F} = \int_{-\infty}^{\infty} dg_a(x,\tau,z_f) dv_a(x,\tau,z_f) P[[g_a(x,\tau,z_f)]; v_a(x,\tau,z_f); z_f] F[[g_a(x,\tau,z_f)]; v_a(x,\tau,z_f)]. \]  

Here, \( P[[g_a(x,\tau,z_f)]; v_a(x,\tau,z_f); z_f] \) is the renormalized distribution function for renormalized interactions and potentials at IR. Considering that the free energy functional \( F[[g_a(x,\tau,z_f)]; v_a(x,\tau,z_f)] \) has to be invariant under the renormalization group transformation in a given disorder configuration at UV, we obtain the following identity

\[ \int_{-\infty}^{\infty} dg_a(x,\tau,z_f) dv_a(x,\tau,z_f) P[[g_a(x,\tau,z_f)]; \{v_a(x,\tau,z_f); z_f] = \int_{-\infty}^{\infty} dg_a(x,\tau,z_f) dv_a(x,\tau,z_f) P[[g_a(x,\tau,z_f); v_a(x,\tau,z_f); z_f. \]  

As a result, we obtain

\[ P[[\lambda_a(x,\tau,z)]; z] = \text{Det} \left( \delta_{ab} + dz \frac{\partial^2 \lambda_a[[\lambda_a(x,\tau,z)]]}{\partial \lambda_a(x,\tau,z)} \right) P[[\lambda_a(x,\tau,z) + dz \beta_{\lambda_a}[[\lambda_a(x,\tau,z)]]; z + dz], \]  

where the IR energy scale \( z_f \) is replaced with a general scale \( z \). Here, we used a short-hand notation for \( \lambda_a(x,\tau,z) \equiv (g_a(x,\tau,z), v_a(x,z)) \) as follows

\[ \partial_\tau \lambda_a(x,\tau,z) = \partial_\tau (g_a(x,\tau,z), v_a(x,z)) = \left( \beta_{g_a}[[g_a(x,\tau,z)], \{v_a(x,z)]; \beta_{v_a}[[v_a(x,\tau,z), \{v_a(x,z)]; \beta_{\lambda_a}[[\lambda_a(x,\tau,z)]. \right. \]

Physical meaning of Eq. (12) is simple. We just rewrite the distribution function of old variables \( \lambda_a(x,\tau,z) \) at the energy scale \( z \) as that of renormalization-group transformation updated ones \( \lambda_a(x,\tau,z) + \beta_{\lambda_a}[[\lambda_a(x,\tau,z)] \) at the energy scale \( z + dz \). Here, \( \beta_{\lambda_a}[[\lambda_a(x,\tau,z)] \) is the renormalization-group \( \beta \)-function. \( \text{Det} \left( \delta_{ab} + dz \frac{\partial^2 \lambda_a[[\lambda_a(x,\tau,z)]]}{\partial \lambda_a(x,\tau,z)} \right) \)

is nothing but the Jacobian factor to count the change of the ‘volume’ integration. It is straightforward to reformulate Eq. (12) as the following differential equation

\[ \left\{ \frac{\partial}{\partial z} + \beta_{\lambda_a}[[\lambda_a(x,\tau,z)] \right\} \frac{\partial}{\partial \lambda_a(x,\tau,z)} + \text{tr} \left( \frac{\partial \beta_{\lambda_a}[[\lambda_a(x,\tau,z)]}{\partial \lambda_a(x,\tau,z)} \right) P[[\lambda_a(x,\tau,z)]; z] = 0, \]

which may be regarded as one of the main results in this study. This first-order differential equation can be considered as the Callan-Symanzik equation for the distribution function of all the coupling functions although there appears the Jacobian factor due to the change of the volume integration in the coupling-function space.

It is not possible to solve Eq. (13) in a general situation. Instead, it is not difficult to examine this renormalization group flow near a fixed point, given by \( \beta_{\lambda_a}[[\lambda_a^*(x,\tau)] = 0 \). The linearized renormalization group \( \beta \)-function is given by

\[ \partial_\tau \delta \lambda_a(x,\tau,z) = \frac{\partial \beta_{\lambda_a}[[\lambda_a(x,\tau,z)]}{\partial \lambda_a(x,\tau,z)} \bigg|_{\beta_{\lambda_a}[[\lambda_a^*(x,\tau)] = 0} \delta \lambda_a(x,\tau,z) \equiv \nu_{ab}(x,\tau) \delta \lambda_b(x,\tau,z) \]

near the fixed point. Here, \( \nu_{ab}(x,\tau) = \frac{\partial \beta_{\lambda_a}[[\lambda_a(x,\tau,z)]}{\partial \lambda_b(x,\tau,z)} \bigg|_{\beta_{\lambda_a}[[\lambda_a^*(x,\tau)] = 0} \) is the local critical exponent. As a result, the renormalization group flow of the distribution function reads

\[ \left( \frac{\partial}{\partial z} + \nu_{ab}(x,\tau) \delta \lambda_b(x,\tau,z) \right) \frac{\partial}{\partial \delta \lambda_a(x,\tau,z)} \ln P_a[[\delta \lambda_a(x,\tau,z)]; z] = -\nu_{aa}(x,\tau) \]

near the fixed point \( \{\lambda_a^*(x,\tau)\} \). Here, the right hand side represents trace of the critical-exponent matrix.

To solve Eq. (15) with Eq. (14), we diagonalize Eq. (14) as follows

\[ \partial_\tau \delta \lambda_a(x,\tau,z) = 7_{aa}(x,\tau) \delta \lambda_a(x,\tau,z). \]
\[ \delta \lambda_a(x, \tau, z) \text{ forms the diagonalized basis near the fixed point, and } \varphi_a(x, \tau) \text{ is the actual critical exponent. Then, the Callan-Symanzik equation for the distribution function is given by} \]

\[
\left( \frac{\partial}{\partial z} + \varphi_a(x, \tau) \frac{\partial}{\partial \ln \delta \lambda_a(x, \tau, z)} \right) \ln P_*(\{\delta \lambda_a(x, \tau, z)\}; z) = -\varphi_a(x, \tau) \]

near the fixed point. As a result, we find

\[
P_*(\{\delta \lambda_a(x, \tau, z)\}; z) = C^* \Pi_{a=1} \left( [\delta \lambda_a(x, \tau, z)] \sum_{a} \varphi_a \lambda_a(x, \tau, z) \right),
\]

which shows a power-law behavior, characterized by the critical exponent of the fixed point with a given disorder configuration at UV. \( C^* \) is a normalization constant. Since this power-law distribution function gives rise to infinite variances for variables, this distribution function governs an infinite randomness fixed point \([20]\).

This theoretical framework reminds us of the strong-disorder renormalization-group approach \([20]\), mainly applied to one-dimensional strongly disordered systems. It is fair to say that our theoretical framework benchmarks this strong-disorder renormalization group approach actually. However, we emphasize that the renormalization group transformation in this study is taken into account in a homogeneous way instead of picking up strong disorder positions in the previous approach. Moreover, we suggest how this framework can be generalized to the dual holography, which allows us to consider higher dimensional strongly coupled systems.

III. A FUNCTIONAL RENORMALIZATION GROUP TRANSFORMATION METHOD FOR ONE-DIMENSIONAL DISORDERED NONINTERACTING FERMIONS

A. Kadanoff block-spin transformation and renormalization group transformation for the distribution function of disorder

As a proof of working principle, we consider one-dimensional disordered noninteracting fermions. The averaged free energy is given by

\[
\mathcal{F} = -\frac{1}{\beta} \int_{-\infty}^{\infty} dv_i P(v_i) \ln \int Dc_{i\sigma} \exp \left[ -\int_0^\beta d\tau \sum_{i=1}^N \left\{ c^\dagger_{i\sigma}(\partial_{\tau} - \mu + v_i) c_{i\sigma} - t_i (c^\dagger_{i\sigma} c_{i+1\sigma} + c^\dagger_{i+1\sigma} c_{i\sigma}) \right\} \right].
\]

Here, \( c_{i\sigma} \) is an electron field with spin \( \sigma = 1, ..., N_s \) on a lattice site \( i \). \( \mu \) and \( t_i \) are the chemical potential and the hopping integral, respectively. Although the hopping integral defined on a link is better to be written as \( t_{i+1} \), we use a short-hand notation \( t_i \). \( v_i \) is a quenched random potential, the distribution of which is

\[
P(v_i) = \left( 2\pi \Gamma_v \right)^{-\frac{N}{2}} \exp \left\{ -\frac{1}{2\Gamma_v} \sum_{i=1}^N v_i^2 \right\}.
\]

This gaussian distribution function is normalized as \( \int_{-\infty}^{\infty} dv_i P(v_i) = 1 \).

To perform the Kadanoff block-spin transformation in a recursive way, we introduce a superscript \( (0) \), which represents the iteration number of renormalization group transformations as follows

\[
\mathcal{F} = -\frac{1}{\beta} \int_{-\infty}^{\infty} d\mu_i^{(0)} d\tau_i^{(0)} P^{(0)}(\mu_i^{(0)}, \tau_i^{(0)}) \ln \int Dc_{i\sigma} D\mu_i^{(0)} D\tau_i^{(0)} \delta(\mu_i^{(0)} - \mu + v_i) \delta(\tau_i^{(0)} - t_i) \exp \left[ -\int_0^\beta d\tau \sum_{i=1}^N \left\{ c^\dagger_{i\sigma}(\partial_{\tau} - \mu^{(0)}_{i\sigma}) c_{i\sigma} - \tau_i^{(0)} (c^\dagger_{i\sigma} c_{i+1\sigma} + c^\dagger_{i+1\sigma} c_{i\sigma}) \right\} \right].
\]

Here, the expression of \( \int D\mu_i^{(0)} D\tau_i^{(0)} \delta(\mu_i^{(0)} - \mu + v_i) \delta(\tau_i^{(0)} - t_i) \) is easily understood. The quenched average part is rewritten as

\[
\int_{-\infty}^{\infty} d\mu_i^{(0)} P(\mu_i^{(0)}) = \int_{-\infty}^{\infty} d\mu_i^{(0)} d\tau_i^{(0)} P(\mu_i^{(0)}) \delta(\tau_i^{(0)} - t_i) = \int_{-\infty}^{\infty} d\mu_i^{(0)} d\tau_i^{(0)} P^{(0)}(\mu_i^{(0)}, \tau_i^{(0)})
\]

with \( P^{(0)}(\mu_i^{(0)}, \tau_i^{(0)}) = P(\mu_i^{(0)}) \delta(\tau_i^{(0)} - t_i) \) because the renormalization group transformation in a given disorder configuration leads the distribution function to depend on the hopping integral, as will be seen below.
Separated all dynamical fields into even-site and odd-site degrees of freedom and performing the path integral with respect to even-site degrees of freedom, we obtain an effective lattice field theory on odd-site quantum fields. Then, we rescale the lattice structure coming back to the original one and all quantum fields recovering the original expression of the lattice field theory. As a result, we obtain

\[ F = -\frac{1}{\beta} \int_{-\infty}^{\infty} d\mu_i^{(0)} d\sigma_i^{(0)} P^{(0)}[\mu_i^{(0)}, \sigma_i^{(0)}] \ln \int Dc_i D\mu_i^{(0)} Dt_i^{(0)} \] \[ \delta(\mu_i^{(0)} - \mu + v_i) \delta(t_i^{(0)} - t_i) \delta\left(\mu_i^{(1)} - \mu_i^{(0)} + \frac{2t_i^{(0)^2}}{\mu_i^{(0)}}\right) \delta\left(t_i^{(1)} + \frac{t_i^{(0)^2}}{\mu_i^{(0)}}\right) \]

\[ \exp \left[ -\int_{0}^{\beta} d\tau \sum_{i=1}^{N} \left\{ c_i^{\dagger}(\partial_\tau - \mu_i^{(1)}) c_i - t_i^{(1)} (c_i^{\dagger} c_{i+1} + c_{i+1}^{\dagger} c_i) \right\} + \frac{N}{2} \sum_{i=1}^{N} \ln \left( 1 + e^{\beta \mu_i^{(0)}} \right) \right] , \]

where \( \mu_i^{(1)} = \mu_i^{(0)} - \frac{2t_i^{(0)^2}}{\mu_i^{(0)}} \) and \( t_i^{(1)} = -\frac{t_i^{(0)^2}}{\mu_i^{(0)}} \) are renormalized chemical potential and hopping integral, respectively, introduced into two \( \delta \)-functions. This is the standard Kadanoff block-spin transformation. Here, we did not rewrite the distribution function of bare variables as that of renormalized ones yet.

Since the quenched-averaged free energy has to be also invariant under the renormalization group transformation, we obtain

\[ \int_{-\infty}^{\infty} d\mu_i^{(0)} dt_i^{(0)} P^{(0)}[\mu_i^{(0)}, t_i^{(0)}] = \int_{-\infty}^{\infty} d\mu_i^{(1)} dt_i^{(1)} P^{(1)}[\mu_i^{(1)}, t_i^{(1)}] . \]

It is straightforward to find the relation between \( P^{(0)}[\mu_i^{(0)}, t_i^{(0)}] \) and \( P^{(1)}[\mu_i^{(1)}, t_i^{(1)}] \), given by

\[ P^{(0)}[\mu_i^{(0)}, t_i^{(0)}] = \left( \frac{\partial \mu_i^{(1)}}{\partial \mu_i^{(0)}} \frac{\partial t_i^{(1)}}{\partial t_i^{(0)}} - \frac{\partial \mu_i^{(1)}}{\partial t_i^{(0)}} \frac{\partial t_i^{(1)}}{\partial \mu_i^{(0)}} \right) P^{(1)}[\mu_i^{(1)}, t_i^{(1)}] . \]

Here, \( \left( \frac{\partial \mu_i^{(1)}}{\partial \mu_i^{(0)}} \frac{\partial t_i^{(1)}}{\partial t_i^{(0)}} - \frac{\partial \mu_i^{(1)}}{\partial t_i^{(0)}} \frac{\partial t_i^{(1)}}{\partial \mu_i^{(0)}} \right) \) is the Jacobian factor to compensate the change of the ‘volume’ integral.

Introducing Eq. (25) into Eq. (23), we obtain an effective free energy with a quenched average as follows

\[ F = -\frac{1}{\beta} \int_{-\infty}^{\infty} d\mu_i^{(1)} dt_i^{(1)} P^{(1)}[\mu_i^{(1)}, t_i^{(1)}] \ln \int Dc_i D\mu_i^{(0)} Dt_i^{(0)} \] \[ \delta(\mu_i^{(0)} - \mu + v_i) \delta(t_i^{(0)} - t_i) \delta\left(\mu_i^{(1)} - \mu_i^{(0)} + \frac{2t_i^{(0)^2}}{\mu_i^{(0)}}\right) \delta\left(t_i^{(1)} + \frac{t_i^{(0)^2}}{\mu_i^{(0)}}\right) \]

\[ \exp \left[ -\int_{0}^{\beta} d\tau \sum_{i=1}^{N} \left\{ c_i^{\dagger}(\partial_\tau - \mu_i^{(1)}) c_i - t_i^{(1)} (c_i^{\dagger} c_{i+1} + c_{i+1}^{\dagger} c_i) \right\} + \frac{N}{2} \sum_{i=1}^{N} \ln \left( 1 + e^{\beta \mu_i^{(0)}} \right) \right] . \]

This completes the first iteration step of the Kadanoff block-spin transformation.

Before going to further iterations of renormalization group transformations, we point out two types of approximations in the Kadanoff block-spin transformation. First of all, nonlocal terms are neglected in the resulting effective Lagrangian. The Wilsonian renormalization group transformation generates nonlocal terms inevitably. Within the present regularization scheme, nonlocal hopping terms along the time direction are given by the even-site electron propagator. Resorting to the gradient expansion for the time derivative in the even-site electron propagator, we keep the lowest order of \( (\partial_\tau / \mu)^n \) with \( n = 0 \). The other approximation is to assume local homogeneity in the hopping integral. In other words, we also neglect differences between neighbor hopping integrals in the sense of the gradient expansion for the spatial derivative.
B. Recursive renormalization group transformations

Now, we repeat the Kadanoff block-spin transformation in a recursive way. It is straightforward to generalize Eq. (20) as follows

\[
\mathcal{F} = -\frac{1}{\beta} \int_{-\infty}^{\infty} d\mu_i^{(f)} d\delta_i^{(f)} P^{(f)}[\mu_i^{(f)}, \delta_i^{(f)}] \ln \int Dc_{i\sigma} D\mu_i^{(0)} D\delta_i^{(0)} \delta(\mu_i^{(0)} - \mu + v_i) \delta(\delta_i^{(0)} - \delta_i)
\]

\[
\prod_{k=1}^{N} D\mu_i^{(k)} D\delta_i^{(k)} \delta(\mu_i^{(k)} - \mu_i^{(k-1)} + \frac{2t_i^{(k-1)}}{\mu_i^{(k-1)}}) \delta(\delta_i^{(k)} + \frac{t_i^{(k-1)}}{\mu_i^{(k-1)}})
\]

\[
\exp \left[ - \int_0^\beta dr \sum_{i=1}^N \left\{ c_{i\sigma}(\partial_\tau - \mu_i^{(f)})c_{i\sigma} - t_i^{(f)} (c_{i\sigma}^\dagger c_{i\sigma+1\sigma} + c_{i+1\sigma}^\dagger c_{i\sigma}) \right\} \right] + \frac{N_\Sigma}{2} \sum_{k=1}^N \sum_{i=1}^N \ln \left( 1 + e^{\beta \mu_i^{(k-1)}} \right).
\]

(27)

Two recursive equations of \( \mu_i^{(k)} = \mu_i^{(k-1)} - \frac{2t_i^{(k-1)}}{\mu_i^{(k-1)}} \) and \( t_i^{(k)} = -\frac{t_i^{(k-1)}}{\mu_i^{(k-1)}} \) describe how \( \mu_i^{(k-1)} \) and \( t_i^{(k-1)} \) evolve to \( \mu_i^{(k)} \) and \( t_i^{(k)} \) through the renormalization group transformation, given by two \( \delta \)-functions. Fully renormalized chemical potential \( \mu_i^{(f)} \) and hopping integral \( t_i^{(f)} \) appear in the IR effective Lagrangian. The renormalized free energy functional

\[
F[\mu_i^{(f)}, t_i^{(f)}] = -\frac{1}{\beta} \ln \int Dc_{i\sigma} D\mu_i^{(0)} D\delta_i^{(0)} \delta(\mu_i^{(0)} - \mu + v_i) \delta(\delta_i^{(0)} - \delta_i)
\]

\[
\prod_{k=1}^{N} D\mu_i^{(k)} D\delta_i^{(k)} \delta(\mu_i^{(k)} - \mu_i^{(k-1)} + \frac{2t_i^{(k-1)}}{\mu_i^{(k-1)}}) \delta(\delta_i^{(k)} + \frac{t_i^{(k-1)}}{\mu_i^{(k-1)}})
\]

\[
\exp \left[ - \int_0^\beta dr \sum_{i=1}^N \left\{ c_{i\sigma}(\partial_\tau - \mu_i^{(f)})c_{i\sigma} - t_i^{(f)} (c_{i\sigma}^\dagger c_{i\sigma+1\sigma} + c_{i+1\sigma}^\dagger c_{i\sigma}) \right\} \right] + \frac{N_\Sigma}{2} \sum_{k=1}^N \sum_{i=1}^N \ln \left( 1 + e^{\beta \mu_i^{(k-1)}} \right)
\]

in a given disorder realization \( (\mu_i^{(f)}, t_i^{(f)}) \) is quenched-averaged by the renormalized distribution function \( P^{(f)}[\mu_i^{(f)}, t_i^{(f)}] \) as

\[
F = \int d\mu_i^{(f)} dt_i^{(f)} P^{(f)}[\mu_i^{(f)}, t_i^{(f)}] F[\mu_i^{(f)}, t_i^{(f)}].
\]

It is also straightforward to generalize Eq. (25) to

\[
P^{(k-1)}[\mu_i^{(k-1)}, t_i^{(k-1)}] = \left( \frac{\partial \mu_i^{(k)}}{\partial \mu_i^{(k-1)}} \frac{\partial t_i^{(k)}}{\partial t_i^{(k-1)}} - \frac{\partial \mu_i^{(k)}}{\partial t_i^{(k-1)}} \frac{\partial t_i^{(k)}}{\partial \mu_i^{(k-1)}} \right) P^{(k)}[\mu_i^{(k)}, t_i^{(k)}].
\]

(28)

Another interesting idea is to replace the discrete index \( (k) \) of the superscript with a continuum coordinate \( z \) in the following way

\[
\mathcal{F} = -\frac{1}{\beta} \int_{-\infty}^{\infty} d\mu_i(z_f) dt_i(z_f) P[\mu_i(z_f), t_i(z_f); z_f]
\]

\[
\ln \int Dc_{i\sigma} D\mu_i(z) D\delta_i(z) \delta(\mu_i(0) - \mu + v_i) \delta(\delta_i(0) - \delta_i) \delta(\partial_z \mu_i(z) + \frac{2t_i^2(z)}{\mu_i(z)}) \delta(\partial_z \delta_i(z) + z_i(z) + \frac{t_i^2(z)}{\mu_i(z)})
\]

\[
\exp \left[ - \int_0^\beta dz \sum_{i=1}^N \left\{ c_{i\sigma}(\partial_z - \mu_i(z))c_{i\sigma} - t_i(z) (c_{i\sigma}^\dagger c_{i\sigma+1\sigma} + c_{i+1\sigma}^\dagger c_{i\sigma}) \right\} \right] + \frac{N_\Sigma}{2} \int_0^{z_f} dz \sum_{i=1}^N \ln \left( 1 + e^{\beta \mu_i(z)} \right).
\]

(29)

Here, we consider \( \mu_i^{(k)} - \mu_i^{(k-1)} = \partial_z \mu_i(z) \) and \( z_f = f dz \), where \( dz \) is an energy scale in each step of the renormalization group transformation. In this continuum expression, we do not introduce ghost fields explicitly into the effective action just for simplicity.

The power of this continuum-coordinate representation can be seen in the equation for the distribution function to satisfy, given by

\[
P[\mu_i(z), t_i(z); z] = \left( \frac{\partial \mu_i(z) + dz \partial_z \mu_i(z)}{\partial \mu_i(z)} \frac{\partial t_i(z) + dz \partial_z t_i(z)}{\partial t_i(z)} - \frac{\partial \mu_i(z) + dz \partial_z \mu_i(z)}{\partial \mu_i(z)} \frac{\partial t_i(z) + dz \partial_z t_i(z)}{\partial t_i(z)} \right) P[\mu_i(z), t_i(z) + dz \partial_z t_i(z); z + dz].
\]

(30)
As discussed in the previous section, the above relation is translated into the following differential equation
\[
\left( \frac{\partial}{\partial z} + [\partial_z \mu_i(z)] \frac{\partial}{\partial \mu_i(z)} + [\partial_z t_i(z)] \frac{\partial}{\partial t_i(z)} \right) \ln P[\mu_i(z), t_i(z); z] = - \frac{\partial [\partial_z \mu_i(z)]}{\partial \mu_i(z)} - \frac{\partial [\partial_z t_i(z)]}{\partial t_i(z)},
\]
which may be called the Callan-Symanzik equation for the distribution function. This completes our derivation for the present theoretical framework.

C. Renormalization group flow of the distribution function

The remaining task is to solve the renormalization group equations for all the coupling functions in a given disorder configuration at UV and find the distribution function for quenched averaging of the free energy. Introducing
\[
\mathcal{T}_i(z) = \frac{t_i(z)}{\mu_i(z)}
\]
into the renormalization group equation for the hopping integral, we obtain
\[
\beta \mathcal{T} \left[ \mathcal{T}_i(z) \right] = \partial_z \mathcal{T}_i(z) = \mathcal{T}_i(z)\left[2\mathcal{T}_i(z) + 1\right]\left[\mathcal{T}_i(z) - 1\right].
\]
This renormalization group $\beta-$function shows three stable fixed points given by $\mathcal{T}^*_i = 0$ and $\mathcal{T}^*_i \rightarrow \pm \infty$, and two unstable ones given by $\mathcal{T}^*_i = 1$ and $\mathcal{T}^*_i = -\frac{1}{2}$. Below, we will discuss how these three stable fixed points in the clean limit evolve into novel ones in the disordered case. It is not difficult to solve this differential equation in a general case and find
\[
\left( \frac{\mathcal{T}_i(z) - 1}{\mathcal{T}_i(0) - 1} \right)^{2/3} \left( \frac{\mathcal{T}_i(z) + 1/2}{\mathcal{T}_i(0) + 1/2} \right)^{4/3} \left( \mathcal{T}_i(0) \right)^2 = e^{2z}.
\]
The renormalization group flow for the chemical potential is given by
\[
\partial_z \ln \mu_i(z) = -2\mathcal{T}_i^2(z),
\]
resulting in
\[
\mu_i(z) = \mu_i(0) \exp \left( -2 \int_0^z dy \mathcal{T}_i^2(y) \right).
\]
Near the insulating fixed point $\mathcal{T}^*_i = 0$, we have a fixed-point value of the chemical potential $\mu^*_i$, determined by its initial UV value.

Introducing the renormalization-group $\beta-$functions into the renormalization group flow of the distribution function, we obtain
\[
\left\{ \frac{\partial}{\partial z} - \frac{2t_i^2(z)}{\mu_i(z)} \frac{\partial}{\partial \mu_i(z)} - \left( t_i(z) + \frac{t_i^2(z)}{\mu_i(z)} \right) \frac{\partial}{\partial t_i(z)} \right\} \ln P[\mu_i(z), t_i(z); z] = 1 + 2\frac{t_i(z)}{\mu_i(z)} + \frac{t_i^2(z)}{\mu_i^2(z)}.
\]
To replace $t_i(z)$ with $\mathcal{T}_i(z)$, we have to consider
\[
\int_{-\infty}^{\infty} d\mu_i(z) dt_i(z) P[\mu_i(z), t_i(z); z] = \int_{-\infty}^{\infty} d\mu_i(z) dt_i(z) \left( \frac{\partial \mathcal{T}_i(z)}{\partial t_i(z)} \right)^{-1} P[\mu_i(z), \mathcal{T}_i(z); z].
\]
As a result, the distribution function is changed from $P[\mu_i(z), t_i(z); z]$ to $P[\mu_i(z), \mathcal{T}_i(z); z]$. Based on this modification, we obtain the following renormalization group flow of the distribution function
\[
\left\{ \frac{\partial}{\partial z} + \left( 1 + \frac{1}{\mu_i(z)} \right) \frac{\partial}{\partial \mu_i(z)} + \left( \mathcal{T}_i(z) \frac{\partial}{\partial \mathcal{T}_i(z)} \right) \right\} \ln P[\mu_i(z), \mathcal{T}_i(z); z] = 1 + 2\mathcal{T}_i(z) + 2\mathcal{T}_i^2(z).
\]
Compared to the renormalization group flow in terms of original coupling functions, there appears a correction term given by $1 + \frac{1}{\mu_i(z)}$ in these newly introduced variables. Finally, we have
\[
\left\{ \frac{\partial}{\partial z} - \frac{2t_i^2(z)}{\mu_i(z)} \left( 1 + \mu_i(z) \right) \frac{\partial}{\partial \mu_i(z)} + \mathcal{T}_i(z) \left[ 2\mathcal{T}_i(z) + 1 \right] \left[ \mathcal{T}_i(z) - 1 \right] \frac{\partial}{\partial \mathcal{T}_i(z)} \right\} \ln P[\mu_i(z), \mathcal{T}_i(z); z] = 1 + 2\mathcal{T}_i(z) + 2\mathcal{T}_i^2(z).
\]
In this paper, we do not investigate the solution of this Callan-Symanzik equation for the distribution function in details. Instead, we focus on a near fixed-point solution. Here, we consider an insulating fixed point given by $T_i^* = 0$ and $\mu_i^* = \mu_i(0)$, where the linearized renormalization group $\beta$-functions are

$$
\partial_z \delta T_i(z) = - \delta T_i(z), \quad \partial_z \delta \mu_i(z) = 0.
$$

(41)

Introducing $T_i(z) = \delta T_i(z)$ and $\mu_i(z) = \mu_i(0) + \delta \mu_i(z)$ into Eq. 10 and keeping all the terms up to the linear order for these variations, we obtain

$$
\left\{ \frac{\partial}{\partial \delta T_i(z)} - \delta T_i(z) \frac{\partial}{\partial \delta T_i(z)} \right\} \ln P_\star [\delta T_i(z); z] = 1 + 2 \delta T_i(z).
$$

(42)

This gives rise to

$$
P_\star [\delta T_i(z); z] = P_\star [\mu_i(0), 0; z_0] e^{z - z_0} \exp \left\{ - 2 [\delta T_i(z) - \delta T_i(z_0)] \right\}.
$$

(43)

Considering the fixed point $T_i^* = 0$, it is natural to interpret that this distribution function describes the localization physics of an Anderson insulating phase in one spatial dimension. This does not correspond to an infinite randomness fixed point. The renormalization group flow of the distribution function also allows an exponential tail in the Anderson state (spin language) or a critical metallic phase \[20\], identified with an infinite randomness fixed point genuinely. More careful studies have to be performed and compared with the strong-disorder renormalization group approach.

IV. A FUNCTIONAL RENORMALIZATION GROUP TRANSFORMATION METHOD FOR ONE-DIMENSIONAL DISORDERED INTERACTING FERMIONS

A. Recursive Kadanoff block-spin transformations

It is straightforward to generalize the previous framework into the case of one-dimensional disordered interacting fermions. The quenched-averaged free energy is given by

$$
\mathcal{F} = - \frac{1}{\beta} \int_{-\infty}^{\infty} d\mu_i P(\mu_i) \ln \int Dc_{i\sigma} \exp \left[ - \int_0^{\beta} dt \sum_{i=1}^{L} \left\{ c_{i\sigma}(t) \left( \partial_t - \mu_i \right) c_{i\sigma} - t \left( c_{i\sigma}^\dagger c_{i+1\sigma} + c_{i+1\sigma}^\dagger c_{i\sigma} \right) + \frac{u}{2N} c_{i\sigma}^\dagger c_{i\sigma} c_{i+1\sigma}^\dagger c_{i\sigma} + \frac{n}{2} c_{i\sigma}^\dagger c_{i+1\sigma}^\dagger c_{i\sigma} + c_{i+1\sigma}^\dagger c_{i\sigma} \right\} \right],
$$

(44)

where density-density interactions are introduced. Here, we consider the chemical potential as a random variable, given by $\mu_i = \mu - v_i$.

In the presence of interactions, we perform the Hubbard-Stratonovich transformation to introduce a scalar potential dual to the density field, and repeat essentially the same renormalization group transformation as that of the previous section. As a result, we obtain the following partition function

$$
\mathcal{Z}[\mu_i] = \int Dc_{i\sigma} D\varphi_i(z) D\mu_i(z) D\delta \left[ \left( \mu_i(0) - \mu + v_i \right) \delta \left( t_i(0) - t \right) \delta \left( u_i(0) - u \right) \right]
$$

$$
\delta \left\{ \partial_z \mu_i(z) + \frac{2 t_i^2(z) \mu_i(z)}{\mu_i^2(z) - u_i(z)} \right\} \delta \left\{ \partial_z t_i(z) + \frac{t_i^2(z) \mu_i(z)}{\mu_i^2(z) - u_i(z)} - \frac{i}{2} \partial_z \varphi_i(z) \right\}
$$

$$
\delta \left\{ \partial_z u_i(z) + \frac{4 u_i(z) t_i^2(z)}{\mu_i^2(z) - u_i(z)} \right\}
$$

$$
\exp \left[ - \int_0^{\beta} dt \sum_{i=1}^{L} \left\{ c_{i\sigma}^\dagger \left( \partial_t - \mu_i \right) c_{i\sigma} - i \varphi_i(z) \right\} c_{i\sigma} - t_i(z) \left( c_{i\sigma}^\dagger c_{i+1\sigma} + c_{i+1\sigma}^\dagger c_{i\sigma} \right) \right]
$$

$$
- \int_0^{\beta} dt \sum_{i=1}^{L} \frac{N}{4} u_i(0) \varphi_i^2(0) - \int_0^{\beta} dz \int_0^{\beta} dt \sum_{i=1}^{L} \left\{ \frac{N}{4} u_i(z) \left( \partial_{z\tau} \varphi_i(z) \right)^2 + \frac{1}{2} \ln \frac{N}{2} \left( \frac{1}{u_i(z)} - \frac{1}{\mu_i^2(z)} \right) \right\}
$$

$$
+ \frac{N}{2} \int_0^{\beta} dz \sum_{i=1}^{L} \frac{\mu_i(z)}{\mu_i^2(z) - u_i(z)} + \frac{N}{4} \int_0^{\beta} dz \sum_{i=1}^{L} \text{tr}_{\tau\tau'} \ln \left( \partial_{\tau\tau} - \mu_i(z) \right)
$$

(45)
in a given disorder configuration $\mu_i(0)$. We point out that essentially the same renormalization group transformation has been performed in a one-dimensional $\phi^3$-type Landau-Ginzburg theory as an effective field theory of a transverse-field Ising model \cite{28, 30, 31, 34, 35}. More detailed discussions in this partition function will be given below.

B. Renormalization group flow of the distribution function

The next procedure is to quenched-average the free energy $F[\mu_i] = -\frac{1}{\beta} \ln Z[\mu_i]$ as follows

$$F = -\frac{1}{\beta} \int_{-\infty}^{\infty} d\mu_i(z_f) t_i(z_f) du_i(z_f) d\varphi_i(z_f) P[\mu_i(z_f), t_i(z_f), u_i(z_f), \varphi_i(z_f); z_f] \ln \int Dc_i \sigma \phi_i(z) D\mu_i(z) D\varphi_i(z) D\mu_i(z) D\varphi_i(z)$$

$$= \int Dc_i \sigma \phi_i(z) \ln \left[ \int Dc_i \sigma \phi_i(z) \right]$$

$$\delta \left( \mu_i(0) - \mu + v_i \right) \delta \left( t_i(0) - t \right) \delta \left( u_i(0) - u \right) \delta \left\{ \partial z \mu_i(z) + \frac{2t_i^2(z)}{\mu_i^2(z) - u_i(z)} \right\} \delta \left\{ \partial z t_i(z) + t_i(z) + \frac{t_i^2(z)}{\mu_i^2(z) - u_i(z)} - \frac{i}{2} \partial z \varphi_i(z) \right\}$$

$$\exp \left[ - \int_0^\beta d\tau \sum_{i=1}^N \left\{ \epsilon \partial^i [\partial \mu_i(z_f) - i \varphi_i(z_f)] c_i \right\}$$

$$-t_i(z_f) \left\{ c_i(z_f) c_i(z_f) + c_i(z_f) c_i(z_f) \right\} \right] - N_s \int_0^\beta d\tau \sum_{i=1}^N \left\{ \frac{1}{4} \varphi_i^2(0) \right\} - N_s \int_0^z dz \int_0^\beta d\tau \sum_{i=1}^N \left\{ \frac{1}{4} \varphi_i^2(0) \right\}$$

$$+ \frac{1}{4} \mu_i^2(z) - u_i(z) - \frac{1}{2\beta} \ln \left( 1 + e^{\beta \mu_i(z)} \right) \right]$$

As discussed before, the essential point is to rewrite the distribution function of unrenormalized UV variables as that of IR renormalized ones, based on the following equation

$$P[\mu_i(z), t_i(z), u_i(z), \varphi_i(z); z] = \text{Det} \begin{pmatrix}
1 + dz \frac{\partial \mu_i(z)}{\partial \mu_i(z)} & dz \frac{\partial \mu_i(z)}{\partial t_i(z)} & dz \frac{\partial \mu_i(z)}{\partial u_i(z)} & dz \frac{\partial \mu_i(z)}{\partial \varphi_i(z)} \\
\frac{1}{d\mu_i(z)} & 1 + dz \frac{\partial t_i(z)}{\partial t_i(z)} & \frac{1}{d\mu_i(z)} & \frac{1}{d\mu_i(z)} \\
\frac{1}{d\mu_i(z)} & \frac{1}{d\mu_i(z)} & 1 + dz \frac{\partial u_i(z)}{\partial u_i(z)} & \frac{1}{d\mu_i(z)} \\
\frac{1}{d\mu_i(z)} & \frac{1}{d\mu_i(z)} & \frac{1}{d\mu_i(z)} & 1 + dz \frac{\partial \varphi_i(z)}{\partial \varphi_i(z)}
\end{pmatrix} P[\mu_i(z), t_i(z), u_i(z), \varphi_i(z); z]$$

It is straightforward to rewrite this expression as the below Callan-Symanzik equation for the distribution function

$$\left( \partial \frac{\partial \mu_i(z)}{\partial \mu_i(z)} \frac{\partial \mu_i(z)}{\partial t_i(z)} + \partial \frac{\partial \mu_i(z)}{\partial t_i(z)} \frac{\partial \mu_i(z)}{\partial u_i(z)} + \partial \frac{\partial \mu_i(z)}{\partial u_i(z)} \frac{\partial \mu_i(z)}{\partial \varphi_i(z)} \frac{\partial \mu_i(z)}{\partial \varphi_i(z)} \right) \ln P[\mu_i(z), t_i(z), u_i(z), \varphi_i(z); z]$$

$$= - \left\{ \frac{\partial \mu_i(z)}{\partial \mu_i(z)} - \frac{\partial \mu_i(z)}{\partial t_i(z)} \frac{\partial \mu_i(z)}{\partial u_i(z)} - \frac{\partial \mu_i(z)}{\partial \varphi_i(z)} \frac{\partial \mu_i(z)}{\partial \varphi_i(z)} \right\}$$

$$\left( \frac{\partial \mu_i(z)}{\partial \mu_i(z)} \frac{\partial \mu_i(z)}{\partial t_i(z)} + \frac{\partial \mu_i(z)}{\partial t_i(z)} \frac{\partial \mu_i(z)}{\partial u_i(z)} + \frac{\partial \mu_i(z)}{\partial u_i(z)} \frac{\partial \mu_i(z)}{\partial \varphi_i(z)} \frac{\partial \mu_i(z)}{\partial \varphi_i(z)} \right)$$

$$\ln P[\mu_i(z), t_i(z), u_i(z), \varphi_i(z); z]$$

Renormalization group $\beta$-functions for three coupling functions are encoded into three $\delta$-functions of the quenched-averaged free energy, given by

$$\partial_z \mu_i(z) = \frac{2t_i^2(z)\mu_i(z)}{\mu_i^2(z) - u_i(z)}$$

$$\partial_z t_i(z) = -t_i(z) - \frac{t_i^2(z)\mu_i(z)}{\mu_i^2(z) - u_i(z)} + \frac{i}{2} \partial_z \varphi_i(z),$$

$$\partial_z u_i(z) = -u_i(z) + \frac{4u_i(z)t_i^3(z)}{\mu_i^2(z)(\mu_i^2(z) - u_i(z))}.$$

These first-order differential equations require three integral constants, given by their UV data, $\mu_i(0) = \mu - v_i$, $t_i(0) = t$, and $u_i(0) = u$.

The renormalization group flow for the scalar field $\varphi_i(z)$ dual to the density field at UV is given by minimization of the free energy with respect to $\varphi_i(z)$, resulting in

$$-\partial_z^2 \varphi_i(z) + [\partial_z \ln u_i(z)] \partial_z \varphi_i(z) = 0.$$
This second-order differential equation requests two boundary conditions. The UV boundary condition can be determined by
\[
\partial_z \left( \frac{\partial L_{UV}}{\partial \varphi_i(z)} \right) \bigg|_{z=0} - \frac{\partial L_{UV}}{\partial \varphi_i(z)} \bigg|_{z=0} = 0,
\]
where the UV boundary Lagrangian is
\[
L_{UV} = \frac{N_s}{4 u_i(0)} \varphi_i^2(0) - \frac{N_s}{4 u_i(0)} \varphi_i(0) [\partial_z \varphi_i(z)]_{z=0},
\]
derived from the free energy Eq. (46). As a result, the UV boundary value of the scalar potential is \( \varphi_i(0) = 0 \). The IR boundary condition can be also derived from the free energy Eq. (46). The IR boundary effective Lagrangian to include \( \varphi_i(z_f) \) is
\[
L_{IR} = -i \varphi_i(z_f) \langle c_i^\dagger c_i \rangle + \frac{N_s}{4 u_i(z_f)} \varphi_i(z_f) [\partial_z \varphi_i(z)]_{z=z_f}.
\]
The Euler-Lagrange equation gives rise to the IR boundary condition for the IR scalar field \( \varphi_i(z_f) \),
\[
\partial_z \left( \frac{1}{4u_i(z)} \varphi_i(z) \right) \bigg|_{z=z_f} + i \langle \frac{1}{N_s} \sum_{\sigma=1}^{N_s} c_i^\dagger c_i \rangle = 0.
\]
Here, \( \langle \frac{1}{N_s} \sum_{\sigma=1}^{N_s} c_i^\dagger c_i \rangle \) represents the ensemble average for the IR effective action
\[
S_{IR} = \int_0^\beta d\tau \sum_{i=1}^{N} \left\{ c_i^\dagger \left[ \partial_\tau - \mu_i(z_f) \right] c_i - t_i(z_f) (c_i^\dagger c_{i+1} + c_{i+1}^\dagger c_i) \right\}.
\]
Now, all the ingredients of the renormalization group flow for the distribution function are completely determined.

**C. General structure near a fixed point**

Solving all these renormalization group equations for three coupling functions and one collective dual scalar field is quite involved to be beyond the scope of the present study. We suspect that our self-consistent non-perturbative renormalization-group improved mean-field theory would reproduce the Luttinger-liquid physics in the clean limit. Following the discussion on the general structure of this field theory, it is natural to expect that the distribution function follow a power-law behavior near a disorder-modified conformally invariant fixed point, where the power-law critical exponent are given by those of the Luttinger-liquid-type fixed point in a given disorder configuration. Although we leave this investigation for a future study, we discuss a general structure near a fixed point.

It is straightforward to solve the equation of motion for the dual scalar field and to obtain
\[
\varphi_i(z) = \varphi_i(0) + \frac{[\partial_z \varphi_i(z)]_{z=0}}{u_i(0)} \int_0^z dy u_i(y).
\]
Applying the UV boundary condition to this solution, we obtain \( \varphi_i(0) = 0 \) as mentioned before. One may rewrite the solution in the following way
\[
\varphi_i(z) = \frac{\varphi_i(z_f)}{\int_0^z dy u_i(y)} \int_0^z dy u_i(y),
\]
where \( \varphi_i(z_f) \) is determined by the IR boundary condition.

Now, we consider the renormalization group flows for the coupling functions. Introducing
\[
T_i(z) = \frac{t_i(z)}{\mu_i(z)}, \quad U_i(z) = \frac{u_i(z)}{\mu_i^2(z)}
\]
Here, critical exponents are as a function of the fixed-point value $s$ of linearized equations into Eq. (62), we obtain

$$D_{s} = \text{AdS}_{4}.$$  

Interestingly, the non-interacting fixed point

$$= 1 + 3 \lambda^{2} \nu + \cdots$$  

Finally, we generalize the previous theoretical framework to that in higher spatial dimensions than one. Resorting to the AdS$_{D+1}$/CFT$_{D}$ duality conjecture, we propose the following quenched-averaged free energy

$$= \lim_{x_{1} \to \infty} \int Dg_{\mu\nu}(x, z_{j}) P[g_{\mu\nu}(x, z_{j})] F[g_{\mu\nu}(x, z_{j})],$$

where the effective free-energy functional in terms of the IR boundary metric tensor $g_{\mu\nu}(x, z_{j})$ is

$$F[g_{\mu\nu}(x, z_{j})] = - \frac{1}{\beta} \ln \int Dg_{\mu\nu}(x, z) D\pi_{\mu\nu}(x, z) \exp \left[ - \frac{1}{2} g(x, z) (R(x, z) - 2\Lambda) \right].$$
Here, \(P[g_{\mu\nu}(x, z_f)]\) is a renormalized distribution function, governed by

\[
\left( \frac{\partial}{\partial z} + [\partial_z g_{\tau\tau}(x, z)] \frac{\partial}{\partial g_{\tau\tau}(x, z)} + [\partial_z g_{ij}(x, z)] \frac{\partial}{\partial g_{ij}(x, z)} \right) \ln P[g_{\tau\tau}(x, z), g_{ij}(x, z); z] \\
= - \frac{\partial [\partial_z g_{\tau\tau}(x, z)]}{\partial g_{\tau\tau}(x, z)} - \frac{\partial [\partial_z g_{ij}(x, z)]}{\partial g_{ij}(x, z)}.
\]

(67)

The Jacobian factor is expressed symbolically, to be clarified below. In the dual gravity action, we consider the gaussian normal coordinate system in the Arnowitt-Deser-Misner (ADM) decomposition [3], given by

\[
ds^2 = \left( N^2(x, z) + N_\mu(x, z) N^\mu(x, z) \right) dz^2 + 2N_\mu(x, z) dx^\mu dz + g_{\mu\nu}(x, z) dx^\mu dx^\nu,
\]

(68)

where the gauge fixing condition for the lapse function \(N(x, z) = 1\) and the shift vector \(N_\mu(x, z) = 0\) is taken into account [10]. In addition, we consider the case of finite temperatures, meaning that the time circle \(S^1\) is assumed with the periodicity \(\beta, \mu, \nu\) cover from \(\tau\) to \(i, j = 1, ..., D - 1\). In other words, \(g_{\mu\nu}(x, z)\) is a \(D\)-dimensional metric tensor at a given slice \(z\). \(R(x, z)\) is the corresponding \(D\)-dimensional Ricci scalar. \(\pi^{\mu\nu}(x, z)\) is the canonically conjugate field to the metric tensor \(g_{\mu\nu}(x, z)\). \(\mathcal{G}_{\mu\rho\gamma}(x, z) \equiv g_{\mu\rho}(x, z) g_{\rho\gamma}(x, z) - \frac{1}{D-1} g_{\mu\rho}(x, z) g_{\rho\gamma}(x, z)\) is de Witt supermetric [38], taking into account transverseness. \(\mathcal{N}_e\) represents the color index. Taking the \(z_f \to \infty\) limit, the dual gravity action reduces into the conventional holographic description as a gauge-fixed version.

The Euler-Lagrange equation of motion reads

\[
\partial_z^2 g_{\mu\nu}(x, z) - g_{\mu\nu}(x, z) g^{\rho\sigma}(x, z) \partial_z^2 g_{\rho\sigma}(x, z) = \frac{\lambda}{2\kappa \sqrt{g}(x, z)} \left( R_{\mu\nu}(x, z) - \frac{1}{2} R(x, z) g_{\mu\nu}(x, z) + \Lambda g_{\mu\nu}(x, z) \right).
\]

(69)

Both UV and IR boundary conditions are given according to the conventional dual holographic dictionary. Since this equation of motion is essentially identical to that of the dual gravity action (with introduction of both the lapse function and the shift vector), the background geometry is given by an AdS black hole.

Considering small fluctuations as

\[
g_{\mu\nu}(x, z) = g_{\mu\nu}^{BH}(x, z) + h_{\mu\nu}(x, z)
\]

(70)

in the background black hole solution, one can find a linearized equation of motion for weak metric perturbations as follows

\[
\frac{g_{\mu\nu}^{BH} g_{\rho\sigma}^{BH}}{2\sqrt{g^{BH}}} \partial_z \left[ \frac{\sqrt{g^{BH}}}{\lambda} \left( \frac{\nabla^\beta \nabla^\delta}{\sqrt{g^{BH}}} \left( \partial_z g^{\alpha\beta}_{\gamma\delta} \right) + 2 \left( \delta_{\alpha\beta} g^{\gamma\delta}_{\gamma\delta} \right) \left( \partial_z g^{\alpha\beta}_{\gamma\delta} \right) + 2 G^{\alpha\beta}_{\gamma\delta} \left( \partial_z h^{\gamma\delta} \right) \right) \right] \\
+ \frac{2 h_{(\mu\rho)}^{(\nu\sigma)} g_{(\tau\tau)}^{BH}}{\sqrt{g^{BH}}} \partial_z \left[ \frac{\sqrt{g^{BH}}}{\lambda} \left( \partial_z g^{\alpha\beta}_{\gamma\delta} \right) \right] - \frac{g_{\mu\nu}^{BH} \partial_z g^{\alpha\beta}_{\gamma\delta}}{2\lambda} \left( \partial_z g^{\alpha\beta}_{\gamma\delta} \right) G^{\alpha\beta}_{\gamma\delta} \left( \partial_z h^{\gamma\delta} \right) \\
- \frac{g_{\rho\sigma}^{BH}}{4\lambda} \left( \partial_z g^{\alpha\beta}_{\gamma\delta} \right) \left( \partial_z h^{\alpha\beta}_{\gamma\delta} \right) - \frac{h_{\mu\nu}^{(\gamma\delta)}}{4\lambda} \left( \partial_z g^{\alpha\beta}_{\gamma\delta} \right) \left( \partial_z h^{(\gamma\delta)} \right) - \frac{h_{\mu\nu}^{(\gamma\delta)}}{\lambda} \left( \partial_z g^{\alpha\beta}_{\gamma\delta} \right) \left( \partial_z h^{(\gamma\delta)} \right) - \frac{h_{\mu\nu}^{(\gamma\delta)}}{\lambda} \left( \partial_z g^{\alpha\beta}_{\gamma\delta} \right) \left( \partial_z h^{(\gamma\delta)} \right) \\
+ \frac{g_{\mu\nu}^{BH} \left( \partial_z h^{(\gamma\delta)} \right) \left( \partial_z h_{\mu\nu}^{(\gamma\delta)} \right) - \left( \partial_z g^{(\gamma\delta)} \right) \left( \partial_z h_{\mu\nu}^{(\gamma\delta)} \right) - \left( \partial_z g^{(\gamma\delta)} \right) \left( \partial_z h_{\mu\nu}^{(\gamma\delta)} \right) - \left( \partial_z g^{(\gamma\delta)} \right) \left( \partial_z h_{\mu\nu}^{(\gamma\delta)} \right) \right) \\
+ 2 \frac{h_{(\mu\rho)}^{(\nu\sigma)}}{4\kappa} - 2 h^{(\gamma\delta)} R_{\mu\nu}^{BH} + \nabla^\rho_{\mu\nu} \left( \nabla^\gamma_{\beta\rho} h_{\gamma\delta} + \nabla^\nu_{\beta\rho} h_{\gamma\delta} - \nabla^\rho_{\gamma\delta} h_{\gamma\delta} \right) - \nabla^\rho_{\gamma\delta} h_{\gamma\delta} h^\rho \\
+ g_{\rho\sigma}^{BH} \left( h^{(\gamma\delta)} R_{\gamma\delta}^{BH} - \nabla^\rho_{\gamma\delta} \nabla^\sigma_{\gamma\delta} h^{(\rho)} + \nabla^\rho_{\gamma\delta} h_{\gamma\delta} \right) - h_{\mu\nu} \left( R_{\gamma\delta}^{BH} - 2\Lambda \right) = 0.
\]

(71)

Here, we introduced the following notation for simplicity

\[
\delta h^{(\gamma\delta)}_{\gamma\delta}^{BH} = - \left( h^{(\gamma\delta)}_{\gamma\delta}^{BH} + h^{(\gamma\delta)}_{\gamma\delta}^{BH} - h^{(\gamma\delta)}_{\gamma\delta}^{BH} - g_{\gamma\delta}^{BH} h^{(\gamma\delta)}_{\gamma\delta} \right).
\]

(72)

Symmetrization for either super- or subscript symbols are easily understood and conventionally utilized. Accordingly, we can find the renormalization group flow for the distribution function near the conformally invariant fixed point as follows

\[
\left( \frac{\partial}{\partial z} + [\partial_z h_{\tau\tau}(x, z)] \frac{\partial}{\partial h_{\tau\tau}(x, z)} + [\partial_z h_{xx}(x, z)] \frac{\partial}{\partial h_{xx}(x, z)} \right) \ln P[h_{\tau\tau}(x, z), h_{xx}(x, z); z] \\
= - \frac{\partial [\partial_z h_{\tau\tau}(x, z)]}{\partial h_{\tau\tau}(x, z)} - \frac{\partial [\partial_z h_{xx}(x, z)]}{\partial h_{xx}(x, z)}.
\]

(73)
Here, the renormalization group flow for the weak perturbation of the metric tensor is taken into account, and only the case of one spatial dimension is considered for simplicity.

Based on the solution of the weak metric fluctuation near the AdS black hole background geometry, we obtain

$$\partial_z \begin{pmatrix} \eta_{\tau\tau}(x,z) \\ \eta_{xx}(x,z) \end{pmatrix} = \begin{pmatrix} \nu_{\tau\tau}^x & \nu_{\tau\tau}^z \\ \nu_{xx}^x & \nu_{xx}^z \end{pmatrix} \begin{pmatrix} \eta_{\tau\tau}(x,z) \\ \eta_{xx}(x,z) \end{pmatrix},$$

(74)

where the physical meaning of the critical-exponent matrix is clear. It is straightforward to diagonalize the critical-exponent matrix as

$$\partial_z \begin{pmatrix} \eta_{\tau\tau}(x,z) \\ \eta_{xx}(x,z) \end{pmatrix} = \begin{pmatrix} \eta_{\tau\tau} & 0 \\ 0 & \eta_{xx} \end{pmatrix} \begin{pmatrix} \eta_{\tau\tau}(x,z) \\ \eta_{xx}(x,z) \end{pmatrix}.$$

(75)

As a result, we obtain

$$\left( \frac{\partial}{\partial z} + \eta_{\tau\tau} \frac{\partial}{\partial \ln \eta_{\tau\tau}(x,z)} + \eta_{xx} \frac{\partial}{\partial \ln \eta_{xx}(x,z)} \right) \ln P_s[H_{\tau\tau}(x,z), H_{xx}(x,z); z] = -\nu_{\tau\tau}^x - \nu_{xx}^z. \tag{76}$$

This linearized Callan-Symanzik equation gives the following solution for the distribution function near the fixed point

$$P_s[H_{\tau\tau}(x,z), H_{xx}(x,z); z] = \frac{C^*}{[H_{\tau\tau}(x,z)]^{\frac{\nu_{\tau\tau}^x + \nu_{xx}^z}{\eta_{\tau\tau}}} [H_{xx}(x,z)]^{\frac{\nu_{xx}^z}{\eta_{xx}}}}. \tag{77}$$

This power-law solution is determined by the critical-exponent matrix in the absence of randomness.

Resorting to this power-law distribution function of the metric tensor near the AdS_{D+1} black hole geometry, we find an effective free energy as follows. First, we obtain an effective on-shell action from the dual holographic effective field theory in the large $N_c$ limit, given by

$$F[g_{\mu\nu}(\tau,x,z_f), g_{\mu\nu}(\tau,x,\varepsilon)] = \frac{N_c^2}{\beta} \int_0^\beta d\tau \int dD-1x \left\{ \pi^{\mu\nu}(\tau,x,z_f)g_{\mu\nu}(\tau,x,z_f) - \pi^{\mu\nu}(\tau,x,\varepsilon)g_{\mu\nu}(\tau,x,\varepsilon) \right\}. \tag{78}$$

Here, the Euclidean time circle was explicitly shown and $\varepsilon$ is the UV boundary. The IR boundary canonical momentum tensor corresponds to the IR boundary energy-momentum tensor \[39\], given by extrinsic curvatures \[10\] at $z = z_f$ as follows

$$\pi^{\mu\nu}(\tau,x,z_f) = \frac{1}{2\kappa_f} \left( R_{\mu\nu}(\tau,x,z_f) - \frac{1}{2} R(\tau,x,z_f)g_{\mu\nu}(\tau,x,z_f) \right). \tag{79}$$

As a result, we obtain the following expression for the on-shell effective action

$$F[g_{\mu\nu}(\tau,x,z_f), g_{\mu\nu}(\tau,x,\varepsilon)] = \frac{(D-2)N_c^2}{4\beta} \int_0^\beta d\tau \int dD-1x \left\{ -\frac{1}{\kappa_f} R(\tau,x,z_f) + \frac{1}{\kappa_\varepsilon} R(\tau,x,\varepsilon) \right\}. \tag{80}$$

Inserting this on-shell free energy of a given disorder realization into

$$\mathcal{F} = \int Dg_{\mu\nu}(x,z_f) P[g_{\mu\nu}(x,z_f)] F[g_{\mu\nu}(x,z_f)]$$

with the introduction of the power-law distribution function of the metric tensor, we find the disorder-averaged free energy for strongly coupled holographic CFTs.

VI. DISCUSSION

We believe that our proposal is casting various questions on the physics of disordered strongly interacting conformal field theories in the large central-charge limit. Resorting to the power-law distribution function for the IR boundary metric tensor, one may investigate how the black hole entropy can be quenched-averaged to show a modified area law. Accordingly, one can ask how the quantum chaos from the black hole physics, i.e., the Wigner-Dyson distribution of the level statistics, turns into the physics of Anderson localization or the regime of the Poisson level statistics by this averaging procedure. Moreover, we can discuss how the effective hydrodynamics due to the black hole entropy changes into ‘rather’ integrable quantum dynamics by quenched averaging over correlation functions of metric tensors, gauge fields, and etc.. It is also a fundamental question to ask whether the present theoretical proposal can reproduce the quantum chaos or not.
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