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Abstract
We propose a linear independence criterion, and outline an application of it. Down to its simplest case, it aims at solving this problem: given three real numbers, typically as special values of analytic functions, how to prove that the \( \mathbb{Q} \)-vector space spanned by 1 and those three numbers has dimension at least 3, whenever we are unable to achieve full linear independence, by using simultaneous approximations, i.e. those usually arising from Hermite–Padé approximations of type II and their suitable generalizations. It should be recalled that approximations of type I and II are related, at least in principle: when the numerical application consists in specializing actual functional constructions of the two types, they can be obtained, one from the other, as explained in a well-known paper by Mahler (1968) Compos Math 19: 95–166. That relation is reflected in a relation between the asymptotic behavior of the approximations at the infinite place of \( \mathbb{Q} \). Rather interestingly, the two viewpoints split away regarding the asymptotic behaviors at finite places (i.e. primes) of \( \mathbb{Q} \), and this makes the use of type II more convenient for particular purposes. In addition, sometimes we know type II approximations to a given set of functions, for which type I approximations are not known explicitly. Our approach can be regarded as a dual version of the standard linear independence criterion, which essentially goes back to Siegel.
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1 Introduction

The systematically creative search of new irrationality (in the broad sense that includes linear independence) criteria is a flowering topic in number theory; see [4, 6, 9, 10, 12, 14, 17–19, 22, 32, 39, 40, 45, 57–59, 67], among many others. Their reviews on MathSciNet and Zentralblatt MATH provide an historically and methodologically well informed context. The development of this research topic is stimulated by a rich amount of problems, each of which carries intrinsic geometric aspects that require slightly, or sometimes substantially, new approaches. We believe that a novelty, whether substantial or just formal, is connected to suitable aspects of the established theory that are reflected in the way it should be communicated and interpreted. This introduction, as well as the many remarks we have placed all along in this paper, suggest a reception of the text according to the described tradition-oriented spirit, and it is no surprise that geometry, possibly in the modern algebra-focused meaning of the word, is again at the core of the investigation. We recommend the notes of course written by Waldschmidt [63], for a very useful introduction to the seminal work of Hermite, Lindemann, Weierstrass, Padé, Gel’fond, Schneider, Siegel, Mahler,... on this topic.

1.1 Background

Suppose we have $\gamma_1, \ldots, \gamma_m$ real numbers, and we wish to prove that the $m+1$ numbers $1, \gamma_1, \ldots, \gamma_m$ are linearly independent over the field $\mathbb{Q}$ of all rational numbers. One efficient method, when successful, is to construct $m$ sequences of small linear forms satisfying the following properties ($\mu = 1, \ldots, m$):

(i) $\varepsilon_{n}(\mu) = q_n\gamma_\mu - p_n(\mu) \in \mathbb{Z}\gamma_\mu + \mathbb{Z};$

(ii) $\varepsilon_{n}(\mu) \to 0$ for $n \to \infty;$

(iii) for all $\lambda \in \mathbb{Z}^m \setminus \{0\}$ the inner product $\lambda \cdot \varepsilon_{n}$ is nonzero for infinitely many $n.$

In a reasonably convenient situation, the assumption (ii) is achieved by standard, although possibly difficult to apply, analytic methods, while the requirement in (iii) looks elusive, and is indeed, at least sometimes, subtle to handle.

More precisely, those analytic methods are applied to suitable linear forms $\tilde{\varepsilon}_{n}(\mu) = \tilde{q}_n\gamma_\mu - \tilde{p}_n(\mu)$ with rational coefficients, in such a way that $\varepsilon_{n}(\mu) = D_n\tilde{\varepsilon}_{n}(\mu)$ and that the asymptotic behavior of the sequence of integers $D_n$ is controlled through a careful application of the Prime Number Theorem, using refined tools of different kinds, pioneered in papers like [16, 55], on one hand, and [53], on the other hand; see [61] for a historical perspective, and [37] for a tentative unification of different approaches.

In some cases, one can replace (iii) by both of

(iii.a) $1, \gamma_1, \ldots, \gamma_{m-1}$ are linearly independent over $\mathbb{Q};$

(iii.b) for all $\lambda \in \mathbb{Z}^{m-1}, |\lambda_1\varepsilon_{n}(1) + \cdots + \lambda_{m-1}\varepsilon_{n}(m-1)| < \varepsilon_{n}(m)$ for infinitely many $n.$

This is the strategy followed in [28, Sect. 5], [62, Lemma 5.1] and [54, (4-6)-(4-7)]. The methods in [54] can be, in principle, extended to the situation in [37], by playing the ‘wild card’: the $\mathbb{C}^N$-saddle point method nicely developed in [47].
1.2 The new ingredient

Let us switch to those awkward situations where (ii) does not hold, in spite of our effort to arrange such a crucial requirement. Accordingly, we confine our goal to merely proving that

$$\dim_\mathbb{Q}(\mathbb{Q}y_1 + \cdots + \mathbb{Q}y_m) \geq m,$$  \hspace{1cm} (1)

say, which, at least, is less demanding. If, for instance, $m = 3$, $y_1 = \text{Li}_1\left(\frac{1}{z}\right) = -\text{Li}_1\left(-\frac{1}{1-z}\right)$, $y_2 = \text{Li}_2\left(\frac{1}{z}\right)$, $y_3 = \text{Li}_2\left(-\frac{1}{1-z}\right)$, then $2(y_2 + y_3) = -y_1^2$, and $y_1$ is transcendental for all algebraic $z \neq 0, 1$. In several interesting cases (1) is an open problem: the numbers $y_i$ can be chosen to be values of polylogarithms at several points [15], or multiple polylogarithms [20, 25]; or your favorite to-be-proved-linearly-independent ‘constants’.

The key idea is to deal with (1) when there is no available analytic construction of functional approximations to $m - 1$ functions, that is to say: we are not able to identify a subspace of dimension $m$. We are about to suggest that a strategy to achieve (1), maybe for some other numbers unrelated to specific examples above, can still be quite well akin to (i)–(iii). We should indeed construct (virtually: see 1.3 below) $2m$ sequences of linear forms such that:

(iv) $\varepsilon^{(\mu, \nu)}_n = q_n^{(\nu)}y_\mu - p_n^{(\mu, \nu)} \in \mathbb{Z}y_\mu + \mathbb{Z}$ ($\mu = 1, \ldots, m; \nu = 1, 2$);

(v) $\Delta_n^{(\mu_1, \mu_2)} = \varepsilon^{(\mu_1, 1)}_n \varepsilon^{(\mu_2, 2)}_n - \varepsilon^{(\mu_1, 2)}_n \varepsilon^{(\mu_2, 1)}_n \to 0$ for $n \to \infty$ ($\mu_1, \mu_2 = 1, \ldots, m$);

(vi) for all $\lambda \in \mathcal{M}(2, m; \mathbb{Z})$ with rank $2$, the matrix $\lambda \cdot \varepsilon_n \in \mathcal{M}(2, 2; \mathbb{Z})$ is non-singular for infinitely many $n$.

If suitably related sequences $\tilde{\varepsilon}_n^{(\mu, \nu)}$ (see 2.5 below for more precision) are holonomic, in the sense of [64], then the sequences of determinants in $\nu$ are holonomic as well, so that the linear recurrence equation satisfied by the determinants can be computed from the equation satisfied by their entries, and $\nu$ can be achieved through the Poincaré-Perron-Pituk’s theorems. Moreover,

$$\Delta_n^{(\mu_1, \mu_2)} = (q_n^{(1)}y_{\mu_1} - p_n^{(\mu_1, 1)})(q_n^{(2)}y_{\mu_2} - p_n^{(\mu_2, 2)}) - (q_n^{(2)}y_{\mu_1} - p_n^{(\mu_2, 1)})(q_n^{(1)}y_{\mu_2} - p_n^{(\mu_1, 2)})$$

$$= (p_n^{(\mu_1, 1)}q_n^{(1)}y_{\mu_1} - p_n^{(\mu_1, 1)}p_n^{(\mu_2, 2)}y_{\mu_2}) + (p_n^{(\mu_2, 1)}q_n^{(1)}y_{\mu_1} - p_n^{(\mu_2, 1)}p_n^{(\mu_1, 2)}y_{\mu_2}).$$

is just a linear form in $1, y_{\mu_1}, y_{\mu_2}$; for this reason, the case $m = 2$ simply resolves into an application of Hermite–Padé approximations of type I. The simplest new case is therefore $m = 3$. In the general situation below, we replace the lower bound $m$ for the dimension with the lower bound $m + 2 - l$ in (1), and consider $lm$ linear forms, instead of $m$ as in (i)–(iii), or $2m$ as in (iv)–(vi). We handle the main theorems in Sect. 2, with some variations on the same theme and a refinement on the main result that should incorporate most of potential applications.

1.3 Auxiliary results between modern and neoclassical

Section 3 is devoted to an auxiliary tool: in many concrete situations, the sequences $q_n, p_n^{(\mu)}, \varepsilon^{(\mu)}_n$ in (i)–(iii) satisfy the same Poincaré-Perron-Pituk-type linear recurrence
equation of order \( m + 1 \), see [36, (2.1), (4.4) and (4.6)] for examples with \( m \) arbitrary. In such a special situation it is convenient to simply take

\[ q_n^{(\nu)} = q_{n+\nu-1}, \quad p_n^{(\mu, \nu)} = p_{n+\nu-1}^{(\mu)} \]

in (iv)–(vi), where \( q_n \) and \( p_n^{(\mu)} \) are the sequences in (i)–(iii). To achieve our program, one possible strategy is to find a recurrence equation satisfied by the minors involved. In the special case \( m = 3 \) and \( l = 2 \), this new recurrence equation has order 3, and, roughly, is (up to a suitable normalization) the adjoint of the recurrence equation for \( \epsilon_n^{(\mu)} \). For general \( 1 \leq l \leq m \), the linear recurrence equation for the determinants \( \Delta_n^{(\mu_1, \ldots, \mu_l)} \) similar to \( \Delta_n^{(\mu_1, \mu_2)} \) in (v) has order \( \binom{m}{l} \). However, as we shall show, there is a better way to achieve the main goal of this program, which is to find a technical tool that helps us to deal with (v) and (vi) above, and their generalizations to lower dimensions \( m + 2 - l \) in (1). We find very precisely the asymptotic behavior of the minors \( \Delta_n^{(\mu_1, \ldots, \mu_l)} \) in quite a general setting, which should suffice for applications. Most of the material in this section is well-known. We apply a Golden Oldie, the Sylvester–Franke Theorem, to the compound matrix of the Casoratian matrix of a difference equation, and combine that with a general result by Pituk on the asymptotic behavior of solutions of a Poincaré-Perron-type difference system.

A completely different problem is to find a recurrence equation satisfied by \( q_n, p_n^{(\mu)}, \epsilon_n^{(\mu)} \) (of course, if it exists in the first place), and how to determine the roots of the characteristic polynomial of that equation. This can be achieved in different ways, see e.g. [36] and [66].

There is a small inconsistency between the notations in Sects. 2 and 3. When we consider a recurrence of order \( m \) in Sect. 3, we aim at applications to the linear independence of \( m \) numbers \( 1, \gamma_1, \ldots, \gamma_{m-1} \) (not of \( m + 1 \) numbers), in the sense of a lower bound for the dimension, as explained above. We hope that this will not trouble the reader, and we anticipate that the expositions in the two sections are quite autonomous from each other.

### 1.4 Two examples to begin with

In Sect. 4 we sketch a possible application of our criterion. We give two examples to illustrate the results from Sect. 2 and from Sect. 3 separately. We do so building, in both cases, on the clever construction introduced in [15]. In principle, the results from Sects. 2 and 3 could be combined together in the second example, but the implementation seems to be difficult.

The simplest example we can produce involves five numbers, namely

\[ 1, Li_1\left(\frac{1}{q}\right), Li_2\left(\frac{1}{q}\right), Li_1\left(\frac{2}{q}\right), Li_2\left(\frac{2}{q}\right). \]

It is still open to find an example involving only four numbers. Our second example is with the \( km + 1 \) numbers

\[ 1, Li_1\left(\frac{1}{q}\right), \ldots, Li_k\left(\frac{1}{q}\right), \ldots, Li_1\left(\frac{1}{mq}\right), \ldots, Li_k\left(\frac{1}{mq}\right). \]

We hope that further, and perhaps more interesting, applications will be provided in some future.

### 2 Main results

Throughout this paper, we use the following abbreviations for a matrix with \( u \) rows and \( v \) columns:
\[
\rho = [\rho^{(i,j)}]_{i = 1, \ldots, u}^{j = 1, \ldots, v} = \begin{bmatrix}
\rho^{(1,1)} & \cdots & \rho^{(1,v)} \\ \\
\vdots & \ddots & \vdots \\ \\
\rho^{(u,1)} & \cdots & \rho^{(u,v)}
\end{bmatrix}.
\]

We often deal with a sub-matrix of \(\rho\):

\[
\rho^{(\mu,v)} = [\rho^{(\mu,v)}]_{i = 1, \ldots, k}^{j = 1, \ldots, l} = \begin{bmatrix}
\rho^{(\mu_1,v_1)} & \cdots & \rho^{(\mu_1,v_k)} \\ \\
\vdots & \ddots & \vdots \\ \\
\rho^{(\mu_l,v_1)} & \cdots & \rho^{(\mu_l,v_k)}
\end{bmatrix}.
\]

Sometimes we replace \(\mu\) (resp.: \(v\)) with \(k\) (resp.: \(l\)) when we select the first \(k\) rows (resp.: the first \(l\) columns). A sub-matrix of \(\rho\) with \(u\) rows (resp.: with \(v\) columns) is denoted by \(\rho^{(\mu,-v)}\) (resp.: by \(\rho^{(\mu,-\nu)}\)), while the dash is used, after the square brackets and in place of the range for the rows (or the columns), when the concerned matrix has one row (or one column). We write \(I_{(a,b)}\) for the identity matrix, and \(0_{(a,b)}\) for the zero matrix. We denote by \(\rho^{T}\) the transpose of \(\rho\). We also consider matrices divided by blocks, for example \(\rho = [\rho^{(-1,\ldots,k)}] \cup \rho^{(-1,\ldots,l-1)}\).

If \(\gamma_1, \ldots, \gamma_m\) are real numbers to be approximated, we write them as a column vector \(\gamma\). We also denote the approximations \(q_n^{(v)}\gamma - p_n^{(\mu,v)}\) as the matrix \(\gamma q_n - p_n\), where \(q_n\) is a row vector. Clearly, \(q_n\) and \(p_n\) share the same number of columns, so that we often write them together in a matrix whose first row is \(q_n\) and the remaining rows are those in \(p_n\). As usual, our proofs go by contradiction, assuming the existence of more linear relations than those allowed by our claim; in matrix notation, those relations are written as \(\sigma + \omega \gamma = 0\), where \(\omega\) is a column vector. We also often use the notation \([\sigma | \omega]\) to represent a matrix whose first column is \(\sigma\), and the remaining columns are those of \(\omega\). To sum up, the vectors \(\gamma\) and \(\omega\) are columns, while \(q_n\) is a row, and the products \(\sigma q_n\) and \(\gamma q_n\) are not scalar products, except for \(\sigma q_n\) in the special case recalled by (i)–(iii) in the introduction, where \(q_n = q_n\) and \(\omega = \omega\) have length 1.

### 2.1 The main criterion

Let \(\gamma_1, \ldots, \gamma_m\) be real numbers, and let \(l \in \{1, \ldots, m\}\). Let also \(q_n^{(v)}\), \(p_n^{(1,v)}\), \ldots, \(p_n^{(m,v)}\), with \(v = 1, \ldots, l\), be \((m+1)\) sequences of integers (hereafter: elements of \(\mathbb{Z}\)), and put

\[
e^{(\mu,v)}_n := q_n^{(v)}\gamma - p_n^{(\mu,v)} \quad (\mu = 1, \ldots, m; v = 1, \ldots, l).
\]

**Theorem 2.1** Suppose that for all choices of \(l\) (distinct) indices \(\mu = (\mu_1, \ldots, \mu_l)\) from 1 to \(m\),

\[
\det e^{(\mu,-\nu)}_n = \det e^{(\mu,v)}_n \quad (\mu = \mu_1, \ldots, \mu_l \to 0 \quad (n \to \infty).
\]

Furthermore, suppose that for all \(\lambda^{(i,j)} \in \mathbb{Z} \ (i = 1, \ldots, l; j = 1, \ldots, m)\) such that the matrix

\[
\lambda = \begin{bmatrix}
\lambda^{(i,j)} \\
\end{bmatrix} \quad i = 1, \ldots, l \quad \in \mathcal{M}(l,m;\mathbb{Z})
\]

has rank \(l\), the square matrix
is non-singular for infinitely many \( n \).

Then

\[
\dim_{\mathbb{Q}}(\mathbb{Q} + \mathbb{Q} \gamma_1 + \cdots + \mathbb{Q} \gamma_m) \geq 2 + m - l.
\]  

(4)

**Proof** Arguing by contradiction, thus allowing

\[
\dim_{\mathbb{Q}}(\mathbb{Q} + \mathbb{Q} \gamma_1 + \cdots + \mathbb{Q} \gamma_m) \leq 1 + m - l,
\]

let \( \omega^{(i)}, \omega^{(i,j)} \in \mathbb{Z} \) be such that

\[
\omega^{(i)} + \omega^{(i-1)} \gamma_1 + \cdots + \omega^{(i,m)} \gamma_m = 0 \quad (i = 1, \ldots, l),
\]

i.e. \( \omega + \omega \gamma = 0 \), and that \( [\omega|\omega] \) and \( \omega \) have rank \( l \). We shorten (2) by \( \varepsilon_n = \gamma q_n - p_n \), thus obtaining

\[
\omega \varepsilon_n = \omega \gamma q_n - \omega p_n = -(\omega q_n + \omega p_n) = -[\omega|\omega] \left[ \begin{array}{c} q_n \\ -p_n \end{array} \right].
\]

By our assumptions, this must be a non-singular matrix, so that its determinant has to be a nonzero integer, for infinitely many \( n \). On the other hand, by the Binet–Cauchy formula for the determinant of a product of two matrices,

\[
\det \omega \varepsilon_n = \sum_{\mu} \det \omega^{(-\mu)} \det \varepsilon_n^{(\mu,-)},
\]

where the sum is over all multi-indices \( \mu \) such that \( 1 \leq \mu_1 < \cdots < \mu_l \leq m \). Therefore, using (3), \( \det \omega \varepsilon_n \to 0 \) as \( n \to \infty \). This contradiction ends the proof of (4). \( \square \)

**Remark 2.1** By the Binet–Cauchy formula, the assumption (3) is equivalent to

\[
\det \varepsilon_n \varepsilon_n = \sum_{\mu} \det^2 \varepsilon_n^{(\mu,-)} \to 0 \quad (n \to \infty),
\]

with an interesting interpretation of the determinant as the square of the \( l \)-dimensional volume of the parallelootope generated by the \( l \) columns of \( \varepsilon_n \) in \( \mathbb{R}^m \). The non-vanishing assumption has the following geometric meaning: for all \( l \)-dimensional subspaces \( V \) of \( \mathbb{R}^m \) generated by \( l \) vectors of \( \mathbb{Z} \) (or of \( \mathbb{Q} \)) the orthogonal projection of the above parallelootope over \( V \) has nonzero \( l \)-volume for infinitely many \( n \).

Also, the validity of the non-vanishing assumption is checked more easily if we have a prior partial information on the linear independence of some numbers among \( 1, \gamma_1, \ldots, \gamma_m \), in analogy to the situation outlined in the introduction.

**Remark 2.2** It’s worth noticing that each \( \det \varepsilon_n^{(\mu,-)} \) is a linear combination of \( 1, \gamma_{\mu_1}, \cdots, \gamma_{\mu_l} \), because
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\[
\begin{align*}
\det \epsilon_n^{(\mu,-)} &= \det [\gamma q_n - p_n]^{(\mu,-)} = \det \begin{bmatrix}
\gamma | p_n \\
- & - \\
1 | q_n
\end{bmatrix}^{(\hat{\mu},-)},
\end{align*}
\]

where \(\hat{\mu} = (\mu_1, \ldots, \mu_l, l + 1)\), as is easily seen from

\[
\begin{bmatrix}
\gamma q_n - p_n | \gamma \\
\theta^{(i,j)} | 1
\end{bmatrix} = \begin{bmatrix}
\gamma | p_n \\
- & - \\
1 | q_n
\end{bmatrix}^{(\mu,-)} = \begin{bmatrix}
\gamma | p_n \\
- & - \\
1 | q_n
\end{bmatrix} - f^{(i,j)} q^{(i,1)}.
\]

This generalizes an observation we made in Sect. 1.2 for the case \(l = 2\).

### 2.2 First variation

By repeating the same proof as in Theorem 2.1, we have

**Theorem 2.2** Suppose that for all choices of \(l\) (distinct) indices \(\mu = (\mu_1, \ldots, \mu_l)\) from 1 to \(m\),

\[
\det \epsilon_n^{(\mu,-)} = \det \epsilon_n^{(\mu,\nu)} | \mu = \mu_1, \ldots, \mu_l \to 0 \quad (n \to \infty).
\]

Furthermore, suppose that for all \(\theta^{(i)}, \lambda^{(i)} \in \mathbb{Z} \quad (i = 1, \ldots, l; j = 1, \ldots, m)\) such that the matrix

\[
[\theta | \lambda] = \begin{bmatrix}
\theta^{(i)} & i = 1, \ldots, l \\
\lambda^{(i,j)} & j = 1, \ldots, m
\end{bmatrix}
\]

has rank \(l\), the square matrix

\[
[\theta | \lambda] q_n = \theta q_n + \lambda p_n
\]

\[
= \begin{bmatrix}
\theta^{(i)} & i = 1, \ldots, l \\
\lambda^{(i,j)} & j = 1, \ldots, m
\end{bmatrix} q_n - \begin{bmatrix}
\theta^{(i)} & i = 1, \ldots, l \\
\lambda^{(i,j)} & j = 1, \ldots, m
\end{bmatrix} p_n^{(\mu,\nu)} \mu = 1, \ldots, m
\]

is non-singular for infinitely many \(n\).

Then

\[
\dim_{\mathbb{Q}} (\mathbb{Q} + q_{\gamma_1} + \cdots + q_{\gamma_m}) \geq 2 + m - l.
\]

### 2.3 Second variation

It may be appropriate to have alternative versions of the above criterion, for use in different situations. Therefore, let us change our setting a little bit. We still have \(m\) real numbers
\(\gamma_1, \ldots, \gamma_m\) and \(1 \leq l \leq m\). Now, let \(q_n^{(v)}, q_n^{(1,v)}, \ldots, q_n^{(m,v)}\) \((v = 0, \ldots, m)\) be \((m + 1)^2\) sequences in \(\mathbb{Z}\). Let us extend the notation in (2) accordingly:

\[
\epsilon_n^{(\mu,v)} := q_n^{(v)} \gamma_\mu - p_n^{(\mu,v)} \quad (\mu = 1, \ldots, m; v = 0, \ldots, m).
\]

**Theorem 2.3** Suppose that for all choices of \(l\) (distinct) indices \(\mu = (\mu_1, \ldots, \mu_l)\) from 1 to \(m\) and \(v = (v_1, \ldots, v_l)\) from 0 to \(m\),

\[
\det \epsilon_n^{(\mu,v)} \rightarrow 0 \quad (n \rightarrow \infty).
\]

Furthermore, suppose that

\[
\det \begin{bmatrix} q_n \\ -p_n \end{bmatrix} \neq 0 \quad (n = 0, 1, 2, \ldots).
\]

Then

\[
\dim_{\mathbb{Q}}(\mathbb{Q} + \mathbb{Q} \gamma_1 + \cdots + \mathbb{Q} \gamma_m) \geq 2 + m - l.
\]

**Proof** As above, we argue by contradiction, and, like in the previous proof, we have

\[
\omega \epsilon_n = \omega \gamma q_n - \omega p_n = -(\omega q_n + \omega p_n) = -[\omega | \omega] \begin{bmatrix} q_n \\ -p_n \end{bmatrix},
\]

but now \(\omega \epsilon_n\) is a matrix with \(l\) rows and \(m + 1\) columns. Since \([\omega | \omega]\) has rank \(l\) and \([q_n | p_n]\) is non-singular, their product, which is \(\omega \epsilon_n\), has rank \(l\). By the pigeonhole principle, there exists a square sub-matrix \(\omega \epsilon_n^{(-\nu)}\), with \(\nu = (v_1, \ldots, v_l)\) and \(0 \leq v_1 < \cdots < v_l \leq m\), that is non-singular for infinitely many \(n\). For that sub-matrix we have \(\omega \epsilon_n^{(-\nu)} = -(\omega q_n^{(-\nu)} + \omega p_n^{(-\nu)})\), so that its determinant must be a non-zero integer for infinitely many \(n\). For concluding the proof we apply the Binet–Cauchy formula, to obtain

\[
\det \omega \epsilon_n^{(-\nu)} = \sum_\mu \det \omega^{(-\mu)} \det \epsilon_n^{(\mu,v)} \rightarrow 0 \quad (n \rightarrow \infty).
\]

\(\blacksquare\)

**Remark 2.3** The last theorem is designed to be used when \(q_n^{(v)}, p_n^{(\mu,v)}\) are specializations of a system of type II Hermite–Padé approximations to \(m\) functions, see e.g. [34]. In this case, indeed, the non-vanishing of the determinant follows, more or less routinely, by analytic properties that characterize the polynomials involved.

2.4 A refinement

The above criteria can be refined following an idea I learned from Amoroso [3], see also [12] and Remark 2.6 below. A trickier use of this idea led in [22] to a refinement of Nesterenko’s criterion with very interesting applications to the linear independence of zeta values and related numbers. As in (2), let
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but here $p_n^{(\mu,\nu)}$ are rational numbers, and $q_n^{(\nu)}$ is an integer with a large divisor. In order to cope with this subtler situation, let $D_n^{(1)}, \ldots, D_n^{(m)}, \delta_n^{(1)}, \ldots, \delta_n^{(l)}$ be positive integers, and suppose that

$$ \frac{q_n^{(\nu)}}{\delta_n^{(\nu)}} \in \mathbb{Z}, \quad \frac{D_n^{(\mu_2)}}{\delta_n^{(\mu_2)}} \frac{p_n^{(\mu_1,\nu)}}{\delta_n^{(\mu_1,\nu)}} \in \mathbb{Z} \quad (1 \leq \mu_1 \leq \mu_2 \leq m; \nu = 1, \ldots, l). \quad (5) $$

We have the following

**Theorem 2.4** (Refinement of Theorem 2.1) Besides the assumptions above, suppose that for all choices of $l$ (distinct) indices $\mu = (\mu_1, \ldots, \mu_l)$ from 1 to $m$,

$$ \frac{D_n^{(m)}}{\delta_n^{(1)}} \cdots \frac{D_n^{(m-l+1)}}{\delta_n^{(l)}} \det \epsilon_n^{(\mu,-)} \to 0 \quad (n \to \infty). $$

Furthermore, suppose that for all $\lambda^{(i,j)} \in \mathbb{Z} (i = 1, \ldots, l; j = 1, \ldots, m)$ such that the matrix

$$ \lambda = [\lambda^{(i,j)}] \quad i = 1, \ldots, l \\
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by $D_{n}^{(m-l+i)}$, dividing its $j$th column by $\delta_{n}^{(i)}$ and using (5).

Remark 2.4 In Theorem 2.4 we can change the non-vanishing assumption, identical to that in Theorem 2.1, by replacing it with the non-vanishing assumption in Theorem 2.2. Also, as in the setting of Theorem 2.3 we can enlarge the range for $\nu$ allowing $\nu = 0, \ldots, m$ (i.e.: we have more sequences at our disposal), suppose that

$$\frac{D_{n}^{(m)}}{\delta_{n}^{(v_1)}} \cdots \frac{D_{n}^{(m-l+1)}}{\delta_{n}^{(v_l)}} \det \epsilon_{n}^{(\mu, \nu)} \to 0 \quad (n \to \infty),$$

and that the non-vanishing assumption in Theorem 2.3 holds. Then the conclusion on the dimension of the vector space over $\mathbb{Q}$ spanned by $1, \gamma_1, \ldots, \gamma_m$ holds all the same.

Remark 2.5 Theorem 2.4 above is equivalent to its special case where $\delta_{n}^{(v)} = 1, \nu = 1, \ldots, l$ (simply put $\tilde{q}_{n}^{(v)} = q_{n}^{(v)} / \delta_{n}^{(v)}$ and $\tilde{p}_{n}^{(\mu, \nu)} = p_{n}^{(\mu, \nu)} / \delta_{n}^{(v)}$). We decided to present it in that form in order to stress its meaning in the context outlined in the introduction, in which the sequences $D_{n}^{(\mu)}$ represent the rough estimate of the denominators of the approximations, while the sequences $\delta_{n}^{(v)}$ represent the arithmetical correction arising, e.g., from the permutation group method, or from other methods. On the other hand, the sequences $\epsilon_{n}^{(\mu, \nu)}$ come from a purely analytic construction, without any direct consideration of the denominators. Next section is devoted to obtaining an estimate of $\det \epsilon_{n}^{(\mu, -)}$ in a special situation.

Remark 2.6 The key player in the above theorem are Grassmann’s (or Plücker’s) coordinates (i.e.: the maximal order minors) of the matrix

$$\begin{bmatrix}
q_n \\
p_n
\end{bmatrix}^{(\xi, -)},$$

our assumptions just ensure that they become integers, after multiplication by $\tilde{D}_{n} \in \mathbb{Z}$, and, at the same time, $\tilde{D}_{n} \det \epsilon_{n}^{(\mu, -)} \to 0$. In other words, the last theorem implicitly involves an height of the matrix (6). This height is central in Diophantine geometry: see [5], and Amoroso’s proof of the Nesterenko criterion in [12]. Our criterion can be easily extended, as usual, to the linear independence over an imaginary quadratic extension of $\mathbb{Q}$, and a generalization of it to arbitrary number fields, as in [35, Proposition 4.1], would arguably involve this height.

Moreover, it would be interesting to obtain a quantitative version of our criterion, yielding a linear independence measure.
3 Minors of the Casoratian matrix

3.1 Notation and purpose

Let \( \alpha_n^{(0)}, \ldots, \alpha_n^{(m)} \) be sequences of complex numbers, and we generally assume that \( \alpha_n^{(0)} \alpha_n^{(m)} \neq 0 \). For most applications we have in mind, we also require

\[
\lim_{n \to \infty} \alpha_n^{(j)} = \alpha^{(j)} (j = 0, \ldots, m),
\]

in which case we also assume \( \alpha_0 \alpha_m \neq 0 \). Let \( x_n \) be a sequence of complex numbers satisfying

\[
\alpha_n^{(m)} x_{n+m} + \alpha_n^{(m-1)} x_{n+m-1} + \cdots + \alpha_n^{(0)} x_n = 0.
\]

The coefficients \( \alpha_n^{(m)} \) and \( \alpha_n^{(0)} \) are said to be the highest order and lowest order coefficients of \( (8) \). It is well known that the set of solutions of \( (8) \) is a vector space, and that \( (8) \) can be written as a first-order linear recurrence system. Given \( m \) solutions \( x_n^{(1)}, \ldots, x_n^{(m)} \), they are linearly independent if and only if the Casoratian matrix \[8\], sometimes also called Wronskian by analogy with the differential equation setting,

\[\det x_n\]

is non-singular for some \( n \) (and therefore for any \( n \)). In such a case, any solution of \( (8) \) is a linear combination of \( x_n^{(1)}, \ldots, x_n^{(m)} \) with constant coefficients (i.e.: independent of \( n \)), and \( x_n^{(1)}, \ldots, x_n^{(m)} \) is said to be a basis of solutions of \( (8) \). Also, \( \det x_n \) satisfies the discrete Abel formula (see [1, Problem 2.16.21])

\[
\det x_{n+1} = (-1)^m \frac{\alpha_n^{(0)}}{\alpha_n^{(m)}} \det x_n.
\]

In other words, \( \det x_n \) satisfies a first-order linear recurrence equation, whose highest and lowest order coefficients are, up to the sign, the highest and the lowest coefficient of the linear Eq.\((8)\), respectively. Hence the coefficients of such a recurrence are independent of the particular basis of solutions for \( (8) \). A bit more generally, the coefficients \( (-1)^{m-r} \alpha_n^{(r)} \), for \( r = 0, \ldots, m \), are easily seen to be proportional to

\[
\det \left[ x_n^{(j)} \right]_{i=0, \ldots, r; j=1, \ldots, m} \quad r = 0, \ldots, m,
\]

see [46, §285]. We also recall that, regardless of the Eq.\((8)\), \( r \) sequences \( z_n^{(1)}, \ldots, z_n^{(s)} \) are linearly independent if and only if

\[
\det \left[ z_n^{(j)} \right]_{i=1, \ldots, s; j=1, \ldots, s} \neq 0 \quad \text{for infinitely many } n,
\]

see [8, §7], [46, §279].

The purpose of this section is to study the asymptotic behavior of the \( l \times l \) minors of \( x_n \). We outline a possible strategy to achieve this goal, which is to find a difference equation satisfied by those minors; see [1, Problem 2.16.23] for the case \( l = m - 1 \) with contiguous rows, while
(8) obviously copes with the case \( l = 1 \). Then we explain how to circumvent the difficulties that arise from that method. Before starting with, we briefly recall the most important results by Poincaré, Perron and Pituk about the asymptotic behavior of solutions of (8) satisfying (7).

Minors of the Casoratian (or Wronskian) matrix are key tools in the theory of difference (or differential) equations, with regard to disconjugacy, factorization, discrete Rolle theorem, and several important results on the same vain: see the milestone paper [26]; we refer to [1, Chapter 10] for a wide and (relatively) updated literature, and to [13] for a nice introduction and some perspectives on older results.

### 3.2 A short account on Poincaré-Perron-Pituk’s theorems

Concerning solutions of (8) with the property (7), Poincaré [50] [1, Theorem 2.14.1] proved the following: if the moduli of the roots \( \lambda_1, \ldots, \lambda_m \) of the characteristic polynomial

\[
d'(m) \lambda^m + d'(m-1) \lambda^{m-1} + \cdots + d(0)
\]

are distinct, then either \( x_n = 0 \) for any sufficiently large \( n \), or

\[
\lim_{n \to \infty} \frac{x_{n+1}}{x_n} = \lambda_j \quad \text{for some } j = 1, \ldots, m.
\]

Later on, Perron [43] [1, Theorem 2.14.2] obtained a more precise result: there exists a basis \( x_n^{(1)}, \ldots, x_n^{(m)} \) of solutions of (8) such that

\[
\lim_{n \to \infty} \frac{x_n^{(j)}}{x_n^{(j)}} = \lambda_j \quad \text{for all } j = 1, \ldots, m.
\]

Also, in the more general situation where the moduli \( |\lambda_j| \), and even the roots \( \lambda_j \) themselves, may coincide, Perron [43, 44] proved that there exists a basis of solutions (8) such that

\[
\limsup_{n \to \infty} \sqrt[n]{|x_n^{(j)}|} = |\lambda_j| \quad \text{for all } j = 1, \ldots, m.
\]

In the early 2000’s, Pituk [48] obtained a new limit relation for all nonzero solutions of (8), without any assumption on the moduli \( |\lambda_j| \), and even without assuming anything on \( d_n^{(0)} \) or \( d(0) \):

\[
\lim_{n \to \infty} \sqrt[n]{|x_n| + |x_{n+1}| + \cdots + |x_{n+m-1}|} = |\lambda_j| \quad \text{for some } j = 1, \ldots, m.
\]

The last result is sufficient for certain applications, see [36]. Thus, a rough guess about how to manage with asymptotic behaviors of minors of \( x_n \) is to obtain a difference equation for them. It is also worth mentioning Buslaev’s strengthening of Poincaré’s theorem (see [7]), where again the roots \( \lambda_j \) of the characteristic polynomial need not to be distinct in modulus: for any nonzero solution \( x_n \) of (8)

\[
\limsup_{n \to \infty} \sqrt[n]{|x_n|} = |\lambda_j| \quad \text{for some } j = 1, \ldots, m,
\]

and \( x_n \) satisfies a linear recurrence equation similar to (8), whose monic characteristic polynomial divides the monic characteristic polynomial of (8), and whose characteristic roots are all equal in modulus. As it was remarked by Zudilin [65], this implies that if \( x_n \) is a nonzero solution of (8) such that
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\[ \limsup_{n \to \infty} \sqrt[n]{|x_n|} = |\lambda_1|, \]

and if \(|\lambda_j| \neq |\lambda_1|\) for \(j \neq 1\), then

\[ \lim_{n \to \infty} \frac{x_{n+1}}{x_n} = \lambda_1. \]

### 3.3 The difference equations for the minors

The criteria in Sect. 2 are designed to deal with two different situations: either we have \(l\) linearly independent solutions of (8), or we have a basis of solutions, and select \(l\) solutions within this basis. Here we unify the exposition: if \(x_n^{(1)}, \ldots, x_n^{(m)}\) are \(m\) solutions of (8), for now not necessarily linearly independent, we select the first \(l\) of them and denote

\[ x_n^{(-,l)} = \begin{bmatrix} x_n^{(j)} \\ x_{n+i-1}^{(j)} \end{bmatrix} i = 1, \ldots, m \cdot j = 1, \ldots, l \]

If we take only \(l\) solutions of (8) from the very beginning, the discussion that follows does not change.

For any \(1 \leq \mu_1 < \cdots < \mu_l \leq m\), we pick the square sub-matrix of \(x_n^{(-,l)}\) with the corresponding rows:

\[ x_n^{(\mu,l)} = \begin{bmatrix} x_n^{(j)} \\ x_{n+\mu_i-1}^{(j)} \end{bmatrix} i = 1, \ldots, l \cdot j = 1, \ldots, l \]

We wish to find a linear recurrence equation satisfied by

\[ \det x_n^{(\mu,l)} \cdot \]

To this end, we write

\[ x_{n+1} = \Psi_n x_n, \]

where

\[ \Psi_n = \begin{bmatrix} \Psi_n^{(i,j)} \\ \Psi_n^{(j,i)} \end{bmatrix} i = 1, \ldots, m \cdot j = 1, \ldots, m \]

is the companion matrix of (8):

\[ \Psi_n^{(i,j+1)} = 1 \ (i = 1, \ldots, m - 1), \quad \Psi_n^{(i,j)} = -\frac{\alpha_n^{(j-1)}}{\alpha_n^{(m)}} \ (j = 1, \ldots, m), \quad \Psi_n^{(i,j)} = 0 \text{ otherwise.} \]

It is worth noticing that

\[ \Psi_n^{-1} = \begin{bmatrix} \Psi_n^{-1}^{(i,j)} \\ \Psi_n^{-1}^{(j,i)} \end{bmatrix} i = 1, \ldots, m \cdot j = 1, \ldots, m \]
where
\[
\Psi^{(1,i)}_n = \frac{\alpha^{(j)}_n}{\alpha^{(0)}_n} (j = 1, \ldots, m), \quad \Psi^{(i+1,i)}_n = 1 (i = 1, \ldots, m - 1), \quad \Psi^{(i,i)}_n = 0 \text{ otherwise},
\]
and that if \(\lambda^{(1)}_n, \ldots, \lambda^{(m)}_n\) are the eigenvalues of \(\Psi_n\), then \(w_{n+1} = \Lambda_n z_n\), where
\[
\Lambda^{(i,i)}_n = \lambda^{(i)}_n (j = 1, \ldots, m), \quad \Lambda^{(i,i+1)}_n = 1 (i = 1, \ldots, m - 1), \quad \Lambda^{(i,i)}_n = 0 \text{ otherwise},
\]
and \(z_n\) and \(w_{n+1}\) are defined by \(z^{(i)}_n = x^{(i)}_n\), \(x^{(i)}_n = x^{(i)}_n - \lambda^{(i)}_n x^{(i+1)}_{n+1}\) for \(i = 1, \ldots, m - 1\), and similarly \(w^{(i)}_{n+1} = x^{(i)}_{n+1}\), \(w^{(i)}_{n+1} = x^{(i)}_{n+1} - \lambda^{(i)}_{n+1} x^{(i)}_{n+2}\) for \(i = 1, \ldots, m - 1\). So far, we are not assuming that the Casoratian matrix \(x_n\) is non-singular. Incidentally,
\[
\det x_{n+1} = \det \Psi_n \det x_n,
\]
with
\[
\det \Psi_n = (-1)^n \frac{\alpha^{(j)}_n}{\alpha^{(m)}_n},
\]
gives us the recurrence equation for \(\det x_n\) displayed above, i.e. it settles the case \(l = m\), while (8) obviously copes with the case \(l = 1\). Plainly, \(\det x_n = \det z_n = \det w_n\) and \(\det \Psi_n = \det \Lambda_n = \lambda^{(1)}_n \ldots \lambda^{(m)}_n\).

By induction on \(k\),
\[
x_{n+k} = \Psi_{n+k-1} \ldots \Psi_n x_n,
\]
hence
\[
x^{(\mu,i)}_{n+k} = \left[ \Psi_{n+k-1} \ldots \Psi_n \right]^{(\mu,-)} x^{(-i)}_n.
\]
Here and hereafter, the empty product of matrices is the identity matrix. By the Binet–Cauchy formula,
\[
\det x^{(\mu,i)}_{n+k} = \sum_{\nu} \det \left[ \Psi_{n+k-1} \ldots \Psi_n \right]^{(\mu,\nu)} \det x^{(\nu,i)}_n,
\]
where the sum is over all \(\nu = (\nu_1, \ldots, \nu_l)\) such that \(1 \leq \nu_1 < \cdots < \nu_l \leq m\).

For a fixed \(\mu\), and for each \(k\), we consider the coordinates of \(\det x^{(\mu,i)}_{n+k}\) with respect to \(\det x^{(\nu,i)}_n\), where \(\nu\) varies: these are precisely \(\det \left[ \Psi_{n+k-1} \ldots \Psi_n \right]^{(\mu,\nu)}\). Thus, by letting \(k\) vary from 0 to \(\binom{m}{l}\), it is straightforward to obtain a linear difference equation of order \(\binom{m}{l}\) satisfied by \(y_n = \det x^{(\mu,i)}_n\):
\[
\sum_{k=0}^{\left(\begin{array}{l} m \\ l \end{array}\right)} (-1)^k \det \left[ \Psi_{n+j-1} \ldots \Psi_n \right]^{(\mu,\nu)} \left(\begin{array}{l} m \\ l \end{array}\right) y_{n+k} = 0,
\]
where \(\hat{k}\) means that the index \(k\) is omitted in the range for \(j\). Note that any minor \(y_n = \det x^{(\mu,\nu)}_n\) is a solution of (9), because the coefficients in (9) do not depend on the
choice of the columns \( v_1, \ldots, v_l \), while they do depend on the choice of the rows \( \mu_1, \ldots, \mu_l \).

Also, in (9) and in similar formulas below, unless otherwise stated, we can take any ordering in the set for \( \nu \) (of course, the same each time, in the same formula).

Again keeping \( \mu \) fixed, the \( \left( \begin{array}{c} m \\ l \end{array} \right) \) solutions \( y_n = \det x_n^{(\mu, \nu)} \) of (9) found above, with \( 1 \leq v_1 < \cdots < v_l \leq m \), are linearly independent if and only if the Casoratian matrix

\[
\begin{bmatrix}
\det x_{n+j-1}^{(\mu, \nu)} \\
j = 1, \ldots, \left( \begin{array}{c} m \\ l \end{array} \right) \\
1 \leq v_1 < \cdots < v_l \leq m
\end{bmatrix}
\]

is non-singular. Just as above, we have

\[
\det \left[ \det x_{n+j-1}^{(\mu, \nu)} \right] \\
j = 1, \ldots, \left( \begin{array}{c} m \\ l \end{array} \right) \\
1 \leq v_1 < \cdots < v_l \leq m
\]

\[
= \det \left[ \sum_\nu \det \left[ \Psi_{n+j-2}^{(\mu, \nu)} \cdots \Psi_n^{(\mu, \nu)} \right] \det x_n^{(\nu, \nu)} \right] \\
j = 1, \ldots, \left( \begin{array}{c} m \\ l \end{array} \right) \\
1 \leq v_1 < \cdots < v_l \leq m
\]

\[
= \det \left[ \det \left[ \Psi_{n+j-2}^{(\mu, \nu)} \cdots \Psi_n^{(\mu, \nu)} \right] \right] \\
j = 1, \ldots, \left( \begin{array}{c} m \\ l \end{array} \right) \\
1 \leq v_1 < \cdots < v_l \leq m
\]

\[
\det \left[ \det x_n^{(\nu, \nu)} \right] \\
1 \leq v_1 < \cdots < v_l \leq m
\]

where the Binet formula \( \det AB = \det A \det B \) was used. Here, one more time, the ordering in the set for \( \nu \) (resp. for \( \nu \)) must be the same at each occurrence, while it needs not to be identical for \( \nu \) and \( \nu \), though it would be more consistent; on the other hand, there is no way to choose the same ordering for \( j \) and \( \nu \) (that would just be non-sense). By (19) below,

\[
\det \left[ \det x_{n+j-1}^{(\mu, \nu)} \right] \\
j = 1, \ldots, \left( \begin{array}{c} m \\ l \end{array} \right) \\
1 \leq v_1 < \cdots < v_l \leq m
\]

\[
= \det \left[ \det \left[ \Psi_{n+j-2}^{(\mu, \nu)} \cdots \Psi_n^{(\mu, \nu)} \right] \right] \det x_n^{(\nu, \nu)} \left( \begin{array}{c} m-1 \\ l-1 \end{array} \right)
\]

\[
1 \leq v_1 < \cdots < v_l \leq m
\]

We remark that the highest and the lowest order coefficients in (9), respectively, are
\[ (-1)^j \det \left[ \det [\Psi_{n+j-2} \cdots \Psi_n]^{(\mu, \nu)} \right] \]

\[ j = 1, \ldots, \begin{pmatrix} m \\ l \end{pmatrix} \]

\[ 1 \leq v_1 < \cdots < v_l \leq m \]

and, using the Binet formula and (19) again,

\[ \det \left[ \det [\Psi_{n+j-1} \cdots \Psi_n]^{(\mu, \nu)} \right] \]

\[ j = 1, \ldots, \begin{pmatrix} m \\ l \end{pmatrix} \]

\[ 1 \leq v_1 < \cdots < v_l \leq m \]

\[ = \det \left[ \det [\Psi_{n+j-1} \cdots \Psi_{n+1}]^{(\mu, \nu)} \right] \]

\[ j = 1, \ldots, \begin{pmatrix} m \\ l \end{pmatrix} \]

\[ (\det \Psi_n) \begin{pmatrix} m - 1 \\ l - 1 \end{pmatrix}, \]

in accordance with the discrete Abel formulas for (8) and for (9).

Our conclusion, for this subsection, reads as follows: if the quantity in (10) is nonzero for some \( n \) (thus is so for any \( n \)), and if \( \lambda_n^{(1)}, \ldots, \lambda_n^{(m)} \) is a basis of solutions of (8), then \( \{ \det \lambda_n^{(\mu, \nu)} : 1 \leq v_1 < \cdots < v_l \leq m \} \) is a basis of solutions of (9).

**Remark 3.1** The coefficients of the recurrence Eq. (9) only depend on the coefficients of the recurrence (8), and do not depend on a basis of solutions, nor on a choice for the columns of the minor. To be more precise, since the coefficients of the matrix \( \Psi_n \) are either 0 or, up to the sign, an elementary symmetric function in the eigenvalues \( \lambda_n^{(1)}, \ldots, \lambda_n^{(m)} \),

\[ \text{Sym}^r(\lambda_n^{(1)}, \ldots, \lambda_n^{(m)}) = \sum_{1 \leq v_1 < \cdots < v_l \leq m} \lambda_n^{(v_1)} \cdots \lambda_n^{(v_l)}, \quad r = 0, \ldots, m, \]

where \( \text{Sym}^0(\lambda_n^{(1)}, \ldots, \lambda_n^{(m)}) = 1 \), for all \( \nu \) with \( 1 \leq v_1 < \cdots < v_l \leq m \) we have universal polynomials in \( z_{i,r} \), with \( i = 1, \ldots, \begin{pmatrix} m \\ l \end{pmatrix} - 1 \), \( r = 1, \ldots, m \), with integer coefficients and partial degree not exceeding 1 in each of \( z_{i,r} \), such that their values at \( z_{i,r} = \text{Sym}^r(\lambda_n^{(1)}, \ldots, \lambda_n^{(m)}) \) are the coefficients of the Eq. (9).

**Remark 3.2** We stress that the lowest and highest order coefficients in (8) and in (9) are related by (10), and that the lowest order coefficient for a given \( n \) is, up to a nonzero constant, the highest order coefficient for \( n + 1 \). For this reason, it is sufficient to check the non-vanishing of one of the two (say: the highest order coefficient) for any \( n \), in order to apply the described method.

**Remark 3.3** There is an equivalent way to get the recurrence (9), that we outline here. Let \( \lambda_n^{(1)}, \ldots, \lambda_n^{(m)} \) be the (nonzero) roots of

\[ \alpha_n^{(m)} \lambda^m + \alpha_n^{(m-1)} \lambda^{m-1} + \cdots + \alpha_n^{(0)} = 0, \]

which, essentially, may be supposed to be distinct, as we are going to see. Then the rows of the \( (m + 1) \times (m + 1) \) matrix

\[ \text{Sym}^r(\lambda_n^{(1)}, \ldots, \lambda_n^{(m)}) = \sum_{1 \leq v_1 < \cdots < v_l \leq m} \lambda_n^{(v_1)} \cdots \lambda_n^{(v_l)}, \quad r = 0, \ldots, m, \]
are linearly dependent, so that its determinant vanishes. Here, \( \nu_1, \ldots, \nu_m \) are arbitrarily chosen indices with \( 1 \leq \nu_1 < \cdots < \nu_m \leq m \), so that we have \( \binom{m}{l-1} \) such vanishing determinants, for each \( n \). Each determinant can be expanded with the help of Laplace formula along the first \( l \) columns, to obtain

\[
\sum_{0 \leq \mu_1 < \cdots < \mu_l \leq m} (-1)^{m-\mu_l} \det x_{n+i}^{(j)} = \mu_1, \ldots, \mu_l \det \lambda_n^{(\nu)} = 0, \quad j = 1, \ldots, l
\]

(11)

where \( |\mu| = \mu_1 + \cdots + \mu_l \), and \( \hat{\mu}_1, \ldots, \hat{\mu}_m \) are the complementary indices of \( \mu_1, \ldots, \mu_l \) in \( 0, \ldots, m \). Thus, each sum contains \( \binom{m+1}{l} = \binom{m}{l} + \binom{m}{l-1} \) terms, note, however, that only \( 2 \binom{m}{l} - \binom{m-1}{l} = \binom{m}{l} + \binom{m-1}{l-1} \) of them have a minor of the Casoratian matrix as a factor. By considering consecutive values for \( n \), we have only \( \binom{m}{l-1} \) new terms, where \( \text{new} \) refers to their \( x \)-determinant factor, for each new value of \( n \), and the same number of new equations that correspond to different choices of \( \nu \). Thus, for a fixed \( \mu \) with \( 1 \leq \mu_1 < \cdots < \mu_l \leq m \), taking a linear combination of (11) for \( n, n+1, \ldots, n+\binom{m}{l}-1 \), we get a vanishing linear combination of terms of the type

\[
\det x_{n+i-1}^{(j)} = \mu_1, \ldots, \mu_l \quad j = 1, \ldots, l
\]

only, for \( n, n+1, \ldots, n+\binom{m}{l} \). Finally, we observe that each Eq. (11) can be divided by Vandermonde \( (\lambda_{\nu_1}, \ldots, \lambda_{\nu_m}) \), and after this operation the \( \lambda \)-determinant factors in (11) are replaced with polynomials in \( \text{Sym}^r(\lambda_n^{(1)}, \ldots, \lambda_n^{(m)}) \), and we do not need to assume that \( \lambda_n^{(1)}, \ldots, \lambda_n^{(m)} \) are distinct.

**Remark 3.4** Seemingly, yet another way to obtain the recurrence Eq. (9) is by induction on \( m - l \), using the condensation formula [31, (2.16)].

### 3.4 Recurrences with constant coefficients

Let us consider the special case when the coefficients of Eq. (8) are independent of \( n \):

\[
\alpha^{(m)} x_{n+m} + \alpha^{(m-1)} x_{n+m-1} + \cdots + \alpha^{(0)} x_n = 0,
\]

(12)

and suppose that \( \alpha^{(0)} \alpha^{(m)} \neq 0 \). If the roots \( \lambda_1, \ldots, \lambda_m \) of the polynomial

\[
\alpha^{(m)} \lambda^m + \alpha^{(m-1)} \lambda^{m-1} + \cdots + \alpha^{(0)}
\]

(13)

are distinct, then \( x_n^{(j)} = \lambda_j^n (j = 1, \ldots, m) \) is a basis of solutions of (12), because
\[ \det \begin{bmatrix} x_{n+i-1}^{(j)} \\ \vdots \end{bmatrix} \bigg|_{i=1, \ldots, m} = \det \begin{bmatrix} \lambda_j^{n+i-1} \\ \vdots \end{bmatrix} \bigg|_{j=1, \ldots, m} = (\lambda_1 \cdots \lambda_m)^n \prod_{1 \leq i < j \leq m} (\lambda_j - \lambda_i) \neq 0. \]

(14)

The columns of the matrix in (14) are the eigenvectors of the companion matrix

\[ \Psi = \begin{bmatrix} \Psi^{(ij)} \\ \vdots \end{bmatrix} \bigg|_{i=1, \ldots, m} \bigg|_{j=1, \ldots, m} \]

(15)

of the recurrence Eq. (12), defined by

\[ \Psi^{(i+1)} = 1 \ (i = 1, \ldots, m-1); \quad \Psi^{(m,j)} = -\frac{\alpha^{(j-1)}}{\alpha^{(m)}} \ (j = 1, \ldots, m); \quad \Psi^{(ij)} = 0 \text{ otherwise,} \]

so that

\[ \Psi x_n = x_n \Delta, \]

where \( \Delta = \text{diag} (\lambda_1, \ldots, \lambda_m) \).

This holds in particular when \( \lambda_1, \ldots, \lambda_m \) additionally satisfy

\[ \lambda_{i+1} - \lambda_i = \varepsilon \quad \text{for any} \ i \neq k_1, k_1 + k_2, \ldots, k_1 + \cdots + k_r - 1, \]

where \( k_1 + \cdots + k_r = m \). After a few elementary manipulations on the columns of \( x_n \), dividing by a suitable power of \( \varepsilon \) and making \( \varepsilon \to 0 \) (keeping the \( r \) numbers \( \lambda_{k_1}, \lambda_{k_1+k_2}, \ldots, \lambda_{k_1+\cdots+k_r} \) fixed) in (14), we obtain, by changing the notation, a basis of solutions of (12), which also is a basis of eigenvectors of \( \Psi \), when \( \lambda_1, \ldots, \lambda_r \) are the distinct roots of (13) with multiplicities \( k_1, \ldots, k_r \):

\[ x_n^{(k)} = \binom{n}{k-1} \lambda_1^{n-k+1} \ (k = 1, \ldots, k_1), \]

\[ x_n^{(k_1+k)} = \binom{n}{k-1} \lambda_2^{n-k+1} \ (k = 1, \ldots, k_2), \]

\[ \ldots, x_n^{(k_1+\cdots+k_r)} = \binom{n}{k-1} \lambda_r^{n-k+1} \ (k = 1, \ldots, k_r), \]

because now

\[ \det \begin{bmatrix} x_{n+i-1}^{(j)} \\ \vdots \end{bmatrix} \bigg|_{i=1, \ldots, m} = (\lambda_1^k \cdots \lambda_r^k)^n \prod_{1 \leq i < j \leq r} (\lambda_j - \lambda_i)^{k_j} \neq 0, \]

see [38, pp.174–176], or, for a modern and well informed source, [31, Theorem 20].

Let us suppose, to avoid complications, that \( \lambda_1, \ldots, \lambda_m \) are distinct. We may apply the arguments in Sect. 3.3, and find a difference equation for the minors

\[ y_n = \det x_n^{\mu, \nu} = \det \begin{bmatrix} \lambda_{\nu_1}^{\mu_1-1} \\ \vdots \end{bmatrix} \bigg|_{i=1, \ldots, l} = (\lambda_{\nu_1} \cdots \lambda_{\nu_l})^n \det \begin{bmatrix} \lambda_{\nu_j}^{\mu_j-1} \\ \vdots \end{bmatrix} \bigg|_{j=1, \ldots, l}, \]

namely
If
\[
\begin{bmatrix}
  m \\
  l
\end{bmatrix}
\begin{bmatrix}
  \cdots
  \lambda_{v_1} \cdot \lambda_{v_l}
\end{bmatrix},
\]
\[
\begin{bmatrix}
  m \\
  l
\end{bmatrix}
\begin{bmatrix}
  \cdots
  \lambda_{v_1} \cdot \lambda_{v_l}
\end{bmatrix} \neq 0
\]
for all \( v \), then by (16) the \( \left( \begin{array}{c}
  m \\
  l
\end{array} \right) \) products \( \lambda_0 = \lambda_{v_1} \cdots \lambda_{v_l} \), for \( 1 \leq v_1 < \cdots < v_l \leq m \), are roots of the polynomial

\[
\sum_{k=0}^{m \choose l} (-1)^k \det \left[ \begin{bmatrix}
  \mu \\
  v
\end{bmatrix} \right] \begin{bmatrix}
  \begin{array}{c}
    \cdots
    \lambda_{v_1} \cdot \lambda_{v_l}
  \end{array}
\end{bmatrix},
\]
\[
\begin{bmatrix}
  m \\
  l
\end{bmatrix}
\begin{bmatrix}
  \cdots
  \lambda_{v_1} \cdot \lambda_{v_l}
\end{bmatrix} = 0.
\]

In addition, if \( \lambda_0 \) are all distinct, then the highest and lowest (see remark 3.2) coefficients of (17) are nonzero, because

\[
\det \left[ \begin{bmatrix}
  \mu \\
  v
\end{bmatrix} \right] \begin{bmatrix}
  \begin{array}{c}
    \cdots
    \lambda_{v_1} \cdot \lambda_{v_l}
  \end{array}
\end{bmatrix},
\]
\[
\begin{bmatrix}
  m \\
  l
\end{bmatrix}
\begin{bmatrix}
  \cdots
  \lambda_{v_1} \cdot \lambda_{v_l}
\end{bmatrix} = 1
\]

and

\[
\prod_{1 \leq v_1 < \cdots < v_l \leq m} \det \lambda_{v_1} \cdot \det \lambda_{v_l} \neq 0
\]

\[
\begin{bmatrix}
  m \\
  l
\end{bmatrix}
\begin{bmatrix}
  \cdots
  \lambda_{v_1} \cdot \lambda_{v_l}
\end{bmatrix} = 1
\]

\[
\begin{bmatrix}
  m \\
  l
\end{bmatrix}
\begin{bmatrix}
  \cdots
  \lambda_{v_1} \cdot \lambda_{v_l}
\end{bmatrix} = 0.
\]
Putting this in a different way, by performing the previous trick for all the coefficients of the polynomial \((17)\), we see that, under the non-vanishing assumption 
\[
\det x_0^{\mu,\nu} \neq 0 \quad \text{for all } \nu,
\]
the polynomial \((17)\) is a multiple (by a nonzero coefficient) of
\[
\sum_{k=0}^{m-l} (-1)^k \det [\lambda_j^k]_{j=0, \ldots, \kappa, \ldots, (m/l)}_{1 \leq v_1 < \cdots < v_l \leq m}
\]
where
\[
\det x_0^{\mu,\nu} \neq 0.
\]
Moreover, the Casoratian matrix
\[
\left[ \det x_{n+j-1}^{\mu,\nu} \right]_{j=0, \ldots, (m/l)}_{1 \leq v_1 < \cdots < v_l \leq m}
\]
is non-singular, because
\[
\det \left[ \det x_{n+j-1}^{\mu,\nu} \right]_{j=0, \ldots, (m/l)}_{1 \leq v_1 < \cdots < v_l \leq m} = \prod_{1 \leq v_1 < \cdots < v_l \leq m} \det x_0^{\mu,\nu} \cdot \det [\lambda_j^k]_{j=0, \ldots, (m/l)}_{1 \leq v_1 < \cdots < v_l \leq m} \neq 0.
\]
Clearly, if \(\lambda\) are distinct, then \textit{a fortiori} \(\lambda_j\) are distinct. Note, however, that \(y_n\) satisfies the difference equation
\[
y_{n+q} + \beta^{(q-1)} y_{n+q-1} + \cdots + \beta^{(0)} y_n = 0,
\]
for \(q = \binom{m}{l}\) and \(\beta^{(0)}, \ldots, \beta^{(q-1)}\) defined by
\[
\prod_\nu (\lambda - \lambda) = \lambda^q + \beta^{(q-1)} \lambda^{q-1} + \cdots + \beta^{(0)},
\]
regardless to whether \( \lambda_v \) are distinct or not. If they are not distinct, the minors \( \det J^{\mu,0}_n \) are no longer a basis of solutions of the recurrence (16).

It is fairly possible that in concrete applications of the outlined method in the environment of our criteria in Sect. 2, the assumption that \( \lambda_v \) are distinct is fulfilled. In this case, one can deal with the requirement that (10) does not vanish, by combining the above discussion with (7), and recalling that \( a^{(0)} a^{(m)} \neq 0 \). However, we seek for more generality, specially because the result that we present looks like much more ready-to-use than the recurrence (9). On the other hand, in some cases one may wish to apply Buslaev’s theorem and Zudilin’s corollary described above to (9), which therefore is of some interest by itself.

### 3.5 The Sylvester–Franke theorem

The following fundamental result in the theory of determinants made its appearance in Sect. 3.3, and is crucial in rest of this section.

**Theorem 3.1** (Sylvester–Franke’s theorem [24, 56]) Let \( \rho \) be a \( m \times m \) matrix with entries in \( \mathbb{C} \), and let \( \lambda_1, \ldots, \lambda_m \) be the eigenvalues of \( \rho \), repeated with their algebraic multiplicity. Then for all \( l = 1, \ldots, m \) the eigenvalues of the matrix whose \( \binom{m}{l} \) rows and columns are arranged with the same (say: the lexicographical) ordering, are \( \lambda_{\mu_v} = \lambda_{\mu_1} \cdots \lambda_{\mu_l} \) for \( 1 \leq \mu_1 < \cdots < \mu_l \leq m \), again repeated with their algebraic multiplicity.

In particular

\[
\det \left[ \det \rho^{(\mu, \nu)} \right]_{\mu_1 < \cdots < \mu_l} = (\det \rho)_{\frac{m - 1}{l - 1}}.
\]

**Proof** Let us prove (19), up to the sign, and under the assumption \( \det \rho \neq 0 \). Up to reordering the columns (or the rows) in \( \rho \) we may suppose that all principal minors \( \det \rho^{(k, k)} \), for \( k = 1, \ldots, m \), are nonzero. In this setting one could even determine all the eigenvalues of (18), and, as a result, obtain (18); note, however, that the eigenvalues may change because of the permutation of the rows (or of the columns) in \( \rho \). By assumptions, there exist an upper triangular matrix \( U \), with 1’s on its diagonal, a lower triangular matrix \( L \) with 1’s on its diagonal, and a diagonal matrix \( \Delta \) with the \( \lambda_j \)'s on its diagonal (possibly up to a permutation), such that

\[
\rho = LU = L(\lambda)U = L(\lambda_1) \cdots L(\lambda_m).
\]

By the Binet–Cauchy formula applied twice,

\[
\det \left[ \det \rho^{(\mu, \nu)} \right]_{\mu_1 < \cdots < \mu_l} = \det L^{(\mu, \tau)}_{\mu_1 < \cdots < \mu_l} \det \Delta^{(\tau, \nu)}_{\tau_1 < \cdots < \tau_l} \det U^{(\nu)}_{\nu_1 < \cdots < \nu_l},
\]
where the ranges for $\mu$, $\tau$, $\nu$ and $\nu$ are the same, and the lexicographical ordering is chosen at any occurrence of each multi-index. The last formula displays a product of three matrices, namely: a lower triangular matrix with 1’s on the diagonal, a diagonal matrix with the products $\lambda_\nu$ on its diagonal, and an upper triangular matrix with 1’s on the diagonal. Therefore

$$\det[\det \rho^{(\mu,\nu)}]_\mu = \det[\det \Delta^{(r,\omega)}]_\tau = (\det \Delta^{(r,\omega)})^{(m-1)} l^{-1} = (\det \rho^{(\mu,\nu)})^{(m-1)} l^{-1},$$

as we claimed. In particular, if $\rho$ is non-singular, then its $l$th compound matrix (18) is also non-singular. It could be seen that the products $\lambda_\nu$, which are the eigenvalues of the $l$th compound matrix of $\Delta$, are also the eigenvalues of (18), which would imply our claim in this special case, but we are about to prove it in general.

We now prove that $\lambda_\nu$ are the eigenvalues of (18) without assuming neither $\det \rho \neq 0$, nor the non-vanishing of the principal minors of $\rho$. In $\mathbb{C}$ a passage to the limit would suffice, but we prefer an algebraic proof. Also, the abstract argument in [23] seemingly requires using the axiom of choice, which we do not require here.

Let $\sigma$ be a non-singular square matrix such that

$$\rho \sigma = \sigma J,$$

where $J$ is Jordan’s canonical form of $\rho$, so that $J = \Lambda + \Omega$, where $\Lambda$ is a diagonal matrix with $\lambda_1, \ldots, \lambda_m$ on its diagonal (up to the order), and $\Omega$ is a nilpotent, strictly upper (according to some authors, lower), triangular matrix. Just as above, we have

$$[\det \rho^{(\mu,r)}]_\mu [\det \sigma^{(r,\nu)}]_\nu = [\det \sigma^{(\mu,\nu)}]_\mu [\det \rho^{(\mu,\nu)}]_\nu$$

where

$$[\det \rho^{(\mu,\nu)}]_\nu 1 \leq \nu_1 < \cdots < \nu_l \leq m$$

is an upper triangular matrix with $\lambda_\nu$ on its diagonal, and

$$[\det \sigma^{(r,\nu)}]_\nu 1 \leq \nu_1 < \cdots < \nu_l \leq m$$

is a non-singular matrix by the previous argument. Thus, the eigenvalues of (18) are the same as the eigenvalues of (20), which plainly are the products $\lambda_\nu$, and the theorem is proved.

**Remark 3.5** The matrix (18) is called the $l$th **compound matrix**, or the $l$th **adjugate**, of $\rho$. A proof of the Sylvester-Franke theorem by induction, and several interesting historical notes with a rich bibliography, can be found in [51]. Further proofs are in [60] and [23]. The second part of our proof has intersection with [23] when $\rho$ is diagonalizable, i.e. when $J$ is diagonal. The natural environment of the compound matrices is the exterior algebra $\Lambda^l \mathbb{C}^m$. 

 Springer
Remark 3.6 Rather interestingly, the $L\Delta U$ factorization of the Hessian matrix is a cornerstone of the $\mathbb{C}^N$-saddle point method in [47].

Remark 3.7 If we wish to find the eigenvectors of the compound matrix (18), assuming that we already know the eigenvectors of $\rho$, which are (some of) the columns of $\sigma$ in the above proof, then we are confronted with the entirely combinatorial problem of finding the Jordan normal form of the compound matrix of $J$, which is Jordan’s normal form of $\rho$. The solution of this problem is detailed in [2] and [33].

3.6 Asymptotic behavior of the minors

Pituk [48] considered Poincaré-Perron type difference systems

$$p_{n+1} = [A + B_n]p_n,$$

where $p_n \in \mathbb{C}^m$, the matrix $A \in \mathbb{C}^{m \times m}$ is independent of $n$, and the sequence of matrices $B_n \in \mathbb{C}^{m \times m}$ satisfies

$$\lim_{n \to \infty} \|B_n\| = 0.$$

Here, $\| \cdot \|$ can be any norm on $\mathbb{C}^{m \times m}$.

Putting two theorems together, we have

**Theorem 3.2** (Pituk [48, 49]) Let $\lambda_1, \ldots, \lambda_m$ be the eigenvalues of $A$. If $p_n$ is a solution of (21), then either $p_n = 0$ for any sufficiently large $n$, or

$$\lim_{n \to \infty} \sqrt[n]{\|p_n\|} = |\lambda_j|$$

for some $j = 1, \ldots, m$. (22)

Furthermore, if in (22) we have $p_n \in \mathbb{R}^m_{\geq 0}$, then $|\lambda_j| = \lambda_j \in \mathbb{R}_{\geq 0}$ in (22), and there exists an eigenvector $q$ of $A$ such that $A q = \lambda_j q$ (with the same eigenvalue as in (22)) and $q \in \mathbb{R}^m_{\geq 0}$.

Again, in (22) we can take any norm on $\mathbb{C}^m$. The limit equation we reported about in Sect. 3.2 above was obtained by choosing the $\ell_1$-norm in $\mathbb{C}^m$, $A = \Psi$ and $B_n = \Psi n - \Psi$, where $\Psi_n$ and $\Psi$ are the companion matrices in Sects. 3.2–3.3.

The quoted theorems by Pituk require a very weak assumption on the sequence $B_n$ and essentially no assumption on the matrix $A$, which is very remarkable in comparison with previous results by Perron, Máté and Nevai, Coffman, Li, Trench, Pituk himself and other authors. The second part of the theorem above does not require that $A$ is a nonnegative matrix, but implies a weak form of the Perron-Frobenius theorem about the spectral radius of a nonnegative matrix, see [49, pp. 492–493].

Combining (22) and (19), we get the following

**Theorem 3.3** Let $x_{n}^{(1)}, \ldots, x_{n}^{(l)}$ be linearly independent solutions of (8). Suppose that (7) holds, and let $\lambda_1, \ldots, \lambda_m$ be the eigenvalues of the matrix $\Psi$ in (15). Let

$$x_n = \left[ x_{n+i-1}^{(j)} \right] i = 1, \ldots, m, j = 1, \ldots, l$$

Then
\[
\lim_{n \to \infty} \left\| \left[ \det x_n^{(\mu,-)} \right]_{\mu} \right\| = |\lambda_{v_1} \cdots \lambda_{v_l}| \quad \text{for some } 1 \leq v_1 < \cdots < v_l \leq m.
\]

**Proof** By Sect. 3.1, our first assumption on \(x_n^{(1)}, \ldots, x_n^{(l)}\) implies that

\[
det \left[ x_{n+i-1}^{(l)} \right]_{i = 1, \ldots, l} \neq 0 \quad \text{for infinitely many } n.
\]

We may apply (22) to the system

\[
\left[ \det x_{n+1}^{(\mu,-)} \right]_{\mu} = \left[ \det \Psi_n^{(\mu,v)} \right]_{\mu} \left[ \det x_n^{(\mu,-)} \right]_{\mu},
\]

because

\[
\left[ \det \Psi_n^{(\mu,v)} \right]_{\mu} = \left[ \det \Psi_n^{(\mu,v)} \right]_{\mu} + \left[ \det \Psi_n^{(\mu,v)} - \det \Psi_n^{(\mu,v)} \right]_{\mu}
\]

and

\[
\lim_{n \to \infty} \left\| \left[ \det \Psi_n^{(\mu,v)} - \det \Psi_n^{(\mu,v)} \right]_{\mu} \right\| = 0.
\]

By the Sylvester-Franke theorem, the eigenvalues of

\[
\left[ \det \Psi_n^{(\mu,v)} \right]_{\mu}
\]

are precisely the products \(\lambda_{v_1} \cdots \lambda_{v_l}\), for \(1 \leq v_1 < \cdots < v_l \leq m\). \(\square\)

**Remark 3.8** The above result can be made more precise, using the Jordan normal form of the compound matrix of \(\Psi\), and we refer the reader to our previous remark 3.7.

### 4 Some applications of our criterion

In this section we outline a concrete application of our criterion on two examples. The exposition that follows is a bit sketchy, for two reasons. The first one is that we want to keep the focus of the paper on the criterion itself, and the examples below are merely illustrative. The second reason is that we do not try here to optimize the parameters in the first example, see the end of Sect. 4.1, nor we put special care in the general upper bound for the linear forms, see below. Thus, the experimental results we present here are very likely improvable; in the first example, with the help of the refined criterion, see Theorem 2.4 above, combined with the so-called permutation-group method; in the second example, with a clever estimate of the linear forms.

Let \(\alpha_1, \ldots, \alpha_m \in \mathbb{C}\) be distinct, and let \(k, m, n \in \mathbb{N}\) with \(k \geq 1\). The \(k\)th polylogarithm of \(z\) is defined for \(z \in \mathbb{C}\) with \(|z| < 1\), by

\[
\text{polylog}_k(z) = \sum_{n=1}^{\infty} \frac{z^n}{n^k}.
\]
Vectors of type II Hermite–Padé approximations and a new linear…

\[ \text{Li}_k(z) = \sum_{l=0}^{\infty} \frac{z^l}{k^l}. \]

We put, recursively,

\[ U_0(z) = \prod_{i=1}^{m} (z + \alpha_i)^{kn}, \quad U_j(z) = \frac{1}{n!} \frac{d^n}{dz^n} (z^n U_{j-1}(z)) \hspace{1cm} (j = 1, \ldots, k). \]

The polynomials \( U_j(z) \) have degree \( kmn \). Let \( V_0(z) = z^{kmn} U_0(1/z) \). There exist \( km \) polynomials \( W_{ij}(z) \) with \( i = 1, \ldots, m \) and \( j = 1, \ldots, k \) having degree not exceeding \( kmn \) such that

\[ V_0(z) \text{Li}_j(-\alpha_i z) - W_{ij}(z) = O(z^{kmn+n+1}) \quad (z \to 0). \]  

(23)

In other words, \( V_0, W_{1,1}, \ldots, W_{1,k}, \ldots, W_{m,1}, \ldots, W_{m,k} \) is a system of \((n, \ldots, n)\) type II Padé approximations to \( 1, \text{Li}_1(-\alpha_1 z), \ldots, \text{Li}_k(-\alpha_k z), \ldots, \text{Li}_1(-\alpha_{m-1} z), \ldots, \text{Li}_k(-\alpha_{m-1} z) \) at \( z = 0 \). This is a special case of a more general analytic construction introduced in [15]. The case \( k = 1 \) was introduced in [41] and [52], and the case \( m = 1 \) was introduced, in the more general context of the Lerch functions, in [27]. In particular, the above statement is a special case of [15, Theorem 3.6]. Moreover, the construction can be slightly twisted to obtain a \((km+1) \times (km+1)\) square matrix of polynomials whose determinant does not vanishes for any \( n \), and is independent of \( z \); see [15, Proposition 5.1].

We shall need the following more explicit expressions for the polynomials \( V_0 \) and \( W_{ij} \):

\begin{align*}
V_0(z) &= \sum_{l_1=0}^{kn} \cdots \sum_{l_m=0}^{kn} \left( \frac{n + l_1 + \cdots + l_m}{n} \right)^k \left( \frac{kn}{l_1} \right)^{kn-l_1} \cdots \left( \frac{kn}{l_m} \right)^{kn-l_m} z^{kn-n-l_1-\cdots-l_m} \\
W_{ij}(z) &= \sum_{l_1=0}^{kn} \cdots \sum_{l_m=0}^{kn} \left( \frac{n + l_1 + \cdots + l_m}{n} \right)^k \left( \frac{kn}{l_1} \right)^{kn-l_1} \cdots \left( \frac{kn}{l_m} \right)^{kn-l_m} \\
&\quad \times \frac{1}{s!} \sum_{s=1}^{l_1+\cdots+l_m} (-1)^s \alpha_i^s z^{kn-n-l_1-\cdots-l_m} \hspace{1cm} (i = 1, \ldots, m; j = 1, \ldots, k). 
\end{align*}

Taking into account (23), if \( |\alpha_i| < 1 \) for \( i = 1, \ldots, m \), then

\[ |V_0(1) \text{Li}_j(-\alpha_i) - W_{ij}(1)| \leq (kmn + 1) |\text{Li}_j(1)| |\alpha_i|^{n + \max_{s=1,\ldots,m} \max_{l=0,\ldots,\infty} \left( \frac{n + ml}{n} \right)^k \left( \frac{kn}{l} \right)^{kn-n-l}}. \]

as is easily seen using the absolute convergence of the approximation series.

For a generalization of the main result of [35] to values of the polylogarithm at algebraic points outside the unit disc, we refer the reader to the recent paper [21]. That requires much deeper arguments, which we do not tackle here.

From

\[ \left( \frac{n + ml}{n} \right)^k \left( \frac{kn}{l} \right)^{kn} \leq \left( \frac{n + kmn}{n} \right)^k \left( \frac{kn}{\left[ \frac{kn}{2} \right]} \right)^{kn} \]

we infer that

\[ \text{Li}_k(z) = \sum_{l=0}^{\infty} \frac{z^l}{k^l}. \]
\[ \log |V_0(1)\text{Li}_1(-\pi) - W_{i\pi}(1)| \]
\[ \leq (km + 1)n \log \max_j |\alpha_j| + ((km + 1) \log(km + 1) - km \log(km) + m \log 2)kn + O(\log n), \]
for \( n \to \infty \). This will be used in the second example.

### 4.1 First example

In the first example we focus on the linear independence of
\[
1, \text{Li}_1(1/q), \text{Li}_2(1/q), \text{Li}_1(2/q), \text{Li}_2(2/q)
\]
over \( \mathbb{Q} \) for all sufficiently large positive integers \( q \). Let \( \alpha = -1/q \) and \( \beta = -2/q \), and let
\[
u_1(z; n) = \frac{1}{n!} \frac{d^n}{dz^n} \left( \frac{z^n}{n!} \frac{d^n}{dz^n} \left( \frac{z^n}{n!} \frac{d^n}{dz^n} (z + \alpha)^2(z + \beta)^2 \right) \right),
\]
\[
u_2(z; n) = a \int_0^1 \frac{u(z; n) - u(-at; n)}{z + at} \log t \, dt,
\]
\[
u_2(z; n) = \frac{1}{n!} \frac{d^n}{dz^n} \left( \frac{z^n}{n!} \frac{d^n}{dz^n} \left( \frac{z^n}{n!} \frac{d^n}{dz^n} (z + \alpha)^2(z + \beta)^2 \right) \right),
\]
\[
u_2(z; n) = a \int_0^1 \frac{u(z; n) - u(-at; n)}{z + at} \log t \, dt,
\]
\[
u_2(z; n) = a \int_0^1 \frac{u(z; n) - u(-at; n)}{z + at} \log t \, dt,
\]
\[
u_2(z; n) = a \int_0^1 \frac{u(z; n) - u(-at; n)}{z + at} \log t \, dt,
\]
see [52, p.285] and [29, p.375] for similar formulas. Roughly, when \( q \) is large the linear forms
\[
u_1(z; 1), \text{Li}_1(1/q), \text{Li}_2(1/q), \text{Li}_1(2/q), \text{Li}_2(2/q)
\]
are small. However, the coefficients \( u(1; n), v_1(1; n), v_2(1; n), w_1(1; n), w_2(1; n) \) are rational. It is sufficient to multiply each of them by
\[
q^{2n}d_n^2,
\]
where \( d_n \) is the least common multiple of the integers \( 1, \ldots, n \), to obtain approximations with integer coefficients. More precisely, our refined criterion, i.e. Theorem 2.4 above, is less demanding, but in this first attempt we prefer to skip these nuances. Computations show that using just the same sequences of approximations we experimentally find out that the five numbers \( 1, \text{Li}_1(1/q), \text{Li}_2(1/q), \text{Li}_1(2/q), \text{Li}_2(2/q) \) are linearly independent over \( \mathbb{Q} \) for all \( q \geq 1323 \), and that four out of the same five numbers are linearly independent over \( \mathbb{Q} \) for all \( q \geq 1287 \). The improvement on the range for \( q \) in the second case depends on the asymptotic behavior of the \( 2 \times 2 \) determinants of linear forms, as showed in Theorem 3.3 above. For comparison, we recall that \( 1, \text{Li}_1(1/q), \text{Li}_2(1/q) \) are known to be linear independent over \( \mathbb{Q} \) for \( q \geq 6 \), and \( 1, \text{Li}_1(2/q), \text{Li}_2(2/q) \) are linear independent over \( \mathbb{Q} \) for \( q \geq 51 \), see [54, p.94].

To achieve our plan rigorously, one should compute a linear recurrence relation satisfied by all the coefficients \( u(1; n), v_1(1; n), v_2(1; n), w_1(1; n), w_2(1; n) \). According to the experimental style of this section, we proceed differently. The coefficient \( u(1; n) \) can be easily written as a double Cauchy integral, so that
\[
\lim_{n \to \infty} \frac{1}{n} \log |u(1;n)|
\]
(26)
depends on the critical values of the function
\[
f(s, t) = \frac{s(s - 1/q)^2 (s - 2/q)^2 t}{(s - t)(t - 1)}.
\]
Solving
\[
\frac{\partial}{\partial t} f(s, t) = 0,
\]
we obtain \( s = r^2 \). If we were using the \( C^2 \) saddle point method [30], we would look for the critical values of \( f(r^2, t) = (g(t))^2 \), where
\[
g(t) = \frac{t(t^2 - 1/q)(t^2 - 2/q)}{t - 1}.
\]
If we solve \( g'(t) = 0 \), i.e. we find the roots \( t_1, \ldots, t_5 \) of
\[
4r^5 - 5r^4 - \frac{6}{q} r^3 + \frac{9}{q} r^2 - \frac{2}{q^2} = 0,
\]
and compute
\[
\log |t_i| + \log |t_i^2 - 1/q| + \log |t_i^2 - 2/q| - \log |t_i - 1| + 2 \log q + 4,
\]
for \( i = 1, \ldots, 5 \), the maximum of those values, doubled, is an upper bound for (26), and the second maximum, doubled, is an upper bound for the linear forms
\[
\begin{align*}
q^{4n} d_{4n}^2 u(1;n) Li_1(1/q) &- q^{4n} d_{4n}^2 v_1(1;n), \\
q^{4n} d_{4n}^2 u(1;n) Li_2(1/q) &- q^{4n} d_{4n}^2 v_2(1;n), \\
q^{4n} d_{4n}^2 u(1;n) Li_2(2/q) &- q^{4n} d_{4n}^2 w_2(1;n).
\end{align*}
\]
Suppose that the roots \( t_1, \ldots, t_5 \) are ordered in such a way that
\[
|g(t_1)| > |g(t_2)| > |g(t_3)| > |g(t_4)| > |g(t_5)|.
\]
Note that \( |g(t_2)| = O(|q|^{-\frac{1}{2}}) \) for \( q \to \infty \) by (23). The five numbers
\[
1, Li_1(1/q), Li_2(1/q), Li_1(2/q), Li_2(2/q)
\]
are linearly independent over \( \mathbb{Q} \) if
\[
\log |g(t_2)| + 2 \log q + 4 < 0,
\]
and at least four among the above five numbers are linearly independent over \( \mathbb{Q} \) if
\[
\log |g(t_2)| + \log |g(t_5)| + 4 \log q + 8 < 0.
\]
This explains the difference in the ranges for \( q \) in the two cases.

It is not very difficult to turn the above heuristic argument into a fully rigorous one. Let us outline how to do this. First of all, we need a characterization of the polynomials \( u(z; n) \) in terms of certain orthogonality conditions. This means that
\[
\int_0^1 t^l u(-\gamma t; n)(\log t)^j \, dt = 0 \quad \gamma = \alpha, \beta; \ j = 0, 1; \ l = 0, \ldots, n - 1,
\]
and that any polynomial \( U(z) \) in \( z \) of degree not exceeding \( 4n - 1 \) and satisfying
\[
\int_0^1 t^l U(-\gamma t)(\log t)^j \, dt = 0 \quad \gamma = \alpha, \beta; \ j = 0, 1; \ l = 0, \ldots, n - 1,
\]
must be identically zero. Secondly, we can find five polynomials \( A_0(z; n), \ldots, A_4(z; n) \) in \( z \) and \( n \), not all zero, such that
\[
\deg_z A_0(z; n) \leq 7, \ \deg_z A_1(z; n) \leq 11, \ \deg_z A_2(z; n) \leq 10, \ \deg_z A_3(z; n) \leq 9, \ \deg_z A_4(z; n) \leq 8,
\]
and that
\[
\deg_z \left( \sum_{j=0}^4 A_j(z; n)u(z; n - j) \right) < 4(n - 12).
\]
By the orthogonality conditions above, we get
\[
\sum_{j=0}^4 A_j(z; n)u(z; n - j) = 0.
\]
After dividing by a suitable power of \( n \), this is a Poincaré-Perron-Pituk-type recurrence, and we may apply our results in Sects. 2 and 3. Using the orthogonality conditions again, it is easy to see that the polynomials \( v_1(z; n), v_2(z; n), w_1(z; n) \) and \( w_2(z; n) \) satisfy the same recurrence relation as \( u(z; n) \). Moreover, instead of actually computing the recurrence, maybe with the help of the algorithm in [64] implemented in some computer algebra system, one can also use the explicit form
\[
u(z; n) = \sum_{p=0}^{2n} \sum_{q=0}^{2n} \binom{2n}{p} \binom{2n}{q} \binom{5n - p - q}{n}^2 \alpha^p \beta^q z^{4n-p-q}
\]
to obtain explicitly the limit equation, i.e. (13), of the recurrence, like, e.g., in [36, Theorem 5.1]. We understand that this is just a sketch, but that was all what we promised.

We do not consider the sets of numbers \( 1, L_i(\alpha), L_i(\beta), L_i(\gamma), L_i(\delta) \) when \( (\alpha, \beta) \) is one of
\[
(-1/q, -2/q), \quad (1/q, -2/q), \quad (-1/q, 2/q),
\]
because we experimentally found that in each of these cases \( g(t_2) \) and \( g(t_3) \) happen to be complex conjugate solutions of a polynomial of degree 5, therefore \( |g(t_2)| = |g(t_3)| \), so that our criterion would not have an interesting application. On the other hand, a way to circumvent this difficulty could be the use of approximations more general than those considered above, obtained, e.g. changing \( u(z; n) \) into
\[
\frac{z^{-q_2n}}{(p_2 - q_2)n!} \frac{d^{(p_2 - q_2)n}}{dz^{(p_2 - q_2)n}} z^{(p_2 - q_1)} \frac{d^{(p_1 - q_1)n}}{dz^{(p_1 - q_1)n}} (z^{(p_1)n}(z + \alpha)^m(z + \beta)^m).
\]
This will be the subject of some future paper. We also remark that there is another strategy that is totally independent of consideration of linear recurrence sequences. The linear forms (25) can be written as double integrals, as to the two on the left of (25), or sums of double integrals, as to the two on the right of (25), by using the orthogonality properties of \( u(z; n) \) like in the papers [52] and [29], and then applying the \( \mathbb{C}^2 \)-saddle method. As to the upper bound, in the \( 2 \times 2 \) determinant one can get rid of one of the four double integrals involved, thus carrying the value \( |g(t)| \) into play. For the non-vanishing assumption, it could be handled through a lower bound of the determinant, again using the \( \mathbb{C}^2 \)-saddle method.

4.2 Second example

This example aims to illustrate the refined criterion, i.e. Theorem 2.4. To keep the exposition as simple as possible, we now disregard the contribution that comes from the application of Theorem 3.3, and just use the trivial estimation of the determinants, i.e Hadamard’s inequality. Let us consider the \( km + 1 \) numbers

\[
1, \{ \text{Li}_1(1/lq), \ldots, \text{Li}_k(1/lq) \mid l = 1, \ldots, m \},
\]

where \( q \) is a sufficiently large integer, positive or negative. With the notation at the beginning of the section, we set \( \alpha_i = 1/lq \). A special case of [15, Theorem 2.1] is the following: the \( km + 1 \) numbers above are linearly independent over \( \mathbb{Q} \) whenever

\[
\log |q| > km(k + \log d_m + k \log(5/2)) + k \log 3.
\]  

(28)

We have

\[
d_m^{kn} V_0(1) \in \mathbb{Z}[1/q], \quad d_m^{knn} d_m^l W_{ij}(1) \in \mathbb{Z}[1/q] \quad (j = 1, \ldots, k; i = 1, \ldots, m),
\]

and

\[
\lim_{n \to \infty} \frac{1}{n} \log(d_m^{knn} d_m^{kl}) = km \log d_m + k^2 m.
\]

Combining

\[
q^{knn} d_m^k V_0(1) \in \mathbb{Z}, \quad q^{knn} d_m^{knn} d_m^l W_{ij}(1) \in \mathbb{Z} \quad (j = 1, \ldots, k; i = 1, \ldots, m)
\]

with the above lower bounds for the linear forms, and using the non-vanishing result in [15, Proposition 5.1], we see that the \( km + 1 \) numbers (27) are linear independent over \( \mathbb{Q} \) if

\[
\log |q| > k^2 m + km \log(2d_m) + k(km + 1) \log(km + 1) - k^2 m \log(km),
\]

and, a fortiori, if

\[
\log |q| > k^2 m + km \log(2d_m) + k \log(km + 1) + k,
\]

which improves upon (28). Numerically, for \( k = m = 10 \) we require \( \log |q| \geq 1909 \), and for \( k = m = 11 \) we need \( \log |q| \geq 2717 \); for comparison, in [15, Example 6.1] it is proved, when \( k = m = 10 \) in our notation, that the \( 10^2 + 1 \) numbers in (27) are linearly independent over \( \mathbb{Q} \) whenever \( \log |q| \geq 2715 \). We would like to underline that the approximations we are using here are just the same as in [15, Example 6.1], and the tiny improvement
only comes from a slightly more precise analytic estimate of the linear forms, which could be improved a bit further, e.g., by a refinement of the upper bound in (24). However, our purpose here is not to make previous results more precise, but rather to modulate past and future results in our setting, which allows the dimension of the vector space to be less than its maximal value, in the context of Hermite–Padé approximations of type II. In this section, we can do that by exploiting certain fine arithmetic properties of the coefficients.

Using our Theorem 2.4, we can prove a lower bound for the dimension of the vector space spanned over \( \mathbb{Q} \) by the above numbers, say \( \delta(k, m) \), for a wider range for \( q \). Looking more closely at the definition of the polynomials \( W_{ij}(z) \), we have

\[
d_m^{(k-1)mn}W_{ij}(1) \in \mathbb{Z}[1/q] \text{ if } j \leq k - 1, \quad d_m^{(m-1)mn}W_{ij}(1) \in \mathbb{Z}[1/q] \text{ if } i \leq m - 1.
\]

Thus

\[
d_m^{(k-1)mn}d_{m-1}^{mn}d_{kmn}^{k}W_{ij}(1) \in \mathbb{Z}[1/q] \text{ if } (i, j) \neq (m, k).
\]

Similarly, we have:

- \( \delta(k, m) \geq km \) if \( k, m \geq 2 \) and
  
  \[
  2 \log |q| > 2k^2m + (2k - 1)m \log d_m + m \log d_{m-1} + 2km \log 2 + 2k \log(km + 1) + 2k;
  \]

- \( \delta(k, m) \geq km - 1 \) if \( k, m \geq 3 \) and
  
  \[
  3 \log |q| > 3k^2m + (3k - 2)m \log d_m + 2m \log d_{m-1} + 3km \log 2 + 3k \log(km + 1) + 3k.
  \]

Now let \( k, m \geq 4 \). Refining again the above denominator estimate, we remark that

\[
d_m^{(k-2)mn}d_{m-1}^{mn}d_{m-2}^{mn}d_{kmn}^{k}W_{ij}(1) \in \mathbb{Z}[1/q] \text{ if } (i, j) \neq (m, k), (m - 1, k), (m, k - 1).
\]

Therefore

- \( \delta(k, m) \geq km - 2 \) if \( k, m \geq 4 \) and
  
  \[
  4 \log |q| > 4k^2m + (4k - 3)m \log d_m + 2m \log d_{m-1} + m \log d_{m-2} + 4km \log 2 + 4k \log(km + 1) + 4k;
  \]

- \( \delta(k, m) \geq km - 3 \) if \( k, m \geq 5 \) and
  
  \[
  5 \log |q| > 5k^2m + (5k - 4)m \log d_m + 2m \log d_{m-1} + 2m \log d_{m-2} + 5km \log 2 + 5k \log(km + 1) + 5k;
  \]

- \( \delta(k, m) \geq km - 4 \) if \( k, m \geq 6 \) and
  
  \[
  6 \log |q| > 6k^2m + (6k - 5)m \log d_m + 2m \log d_{m-1} + 3m \log d_{m-2} + 6km \log 2 + 6k \log(km + 1) + 6k.
  \]

The argument can be continued as far as \( k \) and \( m \) are large enough, and each time we can cut a larger triangular corner from the range for \( i \) and \( j \), and get a better, i.e. smaller, denominator outside that corner.

Numerically, \( \delta(11, 11) \geq 1 + 121 - (1 + 2 + 3 + 4) = 112 \) if
\[ 10 \log |q| > 1011^2 + (110 - 9)10 \log(d_{11}) + 55 \log(d_{10}) \\
+ 44(\log d_8) + 1210 \log 2 + 110 \log(122) + 110, \]

i.e. \(|q| > e^{2585} \).

**Remark 4.1** Further examples can be obtained, e.g., with the set of numbers

\[ 1, \{Li_1(1/p^{l-1}q), \ldots, Li_k(1/p^{l-1}q) \mid l = 1, \ldots, m \}, \]

where \(p\) is a positive integer.

**Remark 4.2** It would be interesting to obtain an application of our criterion, or of a suitable quantitative version of it, to the linear independence of values of \(G\)-functions at several points, in the spirit of [11, Theorem 1], whose proof uses Hermite–Padé approximations of type II.
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