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Abstract. In this paper an approximation of the set of multivariable and $L_2$ integrable trajectories of the control system described by Urysohn type integral equation is considered. It is assumed that the system is affine with respect to the control vector. The admissible control functions are chosen from the closed ball of the space $L_2$, centered at the origin with radius $\rho$. Step by step way, the set of admissible control functions is replaced by the set of controls, consisting of a finite number of piecewise-constant control functions. It is proved that under appropriate choosing of the discretization parameters, the set of trajectories generated by a finite number of piecewise-constant control functions is an internal approximation of the set of trajectories.
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1 Introduction

One of the important notions of the theory of control systems are the attainable set and the integral funnel concepts of a given system. In the case when the trajectories of the system are continuous functions, the attainable set and the integral funnel of the control system have rather simple geometric interpretations. The attainable set is defined in the space of states and consists of points to which the trajectories of the system arrive at the given instant of time. The integral funnel is considered as a generalization of the integral curve notion from the theory of ordinary differential equations and is defined in the space of positions which consists of the graphs of all possible trajectories of the system. Various topological properties and methods of approximate construction of the attainable sets and the integral funnel have been studied in a vast number of papers (see, e.g. [4] – [5] and references therein). It should also be noted the studies that were carried out in the framework of the theory of differential inclusions (see, e.g. [6] – [11]). The construction of the attainable sets and integral funnel of the given control system, allows to construct the trajectories with different prescribed properties (see, e.g. [3]).
When the trajectories of the system are integrable functions, then in this case the concepts of the attainable set and integral funnel lose their original geometric interpretations. In this case, an important tool for investigation of the control system is the notion of the set of trajectories, which consists of integrable trajectories generated by all possible admissible control functions.

Depending on the character of the control functions, the control systems are classified as the systems with geometric constraints on the control functions; the systems with integral constraints on the control functions; and the systems with mixed, i.e. with geometric and integral constraints on the control functions. An integral constraint on the control functions is inevitable if a control resource is exhausted by consumption, such as energy, fuel, finance, food, etc. (see, e.g. [12] – [14]). Investigation of the attainable sets and integral funnels of the control systems described by ordinary differential equations with integral constraints on the control functions are discussed in papers [15] – [19] (see also references therein).

In description of mathematical models of the control systems, various mathematical constructions are used, for example, differential and integral equations, linear and nonlinear operators, etc. Note that integral models in some cases have certain advantages over differential ones, since integral models admit as trajectories not only differentiable functions, but also continuous and even integrable functions (see, e.g. [20] – [24]). Let us underline that the solutions concepts of the initial and boundary value problems for different type of differential equations, can be expressed via solutions of the appropriate integral equations.

Existence of the optimal trajectories, controllability of the system, necessary and sufficient conditions for optimality of given processes, approximation of the set of trajectories of the control systems described by integral equations are considered in [25] – [30] (see also references therein). In [28] – [30] the various properties and approximation of the set of trajectories and integral funnel of the control systems described by Urysohn type integral equations and integral constraints on the control functions are considered. Note that in papers [28] and [29], where approximations of the set of trajectories and of the integral funnel are studied, only the continuous functions are chosen as the trajectories of the system which satisfy the system’s equation everywhere.

In this paper, the control system described by the Urysohn type integral equation is investigated. It is assumed that the system is nonlinear with respect to the state vector, and affine with respect to the control vector. The control functions have integral constraint, more precisely, the closed ball of the space $L^2$, centered at the origin with radius $\rho$, is chosen as the set of admissible control functions. The trajectory of the system is defined as multivariable function also from the space $L^2$ satisfying the system’s equation almost everywhere. Step by step way, the set of admissible control functions is replaced by a set which consists of a finite number of piecewise-constant control functions and generates a finite number of trajectories. It is proved that in the appropriate settings of discretization parameters, the set consisting of a finite number of trajectories is an internal approximation of the set of trajectories of the control system.

The work is organized as follows. In Section 2, the basic conditions which satisfies the system’s equation are given. In this section, some auxiliary propositions are also presented which are used in following arguments. In Section 3, the main result of the paper is formulated and proved, where the set of integrable trajectories of the system is approximated by a set which consists of a finite number of trajectories (Theorem 3.1).
2 The System’s Description

Consider control system described by the Urysohn type integral equation

\[ x(\xi) = f(\xi, x(\xi)) + \lambda \int_{E} [K_1(\xi, s, x(s)) + K_2(\xi, s, x(s)) u(s)] ds \]  \hspace{1cm} (2.1) \]

where \( x \in \mathbb{R}^n \) is the state vector, \( u \in \mathbb{R}^m \) is the control vector, \( \xi \in E, \lambda \in \mathbb{R}, E \subset \mathbb{R}^k \) is a compact set. Without loss of generality it will be assumed that \( \lambda > 0 \).

Let \( \rho > 0 \) be a given number,

\[ V_\rho = \{ u(\cdot) \in L_2(E; \mathbb{R}^m) : \| u(\cdot) \|_2 \leq \rho \} \]

where \( L_2(E; \mathbb{R}^m) \) is the space of Lebesgue measurable functions \( u(\cdot) : E \to \mathbb{R}^m \) such that \( \| u(\cdot) \|_2 < +\infty, \| u(\cdot) \|_2 = \left( \int_{E} \| u(s) \|^2 ds \right)^{1/2}, \| \cdot \| \) denotes the Euclidean norm.

\( V_\rho \) is called the set of admissible control functions and every \( u(\cdot) \in V_\rho \) is said to be an admissible control function.

It is assumed that the functions and a number \( \lambda > 0 \) given in system (2.1) satisfy the following conditions:

2.A. The function \( f(\cdot, x) : E \to \mathbb{R}^n \) is Lebesgue measurable for every fixed \( x \in \mathbb{R}^n, f(\cdot, 0) \in L_2(E; \mathbb{R}^n) \) and there exists \( \gamma_0(\cdot) \in L_\infty(E; \mathbb{R}^1) \) such that for almost all \( (a.a.) \) \( \xi \in E \) the inequality

\[ \| f(\xi, x_1) - f(\xi, x_2) \| \leq \gamma_0(\xi) \| x_1 - x_2 \| \]

is satisfied for every \( x_1 \in \mathbb{R}^n \) and \( x_2 \in \mathbb{R}^n \), where \( L_\infty(E; \mathbb{R}^n) \) is the space of Lebesgue measurable functions \( w(\cdot) : E \to \mathbb{R}^n \) such that \( \| w(\cdot) \|_\infty < +\infty, \| w(\cdot) \|_\infty = \inf \{ c > 0 : \| w(s) \| \leq c \text{ for a.a.} s \in E \} \);

2.B. The function \( K_1(\cdot, \cdot, x) : E \times E \to \mathbb{R}^n \) is Lebesgue measurable for every fixed \( x \in \mathbb{R}^n, K_1(\cdot, \cdot, 0) \in L_2(E \times E; \mathbb{R}^n) \) and there exists \( \gamma_1(\cdot, \cdot) \in L_2(E \times E; \mathbb{R}^1) \) such that for a.a. \( (\xi, s) \in E \times E \) the inequality

\[ \| K_1(\xi, s, x_1) - K_1(\xi, s, x_2) \| \leq \gamma_1(\xi, s) \| x_1 - x_2 \| \]

is satisfied for every \( x_1 \in \mathbb{R}^n \) and \( x_2 \in \mathbb{R}^n \);

2.C. The function \( K_2(\cdot, \cdot, x) : E \times E \to \mathbb{R}^{n \times m} \) is Lebesgue measurable for every fixed \( x \in \mathbb{R}^n, K_2(\cdot, \cdot, 0) \in L_2(E \times E; \mathbb{R}^{n \times m}) \) and there exists \( \gamma_2(\cdot, \cdot) \in L_\infty(E \times E; \mathbb{R}^1) \) such that for a.a. \( (\xi, s) \in E \times E \) the inequality

\[ \| K_2(\xi, s, x_1) - K_2(\xi, s, x_2) \| \leq \gamma_2(\xi, s) \| x_1 - x_2 \| \]

is satisfied for every \( x_1 \in \mathbb{R}^n \) and \( x_2 \in \mathbb{R}^n \);

2.D. The inequality

\[ 6 \left[ \kappa_0^3 + \lambda^2 \kappa_1^3 + \lambda^2 \rho^2 \kappa_2^3 \mu(E) \right] < 1 \]

is satisfied, where \( \kappa_0 = \| \gamma_0(\cdot) \|_\infty, \kappa_1 = \| \gamma_1(\cdot, \cdot) \|_2 = \left( \int_{E} \int_{E} \gamma_1(\xi, s)^2 ds d\xi \right)^{1/2}, \kappa_2 = \| \gamma_2(\cdot, \cdot) \|_\infty, \mu(E) \) denotes the Lebesgue measure of the set \( E \).

Since \( K_2(\cdot, \cdot, 0) \in L_2(E \times E; \mathbb{R}^{n \times m}) \), then according to [23], p.318, for \( \varepsilon > 0 \) there exists a continuous function \( g_\varepsilon(\cdot, \cdot) : E \times E \to \mathbb{R}^{n \times m} \) such that the inequality

\[ \int_{\Omega} \int_{\Omega} \| K_2(\xi, s, 0) - g_\varepsilon(\xi, s) \|^2 ds d\xi \leq \varepsilon^2 \]  \hspace{1cm} (2.2)
is satisfied. Denote
\[ M(\varepsilon) = \max \left\{ \| g(\xi, s) \| : (\xi, s) \in E \times E \right\}, \quad (2.3) \]
\[ \omega_* = \left( \int_E \int_E \| K_2(\xi, s, 0) \|^2 ds \, d\xi \right)^{\frac{1}{2}}. \quad (2.4) \]

Let us define the trajectory of the system (2.1) generated by an admissible control function \( u(\cdot) \in V_\rho \). A function \( x(\cdot) \in L_2(E; \mathbb{R}^n) \) satisfying the integral equation (2.1) for a.a. \( \xi \in E \) is said to be a trajectory of the system (2.1) generated by the admissible control function \( u(\cdot) \in V_\rho \). The set of trajectories of the system (2.1) generated by all admissible control functions \( u(\cdot) \in V_\rho \) is denoted by \( Z_\rho \) and is called briefly the set of trajectories of the system (2.1).

The following propositions characterize the set of trajectories and will be used in ensuing arguments.

**Proposition 2.1.** Every admissible control function \( u(\cdot) \in V_\rho \) generates unique trajectory of the system (2.1).

**Proposition 2.2.** The set of trajectories \( Z_\rho \) of the system (2.1) is a bounded subset of the space \( L_2(E; \mathbb{R}^n) \), i.e. there exists \( \beta_* > 0 \) such that \( \| x(\cdot) \|_2 \leq \beta_* \) for every \( x(\cdot) \in Z_\rho \).

**Theorem 2.1.** The set of trajectories \( Z_\rho \) of the system (2.1) is a compact subset of the space \( L_2(E; \mathbb{R}^n) \).

The validity of the following proposition follows from compactness of the set of trajectories \( Z_\rho \).

**Proposition 2.3.** For every \( \varepsilon > 0 \) there exists \( \tau_*(\varepsilon) \in \left( 0, \frac{\varepsilon^2}{M(\varepsilon)^2} \right] \) such that for any Lebesgue measurable set \( E_* \subset E \), where \( \mu(E_*) \leq \tau_*(\varepsilon) \), the inequality
\[ \int_{E_*} \| z(s) \|^2 ds \leq \varepsilon^2 \]
is satisfied for every \( z(\cdot) \in Z_\rho \). Here \( M(\varepsilon) \) is defined by (2.3).

The next propositions will frequently used in proof of the main result of the paper.

**Proposition 2.4.** Let \( y(\cdot) \in L_2(E; [0, +\infty)) \), \( h(\cdot) \in L_2(E; [0, +\infty)) \), \( \psi(\cdot, \cdot) \in L_2(E \times E; [0, +\infty)) \), \( \| \psi(\cdot, \cdot) \|_2 < \frac{1}{\sqrt{2}} \) and
\[ y(\xi) \leq h(\xi) + \int_E \psi(\xi, s) y(s) ds \]
for a.a. \( \xi \in E \). Then
\[ \| y(\cdot) \|_2 \leq \left[ \frac{2 \| h(\cdot) \|^2_2}{1 - 2 \| \psi(\cdot, \cdot) \|^2_2} \right]^{\frac{1}{2}}. \]

**Proposition 2.5.** Let \( u(\cdot) \in V_\rho \) and
\[ \psi_*(\xi, s) = \frac{\lambda}{1 - \kappa_0} \left[ \gamma_1(\xi, s) + \kappa_2 \| u(s) \| \right] \]
for a.a. \( (\xi, s) \in E \times E \). Then
\[ \| \psi_*(\cdot, \cdot) \|_2 \leq \frac{\sqrt{2} \lambda}{1 - \kappa_0} \left[ \kappa_1^2 + \rho^2 \kappa_2^2 \mu(E) \right] \]
is satisfied. Denote
\[ M(\varepsilon) = \max \left\{ \| g(\xi, s) \| : (\xi, s) \in E \times E \right\}, \quad (2.3) \]
\[ \omega_* = \left( \int_E \int_E \| K_2(\xi, s, 0) \|^2 ds \, d\xi \right)^{\frac{1}{2}}. \quad (2.4) \]
Theorem 3.1. For every $\xi \in E$. Then

$$h_*(\xi) = \beta_1 + \beta_2 \left( \int_E \|K_2(\xi, s, 0)\|^2 \, ds \right)^\frac{1}{2}$$

for a.a. $\xi \in E$. Then

$$\|h_*(\cdot)\|_2 \leq \left[ 2\beta_1^2 \mu(E) + 2\beta_2^2 \omega^2 \right]^\frac{1}{2}$$

where $\omega_*$ is defined by (3.4).

Now let us give definition of finite $\Delta$-partition of the set $Q \subset \mathbb{R}^k$.

Definition 2.1. Let $Q \subset \mathbb{R}^k$ be a given set. A finite system of sets $\Gamma = \{Q_1, Q_2, \ldots, Q_g\}$ is said to be a finite $\Delta$-partition of given $Q$ if

1. $Q_i \subset Q$ and $Q_i$ is Lebesgue measurable for every $i = 1, 2, \ldots, g$;
2. $Q_i \cap Q_j = \emptyset$ for every $i \neq j$, where $i = 1, 2, \ldots, g$ and $j = 1, 2, \ldots, g$;
3. $Q = \bigcup_{i=1}^g Q_i$;
4. $\operatorname{diam}(Q_i) \leq \Delta$ for every $i = 1, 2, \ldots, g$, where $\operatorname{diam}(Q_i) = \sup \{ \|x - y\| : x \in Q_i, y \in Q_i \}$.

Proposition 2.7. Let $Q \subset \mathbb{R}^k$ be a compact set. Then for every $\Delta > 0$ it has a finite $\Delta$-partition.

3 Approximation of the Set of Trajectories

Let $\alpha > 0$, $\Delta > 0$ and $\sigma > 0$ be given numbers, $\Gamma = \{E_1, E_2, \ldots, E_N\}$ be a finite $\Delta$-partition of the compact set $E \subset \mathbb{R}^k$, $\Lambda = \{0 = r_0, r_1, \ldots, r_g = \alpha\}$ be a uniform partition of the closed interval $[0, \alpha]$ with diameter $\delta = r_{j+1} - r_j$, $j = 0, 1, \ldots, g - 1$, $S = \{x \in \mathbb{R}^m : \|x\| = 1\}$, $S_{\sigma} = \{b_1, b_2, \ldots, b_c\}$ be a finite $\sigma$-net on the compact $S$. Denote

$$V_{\rho}^\alpha,\Gamma,\Lambda,\sigma = \{u(\cdot) \in L_2(E; \mathbb{R}^m) : u(s) = r_{j_i}, b_{i_i} \text{ for every } s \in E_{i_i}, \quad r_{j_i} \in \Lambda, b_{i_i} \in S_{\sigma}, \quad i = 1, 2, \ldots, N, \quad \sum_{i=1}^N \mu(E_i) r_{j_i}^2 \leq \rho^2 \}. \quad (3.1)$$

By symbol $Z_{\rho}^\alpha,\Gamma,\Lambda,\sigma$ we denote the set of trajectories of the system (2.1) generated by all control functions $u(\cdot) \in V_{\rho}^\alpha,\Gamma,\Lambda,\sigma$. It is obvious that the set $V_{\rho}^\alpha,\Gamma,\Lambda,\sigma$ consists of a finite number of piecewise-constant functions, the set $Z_{\rho}^\alpha,\Gamma,\Lambda,\sigma$ consists of a finite number of trajectories.

Let

$$c_\sigma = \left[ \frac{16\lambda^2 \rho^2 \left( \kappa_2 + 1 \right) \mu(E) + 1}{(1 - \kappa_0)^2 - 4\lambda^2 \left( \kappa_2 + \rho^2 \kappa_3^2 \mu(E) \right)} \right]^{\frac{1}{2}}. \quad (3.2)$$

Theorem 3.1. For every $\varepsilon > 0$ there exist $\alpha_*(\varepsilon) > 0$, $\Delta_*(\varepsilon) > 0$, $\delta_*(\varepsilon) > 0$, $\sigma_*(\varepsilon, \alpha_*(\varepsilon)) > 0$ such that for any $\Delta \in (0, \Delta_*(\varepsilon)]$, $\delta \in (0, \delta_*(\varepsilon)]$ and $\sigma \in (0, \sigma_*(\varepsilon, \alpha_*(\varepsilon))]$ the inequality

$$h_2 \left( Z_{\rho,\Gamma,\Lambda,\sigma}^\alpha,\varepsilon \right) \leq (c_\sigma + 1)\varepsilon \quad (3.3)$$

is satisfied where $\Gamma = \{E_1, E_2, \ldots, E_N\}$ is a finite $\Delta$-partition of the compact set $E$, $\Lambda = \{0 = r_0, r_1, \ldots, r_g = \alpha(\varepsilon)\}$ is a uniform partition of the closed interval $[0, \alpha(\varepsilon)]$, $\delta = r_{j+1} - r_j$, $j = 0, 1, \ldots, g - 1$, is the diameter of partition $\Lambda$, $h_2(\cdot, \cdot)$ stands for the Hausdorff distance between the subsets of the space $L_2(E; \mathbb{R}^n)$, $c_\sigma$ is defined by (3.2).
Proof. For given $\alpha > 0$ we set
$$V_\rho^\alpha = \{ u(\cdot) \in V_\rho : \| u(s) \| \leq \alpha \text{ for a.a. } s \in E \} ,$$
and let $Z_\rho^\alpha$ be the set of trajectories of the system (2.4) generated by all control functions $u(\cdot) \in V_\rho^\alpha$.

Denote
$$\alpha_*(\varepsilon) = \frac{\rho}{\tau_*(\varepsilon)^{\frac{1}{2}}}$$
where $\tau_*(\varepsilon)$ is defined in Proposition 2.3.

Let $\alpha \geq \alpha_*(\varepsilon)$ be fixed. Choose an arbitrary $z(\cdot) \in Z_\rho$ generated by the control function $v(\cdot) \in V_\rho$.

Define new control function $v_*(\cdot) : E \to \mathbb{R}^n$, setting

$$v_*(s) = \begin{cases} v(s) & \text{if } \| v(s) \| \leq \alpha, \\ \frac{\| v(s) \|}{\| v(s) \|} & \text{if } \| v(s) \| > \alpha \end{cases}$$

(3.5)

It is obvious that $v_*(\cdot) \in V_\rho^\alpha$. Let $z_*(\cdot) : E \to \mathbb{R}^n$ be the trajectory of the system (2.4) generated by the control function $v_*(\cdot)$ and $E_* = \{ s \in E : \| v(s) \| > \alpha \}$. Then $z_*(\cdot) \in Z_\rho^\alpha$. From Tchebysev's inequality (see, [31], p.82) it follows that

$$\mu(E_*) \leq \frac{\lambda^2}{\alpha^2}.$$ 

(3.6)

Since $\alpha \geq \alpha_*(\varepsilon)$, then from (3.4) and (3.6) it follows that

$$\mu(E_*) \leq \frac{\rho^2}{\alpha^2} \leq \tau_*(\varepsilon).$$

(3.7)

On behalf of conditions 2.A, 2.B, 2.C and 2.D we have

$$\| z(\xi) - z_*(\xi) \| \leq \kappa_0 \cdot \| z(\xi) - z_*(\xi) \| + \lambda \int_{E_*} \left[ g_1(\xi, s) + \kappa_2 \| v(s) \| \right] \cdot \| z(s) - z_*(s) \| ds$$

$$+ \lambda \int_{E_*} \| K_2(\xi, s, z_*(s)) \| \cdot \| v(s) - v_*(s) \| ds$$

(3.8)

for a.a. $\xi \in E$.

Condition 2.C, (2.3), (3.7), inclusions $v(\cdot) \in V_\rho$, $v_*(\cdot) \in V_\rho$, $z_*(\cdot) \in Z_\rho$, Proposition 2.3 and Cauchy-Schwarz inequality imply that

$$\int_{E_*} \| K_2(\xi, s, z_*(s)) \| \cdot \| v(s) - v_*(s) \| ds \leq \kappa_2 \int_{E_*} \| z_*(s) \| \cdot \| v(s) - v_*(s) \| ds$$

$$+ \int_{E_*} \| K_2(\xi, s, 0) - g_\varepsilon(\xi, s) \| \cdot \| v(s) - v_*(s) \| ds + \int_{E_*} \| g_\varepsilon(\xi, s) \| \cdot \| v(s) - v_*(s) \| ds$$

$$\leq 2\rho\kappa_2 \varepsilon + 2\rho M(\varepsilon) \left[ \mu(E_*) \right]^{\frac{1}{2}} + 2\rho \left( \int_E \| K_2(\xi, s, 0) - g_\varepsilon(\xi, s) \|^2 ds \right)^{\frac{1}{2}}$$

$$\leq 2\rho (\kappa_2 + 1) \varepsilon + 2\rho \left( \int_E \| K_2(\xi, s, 0) - g_\varepsilon(\xi, s) \|^2 ds \right)^{\frac{1}{2}}$$

(3.9)

for a.a. $\xi \in E$. On behalf of the Condition 2.D we have that $\kappa_0 < 1$. Then, from (3.8) and (3.9) it follows that

$$\| z(\xi) - z_*(\xi) \| \leq \frac{\lambda}{1 - \kappa_0} \int_E \left[ g_1(\xi, s) + \kappa_2 \| v(s) \| \right] \cdot \| z(s) - z_*(s) \| ds$$

$$+ \frac{2\lambda \rho (\kappa_2 + 1)}{1 - \kappa_0} \varepsilon + \frac{2\lambda \rho}{1 - \kappa_0} \left( \int_E \| K_2(\xi, s, 0) - g_\varepsilon(\xi, s) \|^2 ds \right)^{\frac{1}{2}}$$

(3.10)
for a.a. \( \xi \in E \). Denote
\[
\psi_1(\xi, s) = \frac{\lambda}{1 - \kappa_0} \left[ \gamma_1(\xi, s) + \kappa_2 \| v(s) \| \right],
\] (3.11)
for a.a. \((\xi, s) \in E \times E\)
\[
h_1(\xi) = \frac{2\lambda \rho (\kappa_2 + 1)}{1 - \kappa_0} \varepsilon + \frac{2\lambda \rho}{1 - \kappa_0} \left( \int_E \| K_2(\xi, s, 0) - g_c(\xi, s) \|^2 ds \right)^\frac{1}{2},
\] (3.12)
for a.a. \( \xi \in E \). Since \( v(\cdot) \in V^\alpha_\rho \subseteq V_\rho \), then (3.11) and Proposition 2.5 imply that
\[
\| \psi_1(\cdot, \cdot) \|_2 \leq \frac{\sqrt{2\lambda}}{1 - \kappa_0} \left[ \kappa_1^2 + \rho^2 \kappa_2^2 \mu(E) \right]^{\frac{1}{2}} < \frac{1}{\sqrt{2}}.
\] (3.13)

By virtue of (3.12) have that
\[
h_1(\xi)^2 \leq \frac{8\lambda^2 \rho^2 (\kappa_2 + 1)^2}{(1 - \kappa_0)^2} \varepsilon^2 + \frac{8\lambda^2 \rho^2}{(1 - \kappa_0)^2} \int_E \| K_2(\xi, s, 0) - g_c(\xi, s) \|^2 ds
\]
for a.a. \( \xi \in E \). Integrating the last inequality on the set \( E \) and taking into consideration the inequality (2.2) we obtain
\[
\| h_1(\cdot) \|_2^2 \leq \frac{8\lambda^2 \rho^2 (\kappa_2 + 1)^2}{(1 - \kappa_0)^2} \cdot \varepsilon^2.
\] (3.14)

Now, from (3.10), (3.11), (3.12), (3.13), (3.14) and Proposition 2.4 we have
\[
\| z(\cdot) - z(\cdot) \|_2 \leq \left[ \frac{16\lambda^2 \rho^2 (\kappa_2 + 1)^2 \mu(E) + 1}{(1 - \kappa_0)^2 - 4 \lambda^2 [\kappa_1^2 + \rho^2 \kappa_2^2 \mu(E)]} \right]^{\frac{1}{2}} \cdot \varepsilon = c_\varepsilon \varepsilon
\] (3.15)
where \( c_\varepsilon \) is defined by (3.2). Since \( z(\cdot) \in Z_\rho \) is an arbitrarily chosen trajectory, \( z(\cdot) \in Z^\alpha_\rho \), then (3.15) implies that
\[
Z_\rho \subseteq Z^\alpha_\rho + c_\varepsilon \varepsilon \cdot B_2(1)
\] (3.16)
where
\[
B_2(1) = \{ z(\cdot) \in L_2(E; \mathbb{R}^n) : \| z(\cdot) \|_2 \leq 1 \}.
\] (3.17)

(3.16) and inclusion \( Z^\alpha_\rho \subseteq Z_\rho \) imply that for every \( \alpha \geq \alpha_\varepsilon(\varepsilon) \) the inequality
\[
h_2(Z_{\rho, r}, Z^\alpha_{\rho, r}) \leq c_\varepsilon \varepsilon
\]
is satisfied. In particular, we have that the inequality
\[
h_2(Z_{\rho, r}, Z^\alpha_{\rho, r}(\varepsilon)) \leq c_\varepsilon \varepsilon
\] (3.18)
holds where \( \alpha_\varepsilon(\varepsilon) \) is defined by (3.4).

Denote
\[
g_1 = \left[ \frac{4\lambda^2 [\kappa_2^2 \beta_2^2 \mu(E) + \omega_n^2]}{(1 - \kappa_0)^2 - 4 \lambda^2 [\kappa_1^2 + \rho^2 \kappa_2^2 \mu(E)]} \right]^{\frac{1}{2}}.
\] (3.19)

Now we narrow down the set of control functions \( V^\alpha_{\rho, \varepsilon}(\cdot) \) and define new set of control functions which are Lipschitz continuous and satisfy integral and geometric constraints. We set
\[
V^\alpha_{\rho, \varepsilon, Lip} = \left\{ u(\cdot) \in V^\alpha_{\rho, \varepsilon}(\cdot) : u(\cdot) : E \to \mathbb{R}^m \text{ is Lipschitz continuous} \right\},
\] (3.20)
and let \( Z^{\alpha, (e), \text{Lip}} \) be the set of trajectories of the system (2.1) generated by all control functions \( u(\cdot) \in V^{\alpha, (e), \text{Lip}}_\rho \). It will be proved that

\[
h_2 \left( Z^{\alpha, (e)}, Z^{\alpha, (e), \text{Lip}} \right) = 0. \tag{3.21}
\]

Let us choose an arbitrary \( \nu > 0 \) and \( y(\cdot) \in Z^{\alpha, (e)}_\rho \) which is generated by the control function \( w(\cdot) \in V^{\alpha, (e)}_\rho \). Now let \( \eta_j \in (0, 1) \) for every \( j = 1, 2, \ldots \) and \( \eta_j \to 0 \) as \( j \to +\infty \). For each \( j = 1, 2, \ldots \) define functions \( w_j(\cdot) : E \to \mathbb{R}^m \), setting

\[
w_j(s) = \frac{1}{v_j} \int_{B_k(s, \eta_j)} w(\tau) d\tau, \ s \in E
\]

where \( B_k(s, \eta_j) = \{ \xi \in \mathbb{R}^k : \| \xi - s \| < \eta_j \} \), \( v_j \) is the Lebesgue measure of the open ball centered at the origin with radius \( \eta_j \) in the space \( \mathbb{R}^k \), i.e. \( v_j = \mu(B_k(0, \eta_j)) \). If \( \tau \notin E \), then in the equality (3.22) it is assumed that \( w(\tau) = 0 \). The function \( w_j(\cdot) \) is called Steklov average of the function \( w(\cdot) \) for \( \eta_j \). According to [24] (Lemma 1, p.317) we have that \( w_j(\cdot) \in V^{\alpha, (e), \text{Lip}}_\rho \) for every \( j = 1, 2, \ldots \) and \( \| w_j(\cdot) - w(\cdot) \|_2 \to 0 \) as \( j \to +\infty \). Thus, we obtain that for given \( \nu > 0 \) there exists \( j_\ast \) such that

\[
\| w(\cdot) - w_{j_\ast}(\cdot) \|_2 \leq \nu. \tag{3.23}
\]

Let \( y_\ast(\cdot) \) be the trajectory of the system (2.1) generated by the control function \( w_{j_\ast}(\cdot) \in V^{\alpha, (e), \text{Lip}}_\rho \). Then \( y_\ast(\cdot) \in Z^{\alpha, (e), \text{Lip}}_\rho \). From Conditions 2.A, 2.B, 2.C, 2.D, (3.23), Proposition 2.2 and Cauchy-Schwarz inequality it follows that

\[
\begin{align*}
\| y(\xi) - y_\ast(\xi) \| &\leq \kappa_0 \cdot \| y(\xi) - y_\ast(\xi) \| + \lambda \int_E \left[ \gamma_1(\xi, s) + \kappa_2 \| w(s) \| \right] \cdot \| y(s) - y_\ast(s) \| ds \\
+ \lambda \int_E \left[ \kappa_2 \| y_\ast(s) \| + \| K_2(\xi, s, 0) \| \right] \cdot \| w(s) - w_{j_\ast}(s) \| ds \\
&\leq \kappa_0 \cdot \| y(\xi) - y_\ast(\xi) \| + \lambda \int_E \left[ \gamma_1(\xi, s) + \kappa_2 \| w(s) \| \right] \cdot \| y(s) - y_\ast(s) \| ds \\
+ \lambda \kappa_2 \beta_\ast \nu + \lambda \nu \left( \int_E \| K_2(\xi, s, 0) \|^2 ds \right)^{\frac{1}{2}},
\end{align*}
\]

and hence

\[
\begin{align*}
\| y(\xi) - y_\ast(\xi) \| &\leq \frac{\lambda}{1 - \kappa_0} \int_E \left[ \gamma_1(\xi, s) + \kappa_2 \| w(s) \| \right] \cdot \| y(s) - y_\ast(s) \| ds \\
+ \frac{\lambda \kappa_2 \beta_\ast \nu}{1 - \kappa_0} + \frac{\lambda \nu}{1 - \kappa_0} \left( \int_E \| K_2(\xi, s, 0) \|^2 ds \right)^{\frac{1}{2}} \tag{3.24}
\end{align*}
\]

for a.a. \( \xi \in E \).

Denote

\[
\psi_2(\xi, s) = \frac{\lambda}{1 - \kappa_0} \left[ \gamma_1(\xi, s) + \kappa_2 \| w(s) \| \right], \ \text{a.a.} \ (\xi, s) \in E \times E, \tag{3.25}
\]

\[
h_2(\xi) = \frac{\lambda \kappa_2 \beta_\ast \nu}{1 - \kappa_0} + \frac{\lambda \nu}{1 - \kappa_0} \left( \int_E \| K_2(\xi, s, 0) \|^2 ds \right)^{\frac{1}{2}}, \ \text{a.a.} \ \xi \in E. \tag{3.26}
\]

Since \( w(\cdot) \in V^{\alpha, (e)}_\rho \subset V_\rho \), then (3.25) and Proposition 2.5 imply

\[
\| \psi_2(\cdot, \cdot) \|_2 \leq \frac{\sqrt{2} \lambda}{1 - \kappa_0} \left[ \kappa_1^2 + \rho^2 \kappa_2 \mu(E) \right]^{\frac{1}{2}} < \frac{1}{\sqrt{2}}. \tag{3.27}
\]
Now, from (2.4), (3.20) and Proposition 2.6 it follows that
\[
\|h_2(\cdot)\|_2^2 \leq 2 \left( \frac{\lambda \kappa_2 \beta_* \mu(E)}{1 - \kappa_0} \right)^2 v^2 + 2 \left( \frac{\lambda \omega_*}{1 - \kappa_0} \right)^2 v^2. \tag{3.28}
\]

From (3.19), (3.21), (3.24), (3.26), (3.27) and Proposition 2.4 we have
\[
\|y(\cdot) - y_\epsilon(\cdot)\|_2 \leq \left[ \frac{4 \lambda^2 \kappa_2^2 \mu(E) + 4 \lambda^2 \omega_*^2}{(1 - \kappa_0)^2 - 4 \lambda^2 \kappa_1^2 + \rho^2 \kappa_2^2 \mu(E)} \right]^{\frac{1}{2}} \nu = g_1 \nu. \tag{3.29}
\]

Since \( y(\cdot) \in \mathcal{Z}_\rho^{\alpha_\epsilon} \) is an arbitrarily chosen trajectory and \( y_\epsilon(\cdot) \in \mathcal{Z}_\rho^{\alpha_\epsilon,Lip} \), then (3.20) yields that
\[
\mathcal{Z}_\rho^{\alpha_\epsilon} \subset \mathcal{Z}_\rho^{\alpha_\epsilon,Lip} + g_1 \nu \cdot \mathcal{B}_2(1) \tag{3.30}
\]
where \( \mathcal{B}_2(1) \) is defined by (3.17), \( g_1 \) is defined by (3.19).

From inclusions \( \mathcal{Z}_\rho^{\alpha_\epsilon,Lip} \subset \mathcal{Z}_\rho^{\alpha_\epsilon} \) and (3.30) it follows that
\[
h_2 \left( \mathcal{Z}_\rho^{\alpha_\epsilon}, \mathcal{Z}_\rho^{\alpha_\epsilon,Lip} \right) \leq g_1 \nu.
\]

Since \( \nu > 0 \) is an arbitrarily chosen number, the last inequality implies the validity of the equality (3.21).

Now, from (3.18) and (3.21) we conclude that the inequality
\[
h_2 \left( \mathcal{Z}_\rho, \mathcal{Z}_\rho^{\alpha_\epsilon,Lip} \right) \leq c_* \epsilon \tag{3.31}
\]
holds, where \( c_* \) and \( \alpha_\epsilon(\epsilon) \) are defined by (3.2) and (3.4) respectively.

Define new set of control functions. For given \( \alpha_\epsilon(\epsilon) > 0 \) and integer \( R > 0 \) let us denote
\[
\mathcal{V}_\rho^{\alpha_\epsilon,Lip,R} = \left\{ u(\cdot) \in \mathcal{V}_\rho^{\alpha_\epsilon,Lip} : \text{the Lipschitz constant of } u(\cdot) \text{ is not greater than } R \right\}, \tag{3.32}
\]
and let \( \mathcal{Z}_\rho^{\alpha_\epsilon,Lip,R} \) be the set of trajectories of the system (2.1) generated by all control functions \( u(\cdot) \in \mathcal{V}_\rho^{\alpha_\epsilon,Lip,R} \) where the set \( \mathcal{V}_\rho^{\alpha_\epsilon,Lip} \) is defined by (3.20).

One can show that \( \mathcal{V}_\rho^{\alpha_\epsilon,Lip,R} \subset C(E; \mathbb{R}^m) \) and \( \mathcal{Z}_\rho^{\alpha_\epsilon,Lip,R} \subset L_2(E; \mathbb{R}^n) \) are compact sets, where \( C(E; \mathbb{R}^m) \) is the space of continuous functions \( u(\cdot) : E \to \mathbb{R}^m \) with norm \( \|u(\cdot)\|_C = \max \{\|u(s)\| : s \in E\} \).

It is not difficult to prove that \( \mathcal{V}_\rho^{\alpha_\epsilon,Lip} = \bigcup_{R=1}^{+\infty} \mathcal{V}_\rho^{\alpha_\epsilon,Lip,R} \), and hence
\[
\mathcal{Z}_\rho^{\alpha_\epsilon,Lip} = \bigcup_{R=1}^{+\infty} \mathcal{Z}_\rho^{\alpha_\epsilon,Lip,R} \tag{3.33}
\]
where \( \mathcal{V}_\rho^{\alpha_\epsilon,Lip,R} \) is defined by (3.32). (3.31) and (3.33) imply that the inequality
\[
h_2 \left( \mathcal{Z}_\rho, \bigcup_{R=1}^{+\infty} \mathcal{Z}_\rho^{\alpha_\epsilon,Lip,R} \right) \leq c_* \epsilon
\]
holds, where \( c_* \) and \( \alpha_\epsilon(\epsilon) \) are defined by (3.2) and (3.4) respectively. According to the Theorem 2.1 the set of trajectories \( \mathcal{Z}_\rho \) of the system (2.1) is a compact subset of the space \( L_2(E; \mathbb{R}^n) \). Since
\[
\mathcal{Z}_\rho^{\alpha_\epsilon,Lip,R} \subset \mathcal{Z}_\rho^{\alpha_\epsilon,Lip,R+1} \subset \mathcal{Z}_\rho
\]
for every $R = 1, 2, \ldots$, then we have that there exists $R_*(\varepsilon) > 0$ such that for every $R \geq R_*(\varepsilon)$ the inequality

$$h_2 \left( Z, Z^\alpha_\rho, \text{Lip}, R \right) \leq \left( c_\varepsilon + \frac{1}{4} \right) \varepsilon$$

is satisfied. In particular, the last inequality yields that the inequality

$$h_2 \left( Z, Z^\alpha_\rho, \text{Lip}, R \varepsilon \right) \leq \left( c_\varepsilon + \frac{1}{4} \right) \varepsilon$$

is held.

We introduce new set of control functions which consists of piecewise-constant functions satisfying the integral and geometric constraints. For given $\Delta > 0$ and a finite $\Delta$-partition $\Gamma = \{E_1, E_2, \ldots, E_N\}$ of the compact set $E$ we denote

$$V^\alpha_{\rho, \varepsilon}(\cdot, \Gamma) = \{u(\cdot) \in V^\alpha_{\rho, \varepsilon}(\cdot) : u(s) = u_i \text{ for every } s \in E_i, \ i = 1, 2, \ldots, N \}.$$  \hfill (3.34)

By symbol $Z^\alpha_{\rho, \varepsilon}(\cdot, \Gamma)$ we denote the set of trajectories of the system (2.1) generated by all control functions $u(\cdot) \in V^\alpha_{\rho, \varepsilon}(\cdot, \Gamma)$, and let

$$g_2 = \left[ \frac{4 \lambda^2 \left( \kappa_2^2 \beta_2^2 + \omega_\varepsilon^2 \right)}{(1 - \kappa_0)^2 - 4 \lambda^2 \left( \kappa_1^2 + \rho^2 \kappa_2^2 \mu(E) \right)^2} \right]^\frac{1}{2}.$$ \hfill (3.35)

It will be proved that the inclusion

$$Z^\alpha_{\rho, \varepsilon}(\cdot, \text{Lip}, R_\varepsilon) \subset Z^\alpha_{\rho, \varepsilon}(\cdot, \Gamma) + g_2 R_\varepsilon(\varepsilon) \Delta \cdot B_2(1)$$

is held where $B_2(1)$ is defined by (3.17), $g_2$ is defined by (3.35), $R_\varepsilon(\varepsilon)$ is defined in (3.34).

Choose an arbitrary $\bar{x}(\cdot) \in Z^\alpha_{\rho, \varepsilon}(\cdot, \text{Lip}, R_\varepsilon(\varepsilon))$ generated by the control function $\hat{u}(\cdot) \in V^\alpha_{\rho, \varepsilon}(\cdot, \text{Lip}, R_\varepsilon(\varepsilon))$. According to (3.32) we have

$$\left\{ \begin{array}{l} ||\hat{u}(\cdot)||_2 \leq \rho, \ ||\hat{u}(s)|| \leq \alpha(\varepsilon) \text{ for every } s \in E, \\ ||\hat{u}(s_1) - \hat{u}(s_2)|| \leq R_\varepsilon(\varepsilon) ||s_1 - s_2|| \text{ for every } s_1 \in E, s_2 \in E. \end{array} \right.$$ \hfill (3.36)

Define new control function $\check{u}_\varepsilon(\cdot) : E \rightarrow \mathbb{R}^m$, setting

$$\check{u}_\varepsilon(s) = \frac{1}{\mu(E_i)} \int_{E_i} \hat{u}(\tau) d\tau, \ s \in E_i, \ i = 1, 2, \ldots, N.$$ \hfill (3.37)

It is obvious that the function $\check{u}_\varepsilon(\cdot) : E \rightarrow \mathbb{R}^m$ is constant on the set $E_i$, $i = 1, 2, \ldots, N$, and $||\check{u}_\varepsilon(s)|| \leq \alpha(\varepsilon)$ for every $s \in E$. From (3.39) and Cauchy-Schwarz inequality it follows that

$$\int_{E_i} ||\check{u}_\varepsilon(s)||^2 ds \leq \int_{E_i} ||\hat{u}(\tau)||^2 d\tau$$

which implies that $||\check{u}_\varepsilon(\cdot)||_2 \leq ||\check{u}(\cdot)||_2 \leq \rho$. So, we have that $\check{u}_\varepsilon(\cdot) \in Z^\alpha_{\rho, \varepsilon}(\cdot, \Gamma)$. Let $\check{x}_\varepsilon(\cdot)$ be the trajectory of the system (2.1) generated by the control function $\check{u}_\varepsilon(\cdot)$. Then $\check{x}_\varepsilon(\cdot) \in Z^\alpha_{\rho, \varepsilon}(\cdot, \Gamma)$.

Let us choose an arbitrary $s \in E$ and fix it. By virtue of Definition (2.1) there exists $i_* = 1, 2, \ldots, N$ such that $s \in E_{i_*}$. From (3.38), (3.39) and inequality $diam(E_{i_*}) \leq \Delta$ it follows that

$$||\hat{u}(s) - \check{u}_\varepsilon(s)|| \leq \frac{1}{\mu(E_{i_*})} \int_{E_{i_*}} ||\hat{u}(s) - \check{u}(\tau)|| d\tau \leq R_\varepsilon(\varepsilon) \Delta.$$
Since $s \in E$ is arbitrarily fixed, then we have that

$$\|\hat{u}(s) - \hat{u}_*(s)\| \leq R_*(\varepsilon)\Delta$$  \hspace{1cm} (3.40)$$

for every $s \in E$. Now, from Conditions 2.A, 2.B, 2.C, 2.D, Cauchy-Schwarz inequality, Proposition 2.2 and (3.40) we obtain

$$\|\hat{x}(\xi) - \hat{x}_*(\xi)\| \leq \frac{\lambda}{1 - \kappa_0} \int_{E} \left[ \gamma_1(\xi, s) + \kappa_2 \|\hat{u}(s)\| \right] \cdot \|\hat{x}(s) - \hat{x}_*(s)\| ds$$

$$+ \frac{\lambda \kappa_2 \alpha_*^{\frac{2}{3}} R_*(\varepsilon) \Delta}{1 - \kappa_0} + \frac{\lambda [\mu(E)]^{\frac{2}{3}} R_*(\varepsilon)\Delta}{1 - \kappa_0} \left( \int_{E} \|K_2(\xi, s, 0)\|^2 ds \right)^{\frac{1}{2}}$$  \hspace{1cm} (3.41)$$

for a.a. $\xi \in E$. Since $\hat{u}(\cdot) \in V_{\rho}^{\alpha_*(\varepsilon), Lip, R_*(\varepsilon)} \subset V_\rho$, then (3.36), (3.41), Propositions 2.4, 2.5 and 2.6 imply that

$$\|\hat{x}(\cdot) - \hat{x}_*(\cdot)\| \leq \frac{4\lambda^2 \left[ \kappa_2^2 + \omega^2 \right] \mu(E)}{(1 - \kappa_0)^2 - 4\lambda^2 [\kappa_1^2 + \rho^2 \kappa_2^2 \mu(E)]} \cdot R_*(\varepsilon)\Delta = g_2 R_*(\varepsilon)\Delta.$$  \hspace{1cm} (3.42)$$

Since $\hat{x}(\cdot) \in Z_{\rho}^{\alpha_*(\varepsilon), Lip, R_*(\varepsilon)}$ is arbitrarily chosen trajectory, $\hat{x}_*(\cdot) \in Z_{\rho}^{\alpha_*(\varepsilon), \Gamma}$, then (3.42) yields the proof of the inclusion (3.37).

Denote

$$\Delta_*(\varepsilon) = \frac{\varepsilon}{4g_2 R_*(\varepsilon)}.$$  \hspace{1cm} (3.43)$$

Then (3.37) and (3.43) imply that for every finite $\Delta$-partition $\Gamma = \{E_1, E_2, \ldots, E_N\}$ of the compact set $E$ such that $\Delta \leq \Delta_*(\varepsilon)$, the inclusion

$$Z_{\rho}^{\alpha_*(\varepsilon), Lip, R_*(\varepsilon)} \subset Z_{\rho}^{\alpha_*(\varepsilon), \Gamma} \subset Z_{\rho}^{\alpha_*(\varepsilon), \Gamma} + \frac{\varepsilon}{4} B_2(1)$$  \hspace{1cm} (3.44)$$

is satisfied where $B_2(1)$ is defined by (3.17). On behalf of the inequality (3.34) and inclusion (3.44) we have that for every finite $\Delta$-partition $\Gamma = \{E_1, E_2, \ldots, E_N\}$ of the compact set $E$ such that $\Delta \leq \Delta_*(\varepsilon)$, the inclusion

$$Z_{\rho} \subset Z_{\rho}^{\alpha_*(\varepsilon), \Gamma} + \left( c_* + \frac{1}{2} \right) \varepsilon \cdot B_2(1)$$  \hspace{1cm} (3.45)$$

is satisfied. Since $Z_{\rho}^{\alpha_*(\varepsilon), \Gamma} \subset Z_{\rho}$, then from (3.45) we conclude that for every finite $\Delta$-partition $\Gamma = \{E_1, E_2, \ldots, E_N\}$ of the compact set $E$ such that $\Delta \leq \Delta_*(\varepsilon)$, the inequality

$$h_2 \left( Z_{\rho}, Z_{\rho}^{\alpha_*(\varepsilon), \Gamma} \right) \leq \left( c_* + \frac{1}{2} \right) \varepsilon$$  \hspace{1cm} (3.46)$$

is verified.

For given $\alpha_*(\varepsilon)$, finite $\Delta$-partition $\Gamma = \{E_1, E_2, \ldots, E_N\}$ of the compact set $E$ and uniform partition $\Lambda = \{0 = r_0, r_1, \ldots, r_q = \alpha_*(\varepsilon)\}$ of the closed interval $[0, \alpha_*(\varepsilon)]$ where $\delta = r_{j+1} - r_j$, $j = 0, 1, \ldots, q - 1$, is the diameter of the uniform partition $\Lambda$, we define new set of control functions, setting

$$V_{\rho}^{\alpha_*(\varepsilon), \Gamma, \Lambda} = \{u(\cdot) \in V_{\rho}^{\alpha_*(\varepsilon), \Gamma} : u(s) = u_i \text{ for every } s \in E_i \text{ and } ||u_i|| \in \Lambda, \ i = 1, 2, \ldots, N\}.$$  \hspace{1cm} (3.47)$$

By symbol $Z_{\rho}^{\alpha_*(\varepsilon), \Gamma, \Lambda}$ we denote the set of trajectories of the system (2.1) generated by all control functions $u(\cdot) \in V_{\rho}^{\alpha_*(\varepsilon), \Gamma, \Lambda}$.
Let us prove that for every finite $\Delta$-partition $\Gamma = \{E_1, E_2, \ldots, E_N\}$ of the compact set $E$ and uniform partition $\Lambda = \{0 = r_0, r_1, \ldots, r_q = \alpha_*(\varepsilon)\}$ of the closed interval $[0, \alpha_*(\varepsilon)]$, the inequality

$$h_2 \left( Z^\alpha_*(\cdot, \Gamma, \Lambda) \right) \leq g_2 \delta$$

(3.48)
is held where $g_2$ is defined by (3.46), $\delta = r_{j+1} - r_j$, $j = 0, 1, \ldots, q - 1$, is the diameter of the uniform partition $\Lambda$.

Let us choose an arbitrary trajectory $\tilde{y}(\cdot) \in Z^\alpha_*(\cdot, \Gamma)$ generated by the control function $\tilde{w}(\cdot) \in V^\alpha_*(\cdot, \Gamma, \Lambda)$. On behalf of (3.50) we have

$$\begin{cases} 
\|\tilde{w}(s)\| \leq \rho, & \|\tilde{w}(s)\| \leq \alpha_*(\varepsilon), \text{ for every } s \in E, \\
\tilde{w}(s) = \tilde{w}_i \text{ for every } s \in E_i, \ i = 1, 2, \ldots, N.
\end{cases}$$

(3.49)

From (3.49) it follows that if $\tilde{w}_i < \alpha_*(\varepsilon)$, then there exists $j_i = 0, 1, \ldots, q - 1$ such that

$$\|\tilde{w}_i\| \in [r_{j_i}, r_{j_i+1}).$$

(3.50)

Define new control function $\tilde{w}_*(\cdot) : E \to \mathbb{R}^m$, setting

$$\tilde{w}_*(s) = \begin{cases} 
\tilde{w}_i & \text{if } 0 < \|\tilde{w}_i\| < \alpha_*(\varepsilon), \\
\tilde{w}_i / \|\tilde{w}_i\| \cdot r_{j_i} & \text{if } \|\tilde{w}_i\| = 0 \text{ or } \|\tilde{w}_i\| = \alpha_*(\varepsilon)
\end{cases}$$

(3.51)

where $s \in E_i, i = 1, 2, \ldots, N, r_{j_i}$ is defined in (3.50). It is not difficult to verify that $\tilde{w}_*(\cdot) \in V^\alpha_*(\cdot, \Gamma, \Lambda)$. From Conditions 2.A, 2.B, 2.C, 2.D, Proposition 2.2, and Cauchy-Schwarz inequality it follows that

$$\|\tilde{y}(\xi) - \tilde{y}_*(\xi)\| \leq \frac{\lambda}{1 - \kappa_0} \int_E \left[ \gamma_1(\xi, s) + \kappa_2 \|\tilde{w}(s)\| \right] \cdot \|\tilde{y}(s) - \tilde{y}_*(s)\| \, ds$$

$$+ \frac{\lambda \kappa_2 \beta_2 \mu(E)}{1 - \kappa_0} + \frac{\lambda \mu(E)}{1 - \kappa_0} \left( \int_E \|K_2(\xi, s, 0)\|^2 \, ds \right)^{\frac{1}{2}}$$

(3.53)

for a.a. $\xi \in E$. Since $\tilde{w}(\cdot) \in V^\alpha_*(\cdot, \Gamma) \subset V_\rho$, then by virtue of (3.30), (3.33), Propositions 2.4, 2.5 and 2.6 we have

$$\|\tilde{y}(\cdot) - \tilde{y}_*(\cdot)\| \leq \left[ \frac{4 \lambda^2 \left( \kappa_2^2 \beta_2^2 + \omega_2^2 \right) \mu(E)}{(1 - \kappa_0)^2 - 4 \lambda^2 \left( \kappa_1^2 + \rho^2 \kappa_2^2 \mu(E) \right)} \right]^{\frac{1}{2}} \cdot \delta = g_2 \delta.$$

(3.54)

Since $\tilde{y}(\cdot) \in Z^\alpha_*(\cdot, \Gamma, \Lambda)$ is arbitrarily chosen trajectory and $\tilde{y}_*(\cdot) \in Z^\alpha_*(\cdot, \Gamma, \Lambda)$, then from (3.54) we obtain the validity of the inclusion

$$Z^\alpha_*(\cdot, \Gamma) \subset Z^\alpha_*(\cdot, \Gamma, \Lambda) + g_2 \delta \cdot B_2(1)$$

(3.55)

where $g_2$ is defined by (3.36), $B_2(1)$ is defined by (3.17), $\delta$ is the diameter of the uniform partition $\Lambda$.

Since $Z^\alpha_*(\cdot, \Gamma, \Lambda) \subset Z^\alpha_*(\cdot, \Gamma)$, then (3.55) completes the proof of the validity of the inequality (3.48).
Let us set
\[ \delta_*(\varepsilon) = \frac{\varepsilon}{4g_2}. \] (3.56)

Then (3.48) and (3.56) imply that for every finite \( \Delta \)-partition \( \Gamma = \{ E_1, E_2, \ldots, E_N \} \) of the compact set \( E \) and for every uniform partition \( \Lambda = \{ 0 = r_0, r_1, \ldots, r_q = \alpha_*(\varepsilon) \} \) of the closed interval \( [0, \alpha_*(\varepsilon)] \) such that \( \delta \leq \delta_*(\varepsilon) \), the inequality
\[ h_2 \left( \mathcal{Z}_{\rho}^{\alpha_*(\varepsilon), \gamma_1}, \mathcal{Z}_{\rho}^{\alpha_*(\varepsilon), \gamma_1, \alpha} \right) \leq \frac{\varepsilon}{4} \] (3.57)
is satisfied where \( \delta \) is the diameter of the uniform partition \( \Lambda \). By virtue of the inequalities (3.48) and (3.57) we have that for every finite \( \Delta \)-partition \( \Gamma = \{ E_1, E_2, \ldots, E_N \} \) of the compact set \( E \), for every uniform partition \( \Lambda = \{ 0 = r_0, r_1, \ldots, r_q = \alpha_*(\varepsilon) \} \) of the closed interval \( [0, \alpha_*(\varepsilon)] \) such that \( \Delta \leq \Delta_*(\varepsilon) \), \( \delta \leq \delta_*(\varepsilon) \), the inequality
\[ h_2 \left( \mathcal{Z}_{\rho}^{\alpha_*(\varepsilon), \Gamma_1}, \mathcal{Z}_{\rho}^{\alpha_*(\varepsilon), \Gamma_1, \alpha} \right) \leq \left( c_* + \frac{3}{4} \right) \varepsilon \] (3.58)
is verified where \( c_* \) is defined by (3.2), \( \delta \) is the diameter of the uniform partition \( \Lambda \).

Finally, we prove that for every finite \( \Delta \)-partition \( \Gamma = \{ E_1, E_2, \ldots, E_N \} \) of the compact set \( E \) and uniform partition \( \Lambda = \{ 0 = r_0, r_1, \ldots, r_q = \alpha_*(\varepsilon) \} \) of the closed interval \( [0, \alpha_*(\varepsilon)] \) and \( \sigma > 0 \) the inequality
\[ h_2 \left( \mathcal{Z}_{\rho, \alpha}^{\alpha_*(\varepsilon), \Gamma_1, \alpha}, \mathcal{Z}_{\rho, \alpha}^{\alpha_*(\varepsilon), \Gamma_1, \alpha, \sigma} \right) \leq g_2 \alpha_*(\varepsilon) \sigma \] (3.59)
holds where \( g_2 \) is defined by (3.36), \( \mathcal{Z}_{\rho}^{\alpha_*(\varepsilon), \Gamma_1} \) and \( \mathcal{Z}_{\rho}^{\alpha_*(\varepsilon), \Gamma_1, \alpha, \sigma} \) are the sets of trajectories of the system (2.1) generated by the set of control functions \( \mathcal{V}_{\rho}^{\alpha_*(\varepsilon), \Gamma_1} \) and \( \mathcal{V}_{\rho}^{\alpha_*(\varepsilon), \Gamma_1, \alpha, \sigma} \) respectively. The set \( \mathcal{V}_{\rho}^{\alpha_*(\varepsilon), \Gamma_1, \alpha, \sigma} \) is defined by (3.47), \( \mathcal{V}_{\rho}^{\alpha_*(\varepsilon), \Gamma_1, \alpha, \sigma} \) is defined by (3.1).

Let us choose an arbitrary trajectory \( \mathcal{Z}(\cdot) \in \mathcal{Z}_{\rho}^{\alpha_*(\varepsilon), \Gamma_1} \) generated by the control function \( \mathcal{V}(\cdot) \in \mathcal{V}_{\rho}^{\alpha_*(\varepsilon), \Gamma_1} \). On behalf of (3.47) we have
\[ \begin{cases} 
\| \mathcal{V}(s) \| = \rho_j \in \Lambda \text{ for every } s \in E, \\
\| \mathcal{V}(s) \| = r_{j_i} \in \Lambda \text{ for every } s \in E_{i}, \ i = 1, 2, \ldots, N, \sum_{i=1}^{N} \mu(E_i) r_{j_i}^2 \leq \rho^2. 
\end{cases} \] (3.60)
implies that for each \( i = 1, 2, \ldots, N \) there exists \( g_i \in S = \{ x \in \mathbb{R}^m : \| x \| = 1 \} \) such that
\[ \mathcal{V}(s) = r_{j_i} \cdot g_i \] (3.61)
for every \( s \in E_{i} \). Since \( g_i \in S \), \( S_\varepsilon \) is a finite \( \sigma \)-net on \( S \), then for each \( g_i \in S \) there exists \( b_i \in S_\sigma = \{ b_1, b_2, \ldots, b_c \} \) such that \( \| g_i - b_i \| \leq \sigma \). Define new control function \( \mathcal{V}_*(\cdot) \) by \( \mathcal{V}_*(\cdot) \) setting
\[ \mathcal{V}_*(s) = r_{j_i} \cdot b_i \] (3.62)
for every \( s \in E_{i}, \ i = 1, 2, \ldots, N \). (3.60), (3.61) and (3.62) yield that \( \mathcal{V}_*(\cdot) \in \mathcal{V}_{\rho}^{\alpha_*(\varepsilon), \Gamma_1, \sigma} \) and
\[ \| \mathcal{V}(s) - \mathcal{V}_*(s) \| \leq \alpha_*(\varepsilon) \cdot \sigma \] (3.63)
for every \( s \in E \). Let \( \tilde{z}_*(\cdot) \) be the trajectory of the system (2.1) generated by the control function \( \mathcal{V}_*(\cdot) \). Then \( \mathcal{Z}_*(\cdot) \in \mathcal{Z}_{\rho}^{\alpha_*(\varepsilon), \Gamma_1, \sigma} \). Conditions 2.A, 2.B, 2.C, 2.D, (3.62) and Proposition 2.2 imply
\[ \| \tilde{z}(\xi) - \tilde{z}_*(\xi) \| \leq \frac{\lambda}{1 - \kappa_0} \int_E \left[ \gamma_1(\xi, s) + \kappa_2 \| \mathcal{V}(s) \| \right] \cdot \| \tilde{z}(s) - \tilde{z}_*(s) \| ds + \frac{\kappa_2 \beta \mu(E) \frac{1}{2} \alpha_*(\varepsilon) \sigma}{1 - \kappa_0} + \frac{\lambda \mu(E) \frac{1}{2} \alpha_*(\varepsilon) \sigma}{1 - \kappa_0} \left( \int_E \| K_2(\xi, s, 0) \|^2 ds \right)^{\frac{1}{2}} \] (3.64)
proximation. One of the advantages of the presented approximation method is that every function
are defined by (3.4), (3.43), (3.56) and (3.67) respectively,
σ
the validity of the inequality (3.59).
when the piecewise-constant control function
u
is satisfied.
Using an algorithm presented in [16] for specifying and aligning of the elements of a finite
numerical method for calculation of the trajectory of the system (2.1) generated by the appropriate
Λ = {S
net
,...,E
1
,ε,α
∗
(1)
} is defined by (3.17). Since
Z
σ
(ε,α
∗
(1)
) is arbitrarily chosen trajectory, ˜ρ
∗
1
(ε,α
∗
(1)
) ∈ Z
σ
(ε,α
∗
(1)
)
then from (3.65) we obtain the validity of the inclusion
Z
σ
(ε,α
∗
(1)
) ⊂ Z
σ
(ε,α
∗
(1)
) + g2α
σ
(ε,ε)(1)
(3.66)
where B2(1) is defined by (3.17). Since Z
σ
(ε,α
∗
(1)
) ⊂ Z
σ
(ε,α
∗
(1)
), then (3.66) completes the proof of
the validity of the inequality (3.59).
Let us set
σ
σ
(ε,α
σ
(ε)
) = \frac{ε}{4g2α
σ
(ε)
}(3.67)
where g2 is defined by (3.36), (3.59) and (3.67) imply that for every finite ∆-partition Γ = {E1, E2, . . . , EN} of the compact set E, for every uniform partition Λ = {0 = r0, r1, . . . , rq = α
σ
(ε)
} of the closed interval [0, α
σ
(ε)
]) and for every finite σ-net S
σ
such that σ ≤ σ
σ
(ε,α
σ
(ε)
), the inequality
h2 \left( Z
σ
(ε,Γ,Λ), Z
σ
(ε,Γ,Λ,σ) \right) \leq \frac{ε}{4}(3.68)
is satisfied.
By virtue of the inequalities (3.58) and (3.68) we conclude that for every finite ∆-partition Γ = {E1, E2, . . . , EN} of the compact set E, for every uniform partition Λ = {0 = r0, r1, . . . , rq = α
σ
(ε)
} of the closed interval [0, α
σ
(ε)
]) and for every finite σ-net S
σ
such that ∆ ≤ ∆
σ
(ε), δ ≤ δ
σ
(ε), σ ≤ σ
σ
(ε,α
σ
(ε)
), the inequality (3.3) is verified where α
σ
(ε) > 0, ∆
σ
(ε) > 0, δ
σ
(ε) > 0 and σ
σ
(ε,α
σ
(ε)
) > 0 are defined by (3.4), (3.43), (3.50) and (3.67) respectively, δ = rj+1 − rj, j = 0, 1, . . . , q − 1, is the diameter of the uniform partition Λ.

4 Conclusions

Using an algorithm presented in [16] for specifying and aligning of the elements of a finite σ-net
S
σ
= {b1, b2, . . . , bσ} and an algorithm for aligning of the elements of the uniform partition
Λ = {0 = r0, r1, . . . , rq = α
σ
(ε)
} satisfying the inequality \sum_{i=0}^{N-1} \mu(E_i)r_{ji}^2 \leq \nu^2 and applying a numerical method for calculation of the trajectory of the system (2.1) generated by the appropriate
piecewise-constant control function, it is possible to construct the set of trajectories of the system
(2.1). Note that the number \left( \sum_{i=0}^{N-1} \mu(E_i)r_{ji}^2 \right)^{\frac{1}{2}} characterizes the consumed total control resource when the piecewise-constant control function u(s) = r_{ji}b_{li}, s ∈ Ei, r_{ji} ∈ Λ, b_{li} ∈ S
σ
, i = 1, 2, . . . , N, is chosen as a control effort.
From inclusion Z
σ
(ε,Γ,Λ,σ) ⊂ Z
σ
it follows that the presented approximation is an internal approximation. One of the advantages of the presented approximation method is that every function
from approximating set is also the trajectory of the system, and therefore, the method can be used for specifying of the trajectories with prescribed properties.
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