Abstract—Mining Web data to create AI-usable datasets, is still non-trivial. Unfortunately, despite the free data access, the formation of a dataset useful for machine learning applications cannot rely solely on a data mining phase. For any given query, the retrieved sample may include duplicated, misclassified or completely irrelevant content. The consequence of not “cleaning” those datasets is to end up with faulty, noisy and imbalanced datasets. Thus, curation is necessary, to tackle the variable degrees of inconsistency found on the retrieved samples. This paper suggests a pipeline consisting of state-of-the-art and off-the-shelf methods for curating an image dataset retrieved from the Web. As a case study, the pipeline is applied on expanding food datasets with currently un categorized Greek dishes, leveraging information found in a specialized ontology, aiming at increasing the accuracy in food recognition applications.
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I. INTRODUCTION

Using the Web for data collection has, recently, become increasingly relevant. Recent advances in image-based Artificial Intelligence (AI) imply, amidst other things, the more the image data the better the performance. The computational ability, besides the practical need, to handle large datasets establishes a constant demand for more. The Web is readily accessible for such endeavors yet constructing a formal AI-useful dataset out of it, is still a daunting procedure. Attempting to manually gather data, such as images, is cost ineffective, time consuming and prone to errors. In spite of that, automatic data acquisition from the Web is not a trivial task, since the lack of a sophisticated methodology is expected to lead to a noisy, imbalanced and even error prone assortment of data.

Automatic data collection frameworks face a wide range of challenges, like (a) irrelevant content removal, (b) proper data class assignment, (c) composition of suitable queries and (d) rectification of corrupted data. In addition, common concerns exist in dataset formalization procedures, including (a) balancing of samples per class, (b) dealing with conflicting content, (c) constructing and leveraging inclusion or mutual exclusion strategies and (d) handling missing data. These are all issues to be considered during the creation of benchmark datasets [1][2], landmark recognition[3], as well as in more generic ones[4][5].

Respectively, food recognition received an increasing interest in the recent years [7], due to its wide span of applications in health care [6], habit-tracking [9], and tourism [8]. Food computing [10] refers to the automatic identification of food dishes or naming the exhibited ingredients, calculating the calorie and nutritional values, as well as producing warnings of potential health risk factors from images. In computer vision terminology these tasks correspond to food image retrieval, food segmentation, recipe generation, and dish classification. For this reason, there exist several food related datasets in the literature [11]. Some focus on specific assignments (e.g., segmentation [12]), while others apply to broader tasks (e.g., food retrieval [13]). A common topic among them is that they include categories of dishes from local cuisines or regional diets. As reported in TABLE I, a portion of the Mediterranean diet, such as dishes found in the traditional Greek cuisine, is currently absent from existing food datasets.

The importance of including Greek dishes to existing datasets is based partly on its cultural significance (and relation to the general Eastern Mediterranean cuisine) but also on its application significance since these new data challenge the state-of-the-art recognition methods. For instance, isomorphic food dishes (culinary or culturally assigned to different classes) are separable only by subtle differences. The challenges of constructing a dataset of food images for dish recognition are discussed later in detail. Thus, the contribution of this work is threefold: (a) it expands existing food datasets

| Table I. Cross-referencing labels of Greek dishes with the existing food datasets. |
|-----------------|-----------------|-----------------|
| Dataset         | Type            | Images/Classes  |
| ETH Food-101 [15] | Western         | 101K/101        |
| UPMC Food-101 [20] | Western         | 90.8K/101       |
| Food524DB [36] | Misc.           | 3.9K/50         |
| FoodX-251 [23] | Misc.           | 158.8K/251      |
| AHA Food-200 [32] | Misc.           | 197.3K/200      |
| AHA Food-500 [11] | Misc.           | 400K/500        |
| GREFood         | Greek           | 90.7K/165       |
with 165 Mediterranean diet Greek dishes, (b) it proposes a sophisticated pipeline for curating images acquired automatically from the Web and (c) it introduces a challenging dataset. This paper proceeds by reviewing the related literature, then by presenting the novel curation pipeline, and, subsequently, by showcasing experimental results and overall conclusions.

II. RELATED WORK

The work most closely related to ours, is the one which introduced the ISIA Food-500 [11]. That dataset is publicly available and contains around 400K images not equally distributed in 500 categories of diverse cuisine origins. The authors followed a similar approach to ours to enrich their dataset i.e., they included images from the Web and removed duplicate and non-food images. Further data inspection was applied with crowdsourcing. However, the authors weren’t specific about the details of the data acquisition procedure. It is not clear how strict the rule about removing duplicates was (i.e., allowing the inclusion of geometrically transformed images, as similar but not duplicates), and how they dealt with the assignment of labels to conflicting dish classes (food co-occurrence).

Non-automatic image acquisition procedures for food datasets are divided in in-situ acquisition [14] and browsing for them on the Web [15]. Typically, in-situ procedures involve an expensive overhead prior to analyzing the data and constructing the actual dataset (i.e., setting-up a camera, removing obstacles from the scene, avoiding capturing humans and human parts to preserve their anonymity, and finally composing the frame) [16][17][19]. An advantage of those manual methods is that the samples have preassigned labels. On the other hand, Web browsing manual procedures involve: (a) composing a list of food classes; (b) browsing the Web for representative samples; (c) downloading the images; and (d) cleaning-up errors. A disadvantage related to this type of dataset construction, is that humans have limited capability in processing a large number of queries simultaneously (e.g., limited attention span) and their effort is time consuming and prone to mistakes.

Automatic frameworks for food dataset construction are discussed in [18][20]. This approach includes the following: (a) an acquisition protocol; (b) querying search engines; (c) downloading the retrieved content; (d) identifying non-related images for removal; (e) de-duplicating of images; and (f) correcting mistakenly assigned samples to wrong classes. Finding content in such uncontrolled environment might be faster than other approaches, but introduces additional challenges i.e., the sample per class distribution might not be the desired one and food co-occurrence class assignment is often disregarded. Food co-occurrence is discussed in [21], where various image descriptors were used to extract local and global features to recognize multiple-food photos considering co-occurrence statistics. Later, the same authors employed a manifold learning approach to improve their results [22].

Finally, other frameworks (not explicitly related to food) for image acquisition from the Web are discussed in [4][5], all reported similar challenges to those previously described.

III. PROPOSED PIPELINE

The Web is a valuable resource, which can be exploited in order to get large collections of data. Data repositories, content providers and search engines can be utilized for such endeavors. However, collecting data with no treatment at all, can easily become futile, especially for practical AI applications. To meet this challenge, we propose a pipeline for the task of creating an AI-usable dataset with data acquired from the Web. This pipeline consists of several modules, which collaborate to construct a balanced thematic dataset.

The proposed pipeline is graphically shown in Fig. 1. An ontology is used to query the web for data. The images collected from the web are processed via a module to filter out duplicate and irrelevant content. The valid ones form candidate pools in respect to their class. In case a candidate pool doesn’t have the desired minimum number of samples, it is merged with the semantically closest class according to the information provided by the ontology. Additionally, not all of these images will fit into their respective final class, since misclassified samples are expected to have been collected in the first place. To assign images into classes we assume intra-class visual coherence, thus a ranking based on visual similarity is used. Thus, to assign a candidate image to its respective class an aggregated ranking of its intra-class visual similarity and its position in the retrieved results is calculated. Finally, the top candidate images within the range of the minimum number of desired samples are harnessed.

More analytically, the framework upon the dataset construction has to be defined, namely the aim of the dataset, its requirements, and the expectations. In this case study a food centric dataset of real-world images with Greek food dishes had to be constructed. We chose this topic because food images are particularly intriguing in terms of image analysis, as there is an expected large intra-class variations in global appearance, there is the challenge of food co-occurrence, there can be subtle discriminative details amongst classes, not to mention that food configuration is not standard.

The source of the dishes’ labels, basically, has to meet two criteria: (a) to be a credible source; and (b) to be described in a formal ontological representation. The latter is useful since it provides information about the relations among the dishes. As stated, the source of the images was selected to be the Web, and more than one popular search engines can be used as image resources. It is reminded that search engines provide indexed content according to a query, in this case a food label. Again, as stated in the introductory material, it is expected that undesired content will appear in the retrieved results, including duplicate images and irrelevant (non-food) images.
These images if included in a dataset designed for the purpose of recognition might have a negative effect, so they have to be excluded (rejection modules in Fig. 1). Furthermore, as duplicate images we define: (a) exact copies; and (b) the images that are a geometrically transformed copy of another. This definition and the related policy is followed throughout the data collection procedure and no duplicate images are allowed within the class and across the dataset. As far as it concerns the dataset balancing, the pipeline has to be able to adjust the number of images per class without sacrificing the label assignment accuracy. This is influenced, mainly, by two factors: (a) the number of retrieved results from the Web, in which some labels might be too specific to enable the discovery of rich content, and (b) the no-duplicates policy. If some images presented ambiguous (or mixed) content and were retrieved for more than one label, they were assigned to the class that acquired them first. For example, an image presenting *fava puree with grilled octopus*, could fit either in the *grilled octopus* or in the *fava puree* labels; by default, it is assigned to the first label it has been retrieved for. Both of these factors result in a decreased number of candidate samples for some classes and ultimately in an imbalanced dataset.

Since the relations between dishes is revealed by the employed ontology, a pruning or class-merging procedure can ameliorate this, without giving up the accuracy in label assignment (pruning module in Fig. 1). Notwithstanding, when seeking for a large number of images on the Web, some retrieved samples can be misclassified from the start. To deal with this we assume within class resemblance, and, hence, a ranking system based on visual similarity, or other informative criteria, to amend for excluding misclassified retrieved samples from the candidate pool (ranking aggregation module in Fig. 1). Finally, the desired number of samples per class can be adjustable; setting the minimum to 550 samples per class followed by a maximin approach to maintain as many images as possible.

A. Knowledge base

Recently, a trilingual thesaurus of food served in restaurants in Eastern Macedonia and Thrace (North-Eastern Greece) has been developed, called “AMALTHEA” (Amalthea) [24]. The authors designed and implemented a Web lexicographic environment, which accommodates information retrieved from restaurant menus. This infrastructure enabled the development of a thesaurus with information about dishes, their ingredients, recipes, concepts related to food, as well as dietary and cultural.

To incorporate this knowledge base (Amalthea) to the presented pipeline a tree-like structure was implemented. A traversal mechanism granted the dish labels, their parent nodes and their corresponding ID codes. The dish labels were used as the queries to be provided to the Web search engines. We chose not to look for complex relations between dishes within the knowledge base even though label translations, recipes, related ingredients, and dish preparation procedures were available.

B. Food/NonFood classification

To reject irrelevant content from the candidate pool of images, a food/nonFood discriminator was trained via transfer learning. A binary class dataset with 200K colored images was constructed. The one class included 100K images from the ETH-Food101, while the other was a meticulous manual selection (with duplicate exclusion) of non-food images from benchmark datasets [5]. The choice of ETH-Food101 was based on its content, which it was visually aligned to the criteria of desired images.

The chosen deep neural network model was the VGG-16 [25] pretrained on the ImageNet. The accuracy on the test set was 98.59%. This model was used as the food/NonFood discrimination module in the proposed pipeline.

C. Removing duplicate images

To reject duplicate images according to the criteria of undesired content, a deduplication procedure was developed to handle this task. Deduplication is used widely in many applications (forensics, closed-loop systems, etc.). Several approaches have been developed to deal with this task, including, but not limited to, relying on textbook image descriptors [29][30], as well as bespoke deep neural networks [31][37][38].

Typically, a feature extractor combined with a distance measure, compare any two images to find out if they are similar or not. The application of a threshold \( \theta \) defines the degree of similarity, which in this case reduces to being a duplicate or not. A reliable method is needed to (a) bring closer those images that are either exactly the same or geometrically transformed copies of one another, while at the same time to (b) push further away those, which have just a visual resemblance or are completely different (Fig. 2). Moreover, as the purpose of this pipeline is to construct a large-scale dataset, the deduplication method must scale well, as more and more data are collected into the candidate pool. Otherwise, the computational complexity will reach an impractical \( O(n^2) \).

That said, image descriptors coupled with locality-sensitive hashing methods [26] offer the benefits of being fast feature extractors and reliable at detecting most affine transformations. At the same time, they keep the description of an image compact, which is computationally important for
the comparison. In addition, Hamming distance fits nicely as a metric for these descriptors. To tackle the computational complexity a BK-tree structure [28] is exploited, which indexes the binary hashes of the candidate images. Given a query hash and a threshold $\theta$, this structure is used for the purpose of being faster in finding the hashes under that threshold. The complexity of this algorithm is approximately $O(\log n)$.

The deduplication module in the proposed pipeline employs three image hashing methods, namely (a) the average image hash, (b) the perceptual hash and (c) the difference hash. An exclusive BK-tree is constructed for the three descriptors respectively. Each time an image is encountered its features are extracted and then compared with all candidate image hashes within the tree structures. A majority voting approach decides whether an image is duplicate or not; no tie breaker is needed since there are three voters with equal voting weight. The query hash is stored within its respective BK-tree, if and only if there was no duplicate decision outcome (also the query image is added to the candidate pool).

D. Pruning candidate classes

The Web is an uncontrolled environment for the task of collecting representative images in respect to some label. It is expected for some classes to be overpopulated, whereas others be exactly the opposite. In the overpopulated class scenario, the reasonable thing to do is to keep the $K$ most similar images based on some ranking. In contrast, underpopulated classes need a closer inspection to decide upon an action plan, since greedy approaches might result data losses. Usually, this issue is addressed with (a) seeking for more content, (b) discarding underqualified classes and (c) merging similar classes. Automating this procedure is not always trivial.

To deal with this shortcoming this pipeline exploits the aforementioned knowledge base. When a class’s candidate pool doesn’t meet the completion criterion, then it is merged with a pertinent class within the same super-class group (children-nodes under the same parent) according to the Greek food thesaurus. If no other class exists within a certain group, then the underpopulated one is merged with its parent. This pruning procedure is followed until all classes meet the completion criterion.

E. Class assignment based on aggregated rankings

Another shortcoming related to the uncontrolled environment of the Web, is that, given a query, no perfect retrieved pool of samples is expected to emerge. Actually, it is anticipated for some content to be misclassified. Duplicate and non-food retrieved images are discarded already by the respective modules within the pipeline. Thus, the misclassified results contain only food samples fitted mainly in two categories: either they reside to a different class, or they belong to the desired class but only to some small degree.

To assign candidate images to a certain class an aggregation of two rankings is employed in the proposed pipeline. Under the assumption that search engines function as retrieval systems, which provide the results in a relevance order, the first ranking system emerges from their retrieved arrangement. The second ranking system arises from the visual similarity amongst the samples of a candidate pool. For this purpose, a rather simple yet effective image descriptor is devised, which is somehow close to the concept of the dominant color descriptor of the MPEG-7 standard [39], yet is simple and rather effective.

The descriptor by design considers color similarity between images, whilst is invariant to geometrical transformations. It analyzes colored images by matching the actual colors to a number of $h$ hues and $v$ intensity values in the HSV color space. This results in a quantized image with $q = h + v$ channels. From the quantized image two further quantities are calculated per channel: (a) the coordinate of the center of mass and (b) the percentage coverage. Subsequently, these values are normalized within the range [0,1]. At the end, the normalized quantities are put together in a vector forming the final signature. We term this descriptor as Color Gravity Descriptor (CGD), due to its inherent characteristic to form color discs with specific mass and capture the attractions among them.

The procedure of ordering the candidate pool by its visual similarity is as follows: (a) extract the CGD signatures; (c) calculate a single cluster with Chebyshev distance; (d) calculate the mean $\mu$ and standard deviation $\sigma$ of that single cluster; and (e) use the $\mu$ and $\sigma$ to arrange the samples by their distance from the center of the cluster in a weighted manner.

As it happens, the two ranking systems have different arranging criteria. Thus, a method is needed to produce an optimal ranking that maximizes some sort of agreement. The approach followed in this pipeline is to calculate the pairwise disagreement $\tau$ measured with Kendall Tau and then maximize the following loss function[33]:

$$\arg \max_{\tau} \sum d(\bar{\tau}, \tau) \leq \sum d(\bar{\tau}, \tau) \quad \forall \tau \in N \quad (1)$$

This aggregation module can combine any ranking system, but a naive implementation can lead in trying to solve an NP-hard problem [34]. Approximations using weighted graphs have been proposed as well [35].

IV. EXPERIMENTAL VERIFICATION

A. Setting up the pipeline’s parameters

The proposed pipeline consists of several modules, which need certain parameters to work as expected i.e., the desired number $K$ of samples per class, and the threshold $\theta$ per method which separates duplicates from the rest.

To find the optimal threshold for the image hashing algorithms, an experiment is conducted similar to the one proposed by Ke [27]. A random subset is taken comprised of 2000 unique food images from the ETH Food-101 dataset. For each image the following 40 transformations are applied: (a) colorization, (b) contrast adjustment, (c) cropping, (d) despeckling, (e) downsampling, (f) mirroring (flipping), (g) change of format, (h) framing, (i) rotation, (j) scaling, (k) saturation enhancement and (l) intensity adjustment. These transformations result in 82000 $^1$ images, of which the signatures are extracted respectively with each image hashing method. Distances and confusion matrices are calculated for all images. The desired threshold $\theta$ is the one that minimizes the following function (see also Fig. 3):

$$\arg \min_{\theta} |FN - FP| \quad (2)$$

$^1$ Note, the parameters for each transformation are the same as suggested in [27]
To test the thresholds, another sample of 20000 images is taken from the same dataset with mutual exclusion in respect to the training one. Then, 500 of them are randomly selected and undergo the aforementioned transformations. This results in a test set of 40000 images. The achieved cross-validated accuracy for $\theta^{(d)} = 3$ (average image hash), $\theta^{(d)} = 14$ (difference hash) and $\theta^{(d)} = 14$ are 85.57%, 86.72% and 86.5% respectively.

B. GREFood - data acquisition

From the Amalthea ontology 361 labels of dishes served in Greek restaurants were extracted. The pipeline queried two search engines (Google and DuckDuckGo), in order to populate these classes with candidate samples. The food/nonFood and deduplication modules rejected initially all the undesired content. A total of 401231 images were collected from the Web. In total, 128K were rejected as duplicate (32%) and 107K as non-food (26.8%). Note that, the deduplication module was not applied on the non-food images. Since the purpose of this pipeline is to produce a balanced dataset, the need for the pruning and the class assignment modules is evident in Fig. 4, which shows many underpopulated classes within a group of semantically similar. After pruning the classes according to the procedure described previously, there were 169 classes left. The pruning module by design merges underpopulated classes with other relevant classes in the same group or their parent nodes; this is repeated indefinitely until the completeness criterion is met. We chose to not let this happen in this work and we parameterized the module to stop the merging procedure when a class was merged with its parent. Thus, underdeveloped classes were removed completely (4 classes).

The final module of this pipeline is the one which assigns the candidate samples into their respective classes by aggregating a visual similarity and an indexing ranking system. Therefore, 165 classes were kept that met the dataset completion criterion (in this case 550 images per class), as shown in Fig. 5.

C. Food recognition

A visual example of the GREFood dataset, in which the samples were collected and curated by the proposed pipeline is shown in Fig. 6. To test its fitness for dish recognition, a classification experiment was conducted using the vanilla VGG-16 architecture pretrained on the ImageNet.

The GREFood dataset was split into 8-folds from which training and testing instances were produced. Affine transformations were applied on each training set. To avoid overfitting, regularization mechanisms are employed i.e., Dropout and batch normalization. The performance of classification on the GREFood validation sets is 64.8(±7.27)% The just above the average accuracy score indicates the classifier struggled to perform remarkably. Food co-occurrence and between classes’ similarity are probable complications. However, classification tasks are attainable, in this dataset which has been constructed in a fully automatic manner, with no human innervation whatsoever.

V. CONCLUSIONS AND FUTURE WORK

A pipeline for constructing a balanced thematic dataset with data acquired from the Web is proposed in this paper. The pipeline uses state-of-the-art and off-the-shelf methods to find, collect and clean data with large intra-class variations. A food dataset was constructed (GREFood). Limitations related to the proposed approach fall into two categories mainly. The first relates to the error carryover from the incorporated modules. The other concerns to the decisions related to the pipeline’s policies like the deduplication module which strictly prohibits duplicate images to exist even in different classes and the rejected images by the assignment module are not being re-used. External factors affecting the performance of this pipeline come from the content availability on the Web and the relations between dishes mined from the Amalthea ontology. We consider improvements are possible. The deduplication strategy can be examined empirically.
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