1. Introduction

Over the past decade, a number of fundamental results have been obtained in the theory of continuous optimal set partitioning problems (OSP). Methods and algorithms for solving multi-product, linear and nonlinear, stochastic and dynamical problems of optimal set partitioning problems with specified and unspecified coordinates of centers of subsets were developed. In addition, solutions to applied problems from the field of monitoring of ecology of industrial regions, territory planning of service spheres and control of social sphere, were obtained. The problems of control of technological processes and the problems, associated with construction of the elements of artificial intelligence systems were united in one direction [1, 4].

A variety of initial data, including information about properties of a set, restrictions on particular parameters of a problem and quality criteria, determines a wide range of applied partitioning problems. This, in turn, makes it possible to speak about the relevance of subsequent research both aimed at the development of the theoretical base, and at the search for solutions to specific problems. The problems of optimal partitioning of a plane curve, which are particular cases of a continuous OSP problem with placement of subsets’ centers, are of special interest.

2. Literature review and problem statement

The theory of continuous OSP problems is based on a unified approach, which lies in reducing original infinite-dimensional optimization problems via Lagrange functional to non-smooth, as a rule, finite-dimensional optimization problems. For numerical solution of such problems, effective methods of non-differentiable optimization are used.
We can distinguish the following main directions of development of the theory of continuous OSP problems. By now, some of them have been sufficiently explored, such as linear OSP problems, nonlinear OSP problems, OSP problems under conditions of uncertainty [1].

Development of these results include studying problems of optimal coverage of continuous sets by balls [2], dynamical problems of optimal set partitioning with and without placement of subsets’ centers, problems of sets’ boundaries control [3–5]. Solutions to the problems of distributed systems control, which are special cases of continuous dynamical problems of optimal set partitioning, were obtained.

A fuzzy problem of optimal sets partitioning without restrictions was studied in paper [6].

One of the examples of conceptualizing of the OSP theory may be considered paper [7], which explored the problem how and when a discrete problem can be reduced to a continuous problem.

Application of the theory of optimal sets partitioning was found in the problems of artificial intelligence: image recognition, analysis and identification of systems, control of distributed systems, in which a permissible control region is determined by partitioning of a certain set into a finite number of subsets.

It is necessary to emphasize the studies based on sets partitioning, which typically use the Voronoi diagrams [8–10]. The theory of optimal partitioning considers the Voronoi diagrams as a particular case of OSP problems. Substantiation of theoretical fundamentals of plotting of the Voronoi diagram by using the methods of optimal sets partitioning is shown in a series of papers [11].

In [12], a generalization of the Voronoi partitioning, called EBVP (effectiveness-based Voronoi partitioning) by introducing the concept of node functions for distance measuring was proposed. With EBVP, a generalized environment for statement of optimal placement problems was proposed.

An example of development of algorithms for solving partitioning problems can be paper [13]. Application of multi-agents was proposed in [14].

Modern applied results in the fields of medicine, technology and logistics are explored in works [15–17].

Despite a considerable number of theoretical and applied works for optimal partitioning, all of them are based on analysis of only one class of sets. There are examples of partitioning of the segment and examples of application of the OSP apparatus for the search for the minimum of the function. Accordingly, an interest arises from the point of view of theoretical prospects and practical application of partitioning of segments of a plane and a spatial curve.

3. The aim and objectives of the study

The aim of present research is to state and research one-dimensional problems of the theory of optimal sets partitioning, when a set is represented in the form of a curve on a plane with geometrical characteristics of the curve taken into account. This will make it possible to construct the models of elements of transport systems with detailed reference to the terrain.

To accomplish the set goal, the following tasks must be solved:

– to state and solve the optimal partitioning problem for a particular case, when a distance is assigned by the length of the radius-vector from the center to a point on a curve, to explore behavior of its solutions;

– to state and solve the optimal partitioning problem for a particular case, when a distance is assigned by the length of the path from the center to a point on a curve and to explore behavior of its solutions;

– to state and solve the optimal partitioning problem for a particular case, when a distance is assigned by the length of the path from the center to a point on a curve the curvature of the curve is taken into account as an additional parameter, to explore behavior of solutions.

4. Methods and results of research

Consider the basic problem of optimal sets partitioning with placements of centers [1]:

**Problem A2.** Let $\Omega$ be a bounded, measurable by Lebesgue set in $n$-dimensional Euclidean space $E_n$. We will designate through $P_N(\Omega)$ the class of all possible partitions of set $\Omega$ into $N$ sub-sets.

$$\hat{P}_N(\Omega) = \left\{ \hat{\Omega} = (\hat{\Omega}_1, \ldots, \hat{\Omega}_n) : \hat{\Omega}_i \subseteq \Omega, i = 1, \ldots, N \right\}$$

It is required to determine partitioning $\hat{\sigma} \in \hat{P}_N(\Omega)$ and a set of “centers” of subsets $\tau^* = (\tau_1, \tau_2, \ldots, \tau_N) \in \Omega^N$, giving the minimum value to the functional

$$F(\hat{\sigma}, \tau) = \sum_{i=1}^N \int (c(x, \tau_i) + a_i) p(x) dx.$$ 

Here $c(x, \tau_i)$ are real, bounded, determined on $\Omega \times \Omega$, measurable by $x$ at any fixed $\tau_i \in \Omega$ ($\forall i=1, \ldots, N$) functions; $p(x)$ is the bounded, non-negative, measurable on $\Omega$ function; $a_i$ ($\forall i=1, \ldots, N$) are the assigned non-negative magnitudes.

Let functions $c(x, \tau_i)$ be one or another metrics in space $E^2$, $a_i = 0$ ($\forall i=1, \ldots, N$). Informally, we can state problem A2 in the following way. It is required to find such partitioning of the original set into an assigned number of sets and such coordinates of the centers of these subsets, at which the sum of weighed distances from the points of the set to the correspondent center should be minimal.

In physical problems, the minimized integral is treated as work, performed by a point (a physical body) at moving along the trajectory, leading from the center to each point of the subset. From the economic point of view, the quality criterion of problem A2 is a summary cost of transition to the center (or backwards) of the whole resource that is at each point of set $\Omega$.

The aim of the present research is to study problem A2, when set $\Omega$ is a part of a plane curve, described by dependence $y=f(x)$ on an assigned segment. A segment of a curve, assigned both analytically and in a tabular way (the latter in the process of solving the problem is interpolated), can serve as analyzed areas. In addition, from practical considerations, the function is restricted by continuity and differentiability.

In a general form, the first problem (let us call it problem A2R) will be stated as follows. Suppose there is a segment of a plane curve. It is required to place an assigned number of sources on a resource on it and to link each point of the curve to a particular source. In this case, it is necessary to minimize costs of transportation of the whole resource from the sources to corresponding points of the curve along the
shortest path. Function of value in this case will be considered proportional to the radius-vector, connecting point \((\mathbf{r}_i, f(\mathbf{r}_i))\), the source of resource, with the point of the corresponding subset \((x, f(x))\), so that \(c(x, \mathbf{r}_i) = (x - \mathbf{r}_i)^2 + (f(x) - f(\mathbf{r}_i))^2\) \((2)\) (Fig. 1). Obviously, coordinates of the so-called “centers” of subsets have the form \((\mathbf{r}_i, f(\mathbf{r}_i))\) and, in general, are determined by points \(\tau \in [a, b]\).

![Fig. 1. Geometric interpretation of sub-integral function of problem A2R](image_url)

**Problem A2R.** Let \(\Omega = \{(x, y): a \leq x \leq b; y = f(x)\}\), where \(f(x)\) is the real, bounded, differentiable determinant on \([a, b]\) function. It is required to find partitioning \(\mathcal{B}^* \in \mathcal{P}(\Omega)\) and a set of “centers” of subsets, determined by the points of segment \([a, b]\)

\[
\tau = (\tau_1, \tau_2, ..., \tau_N)_{\Omega^2},
\]

given minimal value to the functional.

\[
F(\mathcal{B}, \tau) = \sum_{i=1}^{N} \int_{\Omega} ((x - \tau_i)^2 + (f(x) - f(\tau_i))^2)^{1/2} dx.
\]

Once the basic problem has been stated, it is required to refine the problem, based on assumption that it is possible to take into consideration geometrical characteristics of the curve in this statement. Subsequently, it is necessary to show what geometrical characteristics correspond to the subject area.

The next stage is the solution itself with the help of the known methods and interpretation of results.

We apply the procedure of solving continuous OSP problems [3, 5]. Then we introduce characteristic \(\lambda_1()\), \(\lambda_\Omega()\) of subsets \(\Omega_1, ..., \Omega_N\), and pass from problem A2R to the equivalent problem of infinitely-dimensional programming.

\[
J(\lambda), \tau = \sum_{i=1}^{N} \int_{\Omega} \sqrt{(x - \tau_i)^2 + (f(x) - f(\tau_i))^2} \lambda_i(x) dx \rightarrow \min \quad \{\lambda: \lambda_1(x)_{\Omega_1} = \lambda_{\Omega}\} \quad (1)
\]

where

\[
\lambda = (\lambda(x) = (\lambda_1(x), ..., \lambda_N(x))): \sum_{i=1}^{N} \lambda_i(x) = 1
\]

almost everywhere in \(x \in \Omega\), \(\lambda_i(x) = 0\) \(\forall t\); almost everywhere for \(x \in \Omega_i\); \(i = 1, N\).

Analytic expression for the first component \(\lambda^*(\cdot)\) of optimal solution \((\lambda^*, \tau^*)\) of problem (1) can be obtained for each fixed \(\tau^* = (\tau_1, \tau_2, ..., \tau_N)\) in the form

\[
\lambda^* \tau_i(\tau) = \min_{\lambda \in \lambda^*} \sqrt{(x - \tau_i)^2 + (f(x) - f(\tau_i))^2}, \quad i = 1, N
\]

\[0, \text{ in other cases,} \]

To find the second component \(\tau^* = (\tau_1, \tau_2, ..., \tau_N)_{\Omega^2}\) of the optimal solution (1), it is necessary to solve the finite-dimensional optimization problem in the form

\[
G(\tau) = \int_{x \in \Omega} \frac{\min \sqrt{(x - \tau_i)^2 + (f(x) - f(\tau_i))^2} p(x) dx}{\min_{\tau \in \Omega}}, \quad (2)
\]

the objective function of which is in the general case multi-extreme and non-differentiable. Solution to the problem (2) can be obtained, for example, using an algorithm, a part of which is \(r\)-algorithm by N. Z. Shor.

A detailed analysis of the properties of optimal solutions and properties of the minimized function \(G(\tau)\) for a particular case of problem A2R, when \(f(x)\)-const, was studied earlier. It was shown that the problem (2) is multi-extreme. However, on each of the subsets of set \([a, b]^N\), formed by specifying of different relations of the order of sequence of centers \(\tau_1, \tau_2, ..., \tau_N\) on segment \([a, b]\):

a) function is one-extreme and convex by \(\tau_1, \tau_2, ..., \tau_N\);

b) has the point of a local minimum.

Minimal values of the function in points of a local minimum, each of which belongs to a subset of set \([a, b]^N\), formed by its relation of the sequence order of centers \(\tau_1, \tau_2, ..., \tau_N\) on segment \([a, b]\), coincide.

It is obvious that from the practical point of view it is interesting to study and solve the problem of partitioning of the segment of a special curve, modeling a real system. For example, when talking about road construction, there arises a problem of optimal placement of warehouses, work towns, asphalt factories along the construction route. It is required that costs of transportation of labor or material resources along the construction site should be minimal. That is why for computational experiments, we selected curves of the form \(f(x) = x^2, f(x) = x^3, f(x) = \ln(x), f(x) = \sin(x/\pi), f(x) = -\sin(\Omega x)\), \(A, \lambda, \Omega \in \mathbb{Z}\). The last is of particular interest, since it is known that any continuous function on the interval \([0, 2\pi]\) can be represented in the form of a trigonometric series. Therefore, the properties of optimal solutions to problem A2R for any continuous functions, as well as applicability of the above algorithm, will be determined by the properties of problems A2R, functions of the form \(f(x) = -\sin(\Omega x)\) at different parameters with precision of decomposition in trigonometric series are considered as a curve.

Fig. 2 shows examples of surfaces of minimized functions \(G(\tau_1, \tau_2)\), to which problems A2R at \(N=2\), \([a, b] = [0, 1]\) are reduced (it is possible to visualize the surface, assigned by the minimized function, only for two centers). As Fig. 2, \(a–d\), shows, problems A2R can be conditionally divided into two classes. The first class includes the problems, in which objective function \(G(\tau_1, \tau_2)\) has two minima, symmetric relative to the diagonal of a square, corresponding to area \(\Omega\) and beginning at point \((0, 0)\). Moreover, the values of the function at points of a minimum are the same. We will note that this class of problems includes those, in which the function, monotonous on \([a, b]\), serves as \(f(x)\). The second one includes multi-extreme functions with a large number of local extrema that can have values close to optimal. In the case when the number of subsets is more than two, the number of local minima increases significantly. For functions from the first class, an optimum can be obtained by applying algorithm A2. For the second class of problems, algorithm A2 can lead to any point of a local extremum, not necessarily to the point where objective function of the problem has a global minimum. Therefore, in order to solve problems of
the second class, it is possible to apply heuristic algorithms of search for a global extremum. Experience in application of genetic algorithms, in particular for similar functions, makes it possible to talk about their effectiveness.

**Problem A2L.** Let $\Omega = \{(x, y); a \leq x \leq b; y=f(x)\}$, where $f(x)$ is the real, bounded, differentiable function, determined on $[a, b]$. It is necessary to find partitioning $\{\bar{P}_i(\Omega)\}$ and a set of “centers” of subsets, determined by the points of segment $[a, b]$. The set to be partitioned is a segment of a curve: $x \in [a, b]$. Values of $F$ are normalized for set $\Omega = \{(x, y); 0.02 \leq x \leq 1; y=f(x)\}$, are shown in Fig. 3.

Examples of surfaces, formed by values of function $F$, constructed for set $\Omega = \{(x, y); 0.02 \leq x \leq 1; y=f(x)\}$, are shown in Fig. 3.
We open module and rewrite the functional of problem A2L in the form

\[
\hat{F}(p, \tau, \tau_i) = \int_0^{\tau_i} \sqrt{1 + f''(\xi)^2} d\xi dx + \int_0^{\tau} \sqrt{1 + f''(\xi)^2} d\xi dx + \int_0^{\tau} \sqrt{1 + f''(\xi)^2} d\xi dx + \int_0^{\tau} \sqrt{1 + f''(\xi)^2} d\xi dx.
\]

Write down the necessary conditions of an unconditional extremum for function \(\hat{F}(p, \tau, \tau_i)\) (calculation of partial derivatives of function \(\hat{F}(p, \tau, \tau_i)\) is performed from the Leibniz formula for integral differentiation by the parameter):

\[
\frac{dF}{dt_i} = \int_0^{\tau_i} f''(\xi) d\xi = 0;
\]

\[
\frac{dF}{d\tau_i} = \int_0^{\tau} f''(\xi) d\xi - \int_0^{\tau} f''(\xi) d\xi = 0;
\]

\[
\frac{dF}{dp} = \int_0^{\tau} f''(\xi) d\xi - \int_0^{\tau} f''(\xi) d\xi = 0. \tag{3}
\]

Among the stationary points, we will choose the ones that will satisfy conditions: \(0 \leq t_1 \leq t_2 \leq 1\).

Analyzing system (3), it is possible to make a conclusion that point \((p, f(p))\) is the boundary between areas \(\Omega_1\) and \(\Omega_2\) and lies on curve \(y=f(x)\) so that the distances from this point along the curve to points \((t_1, f(t_1))\) and \((t_2, f(t_2))\) are the same. Point \((t_2, f(t_2))\) is in the middle of the distance along the curve between \((0, f(0))\) and \((p, f(p))\), and \((t_2, f(t_2))\) is in the middle of the distance along the curve between \((p, f(p))\) and \((1, f(1))\).

In the case when \(f(x)\) is periodic, or the number of the located centers is more than two, analytical solution to the problem is virtually impossible to obtain. In these cases, problem A2L is multi-extreme. Examples of the surfaces, formed by objective functions of the problem are shown in Fig. 3, c, d.

For the numerical solution, it is possible to apply algorithm A2 [3] or any other heuristic approach.

Further, we will refine the model, for optimization of which problem A2L is solved. Until now, it was assumed that costs are proportional to the length of the trajectory between the center and each point on it. Now let us take into account the fact that movement along the curve is complicated by its form, or rather curvature, which causes additional costs, therefore, we will add the costs in proportion to a curvature indicator to the full costs. Let us consider two cases:

1. We will take into account the effect of a curvature on the costs of moving through each intermediate point, then the total costs will be determined by a weighted sum \((\beta_1, \beta_2 \geq 0; \beta_1 + \beta_2 \neq 0)\):

\[
c(x, \tau_i) = \beta_1 \int_0^{\tau_i} f''(x) dx + \beta_2 \int_0^{\tau} f''(x) \left(\sqrt{1 + f''(x)^2}\right)^3 dx, \quad i = 1, \ldots, n.
\]

where \(f''(x) / \left(\sqrt{1 + f''(x)^2}\right)^3\) is the curvature in point \(x\).

**Problem A2L(\(L + K\)).** Let \(\Omega = \Omega(x, y); a \leq x \leq b; y = f(x)\), where \(f(x)\) is the real, bounded, differentiable, determined on \([a, b]\). It is necessary to find partitioning \(\sigma^* \in \hat{P}(\Omega)\) and a set of “centers” of subsets, determined by points of segment \([a, b]\): \(\tau^* = (\tau_1, \tau_2, \ldots, \tau_n) \in [a, b]^n\), giving minimal value to the functional

\[
F(\sigma^*, \tau^*) = \sum_{i=1}^{n} \int_{\Omega_i} f''(x) \left(\sqrt{1 + f''(x)^2}\right)^3 dx.
\]

As in the previous case, for each function \(f(x)\), we will obtain specific function \(c(x, \tau)\).

Separately, we will integrate the second summand:

\[
K(\tau_i, \tau_i^*) = f''(x) \left(\sqrt{1 + f''(x)^2}\right)^3 dx = f''(\tau_i) / \left(\sqrt{1 + f''(\tau_i)^2}\right)^3 - f''(x) / \left(\sqrt{1 + f''(x)^2}\right)^3;
\]

then:

\[
F(\sigma^*, \tau^*) = \sum_{i=1}^{n} \int_{\Omega_i} f''(x) \left(\sqrt{1 + f''(x)^2}\right)^3 dx.
\]

As an example, we will consider the type of objective function for the problem with two centers, when \(f(x) = x^2 / 2, x \in [0, 1]\).

Integral of the length of this curve in this case:

\[
L_{\tau_1, \tau_2} = \int_{\tau_1}^{\tau_2} \sqrt{1 + f''(\xi)^2} d\xi = \sqrt{1 + \tau_1^2} / 2 + \ln \left[\tau_1 + \sqrt{1 + \tau_1^2} / 2 - \sqrt{1 + x^2} / 2 + \ln \left|x + \sqrt{1 + x^2}\right| / 2\right];
\]

then the function will take the form:

\[
F = \int_{\tau_1}^{\tau_2} (L_{\tau_1, \tau_2}) d\tau + \int_{\tau_2}^{\tau_1} (L_{\tau_1, \tau_2}) d\tau + \int_{\tau_2}^{\tau_1} (L_{\tau_1, \tau_2}) d\tau + \int_{\tau_1}^{\tau_2} (L_{\tau_1, \tau_2}) d\tau;
\]

For the case, when \(f(x) = \text{const}\), \(f(x) = x\), the second derivative is equal to zero, that is why the problem is reduced to problem A2R or A2L. Examples of surfaces, formed by function \(F\) for the problem with two centers at different kinds of function \(f(x)\), are shown in Fig. 4.

For \(f(x) = x^2\) on the interval \([0; 1]\), the curvature decreases monotonously and an increment of the function by the unit of length increases monotonously. Function \(F\) reaches a minimum at point \(\tau^* = (0.03, 0.24)\) and at point \(\tau^* = (0.24, 0.03)\), symmetric to it relative to straight line \(y=x\). The boundary between the subsets corresponds to value \(p=0.1215\).

This problem can be generalized in the case of the curve lying on the surface (the model of a road segment). Considering a curvature in this case may occur due to both lateral and vertical deviations.

2. Let us assume that delivery costs are proportional to the length of the curve and curvature at each point (curvature acts as density function):
The problem degenerates, if \( f(x) = \text{const} \), \( f(x) = x \) (Fig. 5, a). In the general case, the scheme of the solution remains the same. Examples of surfaces, made up by objective functions of problem A2(L-K) for the problem with two centers at various \( f(x) \), are shown in Fig. 5, b–d. It is not difficult to notice that the properties of objective functions for some problems A2(L-K) coincide with the properties of objective functions of problems A2(L+K), A2L (at the same assignments of \( f(x) \)). That is why algorithms of solutions to these problems are the same.

5. Discussion of results of one-dimensional OSP problems

The basic results of the theory of continuous sets partitioning, such as problem statements, methods of their solution and substantiation, were obtained for the case when a set is plane. Different methods of calculating the distances between points on a plane are used as metrics. This makes it possible to construct optimization models for economic and social problems. Taking into account geometric properties qualitatively complicates the basic problems, because instead of using the Euclidean or Manhattan metrics, the distance along the curve is used. Consequently, carrying out numerical computation itself also gets complicated. But this approach gives new possibilities for modeling, in particular introduces in consideration the topography of placement of centers \( \tau \) and points of the placement of a given resource. It is obvious that in the case of road transportation, delivery costs depend on the distance between destinations, which is measured along the road. The second component of the costs is non-unified fuel consumption, set by the engine operation modes, which in turn depends on the relief of the road.

The studies were performed for problems of lesser dimensionality, unlike the known ones, which is caused by complexity of analysis of solutions for the curves in space. In addition, visualization of solutions’ surfaces is possible only for a one-dimensional case with two centers. Consideration of properties of the curves adds one more stage of searching for a solution to the known scheme. As a result, it appears that within the basic problem, we obtain a particular problem, requiring a separate solution, for every case of consideration. The classic method for solving OSP problems in general case allows us immediately to apply the algorithm of global search for a minimum, which simplifies the search for a solution.

Exploration of the properties of stated problems showed that it is possible to obtain analytically a solution of some problems of partitioning of curves into two subsets with placement of the centers, using the necessary optimality conditions. If the number of subsets, and consequently, the number of centers is more than two, in order to solve these problems, it is necessary to apply the algorithms of solutions of continuous OSP problems or the heuristic methods. In the case, where \( f(x) = \text{const} \), results of the studies coincide with the known results for a single interval of a real straight line.

\[
c(x, \tau) = \left[ \sqrt{1 + f''(x)} \cdot f'''(x)/\left(\sqrt{1 + f''(x)}\right)^3 \right] dx, \\
i = 1, \ldots, n.
\]

\[
f(x) = x^2, \quad f(x) = \sin(x), \quad f(x) = \sin(x/3), \quad x \in [0, 1]
\]
The proposed problems can be stated for n-dimensional Euclidean space, as well as for complex non-linear spaces, modeling economic and physical structures. A generalization of these problems is the problems of partitioning of surface curves or the surface itself, assigned by the function of n-variables. Such problems will make the object for subsequent studies, because they have a wide range of practical applications (in construction, economy, geodesy, and transport technologies). An interesting continuation of the studies will be consideration of the ability of the centers to move along the assigned relief with the problem of optimization of the influence spread area of each of the centers with minimal costs. This will require, first and foremost, creation of new software with support for geo-information and data on modes of objects’ motion.

6. Conclusions

1. We stated the problem A2R of optimal partitioning of a continuous set, assigned by function \( f(x) \) for the case, when the distance is assigned by the length of the radius-vector from the center to the point on the curve. Functions of the form \( f(x) = A \sin(x) \) at different parameters with precision of decomposition in a trigonometric series were considered as a curve. It was shown that for problems with placements of two centers on the interval \([0; 1]\), it is possible to obtain a solution in the analytical form. In the case, where there are more than two centers, the search for a more exact solution becomes difficult, that is why it is proposed to use heuristics.

2. The problem A2(L+K) of optimal partitioning for the case, where the distance is assigned by the length of the path from the center to a point on the curve, was stated. For problem A2(L+K) with placement of two centers on the interval \([0; 1]\), the solution was given in the analytical form, in the case, where \( f(x) \) is a monotonic function. It was shown when the problem degenerates. The surfaces, formed by solutions to the problem, were constructed.

3. We stated the problem А2(L-K) of optimal partitioning for the case, where the distance is assigned by the length of the path from the center to a point on the curve and the curvature of the curve is taken into account as an optional parameter. The properties of objective functions for some problems А2(L-K) coincide with the properties of objective functions A2(L+K), A2L (at the same assignments of \( f(x) \)). That is why the algorithms of solutions to these problems are the same.
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1. Introduction

Geometric modeling is one of the tools for investigation of objects, phenomena and processes. The task of geometric modeling is to determine properties of an object being modeled using characteristics of a geometric model. Output data are geometric images assigned by a set of points. Their location reflects properties of the examined object. Geometric characteristics of a discretely represented geometric image (line or surface) can be given at the output points.

We can obtain output by calculations or measurements at physical objects.

There are difficulties in modeling discretely presented curves and surfaces because we know characteristics of curves at the output points only. It is possible to determine a character of a change in characteristics between the output points using additional information about properties of the object of modeling.

One of the methods of modeling based on discrete sets is interpolation. The task of interpolation is to restore an unrepresented geometric image in the region between known points.

Development of the method for the formation of one-dimensional contours by the assigned interpolation accuracy
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