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Abstract

Power Quality (PQ) has become a major problem due to increased use of sensitive electronic equipment. PQ problem mainly depends on the distribution system, because the distribution system locates the end of power system and is connected to customers directly. The short duration voltage disturbances such as voltage sag, swell, interruptions are mainly concentrated in this project, because it is mostly occur in distribution system. In the present scenario, the main issue in power quality problem is how to analyze this disturbance waveform in an efficient manner. This paper focused on detect and classify the voltage disturbances using signal processing technique and neural network in order to improve the quality of power. Wavelet transformation technique was founded to be more appropriate to analyze the voltage disturbances. This paper compares the use of various types of wavelets at different scales and levels of decomposition on analyzing voltage disturbances. The combination of features computed using Multi-Resolution Analysis (MRA) and Discrete Wavelet Transform (DWT). The classification of voltage disturbance is achieved by Neural Network is analyzed in MATLAB Simulink tool.
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1. Introduction

Poor power quality (PQ) may cause many problems for affected loads, such as malfunctions, instabilities, short lifetime, and so on. Short duration voltage disturbances are mainly occurring in distribution system. These disturbances include voltage sag, voltage swell, interruptions. In order to improve power quality, the sources and causes of such disturbances must be known before appropriate mitigating actions can be taken.

A feasible approach to achieve this goal is to incorporate detection capabilities into monitoring equipment so that events of interest will be recognized, captured, and classified automatically. Hence, good performance monitoring equipment must have functions which involve the detection, localization, and classification of power quality events. In particular, when the disturbance type has been classified accurately, the power-quality engineers can define the major effects of the disturbance at the load and analyze the source of the disturbances so that an appropriate solution can be formulated. Amongst the different signal processing techniques used in the extracting of features of disturbances from a large number of power signals, the most widely used techniques are Fast Fourier transform (FFT) and the windowed Fourier transform (WFT) which comprises of the short time Fourier transform (STFT) and the wavelet transform (WT). Wavelet analysis is becoming a common tool for analyzing localized variations of power within a time series [1]. By decomposing a time series into time-frequency space, one is able to determine both the dominant modes of variability and how those modes vary in time. In power system analysis, wavelet transform have received attention because its efficiency for the analysis of transients compared to other types transforms. The wavelet transform has been used for numerous studies in power system protection, power quality, power system transients, load forecast and power system measurement. In [12], MRA techniques of WT and DWT is used to extract features in power signal. Most of them use sampled voltage and current waveforms, based-on the Parseval’s theorem. The proposed work is Feature extraction and Energy features of distorted signals takes place for easier classification and classification is based on Radial Basis Neural Network.

2. Wavelet Transform

Wavelet Transform provides the timescale analysis of the non-stationary signal. It decomposes the signal to time scale representation rather than time-frequency representation. Wavelet transform (WT) expands a signal into several scales belonging to different frequency regions by using translation and dilation of a fixed wavelet function known as Mother Wavelet. Wavelet based signal processing technique is one of the new tools for power system transient analysis and power quality disturbance classification. The Discrete Wavelet...
Transform and Multi Resolution Analysis (MRA) provides a short window for high frequency WT are most important one to extract information and as a basis for signal representation to achieve both good time and frequency position. The process representation using wavelets is provided by a series expansion of dilated and translated versions of the basis function, also called the mother wavelet, multiplied by appropriate coefficients. So, the first step of the wavelet transform is to determine the mother wavelet. For a wavelet of order N, the basis function can be represented as

$$\psi(n) = \sum (-1)^{i} c_{i}(2N + J - N + 1) \tag{2.1}$$

where Cj is coefficient. The basis function should satisfy some conditions The basic function integrates to zero.

$$\psi(t) \, dt = 0 \tag{2.2}$$

continuous wavelet transform and wavelet series. Discrete wavelet transform (DWT) is sufficient to decompose and reconstruct most power quality problems. It provides enough information, and offers high reduction in the computational time. Discrete wavelet transforms are suitable for processing real data in which the signal is known only at sampling points with spacing dependent on the sampling rate. The WT in this case has discretised scale and location parameters. Using a logarithmic uniform spacing in the discretization of the scale and location domains provides an orthonormal wavelet basis which characterizes completely N signal observations with N wavelet coefficients. The WT assumes that the full period of the signal is being analyzed. Discontinuity of high frequency components are occurring when the analyzed section is different value at the beginning and at the end of two consecutive windows, so the high frequency effects can be recognized.

3. Multi-resolution Analysis
The MRA technique is used to decompose the distorted signal into different resolution levels. It has the ability to detect and identify different voltage disturbances by localization property in time and partitioning of the signal energy at different frequency levels. The wavelet function will generate the detail version of the decomposed signal and the scaling function will generate the approximated version of the decomposed signal. The mathematical expression of MRA is as follows,

$$V_{j} = W_{j+1} \oplus V_{j+1} = W_{j+1} \oplus W_{j+2} \oplus \cdots \oplus W_{j+n} \oplus V_{n} \tag{3.1}$$

Where Vj+1 approximated version of the given signal at scale j+1.

Wj+1 detailed version that displays all transient phenomena of the given signal at scale j+1.

$\oplus$ denotes a summation of two decomposed signals.

n is the decomposition level.

4. Parseval's Theorem in DWT
The used scaling function and the wavelets form an orthonormal basis, and then Parseval’s theorem relates the energy of the distorted signal to the energy in each of the expansion components and their wavelet coefficients. This means that the norm or the energy of the signal can be partitioned in terms of the expansion coefficients. According to the Parseval’s theorem, the energy of the signal is calculated with the following formula:

$$\frac{1}{N} \sum_{k} |x(t)|^2 = \frac{1}{N_{j}} \sum_{k} |w_{j,k}|^2 + \sum_{j=1}^{J-1} \left( \frac{1}{N_{j}} \sum_{k} |w_{j,k}|^2 \right) \tag{4.1}$$

5. Feature Extraction, Recognition And Classification
In general, when a disturbance occurs, the stable signal will generate a discontinuous state at the start and end points of the disturbance duration. To analyze the distorted signal, DWT technique is used through one-level decomposition of the MRA will cause the wavelet coefficients at the start and end points of the disturbance to generate severe variation. Therefore, we can easily obtain the start time and end time of the disturbance duration from the variations in absolute wavelet coefficients and calculate the disturbance duration.

As seen in (3.2), the energy of the distorted signal can be partitioned at different resolution levels in different ways depending on the power-quality problem. Therefore, we will examine the coefficient w of the detailed version at each resolution level to extract the features of the

$$P_j = \frac{1}{N_j} \sum_{k} |w_{j,k}|^2 = \frac{|w_j||^2}{N_j} \tag{5.1}$$

Where ||wj|| is the norm of the expansion coefficient wj.

In DWT, the wavelet function Daubanchie “db4” w as performed, thus resulting in the larger energy distributions of the decomposition levels.

The energy distribution remains unaffected by the time of disturbance occurrence.

The outline of energy distribution remains the same despite variations in the vibration amplitude of the same disturbance type.

The low-level energy distribution will show apparent variations when the distorted signal contains high-frequency elements. On the contrary, the high-level energy distribution will show apparent variations when the distorted signal contains low-frequency elements.

By normalise the equations

$$P_j^2 = \frac{p_j^{1/2}}{p_j^{1/2}} \tag{5.2}$$

One pure sine-wave signal (frequency = 50 Hz, amplitude 1 p.u) and three short duration voltage disturbance signals
are generated. The disturbance signal includes voltage sag, voltage swell, interruptions. Because these disturbances are mostly occurring in distribution system. A four-level decomposition of the distorted signal is carried out using Daubechies(db4) family. The detailed energy distribution up to 13-level decomposition \((P_{D-D-P_{D}})\) of each signal is also obtained. These experimental results describe clearly the properties of energy distribution of Parseval’s theorem in DWT applications.

6. Radial Basis Neural Network

The Radial Basis Neural Network (RBNN) model is one of the supervised learning networks. An RBFN is a three layer feed-forward network that consists of one input layer, one middle layer and one output layer as shown in Fig. 1. Each input neuron corresponds to a component of an input vector \(x\). The middle layer consists of \(n\) neurons and one bias neuron. Each input neuron is fully connected to the middle layer neurons except the bias one. Each middle layer neuron computes a kernel function (activation function) which is usually the following Gaussian function:

\[
y_i = \begin{cases} 
\left(\frac{||x-c_i||}{2\sigma_i}\right) & i=1,2,...,n \\
1 & i=0 
\end{cases} \quad (6.1)
\]

where we call \(c_i\) and \(\sigma_i\) the center and the width of the \(i\)-th neuron in the middle layer, respectively. \(||.||_k\) denotes the Euclidean distance. The weight vector between the input layer and the \(i\)-th middle layer neuron corresponds to the center \(c_i\). And in an RBFN the net input to the \(i\)-th middle layer neuron is \(jx-ci\) rather than \(x-ci\). The kernel function decreases rapidly if the width \(\sigma_i\) is small, and slowly if it is large. The output layer consists of \(m\) neurons which correspond to the possible classes of the problem and it is fully connected to the middle layer.

Each output layer neuron computes a linear weighted sum of the outputs of the middle layer as

\[
Z_j = \sum_{i=0}^{n} y_i w_{ij} \quad (6.2)
\]

where \(w_{ij}\) is the weight between the \(i\)-th middle layer neuron and the \(j\)-th output layer neuron.

The training of RBF is done in three sequential stages. The first stage of the learning consists of determining the unit centers \(w_{ij}\). Next, the unit widths \(\sigma\) is determined using a heuristic approach that ensures the smoothness and the continuity of the fitted function. The width of any hidden node is taken as the maximum Euclidean distance between the identified centers. Finally, the weights of the second layer connections are determined by linear regression using a least squares objective function. RBF Neural Networks (RBFNN) can be viewed as alternative tool for learning in neural networks. While, RBFNN exhibit the same properties as back propagation networks such as generalization ability and robustness, they also have the additional advantage of fast learning and ability to detect outliers during estimation. The Probabilistic Neural Network (PNN) is a feed forward network. The multilayer feed forward network can be used to approximate non-linear functions where the network structure is sufficiently large. For the determination of those highly non-linear parameters learning should be based on non-traditional optimization techniques. A viable alternative is the Radial Basis Function neural network (RBF). In this study, we will perform a 13-level decomposition of each discrete distorted signal to obtain the detailed version coefficients wavelet coefficients of one-level decomposition. These features would be applied to the PNN for recognizing and classifying the distorted signals. The calculation procedures of the proposed classifier is shown in Fig. 2.

![Fig. 2: Flowchart for classifier](image-url)
7. Simulation Results

1. Creation of Voltage Disturbances

To verify the feasibility of the proposed method, we used the Power System Block set Toolbox in Mat lab to generate one pure sine-wave signal (frequency = 50 Hz, amplitude = 1 p. u.) and distorted signals. These distorted signals included are voltage sag/swell, and Interruptions. The sampling rate of the system is 256 points/per cycle. The Daubanchie “db4” with level 13 wavelet was adopted to perform the DWT.

The different events are created using the MATLAB Simulink tool by creating the event generation model. The Voltage disturbances such as voltage sag, swell and interruptions are generated by changing the load conditions and/or adding the high frequency sine wave to the original wave.

2. Detection of Voltage Disturbances

The voltage disturbances are created with the help of MATLAB. Wavelet Transform is used for detection and identification of PQ events at its instants of occurrence. The disturbances are imported from the mat lab simulink to wavelet tool box. To extract the feature from the original PQ signals and the comparison based on the calculation of the energy of the reconstructed signals from the wavelet coefficients. For the detection of voltage disturbances, the discrete wavelet transform with MRA technique is used to decompose the signals with different levels (scales) of resolutions is shown in Fig.3., Fig.4. and Fig.5. From the decomposed signals the original time-domain signal can be recovered without loss of any information.

With the help of appropriate resolution level, we can able to detect and localize the voltage disturbance present in the signal. To detect and analyze Daubechies (Db) family is used here. The use of detail coefficient of the level of the wavelet decomposition, using Daubechies (Db) as the mother wavelet to detect the beginning and the end of voltage disturbances is shown in Table.1. Feature extraction of energy distribution pattern is used in order to select the most suitable WT and most significant coefficient in each decomposition level of MRA is shown in Fig.6. and Energy features of distorted signal is shown in Table.2.

Fig. 3 : Multi resolution voltage sag decomposition

Fig. 4 : Multi resolution voltage swell decomposition

Fig. 5 : Multi resolution Interruption decomposition

The classifier is modeled to classify the PQ events in the original signal, which is extracted from the power systems. In order to train the classifier model, it requires the different power quality events with the particular sampling rate. The experimental results are able to recognize and classify the voltage sag, swell and interruption. RBNN is a most powerful tool for the classification of voltage disturbances in all condition. In this model, training and learning function and default neuron value are directly considered. But the direct MATLAB coding is used for the proposed work for simplification and fine tuning. Classification for swell 2, pure sine wave, sag 0.1, interruption 0.25 using Neural Network tool.

Table 1

| Voltage disturbances | Time duration | Time difference |
|----------------------|---------------|----------------|
|                      | Start (sec)   | End (sec)      |
| Sag, Swell,          | 0.00015       | 0.6151         |
| Interruption         |               | 0.61495        |
8. Conclusion

To analyze Daubechies (Db) family is the detail coefficient of the level of the wavelet decomposition, to detect the beginning and the end of voltage disturbances. The proposed work for Feature extraction of energy distribution pattern is effective and used in order to select the most suitable WT and most significant coefficient in each decomposition level of MRA and RBNN is a most powerful tool for the classification of voltage disturbances in all condition, simplification and fine tuning and Classification for swell 2, pure sine wave, sag 0.1, interruption 0.25 using Neural Network tool.
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