Abstract

We consider the theory of multicomponent free massless fermions in two dimensions and use it for construction of representations of W-algebras at integer Virasoro central charges. We define the vertex operators in this theory in terms of solutions of the corresponding isomonodromy problem. We use this construction to get some new insights on tau-functions of the multicomponent Toda type hierarchies for the class of solutions, given by the isomonodromy vertex operators and get useful representation for the tau-function of isomonodromic deformations.

1 Introduction

The aim of the paper is to present briefly the main free-fermionic constructions that appear in the study of correspondence between the problem of isomonodromic deformations and two-dimensional conformal field theories – for some class of the theories with extended conformal symmetry. An interest to the two-dimensional conformal field theories (CFT) with extended nonlinear symmetries, generated by the higher spin holomorphic currents, has been initiated by pioneering work [1]. These theories with so called W-symmetry possess many features of ordinary CFT, including the free field representation [2, 3], which becomes especially simple for the case of integer Virasoro central charges. However, even in this relatively simple case it turns already to be impossible to construct in generic situation the W-conformal blocks [4], which are the main ingredients of the conformal bootstrap definition of the physical correlation functions [5].

This interest has been seriously supported already in our century by rather non-trivial correspondence between two-dimensional CFT and four-dimensional supersymmetric gauge theory [6, 7, 9], where the conformal blocks have to be compared with the Nekrasov instanton partition functions [10] producing in the quasiclassical limit
the Seiberg-Witten prepotentials [11]. This correspondence also meets serious problems beyond $SU(2)/$Virasoro level: both on four-dimensional gauge theory and two-dimensional CFT sides. These difficulties can be attacked using different approaches, for example in [12] we have demonstrated how the exact conformal blocks for the twist fields [13] in theories with W-symmetry can be computed, using the technique developed previously in [14, 15, 16].

Here we present another approach to the study of the CFT vertex operators in the theories with extended conformal symmetry, based on their free-fermionic construction. It is clear, that it should work (at least) in the cases of integral central charges, where it is intimately related with the recently discovered there CFT/isomonodromy correspondence [17, 18]. We are going to discuss the operator content of these theories with nontrivial monodromy properties, and then turn to the problem of computation of the matrix elements of generic monodromy operators. Finally, we are going to relate these matrix elements with the tau-functions of two different classes of problems – the tau-functions of the multicomponent classical integrable hierarchies of Toda type, and the tau-functions of the isomonodromic deformations.

We are happy to contribute this paper to a special volume, devoted to the 75-th birth of Igor Tyutin. We know Igor as the best expert in many issues of quantum field theory, and we would like to point out, that the material of his lecture course “Conformal field theory from quantum field theory” has many intersections with the ideas, developed in this paper. One of the authors also remembers Igor as the most active participant of the special seminar on Integrable systems at Lebedev Institute, where in particular the fermionic construction of the tau-functions was intensively discussed. We hope therefore to get some response from Igor to the fermionic constructions, discussed below.

## 2 Abelian $U(1)$ theory

### 2.1 Fermions and vertex operators

Introduce the standard two-dimensional holomorphic fermionic fields with the action $S = \frac{1}{\pi} \int_\Sigma d^2z \bar{\psi} \overleftarrow{\partial} \psi$, so that

$$\bar{\psi}(z)\psi(z') = \frac{1}{z - z'} + \ldots \quad (2.1)$$

or

$$\{\psi_r, \bar{\psi}_s\} = \delta_{r+s,0}, \quad r, s \in \mathbb{Z} + \frac{1}{2},$$

$$\psi(z) = \sum_{r \in \mathbb{Z} + \frac{1}{2}} \frac{\psi_r}{z^{r+1/2}}, \quad \bar{\psi}(z) = \sum_{s \in \mathbb{Z} + \frac{1}{2}} \frac{\bar{\psi}_s}{z^{s+1/2}} \quad (2.2)$$

with the half-integer mode expansion. The bosonization formulas read

$$\tilde{\psi}(z) = e^{i\phi(z)} := e^{-\sum_{n<0} \frac{J_n}{n} z^{-n} - \sum_{n>0} \frac{J_n}{n} z^{-n}} e^{Q z J_0},$$

$$\psi(z) = e^{-i\phi(z)} := e^{\sum_{n<0} \frac{J_n}{n} z^{-n} - \sum_{n>0} \frac{J_n}{n} z^{-n}} e^{-Q z J_0},$$

where

$$J(z) := \tilde{\psi}(z)\psi(z) := i\overleftarrow{\partial} \phi(z) = \sum_{n \in \mathbb{Z}} \frac{J_n}{z^{n+1}},$$

$$[J_n, J_m] = n\delta_{n+m,0}, \quad n, m \in \mathbb{Z}, \quad [J_n, Q] = \delta_{n0},$$

$$[J_n, J_m] = n\delta_{n+m,0}, \quad n, m \in \mathbb{Z}, \quad [J_n, Q] = \delta_{n0},$$
where normal ordering means, that all negative modes stand to the left of all positive, and all $Q$ to the left of $J_0$.

Consider now generic vertex operators for the bosonic fields

\[ V_\nu(z) := e^{i\nu\phi(z)} := e^{-\nu \sum_{n<0} J_n z^{-n}} e^{-\nu \sum_{n>0} J_n z^{-n}} e^{\nu Q} z^{\nu J_0} \equiv V^-_\nu(z) V^+_\nu(z) e^{\nu Q} z^{\nu J_0} \tag{2.5} \]

which satisfy the obvious exchange relations, following from the Campell-Hausdorff formula

\[ V^\alpha(z) V^\beta(w) = \left(1 - \frac{w}{z}\right)^{\alpha\beta} V^\alpha(z) V^\beta(w), \tag{2.6} \]

\[ V^\alpha(z) V^\beta(w) = \left(\frac{z}{w}\right)^{\alpha\beta} \left(1 - \frac{w}{z}\right)^{-\alpha\beta} V^\alpha(z) V^\beta(w). \tag{2.7} \]

Since vertex operators contain the factor $e^{\nu Q}$, they shift the vacuum charge

\[ V_\nu(z) : \mathcal{H}^\sigma \rightarrow \mathcal{H}^{\sigma+\nu} \tag{2.8} \]

when acting onto a sector in full Hilbert space

\[ \mathcal{H} = \bigoplus_\sigma \mathcal{H}^\sigma \tag{2.9} \]

corresponding to the definite value of this charge. Notice that we do not impose any special constraints to the (real) values of the vacuum charges $\sigma \in \mathbb{R}$.

The Hilbert space $\mathcal{H}^\sigma$ is constructed by the action of the negative bosonic generators

\[ J_{-n_1} \cdots J_{-n_k} |\sigma\rangle \tag{2.10} \]

on the vacuum vector $J_0|\sigma\rangle = \sigma|\sigma\rangle$, and these states can be labeled by the Young diagrams with the row lengths $n_1, \ldots, n_k$.

One can also construct the action of the fermionic operators on this vector space. Then the bosonization formulas (2.3) will generally produce the fractional powers in holomorphic coordinate $z$ due to the factors $z^{\nu J_0}$, while $e^{\pm Q}$ just shift the vacuum charge by $\pm 1$. It means that one can define the (multiple) action of the modes of the operators

\[ \psi_\sigma(z) = \sum_r \frac{\tilde{\psi}_r^\sigma}{z^{r+1/2+\sigma}}, \quad \tilde{\psi}_\sigma(z) = \sum_r \frac{\tilde{\psi}_r^\sigma}{z^{r+1/2-\sigma}} \tag{2.11} \]

in the direct sum of the Hilbert spaces

\[ \mathcal{H}^\sigma = \bigoplus_{n \in \mathbb{Z}} \mathcal{H}_n^\sigma \tag{2.12} \]

naturally labeled by some fractional $\sigma \in \mathbb{R}/\mathbb{Z}$.

Basis in the each space $\mathcal{H}_n^\sigma$ can be given by the vectors generated by the zero-charge expressions of the fermionic modes. As in bosonic representation, these vectors can be labeled by the Young diagrams

\[ |Y, \sigma\rangle = \prod_i \tilde{\psi}_{-p_i}^\sigma, \tilde{\psi}_{-q_i}^\sigma |\sigma\rangle \tag{2.13} \]
where now \( p_i \) and \( q_i \) are the Frobenius coordinates of the Young diagram. In our convention they are half-integer, and can be easily read of the following picture:

![Young diagram]

i.e. one has to cut the diagram by the main diagonal and just take the areas of the rows and columns starting from the diagonal cells. For example, the Young diagram from the picture has \( \{p_i\} = \{\frac{9}{2}, \frac{5}{2}, \frac{3}{2}\} \) and \( \{q_i\} = \{\frac{9}{2}, \frac{5}{2}, \frac{1}{2}\} \).

The states in the dual to \( \mathcal{H}^\sigma \) module can be obtained by the Hermitian conjugation

\[
\langle \sigma, Y' | = \langle \sigma | \prod_i \tilde{\psi}_{q_i} \psi_{p_i}^\sigma .
\]

Our main aim in what follows is to compute the matrix elements of the operator \( V_\nu(1) = V_\nu \) between the arbitrary fermionic states

\[
Z(\nu|Y', Y) = \langle \theta + \nu, Y'|V_\nu(1)|Y, \theta \rangle .
\]

The most straightforward way is to use explicit bosonic representation (2.5) of the vertex operator

\[
Z(\nu|Y', Y) = \langle \sigma + \nu | \prod_j \tilde{\psi}_{q_j} \psi_{p_j}^\nu \nu V_\nu^{-} e^{\nu Q} \prod_i \tilde{\psi}_{-p_i} \psi_{-q_i}, \sigma \rangle = \\
\langle 0 | \prod_j V^-_{\nu} \tilde{\psi}_{q_j} \nu \cdot V^-_{\nu} \psi_{p_j} \nu \prod_i V^+_{\nu} \tilde{\psi}_{-p_i} \nu \cdot V^+_{\nu} \psi_{-q_i}, 0 \rangle = \\
\langle 0 | \prod_j (V^-_{\nu})^{-1} \tilde{\psi}_{q_j} \nu \cdot (V^-_{\nu})^{-1} \psi_{p_j} \nu \prod_i V^+_{\nu} \tilde{\psi}_{-p_i} (V^+_{\nu})^{-1} \cdot V^+_{\nu} \psi_{-q_i} (V^+_{\nu})^{-1}, 0 \rangle .
\]

It is easy to understand from (2.3) and (2.5) that the consequent triple products of operators in this formula can be considered as certain adjoint action, or just conjugations of the fermions, which turn under such action just into the linear combinations of themselves. At the level of generating functions it looks like

\[
V^+_{\nu} \tilde{\psi}(z) (V^+_{\nu})^{-1} = (1 - z)\nu \tilde{\psi}(z), \quad V^+_{\nu} \psi(z) (V^+_{\nu})^{-1} = (1 - z)\nu \psi(z),
\]

(2.17)

\[
(V^-_{\nu})^{-1} \tilde{\psi}(z) V^-_{\nu} = \left( 1 - \frac{1}{z} \right)\nu \tilde{\psi}(z), \quad (V^-_{\nu})^{-1} \psi(z) V^-_{\nu} = \left( 1 - \frac{1}{z} \right)\nu \psi(z),
\]

or, more generally

\[
V_{\nu}(w)^{-1} \tilde{\psi}^{\sigma+\nu}(z) V_{\nu}(w) = \left( \frac{z}{w} \right)^\nu \exp \left( \nu \sum_{n \in \mathbb{Z}} \frac{1}{n} \frac{z^n}{w^n} \right) \tilde{\psi}^{\sigma}(z),
\]

(2.18)

\[
V_{\nu}(w)^{-1} \psi^{\sigma+\nu}(z) V_{\nu}(w) = \left( \frac{z}{w} \right)^{-\nu} \exp \left( -\nu \sum_{n \in \mathbb{Z}} \frac{1}{n} \frac{z^n}{w^n} \right) \psi^{\sigma}(z),
\]

where the formal series in the r.h.s. can be rewritten with the help of the Fourier transformation as

\[
\exp \left( \nu \sum_{n \in \mathbb{Z}} \frac{z^n}{n} \right) = \frac{\sin \pi \nu}{\pi} \sum_{k \in \mathbb{Z}} \frac{z^k}{k + \nu} .
\]

(2.19)
These expressions are easily computed, using adjoint action (2.17) for the components \( \nu \) and \( V \), i.e. we do not need an explicit form of the operator \( V_\nu = V_\nu^+ V_\nu^- \), just the only fact of the adjoint action, and we are going to use this property in more complicated non-Abelian situation below.

In particular, one can compute (2.16) first using the Wick theorem

\[
Z(\nu|Y', Y) = \det \left( \begin{array}{cc} \langle \sigma + \nu | \tilde{\psi}_q \tilde{\psi}_p V_\nu | \sigma \rangle & \langle \sigma + \nu | \tilde{\psi}_q V_\nu \psi_{-q} | \sigma \rangle \\ -\langle \sigma + \nu | \psi_p \tilde{\psi}_q V_\nu | \sigma \rangle & \langle \sigma + \nu | V_\nu \psi_{-p} \psi_{-q} | \sigma \rangle \end{array} \right) = \det G_\nu
\]

and then to apply (2.17) to the matrix elements in (2.21).

### 2.2 Matrix elements and Nekrasov functions

The two-fermion matrix elements of the matrix \( G = G_\nu \) (its rows are labeled by \( \{x_\nu\} = \{q'_j\} \cup \{-p_i\} \), whereas columns are labeled by \( \{y_\nu\} = \{p'_j\} \cup \{-q_i\} \), here we denote by \( p \) and \( q \) some positive half-integer numbers) are expressed as

\[
G(q', p') = \langle 0 | \psi_{q'} \tilde{\psi}_p V_\nu^- | 0 \rangle = \sum_{m=0}^{q'-1} \frac{(\nu)_m}{m!} \frac{(-\nu)_{p'+q'-m}}{(p'+q'-m)!},
\]

\[
G(p, q) = \langle 0 | V_\nu^+ \psi_{-p} \tilde{\psi}_{-q} | 0 \rangle = \sum_{n=0}^{q-1} \frac{(\nu)_n}{n!} \frac{(-\nu)_{p+q-n}}{(p+q-n)!},
\]

\[
G(-p, p') = -\langle 0 | \tilde{\psi}_p V_\nu^- V_\nu^+ \psi_{-p} | 0 \rangle = -\sum_{m=0}^{p'-1} \frac{(\nu)_m}{m!} \frac{(-\nu)_{m+p-p'}}{(m+p-p')!},
\]

\[
G(q', -q) = \langle 0 | \psi_{q'} V_\nu^- V_\nu^+ \tilde{\psi}_{-q} | 0 \rangle = \sum_{n=0}^{q-1} \frac{(-\nu)_n}{n!} \frac{(\nu)_{n+q'-q}}{(n+q'-q)!}.
\]

These expressions are easily computed, using adjoint action (2.17) for the components

\[
V_\nu^+ \tilde{\psi}_p (V_\nu^+)^{-1} = \sum_{m=0}^{\infty} \frac{(\nu)_m}{m!} \tilde{\psi}_{-p+m}, \quad V_\nu^+ \psi_{-q} (V_\nu^+)^{-1} = \sum_{m=0}^{\infty} \frac{(-\nu)_m}{m!} \psi_{-q+m},
\]

\[
(V_\nu^-)^{-1} \psi_q V_\nu^- = \sum_{m=0}^{\infty} \frac{(\nu)_m}{m!} \psi_{-m}, \quad (V_\nu^-)^{-1} \tilde{\psi}_p V_\nu^- = \sum_{m=0}^{\infty} \frac{(-\nu)_m}{m!} \tilde{\psi}_{-m},
\]

with \( (\nu)_m = \nu(\nu+1) \ldots (\nu+m-1) \), \( (\nu)_0 = 1 \), and there are explicit formulas for the sums in the r.h.s. of (2.22)

\[
\sum_{m=0}^{b} \frac{(\nu)_m}{m!} \frac{(-\nu)_{a-m}}{(a-m)!} = \frac{(\nu)_{b+1}(-\nu)_{a-b}}{\nu a b!(a-b-1)!},
\]

\[
\sum_{m=0}^{b} \frac{(-\nu)_m}{m!} \frac{(\nu)_{a+m}}{(a+m)!} = -\frac{(\nu)_{b+1}(\nu)_{a+b+1}}{\nu(a+\nu)b!(a+b)!}.
\]
which can be easily proven by induction. It allows to rewrite matrix elements (2.22) in the factorized form

\[
G(q', p') = \frac{1}{\nu(p' + q') (q' - \frac{1}{2})!(p' - \frac{1}{2})!} (\nu)_{q' + \frac{1}{2}} (-\nu)_{p' + \frac{1}{2}},
\]

\[
G(-p, -q) = -\frac{1}{\nu(p + q) (p - \frac{1}{2})!(q - \frac{1}{2})!} (\nu)_{p + \frac{1}{2}} (-\nu)_{q + \frac{1}{2}},
\]

\[
G(-p, p') = \frac{1}{\nu(p - p' + \nu) (p - \frac{1}{2})!(q' - \frac{1}{2})!} (\nu)_{p - \frac{1}{2}} (-\nu)_{p' + \frac{1}{2}},
\]

\[
G(q', -q) = -\frac{1}{\nu(q' - q + \nu) (q - \frac{1}{2})!(q' - \frac{1}{2})!} (\nu)_{q' + \frac{1}{2}} (-\nu)_{q + \frac{1}{2}}.
\]

(2.25)

The determinant from (2.21) can be therefore written as

\[
\det_a G(x_a, y_b) = \prod_j \frac{(-\nu)_{p_j + \frac{1}{2}} (\nu)_{q_j + \frac{1}{2}}}{\nu(p_j - \frac{1}{2})!(q_j - \frac{1}{2})!} \prod_i \frac{(\nu)_{p_i + \frac{1}{2}} (-\nu)_{q_i + \frac{1}{2}}}{\nu(p_i - \frac{1}{2})!(q_i - \frac{1}{2})!} \cdot \det_a G(\tilde{x}_a, \tilde{y}_b)
\]

(2.26)

where now for two new sets \{\tilde{x}_a\} = \{q'_j\} \cup \{-p_i - \nu\}, \{\tilde{y}_b\} = \{-p'_j\} \cup \{q_i - \nu\}

\[
\tilde{G}(\tilde{x}_a, \tilde{y}_b) = \frac{\text{sgn}(\tilde{x}_a \tilde{y}_b)}{\tilde{x}_a - \tilde{y}_b},
\]

(2.27)

and the corresponding determinant can be computed using the Cauchy determinant formula

\[
\det a, b \frac{1}{\tilde{x}_a - \tilde{y}_b} = \frac{\prod_{a < b}(\tilde{x}_a - \tilde{x}_b) \prod_{a > b}(\tilde{y}_a - \tilde{y}_b)}{\prod_{a, b}(\tilde{x}_a - \tilde{y}_b)},
\]

so one gets finally

\[
Z(\nu|Y', Y) = \pm \prod_j \frac{(-\nu)_{p_j' + \frac{1}{2}} (\nu)_{q_j' + \frac{1}{2}}}{\nu(p_j' - \frac{1}{2})!(q_j' - \frac{1}{2})!} \prod_i \frac{(\nu)_{p_i + \frac{1}{2}} (-\nu)_{q_i + \frac{1}{2}}}{\nu(p_i - \frac{1}{2})!(q_i - \frac{1}{2})!} \times
\]

\[
\times \prod_{i > j} (p_i' - p_j') \prod_{i < j} (p_i - p_j) \prod_{i > j} (q_i' - q_j) \prod_{i < j} (q_i - q_j) \prod_{ij} (q_i' + p_j + \nu) \prod_{ij} (q_i' + q_j - \nu) \prod_{ij} (p_i' + q_j) \prod_{ij} (q_j' - q_i - \nu) \prod_{ij} (p_i + p_j + \nu) \prod_{ij} (p_i + q_j - \nu) \prod_{ij} (p_i' + q_j - \nu)
\]

(2.28)

It is easy to see that this expression has the structure

\[
Z(\nu|Y', Y) = \pm \frac{Z_b(\nu|Y', Y)}{Z_0^\frac{4}{7}(Y)}Z_0^\frac{4}{7}(Y)
\]

(2.29)

where

\[
Z_0^\frac{4}{7}(Y) = \prod_i (p_i - \frac{1}{2})!(q_i - \frac{1}{2})! \prod_{i < j} (q_i - q_j) \prod_{i < j} (p_i - p_j),
\]

(2.30)

while

\[
Z_b(\nu|Y', Y) = \prod_i \nu^{-1}(-\nu)_{p_i' + \frac{1}{2}} (\nu)_{q_i' + \frac{1}{2}} \prod_j \nu^{-1}(-\nu)_{q_j + \frac{1}{2}} (\nu)_{p_j' + \frac{1}{2}} \times
\]

\[
\times \prod_{ij} (q_i' + p_j + \nu) \prod_{ij} (p_i' + q_j - \nu) \prod_{ij} (q_j' - q_i - \nu) \prod_{ij} (p_i' - p_j - \nu).
\]

(2.31)
In this normalization one can check that

$$Z_b(\nu|Y', Y) = \pm \prod_{t \in Y}(1 + a_Y(t) + l_Y(t) + \nu) \prod_{s \in Y'}(1 + a_{Y'}(s) + l_{Y'}(s) - \nu)$$

(2.32)

is exactly the Nekrasov bi-fundamental function of the $U(1)$ gauge theory at $c = 1$ or $\epsilon_1 + \epsilon_2 = 0$. Notice also that

$$Z_b(0|Y, Y) = Z_{\frac{1}{2}}(Y) = \prod_{s \in Y'}(1 + a_{Y'}(s) + l_{Y'}(s)) = Z_{\frac{1}{2}}(Y)$$

(2.33)

is Nekrasov function for the pure $U(1)$ gauge theory, which corresponds to the Plancherel measure on partitions [6].

### 2.3 Riemann-Hilbert problem

The following simple observation is extremely important for our generalizations below. Consider the correlator

$$\langle \theta|V_{\nu}(1)\tilde{\psi}^\sigma(z)\psi^\sigma(w)|\sigma \rangle = \frac{\delta_{\theta,\sigma+\nu}}{z-w}z^\sigma w^{-\sigma}(1-z)^\nu(1-w)^{-\nu}$$

(2.34)

which is easily computed using bosonization rules (2.3). One finds then, that

$$(z-w)\langle \theta|V_{\nu}(1)\tilde{\psi}^\sigma(z)\psi^\sigma(w)|\sigma \rangle = \phi(z)\phi(w)^{-1}$$

(2.35)

is expressed actually through the solutions of a simple linear system

$$\frac{d\phi(z)}{dz} = \phi(z)\left(\frac{\sigma}{z} + \frac{\nu}{z-1}\right)$$

(2.36)

It means that this linear system can be used to define all two-fermion matrix elements, e.g. in the region $1 > |z| > |w|

$$\langle \theta|V_{\nu}(1)\tilde{\psi}^\sigma(z)\psi^\sigma(w)|\sigma \rangle = \sum_{p,q} \frac{1}{z^{p+\frac{1}{2}-\sigma}w^{q+\frac{1}{2}-\sigma}}\langle \theta|V_{\nu}(1)\tilde{\psi}_p^\sigma \psi_q^\sigma|\sigma \rangle$$

(2.37)

and together with the Wick theorem it defines all matrix elements, or just the vertex operator $V_{\nu}$, uniquely – up to a numeric factor. In its turn the linear system itself is determined by the monodromy properties (here very simple) of $\phi(z)$ at $z = 0$ and $z = 1$ (and related to them monodromy at $z = \infty$). Hence, the problem of computation of the two-fermion correlation functions can be reformulated in terms of a Riemann-Hilbert problem.

### 2.4 Remarks

- Formulas (2.28), (2.31) give a very explicit representation for the matrix element and bi-fundamental Nekrasov function in terms of the Frobenius coordinates of the corresponding Young diagrams (this representation, for example, is far more adapted for practical computation, than the formulas (2.32)). However,
it is sometimes not easy to see directly, that these formulas possess some nice properties: for example satisfy the “sum rules” like

$$
\sum_Y t^{|Y|} Z_b(\alpha_1|\emptyset, Y)Z_b(\alpha_2|Y, \emptyset) = \sum_Y t^{|Y|} Z(\alpha_1|\emptyset, Y)Z(\alpha_2|Y, \emptyset) = 
$$

$$
= \sum_Y t^{|Y|} \langle 0|e^{i\alpha_1\phi(1)}|Y, 0\rangle \langle Y, 0|e^{i\alpha_2\phi(1)}|0\rangle = (1 - t)^{\alpha_1\alpha_2}
$$

(2.38)

where the r.h.s. immediately follows from resolution of unity and the correlator of two exponentials

$$
\langle 0|e^{i\alpha_1\phi(1)}e^{i\alpha_2\phi(t)}|0\rangle = (1 - t)^{\alpha_1\alpha_2}
$$

(2.39)

which is instructive to compare with the computation from [21, 22].

- One can also easily extract some useful information from particular cases of (2.34), which include a nice identity (cf. with [7, 8])

$$
\frac{(1 - z)^\nu(1 - w)^{-\nu}}{z - w} = \frac{1}{z - w} + \sum_{a,b=0}^\infty \frac{(-\nu)_{a+1}(\nu)_{b+1}}{(a + b + 1)!} z^a w^b
$$

(2.40)

containing some part of the matrix elements from (2.25).

- According to (2.7)

$$
\tilde{\psi}(z + t/2)\psi(z - t/2) = \frac{1}{t} : \exp \left( \int_{z-t/2}^{z+t/2} J(\xi) d\xi \right) : 
$$

(2.41)

Expansion into the powers of $t$ gives the infinite series of the currents of $W_{1+\infty}$ algebra

$$
: \tilde{\psi}(z + t/2)\psi(z - t/2) := \frac{1}{t} : \left( \exp \left( \int_{z-t/2}^{z+t/2} J(\xi) d\xi \right) - 1 \right) :=
$$

(2.42)

$$
= \sum_{k>0} \frac{t^{k-1}}{(k - 1)!} U_k(z)
$$

where explicitly

$$
U_1(z) = J(z), \quad U_2 = \frac{1}{2} : J(z)^2 : , \quad U_3 = \frac{1}{3} \left( : J(z)^3 : + \frac{1}{4} \partial^2 J(z) \right), \ldots
$$

(2.43)

and one implies bosonic normal ordering for the bosons and fermionic for the fermions. These formulas have been used many times (see e.g. [23, 24, 6, 7, 28]) to relate the generators of the $W_{1+\infty}$ algebra with the fermionic bilinear operators, and we just recall them in order to generalize below to much less trivial non Abelian case.
3 Non-Abelian $U(N)$ theory

3.1 Nekrasov functions

Consider now more general case of Nekrasov functions, corresponding to the $U(N)$ non-Abelian theory. They can be expressed in terms of $U(1)$ functions (2.31), (2.32) by the following product formula

$$\hat{Z}_b(\theta', \nu, \theta|Y', Y) = \prod_{\alpha, \beta=1}^{N} Z_b(\nu - \theta'_\alpha + \theta_\beta|Y'_\alpha, Y_\beta)$$  \hspace{1cm} (3.1)

For the diagonal elements $\hat{Z}_0(\theta|Y) = \hat{Z}_b(\theta, 0, \theta|Y, Y)$ one gets

$$\hat{Z}_0(\theta|Y) = \prod_{\alpha, \beta=1}^{N} Z_b(-\theta_\alpha + \theta_\beta|Y_\alpha, Y_\beta) = \pm \prod_{i<j} Z_b^2(-\theta_\alpha + \theta_\beta|Y_\alpha, Y_\beta) \cdot \prod_{\alpha} Z_0(Y_\alpha)$$  \hspace{1cm} (3.2)

or, after taking the square root, just

$$\hat{Z}_0^{\frac{1}{2}}(\theta|Y) = \prod_{\alpha < \beta} Z_b(-\theta_\alpha + \theta_\beta|Y_\alpha, Y_\beta) \cdot \prod_{\alpha} Z_0^{\frac{1}{2}}(Y_\alpha)$$  \hspace{1cm} (3.3)

Now for simplicity it is better to replace $\theta'_\alpha - \nu \mapsto \theta'_\alpha$ or $\theta_\alpha + \nu \mapsto \theta_\alpha$, then $\nu$ simply disappears from (3.1). Consider now the normalized matrix element

$$\hat{Z}(\theta', \theta|Y', Y) = \frac{\hat{Z}_b(\theta', \theta|Y', Y)}{\hat{Z}_0^{\frac{1}{2}}(\theta|Y')} \cdot \frac{\prod_{\alpha, \beta=1}^{N} Z_b(-\theta'_\alpha + \theta_\beta|Y'_\alpha, Y_\beta)}{\prod_{\alpha < \beta} Z_b(-\theta_\alpha + \theta_\beta|Y_\alpha, Y_\beta) \cdot \prod_{\alpha} Z_0^{\frac{1}{2}}(Y_\alpha)}$$  \hspace{1cm} (3.4)

Using representation (2.28), (2.31) for the $U(1)$ functions in terms of the Frobenius coordinates, one finds that the ratio of products of the elementary Cauchy determinants from there is actually combined into more sophisticated unique Cauchy determinant

$$\hat{Z}(\theta', \theta|Y', Y) = \det_{I,J} \frac{1}{x_I - y_J} \times \prod_{i, \alpha} f_{1,\alpha}(\theta', \theta, p_{\alpha,i}) f_{2,\alpha}(\theta', \theta, q_{\alpha,i})$$ \hspace{1cm} (3.5)

with two multi-sets of variables entering the determinant of the form

$$\{x_I\} = \{-q_{\alpha,i}' - \theta'_\alpha\} \cup \{p_{\alpha,i} - \theta_\alpha\}$$

$$\{y_I\} = \{p_{\alpha,i}' - \theta'_\alpha\} \cup \{-q_{\alpha,i} - \theta_\alpha\}$$ \hspace{1cm} (3.6)

up to quite nontrivial diagonal part, which can be still read from (2.28) and (3.4), giving the following factors for (3.5)

$$f_{1,\alpha}(\theta, \theta', p_{\alpha,i}) = \frac{1}{(p_{\alpha,i} - \frac{1}{2})!} \prod_{\beta} \frac{(\theta'_\beta - \theta_\beta)_{p_{\alpha,i}+\frac{1}{2}}}{\sqrt{\theta'_\beta - \theta_\beta}} \prod_{\beta \neq \alpha} \frac{\sqrt{\theta'_\beta - \theta_\beta}}{(\theta'_\beta - \theta_\beta)_{p_{\alpha,i}+\frac{1}{2}}}$$ \hspace{1cm} (3.7)

$$f_{2,\alpha}(\theta, \theta', q_{\alpha,i}) = \frac{1}{(q_{\alpha,i} - \frac{1}{2})!} \prod_{\beta} \frac{(\theta_\alpha - \theta'_\beta)_{q_{\alpha,i}+\frac{1}{2}}}{\sqrt{\theta_\alpha - \theta'_\beta}} \prod_{\beta \neq \alpha} \frac{\sqrt{\theta_\alpha - \theta'_\beta}}{(\theta_\alpha - \theta'_\beta)_{q_{\alpha,i}+\frac{1}{2}}}$$
Existence of the determinant formula (3.5) is very important, since it actually implies that Nekrasov functions \( \hat{Z}(\theta', \theta'|Y', Y) \) can be identified with the matrix elements of some vertex operator, characterized as in the Abelian \( U(1) \) case by its adjoint action, which is still a linear transformation but now of the \( N \)-component fermions. We are going indeed to introduce this vertex operator below using the theory of \( (N \)-component) free fermions, generalizing the Abelian case considered above. In general situation this operator is characterized by solution to auxiliary linear problem on sphere with three marked points, while explicit formulas of this section just correspond to particular case of the hypergeometric-type solutions.

3.2 \( N \)-component free fermions

Hence, consider the generalization of the free-fermionic construction from \( U(1) \) to the non-Abelian \( U(N) \) case. First, introduce the algebra

\[
\{\psi_{\alpha,r}, \psi_{\beta,s}\} = 0, \quad \{\tilde{\psi}_{\alpha,r}, \psi_{\beta,s}\} = 0,
\]

\[
\{\tilde{\psi}_{\alpha,r}, \psi_{\beta,s}\} = \delta_{\alpha,\beta}\delta_{r+s,0}
\]

\( r, s \in \mathbb{Z} + \frac{1}{2}, \quad \alpha, \beta = 1, \ldots, N \) (3.8)

of the canonical anticommutation relations for the components of the fermionic fields with free first-order action

\[
S = \frac{1}{\pi} \sum_{\alpha=1}^{N} \int_{\Sigma} d^2z \tilde{\psi}_{\alpha} \partial \psi_{\alpha},
\]

so that (3.8) are equivalent to the operator product expansions

\[
\tilde{\psi}_{\alpha}(z)\psi_{\beta}(w) = \frac{\delta_{\alpha\beta}}{z-w} + J_{\alpha\beta}(w) + O(z-w)
\]

\[
\psi_{\alpha}(z)\psi_{\beta}(w) = \text{reg.} \quad \tilde{\psi}_{\alpha}(z)\tilde{\psi}_{\beta}(w) = \text{reg.}
\]

Similarly to (2.3) it is also possible and useful to introduce the bosonization formulas for these fermionic fields

\[
\tilde{\psi}_{\alpha}(z) = \exp \left( -\sum_{n<0} J_{\alpha,n}nz^n \right) \exp \left( \sum_{n>0} J_{\alpha,n}nz^n \right) e^{Q_{\alpha}z} \epsilon_{\alpha}(J_0)
\]

\[
\psi_{\alpha}(z) = \exp \left( \sum_{n<0} J_{\alpha,n}nz^n \right) \exp \left( -\sum_{n>0} J_{\alpha,n}nz^n \right) e^{-Q_{\alpha}z} \epsilon_{\alpha}(J_0)
\]

(3.10)

Here \( J_{\alpha,n} \) form the Heisenberg algebra

\[
[J_{\alpha,n}, J_{\beta,m}] = n\delta_{\alpha\beta}\delta_{m+n,0}, \quad [J_{0,\alpha}, Q_{\beta}] = \delta_{\alpha\beta}
\]

(3.11)

and \( \epsilon_{\alpha}(J_0) = \prod_{\beta=1}^{N-1} (-1)^{J_{\alpha,\beta}} \), we may also note that \( \epsilon_{\alpha}(x+y) = \epsilon_{\alpha}(x)\epsilon_{\beta}(y) \). These extra sign factors do the same as the Jordan-Wigner transformation: they convert commuting objects into the anticommuting ones.

A standard representation of this algebra \( \mathcal{H}^{\sigma} \) is constructed from the vacuum vector \( |\sigma\rangle \), with the charges \( J_0|\sigma\rangle = \sigma|\sigma\rangle \) and killed by all positive modes

\[
\psi_{\alpha,r>0}|\sigma\rangle = 0, \quad \tilde{\psi}_{\alpha,r>0}|\sigma\rangle = 0.
\]

(3.12)

Basis vectors of this representation can be given by

\[
|\{p_{\alpha,i}\}, \{q_{\alpha,i}\}, \sigma\rangle = \prod_{\alpha=1}^{N} \left( \prod_{i=1}^{p_{\alpha,i}} \tilde{\psi}_{\alpha,-p_{\alpha,i}} \prod_{j=1}^{q_{\alpha,i}} \psi_{\alpha,-q_{\alpha,i}} \right) |\sigma\rangle
\]

(3.13)
The letters $p_{\alpha,i}$ and $q_{\alpha,i}$, at least in the case when $\#p_{\alpha} = \#q_{\alpha}$, should be interpreted as Frobenius coordinates of the $N$-tuple of the Young diagrams. It will be also convenient in what follows to use the vacuum-shifting operators $P^n_{\alpha}$

$$
P^n_{\alpha} = 1, \quad P^n_{\alpha} = \psi_{\alpha,n+\frac{1}{2}}^{\sigma} \psi_{\alpha,n+\frac{1}{2}}^{\sigma} \cdots \psi_{\alpha,-\frac{1}{2}}^{\sigma}, \quad (3.14)
$$

and the corresponding states

$$
|n, \sigma\rangle = \prod_{\alpha=1}^{N} P^n_{\alpha} |\sigma\rangle. \quad (3.15)
$$

in particular for the vectors $n = \pm 1_{\beta}$ with components $n_{\alpha} = \pm \delta_{\alpha\beta}$.

### 3.3 Level one Kac-Moody and W-algebras

Consider the W-algebras for $\mathfrak{g} = \mathfrak{sl}(N)$ series, possibly extended to $\mathfrak{gl}(N)$ where we shall call it $W_N \oplus H$. Their generators in current representation can be identified with the symmetric functions of the normally ordered currents $J(z) \in \mathfrak{h} \subset \mathfrak{g}$ with the values in Cartan subalgebra, or equivalently, up to a coefficient, as certain “Casimir elements” in the universal enveloping $U(\mathfrak{gl}(N))$. The Virasoro central charge at level $k = 1$ is

$$
c = \frac{k \dim \mathfrak{g}}{k + C_V} = \frac{N^2 - 1}{1 + N} = N - 1 \quad (3.16)
$$

When embedded to $U(\mathfrak{gl}(N))$ this current algebra has nice representation in terms of the multi-component free holomorphic fermionic fields

$$
J_{\alpha\beta}(z) = : \tilde{\psi}_\alpha(z) \psi_\beta(z) :, \quad \alpha, \beta = 1, \ldots, N \quad (3.17)
$$

The $W_N$-algebra can be defined in terms of invariant Casimir polynomials of the currents, commuting with the screening charges $Q_{\alpha\beta} = \oint J_{\alpha\beta}(z)$ (it is enough to require commutativity only with those, corresponding to the positive simple roots). Then the W-generators turn to be just the symmetric polynomials of the diagonal Cartan currents $J_\alpha = J_{\alpha\alpha}(z) \in \mathfrak{h}$, i.e.

$$
W_n(z) = \sum_{\alpha_1 < \alpha_2 < \ldots < \alpha_n} : J_{\alpha_1}(z) J_{\alpha_2}(z) \cdots J_{\alpha_n}(z) :, \quad n = 1, \ldots, N \quad (3.18)
$$

One can consider the representations of $U(\mathfrak{gl}(N))$ and $W_N \oplus H$ in $\mathcal{H}^\sigma$. For this purpose it is convenient to introduce the generating functions

$$
\psi_\alpha^{\sigma}(z) = \sum_{r \in \mathbb{Z} + \frac{1}{2}} \psi_{\alpha,r}^{\sigma} z^{r+\frac{1}{2}+\sigma_{\alpha}}, \quad \tilde{\psi}_\alpha^{\sigma}(z) = \sum_{r \in \mathbb{Z} + \frac{1}{2}} \tilde{\psi}_{\alpha,r}^{\sigma} z^{r+\frac{1}{2}+\sigma_{\alpha}}. \quad (3.19)
$$

where shifts of the powers of the coordinate $z$ come naturally, e.g. from the bosonization formulas (3.10). For these fields instead of (3.9) one gets

$$
\tilde{\psi}_\alpha^{\sigma}(z) \psi_\beta^{\sigma}(w) = \delta_{\alpha\beta} \frac{z^{\sigma_{\alpha}} w^{-\sigma_{\alpha}}}{z-w} + : \tilde{\psi}_\alpha^{\sigma}(z) \psi_\beta^{\sigma}(w) :
$$

$$
= \frac{\delta_{\alpha\beta}}{z-w} + \delta_{\alpha\beta} \frac{\sigma_{\alpha}}{w} + : \tilde{\psi}_\alpha^{\sigma}(w) \psi_\beta^{\sigma}(w) : + O(z-w), \quad (3.20)
$$

then it is clear that the modes of \( J_{\alpha\beta}^\sigma(w) \) from (3.9) acquire in this representation the form

\[
J_{\alpha\beta,n}^\sigma = \delta_{\alpha\beta} \delta_{n,0} \sigma_{\alpha} + \sum_{p \in \mathbb{Z} + \frac{1}{2}} : \tilde{\psi}_{\alpha,n-p}^\sigma \psi_{\beta,p}^\sigma : .
\]  

(3.21)

As in the \( U(1) \) case (see (2.42)) in the fermionic realization of \( W_N \oplus H \), then one can choose the set of generators in a form of the fermionic bilinears:

\[
\sum_{\alpha} \tilde{\psi}_{\alpha}^\sigma(z + \frac{t}{2}) \psi_{\alpha}^\sigma(z - \frac{t}{2}) = \frac{N}{t} + \sum_{k=1}^{\infty} \frac{t^{k-1}}{(k-1)!} U_k^\sigma(z) .
\]

(3.22)

The l.h.s. of this formula gives

\[
\tilde{\psi}_{\alpha}^\sigma(z + \frac{t}{2}) \psi_{\alpha}^\sigma(z - \frac{t}{2}) = \frac{1}{t} \left( \frac{1 + \frac{t}{2z}}{1 - \frac{t}{2z}} \right)^{\sigma_{\alpha}} + \frac{1}{t} \sum_{m \in \mathbb{Z}} \frac{1}{z^m} \left( \frac{1 + \frac{t}{2z}}{1 - \frac{t}{2z}} \right)^{m+1} \sum_{p \in \mathbb{Z} + \frac{1}{2}} \left( \frac{1 + \frac{t}{2z}}{1 - \frac{t}{2z}} \right)^{p+\frac{1}{2}+\sigma_{\alpha}} : \tilde{\psi}_{m-p,\alpha}^\sigma \psi_{\alpha,p}^\sigma : .
\]

(3.23)

Introducing two collections of polynomials \(^1\)

\[
\left( \frac{1 + \frac{t}{2z}}{1 - \frac{t}{2z}} \right)^p = 1 + \sum_{k=0}^{\infty} u_k(p) \frac{x^k}{(k-1)!} ,
\]

\[
\frac{x}{(1 + \frac{t}{2z})^{m+1}} \left( \frac{1 + \frac{t}{2z}}{1 - \frac{t}{2z}} \right)^{p+\frac{1}{2}} = \sum_{k=1}^{\infty} v_{k,m}(p) \frac{x^k}{(k-1)!} ,
\]

(3.25)

the generators in the r.h.s. of (3.22) explicitly become

\[
U_{k,m}^\sigma = \sum_{\alpha} \left( \delta_{m,0} u_k(\sigma_{\alpha}) + \sum_{p \in \mathbb{Z}} v_{k,m}(p + \sigma_{\alpha}) : \tilde{\psi}_{\alpha,m-p}^\sigma \psi_{\alpha,p}^\sigma : \right) .
\]

(3.26)

This set of generators of \( W_N \oplus H \) contains commuting zero modes \( U_{k,0}^\sigma \) which were shown to play an important role in the study of the extended Seiberg-Witten theory and AGT correspondence \([6, 25, 28, 26]\). It is also important to notice that commutation relations between these generators are linear, the only place when the non-linearity appears are the relations between these generators.

Using the bosonization rules (3.10) one can rewrite these generators in the conventional form. To perform explicit splitting of this algebra into \( W_N \oplus H \) it is convenient

\(^1\)One can also notice at the level of the generating functions (3.25) that

\[
v_{k,0}(p) = u_k(p + \frac{1}{2}) - u_k(p - \frac{1}{2}) .
\]

First polynomials are given explicitly by

\[
u_1(p) = p, \quad u_2(p) = \frac{p^2}{2}, \quad u_3(p) = \frac{p^3}{3} + \frac{p}{6}, \quad u_4(p) = \frac{p^4}{4} + \frac{p^2}{2}, \quad u_5(p) = \frac{p^5}{5} + p^3 + \frac{3p}{10}, \ldots
\]

(3.24)
to redefine \( J_\alpha(z) \mapsto J_\alpha(z) + j(z) \), where the new currents already satisfy the condition \( \sum J_\alpha = 0 \) and the operator product expansions (OPE)

\[
j(z)j(w) = \frac{1}{(z-w)^2} + \text{reg.} \quad J_\alpha(z)J_\beta(w) = \frac{\delta_{\alpha\beta} - \frac{1}{N}}{(z-w)^2} + \text{reg.} \quad (3.27)
\]

Now we take the bilinear expression

\[
\sum_\alpha \tilde{\psi}_\alpha(z + \frac{t}{2})\psi_\alpha(z - \frac{t}{2}) = \sum_\alpha : e^{i\varphi(z+\frac{t}{2})+i\phi_\alpha(z+\frac{t}{2})} : \cdot : e^{-i\varphi(z-\frac{t}{2})-i\phi_\alpha(z-\frac{t}{2})} : = \frac{1}{t} : e^{i\varphi(z+\frac{t}{2})-i\varphi(z-\frac{t}{2})} : \cdot \sum_\alpha : e^{i\phi_\alpha(z+\frac{t}{2})-i\phi_\alpha(z-\frac{t}{2})} :
\]

(3.28)

with \( j(z) = i\partial\varphi \), \( J_\alpha(z) = i\partial\phi_\alpha(z) \) and expand it into the powers of \( t \). Comparing with (3.22) we get the following formulas:

\[
U_1(z) = Nj(z) \quad U_2(z) = T(z) + \frac{N}{2} : j^2(z) :,
\]

\[
U_3(z) = W_3(z) + 2NT(z)j(z) + \frac{N}{3} \left( : j^3(z) : + \frac{1}{4} \partial^2 j(z) \right),
\]

\[
U_4(z) = -W_4(z) + \frac{1}{2} (TT)(z) + 3W_3(z)j(z) + 3 : j^2(z) : T(z) + \frac{N}{4} \left( : j^4(z) : + : j(z)\partial^2 j(z) : \right), \quad U_5(z) = \ldots
\]

(3.29)

where \( T(z) = -W_2(z) \) is the stress-energy tensor, and \( (AB)(z) \) is the “interacting” normal ordering

\[
(AB)(z) = \oint_\gamma \frac{dw}{w-z} A(w)B(z)
\]

One find therefore, that one basis is related with the other by some complicated, though explicit and triangular transformation. Here we can see that generators \( U_4(z) \) are actually dependent, namely, if \( N = 3 \), then \( W_4(z) = 0 \) and \( U_4(z) \) becomes some non-linear expression of the lower generators.

It is also easy to see that for the states (3.15)

\[
J_{\alpha,0}^\sigma |n, \sigma\rangle = (\sigma_\alpha + n_\alpha) |n, \sigma\rangle, \quad U_{k,0}^\sigma |n, \sigma\rangle = u_k \langle \sigma + n |n, \sigma\rangle, \quad U_{k,m>0}^\sigma |n, \sigma\rangle = 0.
\]

(3.30)

It is sometimes useful to decompose the whole Hilbert space into the sectors \( \mathcal{H}_n^\sigma = \bigoplus_{n \in \mathbb{Z}^N} \mathcal{H}_n^\sigma \) with fixed \( h \in \mathfrak{gl}(N) \) charges and also into the sectors \( \mathcal{H}_h^\sigma = \bigoplus_{\sum n_\alpha = l} \mathcal{H}_n^\sigma \) with fixed overall \( u(1) = \mathfrak{gl}(1) \) charge. Summarizing all these facts we can formulate the following

**Theorem 1** Spaces \( \mathcal{H}_h^\sigma \) are representations of \( \widehat{\mathfrak{gl}(N)}_1 \), and for general \( \sigma \) spaces \( \mathcal{H}_n^\sigma \) are the Verma modules of \( W_N \oplus H \) algebra with the highest weight vectors \( |\sigma, n\rangle \) and with basis vectors \( |Y, n, \sigma\rangle \), \( \forall Y \).

**Proof** is extremely simple: \( \widehat{\mathfrak{gl}(N)}_1 \) generators have zero fermionic \( \mathfrak{gl}_1 \)-charge, \( W_N \oplus H \) generators have zero charges with respect to the whole Cartan subalgebra \( \mathfrak{h} \), so the spaces \( \mathcal{H}_h^\sigma \) and \( \mathcal{H}_n^\sigma \) are closed under the action of these algebras. We also know from (3.30) that \( |\sigma, n\rangle \) are the highest weight vectors of \( W_N \oplus H \), so we have a non-zero map from the Verma module to \( \mathcal{H}_n^\sigma \), but this Verma module is generally irreducible and has the same character \( \text{tr} q^{L_0} \), so we actually have an isomorphism. □
3.4 Free fermions and representations of W-algebras

Let us now illustrate how can free fermions appear in the theory with $W_N$-symmetry at integer central charges after inclusion of extra Heisenberg algebra. Construction below is a straightforward generalization of the bosonization procedure from [27].

It is well-known [2, 3] that conformal theory with $W_N$-symmetry contains two degenerate fields $V_{\mu_1}(z)$ and $V_{\mu_{N-1}}(z)$, such that their $W$-charges are determined by the highest weights of the fundamental $(\mathbf{N})$ and antifundamental $(\bar{\mathbf{N}})$ representations, respectively. Their dimensions are

$$\Delta(\mu_i) = \frac{1}{2} \mu_i^2 = \frac{N - 1}{2N}, \quad i = 1, N - 1$$  (3.31)

and they have the following fusion rules with arbitrary primary field

$$[\mu_1] \otimes [\sigma] = \bigoplus_{\alpha=1}^{N} [\sigma + e_{\alpha}]$$

$$[\mu_{N-1}] \otimes [\sigma] = \bigoplus_{\alpha=1}^{N} [\sigma - e_{\alpha}]$$  (3.32)

where $\{\pm e_{\beta}\}$ is the set of all weights of $\mathbf{N}$ and $\bar{\mathbf{N}}$. One can define now the vertex operators

$$\Psi_\alpha(z) = \sum_{\sigma} P_{\sigma + e_{\alpha}} V_{\mu_1}(z) P_{\sigma}, \quad \tilde{\Psi}_\alpha(z) = \sum_{\sigma} P_{\sigma - e_{\alpha}} V_{\mu_{N-1}}(z) P_{\sigma}$$  (3.33)

which, due to extra projector operators, act only from one Verma module to another, just extracting the corresponding term from the fusion rules (3.32). Using the general structure of the OPE of two initial degenerate fields

$$V_{\mu_1}(z)V_{\mu_{N-1}}(w) = \left(1 \cdot (z-w)^{1/2N} + \# \cdot (z-w)^{1+1/2N} T(w)\right) + (z-w)^{-3} \sum_{\alpha \in \text{roots}(\mathfrak{gl}_N)} c_{\alpha} V_{\alpha}(w) + \ldots, \quad (3.34)$$

one finds, that $\tilde{\Psi}_\alpha(z) \Psi_{\beta}(w) = \delta_{\alpha\beta} \mathbf{1} \cdot (z-w)^{1/2N} + \text{reg.}$, i.e. these fields look almost like fermions, except for the wrong power in the OPE. To fix this let us add an extra scalar field $\phi(z)$, such that

$$\phi(z) \phi(w) = -\frac{1}{N} \log(z-w) + \ldots$$  (3.35)

and define the new, the true fermionic, vertex operators

$$\psi_\alpha(z) = e^{-i\phi(z)} \Psi_\alpha(z), \quad \tilde{\psi}_\alpha(z) = e^{i\phi(z)} \tilde{\Psi}_\alpha(z), \quad \alpha = 1, \ldots, N$$  (3.36)

which have the canonical OPE (cf. with (3.9))

$$\psi_\alpha(z) \tilde{\psi}_{\beta}(w) = \frac{\delta_{\alpha\beta}}{z-w} + \text{reg.}$$ \quad $$\psi_\alpha(z) \psi_{\beta}(w) = \text{reg.} \quad \tilde{\psi}_\alpha(z) \tilde{\psi}_{\beta}(w) = \text{reg.}$$  (3.37)

The rest is to understand, how to express the W-algebra generators in terms of these free fermions. One can easily write for the structure of the sum

$$\sum_{\alpha} \tilde{\Psi}_\alpha(z) \Psi_\alpha(w) = \frac{1}{z-w} + \# \cdot (z-w)(\mathcal{L}_{-2} \mathbf{1})(w) + \#(z-w)^2 \cdot (\mathcal{L}_{-1} \mathcal{L}_{-2} \mathbf{1}) + \#(z-w)^2 \cdot (W_{-3} \mathbf{1})(w) + \ldots =$$

$$= \frac{1}{z-w} + \# \cdot (z-w) T(w) + \# \cdot (z-w)^2 \partial T(w) + \# \cdot (z-w)^2 W(w) + \ldots$$  (3.38)
with some coefficients (and where we have used obvious notations for the descendants). We do not need their exact numeric values at the moment, just the very fact that only the unit operator 1 enters the r.h.s. of this OPE together with its descendants. Using additionally the OPE of the $U(1)$ factors
\[
(z - w)^{1/N} e^{i\phi(z)} e^{-i\phi(w)} =
\]
\[
= \exp \left( i(z - w)\partial \phi(w) + \frac{1}{2} i(z - w)^2 \partial^2 \phi(w) + \frac{1}{6} (z - w)^3 \partial^3 \phi(w) \right) =
\]
\[
= 1 + (z - w) j(w) + \frac{1}{2} (z - w)^2 \partial j(w) + \frac{1}{6} (z - w)^3 \partial^2 j(w) +
\]
\[
+ \frac{1}{2} (z - w)^2 : j(w)^2 : + \frac{1}{2} (z - w)^3 : j(w) \partial j(w) : + \frac{1}{6} (z - w)^3 j(w)^3 + \ldots
\]

one can get
\[
\sum \tilde{\psi}_\alpha(z) \psi_\alpha(w) = \frac{1}{z - w} + j(w) + (z - w) \left( \# \cdot T(w) + \frac{1}{2} j(w) + \frac{1}{2} : j(w)^2 : \right) +
\]
\[
+ (z - w)^2 \left( \# \cdot W(w) + \# \cdot j(w) T(w) + \frac{1}{6} \partial^2 j(w) + \frac{1}{2} : j(w) \partial j(w) : + \frac{1}{6} : j(w)^3 : \right) + \ldots
\]

This formula states, how the standard $W$-generators can be expressed via the fermionic bilinears by some triangular transformation, and its symmetric form is equivalent to (3.28), (3.29).

4 Vertex operators and Riemann-Hilbert problem

4.1 Vertex operators and monodromies

Let us now turn to general construction of the monodromy vertex operator
\[
V_\nu(t) : \mathcal{H}^\sigma \to \mathcal{H}^\theta
\]

Actually one can define only the operator $V_\nu(1)$ due to conformal Ward identity
\[
V_\nu(t) = t^{-\Delta_\nu} t^{L_0} V_\nu(1) t^{-L_0}
\]

and the operator $V_\nu(1)$ is defined by the following three properties:

- $V_\nu(1)$ is a (quasi)-group element, i.e.
  \[
  V_\nu(1) \mathcal{H}^\sigma (V_\nu(1))^{-1} \subseteq \mathcal{H}^\theta, \quad (V_\nu(1))^{-1} \mathcal{H}^\theta V_\nu(1) \subseteq \mathcal{H}^\sigma
  \]

  As we discussed already in sect. 2 this fact actually implies that all correlators of fermions in the presence of such an operator can be computed using the Wick theorem.

- $\langle \theta | V_\nu(1) | \sigma \rangle = 1$, which is a kind of convenient normalization. Notice, however, that vertex operator is defined by the adjoint action only up to some diagonal factor $S = \exp(\beta), \beta \in \mathfrak{h} \subset \mathfrak{gl}(N)$. In what follows we shall restore these diagonal factors when necessary.

\footnote{Notice, that we have here only the conservation of the “total charge” $\sum_\alpha \sigma_\alpha + \sum_\nu \nu_\alpha = \sum_\alpha \theta_\alpha$, and apart of that their values are arbitrary.}
• All two-fermionic correlators give the solution for the 3-point Riemann-Hilbert problem in the different regions

\[
\langle \theta | V_\nu (1) \tilde{\psi}_\alpha ^\sigma (z) \psi_\beta ^\sigma (w) | \sigma \rangle = \mathcal{K}_{\alpha \beta} (z, w), \quad |z| \leq 1, |w| \leq 1 \\
\langle \theta | \bar{\psi}_\alpha ^\theta (z) \psi_\beta ^\theta (w) V_\nu (1) | \sigma \rangle = \mathcal{K}_{\bar{\alpha} \beta} (z, w), \quad |z| \geq 1, |w| \geq 1 \\
\langle \theta | \bar{\psi}_\alpha ^\theta (z) V_\nu (1) \psi_\beta ^\theta (w) | \sigma \rangle = \mathcal{K}_{\alpha \beta} (z, w), \quad |z| \geq 1, |w| \leq 1 \\
- \langle \theta | \psi_\beta ^\theta (w) V_\nu (1) \tilde{\psi}_\alpha ^\sigma (z) | \sigma \rangle = \mathcal{K}_{\bar{\alpha} \beta} (z, w), \quad |z| \leq 1, |w| \geq 1
\]  

(4.3)

In terms of some matrix kernels \( \mathcal{K}(z, w) = \mathcal{K}^\nu (z, w) \), where we have used \( \{ \alpha, \beta \} \) and \( \{ \bar{\alpha}, \bar{\beta} \} \) to denote matrix indices, corresponding to different bases, associated with the points \( z = 0 \) and \( z = \infty \) respectively.

By this moment the only claim is that this operator is uniquely defined by the properties listed above, and this follows from the fact, that all matrix elements of the quasi-group \( V_\nu (1) \) element are given by certain determinants of the matrices with the entries, constructed from \( \mathcal{K}(z, w) \). Existence of this operator is therefore obvious, since one can compute all its matrix elements using the Wick theorem.

Now, we would like to specify the kernels \( \mathcal{K}(z, w) \) first by their monodromy properties. We associate the basis at \( z = 0 \) with the eigenvectors of \( M_0 \sim e^{2\pi i \sigma} \), while the basis at \( z = \infty \) with the eigenvectors of \( M_\infty \sim e^{2\pi i \theta} \) (only the conjugacy classes of these two matrices are fixed, and certainly in general \( [M_0, M_\infty] \neq 0 \)). We propose an explicit form of the kernel

\[
\mathcal{K}_{\alpha \beta} (z, w) = \frac{[\phi(z) \phi(w)^{-1}]_{\alpha \beta}}{z - w}
\]  

(4.4)

given in terms of the solution to the linear system

\[
\frac{d}{dz} \phi(z) = \phi(z) \left( \frac{A_0}{z} + \frac{A_1}{z - 1} \right) = \phi(z) A(z)
\]  

(4.5)

with \( A_0 \sim \sigma \), \( A_1 \sim \nu \), \( A_\infty \sim \theta \) and prescribed monodromies

\[
\gamma_0 : \phi_{\alpha i} (z) \mapsto \sum_\beta (M_0)_{\alpha \beta} \phi(z)_{\beta i} \\
\gamma_\infty : \phi_{\alpha i} (z) \mapsto \sum_\beta (M_\infty)_{\alpha \beta} \phi(z)_{\beta i}
\]  

(4.6)

also implying monodromy around \( z = 1 \), i.e. \( \gamma_1 : \phi_{\alpha i} (z) \mapsto \sum_\beta (M_1)_{\alpha \beta} \phi(z)_{\beta i}, \) with \( M_1 \sim e^{2\pi i \nu} \) and \( M_0 M_1 M_\infty = 1 \). Solutions for a linear system (4.5) can be expressed themselves in terms of a fermionic correlators, namely

\[
\phi_{\alpha i} (z) = z \cdot \langle \theta | V_\nu (1) \tilde{\psi}_\alpha (z) | 1, \gamma, \sigma \rangle \\
\phi_{\gamma i}^{-1} (z) = z \cdot \langle \theta | V_\nu (1) \psi_\beta (z) | 1, \gamma, \sigma \rangle
\]  

(4.7)

for some fixed normalization at \( z \to 0 \). We are going to prove in next section, that definitions (4.4) are indeed self-consistent and also consistent with (4.7), which follows from the generalized Hirota bilinear relations, satisfied by the monodromy vertex operators.
Actually, we have four different matrix kernels (4.4) with the indices $\alpha\beta$, $\alpha\dot{\beta}$, $\dot{\alpha}\beta$, $\dot{\alpha}\dot{\beta}$, corresponding to all possible combinations of different regions. When we change from one region to another one, then we have to change the basis of solutions, and this transition can be given by some matrix $C_{\dot{\alpha}}^\alpha$.

The expansion of these kernels, e.g. for $0 < z, w < 1$

$$K_{\alpha\beta}(z, w) = \frac{\delta_{\alpha\beta}}{z - w} + \sum_{p,q>0} \langle \theta | V_\nu(1) \bar{\psi}_p^{\dot{\alpha}} \psi_q^{\beta} | \sigma \rangle z^{p - \frac{1}{2} + \sigma_{\alpha} w^q - \frac{1}{2} - \sigma_{\beta}} =$$

$$= \frac{\delta_{\alpha\beta}}{z - w} + \sum_{p,q>0} K_{p,q}^\alpha\beta z^{p - \frac{1}{2} + \sigma_{\alpha} w^q - \frac{1}{2} - \sigma_{\beta}}$$

or at $z, w > 1$

$$K_{\alpha\dot{\beta}}(z, w) = \frac{\delta_{\dot{\alpha}\dot{\beta}}}{z - w} + \sum_{p,q>0} \langle \theta | \bar{\psi}_p^{\dot{\beta}} \psi_q^{\dot{\alpha}} V_\nu(1) | \sigma \rangle z^{p - \frac{1}{2} - \theta_{\alpha} w^q - \frac{1}{2} + \theta_{\beta}} =$$

$$= \frac{\delta_{\dot{\alpha}\dot{\beta}}}{z - w} + \sum_{p,q>0} \bar{K}_{p,q}^{\dot{\alpha}\dot{\beta}} z^{p - \frac{1}{2} + \theta_{\alpha} w^q - \frac{1}{2} - \theta_{\beta}}$$

give the corresponding matrix elements for the fermionic modes. The corresponding matrix elements ($K_{p,q}^\alpha\beta$ and $\bar{K}_{p,q}^{\dot{\alpha}\dot{\beta}}$) are in fact defined up to the factors $s_\alpha s_{\dot{\beta}}^{-1}$ which comes from the ambiguity in normalization of the vertex operator. For any three monodromy matrices $M_0, M_1, M_\infty = 1$ one can fix all their invariant functions (e.g. traces) and diagonalize $M_\infty$, but then one possible transformation survives: a simultaneous conjugation

$$M_i \mapsto S^{-1} M_i S$$

by diagonal $S = \text{diag}(s_1, \ldots, s_N)$. This gives vertex operators, actually different by $s^{J_0}$ factor with corresponding multiplicative renormalization of their matrix elements.

For special vertex operators with $\nu = \nu N e_j$ these matrix elements can be expressed in terms of the products (3.7), for example

$$K_{p,q}^\alpha\beta = \langle \theta | V_\nu(1) | p, \alpha, q, \beta ; \sigma \rangle = \langle \theta | V_\nu(1) \bar{\psi}_p^{\dot{\alpha}} \psi_q^{\beta} | \sigma \rangle = \frac{1}{p_\alpha + q_\beta - \sigma_\alpha + \sigma_\beta} f_{1,\alpha}(\sigma, \theta + \nu, p_\alpha) f_{2,\beta}(\sigma, \theta + \nu, q_\beta)$$

$$\bar{K}_{p,q}^{\dot{\alpha}\dot{\beta}} = \langle \theta | V_\nu(1) | \sigma \rangle = \langle \theta | \bar{\psi}_p^{\dot{\alpha}} \psi_q^{\dot{\beta}} V_\nu(1) | \sigma \rangle =$$

$$= \frac{1}{p_\alpha + q_\beta - \theta_\alpha + \theta_\beta} f_{1,\dot{\alpha}}(\theta + \nu, \sigma, p_\alpha) f_{2,\dot{\beta}}(\theta + \nu, \sigma, q_\beta)$$

(4.11)

We shall return to discussion of special case below in sect. 4.3.

The general formula for 2n-point fermionic correlator is given by the Wick formula

$$\langle \theta | \prod_{\dot{\alpha}=1}^N \prod_{i=1}^{d_\dot{\alpha}} \bar{\psi}_\dot{\alpha}(z_{\dot{\alpha},i}) \psi_\dot{\alpha}(w_{\dot{\alpha},i}) V_\nu(1) \prod_{\alpha=1}^N \prod_{i=1}^{d_\alpha} \bar{\psi}_\alpha^{\dot{\sigma}}(z_{\alpha,i}) \psi_\alpha^{\sigma}(w_{\alpha,i}) | \sigma \rangle =$$

$$= \langle \theta | V_\nu(1) | \sigma \rangle \cdot \det \begin{pmatrix} K_{\alpha\beta}(z_{\alpha,i}, w_{\beta,j}) & K_{\alpha\dot{\beta}}(z_{\alpha,i}, w_{\dot{\beta},j}) \\ \bar{K}_{\dot{\alpha}\beta}(z_{\dot{\alpha},i}, w_{\beta,j}) & \bar{K}_{\dot{\alpha}\dot{\beta}}(z_{\dot{\alpha},i}, w_{\dot{\beta},j}) \end{pmatrix}$$

(4.12)
On the punctured unit circle $|z| = |w| = 1, z \neq 1, w \neq 1$ one has

$$K_{\alpha \beta}(z, w) = \sum_{\alpha} C_{\alpha}^{\alpha} K_{\alpha \beta}(z, w)$$

$$K_{\alpha \beta}(z, w) = \sum_{\beta} K_{\alpha \beta}(z, w) (C^{-1})_{\beta}^{\alpha}$$

(4.13)

It follows then from (4.12), that there are two operator identities

$$\tilde{\psi}_{\alpha}^{\theta}(z)V_{\nu}(1) = V_{\nu}(1) \sum_{\alpha} C_{\alpha}^{\alpha} \tilde{\psi}_{\alpha}^{\sigma}(z)$$

$$\psi_{\alpha}^{\theta}(z)V_{\nu}(1) = V_{\nu}(1) \sum_{\alpha} \psi_{\alpha}^{\sigma}(z)(C^{-1})_{\alpha}^{\alpha}$$

(4.14)

Actually, these identities are enough to define the operator $V_{\nu}(1)$. The simplest quantity to compute is

$$V_{\nu}(1)\psi_{\alpha,r}^{\sigma,v}V_{\nu}(1)^{-1} = \oint_{|z|=1} \frac{dz}{2\pi i} z^{r-\frac{1}{2}} + \sigma_{\alpha} V_{\nu}(1)\psi_{\alpha}^{\sigma}(z)V_{\nu}(1)^{-1}$$

(4.15)

Using (4.14) one can rewrite this equivalently as

$$V_{\nu}(1)\psi_{\alpha,r}^{\sigma,v}V_{\nu}(1)^{-1} = \sum_{\beta} C_{\alpha}^{\beta} \oint_{|z|=1} \frac{dz}{2\pi i} z^{r-\frac{1}{2}} + \sigma_{\alpha} \psi_{\beta}^{\theta}(z) =$$

$$= \sum_{\beta,s} C_{\alpha}^{\beta} \oint_{|z|=1} \frac{dz}{2\pi i} z^{r-s-1} + \sigma_{\alpha} - \theta_{\beta} \psi_{\beta,s}^{\theta} = \sum_{\beta,s} C_{\alpha}^{\beta} \int_{0}^{2\pi} \frac{d\phi}{2\pi} e^{2\pi i(r-s)+\sigma_{\alpha} - \theta_{\beta}} \psi_{\beta,s}^{\theta} =$$

(4.16)

In principle, this formula includes all possible information about $V_{\nu}(t)$. Now it is easy to prove

**Theorem 2** $V_{\nu}(t)$ is a primary field of the conformal $W_N \oplus H$ algebra with the highest weights $u_{k}(\nu)$.

**Proof:** First we notice that due to (4.14) and to the definitions (4.2), (3.22) one has

$$U_{k}^{\theta}(z)V_{\nu}(t) = V_{\nu}(t)U_{k}^{\sigma}(z)$$

(4.17)

in the region $|z| = t, z \neq t$. This means that $U_{k}(z)$ are actually single-valued operators (with trivial monodromies). Actually, we have already proved in Theorem 1 that states $|\sigma\rangle$ are highest weight vectors, so

$$\langle \theta | \ldots U_{k}(z) | \sigma \rangle = \left( \frac{u_{k}(\sigma)}{z_{k}} + \text{less singular} \right) \langle \theta | \ldots | \sigma \rangle$$

(4.18)

and, since (4.5) is symmetric under the permutation of the singular points, one can also conclude, that for a different point

$$\langle \theta | \ldots U_{k}(z)V_{\nu}(t) \ldots | \sigma \rangle = \left( \frac{u_{k}(\nu)}{(z-t)_{k}} + \text{less singular} \right) \langle \theta | \ldots V_{\nu}(t) \ldots | \sigma \rangle$$

(4.19)

so $(U_{k,n>0}V_{\nu})(t) = 0$, and it means, that $V_{\nu}(t)$ is just a primary field. \qed
4.2 Generalized Hirota relations

Now consider any operator $O$ with linear adjoint action on fermions

$$O^{-1} \psi_{\alpha, r} O = \sum_{s, \beta} R^O_{\alpha, s \beta} \psi_{\beta, s}, \quad O^{-1} \tilde{\psi}_{\alpha, -r} O = \sum_{s, \beta} \tilde{\psi}_{\beta, -s} (R^O)^{-1}_{s \beta, r\alpha}$$

(4.20)

which is generally a relabeling of a $GL(\infty)$ transformation for a single fermion. It leads to a standard statement of commutativity of two operators in $\mathcal{H} \otimes \mathcal{H}$

$$O \otimes O \sum_{r, \alpha} \psi_{\alpha, -r} \otimes \tilde{\psi}_{\alpha, r} = \sum_{r, \alpha} \psi_{\alpha, -r} \otimes \tilde{\psi}_{\alpha, r} \otimes O \otimes O$$

(4.21)

which is an operator form of the bilinear Hirota relation [29, 30].

Let us now point out, that we have already introduced by (4.14) a particular subclass of general transformations (4.20)

$$V^{-1} \psi_{\dot{\alpha}}(z) V = \sum_{\alpha} (C^{-1})^\sigma_{\dot{\alpha}} \psi_{\alpha}(z), \quad V^{-1} \tilde{\psi}_{\dot{\alpha}}(z) V = \sum_{\alpha} C^\sigma_{\dot{\alpha}} \tilde{\psi}_{\alpha}(z)$$

(4.22)

where $C$ and $C^{-1}$ can be now interpreted as monodromy matrices: one can consider (4.22) as a linear relation between two analytic continuations of the fermionic fields at $|z| = 1$ towards $z \to \infty$ and $z \to 0$, preserving the OPE $\tilde{\psi}(z)_{\alpha}(z) \psi_{\beta}(z') = \frac{\delta_{\alpha\beta}}{z - z'} + \ldots$. An immediate consequence of (4.22) is

**Theorem 3** The Fourier modes of the bilinear operators

$$\mathcal{I}(z) = \sum_{\alpha} \psi_{\alpha}(z) \otimes \tilde{\psi}_{\alpha}(z) = \sum_{k \in \mathbb{Z}} \mathcal{I}_k \frac{z^k}{z^{k+1}}$$

$$\mathcal{I}^\dagger(z) = \sum_{\alpha} \tilde{\psi}_{\alpha}(z) \otimes \psi_{\alpha}(z) = \sum_{k \in \mathbb{Z}} \mathcal{I}_k^\dagger \frac{z^k}{z^{k+1}}$$

(4.23)

commute with $V_\nu(t) \otimes V_\nu(t)$ in the sense

$$\mathcal{I}_k^\theta \cdot V_\nu(t) \otimes V_\nu(t) = V_\nu(t) \otimes V_\nu(t) \cdot \mathcal{I}_k^\sigma$$

$$\mathcal{I}_k^\theta \cdot V_\nu(t) \otimes V_\nu(t) = V_\nu(t) \otimes V_\nu(t) \cdot \mathcal{I}_k^\sigma$$

(4.24)

**Proof:** First we notice that

$$\mathcal{I}^\theta(z) \cdot V_\nu(t) \otimes V_\nu(t) = V_\nu(t) \otimes V_\nu(t) \cdot \mathcal{I}^\sigma(z)$$

(4.25)

holds at $|z| = t$, $z \neq t$, due to (4.14)

$$\sum_{\alpha} \psi_{\alpha}^\theta(z) \otimes \tilde{\psi}_{\alpha}^\theta(z) \cdot V_\nu(t) \otimes V_\nu(t) = V_\nu(t) \otimes V_\nu(t) \sum_{\alpha, \beta, \gamma} (C^{-1})^\beta_{\alpha} C^\gamma_{\beta} \psi_{\gamma}^\sigma(z) \otimes \tilde{\psi}_{\gamma}^\sigma(z) = V_\nu(t) \otimes V_\nu(t) \sum_{\beta} \psi_{\beta}^\sigma(z) \otimes \tilde{\psi}_{\beta}^\sigma(z)$$

(4.26)

(4.26)
To continue this equality to $z = t$ one has just to check that $\mathcal{I}^\sigma(z) \cdot V_\nu(t) \otimes V_\nu(t)$ is regular. Due to the symmetry of (4.5) this is the same as to check that $\mathcal{I}^\sigma(z) \cdot |\sigma\rangle \otimes |\sigma\rangle$ is regular. Since,

$$
\mathcal{I}^\sigma(z) \cdot |\sigma\rangle \otimes |\sigma\rangle = \sum_\alpha \sum_{n<0} \psi_{\alpha,n}^\sigma |\sigma\rangle \otimes \sum_{m<0} \tilde{\psi}_{\alpha,m}^\sigma |\sigma\rangle = \sum_\alpha \psi_{\alpha,-\frac{1}{2}}^\sigma |\sigma\rangle \otimes \tilde{\psi}_{\alpha,-\frac{1}{2}}^\sigma |\sigma\rangle + O(z)
$$

(4.27)

this expression is regular, this completes the proof. \hfill \Box

Let us notice that we have also got the equalities

$$
\mathcal{I}^\sigma_{k \geq 0} \cdot |\sigma\rangle \otimes |\sigma\rangle = 0, \quad \mathcal{I}^\sigma_{k \geq 0} \cdot |\sigma\rangle \otimes |\sigma\rangle = 0
$$

(4.28)

while, for example

$$
\mathcal{I}_{-1}^1 |\theta\rangle \otimes |\theta\rangle = \sum_\alpha \tilde{\psi}_{\alpha,-1/2} \otimes \psi_{\alpha,-1/2} |\theta\rangle \otimes |\theta\rangle = \sum_\alpha |1_\alpha,\theta\rangle \otimes |1_\alpha,\theta\rangle
$$

$$
\mathcal{I}_{-1}^1 |\theta\rangle \otimes |\theta\rangle = \sum_\alpha \psi_{\alpha,-1/2} \otimes \tilde{\psi}_{\alpha,-1/2} |\theta\rangle \otimes |\theta\rangle = \sum_\alpha | -1_\alpha,\theta\rangle \otimes |1_\alpha,\theta\rangle
$$

(4.29)

but

$$
\langle \theta \rangle \otimes \langle \theta \rangle \cdot \mathcal{I}_{-1}^1 = \langle \theta \rangle \otimes \langle \theta \rangle \cdot \mathcal{I}_{-1} = 0
$$

(4.30)

We shall see below, that existence of extra bilinear operator relations lead actually to the infinite number of Hirota-like equations for the $\tau$-function.

Let us also notice that operator $t^L_0$ belongs to the quasigroup, but it does not commute with $\mathcal{I}_k$:

$$
t^L_0 \mathcal{I}(z) t^{-L_0} = t \mathcal{I}(tz)
$$

(4.31)

which means that $t^L_0 \mathcal{I}_k t^{-L_0} = t^{-k}$. So, in principle, vertex operator can contain some factors $t^L_i$, but in such a combination with $\prod t_i = 1$.

Now we are ready to prove, that the correlation functions (4.3) (and in fact any correlation function $\langle \theta_\infty | \mathcal{O} \psi_\alpha(z) \psi_\beta(w) |\theta_0\rangle = \langle \theta_\infty | V_{\theta_{n-2}}(t_{n-2}) \ldots V_{\theta_1}(t_1) \psi_\alpha(z) \psi_\beta(w) |\theta_0\rangle$ with two fermions) can be decomposed into two correlation functions with a single fermion insertion. In addition to (4.29), (4.30) one has to compute commutator of this operator with $\tilde{\psi} \otimes \psi$ using the contour integral representation

$$
\left[ \mathcal{I}_{-1}, \tilde{\psi}_\alpha(z) \otimes \psi_\beta(w) \right] = \left( \oint_z + \oint_w \right) \frac{dx}{x} \sum_\gamma \psi_\gamma(x) \otimes \tilde{\psi}_\alpha(z) \otimes \psi_\beta(w) = \oint_z \frac{dx}{x} \sum_\gamma \frac{\delta_{\gamma\alpha}}{x-z} \otimes \tilde{\psi}_\alpha(z) \psi_\beta(w) + \oint_w \frac{dx}{x} \sum_\gamma \psi_\gamma(z) \tilde{\psi}_\alpha(z) \otimes \frac{\delta_{\gamma\beta}}{x-w} = \frac{1}{z} \cdot 1 \otimes \tilde{\psi}_\alpha(z) \psi_\beta(w) + \frac{1}{w} \cdot \psi_\beta(w) \tilde{\psi}_\alpha(z) \otimes 1
$$

(4.32)

Inserting this operator identity inside the correlation functions, and using (4.29), (4.30) we get

$$
0 = \langle \theta_\infty | \otimes \langle \theta_\infty | \cdot \mathcal{I}_{-1} \cdot \mathcal{O} \otimes \mathcal{O} \cdot \tilde{\psi}_\alpha(z) \otimes \psi_\beta(w) \cdot |\theta_0\rangle \otimes |\theta_0\rangle = \langle \theta_\infty | \otimes \langle \theta_\infty | \cdot \mathcal{O} \otimes \mathcal{O} \cdot \tilde{\psi}_\alpha(z) \otimes \psi_\beta(w) \sum_\gamma | -1_\gamma,\theta_0\rangle \otimes |1_\gamma,\theta_0\rangle + \left( \frac{1}{z} - \frac{1}{w} \right) \langle \theta_\infty | \mathcal{O} |\theta_0\rangle \cdot \langle \theta_\infty | \mathcal{O} \tilde{\psi}_\alpha(z) \psi_\beta(w) |\theta_0\rangle
$$

(4.33)
The first term in the r.h.s. is equal to the bilinear combination of the correlation functions with a single fermion insertion, so one gets finally

\[
\langle \theta_\infty | O \tilde\psi_\alpha(z) \psi_\beta(w) | \theta_0 \rangle \langle \theta_\infty | O | \theta_0 \rangle = \frac{z w}{z - w} \sum_\gamma \langle \theta_\infty | O \tilde\psi_\alpha(z) | 1_\gamma, \theta_0 \rangle \langle \theta_\infty | O \psi_\beta(w) | 1_\gamma, \theta_0 \rangle
\]

(4.34)

which for \( O = V_\nu(1) \) gives the relation between (4.7) and (4.4). Substituting here the OPE \( \tilde\psi_\alpha(z) \psi_\beta(w) = \frac{\delta_{\alpha\beta}}{z - w} + \text{reg.} \) and taking residue at \( z \to w \) one also proves that matrices in (4.7) are indeed inverse to each other.

### 4.3 Riemann-Hilbert problem: hypergeometric example

A hypergeometric solution to the Riemann-Hilbert problem with three singular points at \( z = 0, 1, \infty \) can be given by the following formulas

\[
\phi(z) = \begin{pmatrix}
  z^\beta \mathcal{F}(\alpha, \beta, \nu|z) \\
  -z^{-1-\beta} C(\alpha, -\beta, \nu) \mathcal{F}(\alpha, 1 - \beta, \nu|z)
\end{pmatrix},
\]

\[
\phi^{-1}(z) = \begin{pmatrix}
  z^{-\beta} \mathcal{F}(-\alpha, -\beta, -\nu|z) \\
  z^{1+\beta} C(\alpha, \beta, \nu) \mathcal{F}(\alpha, -\beta, -\nu|z)
\end{pmatrix}
\]

where we have introduced \( \mathcal{F}(\alpha, \beta, \nu|z) = _2F_1\left[\frac{-\alpha-\beta-\nu, \alpha+\beta-\nu}{2\beta}; z\right] \) for a standard hypergeometric function and the constant \( C(\alpha, \beta, \nu) = \frac{(-\alpha-\beta+\nu)(\alpha-\beta+\nu)}{2\beta(2\beta+1)} \).

These formulas give solution to the linear system (4.5) with the residues in the following conjugacy classes:

\[
A_0 \sim \theta_0 = \sigma = \text{diag}(\beta, -\beta), \quad A_\infty \sim \theta_\infty = \theta = \text{diag}(\alpha, -\alpha)
\]

(4.35)

\[
A_1 \sim \theta_1 = \nu = \text{diag}(2\nu, 0)
\]

According to (4.3), (4.4)

\[
\langle \theta | V_\nu \tilde\psi_\alpha(z) \psi_\beta(w) | \sigma \rangle = \frac{[\phi(z)\phi(w)^{-1}]_{\alpha\beta}}{z - w}
\]

(4.36)

It means, for example, that in order to study the matrix elements with \( \psi_1, \tilde\psi_1 \) one needs to consider the function

\[
\hat{K}_{11}(z, w) = z^{-\beta} w^\beta [\phi(z)\phi(w)^{-1}]_{11} = \mathcal{F}(\alpha, -\beta, -\nu|z) \mathcal{F}(\alpha, \beta, \nu|w) -
\]

\[
\prod_{\epsilon, \epsilon' = \pm 1} \frac{(\epsilon \alpha + \epsilon' \beta + \nu)}{4\beta^2(4\beta^2 - 1)} z w \mathcal{F}(\alpha, 1 - \beta, -\nu|z) \mathcal{F}(\alpha, 1 + \beta, \nu|w)
\]

(4.37)

Already the simplest fact, that \( \hat{K}_{11}(z, z) = 1 \) becomes a non-trivial bilinear relation for the hypergeometric function. However, our claim is much stronger: this function is almost as nice as (2.40) since its expansion (4.8) is given by

\[
K(z, w)_{11} = \frac{\hat{K}_{11}(z, w)}{z - w} = \frac{1}{z - w} -
\]

\[
- \sum_{a, b = 0}^{\infty} \frac{2\beta(\alpha - \beta + \nu)a+1(\alpha + \beta + \nu)b+1(\alpha + \beta - \nu)b+1(2\beta)_{b+1}(-2\beta)_{a+1}}{(a + b + 1)(\alpha + \beta - \nu)(\alpha + \beta - \nu)a!b!(2\beta)_{b+1}} z^b w^a
\]

(4.38)
and it is indeed a generation function of the matrix elements we are interested in. One can substitute here \( a = q - \frac{1}{2}, \ b = p - \frac{1}{2} \)

\[
\langle (\alpha, -\alpha)|V_{(2\nu,0)}(1)\psi_{1,-p}\bar{\psi}_{1,-q}|(\beta, -\beta) = \frac{2\beta(\alpha + \beta - \nu)q^{\frac{1}{2}}(-\alpha + \beta - \nu)_{p+\frac{1}{2}}(\alpha - \beta + \nu)_{p+\frac{1}{2}}}{(p+q)(-\alpha + \beta - \nu)(\alpha + \beta - \nu)(p-\frac{1}{2})!(q-\frac{1}{2})!(2\beta)_{q+\frac{1}{2}}(-2\beta)_{p+\frac{1}{2}}}
\]  

(4.39)

and compare this formula with (3.5)

\[
f_{1,1}(\theta, \theta', p)f_{2,1}(\theta, \theta', q) = \frac{1}{(p+q)}\prod_{\beta} \frac{(\theta'_{\beta} - \theta_{1})_{p+\frac{1}{2}}}{(\theta'_{\beta} - \theta_{1})_{q+\frac{1}{2}}} \prod_{\beta \neq 1} \frac{\sqrt{\theta_{\beta} - \theta_{1}}}{\sqrt{\theta'_{\beta} - \theta_{1}}} \times \prod_{\beta} \frac{1}{(q-\frac{1}{2})!} \frac{\sqrt{\theta'_{\beta} - \theta_{1}}}{\sqrt{\theta_{\beta} - \theta_{1}}} \times \frac{1}{p+q} = (4.40)
\]

\[
= \frac{(\theta_1 - \theta_2)(-\theta_1 + \theta_1')(p+\frac{1}{2})(\theta_2 - \theta_2')(p+\frac{1}{2})(\theta_2 - \theta_2')(q+\frac{1}{2})(\theta_1 - \theta_1')(q+\frac{1}{2})}{(p+q)(-\theta_1 + \theta_1')(\theta_1 - \theta_2')(p-\frac{1}{2})!(q-\frac{1}{2})!(\theta_2 - \theta_1)(p+\frac{1}{2})(\theta_2 - \theta_1)(q+\frac{1}{2})}
\]

It is easy to see, that after the appropriate identification

\[
\theta_1 = \beta, \ \theta_2 = -\beta, \ \theta_1' = \alpha + \nu, \ \theta_2' = -\alpha + \nu
\]  

(4.41)

the r.h.s.’s in two last formulas coincide exactly.

In addition to the hypergeometric case another explicit example can be provided by the exact conformal blocks, considered in [12]. We are planning to consider it in detail elsewhere.

5 Isomonodromic tau-functions and Fredholm determinants

5.1 Isomonodromic tau-function

First we need to prove the simple

**Lemma 1** Monodromies of \( \psi_{\beta}(w) \) and \( \bar{\psi}_{\alpha}(z) \) in the matrix elements

\[
\langle Y', n', \theta|V_\nu(1)\bar{\psi}_\sigma(z)\psi_\beta(w)|Y, n, \sigma \rangle
\]  

(5.1)

do not depend on \( n, Y, n', Y' \).

**Proof:** All these matrix elements can be obtained from (4.12) by certain contour integration, producing fermionic modes from the fermionic fields. However, in (4.12) due to the Wick theorem factorization, all contributions have the factorized form \( K_{\alpha\beta}(z, \bullet) \times \ldots \), where all other factors do not depend at all on \( z \), so that all monodromies comes from a single kernel \( K \).

Now it is easy to prove
Theorem 4 Solution of the linear problem with \( n \) marked points is given by
\[
(z - w)\mathcal{K}_{\alpha\beta}(z, w) = \frac{\langle \theta_{\infty} | V_{\theta_{n-2}}(t_{n-2}) \cdots V_{\theta_1}(t_1) \tilde{\psi}_0^\alpha(z) \psi_0^\beta(w) | \theta_0 \rangle}{\langle \theta_{\infty} | V_{\theta_{n-2}}(t_{n-2}) \cdots V_{\theta_1}(t_1) | \theta_0 \rangle} \tag{5.2}
\]
whereas its isomonodromic tau-function is defined by
\[
\tau(t_1, \ldots, t_{n-2}) = \langle \theta_{\infty} | V_{\theta_{n-2}}(t_{n-2}) \cdots V_{\theta_1}(t_1) | \theta_0 \rangle \tag{5.3}
\]
Proof: First, insert resolutions of unity between each two (radially-ordered) vertex operators, e.g.
\[
\tau \cdot \mathcal{K}_{\alpha\beta}(z, w) = \sum_{\{Y_1, m_1\}} \langle \theta_{\infty} | V_{\theta_{n-2}}(t_{n-2}) | Y_{n-3}, m_{n-3}, \sigma_{n-3} \rangle \langle Y_{n-3}, m_{n-3}, \sigma_{n-3} | \times \ldots \times \langle Y_2, m_2, \sigma_2 | V_{\theta_2}(t_2) | Y_1, m_1, \sigma_1 \rangle \langle Y_1, m_1, \sigma_1 | V_{\theta_1}(t_1) \tilde{\psi}_0^\alpha(z) \psi_0^\beta(w) | \theta_0 \rangle \tag{5.4}
\]
for \( 0 < |z|, |w| < |t_1| \) and similarly in the other regions. Due to Lemma 1 the monodromies of the fermionic fields do not depend on the intermediate states, but only on the vertex operators and the set of charges \( \sigma \)'s, therefore it is enough to reduce the problem of computation of all monodromies to the collection of corresponding three-point problems with different vertex operators \( V_{\theta_j}(t_j) \) inserted. So we have proven that \((z - w)\mathcal{K}_{\alpha\beta}(z, w) = [\Phi(z) \Phi^{-1}(w)]_{\alpha\beta}\) (to cancel extra singularity in (5.2)), actually gives a solution to the multi-point Riemann-Hilbert problem.

In order to prove (5.3) consider
\[
\sum_{\alpha} \tilde{\psi}_\alpha(z + \frac{t}{2}) \psi_\alpha(z - \frac{t}{2}) = \frac{N}{t} + J(z) + tU_2(z) + \ldots \tag{5.5}
\]
so that
\[
t \operatorname{Tr} \mathcal{K}(z + \frac{t}{2}) \frac{z - \frac{t}{2}}{z} = \operatorname{Tr} \Phi(z + \frac{t}{2}) \Phi(z - \frac{t}{2})^{-1} = \frac{N + t \langle \theta_{\infty} | V_{\theta_{n-2}}(t_{n-2}) \cdots V_{\theta_1}(t_1) J(z) | \theta_0 \rangle}{\langle \theta_{\infty} | V_{\theta_{n-2}}(t_{n-2}) \cdots V_{\theta_1}(t_1) | \theta_0 \rangle} + \ldots
\]
where from (3.29) and the conformal Ward identities
\[
\frac{\langle \theta_{\infty} | V_{\theta_{n-2}}(t_{n-2}) \cdots V_{\theta_1}(t_1) U_2(z) | \theta_0 \rangle}{\langle \theta_{\infty} | V_{\theta_{n-2}}(t_{n-2}) \cdots V_{\theta_1}(t_1) | \theta_0 \rangle} = \sum_{i=1}^n \left( \frac{1}{2} \frac{\theta_i^2}{z - t_i} + \frac{\partial_i}{z - t_i} \log \langle \theta_{\infty} | V_{\theta_{n-2}}(t_{n-2}) \cdots V_{\theta_1}(t_1) | \theta_0 \rangle \right) \tag{5.7}
\]
where we have extended this formula to include \( t_1 = 0 \) and \( t_n = \infty \).

\(^3\)In addition to \((n - 3)\) time parameters \( \{t_1, \ldots, t_n\} \) modulo Möbius transformation, which always allow to fix three of them to 0, 1, \( \infty \) and \( n \) sets of \( W \)-charges \( \{\theta_j\} \) the isomonodromic tau-function depends upon the charges \( \{\sigma_k\} \in \mathbb{R}/\mathbb{Z}^{n-1}, \; k = 1, \ldots, n - 3 \) in the intermediate channels and their duals \( \{\beta_k\} \), which we had already discussed in the context of ambiguity in normalization of the vertex operators and their matrix elements.
Now solving the linear system (4.5) with $A(z) = \sum_i \frac{A_i}{z-t_i}$ we get

$$
\Phi(z + \frac{t}{2})\Phi(z - \frac{t}{2})^{-1} = \Phi(z) \left(1 + \frac{t}{2}A(z) + \frac{t^2}{8}(\partial A(z) + A(z)^2) + \ldots\right) \times
$$

$$
\times \left(1 + \frac{t}{2}A(z) + \frac{t^2}{8}(-\partial A(z) + A(z)^2) + \ldots\right) \Phi(z)^{-1} = \Phi(z) \left(1 + tA(z) + \frac{t^2}{2}A(z)^2 + \ldots\right) \Phi(z)^{-1}
$$

Therefore, due to the definition of the tau-function

$$
\text{Tr} \ \Phi(z + \frac{t}{2})\Phi(z - \frac{t}{2})^{-1} = \frac{t^2}{2} \sum_{i=1}^{n} \left( \frac{\partial^2 \Phi^2}{(z-t_i)^2} + \frac{\partial_i \log \tau(t_1, \ldots, t_n)}{z-t_i} \right) + \ldots
$$

Comparing this formula with (5.7) completes the proof. \qed

### 5.2 Fredholm determinant

Consider now the isomonodromic tau-function $\tau(t) = \langle \theta_{\infty}|V_{t_1}(1)V_{t_2}(t)|\theta_0 \rangle$, corresponding to the problem on sphere with four marked points at $z = 0, t, 1, \infty$. Inserting the resolution of unity one can write

$$
\tau(t) = \langle \theta_{\infty}|V_{t_1}(1)V_{t_2}(t)|\theta_0 \rangle = \sum_{Y, m} \langle \theta_{\infty}|V_{t_1}(1)|Y, m; \sigma \rangle \langle Y, m; \sigma|V_{t_2}(t)|\theta_0 \rangle =
$$

$$
= \sum_{\{p_{\alpha,i}\}; \{q_{\alpha,i}\}} \langle \theta_{\infty}|V_{t_1}(1)|\{p_{\alpha,i}\}, \{q_{\alpha,i}\} ; \sigma \rangle \langle \{q_{\alpha,i}\}, \{p_{\alpha,i}\}; \sigma|V_{t_2}(t)|\theta_0 \rangle
$$

(5.10)

Here we have used first just a particular case of the expansion (5.4), applying it to the simplest nontrivial isomonodromic tau-function. However, now it is useful to notice, that summation over the basis in total space $\mathcal{H}^\sigma = \bigoplus_{m \in \mathbb{Z}^N} \mathcal{H}^\sigma_m$ can be performed in Frobenius coordinatizes just forgetting restriction $\# p_\alpha = \# q_\alpha$ for the states (3.13) in $\mathcal{H}^\sigma_m$, hence there is no restriction in summation range in the r.h.s. of (5.10).

Now, one can still apply formulas (4.8), (4.9) for the matrix elements in (5.10). It gives

$$
\langle \theta_{\infty}|V_{t_1}(1)|\{p_{\alpha,i}\}, \{q_{\alpha,i}\} ; \sigma \rangle = \det K_{x_1y_1}
$$

$$
\langle \{p_{\alpha,i}\}, \{q_{\alpha,i}\} ; \sigma|V_{t_2}(t)|\theta_0 \rangle = \det K_{x_2y_2}(t)
$$

(5.11)

where we have used again the multi-indices $\bigcup_\alpha \{(\alpha, p_{\alpha,i})\} = \{x_1\}$ and $\bigcup_\alpha \{(\alpha, q_{\alpha,i})\} = \{y_1\}$. It means, that the tau-function (5.10) can be summed up into a single Fredholm determinant

$$
\tau(t) = \sum_{\{p_{\alpha,i}\}; \{q_{\alpha,i}\}} \langle \theta_{\infty}|V_{t_1}(1)|\{p_{\alpha,i}\}, \{q_{\alpha,i}\} ; \sigma \rangle \langle \{q_{\alpha,i}\}, \{p_{\alpha,i}\}; \sigma|V_{t_2}(t)|\theta_0 \rangle =
$$

$$
= \sum_{\{x\}, \{y\}} \det K_{x,y} \cdot \det \tilde{K}_{x,y}(t) = \sum_{n=0}^{\infty} \sum_{\|x\|=n} \sum_{\|y\|=n} \det K_{x,y} \cdot \det \tilde{K}_{x,y}(t) =
$$

$$
= \sum_{n=0}^{\infty} \text{Tr} \wedge^n (K\tilde{K}(t)) = \det(1 + K\tilde{K}(t)) = \det(1 + R)
$$

(5.12)
where basically only the Wick theorem has been used. One can also present the kernel of this operator $\mathcal{R}_t = K \tilde{K}(t)$ explicitly by the formula

$$\mathcal{R}(x, z) = \oint_{|y|=r} \frac{(\phi(x)\phi(y)^{-1} - x^\sigma y^{-\sigma})(S^{-1}\phi(y/t)\phi(z/t)^{-1}S - y^\sigma z^{-\sigma})}{t^{-1}(x - y)(y - z)} dy$$  \hspace{1cm} (5.13)$$

(where $S$ is the diagonal matrix introduced before), so that this integral operator acts from the space of vector-valued functions $f(z) = (f_1(z), \ldots, f_N(z))$ on the circle $|z| = r$, $t < r < 1$. These functions have the fractional Laurent expansion

$$f_\alpha(z) = z^{\sigma \alpha} \sum_{n \in \mathbb{Z}} f_{\alpha,n} z^n$$ \hspace{1cm} (5.14)$$

otherwise their convolution with our kernel will be ill-defined.

The representation in terms of the Fredholm determinant definitely requires further careful investigation, and it could appear to be useful for practical computations with isomonodromic tau-functions, which basically have no explicit representations.

6 Isomonodromic solutions to the Toda lattices

6.1 Matrix elements and tau-functions

The multi-point analogs of the matrix elements (2.28)

$$Z(\{\theta, t\}|Y', Y) = \langle \theta', Y'| \prod_k V_{\theta_k}(t_k)|Y, \theta \rangle$$ \hspace{1cm} (6.1)$$

can be also computed using the Wick theorem. However, much simpler exercise is to compute their generating functions, or the Toda lattice tau-functions

$$\tau(T, \tilde{T}|\{\theta, t\}) = \sum_{Y, Y'} Z(\{\theta, t\}|Y', Y)s_{Y'}(T)s_Y(-\tilde{T}) = \langle \theta'|e^{H(T)} \prod_k V_{\theta_k}(t_k)e^{-\tilde{H}(T)}|\theta \rangle$$ \hspace{1cm} (6.2)$$

after introducing

$$H(T) = \sum_{k>0} T_k J_k, \quad \tilde{H}(\tilde{T}) = \sum_{k>0} \tilde{T}_k J_{-k}$$ \hspace{1cm} (6.3)$$

and using, that

$$e^{-\tilde{H}(\tilde{T})}|\theta \rangle = \sum_{Y} s_Y(-\tilde{T})|Y, \theta \rangle, \quad \langle \theta'|e^{H(T)} = \sum_{Y} s_{Y'}(T)\langle \theta', Y|$$ \hspace{1cm} (6.4)$$

The result of immediate computation gives

$$\tau(T, \tilde{T}|\{\theta, t\}) = \delta_{\theta', \theta + \sum_k \theta_k} \prod_k t_k^{\theta_k} \prod_{i<j} (t_i - t_j)^{\theta, \theta} \times$$

$$\times \exp \sum_{n>0} \left( -nT_n \tilde{T}_n + T_n \sum_k \theta_k t_k^n + \tilde{T}_n \sum_k \theta_k t_k^{-n} \right)$$ \hspace{1cm} (6.5)$$

As a function of $T$-times this is just the vacuum tau-function of the Toda lattice hierarchy with $\{\theta, t\}$-dependent linear shift of times. However, as a function of $\{t\}$-variables this turns to be the simplest example of the tau-function of an isomonodromic deformation problem.
6.2 Generalized integrable hierarchies

From theorem 3 it follows for any (radially ordered) product \( O = \prod_j V_{\nu_j}(t_j) \) of the monodromy vertex operators, that for any \( k \in \mathbb{Z} \)

\[
\langle n, \theta_\infty \rangle \sum_{i<0,\alpha} T_{a,i} J_{a,i} \otimes \langle n', \theta_\infty \rangle \sum_{i<0,\alpha} T'_{a,i} J_{a,i} \cdot \{ O \otimes O, \mathcal{I}_k \} \times \\
\times e^{\sum_{i<0,\alpha} T_{a,i} J_{a,i} - i} | \langle n, \theta_0 \rangle \otimes e^{-\sum_{i<0,\alpha} T_{a,i} J_{a,i}} | \langle n', \theta_0 \rangle = 0
\]

Using (3.10), (4.23) and (3.11) one can rewrite it as

\[
\sum_{\alpha} \epsilon_\alpha (n + n') \oint_{\infty} d\xi \xi^k \alpha - n_\alpha - 2 e^{\xi_\alpha(T - T') z}.
\]

\[
\cdot \tau(n - 1, T - [z^{-1}]_\alpha, \bar{n}, \bar{T}) \tau(n' + 1, T' + [z^{-1}]_\alpha, \bar{n'}, \bar{T'}) = \\
= \sum_{\alpha} \epsilon_\alpha (n + n') \oint_{0} d\xi \xi^k \alpha - n_\alpha - 2 e^{\xi_\alpha(T - T') z}.
\]

\[
\cdot \tau(n, T, \bar{n} + 1, T - [z]_\alpha) \tau(n, T, \bar{n} - 1, T + [z]_\alpha)
\]

where

\[
[z]_\alpha = 1_\alpha \otimes \left( 1, z, \frac{z^2}{2}, \frac{z^3}{3}, \ldots \right), \quad [z^{-1}]_\alpha = 1_\alpha \otimes \left( 1, z^{-1}, \frac{1}{2z^2}, \frac{1}{3z^3}, \ldots \right)
\]

\[
\xi_\alpha(T, x) = \sum_{i=1}^{\infty} T_{a,i} x^i
\]

This is an infinite collection of the bilinear equations for the tau-function, labeled by integer number \( k \), which contains the equation for \( k = 0 \) corresponding to ordinary \( N \)-component two-dimensional Toda lattice (2DTL) hierarchy (actually it is the same as 2\( N \)-component KP hierarchy, as is clearly seen from (6.7)).

It is especially interesting to obtain the system of bilinear equations only in the \( \{ T, n \} \) variables (they exist in closed form only for \( k \geq 0 \), otherwise there are unavoidable contributions from extra poles in the r.h.s. of (6.7)). Substituting \( T = T' \), \( \bar{n} = \bar{n}' \) one obtains

\[
\sum_{\alpha} \epsilon_\alpha (n + n') \oint_{\infty} d\xi \xi^k \alpha - n_\alpha - 2 e^{\xi_\alpha(T - T') z}.
\]

\[
\cdot \tau(n - 1, T - [z^{-1}]_\alpha, \bar{n}, \bar{T}) \tau(n' + 1, T' + [z^{-1}]_\alpha, \bar{n}, \bar{T}) = 0
\]

where \( \{ T, \bar{n} \} \) now play the role of parameters of the solutions (this hierarchy can be called as \( N \)-component isomonodromic KP, in contrast to ordinary case \( N \)-component isomonodromic 2DTL is not equivalent to 2\( N \)-component isomonodromic KP). We are going to return to these hierarchies in detail elsewhere, and now let us present just few examples.
6.3 Examples of isomonodromic hierarchies

The simplest example is the single-component isomonodromic 2DTL, given by the following bilinear equations

\[ \oint dzz^{-k-n+2} e^{\xi(T-T',z)} \tau(n+1, T - z^{-1}, \bar{T}) \tau(n - 1, T' + z^{-1}, \bar{T}') = \]

\[ = \oint dzz^{-n+n'} e^{\xi(T-T',z^{-1})} \tau(n', T, \bar{T} - [z]) \tau(n', T, \bar{T} + [z]) \]

(6.10)

Since all quasi-group operators have definite charges, here one can use simple parametrization \( n = \bar{n} + q - 1, \ n' = \bar{n}' + q + 1 \), and introduce

\[ \tau_n(T, \bar{T}) = \tau(n + q, T, n, \bar{T}) \]

so that equations (6.10) turn into

\[ \oint dzz^{-n+n'} e^{\xi(T-T',z)} \tau_n(T - z^{-1}, \bar{T}) \tau_{n'}(T' + z^{-1}, \bar{T}') = \]

\[ = \oint dzz^{-n+n'} e^{\xi(T-T',z^{-1})} \tau_{n-1}(T, T - z) \tau_{n'+1}(T', T' + z) \]

(6.12)

It is easy to show, that this hierarchy has only the shifted vacuum solution

\[ \tau_n(T, \bar{T}) = Ae^{kn} \exp \left( \sum_{i \geq 0} (-iT_i \bar{T}_i + \gamma_i T_i + \delta_i \bar{T}_i) \right) \]

(6.13)

Substituting here \( \gamma = \sum_i \theta_i [t_i], \delta = \sum_i \theta_i [t_i^{-1}] \) one gets exactly the \( \{T, \bar{T}\}\)-times dependent part of (6.5).

As a next example consider the isomonodromic two-component KP, which is already a non-trivial integrable system. The bilinear equations now are

\[ \oint dzz^{k-n+1+n'} e^{\xi_1(T-T',z)} \tau(n_1 + 1, n_2, T - z^{-1}) \tau(n_1' - 1, n_2', T' + z^{-1}) + \]

\[ + (-1)^{n_1+n_1'} \oint dzz^{k-n_2+n_2'-2} e^{\xi_2(T-T',z)} \cdot \tau(n_1, n_2 + 1, T - [z^{-1}]_2) \tau(n_1', n_2' - 1, T' + [z^{-1}]_2) = 0 \]

(6.14)

Now one has fixed total charge \( n_1 + n_2 = q \), so we parameterize \( n_1 = n - 1, n_2 = q - n, n_1' = n' + 1, n_2' = q - n \) and get

\[ \oint dzz^{k-n+n'} e^{\xi_1(T-T',z)} \tau_n(T - z^{-1}) \tau_{n'}(T' + z^{-1}) + \]

\[ + (-1)^{n+n'} \oint dzz^{k-n-n'-2} e^{\xi_2(T-T',z)} \tau_{n-1}(T - [z^{-1}]_2) \tau_{n+1}(T' + [z^{-1}]_2) = 0 \]

(6.15)

and the sign factor can be simplified by redefinition \( \tau_n(T) \mapsto (-1)^{\frac{\chi(n)}{2}} \tau_n(T) \), where \( \chi(n) \) is a mod 4 Dirichlet character: \( \chi(0) = \chi(2) = 0, \chi(1) = 1, \chi(3) = -1 \). One gets therefore

\[ \oint dzz^{k-n+n'} e^{\xi_1(T-T',z)} \tau_n(T - z^{-1}) \tau_{n'}(T' + z^{-1}) = \]

\[ = \oint dzz^{k-n+n'} e^{\xi_2(T-T',z^{-1})} \tau_{n-1}(T - [z]_2) \tau_{n+1}(T' + [z]_2) \]

(6.16)
where in contrast to (6.7) the equation label $k$ enters two integrals with different signs. We present finally first several equations of this hierarchy:

- $k = 0, n = n'$:
  \[
  D_{1,1} D_{2,1} \tau_n \cdot \tau_n + 2 \tau_{n+1} \cdot \tau_{n-1} = 0, \\
  D_{1,2} D_{2,1} \tau_n \cdot \tau_n = 2 D_{1,1} \tau_{n+1} \cdot \tau_{n-1}, \\
  (D_{1,1}^2 + 3 D_{1,1}^2 - 4 D_{1,1} D_{1,3}) \tau_n \cdot \tau_n = 0,
  \]
  \[
  \ldots
  \]

- $k = 1, n = n'$:
  \[
  D_{1,1}^2 \tau \cdot \tau = 2 \tau_{n+1} \cdot \tau_{n-1}, \\
  D_{1,2} D_{2,1} \tau \cdot \tau + 2 D_{2,1} \tau_{n+1} \cdot \tau_{n-1} = 0, \\
  D_{1,2}^2 \tau_n \cdot \tau_n = 2 D_{1,1}^2 \tau_{n+1} \cdot \tau_{n-1}, \\
  (D_{1,1}^3 - 3 D_{1,2}^3 + 8 D_{1,1} D_{1,3}) \tau_n \cdot \tau_n + 12 D_{1,2} \tau_{n+1} \cdot \tau_{n-1} = 0,
  \]
  \[
  \ldots
  \]

7 Conclusion

We have considered in this paper the free fermion formalism, which allows to study representations of the $W$-algebras at least at integer values of the central charges. The vertex operators are defined by their two-fermion matrix elements, which are fixed by monodromies of auxiliary linear system, and can be obtained from solution of the corresponding Riemann-Hilbert problem.

This paper is just the first step of studying this relation (apart of the well-known and effectively used for different applications Abelian case). A natural development of the above ideas is only outlined in sect. 5 and 6. We are going to return elsewhere to the problem of rewriting the isomonodromic tau-functions in terms of the Fredholm determinants, which can be quite useful representations (though still not an explicit form) for these complicated objects. Another point, which has to be understood better is the relation of class of the isomonodromic solutions to the Toda lattices, which have been defined above using the generalized Hirota bilinear relations, to the class of solutions, obeying the Virasoro-$W$ constraints.

Finally, it would be extremely interesting to study the relation of generic $W$-conformal blocks and isomonodromic tau-functions to the topological strings – at least on the level of topological vertices, and to the mostly intriguing four-dimensional (supersymmetric) quantum gauge theories – the main subject of interests of Igor Tyutin.
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