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ABSTRACT

The works in this portfolio test the hypothesis that it is not possible to extrapolate the Newtonian inverse square law of gravity from Solar System to galaxy scales. In particular, I look into various tests of Modified Newtonian Dynamics (MOND), which posits a modification below a very low acceleration threshold. Although discrepancies with Newtonian dynamics are indeed observed, they can usually be explained by invoking an appropriate distribution of invisible mass known as dark matter (DM). This leads to the standard cosmological paradigm, \( \Lambda \)CDM. I consider how it may be distinguished from MOND using collision velocities of galaxy clusters, which should sometimes be much faster in MOND. I focus on measuring these velocities more accurately and conclude that this test ought to be feasible in the near future.

For the time being, I look at the much nearer and more accurately observed Local Group (LG) of galaxies. Its main constituents — the Milky Way (MW) and Andromeda (M31) — should have undergone a past close flyby in MOND but not in \( \Lambda \)CDM. The fast MW-M31 relative motion around the time of their flyby would have allowed them to gravitationally slingshot any passing LG dwarf galaxies out at high speed. I consider whether there is any evidence for such high-velocity galaxies (HVGs). Several candidates are found in two different \( \Lambda \)CDM models of the LG, one written by a founding figure of the paradigm. The properties of these HVGs are similar to what might be expected in MOND, especially their tendency to lie close to a plane. Being more confident of its validity, I then used MOND to determine the escape velocity curve of the MW over the distance range 8—50 kpc, finding reasonable agreement with the latest observations. I finish by discussing possible future directions for MOND research.

1 INTRODUCTION AND CONTEXT

This PhD is about testing the fundamental physical laws governing the Universe. Currently understood physics is capable of explaining a huge variety of observations. However, the great pillars of modern physics — general relativity and quantum mechanics — are difficult to reconcile (e.g. Carlip 2001). As nature must be internally consistent, it follows that there must be systems whose behaviour can’t be accurately predicted using our current incomplete understanding of physics.

Fortunately, there are indeed a few known examples of such systems, some of which were discovered almost a century ago. In particular, the dynamics of galaxies and galaxy clusters require at least one new fundamental assumption (Zwicky 1937; Rubin & Ford 1970). Before considering these observations and why they imply new physics, I will first briefly review our current understanding of the physics which is thought to govern such systems.

The main force at play here is gravity. Although this is intrinsically weaker than the other fundamental forces, it is cumulative in the sense that masses always attract each other. It is the very strength of the electromagnetic force which prevents significant separation of charge and thus ensures this force only acts over short distances in practice. The strong and weak nuclear forces are limited in their range, thus leaving gravity as the dominant influence known to act on large astronomical systems. It is precisely this kind of system which I will focus on, looking in particular at galaxies but also galaxy groups and clusters.
1.1 Gravity in the Solar System

One of the most important advances in our understanding of celestial dynamics came about when Johannes Kepler discovered the eponymous laws of planetary motion in the early 1600s, benefiting from earlier observations by Tycho Brahe. Based on the assumption that planets orbit around the Sun, these empirical laws provided the first indication that Solar System dynamics could be understood with a few simple rules. In particular, Kepler’s Third Law — that the orbital period scales as the $\frac{3}{2}$ power of orbital semi-major axis — later proved crucial. Four centuries later, this law is currently at the heart of how data from the Kepler telescope is used to infer orbital properties of exoplanets (Borucki et al. 1997).

Kepler soon realised that this law also applied to the moons of Jupiter, albeit with a different normalisation. Once Newton discovered his laws of motion, consistency with Kepler’s Third Law immediately showed that there must be a force towards the Sun with magnitude decreasing as $\frac{1}{r}$. This also provided a good explanation for the shapes of cometary orbits (especially Halley’s Comet) and for how the Moon remains bound to the Earth. Thus, he soon realised that all massive objects must exert a force towards them in the same way as the Sun, Jupiter and Earth. This gave rise to what we now call Newton’s Universal Law of Gravitation. In general, it states that

$$g_N = - \sum_i \frac{GM_i (r - r_i)}{|r - r_i|^3} \tag{1}$$

$g_N$ is the predicted acceleration of an object at position $r$ due to the gravity of other masses $M_i$ located at positions $r_i$. The $-$ sign indicates that gravity is attractive. For over two centuries, celestial motions indicated that $g_N = g$ to within observational uncertainties, where $g$ is the actual gravitational field inferred in some less model-dependent way (often based on planetary trajectories). Thus, Equation 1 ruled the heavens until the Industrial Revolution.

Eventually, improved technology enabled more precise observations which highlighted tensions with the theory. These came to a head with the observation of how much light is deflected by the gravitational field of the Sun — the deflection is twice the prediction of Newtonian dynamics (Dyson et al. 1920). Apparently, Newton’s laws do not work for relativistic particles like photons. However, there are small deviations even for non-relativistic planets. This is now known to underlie the ‘anomalous’ precession of Mercury’s orbital perihelion by an extra 43” every century. The historical attempt to explain this small but statistically significant discrepancy is excellently reviewed in Ruskin (2017), highlighting several analogies with the ongoing missing mass vs modified gravity debate at the heart of this thesis.

In addition to observational discrepancies, it was also necessary to reconcile Newtonian gravity with the Special Theory of Relativity (Einstein 1905). The latter precluded instantaneous action at a distance, even though this is how the former works. These issues were resolved using the General Theory of Relativity (Einstein 1915). With this in hand, it seemed that all Solar System motions could be adequately explained.

General Relativity often yields very similar predictions to Newtonian gravity. This is especially true in galaxies, which are the focus of this article. Thus, I will treat the predictions of the latter as equal to those of the former (except when discussing gravitational lensing). This is because Newtonian gravity is much simpler to handle than General Relativity. Although the latter is important for cosmological-scale problems, I do not directly address such large scales. In particular, I only consider systems whose mean density is much larger than that of the Universe as a whole, making the system effectively decoupled from the large-scale cosmic expansion (Hubble flow, Hubble 1929).

1.2 Gravity beyond the Solar System — the discovery of acceleration discrepancies

In the past century, observations beyond the Solar System became increasingly accurate. These showed a remarkable phenomenon that I shall call ‘acceleration discrepancies’. Although it is currently not possible to directly observe accelerations in systems much larger than the Solar System, one can reasonably assume that a star in a rotating disk galaxy has a centripetal acceleration of $\frac{v^2}{r}$. This requires careful observation of the galaxy to be sure that it really is a rotating disk. Fortunately, this can be confirmed with only minimal assumptions based on the line of sight (‘radial’) velocity of its different parts. These motions cause a Doppler shift in the wavelengths of spectral lines that are nowadays measurable using integral field unit spectroscopy. In the case of the Large Magellanic Cloud, the rotation of the galaxy can be seen directly using proper motions (van der Marel & Kallivayalil 2014). In this way, it is possible to obtain an observational estimate of the acceleration that makes few assumptions, especially with regards to the gravity theory.

As we do have such theories, this opens the possibility of testing them much more thoroughly using the latest Galactic and extragalactic observations. To be useful, theories of gravitation need to predict the acceleration based on the mass distribution (e.g. using a procedure similar to Equation 1). With some assumptions, we can convert observed light into an idea of how the mass is distributed in a particular system, thus determining the expected $g(r)$.

When Newtonian gravity is used to do this, the predicted acceleration often falls far short of the observed value. An early example of this was in the Coma Cluster of galaxies, where Fritz Zwicky found the need for $\sim 100 \times$ more matter than suggested by its observed brightness (Zwicky 1937). It was eventually realised that much of this mass exists as hot gas, which is in fact very bright — but in X-rays, inaccessible to observations by ground-based telescopes (Sarazin 1986).

Another major acceleration discrepancy was found in the rotation curves of disk galaxies. Beyond the majority of their visible matter, Equation 1 implies the rotation speed should decrease as $v_\phi \propto \frac{R}{r^2}$. The rotation curve version of Kepler’s Third Law. However, observed rotation curves tend to remain flat out to large distances. An early indication of this came from the nearest large external galaxy, Andromeda (M31, Babcock 1939). Later work confirmed that M31 indeed rotates much faster in its outer parts than can be expected on the basis of its visible mass (Rubin & Ford 1970). This was later confirmed with radio observations of the 21 cm hyperfine transition of neutral hydrogen (Roberts & Whitehurst 1975). Such observations also indicated flat rotation curves for several other galaxies (Rogstad & Shostak 1980).
Radio observations were important because they extend out to much larger radii than optical measurements. This is due to star formation requiring a threshold gas density. At sufficiently large distances, the exponentially declining gas density (Freeman 1970) falls below this threshold, leaving the outer parts of galaxies with very few stars. If rotation curves are flat, the discrepancy with a Keplerian decline should become more pronounced at a larger distance. This should be easily detectable when considering the forces between galaxies rather than the internal forces within them. In this regard, an important constraint is provided by the dynamics of the Milky Way (MW) and M31, galaxies which are ∼ 0.8 Mpc apart (McConnachie 2012). The basic idea is that they must have started receding from each other shortly after the Big Bang. However, they are presently approaching each other at ∼110 km/s, as inferred from the observed radial velocity of M31 (Slipher 1913) corrected for the motion of the Sun within the MW (Schmidt 1958). Therefore, the gravitational attraction between the galaxies must have been strong enough to turn their initial recession around (Kahn & Wolter 1959). Using this constraint (known as the timing argument), it was found that the total mass in the MW & M31 needed to be ∼4× the observed matter in them.

Although this result was surprising, there were other reasons to suppose that the MW & M31 are more massive than might be expected from imaging of their visible disks. With the advent of computers, Hohl (1971) used N-body simulations to show that self-gravitating disks are unstable, rapidly becoming dynamically hot (i.e. developing non-circular motions comparable to the circular rotation speed). The instability develops over only a few orbital periods, whereas the Universe is ∼40× older than the orbital period of the Sun (McMillan 2017). Thus, observed spiral galaxies can’t be self-gravitating and must be surrounded by a dynamically hot halo. Moreover, this halo has to dominate the mass of the galaxy. As no such component is seen, Ostriker & Peebles (1973) suggested that it is dark.

1.4 Non-baryonic dark matter

This leads to several possibilities, none of which are based solidly on existing laws of physics. The most popular idea is to maintain the assumption of a large amount of mass in the outskirts of galaxies. This DM hypothesis is one of the key pillars of the currently prevailing cosmological paradigm (ACDM, Ostriker & Steinhardt 1995). Cold gas in the amounts required would easily be detected and would in any case likely have clumped into MACHOs, contradicting microlensing observations (Section 1.3). Although a small amount of hot gas is expected and has indeed been detected around the MW (Nicastro et al. 2016), this can’t constitute all of the DM. Thus, one needs to assume that the DM is not composed of baryons at all.

This leads to the present situation where no known fundamental particle has the properties required of the DM. Thus, it is thought to consist of an undiscovered stable particle, or at least one with a decay time longer than the age of the Universe (e.g. Steigman & Turner 1985, and references therein). The leading contender is a weakly interacting massive particle (WIMP, Griest 1993), though a much lower mass axion could also work (Kamionkowski 1998).

Multi-decade searches for a WIMP have now ruled out a substantial part of the parameter space that was thought to be feasible before the searches started (e.g. Fermi-LAT Collaboration 2015; LUX Collaboration 2017; PandaX-II Collaboration 2016). Moreover, an important motivation for the WIMP hypothesis is that nature might respect a new fundamental symmetry called supersymmetry (Jungman et al. 1996). This predicts a plethora of new particles. However, recent null results from the Large Hadron Collider argue against the simplest forms of supersymmetry (ATLAS Collaboration 2015).

Less attention has been paid to the possibility of axion DM, though this has started to change recently due to null detections of WIMPs (Baer et al. 2015). Axions may be easier to search for as they interact with a strong magnetic field (Sikivie 1983). As neutron stars indeed have very strong magnetic fields, this has allowed some constraints to be placed on axion properties if they are ubiquitous enough to comprise the DM (Berenji et al. 2016). Although a promising start, this leaves open most of the axion mass range temperature. This would alter the colour of the star ≡ the ratio of its fluxes in two different wavebands. However, gravitational microlensing equally affects photons of all wavelengths. This allows us to distinguish between microlensing and intrinsic variability by observing in two or more wavelength bands (Paczynski 1986).

Using these ideas, the EROS collaboration conducted a careful search for microlensing events. This involved continuous monitoring of 7 million stars in two fields of view towards the Large and Small Magellanic Clouds over a period of 6.7 years. Instead of the ∼39 events expected under the MACHO hypothesis, only 1 candidate event was found (Tisserand et al. 2007). Similar results had already been reached several years earlier (Alcock et al. 2000). As a result, it has become clear that MACHOs almost certainly do not have enough mass to account for the acceleration discrepancies in our Galaxy or to stabilise its disk if it obeys Newtonian dynamics.

### 1.3 The Massive Compact Halo Object hypothesis

One possibility for this dark matter (DM) was a large number of as yet undetected very faint stars or stellar remnants around each galaxy (Carr 1994). This theory of massive compact halo objects (MACHOs) could be tested using gravitational microlensing searches (Kerins & Carr 1995). The basic idea is that a massive object would occasionally appear to brighten and then fade.

The obvious problem with searching for such microlensing events is that the true luminosity of a star can change. Generally, this would be associated with a change in its Deviations of velocity $v$ from a pure Hubble expansion ($v ≡ Hr$) are called peculiar velocities ($v_{pec} ≡ v − Hr$), where $r$ is used for position and $H ≡ \frac{\dot{a}}{a}$ is the logarithmic time derivative of the cosmic scale-factor $a(t)$.

2. There would be two apparent images of the star, but in microlensing these are – by definition – unresolved. If they are resolved, then the lensing is said to be ‘strong’.
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calculated by Borsanyi et al. (2016). In fact, this range is difficult to probe by the Axion Dark Matter Experiment (Duffy et al. 2006), one of the longest-running searches for axion DM. Thus, the acceleration discrepancies may yet be resolved using axions. Until then, it is prudent to consider other possibilities.

1.5 Modified Newtonian Dynamics

Just as we do not yet have a complete understanding of particle physics, so also we do not yet understand gravity. Therefore, another possibility is to suppose that the acceleration discrepancies are caused by a breakdown of Newtonian gravity in the relevant systems. This rather old idea was alluded to by Zwicky (1937) in the same paper that first reported significant acceleration discrepancies. There, Zwicky suggested that the inverse square law of gravity might break down at large distances.

As more observational data was gathered, certain patterns in the acceleration discrepancy became apparent — where it appeared and where it did not. In this respect, a crucial discovery was the Tully-Fisher Relation concerning the dynamics of spiral galaxies (Tully & Fisher 1977). Eventually, Mordehai Milgrom realised that the important physical parameter is not the size of a system but the typical acceleration within it (Milgrom 1983). If modified gravity is the answer, then Newtonian gravity needs to break down below an acceleration scale $a_0$. This theory of Modified Newtonian Dynamics (MOND) assumes that the gravitational field strength $g$ at distance $r$ from an isolated point mass $M$ transitions from the usual inverse square law (Equation 1) at short range to

$$g = \frac{\sqrt{GMa_0}}{r} \quad \text{for} \quad r \gg \sqrt{\frac{GM}{a_0}}$$

$a_0$ is a fundamental acceleration scale of nature which must have an empirical value close to $1.2 \times 10^{-10}$ m/s$^2$ to match galaxy rotation curves (McGaugh 2011).

In the 1990s, another unexplained acceleration was observed — that of the whole Universe. Instead of slowing down due to the attractive effect of gravity, the cosmic scale-factor $a(t)$ seemed to be speeding up ($\dot{a} > 0$, Riess et al. 1998). This could be fit into the context of General Relativity by reintroducing the cosmological constant term $\Lambda$, a direct coupling between the metric and Ricci curvature tensors. This ‘dark energy’ can be viewed as a uniform energy fundamental to the fabric of spacetime itself. Considering the behaviour of quantum systems, this makes some sense — such systems have a zero point energy due to inherent uncertainty in field strengths and their time derivatives (e.g. in the position and velocity of a particle). Thus, a pendulum can never be exactly at the bottom and have zero velocity. Consequently, the energy of the pendulum must be slightly above the classical minimum.

Similarly, an apparently empty region of spacetime must have some value for quantities such as the electric field strength. Although it might be 0 classically, this is no longer feasible quantum mechanically — there must be some uncertainty. For this reason, it is possible that spacetime itself has a minimum (zero-point) energy density associated with it — a cosmic ground state.

This quantum-mechanical phenomenon seems to be having a significant effect on the expansion rate history of the Universe. This raises the question of whether there are other circumstances in which quantum effects might force us to revise our classical (non-quantum) expectations for the motions of astrophysical objects. A possibly useful analogy could be drawn with a gas — at high enough temperatures, it behaves classically. However, quantum effects become important at low temperatures, when large-scale properties such as the heat capacity start to behave differently. Instead of being temperature-independent, this decreases with temperature due to the ‘freezing out’ of quantised degrees of freedom that ultimately underlie heat capacity. A rough estimate of when this occurs (i.e. when equipartition of energy breaks down) can be found by equating the classical result for the mean energy of each particle with the Fermi energy.

The details of how quantum mechanics works with gravity are still unclear. Classically, the energy density in a gravitational field is given by

$$u = -\frac{g^2}{8\pi G}$$

In a remarkable coincidence called the cosmic coincidence of MOND, $a_0$ is comparable to the value of $g$ at which this equation yields an energy density equal in magnitude to the dark energy density $u_\Lambda = \rho_\Lambda c^2$ implied by the accelerating expansion of the Universe (Riess et al. 1998). Thus,

$$\frac{g^2}{8\pi G} < u_\Lambda \iff g \lesssim 2\pi a_0$$

This strongly suggests that MOND is simply an empirical way of capturing deviations from classical gravity which arise due to quantum effects (Milgrom 1999). After all, $a_0$ is likely a quantum mechanical effect — if it dominates the energy density in a particular region of spacetime, then quantum gravity effects could well be important. Assuming that our classical gravity theories are only approximations to the true quantum gravity theory underlying nature, it would not be surprising if our existing theories failed at accelerations $\lesssim a_0$ but worked at higher accelerations. Indeed, there are some specific suggestions for how quantum gravity might work which yield MOND-like behaviour at low accelerations (e.g. Pazy 2013; Verlinde 2017; Smolin 2017).

MOND was originally formulated as a non-relativistic theory, only to be applied in systems where Newtonian gravity and General Relativity meant much the same thing. This covers internal motions of galaxies and should cover forces between nearby galaxies. To describe these situations, a modified version of the usual Poisson Equation of Newtonian gravity is used (Bekenstein & Milgrom 1984).

$$\nabla \cdot [\mu(g) \mathbf{g}] = -4\pi G \rho$$

where

$$g \equiv |g| \quad \text{and}$$

$$\mu(g) = \frac{g}{g + a_0}$$

Here, I used the simple interpolating function $\mu(g)$ to capture how nature transitions between the Newtonian ($g \gg a_0$) and deep-MOND ($g \ll a_0$) regimes (Famaey & Binney 2005). This fairly gradual transition works very well with high-precision kinematic data from our own Galaxy (Iocco et al. 2015) and from a large sample of ~6000 elliptical galaxies probing accelerations up to ~30$a_0$ (Chae et al. 2018).
In this context, it would be easy to explain why Newtonian gravity is off by the same factor close to a low mass galaxy and far from a more massive galaxy, as long as $\log(g_{\text{bar}})$ is equal at both positions. However, in a DM context, this requires a tight correlation between each galaxy’s rotation curve shape, DM halo scale radius and mass such that $\leq 10^{-5}$ of the available phase space volume is actually filled (Salucci et al. 2007). Those authors noted that “theories of the formation of spirals do not trivially imply the existence of such a surface that underlies the occurrence of a strong dark-luminous coupling.” More recent investigations continue to have difficulty explaining such correlations using collisionless DM, the standard version of ΛCDM (Salucci & Turini 2017).

Such correlations are intrinsic to MOND, which therefore predicts a global scaling relation between the asymptotic rotation curve $v_\phi$ of a galaxy and its mass $M$. Beyond the bulk of the visible light from any galaxy, it can be well-approximated as a point mass in the deep-MOND regime ($g \ll a_\odot$), thus making Equation 2 valid. As the centripetal acceleration is $v^2/R$ and $g$ is also $\propto 1/r$, the rotation curve of every galaxy should eventually go flat at a level

$$v_\phi = \sqrt{\frac{g}{\sqrt{GM_\odot}}}$$

(9)

$$v_\phi = \sqrt{\frac{g}{\sqrt{GM_\odot}}}$$

(10)

Observed rotation curves are indeed asymptotically flat, with $v_\phi$ related to the baryonic mass of a galaxy according to the empirical Baryonic Tully-Fisher Relation (BTFR). Figure 3 of Famaey & McGaugh (2012) — reproduced in my Figure 2 — shows that it agrees very well with Equation 10, the MOND prediction for the BTFR. In the context of ΛCDM, this agreement is puzzling. It implies a baryon:DM ratio that varies between galaxies and is often much lower than in the Universe as a whole (~5, Planck Collaboration XIII 2016). This is only possible if a substantial fraction of the baryons have been lost from most spiral galaxies — loss of the sub-dominant baryons would not much affect the total mass and rotation curve, but it would reduce the baryon:DM ratio. Recent work on heavy element abundances in galaxies strongly argues against such large amounts of baryons being lost (Peng et al. 2015).

Supposing nonetheless that this is possible, the DM would evolve quite differently to the baryons as DM can’t radiate. Thus, while supernovae (SNe) can heat up gas and eject it from a galaxy, the DM could not be directly heated by radiation from SNe in this way. As events like SNe are to some extent stochastic, one expects different relative amounts of baryons and DM in different systems.

As an example, I consider the gas fractions of galaxies with equal baryonic mass. Gas-rich and gas-poor galaxies must have evolved differently. The gas-poor galaxy most likely had much more SNe and ejected a larger fraction of its baryons. However, as the DM component dominates at large radii, $v_\phi$ must be a property of its distribution. Therefore, one expects the galaxy with the lower gas fraction to have started out with more baryons i.e. in a more massive DM halo. This would imply a higher $v_\phi$ than for the gas-rich galaxy. Yet, there is no correlation between the gas fraction and how far off a galaxy is from satisfying Equation 10, i.e. the BTFR residual (Lelli et al. 2017b, figure 4). This figure also shows that the BTFR residual is uncorrelated...
accelerations: ETGs and LTGs do follow the same relation within the uncertainties.

5.2. Predicted Rotation Curves for ETGs
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The inner square shows the maximum velocity from JAM modeling of IFU data. The outer circle shows the rotation velocity from HI data. The black line and gray band show the predicted rotation curve using the radial acceleration relation of LTGs. The arrows indicate the galaxy effective radius. The purple dash-dotted line shows the prediction in the central regions (Keller et al. 2016, figure 4). This look reveals that several other aspects of the simulations are inconsistent with observations (Milgrom 2016). For example, the rotation curve amplitudes are significantly overestimated in the central regions (Keller et al. 2016, figure 4). This issue was recently revisited by Tenneti et al. (2018), who found that it was possible to get a tight RAR but with the wrong low-acceleration behaviour ($g \propto g_e^{0.7}$ rather than the observed $g_e^{0.5}$) and too high a transition acceleration above which $g \rightarrow g_e$.

Although the disk galaxy RAR may eventually be accounted for in ΛCDM, it has recently become clear that elliptical galaxies follow the same RAR as spirals (Figure 3). This poses additional problems for ΛCDM because feedback would almost certainly work quite differently in spiral and elliptical galaxies, surely leaving them with different proportions of dark and visible matter.

Galactic gravitational fields can also be probed based on how they deflect light from background galaxies. The lensing is said to be strong if it leads to two distinct images. MOND and General Relativity are expected to have the same relation between gravitational field and light deflection (Chiu et al. 2006), at least in the tensor-vector-scalar (TeVeS) relativistic extension of MOND (Bekenstein 2004). With this assumption, Tian & Ko (2017) showed that MOND works
rather well with the Sloan Lensing Advanced Camera for Surveys strong lens sample of elliptical galaxies (Bolton et al. 2008).

If the background galaxy is not multiply imaged but only appears mildly distorted, then this is termed weak gravitational lensing. It has recently become possible to detect weak lensing by galaxies using stacking techniques (Brimioulle et al. 2013). As this requires a large number of background galaxies to detect, it can’t probe too close to the lensing galaxy (within \( \sim 50 \) kpc). However, it can probe much further out than rotation curves, reaching a typical distance of 250 kpc. Thus, weak lensing and rotation curves are complementary probes of galactic gravitational fields.

50 kpc is much larger than the typical extent of galaxies and their MOND radii (e.g. the MOND radius of the MW is 9 kpc while its disk scale length is 2.15 kpc, Bovy & Rix 2013). Thus, the MOND-predicted gravitational field in the relevant region can be well approximated by Equation 2. This leads to the simple prediction that a mass \( M \) deflects any sufficiently distant ray of light through an angle

\[
\Delta \phi = \frac{2 \pi \sqrt{GM_0 \alpha_0}}{c^2} = 2 \pi \left( \frac{v}{c} \right)^2 \tag{11}
\]

Milgrom (2013) showed that this rather simple expectation is consistent with the weak lensing data collected by Brimioulle et al. (2013). Importantly, Equation 11 works around both spiral and elliptical galaxies if we assume that foreground galaxies with redder colours are typically ellipticals which have a higher \( M/L \) than the blue spirals.

Individual rotation curves often reveal additional insights. This is especially true for low surface brightness galaxies, which exhibit larger acceleration discrepancies. For example, NGC 1560 has large discrepancies at all radii (Broeils 1992). It has a pronounced dip in its baryonic radial density profile at \( \sim 5 \) kpc. In \( \Lambda \)CDM, this would not affect the overall density of matter very much, because the vast majority of the matter must be dark. As the DM can’t radiate and cool, it would not have settled into a disk (unlike the baryons). In any case, the DM needs to remain in a spheroidal halo to explain the stability of the observed disk (Ostriker & Peebles 1973).

Being dynamically hot, the DM would have a smooth distribution that is hardly affected by a sharp dip in the surface density of the sub-dominant baryons. As this smooth DM component needs to dominate the mass of the galaxy, one might expect the resulting gravitational field to be smooth, yielding a smooth rotation curve. However, there is a sharp dip in the rotation curve corresponding to that in the distribution of baryons (Gentile et al. 2010).

NGC 1560 is just one example of features in the rotation curve corresponding to features in the underlying distribution of baryons. In fact, the correspondence is almost one-to-one (Sancisi 2004). While unsurprising when the baryons dominate the gravitational field, this is surprising when the smooth DM component is supposedly dominant.

There are other hints that the gravitational field in low surface brightness galaxies is actually dominated by their baryonic disk. Such galaxies often show spiral structure (e.g. McGaugh et al. 1995). This is probably the result of a self-gravitating instability in the disk (Liu & Shu 1964). However, the disk can’t be self-gravitating if the mass of the galaxy is dominated by DM, even in the inner parts. This suggests that the large acceleration discrepancies in such systems are caused by matter distributed within the baryonic disk.

In MOND, the stability problem of disk galaxies is resolved by modifying the gravitational field equation to Equation 5 (Brada & Milgrom 1999). Roughly speaking, this is because \( g \) is sub-linearly affected by the underlying matter density (in Equation 2, \( g \propto \sqrt{M} \) rather than the Newtonian scaling \( g \propto M \)). Thus, an enhancement to the density has a smaller effect on \( g \), thereby limiting the tendency of material to be attracted to the overdensity and enhance it further. This makes it more likely that other mechanisms (e.g. pressure) will stabilise the perturbation.

In this way, MOND might be able to confer on disk galaxies just the right amount of stability – neither too much to ‘smother’ spiral structure nor too little to easily let the galaxy evolve into a pressure-supported system. The stabilising mechanism would not work for disk galaxies with a sufficiently high surface density as these would be in the Newtonian regime (if the central surface density \( \pi G \Sigma_0 \gg \alpha_0 \)). This may explain why such disks do not exist in nature (Freedman 1970; McGaugh 1996). If these disks formed at all, perhaps their central parts were unstable and formed into a bulge within a few dynamical times.

In \( \Lambda \)CDM, the large sizes of the DM halos around individual galaxies would lead to frequent collisions between them (White & Frenk 1991). These collisions would cause mergers through the process of dynamical friction, the tendency of a massive object moving through a field of lower mass particles to gravitationally focus those particles behind it (Chandrasekhar 1943). This wake then exerts a gravitational force on the object which created it, slowing it down.

As a result, soon after two similarly massive DM halos merge, their central galaxies should also merge (Primon et al. 2013). The timescale for this would typically be the crossing time of the DM halo, much less than the age of the Universe. As a result, spiral galaxies ought to be quite rare. Even spiral galaxies that avoid major mergers should still have significant bulges due to star clusters losing angular momentum to the surrounding DM halo via dynamical friction (Noguchi 1999; Combes 2014). In theory, strong stellar feedback could disrupt the cluster quickly, preventing such an inspiral. However, recent observations suggest that star clusters can survive for hundreds of Myr (Zanella et al. 2015). This leads to a major contradiction with recent observations indicating a high fraction of bulgeless disk galaxies (Kormendy et al. 2010). To highlight the seriousness of the problem, Martig et al. (2012) stated that “no simulation has ever been able to produce a MW-mass bulgeless galaxy” in a \( \Lambda \)CDM context.

The high frequency of not just disk galaxies but bulgeless disks poses problems to the idea that galaxies are surrounded by massive DM halos capable of exerting dynamical friction. Such friction arises regardless of the exact nature of the DM particles, as long as they exert gravity (as they must, if halos of such particles cause the acceleration discrepancies). Without such halos, dynamical friction would be reduced and galaxies would be much smaller, making them less likely to collide. This is almost certainly why bulges are much less prevalent and much smaller in MOND than in \( \Lambda \)CDM (Combes 2014).
1.6 Satellite planes and tidal dwarf galaxies

$\Lambda$CDM faces another problem with the detailed properties of galaxies in the Local Group (LG). Wide field surveys such as the Sloan Digital Sky Survey (York et al. 2000) and the Pan-Andromeda Archaeological Survey (McConnachie et al. 2009) have shown that the satellite galaxies of the MW are preferentially located in a thin co-rotating planar structure (Pawlowski & Kroupa 2013). The same is also true of Andromeda (Ibata et al. 2013), though co-rotation can’t be definitively confirmed without proper motions.

It appears very unlikely that these structures formed quiescently (Pawlowski et al. 2014; Ibata et al. 2014b). For the MW, filamentary infall is considered unlikely because this would imply its satellites had very eccentric orbits, contrary to observations (Angus et al. 2011). These require the accretion to have been long ago in order to give enough time to circularise the orbits via dynamical friction against the Galactic DM halo. However, interactions between satellites and numerous DM halos that are thought to surround the MW would cause the dispersal of any initially thin disk of satellites (Klimenkov et al. 2010). A similar phenomenon would be expected around M31 (Fernando et al. 2018). Even if the number of subhalos was smaller than predicted by $\Lambda$CDM, the triaxial nature of the potential would lead to any disk-like structure spreading out on a timescale of $\sim 5$ Gyr unless it was fortuitously aligned with a symmetry axis of the potential (Bowden et al. 2013; Fernando et al. 2017). This issue is less serious in MOND as the matter distribution is much more concentrated, leading to a nearly spherical potential beyond $\sim 40$ kpc (Figure 26).

After careful consideration of several proposed explanations for why primordial satellites now lie in a thin plane, Pawlowski et al. (2014) concluded that none of them agreed with observations for either the MW or M31. It was later shown that baryonic effects are unlikely to provide the necessary anisotropy if one sticks to a primordial origin for the satellites (Pawlowski et al. 2015). This issue was revisited by performing a high-resolution $\Lambda$CDM hydrodynamical simulation of a MW analogue in a cosmological context (Maji et al. 2017). Although this unpublished article claimed that the results were consistent with observations, it has recently been shown that this is not the case (Pawlowski et al. 2017). Those authors showed that the satellite galaxy distribution of Maji et al. (2017) was consistent with isotropy. However, the actual MW satellite system is inconsistent with isotropy at more than 5$\sigma$ once the survey footprint is taken into account (Pawlowski 2016).

More recent hydrodynamical $\Lambda$CDM simulations also fail to yield highly flattened satellite systems like those observed around the MW and M31 (Ahmed et al. 2017). The mild flattening in these simulations might not even be related to baryonic effects as similar results arise in DM-only simulations (Garaldi et al. 2018). In any case, it is difficult to see how baryonic effects like radiative cooling can explain a $\sim 200$ kpc-wide plane of primordial satellites composed mostly of DM.

This raises the possibility that most LG satellites are not primordial – perhaps they formed as second-generation tidal dwarf galaxies (TDGs) during an ancient galactic interaction (Kroupa et al. 2005). After all, we do see galaxies forming from material pulled out of interacting progenitor galaxies (e.g. in the Antennae, Mirabel et al. 1992). This naturally leads to anisotropy because the tidal debris tend to be confined within the common orbital plane of the interacting progenitor galaxies.

TDGs form by self-gravitating collapse, requiring a high density. This is easy to obtain by tidally perturbing baryons originally on near-circular orbits in a rotating disk, leading to a thin dense tidal tail. However, the DM halos hypothesised to surround galaxies need to be dynamically hot (Hohl 1971). Tidally perturbing this rather sparse (albeit massive) halo would yield only a very low density, insufficient to reach the threshold for Jeans instability. Consequently, TDGs should be free of DM (Barnes & Hernquist 1992; Weitzstein et al. 2007). Their rather low escape velocity also precludes them from subsequently accreting significant amounts of DM out of their host galaxy’s halo.

Thus, a surprising aspect of LG satellites is their high Newtonian dynamical masses compared to their low luminosities (e.g. McGaugh & Milgrom 2013). These $M/L$ ratios are calculated assuming dynamical equilibrium, an assumption which could be invalidated by tides from the host galaxy. However, tides are likely not strong enough to do this (McGaugh & Wolf 2010, figure 6). As DM is unlikely to be present in these systems, some other explanation must be found for their high inferred $M/L$ ratios.

This is true even in unconventional models of DM where it has significant non-gravitational interactions with baryons (Famaey et al. 2018). This model is designed to explain the RAR and arguably can do so in the visible regions of both spiral and elliptical galaxies. However, their table 1 shows that TDGs are expected to be free of DM and thus follow standard Newtonian behaviour. Similarly, the MW and M31 satellite planes are rather extended (e.g. Pawlowski & Kroupa 2013, figure 2) and would very likely reach beyond the hypothetical superfluid DM halos of their host galaxies (Berezhiani & Khoury 2016; Khoury 2016). This would cause the more distant MW and M31 satellite plane members to follow Newtonian dynamics.

Without DM, the strong self-gravity needed to maintain high internal velocity dispersions arises most naturally from a modification to gravity. In the context of the most widely investigated such model, the MW and M31 would have undergone an ancient close flyby $\sim 8$ Gyr ago (Banik & Zhao 2018b, figure 4). Initial N-body simulations of this flyby in MOND suggest that this is a plausible scenario, though it is not yet clear if it can match LG properties in detail (Bílek et al. 2017).

A past encounter with M31 might naturally account for the MW thick disk (Gilmore & Reid 1983), a structure which seems to have formed fairly rapidly from its thin disk (Hayden et al. 2015) $9 \pm 1$ Gyr ago (Quillen & Garnett 2001). More recent investigations suggest that there was a burst of star formation at that time (Snaith et al. 2014, figure 2). The star formation rate of M31 also appears to rise sharply for lookback times $\gtrsim 9$ Gyr (Williams et al. 2017b, figure 12). The disk heating which likely formed the MW thick disk appears to have been stronger in its outer parts, characteristic of a tidal effect (Banik 2014). This may explain why the Galactic thick disk has a longer scale length than its thin disk (Juric et al. 2008; Jayaraman et al. 2013).

One possible objection to this theory is that the heavy element abundances of the planar M31 satellites seem rather
similar to those outside its satellite plane (Collins et al. 2015). One might expect there to be a difference if some M31 satellites formed from material already enriched by virtue of being within the disk of a massive galaxy (M31) while others formed primordially. However, this difference becomes very small if the MW-M31 interaction was a very long time ago. This is because there would have been little time to enrich the gas in the M31 disk. M31 would very likely have been much more gas-rich than at present, diluting any heavy elements formed by stars. Moreover, the material that formed into M31 satellites would necessarily have come from the outer parts of the M31 disk, which is generally less enriched (e.g. Gregersen et al. 2015, figure 9). For all these reasons, it is quite feasible that there would be no observable difference between the chemical abundances of M31 satellites even if they had very different formation scenarios (Kroupa 2015). It will be interesting to see if some difference is eventually found, although this might be much easier around our Galaxy than around M31. This could take advantage of Sextans not being part of the MW satellite plane (Casetti-Dinescu et al. 2018).

Similarly to the MW and M31, the satellite system of Centaurus A (Cen A) is also highly flattened and co-rotating, as evidenced by a radial velocity gradient across it (Müller et al. 2018). Such structures thus appear to be common, a claim also made by Ibata et al. (2014a) based on their finding that satellites on either side of a host galaxy have radial velocities of opposite signs, once the host systematic motion is accounted for. This is too recent for the debate to have settled (Cautun et al. 2015; Ibata et al. 2015). Nonetheless, it does seem like the Universe may well be full of TDGs if even just a few form in each galactic interaction (Okazaki & Taniguchi 2000). A high frequency of TDGs is also supported by the correlation between cases where their existence is confirmed and the bulge mass fraction of the central galaxies (López-Corredera & Kroupa 2016). If TDGs are more common, it would be easier to test whether the acceleration discrepancy persists in such systems, potentially resolving the question of how it arises in general.

2 OVERVIEW OF THE PORTFOLIO
To investigate the cause of the acceleration discrepancy, this portfolio considers several tests of the ΛCDM paradigm and some tests of MOND. The first of these (Banik & Zhao 2015a) is described in Section 3 and relates to the rather high collision velocity of the components of the Bullet Cluster, two interacting galaxy clusters (Tucker et al. 1995). Such a high velocity appears difficult to reconcile with ΛCDM (Thompson & Nagamine 2012; Kraljic & Sarkar 2015). However, the relative velocity between the clusters is mostly in the plane of the sky. Thus, it has not been directly measured but only estimated based on hydrodynamic simulations attempting to reproduce observed properties of the Bullet Cluster (Lage & Farrar 2014).

Fortunately, Molnar et al. (2013a) showed that it should soon become possible to measure the proper motion of the components of this cluster using the Moving Cluster Effect (MCE, Birkinshaw & Gull 1983). The MCE involves measuring redshifts of a background object multiply imaged by a foreground lens. Motion of the lens makes its potential time-dependent, thus giving the images different redshifts. However, the images could also have different redshifts because they have different magnification patterns across the source, provided this has a redshift gradient e.g. due to rotation. Although the issue could be resolved by taking integral field unit spectra at the appropriate velocity resolution, this is extremely challenging – only a spatially unresolved spectrum of each image is likely to be available for the foreseeable future.

Thus, I considered how these different effects could be disentangled using spectral line profiles of the individually unresolved images (Banik & Zhao 2015a). I also considered observational strategies to minimise the effects of such systematic errors, thus clarifying the kinematics of the Bullet Cluster. The same techniques could be applied to other interacting galaxy clusters like El Gordo (ACT-CL J0102-4915), which may be particularly problematic for ΛCDM due to its combination of high redshift (z = 0.87, Menanteau et al. 2012), high mass (Jee et al. 2014) and high inferred collision speed (Molnar & Broadhurst 2015).

Although relative proper motions may eventually be obtained in such systems, full 3D position and velocity information is only available within the LG out to about the distance of M31 (van der Marel et al. 2012b) and M33 (Brunthaler et al. 2005). Thus, the remainder of this portfolio focuses on the LG. The second work in the portfolio (Banik & Zhao 2016) – described in Section 4 – describes the construction of an axisymmetric dynamical model of the LG in ΛCDM, building on earlier spherically symmetric models (Kahn & Woltjer 1959; Sandage 1986; Peñarrubia et al. 2014). An axisymmetric model is expected to be rather accurate due to the very small MW-M31 tangential velocity (van der Marel et al. 2012b) and the close alignment of Cen A with the MW-M31 line (Ma et al. 1998). This model is used to perform a timing argument analysis i.e. see if some combination of model parameters can match the observed positions and radial velocities of M31 and LG dwarf galaxies using cosmological initial conditions (u_{pec} = 0 at early times). Despite a reasonable allowance for observational uncertainties and inaccuracies in my model as a representation of ΛCDM, a full grid search through the model parameters did not yield a model matching the observed kinematics of the LG. This is because some galaxies have very high radial velocities.

To investigate this issue further, I used a 3D model of the LG in ΛCDM (Banik & Zhao 2017), the third work in this portfolio (Section 5). It is based on a FORTRAN algorithm borrowed from P. J. E. Peebles (Peebles et al. 2011). Despite using a different code written by a different author in a different programming language, my results still indicated that several LG galaxies have much higher radial velocities than expected in ΛCDM. The typical discrepancy between observations and the best-fitting 3D model was actually slightly higher than in the 2D case, even though the 3D model includes the major mass concentrations within ~10 Mpc.

The fourth work in this portfolio (Banik & Zhao 2018b) is described in Section 6 and looks at these high-velocity galaxies (HVGs) in more detail. As part of this, I visited Peebles at Princeton in order to revisit the work of Section 5 by performing a more thorough search for the best-fitting 3D model. This only slightly improved the fit to observations, still leaving several HVGs. A similar conclusion was also
reached by Peebles (2017). Confident that the HVGs are real, Banik & Zhao (2018b) shows that they preferentially lie very close to a well-defined plane which passes close to both the MW and M31. In this work, I use a restricted N-body model of the LG in MOND to argue that such a HVG plane is a natural consequence of a past MW-M31 flyby. Several ΛCDM-based explanations for the observations are also considered, but none of them seem plausible.

As a result, the fifth and final work in this portfolio (Section 7) considers MOND in more detail, in particular how it works in our own Galaxy (Banik & Zhao 2018a). Although MOND has often been tested using rotation curves of galaxies (e.g. Famaey & McGaugh 2012), I focus on comparing it to the recently measured Galactic escape velocity curve over distances of 8−50 kpc (Williams et al. 2017a). Both its amplitude and radial gradient are well matched in a MOND Galactic model that also accounts for its rotation curve. In future, the constraints should tighten considerably with GAIA data (Perryman et al. 2001), much of which is expected to be released in April 2018.

In Section 8, I suggest future avenues of investigation and give my conclusions in Section 9. Despite MOND not being a complete theory, it is well-defined and highly predictive in a wide range of circumstances. Therefore, it should be directly testable in the near future.

3 EFFECTS OF LENS MOTION & UNEVEN MAGNIFICATION ON IMAGE SPECTRA (Banik & Zhao 2015a)

On a large scale, the collision speed distribution of interacting galaxy clusters can be quite sensitive to the underlying law of gravitation (Cai et al. 2014). Indeed, the high collision speed of the components of the Bullet Cluster (1E0557-56, Tucker et al. 1995) has been argued in favour of modified gravity (Katz et al. 2013). However, this speed is not directly measured as the collision is mostly in the plane of the sky. Instead, the speed is estimated using simulations of the shock generated in the gas by the collision (Lage & Farrar 2014). The separation of the DM and gas (Clowe et al. 2006) also plays an important role — there is less gas drag at lower speeds, reducing the separation.

A collision speed close to 3000 km/s is considered necessary to explain the observed properties of the Bullet Cluster (Mastropietro & Burkert 2008). For the inferred masses of its components (Clowe et al. 2004), this appears difficult to reconcile with ΛCDM (Thompson & Nagamine 2012). This work suggested that a cosmological simulation requires a co-moving volume of \(4.48 \text{h}^{-1}\)Gpc\(^3\) to see an analogue to the Bullet Cluster. A subsequent analysis also found that systems analogous to the Bullet Cluster are expected to be rare in ΛCDM (Kraljic & Sarkar 2015).

Moreover, a few other massive colliding clusters with high infall velocities have been discovered in the last few years (Gomez et al. 2012; Menanteau et al. 2012; Molnar et al. 2013b). The El Gordo Cluster (ACT-CL J0102-4915) is particularly problematic due to its combination of high redshift \(z = 0.87\) (Menanteau et al. 2012), high mass (Jee et al. 2014) and high inferred collision speed (Molnar & Broadhurst 2015).

Molnar et al. (2013b) argue that inferring collision speeds from observations of the shock can be non-trivial just due to projection effects, let alone other complexities of baryonic physics. To see if there is any tension with ΛCDM, collision speeds should be determined in a more direct way. This is normally achieved using proper motions, but obtaining them is not feasible over cosmological distances.

Fortunately, the tangential motion of a massive object can be constrained using the Moving Cluster Effect (Birkinshaw & Gull 1983). The MCE relies on the gravitational potential of an object being time-dependent due to its motion. Consequently, if a source behind the object were multiply imaged, the images would have slightly different redshifts. Moreover, as DM generally outweighs gas on cluster scales (Blakesley & Bonamente 2010), the MCE is mostly sensitive to motion of the DM. This is simpler to model than gas, making the results easier to compare with cosmological simulations.

3.1 Method

The basic geometry is shown in Figure 4. To understand the MCE, consider a static universe in which the observer and source have negligible peculiar motions compared to the lens, which has a transverse velocity \(v_t\) in addition to any line of sight velocity that is not relevant for this analysis. It helps greatly to transform reference frame to the one in which the lens is static but the observer and source are moving at \(-v_t\). The lensing potential is now static. Emitted and received photons have different frequencies because the photon trajectories are not orthogonal to the velocities of the observer or the source. The difference in image redshifts can be expressed as a velocity shift

\[
\Delta v_i \mid_{\text{MCE}} = - v_t \cdot (\alpha_1 - \alpha_2)
\]

Here, the light deflection angle for each image \(i\) is \(\alpha_i\). Using the thin-lens approximation\(^1\), this can be expressed in terms of the observed image positions \(\theta_i\) as

\[
\Delta v_i \mid_{\text{MCE}} = \frac{D_o}{D_s} v_t \cdot (\theta_1 - \theta_2)
\]

The angular diameter distances relevant to this problem

\(^1\) i.e. the deflection occurs over a very small fraction of the entire photon path.
angular radius $M$ approached the lens. A source perfectly aligned with a point-diameter distance to the lens as perceived by an observer are illustrated in Figure 4, with $OQ$ centre $OE$. $r$ is parametrised using cylindrical polar co-ordinates $(r, \phi)$, with centre $O$ and initial direction ($\phi = 0$) along $OQ$.

are illustrated in Figure 4, with $D_s$, representing the angular diameter distance to the lens as perceived by an observer at the source when the photons we detect now most closely approached the lens. A source perfectly aligned with a point-like lens of mass $M$ would appear as an Einstein ring of angular radius

$$\theta_E \equiv \sqrt{\frac{3GM}{c^2 D_s D_l}}$$

Combined with the source and lens positions, the lens mass $M$ thus sets a typical angular scale for the problem. I use it to define

$$u \equiv \frac{\beta}{\theta_E} \quad \text{and} \quad y \equiv \frac{\theta}{\theta_E}$$

In terms of the lens and source physical properties and their true (unlensed) positions,

$$\Delta v_r |_{\text{MCE}} = \frac{2\nu_s \sqrt{GM (u^2 + 4)}}{c} \sqrt{\frac{D_s}{D_i D_l}}$$

$v_t$ is the component of the lens transverse velocity $v_t$ directed along the separation between the observed images. I estimated the effects of source & observer peculiar velocities – they should not affect $\Delta v_r$ much. There is also a time delay between the images, causing us to observe the source at an earlier epoch in one image than in the other. Due to cosmic expansion, this creates a redshift difference, but only a very small one ($< 1 \text{ m/s}$).

The main systematic uncertainty in MCE measurements is likely to be the Differential Magnification Effect (DME), an observational artefact due to our inability to take highly accurate spectra of the images while also spatially resolving them. This causes parts of the source with different redshifts to get blended together in spectra. The precise way in which this blending occurs differs between the images.

To model how such single-pixel spectra might look, I modelled the source as a typical spiral galaxy with exponential surface density profile (Freeman 1970) and a realistic rotation curve based on Equation 8. The lens is treated as a point mass. The parameters considered (Table 1) are designed for the Bullet Cluster (Tucker et al. 1995).

The basic idea is that spatially unresolved spectra can determine the intensity-weighted mean redshift $\overline{\nu}$ of each image. This may be affected by rotation of the source galaxy. The effect isn’t reliant on an expanding Universe. Neglecting cosmic expansion for the moment, the mean redshift velocity of each image is

$$\overline{\nu} \equiv \frac{\int_{\text{Image}} A \Sigma v_r \, dS}{\int_{\text{Image}} A \Sigma \, dS}$$

The integrals are over area elements of the source $S$, which I treat as an exponential disk with surface density profile

$$\Sigma = \Sigma_0 e^{-\frac{r}{r_d}}$$

The magnification $A$ varies little over the source galaxy as $\frac{\nu_E}{\nu} \ll \theta_E$ (Table 1). Thus, a linear approximation to $A$ is sufficient.

$$A \approx A_0 + \frac{\partial A}{\partial u} du \quad (A_0 \equiv A \text{ at centre of source})$$

The mean redshift of each image due to the DME is

$$|\overline{\nu}| = \pi \int_{\Sigma} \left( \frac{u^2 + 2}{u^2 + 4} \pm 1 \right) \Sigma_0 e^{-\frac{r}{r_d}}$$

I obtained a family of rotation curves using the ‘simple $\mu$-function’ in MOND (Famaey & Binney 2005), as discussed just before Equation 8. The rotation curve shape is determined by the central surface density, which I parametrise using

$$k \equiv \frac{\Sigma_0 G}{a_0}$$

Thus, my rotation curves flatline at

$$v_f = \sqrt{\frac{GM a_0}{2\pi k}}$$

After making a few approximations to estimate $g_N$, I obtained the overall rotation curve shape

$$\tilde{v}_c(\bar{r}) \equiv \frac{\nu_c(\bar{r})}{v_f} = \sqrt{\frac{\pi kf(\bar{r}) + \bar{r} (\pi kf(\bar{r}) + 1)^2 - 1}{2\pi k}}$$

$$f(\bar{r}) = 1 - \frac{1}{2} e^{-\frac{\bar{r}}{r_d} - \frac{7 e^{-\bar{r}}}{4\bar{r}} + 9 (1 - e^{-\bar{r}} - \bar{r} e^{-\bar{r}})}$$

The normalised rotation speed at radius $\bar{r} \equiv \frac{x}{r_d}$ is $\tilde{v}_c \equiv \tilde{v}_{\text{flat}}$, with $v_f$ the flatline level of the source galaxy rotation curve. Two example rotation curves are shown in the top panel of Figure 6. Its bottom panel shows the ratio between $v_{\text{max}}$ and $v_f$ for disks with different central surface densities.
3.2 Results

Combining Equation 20 with the rotation curve shape from Equation 24, I get that

\[ \frac{\Delta v_r}{v_f} \bigg|_{DME} = \frac{v_f r_d \sin i \cos \gamma I c \sqrt{D_l}}{\sqrt{u^2 + 4} \sqrt{GM D_l D_s}} \]  

\[ I \equiv \int_0^\infty e^{-\bar{v}_e(t)} t^2 d\bar{t} \]  

The integral \( I \) depends on the central surface density \( k \). However, the ratio \( I v_{\text{max}} \) is 1.89 \pm 0.02 over the range \( k = 0.1 - 5 \). Thus, \( k \) is not needed very precisely if \( v_{\text{max}} \) were available rather than \( v_f \). In practice, it is much easier to obtain \( v_{\text{max}} \).

Using the parameters in Table 1, I obtained the results shown in Figure 7. The MCE and DME are comparable if the source is a typical spiral galaxy. This suggests that the DME might well confuse measurements of the MCE without certain precautions. Unfortunately, it can be difficult to calculate the DME and adjust for it because it relies on quantities that may be difficult to determine e.g. the variation of \( A \) with position and which side of the galaxy is the approaching side. Thus, I considered whether the detailed profiles of individual spectral lines could be used to distinguish the DME from the MCE. A detailed line profile would contain much more information than just the centroid location \( \bar{v}_e \).

I began by determining if existing observatories could attain the required spectral resolution within a reasonable timeframe. To this end, I considered the Atacama Large Millimetre Array (ALMA). Using the online calculator, I found that ALMA probably can resolve individual spectral lines well enough to distinguish the MCE from the DME (Table 2).

To take advantage of this, I performed calculations to see how the DME and MCE affect individual line profiles. I began by mapping the radial velocity of an edge-on disk galaxy.

\[ v_r (r, \phi) = v_c (r) \sin \phi \]  

\[ \sin i \cos \gamma \]  

See Figure 5. Isotropic average. \( \frac{1}{2} \)

I began by mapping the radial velocity of an edge-on disk galaxy.

\[ v_r (r, \phi) = v_c (r) \sin \phi \]  

\[ \sin i \cos \gamma \]  

See Figure 5. Isotropic average. \( \frac{1}{2} \)
The dual polarisation mode should be used as polarisation is unimportant here. The angular resolution does not affect the result, which was 6.17 hours.

| Parameter                          | Value                       |
|-----------------------------------|-----------------------------|
| Declination                       | $-56^\circ$                 |
| Frequency                         | 150 GHz                     |
| Bandwidth per polarisation        | 100 m/s                     |
| Water vapour column density       | 5$^{\text{th}}$ octile (1.796 mm) |
| Number of antennas                | $50 \times 12$ metre       |
| Root mean square (rms) sensitivity| 1.5 mJy                     |

Figure 8. Radial velocity map of a disk galaxy viewed by an observer within its plane at large $x$ (far off to the right), for the case $k = 2.5$ (similar to the MW). Radial velocities are antisymmetric about the $x$-axis. The radial co-ordinate has been rescaled so the displayed size of each region is proportional to its brightness. The units are such that $r_d = 1$ and $v_f = 1$. Note the large region with $v_r$ close to its maximum value. The result for $k = 0.5$ is very similar, although $v_{\text{max}}$ is much closer to $v_f$ (Figure 6).

The results are shown in Figure 8 for the case $k = 2.5$, similar to the MW value. I then binned the galaxy in $r$ and $\phi$ in order to take advantage of Equation 28 being separable in $(r, \phi)$. The key trick is to calculate $v_r$ only once at each $r$, for all $\phi$. In this way, I determined $v_r$ and thereby classified the luminosity of the galaxy according to the radial velocity of the region emitting the light. This allows a synthetic line profile to be constructed. Four examples are shown in Figure 9, three of which allow for some random motion as well as ordered circular motion. The line profiles show a distinct horn corresponding to the ‘bull’s-eye’ towards the top of Figure 8. This feature is due to a turning point in the rotation curve, causing a large part of the galaxy to have a similar $v_r$.

To allow for the MCE, I simply translated the line profile. For the DME, I let

$$A = 1 + n r^2 \sin \phi$$  \hspace{1cm} (29)

For reference, I constructed a control line profile with

$$A = 1 \forall r, \phi$$  \hspace{1cm} (30)

This control line profile was subtracted from the profiles modified by the DME and the MCE. The residuals are shown in Figure 10 for $n \ll 1$ but large enough to avoid numerical issues. The pattern of residuals is quite different in the two cases, even though both cause the same $\Delta \mp$. This might well allow the MCE and DME to be distinguished. In particular, the MCE can lead to very large residuals close to the peaks in the line profile, depending on how sharp they are. Even the less dramatic features near $v_r = 0$ might be useful — the MCE and DME give opposite signs for the residuals in this spectral region despite causing the same overall redshift difference between the images.

3.3 Observational strategies

The MCE can be enhanced relative to the DME by a number of strategies, especially if there is a choice of which multiple images to target for detailed spectroscopic follow-up. Avoiding a spiral galaxy as a target reduces the DME, although an elliptical can still rotate. Even a low-resolution spectrum should be able to distinguish a fast-rotating spiral from an elliptical with mild rotation in the region emitting most of the light. This is because spirals ought to have a characteristic double-horned spectral profile whereas ellipticals would have a roughly Gaussian profile. However, the latter lacks sharp features, making the MCE itself harder to detect by raising random errors.

Spiral galaxies are acceptable targets if they are viewed face-on as such objects have little gradient in $v_r$ across them. However, even an edge-on spiral can make a good target if it is oriented so its major axis is a direction along which $A$ hardly changes. For a point mass lens, this would mean the source galaxy’s major axis was orthogonal to the apparent lens-source line. In a more complicated lens, it might be possible to estimate how $A$ varies with sky position and use this magnification map to guide the selection of targets.

Some interesting possibilities arise if the source is very inhomogeneous. A small region might be forming stars

Figure 9. The synthetic line profile of an intrinsically narrow spectral line in an unlensed galaxy with $k = 2.5$, viewed edge-on. The profile is symmetric about $v_r = 0$. The sharp drop in the line profile (blue) would probably get blurred (e.g. by random motions), so I convolved the profile with Gaussians of width $\sigma$ (given in units of the flatline rotation curve level $v_f$). The results are shown as red lines with thickness $\propto \sigma$. Notice how all 4 profiles pass close to the point marked B. The result for $k = 0.5$ is similar, if velocities are scaled to $v_{\text{max}}$ rather than $v_f$. 

Table 2. Input parameters used for the ALMA exposure time calculator, available at:

https://almascience.eso.org/proposing/sensitivity-calculator
I expect that the MCE can be measured in the near future. If the collision velocity is several hundred km/s faster in MOND than would be feasible in \( \Lambda \)CDM, this suggests that peculiar velocities might differ by \( \Delta v = 100 \) km/s between the different gravity theories, this suggests that it is difficult to properly test MOND beyond a distance \( \Delta v \). A good test of MOND should involve a system where its prediction differs by \( \sim 5 \sigma \) from that of \( \Lambda \)CDM. This would reduce \( \Delta v \) to only 3 Mpc. Therefore, the remainder of this portfolio will focus on the LG.

A major alteration to the gravitational field would undoubtedly have far-reaching implications for the motions of LG galaxies. In particular, MOND implies there was a past close MW-M31 flyby (Zhao et al. 2013) at a much faster relative velocity than expected in \( \Lambda \)CDM, a model in which such a flyby is precluded due to dynamical friction between DM halos (Privon et al. 2013). These high velocities would allow the MW and M31 to gravitationally slingshot any passing LG dwarf galaxies out at high speeds in 3-body interactions (MW, M31 and dwarf). In this section, I summarise the work of Banik & Zhao (2016) where I investigated whether there is any evidence for such a scenario using an axisymmetric dynamical model of the LG in \( \Lambda \)CDM.

The basic idea behind this is called the timing argument (Kahn & Woltjer 1959). It involves using observed peculiar velocities \( v_{pec} \) to estimate the gravitational field \( g(t) \) within the LG throughout cosmic history, exploiting the fact that \( v_{pec} \) was rather small early in the history of the Universe (Planck Collaboration XXVII 2014). Similar analyses were done previously by Sandage (1986) and by Pe\'narubia et al. (2014), the latter using a spherically symmetric model of the LG to estimate how the MW and M31 should slow the out-

\[ d_{max} = \frac{\Delta v}{0.1H_0} \]  
\[ = 15 \text{ Mpc} \]  

4 DYNAMICS OF THE LOCAL GROUP IN \( \Lambda \)CDM (Banik & Zhao 2016)

Section 3 discussed possible tests of gravity based on galaxy clusters, where the collision velocity may be several hundred km/s faster in MOND than would be feasible in \( \Lambda \)CDM (Katz et al. 2013, figure 8). Even so, it is difficult to actually perform this test because of the cosmological distances to these interesting systems (e.g. the Bullet Cluster has a redshift of \( z = 0.296 \), Tucker et al. 1998). This makes it difficult to know the 3D position and velocity structure of the system.

Although gravity could be tested without all 6 phase space co-ordinates, it is at least necessary to know the peculiar velocities. As velocity errors are relatively small nowadays, the dominant uncertainty arises from redshift-independent distances. Assuming a 10% distance uncertainty and that peculiar velocities might differ by \( \Delta v = 100 \) km/s between the different gravity theories, this suggests that it is difficult to properly test MOND beyond a distance \( \Delta v \).
ward recession of LG dwarfs in ΛCDM. Consideration of 12 LG analogues in cosmological ΛCDM simulations (Fattahi et al. 2016) shows that such timing argument calculations are fairly accurate (Peñarrubia & Fattahi 2017).

To improve the accuracy further, I developed a more advanced axisymmetric model of the LG. Like Peñarrubia et al. (2014), I also assumed that the mass in the LG is entirely contained within the MW and M31, which I took to be on a radial orbit. Recent proper motion measurements of M31 indicate only a small tangential velocity relative to the MW, making the true orbit almost radial (van der Marel et al. 2012a). I also included Cen A in my models because it lies rather close to the MW-M31 line (Ma et al. 1998).

I adopt a standard flat ΛCDM cosmology. Ignoring components other than matter and dark energy, the evolution of the cosmic scale factor a(t) can be determined analytically and is fully specified by the present Hubble constant $H_0$ and matter density parameter $\Omega_m,0$.

$$\frac{\ddot{a}}{a} = \frac{4\pi G}{3} (\rho_m - 2\rho_A)$$

$$= H_0^2 \left( -\frac{1}{2} \Omega_m,0 a^{-3} + \Omega_{\Lambda,0} \right).$$

Therefore,

$$a(t) = \left( \frac{\Omega_m,0}{\Omega_{\Lambda,0}} \right)^{\frac{1}{3}} \sinh \left( \frac{3}{2}\sqrt{\frac{2}{3}\Omega_{\Lambda,0}H_0 t} \right)$$

(34)

To integrate test particle trajectories, it is necessary to first have trajectories for the MW, M31 and Cen A that match the presently observed distances of M31 and Cen A to within 1 kpc. I do this using a 2D Newton-Raphson algorithm on the initial relative positions of all three galaxies along a line. Initial velocities were found using

$$v_i = H_i r_i$$ where $H_i \equiv \frac{\ddot{a}}{a}$ when $t = t_i$

(35)

To minimise convergence issues, I used each solution to the problem for the next set of model parameters, keeping the parameter changes small. Figure 11 shows the MW-M31 separation in the massive object solution for one of my models.

With the trajectories of the massive galaxies in hand, I solved test particle trajectories starting at some early initial time $t_i$. I took the barycentre of the LG then as the centre of expansion. The initial velocities followed a pure Hubble flow (Equation 35) because the Universe was nearly homogeneous at early times – peculiar velocities on the last scattering surface are only $\sim 3$ m/s (Planck Collaboration XIII 2016) whereas the present value is over 100 km/s for M31 (McConnachie 2012; van der Marel et al. 2012b).

Test particle trajectories were advanced using a fourth-order Runge-Kutta scheme with an adaptive but quantised timestep that was varied in powers of 2. Any close approaches to the MW or M31 were treated as an accretion event, increasing the mass of the accreting galaxy by an amount proportional to the volume represented by each test particle. This required the test particle trajectories to be recalculated. I found that the MW and M31 masses converged very well after just a single iteration. The resulting velocity field for the LG is shown in the top panel of Figure 12. Its bottom panel shows the resulting LG Hubble diagram, comparing velocity directly away from the LG barycentre with distance from there.

To compare with observations, I obtained a test particle trajectory ending at the same position as a ‘target’ LG galaxy. The Galactocentric radial velocity (GRV) of the observed target and the simulated test particle were then compared to judge how well the model fits observations. My list of targets was almost the same as that used by Peñarrubia et al. (2014), with a few minor alterations. A wide range of plausible model parameters (Table 3) were investigated within the context of ΛCDM.

In a homogeneous Universe, $r \propto a(t)$ so that $r = \frac{a}{H_0} r$. Including additional forces arising from the gravity of the MW, M31 and Cen A, this makes the equation of motion for each test particle

$$r = \frac{\ddot{a}}{a} - \sum_{j = \text{MW, M31, Cen A}} \frac{GM_j (r - r_j)}{(|r - r_j|^2 + r_s^2)^{\frac{3}{2}} |r - r_j|^2}$$

(36)

The force towards each massive galaxy is not $\propto \frac{1}{r^2}$ at low distance r from it because this would contradict observed flat rotation curves of major LG galaxies (e.g. Carignan et al. 2006). To be consistent with the observed values of $v_r$ for the MW and M31 (180 and 225 km/s, respectively), I had to soften the force below a radius $r_s = \frac{GM}{v_r^2}$. This radius is different for the MW and M31. For Cen A, I used $r_s = 100$ kpc because this analysis does not consider LG particles ending up near Cen A, making the precise force law used there irrelevant.

Test particles were started on a grid of plane polar coordinates. I assumed that the initial masses of the MW and M31 arose by completely depleting all the mass in some region, so I did not start any test particles within it. Assuming

---

1 For stability, I under-relaxed the algorithm i.e. in each iteration, I altered the parameters by 80% of what the algorithm would normally have altered them by
the ‘feeding zone’ to be delimited by an equipotential, I first determined the potential resulting from the MW and M31.

\[ U = \sum_{j=\text{MW},M31} -\frac{GM_j}{r_{s,j}} \left( \sqrt{1 + b_j^2} - 1 \right) \]  

(37)

\[ b_j \equiv \frac{|r - r_j|}{r_{s,j}} \]  

(38)

Next, I determined the volume \( V \) of the accretion region such that \( \rho_j V = M_i \), where \( M_i \) is the initial combined mass of the MW & M31 in my model while \( \rho_M \) is the cosmic mean matter density at \( t_i \). Finally, I determined the equipotential \( U_{\text{exc}} \) such that the region with \( U < U_{\text{exc}} \) has volume \( V \). Test particle trajectories were not started in the region where \( U < U_{\text{exc}} \) at \( t = t_i \).

To get target galaxies in the same co-ordinate system as used in my simulation (which has its \( y \)-axis aligned with the MW-M31 separation), I used

\[ x = d_{\text{MW}} |d_{\text{MW}} \times \hat{r}_{\text{MW}}| \]  

(39)

\[ y_{\text{rel}} \equiv y - y_{\text{MW}} = d_{\text{MW}} (d_{\text{MW}} \cdot \hat{r}_{\text{MW}}) \]  

(40)

The vector from the MW to a target galaxy is denoted \( d_{\text{MW}} \) while the direction from M31 towards the MW is denoted \( \hat{r}_{\text{MW}} \). I use the convention that \( \hat{v} \equiv \frac{v}{|v|} \) for any vector \( v \) with length \( |v| \).

### 4.2 Comparison with observations

Close to the MW and M31, the velocity field is complicated because there are intersecting trajectories (Figure 12). This makes it impossible to uniquely predict the velocity based on position. As a result, I had to exclude any target galaxies which fell in such regions. Fortunately, this was extremely rare, mainly because of pre-selection of targets by Peñarrubia et al. (2014).

The key aspect of my algorithm was carefully determining the model-predicted GRV of each target galaxy. To do this, I obtained a test particle trajectory landing at the same position as each target. I started with the test particle that landed nearest to its observed position. I then applied the 2D Newton-Raphson algorithm to the initial position of this test particle, updating its initial velocity according to Equation 35. I considered this process to have converged once the final position error fell below 0.001% of the target’s distance from the LG barycentre. This trajectory was then used to determine the model-predicted GRV of the target galaxy.

\[ \text{GRV}_{\text{model}} = \frac{v_x x + (v_y - y_{\text{MW}}) (y_{\text{rel}})}{\sqrt{x^2 + y_{\text{rel}}^2}} \]  

(41)

To account for distance uncertainties, this procedure was repeated for each target with its heliocentric distance raised to the 1σ upper limit of the observed value. The difference between these GRV estimates is \( \sigma_{\text{pos}} \), the uncertainty in the model-predicted GRV of a target due to uncertainty in its position along the line of sight.

To compare with observations, the observed GRV of each target is obtained by adjusting its observed heliocentric radial velocity (HRV) for the motion of the Sun within the MW. The solar motion \( \hat{v}_0 \) is mostly circular motion within the MW disk at speed \( v_{c,0} \), the speed of a test particle on a circular Galactic orbit at the position of the Sun. It is useful to define a Local Standard of Rest (LSR), a reference frame rotating at this speed. Naturally, the Sun has a small amount of motion with respect to the LSR (magnitude and direction given in Table 3).

\[ \text{GRV}_{\text{obs}} = H \text{RV} + v_0 \cdot \hat{d}_{\text{MW}} \]  

(42)

As well as the uncertainty on each GRV due to position \( \sigma_{\text{pos}} \) and error on the observed HRV \( \sigma_{\text{HRV}} \), I added another term \( \sigma_{\text{extra}} \) to account for large scale structure, interactions between LG dwarf galaxies and other effects not included in my model.

\[ \sigma = \sqrt{\sigma_{\text{pos}}^2 + \sigma_{\text{HRV}}^2 + \sigma_{\text{extra}}^2} \]  

(43)
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\begin{align*}
s_{\text{extra}} \text{ should not exceed typical velocity dispersions/rotation speeds of LG dwarfs, which I estimate as } \sim 15 \text{ km/s (e.g. Kirby et al. 2014). As the motion of M31 would be much harder to alter than the motion of a less massive LG dwarf, I kept } s_{\text{extra}} \text{ for M31 at } \frac{1}{3} \text{ of the value for other LG galaxies. However, the results are not much altered if M31 is treated in the same way as other LG dwarfs.}
\end{align*}

\subsection*{4.3 Results and discussion}

The resulting probability distributions of the model parameters are shown in Figure 15 and summarised in Table 3. The posterior on } s_{\text{extra}} \text{ only allows values } \gtrsim 40 \text{ km/s, which is rather high. I considered explanations such as a higher Hubble constant, altered start time, interactions with massive satellites like M33 and tidal effects from objects outside the LG. None of these seem to work, though the last two possibilities are considered more thoroughly in Sections 5 and 6.}

Additional inaccuracies in the model may arise from the effects of large scale structure and distant encounters between LG dwarfs. The likely magnitude of such effects can be estimated based on more detailed } \Lambda \text{CDM cosmological simulations. Considering LG analogues in such simulations, it has been found that the dispersion in radial velocity with respect to the LG barycentre at fixed distance from there should be } s_{\text{per}} \sim 30 \text{ km/s (Aragon-Calvo et al. 2011), insufficient to explain my high inferred } s_{\text{extra}}.

To better understand the discrepancy, I compare model-predicted and observed GRVs for the best-fitting model (Figures 13 and 14). These show that most velocities are more outwards than in the model, making it difficult to argue that the discrepancy arises from unmodelled interactions between LG dwarfs. Instead, I suggested that gravitational slingshot encounters with the MW or M31 flung out LG dwarfs at high speed. As this process is already accounted for, these massive galaxies must have been moving much faster than in my model. This would occur in MOND – their relative speed at closest approach would have been } \sim 600 \text{ km/s (Bílek et al. 2017), very different to } \Lambda \text{CDM where it would rarely have been faster than the 110 km/s it is today (Figure 11).}

Thesis of Indranil Banik, 1–40 (2018)
Figure 11. The joint pdf on $M_i$ and $q_1$. Both are values at $t = t_i$ - present values will be slightly different.

Figure 15. Marginalised posterior probability distributions of the free parameters defined in Table 3, with other parameters marginalised over. For variables plotted against other variables, I show the contours of the probability density which correspond to the usual $1\sigma$ and $2\sigma$ confidence levels, as well as the most likely pair of values. Rotate figure 90° clockwise for viewing.
5 DYNAMICAL HISTORY OF THE LOCAL GROUP IN $\Lambda$CDM – II. INCLUDING EXTERNAL PERTURBERS IN 3D (Banik & Zhao 2017)

To better understand if $\Lambda$CDM really faces a problem with the dynamics of LG galaxies, I followed up the work of Section 4 using a 3D model kindly lent by P. J. E. Peebles, who had previously used it to understand LG dynamics (Peebles & Tully 2013). The algorithm works by applying the numerical action method to solve the governing equations (Phelps et al. 2013). They tested the method by applying it to results of cosmological simulations, recovering the galaxy masses fairly well (see their figure 2).

5.1 Method

The 3D model lent by Peebles already included the LG galaxies and surrounding perturbers listed in table 1 of Peebles et al. (2011). This brightness-based catalogue misses the vast majority of the galaxies analysed in Section 4, a major shortcoming because LG dwarfs $\sim 1–3$ Mpc away turned out to be crucial to its conclusions. Thus, if not already present in the 3D model, I added the galaxies analysed in that work to the catalogue. LG dwarfs have very low masses, allowing me to add them as test particles satisfying the equation of motion

$$\ddot{r} = H_0^2 \Omega_{\Lambda} a r - \sum_{j=1}^{J} \frac{GM_j (r - r_j)}{|r - r_j|^3} - \sum_{j=1}^{J} \frac{GM_j (r - r_j) (r_j^2 + r_{S,j}^2)}{|r - r_j|^2 + r_j^2 |r - S_j|^3}$$

When determining the force between any pair of massive galaxies, the same equation applied but I used the value of $r_c$ corresponding to the galaxy with the larger $r_c$. The massive galaxies in this analysis are given in Table 4. The distances and HRVs shown are best-fitting values considering all observational constraints within their uncertainties (Section 5.2).

The gravitational field near massive particles is handled slightly differently than in my 2D model (Section 4). For any given test particle $A$, an explicit distinction is now drawn between massive particles whose $r_c$ is below the distance to $A$ and masses for which this is not the case, forces from which are handled using a pure inverse square law. Forces from nearby masses at first rise linearly with separation before falling as $g \propto \frac{1}{r}$, recovering the observed flat rotation curves of galaxies. The transition occurs near $r_c = 10$ kpc.

For the MW and M31, $r_S$ is defined in the same way as in Section 4, though with the added assumption that the LSR speed is the same as $v_0$ for the MW. Its value is allowed to float, with a prior assumption of 240 ± 10 km/s. The same value is used for M31. For other massive galaxies, I assume $r_S = 100$ kpc to avoid an adjustment each time their masses are altered.

| Galaxy               | Distance, $D$ (Mpc) | HRV, $v_0$ (km/s) | Mass, $M_\star$ ($10^{12}M_\odot$) |
|----------------------|---------------------|-------------------|-----------------------------------|
| Milky Way            | 0.008               | $-11.10$          | 1.8302                            |
| Andromeda (Messier 31)| 0.707               | $-309.18$         | 2.0567                            |
| Centaurus A          | 3.736               | 504.52            | 5.8834                            |
| Messier 101          | 7.391               | 439.62            | 9.3108                            |
| Messier 94           | 4.366               | 324.31            | 8.8144                            |
| Sculptor             | 4.095               | 246.97            | 6.9296                            |
| NGC 6946             | 5.859               | 107.38            | 4.6142                            |
| Messier 81           | 3.625               | 73.48             | 4.0625                            |
| Maffei               | 3.988               | $-28.75$          | 3.4924                            |
| IC 342               | 3.350               | 12.98             | 2.9944                            |
| Triangulum (Messier 33)| 0.948              | $-192.72$         | 0.2214                            |
| Large Magellanic Cloud | 0.065            | 235.97            | 0.2007                            |
| NGC 55               | 2.035               | 163.16            | 0.1323                            |
| NGC 300              | 1.963               | 158.70            | 0.1073                            |
| IC 10                | 0.781               | $-338.02$         | 0.0437                            |
| NGC 185              | 0.706               | $-213.37$         | 0.0129                            |
| IC 5152              | 1.878               | 138.56            | 0.0094                            |
| NGC 147              | 0.679               | $-201.04$         | 0.0064                            |
| NGC 6822             | 0.510               | $-69.93$          | 0.0059                            |

Table 4. Data on the massive galaxies in my 3D model using a similar catalogue to Peebles et al. (2011, table 1). Distances and masses are allowed to vary to best match observations, though their prior distributions are not uniform (see text). The masses derived in my model correspond to the total halo mass of each system, some of which is located beyond its virial radius (Peñarrubia & Fattahi 2017). The top section of this table contains galaxies which are also directly included as massive extended objects in the 2D model (Section 4). The remaining galaxies are sorted in descending order of simulated mass. For clarity, I abbreviated the names of galaxies from the New General Catalogue (NGC) and Index Catalogue (IC).

Equation 44 is slightly different to that used in my 2D analysis of the LG (Equation 36). The matter portion of the cosmological acceleration $\ddot{a}$ is handled in a different way, though the dark energy is handled similarly. Previously, the Universe was treated as homogeneous except for a few massive particles. The cosmic expansion $r \propto a$ could then be recovered at long range because $\ddot{r} = \frac{\ddot{a}}{2} r$. Here, I treated the Universe as empty except for the massive particles that I explicitly include. As the Universe is homogeneous on large scales, an accurate understanding of all the matter interior to a sufficiently distant test particle also leads to its separation from us changing with time as $r \propto a$.

To see if this applies to my model, I determined how much mass was in the simulation out to the distance of M101, the most distant galaxy in my sample. The result of $4.9 \times 10^{12} M_\odot$ corresponds to a sphere of radius 7.01 Mpc filled with matter at a density equal to the present cosmic mean value. This is similar to the observed distance of M101 (Shappee & Stanek 2011), suggesting that the massive galaxies in my model mimic a smooth distribution on large scales with the correct density. A similar conclusion would be reached if I only considered the galaxies in my catalogue that lie within 3 Mpc of the MW. Thus, the matter distribution used should be accurate enough out to a sufficiently large distance that it enables the construction of an accurate dynamical model for motions within the LG.

The heart of this model involves solving the equations of motion by adjusting a trial trajectory towards the true one. An incorrect trajectory will have a mismatch between the
acceleration along it and that expected due to the gravity of other particles. Thus, at each timestep, the positions of all the particles are adjusted to try and equalise the gravitational field acting on each one with the acceleration \( \ddot{r} \) it experiences along its trajectory. This is done assuming both respond linearly to a position adjustment, although only the latter does. Thus, a solution can only be obtained after several iterations, each of which is reliant on a matrix inversion to handle the highly inter-connected nature of the problem. Some shortcuts are taken for test particles because their positions do not affect forces felt by other particles.

This method of solution is second-order accurate because of the standard finite differencing scheme used to obtain accelerations from a series of discrete positions valid at known times. Due to the large number of particle pairs, an adaptive timestep is impractical. Instead, I adapt the temporal resolution to the problem in a fixed way based on physical considerations. Each timestep corresponds to an equal increment in the cosmic scale-factor \( a \), with 500 steps used between when \( a = 0.1 \) and the present time (\( a \equiv 1 \)).

To check if I had adequate resolution, I solved the problem by forward Runge-Kutta integration instead, using 5000 timesteps equally spaced in \( a \). The maximum error in the present position was 0.23 kpc while that in the velocity was 0.84 km/s. Both errors are very small, suggesting that there was enough resolution. Some other checks were also done to verify the numerical accuracy of the solution (Peebles et al. 2011, section 2.4).

### 5.2 Determining \( \chi^2 \) and finding the best model

Like my axisymmetric model (Section 4), the 3D model accurately matches the observed sky positions of target galaxies. However, this is achieved rather differently. Instead of integrating the equations of motion forwards in time and using the Newton-Raphson method to very precisely match present positions, the 3D model integrates backwards in time starting from a position along the line of sight towards a target galaxy. I no longer require agreement between simulated and observed heliocentric distances. Instead, I add a contribution to the total \( \chi^2 \) of the model if there is a mismatch. Handling distance uncertainties in this way makes error budgets model-independent, allowing relative model likelihoods to be determined simply by comparing their \( \chi^2 \).

The distance errors \( \sigma_d \) come from observations. For M31, I use a slightly closer and more uncertain estimate (770 ± 40 kpc, Ma et al. 2010). Galaxies outside the LG might be affected by objects beyond the region covered by the analysis. It can also be difficult to determine the mass ratios between galaxies in an extended group and thus the location of its barycentre. For these reasons, I allow a fairly large distance uncertainty \( \sigma_d \) for such objects,

\[
\frac{\sigma_d}{d_{MW}} = \frac{1}{10} \quad \text{if } d_{MW} > 3.2 \text{ Mpc} \tag{45}
\]

Mismatches between observed and simulated GRVs are handled similarly, based on a tolerance of 20 km/s rather than the actual HRV measurement uncertainty. This is because I do not expect the model to be much more accurate as a representation of \( \Lambda \)CDM considering the level of scatter about the Hubble flow in more detailed cosmological simulations of the paradigm (Aragon-Calvo et al. 2011). As the observational uncertainty \( \sigma_{v_{\text{obs}}} \) is always much smaller than this, the effect of raising it to 20 km/s is similar to setting \( \sigma_{v_{\text{extra}}} = 20 \text{ km/s} \) in Equation 43. Either method handles modelling uncertainties by preventing the analysis from placing undue statistical weight on a very precisely observed galaxy.

Some LG galaxies have proper motion measurements. I made use of such data for M31, M33, the Large Magellanic Cloud (LMC), IC 10 and Leo I by adding a penalty to \( \chi^2 \) when simulated and observed values disagree. Observational proper motion error estimates are taken at face value.

Unlike in my 2D model, Equation 35 is no longer strictly enforced at the start of the simulation because this is difficult to achieve when integrating backwards. Instead, I penalise models which fail to enforce it.

\[
\Delta \chi^2 = \frac{\left( v - \frac{d}{d_\text{obs}} \right)^2}{\sigma_v^2} \tag{46}
\]

Based on present-day deviations from the Hubble flow (Figure 16), I assume that the typical peculiar velocity \( v_{pec} \) was \( \sigma_v = 50 \text{ km/s} \) when \( a = 0.1 \). This is a 1D measure which underestimates typical values of \( v_{pec} \) today. However, the nearly homogeneous state of the Universe at recombination (Planck Collaboration XIII 2016) implies that \( v_{pec} \) was typically smaller than today when my simulations started.

I do not fix the masses of any simulated galaxies which are treated as massive (Table 4). The prior used prefers a particular mass based on assuming \( M/L \) is 50× the Solar value \( \left( \frac{M}{L_\odot} \right) \) in the near-infrared K-band (Tully et al. 2013). Observational estimates of the luminosity \( L_K \) in this band are based on a particular distance to each target. If the simulated distance is lower, then the model implies that the target is likely closer to us and thus intrinsically fainter for the same apparent magnitude. This makes it likely to be less massive. Accounting for this, I define a preferred mass estimate

\[
M_e \equiv 50L_K \left( \frac{M}{L_K} \right)_\odot \left( \frac{d_{\text{model}}}{d_{\text{obs}}} \right)^2 \tag{47}
\]

Using a different mass \( M \) incurs a \( \chi^2 \) penalty of

\[
\Delta \chi^2 = \left( \frac{\ln \left( \frac{M}{M_e} \right)}{\ln 1.5} \right)^2 \tag{48}
\]

For the MW and M31, there is no a priori preference towards any particular mass for either galaxy. However, a particular ratio between their masses is preferred. This is the ratio of their \( M_e \) values.

\[
\Delta \chi^2 = \left( \frac{\ln \left( \frac{M_{MW}}{M_{M31}} \right)}{\ln 1.25} \right)^2 \tag{49}
\]

The model now has too many parameters to permit a grid search through them. Thus, I focus on results from the best-fitting 3D model, which I obtain by minimising \( \chi^2 \) using a downhill-seeking walk through parameter space (Peebles et al. 2011, section 2.2). Each parameter \( A \) is varied by a small amount \( \Delta A \) in an attempt to reduce \( \chi^2 \). If this does not happen, then the algorithm restores the previous solution and reverses \( \Delta A \) while also reducing its magnitude.
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This is necessary because the increase in $\chi^2$ is often due to overshooting the minimum.

$$\Delta A \rightarrow -\frac{1}{2} \Delta A \quad (\chi^2 \text{ increased})$$  \hfill (50)

When a parameter adjustment reduces $\chi^2$, I accelerate the convergence by setting

$$\Delta A \rightarrow \frac{5}{4} \Delta A \quad (\chi^2 \text{ decreased})$$  \hfill (51)

To avoid the parameter adjustments being too large or too small, a cap is imposed on $|\Delta A|$ such that

$$\left| \frac{\Delta A}{A} \right| < 10^{-1}$$  \hfill (52)

I assume the process has converged once $|\Delta A| < 10^{-5}$.

5.3 Results and discussion

A comparison between my best-fitting 2D and 3D models is complicated somewhat by the latter having many more degrees of freedom. In particular, it is not required to match the observed distances of LG galaxies. This allows it to place a galaxy further away than observed, increasing its predicted GRV and better explaining a very high observed GRV. I handle this by applying a correction to the predicted GRV of each galaxy based on how its simulated distance differs from the observed value. Thus, I set

$$GRV_{\text{model}} \rightarrow GRV_{\text{model}} + (d_{\text{obs}} - d_{\text{model}}) \alpha H_0$$  \hfill (53)

$$\alpha \equiv 1 \frac{dv}{H_0} \frac{\text{d}v}{\text{d}r}$$  \hfill (54)

I use $\alpha = 1.5$ because this provides a reasonable description of how radial velocities $v_r$ depend on distances within the LG (Figure 16). At long range, $\alpha = 1$ but within the LG, gravity from the MW and M31 becomes important. Thus, an object further from them has been decelerated less by their gravity. Consequently, its radial velocity will be higher than for the more nearby object by a greater amount compared with a homogeneously expanding Universe. Neglecting projection effects (which become small a few Mpc from the LG), it is clear that $\alpha$ should slightly exceed 1.

In Section 4, I added an extra dispersion term $\sigma_{\text{extra}}$ to Equation 43 and then marginalised $\sigma_{\text{extra}}$ over other variables to obtain its probability distribution. The most likely value (using the optimal LMC mass) was 40.43 km/s. Using the same target galaxies, the rms dispersion in $\Delta GRV$ with respect to the best-fitting 2D model is 40.65 km/s, almost exactly the same. This suggests that the two statistics are very similar, even though the former uses integration over model parameter space while the latter is based on just one model. Thus, the rms $\Delta GRV$ of the best-fitting model should provide a very good guide to the results of a more thorough statistical analysis attempting to pin down how inaccurate each model is as a representation of the data. To draw conclusions about the validity of $\Lambda$CDM, this would then have to be compared with how accurately the models can be expected to represent $\Lambda$CDM.

After obtaining corrected GRV predictions for my 3D model using Equation 53, I subtracted them from observed GRVs (Equation 42) to obtain a list of $\Delta GRV$s. The rms of these $\Delta GRV$s is then found for a range of plausible assumptions regarding $\alpha$ (Figure 17). For comparison, I also show the result of the same calculation for my best-fitting 2D model using the same target galaxies. This model requires an extremely precise match between their simulated and observed distances, making the result independent of $\alpha$. Although it was technically difficult to operate the 3D model in this way, one can gain a conservative lower bound on the rms value of $\Delta GRV$ had this been done by setting $\alpha = 0$ in Equation 53. This corresponds to taking the GRV predictions of the 3D algorithm at face value, even though it has some flexibility with distances. Removing this flexibility can only worsen the agreement between predicted and observed GRVs.

With $\alpha$ irrelevant for the 2D model, its main uncertainty is whether Cetus and DDO 216 should be included in the analysis as they are very discrepant with this model.

Table 5. $\Delta GRV$s with respect to my 3D model for the 5 LG galaxies with the most positive and negative $\Delta GRV$s (excluding NGC 404 and Leo P due to large distance uncertainties). Errors are estimated using Equation 43. The LG barycentre is put almost exactly at the MW-M31 mid-point (Table 6). Errors in the distance from there are obtained from those on heliocentric distances in the usual way. Notice how the tails of the $\Delta GRV$ distribution are rather asymmetric, as shown in Figure 18.
suggest that they should not be included as they are quite close to M31. Unlike in the 2D case, excluding them from the 3D analysis hardly affects its rms value of $\Delta GRV$ (this rises to $\sim 0.7$ km/s), which then greatly exceeds the 2D result for the same sample. Even if these galaxies are included in both models, any value of $\alpha > 1.1$ implies that the rms $\Delta GRV$ is larger in the 3D analysis. Thus, modelling the lg in 3D does not alleviate the discrepancy with $\Lambda$CDM first highlighted using my 2D model (Section 4). In fact, the discrepancy is slightly worse in the 3D case.

To better characterise this discrepancy, the residuals between model predictions and observations ($\Delta GRV$s) are shown as a histogram in Figure 17. These results show a similar pattern to my 2D results (Figure 14) in that the $\Delta GRV$ distribution for galaxies with $\Delta GRV < 0$ (shown in blue) can broadly be understood using a Gaussian of width $25$ km/s, a reasonable estimate of the modelling uncertainty (e.g. due to neglecting interactions between LG dwarfs). The only exception is NGC 4163, a very distant LG galaxy whose observed GRV is much lower than nearby galaxies at similar heliocentric distances in the Canes Venatici I cloud (Makarov et al. 2013, table 2). NGC 4163 may have been flung towards the LG by a close interaction outside it that was not captured by my model.

Unlike galaxies with $\Delta GRV < 0$, those with $\Delta GRV > 0$ (shown in red) have a $\Delta GRV$ distribution completely different from a $25$ km/s Gaussian. This discrepancy is not due to just one galaxy. To emphasise this, I use Table 5 to list the five galaxies with the highest and lowest (most negative) $\Delta GRV$s compared to my best-fitting 3D model. The inferred LG parameters in this model are given in Table 6, which compares the results to those of my best-fitting 2D model. Neither model matches LG observations particularly well.

As discussed in Section 4, the kinematics of the HVGs might be due to enhanced gravitational slingshot interactions with the MW and M31 around the time of their flyby. If this is correct, $\Delta GRV$ should be larger for galaxies further from the LG. A trend of $u$ towards the LG (dashed line), suggesting a MW-M31 flyby $\sim (H_0 + u)^{-1} = 8$ Gyr ago. This is roughly when the MW-M31 flyby is expected to have taken place in MOND (Zhao et al. 2013) and when the Galactic thick disk formed (Quillen & Garnett 2001). In Section 6, I consider other patterns that would be expected in this scenario.

| Table 6. The parameters of my best-fitting axisymmetric (2D) and 3D models. $q_{LMC}$ is the LMC mass as a fraction of the MW mass, which I take to include the LMC.
| Parameter | Meaning & units | Best-fitting | Best-fitting |
|-----------|----------------|--------------|--------------|
| $M$       | LG mass, $10^{12} M_\odot$ | 2.756 | 4.088 |
| $q_{MW}$  | $M_{LMC} / M_{MW}$ | 0.356 | 0.497 |
| $q_{LMC}$ | $M_{LMC} / M_{MW}$ | 0.157 | 0.099 |
| $v_{c,0}$ | LSR speed, km/s | 239 | 223.0 |
| $v_{f,M31}$ | $v_s$ of M31, km/s | 225 | 240.3 |
| $d_{M31}$ | Distance to M31, kpc | 783 | 707 |
| $M_{Cen A}$ | Cen A mass, $10^{12} M_\odot$ | 4 | 5.883 |
| $U_0$ | Components of the Sun | 14.1 | 11.1 |
| $V_0$ | non-circular motion of the Sun | 14.6 | 12.2 |
| $W_0$ | Sun in the MW, km/s | 6.9 | 7.2 |
| $H_0$ | Hubble constant | 67.3 | 70 |
| $\Omega_m,0$ | Present matter density in the Universe | 0.315 | 0.27 |

Figure 17. The root mean square value of $\Delta GRV$ for my best-fitting 2D (black) and 3D (red) models as a function of $\alpha$, which governs how 3D model predictions are adjusted to put them on an equal footing with my 2D model (Equation 53). The adjustment is unnecessary for the latter. This model is likely unreliable close to M31 as it lacks M33, making its predictions for Cetus and DDO 216 unreliable. Results including these galaxies (solid black) and without them (dashed black) are shown. In the 3D model, removing them increases the results by only $\sim 0.7$ km/s, thus leaving them almost unchanged. This model treats the LG as empty apart from a few point masses. Using a similar assumption in my 2D models would reduce the rms value of $\Delta GRV$ by $\sim 6$ km/s (not shown).
measurements (Dalcanton et al. 2009; Jacobs et al. 2009). For NGC 4163, I use a less accurate distance of 2.404 (Dalcanton et al. 2009) and Leo P (McQuinn et al. 2015).

I try and understand them using a MOND model of the LG observations (Section 6.1). As this still leaves several HVGs, I consider how to test this statistically in Section 6.3 and conduct this test in Section 6.3.2, where I also consider other properties of the HVGs in this scenario (Table 9).

6 A PLANE OF HIGH-VELOCITY GALAXIES ACROSS THE LOCAL GROUP (Banik & Zhao 2018b)

Section 5 confirmed my earlier result (Section 4) that the LG has several galaxies with unusually high radial velocities compared to ΛCDM expectations. In this section, I revisit that analysis with a more thorough search for model parameters and dwarf trajectories that agree better with observations (Section 6.1). As this still leaves several HVGs, I try and understand them using a MOND model of the LG (Section 6.2). A past MW-M31 flyby could yield HVGs at roughly the observed radial velocities, but it would tend to concentrate the HVGs within a particular plane. I consider a fast-moving MW/M31, I refine the LG timing argument to my 2D model of the LG (Figure 14), with the blue bump near 130 km/s caused by NGC 4163. Otherwise, the galaxies with ∆GRV < 0 (solid blue) are well described by a 25 km/s Gaussian (dashed line). This is not the case for galaxies with ∆GRV > 0 (solid red).

now done by applying gradient descent to all model parameters, as described in Section 6.3.1. To maximise the chance of matching observations, I ran a grid search through the trajectories of all the dwarf galaxies (treated as test particles). As explained in Section 5.1, trajectories were solved by relaxing an initial guess towards a solution that satisfies the equations of motion. The initial guess has the co-moving position varying linearly with α. Each dwarf’s current vpec was varied over a 3D grid of possibilities, giving the algorithm a much better chance of finding close encounters that might otherwise get missed if the initial trajectory went nowhere near the spacetime location of the encounter. Thus, the grid search is complementary to gradient descent, which can find the minimum more precisely but is more prone to finding a local minimum rather than the true global minimum.

As some improvements were indeed found in this way, I repeated the gradient descent stage and the grid search in an alternating manner until the algorithm converged (i.e. the grid search did not further reduce χ²). This process took a few days and yielded reliable trajectories for all simulated galaxies – their present positions and velocities were almost perfectly recovered compared to a forward integration using

Figure 18. Histogram of ∆GRV’s with respect to my 3D model, shown separately according to the sign of ∆GRV. The area of each square corresponds to 2 galaxies. A similar pattern emerges to my 2D model of the LG (Figure 14), with the blue bump near 130 km/s caused by NGC 4163. Otherwise, the galaxies with ∆GRV < 0 (solid blue) are well described by a 25 km/s Gaussian (dashed line). This is not the case for galaxies with ∆GRV > 0 (solid red).

Figure 19. The ∆GRV of each target galaxy is shown against its distance from the LG barycentre. Parameters of the models used are given in Table 6, with the best-fitting ones used for the relevant number of dimensions in each model. Errors shown tend to be anti-correlated because a larger distance to a target increases its predicted GRV, reducing its ∆GRV.

6.1 Revisiting the Local Group in ΛCDM

To better identify which galaxies may have been flung out by a fast-moving MW/M31, I refine the LG timing argument analysis of Section 4. The input catalogue is updated, with the main changes being a more accurate distance to NGC 404 (Dalcanton et al. 2009) and Leo P (McQuinn et al. 2015). For NGC 4163, I use a less accurate distance of 2.95 ± 0.07 Mpc to bracket the range between different Hubble-based measurements (Dalcanton et al. 2009; Jacobs et al. 2009).

The model is improved by relaxing the assumption that the flatline level of the MW rotation curve vLM, MW is equal to its amplitude vpec at the position of the Sun. Instead, I let vLM, MW vary with a prior of 205 ± 10 km/s (McGaugh 2016a) while vpec is fixed at 232.8 km/s (McMillan 2017). The time resolution is improved 10× so that the history of the Universe since redshift 9 (α = 0.1) is covered with 5000 steps, allowing for a much better handling of close encounters.

I also improved the χ² minimisation procedure, which is
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the fourth-order Runge-Kutta method with 10× finer resolution (maximum errors of 9 pc and 16 m/s, respectively).

Using equation 30 from Banik & Zhao (2017), I adjusted the predictions of this best-fitting model for the effect of tides raised on the LG by the Great Attractor (GA). This only slightly affects the results, which are shown in Figure 20. Compared to Section 4, the main difference is that Tucana is now consistent with ΛCDM expectations. Given modelling uncertainties, this applies to any galaxy, particularly unusual to find one with ∆GRV > 50 km/s.

Figure 20. The deviation ∆GRV of each target galaxy from my best-fitting ΛCDM model, shown against its distance from the LG barycentre. An adjustment is applied to account for tides raised by the Great Attractor (Banik & Zhao 2017, equation 30). If the model worked perfectly, then all galaxies would have ∆GRV = 0 as model predictions are subtracted. Given likely model uncertainties of ∼ 25 km/s (Aragon-Calvo et al. 2011), ΛCDM would thus find it difficult to explain galaxies with ∆GRV > 50 km/s. In the MOND scenario of a past MW-M31 flyby, the HVGs should broadly follow a trend of 50 km/s/Mpc (diagonal grey line) and reach distances up to ∼ 2 Mpc (Figure 22).

In the MOND flyby scenario, the HVGs passed close to the spacetime location of the MW-M31 flyby. Thus, the HVGs should follow a ∆GRV ∝ d relation of the sort marked on Figure 20. DDO 190 does not fit neatly into this picture. However, given 34 target galaxies, it would not be particularly unusual to find one with a ∆GRV as large as the 66 ± 7 km/s value for DDO 190 if the model uncertainty is taken to be 25 km/s (probability P = 12%). A second such instance would be unexpected (P = 0.8%). Bearing this in mind, I obtain the HVG sample listed in Table 7. This allows me to quantify the statistical properties of the HVGs and thereby better understand how their unusual kinematics arose (Section 6.3).

6.2 Simulating the Local Group in MOND

6.2.1 Governing equations

As in ΛCDM models of the LG, it is first necessary to obtain the MW-M31 trajectory. This is done by advancing them according to their mutual gravity supplemented by the cosmological acceleration term (e.g. Equation 36).

\[
\vec{r}_{rel} = g_{M31} - g_{MW} + \frac{a}{a} \vec{r}_{rel} \quad \text{where} \quad (55)
\]

\[
\vec{r}_{rel} \equiv r_{M31} - r_{MW} \quad \text{ (56)}
\]

\( \vec{r} \) is the position vector of galaxy \( i \) (MW or M31), at whose location the gravitational field (excluding self-gravity) is \( g_i \). All position vectors are with respect to the LG barycentre, which I take to be 0.3 of the way from M31 towards the MW. This is based on the MW rotation curve asymptotically reaching a flat level of ∼ 180 km/s (Kafle et al. 2012) while the equivalent value for M31 is ∼ 225 km/s (Carignan et al. 2006). In the context of MOND, this suggests that the mass of M31 is \((225/180)^4 \approx 2.3\times \) that of the MW (Equation 10).

To find the gravitational field \( g \) due to the MW and M31 at some position \( r \), I treat them as point masses and use the quasilinear formulation of MOND (QUeMOND, Milgrom 2010). In spherically symmetric situations, this yields identical forces to the more traditional quadratic Lagrangian formulation (AQUAL, Bekenstein & Milgrom 1984). Even in less symmetric systems, the forces differ by only a few percent (e.g. Banik & Zhao 2015b; Candlish et al. 2016). As discussed in Section 1.5, I use the ‘simple’ interpolating function between the Newtonian and deep-MOND regimes.

\[
g_N \equiv - \sum_{i=r_{MW,M31}} GM_i \frac{r - r_i}{|r - r_i|^3} \quad (57)
\]

\[
\nabla \cdot g \equiv \nabla \cdot \left[ \nu \left( \frac{g_N}{a_0} \right) g_N \right] \quad \text{where} \quad (58)
\]

\[
\nu(x) = \frac{1}{2} + \left[ \frac{1}{4} + \frac{1}{x} \right]^{-\frac{1}{2}}
\]

For an isolated point mass, \( g \) is given by Equation 8. In the more complicated axisymmetric situation relevant to this problem, I use direct summation to obtain \( g \) from its divergence.

\[
g(r) = \int \nabla \cdot g(r') \frac{(r - r')}{{4\pi |r - r'|}^2} \, d^3r' \quad (59)
\]

\( \nabla \cdot g \) is calculated out to almost 150 \( r_{rel} \), beyond which it should be very nearly spherically symmetric. Due to the shell theorem, it is unnecessary to consider \( \nabla \cdot g \) (or ‘phantom dark matter’) at even larger radii. As \( g \) is only determined out to 66.5 \( r_{rel} \), my results should be nearly free of edge effects. At larger distances, the MW and M31 are treated as a single point mass located at their barycentre, yielding \( g = v g_N \) (Equation 8).

Table 7. Galaxies considered HVGs based on Figure 20. The MW and M31 are shown here for reference.

| Galaxies included in the plane fit | Distance from MW-M31 midpoint, Mpc | ∆GRV, km/s |
|-----------------------------------|-----------------------------------|------------|
| Milky Way                         | 0.382 ± 0.04                     | NA         |
| Andromeda                         | 0.382 ± 0.04                     | 3.5 ± 9.1  |
| Sextans A                         | 1.624 ± 0.036                    | 96.1 ± 6.3 |
| Sextans B                         | 1.661 ± 0.037                    | 79.9 ± 6.0 |
| NGC 3109                          | 1.631 ± 0.014                    | 105.0 ± 5.3|
| Antlia                            | 1.642 ± 0.030                    | 59.7 ± 6.1 |
| Leo P                             | 1.80 ± 0.15                      | 79 ± 14    |
| KKH 98                            | 2.160 ± 0.033                    | 65.5 ± 9.1 |
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In general, the galaxies will not be on the Hubble flow at the start time of the simulations \( t_i \), when the cosmic scale-factor \( a_i = 0.05 \) and \( H \equiv H_i \). However, deviations from the Hubble flow are observed to be very small at early times (Planck Collaboration XXVII 2014). In order to satisfy this condition, I varied the total MW and M31 mass \( M \) using a Newton-Raphson root-finding algorithm to ensure that

\[
\dot{r}_{rel} = H_i r_{rel} \quad \text{when} \quad t = t_i \tag{60}
\]

The MW and M31 are not on a purely radial orbit. Their mutual orbital angular momentum prevents them from converging onto the Hubble flow at very early times. This is unrealistic as any non-radial motion must have arisen due to tidal\(^1\) torques well before the Big Bang. Thus, I take the MW-M31 orbit to be purely radial prior to their first turnaround at \( t \approx 3 \) Gyr. After this time, I assume their trajectory conserves angular momentum at its present value. This implies the MW-M31 angular momentum was gained near the time of their first turnaround, when their large separation would have strengthened tidal torques. At later times, the larger scale factor would weaken tidal torques, suggesting that these have a much smaller effect around the time of the second MW-M31 turnaround than the first.

The resulting MW-M31 trajectory is shown in Figure 21. With this information, \( g \) can be found everywhere within the LG at all times using Equation 59, assuming only these point masses are present in an otherwise homogeneous Universe.

Test particle trajectories can now be advanced using

\[
\dot{\mathbf{r}} = \ddot{a} \mathbf{r} + \mathbf{g} \tag{61}
\]

\[
\dot{r} = H_i r \quad \text{when} \quad t = t_i \tag{62}
\]

\(^1\) affecting the MW and M31 differently

Because the MW and M31 must have accreted matter from some region prior to the start of the simulation, I exclude all test particles starting within a distance \( r_{exc,i} \) of galaxy \( i \). This distance is determined by requiring that the excluded volume has as much baryonic matter as galaxy \( i \), taking the density of baryons to be the cosmic mean value. To obtain this, I assume baryons currently comprise a fraction \( \Omega_{b,0} = 0.049 \) of the cosmic critical density, which I found by taking \( H_0 = 67.3 \text{ km/s/Mpc} \) (Planck Collaboration XIII 2016, table 4). The cosmic baryon density can be estimated using Big Bang nucleosynthesis — only a narrow range of values is consistent with the primordial abundances of light elements like deuterium (Cyburt et al. 2016).

\[
Baryon density at t_i = \frac{4\pi}{3} r_{exc,i}^3 \times \frac{3H_i^2}{8\pi G} \Omega_{b,0} a_i^{-3} \equiv M_i \quad (\text{for} \ r_{exc,i}) \tag{63}
\]

To avoid the excluded regions overlapping, it is necessary that their sizes satisfy

\[
r_{exc,MW} + r_{exc,M31} \leq r_{rel} \quad \text{when} \quad t = t_i \tag{64}
\]

This inequality applies because \( r_{exc} \) is 77.7 kpc for the MW and 102.5 kpc for M31, leading to a total of 180.2 kpc — interestingly, this is just smaller than \( r_{rel} \) \( (t_i) \) \( = 182.1 \) kpc, suggesting that the two galaxies accreted matter from regions which just touched. This remains the case with a slightly different start time as \( r_{exc,i} \propto a_i \); similarly to \( r_{rel} \) \( (t_i) \) at such early times, both galaxies would follow the Hubble flow rather closely. However, this coincidence does not occur in \( \Lambda \)CDM, a model in which the excluded regions would very likely overlap (Banik & Zhao 2016, section 2.2.1).

\[\textbf{6.2.2 Results}\]

Figure 22 shows the distances and radial velocities of test particles with respect to the LG barycentre, colour-coded according to the orientation of their orbital plane relative to that of the MW-M31 orbit. This is quantified based on each particle’s specific angular momentum \( \mathbf{h} \), whose direction can readily be compared with the MW-M31 orbital pole \( \mathbf{\hat{h}}_{LG} \).

\[\mathbf{h} \equiv \mathbf{r} \times \dot{\mathbf{r}} \tag{65}\]

\[
\cos \psi \equiv \mathbf{\hat{h}} \cdot \mathbf{\hat{h}}_{LG} \tag{66}\]

For this section, the important feature is the upper branch of the Hubble diagram. Its upward slope arises because these particles must have passed close to the spacetime location of the MW-M31 encounter and gained a substantial amount of kinetic energy in what was essentially a 3-body interaction. Thus, for such particles to be further away from the LG now, they must have a larger outwards velocity.

\( \Lambda \)CDM also allows slingshot encounters with the MW and M31, but their fairly slow motion only allows them to fling galaxies out to \( \sim 1 \) Mpc from the LG. At this point, the upper branch of the Hubble diagram simply stops (Figure 12). Even in more detailed cosmological simulations of \( \Lambda \)CDM that include encounters with satellites of MW and M31 analogues, dwarf galaxies do not get flung out beyond this distance (Sales et al. 2007, figures 3 and 6). For MOND, the corresponding limit is \( \sim 2.5 \) Mpc due to the MW-M31 flyby, which therefore makes a dramatic difference to the Hubble diagram at distances of \( \sim 1 – 2 \) Mpc (Figure 22).

---

\( ^1 \) affecting the MW and M31 differently
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6.3 Statistical analysis

6.3.1 Finding the best-fitting plane

To quantify whether a set of galaxies is distributed anisotropically, it is necessary to define a measure of anisotropy and determine how unusual its value is. The statistic I used was $z_{r_{\text{rms}}}$, the rms of the minimum distances between the galaxies I consider and the best-fitting plane through them (i.e. the one that minimises $z_{r_{\text{rms}}}$). With respect to a plane having normal $\hat{n}$ and containing the vector $r_o$, the vertical dispersion is

\begin{align}
    z_{r_{\text{rms}}}^2 &= \frac{1}{N} \sum_{i=1}^{N} [(r_i - r_o) \cdot \hat{n}]^2 \quad (67) \\
    &= \hat{n} \cdot (\bar{r}n) \quad \text{where} \quad (68) \\
    I_{jk} &\equiv \frac{1}{N} \sum_{i=1}^{N} (r_i - r_o)_j (r_i - r_o)_k \quad (69)
\end{align}

The galaxies are at heliocentric positions $r_i$. The minimum of $z_{r_{\text{rms}}}$ is attained when $r_o = \frac{1}{N} \sum_{i=1}^{N} r_i$, corresponding to the geometric centre of the $N$ galaxies to which a plane is being fit. I find its best-fitting orientation $\hat{n}$ using a gradient descent method (e.g. Fletcher & Powell 1963). Issues of local minima are resolved by starting the gradient descent at whichever $\hat{n}$ yields the smallest $z_{r_{\text{rms}}}$ in a low resolution grid of possible directions for $\hat{n}$. Once the angular step size is below $0.006^\circ$, further iterations are stopped and I assume the algorithm has converged to an acceptable precision.

Applied to the major LG galaxies along with the HVGs except HIZSS 3 (full list in Table 7), this reveals that they define a rather thin plane whose parameters are given in Table 8. This allows a comparison between the $\Delta GRV$ of

| Quantity | Full sample | Without Antlia |
|----------|-------------|----------------|
| Galaxies in plane | 8 | 7 |
| Normal to plane | $[204.4^\circ]$ | $[206.6^\circ]$ |
| high $\Delta GRV$ galaxies | $[-30.1^\circ]$ | $[-31.8^\circ]$ |
| rms plane width, kpc | 101.1 | 101.9 |
| Aspect ratio (Eq. 71) | 0.0763 | 0.0750 |
| MW offset from plane | 224.7 | 195.4 |
| M31 offset from plane | -0.6 | -12.8 |
| Angle of M31 line with plane | $16.2^\circ$ | $14.9^\circ$ |

Table 8. Information about the plane best fitting the galaxies listed in Table 7, with distances in kpc and plane normal direction in Galactic co-ordinates (latitude last). The last column shows how the results change if Antlia is removed from the sample as it could be a satellite of NGC 3109 (van den Bergh 1999).
in Section 6.3.1 to find the best-fitting plane through every combination of all HVGs but one as well as the MW and M31. The combination yielding the lowest $z_{rms}$ is considered the analogue of the observed galaxy system less HIZSS 3 for that particular randomly generated mock catalogue. The enforced inclusion of the MW and M31 is necessary because it would not make sense for them to lie far from a plane supposedly corresponding to their mutual orbital plane.

To check whether the particular choice of statistic affected my results, I also performed calculations where I selected the combination yielding the lowest aspect ratio $A$ rather than $z_{rms}$:

$$A = \frac{z_{rms}}{r_{rms}}$$

where

$$r_{rms} = \frac{1}{N} \sum_{i=1}^{N} |r_i - r_0|^2 = \text{trace}(I)$$

$r_{rms}$ is the rms distance of the galaxies from their geometric centre $r_0$. To get the rms extent of the system after projection into the best-fitting plane, I need to subtract $z_{rms}$ in quadrature. Dividing $z_{rms}$ by the result then gives a measure of the typical ‘vertical’ extent of galaxies out of this plane relative to their ‘horizontal’ extent within it. Identical probabilities would be obtained had I defined $A \equiv \frac{z_{rms}}{r_{rms}}$ instead, as long as it is defined in the same way for the actual HVGs and the mock sample in each MC trial. This is because $A$ is a monotonic function of $\frac{z_{rms}}{r_{rms}}$ with either definition. Moreover, both definitions yield very similar $A$ for a highly flattened structure.

In Table 9, I give the criteria which I used to determine whether the HVGs in each MC trial are distributed in an analogous way to observations. I choose these criteria so that they should be satisfied if the LG behaves similarly to my MOND simulation of it (Section 6.2). I consider one of the first two anisotropy-related criteria alongside both of the others. I used a toy model to crudely estimate the MW-M31 orbital pole required to explain the observed orientations of their satellite planes (Banik & Zhao 2018b, section 2.2). The MW-M31 orbital pole preferred by this toy model has only a small impact on my final results, which would be similar if the constraint it yields was not considered (Table 10).

If a past MW-M31 flyby is responsible for the unusual kinematics of the HVGs, then the plane they define should intersect the MW-M31 barycentre. I take this to be 0.3 of the way from M31 towards the MW for reasons discussed at the start of Section 6.2.1. This puts the MW-M31 barycentre 67 kpc from the best-fitting plane, a rather small offset from a plane with a radial extent of $\sim 1.3$ Mpc.

### 6.4 Results

Applying the criteria defined in Table 9 to 20 million MC trials based on my nominal sample of HVGs (Table 7), I obtained the results shown in Table 10. The uncertainties are found by repeating the MC trial using 4 different seeds for the random number generator, with each seed used for $5 \times 10^6$ trials. The variance between the results gave an indication of the uncertainty in the final result, which is a simple mean. I also estimated the error using binomial statistics. My final error estimate was based on whichever method gave a higher uncertainty (this was usually based}

---

1 adjusted for the Great Attractor using equation 30 of Banik & Zhao (2017)
on comparing different runs). In all cases, I determined the proportion of ‘successful’ MC trials to within a few percent. The direction criterion was met in ~417% of the trials and was the least problematic criterion. This is due to the rather wide range of orientations allowed for the plane best fitting the mock galaxies.

The plane of HVGs is offset from the MW-M31 barycentre by 67 kpc, which is rather small considering the extent of the HVG plane (∼1 Mpc). Thus, the ‘barycentre offset’ criterion in Table 9 is only met around 182% of the time.

By far the most important criterion is the requirement that all but one mock HVG define a plane with rms thickness smaller than observed. This criterion is met in only 5.2 ± 0.2% of the MC trials. Consequently, it is very unlikely (probability 1.48 ± 0.10%) that all three criteria are satisfied simultaneously. This remains a very unlikely situation despite various changes to my modelling assumptions and choice of sample, for example if I change the anisotropy statistic (Table 11). Neglecting distance uncertainties altogether has little impact on the results, suggesting that they should be robust to future improvements in distance measurements. The most significant change occurs if Antlia is removed from my HVG sample as it could be a satellite of NGC 3109 (van den Bergh 1999). However, even this case yields a very low probability of 5.4%.

Table 9. Criteria used to judge whether a randomly generated population of galaxies is analogous to the observed HVG system. Only one of the first two criteria is used at a time. Note that the criteria are not all independent. For example, as the MW and M31 positions are fixed and my plane fitting procedure (Section 6.3.1) always considers them, the thinnest planes are likely to be obtained when these galaxies are close to the plane best fitting the HVGs. This makes it more likely that the ‘barycentre offset’ criterion is satisfied (compare corners of Table 10).

|  | Criterion | Meaning |
|---|---|---|
| Plane thickness | There must be a plane of HVGs with rms thickness (Equation 67) below that observed |
| Aspect ratio | There must be a plane of HVGs with aspect ratio (Equation 71) below that observed |
| Barycentre offset | Barycentre of MW and M31 (assuming 30% of total mass in MW) closer to plane than observed situation |
| Direction Normal | Normal to HVG plane closer than observed to expectation of toy model |

|  | Thickness | Direction | Barycentre offset |
|---|---|---|---|
| Nominal (physical thickness) | All | 1.48 ± 0.10 |
| Rotated | All | 1.51 ± 0.10 |
| Distances fixed | All | 1.45 ± 0.01 |
| Normal | HIZSS 3 | 0.41 ± 0.02 |
| Nominal Antlia | 5.17 ± 0.36 |
| Aspect ratio | All | 1.62 ± 0.01 |
| Aspect ratio | Antlia | 5.35 ± 0.02 |

Table 11. Monte Carlo trial-based probabilities in parts per thousand (%) of the HVG system (all galaxies in Table 7) matching various combinations of the criteria defined in Table 9. These criteria are used to determine if a mock HVG system is analogous to the observed system, using the method outlined in Section 6.3. When the same criterion appears in both the row and column headings, the result is the probability of matching that criterion alone, regardless of the others. The probability of all three criteria being met simultaneously is 1.48 ± 0.10%, which corresponds to the first row of Table 11.

Figure 25. Normal directions to the important LG planes, shown in Galactic co-ordinates. Assuming a past close MW-M31 flyby, I expect tidal torque from M31 to explain the misalignment between the orientation of the MW disk (small triangle) and its plane of satellites (large triangle). The effect of such torques is illustrated with an upward arrow. Tidal torque from the MW explains a similar misalignment for M31 (hexagrams used instead of triangles). My MOND-based toy model is able to reproduce these orientations fairly well if the MW-M31 orbital pole lies in the direction of the black dot with red rim (Banik & Zhao 2018b, section 2.2). This is reasonably consistent with the normal to the plane defined by the HVGs (diamond), though its sense of rotation is unknown. The proper motion of M31 has recently been measured (van der Marel et al. 2012b), suggesting a particular MW-M31 orbital pole (1σ allowed region shown as orange line). This must be orthogonal to the present direction towards M31. Unfortunately, at 2σ, any direction consistent with this requirement is allowed.

Figure 25 shows how the HVG plane I found fits into other LG structures. If the HVG plane can be identified with the MW-M31 orbital plane, then this constrains models of a past MW-M31 flyby attempting to match the observed orientations of their satellite planes (e.g. Bîlek et al. 2017).

To conclude this section, the LG has several galaxies with unusually high radial velocities in the context of ΛCDM. The spatial distribution of these HVGs is inconsistent with isotropy because they lie rather close to a well-defined plane. Thus, the spatial arrangement of the HVGs...
is similar to what would be expected in the MOND scenario where their unusual kinematics arose due to past gravitational slingshot interactions with the MW/M31 around the time of the MW-M31 flyby. In this scenario, the anisotropy arose because the LG dwarfs flung out at the highest speeds were those flung out nearly parallel to the motion of the perturber. If this is correct, the MW-M31 line should lie within the HVG plane. In reality, it is only 16° off the plane, a possible consequence of tides raised by large scale structure and other effects not included in my simplified MOND model of the LG.

7 THE ESCAPE VELOCITY CURVE OF THE MILKY WAY IN MODIFIED NEWTONIAN DYNAMICS (Banik & Zhao 2018a)

So far, I have used galaxies merely as tracers for a timing argument analysis or as light sources which are gravitationally lensed. This is because there is already an extensive literature on testing MOND with forces internal to galaxies using their rotation curves (e.g. Swaters et al. 2009; Famaey & McGaugh 2012; Papastergis et al. 2016). It is difficult to analyse the forces within external galaxies much beyond measuring their radial acceleration profile in this way. However, additional measurements are possible for the MW because individual stars are resolved more easily, meaning their proper motions are often available (e.g. Zacharias et al. 2017) in addition to their radial velocities (e.g. Kunder et al. 2017).

In this section, I focus on the Galactic escape velocity curve. Although MOND is often assumed to imply a \( r^{-1} \) force law towards a point mass (Equation 2), this is only true if the mass is isolated. Even if more distant masses impose a constant external gravitational field on a system, the non-linearity of MOND implies that this affects the internal forces within the system. This external field effect (EFE) arises because the theory is acceleration-dependent (Milgrom 1986, section 2g). Ultimately, the EFE and the inherent non-linearity of MOND are required by data indicating that the force towards a galaxy of mass \( M \) scales more nearly as \( \sqrt{M} \) rather than linearly with \( M \) (Figure 2).

To understand the EFE, consider a dwarf galaxy governed by MOND which has very low internal accelerations \( \ll a_c \) but is freely falling in the strong gravity \( \gg a_c \) of a distant massive galaxy. The overall acceleration at any point in the dwarf is rather high due to the dominant external field (EF) of the massive galaxy. Thus, the dwarf would obey Newtonian dynamics and forces in its vicinity would follow the usual inverse square law rather than Equation 2. This is true even if the EF is uniform across the dwarf i.e. there are no tidal effects. However, without the massive galaxy, the dwarf’s internal dynamics would be very non-Newtonian.

Realising that MOND with the EFE predicts potential wells of finite depth, Famaey et al. (2007) used an analytic method to estimate the Galactic escape velocity \( v_{\text{esc}} \) from the Solar neighbourhood. Similar results were later obtained by Wu et al. (2008) using a numerical solution to AQUAL. Their estimated \( v_{\text{esc}} \) agrees reasonably well with later measurements based on high-velocity MW stars (Piffl et al. 2014). Recently, a similar technique was used to measure \( v_{\text{esc}} \) over a wide range of Galactocentric radii \( (8–50 \text{ kpc}, \text{Williams et al. 2017a}) \). This work applied the method of Leonard & Tremaine (1990) to a variety of tracers detected in the ninth data release of the Sloan Digital Sky Survey (SDSS, Ahn et al. 2012). This section focuses on calculating the expected \( v_{\text{esc}} \) in MOND at these positions for a range of plausible Galactic mass models, bearing in mind constraints from the Galactic rotation curve (McGaugh 2016a).

7.1 Method

As in Section 6.2.1, the gravitational field of the MW is determined using Equation 59. The main complication is in calculating \( g_N \) accurately because the MW can no longer be treated as a point mass. The EF also has to be included. To avoid a total breakdown of symmetry in the problem, I assume the EF is aligned with the symmetry axis of the MW disk. The true EF direction may well be different, but this is expected to have only a very small effect on the results (Banik & Zhao 2018a, section 4.3).

The MW is assumed to consist of a hot gas corona surrounding two aligned and concentric infinitely thin exponential disks representing its gas and stellar components. Taking advantage of the fact that potentials superpose in Newtonian gravity, I simply add the potential of the corona to that of the other components. The corona is treated as a Plummer model (Plummer 1911) with mass \( M_{\text{cor}} \) and core radius \( r_{\text{cor}} \), yielding a corona potential at a Galactocentric distance \( r \) of

\[
\Phi_{\text{cor}} = -\frac{GM_{\text{cor}}}{\sqrt{r^2 + r_{\text{cor}}^2}}
\]

(73)

For the disk components, the superposition principle means that it is only necessary to solve for a single exponential disk. I take this to have unit scale length and \( GM \), scaling it up to the required values later. To determine the Newtonian potential \( \Phi_N \) of this mass distribution \( \rho_0 (r) \), I numerically solve the Poisson equation

\[
\nabla^2 \Phi_N = 4\pi G \rho_0
\]

(74)

This is done using successive over-relaxation in spherical polar co-ordinates (polar angle \( \theta \)). Further details are provided in appendix A of Banik & Zhao (2018a), which explains the discretisation scheme and convergence criteria.

To include the EF, I add the contribution from the Newtonian EF \( g_{N,\text{ext}} \). This is what the EF would have been in Newtonian gravity. I assume the spherically symmetric MOND relation between it and the actual EF \( g_{\text{ext}} \),

\[
\Phi_N \rightarrow \Phi_N - r \cdot g_{N,\text{ext}} \quad \text{where} \quad g_{\text{ext}} = \nabla \Phi_N
\]

(75)

\[
\nu \left( \frac{g_{N,\text{ext}}}{a_0} \right) g_{N,\text{ext}} = g_{\text{ext}}
\]

(76)

Once all component potentials have been appropriately scaled according to the parameters in Table 12, it is easy to add them and thereby determine \( g_{\text{ext}} = -\nabla \Phi_N \). As in Section 6.2.1, I then determine \( \nabla \cdot g \) using Equation 58 and apply direct summation (Equation 59) to obtain \( g \) at positions of interest. Some small corrections are then applied for edge effects (Banik & Zhao 2018b, section 2.2) using analytic approximations that are asymptotically correct (Banik & Zhao 2015b). I found the escape velocity \( v_{\text{esc}} \) by integrating the radial component of \( g \) along a radial transect.
out to infinity. The nominal MW model used is designed to be consistent with its observed rotation curve in a MOND context (McGaugh 2016a, table 1 model Q4ZB), though I also consider several hundred other models.

### 7.2 Results

I begin by showing the circular and escape velocity curves of the MW with my nominal values for the MW stellar and gas disk masses (Figure 26). For comparison with observations, I fit a power-law model to \( v_{esc} \) over the radial range 10–50 kpc. This assumes that

\[
v_{esc}(r) \propto r^{-\alpha}
\]

Power-law fits become linear when considering the logarithms of both variables. Thus, if \( y \equiv \ln v_{esc} \) and \( x \equiv \ln r \) are lists of size \( N \), then

\[
\alpha = -\frac{\sum_{i=1}^{N} x_i y_i}{\sum_{i=1}^{N} x_i^2}, \quad \text{where (78)}
\]

\[
x \equiv x - \frac{1}{N} \sum_{i=1}^{N} x_i, \quad (\bar{y} \text{ defined analogously}) (79)
\]

\( v_{esc}(r) \) can be described rather well as a power law over the range \( r = 10–50 \) kpc (Figure 26). For a range of models, I determine the best-fit slope \( \alpha \) and Solar circle normalisation for comparison with observations. It is unclear exactly which Galactic polar angles \( \theta \) the observations of Williams et al. (2017a) correspond to, but most likely a range of angles is used in order to get enough of the relatively rare high-velocity stars that are necessary for an escape velocity determination. I show results within the disk plane (\( \theta = \frac{\pi}{2} \)) in Figure 27.

\( v_c,0 \) depends mainly on the disk surface density such that only the nominal value is able to correctly reproduce the observed LSR speed of \( v_c,0 \approx 235 \) km/s (McMillan 2017). However, I also consider the effect of scaling the surface density by factors of 0.8–1.4. Raising this factor by 0.1 increases \( v_c,0 \) by \( \approx 8 \) km/s.

Within the range considered, adjusting \( M_{star} \) affects \( v_{c,0} \) by \( \lesssim 5 \) km/s while adjusting \( r_{cor} \) has a smaller effect of \( \sim 1 \) km/s. At the Solar circle, the MW is effectively isolated – adjusting \( g_{ext} \) only affects \( v_{c,0} \) by \( \sim 4 \) m/s. These factors are more significant further from the MW, but the scarcity of tracers makes it difficult to directly measure \( g \) there. Fortunately, forces at large \( r \) affect the escape velocity \( v_{esc} = \sqrt{-2\Phi} \) near the Sun. A local \( v_{esc} \) measurement could thus constrain the MW gravitational field at large distances, with the appropriate analysis. One of this section’s objectives is to do just that, in a MOND context.

At the same \( r \), escape velocities are slightly larger within the MW disk plane as the MW matter distribution is concentrated towards this plane. Within \( \sim 100 \) kpc of the MW, this near-field effect is more important than the non-sphericity of the MW potential in the far-field EF-dominated region, where the MW exerts very little gravity in any case. However, beyond \( \sim 100 \) kpc, the latter effect dominates because the MW can be considered as a point mass (compare black and blue curves in Figure 26). As shown by Banik & Zhao (2015b), this leads to a deeper potential in the direction of \( g_{ext} \); i.e. along the disk axis in my axisymmetric models.

An important constraint on the true Galactic \( v_{esc}(r) \) curve arises because it is determined by the same potential \( \Phi \) that governs the rotation curve \( v_c(r) \).

\[
\frac{\partial}{\partial r} \left( \frac{1}{2} v_{esc}^2 \right) = -\frac{\partial \Phi}{\partial r} = -\frac{v_{esc}^2}{r}
\]

\[
\alpha \equiv -\frac{\partial \ln v_{esc}}{\partial \ln r} = \left(\frac{v_{esc}}{v_c}\right)^2
\]

![Figure 26. How the circular velocity of the MW (lower red curve) and its escape velocity (upper black curve) depend on position within its disk plane. The latter can be parameterised rather well as a power law (Equation 77) over the radial range 10–50 kpc (dashed green curve). At the same distance from the MW, its escape velocity is lower along its disk axis (thin blue curve) for points close to the MW due to the effect of its disk. However, this pattern is reversed at long range because the EF on the MW is assumed to align with its disk axis, deepening the potential in this direction (Banik & Zhao 2015b, equation 37). The model shown here uses the nominal disk masses in Table 12 and \( g_{ext} = 0.03 a_0 \), with the corona being as small and low-mass as possible.](image-url)
**Figure 27.** Escape velocity $v_{\text{esc}}$ from within the MW disk plane as a function of model parameters. The $x$-axis shows the value of $\alpha$ such that $v_{\text{esc}}(r) \propto r^{-\alpha}$ while the $y$-axis shows $v_{\text{esc}}$ near the Sun. The measured values of these quantities are shown as a red dot with black error bars towards the bottom right (Williams et al. 2017a). Each subplot has a fixed corona mass and scale length, with red tracks showing the effect of varying $g_{\text{ext}}$ with constant disk mass (vice versa for blue tracks). In each case, an inverted triangle is used to show the result when the parameter being varied has the lowest value considered while a star is used for the largest value. This is also shown by the arrows in the central subplot, which point towards higher values of the indicated parameter. I consider disk masses scaled from the nominal value by factors given in Table 12, where I also show the range in $g_{\text{ext}}$ that I try (values of all parameters are spaced linearly). The dashed red lines show the results for the nominal stellar and gas disk masses, which is required to obtain the correct $v_{\text{c,⊙}}$ (McGaugh 2016a, table 1 model Q4ZB). I assume $g_{\text{ext}}$ is aligned with the disk symmetry axis. Rotate 90° anti-clockwise for viewing.
If $v_{\text{esc}} = 232.8$ km/s (McMillan 2017), then $\alpha = 0.200$ for a local escape velocity of 521 km/s. This is entirely consistent with the observed value of 0.19 ± 0.05. It is clear that my calculated escape velocities are towards the upper end of the range allowed by observations. Thus, my analysis disfavours a hot gas corona. I have included one because XMM-Newton (Jansen et al. 2001) observations at a range of Galactic latitudes indicate that one is present (Nicastro et al. 2016). Their best-fitting model suggested that its mass is $2 \times 10^{10} M_\odot$ (see their table 2 model A) which is therefore the lowest value for $M_{\text{cor}}$ that I consider. Similarly to my analysis, the best fit to their observations was obtained for the lowest mass corona model they tried out, though substantially more massive halos are far from ruled out.

A hot gas corona would also cause ram pressure stripping effects on MW satellites containing gas. This is thought to explain the asymmetry of the Magellanic Stream (Hammer et al. 2015) and perhaps also the truncation of the LMC gas disk at a much shorter distance than the extent of its stellar disk (Salem et al. 2015). Those authors used this argument to estimate that $M_{\text{cor}} = 2.7 \pm 1.4 \times 10^{10} M_\odot$, consistent with other estimates.

Although my analysis is consistent with this, it prefers an even lower $M_{\text{esc}}$. I therefore considered lowering $M_{\text{esc}}$ all the way down to 0. As expected, this makes the MW $v_{\text{esc}}$ curve slightly more consistent with observations in terms of both its amplitude and its radial gradient (Figure 28).

The Galactic escape velocity curve (Williams et al. 2017a) is consistent with expectations in MOND based on a MW mass model that also explains its rotation curve (McGaugh 2016a, table 1 model Q4ZB). A fairly low mass corona is preferred, consistent with independent measurements (Nicastro et al. 2016, table 2 model A). It is presently difficult to use the Galactic $v_{\text{esc}}$ curve to meaningfully constrain how extended its corona is. Within the range considered, my analysis prefers a strong EF with $g_{\text{esc}} = 0.03 a_0$, a value also assumed by Famaey et al. (2007).

### 8.1 Beyond the Local Group

In Section 3, I discussed how measurements of the Moving Cluster Effect could help determine the collision velocity of interacting galaxy clusters like the Bullet Cluster and El Gordo (Ménart et al. 2012). Much faster collision velocities are expected in MOND (Candlish 2016). Confirmation of the high estimated collision velocity in the Bullet Cluster and discovery of even a small number of other similar systems could severely challenge ΛCDM (Kraljic & Sarkar 2015).

In this paradigm, close interactions between galaxies rapidly end in a merger (Privon et al. 2013) due to dynamical friction (Chandrasekhar 1943) between overlapping DM halos. Without these halos, merger rates are expected to be much lower. Unfortunately, it is difficult to test this directly because there is a degeneracy between the frequency and visible duration of galactic interactions. Merger rates could be constrained through gravitational waves (GWs) emitted from merging supermassive black holes (SMBHs). Null detections using pulsar timing arrays are in some tension with the expected frequency of such events (Shannon et al. 2015).

The expected GW background is not expected to differ much depending on precisely how the progenitor black holes eventually merge, a question often called the ‘final parsec problem’. Either this occurs through dynamical friction against stars and gas, or this process becomes inefficient near the final parsec. In this case, SMBHs from several progenitor galaxies would orbit within a rather small region such that dynamical friction would effectively arise against this population of objects – SMBHs would interact with each other (Ryu et al. 2018). Moreover, those authors showed that a longer merging timescale would mean mergers typically occurred later and thus closer to the Earth, making for a stronger GW here. This nearly cancels the effect of fewer mergers occurring altogether (see their section 4.1.1). In any case, the GW background due to merging SMBHs ought to become detectable in the near future (Wang & Mohanty 2017), thereby constraining cosmological models. Indeed, existing measurements are already placing interesting constraints (NANOGrav Collaboration 2018).

As well as detecting these GWs directly, the momentum they carry could be detected indirectly because it ought to cause the remnant SMBH to recoil. Given that the first GWs to be detected carried off ~5% of the progenitor’s rest mass as energy (LIGO Collaboration 2016), the recoil could be significant if the GW emission is even slightly asymmetric. This would cause the SMBH to oscillate in the potential of its host galaxy, leading to an offset between the photometric centres of nearby elliptical galaxies and the positions of their central SMBH (often identifiable as an active galactic nucleus). Lena et al. (2014) searched for these offsets but found only small ($\lesssim 10$ pc) offsets. As frequent mergers are expected in ΛCDM, larger offsets should have been detected in some of the 14 cases considered. Moreover, even the small detected offsets
offsets were often aligned with the jet created by accretion onto the SMBH, suggesting that hemispherical asymmetries in its power are responsible for the observed offset (see their section 5.3).

Extending the analysis to more galaxies should give a better statistical understanding of whether significant SMBH-host galaxy offsets are common. More detailed modelling is required to understand what this implies about the merger rate of galaxies. If it is very difficult for the progenitor SMBHs to inspiral sufficiently for GW emission to become significant, then there should be galaxies with multiple ‘stalled’ SMBHs near their centre that could ultimately be revealed through detailed multi-epoch kinematic measurements (e.g. Wang et al. 2017). If instead the binary SMBH orbit ought to rapidly decay, then it will be important to understand whether the eventual merger is likely to cause asymmetric emission of GWs and thus a detectable recoil. Without a convincing explanation for why the GWs ought to be symmetric, continued null detection of large SMBH-galaxy offsets would strongly suggest a low major merger rate (depending on how efficiently the oscillations are expected to be damped).

Reduced dynamical friction between galaxies would allow close interactions at a much higher relative velocity. This could be tested by searching for galaxies with a high pairwise relative velocity but a small separation, such as might be the case for NGC 1400 and NGC 1407 (Tully et al. 2013; Tully 2015) and perhaps also for NGC 6050 and IC 1179. A small physical separation might be discernible from tidal features connecting the galaxies. This could also help prove that they were observed past pericentre, when dynamical friction between their DM halos should have slowed them down.

As well as the dynamics of the interacting galaxies themselves, an important issue is the properties of any tidal dwarf galaxies (TDGs) that form out of the encounter. As discussed in Section 1.6, it is critical to understand whether the acceleration discrepancy persists in such systems as it should not in ΛCDM (Wetzstein et al. 2007). This is precisely what was investigated by Gentile et al. (2007) based on observations of the NGC 5201 system (Bournaud et al. 2007). However, it was later realised that these TDGs formed rather recently, leaving them insufficient time to settle into dynamical equilibrium (Flores et al. 2016). Even so, detailed observations of much older TDGs remain a promising way to understand how the acceleration discrepancies arise. One possible target is the ~4 Gyr old TDG identified by Duc et al. (2014), which may well have settled into dynamical equilibrium by now. Another very promising set of targets are the members of the recently discovered satellite plane around Cen A (Müller et al. 2018).

### 8.2 Within the Local Group

Although some systems outside the LG would behave very differently in MOND and ΛCDM, the large distance to these systems makes it difficult to tell whether this is actually the case. This is why most of my thesis has focused on the LG, even though any signatures of MOND are likely to be more subtle.

One obvious way to test MOND within the LG is to simulate the MW-M31 flyby in more detail using N-body and (eventually) hydrodynamic models that incorporate MOND gravity. This is feasible using the Phantom of RAMSES algorithm (Lüghausen et al. 2015), an adaptation of the RAMSES algorithm widely used by astronomers (Teyssier 2002). Precisely this sort of simulation has recently been done (Bílek et al. 2017). It is important to search the parameter space more thoroughly to see if some model can explain the observed orientations of the MW and M31 satellite planes as arising from tidal debris expelled during their interaction.

I recently conducted an investigation along these lines with the help of a summer student I hired (Banik et al. 2018). Treating the MW and M31 as point masses, I considered a disk of test particles around each one and advanced their trajectories using a very similar method to that in Section 6.2. I tried out a range of MW-M31 orbital poles consistent with the small observed proper motion of M31 (van der Marel et al. 2012b). Unfortunately, this does not reliably constrain the orbital pole much beyond the fact that it must be orthogonal to the present direction in which we observe M31. Thus, I tried the full range of allowed directions and a range of MW-M31 tangential speeds, leading to a range of closest approach distances.

In each model, I looked at the distribution of tidal debris outside the disk plane of each galaxy but within 250 kpc. The orbital poles of particles in this ‘satellite region’ are shown in Figure 29, with each particle statistically weighted according to the mass it represents within the disk it originated in. Around each galaxy, the orbital poles show a clear clustering, as happens in most models. In the particular one shown, the preferred orbital poles align fairly well with the observed orientations of the MW and M31 satellite planes. Around the MW, the model also gets some material on orbits that are roughly counter-rotating with respect to the preferred rotation direction. This is interesting as the MW satellite Sculptor is counter-rotating within the MW satellite plane (Sohn et al. 2017).

My model does not get counter-rotators around M31, a prediction that could be tested with proper motions of its satellites within its satellite plane. In particular, the radial velocities of And XIII and And XXVII suggest that they may be counter-rotators. However, they could just be interlopers whose orbits take them far from the satellite plane. This seems quite feasible given that only about half of the M31 satellites lie within its satellite plane structure (Ibata et al. 2013). As discussed further in Banik et al. (2018), the model also gets a reasonable radial distribution of tidal debris and thickens the MW disk by a similar amount to its observed thickness. The LG mass needed to satisfy the timing argument (Equation 60) is similar to what the MW and M31 rotation curves imply, without assuming significant mass loss during their flyby. This occurs roughly when observations indicate the MW thick disk formed (Quillem & Garnett 2001). However, the MW-M31 orbital pole in the model is nearly 60° from the HVG plane identified in Section 6. This may be because the HVGs identified there are mostly from a single bound association that has now disrupted after a close passage with the MW or M31. Such a common origin would naturally explain the filamentary nature of the NGC 3109 association (Bellazzini et al. 2013). Thus, the orientation of the HVG plane might not be securely determined yet.
In addition to a past MW-M31 flyby, MOND also has more subtle consequences in the LG. One very interesting example is the EFE – the internal dynamics of a system should be affected by the constant EF in which it is embedded, even in the absence of tidal effects (e.g. Banik & Zhao 2015b). This violates the strong equivalence principle. Perhaps the most accurate current test of the EFE is the internal velocity dispersion \( \sigma \) of the recently discovered MW satellite Crater 2 (Torrealba et al. 2016). Without the EFE, \( \sigma \) should have been \( \sim 4 \) km/s in MOND but including the EFE (which is natural to MOND) reduces this to \( \sim 2.1 \) km/s (McGaugh 2016b), mainly because its internal accelerations are reduced by its rather large half-light radius of 1066 pc (McGaugh 2016b), which is radius-dependent. Thus, the Newtonian dynamical disk surface density should decline outwards in a different way to that of the visible MW baryons. Another test is based on accurately measuring the shape of the stellar velocity dispersion tensor several kpc from the Galactic disk plane, possibly near the Solar Circle.

Due to an effect similar to the MCE (Section 3), some constraints can be placed based on the plethora of DM substructure that ought to arise in MOND. The motion of a DM mini-halo between us and a pulsar would occasionally cause the observed period of the pulsar to decrease if such halos were sufficiently common. As pulsar periods generally increase, this has allowed interesting constraints to be placed on low-mass DM halos (Clark et al. 2016). Future pulsar timing observations could improve these constraints further, regardless of assumptions concerning whether DM undergoes self-annihilation. The precise particle nature of the DM is still somewhat relevant because if it is of a sufficiently low mass, then it would not form very low mass halos (Viel et al. 2013). However, such warm DM scenarios are strongly constrained by Lyman-\( \alpha \) forest data which reveals plenty of very low mass gas clouds that likely delineate low mass DM halos (Iršič et al. 2017).

MOND is an acceleration-dependent modification to gravity, so the transition from Newtonian to modified dynamics can arise at a much smaller length scale than the sizes of galaxies whose rotation curves originally motivated the theory. This is possible if one focuses on much lower mass systems. One such situation that has recently attracted some attention is wide binary stars (Hernandez et al. 2012). This is based on the MOND radius of the Sun being only 7000 AU (Equation 2), so two Sun-like stars separated by this distance or more should rotate around each other faster than expected in Newtonian gravity. In general, the actual rotation speed could exceed the Newtonian expectation by an arbitrarily large factor. However, in the Solar neighbourhood, the ‘external’ gravitational field from the rest of the Galaxy limits the boost to gravity that could be provided by MOND. With the simple interpolating function (Famaey & Binney 2005), this boost is up to a factor of 1.56.

Such an enhancement to the self-gravity of wide binaries should become detectable in the GAIA era (Scarpa et al. 2017). This issue was recently investigated in some detail by Pittard & Sutherland (2017), who showed that the prior distribution of orbital eccentricity and semi-major axis should not much affect the conclusions. Unbound wide binaries would disperse rather quickly – at typical orbital velocities of \( \sim \sqrt{\frac{GM}{r}} = 0.3 \) km/s, the separation should rise to 1 pc in only a few Myr. But wide binaries in the

**8.2.1 Within the Milky Way**

Several detailed tests of MOND should become possible with MW data collected by the GAIA mission (Perryman et al. 2001). One of these is based on the vertical force towards the MW disk at a range of Galactocentric radii (Bienaymé et al. 2009). MOND predicts that the vertical force is boosted by the local factor of \( \nu \), which is radius-dependent. Thus, the Newtonian dynamical disk surface density should decline outwards in a different way to that of the visible MW baryons. Another test is based on accurately measuring the shape of the stellar velocity dispersion tensor several kpc from the Galactic disk plane, possibly near the Solar Circle.

Due to an effect similar to the MCE (Section 3), some constraints can be placed based on the plethora of DM substructure that ought to arise in MOND. The motion of a DM mini-halo between us and a pulsar would occasionally cause the observed period of the pulsar to decrease if such halos were sufficiently common. As pulsar periods generally increase, this has allowed interesting constraints to be placed on low-mass DM halos (Clark et al. 2016). Future pulsar timing observations could improve these constraints further, regardless of assumptions concerning whether DM undergoes self-annihilation. The precise particle nature of the DM is still somewhat relevant because if it is of a sufficiently low mass, then it would not form very low mass halos (Viel et al. 2013). However, such warm DM scenarios are strongly constrained by Lyman-\( \alpha \) forest data which reveals plenty of very low mass gas clouds that likely delineate low mass DM halos (Iršič et al. 2017).

MOND is an acceleration-dependent modification to gravity, so the transition from Newtonian to modified dynamics can arise at a much smaller length scale than the sizes of galaxies whose rotation curves originally motivated the theory. This is possible if one focuses on much lower mass systems. One such situation that has recently attracted some attention is wide binary stars (Hernandez et al. 2012). This is based on the MOND radius of the Sun being only 7000 AU (Equation 2), so two Sun-like stars separated by this distance or more should rotate around each other faster than expected in Newtonian gravity. In general, the actual rotation speed could exceed the Newtonian expectation by an arbitrarily large factor. However, in the Solar neighbourhood, the ‘external’ gravitational field from the rest of the Galaxy limits the boost to gravity that could be provided by MOND. With the simple interpolating function (Famaey & Binney 2005), this boost is up to a factor of 1.56.

Such an enhancement to the self-gravity of wide binaries should become detectable in the GAIA era (Scarpa et al. 2017). This issue was recently investigated in some detail by Pittard & Sutherland (2017), who showed that the prior distribution of orbital eccentricity and semi-major axis should not much affect the conclusions. Unbound wide binaries would disperse rather quickly – at typical orbital velocities of \( \sim \sqrt{\frac{GM}{r}} = 0.3 \) km/s, the separation should rise to 1 pc in only a few Myr. But wide binaries in the

**Figure 29.** The distribution of orbital angular momentum directions (spin vectors) for tidal debris around the MW and M31 disks at the end of my best-fitting restricted N-body simulation of a past MW-M31 flyby (Banik et al. 2018). The mass units are arbitrary. **Top:** Results for the MW. Its disk spin vector points at the South Galactic Pole while the open pink circle shows the spin vector of its satellite plane. **Bottom:** Results for M31. I use open pink circles to show the observed spin vectors of its disk (lower left) and satellite plane (upper right).
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MOND sense are still much closer together than field stars in the MW, making for only a very small chance that two unbound stars would randomly be so close together in 3D. Also requiring a similar 3D velocity would reduce the contamination further, making the wide binary test a compelling way of constraining what law of gravity governs gravitational systems with accelerations typical of galactic outskirts.

The wide binary systems necessary for this test are expected to be quite common (Andrews et al. 2017). In fact, our nearest external star system consists of Proxima Cen-tauri (Proxima Cen) orbiting the close binary α Cen A and B at a distance of 13000 AU (Kervella et al. 2017). This puts the Proxima Cen orbit well within the regime where MOND would have a significant effect (Beech 2009, 2011). As well as suggesting that wide binaries ought to be common, even this single system could allow a direct test of MOND with the proposed Theia mission (Theia Collaboration 2017).

To see how this might work, I used an algorithm similar to that in Section 6.2.1 to model the orbit of Proxima Cen. I treated it as a test particle orbiting the much more massive α Cen A and B, which I considered as a single point mass of 2.043 M⊙ given that they are in a tight orbit separated by only ∼ 18 AU (Kervella et al. 2016). The EF was taken to be towards the Galactic centre and of a magnitude sufficient to maintain the observed v_{e,f} of 232.8 km/s, assuming the Sun is 8.2 kpc from the Galactic centre (McMillan 2017). As this is much larger than the distance to α Cen, it feels nearly the same g_{ext} as the Sun.

I used the gravitational field found in this way to integrate the orbit of Proxima Cen forwards, starting with the radial velocity and proper motion measurements in table 2 of Kervella et al. (2017). I also found the Proxima Cen trajectory in Newtonian gravity. In both cases, the observations are assumed to span a negligibly short fraction of the ∼ 500 kyr orbital period, allowing the force to be approximated as constant and the trajectory as parabolic.

The angular difference between the trajectories on our sky is shown in Figure 30. Unless the initial conditions are known exactly, the difference would actually be 1/2 of that shown because astronomers would try to fit the data using different initial conditions. Even so, a parabola can only be fit with a straight line for so long. Thus, if Theia is flown and achieves μas astrometric precision over a few years, it should be able to directly determine how much Proxima Cen accelerates towards α Cen A and B. This is because the acceleration is expected to be ∼ 40% higher in MOND compared to Newtonian dynamics, though it is only ∼ 0.6 in either case and thus very small.

In principle, the radial velocity v_r of Proxima Cen could also be used to distinguish these theories. However, a constant acceleration causes v_r to change linearly with time, whereas the position would respond quadratically. Thus, v_r would only differ by 0.5 cm/s between the models after a decade of observations. This would be very challenging to detect, making it a much less plausible test of MOND than using precise astrometry of Proxima Cen.

One possible complication with such tests is that an undetected exoplanet could also cause an extra acceleration. However, as perceived at Proxima Cen, the exoplanet is quite likely to be in a different direction than α Cen. Moreover, a short period exoplanet would show up in multi-epoch observations. This would not work with a sufficiently long period, but in this case the greater distance implies the exoplanet must be more massive and so more likely to be detected. This is especially true given our proximity to the exoplanet must be more massive and so more likely to be detected. This is especially true given our proximity to the system enlarging the angles involved, thus making it easier to achieve sufficient starlight suppression in the region of interest. If an anomalous acceleration was detected, then intensive observations could be taken in its direction from Proxima Cen.

In the long run, interstellar precursor missions should be able to test MOND directly as v_{ext} ≈ 1.5 in the Solar neighbourhood due to the rest of the MW. Thus, a Cavendish-type experiment performed > 10 kAU from the Sun should yield rather different forces in MOND than for a similar experiment on the Earth. Alternatively, laser ranging measurements to a spacecraft at such a distance could be used to directly constrain the gravity exerted on it by the Sun (Christian & Loeb 2017). The Breakthrough Starshot initiative plans to send spacecraft to much larger distances and thus explore the nearest stars (Merali 2016). Testing MOND may provide a valuable incentive for interstellar precursor missions that only reach a few percent of this distance.

For such tests to be accurate, the non-gravitational accelerations would need to be constrained as these were important in the case of the Pioneer anomaly — this probably arose due to anisotropy of radiation emitted by the spacecraft (Tyuryshev et al. 2012). As any on-board computations

---

1 The exact ratio will depend on spacecraft performance and other factors. I assumed the fit to data would be designed to minimise its χ² with respect to observations taken at regular intervals with equal accuracy. In this case, the best linear fit to the parabola y = x² over the range 0 – 1 is given by y = 1/2 x.

Figure 30. Difference in sky position of Proxima Cen depending on whether Newtonian gravity or MOND governs its orbit about α Cen A and B. The same initial conditions are used for both trajectories (Kervella et al. 2017, table 2). The difference in right ascension has been scaled by the cosine of the declination so it corresponds to an actual angular difference. The total angular difference grows quadratically with time and is 7.18 μas after 10 years. Astronomers might try to fit the data by varying the initial conditions, in which case the angular differences would be ∼ 1/4 that shown here. 1
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require energy to be radiated, such effects can’t be completely avoided. Although they could perhaps be reduced, it is almost certainly necessary and quite feasible to have an on-board accelerometer that accurately measures such non-gravitational accelerations (Lenoir et al. 2011). Combined with tracking data, this could allow rather sensitive tests of gravity.

### 8.3 Extensions to the basic MOND paradigm

The MOND paradigm may need further modification to satisfy all observational constraints. It has been suggested that an additional sterile neutrino species with an 11 eV mass could resolve outstanding issues of MOND at the galaxy cluster scale (Angus et al. 2010) and with the cosmic microwave background radiation (Angus 2009). This hot DM model gets the large scale structure of the Universe approximately correct, but has difficulty matching the detailed shape of the matter power spectrum at galaxy cluster scales (Angus & Diaferio 2011). Interestingly, recent structure growth measurements reveal some tension with ΛCDM that may be reduced if at least some of its DM was dynamically hot (Nessers et al. 2017).

Other hybrid MOND-DM approaches have also been considered, for instance the superfluid DM model (Khoury 2016). It suggests that galaxies are surrounded by DM halos which cause additional non-gravitational forces between the baryons mediated by phonons in the superfluid DM. This can naturally reproduce the RAR. Even purely baryonic satellites of the MW within its DM halo would behave as if they were governed by MOND. However, the large extent of the MW and M31 satellite planes means that the model faces similar issues to ΛCDM — the more distant satellite plane members would still be Newtonian. Moreover, superfluid DM only creates an extra non-gravitational force on baryons, making it unclear how the theory can explain galaxy-cluster weak lensing measurements that are consistent with light deflection governed by the RAR but not by standard gravity of the baryons alone (Milgrom 2013). Although the normal gravitational effect of the superfluid DM would make it act similarly to ΛCDM on large scales, its distribution would need to be rather finely tuned to satisfy Equation 11 and avoid radii where the deflection angle undergoes a Keplerian decline before rising again due to the DM halo. In fact, this may be a problem for ΛCDM (e.g. Faber & Gallagher 1979), motivating some workers to consider adjusting the basic paradigm (e.g. Kamada et al. 2017).

Given these difficulties, it is entirely possible that the empirical MOND equations need further modification. As the cluster-scale issues faced by MOND (Sanders 2003) arise in regions with a deep potential well, it has been suggested that the gravitational potential affects the acceleration parameter \( a_0 \) (Zhao & Famaey 2012). This theory of extended MOND (EMOND) can be tuned to match galaxy and cluster-scale observations fairly well (Hodson & Zhao 2017). Further work could help determine if EMOND is consistent with the internal dynamics of galaxies in cluster environments, where the local value of \( a_0 \) should be higher than in more isolated field galaxies.

MOND is an empirical theory whose more fundamental basis (if any) could help reconcile issues faced by its current formulation. One approach to understanding why MOND arises at all is the emergent gravity theory (Verlinde 2017). Although it is underpinned by some interesting theoretical ideas, the model faces difficulty explaining the observed RAR (Lelli et al. 2017a). A decisive test of the theory should be possible in the near future because it predicts extra perihelion precession of Solar System planets, especially Mars (Iorio 2017).

Originally, MOND was formulated as a non-relativistic theory (Bekenstein & Milgrom 1984). It can be embedded within a relativistic framework (Bekenstein 2004), a very relevant exercise in light of recent GW detections (LIGO Collaboration 2016). Expecting these results, GW propagation in MOND was briefly explored by Milgrom (2014), though of course further work would be highly relevant. It is particularly important to check whether relativistic MOND theories are consistent with GWs propagating at speeds very close to the speed of light, as required to explain recent observations of GW170817 (Virgo & LIGO Collaborations 2017). Perhaps MOND can’t be reconciled with these observations (Chesler & Loeb 2017). It is unclear whether their arguments rule out particular relativistic generalisations of MOND or the paradigm in its entirety. As MOND was originally formulated to deal with non-relativistic systems (galaxies), the former seems more likely. However, only time will tell if it is possible to formulate MOND in a way consistent with special relativity and the near-simultaneous arrival of GWs and their electromagnetic counterpart. Even if this is possible, the galaxy cluster and larger scale issues faced by MOND may yet prove its undoing.

### 9 CONCLUSIONS

In this thesis, I explored several situations within and beyond the Local Group (LG) that are likely to reveal behaviour characteristic of MOND if it is correct. I began by considering how galaxy cluster collision velocities could be measured more accurately to search for a high-velocity tail not expected in ΛCDM but expected if gravity is enhanced at long range (Section 3). Despite possible differences of several hundred km/s, the large distance to such systems makes it difficult to determine their kinematics. Thus, the remaining contributions in this portfolio focus on the LG.

In Section 4, I described a ΛCDM dynamical analysis of the LG that treated it as axisymmetric about the MW-M31 line. This revealed several galaxies with much higher radial velocities than expected. I suggested that these HVGs were flung out by the MW/M31 around the time of their past close flyby, an event which would have happened in MOND (Zhao et al. 2013) but not ΛCDM due to dynamical friction between their DM halos (Privon et al. 2013).

In Section 5, I used an algorithm provided by one of the founders of the ΛCDM paradigm (Peebles) to address the issue of whether it really faces difficulty explaining the kinematics of LG dwarfs. The main difference was that the algorithm used a full 3D model, allowing rigorous consideration of tides raised by external galaxies and galaxy groups within 10 Mpc. Despite using a different algorithm written by different people in different programming languages, my conclusions remained broadly similar and were confirmed in a similar analysis by Peebles (2017). Such HVGs do not easily arise in cosmological simulations due to interactions...
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