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Abstract

The aspect-based sentiment analysis (ABSA) is a fine-grained task that aims to determine the sentiment polarity towards targeted aspect terms occurring in the sentence. The development of the ABSA task is very much hindered by the lack of annotated data. To tackle this, the prior works have studied the possibility of utilizing the sentiment analysis (SA) datasets to assist in training the ABSA model, primarily via pretraining or multi-task learning. In this article, we follow this line, and for the first time, we manage to apply the Pseudo-Label (PL) method to merge the two homogeneous tasks. While it seems straightforward to use generated pseudo labels to handle this case of label granularity unification for two highly related tasks, we identify its major challenge in this paper and propose a novel framework, dubbed as Dual-granularity Pseudo Labeling (DPL). Further, similar to PL, we regard the DPL as a general framework capable of combining other prior methods in the literature (Rietzler et al., 2019; Bai et al., 2020). Through extensive experiments, DPL has achieved state-of-the-art performance on standard benchmarks surpassing the prior work significantly (Liu et al., 2021).

1 Introduction

1.1 Aspect-based Sentiment Analysis

The aspect-based sentiment analysis (ABSA) task aims to recognize the sentiment polarities centered on the considered aspect terms occurring in the sentence. The establishment of the ABSA task echoes the long-standing literature of conventional sentence-level sentiment analysis (SA). For instance, as shown in Figure 1, a normal ABSA data annotation tags sentiment score on specific aspect terms in the sentence, like “surroundings” as positive and “food” as negative. Meanwhile, in the conventional sentence-based sentiment analysis, the whole sentence is labeled as negative at a coarser granularity.

Due to its much finer granularity, the annotation cost is significantly higher than its conventional counterpart. Essentially, many of the existing SA datasets (He et al., 2018) can be crawled and curated straightforwardly from the review websites such as Amazon1 or Yelp2. The five-star rating system comes in handy to accomplish the annotation. Thus, the SA datasets are often presented at a large scale. By contrast, the ABSA annotation has no such “free lunch”. It has to require human annotators to participate. Coupling with its higher complexity on labeling, the ABSA datasets are ubiquitously at considerably smaller scales (Pontiki et al.; He et al., 2018; Yu et al., 2021b). To this date, the available datasets for conventional sentiment analysis are generally larger to several orders of magnitude than the ABSA.

For instance, the commonly used ABSA benchmark SemEval 2014 task 4 has less than 5000 samples (Pontiki et al.), while there are 4,000,000 sentences in the Amazon Review dataset3 for SA. Due to the similarity between the SA task and the ABSA task, it is natural to use SA datasets as auxiliary datasets for the ABSA task (He et al., 2018). Most, if not all, previous work has focused on pretraining and multi-task learning methods (He et al., 2018,

1https://www.amazon.com/
2https://www.yelp.com/
3https://www.kaggle.com/bittlingmayer/amazonreviews
In this paper, we first take the Pseudo-Label method to utilize the SA datasets to solve the challenge faced by the ABSA task.

1.2 Pseudo-Label

The family of Pseudo-Label methods has had wide success in multiple fields (Pham et al., 2020; Ge et al., 2020; Mallis et al., 2020; Zoph et al., 2020; He et al., 2019a). The core of this family is to “trust” the generated fake labels by running the unlabeled samples through a teacher network that is trained by using the limited number of labeled samples. The generated labeled samples are then combined with the original set of supervised datasets and fed to the final model training.

In this article, our core mission is to incorporate the large-scale datasets into the sentiment analysis with the targeted ABSA task. While there have been works on this line, such as He et al. (2018) and He et al. (2019b), exploring the Pseudo-Label methods has been very much untapped. Indeed, a very straightforward technological solution is depicted in Figure 2. One can apply the traditional Pseudo-Label method to generate a bunch of pseudo-aspect-based sentiment labels from the SA or even the unlabeled datasets. However, a consequence of this is the total abandonment and waste of the provided coarse-grained labels. While seemingly acceptable, we argue that due to the homogeneous root for the ABSA and SA tasks, the under-exploiting of the sentence-level coarse-grained sentiment labels is sub-optimal. It will be unnecessary if the traditional framework throws away the coarser-grained labels containing finer-grained task-relevant information. We argue that the Pseudo-Label family of approaches is limited to fit a uniform granularity situation. They ought to evolve and further adapt to the discrepancy of granularity in the label space.

1.3 Dual-granularity Pseudo Labels

To solve the aforementioned problem, we propose the Dual-granularity Pseudo Labelling framework (DPL). In essence, the DPL augments the original PL framework and is capable of leveraging the labels drawn from both granularities. Briefly, the DPL relies on two teacher models obtained from datasets from both granularities, respectively, then generates pseudo labels for both sides. As a result, datasets from both granularities can be merged into a whole, with every sentence sample being tagged by both finer- and coarser-set of labels. To facilitate the employment of both sets of labels, we set a few standard conditions as the design principle of DPL. Slightly more concretely, DPL establishes two separate pathways leading to prediction for both granularities. Together, the two pathways interact in the representation space and ideally may possess controlled information flow that respectively corresponds and only correspond to the considered granularity. We incorporate an adversarial module to accomplish this functionality.

On the widely used benchmarks, SemEval 2014 task 4 subtask 2 (Pontiki et al.), the DPL method significantly surpasses the current state-of-the-art method. We deem our simple but effective framework DPL pioneering a bi-granularity level dataset.
merging. In what follows, we empirically validate that DPL is a framework that can be seamlessly combined with the previous pre-training or multi-task learning methods in terms of ABSA and SA dataset merging.

To sum up, we make the following contributions in this paper:

1. Among those works to solve the lack of labeled data in the ABSA task, we pioneer to adopt and enhance a pseudo-label framework to leverage the coarser-grained SA labels.

2. We propose a novel general framework called Dual-granularity Pseudo Labels (DPL). Just like the vanilla PL method, the DPL is established as a general framework. We validate that DPL is also compatible with previous work on this line, such as pre-training or multi-task learning (MTL). DPL has achieved excellent performances on the standardized ABSA benchmarks such as SemEval 2014, which significantly outperforms the prior works.

2 Related Works

2.1 Aspect-based Sentiment Analysis (ABSA)

ABSA is a finer-grained task of Sentiment Analysis (SA). It is a pipeline task, including aspect term extraction and aspect term sentiment classification. Aspect term sentiment classification is the true target task in this paper. For convenience, we use ABSA to refer to this task in the remaining parts.

Like other application tracks in NLP, the family of neural network models has wide successes in this task (Jiang et al., 2011; Vo and Zhang, 2015; Zhang et al., 2016; Ma et al., 2017; Li et al., 2018; Wang et al., 2018; Huang et al., 2018; Song et al., 2019). Wang et al. (2016) introduce attention mechanism into an LSTM to model the inter-dependence between sentence and aspect term. Tang et al. (2016) apply Memory Networks in this task.

Syntax-based models have also been explored widely in this domain (Dong et al., 2014; Tai et al., 2015; Nguyen and Shirai, 2015; Liu et al., 2020; Li et al., 2021; Pang et al., 2021). Sun et al. (2019) and Zhang et al. (2019) introduced graph convolution networks (GCN) to leverage the structured information from the dependency tree. Huang and Carley (2019) used graph attention networks (GAT) to improve the performance. Bai et al. (2020) and Wang et al. (2020) took the syntax relations as edge features and introduced them into the Relational Graph Attention Network (RGAT).

In addition, pretrained language models like BERT (Devlin et al., 2018) have greatly promoted the development of ABSA (Li et al., 2018; Gao et al., 2019; Song et al., 2019; Rietzler et al., 2019; Yang et al., 2019).

2.2 Using Extra Dataset for ABSA

Due to the dataset scale challenge of the ABSA task, there have been some methods exploring how to utilize the auxiliary dataset.

Some of them (Xu et al., 2019; Rietzler et al., 2019; Yu et al., 2021b) achieve decent ABSA performance by post-processing or fine-tuning BERT (Devlin et al., 2018) with an additional unlabeled dataset. For these methods, we argue that the cost of computation is too high. Moreover, DPL does not conflict with it and can accommodate the results of these works. We take Rietzler et al. (2019)’s work as an example for comparison in experiments.

The others (He et al., 2018, 2019b; Chen and Qian, 2019; Liang et al., 2020; Yang et al., 2019; Oh et al., 2021; Yu et al., 2021a; Yan et al., 2021) utilize some labeled datasets and propose (later extend) a framework applying multitask learning methods. These auxiliary labeled datasets mainly include the sentiment analysis (SA) task and other subtasks of ABSA, such as Aspect Term Extraction, Opinion Term Extraction, and so on (Yan et al., 2021). DPL is more similar to these methods, using labeled datasets. However, we argue that the datasets of other subtasks can’t solve the problem of the high annotation cost. Thus, DPL utilizes the SA task as auxiliary datasets and is the first to apply the PL method to this problem.

2.3 Pseudo-Label

Pseudo-label (PL), often associated with self-training, is a semi-supervised learning method. PL has been utilized and further developed by many studies (Ge et al., 2020; Mallis et al., 2020; Zoph et al., 2020; He et al., 2019a). It has been successfully applied in many tasks, such as image classification (Pham et al., 2020; Xie et al., 2020), object detection (Ge et al., 2020), text classification (Mukherjee and Awadallah, 2020), etc.

However, these PL methods are inapplicable under a non-uniform granularity situation; that is, there are massive available coarse-grained datasets for fine-grained tasks. These existing methods can only discard the coarse-grained labels and treat
them as unlabeled datasets. Thus, we argue that these PL methods cause loss of information and are definitely unreasonable.

3 Preliminary
3.1 Pseudo-Labels
The traditional PL method generally involves a labeled set denoted by \( D \) and an unlabeled set \( D_u \). A teacher model is trained on \( D \) by cross-entropy loss:

\[
\mathcal{L}(\Theta_T) = \sum_{(x,y) \in D} [- \log P_{\Theta_T}(y|x)]
\]  

(1)

where \( \Theta_T \) denotes the parameters of the teacher model. The cross-entropy loss function is adopted for general classification problems, including image classification, detection, and semantic segmentation (Ge et al., 2020; Pham et al., 2020; Xie et al., 2020; Zoph et al., 2020).

In what follows, on the unlabeled dataset \( D_u \), one can obtain the corresponding labels via running the unlabeled input through an inference procedure of the teacher model. The yielded label set for \( D_u \) forms a pseudo-labeled dataset that can later be combined with the original dataset with gold annotations. A student model \( M_S \) is trained by the newly merged dataset:

\[
\mathcal{L}(\Theta_S) = \sum_{(x,y) \in D} [- \log P_{\Theta_S}(y|x)] + \lambda \sum_{(x, y') \in D_u'} [- \log P_{\Theta_S}(y'|x_u)]
\]  

(2)

where \( y' \) indicates the pseudo label corresponding to the sample \( x_u \) generated by the teacher model. \( D_u' \) are the pseudo-label augmented version of \( D_u \). \( \lambda \) is a weighing term.

4 Dual-granularity Pseudo Labeling
In short, our work focuses on expanding the traditional PL method to utilize coarse-grained datasets. To achieve this goal, we draw inspiration from the multi-task learning community and augment the PL method with a different modeling pathway. Consequently, we obtain a framework where two separate pathways are trained synergistically targeted at labels of both granularities.

4.1 Setup
Our work is based on two datasets, the fine-grained and the coarse-grained datasets in the same domain. Let us use \( D_{\text{fine}} \) and \( D_{\text{coarse}} \) to denote two datasets respectively. For the coarse-grained dataset \( D_{\text{coarse}} \), the task is to learn a mapping:

\[
f_{\text{coarse}}(x) \rightarrow y_i
\]  

(3)

For the fine-grained dataset \( D_{\text{fine}} \), the target mapping is:

\[
f_{\text{fine}}(x, t_i) \rightarrow y_i, \ i \in \{1, ..., m\}
\]  

(4)

where \((x, y) \in D_{\text{coarse}} \) and \((x, t_i, y_i) \in D_{\text{fine}} \). \( x \) is the input data, and \( y \) is the corresponding label for \( x \). \( t_i \subseteq x \). \( m \) means that \( x \) has \( m \) sub-parts totally, and \( y_i \) is the corresponding label for \( t_i \).

The traditional PL method is limited to fit a uniform granularity situation. The first step to resolve this limitation is to merge the coarse-grained dataset with the fine-grained dataset. Like the traditional PL method, we train a teacher model on one dataset and generate pseudo labels for the other dataset. We repeat this process at two granularities. Here, we suppose that \( x_i \) for each \( x \) in the \( D_{\text{coarse}} \) have been extracted. After pseudo labels generation, two new datasets are generated, donates as \( D'_{\text{fine}} \) and \( D'_{\text{coarse}} \), and a new dataset \( D' \) are merged by these two datasets. Specifically,

\[
D' = D'_{\text{fine}} \cup D'_{\text{coarse}},
\]  

(5)

where \((x, t_i, y_i, y'_i) \in D'_{\text{coarse}} \) and \((x, t_i, y'_i, y_i) \in D'_{\text{fine}} \). \( y' \) and \( y_i \) are the generated pseudo labels.

Up to now, we get a new dataset with a much larger scale. Our goal translates into obtaining a model trained by the new dataset \( D' \) with high performance on the fine-grained task. In other words, compared with the traditional PL method, the key problem is: how to utilize the coarse-grained labels to improve the model’s performance on the fine-grained task.

4.2 DPL Skeleton
As we mentioned, the core challenge for adapting the vanilla PL method is to utilize coarse-grained labels. As displayed in Figure 3, we set dual pathways corresponding to each granularity. Both pathways are finished by setting a proper softmax-based classifier. Using \( z \) and \( h \) to denote the internal representation vectors for both pathways, we decompose the design philosophy of DPL by the following three conditions:
Among them, the two terms are the classification loss terms for the fine- and coarse-grained tasks, respectively, fulfilling conditions 1&2. For condition 3, we draw inspiration from adversarial training (Lample et al., 2017) to reduce the fine-grained task-relevant information flow.

4.2.1 Fine- and Coarse-grained Tasks

As shown in Figure 3, the model consists of an encoder, $\Theta_{\text{enc}}$, together with two predictors, $\Theta_p^+$ and $\Theta_p^-$. In particular, $\Theta_{\text{enc}}$ encodes each input data $(x, t_i)$ into two intermediate results, $z$ and $h$. In the figure, the top line with $z$ is the pathway for the fine-grained task-relevant information flow, while the bottom line with $h$ is the pathway for the fine-grained task-irrelevant information flow. The fine-grained predictor $\Theta_p^+$ spits out prediction based on $z$, with a cross-entropy loss:

$$ L_{\text{fine}}(\Theta_{\text{enc}}, \Theta_p^+) = \sum_{(x, t_i, y, y_i) \in D'} [-\log P_{\Theta_p^+}(y_i | z)] , \quad (6) $$

Another crucial design in the DPL is that the concatenation of $h$ and $z$, $[h \circ z]$, is fed to decide the prediction of the sequence-level prediction:

$$ L_{\text{coarse}}(\Theta_{\text{enc}}, \Theta_p^+) = \sum_{(x, t_i, y, y_i) \in D'} [-\log P_{\Theta_p^+}(y | h \circ z)] . \quad (7) $$

The gradient of this loss will update the model parameters on both pathways. To prevent the degenerated case where the two pathways act completely separately, we introduce another crucial part to DPL in the next subsection.

4.2.2 Adversarial Training

The current version of DPL could still work as two separate systems, which is deemed a degenerated case. Therefore, to guarantee the mutual exclusiveness between the $h$ and the $z$, we introduce an
adversarial training loss term to maximally reduce the fine-grained task-relevant information carried by \( h \):

\[
\mathcal{L}_{\text{enc}}(\Theta_{\text{enc}}) = \sum_{(x, t, y, y_t) \in D'} [-\log P_{\Theta_p^+}(1 - y_t | h)],
\]

\[
\mathcal{L}_{\text{dis}}(\Theta_p^+) = \sum_{(x, t, y, y_t) \in D'} [-\log P_{\Theta_p^+}(y_t | h)],
\]

\[
\mathcal{L}_{\text{adv}}(\Theta_{\text{enc}}, \Theta_p^+) = \mathcal{L}_{\text{dis}}(\Theta_p^+) + \lambda \mathcal{L}_{\text{enc}}(\Theta_{\text{enc}}),
\]

where \( \lambda \) weighs the trade-off between \( \Theta_{\text{enc}} \) and \( \Theta_p^+ \). The adversarial training was first introduced in \cite{lample2017neural} and has been widely used \cite{zhao2018joint, fu2018adversarial, shen2017affect}. The overall loss function to optimize DPL combines as below:

\[
\mathcal{L}(\Theta_{\text{enc}}, \Theta_p^+; \Theta_p^+) = \mathcal{L}_{\text{fine}}(\Theta_{\text{enc}}, \Theta_p^+) + \alpha \mathcal{L}_{\text{coarse}}(\Theta_{\text{enc}}, \Theta_p^+),
\]

where \( \alpha \) and \( \beta \) are weighing terms. With this design of the loss functions, we posit that all three philosophies should be satisfied. The ideal result for it is that (i)-\( z \) only carries information dedicated at the fine-level; (ii)-\( h \) carries the information of the entire coarse level (i.e., the whole sequence) excluding the information of \( z \); (iii)-neither \( h \) nor \( z \) is sufficient on deciding the whole-sequence coarse-level prediction, but with the concatenation of them, \( h \circ z \), the information is just adequate.

4.3 Grounding DPL to ABSA

4.3.1 Document-level Sentiment Analysis.

The task aims to analyze the sentiments reflected by sentences. Given an ordinary labeled document-level dataset

\[
D = \{ (\mathbf{x}^0, y^0), (\mathbf{x}^1, y^1), ..., (\mathbf{x}^N, y^N) \},
\]

where \( \mathbf{x}^i \) donates a sentence and \( y^i \) donates the sentiment polarity of the sentence. The goal of the task is to learn a mapping function: \( f_{\text{sent}}(\mathbf{x}^i) \rightarrow y^i \).

4.3.2 Aspect-based Sentiment Analysis.

The ABSA task is to derive the sentiment polarity attached to specific aspect terms in the given sentence. Formally, one can draw a data point \((\mathbf{x}^i, y^i)\) from the dataset \( D \). We assign a separate variable indicating the aspect terms annotation, \( \{t^{i,1}, ..., t^{i,N_t}\} \), where \( N_t \) denotes the number of total aspect terms in \( \tau^i \). In addition, the label \( y \) is a combination of polarities corresponding to aspect terms, \( y^i = \{y_t^{i,1}, ..., y_t^{i,N_t}\} \). The goal for the ABSA is to learn the mapping \( f_{\text{aspect}}(\mathbf{x}^i, t^{i,k}) \rightarrow y_t^{i,k} \), where \( k \in \{1, ..., N_t\} \).

4.3.3 Implementation

Before implementing a specific DPL model, we first map the task objectives of the SA and ABSA tasks to the coarse- and fine-grained tasks in the DPL framework. The coarse-grained task is the SA task, while the fine-grained task is the ABSA task. In another word, the mapping \( f_{\text{sent}}(\mathbf{x}^i) \rightarrow y^i \) is considered as the coarse-grained mapping \( f_{\text{coarse}}(\mathbf{x}) \rightarrow y \), and the mapping \( f_{\text{aspect}}(\mathbf{x}^i, t^{i,k}) \rightarrow y_t^{i,k} \) is considered as \( f_{\text{fine}}(\mathbf{x}, t_i) \rightarrow y_i \).

Then we choose the model for \( \Theta_{\text{enc}}, \Theta_p^+ \) and \( \Theta_p^+ \). \( \Theta_p^+ \) and \( \Theta_p^+ \) are simple multilayer perceptron (MLP). It is worth noting that \( \Theta_{\text{enc}} \) can be a prior ABSA model. Thus, we argue that the DPL framework can be applied to most ABSA methods. Typically, we choose \cite{bainmta2020}'s and \cite{rietzler2019}'s works and a multi-task learning baseline as examples to verify. The results are shown in Table 3.

5 Experiments

5.1 Experimental Setup

5.1.1 Dataset

The experiments of the DPL framework require at least two datasets at different granularities. For the
ABSA task, we select the SemEval dataset (Pontiki et al.) as the fine-grained sentiment task dataset and the Amazon reviews dataset from Kaggle as the coarse-grained sentiment task dataset. The SemEval datasets are used as our core task dataset, and the Amazon reviews dataset is used as an auxiliary dataset.

**Dataset SemEval.** This dataset is SemEval 2014 task 4 subtask2 (Pontiki et al.). It has two sub-datasets, the reviews in the restaurant and laptop domains. We show more details in Table 1.

**Dataset Amazon Reviews.** The dataset contains 3.6 million sentences in the training set and 0.4 million sentences in the test set. Considering the huge data volume gap, we only chose the test set as the auxiliary dataset for this experiment.

### 5.1.2 Generation of Pseudo Labels

Here we provide some details of the pseudo labels generation process.

As a result of the PL generation, the ABSA dataset has true aspect-level sentimental labels and pseudo-sentence-level sentimental labels, while the SA dataset has true sentence-level sentimental labels and pseudo-aspect-level sentimental labels.

To get aspect terms from the sentence in the SA dataset, we first performed aspect extraction using the model proposed by Li et al. (2019) and discarded sentences without aspect terms.

We train the model proposed by Bai et al. (2020)* as the teacher model on the aspect-level dataset with the accuracy scores of 86.05% and 79.53% respectively on the domain of Restaurant and Laptop.

We train a BERT+Linear as the teacher model on the document-level dataset, with a 94.45% accuracy score in the restaurant Domain and a 93.35% accuracy score in the laptop domain.

### 5.1.3 Implementation Details

In addition to the above introduction, some more important details of our experiments need to be clarified for ease of understanding.

**Evaluate Matrix**

The model for ABSA is tested on SemEval’s test set. Like those who have performed this work before, we use the model classification accuracy (ACC) and macro-F1 (F1) scores as the evaluation criterion.

**Batch Loader**

Since the size of the current auxiliary dataset is much larger than the existing dataset. To avoid the large auxiliary dataset changing the original dataset distribution, we adopt two asynchronous loaders and define the step ratio \( k \), i.e., whenever the model is trained on the original dataset by 1 step, it is trained on the auxiliary dataset by \( k \) steps. In general, we set \( k = 1 \).

**Model Implementation**

The encoder has three main structures for the ABSA task: BERT (Devlin et al., 2018), Relational Graph Attention Networks (RGAT) (Wang et al., 2020), and masking embedding module. The BERT and RGAT have been proved to have a good effect on this task. The mask embedding module is used to generate \( z \) and \( h \). It is similar to the implementation of “segment_id” in the code of BERT.

### 5.2 Main Results

Table 2 shows that the DPL has achieved a state-of-the-art (SOTA) performance in terms of the average accuracy and F1-scores on the SemEval 2014 task 4 subtask 2 dataset. The group denoted as “Auxiliary Dataset is multi-task learning methods based on labeled datasets.” Compared with them, our work shows the advantage of the PL method. “BERT-based” are some recently published works with good results. Obviously, our method achieves significant improvements over them.

It should be noted that our design is based on the BERT. Thus the comparison is not made with the methods based on a more powerful pre-trained model, such as Roberta (Liu et al., 2019), DeBERTa (Silva and Marcacini), and GPT-3 (Floridi and Chiriatti, 2020).

| Model | Restaurant Acc | Laptop Acc | Restaurant F1 | Laptop F1 |
|-------|----------------|------------|----------------|----------|
| Auxiliary | He et al. (2018) | 78.73 | 71.91 | 68.79 |
| | He et al. (2018) | 79.55 | 73.87 | 70.10 |
| | He et al. (2019b) | 83.89 | 75.36 | 72.02 |
| | Liang et al. (2020) | 84.93 | 77.51 | 73.42 |
| BERT | Bai et al. (2020)* | 86.04 | 79.53 | 74.54 |
| | Pang et al. (2021) | 87.66 | 80.22 | 77.28 |
| | Li et al. (2021) | 87.13 | 81.80 | 78.10 |
| | Rietzler et al. (2019) | 87.89 | 81.23 | 75.77 |
| Ours | DPL | 89.54 | 81.96 | 78.58 |

Table 2: Results of different methods. “BERT” represents the works that are also based on the BERT (Devlin et al., 2018), “Auxiliary” represents the methods that also utilize auxiliary datasets to help the ABSA task. “*” means our replication results. The results show that our method achieves state-of-the-art in this benchmark.
### 5.3 DPL as a General Framework

As we mentioned, we promote DPL as a general framework capable of combining other methods on the ABSA task. Table 3 shows the performances of some typical methods before and after they combine the DPL framework. On the one hand, RGAT (Bai et al., 2020) is a model architecture based on GAT and BERT. Thus the improvement shows that the DPL framework fits other architectural designs, even without auxiliary datasets. On the other hand, for those methods involving auxiliary datasets, we take Adapter (Rietzler et al., 2019) and MultiBERT for demonstration. Previous works are mainly divided into two categories, pretraining and multi-task learning. Adapter (Rietzler et al., 2019) can be categorized into the pretraining class while MultiBERT is a multi-task learning baseline inspired by He et al. (2018). Since the previous works using the multi-task method to combine the SA and the ABSA datasets were LSTM based, we implemented a better model based on the BERT. All the improvements verify that the DPL framework does not conflict with these methods and exhibits full compatibility for further performance gains.

### 5.4 Ablation Study

We set up several sets of ablation experiments and present the results in Table 4 to explore the role of adversarial training and pseudo labels in the DPL framework.

The above experiments contain two types of BERT on the SemEval Restaurant dataset. To ensure the fairness of the ablation experiments, we use the same parameters when training the same group, and the parameter configurations are shown in Appendix.

The comparison with “Traditional Pseudo-Label” shows the advantages of our method. From the item “- adversarial training”, the significant decline on F1 reflects that adversarial training plays an important role in the DPL framework. The items, “- coarse-grained pseudo labels” and “- fine-grained pseudo labels”, show that only adding adversarial training at one granularity has less effect than adding it both ways.

Furthermore, we also take Chamfer Distance (CD) between the set of $h$ and the set of $z$ to provide an insight into the effect of the mutual exclusiveness. And the CD of the model with the adversarial training process is 30% larger than that of the model without this process. That means the adversarial training process increases the distance between the variable $h$ and $z$.

### 6 Conclusion

In this paper, we propose Dual-granularity Pseudo Labeling (DPL). DPL extends from the vanilla Pseudo-Label method and augments it to a dual-pathway system. It additionally enforces strong control of information flow directing to the data at different granularities of annotation. The results demonstrate the state-of-the-art performance of DPL on the data-scarce ABSA task. As a pioneering framework design, we also show that the DPL is compatible with pre-training and multi-task learning methods as published before. In the future, we hope to explore the possibility of DPL in other domains, such as computer vision problems where...
the discrepancy of granularities possesses.
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