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Extensive research has been done on the processes that lead to the formation of secondary organic aerosol (SOA) including the atmospheric oxidation of volatile organic compounds (VOCs) from biogenic and anthropogenic sources, gas–particle partitioning, and multiphase/heterogeneous reactions. Also, a number of chemical and photochemical aging processes of primary aerosols and SOA were reported to lead to the formation of “brown carbon (BrC)”, a term that refers to light absorbing soluble and insoluble components. However, the role of transition metals such as iron in these processes is not well understood. This review summarized the current state of knowledge on iron chemistry that lead to BrC formation. Dark iron chemistry with phenolic and aliphatic organic precursors is shown to be responsible for the efficient formation of soluble and insoluble BrC, including organonitrogen compounds, under a wide range of atmospheric aerosol physical states and chemical compositions. These efficient processes are not completely suppressed in the presence of competing ligands or light. The atmospheric impact of SOA and BrC from these pathways is discussed in the context of aerosols’ direct and indirect effects on the climate. Additional laboratory, field, and modeling studies are needed to better understand the contributions of these potentially important metal-catalyzed pathways to SOA and BrC formation and the overall aerosol chemistry.

Environmental significance

Atmospheric aerosols contribute to the climate radiative forcing through their aerosol-radiation and aerosol-cloud interactions. Particles that are darker in color are expected to have a stronger direct effect on the climate by absorbing solar radiation. Also, salts and mineral dust particles are efficient cloud and ice condensation nuclei. However, the extent of the above interactions remains highly uncertain stemming from the multitude of chemicals and processing pathways that modify aerosols’ physicochemical properties. Dust particles from natural and human activities contain iron, which is the fourth most abundant element by mass in the Earth’s crust. Through long range transport and atmospheric processing, these particles frequently mix with organic gases and particles such as those in biomass burning smoke. This review shows that iron is capable of catalyzing chemical reactions with organics that make aerosol particles more light-absorbing over a wide range of conditions. These new pathways are currently unaccounted for in atmospheric models and hence their inclusion would improve the parameterization of processes that lead to secondary organic aerosol formation and aging, and ultimately impacts on the climate.

1. Introduction

Atmospheric aerosol particles in the lower troposphere originate from primary sources and secondary processes. Aerosol particles from primary sources include mineral dust, sea spray, terrestrial primary biological aerosol particles (bioparticles for short) such as fungal spores and pollen, primary organic aerosol such as brown carbon (BrC) and black carbon (BC) from biomass burning events referred to as biomass burning organic aerosol (BBOA). Also, an emerging class of ‘unconventional' mineral dust is the one produced from rapid urbanization and industrialization, particularly in developing countries. This class is referred to as anthropogenic fugitive, combustion, and industrial dust (AFCID), which largely contributes to fine particulate matter (PM_{2.5}) known to be harmful to human health. Secondary processes refer to particle formation and growth from reactions in the atmosphere among inorganic and organic precursors in the gas and condensed phases. These reactions lead to the formation of ammonium, non-sea salt sulfates, nitrates, and secondary organic aerosol (SOA) particles, from ammonia, sulfur-containing gases such as sulfur oxides, nitrogen oxides, and volatile organic compounds (VOCs) of biogenic and anthropogenic origins. The organic component in the fine aerosol particle fraction (diameter less than 1 μm) contributes to more than 50% of the aerosol mass. Aerosol particle residence time ranges from hours up to 10–15 days during which they undergo long range transport over thousands
of miles. They are removed from the atmosphere mainly via sedimentation and dry and wet deposition. As a result, atmospheric aerosol particles contribute to the biogeochemical cycles of nutrients such as nitrogen, phosphorus, iron and other transition metals.

Atmospheric aerosol particles impact the climate system because they have complex physical and chemical properties that evolve over time and govern their lifetime in the atmosphere. These properties also govern their biological and toxicological impacts, which are of importance to understand and quantify the aerosol effects on ocean productivity and human health, respectively. McMurry published a review of atmospheric aerosol measurements of physical and chemical properties, which are classified into categories according to the instrumental capacity to resolve their size, time, and composition. Since McMurry’s paper, edited books and a number of reviews were published on advanced analytical tools used to study the hygroscopic properties and water uptake, ice nucleation, aerosol morphology and mixing states, optical properties, viscosity, liquid–liquid phase separation, acidity, and chemical composition.

All of the aforementioned properties contribute to the direct and indirect effects of aerosol particles on the climate. The direct effect of aerosol particles refers to their role in modifying the planetary energy balance (i.e., radiative forcing) and precipitation, which has the highest uncertainty in climate and weather models. Aerosol particles affect the radiative forcing directly through absorption and scattering of shortwave and longwave radiation. This effect is quantified through the radiative forcing due to the aerosol–radiation interaction term (RFari) in W m⁻². Positive RFari indicates heating effects and negative RFari indicates cooling. RFari values for different anthropogenic aerosol types are shown in Fig. 1, for the 1750–2010 period. Fig. 1 also shows that the highest uncertainty in RFari is associated with the organic content of atmospheric aerosol particles, with BC resulting in the net heating effect, and BBOA and SOA having both heating and cooling effects.

The indirect effects of aerosols are related to cloud formation and lifetime and modification of atmospheric composition through multiphase and heterogeneous surface chemistry. Aerosol particle–cloud interactions are coupled by a multitude of dynamical and physical processes that span multitemporal and spatial scales (minutes to months, and meters to thousands of kilometers). Changes in relative humidity (RH) and temperature affect the aerosol phase, phase transitions, extent of surface versus bulk chemistry, formation of haze, and activation of aerosol particles as cloud condensation nuclei (CCN) and ice nuclei (IN). The water content in atmospheric aerosols refers to water activity in the condensed phase of atmospheric particles and droplets. In addition to the effect of RH and temperature, the amount of aerosol liquid water varies with particle size and surface tension. The latter property is sensitive to the surface chemical composition, which in turn controls the solubility, viscosity and hydrolpicity. Uptake of gas phase water on the surfaces of insoluble aerosol particles such as freshly emitted mineral dust and hydrophobic organics results in the formation of ‘adsorbed water’, which can take the form of either thin films or islands depending on the thermodynamic favourability of hydrogen bonding with the underlying surface. In the case of hydrophobic organics, their hygroscopicity is related to surface tension, which is affected by the carbon chain length, functional groups, presence of surfactants, and oxygen to carbon (O : C) ratio, and can lead to liquid–liquid phase separation.
Water uptake by pure salts, highly soluble organics and mixtures of soluble salts and organics proceeds via different mechanisms than on surfaces of insoluble materials.45–47 While adsorption still occurs on dry salt particles at low RH, phase transitions, namely deliquescence and efflorescence are observed at room temperature as a function of increasing and decreasing RH, respectively.45,46,48,49 Hence, aerosols not only contribute to the changing atmospheric temperature but also to the hydrological cycle and precipitation frequencies.

In addition, atmospheric aerosols provide unique multiphase reaction environments whose reactivity can change the chemical composition of the gas and condensed phases. The term ‘atmospheric aging’ refers to the processes that change the physicochemical properties of aerosol particles during their residence time in the atmosphere. These processes can take place at the surface of the particles or within the condensed phase. The physicochemical properties mentioned above influence the rates of chemical processes during the aging of aerosol particles. In general, the term ‘multiphase chemistry’ is an all-encompassing term that refers to bulk and heterogeneous chemical and photochemical reactions of atmospheric aerosol particles from primary and secondary sources within the condensed phase and the surrounding gas phase. The area-to-volume ratio of atmospheric aerosols determines the extent of surface (i.e., interfacial) versus bulk reactions in changing the chemical composition and physical properties of the particles. This ratio changes with evaporation and water uptake processes due to changes in temperature and relative humidity. Fig. 2 shows a schematic diagram of some of the reactions and processes that highlight the chemical interplay between the atmospheric gas, particle and droplet phases. The majority of reactions with VOCs, carbon monoxide (CO), nitrogen oxides (NOx) and sulfur dioxide (SO2) in the gas phase are initiated and propagated by oxidants (OH, O3, H2O2, HO2, RO2, NO3, O3, halogen radicals, etc.)30–52 leading to degradation of VOCs53 or formation of SOA.54–56 These gases and reaction products could also adsorb or react on mineral and organic surfaces, depending on the amount of surface water and the chemical composition of the surface.55–58 Hence, atmospheric aerosol particles and cloud/fog droplets can act as a sink or source for atmospheric gases56,59,60 and provide surfaces for heterogeneous reactions at the gas/liquid43 or gas/solid (semi-solid) interfaces.56,62 These atmospheric particles also act as seeds for the condensation of low volatility reaction products.14,43–45 Reaction products in cloud or surface water could be soluble56,67 or insoluble58–70 in water. Hence, in multicomponent systems containing organic, inorganic salts and water, partitioning between organic and aqueous phases can take place. Evaporation of the aerosol liquid water content with decreasing relative humidity leads to efflorescence and liquid–liquid phase separation, driven by the salting-out effect.53,71 Therefore, atmospheric aging of particles changes the chemical composition of the gas and condensed phases and can – in some cases – lead to particle growth through condensation and formation of clusters, oligomers and polymers. Atmospheric aging of aerosol particles also leads to changing optical properties,53–72 cloud condensation and ice nucleation efficiencies.73

The objective of this review is to recount the current state of knowledge of the role of transition metals, iron in particular, in catalyzing reactions that lead to atmospheric BrC formation. Dust is a major source of iron in atmospheric aerosols74–78 because iron is the most abundant transition metal in the Earth’s crust.79 Anthropogenic combustion80 including coal burning81,82 and biomass burning,83–85 in addition to brake wear,86 is found to contribute 50% of the total soluble iron deposited on the ocean.87–89 Single particle analysis of field-collected aerosols from the marine, urban and rural sites showed that they contain soluble and insoluble iron.85,89–91 Field studies reported the transport of transition metals including iron from the oceans to the atmosphere in the form of sea spray and metal enrichment at the interface of marine aerosols.100–102 An earlier review article focused on the chemical aging of atmospheric aerosols containing iron and organic matter,
particularly those that model humic-like substances (HULIS).\textsuperscript{77} In that review, a recount of the literature was provided from field measurements and modelling studies of iron in aerosols, iron chemistry under dark conditions, photochemical reactions driven by iron obtained from bulk and surface-sensitive measurements, and molecular level differences between bulk and surface water that affect the reaction mechanisms. The scope of this review is to recount the recent results that highlight the role of iron in catalyzing soluble and insoluble atmospheric BrC formation by new and potentially important pathways. This review is organized into five main sections: iron in atmospheric aerosols, organic compounds in atmospheric aerosols, complexation and reactivity of iron with organics, case studies on iron-catalyzed insoluble and soluble BrC formation, and atmospheric impact. The review concludes with a summary and directions for future research.

2. Iron in atmospheric aerosols

The chemistry of iron species is rich under a wide range of atmospherically relevant conditions. The following sections elaborate on the sources of iron in atmospheric aerosol particles, atmospheric aging pathways that lead to iron solubilization, and soluble iron concentrations in aerosol liquid water.

2.1 Sources

Mineral dust from natural and anthropogenic sources is a major component of primary aerosols in the atmosphere with the estimated atmospheric loading and emission flux of 19.2 Tg and 1840 Tg year\textsuperscript{-1}, respectively.\textsuperscript{73,103} On the other hand, global fluxes and mass loadings of AFCID have been severely underrepresented in regional and global models, despite having surface PM\textsubscript{2.5} measurement networks for emission inventories (see the Surface PARTICulate mAtter Network (SPARTAN), https://www.spartan-network.org). Philip et al.\textsuperscript{8} included AFCID emissions in a global simulation using GEOS-Chem. Fig. 3 shows the annual mean concentration of PM\textsubscript{2.5} dust for 2014–2015: total dust (top panel), natural mineral dust (middle panel), and anthropogenic fugitive, combustion, and industrial dust (bottom panel) simulated with the GEOS-Chem model. Colored concentric circles in the top panel denote SPARTAN-measured campaign-mean (2013–2015) PM\textsubscript{2.5} dust concentration (inner circle) and the coincident simulated value (outer circle). Reproduced from ref. 8 with permission from the Institute of Physics (IOP) Science Publishing. © The Author(s), 2017.

Fig. 3 Annual mean (2014–2015) concentration of PM\textsubscript{2.5} total dust (top panel), natural mineral dust (middle panel), and anthropogenic fugitive, combustion, and industrial dust (bottom panel) simulated with the GEOS-Chem model. Colored concentric circles in the top panel denote SPARTAN-measured campaign-mean (2013–2015) PM\textsubscript{2.5} dust concentration (inner circle) and the coincident simulated value (outer circle). Reproduced from ref. 8 with permission from the Institute of Physics (IOP) Science Publishing. © The Author(s), 2017.

Overall, dust particles provide surfaces for a range of chemical reactions with trace inorganic and organic species resulting in a change in the chemical composition and hygroscopic properties of these particles.\textsuperscript{55,73,78,104} The following section expands on dust aging in the atmosphere.

2.2 Atmospheric aging of mineral dust

The residence time of dust in the atmosphere during long range transport impacts the climate through affecting the surface temperature, wind, clouds, and precipitation rates.\textsuperscript{105} The long range transport increases the solubility of iron-containing minerals depending on their composition. The iron mineralogical composition varies from poorly crystalline to crystalline iron oxides to clay minerals depending on the source region.\textsuperscript{106} The ratio of crystalline hematite to the total of hematite and goethite is reported to vary with the geographical location. For example, for Asian dust, the ratio ranges from 0.32 to 0.37, whereas for North African dust from 0.29 to 0.63.\textsuperscript{106} The surface area was also found to be the predominant factor affecting iron solubility through acidic surface reactions.\textsuperscript{107} Asian\textsuperscript{108–110} and Saharan African dust\textsuperscript{111–114} have been shown to undergo extensive processing during long range transport that impact their mixing state and morphology.\textsuperscript{114} The uptake coefficients of OH, HO\textsubscript{2}, H\textsubscript{2}O\textsubscript{2}, O\textsubscript{3}, HCHO, HONO, NO\textsubscript{3}, and N\textsubscript{2}O\textsubscript{5} on mineral dust particles and their proxies were reported to range from 10\textsuperscript{-6} to
Acidic reaction conditions are commonly found in atmospheric aerosol particles, as well as in fog and cloud droplets, where soluble and insoluble iron species catalyze a number of chemical processes. In the presence of water soluble organic compounds, acidic reaction conditions can lead to secondary products. Freshly emitted dust particles contain more than one monolayer of adsorbed water over a wide relative humidity range. Surface reactions of dust with nitric and sulfuric acids lead to the formation of adsorbed nitrate and sulfate, which is enhanced in the presence of water. Photolysis of surface nitrate was reported to release NO2, which reacts with mineral dust to produce HONO. Near-neutral pH was also reported for cloud droplets. There have been no attempts to directly measure the pH of surface water in dust. Basic pH is typically measured in the slurries of unprocessed dust due to the presence of metals that act as Lewis acid sites.

In addition, mixing with biomass burning products that include gases and aerosol particles also occur during the long range transport of dust. For example, Paris et al. reported that entrainment of dust deposited on vegetation makes biomass burning a significant indirect source of iron, where mixing with biomass burning aerosols enhances the solubility of iron. Li et al. in ref. 109 and 110 show electron microscopy images of aged sulfur-rich dust particles encapsulated with an organic film from either primary or secondary sources. In the same studies, soot particles were found to be internally mixed with sulfur- and iron-rich particles. These mixing states provide realistic scenarios for iron-catalyzed reactions to take place within or at the surface of dust particles.

The main two mechanisms that lead to iron release from dust and iron (oxyhydr)oxides are proton- and ligand-promoted dissolution. Laboratory and field studies from nearly four decades of research into these mechanisms showed that a number of variables play a role, namely the pH, particle size, degree of crystallinity, presence of solar radiation, and adsorption mode of Fe–organic complexes [i.e., structure of surface complexes]. In general, the highest rates of dissolution occur under acidic conditions (pH < 4), in the presence of solar radiation and oxalate, with nanometer size and amorphous iron-containing particles. Also, UV irradiation of aqueous organic aerosol tends to fragment organic compounds producing smaller, more volatile compounds from larger oligomeric ones. Light-absorbing compounds derived from BBOA have also been found to fragment and photobleach under irradiated conditions. Such photodegradation processes can be amplified in the presence of Fe(II), which efficiently catalyzes photo-Fenton processes.

Concentration of soluble iron

The concentration of iron in rainwater and fog, snow, and cloud waters from different locations was summarized by Deguillaume et al. The data show that the total and dissolved iron concentrations are location dependent and range from 0.1 to 1.138 μM. Hence, a typical concentration of dissolved Fe(II) in cloud droplets (diameter ~ 20 μm) is around 10⁻⁶ M. Therefore, for an aerosol particle produced by evaporation of cloud droplets down to a diameter of 1 μm, the concentration of dissolved Fe(II) could be as high as 10 mM. For example, Gen et al. measured iron concentrations in fine particles across China in the range 331–1640 ng m⁻³. To estimate the concentration of water soluble iron, they used the typical lower limit of iron solubility of 5%. The corresponding molar concentrations were calculated using an aerosol liquid water content of 6 × 10⁻³ L m⁻³ of air and found them to range from 5 to 43 mM. Since the reaction kinetics are affected by the concentration of reactants, exploring iron chemistry using micro- to millimolar levels would cover the range of reactions in aerosol to droplet nano- to micro-environments.

3. Organic compounds in atmospheric aerosols

Organic compounds represent a major fraction of atmospheric aerosol particles. Advances in the analysis of organic aerosol particles from primary and secondary sources have been the subject of a number of reviews. The organic content in atmospheric particles is characterized by a number of functional groups with the oxygen-to-carbon elemental ratio (O : C) ranging from 0.1 to 1.0 and are often grouped together into classes of compounds. Our latest study highlights that the knowledge of the pKa values of organic acids, some of which are currently incorporated in atmospheric chemistry models, is not enough to fully understand their complexation and reactivity with transition metals. The knowledge of structural effects on the kinetics of these reactions provides invaluable information of the role of the diacids in changing the chemical and physical properties of aerosol particles. Identifying functional groups in organic aerosol particles aid in understanding and predicting their chemical and photochemical reactivities. Examples of ‘offline’ techniques used to identify organic functional groups are Fourier transform infrared spectroscopy (FTIR) and nuclear magnetic resonance spectroscopy (NMR). The application of infrared spectroscopy to the detection and quantification of functional groups in water soluble organic particles from the smog chamber and field studies has been reviewed by Regente et al. and Gao et al. The identification and quantification of functional groups in organic aerosol particles using NMR Spectroscopy was reviewed by Duarte and Duarte. Classes of identified organic functional groups include aliphatic, alkene, aromatic, and carbonyl carbon, in addition to alcohols, organosulfates and amines. The following two sections highlight two classes of organic compounds whose reactions with iron led to the formation of BrC: phenolic compounds and unsaturated dicarboxylic acids.

3.1 Phenolic compounds

Biomass burning is one of the largest sources of organics, gases and BBOA in the atmosphere, in general, and phenolic compounds, in particular. Examples of these phenolic
compounds are catechol, guaiacol, resorcinol, and hydroquinone. The relative amounts of these compounds vary with fuel type\textsuperscript{152} and combustion conditions.\textsuperscript{153,154} Also, these compounds are produced by photo-oxidation of aromatic VOCs, are well-known aromatic SOA precursors, and are simple models for the aromatic fraction of HULIS in aerosol particles.\textsuperscript{155} Similar to atmospheric dust, BBOA travels long distances\textsuperscript{156} and hence there are realistic scenarios in which catechol and related compounds can end up in iron-containing particles. For example, primary particles from cooking emissions contain internally mixed soluble iron and organics.\textsuperscript{157} Smoke from biomass burning is often spread by wind, which also lifts

### Table 1  Physical properties of selected semi-volatile phenolic compounds reactive with iron

| Compound name | Structure | O : C molar ratio | Molecular weight$^a$ (g mol$^{-1}$) | $p_K_a$ at $25^\circ C$ | Henry's law constant$^b$ (M atm$^{-1}$) at $25^\circ C$ |
|---------------|-----------|-------------------|-------------------------------------|------------------------|----------------------------------|
| Catechol (C$_6$H$_6$O$_2$, CA) | ![Catechol Structure](image) | 0.33 | 110.11 | 9.3, 12.6 | 8.3 x 10$^5$ |
| 3-Hydroxycatechol (C$_6$H$_6$O$_3$, 3-HC) | ![3-Hydroxycatechol Structure](image) | 0.5 | 126.11 | 9.0, 11.6, 14 | 6.4 x 10$^6$ |
| 4-Hydroxycatechol (C$_6$H$_6$O$_3$, 4-HC) | ![4-Hydroxycatechol Structure](image) | 0.5 | 126.11 | 9.1, 11.6, — | — |
| 4-Nitrocatechol (C$_6$H$_5$NO$_4$, 4-NC) | ![4-Nitrocatechol Structure](image) | 0.67 | 155.11 | 6.7, 11.3 | $\sim$10$^6$ |
| 4-Methylcatechol (C$_7$H$_8$O$_2$, 4-MC) | ![4-Methylcatechol Structure](image) | 0.29 | 124.14 | 9.6, 14 | — |
| Guaiacol (C$_7$H$_8$O$_2$, GA) | ![Guaiacol Structure](image) | 0.29 | 124.14 | 10 | 973 |
| Coniferaldehyde (C$_{10}$H$_{10}$O$_3$, CON) | ![Coniferaldehyde Structure](image) | 0.3 | 178.18 | 9.7 | — |
| Syringol (C$_8$H$_{10}$O$_3$, SYR) | ![Syringol Structure](image) | 0.38 | 154.16 | 9.8 | 1.2 x 10$^4$ |
| $o$-Cresol (C$_7$H$_8$O, $o$-CR) | ![o-Cresol Structure](image) | 0.14 | 108.14 | 10.3 | 6.3 x 10$^2$ |
| $p$-Cresol (C$_7$H$_8$O, $p$-CR) | ![p-Cresol Structure](image) | 0.14 | 108.14 | 10.3 | 1.3 x 10$^3$ |
| 2,4-Dinitrophenol (C$_8$H$_7$N$_2$O$_5$, 2,4-DNP) | ![2,4-Dinitrophenol Structure](image) | 0.83 | 184.11 | 4.1 | 3.5 x 10$^3$ |

$^a$ From ref. 170–178. $^b$ From ref. 159, 161 and 179.
crustal particles off the ground. Mineral dust is known to be transported globally by wind, which offers ample time for the partitioning of organic vapors into iron-containing particles.

The simplest phenolic compounds are catechol and guaiacol. The gas phase concentration of catechol can be as high as 50 ppbv (−5 × 10−8 atm), resulting from biomass burning, pyrolysis and combustion, but in most cases it will be well below the 1 ppbv (10−9 atm) level. With Henry’s law constant of 8.3 × 103 M atm−1, this translates into 41.5 mM and 0.83 mM, respectively, in a bulk system like a cloud droplet. The concentrations could be higher in the interfacial region of the particles because of surface enhancement of organics. Similar calculations could be done for guaiacol that has a Henry’s law constant of 973 M atm−1 (ref. 161) and for other polyphenols listed in Table 1. As presented in the following sections, the reactivity of these compounds and their derivatives with iron proceeds differently because of their structure.

3.2 Dicarboxylic acids

Dicarboxylic acids are abundant in atmospheric aerosols from continental, marine and polar regions with mass concentrations in tens to hundreds of ng m−3 of air. Fig. 4 shows the gas phase and in-cloud oxidation processes responsible for their formation from natural and pollution-driven organic precursors. The most abundant diacid is oxalic acid (C2). Ubiquitous C3–C6 dicarboxylic acids such as malonic, malic, maleic, succinic, glutaric, fumaric and muconic acids are detected in BBOA aerosol particles and used in laboratory studies investigating liquid–liquid phase separation. Ring-opening reactions involving common atmospheric aromatic compounds, such as benzene, toluene, and xylene, are known sources of unsaturated aldehydes and dicarboxylic acids. Muconic acid was identified as a product of photo-oxidation of benzene, and fumaric, maleic, and succinic acids are commonly observed in the atmosphere. These diacids, along with inorganic salts, influence the pH, ionic strength, water activity, and viscosity of the aerosol liquid water and also compete for binding to iron, specifically the anionic species. Using an aerosol liquid water content of 6 × 10−3 L m−3 of air, Gen et al. estimated the molar concentration of C2–C4 diacids to range from 3 to 95 mM depending on the diacid over a number of locations in China. Table 2 lists the physical properties of C2–C6 dicarboxylic acid that we used to explore their complexation with iron and their effect on the extent of BrC formation using catechol and in the absence of catechol. The following sections elaborate more on these cases.

4. Complexation and redox reactivity of iron with organics

The chemical state (e.g., soluble vs. insoluble) and cycling of iron between oxidation states 3+ and 2+ depend on a number of chemical processes that include complexation strength to organic and inorganic ligands, the presence of electron donors/acceptors, and absorption kinetics of UV-vis light. The following sections elaborate on these topics beyond what was covered in the earlier review.

4.1 Soluble organic complexes with iron

Acidic and phenolic functional groups are strong complexing agents to soluble iron. Visual MINTEQ freeware is a chemical equilibrium computer program with extensive thermodynamic databases that allow for the calculation of speciation, solubility, and equilibrium of solid and dissolved phases of minerals in an aqueous solution. Visual MINTEQ has a large selection of organic acids and includes a database management tool that allows organic species to be easily added or deleted. It could be used as a tool to obtain values for the pKₐ and complex stability constants (log K). Also, this program can generate the relative concentration of different species that exist in solution at equilibrium. Fig. 5 shows examples of iron speciation curves in solution mixtures containing iron chloride, oxalic acid and...
ammonium sulfate as a function of pH. These curves are very useful in quantifying dominant species at a given pH for accurate interpretation of chemical and photochemical reactivity in multicomponent systems.

The log $K$ values of different iron complexes can be used in the interpretation of experimental data in multicomponent systems, as illustrated in the following sections. Reliable kinetic studies on iron complex formation with the organic ligands of atmospheric relevance are sparse. Table 3 lists values for the forward complex formation rate constants, $k_f$, between FeOH$_2^+$ and selected aliphatic carboxylic acids for comparison with catechol. Within the experimental conditions listed in Table 3, the $k_f$ value for forming the iron catecholate complex, Fe(C$_6$O$_2$H$_4$)$^+$(Fe–CA), is 3 times that for forming iron sulfate, Fe(SO$_4$)$_2^-$, and iron malate, Fe(C$_4$O$_5$H$_4$)$^+$(Fe–MA). As described in detail in Section 5, iron-catalyzed polymerization of catechol forming insoluble black polycatechol particles and colored water-soluble oligomers occurs in systems containing excess ammonium sulfate (AS)/nitrate (AN) and C$_4$–C$_5$ dicarboxylic acids, which were used to vary the ionic strength under acidic pH (pH ~ 2).$^{148}$

| Compound name          | Structure | O : C molar ratio | Molecular weight (g mol$^{-1}$) | $pK_a$ at 25 °C | Aqueous saturation concentration$^{b}$ (wt%) at 25 °C |
|------------------------|-----------|-------------------|-------------------------------|-----------------|------------------------------------------------------|
| Oxalic acid (C$_2$H$_2$O$_4$) | ![Structure](structure1.png) | 2                 | 90.03                         | 1.3, 3.8       | 9.52                                                 |
| Malonic acid (C$_3$H$_4$O$_4$) | ![Structure](structure2.png) | 1.33              | 104.06                        | 2.83, 5.69     | 61.3                                                 |
| Malic acid (C$_4$H$_6$O$_5$)  | ![Structure](structure3.png) | 1.25              | 134.09                        | 3.40, 5.11     | 57.4                                                 |
| Succinic acid (C$_5$H$_8$O$_4$) | ![Structure](structure4.png) | 1                 | 118.09                        | 4.16, 5.61     | 7.2                                                  |
| Fumaric acid trans-C$_4$H$_4$O$_4$ | ![Structure](structure5.png) | 1                 | 116.07                        | 3.0, 4.2       | 0.7                                                  |
| Maleic acid cis-C$_4$H$_4$O$_4$ | ![Structure](structure6.png) | 1                 | 116.07                        | 1.9, 6.2       | 44.1                                                 |
| Glutaric acid (C$_5$H$_8$O$_4$) | ![Structure](structure7.png) | 0.8               | 132.12                        | 4.31, 5.41     | 58.8                                                 |
| Muconic acid (trans, trans-C$_6$H$_6$O$_4$) | ![Structure](structure8.png) | 0.67              | 142                           | 3.9, 4.7       | Not determined                                       |

$^a$ From ref. 170. $^b$ From ref. 180 and 181.

4.2 Redox reactivity of iron forming soluble products

The presence of Fe$^{III}$/Fe$^{II}$ species in aerosol particles can influence their oxidative potential through acting as electron acceptors/donors, respectively. The term “oxidative potential” refers to metal-driven redox chemical reactions that lead to the formation of reactive oxygen species (ROS), such as OH and H$_2$O$_2$, and also organic radicals/cations.$^{188}$ The redox reactions catalyzed by iron not only can cause degradation of watersoluble organics but also the formation of soluble and insoluble secondary and high molecular weight organics depending on the chemical structure of the organic precursors.$^{188,189}$

Under oxic conditions, Fe$^{III}$ species are dominant. Using basic principles of electrochemistry, one can predict if a redox
reaction will take place spontaneously upon mixing Fe(III) with organic compounds acting as electron donors. In systems containing Fe(III), reduction reactions of iron species under acidic conditions are listed in Table 4 along with the reduction potential, $E_{\text{red}}$. Table 5 lists the oxidation potential and major products of phenol, catechol and guaiacol from electrochemical studies under acidic conditions.

For a system containing catechol/Fe(III) at pH 3, eqn (1) and (2) represent the redox coupling for the net reaction shown in eqn (3):

**Oxidation:**

Catechol $\rightarrow$ ortho-quinone $+ 2e + 2H^+$, $E_{\text{oxy}} = 0.4$ V (1)

**Reduction:**

$2\text{Fe(OH)}^{2+} + 2H^+ + 2e \rightarrow 2\text{Fe}^{2+} + 2H_2O$, $E_{\text{red}} = 0.72$ V (2)

Net reaction:

Catechol $+ 2\text{Fe(OH)}^{2+} \rightarrow o$-quinone $+ 2\text{Fe}^{2+} + 2H_2O$, $E_{\text{net}} = E_{\text{red}} - E_{\text{oxy}} = 0.72 - 0.4 = 0.32$ V (3)

The net positive redox potential indicates that reaction (3) is spontaneous under acidic conditions. Using the same approach, it could be concluded that redox reactions between phenol and Fe(III) are non-spontaneous under acidic conditions, whereas they are with guaiacol. The oxidation potential of

---

**Table 3** Literature values for the complex formation rate constant between FeOH$_2^+$ and selected ligands. Reproduced from ref. 148 with permission from the American Chemical Society, © 2021

| Reaction | Experimental conditions | Forward rate constant, $k_f$ (M$^{-1}$ s$^{-1}$) | Ref. |
|----------|-------------------------|-----------------------------------------------|-----|
| Citric acid | 20 °C, [HClO$_4$] = 0.01–0.05 M, pH = 1–2 | 50–930 | 183 |
| Oxalic acid | 25 °C, 1 M HClO$_4$, ‘acidic’ pH | $2 \times 10^4$ for FeO$_2^{2-}$ | 184 |
| Sulfate | 25 °C, 1 M NaClO$_4$, pH = 0.7–2.5 | $1 \times 10^3$ for Fe(SO$_4$)$_2^{2-}$ | 185 |
| θ-Malic acid | 25 °C, 1 M NaClO$_4$, pH = 1–2 | 95–10$^3$ for Fe(SO$_4$)$_2^{2-}$ | 186 |
| Catechol | 25 °C, 1 M NaClO$_4$, pH = 1–2 | $3 \times 10^3$ for FeCA$^+$ | 187 |

---

Fig. 5 Speciation curves of iron chloride, oxalate, and sulfate with variable molar ratios. Ratios in headings are mol : mol. The curves were generated using equilibrium constants for the acid dissociation and complexation reactions of iron from the database in Visual MINTEQ, v. 3.1. Reproduced from ref. 68 with permission from the American Chemical Society, © 2019.
a number of carboxylic acids of atmospheric relevance is higher than 1 V under acidic conditions. Hence, no spontaneous redox reactions take place with Fe(III) in solution.197

In addition, binding of Fe(III)/Fe(II) to polyphenols containing the catecholate or gallate (i.e., 3-HC in Table 1) moieties plays a role in their antioxidant properties.198,199 Complexes with Fe(II) quickly oxidize in the presence of oxygen in a process referred to as auto-oxidation to give Fe(III)–polyphenol complexes. Once these complexes form, the polyphenol can reduce Fe(III) to Fe(II) forming a semiquinone that further oxidizes to a quinone. If the organic ligands exist in excess, the coordination of two or three polyphenol ligands inhibits Fe(III) reduction processes.198 As shown below in Section 5, irreversible oxidative polymerization reactions take place in systems with excess Fe(III) forming insoluble black particles, and the particle density depends on the organic ligand to iron molar ratios.

5. Case studies on iron-catalyzed insoluble and soluble BrC formation

The results on iron research to date summarized above are invaluable in understanding and predicting the chemical reactivity of dust aerosols. However, the role of dust in catalyzing the polymerization reactions of organics due to the soluble iron fraction and its effect – as a dust aging pathway – on the optical properties and the ice nucleation efficiency have received little attention under atmospherically relevant conditions. These reactions might be as efficient as those producing BrC from VOC precursors.33 In the following sections, the results to date from our group and others show that iron can catalyze the oligomerization and polymerization reactions of phenolic compounds and some dicarboxylic acids in systems that model aerosol particles.

5.1 Phenolic precursors

5.1.1 Catechol and guaiacol. The phenolic compounds that have been tested to date for the reaction with soluble Fe(III) under acidic conditions and formed colored oligomeric and polymeric products over short periods of time (i.e., 2 h) are the majority of those listed in Table 1. Slikboer et al.70 reported the first set of experiments on the efficient formation of highly absorbing, water-insoluble particles of polycatechol and polyguaiacol from the reaction of Fe(III) at pH 3 with catechol and guaiacol at millimolar concentrations. Fig. 6 shows the digital photos of the unfiltered solutions as a function of time, dry particles collected on filters, and the UV visible spectra of reaction solutions. Both catechol and guaiacol solutions are transparent in the visible range and show a UV band around 274 nm due to \( p/p^* \) transitions in the benzene ring. The UV-vis absorbance spectrum of FeCl₃ solution (pale yellow) shows

---

| Compound | Oxidation potential (V) | Cyclic voltammetry experimental conditions | Oxidation reaction | Ref. |
|----------|------------------------|------------------------------------------|-------------------|-----|
| Phenol   | ~1 (pH 0.2–2)          | 50 mV s⁻¹ vs. Ag/AgCl 0.5–25 mM Pt electrode | \[ \text{Phenol} \rightarrow \text{Phenol}^+ + 1 \text{e}^- \] | 193 and 194 |
| Catechol | 0.43 → 0.2 (pH 4 → 8)  | 50 mV s⁻¹ vs. Ag/AgCl 1 mM Pt electrode | \[ \text{Catechol} \rightarrow \text{Catechol}^+ + 2 \text{e}^- + 2 \text{H}^+ \] | 194 and 195 |
| Guaiacol | 0.48–0.9 (pH 2)        | 100 mV s⁻¹ vs. Ag/AgCl 0.1 mM borondoped diamond electrode | \[ \text{Guaiacol} \rightarrow \text{Guaiacol}^+ \] | 196 |
a band around 295 nm from the ligand-to-metal-charge transfer (LMCT) of the prevailing species in solution, [Fe(H2O)5OH]2+. Spectra collected at pH ≈ 1–5 exhibit a shift in this peak because the iron speciation is strongly pH-dependent. In the case of catechol, an initial green color was observed for the 1 : 2, 1 : 1 and 2 : 1 organic reactant : Fe molar ratios, which was attributed to the formation of a bidentate mononuclear catechol–Fe complex with an LMCT band around 700 nm. The intensity of this feature varied with the amount of Fe in the solution mixture: the lowest intensity was observed for the 2 : 1 organic reactant : Fe solution mixtures. The intense spectral feature at 390 nm was attributed to $n \rightarrow \pi^*$ transitions of o-quinone species formed from the oxidation of catechol–Fe complexes. This peak was also observed at lower concentrations of catechol and iron under acidic conditions and for other catecholates such as gallic acid. The presence of –OCH3 group in the case of guaiacol inhibited the formation of the iron complex, as evident by the absence of the characteristic LMCT band in Fig. 6f. As explained below, the spectra in Fig. 6f indicated the formation of soluble amber-colored oxidation products due to iron redox chemistry.

The data in Fig. 6 clearly show the phase separation and solid particle formation in water. Fig. 7 shows scanning electron microscopy (SEM) images of the particles collected on the filters in Fig. 6. These images clearly show micron-size conglomerates of nanometer-size soot-like particles that we named ‘fireless soot’. Energy dispersive X-ray spectroscopy (EDS) experiments showed that polycatechol and polyguaiacol particles are organic materials with no detectable iron content. The mass yield experiments using a 1 : 2 organic reactant : Fe molar ratio at pH 3 after 2 h of reaction were 47 ± 4% and 49 ± 14%, for polycatechol and polyguaiacol, respectively. These mass yield values were calculated using eqn (4):

$$\text{Yield (\%)} = \frac{\text{mass}_{\text{dried filter}} - \text{mass}_{\text{organic filter}}}{\text{mass}_{\text{organic reactant}}} \times 100\%$$

These mass yield values are comparable to or larger than the typical mass yields of SOA obtained by the photo-oxidation of...
common VOCs, such as terpenes, and are also larger than the yields associated with aqueous SOA (aqSOA) photochemical production. Therefore, the iron-catalyzed reactions of catecholates have high potential to produce SOA with superior efficiency.

Using Matrix Assisted Laser Desorption Ionization Time-of-Flight Mass Spectrometry (MALDI-TOF-MS), Link et al. explored the structure of a polycatechol thin film in the $m/z$ range 200–450 (Fig. 8A). The MALDI mass spectrum in the $m/z$ range 200–550 for a polyguaiacol thin film sample is shown for comparison in Fig. 8B. The tentative assignment of the peaks to chemical formulae and structures of oligomeric fragments is also shown in Fig. 8. While the peak pattern is complex, the highest intensities were associated with the trimer (around $m/z$ 330 and 370) and the tetramer species (around $m/z$ 430 and 490). Higher order oligomers, above $m/z$ 450, were not reproducibly observed. In the following sections, a summary of previous studies is provided on the analysis of organic solvent extracts of polycatechol and polyguaiacol that contained oligomers with masses observed in the MALDI spectra. These structural details are useful when comparing the hygroscopic properties and ice nucleation activity of polycatechol and polyguaiacol with other organics.

Moreover, Fig. 9 shows the attenuated total internal reflectance FTIR (ATR-FTIR) spectra of solid polycatechol and polyguaiacol formed in reactions of Fe(III) with catechol and guaiacol. The 2000–1000 cm$^{-1}$ spectral range contains vibrations of aromatic (1640–1400 cm$^{-1}$), C–O and C–C stretching (1400–1200 cm$^{-1}$) and C–H bending (1200–1000 cm$^{-1}$) modes. The spectrum of polycatechol recorded by transmission FTIR using KBr pellets is in line with the one shown in Fig. 9, where broadening and shift in peak frequencies were observed due to the rigid structure of polymers. The high intensity of features in the 1400–1200 cm$^{-1}$ range is characteristic of phenylene (C–C) and oxypheynylene (C–O–C) linkages. These spectra show no absorbance around 1700 cm$^{-1}$, indicative of carbonyl (C=O) groups, which were reported for catechol and guaiacol SOA due to reaction with ozone. The following sections highlight the effect of ring substituents in the benzene rings of catechol and guaiacol and competing ligands on the iron-catalyzed oxidative polymerization of catechol and guaiacol.

### 5.1.2 Derivatives of catechol and guaiacol

The reactions of Fe(III) with catechol and guaiacol derivatives were investigated by Chin et al. to explore the effect of ring substituents on the polycatechol and polyguaiacol formation efficiency. These derivatives are listed in Table 1, which include 4-hydroxy catechol (4-HC), 3-hydroxy catechol (3-HC), coniferaldehyde (CON), 4-methylcatechol (4-MC), 4-nitrocatechol (4-NC) and 2,4-dinitrophenol (2,4-DNP). Fig. 10A shows the UV-vis spectra of reaction mixtures as a function of time along with digital photographs of the reaction solutions. In these experiments, the concentration of soluble Fe(III) was less than or equal to 2 mM, which is a relevant choice for aerosol particles, as stated above. Fig. 10B shows digital photographs of the filters with insoluble products after 2 h of reaction time with CA, 3-HC, 4-HC, and CON. 3-HC and 4-HC are catechol derivatives with an extra hydroxyl group in the para-position and meta-positions, respectively. The UV-vis spectra indicated the formation of quinone species between 350 and 400 nm. Both compounds formed colored particles with mass yields of 27% and 32% for 3-HC and 4-HC, respectively, after 2 h of reaction with Fe(III) at pH 3. The reaction of 4-MC and FeCl$_3$ did not produce particles over the 2 h reaction time. However, particles did eventually appear on the filter after allowing the mixture to react further for 24 h. On the other hand, the reaction of Fe(III) with 4-nitrocatechol and 2,4-dinitrophenol did not form particles.

In the case of the guaiacol derivative, CON, particles formed after 2 h reaction with iron with a mass yield of 35 ± 4%. These differences in the reactivity of catechol and guaiacol derivatives with iron are discussed in the following sections. Syringol (SYR) is another guaiacol derivative, and its reactivity with iron was investigated by Lavi et al. They reported the formation of insoluble brown to black matter that was collected on a filter, washed and then completely dissolved in dimethyl sulfoxide (DMSO) and analyzed using UV-vis spectroscopy and liquid chromatography/mass spectrometry (see sections below for details). The insoluble matter was also analyzed using X-ray photoelectron spectroscopy (XPS), which showed that the surface chemical composition was predominately carbon (76–87%), as evidenced from the peaks of C=C or C–H, C–OH, and C=O functional groups. The atomic concentration of oxygen ranged from 13 to 24%. The following sections provide details...
on the mechanism that explains iron-catalyzed polymerization of phenolic compounds.

5.1.3 Mechanism of iron-catalyzed oxidative polymerization

5.1.3.1 Insoluble polycatechol formation. Abiotic oxidative polymerization of phenolic compounds is catalyzed by transition metals such as iron. Scheme 1 shows a proposed mechanism for polycatechol formation based on the results from ref. 212–216 under dark conditions leading to the formation of oligomers and polymeric particles. Iron catalyzes the deprotonation of catechol and its derivatives below their first $pK_a^{\text{ref}}$ and forms strong bidentate complexes with stability constants that vary with iron species in solution. For example, the formation of $\text{Fe(C}_6\text{O}_2\text{H}_4^+}$ as per eqn (5) and (6) has log $K$ values of 7.9 and 9.9 depending on the iron species:

$$
\text{Fe}^{3+} + \text{H(C}_6\text{O}_2\text{H}_4)^- \rightleftharpoons \text{Fe(C}_6\text{O}_2\text{H}_4^+)^\text{H}^+ \quad (5)
$$

$$
\text{FeOH}^{2+} + \text{H(C}_6\text{O}_2\text{H}_4)^- \rightleftharpoons \text{Fe(C}_6\text{O}_2\text{H}_4^+)^\text{H}_2\text{O} \quad (6)
$$

The extent of charge transfer that oxidizes the organic compound and reduces Fe(III) depends on the benzene ring substituents. In this mechanism, dissolved O$_2$ is the oxidant and Fe(III) plays a role as a catalyst. Tran et al. investigated the effect of dissolved oxygen in aqueous solutions containing iron under acidic conditions. The level of dissolved O$_2$ in these experiments was quantified at 11 ± 2 mg L$^{-1}$ (or ppm). Bubbling N$_2$ gas into the reactant solutions (prior to mixing) for 1 h reduced the level of dissolved O$_2$ to 3 ± 2 ppm. Longer bubbling times up to 2 h did not significantly reduce this value further. So, we concluded that it is practically impossible to completely purge dissolved oxygen by nitrogen bubbling, and that the amount of dissolved oxygen below the detection limit of the measuring electrode is enough to oxidize polyphenols in the presence of iron.
Cycling between Fe(II) and Fe(III) species is coupled with the production of ROS, H2O2, and OH radicals as intermediates.\(^7\) The LMCT steps lead to the formation of quinone species and the release of Fe(II). Oxidation of Fe(II) to Fe(III) by dissolved oxygen is spontaneous according to reactions (7)–(9):

$$\text{Fe(II)} \rightarrow \text{Fe(III)} + e, \ E_{\text{ox}} = -0.75 \ \text{V} \quad (7)$$

$$\text{O}_2(g) + 2\text{H}^+ + 2e \rightarrow \text{H}_2\text{O}_2(l), \ E_{\text{red}} = +0.7 \ \text{V} \quad (8)$$

Net reaction:

$$\text{Fe(II)} + 2\text{H}^+ + \text{O}_2(g) \rightarrow \text{Fe(III)} + \text{H}_2\text{O}_2(l), \ E_{\text{net}} = E_{\text{red}} - E_{\text{ox}} = +1.45 \ \text{V} \quad (9)$$

The rate constant for the net spontaneous oxidation of Fe(II) by dissolved oxygen is pH-dependent and is known up to pH 6.\(^{218}\) Another pH-dependent reaction of Fe(II) with O2(g) produces the superoxide anion, O2\(^{-}\), according to:

$$\text{Fe(II)} + \text{O}_2(g) \rightarrow \text{Fe(III)} + \text{O}_2^{-}, \ k = 10^7 \text{M}^{-1} \text{s}^{-1} \quad (10)$$

The pKa of the superoxide is 4.8 and its protonated form is HO2\(^{+}\).\(^{219}\) Under excess Fe(II), the formation with H2O2 or HO2\(^{+}\) from the above reactions occur according to eqn (11) and (12):

$$\text{Fe(III)} + \text{H}_2\text{O}_2(l) \rightarrow \text{Fe(II)} + \text{HO}_2^{-}/\text{O}_2^{-} + \text{H}^+, \ k = 2 \times 10^{-3} \text{M}^{-1} \text{s}^{-1} \quad (11)$$

$$\text{Fe(III)} + \text{HO}_2^{-}/\text{O}_2^{-} \rightarrow \text{Fe(II)} + \text{O}_2^{-} + \text{H}^+, \ k = 7.8 \times 10^5 \text{M}^{-1} \text{s}^{-1} \quad (12)$$

The in situ formation of Fe(II) and H2O2 would lead to the OH radical production per the Fenton reaction shown in eqn (13) under acidic conditions:

$$\text{Fe(II)} + \text{H}_2\text{O}_2(l) \rightarrow \text{Fe(III)} + \text{OH} + \text{OH}^-, \ k = 55 \text{M}^{-1} \text{s}^{-1} \quad (13)$$

The rate of the Fenton reaction is pH-dependent, and the relative importance of the different elementary steps varies with the relative amounts of Fe(II) and H2O2 in solution.\(^{222}\) The OH radical in the presence of quinone and catechol species leads to hydroxylation of the benzene rings forming oligomers and eventually polycatechol. The formation of polycatechol in solution falls under the category of ‘mechanisms for polymerization reactions’, which are composed of three main steps: initiation, propagation and termination.\(^{222}\) The OH radical plays a role in the first and second steps. Under conditions characteristic of viscous multicomponent aerosol systems with relatively high ionic strength ($I = 1\text{–}12 \text{m}$) and acidic pH ($\approx 2$) that likely affected the kinetics of the polymerization reactions, Al-Abadleh et al.\(^{248}\) detected colored water-soluble oligomers shown in Scheme 2 using ultrahigh pressure liquid chromatography coupled with mass spectrometry (UHPLC-MS).

5.1.3.2 Insoluble polguaiaicol formation. Scheme 3 shows the mechanism of guaiacol oxidation in the presence of excess iron under dark conditions based on reported mechanisms in ref. 223 and 224. Previous studies\(^{208,224,225}\) on the guaiacol reaction with transition metals including iron reported the characterization of the soluble products from the oxidation process. The established mechanism that explains these results is mainly carbon–carbon coupling of guaiacol radicals, with little evidence for carbon–oxygen coupling,\(^{208,224}\) leading to the formation of dimers and eventually polyguaiaicol. Pillar et al.\(^{207}\)
Scheme 1  Suggested mechanism for polycatechol formation. Reproduced from ref. 190 under Create Commons License (CC BY-NC) from the Royal Society of Chemistry, © The Author(s), 2021.

Scheme 2  Structure of molecules and oligomers and their characteristic absorption wavelength detected in the reaction of catechol with Fe(III) under conditions characteristic of viscous multicomponent aerosol systems with relatively high ionic strength (I = 1–12 m) and acidic pH (~2) using UHPLC-MS. Modified from ref. 148 with permission from The American Chemical Society, © 2021.
observed dimers and trimers in the electrospray ionization mass spectra of organic solvent extracts of soluble products from the heterogeneous ozonolysis of catechol thin films. Using a combination of HPLC, $^1$H NMR, fast atom bombardment, and chemical ionization mass spectrometry, Schmalzl et al.\textsuperscript{208} studied the reaction of guaiacol with FeCl$_3$ and reported the elemental composition, retention times, characteristic chemical shifts and masses of guaiacol oligomers ranging from dimers to pentamers at 246, 368, 490 and 612 mass units. They assigned the 470 nm peak to an unstable 4,4$\textsuperscript{\prime}$-diphenoquinone intermediate.\textsuperscript{208} These oligomers formed a precipitate soluble in organic solvents and were found to be mainly organic in composition. Similar oligomers – up to trimers – were observed in the mass spectra of reaction products from the enzymatic oxidation of guaiacol.\textsuperscript{224,225} Hwang et al.\textsuperscript{224} identified products from the biochemical oxidation of guaiacol by manganese peroxidase (MnP) in the presence of H$_2$O$_2$ by a suite of analytical techniques and reported the structure of the dimers shown in Scheme 3. Lavi et al.\textsuperscript{211} characterized oligomeric products solubilized in DMSO using a HPLC/PDA/ESI-HRMS platform from the reaction of Fe(III) with guaiacol. Fig. 11 shows the chromatogram of the reaction products and their characteristic UV-visible absorption spectra in 300–700 nm. The fragments observed were assigned to trimers and tetramers.

Hence, based on the above, \textit{in situ} reduction of Fe(III) to Fe(II) leads to the formation of phenoxy radicals, which proceeds
through C–C radical coupling from compound I in Scheme 3. Compounds IIa and IIb (Scheme 3) give rise to the spectral features at 412 and 470 nm (Fig. 6f), which were observed to decrease in intensity upon overnight storage of solutions.224,225 As detailed below, formation of these polymeric species has implications on the overall optical properties and chemical reactivity of the surfaces coated by these products.

5.1.4 Effect of competing ligands on the polycatechol and polyguaiacol formation efficiency

5.1.4.1 Oxalate. Oxalic acid (pKₐ 1.3 and 3.8)170 is a ubiquitous component and the most abundant dicarboxylic acid in ambient aerosols with a high complexation affinity to iron. The work by Kundu et al.163 on biomass burning aerosols showed that 77% of oxalic acid is formed from the degradation of dicarboxylic acids and related compounds, and 23% are likely directly emitted or chemically produced from other unknown precursors. Other well-studied mechanism of oxalate formation in atmospheric aqueous particles is the oxidation of glyoxal and methylglyoxal.226 Recently, Zhang et al.227 reported results from field measurements, showing enhanced formation of oxalate associated with iron-containing particles. They attributed this observation to the complexation of oxalate to iron following gas–particle partitioning of oxalic acid. In general, aqueous phase oxalate is the most effective organic compound among the known atmospheric organic ligands that promotes dust iron solubility.132

The thermodynamic stability constants of iron oxalate complexes were calculated using Visual MINTEQ software and found to vary with pH (Fig. 5b and c). In the pH range 2–3, the dominant iron species are Fe³⁺ and FeOH²⁺, which complex with hydrogen oxalate, HC₂O₄⁻, according to eqn (14) and (15):

$$\text{FeOH}^{2+} + \text{HC}_2\text{O}_4^- \rightleftharpoons \text{Fe(C}_2\text{O}_4)^+ + \text{H}_2\text{O}, \quad \log K = 6.9 \quad (14)$$

$$\text{Fe}^{3+} + \text{HC}_2\text{O}_4^- \rightleftharpoons \text{Fe(C}_2\text{O}_4)^+ + \text{H}^+, \quad \log K = 4.9 \quad (15)$$

In excess oxalate at pH 3, the following reactions also take place since a maximum of three oxalate molecules can complex with a single iron centre:

$$\text{FeOH}^{2+} + 2\text{HC}_2\text{O}_4^- \rightleftharpoons \text{Fe(C}_2\text{O}_4)_2^2- + \text{H}_2\text{O} + \text{H}^+, \quad \log K = 8.9 \quad (16)$$

$$\text{FeOH}^{2+} + 3\text{HC}_2\text{O}_4^- \rightleftharpoons \text{Fe(C}_2\text{O}_4)_3^{3-} + \text{H}_2\text{O} + 2\text{H}^+, \quad \log K = 8.9 \quad (17)$$

$$\text{Fe}^{3+} + 2\text{HC}_2\text{O}_4^- \rightleftharpoons \text{Fe(C}_2\text{O}_4)_2^- + 2\text{H}^+, \quad \log K = 6.9 \quad (18)$$

$$\text{Fe}^{3+} + 3\text{HC}_2\text{O}_4^- \rightleftharpoons \text{Fe(C}_2\text{O}_4)_3^{3-} + 3\text{H}^+, \quad \log K = 6.9 \quad (19)$$

Fig. 11 (Upper panel) HPLC/PDA chromatogram of guaiacol/Fe(III) reaction products. The x-axis is the retention time, the y-axis is the UV-vis absorption wavelength, and color denotes the intensity of the absorption signal. (Lower panels) UV-visible spectra of selected chromophores. The figure and the caption were reproduced from ref. 211 with permission from the American Chemical Society, © 2017.
The left panel in Fig. 12 shows the effect of varying the amounts of oxalate, catechol and guaiacol on the mass of the insoluble product following 2 h reaction of these ligands with iron under dark conditions at pH 3. In the presence of equimolar amounts of oxalate and catechol, no suppression of particle formation was observed relative to the control experiments (absence of oxalate and sulfate), which corresponds to mass yields of ~50% and 60% for polycatechol and polyguaiacol, respectively. The data also show a larger reduction in particle mass with guaiacol than catechol. Suppression of particle formation was observed with excess oxalate (left side of 2 : 1 : 1 Fe : catechol : Ox molar ratio, Fig. 12a). This suppression is explained by the predominance of soluble iron oxalate complexes, Fe(C₂O₄)₂⁻ and Fe(C₂O₄)₃⁻. The log K values for the formation of both complexes equal 8.9 with FeOH²⁺ species, which is much higher than that for the ligand exchange between catecholate, H(C₆O₂H₄)⁻, and Fe(C₂O₄)₂⁻ or Fe(C₂O₄)₃⁻ (log K = 1). Particle mass is also lower in the 1 : 1 : 1 Fe : catechol : Ox molar ratio (right side of 2 : 1 : 1, Fig. 12a). This observation is explained by the reduction in the rate of the oxidative polymerization reaction when iron is the limiting reagent relative to catechol, as highlighted in the above section Mechanism of iron-catalyzed oxidative polymerization.

The time-dependent average particle size of polymeric particles produced in situ from the reaction of Fe(III) with aromatic reagents in the presence or absence of oxalate (and sulfate) in solution is shown in Fig. 13. Within the first 20 min, adding oxalate and sulfate leads to the formation of poly catechol particles in solution that are 2 and 2.5 times larger than those from control experiments, respectively (Fig. 13a). In light of the product mass yields obtained from filter weighing, one can take the interpretation of the DLS measurements further. For example, since the 2 : 1 : 1 Fe : catechol : Ox or AS reaction produces the same product mass as 2 : 1 Fe : catechol control (Fig. 12a and b), but the particles are initially larger (Fig. 13a), there must be fewer of them in the solution. This could indicate that the initial solution nucleation is retarded by oxalate, but once particles form they grow faster. When the reaction is carried out according to method 2 using sulfate (defined in the caption of Fig. 13), the DLS measurements show micron-size particles forming right away (Fig. 13a) with polydispersity index (PDI) above 0.5, indicating their high degree of polydispersity. As detailed above, the product mass from this reaction is double the control value at pH 3 (Fig. 12a). Hence, these combined results suggest the formation of larger and heavier particles in solution when iron sulfate is reacted with catechol according to method 2.

In the case of guaiacol, particles produced according to method 1 (defined in the caption of Fig. 13) at pH 3 show no significant difference in size when oxalate (or sulfate) was added relative to the control (Fig. 13b). These conditions produce less product mass than the control per data in Fig. 12b. However, the cases that produced twice the product mass when sulfate was added according to method 2 at pH 5 and 3 resulted in higher variability in particle size within the first 40 min of reaction time. Similar to the results with catechol, these particles have a PDI above 0.5, indicating their high degree of polydispersity. When these results are combined with product mass results, they suggest the formation of fewer and heavier particles in solution when iron sulfate was reacted with guaiacol according to method 2. This method is more atmospherically relevant over a range of multicomponent aerosol processing than method 1.

Fig. 12 Effect of adding oxalate (Ox, left) and ammonium sulfate (AS, right) on product mass after 2 h of dark aqueous phase reaction of 1 mM catechol and guaiacol with FeCl₃ (total volume = 20 mL). The error bars represent the standard deviation (±σ) from averaging 3–4 filter weight values. The horizontal dashed line is the product mass for the control reaction (no added oxalate or sulfate) for 2 : 1 Fe : organic molar ratio. The figure and the caption were modified from ref. 68 with permission from the American Chemical Society, © 2019.
The results described above show a new role for oxalate in aerosol chemistry, given its higher concentrations than iron and organic reagents, which is to efficiently suppress secondary particle formation in solution.

5.1.4.2 Sulfate. Sulfate is one of the most abundant inorganic components in aerosol particles that is mainly formed from aqueous phase oxidation of SO$_2$, a process often catalyzed by soluble iron.$^{137}$ Sulfate is routinely measured and incorporated in thermodynamic models that calculate the aerosol pH.$^{228}$ Yu et al.$^{229}$ reported a correlation between the sulfate and oxalate contents in particles and suggested a dominant in-cloud processing pathway to explain the close tracking of both species. Non-sea salt sulfate (nss SO$_4^{2-}$) from anthropogenic sources were also reported to largely control the formation of water soluble SOA dominated by oxalate via aqueous phase photochemical reactions.$^{230}$

The thermodynamic stability constants of iron sulfate complexes were calculated using Visual MINTEQ software and found to vary with pH (Fig. 5d and e). In the pH range 2–3, the dominant iron species are Fe$^{3+}$ and FeOH$^{2+}$, which complex with sulfate, SO$_4^{2-}$, according to eqn (20) and (21):

\[
\text{FeOH}^{2+} + \text{SO}_4^{2-} + \text{H}^+ \rightleftharpoons \text{FeSO}_4^+ + \text{H}_2\text{O}, \log K = 6.3 \quad (20)
\]

\[
\text{Fe}^{3+} + \text{SO}_4^{2-} \rightleftharpoons \text{FeSO}_4^+ , \log K = 4.3 \quad (21)
\]

In excess sulfate at pH 3, the following reactions also take place since a maximum of two sulfate molecules can complex with a single iron centre:

\[
\text{FeOH}^{2+} + 2\text{SO}_4^{2-} + \text{H}^+ \rightleftharpoons \text{Fe}^{2+}\text{(SO}_4\text{)}_2^- + \text{H}_2\text{O}, \log K = 7.4 \quad (22)
\]

\[
\text{Fe}^{3+} + 2\text{SO}_4^{2-} \rightleftharpoons \text{Fe}^{2+}\text{(SO}_4\text{)}_2^- , \log K = 5.4 \quad (23)
\]

The above log $K$ values for the formation of soluble iron sulfate are lower than those for iron catecholate, Fe(C$_6$H$_4$O$_2$)$_2$$^{+}$ (9.9, reactions (5) and (6)). These log $K$ values explain the trend in product mass in Fig. 12b, where adding sulfate had no effect on particle formation in solution because [FeOH]$^{2+}$ species are still the dominant species in solution (Fig. 5d and e). Under excess sulfate, an increase in the concentration of [FeSO$_4$]$^+$ relative to [FeOH]$^{2+}$ species is observed at pH 3 (Fig. 5e). Data in Fig. 12b show that the product mass nearly doubled when the reaction resulting in the 2 : 1 : 1 Fe : catechol : AS molar ratio was carried out at pH 3 according to method 2 (i.e., catecholate reacts with iron sulfate complexes). Ligand exchange between catecholate and iron sulfate complexes is favorable with log $K = 3.6$, according to reaction (24):

\[
\text{H(C}_6\text{O}_2\text{H}_4\text{)}^+ + \text{FeSO}_4^+ \rightleftharpoons \text{SO}_4^{2-} + \text{Fe(C}_6\text{O}_2\text{H}_4\text{)}^+ + \text{H}^+, \log K = 3.6 \quad (24)
\]

Ion chromatography (IC) analysis showed a 34% reduction in the solution concentration of sulfate following polycatechol formation in solution according to method 2, where AS was reacted first with Fe for 2 h, then the reaction time started when catechol was added. This observation was interpreted to mean that sulfate was trapped within the insoluble polycatechol particles based on the DLS measurements in Fig. 13. Particle characterization using ATR-FTIR and combined thermal gravimetric analysis and differential scanning calorimetry (TGA/DSC) also confirmed this interpretation.$^{44}$ Similar observations were reported for polyguaiacol particles formed in the presence of sulfate. The TGA/DSC analysis also revealed that it is very likely that the polycatechol particles formed in the presence of sulfate are porous and can retain sulfate anions. In the case of polyguaiacol particles, their higher molecular weight and therefore higher viscosity$^{231}$ helps retain sulfate. This sulfate retention in polycatechol and polyguaiacol appears to take place during particle growth and hence contributes to their polydispersity and size observed in the DLS curves in Fig. 13. The trapping of sulfate in the organic polymers studied here might result in changing their hygroscopic properties, water uptake behavior (described below), and their chemical/photochemical reactivities.

5.1.5 Effect of light on the polycatechol formation efficiency. The effect of near-UV radiation on soluble Fe(III) reactions with catechol was examined to highlight the contrast in aqueous phase iron chemistry with atmospherically relevant organic compounds under dark versus irradiation.
In an oxidative environment, the easily oxidizable species of the Fe–catechol complex has a strong absorption band at 400 nm. The radiation was produced by a light-emitting diode (LED, M405L4, Thorlabs) with a center wavelength of 405 ± 7 nm (the quoted range refers to full width at half maximum). Two different intensities of the UV light were tested: one with the maximal LED output (~135 mW) and another with the LED power set to 50% of the maximal value (~70 mW). The hypothesis tested was whether 405 nm irradiation can suppress the Fe(III)-catalyzed oligomerization reactions in the catechol + Fe(III) system. The overall scattering due to suspended particles reduced as the UV intensity increased (Fig. 14A), and the measured particle yields dropped from 43 ± 2% at 0 mW to 32 ± 6% at 70 mW and to 28 ± 2% at 135 mW (Fig. 14B). In systems, containing guaiacol, Pang et al. found a strong effect of UV irradiation on chemistry in the Fe(III)–catechol–guaiacol aqueous mixtures. The results suggested that photodegradation counteracted the polymerization. Indeed, it was reported that catechol photodegrades under UV irradiation in the presence of O2. In an oxidative environment, the easily produced radical caused by irradiation is the main reason for degradation. Nevertheless, the photodegradation was not sufficiently fast to prevent particle formation, suggesting that the chemistry studied here will occur under both dark and sunlit conditions.

In summary, polycatechol and polyguaiacol formation is efficient under dark and light conditions using millimolar concentrations of Fe(III) and organic reactants, which may be attainable on surfaces of particles or in aerosol liquid water. As stated earlier, the concentrations of these reactants are lower in cloud and fog droplets, making the extrapolation of the above results not straightforward.

5.1.6 Effect of ionic strength and viscosity on polycatechol formation under acidic conditions. A number of factors affect the rate of reactions in atmospheric cloud/fog droplets and deliquescent aerosol systems containing Fe(II)/Fe(III) species. These factors include the concentration of reactants, pH, and ionic strength (I), which are chiefly dependent on the aerosol liquid water. As stated earlier and in the following sections, the amount of aerosol liquid water in atmospheric particles is a function of temperature, RH, and chemical composition (inorganic vs. organic). The aqueous phase volume in cloud/fog droplets is about 10⁻³ cm⁻³ m⁻³ with pH values in the range of 2–7 and I of 10⁻⁴ M, compared to ~10⁻⁶ cm⁻³ m⁻³ in deliquescent aerosols with pH values below 2 and I > 6 M depending on the source location (e.g., marine, urban, or continental). These values are largely controlled by the inorganic salt content of atmospheric droplets/aerosols. The organic content in atmospheric particles is characterized by a number of functional groups with the oxygen-to-carbon elemental ratio (O : C) in the range of 0.1–1.0. The uptake of VOCs from biogenic and anthropogenic sources, gas and particle phase oxidation reactions can produce low-volatility products leading to the mixing of organic species with inorganic salts.

Iron-catalyzed polymerization of catechol was investigated under conditions characteristic of relatively viscous multicomponent aerosol systems and adsorbed water with high ionic strength (I = 1–12 m), acidic pH (~2), and low water content. The uptake of ionic strength and viscosity on polycatechol formation under acidic conditions. A number of factors affect the rate of reactions in atmospheric cloud/fog droplets and deliquescent aerosol systems containing Fe(II)/Fe(III) species. These factors include the concentration of reactants, pH, and ionic strength (I), which are chiefly dependent on the aerosol liquid water. As stated earlier and in the following sections, the amount of aerosol liquid water in atmospheric particles is a function of temperature, RH, and chemical composition (inorganic vs. organic). The aqueous phase volume in cloud/fog droplets is about 10⁻³ cm⁻³ m⁻³ with pH values in the range of 2–7 and I of 10⁻⁴ M, compared to ~10⁻⁶ cm⁻³ m⁻³ in deliquescent aerosols with pH values below 2 and I > 6 M depending on the source location (e.g., marine, urban, or continental). These values are largely controlled by the inorganic salt content of atmospheric droplets/aerosols. The organic content in atmospheric particles is characterized by a number of functional groups with the oxygen-to-carbon elemental ratio (O : C) in the range of 0.1–1.0. The uptake of VOCs from biogenic and anthropogenic sources, gas and particle phase oxidation reactions can produce low-volatility products leading to the mixing of organic species with inorganic salts.

Iron-catalyzed polymerization of catechol was investigated under conditions characteristic of relatively viscous multicomponent aerosol systems and adsorbed water with high ionic strength (I = 1–12 m), acidic pH (~2), and low water content. The uptake of ionic strength and viscosity on polycatechol formation under acidic conditions. A number of factors affect the rate of reactions in atmospheric cloud/fog droplets and deliquescent aerosol systems containing Fe(II)/Fe(III) species. These factors include the concentration of reactants, pH, and ionic strength (I), which are chiefly dependent on the aerosol liquid water. As stated earlier and in the following sections, the amount of aerosol liquid water in atmospheric particles is a function of temperature, RH, and chemical composition (inorganic vs. organic). The aqueous phase volume in cloud/fog droplets is about 10⁻³ cm⁻³ m⁻³ with pH values in the range of 2–7 and I of 10⁻⁴ M, compared to ~10⁻⁶ cm⁻³ m⁻³ in deliquescent aerosols with pH values below 2 and I > 6 M depending on the source location (e.g., marine, urban, or continental). These values are largely controlled by the inorganic salt content of atmospheric droplets/aerosols. The organic content in atmospheric particles is characterized by a number of functional groups with the oxygen-to-carbon elemental ratio (O : C) in the range of 0.1–1.0. The uptake of VOCs from biogenic and anthropogenic sources, gas and particle phase oxidation reactions can produce low-volatility products leading to the mixing of organic species with inorganic salts.
Table 6 Chemical composition and physical properties of background solutions for the reaction between iron chloride and catechol using ammonium sulfate (AS) as salt. Reproduced from ref. 148 with permission from the American Chemical Society, © 2021

| Rxn no. | [Salt] [M] | [Org] [M] | Ionic strng. $a$ (m) | Soln. density $b$ (g/mL$^{-1}$) | Soln. viscosity $d$ (mPa s) | pH | Water activity $e$ (%RH) | Org : AS mass ratio | [%Fe–CA]$f$ |
|---------|------------|-----------|---------------------|-------------------------------|-----------------------------|----|------------------------|-------------------|-----------------|
| AS only (no added organics) | | | | | | | | | |
| 1 | 0.01 | — | 0.015 | 1.0 ± 0.1 | — | 2.2 | 0.99 | — | 1.2 |
| 2 | 1 | — | 2.2 | 1.1 ± 0.1 | — | 2.6 | 0.97 | — | 0.33 |
| 3 | 2 | — | 4.4 | 1.2 ± 0.1 | — | 2.5 | 0.95 | — | 0.12 |
| M1 + AS | | | | | | | | | |
| 4 | 1 | SA, 0.2 | 2.2 | 1.1 ± 0.1 | — | 2.7 | 0.97 | 0.2 | 0.34 |
| 5 | 2 | SA, 0.2 | 4.3 | 1.2 ± 0.1 | — | 2.6 | 0.94 | 0.1 | 0.16 |
| 6* | 1 | MA, 2 | 2.2 | 1.2 ± 0.1 | — | 2.1 | 0.93 | 2.1 | 0 |
| 7 | 2 | MA, 1 | 4.4 | 1.2 ± 0.1 | — | 2.6 | 0.92 | 0.5 | 0 |
| 8 | 1 | GA, 2 | 2.2 | 1.1 ± 0.1 | — | 2.5 | 0.95 | 2.1 | 0.028 |
| 9 | 2 | GA, 1 | 4.4 | 1.2 ± 0.1 | — | 2.6 | 0.93 | 0.5 | 0.054 |
| M2 + AS | | | | | | | | | |
| 10* | 2.9 | SA, 0.17 | 5.8 | 1.2 ± 0.1 | 2445 ± 40 | 2.1 | 0.89 | 1.6 | 0.015 |
| | | GA, 4.4 | | | | | | | |
| 11* | 2.6 | SA, 0.28 | 5.4 | 1.3 ± 0.1 | 2445 ± 40 | 2.2 | 0.88 | 1.5 | 0 |
| | | Mal, 4.6 | | | | | | | |
| M3 + AS | | | | | | | | | |
| 12 | 4.4 | SA, 0.4 | 7.9 | 1.3 ± 0.1 | 3014 ± 344 | 2.1 | 0.81 | 1.6 | 0 |
| | | MA, 4.9 | | | | | | | |
| | | GA, 1.6 | | | | | | | |

$^a$ Calculated using $I = 1/2 \sum \left(C_i z_i^2 \right)$, where $C_i$ is the concentration of charged species in solution in molality (m) calculated using Visual MINTEQ. $^b$ Calculated from the mass of a known volume. $^c$ Measured in this study using a viscometer for low viscosity fluids. The ‘—’ indicates instrument was not accurate in measuring viscosity using water-like fluids of 1 mPa s. $^d$ Calculated using E-AIM, Model IV, aqueous solutions. $^e$ Calculated using Visual MINTEQ for each solution relative to total Fe(m) aqueous species in solution. Abbreviations are: Rxn = reaction, AS = ammonium sulfate, Org = organic compound, SA = succinic acid, MA = malic acid, GA = glutaric acid, and Mal = malonic acid. M1–3 refer to the number of organic compounds in the solution per the terminology used by Marcoll et al. The concentrations in Table 6 are all in molar concentrations. All solutions contained final concentrations of 2 $\times$ 10$^{-3}$ and 1 $\times$ 10$^{-3}$ M of Fe(m) and catechol, respectively. The final solution volume of Rxn no. 1–8 was 20 mL and of Rxn no. 9–11 was 5 mL. The ‘*’ marks the reactions that were analyzed using UHPLC-UV-MS after filtration.

activity (0.6–0.97) for comparison with earlier studies completed under conditions typical for cloud chemistry (I = 0.01 M, pH 3–5). To vary the pH, $I$, and water activity, the background aqueous phase solutions were prepared by adding either ammonium sulfate (AS) or ammonium nitrate (AN), and ubiquitous C3–C5 dicarboxylic acids (malonic, malic, succinic, and glutaric acids) were detected in biomass burning aerosols and used in laboratory studies for investigating the liquid–liquid phase separation. The relative amounts of the organic (Org) and inorganic (Inorg) components were varied to achieve mass ratios reported for field aerosols, Org : Inorg = 0.2–3.5. These salts and diacids also competed for binding to iron, specifically the anionic species, forming soluble iron complexes. For example, Table 6 lists the reaction numbers and the composition of the background solutions using ammonium sulfate (AS). The concentration of chemicals was chosen to achieve an Org : Inorg (AS or AN) mass ratio between 0.5 and 2. This mass ratio range was measured in field-collected organic aerosols from the pristine Amazon Basin and many locations in the Northern Hemisphere. The dicarboxylic acids chosen for this study have an O : C molar ratio greater than or equal to 0.8. Previous work on aerosol systems containing organics with this molar ratio range showed no liquid–liquid phase separation as a function of the Org : AS mass ratio range used here. Instead, deliquescent (D) and efflorescence (E) were observed in these systems with DRH and ERH ranging from 45–80 and 10–35%, respectively. The calculated water activity in the solutions in Table 6 ranges from 0.81 to 0.99 and that using AN ranges from 0.68 to 0.99, hence covering a relatively wide range of aerosol liquid water.

Fig. 15A shows digital photos of particles on filters and filter solutions from the reaction of catechol with Fe(m) as a function of O : C molar ratio in the background solutions listed in Table 6. For comparison, images for the control reaction in the absence of catechol are shown in Fig. 15B. These qualitative results clearly show that the insoluble black particles and brownish soluble reaction products originated from catechol. Also, the type of the diacid and its concentration relative to AS in the background solutions affected the particle density after 24 h of reaction time, as inferred from the color of the filters. This is because these diacids and AS can complex Fe(m) and hence compete with catechol. The formation of the iron...
 catecholate complex, Fe(C₆O₂H₄)⁺ (Fe–CA), is the first step in the oxidative polymerization mechanism. As the kinetics of the iron catecholate complex, Fe(C₆O₂H₄)⁺ (Fe–CA), formation is 3/C₂ that of forming iron sulfate, Fe(SO₄)₂⁻, and iron malate, Fe(C₄O₅H₄)⁺ (Fe–MA) (Table 3), and because similar kinetic data were not available for other diacids, the last column in Table 3 shows the percentage of Fe–CA complexes relative to other complexes in solution from thermodynamic modeling. These values were the basis for explaining the trend in particle density observed in Fig. 15.¹⁴⁸ Despite the very low values of %Fe–CA in Rxn no. 2–12 (Table 6), polycatechol particles still formed (as judged by the color of the filters for reaction and control

Fig. 15  (A) Digital photographs of filters and filtrate solutions after 24 h of selected reactions listed in Table 6 between catechol (1 x 10⁻³ M) and FeCl₃ (2 x 10⁻³ M) in AS solutions. The photographs are arranged in the order of increasing O : C molar ratio of the most dominant diacids based on the structures shown. (B) The corresponding photographs for the control reactions in the absence of catechol. The black border marks the filtrate samples analyzed using UHPLC-UV-MS and ion chromatography-MS. Reproduced from ref. 148 with permission from the American Chemical Society, © 2021.

Fig. 16  Observed rate of particle growth/aggregation as a function of ionic strength (Ι) from the time-dependent DLS data in the first 60 min reaction between catechol (1 x 10⁻³ M) and FeCl₃ (2 x 10⁻³ M) in (left) AS solutions used in different background solutions listed in Table 6, and (right) AN solution of varying compositions as per Table S2 in ref. 148. The line through the data is an exponential decay fit, y = a + be⁻cx, with a = 0.5 nm min⁻¹, b = 31 nm min⁻¹, and c = 0.2 m⁻¹. DLS data with error bars represent ±1σ. Reproduced from ref. 148 with permission from the American Chemical Society, © 2021.
experiments) with apparent reduction in particle density with increasing concentrations of the diacids that strongly complex with iron (Mal > MA > GA). This trend correlated with the O : C molar ratio of these diacids (Table 2: 1.33 > 1.25 > 0.8, respectively). SA was removed from this list because it had lower solubility than other diacids, which prevented our ability to conduct experiments using concentrations 1 and 2 M. The case of Rxn no. 11 where Mal is the dominant diacid was the only one where no evidence of particle formation was observed. For Rxn no. 6, 7, and 12, the Visual MINTEQ thermodynamic model calculated a %Fe–CA to be zero, yet discoloration of filters was apparent after 24 h of reaction (Fig. 15). This discoloration is due to traces of polycatechol particles suggesting a significant reduction in the rate of particle formation under these reaction conditions.

On the other hand, nitrate is a much weaker ligand than sulfate, hydroxide, and chloride,\(^148\) hence the calculated fraction of iron species in solution did not contain iron nitrate.\(^148\) The addition of the diacids to the AN solutions had a larger impact on the %Fe–CA than the increasing AN concentration. For example, increasing the concentration of AN from 0.01 to 12.3 M reduced the %Fe–CA from 9.5 to 2.4, and adding diacids further reduced %Fe–CA to be in the range 0–0.8 depending on the diacid (see Table S2 in ref. 148). The %Fe–CA in AN solutions were considerably higher than that employed for Rxn no. 1–3 using AS (Table 6), which ranged from 1.2–0.12. This difference had an impact on the rate of particle growth/agglomeration, as determined by DLS experiments. Fig. 16 shows the observed rate of polycatechol growth/agglomeration as a function of I in different solutions using AS and AN with and without diacids. Using either AS or AN, and within the uncertainty of the measurement, these data showed that increasing I and addition of diacids reduced the initial rate of polycatechol growth/agglomeration. The addition of SA at 0.2 M concentration (200× higher than catechol) did not result in a statistically significant reduction in the rate at I = 1 and 2 m compared to the observed with no SA (using AN, right). These results suggest that under these conditions, the presence of iron succinate with AN did not interfere with the kinetics of the oxidative polymerization of catechol, which was not observed in the case of AS (Fig. 16 left). This result signifies the role that the type of the inorganic anion plays in the mechanism of polycatechol formation, which warrants further investigation.

The reduction in the polycatechol growth/agglomeration rate in solutions with high I and levels of diacids allowed for the detection of oligomers that were not observed earlier. Rxn no. 6, 10, and 11 in Table 6 were selected for mass spectrometric analysis because their filtrate solutions shown in Fig. 15 highlight the effect of dicarboxylic acids on the optical properties of the products. The retention times, m/z values, and general elemental formula of labeled chromatographic peaks in Fig. 17 are provided in Table 7. The suggested structures of the molecules with the elemental formula in Table 7 are shown in Scheme 2. The formation of the organonitrogen compound, C_{11}H_{20}O_{8}N_4, assigned to peak 4 was confirmed using [^{15}N]NH_4SO_4 and HR-MS(+) detected at m/z^+ 214.0501, which is only 1.1015 ppm apart from that at m/z^+ 214.0499 for C_{10}H_{19}O_{4}N_3.

Such organonitrogen molecule was not recognized in earlier studies but is now available for further evaluation in new laboratory studies and field sampling, where it can play a role as a reactive intermediate. Hence, metal-catalyzed reactions driven by dissolved oxygen that lead to the formation of NOC in particles are potentially important pathways in systems containing ammonium and transition metals, which warrant further investigation.

### 5.2 Dicarboxylic acid precursors

Unlike most dicarboxylic acids that form strong soluble complexes with iron such as oxalic and succinic acids, the reaction of unsaturated C4–C6 dicarboxylic acids detected in aged secondary organic aerosols\(^3,164\)– with Fe(III) under acidic conditions led to the efficient formation of insoluble and colored polymeric compounds, even in the presence of competing ligands such as sulfate and oxalate. Tran et al.\(^96\) showed that fumaric and muconic acids react with FeCl_3 at pH 3 forming orange colored organometallic polymers, Fe-polyfumarate and Fe-polymuconate. Fig. 18 shows the photographs of reaction solutions and filters. The mass yields were found to be \(~84 \pm 6\%\) using fumarate and 52 \pm 6\% using muconate at pH 5 after overnight reaction. These yield values are relative to the initial concentration of the organics (2.1 mM) in control experiments at pH 5. Scheme 4 shows the proposed structures of these organometallic polymers based on the dry particle characterization using ATR-FTIR spectroscopy, TGA, transmission electron microscopy (TEM) with diffraction, scanning transmission electron microscopy-energy dispersive X-ray spectroscopy (STEM-EDS) for elemental mapping, electron
energy loss spectroscopy (EELS) for oxygen K-edge, and XPS for iron oxidation state. The presence of excess oxalate in solution was found to suppress the formation of Fe-polyfumarate and Fe-polymuconate particle formation, whereas excess sulfate had no effect. Polymerization reactions efficiently take place in the presence of sulfate in solution producing particles with iron-coordinated and/or pore-trapped sulfate groups. When soluble iron was the limiting reagent, the insoluble product mass was reduced, highlighting the central role of excess iron in catalyzing particle formation in solution.

The insoluble particles were found to be amorphous, contain iron in the oxidation state between 2+ and 3+, and can form using reaction solutions at 21-fold lower organic reactant concentrations than those used in Fig. 18. These particles are responsible for the UV absorbance of unfiltered reaction solutions at 370 nm, which was assigned to the π−π* transitions in C=C groups of Fe-polyfumarate and Fe-polymuconate back-bone structures. The UV absorbance spectra were converted to the mass-normalized absorption coefficient (MCA) for comparison with those recorded for other BrC materials, as discussed in the following sections. For comparison, OH or ozone oxidation of FA and MA would instead produce water-soluble products that do not absorb visible light. The iron-catalyzed polymerization described here opens up unique pathways for processing these diacids.

Using 25–50 μM concentrations of organic diacids, the DLS experiments aimed at monitoring the particle growth in real time showed that polydispersed particles formed quickly and

Table 7 Retention time (r.t.) for chromatographic peaks in Fig. 17 with m/z values and molecular formula in the negative and positive ion modes. See Scheme 2 for suggested structural formulae. ND = not detected. Reproduced from ref. 148 with permission from the American Chemical Society, © 2021

| Peak# | r.t. (min) | m/z− Parent | m/z− Fragment | m/z+ Parent | m/z+ Adduct | Molecular formula |
|-------|-----------|-------------|---------------|-------------|-------------|------------------|
| 1     | 4.17      | 109.10      |               | 128.15 (M + $\text{NH}_4^+$) | $\text{C}_6\text{H}_6\text{O}_2$ |
| 2     | 5.02      | 207.20      |               | $\text{C}_{11}\text{H}_{12}\text{O}_4$ |
| 3     | 5.48      | ND          | 173.19        | 453.29      | 470.32 (M + $\text{NH}_4^+$) | $\text{C}_{13}\text{H}_{12}\text{O}_{14}$ |
| 4     | 7.16      | 212.18      | 149.12        | 214.20      |             | $\text{C}_6\text{H}_4\text{O}_5$ |
| 5     | 2.37      | 167.10      | 123.09        |             |             | $\text{C}_7\text{H}_4\text{O}_5$ |
| 6     | 2.49      | 167.10      | 123.09        |             |             | $\text{C}_7\text{H}_4\text{O}_5$ |
| 7     | 5.49      | 217.20      | 471.48 (2M + $2\text{NH}_4^+$) |             |             | $\text{C}_{12}\text{H}_2\text{O}_4$ |
| 8     | 6.03      | 315.25      | 334.30 (M + $\text{NH}_4^+$) |             |             | $\text{C}_{10}\text{H}_2\text{O}_4$ |
| 9     | 6.54      | 249.20      | 251.21        |             |             | $\text{C}_{12}\text{H}_2\text{O}_4$ |
| 10    | 6.79      | 365.27      | 384.31 (M + $\text{NH}_4^+$) |             |             | $\text{C}_{10}\text{H}_{4}\text{O}_{10}$ |

Fig. 18 Dark reaction of fumaric acid (FA, panels on the left) and muconic acid (MA, panels on the right) with FeCl₃ at pH 3: (top) chemical structure and pKa values of FA and MA; (middle) digital images of the 1 : 2 organic reactant/Fe molar ratio of unfiltered solutions as a function of time and particles on filters after 24 h of reaction time; and (bottom) TEM images with diffraction of dry Fe-polyfumarate and Fe-polymuconate particles. Reproduced from ref. 69 with permission from the American Chemical Society, © 2021.
The growth rate of these particles appears to depend on the final organic reactant : Fe molar ratio and pH. Within the variability of the DLS results in Fig. 19a and b, it is clear that sulfate has no significant effect on the kinetics of particle growth/agglomeration relative to the control. The addition of oxalate, on the other hand, appeared to initially produce relatively larger particles that grow to micron-size particles at a faster rate than when sulfate is added or in the control case. The product masses under these reaction conditions with oxalate and sulfate in solution resulted in values close to the control value (see Fig. 2 in ref. 68). Hence, it was concluded that the initial solution nucleation is retarded by oxalate, which produces fewer particles. In conclusion, Fe-polyfumarate and Fe-polymuconate efficiently form over a wide range of atmospherically relevant conditions. The iron centers in the amorphous structures of Fe-polyfumarate and Fe-polymuconate could act as catalysts for the dark and photochemical production of reactive oxygen species (ROS) such as OH and H₂O₂, adsorption of oxyanions such as sulfate, and reduction of NOₓ in the presence of ammonia. The low solubility of these particles makes them uniquely different from the much better known oligomeric compounds formed during VOC oxidation, which are commonly water soluble. These chemical processes will depend on the amount of ‘adsorbed water’ and aerosol liquid water. Similar to polycatechol and polyguiacol, and as presented in the following section on the optical properties and morphology, the presence of polymeric products in atmospheric aerosol particles would affect their absorption and scattering properties, and the high hydrophobicity of Fe-polyfumarate and Fe-polymuconate would drive their enrichment at surfaces of aerosol particles with direct consequences on their [likely poor] ability to act as clouds and ice condensation nuclei.

5.3. Reactivity of BBOA aqueous extracts with iron

Reactions of BBOA aqueous extracts with Fe(III) were examined to check whether this chemistry can occur in realistic atmospheric samples. In these experiments, dried pine needles were burned and the resulting BBOA particles were sampled during different burning stages on Fluoropore PTFE membrane filters. Each filter was then extracted using 10 mM KCl solution at pH 3 by shaking the solution for 1 h. As not all BBOA material could be extracted using this method, the mass concentration of BBOA compounds \(C_{\text{mass}}\) in the extract was estimated using UV-vis spectroscopy where the base 10 absorbance \(A\) is measured in
The molar concentration of BBOA compounds in the extract was estimated assuming an average molecular weight of 200 g mol\(^{-1}\). Fig. 20 shows the UV-Vis spectra of the reaction solutions of BBOA and Fe\(_3\)Cl\(_2\) at pH 3 under dark conditions and the filter after 2 h of reaction. These data show that the particle density from iron chemistry varied depending on the amount of smoldering combustion that occurred while BBOA samples were collected. Pine #1 was taken at the start of the burning when conditions could be characterized as flaming. In this case, it is very likely that the BBOA did not contain sufficient quantities of reactive catechol or guaiacol derivatives, or it contained compounds with stronger affinity to Fe(III) preventing it from particle-forming reactions such as nitrated aromatics\(^{251,252}\). Pine #2 was collected later in the burning process, when at least half of the fuel burned. Upon mixing with Fe(III), the changes in the UV vis spectra and the pattern of color change of the reaction with FeCl\(_3\) were similar to those of the reaction of 4-MC and FeCl\(_3\). Given these observations and the lack of particles on the filter after 2 h of reaction, it was inferred that BBOA compounds produced during this burning stage may form complexes, but they do not partake in the subsequent polymerization over relatively short reaction times, \(i.e.,\) 2 h. In the case of Pine #3, BBOA was collected after the fire was extinguished by placing a lid on the container where burning took place. This resulted in purely smoldering conditions, expected to emit lignin pyrolysis and distillation products.\(^{253}\) The UV-Vis spectrum for reaction solutions of Pine #3 with Fe(III) had a notable decrease over time at 480 nm that matched that of the reaction of 4-HC and FeCl\(_3\). Also, the particle mass yield was found to be 53% after 2 h of reaction with Fe(III). Therefore, it appears that BBOA produced during smoldering conditions contain hydroxylated aromatics such as 4-HC. In conclusion, the behavior of three different samples of BBOA contrasts with the highly reproducible results of experiments in which individual catechol derivatives were mixed with Fe(III), suggesting the need for further investigation of how burning conditions and fuel types affect the BBOA chemical composition and the composition of its aqueous phase extracts.

6. Atmospheric impact of particles from iron chemistry

6.1. Dust dissolution and reactivity

The length of time mineral dust particles spend either as a wet aerosol or in cloud droplets will affect the amount of soluble iron due to aging during long range transport. The uptake of acids within clouds can also enhance iron dissolution in the droplets or in the residual aerosol formed after droplet evaporation. The chemistry described above used FeCl\(_3\) as a source of dissolved iron in aqueous phase reactions to simulate the reactivity in aged iron-containing mineral dust particles. To simulate acid-driven dissolution of freshly emitted dust and its reactivity with catechol, two types of experiments were...
conducted, one with hematite and one with Arizona Test Dust (AZTD). Fig. 21 shows the digital images of hematite slurry following 10 days of mixing at pH 1. Also shown are images of the filtrates before and after the addition of catechol and guaiacol, in addition to the filters after 1 h of reaction. The changes observed in the color of the solutions before filtration and the presence of the polycatechol and polyguaiacol particles on the filters clearly highlight that the same chemistry takes place as that observed using FeCl₃.

Using AZTD, Link et al. studied its reaction with dissolved catechol as functions of time and pH in the dark. The left and right panels of Fig. 22 show photographs of AZTD control (C, no catechol added) and reaction (R, with catechol) slurries over a 14 day period and that of the dry particles after filtration. Photographs of the AZTD slurries in Fig. 21 showed little change in color over the 14 d reaction time. However, the color of the particles on the reaction vials appeared darker compared to that from the control vials with no catechol. Similar studies were conducted using hematite nanoparticles under acidic pH where progressive darkening in the color of the slurry containing catechol with time was observed (see ESI in ref. 206). The darker color of the dried filters obtained after 14 d of simulated acid processing suggests that the adsorption of catechol to iron-containing materials slowly changes the surface chemical composition of the particles. Fig. 23 shows the scanning transmission electron microscopy (STEM) images of AZTD particles with catechol (top) and unreacted (bottom) following nearly two weeks of reaction at pH 1. The STEM images were coupled with energy dispersive X-ray spectroscopy (EDS) elemental mapping to show the distribution of carbon, oxygen and iron in the samples. The iron signals are concentrated in some areas where brighter areas correspond to higher relative amounts than dimmer areas. The carbon signals in Fig. 23a for particles reacted with catechol are not uniformly distributed across the image with some areas having larger amounts of detected carbon than the others. The C atomic% is higher for AZTD-Cat at 4.5% compared to undetectable for the control AZTD (no catechol in Fig. 23b). Other STEM images in ref. 206 showed that there is some co-localization of the iron and carbon signals, suggesting that the iron content in the dust particles might be anchoring the polymeric network of polycatechol, which upon formation, might encapsulate the dust particle.

In the soil chemistry literature, catechol was found to undergo catalytic abiotic oxidation on the surfaces of iron and manganese oxides at basic pH (pH > 8). Scheme 5 shows a three-step mechanism for the formation of polycatechol proposed by Colarieti et al. Steps 1 and 2 are heterogeneous reactions, which involve the partial oxidation of catechol due to an electron transfer to surface iron and the release of Fe(II) to solution. The reduced Fe(II) species in solution further complex with catechol, which then undergoes homogeneous oxidation, step 3, in the presence of dissolved oxygen. This reaction step involves cycling between Fe(II) and Fe(III) species and the production of reactive oxygen species, H₂O₂ and OH radicals, as intermediates. Under acidic conditions relevant to atmospheric aerosol pH, the same chemistry takes place albeit over days of reaction time. Although the reaction kinetics with AZTD and HEM particles are slower under acidic relative to basic pH according to the qualitative assessment of the filter images in Fig. 22, polycatechol formation changes the optical properties of the dust and hematite particles (discussed in detail below). In summary, the change in the chemical composition of iron-containing particles driven by oxidative polymerization of catechol changes the optical properties, mixing state and morphology of the particles. The next few sections elaborate on the latter topics and their impact on the hygroscopic properties of atmospheric particles.
6.2. Mixing states and morphology

The complex chemical composition of atmospheric aerosols influences their physical properties such as the morphology and the mixing state. Aerosol morphology is a general term that reflects the apparent shape, size, and topology of particles from optical and electron microscopy images. Examples of morphology include homogeneous, phase-separated core–shell and partially engulfed.\(^{255-257}\) The mixing state refers to the chemical speciation and physical properties of each particle.\(^{27,31,258,259}\) Often the mixing state is described in terms of external and internal mixtures to refer to the number of chemical species per particle in an aerosol population. Freshly emitted particles are more externally mixed, whose atmospheric aging leads to internal mixing. Experimental measurements of the physical and chemical properties provide information on their distribution within the particle population of an aerosol. Riemer et al.\(^{31}\) and Laskin et al.\(^{32}\) reviewed the literature on the techniques used to obtain information on aerosols’ mixing state, their advantages and limitations. Using some of these techniques, You et al.,\(^{24}\) Li et al.,\(^{260}\) and Song et al.\(^{257}\) identified mixing states beyond homogeneous-like particles that include dumb-bell, core shell and organic matter-coating, as shown in Fig. 24. These morphologies and mixing states depend on the particle size, are not static and tend to evolve over time due to multiphase aging processes in the atmosphere including the variation in the relative humidity that can lead to liquid–liquid phase separation and other phase transitions.\(^{25,257}\)

In order to explore the mixing state and morphological changes to aqueous droplets containing organics and iron, the reaction between catechol, guaiacol, fumaric acid and Fe(III) in a micrometre-sized aqueous droplets was monitored in situ and in real time under a constant flow of humid air (\(~96-100\%\) RH).
using an optical spectroscopy setup used for monitoring liquid–liquid phase separation in aqueous phase droplets at the University of British Columbia.\textsuperscript{35} Fig. 25 shows images of these droplets at the beginning of the reaction for comparison with those collected after the reaction proceeded for the times specified. These images indicate that polycatechol and poly-guaiaicol form as ‘inclusions’ in the aqueous droplets, whereas Fe-polyfumarate forms a polymeric network at the air/aqueous interface. An animation movie in the ESI† shows the movement of this polymer at the surface of the droplet, while flowing humid air suggests a preference for the core–shell morphology. These results highlight changes to the droplet morphology, mixing state, and chemical composition due to the formation of the insoluble products from iron chemistry. These changes would have consequences on the bulk and surface chemistry of the droplets.

6.3. Optical properties

The term aerosol optical properties refer to optical parameters that quantify aerosols’ ability to scatter and absorb shortwave and longwave radiation through the imaginary ($k$) and real ($n$) parts of the particle refractive index, $m = n - ik$. Both components contribute to the extinction coefficient of the material of interest and vary with the wavelength, which for atmospheric aerosol particles, ranges from the near-UV to the IR part of the
As outlined in the review article by Laskin et al., the measurements of optical properties will vary depending on the sample being analyzed: bulk solid aerosol materials as thin films, bulk liquid aerosol extracts, air containing aerosol particles, and aerosol-loaded filters. The refractive index of scattering particles is used in Mie theory calculations along with the size distribution to compare the calculated phase function and linear polarization for light scattering with experimental ones. Mie theory was derived for spherical particles and hence is limited in predicting particle scattering from non-spherical and irregularly shaped particles, as illustrated in the case of mineral dust and its components. These parameters are used in climate models for the calculation of the radiative forcing due to aerosol–radiation interactions (RFari). The values of RFari clearly show a variation depending on the chemical properties. These properties are not static and change during the lifetime of the aerosol particles.

Fig. 26 shows a graphical representation of the absorption and scattering optical parameters, namely $k$, mass absorption coefficient (MAC), and single scattering albedo (SSA) for three aerosol types with dominant light absorption properties as it results in positive RFari and hence have direct climate relevance, namely mineral dust, black carbon (BC) and brown carbon (BrC). Conceptually, the net shortwave aerosol absorption, usually quantified through the absorbing aerosol optical depth (AAOD), can therefore be thought of as the sum of the contributions of the above three separate species, integrated over the atmospheric column. Modeling AAOD is challenging and hence model validation, because the observed aerosol mixing state makes clear distinctions between separate aerosol types hard. The SSA values range from 0 to 1 (purely scattering). Aerosols that have SSA values below 0.85–0.9 indicate the absorption of solar radiation, hence they have a net positive RF.

6.3.1 Mineral dust. Mineral dust in the atmosphere is the most abundant atmospheric aerosol by mass in most global aerosol models, as a result, its absorption of solar radiation can dominate that of BC and BrC in some regions and seasons. Because climate forcing is highly sensitive to the optical properties of dust particles, dust radiative forcing can be positive (heating) or negative (cooling) depending on the values of key variables that include the height of the dust layer, particle size and aerosol optical depth (AOD).
particles weakly absorb visible radiation (single scattering albedo (SSA) of dust particles is typically in excess of 0.95 at the peak of the solar spectrum\(^{271,272}\)), the SSA value depends on the particle size and mineralogy (particularly, the hematite and goethite contents). Scanza \textit{et al.}\(^{273}\) reported the simulation of dust radiative forcing as a function of both the mineral composition and size on the global scale, using mineral soil maps for estimating emissions. Previous field measurements showed that volatiles efficiently transfer from accumulation mode particles onto dust particles in Asian outflows,\(^{274}\) thus creating an environment for the possible reactions between volatiles and dust surfaces. Light-absorbing inclusions on dust have a strong effect on its optical properties, for example, internal mixing of dust particles with strongly light-absorbing black carbon has been shown to decrease the SSA for a smaller particle size.\(^{275}\)

Al-Abadleh and co-workers reported on a chemical process that made dust more light absorbing.\(^{206}\) Using AZTD and hematite nanoparticles as laboratory standards and proxies for hematite-rich natural dust, respectively, they showed that reactions with catechol over 14 days of simulated acidic atmospheric aging (pH 1 and 3) lead to the formation of black polycatechol, increasing the ability of dust and hematite to absorb light over a wide range of wavelengths given its dark color. This simulated aging process was in contrast with the behavior of oxalate and sulfate that form complexes with iron sites, promoting the dissolution of iron minerals in dust. Hence, this aging chemistry may change the radiative forcing of dust aerosol from negative to positive, similar to that of black carbon. Mixing with pollution emissions during mineral dust transport is also recognized to alter the optical properties of dust.\(^{276-278}\) Bi \textit{et al.}\(^{277}\) quantified the optical parameters of pure and transported anthropogenic dust over East and Central Asia for improving the accuracy of remote sensing applications and global climate models.

\subsection*{6.3.2 Black carbon (BC or soot).} Black carbon (BC) or soot is the most abundant light absorbing carbonaceous aerosol type, which results from the combustion of fossil fuels and biofuels.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure26.png}
\caption{Physical parameters used in modeling aerosol absorption: wavelength dependence of the imaginary refractive index (left), MAC (middle), and SSA (right). The term ‘this work’ refers to ref. 264. Reproduced from ref. 264 under Create Commons License (CC BY-NC-ND 4.0) from Springer, © The Author(s), 2018.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure27.png}
\caption{Time-course evolution of BC aerosol composition, light absorption (where \(E_{\text{MAC-BC}}\) is the enhancement because of coatings relative to fresh/uncoated particles), and associated climate effects (as DRF). Reproduced from ref. 281 under the Create Commons License (CC BY-NC-ND 4.0) from the National Academies of Sciences USA, © The Authors, 2016.}
\end{figure}
Within the current uncertainty, BC has a net positive radiative force second only to CO₂. Bond and Bergstrøm reviewed the literature on the relationship between the structure of BC and its optical parameters to be used in models. Flame-generated BC contains sp³ bonds (as in diamond) and sp² bonds with loosely held valence electrons in p-orbitals (as in

| Reference                              | Pure → fresh | Fresh → aged | Pure → aged | λ (nm) |
|----------------------------------------|--------------|--------------|-------------|--------|
| Bond and Bergstrøm (2006)²⁸⁵           | 1.5          | 1.5          | (2.3)       |        |
| Cappa et al. (2012)²⁸⁶                 | 1.06         | 1.2          |             | 532    |
| Cui et al. (2016)²⁸⁷                   | 1.4          | 1.7          | 3           | 678    |
| Peng et al. (2016)²⁸⁸                  | 1.1          | 1.4          | 2.4         | 532    |
| Liu et al. (2015)²⁸⁹                   | 1.1          | 1.4          |             | 781    |
| Healy et al. (2015)²⁹⁰                 | 1.0          | 1.4          |             | 781    |
| Nakayama et al. (2014)²⁹¹              | 1.1          | 1.4          |             | 781    |
| Sinha et al. (2017)²⁹²                 | 1.44         |              |             | 565    |
| Lan et al. (2013)²³²⁶                  | 1.07         |              |             | 532    |
| Liu et al. (2017)²³²⁴                  | 1.1–1.6      |              |             | 405, 532, 781 |

Fig. 28 Optical evolution of wood tar aerosols through various atmospheric aging processes, including O₃ and NO₃ - reactions in the dark (gray area: night-time aging simulation) and photochemical transformation of NO₃ -aged wood tar aerosols (yellow area: daytime photochemical simulation). (A) Continuous wavelength-dependent complex real refractive index (RI) as a function of atmospheric transformation. (B) Continuous wavelength-dependent complex imaginary RI as a function of atmospheric evolution (left y-axis). Absorption Angstrom exponent (AAE) was derived to indicate the wavelength dependence of light absorption (right y-axis). (C) Wavelength-dependent single-scattering albedo (SSA) was estimated based on retrieved refractive indices (RIs) for wood tar particles at 200 nm. (D) Changes in the wavelength-weighted mean mass absorption coefficient (MAC, m² g⁻¹) for wood tar aerosols via various atmospheric aging processes. Two categories are shown: near-UV absorption (330–400 nm) and visible absorption (400–550 nm). Uncertainties for each RI and SSA distributions (±0.005 for the real part, ±0.006 for the imaginary part, and ±0.013 for the SSA on average from 330 to 550 nm) are not presented for clarity. The term ‘EAD’ refers to the experimental hydroxyl radical concentration, which is equivalent to 1.0–7.2 days of ambient daytime oxidation. EAD-1.0 indicates the equivalent to 1.0 day of atmospheric aging and so forth. Reproduced from ref. 302 under Create Commons License (CC BY) from the American Chemical Society, © the Author(s), 2020.
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graphite) in addition to hydrogen and oxygen. Bond and Bergstrom \(^{283}\) suggested a narrow range of refractive indices, as highlighted in Fig. 26 (left), and a mass-normalized absorption cross section of 7.5 ± 1.2 m\(^2\) g\(^{-1}\) at 550 nm for uncoated particles (Fig. 26 (middle)).

Freshly emitted BC has a ‘fractal’ structure, where nanometer size particles form conglomerates. This material absorbs electromagnetic radiation across a broad spectrum because the energy levels of the loosely held electrons are closely spaced. As highlighted above, BC can be externally or internally mixed within an aerosol population, hence affecting the overall morphology of particles. Terms that highlight the morphological changes of BC particles during atmospheric aging include ‘encapsulated’, ‘inclusions’, ‘collapsed uncoated’ and ‘coated’.

Fig. 27 shows the changes in morphology with atmospheric aging time leading to an enhancement in MAC and direct radiative forcing (DRF) values based on the experimental evidence by Peng et al. \(^{282}\) MAC values for aged BC are higher than those of fresh/uncoated particles (Fig. 26 middle). In their models, Boucher et al. \(^{283}\) used average values of 11 m\(^2\) g\(^{-1}\) for aged BC particles and argued that converting enhancements to increased DRF is still a work in progress. These enhancements in MAC has been explained by an optical lensing effect due to the coatings. In their review, Samset et al. \(^{284}\) provided a summary table for enhancement in absorption (\(E_{\text{abs}}\)) as a function of wavelength for three different aging cases studied in the literature: ‘fresh’, ‘fresh → aged’ and ‘fresh → aged’, where “fresh” refers to uncoated and collapsed BC, “fresh” refers to freshly emitted BC, while “aged” refers to aged BC that has become coated. Table 8 lists these \(E_{\text{abs}}\) values and the source studies. Zhang et al. \(^{285}\) correlated the \(E_{\text{abs}}\) values with the chemical composition from field data collected over four seasons and found that the significant wavelength-dependent \(E_{\text{abs}}\) increase (from 1 to 2) correlated with the aerosol photochemical aging associated with the production of highly oxidized secondary organic aerosols (SOA), especially at summertime. Other factors that contribute to the uncertainty in BC radiative forcing calculations are residence time, vertical profiles and emission inventories.\(^{286}\)

6.3.3 Brown carbon (BrC). BrC structurally differs from BC resulting in strong absorption at short wavelengths (below 500 nm) with some classes of BrC showing absorption up to 600 nm. \(^{13,264,295,296}\) Fig. 26 shows the optical parameters and the level of uncertainty associated with each parameter used in predicting the RF of BrC. Factors contributing to this relatively large variability include the structure and effects of atmospheric aging such as lensing, photobleaching and emission inventory. The molecular structure of BrC includes tar balls, HULIS and water-soluble organic carbon (WSOC) with different classes of chromophores such as aromatic carboxylic acids, nitrophenols and substituted, heterocyclic, and pure polycyclic aromatic hydrocarbons. \(^{13,264,295,297,298}\) Chemical processes that lead to the formation of BrC have been reviewed earlier. \(^{13,295}\) These structural differences result in variable polarities, volatility,\(^{299}\) viscosity\(^{300}\) and hygroscopocity,\(^{301}\) which affect the reactivity.

The lensing effect that increases the absorption of BrC was found to be larger in internally mixed aerosol with BC than with non-light absorbing organic carbon.\(^{295}\) On the other hand, in laboratory studies, photobleaching due to irradiation with UV light at 365 nm of low molecular weight BrC was found to occur faster than high molecular weight.\(^{295}\) Photobleaching involves photolytic and oxidation processes that break C–C and C–N bonds contributing to the light absorption properties of BrC. Simulating the photobleaching of BrC aerosol under realistic conditions using sunlight as the source remains challenging. Li et al. \(^{302}\) conducted lab experiments on the optical and chemical transformations of biomass burning (wood) tar proxy aerosols by nitrate radicals (NO\(_3^-\)) and ozone oxidation in the dark, followed by photolysis and photochemical OH reactions in simulated daytime (Fig. 28). They found that NO\(_3^-\) reactions form secondary chromophores, such as nitroaromatic compounds and organonitrates, causing an increase in MAC of the aerosols by a factor of 2–3. The subsequent OH oxidation and direct photolysis both decompose chromophores in the NO\(_3^-\)-aged wood tar aerosols, thus decreasing the absorption. Studies by Fleming et al. \(^{303}\) showed that the photodegradation lifetime of BrC depends on the fuel type, which ranges from 3.4 ± 1 for subalpine fir to 14 ± 1 for juniper.

In an attempt to reduce uncertainties associated with predicting RF\(^{304}\) of BrC, Lu et al. \(^{305}\) developed a method to constrain the BrC absorptivity at the emission inventory level using laboratory and field observations of POA. The main output was wavelength-dependent imaginary refractive indices (\(k_\text{opt}\)) for different fuel types that include the biomass/biofuel, lignite, propane, and oil. The authors acknowledged that the effects of mixing, aging, and SOA formation need to be added to models that estimate the radiative effect of BrC.

6.3.4 BrC from iron chemistry. Using phenolic compounds as precursors, the MAC values for the organic solvent extracts of the brown- to black-colored particles collected on the filters from the aqueous phase reactions of catechol, guaiacol, syringol, and o- and p-cresol with iron under acidic conditions were recorded by Lavi et al.\(^{231}\) Fig. 29 (left) shows the MAC spectra for comparison with reference compounds, nigrosin, Suwannee River and Pahokee Peat Fulvic Acid (SRFA and pahokee). The solvent used in these measurement was DMSO. At 365 and
In the case of BrC formation from aliphatic precursors, Tran et al.\textsuperscript{69} reported the MAC spectra for the reaction products of fumaric and muconic acids with Fe(III) at pH 3 as a function of reaction time (Fig. 31). As stated earlier, the dark reaction of trans-C4 and C6 unsaturated diacids with Fe(III) under acidic conditions and in the absence of any added oxidants resulted in the formation of insoluble and amorphous polymeric particles, Fe-polyfumarate and Fe-polymuconate. At 365 and 405 nm, the observed MAC values after 1 h of reaction were as high as \~6 m$^2$/gc.

Although this high pH is not measured in LIQUID WATER, the basic pH is typically measured in the slurries of unprocessed dust due to the presence of metals that act as Lewis acid sites.\textsuperscript{123} Hence, it is likely that water adsorbed on freshly emitted dust particles would have a basic pH. The measured MEC values increased in the R-pH 9 sample at all wavelengths in agreement with the observed darkening of the particles by the reaction. This method cannot separate contributions to the increase in MEC driven by the growth of particles due to polycatechol formation, leading to increased scattering and by the deposition of light-absorbing organic material on particles leading to increased absorption. The lack of wavelength-dependent features in the MEC spectrum of the aged samples suggests that the scattering effect dominated the overall extinction.

405 nm, where absorption coefficients of ambient particles are frequently measured, MAC values for guaiacol reaction products are around $1.5 \times 10^4$ cm$^{-1}$ g$^{-1}$ in DMSO as the solvent (Fig. 29 left) and $2 \times 10^4$ cm$^{-1}$ g$^{-1}$ in water as the solvent.\textsuperscript{79} These values are comparable to those from biomass burning aerosols ($10^3$–$10^4$ cm$^{-1}$ g$^{-1}$)\textsuperscript{206} and in the same order of magnitude of black carbon\textsuperscript{343} ($7.5 \times 10^4$ m$^2$ g$^{-1}$ for uncoated soot). In the case of the guaiacol derivative, syringol, no significant absorption was measured for its reaction products with iron.

The MEC spectrum for catechol reaction products also showed relatively high values comparable with guaiacol. For comparison, Slikboer et al.\textsuperscript{79} reported the MEC spectrum for unfiltered solutions after 3 min of reaction between catechol and Fe(III) at pH 3. The intermediate peak for quinone around 390 nm\textsuperscript{70} is absent in Fig. 29 (left). The feature above 500 nm is present in both studies using DMSO and water as solvents, which resembles a similar one observed in the absorption spectrum of a mixture of polyhydroxylated benzene and C–C coupling products from the heterogeneous ozonolysis of a thin solid catechol film.\textsuperscript{207} Reaction products of phenol derivatives, o- and p-cresol, resulted in MAC spectra similar to those collected for SRFA and pahokee fulvic acid reference spectra between 300 and 500 nm, which have been used as model compounds for atmosphere BrC.\textsuperscript{31}

Moreover, changes to the optical properties of diluted control and reacted AZTD slurries with catechol were reported by Link et al.\textsuperscript{206} Fig. 30 shows the mass-normalized extinction coefficient (MEC) calculated in the wavelength range 300–900 nm according to eqn (26):

$$\text{MEC}(\lambda) \text{ (cm}^2\text{ g}^{-1}) = \frac{\ln(10) \cdot \text{extinction}(\lambda)}{\text{mass concentration of AZTD in slurry (g cm}^{-3}) \cdot \text{path length (cm)}}$$ (26)

MEC values for diluted AZTD slurries reacted with catechol at pH 9 (R-pH 9) and control at pH 9 (no catechol, C-pH 9).
6.4. Hygroscopic properties

Quantifying gas-phase water uptake on atmospheric particles leads to understanding their role in air quality, climate change and health. Fig. 32 shows a general schematic of the effect of RH and temperature on particle phase transitions, surface versus bulk chemistry, formation of haze, cloud condensation nuclei (CCN) and ice nuclei (IN). The following sections describe in detail the qualitative and quantitative aspects of aerosol liquid water on aerosol components with various solubilities for understanding the hygroscopic properties of field-collected aerosol particles. As stated above, organics from primary and secondary sources represent a major component of atmospheric aerosols, hence quantifying their hygroscopic properties is important for accurately parametrizing their climate and environmental impacts.

6.4.1 Gas phase water uptake. Iron-catalyzed aqueous phase reactions with catechol, guaiacol, fumaric and muconic acids produced water-insoluble and light-absorbing secondary organics particles, namely polycatechol, polyguaiacol, Fe-polyfumarate and Fe-polymuconate. Rahman and Al-Abdelrehm studed the hygroscopic properties of these particles using diffuse reflectance Fourier infrared transform spectroscopy (DRFITS) and quartz crystal microbalance (QCM) as a function of RH at 298 K. A modified 3-parameter Type II multilayer BET adsorption model described the water adsorption isotherm on the non-porous materials, polycatechol, polyguaiacol and Fe-polymuconate, whereas a Type V adsorption model (the Langmuir–Sips model) that accounts for condensation in pores was used in the case of porous Fe-polyfumarate (Fig. 33). The data revealed that organometallic polymers are more hygroscopic than organic polymers. Fig. 33 shows the water adsorption isotherms on these materials with desorption data as well. The analysis of these data shows that organometallic polymers are more hygroscopic than organic polymers and can retain more water with decreasing RH due to structural differences.

6.4.2 Structure of surface water. There are molecular level structural differences between the bulk and interfacial water on surfaces of atmospheric relevance that have consequences on the extent of water uptake, ice nucleation, ionic mobility, and chemical reactivity. These structural differences arise from changes to the hydrogen bonding network in the condensed phases of water that affect the fundamental vibrational modes of water. The use of experimental and computational tools such as infrared spectroscopy, nonlinear sum frequency generation spectroscopy, X-ray based techniques and molecular dynamics simulations provided invaluable information on the structure of interfacial water. These differences were the subject of thematic special issues of J. Phys. Chem. C and Phys. Chem. Chem. Phys.

Gas phase water adsorption on the surfaces of hydrophobic organics like the insoluble polymers formed from iron-catalyzed reactions with aromatic and aliphatic precursors are two examples of insoluble aerosol components, where the uptake of water on their surfaces results in the formation of ‘adsorbed water’. Adsorbed water can take the form of either thin films or islands depending on the thermodynamic favourability of hydrogen bonding with the underlying surface. The number of hydrogen bonding donors and acceptors...
increase is a strong indicator for the extent of water-surface interactions. Formation of hydrogen bonding in water clusters and liquid and solid phases affects the frequencies and oscillator strengths assigned to stretching, bending and librational modes of water.\textsuperscript{319-322} Also, heterogeneity (i.e., ordered vs. disordered) of the molecular environment of hydrogen bonded water can be assessed through the OH stretching band shape, which increases in broadness with increasing disorder.\textsuperscript{323} The average hydrogen bond coordination number for water molecules in bulk water is \(~3.5\), which drops to 3.0 at the interface.\textsuperscript{314,315}

In general, formation of hydrogen bonds in the liquid and solid bulk phases leads to the formation of broad OH stretching \((v_1, v_2)\) and H$_2$O bending \((\delta)\) modes and the appearance of a new combination mode. Table 9 summarizes the frequency values of water in different molecular environments. Hydrogen bonds are random and disordered and weaker in the liquid phase compared to ice, and they lead to shifting the band centre from \(\sim3400\) to \(\sim3200\) cm$^{-1}$.\textsuperscript{316,317}

For surface water, spectral features are often described as ‘liquid-like’ and ‘ice-like’ depending on the interface and the underlying substrate. A more accurate description refers to the strength of the hydrogen bonds: strong hydrogen bonds give rise to broad spectral features lower than 3400 cm$^{-1}$ and weak hydrogen bonds between 3400 and 3500 cm$^{-1}$. In the case of no hydrogen bonds, the spectral features appear sharp between 3600 and 3750 cm$^{-1}$.\textsuperscript{118} In the case of hydrophobic surfaces, such as hexane and CCl$_4$, the spectra of water show features assigned to free and bonded OH groups suggesting strong orientation effects.\textsuperscript{119} These features were also apparent on tannic acid,\textsuperscript{319} polycatechol, polyguaiacol, Fe-polyfumarate, and Fe-polymuconate\textsuperscript{307} and pollen.\textsuperscript{120} The weak and strong hydrogen bonding networks of adsorbed water on these organic powdered materials suggest cluster formation, reflecting water–water and water–organics interactions. Also, water bonding with organic functional groups acting as hydrogen bond acceptors caused shifts in their vibration modes\textsuperscript{307} and led to partial dissolution due to the formation of hydrates, as observed in the case of tannic acid.\textsuperscript{319} Water molecules in contact with organic self-assembled monolayers (SAMs) at low RH form clusters, which have fewer hydrogen bonds and gave rise to spectral components at 3200 cm$^{-1}$, whereas molecules in the interior of water clusters have 3 and 4 hydrogen bonds similar to that of bulk water.\textsuperscript{321,322}

6.4.3 Efficiency of cloud condensation nucleation. Kuang et al.\textsuperscript{44} reviewed the lab and field measurements of CCN activity of SOA and highlighted the factors that affect the degree of organic aerosol hygroscopicity. These factors include the RH; water solubility; degree of atmospheric aging that affects the carbon chain length, functional groups, and oxygen to carbon \((O : C)\) ratio; and surface tension changes due to the presence of surfactants and liquid–liquid phase separation.

To highlight the contribution of the aforementioned factors, the hygroscopic properties of lab-generated semi-solid SOA were measured as a function of RH and oxidation state through quantifying the oxygen to carbon ratio.\textsuperscript{326} The SOA were generated in a flow reactor by homogeneous nucleation and condensation following OH and/or O$_3$ oxidation of gas-phase precursors: isoprene \((C_{5}H_8)\), \(\alpha\)-pinene \((C_{10}H_{16})\), and longifolene \((C_{15}H_{24})\). The hygroscopicity parameter, $\kappa$, was
measured in the sub- and super-saturation RH regions using a hygroscopicity tandem differential mobility analyzer (HTDMA) and a cloud condensation nuclei counter (CCNc), yielding $k_{\text{HGF}}$ and $k_{\text{CCN}}$, respectively. The authors calculated the ratio of $k_{\text{HGF}}$ to $k_{\text{CCN}}$ between 0 and 1 to describe a general hygroscopic behavior which is independent of absolute $k$-values. $k$-Ratios below 0.5 indicate the dominance of water surface adsorption, whereas those above 0.5 indicate increased solubility and higher water uptake. The phase of the SOA particles (solid, semisolid, and liquid) was quantified using an aerosol bounce instrument that yields a particle bounced fraction (BF). Particles with BF > 0 are solid or semisolid and the particles with BF = 0 behave mechanically as liquids. For comparison, similar experiments were conducted using solid and insoluble SiO$_2$ spheres where water uptake occurs via surface adsorption. Fig. 34 shows a schematic that summarizes their major findings: for subsaturated conditions (RH < 100%), the water uptake of SOA with relatively low O : C (<0.6) is an adsorption-dominated process. With increasing atmospheric aging due to oxidation and increasing RH, the dissolution increases and the $k$-ratio approaches 1 similar to supersaturation conditions. The authors also found that the organic precursor has an effect on the hygroscopic properties, even if the SOA O : C ratio is similar. For example, for an O : C ratio of $\sim$0.6, a-pinene SOA would have a $k$-ratio of 0.82, whereas the $k$-ratio for longifolene SOA is around 0.4.

Moreover, in addition to dissolution, the type of VOC precursor, and RH, Rastak et al.\textsuperscript{227} found that liquid–liquid phase separation can take place in some SOA originating from biogenic emissions with increasing RH. Fig. 35 show optical microscopy images for micrometer-scale isoprene- and $\alpha$-pinene-SOA generated in the lab from photo-oxidation and ozonolysis, respectively. The SOA products were collected on a hydrophobic glass slide for collecting images at 290 K in a temperature- and RH-controlled flow cell. The presence of multiple phases is visible in the optical images. One single phase was observed over the entire RH range for isoprene-SOA, as shown in Fig. 35A, whereas for $\alpha$-pinene-SOA (Fig. 35B), a single organic-rich phase is observed below 95%. Increasing the RH above 95% results in phase separation, where a water-rich phase is observed. The authors found agreement between the microscopy images and the water uptake of considerably smaller 100 nm SOA particles generated in the lab from isoprene and $\alpha$-pinene. It was noted that as the O : C ratio of monoterpene-SOA changed with atmospheric aging, its hygroscopicity and CCN activity would resemble more of those of oxidized isoprene-SOA. Improved thermodynamic model predictions of $k_{\text{HGF}}$ were obtained when liquid–liquid phase separation was included to explore the effect of surface tension reduction by organics, as well as the coupled gas–particle partitioning of semi-volatile organic molecules and water upon RH changes.\textsuperscript{227} In the case of secondary marine aerosol consisting of sulfate, ammonium, and organic species, Mayer et al.\textsuperscript{228} found that the measured CCN activity ($k_{\text{app}} = 0.59 \pm 0.04$) of the resulting secondary marine aerosol matched the values observed in previous field studies. Although these secondary

### Table 9
Summary of selected studies that utilized infrared spectroscopy for characterizing water in bulk phases, at interfaces and surfaces of atmospheric relevance

| Bulk phase of water | Vibrational modes (cm$^{-1}$) | Adsorbed water vibrational modes (cm$^{-1}$) |
|---------------------|-------------------------------|---------------------------------------------|
|                     | Symmetric ($\nu_1$) | Asymmetric ($\nu_3$) | Combination ($\delta + \nu_R - \nu_T$) | Bending ($\delta$) | Ref. |
| H$_2$O(g)           | 3636                      | 3755                        | --                                    | 1594              | 311  |
| HDO(g)              | 3622 (OH), 2723 (OD)      | 3699 (OH), 2781 (OD)       | --                                    | 1265              | 323  |
| H$_2$O(l)           | 3261                      | 3351                        | 2134                                  | 1639              | 322  |
| H$_2$O$^+_$(l)      | 3241                      | 3337                        | 2113                                  | 1632              | 323  |
| HDO(l)              | 2502                      | 3404                        | 2900 (2$\delta$)                      | 1450              | 324  |
| D$_2$O(l)           | 2407                      | 2476                        | 1206                                  | 323               |
| H$_2$O(s)           | 3289                      | 3411                        | 2243                                  | 1641              | 311  |

| Organic solid surface (powders, films) | Stretching | Combination ($\delta + \nu_R - \nu_T$) | Bending ($\delta$) | Ref. |
|----------------------------------------|------------|----------------------------------------|-------------------|------|
| Pollen                                 | 3593, 3205 | 2135                                  | 1616              | 320  |
| Tannic acid$^a$                        | 3600, 3400, 3169 | --                                    | 1645              | 319  |
| Humic acid/goethite                    | 3582, 3512, 3491 | --                                    | 1641              | 325  |
| Polytetraethylene                      | 3580, 3020 | --                                     | 1628              | 307  |
| Polyglycuacil                           | 3580, 3170 | --                                     | 1628              |      |
| Fe-polymufarate                        | 3641, 3564, 3020 | --                                    | 1632              | 307  |
| Fe-polymuconate                        | 3641, 3564, 3020 | --                                    | 1628              |      |
| C8 and C18 self-assembled monolayers   | $\sim$3400, $\sim$3180 | --                                    | --                | 321 and 322 |

$^a$ Spectrum collected in the author’s lab.

\(k\)-Ratios below 0.5 indicate the dominance of water surface adsorption, whereas those above 0.5 indicate increased solubility and higher water uptake. The phase of the SOA particles (solid, semisolid, and liquid) was quantified using an aerosol bounce instrument that yields a particle bounced fraction (BF). Particles with BF > 0 are solid or semisolid and the particles with BF = 0 behave mechanically as liquids. For comparison, similar experiments were conducted using solid and insoluble SiO$_2$ spheres where water uptake occurs via surface adsorption. Fig. 34 shows a schematic that summarizes their major findings: for subsaturated conditions (RH < 100%), the water uptake of SOA with relatively low O : C (<0.6) is an adsorption-dominated process. With increasing atmospheric aging due to oxidation and increasing RH, the dissolution increases and the $k$-ratio approaches 1 similar to supersaturation conditions. The authors also found that the organic precursor has an effect on the hygroscopic properties, even if the SOA O : C ratio is similar. For example, for an O : C ratio of $\sim$0.6, a-pinene SOA would have a $k$-ratio of 0.82, whereas the $k$-ratio for longifolene SOA is around 0.4.

Moreover, in addition to dissolution, the type of VOC precursor, and RH, Rastak et al.\textsuperscript{227} found that liquid–liquid phase separation can take place in some SOA originating from biogenic emissions with increasing RH. Fig. 35 show optical microscopy images for micrometer-scale isoprene- and $\alpha$-pinene-SOA generated in the lab from photo-oxidation and ozonolysis, respectively. The SOA products were collected on a hydrophobic glass slide for collecting images at 290 K in a temperature- and RH-controlled flow cell. The presence of multiple phases is visible in the optical images. One single phase was observed over the entire RH range for isoprene-SOA, as shown in Fig. 35A, whereas for $\alpha$-pinene-SOA (Fig. 35B), a single organic-rich phase is observed below 95%. Increasing the RH above 95% results in phase separation, where a water-rich phase is observed. The authors found agreement between the microscopy images and the water uptake of considerably smaller 100 nm SOA particles generated in the lab from isoprene and $\alpha$-pinene. It was noted that as the O : C ratio of monoterpene-SOA changed with atmospheric aging, its hygroscopicity and CCN activity would resemble more of those of oxidized isoprene-SOA. Improved thermodynamic model predictions of $k_{\text{HGF}}$ were obtained when liquid–liquid phase separation was included to explore the effect of surface tension reduction by organics, as well as the coupled gas–particle partitioning of semi-volatile organic molecules and water upon RH changes.\textsuperscript{227} In the case of secondary marine aerosol consisting of sulfate, ammonium, and organic species, Mayer et al.\textsuperscript{228} found that the measured CCN activity ($k_{\text{app}} = 0.59 \pm 0.04$) of the resulting secondary marine aerosol matched the values observed in previous field studies. Although these secondary
particles correlate with phytoplankton biomass (i.e., chlorophyll-a concentrations), primary sea spray aerosol does not. Importantly, the authors concluded that secondary marine aerosols play a dominant role in affecting marine cloud properties.

### 6.4.4 Ice nucleation

Understanding the role of atmospheric aerosols in cloud and ice nucleation remains at the core of minimizing uncertainties associated with the indirect effect of aerosols on the climate and the hydrological cycle. Selected recent reviews that recount the literature on the influence of aerosol chemical composition and atmospheric processes on the CCN and IN activities can be found in ref. 329–332. These reviews highlight the role of ice nucleating particles (INPs) in heterogeneous freezing, which takes place at much higher (i.e., warmer) temperatures than that required for homogeneous nucleation (<38°C or 235 K), and lower saturation with respect to ice (<1.5), as illustrated in Fig. 36. Table 10 lists the brief definition of the different heterogeneous freezing processes provided by Kanji et al. 330

Following decades of research, aerosols that make effective INPs have been grouped into four categories: (a) insoluble/solid inorganic particles, (b) soluble particles, (c) organics and glassy particles, and (d) nanoscale biological fragments. The chief examples of category (a) are mineral dust, fly and volcanic ash, K-feldspars, metal and metal oxides, and soil dust, where experiments have shown that factors such as the surface area, surface functional groups, surface defects, lattice match of surface planes with that of ice. A few highlights from selected recent studies include the following: DeMott et al. 334 developed an empirical parameterization for the immersion freezing activity of natural mineral dust particles from both laboratory studies and atmospheric measurements. The dependence of immersion mode ice nucleating ability of K-feldspars

---

**Fig. 34** Schematics of the water uptake processes of SOA particles in the atmosphere. Subsaturated swelling ($\kappa_{HGF}$) can vary dramatically with minor differences in supersaturated droplet activation ($\kappa_{CCN}$): consequently, particles can have very different direct and indirect climate effects. The background color scale indicates the ratio of these parameters under the given subsaturated and supersaturated conditions, whereas the darkness of the green color in particles denotes their atmospheric age. The contrast is the largest when adsorption is the dominant water uptake mechanism even at high RH. This is the case for low $O:C$ SOA particles on the left. With increasing oxidation, i.e., increasing atmospheric age of the particles, the solubility increases and the dissolution RH decreases, decreasing the discrepancy between the $\kappa_{HGF}$ and $\kappa_{CCN}$ values. Reproduced from ref. 326 under Create Commons License (CC BY-NC-ND 4.0) from the American Geophysical Union, © The Authors, 2015.

---

**Fig. 35** Optical images of micrometer scale SOA particles with increasing relative humidity. (a) Isoprene-derived SOA for mass concentrations of 70–80 µg m$^{-3}$ and (b) α-pinene-derived SOA for a mass concentration of 110 µg m$^{-3}$. Note that the light gray circles at the center of the particles are due to an optical effect caused by the hemispherical shape of the particles deposited on a substrate. Illustrations are shown below the images for clarity. Green: organic-rich phase. Blue: water-rich phase. The scale bar represents 20 µm. Reproduced from ref. 327 under Create Commons License (CC BY-NC-ND 4.0) from the American Geophysical Union, © The Authors, 2017.
(containing 85% microcline \((\text{KAlSi}_3\text{O}_8)\) and 15% albite \((\text{NaAlSi}_3\text{O}_8)\)) on the surface composition was investigated by Yun et al.\textsuperscript{335} to account for the effect of water-soluble inorganic solutes at low concentrations. Their study found that only \(\text{K}^+(\text{aq})\) had a positive effect (i.e., warming effect) on the ice nucleating ability of K-feldspar, while the other alkali cations, namely \(\text{Li}^+\), had no effect, and \(\text{Na}^+, \text{Rb}^+, \text{and Cs}^+\) had a negative effect. This trend correlated with the K/Al ratio at the surface of K-rich feldspar. Whale et al.\textsuperscript{336} investigated the immersion mode enhancement and the suppression of ice nucleation of feldspars, humic acid, quartz, amorphous silica gel, and AZTD with other alkali halides and ammonium salts. Chatre et al.\textsuperscript{337} showed that increasing the mole fraction of citric acid when AZTD is present increased the ice crystallization temperature compared to AZTD only. The effect of porosity of coal fly ash aerosol particles on their IN activity at cirrus temperatures was demonstrated by Umo et al.\textsuperscript{333} to highlight the dominance of pore condensation and freezing processes in these systems.

In the case of soluble particles such as INPs, this class contains hygroscopic salts such as ammonium sulfate and sodium chloride, which can crystallize by efflorescence. The ice nucleating ability of these salts has been extensively studied and reviewed by Kanji et al.\textsuperscript{330} and Knopf et al.\textsuperscript{331} Laboratory studies showed that supermicron and submicron salt particles induce heterogeneous ice nucleation via contact freezing. Pure soluble organics such as citric acid were found to promote ice nucleation near

![Fig. 36 Schematic overview of different ice nucleation pathways, exemplarily given as functions of temperature, relative humidity, and supersaturation with respect to ice (RH\(_\text{ice}\) and \(S_{\text{ice}}\), respectively). (A) Homogeneous ice nucleation, (B) immersion freezing, (C) deliquescence and water uptake, followed by immersion freezing, (D) deposition ice nucleation, (E) contact ice nucleation, and (F) inside-out freezing. Symbol forms and sizes are not to scale. Reprinted (adapted) from ref. 331 with permission from the American Chemical Society, © 2020.](image-url)

| Table 10 Brief definition of the heterogeneous freezing processes provided by Kanji et al.\textsuperscript{330} and Knopf et al.\textsuperscript{331} |
|-------------------------------------------------|
| **Term**                                      | **Definition**                                                                 |
| Immersion freezing                            | Ice nucleation initiated by an INP immersed in an aqueous solution or water droplets via activation of CCN during cloud formation. This process is suggested to be the most important for mixed phase clouds |
| Deposition ice nucleation                     | Ice forms on an INP from the supersaturated gas phase (i.e., \(\text{RH}_{\text{ice}} > 100\%\)). Liquid water is presumed to be absent |
| Condensation freezing                         | Freezing being initiated concurrently with the initial formation of liquid on CCN at supercooled temperatures |
| Contact ice nucleation                        | Ice nucleation occurs when an INP collides or comes into contact with a supercooled water or aqueous solution droplet |
| Inside-out freezing                           | Freezing occurs when an INP is in contact with the liquid–air interface, establishing three interfaces (i.e., gas, solid, and liquid), under supercooled conditions |
| Pore condensation and freezing\textsuperscript{333} | Ice formation is initiated at cirrus temperatures via the liquid phase in a two-step process involving the condensation and freezing of supercooled water inside pores |
homogeneous freezing temperatures, $T \lessapprox -40$ °C, when amorphous glass-like species form.\textsuperscript{336} Studies to date concluded that salt mixtures with organics affect the ice nucleating abilities of these systems in an unclear way because of variations in chemical composition and functional groups, phase, and morphology\textsuperscript{336} compared to single component salt systems. In their modeling study, Yun and Penner\textsuperscript{139} found that marine organic aerosol contributes to more ice formation than dust or black carbon/organic matter in mixed-phase clouds and highlighted their inclusion as natural heterogeneous ice nuclei.

Fig. 37  Ice nucleation efficiency as gauged by $T_{50}$ values as functions of time and starting pH of reaction and control AZTD slurries. Error bars in $T_{50}$ represent propagated ±2σ. The figure and the caption were reproduced from ref. 206 with permission from the American Chemical Society. © 2020.

The impacts of solution pH and the extent of polycatechol formation on AZTD ice nucleation efficiency were investigated by Link et al.\textsuperscript{206} using the droplet freezing technique. In these experiments, microliter droplets were placed on a hydrophobic glass slide on the top of a temperature-controlled cooling stage with a cover equipped with a digital camera. The ‘frozen fraction’ was calculated from the images, which corresponds to the percentage of droplets that froze at a given temperature. The temperature that corresponds to the 50% frozen fraction is called ‘$T_{50}$’ and is used as a measure of the ice nucleation efficiency of different samples. Fig. 37 shows $T_{50}$ values as a function of time and pH for the control and reaction vials of AZTD (i.e., with and without catechol) over a 14 d period. The data in Fig. 37 show that polycatechol did not significantly impact ice nucleation or block ice nucleation sites on AZTD. The lack of a strong effect of polycatechol on $T_{50}$ values of reacted AZTD means that polycatechol either not completely blocks the AZTD surface or is also efficient at nucleating ice. The $T_{50}$ of polycatechol only was reported at $-17.7 \pm 0.8$ °C, which is reproducibly lower than the $T_{50}$ values for AZTD with polycatechol in all cases ($T_{50} > -17$ °C). This conclusion suggests that polycatechol did not completely block the AZTD surface.

The data in Fig. 37 show that in the absence of catechol, increasing pH decreased the ice nucleation ability of AZTD. The shift in $T_{50}$ values of 3.8 ± 1.3 and 4.7 ± 1.6 °C, respectively, due to more basic pH might be explained by the change in the protonation state of the surface of the minerals identified in AZTD. The impairment of freezing efficiency of AZTD under the basic condition can be expected, since studies\textsuperscript{331,342} have shown that the freezing efficiency of potassium-rich feldspar and quartz was suppressed under alkaline conditions, and feldspars and quartz make up a significant portion (nearly 50% in total) of the AZTD samples investigated.

7. Summary and outlook

This review recounted the current state of knowledge of iron chemistry in multicomponent atmospheric aerosol systems containing ubiquitous phenolic compounds, dicarboxylic acids, ammonium sulfate and ammonium nitrate that lead to efficient brown carbon formation in the aqueous phase. This chemistry was shown to take place using extracts of BBOA and to change...
the optical properties and mixing states of dust and hematite particles. Since reactive oxygen species are generated in the presence of iron, as shown in the mechanism of brown carbon formation from aromatic precursors, the atmospheric importance of these reactions can only be assessed by comparing to the HOX source strength. The laboratory studies summarized here highlight the need for additional systematic experiments that focus on the (1) effect of specific burning conditions and the nature of the fuel on the BB OA particle composition and its aqueous phase extract. This way, the extent of the reactivity of iron with organics producing BrC would be better predicted, (2) kinetics of the Fe(III)/Fe(II) cycling in reaction systems that produce BrC. This cycling of redox species can be followed by flow injection analysis and also online monitoring by continuous flow analysis,343,344 where the concentrations of Fe(II) and total Fe after the reduction of Fe(III) can be determined on the basis of the color of the reaction, (3) effect of organic compounds that do not form complexes with Fe(III) but can scavenge the ROS species that form in situ from the cycling of Fe(III)/Fe(II) in the presence of dissolved oxygen such as the OH radical.345 These organic compounds could indirectly limit the extent of the chemistry leading to colored product formation, (4) changes to the size, mixing state, and optical properties of suspended aqueous microdroplets containing soluble iron due to the gas phase uptake of semivolatile phenolic compounds, and (5) mechanisms of how soluble and insoluble products summarized here affect the aqueous phase chemistry. The results of these experiments would then be compared with similar ones conducted in a beaker or with thin films to explore the effect of micro- and nano-level reaction environments on the products.

Moreover, the research summarized in this review highlights the need to strategically design field campaigns that (1) track the processing of iron-containing particles in polluted areas or those impacted by biomass burning emissions and (2) explore the changes to iron speciation and fate upon deposition of iron containing secondary particles to the ocean surface micro-layer.21 The atmospheric chemistry models need to incorporate reactions of iron with organics that lead to particle formation and not only soluble complexes. These models could also impart knowledge for planning new laboratory studies and field measurements to minimize uncertainty associated with pathways that lead to SOA and BrC formation and aging.
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