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Abstract $\mathbb{Z}^2$-periodic entropy solutions of hyperbolic scalar conservation laws and $\mathbb{Z}^2$-periodic viscosity solutions of Hamilton–Jacobi equations are not unique in general. However, uniqueness holds for viscous scalar conservation laws and viscous Hamilton–Jacobi equations. Bessi (Commun Math Phys 235:495–511, 2003) investigated the convergence of approximate $\mathbb{Z}^2$-periodic solutions to an exact one in the process of the vanishing viscosity method, and characterized this physically natural $\mathbb{Z}^2$-periodic solution with the aid of Aubry–Mather theory. In this paper, a similar problem is considered in the process of the finite difference approximation under hyperbolic scaling. We present a selection criterion different from the one in the vanishing viscosity method, which may depend on the approximation parameter.
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1 Introduction

We consider hyperbolic scalar conservation laws and the corresponding Hamilton–Jacobi equations
where \( c, h(c) \in \mathbb{R} \) are given constants. Here, the function \( H(x, t, p) \) is assumed to satisfy the following (H1)–(H4):

(H1) \( H(x, t, p) : \mathbb{T}^2 \times \mathbb{R} \to \mathbb{R}, C^2 \),
(H2) \( H_{pp} > 0 \),
(H3) \( \lim_{|p| \to +\infty} \frac{H(x, t, p)}{|p|} = +\infty \) uniformly,

where \( \mathbb{T} := \mathbb{R}/\mathbb{Z} \). \( \mathbb{T} \) is identified with \([0, 1)\), and a function defined on \( \mathbb{T} \) is regarded as a 1-periodic function defined on \( \mathbb{R} \). We say that a function \( u(x, t) \) is \( \mathbb{Z}^2 \)-periodic, if it is 1-periodic in both \( x \) and \( t \). It follows from (H1)–(H3) that the Legendre transform \( L(x, t, \xi) \) of \( H(x, t, \cdot) \) is well-defined, and is given by

\[
L(x, t, \xi) = \sup_{p \in \mathbb{R}} \{ \xi p - H(x, t, p) \}.
\]

Note that the function \( L \) satisfies

(L1) \( L(x, t, \xi) : \mathbb{T}^2 \times \mathbb{R} \to \mathbb{R}, C^2 \),
(L2) \( L_{\xi\xi} > 0 \),
(L3) \( \lim_{|\xi| \to +\infty} \frac{L(x, t, \xi)}{|\xi|} = +\infty \).

The final assumption for \( H \) is:

(H4) There exists \( \alpha > 0 \) such that \( |L_x| \leq \alpha(|L| + 1) \).

A flux function \( H \) satisfying (H1) and (H2) is common in continuum mechanics. A function \( H \) satisfying (H1)–(H4) is common in Hamiltonian dynamics, and is called a Tonelli Hamiltonian. Note that (H4) implies completeness of the Euler–Lagrange flow generated by \( L \), and hence the Hamiltonian flow generated by \( H \). Aubry–Mather theory extensively investigates the Hamiltonian dynamics and Lagrangian dynamics generated by a Tonelli Hamiltonian \( H \) and its Legendre transform \( L \). Weak KAM theory unifies Aubry–Mather theory, \( \mathbb{Z}^2 \)-periodic entropy solutions of (1.1) and \( \mathbb{Z}^2 \)-periodic viscosity solutions of (1.2), providing many useful tools for the analysis of the PDEs and dynamical systems [8–10].

We briefly explain the background of our selection problem in terms of the large-time behaviors of entropy solutions and viscosity solutions. It is well-known that the initial value problems

\[
\begin{align*}
\left\{ \begin{array}{ll}
u_t + H(x, t, c + u_x) = 0 & \text{in } \mathbb{T} \times (0, T), \\
u(x, 0) = u^0(x) & \in L^\infty(\mathbb{T}) \quad \text{on } \mathbb{T}, \\
\int_\mathbb{T} u^0(x)dx = 0,
\end{array} \right.
\end{align*}
\]

\[ (1.3) \]

\[
\begin{align*}
\left\{ \begin{array}{ll}
u_t + H(x, t, c + v_x) = h(c) & \text{in } \mathbb{T} \times (0, T), \\
v(x, 0) = v^0(x) & \in Lip(\mathbb{T}) \quad \text{on } \mathbb{T},
\end{array} \right.
\end{align*}
\]

\[ (1.4) \]

are uniquely solvable in the sense of entropy solutions and viscosity solutions, where \( u \in C^0((0, T], L^1(\mathbb{T})) \) and \( v \in Lip(\mathbb{T} \times (0, T]) \), respectively. In the spatially one-dimensional case, (1.3) and (1.4) are equivalent in the sense that the entropy solution \( u \) or viscosity solution \( v \) is derived from the other if \( u^0 = v^0_x \). In particular, we have \( u = v_x \) (see, e.g., [2]). From now on we assume that \( u^0 = v^0_x \), and that an entropy solution \( u \in C^0((0, T], L^1(\mathbb{T})) \) means the representative element given by \( v_x \).

The viscosity solution \( v \) of (1.4) exists for \( T \to +\infty \). Furthermore, there exists \( q \in \mathbb{N} \) for which \( v(\cdot, \cdot + jq) \) tends to a time-periodic viscosity solution with the period \( q \) as \( j \to \infty \).
in $\mathbb{N}$ [3] (and the references cited there). The periodic limit state may depend on initial data for each $c$. Since the entropy solution $u$ is equal to $v_x$, similar large-time behaviors and the multiplicity of periodic states hold for (1.3) and (1.1) [2]. Our problem arises from the fact that there exist values of $c$ for which $\mathbb{Z}^2$-periodic entropy solutions of (1.1) and $\mathbb{Z}^2$-periodic viscosity solutions of (1.2) are not unique. Note that for these large-time behaviors, the constant $h(c)$ must be a special value uniquely determined by each $c$, where the map $c \mapsto h(c)$ is called the “effective Hamiltonian”. Otherwise $v$ has linear growth in time. From now on, $h(c)$ is assumed to be the effective Hamiltonian.

It is common to approximate the entropy solution $u$ of (1.3) and viscosity solution $v$ of (1.4) by the smooth solutions of the following parabolic equations with $\nu > 0$, the periodic boundary condition and the same initial data as the above,

$$u_t^\nu + H(x, t, c + u^\nu)_x = \nu u_{xx}^\nu, \quad \nu > 0, \quad \nu \text{ even} \quad \text{resp.} \quad \nu \text{ odd} \quad (1.5)$$

$$v_t^\nu + H(x, t, c + v^\nu) = h^\nu(c) + \nu v_{xx}^\nu. \quad \nu \geq 0. \quad \nu \text{ even} \quad \text{resp.} \quad \nu \text{ odd} \quad (1.6)$$

Within each bounded time interval, the convergence $u^\nu \to u$ and $v^\nu \to v$ as $\nu \to 0$ can be proved. This is so-called the vanishing viscosity method. For each initial data, the solutions $u^\nu$ and $v^\nu$ exist for all $t \geq 0$. Furthermore, $u^\nu(\cdot + j)$ and $v^\nu(\cdot + j)$ tend to time-periodic solutions $\bar{u}^\nu$ of (1.5) and $\bar{v}^\nu$ of (1.6) as $j \to \infty$ in $\mathbb{N}$, respectively. Unlike the inviscid problems, a time periodic solution of (1.5) and that of (1.6) are unique with respect to $c$ and their period is exactly equal to 1 (to be precise, $\bar{v}^\nu$ is unique up to constants). Note that we need to choose an appropriate constant $h^\nu(c)$ uniquely determined by each $c$ for such asymptotic behaviors. The map $c \mapsto h^\nu(c)$ is also called the effective Hamiltonian, which tends to $h(c)$ as $\nu \to 0$. From the family $\{\bar{u}^\nu\}_{\nu > 0}$ [resp. $\{\bar{v}^\nu\}_{\nu > 0}$ (adding a constant to $\bar{v}^\nu$, if necessary)], we can take a convergent subsequence, whose limit is a $\mathbb{Z}^2$-periodic entropy solution of (1.1) [resp. $\mathbb{Z}^2$-periodic viscosity solution of (1.2)] [4,13]. Since $\mathbb{Z}^2$-periodic entropy solutions and viscosity solutions are not necessarily unique with respect to $c$, an interesting question arises: Does $\{\bar{u}^\nu\}_{\nu > 0}$ (resp. $\{\bar{v}^\nu\}_{\nu > 0}$) accumulate on a single $\mathbb{Z}^2$-periodic entropy solution $\tilde{u}$ (resp. $\mathbb{Z}^2$-periodic viscosity solution $\tilde{v}$) as $\nu \to 0$? If this is the case, how can $\tilde{u}$ and $\tilde{v}$ be characterized? This problem is partially solved in Refs. [4,13].

Selection problems arise also in higher dimensional stationary problems

$$H(x, c + \bar{v}_x) = h(c) \quad \text{in} \quad \mathbb{T}^n, \quad \text{(1.7)}$$

where the viscosity solutions are not unique in general with respect to $c \in \mathbb{R}^n$. The vanishing viscosity method also works with the elliptic equation

$$H(x, c + \bar{v}_x^\nu) = h^\nu(c) + \nu \Delta \bar{v}^\nu \quad \text{in} \quad \mathbb{T}^n, \quad \text{(1.8)}$$

which is uniquely (up to constants) solvable for each $\nu > 0$ and $c$. From the family $\{\bar{v}^\nu\}_{\nu > 0}$ (adding a constant to each $\bar{v}^\nu$, if necessary), we can take a convergent subsequence, whose limit is a viscosity solution of (1.7). The selection problem in (1.7) and (1.8) is partially solved in Anantharaman [1]. There is another approximation method called the ergodic approximation with the discounted Hamilton–Jacobi equation

$$\epsilon \bar{v}^\epsilon + H(x, c + \bar{v}_x^\epsilon) = h(c) \quad \text{in} \quad \mathbb{T}^n. \quad \text{(1.9)}$$

This is also uniquely solvable for each $\epsilon > 0$ and $c$. From the family $\{\bar{v}^\epsilon\}_{\epsilon > 0}$, we can take a convergent subsequence, whose limit is a viscosity solution of (1.7). The selection problem in (1.7) and (1.9) is partially solved in Iturriaga and Sanchez-Morgado [12] and then almost completely in Refs. [6,7], based on weak KAM theory. Recently, another approach to this
selection problem is announced in Mitake and Tran [15] based on the nonlinear adjoint method, which covers degenerate viscous Hamilton–Jacobi equations as well.

The finite difference approximation is also a common technique to obtain the entropy solution $u$ of (1.3) and viscosity solution $v$ of (1.4), which is a simple and realistic approximation available on a computer. In the case of Tonelli Hamiltonians, however, it is not easy to verify the stability (a priori boundedness) and convergence of finite difference schemes for $T \to +\infty$ and to study large-time behaviors of difference solutions for possible periodic states. Recently, the author announced a new approach to the Lax–Friedrichs finite difference scheme based on probability theory and calculus of variations, and obtained new results on time-global stability, large-time behaviors, error estimates, existence of periodic difference solutions, etc., with lots of useful details on application of the scheme to weak KAM theory [19, 20]. These arguments pose a selection problem of $\mathbb{Z}^2$-periodic entropy solutions and viscosity solutions as well. A Lax–Oleinik type operator for the Lax–Friedrichs scheme, of (1.1) \[ \text{resp. } \Delta t \]

work are:

Does \( u_{\Delta}\) accumulate on a single $\mathbb{Z}^2$-periodic entropy solution $\bar{u}$ (resp. $\mathbb{Z}^2$-periodic viscosity solution $\bar{v}$) as $\Delta \to 0$ under hyperbolic scaling? If this is the case, how can $\bar{u}$ and $\bar{v}$ be characterized?

It follows from [17] that if we take diffusive scaling, i.e., $\Delta x \to 0$ with $\Delta x^2/\Delta t = O(1)$, then $\bar{u}_{\Delta}$ and $\bar{v}_{\Delta}$ tend to the unique $\mathbb{Z}^2$-periodic solutions of (1.5) and (1.6), respectively, and no selection problem arises.

The purpose of this paper is to present an answer to the selection problem above, comparing it with the selection problem in the vanishing viscosity method [4]. The contributions of this work are:
(1) This is the first attempt to formulate and solve the selection problem of \( \mathbb{Z}^2 \)-periodic entropy solutions and viscosity solutions in the finite difference approximation,

(2) Mathematically and physically new aspects of the finite difference approximation are made clear in contrast with the vanishing viscosity method, particularly from the viewpoints of scaling limit of random walks,

(3) Our result leads to better understanding of various numerical experiments.

## 2 Result

Throughout this paper, \( \tilde{u} \) denotes a \( \mathbb{Z}^2 \)-periodic entropy solution of (1.1), \( \tilde{v} \) a \( \mathbb{Z}^2 \)-periodic viscosity solution of (1.2), \( \tilde{u}^k_m \) a \( \mathbb{Z}^2 \)-periodic difference solution of (1.11), \( \tilde{u}_\Delta \) the step interpolation of \( \tilde{u}^k_m \) and \( \tilde{v}_\Delta \) the linear interpolation of \( \tilde{v}^{k}_{m+1} \). In order to specify the value \( c \), the notation \( \tilde{u}^{(c)}_\Delta \), \( \tilde{v}^{(c)}_\Delta \), \( \tilde{u}^{(c)}_m \), \( \tilde{v}^{(c)}_m \), \( \tilde{v}^{k}_{m+1}(c) \), etc., is sometimes used. We refer to known results on \( \tilde{u}^{(c)}_\Delta \) and \( \tilde{v}^{(c)}_\Delta \) in Sect. 3.

Define quotient maps

\[
\text{pr} : \mathbb{R} \ni x \mapsto x \mod 1 \in \mathbb{T},
\]

\[
\text{pr} : \mathbb{R}^2 \ni (x, s) \mapsto (x \mod 1, s \mod 1) \in \mathbb{T}^2,
\]

\[
\text{pr} : \mathbb{R}^3 \ni (x, s, y) \mapsto (x \mod 1, s \mod 1, y) \in \mathbb{T}^2 \times \mathbb{R}.
\]

In this paper, we use the term “projection” for the operation of \( \text{pr} \) (it does not mean “\( \mathbb{T} \times \mathbb{R} \ni (x, y) \mapsto x \in \mathbb{T}^n \)”). The graph of a function \( u(x, t) \) defined for a.e. points of \( \mathbb{T}^2 \) is denoted by

\[
\text{graph}(u) := \{(x, t, u(x, t)) | x, t \in \mathbb{T}, u(x, t) \text{ exists}\}.
\]

The simplest example of the selection problem is given by autonomous Hamiltonians of the form

\[
H(x, p) = \frac{1}{2} p^2 - F(x) : \mathbb{T} \times \mathbb{R} \rightarrow \mathbb{R}, \quad F \in C^2(\mathbb{T}), \quad F \geq 0 \text{ on } \mathbb{T},
\]

\[
F(x) = 0 \quad \text{only for } x = x_1^* \ldots x_I^*(0 \leq x_1^* < x_2^* \ldots < x_I^* < 1),
\]

\[
F_{xx}(x_i^*) > 0 \quad \text{for } i = 1, \ldots, I.
\]

(2.1)

The Hamiltonian system generated by the above \( H \) possesses hyperbolic stationary solutions \( (\gamma_i^*(s), \left.p_i^*(s)\right) = (x_i^*, 0), i = 1, 2, \ldots, I, \) whose stable/unstable manifolds form a pare of the upper and lower separatrix

\[
S_{-}^0 := \{(x, \pm \sqrt{2F(x)}) | x \in \mathbb{T}\}.
\]

The slope of \( S_{-}^0 \) at \( x_i^* \) is \( \pm \sqrt{F_{xx}(x_i^*)} > 0 \). Set \( c_1 := \int_0^1 \sqrt{2F(x)}dx, c_0 := -c_1 \). We can check the following fact by simple calculation: For each \( c \in (c_0, c_1) \), if a function \( \tilde{u}(x, t) = \tilde{u}(x) : \mathbb{T} \rightarrow \mathbb{R} \) is such that \( \int_0^1 c + \tilde{u}(x)dx = c \) and the graph of \( c + \tilde{u}(x) \) consists of parts of \( S_{-}^0 \) with discontinuity only from \( S_{-}^0 \) to \( S_{-}^0 \) (the entropy condition), then \( \tilde{u} \) is a \( \mathbb{Z}^2 \)-periodic entropy solution of (1.1). If \( I \geq 2 \), such a function \( \tilde{u} \) may have more than two points of discontinuity. Furthermore, we find uncountably many \( \mathbb{Z}^2 \)-periodic entropy solutions \( \tilde{u} \) of (1.1) by shifting the position of discontinuity right or left keeping the relation \( \int_0^1 c + \tilde{u}(x)dx = c \). A \( \mathbb{Z}^2 \)-periodic viscosity solution of (1.2) with \( h(c) = 0 \) follows from \( \tilde{u} \) as its primitive function. As explained in Sect. 3, for each \( c \in [c_0, c_1] \) and any \( \mathbb{Z}^2 \)-periodic entropy solution \( \tilde{u}^{(c)} = \tilde{u}^{(c)}(x) \), the graph of \( c + \tilde{u}^{(c)} \) consists of parts of \( S_{-}^0 \). In particular, if
A similar situation also happens in non-autonomous cases including (2.1) as studied in [4]. Let $\phi_{H}^{0,1}$ be the Hamiltonian flow of $H(x, t, p)$ with the initial time $s = 0$ considered in $\mathbb{R}^{2}$. Let $\phi := pr \circ \phi_{H}^{0,1} : \mathbb{T} \times \mathbb{R} \to \mathbb{T} \times \mathbb{R}$ be the time-1 map. Suppose that $\phi$ possesses a finite number of hyperbolic periodic orbits $\phi i(x_{i}^{s}, p_{i}^{s}), i = 1, \ldots, I$ with a rational rotation number whose stable/unstable manifolds form a pair of upper and lower separatrix $S_{0}^{+}$ (resp. $S_{0}^{-}$). The signed area in $\mathbb{T} \times \mathbb{R}$ trimmed by $S_{0}^{+}$ (resp. $S_{0}^{-}$) and the $x$-axis is denoted by $c_{0}$ (resp. $c_{1}$). If we send points of these hyperbolic orbits and from the stability analysis of the schemes (1.10) and (1.11), proceed: Throughout this paper, $c = c_{0}$ (resp. $c = c_{1}$), $\bar{u}^{(c)}$ is unique and graph of $c + \bar{u}^{(c)}$ coincides with the lower separatrix $S_{0}^{+}$ (resp. upper separatrix $S_{0}^{-}$).

(A1) The Hamiltonian system generated by $H(x, t, p)$ possesses a finite number of hyperbolic periodic orbits $pr(\gamma_{i}^{s}(s), s, p_{i}^{s}(s)), i = 1, \ldots, I$ such that

\[ 0 \leq \gamma_{i}^{s}(0) < \gamma_{i}^{s}(0) < \cdots < \gamma_{i}^{s}(0) < 1, \gamma_{i}^{s}(s + q) = \gamma_{i}^{s}(s) + q \text{ for all } s \in \mathbb{R} \text{ and } p(q \in \mathbb{N}, p \in \mathbb{Z}) \text{ for all } s \in \mathbb{R} \text{ and } \{pr(\gamma_{i}^{s}(s), s) \mid s \in \mathbb{R}\} \neq \{pr(\gamma_{j}^{s}(s), s) \mid s \in \mathbb{R}\} \text{ for } i \neq j.

(A2) These hyperbolic periodic orbits possess $C^{1}$-stable/unstable manifolds which form a continuous upper separatrix $S_{+}$ and lower separatrix $S_{-}$ in the $(x, t, p)$-space $\mathbb{T} \times \mathbb{T} \times \mathbb{R}$, without intersecting transversally.

(A3) Let $U_{i}^{l}(\delta)$ denote the unstable manifold of $\gamma_{i}^{s}$ restricted to

\[ U_{i}^{l}(\delta) := \{(x, t) \in \mathbb{R}^{2} \mid |x - \gamma_{i}^{s}(t)| \leq \delta\}.

Let $\zeta_{i}(x, t)$ be a $C^{2}$-generating function of the local unstable manifold $\Gamma_{i}^{l}(\delta)$, i.e.,

\[ \{(x, t, \zeta_{i}(x, t)) \mid (x, t) \in U_{i}^{l}(\delta)\} = \Gamma_{i}^{l}(\delta), \]

and set

\[ \Gamma_{i}^{l} := \int_{0}^{\delta} \{\zeta_{i}^{l}(\gamma_{i}^{s}(s), s) - \lambda^{2} \zeta_{i}^{l}(\gamma_{i}^{s}(s), s)ds, \ i = 1, \ldots, I.\]

Then, min $\Gamma_{i}^{l}$ is attained by only one $i = i^{*} = i^{*}(\lambda)$.

(A4) If the limit $\bar{u}^{(c)}$ of a convergent subsequence $[\bar{u}^{(c)}_{\Delta}]$ satisfies $\text{graph}(c + \bar{u}^{(c)}) \supset pr\Gamma_{i}^{l}(\delta)$ for small $\delta > 0$, then $\bar{u}^{(c)}_{\Delta}$ is equi-Lipschitz with respect to $x$ on $U_{i}^{l}(\delta)$, i.e., for $\Delta \to 0$,

\[ \left| \frac{\bar{u}^{k}_{m+2}(c) - \bar{u}^{k}_{m}(c)}{2\Delta x} \right| \leq \theta_{0} \text{ for all } (x_{m}, t_{k}), (x_{m+2}, t_{k}) \in U_{i}^{l}(\delta) \]

with $\theta_{0}$ independent of $\Delta, c$ and choice of the subsequence.

Although (A4) seems artificial, we will in fact show (A4) to be true for $H$ given in (2.1) in Sect. 3.3. However, justification of (A4) for general Tonelli Hamiltonians is still an open question. Computer simulations imply that (A4) would be true. Particularly, in the case of our situation where entropy solutions have a finite number of shocks, their Lipschitzian parts seem to be approximated in equi-Lipschitzian ways (see, e.g., [16]). Also periodic solutions of (1.10) satisfy the one-sided equi-Lipschitz condition (3.4).

Before stating our result, we recall the Peierls barriers, which play an important role in Aubry-Mather theory. For each $c$, the Peierls barrier $h_{p}^{c}(x, t; y, \tau) : \mathbb{T}^{2} \times \mathbb{T}^{2} \to \mathbb{R}$ is defined as
Suppose that (A1)–(A4) hold and that $c$ is:

$\kappa(\tau + \bar{\tau}) = x$. For details on the Peierls barrier, see [10,14]. Our main result is:

**Theorem 2.1** Suppose that (A1)–(A4) hold and that $c \in (c_0, c_1)$. Add a constant to $\tilde{v}_\Delta(c)$ so that $\tilde{v}_\Delta(c)(\gamma_i^*(0), 0) = 0$. Then, as $\Delta \to 0$ with $0 < \lambda_0 \leq \Delta t / \Delta x = \lambda < \lambda_1$,

1. $\tilde{v}_\Delta(c)$ converges to $h_p(c)(\gamma_i^*(0), 0; \cdot, \cdot)$ uniformly,
2. $\tilde{u}_\Delta(c)$ converges to $\tilde{u}(c) = (h_p(c)(\gamma_i^*(0), 0; \cdot, \cdot))_x$ pointwise a.e. and in the $C^0(\mathbb{T}; L^1(\mathbb{T}))$-norm. A geometrical characterization of $\tilde{u}(c)$ is that there exists $\delta > 0$ such that $\text{graph}(c + \tilde{u}(c))$ contains $\text{prl}_{i=1}^{\infty}$ only for $i = i^*$.

We compare our result with the one with the vanishing viscosity method [4]. Our setting given by (A1) and (A2) is essentially the same as the one in Bessi [4]. In both of the cases, the basic ingredients are stochastic Lax–Oleinik type operators for (1.6) and (1.11), and estimates for the rate of the law of large numbers realized in the operators as $v \to 0$ and $\Delta \to 0$. Bessi [4], the standard framework of the stochastic Lax–Oleinik type operator for viscous Hamilton–Jacobi equations [11] is used. We will see our stochastic Lax–Oleinik type operator for (1.11) in Sect. 3. Although the mechanisms of the selection are similar to each other, the selection criteria are different. Roughly speaking, our case also relies on the so-called numerical viscosity of the Lax–Friedrichs scheme, which causes diffusive effect similar to that of the artificial viscosity term $\nu v_{xx}$. However, the speed of the diffusion caused by the numerical viscosity is $\Delta x / \Delta t = \lambda^{-1}$, and due to hyperbolic scaling, it is finite for $\Delta \to 0$. This leads to the different selection criterion. In fact, (A3), which gives our selection criterion, is different from the one in Bessi [4]. In the case of the vanishing viscosity method, the values

$$\Gamma^i := \int_0^d \xi^i_{xx}(\gamma_i^*(s), s) ds, \quad i = 1, \ldots, I$$

appear, and $\tilde{v}^v(c)$ selects $h_p(c)(\gamma_i^*(0), 0; \cdot, \cdot)$ with $\tilde{i}^*$ that minimizes $\Gamma^i$. In our case, the selection criterion contains the discretization parameter $\lambda \in [\lambda_0, \lambda_1]$ and we may change the selection by varying $\lambda$, which means that our finite difference method with hyperbolic scaling is more “flexible” or “closer” to the exact hyperbolic problem than the vanishing viscosity method. Our method does not always select the physically natural solutions selected by the vanishing viscosity method. If we choose $\lambda > 0$ small enough, then our selection is the same as the one in the vanishing viscosity method. This is an interesting difference between the two methods, since they are often regarded as mathematically similar due to their diffusive effects. At the current stage, the regularity assumption (A4), which is true for autonomous cases, is necessary to obtain an appropriate estimate for the rate of the law of large numbers, whereas no such assumption is required in Bessi [4]. This is due to different structures of the stochastic Lax–Oleinik type operators. In the case of the vanishing viscosity method, it is enough to deal with the standard Brownian motions. In our case, we have to investigate continuous limits of space-time inhomogeneous random walks with hyperbolic scaling. It is not easy to prove the law of large numbers and to estimate its rate for such random walks [18].
3 Preliminaries

We state several known facts on $\mathbb{Z}^2$-periodic entropy solutions, $\mathbb{Z}^2$-periodic viscosity solutions and our difference schemes, as well as space-time inhomogeneous random walks arising in the difference equations.

3.1 $\mathbb{Z}^2$-periodic viscosity solution

Let $\bar{v} = \bar{v}^{(c)}$ be a $\mathbb{Z}^2$-periodic viscosity solution of (1.2) which is periodically extended to $\mathbb{R}^2$. Then, $\bar{v}$ satisfies the following equality for each $x, t \in \mathbb{R}$ and $\tau < t$ (the deterministic Lax–Oleinik type operator):

$$\bar{v}(x, t) = \inf_{\gamma \in AC, \gamma(t)=x} \left\{ \int_{\tau}^{t} L^{(c)}(\gamma(s), s, \gamma'(s)) ds + \bar{v}(\gamma(\tau), \tau) \right\}$$

where $AC$ is the family of all absolutely continuous curves $\gamma : [\tau, t] \to \mathbb{R}$ and

$$L^{(c)}(x, t, \xi) := L(x, t, \xi) - c \xi$$

is the Legendre transform of $H(x, t, c + \cdot)$. There is a minimizing curve $\gamma^* : [\tau, t] \to \mathbb{R}$, which is extended to $(-\infty, t]$ being a $C^2$-backward characteristic curve of $\bar{v}$, and solves the Euler–Lagrange equation

$$\frac{d}{ds} L_{\xi}(x(s), s, x'(s)) = L_x(x(s), s, x'(s)).$$

Moreover, $\bar{v}$ is differentiable with respect to $x$ on the minimizing curve, satisfying the relation

$$\bar{v}_x(\gamma^*(s), s) = L_{\xi}(\gamma^*(s), s, \gamma'^*(s)) - c \quad \Leftrightarrow \quad \gamma'^*(s) = H_{p}(\gamma^*(s), s, c + \bar{v}_x(\gamma^*(s), s)) \quad \text{for} \quad s < t. \quad (3.2)$$

Note that, if $\bar{v}_x(x, t)$ exists, $s = t$ is included in (3.2) and $\gamma^*$ is the unique minimizing curve for (3.1). Set $(x(s), p(s)) := (\gamma^*(s), L_{\xi}(\gamma^*(s), s, \gamma'^*(s))) = (\gamma^*(s), c + \bar{v}_x(\gamma^*(s), s))$, which is on graph$(c + \bar{v}_x)$, solves the Hamiltonian system

$$x'(s) = H_{p}(x(s), s, p(s)), \quad p'(s) = -H_{x}(x(s), s, p(s)).$$

This implies that, under (A1) and (A2) with $c \in [c_0, c_1]$, every minimizing curve $\gamma^*$ of $\bar{v}^{(c)}$ must be such that

$$pr(\gamma^*(s), s, c + \bar{v}_x(\gamma^*(s), s)) \in S_{\pm}.$$ 

Otherwise, graph$(c + \bar{v}_x^{(c)}(s))$ is above $S_+$ or below $S_-$, which is not possible with $c \in [c_0, c_1]$, or the curve $pr(\gamma^*(s), s, c + \bar{v}_x(\gamma^*(s), s))$ moves the inner area surrounded by $S_{\pm}$, which contradicts $\bar{v}_x^{(c)}$ being single valued. Therefore, graph$(c + \bar{v}_x^{(c)})$ consists of parts of $S_{\pm}$ for each $c \in [c_0, c_1]$.

Each $\mathbb{Z}^2$-periodic viscosity solution $\bar{v}^{(c)}$ belongs to $Lip(\mathbb{T}^2)$, and each $\mathbb{Z}^2$-periodic entropy solution $\bar{u}^{(c)}$ belongs to $Lip(\mathbb{T}; L^1(\mathbb{T}))$. We have $\bar{u}^{(c)} = \bar{v}^{(c)}$ and

$$\bar{v}^{(c)}(x, t) = \bar{U}^{(c)}(x, t) - \int_{0}^{t} \int_{0}^{1} \{\bar{U}^{(c)}_t(x, \tau) + H(x, \tau, c + \bar{U}^{(c)}_x(x, \tau))\} dx d\tau + h(c)t, \quad (3.3)$$
where $\bar{U}(c)(x, t) := \int_0^x \bar{u}(c)(y, t)dy$.

For more details on viscosity solutions, see [2,5,8,10].

### 3.2 Discretization

Here are some details of our discretization and results on the difference equations obtained in Refs. [19,20]. Let $K, N$ be natural numbers with $N \leq K$. The mesh size $\Delta = (\Delta x, \Delta t)$ is defined by $\Delta x := (2N)^{-1}$ and $\Delta t := (2K)^{-1}$. Set $\lambda := \Delta t/\Delta x, x_m := m\Delta x$ for $m \in \mathbb{Z}$ and $t_k := k\Delta t$ for $k = 0, 1, 2, \ldots$. Let $(\Delta x\mathbb{Z}) \times (\Delta t\mathbb{Z}_{\geq 0})$ be the set of all $(x_m, t_k)$, and let

$$G_{\text{even}} \subset (\Delta x\mathbb{Z}) \times (\Delta t\mathbb{Z}_{\geq 0}) \quad (\text{resp. } G_{\text{odd}} \subset (\Delta x\mathbb{Z}) \times (\Delta t\mathbb{Z}_{\geq 0}))$$

be the set of all $(x_m, t_k)$ with $k = 0, 1, 2, \ldots$ and $m \in \mathbb{Z}$ such that $m + k$ is even (resp. odd), which is called the even grid (resp. odd grid). For $x \in \mathbb{R}$ and $t > 0$, the notation $m(x), k(t)$ denotes the integers $m, k$ for which $x \in [x_m, x_m + 2\Delta x)$ on $G_{\text{even}}$ or $G_{\text{odd}}$ and $t \in [t_k, t_k + \Delta t)$, respectively. Note that $m(x)$ on $G_{\text{even}}$ and $m(x)$ on $G_{\text{odd}}$ are different for the same $x$. We discretize (1.1) on $G_{\text{even}}$ by the Lax–Friedrichs scheme as (1.10). We also discretize (1.2) in $G_{\text{odd}}$ as (1.11). We introduce the following notation:

$$D_t u^{k+1}_m := \frac{u^{k+1}_m - u^{k+1}_{m-1} + u^{k+1}_{m+1}}{2\Delta t},$$

$$D_x u^{k+1}_m := \frac{u^{k+1}_{m+1} - u^{k+1}_m}{2\Delta x}.$$ 

Note that (1.10) and (1.11) are equivalent. In particular, if $v^k_m$ satisfies (1.11), then $u^k_m := D_x v^k_{m+1}$ satisfies (1.10). Throughout this paper, we follow the convention that the sum of the super-script and sub-script of a variables defined on $G_{\text{even}}$ (resp. $G_{\text{odd}}$) is always even (resp. odd) in the notation $\bar{u}_m, \bar{v}_m(x), \bar{u}_{m+1}, \bar{v}_{m+1}(x), \bar{v}_m(x)$, etc. We say that $\bar{u}_m$ and $\bar{v}_{m+1}$ are $\mathbb{Z}^2$-periodic, if they satisfy

$$\bar{u}_{m \pm 2N} = \bar{u}_m \quad \bar{v}_{m+1 \pm 2N} = \bar{v}_{m+1},$$

for all $m, k$.

Let $\bar{u}_\Delta$ be the step function derived from a $\mathbb{Z}^2$-periodic difference solution $\bar{u}_m$, i.e.,

$$\bar{u}_\Delta(x, t) := \bar{u}_m \quad \text{for } (x, t) \in [x_{m-1}, x_{m+1}) \times [t_k, t_{k+1}).$$

Let $\tilde{v}_\Delta$ be the linear interpolation with respect to the space variable derived from a $\mathbb{Z}^2$-periodic difference solution $\tilde{v}_{m+1}$, i.e.,

$$\tilde{v}_\Delta(x, t) := \tilde{v}_{m-1} + D_x \tilde{v}_{m+1} \cdot (x - x_{m-1}) \quad \text{for } (x, t) \in [x_{m-1}, x_{m+1}) \times [t_k, t_{k+1}).$$

Note that $\tilde{v}_\Delta(x, \cdot)$ is a step function for each fixed $x$ and that $(\tilde{v}_\Delta)_x = \bar{u}_\Delta$.

We sometimes use a phrase like “a convergent subsequence $\{\tilde{v}_\Delta\}$ which tends to $\tilde{v}$ as $\Delta \to 0^+$”, meaning “a convergent sequence $\{\tilde{v}_\Delta\} \in \mathbb{N}$ with $\Delta_j \to 0$ which tends to $\tilde{v}$ as $j \to \infty$.”

### Proposition 3.1 ([20])

Let $[c_0, c_1]$ be an arbitrary interval. There exist $\lambda_1 > 0$ and $\delta_1 > 0$ such that for any $\Delta = (\Delta x, \Delta t)$ with $\Delta x < \delta_1$ and $\lambda = \Delta t/\Delta x < \lambda_1$ we have the following statements for each $c \in [c_0, c_1]$:

1. There exists one and only one number $h_\Delta(c)$ for which (1.11) has the unique (up to constants) $\mathbb{Z}^2$-periodic difference solution $\tilde{v}_{m+1}$.
(2) There exists the unique \( \mathbb{Z}^2 \)-periodic difference solution \( \tilde{u}_m^k = D_x \tilde{v}_{m+1}^k \) of (1.10), which is uniformly bounded with respect to \( m, k, \Delta \) and \( c \) with the entropy condition

\[
\frac{\tilde{u}_{m+2}^k - \tilde{u}_m^k}{2\Delta x} \leq M \text{ for all } k, m,
\]

where \( M > 0 \) is independent of \( \Delta \) and \( c \). In particular, the stability condition, i.e., so-called the CFL-condition, is verified:

\[
|H_p(x_m, t_k, c + \tilde{u}_m^k)| \leq \lambda_1^{-1} < \lambda^{-1}.
\]

If \( c < \tilde{c} \), then \( c + \tilde{u}_m^k(c) < \tilde{c} + \tilde{u}_m^k(\tilde{c}) \) for all \( k, m \).

As \( \Delta \to 0 \) under hyperbolic scaling, i.e., \( 0 < \lambda_0 \leq \lambda < \lambda_1 \),

(3) \( h_\Delta(c) \) converges to the exact effective Hamiltonian \( h(c) \) uniformly on \([c_0, c_1]\) with the order \( \sqrt{\Delta x} \).

(4) Adding a constant to each \( \tilde{v}_\Delta \) if necessary, we can subtract a convergent subsequence, which tends to a function \( \tilde{v} \) uniformly. \( \tilde{v} \) is a \( \mathbb{Z}^2 \)-periodic viscosity solution of (1.2).

(5) Let \( \{ \tilde{v}_\Delta \} \) be the convergent subsequence in (4). Then \( \tilde{u}_\Delta = (\tilde{v}_\Delta)_x \) converges to the \( \mathbb{Z}^2 \)-periodic entropy solution \( \tilde{u} = \tilde{v}_x \) pointwise except for the points of non-differentiability of \( \tilde{v} \) and also in the \( C^0(T; L^1(\mathbb{T})) \)-norm. In particular, \( \tilde{u}_\Delta \) converges to \( \tilde{u} \) uniformly in the outside of an arbitrary neighborhood of shocks.

Soga [20] proved that any difference solution of (1.10) or (1.11) with the periodic boundary condition tends to the unique \( \mathbb{Z}^2 \)-periodic difference solution exponentially as time goes to infinity. Therefore, the \( \mathbb{Z}^2 \)-periodic difference solution is obtained through large-time behaviors of initial value problems.

We show the stochastic and variational structure of (1.11). First, we introduce space-time inhomogeneous random walks in \( \mathcal{G}_{\text{odd}} \), which play the role of “characteristic curves” for (1.10) and (1.11). For each point \( (x_n, t_{l+1}) \in \mathcal{G}_{\text{odd}} \), we consider backward random walks \( \gamma \) that start from \( x_n \) at \( t_{l+1} \) and move by \( \pm \Delta x \) in each backward time step \( \Delta t \):

\[
\gamma = \{ \gamma^k \}_{k=l',l'+1,...,l+1}, \quad \gamma^{l+1} = x_n, \quad \gamma^{k+1} - \gamma^k = \pm \Delta x.
\]

More precisely, for each \( (x_n, t_{l+1}) \in \mathcal{G}_{\text{odd}} \) we introduce the following objects:

\[
X^k := \{ x_{m+1} | (x_{m+1}, t_k) \in \mathcal{G}_{\text{odd}}, |x_{m+1} - x_n| \leq (l + 1 - k) \Delta x \} \text{ for } k \leq l + 1,
\]

\[
G := \bigcup_{l' < k \leq l+1} (X^k \times \{ t_k \}) \subset \mathcal{G}_{\text{odd}},
\]

\[
\xi : G \ni (x_{m+1}, t_k) \mapsto \xi_{m+1}^k \in [-\lambda^{-1}, \lambda^{-1}], \quad \lambda = \Delta t/\Delta x,
\]

\[
\tilde{\rho} : G \ni (x_{m+1}, t_k) \mapsto \tilde{\rho}_{m+1}^k := \frac{1}{2} - \frac{1}{2} \lambda \xi_{m+1}^k \in [0, 1],
\]

\[
\bar{\rho} : G \ni (x_{m+1}, t_k) \mapsto \bar{\rho}_{m+1}^k := \frac{1}{2} + \frac{1}{2} \lambda \xi_{m+1}^k \in [0, 1],
\]

\[
\gamma : \{ l', l'+1, \ldots, l+1 \} \ni k \mapsto \gamma^k \in X^k, \quad \gamma^{l+1} = x_n, \quad \gamma^{k+1} - \gamma^k = \pm \Delta x,
\]

\( \Omega \): the family of the above \( \gamma \).

The value \( \bar{\rho}_{m+1}^k \) (resp. \( \tilde{\rho}_{m+1}^k \)) is regarded as the probability of transition from \( (x_{m+1}, t_k) \) to \( (x_{m+1} + \Delta x, t_k - \Delta t) \) (resp. from \( (x_{m+1}, t_k) \) to \( (x_{m+1} - \Delta x, t_k - \Delta t) \)). The function \( \xi \) is a control for random walks, which plays the role of a velocity field on the grid. We define the density of each path \( \gamma \in \Omega \) as

\[
\mu(\gamma) := \prod_{l' < k \leq l+1} \rho(\gamma^k, \gamma^{k-1}),
\]
where \( \rho(\gamma^k, \gamma^{k-1}) = \tilde{\rho}^k_{m(\gamma^k)} \) (resp. \( \tilde{\rho}^k_{m(\gamma^k)} \)) if \( \gamma^k - \gamma^{k-1} = -\Delta x \) (resp. \( \Delta x \)). The density \( \mu(\cdot) = \mu(\cdot; \xi) \) yields a probability measure for \( \Omega \), i.e.,

\[
prob(A) = \sum_{\gamma \in A} \mu(\gamma; \xi) \quad \text{for } A \subset \Omega.
\]

The expectation with respect to this probability measure is denoted by \( E_{\mu(\cdot; \xi)} \), namely, for a random variable \( f : \Omega \to \mathbb{R} \) we have

\[
E_{\mu(\cdot; \xi)}[f(\gamma)] = \sum_{\gamma \in \Omega} \mu(\gamma; \xi) f(\gamma).
\]

We use \( \gamma \) as the symbol for random walks or a sample path. If necessary, we write \( \gamma = \gamma(x_n, t_{l+1}; \xi) \) in order to specify its initial point and control.

We state several important results on the scaling limit of such inhomogeneous random walks, obtained in Soga [18]. Note that the variance \( \gamma^k(\xi) \) of the order \( O(1) \) for inhomogeneous random walks in general, whereas it is of the order \( O(\Delta x) \) for space homogeneous cases (see Remark 3.3 of [18]). Let \( \eta(\gamma) = (\eta^k(\gamma))_{k=l', l'+1, \ldots, l+1}, \forall \gamma \in \Omega \) be a random variable that is induced by a random walk \( \gamma = \gamma(x_n, t_{l+1}; \xi) \) as

\[
\eta^{l+1} := \eta^{l+1}, \quad \eta^k(\gamma) := \gamma^{l+1} - \sum_{k<k'\leq l+1} \xi(\gamma^{k'}, t_{k'}) \Delta t \quad \text{for } l' \leq k \leq l.
\]

(3.5)

Set \( \tilde{\sigma}^k := E_{\mu(\cdot; \xi)}[|\gamma^k - \eta^k(\gamma)|^2] \) and \( \tilde{\bar{\sigma}}^k := E_{\mu(\cdot; \xi)}[|\gamma^k - \eta^k(\gamma)|] \) for \( l' \leq k \leq l + 1 \).

**Proposition 3.2 ([18])**

1. For any control \( \xi \), we have

\[
(\tilde{\sigma}^k)^2 \leq \tilde{\sigma}^k \leq \frac{t_{l+1} - t_k}{\lambda} \Delta x.
\]

2. If a control \( \xi \) satisfies the Lipschitz condition at \( \tilde{\gamma} : |\tilde{\gamma}^k_{m+1} - \tilde{\gamma}^k_{m+1}| \leq \theta |x_{m+1} - \tilde{\gamma}^k| \) with \( \tilde{\gamma}^k_{m} := \tilde{\gamma}^k_{m(\tilde{\gamma})} + \frac{\xi^k_{m(\tilde{\gamma})} + \xi^k_{m(\tilde{\gamma})} - 2m(\tilde{\gamma})}{2\Delta x} (\tilde{\gamma}^k - x_{m(\tilde{\gamma})}) \) for all \( k, m \), then we have

\[
\sigma^k \leq \frac{e^{4\theta(t_{l+1} - t_k)}}{4\theta\lambda} \Delta x.
\]

If we take the hyperbolic scaling limit \( \Delta = (\Delta x, \Delta t) \to 0 \) with \( 0 < \lambda_0 \leq \lambda = \Delta t/\Delta x < \lambda_1 \), then \((\tilde{\sigma}^k)^2 \) and \( \tilde{\sigma}^k \) always tend to zero with \( O(\Delta x) \), and so does \( \sigma^k \) with the above Lipschitz condition. (A4) will be used to verify the Lipschitz condition.

Let \( \tilde{\nu}^k_{m+1} \) be a \( \mathbb{Z}^2 \)-periodic difference solution of (1.11) that is periodically extended on the whole of \( G_{odd} \). Then \( \tilde{\nu}^k_{m+1} \) satisfies the following equality (our stochastic Lax–Oleinik type operator):

**Proposition 3.3 ([19, 20])** For each \( n, l \) and \( l' < l \), \( \tilde{\nu}^k_{m+1} \) satisfies

\[
\tilde{\nu}^{l+1} = \inf_{\xi} E_{\mu(\cdot; \xi)} \left[ \sum_{l' < k \leq l+1} L^{(c)}(\gamma^k, t_{k-1}, \xi^k_{m(\gamma^k)}) \Delta t + \tilde{\nu}^{l'}_{m(\gamma^k)} \right] + h_{\Delta}(c)(t_{l+1} - t_l),
\]

(3.6)
where the infimum is taken over all controls $\xi$ bounded by $\lambda^{-1}$. There exists the unique minimizing control $\xi^*\in$, which satisfies with $\lambda_1$ in Proposition 3.1.

$$||\xi^*_{m+1}|| \leq \lambda_1^{-1} < \lambda^{-1} \text{ and } \xi^*_{m+1} = H_p(x_m, t_k, c + D_1 v^k_{m+1}).$$

The equality (3.6) is the key tool for our proof of Theorem 2.1.

3.3 Regularity of $\mathbb{Z}^2$-periodic solution

We prove that the regularity assumption (A4) is true for $H = \frac{1}{2}p^2 - F(x)$ given in (2.1).

Let $[\tilde{u}^{(c)}]$ be a convergent subsequence with the limit $\tilde{u}^{(c)}$ that satisfies $\text{graph}(c + \tilde{u}^{(c)}) \supset \text{pr}U_{\text{loc}}(\delta)$ for a small $\delta > 0$. Let $\tilde{u}^k$ be the difference solution that gives $\tilde{u}^{(c)}$.

Since $H$ does not depend on $t$, $u_m := \tilde{u}^{k+1}$ satisfies (1.10) for each fixed even number $l \in \mathbb{N}$. Since $u_k^m$ is periodic, this must be equal to $\tilde{u}_m^*$. Hence, we see that $\tilde{u}_m^k \equiv \tilde{u}_m^k$ on the even grid. Since $\tilde{u}_m^k$ satisfies the one-sided Lipschitz condition (3.4), the inequality $\tilde{u}_m^k \leq \tilde{u}_m^{k+2}$ yields $|\tilde{u}_m^{k+2} - \tilde{u}_m^k|/(2\Delta x) \leq M$.

Changing $\delta > 0$ to be smaller if necessary, we see that $F'(x) < 0$ for $x \in [x_i^* - \delta, x_i^*]$, $F'(x) = 0$ for $x = x_i^*$ and $F'(x) > 0$ for $x \in (x_i^*, x_i^* + 3\delta)$, and $\text{graph}(c + \tilde{u}^{(c)}) \supset \text{pr}U_{\text{loc}}(3\delta)$. Furthermore, since $\tilde{u}^{(c)}(\cdot, t)$ is continuous and monotone increasing on $[x_i^* - 3\delta, x_i^* + 3\delta]$, it follows from (5) of Proposition 3.1 that $\tilde{u}_m^k$ must have positive increment arbitrarily close to that of $\tilde{u}^{(c)}$ on each subinterval of $[x_i^* - 3\delta, x_i^* + 3\delta]$ as $\Delta \to 0$.

Observe that there exists $m_0$ with $x_{m_0} \in [x_i^* - 2\delta, x_i^* - \delta)$ for which we have $\tilde{u}_{m_0}^k < \tilde{u}_{m_0+2}^k$. Then, by (1.10), $F' < 0$ and the CFL-condition, we see that

$$\tilde{u}_{m_0+1}^{k+1} = \frac{\tilde{u}_{m_0}^k + \tilde{u}_{m_0+2}^k}{2} - \frac{\lambda}{2} \left( \frac{\tilde{u}_{m_0+2}^k}{2} - \frac{\tilde{u}_{m_0}^k}{2} \right) + \frac{\lambda}{2} \left( F(x_{m_0+2}) - F(x_{m_0}) \right)$$

$$< \left\{ \frac{1}{2} + \frac{\lambda}{2} \left( \frac{\tilde{u}_{m_0}^k + \tilde{u}_{m_0+2}^k}{2} \right) \right\} \tilde{u}_{m_0}^k + \left\{ \frac{1}{2} - \frac{\lambda}{2} \left( \frac{\tilde{u}_{m_0}^k + \tilde{u}_{m_0+2}^k}{2} \right) \right\} \tilde{u}_{m_0+2}^k$$

$$< \tilde{u}_{m_0+2}^k.$$

Suppose that $\tilde{u}_{m_0+2}^k \geq \tilde{u}_{m_0+4}^k$. Then, similar calculation yields $\tilde{u}_{m_0+3}^{k+1} < \tilde{u}_{m_0+3}^k$. Hence, we obtain

$$\tilde{u}_{m_0+2}^{k+2} = \tilde{u}_{m_0+2}^k$$

$$= \frac{\tilde{u}_{m_0+1}^k + \tilde{u}_{m_0+3}^k}{2} - \frac{\lambda}{2} \left( \frac{\tilde{u}_{m_0+3}^k}{2} - \frac{\tilde{u}_{m_0+1}^k}{2} \right) + \frac{\lambda}{2} \left( F(x_{m_0+3}) - F(x_{m_0+1}) \right)$$

$$< \left\{ \frac{1}{2} + \frac{\lambda}{2} \left( \frac{\tilde{u}_{m_0+1}^k + \tilde{u}_{m_0+3}^k}{2} \right) \right\} \tilde{u}_{m_0+1}^k + \left\{ \frac{1}{2} - \frac{\lambda}{2} \left( \frac{\tilde{u}_{m_0+1}^k + \tilde{u}_{m_0+3}^k}{2} \right) \right\} \tilde{u}_{m_0+3}^k$$

$$< \tilde{u}_{m_0+3}^k,$$

which is a contradiction. In this way, we conclude that, if $\tilde{u}_{m_0}^k < \tilde{u}_{m_0+2}^k$, we necessarily have

$$\tilde{u}_{m_0}^k < \tilde{u}_{m_0+2}^k < \tilde{u}_{m_0+4}^k < \cdots < \tilde{u}_m^k.$$
with \( m^* \) such that \( x_{m^*+1} \leq x_i^* < x_{m^*+3} \). There are the two cases:

(i) \( x_{m^*+1} \leq x_i^* < x_{m^*+2} \), 
(ii) \( x_{m^*+2} \leq x_i^* < x_{m^*+3} \).

We deal with (i). Let \( a > 0 \) be larger than \( \max_{x \in \mathbb{T}} |F''(x)| \). Since \( \bar{u}_{m^*+2} < \bar{u}_{m^*} \), we have \( \bar{u}_{m^*+1} < \bar{u}_{m^*} \). Since \( F'(x_i^*) = 0 \), we have \( \frac{\lambda}{2} |F(x_{m^*+2}) - F(x_{m^*})| \leq \lambda a \Delta x^2 \). Suppose that

\[
\bar{u}_{m^*} > \bar{u}_{m^*+2} + 8\lambda a \Delta x^2.
\]

Then, noting that \( \frac{\lambda}{2} (\bar{u}_{m^*+2} + \bar{u}_{m^*+4}) \leq 1/4 \) for small \( \Delta x, \Delta t \), we have

\[
\bar{u}_{m^*+1} = \frac{\bar{u}_{m^*} + \bar{u}_{m^*+2}}{2} - \frac{\lambda}{2} \left\{ \left( \frac{\bar{u}_{m^*+2}}{2} \right)^2 - \left( \frac{\bar{u}_{m^*}}{2} \right)^2 \right\} + \frac{\lambda}{2} \left( F(x_{m^*+2}) - F(x_{m^*}) \right)
\]

and hence,

\[
\bar{u}_{m^*+2} = \bar{u}_{m^*} + \frac{\lambda}{2} \left( \bar{u}_{m^*+2} + \bar{u}_{m^*+4} \right) - \frac{\lambda}{2} \left\{ \left( \frac{\bar{u}_{m^*+4}}{2} \right)^2 - \left( \frac{\bar{u}_{m^*+2}}{2} \right)^2 \right\} + \frac{\lambda}{2} \left( F(x_{m^*+4}) - F(x_{m^*+2}) \right)
\]

which is a contradiction. Therefore, we obtain

\[-8\lambda a \Delta x^2 \leq \bar{u}_{m^*+2} - \bar{u}_{m^*} \leq 2M \Delta x.\]

Now we know that \( \bar{u}_{m^*+1} \leq \bar{u}_{m^*+2} + 7\lambda a \Delta x^2 \). Suppose that \( \bar{u}_{m^*+2} > \bar{u}_{m^*+4} + 136\lambda a \Delta x^2 \). Then, by similar calculation with \( \frac{\lambda}{2} |F(x_{m^*+4}) - F(x_{m^*+2})| \leq 5\lambda a \Delta x^2 \), we get

\[
\bar{u}_{m^*+3} = \frac{\bar{u}_{m^*+2} + \bar{u}_{m^*+4}}{2} - \frac{\lambda}{2} \left\{ \left( \frac{\bar{u}_{m^*+4}}{2} \right)^2 - \left( \frac{\bar{u}_{m^*+2}}{2} \right)^2 \right\} + \frac{\lambda}{2} \left( F(x_{m^*+4}) - F(x_{m^*+2}) \right)
\]

and hence,

\[
\bar{u}_{m^*+4} = \bar{u}_{m^*+2} + \frac{\lambda}{2} \left( \bar{u}_{m^*+4} + \bar{u}_{m^*+6} \right) - \frac{\lambda}{2} \left\{ \left( \frac{\bar{u}_{m^*+6}}{2} \right)^2 - \left( \frac{\bar{u}_{m^*+4}}{2} \right)^2 \right\} + \frac{\lambda}{2} \left( F(x_{m^*+6}) - F(x_{m^*+4}) \right)
\]

which is a contradiction. Therefore, we obtain

\[-8\lambda a \Delta x^2 \leq \bar{u}_{m^*+4} - \bar{u}_{m^*} \leq 2M \Delta x.\]
and hence,
\begin{equation}
\tilde{u}_{m+2}^{k+2} = \tilde{u}_{m+2}^k \\
= \tilde{u}_{m+1}^{k+1} + \tilde{u}_{m+3}^k - \frac{1}{2} \left\{ \frac{\tilde{u}_{m+1}^{k+1}}{2} - \frac{\tilde{u}_{m+1}^k}{2} \right\} + \frac{\lambda}{2} \left\{ F(x_{m+3}) - F(x_{m+1}) \right\} \\
\leq \left\{ \frac{1}{2} + \frac{\lambda}{2} \left( \tilde{u}_{m+1}^{k+1} + \tilde{u}_{m+3}^k \right) \right\} \tilde{u}_{m+1}^{k+1} + \left\{ \frac{1}{2} - \frac{\lambda}{2} \left( \tilde{u}_{m+1}^k + \tilde{u}_{m+3}^k \right) \right\} \tilde{u}_{m+3}^k \\
+ \lambda a \Delta x^2 \\
\leq \tilde{u}_{m+2}^k - \lambda a \Delta x^2,
\end{equation}

which is a contradiction. Therefore, we have
\begin{equation}
-136 \lambda a \Delta x^2 \leq \tilde{u}_{m+4}^k - \tilde{u}_{m+2}^k \leq 2M \Delta x.
\end{equation}

Suppose that \( \tilde{u}_m^k \geq \tilde{u}_{m+2}^k \) for a certain \( m \) such that \( x_m \in [x_{m+4}, x_i^* + 2\delta] \). Then, since \( F'(x) > 0 \) for \( x \in (x_i^*, x_i^* + 2\delta) \), we see that
\begin{equation}
\tilde{u}_{m+1}^{k+1} = \frac{\tilde{u}_m^k + \tilde{u}_{m+2}^k}{2} - \frac{\lambda}{2} \left\{ \frac{\tilde{u}_{m+2}^k}{2} - \frac{\tilde{u}_m^k}{2} \right\} + \frac{\lambda}{2} \left\{ F(x_{m+2}) - F(x_m) \right\} \\
\geq \tilde{u}_{m+2}^k.
\end{equation}

If \( \tilde{u}_{m+2}^k \leq \tilde{u}_{m+4}^k \), similar calculation yields \( \tilde{u}_{m+3}^{k+1} > \tilde{u}_{m+2}^k \). Hence, we obtain
\begin{equation}
\tilde{u}_{m+2}^{k+2} = \tilde{u}_{m+2}^k \\
= \frac{\tilde{u}_{m+1}^{k+1} + \tilde{u}_{m+3}^k}{2} - \frac{\lambda}{2} \left\{ \frac{\tilde{u}_{m+3}^k}{2} - \frac{\tilde{u}_{m+1}^{k+1}}{2} \right\} + \frac{\lambda}{2} \left\{ F(x_{m+3}) - F(x_{m+1}) \right\} \\
\geq \tilde{u}_{m+2}^k.
\end{equation}

which is a contradiction. Therefore, if \( \tilde{u}_m^k \geq \tilde{u}_{m+2}^k \), we necessarily have \( \tilde{u}_{m+2}^k > \tilde{u}_{m+4}^k > \cdots > \tilde{u}_{m}^k \) for a certain \( m \) such that \( x_m \geq x_i^* + 2\delta \). If there exists \( m \) with \( x_m^* \in [x_{m+4}, x_i^* + 2\delta] \) for which \( \tilde{u}_{m}^k \geq \tilde{u}_{m+2}^k \), then \( \tilde{u}_m^k \) cannot increase within \( x_m^* \leq x_m \leq x_i^* + 2\delta \). This contradicts the convergence property of \( \tilde{u}_m^k \). Thus, we conclude that there exists \( m_1 \) with \( x_{m_1} > x_i^* + \delta \) for which we have
\begin{equation}
\tilde{u}_m^{k+4} < \tilde{u}_m^{k+6} < \cdots < \tilde{u}_m^{k_1}.
\end{equation}

Argument for (ii) is the same, and the proof is done.
3.4 Construction of $\mathbb{Z}^2$-periodic solution

We observe how to construct $\mathbb{Z}^2$-periodic entropy solutions and viscosity solutions with the given position and number of singularities under the assumptions (A1) and (A2), where the hyperbolic periodic orbits $\gamma_1^*, \ldots, \gamma_n^*$ have a rational rotation number $p/q$ and the order of $\{(\gamma_i^*(s), s)\}_{i=1,\ldots,J}$ is preserved. This observation is necessary in Sect. 4. If $q > 1$, we may suppose $0 \leq \gamma_1^*(0) < \gamma_2^*(0) < \cdots < \gamma_J^*(0) < pr\gamma_1^*(1) < 1$. For $i = 1, \ldots, I$ and $k = 0, \ldots, q - 1$, define $\Theta_{i,k}$ as

$$
\Theta_{i,k} := pr[\gamma_i^*(k), \gamma_{i+1}^*(k)], \quad i = 1, \ldots, I - 1,
$$

$$
\Theta_{i,k} := pr[\gamma_i^*(k), \gamma_i^*(k + 1)], \quad \text{if } q > 1,
$$

$$
\Theta_{i,0} := pr[\gamma_i^*(0), \gamma_i^*(0) + 1], \quad \text{if } q = 1.
$$

Note that $\cup_{i,k} \Theta_{i,k} = \mathbb{T}$. Let $C_{i,k}^+$ (resp. $C_{i,k}^-$) be the segment of the upper (resp. lower) separatrix restricted to $\Theta_{i,k} \times \{t = 0\}$. For each $i$, choose arbitrarily either $\{C_{i,0}^+, \ldots, C_{i,q-1}^+\}$ or $\{C_{i,0}^-, \ldots, C_{i,q-1}^-\}$. Then, our choice yields a curve $C = \{(x, U_0(x)) \mid x \in \mathbb{T}\}$ that consists of $C_{i,k}^+$ or $C_{i,k}^-$ on each $\Theta_{i,k}$. Let $c := \int_0^1 U_0(x) \, dx$ and let $u_0 := U_0 - c$. Then, the solution of (1.3) with this $c$ and $u_0$ is a $\mathbb{Z}^2$-periodic entropy solution without any shock.

Suppose that $\{C_{i,0}^+, \ldots, C_{i,q-1}^+\}$ was chosen in the above $C$ for some $i$. Fix arbitrarily $k_0 \in \{0, \ldots, q - 1\}$ and take $y_0 \in \Theta_{i,k_0}$. Let $\tilde{C} = \{(x, \tilde{U}_0(x)) \mid x \in \mathbb{T}\}$ be the curve such that $\tilde{C} = C$ on $\mathbb{T} \setminus \Theta_{i,k_0}$ and $\tilde{C}$ switches from $C_{i,k_0}^+$ to $C_{i,k_0}^-$ at $y_0$ as $x$ increases in $\Theta_{i,k_0}$. Let $\tilde{c} := \int_0^1 \tilde{U}_0(x) \, dx$ and let $\tilde{u}_0 := \tilde{U}_0 - \tilde{c}$, where $\Delta c := c - \tilde{c} \to 0$ as $y_0$ tends to the right boundary of $\Theta_{i,k_0}$. Then the solution $\tilde{u}$ of (1.3) $|u_0 = \tilde{u}_0, c = \tilde{c}$ is a $q$-periodic entropy solution with a single shock. In fact, $\tilde{u}(-1)$ has only one jump at $y_1 \in \Theta_{i,k_0+1}$; $\tilde{u}(-2)$ has only one jump at $y_2 \in \Theta_{i,k_0+2}$; $\ldots$; $\tilde{u}(-q)$ has only one jump at $y_q \in \Theta_{i,k_0+q} = \Theta_{i,k_0}$, $\gamma_q = y_0$ due to the conservation law $\int_0^1 [\tilde{c} + \tilde{u}(x, t)] \, dx = \tilde{c}$ for all $t$.

With the above notation, consider the curve $\tilde{C} = \{(x, \tilde{U}_0(x)) \mid x \in \mathbb{T}\}$ such that $\tilde{C} = C$ on $\mathbb{T} \setminus \cup_{0 \leq k < q} \Theta_{i,k} \cup \tilde{C}$ and $\tilde{C}$ switches from $C_{i,k_0}^+$ to $C_{i,k_0+k}^-$ at $y_k$ (the above one) as $x$ increases in $\Theta_{i,k_0+k}$ for $k = 0, \ldots, q - 1$, where $k_0 + k$ is replaced by $k_0 + k - q$, if $k_0 + k \geq q$. Let $\bar{c} := \int_0^1 \tilde{U}_0(x) \, dx = c - q \Delta c$ and let $\bar{u}_0 := \bar{U}_0 - \bar{c}$. Then, the solution $\bar{u}$ of (1.3) $|u_0 = \bar{u}_0, c = \bar{c}$ is a 1-periodic entropy solution, i.e., a $\mathbb{Z}^2$-periodic entropy solution.

In this way, we can construct a $\mathbb{Z}^2$-periodic entropy solution whose graph consists of parts of the upper/lower separatrix for each $c$, choosing the position and number of shocks, as well as the corresponding viscosity solution via (3.3).

4 Proof of result

First, we briefly state our strategy. The key point is that our discretization scheme is of the first order, namely, for a $C^2$-solution $v$ of (1.2) such that $|H_p(z, t, c + v_x(x, t))| \leq \lambda^{-1} \leq \lambda^{-1}$ and for $v_{m+1}^k := v(x_{m+1}, t_k)$ defined on $\mathcal{G}_{odd}$, we have

$$
D_t v_{m+1}^k + H(x_m, t_k, c + D_x v_{m+1}^k) = h(c) - \frac{\Delta x}{2\lambda} A(x_m, t_k) + \varepsilon(x_m, t_k),
$$

$$
A(x, t) = v_{xx}(x, t) - \lambda^2 v_{tt}(x, t), \quad \varepsilon(x_m, t_k) = o(\Delta x).
$$
In fact, this follows from the following Taylor expansions around \((x_m, t_k)\)

\[
D_t v^{k+1}_m = v_t(x_m, t_k) - \frac{\Delta x}{2 \lambda} A(x_m, t_k) + o(\Delta x),
\]

\[
D_x v^k_m = v_x(x_m, t_k) + o(\Delta x).
\]

It follows from a similar reasoning to obtain (3.6) (see Proposition 2.2 of [19]) that \(v^k_m\) satisfies for any \(n, l, l' < l\),

\[
v^{l+1}_n = \inf_{\xi} E_{\mu; \xi} \left[ \sum_{l' < k \leq l+1} \left( L^{(c)} \left( y^k, t_{k-1}, \xi_{m(y^k)}^k \right) - \frac{\Delta x}{2 \lambda} A(y^k, t_{k-1}) + \varepsilon (y^k, t_{k-1}) \right) \right] + h(c)(t_{l+1} - t_l).
\]

By comparing (3.6) and (4.1) near \(\gamma^*_i\), we obtain upper and lower estimates for \(h(c) - h_\Delta(c)\) in terms of \(A\) and so on. Since the law of large numbers holds for the minimizing random walk, where it tends to \(\gamma^*_i\), we obtain \(\Gamma^i\) through \(A\) in the estimates. This leads to our criterion. Of course \(\mathbb{Z}^2\)-periodic viscosity solutions \(\tilde{v}\) are only Lipschitz, and our argument is more complicated with additional terms. In the estimates for \(h(c) - h_\Delta(c)\), the term \(\Delta x \Gamma^i\) appears as well as other terms. In order to keep \(\Delta x \Gamma^i\) as the principle term in the estimates, we need sharper estimates for the others with the aid of Proposition 3.2. The main difficulty is that Chebchev’s inequality in our random walks yields estimates of the order \(O(\Delta x)\) at best – the same order as \(\Delta x \Gamma^i\). We will refer to this point in the proof.

We say that a \(\mathbb{Z}^2\)-periodic entropy solution of \(\tilde{u}^{(c)}\) or \(\mathbb{Z}^2\)-periodic viscosity solution \(\tilde{v}^{(c)}\) of (1.2) has “transition points” at \(\gamma^*_i\), if graph \(c + \tilde{u}^{(c)}\) or graph \(c + \tilde{v}^{(c)}\) contains \(prU_{\text{loc}}(\delta)\) for small \(\delta > 0\) (“transition” means that the graph continuously switches from the lower separatrix to the upper one along \(\gamma^*_i\)). The following fact is used in Bessi [4], but for the reader’s convenience we repeat it with a proof.

**Proposition 4.1** Let \(c \in (c_0, c_1), i \in [1, 2, \ldots, I]\), and \(\tilde{v}^{(c)}\) be a \(\mathbb{Z}^2\)-periodic viscosity solution of (1.2) with transition points only at \(\gamma^*_i\). Then, such a \(\tilde{v}^{(c)}\) is unique (up to constants) and coincides with \(h^{(c)}_p(\gamma^*_i(0), 0; \cdot, \cdot)\).

**Proof** Let \(\tilde{v} = \tilde{v}^{(c)}\), \(\hat{v} = \hat{v}^{(c)}\) be \(\mathbb{Z}^2\)-periodic viscosity solutions of (1.2) with transition points only at \(\gamma^*_i\). Adding a constant if necessary, we have

\[
\tilde{v}(\gamma^*_i(0), 0) = \hat{v}(\gamma^*_i(0), 0) = 0.
\]

We will prove \(\tilde{v} = \hat{v}\). Take any \((y, \tau) \in \mathbb{T}^2\). Since \(\tilde{v}\) has transition points only at \(\gamma^*_i\) and every minimizing curve yields a trajectory on the projected stable/unstable manifolds, we have the following two cases and in both of the cases we obtain \(\tilde{v}(y, \tau) - \hat{v}(y, \tau) \geq 0\): Let \(a \in \mathbb{Z}\) and let \(\gamma_0 : (-\infty, \tau) \to \mathbb{R}\) be a minimizing curve for \(\tilde{v}(y, \tau)\).

(i) \(\{pr(\gamma_0(s), s, c + \tilde{v}(\gamma_0(s), s))\}_{s<\tau}\) is on the projected unstable manifold of \(\gamma^*_i\). Then, there exists \(b \in \mathbb{Z}\), \(|b| < q\) for which \(\gamma_0\) satisfies

\[
pr\gamma_0(aq + b) \to \gamma^*_i(0) \text{ as } a \to -\infty.
\]

Hence, it follows from (3.1) that \(\tilde{v}(y, \tau) - \hat{v}(y, \tau) \geq \hat{v}(\gamma_0(aq + b), aq + b) - \hat{v}(\gamma_0(aq + b), aq + b)\) for any \(a\). It follows from (4.2) that \(\tilde{v}(\gamma_0(aq + b), aq + b) - \hat{v}(\gamma_0(aq + b), aq + b) \to 0\) as \(a \to -\infty\). Therefore, we obtain \(\tilde{v}(y, \tau) - \hat{v}(y, \tau) \geq 0\).
(ii) Otherwise. Then, there exist $x_1, \ldots, x_k \in \{ pr \gamma_{j}^{*}(t) | t = 0, \ldots, q - 1, \ j \neq i \}, k \geq 1$ for which we have the heteroclinic chain connecting $y$ and $\gamma_{i}^{*}(0)$ that consists of the following curves:

\[
\begin{align*}
\gamma_0 & : (-\infty, \tau] \to \mathbb{R}, \ \text{the minimizer for} \ \bar{\nu}(y, \tau), \ pr \gamma_0(aq) \to x_1 \ as \ a \to -\infty; \\
\gamma_1 & : \mathbb{R} \to \mathbb{R}, \ pr \gamma_1(aq) \to x_2 \ (\text{resp. } x_1) \ as \ a \to -\infty \ (\text{resp. } + \infty); \\
\vdots \\
\gamma_{k-1} & : \mathbb{R} \to \mathbb{R}, \ pr \gamma_{k-1}(aq) \to x_k \ (\text{resp. } x_{k-1}) \ as \ a \to -\infty \ (\text{resp. } + \infty); \\
\gamma_k & : \mathbb{R} \to \mathbb{R}, \ pr \gamma_k(aq + b) \to \gamma_{i}^{*}(0) \ as \ a \to -\infty \ with \ b \in \mathbb{Z}, |b| < q, \\
pr \gamma_k(aq) & \to x_k \ as \ a \to +\infty,
\end{align*}
\]

with

\[
\gamma_{j}^{*}(s) = H_p(\gamma_{j}(s), t, c + \bar{v}_x(\gamma_{j}(s), s)) \ for \ j = 0, \ldots, k,
\]

which means that restrictions of $\gamma_0, \ldots, \gamma_k$ within any finite time interval are minimizing curves for $\bar{\nu}$. Hence, we have

\[
\begin{align*}
\bar{\nu}(y, \tau) & = \int_{aq}^{\tau} \{ L^{(c)}(\gamma_0(s), s, \gamma_0'(s)) + h(c) \} ds + \bar{\nu}(\gamma_0(aq), aq) \\
& = \lim_{a \to -\infty} \int_{aq}^{\tau} \{ L^{(c)}(\gamma_0(s), s, \gamma_0'(s)) + h(c) \} ds + \bar{\nu}(x_1, 0), \\
\bar{\nu}(x_1, 0) & = \lim_{a \to +\infty} \bar{\nu}(\gamma_1(aq), aq) \\
& = \lim_{a \to +\infty} \left[ \int_{-aq}^{aq} \{ L^{(c)}(\gamma_1(s), s, \gamma_1'(s)) + h(c) \} ds + \bar{\nu}(\gamma_1(-aq), -aq) \right] \\
& = \lim_{a \to +\infty} \int_{-aq}^{aq} \{ L^{(c)}(\gamma_1(s), s, \gamma_1'(s)) + h(c) \} ds + \bar{\nu}(x_2, 0), \\
\vdots \\
\bar{\nu}(x_k, 0) & = \lim_{a \to +\infty} \bar{\nu}(\gamma_k(aq), aq) \\
& = \lim_{a \to +\infty} \left[ \int_{-aq+b}^{aq} \{ L^{(c)}(\gamma_k(s), s, \gamma_k'(s)) + h(c) \} ds \\
& \quad + \bar{\nu}(\gamma_k(-aq + b), -aq + b) \right] \\
& = \lim_{a \to +\infty} \int_{-aq+b}^{aq} \{ L^{(c)}(\gamma_k(s), s, \gamma_k'(s)) + h(c) \} ds + \bar{\nu}(\gamma_k^{*}(0), 0).
\end{align*}
\]

Therefore, we obtain

\[
\bar{\nu}(y, \tau) = \lim_{a \to -\infty} \int_{aq}^{\tau} \{ L^{(c)}(\gamma_0(s), s, \gamma_0'(s)) + h(c) \} ds \\
+ \sum_{j=1}^{k-1} \lim_{a \to +\infty} \int_{-aq}^{aq} \{ L^{(c)}(\gamma_j(s), s, \gamma_j'(s)) + h(c) \} ds \\
+ \lim_{a \to +\infty} \int_{-aq+b}^{aq} \{ L^{(c)}(\gamma_k(s), s, \gamma_k'(s)) + h(c) \} ds + \bar{\nu}(\gamma_k^{*}(0), 0). \tag{4.4}
\]
On the other hand, the variational property of $\tilde{v}$ implies
\[
\hat{v}(y, \tau) \leq \lim_{a \to -\infty} \int_{aq}^{\tau} \{L^c(\gamma_0(s), s, \gamma'_0(s)) + h(c)\} ds
\]
\[
+ \sum_{j=1}^{k-1} \lim_{a \to +\infty} \int_{-aq}^{aq} \{L^c(\gamma_j(s), s, \gamma'_j(s)) + h(c)\} ds
\]
\[
+ \lim_{a \to +\infty} \int_{-aq-b}^{aq} \{L^c(\gamma_k(s), s, \gamma'_k(s)) + h(c)\} ds + \tilde{v}(\gamma^*_i(0), 0).
\]

Thus, we conclude that $\tilde{v}(y, \tau) - \hat{v}(y, \tau) \geq \tilde{v}(\gamma^*_i(0), 0) - \hat{v}(\gamma^*_i(0), 0) = 0$.

Since $\hat{v}$ has transition points only at $\gamma^*_i$, we have the same argument, obtaining $\tilde{v}(y, \tau) - \hat{v}(y, \tau) \leq 0$ and $\hat{v} = \tilde{v}$.

Next, we see that $\tilde{v}(y, \tau) = h^c_p(\gamma^*_i(0), 0; y, \tau)$. Note that
\[
h^c_p(\gamma^*_i(0), 0; y, \tau) = \lim_{T \in \mathbb{N}} \inf_{T \to \infty} \left[ \inf_{\gamma \in -T} \int_{-T}^{\tau} \{L^c(\gamma(s), s, \gamma'(s)) + h(c)\} ds \right],
\] (4.5)
where the infimum is taken over all absolutely continuous curves $\gamma : [-T, \tau] \to \mathbb{R}$ with $\gamma(\tau) = y$ and $pr_\gamma(-T) = \gamma^*_i(0)$. Let $\gamma_T : [-T, \tau] \to \mathbb{R}$ be a minimizing curve for the infimum in (4.5). Then, we have for any $T \in \mathbb{N}$,
\[
\tilde{v}(y, \tau) = \int_{-T}^{\tau} \{L^c(\gamma_T(s), s, \gamma'_T(s)) + h(c)\} ds + \tilde{v}(\gamma^*_i(0), 0)
\]
\[
= \int_{-T}^{\tau} \{L^c(\gamma_T(s), s, \gamma'_T(s)) + h(c)\} ds.
\]

Therefore, we obtain $\tilde{v}(y, \tau) \leq h^c_p(\gamma^*_i(0), 0; y, \tau)$.

Define $\gamma : [-2k+1+aq + b, \tau] \to \mathbb{R}$ with $a \in \mathbb{N}, \epsilon > 0, \gamma_0, \ldots, \gamma_k$ and $b$ in (4.3) as
\[
\gamma(s) := \begin{cases} 
\gamma_0(s) & \text{for } s \in J_0 = [-aq + \epsilon, \tau], \\
\text{linear line connecting } \gamma_0(-aq + \epsilon) 	ext{ and } \gamma_1(aq - \epsilon) & \text{for } s \in J_0 = [-aq - \epsilon, -aq + \epsilon], \\
\gamma_1(s + 2aq) & \text{for } s \in J_1 = [-3aq + \epsilon, -3aq - \epsilon], \\
\text{linear line connecting } \gamma_1(-aq + \epsilon) & \text{and } \gamma_2(aq - \epsilon), \\
\text{for } s \in J_1 = [-3aq - \epsilon, -3aq + \epsilon], \\
\vdots \\
\gamma_k(s + 2kaq) & \text{for } s \in J_k = [-2k+1+aq + b + \epsilon, -2k-1+aq - \epsilon], \\
\text{linear line connecting } \gamma_k(-aq + b + \epsilon) & \text{and } \gamma_i^*(aq), \\
\text{for } s \in J_k = [-2k+1+aq + b, -2k+1+aq + b + \epsilon]. 
\end{cases}
\]

Then, we have
\[
h^c_p(\gamma^*_i(0), 0; y, \tau) \leq \lim_{a \to +\infty} \int_{-2k+1+aq + b}^{\tau} \{L^c(\gamma(s), s, \gamma'(s)) + h(c)\} ds
\]
\[
= \lim_{a \to +\infty} \inf \left[ \sum_{j=0}^{k} \int_{f_j}^{f_j+1} \{L^c(\gamma(s), s, \gamma'(s)) + h(c)\} ds 
\right.
\]
\[
\left. + \sum_{j=0}^{k} \int_{f_j}^{f_j+1} \{L^c(\gamma(s), s, \gamma'(s)) + h(c)\} ds \right].
\]
We can take \( \epsilon \to 0^+ \) according to \( a \to +\infty \) so that the term on the third line tends to zero. The term on the second line tends to the right-hand side of (4.4) as \( \epsilon \to 0^+ \). Thus, we conclude that \( h_p^c(\gamma_i^j(0),0; y, \tau) \leq \tilde{v}(y, \tau) \), obtaining \( \tilde{v}(y, \tau) = h_p^c(\gamma_i^j(0),0; y, \tau) \). \( \square \)

The following proposition is a key fact:

**Proposition 4.2** Let \( c \in (c_0, c_1) \). If the limit \( \tilde{v}^c \) of a convergent subsequence \( \{\tilde{v}_\Delta^c\} \) has transition points at \( \gamma_i^j \) and \( \gamma_j^i \), then \( \Gamma^i = \Gamma^j \).

**Proof** Set \( \tilde{v} = \tilde{v}^c \) and \( \tilde{v}_\Delta = \tilde{v}_\Delta^c \). There exists \( \delta > 0 \) for which we have \( \text{graph}(c + \tilde{v}_x) \supset \text{pr}U_{\text{loc}}^i(\delta), \text{pr}U_{\text{loc}}^j(\delta) \) and \( \tilde{v} \) is smooth on \( U^i(\delta) \cup U^j(\delta) \) including its boundary. Throughout this paper, \( \epsilon_1(\Delta), \epsilon_2(\Delta), \ldots \) are numbers that tend to 0 as \( \Delta \to 0 \), and \( b_1, b_2, \ldots \) are constants. Since \( (\tilde{v}_\Delta)_x \to \tilde{v}_x \) a.e. as \( \Delta \to 0 \), we have with small \( \epsilon > 0 \),

\[
\sup_{\mathbb{R}^2} |\tilde{v}_\Delta - \tilde{v}| < \epsilon_1(\Delta) \quad \text{and} \quad \sup_{U^i(\delta) \cup U^j(\delta \pm \epsilon)} |(\tilde{v}_\Delta)_x - \tilde{v}_x| < \epsilon_1(\Delta). \tag{4.6}
\]

Now we investigate the solutions around \( \gamma_i^j \). The same investigation is possible around \( \gamma_j^i \). Take a \( \mathbb{Z}^2 \)-periodic \( C^2 \)-function \( v : \mathbb{R}^2 \to \mathbb{R} \) with the derivatives uniformly bounded in \( \mathbb{R}^2 \) such that

\[
v|_{U^i(\delta)} = \tilde{v}|_{U^i(\delta)} \quad \text{and} \quad |H_p(x, t, c + v(x, t))| \leq \lambda^{-1}_1 \text{ in } \mathbb{R}^2.
\]

Set

\[
g(x, t) := v_t + H(x, t, c + v(x, t)) - h(c),
\]

where \( g = 0 \) on \( U^i(\delta) \). Then, \( v_{m+1}^k := v(x_{m+1}, t_k) \) solves the difference equation

\[
\begin{align*}
D_tv_{m+1}^{k+1} + H(x_m, t_k, c + D_x v_{m+1}^k) \\
= h(c) - \frac{\Delta x}{2\lambda} A(x_m, t_k) + g(x_m, t_k) + \epsilon(x_m, t_k),
\end{align*}
\]

and therefore it satisfies the equality for any \( n, l, l' < l \)

\[
v_n^{l+1} = \inf_{\xi} E_{\mu(\cdot, \xi)} \left[ \sum_{l' < k \leq l+1} L^{(c)}(\gamma^{k}, t_{k-1}, \xi) + \frac{\Delta x}{2\lambda} A(\gamma^{k}, t_{k-1}) + g(\gamma^{k}, t_{k-1}) + \epsilon(\gamma^{k}, t_{k-1}) \Delta t + v_{m(\gamma^{l'})}^{l'} + h(c)(t_{l+1} - t_{l'}) \right]. \tag{4.8}
\]

Let \( \tilde{v}_{m+1}^k \) denote the difference solution that yields \( \tilde{v}_\Delta \). Define \( w_{m+1}^k \) on \( G_{\text{odd}} \) as

\[
w_{m+1}^k := \begin{cases} 
\tilde{v}_{m+1}^k & \text{on } \tilde{U}^i(\delta) := U^i(\delta) \cap G_{\text{odd}} \\
v_{m+1}^k + \tilde{v}_{m^*(k)+1} - v_{m^*(k)+1}^k & \text{for } m^*(k) < m, \\
v_{m+1}^k + \tilde{v}_{m+1}^k - v_{m^*(k)+1} & \text{for } m < m^*(k),
\end{cases}
\]

where \( (x_{m^*(k)+1}, t_k) \) and \( (x_{m+1}(k)+1, t_k) \) stand for the right end and left end of \( \tilde{U}^j(\delta)|_{t=t_k} \), respectively. Note that difference between space variables of the nearest two end points of \( \tilde{U}^i(\delta) \) is \( \pm \Delta x \), due to \( |\gamma_i^j(s)| = |H_p(\gamma_i^j(s), s, c + \tilde{v}_x(\gamma_i^j(s), s))| < \lambda^{-1}_1 \). It follows from (4.6) that

\[
|w_{m+1}^k - v_{m+1}^k| < \epsilon_1(\Delta) \quad \text{on } G_{\text{odd}}. \tag{4.9}
\]
Set
\[ f(x_m, t_k) := D_t w_m^{k+1} + H(x_m, t_k, c + D_x w_m^k) - h(c), \]
where \( f(x_m, t_k) = 0 \) for \( m \) such that \((x_{m\pm 1}, t_k) \in \tilde{U}^i(\delta)\). Then, \( w_m^k \) solves the difference equation
\[ D_t w_m^{k+1} + H(x_m, t_k, c + D_x w_m^k) = h(c) + f(x_m, t_k) \quad (4.10) \]
and therefore it satisfies for any \( n, l, l' < l \)
\[ w_{n}^{l+1} = \inf_{\xi} E_{\mu(\xi)} \left[ \sum_{l' < k \leq l+1} \{ (L^c(y^k, t_{k-1}, \xi_{m(y^k)}) + f(y^k, t_{k-1})) \Delta t + w_{m(y^k)}^{l'} \} + h(c)(t_{l+1} - t_{l'}) \right]. \quad (4.11) \]
We will show
\[ |f(x_m, t_k) - g(x_m, t_k)| < \epsilon_2(\Delta) \quad \text{on } \mathcal{G}_{\text{even}}. \quad (4.12) \]
For \( m_*(k) \), denoted by \( m_* \), we have the following two cases:

(i) \( (x_{m_*}, t_{k+1}) \notin \tilde{U}^i(\delta) \), which implies \((x_{m_*+2}, t_{k+1}) \in \tilde{U}^i(\delta)\). Then, for \( m \leq m_* \), we have
\[ D_x w_m^k = \frac{1}{2\Delta x} \left\{ (v_{m+1}^k + \bar{v}_{m+1}^k - v_{m+1}^k) - (v_{m-1}^k + \bar{v}_{m+1}^k - v_{m+1}^k) \right\} \]
\[ D_t w_m^k = \frac{1}{\Delta t} \left\{ v_m^k + \bar{v}_{m+2}^k - v_{m+2}^k \right. \]
\[ - \frac{1}{2} \left( v_{m-1}^k + \bar{v}_{m}^k - v_{m+1}^k + v_{m+1}^k + \bar{v}_{m+1}^k - v_{m+1}^k \right) \]
\[ = D_t v_m^k + D_t \bar{v}_{m+2}^k - D_t \bar{v}_{m+2}^k + \lambda^{-1} \left( D_x \bar{v}_{m+3}^k - D_x \bar{v}_{m+3}^k \right). \]

Hence, with (4.7) and (4.10), we obtain
\[ f(x_m, t_k) - g(x_m, t_k) = H(x_{m+2}, t_k, c + D_x \bar{v}_{m+3}^k) - H(x_{m+2}, t_k, c + D_x \bar{v}_{m+3}^k) \]
\[ + \lambda^{-1} (D_x \bar{v}_{m+3}^k - D_x \bar{v}_{m+3}^k) - \frac{\Delta x}{2\lambda} A(x_m, t_k) + \epsilon(x_m, t_k) \]
\[ + \frac{\Delta x}{2\lambda} A(x_{m+2}, t_k) - \epsilon(x_{m+2}, t_k). \quad (4.13) \]

(ii) \( (x_{m_*}, t_{k+1}) \in \tilde{U}^i(\delta) \). Then, for \( m \leq m_* \), we have
\[ D_x w_m^k = \frac{1}{2\Delta x} \left\{ (v_{m+1}^k + \bar{v}_{m+1}^k - v_{m+1}^k) - (v_{m-1}^k + \bar{v}_{m+1}^k - v_{m+1}^k) \right\} \]
\[ = D_x v_{m+1}^k, \]
\[ D_t w_m^k = \frac{1}{\Delta t} \left\{ v_m^k + \bar{v}_{m+1}^k - v_{m+1}^k \right. \]
\[ - \frac{1}{2} \left( v_{m-1}^k + \bar{v}_{m}^k - v_{m+1}^k + v_{m+1}^k + \bar{v}_{m+1}^k - v_{m+1}^k \right) \]
\[ = D_t v_m^k + D_t \bar{v}_{m+1}^k - D_t \bar{v}_{m+1}^k + \lambda^{-1} \left( D_x \bar{v}_{m+1}^k - D_x \bar{v}_{m+1}^k \right). \]
Hence, with (4.7) and (4.10), we obtain
\[
 f(x_m, t_k) - g(x_m, t_k) = H(x_{m_+}, t_k, c + D_x v_{m+1}^k) - H(x_{m_+}, t_k, c + D_x \bar{v}_{m+1}^k) \\
+ \frac{\lambda}{2} \left( D_x \bar{v}_{m+1}^k - D_x v_{m+1}^k \right) + \frac{\Delta x}{2\lambda} A(x_m, t_k) - e(x_m, t_k) \\
\]
(4.14)
where \( g(x_m, t_k) \to g(x_{m+2}, t_k) = 0 \) as \( \Delta \to 0 \).

Similar calculation is possible with \( m^+(k) \). Therefore, noting that \( D_x v_{m+1}^k = v_x(x_m, t_k) + o(\Delta x) \) and \( D_x \bar{v}_{m+1}^k = (\bar{v}_{\Delta})_x(x_m, t_k) \), we obtain (4.12) through (4.6).

We state the law of large numbers for the minimizing random walks for (4.8) and (4.11), where they tend to genuine minimizing curves for exact viscosity solutions.

**Lemma 4.3**

(1) For each \( x \in X := \{ x \in \mathbb{R} \mid |x - \gamma_i^*(0)| \leq \delta < \delta \}, t < 0 \) and \( \varepsilon > 0 \), define
\[
\mathcal{L}(r) := \int_0^t \left[ L^{(c)}(r(s), s, r'(s)) + g(r(s), s) \right] ds + v(r(t), t) + h(c)(-t),
\]
\( \gamma_i^* \) : minimizer for \( \inf_{\gamma \in AC, \gamma(0) = x} \mathcal{L}(\gamma) \),
\( D_x^\varepsilon := \{ r : [t, 0] \to \mathbb{R} \mid |r'(s)| < \lambda^{-1}, r(0) = x, \mathcal{L}(r) - \mathcal{L}(\gamma_i^*) \leq \varepsilon \} \).

Then, we have
\[ \sup_{x \in X} \sup_{r \in D_x^\varepsilon} \| r - \gamma_i^* \|_{C^0([t, 0])} \to 0 \quad \text{as} \quad \varepsilon \to 0. \]

(2) Let \( \eta_{\Delta}(\gamma) \) denote the linear interpolation of (3.5). For each \( x_{n+1} \in X \) such that \( (x_{n+1}, 0) \in \mathcal{G}_{\text{odd}}, v > 0 \) and the minimizing random walk \( \gamma = \gamma(x_{n+1}, 0; \xi^*) \) within \( [t_0, 0] \) for \( v_{n+1}^0 \) or \( w_{n+1}^0 \), define
\[
\Omega_{\Delta}^u(x_{n+1}) := \{ \gamma \in \Omega \mid \| \eta_{\Delta}(\gamma) - \gamma_{x_{n+1}}^* \|_{C^0([t_0, 0])} \leq v \}. \]

Then, we have for each fixed \( v > 0 \),
\[ \inf_{x_{n+1}} \text{prob}(\Omega_{\Delta}^u(x_{n+1})) \to 1 \quad \text{as} \quad \Delta \to 0. \]

In particular, the linearly interpolated averaged path \( \tilde{\gamma}_{\Delta} \) of the minimizing random walk \( \gamma_{\Delta} \) is also the average of \( \eta_{\Delta}(\gamma) \). See Theorem 3.2, [18]) satisfies
\[ \| \gamma_{\Delta} - \gamma_{x_{n+1}}^* \|_{C^0([t_0, 0])} \to 0 \quad \text{as} \quad \Delta \to 0, \quad \text{uniformly with respect to} \quad x_{n+1}. \]

**Remark** Since \( v(x, 0) = \inf_{\gamma \in AC, \gamma(0) = x} \mathcal{L}(\gamma) \) and \( v = \bar{v}, g = 0 \) on \( U^i(\delta) \) with differentiability of \( \bar{v} \), the minimizer \( \gamma_i^* \) for \( \inf_{\gamma \in AC, \gamma(0) = x} \mathcal{L}(\gamma) \) coincides with the unique minimizer \( \gamma^* \) for \( \tilde{v}(x, 0) \) within a small time interval \( [\tilde{\xi}, 0] \) \( (\tilde{\xi} < 0) \). Since the dynamics on the unstable manifold implies that \( \gamma_i^*(s) \) tends to \( \gamma_i^*(s) \) as \( s \to -\infty \), the points \( (\gamma_i^*(s), s) \) never come out of \( U^i(\delta) \). Hence \( \gamma_i^* \) is equal to \( \gamma^* \) on \( [t, 0] \), and is the unique minimizer for \( \inf_{\gamma \in AC, \gamma(0) = x} \mathcal{L}(\gamma) \). It follows from hyperbolicity of \( \gamma_i^* \) that there exists \( b_1 > 0 \) for which we have for each \( j \in \mathbb{N} \),
\[ |\gamma_i^*(-jq) - \gamma_i^*(-jq)| \leq |\gamma_i^*(0) - \gamma_i^*(0)|e^{-b_1jq}. \]
(4.15)
Proof of Lemma 4.3 (1) Proceeding by a proof via contradiction, we assume that there exists a sequence \( \epsilon_j \to 0 \) as \( j \to \infty \) for which we have \( b_2 > 0 \) such that

\[
\sup_{x \in X} \sup_{r \in D_{x_j}} \| r - \gamma_{x_j}^* \|_{C^0} \geq 3b_2 \text{ for all } j.
\]

We can take \( x_j \in X \) and \( r_j \in D_{x_j}^{\epsilon_j} \) such that

\[
\| r_j - \gamma_{x_j}^* \|_{C^0} \geq 2b_2 \text{ for all } j.
\]

We have a convergent subsequence of \( \{x_j\} \), still denoted by \( \{x_j\} \), that tends to \( x_\ast \in X \) as \( j \to \infty \). Since \( \gamma_{x_j}^* (0) = H_p (x_j, 0, c + \bar{v}_x (x_j, 0)) \to \gamma_{x_\ast}^* (0) = H_p (x_\ast, 0, c + \bar{v}_x (x_\ast, 0)) \) as \( j \to \infty \), we have \( \gamma_{x_j}^* \to \gamma_{x_\ast}^* \) uniformly and \( \mathcal{L}(\gamma_{x_j}^*) \to \mathcal{L}(\gamma_{x_\ast}^*) \) as \( j \to \infty \). Hence, we see that

\[
|\mathcal{L}(r_j) - \mathcal{L}(\gamma_{x_j}^*)| \leq |\mathcal{L}(r_j) - \mathcal{L}(\gamma_{x_j}^*)| + |\mathcal{L}(\gamma_{x_j}^*) - \mathcal{L}(\gamma_{x_\ast}^*)| \\
\leq \epsilon_j + |\mathcal{L}(\gamma_{x_j}^*) - \mathcal{L}(\gamma_{x_\ast}^*)| \to 0 \text{ as } j \to \infty.
\]

Therefore, we have a subsequence of \( \{r_j\} \), still denoted by \( \{r_j\} \), that tends to a curve \( r_\ast \) uniformly as \( j \to \infty \) with \( \mathcal{L}(r_\ast) = \mathcal{L}(\gamma_{x_\ast}^*) \). Since

\[
\| r_\ast - \gamma_{x_\ast}^* \|_{C^0} \geq \| r_\ast - r_j \|_{C^0} + \| r_j - \gamma_{x_j}^* \|_{C^0} - \| \gamma_{x_j}^* - \gamma_{x_\ast}^* \|_{C^0} \geq b_2,
\]

there are two minimizing curves, which is a contradiction.

(2) For the minimizing random walk \( \gamma = \gamma(x_{n+1}, 0, \xi^*) \) for \( v_{n+1}^0 \), we have with (1) of Proposition 3.2,

\[
v_{n+1}^0 = E_{\mu(\cdot; \xi^*)} \left[ \sum_{l < k \leq 0} \{ L(c) (\gamma^k, t_{k-1}, \xi^k_{m(\gamma^k)}) + g(\gamma^k, t_{k-1}) \} \right. \\
- \frac{\Delta x}{2\lambda} (A(\gamma^k, t_{k-1}) + \epsilon(\gamma^k, t_{k-1})) \Delta t + v(\gamma', t') \left. \right] + h(c)(-t')
\]

\[
= E_{\mu(\cdot; \xi^*)} \left[ \sum_{l < k \leq 0} \{ L(c) (\eta^k(\gamma), t_{k-1}, \xi^k_{m(\gamma^k)}) + g(\eta^k(\gamma), t_{k-1}) \} \Delta t \\
+ v(\eta', t') \right] + h(c)(-t') + \epsilon_4(\Delta)
\]

\[
= E_{\mu(\cdot; \xi^*)} \left[ \int_{t'}^0 \{ L(c) (\eta_{\Delta}(\gamma)(s), s, \eta_\Delta(\gamma)'(s)) + g(\eta_\Delta(\gamma)(s), s) \} ds \\
+ v(\eta_\Delta(\gamma)(t'), t') \right] + h(c)(-t') + \epsilon_5(\Delta)
\]

\[
= E_{\mu(\cdot; \xi^*)} \left[ \mathcal{L}(\eta_{\Delta}(\gamma)) \right] + \epsilon_5(\Delta).
\]

On the other hand, \( v_{n+1}^0 = v(x_{n+1}, 0) = \mathcal{L}(\gamma_{x_{n+1}}^*) \). Hence, we have

\[
0 \leq E_{\mu(\cdot; \xi^*)} \left[ \mathcal{L}(\eta_{\Delta}(\gamma)) - \mathcal{L}(\gamma_{x_{n+1}}^*) \right] \leq \epsilon_6(\Delta).
\]

(4.16)
Here, \( \epsilon_6(\Delta) > 0 \) are independent of \( x_{n+1} \). Set
\[
\Omega^+: = \left\{ y \in \Omega \mid \mathcal{L}(\eta_\Delta(y)) - \mathcal{L}(y^*_{n+1}) \geq \epsilon_6(\Delta)^{\frac{1}{2}} \right\}.
\]
Then, by (4.16), we have \( \text{prob}(\Omega^+) \leq \epsilon_6(\Delta)^{1/2} \). It follows from (1) of this lemma that there exists \( \epsilon_0(\nu) > 0 \) for which, if \( |\Delta| \) is small enough to realize \( \epsilon_6(\Delta)^{1/2} \leq \epsilon_0(\nu) \), we have \( \| \eta_\Delta(y) - y^*_{n+1} \|_{C^0} \leq \nu \) for all \( y \in \Omega \setminus \Omega^+ \). Therefore, we obtain \( \Omega \setminus \Omega^+ \subset \Omega^\Delta(x_{n+1}) \) and \( 1 - \epsilon_6(\Delta)^{1/2} \leq \text{prob}(\Omega^\Delta(x_{n+1})) \).

Similarly, for the minimizing random walk \( y = y(x_{n+1}, 0; \xi^*) \) for \( u^0_{n+1} \), we have with (4.9), (4.12) and (3) of Proposition 3.1.
\[
w^0_{n+1} = E_{\mu(\cdot; \xi^*)} \left[ \sum_{l' < k \leq 0} \{ L(c) \left( y^k, t_{k-1}, \xi^k_{m(y^k)} \right) + f(y^k, t_{k-1}) \} \Delta t + u^l_{m(y^l')} \right] + h_\Delta(c)(-t'_r)
\]
\[
= E_{\mu(\cdot; \xi^*)} \left[ \sum_{l' < k \leq 0} \{ L(c) \left( y^k, t_{k-1}, \xi^k_{m(y^k)} \right) + g(y^k, t_{k-1}) \} \Delta t + v(y^l', t_{l'}) \right] + h(c)(-t'_r) + \epsilon_7(\Delta)
\]
\[
= E_{\mu(\cdot; \xi^*)} \left[ \mathcal{L}(\eta_\Delta(y)) \right] + \epsilon_8(\Delta),
\]
\[
|w^0_{n+1} - v^0_{n+1}| = |u^0_{n+1} - \mathcal{L}(y^*_{n+1})| \leq \epsilon_1(\Delta).
\]

Therefore we have an estimate similar to (4.16), and we may follow the same way as the above. \( \square \)

Now, we compare (4.8) and (4.11). Take \( n \) so that \( w^0_{n+1} - v^0_{n+1} \) is equal to
\[
\max_{\bar{U}^2(\delta/3)|l=0} \left( w^0_{m+1} - v^0_{m+1} \right).
\]
Let \( T \in \mathbb{N} \) be such that \( qT > \frac{1}{p_1} \log 4 \), let \( l' := -qT \cdot 2K \) and let \( y^*_{n+1} : [-qT, 0] \to \mathbb{R} \) be the minimizing curve for \( v(x_{n+1}, 0) \). Then, (4.15) implies
\[
|y^*_{n+1}(-qT) - y^*_{l'}(-qT)| \leq \frac{1}{4} |y^*_{n+1}(0) - y^*_{l'}(0)|.
\]

Let \( \xi^* \) be the minimizer for \( v^0_{n+1} \). Then, it follows from (4.8) and (4.11) that
\[
w^0_{n+1} - v^0_{n+1} \leq E_{\mu(\cdot; \xi^*)} \left[ \sum_{l' < k \leq 0} \left\{ f(y^k, t_{k-1}) - g(y^k, t_{k-1}) + \frac{\Delta x}{2\lambda} A(y^k, t_{k-1}) \right. \right.
\]
\[
\left. - \varepsilon(y^k, t_{k-1}) \right\} \Delta t + \left( u^l_{m(y^l')} - v^l_{m(y^l')} \right) \left. + (h_\Delta(c) - h(c))qT \right] + \frac{\Delta x}{2\lambda} \int_{-qT}^{0} A(y^*_{x_{n+1}}(s), s)ds
\]
\[
+ \frac{\Delta x}{2\lambda} E_{\mu(\cdot; \xi^*)} \left[ \int_{-qT}^{0} A(\eta_\Delta(y)(s), s)ds \right]
\]
\[
- \frac{\Delta x}{2\lambda} \int_{-qT}^{0} A(y^*_{x_{n+1}}(s), s)ds
\]
\[
(4.18)
\]



\[ + \frac{\Delta x}{2\lambda} E_{\mu(\cdot: \varepsilon^*)} \left[ \sum_{l' < k \leq 0} A(y^k, t_{k-1}) \Delta t - \int_{-qT}^0 A(\eta_\Delta(y)(s), s) ds \right] \] (4.19)

\[-E_{\mu(\cdot: \varepsilon^*)} \left[ \sum_{l' < k \leq 0} \varepsilon(y^k, t_{k-1}) \Delta t \right] \] (4.20)

\[ + E_{\mu(\cdot: \varepsilon^*)} \left[ \sum_{l' < k \leq 0} \{ f(y^k, t_{k-1}) - g(y^k, t_{k-1}) \} \Delta t \right] \] (4.21)

\[ + E_{\mu(\cdot: \varepsilon^*)} \left[ (w^r_{m(y^r)} - v^r_{m(y^r)}) - (w^0_{n+1} - v^0_{n+1}) \right] \] (4.22)

\[ + (w^0_{n+1} - v^0_{n+1}) + (h_\Delta(c) - h(c)) qT. \]

The terms in (4.18)–(4.22) are denoted by \( R_1, \ldots, R_5 \), respectively. Note that \( A(x, t) \) is uniformly continuous. By (2) of Lemma 4.3 and continuity of \( A \), we obtain \( R_1 \leq \epsilon_{11}(\Delta) \Delta x \).

It follows from (1) of Proposition 3.2 that

\[ \text{prob} \{ \gamma \in \Omega \mid |\eta^k(\gamma) - y^k| > \Delta x^{\frac{1}{2}} \} \leq b_3 \Delta x^{\frac{3}{2}}, \]

and hence we obtain \( R_2 \leq \epsilon_9(\Delta) \Delta x \). Since \( \varepsilon = o(\Delta x) \), we have \( R_3 \leq \epsilon_{10}(\Delta) \Delta x \). Since the minimizer \( \xi_n^* \) is given by \( \xi^*_{k+1} = H_p(x_m, t_k, c + D_x v^k_{m+1}) \) and satisfies the Lipschitz condition in (2) of Proposition 3.2, Chebychev’s inequality yields for all \( \alpha > 0 \)

\[ \text{prob} \{ \gamma \in \Omega \mid |\gamma^k - \gamma^*| > \alpha \} \leq \frac{\sigma^k}{\alpha^2} \leq b_4 \frac{\Delta x}{\alpha^2} \text{ for all } l' \leq k \leq 0. \] (4.23)

Since the averaged path \( \bar{\gamma}_\Delta \) of the minimizing random walk is \( C^0 \)-close to \( \gamma_{x_{n+1}}^* \), and \( \gamma_{x_{n+1}}^* \) tends to \( y^* \), the points \( (\bar{\gamma}_\Delta(s), s) \) always stay in \( U^i(4\delta/9) \) for small \( \Delta \). Hence, we have \( \{(x, s) \in \mathbb{R}^2 \mid |x - \bar{\gamma}_\Delta(s)| \leq \delta/2\} \subset U^i(\delta) \). With the fact \( f(y^k, t_{k-1}) - g(y^k, t_{k-1}) = 0 \) on \( U^i(\delta) \), (4.12) and (4.23) with \( \alpha = \delta/2 \), we obtain

\[ R_4 \leq \epsilon_{12}(\Delta) \frac{\Delta x}{(\delta/2)^2}. \]

Due to the choice of \( n \), we have \( (w^r_{m(y^r)} - v^r_{m(y^r)}) - (w^0_{n+1} - v^0_{n+1}) < 0 \) for \( \gamma^r \) such that \( \gamma^r \) is contained in the \( \delta/3 \)-neighborhood of \( \gamma^*_{x_{n+1}}(-qT) \). We see that the \( \delta/6 \)-neighborhood of \( \bar{\gamma}_\Delta(-qT) \) is contained in the \( \delta/3 \)-neighborhood of \( \gamma^*_{x_{n+1}}(-qT) \). In fact, it follows from (4.17) that we have \( |\gamma^*_{x_{n+1}}(-qT) - \gamma^*_{x_{n+1}}(-qT)| \leq \delta/12 \), and hence we have \( |\bar{\gamma}_\Delta(-qT) - \gamma^*_{x_{n+1}}(-qT)| \leq 1.5\delta/12 \) for small \( \Delta \). By (4.9) and (4.23) with \( \alpha = \delta/6 \), we obtain

\[ R_5 \leq \epsilon_{13}(\Delta) \frac{\Delta x}{(\delta/6)^2}. \]

It follows from (4.15) and the relation \( v_{xx} = \xi^i_{xx}, \ v_{tt} = \xi^i_{tt} \) on \( U^i(\delta) \) that

\[ \left| \int_{-qT}^0 A(\gamma^*_{x_{n+1}}(s), s) ds - \Gamma^i \right| \leq v(\delta), \]

where \( v(\delta) \) comes from the modulus of the continuity of \( A \). Therefore we obtain

\[ (h(c) - h_\Delta(c)) qT \leq \Gamma^i \frac{\Delta x}{2\lambda} + v(\delta) \frac{\Delta x}{2\lambda} + \frac{\epsilon_{14}(\Delta)}{\delta^2} \Delta x + \epsilon_{15}(\Delta) \Delta x. \] (4.24)
We remark that if we do not introduce \( w_{m+1}^k \), or if we do not choose the above \( n \), it is not easy to see that \( \Gamma^i \) is the principle term in (4.24).

Next, we will obtain a converse estimate with the minimizer \( \xi^* \) for \( w_{n+1}^0 \), where we take \( n \) so that \( w_{n+1}^0 - v_{n+1}^0 \) is equal to

\[
\min_{\tilde{U}^i(\delta/3)_{|k=0}} (w_{m+1}^0 - v_{m+1}^0) .
\]

It follows from (4.8) and (4.11) that

\[
w_{n+1}^0 - v_{n+1}^0 \geq E_{\mu(\cdot; \xi^*)} \left[ \sum_{l' < k \leq 0} \left\{ f(y^k, t_{k-1}) - g(y^k, t_{k-1}) + \frac{\Delta x}{2\lambda} A(y^k, t_{k-1}) - \varepsilon(y^k, t_{k-1}) \right\} \Delta t + \left( w_{m(y')^*}^v - v_{m(y')^*}^v \right) \right] + (h_\Delta(c) - h(c))qT
\]

\[
= \frac{\Delta x}{2\lambda} \int_{-qT}^0 A(y_{x_n+1}^*(s), s)ds
\]

\[
+ \frac{\Delta x}{2\lambda} E_{\mu(\cdot; \xi^*)} \left[ \int_{-qT}^0 A(\eta_\Delta(y)(s), s)ds \right] - \frac{\Delta x}{2\lambda} \int_{-qT}^0 A(y_{x_n+1}^*(s), s)ds
\]

\[
+ \frac{\Delta x}{2\lambda} E_{\mu(\cdot; \xi^*)} \left[ \sum_{l' < k \leq 0} A(y^k, t_{k-1}) \Delta t - \int_{-qT}^0 A(\eta_\Delta(y)(s), s)ds \right]
\]

\[
- E_{\mu(\cdot; \xi^*)} \left[ \sum_{l' < k \leq 0} \varepsilon(y^k, t_{k-1}) \Delta t \right]
\]

\[
+ E_{\mu(\cdot; \xi^*)} \left[ \sum_{l' < k \leq 0} \left\{ f(y^k, t_{k-1}) - g(y^k, t_{k-1}) \right\} \Delta t \right]
\]

\[
+ E_{\mu(\cdot; \xi^*)} \left[ \left( w_{m(y')^*}^v - v_{m(y')^*}^v \right) - (w_{n+1}^0 - v_{n+1}^0) \right] + (w_{n+1}^0 - v_{n+1}^0) + (h_\Delta(c) - h(c))qT.
\]

Since the averaged path \( \tilde{\gamma}_\Delta \) of the minimizing random walk is \( C^0 \)-close to \( y_{x_n+1}^* \), and \( y_{x_n+1}^* \) tends to \( y_{n+1}^* \), the points \( (\tilde{\gamma}_\Delta(s), s) \) always stay in \( U^i(4\delta/9) \) for small \( \Delta \). Hence, by (A4), the minimizer \( \xi^* \), which is given by \( \xi^* = H_p(x_m, t_k, c + D_xw_{m+1}^k) \), satisfies the Lipschitz condition in (2) of Proposition 3.2. Therefore, with the estimate \( \sigma^k \approx O(\Delta x) \), we can repeat the same argument as the above for the lower bound of each term. In particular, due to the choice of the \( n \), we have \( (w_{m(y')^*}^v - v_{m(y')^*}^v) - (w_{n+1}^0 - v_{n+1}^0) > 0 \) for \( y \) such that \( y_{n+1}^v \) is contained in the \( \delta/3 \)-neighborhood of \( y_{n+1}^* \), and the \( \delta/6 \)-neighborhood of \( \tilde{\gamma}_\Delta(-qT) \) is contained in the \( \delta/3 \)-neighborhood of \( y_{n+1}^* \). Thus we obtain

\[
(h(c) - h_\Delta(c))qT \geq T \Gamma^i \frac{\Delta x}{2\lambda} - (\Delta x) \frac{\Delta x}{2\lambda} - \frac{\epsilon_{14}(\Delta)}{\delta^2} \Delta x - \epsilon_{15}(\Delta) \Delta x .
\]

(4.25)
In this way, we also obtain for $\gamma^*_j$,

\begin{align}
(h(c) - h_\Delta(c))qT &\leq T\Gamma^j \frac{\Delta x}{2\lambda} + v(\delta) \frac{\Delta x}{2\lambda} + \frac{\epsilon_{14}(\Delta)}{\delta^2} \Delta x + \epsilon_{15}(\Delta) \Delta x, \\
(h(c) - h_\Delta(c))qT &\geq T\Gamma^j \frac{\Delta x}{2\lambda} - v(\delta) \frac{\Delta x}{2\lambda} - \frac{\epsilon_{14}(\Delta)}{\delta^2} \Delta x - \epsilon_{15}(\Delta) \Delta x.
\end{align}

(4.26) (4.27)

If $\Gamma^i \neq \Gamma^j$ and if we take small $\delta > 0$, there is a contradiction in (4.24), (4.25), (4.26) and (4.27) as $\Delta \to 0$. This ends the proof of Proposition 4.2. \hfill $\Box$

Currently, we do not have any appropriate estimate of $\sigma^k$ without (A4) for the rate of the law of large numbers in the minimizing random walk for $w^0_{n+1}$. A possible way to remove (A4) would be to sharpen Chebychev’s inequality. However, this seems not easy, because our random walk is not the sum of i.i.d. random variables.

Next we show that, for certain values of $c$, the limit of any convergent subsequence $\{\tilde{v}_\Delta^{(c)}\}$ has transition points at $\gamma^*_i$. For this purpose, we introduce the following symbols: Let $x_k^-$ (resp. $x_k^+$) be the nearest point to $pr\gamma_i^*(0)$ on the right (resp. left) for $k = 0, \ldots, q-1$ (if $\gamma_i^*(0) = 0$, $x_k^0$ is the point of $pr\gamma_i^*(0), \ldots, pr\gamma_i^*(q-1)$ that is nearest to 1). Let $U_k^-$ (resp. $S_k^+$) be the segment between $pr\gamma_i^*(k)$ and $x_k^+$ of the projected unstable (resp. stable) manifold at $t = 0$ of $\gamma_i^*$. Set

\[ d^\pm := \sum_{0 \leq k < q} \text{[area surrounded by } U_k^\pm \text{ and } S_k^\pm]. \]

It follows from Sect. 3.4 that, for each $c \in J^-$ := $[c_0, c_1 - d^-]$, there exists $\tilde{v}^{(c)}$ such that $\text{graph}(c + \tilde{v}^{(c)})|_{t=0} \supset \bigcup_{0 \leq k < q} U_k^-$. Similarly, for each $c \in J^+ := [c_0 + d^+, c_1]$, there exists $\tilde{v}^{(c)}$ such that $\text{graph}(c + \tilde{v}^{(c)})|_{t=0} \supset \bigcup_{0 \leq k < q} U_k^+$. Since there exists $\tilde{v}^{(c)}$ such that $\text{graph}(c + \tilde{v}^{(c)})|_{t=0} \supset \bigcup_{0 \leq k < q} (U_k^- \cup U_k^+)$, we see that $J^- \cap J^+ \neq \phi$.

**Proposition 4.4** For each $c \in J^- \cap J^+$, the limit of any convergent subsequence $\{\tilde{v}_\Delta^{(c)}\}$ has transition points at $\gamma_i^*$.

**Proof** Let $c \in J^- \cap J^+$. Suppose that there exists a convergent subsequence $\{\tilde{v}_\Delta = \tilde{v}_\Delta^{(c)}\}$ whose limit $\tilde{v}$ does not have transition points at $\gamma_i^*$. The following is our strategy: Since $\tilde{v}$ has transition points at some $\gamma_i^* (i \neq i^*)$, we have the lower estimate (4.25). Since $\tilde{v}$ does not have transition points at $\gamma_i^*$, the upper estimate (4.24) with $i = i^*$ is not directly available. However, due to the choice of $c$ and uniqueness of the value $h(c)$, we have the $\mathbb{Z}^2$-periodic viscosity solution $\tilde{v} = \tilde{v}^{(c)}$ of (1.2) such that $\tilde{v}(\gamma_i^*(0), 0) = 0$ and

\[ \text{graph}(c + \tilde{v}_x)|_{t=0} \supset \bigcup_{0 \leq k < q} (U_k^- \cup U_k^+). \]

Then, we can compare $\tilde{v}_\Delta$ and $\tilde{v}$ with modification of the argument in Proposition 4.2, obtaining the upper estimate (4.24) with $i = i^*$. (A3) yields contradiction as $\Delta \to 0$.

Adding constants if necessary, we have $\tilde{v}_\Delta(\gamma_i^*(0), 0) = \tilde{v}(\gamma_i^*(0), 0) = 0$. The entropy condition of $\tilde{v}_x$ implies the following three cases: graph$(c + \tilde{v}_x)|_{t=0}$ contains
(i) $S_k^-$ and a part of $U_k^+$ for $k=0, \ldots, q-1$,
(ii) a part of $U_k^-$ and $S_k^+$ for $k=0, \ldots, q-1$,
(iii) $S_k^-$ and $S_k^+$ for $k=0, \ldots, q-1$.

Take small $\delta > 0$ so that

(i) $\Rightarrow$ graph$(c + \hat{v}_x) \supset pr\text{left}_{loc}^*(\delta) \{|(x,t) \in R^2 | \gamma^*_m(t) \leq x \leq \gamma^*_m(t) + \delta\}$,
(ii) $\Rightarrow$ graph$(c + \hat{v}_x) \supset pr\text{left}_{loc}^*(\delta) \{|(x,t) \in R^2 | \gamma^*_m(t) - \delta \leq x \leq \gamma^*_m(t+1)\},$
(iii) $\Rightarrow \delta \leq \min\{\min_{t \in R} |\gamma^*_m(t) - \gamma^*_m(t)|, \min_{t \in R} |\gamma^*_m(t) - \gamma^*_m(t+1)|\}$.

Following the proof of Proposition 4.2, we define a $Z^2$-periodic $C^2$-function $v$ with $\hat{v}$, instead of $\tilde{v}$, so that

(i) $\Rightarrow \hat{v} = \hat{v}$ on $V(\delta) := \{(x,t) \in R^2 | \gamma^*_{m-1}(t) \leq x \leq \gamma^*_{m}(t) + \delta\}$,
(ii) $\Rightarrow \hat{v} = \hat{v}$ on $V(\delta) := \{(x,t) \in R^2 | \gamma^*_{m}(t) - \delta \leq x \leq \gamma^*_{m+1}(t)\}$,
(iii) $\Rightarrow \hat{v} = \hat{v}$ on $V(\delta) := \{(x,t) \in R^2 | \gamma^*_{m-1}(t) \leq x \leq \gamma^*_{m+1}(t)\}$ (independent of $\delta$).

Let $\tilde{v}^k_{m+1}$ denote the difference solution that yields $\tilde{v}_$. We also define $u^k_{m+1}$ from $\tilde{v}^k_{m+1}$ and $v$ with $\tilde{V}(\delta) := V(\delta) \cap G_{odd}$ as

$$u^k_{m+1} := \begin{cases} \tilde{v}^k_{m+1} & \text{on } \tilde{V}(\delta) \\ v^k_{m+1} + \tilde{v}^k_{m}(k+1) - v^k_{m}(k+1) & \text{for } m^*(k) < m, \\ v^k_{m+1} + \tilde{v}^k_{m}(k+1) - v^k_{m}(k+1) & \text{for } m < m^*(k), \end{cases}$$

where $(x_{m^*(k)+1}, t_k)$ and $(x_{m^*(k)+1}, t_{k+1})$ stand for the right end and left end of $\tilde{V}(\delta)|_{t=t_k}$, respectively. Then we may have $g$ and $f$, as well as the difference equations for $u^k_{m+1} := v(x_{m^*(k)+1}, t_k)$ and $u^k_{m+1}$, in the same way as that of the proof of Proposition 4.2.

Since $\tilde{v}_x = \hat{v}_x$ on the boundary $\partial V(\delta)$, we have for the $\epsilon_{16}(\Delta)$-neighborhood of $\partial V(\delta)$, denoted by $B(\Delta)$,

$$\sup_{B(\Delta)} |\tilde{v}_x - \hat{v}_x| \leq \epsilon_{17}(\Delta).$$

Since $(\tilde{v}_\Delta)_x \rightarrow \tilde{v}_x$ uniformly on $V(\delta)$ including its boundary as $\Delta \rightarrow 0$, it follows from the continuity of $v_x$ on $\partial V(\delta)$ and the relation $|((\tilde{v}_\Delta)_x - v_x| \leq |(\tilde{v}_\Delta)_x - \tilde{v}_x| + |\tilde{v}_x - \hat{v}_x| + |\hat{v}_x - v_x|$ that we have

$$\sup_{B(\Delta)} |(\tilde{v}_\Delta)_x - v_x| \leq \epsilon_{18}(\Delta).$$

Hence, (4.13) and (4.14) imply that (4.12) holds in all the cases (i)–(iii). Note that we fail to have (4.12), if we simply follow the proof of Proposition 4.2 with $\tilde{U}^*(\delta)$ in the definition of $u^k_{m+1}$. We now do not have the estimate $|u^0_{m+1} - u^0_{m+1}| < \epsilon_{19}(\Delta)$ on $G_{odd}|_{k=0}$. However, due to the choice of $\hat{v}$ and the normalization of $\hat{v}$, $v_\Delta$ at $\gamma^*_m(0)$, it follows from the relation $\tilde{v}(x,0) - \hat{v}(x,0) = \int_{\gamma^*_m(0)}^{\gamma^*_m(0)} (\tilde{v}_x(y,0) - \hat{v}_x(y,0))dy$ that we have

(i) $\Rightarrow \tilde{v}(x,0) - \hat{v}(x,0) = \begin{cases} 0 & \text{for } \gamma^*_m(0) \leq x \leq \gamma^*_m(0) + \delta, \\ \text{negative for } \gamma^*_m(0) - \delta \leq x < \gamma^*_m(0), \end{cases}$

(ii) $\Rightarrow \tilde{v}(x,0) - \hat{v}(x,0) = \begin{cases} 0 & \text{for } \gamma^*_m(0) \leq x \leq \gamma^*_m(0), \\ \text{negative for } \gamma^*_m(0) - \delta \leq x < \gamma^*_m(0), \end{cases}$

(iii) $\Rightarrow \tilde{v}(x,0) - \hat{v}(x,0) = \begin{cases} 0 & \text{for } x = \gamma^*_m(0), \\ \text{negative for } \gamma^*_m(0) - \delta \leq x < \gamma^*_m(0), \end{cases}$

and $\tilde{v}(x,0) - \hat{v}(x,0) = 0$ for $x = \gamma^*_m(0)$. And $\tilde{v}(x,0) - \hat{v}(x,0) = 0$ for $x = \gamma^*_m(0)$ and $\tilde{v}(x,0) - \hat{v}(x,0) = 0$ for $x = \gamma^*_m(0)$.
Since $\tilde{v}_\Delta \to \tilde{v}$ uniformly as $\Delta \to 0$ and
\[
\begin{align*}
w^0_{m+1} - v^0_{m+1} &= \tilde{v}^0_{m+1} - \tilde{v}(x_{m+1}, 0) \\
&\leq \epsilon_19(\Delta) + \tilde{v}(x_{m+1}, 0) - \tilde{v}(x_{m+1}, 0) \quad \text{on } \tilde{V}(\delta), \\
w^0_{m+1} - v^0_{m+1} &= \tilde{v}^0_{m}(0)+1 - v^0_{m}(0)+1 \\
&\leq \epsilon_19(\Delta) + \tilde{v}(x^*_m(0)+1, 0) - \tilde{v}(x^*_m(0)+1, 0) \text{ for } m^*(k) < m, \\
w^0_{m+1} - v^0_{m+1} &= \tilde{v}^0_{m}(0)+1 - v^0_{m}(0)+1 \\
&\leq \epsilon_19(\Delta) + \tilde{v}(x^*_m(0)+1, 0) - \tilde{v}(x^*_m(0)+1, 0) \quad \text{for } m < m^*_m(k),
\end{align*}
\]
we have in all the cases (i)–(iii),
\[w^0_{m+1} - v^0_{m+1} < \epsilon_19(\Delta) \quad \text{on } G_{odd} | k = 0.\]
Take $n$ so that $w^0_{n+1} - v^0_{n+1}$ is equal to
\[
\max_{\tilde{\nu}^*_n(\delta/3)|k=0} \left( w^0_{m+1} - v^0_{m+1} \right).
\]
Here, “$\max_{\tilde{\nu}^*_n(\delta/3)|k=0}$” is not “$\max_{\tilde{\nu}(\delta/3)|k=0}$”. Note that
\[-\epsilon_20(\Delta) < w^0_{n+1} - v^0_{n+1},
\]
because
\[
w^0_{n+1} - v^0_{n+1} = \tilde{v}_\Delta(x_{n+1}, 0) - \tilde{v}(x_{n+1}, 0) + \tilde{v}(x_{n+1}, 0) - \tilde{v}(x_{n+1}, 0) \\
\quad \geq \tilde{v}_\Delta(x_m(\gamma^*_m(0)), 0) - \tilde{v}(x_m(\gamma^*_m(0)), 0) \\
\quad \quad + \tilde{v}(x_m(\gamma^*_m(0)), 0) - \tilde{v}(x_m(\gamma^*_m(0)), 0),
\]
then $\tilde{v}_\Delta - \tilde{v} \to 0$ on $\tilde{U}^{i*}(\delta/3)|k=0$ and $\tilde{v}(\gamma^*_m(0), 0) - \tilde{v}(\gamma^*_m(0), 0) = 0$. Then, we can estimate $w^0_{n+1} - v^0_{n+1}$ from the above with the minimizer $\tilde{\xi}^*$ for $v^0_{n+1}$ in the same manner as that of the proof of Proposition 4.2, obtaining
\[
(h(c) - h_\Delta(c))q T \leq \frac{\Delta x}{2 \lambda} + v(\delta) \frac{\Delta x}{2 \lambda} + \frac{\epsilon_22(\Delta)}{2 \delta} \Delta x + \epsilon_22(\Delta) \Delta x.
\]
On the other hand, by the argument in the proof of Proposition 4.2, we have for $\gamma^*_i (i \neq i^*)$ at which $\tilde{v}$ has transition points,
\[
(h(c) - h_\Delta(c))q T \geq \frac{\Delta x}{2 \lambda} - v(\delta) \frac{\Delta x}{2 \lambda} - \frac{\epsilon_23(\Delta)}{2 \delta} \Delta x - \epsilon_24(\Delta) \Delta x.
\]
Thus, by (A3), we reach a contradiction as $\Delta \to 0$. \hfill \Box

We extend Proposition 4.4:

**Proposition 4.5** For each $c \in (c_0, c_1)$, the limit of any convergent subsequence $\{\tilde{v}^c_\Delta\}$ has transition points at $\gamma^*_i$.

**Proof** Let $c^* := \max J^- \cap J^+$. Then, Proposition 4.4 implies that the limit $\tilde{v}^c(c^*)$ of any convergent subsequence $\{\tilde{v}^c_\Delta\}$ has transition points at $\gamma^*_i$. By (A3) and Proposition 4.2, $\tilde{v}^c(c^*)$ has transition points only at $\gamma^*_i$. It follows from Sect. 3.4 and the choice of $c^*$ that we may have the $\mathbb{Z}^2$-periodic viscosity solution $\tilde{v}^c(c^*)$ such that $\text{graph}(c^* + \tilde{v}^c(c^*)|_{t=0} \supset \bigcup_{0 \leq k < q}(U_k^+ \cup U_k^-)$ and graph(c + v^c(c^*)|_{t=0} \setminus \bigcup_{0 \leq k < q} U_k^-) is a part of the upper separatrix at $t = 0$. It is clear
that \( \tilde{u}(c^*) \) has transition points only at \( \gamma^*_1 \). By Proposition 4.1, \( \tilde{u}(c^*) \) and \( \tilde{v}(c^*) \) must coincide (up to constants) with the Peierls barrier. Therefore we see that

\[
\text{graph } (c^* + \tilde{v}(c^*))_{|t=0} = \text{graph}(c^* + \tilde{v}(c^*))_{|t=0}.
\]

Suppose that there exists \( c \in (c^*, c_1) \) for which \((\ast)\) does not hold:

\((\ast)\) The limit of any convergent subsequence \( \{\tilde{u}(c^*)\} \) has transition points at \( \gamma^*_1 \).

Then, we have a convergent subsequence \( \{\tilde{v}(c^*)\} \) whose limit \( \tilde{v}(c) \) does not have transition points at \( \gamma^*_1 \). It follows from (2) of Proposition 3.1 that we have \( c^* + (\tilde{v}(c^*))_x < c + (\tilde{v}(c))_x \) a.e., obtaining \( c^* + (\tilde{v}(c^*))_{|t=0} \leq c + (\tilde{v}(c))_{|t=0} \) a.e. Hence, if \( \text{graph}(c + (\tilde{v}(c)^*))_{|t=0} \) does not contain \( S_k^- \), then \( \tilde{v}(c) \) must have transition points at \( \gamma^*_1 \). Therefore, we see that \( \text{graph}(c + (\tilde{v}(c))_{|t=0} \supseteq \bigcup_{0 \leq k < q} S_k^- \). However, this means that \( \text{graph}(c + (\tilde{v}(c))_{|t=0} \) coincides with the whole upper separatrix at \( t = 0 \), which is only allowed for \( c = c_1 \). Therefore, \((\ast)\) holds for all \( c \in (c^*, c_1) \).

We have the lower extension with \( c_\ast := \min J^- \cap J^+ \) in the same manner. \(\square\)

**Proof of Theorem 2.1**. By Proposition 4.5, the limit \( \tilde{v}(c) \) of any convergent subsequence must have transition points at \( \gamma^*_1 \). By (A3) and Proposition 4.2, \( \tilde{v}(c^*) \) has transition points only at \( \gamma^*_1 \).

By Proposition 4.1, such \( \tilde{v}(c) \) is unique up to constants and coincides with \( h_p(c) (\gamma^*_1(0), 0; \cdot, \cdot) \). Therefore, with the normalization, we conclude that \( \tilde{v}(c^*) \rightarrow h_p(c^*) (\gamma^*_1(0), 0; \cdot, \cdot) \) as \( \Delta \rightarrow 0 \) in the whole sequence. By (5) of Proposition 3.1, this implies that \( \tilde{v}(c^*) \rightarrow (h_p(c^*) (\gamma^*_1(0), 0; \cdot, \cdot))_x \) as \( \Delta \rightarrow 0 \) in the whole sequence. \(\square\)

**References**

1. Anantharaman, N., Iturriaga, R., Padilla, P., Sánchez-Morgado, H.: Physical solutions of the Hamilton–Jacobi equation. Discret. Contin. Dyn. Syst. Ser. B 53(3), 513–528 (2005)
2. Bernard, P.: The asymptotic behaviour of solutions of the forced Burgers equation on the circle. Nonlinearity 18, 101–124 (2005)
3. Bernard, P., Roquejoffre, J.-M.: Convergence to time-periodic solutions in time-periodic Hamilton–Jacobi equations on the circle. Commun. Partial Differ. Equ. 29(3–4), 457–469 (2004)
4. Bessi, U.: Aubry–Mather theory and Hamilton–Jacobi equations. Commun. Math. Phys. 235, 495–511 (2003)
5. Cannarsa, P., Sinestrari, C.: Semiconcave Functions, Hamilton–Jacobi Equations and Optimal Control. Birkhäuser, Boston (2004)
6. Davini, A., Fathi, A., Iturriaga, R., Zavidoukhe, M.: Convergence of the solutions of the discounted equation. Invent. Math. 206(1), 29–55 (2016)
7. Davini, A., Fathi, A., Iturriaga, R., Zavidoukhe, M.: Convergence of the solutions of the discounted equation: the discrete case. Math. Z. 284(3–4), 1021–1034 (2016)
8. E, W.: Aubry–Mather theory and periodic solutions of the forced Burgers equation. Commun. Pure Appl. Math. 52(7), 811–828 (1999)
9. Fathi, A.: Théorème KAM faible et théorie de Mather sur les systèmes lagrangiens. (French) (A weak KAM theorem and Mather’s theory of Lagrangian systems). C. R. Acad. Sci. Paris Sér. I Math. 324(9), 1043–1046 (1997)
10. Fathi, A.: Weak KAM Theorem in Lagrangian Dynamics. Cambridge University, Cambridge (2011)
11. Fleming, W.H.: The Cauchy problem for a nonlinear first order partial differential equation. J. Differ. Equ. 5, 515–530 (1969)
12. Iturriaga, R., Sánchez-Morgado, H.: Limit of the infinite horizon discounted Hamilton–Jacobi equation. Discret. Contin. Dyn. Syst. Ser. B 15(3), 623–635 (2011)
13. Jauslin, H.R., Kreiss, H.O., Moser, J.: On the forced Burgers equation with periodic boundary conditions. Proc. Symp. Pure Math. 65, 133–153 (1999)
14. Mather, J.: Variational construction of connecting orbits. Ann. Inst. Fourier 43(5), 1349–1386 (1993)
15. Mitake, H., Tran, H.V.: Selection problems for a discounted degenerate viscous Hamilton–Jacobi equation. Adv. Math. 306, 684–703 (2017)
16. Nishida, T., Soga, K.: Difference approximation to Aubry–Mather sets of the forced Burgers equation. Nonlinearity 25, 2401–2422 (2012)
17. Oleinik, O.A.: Discontinuous solutions of nonlinear differential equations. Am. Math. Soc. Trans. Ser. 26, 95–172 (1957)
18. Soga, K.: Space-time continuous limit of random walks with hyperbolic scaling. Nonlinear Anal. Theory Methods Appl. 102, 264–271 (2014)
19. Soga, K.: Stochastic and variational approach to the Lax–Friedrichs scheme. Math. Comput. 84(292), 629–651 (2015)
20. Soga, K.: More on stochastic and variational approach to the Lax-Friedrichs scheme. Math. Comput. 85, 2161–2193 (2016)