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Abstract

The objective of this work is to train noise-robust speaker embeddings adapted for speaker diarisation. Speaker embeddings play a crucial role in the performance of diarisation systems, but they often capture spurious information such as noise and reverberation, adversely affecting performance. Our previous work has proposed an auto-encoder-based dimensionality reduction module to help remove the redundant information. However, they do not explicitly separate such information and have also been found to be sensitive to hyper-parameter values. To this end, we propose two contributions to overcome these issues: (i) a novel dimensionality reduction framework that can disentangle spurious information from the speaker embeddings; (ii) the use of a speech/non-speech indicator to prevent the speaker code from representing the background noise. Through a range of experiments conducted on four different datasets, our approach consistently demonstrates the state-of-the-art performance among models without system fusion.

Index Terms: speaker diarisation, speaker embeddings, noise-robust

1. Introduction

Speaker diarisation is an interesting but challenging problem. The ability to determine “who spoke when” provides important context in speech transcription tasks, such as meeting transcription and video subtitling. One of the main challenges in speaker diarisation involves the task of clustering speech into an unknown number of speakers. The difficulty is augmented by the challenging environmental characteristics, such as background noise.

There are two main approaches to solve this challenging problem in previous literature: conventional module-based [1–3] and end-to-end [4–10]. The former “divides-and-conquers” speaker diarisation into several sub-tasks. The exact configuration differs from system to system, but in general they consist of speech activity detection (SAD), embedding extraction and clustering [1–13]. The latter directly segments audio recordings into homogeneous speaker regions using deep neural networks [8,14–16]. However, current end-to-end approaches have been reported to be strongly overfitted to the environments that they are trained for, not generalised to diverse real-world conditions. Therefore, the winning entries to recent diarisation challenges [17–19] either exploits the former approach or fuses both approaches.

The performance of the conventional speaker diarisation system which consists of multiple modules, is highly dependent on the ability to cluster the speaker embedding. Our recent work has proposed a number of methods to adapt the speaker embedding for speaker diarisation [20]. Among such proposals, the dimensionality reduction (DR) module utilised an auto-encoder (AE) trained in an unsupervised manner, and projected speaker embeddings to a low-dimensional code (e.g., 256 to 20), adapting towards each session. Speaker embeddings in diarisation tasks are only required to discriminate a small number of speakers, compared to thousands in case of verification. Therefore, finding a low-dimensional latent space effectively reduced unnecessary background noise and showed a potential in this line of researches.

However, we empirically found that the effectiveness of our DR module varies from session to session. When the AE is trained independently for each session, we adopt a fixed code dimensionality, whereas we assume that the optimal code dimensionality may differ in each session depending on two factors: (i) the number of speakers and (ii) the duration. If the dimensionality is too small, the information required for speaker diarisation in the code becomes insufficient, resulting in performance degradation. In contrast, the excessive dimensionality may cause unnecessary information (e.g., background noise) to reside in the code [21]. Furthermore, the existing DR module trains the AE without distinction of speech or non-speech, potentially enforcing the projected embedding to also represent background noise as well as speaker identity [22]. The focus of this work will therefore be on mitigating the limitations of the existing DR module, and improving to be less hyper-parameter-dependent.

We propose two additional improvements upon the existing DR module to accomplish the goal. First, we extend the AE architecture by adding another code whereby the two codes each stand to represent speaker identity (“speaker code”) and other irrelevant information (“noise code”), respectively (Section 3.1). Employing two codes, the proposed method excludes noise-relevant factors from the speaker code. Second, we introduce an “indicator” to the DR module which represents whether the input is extracted from a speech or a non-speech segments (Section 3.2). Training with this indicator would ideally force the speaker code to be empty for speaker embeddings from non-speech segments, and therefore prevent the speaker code from representing the background noise.

We evaluate the effectiveness of the proposed methods on a range of datasets, on which we show the state-of-the-art performance (Section 4). In addition, we present additional analysis that our proposed approaches result in a less hyper-parameter-dependent module (Section 5.2).

2. Speaker Diarisation Pipeline

In this section, we introduce the overall pipeline of our speaker diarisation system, which consists of SAD, speaker embedding extraction, feature enhancement, and clustering modules. We omit explanation of SAD because the scope of this work only includes the scenario with a reference SAD. However, our frame-
Speaker labels are derived using a k-means clustering algorithm on the spectral embeddings.

3. Disentangled dimensionality reduction with indicator

We propose a new model referred to as DDRI (Figure 2-(b)), extending the original DR (Figure 2-(a)) with two proposals: (i) we present another code with the existing code in parallel, resulting in different codes; (ii) we adopt an indicator denoting whether the speaker embedding includes speakers’ voice.

3.1. Embedding disentanglement

In the original DR module, an input is projected into a low-dimensional code and then reconstructed. During this process, the noise factor is inevitably entangled in the code because noise is also required to reconstruct the original input [29, 30]. The noise factor entangled in the code may disturb speaker clustering, as noise may be consistent across different speakers’ identities. To mitigate this potential threat, we propose to disentangle the noise factor. We divide the latent space into two, and force them to represent speaker-relevant (speaker code) and irrelevant information (noise code) respectively. We apply dropout only to the noise code, making the neglectful information flow to it. This is a frequently used technique for disentanglement [31], where it has been reported that it makes essential information for reconstruction to be gathered in the code where no dropout exists. We concatenate the two codes and feed it to the decoder. After the training is complete, only the speaker code is used for subsequent clustering step, discarding the noise code.

3.2. Indicator

Using two kinds of codes opens a new potential by discarding speaker-irrelevant information from the speaker code, however, the behaviour of the AE becomes more complicated. The speaker code should primarily represent input embeddings extracted from speech segments. On the other hand, the noise code should mainly represent input embeddings from non-speech segments. To enable this ideal scenario, the AE is required to distinguish whether an input is from speech.

We further introduce an indicator to the proposed DDRI module, assuming that the DDRI can leverage this information to decide which code to be more utilised. The indicator takes the form of a vector which has a dimensionality identical to the input embedding and is added element-wisely to the input embedding, similar to the positional encoding [32]. Concretely, we adopt two indicator vectors: one for the speech embedding and the other for the non-speech embedding. Note that since the SAD is already included in the speaker diarisation pipeline (either system or reference) and precedes the speaker embedding extraction step, we can utilise SAD results at no additional cost.

4. Experiments

We evaluate the effectiveness of the proposed methods on DIHARD and VoxConverse datasets. The datasets and the experimental details are described in the following paragraphs.

4.1. Datasets

DIHARD datasets. The DIHARD challenges publish evaluation datasets which include sessions recorded in restaurant, clin-
HARD datasets, whereas we set a do not use forgiveness collar for experiments involving the DI- 
the DR or the proposed DDRI.

SAD to precisely compare the impact of SC caused by either experiments conducted on four datasets, we use the reference primary metric. FA and MS are related to the SAD module, missed speech (MS), and speaker confusion (SC), is used as the Diarisation error rate (DER), the summation of false alarm (FA), and 58.3 seconds forgiveness collar for experiments involving the DI-

Architecture comparison between DR [20] and the proposed DDRI.

Figure 2: Architecture of DDRI. It disentangles the code into speaker code and the noise code, applying dropout and the indicator. The orange part illustrates speaker code, and the dotted part depicts noise code.

VoxConverse. It is an audio-visual speaker diarisation dataset, which consists of speech clips extracted from YouTube videos. The corpus contains overlapped speech, a large speaker pool, and diverse background conditions, including talk-shows, panel discussions, political debates, and celebrity interviews [35]. Test set version 0.0.2 is used for experiments.

4.2. Evaluation protocol

Diarisation error rate (DER), the summation of false alarm (FA), missed speech (MS), and speaker confusion (SC), is used as the primary metric. FA and MS are related to the SAD module, whereas SC to the DR or the proposed DDRI modules. For all experiments conducted on four datasets, we use the reference SAD to precisely compare the impact of SC caused by either the DR or the proposed DDRI.

We use the d-score toolkit for measuring the DER. We do not use forgiveness collar for experiments involving the DI-

HARD datasets, whereas we set a 0.25 seconds forgiveness collar for VoxConverse experiments to match the scenario with corresponding challenges.

4.3. Results

Table 1 presents the performances of the proposed methods on the four datasets compared with the baselines. We also conduct ablation studies where we exclude each proposed component to verify the effect of each component on the overall performance. Note that, since we utilise reference SAD results, FA is zero in all cases and MS corresponds to the proportion of the overlapped speech included in each dataset.

Comparison with the baselines. In all datasets, DDRI outperforms the baselines without DR module by a large margin. In the case of the DIHARD datasets, the SC error is more than halved, and in VoxConverse SC reduced by more than 30%. In

all four datasets, DDRI performs even better than the DR consistently.

Comparison with state-of-the-art systems. Experimental results on DIHARD I and II show that the proposed DDRI outperforms the winning systems of the challenges. DDRI also outperforms the best single system in DIHARD III challenge. In case of VoxConverse, the test set used in VoxSRC challenge [19] has been recently updated. Also, the majority of recent re-

searches apply a system SAD in place of a reference SAD; the VoxSRC challenge which uses VoxConverse only has scenarios that use a system SAD. Therefore, we did not compare DDRI’s performance with the systems submitted to the challenge.

Ablation studies. DDRI has two components on top of the baseline with DR, that are the noise code and the indicator. We perform ablation studies by excluding each component from the DDRI, and show how each proposal affects the performance. In all four datasets, removing each component from the DDRI, and show how each proposal affects the performance. In all four datasets, removing the noise code have a greater im-

Table 1: Results on DIHARD I, II, III, and VoxConverse datasets (DER: diarisation error rate, FA: false alarm, MS: miss, SC: speaker confusion). DR stands for dimensionality reduction, and DDRI for the proposed method with two improvements (noise code and indicator).

| Configuration | DER | FA | MS | SC |
|---------------|-----|----|----|----|
| DIHARD I      |     |    |    |    |
| Track 1 winner [36] | 23.73 | -  | -  | -  |
| Baseline w/o DR | 25.85 | 0.00 | 8.71 | 17.14 |
| Baseline w/ DR | 17.70 | 0.00 | 8.71 | 8.98 |
| DDRI w/o indicator | 17.04 | 0.00 | 8.71 | 8.33 |
| DDRI w/o noise code | 17.75 | 0.00 | 8.71 | 8.54 |
| DDRI          | 16.75 | 0.00 | 8.71 | 8.04 |
| DIHARD II     |     |    |    |    |
| Track 1 winner [37] | 18.42 | -  | -  | -  |
| Baseline w/o DR | 27.39 | 0.00 | 9.69 | 17.70 |
| Baseline w/ DR | 18.40 | 0.00 | 9.69 | 8.71 |
| DDRI w/o indicator | 17.76 | 0.00 | 9.69 | 8.08 |
| DDRI w/o noise code | 18.21 | 0.00 | 9.69 | 8.52 |
| DDRI          | 17.44 | 0.00 | 9.69 | 7.75 |
| DIHARD III    |     |    |    |    |
| Track 1 best single system [38] | 15.50 | -  | -  | -  |
| Baseline w/o DR | 20.99 | 0.00 | 9.52 | 11.47 |
| Baseline w/ DR | 15.49 | 0.00 | 9.52 | 5.97 |
| DDRI w/o indicator | 15.28 | 0.00 | 9.52 | 5.76 |
| DDRI w/o noise code | 15.32 | 0.00 | 9.52 | 5.80 |
| DDRI          | 15.05 | 0.00 | 9.52 | 5.33 |
| VoxConverse   |     |    |    |    |
| Baseline w/o DR | 5.83 | 0.00 | 1.60 | 4.23 |
| Baseline w/ DR | 4.58 | 0.00 | 1.60 | 2.98 |
| DDRI w/o indicator | 4.51 | 0.00 | 1.60 | 2.91 |
| DDRI w/o noise code | 4.55 | 0.00 | 1.60 | 2.95 |
| DDRI          | 4.45 | 0.00 | 1.60 | 2.85 |

1https://github.com/nryant/dscore
5. Further analysis

In this section, we present further analyses to show the role of each code and the strength of DDRI.

5.1. Visualisation

Figure 3 depicts the code representation of the DR and the DDRI module. Figure 3 (a) shows the code from the DR. Figure 3 (b) represents the speaker code and (c) shows the noise code of the proposed DDRI. We randomly select an audio recording with nine speakers from the DIHARD II dataset, extract codes from the audio, and visualise them using t-SNE technique [39, 40].

As shown in the figure, the proposed speaker code (b) represents nine clusters corresponding to nine speakers. On the other hand, the original code (a) shows more than nine clusters, with the codes of the most dominant speakers divided into multiple clusters. We interpret that this unexpected result is due to the change of noise information within the same speaker, and in the case of the proposed method, this additional information is represented by noise code in (c). This role of the noise code makes the speaker code in (b) have more suitable distribution for speaker diarisation.

5.2. Analysis based on the number of speakers

We present Figure 4 to show the limitation of DR module and the effectiveness of our DDRI using the three DIHARD datasets. We evaluate the performance of our baseline (DR module of [20]) and the proposed DDRI using diverse code dimensionalities. (a) shows SC of the entire sessions, (b) indicates SC of the sessions where the number of speakers is four or fewer, and (c) shows SC of the session with more than four speakers. As argued, the baseline requires low dimensionality for sessions with fewer speakers, and high dimensionality for sessions with more speakers. Performance degradation is observed, especially in (b), when the dimensionality is not ideal. In contrary, our proposed DDRI module demonstrates the stable and optimal performance regardless of the number of speakers, when dimensionality is 30 or more. As a result, this stability leads relatively higher performance improvements in the entire dataset, even though the optimal performances of the two systems in each subset do not show a significant difference.

6. Conclusion

This paper addresses a novel unsupervised disentanglement framework, which generates noise-robust speaker embeddings for speaker diarisation. Speaker embeddings are the crucial component of diarisation systems, but they often contain the unnecessary information that degrades the performance, such as background noise and reverberation. Recently proposed DR module reduces the dimensionality of the embeddings, in order to remove the spurious information. However, the effect of DR is limited, being sensitive to the code dimensionality.

To this end, we propose DDRI introducing two more techniques on top of the DR module: (i) explicit disentanglement of the spurious information from the original code; (ii) the introduction of a speech/non-speech indicator. DDRI show the state-of-the-art performance as a single system on four benchmark datasets, and ablation studies on DDRI demonstrate that both of the proposals lead to performance gains. In addition, visualising the disentangled code confirms that DDRI performs as intended.
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