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We have implemented a control system for experiments in atomic, molecular and optical physics based on a commercial low-cost board, featuring a field-programmable gate array as part of a system-on-a-chip on which a Linux operating system is running. The board features Gigabit Ethernet, allowing for fast data transmission and operation of remote experimental systems. A single board can control a set of devices generating digital, analog and radio frequency signals with a precise timing given either by an external or internal clock. Contiguous output and input sampling rates of up to 40 MHz are achievable. Several boards can run synchronously with a timing error approaching 1 ns.

I. INTRODUCTION

Experimental control and data acquisition systems are widespread in many fields of scientific and industrial research where test and measurement systems need to be controlled and experimental data have to be gathered. For the application of controlling experiments in the field of atomic, molecular and optical (AMO) physics digital pulses, analog, radio and microwave frequency signals need to be generated at well-defined times. For instance, laser cooling and trapping of atomic gases down to ultralow temperatures typically require a temporal resolution of one microsecond. For this task, field programmable gate arrays (FPGAs) are very well suited. These can generate arbitrary digital pulses which can be used to program digital-to-analog converters (DAC), direct-digital synthesizers (DDS), and other devices with the requested timing resolution. As a result, FPGAs are already successfully employed in both commercial and open source control systems.

Owing to their flexibility, FPGAs also find application for a wide range of different tasks, encompassing clock signal generation, DDS programming, arbitrary waveform generation, lock-in demodulation, high-speed data acquisition (DAQ), digital feedback servo systems. Moreover, FPGAs are increasingly used for the control of quantum systems and processors and as feedback devices for quantum measurements, and can be even used within cryogenic environments. Applications of FPGAs in space are becoming of growing interest. Despite all of these applications, the development of a custom FPGA-based system is time consuming and commercial solutions tend to be expensive. Nonetheless, the advent of cheap, multi-purpose FPGA development boards targeted for hobbyists and students, offers a solution with low-cost and short development time, from which also experimental research can benefit thanks to the impressive capabilities of these boards.

Here we present a control system with a novel approach based on a commercial, low-cost system-on-a-chip (SoC) board, consisting of a central processing unit (CPU) which is tightly connected to an FPGA and to a set of hardware interfaces used to communicate with external devices. A Linux operating system, executed on the CPU, gives the flexibility to use high-level programming languages, which can be quickly adapted to any specific request, such as interfacing with external devices like USB, Secure Digital (SD) memory card or Ethernet with no need of additional hardware or specifically designed micro-controllers. Furthermore, the presence of an electrically isolated Gigabit Ethernet interface, allows fast data transfer and easy connection to remote locations.

All these features represent a clear advantage of FPGA-SoC systems with respect to previously realized FPGA-based solutions, not only in terms of the superior data rates offered by the Ethernet interface, but also by the additional flexibility given by the presence of the easy programmable CPU and the fact that these are stand-alone systems which can be utilised independently on the hardware and software environment.

As a powerful simple application of such extended capabilities, here we demonstrate a novel scheme to auto-synchronize several boards using only two coaxial cables and the Ethernet communication. Without user interaction or dedicated real-time networking hardware, the propagation delays of the signals among distant boards are measured by the boards and are corrected automatically with a residual timing error approaching 1 ns.

The paper is organized as follows: First, we present the board architecture in Sec. I and the developed software in Sec. II. We then present the measured performance and the auto-synchronization scheme in Sec. III and discuss the results in Sec. IV.
The heart of our control system is the Cora-Z7 board from Digilent\textsuperscript{22}, which hosts the Zynq-7007S (Zynq-7010) FPGA-SoC from Xilinx with a single (dual) core CPU (ARM Cortex A9) clocked at 650 MHz. This represents the smallest FPGA-SoC from the Xilinx Zynq-7000 series. The board is provided with 512 MB of DDR3 SDRAM (16 bits data clocked at 525 MHz) with Gigabit Ethernet and USB host and device ports. The FPGA part is nearly the same for the two variants and is similar to the low-end Artix-7 FPGA series, aiming for low-cost, low-power consumption and less demanding applications. It should be noted, that, while we choose a particular FPGA-SoC board with Gigabit Ethernet to implement our control system, the system and the methods presented in this paper can be implemented with any other FPGA-SoC boards with similar performance. For example, the DE10-Nano from Terasinc Inc. is a possible alternative\textsuperscript{23}.

A custom designed buffer card\textsuperscript{22} is used to buffer the FPGA-SoC board signals and to shift the voltage level from the internal 3.3 V logic level to the 5 V (TTL) level of the bus. The buffer card also provides the needed buffers for the clock and trigger line used for the synchronization of different boards, as described below. An image of the FPGA-SoC board mounted on the buffer card is shown in Fig. 1b, and in Fig. 1c an image of the FPGA-SoC board (front side) is shown.

A. The FPGA logic

Here we give an overview on the logic used in the FPGA to generate the experiment control data on the bus and all the signals necessary for the synchronization of several boards. A simplified block diagram is shown in Fig. 2. The board is basically composed of two parts: the processing system (PS, top, green), consisting of a CPU on which a Linux operating system is running, and the programmable logic (PL, bottom, yellow), where our custom hardware is implemented. The two parts of the FPGA-SoC are tightly bound via interfaces and buses, enabling mutual data exchange at high speed. In such a way, the two main tasks of the board are effectively separated among the two independent parts of the FPGA-SoC system itself. While the processing system handles the communication via Ethernet with an external control computer, the logic part produces the signals on the bus. The driver mediates between both parts and coordinates the access to the external memory. The source code for programming the FPGA is written in Verilog. It is synthesized and implemented with the Vivado
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resources used for this application is reported in Tab. III in 2017.4 software from Xilinx running on Ubuntu 18.04 LTS, and is available online[29]. Detailed information on the FPGA resources used for this application is reported in Tab. III in Appendix D.

In brief, we use one general purpose I/O (GPIO) port for the reading and writing of memory mapped registers (via AMBA AXI-4 Lite interface[29], and one high performance (HP) port to efficiently transfer the experiment control sequence from the memory to the PL part and vice-versa (using direct memory access DMA[29] via an AXI stream bus). The clock frequency for the PL part, CPU and the DDR memory are set to their default values, corresponding to 50 MHz, 650 MHz and 525 MHz respectively.

The experiment control sequence (represented by thick lines in Fig. 2) is sent via Ethernet from the control computer to a TCP/IP server application running on the CPU. The server application interacts with a Linux kernel driver module[29] which writes the data into DDR memory and programs the FPGA registers using the AXI Light bus. The data are transferred via DMA from the memory into a transmit (TX) first-in-first-out (FIFO) buffer[29] which holds a maximum of 8192 samples of 128 bits each. The FIFO serves to buffer gaps in the DMA data transmission, and allows efficient transfer of data between regions using different clocks (clock domains). In addition, we have implemented a receive DMA channel (RX), which can be used, for example, to read data from an analog input device that sends data on the bus.

In our case, the experiment control sequence consists of 64 bits per sample: 32 bits are used for the time-stamp, 7 address bits select which device on the bus to be updated, and 16 device specific bits define the new state of the device[29]. The time-stamp defines at which time the bus should be updated with the specific data and address of the corresponding device. After the bus has been updated, a pseudo-clock pulse (strobe) is generated by the FPGA on another pin of the bus, to initiate the state change of the selected device[29]. The time-stamp is defined in units of $1/\Gamma_{\text{sample}}$ with $\Gamma_{\text{sample}}$ being the output sampling rate of the bus, typically set to 1 MHz or 10 MHz.

The timing module is responsible to output the data on the bus. It first takes out one 64 bits-wide sample from the 128 bits of the TX FIFO, and it compares the time-stamp with an internal counter running at $\Gamma_{\text{sample}}$. When they are equal, the module outputs the 16+7 data and address bits, and it generates the previously mentioned strobe signal. The timing module internally uses a dedicated 50 MHz bus clock, which can be either the PL system clock (i.e. the internal oscillator of the FPGA-SoC board), or it can be generated from an external clock signal using a phase locked loop (PLL) of the FPGA-SoC. In the latter case, the frequency allowed for the external clock signal ranges from a minimum value of 10 MHz, limited by the PLL, to a maximum of 300 MHz, limited by the input buffer on the buffer card. A second PLL is used as a software controlled multiplexer (MUX) to switch between the two clock sources[29]. Both PLLs enable to dynamically change the phase of the generated clock signals. The auto-synchronization module, discussed in Sec. II B is using these signals to synchronize several boards. The timing module can also trigger the output of the experimental sequence, which alternatively can be started by an external hardware trigger or via software. Finally, both the DMA TX/RX channels and the timing module communicate with the driver via interrupts. The DMA channels generate interrupts when buffers need to be updated. The timing module generates one interrupt when the experimental control sequence has been completed. Further interrupts are generated at a configurable frequency, typ-
ically 16 Hz, and are used to update the board status in the control software.

B. Auto-synchronization

In order to synchronize several FPGA-SoC boards, all boards need to start the experimental control sequence simultaneously and they need to use the same clock source to execute each command at the same time. The common clock can be either generated by one board, or provided externally. In both cases, a suitable amplification and distribution system to all boards is needed, which might introduce unknown phase shifts. Additionally, a starting (trigger) signal needs to be distributed from one board to all the others, and can accumulate an unknown delay. As discussed in the following, our scheme takes into account and corrects for these effects.

To compensate the delay on the start trigger signal, we adopt a scalable scheme, where one trigger line is connected with high impedance to all participating boards, see Fig. 3a. The trigger line is a coaxial cable with 50 Ω impedance on both ends to avoid unwanted reflections. One board, called the primary board, receives the start signal from the control computer (or from an external hardware trigger), and generates a pulse in the trigger line which is detected by the other “secondary” boards. In order to compensate for the pulse propagation time between the boards, the propagation time is automatically measured in advance, such that each board can delay its execution accordingly and all boards can start at the same time.

To measure the propagation delay, the primary board instructs via Ethernet one of the secondary boards to introduce a short circuit in the trigger line using a bipolar or a field-effect transistor. Then the primary board generates a pulse in the trigger line, and it measures the round-trip time \( t_{RT}^i \) needed by the pulse to propagate to the secondary board \( i \), be reflected at the short circuit, and travel back (see Fig. 3b). Here \( N_{RT}^i = N_{det}^i - N_{gen}^i \) is the number of cycles between the generation \( N_{gen}^i \) and detection \( N_{det}^i \) of the pulse, and \( \Delta t_{RT}^i < T \) is a fraction of the period \( T \) of the bus clock of the primary board. While \( N_{RT}^i \) can be measured directly, \( \Delta t_{RT}^i \) cannot. This limits the resolution to the period \( T \), which is 20 ns for the chosen 50 MHz bus clock frequency, and would not be satisfactory for bus output rates above 10 MHz. To measure the total delay with higher accuracy, the reflected pulse is sampled with a phase shifted replica (detection clock) of the bus clock signal. A train of trigger pulses is generated, and the phase shift of the detection clock is varied between pulses. For a linear increase of the detection clock phase, at:

\[
\phi_{p,i} = \frac{\Delta t_{RT}^i \cdot 360^\circ}{T},
\]

the measured \( N_{RT}^i \) reduces by one. This change in \( N_{RT}^i \) is detected, and \( \Delta t_{RT}^i \) can be obtained. In principle, this method would allow one to achieve a time resolution of about 20 ps, given the 0.3° phase resolution of the PLL at the used clock frequency. However, noise in the generation and detection of the pulse actually limits the resolution to larger values. This measurement is repeated for each secondary board \( i \in \{0, \ldots, N\} \). With the measured round-trip time \( t_{RT}^i \), the propagation time of the pulse from the primary board to the \( i \)-th secondary board is calculated as:

\[
t_{p}^i = t_{RT}^i / 2.
\]

It is important to notice that in this simplified treatment we neglect all additional (but constant) delays, both internal to the FPGA and due to the electronics needed for the generation and detection of the pulse. Details of the full model accounting for these additional delays are given in Appendix A 1.

![FIG. 3. Triggering and auto-synchronization scheme for multiple boards.](image-url)
In order to achieve a perfect synchronization among all boards, the measurement of $\tau_i^c$ for each board discussed above is not sufficient, since the clocks of the secondary boards must be corrected for the delays $\tau_i^c$ introduced along the clock distribution line (see Fig. 3). In this case however, one needs to know only the introduced clock delay $\Delta\tau_i^c = \tau_i^c\%T$, where $\%$ is the modulus. To this end, a second set of measurements is carried out, where the primary board generates a train of pulses similarly to the previous scheme, but the measurement is now taken on the secondary boards. Since the pulses do not need to be reflected, all the secondary boards can measure the respective clock delay simultaneously. Each secondary board determines the time $\Delta\tau_i^c$ between the arrival of the pulse and the previous rising bus clock edge, local to the secondary board. Similarly to the delay $\Delta\tau_{RT}^i$, here the quantity $\Delta\tau_i^c$ is obtained by detecting the arrival of the pulse with both the detection and the bus clock simultaneously, giving $N_{det}^i$ and $N_{bus}^i$ (blue dashed line in Fig. 3b), respectively. The difference between the two signals $N_{det}^i - N_{bus}^i$ is monitored for a reduction of one cycle at the phase:

$$\phi_i^{c,l} = \frac{\Delta\tau_i^c \cdot 360^\circ}{T},$$

and $\Delta\tau_i^c$ can be obtained. At the secondary board location, the calculated pulse delay with respect to the primary bus clock is $\Delta\tau_{RT}^i / 2$ and the difference to the observed delay $\Delta\tau_i^c$ gives the unknown clock delay:

$$\Delta\tau_i^e = \frac{\Delta\tau_{RT}^i}{2} - \Delta\tau_i^c.$$

Once $\Delta\tau_{RT}^i$ and $\Delta\tau_i^c$ are determined for each secondary board $i = 0 \ldots N$, the external clock PLL phases $\phi_{bus}^i$ of each secondary board can be set to $\phi_{bus}^i = -\Delta\tau_i^c \cdot \frac{360^\circ}{T}$. In this way, the clocks of all secondary boards are synchronized with that of the primary one and the auto-synchronization measurement is completed and all parameters are set. In order to simultaneously generate data on all boards, the primary board sends a pulse in the trigger line. It then waits until all secondary boards have detected the trigger pulse, i.e., i.t. it waits the largest propagation time $\tau_p^i$. Each secondary board $i$ waits $\tau_p^i$ less time than the primary board. After these waiting times, all boards synchronously start generating output of data on their bus.

While we refer the reader to Appendix A for more details, we emphasize that our auto-synchronization scheme allows for the synchronization of many boards on time scales of order of nanoseconds with a relatively simple scheme and few external components. A first experimental demonstration of this scheme together with measurements of the residual synchronization timing error are presented in Sec. IV.

III. SOFTWARE

In this section we summarize the software implementation on the PS/CPU part of the SoC, on which a Linux operating system is running. This is a fully featured operating system which provides system services and interfaces to external devices, and that can be configured for our specific needs. The PL part appears for the operating system like an external device, and our device driver can communicate with it via registers.

A. Control computer software

Many research laboratories, including ours, typically employ either Labview or LabWindows/CVI as user application programs. While our setup is currently adapted to work with this software, we emphasize that any other user application can be easily implemented on our hardware, provided that the data need to be sent via Ethernet to our TCP/IP server running on the FPGA-SoC. No additional driver nor hardware is required, and no constraints on the operating system are given for the control computer. For example, the freely-available, Python-based control software “labscript suite” might be a viable alternative to the above mentioned commercial solutions. We provide the necessary files in Ref. 22 to use our FPGA-SoC board together with the suite.

In our specific case, we upgraded an existing control system based on a digital I/O card installed on the experiment control computer, driving the bus via a 2 m long cable and a buffer card. The FPGA-SoC system replaces completely the former system, maintaining the compatibility with previous hardware and software. For this, a new Windows dynamic link library (DLL) has been written, which communicates via Ethernet with the FPGA-SoC while keeping the same functions of the previous I/O card.

B. TCP/IP server and Linux device driver

We have designed a simple TCP/IP server application, running on the FPGA-SoC, which receives commands and the user data from the control computer, and which communicates with our device driver that mediates with the two FPGA-Soc parts, see Fig. 2.

Our server application can control, via the device driver, the FPGA PL part, write the user data into reserved DMA (coherent) memory, and receive status information from it. The driver allows a user application to read back data from the PL part, wait for interrupts or for the end of the sequence. The driver maintains the ring buffers for the DMA transfer, and respond to the corresponding interrupts. We have reserved 128 MiB of memory for coherent DMA transfer. This size corresponds to $10^7$ samples and 10 seconds of contiguous data output at $f_{sample} = 1$ MHz. However, most applications typically do not require such a large number of samples and dense output of data. If needed, data could be uploaded via Ethernet during the experimental run as well. The reserved size is sufficiently large to store all user data directly into coherent memory, which keeps the server and driver simple, and it avoids additional copying for repeated runs. A timer interrupt, generated by the PL part, and transmitted by the driver, allows the server application to send status information at regular intervals to the control computer.
C. Startup script

When the board is powered up, a bootloader reads from a SD card the binary data to program the PL part and to load the required Linux image into memory, and to start the operating system. After this is completed, our startup script reads a configuration file from the SD card which contains the IP address and other information, with which it configures the Linux system and launches our TCP/IP server application. The server may either initiate the auto-synchronization procedure on startup, or wait for instructions from the control computer. A startup script and a text configuration file are used to change the configuration of the board without the need of recompiling the binary code from the sources.

IV. MEASUREMENTS AND RESULTS

In this section we present and discuss measurements done on the FPGA-SoC board. For these measurements, specific code running on the FPGA-SoC system has been written, and the data has been acquired directly on the board and stored on a micro-SD card[37] for further analysis. Except for the verification of the synchronization error, no external measurement was needed. All the data presented in the paper is available in Ref. [38].

In the first part, Sec. [IV A] measurements of the DMA transmission rates are shown, defining how fast data can be transmitted from the external memory into the PL part and back. This represents a direct measure of the maximum sampling rate at which the board can continuously output and input data. In the second part, Sec. [IV B] we present measurements on the data uploading rates over Gigabit Ethernet for both the Cora-Z7-10 and Cora-Z7-07S boards. This measurement confirms that Gigabit Ethernet is a good choice for experiments where a fast cycle time is required. In the last part, Sec. [IV C] we present first measurements of the proposed auto-synchronization scheme outlined in Sec. [II B] tested on a simple two-board configuration. An additional measurement presented in Appendix [C] demonstrates the start- and stop trigger option in cycling mode.

A. DMA transmission rates

In order to measure the DMA data transmission rates of the FPGA-SoC board we have temporarily added a module in the PL part which allows one to transmit data without delay in a “loop-back” configuration between the TX and the RX FIFO buffers (see Fig. 2), and to measure the time interval required to transmit a certain number of samples. From the measured time \( t \) and the number of samples \( N \) we calculate the average data rate \( \Gamma \) in MB/s using: \( \Gamma = \beta \times \frac{N}{t} \), with \( \beta = 12 \) bytes per sample for this measurement. In particular, we measure three distinct rates, shown in Fig. 4 for the Cora-Z7-10 board, as a function of the number of samples \( N \): the transmission rate from the memory to the PL part (TX DMA, red circles), the transmission rate from the PL part to the memory (RX DMA, orange squares) and the transmission rate through the RX FIFO (green diamonds). Each experimental point (error bar) shown in the figure represents the mean value (standard deviation) of at least 20 repeated measurements for each \( N \).

The second measurement (orange squares in Fig. 4) shows the RX transmission rate obtained from the time interval between the first sample written into the RX FIFO and the RX DMA buffer (see Fig. 2), and to measure the time interval required to transmit a certain number of samples. From the measured time \( t \) and the number of samples \( N \) we calculate the average data rate \( \Gamma \) in MB/s using: \( \Gamma = \beta \times \frac{N}{t} \), with \( \beta = 12 \) bytes per sample for this measurement. In particular, we measure three distinct rates, shown in Fig. 4 for the Cora-Z7-10 board, as a function of the number of samples \( N \): the transmission rate from the memory to the PL part (TX DMA, red circles), the transmission rate from the PL part to the memory (RX DMA, orange squares) and the transmission rate through the RX FIFO (green diamonds). Each experimental point (error bar) shown in the figure represents the mean value (standard deviation) of at least 20 repeated measurements for each \( N \).

For the measurement of the TX transmission rate (red circles in Fig. 4) we measure the time interval from the first sample received out of the TX FIFO until the \( N \)-th sample is received. The first four samples are transmitted with the maximum possible rate of one sample per cycle, i.e. \( \Gamma_{\text{max}} = \beta \times f_{\text{PL}} = 600 \text{ MB/s} \) (horizontal black dotted line) for the PL clock frequency of \( f_{\text{PL}} = 50 \text{ MHz} \). This is because the TX FIFO already contains three to four samples when the measurement starts (in agreement with the simulated latency of the used FIFO). As \( N \) is increased, the rate reduces rapidly until it reaches a constant rate \( \Gamma_{\text{DMA}} \) (horizontal red dotted line), corresponding to the transmission rate from memory to the PL part. We remark, that this characterization does not allow to measure a possible delay between the start of the DMA transmission, initiated by the CPU and the arrival of the first sample.

The second measurement (orange squares in Fig. 4) shows the RX transmission rate obtained from the time interval between the first sample written into the RX FIFO and the RX DMA buffer (see Fig. 2), and to measure the time interval required to transmit a certain number of samples. From the measured time \( t \) and the number of samples \( N \) we calculate the average data rate \( \Gamma \) in MB/s using: \( \Gamma = \beta \times \frac{N}{t} \), with \( \beta = 12 \) bytes per sample for this measurement. In particular, we measure three distinct rates, shown in Fig. 4 for the Cora-Z7-10 board, as a function of the number of samples \( N \): the transmission rate from the memory to the PL part (TX DMA, red circles), the transmission rate from the PL part to the memory (RX DMA, orange squares) and the transmission rate through the RX FIFO (green diamonds). Each experimental point (error bar) shown in the figure represents the mean value (standard deviation) of at least 20 repeated measurements for each \( N \).

For the measurement of the TX transmission rate (red circles in Fig. 4) we measure the time interval from the first sample received out of the TX FIFO until the \( N \)-th sample is received. The first four samples are transmitted with the maximum possible rate of one sample per cycle, i.e. \( \Gamma_{\text{max}} = \beta \times f_{\text{PL}} = 600 \text{ MB/s} \) (horizontal black dotted line) for the PL clock frequency of \( f_{\text{PL}} = 50 \text{ MHz} \). This is because the TX FIFO already contains three to four samples when the measurement starts (in agreement with the simulated latency of the used FIFO). As \( N \) is increased, the rate reduces rapidly until it reaches a constant rate \( \Gamma_{\text{DMA}} \) (horizontal red dotted line), corresponding to the transmission rate from memory to the PL part. We remark, that this characterization does not allow to measure a possible delay between the start of the DMA transmission, initiated by the CPU and the arrival of the first sample.

The second measurement (orange squares in Fig. 4) shows the RX transmission rate obtained from the time interval between the first sample written into the RX FIFO and the RX DMA buffer (see Fig. 2), and to measure the time interval required to transmit a certain number of samples. From the measured time \( t \) and the number of samples \( N \) we calculate the average data rate \( \Gamma \) in MB/s using: \( \Gamma = \beta \times \frac{N}{t} \), with \( \beta = 12 \) bytes per sample for this measurement. In particular, we measure three distinct rates, shown in Fig. 4 for the Cora-Z7-10 board, as a function of the number of samples \( N \): the transmission rate from the memory to the PL part (TX DMA, red circles), the transmission rate from the PL part to the memory (RX DMA, orange squares) and the transmission rate through the RX FIFO (green diamonds). Each experimental point (error bar) shown in the figure represents the mean value (standard deviation) of at least 20 repeated measurements for each \( N \).

For the measurement of the TX transmission rate (red circles in Fig. 4) we measure the time interval from the first sample received out of the TX FIFO until the \( N \)-th sample is received. The first four samples are transmitted with the maximum possible rate of one sample per cycle, i.e. \( \Gamma_{\text{max}} = \beta \times f_{\text{PL}} = 600 \text{ MB/s} \) (horizontal black dotted line) for the PL clock frequency of \( f_{\text{PL}} = 50 \text{ MHz} \). This is because the TX FIFO already contains three to four samples when the measurement starts (in agreement with the simulated latency of the used FIFO). As \( N \) is increased, the rate reduces rapidly until it reaches a constant rate \( \Gamma_{\text{DMA}} \) (horizontal red dotted line), corresponding to the transmission rate from memory to the PL part. We remark, that this characterization does not allow to measure a possible delay between the start of the DMA transmission, initiated by the CPU and the arrival of the first sample.
initial increase is consistent with a constant delay of 202(8) PL cycles, required for the RX DMA channel to start or finish the transmission. This delay is larger than expected and it points to a significant latency in the RX channel. Nonetheless, the large RX FIFO can easily compensate for such a latency.

The third measurement, shown in Fig. 4 as green diamonds, was taken simultaneously with the RX transmission rate, and it shows the data rate through the RX FIFO: namely, the rate obtained from the time N samples need to pass through the RX FIFO during active RX transmission. As long as the RX FIFO is not full, one sample per cycle is transmitted, corresponding to $\Gamma_{\text{DMA}}$. When the RX FIFO becomes full with $N_{\text{FIFO}} = 8192$ samples (dotted vertical line in Fig. 4), the rate reduces to the RX and TX data transmission rate $\Gamma_{\text{DMA}}$. Since the RX FIFO is simultaneously loaded with $\Gamma_{\text{max}}$, and unloaded with $\Gamma_{\text{DMA}}$, we expect this rate to drop once the number of transmitted samples reaches $N_{\text{FIFO}} = \frac{\Gamma_{\text{max}}}{\Gamma_{\text{DMA}}} \approx 19 \times 10^3$ samples, a value close to the observed one of $20(1) \times 10^3$ samples.

All three measurements give for large number of samples a consistent DMA transmission rate of $\Gamma_{\text{DMA}} = 341(1)\text{MB/s}$ (averaged over all measurements). This rate deviates with the specified rates from Xilinx\textsuperscript{[24]} for the default settings. In particular, the TX rate is lower while the RX rate is higher than specified. However, their measured sum is 684(2) MB/s, which is only 2% lower than the value expected from the specification of 700 MB/s. Although the exact reason for this discrepancy is not clear (the ratio between the TX and RX rates can be adjusted\textsuperscript{[24,25]}), the observed overall performance allows us to conclude that our DMA transmission rates are indeed close to the maximum possible ones for a single HP port. Finally, from the measured DMA transmission rate we can also directly deduce the maximum contiguous bus data rate of $\Gamma_{\text{DMA}}/\beta = 30 - 40 \text{MB/s}$\textsuperscript{[25]}

We note that, the FPGA-SoC has 4 HP ports, and in our design there should be enough free resources to use at least an additional one to increase the DMA rate even further, if higher bus rates are needed. Short “bursts” of data output (input) of up to 8192 samples at higher frequencies are already possible with the present setup as long as there is sufficient time before the “burst” to fill (empty) the TX (RX) FIFO and the rate afterwards is slow enough to prevent the TX (RX) FIFO from becoming empty (full). Although not shown here, we have performed the same measurement for the Cora-Z7-07S board, finding no significant deviation from the results presented in Fig. 4.

B. Ethernet uploading rates

The uploading rate from the control computer to the FPGA-SoC board over Gigabit Ethernet is another measure of the performance of our system. It can be a limitation for experiments where short cycle times are need, like experiments with optical tweezers\textsuperscript{[25]} or with ions\textsuperscript{[46]}

Fig. 5a shows the uploading rate measured for the Cora-Z7-10 (solid blue circle) and Cora-Z7-07S (solid orange square) board. This measurement includes the total time of uploading and writing into reserved DMA memory. For each board the fastest strategy is used depending if a dual-core CPU is present (Cora-Z7-10) or only a single-core CPU (Cora-Z7-07S): for the dual-core CPU the server uses one thread to receive the uploaded data and a second thread to write the data into reserved DMA memory in parallel. For the single-core CPU it is fastest to immediately write the uploaded data into reserved DMA memory using a single thread\textsuperscript{[47]}. Fig. 5b shows the corresponding times for the same data as in Fig. 5a.

The rates are calculated from $\Gamma = N\beta/(t_{\text{tot}} - t_{\text{ACK}} - t_{\text{RT}})$ where $N$ is the number of transmitted samples and $\beta = 12$ bytes per samples used for the measurement. The time $t_{\text{tot}}$ is when uploading and writing to memory is finished, and $t_{\text{ACK}}$ is the time when the server acknowledged to receive the data from the user application. The network round-trip time $t_{\text{RT}}$ is obtained during each individual measurement as the time from the acknowledge of the server ($t_{\text{ACK}}$) until the arrival of the first data at the server. We take half of $t_{\text{RT}}$ under the assumption that sending and receiving involves the same delays, which is not necessarily the case. For each datapoint we have taken at least 15 measurements and plot the mean value and standard deviation (error bar).

For small number of samples the observed uploading rate is small. This can be interpreted as a fixed delay (of order of a few 100 µs, see Fig. 5b), which the user application or the server needs to start sending or receiving the data. For
increasing number of samples, this delay becomes less important and the rate reaches a peak of about 70 – 80 MB/s at 32 × 10^3 samples (vertical dotted line) and decreases for number of samples beyond this. At 10^7 samples the uploading and writing rate is 56.5(3) MB/s (47.2(4) MB/s) for the Cora-Z7-10 (Cora-Z7-07S) board, which corresponds to a time of 2.13(1) s (2.54(2) s). This time is even faster than the typical calculation time the user application needs (about 7 s with linscript-suite) to generate this number of samples.

The peak in the rate is correlated with the receive buffer size (512 kiB) of the server. If chosen too small the decrease in the rate at higher N becomes much worse. This indicates that the overhead in handling large lists of small buffers can become significant. In this respect the Cora-Z7-10 board performs slightly better than the Cora-Z7-07S board, which is limited by a single-core CPU.

For comparison, we present another measurement where only data are uploaded, but no writing to the reserved DMA memory is done. The resulting rates for the Cora-Z7-10 (open blue circle) and Cora-Z7-07S (open orange square) board are shown in Fig. 5a and b. For the calculation of the rate, \( t_{\text{tot}} \) is now the time until all data is uploaded without writing to reserved DMA memory. For the Cora-Z7-10 board the peak uploading rate reaches about 110 MB/s which is very close to the theoretical maximum of 118.7 MB/s for Gigabit Ethernet. The Cora-Z7-07S board is with about 90 MB/s only slightly slower. In this measurement the CPU is still copying data into temporary buffers which explains the difference of the boards, and the observed decrease of the rate after the peak.

With Eq. (B1) in Appendix B we fit the measurements with a delay time and a single transmission rate (dotted curves in Fig. 5). We use the standard deviation of each data point to get more weight on the large number of samples with less noise. See Tab. I for the fit results. The numbers in the figure are the fitted rates and times for both boards when uploading and writing 10.5 × 10^6 samples to reserved DMA memory.

The observed fast uploading and writing rates confirm that the FPGA-SoC board is indeed the right choice for applications where fast cycle times are requested.

C. Auto-synchronization

Here we present the first realization of the auto-synchronization scheme proposed in Sec. II B. In particular, first tests have been done utilizing two boards connected with different trigger cable lengths and using different external clock phases. Without loss of generality, we present the synchronization of the two boards that are directly connected with the trigger line, terminated with 50Ω on the primary board side and switchable on the secondary board side from 50Ω to high impedance to reflect the pulse. In the following we omit the index \( i = 0 \) since here only one secondary board is used. For details on the theoretical analysis and the measurement of the secondary board external clock PLL phase we refer the reader to Appendix A1 and A2.

On the primary board we measure the round-trip cycle time \( N_{\text{RT}} \) of the reflected pulse, and the phase \( \phi^p \) at which \( N_{\text{RT}} \) is reduced by one, see Fig. 6a for different lengths of the trigger coaxial cable. Combining both measured values of \( N_{\text{RT}} \) and \( \phi^p \) we obtain, from Eq. (A1) in Appendix A1, the round-trip time \( t_{\text{RT}} \) shown in Fig. 6b. From a linear fit to the data (green line) we obtain the propagation delay per unit of cable length \( L \) of \( \frac{d\tau}{dt} = 4.9(4) \text{ ns/m} \), when averaged over leading and trailing edges of the pulse. This value is consistent with the expected one.

Based on a similar measurement protocol, the secondary board determines the phase \( \phi^s \) of the negative jump in \( N_{\text{det}} - N_{\text{max}} \) for the received pulse. The local clock of the second board is locked to the external clock provided by the primary one, where a short (ca. 20 cm long) cable is employed to ensure no additional phase shifts. To simulate different delays \( \Delta \tau \) of the external clock, four different auto-synchronization measurements are performed, where the external clock PLL phase of the secondary board is set to 0, 90, 180 or 270°, corresponding to \( \Delta \tau = 0, 5, 10 \) or 15 ns respectively.

![Fig. 6. Auto-synchronization result for two boards at different trigger cable lengths. a) Round-trip cycle time \( N_{\text{RT}} \) for the reflected pulse leading edge vs. detector phase. b) Pulse round-trip time \( t_{\text{RT}} \) calculated with Eq. (A1) for the trailing edge of the pulse for 12 cable lengths. c) Synchronization error as a function of cable length.](image-url)
The resulting synchronization error is verified in a final measurement for each cable length and $\Delta \tau_c$, after the auto-synchronization is finished, see Fig. [6]. For this measurement, the resulting phase $\phi_{ext}$, obtained from Eq. (A12) in Appendix A1, is added to the previously set external PLL clock phase $\Delta \phi_{ext} = 360^\circ$, which, for perfect synchronization, should be compensated by $\phi_{ext}$. Then the primary board generates a trigger pulse and waits $N_{pr} = \tau_p / T$ cycles (see Eq. (A7) and (A8) in Appendix A1), to trigger the primary board and start generating data on the bus. The secondary board starts generating data on the bus as soon as the trigger signal is detected. The synchronization error corresponds to the difference between the times at which secondary and primary boards start generating data on their own buses. The corresponding traces are recorded with an oscilloscope, see the inset of Fig. [6] and are fitted with a sigmoid function to obtain the synchronization error. See Appendix A3 for further details. In Fig. [6], each data point (error bar) represents the mean (standard deviation) of the synchronization error, measured at least five times for each of the four external clock phases ($\Delta \tau_c$). Averaging over all cable lengths, we obtain a synchronization error of $(-0.5 \pm 1.3)$ ns (red shaded area in Fig. [6]), which is much smaller than the 25 ns time resolution for the maximum possible bus output rate of 40 MHz of the board.

Finally we remark that, although the basic principle of our auto-synchronization scheme is very simple, being based on a round-trip time measurement, the details can be involved. Developing such a scheme on a FPGA-only platform is feasible, but it might be challenging and time-consuming. In turn, our FPGA-SoC board allows one to implement a simple pulse generation and detection in hardware, but to analyze the data and calculate the ideal settings to minimize the error, via the CPU, by software. In this way, the system could be quickly developed, errors corrected and the formulas implemented in software with no need to change the hardware every time. We believe that, the auto-synchronization is not only a useful feature, but it is also a perfect example of the flexibility which the FPGA-SoC approach offers.

V. CONCLUSIONS AND OUTLOOK

In conclusion, we have successfully implemented a versatile experimental control system based on a commercial, low-cost, and stand-alone FPGA-SoC board. We have demonstrated that the board can sustain bus output and input rates of up to 40 MHz and we have shown how the board can automatically synchronize with a timing error approaching 1 ns. Furthermore, we have proven the extreme flexibility, easy Ethernet connectivity, and computational power of the FPGA-SoC system, showing several examples in which the operating system, running on the board itself, is used not only to control the FPGA hardware, but also for data acquisition and analysis. Finally, we stress that no specific device driver or proprietary software, or operating system is needed to use our device, and that the whole source code to program the FPGA-SoC is freely available[52]. Although not discussed in the present work, our system can be easily extended to include the control of additional devices through the on-board USB host controller[51] or via adapter with the older GPIB standard[52], widespread in many laboratories, or to directly read data with analog-to-digital converters (ADC). We also emphasize that our design is stand-alone and lightweight, and the power consumption of less than 2 W, makes it compatible for the operation in remote locations, and even for experiments in space[53]. We believe that the auto-synchronization feature, devised and implemented in this work, will also help several experimental setups on ground with growing complexity: for instance, setups which must bridge large distances to challenge relativity[54] to detect gravitational waves with large-scale atom interferometers[55], and to measure difference of gravitational red-shift between two separated atomic lattice clock[56]. Finally, our architecture, thanks to the rich features and flexibility offered by the new FPGA-SoC board, may find application in various research fields, extending well beyond our original purpose of controlling AMO physics experiments.
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Appendix A: Auto-synchronization

In Sec. A1 we present the full model of the auto-synchronization scheme outlined in Sec. II B and in Sec. A2 we show additional data for the first implementation presented in Sec. IV C. In Sec. A3 the fitting function is presented.
which is used to obtain the synchronization error shown in Fig. 6c in Sec. IV C. In Sec. A 4 sample detector signals are shown.

1. Theoretical Model

A graphical representation of all the quantities and delays involved in the synchronization scheme is presented in Fig. 7 for the primary and secondary boards. The measurement on the primary board gives for each secondary board for the primary and secondary boards. The measurement on the primary board generates the pulse and waits until detection of the reflected signal after a propagation time of \(2 \times \tau_{p}^{i} \) (light gray). Delays involving the generation \( \theta_{g}, \) and the detection \( \theta_{d}, \) of the pulse have to be added for the calculation of the round-trip time \( t_{RT} = N_{RT}^{p} T + \Delta t_{RT}^{p}, \) with \( T \) the clock cycle time. Lower part: the secondary board \( i \) detects the pulse after the propagation time \( \tau_{p}^{i} \) (dark gray) and it is assumed the same delays as for the primary board. The delay of the local clock of the secondary board with respect to the primary board is \( \Delta t_{RT}^{i} \) and can be calculated from the difference of \( \phi_{p}^{i} - \phi_{p}^{i}. \) The measured quantities \( N_{RT}^{i}, \Delta t_{RT}^{i} \) and \( \Delta t_{RT}^{i} \) are indicated in red. The width of the pulse \( w_{p} \) is changing during the propagation due to dispersion, and affects the measurement if this involves both leading and trailing edges of the pulse (not shown here).

From the propagation time \( \tau_{p}^{i}, \) the phase \( \phi_{p}^{i} \) can be calculated:

\[
\phi_{p}^{i} = \left( \left( \tau_{p}^{i} + t_{g} \right) \% T / T \right) 360^{\circ} / T
\]

The symbols \% and // represent modulo and integer division, respectively. The factor \( \left( \tau_{RT}^{i} \% T / T \right) \) adds \( T/2 \) to \( \phi_{p}^{i} \) when \( \phi_{p}^{i} < \phi_{p}^{i}. \) \( \phi_{p}^{i} \) is the expected phase of the pulse which the secondary board would measure for \( \Delta t_{RT}^{i} = 0. \) The actual pulse phase which the secondary board obtains is:

\[
\phi_{p}^{i} = \left( \Delta t_{RT}^{i} - t_{g} \right) 360^{\circ} / T ,
\]

TABLE I. Used constants for the auto-synchronization. The measured standard deviation is given in brackets.

| name          | value         | remark                  |
|---------------|---------------|-------------------------|
| \( t_{0} - t_{d} \) | 205(1) ns     | offset from linear fit Fig. 6a               |
| \( t_{d} \)   | -2(1) ns      | offset from linear fit Fig. 6b               |
| \( \phi_{p} \) | 25(1)°        | measured \(^a\)              |
| \( \phi_{p}^{\text{crit}} \) | 180(20)°     | measured \(^b\)              |
| \( \theta_{0} \) | 20°          | fine-adjusted manually to minimize the error |
| \( \theta_{m} \) | 90°          | chosen \(^c\)               |
| \( \theta_{add} \) | 70°          | chosen                  |
| \( \Delta \phi_{p}^{\text{crit}} \) | 20°          | chosen \(^c\)               |
| \( \delta \phi_{p}^{\text{crit}} \) | 30°          | chosen \(^c\)               |

\(^a\) Obtained from earlier measurements.  
\(^b\) At \( f_{s} = 50 \text{ MHz} \).  
\(^c\) Error is smaller than \( \Delta \phi_{p}^{\text{crit}} \) but was not systematically measured.

\( \tau_{g} \) is at a small and positive detector clock, the measured \( \Delta \phi_{p} \) increments by one cycle. \( \phi_{p} \) is at a small and positive detector clock, the measured \( \Delta \phi_{p} \) increments by one cycle. \( \phi_{p} \) is at a small and positive detector clock, the measured \( \Delta \phi_{p} \) increments by one cycle. \( \phi_{p} \) is at a small and positive detector clock, the measured \( \Delta \phi_{p} \) increments by one cycle. \( \phi_{p} \) is at a small and positive detector clock, the measured \( \Delta \phi_{p} \) increments by one cycle. \( \phi_{p} \) is at a small and positive detector clock, the measured \( \Delta \phi_{p} \) increments by one cycle. \( \phi_{p} \) is at a small and positive detector clock, the measured \( \Delta \phi_{p} \) increments by one cycle. \( \phi_{p} \) is at a small and positive detector clock, the measured \( \Delta \phi_{p} \) increments by one cycle. \( \phi_{p} \) is at a small and positive detector clock, the measured \( \Delta \phi_{p} \) increments by one cycle. \( \phi_{p} \) is at a small and positive detector clock, the measured \( \Delta \phi_{p} \) increments by one cycle. \( \phi_{p} \) is at a small and positive detector clock, the measured \( \Delta \phi_{p} \) increments by one cycle. \( \phi_{p} \) is at a small and positive detector clock, the measured \( \Delta \phi_{p} \) increments by one cycle. \( \phi_{p} \) is at a small and positive detector clock, the measured \( \Delta \phi_{p} \) increments by one cycle. \( \phi_{p} \) is at a small and positive detector clock, the measured \( \Delta \phi_{p} \) increments by one cycle. \( \phi_{p} \) is at a small and positive detector clock, the measured \( \Delta \phi_{p} \) increments by one cycle. \( \phi_{p} \) is at a small and positive detector clock, the measured \( \Delta \phi_{p} \) increments by one cycle. \( \phi_{p} \) is at a small and positive detector clock, the measured \( \Delta \phi_{p} \) increments by one cycle. \( \phi_{p} \) is at a small and positive detector clock, the measured \( \Delta \phi_{p} \) increments by one cycle.
The secondary board:

$\phi_{\text{ext}}^i = -\Delta \varepsilon^i \frac{360^\circ}{T} = \phi_p^i - \phi_s^i - \phi_0 + \xi(\phi_p^i)$.

(A4)

This is the full relation corresponding to Eq. 4 in Sec. II B.

The additional phase factor $\phi_0$ is manually adjusted to minimize the synchronization error. This corrects an eventual mismatch in $t_d$ between the primary and secondary board and corrects for our choice to measure $\phi_p^i$ on the trailing edge and $\phi_s^i$ on the leading edge of the pulse. When $\phi_p^i$ happens to be close to the critical phase $\phi_p^{\text{crit}}$, the resulting synchronization error shows random jumps by $T$ in either positive or negative direction. The security phase $\xi(\phi_p^i)$ is introduced to avoid this region which we define as $\pm \Delta \phi_p^{\text{crit}}$ around $\phi_p^{\text{crit}}$. $\xi(\phi_p^i)$ is nonzero only if $\phi_p^i$ is inside this region and adds in this case $\pm \Delta \phi_p^{\text{crit}}$ to $\phi_{\text{ext}}$ according to:

$\xi(\phi_p^i) = \begin{cases} 
\xi \phi_p^i \text{ for } |\phi_p^i - \phi_p^{\text{crit}}| < \Delta \phi_p^{\text{crit}} \\
0 \text{ otherwise }
\end{cases}$.  

(A5)

The function $\text{sign}(x)$ gives $\pm 1$ depending on the sign of $x$. When $\xi(\phi_p^i)$ is nonzero, the synchronization error increases by about $\Delta \phi_p^{\text{crit}} T / 360^\circ \approx 1.7$ ns, but avoids uncontrollable outliers. The data points at 20 m and 31.3 m in Fig. 3 and 4 represent such cases where the measured $\phi_p$ is about $\pm 15^\circ$ near $\phi_p^{\text{crit}}$ (see green shaded region in Fig. 3). Note, that this correction depends only on the measured $\phi_p$ and is automatically applied by the boards. For applications where the added synchronization error is unacceptable, the board can give a warning to the user and a slightly shorter or longer trigger cable might be used.

The detection clock phase $\phi_d^i$, is used not only during the auto-synchronization measurement, but also afterwards to detect the pulse on the secondary boards. It does not directly influence the synchronization error, but it is set such that the detection of the trigger pulse happens neither close to the rising or falling edges of the pulse, nor to the rising edge of the bus clock. This ensures reliable timing but might require one additional cycle to wait. $\phi_d^i$ is set at least $\phi_{\text{add}}$ after the arrival of the pulse:

$\phi_d^i = \begin{cases} 
\phi_{\text{add}} & \text{if } \phi_d^i \leq \phi_m \\
\phi_m & \text{if } \phi_m < \phi_d^i \leq 360^\circ - \phi_m \\
\phi_d^i & \text{if } 360^\circ - \phi_m < \phi_d^i \leq 360^\circ + \phi_m \\
\phi_d^i - 360^\circ & \text{otherwise }
\end{cases}$.  

(A6)

The phase margin $\phi_m$ ensures that $\phi_d^i$ has a phase outside of the region $[-\phi_m \ldots + \phi_m]$ to avoid that the detection of the pulse is too close to the bus clock rising edge where the timing would be unreliable. It was chosen to be significantly larger than $\phi_+$. The last parameters to be determined are the number of cycles each board has to wait before it can start output data on the bus. For this the propagation number of cycles $N_p^i$ have to be calculated:

$N_p^i = (c_i + t_g + t_d) / T + \left\{ \begin{array}{ll} 
N_0 & \text{for } \phi_{\text{det}}^i \leq 360^\circ - \phi_m \\
N_0 + 1 & \text{otherwise .}
\end{array} \right.$  

(A7)

Here the experimentally determined constant integer $N_0 \in \mathbb{Z}$ adds a few cycles to account for the cycles needed to start the output. The +1 accounts for the above mentioned case, that the detection clock was adjusted to detect the pulse one cycle later, to ensure reliable timing. With the knowledge of all $N_p^i$ of the secondary boards the waiting number of cycles of the primary and secondary boards can be calculated:

$N_{\text{w prim}} = \max_j(N_p^j)$

$N_{\text{w}} = N_{\text{w prim}} - N_p^i$.  

(A8)

The waiting number of cycles of the primary board is the largest of the $N_p^i$, i.e. $\max_j(N_p^j)$, and each secondary board has to wait less until the last board does not need to wait.

The first demonstration of this scheme is presented in Sec. IV C and Fig. 6 shows the results. In Fig. 6 in the next section the different phases are shown for the same data.

2. Measured external clock phase

Fig. 8 shows the phases $\phi_p$ (green circles), $\phi_s$ (blue squares) and $\phi_{\text{ext}}$ (orange diamonds) for the corresponding data presented in Fig. 6 in Sec. IV C. The linear fit (modulo $360^\circ$) of $\phi_p$ vs. cable length (blue dashed line) gives a propagation delay per unit length of $\frac{\Delta \phi_p}{\Delta L} = 4.9(3)$ ns/m (averaged over leading and trailing edge of the pulse), which is the same as the one measured on the primary board (see Fig. 3). When $\Delta \tau_p = 0$, the offset of the linear fit gives the detection delay of the pulse $t_d$. For nonzero $\Delta \tau_p$ the offset is shifted accordingly.

In Fig. 9 we show the synchronization error as a function of the sum $\phi_{\text{ext}} + \Delta \tau_c - \frac{360^\circ}{T}$, i.e. how well the measured $\phi_{\text{ext}}$ compensates the externally applied clock delay $\Delta \tau_c$ (see Eq. (44)). A linear fit (orange dashed line) gives a slope of $80(1)$ ps/degree which is slightly larger than the expected $20 \text{ps}/\text{degree}$ and the offset of $263(4)^\circ$ indicates that there is an additional unaccounted phase shift on the external clock. The used 20 cm long clock cable would introduce a phase shift of only about $20^\circ$ at the 50 MHz external clock frequency used for this measurement. Additional phase shifts can come from input and clock buffers and propagation delays inside of the FPGA. The main contribution to the synchronization error can be attributed to the small difference of the measured pulse propagation delay per unit length $\frac{\Delta \phi_p}{\Delta L}$ between the primary board $\tau_p$ and the secondary board $\tau_s$. To compensate for this we have chosen to use the leading edge of the pulse on the primary board and the trailing edge on the secondary board. But with this choice the pulse width needs to be compensated (using $\phi_0$), which we do at the moment only
FIG. 8. a) Example phases for $N_c = 360^\circ$ corresponding to the data in Fig. 7: primary pulse phase ($\varphi_p$, green circles), secondary pulse phase ($\varphi_s$, blue squares) and external PLL phase ($\varphi_{ext}$, orange diamonds). The dashed (blue) line is a linear fit modulo $360^\circ$ through $\varphi_p$ and gives $\frac{d\varphi_p}{dt} = 4.9(3)$ ns/m. For cable lengths 20 m and 31.3 m, the phase $\varphi_s$ is within $\pm 20^\circ$ of $\varphi_p$ (green shaded area) and the security phase is set nonzero $\varphi_p = \mp 30^\circ$. This causes that $\varphi_{ext}$ is shifted away from the ideal value but ensures that the synchronization error, although slightly increased, does not jump arbitrarily by $\pm T$. b) Correlation between the error of the external clock phase and measured synchronization error plotted for all $\tau$ (different colors). The dashed (orange) line is a linear fit which gives a slope of 80(1) ps/degree and an offset of 263(4)°.

under the assumption that it does not change for varying cable length. This assumption is not true due to the dispersion of the pulse. Nevertheless, even with the present scheme, the resulting synchronization error in Fig. 6 is already very low.

3. Fitting function for the synchronization error

Here we present the fitting function used to fit the oscilloscope traces shown in the inset of Fig. 6. For each trace the auto-synchronization was performed as described in Sec. IV C. After this, in order to measure the resulting synchronization error, another pulse is generated by the primary board and it waits the calculated waiting time $N_{w}^{prim}$ and generates a signal on an auxiliary I/O pin which is recorded by an oscilloscope (blue traces in inset of Fig. 6). Each trace consists of 14 data points with a resolution of 2 ns. After the secondary board detects the pulse, it immediately generates a signal on an auxiliary I/O pin which is used to trigger the oscilloscope and is recorded (orange traces) together with that of the primary board. The saved traces are fitted with a sigmoid function which is constructed from a piecewise defined linear slope $s(t, t_0, k, y_-, y_+)$ and is smoothed with a Gaussian kernel $g(t, \sigma)$:

$$g(t, \sigma) = \frac{1}{\text{norm}} e^{-\frac{t^2}{2\sigma^2}}$$

$$\mu = \frac{y_- + y_+}{2}, \quad \nu = \frac{y_+ - y_-}{2k}$$

$$s(t, t_0, k, y_-, y_+) = \begin{cases} y_- & t < t_0 \\ \mu + (t - t_0)k & |t - t_0| \leq \nu \\ y_+ & t > t_0 \end{cases}$$

$$f(t, t_0, k, \sigma, y_-, y_+) = s(t, t_0, k, y_-, y_+) * g(t, \sigma).$$

The symbol $*$ means the discrete convolution with fixed steps in time and the Gaussian is normalized (norm) such that the sum over the discrete kernel entries is one. The function $f(t, t_0, k, \sigma, y_-, y_+)$ smoothly changes from the value $y_-$ for $t < t_0$ to the value $y_+$ for $t > t_0$. The slope $k$ and the width $\sigma$ of the Gaussian define how fast is the change between the extremes around the time $t_0$.

Each trace is fitted individually with $f(t, t_0, k, \sigma, y_-, y_+)$ with free parameters $t_0$, $k$, $y_-$ and $y_+$ and $\sigma = 2$ ns is kept fixed. The resulting synchronization error is the difference of the fitted $t_{0}^{rec}$ of the secondary board minus that one of the primary board $t_{0}^{prim}$.
4. Measured detection signal

Here we show examples of trigger signals and the 
detection signal for varying detector phase used for the auto-
synchronization described in Sec. IV A. The schematics of 
the pulse generation and detection electronics can be found 
Cora-Z7-10 and Cora-Z7-07S board (-10 and -07S in table headings 
for demonstration the possibility to interrupt the ex-
ternal event, like waiting until the atom number reaches a 
maximum possible bus output rate, but are as well an excel-
sent tool to verify the efficiency of the driver. Any delays in 
time-critical parts, like the interrupt service routine or where 
DMA buffers are updated, severely impact the DMA trans-
smission rate. For example, output of text messages for debug-
ging purposes cannot be done since the serial transmission of 
the text via USB to a host computer is too slow and would 
block the driver.

Appendix B: Data rate fitting function

Here we give the function used for modeling the data transmission rates presented in Fig. 4 and Sec. IV A and the data uploading rates presented in Fig. 5 and Sec. IV B. The fit results can be found in Tab. II.

The model function gives the resulting rate \( \Gamma(N) \) as a function of number of samples \( N \) and includes a delay time (latency) \( \tau \) and two data transmission rates where \( \Gamma_0 \) is active for \( N \leq N_\Theta \) and \( \Gamma_1 \) active for \( N > N_\Theta \):

\[
\Gamma(N) = \frac{1}{\frac{\tau}{N} + \frac{\Theta(N-N_\Theta)}{\Gamma_0} + \frac{\Theta(N-N_\Theta)}{\Gamma_1}}
\]

\[
\Theta(x) = \begin{cases} 
0 & \text{for } x \leq 0 \\
1 & \text{otherwise} 
\end{cases}
\]

The value \( \beta = 12 \) bytes per sample for this measurement. The delay takes into account that data cannot be transmitted immediately after the start signal has been given. The two rates are used to model that data transmission can run at different speeds, for example when FIFO buffers are involved.

For the measurement of the TX DMA rate an eventual delay cannot be detected and it was set to \( \tau = 0 \). The initial rate was set to the maximum possible \( \Gamma_0 = \Gamma_{\text{max}} \) and the second rate \( \Gamma_1 \) is left as a fitting parameter. The threshold number of samples is set to fixed \( N_\Theta = 4 \) since this is the smallest number of samples which can be transmitted. This is because we have chosen to use a 16 byte wide (128 bits) data stream and \( \beta = 12 \) bytes, which have 48 bytes as the least common multiple, i.e. 4 samples. Unused samples are marked by the driver with a “no-operation” (NOP) bit, such that non-multiple number of samples of 4 are no problem. For the measurement of the RX DMA rate and the data uploading rate, the fitting parameters are the delay \( \tau \) and the rate \( \Gamma_0 \). No second rate is needed. For the measurement of the RX FIFO rate \( \Gamma_1 \) and \( N_\Theta \) are fitting parameters, the delay and initial rate is again set to 0 and \( \Gamma_{\text{max}} \) respectively.

Note that the DMA rate measurements give not only the maximum possible bus output rate, but are as well an excellent tool to verify the efficiency of the driver. Any delays in time-critical parts, like the interrupt service routine or where the DMA buffers are updated, severely impact the DMA transmission rate. For example, output of text messages for debugging purposes cannot be done since the serial transmission of the text via USB to a host computer is too slow and would block the driver.

Appendix C: Start- and stop trigger

In Fig. 10 we present a measurement of the start trigger and the cycling method of the board. In addition, we implemented for demonstration the possibility to interrupt the execution of the sequence when the start trigger signal is reset after the board has been started. This might be useful to manually check the state of the experiment, or to wait for some external event, like waiting until the atom number reaches a
certain value. The experimental sequence consists of an analog output performing a triangular ramp (orange) which is executed repeatedly in cycling mode. The dotted lines indicate the beginning of each cycle. A waveform generator provides the trigger signal (blue). See Fig. 10b for the unperturbed experiment: without the start-stop trigger activated, there is no relation between the trigger and the ramp, which we show for 5 realisations of the experiment. In Fig. 10b we show the result when the start-stop trigger is activated which is starting the execution of the ramp and then interrupting it as long as the trigger signal is low. We have again repeated this measurement 5 times and now all repetitions overlap.

Appendix D: Resource utilization

Tab. III gives a summary of the used resources of the PL part and shows that we do not use all of the available resources although the FPGA is relatively small. This allows to implement further improvements or customization in case it is needed.

TABLE III. Used resources for Cora Z7-10 (Zynq-7010) and Cora Z7-07S (Zynq-7007S) FPGA-SoC boards: Flip-flops (FF) store single-bit data, lookup tables (LUT) are used to represent logic operations, block-RAM (BRAM) is a much larger (36 kbit) collection of flip-flops, and mixed-mode manager (MCMC), are phase-locked loops (PLL) but allow dynamic phase shifting. We use neither classical PLLs nor digital signal processing (DSP) cells.

| device   | FF | LUT | BRAM | MCMC | PLL | DSP |
|----------|----|-----|------|------|-----|-----|
| Z7-10    | available | 35200 | 17600 | 60 | 2 | 2 | 80 |
|          | used percent | 13275 | 9824 | 38 | 2 | 0 | 0 |
| Z7-07S   | available | 28800 | 14400 | 50 | 2 | 2 | 66 |
|          | used percent | 13274 | 9825 | 38 | 2 | 0 | 0 |

FIG. 10. Demonstration of a start and stop trigger option in cycling mode. a) Analog output triangular ramp (orange) running with 4 μs per sample in cycling mode. The FPGA board is freely running without waiting for the trigger signal (blue). b) Same ramp but with start and stop trigger enabled. Both panels show the accumulated signal for 5 repetitions (number in brackets of labels). The vertical dotted lines indicate the beginning of each experimental cycle.
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If \( \phi \sim \phi \), the measurement is not reliable due to its sensitivity to noise.

This choice was motivated to have similar \( \Delta \tau \) for the measurements of the primary and secondary board. The average in \( \Delta \tau \) for the leading and trailing edge of the pulse is the same for both boards, but the primary board shows a larger discrepancy between the values obtained for the two edges. The difference is caused by the dispersion of the pulse. \( \phi \) corrects the phase shift introduced by half of the pulse width \( \Delta \tau \) (see Fig. 1) but does not correct for the changing width along the path.

The value of \( \Delta \tau \) (see Tab. 1) has been determined experimentally, but there might be a dependence with our choice of parameters. Its exact origin has not been investigated.

We do not use the feedback option which cancels such phase shifts.

When fitting \( \sigma \), the correlation to the slope \( k \) causes that for some traces the fit has problems to converge and attains big errors.

In cycling mode the board repeats the experimental sequence for a programmed number of times or infinitely until a stop command is sent.