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Abstract—In recent years, a significant research effort has been devoted to the design of distributed protocols for the control of multi-agent systems, as the scale and limited communication bandwidth characteristic of such systems render centralized control impossible. Given the strict operating conditions, it is unlikely that every agent in a multi-agent system will have local information that is consistent with the true system state. Yet, the majority of works in the literature assume that agents share perfect knowledge of their environment. This paper focuses on understanding the impact that inconsistencies in agents’ local information can have on the performance of multi-agent systems. More specifically, we consider the design of multi-agent operations under a game theoretic lens where individual agents are assigned utilities that guide their local decision making. We provide a tractable procedure for designing utilities that optimize the efficiency of the resulting collective behavior (i.e., price of anarchy) for classes of set covering games where the extent of the information inconsistences is known. In the setting where the extent of the informational inconsistencies is not known, we show — perhaps surprisingly — that underestimating the level of uncertainty leads to better price of anarchy than overestimating it.

I. INTRODUCTION

The widespread utilization of multi-agent architectures has led to increased interest in the design of distributed control algorithms. Advancements in this area could have significant societal impact, not limited to the detection of forest fires [1], placement of wireless sensors in smart grids [2] and even performance art [3]. The fundamental challenge in the control of multi-agent systems arises from the stringent requirements placed on their scalability, communication and privacy. As these requirements cannot be satisfied by a centralized approach, we must use distributed protocols where the agents act independently according to their local information. A common approach for distributed design is to cast the global system objective as an optimization problem where the aforementioned requirements are embedded as constraints [4]. Then, through careful consideration of the problem’s structure, a distributed algorithm is designed that gives good approximate solutions.

A commonly held assumption in the design of distributed protocols is that all the agents either have perfect knowledge on the underlying problem setting or quickly obtain it through communication (see, e.g., [5]). However, in practice, an agent’s knowledge on the ground truth may be limited, especially in scenarios where accurate estimation of the true state of the environment is difficult. This prompts the following line of questioning:

– How robust is the performance of a given distributed control algorithm to inconsistencies in agents’ knowledge?

– Can distributed control algorithms be explicitly designed to be robust against inconsistencies in agents’ knowledge?

In this work, we investigate these two questions from a game theoretic perspective. Our main contribution is a general framework for evaluating the robustness of distributed control algorithms in which the agents’ decision making is based on their own (possibly inaccurate) knowledge of the problem parameters. Each agent acts in its own self interest, maximizing its utility function according to its local knowledge of the underlying problem setting. The system performance guarantees are measured under the well studied notion of price of anarchy [6], defined as the ratio between the system welfare at the worst system outcome and the system optimum. Here, the worst system outcome is defined as the worst emergent allocation of agents (i.e., pure Nash equilibrium) with respect to the worst possible disposition of the agents’ knowledge. We then apply our framework to the class of set covering games [7] in the setting where each agent’s estimate of the problem parameters lies within a bounded interval centered around the true system state.

The study of uncertainty among agents is not new in the field of game theory. In fact, John Harsanyi’s seminal work on incomplete information games [8] was one of the first significant contributions to this field. The incomplete information model has been used to study multi-agent systems in a variety of contexts, including network games [9], team decision making [10] and pursuit/evasion [11]. While this body of important work is relevant to our problem setting, our analysis departs from the incomplete information framework as, in our setting, agents do not possess probabilistic models of the system state and have only limited knowledge on the other agents’ beliefs. Thus, the system operator must account for the worst possible scenario when designing the distributed protocols. The differences between the incomplete information framework and the framework proposed in this manuscript are roughly comparable to those between stochastic and robust optimization.

The literature on “robust” formulations is much more restricted. In [12], the authors consider how to generate a set of possible utility functions that are consistent with a limited amount of information. A distribution-free analysis of incomplete information games is considered in [13] through a proposed equilibrium concept. To the author’s knowledge, the closest work is [14], where price of anarchy results are considered in scenarios where the agents have biases in their perceived utilities. While similar in flavor, our paper studies utility design under a difference class of utility deviations that result from limited information scenarios.

In this paper, we propose a novel game theoretic framework for studying multi-agent systems that does not impose the assumption that agents possess perfect knowledge of
the underlying problem setting. We apply our framework to the class of set covering games [7] and study the performance of distributed control algorithms designed without the perfect knowledge assumption in this setting. In Section [III] we introduce the problem of utility design in uncertain environments and define a relevant class of games in which to model uncertainties. In Section [III] we formulate tractable linear programs that (i) tightly characterize performance guarantees and (ii) characterize an optimal utility design in games with system uncertainties, extending the result in [15] to our incomplete information setting. In Section [IV], we restrict our attention to the important class of set covering games with uncertainties. In this setting, we obtain an exact characterization of the best achievable efficiency under varying levels of uncertainty. Proofs for all the results are given in the appendix.

**Notation.** We use \( \mathbb{R} \) and \( \mathbb{N} \) to denote the set of real numbers and natural numbers respectively. For any \( p, q \in \mathbb{N} \) with \( p < q \), let \( [p] = \{1, \ldots, p\} \) and \( [p, q] = \{p, \ldots, q\} \). Given a set \( S \), \( |S| \) represents its cardinality.

II. THE MODEL

We expand on the class of resource allocation games [16] to model a general distributed scenario. A set of agents \( \mathcal{N} = [n] \) must be allocated to a set of resources \( \mathcal{R} = \{r_1, \ldots, r_m\} \). Each agent \( i \in \mathcal{N} \) is associated with a set of permissible actions \( \mathcal{A}_i \subseteq 2^\mathbb{R} \) and we denote the set of admissible joint allocations by the tuple \( a = (a_1, \ldots, a_n) \in \mathcal{A} = \mathcal{A}_1 \times \cdots \times \mathcal{A}_n \). Each resource \( r \in \mathcal{R} \) is associated with a state \( y_r \) and a welfare function \( W_r : [n] \times \mathcal{Y}_r \to \mathbb{R} \) that measures the system performance at that resource as a function of its aggregate utilization. In other words, \( W_r(k ; y_r) \) is the system performance at resource \( r \) when there are \( k \in [n] \) users selecting \( r \) and the local state of resource \( r \) is \( y_r \).

Lastly, the system-level welfare is captured by the function \( W : \mathcal{A} \times \mathcal{Y} \to \mathbb{R} \), where \( \mathcal{Y} = \prod_{r \in \mathcal{R}} \mathcal{Y}_r \) defines the set of possible system states. In general, for a given allocation \( a \in \mathcal{A} \) and system state \( y \in \mathcal{Y} \) the system-level welfare is of the form

\[
W(a; y) = \sum_{r \in \mathcal{R}} W_r(|a|_r; y_r),
\]

where \(|a|_r = |\{i \in \mathcal{N} \text{ s.t. } r \in a_i\}|\) represents the number of agents selecting \( r \) in the allocation \( a \). Given a system state \( y \in \mathcal{Y} \), the goal of the multi-agent system is to coordinate to the allocation that optimizes the system-level welfare

\[
a^{opt} \in \arg \max_{a \in \mathcal{A}} W(a; y).
\]

However, deriving the optimal allocation requires an infeasible amount of computational resources and coordination. Therefore, we focus on arriving at approximate solutions through a designed utility function \( U_i : \mathcal{A} \times \mathcal{Y} \to \mathbb{R} \) and model the emergent collective behavior by a pure Nash equilibrium, which we will henceforth refer to simply as an equilibrium. Given the local knowledge \( y_i \in \mathcal{Y} \) of each agent \( i \in \mathcal{N} \), an equilibrium is defined as an allocation \( a^{ne} \in \mathcal{A} \) such that for any agent \( i \in \mathcal{N} \)

\[
U_i(a^{ne}_i, a^{ne}_{-i}; y_i) \geq U_i(a_i, a^{ne}_{-i}; y_i), \quad \forall a_i \in \mathcal{A}_i.
\]

It is important to highlight that an equilibrium may or may not exist for such situations, particularly in cases where the agents do not evaluate their utility functions for the same state, i.e., \( y_i \neq y_j \). Throughout this paper, we will assume that equilibria exist within the games under consideration. Nonetheless, our results extend to other solution concepts that are guaranteed to exist such as coarse correlated equilibrium [17].

Throughout this paper, we will focus on the scenario where there is a true system state \( y_{true} \in \mathcal{Y} \) and each agent \( i \in \mathcal{N} \) has its own knowledge of this state \( y_i \) which may or may not reflect the true state, i.e., \( y_i \) need not equal \( y_{true} \). While the agents’ knowledge \( y = (y_1, \ldots, y_n) \in \mathcal{Y}_n \) will invariably influence their local behavior and resulting equilibria, we will measure the performance of the resulting equilibrium \( a^{ne} \) according to the true state, i.e., \( W(a^{ne}; y_{true}) \). Accordingly, our goal is to assess how discrepancies in the agents’ knowledge impacts the quality of the resulting equilibria. Furthermore, we investigate the optimal design of the utility functions in scenarios where such discrepancies may exist.

To ground these questions moving forward, we consider an extension of the utility functions considered in the framework of Distributed Welfare Games [16], where each resource is associated with a utility generating function of the form \( U_r : [n] \times Y_r \to \mathbb{R} \). Here, the utility generating function defines the benefit associated with each agent selecting resource \( r \), and can depend on both (i) the number of agents selecting resource \( r \) and (ii) the state of resource \( r \). Given these utility generating functions \( \{U_r\}_{r \in \mathcal{R}} \), the utility of an agent \( i \in \mathcal{N} \) in an allocation \( a \in \mathcal{A} \) is separable and of the form

\[
U_i(a; y_i) = \sum_{r \in a_i} U_r(|a|_r; y_{i,r}).
\]

Note that each agent \( i \in \mathcal{N} \) uses its own state values \( y_i \) to compute its utility at each resource.

We measure the efficiency of the resulting equilibria through the well-studied price of anarchy metric [6]. We begin by formally expressing a game by the tuple

\[
\mathcal{G} = (\mathcal{N}, \mathcal{R}, \mathcal{A}, \{W_r, y_r, U_r\}_{r \in \mathcal{R}}, y_{true}; \{y_i\}_{i \in \mathcal{N}}).
\]

Note that this tuple includes all relevant information to define the game. We define the price of anarchy of the game \( \mathcal{G} \) by

\[
\text{PoA}(\mathcal{G}) := \frac{\min_{a \in \text{NE}(\mathcal{G})} W(a; y_{true})}{\max_{a \in \mathcal{A}} W(a; y_{true})} \leq 1,
\]

where \( \text{NE}(\mathcal{G}) \subseteq \mathcal{A} \) denotes the set of equilibrium of the game \( \mathcal{G} \). We will often be concerned with characterizing the price of anarchy for broader classes of games where resources share common characteristics. To that end, let \( Z_r = \{W_r, y_r, U_r\} \) define the characteristics of a given resource \( r \). Further, let \( \mathcal{Z} \) denote a family of possible resource characteristics. We define the family of games \( \mathcal{G}_Z \) as all games of the above form where \( \{W_r, y_r, U_r\} \in \mathcal{Z} \) for each resource \( r \in \mathcal{R} \). The price of anarchy of the family of games \( \mathcal{G}_Z \) is defined as

\[
\text{PoA}(\mathcal{G}_Z) := \inf_{\mathcal{G} \in \mathcal{G}_Z} \text{PoA}(\mathcal{G}) \leq 1.
\]
For brevity we do not explicitly highlight the number of agents in a class of games as that is always assumed to be less than \( n \). In order to express the informational inconsistencies between the agents’ knowledge and the true state, we define the metric \( \rho_d : G_Z \rightarrow \mathbb{R}_{\geq 0} \) as

\[
\rho_d(G) = \max_{i \in N} d(y_i^G; y_{\text{true}}^G),
\]

where \( d : Y \times Y \rightarrow \mathbb{R}_{\geq 0} \) is some distance measure such that \( d(y, y') = 0 \) if and only if \( y = y' \). Observe that, under this notation, a perfect information scenario where all agents know the true state corresponds with \( d(y_i^G; y_{\text{true}}^G) = 0 \) for all \( i \in N \) and \( \rho_d(G) = 0 \). Conversely, when the agents have limited knowledge on \( y_i^G \), \( \rho_d(G) \) measures the extent of the uncertainty where a higher \( \rho_d(G) \) indicates that the agent’s evaluation of the state \( y_i^G \) is “further” from the true state \( y_{\text{true}}^G \). Consolidating these limitations, the set of games in which \( \rho_d(G) \leq \delta \) is denoted by \( G_Z^\delta \).

In particular, we use the following distance measure for the rest of the paper:

\[
d(y; y_{\text{true}}) = \max_{r \in R, k \in [n]} \frac{|W_r(k; y_r) - W_r(k; y_{\text{true},r})|}{W_r(k; y_{\text{true},r})}. \tag{6}
\]

Note that, for a given instance, this measure allows us to capture the level uncertainty that agents have on the system welfare independently of the individual resources. For context, we introduce the following application domains.

**Example 1** (Forest Fire Detection). Consider the scenario detailed in [1] where a set of unmanned aerial vehicles (UAVs) coordinate to cover a forest region to maximize the detection of a forest fire - modeled as a covering game [7]. The UAVs are the agents in the game and the resource set \( R \) correspond to a finite partition of the forest region that the UAVs are tasked to cover. Each UAV carries a sensor with a limited sensing range and must select a position to survey (with a corresponding sensing range) - this choice is modeled by an action set \( A_r \). The state \( y_r \) of each resource \( r \) corresponds to the risk that a forest fire might emerge in that resource. We wish to allocate the UAVs to maximize

\[
W(a; \{y_r\}_{r \in R}) = \sum_{r \in U_a} y_r, \tag{7}
\]

which must balance focusing on the high risk areas and covering as much of the forest region as possible.

**Example 2** (Weapon-Target Assignment). Consider the weapon-target assignment problem described in [18] where a set of weapons \( \mathcal{N} = \{1, \ldots, n\} \) are assigned to a set of targets \( \mathcal{T} \) with the objective of maximizing the expected value of targeted engagements. When \( k \in \{1, \ldots, n\} \) weapons engage a target \( t \in \mathcal{T} \), its expected value is \( v_t \cdot [1 - (1 - p_t)^k] \) where \( v_t \geq 0 \) is \( t \)'s associated value and \( p_t \in [0, 1] \) is \( t \)'s probability of successful engagement. Based on its range and specifications, each weapon \( i \in \mathcal{N} \) can only engage particular subsets of the targets corresponding with the actions \( a_i \in A_i \subseteq 2^\mathcal{T} \). Accordingly, under an allocation of weapons \( a = (a_1, \ldots, a_n) \), the operator’s welfare is measured as

\[
W(a; \{(v_t, p_t)\}_{t \in \mathcal{T}}) = \sum_{t \in \mathcal{T}} v_t \cdot [1 - (1 - p_t)]^{a[t]}. \tag{8}
\]

Observe that this scenario can be modeled as a resource allocation game where each weapon is an agent, each target is a resource and each target \( t \) has state \( y_t = (v_t, p_t) \).

Though a resource characteristic is a triplet \( Z_r = \{W_r, Y_r, U_r\} \), in many cases only \( W_r \) and \( Y_r \) are inherited from the problem setting, while the utility generating rule \( U_r \) is designed. Accordingly, we will often think of the utility generating function at each resource as being derived from \( \{W_r, Y_r\} \), i.e., \( U_r = \Pi(W_r, Y_r) \) where \( \Pi \) is the utility mechanism. Let the set \( Z(\Pi) = \{W_r, Y_r, \Pi(W_r, Y_r)\}_{r \in R} \).

The main focus of this paper is on determining the utility mechanism that maximizes the price of anarchy, i.e.,

\[
\Pi^{opt} = \arg \max_\Pi \text{PoA}(G_Z^\delta(\Pi)). \tag{9}
\]

Accordingly, one may wish to understand how the achievable performance guarantees are affected by the amount of uncertainty \( \delta \geq 0 \). In scenarios where the system designer does not know the true value of \( \delta \), one may additionally seek to characterize the degradation in performance guarantees for estimates on \( \delta \) of varying levels of accuracy. In the forthcoming sections, we provide preliminary results along these lines of questioning.

### III. Characterization of PoA

Having defined our general model for limited information scenarios, in this section, we concentrate on a specific class of resource characteristics. Doing so allows us to formulate the optimization problem in (9) as a linear program by leveraging recent results in [15]. Let \( Z_{w,u} \) correspond to a set of resource characteristics

\[
Y_r = \mathbb{R}_{\geq 0} \tag{10}
\]

\[
W_r(|a|; y_r) = y_r \cdot w(|a|) \tag{11}
\]

\[
U_r(|a|; y_r') = y_{r'} \cdot w(|a|) \tag{12}
\]

respectively, where \( y_r, y_{r'} \in Y_r \) and \( w : [n] \rightarrow \mathbb{R}_{\geq 0} \) and \( u : \{1, \ldots, n\} \rightarrow \mathbb{R} \) are fixed across all resources \( r \in R \) with \( u(0) = u(0) = 0 \) and \( u(1) = u(1) = 1 \). With abuse of notation, we use the notation \( G_{w,u} \) to refer to the family of games \( G_{Z_{w,u}} \). In this model, \( y_r \) corresponds to a measure of value of the resource \( r \). Additionally, when a set of agents cover a certain resource \( r \), \( w \) and \( u \) correspond to the resource agnostic measure of the added system welfare and agent utility, respectively. In this setting, the distance measure in (6) can be rewritten as

\[
d(y; y_{\text{true}}) = \max_{r \in R, k \in [n]} \frac{|y_r \cdot w(k) - y_{\text{true},r} \cdot w(k)|}{y_{\text{true},r}} \tag{10}
\]

\[
= \max_{r \in R} \frac{|y_r - y_{\text{true},r}|}{y_{\text{true},r}},
\]

directly encoding the relative uncertainty of \( y \) from \( y_{\text{true}} \). In other words, given a maximum uncertainty \( 0 \leq \delta \leq 1 \), the state \( y_r \) must be in the continuous interval \( [(1-\delta)y_{\text{true},r}, (1+\delta)y_{\text{true},r}] \).

1The results in this section can be extended to settings where \( W_r \) and \( U_r \) are linear combinations over a set of basis functions pair \( \{w^j, u^j\} \), \( j = 1, \ldots, L \), following the results in [17]. We state our results for only one basis function pair \( \{w, u\} \) (i.e., \( L = 1 \)) for ease of presentation.
\( \delta \) for all \( r \). In the forthcoming results, we will also use the parameter
\[ B_\delta = \frac{1 + \delta}{1 - \delta} \]
to state certain equations more concisely. The following theorem presents a tractable linear program for computing the price of anarchy:

**Theorem 1.** Consider a class of resource allocation games with \( \mathcal{G}_{w,u} \) for a given \( w \) and \( u \). Additionally, let \( \delta \in [0, 1) \) denote the limitations of the agents’ knowledge. It holds that
\[
\text{PoA}(G_{w,u}) = \frac{1}{V^*} \quad \text{where } V^* \text{ is the optimal value of the following linear program:}
\]
\[
V^* = \max_{\theta} \sum_{a,x,b} w(b + x)\theta(a, x, b) \quad \text{s.t.}
\sum_{a,x,b} \left[ B_\delta au(a + x) - bu(a + x + 1) \right] \theta(a, x, b) \geq 0
\sum_{a,x,b} w(a + x)\theta(a, x, b) = 1
\theta(a, x, b) \geq 0 \quad \forall a, x, b
\]
where \( a, x, b \in \mathbb{N} \) such that \( 1 \leq a + x + b \leq n \).

Following the reasoning detailed in [15], we can also define a linear program that computes the optimal utility design for the class of resource allocation games. Interestingly, we can directly import the techniques in [15] to achieve quite strong answers to questions about utility designs in limited information settings. For a given uncertainty \( \delta \) and welfare characteristic \( w \), we refer to the optimal utility mechanism as \( u_{\text{opt}}^* \). We omit the details of the proof.

**Corollary 1.** Consider the class of resource allocation games \( \mathcal{G}_{w,u} \) with \( n \) number of agents for a given \( w \in \mathbb{R}^n_\geq 0 \). Additionally, let \( \delta \in [0, 1) \) denote the uncertainty. The utility mechanism \( u_{\text{opt}}^* \) that maximizes the price of anarchy is given as
\[
(u_{\text{opt}}^*, \mu^*) = \arg \min_{u \in \mathbb{R}^n_+, \mu \in \mathbb{R}} \mu \quad \text{s.t.}
\sum_{a,x,b} \left[ B_\delta au(a + x) - bu(a + x + 1) \right] \theta(a, x, b) \geq 0
w(b + x) - \mu w(a + x) + B_\delta au(a + x) - bu(a + x + 1) \leq 0
\quad \text{for all } a, x, b \in \mathbb{N} \text{ with } 1 \leq a + x + b \leq n
\quad u(1) = 1
\]
with \( \text{PoA}(G_{w,u}) = \frac{1}{\mu^*} \).

In a realistic scenario, the system operator may not know the extent of the informational inconsistencies among the agents (i.e., the precise value of \( \delta \)). In this case, what can be shown about the performance guarantees that a utility \( u_{\text{opt}}^* \) - designed according to an assumed uncertainty \( \delta \) - achieves under a realized uncertainty \( \delta_{\text{true}} \neq \delta \)? In other words, if there is a mismatch between the operator’s assumed \( \delta \) and the realized \( \delta \), is there any loss of performance? In these situations, the following figure shows the quite surprising fact that underestimating the \( \delta \) actually gives better performance guarantees. In Figure 1 we randomly generated 30 different welfare characteristics \( w \), in which \( w(j) \) is concave and non-decreasing in \( j \). We assume that \( \delta_{\text{true}} = 0.3 \) and the game has \( n = 10 \) players. For a given \( w \), we computed the optimal utility design \( u_{\text{opt}}^* = \arg \max_{u} \text{PoA}(G_{w,u}) \) for each \( \delta \) from \( \delta = 0 \) to 1. Then we plot the price of anarchy \( \text{PoA}(G_{w,u}) \) for each design. We see the performance degrades slower to the left of \( \delta_{\text{true}} \) than to the right. In the next section, we formally capture this trend in the well-studied class of set covering games.

**IV. SET COVERING RESULTS**

In this section, we restrict our analysis to set covering games, where the system welfare is the value of the resources covered, i.e. \( w_{sc}(k) = 1 \) for \( k \geq 1 \) and. Set covering games [7] are well studied and known to model a wide variety of practical applications, one of which is detailed in Example 1. We obtain an explicit characterization of the optimal utility design \( u_{\text{opt}}^* \) for the class of set covering games and formally demonstrate the phenomenon observed in Figure 1 for this class of games.

To characterize the optimal utility design, we first outline the following Proposition to characterize the price of anarchy in set covering games with uncertainty.

**Proposition 1.** For given utility \( u \), uncertainty \( 0 \leq \delta \leq 1 \), and number of agents \( n \geq 1 \), the price of anarchy for the class of set covering games \( \mathcal{G}_{w_{sc},u}^\delta \) is
\[
\text{PoA}^{-1}(\mathcal{G}_{w_{sc},u}^\delta) = \max_{j \in [1,n-1]} \{ \max\{ B_\delta(j + 1)u(j + 1), B_\delta ju(j + 1) + 1, B_\delta ju(j) - u(j + 1) + 1 \} \}
\]

**Theorem 2.** For a given \( \delta \) the optimal utility design \( u_{\text{opt}}^* \) for the class of set covering games is
\[
u_{\text{opt}}^*(j) = \sum_{k=j}^{\infty} \frac{(j-1)!}{B_\delta j+1(\delta^k-1)k!}
\]
and has corresponding price of anarchy
\[ \text{PoA}(G^\delta_{w,u,\delta_{opt}}) = 1 - e^{-\frac{1}{\delta_{true}}} \]

Now that we have characterized the optimal utility design for set covering games, we can arrive at a closed form expression for the guarantees when there is a mismatch in uncertainty between the system operator and the realized uncertainty.

**Proposition 2.** Let \( u^\text{opt} \) be the optimal utility design for \( 0 \leq \delta \leq 1 \) as in \([14]\) and \( 0 \leq \delta_{true} \leq 1 \) be the realized uncertainty. The price of anarchy is

\[ V = \begin{cases} 
B_{\delta_{true}}^{-1} - 1 & \text{if } \delta \leq \delta_{true}, \\
B_{\delta_{true}}^{-1}(C - 1) + 1 & \text{if } \delta \geq \delta_{true},
\end{cases} \tag{15} \]

where \( C = (e^{\delta_{true}} - 1)^{-1} \).

In the context of set covering games with uncertainty in the state of the resources, we have formally shown the surprising fact that underestimating these values actually has better performance guarantees than overestimating.

**V. CONCLUSION**

In this paper, we consider the problem of designing distributed algorithms for multi-agent scenarios with information inconsistencies. This is necessary when the true system cannot be known or well-estimated, either due to the computational or communication overhead. We study such incomplete information scenarios in the context of local resource allocation games, and use the price of anarchy to evaluate the quality of the emergent Nash equilibrium of the system. We first outline a tractable linear program to give a tight characterization of the price of anarchy under different levels of system uncertainties as well as a tractable linear program to outline the optimal utility design. We then fully characterize the price of anarchy of the special subclass of set covering games with uncertainty and we examine the effect of uncertainty on optimality of the design utilities. This paper is an important first step to providing design strategies for multi-agents scenarios with more realistic assumptions on the information available to the agents.
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**APPENDIX**

**Proof of Theorem 7.** First, we show that \( \text{PoA}(G^\delta_{w,u}) \) is lower bounded by \( 1/V^\delta \). Consider the reduced family of games \( G_{w,u,\delta_{opt}}^\delta \subset G_{w,u}^\delta \) where all the agents have only two actions; \( A_i = \{ a_i^{\text{ne}}, a_i^{\text{opt}} \} \). In this reduced game, \( a_i^{\text{ne}} \) corresponds to a Nash equilibrium and \( a_i^{\text{opt}} \) corresponds to the action that maximizes the welfare. Note that \( \text{PoA}(G_{w,u}^\delta) = \text{PoA}(G_{w,u,\delta_{opt}}^\delta) \) and that for any game \( G \in G_{w,u}^\delta \), uniformly scaling the values \( y_i \) such that \( W(a_i^{\text{ne}}) = \sum_{r \in R} y_r w'(|a_r^{\text{ne}}|) = W(a_i^{\text{opt}}) = \sum_{r \in R} y_r w'(|a_r^{\text{opt}}|) \).
1 does not affect the price of anarchy. It follows that 

$$\text{PoA}(G^{\delta,2}_{w,u}) = 1/W^*$$

where

$$W^* = \max_{G \in G^{\delta,2}_{w,u}} W(a_{opt})$$

s.t. \(U_i(a_{ne}; \delta) \geq U_i(a_{i, opt}, a_{ne}, \delta), \forall i \in N \)

(16)

$$W(a_{ne}) = 1.$$ 

Observe that, as written, the above linear program is intractable as there are infinitely many games in \(G^{\delta,2}_{w,u} \). To reduce the complexity, we define a game parameterization based on \(n \) partitions of the set of resources, defined as follows for each agent \(i \in N \):

$$R_{a_{ne}} = \{ r \in R : r \in a_{i, ne} \}$$

$$R_{a_{opt}} = \{ r \in R : r \in a_{i, opt} \}$$

$$R_{a_{i, opt} \cap a_{ne}} = \{ r : r \in a_{i, opt} \cap a_{ne} \}$$

$$R_{a_{i, ne}} = \{ r : r \notin a_{i, opt} \cup a_{ne} \}$$

Now consider an arbitrary game \(G \in G^{\delta,2}_{w,u} \) with resources \(R \), agent valuations \(y_i \) for each agent and true resource values \(y_{true} \). We can rewrite the Nash constraint in (16) for each agent \(i \in N \) as

$$\sum_{r \in a_{i, ne}} y_i^r \cdot u(|a_{r, ne}|) \geq \sum_{r \in a_{i, opt}} y_i^r \cdot u(|a_{r, ne}|)$$

Under the partition defined for each agent \(i \), we observe that the Nash condition can be rewritten as

$$\sum_{r \in R_{a_{ne}}} y_i^r \cdot u(|a_{r, ne}|) + \sum_{r \in R_{a_{i, opt} \cap a_{ne}}} y_i^r \cdot u(|a_{r, i, opt} \cap a_{ne}|)$$

$$\geq \sum_{r \in R_{a_{i, opt}}} y_i^r \cdot u(|a_{r, i, opt}|) + \sum_{r \in R_{a_{i, ne}}} y_i^r \cdot u(|a_{r, i, ne}|).$$

Canceling the terms in \(R_{a_{i, opt} \cap a_{ne}} \), we get

$$\sum_{r \in R_{a_{ne}}} y_i^r \cdot u(|a_{r, ne}|) \geq \sum_{r \in R_{a_{i, opt}}} y_i^r \cdot u(|a_{r, i, opt}|).$$

Note that, for any resource \(r \in R \), it must hold that \(y_i^r \in [0, 1] \). Considering the Nash condition as written above, observe that the toughest constraint arises when \(y_i^r = (1-\delta) y_{true,r} \) for all \(r \in R_{a_{ne}} \), \(y_i^r = (1-\delta) y_{true,r} \) for all \(r \in R_{a_{i, opt}} \), and \(y_i^r = y_{true,r} \) for all other resources.

This is the situation where agents overvalue the resources in their equilibrium actions and undervalue the resources in their optimal actions. Thus, we can consider this situation without loss of generality. For each resource \(r \in R \), we define the triplet \((a_r, x_r, b_r) \) as follows:

$$a_r = \{ \{ i \in N : r \in R_{i, ne} \} \}$$

$$b_r = \{ \{ i \in N : r \in R_{i, opt} \} \}$$

$$x_r = \{ \{ i \in N : r \in R_{i, opt} \cap a_{ne} \} \}$$

where \(1 \leq a_r + x_r + b_r \leq n \). Under this notation, the following expressions hold:

$$W(a_{opt}) = \sum_{a,x,b} w(b+x) \theta(a,x,b)$$

$$W(a_{ne}) = \sum_{a,x,b} w(a+x) \theta(a,x,b).$$

We showed above that the tightest Nash condition arises when agents overvalue the resources that they select in their equilibrium actions and undervalue resources in their optimal actions. Under our parameterization, the sum over agents’ utilities in this “tightest” scenario are as follows:

$$\sum_{i=1}^{n} U_i(a_{ne}; \delta) = \sum_{a,x,b} ((1+\delta)(a+x)) \theta(a,x,b)$$

$$\sum_{i=1}^{n} U_i(a_{i, opt}, a_{ne}; \delta) = \sum_{a,x,b} ((1-\delta) (a+x+1)) \theta(a,x,b)$$

$$+ \sum_{a,x,b} x(a+x) \theta(a,x,b).$$

Observe that if the equilibrium condition in (16) holds then the sum over agents’ utilities at equilibrium must be greater than or equal to the sum over each of their utilities after they unilaterally deviate. The converse, however, need not hold in general. Thus, the linear program (13) in the claim represents a relaxation of the linear program (16).

Let \(V^* \) and \(W^* \) be the optimal values of linear programs (13) and (16), respectively. According to the proof thus far, we can only say that \(V^* \geq W^* \) since \(V^* \) is the optimal value of a relaxed linear program, which means that \(\text{PoA}(G^{\delta,2}_{w,u}) \geq 1/V^* \). To show that \(\text{PoA}(G^{\delta,2}_{w,u}) \leq 1/V^* \) also holds, one can follow the approach outlined in [15], which we omit here due to space constraints.

**Proof of Proposition** [7] This proof is inspired by Theorem 3 in [19] with added consideration for the informational inconsistencies between the agents, and is included for completeness. First, we write the Lagrange dual of the linear program (13), i.e., \(\text{PoA}(G^{\delta,2}_{w,u}) = 1/\mu^* \) where

$$\mu^* = \min_{\lambda \geq 0, \mu \in R} \mu \text{ s.t.} \quad \mu w(a+x) \geq w(b+x) + \lambda[B_{3au}(a+x) - bu(a+x+1)]$$

$$\forall a, x, b \in N \text{ s.t. } 1 \leq a + x + b \leq n.$$ 

The rest of the proof involves removing redundant constraints to obtain a closed form expression of the price of anarchy. We first consider the constraints that arise from \(a = x = 0 \) and \(b \geq 1 \). By definition, \(w(k) = 1 \) if \(k \geq 1 \) otherwise, giving the constraint \(\lambda \geq \max_{a \in [1,n-1]} \frac{1}{\mu} = 1 \). Considering the set of constraints that arise from \(b, x = 0 \) and \(a \geq 1 \) gives \(\mu \geq \lambda B_{3au}(a) \) for \(a \in [n] \). Now evaluating the set of constraints that arise from \(x = 0 \), \(a, b \geq 1 \) gives

$$\mu \geq \max_{a+b \in [2,n]} 1 + \lambda[B_{3au}(a) - bu(a+1)]$$

$$\geq \max_{a \in [1,n-1]} 1 + \lambda[B_{3au}(a) - u(a+1)],$$

which holds since \(b = 1 \) is the most binding constraint. When we consider the constraints that arise from \(a, b \geq 1 \), the
resulting set of constraints can be written as

\[
\begin{align*}
\mu & \geq \max_{a+b+x \in [3,n]} 1 + \lambda [B_3 a u(a + x) - bu(a + x + 1)] \\
& \geq \max_{a+x \in [2,n]} 1 + \lambda B_\delta a u(a + x) \\
& \geq \max_{a \in [1,n-1]} 1 + \lambda B_\delta a u(a + 1),
\end{align*}
\]

where \( b = 0 \) and \( x = 1 \) is the most binding constraint. Setting \( b = 0 \) is binding since it removes the negative term \( -bu(a + x + 1) \) from the expression. Setting \( x = 1 \) is binding, since for any pair \( \{a, x \} \in [2, n] \), there is another pair \( \{a + x - 1, 1 \} \) that results in stricter constraint. With the nonbinding constraints removed, the program reduces to

\[
\begin{align*}
\min_{\lambda \geq 1, \mu \in \mathbb{R}} \mu & \quad \text{s.t.} \\
\mu & \geq \lambda B_\delta a u(a) \quad \forall a \in [n] \\
\mu & \geq 1 + \lambda [B_3 a u(a) - u(a + 1)] \quad \forall a \in [n-1] \\
\mu & \geq 1 + \lambda B_\delta a u(a + 1) \quad \forall a \in [n-1]
\end{align*}
\]

The optimal dual variables have \( \lambda = 1 \), which comes from the tightest constraints. If we assume \( a = 1 \), this results in the set of constraints

\[
\begin{align*}
\mu & \geq B_3 u(1) = B_\delta \\
\mu & \geq 1 + B_\delta u(1) - u(2) = B_\delta + (1 - u(2)) \\
\mu & \geq 1 + B_\delta u(2) = 1 + B_\delta u(2).
\end{align*}
\]

We can see the first constraint is always redundant, no matter if \( u(2) \geq 1 \) or \( u(2) \leq 1 \). The expression in the claim follows after removing the last nonbinding constraint and shifting the index from \( a \) to \( a + 1 \) for the first set of constraints.

**Proof of Theorem 2.** First we show that the price of anarchy is lower bounded by the proposed formula with the corresponding proposed \( f \). We assume that the number of agents is \( n \). From Proposition 1 we have that

\[
\text{PoA}^{-1}(G_{\text{true}}) \leq \mathcal{X} \quad \text{for any } \mathcal{X} \text{ s.t.}
\]

\[
\begin{align*}
\mathcal{X} & \geq B_\delta (n-1) u(n) + 1, \\
\mathcal{X} & \geq B_\delta j u(j) - u(j + 1) + 1 \quad j \in [1, n-1]
\end{align*}
\]

where we removed the first set of constraints, and all but the last one of the second constraints. An optimal utility design satisfies the set of inequalities with equality as follows

\[
\begin{align*}
\mathcal{X} & = B_\delta (n-1) u_{\text{opt}}^\delta (n) + 1 \quad (17) \\
\mathcal{X} & = B_\delta j u_{\text{opt}}^\delta (j) - u_{\text{opt}}^\delta (j + 1) + 1 \quad j \in [1, n-1]. \quad (18)
\end{align*}
\]

We can reformulate this system of equations as a recursive formula to generate the optimal utility design \( u_{\text{opt}}^\delta \) as follows

\[
\begin{align*}
u_{\text{opt}}^\delta(n) & = 1 \\
u_{\text{opt}}^\delta(j) & = \frac{B_\delta j^{-1}(j - 1) - 1}{B_\delta j} + \frac{1}{B_\delta j} u_{\text{opt}}^\delta(n) (n - 1). 
\end{align*}
\]

Iterating through this recursive design and normalizing so that \( u_{\text{opt}}^\delta(1) = 1 \) gives

\[
\begin{align*}
u_{\text{opt}}^\delta(j) & = \frac{B_\delta j^{-1}(j - 1) - 1}{B_\delta j} + \frac{1}{B_\delta j} u_{\text{opt}}^\delta(n) (n - 1) + \frac{1}{B_\delta j} u_{\text{opt}}^\delta(n) (n - 1).
\end{align*}
\]

with a corresponding price of anarchy expression of

\[
\text{PoA}(G_{\text{true}}) \geq 1 - \frac{1}{B_\delta^2 (n-1)(n-1)!} + \sum_{k=0}^{n-1} \frac{B_\delta^k}{k!}
\]

Taking the limit as \( n \to \infty \) and using the identity

\[
\sum_{k=0}^{\infty} \frac{B_\delta^k}{k!} = e^{B_\delta},
\]

we observe that \( u_{\text{opt}}^\delta \) corresponds to the expression in (4) and \( \text{PoA}(G_{\text{true}}) \geq 1 - e^{-\frac{1}{B_\delta}} \).

For the upper bound, we construct an agent worst case set covering game \( G^* \) inspired by [7]. All agents have two actions with \( A_i = \{a_i^{\text{ne}}, a_i^{\text{opt}}\} \), coinciding with their equilibrium and optimal actions. To state the allocations of \( a_i^{\text{ne}} \) and \( a_i^{\text{opt}} \) concisely, we specify each resource with unique label \( \ell : \mathcal{R} \to 2^n \) as follows. First we partition the resources into \( n + 1 \) groups, \( \{\mathcal{R}_0, \ldots, \mathcal{R}_n\} \). The true value of each resource \( r \in \mathcal{R}_k \) is \( y_{\text{true},r} = (B_\delta)^k \). There is one resource \( r_0 \in \mathcal{R}_0 \) with \( \ell(r_0) = \{1\} \). For \( k \geq 1 \), the set of labels of the resources in \( \mathcal{R}_k \) is exactly the set \( [2,n] \times n^{-1} \mathbb{P}_{k-1} \), i.e., the set of permutations without \( 1 \) as the first element. Therefore, there are \( (n-1)(n-2) \cdots (n-k+1) \) in \( \mathcal{R}_k \). For any resource \( r \in \mathcal{R}_k \) with \( k \geq 1 \), the last element of the label \( \ell(r) \) denotes which agent selects the resource \( r \) in \( a_i^{\text{opt}} \) and \( \{j \in \mathcal{N} : j \notin \ell(r)\} \) denotes the set of agents that select the resource \( r \) in \( a_i^{\text{ne}} \). For the resource \( r_0 \in \mathcal{R}_0 \), agent 1 selects it in \( a_i^{\text{opt}} \), and every agent selects it in \( a_i^{\text{ne}} \). For example, if the label for the resource \( r \) is \( \ell(r) = \{2, 3\} \) for a game with 4 agents, then it must be that \( r \in \mathcal{R}_2 \) with \( y_{\text{true},r} = (B_\delta)^2 \). Furthermore, agent 3 selects \( r \) in \( a_i^{\text{opt}} \), while agents 1 and 4 select \( r \) in \( a_i^{\text{ne}} \).

For any resource \( r \in \mathcal{R}_k \) in \( G^* \), \( n-k \) agents select \( r \) in \( a_i^{\text{ne}} \). Furthermore, for any agent \( i \geq 2 \) and \( k \leq n \), the number of resources in \( \mathcal{R}_k \) that are selected in \( a_i^{\text{opt}} \) (denoted as \( |\mathcal{R}_i^{\text{opt}}| \)) and the number of resources in \( \mathcal{R}_{k-1} \) that are selected in \( a_i^{\text{ne}} \) (denoted as \( |\mathcal{R}_i^{\text{ne}}| \)) are equal. For agent 1 and \( k \geq 2 \), it holds that \( |\mathcal{R}_1^{\text{opt}}| = |\mathcal{R}_1^{\text{ne}}| - 1 \). However, it is important to note that for agent 1, \( |\mathcal{R}_1^{\text{ne}}| = 0 \) while \( |\mathcal{R}_1^{\text{opt}}| = |\mathcal{R}_1^{\text{ne}}| = 1 \).

The agent valuations \( y_{i,r} \) for the resources in \( G^* \) are as follows for a fixed \( \delta \) uncertainty. If \( r \in \mathcal{R}_i^{\text{ne}} \), then agent \( i \) overvalues it to the extreme where \( y_{i,r} = (1+\delta) y_{\text{true},r} \) and if \( r \in \mathcal{R}_i^{\text{opt}} \), then agent \( i \) undervalues it to the extreme, where \( y_{i,r} = (1-\delta) y_{\text{true},r} \). The only exception to this is for agent 1 and the resource \( r_0 \in \mathcal{R}_0 \) where \( y_{i,r_0} = y_{\text{true},r_0} \) since it is selected in both the optimal and equilibrium allocations by agent 1.

Now we can verify \( a_i^{\text{ne}} \) is indeed an equilibrium allocation. For any agent \( i \in \mathcal{N} \), we have

\[
U_i(a_i^{\text{ne}}, y_i) = \sum_{k=0}^{n} \sum_{r \in \mathcal{R}_i^{\text{ne}}} y_i r u(n - k) = \sum_{k=0}^{n} \sum_{r \in \mathcal{R}_i^{\text{ne}}} (1+\delta) y_{\text{true},r} u(n - k) = \sum_{k=0}^{n} \mathcal{R}_i^{\text{ne}} (1+\delta)(B_\delta)^k u(n - k).
\]
where we take advantage of the fact that no resources in \( R_n \) are selected in \( a^{ne} \) (i.e., \( |R_{i,n}| = 0 \)) in the fourth equality and that no agents \( i \geq 1 \) select the resource \( r_0 \in R_0 \) in their optimal allocation (i.e., \( |R_{i,0}| = 0 \)) for the fifth equality. We can use a similar argument for agent \( 1 \) with additional care taken for the resources in \( R_0 \) and \( R_1 \). It is important to note that under any utility design \( u \), the action \( a^{ne} \) is still an equilibrium and the allocations \( a^{ne} \) and \( a^{opt} \) do not change.

Under allocation \( a^{ne} \) in \( G^* \), all resources in \( R_k \) for \( k \leq n - 1 \) are covered while, under the optimal allocation, all resources are covered. We can explicitly write the welfare at both allocations as

\[
W(a^{ne}) = \sum_{r \in K} y_{true,r} w(|a^{ne}_{r}|) = 1 + \sum_{k=1}^{n-1} (n-1 - B_k^j \delta) \frac{(n-1)!}{(n-k)!}.
\]

\[
W(a^{opt}) = \sum_{r \in K} y_{true,r} w(|a^{opt}_{r}|) = 1 + \sum_{k=1}^{n-1} (n-1 - B_k^j \delta) \frac{(n-1)!}{(n-k)!}.
\]

Therefore, a lower bound on the price of anarchy is

\[
\text{PoA}(G^*) \geq \frac{W(a^{ne})}{W(a^{opt})} = 1 - \frac{1}{\frac{1}{B_k^j \delta} + \sum_{k=0}^{n-1} B_k^j \delta^{-k}}.
\]

Earlier, we showed that \( \text{PoA}(G_{w_{true},u^d_{opt}}) \leq \text{PoA}(G^*) \) for any utility design. We just showed that \( \text{PoA}(G_{w_{true},u^d_{opt}}) \geq \text{PoA}(G^*) \). It follows that the utility \( u^d_{opt} \) defined in (19) is optimal. Furthermore, taking the limit as \( n \to \infty \) gives \( \text{PoA}(G_{w_{true},u^d_{opt}}) \leq \text{PoA}(G^*) = 1 - e^{-\frac{1}{\delta}} \).

Proof of Proposition 2. We first assume there are \( n \) agents and note that as \( \delta \to 1 \), the recursive formula in (19) and (20) for the optimal utility design, normalized to \( u^d_{opt}(1) = 1 \), gives \( u^d_{opt}(j) = \frac{1}{j} \) for \( j = 1, \ldots, n-1 \) and \( u^d_{opt}(n) = \frac{1}{n-1} \).

Additionally, observe that as \( \delta \) increases, \( u^d_{opt}(j) \) increases for any \( j \), since the recursive formula in (20) produces a slower increasing sequence for a higher \( \delta \), so normalizing to \( u^d_{opt}(1) = 1 \) gives a larger \( u^d_{opt}(j) \). Thus \( u^d_{opt}(j) \leq \frac{1}{j} \) for \( j = 1, \ldots, n-1 \) for any \( \delta \).

Note that based on the recursive formula in (20), \( u^d_{opt}(j) \) is decreasing in \( j \) for any \( \delta \). By Proposition 1, the \( \text{PoA}(G_{w_{true},u^d_{opt}})^{-1} = \chi \) where \( \chi \) is the lowest value satisfying

\[
\chi \geq B_{\delta_{true}} u^d_{opt}(j+1) \quad j \in [1, n-1] \quad (22)
\]

\[
\chi \geq B_{\delta_{true}} u^d_{opt}(j+1) + 1 \quad j \in [1, n-1] \quad (23)
\]

\[
\chi \geq B_{\delta_{true}} u^d_{opt}(j) - u^d_{opt}(j+1) + 1 \quad j \in [1, n-1] \quad (24)
\]

Now the redundant inequalities are eliminated to derive a closed form expression. For the inequalities in (22), we have that

\[
B_{\delta_{true}} u^d_{opt}(j+1) \leq B_{\delta_{true}} u^d_{opt}(j+1) + 1 \quad j \in [1, n-2],
\]

where the first inequality comes from \( u^d_{opt}(j+1) \leq 1/(j+1) \) and the second inequality comes from \( u^d_{opt}(2) \leq u^d_{opt}(1) = 1 \). Note that putting \( j = 1 \) in the last set of inequalities gives the last term. For \( j = n - 1 \),

\[
B_{\delta_{true}} u^d_{opt}(n) = B_{\delta_{true}} (n-1) + u^d_{opt}(n) + B_{\delta_{true}} u^d_{opt}(n) \\
\leq B_{\delta_{true}} (n-1) u^d_{opt}(n) + 1 \leq B_{\delta_{true}} B_{\delta_{true}}^{-1} (C - 1) + 1,
\]

where the first inequality comes from the fact that \( B_{\delta_{true}} u^d_{opt}(n) \leq n \) for a high enough \( n \) and the second inequality comes from the substitution \( C = B_{\delta_{true}}(n-1) + 1 \) from Equation (17). Note that this corresponds to putting \( j = n - 1 \) in the second set of inequalities (23).

Therefore, we have shown the first set of inequalities is redundant.

For the inequalities in (23), we have that for \( j \in [1, n-2] \),

\[
B_{\delta_{true}} j u^d_{opt}(j+1) + 1 = B_{\delta_{true}} (j+1) u^d_{opt}(j+1) - B_{\delta_{true}} u^d_{opt}(j+1) + 1 \leq B_{\delta_{true}} (j+1) u^d_{opt}(j+1) - u^d_{opt}(j+2) + 1,
\]

where the first inequality comes from the fact that \( B_{\delta_{true}} u^d_{opt}(j+1) \geq 1 + u^d_{opt}(j+2) + 1 \). Note that this expression matches the inequalities in (24) for \( j \in [1, n-2] \) and therefore are redundant.

We can also reduce the inequalities in (24):

\[
B_{\delta_{true}} B_{\delta_{true}}^{-1} u^d_{opt}(j) + 1 = (B_{\delta_{true}} B_{\delta_{true}}^{-1} + 1) u^d_{opt}(j) + 1 = B_{\delta_{true}} B_{\delta_{true}}^{-1} u^d_{opt}(j) + 1 + C.\]

Conversely if \( \delta \geq \delta_{true} \), the binding constraint comes from \( j = n - 1 \),

\[
B_{\delta_{true}} B_{\delta_{true}}^{-1} u^d_{opt}(n) + (B_{\delta_{true}} B_{\delta_{true}}^{-1})(C - 1) + 1 \leq B_{\delta_{true}} B_{\delta_{true}}^{-1} (C - 1) + 1,
\]

where the inequality comes from \( B_{\delta_{true}} B_{\delta_{true}}^{-1} \leq 0 \) for \( \delta \geq \delta_{true} \). Note that this constraint is subsumed by the one in (25).

Finally, the resulting set of inequalities is

\[
\chi \geq B_{\delta_{true}} B_{\delta_{true}}^{-1} (C - 1) + 1 \geq B_{\delta_{true}} B_{\delta_{true}}^{-1} (C - 1) + 1.
\]

We showed that the first constraint is strictest if \( \delta \geq \delta_{true} \) and that the second constraint is strictest when \( \delta < \delta_{true} \). Taking \( n \to \infty \), we have from Theorem 2 that \( C - 1 = \text{PoA}(G_{w_{true},u^d_{opt}})^{-1} = 1 - (1 - e^{-\frac{1}{\delta}})^{-1} = (e^{-\frac{1}{\delta}} - 1)^{-1} \).