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ABSTRACT

Stock markets are at the heart of market economies, and stock market prediction is a hot topic in research. There are many methods of prediction, and they often use different types of data. The two main types are technical and fundamental data. This paper explores company-specific prediction through predicting the direction of the Apple stock. Three neural networks that use different input data are compared. The Tech model uses technical data, the Comp model uses numerical fundamental data with an emphasis on company data, and the Text model uses textual news data. Several metrics, including ones useful for preventing bias when dealing with imbalanced data, were used to compare the models. The Comp and Text models showed prediction bias, and two more models, W-Comp and W-Text, were trained to attempt to mitigate that bias. The Comp model performed the best out of the original models, and W-Comp also showed good performance. W-Text performed the best out of all the models. This suggests that numerical fundamental data is useful in predicting the market, and textual data also has potential. Future research could be used to improve the performance of all the models and more thoroughly compare the types of data used.

Introduction

Financial markets are a vital part of market economies, and the state of the market can greatly affect daily life. Developing a method to predict the market would allow company managers and investors to make timely capital allocation adjustments. It might help corporate executives and policy makers anticipate stock market crashes, which have been seen to have widespread and harmful effects. Studying which factors are the most predictive of the stock market can shed insight into the complicated fluctuations of the market and the economy.

When attempting to predict the stock market, previous studies have used three approaches. The first approach, technical analysis, uses a stock’s previous market data to predict future behavior. The second, fundamental analysis, uses other information such as company data or political circumstances. The third approach uses a combination of technical and fundamental data [1]. The first approach has been shown to have good performance [2]–[4]. However, there has been growing support for fundamental analysis, particularly using news data, which has been found to have significant predictive power [1], [5]–[10], [11]–[13]. Studies have also found that the third approach combining both qualitative and quantitative data is perhaps the most effective [1], [10], [13], [14].

Past research has shown several effective practices when constructing models. Neural networks have been found to be among the most effective methods of predicting the stock market [1]–[5], [10], [13], [15]. Long short-term memory (LSTM) networks are a particular neural network architecture that has yielded good results [1], [10], [15]. When working with news data, [5] has shown that using just news titles results in better performance than using news content, because the quality of information is more important than the quantity. There is also support for using more sophisticated text representations for news data rather than simple representations such as bag-of-words, where only the frequency of words in the text is used [1], [5], [10], [11], [14].

In past studies, fundamental analysis is often performed using news or other textual data. There is little literature performing fundamental analysis using numerical data. There has also been limited research in company-specific
prediction. There have been a few studies that predict specific stocks, but the companies were not the main focus in these papers [1], [2], [7], [11], [16]. It was often the case that the stocks were simply chosen for prediction without tailoring the model to the companies. Vu et al. [11] did use company-specific news in addition to the stock prices of previous days for stock prediction, but the data used was still rather limited. Company-specific stock prediction allows for the usage of a wide variety of data related to the company being predicted. This data could be combined with external data to help prevent isolation, which was noted to be important by [17]. Predicting the stocks of specific companies would also allow investors to analyze individual stocks to determine if they should invest in them.

In this paper, the direction of the stock of a specific company, Apple, is predicted. Three neural networks with LSTM architecture are constructed to test three different types of input data. The data types tested are technical data, numerical fundamental data with an emphasis on company data, and textual data in the form of news titles and descriptions. The models are compared to determine the effects of different input data on model performance. A word2vec model is used to generate word representations for the news data.

**Model Design**

**Data Collection**

Daily data was collected from 1,257 trading days between January 2, 2015 and December 30, 2019. The data consisted of historical stock data, technical indicators, company data, and news data.

Historical stock data were collected from Yahoo Finance (https://finance.yahoo.com). The daily data consisted of the Apple stock (AAPL) trading volume, its adjusted closing prices, the adjusted closing prices for the S&P 500 stock market index, and the adjusted closing prices for the Qualcomm (QCOM) stock. The percent changes in these daily values were calculated using Equation 1, where \( P \) is the percent change and \( x(t) \) is the value for the current day. The S&P 500 was chosen to provide information on general market conditions, while Qualcomm was chosen due to the company’s close relation to Apple.

**Equation 1**: Percent change in daily values

\[
P = \frac{x(t) - x(t-1)}{x(t-1)}
\]

Four of the most common technical indicators were used: moving average convergence divergence (MACD), relative strength index (RSI), on balance volume (OBV), and bollinger bands (BB). The data for these indicators were collected from Morningstar (https://www.morningstar.com), and several additional calculations were then performed in order to maximize the data’s usefulness to the model. The MACD was calculated by subtracting the 26-day exponential moving average (EMA) from the 12-day EMA retrieved from Morningstar. The input used for the models was the signal line, which was the 9-day EMA, subtracted from the MACD. The time period used for the RSI was 14 days. The data for the BBs consisted of an upper band and a lower band, and these bands were two standard deviations away from a 20-day simple moving average. The inputs for the models were the closing price subtracted from the upper band value and the closing price subtracted from the lower band value.

The company data used included two common balance sheet metrics: the current ratio and the debt to equity ratio. The current ratio was calculated by taking the total current assets over the total current liabilities. The debt to equity ratio was the total liabilities divided by the total shareholder’s equity. Several other balance sheet data were also used: total net sales, net income, free cash flow (FCF), and earnings before interest, taxes, depreciation, and amortization (EBITDA). The percent change found using Equation 1 was used for all four data types. FCF was calculated by first finding the capital expenditure by taking the difference between the property, plant, and equipment from this quarter and the previous quarter and adding it to the depreciation and amortization. Capital expenditure was then subtracted from net cash flows from operating activities to obtain FCF. All balance sheet data were obtained using
Apple balance sheets from Mergent Online (https://www.mergentonline.com). The balance sheets were only available quarterly, so the data was repeated throughout each quarter.

The news data was collected from ProQuest (https://www.proquest.com). The database was searched for the Apple company and specific publication titles: Wall Street Journal (Online), PR Newswire, TechCrunch, Business Wire, Washington Post Blogs, New York Times (Online), Barron’s (Online), The Washington Post (Online), and Boston Globe (Online). Only the article titles and abstracts were used.

The outputs that the models were to try to predict were determined based on the percent change of the AAPL closing price. If it was above zero for day \( t+1 \), the output for day \( t \) was set as one to indicate a rise in the next day’s stock price. Otherwise it was set as zero to indicate a decrease in the next day’s stock price.

**Data Preprocessing**

The news data was filtered to remove titles and abstracts that were not directly relevant to Apple. This step assumed that general market information would have less of an effect on the Apple stock price than information specifically about Apple. Several keywords relevant to Apple were chosen: apple, iphone, ipod, mac, ios, ipad, siri, and itunes. The data was filtered to include only the titles and abstracts with at least one of these keywords. A title or abstract with a word containing one of the keywords, such as macbook, was kept.

The text was normalized in order to minimize out-of-vocabulary (OOV) words when generating word embeddings. All characters were made lowercase, and several HTML character entities were filtered out. Text in parentheses, phone numbers, emails, and urls were all removed. The hyphen (–) was replaced with a space, and all punctuation except for the apostrophe (’ ) was removed. Stop words, which are common words that add little meaning to text, were removed. The textual data was limited to a maximum of the first five titles and first three abstracts per day. Days without any news data were left as empty strings.

The numerical and textual data were aligned with the calculated outputs to create input-output pairs. The data were then split into training and test sets, with the first 80% of the data in the training set and the remaining 20% in the test set. The training set was further split so that the last portion was a validation set that would help prevent the models from overfitting to the training data. The validation set was 20% of the entire data. The statistics of the dataset are shown in Table 1.

**Table 1. Description of Dataset**

|          | Training                  | Validation                  | Test                  |
|----------|---------------------------|-----------------------------|-----------------------|
| Time Interval | 1/9/2015-1/2/2018       | 1/3/2018-12/31/2018        | 1/2/2019-12/27/2019  |
| Days     | 751                       | 250                         | 250                   |

All numerical data was normalized so most of the data fell in the -1 to 1 range. This was done by finding the mean, \( \mu \), and standard deviation, \( \sigma \), of each field of data in the entire training set, including the validation data. Only the training set was used to prevent information leakage from the test data, which the model should know nothing about until testing. Each data point, \( a \), in the entire dataset was then defined as \( a = (a - \mu) / \sigma \).

The titles and abstracts from the news data were combined into one list of words for each day, and using the words in the training and validation datasets, a word index where each word corresponded to a number was created. The words in all the datasets were encoded into numbers using this word index. The resulting sequences of numbers were either truncated or padded with zeros so that each sequence had a length of 500 numbers.

**Numerical Models**
The two columns of historical Apple stock data and five columns of technical indicators comprised the technical data. This data was used for the Tech model. The five company data columns and the percent change of S&P 500 and QCOM closing prices comprised the numerical fundamental data, which was used for the Comp model. The input for both models consisted of a delayed sequence of length five, which means the data from the past five days were used to predict each next day. The input for the numerical models were matrices $N \in \mathbb{R}^{5 \times 7}$.

All of the models used in this research were built using Keras with Tensorflow. Both the Tech and Comp models had the same architecture, shown in Figure 1. They consisted of an input layer specifying the input shape followed by a bidirectional LSTM with 64 units and L2 kernel regularization. Bidirectional LSTMs can learn patterns going forwards and backwards in time, which can improve learning. L2 regularization penalizes large feature weights, and this makes the model more generic and helps avoid overfitting. Following this LSTM layer was another LSTM layer, and the only difference in this latter LSTM layer was that it had 32 units. The output layer was a dense layer, which is a typical layer that performs operations on the input tensor, with one output unit and the sigmoid activation function. Sigmoid transforms its input into a value between zero and one based on the probability that the expected output is zero or one. Dropout with a rate of 0.5 was used throughout the model. This means that half of the input units to each dropout layer are set to zero while the model is training, which helps prevent overfitting.

![Figure 1](image_url)

**Figure 1.** Numerical model architecture. The numbers underneath the layer names represent the output shapes of each layer.

Loss functions determine the error in a model’s predictions compared to the expected output. The loss function chosen was a weighted binary cross-entropy. Binary cross-entropy is the most commonly used loss function for binary classification tasks such as this one. The outputs of the dataset were imbalanced, with more ones, or upward stock directions, than zeros, or downward stock directions. To counteract this and prevent the model from becoming biased towards predicting upward directions, weighted binary cross-entropy was used. A weight of 1.08 was given to the zero class, while a weight of 1.00 was given to the one class. This ratio is equivalent to the ratio of upward directions to downward directions in the training dataset.

Optimizers update the model’s weights based on the output of the loss function, trying to improve the model’s accuracy. The optimizer used for the two models was Adam with a learning rate of $10^{-4}$.

The model was trained with the training data and tested with the validation data while model parameters were optimized. After the final design just described was reached, the models were trained on both the training and validation data. Both were trained for 30 epochs, which means the model passed through the entire dataset 30 times.
Textual Models

The input shape for the Text model was \( N \in \mathbb{R}^{500} \) where 500 was the length of each text sequence. Only the news articles from day \( t \) were used to predict the direction of day \( t+1 \), as this was found to be the most effective strategy in [5].

The text model architecture is shown in Figure 2. The first layers of the model were an input layer specifying the input shape and an embedding layer. The embedding layer takes each encoded word in the sequence and transforms it into a vector known as a word embedding. This embedding contains useful information about the word. The word embeddings used by this embedding layer were from a word2vec model with pre-trained embedding vectors, trained on part of a Google News dataset. The vectors were obtained from [18]. The embedding layer was followed by a one-dimensional convolutional layer, or a temporal convolution, with 64 output filters and a convolution window of length five. The convolution helps the model recognize important information. Next was a temporal max pooling with a pooling window of four. This reduces the size of the data, which can reduce the computational cost. Following this were two bidirectional LSTM layers with 64 and 32 units and then two dense layers. The first dense layer had L2 kernel regularization and its activation function was the rectified linear unit (ReLU). ReLU is defined as \( \max(0,z) \). The second dense layer was the output of the model with one unit and the sigmoid activation function. Dropout with a rate of 0.5 was used throughout the model.

![Figure 2. Textual model architecture. The numbers underneath the layer names represent the output shapes of each layer.](image)

The loss function used was the same weighted binary cross-entropy used in the numerical model, with a weight of 1.08 given to the zero class and a weight of 1.00 given to the one class. The optimizer was again Adam, but with a learning rate of \( 5 \times 10^{-5} \).

After optimizing model parameters, the model was trained on both the training and validation data for 30 epochs.

Results

All models were evaluated on the test dataset. Figure 3 shows the confusion matrices for the models. Through comparing the model prediction to the actual values, the number of true positives (TP), false positives (FP), true negatives (TN), and false negatives (FN) can be seen in the matrices. In this context, a positive refers to an output of one, or an upward direction in the Apple stock.

The weights used for the loss function were not optimal for the Comp and Text models as seen by the heavy prediction bias when testing the models on the validation data. Through testing different values, more optimal weights were found, and two more models, W-Comp and W-Text, were tested with them. W-Comp’s loss function had a
weight of 1.15 for the zero class and 1.00 for the one class. W-Text had a weight of 1.03 for the zero class and 1.00 for the one class.

| Model | Training Accuracy (%) | Test Accuracy (%) | Precision (%) | Inverse Precision (%) | Recall (%) | Inverse Recall (%) | F1 (%) | Inverse F1 (%) | MCC |
|-------|------------------------|-------------------|---------------|----------------------|------------|-------------------|--------|---------------|------|
| Tech  | 51.65                  | 51.60             | 57.06         | 40.00                | 66.90      | 30.48             | 61.59  | 34.59         | -0.0278 |
| Comp  | 52.45                  | 56.40             | 58.74         | 45.45                | 83.45      | 19.05             | 68.95  | 26.85         | 0.0323  |
| Text  | 52.65                  | 43.60             | 54.55         | 41.26                | 16.55      | 80.95             | 25.40  | 54.66         | -0.0323 |
| W-Comp| 51.45                  | 52.80             | 59.57         | 44.04                | 57.93      | 45.71             | 58.74  | 44.86         | 0.0363  |
| W-Text| 52.45                  | 55.20             | 56.25         | 52.59                | 49.61      | 59.17             | 42.72  | 55.69         | 0.0881  |
The precision, recall, and F1 scores for the positive and negative classes for the models are also shown in Table 2. They were calculated for the test dataset. These metrics are defined for the positive class in Equations 3–5. Inverse precision, recall, and F1 have the positive and negative labels exchanged so that the metrics provide information about the negative rather than the positive class. For the positive class, precision is the proportion of predicted upward directions that were correct, while recall is the proportion of upward directions that were identified. The F1 score is a way of combining the precision and recall through finding the harmonic mean of the two.

**Equation 3:** Model precision

\[
\text{precision} = \frac{TP}{TP + FP}
\]

**Equation 4:** Model recall

\[
\text{recall} = \frac{TP}{TP + FN}
\]

**Equation 5:** Model F1 score

\[
F1 = 2 \times \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}}
\]

![Bar chart showing model precision, recall, and F1 scores for positive and negative classes. Metrics are shown for only the three original models. Inverse precision, recall, and F1 score are metrics for the negative class.](image)

**Figure 4.** Comparison of model precision, recall, and F1 scores for positive and negative classes. Metrics are shown for only the three original models. Inverse precision, recall, and F1 score are metrics for the negative class.

Matthew's correlation coefficient (MCC) is another metric that is useful for imbalanced classes. It takes into account both the model's performance in all four categories of the confusion matrix and the sizes of the two classes. It produces a result from -1.0 to 1.0, where 1.0 is a perfect classifier. MCC is defined in Equation 6. The MCCs for the models are shown in Table 2.

**Equation 6:** Model MCC

\[
MCC = \frac{TP \times TN - FP \times FN}{\sqrt{(TP + FP)(TP + FN)(TN + FP)(TN + FN)}}
\]
Discussion

The imbalanced data posed a significant challenge for the models and resulted in noticeable prediction bias. The Tech model was biased towards the upwards direction as can be seen by the confusion matrix, where 170 upward directions were predicted compared to 80 downward directions. This disparity was much less when testing on the validation dataset, so a W-Tech model with different weighting was not tested. Even with the test dataset, the Tech model was less biased than the Comp and Text models.

The Comp model was heavily biased towards the upward direction, while the Text model was biased towards the downward direction. It is unclear what exactly the reasons are for the Comp model’s bias, although it is likely the difference is due to the type of data used. The numerical fundamental data may have been more susceptible to the imbalanced classes. It is also possible that the data would lead to more upward predictions even if the classes were not imbalanced, which could be a potential area for future research. The Text model’s bias was due to the weight on the downward direction for the loss function being too great. This suggests that the Text model was less susceptible to the imbalanced data. A possible explanation of this is the greater information in the text data, which often consisted of multiple sentences worth of word embeddings, compared to the numerical data.

Two additional models, W-Comp and W-Text, were trained and tested after observing the noticeable bias of the Comp and Text models during validation. These models were tested to attempt to compare the performance of the models beyond the limitations of the imbalanced dataset used.

The W-Comp model predicted a far more even amount of each class, although it was still slightly biased towards the upward direction. W-Comp predicted 141 upward directions compared to 109 downward directions, while Comp predicted 206 upward directions compared to 44 downward. However, the W-Comp model did not perform much better overall than the Comp model, with an MCC that was only marginally higher: 0.0363 compared to 0.0323. Observing the metrics for the positive and negative classes, W-Comp’s performance predicting the upward direction worsened slightly. This was due to a significant drop in recall due to the smaller number of upward predictions. The F1 score for the negative class improved, though. While the inverse precision was slightly worse, W-Comp’s inverse recall was far higher.

The W-Text model was also less biased than the Text model, although it was still slightly biased towards the negative class. It predicted 135 downward directions and 115 upward directions compared to the Text model’s 206 downward directions and 44 upward directions. W-Text did noticeably improve compared to Text, although the difference was still not extreme. W-Text’s MCC was 0.0881 compared to -0.0323 for Text. The metrics for the positive class were all improved for W-Text. The inverse F1 was slightly better as well. Inverse recall was lower due to less downward predictions, but inverse precision showed significant improvement.

Of the three original models, the Comp model had the best overall performance. It had the highest MCC, although the difference between it and the second highest was rather small: 0.0323 compared to -0.0278. The Comp model also had the highest test accuracy and positive class metrics, but it should be noted that this can likely be somewhat attributed to the higher number of upward predictions made by the model combined with the greater number of upward directions in the data. For the negative class, the inverse recall was very low, but the inverse precision was the highest of the three models. This may indicate good performance of the model beyond the imbalanced data skewing results. Even after the weighting was adjusted, the W-Comp model had the highest precision of all the models, and its inverse precision and MCC was second only to the W-Text model. This suggests that numerical fundamental data, including company data which made up the majority of the input dataset, is effective for predicting the market.

Textual news input also showed potential. The W-Text model had the highest final MCC and showed good performance in the other metrics as well. Its lower susceptibility to bias might also be a benefit. A way to improve the performance of the textual models might be to improve the quality of the news data used and the representation of the data in the models. Named entity recognition (NER), where named entities such as companies are identified, combined with sentiment analysis might be a more effective technique. NER could identify news directly pertaining to the company whose stock is being predicted, which would help ensure the data’s usefulness. It would likely be more effective
in this task than the keyword filtering used in this study was. Sentiment analysis could be used to determine if the news is positive or negative, and predictions could be made based on this. This approach has been found to be effective in [16]. Other techniques such as paragraph-level embedding rather than word-level embedding might also improve performance.

The performance of all the models was very poor, which indicates that further optimization of the datasets and model designs could be used to improve the performance of the models. It may also be beneficial to rebalance the dataset used. One possible future strategy would be to increase the time period of the dataset. The increased time period could be chosen to minimize the imbalance in the classes, and the additional data would also allow the model to learn more patterns and therefore improve prediction accuracy.

More thorough comparisons of the different data types are needed to allow for more solid results. This might include comparing the three data types with models using multiple hyperparameter combinations. This would prevent a particular model’s performance on a particular combination from changing the results. Observing the performance of the data types across hyperparameters might also shed light into the different data and their relationships to the stock price. The different data types could also be used to predict various stocks other than Apple in order to ensure the universality of the results.

Any future models could be tested using a trading simulation in order to assess the models’ performance in a real-life application. This test would determine if using the models’ predictions to trade the stock being predicted would be effective, and it has been used in multiple studies [1], [4], [7], [9].

One slightly different direction for future study is predicting the stocks of smaller companies with less news coverage. There is a lot of news related to Apple available, but this is not true for most companies. It is desirable to develop models that can predict these stocks as well.
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