Decoherence, tunneling and noise-activation in a double-potential well at high and zero temperature
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We study the effects of the environment on tunneling in an open system described by a static double-well potential. We describe the evolution of a quantum state localized in one of the minima of the potential at \( t = 0 \), both in the limits of high and zero environment temperature. We show that the evolution of the system can be summarized in terms of three main physical phenomena, namely decoherence, quantum tunneling and noise-induced activation, and we obtain analytical estimates for the corresponding time-scales. These analytical predictions are confirmed by large-scale numerical simulations, providing a detailed picture of the main stages of the evolution and of the relevant dynamical processes.
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I. INTRODUCTION

The emergence of classical behavior in quantum systems is a topic of great interest from both conceptual and experimental points of view [1]. It is well established by now that the interaction between a quantum system and an external environment can lead to its classicalization; decoherence and the occurrence of classical correlations being the main features of this process (for a recent overview see [2]).

One of the most intriguing prospects in quantum physics is the possibility of observing quantum tunneling on macroscopic scales [3, 4]. Macroscopic systems are generally open systems, interacting with an external environment, and in this context quantum tunneling is qualitatively different from its experimentally verified microscopic analogue [5].

The analysis of open systems has led to interesting results, detailing the dynamics of a quantum system coupled to a thermal bath with arbitrary temperature. A closed quantum system described by a state localized around a meta-stable minimum, should tunnel through the potential barrier with a well defined time-scale. This tunneling time can be estimated using standard techniques such as the instanton method [6]. For an open system, on the other hand, it is well known that the environment induces decoherence on the quantum particle, its behavior becoming classical as soon as interference terms are destroyed by the external noise [7]. This transition from a quantum to a classical behavior is forced by the interaction with a robust environment and takes place at a given time-scale, the decoherence time [8]. This quantity depends on the properties of the system, its environment and their mutual coupling. If the decoherence time is significantly smaller than the tunneling time, one would expect that after classicalization the state should become confined to the meta-stable vacuum, with tunneling being suppressed. The particle could still cross the barrier but only if excited by the bath, its energy increasing via thermal activation, for example. This process is distinct from quantum tunneling, is classical in its nature and should be efficient mostly at high environmental temperatures.

An interesting question arises: what is the effect on tunneling if the particle is coupled to a reservoir at zero temperature? Though in this case there should be in principle no thermal activation, we know there is decoherence induced by a quantum environment at zero temperature [2, 8, 10, 11]. This would lead to classicalization and one could conclude that even at \( T = 0 \), quantum tunneling should be inhibited by the interaction with the external environment [12].

The study of the effects of an external environment on tunneling was initiated by Caldeira and Leggett [8] who showed that dissipation inhibits tunneling. Dissipation in the primary system is not the only result of the interaction with the external environment. Not only does the bath lead to the renormalization of the coupling constants and of the frequency but it dissipation induces fluctuation (noise) on the system as well [12]. Since this ground-breaking study [8, 13], many other works have looked at the various aspects of the same phenomenon arriving more often than not at similar conclusions [12]. What’s even more appealing is the fact that nearly all studies rely on analytical techniques, either functional based approaches or generalizations of instanton-type calculations. These approaches are based on equilibrium concepts and may miss important dynamical aspects of the evolution. In particular, it is hard to
treat both tunneling and activation-like effects simultaneously, and to differentiate their individual contribution to the outcomes.

Since the early works on open quantum systems, computational power has increased hugely and it is now feasible to test and extend many analytical results using large-scale numerical simulations. In the context of simulations of open-systems with tunneling effects, the main focus has been on driven systems, where tunneling between regular and non-regular islands is of interest \cite{10,11,12}. In these models, the interplay of classical chaos and dissipation bears interesting effects at the boundary between classical and quantum mechanics, e.g., the elimination of classical chaos by quantum interference, or its restoration by dissipation.

In this article we will concentrate on a simple tunneling system described by a static Hamiltonian. Specifically, we will look in detail at the evolution of a particle in a quantum state localized at one of the minima of a double well potential, when coupled to an external environment at both zero and high temperature. We will present an analytical description of the effects of dissipation and diffusion, and estimate the time-scales associated with the distinct physical processes governing the dynamics of the system: decoherence, quantum tunneling and activation. Using large-scale numerical simulations we will then be able to obtain a full description of the dynamics of the model, and test the analytical estimates. Moreover, since we will have access to the state of the system at any time, we will be able to distinguish between the effects of the several processes mentioned above.

As we will discuss below, we confirm that in the high-temperature regime, the evolution can be indeed well understood in terms of simple decoherence, tunneling and activation time-scales. This enlightens the problem conceptually and offers a great degree of control over the behavior of the system. In particular, we will see how the environment can be manipulated in order to delay or accelerate decoherence, and how the strength of the bath’s coupling allows activation to be retarded. The estimates provided can be used in wider situations and hopefully be generalized to realistic systems with tunneling on macroscopic scales. Finally, we will show that in the particular case of a zero temperature environment, not only tunneling is inhibited, but contrarily to what may be naively expected, noise-activation is also observed. Consequently, at large times after decoherence, the particle has always a non-zero probability of crossing the potential barrier. We will discuss how this result can be understood by means of a the classical finite-temperature analogue.

The paper is organized as follows. In Section II we present our model and derive estimates of the relevant scales involved. In Section III we analyze the high temperature limit, showing how decoherence inhibits tunneling and describing thermal activation in the classical regime. This is done using both analytical and numerical results. Section IV contains a similar analysis detailing the case of zero environmental temperature. Finally, in Section V, we include our final remarks and in the Appendix we expand on more technical details of calculations relevant for the body of the paper.

II. THE MODEL

We will start by considering a quantum anharmonic oscillator with a potential given by $V(x) = -\frac{1}{4} \Omega^2 x^2 + \lambda x^4$. This is a double well potential with two absolute minima at $x_0 = \pm \Omega / \sqrt{8} \lambda$ separated by a potential barrier with height $V_0 = \Omega^4 / (64 \lambda)$. We will assume that the system is open, meaning that it is coupled to an environment composed of an infinite set of harmonic oscillators \cite{13}. The complete classical action for the system and environment is given by:

$$S[x, q_n] = S_{\text{sys}}[x] + S_{\text{env}}[q_n] + S_{\text{int}}[x, q_n]$$

$$= \int_{0}^{t} ds \left\{ \frac{1}{2} \dot{x}^2 + \frac{1}{4} \Omega^2 x^2 - \lambda x^4 \right\}$$

$$+ \sum_{n} \frac{1}{2} m_n (\dot{q}_n^2 - \omega_n^2 q_n^2) - \sum_{n} C_n x q_n, \quad (1)$$

where $q_n$, $m_n$ and $\omega_n$ are respectively the coordinates, masses and frequencies of the environmental oscillators. The mass of the anharmonic oscillator is set to one. The main system is coupled linearly to each oscillator in the bath with strength $C_n$. This action describes one of the most simple quantum Brownian motion (QBM) models, which has been widely used in the study of quantum to classical transition phenomena \cite{14,15}.

The dynamics of the non-linear oscillator can be obtained by tracing over the degrees of freedom of the environment and obtaining a master equation for the reduced density matrix of the system, $\rho_x(t)$. We will assume that the initial states of the system and environment are uncorrelated, with the latter being in thermal equilibrium at temperature $T$ (possibly zero) for $t = 0$ (i.e when the interaction between system and environment is switched on). At the initial time, the state is a product of a given state of system (entirely on the left well) and a thermal state of the environment. Only when the interaction is turned on the system is allowed to evolve. The initial condition is not an equilibrium state of the complete action. Under these assumptions, and using that the system-environment coupling is small, the reduced density matrix satisfies the following time-convolutionless master equation \cite{16}:

$$\dot{\rho}_x(t) = -i [H_{\text{sys}}, \rho_x(t)]$$

$$- \int_{0}^{t} ds \left\{ i \nu(\tau) [\bar{x}(t), [x(-\tau), \rho_x(t)]] \right\}$$

$$- i \eta(\tau) [\bar{x}(t), \{x(-\tau), \rho_x(t)\}] + \nu(\tau) [\bar{x}(t), [x(-\tau), \rho_x(t)]] \right\}.$$  \quad (2)

This equation is perturbative, and therefore we will work with a reduced density matrix which is obtained in
function should be approximately given by a Gaussian

\[ \eta(t) = \int_0^\infty d\omega I(\omega) \sin \omega t \]  

\[ \nu(t) = \int_0^\infty d\omega I(\omega) \frac{\beta \omega}{2} \cos \omega t, \]  

where \( I(\omega) = \sum_n C_n^2 \frac{\delta(\omega - \omega_n)}{2\pi n} \) is the spectral density of the environment and \( \beta = 1/T \) its inverse temperature (with Boltzmann constant set to unity, \( k_B = 1 \)). It is worth noting that Eq. (3) is valid at any temperature, and is local in time, despite the fact that no Markovian approximation was explicitly taken. In the next few sections, we will show how the general master equation simplifies in different regimes, making it more tractable for both analytical and numerical techniques.

As discussed in Section II, we are interested in studying tunneling-like phenomena. With this in mind, we will look at the evolution of a system for which the particle is initially localized in one of the sides of the double potential well. In particular, we take as initial condition for the main system a Gaussian wave function centered around the left-hand minimum of the potential, \( x_0 = -\Omega/\sqrt{8\lambda} \): 

\[ \Psi_0(x) = \frac{1}{(2\pi \sigma_x^2)^{1/4}} \exp\left[\frac{-(x-x_0)^2}{4\sigma_x^2}\right]. \]  

The width of the Gaussian is set to \( \sigma_x = 1/\sqrt{2\lambda} \), corresponding to the vacuum state for a harmonic oscillator with frequency \( \Omega \). At this point we should take into account that once the main system is coupled to the environment, the oscillator changes its frequency to a shifted one due to the coupling. We will set parameters in order that this frequency shift can be neglected at all times (we will come back to this point below, when we discuss numerical results at zero temperature). The frequency \( \Omega \) is the natural frequency obtained by expanding \( V(x) \) in the vicinity of its minimum \( x_0 \) with \( \Psi_0(x) \), thus, it describes a particle which is “locally” in the “vacuum”. For the closed system, we expect the state to tunnel through the potential barrier: after a tunneling time \( \tau \), the wave function should be approximately given by a Gaussian with similar width centered on the right-hand minimum of the potential. The tunneling time can be estimated using standard techniques. The initial Gaussian is well approximated by a linear combination of the first two energy eigenstates of the full potential \( V(x) \). Denoting the energies of the symmetric/anti-symmetric eigenstates by \( E_0 \) and \( E_1 \) respectively, we expect the tunneling time to be given by \( \tau \simeq 1/(E_1 - E_0) \). However, as the initial condition Eq. (5) is not an exact sum of the two eigenstates, there will be a correction in the tunneling time. Numerically, as discussed below, we found that in general \( \tau = 3/(E_1 - E_0) \). The energy difference and corresponding tunneling time can be obtained by a straightforward instanton calculation \[ \text{[4]}, \] the final result being:

\[ \tau = \frac{3}{E_1 - E_0} = \frac{3}{8} \sqrt{\frac{\pi}{2}} \frac{\Omega}{V_0} \exp\left[\frac{16 V_0}{3 \Omega}\right]. \]  

The expression inside the exponential is the classical action for the instanton, \( S_0 = (16/3) \times V_0/\Omega \).

III. TUNNELING INHIBITION AT HIGH-T

At high temperature the reduced master equation can be expressed in a much simplified way by means of the (also reduced) Wigner distribution function on phase space \( \hat{W} = W(x, p; t) \[2, 7] \):

\[ \hat{W} = \{\hat{H}_{\text{sys}}, \hat{W}\}_{\text{PB}} - \frac{\lambda}{4} x \partial_x^3 \hat{W} + 2\gamma(t)\partial_p(p\hat{W}) + D(t)\partial_p^2 \hat{W} - f(t)\partial_x^2 \hat{W}, \]  

where

\[ \gamma(t) = -\frac{1}{2\Omega} \int_0^t d\tau \sin(\Omega \tau) \eta(\tau), \]  

\[ D(t) = \int_0^t d\tau \cos(\Omega \tau) \nu(\tau), \]  

\[ f(t) = -\frac{1}{\Omega} \int_0^t d\tau \sin(\Omega \tau) \eta(\tau). \]  

\( \gamma(t) \) is the dissipation coefficient, \( D(t) \) and \( f(t) \) are the diffusion coefficients, all of them given in terms of the dissipation and noise kernels defined in Eqs. (3-4). The first term on the right-hand side of Eq. (7) is the Poisson bracket, corresponding to the usual classical evolution. The second term includes the quantum corrections to the dynamics. The last three terms describe dissipation and diffusion effects due to the coupling to the environment. In order to simplify the problem, we consider a high-temperature Ohmic environment, i.e., we take

\[ I(\omega) = \frac{2}{\pi} \gamma_0 \omega \frac{\Lambda^2}{\Lambda^2 + \omega^2}, \]  

where \( \Lambda \) is a high frequency cutoff which is larger than any frequency involved in the system. In this approximation the coefficients in Eq. (8) become constant in time: \( \gamma = \gamma_0, f \sim 1/T, \) and \( D = 2\gamma_0 T \). The
anomalous diffusion coefficient $f$ is much smaller than the other ones and therefore we neglect it in Eq. (7). It is important to note that the high-temperature approximation is well defined only after a time-scale of the order of $1/T \sim \gamma_0/D$. For all cases we will be studying the relevant period of the evolution lies at much later times, well in the regime where the approximation holds on.

As discussed in Section II, the thermal bath will have two distinct effects on the evolution of the initial wave packet. In a regime where the weak coupling to the environment is strong enough, the diffusion will make the initial quantum packet decohere, quantum interference terms will be suppressed and the system will behave classically. After the decoherence time $t_D$, quantum behavior will be inhibited and tunneling should not be possible any longer. Because the initial energy of the particle is less than the barrier height $V_0$, we would expect it to remain localized on the initial side of the barrier after $t_D$. On the other hand, since the particle is in contact with a high-temperature environment it will “warm up” and in time its energy will increase. At some time $t_{th}$ there will be a significant probability for the particle to cross through the top of the barrier, via thermal activation. For very long times, the system should reach a state of thermal equilibrium, with the particle being equally likely to be found on either side of the barrier.

We will now estimate these two time-scales. In particular, we will be interested in understanding how $t_D$ and $t_{th}$ interplay with each-other, making the crossing of the barrier more or less likely at different stages of the evolution.

The decoherence time in the high-$T$ limit is usually assumed to be inversely proportional to the diffusion term $D$ and to the square of the spatial extension of the wave packet $L$. For our choice of initial conditions we assume that for early times $L$ can be set to the width of the original Gaussian wave function, that is $L = 2\pi x = 2/\sqrt{2\gamma_0 T}$. Using $D = 2\gamma_0 T$ we obtain (in units of $\hbar = 1$) \[t_D = \frac{\Omega}{4\gamma_0 T}.\] (11)

Though the result is not exact, with $t_D$ being slightly overestimated due to the choice of $L$, its accuracy is enough for our purposes.

The thermal activation rate for a classical system can be obtained by working with the classical analogue of Eq. (7), the Fokker-Planck equation:

$$\dot{W} = \{H_{sys}, W\}_{PB} + 2\gamma_0 \partial_p (pW) + D\partial^2_p W.$$ (12)

Note that after decoherence takes place and quantum terms become irrelevant for the evolution, Eq. (4) reduces to Eq. (12). The classical evolution for the average of any physical observable $A(x, p)$ in this regime is then given by:

$$\partial_t \langle A \rangle = -\langle \{H_{sys}, A\}_{PB} \rangle + D\partial^2_p \langle A \rangle - 2\gamma_0 \langle p\partial_p A \rangle.$$ (13)

If we take $A(x, p)$ to be the Hamiltonian of the main system, we obtain $\partial_t \langle H \rangle = 2\gamma_0 (T - \langle p^2 \rangle)$. This expression can be further simplified by assuming $T$ to be much higher than the relevant energy scales in the problem, $V_0$ and $\langle p^2 \rangle$, during the early stages of the evolution. As a result, the time dependence of the energy of the system is given by:

$$\partial_t \langle H \rangle = 2\gamma_0 T \rightarrow E = E_0 + 2\gamma_0 T t,$$ (14)

where $E_0$ is the initial energy of the system. We can then estimate the thermal activation time $t_{th}$ to be of the same order of the time it takes the system to reach, on average, the energy of the height of the barrier:

$$t_{th} = \frac{V_0 - E_0}{2\gamma_0 T}.$$ (15)

When the energy of the initial state is considerably smaller than the potential height this reduces to $t_{th} = V_0/(2\gamma_0 T)$. These estimates clearly show that there is a large region of parameter space where it is possible to have decoherence taking place before the tunneling time, and delay considerably thermal activation. In these cases the particle should remain confined in the original side of the barrier as long as $t < t_{th}$. Ideally we would like to have $t_D$ and $t_{th}$ separated as much as possible from the tunneling time scale $\tau$. that is $t_D \ll \tau \ll t_{th}$. For practical purposes we write:

$$a t_D = \tau = b t_{th}.\] (16)

From the first and last terms we find a restriction on the parameters of the potential:

$$\frac{V_0}{\Omega} = \frac{1}{2} \left( \frac{a}{b} + 1 \right).$$ (17)

Together with a choice of tunneling time, Eq. (17) fixes the potential of the main system. The parameters of the environment can then be set using the first part of Eq. (16):

$$\gamma_0 T = \frac{\Omega}{4\tau}.\] (18)

A choice of $a >> 1$ and $b << 1$ would lead to the desired result, keeping the particle localized one side of the potential well for an arbitrary long time.

A. Numerical Simulation

Our goal here is to use a numerical simulation to test and illustrate the suppression mechanism discussed above. In terms of the notation of Eq. (16) we should favour a system with large $a$ and small $b$. Though such values are perfectly admissible physically, they correspond to a situation which is hard to tackle numerically. From Eq. (17) we see that a large ratio of $a$ to $b$ implies a high value for $V_0/\Omega$. This quantity, $n = V_0/\Omega$, is none
other than the semi-classical estimate for the number of states trapped in the potential well. As we will discuss below, our numerical method is based on evolving an equation for the eigenstates, which will be in large number. Since the tunneling time depends exponentially on $n$, we will also be faced with very large integration times. As a consequence we will have to chose “conservative” values for $a$ and $b$. Nevertheless, the results will still describe in a conclusive way the phenomena described in the previous section.

1. Numerical method

The master equation (19) can only be solved by step-by-step methods up to relatively short times. As a way out of this problem we resorted to numerically integrating equation (2) on the basis $|\mu\rangle$ of eigenstates of the Hamiltonian of the isolated system, $H_{\text{sys}} = \frac{p^2}{2} + V(x)$. On our high-$T$ limit this reduces to:

$$\dot{\rho}_{\mu\nu} = -\sum_{\alpha\beta} M_{\mu\nu\alpha\beta} \rho_{\alpha\beta}, \quad (19)$$

where $M$ is time-independent. The full expression for $M$ can be found in Appendix. We have for notation simplicity dropped the sub-index $r$ on $M$.

As equation (19) has constant coefficients, it can be integrated up to any time once the coefficients $M$ are numerically calculated. That means, we can write the exact solution of the master equation (19) in terms of $M$ as:

$$\rho_{\mu\nu} = \sum_{\alpha\beta} (e^{-Mt})_{\mu\nu\alpha\beta} \rho_{\alpha\beta}(0). \quad (20)$$

All the difficulty is now shifted to the calculation of the eigenstates $|\mu\rangle$ of the system $H_{\text{sys}}$, the construction of $M$ and the calculation of its exponential. Here problems may arise since $M$ has dimension $N^4$ (where $N$ is the dimension of the space representing the real Hilbert space of the problem). Thus $N$ should not be too large. On the other hand, the number of states should be large enough to faithfully represent the system’s Hilbert space: as decoherence couples these states, the expected quasi-equilibrium state resulting from the master equation should be diagonal in the eigenstate basis. The master equation tends to mix these states in such a way that the entropy grows to a level where all states become occupied with equal probability. This provides a good criterion for the validity of the numerical simulation - in practice we will trust the numerical solution of the master equation only up to times when the entropy $S$ is below saturation, i.e. $S < S_{\text{sat}} = \ln N$.

2. Decoherence inhibits tunneling

We have solved equation (19) for the system parameters $V_0 = 100$ and $\Omega = 5$, which leads to $n = 20$. For this set of parameters the estimated tunneling time is $\tau = 4.6315540310^{10}$. We have chosen $a = 24.5$ and $b = 0.6282$ so that $\gamma_0 T = 3.9 \times 10^{-11}$, which is a very small value. This is to be desired so that the system heats very slowly, delaying thermal activation until after the tunneling time. Finally, we obtain the relation between the three time scales $t_D \sim 0.0408 \tau$ and $t_{\text{th}} \sim 1.6326 \tau$.

As the initial state is well expanded by 10 eigenstates of $H_{\text{sys}}$ and $n = 20$, we have chosen a Hilbert space with $N = 40$ which is as large a value of $N$ as we can afford numerically. The environment high frequency cutoff is set to $\Lambda = 10 \times \Delta_{40.0} = 10 \times 102.237307 \gg \Delta_{\alpha\beta}$ for all $\alpha, \beta$. $\Delta_{\alpha\beta}$ is the frequency separation for eigenstates $\alpha$ and $\beta$.

For the numerical solution of the isolated system we have very accurately calculated the eigenstates and eigenvalues of the $H_{\text{sys}}$ checking that the tunneling time of our initial state $|\psi\rangle$ is indeed very close to that estimated by Eq. (6). This is illustrated in Fig. 1 where we show the time evolution of the probability of finding the particle on the original well, for both the isolated and open system. Starting from unit at $t = 0$, the probability for the former decreases as the particle tunnels through the barrier, reaching zero when $t \approx \tau$. For longer times (not shown in the figure) the particle tunnels back and forth between the two wells, and as expected the probability is seen to oscillate with a period close to $2\tau$. The behavior of the open system is in marked contrast with this. The probability of remaining in the original well decreases but at a much slower rate when compared to the open system. As we will see, this decrease is a consequence of thermal activation rather than tunneling, which is suppressed at very early times. The value of the probability never goes to zero, neither are any oscillations observed. In fact the probability decreases monotonically and for very long times we should expect it to approach $0.5$; when the system thermalizes it is equally probable to find the particle on each side of the barrier. On the same figure we also show the evolution of the linear entropy $S_L$ of the open system in terms of the maximum of entropy allowed for the finite space representing the Hilbert space of the system $\ln N$, $S_L / \ln N = -\ln \left[\text{Tr}\rho^2\right] / \ln N$. After some time the linear entropy reaches saturation suggesting that the dimension of the finite space ($N = 40$) is too small. As a consequence the numerical results are less reliable after $t \sim \tau$. Nevertheless it is clear from the plots that decoherence inhibits tunneling well before this time.

The qualitative features of the evolution of both the isolated and the open systems are illustrated in Figs. 2 and 3 where we can see, respectively, the probability distribution $\sigma(x, x) = \langle x|\rho|x\rangle$ and the Wigner function $W(x, p)$ for significant times. Again, the contrast between their behaviour is very clear. For very early times ($t \approx 0.2\tau$), tunneling starts taking place in the isolated system with $\sigma(x, x)$ becoming non-zero in the right-hand well of the potential. The same effect can be observed in the Wigner function, which also shows negative values
FIG. 1: Time behavior of the probability to stay on the left of the barrier for the open (full line) and isolated system (dotted line). Time is measured in units of the estimated tunneling time $\tau$. The inset shows, for the same times-pan, the evolution of the linear entropy of the open system, $S_L/\ln N$ where $N = 40$ is the size of the finite space representing the Hilbert space of the problem. For $t \sim \tau$ the entropy is near saturation $S_L/\ln N = 1$ (see text).

FIG. 2: Probability distribution $\sigma(x, x)$ for the isolated (left) and the open system (right) for $t = 0$; $t = 0.1\tau$ and $t = 0.2\tau$ (top) and $t = 0$; $t = 0.5\tau$ and $t = \tau$ (bottom). As a reference, it is drawn the shifted and scaled potential $V(x)$ in all the plots.

in the centre of the phase space, indicating clear quantum behaviour. For the same times, the open system shows no signs of tunneling, with the particle strictly confined to the original side of the potential. The spread of both $\sigma(x, x)$ and $W(x, p)$ increases, as a consequence of diffusion induced by the environment. As expected, since $t_D$ is very small for this system, decoherence has clearly taken place by this time and the Wigner function is strictly positive everywhere. For $t = 0.5\tau$, both the probability distribution and the Wigner function are symmetric for the isolated system. On the other hand, the wave packet in the open system has continued to widen, and we see the first signs of crossover above the barrier. As the tunneling time is reached, though the system is still mainly localized on the original well, it has become warmer and the Wigner function explores a large region of phase-space, with thermal activation becoming significant. Note that since areas of stronger non-linearity of the potential are now occupied, one can observe slight negative valued fringes in the Wigner function. This transitory behaviour is a well known consequence of the introduction of non-linear effects in the system, and bares no relation with tunneling \cite{21}. At this time, on the other hand, the isolated system has fully tunneled and the wave packet is centered around the right-hand minimum of the potential.

B. Thermal Activation in the Classical Limit

In this section we will present a numerical example of classical high-$T$ thermal-activation. Our main goal is to confirm that after decoherence takes place, a quantum system such as the one studied in Section III A follows the behaviour of a purely classical system, displaying thermal-activation.

A classical statistical system is described by the Fokker-Planck equation Eq. (12). Here, instead of solving Eq. (12) directly to obtain $W(x, p)$, we chose to evolve
a very large ensemble of classical particle trajectories interacting with a thermal bath via dissipation and noise terms. The equation of motion for each particle is given by:

\[ \ddot{x}(t) = -2\gamma_0 \dot{x}(t) - V'(x(t)) + \xi(t), \]

where \( \xi \) is time-uncorrelated Gaussian noise with variance \( \langle \xi(t)\xi(t') \rangle = \gamma_0 T \delta(t-t') \). It is straightforward to show that an ensemble of particles evolving according to the Langevin equation above, does indeed obey the master equation Eq. (12). The numerical solution of a large number of equations of the type of Eq. (21) is trivial, offering an alternative to the direct solution of the master equation as we have done so far. The initial conditions are generated such that \( x \) and \( p \) are Gaussian random variables distributed according to the classical analogue of the wave function Eq. (13):

\[ W_0(x, p) = \frac{1}{\pi} \exp \left( -\frac{(x-x_0)^2}{2\sigma_x^2} - \frac{2\sigma_x^2 p^2}{2\sigma_z^2} \right). \]

At arbitrary time \( t \) we can obtain expectation values of physical properties by averaging over the ensemble. The Wigner function \( W(x, p, t) \), can be determined by evaluating the fraction of particles in the ensemble with position and momentum in the interval \( (x, x+dx) \times (p, p+dp) \).

In Figs. 4 and 5 we show the results of a simulation with \( \Omega^2 = 12, V_0 = 23, T = 10^7, \gamma_0 = 2.5 \times 10^{-9} \). Note that choosing the set of parameters used in Section III A would lead to impractical simulation times. The qualitative aspects of the dynamics of the two systems should be similar though, with the classical simulation illustrating the generic properties of the thermal-activation process.

The thermal-activation time as estimated by Eq. (15) is given, for this set of parameters, by \( t_{\text{th}} = 390 \). In Fig. 4 we show both the probability of finding the particle in the left-hand side of the potential and the mean energy of the system. As expected, when \( t \approx t_{\text{th}} \), the energy is of the order of the height of the potential barrier. The probability at that time is \( P \approx 0.7 \). We simulated a series of similar processes with a wide range of parameters and found that Eq. (15) holds very well over several orders of magnitude of the quantities involved. In particular, we found that the “non-crossing” probability at \( t = t_{\text{th}} \) is always in the range \( P \approx 0.65 - 0.75 \). The probability observed in the quantum simulation of Section III A for \( t_{\text{th}} \) is within this range. This result should be taken qualitatively though, since \( t_{\text{th}} \) is reached after entropy saturation has taken place. The overall evolution of \( P(t) \) in the classical case follows very closely that for the quantum system after \( t_D \), with the probability decreasing monotonically and approaching 0.5 for large values of \( t \).

In Fig. 5 we have the phase-space probability distributions (the classical Wigner function) for significant evolution times. Throughout the evolution \( W(x, p) > 0 \) as expected, since the Fokker-Planck equation conserves the positivity of the distribution. As time progresses the initial Gaussian packet widens, its energy increasing and allowing a larger fraction of the ensemble’s particles to explore further regions of phase space. For \( t = t_{\text{th}} \), when as defined, the average particle energy equals the potential height, thermal crossing of the barrier starts to be significant. It is interesting to note that for this period of evolution, the separatrix of the phase space shows a high particle density on the right side of the potential. This confirms that the particles crossing the barrier do so because their energy is of the order of the barrier (corresponding to the separatrix energy). This obvious signature of classical thermal-activation can also be observed in the quantum open system in Fig. 4. In the quantum isolated system on the other hand, the Wigner function remains zero in the separatrix region throughout the evolution. In this case, tunneling can be recognized by the large negative interference fringes in the origin of the phase-space. Back in the classical system, we observe that for large \( t \) dissipation and diffusion effects combine to populate the central regions of the right-hand minimum of the potential. Finally, the overall shape of the Wigner function becomes increasingly symmetrical, with the system converging asymptotically to a thermal equilibrium state.

IV. DECOHERENCE AND TUNNELING AT ZERO TEMPERATURE

At \( T = 0 \) the time integrals in master equation (2) can be explicitly calculated [10]. We focus, as before, on Ohmic environments with spectral density \( I(\omega) = \frac{2}{\hbar} \gamma_0 \omega^2 \frac{1}{\omega^2 + \Lambda^2} \). After a rather lengthy calculation, the master equation at \( T = 0 \) on the basis of eigenstates of the
FIG. 5: Classical distribution function of the system for the indicated times. Horizontal axis corresponds to $x$, vertical axis to $p$. The medium grey shade on the background corresponds to zero values for the Wigner function, lighter and darker shades respectively to positive and negative values of $W(x,p)$.

The isolated system can be written as

$$
\hat{\rho}_{\mu \nu} = -i \Delta_{\mu \nu} \rho_{\mu \nu} - 
- \sum_{\alpha \beta} \{D_{\alpha \beta} x_{\mu \alpha} x_{\alpha \beta} \rho_{\beta \nu} - D_{\beta \nu} x_{\mu \alpha} x_{\beta \nu} \rho_{\alpha \beta} - 
- D_{\mu \alpha} x_{\beta \nu} \rho_{\alpha \beta} + D_{\alpha \beta} x_{\mu \alpha} x_{\beta \nu} \rho_{\mu \alpha}\} + 
+ i \sum_{\alpha \beta} \{\gamma_{\alpha \beta} x_{\mu \alpha} x_{\alpha \beta} \rho_{\beta \nu} + \gamma_{\beta \nu} x_{\mu \alpha} x_{\beta \nu} \rho_{\alpha \beta} - 
- \gamma_{\mu \alpha} x_{\beta \nu} \rho_{\alpha \beta} - \gamma_{\alpha \beta} x_{\alpha \beta} x_{\beta \nu} \rho_{\mu \alpha}\};
$$

(23)

where the time dependent complex coefficients $D_{\alpha \beta} = D_{\alpha \beta}(t)$ and $\gamma_{\alpha \beta} = \alpha_{\alpha \beta}(t)$ are given by

$$
D_{\alpha \beta} = D(\Delta_{\alpha \beta}) + i \Delta_{\alpha \beta} f(\Delta_{\alpha \beta})
$$

(24)

$$
\gamma_{\alpha \beta} = -\frac{1}{2} \tilde{\Omega}^2(\Delta_{\alpha \beta}) - i \Delta_{\alpha \beta} \gamma(\Delta_{\alpha \beta})
$$

(25)

with

$$
D(\Delta) = \frac{2\gamma_0}{\pi} \frac{\Lambda^2 \Delta}{\Delta^2 + \Delta^2} 
\times \left[ Shi(\Lambda t) \left(\frac{\Delta}{\Lambda} \cos \Delta t \cosh \Lambda t + \sin \Delta t \sinh \Lambda t\right) 
- Chi(\Lambda t) \left(\frac{\Lambda}{\Delta} \cos \Delta t \sinh \Lambda t + \sin \Delta t \cosh \Lambda t\right) 
+ Si(\Delta t)\right],
$$

$$
f(\Delta) = \frac{2\gamma_0}{\Lambda^2 + \Delta^2} 
\times \left[ Shi(\Lambda t) \left(\frac{\Lambda}{\Delta} \sin \Delta t \cosh \Lambda t - \cos \Delta t \sinh \Lambda t\right) 
+ Chi(\Lambda t) \left(-\frac{\Lambda}{\Delta} \sin \Delta t \sinh \Lambda t + \cos \Delta t \cosh \Lambda t\right) 
- Ci(\Delta t) - \ln \frac{\Lambda}{\Delta}\right].
$$

(26)

and

$$
\tilde{\Omega}^2(\Delta) = -\frac{2\gamma_0 \Lambda^3}{\Lambda^2 + \Delta^2} \left[ 1 - e^{-\Lambda t} \left( \cos \Delta t - \frac{\Delta}{\Lambda} \sin \Delta t \right) \right],
$$

$$
\gamma(\Delta) = \frac{2\gamma_0 \Lambda^2}{\Lambda^2 + \Delta^2} \left[ 1 - e^{-\Lambda t} \left( \cos \Delta t + \frac{\Lambda}{\Delta} \sin \Delta t \right) \right]
$$

(27)

As before $\Delta_{\alpha \beta} = \omega_\alpha - \omega_\beta$, the frequency difference between eigenstates $\alpha$ and $\beta$. The set of coefficients $D_{\alpha \beta}$ encapsulates the effects of diffusion at $T = 0$, with $D(\Delta)$ representing the normal diffusion and $f(\Delta)$ the anomalous one. The others represent the effect of the environment through the dissipation kernel $\eta$, with $\Omega(\Delta)$ the frequency shift and $\gamma(\Delta)$ the dissipation coefficient. The last two reach constant asymptotic values for $\Lambda \gg 1$.

Even though the time dependent functions reach an asymptotic constant value for $\Lambda_{\alpha \beta} t \gg 1$ and $\Lambda \gg 1$, for the problem we are going to analyze we will never reach a regime where all the coefficients involved by equation (24) are constant. That is, the expressions in (26) are constant for all $\alpha, \beta$ when $t \gg 1/\Lambda$ and $t \gg 1/\Delta_{\alpha \beta} \approx \tau/3$, due to Eq. (6). As the functions $Si(t)$ and $Ci(t)$ converge toward its asymptotic values only very slowly, we will never reach this regime.

As for the high-$T$ limit we want to estimate the decoherence time scale. For this purpose we will analyze the decoherence process in a simple case: $\Psi(x,t=0) = \Psi_1(x) + \Psi_2(x)$, where

$$
\Psi_{1,2} = N \exp \left(-\frac{(x + L_0)^2}{2\delta^2}\right) \exp(\pm i P_0 x),
$$

(28)

with $N$ a normalization constant, and $\delta$ the initial width of the wave packet.

As it was defined in the previous literature (see for example [2, 7]), the effect of decoherence is produced by an exponential factor $\exp(-A_{\text{int}})$, defined as

$$
\exp(-A_{\text{int}}) = \frac{1}{2} \frac{W_{\text{int}}(x,p)|_{\text{peak}}}{[W_1(x,p)|_{\text{peak}} W_2(x,p)|_{\text{peak}}]^{1/2}},
$$

(29)
where $\text{Wint}$ is the Wigner’s interference term, coming from the superposition of the two states $\Psi_{1,2}$.

In a very crude approximation one may drop all non-linear terms on the Hamiltonian of the system and then estimate the decoherence time-scale from (see Ref. [10] for details)

$$\dot{A}_{\text{int}} \approx 4L_0^2D(\Delta) - 2f(\Delta),$$

where $L_0$ is the spread of the state. In order to evaluate the decoherence time $t_D$, we have to solve $1 \approx A_{\text{int}}(t = t_D)$. From Eq. (30) it is not possible to find a global decoherence time-scale at $T = 0$. Nevertheless, we can find limits in which we are able to give different scales for decoherence.

When $\Delta t \ll 1$ (for times $\frac{1}{\Lambda} < t < \frac{1}{\Delta}$), we can approximate $A_{\text{int}}$ using the asymptotic limits of $Si$ and $Ci$ by

$$A_{\text{int}} \approx \frac{8\Lambda^2}{\Lambda^2 + \Delta^2} \gamma_0 \left[ \frac{L_0^2}{2\pi} (\Delta t)^2 + t \log(\Delta t + \Gamma - 1) \right],$$

resulting in a decoherence time bound

$$t_D \leq \frac{1}{8\gamma_0}. \quad (32)$$

For large frequency $\Delta$, such as $\Delta \sim \Lambda$, it is easy to see that

$$A_{\text{int}} \sim 2L_0^2 \gamma_0 \Lambda t + 4\gamma_0 \left( t \frac{Ci(\Delta t)}{\Lambda} - \frac{\sin(\Delta t)}{\Lambda} \right), \quad (33)$$

giving a very short decoherence time-scale,

$$t_D \sim \frac{1}{2L_0^2 \gamma_0 \Lambda}. \quad (34)$$

This result will be valid as long as the product $L_0^2 \gamma_0 \Lambda \leq 1$, allowing us to neglect the initial transient.

As this decoherence time scale was derived after dropping all nonlinear terms on the Hamiltonian of the system, it is then valid only for linear systems. We can only expect it to be of some use when we begin with a narrow initial state located at one of the potential minima of the system because for a while it will evolve as in an harmonic oscillator potential. After some (short) time the nonlinearities will generate interferences dynamically [21]. Then, we should expect equation (32) to be only accurate if decoherence happens early enough, before non-linear effects kick in.

### A. Numerical Results

We have numerically solved equation (23) using a standard adaptive step-size fifth order Runge-Kutta method for different parameters of the system and the environment. All results were found to be robust under changes on the parameters of the integration method.

As an example we have chosen $\Omega = 100$ and $V_0 = 200$ for the system for which the estimated tunneling time scale is $\tau \approx 158.27$. As for the high-T limit, we desire decoherence to occur before tunneling, so we have set the parameters of the environment according to $at_D = \tau$ with $a = 10$. Then from equation (34) $\gamma_0 = a/(8\tau) \approx 0.007897$. We set the frequency cutoff to $\Lambda = 10V_0 = 2000$. With this set of parameters, and taking into account Eq. (24) we see that the effects of the frequency shift in the initial state can be neglected. In fact, it is easy to check that for these values, $\Omega^2$ is $0.32\%$ of $\Omega^2$. Therefore we can safely neglect the error induced by taking the initial state to be given by the vacuum of an harmonic oscillator of frequency $\Omega$, rather than $\Omega$.

Fig. 6 shows the probability of staying in the original well, $P(t) = \int_{-\infty}^{0} dx \ \sigma(x,x)$ in terms of the time measured in units of the estimated tunneling time $\tau$, while Fig. 7 and 8 show the probability distribution $\sigma(x,x)$ and the Wigner function of the system, respectively, for the indicated times, both for the isolated and the open system.

The evolution of the open system at zero temperature shows similarities but also relevant differences with the analogous situation in the high-T limit. For very early times the probability of staying on the initial side of the potential decreases quickly, approaching 0.5 as soon as $t \sim 2\tau$. There are no signs of the particle tunneling back, as expected, since $t_D$ is taken to be smaller than the tunneling time-scale. Also, the asymptotic behaviour of $P(t)$ shows no oscillatory behaviour as would be expected if tunneling played any role in the late-time dynamics. Instead we see what looks like a quick “equilibration” into a state where the particle is equally likely to be on either side of the potential barrier. Both the probability distribution plots and the Wigner functions corroborate this picture. From very early-times, the negative regions of $W(x,p)$ in the $T = 0$ case are considerably suppressed when compared with the closed system, suggesting that...
tunneling has a small contribution to the evolution. For \( t > \pi/2 \), \( W(x, p) \) becomes positive definite and the system displays no tunneling oscillations. As in the high-T case, the separatrix becomes densely populated when cross-over starts being significant. Both this and the fact that for late times \( \sigma(x, x) \) and \( W(x, p) \) are symmetrical around \( x = 0 \), suggests we should be able to describe the dynamics of the open system in terms akin to classical activation.

When trying to interpret the post-decoherence behaviour of the open system, several features of its dynamics should be kept in mind. Firstly, one should emphasize that the initial condition is clearly not the ground state of the total action Eq. (1). As soon as the interaction turns on, at \( t = 0 \), the system will find itself in an excited state. In relation to the new minima of the potential, the environment will have a non-zero amount of energy. From a purely classical point of view, this energy cannot be responsible for the excitation of the particle over the potential barrier. In fact, the height of the potential increases in relation to the new vacuum, in a way such that the total energy of the full system is still lower than the barrier separating regions of positive and negative \( x \). This argument can be made more quantitative in the following way: the full potential for the system plus environment is\( V(x, q_n) = V_{\text{sys}}(x) + V_{\text{env}}(q_n) + V_{\text{int}}(x, q_n) \) with \( V_{\text{sys}}(x) = -1/4\Omega^2 x^2 + \lambda x^4 \), \( V_{\text{env}}(q_n) = \sum_n 1/2\omega_n^2 x_n^2 q_n^2 \), and \( V_{\text{int}}(x, q_n) = \sum_n C_n x_n q_n \). Classically, the initial condition is \( x = -\Omega/\sqrt{8\lambda} \), and, because the environment is at \( T=0 \), \( q_n = 0 \). So, for the full action, the energy terms of the initial condition are given by \( V_{\text{sys}} = -\Omega^4/64\lambda = V_0 \) (the minimum of \( V_{\text{sys}} \), \( V_{\text{env}} = 0 \), and \( V_{\text{int}} = 0 \); and so \( V = V_0 \). Note that classically, the value of the total energy is the same as the energy of the isolated main particle, even when the interaction with the environment is “switched on”. This is a consequence of taking zero temperature for the environment. It is true that when the full system is considered, we are no longer in the state of minimum of energy, \( V_0 \) corresponding to an excited state. Nevertheless, this initial energy cannot be responsible for making the particle cross the potential barrier. The classical trajectory of a particle going over the barrier would have necessarily \( x = 0 \) at some point. If \( x = 0 \) the value for the total energy must be positive \( V > 0 \). Since for the initial state implies \( V_0 < 0 \), this can never happen. In other words, when the interaction is switched on, the system does “gain” energy relatively to the new vacuum, but the height of the barrier increases by the same amount, so classical activation cannot take place.

Note that the fact that there are no fluctuations in the environment classically at \( T=0 \), plays a crucial role in this reasoning. Even for small but finite \( T \), the energy of the environment would go as \( T \). By choosing \( T \) small enough, this contribution could always be made high. As a consequence, and in contrast with the high-T case, we will not be able to describe the evolution of the quantum system after classicalization by simply taking its classical exact equivalent. The quantum fluctuations present in the initial state of the environment must play a role in the “activation”. One should note that these fluctuations are not “vacuum fluctuations” of the full system. Nevertheless, the fact that they have such a clear effect on the evolution of the system is quite remarkable. Whereas in the high-T case the quantum and classical oscillators composing the bath had identical distributions, they behave in a markedly different way as \( T \to 0 \). The quantum nature of the environment, which could be ignored at high-T, leads in this limit to important non-negligible effects.

In terms of the master equation, the quantum fluctuations of the bath oscillators generate non-zero \( f(t) \) and \( D(t) \) terms, making diffusive phenomena possible. This is particularly true of the anomalous diffusion coefficient \( f(t) \) that depends logarithmically on the cutoff \( \Lambda \) and thus can be considerably large [10]. Diffusion effects induced by quantum fluctuations are thus responsible for exciting the particle over the potential barrier. Though this process is very different from high-T thermal activation, we conjecture that it may still be interpreted in terms of a modified classical setting. The key ingredient is that the classical bath should mimic the properties of the quantum \( T = 0 \) environment. Considering the classical and quantum versions of the noise kernel \( \nu(s) \), it is possible to show that a bath of classical oscillators with a frequency dependent temperature \( T(\omega) = \hbar \omega/2 \) should reproduce the effects of the initial quantum state. In fact, for this choice of classical environment one obtains \( f(t) \) and \( D(t) \) terms identical to those of the \( T = 0 \) quantum case. Our main point is that after decoherence takes place, a quantum open system at \( T = 0 \) should behave as a classical open system in contact with a classical bath whose oscillators are excited in a way that reproduces the fluctuations of the corresponding quantum environment. In order to fully understand this correspondence, one should simulate a classical system interacting with this type of generalized bath, reproducing the results of the quantum case and obtaining the same time-scales for fluctuation-induced activation [12, 22]. We will leave a detailed study of this type of system to a future publication [22].

A second question concerns the interplay of decoherence and excitation processes in the \( T = 0 \) case. For both quantities, the value of the environment frequency cutoff \( \Lambda \), seems to play an important role, affecting both the decoherence time, and the excitation process in the same direction. Since we do not have explicit estimates of the “activation” time in terms of \( \Lambda \), it is hard to predict whether there is a regime for which decoherence happens fast enough and excitation is considerably delayed. Numerical results presented in Figs. 4 and 10 suggest that this is not possible. The two figures show respectively the probability to stay on the original well and the energy of the main system for several choices of the cutoff. \( \Lambda \) varies from the smallest frequency present in the sys-
FIG. 7: Probability distribution $\sigma(x, x)$ for the isolated (left) and the open system (right) for $t = 0$; $t = 0.1 \tau$ and $t = 0.2 \tau$ (top) and $t = 0.5 \tau$ and $t = \tau$ (bottom). As a helpful reference, the scaled potential $V(x)$ is drawn in all the plots.

FIG. 8: Wigner distribution functions for the isolated (left) and open (right) system, for the indicated times. Axes and gray shades are similar to the ones defined in Fig. 3.

FIG. 9: Probability to stay on the original well for different values of $\Lambda$ (other parameters are fixed as in previous plots). The crosses are a subset of the simulation data (not all data points are shown so that the fit curves can be visible). The solid lines correspond to non-linear chi-squared fits of the data to the expression in Eq. 35. Time is measured in units of the closed system tunneling time $\tau$.

FIG. 10: Evolution in time of the mean energy of the main system for the same set of parameters as in Fig. 9 (time in units of the tunneling time $\tau$). Solid line correspond to the smallest value of $\Lambda$; straight dashed line to $\Lambda = V_0/10$. Dotted lines are larger values of the cutoff: $\Lambda = 10V_0$ on top, and $\Lambda = V_0$ below.

tem; i.e. the difference between the first exited and the ground state energy levels, $E_1 - E_0$; and $\Lambda = 10V_0$. Also shown are two intermediate cutoff values, $\Lambda = V_0/10$ and $\Lambda = V_0$. By lowering $\Lambda$, the “activation” time is indeed postponed, but so is decoherence. In this situation the particle is simply able to tunnel back and forth the two minima for a longer period. Higher values of the cutoff, on the other hand lead to both fast decoherence and fast “activation”. As a result we were never able to localize the particle on one of the wells, with tunneling and “activation” being simultaneously suppressed.

The dependence of the activation time on the environmental cutoff frequency can be made more quantitative by fitting the probability for the particle to remain in the
The analytical expression fits the data extremely well, allowing us to determine for each choice of $\Lambda$ the two relevant time-scales, $\tau$ and $t_{\text{act}}$. In Fig. 11 the activation time measured in this way is shown as a function of the cutoff parameter. This figure includes results for a larger number of curves, spanning several orders of magnitude of $\Lambda$. As expected the activation time decreases initially as the value of the cutoff increases. A change of regime of $\Lambda$. As expected the activation time decreases initially as the value of the cutoff increases. A change of regime of $\Lambda$ studied, the final probability always differed by less than 0.5 to a very good accuracy. As an extra parameter changed by less than 6% when extra parameter changed by less than 6% when compared with the results shown in Fig. 11. Interestingly the value of the measured tunneling time $\tau$ varies with $\gamma_0$. For very small values of the coupling, we obtain $\tau \sim 1$ in units of tunneling time. This value increases with $\gamma_0$ up to 50% of the original tunneling time. At this point, tunneling is suppressed and, as in the case discussed above, the oscillatory term in the fit can be ignored. This suggests renormalization effects are likely to play a role in this case, as the strength of the interaction with the environment becomes larger. Also worth remarking is the fact that within the region of parameters tested, $t_{\text{act}}$ seems to vary as the inverse of $\gamma_0$. This is reminiscent of Eqs. (32) and (34) indicating once again that decoherence and activation for this type of system are closely related. Overall, a very rich structure seems to emerge from the interplay of several physical mechanisms taking place simultaneously at $T = 0$. A detailed numerical study of these will be the focus of a future publication.

V. FINAL REMARKS

We have analyzed a simple time-independent bistable system, by following the quantum evolution of a particle initially localized at one of the minima of the potential, when coupled to an external environment at both zero and high temperatures. When isolated, the particle undergoes tunneling through the barrier. For the open system, we described the effects of dissipation and diffusion on its dynamics in terms of three main phenomena: decoherence, tunneling and thermal activation. We es-
timated the corresponding time-scales analytically and showed that, depending on the parameters of the system and its environment, these processes can be made to act independently on the evolution. The numerical results confirmed the analytical estimates and allowed us to illustrate the distinct properties of the three types of process involved in the evolution.

For the closed system, the numerical simulations displayed all the expected features of standard quantum tunneling, with the wave packet bouncing back and forth between the two vacua, with a rate given by the estimated tunneling time \( \tau \). In the high-\( T \) regime, for an appropriate region of parameter space, the open system was shown to evolve in a fundamentally different way, with the probability for the particle to be found in the original well decaying at a much slower rate. With basis |\( \psi \rangle \rangle, we have checked numerically that all these results confirmed the analytical estimates and allowed us to act independently on the evolution. The numerical simulation time. For late times, the properties of the system and confirmed that the concentration of probability around the separatrix at \( T = 0 \) does signal the onset of classical thermal activation. This picture was confirmed by looking at the evolution in terms of the space-probability distribution and the Wigner function. In contrast with the tunneling dynamics, the Wigner function for the open system became strictly positive soon after the decoherence time, evolving classically for most of the simulation time. For late times, the properties of the Wigner function were characteristic of thermal activation, with the phase-space separatrix becoming heavily populated as the particle crossed over the potential barrier. As an extra check, we evolved a similar classical system and confirmed that the concentration of probability around the separatrix at \( t_{\text{th}} \) does signal the onset of thermal activation. It is worth mentioning that the environment can, for both high and zero temperatures, be tailored so as to have tunneling before decoherence or in fact any other permutation of the three processes describing the dynamics. This can be easily seen by comparing the estimated time-scales for each process. Though not shown here, we have checked numerically that all these cases are indeed possible.

The evolution of the open system at zero temperature shows subtly different and, in some ways, unexpected properties. Tunneling is also undoubtedly quickly suppressed, as can be seen by inspecting either the probability of the particle to remain on the original well or the evolution of its Wigner function. In both cases we observe typical classical features since very early times. Nevertheless, at \( T = 0 \), the quantum fluctuations of the environmental oscillators, absent in a purely classical evolution, lead to non-zero diffusive terms. Their effect is felt primarily through the anomalous diffusion coefficient \( f(t) \) that can have a large magnitude. We conjecture that these non-trivial diffusion effects induced by the quantum environment are large enough to excite the particle over the potential barrier. This is to be contrasted with the case where the environment is classical forbidding any kind of activation phenomena. Though the late time evolution in the presence of a quantum vacuum is in nature very different from high-\( T \) thermal activation, we suggest that it could still be interpreted in terms of a purely classical setting, if the environment oscillators are described by a particular non-thermal statistical state. We will pursue this line of enquire in depth in a forthcoming publication.

VI. APPENDIX

Written on the basis of eigenstates |\( \mu \rangle \rangle of the isolated system \( H_{\text{sys}} = \frac{p^2}{2} + V(x) \), Eq. (2) reads

\[
\dot{\rho}_{\mu \nu} = -i \Delta_{\mu \nu} \rho_{\mu \nu} - \sum_{\alpha \beta \gamma} \rho_{\alpha \beta} \left[ \int_{0}^{t} d\tau \nu(\tau) A^{\mu \nu}_{\alpha \beta \gamma}(\tau) - i \int_{0}^{t} d\tau \eta(\tau) B^{\mu \nu}_{\alpha \beta \gamma}(\tau) \right].
\]

The time-dependent coefficients \( A \) and \( B \) are sums of four terms of the form \( x_{\mu \alpha} x_{\beta \gamma} e^{i \Delta_{\alpha \beta} \tau} \):

\[
\begin{align*}
A^{\mu \nu}_{\alpha \beta \gamma}(\tau) & = x_{\mu \gamma} x_{\nu \alpha} \delta_{\beta \gamma} e^{-i \Delta_{\beta \gamma}} \mp \\
B^{\mu \nu}_{\alpha \beta \gamma}(\tau) & = x_{\mu \alpha} x_{\beta \nu} e^{-i \Delta_{\beta \nu}} - x_{\mu \alpha} x_{\beta \gamma} e^{-i \Delta_{\beta \gamma}} \pm x_{\mu \beta} x_{\gamma \nu} e^{-i \Delta_{\gamma \nu}}.
\end{align*}
\]

Thus, all the time integrals appearing on the master equation have the form:

\[
\int_{0}^{t} d\tau \nu(\tau) e^{i \Delta_{\alpha \beta} \tau} \quad \text{or} \quad \int_{0}^{t} d\tau \eta(\tau) e^{i \Delta_{\alpha \beta} \tau}.
\]

These integrals can be explicitly calculated only if the spectral density of the environment is specified. We have supposed an Ohmic environment, for which \( I(\omega) = 2 \gamma_{0}^{2} \omega \frac{\Lambda^{2}}{\omega^{2} + \Lambda^{2}} \) where \( \Lambda \) represents a high-frequency cutoff and \( \gamma_{0} \) is a constant characterizing the strength of the interaction with the environment (we have set the mass equal to one). For this environment the temperature-independent \( \eta \)-integrals can be easily calculated to be:

\[
\int_{0}^{t} d\tau \eta(\tau) e^{i \Delta_{\alpha \beta} \tau} = \tilde{\Omega}^{2}(\Delta, t) + i \Delta \gamma(\Delta, t),
\]

where

\[
\begin{align*}
\tilde{\Omega}^{2}(\Delta, t) & = -2 \gamma_{0} \Lambda^{3} \frac{\Lambda^{2}}{\Lambda^{2} + \Delta^{2}} \left[ 1 - e^{-\Lambda t} (\cos \Delta t - \frac{\Delta}{\Lambda} \sin \Delta t) \right], \\
\gamma(\Delta, t) & = \frac{2 \gamma_{0} \Lambda^{2}}{\Lambda^{2} + \Delta^{2}} \left[ 1 - e^{-\Lambda t} (\cos \Delta t + \frac{\Delta}{\Lambda} \sin \Delta t) \right],
\end{align*}
\]

are the frequency-shift and dissipation coefficients, respectively.

The \( \nu \)-integrals are not so easily calculated and so here we resort to a Markovian approximation. We will assume
around the entire interval $[0, \infty)$. Therefore the integrals can be extended over the entire interval $[0, \infty)$. If we further assume that the temperature is very high, that is $T \gg \Lambda$, the $\nu$-kernel is reduced to a delta distribution function, and the time integrals are simply [24]

$$\frac{\pi}{2} I(\Delta) \coth\left(\frac{\beta \Delta}{2}\right) \approx 2 \gamma_0 T = D$$

Finally, after some algebraic manipulations, the master equation reads as Eq. [19]

$$\dot{\rho}_{\mu\nu} = - \sum_{\alpha\beta} M_{\mu\nu\alpha\beta} \rho_{\alpha\beta},$$

where the time-independent coefficient $M$ is

$$M_{\mu\nu\alpha\beta} = i \delta_{\alpha\mu} \delta_{\beta\nu} \Delta_{\alpha\beta} + L_{\mu\nu\alpha\beta} - i N_{\mu\nu\alpha\beta}$$

with

$$L_{\mu\nu\alpha\beta} = \sum_{\gamma} \left[ x_{\mu\gamma} x_{\gamma\alpha} \delta_{\beta\nu} K_{\gamma\alpha}^+ - x_{\mu\alpha} x_{\alpha\gamma} K_{\beta\nu}^- - x_{\mu\alpha} x_{\beta\nu} K_{\mu\alpha}^+ + x_{\beta\gamma} x_{\gamma\alpha} \delta_{\nu\mu} K_{\beta\gamma}^+ \right]$$

$$N_{\mu\nu\alpha\beta} = \sum_{\gamma} \left[ x_{\mu\gamma} x_{\gamma\alpha} \delta_{\beta\nu} S_{\gamma\alpha} - x_{\mu\alpha} x_{\alpha\gamma} S_{\beta\nu} - x_{\mu\alpha} x_{\beta\nu} S_{\mu\alpha} + x_{\beta\gamma} x_{\gamma\alpha} \delta_{\nu\mu} S_{\beta\gamma} \right]$$
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