A Mattila–Sjölin theorem for simplices in low dimensions
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Abstract
In this paper we show that if a compact set $E \subset \mathbb{R}^d$, $d \geq 3$, has Hausdorff dimension greater than $\left( \frac{4d-1}{4k} - \frac{1}{4} \right) d$ when $3 \leq d < \frac{k(k+3)}{(k-1)}$, $k \geq 1$, or $\left( \frac{k+3}{k-1} \right) \left( \frac{k-1}{k} \right)$ when $d \geq 3$, then the set of congruence classes of simplices with vertices in $E$ has nonempty interior. By set of congruence class of simplices with vertices in $E$ we mean
\[
\Delta_k(E) = \left\{ \overline{t} = (t_{ij}) : |x_i - x_j| = t_{ij}; \ x_i, x_j \in E; \ 0 \leq i < j \leq k \right\} \subset \mathbb{R}^{\frac{k(k+1)}{2}}
\]
where $2 \leq k < d$. This result improves the previous best results in the sense that we now can obtain a Hausdorff dimension threshold which allow us to guarantee that the set of congruence class of simplices formed by triples of points of $E$ has nonempty interior when $d = 3$ as well as extending to all simplices. The present work can be thought of as an extension of the Mattila–Sjölin theorem which establishes a non-empty interior for the distance set instead of the set of congruence classes of simplices.

1 Introduction

Falconer’s distance conjecture states that if the Hausdorff dimension of a compact set $E \subset \mathbb{R}^d$, $d \geq 2$, is greater than $\frac{d}{2}$, then its distance set $\Delta(E) = \{|x-y|; \ x, y \in E\}$ has positive Lebesgue measure. Falconer [10] not only stated this conjecture, but he also proved that if $\dim_H(E) > \frac{d+1}{2}$, then $\Delta(E)$ has positive Lebesgue measure. Falconer’s conjecture remains open, but much work has been done towards it [2, 8, 27, 37]. For instance, when $d = 2$ Bourgain [2] showed that if $\dim_H(E) > \frac{13}{9}$, then $L^1(\Delta(E)) > 0$, later Wolff [37] improved the threshold to $\frac{4}{3}$. In dimension 3 and higher, Erdogan [8] obtained the threshold $\frac{4}{3} + \frac{1}{3}$. Currently, the best known result when $d = 2$ is due to Guth, Iosevich, Ou and Wang [17], who showed that if $\dim_H(E) > \frac{5}{4}$,
then $\Delta(E)$ has positive Lebesgue measure. When $d = 3$, Du, Guth, Ou, Wang, Wilson and Zhang [4] showed that if $\dim_H(E) > \frac{9}{4}$, then $L^1(\Delta(E)) > 0$ while for higher dimensions, that is for $d \geq 4$, Du and Zhang [7] improved the threshold to $\frac{d^2}{2d-1}$. Further, when restricting $d \geq 4$ to even integers, Du, Iosevich, Ou, Wang and Zhang [5] showed that $\dim_H(E) > \frac{d}{2} + \frac{1}{4}$ is enough to guarantee $L^1(\Delta(E)) > 0$. Most recently, Du, Ou, Ren and Zhang [6] broke the $\frac{d}{2} + \frac{1}{4}$ barrier when $d \geq 3$ and obtained the threshold $\frac{d}{2} + \frac{1}{4} - \frac{1}{8d+4}$. Dimension versions of Falconer’s distance conjecture have also been studied, for details see the work done by Shmerkin and Wang [35] and the references therein.

A classic result due to Steinhaus [36] states that if a set $E \subset \mathbb{R}^d$, $d \geq 1$, has positive Lebesgue measure, then the set $E - E = \{x - y : x, y \in E\} \subset \mathbb{R}^d$ contains a neighborhood of the origin. Likewise, in the context of distance set problem we might wonder the following: For a given compact set $E \subset \mathbb{R}^d$, how large does its Hausdorff dimension need to be to guarantee that its distance set contains an interval. Mattila and Sjölin [30] proved that if $\dim_H(E) > \frac{d+1}{2}$, then its distance set $\Delta(E)$ has nonempty interior. The proof of this result can be found in [28]. Iosevich, Mourougoglou and Taylor [21] showed that if $\dim_H(E) > \frac{d+1}{2}$, then the set $\Delta(E) = \{\|x - y\|_B : x, y \in E\}$ contains an interval. Here, $\|\cdot\|_B$ is a metric induced by the norm defined by a bounded convex body $B$ with non-vanishing curvature. Koh, Pham and Shen [25] obtain slight improvements to these thresholds in the case of product sets, that is, sets of the form $E = A \times A \times \cdots \times A = A^d$, where $A \subset \mathbb{R}$ is compact. Greenleaf, Iosevich and Taylor [14] extend the Mattila–Sjölin theorem to more general 2-point configuration sets, that is, they obtained a Hausdorff dimensional threshold for which they can guarantee that the set $\Delta_\Phi(E) = \{\Phi(x, y) : x, y \in E\}$ of $\Phi$–configurations in $E$ has nonempty interior in $\mathbb{R}^m$, $m \geq 1$ where $\Phi : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}^m$ is a smooth function satisfying some additional conditions. Note that by considering $\Phi(x, y) = |x - y|$, we have that $\Delta_\Phi(E) = \Delta(E)$, in this case the authors in [14] (Corollary 1.2) obtained a Hausdorff dimensional threshold that coincides with the threshold obtained in [30].

More generally, one can study analogues of the Falconer distance problem and the Mattila–Sjölin theorem for $(k+1)$-point configurations. The particular $(k+1)$-point configurations we study in this paper are simplices. We define the set of congruence classes of simplices with vertices in $E$ as the set

$$\Delta_k(E) = \{\tilde{t} = (t_{ij}) : |x_i - x_j| = t_{ij}; x_i, x_j \in E, 0 \leq i < j \leq k\}.$$

where $\tilde{t} = (t_{ij})$ is an element of $\mathbb{R}^{k(k+1)/2}$. We note that with this notation the $(k + 1)$-points that form the configuration are labeled by $x_0, x_1, \ldots, x_k$ and we call the corresponding simplex the $k$-simplex. Greenleaf and Iosevich [12] introduced these types of questions, when they studied triangles in the plane, which corresponds to the case of $k = 2$ and $d = 2$. In their paper they showed that if $\dim_H(E) > \frac{7}{4}$ then $L^3(\Delta_2(E)) > 0$, which is an analogue of the Falconer distance problem. This was extended by Erdogan, Hart and Iosevich [9], who obtained the threshold $\frac{d+k+1}{2}$ for the $k$-simplex in $\mathbb{R}^d$, and Grafakos, Greenleaf, Iosevich and the first named author in [11], where they obtained the threshold $d - \frac{d-1}{2k}$, which is an improvement in lower dimensions. Further, [11] included a fairly general mechanism that worked for a host...
of other \((k+1)\)-point configurations. The current best results on these problems in low dimensions are due to Greenleaf, Iosevich, Liu and the first named author [13] where they obtain the threshold \(\frac{2d^2}{3d-1}\) while in high enough dimensions the best threshold is \(\frac{d+k}{2}\) due to Iosevich, Pham, Pham and Shen [23].

The first result on non-empty interior for \((k+1)\)-point configurations, in the spirit of the Mattila–Sjölin theorem for distances, is due to Bennett, Iosevich and Taylor [1] for configurations called chains. This was further extended to configurations called trees by Iosevich and Taylor [24]. More recently Greenleaf, Iosevich and Taylor [16] extended their techniques from [14] to be able to handle somewhat general classes of \((k+1)\)-point configurations. Their techniques did not yield results for simplices which motivated the question of how large the Hausdorff dimension of a compact set \(E \subset \mathbb{R}^d\) needs to be to guarantee that the set \(\Delta_k(E)\) has nonempty interior, which is the question we study in this paper.

In our previous work [34], given a compact subset \(E \subset \mathbb{R}^d\) we used the classical rule side-angle-side to define a set of congruence classes of triangles formed by triples of points of \(E\), that is,

\[
\Delta_{\text{tri}}(E) = \{(t, r, \alpha) : |x - z| = t, |y - z| = r \text{ and } \alpha = \alpha(x, z, y), x, y, z \in E\},
\]

where \(\alpha(x, z, y)\) denotes the angle formed by \(x, y\) and \(z\), centered at \(z\). Moreover, we showed that if a compact set \(E \subset \mathbb{R}^d, d \geq 4\), has Hausdorff dimension greater than \(\frac{2d}{3} + 1\), then the set \(\Delta_{\text{tri}}(E)\) has nonempty interior. However, this result yields nothing when \(d = 3\). In [16], Greenleaf, Iosevich and Taylor applied their main result to a wide variety of \((k+1)\)-point configurations. Some applications to \(3\)-point configurations included in [16] were area of triangles in \(\mathbb{R}^2\), volumes of pinned parallelepipeds in \(\mathbb{R}^3\) and ratios of pinned distances in \(\mathbb{R}^2\) and \(\mathbb{R}^3\). However, their results were not directly applicable to the triangle problem, regardless of how the triangles were encoded. In what was a very recent preprint when the first version of this paper was written, and what is now a published paper, Greenleaf, Iosevich and Taylor [15] refined their approach and gave an alternative proof of [34]. Despite the sophisticated method developed by the authors in [15] it still provides a trivial threshold for the triangle problem when \(d = 3\).

Similarly, we can also use the rule side-side-side to define a set of congruence classes of triangles formed by triples of points of \(E\), namely \(\Delta_2(E)\). It is clear that there is a bijection between \(\Delta_{\text{tri}}(E)\) and \(\Delta_2(E)\). Thus, a Hausdorff dimensional threshold that guarantees that \(\Delta_2(E)\) has nonempty interior, will also guarantee that \(\Delta_{\text{tri}}(E)\) has nonempty interior. In the present work, we improve the result given in [34] in the sense that we now can obtain a nontrivial threshold when \(d = 3\) for which we can guarantee that \(\Delta_2(E)\) has nonempty interior. Moreover, we provide an analogous result for simplices in higher dimensions. We now state our main result.

**Theorem 1.1** Let \(E \subset \mathbb{R}^d\) be a compact set, \(d \geq 3\). The set of equivalence classes of \(k\)-simplices,

\[
\Delta_k(E) = \{\bar{t} = (t_{ij}) : |x_i - x_j| = t_{ij}; x_i, x_j, \in E, 0 \leq i < j \leq k\},
\]
2 ≤ k < d, has nonempty interior if

\[ \dim_H(E) > \begin{cases} \frac{(4k-1)d + 1}{4}, & 3 \leq d < \frac{k(k+3)}{(k-1)} \\ d - \frac{1}{k-1}, & 10 \leq d \leq \frac{k(k+3)}{(k-1)} \leq d \end{cases}. \]

A straightforward consequence of Theorem 1.1 is the following corollary:

**Corollary 1.2** Let \( E \subset \mathbb{R}^d \) be a compact set, \( d \geq 3 \). The set of congruence classes of triangles formed by triples of points of \( E \),

\[ \Delta_2(E) = \left\{ (t_{01}, t_{02}, t_{12}) : |x_0 - x_1| = t_{01}, |x_0 - x_2| = t_{02}, |x_1 - x_2| = t_{12}; x_0, x_1, x_2 \in E \right\}, \]

has nonempty interior if

\[ \dim_H(E) > \begin{cases} \frac{7d}{8} + \frac{1}{4}, & 3 \leq d < 10 \\ d - 1, & 10 \leq d \end{cases}. \]

As we indicated above, the main result given by Greenleaf, Iosevich and Taylor [16] allows one to obtain Hausdorff dimensional thresholds which guarantee that many general \((k+1)\)-point configuration sets have nonempty interior. As they can recover the results from [34] on triangles one can speculate whether their techniques will work in general for \( k \)-simplices, \( k \geq 3 \). The authors comment on this in [16] and note that the conditions they need for their tools appear to fail for \( k \geq 3 \). Thus, as the authors point out, it would be interesting to see if their microlocal analysis tools could be developed further to handle higher dimensional simplices. We thus emphasize that the novelty of this paper is not only to obtain non-trivial thresholds for triangles when \( d = 3 \), but also obtaining non-trivial thresholds for all \( k \)-simplices.

As a final comment we note that these analogues of the Falconer distance problem and the Mattila–Sjölin theorem for simplices tell us something about the abundance of simplices in large enough sets. One can ask even stronger questions, such as if you pick a favorite configuration, e.g. an equilateral triangle, then is that configuration guaranteed to exist in a large enough set? Iosevich and Liu [18] answered this positively in \( \mathbb{R}^d \) with \( d \geq 4 \) and their work played an important role in our previous paper [34]. Recently Iosevich and Magyar [19] lowered the dimensional threshold in [18] to \( d \geq 3 \) and extended the work to simplices. Techniques from that paper play an important role in the current paper.

### 1.1 Sharpness

The threshold \( \frac{d}{2} \) in Falconer’s distance conjecture comes from an explicit construction by Falconer [10] of sets of lower dimension with distance sets of zero Lebesgue measure. For triangles a similar sharpness example exists in the plane that establishes the threshold \( \frac{5}{2} \). The example is due to Erdogan and Iosevich but appeared first in print...
in [13]. For triangles in higher dimensions and higher dimensional simplices no similar sharpness examples exist. However, since the existence of many triangles or simplices implies the existence of many distances, we have a trivial sharpness example of $\frac{d}{2}$ for these problems too. For Mattila–Sjölin type theorems the same sharpness examples apply and no stronger sharpness examples exist, neither for distances nor simplices in general. Thus, in the triangle case, for dimension 3 and higher there is a gap between the dimensional threshold $\frac{7d}{8} + \frac{1}{4}$ obtained in Corollary 1.2 and the trivial threshold, $\frac{d}{2}$. In [34], we obtained a better dimensional threshold for dimension 4 and higher, however a gap with respect to the trivial exponent still persists. For higher dimensional simplices we only have the results in Theorem 1.1. There the gap between the trivial threshold and what we prove is closest in low dimensions and gets progressively worse the higher the dimension. It would be interesting to see if we could establish results analogous to in our first paper [34] for higher dimensional simplices.

In the finite field setting, unlike the Euclidean one, there are results for which the thresholds between analogues of Falconer type results and analogues of Mattila–Sjölin type results may differ. Murphy, Petridis, Pham, Rudnev and Stevens [32] proved that if $E \subset \mathbb{F}_q^2$, $q$ prime, and $|E| \geq Cq^{\frac{5}{4}}$, for some $C > 0$, then its distance set $\Delta(E)$ contains a positive proportion of $\mathbb{F}_q$. This is a result on what is known as the Erdős-Falconer distance problem in finite fields and is an analogue of the Falconer distance problem in the Euclidean setting. Murphy and Petridis [31] proved that if $E \subset \mathbb{F}_q^2$ and $|E| \approx q^\frac{4}{3}$, then one cannot, in general, expect the distance set to contain all of $\mathbb{F}_q$. The problem of showing that the distance set contains all of $\mathbb{F}_q$ is often viewed as an analogue of the Mattila–Sjölin theorem in the Euclidean setting. Despite that, Iosevich and Rudnev [22] proved that if $E \subset \mathbb{F}_q^d$, $d \geq 2$, such that $|E| \gtrsim q^{d+\frac{1}{d}}$, then its distance set $\Delta(E)$ contains all of $\mathbb{F}_q$ which establishes a Mattila–Sjölin type result at a higher threshold. Understanding, whether the dimensional thresholds for the Falconer type theorems and the Mattila–Sjölin type results in the Euclidean setting should be the same or different, is a major open problem.

1.2 Overview of result

Let $\mu$ be a Frostman probability measure supported on a compact subset $E \subset \mathbb{R}^d$, $d \geq 3$. This measure essentially encodes the dimension of the set we start with, see e.g. [28] for the theory of Frostman measures. Given $\varepsilon > 0$, let $\psi_\varepsilon(x) = \varepsilon^{-d}\psi(\frac{x}{\varepsilon}) \geq 0$, where $\psi \geq 0$ is a smooth function such that its Fourier transform, $\hat{\psi}$, is a smooth compactly supported cut-off function, satisfying $\hat{\psi}(0) = 1$ and $0 \leq \hat{\psi} \leq 1$. Let $\mu_\varepsilon := \mu \ast \psi_\varepsilon$, and note that $\|\mu_\varepsilon\|_\infty \lesssim \varepsilon^{d-d}$. Furthermore, note that $\mu_\varepsilon \rightharpoonup \mu$ weakly, as $\varepsilon \to 0$, see e.g. [28] for details. The proof of our main theorem will proceed as follows:

- **Step 1:** In order to ensure the non-degeneracy of simplices, we will show that it is possible to extract enough suitable subsets of $E$, each of positive $\mu-$measure, such that we can form non-degenerate simplices. This is established in Lemma 2.3 with a construction illustrated in Fig. 3.
• Step 2: We will define the measure $\delta(\mu)$ on the set $\Delta_k(E)$ as the image of $\mu \times \cdots \times \mu$ ($k + 1$ times) under the map $(x_0, \ldots, x_k) \mapsto \vec{v}_k(x_0, \ldots, x_k)$, where $\vec{v}_k(x_0, \ldots, x_k) \in \mathbb{R}^{k(k+1)/2}$ denotes the vector with entries $|x_i - x_j|$, $0 \leq i < j \leq k$, listed in a lexicographic order. Since $\mu$ is a probability measure we automatically have that $\delta(\mu)$ is also a probability measure. We can do the same procedure for the smoothed out versions $\mu_\varepsilon$ and obtain a measure $\delta(\mu_\varepsilon)$, which from the definition of $\delta(.)$ will converge weakly to $\delta(\mu)$ as long as the $\mu_\varepsilon$ converge weakly to $\mu$. In our previous work [34] we also created such push-forward measures, building on the original approach from [21]. Unlike these previous papers, where the next step was to estimate the size of $\delta(\mu_\varepsilon)$ through a main term and an error term, we now proceed differently.

• Step 3: We show that the density of the measure $\delta(\mu)$ is continuous through a Cauchy sequence argument. This is the first time that we are aware of that such an argument has been used to establish a Mattila–Sjölin type theorem. To achieve this, we build on the techniques developed by Iosevich and Magyar [19] to obtain Lemma 2.5. Adapting their techniques to our setting is one of the main technical contributions of this paper. Although technical in nature, Lemma 2.5 simply shows the Cauchy sequence nature of $\delta(\mu_\varepsilon)$ as one varies $\varepsilon$, as long as we are above our dimensional thresholds. By using Lemma 2.5, we will show that $\delta(\mu_\varepsilon)$ converges uniformly as $\varepsilon \to 0$. Since $\delta(\mu_\varepsilon)$ is continuous for every $\varepsilon > 0$, the limit as $\varepsilon \to 0$ must be a continuous function. Thus, by the uniqueness of the limit we have that the density of $\delta(\mu)$ is continuous.

2 Proof of Theorem 1.1

2.1 Step 1

In [34], given a compact subset $E \subset \mathbb{R}^d$ we had to ensure that the triangles formed by triples of points of $E$ were non-degenerate. This was accomplished by showing that if $E$ is large enough, then it is possible to extract three suitable subsets of $E$ apart from each other. More precisely, we used the following lemma:

Lemma 2.1 ([34], Lemma 2.1) Let $\mu$ be a Frostman probability measure on $E \subset \mathbb{R}^d$, $d \geq 3$, with Hausdorff dimension greater than $\frac{2}{3}d + 1$, then there are positive constants $c_1$, $c_2$, and $E_1$, $E_2$, $E_3$ subsets of $E$, such that

(i) $\mu(E_i) \geq c_1 > 0$, for $i = 1, 2, 3$.

(ii) $\max_{1 \leq k \leq d} \left\{ \inf_{1 \leq k \leq d} \{ |x_k - y_k| : x \in E_i, y \in E_j \text{ and } i \neq j \} \right\} \geq c_2 > 0$, for $i, j = 1, 2, 3$.

Remark 2.2 The threshold given in Lemma 2.1 was stated conveniently to match the threshold given in the main result of [34]. In fact, the best threshold that can be obtained from the proof of Lemma 2.1 is $\frac{d+1}{2}$. Likewise, to ensure that the simplices under consideration are non-degenerate, we must show that it is possible to extract $k$ suitable subsets of $E$ disjoint from each other.
Due to $2 < k \leq d - 1$, it is more than sufficient to show that we can extract $d + 1$ suitable subsets apart from each other. Thus we have the following:

**Lemma 2.3** Let $\mu$ be a Frostman probability measure on $E \subset \mathbb{R}^d$, with Hausdorff dimension greater than \[
\frac{(d-1)\log_2(3)+\log_2(d)+2}{1+\log_2(3)},
\]
and a collection $\{E_i\}_{i=1}^{d+1}$ of subsets of $E$, such that

(i) $\mu(E_i) \geq c_i > 0$, for $i \in \{1, 2, \ldots, d+1\}$.

(ii) $\max_{1 \leq k \leq d} \left\{ \inf \left\{ |x_k - y_k| : x \in E_i, y \in E_j \text{ and } i \neq j \right\} \right\} \geq c > 0$, for all $i, j$ and $c > 0$.

The proof of Lemma 2.3 can be found in Sect. 5.

Note that when $k = 2$ we have that the threshold obtained by Corollary 1.2 is \[
\frac{7}{8}d + \frac{1}{4},
\]
which is greater than \[
\frac{(d-1)\log_2(3)+\log_2(d)+2}{1+\log_2(3)}.
\]
Due to \[
\frac{(4k-1)d}{4k} + \frac{1}{4} > \frac{(d-1)\log_2(3)+\log_2(d)+2}{1+\log_2(3)}
\]
with respect to $k$, then \[
\frac{(4k-1)d}{4k} + \frac{1}{4} > \frac{(d-1)\log_2(3)+\log_2(d)+2}{1+\log_2(3)}
\]
and \[
\frac{d}{k-1} > \frac{(d-1)\log_2(3)+\log_2(d)+2}{1+\log_2(3)}
\]
for all $\frac{k(k+3)}{k-1} \geq d$. Therefore, we can guarantee the non-degeneracy of the simplices.

**Remark 2.4** Note the following:

- The Hausdorff dimensional threshold given in Lemma 2.3 does not depend on $k$. This is due to the overestimation on the number of subsets that satisfy the conditions given in the Lemma. It is possible to increase the number of subsets, but this will require the set $E$ to be larger.

- The proof of Lemma 2.5 is given in terms of $E$ and $\mu$, but it is clear that the proof still holds for $E_i$ and $\mu_i$, $i = 0, \ldots, d+1$. Where $E_i$ are the subsets that can be obtained by using Lemma 2.3 and $\mu_i$ are the restrictions of $\mu$ to the sets $E_i$ respectively.

- Note that Lemma 2.3 (respectively Lemma 2.1) ensures that the length of the edges of simplices (respectively side lengths of triangles) under consideration in Theorem 1.1 (respectively Corollary 1.2) can be bounded above and below by positive constants. Moreover, the non-degeneracy of simplices is also guaranteed by the construction given in the proof of Lemma 2.3 (see Fig. 3).

### 2.2 Step 2

Consider a Frostman probability measure $\mu$ supported on $E$. For any continuous function $\varphi$ on $\mathbb{R}^\frac{k(k+1)}{2}$, we defined a measure on $\Delta_k(E)$ as follows

\[
\int \varphi(\vec{t}) \, d\delta(\mu)(\vec{t}) = \int \cdots \int \varphi(\vec{v}_k(x_0, \ldots, x_k)) d\mu(x_0) \cdots d\mu(x_k).
\]

In other words, $\delta(\mu)$ is the image of $\mu \times \cdots \times \mu$ ($k + 1$ times) under the map $(x_0, \ldots, x_k) \rightarrow \vec{v}_k(x_0, \ldots, x_k)$. Where $\vec{v}_k(x_0, \ldots, x_k) \in \mathbb{R}^\frac{k(k+1)}{2}$ denotes the vector with entries $|x_i - x_j|$, $0 \leq i < j \leq k$, listed in a lexicographic order. Furthermore,
note that for a smooth compactly supported function \( f \), we have that \( \delta(f) \) is also a function given by

\[
\delta(f) (\vec{r}) = \left( \prod_{p=1}^{k} C_{F_p} \right) \int \cdots \int f(x) f(x + x_1) \cdots f(x + x_k) \, \mathrm{d}\sigma_{r_k}^{d-k} \left( x_k - \sum_{n=1}^{k-1} m_n x_n \right) \cdots \, \mathrm{d}\sigma_{r_2}^{d-2} (x_2 - m_{12} x_1) \, \mathrm{d}\sigma_{r_1}^{d-1} (x_1) \, \mathrm{d}x. \tag{1}
\]

Where \( \mathrm{d}\sigma_{r_i}^{d-i} \) denotes the surface area measures over the \( d - i \)-dimensional sphere of radius \( r_i \), and \( m_{ij} \) are some positive real numbers. Furthermore, \( C_{F_p} = 2^{-p} \det(A_p)^{-1/2} \), \( A_p = (a_{ij}) \) is a \( p \times p \) matrix, where

\[
a_{ij} = \begin{cases} 
0, & \text{if } (x_p - x_i - 1) \perp (x_p - x_j - 1) \\
\frac{1}{2} \left( t_{(i-1)p}^2 + t_{(j-1)p}^2 - t_{(i-1)(j-1)}^2 \right), & \text{else} 
\end{cases}
\tag{2}
\]

To show (1) note that

\[
\int g (\vec{r}) \, \mathrm{d}\delta(f) (\vec{r}) = \int \cdots \int g(\vec{v}(x_0, \ldots, x_k)) f(x_0) f(x_1) \cdots f(x_k) \, \mathrm{d}x_0 \, \mathrm{d}x_1 \cdots \, \mathrm{d}x_k,
\]

for any continuous function \( g \) with compact support. By a simple change of variables we obtain

\[
\int g (\vec{r}) \, \mathrm{d}\delta(f) (\vec{r}) = \int \cdots \int g(|x_1|, \ldots, |x_k|, |x_1 - x_2|, |x_1 - x_3|, \ldots, |x_{k-1} - x_k|) \\
f(x) f(x + x_1) \cdots f(x + x_k) \, \mathrm{d}x \, \mathrm{d}x_1 \cdots \, \mathrm{d}x_k.
\]

Due to our previous change of variables, let's from now until the end of the proof of our main result denote \( x_0 = 0 \). Consider the polynomials \( P_{ij}(w) = |w - x_i|^2 - t_{ij}^2 \), and let \( F_j = \{ P_{ij}, i < j \} \), for \( 0 \leq i < j \leq k \), then the right hand side of the latter equation is equal to

\[
\int \cdots \int g(\vec{r}) \left( \int \cdots \int f(x) f(x + x_1) \cdots f(x + x_k) \, \mathrm{d}\omega_{F_1}(x_1) \cdots \, \mathrm{d}\omega_{F_k}(x_k) \, \mathrm{d}x \right) \, \mathrm{d}\vec{r},
\]

where \( \mathrm{d}\omega_{F_j} \) is the measure supported on the algebraic set \( S_{F_j} = \{ x \in \mathbb{R}^d : P_{ij}(x) = 0, i < j \} \), for \( 0 \leq i < j \leq k \). Cook, Lyall and Magyar [3], see also the work written by Iosevich and Magyar [19], suggest that due to our choice of the polynomials \( P_{ij} \) we have \( \mathrm{d}\omega_{F_j}(x_j) = C_{F_j} \, \mathrm{d}\sigma_{r_j}^{d-j} (x_j), r_j > 0 \). Thus, we obtain the desired expression for \( \delta(f) \).
2.3 Step 3

Given $\varepsilon > 0$ let $\psi_\varepsilon(x) = \varepsilon^{-d} \psi \left( \frac{x}{\varepsilon} \right) \geq 0$, where $\psi \geq 0$ is a smooth function such that its Fourier transform, $\widehat{\psi}$, is a smooth compactly supported cut-off function, satisfying $\widehat{\psi}(0) = 1$ and $0 \leq \widehat{\psi} \leq 1$. Let $\mu_\varepsilon := \mu \ast \psi_\varepsilon$.

Here we will show that the continuous functions $\delta(\mu_\varepsilon)$ converge strongly (uniformly) as $\varepsilon \to 0$. The rest of the proof of Theorem 1.1 relies on the following:

**Lemma 2.5** There is a function $M(\vec{t}) = \left( \prod_{p=1}^{k} CF_p \right)$ such that

$$|\delta(\mu_{2\varepsilon}) - \delta(\mu_\varepsilon)| \lesssim |M(\vec{t})| \varepsilon^\gamma$$

Where $\gamma = \begin{cases} (k-1)s - \frac{(k-1)(4k-1)d}{4k} - \frac{(k-1)}{4}, & 3 \leq d < \frac{k(k+3)}{k-1} \frac{4}{k-1} \leq d \\ (k-1)s - (k-1)d + 1, & \frac{k(k+3)}{k-1} \frac{4}{k-1} \leq d \end{cases}$.

**Remark 2.6** We remind to the reader that $CF_p := CF_p(\vec{t})$ are functions of $\vec{t}$, more precisely, $CF_p = 2^{-p} \det(A_p)^{-1/2}$. Where $A_p = (a_{ij})$ is a $p \times p$ matrix, and $a_{ij}$ are described as in (2).

For the proof of Lemma 2.5 we build on the techniques developed by Iosevich and Magyar [19]. Details can be found in Sect. 4. To have a better understanding of the proof of Lemma 2.5 the reader can go over Sect. 3 in which we provide a proof for the case $k = 2$.

Consider the sequence $\{\delta(\mu_{\varepsilon_n})\}_{n \in \mathbb{N}}$. Where $\varepsilon_j = \frac{\varepsilon}{2^j}$. Consider $m, n \in \mathbb{N}$, with $m > n$, then by Lemma 2.5

$$|\delta(\mu_{\varepsilon_m}) - \delta(\mu_{\varepsilon_n})| \leq \sum_{j=n+1}^{m} |\delta(\mu_{\varepsilon_j}) - \delta(\mu_{\varepsilon_j})|$$

$$\lesssim |M(\vec{t})| \varepsilon^\gamma \sum_{j=n}^{m-1} 2^{-j\gamma}$$

$$\lesssim \varepsilon^\gamma \sum_{j=1}^{\infty} 2^{-j\gamma}.$$  

Note that the geometric series on the right-hand side is convergent as long as $\gamma > 0$.

From what we have

$$s > \frac{(4k-1)d}{4k} + \frac{1}{4} \quad \text{if} \quad 3 \leq d < \frac{k(k+3)}{k-1} \frac{4}{k-1}$$

$$s > d - \frac{1}{k-1} \quad \text{if} \quad \frac{k(k+3)}{k-1} \frac{4}{k-1} \leq d$$

Thus, the sequence $\{\delta(\mu_{\varepsilon_n})\}_{n \in \mathbb{N}}$ is a Cauchy sequence with respect to the supremum norm. Therefore, $\{\delta(\mu_{\varepsilon_n})\}_{n \in \mathbb{N}}$ converges uniformly to a continuous function, say...
\( \delta(\mu)^* \). Due to the functions \( \delta(\mu\varepsilon) \) converge weakly to \( \delta(\mu) \), then by uniqueness of the limit we have \( d\delta(\mu) = \delta(\mu)^*d\tilde{\mu} \). Finally, we note that \( \delta(\mu) \), as a pushforward of probability measures, is positive, and therefore the density \( \delta(\mu)^* \) is non-zero. \( \square \)

**Remark 2.7** The reader might be concerned about the fact that support of \( \mu\varepsilon \) might not be compact. However, \( \mu\varepsilon \) is rapidly decreasing in a small neighborhood of the support of \( \mu \), which is compact. This will not change the estimations given in Lemma 2.5 nor in the proof of our main result. For details see Remark 4.1 at the end of Sect. 5.

### 3 Proof of Lemma 2.5 for the case \( k = 2 \)

From (1) we have

\[
\delta(\mu\varepsilon)(t_{01}, t_{02}, t_{12}) = \int\int C_{F_1} C_{F_2} \mu\varepsilon(x) \mu\varepsilon(x + x_1) \mu\varepsilon(x + x_2) \nonumber
d\sigma_{r_2}^{d-2}(mx_1 - x_2) d\sigma_{r_1}^{d-1}(x_1) dx.
\]

where \( r_1 = t_{01}, m_{01} = \frac{t_{02}^2 - t_{12}^2}{2t_{01}}, \) and \( r_2 = t_{02} - m_{01}^2 \) (see Fig. 1). Write \( \Delta \mu\varepsilon := \mu_{2\varepsilon} - \mu\varepsilon, \) and \( \Delta \delta(\mu\varepsilon) := \delta(\mu_{2\varepsilon}) - \delta(\mu\varepsilon) \). Then

\[
\prod_{j=0}^{2} \mu_{2\varepsilon}(x + x_j) - \prod_{j=0}^{2} \mu\varepsilon(x + x_j) = \sum_{j=0}^{2} \Delta_j(\mu\varepsilon),
\]

where \( \Delta_j(\mu\varepsilon) = \prod_{i=0, i \neq j}^{2} \mu_{\varepsilon ij}(x + x_i) \Delta \mu\varepsilon(x + x_j) \), with \( \varepsilon_{ij} = \begin{cases} 2\varepsilon, & i < j \\ \varepsilon, & i > j \end{cases} \), and \( x_0 = 0 \). Therefore,

\[
|\Delta \delta(\mu\varepsilon)| = |C_{F_1} C_{F_2}| \left| \sum_{j=0}^{2} \int\int \Delta_j(\mu\varepsilon) d\sigma_{r_2}^{d-2}(m_{01}x_1 - x_2) d\sigma_{r_1}^{d-1}(x_1) dx \right|
\]

(3)

Note that by a simple change of variables or by considering the points in a different order, all the terms of the sum in the right-hand side of the Eq. (3) are equivalent (See Fig. 2). Therefore, we will just study the case \( j = 2 \).

\[
\int\int \mu_{2\varepsilon}(x) \mu_{2\varepsilon}(x + x_1) \Delta \mu\varepsilon(x + x_2) d\sigma_{r_2}^{d-2}(x_2 - m_{01}x_1) d\sigma_{r_1}^{d-1}(x_1) dx \\
\leq \varepsilon^{s-d} \int\int \mu_{2\varepsilon}(x) \Delta \mu\varepsilon(x + x_2) d\sigma_{r_2}^{d-2}(x_2 - m_{01}x_1) dx \left| d\sigma_{r_1}^{d-1}(x_1) \right|
\]

\[
= \varepsilon^{s-d} \int\int \mu_{2\varepsilon}(x) \left[ \left( \Delta \mu\varepsilon \ast \sigma_{r_2}^{d-2} \right) \circ \tau_{m_{01}x_1} \right] (x) dx \left| d\sigma_{r_1}^{d-1}(x_1) \right|
\]
Fig. 1 Here $C_{F_1} = \frac{t_{01}^2}{2}, C_{F_2} = 1$ \left[ \frac{t_{01}^2}{t_{02}t_{12}} - \frac{1}{4} \left( \frac{t_{02}^2}{t_{12}^2} - \frac{t_{01}^2}{t_{12}^2} \right)^2 \right]$

![Diagram of a triangle with labels](image1)

Fig. 2 A triangle can be measured in different ways. In (A) we use the measure $d\sigma_{t_{01}}^{d-1}(x_1) d\sigma_{t_{12}}^{d-2}(m_{01}x_1 - x_2)$, but in (B) we use $d\sigma_{t_{02}}^{d-1}(x_2) d\sigma_{\tilde{r}_2}^{d-2}(\tilde{m}_{02}x_2 - x_1)$. Thus, we can use either of these measures in the second term of the sum given in the right hand side of Eq. (3). A similar analysis can be done in each of the other terms by Plancherel

$$\lesssim \varepsilon^{s-d} \int \left( \int \left| \hat{\mu}_{2s}(\xi) \right|^2 |\xi|^\frac{d}{2} d\xi \right)^{\frac{1}{2}} \left( \int \left| \xi \right|^{-\frac{1}{2} + \frac{d}{8}} \left| \hat{\mu}_\varepsilon(\xi) \right|^2 \left| \sigma_{t_{12}}^{d-2}(\xi) \right|^2 d\xi \right)^{\frac{1}{2}}$$

and by applying Cauchy–Schwarz twice we have

$$\lesssim \varepsilon^{s-d} \int \left( \int \left| \hat{\mu}_{2s}(\xi) \right|^2 |\xi|^\frac{d}{2} d\xi \right)^{\frac{1}{2}} \left( \int \left| \xi \right|^{-\frac{1}{2} + \frac{d}{8}} \left| \hat{\mu}_\varepsilon(\xi) \right|^2 \left| \sigma_{t_{12}}^{d-2}(\xi) \right|^2 d\xi \right)^{\frac{1}{2}}$$

$\sigma_{t_{12}}^{d-1}(x_1)$
\[
\lesssim e^{s-d} \left( \int |\xi|^{-\frac{1}{2} + \frac{d}{8}} \left| \widehat{\Delta \mu_\epsilon} (\xi) \right|^2 \left( \int \left| \sigma_{r_2}^{d-2} (\xi) \right|^2 d\sigma_{r_1}^{d-1} (x_1) \right) d\xi \right)^{\frac{1}{2}}.
\]

Thus

\[
|\Delta \delta (\mu_\epsilon)|^2 \lesssim \left| C_1 C_2 \right|^2 \varepsilon^{2(s-d)} \left( \int |\xi|^{-\frac{1}{2} + \frac{d}{8}} \left| \widehat{\Delta \mu_\epsilon} (\xi) \right|^2 T(\xi) d\xi \right).
\]

Where \( T(\xi) = \int \left| \sigma_{r_2}^{d-2} (\xi) \right|^2 d\sigma_{r_1}^{d-1} (x_1) \). Due to \( \sigma_{r_2}^{d-2} \) is \( d-2 \) dimensional sphere of radius \( r_2 > 0 \) is contained in an affine subspace orthogonal to the subspace \( M = \{ mx_1; \ m \in \mathbb{R} \} \), then

\[
\left| \sigma_{r_2}^{d-2} (\xi) \right| \lesssim (1 + r_2 \text{dist} (\xi, M))^{-\frac{(d-2)}{2}}.
\]

Note that the measure \( \sigma_{r_1}^{d-1} (x_1) \) is invariant with respect to the change of variables \((x_1, x_2) \rightarrow (R(x_1), R(x_2))\) for any rotation \( R \in SO(d) \), thus

\[
\begin{align*}
T(\xi) &\lesssim \int \int (1 + r_2 \text{dist} (\xi, M))^{-\frac{(d-2)}{2}} d\sigma_{r_1}^{d-1} (x_1) dR \\
&= \int \int (1 + r_2 |\xi| \text{dist} (\eta, M))^{-\frac{(d-2)}{2}} d\sigma_{r_1}^{d-1} (x_1) dR \\
&= \int \int (1 + r_2 |\xi| \text{dist} (\eta, M))^{-\frac{(d-2)}{2}} d\sigma_{r_1}^{d-1} (x_1) d\sigma^{d-2} (\eta) \\
&\lesssim (1 + r_2 |\xi|)^{-\frac{(d-2)}{2}}.
\end{align*}
\]

where \( \eta := |\xi|^{-1} R(\xi) \). Then \( |T(\xi)| \lesssim |\xi|^{-\frac{(d-2)}{2}} \). Note that \( \widehat{\Delta \mu_\epsilon} (\xi) = \widehat{\mu_\epsilon} (\xi) (\widehat{\psi}(2\varepsilon \xi) - \widehat{\psi}(\varepsilon \xi)) \) is supported on \( |\xi| \lesssim \varepsilon^{-1} \). Thus,

\[
\int |\xi|^{-\frac{1}{2} + \frac{d}{8}} \left| \widehat{\Delta \mu_\epsilon} (\xi) \right|^2 T(\xi) d\xi = \int \int |\xi|^{-\frac{1}{2} + \frac{d}{8}} \left| \widehat{\Delta \mu_\epsilon} (\xi) \right|^2 T(\xi) d\xi
\]

\[
\lesssim \sum_{j=-\infty}^{0} \int_{|\xi| \approx 2^j} |\xi|^{-\frac{1}{2} + \frac{d}{8}} \left| \widehat{\Delta \mu_\epsilon} (\xi) \right|^2 T(\xi) d\xi.
\]

Observe that \( |\widehat{\psi}(2\varepsilon \xi) - \widehat{\psi}(\varepsilon \xi)| \lesssim \varepsilon |\xi| \). Thus the summation above is equal to

\[
\sum_{j=-\infty}^{0} \varepsilon^2 \int_{|\xi| \approx 2^j} |\xi|^{-\frac{1}{2} + \frac{d}{8}} |\xi|^{-\frac{d}{8}} |\widehat{\mu_\epsilon} (\xi)|^2 |\xi|^2 T(\xi) d\xi
\]

Springer
\[ + \sum_{j=1}^{\lfloor \log_2 (\varepsilon^{-1}) \rfloor} \varepsilon^2 \int_{|\xi| \approx 2^j} |\xi|^{-\frac{1}{2} + \frac{d}{4}} |\xi|^{\frac{1}{4} - \frac{d}{8}} |\hat{\mu}(\xi)|^2 |\xi|^2 T(\xi) \, d\xi. \]

Note

\[ \sum_{j=1}^{\lfloor \log_2 (\varepsilon^{-1}) \rfloor} \varepsilon^2 \int_{|\xi| \approx 2^j} |\xi|^{-\frac{1}{2} + \frac{d}{4}} |\xi|^{\frac{1}{4} - \frac{d}{8}} |\hat{\mu}(\xi)|^2 |\xi|^2 T(\xi) \, d\xi \]

\[ \lesssim \varepsilon^2 \sum_{j=1}^{\lfloor \log_2 (\varepsilon^{-1}) \rfloor} (2^j)^{-\frac{1}{2} + \frac{d}{4} + 2 - \frac{(d-2)}{2}} \int_{|\xi| \approx 2^j} |\xi|^{\frac{1}{4} - \frac{d}{8}} |\hat{\mu}(\xi)|^2 \, d\xi \lesssim \varepsilon^2 \tag{4} \]

and

\[ \sum_{j=1}^{\lfloor \log_2 (\varepsilon^{-1}) \rfloor} \varepsilon^2 \int_{|\xi| \approx 2^j} |\xi|^{-\frac{1}{2} + \frac{d}{4}} |\xi|^{\frac{1}{4} - \frac{d}{8}} |\hat{\mu}(\xi)|^2 |\xi|^2 T(\xi) \, d\xi \]

\[ \lesssim \varepsilon^2 \sum_{j=1}^{\lfloor \log_2 (\varepsilon^{-1}) \rfloor} (2^j)^{-\frac{1}{2} + \frac{d}{4} + 2 + \frac{(d-2)}{2}} \int_{|\xi| \approx 2^j} |\xi|^{\frac{1}{4} - \frac{d}{8}} |\hat{\mu}(\xi)|^2 \, d\xi \lesssim \varepsilon^2, \]

Observe that there are two ways in which we can bound the right-hand side of inequality (4). We can add the terms to infinity, that is,

\[ \sum_{j=1}^{\lfloor \log_2 (\varepsilon^{-1}) \rfloor} \varepsilon^2 \int_{|\xi| \approx 2^j} |\xi|^{-\frac{1}{2} + \frac{d}{4}} |\xi|^{\frac{1}{4} - \frac{d}{8}} |\hat{\mu}(\xi)|^2 |\xi|^2 T(\xi) \, d\xi \]

\[ \lesssim \varepsilon^2 \sum_{j=1}^{\infty} \left(2^{-\frac{1}{2} + \frac{d}{4} + 2 - \frac{(d-2)}{2}}\right)^j \int_{|\xi| \approx 2^j} |\xi|^{\frac{1}{4} - \frac{d}{8}} |\hat{\mu}(\xi)|^2 \, d\xi \lesssim \varepsilon^2, \]

which requires \( d > 10 \). We can also add the terms of the finite sum, that is,

\[ \sum_{j=1}^{\lfloor \log_2 (\varepsilon^{-1}) \rfloor} \varepsilon^2 \int_{|\xi| \approx 2^j} |\xi|^{-\frac{1}{2} + \frac{d}{4}} |\xi|^{\frac{1}{4} - \frac{d}{8}} |\hat{\mu}(\xi)|^2 |\xi|^2 T(\xi) \, d\xi \]

\[ \lesssim \varepsilon^2 \sum_{j=1}^{\lfloor \log_2 (\varepsilon^{-1}) \rfloor} \left(2^{-\frac{1}{2} + \frac{d}{4} + 2 - \frac{(d-2)}{2}}\right)^j \int_{|\xi| \approx 2^j} |\xi|^{\frac{1}{4} - \frac{d}{8}} |\hat{\mu}(\xi)|^2 \, d\xi \]
\[
\lesssim \varepsilon^2 \left[ \frac{\varepsilon^{-\left(\frac{5}{2} - \frac{d}{4}\right)} - 1}{\left(\varepsilon^2 \frac{5}{2} - \frac{d}{4}\right) - 1} \right] .
\]

In the first case we then have

\[
|\Delta \delta(\mu_\varepsilon)| \lesssim |C_{F_1} C_{F_2}| \varepsilon^{2(s-d)} \left(2\varepsilon^2\right),
\]

and thus

\[
|\Delta \delta(\mu_\varepsilon)| \lesssim |C_{F_1} C_{F_2}| \varepsilon^{s-d+1},
\]

if \(d > 10\). In the second case we have

\[
|\Delta \delta(\mu_\varepsilon)|^2 \lesssim |C_{F_1} C_{F_2}| \varepsilon^{2(s-d)} \left(\varepsilon^2 + \varepsilon^2 \left[ \frac{\varepsilon^{-\left(\frac{5}{2} - \frac{d}{4}\right)} - 1}{\left(\varepsilon^2 \frac{5}{2} - \frac{d}{4}\right) - 1} \right] \right)
\]

thus

\[
|\Delta \delta(\mu_\varepsilon)| \lesssim |C_{F_1} C_{F_2}| \varepsilon^{\frac{1}{2}} \left(2(s-d) + 2 - \left(\frac{3}{2} - \frac{d}{4}\right)\right) \left(\varepsilon^{\frac{5}{2} - \frac{d}{4}} + \left[1 - \varepsilon^{\frac{5}{2} - \frac{d}{4}}\right] \right) \frac{1}{2}
\]

\[
\lesssim |C_{F_1} C_{F_2}| \varepsilon^{s - \frac{7d}{2} - \frac{1}{4}},
\]

if \(d < 10\). When \(d = 10\), we use the following equation

\[
\int |\xi|^{-\frac{1}{2} + \frac{10}{8}} \left| \widehat{\Delta \mu_\varepsilon(\xi)} \right|^2 T(\xi) d\xi = \int_{|\xi| \leq \varepsilon} |\xi|^{-\frac{1}{2} + \frac{10}{8}} \left| \widehat{\Delta \mu_\varepsilon(\xi)} \right|^2 T(\xi) d\xi + \int_{|\xi| \leq -1} |\xi|^{-\frac{1}{2} + \frac{10}{8}} \left| \widehat{\Delta \mu_\varepsilon(\xi)} \right|^2 T(\xi) d\xi
\]

from which we have

\[
\int |\xi|^{-\frac{1}{2} + \frac{10}{8}} \left| \widehat{\Delta \mu_\varepsilon(\xi)} \right|^2 T(\xi) d\xi \lesssim \varepsilon^2 \left(\varepsilon^4 + 1\right),
\]

thus \(|\Delta \delta(\mu_\varepsilon)|^2 \lesssim |C_{F_1} C_{F_2}| \varepsilon^{2(s-10)} \varepsilon^2 \left(\varepsilon^4 + 1\right)\), and therefore

\[
|\Delta \delta(\mu_\varepsilon)| \lesssim |C_{F_1} C_{F_2}| \varepsilon^{s-9}.
\]

In other words we have

\[
|\Delta \delta(\mu_\varepsilon)| \lesssim |C_{F_1} C_{F_2}| \varepsilon^{\gamma}.
\]

Where

\[
\gamma = \begin{cases} 
\frac{s - 7d}{8} - \frac{1}{4}, & \text{if } 3 \leq d < 10 \\
\frac{s - d}{4}, & \text{if } 10 \leq d
\end{cases}
\]

\(\square\) Springer
4 Proof of Lemma 2.5 general case

In this section we will show that the proof given above can be easily extended. From (1) we have

\[ \delta(\mu_\varepsilon) (\tilde{I}) = \left( \prod_{p=1}^{k} C_{F_p} \right) \left( \int \cdots \int \mu_\varepsilon(x) \mu_\varepsilon(x + x_1) \cdots \mu_\varepsilon(x + x_k) \right) \]

\[ \times \int \cdots \int \mu_\varepsilon(x) \mu_\varepsilon(x + x_1) \cdots \mu_\varepsilon(x + x_k) \sqrt{2 \pi} \left( x_k - \sum_{n=1}^{k-1} m_{nk} x_n \right) \cdots \sqrt{2 \pi} \left( x_2 - m_{12} x_1 \right) \cdots \sqrt{2 \pi} \left( x_1 \right) dx. \]

Write \( \Delta \mu_\varepsilon := \mu_{2\varepsilon} - \mu_\varepsilon \), and \( \Delta \delta(\mu_\varepsilon) := \delta(\mu_{2\varepsilon}) - \delta(\mu_\varepsilon) \). Then

\[ \prod_{j=0}^{k} \mu_{2\varepsilon}(x + x_j) - \prod_{j=0}^{k} \mu_\varepsilon(x + x_j) = \sum_{j=0}^{k} \Delta_j(\mu_\varepsilon) \]

where \( \Delta_j(\mu_\varepsilon) = \prod_{i=0, i \neq j}^{k} \mu_{\varepsilon ij}(x + x_i) \Delta \mu_\varepsilon(x + x_j) \), with \( \varepsilon_{ij} = \left\{ \begin{array}{ll} 2\varepsilon, & i < j \\ \varepsilon, & i > j \end{array} \right. \), and \( x_0 = 0 \). Therefore,

\[ |\Delta \delta(\mu_\varepsilon)| \leq \left| \left( \prod_{p=1}^{k} C_{F_p} \right) \left( \sum_{j=0}^{k} \int \cdots \int \Delta_j(\mu_\varepsilon) \prod_{i=1}^{k} d\sigma_{r_i}^{d-i} \left( x_i - \sum_{n=0}^{i-1} m_{ni} x_n \right) dx \right) \right| \]

By a similar reasoning as in the proof of Lemma 2.5 for the case \( k = 2 \), we can conclude that all the terms of the sum in the right hand side of Eq. (5) are equivalent, therefore we just study the case \( j = k \). Note

\[ \int \cdots \int \prod_{i=0}^{k-1} \mu_{\varepsilon ij}(x + x_i) \Delta \mu_\varepsilon(x + x_k) d\sigma_{r_k}^{d-k}(x_k - mx_1) \]

\[ \prod_{i=1}^{k} d\sigma_{r_i}^{d-i} \left( x_i - \sum_{n=0}^{i-1} m_{ni} x_n \right) dx \]

\[ \leq \varepsilon^{(k-1)(s-d)} \int \left| \int \mu_{2\varepsilon}(x) \Delta \mu_\varepsilon(x + x_k) d\sigma_{r_k}^{d-k} \left( x_k - \sum_{n=0}^{k-1} m_{nk} x_n \right) dx \right| d\omega(x_1, x_2, \ldots, x_{k-1}) \]

\[ = \varepsilon^{(k-1)(s-d)} \int \left| \int \mu_{2\varepsilon}(x) \left( \Delta \mu_\varepsilon * \sigma_{r_k}^{d-k} \right) \circ \tau(x) dx \right| d\omega(x_1, x_2, \ldots, x_{k-1}). \]
where \( \tilde{x} = \sum_{n=0}^{k-1} m_{nk}x_n \), and \( d\widetilde{\omega}(x_1, x_2, \ldots, x_{k-1}) = \prod_{i=1}^{k-1} d\sigma_{r_i}^{-i} \left( x_i - \sum_{n=0}^{i-1} m_{ni}x_n \right) \).

By Plancherel

\[
\mathcal{E}^{(k-1)(s-d)} \left( \int \mu_{2e}(\omega) \left[ \left( \Delta \mu_{\ell} \ast \sigma_{r_k}^{d-k} \right) \circ \tau_1 \right] (x) dx \right) \leq \mathcal{E}^{(k-1)(s-d)} \left( \int |\mu_{2e}(\xi)| \left| \Delta \mu_{\ell}(\xi) \right| \left| \sigma_{r_k}^{d-k}(\xi) \right| d\xi \right)
\]

and by applying Cauchy–Schwarz twice we have

\[
\leq \mathcal{E}^{(k-1)(s-d)} \left( \int \left( |\mu_{2e}(\xi)|^2 |\xi|^{-\frac{d}{2}} d\xi \right)^2 \left( \int \left| \frac{1}{\xi} + \frac{d}{\xi} \right| \left| \Delta \mu_{\ell}(\xi) \right|^2 \left| \sigma_{r_k}^{d-k}(\xi) \right|^2 d\xi \right)^{-\frac{1}{2}}
\]

Thus

\[
|\Delta \delta(\mu_{\ell})|^2 \lesssim \prod_{p=1}^{k} C_{F_p} \left( \int |\mu_{2e}(\xi)|^2 |\xi|^{-\frac{d}{2}} \left| \Delta \mu_{\ell}(\xi) \right|^2 d\xi \right)^2 \mathcal{E}^{2(k-1)(s-d)} \left( \int \left| \frac{1}{\xi} + \frac{d}{\xi} \right| \left| \Delta \mu_{\ell}(\xi) \right|^2 \left( \left( \int \left| \sigma_{r_k}^{d-k}(\xi) \right|^2 \right) d\xi \right)^{-\frac{1}{2}}
\]

Where \( T(\xi) = \int \left| \sigma_{r_k}^{d-k}(\xi) \right|^2 d\tilde{\omega}(x_1, x_2, \ldots, x_{k-1}) \). Let \( r = \min \{ r_n, \ 1 \leq n \leq k \} \).

Due to \( \sigma_{r_k}^{d-k} \) is a \( d-k \) dimensional sphere of radius \( r_k \geq r > 0 \) is contained in an affine subspace orthogonal to the subspace \( M(x_1, \ldots, x_{k-1}) = \text{Span} \{ x_1, x_2, \ldots, x_{k-1} \} \), then

\[
\left| \sigma_{r_k}^{d-k}(\xi) \right| \lesssim (1 + r \text{dist}(\xi, M(x_1, \ldots, x_{k-1})))^{-\frac{(d-k)}{2}}
\]

Note that the measure \( d\tilde{\omega}(x_1, x_2, \ldots, x_{k-1}) \) is invariant with respect to the change of variables \( (x_1, \ldots, x_{k-1}) \to (R(x_1), \ldots, R(x_{k-1})) \) for any rotation \( R \in SO(d) \), thus

\[
T(\xi) \lesssim \int_\mathbb{R}^d (1 + r \text{dist}(\xi, M(R(x_1), \ldots, R(x_{k-1}))))^{-\frac{(d-k)}{2}} d\tilde{\omega}(x_1, x_2, \ldots, x_{k-1})\ dR
\]

\[
= \int_\mathbb{R}^d (1 + r \text{dist}(R(\xi), M(x_1, \ldots, x_{k-1})))^{-\frac{(d-k)}{2}} d\tilde{\omega}(x_1, x_2, \ldots, x_{k-1})\ dR
\]

\[
= \int_\mathbb{R}^d (1 + r |\xi| \text{dist}(\eta, M(x_1, \ldots, x_{k-1})))^{-\frac{(d-k)}{2}} d\tilde{\omega}(x_1, x_2, \ldots, x_{k-1})\ d\sigma_k^{-1}(\eta)
\]

\( \copyright \) Springer
\[ \lesssim (1 + r|\xi|)^{-\frac{(d-k)}{2}}. \]

where \( \eta := |\xi|^{-1} R(\xi) \). Then \( |T(\xi)| \lesssim |\xi|^{-\frac{(d-k)}{2}} \). Note that \( \hat{\Delta} \mu_\varepsilon(\xi) = \hat{\mu}(\xi) \)
\( (\hat{\psi}(2\varepsilon \xi) - \hat{\psi}(\varepsilon \xi)) \) is supported on \(|\xi| \lesssim \varepsilon^{-1} \). Thus,
\[
\int |\xi|^{-\frac{1}{2} + \frac{d}{4\varepsilon}} \left| \hat{\Delta} \mu_\varepsilon(\xi) \right|^2 T(\xi) d\xi = \int \text{[}\ |\xi|^{-\frac{1}{2} + \frac{d}{4\varepsilon}} \left| \hat{\Delta} \mu_\varepsilon(\xi) \right|^2 T(\xi) d\xi \text{]}
\leq \sum_{j=-\infty}^{\lfloor \log_2(\varepsilon^{-1}) \rfloor} \varepsilon^2 \int |\xi|^{-\frac{1}{2} + \frac{d}{4\varepsilon}} |\xi|^{-\frac{d}{4\varepsilon}} |\hat{\mu}(\xi)|^2 |\xi|^2 T(\xi) d\xi.
\]

Observe that \( |\hat{\psi}(2\varepsilon \xi) - \hat{\psi}(\varepsilon \xi)| \lesssim \varepsilon |\xi| \). Thus the summation above is equal to
\[
\sum_{j=-\infty}^{0} \varepsilon^2 \int_{|\xi| \approx 2^j} |\xi|^{-\frac{1}{2} + \frac{d}{4\varepsilon}} |\xi|^{-\frac{d}{4\varepsilon}} |\hat{\mu}(\xi)|^2 |\xi|^2 T(\xi) d\xi
\leq \varepsilon^2 \sum_{j=-\infty}^{0} (2^j)^{-\frac{1}{2} + \frac{d}{4\varepsilon} + 2} \int |\xi|^{-\frac{d}{4\varepsilon}} |\hat{\mu}(\xi)|^2 d\xi \lesssim \varepsilon^2
\]
and
\[
\sum_{j=1}^{\lfloor \log_2(\varepsilon^{-1}) \rfloor} \varepsilon^2 \int_{|\xi| \approx 2^j} |\xi|^{-\frac{1}{2} + \frac{d}{4\varepsilon}} |\xi|^{-\frac{d}{4\varepsilon}} |\hat{\mu}(\xi)|^2 |\xi|^2 T(\xi) d\xi
\lesssim \varepsilon^2 \sum_{j=1}^{\lfloor \log_2(\varepsilon^{-1}) \rfloor} (2^j)^{-\frac{1}{2} + \frac{d}{4\varepsilon} + 2 - \frac{(d-k)}{2}} \int |\xi|^{-\frac{d}{4\varepsilon}} |\hat{\mu}(\xi)|^2 d\xi \quad (6)
\]
Similar to the case \( k = 2 \), there are two ways in which we can bound the right-hand side of inequality (6). We can add the terms to infinity, that is,

\[
\sum_{j=1}^{\lfloor \log_2(\varepsilon - 1) \rfloor} \varepsilon^2 \int_{|\xi| \approx 2^j} |\xi|^{-\frac{1}{2} + \frac{d}{2k}} |\xi|^{-\frac{d}{2k}} |\hat{\mu}(\xi)|^2 |\xi|^2 T(\xi) d\xi
\]

\[
\lesssim \varepsilon^2 \sum_{j=1}^{\infty} \left( 2^{-\frac{1}{2} + \frac{d}{2k} + \frac{(d-k)}{2}} \right)^j \int_{|\xi| \approx 2^j} |\xi|^{-\frac{d}{2k}} |\hat{\mu}(\xi)|^2 d\xi \lesssim \varepsilon^2,
\]

which requires \( d > \frac{k(k+3)}{k-1} \). We can also add the terms of the finite sum, that is,

\[
\sum_{j=1}^{\lfloor \log_2(\varepsilon - 1) \rfloor} \varepsilon^2 \int_{|\xi| \approx 2^j} |\xi|^{-\frac{1}{2} + \frac{d}{2k}} |\xi|^{-\frac{d}{2k}} |\hat{\mu}(\xi)|^2 |\xi|^2 T(\xi) d\xi
\]

\[
\lesssim \varepsilon^2 \sum_{j=1}^{\lfloor \log_2(\varepsilon - 1) \rfloor} \left( 2^{-\frac{1}{2} + \frac{d}{2k} + \frac{(d-k)}{2}} \right)^j \int_{|\xi| \approx 2^j} |\xi|^{-\frac{d}{2k}} |\hat{\mu}(\xi)|^2 d\xi
\]

\[
\lesssim \varepsilon^2 \left[ \left( 2^{-\frac{(1-k)d}{2k} + \frac{k+3}{2}} \right) - 1 \right].
\]

In the first case we then have \(|\nabla \delta(\mu_{\varepsilon})|^2 \lesssim \prod_{p=1}^{k} C_{F_p} \varepsilon^{2(k-1)(s-d)} \left( 2\varepsilon^2 \right)\), and thus

\[
|\nabla \delta(\mu_{\varepsilon})| \lesssim \prod_{p=1}^{k} C_{F_p} \varepsilon^{(k-1) s - (k-1)d + 1},
\]

if \( d > \frac{k(k+3)}{k-1} \). In the second case we have

\[
|\nabla \delta(\mu_{\varepsilon})|^2 \lesssim \prod_{p=1}^{k} C_{F_p} \varepsilon^{2(k-1)(s-d)} \left( \varepsilon^2 + \varepsilon^2 \left[ \frac{\varepsilon^{-\frac{(1-k)d}{2k} + \frac{k+3}{2}} - 1}{2^{-\frac{(1-k)d}{2k} + \frac{k+3}{2}} - 1} \right] \right)
\]

thus

\[
|\nabla \delta(\mu_{\varepsilon})| \lesssim \prod_{p=1}^{k} C_{F_p} \varepsilon^\frac{1}{2} \left( 2(k-1)(s-d) + 2 - \frac{(1-k)d}{2k} + \frac{k+3}{2} \right)
\]
\[
\left( e^{-(1-k)d + \frac{k+3}{2}} + \left[ 1 - e^{-(1-k)d + \frac{k+3}{2}} \right] \left( e^{\frac{3}{2}(1-k)d + \frac{k+3}{2}} - 1 \right) \right)^{\frac{1}{2}} \leq \left\lvert \prod_{p=1}^{k} C_{F_p} \right\rvert e^{(k-1)s - \frac{(k-1)(4k-1)d}{4k} - \frac{(k-1)}{4}},
\]

If \( d < \frac{k(k+3)}{k-1} \). When \( d = \frac{k(k+3)}{k-1} \), we use the following equation

\[
\int |\xi|^{-\frac{1}{4} + \frac{1}{4} \left( \frac{k(k+3)}{k-1} \right)} \left| \widehat{\Delta \mu_{\varepsilon}}(\xi) \right|^2 T(\xi) d\xi = \int_{|\xi| \leq \varepsilon} |\xi|^{-\frac{1}{4} + \frac{1}{4} \left( \frac{k(k+3)}{k-1} \right)} \left| \widehat{\Delta \mu_{\varepsilon}}(\xi) \right|^2 T(\xi) d\xi + \int_{\varepsilon < |\xi| \leq 1} |\xi|^{-\frac{1}{4} + \frac{1}{4} \left( \frac{k(k+3)}{k-1} \right)} \left| \widehat{\Delta \mu_{\varepsilon}}(\xi) \right|^2 T(\xi) d\xi
\]

from which we have

\[
\int |\xi|^{-\frac{1}{4} + \frac{1}{4} \left( \frac{k(k+3)}{k-1} \right)} \left| \widehat{\Delta \mu_{\varepsilon}}(\xi) \right|^2 T(\xi) d\xi \lesssim \varepsilon^2 \left( \varepsilon^2 + \frac{2}{k-1} + 1 \right),
\]

thus \( |\Delta \delta(\mu_{\varepsilon})|^2 \lesssim \left\lvert \prod_{p=1}^{k} C_{F_p} \right\rvert e^{2(k-1)\left( s - \left( \frac{k(k+3)}{k-1} \right) \right)} \varepsilon^2 \left( \varepsilon^2 + \frac{2}{k-1} + 1 \right) \), and therefore

\[
|\Delta \delta(\mu_{\varepsilon})| \lesssim \left\lvert \prod_{p=1}^{k} C_{F_p} \right\rvert e^{(k-1)s - k(k+3) + 1}.
\]

In other words we have

\[
|\Delta \delta(\mu_{\varepsilon})| \lesssim \left\lvert \prod_{p=1}^{k} C_{F_p} \right\rvert \varepsilon^\gamma.
\]

Where \( \gamma = \begin{cases} (k-1)s - \frac{(k-1)(4k-1)d}{4k} - \frac{(k-1)}{4}, & \text{if } 3 \leq d < \frac{k(k+3)}{k-1} \\ (k-1)s - (k-1)d + 1, & \text{if } \frac{k(k+3)}{k-1} \leq d \end{cases} \).

**Remark 4.1** Although the support of \( \mu_{\varepsilon} \) might not be compact, it is rapidly decreasing in a small neighborhood of the support of \( \mu \). Consider \( \phi_{\varepsilon}(x) := \phi \left( \varepsilon^{-1/2} x \right) \), where \( 0 \leq \phi(x) \leq 1 \) is a smooth cut-off function, such that

\[
\phi(x) = \begin{cases} 1, & \text{if } |x| \leq \frac{1}{2} \\ 0, & \text{if } |x| \geq 2 \end{cases}.
\]
and consider $\tilde{\psi}_\varepsilon = \psi_\varepsilon \phi_\varepsilon$. Let $\tilde{\mu}_\varepsilon = \mu \ast \tilde{\psi}_\varepsilon$, and note that $\tilde{\mu}_\varepsilon \leq \mu_\varepsilon$. Thus,

$$|\delta(\mu) - \delta(\tilde{\mu}_\varepsilon)| \leq C_k M(\bar{t}) \|\mu_\varepsilon\|^{k-1}_\infty \left( \int |\mu_\varepsilon - \tilde{\mu}_\varepsilon| \, d\tilde{\omega}(x_1, x_2, \ldots, x_{k-1}) \right)$$

$$\leq C_k M(\bar{t}) \|\mu_\varepsilon\|^{k-1}_\infty \|\mu_\varepsilon - \tilde{\mu}_\varepsilon\|_\infty$$

$$\leq C_k M(\bar{t}) \varepsilon^{(s-d)(k-1)+\frac{N}{2}-d}.$$ 

Where the last inequality comes from

$$|\mu_\varepsilon - \tilde{\mu}_\varepsilon| \leq \int \varepsilon^{-d} \psi \left( \frac{y - x}{\varepsilon} \right) \left| 1 - \phi \left( \frac{y - x}{\varepsilon^{1/2}} \right) \right| \, d\mu(x)$$

Since $\psi$ is a Schwartz function we have $\left| \psi \left( \frac{y - x}{\varepsilon} \right) \right| \lesssim N \left| \frac{y - x}{\varepsilon} \right|^{-N}$, then

$$|\mu_\varepsilon - \tilde{\mu}_\varepsilon| \lesssim N \int \varepsilon^{-d} \left| \frac{y - x}{\varepsilon} \right|^{-N} \left| 1 - \phi \left( \frac{y - x}{\varepsilon^{1/2}} \right) \right| \, d\mu(x)$$

$$\lesssim N \int_{\varepsilon^{1/2} \lesssim |y-x|} \varepsilon^{-d} \left| \frac{y - x}{\varepsilon} \right|^{-N} \, d\mu(x)$$

$$\lesssim N \varepsilon^{\frac{N}{2}-d}$$

thus, by taking $N$ large enough, we have $|\delta(\mu) - \delta(\tilde{\mu}_\varepsilon)| \lesssim \varepsilon$. The reader can easily show that the estimates given in the proof of Lemma 2.5 still hold if one replaces $\mu_\varepsilon$ by $\tilde{\mu}_\varepsilon$.

5 Proof of Lemma 2.3

Similar to the proof of Lemma 2.1 given in [34] (and Lemma 2.1 in [20]) we will use a stopping time argument to show that it is possible to find at least $d + 1$ cubes with positive measure.

Without lost of generality assume that $E \subset [0, 1]^d$ such that $\mu(E) = 1$. Where $[0, 1]^d$ is the unit cube in $\mathbb{R}^d$ and $\mu$ is a Frostman probability measure. Let $C_\mu > 0$ be the constant in the Frostman condition $\mu(B(x, r)) \leq C_\mu r^s$, for some $s > 0$ and for all $x \in \mathbb{R}^d$ and $r > 0$. For the proof of this Lemma we may assume that $C_\mu$ is big enough.

Let divide the unit cube $[0, 1]^d$ into $6^d$ smaller cubes with edge-length $\frac{1}{6}$. Let $\Omega_k$, $1 \leq k \leq 3^{d-1}2^2$, be a collection of $32^d$ sub-cubes such that no two cubes of the same collection touch each other. By pigeon hole principle at least one of the
Due to the number of collections is greater than the number of cubes in each collection, it is simple to subdivide the unit cube into collections in a way that no more than three cubes in the same collection are 'co-planar'. For instance, when $d = 3$ we have 36 collections of 6 cubes each. By Lemma 2.3 we can guarantee the existence of a collection with 4 cubes with positive measure. The picture above shows a way in which we can subdivided the unit cube.

collections $\Omega_k$ has measure greater or equal to $\frac{1}{3^{d-1}2^2}$, that is,

$$\mu\left(\bigcup_{Q \in \Omega_k} Q\right) \geq \frac{1}{3^{d-1}2^2}$$

for some $k$.

We have the following cases:

1. There is a collection that contains $d + 1$ cubes with positive measure. If this is the case then we conclude the proof.
2. For each $1 \leq l \leq d$, there is a collection that contains $l$ cubes with positive measure. In other words, for some $1 \leq k \leq 3^{d-1}2^2$ there are cubes $Q_{ik} \in \Omega_k$ such that $\mu(Q_{ik}) > \frac{c}{3^{d-1}2^2}$, for $1 \leq i \leq l$ and some $c > 0$. Then we have the following sub-cases
   a. If $c \geq 1$, then we have $\mu(Q_{ik}) \geq \frac{1}{3^{d-1}2^2}$, for $1 \leq i \leq l$. Thus we pick one of these cubes, say $Q_{1k}$, and we repeat the procedure, that is, we subdivide $Q_{1k}$ into $3^{d-1}2^2$ collections of $3^{d-2}$ smaller cubes each.
   b. If $c < 1$, then there is a cube, say $Q_{1k}$, such that $\mu(Q_{ik}) \geq \frac{1}{3^{d-1}2^2}$, and thus we repeat the procedure on $Q_{1k}$. If such cube does not exists, then $0 < \mu(Q_{ik})$.
for all $1 \leq i \leq l$, therefore

$$
\frac{1}{l^{3d-2}}\text{ for all } 1 \leq i \leq l,
$$

$$\mu \left( \bigcup_{Q \in \Omega_k \setminus \{Q_{ik}\}} Q \right) > 0.
$$

Thus, there must be a cube in $\Omega_k \setminus \{Q_{ik}\}$ with positive $\mu$ measure, and we have $l + 1$ cubes with positive $\mu$ measure.

We will show that if there is a collection that contains $l$ cubes with positive $\mu$ measure, then the same collection also contains $l + 1$ cubes with positive $\mu$ measure. Due to Lemma 2.1 we know that case (2) is proved for $l = 1, 2, 3$. Assume that case (2) holds for $l$, such that $l \geq 3$.

**Claim 5.1** There is a collection in which there are at least $l + 1$ cubes with positive measure.

Suppose that at every iteration we cannot find $l + 1$ cubes with positive measure. If we fail to find an $l + 1$-th cube at the $n$-th iteration, we obtain a cube, say $Q_{1k}^{(n)}$, of side-length $\frac{1}{6^n}$ for which $\mu(Q_{1k}^{(n)}) \geq \frac{1}{l^{3n(d-1)2^n}}$. By the Frostman measure condition we have $\mu(Q_{1k}^{(n)}) \leq C \mu \left( \frac{1}{6^n} \right)$, for which we obtain $n \leq \frac{\log_2(C \mu)}{(1 + \log_2(3))r - (d-1)\log_2(3) - \log_2(l) - 2}$ for every $n$ which is a contradiction. \(\square\)
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