Rashba splitting of the Tamm surface state on Re(0001) observed by spin-resolved photoemission and scanning tunneling spectroscopy
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Using spin-resolved time-of-flight momentum microscopy, the Rashba splitting of the Tamm surface state is investigated. This state resides at the Fermi level in a projected bulk band gap of the close-packed (0001) surface of hcp Re. The Rashba splitting amounts to 0.4 Å⁻¹. The state with smaller parallel momentum is fully separated from bulk states, whereas the Rashba branch with larger momentum hybridizes with bulk states, which leads to a suppression of spin-momentum locking. We find a good agreement of the experimental results with one step photoemission calculations that are based on ab initio theory within the local density approximation. The spin polarization of the inner Rashba state is not complete, which manifests in the occurrence of quantum interference patterns as observed by scanning tunneling microscopy. A one-to-one agreement of scanning tunneling spectroscopy and photoemission results is observed, suggesting that the quantum interference pattern originates from the inner Rashba state.
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I. INTRODUCTION

Electronic states emerging at the surface of high-Z materials have attracted much scientific interest, because the strong spin-orbit coupling in combination with the broken inversion symmetry and a strong effective electric field at the surface results in a strong spin-momentum locking [1–5]. These spin-momentum locked surface states are of interest in physics and materials technology, because their high mobility and topological protection promises novel applications in electronics and data processing [6]. As an example, the spin polarization of these states is currently discussed as an origin of an improved intrinsic conversion of light to electricity in perovskites [7,8].

Interestingly, the topological properties are not restricted to complex materials. A strong spin-momentum locking of surface states also appears in elemental metals [9–11], such as Au(111) and W(110). The projected band structure of Au(111) shows a hybridization gap near the Γ point hosting a surface state with orbital sp character and the Rashba-like spin-orbit interaction causes a spin splitting of this surface state [3,4,12,13] with topological character [14]. The (110) surface of tungsten has a spin-orbit induced local band gap for bulk states projected onto the surface, which is 200 meV wide and located at 1.25 eV below the Fermi energy [10]. A Dirac-like surface state with linear dispersion and Rashba-type spin signature resides within this gap. Further experimental [15–21] as well as theoretical work [10,11,18,22,23] revealed the orbital d character of surface states on W(110), which is in contrast to the common orbital sp character of surface states (Shockley-type surface states) of topological insulators. In this case the surface state has been identified as a surface resonance that extends into the bulk.

Therefore, the question arises whether fully surface-localized d-like surface states, which are confined between the surface potential barrier and a totally reflecting periodic potential, can reveal a significant spin-momentum locking. These Tamm-type surface states are located in a nonhybridization gap of the projected bulk band structure [24,25]. Their existence requires that the surface perturbation of the one-electron potential is sufficiently strong [26]. In early work, Tamm surface states were observed experimentally at the top of the bulk d-bands of Cu(100), Cu(111) [24,26–28], Ag(100) [27,29–31], Au(100) and Au(111) [24] by spin-integrated spectroscopy.

For the present study, we focus on the Re(0001) surface, for which a surface related state near the Γ point with d character and a Rashba spin-splitting has recently been predicted by density functional theory [32]. In this theoretical study this state appeared rather as a surface resonance because no gap in the projected bulk band structure exists. In contrast, differential conductance measurements on the Re(0001) surface revealed the presence of standing waves that have been attributed to a surface state [33], indicating their prominent surface localization. The Re(0001) surface offers the interesting property of causing nontrivial magnetization structures in adsorbed ultrathin ferromagnetic films [34]. A
recent study reports on the atomic-scale interface engineering of Majorana edge modes at the Fe/Re(0001)-O(2x1) interface [35]. Further recent studies comprise the growth of graphene [36], hBN [37], and Pd on Re(0001) [38]. These interesting properties ask for a comprehensive spin-resolved study of the Re(0001) bulk and surface states.

II. EXPERIMENTAL METHODS

All experiments were performed in ultra-high vacuum. The base pressure was in the low 10^{-10} mbar regime. For the preparation of clean Re(0001) surfaces we followed the recipe given in Ref. [33]. Our cleaning procedure consists of cycles of annealing at \( T = 1400 \) K with partial oxygen pressure of \( 3 \times 10^{-8} \) mbar and high-temperature flashes at \( T = 1800-1850 \) K to desorb oxygen. After the preparation, the sample is transferred to the scanning tunneling microscopy (STM) and photoemission sample stages, respectively.

STM measurements were performed at 5 K using chemically etched tungsten tips, which were flashed at 2200 K [39]. Differential conductivity maps are recorded using a modulation frequency of 300 Hz and a lock-in amplifier.

We used time-of-flight (ToF) momentum microscopy [40,41] for photoemission spectroscopy in a separate setup. The momentum microscope images the transversal momentum component of the photoemitted electrons on a spatially resolved detector, which is combined with ToF detection for parallel recording of electrons with different kinetic energies [42]. The measurement results in the intensity as a function of binding energy and parallel momentum, \( I(E_B, k_x, k_y) \). The sample is mounted on a He-cooled high-precision hexapod manipulator providing a minimum temperature of 29 K (measured by a silicon diode attached to the sample holder) and six degrees of freedom for sample alignment. The instrument comprises two ToF branches (see Fig. 1). Spin-integral measurements are performed with the straight branch, whereas for spin-resolved experiments a retractable spin-filter crystal reflects the electrons into the second branch under 45°.

Spin-resolved images are obtained by inserting the Ir(001) spin-filter crystal covered with a pseudomorphic Au monolayer into the electron optical path of the microscope between column and the spin-resolved ToF branch. Spin contrast appears due to the spin dependent reflectivity of low-energy electrons at the scattering target caused by spin-orbit interaction at the nonmagnetic surface. For the evaluation of the spin polarization we followed the recipe described in Ref. [13]. Two datasets at two different scattering energies of 10.75 eV and 12.5 eV are acquired. The spin quantization axis is perpendicular to the scattering plane, i.e., along the \( T-K \) direction, denoted as the \( y \) direction in our coordinate system.

For the calculation of the spin polarization, reflected intensities for two scattering energies \( I_{\text{surf},i} \) (i = h, l) with opposite sign of the Sherman function, \( S_i \), have been measured.

The spin polarization at each image point then is determined by [43]

\[
P_s = \frac{1 - \rho \psi}{\rho \psi S_l - S_h},
\]

where \( \psi = I_h/I_l \) is the ratio of measured intensities at each image point and \( \rho = R_l/R_h \) denotes the ratio of the energy-dependent spin-integrated reflectivity \( R_h \) and \( R_l \) at both scattering energies. The energy dependence of \( S_l \) was neglected as we analyzed only a narrow energy interval of less than 1 eV. We have applied a symmetrization along \( k_y \) and antisymmetrization along \( k_x \), \( P(E_B, k_x, k_y) = [P_u(E_B, k_x, k_y) + P_d(E_B, k_x, -k_y)] - [P_u(E_B, k_x, -k_y) + P_d(E_B, -k_x, k_y)]/4 \). Note that the three-fold symmetry of the Re(0001) surface breaking the \( x-z \) mirror symmetry is restored by the occurrence of terraces separated by monoatomic steps. Because of the time-reversal symmetry of the Rashba shift, one obtains \( I(k, \uparrow) = -I(-k, \downarrow) \), which justifies the applied symmetrizations.

The combination of the two values of the Sherman function for the low- and high-energy working points leads to an effective asymmetry function of \( S_{\text{eff}} = 0.7 \pm 0.1 \). The error bar represents the uncertainty in the determination of the spin asymmetries and is partly of statistical and partly systematic nature.

The photoemission time-of-flight experiment has been performed exploiting the time structure of the synchrotron radiation at BESSY II (Helmholtz-Zentrum Berlin, Germany) at beamline U125/2-10m Normal Incidence Monochromator (NIM) during single-bunch operation (pulse duration 50 ps, repetition rate 1.25 MHz). The monochromator provides photons in the energy range 3 to 35 eV with an energy resolution of <10 meV. The angle of incidence was 68 degrees with respect to the surface normal, the plane of incidence was parallel to the \( T-K \) direction (\( y \) axis). The photon beam was \( p \)-polarized with the electric field vector \( E \) in the plane of incidence. The overall energy and \( k_z \) resolution for the present experiment were 86 meV and 0.03 Å^{-1}. Similar experiments with soft x-ray excitation have been performed at PETRA III (Desy, Hamburg) at beamline P04.
III. THEORETICAL AND COMPUTATIONAL DETAILS

Calculations based on the fully relativistic one-step model of photoemission \[44,45\] in its spin-density matrix formulation \[22,46\] provides theoretical spectra. This approach allows describing properly the complete spin polarization vector in particular for the Rashba-type spin-momentum locked systems. The self-consistent electronic structure calculations were performed within the ab-initio framework of spin-density functional theory where the Vosko, Wilk, and Nusair parametrization for the exchange and correlation potential was used \[47\]. The corresponding electronic structure of the Re(0001) surface was calculated in a fully relativistic way using the multiple-scattering or KKR formalism in its tight-binding mode \[48–50\].

For all photoemission calculations, in addition, we account for the surface itself by use of a Rundgren-Malmström-type surface potential \[51\]. This allows for the correct description of the energetics and dispersion of all surface-related features, especially for the d-like surface resonance which is located in energy in the vicinity of the Fermi level. Furthermore, the relative intensities of surface states and resonances are quantitatively accounted for by calculating the corresponding matrix elements in the surface region. This procedure is described in detail, for example, in Ref. \[52\]. The energy-dependent retarded KKR Green function, which represents the initial state has been calculated for a complex energy, dependent retarded KKR Green function, which represents described in detail, for example, in Ref. \[52\]. The energy-matrix elements in the surface region. This procedure is quantitatively accounted for by calculating the corresponding relative intensities of surface states and resonances are in energy in the vicinity of the Fermi level. Furthermore, the binding mode \[48–50\].

IV. RESULTS

First, we discuss the Re bulk states deduced from soft x-ray excitation (650–720) eV, where the higher kinetic energy of excited electrons results in an increased IMFP of the photoemitted electrons and consequently reduced spectral weight of surface states.

The momentum coordinate \( k \) results from scanning the photon energy, exploiting the concept of direct transitions as described in Refs. \[42,53\]. The constant-energy cuts for \( E = E_F \) measured for 19 different photon energies in the range of (500–700) eV have been concatenated along \( k \) to form the three-dimensional Fermi surface. The variation of the photoemission intensity due to the dipole transition matrix elements, i.e., linear and circular dichroism, is accounted for by exploiting the sixfold symmetry in reciprocal space and averaging the illumination with circular left and right polarization. The data shown in Figs. 2 and 3 thus result from a sixfold symmetrization in momentum space of the measured intensity patterns. Consequently, the measured photoemission intensity \( I(E_F, k_x, k_y, k_z) \) approximates the spectral density of states \( \rho(E_F, k_x, k_y, k_z) \). Note that \( I(E_F, k_x, k_y, k_z) \) does not exactly represent the spectral density because of different cross sections for different orbital character of the initial states. Surfaces of constant energy in three-dimensional \( k \)-space result from cuts of the four-dimensional array \( \rho(E_F, k_x, k_y, k_z) \). The cut for \( E_F = 0 \) then represents the Fermi surface.
FIG. 3. Measured constant-energy maps $\rho_{\text{surf}}(E_B = 0, k_x, k_y)$ for excitation with different photon energies as indicated in (a)–(f). The photon energy $h\nu = 18.5$ eV corresponds to $k_z = 2G_{0001}$ for normal emission, i.e., at $\Gamma$, in the free electron model. Features varying with photon energy indicate surface resonances (SR) or bulk states (B). The intensity of the surface state (SS) monotonously decreases with increasing photon energy indicating the pronounced localized character of the features emitted close to the surface normal.

Figure 2 shows the corresponding Fermi surface of Re. It comprises a prominent cylindrical sheet around the $c$ axis and oblate ellipsoidal sheets centered at the $L$ and $K$ points.

By integrating $\rho$ along $k_z$ over the full Brillouin zone, i.e., parallel to the (0001) surface normal, one obtains the projected Fermi surface, $\rho_{0001}(E_B = 0, k_x, k_y)$, shown in a perspective view in Fig. 2(a) on top of the Brillouin zone and in planar view in Fig. 2(b). The center of the surface Brillouin zone is free of any projected bulk states, indicating the presence of a projected gap in the bulk band structure.

A similar projection performed with $E_B$ as a parameter reveals the projected bulk band structure $\rho_{0001}(E_B, k_x, k_y)$ [Fig. 2(b)]. Cuts through $\rho_{0001}(E_B, k_x, k_y)$ along the in-plane high symmetry directions reveal the energy dispersion of the local gaps as shown in Figs. 2(e) and 2(h).

Excitation at photon energies in the vacuum ultraviolet range predominantly excites surface-related states of Re because of the limited IMFP of the photoemitted electrons. Fig. 2(c) shows the constant-energy map at the Fermi surface, $\rho_{\text{surf}}(E_B = 0, k_x, k_y)$, obtained at a photon energy of 18.5 eV. We observe a sharp circle around the $\Gamma$ point and a sextet of circles around the $\bar{M}$ points. Furthermore, two pronounced hexagonal structures with a flower-like shape, centered at the $\bar{M}$ point, dominate this Fermi surface map.

Figures 2(f) and 2(i) show the band dispersion along the high-symmetry directions $\bar{M}\bar{\Gamma}$ and $\bar{M}\bar{K}$. Most of the bands differ from the bands observed with soft x-ray excitation. In particular, the bands near the Fermi level close to $\Gamma$ have a much stronger spectral weight compared to the soft x-ray measurement.

To determine the position of surface states relative to the projected bulk band gaps, we superimpose the projected density of bulk states [Figs. 2(b), 2(e) and 2(h)] with the surface sensitive photoemission result [Figs. 2(c), 2(f) and 2(i)], as depicted in Figs. 2(d), 2(g) and 2(j) [54]. For these overlaid images [Figs. 2(d), 2(g) and 2(j)], we apply a color code: red for the projected bulk states from the soft x-ray data and green for the spectral density deduced from the data at 18.5 eV excitation. The intensity of the projected bulk states and surface states have been adapted for better visibility. Note that the steplike increase of the (green) surface related spectral density at a binding energy of 0.3 eV may not present in all measurements and may originate from adsorbates. Areas in the momentum cuts, where both measurements reveal a large spectral density, appear in the mixed color yellow. These yellow areas thus indicate surface resonances. We therefore tentatively attribute the $\bar{M}$ point circles and the outer $\bar{\Gamma}$ hexagon within the Fermi surface map [Fig. 2(e)] to surface resonances.

Correspondingly, the green color of the central ring in Fig. 2(d) indicates its pure surface state character. This state has hole character, i.e., negative group velocity, as deduced from the band dispersions shown in Figs. 2(g), 2(j).

To verify the surface or bulk character of electronic states, we varied the photon energy in a range from $h\nu = 7–35$ eV in steps of 0.5 eV. Figure 3 depicts selected constant-energy maps at the Fermi level. The inner ring structure SS, centered at $\Gamma$, similarly appears for all photon energies with the same diameter, confirming its surface state character. Further data evaluation of the inner ring SS reveals a monotonously decreasing photoemission intensity with increasing photon...
energy. This behavior indicates a state that is strongly localized at or even in front of the surface [55], because an extension into the bulk always leads in the reciprocal space to an oscillatory $k_z$ and hence photon energy dependence. In contrast, the six $M$-rings SR show a low intensity at 26 eV and increasing intensity for 28 eV, revealing their surface resonance character with nonvanishing appearance probability deeper in the bulk. The intensity of the larger EB photon energies as denoted. (a), (e), (i) and (c), (g), (k) show $E_\rho(k_\parallel)$ and sections of the spectral density $\rho_{\text{surf}}(E_\rho, k_x, k_y) = 0$, respectively. (b), (f), and (j) show the corresponding spin textures for the $\Gamma-M$ direction. The color code for spin polarization and intensity is given in Fig. 5. [(d), (h), and (l)] Profiles revealing the $y$ component of the spin polarization $P$ as a function of parallel momentum along $\Gamma-M$ for constant binding energies $E_\rho = 0, 0.2, 0.4,$ and $0.6$ eV (from bottom to top).

FIG. 4. Measured band dispersion and spin texture along the high symmetry directions $\Gamma-M$ (first row) $\Gamma-K$ (second row) for three photon energies as denoted. (a), (e), (i) and (c), (g), (k) show $E_\rho(k_x)$ and $E_\rho(k_x)$ sections of the spectral density $\rho_{\text{surf}}(E_\rho, k_x, k_y) = 0$, respectively. (b), (f), and (j) show the corresponding spin textures for the $\Gamma-M$ direction. The color code for spin polarization and intensity is given in Fig. 5. [(d), (h), and (l)] Profiles revealing the $y$ component of the spin polarization $P$ as a function of parallel momentum along $\Gamma-M$ for constant binding energies $E_\rho = 0, 0.2, 0.4,$ and $0.6$ eV (from bottom to top).
FIG. 5. (a) Top row: Constant-energy maps $\rho_{\text{surf}}(E_B, k_x, k_y)$ measured for excitation with a photon energy of 13.5 eV. From left to right: $E_B = 0, 200, 400$ meV. Bottom row: constant-energy spin polarization maps $P_{\text{surf}}(E_B, k_x, k_y)$. Color code for intensity and spin polarization indicated on the left. Corresponding data for a photon energy of 18.5 (b) and 21 eV (c).

The spin-integrated intensities are in fair agreement with the experimental results (see Fig. 5). In the calculated spectral densities, the inner and outer Rashba bands are clearly separated and the outer Rashba branch appears broader than the inner branch, indicating its hybridization with bulk bands. Except for the relative intensities, the position of the surface state and surface resonances are independent of the photon energy. In contrast to the experimental results no clear bulk bands appear, which would be recognizable by their photon energy dependence. This might be explained by a slightly larger information depth in the experiment than parametrized for the calculation.

Figure 6 shows the calculated spin polarization component $P_y$ along the $k_y$ axis. The pair of split Rashba circles centered at the $\Gamma$ point possess opposite spin polarization in good agreement with the experimental result. While the inner Rashba circle keeps its regular spin polarization texture with the constant spin direction always pointing perpendicular to $k_y$. The calculated spectral densities reveal the Rashba-split surface state in good agreement with the experimental result. While the inner Rashba state lies within the projected band gap close to the Fermi level, the outer Rashba state coincides with the projected bulk bands. Further bands with a high density probability occur at $k_{\parallel} \approx 0.5 \text{ Å}^{-1}$ and a band with almost circular shape is centered at the $M$ points.

Except for the relative intensities, the position of the surface state and surface resonances are independent of the photon energy. In contrast to the experimental results no clear bulk bands appear, which would be recognizable by their photon energy dependence. This might be explained by a slightly larger information depth in the experiment than parametrized for the calculation.
addition to the Rashba-like in-plane spin texture, the threefold symmetry leads to a nonvanishing initial state $P_z$ component with threefold symmetry.

Note that for a surface with monoatomic terraces, an averaging over these terraces restores the $x$-$z$ mirror symmetry and as a consequence the symmetry relation $P(k_y) = P(-k_y)$ exploited for the analysis of the experimental data.

The ab initio result for the Bloch spectral function of the Re(0001) surface is shown in Fig. 8(a). Close to the $\Gamma$ point one observes the Rashba split surface state with equal dispersion along $\Gamma-K$ and $\Gamma-M$. Figures 8(b) and 8(c) reveal the good agreement with the experimentally observed dispersion. The position of the experimental surface bands, indicated by the red dotted lines coincide almost perfectly with the inner Rashba band and also with the $M$-point surface state. The outer Rashba state appears in the calculation with pronounced intensity, whereas it is weak in the experimental result. The spin polarization calculation clearly reflects the opposite sign of the spin polarization of the inner and outer Rashba state.

To visualize the surface state in real space, we performed scanning tunneling spectroscopy. The differential conductivity map shown in Fig. 9(a) reveals the quantum interference pattern resulting from back-scattering of the electron wave from step edges [33,57,58]. The figure shows two parallel monoatomic steps on the Re(0001) surface appearing as dark lines. In some areas the parallel steps form a quantum well, enhancing the amplitude of the interference pattern. Adsorbed gas molecules from the residual gas (presumably CO molecules) lead to additional circular shaped interference patterns (some denoted by arrows). The wavelength of the interference pattern increases with increasing tip-sample voltage, i.e., with decreasing binding energy. The power spectrum of the two-dimensional Fourier transformation [Fig. 9(b)] shows a circular feature revealing that the wavelength of the interference pattern is independent on the momentum direction. The tip-sample voltage of $-50$ meV addresses the unoccupied part of the surface state, 50 meV above $E_F$. The central line-shaped structure stems from the steps on the substrate surface. The circular feature refers to the inner Rashba state as observed by photoemission spectroscopy. The dispersion of the Rashba state has been elucidated by varying the tip-sample voltage. Figures 9(c)–9(f) show two examples of patterns recorded in the occupied part at 50 and 125 meV below $E_F$. 

![Graph](image-url)
Figure 9(g) compares the band dispersion as deduced from a series of eight differential conductivity maps at varying tip-sample voltage with the photoemission result. We observe a one-to-one agreement of scanning tunneling spectroscopy and photoemission results, confirming that the quantum interference pattern originates from the inner Rashba state. For binding energies above 0.2 eV and below \(-0.1\) eV, the amplitude of the interference pattern becomes very weak preventing the determination of the wavelength. The decreasing amplitude might be a fingerprint of increasing hybridization with bulk states.

The origin of quantum interference patterns resulting from scattering between states with opposite spin is not obvious. Wiebe et al. [57] argued that the influence of spin polarization on scattering states could be too small to be observable. Wang et al. [59] calculated the spin-dependent joint density of states for scattered states in the case of Rashba splitting and topological states, resulting in the fact that a scattering vector connecting opposite spin states leads to a more rapid decay of the quasi particle interference, but not to a complete suppression. In this case of intra-band scattering the relevant scattering vector remains \( q = 2k \) as in the case of spin-degenerate states. In contrast, El-Kareh et al. [60] argued that time-reversal symmetry prohibits a scattering from \( k \) to \(-k\) between time-reversal partners and attribute the quasi particle interference to inter-band scattering, i.e. from the inner Rashba state to the outer Rashba state with the same spin. Such inter-band scattering would immediately explain the absence of the outer Rashba state in the Fourier transformed scanning tunneling spectroscopy images. In our case, the dispersion deduced from the quasi particle interference coincides with the dispersion observed by photoemission. The coincidence of photoemission and scanning tunneling spectroscopy results seems to favor the intra-band scattering model. In this case, the absence of the second Rashba branch may also be explained by a hybridization of the outer Rashba state with the bulk continuum, resulting in a loss of spectral weight in the vacuum [57].

V. CONCLUSION

In conclusion, we have determined the spin polarization of photoemitted electrons from the Re(0001) surface using spin-resolved time-of-flight momentum microscopy. In particular, we investigated the Rashba splitting of the Tamm surface state near the \( \Gamma \) point. We verified by angular-resolved photoemission that the surface state resides within a projected bulk band gap and shows a Rashba splitting of 0.4 Å\(^{-1}\). The state with smaller parallel momentum (inner Rashba state) is fully separated from bulk states, whereas the Rashba branch with larger momentum hybridizes with bulk states, which leads to a suppression of spin-momentum locking. The presence of a single spin-momentum locked branch looks like the case of the Dirac-cone surface resonance at W(110) [61] that appears in a spin-orbit induced hybridization gap. However, in the present case the inner branch of the Rashba-split Tamm state is a true surface state with zero overlap with bulk bands. A good agreement of the experimental results with one-step photoemission calculations based on ab-initio theory within the local density approximation reveals the good understanding of the
spin-momentum locking for Tamm surface states, appearing in a nonhybridization gap.

Differential conductivity maps obtained by scanning tunneling spectroscopy show quantum interference patterns. Two-dimensional Fourier transformations of these patterns agree perfectly with the constant energy photoelectron momentum distributions measured by photoemission and thus confirm that they result from the inner Rashba branch of the Rashba-split Tamm surface state. The apparently forbidden scattering path \( k \) to \( -k \) has been discussed controversially in literature. Since this is beyond the scope of the present paper we do not review the various systems where quantum interference patterns have been observed and the tentative models discussed in Refs. [57,59,60]. The back-scattering of the surface states might allow for a versatile manipulation of the surface state by quantum confinement.
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