BFS-Net: Weakly Supervised Cell Instance Segmentation from Bright-Field Microscopy Z-Stacks
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Abstract. Despite its broad availability, volumetric information acquisition from Bright-Field Microscopy (BFM) is inherently difficult due to the projective nature of the acquisition process. We investigate the prediction of 3D cell instances from a set of BFM Z-Stack images. We propose a novel two-stage weakly supervised method for volumetric instance segmentation of cells which only requires approximate cell centroids annotation. Created pseudo-labels are thereby refined with a novel refinement loss with Z-stack guidance. Evaluation shows that our approach can generalize not only to BFM Z-Stack data, but to other 3D cell imaging modalities. A comparison of our pipeline against fully supervised methods indicates that the significant gain in reduced data collection and labelling results in minor performance difference.
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1 Introduction

Automatic micromanipulation of biological cells in 3D space, gained significant interests in the recent years for various applications [1]. The level and precision of automation for micromanipulation tasks is highly dependent on the performance of the 3D localization components in the micromanipulation setup. Such a localization methods are often utilized to plan the manipulator trajectory, preview the operation and execute the manipulation tasks. One of the critical aspects for spatial manipulation of cells is reasoning on the distribution of cells at different depths within the situs which is a challenging task from a single 2D microscopy image due to the projective nature of the acquisition process. Due to the inherent ambiguities of such an estimation, one cannot uniquely determine the 3D location of the cells from a single all-in-focus 2D image [2].

One way to address this is by using Electron Microscopy. While providing highly accurate resolution, such hardware can be costly and is not broadly available. Moreover, it needs to be used in a specific environmental setup that requires
an isolation chamber typically without access from the outside during a scan \[3\]. In order to be able to manipulate cells reasonably fast and with acceptable performance and speed, an open environment is essential such that a manipulator can be integrated seamlessly. In practice, Bright-Field Microscopy (BFM) is arguably the most widely spread modality for cellular imaging with its comparatively lower cost. While naturally being available in many biology and medical labs, it also has the potential of volumetric imaging by integration of a micron precision step motor for controlling the Z plane \[4\]. The captured 3D volume from such an enhanced BFM is different than a depth-aware 3D volume as can be seen in the example in Fig. 1. Due to the effect of BFM-projection in Z direction, the cell image is composed of information from in-focus and out-of-focus parts within the visible area. Different regions are in focus, depending on the Z position within the stack. While being of projective nature, the data provides focus cues that can be leveraged to estimate depth together with the necessary morphological features to spatially separate the cells \[5\].

Annotation of instance volumes can be intricate and time-consuming. We therefore leverage BFM Z-Stacks and propose a weakly supervised approach for segmentation of cells within the volume. We first train a cell centre prediction network which we use to create pseudo labels. These labels are used jointly with an image-guided refinement loss to train our BFS-Net segmentation model. To this end, our main contributions are:

- We propose the first weakly supervised instance segmentation method for cells from BFM Z-Stack inputs that only needs cell centre annotations for training.
- We propose a novel Z-Stack guided refinement loss which is used to train a 3D segmentation network with centre coordinate induced pseudo labels.
- We make the BFM Z-Stack cell dataset publically available to stimulate research in this new domain.
2 Related Works

Z-Stack Cell Segmentation. Despite its wide availability surprisingly little work investigates BFM Z-Stacks. The pioneering work of [4] investigates instance segmentation from this modality. In comparison to our approach, however, they (1) train with full supervision and (2) assign the same label to each pixel coordinate in the entire stack. We believe that the 3D local neighbourhood can be advantageous and estimate volumetric labels.

2D/3D Cell Segmentation. 2D cell instance segmentation methods incorporate variants of U-Net [6] combined with post-processing [7] steps. The main challenge for these pipelines is to separate the cells and achieve instance-wise precision. 3D cell segmentation approaches similarly use V-Net [8] or 3DUNet [9] backbones. The recent segmentation work of [10] estimates instances in a post-processing stage taking advantage of each cell center.

Weakly Supervised Cell Segmentation. Weakly supervised methods can be separated into two branches based on the used labels being either bounding boxes or cell centroids. [11] uses point annotations as supervision and classifies each pixel based on a combination of k-means and Voronoi tessellation which results in imprecise predictions close to cell edges. [12] attempts to solve this issue through consecutive edge detection. Another branch of works is based around the idea of [13], who introduce Peak Response Maps (PRM). PRMs indicate relevant visual regions created by backpropagation of peak responses from a classifier similar to saliency maps [14]. [15] and [16] use PRMs with center points and [17] with bounding box annotation to generate segmentation through these visual cues. This family of methods need a post-processing step to refine the results, and require \( O(n) \) back-propagations at inference which significantly hampers their efficiency for the prediction of \( n \) cells in one input volume. We utilize PRMs only in the first stage of our training to create pseudo labels which are refined in a second stage omitting the costly back-propagation at test time.

3 Methodology

An overview of our pipeline is illustrated in Fig. 2. We first train a regression model \( S_1 \) to predict cell center likelihood maps. With \( S_1 \), we generate the Response Map of each of the local maxima of the likelihood map to obtain pseudo segmentation labels. Previous methods such as [15] and [16] improve upon back-propagated labels at test time. To omit this additional computational cost and further improve the results, we use a second training stage to train the model \( S_2 \) that learns with these labels and refines the results under Z-Stack image guidance. With the segmentation mask from \( S_2 \) and the predicted center maps from \( S_1 \), we consecutively apply an efficient label assignment to separate instances. We detail each step hereafter.
3.1 Creation of Cell Centre Maps

Similar to [18] we generate a Gaussian based voxel map around each center point. In addition, we divide the space into Voronoi sub-spaces. The borders of these sub-spaces are hard-negative cases, and we override the Gaussian value with 0. This helps learning the cell centers in a way which they are separable, even if being adjacent. The voxel likelihood map can be formulated as follows:

\[
p(x) = \begin{cases} 
0, & \text{if } x \in \mathcal{B}_V \\
e^{-k \frac{\mathcal{D}(x)}{d_m}}, & \text{else if } \mathcal{D}(x) \leq d_m \\
0 & \text{otherwise} 
\end{cases}
\]

(1)

where \(\mathcal{B}_V\) is the set of voxels which are on Voronoi borders in the volume \(\mathcal{V}\), \(\mathcal{D}(x)\) is the Euclidean distance of voxel \(x\) to the closest center point, and \(d_m\) and \(k\) are the parameters to control the distribution.

3.2 Centroid Regression Network and Pseudo Labels

With the cell centre maps, we train a regression 3DUNet \(S_1\) for cell center likelihood maps. The training loss for this stage is:

\[
\mathcal{L}_{S1} = \mathcal{L}_{bce} + \lambda \mathcal{L}_{focal}
\]

(2)

where \(\mathcal{L}_{bce}\) is a Binary Cross Entropy loss and \(\mathcal{L}_{focal}\) is a focal loss, applied on voxels with \(p(x) > 0.7\). As in [13], we are interested to have the PRMs of the model output. For each of the local maxima stimulated from model’s output, we run a back-propagation through \(S1\) to get the visual cue from the input.
which results in a predicted local peak. Each of these masks belong to a separate instance, but one instance can have multiple masks. Similar to [16], we use a back-propagation method in 3D which extends the 2D proposal of [17]. Although being very informative, these response maps cannot be used as a final segmentation result, since they lack sufficient precision. While others use these masks and perform post-processing with e.g. Graph Cuts [15], we store them as pseudo labels to train a second network $S_2$ to directly predict refined peak response maps in one single pass without the need for back-propagation at inference time.

3.3 Segmentation Network

At this stage we train a model with the pseudo labels generated in 3.2, and a self-supervised refinement loss with Z-Stack image guidance which aligns the edges of the segmentation with cells borders. Our proposed loss reads as

$$\mathcal{L}_{S_2} = \mathcal{L}_{\text{class}} + \lambda_{BF} \mathcal{L}_{BF}$$

where $\mathcal{L}_{\text{class}}$ is a Cross Entropy loss against our pseudo labels, $\lambda_{BF}$ is a weighting coefficient and $\mathcal{L}_{BF}$ is a BF refinement loss which we introduce to improve upon the pseudo labels.

3.3.1 BF Refinement Loss

Blob detection methods are frequently used in efficient image processing pipelines to detect regions with an appearance that differs from their surrounding [12]. The area information they capture is usually retrieved with a discretized version of the differentiable operator given by $\Delta = \nabla \cdot \nabla = \partial_x^2 + \partial_y^2 + \partial_z^2$. Since the calculation of second order derivatives is very sensitive to noise, we robustify the calculation by applying it on a Gaussian-smoothed version of our input. [19]

![Fig. 3. BF Boundary Loss.](image)

Inspired by the weighting mask for colour similarities based on image gradients proposed in [20], we design a smooth loss term to align the segmentation
mask with the visible cell membrane from the image using the LoG operator. Inspection of the image gradient along the cell boundary as depicted in Fig. 3 indicates that the segmentation boundary coincides with the image Laplacian. To enforce accurate segmentation boundaries, we asymmetrically penalize a disagreement between the image $I$ and its segmentation mask $S$ by

$$L_{BF} = \nabla G (S, \sigma_1) \cdot \exp \left( -\|\Delta G (I, \sigma_2)\|^p_p \right),$$

where $G$ describes Gaussian smoothing with standard deviation $\sigma$ and $\nabla$ and $\Delta = \nabla \cdot \nabla$ are the first and second order differential operators.

### 3.4 Instance Label Assignment

With the cell centers likelihood map from 3.2 and the segmentation mask from $S_2$, we first merge the peaks in the likelihood map with low Euclidean distance by a weighted mean over their scores and then run a watershed algorithm to assign instance labels.

### 4 Experiments and Results

Our models were trained using a GeForce GTX 1060 GPU with a learning rate of $5 \times 10^{-5}$ and weight decay of $10^{-6}$ using the Adam optimizer and a batch size of one due to the memory restrictions. We trained all models until convergence with a maximum of 40 epochs.

#### 4.1 BFM Z-Stack

In absence of a publicly available dataset for this use case, we collected a BFM Z-Stack dataset of SF-9 insect cells (ThermoFisher, Germany) which we roughly annotated with geometric cell centers. In order to decrease the sedimentation speed of the cells, cells were suspended in feeding medium supplemented with 20% Fetal Calf Serum (FCS). BFM images were obtained using a Zeiss Axiovert 40 CFL microscope with 20x magnification.

The dataset consists of 120 instances of $64 \times 256 \times 256$ with $z$-spacing of $2 \, \mu m$ per slice. We crop the instances to 16 slices for training and resize each plane to a $128 \times 128$ image. The data is split to a 4:1 train/validation split. The dataset will be made publicly available upon acceptance.

We trained our model with the Euclidean norm $p = 2$, $\lambda_{BF} = 1$, and $\sigma_1 = \sigma_2 = 3$ in eq.4. Without instance labels in this dataset, we evaluate our results on BFM Z-Stack qualitatively. (Fig. 4). While we see aligned segmentation and clear class separation on the first three results, the last indicates the limitation of our weakly supervised method in the presence of cell conglomerates where the segmentation mask provides cell regions for connecting cells whose instances labels become fused.
4.2 Fluorescent Z-Stacks

In the absence of another independent BFM Z-Stack dataset with cell annotations and to demonstrate the generalization capabilities of our approach, we used images from BBBC050 \cite{10,21} which is a 3D image dataset of early mouse embryos with nuclei fluorescently labeled with mRFP1 and imaged with an IX71 microscope.

This allows to evaluate the results also quantitatively in comparison to the recent cell segmentation approach presented by \cite{10}. We generate the weak labels we need in our pipeline as average of each segmentation mask. Following their evaluation protocol, we report on the standard metrics for intersection over union (IoU) for segmentation as well as SEG \cite{22} and MUCov \cite{23} for instance labels. While SEG is an indicator of the absence of false-negative instances, MUCov indicates the absence of false-positives.

Since BBBC050 is a fluorescent microscopy dataset its appearance is different from BFM. Cell edges are not high response regions for LoG and the image statistics vary in comparison to BFM. To cope with this noticeable difference of the fluorescent images, we change our asymmetric boundary loss to penalize on gradient alignments instead of the Laplacian. The loss then reads as:

\[
L_{FL} = \nabla G (S, \sigma_1) \cdot \exp \left( - \| \nabla G (I, \sigma_2) \|_p^p \right).
\] (5)

Again we choose \( p = 2, \lambda_{FL} = 1, \) and \( \sigma_1 = \sigma_2 = 3. \)

There is an overview of this loss and the areas it is effecting on a segmentation mask on an example image in Fig. 5 together with our predictions.

We train our architecture with weak labels from the centroid of instances. To assess the influence of the second network and the boundary loss, we ablate our full pipeline and compare it against the recent method QCANet \cite{10} and a 3D Mask R-CNN \cite{24} as proposed in \cite{10}. (Results in Table. 1)

While the performance of our network trained with weak labels results in a 0.1 lower IoU compared to the fully supervised method QCANet, we are able to outperform the fully supervised 2-stage pipeline of 3D Mask R-CNN in terms of IoU as reported by \cite{10}. The result of training with weak labels reaches 86.2% IoU performance in comparison to the fully supervised counterpart QCANet.
Fig. 5. Example image from BBBC050 dataset. An Image from the fluorescent Z-Stack is shown (1st from left) together with an evaluation of the Loss (2nd), the Segmentation Mask (3rd), our Instance Prediction (4th) and the Ground Truth (right).

Table 1. Comparison on BBBC050.

| Method                  | Annotation Level | IoU  | SEG  | MUCov |
|-------------------------|------------------|------|------|-------|
| Fully supervised methods|                  |      |      |       |
| 3D Mask R-CNN            | Full Mask        | 0.558| 0.476| 0.607 |
| QCANet [10]             | Full Mask        | **0.746** | **0.710** | **0.721** |
| Our training with weak annotations|              |      |      |       |
| Our Pseudo Labels       | Cell Centers     | 0.506| 0.353| 0.399 |
| BFS-Net (+ $L_{class}$) | Pseudo Labels    | 0.603| 0.441| **0.506** |
| BFS-Net full pipeline (+ $L_{FL}$) | Pseudo Labels | **0.643** | **0.530** | 0.473 |

while requiring significantly fewer annotation effort. However shows a larger gap on the instance metrics. We believe that this is due to the refinement loss refining the segmentation quality while not specifically targeting the instance labels. As expected, the performance of using pseudo labels leads to the lowest performance. If we train S2 without BF-Refinement Loss, the performance increases. We believe that this is due to the training helping to remove false positives. When S2 is trained with BF-Refinement Loss, the result gets improves further in terms of segmentation alignment due to the Z-Stack guided refinements.

5 Discussion

We have proposed the first weakly supervised approach for cell instance segmentation of BFM Z-Stack together with a new dataset. Rough center points annotations were used to create pseudo labels which we refined using a novel loss. We demonstrated the qualitative and quantitative performance of our method on two datasets where we reach an IoU score of 86.2% compared to the state-of-the-art method QCANet despite significantly fewer label effort. We believe that our dataset can pave the way to more methods based on weak labels in the domain of Bright-Field Microscopy.
References

1. I. Shishkin, H. Markovich, Y. Roichman, and P. Ginzburg, “Auxiliary optomechanical tools for 3d cell manipulation,” *Micromachines*, vol. 11, no. 1, p. 90, 2020.
2. A. Saxena, J. Schulte, A. Y. Ng, *et al.*, “Depth estimation using monocular and stereo cues,” in *IJCAI*, vol. 7, pp. 2197–2203, 2007.
3. P. J. Goodhew and J. Humphreys, *Electron microscopy and analysis*. CRC Press, 2000.
4. J.-B. Lugagne, S. Jain, P. Ivanovitch, Z. B. Meriem, C. Vulin, C. Fracassi, G. Batt, and P. Hersen, “Identification of individual cells from z-stacks of bright-field microscopy images,” *Scientific reports*, vol. 8, no. 1, pp. 1–5, 2018.
5. M. Subbarao and G. Surya, “Depth from defocus: A spatial domain approach,” *International Journal of Computer Vision*, vol. 13, no. 3, pp. 271–294, 1994.
6. O. Ronneberger, P. Fischer, and T. Brox, “U-net: Convolutional networks for biomedical image segmentation,” in *International Conference on Medical image computing and computer-assisted intervention*, pp. 234–241, Springer, 2015.
7. Y. Al-Kofahi, A. Zaltsman, R. Graves, W. Marshall, and M. Rusu, “A deep learning-based algorithm for 2-d cell segmentation in microscopy images,” *BMC bioinformatics*, vol. 19, no. 1, pp. 1–11, 2018.
8. F. Milletari, N. Navab, and S.-A. Ahmadi, “V-net: Fully convolutional neural networks for volumetric medical image segmentation,” in *2016 fourth international conference on 3D vision (3DV)*, pp. 565–571, IEEE, 2016.
9. ¨O. Çiçek, A. Abdulkadir, S. S. Lienkamp, T. Brox, and O. Ronneberger, “3d u-net: learning dense volumetric segmentation from sparse annotation,” in *International conference on medical image computing and computer-assisted intervention*, pp. 424–432, Springer, 2016.
10. Y. Tokuoka, T. G. Yamada, D. Mashiko, Z. Ikeda, N. F. Hiroi, T. J. Kobayashi, K. Yamagata, and A. Funahashi, “3d convolutional neural networks-based segmentation to acquire quantitative criteria of the nucleus during mouse embryogenesis,” *NPJ systems biology and applications*, vol. 6, no. 1, pp. 1–12, 2020.
11. H. Qu, P. Wu, Q. Huang, J. Yi, G. M. Riedlinger, S. De, and D. N. Metaxas, “Weakly supervised deep nuclei segmentation using points annotation in histopathology images,” in *International Conference on Medical Imaging with Deep Learning*, pp. 390–400, PMLR, 2019.
12. I. Yoo, D. Yoo, and K. Paeng, “Pseudoedgenet: nuclei segmentation only with point annotations,” in *International Conference on Medical Image Computing and Computer-Assisted Intervention*, pp. 731–739, Springer, 2019.
13. Y. Zhou, Y. Zhu, Q. Ye, Q. Qiu, and J. Jiao, “Weakly supervised instance segmentation using class peak response,” in *Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition*, pp. 3791–3800, 2018.
14. R. R. Selvaraju, M. Cogswell, A. Das, R. Vedantam, D. Parikh, and D. Batra, “Grad-cam: Visual explanations from deep networks via gradient-based localization,” in *Proceedings of the IEEE international conference on computer vision*, pp. 618–626, 2017.
15. K. Nishimura, R. Bise, *et al.*, “Weakly supervised cell instance segmentation by propagating from detection response,” in *International Conference on Medical Image Computing and Computer-Assisted Intervention*, pp. 649–657, Springer, 2019.
16. M. Dong, D. Liu, Z. Xiong, X. Chen, Y. Zhang, Z.-J. Zha, G. Bi, and F. Wu, “Instance segmentation from volumetric biomedical images without voxel-wise labeling,” in *International Conference on Medical Image Computing and Computer-Assisted Intervention*, pp. 83–91, Springer, 2019.
17. Z. Zhao, L. Yang, H. Zheng, I. H. Guldner, S. Zhang, and D. Z. Chen, “Deep learning based instance segmentation in 3d biomedical images using weak annotation,” in *International Conference on Medical Image Computing and Computer-Assisted Intervention*, pp. 352–360, Springer, 2018.

18. P. Kainz, M. Urschler, S. Schulter, P. Wohlhart, and V. Lepetit, “You should use regression to detect cells,” in *International Conference on Medical Image Computing and Computer-Assisted Intervention*, pp. 276–283, Springer, 2015.

19. T. Lindeberg, “Image matching using generalized scale-space interest points,” *Journal of mathematical Imaging and Vision*, vol. 52, no. 1, pp. 3–36, 2015.

20. P. Heise, S. Klose, B. Jensen, and A. Knoll, “Pm-huber: Patchmatch with huber regularization for stereo matching,” in *Proceedings of the IEEE International Conference on Computer Vision*, pp. 2360–2367, 2013.

21. V. Ljosa, K. L. Sokolnicki, and A. E. Carpenter, “Annotated high-throughput microscopy image sets for validation,” *Nature methods*, vol. 9, no. 7, pp. 637–637, 2012.

22. M. Maška, V. Ulman, D. Svoboda, P. Matula, P. Matula, C. Ederra, A. Urbiola, T. España, S. Venkatesan, D. M. Balak, et al., “A benchmark for comparison of cell tracking algorithms,” *Bioinformatics*, vol. 30, no. 11, pp. 1609–1617, 2014.

23. N. Silberman, D. Sontag, and R. Fergus, “Instance segmentation of indoor scenes using a coverage loss,” in *European Conference on Computer Vision*, pp. 616–631, Springer, 2014.

24. K. He, G. Gkioxari, P. Dollár, and R. Girshick, “Mask r-cnn,” in *Proceedings of the IEEE international conference on computer vision*, pp. 2961–2969, 2017.