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Abstract
In quantum physics, disturbance due to a measurement is not negligible. This requires the time parameter \( t \) in the Schrödinger or Heisenberg equation to be considered differently from a time continuum of experimenter’s clock \( T \) on which physical events are recorded. It will be shown that \( t \) represents an ensemble of time intervals on \( T \) during which a microsystem travels undisturbed. In particular \( t = 0 \) represents the ensemble of preparation events that we refer to as the ensemble of beginnings of time. This restricts \( t \) to be \( 0 \leq t < \infty \). But such a time evolution of quantum states cannot be achieved in the Hilbert space \( L^2 \) functions because due to the Stone-von Neumann theorem this time evolution is given by the unitary group with \( t \) extending \( -\infty < t < \infty \). Hence one needs solutions of the Schrödinger (and Heisenberg) equation under time asymmetric boundary condition in which only the semigroup time evolution is allowed. This boundary condition is fulfilled by the energy wave functions for quantum states (and as well as for observables) which are smooth Hardy function satisfying the Hilbert transform, called the dispersion relation in physics.
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1. Introduction

Nearly eighty years ago, Kronig [1] and Kramers [2] discovered a relation between causality and analyticity of a complex refractive index. They used the condition (causality) that a signal cannot travel faster than the speed of light, and the analyticity derived from it was a simple integral formula relating a dispersive process to an absorption process [3]. This analyticity is generally referred to as dispersion relation. Kronig [4] then proved that the dispersion relation is the necessary and sufficient condition for the causality condition to be satisfied. Since then, the dispersion relation has been generalized and used in many branches of physics [3, 5]. In non-relativistic quantum physics, Schutzer and Tiomno [6] derived a dispersion relation of a S-matrix element for the scattering of particles by a finite range scatterer; their causality condition was that the out-going scattered wave must be zero for all times before the in-going incident wave hits the scattering center. This work was criticized and generalized by van Kampen [7], and its even more general derivation was given later by Wigner [8]. In relativistic quantum physics, Gell-Mann, Goldberger, and Thirring [9] derived a dispersion relation of S-matrix elements from their causality condition, called microscopic causality, that the commutator (or anticommutator for fermions) of two Heisenberg field operators taken at space-like points vanish. This has been provided a non-perturbative method for relativistic quantum field theory [10].

Our article presents yet another dispersion relation in quantum physics, a dispersion relation that the wave functions satisfy in the energy representation. The causality condition we employ here is the quantum physics version of “cause and effect” discussed in detail by Ludwig [11] and his school. It is called the preparation-registration arrow of time [12]: "A state must be prepared first by a preparation apparatus before an observable can be detected in it by the registration apparatus." On applying this causality condition, we notice a serious limitation due to smallness of a quantum system as stated by Dirac [13]: “Causality applies only to a system which is left undisturbed.” We shall here accept this limitation as a phenomenological principle, in place of the “collapse of the wave function” axiom in theories of measurement.

Starting with the preparation-registration arrow of time and using the "smallness" of quantum system, we will argue in Sec. 2 that the time evolution of a quantum state or an observable are restricted to $0 \leq t < \infty$. 
This type of time evolution is called the semigroup time evolution. It will be shown in Sec. 3 that the Hilbert space axiom for the dynamical equations does not accommodate the semigroup time evolution, thus one needs a different boundary condition. Hence we introduce the time asymmetric boundary condition which has been obtained before from the requirement that one obtains a unified theory of resonance and decay [14, 15]. This boundary condition is provided by a pair of Hardy rigged Hilbert spaces. It is this abstract vector space that yields the dispersion relation of the energy wave function of state and of observable as Hardy functions.

2. Semigroup time evolution due to causality

We begin our discussion by considering a microsystem that undergoes non-trivial time evolution. After reviewing time evolution of states and observables in quantum physics in Sec. 2.1, we formulate a causality condition in Sec. 2.2.

2.1. Preparation and registration of microsystems – states and observables

A microsystem is a physical object that can be detected by a macroscopic measuring apparatus [11]. It is a “small” system, e.g., a particle such as electron, in the sense that disturbance due to an observation cannot be neglected [1]. In experiments, as depicted in Fig. 1, microsystems are first prepared by a preparation apparatus (e.g., accelerator) and are then subjected to a registration apparatus (e.g., detector). A result of experiment, that is a relation between preparation and registration, is described by quantum mechanics.

Performing preparation under the same condition would result in an ensemble of microsystems. This ensemble is most generally represented as a quantum state which is described by a density operator $\rho$. For the sake of simplicity we restrict ourself here to a special case of it, a pure state, whose density operator $\rho$ is a projection operator $\rho = |\phi\rangle\langle\phi|$ satisfying $\rho^2 = \rho$. The vector $|\phi\rangle$ is a state vector which belongs to an abstract vector space $\Phi_{\text{state}}$; in axiomatic quantum mechanics [16, 17], the Hilbert space $\mathcal{H}$ is commonly

\footnote{Dirac has discussed a limit to the finiteness of one’s power of observation and the “smallness” of the accompanying disturbance [13]. If the disturbance is not negligible, the system being observed is said to be “small”.
}
chosen for $\Phi_{\text{state}}$. Hereafter, we call such a state described by a vector $|\phi\rangle$ the state $\phi$.

A physical quantity measured with a registration apparatus, like a detector, is described by an observable $O$. In the Hilbert space, $O$ is represented by a selfadjoint operator; its eigenkets form a complete set $\{|o_i\rangle\}$. If one performs a single measurement with $O$ on a microsystem prepared in the state $\phi$, the result one obtains is one of the eigenvalues $o_i$ of $O$ with a probability $w_i = |\langle o_i | \phi \rangle|^2$. Hence the expectation value of the measurement is given by $\langle O \rangle \equiv \langle \phi | O | \phi \rangle = \sum_i o_i w_i$.

In an experimental arrangement like the one depicted in Fig 1, every microsystem must first be prepared before it can be registered \[11\]; this statement is called the preparation-registration arrow of time \[12\]. According to this principle of causality, the registration of $O$ can take place anytime but only after preparation of the state $\phi$ has been completed.

The time evolution of the state is described by a dynamical equation. In the Schrödinger picture the state evolves in time obeying the Schrödinger equation\[2\]:

$$i \frac{d}{dt} |\phi(t)\rangle = H |\phi(t)\rangle,$$  \hspace{1cm} (1a)

and observables are kept fixed in time. Here $H$ is the Hamiltonian operator of the microsystem under consideration. Equivalently in the Heisenberg picture the observable evolves in time obeying the Heisenberg equation,

$$-i \frac{dO(t)}{dt} = [H, O(t)],$$  \hspace{1cm} (1b)

\[2\]We take natural unit system in which $\hbar = 1$. 

---

Figure 1: Experiment with microsystems. Microsystems are first prepared by a preparation apparatus then observed by a registration apparatus.
and the state vector $|\phi\rangle$ is time independent. If $|\phi\rangle$ is prepared at time $t_0$, the solutions of Eqs. (1a) is given by,

$$|\phi(t)\rangle = e^{-iH(t-t_0)}|\phi\rangle,$$

(2a)

provided $\frac{d}{dt}H = 0$, and the solution of Eq. (1b) is given by

$$\mathcal{O}(t) = e^{iH(t-t_0)}\mathcal{O}e^{-iH(t-t_0)}.$$ (2b)

The expectation value for a measurement of an observable $\mathcal{O}$ in the state $\phi$ is expressed as

$$\langle \mathcal{O} \rangle_t = \langle \phi(t)|\mathcal{O}|\phi(t)\rangle$$ in the Schrödinger picture

$$= \langle \phi|\mathcal{O}(t)|\phi\rangle$$ in the Heisenberg picture. (3a)

Note that a boundary condition has been tacitly assumed on integrating the Schrödinger equation (1a) to obtain the solution (2a). One solves the dynamical Eq. (1a) for the boundary condition that the solutions should be elements of the Hilbert space $\mathcal{H}$, i.e., $\Phi_{\text{state}} = \mathcal{H}$. Then as a consequence of the Stone-von Neumann theorem, the time parameter $t$ in Eqs. (2) and (3) must range over the whole real line, $-\infty < t < \infty$. In the following section, we will show that this does not meet the physical requirements of causality.

2.2. The ensemble of beginnings of time and the limitation on time evolution

The preparation-registration arrow of time we shall discuss now is a general statement about “cause and effect” whose application is not necessarily restricted to a microsystem; it could equally be applied to any “large” object which obeys the laws of classical physics. In quantum physics, however, there is a limitation on application of causality due to the “smallness” of a microsystem. This principle given by Dirac\textsuperscript{3} we now quote: “Causality applies only to a system which is left undisturbed. If a system is small, we cannot observe it without producing a serious disturbance and hence we cannot expect to find any causal connexion between the results of our

\[3\text{See section 1 of Ref [13].}\]
observations.” As a consequence, the best we can expect for the observations (measurements) are probability predictions. In accordance with these phenomenological consideration, we conclude that a description of a causal connection by the dynamical equations is possible only between two successive measurements, the preparation of the state and the registration of the observable, during which the microsystem is left undisturbed. Once a microsystem is prepared in a state, any previous information about this microsystem is destroyed, and hence it is impossible to trace the system back with the dynamical equations to a time before the state was prepared.

To express this phenomenological principle in a mathematical form, let us first discuss the preparation of microsystems. For definiteness, we here consider an ensemble of \( N \) microsystems (e.g., electrons) all to be prepared in the same state \( \phi \). (Here \( N \) can be arbitrary large number.) In a laboratory, an experimenter would complete this preparation by performing measurements under the same condition, and the preparation events would be recorded referring to the experimenter’s clock \( T \). Let us denote the preparation instant of the \( i \)-th microsystem by \( T_i \). As a result of the preparation, one obtains an ensemble of preparation events at \( \{ T_1, T_2, \cdots, T_N \} \), that we refer to the ensemble of beginnings of time. Since this ensemble describes the times at which the same state \( \phi \) is prepared, all of these times must be mapped onto exactly the same point \( t = t_0 \) as shown in Fig. 2. Without loss of generality

![Times of Preparation events](image)

Figure 2: The ensemble of beginnings of time for the state \( \phi \).

one can choose \( t_0 \) to be 0, and thus we denote the ensemble of beginnings of

---

4See section 27 of Ref [13].
time as the time
\[ t = 0 : \{ T_1, T_2, \ldots, T_N \} \text{ for the state } \phi. \quad (4) \]

Note that each \( T_i \) in this ensemble is completely individual, i.e., there is no correlation. In order to illustrate this fact, we shall here present two completely different ways of preparing the same state. At one extreme, one can prepare all of the \( N \) microsystems simultaneously (but in general at different places) at the same time \( T^0 \) on the experimenter’s clock. In this way all of the preparation times in Eq. (4) would be the same on the experimenter’s clock but the \( N \) individual microsystems may be at different location but otherwise the same. Then
\[ T^0 = T_1 = T_2 = \cdots = T_N. \quad (5) \]

At the other extreme, one can work with only one single microsystem and repeat the preparation to the state \( \phi \) for \( N \) times. Examples of this latter case are the single-ion experiments [20], where the microsystem (a single ion) is prepared in an unstable state at \( N = 100 - 200 \) times. In such an experiment, preparation events take place at different times as
\[ T_1 < T_2 < \cdots < T_N, \quad (6) \]
but again they are all mapped onto \( t = 0 \).

Now we turn our attention to the time evolution of the states and observables. For each of the \( N \) preparation events (4), there corresponds a registration event of observable \( O \). Let us here denote the time of registration event (e.g., the time of decay in the case of the single ion experiment) by \( T_i' \) for the \( i \)-th individual microsystem. Then one obtains the ensemble of the “ends” of time,
\[ \{ T_1', T_2', \ldots, T_N' \} \text{ for observable } O. \quad (7) \]

In accordance with the preparation-registration arrow of time, the registration event at \( T_i' \) must always be later than its corresponding preparation event at \( T_i \), that is
\[ T_i' \geq T_i \text{ for } i = 1, 2, \ldots, N \quad (8) \]
where equality holds when the registration follows immediately after the preparation. Finally, as shown in Fig 3 from the ensembles (4) and (7)
one obtains an ensemble of time intervals \( \{t_1, t_2, \ldots, t_N\} \) during which the microsystems were left undisturbed from any measurements,

\[
t_1 = T_1' - T_1, \\
t_2 = T_2' - T_2, \\
\vdots \\
t_N = T_N' - T_N. \tag{9}
\]

Here \( t_i \geq 0 \) must hold by the preparation-registration arrow of time \( \mathbf{8} \).

Figure 3: The preparation times \( (T_1 \text{ and } T_2) \) and the registration times \( (T_1' \text{ and } T_2') \) in the experimenter’s time and the quantum mechanical parameter \( (t_1 \text{ and } t_2) \). All of the preparation times (beginnings of time) are mapped onto \( t = 0 \). Then the time intervals between the preparation and the registration are mapped onto the time parameter \( t \).

Now we draw a conclusion from Eq. (9): the time parameter \( t \) represents the ensemble of time-intervals during which the system evolved undisturbed,

\[
t : \{t_1, t_2, \ldots, t_N\}. \tag{10}
\]

Because every one of the time intervals is always positive we have

\[
0 \leq t < \infty. \tag{11}
\]

This is a general expression of the preparation-registration arrow of time in quantum physics.

In accordance with Eq. (11), the expectation value \( \mathbf{8} \) makes physical sense only for \( t \geq 0 \). This means that the boundary condition for the
Schrödinger equation (1a) must be chosen such that its general solution is given by
\[ |φ(t)⟩ = e^{-iHt} |φ⟩ \quad \text{for } 0 \leq t < \infty \text{ only.} \] (12a)

Alternatively in the Heisenberg picture, the solution of Eq. (1b) must be given by
\[ O(t) = e^{iHt} O e^{-iHt} \quad \text{for } 0 \leq t < \infty \text{ only.} \] (12b)

Such a time evolution (12) is called semigroup, because the time evolution operator \( e^{-iHt} \) of the state vector has no inverse \( (e^{-iHt})^{-1} \).

3. The Boundary condition for the semigroup time evolution

The solutions of the Schrödinger equation depend upon boundary condition, i.e., the conditions that which space the solutions \( |φ(t)⟩ \) of the dynamical equation (1a) must belong to. In order to obtain Eq. (12), one has to use a boundary condition which leads to a semigroup time evolution.

3.1. Why not the Hilbert space

Under the Hilbert space boundary condition (or the Hilbert space axiom of the standard (axiomatic) quantum mechanics), the state vectors are postulated to be elements of the Hilbert space, \( |φ(t)⟩ \in H \). As a consequence of this, one obtains from the Stone-von Neumann theorem \[18\] that the solutions of the differential equation (1a) with a selfadjoint Hamiltonian \( H \) are given by unitary group \( U^\dagger(t) \equiv e^{-iHt} \) with \(-∞ < t < ∞\), which means the time evolution in Eq. (2a) is given by
\[ |φ(t)⟩ = e^{-iHt} |φ⟩ \quad \text{with } -∞ < t < ∞. \] (13)

This disagrees with our phenomenological conclusion (11), which suggested that Eq. (12a) must hold.

In scattering theory, one overcomes the discrepancy between (13) and the phenomenological result (12a) by employing the propagator or retarded Green’s function \[21, 22\] \( G(t) \),
\[ G(t) = \theta(t) e^{-iHt} = \begin{cases} e^{-iHt} & \text{for } 0 \leq t < \infty, \\
0 & \text{for } -∞ < t < 0. \end{cases} \] (14)
This removes the unwanted negative-time part, however, such a solution of Eq. (1a) no longer belongs to the Hilbert space. The impossibility of Hilbert space vectors \( |\phi(t)\rangle \) with the property that

\[
\int_{-\infty}^{\infty} dt \langle \phi(t)|O|\phi(t)\rangle = 0,
\]

as would be the case for \( |\phi(t)\rangle = G(t)|\phi\rangle \) given by Eq. (14), is also the consequence of a mathematical theorem [23].

Thus, although the Hilbert space has been a successful choice for eigenstates of discrete energy which have trivial time evolution (stationary states), it does not accommodate the semigroup time evolution (12) derived from the phenomenological causality condition we employed.

3.2. The Hardy space for states

Now we show that one can formulate the time asymmetric boundary condition [15] for the time symmetric differential equation (1a) and that it leads to the semigroup time evolution. Since the formulation of time asymmetric boundary conditions requires the rigged Hilbert space (RHS) [24], we shall here present some facts and notations necessary to include Dirac’s bra-and-ket formalism the mathematical theory provided by the Schwartz spaces and a generalization thereof.

According to Dirac [13] every state vector \( |\phi\rangle \) is expanded with respect to the eigenkets of an operator with a continuous as well as discrete spectrum.

In order for us to work with the simplest representation of the time evolution operator \( e^{-iHt} \), we here employ the energy and angular momentum eigenkets \( |E \ell \ell_3\rangle \) that satisfy the eigenvalue equations,

\[
H |E \ell \ell_3\rangle = E |E \ell \ell_3\rangle, \quad 0 < E < \infty \tag{16a}
\]

\[
L^2 |E \ell \ell_3\rangle = \ell(\ell + 1) |E \ell \ell_3\rangle, \quad \ell = 0, 1, 2, \cdots \tag{16b}
\]

\[
L_3 |E \ell \ell_3\rangle = \ell_3 |E \ell \ell_3\rangle, \quad \ell_3 = -\ell, -\ell + 1, \cdots, \ell, \tag{16c}
\]

and a normalization

\[
\langle E' \ell' \ell'_3 | E \ell \ell_3 \rangle = \delta(E' - E) \delta_{\ell \ell'} \delta_{\ell_3 \ell_3'}.
\]

Assuming a spherically symmetric Hamiltonian, \([H, \mathbf{L}] = 0\), and neglecting the spin for simplicity, the expansion of the state vector [13] is given by

\[
|\phi\rangle = \sum_{\ell \ell_3} \int_{0}^{\infty} dE \, |E \ell \ell_3\rangle \phi_{\ell \ell_3}(E), \tag{18}
\]
where \( \phi_{\ell_3}(E) \equiv \langle E \ell_3 | \phi \rangle \) is the energy wave function. This expansion provides an one-to-one correspondence between vector \( |\phi\rangle \in \Phi_{\text{state}} \) for solutions of the Schrödinger equation and the space for the energy wave functions \( \phi_{\ell_3}(E) \). For example, if one choses for \( \phi_{\ell_3}(E) \) smooth and rapidly decreasing functions of \( E \), then their space is the Schwartz space \( S \), i.e., \( \phi_{\ell_3}(E) \in S(\mathbb{R}_+) \), where \( \mathbb{R}_+ \) denotes the positive real energy axis. To every function \( \phi_{\ell_3}(E) \in S(\mathbb{R}_+) \), there corresponds an abstract vector \( |\phi\rangle \) given by (18). To the set of all \( \{\phi_{\ell_3}(E)\} = S(\mathbb{R}_+) \) there corresponds a dense subspace \( \Phi \) of the Hilbert space, \( \Phi \subset H \). The state vector \( |\phi\rangle \) is then an element of the abstract vector space, \( |\phi\rangle \in \Phi \). On the other hand, the eigenkets (16) with normalization (17) are not elements of \( \Phi \) or \( H \); they are elements of the abstract vector space \( \Phi^\times \) of linear continuous functionals \( S^\times \) (distributions, such as the delta function) over the Schwartz space (17). This means that \( |E \ell_3\rangle \in \Phi^\times \) where \( \Phi^\times \) denotes the space of all antilinear continuous functionals on \( \Phi \). These three abstract vector spaces together make up a rigged Hilbert space called the Schwartz RHS.

\[
\Phi \subset H \subset \Phi^\times. \tag{19}
\]

In order to formulate time asymmetric boundary conditions for the solutions of the dynamical equations (1), one has to go one step further: In the expansion (18), require that the energy wave function \( \phi_{\ell_3}(E) \) not only be a Schwartz function \( S(\mathbb{R}_+) \) but also be analytically continued in the lower-half complex (energy) semi-plane and satisfies the following condition:

\[
\int_{-\infty}^{\infty} dE \, |\phi_{\ell_3}^+(E + iy)|^2 < \infty \quad \text{for any } y < 0. \tag{20}
\]

---

5 This is more commonly called the partial wave, but to make a clear distinction between partial wave of S-matrix (scattering amplitude) and this wave function we shall consistently use a terminology “energy wave function” for the representative.

6 Dirac has emphasized in Ref. [13] “The bra and ket vectors that we now use form a more general space than a Hilbert space.” The functional space \( \Phi^\times \) is this general space. It follows from this that the operators in Eq. (16) are more general than those in the Hilbert space, and the precise definition of (16b) is

\[
\langle H \phi | E \ell_3 \rangle \equiv \langle \phi | H^\times | E \ell_3 \rangle = E \langle \phi | E \ell_3 \rangle
\]

for all \( |\phi\rangle \in \Phi \), where \( H^\times \) is the unique extension of the operator \( H^\dagger \) from the Hilbert space \( H = H^\times \) to \( \Phi^\times \).
Here the superscript “+” indicates the analyticity of the wave function\(^7\). Such a function is called a \textit{Hardy function analytic in the lower complex semi-plane}, or \textit{Hardy function from below} in short \cite{13, 25}, and we denote its function space\(^8\) by \(S_-(\mathbb{R}_+)\),

\[
\phi^+_{\ell\ell_3}(E) \in S_-(\mathbb{R}_+).
\] (21)

Note that in Eq. (20) it seems problematic that the function values on the negative real-axis (of energy), which cannot be reached by experiment, are needed to perform the integral. For Hardy functions these values can be reconstructed from its boundary values on the positive-real axis\(^9\) \cite{26}, and hence the Hardy function \(\phi^+_{\ell\ell_3}(E)\) is completely determined by their values for the physical energies \(0 < E < \infty\). It may also be noted that Eq. (20) (along with the required analyticity) is necessary and sufficient condition for that the energy wave function fulfills the Hilbert transform,

\[
\begin{align*}
\text{Re} \ \phi^+_{\ell\ell_3}(E) &= -\frac{1}{\pi} \text{P} \int_{-\infty}^{\infty} d\omega \frac{\text{Im} \ \phi^+_{\ell\ell_3}(\omega)}{\omega - E}, \\
\text{Im} \ \phi^+_{\ell\ell_3}(E) &= \frac{1}{\pi} \text{P} \int_{-\infty}^{\infty} d\omega \frac{\text{Re} \ \phi^+_{\ell\ell_3}(\omega)}{\omega - E},
\end{align*}
\] (22a,b)

where \(\text{P}\) designates the Cauchy principal value. In physics, Eq. (22) is called \textit{dispersion relation} \cite{21, 27} which often appears in connection with causality.

It has been shown by Gadella that the Hardy functions provide a rigged Hilbert space, called the \textit{Hardy RHS}, denoted by \(\Phi_- \subset H \subset \Phi^\times\) \cite{28}. Stated generally, the time asymmetric boundary condition requires the state \(\phi\) to be described by a state vector \(|\phi^+\rangle\) in the Hardy space \(\Phi_-\). In the Hardy RHS,

\footnote{This “+” sign has its origin in the scattering theory; in-state prepared by an accelerator has been conventionally denoted by \(|\phi^+\rangle\).}

\footnote{This is a function space for “smooth” Hardy functions. The function space \(S_-(\mathbb{R}_+)\) is defined by the intersection of the Schwartz space \(S\) and the function space of the Lebesgue square-integrable functions of Hardy class \(H^2\) restricted to \(\mathbb{R}_+\), i.e., \(S_-(\mathbb{R}_+) \equiv [S \cap H^2]_{\mathbb{R}_+}\). This allows one to obtain the Hardy RHS.}

\footnote{This is by virtue of the van Winter theorem of Hardy functions}
there exists for every vector $|\phi^+\rangle \in \Phi_-$ a set of eigenkets $|E_\ell\ell_3^+\rangle \in \Phi_\times^- \{10\}$

\[
H |E_\ell\ell_3^+\rangle = E |E_\ell\ell_3^+\rangle, \quad 0 < E < \infty \tag{23a}
\]

\[
L^2 |E_\ell\ell_3^+\rangle = \ell(\ell + 1) |E_\ell\ell_3^+\rangle, \quad \ell = 0, 1, 2, \ldots \tag{23b}
\]

\[
L_3 |E_\ell\ell_3^+\rangle = \ell_3 |E_\ell\ell_3^+\rangle, \quad \ell_3 = -\ell, -\ell + 1, \ldots, \ell \tag{23c}
\]

with a normalization

\[
\langle \ell', \ell'_3 | E_\ell\ell_3^+ \rangle = \delta(E' - E) \delta_{\ell\ell} \delta_{\ell_3\ell_3}, \quad (24)
\]

such that $|\phi^+\rangle$ can be written as

\[
|\phi^+\rangle = \sum_{\ell_3} \int_0^\infty dE \; |E_\ell\ell_3^+\rangle \phi^\ell_\ell_3(E), \quad (25)
\]

where $\phi^\ell_\ell_3(E) \equiv \langle \ell' E_\ell\ell_3 | \phi^+ \rangle$. This means that one has the one-to-one correspondence between the state vector $|\phi^+\rangle$ and its energy wave function $\phi^\ell_\ell_3(E)$ as

\[
|\phi^+\rangle \in \Phi_- \longleftrightarrow \phi^\ell_\ell_3(E) \in S_-(\mathbb{R}_+). \quad (26)
\]

We shall now show that the property of the Hardy functions (20) leads to the semigroup time evolution. For the state $\phi$ prepared as $|\phi^+\rangle$ at $t = 0$, its time evolved state vector is given by $|\phi^+(t)\rangle = e^{-iHt}|\phi^+\rangle$. The basisket expansion (25) of this vector is then given by

\[
|\phi^+(t)\rangle = \sum_{\ell_3} \int_0^\infty dE \; |E_\ell\ell_3^+\rangle \langle \ell' E_\ell\ell_3 | e^{-iHt} |\phi^+\rangle
\]

\[
= \sum_{\ell_3} \int_0^\infty dE \; |E_\ell\ell_3^+\rangle \left[ e^{-i\ell_3t} \phi^\ell_\ell_3(E) \right], \quad (27)
\]

where Eq. (23a) has been used to obtain the last expression. In order that the time evolved state $|\phi^+(t)\rangle$ fulfills the time asymmetric boundary condition,

\[\text{More precisely, the Hamiltonian of Eq. (23a) is to be denoted by } H^\times_-, \text{ as the Hamiltonian operators } H_\pm \text{ on } \Phi_\pm \text{ are defined as the restriction of the selfadjoint Hamiltonian on the Hilbert space, } H, \text{ to the dense subspaces } \Phi_\pm \text{ of } H. \text{ The operator } H^{\times}_\pm \text{ are the uniquely defined extensions of the operator } H = H^\dagger \text{ to the spaces } \Phi^{\times}_\pm. \text{ In this article, however, we denote all the different Hamiltonian operators as } H, \text{ for their mathematical differences are inmaterial for our purpose.} \]
that is in order that $|\phi^+(t)\rangle \in \Phi_-$, its time-dependent energy wave function $e^{-iEt}\phi^+_{\ell\ell_3}(E)$ given in Eq. (27) must satisfy Eq. (20),

$$
\int_{-\infty}^{\infty} dE |e^{-i(E+iy)t}\phi^+_{\ell\ell_3}(E + iy)|^2 = \int_{-\infty}^{\infty} dE e^{2ty}|\phi^+_{\ell\ell_3}(E + iy)|^2 < \infty. \tag{28}
$$

For this integral to converge for arbitrary large negative $y$, the time parameter $t$ cannot be negative, so that only $0 \leq t < \infty$ is allowed. Hence we obtain the time evolution of the state

$$
|\phi^+(t)\rangle = e^{-iHt}|\phi^+\rangle \quad \text{for } 0 \leq t < \infty \text{ only}, \tag{29}
$$

if we restrict ourself to the Hardy space $\Phi_-$. This is exactly the desired semigroup time evolution (12a).

In practice, the square-modulus of the wave function $|\phi^+_{\ell\ell_3}(E)|^2$ is interpreted as the energy-angular distribution of the prepared microsystems, which is the characteristic of preparation apparatus. For example, if the state $\phi$ is prepared in such a way that its energy wave function be a Hardy function from below,

$$
\phi^+_{\ell\ell_3}(E) = \frac{C_{\ell\ell_3}}{E - (a + ib/2)} \in S_-(\mathbb{R}_+), \tag{30}
$$

where the expansion coefficient $C_{\ell\ell_3}$ is complex in general and $a, b > 0$, then its energy distribution function $f(E)$ is a Lorentzian function,

$$
\mathcal{f}(E) \equiv \sum_{\ell\ell_3} |\phi^+_{\ell\ell_3}(E)|^2 = \frac{\sum_{\ell\ell_3} |C_{\ell\ell_3}|^2}{(E-a)^2 + (b/2)^2}, \tag{31}
$$

in which the peak energy is given by $a$ and the FWHM by $b$. The coefficients $|C_{\ell\ell_3}|^2$ describe the angular distribution that satisfy the normalization condition

$$
||\phi^+||^2 = \langle \phi^+ | \phi^+ \rangle = \int_0^\infty dE f(E) = 1. \tag{32}
$$

### 3.3. Transition probability and the Hardy space for observables

We here concern with a selective measurement [29,30,31] (or filteration) in which a registration apparatus is designed to select only one of the eigenvectors of $\mathcal{O}$, or a particular linear combination of them. The observable that represents the measurement is given by

$$
\mathcal{O}_\psi = |\psi\rangle\langle \psi |, \tag{33}
$$
where $|\psi\rangle$ is a normalized vector which can be expanded as

$$|\psi\rangle = \sum_{\ell \ell_3} \int_0^\infty dE |E \ell \ell_3\rangle \psi_{\ell \ell_3}(E).$$

(34)

Here $\psi_{\ell \ell_3}(E) \equiv \langle E \ell \ell_3 | \psi \rangle$ is a wave function characterizing the measurement\(^\text{11}\). The observable (33) satisfies $O^2_\psi = O_\psi$; the eigenvalue of $O_\psi$ is 1 (‘affirmative’) or 0 (‘negative’) only, with $|\psi\rangle$ being the eigenvector belonging to the eigenvalue 1 and all vectors orthogonal to $|\psi\rangle$ having the eigenvalue 0. For $O_\psi$ is completely specified by a vector $|\psi\rangle$, we call Eq. (33) the observable $\psi$ hereafter.

The result one obtains for a number of selective measurements is a Born probability, or more commonly called a transition probability. In the Schrödinger picture, by substituting Eq. (33) into Eq. (3), the transition probability $P(t)$ to detect the observable $\psi$ in the state $\phi$ is a special case of expectation value given as

$$P(t) \equiv \langle O_\psi \rangle_t = \langle \phi^+(t) | \psi \rangle \langle \psi | \phi^+(t) \rangle = |\langle \psi | \phi^+(t) \rangle|^2 \text{ for } 0 \leq t < \infty,$$

(35)

where the time evolved state vector is given by Eq. (29). This quantity certainly is probability as its values are bound to be continuous real between 0 and 1 due to the Cauchy-Schwartz inequality,

$$0 \leq |\langle \psi | \phi^+(t) \rangle|^2 \leq \langle \psi | \psi \rangle \langle \phi^+(t) | \phi^+(t) \rangle = 1,$$

(36)

provided the normalization $\langle \phi^+(t) | \phi^+(t) \rangle = \langle \psi | \psi \rangle = 1$. This inequality holds as long as the scalar product (bracket) between $|\psi\rangle$ and $|\phi^+\rangle$ is defined in positive hermitian form \(^\text{32}\).

The question of immediate concern is, Is the vector $|\psi\rangle$ in the Hardy space $\Phi_-$? To answer it, one has to examine the Heisenberg picture. The time evolved observable $O_\psi(t)$ is given by substituting Eq. (33) into Eq. (12b) as

$$O_\psi(t) = e^{iHt} |\psi\rangle \langle \psi | e^{-iHt} = |\psi(t)\rangle \langle \psi(t)|,$$

(37)

\(^\text{11}\)For example, if the measurement is to select $\ell = 0$ eigenvector, then $\psi_{\ell \ell_3}(E)$ is nonzero only if $\ell = \ell_3 = 0$. For an observable having continuous eigenvalues, such as a Hamiltonian $H$, one can make an “almost eigenket”. In the case of Eq. (34), it is given by a vector $|\psi\rangle$ in which $|\psi_{\ell \ell_3}(E)|^2$ has a very sharp peak with a finite width \(^\text{32}\).
where we have defined a time evolved vector

$$|\psi(t)\rangle \equiv e^{iHt}|\psi\rangle \text{ for } 0 \leq t < \infty.$$  \hspace{1cm} (38)

This expression is similar to Eq. (12a) but the sign of exponent is opposite. This means that if one had taken $|\psi\rangle \in \Phi_-$ the time evolution of $|\psi(t)\rangle$ would be for $-\infty < t \leq 0$, which contradicts Eq. (38). Thus the vector $|\psi\rangle$ is not an element of $\Phi_-$. Also, it cannot be an element of the Hilbert space either because it does not lead to the semigroup time evolution (38).

Thus for the observable $\psi$ one needs yet another boundary condition for solutions of the Heisenberg equation (1b). As can be seen in Eq. (28), the sign of exponent is directly connected to the domain of analyticity of the wave function, namely the lower-half energy plane, for obtaining the semigroup time evolution for $0 \leq t < \infty$. Our previous discussion about Eq. (38) therefore suggests that the wave function $\psi_{\ell \ell_3}(E)$ in the basisket expansion (34) is to be analytic in the upper-half energy plane. Following this observation, we take the other type of Hardy function, the Hardy function analytic in the upper complex semi-plane, or Hardy function from above in short [25], for this energy wave function\(^{12}\):

$$\psi^-(\ell \ell_3)(E) \in S_+(\mathbb{R}_+),$$ \hspace{1cm} (39)

where the superscript “−” is to indicate that $\psi^-(\ell \ell_3)(E)$ is analytic and Hardy in the upper-half of the complex (energy) plane. The energy wave function of observable $\psi$ then satisfies the defining criterion of the Hardy function from above,

$$\int_{-\infty}^{\infty} dE |\psi^-(\ell \ell_3)(E + iy)|^2 < \infty \text{ for any } y > 0.$$ \hspace{1cm} (40)

And in place of the dispersion relations [22], the following relation holds:

$$\text{Re } \psi^-(\ell \ell_3)(E) = \frac{1}{\pi} \text{ P} \int_{-\infty}^{\infty} d\omega \frac{\text{Im } \psi^-(\ell \ell_3)(\omega)}{\omega - E},$$ \hspace{1cm} (41a)

$$\text{Im } \psi^-(\ell \ell_3)(E) = -\frac{1}{\pi} \text{ P} \int_{-\infty}^{\infty} d\omega \frac{\text{Re } \psi^-(\ell \ell_3)(\omega)}{\omega - E}.$$ \hspace{1cm} (41b)

\(^{12}\)Here $S_+(\mathbb{R}_+) \equiv [S \cap H^2_+]|_{\mathbb{R}_+}$
Note that Eqs. (41) and (22) are the complex conjugate of one another; this fact expresses a mathematical symmetry that holds among the Hardy functions: the complex conjugate of a Hardy function from above is a Hardy function from below and vice versa,

$$\bar{\psi}_{\ell\ell_3}(E) \in S_-(\mathbb{R}+) \leftrightarrow \psi_{\ell\ell_3}(E) \in S_+(\mathbb{R}+).$$  \hspace{1cm} (42)

By complete analogy to the case of the state vector, one constructs for observable $\psi$ the RHS of Hardy functions from above denoted by $\Phi_+ \subset H \subset \Phi_+^\times$, and we impose the boundary condition as

$$|\psi^-\rangle \in \Phi_+ \subset H \quad \text{and} \quad |E \ell \ell_3^-\rangle \in \Phi_+^\times \subset H.$$  \hspace{1cm} (43)

Here the basiskets satisfy the eigenvalue equations\[^{13}\]

$$H |E \ell \ell_3^-\rangle = E |E \ell \ell_3^-\rangle, \quad 0 < E < \infty$$  \hspace{1cm} (44a)

$$L^2 |E \ell \ell_3^-\rangle = \ell(\ell + 1) |E \ell \ell_3^-\rangle, \quad \ell = 0, 1, 2, \ldots$$  \hspace{1cm} (44b)

$$L_3 |E \ell \ell_3^-\rangle = \ell_3 |E \ell \ell_3^-\rangle, \quad \ell_3 = -\ell, -\ell + 1, \ldots, \ell,$$  \hspace{1cm} (44c)

with a normalization

$$\langle -E'\ell'\ell'_3|E \ell \ell_3^-\rangle = \delta(E' - E) \delta_{\ell\ell'} \delta_{\ell_3\ell_3'},$$  \hspace{1cm} (45)

so that $|\psi^-\rangle$ can be written as

$$|\psi^-\rangle = \sum_{\ell\ell_3} \int_0^\infty dE \ |E \ell \ell_3^+\rangle \psi_{\ell\ell_3}(E).$$  \hspace{1cm} (46)

In the Hardy RHS (43), the one-to-one correspondence holds between the observable $\psi$ and its energy wave function $\bar{\psi}_{\ell\ell_3}(E) \equiv \langle -E \ell \ell_3|\psi^-\rangle$ as

$$|\psi^-\rangle \in \Phi_+ \leftrightarrow \bar{\psi}_{\ell\ell_3}(E) \in S_+(\mathbb{R}+).$$  \hspace{1cm} (47)

From this, by following the same argument as in Eq. (27) to Eq. (29), time evolution of the observable $\psi$ in the Heisenberg picture is obtained as

$$|\psi^-(t)\rangle = e^{iHt} |\psi^-\rangle \quad \text{for} \ 0 \leq t < \infty \ \text{only}.$$  \hspace{1cm} (48)

\[^{13}\]The Hamiltonian in Eq. (44a) is $H_+^\times$.  
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With this vector, we have for the observable $\psi$

$$
\mathcal{O}_\psi(t) = |\psi^-(t)\rangle\langle\psi^-| \quad \text{for } 0 \leq t < \infty,
$$

(49)

that is exactly the semigroup time evolution (12b).

A physical interpretation of the wave function $\psi_{\ell\ell_3}(E)$ is such that its square-modulus, $|\psi_{\ell\ell_3}(E)|^2$, describes energy-and-angular resolution function of the registration apparatus. For example, if the registration apparatus is to select a microsystem within the energy resolution function $g(E)$ of Lorentzian with a peak energy at $a'$ and the FWHM $b'$,

$$
g(E) = \frac{\sum_{\ell\ell_3} |C'_{\ell\ell_3}|^2}{(E - a')^2 + (b'/2)^2},
$$

(50)

then its corresponding energy wave function is given by

$$
\psi_{\ell\ell_3}(E) = \frac{C'_{\ell\ell_3}}{E - (a' - ib'/2)} \in S_+(\mathbb{R}^+),
$$

(51)

where $C'_{\ell\ell_3}$ is determined to satisfy the normalization

$$
||\psi^-||^2 = \langle \psi^-|\psi^- \rangle = \int_0^\infty dE g(E) = 1.
$$

(52)

In the process of selective measurement, a new state can be prepared. It is generally assumed in quantum mechanics that immediately after the measurement of an observable the microsystem will be in a state that has been prepared by this measurement \[32\]. This means that the state prepared by the observable $\psi$ has the same energy-angular distribution as $|\psi_{\ell\ell_3}(E)|^2$, but its state vector is in the Hardy space $\Phi_-$. Such a state, the state $\psi$, is uniquely obtained by the mathematical symmetry (42) between Hardy functions as

$$
|\psi^+\rangle = \sum_{\ell\ell_3} \int_0^\infty dE |E \ell \ell_3 \rangle \psi_{\ell\ell_3}^+(E),
$$

(53)

with

$$
\psi_{\ell\ell_3}^+(E) \equiv \langle +E\ell \ell_3|\psi^+ \rangle = \overline{\psi_{\ell\ell_3}^-(E)} \in S_-({\mathbb{R}}^+).
$$

(54)
In the case of Eq. (51), for example, this wave function is given by

$$\psi_{\ell \ell_3}^+(E) = \frac{C_{\ell \ell_3}'}{E - (a' + ib'/2)}.$$  

(55)

Thus, as shown in Fig. 4, the microsystem originally prepared in the state $\phi$ “jumps” into the state $\psi$ due to the measurement of the observable $\psi$. This preparation of state brings one a new ensemble of beginnings of time. In an idealized situation that the time it takes for a measurement is negligible, this beginnings of time would coincide with the ensemble of “ends of time” at which the eigenvalue 1 (‘affirmative’) of the observable $O_\psi$ is registered, $t = 0 : \{T'_1, T'_2, \ldots, T'_N\}$ for the state $\psi$.

(56)

From this $t = 0$ the time evolution of $|\psi^+\rangle$ then begins.

To summarize, the time asymmetric boundary condition is a pair of Hardy RHSs, one for prepared states,

$$|\phi^+\rangle \in \Phi_- \subset H \subset \Phi_-^* \ni |E \ell \ell_3^+\rangle,$$

(57a)

and the other for observables of selective measurement,

$$|\psi^-\rangle \in \Phi_+ \subset H \subset \Phi_+^* \ni |E \ell \ell_3^-\rangle.$$  

(57b)

Although the vector spaces for states and those for observables are different, a scalar product (bracket) between their vectors, such as $\langle \psi^- | \phi^+ \rangle$ or even $\langle \psi^- | E \ell \ell_3^+ \rangle$, is well defined. This is because scalar product is already defined in a linear-scalar-product space, or pre-Hilbert space, from which each of the vector spaces in RHS is obtained by completion with different topology (conversion of infinite sequence) [24, 28]. One is thus allowed to take a scalar product between any of the elements among the Hardy RHS (57).
The scalar product of a physical importance is the transformation function between basiskets of $\Phi_+^{\times}$ and $\Phi_-^{\times}$:

$$\langle -E'\ell'\ell'_3|E\ell\ell_3^+ \rangle = S_{\ell\ell_3}(E) \delta(E' - E) \delta_{\ell\ell'} \delta_{\ell_3\ell_3'}.$$  \hspace{1cm} (58)

Here the function $S_{\ell\ell_3}(E)$ is the S-matrix element \([33]\). It is this function that characterizes the experiment with the state $\phi$ and the observable $\psi$.

The transition probability (3.3) with the time asymmetric boundary condition (57) is given by

$$P(t) = |\langle \psi_-|\phi_+^+(t) \rangle|^2$$  \hspace{0.3cm} in the Schrödinger picture,

$$= |\langle \psi_-|\mathcal{O}_\psi(t)|\phi_+ \rangle|^2$$  \hspace{0.3cm} in the Heisenberg picture,

$$\equiv |a(t)|^2$$  \hspace{0.3cm} for $0 \leq t < \infty$,

\hspace{1cm} (59)

where $a(t) \equiv \langle \psi_-|\phi_+^+(t) \rangle = \langle \psi^-|\phi_+ \rangle$ is the time-dependent transition amplitude. With the S-matrix element defined by Eq. (58), the transition amplitude is given by

$$a(t) = \sum_{\ell\ell_3} \int_{0}^{\infty} dE \ e^{-iEt} \overline{\psi^-_{\ell\ell_3}(E)} \phi^+_{\ell\ell_3}(E) S_{\ell\ell_3}(E),$$  \hspace{0.3cm} (60)

where Eqs. (23)–(25) and Eqs. (44)–(46) have been used. Due to the exponential factor $e^{-iEt}$ bounded for $0 \leq t < \infty$, this integral can converge in the lower-half complex (energy) plane, where the wave functions $\overline{\psi^-_{\ell\ell_3}(E)}$ and $\phi^+_{\ell\ell_3}(E)$ have no singularities (by Eq. (42) they are both the Hardy function from below). The transition amplitude $a(t)$ is therefore determined by singularities, e.g., poles, of the S-matrix element $S_{\ell\ell_3}(E)$ in the lower-half plane. Thus the S-matrix elements are responsible for the dynamics of microsystem \([15]\).

4. Conclusion

From the preparation-registration arrow of time, we have obtained the lower-bounded time parameter $t$ which represents an ensemble of time intervals. This has lead to semigroup time evolutions of states and observables. The semigroups have been achieved by choosing time-asymmetric boundary conditions, a pair of Hardy rigged Hilbert spaces (RHSs) for both Schrödinger and Heisenberg pictures, to integrate the dynamical equations. The energy
wave functions in those Hardy RHSs satisfy the dispersion relations and their complex conjugate.

The S-matrix elements have been defined as transformation functions between two functional spaces of Hardy RHSs. The lower-boundedness of \( t \) suggests that the S-matrix elements have singularities, if any, in the lower-half of complex energy plane.
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Appendix A. Hardy functions

In this appendix, we briefly present some of the properties of Hardy functions [25] relevant to this article.

The Hardy function from above \( h_+ \) and the from below \( h_- \) are analytic functions satisfying the following square-integrability:

\[
\int_{-\infty}^{\infty} d\omega |h_\pm(\omega \pm i\gamma)|^2 = k < \infty \quad \text{for any fixed } \gamma > 0,
\]

where \( k \) depends on a particular form of the function \( h_\pm \). This is necessary and sufficient condition for the Hilbert transform to hold.

\[
\text{Re } h_\pm(\omega) = \pm \frac{1}{\pi} \mathcal{P} \int_{-\infty}^{\infty} d\omega' \frac{\text{Im } h_\pm(\omega')}{\omega' - \omega}, \quad (A.2a)
\]

\[
\text{Im } h_\pm(\omega) = \mp \frac{1}{\pi} \mathcal{P} \int_{-\infty}^{\infty} d\omega' \frac{\text{Re } h_\pm(\omega')}{\omega' - \omega}. \quad (A.2b)
\]

This relation explicitly shows that a Hardy function has both nonzero real and imaginary parts, i.e., cannot take a pure real or pure imaginary value, otherwise zero on the entire real line. The complex conjugate of the Hardy function from above (below) is the Hardy function from below (above), i.e., \( \overline{h}_\pm \in S_\mp(\mathbb{R}_+) \).

\[\text{See Sec. 10.2 of Ref. } [21].\]
One can generate hardy functions out of a square-integrable functions $f(t)$ which vanish for negative values of $t$, i.e., $f(t) = \theta(t)f(t)$ holds,

$$||f||^2 = \int_{-\infty}^{\infty} dt |f(t)|^2 = \int_{0}^{\infty} dt |f(t)|^2 < \infty. \quad (A.3)$$

The Paley-Wiener theorem of Hardy function states that Hardy function from above $h_+(\omega)$ on the real axis is obtained from the Fourier transform of $f(t)$ as

$$h_+(\omega) = \int_{-\infty}^{\infty} dt e^{i\omega t} f(t) = \int_{0}^{\infty} dt e^{i\omega t} f(t). \quad (A.4)$$

The Hardy function from above is quite common in signal processing and physics, and sometimes referred to as causal transform [3, 5]. From Eq. (A.4), Hardy function from below is immediately obtained by taking its complex conjugate as $h_-(\omega) = \overline{h_+(\omega)}$. By the Titchmarsh theorem of Hardy function, these functions are guaranteed to be analytic, in the upper half plane for $h_+$ and in the lower half plane for $h_-$, as

$$h_{\pm}(\omega \pm i\gamma) = \pm \frac{1}{2\pi i} \int_{-\infty}^{\infty} d\omega' \frac{h_{\pm}(\omega')}{\omega' - (\omega \pm i\gamma)} \text{ for } \gamma > 0. \quad (A.5)$$

Thus one obtains various Hardy functions by performing the integral (A.4) for various $f(t)$. Following are two simple examples:

- For $f(t) = \theta(t) e^{i(a+ib)t}$, one obtains
  $$h_{\pm}(\omega) = \frac{\pm i}{(a + ib) \pm \omega} \text{ for } b > 0 \text{ and } a \text{ real.} \quad (A.6)$$
  The square modulus of this Hardy function is a Lorentzian function.

- For $f(t) = \theta(t) e^{-bt} \sin(at)$, one obtains
  $$h_{\pm}(\omega) = \frac{a}{a^2 + (b \mp i\omega)^2} \text{ for } b > 0 \text{ and } a \text{ real.} \quad (A.7)$$
  This Hardy function has been used in classical electrodynamics to describe the propagation of light in a dispersive medium [27], where the physics terminology “dispersion relations” for Eq. (A.2) is originated in.
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