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Abstract: It is the key and difficult problem for the current project management to consider the multi-objective optimization of the four elements, such as quality, duration, cost and safety. To improve the accuracy and efficiency of project management during the engineering construction, considering the advantages and disadvantages of the traditional quality-cost-time model, the four elements were regarded as a system, and a multi-objective optimization model was established. The improved ant colony algorithm was used to carry out multi-objectives of construction projects to overcome the premature defect of the traditional method. The optimal plan of the project was found and the overall efficiency of the construction project management was improved. Results show that the optimized ant colony algorithm can avoid the low efficiency of the optimal solution search and the shortcoming of the initial pheromone. The engineering practice proves that the enhanced algorithm has solved the problem of the multi-objective optimization of quality, duration, cost and safety. The obtained conclusions are of significant reference value to direct the similar engineering practice.
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1 INTRODUCTION

As we all know, the four indicators, such as quality, duration, cost and safety management are of great significance to maximize the interests of enterprises. These four critical indicators of construction projects are highly correlated and contradictory, but the engineering projects must meet these conflicting project objectives at the same time [1-4]. The traditional approach to project management was to put quality, schedule, and cost together. For example, Khaled & Amr applied the balance model of program, cost, and quality to the actual construction project and evaluated the reliability of the model [5]. Dho & Khaled proposed a multi-objective optimization model that could measure and reduce unnecessary resource changes [6]. Gholamreza & Shiva introduced a fuzzy simple weighted random quality evaluation system and a decision-making framework [7]. At the same time, they found the optimal utilization rate of resources considering time, cost and quality.

As an important part of construction management, safety management has an important impact on reducing sudden accidents in construction, ensuring smooth construction and improving economic benefits. So it is important to establish a multi-objective comprehensive optimization model to use the heuristic simulation algorithms, combining the four indicators, such as quality, duration, cost and safety management.

2 STATE OF THE ART

In the past years, many scholars had focused on the optimization methods for the construction project management. Ayman et al. conducted the statistical analysis on the cost and duration by using a real historical data [8]. Yang et al. defined the task duration with fuzzy numbers, set an acceptable risk level, established membership function, and finally converted the uncertain term being expressed by fuzzy numbers into common sets [9, 10]. Meckim et al. believed that the goal control of project management included progress, cost, quality, resources, safety, environment factors and other objectives [11]. Zhang et al. used the time-cost-quality of the contract to evaluate the feasible solution of decision-making [12]. Soares et al. studied the cost-effective risk management system for chemical processes based on optimal control [13]. Koo et al. studied the multi-objective optimization model to solve construction time-cost trade-off problem [14]. Monghasemi et al. proposed a multi-criteria decision model for optimizing time-cost-quality trade-off problems in construction projects [15]. But the safety factor of the project management is rarely reported in their studies.

Recently, lots of achievements have been made in both project management optimization and engineering practice. Moumen et al. combined quality, safety, and environment into an integrated management system [16]. Islam et al. assessed the cost overrun risks of a power plant project based on the expert system [17]. Farahnaz & Kaveh studied the stochastic time-cost-quality trade-off project scheduling problem considering multiple-execution modes [18]. Zalmai et al. applied the time-cost optimization to the construction project by using harmony search algorithm [19]. Ahn et al. researched the integrated risk management method for multiple aerospace projects by using a single index expression [20]. Togan & Eirgash conducted the time-cost trade-off optimization of the construction projects by using teaching learning [21]. Adolfoet al. invested the experiences challenges pertaining to the quality of the practice environment [22-23]. However, the existing quality-cost-time model must be further studied regarding the safety factor.

From the results mentioned above, the traditional approach did not consider the inclusion of safety in the scope of management. As an essential part of project management, safety management has a significant impact on reducing sudden accidents in construction, ensuring smooth construction and improving economic efficiency. Therefore, the four key factors, such as the quality, duration, cost and safety management were considered together to increase the overall value of the project.

To achieve the comprehensive optimization, a multi-objective optimization model was established by using the improved ant colony algorithm. The optimized ant colony algorithm could avoid the low efficiency of the optimal solution search and the shortcoming of the initial pheromone. The optimal plan of the project was found and...
the overall efficiency of the construction project management would be improved.

The remainder of this study was organized as follows. In Section 3, the research methods were introduced. In Section 4, Performance verification of the improved ant colony optimization algorithm was analyzed and discussed. Finally, the main conclusions were given in Section 5.

3 METHODOLOGY

3.1 Duration-cost Optimization Model

With the development of modern economic environment and management science, the cost control has become more and more critical. The curve between the direct cost and indirect cost is not consistent with the duration of the engineering project, the study of the direct and indirect cost should be separated.

In this study, the total cost of the project was divided into direct cost, indirect cost, and engineering tardiness compensation. From the view of the direct cost and schedule, any process in the project will have a variety of implementation modes, and the construction party will choose the most reflective mode according to the site, the direct cost and the working duration are non-linear and display a quadratic curve. Therefore, this study assumed that the direct cost-work duration function is a quadratic function which meets the shape of the quadratic curve. The indirect cost included personnel wages, transportation benefits, etc., which were not directly used in the project itself. With the duration being shortened, the corresponding costs were also reduced. Therefore, to simplify the calculation, it was assumed that the indirect cost was linearly related to the duration. The project delay compensation is the reward or penalty cost when the project leads or lags behind the target period. In the actual project, the union is rewarded in advance according to the project leads or lags behind the target period. In the actual compensation, the loss safety cost refers to all the costs caused by reducing the incidence of accidents, including the cost of safety training for construction workers before construction, the cost of purchasing safety facilities, etc. Guaranteed safety cost refers to the cost of increasing the safety factor of the project and the closer to 0 indicates the rigor of the activity quality requirements, and the closer to 1 indicates the rigidity of the activity quality requirements. A project is necessary to consider the importance of different activities for the entire project, so the activities of the project to allocate different weight coefficients. If the quality of some activities decreases or improves will have a greater impact on the project, then these activities will be allocated a larger weight value, whereas activities will be allocated a smaller weight value. Thus, the total quality level of the project can be obtained through weighted summation of the quality of each project activity. The objective function of the duration-quality can be expressed as:

\[ Q = \sum_{i=1}^{n} \phi_i q_i \]  
\[ s.t. \quad \varphi_i > 0, \quad \sum_{i=1}^{n} \phi_i = 1 \]
\[ 0 << q_i << 1 \]

where \( Q \) is the total quality of the project, \( \phi_i \) is the quality weight coefficient of activity \( i \) in the whole project, and \( q_i \) is the quantified value of the quality level of activity \( i \).

3.2 Duration-quality Optimization Model

The project activity is determined by each sub-project. Only by guaranteeing the quality of each sub-project, the overall quality can be guaranteed. In the process of optimizing the balance of engineering management, generally the quality level of engineering activities is based on the continuous value of 1-0, indicating the strictness of the quality requirements of an activity. The closer to 1, the higher the strictness of the activity quality requirements, and the closer to 0, the rigidity of the activity quality requirements is lower. A project is necessary to consider the importance of different activities for the entire project, so for the activities of the project to allocate different weight coefficients. If the quality of some activities decreases or improves will have a greater impact on the project, then these activities will be allocated a larger weight value, whereas activities will be allocated a smaller weight value. Thus, the total quality level of the project can be obtained through weighted summation of the quality of each project activity. The objective function of the duration-quality can be expressed as:

\[ Q = \sum_{i=1}^{n} \phi_i q_i \]
\[ s.t. \quad \varphi_i > 0, \quad \sum_{i=1}^{n} \phi_i = 1 \]
\[ 0 << q_i << 1 \]

where \( Q \) is the total quality of the project, \( \phi_i \) is the quality weight coefficient of activity \( i \) in the whole project, and \( q_i \) is the quantified value of the quality level of activity \( i \).

3.3 Duration-safety Level Model

The safety cost is derived from guaranteed safety costs and lost safety costs [24]. Guaranteed safety cost refers to the cost of increasing the safety factor of the project and reducing the incidence of accidents, including the cost of safety training for construction workers before construction, the cost of purchasing safety facilities, etc. The loss safety cost refers to all the costs caused by accidents. Assuming \( \mu \) is the safety cost rate of the project (safety cost rate = safety cost/total cost), the safety cost of activity \( i \) is recorded as \( C_{is} \) and \( C_{it} = \mu C_{is} \). If the probability of an activity accident is \( p_i \), the safety level index of active \( i \) is as follows:

\[ S_i = 1 - p_i = 1 - p_{0i}(1 - \Delta p_i) \]
\[ \Delta p_i = \Delta p_{i0} + (\Delta p_{i0} - \Delta p_{i1}) \frac{C_{it} - C_{is}}{C_{is} - C_{it}} \]
\[ S = \sum_{i=1}^{n} S_i = \sum_{i=1}^{n} [1 - p_{0i}(1 - \Delta p_i)] \]

Where: \( S_i \) is the safety level index of activity \( i \); \( p_{0i} \) is the initial probability of safety accidents in activity \( \mu \) (different values of \( \mu \) correspond to different \( p_{0i} \)); the safety cost rate of the project is \( \mu \); \( \Delta p_i \) is the decreasing proportion of safety accidents probability when safety costs are put into activity
is the minimum guaranteed security cost of the activity \(i\); \(\Delta p_{hi}\) is the highest decreasing proportion of the probability of safety accidents after putting safety costs into activity \(i\); \(C_{is}'\) is the minimum guaranteed security cost of the activity \(i\), and \(C_{is}''\) is the highest guaranteed security cost of the activity \(i\).

### 3.4 Fitness Function

As seen from the following equations, Eq. (14) is the fitness function, and the smaller \(D\) is, the better the overall goal is.

\[
D_T = \frac{T_{\text{max}} - T}{T_{\text{max}} - T_{\text{min}}} \quad (10)
\]

\[
D_C = \frac{C_{\text{max}} - C}{C_{\text{max}} - C_{\text{min}}} \quad (11)
\]

\[
D_Q = \frac{Q - Q_{\text{min}}}{Q_{\text{max}} - Q_{\text{min}}} \quad (12)
\]

\[
D_S = \frac{S - S_{\text{min}}}{S_{\text{max}} - S_{\text{min}}} \quad (13)
\]

\[
\max \left\{ D = -\sqrt{D_T D_C D_Q D_S} \right\} \quad (14)
\]

### 3.5 Duration-cost-quality-safety Equilibrium Optimization Model

To pursue short duration, low cost, high level of quality, and high level of safety index, the multi-objective optimization model of engineering project can be established as follows (including the constraints Eqs. (5) and (6)):

\[
\begin{align*}
\text{min } T &= \sum_{i=1}^{n} t_i \\
\text{min } C &= \sum_{i=1}^{n} (C_{is}q_i(t_i - t_{in})^2 + \beta(T_b - T_c) + \gamma T_c) \\
\text{max } Q &= \sum_{i=1}^{n} q_i \\
\text{max } S &= \sum_{i=1}^{n} S_i = \sum_{i=1}^{n} (1 - p_i(1 - \Delta p_i)) \\
S_i &= 1 - p_i = 1 - p_{hi}(1 - \Delta p_i) \\
\Delta p_i &= \Delta p_{hi} + (\Delta p_{hi} - \Delta p_{id}) \frac{C_{is} - C_{is}'}{C_{is}' - C_{is}} \\
\text{s.t. } t_{il} < t < t_{id}
\end{align*}
\]

### 3.6 Improved Ant Colony Optimization Algorithm

Ant colony algorithm works by accumulating and updating pheromones, i.e. positive feedback. It is a gradually convergent optimal path optimization algorithm with the ability of distribution, global and parallel convergence. However, pheromones accumulate slowly at the beginning, which leads to a long time of pheromone accumulation at the beginning of the search. When the population size is large, the initial algorithm is slow, and the search speed reaches a certain degree. All the solutions are identical, so the solution space cannot be further searched to find better solution, and the search solution is prone to premature phenomenon. Genetic algorithm has the ability of fast global search, but the feedback information in the system is not utilized, which often leads to a number of inactive redundant iterations, and the efficiency of solving exact solutions is low.

The genetic algorithm can produce a new genome combination, expecting to combine the beneficial genomes together. There are two purposes of introducing mutation into genetic algorithm. One is the local random search ability [25]. In order to prevent the block, which is closer to the optimal solution from being caused by factors. The mutation is destroyed, so the mutation probability should be smaller. Another is the population diversity, in order to prevent premature convergence, the convergence probability should be larger [26]. Genetic algorithm has the ability of balanced searching by crossover and mutation, which are both cooperative and competitive.

The crossover and mutation operators were added to avoid the premature convergence of the algorithm. Through crossover, the search ability of genetic algorithms had been greatly improved [27]. Therefore, the optimized ant colony algorithm not only exerts the advantages of genetic algorithm and ant colony algorithm in the search optimization, but also avoids the low efficiency of the optimal solution search and the shortcoming of the algorithm. It is a heuristic algorithm with better time efficiency and solution efficiency.

The initial value setting of the pheromone is to set the maximum value \(\tau_{\text{max}}\) of each path pheromone. At the beginning, a certain path pheromone is obtained by genetic algorithm, so the initial value is set to \(\tau_0 = \tau_{\text{min}} + \tau_c\). Among them, \(\tau_0\) is a constant according to the size of the problem, which is equivalent to \(\tau_{\text{max}}\) in the algorithm. \(\tau_c\) is the pheromone value of genetic algorithm solution conversion.

The pheromone updating model is that only the ant colony with relative short path can make pheromone modification and increase after all the ants have traversed all the project tasks. That is, only the shortest path length in the first 90% ant colony is used to update pheromone. The path update equations for all paths are:

\[
t_{ij}(t+1) = \rho t_{ij}(t) + \sum \Delta \tau_{ij}^k(t) \quad (19)
\]

\[
\sum \Delta \tau_{ij}^k(t) = \frac{Q}{L_k} \quad (20)
\]

If \(0.9 \rho > \rho_{\text{min}}\), then \(\rho = 0.9 \rho\); otherwise \(\rho = \rho_{\text{min}}\). Among them, \(t_{ij}(t)\) is the pheromone track intensity of path \((i, j)\) at time \(t\). \(\Delta \tau_{ij}^k(t)\) is the number of pheromones of unit length tracks left by ant colony \(k\) on path \((i, j)\). \(\rho\) is a pheromone retention rate, \(\sigma \in (0, 1)\). \(Q\) is the total amount of pheromone released by the ant through the unit journey. \(L_k\) denotes the length of the path travel by the kth ant colony.
in this cycle, so that the infeasible solution cannot enter the solution space, thus speeding up the convergence.

This study proposes an improved optimization algorithm for the shortcomings of the standard ant colony optimization algorithm. The idea of crossover and mutation operator effectively improves the population diversity, so as to avoid the ant colony optimization algorithm falling into local optimum. Specifically, when the ant individual selects a path, the solution of the path is formed by each individual in the ant colony according to the crossover and mutation operator in the genetic algorithm. And regrouping is based on crossover probability. The randomly select several sets of solutions that are newly arranged. Under the premise that the optimal solution has been obtained, it is further judged whether there is a better solution, and the standard algorithm is prevented from falling into the local optimal solution. This improvement makes full use of the random local search ability and the advantage of maintaining the diversity of the population, so that the two algorithms form a composite optimization algorithm with complementary advantages, namely the optimization precision and optimization efficiency of the algorithm.

When the amount of pheromone left on the path is too large, the heuristic information will be buried by it, and the convergence speed is significantly reduced. Therefore, this improvement introduces a fitness function on the path pheromone calculation. By introducing the pheromone concentration on the dynamic update path of the fitness function, the optimal pheromone concentration path is selected and the path trajectory is modified. This improvement can find the optimal pheromone concentration path and improve the convergence speed. The specific steps of the improved ant colony optimization algorithm are shown in Fig. 1.

Step 10: If \( i \) is more than a predetermined number of iterations and no degenerate behavior, then judge \( |L_{k+1} - L_k| < A \). If the two solutions are in a certain range, the output is the best solution at present, otherwise step 3.

4 RESULTS AND DISCUSSION

4.1 Performance Verification of Improved Ant Colony Optimization Algorithm

To verify the improved ant colony algorithm IACO, and compare it with basic ant colony algorithm ACO, bat algorithm BA, particle swarm optimization PSO [28]. The three test functions are as follows:

(1) Sphere function:

\[
 f_1(x) = \sum_{i=1}^{n} x_i^2 \quad (21)
\]

(2) Griewank function:

\[
 f_2(x) = \frac{1}{4000} \sum_{i=1}^{n} x_i^2 - \prod_{i=1}^{n} \cos \frac{x_i}{\sqrt{i}} + 1 \quad (22)
\]

(3) Rosenbrock function:

\[
 f_3(x) = \sum_{i=1}^{n-1} \left[ 100(x_{i+1} - x_i^2)^2 + (x_i - 1)^2 \right] \quad (23)
\]

The dimensions of each function, the search interval of the variables, and the theoretical extremum are listed in Tab. 1. The higher the dimension of the function is, the
larger the search interval of the variable and the higher the target convergence accuracy will be, as well as the higher the performance of the optimization algorithm is. What's more, the difficulty of searching for the optimal solution is relatively higher. The experimental setup of each test function was operated 20 times independently, taking the average of 20 experimental results as the final result.

Table 1 Parameter setting of the test function

| Function       | Dimension | Search interval | Theoretical extremum |
|----------------|-----------|-----------------|----------------------|
| Sphere         | 30        | [-100, 100]     | 0                    |
| Griewank       | 30        | [-600, 600]     | 0                    |
| Rosenbrock     | 30        | [-100, 100]     | 10                   |

Fig. 2 shows the test results for 20 experiments per test function, including the worst value (Max) of the 20 experimental results, the most excellent value (Min), average of 20 experimental results (Mean) and standard deviation (Std). Fig. 2 also shows the fitness iterative optimization curves for the three test functions.

As seen in Tab. 2, for the single-peak function of Sphere and Rosenbrock, the IACO optimal, worst value, average, and standard deviation are basically better than ACO (except for the ACO's standard deviation of the function Rosenbrock test is less than IACO), And far better than PSO and BA. It can also be seen from the iteration curve that ACO cannot jump out after falling into local optimum, resulting in low convergence accuracy, and IACO can perform global search, and the convergence speed is also significantly faster than ACO. Compared with IACO and PSO and BA, IACO has faster convergence and better search ability. The multi-peak function of Griewank, IACO is easier to achieve global convergence, which is significantly better than others in several evaluation indicators, and the theoretical extremes of the function are found in 20 experiments.

4.2 Engineering Verification Analysis

A construction project is as follows: the project consists of 9 sub-projects, the logical relationship of each work is shown in Fig. 3. As shown in Tab. 3, the quality level of the project is required to be no less than 0.94 and the safety index is not less than 0.96. The reward coefficient of the project \( \beta \) is 10,000 yuan/day, the indirect cost coefficient \( \gamma \) is 0.2 million yuan/day, and the total period \( T_b \) of the project construction is 140 days.

The unit of \( C_{in} \), \( C_{il} \), \( C_{ih} \) in the table is 10,000 yuan, and the unit of \( t_{in}, t_{il}, t_{ih} \) is the day, which is obtained through bidding. The unit of \( \alpha_i \) and \( \phi_i \) is 1, which is obtained according to the expert score. \( q_{P_0}, \Delta P_{P_0}, \Delta P_{P_0} \) consider the
historical experience data of similar projects (assume that the quality level index of each work completed under normal duration $t_0 = 1$).

MATLAB is used to solve the above engineering examples. The relevant parameters are set to: $N_{it} = 100$, $\rho = 0.5$. Cycle times $n = 200$. The crossing probability is 0.8, the mutation probability is 0.1. According to the above algorithm, the Pareto solution of time-cost-quality and the corresponding duration of each process are listed, as shown in Tabs. 4 and 5.

From Tabs. 4 and 5, the duration of each activity and the overall situation of each process can be intuitively understood in different states to better help the project manager to make decisions.

For multi-objective optimization problems, the comparison chart of GA, PSO, ACO, and IACO optimization process is shown in Fig. 4.

| Table 3 The related parameters of activities |
|--------------------------------------------|
| Activity | $C_n$ | $d_i$ | $t_{n_i}$ | $t_i$ | $q_i$ | $p_0$ | $\Delta p_0$ | $C_r$ | $C_i$ |
|----------|-------|-------|-----------|-------|-------|-------|-------------|-------|-------|
| A        | 32.1  | 1.49  | 22        | 27    | 0.114 | 0.912 | 0.05        | 0.05  | 0.90  |
| B        | 23.4  | 1.41  | 20        | 24    | 0.105 | 0.893 | 0.12        | 0.08  | 0.89  |
| C        | 24.4  | 1.21  | 19        | 26    | 0.113 | 0.901 | 0.10        | 0.06  | 0.85  |
| D        | 26.0  | 1.11  | 16        | 23    | 0.109 | 0.878 | 0.08        | 0.02  | 0.85  |
| E        | 27.6  | 1.04  | 18        | 22    | 0.116 | 0.881 | 0.11        | 0.09  | 0.91  |
| F        | 29.7  | 1.21  | 21        | 24    | 0.112 | 0.902 | 0.12        | 0.10  | 0.87  |
| G        | 30.6  | 1.18  | 20        | 22    | 0.119 | 0.899 | 0.10        | 0.08  | 0.92  |
| H        | 16.5  | 1.06  | 25        | 29    | 0.108 | 0.904 | 0.11        | 0.07  | 0.90  |
| I        | 26.1  | 1.22  | 20        | 22    | 0.104 | 0.895 | 0.12        | 0.05  | 0.90  |

| Table 4 Part time Pareto solution of time cost quality |
|--------------------------------------------------------|
| Target value   | Plan 1 | Plan 2 | Plan 3 | Plan 4 | Plan 5 | Plan 6 | Plan 7 | Plan 8 |
|----------------|-------|-------|-------|-------|-------|-------|-------|-------|
| A              | 110   | 113   | 115   | 117   | 121   | 125   | 127   | 130   |
| B              | 298.5 | 292.6 | 286.8 | 279.5 | 268.3 | 261.9 | 253.4 | 245.1 |
| C              | 0.73  | 0.82  | 0.94  | 0.96  | 1.0   | 0.98  | 0.97  | 0.97  |
| S              | 0.89  | 0.94  | 0.96  | 0.98  | 1.0   | 1.0   | 0.98  | 0.99  |

| Table 5 Duration of each activity |
|-----------------------------------|
| Target value | Plan 1 | Plan 2 | Plan 3 | Plan 4 | Plan 5 | Plan 6 | Plan 7 | Plan 8 |
|--------------|-------|-------|-------|-------|-------|-------|-------|-------|
| A            | 25    | 26    | 26    | 26    | 27    | 28    | 28    | 29    |
| B            | 22    | 23    | 22    | 23    | 24    | 24    | 26    | 26    |
| C            | 21    | 23    | 22    | 22    | 23    | 24    | 25    | 26    |
| D            | 19    | 21    | 23    | 23    | 23    | 23    | 24    | 24    |
| E            | 20    | 21    | 22    | 21    | 22    | 24    | 23    | 25    |
| F            | 23    | 22    | 22    | 23    | 24    | 23    | 24    | 24    |
| G            | 23    | 21    | 22    | 21    | 22    | 24    | 23    | 24    |
| H            | 27    | 24    | 26    | 25    | 27    | 26    | 27    | 28    |
| I            | 21    | 21    | 22    | 22    | 23    | 25    | 25    | 25    |

| Table 6 Comparison of GA, PSO, ACO and IACO optimization results |
|---------------------------------------------------------------|
| Algorithm            | Quality optimization (%) | Period optimization (%) | Cost optimization (%) | Safety optimization (%) |
|----------------------|--------------------------|------------------------|-----------------------|-------------------------|
| GA                   | 8.73                     | 13.44                  | 14.23                 | 8.21                    |
| PSO                  | 8.94                     | 12.43                  | 13.48                 | 8.45                    |
| ACO                  | 9.45                     | 14.23                  | 14.82                 | 9.69                    |
| IACO                 | 11.21                    | 20.85                  | 15.26                 | 11.32                   |

The optimization results of construction schemes are compared with those shown in Tab. 6. It can be seen that the improved ant colony algorithm is obviously superior to others in solving speed and accuracy, thus proving the feasibility and good performance.

5 CONCLUSION

Based on the analysis of traditional multi-objective optimization model, a new optimization model of quality, time limit, cost, and safety were proposed and the fitness function to consider the four factors was introduced avoiding the subjective weight analysis. The improved ant colony algorithm reduced the local optimality and improved the global search of the algorithm. The excellent ability, good results in the accuracy of the solution and the expected goal were achieved.

However, since the ant colony algorithm is still in development, there are still many aspects worthy of research in the application of construction project optimization. This study provides a new idea for engineering project management, but in the construction project management, not only quality, time limit, cost, and safety have an impact on a project, but also other factors such as environment, resources, and other objectives. Therefore, how to optimize the construction project under the premise of considering these objectives will be a principal research direction.
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