MIXING TIME OF MARKOV CHAINS FOR THE 1-2 MODEL

ZHONGYANG LI

ABSTRACT. A 1-2 model configuration is a subset of edges of a hexagonal lattice satisfying the constraint that each vertex is incident to 1 or 2 edges. We introduce Markov chains to sample the 1-2 model configurations on 2D hexagonal lattice and prove that the mixing time of these chains is polynomial in the sizes of the graphs for a large class of probability measures.

1. INTRODUCTION

In computer science and statistical physics, Markov chains play an important role in sampling and approximating counting algorithms. Usually the goal was to estimate the rate of convergence to the stationary distribution. In the past few decades, mathematicians, physicists and computer scientists prescribed certain target distance to the stationary distribution; the number of steps required to reach this target is called the mixing time of the chain. Deep connections were found between rapid mixing and spatial properties of spin systems. See [15, 1, 7, 8, 14, 9] for more information on Markov chains and mixing.

In this paper, we study Markov chains on a statistical mechanical system called the 1-2 model. Let $\mathbb{H} = (V, E)$ be the 2D hexagonal lattice. A 1-2 model configuration $\omega = (V, E_\omega)$ on $\mathbb{H}$ is a subgraph of $\mathbb{H}$, such that each vertex $v \in V$ is incident to one or two edges in $E_\omega$. See Figure 1.1 for an example of an 1-2 model configuration on the hexagonal lattice.

The 1-2 model on the hexagonal lattice was first studied in [16], as a constrained system whose total number of configurations can be counted in polynomial time by applying the holographic algorithm [17]. Some generalizations of the algorithm were studied in [10] to compute the partition function (weighted sum of all the configurations) of a weighted 1-2 model. The holographic algorithm is efficient in computing the partition function of a large class of vertex models; however, since the holographic algorithm, if applicable, gives a many-to-many correspondence between configurations of a certain vertex model and those of a dimer model on a decorated graph, it is not immediately clear how this algorithm can be applied to study the probability measures and the phase transitions of the vertex model. A measure-preserving correspondence between 1-2 model configurations on the hexagonal lattice and perfect matchings on a decorated graph was constructed in [11], and a phase transition result was established in [6]; see also [5] for a summary.

When assigning each local configuration (configuration restricted at each vertex) a non-negative weight, we may define a probability measure for 1-2 model configurations on the hexagonal lattice $\mathbb{H}$ such that the probability of a configuration is proportional to the product of weights of local configurations at vertices. The model is closely related to the dimer model and Ising model, see [6]. In this paper, we will introduce Markov chains to sample the 1-2 model, and study mixing time of these chains, by investigating the relation...
of the 1-2 model and the dimer model and by utilizing the well-known relation between the
fast spacing mixing and fast temporal mixing. Note that the Ising model corresponding
to the 1-2 model may not be ferromagnetic - therefore the natural stochastic domination
results associated to the ferromagnetic Ising model may not be applied here. Instead of
considering the single site dynamics, we study the block dynamics. When the local weights
of the 1-2 model implies a lower bound on the spectral gap of the block dynamics.

The organization of the paper is as follows. In Section 2, we define the Markov chain
and state the main theorems. In Section 3, we prove a few properties of the Markov chain
defined in Section 2, including irreducibility, reversibility and aperiodicity. In Section 4,
we review the path method and the comparison theorem which relates the mixing time of
block dynamics to that of single-site dynamics; see also [9]. In Section 5, we discuss the
mixing time for the 1-2 model Markov chain on a rectangular box of the hexagonal lattice
with fixed width and very large length. In Section 6, we give a sufficient condition of the
strong mixing of 1-2 model configurations on an $n \times n$ box of the hexagonal lattice, which
implies the fast mixing of the block dynamics (see [4]), and hence the fast mixing of single
site dynamics by the comparison theorem.

2. MARKOV CHAINS

In this section, we review the basic definitions in the theory of Markov chains including
the total variation distance and the mixing time. We then define Markov chains whose
state space consists of all the 1-2 model configurations on a finite subgraph of the hexagonal
lattice, such that the stationary distributions of these chains are the probability measures on
the 1-2 model configurations in which the probability of each configuration is proportional
to the product of weights at vertices. We then state the main theorems proved in this
paper.
2.1. Total variation distance and mixing time.

**Definition 2.1.** Let $\Omega$ be a finite state space. The **total variation distance** between two probability distributions $\mu$ and $\nu$ on $\Omega$ is defined by

$$\|\mu - \nu\|_{TV} = \max_{A \subseteq \Omega} |\mu(A) - \nu(A)|.$$  

The total variation distance also has the following expression (see Proposition 4.2 of [9])

$$\|\mu - \nu\|_{TV} = \frac{1}{2} \sum_{x \in \Omega} |\mu(x) - \nu(x)|.$$  

**Definition 2.2.** Let $\Omega$ be a finite state space. Let $P$ be the transition matrix of a Markov chain whose state space is $\Omega$ and stationary distribution is $\pi$. For $t = 1, 2, \ldots$, let

$$d(t) := \max_{x \in \Omega} \|P^t(x, \cdot) - \pi\|_{TV}$$

Then the **mixing time** is defined by

$$t_{mix}(\epsilon) := \min\{t : d(t) \leq \epsilon\},$$

and

$$t_{mix} := t_{mix}\left(\frac{1}{4}\right).$$

2.2. 1-2 model Markov chains on the hexagonal lattice. Observe that the hexagonal lattice $H$ is a bipartite graph in the sense that each vertex can be colored black and white such that vertices of the same color are not adjacent.

Let $\Lambda = (V_\Lambda, E_\Lambda)$ be a finite, connected subgraph of $H$. A boundary condition $b_\Lambda$ for 1-2 model configurations on $\Lambda$ is given by specifying the configurations on all the vertices outside $\Lambda$. We say a boundary condition $b_\Lambda$ is **admissible** if there exists a 1-2 model configuration on $H$ whose restriction on vertices outside $\Lambda$ is given by $b_\Lambda$.

Assume that the boundary condition $b_\Lambda$ is admissible. Let $\Omega_{\Lambda, b_\Lambda}$ be the set of all 1-2 model configurations on $\Lambda$ with boundary condition $b_\Lambda$. Let $a, b, c > 0$. We associate the parameters $a, b, c$ to the local configurations at each vertex as indicated in Figure 2.1.

To each configuration $\omega \in \Omega_{\Lambda, b_\Lambda}$, we assign the weight

$$w(\omega) = \prod_{v \in V_\Lambda} w(\omega|v),$$

where $\omega|v$ is one of the eight possible local configurations in Figure 2.1 obtained by restricting $\omega$ to the vertex $v$, and $w(\omega|v) \in \{0, a, b, c\}$ is the weight of the local configuration. Note that if $\omega|v$ does not satisfy the constraint that the vertex $v$ has one or two incident present edges, we have $w(\omega|v) = 0$. These weights give rise to the partition function

$$Z = \sum_{\omega \in \Omega_{\Lambda, b_\Lambda}} w(\omega),$$

which leads in turn to the probability measure

$$\mu(\omega) = \frac{1}{Z} w(\omega), \quad \omega \in \Omega_{\Lambda, b_\Lambda}.$$
Figure 2.1. The eight possible local configurations $\omega|_v$ at a vertex $v$ in the two cases of black and white vertices. The signature of each is given, and also the local weight $w(\omega|_v)$ associated with each instance.

We define a Markov chain on $\Omega_{\Lambda,b}$ with transition matrix $P$ as follows. For any two 1-2 model configurations $\omega_1, \omega_2 \in \Omega_{\Lambda,b}$, $P(\omega_1, \omega_2) \neq 0$ if and only if one of the following conditions is true

1. $\omega_1 = \omega_2$;
2. $\omega_1$ and $\omega_2$ differ at exactly one edge; see Figure 2.2;
3. $\omega_1$ and $\omega_2$ differ at exactly one face $f$; on the boundary of $f$ both $\omega_1$ and $\omega_2$ have three present edges, such that there is a way to cyclically order the boundary edges of $f$ by $e_1, \ldots, e_6$, and $e_1, e_3, e_5$ are present (resp. absent) edges of $\omega_1$ (resp. $\omega_2$), while $e_2, e_4, e_6$ are present (resp. absent) edges of $\omega_2$ (resp. $\omega_1$). Let $g_1, \ldots, g_6$ be the six incident edges of the face $f$ in cyclic order; then in both $\omega_1$ and $\omega_2$, $g_1, g_3$ and $g_5$ are present while $g_2, g_4, g_6$ are absent. See Figure 2.3.

Figure 2.2. Two 1-2 model configurations differ at one edge.

The transition matrix $P$ is a function $\Omega_{\Lambda,b} \times \Omega_{\Lambda,b} \to [0,1]$. To describe the transition matrix, we further divide the Condition (2) above into sub-cases. Assume that $\omega_1$ and $\omega_2$ differ at exactly one edge $e = (u, v)$. Let $e_1$ and $e_2$ be the two present edges in both $\omega_1$ and $\omega_2$, where $e_1$ (resp. $e_2$) shares the endpoint $u$ (resp. $v$) with $e$. The following cases might occur

(a) $e_1$ and $e_2$ are not parallel;
(b) $e$ is a horizontal edge, both $e_1$ and $e_2$ are NW-SE edges; $e$ is present in $\omega_1$ but absent in $\omega_2$;
(c) $e$ is a horizontal edge, both $e_1$ and $e_2$ are NW-SE edges; $e$ is present in $\omega_2$ but absent in $\omega_1$;
(d) $e$ is a horizontal edge, both $e_1$ and $e_2$ are NE-SW edges; $e$ is present in $\omega_1$ but absent in $\omega_2$;

(e) $e$ is a horizontal edge, both $e_1$ and $e_2$ are NE-SW edges; $e$ is present in $\omega_2$ but absent in $\omega_1$;

(f) $e$ is a NW-SE edge, both $e_1$ and $e_2$ are horizontal edges; $e$ is present in $\omega_1$ but absent in $\omega_2$;

(g) $e$ is a NW-SE edge, both $e_1$ and $e_2$ are horizontal edges; $e$ is present in $\omega_2$ but absent in $\omega_1$;

(h) $e$ is a NW-SE edge, both $e_1$ and $e_2$ are NE-SW edges; $e$ is present in $\omega_1$ but absent in $\omega_2$;

(i) $e$ is a NW-SE edge, both $e_1$ and $e_2$ are NE-SW edges; $e$ is present in $\omega_2$ but absent in $\omega_1$;

(j) $e$ is a NE-SW edge, both $e_1$ and $e_2$ are NW-SE edges; $e$ is present in $\omega_1$ but absent in $\omega_2$;

(k) $e$ is a NE-SW edge, both $e_1$ and $e_2$ are NW-SE edges; $e$ is present in $\omega_2$ but absent in $\omega_1$;

(l) $e$ is a NE-SW edge, both $e_1$ and $e_2$ are horizontal edges; $e$ is present in $\omega_1$ but absent in $\omega_2$;

(m) $e$ is a NE-SW edge, both $e_1$ and $e_2$ are horizontal edges; $e$ is present in $\omega_2$ but absent in $\omega_1$;

Let $E_\Lambda, F_\Lambda$ be the edge set, face set of of $\Lambda$, respectively. Let

$$C_\Lambda := \frac{\min\{a, b, c\}}{2(|E_\Lambda| + |F_\Lambda|) \max\{a, b, c\}}$$
\[(2.5) \quad P(\omega_1, \omega_2) = \begin{cases} 
C_\Lambda & \text{if } \omega_1, \omega_2 \text{ satisfy Condition (3) or (2)(a)}; 
C_{\Lambda b} & \text{if } \omega_1, \omega_2 \text{ satisfy Condition (2)(b) or (2)(e)}; 
C_{\Lambda c} & \text{if } \omega_1, \omega_2 \text{ satisfy Condition (2)(c) or (2)(d)}; 
C_{\Lambda b} & \text{if } \omega_1, \omega_2 \text{ satisfy Condition (2)(f) or (2)(i)}; 
C_{\Lambda c} & \text{if } \omega_1, \omega_2 \text{ satisfy Condition (2)(g) or (2)(h)}; 
C_{\Lambda b} & \text{if } \omega_1, \omega_2 \text{ satisfy Condition (2)(j) or (2)(m)}; 
C_{\Lambda c} & \text{if } \omega_1, \omega_2 \text{ satisfy Condition (2)(k) or (2)(l)}; 
C_{\Lambda b} & \text{if } \omega_1, \omega_2 \text{ satisfy Condition (2)(n) or (2)(o)}; 
0 & \text{if } \omega_1 \neq \omega_2, \text{ and } \omega_1, \omega_2 \text{ satisfy neither (2) nor (3)}; 
\end{cases} 
\]

Note that the value of $C_\Lambda$ guarantees that

\[1 - \sum_{\omega' \in \Omega_{\Lambda, b_\Lambda}} P(\omega, \omega') \geq \frac{1}{2}.\]

Here are the main theorems proved in this paper concerning mixing times of Markov chains of for the 1-2 model on the hexagonal lattice.

**Theorem 2.3.** Let $\Lambda_{k,n}$ be a rectangular $k \times n$ box of the hexagonal lattice, where $k$ is the fixed width of the rectangle, and $n(\gg k)$ is the length of the rectangle. Let $b_{k,n}$ be an admissible boundary condition for 1-2 model configurations on $\Lambda_{k,n}$ given by specifying the states of all edges outside $\Lambda_{k,n}$. Let $\Omega_{\Lambda_{k,n}, b_{k,n}}$ be the set of all the 1-2 model configurations on $\Lambda_{k,n}$ with boundary condition $b_{k,n}$. The Markov chain with state space $\Omega_{\Lambda_{k,n}, b_{k,n}}$ and transition matrix $P$ defined by (2.5) has mixing time $t_{mix}$ satisfying

\[B(k)n \leq t_{mix} \leq C(k)n^2,\]

where $C(k) > 0, B(k) > 0$ are a constant depending on $k$ and independent of $n$, and $t_{mix}$ is defined by (2.1). Theorem 2.3 is proved in Section 5.

**Theorem 2.4.** Let $\Lambda_n$ be an $n \times n$ box of the hexagonal lattice $\mathbb{H}$. Let $b_{\Lambda_n}$ be an admissible boundary condition for 1-2 model configurations on $\Lambda_n$ given by specifying the states of all edges outside $\Lambda_n$. Let $\Omega_{\Lambda_n, b_{\Lambda_n}}$ be the set of all the 1-2 model configurations on $\Lambda_n$ with boundary condition $b_{\Lambda_n}$. Assume that the local weights $a, b, c > 0$ are such that condition $F(m, \frac{1}{13})$ holds (see Definition 6.2) for some fixed positive integer $m$, then when $n$ is sufficiently large the Markov chain with state space $\Omega_{\Lambda_n, b_{\Lambda_n}}$ and transition matrix $P$ defined by (2.5) has mixing time $t_{mix}$ satisfying

\[Bn^2 \leq t_{mix} \leq Cn^4,\]

where $B, C > 0$ is a constant independent of $n$, and $t_{mix}$ is defined by (2.1). Theorem 2.4 is proved in Section 6.
3. Reversibility and Irreducibility

In this section, we prove properties of the Markov chain defined in Section 2.2. These properties are important for later analysis of the chain, including the application of the comparison method. In Proposition 3.1, we discuss the irreducibility of the chain. In Proposition 3.5, we discuss the reversibility and the stationary distribution of the chain. In Proposition 3.6, we discuss the aperiodicity and eigenvalues of the transition matrix.

Proposition 3.1. Assume that \( \Lambda = \Lambda_{m,n} \), where \( \Lambda_{m,n} \) is an \( m \times n \) box of the hexagonal lattice. Then the Markov chain defined by (2.5) is irreducible on \( \Omega_{\Lambda,b\Lambda} \), for any admissible boundary condition \( b\Lambda \) and parameters \( a,b,c > 0 \).

Before proving Proposition 3.1, we first recall that each 1-2 model configuration \( \omega \) on \( \mathbb{H} \) corresponds to a perfect matching \( D_\omega \) on a decorated graph \( \mathbb{H}_\Delta = (V_\Delta, E_\Delta) \), constructed in [11]. See Figure 3.1, where the hexagonal lattice \( \mathbb{H} \) is represented by solid lines of the left graph, and dashed lines on the right graph; the 1-2 model configuration \( \omega \) is represented by thick solid lines on the left graph; the decorated graph \( \mathbb{H}_\Delta \) is represented by solid lines on the right graph; and the dimer configuration \( D_\omega \) is represented by thick solid lines on the right graph.

We now explain the correspondence from \( \omega \) to \( D_\omega \). The vertex set \( V \) of \( \mathbb{H} \) is a proper subset of the vertex set \( V_\Delta \) of \( \mathbb{H}_\Delta \). Each vertex \( v \in V \) is incident to three edges in \( E_\Delta \). More precisely, the three incident edges of \( v \in V \) in \( E_\Delta \) are bisectors of the three angles of \( \mathbb{H} \) at \( v \). A bisector edge in \( E_\Delta \) (i.e. an edge in \( E_\Delta \) incident to a vertex \( v \in V \)) is present in \( D_\omega \) if and only if the two sides of the angle in \( \mathbb{H} \) have the same state in \( \omega \); i.e. either both are present or both are absent. Given the constraint that \( v \in V \) has one or two incident present edges in \( \omega \), the vertex \( v \) has exactly one incident present edge in \( D_\omega \), according to the correspondence described above. The configuration on bisector edges can be uniquely extended to a dimer configuration on \( \mathbb{H}_\Delta \), since each face has an even number of present bisector edges in the configuration.

The correspondence described above is 2-to-1 because if \( \omega' \) is the 1-2 model configuration obtained from \( \omega \) by making all the present edges of \( \omega \) absent, and all the absent edges of \( \omega \) present, then \( \omega \) and \( \omega' \) correspond to the same dimer configuration on \( \mathbb{H}_\Lambda \). However, restricted to 1-2 model configurations on \( \mathbb{H}_\Lambda \) with given admissible boundary condition \( b\Lambda \) the above correspondence is a bijection.

A cycle in \( \mathbb{H}_\Delta \) is an alternating sequence \( v_0, e_1, v_2, \ldots, v_{n-1}, e_n, v_n \) of vertices and edges of \( \mathbb{H}_\Delta \), such that

- \( v_i \in V_\Delta \), for \( 0 \leq i \leq n \); and
- \( e_i = (v_{i-1}, v_i) \in E_\Delta \), for \( 1 \leq i \leq n \); and
- \( v_0 = v_n \); and
- \( v_i \neq v_j \), if \((i,j) \notin \{(0,n), (n,0)\}\).

We consider two special types of cycles of \( \mathbb{H}_\Delta \). A Type-I cycle of \( \mathbb{H}_\Delta \) is a cycle enclosing exactly one edge of the hexagonal lattice, while a Type-II cycle of \( \mathbb{H}_\Delta \) is a cycle enclosing exactly one face of \( \mathbb{H} \). See Figure 3.2 for examples of Type-I and Type-II cycles. Note that for each edge of \( \mathbb{H} \), there are different Type-I cycles enclosing the edge. Two Type-I cycles of \( \mathbb{H}_\Delta \) enclosing the same edge of \( \mathbb{H} \) may differ by a few triangles, but they occupy exactly
Part of a 1-2 configuration $\omega$ on $\mathbb{H}$ is illustrated on the left graph, and the corresponding dimer (sub)configuration $D_\omega$ on $\mathbb{H}_\Delta$ is illustrated on the right graph. When two edges with a common vertex of $\mathbb{H}$ have the same state in $\omega$, the corresponding ‘bisector edge’ is present in $D_\omega$. The states of the bisector edges determine the dimer configuration on the rest of $\mathbb{H}_\Delta$.

Indeed, if we contract every triangle face of $\mathbb{H}_\Delta$ into a degree-3 vertex, any two Type-I cycles enclosing the same edge have the same image under such a contraction. Similar results hold for different Type-II cycles of $\mathbb{H}_\Delta$ enclosing the same face of $\mathbb{H}$.

Let $\tilde{b}_\Lambda$ be the boundary condition of dimer configurations obtained from the boundary condition of the 1-2 model configuration $b_\Lambda$, by the correspondence between 1-2 model configurations on $\mathbb{H}$ and dimer configurations on $\mathbb{H}_\Delta$ described above.
Lemma 3.2. Let \( \Lambda \) be a finite subgraph of \( \mathbb{H} \). Let \( \omega_1, \omega_2 \in \Omega_{\Lambda,b_{\Lambda}} \) be two 1-2 model configurations on \( \Lambda \) with boundary condition \( b_{\Lambda} \). Let \( D_1 \) (resp. \( D_2 \)) be the dimer configuration corresponding to \( \omega_1 \) (resp. \( \omega_2 \)). Consider the Cases (1)-(3) of \( \omega_1 \) and \( \omega_2 \) as given in Section 2.2.

I. The 1-2 model configurations \( \omega_1 \) and \( \omega_2 \) differ at exactly one edge \( e \in E \) as in Case (2), if and only if \( D_1 \cup D_2 \) consists of doubled edges and a unique Type-I cycle enclosing the edge \( e \).

II. The 1-2 model configurations \( \omega_1 \) and \( \omega_2 \) differ at exactly one face \( f \) of \( \mathbb{H} \) as in Case (3), if and only if \( D_1 \cup D_2 \) consists of doubled edges and a unique Type-II cycle enclosing the face \( f \).

Proof. Let \( \mathbb{H}_{\Delta,\Lambda} \) be the subgraph of \( \mathbb{H}_{\Delta} \) corresponding to \( \Lambda \). Since both \( \omega_1 \) and \( \omega_2 \) have the same boundary condition \( b_{\Lambda} \), both \( D_1 \) and \( D_2 \) have the same boundary condition \( b_{\Lambda} \). The double dimer configuration \( D_1 \cup D_2 \) in \( \mathbb{H}_{\Delta,\Lambda} \) consists of doubled edges and cycles, where the cycles do not intersect the boundary.

First let us consider the case when \( \omega_1 \) and \( \omega_2 \) differ at exactly one edge \( e = (u,v) \) as in Case (2), where \( u,v \in V \) are two vertices of \( \mathbb{H} \). For any vertex \( w \in V \setminus \{u,v\} \), each one of the three incident edges of \( w \) in \( \mathbb{H} \) has the same state in \( \omega_1 \) and \( \omega_2 \). Therefore each one of the three incident edges of \( w \) in \( \mathbb{H}_{\Delta} \) has the same state in \( D_1 \) and \( D_2 \), by the correspondence between \( (\omega_1,\omega_2) \) and \( (D_1,D_2) \) described before. Then in \( D_1 \cup D_2 \), any vertex \( w \in V \setminus \{u,v\} \) is incident to a doubled edge.

However, at the vertex \( u \) or \( v \), its incident edges in \( \mathbb{H}_{\Delta} \) have different states in \( D_1 \) and \( D_2 \) since its incident edges in \( \mathbb{H} \) have different states in \( \omega_1 \) and \( \omega_2 \). Therefore both \( u \) and \( v \) are along a cycle in \( D_1 \cup D_2 \). See Figure 3.3. There must be a unique Type-I cycle passing through both \( u \) and \( v \) since no other vertices of \( \mathbb{H} \) are along a cycle in \( D_1 \cup D_2 \).

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure3.3.png}
\caption{Two 1-2 model configurations \( \omega_1 \) and \( \omega_2 \) differ at one edge. In the left (respectively. middle) graph, black solid lines represent \( \omega_1 \) (resp. \( \omega_2 \)); blue solid lines represent \( D_1 \) (resp. \( D_2 \)). In the right graph, blue solid lines represent \( D_1 \cup D_2 \).}
\end{figure}

Conversely, if \( D_1 \cup D_2 \) consists of doubled edges and a unique Type-I cycle enclosing an edge \( e = (u,v) \), then at any vertex \( w \in V \setminus \{u,v\} \), the incident edges of \( w \) in \( \mathbb{H} \) have the same state in \( \omega_1 \) and \( \omega_2 \) since the incident edges of \( w \) in \( \mathbb{H}_{\Delta} \) have the same state in \( D_1 \) and \( D_2 \) and moreover, both \( \omega_1 \) and \( \omega_2 \) have the same boundary condition \( b_{\Lambda} \). Therefore each edge in \( E \setminus \{e\} \) has the same state in \( \omega_1 \) and \( \omega_2 \), since it is incident to at least one vertex in \( V \setminus \{u,v\} \). However, \( \omega_1 \) and \( \omega_2 \) cannot have the same state at the edge \( e \), since if so, \( D_1 \) and \( D_2 \) would be identical. This completes the proof of Part I. of the lemma.

Now we prove Part II. Assume that \( f \) is a face of \( \mathbb{H} \) consisting of vertices \( v_1, \ldots, v_6 \) and edges \( e_1 = (v_6,v_1), e_1 = (v_1,v_2), \ldots, e_6 = (v_5,v_6) \).
Assume that $\omega_1$ and $\omega_2$ differ at exactly the face $f$ as described in (3). By the same arguments as in the proof of I., $D_1 \cup D_2$ has doubled edges incident to every vertex in $w \in V \setminus \{v_1, v_2, \ldots, v_6\}$, and each one of $v_1, \ldots, v_6$ is along a cycle in $D_1 \cup D_2$. Moreover, any cycle in $D_1 \cup D_2$ cannot intersect the interior of $F$. That is because for $1 \leq i \leq 5$, $e_i$ and $e_{i+1}$ have different states in $\omega_1$ (resp. $\omega_2$); hence the bisector edge of the angle with sides $e_i$ and $e_{i+1}$ is not present in $D_1$ (resp. $D_2$). Similarly, the bisector edge of the angle with sides $e_1$ and $e_6$ is present in neither $D_1$ nor $D_2$. See Figure 3.4. Therefore $D_1 \cup D_2$ consists of doubled edges and a unique Type-II cycle enclosing the face $f$.

Conversely, assume that $D_1 \cup D_2$ consists of doubled edges and a unique Type-II cycle enclosing the face $f$. By the same arguments as in the proof of Part I., all the edges in $E \setminus \{e_1, e_2, \ldots, e_6\}$ have the same state in $\omega_1$ and $\omega_2$. Since the unique Type-II cycle in $D_1 \cup D_2$ encloses the face $F$, the cycle does not intersect the interior of $f$. This implies for $1 \leq i \leq 5$, $e_i$ and $e_{i+1}$ have different states in $\omega_1$ (resp. $\omega_2$). Also $e_1$ and $e_6$ have different states in $\omega_1$ (resp. $\omega_2$). Moreover, at each one of the vertices $v_1, v_2, \ldots, v_6$, the two incident present edges in $D_1 \cup D_2$ are the two incident edges of the vertex not in $f$. Since each edge of $\mathbb{H}$ outside $f$ has the same state in $\omega_1$ and $\omega_2$, we deduce that $\omega_1$ has $e_1, e_3, e_5$ present, $e_2, e_4, e_6$ absent; while $\omega_2$ has $e_2, e_4, e_6$ present, $e_1, e_3, e_5$ absent, or vice versa. This completes the proof of II. \hfill $\square$

Let $C$ be an even-length cycle of $\mathbb{H}_\Delta$. We label the edges of $C$ cyclically by $e_1, e_2, \ldots, e_{2n}$. Let $D$ be a dimer configuration on $\mathbb{H}_\Delta$, such that $e_1, e_3, \ldots, e_{2n-1}$ are present in $D$, while $e_2, e_4, \ldots, e_{2n}$ are absent. By rotating configurations of $D$ along $C$ to alternate edges, we obtain a new dimer configuration $D'$ on $\mathbb{H}_\Delta$, such that $D' = D$ for any edge $e \in E_\Delta \setminus \{e_1, \ldots, e_{2n}\}$; while in $D'$, $e_2, e_4, \ldots, e_{2n}$ are present and $e_1, e_3, \ldots, e_{2n-1}$ are absent. See Figure 3.5 for an example of rotating dimer configurations along a Type-I cycle to alternate edges. By Lemma 3.2, rotating the dimer configuration along a Type-I (resp. Type-II) cycle corresponds to changing 1-2 model configurations from $\omega_1$ to $\omega_2$ such that $\omega_1$ and $\omega_2$ satisfy Condition (2) (resp. Condition (3)).

**Proof of Proposition 3.1.** Let $\omega_1, \omega_2 \in \Omega_{\Lambda,b_\Lambda}$ be two arbitrary 1-2 model configurations on $\mathbb{H}_\Lambda$ with boundary condition $b_\Lambda$. To show that the Markov chain with transition matrix

![Figure 3.4](image_url)
Figure 3.5. Two dimer configurations $D$ and $D'$. In the left graph, thick lines represent $D$. In the right graph, thick lines represent $D'$. $D'$ is obtained from $D$ by rotating configurations along a Type-I cycle to alternate edges. Thick black lines represent configurations that are the same in both $D$ and $D'$, and thick blue lines represent configurations that are different in $D$ and $D'$.

$P$ defined by (2.5) is irreducible, it suffices to show that $\omega_2$ can be obtained from $\omega_1$ by finitely many manipulations of configurations on single edges or single faces as in (2) or (3). By Lemma 3.2, it suffices to show that for any two dimer configurations $D_1$, $D_2$ of $\mathbb{H}_{\Delta, \Lambda}$ with boundary condition $\tilde{b}_\Lambda$, $D_2$ can be obtained from $D_1$ by moving present edges to alternate edges along finitely many Type-I and Type-II cycles.

Note that $D_1 \cup D_2$ is a disjoint union of doubled edges and even-length cycles, such that the cycles are all in $\mathbb{H}_{\Delta, \Lambda}$, and never cross the boundary of $\mathbb{H}_{\Delta, \Lambda}$. The symmetric difference $D_1 \Delta D_2$ is a disjoint union of even length cycles.

We say a cycle $C$ in $D_1 \Delta D_2$ is **contractible** if $C$ does not enclose any other cycle in $D_1 \Delta D_2$. More precisely, if we identify the cycle $C$ with its embedding into the plane $\mathbb{R}^2$, the complement of $C$ in $\mathbb{R}^2$ - denoted by $\mathbb{R}^2 \setminus C$, has exactly one bounded component and one unbounded component. The cycle $C$ is contractible if and only if the bounded component of $\mathbb{R}^2 \setminus C$ does not include any cycle in $D_1 \Delta D_2$. We will eliminate contractible cycles in $D_1 \Delta D_2$ one by one by changing configurations of $D_1$ or $D_2$ to alternate edges on finitely many Type-I or Type-II cycles.

Let $\mathcal{C}(D_1 \Delta D_2)$ be the set of all cycles in $D_1 \Delta D_2$. For each cycle $C \in \mathcal{C}(D_1 \Delta D_2)$, let $\mathcal{N}(C)$ be the number of edges of $\mathbb{H}$ enclosed by $C$. More precisely, if we identify $C$ and edges of $\mathbb{H}$ with its embedding into $\mathbb{R}^2$, where edges of $\mathbb{H}$ are closed line segments, $\mathcal{N}(C)$ is the number of edges of $\mathbb{H}$ whose interior lie in the bounded component of $\mathbb{R}^2 \setminus C$. For example, if $C$ is a Type-I cycle (resp. Type-II) cycle, then $\mathcal{N}(C) = 1$ (resp. $\mathcal{N}(C) = 6$). For any two dimer configurations $D_1$, $D_2$ in $\mathbb{H}_{\Delta, \Lambda}$ with boundary condition $\tilde{b}_\Lambda$, define the **distance** $d(D_1, D_2)$ by

$$d(D_1, D_2) = \sum_{C \in \mathcal{C}(D_1 \Delta D_2)} \mathcal{N}(C).$$

(3.1)

Obviously $D_1 = D_2$ if and only if $d(D_1, D_2) = 0$. 
Let $C$ be a contractible cycle of $D_1 \Delta D_2$. The complement $\mathbb{R}^2 \setminus C$ has exactly one bounded component, denoted by $S$. Let $v$ be a vertex of $\mathbb{H}$ along $C$. The following cases might occur

1. At $v$, $S$ forms an angle of size $\frac{2\pi}{3}$.
2. At $v$, $S$ forms an angle of size $\frac{4\pi}{3}$.

In Lemmas 3.3 and 3.4 below, we will show that in either case, there is always a way to rotate configurations of $D_1$ or $D_2$ to alternate edges along finitely many Type-I and/or Type II cycles, such that the distance of the two new dimer configurations after the configuration change strictly decreases, compared to $d(D_1, D_2)$. Since $d(D_1, D_2)$ is always finite and integer-valued, after finitely many steps of configuration changes, $D_1$ becomes $D_1^{(i)}$ and $D_2$ becomes $D_2^{(j)}$, and we will obtain $D_1^{(i)} = D_2^{(j)}$. This completes the proof. $\square$

**Lemma 3.3.** Let $C$ be a contractible cycle in $D_1 \Delta D_2$. If there exists a vertex $v$ along $C$ satisfying Condition 1., then we can change configurations of $D_1$ or $D_2$ to alternate edges on finitely many Type-I cycles, such that the distance of the two new dimer configurations after the configuration change strictly decreases, compared to $d(D_1, D_2)$.

**Proof.** Assume that $v$ is a vertex of $\mathbb{H}$ along $C$ satisfying Condition 1. Let $e_1$ be the edge of $\mathbb{H}$ incident to $v$ inside $S$. Let $w$ be the other endpoint of $e_1$. Let $C_1$ be the Type-I cycle enclosing $e_1$. The following cases might occur.

(i) In at least one of $D_1$ and $D_2$, both incident present edges of $v$ and $w$ are along $C_1$.
(ii) In neither $D_1$ nor $D_2$, both incident present edges of $v$ and $w$ are along $C_1$.

Note that under Condition 1., the present edges incident to $v$ in $D_1$ and $D_2$ are exactly the two incident edges of $v$ along $C_1$.

In Case (i), without loss of generality, assume that in $D_1$, both incident present edges of $v$ and $w$ are along $C_1$. Then we change the configurations of $D_1$ to alternate edges along some Type-I cycle $C_1'$ enclosing $e_1$, and obtain a configuration $D_1^{(1)}$. Here, $C_1'$ and $C_1$ are both Type-I cycles enclosing $e_1$, they may differ by a few triangles. Note that

$$d(D_1^{(1)}, D_2) = d(D_1, D_2) - 1,$$

since $e_1$ is enclosed in one more cycle in $D_1 \Delta D_2$ than $D_1^{(1)} \Delta D_2$.

In Case (ii), at $w$ both $D_1$ and $D_2$ occupy the same incident edge in $\mathbb{H}_\Delta$. Let $e_1, e_2, e_3$ be the three incident edges of $w$ in $\mathbb{H}$. Let $C_2$ and $C_3$ be two Type-I cycles enclosing $e_2$ and $e_3$, respectively. Let $w, v_2$ (resp. $w, v_3$) be the two endpoints of $e_2$ (resp. $e_3$). Again Case (i) or Case (ii) might occur with $C_1$ replaced by $C_2$.

In Case (ii), if Case (i) occurs when $C_1$ is replaced by $C_2$, without loss of generality, assume that in $D_2$, both incident edges of $v_2$ and $w$ are along $C_2$. Then we change configurations of $D_2$ to alternate edges along some Type-I cycle $C_2'$ enclosing $e_2$ and obtain a configuration $D_2^{(1)}$. Then we change configurations of $D_2^{(1)}$ to alternate edges along some Type-I cycle $C_1'$ enclosing $e_1$, and obtain a configuration $D_2^{(2)}$. We have

$$d(D_1, D_2^{(2)}) = d(D_1, D_2) - 2,$$

since $e_1$ and $e_2$ are enclosed in one more cycle in $D_1 \Delta D_2$ than $D_1 \Delta D_2^{(2)}$. 

In Case (ii), if Case (iii) occurs when $C_1$ is replaced by $C_2$, then at the vertex $v_2$, both $D_1$ and $D_2$ has the same incident present edge. Indeed, this implies that $e_1$, all the incident edges of $w$ and $v_2$ are enclosed by the original cycle $C$. We continue to explore the incident edges of $v_2$ other than $e_2$ until we find edge $e_k$ of $\mathbb{H}$, and a Type-I cycle $C_k$ surrounding $e_k$, such that Case (i) occurs when $C_1$ is replaced by $C_k$. This is always possible since $C$ is a finite cycle, we will finally find edges not enclosed by $C$ by the exploration process described above. Then we change configurations of $D_1$ or $D_2$ on finitely many Type-I cycles $C_k', C_{k-1}', \ldots, C'_1$, such that after the configuration change, $D_1$ becomes $D_1^{(i)}$, $D_2$ becomes $D_2^{(j)}$ and moreover,

$$d(D_1^{(i)} \Delta D_2^{(j)}) < d(D_1, D_2).$$

Here for $1 \leq s \leq k$, $C_s'$ is a Type-I cycle enclosing the same edge of $\mathbb{H}$ as $C_s$. \qed

**Lemma 3.4.** Let $C$ be a contractible cycle in $D_1 \Delta D_2$. If every vertex along $C$ satisfies Condition 2., then we can change configurations of $D_1$ or $D_2$ to alternate edges on finitely many Type-I and/or Type-II cycles, such that the distance of two new dimer configurations after the configuration change strictly decreases, compared to $d(D_1, D_2)$.

**Proof.** Now we assume that every vertex of $\mathbb{H}$ along $C$ satisfies Condition 2. Again let $v$ be a vertex of $S$ along $C$. Let $e_1 = \langle v, w \rangle$ be an edge of $\mathbb{H}$ in $S$. Let $C_1$ be a Type-I cycle enclosing $e_1$. Assume that the incident present edge of $v$ in $D_1$ is along $C_1$. The following cases might occur.

A. If the incident present edge at $w$ in $D_1$ is also along $C_1$, we can change configurations of $D_1$ along a Type-I cycle $C_1'$ enclosing $e_1$ to alternate edges, and obtain a new configuration $D_1^{(1)}$, such that

$$d(D_1^{(1)}, D_2) = d(D_1, D_2) - 1,$$

since $e_1$ is enclosed in one more cycles in $D_1 \Delta D_2$ than $D_1^{(1)} \Delta D_2$.

B. If the incident present edge at $w$ in $D_1$ is not along $C_1$, let $p_1$ be the incident present edge of $w$ in $D_1$. Let $p_1$ be the incident present edge of $w$ in $D_1$. Let $e_2 = \langle w, v_2 \rangle$ be an incident edge of $w$ in $\mathbb{H}$ enclosed by $C$. Note that we can always find such an $e_2$ that $e_2 \neq e_1$ because of the reasons listed below.

a. If $p_1$ is also present in $D_2$, then all the three incident edges of $w$ in $\mathbb{H}$ are enclosed by $C$.

b. If $p_1$ is not present in $D_2$, then $p_1 \in C$ and $w \in C$, since $C$ is a contractible cycle. Recall that $S$ forms an angle of size $\frac{4\pi}{3}$ at $w$, therefore two incident edges of $w$ are in $S$ and enclosed by $C$.

Let $C_2$ be a Type-I cycle enclosing $e_2$. Obviously we have $p_1 \in C_2$.

(I) If Case A. occurs when $(w, C_1)$ is replaced by $(v_2, C_2)$, then we rotate configurations in $D_1$ to alternate edges along Type-I cycles $C_1', C_2'$ (here $C_1', C_2'$ are Type-I cycles enclosing $e_1$, $e_2$, respectively), and obtain a new configuration $D_1^{(1)}$. We have

$$d(D_1^{(1)}, D_2) = d(D_1, D_2) - 2,$$
because the edges $e_1, e_2$ are enclosed in one more cycle in $D_1 \Delta D_2$ compared to $D_1^{(1)} \Delta D_2$.

(II) If Case A. does not occur when $(w, C_1)$ is replaced by $(v_2, C_2)$, we repeat the similar process. In general, we have an induction process. We make the following induction hypothesis.

- Assume that for $k \geq 2$, we find a sequence of distinct edges $e_1 = (v_0, v_1), e_1 = (v_1, v_2), \ldots, e_k = (v_{k-1}, v_k)$ enclosed by $C$. Let $C_i, 1 \leq i \leq k$, be a Type-I cycle enclosing $e_i$. Assume that for $1 \leq i \leq k-1$, the incident present edge of $v_i$ in $D_1$ is along $C_{i+1}$ but not along $C_i$.

  (i) If the incident present edge of $v_k$ in $D_1$ is along $C_k$, then we rotate configurations of $D_1$ along a sequence of Type-I cycles $C'_k, C'_{k-1}, \ldots, C'_i$ in order (here for $1 \leq i \leq k$, $C_i$ is a Type-I cycle enclosing $C_1$), and obtain a new configuration $D_1^{(1)}$, such that

$$d(D_1^{(1)}, D_2) = d(D_1, D_2) - k,$$

because $e_1, \ldots, e_k$ are enclosed in one more cycle in $D_1 \Delta D_2$ then $D_1^{(1)} \Delta D_2$.

(ii) If the incident present edge of $v_k$ in $D_1$ is not along $C_k$, then there is another edge $e_{k+1} = (v_k, v_{k+1}) \neq e_k$, such that $e_{k+1}$ is enclosed by $C$.

Indeed, let $p_k$ be the incident present edge of $v_k$ in $D_1$.

a If $p_k$ is also present in $D_2$, then all the three incident edges of $v_k$ in $H$ are enclosed by $C$. In this case, we choose $e_{k+1}$, such that $e_{k-1}, e_k, e_{k+1}$ are along the same face of $H$.

b If $p_k$ is not present in $D_2$, since $C$ is a contractible cycle, we have $v_k \in C$; because otherwise $C$ will enclose another cycle in $D_1 \Delta D_2$ passing through $v_k$. Recall that $S$ forms an angle of size $\frac{4\pi}{3}$ at $v_k$, two incident edges of $v_k$ are in $S$ and enclosed by $C$.

Since $C$ encloses finitely many edges in total, after finitely many steps, we will have

$$e_r = e_s, \text{ for } r > s,$$

where $r$ is the least integer such that (3.2) occurs. Moreover, no edges of $e_1, \ldots, e_r$ are boundary edges of $H_A$, because $C$ does not cross the boundary. The edges $e_s, e_{s+1}, \ldots, e_r$ form a cycle in $H$. If the cycle is not a face of $H$, by the induction process described above, we can find a cycle $C'$ in $D_1 \Delta D_2$ enclosed by the cycle $e_s, e_{s+1}, \ldots, e_r$, and therefore $C'$ is also enclosed by $C$. But this is not possible since $C$ is a contractible cycle in $D_1 \Delta D_2$. Moreover, the induction process above implies that we must have $s = 1$. Therefore $e_1, \ldots, e_6$ are edges of a face $f_1$ in $H$. Then we can rotate configurations of $D_1$ to alternate edges along a Type-II cycle enclosing $f_1$, and obtain a new configurations $D_1^{(1)}$ satisfying

$$d(D_1^{(1)}, D_2) = d(D_1, D_2) - 6,$$
becuase $e_1, \ldots, e_6$ are enclosed in one more cycle in $D_1 \Delta D_2$ than $D_1^{(1)} \Delta D_2$. This completes the proof.

\[\square\]

**Remark.** A Markov chain with transition matrix defined by (2.5) is not necessarily irreducible if its state space is the set of all 1-2 model configurations on a finite subgraph of a hexagonal lattice embedded in a surface other than the Euclidean plane $\mathbb{R}^2$, with certain boundary conditions. Here is an example. Let $\mathbb{H}_{C_n,\infty}$ be the hexagonal lattice embedded into an infinite cylinder with circumference $n$ and infinite height. Let $\mathbb{H}_{C_n,1}$ be its finite subgraph embedded into a cylinder with circumference $n$ and height 1. See Figure 6.3. Consider the boundary condition such that all the edges crossed by $\gamma_1$ are present, and all the edges crossed by $\gamma_2$ are absent. Then the two 1-2 model configurations in Figure 6.3 cannot be obtained by each other by movements described by (2) and (3).

![Figure 3.6. 1-2 model configurations on cylinder graph. The edges with arrows are identified. Edges crossed by dashed lines $\gamma_1$ and $\gamma_2$ are boundary edges. Thick lines represent present edges in configurations. The configurations on the two graphs cannot be obtained from each other by movements in (2) and (3).](image)

**Proposition 3.5.** Assume the local weights of the 1-2 model are given by $a, b, c > 0$; see Figure 2.1. The Markov chain defined by (2.5) is a reversible chain, whose stationary distribution is the probability measure on $\Omega_{\Lambda,b_\Lambda}$ for which the probability of a configuration is proportional to the product of local weights at each vertex. If $\Lambda = \Lambda_{m,n}$, then the distribution satisfying

\begin{equation}
\pi(\omega) \propto \prod_{v \in \Lambda} w(\omega_v), \ \omega \in \Omega_{\Lambda,b_\Lambda}
\end{equation}

on $\Omega_{\Lambda,b_\Lambda}$ is the unique stationary distribution.

**Proof.** Let $\pi$ be a measure satisfying (3.3) with local weights given by $a, b, c > 0$, and let $P$ be defined by (2.5). Then it is straightforward to check that the detailed balance equations hold

\[\pi(x)P(x,y) = \pi(y)P(y,x), \ \forall x, y \in \Omega_{\Lambda,b_\Lambda}.
\]

This shows that the chain is reversible with the distribution $\pi$ as its stationary distribution. The uniqueness of the stationary distribution follows from the irreducibility, see Proposition 3.1. \[\square\]
Proposition 3.6. The Markov chain defined by (2.5) is aperiodic.

Proof. By (2.5), we infer that for \( \omega, \omega' \in \Omega_{d, b} \), the transition matrix \( P \) satisfies
\[
\sum_{\omega'} P(\omega, \omega') = 1; \quad P(\omega, \omega') \geq 0; \quad P(\omega, \omega) \geq \frac{1}{2}.
\]
The aperiodicity follows from \( P(\omega, \omega) > 0, \) for all \( \omega \in \Omega_{d, b} \).

4. The Path Method and the Diameter Bound

In this section, we review the path method and the comparison theorem which relates the mixing time of the single site dynamics to the mixing time of the block dynamics for irreducible, reversible Markov chains; see Theorems 4.1-4.3. We also discuss a diameter lower bound for the mixing time; see Theorem 4.5.

Let \( \Omega \) be the state space. For a reversible transition matrix \( P \), define
\[
E = \{(x, y) \in \Omega^2 : P(x, y) > 0\}. \quad (4.1)
\]
Let \( x, y \in \Omega \). An \( E \)-path from \( x \) to \( y \) is a sequence \( \Gamma = (e_1, e_2, \ldots, e_m) \) of edges in \( E \), such that \( e_1 = (x, x_1), e_2 = (x_1, x_2), \ldots, e_m = (x_m, y) \) for some vertices \( x_1, \ldots, x_m, y \in \Omega \). The length of an \( E \)-path \( \Gamma \) is denoted by \( |\Gamma| \).

Let \( P \) and \( \tilde{P} \) be two reversible transition matrices with stationary distributions \( \pi \) and \( \tilde{\pi} \), respectively. Let
\[
Q(x, y) = \pi(x)P(x, y); \quad \tilde{Q}(x, y) = \tilde{\pi}(x)\tilde{P}(x, y). \quad (4.2)
\]
Supposing that for each \( (x, y) \in \tilde{E} \), there is an \( E \)-path from \( x \) to \( y \), choose one and denote it by \( \Gamma_{xy} \). Given such a choice of paths, define the congestion ratio \( B \) by
\[
B := \max_{e \in E} \left( \frac{1}{Q(e)} \sum_{\{x, y : e \in \Gamma_{xy}\}} \tilde{Q}(x, y)|\Gamma_{xy}| \right) \quad (4.3)
\]

Theorem 4.1. (The Comparison Theorem; see Theorem 13.23 of [9].) Let \( P \) and \( \tilde{P} \) be reversible transition matrices, with stationary distributions \( \pi \) and \( \tilde{\pi} \), respectively. If \( B \) is the congestion ratio for a choice of \( E \)-paths, as defined in (4.3), then
\[
\bar{\gamma} \leq \left[ \max_{x \in \Omega} \frac{\pi(x)}{\tilde{\pi}(x)} \right] B \gamma.
\]
Here \( \gamma = 1 - \lambda_2, \bar{\gamma} = 1 - \bar{\lambda}_2 \) are the spectral gaps for \( P, \tilde{P} \), respectively, and \( \lambda_2, \bar{\lambda}_2 \) are second largest eigenvalues for \( P, \tilde{P} \), respectively.

Theorem 4.2. (Theorem 12.3 of [9]) Let \( P \) be the transition matrix of a reversible, irreducible Markov chain with state space \( \Omega \), and let \( \pi_{\min} = \min_{x \in \Omega} \pi(x) \), then
\[
t_{\text{mix}}(\epsilon) \leq \log \left( \frac{1}{\epsilon \pi_{\min}} \right) t_{\text{rel}},
\]
where \( t_{\text{rel}} \) is the relaxation time given by
\[
t_{\text{rel}} = \frac{1}{\gamma_*}.
\]
and \( \gamma_* \) is the absolute spectral gap defined by
\[
\gamma_* = 1 - \lambda_* \\
\lambda_* = \max\{|\lambda|: \lambda \text{ is an eigenvalue of } P, \lambda \neq 1\}.
\]

Exercise 12.3 of [9] shows that if a chain is lazy, then all the eigenvalues of its transition matrix is nonnegative, and therefore \( \gamma_* = \gamma \).

**Theorem 4.3.** (Theorem 12.4 of [9]) For a reversible, irreducible, and aperiodic Markov chain
\[
t_{\text{mix}} \geq (t_{\text{rel}} - 1) \log \left( \frac{1}{2\epsilon} \right).
\]

**Theorem 4.4.** Let \( P \) be a transition matrix on a metric space \((\Omega, \rho)\), where the metric \( \rho \) satisfies \( \rho(x, y) \geq 1\{x \neq y\} \). Suppose, for all states \( x \) and \( y \), there exists a coupling \((X_1, Y_1)\) of \( P(x, \cdot) \) with \( P(y, \cdot) \) that contracts \( \rho \) on average, i.e., which satisfies
\[
E_{x, y} \rho(X_1, Y_1) \leq e^{-\alpha} \rho(x, y),
\]
for some \( \alpha > 0 \). Let
\[
D_{\rho}(\Omega) := \max_{x, y \in \Omega} \rho(x, y),
\]
then we have
\[
t_{\text{mix}}(\epsilon) \leq \left\lceil \frac{\log(D_{\rho}(\Omega)) + \log(\frac{1}{\epsilon})}{\alpha} \right\rceil.
\]

**Proof.** See Section 14 of [9]. \(\square\)

Next we discuss a diameter lower bound on the mixing time. Given a transition matrix \( P \) on \( \Omega \), construct a graph with vertex set \( \Omega \) and which includes the edge \( \{x, y\} \) for all \( x \) and \( y \) with \( P(x, y) + P(y, x) > 0 \). Define the **diameter** of a Markov chain to be the diameter of this graph, that is, the maximal graph distance between distinct vertices.

**Theorem 4.5.** Let \( P \) be an irreducible and aperiodic transition matrix with diameter \( L \), then for any \( \epsilon < \frac{1}{2} \)
\[
t_{\text{mix}}(\epsilon) \geq \frac{L}{2}.
\]

**Proof.** See Section 7.1.2 of [9]. \(\square\)

### 5. Mixing Time for the 1-2 Model on a \( k \times n \) Rectangle

In this section, we prove Theorem 2.3.

Let \( \Lambda_{k,n}, b_{k,n} \) be given as in Theorem 2.3. Let \( F \) be the set of faces of \( \Lambda_{k,n} \). Assume that the vertices in \( \Lambda_{k,n} \) are labeled by ordered pairs of integers \((p, q)\) satisfying \( 1 \leq p \leq k \) and \( 1 \leq q \leq n \). See Figure 5.1 for an example.

Assume that both \( n \) and \( \ell \) are even. For \( 1 \leq j \leq \frac{\ell}{2} \), define the \( j \)th block to be the vertex set
\[
V_j = \{(p, q) : 1 \leq p \leq k, 1 \leq q \leq 2j\}.
\]
Figure 5.1. A rectangular hexagonal lattice $\Lambda_{3,6}$. Dashed edges are boundary edges; dotted lines are boundaries separating different $G_i$’s.

For $\frac{n}{2} + 1 \leq j \leq n - \frac{n}{2}$, define the $j$th block to be the vertex set

$$V_j = \{(p, q) : 1 \leq p \leq k, j - \frac{n}{2} + 1 \leq p \leq j + \frac{n}{2}\}.$$

For $n - \frac{n}{2} + 1 \leq j \leq n$, define the $j$th block to be the vertex set

$$V_j = \{(p, q) : 1 \leq p \leq k, 2j - n - 1 \leq q \leq n\}.$$

Let $E_j$ be the set of edges whose both endpoints are in $V_j$.

The block dynamics for the 1-2 model on $\Lambda_{k,n}$ is the Markov chain defined as follows. A block $V_i$ is picked uniformly at random among the $n$ blocks, and the configuration $\sigma$ is updated according to the measure $\pi$ on 1-2 model configurations satisfying (3.3) and conditioned to agree with $\sigma$ everywhere outside $E_i$. More precisely, let $\Omega_{\Lambda_{k,n},b_{k,n}} \subset \{0, 1\}^E$ be the set of all 1-2 model configurations on $\Lambda_{k,n}$ with the admissible boundary condition $b_{k,n}$, and let

$$\Omega_{\sigma,E_i} = \{\tau \in \Omega_{\Lambda_{k,n},b_{k,n}} : \tau(e) = \sigma(e) \text{ for all } e \notin E_i\}$$

be the set of configurations agreeing with $\sigma$ outside $E_i$. Define the transition matrix

$$P_{E_i}(\sigma, \tau) = \pi(\tau|\Omega_{\sigma,E_i}).$$

The block dynamics has transition matrix

$$(5.1) \quad \tilde{P} := \frac{1}{n} \sum_{i=1}^{n} P_{E_i}.$$

It is straightforward to check the following lemma.
Lemma 5.1. The block dynamics with transition matrix defined by (5.1) is an irreducible, reversible, aperiodic Markov chain whose stationary distribution is the distribution $\pi$ satisfying (3.3) on $\Omega_{k,n}^{b_k,n}$.

We will apply the comparison theorem, which requires that we define for each block move from $\sigma$ to $\tau$, a sequence of single site moves from $\sigma$ and ending at $\tau$.

Let $\sigma, \tau \in \Omega_{k,n}^{b_k,n}$, such that $\sigma$ and $\tau$ differ only in $E_i$. Let $\mathbb{H}_{\Delta, k,n}$ be a $k \times n$ rectangular subgraph the decorated graph $\mathbb{H}_{\Delta}$ corresponding to $\Lambda_{k,n}$. Let $D_{\sigma}$ (resp. $D_{\tau}$) be the dimer configuration on $\mathbb{H}_{\Delta, k,n}$ corresponding to $\sigma$ (resp. $\tau$). Assume that $\ell \gg k$.

We have

$$d(D_{\sigma}, D_{\tau}) \leq C_1(k)\ell, \quad \forall \sigma, \tau \in \Omega.$$  \hspace{1cm} (5.2)

where $C_1(k)$ is a constant depending only on $k$, and $d(D_{\sigma}, D_{\tau})$ is the distance of $D_{\sigma}$ and $D_{\tau}$ as defined in (3.1). Using the process as in the proof of Proposition 3.1, we find a path

$$\sigma(=\sigma_0), \sigma_1, \ldots, \sigma_k(=\tau),$$

such that $\sigma_i$ and $\sigma_{i+1}$ ($0 \leq i \leq k - 1$) differ at exactly one edge or one face, as described in (2) or (3). Note that

$$|\Gamma_{\sigma\tau}| \leq C_1(k)\ell,$$

by (5.2). For these paths we must bound the congestion ratio defined by (4.3).

Let $\xi = (\sigma_0, \tau_0)$, where $\sigma_0$ and $\tau_0$ agree everywhere except at an edge $e$ or a face $f$, as described in (2) or (3). Let $Q(\xi), \tilde{Q}(\xi)$ be defined as in (4.1), (4.2), respectively.

We have

$$R_{\xi} := \frac{1}{Q(\xi)} \sum_{\{\sigma, \tau : \xi \in \Gamma_{\sigma\tau}\}} \pi(\sigma) \tilde{P}(\sigma, \tau)|\Gamma_{\sigma\tau}|$$

$$\leq C_1(k)\ell \sum_{\{\sigma, \tau : \xi \in \Gamma_{\sigma\tau}\}} \frac{1}{n} \sum_{i=1}^{n} \frac{\tilde{P}_{E_i}(\sigma, \tau)\pi(\sigma)}{P(\sigma_0, \tau_0)\pi(\sigma_0)},$$

where $\pi$ is the distribution on $\Omega_{k,n}^{b_k,n}$ in which the probability of a configuration in proportional to the product of local weights at each vertex, and the local weights are given by $a, b, c > 0$. Since $\sigma$ and $\sigma_0$ differ in at most one block, we have

$$\left(\frac{\min\{a, b, c\}}{\max\{a, b, c\}}\right)^{2lk} \leq \frac{\pi(\sigma)}{\pi(\sigma_0)} \leq \left(\frac{\max\{a, b, c\}}{\min\{a, b, c\}}\right)^{2lk}$$

Let

$$M := \max_{1 \leq i \leq n}|E_i| \leq C_2(k)\ell$$

$$M^* = \max\{\max_{e \in E_{n,k}}|\{i, e \in E_i\}|, \max_{f \in F}|\{i : f \subseteq E_i\}|\} \leq C_2(k)\ell,$$

where $C_2(k) > 0$ is a constant depending only on $k$; by $f \subseteq E_i$ we mean every edge of the face $f$ is in $E_i$. We have

$$\frac{P_{E_i}(\sigma, \tau)}{P(\sigma_0, \tau_0)} = \frac{2(|E_{n,k}| + |F_{n,k}|\{\max\{a, b, c\}\}^2}{\min\{a, b, c\}} \pi(\tau|\Omega_{\sigma, E_i}),$$

where $|E_{n,k}|$ and $|F_{n,k}|$ denote the number of edges and faces, respectively, in $\mathbb{H}_{\Delta, k,n}$.
where \( P(\sigma_0, \tau_0) \) is defined by (2.5), \(|E_{\Lambda,n,k}| \) (resp. \(|F_{\Lambda,n,k}|\)) is the number of edges (resp. faces) in \( \Lambda_{n,k} \). Hence we have
\[
R_\xi \leq \frac{C_1(\ell)}{n} \sum_{\{\sigma, \tau, \xi \in \Gamma_{\sigma,\tau}\}} \sum_{i=1}^n 2(|E_{\Lambda,n,k}| + |F_{\Lambda,n,k}|) \pi(\tau | \Omega_{\sigma,E_i}) \left( \frac{\max\{a, b, c\}}{\min\{a, b, c\}} \right)^{2k+1} \times \left( \sum_{\sigma, \tau, \xi \in \Gamma_{\sigma,\tau}} \pi(\tau | \Omega_{\sigma,E_i}) \right)
\]
(5.3)
\[
\leq \frac{2C_1(\ell)(|E_{\Lambda,n,k}| + |F_{\Lambda,n,k}|)}{n} \left( \frac{\max\{a, b, c\}}{\min\{a, b, c\}} \right)^{2k+1} \left[ \sum_i 1_{\{e \in E_i \text{ or } f \subseteq E_i\}} \right]
\]
(5.4)
\[
\leq C_3(\ell) \ell^2 C_4^{C_5(\ell)},
\]
where \( C_3(\ell), C_4(\ell) \) are constants depending only on \( k \), and \( C_5 \) is a constant depending on \( a, b, c \) and independent of \( k \).

Thus we have the following lemma

**Lemma 5.2.** Let \( \gamma_B \) (resp. \( \gamma \)) be the spectral gap for the block (single-edge or single face) dynamics of the 1-2 model on the \( n \times k \) box \( \Lambda_{n,k} \) of the hexagonal lattice \( H \) with transition matrix \( \tilde{P} \) (resp. \( P \)) defined by (5.1) (resp. (2.5)), then
\[
\gamma_B \leq C_3(\ell) \ell^2 C_5^{C_4(\ell)} \gamma,
\]
where \( C_3(\ell), C_4(\ell) \) are constants depending only on \( k \), and \( C_5 \) is a constant depending on \( a, b, c \) and independent of \( k \).

**Proof.** The lemma follows from Theorem 4.1 and (5.4). \( \square \)

Recall that for the Markov chain with transition matrix defined by (2.5), the spectral gap is the same as the absolute spectral gap; see Proposition 3.6. Let \( t_{mix} \) (resp. \( t_{rel} \)) be the mixing time (resp. relaxation time) for the Markov chain with transition matrix defined by (2.5) and state space \( \Omega_{\Lambda_{k,n},b_{k,n}} \). Then by Lemma 5.2 and Theorem 4.2, we have
\[
t_{mix}(\ell) \leq \log \left( \frac{1}{\epsilon \min_{\omega \in \Omega_{\Lambda_{k,n},b_{k,n}}} \pi(\omega)} \right) t_{rel}
\]
(5.5)
\[
\leq C_3(\ell) \ell^2 C_4^{C_5(\ell)} \ell \log \left( \frac{1}{\epsilon \min_{\omega \in \Omega_{\Lambda_{k,n},b_{k,n}}} \pi(\omega)} \right) \frac{1}{\gamma_B},
\]
(5.6)
where \( \pi(\cdot) \), as before, is a probability measure on \( \Omega_{\Lambda_{k,n},b_{k,n}} \), where the probability of a 1-2 model configuration is proportional to the product of local weight on each vertex.

If a block \( V_j \) is selected, we will apply a sequential method of updating as follows. When \( \ell \) is even, we divide the block \( V_j \) into \( \frac{\ell}{2} \) different sub-blocks: \( G_{j,1}, \ldots, G_{j,\frac{\ell}{2}} \), such that each \( G_{j,i}(1 \leq i \leq \frac{\ell}{2}) \) is of size \( 2 \times k \), see Figure 5.1, where different \( 2 \times k \) columns are separated by dotted lines. If the block has less than \( \ell \) columns, we still divide the block into sub-blocks, each of which has size \( 2 \times k \).

For \( 1 \leq i < \frac{\ell}{2} \), let \( \gamma_{j,i} \) be the random variable denoting the states of all edges in \( G_{j,i} \), as well as the states of all edges connecting \( G_{j,i} \) and \( G_{j,i+1} \). Let \( \gamma_{j,\frac{\ell}{2}} \) be the random variable
denoting the states of all the edges in $G_{j, \ell}$, as well as the states of all the edges connecting $G_{j, \ell}$ and $G_{j+\ell,1}$. The conditional distribution of $\gamma_{j,i+1}$, given $(\gamma_{j,1}, \ldots, \gamma_{j,i})$ and $\gamma_{j+i,1}$ depends only on $\gamma_{j,i}$ and $\gamma_{j+i,1}$. Therefore given $\gamma_{j-\ell,\ell}$ and $\gamma_{j+\ell,1}$, the sequence $(\gamma_{j,i})_{i=1}^{\ell}$ is a time-inhomogeneous Markov chain. If a block $V_j$ is selected to be updated in the block dynamics, the update can be realized by running this chain.

We now describe how to couple the block dynamics started from $\sigma$, with the block dynamics started from $\tau$, in the case that $\sigma$, $\tau$ differ at only one edge $e$ or only one face $f$, as described in (2) and (3). Always select the same block to update the two chains. Once a block $V_j$ is selected, the block $V_j$ is updated sub-block by sub-block from the first sub-block $G_{j,1}$ to the last sub-block $G_{j,\ell}$. When updating the sub-block $G_{j,1}$, it is updated from the conditional distribution given the configurations in $G_{j-\ell,\ell}$ and $G_{j+\ell,1}$. For $2 \leq i \leq \ell$, the sub-block $G_{j,i}$ is updated from the conditional distribution given the configurations $G_{j,i-1}$ and $G_{j+\ell,1}$. If in $\sigma$ and $\tau$, the configurations $G_{j,i-1}$ and $G_{j+\ell,1}$ are the same, then in the sub-block $G_{j,i}$, the two chains are updated together, i.e. after the update, in the sub-block $G_{j,i}$, the two chains have the same configuration.

If a block is selected which contains the edge $e$ or the face $f$, then the two chains can be updated together, and the difference of $\sigma$ and $\tau$ can be eliminated. The difficulty occurs when

A. $e$ is incident to exactly one vertex in the selected block; or
B. at least one vertex in $f$ is in the selected block and at least one vertex in $f$ is outside the selected block.

We consider Case A. first. Assume that a block $V_j$ is selected. We will update the sub-blocks starting from the sub-block that is incident to the edge $e$, and label the sub-block by $G_{j,1}$. We make the following claim

**Claim 5.3.** Whatever the states of the edges connecting $G_{j,i-1}$ and $G_{j,i}$ and the edges connecting $G_{j,i}$ and $G_{j,i+1}$ are, there is always a strictly positive probability that on all the edges connecting two points of $G_{j,i}$, $\sigma$ and $\tilde{\sigma}$ have the same states.

To see why Claim 5.3 is true, consider the sub-block in Figure 5.1 bounded by $L_1$ and $L_2$. An interior edge of the block is an edge whose both endpoints are in the sub-block. It is not hard to see that the specific configuration on all the interior edges of the sub-block except for $e_1$ and $e_2$ as illustrated in Figure 5.1 can be extended to a 1-2 model configuration with any boundary configurations of the sub-block. Therefore whatever the states of the edges crossing $L_1$ and $L_2$ are, there is always a strictly positive probability that on all the interior edges except $e_1$ and $e_2$ have the same states. The interior edges $e_1$ and $e_2$ are special since both of them has an endpoint incident to two boundary edges of the sub-block. If with probability 1, $e_1$ (resp. $e_2$) has different states in $\sigma$ and $\tilde{\sigma}$, then both boundary edges incident to $e_1$ (resp. $e_2$) are present in $\sigma$ and absent in $\tilde{\sigma}$; or both boundary edges incident to $e_1$ (resp. $e_2$) are absent in $\sigma$ but present in $\tilde{\sigma}$. But this is impossible since by assumption $\sigma$ and $\tilde{\sigma}$ have the same state on the boundary edge of $\Lambda_{k,n}$ which is also incident to $e_1$. 
Let $C_5(k) > 0$ be a lower bound for the probability that all the edges in a sub-block have the same states in $\sigma$ and $\tilde{\sigma}$; where the lower bound is taken over all the possible states of edges connecting $G_{j,i-1}$ and $G_{j,i}$, and edges connecting $G_{j,i}$ and $G_{j,i+1}$.

Now we compute the expected number of vertices in the block $V_j$ where the two updates disagree. For $1 \leq i \leq \ell$, if there exists a difference of configurations between the two updates in the $i$th sub-block $G_{j,i}$, then there is difference between the two updates in each one of the 1st, 2nd, ..., and $(i-1)$th sub-block updated before the update of $G_{j,i}$. Hence we have

$$P(\# \text{ of vertices in } V_j \text{ such that the two updates disagree } \geq ik) \leq (1 - C_5(k))^i.$$ 

Therefore the expected number of vertices in the block $V_j$ where the two updates disagree is bounded by $C_6(k)$, where $C_6(k) > 0$ is a constant depending only on $k$, but independent of $\ell$.

Let $\rho(\sigma, \tau)$ be the number of edges with different states in $\sigma$ and $\tau$. First let us treat the case when $\sigma$ and $\tau$ differ at exactly one edge $e$. Then $\rho(\sigma, \tau) = 1$. Let $(X_1, Y_1)$ be the pair of configurations obtained after one step of coupling. Since $\ell$ of the $n$-blocks will contain the edge $e$; and two of the blocks contain exactly one endpoint of $e$, we have

$$E_{\sigma, \tau} \rho(X_1, Y_1) \leq 1 - \frac{\ell}{2n} + \frac{2C_6(k)}{n}.$$ 

If we choose $\ell = 4C_6(k) + 2$, then

$$E_{\sigma, \tau} \rho(X_1, Y_1) \leq 1 - \frac{1}{n} \leq e^{-\frac{1}{n}},$$ 

for $\sigma, \tau$ with $\rho(\sigma, \tau) = 1$.

Now let us treat the case when $\sigma$ and $\tau$ differ at exactly one face, as described in (3) of Section 2.2; see also Figure 2.3. Now $\rho(\sigma, \tau) = 6$. There are at least $\ell - 6$ blocks containing every vertex of the face, and at most 6 blocks containing some vertices of the face, but not all the vertices of the face. Using the same arguments as above, we have

$$E_{\sigma, \tau} \rho(X_1, Y_1) \leq 1 - \frac{\ell - 6}{2n} + \frac{6C_6(k)}{n}.$$ 

Therefore by choosing $\ell$ sufficiently large, we obtain

$$E_{\sigma, \tau} \rho(X_1, Y_1) \leq e^{-\frac{1}{n}} \rho(\sigma, \tau).$$ 

Recall the following theorem

**Theorem 5.4.** (Theorem 13.1 of [9]; see also [2]) Let $\Omega$ be a metric space with metric $\rho$, and let $P$ be the transition matrix of a Markov chain with state space $\Omega$. Suppose there exists a constant $\theta < 1$ such that for each $x, y \in \Omega$, there exists a coupling $(X_1, Y_1)$ of $P(x, \cdot)$ and $P(y, \cdot)$ satisfying

$$E_{x,y}(\rho(X_1, Y_1)) \leq \theta \rho(x, y).$$ 

If $\lambda \neq 1$ is an eigenvalue of $P$, then $|\lambda| \leq \theta$. In particular, the absolute spectral gap satisfies

$$\gamma_* \geq 1 - \theta.$$
By (5.7), and Theorem 5.4, we have

$$\gamma_B \geq \gamma_{B,*} \geq 1 - \epsilon \frac{1}{n} \geq \frac{1}{n},$$

where $\gamma_B$ is the spectral gap for the block dynamics, and $\gamma_{B,*}$ is the absolute spectral gap for the block dynamics. Since

$$\log \left( \frac{1}{\epsilon \min_{\omega \in \Omega_{k,n,b,k,n}} \pi(\omega)} \right) \leq C(k, \epsilon)n,$$

By (5.6), (5.8), (5.9), we have

$$t_{mix} \leq C_7(k)n^2,$$

for the Markov chain described by (2.5). Moreover, by Theorem 4.5, we have

$$t_{mix} \geq B(k)n,$$

where $B(k)$ is a constant depending on $k$ but is independent of $n$. This completes the proof of Theorem 2.3.

We can also consider the mixing time of the block dynamics with transition matrix given by (5.1). The following theorem holds.

**Theorem 5.5.** Let $\tilde{P}$ defined by (5.1) be the transition matrix for the block dynamics of 1-2 model configurations on $\Omega_{k,n,b,k,n}$, then

$$B'(k)n \leq \tilde{t}_{mix} \leq C'(k)n \log n,$$

where $B'(k) > 0$, $C'(k) > 0$ are positive constants depending only on $k$ and independent of $n$, and $\tilde{t}_{mix}$ is defined by (2.1) with respect to $\tilde{P}$.

**Proof.** The upper bound $B'(k)n$ is obtained following Theorem 4.4, and the lower bound is obtained following Theorem 4.5. □

6. **Mixing Time for the 1-2 Model on an $n \times n$ Box**

In this section, we prove Theorem 2.4. We first prove the spatial mixing of the Gibbs measures for the uniform 1-2 model in Section 6.1, then we introduce the block dynamics in Section 6.2. The spatial mixing of the Gibbs measures implies the fast mixing of the block dynamics; the comparison theorem and the fast mixing of the block dynamics imply the fast mixing of single site dynamics.

6.1. **Spatial mixing of Gibbs measures for the 1-2 model.** Let $\Lambda = (V_\Lambda, E_\Lambda)$ be a finite subgraph of the hexagonal lattice $\mathbb{H}$. A 1-2 model configuration on $\Lambda$ can be considered as a spin system $\{\sigma_e\}_{e \in E_\Lambda}$,

1. for each $e \in E_\Lambda$, $\sigma_e \in \{\pm 1\}$;
2. let $e_1, e_2, e_3$ be the three incident edges of a vertex $v$, then

$$\sigma_{e_1} + \sigma_{e_2} + \sigma_{e_3} \in \{\pm 1\}.$$
Indeed, an edge $e$ is present in a 1-2 model configuration if and only if $\sigma_e = 1$. Condition (2) ensures that each vertex has one or two incident present edges in the 1-2 model configuration.

A Kagome lattice ([3,6,3,6] lattice) can be constructed from the hexagonal lattice $\mathbb{H}$ as follows. Place a vertex of the Kagome lattice at the center of each edge of $\mathbb{H}$; two vertices of the Kagome lattice are adjacent, or joined by an edge of the Kagome lattice, if and only if they are at the centers of two edges of $\mathbb{H}$ sharing a vertex. See Figure 6.1. We can consider the 1-2 model on $\mathbb{H}$ as a spin system with spins located on vertices of the Kagome lattice with nearest neighbor interactions. In particular the vertex set of a Kagome lattice is in one-to-one correspondence with the edge set of the hexagonal lattice.

Let $e_1, e_2, e_3$ be three incident edges of a vertex $v$ of $\mathbb{H}$. The potential is given by

$$U_{e_1, e_2, e_3}(\sigma_{e_1}, \sigma_{e_2}, \sigma_{e_3}) = -\log (1 + A\sigma_{e_1}\sigma_{e_2} + B\sigma_{e_1}\sigma_{e_3} + C\sigma_{e_2}\sigma_{e_3}),$$

where

$$A = \frac{a - b - c}{a + b + c}, \quad B = \frac{b - a - c}{a + b + c}, \quad C = \frac{c - a - b}{a + b + c}.$$ 

Such a correspondence between 1-2 model on $\mathbb{H}$ with local weights $a, b, c$ and spin system was introduced in [6]; see also [5].

The Hamiltonian for 1-2 model configurations on $\Lambda$, with boundary condition $\tau$, is defined by

$$H_\tau^\Lambda(\sigma) = \sum_{v \in \Gamma_\Lambda} U_{Dv}(\sigma_{e_1^v}, \sigma_{e_2^v}, \sigma_{e_3^v}),$$

where $Dv = \{e_1^v, e_2^v, e_3^v\}$ is the set consisting of three incident edges of $v$ in the hexagonal lattice $\mathbb{H}$, and the spins on edges joining one vertex in $\Lambda$ and one vertex outside $\Lambda$ have states given by the boundary condition $\tau.$

![Figure 6.1. The Kagome lattice ([3,6,3,6] lattice) and the hexagonal lattice. The Kagome lattice is represented by black lines, while the hexagonal lattice is represented by dashed lines.](image)

A finite-volume Gibbs measure on $\Lambda$ with boundary condition $\tau$ is the probability distribution on $\{0, 1\}^{E_n}$ defined by

$$\mu_\Lambda^\tau(\sigma) = \frac{e^{-H_\Lambda^\tau(\sigma)}}{Z},$$

where $Z$ is a normalizing constant called the partition function, which depends on the boundary condition $\tau$. It is proved in [6] that the measure defined by (6.2) is exactly the probability measure on 1-2 model configurations under which the probability of a configuration is proportional to the product of weights of local configurations.

Let $\Delta$ be a finite subgraph of $\Lambda$. Let $\mu_{\Lambda,\Delta}^\tau$ be the marginal distribution of $\mu_\Lambda^\tau$ restricted on events depending only on states of edges in $\Delta$.

**Definition 6.1.** Let $\Lambda$ be a finite subgraph of $\mathbb{H}$, and let $\tau, \tau'$ be two admissible boundary conditions for 1-2 model configurations on $\Lambda$ such that $\tau$ and $\tau'$ differ at a finite set of edges $E_{\tau\tau'}$ satisfying $|E_{\tau\tau'}| \leq 6$. Gibbs measures for 1-2 model configurations on $\Lambda$ are strong mixing if for any $\Delta \subset \Lambda$,

$$\max_{\tau, \tau'} \|\mu_{\Lambda,\Delta}^\tau - \mu_{\Lambda,\Delta}^\tau\|_{TV} \leq C e^{-\gamma \text{dist}(\Delta, E_{\tau\tau'})},$$

where $C, \gamma > 0$ are constants independent of $\Delta$, $\| \cdot \|_{TV}$ is the total variation distance of two probability measures, and the superscript * denotes that we maximize over those pairs $\tau, \tau'$ which agree off $E_{\tau\tau'}$, i.e. which satisfy $\tau(e) = \tau'(e)$, for $e \in \partial \Lambda \setminus E_{\tau\tau'}$.

The strong mixing condition for the 1-2 model is defined analogously to the strong mixing condition for a general (unconstrained) spin system; see also [13, 12].

**Definition 6.2.** Let $n \in \mathbb{N}$ and $\epsilon > 0$. Let $\Lambda_n$ be the $n \times n$ box of the hexagonal lattice $\mathbb{H}$ centered at the origin. Let $B(n)$ be the set consisting of all the admissible boundary conditions for $\Lambda_n$. Let $F(n, \epsilon)$ be the condition that

$$\max_{\tau, \tau' \in B(3n)} \|\mu_{\Lambda_n,\Lambda_n}^\tau - \mu_{\Lambda_n,\Lambda_n}^\tau\|_{TV} + 2 \max_{\tau, \tau' \in B(n)} \|\mu_{\Lambda_n,M_1(\Lambda_n)}^\tau - \mu_{\Lambda_n,M_1(\Lambda_n)}^\tau\|_{TV} + 2 \max_{\tau, \tau' \in B(n)} \|\mu_{\Lambda_n,M_2(\Lambda_n)}^\tau - \mu_{\Lambda_n,M_2(\Lambda_n)}^\tau\|_{TV} < \epsilon,$$

where * (resp. **) denotes that the maximum is taken over those pairs $\tau, \tau'$ with $\tau = \tau'$ on the NW and SE boundaries (resp. NE and SW) of $\Lambda_n$, and $M_1(\Lambda_n)$ (resp. $M_2(\Lambda_n)$) is the central line of $\Lambda_n$ parallel the the NE (resp. NW) boundary.

**Theorem 6.3.** Let $G$ be a connected component of the graph obtained from the square grid by joining each vertex $(p, q) \in \mathbb{Z}^2$ with 16 vertices $(p, q \pm 2), (p \pm 1, q \pm 2), (p \pm 2, q \pm 2), (p \pm 2, q \pm 1)$. Let $v_k$ be the number of $k$-step self-avoiding walks on $G$ starting from $(0, 0)$. Let $\nu$ be the connective constant for $G$ defined by $\nu = \lim_{k \to \infty} v_k^{1/k}$. If there exists $N$, such that $F(N, \nu^{-1})$ holds, then the strong mixing condition holds for Gibbs measures on sufficiently large box $\Lambda_n$ with constants $C, \gamma$ independent of $n$.

**Proof.** The theorem can be proved using the same technique as in the proof of Proposition 1(a) of [18]. The major difference between the our setting and the setting in [18] is that our potential function defined by (6.1) may take the value $\infty$, due to the constraint that
Figure 6.2. A $\Lambda_n$ box in the center of a $\Lambda_{3n}$ box when $n = 1$. The $\Lambda_1$ box is bounded by the red line; and the $\Lambda_3$ box is bounded by the red line. The boundary condition of $\Lambda_3$ box is given by the configurations on all the vertices outside $\Lambda_3$.

Figure 6.3. The green line represents the central line $M_1(\Lambda_3)$ parallel to the northeastern boundary. The labeled vertices are vertices with the same configurations for $\tau$ and $\tau'$ when computing $\max_{\tau,\tau'}^\ast$.

one or two incident edges are present at each vertex; and we are working on a 2D Kagome lattice instead of a square grid. However, the techniques used in [18] work in our setting as well. We briefly sketch the proof here.

Let $\Lambda_n$ be an $n \times n$ box of the hexagonal lattice. Assume that $n = (2k + 1)\ell$; where $k, \ell > 0$ are positive integers. We first divide the $n \times n$ box into $k^2$ rooms, each of which has size $\ell \times \ell$, as well as length $\ell$ corridors joining different rooms, or joining rooms with the boundary $\partial \Lambda_n$; see Figure 6.4.

For two boundary conditions $\tau$ and $\tau'$ different in at most 6 edges, we shall construct a coupling $(\alpha, \alpha')$, such that both $\alpha$ and $\alpha'$ are random 1-2 model configurations on $\Lambda_n$; $\alpha$ has the distribution $\mu_{\Lambda_n}^\tau$, and $\alpha'$ has the distribution $\mu_{\Lambda_n}^{\tau'}$, where $\mu_{\Lambda_n}^\tau$ (resp. $\mu_{\Lambda_n}^{\tau'}$) is the probability measure for 1-2 model configurations on $\Lambda_n$ conditional on the boundary condition $\tau$ (resp. $\tau'$), such that the probability of a configuration is proportional to the products of local weights at each vertex; and the local weights are given by $a, b, c > 0$. Each time we update the configurations either in a room or in a corridor. Index all the rooms by
positives integers $1, 2, \ldots, k^2$. Two rooms are adjacent if they are joined by a corridor. Two rooms are *-adjacent if they are joined by a path consisting of two non-parallel corridors and a room in between. We first find the rooms with least distance to the edges where $\tau$ and $\tau'$ disagree, and then identify the one with least index among these rooms; denote the room identified by $R_1$. Sample $\alpha$ and $\alpha'$ in $R_1$ according to the distribution $\mu_{\Lambda_n}$ and $\mu'_{\Lambda_n}$, respectively. If $\alpha \neq \alpha'$ in $R_1$, mark the room as “bad”. If $\alpha = \alpha'$ in this room, sample $\alpha$ and $\alpha'$ in the four corridors incident to $R_1$ conditional on $\tau \cup \alpha(R_1)$ and $\tau' \cup \alpha'(R_1)$, respectively. If $\alpha = \alpha'$ in all the four corridors, declare $R_1$ to be “good”; otherwise declare $R_1$ to be “bad”.

A room is called blank if it hasn’t been declared to be “good” or “bad”. We continue to update $\alpha$ and $\alpha'$ on blank rooms until there are no blank rooms *-adjacent to bad rooms. Otherwise we update $\alpha$ and $\alpha'$ in the room with least index and *-adjacent to a bad room by similar process as above, conditional on $\tau \cup \alpha_s$ and $\tau' \cup \alpha'_s$ respectively, where $\alpha_s$ and $\alpha'_s$ denote the configurations updated already up to now in $\alpha$ and $\alpha'$. We then declare the room to be either “good” or “bad” according to the same criterion as above.

When there are no blank rooms *-adjacent to bad rooms, we update $\alpha$ and $\alpha'$ together in the remaining blank rooms according to the same distribution; in particular, we always assign $\alpha = \alpha'$ in all the remaining blank rooms and their incident corridors that haven’t been explored yet. Finally we update $\alpha$ and $\alpha'$ on all the connected components of $\Lambda_n$ that haven’t been explored yet conditional on $\tau \cup \alpha_s$ and $\tau' \cup \alpha'_s$, respectively.

Let $\Delta$ be a finite subset of $\Lambda_n$. Let $\mu_{\Lambda_n, \Delta}^\tau$ (resp. $\mu_{\Lambda_n, \Delta}^\tau'$) be the probability measure of 1-2 model configurations on $\Delta$ conditional on the boundary condition $\tau$ (resp. $\tau'$) on $\partial \Lambda_n$. 

---

**Figure 6.4.** Rooms and Corridors. The largest rhombus represents the $n \times n$ box of $\Lambda_n$ of $\mathbb{H}$; each small rhombus inside $\Lambda_n$ represents a $\ell \times \ell$ room; and corridors are represented by the line segments joining different rooms or joining a room to the boundary $\partial \Lambda_n$. 

---
Then
\[
\|\mu_{\Lambda_n,\Delta}^\ell - \mu_{\Lambda_n,\Delta}^\ell'\|_{TV} \leq \Pr(\alpha(\Delta) \neq \alpha'(\Delta)).
\]
where \(\Pr\) denotes the probability of an event.

A *-path is a sequence of rooms \(r_1, r_2, \ldots, r_j\) such that for \(1 \leq i \leq j - 1\), \(r_i\) and \(r_{i+1}\) are *-adjacent. A **-path is a sequence of rooms \(s_1, \ldots, s_t\) such that for \(1 \leq i \leq t - 1\), \(s_i\) and \(s_{i+1}\) are not *-adjacent but both are *-adjacent to a common room \(u_i\). By the coupling process above, if \(\alpha(\Delta) \neq \alpha'(\Delta)\), then there exists a *-path consisting of bad rooms joining the edges where \(\tau \neq \tau'\) to \(\Delta\). We infer that there exists a **-path consisting of bad rooms joining the edges where \(\tau \neq \tau'\) to \(\Delta\).

The coupling process shows that the probability that a room is declare bad is at most
\[
p_b = \max_{\tau,\tau' \in B(3b)} \|\mu_{\Lambda_3,\Lambda'}^\ell - \mu_{\Lambda_3,\Lambda}^\ell'\|_{TV} + 2 \max_{\tau,\tau' \in B(3b)} \|\mu_{\Lambda_1,\Lambda}^\ell - \mu_{\Lambda_1,\Lambda}^\ell'\|_{TV} + 2 \max_{\tau,\tau' \in B(3b)} \|\mu_{\Lambda_1,\Lambda}^\ell - \mu_{\Lambda_1,\Lambda}^\ell'\|_{TV}
\]
where \(\max^*\) and \(\max^{**}\), \(B(\ell)\) are defined as in Definition 6.2. Then we have
\[
\max_{\tau,\tau' \in B(n)} \|\mu_{\Lambda_n,\Delta}^\ell - \mu_{\Lambda_n,\Delta}^\ell'\|_{TV} \leq \Pr(\text{there exists a **-path from } \tau \neq \tau' \text{ to } \Delta)
\]
\[
\leq \sum_{\tau : |\tau| \geq C_1 d(\tau \neq \tau', \Delta)} p_b
\]
where the sum is over all self-avoiding **-path starting from \(\tau \neq \tau'\) whose length is at least \(C_1 d(\tau \neq \tau', \Delta)\); \(C_1\) is a constant and \(d(\tau \neq \tau', \Delta)\) is the graph distance between the edges where \(\tau \neq \tau'\) and \(\Delta\). Such self-avoiding **-path are exactly self-avoiding walks (SAWs) on the graph \(G\) obtained from the square grid \(\mathbb{Z}^2\) by joining each vertex \((p, q)\) with \((p, q \pm 2)\), \((p \pm 1, q \pm 2)\), \((p \pm 2, q \pm 2)\), \((p \pm 2, q \pm 1)\) and \((p \pm 2, q)\). The number of \(n\)-step SAWs starting from a fixed vertex is asymptotically \(\nu^n\), when \(n\) is sufficiently large, where \(\nu\) is the connective constant. Then Theorem follows. See also [3].

See the appendix for an investigation of efficient algorithms to check the condition \(F(N, \nu^{-1})\). Note that if there exists a positive integer \(N\), such that \(F(N, \nu^{-1})\) holds, then the strong spatial mixing implies that there exists a unique infinite-volume Gibbs measure for the 1-2 model configurations on the hexagonal lattice. It is proved in Theorem 6.3 of [6] that when \(\sqrt{a} > \sqrt{b} + \sqrt{c}\), or \(\sqrt{b} > \sqrt{a} + \sqrt{c}\), or \(\sqrt{c} > \sqrt{a} + \sqrt{b}\), the infinite-volume Gibbs measures for 1-2 model configurations on \(\mathbb{H}\) are not unique. Therefore when \(\sqrt{a} > \sqrt{b} + \sqrt{c}\), or \(\sqrt{b} > \sqrt{a} + \sqrt{c}\), or \(\sqrt{c} > \sqrt{a} + \sqrt{b}\), \(F(N, \nu^{-1})\) never holds for any positive integer \(N\).

6.2. Block dynamics and comparison. Recall that \(\Lambda_n = (V_n, E_n)\) is an \(n \times n\) box of \(\mathbb{H}\). Let \(F_n\) be the set of faces of \(\Lambda_n\). Assume the Assumption of Theorem 6.3 holds. For \(1 \leq i \leq n + \ell - 1, 1 \leq j \leq n + \ell - 1\), define the \((i, j)\)th block of \(\Lambda_n\) to be the vertex set
\[
V_{i,j} = \{(p, q) : \max\{i - \ell + 1, 1\} \leq p \leq \min\{i, n\}, \max\{j - \ell + 1, 1\} \leq q \leq \min\{j, n\}\}.
\]
Let \(E_{i,j}\) be the set of edges whose both endpoints are in \(V_{i,j}\).
Recall also that for an admissible boundary condition \( b_{\Lambda_n} \), \( \Omega_{\Lambda_n, b_{\Lambda_n}} \) is the set of all the 1-2 model configurations on \( \Lambda_n \) with boundary condition \( b_{\Lambda_n} \). Let \( \Omega_{\Lambda_n, b_{\Lambda_n}} \) be the state space. The block dynamics for the 1-2 model on \( \Lambda_n \) is the Markov chain defined as follows. Let

\[
\Omega_{\sigma, E_{i,j}} = \{ \tau \in \Omega_{\Lambda_n, b_{\Lambda_n}} : \tau(e) = \sigma(e), \text{ for all } e \notin E_{i,j} \},
\]

Let \( \pi_{i,j}^\sigma \) be a probability measure on \( \Omega_{\sigma, E_{i,j}} \) such that the probability of a configuration \( \pi_{i,j}^\sigma \) on \( \Omega_{\sigma, E_{i,j}} \). Define the transition matrix

\[
P_{E_{i,j}}(\sigma, \tau) = \pi_{i,j}^\sigma(\tau).
\]

for \( \sigma, \tau \in \Omega_{\Lambda_n, b_{\Lambda_n}} \). In particular, if \( \tau \notin \Omega_{\sigma, E_{i,j}} \), then \( P_{E_{i,j}}(\sigma, \tau) = 0 \). The block dynamics has the transition matrix

\[
\tilde{P} := \frac{1}{(n + \ell - 1)^2} \sum_{i=0}^{n+\ell-1} \sum_{j=0}^{n+\ell-1} P_{E_{i,j}}.
\]

Let \( \pi \) be the probability measure on \( \Omega_{\Lambda_n, b_{\Lambda_n}} \), such that the probability of a configuration is proportional to the product of local weights at each vertex, and the local weights are given by parameters \( a, b, c > 0 \); see Figure 2.1. Again the lemma below is straightforward.

**Lemma 6.4.** The block dynamics with state space \( \Omega_{\Lambda_n, b_{\Lambda_n}} \) and transition matrix given by (6.4) is an irreducible, reversible, aperiodic Markov chain whose stationary distribution is the distribution \( \pi \) on \( \Omega_{\Lambda_n, b_{\Lambda_n}} \).

We shall apply the comparison theorem which relates the spectral gap of the block dynamics to that of the single-site dynamics.

Let \( \sigma, \tau \in \Omega_{\Lambda_n, b_{\Lambda_n}} \), such that \( \sigma \) and \( \tau \) differ only in \( E_{ij} \). Let \( D_\sigma \) (resp. \( D_\tau \)) be the dimer configuration on \( \mathbb{H}_{\Delta, \Lambda_n} \) corresponding to \( \sigma \) (resp. \( \tau \)). We have

\[
d(D_\sigma, D_\tau) \leq C_1 \ell^3,
\]

where \( C_1 > 0 \) is a constant independent of \( \ell \), and \( d(D_\sigma, D_\tau) \) is defined by (3.1).

Let \( \xi = (\sigma_0, \tau_0) \), where \( \sigma_0 \) and \( \tau_0 \) agree everywhere except at a single edge \( e \) or a single face \( f \), as defined in (2) or (3) of Section 2.2. Let \( \bar{Q}(\xi), \bar{Q}(\xi) \) be defined as in (4.1), (4.2), respectively.

For \( \tau \in \Omega_{\sigma, E_{i,j}} \) for some \((i, j)\), \( \Gamma_{\sigma\tau} \) is a path consisting of single-edge or single-face movements from \( \sigma \) to \( \tau \), and \( |\Gamma_{\sigma\tau}| \) is the number of such movements. We fix a path \( \Gamma_{\sigma\tau} \) for each pair \((\sigma, \tau)\) such that \( \tau \in \Omega_{\sigma, E_{i,j}} \) for some \((i, j)\). The path \( \Gamma_{\sigma\tau} \) is obtained from the process as described in the proof of Lemma 3.1. Then we have

\[
|\Gamma_{\sigma\tau}| \leq d(D_\sigma, D_\tau) \leq C_1 \ell^3,
\]
by (6.5). Then
\[
R_{\xi} : = \frac{1}{Q(\xi)} \sum_{\sigma, \tau \in \Gamma_{\sigma \tau}} \pi(\sigma) \hat{P}(\sigma, \tau) |\Gamma_{\sigma \tau}|
\leq C_1 \ell^3 \sum_{\sigma, \tau \in \Gamma_{\sigma \tau}} \frac{1}{(n + \ell - 1)^2} \sum_{i=1}^{n+\ell-1} \sum_{j=1}^{n+\ell-1} \frac{\hat{P}_{E_{i,j}}(\sigma, \tau) \pi(\sigma)}{P(\sigma, \tau_0) \pi(\sigma_0)}
\]
Since \(\sigma\) and \(\sigma_0\) differ only on edges of \(E_{i,j}\), we have
\[
\left( \min\{a, b, c\} \right)^{2\ell^2} \leq \frac{\pi(\sigma)}{\pi(\sigma_0)} \leq \left( \max\{a, b, c\} \right)^{2\ell^2}
\]
Let
\[
(6.6) \quad M := \max_{0 \leq i \leq n - \ell, 0 \leq j \leq n - \ell} |E_{i,j}| \leq C_2 \ell^2
\]
\[
(6.7) \quad M^* := \max_{e \in E_n \setminus \{(i, j), e \in E_{i,j}\}} \max_{f \in F_n \setminus \{(i, j) : f \subseteq E_{i,j}\}} \leq C_2 \ell^2
\]
We have
\[
\frac{\hat{P}_{E_{i,j}}(\sigma, \tau)}{P(\sigma_0, \tau_0)} \leq \frac{2(|E_n| + |F_n|) \max\{a, b, c\}^2}{\min\{a, b, c\}^2} \pi_{i,j}^\sigma(\tau),
\]
and
\[
R_{\xi} \leq \frac{2C_1 \ell^3 (|E_n| + |F_n|) \left( \max\{a, b, c\} \right)^{2\ell^2+2}}{(n - \ell + 1)^2} \sum_{\sigma, \tau \in \Gamma_{\sigma \tau}} \sum_{i=0}^{n-\ell} \sum_{j=1}^{n-\ell} \pi_{i,j}^\sigma(\tau)
\leq C_3 \ell^3 M^* \left( \min\{a, b, c\} \right)^{2\ell^2+2} \leq C_5 \ell^5 \left( \max\{a, b, c\} \right)^{2\ell^2+2}
\]
(6.8)
where the last inequality follows from (6.7).

We obtain the lemma below

Lemma 6.5. Let \(\gamma_B\) (respectively, \(\gamma\)) be the spectral gap for the block (respectively, single-edge or single face) dynamics with state space \(\Omega_{\Lambda_n^b, \Lambda_n^b}\), then
\[
\gamma_B \leq C_5 \ell^5 \left( \max\{a, b, c\} \right)^{2\ell^2+2} \gamma,
\]
where \(C_5 > 0\) is a constants.

Proof. The lemma follows from Theorem 4.1 and (6.8). \(\square\)

Let \(\gamma_B^*\) (respectively, \(\gamma^*\)) be the absolute spectral gap for the block (respectively, single-edge or single face) dynamics with state space \(\Omega_{\Lambda_n^b, \Lambda_n^b}\). Let \(t_{\text{mix}}\) (resp. \(t_{\text{rel}}\)) be the mixing time (resp. relaxation time) for the Markov chain with transition matrix defined by (2.5) and state space \(\Omega_{\Lambda_n^b, \Lambda_n^b}\). Then by Lemma 5.2 and Theorem 4.2, we have
\[
t_{\text{mix}}(\epsilon) \leq \log \left( \frac{\Omega_{\Lambda_n^b, \Lambda_n^b}}{\epsilon} \right) t_{\text{rel}} \leq C_5 \ell^3 4 C_4 \ell^2 \log \left( \frac{\Omega_{\Lambda_n^b, \Lambda_n^b}}{\epsilon} \right) \frac{1}{\gamma_B},
\]
where we use
\[ t_{\text{rel}} = \frac{1}{\gamma} = \frac{1}{\gamma^*}, \]
by Proposition 3.6.

We now describe how to couple the block dynamics started from \( \sigma \) with the block dynamics started from \( \tau \), in the case that \( \sigma, \tau \in \Omega_{\Lambda, b} \) and differ at only one edge \( e \) or only one face \( f \), as described in (2) and (3). Always select the same block to update the two chains. If a block is selected which contains the edge \( e \) or the face \( f \), then the two chains can be updated together, and the difference of \( \sigma \) and \( \tau \) can be eliminated. If a block is selected which contains no vertices of the edge \( e \) and no vertices of the face \( f \), then the two chains are also updated together, and after the update, the two new configurations still differ at only the edge \( e \) or the face \( f \). Two other cases need to be considered

A. \( e \) is incident to exactly one vertex in the selected block; or

B. at least one vertex in \( f \) is in the selected block and at least one vertex in \( f \) is outside the selected block.

We first consider case A. Assume that a block \( V_{ij} \) is selected. Let \( e' \in E_{ij} \) be an edge. By Theorem 6.3, we have
\[ \Pr(e' \text{ has different states in the update}) \leq C_7 e^{-C_8 \text{dist}(e,e')} \]
where \( \partial V_{ij} \) consists of all the edges with exactly one vertex in \( V_{ij} \) and one vertex outside \( V_{ij} \). Then we can compute
\[ \mathbb{E}(\text{# of edges in } V_{ij} \text{ such that the two updates disagree}) \leq C_7 \sum_{e' \in E_{ij}} e^{-C_8 \text{dist}(e,e')} \leq C_9, \]
where \( C_9 > 0 \) is a constant independent of \( \ell \).

Let \( \rho(\sigma, \tau) \) be the number of edges with different states in \( \sigma \) and \( \tau \). First let us treat the case when \( \sigma \) and \( \tau \) differ at exactly one edge \( e \). Then \( \rho(\sigma, \tau) = 1 \). Let \( (X_1, Y_1) \) be the pair of configurations obtained after one step of coupling. Since \( \ell^2 \) of the \((n+\ell-1)^2\)-blocks will contain the edge \( e \), and at most \( 4\ell \) blocks have \( e \) as an boundary edge, we have
\[ \mathbb{E}_{\sigma,\tau} \rho(X_1, Y_1) \leq 1 - \frac{\ell^2}{(n+\ell-1)^2} + \frac{4\ell C_9}{(n+\ell-1)^2} \]
Choose \( \ell = 4C_9 + 1 \), then
\[ (6.9) \quad \mathbb{E}_{\sigma,\tau} \rho(X_1, Y_1) \leq \left( 1 - \frac{1}{n^2} \right) \rho(\sigma, \tau). \]
If \( \sigma, \tau \) differs at exactly one face \( f \), similar arguments will also give us (6.9).

By 5.4, we have
\[ \gamma_B \geq \gamma_{B,*} \geq \frac{1}{n^2}, \]
where \( \gamma_B \) (resp. \( \gamma_{B,*} \)) is the spectral gap (absolute spectral gap) of the block dynamics. Since
\[ \log \left( \frac{||\Omega_{\Lambda, b\Lambda}|}{\epsilon} \right) \leq C(\epsilon)n^2, \]
By (5.6), (5.8), (5.9), we have
\[ t_{\text{mix}} \leq Cn^4, \]
for the Markov chain described by (2.5). By Theorem 4.5, we have
\[ t_{\text{mix}} \geq Bn^2, \]
for constants \( C, B > 0 \) independent of \( n \). This completes the proof of Theorem 2.4.

Next we consider the mixing time of the block dynamics with transition matrix given by (6.4).

**Theorem 6.6.** Let \( \tilde{P} \) defined by (5.1) be the transition matrix for the block dynamics of 1-2 model configurations on \( \Omega_{\Lambda_{k,n,b_{k,n}}} \), then
\[ B'n^2 \leq \tilde{t}_{\text{mix}} \leq C'n^2 \log n, \]
where \( B' > 0, C' > 0 \) are positive constants independent of \( n \), and \( \tilde{t}_{\text{mix}} \) is defined by (2.1) with respect to \( \tilde{P} \).

**Proof.** The lower bound \( B'n^2 \) is obtained following Theorem 4.4, and the upper bound is obtained following Theorem 4.5. \( \Box \)

7. Appendix: How to check the condition \( F(N, \nu^{-1}) \)

By Theorem 6.3, in order to prove the strong mixing condition for Gibbs measures of the 1-2 model on all the sufficiently large boxes with uniform constant, it suffices to show that \( F(N, \nu^{-1}) \) holds for some positive integer \( N \). In this section, we investigate efficient algorithms to check the condition \( F(N, \nu^{-1}) \).

By the measure-preserving correspondence of 1-2 model configurations on \( \mathbb{H} \) and dimer configurations on \( \mathbb{H}_{\Delta} \), as well as the domain Markov property, for the boundary condition of an \( n \times n \) box \( \Lambda_n \) of \( \mathbb{H} \), it suffices to consider dimer configurations in all the hexagons crossing \( \partial \Lambda_n \). (For the \( 3 \times 3 \) box \( \Lambda_3 \), \( \partial \Lambda_3 \) is given by the blue lines in Figure 6.3).

Each dimer configuration on \( \mathbb{H}_{\Delta} \) satisfies the following two constraints
- each vertex of \( \mathbb{H} \) has exactly one incident preset bisector edge in \( \mathbb{H}_{\Delta} \); and
- around each hexagon of \( \mathbb{H} \), there are an even number of present bisector edges.

Indeed, for any configuration on bisector edges satisfying the above two constraints, the configuration can be uniquely extended to a dimer configuration on \( \mathbb{H}_{\Delta} \). As a result, the influence of boundary conditions to dimer configurations in \( \Lambda_n \) depends only on the parity of the number of present bisector edges outside \( \Lambda_n \) in each hexagon crossing \( \partial \Lambda_n \). Let \( n \geq 3 \). All the hexagons crossed by \( \partial \Lambda_n \) can be classified into 3 different types:

1. The hexagon has 5 vertices outside \( \Lambda_n \), and 1 vertex inside \( \Lambda_n \). The two hexagons on the left and right corners of Figure 6.3 are of this type.
2. The hexagon has 4 vertices outside \( \Lambda_n \), and 2 vertices inside \( \Lambda_n \). The two hexagons on the top and bottom corners of Figure 6.3 are of this type.
3. The hexagon has 3 vertices outside \( \Lambda_n \) and 2 vertices inside \( \Lambda_n \). All the hexagons crossing \( \partial \Lambda_n \) but not on the corners are of this type.
We say a hexagon $h$ crossing $\partial \Lambda_n$ is **positive** (resp. **negative**) with respect to a boundary condition $\tau$, if in $h$, an even (resp. odd) number of incident bisector edges to vertices outside $\Lambda_n$ are present in $\tau$. Note that for an admissible boundary condition, there are an even number of hexagons crossing $\partial \Lambda_n$ that are negative with respect to the boundary condition.

We will treat different types of hexagons differently.

If a Type (1) hexagon $h_1$ is positive (resp. negative) with respect to the boundary condition, let $e$ be the bisector edge in $h_1$ incident to the unique vertex $v$ of $h_1$ in $\Lambda_n$; then $e$ must be absent (resp. present), in which case we remove $e$ (resp. all the incident edges of $v$), and treat the two adjacent hexagons of $h_1$ crossing $\partial \Lambda_n$ as Type-3 hexagons (Type-2 hexagons).

If a Type (2) hexagon $h_1$ is positive (resp. negative) with respect to the boundary condition, then we replace the graph $H_\Delta$ in the hexagon by an edge (resp. a vertex and two edges), see the left graph (resp. the right graph) of Figure 7.1.

![Figure 7.1](image.png)

**Figure 7.1.** Replace a positive (resp. negative) Type (2) hexagon $h_2$ on the boundary by a gadget represented by green lines on the left (resp. right) graph.

If a Type (3) hexagon $h_3$ is positive (resp. negative) with respect to the boundary condition, then we replace the graph $H_\Delta$ in the hexagon by a gadget in the left graph (resp. the right graph) Figure 7.2.

Therefore, to consider the Gibbs measures for dimer configurations on $\Lambda_n$ with different boundary conditions, it suffices to consider Gibbs measures on different finite graphs. After given a clockwise odd orientation (which always exists on a planar graph), these can be computed by computing determinants and Pfaffians.

**Acknowledgements.** The author thanks Richard Kenyon for suggesting the problem solved in this paper, and Yuval Peres for suggesting the path method and comparison with block dynamics. The author acknowledges support from National Science Foundation under grant 1608896.
Figure 7.2. Replace a positive (resp. negative) Type (3) hexagon $h_3$ on the boundary by a gadget represented by green lines on the left (resp. right) graph.
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