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ABSTRACT

Introduction: Corona has affected everyone’s lives. Most companies and services have found new ways to approach their work while at the same time preventing the further spread of the virus. The mode of travel has also significantly changed. Governments are trying their best to maintain all possible safety norms at airports and railway stations. The idea is to ensure that people are maintaining social distancing and wearing a mask.

Objectives: The main aim of the proposed work (AI-CAPM) is to reduce the contact between staff and the passengers. To ensure the genuineness of the Aadhar card and other IDs, the system uses face detection algorithms that will detect the faces and only allow those faces who have their tickets booked for that particular day.

Methods: The proposed work uses Local Binary Patterns Histograms (LBPH) Face Recognizer for face recognition, Social Distancing Monitor Using DNN and Mask Detection with CNN.

Results: This research work builds a social distancing monitor model using Single Shot Detector (SSD). SSD takes one single shot to detect multiple objects within the image. SSD covers all computation in a single network by eliminating subsequent pixel or feature resampling stages and object proposal generation. This makes SSD easy to train and simple to integrate into systems that require detection component. SSD is faster and has much better accuracy compared to other algorithms.

Conclusion: The software developed in this work proposes an autonomous verification of a passenger as it displays the passenger’s train/flight details and boarding area by recognizing them from the passenger’s database. This removes the need for manual checking of the passenger before boarding. Overall, the software developed automates tasks and reduces human involvement as it is the need in this pandemic struck world to contain the spread of the virus.
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INTRODUCTION

The entire world has come to a standstill because of the Covid-19 pandemic. The spread of the disease is increasing day by day and has shaken the stability of the entire world. The whole pharmaceutical industry is striving hard to produce a vaccine on one side, and the medical experts are trying their best to bring down the death rate on the other. Prevention is always a better solution for any situation, so social distancing and wearing masks have become an absolute priority. The spreading of the covid-19 virus is mainly because of the droplets that a carrier expels and this flies through the air until gravity pulls them down. The maximum distance those droplets can fly is about six feet. Masks work as an effective barrier against the droplets and protect the wearer as well as the people around.1,2

The irresponsible members of the community are those who don’t wear the mask and roam outside thus increasing the risk of transmission. Humans expel aerosol particles, which are about 1/100th the size of human hair, and are more difficult to defend against. Social distancing and staying outdoors, where there is more airflow will be the remedial solution for this kind of transmission. About 30% of infections are caused by asymptotic people who don’t have any symptoms of COVID-19 but if they are irresponsible and don’t follow the social distancing norms and don’t wear masks then they would be the main reason behind spreading the disease.
has been found out that the risk of transmission of the virus is reduced to about 65% of people wear masks and 90% of people follow the social distancing norms.

The research work focuses on reducing the contact between the staff members working at the airport & the passengers and ensuring that all the passengers follow social distancing norms and wear masks. The installed cameras at the airport will be used to detect people not obeying the social distancing norms or wearing masks and the installed speakers will be used to announce. The staff members working at the entry gate of the airport who see the passengers tickets and other documents and then allow them to enter the airport can be replaced by the face detection/authentication model where the passengers face images and their details which were registered at the time of booking the tickets will be stored in the airport database and this data would be utilized when for the authentication of the passengers through the installed cameras at the entry gate of the airport. Application of artificial intelligence and computational intelligence techniques is diversified in various area such as e-healthcare smart city and smart grid, data processing, predictive maintenance. Likewise, the application of AI-based techniques plays a vital role in this research work. The proposed research work uses LBPH which labels the pixels of an image by thresholding the neighbourhood of each pixel and considers the result as a binary number.

In today’s world which has been widely affected by the COVID-19 people must wear masks to prevent the spread of the novel-corona virus. It is a necessity to monitor people in public places and ensure that they are wearing masks and following social distancing norms. The research work is based on a deep learning model developed using Keras that helps to classify people without masks from live camera feed and instruct them to wear masks as soon as possible. This model can be deployed in the CCTV cameras of the airports and railway stations to continuously monitor people remotely without manual checking and hence reducing human involvement also. Then the speakers can be used to call out the people violating the norms and ask them to wear masks.

This research work also intends to build a social distancing monitor model using which the security officials can just look at the screen displaying the video footage of the airport instead of being physically present everywhere, whether people are maintaining social distancing norms or not, and for those who are not following the safety norms, the speaker automatically announces “Please Maintain Social Distancing” and based on facial recognition, it can extract information about the concerned person and store it as a violation under their ID and then later they can be fined during boarding of flight. To develop this Single Shot Detection Algorithm has been used for Object Detection, MobileNet for Image Classification and MobileNet pre-trained-model files that were trained in the Caffe-SSD framework.

The Social Distancing Monitor Model uses Single Shot Detector for Object Detection, SSD takes one single shot to detect multiple objects within the image. SSD covers all computation in a single network by eliminating subsequent pixel or feature resampling stages and object proposal generation. This makes SSD easy to train and simple to integrate into systems that require detection component. SSD is faster and has much better accuracy compared to other algorithms. Other algorithms which could have been used for object detection are Faster RCNN, Yolo.

**LITERATURE SURVEY**

The research work explains in detail the MobileNetV2 SSD layer, its architecture, the image it has been trained on and how it can be applied in deep learning models using Transfer Learning. The research work explains the different architecture of CNN and how to implement them to solve a deep learning problem. This research paper has been used to know what MobileNet is and how it is used in embedded vision applications, and how it work’s and what is its structure, it has also been used to know how MobileNet is better than the other models for ImageNet classification, and how it is effective across a wide range of applications like object detection.

The authors explained the scope of facial recognition based on depth learning. It highlights the immense usage of facial recognition in the field of biometrics. Researchers explains a system that performs facial recognition/authentication from a live video feed. Challenges of detecting and authenticating people with similar facial characteristics or identifying people who are identical twins are addressed. The work proposes an algorithm for face detection and recognition based upon CNN where student’s attendance is taken using facial recognition. Using an IoT and edge-based computing approach, the generated data of the facial recognition of the students are computed and then transmitted. This system gives an accuracy of about 97.8%.

The research work has been used to know how SSD can be used to detect objects in an image, and how it works by generating scores for the presence of an object and drawing a box around the shape of the object, this paper has also been used to know how SSD is easy to train and integrate into systems, and how it is much faster and has greater accuracy than the other models. The work has been used to learn about the MS-COCO dataset, what all images it comprises of, how it is more accurate than the other datasets for object detection and classification, and how it surpasses other datasets like PASCAL, SUN by giving a detailed mathematical analysis of the database and analysis of the basic performance of the box that combines the results of component discovery.


**PROPOSED WORK**

**Face detection**

LBPH is used for face detection and it uses parameters such as Grid X which are the number of cells in the horizontal direction, Grid Y which are the number of cells in the vertical direction and radius which is used to make the circular local binary pattern and represents the radius around the central pixel and is usually set to 1. Sample images of the passengers are taken while they are booking their flight tickets. Histograms of the sample images are stored in the airport database along with an id number which can be the aadhar card number. When these passengers go to the airport, the camera takes an input image. This input image’s histogram is compared with the sample images histogram from the airport database and the output displayed are the details such as the passenger’s name, age, gender, flight details from the image with the closest histogram. If the passenger’s details aren’t there in the airport database their face would be identified as UNKOWN and they wouldn’t be allowed to go inside the airport. Id number or the aadhar card number is used to uniquely identify the samples images and the details of each passenger. Euclidean distance\(^ {20}\) is used to compare any two histograms (hist1 and hist2) are given in equation 1. The overall flow of this work is given in figure 1.\(^ {7,8}\)

\[
\sqrt{\sum_{i=0}^{n} (hist1_i - hist2_i)^2}
\]  

(1)

**Algorithm**

(While booking the flight tickets)

Step 1: Enter aadhar card number, name, age, gender, flight details etc.

Step 2: Dataset consisting of 200 samples of face images are taken.

Step 3: The images are converted to grayscale format and represented as 3x3 matrices.

Step 4: Central value of the matrix is used as the threshold value.

Step 5: For each neighbour of the central value of matrix, if values are >=than the threshold, set 1 else set 0.

Step 6: Each binary value from each position from the matrix are taken line by line and concatenated to form a new binary value.

Step 7: Binary value is converted to a decimal value and the central value of the matrix is replaced by this decimal value.

Step 8: The image is divided into multiple grids by using Grid X and Grid Y.

Step 9: From each grid, there is a histogram that contains occurrences of each pixel intensity i.e. occurrences of the intensity value from 0-255.

Step 10: Each histogram is concatenated to form a bigger histogram.

Step 11: Repeat Step 3,4,5,6,7,8,9 & 10 for all the 200 samples.

Step 12: The obtained images along with details are stored in the airport database.

(At the airport)

Step 13: Show the face to the camera at the airport entrance.

Step 14: Algorithm trained creates histogram for the input image by doing step 3 to 10.

Step 15: The above face is matched with the histograms in the airport database.

Step 16: If the input image has a histogram matching with any of the histogram of the images of the airport database, display details of the passenger. Else display Unknown.

**Dataset**

The passengers have to face the camera of their mobile phones or laptop while booking the tickets and around 200 image samples will be collected. All the details of the passengers along with their face images will be stored in the airport database. The passengers entering the details (figure 2) while booking the ticket. (Here id is entered as 1 by the passenger but in real time this id would be the aadhar card number which uniquely identifies each citizen of India). The database collected, stored and trained are shown in figure 3(a), 3(b) and 4.\(^ {9,10,11}\)
Figure 2: The passengers entering the details while booking the ticket.

Figure 3: A. Data acquisition of passenger while booking tickets and B. passengers data stored in the airport database.

Figure 4: Model being trained.

Mask Detection
The proposed work tries to identify all the people in the image or live feed and distinguishes them based on the differences in the Regions of Interests on their face with a CNN(Convolutional Neural Network) Model and classifies them as wearing masks or not. The regions of interest are the Mouth and Nose region as they differ for people with masks and without masks. By training a Deep Learning Model, the weight scores can be estimated for the network architecture to classify people as wearing Masks or not by identifying the difference in the regions on the face. The overall architecture of the proposed flow is shown in figure 5 and the database created with and without the mask is given in figure 6(a) and 6(b).

Algorithm
Step 1: Load the training dataset images
Step 2: Train the developed neural network architecture over the training dataset with masked and non-masked inputs and obtain the accuracy metrics
Step 3: The neural network locates the regions of interest in the face – nose, mouth which would differ for masked and non-masked images and adjusts the weights of each neuron to maximize the accuracy.
Step 4: Deploy the model in a camera to monitor the live feed.
Step 5: The camera captures each frame of the feed and passes it to the model.
Step 6: The model first recognizes the faces in each frame with the pre-trained res10 Caffe architecture and passes the coordinates of the face to the mask detector.
Step 7: The mask detector model receives the coordinates of the faces and calculates the probability of whether the person is wearing a mask or not and labels him as safe or unsafe
Step 8: Then the camera feed passes the next frame and checks the same repeatedly.

Figure 5: Flowchart of mask detection module.
**Dataset**
The dataset consists of 700 people wearing masks and 700 people without masks for training the model.

![Figure 6: A. With Mask and B. Without Mask.](image)

**Deep Learning Model**
The input image is passed to Google’s MobileNetV2 CNN Architecture. Transfer Learning is a deep learning algorithm where the weights of a model trained for a similar purpose is used in another model. Here the pre-trained weights of the MobileNet V2 Model are used. MobileNet V2 is a pre-trained Neural Network architecture released by Google. It is a CNN Model that has 53 layers and trained on over million images on ImageNet. The MobileNet V2 takes a 224*224* dimension image as input gives the tensor of the last convolutional layer block of the model, which represents the scores for the input image. The MobileNet layer’s output is passed on to a set of custom neural network layers using Keras - Flatten, Dense, Dropout and finally to the output layer with 2 units - one indicating the probability of wearing the mask and another for not wearing the mask) with softmax activation. Other Libraries that can be used instead are: Pytorch and Densenet.

**Social Distancing Algorithm**
The social distancing detection phase is explained in Figure 7. It is further described in the following steps.

Step 1: Camera records video/get live video.

Step 2: The Social Distancing Monitor Model gets each frame from the video and processes it.

Step 3: It then detects all objects present in the frame.

Step 4: It will then check which of the objects qualify as human beings, and sketch a bounding box around all human beings.

Step 5: Now, it will calculate the distance between the centroid of all the bounding boxes and determine which of the boxes violate the distancing norms.

Step 6: Whenever the camera notices red bounding boxes i.e they are not maintaining social distancing norms, it automatically plays the audio of “Please Maintain Social Distancing” and reminds all to maintain distance or even the officer can speak on the mike as the mike gets switched on whenever there is a violation for the officer to speak.

Step 7: Furthermore, based on facial recognition, it can extract information about the concerned person and store it as a violation under their ID and then fine him or her during boarding.

![Figure 7: Flowchart of social distancing module.](image)

**Dataset**
A pre-trained MobileNet model has been used in the Social Distancing Monitor Model that has been trained in the Caffe-SSD framework and can accommodate up to 20 classes. This model has been first trained using the MS-COCO dataset and then optimized in VOC0712. Except for MS-COCO recreation, it can only get mAP = 0.68. After pre-receiving training mAP = 0.727. There are 2 key points in this model - Here the ReLU6 layer is replaced by ReLU & 

\[ [(0.2, 1.0), (0.2, 2.0), (0.2, 0.5)] \]

are set as the anchors for the conv11_mbox_prior layer. MS-COCO DATASET - This database contains images that can be easily detected by a 4-year-old, with images of 91 objects. These Objects are labelled using the division of each model which assists in the construction of an accurate object. VOC0712 DATASET - This database includes a total of 11540 images, each of which contains a set of objects, out of 20 different categories, making a total of 27450 objects defined.

**Deep Learning Model for Detecting People**
Caffe is a Deep Learning library that is well suited for visual and predictive applications. Caffe can create a net with sophisticated configuration options and can access pre-networked
networks in the online community. Caffe allows the user to set hyper net limits. Computational costs for various services are optimized. Caffe also supports the use of GPUs as it is built using CUDA.

**Detecting people in a video file and calculating distance between people**

The Social Distancing Monitor Model uses OpenCV in Python and have used Caffe model files to detect a person. The Caffe model being used is a very generic model which can detect almost all objects in a frame. So, it takes a for loop to check each object detected by the detector, it first checks the confidence value of the object detected which is the probability that an anchor box contains an object, if it is above the threshold value, it takes the index of the object and then check if that index of the class of objects is a “person” or not if it is a person it takes the coordinates of the object and then makes a rectangle around the object.

The distance can be calculated using the coordinates of the bounding box of the detected person. If the distance is less than a predefined threshold value, then it shows red and starts playing the audio “Please Maintain Social Distancing” which means persons are close to each other. If the distance is greater than the threshold value, then it shows green. So previously it had stored all the persons detected along with their ID and bounding box in an array then it will create another array of centroid_dict where it would store the object ID along with its centroid of the bounding box, then it makes use of combinations header file in python to create combination among all the value of centroid_dict so for each combination it will calculate distance between them using their centroid value and see if it is within the threshold value or not. \(^\text{18,19}\)

**RESULTS AND DISCUSSION**

Figure 8 shows how the website grants control to the staff members to check for Mask detection, Face detection & Authentication and ensure Social Distancing.

**Face Detection**

The face is available in the airport dataset, so all details are displayed and this passenger would be allowed to enter the airport and a sample is shown in Figure 9A. Figure 9B detects the face that is not available in the airport dataset, so shows Unknown and this passenger won’t be allowed to enter the airport.

**Mask Detection**

The model is trained for 20 epochs with a batch size of 32 for testing its performance. The accuracy obtained was 98.4% for 20 epochs. The result is two probability values – One for With Mask and one for without Mask. The model predicts the output based on which value is higher. Results of wearing the mask and the No mask classification is shown in Figure 10.

---

**Figure 8:** Access provided to staff members.

**Figure 9:** A. Results displayed for access and B. unauthorised access.

**Figure 10:** A. Classified Correctly: As wearing Mask and B. Classified Correctly: No Mask.
Social Distancing
People are identified and rectangular boxes are drawn around them. As given in Fig 4.3.1, if they are at safe distance, they are displayed in green boxes and if they are not at a safe distance i.e., they are beyond a threshold, they will be displayed in red boxes and the audio says “MAINTAIN SOCIAL DISTANCING” starts. In a practical situation, this can be done by speakers installed at the airport system. Even the officer can himself speak on the mic to alert people to maintain a distance because the mike gets automatically switched on whenever someone violates the norm or are under red boxes. Here the threshold distance is 75 which is the Euclidean distance. Setting the threshold depends on the resolution, angled view, height of a person, etc. similarly social distancing identified using the proposed models is shown in Figure 11.20

CONCLUSION
Deep Learning has been a massive influence in today’s computer vision-based applications and is a constantly growing field. In this paper, Deep Learning Models are used to help automate tasks in public places – Railway Station and Airports and reduce manual human work. With the COVID-19 lockdown ending and the world ready to move back to normal without a proper vaccine people must follow the safety protocols – Wearing a Mask and Maintaining Social Distancing to reduce the spread of the virus. The Deep Learning model developed – To detect mask and monitor social distancing when deployed can be used for remote monitoring of people in airports and railway station and ensure they follow the safety protocols. Facial Recognition is also another growing field in today’s authentication methods. The software developed proposes an autonomous verification of a passenger as it displays the passenger’s train/flight details and boarding area by recognizing them from the passenger’s database. This removes the need for manual checking of the passenger before boarding. Overall, the software developed automates tasks and reduces human involvement as it is the need in this pandemic struck world to contain the spread of the virus.
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