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Abstract
Different types of formulations are proposed in the literature to model vehicle routing problems. Currently, the most used ones can be fitted into two classes, namely vehicle flow formulations and set partitioning formulations. These types of formulations differ from each other not only due to their variables and constraints but also due to their main features. Vehicle flow formulations have the advantage of being compact models, so general-purpose optimization packages can be used to straightforwardly solve them. However, they typically show weak linear relaxations and have a large number of constraints. Branch-and-cut methods based on specialized valid inequalities can also be devised to solve these formulations, but they have not shown to be effective for large-scale instances. On the other hand, set partitioning formulations have stronger linear relaxations, but requires the implementation of sophisticated techniques such as column generation and specialized branch-and-price methods. Due to all these reasons, so far it is has been recognized in the vehicle routing community that these two types of formulations are rather different. In this paper, we show that they are actually strongly related as they correspond to special cases of a generalized formulation of vehicle routing problems.

1 Introduction

The literature on vehicle routing problems has become very rich and covers nowadays a variety of applications, modeling approaches and solution methods [30]. Due to their huge importance in practice, these problems have called the attention of many researchers and motivated a large number of collaborations between companies and academia [13]. In addition, vehicle routing problems lead to challenging formulations that require the development of sophisticated solution strategies and motivates the design of clever heuristics and meta-heuristics [2] [18].

Vehicle routing problems are typically modeled using two different types of formulations. The first type, known as vehicle flow (VF) formulation, is based on binary variables associated to arcs of a network representation of the problem. In general, this is more intuitive and leads to a compact model that can be straightforwardly put on a black-box optimization solver. Also, valid inequalities and constraints (most of them exponential in terms of the number
of customers) have been used to achieve a more effective strategy, resulting in specialized branch-and-cut methods. However, even with the use of very elaborate inequalities, VF formulations may be still very challenging for current optimization solvers. The main reason is the weak linear relaxation of these formulations.

A stronger linear relaxation is observed in the second type of models, known as set partitioning (SP) formulation. The number of constraints in this formulation is much smaller with respect to a VF formulation, but it has a huge number of variables: one for each feasible route in the problem. In the vast majority of cases, generating all these routes is not viable and hence the column generation technique is required to generate columns in an iterative way. Columns correspond to an incidence vector of feasible routes, which are generated by solving a resource constrained shortest path problem (RCESPP). Most implementations solve the RCESPP by a label-setting algorithm, which is aided with clever strategies to improve its performance [20, 6]. The solution strategies based on SP formulations are currently the most efficient to obtain optimal solutions of vehicle routing problems [2, 23]. Still, the performance can be very poor on problems that allow long routes, i.e. routes that visit many customers.

From this brief description of the two most used types of VRP formulations, we can observe that they have many opposite features and then can be recognized as very different from each other. However, in this paper we show that they are not so different, as they are actually special cases of a general formulation of vehicle routing problems, which we call as \( p \)-step formulation. In fact, this is a family of formulations, as different values of \( p \) lead to different formulations. We show that the VF formulation and the SP formulation are \( p \)-step formulations with particular choices of \( p \). In addition, we prove a relationship between the bounds provided by the linear relaxation of \( p \)-step formulations with different \( p \). Column generation can also be used to solve a \( p \)-step formulation, with the advantage that more dual information is sent to the RCESPP with respect to SP formulations.

The \( p \)-step formulation associate variables to partial paths in the network representation of the problem. This has the potential of reducing the difficulty of solving problems that allow long routes, the big challenge in a SP formulation. On the other hand, \( p \)-step formulations may lead to stronger linear relaxations than a VF formulation, the main weakness of this latter. Many other advantages can be achieved by using a \( p \)-step formulation, as we enunciate ahead in this paper.

A formulation based on partial paths has also been proposed in [24], for the VRP with time windows. Similarly to the \( p \)-step formulation, the partial paths can start and end at any node of the network and must visit exactly a given number of customers. The authors obtain this formulation by applying Dantzig-Wolfe decomposition to a modified vehicle flow formulation of the problem, which relies on a modified graph to represent the solution as a giant tour. They prove that the linear relaxation of the resulting model provides a bound that is larger than or equal to the bound provided by the standard two-index flow formulation. The relationship between formulations with different resource bounds is not analyzed by the authors and no computational experiments are reported for the proposed formulation.

A similar idea has also been applied to other types of problem. In [11], the authors propose a formulation based on horizon decomposition for the capacitated lot sizing problem
with setup times. They partition the time horizon in several subsets, possibly with overlap, to have smaller subproblems, so they can be quickly solved by a black-box optimization solver. In the column generation framework, columns become associated to production plans defined for only one of the partitions of the time horizon. These partial production plans are then combined in the master problems, as in the p-step formulation.

The remainder of this paper has the following structure. In Section 2, we review the vehicle flow and set partitioning formulations and quickly discuss about their main features. In Section 3, we propose the p-step formulation and present theoretical and computational results that relate the formulations obtained using different choices of \( p \). The column generation scheme for p-step formulations is proposed in Section 4, followed by a discussion of its main advantages and disadvantages in Section 5.

## 2 Classical VRP formulations

In this section, we review the formulations of two classical VRP variants, namely the capacitated vehicle routing problem (CVRP) and the vehicle routing problem with time windows (VRPTW). These formulations are the basis for many other variants of the problem. The purpose is to set the notation, nomenclature and foundations for the remaining sections of this paper.

Consider a set of customers represented by \( \mathcal{C} = \{1, \ldots, n\} \), such that a positive demand is associated to each customer \( i \in \mathcal{C} \). To service these customers, we have to design routes for a fleet with \( K \) vehicles available in a single depot. Each route must start at the depot, visit a subset of customers and then return to the depot. All customers must be visited exactly once. Each vehicle has a maximum capacity \( Q \), which limits the number of customers it can visit before returning to the depot. For the sake of clarity, we assume a homogeneous fleet of vehicles, but the discussion presented ahead can be easily extended to a heterogeneous fleet.

We represent the problem using a graph \( G(\mathcal{N}, \mathcal{E}) \), in which \( \mathcal{N} = \mathcal{C} \cup \{0, n + 1\} \) is the set of nodes associated to customers in \( \mathcal{C} \) and to the depot nodes 0 and \( n + 1 \). We use two nodes to represent the same single depot and impose that all routes must start on 0 and return to \( n + 1 \). Set \( \mathcal{E} \) contains the arcs \((i, j)\) for each pair of nodes \( i, j \in \mathcal{N} \) (we assume a complete graph). The cost of crossing an arc \((i, j) \in \mathcal{E}\) is denoted by \( c_{ij} \). Each node has a demand \( q_i \), such that \( q_i > 0 \) for each \( i \in \mathcal{C} \) and \( q_0 = q_{n+1} = 0 \). The objective of the problem is to determine a set of minimal cost routes that satisfies all the requirements defined above.

### 2.1 Two-index vehicle flow formulation

In the two-index VF formulation, we define the binary decision variable \( x_{ij} \) that assumes value 1 if and only if there is a route that goes from customer \( i \) to \( j \) directly, for \( i, j \in \mathcal{N} \). In addition, \( y_j \) is a continuous decision variable corresponding to the cumulated demand on the route that visits node \( j \in \mathcal{N} \) up to this visit. With these parameters and decision variables,
the two-index flow formulation of the CVRP if given by:

\[
\begin{align*}
\text{min} & \quad \sum_{i=0}^{n+1} \sum_{j=0}^{n+1} c_{ij} x_{ij} \\
\text{s.t.} & \quad \sum_{j \neq i}^{n+1} x_{ij} = 1, \quad i = 1, \ldots, n, \\
& \quad \sum_{j=1}^n x_{ih} - \sum_{j=1}^{n+1} x_{hj} = 0, \quad h = 1, \ldots, n, \\
& \quad \sum_{j=1}^n x_{0j} \leq K, \\
& \quad y_j \geq y_i + q_j x_{ij} - Q(1 - x_{ij}), \quad i, j = 0, \ldots, n + 1, \\
& \quad d_i \leq y_i \leq Q, \quad i = 0, \ldots, n + 1, \\
& \quad x_{ij} \in \{0, 1\}, \quad i, j = 0, \ldots, n + 1.
\end{align*}
\]  

Constraints (2.2) ensure that all customers are visited exactly once. Constraints (2.3) guarantee the correct flow of vehicles through the arcs, by stating that if a vehicle arrives to a node \( h \in \mathcal{N} \), then it must depart from this node. Constraint (2.4) limits the maximum number of routes to \( K \), the number of vehicles. Constraints (2.5) and (2.6) ensure together that the vehicle capacity is not exceeded. The objective function is defined by (2.1) and imposes that the total travel cost of the routes is minimized.

Constraints (2.5) also avoid subtours in the solution, i.e. cycling routes that do not pass through the depot. Different types of constraints are proposed in the literature to impose vehicle capacities and/or avoid subtours [17]. The advantage of using (2.5) and (2.6) is that the model has a polynomial number of constraints in terms of the number of customers. However, the lower bound provided by the linear relaxation of this model is known to be weak in relation to other models. Hence, many authors recur to capacity constraints that results in better lower bounds, even though the number of constraints becomes exponential in terms of the number of customers, requiring the use of a branch-and-cut strategy [28].

The VRPTW is an extension of the CVRP, in which customer time windows are imposed for the visits. A time window corresponds to a time interval \([w_i^a, w_i^b]\) which imposes that the service at node \( i \in \mathcal{N} \) cannot start earlier than the time instant \( w_i^a \) nor later than \( w_i^b \). If the vehicle arrives before than \( w_i^a \), then it has to wait until this instant to start servicing the node. To each arc \((i, j) \in \mathcal{E}\), we assign a travel time \( t_{ij} \), which respects triangle inequality. Also, each node \( i \) has a service time \( t_i \) that corresponds to the minimum amount of time that the vehicle has to stay in a visited node.

Let \( w_i \) be a continuous decision variable representing the time instant that the service starts at node \( i \in \mathcal{N} \). We obtain a model for the VRPTW by adding the following constraints to the formulation (2.1)–(2.7):

\[
w_j \geq w_i + (s_i + t_{ij}) x_{ij} - M_{ij} (1 - x_{ij}), \quad i = 0, \ldots, n; \quad j = 1, \ldots, n + 1,
\]  

\[ w^a_i \leq w_i \leq w^b_i, \quad i = 0, \ldots, n + 1, \quad (2.9) \]

where \( M_{ij} \) is a sufficiently large value, which can be defined as \( M_{ij} = \max\{w^b_i - w^a_j, 0\} \).

### 2.2 Set partitioning formulation

Currently, the most efficient exact methods for solving VRP variants are based on SP formulations. The variables in these formulations correspond to feasible routes of the problem. Let \( R \) be the set of routes that satisfy the problem requirements. For example, in the CVRP, a route in \( R \) must start and finish at the depot, visit at most once a customer, respect the vehicle capacity and guarantee that if the route arrives to a customer than it has to leave this customer. The same requirements are valid for the VRPTW, in addition to satisfying time windows of all visited customers.

Let \( \lambda_r \) be the binary decision variable that is equal to 1 if and only if the route \( r \in R \) is selected. The SP formulation is as follows:

\[
\min \sum_{r \in R} c_r \lambda_r, \quad (2.10)
\]

subject to:

\[
\sum_{r \in R} a_{ri} \lambda_r = 1, \quad i \in C, \quad (2.11)
\]

\[
\sum_{r \in R} \lambda_r \leq K, \quad (2.12)
\]

\[
\lambda_r \in \{0, 1\}, \quad r \in \mathcal{R}. \quad (2.13)
\]

This can be used to model the CVRP, VRPTW and many other VRP variants, depending on how we define the set of routes \( \mathcal{R} \). The objective function (2.10) minimizes the total cost of the selected routes. The cost of route \( r \in \mathcal{R} \), denoted by \( c_r \), is computed using the arc costs \( c_{ij} \) defined above. Namely, given a route \( r \) that sequentially visits nodes \( i_0, i_1, \ldots, i_p, p > 0 \), its total cost is given by

\[
c_r = \sum_{j=0}^{p-1} c_{ij_{j+1}}, \quad (2.14)
\]

Constraints (2.11) impose exactly one visit to each customer node. Each column \( a_r = (a_{r1}, \ldots, a_{rn})^T \) is a binary vector in which \( a_{ri} = 1 \) if and only if the corresponding route \( r \) visits customer \( i \). Constraint (2.12) imposes the maximum number of vehicles available at the depot. If \( K \) is sufficiently large for the problem, than this constraint can be dropped from the formulation.

Generating all routes of \( \mathcal{R} \) is impractical in general, as the number of routes is exponential in terms of the numbers of customers. Hence, set partitioning formulations require using the column generation technique for solving the linear relaxation of model (2.10)–(2.13) [19]. As a consequence, to obtain optimal integer solutions we need a branch-and-price method [25]. In the column generation technique, we start with a small subset of routes \( \overline{R} \subset \mathcal{R} \) that is
used to create the following restricted master problem (RMP):

\[
\begin{align*}
\text{min} & \quad \sum_{r \in \mathcal{R}} c_r \lambda_r \\
\text{s.t.} & \quad \sum_{r \in \mathcal{R}} a_{ri} \lambda_r = 1, \quad i \in \mathcal{C}, \\
& \quad \sum_{r \in \mathcal{R}} \lambda_r \leq K, \\
& \quad \lambda_r \geq 0, \quad r \in \mathcal{R}.
\end{align*}
\]

(2.15)–(2.18)

Notice that the RMP is the linear relaxation of (2.10)–(2.13), but considering only a subset of variables. Let \( u = (u_1, \ldots, u_n) \in \mathbb{R}^n \) and \( \sigma \in \mathbb{R}_- \) be the dual variables associated to constraints (2.16) and (2.17), respectively. At each iteration of the column generation method, we solve the RMP to obtain a dual solution \((u, \sigma)\) that is used to generate the columns that are not in the RMP yet. These columns are associated with feasible routes obtained by solving the following subproblem:

\[
\begin{align*}
\text{min} & \quad rc(u, \sigma) = \sum_{i \in \mathcal{N}} \sum_{j \in \mathcal{N}} (c_{ij} - u_i) x_{rij} - \sigma \\
\text{s.t.} & \quad x_{rij} \in \{0, 1\}, \quad i, j \in \mathcal{N}.
\end{align*}
\]

(2.19)

where \( \bar{u}_0 = \bar{u}_{n+1} = 0 \) and \( x_r = \{x_{rij}\}_{i,j \in \mathcal{N}} \) is a binary vector such that \( x_{rij} = 1 \) if and only if route \( r \in \mathcal{R} \) visits node \( i \) and goes directly to node \( j \). This subproblem is a resource constrained elementary shortest path problems (RCESPP) [16]. Let \( \bar{x}_r \) be associated to an optimal route \( r \) of the subproblem. If the corresponding value \( rc(u, \sigma) \) is negative, then a new variable \( \lambda_r \) can be added to the RMP using this route. Indeed, \( rc(u, \sigma) \) is the reduced cost of this new variable, for which we have the following cost and column coefficients:

\[
\begin{align*}
c_r & := \sum_{i \in \mathcal{N}} \sum_{j \in \mathcal{N}} c_{ij} \bar{x}_{rij}, \\
a_{ri} & := \sum_{j \in \mathcal{N}} \bar{x}_{rij}, \quad i \in \mathcal{C}.
\end{align*}
\]

Hence, \( r \) is added to \( \mathcal{R} \) and the new RMP has to be solved again. If \( rc(u, \sigma) \) is nonnegative and \((u, \sigma)\) are optimal dual solutions of the current RMP, then the optimal solution of the current RMP is also optimal for the linear relaxation of the MP. Hence, the column generation method terminates successfully.

The performance of a computational implementation of the column generation algorithm is strongly dependent on the way RMPs and subproblems are solved. To be successful, implementations should quickly solve the RMPs and use stable dual solutions that help to reduce the total number of iterations [19, 21, 22]. Solving the RCESPP effectively is also a very important requirement in a column generation algorithm for VRP variants. Although integer programming formulations are available for the RCESPP, they cannot be solved effectively by the current state-of-the-art optimization solvers [26]. The current best strategies use a label-setting algorithm based on dynamic programming. This algorithm was originally proposed
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In this section, we propose a generalized VRP formulation. The idea of this new family of formulations is to have binary variables associated to up to \( p \) (sequential) steps in the network. One step corresponds to traversing a given arc in the network, so \( p \) steps correspond to a partial path that traverses exactly \( p \) arcs. Let \( \mathcal{S} \) be the set of all feasible \( p \)-steps in the network, including also all the feasible \( k \)-step paths that start at node 0, for all \( k = 1, \ldots, p - 1 \), when \( p > 1 \). By feasible we mean that the arcs can be traversed sequentially and that none of the resources are violated. For instance, if \( p = 2 \) then \( \mathcal{S} \) is the set of all partial paths of the forms \( i - j - k \) and \( 0 - j \), for any \( i, j, k \in \mathcal{N} \). Given a partial \( k \)-step path \( s \in \mathcal{S} \), for \( k = 1, \ldots, p \), we denote by \( i_s \) and \( j_s \) its first and last nodes, respectively. Let \( \lambda_s \) be a binary variable that is equal to 1 if and only if the arcs in \( s \in \mathcal{S} \) are traversed sequentially in the optimal path. For the sake of clarity, we assume at first that capacity is the only resource in the problem. Let \( \varphi_j \) be a continuous decision variable that is equal to the cumulated demand of all nodes visited by a route up to node \( j \) (inclusive). The \( p \)-step formulation for the CVRP is as follows:

\[
\min \sum_{s \in \mathcal{S}} c_s \lambda_s \quad (3.1)
\]

\[
\text{s.t.} \quad \sum_{s \in \mathcal{S}} e_s^i \lambda_s = 1, \quad i = 1, \ldots, n, \quad (3.2)
\]

\[
\sum_{s \in \mathcal{S}} a_s^i \lambda_s = 0, \quad i = 1, \ldots, n, \quad (3.3)
\]

\[
\sum_{s \in \mathcal{S}} a_0^s \lambda_s \leq K, \quad (3.4)
\]

\[
\varphi_j \geq \varphi_i + q_j \sum_{s \in \mathcal{S}_{ij}} \lambda_s - Q(1 - \sum_{s \in \mathcal{S}_{ij}} \lambda_s), \quad i = 0, \ldots, n, \quad j = 1, \ldots, n + 1, \quad (3.5)
\]

\[
q_i \leq \varphi_i \leq Q, \quad i = 1, \ldots, n, \quad (3.6)
\]

\[
\lambda_s \in \{0, 1\}, \quad s \in \mathcal{S}, \quad (3.7)
\]

where \( \mathcal{S}_{ij} \subset \mathcal{S} \) contains only the paths that traverse arc \((i, j)\) for a given pair \( i, j \in \mathcal{N} \); \( c_s \) is the total cost of traversing all arcs in path \( s \); and \( a_s^i \) and \( e_s^i \) are vectors defined as

\[
a_s^i = \begin{cases} +1, & \text{if } i \text{ is the first node visited by path } s, \\ -1, & \text{if } i \text{ is the last node visited by path } s, \\ 0, & \text{otherwise}, \end{cases} \quad (3.8)
\]

\[
e_s^i = \begin{cases} +1, & \text{if } i \text{ is visited by path } s \text{, but it is not the last node of } s, \\ 0, & \text{otherwise}, \end{cases} \quad (3.9)
\]

for all \( i = 0, 1, \ldots, n \) and \( s \in \mathcal{S} \). In this formulation, constraints (3.2) impose that each customer node is visited at most once; constraints (3.3) ensure that if two paths are linked, then the last node in one path is the same as the first node in the other; constraint (3.4) imposes the maximum number of (complete) routes in an optimal solution; constraints (3.5)
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and (3.6) ensure that routes satisfy the capacity resource and has no subtours; and (3.7) impose the binary domain of the decision variables \( \lambda \). Notice that the \( p \)-step paths in \( S \) must traverse exactly \( p \) arcs in the network. The only partial paths in \( S \) that are allowed to cross less than \( p \) arcs are those that starts on the depot node 0.

Customer time windows can also be included in the \( p \)-step formulation by adding the following constraints, resulting in the VRPTW \( p \)-step model:

\[
\omega_j \geq \omega_i + (s_i + t_{ij}) \sum_{s \in S_{ij}} \lambda_s - M(1 - \sum_{s \in S_{ij}} \lambda_s), \quad i = 0, \ldots, n, \quad j = 1, \ldots, n + 1,
\]

\[
w_i^a \leq \omega_i \leq w_i^b, \quad i = 0, \ldots, n + 1,
\]

where \( \omega_i \) is a decision variable that indicates the time instant that the service starts at node \( i = 0, \ldots, n + 1 \).

Constraints (3.5) can be written in a coupled way, based only on the first \( (i_s) \) and last \( (j_s) \) nodes of the partial path \( s \in S \), as follows:

\[
\varphi_{j_s} \geq \varphi_{i_s} + q_s \lambda_s - Q(1 - \lambda_s), \quad s \in S,
\]

\[
q_s \leq \varphi_{i_s} \leq Q, \quad s \in S.
\]

where \( q_s \) is the total demand of the nodes visited by this path, except for its first node.

3.1 Special cases of the \( p \)-step family

As mentioned before, model (3.1)–(3.7) is a family of formulations, because for each \( p = 1, \ldots, n \) we have different paths. Indeed, for particular choices of \( p \), we obtain the VF formulation (2.1)–(2.7) and the SP formulation (2.10)–(2.13), as presented in Proposition 3.1.

**Proposition 3.1:** The vehicle flow formulation (2.1)–(2.7) and the set partitioning formulation (2.10)–(2.13) are particular cases of the \( p \)-step formulation, with \( p = 1 \) and \( p = n + 1 \), respectively.

**Proof.** In the 1-step formulation, the set \( S \) is given by all the single arcs \( (i, j) \), with \( i, j = 0, 1, \ldots, n + 1 \). Hence, all variables in this formulation can be rewritten as \( \lambda_s = x_{i_s, j_s} \), where \( (i_s, j_s) \) is the arc traversed by the 1-step path \( s \in S \). By replacing this in the \( p \)-step formulation (3.1)–(3.7) and noticing that path \( s \) can be expressed uniquely by its corresponding pair of nodes \( i_s \) and \( j_s \), we obtain the VF formulation (2.1)–(2.7). On the other hand, in the \( (n + 1) \)-step formulation, set \( S \) is given by all the \( k \)-paths that start at node 0, \( 1 < k < n + 1 \), as no \( (n + 1) \)-step path exists. Hence, \( S \) can be reduced to all feasible complete routes, as in the usual SP formulation. In addition to that, since any path in \( s \in S \) is a proper feasible route, resource constraints in the \( p \)-step formulation are redundant and can be discarded, which leads to the SP formulation (2.10)–(2.13). \( \square \)
3.2 Intermediate $p$-step formulations

For any value of $p = 1, \ldots, n+1$, the corresponding $p$-step formulation is a valid vehicle routing problem formulation. The basic difference between formulations with different values of $p$ lies in the level of arc coupling in the partial paths. Indeed, in the 1-step formulation, the arcs are totally detached, so the model has to decide what is the best way of connecting them, without violating other constraints such as elementarity and resource availability. The number of variables in the model is polynomial in terms of the number of nodes, so a general-purpose optimization package could be used to solve it. In addition, generating these paths is quick and straightforward. However, the VF formulation is well known for its poor performance, mainly due to a weak linear relaxation. On the other, in the $(n+1)$-step formulation all the arcs are already attached so the model has only to choose what is the best set of routes. The SP formulation is well recognized by having a stronger linear relaxation, but column generation and branch-and-price methods are required to solve the problem, as the number of variables is exponential in terms of the number of customers. In this case, the difficulty lies in generating the paths, as they must be feasible routes that depart from and return to the depot. These features illustrate that VF formulations and SP formulations are extremal cases of $p$-step formulations.

At this point, an intriguing question emerges: Is there a choice of $p$ such that the $p$-step formulation has a reasonably strong linear relaxation and performs well in practice? Proposition 3.2 brings an interesting relationship between $p$-step formulation regarding their optimal values.

**Proposition 3.2:** Let $\tilde{z}_p$ be the optimal value of the linear relaxation of a $p$-step formulation, for $p = 1, \ldots, n+1$. For any $p \in \{1, \ldots, n\}$, we have that $\tilde{z}_{p+1} \geq \tilde{z}_p$.

**Proof.** By contradiction, let us assume that $\tilde{z}_{p+1} < \tilde{z}_p$. The $p$-step formulation has the following partial paths:

- $(0, v_1)$,
- $(0, v_1, \ldots, v_k)$, for $1 < k \leq p$,
- $(v_0, v_1, \ldots, v_p)$, with $v_0 > 0$.

In the $(p+1)$-step formulation, we have the partial paths:

- $(0, v_1)$,
- $(0, v_1, \ldots, v_k)$, for $1 < k \leq p$,
- $(0, v_1, \ldots, v_p, v_{p+1})$,
- $(v_0, v_1, \ldots, v_p, v_{p+1})$, with $v_0 > 0$.

Hence, both formulations have all $k$-step paths starting on 0, for $k = 1, \ldots, p$. The difference between them lies in the partial paths starting on $v_0 > 0$ and in the $(p+1)$ paths starting on 0. Let $\lambda^*$ and $u^*$ be primal and dual optimal solutions of the $p$-step formulation. Since they are optimal, no partial path in the $p$-step formulation can lead to a column with negative
reduced cost for the dual solution $u^*$. On the other hand, since $\tilde{z}_{p+1} < \tilde{z}_p$, there must exist a path $(v_0, v_1, \ldots, v_{p+1})$ in the $(p+1)$-step formulation that leads to a column with negative reduced cost for $u^*$. However, this is a contradiction, as any $p$-step path visiting only vertices in $\{v_0, v_1, \ldots, v_{p+1}\}$ has a reduced cost greater than or equal to zero. Indeed, the sum of $p + 1$ terms cannot be negative if the sum of each combination having $p$ terms of them is non-negative. Therefore, $\tilde{z}_{p+1} \geq \tilde{z}_p$. □

We now present an empirical evidence of the difference in the optimal values for $p$-step formulations with different values of $p$. The experiments use the well known Solomon’s instances of the VRPTW [29], considering only the first 25 customers. All partial paths were generated by full enumeration and we added only the feasible ones, i.e. partial paths that satisfy vehicle capacity and customer time windows requirements. The formulation with all generated paths was solved by the IBM CPLEX v.12.4 Optimization Studio, using the CPLEX Concert Library. The experiments were run on a Dell Precision T7600 with Intel E5-6280 2.70 GHz CPU and 192 GB RAM, under Linux Operating System.

Table 1 shows the optimal values regarding the linear relaxations of the $p$-step formulations with $p$ from 1 to 10. As stated in Proposition 3.2, we observe that the optimal value of the linear relaxation for a given $p \in \{1, \ldots, n\}$ is smaller than or equal to the optimal value for $p+1$. Tables 2 and 3 shows the corresponding total CPU time (in seconds) to solve the linear relaxation and the total number of columns in the problem, respectively.

The plots in Figures 1 to 3 summarize the results presented in the tables, for class R1. For the other classes the behavior is similar. In the plots on the left, the horizontal axis give the name of the instance, while the lines represent the behavior of a $p$-step formulation for a particular $p$. In the plots on the right, we have the opposite, so we can observe the behavior of an instance according to different values of $p$. The plots in Fig. 1 show the objective values of the linear relaxations. As expected, a line for a given value of $p$ dominates all the other lines with a smaller value, for the plot on the left. An interesting behavior is observed in the plot on the right. The easiest instances (e.g. R101 and R102) are those with the largest difference on the values according to the variation of $p$. The most difficult instances (e.g. R112 and R108) are those with the smallest variations in objective values. The plots in Fig. 2 show that the largest computational times are for instances R104 and R108, with intermediate values of $p$ (from 5 to 7). The same instances and values of $p$ have the largest number of feasible partial paths, as presented in the plots in Fig. 2.

4 Column generation for the $p$-step formulations

Any $p$-step formulation can be seen as a column generation model, as any of its columns (variables) can be generated by following a known rule. Of course, for $p$ small, the number of columns in the formulation is polynomial in terms of the number of nodes and hence it can be practical to enumerate them beforehand. Even so, for large-scale problems it can be more advantageous to recur to column generation, as only a few variables will be nonzero at the optimal solution.

Consider the linear relaxation of the $p$-step formulation (3.1)–(3.7) having only the columns
Column generation for the $p$-step formulations

| Instance | 1        | 2        | 3        | 4        | 5        | 6        | 7        | 8        | 9        | 10       |
|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|
| C101     | 179.59   | 184.02   | 186.28   | 187.93   | 188.20   | 188.20   | 188.46   | 189.26   | 190.56   | 191.30   |
| C102     | 147.76   | 151.32   | 154.08   | 155.01   | 155.33   | 156.18   | –        | –        | –        | –        |
| C103     | 125.25   | 129.95   | 134.03   | 134.24   | 134.24   | –        | –        | –        | –        | –        |
| C104     | 124.05   | 129.09   | 131.67   | 133.00   | 133.17   | –        | –        | –        | –        | –        |
| C105     | 76.85    | 88.94    | 107.33   | 116.74   | 129.36   | 138.47   | 152.84   | 159.83   | 164.17   | 169.26   |
| C106     | 156.26   | 166.65   | 171.13   | 174.39   | 174.55   | 178.00   | 181.26   | 183.84   | 185.32   | 188.11   |
| C107     | 74.82    | 85.34    | 92.50    | 99.05    | 108.94   | 119.43   | 125.35   | 136.94   | 145.16   | 153.02   |
| C108     | 74.14    | 78.04    | 88.44    | 90.36    | 100.31   | 109.48   | –        | –        | –        | –        |
| C109     | 73.05    | 76.03    | 84.56    | 89.23    | 97.29    | 103.78   | –        | –        | –        | –        |
| RC101    | 326.28   | 362.13   | 406.53   | 457.21   | 500.61   | 585.30   | 617.10   | 617.10   | 617.10   | 617.10   |
| R102     | 306.99   | 312.11   | 331.24   | 366.54   | 407.88   | 450.81   | 494.93   | 520.76   | 531.68   | 546.33   |
| R103     | 299.56   | 296.08   | 300.51   | 310.11   | 327.35   | 347.37   | 370.02   | 392.66   | 430.76   | 454.60   |
| R104     | 282.49   | 291.66   | 293.90   | 299.31   | 305.41   | 321.19   | 335.35   | 352.98   | 397.71   | 406.76   |
| R105     | 289.45   | 308.72   | 313.45   | 366.16   | 402.94   | 440.66   | 484.18   | 530.50   | 530.50   | 530.50   |
| R106     | 286.67   | 297.49   | 305.66   | 326.10   | 339.77   | 357.35   | 378.80   | 427.42   | 447.15   | 457.30   |
| R107     | 284.12   | 293.70   | 296.69   | 301.30   | 313.24   | 324.04   | 336.91   | 360.28   | 385.13   | 424.30   |
| R108     | 282.01   | 290.78   | 292.88   | 296.01   | 299.89   | 303.96   | 312.36   | 330.71   | 350.02   | 376.21   |
| R109     | 284.20   | 297.44   | 301.94   | 312.32   | 320.27   | 345.64   | 369.36   | 394.92   | 441.30   | 441.30   |
| R110     | 282.57   | 292.01   | 297.52   | 303.09   | 310.49   | 328.31   | 349.95   | 371.77   | 410.04   | 438.35   |
| R111     | 283.48   | 294.29   | 296.65   | 300.74   | 312.75   | 324.35   | 343.45   | 367.29   | 399.77   | 427.28   |
| R112     | 281.49   | 290.69   | 290.71   | 291.60   | 293.76   | 298.80   | 303.42   | 318.79   | 334.29   | 371.75   |

Tab. 1: Optimal values of the linear relaxations of $p$-step formulations with $p = 1, \ldots, 10$.

| Instance | 1        | 2        | 3        | 4        | 5        | 6        | 7        | 8        | 9        | 10       |
|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|
| C101     | 0.01     | 0.08     | 0.32     | 3.07     | 9.77     | 18.71   | 27.93    | 22.03    | 17.44    | 14.69    |
| C102     | 0.01     | 0.08     | 1.36     | 25.59    | 251.65   | 1576.00 | –        | –        | –        | –        |
| C103     | 0.05     | 0.08     | 2.32     | 94.59    | 1009.28  | –        | –        | –        | –        | –        |
| C104     | 0.01     | 0.10     | 2.87     | 103.57   | 2189.55  | –        | –        | –        | –        | –        |
| C105     | 0.00     | 0.07     | 0.43     | 7.56     | 23.45    | 79.16   | 118.18   | 157.62   | 86.36    | 70.42    |
| C106     | 0.01     | 0.06     | 0.38     | 3.44     | 13.85    | 24.82   | 37.67    | 40.26    | 21.32    | 18.38    |
| C107     | 0.01     | 0.06     | 0.46     | 5.16     | 36.64    | 115.69  | 352.79   | 963.03   | 832.82   | 510.79   |
| C108     | 0.01     | 0.08     | 0.75     | 11.27    | 97.29    | 568.18  | –        | –        | –        | –        |
| C109     | 0.03     | 0.09     | 1.12     | 25.28    | 314.57   | 3544.28 | –        | –        | –        | –        |

Tab. 2: Running times (in seconds) for solving the linear relaxations of $p$-step formulations with $p = 1, \ldots, 10$. 

4 Column generation for the $p$-step formulations

| Instance | 1     | 2     | 3     | 4     | 5     | 6     | 7     | 8     | 9     | 10    |
|----------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| C101     | 579   | 5803  | 34585 | 13456 | 35148 | 65078 | 82456 | 73056 | 52775 | 43133 |
| C102     | 603   | 9339  | 10942 | 90082 | 69172 | 36583 | 43107 | 50702 | 29708 | 21871 |
| C103     | 627   | 12084 | 24867 | 26047 | 26527 | 84516 | 39452 | 83492 | 61496 | 53261 |
| C104     | 627   | 13215 | 24867 | 41867 | 41867 | 84516 | 39452 | 83492 | 61496 | 53261 |
| C105     | 650   | 7928  | 81963 | 34138 | 14107 | 44693 | 10726 | 18497 | 21291 | 16789 |
| C106     | 580   | 5886  | 34585 | 84516 | 41867 | 84516 | 39452 | 83492 | 61496 | 53261 |
| C107     | 651   | 9662  | 97318 | 40553 | 40553 | 84516 | 39452 | 83492 | 61496 | 53261 |
| C108     | 651   | 11018 | 14438 | 84516 | 40553 | 40553 | 84516 | 39452 | 83492 | 61496 |
| C109     | 651   | 11018 | 14438 | 84516 | 40553 | 40553 | 84516 | 39452 | 83492 | 61496 |

**Tab. 3:** Number of partial paths in the $p$-step formulations with $p = 1, \ldots, 10$.

**Fig. 1:** Objective values of the linear relaxations of class R1.

**Fig. 2:** Computational times to solve the linear relaxations for class R1.
corresponding to an arbitrary subset $\mathcal{S} \subset \mathcal{S}$. This leads to the following restricted master problem (RMP):

$$\text{min} \quad \sum_{s \in \mathcal{S}} c^s \lambda^s \quad (4.1)$$

s.t. \quad \sum_{s \in \mathcal{S}} e^s_i \lambda^s = 1, \quad i = 1, \ldots, n, \quad (4.2)$$

$$\sum_{s \in \mathcal{S}} a^s_i \lambda^s = 0, \quad i = 1, \ldots, n, \quad (4.3)$$

$$\sum_{s \in \mathcal{S}} a^s_0 \lambda^s \leq K, \quad (4.4)$$

$$\varphi_i - \varphi_j + \sum_{s \in \mathcal{S}_{ij}} (q_j + Q) \lambda^s \leq Q, \quad i = 0, \ldots, n, \quad j = 1, \ldots, n + 1, \quad (4.5)$$

$$q_i \leq \varphi_i \leq Q, \quad i = 1, \ldots, n, \quad (4.6)$$

$$\lambda_s \geq 0, \quad s \in \mathcal{S}, \quad (4.7)$$

where $\mathcal{S}_{ij}$ has the same meaning as $\mathcal{S}_{ij}$, but considers only the paths in $\mathcal{S}$. Notice that we have written constraints (4.5)–(4.7) in a slightly different way for the sake of clarity.

Let $u^1 = (u^1_1, \ldots, u^1_n) \in \mathbb{R}^n$, $u^2 = (u^2_1, \ldots, u^2_n) \in \mathbb{R}^n$, $u^3 \in \mathbb{R}$ and $u^4 = (u^4_{01}, u^4_{02}, \ldots, u^4_{n,n+1}) \in \mathbb{R}^{n+1 \times n+1}$ be the dual variables associated to constraints (4.2)–(4.5), respectively. Given a dual solution $\pi = (\pi^1, \ldots, \pi^4)$ of the RMP, where we assume $\pi^3_0 = \pi^4_{n+1} = 0$, the reduced cost of the column corresponding to a path $(v_0, v_1, \ldots, v_k)$ is given by:

$$rc(\pi) = k-1 \sum_{j=0}^{k-1} \left( c_{v_jv_{j+1}} - \pi^1_{v_j} - (q_{v_{j+1}} + Q) \pi^3_{v_jv_{j+1}} \right)$$

$$-\delta(v_0 \neq 0) \pi^2_{v_0} + \delta(v_k \neq n+1) \pi^2_{v_k} - \delta(v_0 = 0) \pi^3,$$

where $\delta(C)$ is equal to 1 if condition $C$ is true; 0, otherwise.

Any feasible path with negative cost corresponds to a path in $\mathcal{S}\setminus\mathcal{S}$. This can be used to generate a new column (variable) that has a negative reduced cost and then should be added to the current RMP. After solving the modified RMP a new dual solution is obtained and the
Advantages and disadvantages of the \( p \)-step formulations

We address now a few advantages of the \( p \)-step formulations with respect to the classical formulation for vehicle routing problems. As mentioned before, different types of capacity constraints are needed in the \( p \)-step formulations compared to the classical formulation, which can be seen as an advantage since it allows for more flexibility in modeling different types of capacity limits. Additionally, the \( p \)-step formulations provide more dual information, which can be used to guide the decision at the subproblem level. This can be particularly useful when solving large-scale problems, as it allows for more informed decisions and potentially faster convergence.

Disadvantages of the \( p \)-step formulations

On the other hand, the \( p \)-step formulations also have some disadvantages. The most notable disadvantage is the increased computational complexity due to the additional constraints. This can lead to longer solution times and more complex algorithms for solving the subproblems. Additionally, the \( p \)-step formulations require more dual information to be stored and managed, which can increase the memory requirements and computational overhead.

Another disadvantage is the increased difficulty of modeling special cases, such as heterogeneous vehicles or time windows. In these cases, the \( p \)-step formulations may require more complex models and may be less intuitive to use than the classical formulation.

Overall, the \( p \)-step formulations offer a trade-off between flexibility and computational complexity. While they allow for more detailed modeling of capacity limits, they also require more computational resources and more careful management of dual information. Therefore, the choice of formulation depends on the specific problem at hand and the trade-offs that can be tolerated.
constraints and valid inequalities can be incorporated to these formulations. They can be even stated in terms of partial paths instead of arcs, when it leads to stronger versions. Other advantage is that different requirements can be imposed directly to the master problem, which can be very convenient when dealing with rich vehicle routing problems and integrated problems, such as location routing and inventory routing problems \cite{4,8}.

At the subproblem level, $p$-step formulations may lead to a better performance, as the label extension is limited by a new resource, the number of steps. Also, the subproblems can be solved in parallel, by splitting the label extension by starting node. Then, we are able to solve $n+1$ subproblems in parallel, which is suitable for the current multi-core CPU machines.

As proposed in this paper, the size of the partial paths in the $p$-step formulation is limited by the number of traversed arcs. Since this can be seen as a resource, other types of resource may be used to limit a path: capacity, timing, etc. For example, we could generate partial paths in which the maximum load is a percentage of the capacity, or the total travel time is less than a percentage of the final time instant. This is somehow a generalization of the bidirectional label-extension \cite{27}, but with the joining of paths done at the master problem. This allows for any type of partitioning in the label-extension, instead of using two partitions only (e.g. several partitions of time).

Of course, $p$-step formulations have a few disadvantages as well. The first one is that the quality of the bound provided by the linear relaxation of a $p$-step formulation depends on $p$. A large $p$ leads to a bound as good as that obtained from the SP formulation, while $p = 1$ leads to the weak linear relaxation of the VF formulation. A good strategy would be the use of a turning point strategy, in which the value of $p$ is increased during the solution process. Hence, at the turning point, the $p$-step formulation is converted to a $(p+k)$-step formulation, $k \geq 1$, by explicitly combining $p$-step paths to obtain $(p+k)$-step paths.

Another disadvantage of the $p$-step formulation is related to the size of the master problem. Instead of the usual $n$ constraints of the SP formulation, a $p$-step model of the VRPTW has $4n + 2n^2$ constraints, like in the VF formulation. Although the current linear programming solvers are very powerful nowadays, the solution time can be relatively large for $n$ large. Nevertheless, interior point methods can help to overcome this weaknesses, specially if aided by active set strategies for identifying inactive constraints \cite{14,21,15}.

6 Conclusions

In this working paper, we have introduced a general class of formulations for vehicle routing problems, namely the $p$-step formulations. They offer several advantages over classical formulations and seem to be promising in practice. Theoretical results presented in this paper show that the classical formulations are special cases of the $p$-step formulations. Also, the proposed formulation can be put in a column generation scheme that allows more dual information to be sent to the subproblem.

This is still a ongoing research, in its very early stage. A computational implementation of a branch-price-and-cut method for the $p$-step formulation is in course and should be finished
soon. Computational results will be reported in a future version of this working paper.
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