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Abstract

In this paper we point out a relationship between the volume of sublevel sets and area of level sets by virtue of the Gelfand-Leray form. As a consequence, the derivative of a $n$-dimensional ball with respect to the radius equals the area of its boundary. Moreover, we give an estimation of the volume of level sets.
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1 Introduction

For a geometric figure in 3-dimensional space, there are some intimate relationships between its volume and surface area. For example, the variation of surface area of a figure under a dilation implies the variation of its volume, and conversely. It is then a natural question to ask how the volume of an object depends on its surface area.

Starting from a slightly different approach to this problem, our goal is to explore the relation between the volume $V(t)$ of sublevel sets and the area $A(t)$ of level sets of a certain function (detailed definitions of these quantities are given in Section 2). In fact, this investigation stems from current studies of oscillatory integrals of the following form

$$I(\lambda) = \int_{\mathbb{R}^n} e^{i\lambda f(x)} g(x) dx$$ (1)

Many of recent studies of estimates for oscillatory integrals lead to estimating volumes of sublevel sets of lower-bounded functions in $\mathbb{R}^n$. For $n = 1$, one of complete results is well known as van der Corput’s lemma (see [5]).

Our main goal is to establish an explicit relation between $V(t)$ and $A(t)$ for a given sufficiently smooth function $f$. More concretely, we show that (for $t \in \mathbb{R}$)

$$V'(t) = \frac{A(t)}{\|\nabla f(\xi)\|},$$ (2)

for some $\xi \in f^{-1}(t)$.
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We can derive from this formulation many typical events, one of which is that the derivative of a \( n \)-dimensional ball with respect to the radius equals the area of its boundary. Thanks to the gradient inequality, we can obtain an estimate of the decay rate of \( V(t) \) when \( t \to 0 \).

This paper is organized as follows: In Section 2 we recall some primary facts on Gelfand-Leray form. The main theorem and its consequence are given in Section 3. A slight generalization for the case where \( f \) is piece-wise smooth is mentioned in Section 4.

### 2 Gelfand-Leray form

The residue theory on complex manifolds has been intensively studied in a remarkable work of Leray [1], in which the general residue forms have been established. As a special case, the so-called Gelfand-Leray form has been introduced later by others (cf. [2] and references therein) in an attempt to explore the asymptotic behaviors of oscillatory integrals whose phrase functions have non-isolated singular points.

In this section we are going to recall some elementary facts about Gelfand-Leray form. Let \( U \subset \mathbb{R}^n \) be an open and non-empty set, and \( \omega \) be a (smooth) differential \( k \)-form on \( U \) \((k \geq 1)\).

**Proposition 2.1.** If \( \alpha \) is a non-null (smooth) differential 1-form on \( U \) such that
\[
\alpha \land \omega = 0
\]
then there exists uniquely a (smooth) differential \((k-1)\)-form \( \psi \) satisfying the following
\[
\omega = \alpha \land \psi
\]

The proof of Proposition 2.1 can be found in many text books on differentiable manifolds (e.g. [3]). The essential feature in the proof is just choosing a basic of \( \Omega^k(U) \) such that \( \alpha \) is a factor of \( \omega \) in that basic. Then \( \psi \) can be taken as the remain factor.

From now, assume that \( \omega = g(x)dx_1 \land \cdots \land dx_n \) is a given smooth differential \( n \)-form on \( U \). We consider a smooth function \( f : U \subset \mathbb{R}^n \to \mathbb{R} \) such that \( df(x_0) \neq 0 \), for some \( x_0 \in U \). Then \( \psi \) is satisfied by letting \( \alpha = df \) in some neighborhood of \( x_0 \). As a consequence of Proposition 2.1 we have

**Proposition 2.2.** With the above hypotheses, there exists a smooth differential \((n-1)\)-form \( \psi \) satisfying the following
\[
\omega = df \land \psi
\]
in a neighborhood of \( x_0 \).

Furthermore, the restriction of \( \psi \) on each fiber \( f^{-1}(t) \) is uniquely defined for \( t \) sufficiently close to \( t_0 := f(x_0) \).

**Definition 2.1.** The differential form \( \psi \) in Proposition 2.2 is called Gelfand-Leray form.

To specify the dependence on \( \omega \) and \( f \), we always use the notation \( \omega/df \) to denote the \((n-1)\)-form \( \psi \). Notice that the existence of \( \omega/df \) is local, but its
restriction on any regular fiber $f^{-1}(t)$ is unique. In special case where $f$ is non-singular on $U$ (i.e. $\nabla f(x) \neq 0, \forall x \in U$), a global expansion of $\omega/df$ can be written in the following form

$$\omega/df = g(x) \sum_{i=1}^{n} (-1)^{i-1} \frac{\partial f}{\|\nabla f\|^2} dx_1 \wedge \cdots \wedge \hat{dx}_i \wedge \cdots \wedge dx_n,$$

(6)

where $\hat{\cdot}$ means to omit the corresponding factor.

The Gelfand-Leray form of the volume element and the area form on hypersurfaces have an intimate relationship. We shall clarify this relationship in a more general situation. Consider now an $n$-dimensional smooth manifold $M$, oriented by a volume form $\omega$ and assume $S \subset M$ is a smooth hypersurface oriented by a unit normal vector field $n$. Suppose that $g$ is the Riemannian metric on $M$. We denote by $\omega_g$ the volume element on $U$ induced by $g$.

Then the hypersurface $S$ posses a certain area element $\sigma_g$, which is compatible with the orientation of $S$.

Here, we recall the contraction of forms on finite-dimensional vector spaces. Let $V$ be a vector space of dimension $n$ and let $v$ be some fixed vector in $V$. We define the operator $\iota_v: \Lambda^k(V^*) \rightarrow \Lambda^{k-1}(V^*)$ by

$$\iota_v(\omega)(v_1, \ldots, v_{k-1}) = \omega(v, v_1, \ldots, v_{k-1})$$

(7)

where $\Lambda^k(V)$ denotes the vector space of $k$-linear forms on $V$.

The operator $\iota_v(\omega)$ is called the contraction of forms on $V$ along vector $v$.

With above notations, we have the following proposition whose proof can be found in [3].

**Proposition 2.3.** Let $\iota_n$ be the contraction of differential forms along the vector field $n$. Then

$$\sigma_g = (\iota_n \omega)_g$$

(8)

Consider some open $U$ in $\mathbb{R}^n$ as an $n$-dimensional differentiable manifold, orientated in the standard way in tangent spaces $T_x U$. Let $f: U \rightarrow \mathbb{R}$ be a smooth function. It is well known that if $t_0$ is not a critical value of $f$ then the hypersurface $S := \{ x \in U : f(x) = t_0 \}$ is an orientable, $(n-1)$-dimensional smooth submanifold of $U$.

**Proposition 2.4.** Assume that $t_0 \in \mathbb{R}$ is a regular value of $f$, hence $S := f^{-1}(t_0)$ is a smooth hypersurface of $U$. Denote by $n$ the outward-pointing unit normal vector field along $S$.

Let $\omega = dx_1 \wedge \cdots \wedge dx_n$ be Euclidean volume element in $\mathbb{R}^n$ and $\sigma$ be the corresponding area element on $S$. Then

$$df(n) \frac{\omega}{df} \bigg|_S = \sigma$$

(9)

where $\frac{\omega}{df}$ is the Gelfand-Leray form.

**Proof.** Assume $(E_2, \ldots, E_n)$ is an arbitrary oriented basis on $S$ such that $(E_1 := n, E_2, \ldots, E_n)$ gives a canonical orientation of the tangent fibration $TU$.

By using (8) and (7), we have

$$\sigma(E_2, \ldots, E_n) = (\iota_n \omega)(E_2, \ldots, E_n) = \omega(n, E_2, \ldots, E_n)$$

\[3\]
From the above definitions, we can write

\[
\omega(n, E_2, \ldots, E_n) = (df \wedge \frac{\omega}{df})(E_1, E_2, \ldots, E_n)
\]

\[
= \sum_{i=1}^{n} (-1)^{i-1} df(E_i) \frac{\omega}{df}(E_1, \ldots, \hat{E}_i, \ldots, E_n)
\]

\[
= df(n) \omega(df(E_2, \ldots, E_n)) \quad \text{(since } df(E_i) = 0, \forall i \geq 2)\]

This yields the equality.

3 Volume of sublevel sets and area of level sets

We begin this section by fixing some notations. Let \( f : \mathbb{R}^n \to \mathbb{R} \) be a given function. For each \( t \in \mathbb{R} \), we denote by \( E_t \) the sublevel set of \( f \) at the level \( t \),

\[
E_t = \{ x \in \mathbb{R}^n : f(x) \leq t \}
\]

and by \( V(t) \) the \( n \)–dimensional Lebesgue measure of \( E_t \). Notice that \( V(t) \) may not exist except for cases where \( f \) is below bounded, continuous and proper in the sense that the preimage of a compact set under \( f \) is again compact.

In relating to \( V(t) \), we are interested in the \((n-1)\)–dimensional Lebesgue measure of the level set \( \{ f = t \} \), which will be denoted by \( A(t) \). For the sake of brevity, we call them, correspondingly, the volume and the area.

For a given smooth \( n \)–form \( \omega \) on \( \mathbb{R}^n \) such that \( \text{supp} \omega \cap \{ f = t \} \) is compact for almost every \( t \in \mathbb{R} \), we are able to consider the real function

\[
J(t) := \int_{f=t} \frac{\omega}{df},
\]

which is called the Gelfand-Leray function generated by \( \omega \). This function is well-defined at regular values of \( f \). If \( f \) is sufficiently smooth, \( J(t) \) is differentiable almost everywhere, except for the set of critical values of \( f \). Since the set of critical values of a smooth function has measure zero, we can ignore these values in context of Lebesgue measure. Thus we have

**Proposition 3.1.** Assume that the support of \( n \)–form \( \omega \) is disjoint with the critical set of a smooth function \( f \). Then we have

\[
\int_{\mathbb{R}^n} \omega = \int_{-\infty}^{+\infty} \left( \int_{f=t} \frac{\omega}{df} \right) dt
\]

**Proof.** From very definition of Gelfand-Leray form, we have

\[
\int_{\mathbb{R}^n} \omega = \int_{\mathbb{R}^n} df \wedge \frac{\omega}{df}
\]

For the integral on the right hand side, by changing of variable

\[
(x_1, \ldots, x_n) \mapsto (t := f, x_2, \ldots, x_n)
\]

(assuming \( \partial f/\partial x_1 \neq 0 \)) and by using the Fubini formula, we obtain

\[
\int_{\mathbb{R}^n} df \wedge \frac{\omega}{df} = \int_{-\infty}^{+\infty} \left( \int_{f=t} \frac{\omega}{df} \right) dt
\]

**Proposition 3.1** is complete.
Proposition 3.2. Let $f : \mathbb{R}^n \to \mathbb{R}$ be a differentiable function having an isolated minimum at $0$, with $f(0) = 0$. Moreover, assume that $f$ is proper and $df \neq 0$ on each fiber $f^{-1}(t)$, for all $t > 0$. Then

$$\frac{d}{dt} V(t) = J(t), \quad \forall t > 0.$$ (13)

Proof. It is obviously that $V(t)$ is a non-decreasing function. Furthermore, we have

$$V(t) = \int_{E_t} \omega$$

where $\omega := dx = dx_1 \wedge \cdots \wedge dx_n$ is the standard volume element in the Euclidean space $\mathbb{R}^n$.

By making use of Proposition 3.1, we can write

$$V(t) = \int_0^t \left( \int_{f=s} \frac{dx}{df} \right) dt = \int_0^t J(s) dt$$

This yields the equality (13).

One of difficult problems is to find conditions under which $V(t)$ is finite for any $t$, as well as to estimate the asymptotic behavior of $V(t)$ when $t$ tends to some critical value $t_0$. In the other hand, the normal estimation of $V(t)$ can imply the asymptotic behavior of oscillatory integrals [1] and vice versa (see [2]). These two parallel problems are known as a multidimensional version of van der Corput lemma, which shows to be a powerful tool in many contexts (see [4], [5], [6]).

Theorem 3.1. Assume $f$ satisfies the above conditions and $f^{-1}(t)$ are connected sets for all $t \in (0, \epsilon)$. Then, for a fixed $t \in (0, \epsilon)$, there exists a $\xi \in f^{-1}(t)$ such that

$$V'(t) = A(t) \frac{\|\nabla f(\xi)\|}{\|\nabla f(t)\|}.$$ (14)

Proof. By virtue of Propositions 2.4, we have

$$V'(t) = \int_{f=t} \frac{\omega}{df} = \int_{f=t} \frac{\sigma}{df(n)}$$

where $\sigma$ still denotes the area element induced by the (Euclidean) volume element in $\mathbb{R}^n$.

By restricting on the hypersurface $f = t$, we have

$$df(n) = \langle \nabla f, \frac{\nabla f}{\|\nabla f\|} \rangle = \|\nabla f\|$$

The connectedness of $f^{-1}(t)$ enables us to infer that there exists a $\xi = \xi_t \in f^{-1}(t)$ such that

$$\int_{f=t} \frac{\sigma}{df(n)} = \int_{f=t} \frac{\sigma}{\|\nabla f(x)\|} = \frac{1}{\|\nabla f(\xi)\|} \int_{f=t} \sigma = \frac{A(t)}{\|\nabla f(\xi)\|}$$

This yields the formula (14).

\[ \Box \]
**Remark 3.1.** For \( f \in C^1(\mathbb{R}^n) \) such that its fibers \( f^{-1}(t) \) are compact connected non-singular hypersurfaces, the quantity \( \|\nabla f(\xi)\|^{-1} \) in (14) is nothing but the integral mean value of function \( \|\nabla f(x)\| \) on the fiber \( f^{-1}(t) \).

**Corollary 3.1.** The derivative of the volume of a ball with respect to the radius equals the area of its boundary.

**Proof.** Consider a closed ball of radius \( t > 0 \) centered at the origin in \( \mathbb{R}^n \). It is merely the sublevel set of function \( f(x) = \sqrt{x_1^2 + \cdots + x_n^2} \) at the level \( t \).

The assertion now comes from (14) with notice that \( \|\nabla f(\xi)\| = 1 \).

Hereafter, we also raise an estimation of \( V(t) \). A further discussion about this is mentioned in Section 5.

**Corollary 3.2.** Assume in addition that \( f \) is an analytic function in a neighborhood of \( 0 \in \mathbb{R}^n \) such that \( f(0) = 0 \), then we have the inequality

\[
V'(t) \leq \frac{A(t)}{t^\nu},
\]  

with some \( 0 < \nu < 1 \).

**Proof.** It is sufficient to apply the gradient inequality (see [7]) to (14).

4 Extension: Case of piece-wise functions

We next extend the above result to a larger class of piece-wise smooth functions on \( \mathbb{R}^n \). In other words, the fibers of \( f \) do not need to be smooth, provided that they admit a decomposition into a finite number of smooth connected components (Fig. 1(a)). This seems be appropriate for our considerations because the volume is not modified up to null-measure sets.
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**Theorem 4.1.** Let \( f : \mathbb{R}^n \to \mathbb{R} \) be a non-negative, piece-wise smooth function satisfying the following conditions:

i) For each \( t \in (0, \epsilon) \), the sublevel set \( \{f \leq t\} \) is compact neighborhood of the origin.
ii) There is a positive integer $m$ such that each level set $\{ f = t \}$ is a discrete union of $m$ connected smooth hypersurfaces $S_k(t)$ ($k = 0, m$), on which $\| \nabla f \| \neq 0$.

Then there exist $\xi_k = \xi_k(t) \in S_k(t)$ satisfying the following

$$V'(t) = \sum_{k=1}^{m} \frac{A_k(t)}{\| \nabla f(\xi_k) \|}$$

where $A_k(t)$ denotes the area of $S_k(t)$ for $k = 1, 2, ..., m$.

**Proof.** By hypothesis and Proposition 2.4, we can write

$$V'(t) = \int_{f = t} \omega = \int_{f = t} \frac{\sigma}{d\ell}$$

$$= \sum_{k=1}^{m} \int_{S_k(t)} \frac{\sigma}{d\ell}.$$ 

The remain of the proof is similar to the proof of Theorem 3.1.

This extension enables us to treat a significantly larger class of piece-wise smooth functions, especially smooth functions of variables $|x_1|, ..., |x_n|$ on $\mathbb{R}^n$.

Hereafter we are interested in piece-linear functions

$$f(x_1, \ldots, x_n) = a_1|x_1| + a_2|x_2| + \cdots + a_n|x_n|$$

where $a_i > 0$ for all $i = 1, 2, \ldots, n$ and $\sqrt{a_1^2 + \cdots + a_n^2} = 1$.

It is obviously that the sublevel set of $f$ at some level $t > 0$ is a convex (compact) polyhedron whose faces have the same distance $\frac{t}{\| a \|}$ to the origin (Fig. 1(b)). In other hand, $\| \nabla f(x) \| = \| a \|$ for all $x$ belongs to the interior of octans of $\mathbb{R}^n$. Thus, (16) now reads

$$V'(t) = \frac{2^n}{\| a \|} \sum_{k=1}^{m} A_k(t) = \frac{A(t)}{\| a \|}$$

By the same argument as above we can re-establish some basic events concerning the relationship between volume and area of a polyhedron. Let us consider a polyhedron $P$ in $\mathbb{R}^n$ having the origin as its interior point. We suppose that $P$ is regular, in the sense that the origin is equidistant from its faces.

Assume without loss of generality that this distance is unit. Denote by $tP$ the dilation of $P$ of coefficient $t > 0$. Then $tP$ can be considered as sublevel sets of a certain linear-wise function $F(x)$, whose restriction to the $i^{th}$-face of $tP$ is a linear functional of the form $F_i(x) = a_i \cdot \langle x \rangle$, where $\| a \| = 1$.

This leads the fact that the derivative of the volume $V(t)$ of $tP$ with respect to $t$ equals the area of its boundary.

5 Closing remarks

Theorem 3.1 gives an intrinsic relation between geometrical measures of a certain (smooth) function. It may be useful in estimating these measures via the gradient of $f$.  
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For tame objects (e.g. see [9]), the area $A(t)$ must be small and tend to 0, whenever $t$ tends to 0. Hence, we can upper bound it by some constant for all $t \in (0, \epsilon)$. Moreover, in case $f$ has an absolute minimum value $f(0) = 0$, we can deduce from (15) that

$$V(t) = \int_0^t V'(s)ds \leq Ct^{1-\nu}, \quad (17)$$

where $\nu \in (0, 1)$.

This can give a sharp estimation of the volume of sublevel sets as long as we accurately compute the exponent $\nu$ in the gradient inequality. The inequality in (17) is also concerned with estimating the decay rate of oscillatory and exponential integrals (see [4, 5, 10]).
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