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Abstract

In this paper we present the induced representation of \( SO(2N) \) canonical transformation group and introduce \( \frac{SO(2N)}{U(N)} \) coset variables. We give a derivation of the time dependent Hartree-Bogoliubov (TDHB) equation on the Kähler coset space \( \mathcal{G} = \frac{SO(2N)}{U(N)} \) from the Euler-Lagrange equation of motion for the coset variables. The TDHB wave function represents the TD behavior of Bose condensate of fermion pairs. It is a good approximation for the ground state of the fermion system with a pairing interaction, producing the spontaneous Bose condensation. To describe the classical motion on the coset manifold, we start from the local equation of motion. This equation becomes a Riccati-type equation. After giving a simple two-level model and a solution for a coset variable, we can get successfully a general solution of TDHB equation for the coset variables. We obtain the Harish-Chandra decomposition for the \( SO(2N) \) matrix based on the nonlinear Mōbius transformation together with the geodesic flow on the manifold.
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1 Introduction

The supersymmetric (SUSY) extension of the nonlinear $\sigma$-model was first given by Zumino under the introduction of scalar fields on a Kähler manifold \[1\]. The extended $\sigma$-model defined on symmetric spaces have been intensively studied in modern elementary particle physics, superstring theory and supergravity theory \[2\]. While the Hartree-Bogoliubov theory (HBT) \[3\] has been regarded as the standard approximation in the theory of fermion systems \[4, 5\]. In HBT a wave function (WF) represents a Bose condensate of fermion pairs. From the Lie-algebraic viewpoint, fermion pair operators form a $SO(2N)$ Lie algebra and contain a $U(N)$ Lie algebra as a subalgebra ($N$: Number of fermion states). The $SO(2N)$ and $U(N)$ mean the special orthogonal group of $2N$ dimensions and unitary group of $N$ dimensions, respectively.

One can give the exact coherent state representation (CS rep) of a fermion system \[6\]. A consistent coupling of gauge- and matter superfields to SUSY $\sigma$-models on Kähler coset space has been given by van Holten et al. They have presented a mathematical tool of constructing a Killing potential and have applied it to the explicit construction of a SUSY $\sigma$-model on the coset space $SO(2N)/U(N)$. Fukutome et al. have proposed a new fermion many-body theory based on a $SO(2N+1)$ Lie algebra of fermion operators \[7\]. A rep of the $SO(2N+1)$ group has been derived by a group extension of a $SO(2N)$ Bogoliubov transformation for fermions to a new canonical transformation group. The fermion Lie operators are represented by bosons \[8\].

We have extended the SUSY $\sigma$-model on the Kähler coset space $G/H = SO(2N)/U(N)$ based on the $SO(2N)$ Lie algebra of fermion operators \[9\]. Following Fukutome, by embedding a $SO(2N+1)$ group into a $SO(2N+2)$ group and using $SO(2N+2)/U(N+1)$ coset variables \[10, 11\], we have studied a new aspect of the extended SUSY $\sigma$-model and then constructed a Killing potential. Using the coset space $SO(2N)/U(N)$ and constructing the Kähler and Killing potentials, van Holten et al. have provided the anomaly-free SUSY $\sigma$-model on $SO(2N)/U(N)$ \[2\]. The time dependent (TD) HBT is a powerful tool for describing superconducting fermion systems \[3, 4\]. The TDHB WF represents the TD behavior of Bose condensate states of fermion pairs. It is a good approximation for the ground state of a fermion system with a pairing interaction, producing the spontaneous Bose condensation. The TDHB equation on the Kähler coset space $G/H = SO(2N)/U(N)$ is derived from the Euler-Lagrange equation of motion for the coset variables. To describe the classical motion on the coset manifold, we start from the local equation of motion \[12, 13\]. This equation becomes of the Riccati type \[14, 15, 16\]. After providing a simple two-level model and a solution for a coset variable, we give a general solution of the TDRHB equation for the coset variables. We obtain the Harish-Chandra decomposition for the $SO(2N)$ matrix based on the nonlinear Mōbius transformation together with the geodesic flow on the manifold.

This paper is organized as follows: In §2, we recapitulate briefly the induced representation of the $SO(2N)$ canonical transformation group and the introduction of the $SO(2N)/U(N)$ coset variables. We give a brief sketch of the derivation of the TDHB and the TDRHB equations from the classical Euler-Lagrange equation of motion for the $SO(2N)/U(N)$ coset variables in the TD self-consistent field (TDSFC). In §3, we give the $SO(2N)/U(N)$ Kähler and Killing potentials and present the Harish-Chandra decomposition for the $SO(2N)$ matrix based on the nonlinear Mōbius transformation and the Killing potential for tensors. In §4, we provide a simple two-level model and a solution for a coset variable up to the first order and the infinite order in time $t$. In §5, we give a general solution of the TDRHB equation for the $SO(2N)/U(N)$ coset variables. Finally, in the last section, we give some concluding remarks and further outlook. In the Appendices, after providing the bosonization of $SO(2N)$ Lie operators and vacuum function for bosons, we give another way of derivation of the TDRHB equation. Finally, we give the TDRHB equations for three- and four- level models.
2 Brief summary of SO\((2N)\) Bogoliubov transformation and Derivation of \(\text{SO}(2N)\, U(N)\) Riccati-Hartree-Bogoliubov equation

We give a brief summary of a \(SO(2N)\) canonical transformation and of fixing a \(\text{SO}(2N)\, U(N)\) coset variable. Let \(c_\alpha\) and \(c^\dagger_\alpha\), \((\alpha=1,\cdots,N)\), be annihilation and creation operators of the fermion satisfying the canonical anti-commutation relations \(\{c_\alpha, c^\dagger_\beta\}=\delta_{\alpha\beta}, \{c_\alpha, c_\beta\}=0\) and \(\{c^\dagger_\alpha, c^\dagger_\beta\}=0\). We introduce the set of fermion operators consisting of the following pair operators:

\[
\begin{align*}
E^\alpha_\beta &= c^\dagger_\alpha c_\beta - \frac{1}{2} \delta_{\alpha\beta}, \quad E^\alpha_\beta = c^\dagger_\alpha c^\dagger_\beta, \quad E_{\alpha\beta} = c_\alpha c_\beta, \\
E^\dagger_\beta &= E^{\alpha\dagger}_{\alpha\beta}, \quad E^{\dagger}_{\alpha\beta} = E^{\dagger}_{\beta\alpha}, \quad E_{\alpha\beta} = -E_{\beta\alpha}. \quad (\alpha, \beta = 1, \cdots, N)
\end{align*}
\]

(2.1)

It is well known that the set of fermion operators \((2.1)\) form a \(SO(2N)\) Lie algebra. As a consequence of the anti-commutation relations, the commutation relations for the fermion operators \((2.1)\) in the \(SO(2N)\) Lie algebra are

\[
\begin{align*}
[E^\gamma_\beta, E^\delta_\gamma] &= \delta_{\gamma\beta} E^\delta_\beta - \delta_{\delta\beta} E^\gamma_\beta, \quad \text{(\(U(N)\) algebra)} \quad \text{(2.2)} \\
[E^\alpha_\beta, E^\gamma_\delta] &= \delta_{\alpha\delta} E^\gamma_\beta - \delta_{\alpha\beta} E^\gamma_\delta, \\
[E^{\alpha\beta}, E^{\gamma\delta}] &= \delta_{\alpha\delta} E^{\gamma\beta} + \delta_{\beta\gamma} E^{\alpha\delta} - \delta_{\gamma\beta} E^{\alpha\delta} - \delta_{\delta\gamma} E^{\alpha\beta}, \quad [E_{\alpha\beta}, E_{\gamma\delta}] = 0.
\end{align*}
\]

(2.3)

We omit the commutation relations obtained by hermitian conjugation of \((2.3)\).

A \(SO(2N)\) canonical transformation \(U(g)\) is generated by the fermion \(SO(2N)\) Lie operators. The transformation \(U(g)\) is expressed by a successive transformation as \(U(g)=e^{A}e^{T}\), \(\Gamma=\gamma_{\alpha\beta}c^\dagger_\alpha c_\beta (\bar{\gamma}^T=-\gamma)\) and \(\Lambda=\frac{1}{2}(\lambda_{\alpha\beta}c^\dagger_\alpha c^\dagger_\beta + \bar{\lambda}_{\alpha\beta}c_\alpha c_\beta)\left(\lambda^{T}=-\lambda\right)\). Introduce matrices \(g_{\gamma}\) and \(g_{\lambda}\) as

\[
g_{\gamma} = \begin{bmatrix} \bar{\gamma} & 0 \\ 0 & \gamma \end{bmatrix} \quad \text{and} \quad g_{\lambda} = \begin{bmatrix} C(\lambda) \bar{S}(\lambda) \\ S(\lambda) \bar{C}(\lambda) \end{bmatrix}.
\]

Then the \(U(g)\) is the generalized Bogoliubov transformation \([3]\) specified by an \(SO(2N)\) matrix \(g\) \((\det g=1)\) as,

\[
U(g)(c, c^\dagger)U(g^\dagger) = (c, c^\dagger)g, \quad g = g_{\lambda}g_{\gamma} = \begin{bmatrix} a & b \\ b & \bar{a} \end{bmatrix}, \quad a = C(\lambda)\bar{\gamma}, \quad C(\lambda) \equiv \cos\left(\sqrt{\lambda^{T}\lambda}\right), \quad b = S(\lambda)\gamma, \quad S(\lambda) \equiv \sin\left(\sqrt{\lambda^{T}\lambda}\right),
\]

(2.4)

and \(g^\dagger g = gg^\dagger = I_{2N}\). The \(U(g)\) also satisfies the following properties:

\[
U(g)U(g') = U(gg'), \quad U(g^{-1}) = U^{-1}(g) = U^\dagger(g), \quad U(I_{2N}) = I.
\]

(2.5)

Here, \((c, c^\dagger)\) is a \(2N\)-dimensional row vector \(((c_\alpha), (c^\dagger_\alpha))\) and both the \(a=(a^\alpha_{\beta})\) and \(b=(b_{\alpha\beta})\) are \(N\times N\) matrices. The HB \((SO(2N))\) wave function \(|g>\) is defined as \(|g> = U(g)|0>\) \((|0> : \text{the vacuum satisfying } c_\alpha |0> = 0)\). The wave function, coherent state \(|g>\), is expressed as

\[
|g> = <0|U(g)|0> \exp\left(\frac{1}{2} q_{\alpha\beta}c^\dagger_\alpha c^\dagger_\beta\right)|0>,
\]

(2.6)

\[
<0|U(g)|0> = [\det(a)]^{\frac{1}{2}} = [\det(1_N + q^T q)]^{-\frac{1}{2}} e^{i\frac{\tau}{2}}, \quad \tau = \frac{i}{2} \ln \frac{\det(\bar{a})}{\det(a)},
\]

(2.7)

\[
q = ba^{-1} = \lambda \frac{\tan(\sqrt{\lambda^{T}\lambda})}{\sqrt{\lambda^{T}\lambda}}, \quad q = -q^T.
\]

(2.8)

The \(q\) is a variable of the \(\text{SO}(2N)\, U(N)\) coset space. The \(\tau\) is a phase of the \(U(N)\) subgroup and the derivative \(\frac{\partial}{\partial \tau}\) appeared in \([A.12]\) in Appendix A plays a crucial role to show the existence of the free fermion vacuum. The function \(<0|U(g)|0> = \Phi_{00}(g)\) in \(g \in \text{SO}(2N)\) corresponds to the free fermion vacuum function as proved in Appendix B. The symbols \(\det\) and \(\tau\) denote the determinant and transposition, respectively. The overline denotes the complex conjugation.
Equations (2.15) are just the Riccati-type matrix equations. Then we call them the \( \text{TDHB} \). The expectation value of a two-body operator is given as

\[
\langle E^{\alpha \beta} \rangle_g = R_{\alpha \beta} = \frac{1}{2} \left( \hat{a}_{\alpha} b_{\beta} - a_{\alpha} \tilde{a}_{\beta} \right) + \frac{1}{2} \delta_{\alpha \beta} = -[\hat{q}(1_N - \hat{q})^{-1}]_{\alpha \beta},
\]

\[
\langle E_{\alpha \beta} \rangle_g = -K_{\alpha \beta} = \frac{1}{2} \left( \tilde{a}_{\alpha} b_{\beta} - b_{\alpha} \tilde{a}_{\beta} \right) = -[\hat{q}(1_N - \hat{q})^{-1}]_{\alpha \beta}, \quad \langle E^{\alpha \beta} \rangle_g = \bar{K}_{\alpha \beta}.
\]

The expectation value of a two-body operator is given as

\[
\langle E^{\alpha \gamma} E_{\delta \beta} \rangle_g = R_{\alpha \beta} R_{\gamma \delta} - R_{\alpha \delta} R_{\gamma \beta} - \bar{K}_{\alpha \gamma} K_{\delta \beta}.
\]

Let the Hamiltonian of the fermion system under consideration be

\[
H = \hbar_{\alpha \beta} \left( E^{\alpha \beta} + \frac{1}{2} \delta_{\alpha \beta} \right) + \frac{1}{4} [\alpha \beta | \gamma \delta] E^{\alpha \gamma} E_{\delta \beta}.
\]

The matrix \( \hbar_{\alpha \beta} \) related to a single-particle hamiltonian includes a chemical potential and \([\alpha \beta | \gamma \delta] = -[\alpha \delta | \gamma \beta] = [\gamma \delta | \alpha \beta] = [\beta \alpha | \delta \gamma] \) are anti-symmetrized matrix elements of an interaction potential. Parallel to calculations by the usual HB factorization method (see Refs. [4] and [5]), the expectation value of \( H \) with respect to \( |g> \) is calculated as

\[
\langle H \rangle_g = \hbar_{\alpha \beta} \langle E^{\alpha \beta} | \delta_{\alpha \beta} \rangle_g + \frac{1}{2} [\alpha \beta | \gamma \delta] \left\{ \langle E^{\alpha \gamma} | \delta_{\gamma \delta} \rangle_g \langle E^{\delta \beta} | \delta_{\alpha \beta} \rangle_g + \frac{1}{2} \langle E^{\alpha \beta} \rangle_g \langle E_{\delta \beta} \rangle_g \right\}
\]

\[
= \hbar_{\alpha \beta} R_{\alpha \beta} + \frac{1}{2} [\alpha \beta | \gamma \delta] \left( R_{\alpha \beta} R_{\gamma \delta} - \frac{1}{2} K^*_{\alpha \gamma} K_{\delta \beta} \right).
\]

The \( SO(2N) \) TDHB equation can be derived from the Euler-Lagrange equation of motion for the \( SO(2N) \) coset variables \( q \) given by

\[
\dot{q} = -\frac{i}{\hbar} (1_N - \bar{R})^{-1} \frac{\partial \langle H \rangle_g}{\partial q}(1_N - R)^{-1}, \quad q(1_N - R) = K, \quad \bar{q} K = -R.
\]

With the use of the differential formulae,

\[
\frac{\partial R_{\gamma \delta}}{\partial q_{\alpha \beta}} = -K_{\gamma \alpha} (1_N - R)_{\beta \delta} + K_{\gamma \beta} (1_N - R)_{\alpha \delta}, \quad \frac{\partial R_{\delta \beta}}{\partial q_{\alpha \beta}} = -(1_N - R)_{\gamma \alpha} K_{\beta \delta} + (1_N - R)_{\gamma \beta} K_{\alpha \delta}, \quad \frac{\partial K_{\delta \beta}}{\partial q_{\alpha \beta}} = K_{\gamma \alpha} K_{\beta \delta} - K_{\gamma \beta} K_{\alpha \delta},
\]

\[
\frac{\partial K_{\beta \delta}}{\partial q_{\alpha \beta}} = (1_N - \bar{R})_{\gamma \alpha} (1_N - R)_{\beta \delta} - (1_N - \bar{R})_{\gamma \beta} (1_N - R)_{\alpha \delta}, \quad \frac{\partial K_{\alpha \beta}}{\partial q_{\gamma \delta}} = K_{\gamma \alpha} K_{\beta \delta} - K_{\gamma \beta} K_{\alpha \delta}.
\]

Let us define matrices \( Q, F_F \) and \( F_D \) as \( Q \equiv \begin{bmatrix} 0_N & q \\ \bar{q} & 0_N \end{bmatrix} \), \( F_F \equiv \begin{bmatrix} F & 0_N \\ 0_N & -\bar{F} \end{bmatrix} \) and \( F_D \equiv \begin{bmatrix} 0_N & D \\ -\bar{D} & 0_N \end{bmatrix} \).

Then the classical equation of motion for the \( SO(2N) \) coset variables is calculated to be

\[
\dot{q} = \left[ \begin{array}{c} 0_N \\ \bar{q} \end{array} \right] = \left[ \begin{array}{c} 0_N \\ \bar{q} \end{array} \right], \quad \dot{q} = \left[ \begin{array}{c} 0_N \\ \bar{q} \end{array} \right] = \left[ \begin{array}{c} 0_N \\ \bar{q} \end{array} \right].
\]

Equations (2.15) are just the Riccati-type matrix equations. Then we call them the \( SO(2N) \) time dependent Riccati-Hartree-Bogoliubov (TDRHB) equations and \( F(=F_F + F_D) \) is the Hartree-Bogoliubov matrix Hamiltonian. The SCF parameters \( F(=F_{\alpha \beta}) = F^T \) and \( D = (D_{\alpha \beta}) = -D^T \) appeared in the matrix elements in (2.15) are defined by the functional derivatives as

\[
F_{\alpha \beta} \equiv \frac{\partial \langle H \rangle_g}{\partial R_{\alpha \beta}} = \hbar_{\alpha \beta} + [\alpha \beta | \gamma \delta] R_{\gamma \delta}, \quad D_{\alpha \beta} \equiv \frac{\partial \langle H \rangle_g}{\partial K_{\alpha \beta}} = \frac{1}{2} [\alpha \gamma | \beta \delta] (-K_{\delta \gamma}).
\]

The classical equations of motion on the Kählerian manifold is put into the form (2.14). The Kählerian structure of the symmetric space is carried onto the manifold of coherent state [13].

In the next Section, we study the Kählerian structure through the Kähler potential and the Killing potential.
3 \(SO(2N) / U(N)\) Kähler potential and Killing potential

Let us introduce a \(2N \times N\) isometric matrix \(u\) by \(u^T = [b^T, a^T]\). If one uses the matrix elements of \(u\) and \(u^\dagger\) as the coordinates on the manifold \(SO(2N)\), a real line element can be defined by a hermitian metric tensor on the manifold. Under the transformation \(u \rightarrow vu\) the metric is invariant. Then the metric tensor defined on the manifold may become singular, due to the fact that one uses too many coordinates.

According to Zumino \[1\], if \(a\) is non-singular, we have relations governing \(u^\dagger u\) as

\[
\begin{align*}
    u^\dagger u &= a^\dagger a + b^\dagger b = a^\dagger \left(1_N + (ba^{-1})^\dagger (ba^{-1})\right) a = a^\dagger (1_N + q^\dagger q) a, \\
    \ln \det u^\dagger u &= \ln \det (1_N + q^\dagger q) + \ln \det a + \ln \det a^\dagger,
\end{align*}
\]

where we have used the \(SO(2N) / U(N)\) coset variable \(q\) \[2,8\]. If we take the matrix elements of \(q\) and \(\bar{q}\) as the coordinates on the \(SO(2N) / U(N)\) coset manifold, the real line element can be well defined by a hermitian metric tensor on the coset manifold as

\[
ds^2 = G_{\alpha\beta\gamma\delta} dq^\alpha dq^\beta dq^\gamma dq^\delta \quad (q^\alpha = q_{\alpha\beta} \text{ and } q^\gamma = q_{\gamma\delta}; \quad G_{\alpha\beta\gamma\delta} = G_{\gamma\delta\alpha\beta}).
\]

We also use the indices \(\gamma, \delta, \cdots\) running over \(\alpha, \beta, \cdots\). The condition that the manifold under consideration is a Kähler manifold is that its complex structure is covariantly constant relative to the Riemann connection:

\[
G_{\alpha\beta\gamma\delta} \equiv \frac{\partial G_{\alpha\beta\gamma\delta}}{\partial q^\epsilon} = G_{\epsilon\gamma\delta\alpha\beta}, \quad G_{\alpha\beta\gamma\delta} \equiv \frac{\partial G_{\alpha\beta\gamma\delta}}{\partial q^\epsilon} = G_{\epsilon\gamma\delta\alpha\beta}.
\]

and that it has vanishing torsions. Then, the hermitian metric tensor \(G_{\alpha\beta\gamma\delta}\) can be locally given through a real scalar function, the Kähler potential, which takes the well-known form

\[
K(q^\dagger, q) = \ln \det \left(1_N + q^\dagger q\right),
\]

and the explicit expression for the components of the metric tensor is given as

\[
G_{\alpha\beta\gamma\delta} = \frac{\partial^2 K(q^\dagger, q)}{\partial q^\gamma \partial q^\delta} = \left(1_N + q^\dagger q\right)^{-1}_{\alpha\gamma} \left(1_N + q^\dagger q\right)^{-1}_{\beta\delta} - (\gamma \leftrightarrow \delta) - (\alpha \leftrightarrow \beta) + (\alpha \leftrightarrow \beta, \gamma \leftrightarrow \delta).
\]

Notice that the above function does not determine the Kähler potential \(K(q^\dagger, q)\) uniquely since the metric tensor \(G_{\alpha\beta\gamma\delta}\) is invariant under a transformation of the Kähler potential,

\[
K(q^\dagger, q) \rightarrow K'(q^\dagger, q) = K(q^\dagger, q) + F(q) + \bar{F}(\bar{q}).
\]

\(F(q)\) and \(\bar{F}(\bar{q})\) are analytic functions of \(q\) and \(\bar{q}\), respectively.

Let us consider a \(SO(2N)\) infinitesimal left transformation of a \(SO(2N)\) matrix \(g\) to \(g'\),

\[
g' = (1_{2N} + \delta g) g,
\]

by using the first equation of \((A.3)\):

\[
g' = \left[\begin{array}{c}
    1_N + \delta a \\
    \delta b
\end{array}\right] g = \left[\begin{array}{c}
    a + \delta a a + \delta b b + \delta \bar{b} a \\
    \delta b + 1_N + \delta \bar{a} a + \delta \bar{b} b
\end{array}\right].
\]

If \(\delta a\) and \(\delta b\) satisfy the relations \(\delta a^\dagger = -\delta a, \text{tr} \delta a = 0\) and \(\delta b^\dagger = -\delta b^\dagger\), the \((1_{2N} + \delta g)\) plays an important role to bosonize the \(SO(2N)\) Lie operators as presented in Appendix A. Let us define a \(SO(2N) / U(N)\) coset variable \(q' = b^\dagger a^{-1}\) in the \(g'\) frame. With the aid of \((3.7)\), the \(q'\) is calculated infinitesimally as

\[
q' = b^\dagger a^{-1} = (b + \delta a b + \delta b a)(a + \delta a a + \delta b b)^{-1} = q + \delta b - q \delta a + q \delta b - q \delta b - \delta b - \delta a.
\]

The Kähler metrics admit holomorphic isometries (Killing vectors), \(\mathcal{R}^a(q)\) and \(\bar{\mathcal{R}}^a(q) (i = 1, \cdots, \dim g, a = 1, \cdots, N)\). These isometries are solutions of the Killing equation

\[
\mathcal{R}^i_{\beta}(q), _{a} + \mathcal{R}_{i}^a(q), _{\beta} = 0, \quad \mathcal{R}_{i}^a(q) = g_{a\beta} \mathcal{R}^\alpha(q).
\]

They define infinitesimal symmetry transformations and are described geometrically by the Killing vectors which are generators of infinitesimal coordinate transformations keeping the metric invariant: \(\delta q = q' - q = \mathcal{R}(q)\) and \(\delta \bar{q} = \bar{\mathcal{R}}(\bar{q})\) such that \(g'(q, \bar{q}) = g(q, \bar{q})\). The Killing equation is the necessary and sufficient condition for an infinitesimal coordinate transformation.
where $\xi_i$ are the infinitesimal and global group parameters. Due to the Killing equation, the Killing vectors $R^{\alpha}(q)$ and $\bar{R}^{i\alpha}(\bar{q})$ can be written locally as the gradient of some real scalar function, the Killing potentials $M_i^\alpha(q, \bar{q})$ such that

$$ R^{i\alpha}(q) = -i M_i^\alpha, \quad \bar{R}^{i\alpha}(\bar{q}) = i M_i^\alpha. \tag{3.11} $$

According to van Holten et al. [2] and using the infinitesimal $SO(2N)$ matrix $\delta g$ given by the first of (3.13), the Killing potential $M_\sigma$ can be written for the coset $SO(2N)/U(N)$ as

$$ M_\sigma(\delta a, \delta b, \delta b^\dagger) = \text{tr} \left( \delta a \bar{M}_\sigma + \delta b \sigma_{\delta b} + \delta b^\dagger \sigma_{\delta b^\dagger} \right), $$

$$ \bar{M}_\sigma = \begin{bmatrix} \bar{M}_{\delta b} & \bar{M}_{\delta b^\dagger} \\ -\bar{M}_{\delta b} & -\bar{M}_{\delta b^\dagger} \end{bmatrix}, \quad M_{\delta b} = \bar{M}_{\delta b^\dagger}, \quad M_{\delta b^\dagger} = \bar{M}_{\delta b}, $$

(3.12)

where the trace $\text{tr}$ is taken over the $2N \times 2N$ matrices, while the trace $\text{tr}$ is taken over the $N \times N$ matrices. Let us introduce the $N$-dimensional matrices $R(q; \delta g)$, $\bar{R}(q; \delta g)$ and $\chi$ by

$$ R(q; \delta g) = \delta b - \delta a^T q - \delta a + \delta b^\dagger q, \quad \bar{R}(q; \delta g) = -\delta a^T + \delta b^\dagger, \quad \chi = (1_N + q q^\dagger)^{-1} = \chi. \tag{3.13} $$

In (3.10), putting $\xi_i = 1$, we have $\delta q = R(q; \delta g)$ which is the Killing vector in the coset space $SO(2N)/U(N)$, and $\text{tr}$ of holomorphic matrix-valued function $\bar{R}(q; \delta g)$, namely $\text{tr}[R(q; \delta g)] = F(q)$ is a holomorphic Kähler transformation. Then the Killing potential $M_\sigma$ is given as

$$ -i M_\sigma(q, \bar{q}; \delta g) = -\text{tr} \Delta(q, \bar{q}; \delta g), $$

$$ \Delta(q, \bar{q}; \delta g) \overset{\text{def}}{=} R_T(q; \delta g) - \bar{R}(q; \delta g) q^\dagger \chi = (\delta q a q^\dagger - \delta a^T - \delta b q^\dagger + \delta b^\dagger) \chi. \tag{3.14} $$

From (3.12) and (3.14), we obtain

$$ -i M_{\delta b} = -\chi q, \quad -i M_{\delta b^\dagger} = q^\dagger \chi, \quad -i M_{\delta b} = 1_N - 2 q^\dagger \chi q. \tag{3.15} $$

Using the expression for $\bar{M}_\sigma$, equation (3.15), their components are written in the form

$$ -i \bar{M}_{\delta b} = -\chi q, \quad -i \bar{M}_{\delta b^\dagger} = q^\dagger \chi, \quad -i \bar{M}_{\delta b} = -q^\dagger \chi q, \quad -i \bar{M}_{\delta b^\dagger} = 1_N - q\bar{q}^\dagger = \chi. \tag{3.16} $$

It is easily checked that the result (3.15) satisfies the gradient of the real function $M_\sigma$ (3.11).

This just the Killing potential $M_\sigma$ in the $SO(2N)/U(N)$ coset space obtained by van Holten et al. [2].

To make clear the meaning of the Killing potential, using the $2N \times N$ isometric matrix $u (u^T u = 1_N)$, let us introduce the following $2N \times 2N$ matrix:

$$ W = uu^\dagger = \begin{bmatrix} R & K \\ -\bar{K} & 1_N - \bar{R} \end{bmatrix}, \quad R = \delta b \delta b^\dagger, \quad K = \delta b^\dagger, \tag{3.17} $$

which satisfies the idempotency relation $W^2 = W$ and is hermitian on the $SO(2N)$ group. The $W$ is the generalized density matrix in the $SO(2N)$ CS rep. Since the matrices $a$ and $b$ are represented in terms of $q = (q_{\alpha\beta})$ as

$$ a = (1_N + q q^\dagger)^{-\frac{1}{2}} v, \quad b = q (1_N + q q^\dagger)^{-\frac{1}{2}} v, \quad v \in U(N), \tag{3.18} $$

then, we have

$$ R = q (1_N + q q^\dagger)^{-1} q^\dagger = q \bar{q} = 1_N - \chi, \quad K = q (1_N + q q^\dagger)^{-1} \chi = q \bar{q} \chi. \tag{3.19} $$

To our great surprise, substituting (3.19) into (3.16), the expression for the Killing potential $-i \bar{M}_\sigma$ just becomes equivalent with the generalized density matrix (3.17). This fact first has been found by the present authors in Ref. [3]. The two relations in (3.18) play an important role to make another way of the derivation of the TDRHB equation as shown in Appendix C.

First according to [2] we define a matrix $\Xi(q)$ and require a transformation rule as follows:

$$ \Xi(q) \overset{\text{def}}{=} \begin{bmatrix} 1_N & 0 \\ q & 1_N \end{bmatrix}, \quad \Xi^{-1}(q) = \Xi(-q), \tag{3.20} $$
\[ \Xi(q) \rightarrow \Xi(q) = g \Xi(q) \tilde{H}^{-1}(q; g), \text{ with } \tilde{H}(q; g) = \begin{bmatrix} \left( \tilde{H}_+(q; g) \right)^{-1} \tilde{H}_0(q; g) \\ 0 \end{bmatrix} \tilde{H}_-(q; g). \] (3.21)

It must be remarked that as is clear from the structure of the transformation (3.21), in the above transformation a constant unitary matrix \( g \) can be canceled by taking a bilinear form \( \Xi^\dagger(q) \Xi(q) \) \cite{17}. The \( q \) satisfying \( (q)^T = -q \) is a nonlinear Möbius transformation given by
\[ q = (b + aq)(a + bq)^{-1} = -(a^T - qb^T)^{-1}(b^T - qa^T), \] (3.22)
which obeys a successive transformation rule \( q'q = q'q \), i.e., composition of two transformations \( q' \) and \( g \). The above nonlinear Möbius transformation makes a crucial role to construct a solution of the TDRHB equation in the proceeding sections. Under an action of \( \text{SO}(2N) \) matrix \( g \), i.e., last equation of (2.4), using \( g^{-1} = g \dagger \), (3.21) and (3.22), we have the relation \( \tilde{H}(q; g) = \Xi(-q)g \Xi(q) \). Then \( \tilde{H}(q; g) \) takes a form
\[ \tilde{H}(q; g) = \begin{bmatrix} a + \bar{b}q & \bar{b} \\ 0 & (a^T - qb^T)^{-1} \end{bmatrix}, \tilde{H}_+(q; g) = \tilde{H}_0(q; g), \det \tilde{H}_+(q; g) = \det \tilde{H}_-(q; g). \] (3.23)

Multiplying \( g' \) by \( g \), we also have useful product formulas for \( \tilde{H}_{\pm,0}(q; g'g) \) as
\[ \tilde{H}_+(q; g) \tilde{H}_+(q; g') = \tilde{H}_+(q; g'g), \tilde{H}_+(q; g) = \tilde{H}_0(q; g') \tilde{H}_+(q; g), \tilde{H}_0(q; g) = \tilde{H}_0(q; g') \tilde{H}_0(q; g) = \bar{b}b. \] (3.24)

Then we have the product formula \( \tilde{H}(q; g') = \tilde{H}(q; g)(q) \tilde{H}(q; g') \).

Using the matrices \( a \) and \( b \) given by (3.18) \((\nu = 1_N)\), we obtain the matrix decomposition
\[ g = \Xi^\dagger(-q) \begin{bmatrix} 1_N + qt \dagger q \frac{t}{2} & 0 \\ 0 & (1_N + qt \dagger q \frac{t}{2} - 1_N) \end{bmatrix} \Xi(q) = \Xi^\dagger(-\lambda \frac{\tan(\sqrt{\lambda} t)}{\sqrt{\lambda} t}) \begin{bmatrix} \cos^{-1}(\sqrt{\lambda} t) & 0 \\ 0 & \cos(\sqrt{\lambda} t) \end{bmatrix} \Xi(\lambda \frac{\tan(t \sqrt{\lambda} t)}{\sqrt{\lambda} t}), \] (3.25)
whose relation substituted by the \( q \) (2.8) is the Harish-Chandra decomposition. Such a relation is derived based on the nonlinear Möbius transformation (3.22). It should be noticed that the geodesic flow through the identity coset element corresponds to \( \lambda \frac{\tan(t \sqrt{\lambda} t)}{\sqrt{\lambda} t} \). These facts have already been pointed out by Berceanu et. al. \cite{13}. Finally, from the second equation of (3.25), a \( \text{SO}(2N) \) matrix \( g \) is expressed in terms of the original variable \( \lambda \) contained in the generator \( \Lambda \).

For the sake of convenience we redefine the Kähler potential as \( K(q, \bar{q}) = \ln \det(1_N + q \bar{q}) \). Under the nonlinear Möbius transformation (3.22), the Kähler potential transforms as \( K(q, \bar{q}) = K(q, \bar{q}) + F(q; g) + \overline{F}(\bar{q}; g) \).

Next according to [2], to require anomaly cancellations with matter fields, one may change an assignment of \( U(1) \) charges by introducing a complex line bundle \( S \) which is defined as a complex matter scalar field coupled to the SUSY \( \sigma \)-model with the infinitesimal transformation law \( \delta \Sigma = \lambda \mathcal{F}_i(q) \mathcal{S} \). For a tensor rep \( T^{\alpha_1 \cdots \alpha_p} = S^\Lambda T^{\alpha_1 \cdots \alpha_p} \), \( T \) obeys the transformation rule
\[ \delta T^{\alpha_1 \cdots \alpha_p} = \sum_{k=1}^p R_{\alpha_1 \beta_2}^{\alpha_2 \cdots \alpha_p}(q) T^{\alpha_1 \cdots \beta_2 \cdots \alpha_p} + \lambda \mathcal{F}_i(q) T^{\alpha_1 \cdots \alpha_p}. \] (3.26)
A section of a minimal line bundle over \( \text{SO}(2N)/U(2N) \) is given by \( \mathcal{S} = \left[ \det \tilde{H}_+(q; g) \right] \mathcal{F}(\tilde{H}_+(q; g)) \). Suppose that \( T_{(pq)}^{i_1 \cdots i_p} \) is an irreducible completely antisymmetric \( SU(N) \)-tensor rep with \( p \) and \( q \) indices. We abbreviate it simply as \( T_{(pq)} \). By taking the completely antisymmetric tensor product of \( SU(N) \) vectors \( T_{(1)}^{i_1}, \cdots, T_{(p)}^{i_p} \), we obtain a \( SU(N) \) tensor of rank \( p \) with index \( q \) as
\[ T^{i_1 \cdots i_p}_{(pq)} = \frac{1}{p!} S^q T_{(i_1 \cdots i_p)}^{1q} \cdots T_{(i_1 \cdots i_p)}^{p q}, \] (3.27)
where \([ \cdots ]\) denotes the completely anti-symmetrization of the indices inside the brackets. Thus we obtain a transformation of tensor \( T^{i_1 \cdots i_p}_{(pq)} \) as
\[ g T^{i_1 \cdots i_p}_{(pq)} = \left[ \det \tilde{H}_-(q; g) \right] \left[ \tilde{H}_-(q; g) \right]^{i_1}_{j_1} \cdots \left[ \tilde{H}_-(q; g) \right]^{i_p}_{j_p} T^{j_1 \cdots j_p}_{(pq)} . \] (3.28)
The invariant Kähler potential for a tensor is given by
\[ K_{(p,q)} = T_{(p,q)ij \ldots jp} G^{ji \ldots jp}_{(p,q)i_1 \ldots i_p}, \quad G^{ji \ldots jp}_{(p,q)i_1 \ldots i_p} \equiv \frac{1}{p!} [\det \chi]^\frac{1}{2} \chi^{j_1}_{i_1} \cdots \chi^{j_p}_{i_p}. \] (3.29)

A SU(N) dual tensor \( T_{(N-p)ip_1 \ldots i_N} \) with \((N-p)\) indices and index \( q \) is
\[ T_{(N-p)ip_1 \ldots i_N} \equiv \frac{1}{p!} T_{(p,q)ip_1 \ldots i_N} \epsilon_{i_1 \ldots i_N}, \quad (\epsilon_{i_1 \ldots i_N} : SU(N)\) Levi-Civita tensor \] (3.30)

which transforms under the nonlinear Möbius transformation (3.22) as
\[ g T_{(\overline{\rho})i_1 \ldots i_q} = T_{(\overline{\rho})j_1 \ldots j_p} \left[ \hat{H}^{-1}(q;g) \right]^{j_1}_{i_1} \cdots \left[ \hat{H}^{-1}(q;g) \right]^{j_q}_{i_q} \left[ \det \hat{H}(q;g) \right]^{1/2}. \] (3.31)

The invariant Kähler potential for a dual tensor is given by
\[ K_{(\overline{\rho})} = T_{(\overline{\rho})i_1 \ldots i_q} G^{i_1 \ldots i_p}_{(\overline{\rho})j_1 \ldots j_p} \frac{1}{p!} [\det \chi]^\frac{1}{2} [\chi^{-1}]^{i_1}_{j_1} \cdots [\chi^{-1}]^{i_q}_{j_q}. \] (3.32)

The contributions of the invariant Kähler potentials \( K_{(p,q)} \) and \( K_{(\overline{\rho})} \) to the Killing potentials, \( M_{(p,q)}(q, \overline{\rho}; \delta q) \) and \( M_{(\overline{\rho})}(q, \overline{\rho}; \delta q) \) for a tensor \( T_{(\overline{\rho})} \) and a dual tensor \( T_{(\overline{\rho})} \) of rank \( p \) with index \( q \), are obtained to satisfy \( F_i(q) = 0 \) and \( T_i(\overline{\rho}) = 0 \) as
\[ -i M_{(p,q)}(\overline{\rho}, \overline{\rho}; \delta \overline{q}) = K_{(p,q)}(\overline{\rho}, \overline{\rho}; \delta \overline{q}) \mathcal{R}[\overline{\rho}](q). \] (3.33)

From (3.32) and (3.39), the Killing potential for tensors is exactly computed as
\[ -i M_{(p,q)}(\overline{\rho}) = K_{(p,q)}(\overline{\rho}) \left[ T_{(p,q)ji \ldots j_p} G^{ji \ldots j_p}_{(p,q)i_1 \ldots i_p} \frac{1}{p!} [\det \chi]^\frac{1}{2} \right] \chi^{j_1}_{i_1} \cdots \chi^{j_p}_{i_p}, \] (3.34)

due to our recent work [18], the variation of \( \delta G^{ji \ldots j_p}_{(p,q)i_1 \ldots i_p} \) is calculated as
\[ \delta G^{ji \ldots j_p}_{(p,q)i_1 \ldots i_p} = -\frac{1}{2} \frac{1}{p!} [\det \chi]^\frac{1}{2} \text{tr} \chi (\delta q \overline{\rho} + q \delta \overline{q}) \chi^{j_1}_{i_1} \cdots \chi^{j_p}_{i_p}, \] (3.35)

together with the variations
\[ \delta \chi = -\text{tr} \chi (\delta q \overline{\rho} + q \delta \overline{q}) \chi^{j_1}_{i_1} \cdots \chi^{j_p}_{i_p}, \] (3.36)

taking only the \( \delta q \) term in (3.35), the following type of contraction is easily carried out:
\[ G^{ji \ldots j_p}_{(p,q)i_1 \ldots i_p} \delta q_{ii} = -\frac{1}{2} \frac{1}{p!} [\det \chi]^\frac{1}{2} \text{tr} (\mathcal{R} - \Delta) \chi^{j_1}_{i_1} \cdots \chi^{j_p}_{i_p}, \] (3.37)

where we have used the relation \( \delta q \overline{\rho} = \mathcal{R} - \Delta \). The \((ii)\) element of the matrix \( q \), i.e., \( q_{ii} \) denoted as \( q^i[i] \), \( (\overline{i}) \) (another component different from \( i \)) and \( \mathcal{R}[i] \) are given by the Killing vector, i.e., \( \mathcal{R}[i] = \delta q^i[i] \), which is the first equation of (3.10) with \( \xi = 1 \). The equation \( T_{(p,q)j \ldots j, [i]} \mathcal{R}[i] = 0 \) is evident. Similarly, the Killing potential for dual tensors is also computed. Then we reach
\[ -i M_{(p,q)}(q, \overline{\rho}; \delta \overline{q}) = \frac{1}{p!} T_{(p,q)ji \ldots j_p} \left[ \sum_{r=1}^{p} \delta^{k_1}_{j_1} \cdots \delta^{k_p}_{j_p} + \frac{q}{2} \text{tr} [\Delta(q, \overline{\rho}; \delta \overline{q})] \delta^{k_1}_{i_1} \cdots \delta^{k_p}_{i_p} \right], \] (3.38)

which is useful to optimize the Killing potential. The \( \lambda \) is a power of complex line bundle \( \mathcal{L} \), \( \mathcal{L} \)
given by \( \lambda = \frac{q}{2} \) in the upper and \( \lambda = 1 + \frac{q}{2} \) in the lower. The \( q \) stands for a rescaling charge.
We denote the quantities $q_A$ and define the matrix $4$ Two-level model

We give a solution for $q_A$ derived. In Appendix D, we treat three- and four-level models ($\alpha \beta$ in the time-reversed quantity. The contribution of the pair interaction to the Hartree-Fock SO be constant. This makes the situation very simple as in the BCS theory does [4]. Then the SO($2N$) SCF parameters $F_{\alpha \beta}(t)$ and $D_{\alpha \beta}(t)$ defined by (2.16) have the following forms:

\[
F_{\alpha \beta}(t) = (\varepsilon_{\alpha} - \lambda) \cdot \delta_{\alpha \beta},
\]

\[
D_{\alpha \beta}(t) = -s_{\lambda} \delta_{\alpha \beta} \Delta(t), \quad \Delta(t) \equiv \frac{1}{2} g \sum_{N} s_{\lambda} K_{\gamma \gamma}(t), \quad s_{\lambda} K_{\gamma \gamma}(t) = s_{\gamma} [q(1N - qq)^{-1}]_{\gamma \gamma},
\]

where $g$ is the strength parameter for the pairing force.

First we treat a simple twee-level model ($N = 2$) of a fermion system under consideration. We denote the quantities $q_{12}(t)$ simply as $q(t)$, $(\varepsilon_{\alpha} - \lambda) + (\varepsilon_{\beta} - \lambda)$ as $2 \varepsilon$ and $D_{12}(t)$ as

\[
\begin{align*}
-\mathcal{D}(t) &= s_{1} \delta_{12} \Delta(t), \quad \Delta(t) \equiv \frac{1}{2} g (s_{1} K_{11}(t) + s_{2} K_{22}(t)), \\
s_{1} K_{11}(t) &= s_{1} \left[ \begin{array}{cc} 0 & q \\ -q & 0 \end{array} \right] \left[ \begin{array}{cc} 1 & 0 \\ 0 & 1 \end{array} \right] \left[ \begin{array}{cc} 0 & \tilde{q} \\ -\tilde{q} & 0 \end{array} \right]^{-1} = s_{1} \frac{1}{1+|q|^2} \left[ \begin{array}{cc} 0 & q \\ q & 0 \end{array} \right]_{11}, \\
s_{2} K_{22}(t) &= s_{2} \frac{1}{1+|q|^2} \left[ \begin{array}{cc} 0 & q \\ -q & 0 \end{array} \right]_{22} = -s_{2} \frac{1}{1+|q|^2} q, \quad \text{(matrix element: } 22 = 21),
\end{align*}
\]

Then we have the following Ricatti equations:

\[
\begin{bmatrix} \dot{q}(t) \\ \dot{\tilde{q}}(t) \end{bmatrix} = \begin{bmatrix} \mathcal{D}(t) \\ \mathcal{D}(t) \end{bmatrix} + \frac{2}{i\hbar} \mathcal{E} \begin{bmatrix} q(t) \\ \tilde{q}(t) \end{bmatrix},
\]

and define the matrix $A(t)$ as

\[
A(t) \equiv \begin{bmatrix} \mathcal{E} & \mathcal{D}(t) \\ -\mathcal{D}(t) & \mathcal{E} \end{bmatrix}, \quad \det A(t) = \frac{\mathcal{E}^2}{\hbar^2} - \frac{|\mathcal{D}(t)|^2}{\hbar^2} \equiv \delta^2,
\]

We give a solution for $q(t)$ up to the first order and the infinite order in $t$, respectively, as

\[
\exp \{ tA(t) \} = 1 + t \cdot A(t), \quad \delta^2 = 0, \quad \exp \{ tA(t) \} = \frac{\cos(t\delta)}{\cosh(t\delta)} \cdot 1 + \frac{1}{\delta} \frac{\sin(t\delta)}{\sinh(t\delta)} \cdot A(t), \quad \delta^2 > 0.
\]

Following Inoguchi [18], the above solution is shown to satisfy the Riccati equation as follows:

\[
\frac{d}{dt} q(T_{\exp \{ tA(t) \}}) = \frac{d}{dt} \left. q(T_{\exp \{ tA(t) \}}) \right|_{t=0} = \frac{\mathcal{D}(t)}{i\hbar} q(t) + \frac{\mathcal{E}}{i\hbar} \frac{\mathcal{D}(t)}{i\hbar},
\]

from which, the Riccati equation for $q(t)$ (4.3) can be surely derived. The case $\delta^2 = 0$ is trivially derived. In Appendix D, we treat three- and four-level models ($N = 3$ and 4).
5 General solution of $\frac{SO(2N)}{U(N)}$ TDRHB equation

Following the way adopted in the preceding Section, we construct a general solution of time dependent $\frac{SO(2N)}{U(N)}$ Riccati-Hartree-Bogoliubov (TDRHB) equation. We here use a modified matrix $\frac{\mathcal{F}}{ih}$ together with $N \times N$ matrices $\delta^2$ and $\bar{\delta}^2$ and suppose relations

$$\mathcal{F} = \begin{pmatrix} \frac{F}{ih} & \frac{D}{ih} \\ \frac{-D}{ih} & \frac{-F}{ih} \end{pmatrix}, \quad \delta^2 = \frac{F^2}{(ih)^2} - \frac{D\bar{D}}{(ih)^2}, \quad FD = D\bar{F}, \quad \bar{F}D = \bar{D}F. \tag{5.1}$$

We give a solution for $q(t)$ up to the first order and the infinite order in $t$, respectively, as

$$\exp\{\frac{\mathcal{F}}{ih}\} = 12N + t \frac{\mathcal{F}}{ih} (||\delta^2|| = 0), \tag{5.2}$$

$$\exp\{\frac{\mathcal{F}}{ih}\} = \begin{bmatrix} \cos(t\delta) & 0 \\ 0 & \cos(t\bar{\delta}) \end{bmatrix} + \begin{bmatrix} \delta^{-1} & 0 \\ 0 & \bar{\delta}^{-1} \end{bmatrix} \begin{bmatrix} \sin(t\delta) & 0 \\ 0 & \sin(t\bar{\delta}) \end{bmatrix} \cdot \frac{\mathcal{F}}{ih} (||\delta^2||, ||\bar{\delta}^2|| > 0). \tag{5.3}$$

$$\exp\{\frac{\mathcal{F}}{ih}\} = \begin{bmatrix} \cosh(t\delta) & 0 \\ 0 & \cosh(t\bar{\delta}) \end{bmatrix} + \begin{bmatrix} \delta^{-1} & 0 \\ 0 & \bar{\delta}^{-1} \end{bmatrix} \begin{bmatrix} \sinh(t\delta) & 0 \\ 0 & \sinh(t\bar{\delta}) \end{bmatrix} \cdot \frac{\mathcal{F}}{ih} (-||\delta^2||, -||\bar{\delta}^2|| < 0). \tag{5.4}$$

In the above we suppose the existence of the inverse matrices $\delta^{-1}$ and $\bar{\delta}^{-1}$. Following also the Inoguchi method [19], the solutions (5.3) and (5.4) are shown to satisfy the Riccati equation as follows:

$$\frac{d}{dt} \left| q(T_{\exp\{\mathcal{A}(t)\}}(q) = \frac{d}{dt} \bigg|_{t=0} q = D\frac{F}{ih} + \frac{\mathcal{F}}{ih} \cdot q + \frac{D\bar{D}}{ih} \cdot q \right. \tag{5.5}$$

$$= D\frac{F}{ih} + \frac{\mathcal{F}}{ih} \cdot q + \frac{D\bar{D}}{ih} \cdot q,$$

from which, we can surely prove that they satisfy the Riccati equation for $q(t)$ (5.1). The case $||\delta^2|| = 0$ (5.2) is also easily proved. The relations $FD = D\bar{F}$ and $\bar{F}D = \bar{D}F$ play a crucial role to derive (5.3) and (5.4). They are also satisfied trivially for the previous simple case (4.3).

The above construction of the solution is deeply connected to the way of construction developed by Berceanu, Gheorghe and de Monvel, who have asserted that the matrix Riccati equation is a flow on the Grassmann coset manifold [13].

We use a $N \times 2N$ isometric matrix $u = \begin{bmatrix} b \\ a \end{bmatrix}$ and a matrix $g$ given by $g = \begin{bmatrix} a & b \\ b & \bar{a} \end{bmatrix}$ (det $g = 1$), given by the first of Eq. (3.7). Let us suppose the following HB eigenvalue equations:

$$\mathcal{F} \begin{bmatrix} b \\ a \end{bmatrix} = -\begin{bmatrix} b \\ a \end{bmatrix} \epsilon_i, \text{ or } g^T \mathcal{F} = \begin{bmatrix} \epsilon & 0 \\ 0 & -\epsilon \end{bmatrix} g^T, \quad \epsilon = \text{diag}(.\epsilon_1, \cdots, \epsilon_N), \quad \text{det} \mathcal{F} = (-1)^N (\text{det} \epsilon)^2. \tag{5.6}$$

Keeping the form of equation (5.6), we derive a usual TDHB equation in the form as

$$i\hbar \begin{bmatrix} \dot{b} \\ \dot{a} \end{bmatrix} = -\mathcal{F} \begin{bmatrix} \bar{b} \\ \bar{a} \end{bmatrix}, \text{ or } i\hbar \begin{bmatrix} \dot{a} \\ \dot{b} \end{bmatrix} = -\mathcal{F} \begin{bmatrix} \bar{a} \\ \bar{b} \end{bmatrix}, \quad \begin{bmatrix} 0 & 1_N \\ 1_N & 0 \end{bmatrix} (-\mathcal{F}) \begin{bmatrix} 0 & 1_N \\ 1_N & 0 \end{bmatrix} = \mathcal{F}, \tag{5.7}$$

which are written in more compact forms as

$$i\hbar \dot{g} = \mathcal{F} \bar{g}, \text{ or } i\hbar \dot{g}^T = -g^T \mathcal{F}. \tag{5.8}$$
6 Concluding remarks and further outlook

In this paper first we present the induced representation of $SO(2N)$ canonical transformation group and introduce $\text{SO}(2N)/\text{U}(N)$ coset variables [12]. We give the derivation of the TDHB equation from the Euler-Lagrange equation of motion for the variables in the TDSCF. The TDHB theory is a powerful tool for superconducting fermion systems [3, 4]. The TDHB WF represents the TD behavior of Bose condensate of fermion pairs. It is a good approximation for the ground state of a fermion system with a pairing interaction, producing the spontaneous Bose condensation. The TDHB equation on the Kähler coset space $G/H = \text{SO}(2N)/\text{U}(N)$ is derived from the Euler-Lagrange equation of motion for the coset variables. To describe the classical on the coset manifold, we start from the local equation of motion [12, 13]. This equation becomes of the Riccati type [14, 15, 16]. After providing a simple two-level model and a solution for a coset variable, we can give successfully a general solution of the TDRHB equation for the coset variables.

Next, along the same strategy developed by van Holten et al. [2], we have extended to the SUSY $\sigma$-model on the Kähler coset space $G/H = \text{SO}(2N+2)/\text{U}(N+1)$ based on the $SO(2N+1)$ Lie algebra of fermion operators [9]. Following Fukutome, by embedding a $SO(2N+1)$ group into an anomaly-free spinor rep of $SO(2N+2)$ group and using $\text{SO}(2N+2)/\text{U}(N+1)$ coset variables [10, 11], we have studied a new aspect of the extended anomaly-free SUSY $\sigma$-model and have given a corresponding Kähler potential and then a Killing potential based on a positive chiral spinor rep. The theory is invariant under a SUSY transformation and the Killing potential is expressed in terms of the coset variables. Using such mathematical manipulation, we have constructed the generalized density matrix in the $SO(2N)$ CS rep and obtained the Harish-Chandra decomposition for the $SO(2N)$ matrix based on the nonlinear Möbius transformation together with the geodesic flow on the manifold. Further using an anomaly-free spinor rep of the $SO(2N)$ group, we have obtained an irreducible completely antisymmetric $SU(N)$-tensor and -dual tensor under the transformation and then have derived the corresponding Killing potential for such the tensors.

The generalized density matrix $W = uu^\dagger$ (3.17) is expressed in term of the matrix $g$ as

$$W = \frac{1}{2} \hat{g}^T \begin{bmatrix} -1_N & 0 \\ 0 & 1_N \end{bmatrix} + \frac{1}{2} \begin{bmatrix} -1_N & 0 \\ 0 & 1_N \end{bmatrix}, \quad W^2 = W. \quad (6.1)$$

Using (5.8), the equation of motion for $W$ is given as

$$i\hbar \dot{W} = \frac{i}{2} \left( -1_N \right) g^T + \frac{i}{2} \left( -1_N \right) \dot{g}^T = \mathcal{F} \left( -1_N \right) g^T - \mathcal{F} \left( -1_N \right) \frac{i}{2} \begin{bmatrix} -1_N & 0 \\ 0 & 1_N \end{bmatrix} g^T. \quad (6.2)$$

This is just another famous form of the TDHB equation. According to Berceanu et.al. [13], the nonlinear Möbius transformation (3.22) given by $\exp\{t \xi_m\}$ (5.2), (5.3) and (5.4) act on the $\text{SO}(2N)/\text{U}(N)$ coset variables $q$ and then produces the solution of the TDRHB equation. How does the $\exp\{t \xi_m\}$ act on the generalized density matrix $W$? This may be made as follows:

$$\exp\{t \xi_m\}W = \begin{bmatrix} \exp\{t \overline{\xi}_m\}R & \exp\{t \overline{\xi}_m\}K \\ -\exp\{t \overline{\xi}_m\}K & \exp\{t \overline{\xi}_m\}(1_N - \chi) \end{bmatrix}, \quad \exp\{t \xi_m\}R = \exp\{t \xi_m\}(1_N - \chi), \quad \chi = (1_N + qg^\dagger)^{-1}. \quad (6.3)$$

where we have used the relations (5.19). The calculation of $\frac{d}{dt}|_{t=0} W(T_{\exp\{t \xi_m\}}(W))$ seems to be a very hard task. What is the meaning of this result? Does the result open a new field in theoretical physics? This is an interesting future problem to be solved.
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Appendix

A Bosonization of SO(2N) Lie operators

Consider a fermion state vector $|\Psi\rangle$ corresponding to a function $\Psi(g)$ in $g \in SO(2N)$:

$$|\Psi\rangle = \int U(g)|0\rangle U(g)|\Psi\rangle dg = \int U(g)|0\rangle \Psi(g) dg. \quad (A.1)$$

The $g$ is given by (3.7) and the $dg$ is an invariant group integration. When an infinitesimal operator $I_g + \delta g$ and a corresponding infinitesimal unitary operator $U(I_{2N} + \delta g)$ is operated on $|\Psi\rangle$, using $U^{-1}(I_{2N} + \delta g) = U(I_{2N} - \delta g)$, it transforms as $\Psi\rangle$ as

$$U(I_{2N} - \delta g)|\Psi\rangle = (I_g - \delta \tilde{g})|\Psi\rangle = \Psi\rangle = \int U(g)|0\rangle U(U(I_{2N} + \delta g)|\Psi\rangle dg = \int U(g)|0\rangle \Psi((I_{2N} + \delta g)\Psi(g)dg, \quad (A.2)$$

Each operator in $I_g$ is given by (3.7) and the $\delta g$ is expressed in a differential form as

$$\delta g = \delta a^\alpha E_\alpha + \frac{1}{2} (\delta b_{\alpha\beta} E_{\alpha\beta} + \delta \tilde{b}_{\alpha\beta} E_{\alpha\beta}), \quad (A.3)$$

Equation (A.2) shows that the operation of $I_g - \delta \tilde{g}$ on the $|\Psi\rangle$ in the fermion space corresponds to the left multiplication by $I_{2N} + \delta g$ for the variable of the $g$ of the function $\Psi(g)$. For a small parameter $\epsilon$, we obtain a representation on the $\Psi(g)$ as

$$\rho(e^{\delta g})\Psi(g) = \Psi(e^{\epsilon \delta g}g) = \Psi(g + \epsilon \delta gg) = \Psi(g + dg), \quad (A.4)$$

which leads us to a relation $dg = \epsilon \delta g$. From this, we express it explicitly as,

$$dg = \epsilon \left[ \begin{array}{cc} \delta a & \delta \tilde{b} \\ \delta b & \delta a \tilde{b} \end{array} \right], \quad (A.5)$$

A differential representation of $\rho(\delta g)$, $d\rho(\delta g)$, is given as

$$d\rho(\delta g)|\Psi(g)\rangle = \left[ \begin{array}{ccc} \partial a^\alpha \beta & \partial a^\alpha \beta & \partial b_{\alpha\beta} \\ \partial a^\alpha \beta & \partial a^\alpha \beta & \partial b_{\alpha\beta} \\ \partial a^\alpha \beta & \partial b_{\alpha\beta} & \partial a^\alpha \beta \end{array} \right]|\Psi(g)\rangle. \quad (A.6)$$

Substituting (A.5) into (A.6), we can get explicit forms of the differential representation

$$d\rho(\delta g)|\Psi(g)\rangle = \delta g|\Psi(g)\rangle, \quad (A.7)$$

where each operator in $\delta g$ is expressed in a differential form as

$$E^\alpha_{\beta} = \hat{b}_{\alpha\gamma} \frac{\partial}{\partial b_{\beta\gamma}} - \hat{b}_{\beta\gamma} \frac{\partial}{\partial b_{\alpha\gamma}} - \hat{a}_{\gamma} \frac{\partial}{\partial a^\alpha_{\gamma}} + a^\alpha_{\gamma} \frac{\partial}{\partial a^\beta_{\gamma}} = E^\beta\alpha_{\gamma}, \quad (A.8)$$

$$E_{\alpha\beta} = \hat{a}_{\gamma} \frac{\partial}{\partial b_{\alpha\gamma}} - \hat{b}_{\gamma} \frac{\partial}{\partial b_{\alpha\gamma}} - \hat{a}_{\gamma} \frac{\partial}{\partial a^\beta_{\gamma}} + b_{\alpha\gamma} \frac{\partial}{\partial a^\alpha_{\gamma}} = E^\beta\alpha_{\gamma}, \quad (A.8)$$

$$E^\alpha_{\beta} = -E^\alpha_{\beta}, \quad E^\alpha_{\beta} = -E^\alpha_{\beta}, \quad E_{\alpha\beta} = -E_{\beta\alpha}. \quad (A.8)$$
We define the boson operators $a^\alpha_\beta$, $\bar{a}^\alpha_\beta$, etc., from every variable $a^\alpha_\beta$, $\bar{a}^\alpha_\beta$, etc., as
\[
\begin{align*}
a &\equiv \frac{1}{\sqrt{2}} \left( a + \frac{\partial}{\partial a} \right), \quad a^\dagger \equiv \frac{1}{\sqrt{2}} \left( a - \frac{\partial}{\partial a} \right), \quad \bar{a} \equiv \frac{1}{\sqrt{2}} \left( \bar{a} + \frac{\partial}{\partial \bar{a}} \right), \quad \bar{a}^\dagger \equiv \frac{1}{\sqrt{2}} \left( \bar{a} - \frac{\partial}{\partial \bar{a}} \right), \\
[a, a^\dagger] &= 1, \quad [\bar{a}, a^\dagger] = 1, \quad [a, \bar{a}] = [a, a^\dagger] = 0, \quad [a^\dagger, \bar{a}] = [a^\dagger, a^\dagger] = 0,
\end{align*}
\]
where $a$ is a complex variable. Similar definitions hold for $b$ in order to define the boson operators $b^\alpha_\gamma$, $\bar{b}^\alpha_\gamma$, etc. By noting the relations $\bar{a} \frac{\partial}{\partial a} - a \frac{\partial}{\partial a} = a^\dagger a - a^\dagger a$ and $\bar{a} \frac{\partial}{\partial b} - b \frac{\partial}{\partial a} = a^\dagger b - b^\dagger a$, the differential operators (A.8) can be converted into a boson operator representation
\[
\begin{align*}
E^\alpha_\beta &= b^\dagger_\alpha_\gamma b^\gamma_\beta - b^\gamma_\beta \bar{b}^\alpha_\gamma - a^\dagger_\beta_\gamma a^\gamma_\alpha + a^\dagger_\gamma_\beta a^\gamma_\alpha, \\
E^{\alpha}_\gamma &= b^\dagger_\alpha_\gamma b^\gamma_\beta - b^\gamma_\beta \bar{b}^\alpha_\gamma - a^\dagger_\beta_\gamma a^\gamma_\alpha + a^\dagger_\gamma_\beta a^\gamma_\alpha,
\end{align*}
\]
by using the notation $b^\alpha_\gamma = b^\gamma_\alpha$ and $b^\alpha_\gamma = b^\alpha_\gamma$ to use a suffix $\gamma$ running from 1 to $N$ and from $N$ to 2$N$. Then we have the boson images of the fermion $SO(2N)$ Lie operators as
\[
\begin{align*}
E^\alpha_\beta &= b^\dagger_\gamma_\alpha b^\gamma_\beta - a^\dagger_\gamma_\alpha b^\alpha_\beta - a^\dagger_\alpha_\beta b^\gamma_\beta, \\
E_\alpha^\beta &= a^\dagger_\gamma_\alpha b^\gamma_\beta - a^\dagger_\alpha_\beta b^\gamma_\beta.
\end{align*}
\]
Using the relations $\frac{\partial}{\partial a^\alpha_\beta} = -\delta^\alpha_\beta \frac{\partial}{\partial a^\alpha_\gamma}$, $\frac{\partial}{\partial \bar{a}^\alpha_\beta} = \frac{\partial}{\partial \bar{a}^\alpha_\gamma}$,
\[
\begin{align*}
\frac{\partial}{\partial q^\alpha_\beta} &= \sum_{\gamma < \alpha} -a^{(1)}_\gamma \frac{\partial}{\partial q^\alpha_\gamma}, \\
\frac{\partial}{\partial q^\alpha_\beta} &= \sum_{\delta < \alpha} \delta^\alpha_\gamma \frac{\partial}{\partial q^\alpha_\gamma}, \\
\frac{\partial}{\partial q^\alpha_\beta} &= \sum_{\gamma < \alpha} a^{(1)}_\gamma \frac{\partial}{\partial q^\alpha_\gamma}, \\
\frac{\partial}{\partial q^\alpha_\beta} &= \sum_{\delta < \alpha} \delta^\alpha_\gamma \frac{\partial}{\partial q^\alpha_\gamma}
\end{align*}
\]
which, the bosonized operators (A.10) are expressed by the closed first order differential form over the $SO(2N)/U(N)$ coset space in terms of the coset variables $q^\alpha_\beta$ and a phase variable $\tau$.

## B Vacuum function for bosons

We show that function $\Phi_{00}(g) = \langle 0 | U(g) | 0 \rangle$ in $g \in SO(2N)$ corresponds to the free fermion vacuum function in the physical fermion space. Then the $\Phi_{00}(g)$ must satisfy the conditions
\[
\left( E^\alpha_\beta + \frac{1}{2} \delta^\alpha_\beta \right) \Phi_{00}(g) = 0, \quad \Phi_{00}(1_{2N}) = 1.
\]

The vacuum function $\Phi_{00}(g)$ which satisfy (B.1) is given by $\Phi_{00}(g) = \langle \det(\bar{a}) \rangle^{1/2}$, the proof of which is made easily as follows:
\[
\left( E^\alpha_\beta + \frac{1}{2} \delta^\alpha_\beta \right) \langle \det(\bar{a}) \rangle^{1/2} = \frac{1}{2} \delta^\alpha_\beta \langle \det(\bar{a}) \rangle^{1/2} + \left( b^\alpha_\gamma \frac{\partial}{\partial b^\alpha_\gamma} - b^\alpha_\gamma \frac{\partial}{\partial b^\alpha_\gamma} + a^\alpha_\gamma \frac{\partial}{\partial a^\alpha_\gamma} \right) \langle \det(\bar{a}) \rangle^{1/2}
\]
\[
= \frac{1}{2} \delta^\alpha_\beta \langle \det(\bar{a}) \rangle^{1/2} - \bar{a}^\alpha_\gamma \frac{\partial}{\partial a^\alpha_\gamma} \langle \det(\bar{a}) \rangle^{1/2} - \frac{1}{2} \langle \det(\bar{a}) \rangle^{1/2} \bar{a}^\alpha_\gamma \frac{\partial}{\partial a^\alpha_\gamma} \langle \det(\bar{a}) \rangle^{1/2}
\]
\[
= \frac{1}{2} \delta^\alpha_\beta \langle \det(\bar{a}) \rangle^{1/2} - \frac{1}{2} \langle \det(\bar{a}) \rangle^{1/2} \bar{a}^\alpha_\gamma \frac{\partial}{\partial a^\alpha_\gamma} \langle \det(\bar{a}) \rangle^{1/2} = 0.
\]

Thus the vacuum function $\Phi_{00}(g)$ in $g \in SO(2N)$ satisfies
\[
\left( E^\alpha_\beta + \frac{1}{2} \delta^\alpha_\beta \right) \Phi_{00}(g) = E^\alpha_\beta \Phi_{00}(g) = 0.
\]
Another way of derivation of $\text{SO}(2N)/U(N)$ TD Riccati-Hartree-Bogoliubov equation

As is shown in Section 3, the matrices $a$ and $b$ and $\chi$ are represented in terms of $q=(q_{\alpha\beta})$ as

$$
a=(1_N+q^i q)^{-\frac{1}{2}} v, \quad b=q(1_N+q^i q)^{-\frac{1}{2}} v, \quad v \in U(N),
$$

$$
\chi=(1_N+q^i q)^{-1}, \quad \bar{\chi}=(1_N+q^i q)^{-1},
$$

Then the $SO(2N)$ matrix $g$ and the coset variable $q$ are represented as

$$
g = \begin{bmatrix}
a & b \\
b & \bar{a}
\end{bmatrix} = \begin{bmatrix}
a_0(=\bar{\chi}^{\frac{1}{2}}) & \bar{b}_0(=q\chi^{\frac{1}{2}}) \\
b_0(=q\chi^{\frac{1}{2}}) & \bar{a}_0(=\chi^{\frac{1}{2}})
\end{bmatrix} \begin{bmatrix}
v & 0 \\
0 & \bar{v}
\end{bmatrix}, \quad q=ba^{-1}=b_0a_0^{-1}. \quad (C.2)
$$

Along the same strategy as the strategy developed by Chaturvedi et al. \[20\] and by Fujii and Oike \[21\], we here give another way of derivation of $\text{SO}(2N)/U(N)$ time dependent Riccati-Hartree-Bogoliubov (TDRHB) equation. Let us consider a TD Hamiltonian matrix $\mathcal{H}(t)$,

$$
\mathcal{H}(t)=-\mathcal{F}_F(t)-\mathcal{F}_D(t)=\begin{bmatrix}
-F(t) & -\bar{D}(t) \\
D(t) & F(t)
\end{bmatrix}.
$$

The unitary evolution operator $g(t)$ is an element of $G=SO(2N)$ obeying the equation

$$
i\hbar \dot{g}(t) = \mathcal{H}(t)g(t), \quad g(t_0)=\mathbb{I}.
$$

Then we have

$$
i\hbar \begin{bmatrix}
\dot{a}_0 & \dot{b}_0 \\
\dot{b}_0 & \dot{\bar{a}}_0
\end{bmatrix} = \begin{bmatrix}
a_0 & \bar{b}_0 \\
b_0 & \bar{a}_0
\end{bmatrix} \begin{bmatrix}
\dot{v} & 0 \\
0 & \dot{\bar{v}}
\end{bmatrix} + \begin{bmatrix}
a_0 & \bar{b}_0 \\
b_0 & \bar{a}_0
\end{bmatrix} \begin{bmatrix}
\dot{v} & 0 \\
0 & \dot{\bar{v}}
\end{bmatrix} = \begin{bmatrix}
-F(t) & -\bar{D}(t) \\
D(t) & F(t)
\end{bmatrix} \begin{bmatrix}
a_0 & \bar{b}_0 \\
b_0 & \bar{a}_0
\end{bmatrix} \begin{bmatrix}
v & 0 \\
0 & \bar{v}
\end{bmatrix}, \quad (C.4)
$$

which is rewritten as

$$
i\hbar \begin{bmatrix}
\dot{a}_0 & \dot{b}_0 \\
\dot{b}_0 & \dot{\bar{a}}_0
\end{bmatrix} = \begin{bmatrix}
-F(t) & -\bar{D}(t) \\
D(t) & F(t)
\end{bmatrix} \begin{bmatrix}
a_0 & \bar{b}_0 \\
b_0 & \bar{a}_0
\end{bmatrix} -i\hbar \begin{bmatrix}
a_0 & \bar{b}_0 \\
b_0 & \bar{a}_0
\end{bmatrix} \begin{bmatrix}
\dot{v}v^{-1} & 0 \\
0 & \dot{\bar{v}}\bar{v}^{-1}
\end{bmatrix}. \quad (C.5)
$$

Equation (C.6) yields

$$
i\hbar \dot{a}_0 = -\bar{F}(t)a_0-\bar{D}(t)b_0 - i\hbar a_0\dot{\bar{v}}v^{-1}, \quad i\hbar \dot{b}_0 = F(t)b_0 +D(t)a_0 - i\hbar b_0\dot{v}v^{-1},
$$

$$
i\hbar \dot{\bar{a}}_0 = F(t)a_0+D(t)b_0 - i\hbar a_0\dot{v}\bar{v}^{-1}, \quad i\hbar \dot{\bar{b}}_0 = -F(t)b_0 -\bar{D}(t)a_0 - i\hbar \bar{b}_0\dot{v}\bar{v}^{-1}. \quad (C.6)
$$

Using the second equation of (C.2) and (C.6),

$$
i\hbar \dot{q} = i\hbar b_0a_0^{-1} - i\hbar b_0a_0^{-1}\dot{a}_0a_0^{-1}
$$

$$
= D(t)+F(t)q-i\hbar b_0\dot{v}v^{-1}a_0^{-1}+q\{\bar{F}(t)a_0+\bar{D}(t)b_0+i\hbar a_0\dot{v}v^{-1}\}a_0^{-1}
$$

$$
= D(t)+F(t)q+q\bar{F}(t)+q\bar{D}(t)q. \quad (C.7)
$$

This is just the TDRHB equation obtained in (2.15). Note that the relation

$$
\dot{b}_0a_0^{-1}-b_0a_0^{-1}\dot{a}_0a_0^{-1} = \left(\bar{q}\chi^{\frac{1}{2}}+\frac{1}{2}q\chi^{\frac{1}{2}}\bar{\chi}^{\frac{1}{2}}\right)\bar{\chi}^{-\frac{1}{2}}-q\left(\frac{1}{2}\bar{\chi}^{\frac{1}{2}}\bar{\chi}^{\frac{1}{2}}\right)\bar{\chi}^{-\frac{1}{2}} = \dot{q}. \quad (C.8)
$$

This is consistent with the second equation of (C.2).
D Three- and Four-level models

In this Appendix, we will treat a three-level model ($N=3$). First we denote the quantities $q_{12}$, $q_{13}$, $q_{23}$, $|q|^2$, $|q|^2 + |q|^2$ simply as $q(t)$, $q(t)$, $q(t)$, $|q|^2$, respectively. We also denote $(\epsilon_1-\lambda)+(-\epsilon_2-\lambda)$, $(\epsilon_1-\lambda)+(-\epsilon_3-\lambda)$ as $2\epsilon_1, 2\epsilon_2, 2\epsilon_3$ and further $D_{12}, D_{13}$ and $D_{23}$ as $D^1(t)=-s_1\delta_{12} \Delta(t)$, $\Delta(t)\equiv \frac{1}{2} g (s_1K_{11}(t)+s_2K_{22}(t)+s_3K_{33}(t))$, $D^2(t)=-s_1\delta_{13} \Delta(t)$ and $D^3(t)=-s_2\delta_{23} \Delta(t)$, respectively.

The term $s_1K_{11}(t)$ is calculated as

\[ s_1K_{11}(t) = s_1 \begin{bmatrix} 0 & q^1 & q^2 \\ -q^1 & 0 & q^3 \\ -q^2 & -q^3 & 0 \end{bmatrix} \begin{bmatrix} 1 - q^1 & q^2 \\ -q^2 & 1 - q^3 \\ -q^3 & -q^3 & 1 \end{bmatrix}_1 \]

where $|q|^2$ is defined as $|q|^2 \equiv |q|^2 + |q|^2 + |q|^2$. We also have

\[ s_2K_{22}(t) = s_2 \begin{bmatrix} 0 & q^1 & q^2 \\ -q^1 & 0 & q^3 \\ -q^2 & -q^3 & 0 \end{bmatrix} \begin{bmatrix} 1 + |q|^2 \\ -q^2 & 1 + |q|^2 \\ -q^3 & -q^3 & 1 + |q|^2 \end{bmatrix}_1, \

s_3K_{33}(t) = s_3 \begin{bmatrix} 0 & q^1 & q^2 \\ -q^1 & 0 & q^3 \\ -q^2 & -q^3 & 0 \end{bmatrix} \begin{bmatrix} 1 + |q|^2 \\ -q^2 & 1 + |q|^2 \\ -q^3 & -q^3 & 1 + |q|^2 \end{bmatrix}_1, \]

Using the above quantities, then we get the following coupled Ricatti equations:

\[ i\hbar \begin{bmatrix} \dot{q}^1(t) \\ \dot{q}^2(t) \\ \dot{q}^3(t) \end{bmatrix} = \begin{bmatrix} D^1(t) + 2\epsilon_1 q^1(t) + \epsilon_2 q^2(t) + \epsilon_3 q^3(t) \\ D^2(t) + 2\epsilon_2 q^2(t) + \epsilon_3 q^3(t) \\ D^3(t) + 2\epsilon_3 q^3(t) \end{bmatrix}_1. \]

Further we treat a four-level model ($N=4$). We denote the quantities $q_{12}$, $q_{13}$, $q_{14}$, $q_{23}$, $q_{24}$, $q_{34}$, $|q|^2, |q|^2 + |q|^2 + |q|^2 + |q|^2$ simply as $q(t), q(t), q(t), q(t), q(t), q(t), |q|^2$. Denote $(\epsilon_1-\lambda)+(-\epsilon_2-\lambda)$, $(\epsilon_1-\lambda)+(-\epsilon_3-\lambda)$, $(\epsilon_1-\lambda)+(-\epsilon_4-\lambda)$, $(\epsilon_2-\lambda)+(-\epsilon_3-\lambda)$, $(\epsilon_2-\lambda)+(-\epsilon_4-\lambda)$, $(\epsilon_3-\lambda)+(-\epsilon_4-\lambda)$ as $2\epsilon_1, 2\epsilon_2, 2\epsilon_3, 2\epsilon_4, 2\epsilon_5, 2\epsilon_6$ and further $D_{12}, D_{13}, D_{14}, D_{23}, D_{24}$ and $D_{34}$ as

\[ D^1(t)=-s_1\delta_{12} \Delta(t), D^2(t)=-s_1\delta_{13} \Delta(t), D^3(t)=-s_1\delta_{14} \Delta(t), D^4(t)=-s_2\delta_{23} \Delta(t), D^5(t)=-s_2\delta_{24} \Delta(t), D^6(t)=-s_3\delta_{34} \Delta(t) \text{ and} \]

\[ \Delta(t)\equiv \frac{1}{2} g (s_1K_{11}(t)+s_2K_{22}(t)+s_3K_{33}(t)+s_4K_{44}(t)) \]

Below we use the det which is defined as

\[ \text{det} \equiv \left\{ 1 + |q|^2 + |q|^2 |q|^2 + |q|^2 |q|^2 + |q|^2 |q|^2 + |q|^2 |q|^2 \right\} \]

\[ - (q^2 q^4 q^6 + c.c) + (q^1 q^3 q^4 q^6 + c.c) + (q^1 q^2 q^5 q^6 + c.c). \]
The term $s_1 K_{11}(t)$ is computed as

\[
s_1 K_{11}(t) = s_1 \begin{bmatrix}
0 & q^1 & q^2 & q^3 \\
-q^1 & 0 & q^4 & q^5 \\
-q^2 & -q^4 & 0 & q^6 \\
-q^3 & -q^5 & -q^6 & 0
\end{bmatrix} \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix} \begin{bmatrix}
0 & \tilde{q}^1 & \tilde{q}^2 & \tilde{q}^3 \\
-q^1 & 0 & q^4 & q^5 \\
-q^2 & -q^4 & 0 & q^6 \\
-q^3 & -q^5 & -q^6 & 0
\end{bmatrix}^{-1}
\]

\[
= s_1 \begin{bmatrix}
0 & q^1 & q^2 & q^3 \\
-q^1 & 0 & q^4 & q^5 \\
-q^2 & -q^4 & 0 & q^6 \\
-q^3 & -q^5 & -q^6 & 0
\end{bmatrix} \begin{bmatrix}
1+|q|^2+|q^3|^2 & q^2 q^4+q^3 q^5 & -q^1 q^4+q^3 q^6 & -q^1 q^5-q^2 q^6 \\
-q^1 q^4+q^3 q^5 & 1+|q|^2+|q^4|^2+|q^5|^2 & q^2 q^6 & q^3 q^6 & q^3 q^4 \\
-q^1 q^2+q^4 q^5 & -q^1 q^4-q^3 q^5 & 1+|q|^2+|q^3|^2+|q^6|^2 & q^2 q^6+q^3 q^4 \\
-q^2 q^4+q^3 q^5 & -q^2 q^6 & q^4 q^5 & 1+|q|^2+|q^3|^2+|q^6|^2 & q^2 q^6+q^3 q^4
\end{bmatrix}^{-1}
\]

\[
= s_1 \begin{bmatrix}
0 & q^1 & q^2 & q^3 \\
-q^1 & 0 & q^4 & q^5 \\
-q^2 & -q^4 & 0 & q^6 \\
-q^3 & -q^5 & -q^6 & 0
\end{bmatrix} \begin{bmatrix}
0 & \tilde{q}^1 & \tilde{q}^2 & \tilde{q}^3 \\
-q^1 & 0 & q^4 & q^5 \\
-q^2 & -q^4 & 0 & q^6 \\
-q^3 & -q^5 & -q^6 & 0
\end{bmatrix} \begin{bmatrix}
0 & \bar{q}^6 & -\bar{q}^5 & \bar{q}^4 \\
\bar{q}^6 & 0 & \bar{q}^3 & -\bar{q}^2 \\
\bar{q}^5 & -\bar{q}^3 & 0 & \bar{q}^1 \\
-\bar{q}^4 & \bar{q}^2 & -\bar{q}^1 & 0
\end{bmatrix} \begin{bmatrix}
q^1 q^6-q^2 q^5+q^3 q^4 \\
q^1 q^5+q^2 q^6
\end{bmatrix}.
\]

We also have

\[
s_{2(3)K_{22(33)}}(t) = s_{2(3)} \begin{bmatrix}
0 & q^1 & q^2 & q^3 \\
-q^1 & 0 & q^4 & q^5 \\
-q^2 & -q^4 & 0 & q^6 \\
-q^3 & -q^5 & -q^6 & 0
\end{bmatrix} \begin{bmatrix}
0 & \tilde{q}^1 & \tilde{q}^2 & \tilde{q}^3 \\
-q^1 & 0 & q^4 & q^5 \\
-q^2 & -q^4 & 0 & q^6 \\
-q^3 & -q^5 & -q^6 & 0
\end{bmatrix} \begin{bmatrix}
0 & \bar{q}^6 & -\bar{q}^5 & \bar{q}^4 \\
\bar{q}^6 & 0 & \bar{q}^3 & -\bar{q}^2 \\
\bar{q}^5 & -\bar{q}^3 & 0 & \bar{q}^1 \\
-\bar{q}^4 & \bar{q}^2 & -\bar{q}^1 & 0
\end{bmatrix} \begin{bmatrix}
q^1 q^6-q^2 q^5+q^3 q^4 \\
q^1 q^5+q^2 q^6
\end{bmatrix}.
\]

Then we have the following coupled Riccati equations:

\[
\begin{bmatrix}
\dot{q}^1(t) \\
\dot{q}^2(t) \\
\dot{q}^3(t) \\
\dot{q}^4(t) \\
\dot{q}^5(t) \\
\dot{q}^6(t)
\end{bmatrix} = \begin{bmatrix}
D^1(t) + 2\varepsilon q^1(t)D^{1(t)}q^1(t) & D^1q^1(t) + q^1(t)D^{21}q^2(t) + q^2(t)D^{31}q^3(t) \\
+q^1(t)D^{41}q^4(t) + q^3(t)D^{51}q^5(t) + q^2(t)D^{61}q^6(t) \\
D^2(t) + 2\varepsilon q^2(t)D^{1(t)}q^2(t) + q^2(t)D^{2(t)}q^2(t) + q^2(t)D^{3(t)}q^3(t) \\
+q^2(t)D^{4(t)}q^4(t) + q^3(t)D^{5(t)}q^5(t) + q^3(t)D^{6(t)}q^6(t) \\
D^3(t) + 2\varepsilon q^3(t)D^{1(t)}q^3(t) + q^2(t)D^{2(t)}q^3(t) + q^2(t)D^{3(t)}q^3(t) \\
\dot{q}^1(t)D^{4(t)}q^4(t) + q^3(t)D^{5(t)}q^5(t) + q^3(t)D^{6(t)}q^6(t) \\
D^4(t) + 2\varepsilon q^4(t)D^{1(t)}q^4(t) + q^4(t)D^{2(t)}q^4(t) - q^1(t)D^{3(t)}q^4(t) \\
\dot{q}^2(t)D^{3(t)}q^5(t) + q^2(t)D^{4(t)}q^5(t) + q^2(t)D^{5(t)}q^5(t) + q^2(t)D^{6(t)}q^6(t) \\
D^5(t) + 2\varepsilon q^5(t)D^{1(t)}q^5(t) + q^5(t)D^{2(t)}q^5(t) + q^3(t)D^{2(t)}q^4(t) \\
\dot{q}^3(t)D^{4(t)}q^6(t) + q^4(t)D^{4(t)}q^6(t) + q^4(t)D^{5(t)}q^6(t) + q^4(t)D^{6(t)}q^6(t) \\
D^6(t) + 2\varepsilon q^6(t)D^{1(t)}q^6(t) - q^2(t)D^{1(t)}q^6(t) + q^2(t)D^{2(t)}q^6(t) + q^3(t)D^{2(t)}q^6(t) \\
\dot{q}^4(t)D^{3(t)}q^6(t) + q^5(t)D^{4(t)}q^6(t) + q^5(t)D^{5(t)}q^6(t) + q^5(t)D^{6(t)}q^6(t)
\end{bmatrix}.
\]
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