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Abstract—This paper proposes integrating semantics-oriented similarity representation into RankingMatch, a recently proposed semi-supervised learning method. Our method, dubbed ReRankMatch, allows us to deal with the case in which labeled and unlabeled data share non-overlapping categories. ReRankMatch encourages the model to produce similar image representations for the samples likely belonging to the same class. We evaluate our method on various datasets such as CIFAR-100, CIFAR-100, SVHN, STL-10, and Tiny ImageNet. We obtain promising results (4.21% error rate on CIFAR-10 with 4000 labels, 22.32% error rate on CIFAR-100 with 10000 labels, and 2.19% error rate on SVHN with 1000 labels) when the amount of labeled data is sufficient to learn semantics-oriented similarity representation. The code is made publicly available at https://github.com/tqtrunghnvn/ReRankMatch.

I. INTRODUCTION

With the burgeoning development of deep neural networks, supervised learning has emerged as a robust approach in a variety of machine learning tasks such as image recognition, voice recognition, or language processing [1], [2], [3]. Supervised learning requires labeled data in training the model. However, obtaining such labeled data comes at a tremendous cost and is time-consuming. In many real-world problems, data labeling demands the knowledge of the experts. For instance, medical data must be analyzed and labeled by doctors.

The big question raised in the community is how to leverage unlabeled data, resulting in unsupervised learning. Unsupervised learning comprises of various research fields such as self-supervised learning [4], [5], semi-supervised learning [6], [7], or metric learning [8], [9]. While self-supervised learning designs pretext tasks to train the model on unlabeled data, semi-supervised learning utilizes both labeled and unlabeled data in a single training process. In another way, metric learning learns the similarity among inputs to cluster the same-class samples together.

Different unsupervised learning approaches could be combined to obtain a more robust method. RankingMatch [10], a current state-of-the-art method, proposes unifying semi-supervised learning and metric learning to build a more robust semi-supervised learning method. The main idea of RankingMatch is leveraging metric learning to encourage the model to produce the similar outputs for not only the different perturbations of the same input but also the same-class inputs.

The model output in RankingMatch [10] is a vector where each element represents the score of the corresponding class. Intuitively, the dimension of the model output is equal to the number of classes. RankingMatch and many semi-supervised learning methods are designed to deal with unlabeled data sharing overlapping categories with labeled data. For example, if labeled data consists of three classes (cat, dog, and bird), unlabeled data should belong to one of these three classes.

However, in reality, unlabeled data commonly do not share overlapping categories with labeled data. Inspired by the success of [11] in representation learning in which labeled and unlabeled data share non-overlapping categories, we propose integrating semantics-oriented similarity representation into RankingMatch to address the image classification task. We call our method ReRankMatch, and the overall framework is illustrated in Figure 1. The model consists of two main parts: feature extractor and classification head. Given an image, the feature extractor is responsible for understanding the image and outputs the image representation. The image representation is then fed into the classification head to produce the model output called “logits” score (the scores for the classes).

As shown in Figure 1, class-specific part utilizes the “logits” score to compute Cross-Entropy and Ranking loss, which is similar to RankingMatch [10]. Our main work is semantics-oriented part, which leverages the image representation to calculate the feature contrastive loss. Semantics-oriented part aims to encourage the model to leverage unlabeled data without considering category overlapping. Concretely, given a batch of labeled samples, we randomly pick one image representation for each class to become a reference image representation. These reference image representations are then used to compute semantics-oriented similarity representation for unlabeled data. Given an unlabeled image whose the image representation \( f^u_b \), the semantics-oriented similarity representation is a vector in which each element is the similarity score between \( f^u_b \) and the corresponding reference image representation. Note that the semantics-oriented similarity representation could be computed even when labeled and unlabeled data share non-overlapping categories. From the computed semantics-oriented similarity representation, we can assign pseudo positive/negative labels for unlabeled data and then compute the feature contrastive loss, which will be
Fig. 1: Overall framework of ReRankMatch. In addition to class-specific part, we leverage the semantics-oriented similarity representation, expecting that the image representations from the same class could be as similar as possible while the image representations from the different classes should be different.

We summarize our key contributions as follows:

- We propose ReRankMatch, a semi-supervised learning method leveraging the semantics-oriented similarity representation to deal with the case where labeled and unlabeled data share non-overlapping categories.
- We conduct experiments on various standard SSL benchmarks such as CIFAR-10, CIFAR-100, SVHN, and STL-10. We also evaluate our method on a larger dataset, Tiny ImageNet.
- Our extensive experimental results show that semantics-oriented similarity representation becomes meaningful and helpful if the amount of labeled data is sufficient to learn semantics-oriented similarity representation.

II. RELATED WORK

This section reviews two important contents, which are directly relevant to our work.

A. RankingMatch

RankingMatch [10] is a recently proposed semi-supervised learning (SSL) method, achieving state-of-the-art results across many standard SSL benchmarks. If the semantics-oriented part in Figure 1 is removed, the remaining ones constitute the RankingMatch’s diagram. RankingMatch is an integration of consistency regularization SSL approach and metric learning:

- **Consistency regularization** is one of the most successful SSL approaches. The given input is perturbed in different ways. Consistency regularization encourages the model to produce unchanged with different perturbations of the same input.
- **Metric learning** is a research field that does not directly assign semantic labels for given inputs but aims at measuring the similarity among the inputs. That is, metric learning tries to make the model outputs of the same-class samples as similar as possible.

RankingMatch argued that consistency regularization is not enough, and the model should also tend to produce the similar outputs for the samples from the same class. By leveraging both consistency regularization and metric learning, RankingMatch encourages the model to produce the similar outputs for not only the different perturbations of the same sample but also the same-class samples. Concretely, in addition...
to Cross-Entropy loss for image classification, RankingMatch utilized Ranking loss of metric learning, as illustrated in the class-specific part in Figure 1. Two types of Ranking loss used in RankingMatch are Triplet and Contrastive loss. RankingMatch also introduced a new version of Ranking loss, which is BatchMean Triplet loss. We use BatchMean Triplet and Contrastive loss in our ReRankMatch.

B. Semantics-Oriented Similarity Representation

Semantics-oriented similarity representation was successfully exploited by [11] for person re-identification and image retrieval. [11] proposed a novel meta-learning scheme, consisting of two learning phases, to utilize both labeled and unlabeled data. While the first phase uses only labeled data, the second phase utilizes both labeled and unlabeled data.

In the first phase, the labeled set is split into a meta-training set $M_T$ and a meta-validation set $M_V$, where $M_T$ and $M_V$ share non-overlapping labels. Let $C_{MT}$ denote the number of classes in $M_T$. [11] samples $C_{MT}$ reference images from $M_T$, in which each reference image is for each class. The model then extracts the feature $f_{MT}$ for each reference image. With each feature $f_{MT}$ extracted from $M_V$, [11] computes the class-wise similarity scores between $f_{MT}$ and all reference features $f_{MT}$, and these scores constitute a semantics-oriented similarity representation. The semantics-oriented similarity representations are then used to compute the similarity contrastive loss.

In the second phase, the reference images are chosen from the entire labeled set. For each unlabeled sample, [11] computes the semantics-oriented similarity representations as similar to the first phase. However, these semantics-oriented similarity representations are used to assign pseudo positive/negative labels for unlabeled data, allowing computing the feature contrastive loss as done on labeled data. Since $M_T$ and $M_V$ in the first phase share non-overlapping labels, the second phase could work even when labeled and unlabeled data share non-overlapping categories.

III. ReRankMatch

ReRankMatch consists of two main parts: class-specific and semantics-oriented. This section starts to describe the overall framework of ReRankMatch. Then, the class-specific and semantics-oriented part will be presented in detail.

A. Overall Framework

The overall framework of ReRankMatch is shown in Figure 1. While labeled data only uses weak augmentation, unlabeled data uses both weak and strong augmentation. Standard padding-and-cropping and horizontal flipping strategies are used for weak augmentation, whereas strong augmentation additionally utilizes more advanced transformations such as RandAugment [12] and Cutout [13]. As shown in Figure 1, the model consists of two main parts: feature extractor and classification head. The output of the feature extractor is called image representation, and the output of the classification head is “logits” score.

For weakly-augmented labeled data, the image representations are used to sample reference image representations, and the “logits” scores are for computing Cross-Entropy and Ranking loss. For unlabeled data, the “logits” scores corresponding to the weakly-augmented versions serve to compute pseudo-labels. These pseudo-labels then become the target labels in computing Cross-Entropy and Ranking loss when the strongly-augmented unlabeled data is fed into the model. Finally, the image representations corresponding to weakly-augmented and strongly-augmented unlabeled data are used along with the sampled reference image representations to compute the feature contrastive loss in the semantics-oriented part.

Let $X = \{(f_b^X, p_b^X, l_b) : b \in (1,...,B)\}$ be a batch of $B$ weakly-augmented labeled samples, where $f_b^X$ and $p_b^X$ are the image representation and “logits” score respectively, and $l_b$ is the corresponding one-hot label. Let $U = \{b_{uw}, b_{uw}, f_{uw}^b, p_{uw}^b : b \in (1,...,B)\}$ define a batch of $\mu B$ unlabeled samples with a coefficient $\mu$ determining the relative size of $X$ and $U$. $f_{uw}$ and $p_{uw}$ are the image representation and “logits” score corresponding to weakly-augmented unlabeled data, respectively; $f_{uw}^s$ and $p_{uw}$ are the image representation and “logits” score corresponding to strongly-augmented unlabeled data, respectively. Finally, let $H(v, q)$ be Cross-Entropy loss over the predicted class distribution $q$ and the target label $v$.

The objective function of ReRankMatch comprises of three types of loss, formulated as follows:

$$L_{ReRankMatch} = L_{CE} + \lambda_r L_{Rank} + \lambda_s L_{FeatCont}$$

where $L_{CE}$, $L_{Rank}$, and $L_{FeatCont}$ are Cross-Entropy, Ranking, and feature contrastive loss, respectively; $\lambda_r$ and $\lambda_s$ are loss weights. $L_{CE}$ and $L_{Rank}$ will be presented in Section III-B, and $L_{FeatCont}$ will be elaborated in Section III-C.

B. Class-Specific

1) Cross-Entropy Loss: For labeled data, the standard Cross-Entropy loss could be simply computed by:

$$L_{CE}^X = \frac{1}{B} \sum_{b=1}^{B} H(l_b, \text{Softmax}(p_b^X))$$

For unlabeled data, let $\tilde{q}_b$ denote the result when applying a softmax function to $\tilde{p}_b^{uw}$; $\tilde{q}_b = \text{Softmax}(\tilde{p}_b^{uw})$. Let $\hat{q}_b$ be the pseudo-label; $\hat{q}_b = \text{argmax}(\tilde{q}_b)$, which corresponds to the class having the highest probability. Notably, $\text{argmax}$ is assumed to produce the valid one-hot pseudo-label for simplicity. Cross-Entropy loss when feeding the strongly-augmented unlabeled data into the model is computed as follows:

$$L_{CE}^U = \frac{1}{\mu B} \sum_{b=1}^{B} \mu B \sum_{l=1}^{B} \mathbb{1}(\text{max}(\tilde{q}_b) \geq \tau) \cdot H(\hat{q}_b, \text{Softmax}(\tilde{p}_b^{uw}))$$

where $\tau$ is a confidence threshold to ignore low-confidence predictions. Finally, Cross-Entropy loss for both labeled and unlabeled data is computed as:

$$L_{CE} = L_{CE}^X + \lambda_u L_{CE}^U$$
where $\lambda_u$ is the loss weight.

2) Ranking Loss: As shown in Figure 1, an $L_2$-normalization is applied to the “logits” scores before computing Ranking loss. Therefore, let $C_X$ define a batch of $L_2$-normalized “logits” scores corresponding to weakly-augmented labeled data and $y_i$ be the ground-truth label of the $L_2$-normalized “logits” score $i$; let $C^t$ define a batch of $L_2$-normalized “logits” scores corresponding to strongly-augmented unlabeled data and $q_i$ be the pseudo-label of the $L_2$-normalized “logits” score $i$. Finally, let $a$, $p$, and $n$ denote the anchor, positive, and negative sample, respectively. $a$ and $p$ represent the $L_2$-normalized “logits” scores having the same label, while $a$ and $n$ are for the $L_2$-normalized “logits” scores having different labels. There are two types of Ranking loss used in ReRankMatch: BatchMean Triplet loss ($L_{BM}^{Rank}$) and Contrastive loss ($L_{CT}^{Rank}$). Note that $L_{Rank}$ in Equation 1 could be either $L_{BM}^{Rank}$ or $L_{CT}^{Rank}$. Referring to RankingMatch [10], the loss functions are defined as follows.

**BatchMean Triplet loss:**

$$L_{BM}^{Rank} = \frac{1}{|C_x|} \sum_{a \in C_x} f(m + 1) - \frac{1}{|C_x|} \sum_{p \in C_x \quad y_p = y_a} d_{a,p} - \frac{1}{|C_x|} \sum_{n \in C_x \quad y_n \neq y_a} d_{a,n}$$

$$L_{CT}^{Rank} = \frac{1}{|C^t|} \sum_{a \in C^t} f(m + 1) - \frac{1}{|C^t|} \sum_{p \in C^t \quad y_p = y_a} d_{a,p} - \frac{1}{|C^t|} \sum_{n \in C^t \quad q_n \neq q_a} d_{a,n}$$

where $d_{i,j}$ is the Euclidean distance between two $L_2$-normalized “logits” scores $i$ and $j$, and $m$ is the margin. $f(\bullet)$ is the function to avoid revising “already correct” triplets. We use a softplus function ($f(\bullet) = \ln(1 + \exp(\bullet))$) as in RankingMatch.

**Contrastive loss:**

$$L_{CT}^{Rank} = \frac{1}{N} \sum_{a,p \in C_x \quad a \neq p} \frac{\exp(\text{sim}_{a,p}/T)}{\exp(\text{sim}_{a,p}/T) + \sum_{n \in C_x \quad y_n \neq y_a} \exp(\text{sim}_{a,n}/T)}$$

$$L_{CT}^{Rank} = \frac{1}{N} \sum_{a,p \in C^t \quad a \neq p} \frac{\exp(\text{sim}_{a,p}/T)}{\exp(\text{sim}_{a,p}/T) + \sum_{n \in C^t \quad q_n \neq q_a} \exp(\text{sim}_{a,n}/T)}$$

where $\text{sim}_{i,j}$ is the cosine similarity between two $L_2$-normalized “logits” scores $i$ and $j$, and $T$ is the temperature parameter.

C. Semantics-Oriented

The semantics-oriented part uses the image representations to compute the feature contrastive loss $L_{FeatCont}$, consisting of four steps as follows.

**Step 1: Choosing reference image representations from labeled set**

For each category appearing in $X$, we randomly sample a corresponding image representation to become a reference image representation $\hat{f}_X$. The number of reference image representations is equal to the number of unique labels in $X$.

For instance, we have seven image representations with their labels: $\{f_1^X, l_1 = 1\}, (f_2^X, l_2 = 3), (f_3^X, l_3 = 1), (f_4^X, l_4 = 1), (f_5^X, l_5 = 4), (f_6^X, l_6 = 3), (f_7^X, l_7 = 3)$. As a result, we have three unique labels which are 1, 3, and 4. By picking the image representation for each unique label randomly, we obtain three reference image representations $\{\hat{f}_X, \hat{f}_X, \hat{f}_X\}$.

**Step 2: Computing semantics-oriented similarity representation for unlabeled data**

This step is the same for weakly-augmented and strongly-augmented unlabeled data, so we do not explicitly mention weak or strong augmentation for a convenient explanation. To obtain the semantics-oriented similarity representation $s_{BM}^t$, we compute the class-wise similarity scores between $f_M^t$ and all reference image representations sampled in the previous step. $s_{BM}^t$ has the dimension being equal to the number of reference image representations. The $k^{th}$ element of $s_{BM}^t$ is defined as:

$$s_{BM}^t(k) = \text{sim}(\hat{f}_X, \hat{f}_X)$$

where $\hat{f}_X$ is the $k^{th}$ reference image representation, and we use cosine similarity for the “sim” function.

**Step 3: Assigning pseudo positive/negative labels for unlabeled data**

Similar to Step 2, we do not explicitly mention weak and strong augmentation because of the same procedure for weakly-augmented and strongly-augmented unlabeled data. Given two semantics-oriented similarity representations $s_{BM}^t$ and $s_{CT}^t$, we can determine whether the two corresponding images come from the same class ($t = 1$) or not ($t = 0$). Concretely,

$$t = \begin{cases} 1, & \text{if } |s_{BM}^t - s_{CT}^t| < \psi \\ 0, & \text{otherwise} \end{cases}$$

with $\psi > 0$ is a threshold.

**Step 4: Computing the feature contrastive loss**

Given a pair of two image representations corresponding to weakly-augmented unlabeled data ($f_M^u$ and $f_M^u$) and a pair of two image representations corresponding to strongly-augmented unlabeled data ($f_M^u$ and $f_M^u$), the feature contrastive loss could be defined as follows:

$$L_{FeatCont}(i, j) = t \cdot ||f_M^u - f_M^u|| + (1 - t) \cdot \max(0, \phi - ||f_M^u - f_M^u||)$$

$$L_{FeatCont}(p, q) = t \cdot ||f_M^u - f_M^u|| + (1 - t) \cdot \max(0, \phi - ||f_M^u - f_M^u||)$$

where $\phi > 0$ denotes the margin. $L_{FeatCont}$ and $L_{FeatCont}$ will be computed over all pairs of image representations on weakly-augmented and strongly-augmented unlabeled data, respectively. Finally, $L_{FeatCont}$ is the summation of $L_{FeatCont}$ and $L_{FeatCont}$:

$$L_{FeatCont} = L_{FeatCont} + L_{FeatCont}$$

(10)
IV. EXPERIMENTS

We compare our method against various semi-supervised learning (SSL) approaches such as MixMatch [6], RealMix [14], ReMixMatch [15], FixMatch [7], and RankingMatch [10]. We conduct experiments on standard SSL benchmarks such as CIFAR-10 [16], CIFAR-100 [16], SVHN [17], and STL-10 [18]. We also verify the performance of our method on a larger dataset, which is Tiny ImageNet1.

A. Implementation Details

We utilize Wide ResNet architecture [19] in our experiments. An SGD optimizer with momentum is adopted in training the models. We apply a cosine learning rate decay [20], which effectively decays the learning rate using a cosine curve. We use a same set of hyperparameters ($B = 64$, $\mu = 7$, $\tau = 0.95$, $m = 0.5$, $T = 0.2$, $\psi = 0.5$, $\phi = 0.3$, $\lambda_u = 1$, $\lambda_r = 1$, and $\lambda_s = 1$) across all datasets and all amounts of labeled samples except that a batch size of $32$ ($B = 32$) is used for the STL-10 dataset. In all our experiments, BM and CT denote the method using BatchMean Triplet loss and Contrastive loss respectively, and FixMatch$^{RA}$ means FixMatch with using RandAugment.

B. CIFAR-10

CIFAR-10 [16] is a widely used dataset that consists of $32 \times 32$ color images with 10 classes. There are 50000 training images and 10000 test images. Following standard practice, as mentioned by [21], we divide training images into train and validation split, with 45000 images for training and 5000 images for validation. In the train split, we discard all except a number of labels (40, 250, and 4000 labels) to vary the labeled data set size. We use Wide ResNet-28-2 architecture with 1.5 million parameters, and our models are trained for 256 epochs. The results are shown in Table I.

| Method         | 40 labels                  | 250 labels                 | 4000 labels                 |
|----------------|----------------------------|----------------------------|----------------------------|
| MixMatch       | -                          | 11.08±0.87                 | 6.24±0.06                  |
| RealMix        | 9.79±0.75                  | 6.39±0.27                  | 6.39±0.27                  |
| ReMixMatch     | 6.27±0.34                  | 5.14±0.04                  | 5.14±0.04                  |
| FixMatch$^{RA}$| 13.81±3.37                 | 5.07±0.65                  | 4.26±0.05                  |
| RankingMatch$^{BM}$ | 13.43±2.33               | 4.87±0.08                  | 4.29±0.03                  |
| RankingMatch$^{CT}$ | 14.98±3.06                | 5.13±0.02                  | 4.32±0.12                  |
| ReRankMatch$^{BM}$ | 66.77±3.91                | 20.07±1.16                 | 4.21±0.07                  |
| ReRankMatch$^{CT}$ | 18.25±9.44                | 6.02±1.31                  | 4.40±0.06                  |

TABLE I: Error rate (%) on CIFAR-10.

As shown in Table I, semantics-oriented similarity representation has strong effect on RankingMatch’s performance, especially with a small number of labels. With 250 and 40 labels, ReRankMatch$^{BM}$ significantly decreases performance compared to RankingMatch$^{BM}$. Especially, the results also show that ReRankMatch$^{CT}$ outperforms ReRankMatch$^{BM}$ when the number of labeled data is small. For instance, ReRankMatch$^{CT}$ reduces the error rate by 14.05% and 48.52% compared to ReRankMatch$^{BM}$ with 250 and 40 labels, respectively. This could be explained by the fact that ReRankMatch$^{CT}$ uses cosine similarity for both class-specific and semantics-oriented part, so ReRankMatch$^{CT}$ might be more predominant than ReRankMatch$^{BM}$.

However, ReRankMatch can obtain a slightly better performance than RankingMatch with more labels. Specifically, ReRankMatch$^{BM}$ sets a new state-of-the-art result, 4.21% error rate, with 4000 labels.

C. CIFAR-100

CIFAR-100 [16] contains 100 classes with 50000 training images and 10000 test images. Similar to CIFAR-10, we also divide training images into train and validation split, with 45000 images for training and 5000 images for validation. In the train split, we discard all except a number of labels (400, 2500, and 10000 labels) to vary the labeled data set size. We use Wide ResNet-28-2-Large architecture with 26 million parameters and train the models for 128 epochs. The results are shown in Table II.

| Method         | 400 labels                 | 2500 labels                | 10000 labels                |
|----------------|----------------------------|----------------------------|----------------------------|
| MixMatch       | -                          | 25.88±0.30                 | 22.60±0.12                 |
| FixMatch$^{RA}$| 48.85±1.75                 | 28.29±0.11                 | 23.18±0.03                 |
| RankingMatch$^{BM}$ | 49.57±0.67               | 29.68±0.60                 | 22.35±0.10                 |
| RankingMatch$^{CT}$ | 56.90±1.47               | 28.39±0.67                 | 22.35±0.10                 |
| ReRankMatch$^{BM}$ | 87.46±3.65               | 49.71±0.46                 | 25.38±0.93                 |
| ReRankMatch$^{CT}$ | 69.62±1.33               | 31.75±0.33                 | 22.32±0.65                 |

TABLE II: Error rate (%) on CIFAR-100.

As shown in Table II, the tendency of ReRankMatch’s models is relatively similar to the case of CIFAR-10. ReRankMatch significantly decreases performance compared to RankingMatch, with a small number of labeled data (2500 and 400 labels). ReRankMatch$^{CT}$ is superior to ReRankMatch$^{BM}$ in all cases. Concretely, ReRankMatch$^{CT}$ reduces the error rate by 3.06%, 17.96%, and 17.84% compared to ReRankMatch$^{BM}$ in the case of 1000, 2500, and 400 labels respectively. Importantly, ReRankMatch$^{CT}$ achieves a new state-of-the-art result, 22.32% error rate, with 10000 labels.

D. SVHN

SVHN [17], Street View House Numbers, is a real-world dataset that consists of 73257 training images and 26032 test images. The resolution of images in the SVHN dataset is $32 \times 32$. We divide training images into train split with 65937 images and validation split with 7320 images. In the train split, we discard all except a number of labels (40, 250, and 1000 labels) to vary the labeled data set size. We use Wide ResNet-28-2 architecture with 1.5 million parameters, and our models are trained for 128 epochs. The results are shown in Table III.

| Method         | 40 labels                  | 250 labels                 | 1000 labels                 |
|----------------|----------------------------|----------------------------|----------------------------|
| MixMatch       | -                          | 1.33±0.65                  | 31.75±0.33                 |
| FixMatch$^{RA}$| 1.47±0.11                  | 28.39±0.67                 | 22.35±0.10                 |
| RankingMatch$^{BM}$ | 1.47±0.11               | 28.39±0.67                 | 22.35±0.10                 |
| RankingMatch$^{CT}$ | 1.47±0.11               | 28.39±0.67                 | 22.35±0.10                 |
| ReRankMatch$^{BM}$ | 66.77±3.91               | 20.07±1.16                 | 4.21±0.07                  |
| ReRankMatch$^{CT}$ | 18.25±9.44               | 6.02±1.31                  | 4.40±0.06                  |

TABLE III: Error rate (%) on SVHN.

As shown in Table III, overall, the arguments are similar to those in the case of CIFAR-10 and CIFAR-100. ReRankMatch$^{CT}$ is still better than ReRankMatch$^{BM}$ in all cases, which are 0.13%, 5.32%, and 54.32% error rate improvement with 1000, 250, and 40 labels respectively.
and ReRankMatch results on 1000-label splits. The results of SWW AE and CC-GAN, and MixMatch, RankingMatch, ReMixMatch, FixMatch RA, and MixMatch. We achieve competitive results compared to FixMatch and RankingMatch with the same data augmentation (RandAugment). ReRankMatch BM and ReRankMatch CT reduce the error rate by 0.87% and 1.02% compared to FixMatch RA, respectively. In comparison with RankingMatch, ReRankMatch BM is worse than RankingMatch BM, but ReRankMatch CT reduces the error rate by 0.59% compared to RankingMatch CT.

E. STL-10

STL-10 [18] is a dataset designed for unsupervised learning, containing 5000 labeled images and 100000 unlabeled images. We use Wide ResNet-37-2 architecture with 5.9 million parameters, and our models are trained for 128 epochs. STL-10 consists of ten pre-defined folds with 1000 labeled images each. Given a fold, we use 4000 other labeled images out of 5000 labeled training images as the validation split. STL-10 has a test set with 8000 labeled images. Table IV shows the results on 1000-label splits. The results of SWW AE and CC-GAN are cited from [22] and [23], respectively.

| Method              | 40 labels Error Rate (%) | 250 labels Error Rate (%) | 1000 labels Error Rate (%) |
|---------------------|--------------------------|----------------------------|----------------------------|
| MixMatch            | 27.60 ± 0.26             | 27.27 ± 0.31               | 27.00 ± 0.34               |
| ReMixMatch          | 27.53 ± 0.38             | 27.30 ± 0.40               | 27.05 ± 0.44               |
| FixMatch RA         | 27.24 ± 0.28             | 27.20 ± 0.30               | 27.17 ± 0.32               |
| RankingMatch BM     | 27.24 ± 0.07             | 27.23 ± 0.06               | 27.22 ± 0.11               |
| RankingMatch CT     | 27.24 ± 0.07             | 27.23 ± 0.06               | 27.22 ± 0.11               |
| ReRankMatch BM      | 27.57 ± 0.35             | 27.56 ± 0.38               | 27.55 ± 0.37               |
| ReRankMatch CT      | 27.56 ± 0.34             | 27.55 ± 0.37               | 27.54 ± 0.36               |

Table IV: Error rate (%) on STL-10.

As shown in Table IV, ReRankMatch outperforms SWW AE, CC-GAN, and MixMatch. We achieve competitive results compared to FixMatch and RankingMatch with the same data augmentation (RandAugment). ReRankMatch BM and ReRankMatch CT reduce the error rate by 0.87% and 1.02% compared to FixMatch RA, respectively. In comparison with RankingMatch, ReRankMatch BM is worse than RankingMatch BM, but ReRankMatch CT reduces the error rate by 0.59% compared to RankingMatch CT.

F. Tiny ImageNet

Tiny ImageNet is a compact version of ImageNet, including 100000 training images, 10000 validation images, and 10000 test images. Tiny ImageNet consists of 200 classes and 64 × 64 images. The ground-truth labels of test images are not available, so we use 10000 validation images as the test set to evaluate our method. We divide 100000 training images into 90000 and 10000 images for train and validation split, respectively. For the semi-supervised learning setting, we use 10% of train split as labeled data and treat the rest as unlabeled data. As a result, there are 9000 labeled images and 81000 unlabeled images. Note that this setting is the same with other methods, so our results are comparable. We use Wide ResNet-37-2 architecture with 5.9 million parameters, and our models are trained for 128 epochs. The results are shown in Table V.

| Method              | Error Rate (%) |
|---------------------|----------------|
| MixMatch            | 52.09 ± 0.14   |
| FixMatch RA         | 52.09 ± 0.14   |
| RankingMatch BM     | 51.47 ± 0.25   |
| RankingMatch CT     | 49.10 ± 0.41   |
| ReRankMatch BM      | 58.62 ± 0.57   |
| ReRankMatch CT      | 55.13 ± 0.52   |

Table V: Error rate (%) on Tiny ImageNet. The result of MixMatch is produced by us. The result of FixMatch RA is cited from RankingMatch.

As shown in Table V, ReRankMatch is superior to MixMatch. ReRankMatch BM and ReRankMatch CT reduce the error rate by 0.78% and 4.27% compared to MixMatch, respectively. Compared to other methods, ReRankMatch has worse results. The result also shows that ReRankMatch CT is better than ReRankMatch BM, where ReRankMatch CT improves the error rate by 3.49% compared to ReRankMatch BM.

G. Ablation Study

1) Loss Weight for Feature Contrastive Loss: We conduct an ablation study with different values of the loss weight λs, as shown in Table VI. The loss weight λs does not affect the performance of ReRankMatch, and the results are similar among different values of λs.

| Ablation          | CIFAR-10 Error Rate (%) | SVHN Error Rate (%) |
|-------------------|-------------------------|---------------------|
| ReRankMatch CT    | (λs = 0.5)              | 95.32               | 97.77               |
| ReRankMatch CT    | (λs = 1.0)              | 95.53               | 97.69               |
| ReRankMatch CT    | (λs = 2.0)              | 95.60               | 97.78               |

Table VI: Ablation study with loss weight λs. All results are top-1 accuracy (%).

2) Threshold and Margin in Semantics-Oriented Part: We conduct an ablation study with various values of the threshold ψ and margin ϕ, as shown in Table VII. The meaning of ψ and ϕ was presented in Section III-C. Our main results were reported with a threshold ψ of 0.5 and a margin ϕ of 0.3. We
Fig. 2: t-SNE visualization of our method on CIFAR-10 and SVHN test set. (a)(b) The models were trained for 256 epochs with 4000 labels. (c)(d) The models were trained for 128 epochs with 1000 labels. The same color depicts the same class.

Table VII: Ablation study with threshold $\psi$ and margin $\phi$. All results are top-1 accuracy (%).

| Ablation       | CIFAR-10 4000 labels | SVHN 1000 labels | Tiny ImageNet 9000 labels |
|----------------|----------------------|------------------|--------------------------|
| ReRankMatchBM  | $\psi = 0.5, \phi = 0.3$ | 95.68            | 97.90                    | 45.17                     |
|                | $\psi = 0.5, \phi = 0.5$ | 95.79            | 97.81                    | 45.06                     |
|                | $\psi = 0.5, \phi = 1.0$ | 95.70            | 97.84                    | 45.51                     |
|                | $\psi = 0.3, \phi = 0.3$ | 95.68            | 97.77                    | 45.31                     |
|                | $\psi = 0.1, \phi = 0.3$ | 95.69            | 97.85                    | 45.96                     |
| ReRankMatchCT  | $\psi = 0.5, \phi = 0.3$ | 95.79            | 97.81                    | 45.06                     |
|                | $\psi = 0.5, \phi = 0.5$ | 95.70            | 97.84                    | 45.51                     |
|                | $\psi = 0.3, \phi = 0.3$ | 95.68            | 97.77                    | 45.31                     |
|                | $\psi = 0.1, \phi = 0.3$ | 95.69            | 97.85                    | 45.96                     |

first keep the threshold $\psi$ unchanged and increase the margin $\phi$, as reported in the 2nd and 3rd row of Table VII. We then decrease the threshold $\psi$ while keeping the margin $\phi$ as a constant, as shown in the 4th and 5th row of Table VII. The results tend to be persistent across the cases and datasets, implying that the performance does not strictly depend on threshold and margin values.

H. Qualitative Results

To cast the light for how our models have learned to classify the images, we visualize the “logits” scores using t-SNE introduced by [24]. t-SNE visualization reduces the high-dimensional features to a reasonable dimension to help grasp the tendency of the learned models. Figure 2 shows t-SNE visualization of the “logits” scores of ReRankMatch on CIFAR-10 and SVHN. ReRankMatch obtains a good classification when the same-class samples are grouped into the same cluster. The visualization also shows that the boundaries between clusters are clearly distinguishable, though there are still overlapping points among classes. Interestingly, there is a significant difference in the shape of the clusters between ReRankMatchBM and ReRankMatchCT. This difference might be due to the function used to compute the error between $L_2$-normalized “logits” scores: ReRankMatchBM uses Euclidean distance, while ReRankMatchCT utilizes cosine similarity.

I. Analysis of Training Loss Curve

Training loss curves of ReRankMatchBM trained on CIFAR-10 with 4000, 250, and 40 labels are illustrated in Figure 3. As shown in Figure 3, the model converges in the case of 4000 and 250 labels, but the model does not converge with a very small amount of labeled data. Therefore, ReRankMatch
needs a sufficient amount of labeled data to learn semantics-oriented similarity representation.

V. Conclusion

In this paper, we introduce a novel method, named ReRankMatch, integrating semantics-oriented similarity representation into the recently proposed RankingMatch. Our method aims to deal with the case in which labeled and unlabeled data share non-overlapping categories. ReRankMatch consists of two main parts: class-specific and semantics-oriented. While the class-specific part encourages the model to produce the similar “logits” scores for not only the different perturbations of the same input but also the same-class inputs, the semantics-oriented part leads the model to produce the similar image representations for the inputs likely belonging to the same class. We conduct extensive experiments on various datasets to verify the usefulness of semantics-oriented similarity representation. Our results show that semantics-oriented similarity representation is meaningful and helpful if there is sufficient amount of labeled data. Especially, ReRankMatch achieves state-of-the-art results on several datasets such as CIFAR-10, CIFAR-100, and SVHN. For future work, we are going to do more studies to improve the performance of semantics-oriented similarity representation when the labeled data is scanty.
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