Stability of the smectic phase in arrays of parallel quantum wires
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Using bosonization, we study a model of parallel quantum wires constructed from two dimensional Dirac fermions in the presence of periodic topological domain walls. The model accounts for the lateral spread of the wavefunctions $\ell$ in the transverse direction to the wires. The gapless modes confined to each domain wall are shown to form Luttinger liquids, which realize a well known smectic non-Fermi liquid fixed point when interwire Coulomb interactions are taken into account. Perturbative studies on phenomenological models have shown that the smectic fixed point is unstable towards a variety of phases such as superconductivity, stripe, smectic and Fermi liquid phases. Here, we show that the considered model leads to a phase diagram with only smectic metal and Fermi liquid phases. We conjecture that the absence of superconductivity should be a generic feature of similar models. We discuss the relevance of this model for quantum wires created with moire heterostructures.

I. INTRODUCTION

The low energy properties of gapless, interacting fermions in one dimension are generically described by the Luttinger liquid (LL) theory. The low energy excitations in this universality class are density waves, unlike quasiparticles in Fermi liquid theory in two or three dimensions [1, 2]. Arrays of parallel LL’s have been studied extensively in the past thirty years with motivations such as the possibility of constructing higher dimensional non Fermi liquids and understanding the unusual normal state in cuprate superconductors [3–10]. Perturbations to the decoupled parallel LL arrays were generically shown to result in a higher dimensional Fermi liquid or an ordered state [11, 12]. It was then pointed out that one needs to include other marginal operators such as interwire density-density and current-current interactions in the most general fixed point action, which then describes a generalized smectic state [13]. The perturbative stability of the smectic fixed is now understood and leads to a rich, if generic, phase diagram, where the following phases can arise: i) smectic superconductor, ii) insulating stripe crystal, iii) Fermi liquid and iv) smectic metal state [13–15]. Very recently, this theory has been applied to the case of a triangular network of LL’s [16] that emerge naturally in twisted bilayer graphene at marginal angles [17]. However, all these works are phenomenological. In this paper, we study an effective model within the formalism established by the hitherto mentioned works and examine what part of the generic phase diagram actually survives.

We first point out that moire heterostructures [18] offer a formidable platform for building arrays of identical and perfectly spaced quantum wires. The latter were recently realized in moire superlattices of twisted bilayer tungsten ditelluride (tWTe$_2$), which display parallel LL transport above 1.8K [19]. The distance between quantum wires is tunable by the interlayer twist angle. In general, application of a voltage difference between two layers in a van der Waals heterostructure (achievable by separately controlling the gates at each layer) permits theoretically integrating out the degrees of freedom in one of the layers. This results in an effective description for the other layer, that is affected by local potentials that modulate with the period of the moire pattern [20]. For tWTe$_2$, those local potentials make the bands flat along one direction, confining electrons along quasi-1D modes. In the case of moire heterostructures with Dirac fermions in each monolayer, as in marginally twisted graphene bilayers, those local potentials create periodic scalar, vector and mass terms [21–24]. A periodic mass term can confine Dirac fermions, with the lines where it changes sign forming quasi-1D modes that are topological. The periodic vector potential can be gauged away [25, and the scalar potential controlled with gating effects.

We construct an effective model for an array of parallel quantum wires using 2D Dirac fermions in the presence...
of a periodically modulated mass term. This potential confines the low energy quasiparticles to propagate along one dimensional channels, as depicted in Fig. 1. Incorporating intra-wire Coulomb interactions, these modes are shown to be tunable LL’s, akin to the domain wall modes found in gated bilayer graphene \([26], 27\), in monolayer and bilayer graphene under irradiation \([28]\), and also in other contexts \([25], 29, 30\). When inter-wire Coulomb interactions are taken into account, the model realizes a smectic metal state, whose Luttinger parameters can be obtained in terms of the fine structure constant of the material and the lateral confinement of the wavefunctions near the wires.

Even though the proposed model is topological, we suggest that it offers insight on the stability of the smectic phase for parallel quantum wires with non-topological origin, as in tWTe\(_2\), and arrays of generic quantum wires with exponentially localized wavefunctions. This model naturally incorporates the lateral spread of the wavefunctions \(\ell\) in the perpendicular direction to the quantum wires. Employing well established abelian bosonization methods to account for the possible instabilities to the smectic fixed point, we show that only two phases remain in this model: a smectic metal state and a 2D Fermi liquid state. We point out that, while the absence of the insulating smectic (stripe) phase is due to the lack of backscattering in the model, superconductivity is shown to be always an irrelevant (or marginal) perturbation at the smectic fixed point.

In the phase diagram, we find that the smectic metal and the Fermi liquid phases are separated by a quantum critical point set by a critical Coulomb coupling \(\alpha_c\), whose value is determined by the lateral spread \(\ell\) normalized by the distance between the wires. For finite \(\ell\), the Fermi liquid phase is the leading instability in weak coupling \((\alpha < \alpha_c)\), while the smectic metal is dominant in the strong coupling regime \((\alpha > \alpha_c)\). The critical coupling vanishes in the ideal quantum wire limit \((\ell \rightarrow 0)\), where the smectic phase is always dominant. We finally discuss the role of weak backscattering effects in similar models and suggest that the absence of superconductivity should be a general feature of quantum wires in moire heterostructures.

The paper is organized in the following way: in section II we describe the model of parallel quantum wires and derive the wavefunctions of their low energy modes. We then address the bosonized action of the quantum wires as tunable LLs, with the Luttinger parameters expressed in terms of the fine structure constant \(\alpha\) and the lateral spread \(\ell\). We then write the action at the smectic metal fixed point once inter-wire Coulomb interactions are accounted for. In section III, we derive the phase diagram with the possible instabilities of the smectic fixed point according to this model, with a discussion about backscattering effects. Finally, in section IV we present our conclusions.

**II. MODEL**

We consider a generic continuum model of 2D Dirac fermions with two valley flavors, as in the honeycomb lattice. Generalizations to other physical lattices with Dirac quasiparticles and an arbitrary number of valleys are straightforward. In real space, the free Hamiltonian is

\[
\mathcal{H}_0 = \int d^2 r \sum_\sigma \Psi_\sigma^\dagger(r) \hat{H}_0(r) \Psi_\sigma(r),
\]

where

\[
\hat{H}_0(r) = \begin{pmatrix} \hat{H}_+ & 0 \\ 0 & \hat{H}_- \end{pmatrix}
\]

is a \(4 \times 4\) matrix defined in the two valleys \(\alpha = \pm\),

\[
\mathcal{H}_\nu(r) = -i \nu \sigma_x \partial_x - i \nu \sigma_y \partial_y + M(r) \sigma_z,
\]

with \(\sigma_x\) and \(\sigma_y\) the off diagonal Pauli matrices in the pseudospin space. \(\Psi_\sigma(r)\) is a four-component spinor with spin \(\sigma = \uparrow, \downarrow\). The mass term profile is taken to be of the form

\[
M(r) = M_0 \sin \left( \frac{\pi x}{L} \right),
\]

which breaks the continuous translational symmetry along the \(x\) direction. It is well known in the context of the index theorem that real space lines where the mass term changes sign are topological, hosting zero energy modes \([31]\). The mass term \([4]\) is a periodic function that changes sign at the nodal lines where \(M(r) = 0\), forming an array of parallel quantum wires with spacing \(L\) shown in Fig. 1.

Before addressing the fate of the possible many-body phases in this system, we first compute the zero-modes that live on these nodal lines. To solve for the eigenvalues and eigenvectors of \(\mathcal{H}_+(r)\), it is convenient to linearize Eq. \([4]\) in the vicinity of a zero-mass line at \(x = 0\) to get

\[
M(r) \approx M_0 \frac{\pi x}{L}.
\]

The eigenvalue problem can be solved analytically by performing two sequential unitary transformations in the pseudospin \([32]\): a rotation by \(-\pi/2\) around the \(z\) axis, that takes \(\sigma_x \rightarrow \sigma_y\) and \(\sigma_y \rightarrow -\sigma_x\), followed by a rotation by \(\pi/2\) around the \(y\) axis, which takes \(\sigma_x \rightarrow -\sigma_z\) and \(\sigma_z \rightarrow \sigma_x\). In the transformed basis, the “+” block of the eigenvalue problem

\[
\mathcal{H}(r) \Psi(r) = E \Psi(r)
\]

can be written as

\[
\omega \begin{pmatrix} \ell k_y & -\partial_z + \xi \\ -\partial_z + \xi & -\ell k_y \end{pmatrix} \Phi_+(\xi) = E_+ \Phi_+(\xi),
\]

where

\[
\omega \approx \frac{\pi}{2L}.
\]
where we have introduced variables

$$\ell = \sqrt{\frac{vL}{M_0 \pi}},$$

$$\omega = \frac{v}{\ell} \text{ and } \xi = x/\ell.$$  

Eq. (7) implicitly assumes the ansatz

$$\Psi_{+}(r) = e^{ik_y y} \left( \Phi_+(x) \right)$$

due to translational symmetry in the direction, with $k_y$ the corresponding momentum and $L_y$ the length of the quantum wires.

In this form, Eq. (7) resembles the problem of Dirac fermions in the presence of a uniform magnetic field [33]. $\Phi$ is the analogue of the magnetic length. Defining the ladder operator $\hat{O} = (\partial_x + \xi)/\sqrt{2}$ such that $[\hat{O}, \hat{O}^\dagger] = 1$ and the number operator $\hat{N} = \hat{O}^\dagger \hat{O}$, one can easily infer that the eigenvalues are given by

$$E_{+N}(k_y) = \pm \omega \sqrt{\ell^2 k_y^2 + 2 N},$$

where $N = 1, 2, \ldots$ indexing the gapped quantum wire modes, with the corresponding eigenvectors

$$\Phi^N_+(x) = \left( \psi_N(x) \pm \psi_{N+1}(x) \right).$$

In a more explicit form,

$$\psi_N(x) = \frac{2^{-N}}{\pi^{N/2} \sqrt{N!}} e^{-x^2/(2\ell^2)} H_N(x),$$

where $H_N(x)$ is the $N$-th Hermite polynomial. The length $\ell$ hence determines the lateral spread of the wavefunctions confined to the quantum wires. The solution of the $\Psi_-(r)$ eigenmodes in the opposite valley is related by time-reversal operation,

$$\Psi_{-N}(r) = e^{-ik_y y} \left( \Phi^N_-(x) \right),$$

with $\Phi^N_-(x) = (\psi_N(x), \pm \psi_{N+1}(x))^T$. The “$+$” upper index accounts for the two particle-hole branches in each valley.

The $N = 0$ case corresponds to the gapless zero energy modes moving along the quantum wires. This case requires a more careful analysis to resolve the seeming ambiguity between particle and hole states in Eq. (10). In valley $\alpha = +$, the $x$ dependent part of the wavefunction

$$\Psi_+(x) = \left( \Phi^0_+(x) \right)$$

gives the four-component eigenvector for a single right moving mode (per spin) with energy dispersion $E_{+0}(k_y) = vk_y$. That can be seen by plugging in $\Phi^0_+(x)$ into (7) and explicitly solving the resulting differential equation. The zero energy mode $\Psi_-(x) = (0, \Phi^0_-(x))^T$ in the opposite valley corresponds to a left moving mode with energy $E_{-0}(k_y) = -vk_y$, as required by time reversal symmetry.

A. Tunable LLs

To derive an effective one dimensional model, we assume a suitable energy cut off $v \Lambda$ below the bulk mass $M_0$ and focus on the gapless modes propagating along the quantum wires. We closely follow the LL derivation in Ref. [26, 28]. In the infrared, we restrict our interest to the gapless modes with $N = 0$, with $k_y$ the small momentum in the vicinity of the two valleys, $\alpha K$. The field operator becomes

$$\tilde{\chi}_{\sigma}(r) = \frac{1}{\sqrt{L_y}} \sum_{\alpha = \pm} e^{i\alpha k_y y} \Psi_\alpha(x) \tilde{\chi}_{\alpha,\sigma}(y),$$

where $\tilde{\chi}_{\alpha,\sigma}(y) = \sum_k e^{ik_y y} \tilde{\chi}_{\alpha,\sigma,k_y}$ is a slowly varying field operator for electrons in valley $\alpha$ moving along the wire. The non-interacting Hamiltonian is given by

$$H_0 = v \sum_{k_y,\sigma,\alpha} \alpha k_y \tilde{\chi}_{\alpha,\sigma}(k_y) \tilde{\chi}_{\alpha,\sigma}(k_y).$$

The effective Coulomb interaction projected onto the one dimensional modes can be obtained by substituting (15) into the Coulomb interaction term

$$H_{I,\text{intra}} = \frac{1}{2} \sum_{\sigma,\sigma'} \int \int \tilde{\rho}(r) V(r-r') \tilde{\rho}(r'),$$

defined in terms of density operators

$$\tilde{\rho}(r) = \sum_{\sigma} \tilde{\chi}_{\sigma}(r) \tilde{\chi}_{\sigma}(r).$$

Here, $V(r) = e^2 e^{-r/\lambda}/(\epsilon r)$ is a screened Coulomb interaction, with the screening length $\lambda$ set by metallic contacts with the wires and $\epsilon$ the background dielectric constant.

We note that the orthogonality of the spinors $\Psi_+ (x)$ and $\Psi_- (x)$ suppresses backscattering in this model, unlike in conventional LLs. Since $\tilde{\chi}_{\alpha,\sigma}(y)$ are slow varying fields, the effective intra-wire interaction can be approximated by

$$H_{I,\text{intra}} \approx \int \int \sum_{\alpha,\beta} g_{\alpha\beta} \tilde{\chi}_{\alpha,\sigma}^\dagger(y) \tilde{\chi}_{\beta,\sigma'}^\dagger(y) \tilde{\chi}_{\beta,\sigma'}(y) \tilde{\chi}_{\alpha,\sigma}(y),$$

with

$$g_{\alpha\beta} = \frac{1}{2} \int \int V(x-x', y) \left| \psi_0(x) \right|^2 \left| \psi_0(x') \right|^2,$$
In order to bosonize the fermionic Hamiltonian, we follow the abelian bosonization convention in Ref. [2 13]. The fermionic fields for left and right moving modes
\[ \hat{\zeta}_{a,\sigma}(y) \sim e^{i\alpha\sqrt{\pi}[\phi_{\sigma}(y) - \alpha \theta_{\sigma}(y)]} \]  
are cast in terms of the two bosonic fields \( \phi_{\sigma}(y) \) and \( \theta_{\sigma}(y) \). The Hamiltonian \( \mathcal{H}_{\text{intra}} = \mathcal{H}_0 + \mathcal{H}_{\text{inter}} \) written in terms of charge (\( \rho \)) and spin (\( \sigma \)) variables exhibit spin-charge separation,
\[ \mathcal{H}_{\rho,\sigma} = \frac{1}{2} \int dy \left[ (\partial_y \Theta_{\rho,\sigma})^2 \frac{u_{\rho,\sigma}}{K_{\rho,\sigma}} + (\partial_y \Phi_{\rho,\sigma})^2 u_{\rho,\sigma} K_{\rho,\sigma} \right], \]
where
\[ \Theta_{\rho,\sigma}(y) = \frac{1}{\sqrt{2}} [\theta^\rho(y) \pm \theta^\perp(y)] \]
and
\[ \Phi_{\rho,\sigma}(y) = \frac{1}{\sqrt{2}} [\phi^\rho(y) \pm \phi^\perp(y)]. \]
The Luttinger parameters are given by \( u_{\rho,\sigma} = v, K_{\sigma} = 1 \) and
\[ K_{\rho} = [1 + 2sg_4/(\pi v)]^{\frac{1}{2}}. \]  
In the above, \( s = 2 \). In the case of spinless fermions, the spin part of \( \mathcal{H}_{\text{intra}} \) is absent and \( s = 1 \). The LL stiffness in the charge sector \( K_{\rho} \) can be controlled by tuning the lateral spread of the wavefunctions \( \ell \) through the coupling \( g_4 \). The one dimensional modes that live on the nodal lines thus form a lattice of decoupled LLs.

B. Smectic metal

The density-density interaction between wires follows from \( \mathcal{H}_{\text{intra}} \) after incorporating the wire index \( a \) for the superlattice into the wavefunctions and \( \hat{\zeta}_{a,\sigma}(y) \) operators, and hence into the definition of the field operators, \( \hat{\zeta}_{\sigma,a}(r) = \sum_{y,\sigma} e^{i\alpha K_{y} \Psi_{\sigma,a}(x_{a})} \hat{\zeta}_{\sigma,a}(y) \), with \( x_{a} \equiv x - X_{a} \) the relative coordinate to wire \( a \). In line with [13 15], we only consider the coupling of charge densities between wires and not the exchange coupling, which is small when \( \ell/L \ll 1 \), with \( L \) the interwire distance. Thus,
\[ \mathcal{H}_{\text{inter}} = \frac{1}{2} \sum_{a \neq a'} \int_{r,r'} V(r - r') \rho_{a}(r) \rho_{a'}(r'). \]  
From the bosonization identities, we can write this as an effective one dimensional density density interaction,
\[ \mathcal{H}_{\text{inter}} = \frac{2}{\pi} \int_{y} \sum_{a \neq a'} U_{a,a'} [\partial_y \Phi_{\rho,a}(y)] [\partial_y \Phi_{\rho,a'}(y)] \]
where
\[ U_{a,a'} = \frac{1}{2} \int_{x,x',\bar{y}} V(x - x', \bar{y}) |\psi_{0}(x_{a})|^2 |\psi_{0}(x'_{a'})|^2. \]
Thus only the charge sector is modified by the interwire interaction.

The action for the spin and charge degrees of freedom can be obtained by integrating out the \( \Theta^{\rho,\sigma} \) fields. This yields
\[ S^{\rho} = \int_{k,k_{\perp},\omega} \frac{K_{\rho}^{\sigma}}{2} \left( \frac{\omega^2}{u_{\rho}} + u_{\rho}^{\sigma} k^{2}_{\perp} \right) |\Phi_{\sigma}(k_{\perp})|^2 \]
and
\[ S^{\sigma} = \int_{k,k_{\perp},\omega} \frac{K_{\rho}^{\sigma}}{2} \left( \frac{\omega^2}{u_{\rho}} + u_{\rho}^{\sigma} (k_{\perp})^2 \right) |\Phi_{\rho}(k_{\perp})|^2 \]
where \( u_{\sigma} = v, K_{\sigma} = 1 \), as before, and
\[ \int_{k,k_{\perp},\omega} \equiv L/(2\pi)^{3} \int_{-\infty}^{\infty} d\omega dk \int_{-\pi/L}^{\pi/L} dk_{\perp}. \]
Luttinger parameters of the charge sector acquire momentum dependence from [27]. Stability of the theory requires these parameters to be positive. We restrict the sum in [27] to nearest neighbor interactions as in [13]. This gives
\[ u_{\rho}^{\sigma}(k_{\perp}) K_{\rho}^{\sigma}(k_{\perp}) = \frac{1}{2} 2sg_4 + \frac{1}{\pi} 4sV_{1} \cos k_{\perp} L, \]
where \( V_{1} = U_{a'=a,1}, k = (\omega,k_{\perp}), s = 2 \). In the spinless case, \( s = 1 \) and the spin part of the action \( S^{\sigma} \) is absent [34]. This phase is known as a smectic metal [13 15].

III. PHASE DIAGRAM

The stability of the smectic metal state to various instabilities has to be assessed via a renormalization group (RG) analysis of the relevant perturbations. Various literatures exist on the RG analysis of the smectic fixed point [13 15]. Therefore we do not repeat the analysis here, but adapt their RG equations to our model. The potentially relevant interactions in this case are nearest neighbor single electron tunneling (\( \mathcal{H}_{t} \)), nearest neighbor singlet pair (Josephson) tunneling (\( \mathcal{H}_{sc} \)), and the coupling between the charge density wave (CDW) order parameters. As mentioned before, due to the absence of backscattering, the interaction between CDW order parameters are absent in our model. The former two are given by
\[ \mathcal{H}_{t} = T \sum_{a,a',\sigma} \int dx \zeta_{a,\sigma} \zeta_{a+1,\sigma} + h.c. \]
\[ \mathcal{H}_{sc} = J \sum_{a,a',\sigma} \int dx \zeta_{a,\sigma} \zeta_{a+1,\sigma} \zeta_{a',\sigma} \zeta_{a'+1,\sigma} + h.c., \]
where \( T \) and \( J \) are the single particle and Josephson tunneling amplitudes, respectively.

These perturbations become relevant when their scaling dimensions, \( \eta_{X} = 2 - \Delta_{X} > 0 \) for \( X = t, sc \). These
proposed that superconductivity may result in the phase diagram where superconductivity is stable. There is no part of the phase diagram where superconductivity is relevant as a function of fine structure constant, \(\alpha\). In strong coupling, the smectic metal phase is the most relevant perturbation whenever \(g_4 \gg V_1\). The quantum critical point \(\ell/L\) where the amplitude of the mass term in (4) scales to zero. That limit corresponds to the physical situation where the amplitude of the mass term in (1) is strong enough, with the critical coupling \(\alpha_c(\ell)\) set by the lateral spread \(\ell\). Orthogonality between left and right modes eliminates backscattering effects.

The proposed quantum phase transition can be experimentally explored through the control of the background dielectric constant of the substrate in the heterostructure where the wires are constructed. We predict that dielectric materials could be suitably employed to push the system across the quantum phase transition.

### A. Backscattering effects

Orthogonality between left and right modes eliminates backscattering in the present model. It is worth remarking that in a more general model, where there is backscattering, the phase diagram will comprise of regions where CDW coupling is the most relevant one. In lattice models with Dirac fermions, a finite but very small amount of backscattering is expected. Backscattering is also expected in t(WTe) layers and in layered van der Waals material NbS\(_{0.45}\)Te\(_2\), where a non-symmorphic symmetry protects directional massless Dirac fermions that form equally spaced 1D channels in the bulk of the material, akin to stripes.

In the spinless case, it is well known that intra-wire backscattering can be rewritten as forward scattering term, thereby amounting only to a redefinition of the Luttinger parameters. In the spinfull case, intra-wire backscattering is known to renormalize the Luttinger parameters and introduce an irrelevant perturbation (for repulsive interactions) in the spin channel. The quantum wires described by this model remain generically stable in the regime where Coulomb repulsion (parametrized by the fine structure constant \(\alpha_f\)) is strong enough, with the critical coupling \(\alpha_c(\ell)\) set by the lateral spread \(\ell\) in the transverse direction to the wires. In the smectic metal phase, repulsive inter-wire interactions suppress single particle hopping between the wires, keeping the unidirectional flow of electrons stable. Conversely, when interactions are sufficiently weak (\(\alpha_f < \alpha_c\)), single particle tunneling becomes a relevant perturbation to the smectic metal, driving electrons to percolate across the quantum wires for any finite \(\ell\). In the latter regime, coherent unidirectional transport along the wires is destroyed in favor an isotropic 2D Fermi liquid.

The curves in the plot describe the critical coupling \(\alpha_c\) separating the regions where the smectic metal and the Fermi liquid phases emerge. As previously announced, the 2D Fermi liquid phase is the dominant instability in the weak coupling regime, when \(\alpha_f < \alpha_c(\ell)\), whereas the smectic metal phase is the most relevant perturbation in strong coupling, \(\alpha_f > \alpha_c(\ell)\). The quantum critical phase transition collapses in the \(\ell \to 0\) limit, where \(\alpha_c(\ell)\) scales to zero. That limit corresponds to the physical situation where the amplitude of the mass term in (1) is large enough, \(M_0 \gg vL\). The solid lines describe the spinless case, when the screening length \(\lambda/L = 0.5\) (black triangles) and 1 (purple circles). The other two dashed curves correspond to the spinfull case for \(\lambda/L = 0.5\) (blue squares) and 1 (orange diamonds).

The quantum wires described by this model remain generically stable in the regime where Coulomb repulsion (parametrized by the fine structure constant \(\alpha_f\)) is strong enough, with the critical coupling \(\alpha_c(\ell)\) set by the lateral spread \(\ell\) in the transverse direction to the wires. In the smectic metal phase, repulsive inter-wire interactions suppress single particle hopping between the wires, keeping the unidirectional flow of electrons stable. Conversely, when interactions are sufficiently weak (\(\alpha_f < \alpha_c\)), single particle tunneling becomes a relevant perturbation to the smectic metal, driving electrons to percolate across the quantum wires for any finite \(\ell\). In the latter regime, coherent unidirectional transport along the wires is destroyed in favor an isotropic 2D Fermi liquid.
tering between quantum wires, however, can be relevant and may open a CDW gap at zero temperature. The coupling between wires has the form
\[ \mathcal{H}_{cdw} = g_{cdw} \sum_{a,\alpha,\sigma,\sigma'} \int dx \hat{c}_{a,\alpha,\sigma}^\dagger \hat{c}_{a+1,\alpha,\sigma'} \] (38)
and can lead to a CDW state. From the lowest order RG analysis, this operator becomes relevant when \( \eta_{cdw} = 2 - \Delta_{cdw} > 0 \). For the spinless case, this is given by
\[ \Delta_{cdw} = \int_\pi^\pi \frac{dk_\perp}{2\pi} \left( 2\kappa (k_\perp)^{-1} \right) \left( 1 - \cos k_\perp \right) \] (39)
where \( \kappa (k_\perp) \) is defined in Eq. (37). For the spinful case, \( \Delta_{cdw}^{\text{spin}} = 1 + \frac{1}{2} \Delta_{cdw} \).

The plot in Fig. 3 shows the regions in the zero temperature phase diagram where the operators corresponding to CDW, SC and Fermi liquid phases become relevant, as a function of the fine structure constant \( \alpha_F \) and the ratio \( \ell/L \). In the model considered here, \( g_{cdw} = 0 \) due to orthogonality between left and right modes. In lattice models that can be approximated by the continuum model discussed before, \( g_{cdw} \) can be non-zero, although still small. In this scenario, the smectic metal phase may now give way for a more relevant CDW state at zero temperature.

In models where the backscattering term \( g_{cdw} \) is parametrically small compared to forward scattering terms \( g_2 \) and \( g_4 \) to begin with, the CDW gap is only observable at very small temperature. In the RG spirit, temperature plays a role of an infrared cut-off, where the RG flow stops. Since \( g_{cdw} \) is a marginal operator at the tree level \( (g_2 = g_4 = 0) \), it grows under the RG only logarithmically under re-scaling of the momenta and fields,
\[ g_{cdw}(T) = g_{cdw}(\Lambda_T) + \eta_{cdw} \ln \left( \frac{\Lambda_T}{T} \right) \],
(40)
where \( \Lambda_T \) is some ultraviolet temperature cut-off, with \( g_{cdw}(\Lambda_T) \ll g_2, g_4 \). Hence, \( g_{cdw} \) becomes dominant over forward scattering processes only near zero temperature, somewhere in the limit where \( T/\Lambda_T \rightarrow 0 \). There must be hence a low temperature \( T_c \) above which backscattering effects are subdominant, favoring either a smectic metal or Fermi liquid phases, even when backscattering is the most relevant perturbation. This seems to be the case in tWTe2, where a smectic metal phase was observed down to 1.8K [19]. We predict that placing tWTe2 on a dielectric substrate at fixed \( T > T_c \) could destabilize the smectic metal towards a Fermi liquid phase.

The properties of those two phases, smectic metal and Fermi liquid, are rather well known. While the Fermi liquid state is the most general many particle state in two or three dimensions, the smectic metal state is a rather peculiar state of matter. In a smectic metal, there is large longitudinal conductivity in each quantum wire, but transport is incoherent in the transverse direction due to the irrelevance of inter-wire hopping.

In the absence of disorder, resistivity along the wires \( \rho_{yy} = 0 \). Small amounts of disorder, which are present in realistic samples, can introduce backscattering and lead to a temperature dependence \( \rho_{yy} \sim T^{\alpha_\perp} \), where \( \alpha_\perp = \left[ \int_\pi^\pi \frac{dk_\perp}{2\pi} \kappa (k_\perp)^{-1} \right] - 2 \) [13, 15, 12].

On the other hand, in the transverse direction, conductivity is still given by a power law, \( \sigma_{xx} \sim T^{\alpha_\parallel} \), where the exponent \( \alpha_\parallel \) depends on the details of single particle hopping and Josephson couplings [15].

A few comments on the approximations used in our approach are in order. The continuum Dirac model employed here is known to be a very good approximation for the tight binding model of graphene at low energies. We focused on the lowest energy modes that arise in this model in the presence of a periodic mass term. In order to bosonize this model, we project the Coulomb interactions onto these modes. Previous studies have pointed out the deficiencies of the projected model, where processes that are ignored may become important at intermediate energy scales [14]. To the least, we expect the field theoretical approach used here to be a valid description of the asymptotic low-energy physics.

\[ \text{IV. CONCLUSION} \]

We considered an effective model for an array of parallel quantum wires in 2D that accounts for the lateral spread of the wavefunctions \( \ell \) in the transverse direction...
The model lacks backscattering, and does not lead to a stripe phase. Weak backscattering effects are expected to reintroduce a stripe phase at very low temperature, which we discuss in detail. Using standard abelian bosonization and RG methods, we calculated the Luttinger parameters of the sliding LL phase in terms of effective parameters of the Hamiltonian and analyzed known instabilities of the smectic fixed point (previously found phenomenologically) actually survive. We showed that the smectic metal phase is stable in the ideal quantum wire limit ($\ell \to 0$), and survives at finite $\ell$ beyond a critical Coulomb coupling $\alpha_c(\ell)$ that grows monotonically with $\ell$. In weak coupling ($\alpha < \alpha_c$), this model describes a 2D Fermi liquid, with the wavefunctions in the quantum wires percolating over the whole system. We find that superconductivity is absent, a feature that is expected to be generic of similar models with Coulomb interactions.
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