SU(4)-symmetric spin-orbital liquids on the hyperhoneycomb lattice
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We study the effective spin-orbital model that describes the magnetism of 4d3 or 5d3 Mott insulators in ideal tricoordinated lattices. In the limit of vanishing Hund’s coupling, the model has an emergent SU(4) symmetry which is made explicit by means of a Klein transformation on pseudospin degrees of freedom. Taking the hyperhoneycomb lattice as an example, we employ parton constructions with fermionic representations of the pseudospin operators to investigate possible quantum spin-orbital liquid states. We then use variational Monte Carlo (VMC) methods to compute the energies of the projected wave functions. Our numerical results show that the lowest-energy quantum liquid corresponds to a zero-flux state with a Fermi surface of four-color fermionic partons. In spite of the Fermi surface, we demonstrate that this state is stable against tetramerization. A combination of linear flavor wave theory and VMC applied to the complete microscopic model also shows that this liquid state is stable against the formation of collinear long-range order.

I. INTRODUCTION

The search for unconventional phases induced by the combined effects of strong correlation and spin-orbit coupling has stimulated the study of transition metal oxides with 4d and 5d elements [1–4]. Particularly interesting in this context is the demonstration by Jackeli and Khaliullin [5] that the effective spin model for Mott insulators with heavy d3 ions in edge-sharing octahedral geometries contains bond-dependent Ising-like exchange interactions. Such interactions constitute the key ingredient of Kitaev’s honeycomb model [6], an exactly solvable spin-1/2 model with a quantum spin liquid ground state [7, 8]. Indeed, experiments have shown that Kitaev-type interactions are relevant for the honeycomb iridates [9–11] and for α-RuCl3 [12–14], in which the Ir4+ or Ru3+ ions form j = 1/2 local moments. In addition, the physics of Kitaev spin liquids has been generalized to tricoordinated three-dimensional lattices [15–18]. One example is the hyperhoneycomb lattice, which is materialized in β-Li2IrO3 [19, 20]. However, the realization of quantum spin liquids in the strong spin-orbit coupling regime has remained a challenge because more realistic models for these compounds include additional interactions that tend to drive different kinds of long-range magnetic order [21–29].

An alternative recipe for quantum spin liquids may come from substituting the d5 by d3 configuration in the same octahedral environment. In this case, the single electron in the open shell occupies a low-energy j = 3/2 quadruplet [30, 31]. Despite the larger moment, j = 3/2 systems are not necessarily more classical than their j = 1/2 counterparts since they can exhibit unexpected continuous symmetries that enhance quantum fluctuations. For instance, the effective spin model for heavy-element double perovskites with d3 configuration contains bond-dependent interactions with a hidden SU(2) symmetry [32]. This SU(2) symmetry is made explicit when the model is expressed in terms of pseudospin and pseudo-orbital operators [33–35], and its effects motivated the proposal of a quantum spin-orbital liquid in double perovskites [33]. Even more surprisingly, it was recently shown that the spin model for j = 3/2 moments on several tricoordinated lattices, including the hyperhoneycomb, has an emergent SU(4) symmetry [36]. The demonstration of the global SU(4) symmetry employs SU(4) gauge transformations in the underlying Hubbard model. This result is remarkable given that SU(N) symmetries with larger values of N are known to favor quantum disordered states [37–39]. Furthermore, a previous study showed compelling numerical evidence for a quantum spin-orbital liquid (QSOL) state in the SU(4) model on the honeycomb lattice [40]. However, in contrast with the Kitaev model, where the fractionalized excitations are Majorana fermions [6], the best candidate for the ground state of the SU(4) honeycomb model is a spin-orbital liquid described by a π-flux state of complex fermions at quarter filling [40].

In this paper, we provide an alternative derivation of the SU(4)-symmetric spin-orbital model for 4d3 or 5d3 systems on the hyperhoneycomb lattice. The SU(4) symmetry of the model is revealed by making use of a Klein transformation [41, 42] on the pseudospins. In addition, we derive the leading SU(4)-symmetry-breaking perturbations associated with Hund’s coupling. Second, we investigate candidate spin-orbital liquid states using parton mean-field theories based on Majorana fermions or canonical (i.e. complex) fermions. We use these mean-field theories to construct trial wave functions, whose energies we evaluate after Gutzwiller projection using variational Monte Carlo (VMC) [43]. Our results show that the zero-flux state of complex fermions, which exhibits a spinon Fermi surface, has the lowest energy among the quantum spin-orbital liquids we consider. This contrasts with the result on the honeycomb lattice, where the π-flux state was energetically favored [40]. Curiously, the π-flux state of complex fermions on the hyperhoneycomb displays three Dirac points. One of them has a spectrum with linear dispersion along two directions in momentum space and quadratic dispersion in the third direc-
tion. The other two points display the linear dispersion only along one direction.

We also investigated possible instabilities of the zero-flux QSOL using a combination of VMC and linear flavor wave theory (LFWT). Within the SU(4)-symmetric model, a possible instability of the spin-orbital liquid is the formation of four-site SU(4) singlets [44]. The possible development of a state given by the direct product of four-site plaquettes, known as tetramerization, was systematically investigated by Ref. [45] on the honeycomb lattice. In this paper we demonstrate the stability of the zero-flux QSOL on the hyperhoneycomb lattice against tetramerization. We also studied the possibility of collinear long-range order formation due to perturbations induced by finite values of Hund’s coupling. Within this set of ordered states, linear flavor wave theory (LFWT) [46, 47] indicates that only a stripy ordered phase of \( j = 3/2 \) moments is stable. However, further VMC computations showed that the QSOL is also stable against the formation of this order.

The paper is organized as follows. In Section II, we derive the SU(4)-symmetric Hamiltonian from the multi-orbital Hubbard model in the limit of strong spin-orbit coupling. In Section III, we discuss the trial wave functions obtained by parton representations of the SU(4) generators. The energetics of these wave functions projected through VMC are presented in Section III.B. Section IV studies possible ordered phases induced by nonzero values of Hund’s coupling. Finally, in Sec. V we offer some conclusions and suggestions for future developments. Technical details about the parton mean-field theories on the hyperhoneycomb lattice and LFWT can be found in the appendices.

II. EFFECTIVE SPIN-ORBITAL MODEL

We start from a multi-orbital Hubbard model for singly-occupied 4d or 5d orbitals in an octahedral crystal field. We focus on the case where the edge-sharing octahedra form a hyperhoneycomb lattice [i.e. the \((10,3)\beta\) lattice [18]], but the derivation can be generalized to other tricoordinated lattices. We assume that the oxygen or halogen anions surrounding the \( d^1 \) ion are in perfect octahedral arrangement. The crystal field splits the \( d \) levels into a lower-energy \( t_{2g} \) triplet \((|xy\rangle, |yz\rangle, |zx\rangle)\) and a higher-energy \( e_g \) doublet. We can label the \( t_{2g} \) orbitals by the axis \( \gamma = x, y, z \) perpendicular to the crystallographic plane containing them. For instance, \( d_{ij\sigma} \) denotes the annihilation operator for an electron with spin \( \sigma = \uparrow, \downarrow \) occupying the \( xy \) orbital \( (\gamma = z) \) at site \( j \). The multi-orbital Hubbard model is written as

\[
H_{\text{Hubb}} = -t \sum_{\gamma} \sum_{ij} \sum_{\sigma} (d_{i\alpha\sigma}^\dagger d_{j\beta\sigma} + d_{i\beta\sigma}^\dagger d_{j\alpha\sigma} + \text{h.c.}) + \frac{1}{2} \sum_{i} \sum_{\alpha\beta\alpha'\beta'} U_{\alpha\beta;\alpha'\beta'} d_{i\alpha\sigma}^\dagger d_{i\beta'\sigma'} d_{i\beta\sigma'} d_{i\alpha'\sigma}.
\]

In the first line of Eq. (1), \( \langle ij \rangle \gamma \) stands for a pair of nearest-neighbor sites connected by a bond in the plane perpendicular to the \( \gamma \) axis and \( \alpha, \beta \) are the other two spatial directions in the plane of the bond. This kinetic energy term is bond- and orbital-dependent and takes into account only electron hopping via oxygen or halogen sites [5]. In the interaction term, the parameters \( U_{\alpha\beta;\alpha'\beta'} \) depend on matrix elements of the electrostatic potential between the \( t_{2g} \) orbitals. We keep only the dominant Coulomb terms, with the standard parametrization \( U_{\alpha\alpha;\alpha\alpha} \equiv U \) and \( U_{\alpha\beta;\alpha\beta} \equiv U - 2J_H \), where \( J_H > 0 \) is Hund’s coupling constant [31].

The magnetism of \( 4d \) and \( 5d \) compounds is strongly influenced by the atomic spin-orbit coupling. We then add to Hamiltonian (1) the term

\[
H_{\text{SOC}} = -\lambda \sum_j \mathbf{l}_j \cdot \mathbf{S}_j,
\]

where \( \lambda > 0 \) is the spin-orbit coupling constant, \( \mathbf{S}_j \) is the electronic spin at site \( j \), and \( \mathbf{l}_j \) is the effective \( l = 1 \) angular momentum of the \( t_{2g} \) orbitals [31]. The spin-orbit coupling splits the \( t_{2g} \) levels into a \( j = 1/2 \) doublet and a \( j = 3/2 \) quartet, where \( j = 3/2 \) states have lower energy and are separated from the \( j = 1/2 \) doublet by a gap \( 3\lambda/2 \). In the limit \( \lambda \gg t \), we can truncate the Hilbert space to the set of \( j = 3/2 \) states. It is convenient to represent the four states at each site in terms of two pseudospins \( 1/2 \) as \(|s^1, \tau^z\rangle\), with \( s^2, \tau^z \in \{1/2, -1/2\} \), where \( s^2 \) is referred to as the pseudospin eigenvalue and \( \tau^z \) the pseudo-orbital eigenvalue [33]. We use the following convention for the local basis:

\[
|j^z = 3/2\rangle = \begin{pmatrix} 1 \\ -1 \\ 1 \\ 1 \end{pmatrix}, \quad |j^z = 1/2\rangle = \begin{pmatrix} 1 \\ -1 \\ 1 \\ -1 \end{pmatrix}, \quad |j^z = -1/2\rangle = \begin{pmatrix} 1 \\ 1 \\ -1 \\ -1 \end{pmatrix}, \quad |j^z = -3/2\rangle = \begin{pmatrix} 1 \\ 1 \\ 1 \\ 1 \end{pmatrix}.
\]

The convention is such that states with the same \( \tau^z \) are conjugated by time reversal and share the same electronic density distribution [35, 48].

To derive the effective spin-orbital model for the Mott insulating phase with \( t \ll U \), we first consider \( \lambda = 0 \) and apply perturbation theory to second order in \( t/U \), imposing the single-occupancy constraint \( \sum_{\alpha, \sigma} d_{i\alpha\sigma}^\dagger d_{i\alpha\sigma} = 1 \) [30]. Next, we take the limit of strong spin-orbit coupling by projecting the Hamiltonian onto \( j = 3/2 \) states. The result is of the form \( H_{\text{eff}} = \sum_{ij} \gamma H_{ij}^{(3)} \) with
\[
H_{ij}^{(γ)} = J_a \left[ 2 \left( s_i^γ s_j^γ - s_i \cdot s_j \right) + \frac{1}{2} \right] \left[ 2 \left( 2 s_i^γ s_j^γ - τ_i \cdot τ_j \right) + \frac{1}{2} \right] \\
+ J_b \left[ 2 \left( s_i^γ s_j^γ - s_i \cdot s_j \right) - \frac{1}{2} \right] \left[ 2 τ_i \cdot τ_j - \frac{1}{2} \right] + J_c \left[ Q_i^{αβ} Q_j^{αβ} + \frac{1}{2} \left( τ_i^{βγ} τ_j^{αγ} + τ_i^{αγ} τ_j^{βγ} \right) \right] \\
+ \frac{J_c}{10} \left( -12 M_i^γ M_j^γ - 6 M_i \cdot M_j + T_{a,i} \cdot M_j + M_i \cdot T_{a,j} - 3 T_{a,i}^γ M_j^γ - 3 M_i^γ T_{a,j}^γ \right) \\
+ \sqrt{\frac{5}{3} J_c b_{ij}} \left( T_{b,i}^α M_j^α + M_i^α T_{b,j}^α - T_{b,i}^β M_j^β - M_i^α T_{b,j}^β \right),
\]

(4)

where the coupling constants are

\[
J_a = \frac{t^2}{3} \left( \frac{1}{U - 3 J_H} + \frac{1}{U - J_H} \right),
\]
\[
J_b = \frac{2 t^2}{9} \left( \frac{1}{U - J_H} - \frac{1}{U + 2 J_H} \right),
\]
\[
J_c = \frac{2 t^2}{9} \left( \frac{1}{U - 3 J_H} - \frac{1}{U - J_H} \right).
\]

(5)

All the operators in Eq. (4) are written in terms of components of \( s_j \) and \( τ_j \), which act in the pseudospin and pseudo-orbital degree of freedom, respectively, and obey \([s_j^α, s_j^β] = i δ_{j j'} e^{αβγ} s_j^γ, [τ_j^α, τ_j^β] = i δ_{j j'} e^{αβγ} τ_j^γ, \) and \([s_j^α, τ_j^β] = 0\). The 15 operators \( \{s^α, τ^β, s^α τ^β\} \) can be regarded as the generators of the SU(4) group. We define \( τ^{αβ} \) as [33]

\[
\begin{align*}
τ^{αβ} &= u_1^α τ^x + u_2^α τ^y, \\
\tilde{τ}^{αβ} &= v_1^α τ^x + v_2^α τ^y,
\end{align*}
\]

(6)

where \( e^{αβγ} = 1 \) and we introduce the vectors \( u^x = (u_1^γ, u_2^γ) \) and \( v^x = (v_1^γ, v_2^γ) \) with \( u^x = \left( \frac{1}{2}, \frac{\sqrt{3}}{2} \right), v^x = \left( \frac{1}{2}, -\frac{\sqrt{3}}{2} \right), u^y = \left( \frac{1}{2}, -\frac{\sqrt{3}}{2} \right), v^y = \left( \frac{1}{2}, \frac{\sqrt{3}}{2} \right), \) and \( v^z = (0, 1) \). The other operators that appear in Eq. (4) are given by

\[
\begin{align*}
M^γ &= -s^γ (1 + 4 τ^{αβ}), \\
T^α_a &= -3 s^γ (1 - τ^{αβ}), \\
Q^{αβ} &= -2 \sqrt{3} s^γ τ^y, \\
T^β_i &= -3 \sqrt{5} s^γ \tilde{τ}^{αβ}.
\end{align*}
\]

(7) (8) (9) (10)

The vector \( M \) can be identified with the dipole moment \( M = J \) of the \( j = 3/2 \) multiplet [32, 35]. Similarly, \( T^α_a \) is an octupole forming a \( Γ_4 \) irreducible representation of the octahedral group. The \( Q^{αβ} \) and \( T^β_i \) correspond, respectively, to quadrupole and octupole moments forming a \( Γ_5 \) irreducible representation.

In general, the effective Hamiltonian (4) is invariant under space group transformations (Fddd for the honeycomb lattice), but lacks any continuous symmetry, as expected for spin-orbit-coupled systems. The general result is greatly simplified if we take the limit of vanishing Hund’s coupling. Setting \( J_H = 0 \), we obtain \( H_{ij}^{(γ)} \rightarrow \tilde{H}_{ij}^{(γ)} \), where

\[
\tilde{H}_{ij}^{(γ)} = J \sum_{(i)γ} \left[ 2 \left( 2 s_i^γ s_j^γ - s_i \cdot s_j \right) + \frac{1}{2} \right] \left( 2 τ_i^γ τ_j^γ - τ_i \cdot τ_j + \frac{1}{2} \right),
\]

(11)

with \( J = 2 t^2/(3 U) \).

The coupling between pseudospins \( s \) in Eq. (11) is reminiscent of a special point of the Kitaev-Heisenberg model where the ground state is known exactly [21, 24, 41]. This observation suggests performing a four-sublattice rotation on the pseudospins. Such rotations have been called Klein dualities in Ref. [41] because the set of transformations is isomorphic to the Klein four-group \( \mathbb{Z}_2 \times \mathbb{Z}_2 \). Conveniently, the honeycomb lattice can be viewed as a face-centered orthorhombic lattice with a four-point basis [20, 24]. Let us denote the sublattices by \( A_r \), with \( r = 1, \ldots, 4 \). We define the Klein transformation

\[
\tilde{s}_i = \begin{cases} 
   s_i, & i \in A_1, \\
   (-s_i^x, s_i^y, s_i^z), & i \in A_2, \\
   (s_i^x, -s_i^y, -s_i^z), & i \in A_3, \\
   (-s_i^x, -s_i^y, s_i^z), & i \in A_4.
\end{cases}
\]

(12)

This transformation is such that, for any bond \( (ij)_γ \),

\[
2 s_i^γ s_j^γ - s_i \cdot s_j = \tilde{s}_i \cdot \tilde{s}_j.
\]

(13)

On the other hand, the pseudo-orbital coupling in Eq. (11) is bond independent. We define

\[
\tilde{τ}_i = \begin{cases} 
   τ_i, & i \in A_r \text{ with } r \text{ even}, \\
   (-τ_i^x, τ_i^y, -τ_i^z), & i \in A_r \text{ with } r \text{ odd}.
\end{cases}
\]

(14)

This is such that, for any bipartite lattice,

\[
2 τ_i^γ τ_j^γ - τ_i \cdot τ_j = \tilde{τ}_i \cdot \tilde{τ}_j.
\]

(15)

Note that \( \tilde{s} \) and \( \tilde{τ} \) obey the same algebra as the original \( s \) and \( τ \). Applying the transformations in Eqs. (12) and
Figure 1: (Color online) Hyperhoneycomb lattice as a base-centered orthorhombic lattice with an eight-point basis. The disks and triangles indicate that the lattice is bipartite, while the different colors represent the different sublattices \( r = 1, \ldots, 8 \). The primitive lattice vectors \( a_1, a_2, a_3 \) (see Appendix A) are also shown.

(14), we find that the effective Hamiltonian for \( J_H = 0 \) becomes

\[
H_{\text{eff}} = J \sum_{\langle ij \rangle} \left( 2s_i \cdot s_j + \frac{1}{2} \right) \left( 2\tau_i \cdot \tau_j + \frac{1}{2} \right).
\]

This is the familiar form of SU(4)-symmetric spin-orbital models as studied, for instance, in Refs. [44, 45, 49–52]. We stress, however, that these previous studies were motivated by systems with doubly degenerate orbitals. Here we started with triply degenerate \( t_{2g} \) orbitals and the strong spin-orbit coupling plays an essential role in the emergence of the SU(4) symmetry in the \( j = 3/2 \) subspace. Moreover, the conserved quantities are not associated with the total spin and orbital angular momentum, but rather with the rotated pseudospin and pseudo-orbital operators \( \sum_i \tilde{s}^\alpha_i \cdot \sum_i \tilde{s}^\beta_i \cdot \sum_i \tilde{s}^\gamma_i \cdot \tilde{s}^\delta_i \).

One advantage of our derivation based on Klein transformations is that it provides a simple criterion to verify whether the spin-orbital model on a given lattice presents or not an emergent SU(4) symmetry. In fact, it has been shown [41] that if \( N_x(p), N_y(p), N_z(p) \) are, respectively, the number of \( x, y, z \) bonds in a given plaquette \( p \) of the lattice, the Klein transformation in Eq. (12) can be defined if and only if \( N_x(p), N_y(p), N_z(p) \) are either all even or all odd for all plaquettes. In addition, the pseudo-orbital rotation in Eq. (14) requires that the lattice be bipartite. All the tricoordinated lattices studied in Ref. [36] satisfy these constraints. By contrast, the triangular lattice can be built from edge-sharing octahedra [5], but in this case the model (11) cannot be cast in the SU(4)-symmetric form of Eq. (16) because the triangular lattice is not bipartite.

Although the hyperhoneycomb lattice admits a four-sublattice decomposition, for the purposes of Section III it will be convenient to double the unit cell and consider a base-centered orthorhombic lattice with an eight-point basis. The eight sublattices are illustrated in Fig. 1. In this case, we simply extend Eq. (12) such that the transformation on the pseudospins on sublattices \( A_5, A_6, A_7 \) and \( A_8 \) correspond to the transformations on sublattices \( A_2, A_1, A_4 \) and \( A_3 \), respectively [24]. On the other hand, the pseudo-orbital transformations are still defined by the parity of the sublattices in accordance to Eq. (15).

Going back to Eq. (4), we can rewrite the complete Hamiltonian for \( J_H \neq 0 \) in terms of the rotated operators. Let us first define the three auxiliary Hamiltonians

\[
H_{\text{SU(4)},ij} = \left( 2s_i \cdot s_j + \frac{1}{2} \right) \left( 2\tau_i \cdot \tau_j + \frac{1}{2} \right),
\]

\[
H_{b,ij} = 8s_i \cdot s_j \tilde{r}^y_i \tilde{r}^y_j + 2(\tilde{r}^x_i \tilde{r}^x_j + \tilde{r}^z_i \tilde{r}^z_j) + \frac{1}{2},
\]

\[
H_{c,ij}^{(\gamma)} = 3\tilde{s}^\gamma_i \tilde{s}^\gamma_j \left[ 4\tilde{r}^y_i \tilde{r}^y_j + 8\tilde{s}^\alpha_i \tilde{s}^\beta_j - 3(\tilde{r}^\alpha_i \tilde{r}^\beta_j + \tilde{r}^\beta_i \tilde{r}^\alpha_j) \right]
- 3\tilde{s}^\gamma_i \tilde{s}^\gamma_j
- 8(\tilde{s}^\alpha_i \tilde{s}^\beta_i \tilde{s}^\gamma_j \tilde{s}^\gamma_j + \tilde{s}^\beta_i \tilde{s}^\gamma_i \tilde{s}^\alpha_j \tilde{s}^\gamma_j)
+ 4(\tilde{s}^\alpha_i \tilde{s}^\beta_i + \tilde{s}^\beta_i \tilde{s}^\gamma_i \tilde{s}^\gamma_j - \frac{1}{2})(\tilde{r}^\alpha_i \tilde{r}^\gamma_j \tilde{s}^\gamma_j + \tilde{r}^\gamma_i \tilde{r}^\alpha_j)
+ \sqrt{3}(\tilde{s}^\alpha_i \tilde{s}^\alpha_i - \tilde{s}^\beta_i \tilde{s}^\beta_i)(\tilde{r}^\alpha_i \tilde{r}^\beta_j + \tilde{r}^\beta_i \tilde{r}^\alpha_j).
\]

The complete Hamiltonian then reads

\[
H^{(\gamma)}_{ij} = (J_a - J_b)H_{\text{SU(4)},ij} + J_b H_{b,ij} + J_c H_{c,ij}^{(\gamma)}.
\]

It is then clear that the SU(4) symmetry is lost once \( J_b \) and \( J_c \) are nonzero. In Section III, we shall focus on the SU(4)-symmetric model, but we will return to the question about the effects of finite Hund’s coupling in Section IV.

III. CANDIDATE SPIN LIQUID STATES AT THE SU(4)-SYMMETRIC POINT

Inspired by the numerical evidence for a quantum spin-orbital liquid in the SU(4) model on the honeycomb lattice [40], in this section we investigate fermionic parton mean-field theories for the model on the hyperhoneycomb lattice. While we cannot rule out a symmetry-breaking ground state, the study of quantum spin-orbital liquids will be justified a posteriori in Subsection III B by showing that the corresponding variational states for the hyperhoneycomb model have energies comparable to those in the honeycomb model and that they are stable against perturbations such as tetramerization.

A. Parton mean-field theory

We start with the representation that employs canonical complex fermions [39, 44, 40]. First, we rewrite the
four states in the local basis $|\hat{s}^{z}, \hat{\tau}^{z}\rangle$ as
\[
|1\rangle = \begin{pmatrix} 1 \\ 1 \\ 1 \\ 2 \end{pmatrix}, \quad |2\rangle = \begin{pmatrix} -1 \\ 1 \\ 1 \\ 2 \end{pmatrix}, \quad |3\rangle = \begin{pmatrix} 1 \\ -1 \\ 1 \\ 2 \end{pmatrix}, \quad |4\rangle = \begin{pmatrix} -1 \\ -1 \\ 1 \\ 2 \end{pmatrix}.
\]
(21)

With this notation, we can define the generators of the SU(4) group
\[
S^m_n = |m\rangle \langle n|, \quad m, n = 1, \ldots, 4,
\]
which obey the algebra
\[
[S^m_n, S^m'_n] = \delta_{n,m'} S^m_n - \delta_{m,n'} S^m_n. \tag{22}
\]

On the lattice, we define local generators $S^m_n(i)$ at each site $i$, which obey
\[
[S^m_n(i), S^{m'}_{n'}(j)] = \delta_{i,j} \delta_{m,m'} S^m_n(i) - \delta_{i,j} \delta_{m,m'} S^{m'}_{n'}(i). \tag{23}
\]

In terms of the local SU(4) generators, the Hamiltonian in Eq. (16) can be written as
\[
H_{\text{eff}} = J \sum_{\langle ij \rangle} \sum_{m,n=1}^4 S^m_n(i) S^m_n(j). \tag{25}
\]

We now introduce fermion creation operators $f^\dagger_m$, with four “colors” $m = 1, \ldots, 4$, by
\[
|\langle m\rangle = f^\dagger_m |\emptyset\rangle,
\]
where $|\emptyset\rangle$ is the vacuum of the Fock space. The SU(4) generators for each site $j$ are represented by
\[
S^m_n(j) = f^\dagger_{jm} f_{jn}. \tag{27}
\]

The physical states obey the single-occupancy constraint
\[
\sum_m f^\dagger_{jm} f_{jm} = 1 \quad \forall j. \tag{28}
\]

It follows from canonical anticommutation relations, \{f_{im}, f^\dagger_{jm}\} = \delta_{ij} \delta_{mn}$, that the operators in Eq. (27) obey the algebra in Eq. (24). This provides a fundamental representation of SU(4) in terms of a four-component fermion spinor $(f_{j1}, f_{j2}, f_{j3}, f_{j4})^T$.

While the Hamiltonian in Eq. (25) is quartic in the fermion operators, a quadratic Hamiltonian can be obtained using a decoupling with symmetry-preserving parameters $(\phi_{jm}^\dagger f_{jm})$ [8]. We then consider the mean-field Hamiltonian
\[
H_f = -\sum_{\langle ij \rangle} \sum_{m=1}^4 (\chi_{ij} f^\dagger_{im} f_{jm} + \text{h.c.}), \tag{29}
\]
where $\chi_{ij}$ are the mean-field parameters that specify the spin liquid ansatz. This kind of mean-field decoupling becomes exact, for instance, in the case of the self-adjoint representation (with $N/2$ fermions per site for $N$ even) of SU(N) in the limit $N \to \infty$ [37, 39]. In this limit, a saddle-point approximation in the fermionic action is justified and fluctuations of the emergent gauge field can be neglected, rendering the fermions noninteracting. The ground state in this limit does not break the SU(N) symmetry (as opposed to Néel-type states) and can be either a valence bond solid or a quantum spin liquid. More generally, the mean-field decoupling leading to Eq. (29) has been used to generate variational wave functions for SU(N) models with finite $N$, for instance for the $N = 4$ model on the honeycomb lattice [40]. The validity of such wave functions as approximations for the true ground state has to be tested numerically by computing their corresponding energies [53].

The hermiticity of $H_f$ imposes $\chi_{ij} = \chi_{ji}^*$. Following Ref. [40], we consider Ansätze that preserve SU(4) as well as time reversal and crystalline symmetries and restrict ourselves to $\chi_{ij} \in \mathbb{R}$. Fixing $\chi_{ij} = \pm 1$, we can label physical states by the gauge-invariant fluxes
\[
e^{\Phi(P)} = \prod_{\langle ij \rangle \in P} \chi_{ij}, \tag{30}
\]
where $P$ is a 10-site elementary loop on the hyperhoneycomb lattice (see Fig. 1 and Appendix A). There are two states with uniform flux through all loops (see Fig. 2). The zero-flux state $[\Phi(P) = 0 \forall P]$ can be described by assigning $\chi_{ij} = +1$ to all bonds. The $\pi$-flux state $[\Phi(P) = \pi \forall P]$ is obtained by setting $\chi_{ij} = +1$ on the bonds represented by solid lines in Fig. 2b and $\chi_{ij} = -1$ on those represented by dashed lines. While the zero-flux state could be represented using four sublattices, the $\pi$-flux state requires the eight-sublattice representation of the hyperhoneycomb lattice.

At the mean-field level, the single-occupancy constraint is imposed on average, $\sum_m \langle \Psi_{\text{MF}} | f^\dagger_{im} f_{im} \Psi_{\text{MF}} \rangle = 1$, corresponding to a quarter-filled Fermi sea. We can determine the mean-field ground state $|\Psi_{\text{MF}}\rangle$ by diagonalizing the quadratic Hamiltonian (29) for both zero-flux states. Each vertex corresponds to a basis point of the hyperhoneycomb lattice as labeled in Fig. 1. Solid (dashed) lines represent bonds with $\chi_{ij} = +1$ ($\chi_{ij} = -1$).
The can be written as $E_1 = E_1^{++}$, $E_2 = E_1^{+-}$, $E_3 = E_1^{-+}$, $E_4 = E_2^{+-}$, $E_5 = E_2^{-+}$, $E_6 = E_2^{++}$, $E_7 = E_2^{-+}$, $E_8 = E_2^{++}$, where

$$E_n^{pp'}(k) = p \sqrt{g_n(k)} + p' \sqrt{g_n(k)}^2 - |h_n(k)|^2.$$  

with $n = 1, 2$ and $p, p' = \pm$, and we define the functions

$$g_1(k) = 3 + 2 \cos(2k_x) \cos(k_y - k_y),$$

$$h_1(k) = 2 \cos(2k_x) \cos(k_x + k_y) - e^{-i2(k_x + k_y)} + e^{i2k_x},$$

$$g_2(k) = 3 - 2 \cos(2k_x) \cos(k_x - k_y),$$

$$h_2(k) = 2 \cos(2k_x) \cos(k_x + k_y) + e^{-i2(k_x + k_y)} - e^{i2k_x}.$$  

For the $\pi$-flux state, we were only able to find the dispersion relations numerically. More details are provided in Appendix B. Figure 3 shows the dispersions for both zero-flux and $\pi$-flux states. We note that the dispersions are particle-hole symmetric, as expected since the lattice is bipartite.

The quarter-filling condition $\langle f_{im}^\dagger f_{im} \rangle = 1/4$ determines the position of the Fermi level. The zero-flux state displays a Fermi surface illustrated in Fig. 4. The two pieces of Fermi surface depicted in yellow are connected by the vector $Q_0 = \left(\frac{\pi}{3}, \frac{\pi}{3}, \frac{\pi}{3}\right)$. This is a reciprocal lattice vector of the face-centered orthorhombic lattice, i.e., the Bravais lattice of the hyperhoneycomb lattice before doubling the unit cell. Thus, the Fermi surface is not nested and this quantum spin-orbital liquid is at least locally stable against (spin) density waves driven by interactions beyond the mean-field level. On the other hand, for the $\pi$-flux state the Fermi level crosses Dirac points anisotropically. The spectrum in the neighborhood of $S$ is linear along two directions in $k$ space but quadratic in the third direction. The opposite is verified for the dispersion around the $Z$ and $T$ points, which is quadratic along two directions and linear in the third. Similar behavior has been discussed for Dirac semimetals in two and three dimensions [54–56].

The mean-field ground state $|\Psi_{MF}\rangle$ for zero-flux and $\pi$-flux states correspond to occupying all the single-fermion states with energy $E_\lambda(k)$ below the Fermi level. We obtain a variational wave function in the physical Hilbert space by imposing the local single-occupancy constraint (28) via the Gutzwiller projection

$$|\Psi_{\text{phys}}\rangle = P_f |\Psi_{MF}\rangle,$$  

where $P_f = \prod_i \left[ \frac{1}{2} n_i (\mathbf{4} - n_i) (3 - n_i) (4 - n_i) \right]$ with $n_i = \sum_m f_{im}^\dagger f_{im}$. In practice, the Gutzwiller projection is implemented numerically on finite lattices using VMC, as we shall discuss in Section III B.

Let us now discuss the parton mean-field theory generated by a Majorana fermion representation of pseudospin and pseudo-orbital operators [33, 51]. Using SU(4) ≃ SO(6), we can represent the SU(4) generators using 6 Majorana fermions $\{\eta^\gamma, \theta^\beta\}$, with $\gamma = x, y, z$, in the form

$$s^\gamma = -\frac{i}{4} e^{\epsilon^{\alpha\beta\gamma}} \eta^\alpha \eta^\beta,$$

$$\tilde{s}^\gamma = -\frac{i}{4} e^{\epsilon^{\alpha\beta\gamma}} \theta^\alpha \theta^\beta.$$  

The Majorana fermion operators obey the anticommutation relations $\{\eta^\gamma_j, \eta^\delta_j\} = 2 \delta_{j,j'} \delta^{\alpha\beta} = \{\theta^\alpha_j, \theta^\beta_j\}$ and $\{\eta^\gamma_j, \theta^\beta_j\} = 0$. To deal with the $\mathbb{Z}_2$ gauge redundancy of this representation, we must impose the local constraint

$$i n_{\eta_j} \eta^\gamma_j \eta^\delta_j \theta^\alpha_j \theta^\beta_j = 1 \quad \forall j.$$  

It follows from Eq. (37) that $\tilde{s}^\gamma \tilde{s}^\gamma = -\frac{1}{4} \eta^\alpha \theta^\beta$. Thus, all the SU(4) generators are quadratic in Majorana fermions.
It is convenient to construct three complex fermions from the Majorana fermions as $c_{j\gamma} = (\eta_{j\gamma}^\dagger - i\theta_{j\gamma}^\dagger)/2$. In terms of the three-component vector $c_j = (c_{jx}, c_{jy}, c_{jz})$, the model in Eq. (16) reads \[ H_{\text{eff}} = J \sum_{\langle jl \rangle} \left[ 1 - \frac{1}{2} \left( ic_j^\dagger \cdot c_l - ic_l^\dagger \cdot c_j \right)^2 \right]. \] (38)

The constraint in Eq. (37) can be written as

\[ \prod_{\gamma=x,y,z} \left( 1 - 2c_j^\dagger c_{j\gamma} \right) = 1 \quad \forall j. \] (39)

In other words, the physical states are those with an even number of $c$ fermions at each site. As in the case of complex fermions, we generate a variational wave function by considering the ground state of a free-fermion Hamiltonian. In this case, the mean-field decoupling yields

\[ H_c = -\frac{i}{2} \sum_{\langle jl \rangle} \xi_{jl} \left( c_j^\dagger \cdot c_l - c_l^\dagger \cdot c_j \right), \] (40)

The values of $\xi_{jl}$ are real numbers and must obey the relation $\xi_{jl} = -\xi_{lj}$. Since the lattice is bipartite, we can choose that in every bond $\langle jl \rangle$ the site $j$ belongs to an even sublattice and $l$ to an odd sublattice. We then perform the gauge transformation $c_j = ic_{\tilde{j}}$ and $c_l = \tilde{c}_l$ for all $j, l$. The mean-field Hamiltonian becomes

\[ H_c = -\frac{1}{2} \sum_{\langle jl \rangle} \xi_{jl} (\tilde{c}_j \cdot \tilde{c}_l + \text{h.c.}), \] (41)

which is formally identical to the mean-field Hamiltonian for the $f$ fermions in Eq. (29) if $\chi_{ij} \in \mathbb{R}$. As a consequence, the zero-flux and $\pi$-flux Ansätze for the Majorana fermion representation generate the same spectrum as the one shown in Fig. 3.

However, the enlarged Hilbert space in the Majorana fermion representation is different. Contrary to the quasiparticle filling condition for complex $f$ fermions, the average density of $c$ fermions is not constrained to a specific value. The mean-field ground state in this parton construction is then obtained by filling up all the negative-energy states in Fig. 3. For the zero-flux state, the low-energy spectrum has nodal lines like the ones in the exactly solvable Kitaev model on the hyperhoneycomb lattice \[15, 18, 24]. The nodal lines are illustrated in Fig. 11 in Appendix B. The spectrum of the $\pi$-flux state in Fig. 3b also shows nodal lines; in this case we have observed numerically that there are pairs of nodal lines connected by half of a reciprocal lattice vector of the base-centered orthorhombic lattice. Having identified the mean-field ground state, we obtain a trial wave function in the physical Hilbert space using a Gutzwiller projector $P_c = \prod_j \left[ \frac{1}{2} + \frac{1}{2} \sum_{\gamma=1}^{N/4} (1 - 2c_j^\dagger c_{j\gamma}) \right]$ to impose the $\mathbb{Z}_2$ constraint in Eq. (37).

## B. Variational Monte Carlo results

To assess the viability of the proposed parton mean-field theories, we now enforce the local constraints exactly by considering a Gutzwiller projection of the mean-field wave functions [43].

For complex fermions, we use the mean-field ground state from Eq. (29). Both the zero-flux and $\pi$-flux states are considered, see Fig. 2. To enforce the single-occupancy constraint in Eq. (28), we generate physically allowed real-space configurations

\[ \left| \{ j_1^1 \} \, , \, \{ j_2^2 \} \, , \, \{ j_3^3 \} \, , \, \{ j_4^4 \} \right| = \prod_{m=1}^{N/4} \prod_{r_m=1}^{f_m} \Phi[\{ j_m^m \}], \] (42)

where $j_m^m$ denotes the position, at site $j$, of the $\alpha$-th fermion with color $m$. The overlap of (42) with the mean-field state is

\[ \Psi(\{ j_1^1 \} \, , \, \{ j_2^2 \} \, , \, \{ j_3^3 \} \, , \, \{ j_4^4 \}) = \prod_{m=1}^{N/4} \Phi[\{ j_m^m \}], \] (43)

Here, $\Phi[\{ j_m^m \}]$ is the Slater determinant for one fermion species

\[ \Phi[\{ j_m^m \}] = \begin{vmatrix} \zeta_1 (j_m^m) & \zeta_2 (j_m^m) & \cdots & \zeta_{N/4} (j_m^m) \\ \vdots & \vdots & \ddots & \vdots \\ \zeta_1 (j_{m_{N/4}}^m) & \zeta_2 (j_{m_{N/4}}^m) & \cdots & \zeta_{N/4} (j_{m_{N/4}}^m) \end{vmatrix}, \] (44)

and $\zeta_\nu(j)$ is the amplitude of the fermion at site $j$ in the $\nu$th eigenfunction of the mean-field Hamiltonian (29): $\zeta_\nu(j) \equiv \langle j | \nu \rangle$.

We carry on variational Monte Carlo calculation using this wave function. We describe the hyperhoneycomb lattice as a base-centered orthorhombic lattice with an eight-point basis described in Appendix A, and thus the
number of sites is given by $N = 8L^3$, with $L = 3, 4, 5,$ and 6. We then randomly place each color at $N/4$ sites of our lattice. Our Monte Carlo moves consists in exchanging a random pair of sites containing distinct colors. We allow for moves involving sites far away — and which would not otherwise interact directly via the Hamiltonian — because this improves the sampling over the space of configurations. We accept or reject these moves according to the general Metropolis algorithm. The probability of accepting or rejecting each configuration is proportional to the weight of the wave function

$$P(j) \propto \left| \prod_{m=1}^{4} \Phi([j^m]) \right|^2. \quad (45)$$

After $N_{\text{exc}}$ of such exchanges attempts, we are said to have performed a Monte Carlo sweep, and after every sweep, we compute the ground state energy $E_0$. $N_{\text{warm}}$ sweeps are performed before measurements of physical quantities for “thermalization” while we consider $N_{\text{mes}}$ measurements sweeps. We typically use $N_{\text{exc}} \sim 10^4$ and $N_{\text{warm}} = N_{\text{mes}} \sim 10^5$.

For the Majorana fermion representation of the pseudospin and pseudo-orbital operators, we consider the mean-field ground state from Eq. (41), already written in terms of the three complex $c$ fermions. Again, both the zero-flux and $\pi$-flux states are considered, see Fig. 2. A Gutzwiller projection of these mean-field states imposes that a site can either have no fermions, $|\emptyset\rangle$, or two $c$ fermions. For convenience, we follow Ref. [51] and introduce three states

$$|X\rangle = c_1^\dagger c_2^\dagger |\emptyset\rangle, \quad |Y\rangle = c_2^\dagger c_2^\dagger |\emptyset\rangle, \quad |Z\rangle = c_2^\dagger c_1^\dagger |\emptyset\rangle. \quad (46)$$

For any given configuration of these states, specified by the real-space location of the $|X\rangle$, $|Y\rangle$, and $|Z\rangle$ states (at sites $\{x_1\}$, $\{y_1\}$, and $\{z_m\}$, respectively), the projected wave function assigns an amplitude $\Psi(\{x_1\}, \{y_1\}, \{z_m\})$ to it. The locations of the $|\emptyset\rangle$ states are automatically specified. Once we have constructed the mean-field wave function, we generate a random initial state in which we distribute each state, $|X\rangle$, $|Y\rangle$, $|Z\rangle$, and $|\emptyset\rangle$, over $N/4$ distinct sites: $\{x_1\} = \{x_1, x_2, \ldots, x_{N/4}\}$, etc. As in the case of complex fermions, our Monte Carlo moves consists in exchanging random pair of sites containing distinct states and the algorithm works in the same way.

Figure 5 shows the VMC results for the ground state energies of all four considered Ansätze at the different system sizes. As we can see, the results do not vary much with the system size and the extrapolated results for $N \to \infty$ are presented in Table I. The ground state energies calculated at the mean-field level are also shown for comparison. As anticipated in Sec. III, the variational energies for the SU(4) model on the hyperhoneycomb lattice are comparable with those of the honeycomb lattice [40], providing support to the feasibility of a spin-orbital liquid ground state. However, there are two significant differences: (i) the projected wave function with the lowest variational energy is the zero-flux state of complex fermions and (ii) the relative energy difference between our best variational state and the next candidate, the $\pi$-flux state for complex fermions, is roughly 2%, hinting at a fiercer competition between the different variational states in the hyperhoneycomb lattice.

The sizable differences between the energies indicate that correlation effects beyond the parton mean-field theory are important to determine the most competitive ground state from our considered subset. This is equivalent to affirm that interactions between partons mediated by gauge fields are very important. However, we stress that strong interactions do not necessarily mean that the non-interacting trial state is qualitatively incorrect. One procedure to determine the stability of a spin liquid against fluctuations assumes the mean-field states as starting points, integrates the high-energy fermions, and analyzes the effective action involving the gauge field and low-energy fermions. If the resulting perturbations to the non-interacting action are all irrelevant in the renormalization group sense, the spin liquid is stable [57]. In the following, we will study the stability of this QSOL with an alternative approach using VMC. We will study the energetics of a modified wave function that incorporates the order parameter $\Delta$ of a symmetry-breaking phase [58]. The QSOL will be regarded as stable against the formation of a certain kind of order if the minimum variational energy corresponds to the case in which $\Delta = 0$. Figure 5: (Color online) Variational Monte Carlo ground state energy, per site and in units of $J$, for the different mean-field states. The dashed lines are linear extrapolations to the data.

Table I: Mean-field ($E_{\text{MF}}$) and VMC ($E_0$) ground state energy, per site and in units of $J$, for the different mean-field states.

| Ansatz                  | $E_{\text{MF}}$ | $E_0/N$ |
|-------------------------|-----------------|---------|
| Complex fermions zero-flux | 0.164          | −0.825 (1) |
| Complex fermions $\pi$-flux | 0.168          | −0.806 (2) |
| Majorana fermions zero-flux | −0.280        | −0.783 (1) |
| Majorana fermions $\pi$-flux | −0.221        | −0.757 (1) |
We will now check the stability of this variational state against tetramerization [45]. In a tetramerized state, we observe the formation of four-site singlet plaquettes preserving the SU(4) symmetry but breaking the translational symmetry [44, 45, 59]. A possible tetramer covering of the hyperhoneycomb lattice is illustrated in Fig. 6. The four-site plaquettes are centered on sites in sublattices $A_1$ and $A_6$. We have tested the stability of the zero-flux state against this tetramerization pattern within VMC by considering variational wave functions generated by the mean-field Hamiltonian

$$H' = H_f + \sum_i \epsilon_i f_i^\dagger f_i,$$  \hspace{1cm} (47)

where $H_f$ is given by Eq. (29) with modulated order parameters

$$\chi_{ij} = \begin{cases} t, & \text{if } i \in A_1 \cup A_6 \text{ or } j \in A_1 \cup A_6, \\ 1, & \text{otherwise}, \end{cases}$$  \hspace{1cm} (48)

and $\epsilon_i$ are sublattice dependent on-site energies given by

$$\epsilon_i = \begin{cases} \epsilon, & i \in A_1 \cup A_6 \\ 0, & \text{otherwise}. \end{cases}$$  \hspace{1cm} (49)

Both $\epsilon$ and $t$ are variational parameters. For $\epsilon = 0$ and $t = 1$, the mean-field Hamiltonian reduces to the one in Eq. (29) and we recover the symmetric zero-flux ansatz. For $t > 1$ ($t < 1$), the ground state of $H'_f$ corresponds to state with stronger (weaker) bonds inside the plaquettes represented in Fig. 6. In the limit $t \to \infty$, we would obtain a product state of four-site singlets.

We compute the energy of the projected wave functions as a function of $\epsilon$ and $t$ using VMC as described above for the spin-orbital liquid states. In order to quantify the degree of tetramerization of the wave functions, we first define the permutation operator on the links

$$P_{ij} = \sum_{m,n=1}^4 S^m_n(i)S^m_n(j).$$  \hspace{1cm} (50)

Notice that Eq. (25) implies that $\tilde{H}_{\text{eff}} = J \sum_{\langle ij \rangle} P_{ij}$. Beyond the mean-field level, the tetramerization order parameter is defined by [45]

$$r = \frac{4}{5} (P_a - P_b)$$  \hspace{1cm} (51)

where $P_a$ and $P_b$ are the ground state expectation values of Eq. (50) on the inequivalent bonds indicated by $a$ or $b$ in Fig. 6, respectively. The parameter $r = r(\epsilon, t)$ is normalized such that $r = 1$ in the four-site plaquette product state. For each value of $\epsilon$, we select the value of $t = t_{\text{min}}(\epsilon)$ that gives the lowest energy within VMC and compute the corresponding tetramerization order parameter $r = r(\epsilon, t_{\text{min}}(\epsilon))$. Figure 7 shows the result for the energy as a function of $r$. There is little dependence on the system size $N = 8L^3$ for $L = 3$ compared to $L = 4$. The lowest energy is obtained for $r = 0$, from which we conclude that the zero-flux state is stable against tetramerization. The same conclusion was reached for the $\pi$-flux state on the honeycomb lattice [45].

Since the zero-flux state was stable against tetramerization, we now discuss its static spin-spin correlation function, a quantity which we can, in principle, calculate with our VMC approach through the average of the operator $P_{ij} - 1/4$ [40]. At the mean-field level, the correlation function of a three dimensional system with a Fermi surface displays the asymptotic behavior $\langle M_i^z M_j^z \rangle \sim |r_i - r_j|^{-\alpha}$ with $\alpha = 3$. Unfortunately, we were unable to verify corrections to $\alpha$ via VMC because the sizes of the system we are able to simulate are not large enough to accurately evaluate $\alpha$ (this limitation appears already in two-dimensional lattices [40, 51]).
IV. COLOR-ORDERED STATES FOR FINITE HUND’S COUPLING

Although the results in Sec. III allow us to argue for a QSOL ground state on the SU(4) symmetric spin-orbital model, perturbations breaking the SU(4) symmetry can favor the onset of an ordered state. In this section, we investigate if the perturbations induced by nonzero Hund’s coupling (Eq. (20)) stabilize collinear spin-orbital orders on the hyperhoneycomb lattice through a combination of LFWT and VMC calculations.

Let us consider product states of the form

$$|\Psi\rangle = \bigotimes_i |\phi_i\rangle_1,$$

(52)

where $|\phi_i\rangle_1$ is an arbitrary $j = 3/2$ state at a site $i$ of the hyperhoneycomb lattice. Eq. (25) implies that the classical mean-field energy of these states at the SU(4)-symmetric model is $E = J \sum_{(ij)} |\langle \phi_i | \phi_j \rangle|^2$. Therefore, the minimum classical energy for $|\Psi\rangle$ is $E = 0$ and is obtained for any configuration in which the states of pairs of nearest-neighbor spins are orthogonal. This is achieved by taking $|\phi_i\rangle = |m_i\rangle$, where the set of colors $m_i = 1, \ldots, 4$ specifies the classical configuration and $m_i \neq m_j$ when $i, j$ are nearest neighbors. Our study will be restricted to ordered states satisfying this condition.

On the hyperhoneycomb lattice, the colors are assigned according to the sublattice as follows:

$$|\Psi(m_i)\rangle = \bigotimes_{r=1}^{8} |m_r\rangle_i.$$

(53)

Specifically, we will investigate the simplest ordered states, which are given by

two-color: $\{m_r\} = \{a, b, a, b, a, b, a, b\} \equiv \{a, b\}$,

four-color: $\{m_r\} = \{a, b, c, d, a, b, d, c\}$

(54)

(55)

where $a$, $b$, $c$ and $d$ are mutually distinct colors. The four-color state described by the color-ordering above is the analogue of the four-color state described on the honeycomb lattice in Ref. [40].

Although the ordered states are conveniently written in the rotated frame, their physical interpretation requires their translation into the original pseudospin and pseudo-orbital quantum numbers. For example, notice that the two-sublattice transformation on the pseudo-orbitals in Eq. (15) implies that the state $\{a, b\}$ is not equivalent to $\{b, a\}$. This point is illustrated by

$$\{m_r\} = \{1, 3\}, \quad \{m_r\} = \{2, 4\}.$$  

(56)

These states represent a ferromagnetic order on $\hat{s}^z$ and a Néel order on $\hat{r}^z$. Applying the transformations given by Eq. (12) and Eq. (15), these states correspond to a stripy order on the pseudospins $\hat{s}^z$ [24] and a ferromagnetic order on the pseudo-orbitals, with $\tau^z = +1/2$. In terms of the dipoles given by Eq. (7), $\{m_r\} = \{1, 3\}$ and $\{m_r\} = \{2, 4\}$ correspond to a stripy order with $M^z = \pm 3/2$, as represented in Fig. 8. By contrast, the states $\{m_r\} = \{3, 1\}$ and $\{m_r\} = \{4, 2\}$ correspond to stripy ordered states of $M^z = \pm 1/2$ dipoles.

We treat quantum fluctuations on top of the color-ordered states using a Holstein-Primakoff transformation for the generators of SU(4) [40]. The explicit forms of $\hat{s}^a, \hat{a}^b, \hat{a}^a \hat{a}^b$ in terms of these generators are given in Appendix C and are used to rewrite Eq. (20). Next, at each site $i$ in a given sublattice $A_r$, with classical state $m_r$, we define three flavors of bosons $b_{irn}, n \in \{1, \ldots, 4\} \backslash \{m_r\}$, which obey canonical commutation relations $[b_{irn}, b_{jrn}^\dagger] = \delta_{ij} \delta_{rr} \delta_{nn'}$. The local operators are given by

$$S_{m_r}^m(i) = 1 - \sum_{n \neq m_r} b_{irn}^\dagger b_{irn},$$

(57)

$$S_{m_r}^n(i) = \frac{1}{2} \delta_{nn'} b_{irn}^\dagger b_{irn}, \quad n \neq m_r,$$

(58)

$$S_n^l(i) = b_{irn}^\dagger b_{irn}, \quad l, n \neq m_r.$$  

(59)

With three bosons per site and eight sublattices, we have in total 24 flavors of bosons.

Within LFWT, we substitute the Holstein-Primakoff transformation into Hamiltonian (20) and expand the latter to quadratic order in the bosonic operators. After a Fourier transform to momentum space, the LFWT Hamiltonian can be cast in the form

$$H_{fw} = \sum_k \begin{pmatrix} B_k^\dagger \mathcal{H}_{11}(k) \mathcal{H}_{12}(k) \mathcal{H}_{12}(k) \mathcal{H}_{22}(k) \end{pmatrix} \begin{pmatrix} B_k \end{pmatrix}$$

$$- \frac{3}{2} N (J_a + J_b + 5J_c),$$

(60)

where $B_k$ is the 24-component vector of boson annihilation operators and $\mathcal{H}_{ab}$, with $a, b = 1, 2$, are 24 $\times$ 24 matrices. Finally, the Hamiltonian is diagonalized by a
Bogoliubov transformation and we obtain

\[ H_{fw} = -\frac{3}{2} N (J_a + J_b + 5J_c) + \sum_{k} \sum_{\lambda=1}^{24} \Omega_\lambda(k) \]

\[ + \sum_{\lambda=1}^{24} \sum_{k} \Omega_\lambda(k) \left( \Xi_{k\lambda}^{\dagger} \Xi_{k\lambda} + \Phi_{k\lambda}^{\dagger} \Phi_{k\lambda} \right), \]

(61)

where \( \Omega_\lambda(k) \) are the dispersion relations of the “magnons” created by the operators \( \Xi_{k\lambda} \) and \( \Phi_{k\lambda} \). It is important to point out that real values for \( \Omega_\lambda(k) \) can be ensured only if the classical state corresponds to a local minima of the mean-field theory. Henceforth, only ordered states satisfying this condition will be regarded as stable.

The four-color states given by Eq. (55) were found to be unstable at the LFWT approximation, since infinitesimal values of Hund’s coupling generates imaginary frequencies in the dispersion \( \Omega_\lambda(k) \). Indications of this instability appear already at the SU(4)-symmetric point, where they display zero-energy flat bands \( \Omega_\lambda(k) = 0 \) for all \( \lambda \) and \( k \) that lead to the zero-point energy \( E = -1.5NJ \). This remarkably low energy is achieved because \( H_{fw} \) is the sum of two-site disconnected clusters throughout the lattice [40, 60]. The zero-point fluctuations are then minimized, ensuring an energy gain of \(-J\) per bond. Such characteristic of \( H_{fw} \) also implies that the four-colored states on the hyperhoneycomb lattice displays a degeneracy analogous to the one observed on the honeycomb lattice [40]. This indicates the absence of lattice symmetry breaking and contradicts the formation of an ordered state [40]. Hence, four-colored states are not good candidates for the ground state of Eq. (20).

Let us now consider the LFWT approximation of the two-color ordered states starting from the SU(4)-symmetric point. Using the Holstein-Primakoff transformation on Eq. (18), the LFWT Hamiltonian will be determined by [40]

\[ H_{SU(4),ij} \rightarrow Z_{ij,m_s(i),m_s(j)}^{\dagger} Z_{ij,m_s(i),m_s(j)} - 1, \]

(62)

where \( Z_{ij,m_s(i),m_s(j)} = b_{j,s(j),m_s(i)}^{\dagger} b_{i,s(i),m_s(j)} \) with \( s(x) \) being the sublattice index of the site \( x \). If we first define

\[ p_1(k) = 2 \cos(k_x - k_y) \cos(2k_z), \]

\[ p_2(k) = 5 \cos[2(k_x - k_y)] + 2 \cos[2(k_x + k_y)] \]

\[ + 2 \cos[2(k_x + 2k_y)] - 2 \cos(4k) \sin^2(k_x - k_y), \]

\[ p_3(k) = 8 \cos(2k_x + k_y) \cos(k_x + 2k_y) \cos(2k_z), \]

(63)

the analytical expressions for the flavor-wave dispersion in this case are

\[
\begin{align*}
\epsilon_1(k) &= \frac{J}{2} \sqrt{6 - p_1(k) - \sqrt{p_2(k) + p_3(k)}}, \\
\epsilon_2(k) &= \frac{J}{2} \sqrt{6 - p_1(k) + \sqrt{p_2(k) + p_3(k)}}, \\
\epsilon_3(k) &= \frac{J}{2} \sqrt{6 + p_1(k) - \sqrt{p_2(k) - p_3(k)}}, \\
\epsilon_4(k) &= \frac{J}{2} \sqrt{6 + p_1(k) + \sqrt{p_2(k) - p_3(k)}}.
\end{align*}
\]

(64)

The bands above are twofold degenerate and are displayed in Fig. 9a(a). The spectrum also presents 16 degenerate flat bands with zero energy, which will be explained below.

The similar behavior of all two-color states on the SU(4) symmetric point contrasts with the different ways they are affected by finite Hund’s coupling perturbations. For \( \eta = J_H/U > 0 \), only the \( M^z = 3/2 \) stripy states display real and non-negative energies \( \Omega_\lambda(k) \) for all \( \lambda \) and \( k \) up to \( \eta \approx 0.125 \). Finite Hund’s coupling also includes flavors on \( H_{fw} \) that were not explicitly present at the SU(4)-symmetric point. For example, the \( H_{b,ij} \) given by Eq. (19) for the \{1, 3\} state gives rise to

\[ H_{b,ij} \rightarrow Z_{ij,1,3}^{\dagger} Z_{ij,1,3} - 1 \]

\[ + b_{i,s(i),4}^\dagger b_{j,s(j),4} + b_{j,s(j),4}^\dagger b_{i,s(i),4} \]

\[ - b_{i,s(i),2}^\dagger b_{j,s(j),2} - b_{j,s(j),2}^\dagger b_{i,s(i),4}. \]

(65)
The LFWT Hamiltonian of $\mathcal{H}_{c,ij}$ (Eq. (19)) also leads to the inclusion of other flavors and ensures that the eigenstates of the complete Hamiltonian are bogolons. Figure 9b shows the 24 flavor-wave bands of the stripy state for $\eta = 0.1$, in which the 16 lower-energy bands are non-degenerate. In contrast to the SU(4)-symmetric case, there is no Goldstone boson at $\Gamma$ for $\eta > 0$, since all continuous symmetries are explicitly broken by $\mathcal{H}_{b,ij}$ and $\mathcal{H}_{c,ij}$. The widths of the lower-energy bands vanish in the limit $\eta \to 0^+$ and all these bands become degenerate at $\omega = 0$, providing an explanation for the flat bands shown in Figure 9a.

The zero-point energy of the stripy state at the LFWT level is displayed in Fig. 10(a). The energy of the stripy state at the SU(4) symmetric point is $E_{\text{strip}} \approx -0.3079 N J$, close to the value of $E \approx -0.314 N J$ found for the two-color ordered states on the honeycomb lattice [47]. Although this energy is not variational, it is significantly higher than the ones of the previously studied QSOLs and indicates that the stripy phase is not competitive at this point. Nevertheless, the zero-point energy decreases with increasing values of Hund’s coupling. This prompted us to calculate the energy of the complex fermion QSOLs for the perturbed Hamiltonian in Eq. (20) using VMC. These results are also displayed in Fig. 10(a) and indicate that the QSOL states remain energetically favored even in the perturbed model.

Variational results in favor of the QSOL stability against the formation of the stripy order were also found using VMC. To include magnetic orders in our variational scheme, we add a color dependent local site energy $\tilde{\varepsilon}_{im}$ to the mean-field Hamiltonian in Eq. 29, which define our trial states:

$$\mathcal{H}_f' = \mathcal{H}_f - \sum_i \sum_{m=1}^{4} \tilde{\varepsilon}_{im} f^\dagger_{im} f_{im}. \tag{66}$$

In particular, we consider the stripy order listed in Eq. (54) on top of the complex fermions zero-flux Ansatz. We do so by setting $\tilde{\varepsilon}_{i1(3)} = \tilde{\varepsilon}$ in sublattices $A_{\text{odd}}$ ($A_{\text{even}}$), with $\tilde{\varepsilon}_{i1(3)} = 0$ otherwise. The local moment associate to this order is given by

$$m = \frac{4}{N} \left[ \sum_{i \in A_{\text{odd}}} \langle f^\dagger_{i1} f_{i1} \rangle + \sum_{i \in A_{\text{even}}} \langle f^\dagger_{i3} f_{i3} \rangle \right] - 1. \tag{67}$$

We then have that $m = 0$ for $\tilde{\varepsilon} = 0$ and $m \to 1$ as $\tilde{\varepsilon} \to \infty$. In Fig. 10(b) we show the resulting ground state energy for different values of $m$ as a function of $\eta$. We clearly see that states with $m > 0$, displaying stripy order, have higher energy than the SU(4)-symmetric QSOL. We thus confirm the LFWT results showing that this spin-liquid state is not unstable towards collinear ordering for any value of $\eta$.

V. CONCLUSIONS

We have derived an effective model for 4$d^1$ and 5$d^1$ Mott insulators in tricoordinated lattices in the limit of strong spin-orbit coupling. For vanishing Hund’s coupling, the model for $j = 3/2$ local moments has an SU(4) symmetry which can be made explicit using a Klein transformation. We then used fermionic parton mean-field theories to propose quantum spin-orbital liquid states on the hyperhoneycomb lattice. Variational Monte Carlo simulations showed that the lowest-energy trial wave function is a Fermi sea of complex fermions at quarter filling with zero gauge flux through every plaquette. In contrast with the nodal-line spectrum of the Kitaev model on the hyperhoneycomb lattice, the zero-flux state of complex fermions has a large Fermi surface. We could verify that this does not translate into instability against tetramerization. The simplest ordered states were studied in the minimal model for arbitrary values of Hund’s coupling through a combination of LFWT and VMC and we could confirm that they are energetically
uncompetitive. Our present results do not indicate a transition from a spin-orbital liquid state to an ordered one through the studied perturbations.

In the $j = 1/2$ material $\beta$-Li$_2$IrO$_3$, sizeable Heisenberg exchange interactions move the system away from the Kitaev spin liquid phase and lead to incommensurate noncoplanar magnetic order \[19\]. Ab initio studies on this compound indicated that interactions driven by other hopping mechanisms, longer-range interactions and slight distortions are essential to understand its ground state \[28\]. One important open question is if such perturbations to the SU(4)-symmetric model would also appear on the hypothetical $j = 3/2$ counterpart of this iridate and induce an analogue incommensurate spin-orbital order.

Ref. \[36\] mentions that $4/5d^1$ materials could be synthesized from an oxide $A_2MO_3$ ($M=\text{Nb, Ta}$) or in the Zr- and Hf-based metal-organic frameworks. If such compound were synthesized with the hyperhoneycomb lattice structure, one could look for signatures of the zero-flux spin-orbital liquid in the temperature dependence of the magnetic specific heat $C(T)$. The prediction for a Fermi surface of fermionic partons coupled to a U(1) gauge field is $C(T)/T \sim -\ln T$ at low temperatures \[61, 62\]. This differs significantly from the prediction for the Kitaev spin liquid, in which $C(T)/T$ vanishes linearly with temperature \[24\].

Acknowledgments

We thank V. S. de Carvalho and E. Miranda for helpful discussions. This work was supported by the Brazilian agencies FAPESP (W.M.H.N., E.C.A.) and CNPq (R.G.P., E.C.A.).

Appendix A: The Ideal Hyperhoneycomb Lattice

Here we present the description of the hyperhoneycomb lattice as a base-centered orthorhombic lattice with an eight-point basis. The position of the basis is given by

$\begin{align*}
M_1 &= (0, 0, 0), \\
M_2 &= (1, 1, 0), \\
M_3 &= (1, 2, 1), \\
M_4 &= (2, 3, 1), \\
M_5 &= (3, 3, 2), \\
M_6 &= (4, 4, 2), \\
M_7 &= (4, 5, 3), \\
M_8 &= (5, 6, 3).
\end{align*}$

We consider the following primitive lattice vectors of the base-centered orthorhombic lattice

$\begin{align*}
a_1 &= (2, 4, 0), \\
a_2 &= (-2, 2, 0), \\
a_3 &= (0, 0, 4).
\end{align*}$

The corresponding reciprocal lattice vectors are

$\begin{align*}
b_1 &= \left(\frac{\pi}{3}, \frac{\pi}{3}, 0\right), \\
b_2 &= \left(-\frac{2\pi}{3}, \frac{\pi}{3}, 0\right), \\
b_3 &= \left(0, 0, \frac{\pi}{2}\right).
\end{align*}$

The high-symmetry points in the first Brillouin zone are given by

$\begin{align*}
\Gamma &= (0, 0, 0), \\
X_1 &= \left(-\frac{7\pi}{18}, \frac{\pi}{18}, 0\right), \\
Y &= \left(\frac{\pi}{6}, \frac{\pi}{6}, 0\right), \\
T &= \left(\frac{7\pi}{6}, \frac{\pi}{6}, \frac{\pi}{4}\right), \\
A_1 &= \left(-\frac{7\pi}{18}, \frac{\pi}{18}, \frac{\pi}{4}\right), \\
Z &= \left(0, 0, \frac{\pi}{4}\right), \\
S &= \left(-\frac{\pi}{3}, \frac{\pi}{3}, 0\right), \\
X &= \left(-\frac{5\pi}{18}, \frac{5\pi}{18}, 0\right), \\
A &= \left(-\frac{5\pi}{18}, \frac{5\pi}{18}, \frac{\pi}{4}\right), \\
R &= \left(-\frac{\pi}{6}, \frac{\pi}{3}, \frac{\pi}{4}\right).
\end{align*}$

There are four distinct ten-site elementary loops on the hyperhoneycomb lattice. In terms of the basis points defined in Eq. (A1), the loops are (see Fig. 1):

$\begin{align*}
P_1 : 1 &\rightarrow 2 \rightarrow 3 \rightarrow 4 \rightarrow 5 \rightarrow 8 \\
&\rightarrow 7 \rightarrow 6 \rightarrow 5 \rightarrow 4 \rightarrow 1, \\
P_2 : 1 &\rightarrow 2 \rightarrow 3 \rightarrow 6 \rightarrow 5 \rightarrow 8 \\
&\rightarrow 7 \rightarrow 6 \rightarrow 3 \rightarrow 4 \rightarrow 1, \\
P_3 : 1 &\rightarrow 2 \rightarrow 7 \rightarrow 6 \rightarrow 5 \rightarrow 4 \\
&\rightarrow 3 \rightarrow 6 \rightarrow 7 \rightarrow 8 \rightarrow 1, \\
P_4 : 1 &\rightarrow 2 \rightarrow 7 \rightarrow 8 \rightarrow 5 \rightarrow 4 \\
&\rightarrow 3 \rightarrow 6 \rightarrow 5 \rightarrow 8 \rightarrow 1.
\end{align*}$

This can be used to check that the ansatz in Fig. 2b has gauge flux $\Phi = \pi$ through all loops.

Appendix B: Explicit Form of the Matrices Generating the Trial Wave Functions

After fixing the bond variables $X_{ij}$ in the zero-flux or $\pi$-flux state, we can diagonalize the mean-field Hamiltonian in Eq. (29) using Fourier transform. Since the four colors are decoupled at the mean-field level, here we drop the index $m = 1, \ldots, 4$. The Hamiltonian for each color has the form

$H_f = \sum_{\mathbf{k}} \sum_{rr'} f^\dagger_{kr} [H^\Phi_{\mathbf{k}}]_{rr'} f_{kr'},$  

where $\mathbf{k}$ is a vector in the first Brillouin zone of the base-centered orthorhombic lattice, $r, r'$ are the sublattice indices, and $H^\Phi_{\mathbf{k}}$ are $8 \times 8$ matrices labeled by the uniform gauge flux $\Phi = 0, \pi$. Here we use the notation

$\Lambda^{abc} = \sigma^a \otimes \sigma^b \otimes \sigma^c,$

where $a, b, c \in \{0, 1, 2, 3\}$ with $\sigma^0 = \mathbb{I}_{2 \times 2}$ the identity matrix and $\sigma^{1,2,3} = \sigma^{x,y,z}$ the Pauli matrices. The Hamiltonian matrices for the zero-flux and $\pi$-flux states are given respectively by
Figure 11: (Color online) Nodal line (red) of the zero flux state. The thin black lines represent the edges of the first Brillouin zone of the base-centered orthorhombic lattice.

\[ \mathcal{H}_0(k) = -\cos(k_x + k_y)\Lambda^{001} - \sin(k_x + k_y)\Lambda^{002} + \cos k_z (-\cos k_y\Lambda^{011} + \sin k_y\Lambda^{012}) + \sin k_z (-\cos k_y\Lambda^{021} + \sin k_y\Lambda^{022}) + \cos k_z (-\cos k_x\Lambda^{111} + \sin k_x\Lambda^{112}) - \sin k_z (-\cos k_x\Lambda^{121} + \sin k_x\Lambda^{122}), \]  
\[ \mathcal{H}^x(k) = -\frac{1}{2} \left[ \cos(k_x + k_y)\Lambda^{001} + \sin(k_x + k_y)\Lambda^{002} \right] + \frac{1}{2} \left[ \cos(k_x + k_y)\Lambda^{031} + \sin(k_x + k_y)\Lambda^{032} \right] - \frac{1}{2} \left[ \cos(k_x + k_y)\Lambda^{301} + \sin(k_x + k_y)\Lambda^{302} \right] - \frac{1}{2} \left[ \cos(k_x + k_y)\Lambda^{331} + \sin(k_x + k_y)\Lambda^{332} \right] + \sin(k_z) (-\cos k_x\Lambda^{211} + \sin k_x\Lambda^{212}) + \cos(k_z) (-\cos k_x\Lambda^{221} + \sin k_x\Lambda^{222}) - \sin(k_z) (\sin k_y\Lambda^{311} + \cos k_y\Lambda^{312}) + \cos(k_z) (\sin k_y\Lambda^{321} + \cos k_y\Lambda^{322}). \]  

Figure 11 shows the nodal line of the zero-flux state. We note that the nodal line occurs on the boundary of the first Brillouin zone of the face-centered orthorhombic lattice in the four-sublattice representation of the hyper-honeycomb lattice, cf. Ref. [24].

Appendix C: Spin-Orbital Operators in terms of SU(4) generators

Here we present the 15 operators \( s^a \), \( \tau^b \) and \( s^a \tau^b \) in terms of the SU(4) generators \( S_m^a \) defined in Eq. (22):

\[ s^x = \frac{1}{2} \sum_{m=1,3} (S^m_{m+1} + S^m_{m+1}) \]  
\[ s^y = \frac{1}{2i} \sum_{m=1,3} (S^m_{m+1} - S^m_{m+1}) \]  
\[ s^z = \frac{1}{2} \sum_{m=1,3} (S^m_m - S^{m+1}_m), \]  
\[ \tau^x = \frac{1}{2} \sum_{n=1,2} (S^{n+2}_n + S^n_{n+2}), \]  
\[ \tau^y = \frac{1}{2} \sum_{n=1,2} (S^{n+2}_n - S^n_{n+2}), \]  
\[ \tau^z = \frac{1}{2} \sum_{n=1,2} (S^n_n - S^{n+2}_n), \]  
\[ s^x \tau^x = \frac{1}{4} (S^4_1 + S^3_2 + h.c.), \]  
\[ s^y \tau^y = \frac{1}{4i} (S^4_1 + S^3_2) + h.c., \]  
\[ s^z \tau^z = \frac{1}{4} (S^2_1 - S^4_2 + h.c.), \]  
\[ s^y \tau^x = \frac{1}{4i} (S^4_1 - S^3_2) + h.c., \]  
\[ s^y \tau^y = \frac{1}{4} (-S^4_1 + S^3_2 + h.c.), \]  
\[ s^y \tau^z = \frac{1}{4i} (S^2_1 + S^4_2) + h.c., \]  
\[ s^z \tau^x = \frac{1}{4} (S^4_1 - S^2_2 + h.c.), \]  
\[ s^z \tau^y = \frac{1}{4i} (S^4_1 + S^2_2) + h.c., \]  
\[ s^z \tau^z = \frac{1}{4} (S^2_1 - S^3_2 + S^4_1). \]
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