On the Energy Coupling Efficiency of AGN Outbursts in Galaxy Clusters
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Abstract

Active galactic nucleus (AGN) jets are believed to be important in solving the cooling flow problem in the intracluster medium (ICM), while the detailed mechanism is still under debate. Here we present a systematic study on the energy coupling efficiency $\eta_{cp}$, the fraction of AGN jet energy transferred to the ICM. We first estimate the values of $\eta_{cp}$ analytically in two extreme cases, which are further confirmed and extended with a parameter study of spherical outbursts in a uniform medium using hydrodynamic simulations. We find that $\eta_{cp}$ increases from $\sim 0.4$ for a weak isobaric injection to $\geq 0.8$ for a powerful point injection. For any given outburst energy, we find two characteristic outburst powers that separate these two extreme cases. We then investigate the energy coupling efficiency of AGN jet outbursts in a realistic ICM with hydrodynamic simulations, finding that jet outbursts are intrinsically different from spherical outbursts. For both powerful and weak jet outbursts, $\eta_{cp}$ is typically around $0.7$–$0.9$, partly due to the nonisothermal nature of jet outbursts, which produce backflows emanating from the hot spots, significantly enhancing the ejecta–ICM interaction. While for powerful outbursts a dominant fraction of the energy transferred from the jet to the ICM is dissipated by shocks, shock dissipation only accounts for $\lesssim 30\%$ of the injected jet energy for weak outbursts. While both powerful and weak outbursts could efficiently heat cooling flows, powerful thermal-energy-dominated jets are most effective in delaying the onset of the central cooling catastrophe.

\section*{Unified Astronomy Thesaurus concepts:} Intracluster medium (858); Active galaxies (17); Radio jets (1347); High energy astrophysics (739); Galaxy clusters (584); Active galactic nuclei (16); Low-luminosity active galactic nuclei (2033); Radio active galactic nuclei (2134); Hydrodynamics (1963); Hydrodynamical simulations (767); Astronomical simulations (1857)

\section*{1. Introduction}

The timescale of radiative cooling in the intracluster medium (ICM), especially in cool cores of galaxy clusters, is much shorter than the typical age of galaxy clusters, and without heating sources, this can result in mass inflow rates and star formation rates much higher than observed, which is referred to as the cooling flow problem (Fabian 1994; Peterson & Fabian 2006; McNamara et al. 2016; Hogan et al. 2017; Lakhchaura et al. 2018). Observations of radio jets, X-ray cavities (Bohringer et al. 1993; Fabian et al. 2002; Birzan et al. 2004; Croston et al. 2011; Vagshette et al. 2019), shock structures (Randall et al. 2011; Randall et al. 2015; Fabian et al. 2006; Vagshette et al. 2019), and sound waves (Fabian et al. 2003; Fabian et al. 2017) in many galaxy groups and clusters suggest that the interaction between active galactic nucleus (AGN) jets and the ICM may play an important role in heating the ICM and solving the cooling flow problem (Owen et al. 2000; Birzan et al. 2004; McNamara et al. 2005; Rafferty et al. 2006; McNamara & Nulsen 2007; Guo et al. 2008; Fabian 2012; McNamara & Nulsen 2012; Heckman & Best 2014; Li et al. 2017; Martizzi et al. 2019). While this AGN jet feedback scenario is widely accepted (McNamara & Nulsen 2012; Soker 2016; Werner et al. 2019), the detailed mechanism through which the jet energy is transported to the entire cool cluster core and subsequently dissipated is still highly debated. The proposed mechanisms include shock heating (Brüggen et al. 2007; Randall et al. 2015; Li et al. 2017; Guo et al. 2018), sound-wave dissipation (Ruszkowski et al. 2004; Fabian et al. 2017; Bambic & Reynolds 2019), mixing of the jet ejecta with the ICM (Hillel & Soker 2017; Hillel & Soker 2017), turbulence dissipation (Fujita & Suzuki 2005; Enblin & Vogt 2006; Kunz et al. 2011; Zhuravleva et al. 2014; Zhuravleva et al. 2016), and cosmic-ray heating (Guo & Oh 2008; Jacob & Pfrommer 2017; Ruszkowski et al. 2017; Ehlert et al. 2018).

The study of outbursts in a background medium has a long history in fluid dynamics (Landau & Lifshitz 1987; Thorne & Blandford 1977) and astrophysics, especially in supernova studies (Tang & Wang 2005; Pringle & King 2007). As a strong outburst happens, the ambient medium is shocked and swept up while a reverse shock forms within the contact discontinuity between the ejecta and the shocked ambient medium. During the early stage, when the mass swept up by the shock is much less than the ejecta mass, the outburst behaves as free expansion. When the swept-up mass becomes comparable to or larger than the ejecta mass, the outburst goes into the classic Sedov–Taylor phase. During this phase, the system is mainly controlled by the outburst energy and the background density, while the initial energy in the ambient medium within the shock front is negligible compared to the outburst energy. As the shock front detaches away from the contact discontinuity, the initial energy of the ambient medium within the shock front becomes dynamically important, and the system goes into a wavelike phase as described in Tang & Churazov (2017); see also Tang & Wang (2005; Clarke & Carswell 2007). In observations of galaxy clusters (McNamara & Nulsen 2007; McNamara & Nulsen 2012), AGN jet ejecta contain magnetic fields, cosmic rays, and potentially very-high-temperature low-density gas and are usually identified as bright radio lobes or X-ray cavities enclosed by the shocked ICM.
An important topic related to the complex energy transport and dissipation processes in AGN feedback is the energy partition between AGN ejecta and the ICM, i.e., the fraction of AGN jet energy transferred to the ICM, which is often denoted as the energy coupling efficiency $\eta_{\text{cp}}$. This topic has been previously studied in some hydrodynamic simulations (Zanni et al. 2005; Binney et al. 2007; Weinberger et al. 2017; English et al. 2019), which, however, usually focus on the hydrodynamic processes during the jet evolution, the heating mechanisms, or observational signatures of AGN feedback in the ICM. In this paper we present a systematic study on the energy coupling efficiency of AGN outbursts in the ICM. In Section 2, we first estimate the values of $\eta_{\text{cp}}$ in two extreme situations: quasi-static isobaric outbursts (the “slow-piston” limit for very mild outbursts) and very powerful outbursts going through the classic Sedov–Taylor phase. To get further physical insights, in Section 3 we investigate the energy coupling efficiency of spherical outbursts in a uniform medium with a series of hydrodynamic simulations and perform a large parameter study over the total energy, outburst duration, thermal energy fraction, and Mach number of the outbursts. In Section 4, we investigate the energy coupling efficiency of AGN jet outbursts in a realistic ICM with a series of hydrodynamic simulations and perform a parameter study over the same large parameter space as for spherical outbursts. Finally, in Section 5 we present a summary of our results with some brief discussions.

2. Analytical Estimations

In this section, we consider two extreme cases of outbursts in a uniform medium: quasi-static isobaric outbursts and instantaneous point outbursts, where the energy coupling efficiency can be estimated analytically. Roughly speaking, for a given outburst energy in a uniform medium, these two cases refer to very weak and very powerful outbursts, respectively. In Section 2.3, we describe a characteristic outburst power for a given outburst energy in a uniform medium that roughly separates these two extreme cases.

2.1. Quasi-static Isobaric Outbursts

The first case refers to a very mild outburst that injects thermal gas into a uniform medium very slowly. The ejecta’s expansion is approximately quasi-static and isobaric with respect to the ambient medium. In this case, the energy coupling efficiency is the ratio of the $pdV$ work done by the expanding ejecta to the enthalpy of the ejecta:

$$\eta_{\text{cp}} = \frac{pV}{H},$$  

(1)

where $p$, $V$, and $H = \frac{\gamma - 1}{\gamma}pV$ are the pressure, volume, and enthalpy of the expanding ejecta bubble, respectively. Thus, $\eta_{\text{cp}} = (\gamma - 1)/\gamma$ and $\eta_{\text{cp}} = 0.4$ for $\gamma = 5/3$. Note that the quasi-static expansion is a reversible process and does not replenish the entropy of the ambient gas lost through radiative cooling. As a comparison, shocks induced by powerful outbursts increase the entropy of the ambient gas. The isobaric outburst is ideal, and as a result of the second law of thermodynamics, the entropy of a real physical system would always increase owing to unavoidable dissipation processes even for very mild outbursts.

2.2. Instantaneous Point Outbursts

For a strong outburst in the Sedov–Taylor phase, the surrounding medium with mass comparable to or larger than the injected gas mass is being swept up by a strong forward shock. In the shock frame, the pressure, density, and velocity jump conditions of a strong shock with a very high Mach number can be written as follows:

$$P_2 = \frac{2}{\gamma + 1} \rho_0 v_s^2,$$

(2)

$$\rho_2 = \frac{\gamma + 1}{\gamma - 1} \rho_0,$$

(3)

$$v_2 = \frac{\gamma - 1}{\gamma + 1} v_s,$$

(4)

where the subscripts “0” and “2” refer to the variables in the shock upstream and downstream, respectively. Here $v_s = \frac{d\theta}{dt}$ is the propagation velocity of the shock front in the upstream frame, and $R$ is the distance of the shock front from the origin where a spherical outburst is injected. We use $v_s$ to replace $v_0$ since they have the same magnitudes. Then, the velocity of the downstream postshock gas in the upstream frame is

$$v_{ps} = v_2 - v_s = \frac{2}{\gamma + 1} v_s.$$ 

(5)

In the Sedov–Taylor phase, the shocked ambient gas is concentrated in a thin shell right behind the shock front. Thus, one may adopt the thin-shell approximation, and the mass and kinetic energy of the shocked ambient gas are dominated by the thin shell swept up by the shock front. The mass of the thin shell can be written as $M_{\text{sw}}(t) \approx 4\pi R^3 \rho_0$, and therefore its kinetic energy is $E_k \approx \frac{2}{5} \rho_0 R^3 v_{ps}^2 \propto \rho_0 R^5 v_s^2$. For an outburst in the Sedov–Taylor phase, it has been shown that a simple linear relation exists between the kinetic energy of the swept-up gas and the outburst energy, which can be written as (Clarke & Carswell 2007; Achterberg 2016)

$$E = \alpha_s \rho_0 R^5 v_s^2,$$

(6)

where $\alpha_s$ is a function of the adiabatic index $\gamma$ and also depends on the outburst history, e.g., an instantaneous point outburst or a strong but continuous outburst. For self-similar Sedov–Taylor solutions (e.g., Ostriker & McKee 1988), one has $R \propto t^{2/5}$, and thus Equation (6) can be rewritten as

$$E = \kappa \rho_0 \frac{R^5}{t}. $$

(7)

This is the Sedov–Taylor relation originally derived via dimensional analysis (Choudhuri 1998; Thorne & Blandford 2017). For an instantaneous point outburst, one has $\beta = 2/5$ and thus $\kappa = \frac{4}{25} \alpha_s$. For a strong continuous outburst with a constant power, one has $\beta = 3/5$ and thus $\kappa = \frac{9}{25} \alpha_s$. To derive the energy coupling efficiency, we should compare the total injected outburst energy with the outburst energy that has been transferred to the ambient medium. Since in the Sedov–Taylor phase the original energy of the shocked ambient gas is negligible compared to the outburst energy, the total energy in the shocked shell roughly equals the outburst energy transferred to it. The kinetic and thermal energies in the
Thin shell can be estimated as follows:

\[ E_{\text{sh}} \approx \frac{1}{2} \rho_0 v_{\text{sh}}^2 \cdot 4\pi R^2 \Delta R, \]

\[ E_{\text{th,sh}} \approx \frac{P_2}{\gamma - 1} \cdot 4\pi R^2 \Delta R, \]

where \( \Delta R \) is the thickness of the shell. Substituting \( \rho_2 \) and \( P_2 \) from the shock jump conditions, the kinetic and thermal energies can be written in the same form,

\[ E_{\text{sh}} = E_{\text{th,sh}} \approx \frac{2\rho_0 v_{\text{sh}}^2}{\gamma - 1} \cdot 4\pi R^2 \Delta R, \]

which implies that in the thin-shell approximation there is an equipartition between the kinetic and thermal energies of the shocked gas shell. Then, by equating two forms of the shell mass \( \frac{4\pi}{3} \rho_0 R^3 = 4\pi \rho_2 R^2 \Delta R \), one can derive the thickness of the shell

\[ \Delta R = \frac{\gamma - 1}{3(\gamma + 1)}, \]

which is equal to 0.08 and indeed very small for \( \gamma = 5/3 \). Then, recalling the form of the outburst energy \( E \) in Equation (6), the total energy of the shocked shell can be written as

\[ E_{\text{shell}} = E_{\text{sh}} + E_{\text{th,sh}} \approx \frac{16\pi}{3 \alpha_s (\gamma + 1)^2} E. \]

We define the energy coupling efficiency \( \eta_{\text{cp}} \) as the fraction of the outburst energy transferred to the ambient medium, which can be estimated as \( E_{\text{shell}} / E \). For an instantaneous point outburst, \( \kappa_s = \frac{4}{25} \alpha_s \), as we derive above and then

\[ \eta_{\text{cp}} \approx \frac{64\pi}{75 \kappa_s (\gamma + 1)^2} \approx 0.77, \]

where we take \( \kappa_s \approx 0.49 \) for \( \gamma = \frac{5}{3} \) from previous studies of the self-similar Sedov–Taylor solution of instantaneous outbursts (Taylor 1950; Petruk 2000; Thome & Blandford 2017). After the Sedov–Taylor phase, the shock front detaches away from the contact discontinuity, and the outburst ejecta continues to expand before halting, leading to more energies transferred to the ambient medium. Thus, the energy coupling efficiency for a strong outburst in reality is expected to be larger than the value estimated here, \( \eta_{\text{cp}} \gtrsim 0.77 \), as further confirmed by hydrodynamic simulations in Section 3.2.

### 2.3. A Characteristic Outburst Power

For a given outburst energy \( E_{\text{inj}} \) injected in a uniform background with uniform density \( \rho_0 \) and pressure \( p_0 \), there exists a characteristic outburst power that roughly separates the two extreme cases of weak and powerful outbursts described above. In the Sedov–Taylor approximation, the original thermal energy of the swept-up ambient medium is much less than the injected outburst energy. In other words, the outburst energy \( E_{\text{inj}} \) defines a characteristic feedback radius \( R_{\text{fb}} \) within which the initial thermal energy of the ambient gas equals \( E_{\text{inj}} \):

\[ E_{\text{inj}} = \frac{4\pi}{3} R_{\text{fb}}^3 p_0. \]

The above equation may also be interpreted as follows. The outburst induces pressure perturbations \( \delta p \) in the ambient medium. Within \( R_{\text{fb}} \), \( \delta p \) is large enough to be comparable to \( p_0 \) and the total energy stored in the perturbations is comparable to \( E_{\text{inj}} \), i.e.,

\[ E_{\text{inj}} = \int_0^{R_{\text{fb}}} 4\pi r^2 \delta p dr. \]

A characteristic timescale of the outburst may be defined as the sound crossing time across the feedback radius \( R_{\text{fb}} \),

\[ t_s = \frac{R_{\text{fb}}}{c_0}, \]

where \( c_0 = \sqrt{\gamma p_0 / \rho_0} \). Note that the same definitions of \( R_{\text{fb}} \) and \( t_s \) have been previously proposed in Tang & Churazov (2017). With \( R_{\text{fb}} \) and \( t_s \), one can define a characteristic outburst power

\[ P_{\text{fb}} = \frac{E_{\text{inj}}}{t_s}. \]

For a given outburst energy \( E_{\text{inj}} \), an outburst with power \( P \gg P_{\text{fb}} \) can be considered as an instantaneous powerful outburst with the energy coupling efficiency \( \eta_{\text{cp}} \gtrsim 0.77 \), while an outburst with \( P \ll P_{\text{fb}} \) may be approximated as a slow isobaric outburst with \( \eta_{\text{cp}} \sim 0.4 \). We will investigate and confirm these results with hydrodynamic simulations in Section 3. The above argument also suggests that in a real system an outburst with energy \( E_{\text{inj}} \) is potentially important in heating the ambient medium within a radius of \( R_{\text{fb}} \) during a timescale of \( t_s \), and to effectively offset radiative cooling, \( R_{\text{fb}} \) should be comparable to or larger than the system’s cooling radius, within which the gas cooling time is shorter than the system’s age.

### 3. Spherical Outbursts in a Uniform Medium

In this section, to gain further physical insights, we investigate spherical outbursts in a uniform medium with a series of one-dimensional (1D) hydrodynamic simulations under the assumption of spherical symmetry.

#### 3.1. Numerical Setup

For simplicity, we solve the nondimensionalized hydrodynamic equations and neglect gravity, radiative cooling, and viscosity. The simulations were performed in spherical coordinates using the 1D mode of the code ZEUS-MP (Hayes et al. 2006). The radial computational domain extends from an inner boundary of \( r_m = 0.01 \) to an outer boundary of 2.0 with 2000 uniform grids. At the outer boundary, we use the outflow boundary conditions, and at the inner boundary, we use the reflecting boundary conditions except during the outburst \( 0 \leq t \leq t_{\text{inj}} \) when thermal gas is injected across \( r_m \) using the inflow boundary conditions with a constant power \( P_{\text{inj}} \).

The outbursts in our simulations carry both thermal and kinetic energies. At the inner boundary, we set up an outburst with four parameters: the total outburst energy \( E_{\text{inj}} \), duration \( t_{\text{inj}} \), thermal fraction \( f_{\text{th}} \) as the ratio of the injected thermal energy to \( E_{\text{inj}} \), and Mach number \( M_{\text{inj}} \) as the ratio of the ejecta speed to the sound speed of the ambient medium. The values of \( E_{\text{inj}}, f_{\text{th}}, \) and \( M_{\text{inj}} \) determine the gas density \( \rho_{\text{inj}} \), pressure \( p_{\text{inj}} \), and velocity \( v_{\text{inj}} \) of the outburst ejecta at the inner boundary. We performed a large suite of simulations of spherical outbursts over the parameter space \( (E_{\text{inj}}, t_{\text{inj}}, f_{\text{th}}, M_{\text{inj}}) \).
The parameters in our spherical outburst simulations include the outburst energy \( E_{\text{inj}} \), note. The subscripts “k”, “th”, and “tot” refer to the kinetic, thermal, and total energies, respectively. The dashed lines refer to the profiles at \( t = 0.2 \) right when the outburst ends, while the solid lines are for \( t = 1.2 \), a sound crossing time across \( R_{\text{inj}} \) after the outburst ends, when the size of the ejecta bubble is stable. Note that the black solid line is overlaid on the red solid one. The crossing of the profile of \( M(t)/M_{\text{inj}} \) with the horizontal dotted line marks the size of the ejecta bubble. Right: radial velocity profiles at \( t = 0.05, 0.2, \) and 0.3, normalized by the sound speed of the ambient medium \( c_{\text{inj}} \). The dashed line stands for negative values of radial velocity.

Figure 1. Representative spherical outburst in run Wt1 with \( P_{\text{inj}} = 5P_{\text{th}} \). Left: radial profiles of integrated gas mass and energies within radius \( r \), normalized by the total injected mass \( M_{\text{inj}} \) and energy \( E_{\text{inj}} \), respectively. The subscripts “k”, “th”, and “tot” refer to the kinetic, thermal, and total energies, respectively. The dashed lines refer to the profiles at \( t = 0.2 \) right when the outburst ends, while the solid lines are for \( t = 1.2 \), a sound crossing time across \( R_{\text{inj}} \) after the outburst ends, when the size of the ejecta bubble is stable. Note that the black solid line is overlaid on the red solid one. The crossing of the profile of \( M(t)/M_{\text{inj}} \) with the horizontal dotted line marks the size of the ejecta bubble. Right: radial velocity profiles at \( t = 0.05, 0.2, \) and 0.3, normalized by the sound speed of the ambient medium \( c_{\text{inj}} \). The dashed line stands for negative values of radial velocity.

Table 1

| Run   | \( E_{\text{inj}} \) | \( f_{\text{inj}} \) | \( f_{\text{th}} \) | \( M_{\text{inj}} \) | \( P_{\text{inj}}/P_{\text{th}} \) | \( \rho_{\text{inj}}/\rho_{\text{th}} \) | \( P_{\text{tot,\text{inj}}}/P_{\text{th}} \) | \( \eta_{\text{cp}} \) | \( t_{\text{stop}} \) | \( r_{\text{sonic}} \) | \( t_{\text{sonic}} \) |
|-------|------------------|----------------|----------------|------------------|--------------------------|--------------------------|--------------------------|----------------|----------------|----------------|----------------|
| W     | 2.5              | 0.1            | 0.1            | 5                | \( 4.42 \times 10^{3} \) | \( 2.86 \times 10^{2} \) | \( 7.59 \times 10^{4} \) | 0.85           | 0.46           | 0.81           | 0.24           |
| W0    | …               | 0.05           | …              | …                | \( 8.84 \times 10^{2} \) | \( 5.73 \times 10^{2} \) | \( 2.47 \times 10^{2} \) | 0.92           | 0.40           | 0.86           | 0.29           |
| W1    | …               | 0.2            | …              | …                | \( 8.84 \times 10^{1} \) | \( 5.73 \times 10^{1} \) | \( 2.47 \times 10^{1} \) | 0.78           | 0.57           | 0.60           | 0.22           |
| W2    | …               | 0.5            | …              | …                | \( 4.42 \times 10^{0} \) | \( 2.86 \times 10^{1} \) | \( 7.59 \times 10^{1} \) | 0.42           | 0.77           | 0.08           | 0.03           |
| W3    | …               | 10             | …              | …                | \( 3.89 \times 10^{2} \) | \( 3.18 \times 10^{3} \) | \( 5.30 \times 10^{3} \) | 0.82           | 0.85           | 0.57           | 0.28           |
| WM1   | …               | …              | 0.9            | 20               | \( 1.11 \times 10^{3} \) | \( 4.48 \times 10^{0} \) | \( 3.10 \times 10^{1} \) | 0.82           | 0.55           | 0.79           | 0.26           |
| WE1   | 0.25            | …              | …              | …                | \( 4.42 \times 10^{1} \) | \( 2.86 \times 10^{1} \) | \( 1.23 \times 10^{1} \) | 0.74           | 0.25           | 0.27           | 0.1            |

Note. The parameters in our spherical outburst simulations include the outburst energy \( E_{\text{inj}} \), duration \( t_{\text{inj}} \), thermal fraction \( f_{\text{th}} \), and Mach number \( M_{\text{inj}} \). These parameters determine the ejecta properties at the inner boundary (base): pressure contrast \( P_{\text{inj}}/P_{\text{th}} \) with respect to the ambient gas pressure, density contrast \( \rho_{\text{inj}}/\rho_{\text{th}} \) with respect to the ambient gas density, and the total pressure ratio \( P_{\text{tot,\text{inj}}}/P_{\text{th}} \), where \( P_{\text{tot,\text{inj}}} = P_{\text{inj}} + \rho_{\text{inj}}M_{\text{inj}}^{2}c_{\text{inj}}^{2} \) includes both thermal and ram pressures. The entry “…” means that the corresponding parameter has the same value as in the fiducial run (run W). \( \eta_{\text{cp}} \) is the energy coupling efficiency of the outburst in the ambient medium, and \( t_{\text{stop}} \) is the final radius of the ejecta bubble, both measured at \( t = t_{\text{inj}} + t_{\text{s}} \), where \( t_{\text{s}} \) is a characteristic outburst timescale defined in Section 2.3. The outburst drives a forward shock into the ambient medium. The sonic radius \( r_{\text{sonic}} \) is the location of the forward shock at \( t = t_{\text{sonic}} \), which is defined as the time when the postshock gas velocity becomes equal to the ambient sound speed.

In our simulations, we adopt a uniform background medium with density \( \rho_{0} = 1 \) and pressure \( P_{0} = 0.6 \). The adiabatic sound speed in the ambient medium is thus \( c_{\text{inj}} = (\gamma P_{0}/\rho_{0})^{1/2} = 1 \) for \( \gamma = 5/3 \). In most of our simulations (except run WE1), the feedback radius is chosen to be \( R_{\text{fb}} = 1 \), corresponding to an outburst energy \( E_{\text{inj}} \approx 2.5 \) according to Equation (14). The characteristic timescale is thus \( t_{\text{s}} = R_{\text{fb}}/c_{\text{inj}} = 1 \). The value of \( t_{\text{s}} \) sets the baseline values for the outburst duration \( t_{\text{inj}} \) and the outburst power \( P_{\text{inj}} \). In our fiducial study (run W listed in Table 1), the outburst duration is chosen to be \( t_{\text{inj}} = 0.1 \), corresponding to a very powerful outburst with \( P_{\text{inj}} = 10P_{\text{th}} \). The Mach number at the base is chosen to be \( M_{\text{inj}} = 5 \).

3.2. Results

In each of our simulations, we identify the boundary of the ejecta bubble at every time step as the radius \( r_{\text{ejecta}} \) within which the total gas mass is equal to the injected mass. We then evaluate the total energy in the ejecta bubble \( E(r_{\text{ejecta}}) \) and thus determine the energy coupling efficiency of the outburst with the ambient medium as \( \eta_{\text{cp}} = 1 - E(r_{\text{ejecta}})/E_{\text{inj}} \). In our simulations, the ejecta bubble expands during the outburst and gradually stops expansion after the outburst ends with \( r_{\text{ejecta}} = R_{\text{inj}} \). The values of \( \eta_{\text{cp}} \) and the final radius of the ejecta bubble \( r_{\text{stop}} \) listed in Table 1 are evaluated at \( t = t_{\text{inj}} + t_{\text{s}} \), when the size of the ejecta bubble has already been stable. The left panel of Figure 1 shows the radial profiles of the integrated input parameters, ejecta properties, and main results of some representative simulations are listed in Table 1.
The outburst power is related to $P_{inj}/P_{fb}$, where the characteristic outburst power $P_{fb}$ and timescale $t_s$ for a given outburst energy are defined in Section 2.3. The vertical dotted line denotes the value of $P_{inj}/P_{fb}$ when $t_{sonic} = t_{inj}$.

Comparing other runs in Table 1 with run W, one can see that for a given outburst energy $E_{inj}$, the energy coupling efficiency $\eta_{kp}$ mainly depends on the outburst duration $t_{inj}$, i.e., the outburst power $P_{inj} = E_{inj}/t_{inj}$, and is rather insensitive to other outburst parameters such as the Mach number $M_{inj}$ and the thermal fraction $f_{fb}$. Figure 2 shows some key results, including $\eta_{kp}$ of our spherical outburst simulations, where all the model parameters are the same as in run W except the outburst duration $t_{inj}$. The outburst power in each run is related to $t_{inj}$ through $P_{inj}/P_{fb} = t_s/t_{inj}$. It is clear that $\eta_{kp} \approx 0.4$ when $P_{inj}/P_{fb} \ll 1$ and $\eta_{kp} \gg 0.77$ when $P_{inj}/P_{fb} \gg 1$, confirming our analytical estimates of $\eta_{kp}$ in quasi-static isobaric outbursts and instantaneous point outbursts in Section 2, respectively.

Another transitioning power $P_{tr} \approx 5P_{fb}$ for spherical outbursts can also be seen in Figure 2, which shows the dependence of $\eta_{kp}$, $t_{inj}$, $r_{stop}$, $t_{sonic}$, and $r_{sonic}$ on the outburst power. The outburst drives a forward shock propagating into the ambient medium. The sonic time $t_{sonic}$ here is defined as the time when the velocity of the postshock gas at the shock front becomes equal to the sound speed in the ambient gas. The sonic radius $r_{sonic}$ is the distance of the forward shock to the origin at $t = t_{sonic}$. As illustrated in Figure 2, $t_{sonic} = t_{inj}$ when $P_{tr} \approx 5P_{fb}$. In other words, the postshock gas becomes subsonic with respect to the ambient gas before the outburst ends if $P_{inj} < 5P_{fb}$ or equivalently $t_{inj} > 0.2t_s$. The gas velocity profiles in run Wt1 where $P_{inj} = P_{tr}$ before and after $t_{inj}$ are shown in the right panel of Figure 1, confirming that the postshock gas velocity in this run is indeed roughly equal to the ambient sound speed at $t \approx t_{inj} = 0.2$. Figure 2 also shows that, interestingly, the final radius of the ejecta bubble $r_{stop}$ roughly equals $r_{sonic}$ ($r_{stop} \approx r_{sonic} \approx 0.6R_{fb}$) when $P_{inj} = P_{tr}$. More importantly, for outbursts with $P_{inj} > P_{tr}$, $\eta_{kp} \gtrsim 0.8$, which is about the value estimated analytically in Section 2.2 for instantaneous point outbursts in the thin-shell approximation.

The transitioning power $P_{tr} \approx 5P_{fb}$ (or equivalently the transitioning outburst duration $t_{tr} \approx 0.2t_s$) is general for any given outburst energy in a uniform background. In run WE1 we simulate the evolution of an outburst with $E_{inj} = 0.25$, which is 10 times smaller than in run W. As $t_s \propto E_{inj}^{1/3}$, we have $t_s \approx 0.46$ and $t_{tr} \approx 0.09$. In run WE1, we choose $t_{inj} = 0.1 \approx t_{tr}$, resulting in $t_{sonic} = t_{inj} \approx 0.2t_s$ and $r_{sonic} \approx r_{stop} \approx 0.6R_{fb}$, as listed in Table 1. Here $R_{fb} = 0.46$ as $R_{fb} \propto E_{inj}^{1/3}$. A similar transitioning duration $t_{tr} \approx 0.15t_s$ has also been suggested in Tang & Churazov (2017) and Tang & Churazov (2018) in view of energy partition, which show that the shock-heated shell captures the majority of the outburst energy when $t_{inj} < 0.15t_s$, consistent with our results here.

### 4. AGN Jet Outbursts in a Realistic ICM

In this section, we present a large suite of hydrodynamic simulations to explore the energy coupling efficiency of AGN jet outbursts in a realistic ICM.

#### 4.1. Simulation Setup and the Characteristic Jet Powers

The setup of our jet simulations basically follows our previous work Guo et al. (2018) and Duan & Guo (2018), to which we refer the reader for more details. Here we briefly describe the basic setup and some updates. We choose the well-observed galaxy cluster A1795 as our model cluster. The ICM is initially in hydrostatic equilibrium in a static gravitational potential contributed by the dark matter halo, the central galaxy, and the supermassive black hole. The initial density and temperature distributions provide a very good fit to X-ray observations of this cluster. Assuming axisymmetry around the jet axis, we solve the basic hydrodynamic equations in $(R, z)$ cylindrical coordinates using a finite-difference Eulerian code. The computational grid along each axis consists of 800 equally spaced zones with spatial resolution of 0.25 kpc from the origin to 200 kpc plus additional 400 logarithmically spaced zones out to 2 Mpc. We use reflective boundary conditions at the inner boundaries and outflow boundary conditions at the outer boundaries.

During the AGN outburst phase $0 \leq t \leq t_{inj}$, a constant jet is injected along the $+z$-direction with a cross-section radius of $R_{inj} = 1.5$ kpc around the $z$-axis. We initialize the jet at $z = 1$ kpc by adding gas fluxes of mass, momentum, and energy corresponding to a uniform jet with density $\rho_{inj}$, energy density $\epsilon_{inj}$, and velocity $v_{inj}$. The total energy injected by one jet into our simulated domain is then $E_{inj} = \int_0^{t_{inj}} P_{inj}dt$. We performed a series of hydrodynamic jet simulations over the same outburst parameter space as in spherical outburst simulations, including $E_{inj}$, $t_{inj}$, thermal fraction $f_{fb}$, and Mach number $M_{inj}$ defined as the ratio of $v_{inj}$ to the sound speed in the ambient ICM at the jet base. In our jet simulations, a relatively low level of shear viscosity with a dynamic viscosity coefficient $\eta_{visc} = 300$ g cm$^{-1}$ s$^{-1}$ is adopted to suppress the Kelvin-Helmholz instability (Reynolds et al. 2005; Guo 2012; Guo 2015; Duan & Guo 2018). For simplicity, radiative cooling is neglected in all our jet simulations, except that in Section 4.5 we rerun all the jet simulations with radiative cooling included to investigate how AGN outbursts with various jet parameters affect the development of the central cooling catastrophe.

As in Section 3.1, a characteristic AGN feedback energy that is expected to significantly affect an ICM region with radius $R_{fb}$...
can be estimated as 

\[ E_{fb} = \int_0^{R_{fb}} 4\pi r^2 p(r) dr, \]

which is typically about several \( \times 10^{60} \) erg within several tens of kiloparsecs. The radial profiles of \( E_{fb} \) and the sound speed \( c_{so} \) in the initial ICM are shown in Figure 3. The sound speed in our ICM environment is typically about \( 10^8 \) cm s\(^{-1}\), and thus the sound crossing time \( t_c \) within 50 kpc is about 50 Myr:

\[ t_c \approx 50 \frac{R_{fb}}{50 \text{kpc}} \left( \frac{c_s}{10^8 \text{ cm s}^{-1}} \right)^{-1} \text{Myr}. \] 

In most runs, we adopt the jet energy as \( E_{inj} = 2.3 \times 10^{60} \) erg, corresponding to a characteristic feedback radius of \( R_{fb} \approx 54 \) kpc, which is derived from 

\[ 2E_{inj} = \int_0^{R_{fb}} 4\pi r^2 p(r) dr \]

assuming two opposing jets for the outburst. The characteristic timescale within \( R_{fb} \) is roughly \( t_s = 50 \) Myr. We choose \( t_{inj} = 0.1t_s \) for typical strong jet outbursts and \( t_{inj} = t_s \) for typical mild outbursts. The jet power can be determined through 

\[ P_{inj} = E_{inj}/t_{inj}. \]

In our default simulations, radiative cooling is neglected for simplicity. However, in Section 4.5 we rerun all the simulations with cooling included, and \( t_{cc} \) in the rightmost column refers to the start time of the central cooling catastrophe in these simulations.

---

**Figure 3.** Radial profiles of the characteristic AGN feedback energy calculated as \( E_{fb}(r) = \int_0^r 4\pi r'^2 p(r') dr' \) and the sound speed in our simulated ICM environment. Here \( p(r) \) is the initial pressure profile in the ICM.

**Table 2**

List of Our AGN Jet Simulations

| Run | \( E_{inj} \) (10^{60} \text{ erg}) | \( t_{inj} \) (Myr) | \( f_{inj} \) | \( M_{inj} \) (10^{45} \text{ cm}^{-3}) | \( P_{inj} \) (10^{45} \text{ erg s}^{-1}) | \( p_{inj}/p_0 \) | \( \rho_{inj}/\rho_0 \) | \( p_{tot,inj}/p_0 \) | \( \eta_{sp} \) | \( t_{cc} \) (Myr) |
|-----|---------------------------------|-------------------|-------------|-----------------|------------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| J   | 2.3                            | 5                 | 0.1         | 35              | 14.6             | 8.91            | 0.12            | 169.22          | 0.88            | 477             |
| Jt1 | ...                            | 50                | ...         | ...             | 1.46             | 0.89            | 0.01            | 16.92           | 0.77            | 300             |
| Jt2 | ...                            | 100               | ...         | ...             | 0.73             | 0.45            | 5.9 \times 10^{-3} | 8.47           | 0.83            | 384             |
| Jt3 | ...                            | 300               | ...         | ...             | 0.24             | 0.15            | 2.0 \times 10^{-3} | 2.82           | 0.86            | 383             |
| Jf0 | ...                            | ...               | 0.0         | ...             | ...              | 0.00            | 0.13            | 178.13          | 0.89            | 434             |
| Jf1 | ...                            | ...               | 0.5         | ...             | ...              | 44.55           | 0.07            | 133.61          | 0.85            | 761             |
| Jf2 | ...                            | ...               | 0.9         | ...             | ...              | 80.18           | 0.01            | 98.00           | 0.83            | >800            |
| Jtf0| ...                            | 50                | 0.0         | ...             | 1.46             | 0.00            | 0.01            | 17.69           | 0.81            | 391             |
| Jtf1| ...                            | 50                | 0.5         | ...             | 1.46             | 4.45            | 6.5 \times 10^{-3} | 13.36          | 0.73            | 437             |
| Jtf2| ...                            | 50                | 0.9         | ...             | 1.46             | 8.02            | 1.0 \times 10^{-3} | 9.80           | 0.68            | 450             |
| JE1 | 0.23                           | ...               | ...         | ...             | 1.46             | 0.89            | 0.01            | 16.92           | 0.83            | 391             |
| JE1t1| 0.23                          | 50                | ...         | ...             | 0.15             | 0.09            | 1.2 \times 10^{-3} | 1.69           | 0.77            | 323             |
| JM1 | ...                            | ...               | 7           | ...             | 44.55           | 14.73           | 846.16          | 0.87            | 179             |

Note. The parameters and physical quantities here are defined mostly the same as in Table 1, but for our jet simulations. \( P_{inj} \) and \( E_{inj} \) stand for the power and the total injected energy of one jet, respectively. The subscript “0” refers to the corresponding physical quantity in the initial ambient ICM at the jet base. The entry “...” means that the corresponding parameter has the same value as in the fiducial run (run J). In our default simulations, radiative cooling is neglected for simplicity. However, in Section 4.5 we rerun all the simulations with cooling included, and \( t_{cc} \) in the rightmost column refers to the start time of the central cooling catastrophe in these simulations.
outbursts. However, jet outbursts are not the same as spherical outbursts. The region affected by the former may be approximated as a spheroid instead of a sphere. Assuming that a jet outburst with energy $2E_{\text{inj}}$ effectively affects a spheroid with a semimajor axis $z_{fb}$ and two semiminor axes $R_{fb}$ in a uniform medium, one may have

$$2E_{\text{inj}} = \frac{4\pi}{3} R_{fb}^2 c_{\text{s}} P_{0} = \frac{4\pi}{3} \alpha R_{fb}^3 p_{0} , \quad (18)$$

where $\alpha = z_{fb}/R_{fb}$ may be considered as the aspect ratio of the induced forward shock. This would result in $t_{\text{e}} \equiv R_{fb}/c_{\text{s}} \propto \alpha^{-1/3}$ and $P_{fb} \equiv E_{\text{inj}}/t_{\text{e}} \propto \alpha^{1/3}$. The value of $\alpha$ typically decreases with thermal fraction $f_{\text{th}}$, and taking a typical value of a few for $\alpha$, the transitioning powers $P_{fb}$ and $5P_{fb}$ for a given outburst energy are expected to be slightly larger in jet outbursts than in spherical outbursts where $\alpha = 1$.

4.2. Ejecta and Shock Morphologies

In this subsection, we briefly describe the ejecta and shock morphologies in our jet outburst simulations with a focus on their dependences on thermal fraction $f_{\text{th}}$ and the injection duration $t_{\text{inj}}$ (see Guo 2015; Guo et al. 2018 for more relevant studies). The jet parameters and some results are listed in Table 2. The ejecta and shock morphologies are shown in Figures 4 and 5 for typical powerful jets and mild jets, respectively.

In Figures 4 and 5, each row represents the outburst evolution in a specific simulation with a specific thermal fraction $f_{\text{th}}$, which is chosen to be 0, 0.1, 0.5, and 0.9, increasing from bottom to top. As is clearly seen, for a given outburst energy at a specific time, e.g., $t = 50$ Myr, the travel distance of the jet ejecta along the jet direction decreases with $f_{\text{th}}$ and increases with $t_{\text{inj}}$. Both $f_{\text{th}}$ and $t_{\text{inj}}$ affect the thermal pressure ratio $p_{\text{inj}}/p_{0}$ between the jet and the ambient medium at the jet base, as listed in Table 2. The travel distance of the jet ejecta is significantly affected by the value of $p_{\text{inj}}/p_{0}$, and a larger pressure ratio induces stronger transverse expansion of the ejecta, which then receive stronger ram pressure and entrain more gas while traveling in the ambient ICM. Furthermore, for given values of $E_{\text{inj}}$ and $f_{\text{th}}$, mild outbursts with higher values of $t_{\text{inj}}$ tend to produce larger ejecta bubbles than powerful outbursts with lower values of $t_{\text{inj}}$. This is mainly due to stronger internal dissipation within the ejecta bubbles in the former case, as further shown in Section 4.4.
Another result that we should pay attention to is the different shock structures in simulations with different jet powers. In the left column of Figure 4, the powerful jet outbursts with $P_{\text{inj}} = 10P_{fb}$ are still in the early stage, clearly producing thin shocked shells in the ICM, and thus fall in the regime of the thin-shell approximation investigated in Section 2.2. For the mild jet outbursts with $P_{\text{inj}} = P_{fb}$ shown in the left column of Figure 5, the thin shocked shell approximation may only be appropriate in front of the jet’s working surface. For the kinetic-energy-dominated mild outbursts in the bottom two rows of Figure 5, one can see many substructures such as sound-wave ripples, weak shocks, and even a second bow shock in run Jt1F0 at $t = 100$ Myr, which can be more clearly seen in a much milder jet outburst shown in Figure A1 in the Appendix.

4.3. Energy Coupling Efficiency

To determine the temporal evolution of the energy coupling efficiency, we should identify the region of the jet ejecta bubbles on the fly in our jet simulations. To this end, we track the evolution of the ejecta bubble with a scalar tracer variable $\phi$ (Saxton et al. 2001; Duan & Guo 2018) with an additional mass-constraining method. The value of $\phi$ is constant along the trajectory of each gas element and is set uniformly as $\phi = 1$ in the ICM and $\phi = 0$ in the jet at its base. Due to the unavoidable mixing between the jet ejecta and the ambient ICM, we identify the ejecta bubble as the region where $\phi < \phi_0$, and different values of $\phi_0$ (0 < $\phi_0$ < 1) result in different masses of the identified ejecta bubble. Thus, $\phi_0$ is a function of the mass of the identified bubble $M_0 = M_{\text{bubble}}$, and in this subsection the ratio between $M_{\text{bubble}}$ and the total injected jet mass $M_{\text{inj}}$ is chosen to be 2 or 4. For these two choices of $M_{\text{bubble}}$, the energy coupling efficiency in our simulations does not differ substantially, as clearly seen in the top left panel of Figure 7 (see the difference between the red dotted and the red dashed lines, corresponding to the total thermal energy within the ejecta bubble identified as $M_{\text{bubble}}/M_{\text{inj}} < 2$ and $M_{\text{bubble}}/M_{\text{inj}} < 4$, respectively). Some representative ejecta bubbles identified with $M_{\text{bubble}}/M_{\text{inj}} < 4$ are shown in Figure 6, and they reproduce the corresponding low-density ejecta bubbles in Figures 4 and 5 very well.

One caveat that we note here is that as a typical finite-difference hydrodynamic code, our code does not guarantee energy conservation. While the total energy is conserved very well during most of the time in our simulations, we find that during the jet injection stage the total energy increase in the system is slightly lower than the total injected jet energy, a
problem also mentioned in some recent studies (e.g., Bambic & Reynolds 2019; English et al. 2019). The difference increases with decreasing $f_{\text{inj}}$ and is typically less than 10%. To accurately calculate the energy partition and the energy coupling efficiency, we use the total energy increase in the system after the jet injection stage as the total injected jet energy.

To illustrate how the energy partition between the ejecta and the ICM evolves with time, we show the results of two representative simulations in the top panels of Figure 7. Run J represents a kinetic-energy-dominated powerful jet outburst, while run Jt1 represents a kinetic-energy-dominated mild jet outburst. The results of some additional runs are further presented in Figure A2 in the Appendix. One common feature in these simulations is that the total energy increase in the ICM (the black solid line) rises quickly during the jet injection and then becomes relatively flat afterward. In other words, the energy exchange between the jet ejecta and the ambient ICM mainly occurs during and shortly after the jet injection, and the integrated energy coupling efficiency does not vary substantially at later times.

Table 2 lists the energy coupling efficiency $\eta_{\text{cp}}$ evaluated at $t = t_{\text{inj}} + t_s$ in all our jet simulations, where $t_s = 50 \, \text{Myr}$ and the ejecta bubble is identified with $M_{\text{bubble}}/M_{\text{inj}} < 4$. One can directly see that $\eta_{\text{cp}} \sim 0.7$–0.9 in all our simulations, scanning through a very large parameter space of $E_{\text{inj}}$, $f_{\text{inj}}$, $f_{\text{th}}$, and $M_{\text{inj}}$, which can also be seen in the left panel of Figure 8. This is very different from spherical outbursts presented in Section 3.2, where $\eta_{\text{cp}}$ reaches the lower limit of $\sim 0.4$ for slow isobaric outbursts. For jet outbursts, $\eta_{\text{cp}} \sim 0.7$–0.9 is always very large for both powerful and weak outbursts. Most notably, in run Jt3, where the jet outburst is very weak with $t_{\text{inj}} = 300 \, \text{Myr}$ and $P_{\text{inj}} = P_{\text{inj}}/6$, the value of $\eta_{\text{cp}}$ is 0.86, much higher than the expected value of $\eta_{\text{cp}} \sim 0.4$ for slow isobaric spherical outbursts.

We argue that this difference is mainly caused by the nonspherical nature of jet outbursts, which produce hot spots at the jet’s working surface. The hot spots dissipate the kinetic energy into thermal energy and thus expand in the transverse direction, leading to significant backflows and enhancing the energy exchange between the jet ejecta and the ambient ICM. The nonspherical nature of jet outbursts also significantly enhances the generation of sound waves during the jet–ICM interaction, as shown recently by Bambic & Reynolds (2019).

### 4.4. Outburst Evolution and Shock Heating

In this subsection, we further investigate the evolution of the outburst energy partition and the efficiency of shock heating in our jet simulations. As in Guo et al. (2018), shock dissipation in our simulations is implemented with a von Neumann–Richtmyer artificial viscosity (same as the ZEUS code; Stone & Norman 1992; Li et al. 2017). The shock fronts are identified by pressure jumps across adjacent grids, and our calculations include both forward and reverse shocks. The temporal evolution of the time-integrated energy dissipated by shocks in our simulations is shown in the bottom panels of Figures 7 and A2. As shown in Figures 7 and A2, both the ambient ICM and the jet ejecta are heated by shocks. The internal dissipation in mild jet outbursts is usually stronger than in powerful outbursts, which may explain why, with the same jet energy, the ejecta bubbles in the former case are typically larger. The temporal evolutions of profiles of gas pressure, density, and velocity along the $z$- and $R$-directions in three representative runs are illustrated in Figures A3 and A4 in the Appendix, respectively.
According to the temporal evolution of the energy partition, the outburst evolution may be divided into three stages as follows. We pay particular attention to the differences between powerful and mild outbursts.

(a) Injection stage. During this stage, the jet is actively blowing an ejecta bubble, transferring its energy to the ambient ICM by increasing the ICM’s thermal and kinetic energies. As the ambient ICM is pushed outward, the thermal and kinetic energies of the ICM are continuously converted to its gravitational energy, which is especially significant for mild outbursts with a long jet duration, as clearly seen in Figure 7. For powerful jet outbursts, a large fraction of the ICM’s kinetic energy is dissipated at the forward shock, replenishing the entropy lost through radiative cooling, and the total shock-dissipated energy in the ICM reaches about 70% of the injected jet energy $E_{\text{inj}}$ in run J. On the other hand, for mild jet outbursts such as in run J1, the shock-dissipated energy within the ICM is subdominant, accounting for only $\lesssim 30\%$ of $E_{\text{inj}}$, although the total jet energy transferred to the ICM reaches about 70% of $E_{\text{inj}}$ at $t = t_{\text{inj}}$. During the jet evolution, backflows emanating from the hot spots interact dynamically with the ambient ICM, continuously and efficiently transferring the ejecta energy to the ICM. While a large fraction of this energy is eventually dissipated by relatively strong shocks driven by powerful outbursts, mild outbursts induce shocks with low Mach numbers that are inefficient in dissipating the kinetic energy.

Figure 7. Temporal evolution of energy partition (top panels) and time-integrated energy dissipated by shocks (bottom panels). The energy fractions in the top panels are normalized by the total injected energy $E_{\text{inj}}$ during the whole jet outburst. The subscript "ICM" refers to the ICM (beyond the ejecta bubble), while the subscript "bub" refers to the ejecta bubble. The red dotted and dashed lines in the top left panel correspond to the total thermal energy within the ejecta bubble identified as $M_{\text{bubble}}/M_{\text{inj}} < 2$ and $M_{\text{bubble}}/M_{\text{inj}} < 4$, respectively, while the former criterion is adopted to identify the ejecta bubble for all the other lines in the top panels. In the bottom panels, shock dissipation is evaluated in all active zones with pressure jumps across two adjacent zones $p_2/p_1 > 1.6$ (solid), 1.1 (dashed), and 1.01 (dotted). The line for $p_2/p_1 > 1.001$ roughly coincides with the dotted line and is not shown here. The blue lines refer to energy dissipation by the reverse shock, which mainly occurs within the ejecta bubble. Note that the shock front is typically resolved by several zones in our simulations.
Figure 8. Dependence of the energy coupling efficiency $\eta_{cp}$ (left) and the start time of the central cooling catastrophe $t_{cc}$ (right) on the jet power and thermal fraction $f_{th}$. The data points in this figure refer to the results of the first 10 simulations listed in Table 2, which all have the same total jet energy $E_{inj}$ and Mach number $M_{inj}$. $P_{inj}/P_{th}$ is the ratio of the jet power to the characteristic jet power $P_{th}$ as defined in Section 4.1. As indicated in the legend, the color of each data point in the left panel refers to thermal fraction $f_{th}$ adopted in the corresponding simulation, while that in the right panel stands for $P_{inj}/P_{th}$. The left two data points in the left panel indicate that $\eta_{cp}$ is larger than 0.8 even when the jet power is substantially lower than $P_{th}$.

(b) Braking stage. As the jet injection ends, the ejecta bubble experiences abrupt braking, which is manifested as the abrupt decreasing of its internal kinetic energy shown in the top panels of Figure 7. This feature can also be seen through the significant decrease of the $z$-component velocity $v_z$ after $t = t_{inj}$ shown in the bottom panels of Figure A3 in the Appendix. During this brief braking stage, the ejecta’s kinetic energy is mainly transferred to its thermal energy and the ambient ICM’s thermal energy, as shown in Figures 7 and A2. For strong jet outbursts, the braking occurs as the shock-heated ambient gas is still mainly in a thin shell beyond the ejecta bubble, as illustrated in the left column of Figure 4, while for mild outbursts shown in the middle column of Figure 5, the thin-shell approximation may only be applicable near the jet’s working surface. During and shortly after the braking stage, the ejecta bubble continues to expand, losing its thermal energy to the ambient ICM, which is especially significant for thermal-energy-dominated jet outbursts, as clearly shown in the middle and right columns of Figure A2 in the Appendix.

(c) Rising stage. At this stage, the ejecta bubble detaches from the jet base and rises toward large radii buoyantly. The main feature shown in Figures 7 and A2 during this stage is that the total energy in the ICM (the black solid line) changes very slowly. In other words, the energy exchange between the ejecta bubble and the ICM mainly occurs during the injection and braking stages, and the $pdV$ work done by the ejecta during the rising stage is unimportant for AGN feedback energetics. We also note that during the rising stage the ICM continues to expand, resulting in the continuous conversion of its thermal energy to the gravitational energy.

4.5. Impact on the Cooling Catastrophe

In all our jet simulations investigated above, radiative cooling is not included. To investigate the impact of AGN outbursts on the development of cooling flows, we ran all the jet outburst simulations with radiative cooling included. We adopt the same setup of radiative cooling as in Guo et al. (2018). We find that in all our jet simulations, the energy coupling efficiency $\eta_{cp}$ changes very little when radiative cooling is included.

Without heating sources, radiative cooling leads to a gradual decrease in the ICM temperature and a subsequent cooling catastrophe in the central region at a later time (e.g., Guo 2014; Guo et al. 2018). As the cooling catastrophe occurs, the gas temperature in the central region drops very quickly and cold gas quickly accumulates. In this paper, we define the start time of the central cooling catastrophe $t_{cc}$ as the time when the total mass of cold gas within the central 1 kpc with temperature below $5 \times 10^4$ K reaches $10^6M_\odot$. As shown in Guo et al. (2018), without AGN outbursts, the central cooling catastrophe in our modeled ICM is expected to develop at $t_{cc} = 238$ Myr. With an episode of AGN outburst at the beginning of each simulation, the development of the central cooling catastrophe is usually delayed, and thus $t_{cc}$ becomes larger.

The values of $t_{cc}$ in our simulations are listed in the rightmost column of Table 2. As seen in Table 2, in most simulations except run JM1, where the injected gas density is very high, the cooling catastrophe is typically delayed for more than 100 Myr. For the same injected energy $E_{inj}$, the cooling catastrophe tends to be delayed for a longer duration when the jet power $P_{inj}$ or thermal fraction $f_{th}$ is higher. While the energy coupling efficiency $\eta_{cp}$ typically decreases slowly with increasing $f_{th}$, $t_{cc}$ increases with $f_{th}$, most notably in powerful outbursts as clearly seen in Figure 8. With similar values of $\eta_{cp} \sim 0.7–0.9$, kinetic-energy-dominated jets travel to larger distances, depositing less energy within the cool core than thermal-energy-dominated jets (Guo 2016). Furthermore, as seen in Figures 4 and 5, the ejecta bubbles produced by thermal-energy-dominated jets stay near the cluster center for...
a much longer time, suppressing the gas accumulation at the cluster center and thus delaying the central cooling catastrophe. Figure 8 clearly indicates that powerful thermal-energy-dominated jets are most effective in delaying the onset of the central cooling catastrophe. Thermal-energy-dominated jets are internally subsonic jets (Guo 2016), which may be alternatively dominated by cosmic-ray energy (Guo & Mathews 2011; Ruszkowski et al. 2017; Yang et al. 2019).

5. Summary and Brief Discussions

Using both analytical and numerical methods, we present a systematic study on the energy coupling efficiency $\eta_{cp}$ of AGN outbursts in the ICM. To get physical intuition, we first investigate spherical outbursts in a uniform medium. We estimate the values of $\eta_{cp}$ in two extreme situations, including weak isobaric outbursts with $\eta_{cp} \sim 0.4$ and powerful point outbursts with $\eta_{cp} \gtrsim 0.8$ going through the classic Sedov–Taylor phase. We then investigate the energy coupling efficiency of spherical outbursts in a uniform medium with a suite of hydrodynamic simulations and perform a large parameter study over the total energy $E_{\text{inj}}$, outburst duration $t_{\text{inj}}$, thermal fraction $f_b$, and Mach number $M$ of the outbursts. Finally, we investigate AGN jet outbursts in a realistic ICM with a series of hydrodynamic simulations and perform a parameter study over the same large parameter space as for spherical outbursts. Our main conclusions are summarized as follows.

(i) Our spherical outburst simulations confirm that the energy coupling efficiency increases from $\sim 0.4$ for a weak outburst to $\gtrsim 0.8$ for a very powerful outburst. For any given outburst energy $E_{\text{inj}}$, we identify two characteristic outburst powers $P_{\text{sh}}$ and $P_{\text{tr}} \sim 5P_{\text{sh}}$ that roughly separate weak and powerful outbursts. $P_{\text{sh}}$ is determined by the sound crossing time across the ambient medium region significantly affected by the outburst energy $E_{\text{inj}}$. Outbursts with $P_{\text{inj}} < P_{\text{sh}}$ can be regarded as weak outbursts in the slow-piston limit with $\eta_{cp} \sim 0.4$. For outbursts with $P_{\text{inj}} > P_{\text{tr}}$, the postshock gas right behind the induced forward shock remains supersonic with respect to the ambient medium during the whole outburst, and these outbursts can be regarded as powerful outbursts in the thin-shell approximation with $\eta_{cp} \gtrsim 0.8$.

(ii) Jet outbursts are intrinsically different from spherical outbursts. Our jet simulations in a realistic ICM indicate that $\eta_{cp}$ is typically around 0.7–0.9 for both powerful and weak jet outbursts. This is caused by the nonspherical nature of jet outbursts, which produce significant backflows emanating from the hot spots, enhancing the energy exchange between the jet ejecta and the ambient ICM. From this result, one may estimate the jet outburst energy in X-ray observations of galaxy clusters according to

$$E_{\text{jet}} \approx \frac{P_{\text{cav}} V_{\text{cav}}}{(1 - \eta_{cp})(\gamma_{\text{cav}} - 1)},$$

where $P_{\text{cav}}$ and $V_{\text{cav}}$ are the observed pressure and volume of X-ray cavities, respectively, and $\gamma_{\text{cav}}$ is the effective adiabatic index of the plasma in X-ray cavities. The value of $\gamma_{\text{cav}}$ depends on the dominant energy content within the cavities and is still under debate (Boehringer et al. 1993; Croston & Hardcastle 2014; Blandford et al. 2019). If taking $\gamma_{\text{cav}} = 4/3$, the outburst energy can be estimated as $E_{\text{jet}} \approx 10 - 30 P_{\text{cav}} V_{\text{cav}}$ for $\eta_{cp} = 0.7–0.9$.

If taking $\gamma_{\text{cav}} = 5/3$, $E_{\text{jet}} \approx 5 - 15 P_{\text{cav}} V_{\text{cav}}$ for $\eta_{cp} = 0.7–0.9$. We note that plasma radiation can also take part of the jet energy away, but it is usually considered to be unimportant in outburst energetics on the cluster scale (Birzan et al. 2004; Birzan et al. 2008; Cavagnolo et al. 2010; O’Sullivan et al. 2011).

(iii) The temporal evolution of AGN jet outbursts in the ICM may be divided into three stages: the injection, braking, and rising stages. The energy exchange between the ejecta bubble and the ICM mainly occurs during the first two stages, during which the ejecta energy is continuously transferred to the ambient ICM by increasing the ICM’s thermal and kinetic energies. AGN outbursts induce the cool core expansion (Guo et al. 2018), during which the ICM’s thermal and kinetic energies are gradually converted to its gravitational energy.

(iv) For powerful jet outbursts, a large fraction of the acquired ICM kinetic energy is dissipated at the forward shock during the injection and braking stages, replenishing the entropy lost through radiative cooling. The total shock-dissipated energy in the ICM typically reaches about 70%–80% and 50% of $E_{\text{inj}}$ for kinetic-energy-dominated and thermal-energy-dominated jet outbursts, respectively (see Figures 7 and A2). On the other hand, for mild jet outbursts, the shock-dissipated energy within the ICM is subdominant, typically accounting for $\lesssim 30\%$ of $E_{\text{inj}}$; although the total jet energy transferred to the ICM reaches about 70%–80% of $E_{\text{inj}}$. The efficiency of shock dissipation depends sensitively on its Mach number $M$ at $1 < M < 2$, and mild outbursts induce shocks with low Mach numbers that are inefficient in dissipating the kinetic energy.

(v) While the energy coupling efficiency of powerful and weak outbursts is similar in the ICM and slightly decreases with $f_{\text{sh}}$ (see Table 2), powerful thermal-energy-dominated jets are most effective in delaying the onset of the central cooling catastrophe. For the same outburst energy, kinetic-energy-dominated jets travel to larger distances, depositing less energy within the cool core than thermal-energy-dominated jets. The ejecta bubbles produced by thermal-energy-dominated jets stay near the cluster center for a much longer time, suppressing the gas accumulation at the cluster center and also contributing to the delay of the central cooling catastrophe.

Both powerful and mild jet outbursts are efficient in transferring energy to the ambient ICM, but to solve the cooling flow problem, the transferred energy should be quickly transported to the whole cluster cool core with a typical radial size of $\sim 100–200$ kpc. The transported energy should also be efficiently dissipated locally across the cool core, replenishing the entropy lost through radiative cooling. Although extensively studied, the detailed mechanisms that transport and dissipate the outburst energy across the whole cool core remain to be elucidated by future studies.
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Appendix A
Additional Figures on AGN Jet Outbursts

In this appendix, we present four additional figures (Figures A1–A4) from our jet outburst simulations listed in Table 1. These figures show more details on AGN jet outbursts in our simulations and are used in our discussions in Section 4. Figure A1 shows the density distribution in run Jt2 at $t = 100$ Myr, indicating that the mild jet outburst here induces many weak compression fronts appearing like ripples, as described in Section 4.2. Figure A2 is the same as Figure 7, but shows the results of six additional runs as described in Sections 4.3 and 4.4. Figures A3 and A4 show the temporal evolutions of profiles of gas pressure, density, and velocity along the z- and R-directions in three representative runs.

Figure A1. Density distribution in run Jt2 at $t = t_{\text{end}} = 100$ Myr when the jet injection just ends. The low-density ejecta bubble is in the braking phase. Weak compression fronts appearing like ripples can be clearly seen between the ejecta bubble and the forward shock.
Figure A2. Same as Figure 7, but showing the results of six additional runs.
Figure A3. Temporal evolution of profiles of gas pressure (top), density (middle), and the $z$-component velocity $v_z$ (bottom) along the $z$-direction at $R = 0.5$ kpc in three representative runs: run J (left), Jt1 (middle), and Jt1f2 (right). The dashed lines in the bottom panels refer to gas inflows with negative values of $v_z$. 
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Figure A4. Temporal evolution of profiles of gas pressure (top), density (middle), and the R-component velocity \( v_R \) (bottom) along the \( R \)-direction at \( z = 1 \) kpc in three representative runs: \( \text{run J} \) (left), \( \text{Jt1} \) (middle), and \( \text{Jt1f2} \) (right). The dashed lines in the bottom panels refer to gas inflows with negative values of \( v_R \). In the bottom middle and bottom right panels, the lines corresponding to \( t = 30 \) and 100 Myr are omitted to avoid line crowding.
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