The nonlinear magnetic induction equation with Hall effect can be used to model magnetic fields, e.g. in astrophysical plasma environments. In order to give reliable results, numerical simulations should be carried out using effective and efficient schemes. Thus, high-order stable schemes are investigated here.

Following the approach provided recently by Nordström (J Sci Comput 71.1, pp. 365–385, 2017), an energy analysis for both the linear and the nonlinear induction equation including boundary conditions is performed at first. Novel outflow boundary conditions for the Hall induction equation are proposed, resulting in an energy estimate. Based on an energy analysis of the initial boundary value problem at the continuous level, semidiscretisations using summation by parts (SBP) operators and simultaneous approximation terms are created. Mimicking estimates at the continuous level, several energy stable schemes are obtained in this way and compared in numerical experiments. Moreover, stabilisation techniques correcting errors in the numerical divergence of the magnetic field via projection methods are studied from an energetic point of view in the SBP framework. In particular, the treatment of boundaries is investigated and a new approach with some improved properties is proposed.

1. Introduction

Numerical plasma simulations have many applications not only in space physics, but also in engineering. In recent years increasingly powerful computers have caused a quick adoption of different numerical models to simulate the interaction of the solar wind with different celestial objects [31, 38], space weather [85], and the performance of plasma engines [5, 53]. While advances in computational power and available memory have allowed for increasingly accurate physical models with higher spatial and temporal accuracy, the numerical methods used to solve the underlying equations have started to become a limiting factor. In the past numerical instabilities and other artefacts were commonly small compared to the errors introduced by insufficient physical modelling, but with increased model quality and accuracy, shortcomings in the numerical methods became noticeable.

This article is concerned with the numerical treatment of one of the primary equations behind all numeric plasma models: the magnetic induction equation. It is widely used in different
models, except some completely kinetic approaches, and is usually written in non-dimensional form as

$$\partial_t B = \nabla \times (u \times B) - \nabla \times \left( \frac{\nabla \times B}{\varrho} \times B \right),$$

(1)

where $B$ is the magnetic field, $u$ the particle velocity, $\varrho$ the particle charge density, and $\nabla \times B$ the curl of $B$. If not mentioned otherwise, all functions depend on time $t \in (0, T)$ and space $x = (x_1, x_2, x_3) \in \Omega \subseteq \mathbb{R}^3$. The first term on the right hand side of (1) is often called transport term and the second one is the Hall term. In general, the induction equation (1) is supplemented with the divergence constraint $\text{div} B = 0$ on the magnetic field. Of course, suitable initial and boundary conditions have to be given.

The induction equation (1) can be used as part of larger physical models, in particular magnetohydrodynamics (MHD). Then, there are additional equations determining the particle charge density and velocity. Considering the induction equation (1) as a model on its own, the quantities $u$ and $\varrho$ are given data. While the Hall term on the right hand side of (1) can be dropped for some applications, many MHD models require it to accurately describe processes such as the evolution of the protostellar disk [17, 75] or the comet solar wind interaction [31]. Other terms may also be added to extend the model and describe additional physical processes governed primarily by resistive or electron inertia effects. Using $\text{div}(\nabla \times \cdot) = 0$, the divergence constraint $\text{div} B = 0$ will be automatically fulfilled if the initial condition $B^0$ satisfies it, all functions are sufficiently smooth, and boundaries are ignored.

The magnetic induction equation (1) has been considered in different forms in the literature. In [22, 23, 40, 50], only the transport term has been considered. A linear resistive term has been added in [39]. Another variant of the induction equation with Hall effect without discussion of boundary conditions has been investigated in [12].

The fundamental technique used in this article is the energy method, cf. [28, chapters 8 and 11]. Physically, it can be motivated as follows. The magnetic energy is proportional to $|B|^2$ and fulfills a secondary balance law that can be determined using the induction equation (1), since $\partial_t |B|^2 = 2B \cdot \partial_t B$ for sufficiently smooth solutions. Boundary conditions have to be given such that the magnetic energy remains bounded and can be estimated by given initial and boundary data. This behaviour should hold for both the partial differential equation (PDE) at the continuous level and the discrete variant.

Following the approach of Nordström [54], in order to know what should be mimicked by the discretisation, the initial boundary value problem (IBVP) will be investigated at first at the continuous level. Results obtained there are also useful on their own and can be applied to different discretisations, not only the ones considered in this article. Boundary conditions will be imposed both strongly (i.e. by enforcing given boundary values exactly) and weakly (i.e. by adding an appropriate penalty term to the PDE).

In order to mimic estimates obtained from the energy method semidiscretely, summation by parts (SBP) derivative operators will be used [44, 79]. The weak imposition of boundary conditions is mimicked via simultaneous approximation terms (SATs) [8, 9]. Further information can be found in the review articles [19, 82] and references cited therein. One method to obtain energy estimates for problems with varying coefficients or nonlinear ones is the application of certain splittings. Such techniques have been used successfully in the literature, cf. [25, 37, 41, 51, 55, 62, 67, 71, 74, 76–78, 91, 93].

Although SBP operators have been developed in the context of finite difference (FD) methods and this setting will be used here, they can also be found in various other frameworks including finite volume (FV) [57, 58], discontinuous Galerkin (DG) [18, 24], and the recent flux reconstruction/correction procedure via reconstruction schemes [33, 34, 72]. Thus, basic results about energy estimates and boundary conditions obtained here can also be applied to these schemes.

This article is structured as follows. At first, the linear magnetic induction equation using only the transport term is investigated in section 2. After the derivation of energy estimates and admissible boundary conditions, the concept of SBP operators is briefly reviewed and applied to obtain stable semidiscretisations. Afterwards, the nonlinear induction equation with Hall effect
2. Linear Magnetic Induction Equation

This section is focused on the transport term of the magnetic induction equation (1). Thus, the linear equation

$$\partial_t B = \nabla \times (u \times B)$$  \hspace{1cm} (2)

with divergence constraint \( \text{div} \, B = 0 \) and suitable initial and boundary conditions will be investigated. Therefore, the PDE will be rewritten using the divergence constraint such that the energy rate can be calculated via

$$\frac{d}{dt} \left| \frac{B}{|B|^2} \right| = \frac{d}{dt} \int_\Omega |B|^2 = 2 \int_\Omega B \cdot \partial_t B$$  \hspace{1cm} (3)

and inserting the PDE, leading to admissible boundary conditions. Implementing these in a weak form yields an energy estimate involving given initial and boundary data. Finally, using summation by parts operators, a semidiscretisation mimicking these properties will be constructed.

2.1. Continuous Setting

The \( i \)-th component of the transport term \( \nabla \times (u \times B) \) can be written using the totally antisymmetric Levi-Civita symbol \( \varepsilon_{ijk} \) as

$$\left[ \nabla \times (u \times B) \right]_i = \varepsilon_{ijk} \partial_j (\varepsilon_{klm} u_l B_m) = \partial_j (u_i B_j - u_j B_i),$$  \hspace{1cm} (4)

where summation over repeated indices is implied. In order to obtain an energy estimate, the product rule can be used to rewrite the transport term as

$$\partial_j (u_i B_j - u_j B_i) = u_i \partial_j B_j + B_j \partial_j u_i - \frac{1}{2} B_i \partial_j u_j - \frac{1}{2} B_j \partial_i u_j - \frac{1}{2} \partial_j (u_i B_i).$$  \hspace{1cm} (5)

If \( \text{div} \, B = 0 \), the first term \((i)\) on the right hand side vanishes. Dropping it can in general be interpreted as adding \(-u \text{ div} \, B\) to the right hand side of the magnetic induction equation (2), as studied in [27, 64, 65] for the MHD equations. Investigations in the context of numerical schemes for the induction equation can be found in [22, 40, 50]. Without dropping the term \((i)\), the system is not symmetric. Moreover, it cannot be symmetrised, and the energy method cannot be applied, cf. [50] for the two-dimensional case.

The terms \((ii)\) of (5) contain no derivatives of the magnetic field and can be interpreted as source terms describing the influence of the particles on the magnetic field. The remaining terms \((iii)\) contain derivatives of \( B \). Multiplying by the magnetic field and integrating over a volume \( \Omega \) such that the divergence theorem can be used yields

$$\int_\Omega B \cdot \partial_t B = \int_\Omega \left( B_i \partial_j B_j - \frac{1}{2} B_i \partial_j B_j - \frac{1}{2} B_i \partial_j (u_j B_i) \right),$$  \hspace{1cm} (6)

where \( \nu = (\nu_j) \) is the outward unit normal at \( \partial \Omega \). This proves...
Lemma 2.1. If the linear induction equation (2) is written in the form

$$\partial_i B_i = B_j \partial_j u_i - \frac{1}{2} B_i \partial_j u_j - \frac{1}{2} u_j \partial_j B_i - \frac{1}{2} \partial_j (u_j B_i),$$

(7)

the energy rate can be obtained using only integration by parts via

$$\int_{\Omega} B \cdot \partial_t B = \int_{\Omega} \left( B_i B_j \partial_j u_i - \frac{1}{2} B_i \partial_j u_j - \frac{1}{2} u_j \partial_j B_i - \frac{1}{2} \partial_j (u_j B_i) \right) - \int_{\partial \Omega} \frac{1}{2} B_i B_i u_j v_j.$$

(8)

Following classical arguments for linear PDEs, boundary conditions should be given such that an energy estimate can be obtained, cf. [54]. Concentrating on the surface term in (8), an energy growth can only occur if $u_i v_j = u \cdot v < 0$. Since $v$ is the outward normal and $u$ the particle velocity, this corresponds exactly to the case of an inflow, in accordance with physical intuition and the frozen in theorem [1]. Thus, the initial boundary value problem for the induction equation (7) becomes

$$\partial_t B_i = B_j \partial_j u_i - \frac{1}{2} B_i \partial_j u_j - \frac{1}{2} u_j \partial_j B_i - \frac{1}{2} \partial_j (u_j B_i), \quad \text{in} \ (0, T) \times \Omega,$n

(9)

where $B^0$ and $B^b$ are given initial and boundary data. Using these supplementary conditions, the magnetic energy can be estimated as follows.

Lemma 2.2. A sufficiently smooth solution $B$ of the linear induction equation (9) fulfills

$$\frac{d}{dt} \|B(t)\|_{L^2(\Omega)}^2 = 2 \int_{\Omega} B \cdot \partial_t B \leq 9 \|\nabla u(t)\|_{L^\infty(\Omega)} \|B(t)\|_{L^2(\Omega)}^2 + \|u(t)\|_{L^\infty(\partial \Omega)} \|B^b(t)\|_{L^2(\partial \Omega)}^2 \leq$$

(10)

and

$$\|B(t)\|_{L^2(\Omega)}^2 \leq \exp \left( 9 \|\nabla u\|_{L^\infty(\Omega)} t \right) \left( \|B^0\|_{L^2(\Omega)}^2 + \int_0^t \|u(t)\|_{L^\infty(\partial \Omega)} \|B^b(t)\|_{L^2(\partial \Omega)}^2 \ dt \right).$$

(11)

Proof. If the particle velocity $u$ and its partial derivatives are bounded, the energy rate can be estimated using (8) via

$$\int_{\Omega} B \cdot \partial_t B = \int_{\Omega} \left( B_i B_j \partial_j u_i - \frac{1}{2} B_i \partial_j u_j - \frac{1}{2} u_j \partial_j B_i - \frac{1}{2} \partial_j (u_j B_i) \right) - \int_{\partial \Omega} \frac{1}{2} B_i B_i u_j v_j \leq$$

(12)

$$\leq \|\nabla u(t)\|_{L^\infty(\Omega)} \sum_{i,j} \int_{\Omega} |B_i| |B_j| \leq 3 \|\nabla u(t)\|_{L^\infty(\Omega)} \int_{\Omega} |B|^2 + \frac{1}{2} \|u(t)\|_{L^\infty(\partial \Omega)} \int_{\partial \Omega} |B^b|^2.$$

For this estimate, the boundary $\partial \Omega$ has been divided into two parts: the inflow part $\partial \Omega_{\text{in}}$ (where $u \cdot v < 0$) and the outflow part $\partial \Omega_{\text{out}}$ (where $u \cdot v \geq 0$). On $\partial \Omega_{\text{in}}$, the boundary condition $B = B^b$ has been inserted. The integral over $\partial \Omega_{\text{out}}$ is non-positive, since $B_i B_i u_j v_j = |B|^2 u \cdot v \geq 0$ there.

The infinity norm is $\|\nabla u(t)\|_{L^\infty(\Omega)} = \max_{i,j} \|\partial_j u_i(t)\|_{L^\infty(\Omega)}$. Using

$$\sum_{i,j} \int_{\Omega} |B_i| |B_j| \leq \sum_{i,j} \int_{\Omega} \frac{1}{2} \left( |B_i|^2 + |B_j|^2 \right) = 3 \|B\|_{L^2(\Omega)}^2$$

(13)

yields

$$\int_{\Omega} B \cdot \partial_t B \leq 9 \|\nabla u(t)\|_{L^\infty(\Omega)} \|B(t)\|_{L^2(\Omega)}^2 + \frac{1}{2} \|u(t)\|_{L^\infty(\partial \Omega)} \|B^b(t)\|_{L^2(\partial \Omega)}^2.$$

(14)

Abbreviating $\|\nabla u\|_{\infty} = \max_{i,j} \|\partial_j u_i\|_{L^\infty((0, T) \times \Omega)}$, the energy estimate (11) follows due to Grönwall’s inequality.
Instead of the strong implementation of the boundary conditions as in (9), the boundary conditions can also be implemented in a weak form. Since this form is related directly to semidiscretisations using SBP operators and SATs, it will be used in the following. Therefore, a lifting operator $L$ is used. Similar to a Dirac measure concentrated on the boundary $\partial \Omega$, it fulfils

$$\int_{\Omega} u \cdot L(\psi) = \int_{\partial \Omega} \varphi \cdot \psi$$

for smooth (and possibly vector valued) functions $\varphi, \psi$, cf. [2, 54, 90]. In the semidiscrète setting, such a lifting operator is mainly given by a multiplication by the inverse grid size as described in the following subsection. Imposing the boundary data $B^b$ weakly yields the IBVP

$$\partial_t B_i = B_j \partial_j u_i - \frac{1}{2} B_i \partial_j u_j - \frac{1}{2} u_j \partial_j B_i - \frac{1}{2} \partial_j (u_i B_i) + L(\mathbbm{1}_{\{u \cdot \nu < 0\}}(u \cdot \nu)(B_i - B_i^b)),$$

$$B(0, x) = B^0(x), \quad x \in \Omega,$$

where $\mathbbm{1}_{\{u \cdot \nu < 0\}}$ is one where $u \cdot \nu < 0$ and zero elsewhere. Similar to the strong form of the boundary conditions, this yields

**Lemma 2.3.** A sufficiently smooth solution $B$ of the linear induction equation (16) with weak implementation of the boundary condition satisfies the energy estimate for the strong implementation given in Lemma 2.2. If the boundary condition is not fulfilled exactly, there is an additional dissipative term.

**Proof.** As in the proof of Lemma 2.2, the energy rate can be estimated using (8) via

$$\int_{\Omega} B \cdot \partial_t B = \int_{\Omega} \left(B_i B_j \partial_j u_i - \frac{1}{2} B_i B_i \partial_j u_j \right) - \int_{\partial \Omega} \frac{1}{2} B_i B_j u_j \nu_j + \int_{\Omega} B_i L(\mathbbm{1}_{\{u \cdot \nu < 0\}} u_j \nu_j (B_i - B_i^b)).$$

(17)

Only the last term on the right hand side is new and can be rewritten as

$$\int_{\Omega} B_i L(\mathbbm{1}_{\{u \cdot \nu < 0\}} u_j \nu_j (B_i - B_i^b))) = \int_{\partial \Omega} \mathbbm{1}_{\{u \cdot \nu < 0\}} u_j \nu_j (B_i - B_i^b).$$

(18)

Thus, the surface terms are

$$- \int_{\partial \Omega} \left(\frac{1}{2} B_i B_j u_j \nu_j - \mathbbm{1}_{\{u \cdot \nu < 0\}} u_j \nu_j (B_i - B_i^b) \right) \leq \int_{\partial \Omega} u_j \nu_j \left(\frac{1}{2} B_i B_i - \mathbbm{1}_{\{u \cdot \nu < 0\}} (B_i - B_i^b) B_i \right).$$

(19)

The integrand is the same as for the strong implementation of the boundary conditions where $u \cdot \nu \geq 0$, i.e. $-u_j \nu_j (B_i - B_i^b) \leq 0$. Elsewhere, the integrand is

$$-u_j \nu_j \left(\frac{1}{2} B_i B_i - (B_i - B_i^b) \right) = - \frac{1}{2} u_j \nu_j B_i^b B_i^b + \frac{1}{2} u_j \nu_j (B_i - B_i^b)(B_i - B_i^b) \leq - \frac{1}{2} u_j \nu_j B_i^b B_i^b.$$ (20)

Hence, an additional dissipative term

$$- \int_{\partial \Omega} \mathbbm{1}_{\{u \cdot \nu < 0\}} u_j \nu_j B_i - B_i^b)(B_i - B_i^b) \leq 0$$

appears in the estimate of the energy rate $\frac{d}{dt} \|B(t)\|^2_{L^2(\Omega)}$ compared to the strong form of the boundary condition.

\[\square\]

**2.2. Summation by Parts Operators**

Using the formulation (16) of the magnetic induction equation with weak implementation of the boundary condition, the estimates of the energy rate (10) and of the energy (11) have been obtained using only integration by parts and properties of the lifting operator $L$. Thus, these have to be mimicked discretely in order to obtain similar estimates at the semidiscrète
level. Summation by parts operators and simultaneous approximation terms are these discrete analogues.

Before presenting a semidiscretisation of (16), the concept of SBP operators will be described briefly. Since finite difference methods on Cartesian grids will be used in the following, the one dimensional setting is described at first.

The given domain $\Omega = [x_L, x_R]$ is discretised as a uniform grid with nodes $x_L = x_1 < x_2 < \cdots < x_N = x_R$. A function $u$ is represented discretely as a vector $(u^{(a)})_a$, where the components are the values at the grid nodes, i.e. $u^{(a)} = u(x_a)$. Nonlinear operations are performed componentwise. Thus, the product of two functions $u$ and $v$ is represented by the Hadamard product of the corresponding vectors, i.e. $(uv)^{(a)} = u^{(a)}v^{(a)}$. By a slight abuse of notation, $u$ may represent the vector of coefficients or the diagonal multiplication matrix $\text{diag}(u)$, performing this multiplication of discretised functions.

Since summation by parts should mimic integration by parts, derivatives and integrals have to be discretised. Therefore, the derivative operator is represented by a matrix $D$, i.e. $Du \approx \partial_x u$. The integral over $\Omega$ is interpreted as the $L^2$ scalar product and represented by a symmetric and positive definite norm/mass matrix $M$, i.e.

$$u^T M v = \langle u, v \rangle_M \equiv \langle u, v \rangle_{L^2(\Omega)} = \int_{\Omega} u \cdot v. \quad (22)$$

Since boundary nodes are included, integration with respect to the outer unit normal $\nu$ at $\partial \Omega$ as in the divergence theorem is given by the difference of boundary values. This bilinear form is represented by the matrix $E = \text{diag}(-1, 0, \ldots, 0, 1)$. Together, these operators mimic integration by parts discretely via

$$\underbrace{u^T M v + u^T D^T M v}_{\Omega} = \underbrace{u^T E v}_{\Omega},$$

$$\int_{x_L}^{x_R} u (\partial_x v) + \int_{x_L}^{x_R} (\partial_x u) v = u \nu \big|_{x_L}^{x_R}$$

if the SBP property

$$MD + D^T M = E \quad (24)$$

is fulfilled. Finally, the discrete version of the lifting operator $L$ is $M^{-1}|E|$, since

$$\int_{\Omega} u \cdot L(v) \approx u^T M \left( M^{-1}|E| \right) v = u^T |E| v = (u^{(N)} \cdot v^{(N)} + u^{(1)} \cdot v^{(1)}) \approx \int_{\partial \Omega} u \cdot v. \quad (25)$$

Here, only diagonal norm SBP operators are considered, i.e. those SBP operators with diagonal mass matrices $M$. In this case, discrete integrals are evaluated using the quadrature provided by the weights of the diagonal mass matrix. For classical diagonal norm SBP operators, the order of accuracy is $2p$ in the interior and $p$ at the boundaries, allowing a global convergence order of $p + 1$ for hyperbolic problems [80, 81]. Here, SBP operators will be referred to by their interior order of accuracy $2p$.

**Example 2.4.** The classical second order accurate SBP operators are

$$D = \frac{1}{2\Delta x} \begin{pmatrix} -2 & 2 & \cdots & \cdots \\ -1 & 0 & 1 \\ \cdot & \cdot & \cdot \\ -1 & 0 & 1 \\ -2 & 2 \end{pmatrix}, \quad M = \Delta x \begin{pmatrix} 1 & \frac{1}{2} \\ \cdot & \cdot \\ \cdot & \cdot \\ \cdot & \cdot \\ 1 & \frac{1}{2} \end{pmatrix}, \quad (26)$$

where $\Delta x$ is the grid spacing. Thus, the first derivative is given by the standard second order central derivative in the interior and by one sided derivative approximations at the boundaries.

---

1The name “mass matrix” is common for finite element methods such as discontinuous Galerkin methods, while “norm matrix” is more common in the finite difference community. Here, both names will be used equivalently.
In multiple space dimensions, tensor product operators will be used, i.e. the one-dimensional SBP operators are applied accordingly in each dimension. Thus, they are of the form

\[ D_1 = D_x \otimes I_y \otimes I_z, \quad D_2 = I_x \otimes D_y \otimes I_z, \quad D_3 = I_x \otimes I_y \otimes D_z, \]

where \( I_{x,y,z} \) are identity matrices and \( D_{x,y,z} \) are one-dimensional SBP derivative operators in the corresponding coordinate directions. The boundary operators are

\[ E_1 = E_x \otimes M_y \otimes M_z, \quad E_2 = M_x \otimes E_y \otimes M_z, \quad E_3 = M_x \otimes M_y \otimes E_z. \]

They fulfill \( u^T E_i v = \int_{\partial \Omega} u \cdot v \, v_i \). Sometimes, the boundary integral operator

\[ E = |E_1| + |E_2| + |E_3| \]

will be used. Finally, the mass matrix is \( M = M_x \otimes M_y \otimes M_z \).

**Remark 2.5.** The standard tensor product discretisations of the divergence and curl operators given above satisfy \( \text{div} \, \text{curl} = 0 \), since the discrete derivative operators commute, i.e. \( D_j D_i = D_i D_j \). However, the imposition of boundary conditions has to be taken into account. Thus, the discrete divergence of the magnetic field will not remain zero, even if the initial data are discretely divergence free. Hence, even the direct discretisation of the conservative form of \( \nabla \times (u \times B) \) without source term will not result in discretely divergence free magnetic fields. Thus, the divergence constraint will be considered in more detail in section 4.

### 2.3. Semidiscrete Setting

Replacing derivatives \( \partial_t \) by SBP operators \( D_j \) and the lifting operator of terms multiplied by \( v_j \) by \( M^{-1} E_j \) results in the following semidiscretisation of the linear induction equation (16) with weak implementation of the boundary conditions.

\[
\partial_t B_i = B_j D_j u_i - \frac{1}{2} B_i D_j u_j - \frac{1}{2} u_j D_j B_i - \frac{1}{2} D_j (u_j B_i) + M^{-1} E_j (1_{\{u \cdot v < 0\}} u_j (B_i - B_i^b)), \quad \text{for } t \in (0, T),
\]

\[ B(0) = B^0. \]

**Remark 2.6.** The surface term in (30) can also be written using numerical fluxes as in finite volume and discontinuous Galerkin methods. Indeed,

\[ 1_{\{u \cdot v < 0\}} u_j (B_i - B_i^b) = u_j B_i - u_j B_i^{\text{num}}, \]

where \( B_i^{\text{num}} \) is the upwind numerical flux, i.e. \( B_i^{\text{num}} = B^b \) where \( u \cdot v < 0 \) and \( B_i^{\text{num}} = B \) elsewhere.

The semidiscrete energy rate can be obtained analogously to the one in the continuous setting. Indeed, the calculations leading to Lemma 2.1 are mimicked as follows. The semidiscrete energy rate is

\[
\frac{d}{dt} \| B \|_M^2 = 2 B_i^T M \partial_t B_i = 2 B_i^T MB_j D_j u_i - B_i^T MB_i D_j u_j - B_i^T Mu_j D_j B_i - B_i^T MD_j (u_j B_i) + 2 B_i^T E_j (1_{\{u \cdot v < 0\}} u_j (B_i - B_i^b)).
\]

Since multiplication is performed componentwise and the mass matrix is diagonal,

\[ B_i^T MB_j D_j u_i = B_i^T B_j^T MD_j u_i, \]

where \( B_j = B_j^T \) is the diagonal multiplication matrix containing the coefficients of \( B_j \) on the diagonal. Thus, using the SBP property (24),

\[
\frac{d}{dt} \| B \|_M^2 = 2 B_i^T MB_j D_j u_i - B_i^T MB_i D_j u_j - B_i^T Mu_j D_j B_i - B_i^T E_j (u_j B_i) + B_i^T D_j^T M (u_j B_i) + 2 B_i^T E_j (1_{\{u \cdot v < 0\}} u_j (B_i - B_i^b)).
\]
Since $B_i^T M u_j D_j B_i = B_i^T D_j^T M(u_j B_i)$, this can be rewritten as

$$\frac{d}{dt} \|B\|^2_M = 2B_i^T M B_j D_j u_i - B_i^T M B_j D_j u_j - B_i^T E_j(u_j B_i) + 2B_i^T E_j(\mathbb{1}_{(u,\nu<0)} u_j (B_i - B_i^b)).$$

(35)

The first two terms on the right hand side mimic the volume terms $\int_{\Omega} (2B_i B_j \partial_i u_i - B_i B_j \partial_j u_j)$ as in (8) and the other two terms mimic the surface terms appearing for the weak implementation of the boundary condition. Thus, an analogous estimate can be obtained. Indeed, rewriting the surface term as in the proof of Lemma 2.3,

$$\frac{d}{dt} \|B\|^2_M \leq 2\|Du(t)\|_{\ell^\infty} \sum_{i,j} |B_i| T |M| |B_j| + 3\|Du(t)\|_{\ell^\infty} |B_i| T |M| |B_j| + \|u(t)\|_{\ell^\infty} |B_i|^T E |B_i|^T.$$

(36)

Here, the absolute value $|B_i|$ should be considered componentwise and the discrete $\ell^\infty$ norm is $\|Du(t)\|_{\ell^\infty} = \max_i \|D_j u_i\|_{\ell^\infty}$. Proceeding as in the proof of Lemma 2.3 results in

**Lemma 2.7.** A sufficiently smooth solution $B$ of the semidiscrete linear induction equation (30) satisfies

$$\frac{d}{dt} \|B(t)\|^2_M \leq 9 \|Du(t)\|_{\ell^\infty} \|B(t)\|^2_M + \|u(t)\|_{\ell^\infty} \|B^b(t)\|^2_E.$$

(37)

and

$$\|B(t)\|^2_M \leq \exp(9 \|Du\|_{\ell^\infty} t) \left( \|B^0\|^2_M + \int_0^t \|u(t)\|_{\ell^\infty} \|B^b(t)\|^2_E \, dt \right).$$

(38)

**Thus, this semidiscretisation is energy stable.**

**Remark 2.8.** If multiple blocks/elements $\Omega^i$ are used to discretise the total domain $\Omega$, these blocks have to be coupled. This coupling can be done via surface terms, analogously to the weak imposition of boundary conditions. Suppose that the particle velocity $u$ is discretised as a continuous function across the boundaries, which seems to be quite natural if $u$ is given, e.g. in a hybrid model. Then, the discrete values of $u \cdot \nu$ at a point on the boundary between two blocks $\Omega^i, \Omega^j$ satisfy $u^i \cdot \nu^i = -u^j \cdot \nu^j$, since $u^i = u^j$ and $\nu^i = -\nu^j$ because of opposite outward unit normals. Thus, a boundary condition has to be specified at one of the two blocks (if $u \neq 0$) or none of them (if $u = 0$). Setting the desired boundary value $B^b$ to the value of $B$ from the other block corresponds to the application of the upwind numerical flux as in finite volume or discontinuous Galerkin methods. This coupling of multiple blocks is energy stable if conforming block interfaces (i.e. matching nodes) are used. Although central fluxes could be used as well to give an energy estimate, the application of upwind numerical fluxes yields additional stabilisation and improved properties concerning e.g. the numerical error, cf. [42, 56, 61].

### 2.4. Different Formulations and Implementation

Discretising the split form $\frac{1}{2} (B_i \partial_i u_j + u_j \partial_i B_i + \partial_j (u_j B_i))$ instead of the conservative form $\partial_j (u_j B_i)$ might seem to be computationally expensive at first. However, the loops appearing in the (block-banded) matrix vector multiplication can be fused, resulting in less additional cost.

Another drawback that might be attributed to a split form discretisation concerns weak solutions. If discontinuities appear in the solution, e.g. due to nonlinearities if the MHD equations are discretised by an operator splitting approach or the particle velocity is obtained via a particle simulation in a hybrid model, the discretisation should be conservative in the light of the classical Lax-Wendroff theorem [45]. However, split form discretisations such as $\frac{1}{2} (B_i D_j u_j + u_j D_j B_i + D_j (u_j B_i))$ can be written in a conservative way if classical central differences are used in periodic domains or diagonal norm SBP operators are used in bounded domains, cf. [16, 20, 21, 26, 63].

**Example 2.9.** Consider the split-form discretisation $-\frac{1}{2} (B_i D_j u_j + u_j D_j B_i + D_j (u_j B_i))$ using the second order SBP operator from Example 2.4 in the interior. Using upper indices to indicate
the grid nodes, the derivative in \( x_1 \) direction is

\[
- \frac{1}{2} b_{i}^{(a,b,c)} \frac{u_{i}^{(a+1,b,c)} - u_{i}^{(a-1,b,c)}}{2 \Delta x_1} - \frac{1}{2} u_{i}^{(a,b,c)} \frac{B_{i}^{(a+1,b,c)} - B_{i}^{(a-1,b,c)}}{2 \Delta x_1} = - \frac{1}{\Delta x_1} \left( \frac{u_{i}^{(a,b,c)} + u_{i}^{(a+1,b,c)}}{4} \left( B_{i}^{(a,b,c)} + B_{i}^{(a+1,b,c)} \right) + B_{i}^{(a,b,c)} + B_{i}^{(a-1,b,c)} \right).
\]

(39)

This discretisation is conservative with numerical flux

\[
f_{m,k}^{\text{num},1} = \frac{1}{4} \left( u_{i}^{(m)} + u_{i}^{(k)} \right) \left( B_{i}^{(m)} + B_{i}^{(k)} \right),
\]

(40)

where \( m, k \) represent the Cartesian indices \((a, b, c), (a \pm 1, b, c)\). The direct discretisation \(-D_{j}(u_{i}B_{j})\) of the conservative form can be written similarly as

\[
- \frac{(u_{t}B_{j})^{(a+1,b,c)} - (u_{t}B_{j})^{(a-1,b,c)}}{2 \Delta x_1} = - \frac{1}{\Delta x_1} \left( \frac{u_{i}^{(a,b,c)} B_{i}^{(a,b,c)} + u_{i}^{(a+1,b,c)} B_{i}^{(a+1,b,c)}}{2} - \frac{u_{i}^{(a,b,c)} B_{i}^{(a,b,c)} + u_{i}^{(a-1,b,c)} B_{i}^{(a-1,b,c)}}{2} \right). \quad (41)
\]

The boundary terms can be handled similarly. Thus, both discretisations are conservative.

Using symmetric numerical fluxes, high-order conservative semidiscretisations can be obtained for conservation laws, cf. [11, 20, 66]. For the discretisations considered here, the arithmetic mean value

\[
\{v\}_{m,k} = \frac{v^{(m)} + v^{(k)}}{2}
\]

(42)

suffices to obtain the central form \( D(vw) \) (via \( \{vw\} \)), the split form \( \frac{1}{2}(v Dw + w Dv + D(vw)) \) (via \( \{v\} \{w\} \)), and the product form \( v Dw + w Dv \) (via \( 2 \{v\} \{w\} - \{vw\} \)).

If a source term such as \(-u \text{div} B\) is added to the induction equation as in (7), symmetric numerical fluxes do not suffice anymore to represent the semidiscretisations. Then, extended numerical fluxes containing non-symmetric terms can be used to describe the semidiscretisations in a unified way, cf. [69], [4, Section 4], and references cited therein. Therefore, not only the mean value but also the jump

\[
\{v\}_{m,k} = v_{k} - v_{m}
\]

(43)

will be used.

The general form of the semidiscretisations considered here is

\[
\partial_{t} B_{i}^{(m)} = \text{VOL}_{i}^{(m)} + \text{SURF}_{i}^{(m)},
\]

(44)

where \( \text{VOL}_{i}^{(m)} \) is a discretisation of the volume term, i.e. an approximation of \( \partial_{t}(u_{i}B_{j} - u_{j}B_{i}) \), and \( \text{SURF}_{i}^{(m)} \) is a surface term, i.e. the SAT in (30) that is nonzero only at the boundary nodes,

\[
\text{SURF} = M^{-1} E_{j} (1_{\{u_{j} < 0\}} u_{j}(B - B_{j})).
\]

(45)

**Remark 2.10.** The classical second order SBP operator (26) has a special form only directly at the boundary nodes. Higher order SBP operators use more nodes near the boundary with modified stencil. Nevertheless, the surface term \( \text{SURF} \) is nontrivial only directly at the boundaries.

The general form of the volume term is

\[
\text{VOL}^{(m)} = \sum_{j=1}^{3} \sum_{k} 2(D_{j})_{m,k} \phi_{m,k}^{\text{ext},j},
\]

(46)
where \( f_{m,k}^{\text{ext},j} \) is an extended numerical flux in space direction \( j \). The discretisation \( B_j D_j u - \frac{1}{2} B D_j u_j - \frac{1}{2} u_j D_j B - \frac{1}{2} D_j (u_j B) \) of (30) is obtained by choosing

\[
\begin{align*}
  f_{m,k}^{\text{ext},j} &= 2 \left\langle B_j \right\rangle_{m,k} \left\langle u \right\rangle_{m,k} - \left\langle B_j u \right\rangle_{m,k} - \frac{1}{2} u^{(m)} \left\langle B_j \right\rangle_{m,k} - \left\langle u \right\rangle_{m,k} \left\langle B \right\rangle_{m,k}.
\end{align*}
\]

(47)

The first two terms generate the nonconservative form \( B_j D_j u + u D_j B_j \), the third term generates the source term \(-u D_j B_j\), and the last term generates the split discretisation \(-\frac{1}{2} \left( B D_j u_j + u_j D_j B + D_j (u_j B) \right)\). Indeed,

\[
\begin{align*}
\text{VOL}^{(m)} &= \sum_{j=1}^{3} \sum_{k} 2 (D_j)_{m,k} f_{m,k}^{\text{ext},j} \\
&= \sum_{j=1}^{3} \sum_{k} (D_j)_{m,k} \left( B_j^{(m)} u^{(k)} + B_j^{(k)} u^{(m)} - B_j^{(m)} - B_j^{(k)} - \frac{1}{2} \left( u_j^{(m)} + u_j^{(k)} \right) \left( B_j^{(m)} + B_j^{(k)} \right) \right)
\end{align*}
\]

(48)

\[
\begin{align*}
&= \left[ B_j D_j u - \frac{1}{2} (B D_j u_j + u_j D_j B + D_j (u_j B)) \right]^{(m)},
\end{align*}
\]

where \( \sum_k (D_j)_{m,k} = 0 \) has been used, since \( D_j \) is a consistent approximation of the derivative. The same result can also be obtained by another choice of the extended numerical fluxes corresponding to \( \partial_j (B_j u) \) and \(-u \text{ div } B\). Indeed, both terms can be discretised as split forms via

\[
\begin{align*}
2 \left\langle B_j \right\rangle_{m,k} \left\langle u \right\rangle_{m,k} - \left\langle B_j u \right\rangle_{m,k} - \frac{1}{2} u^{(m)} \left\langle B_j \right\rangle_{m,k} = \left\langle B_j \right\rangle_{m,k} \left\langle u \right\rangle_{m,k} - \frac{1}{2} u^{(m)} \left\langle B_j \right\rangle_{m,k}.
\end{align*}
\]

(49)

Thus, there are some obvious possibilities to discretise the volume terms of the linear induction equation \( \partial_i B_i = \partial_j (u_i B_j - u_j B_j) \), possibly augmented with source term \(-u_i \text{ div } B\), listed in Table 1, Table 2, and Table 3. Besides the choice of adding a source term or not, the forms are equivalent at the continuous level for smooth functions due to the product rule. However, a discrete product rule is impossible for general high order discretisations, cf. [68].

**Remark 2.11.** In the current article, the split form (7) is used to motivate energy estimates and the consideration of different forms of the induction equation. Other applications of split forms can be found e.g. in [55, 62].

**Remark 2.12.** Several different split forms and source terms of the ideal MHD equations have been compared numerically in [78]. If present, the source term \(-u_i \text{ div } B\) has been discretised via the central extended flux. Different numerical fluxes have been used for the other terms.

**Remark 2.13.** Entropy conservative numerical fluxes for the ideal MHD equations can be found in [10, 77, 92]. They contain products of some averages but with additional terms compared to the split form fluxes for the induction equation.

**Remark 2.14.** Energy stability of semidiscretisations can be transferred to fully discrete schemes if implicit time integrators with the SBP property are used, cf. [3, 46, 59, 60]. In this article, explicit time integration schemes will be used, since they can be implemented efficiently and easily on modern HPC hardware such as GPUs. For linear problems with semibounded operators, such explicit schemes can also be shown to be energy stable, cf. [70, 83].

### 2.5. Energy Stability of Other Semidiscretisations

In [50], stable schemes for the linear magnetic induction equation (2) have been derived by applying the principle of frozen coefficients to the conservative form of \(-\partial_j (u_i B_j)\). Thus, the central flux has been used for \(-\partial_j (u_i B_j)\) and the discretisation of the other terms corresponds to the choice of the extended fluxes as in (49). In that article, the equivalence of strong stability
Then, discrete integration and multiplication commute. The key is the following result of [50, 25]:

\[ \forall \text{smooth function } u, \quad \text{energy estimates for the other forms is given in the following for diagonal mass matrices } M. \]

In order to make this article sufficiently self-contained, a brief description of the approach to energy estimates for the other forms is given in the following for diagonal mass matrices \( M \). Then, discrete integration and multiplication commute. The key is the following result of [50, section 2].

**Lemma 2.15.** For every discrete derivative operator \( D \) with diagonal mass matrix \( M \), there is a constant \( C > 0 \) such that for every smooth function \( v \) and any grid function \( w \)

\[ \| D(v w) - v D w \|_M \leq C \| \partial_x v \|_{L^\infty} \| w \|_M . \]  

Applying the energy method to the conservative form of \( \partial_x (u_i B_i) \) yields

\[ -2 B_i^T M D_j (u_i B_i) = -B_i^T E_j u_i B_i + B_i^T D_j^T M u_i B_i - B_j^T M D_j (u_i B_i). \]  

The surface term is the same as for the split form discretisation, cf. (35). The remaining volume terms satisfy

\[ \left| B_i^T D_j^T M u_j B_i - B_j^T M D_j (u_i B_i) \right| \leq \| B_i \|_M \| u_j D_j B_i - D_j (u_i B_i) \|_M \leq C \| \nabla u \|_{L^\infty} \| B \|_M^2 \]  

for some constant \( C \) due to Lemma 2.15. Thus, an energy estimate can be obtained. Similarly, applying the energy method to the product form discretisation of \( \partial_x (u_i B_i) \) yields

\[ -2 B_i^T M u_j D_j B_i - 2 B_i^T M B_i D_j u_j = -B_i^T E_j u_i B_i + B_i^T u_j^T D_j^T M B_i - B_j^T M u_j D_j B_i - 2 B_i^T M B_i D_j u_j . \]  

The surface term is again the same as for the split form discretisation and the remaining terms can be estimated using Lemma 2.15, since

\[ \left| B_i^T u_j^T D_j^T M B_i - B_i^T M u_j D_j B_i \right|_M \leq \| B_i \|_M \| D_j (u_i B_i) - u_j D_j B_i \|_M \leq C \| \nabla u \|_{L^\infty} \| B \|_M^2 \]  

### Table 1: Different discretisations of the term \( \partial_x (u_i B_i) \) in the linear induction equation (7).

| Form       | Discretisation | Extended Numerical Flux |
|------------|----------------|-------------------------|
| Central    | \( D_j (u_i B_i) \) | \( \left\{ u_i B_i \right\}_{m,k} = \frac{1}{2} \left( u_i^{(m)} B_i^{(m)} + u_i^{(k)} B_i^{(k)} \right) \) |
| Split      | \( \frac{1}{2} \left( D_j (u_i B_i) + u_i D_j B_i + B_j D_j u_i \right) \) | \( \left\{ u_i \right\}_{m,k} \left\{ B_j \right\}_{m,k} = \frac{1}{2} \left( u_i^{(m)} + u_i^{(k)} \right) \left( B_j^{(m)} + B_j^{(k)} \right) \) |
| Product    | \( u_i D_j B_i + B_j D_j u_i \) | \( 2 \left\{ u_i \right\}_{m,k} \left\{ B_j \right\}_{m,k} - \left\{ u_i B_i \right\}_{m,k} = \frac{1}{2} \left( u_i^{(m)} B_i^{(k)} + u_i^{(k)} B_i^{(m)} \right) \) |

### Table 2: Different discretisations of the source term \( -u_i \partial_x B_i \) for the linear induction equation (7).

| Form       | Discretisation | Extended Numerical Flux |
|------------|----------------|-------------------------|
| Zero       | 0              | 0                       |
| Central    | \( -u_i D_j B_i \) | \( -\frac{1}{2} u_i \left\{ B_j \right\}_{m,k} = -\frac{1}{2} u_i^{(m)} \left( B_j^{(k)} - B_j^{(m)} \right) \) |
| Split      | \( -\frac{1}{2} \left( D_j (u_i B_i) + u_i D_j B_i + B_j D_j u_i \right) \) | \( -\frac{1}{2} \left\{ u_i \right\}_{m,k} \left\{ B_j \right\}_{m,k} = -\frac{1}{2} \left( u_i^{(m)} + u_i^{(k)} \right) \left( B_j^{(k)} - B_j^{(m)} \right) \) |

### Table 3: Different discretisations of the term \( -\partial_x (u_i B_i) \) in the linear induction equation (7).

| Form       | Discretisation | Extended Numerical Flux |
|------------|----------------|-------------------------|
| Central    | \( -D_j (u_i B_i) \) | \( -\left\{ u_i B_i \right\}_{m,k} = -\frac{1}{2} \left( u_i^{(m)} B_i^{(m)} + u_i^{(k)} B_i^{(k)} \right) \) |
| Split      | \( -\frac{1}{2} \left( D_j (u_i B_i) + u_i D_j B_i + B_j D_j u_i \right) \) | \( -\frac{1}{2} \left\{ u_i \right\}_{m,k} \left\{ B_j \right\}_{m,k} = -\frac{1}{2} \left( u_i^{(m)} + u_i^{(k)} \right) \left( B_j^{(m)} + B_j^{(k)} \right) \) |
| Product    | \( -(u_i D_j B_i + B_j D_j u_i) \) | \( -2 \left\{ u_i \right\}_{m,k} \left\{ B_j \right\}_{m,k} + \left\{ u_i B_i \right\}_{m,k} = -\frac{1}{2} \left( u_i^{(m)} B_i^{(k)} + u_i^{(k)} B_i^{(m)} \right) \) |
and
\[ \left| -2B^T_iMB_jD_ju_j \right| \leq 6 \| Du \|_{\ell^\infty} \| B \|_M^2. \] (55)

Thus, an energy estimate can be obtained.

It is also possible to combine the central discretisation of the source term \(-u_i\partial_j B_j\) with other forms of \(\partial_j(u_iB_j)\). Indeed, applying the energy method to the source term and the central discretisation of \(\partial_j(u_iB_j)\) yields a volume term that can be estimated as
\[ \left| 2B^T_iMD_j(u_iB_j) - 2B^T_iMu_iD_jB_j \right| \leq 2\| B \|_M \| D_j(u_iB_j) - u_iD_jB_j \|_M \leq C \| \nabla u \|_{L^\infty} \| B \|_M^2 \] (56)
for some constant \(C\) due to Lemma 2.15. This can be compared to the corresponding upper bound \(6\| Du \|_{\ell^\infty} \| B \|_M^2\) appearing in the proof of Lemma 2.7. Similarly, applying the split form discretisation of \(\partial_j(u_iB_j)\) results in
\[ \left| B^T_i MD_j(u_iB_j) - B^T_i Mu_i D_j B_j - 2B^T_i M u_i D_j B_j \right| \leq C \| \nabla u \|_{L^\infty} \| B \|_M^2 + 3 \| Du \|_{\ell^\infty} \| B \|_M^2, \] (57)
for some \(C > 0\) due to Lemma 2.15 and an energy estimate can be obtained.

Finally, the split form discretisation of the source term can also be used to obtain an energy estimate. This is summed up in

**Proposition 2.16.** The semidiscretisations (44) of the linear induction equation (2) using the surface terms (45) as SATs and the volume terms (46), where the extended numerical fluxes are given by any combination of terms in Tables 1, 2, and 3 with non-zero source terms, lead to an energy estimate.

Although there are energy estimates for various types of schemes, the behaviour of the solutions and the numerical error can be different for fixed grids. Thus, this will be investigated in numerical experiments in section 5.

### 2.6. Bounds on the Divergence

Another motivation for adding the source term \(-u \text{ div } B\) to the linear induction equation (2) is given by the following well-known observation. Taking the divergence of the resulting PDE with source term yields
\[ \partial_t \text{ div } B = \text{ div}(\nabla \times (u \times B) - u \text{ div } B) = -\text{ div}(u \text{ div } B). \] (58)

Thus, the divergence of \(B\) satisfies a linear transport equation with velocity \(u\) and divergence errors can possibly be transported out of the domain.

However, boundary conditions are important for the preservation of the divergence constraint. While no detailed investigation will be conducted here, a simple example is given in the following. Based thereon, it might seem to be questionable to obtain bounds on the (discrete) divergence of \(B\) using only bounds on the velocity \(u\) and the magnetic field itself.

**Example 2.17.** Consider the velocity \(u(x, y, z) = (1, 0, 0)\) and the initial condition \(B^0 = 0\) in the domain \([0, \pi] \times [0, 1]^2\). Then, a boundary condition has to be specified exactly at the \(x = 0\) boundary. Choose the boundary data \(B^0_2(t) = \delta_{11} \sin(n t)\) for \(n \in \mathbb{N}\). The solution of the IBVP for the linear induction equation with source term, \(\partial_t B = \nabla \times (u \times B) - u \text{ div } B\), is given by
\[ B_2(t) \equiv 0 \equiv B_3, \quad B_1(t, x, y, z) = \begin{cases} 0, & x - t > 0, \\ \sin(n(t - x)), & \text{else}. \end{cases} \] (59)

For \(t > \pi\), the solution satisfies
\[ \| B(t) \|_{L^2(\Omega)}^2 = \int_0^\pi \sin(n(t - x))^2 \, dx = \frac{\pi}{2}. \] (60)
and
\[ \| \text{div} \, B(t) \|^2_{L^2(\Omega)} = \int_0^\pi (n \cos(n(t-x)))^2 \, dx = n^2 \frac{\pi}{2} \to \infty, \quad n \to \infty. \] (61)

Thus, there is a sequence of solutions with uniformly bounded norms and unbounded norms of the divergence, even if only the interior of \( \Omega \) is considered for the latter.

### 3. Nonlinear Magnetic Induction Equation

In this section, the nonlinear Hall magnetic induction equation
\[ \partial_t B = \nabla \times (u \times B) - \nabla \times \left( \frac{\nabla \times B}{\rho} \times B \right) \] (62)

with divergence constraint \( \text{div} \, B = 0 \) and suitable initial and boundary conditions will be investigated, following the same principle ideas as in the previous section. However, this problem is more complicated due to the nonlinear second derivatives. Using the results of section 2, a source term \(-u \, \text{div} \, B\) is added to the right hand side and a splitting is used. This yields
\[ \partial_t B = (B \cdot \nabla)u - \frac{1}{2} \left( B(\text{div} \, u) + (u \cdot \nabla)B + \text{div}(B \otimes u) \right) - \nabla \times \left( \frac{\nabla \times B}{\rho} \times B \right). \] (63)

The investigation in this section follows basically the outline given in [54, 59].

#### 3.1. Continuous Setting

Using the results section 2, the transport term can be handled similarly, i.e. the product rule can be used and a source term \(-u \, \text{div} \, B\) can be added to formulate the linear part in a way allowing to estimate the energy rate. Hence, the nonlinear term has to be considered next. For a sufficiently smooth solution, setting \( A := \frac{1}{\rho} (\nabla \times B) \times B \), the contribution of the Hall term to the energy rate can be calculated via
\[ - \int_{\Omega} B \cdot (\nabla \times A) = - \int_{\Omega} B_i \varepsilon_{ijk} \partial_j A_k = \int_{\partial \Omega} \varepsilon_{ijk} A_k \partial_j B_i - \int_{\partial \Omega} \varepsilon_{ijk} B_j \nu_j A_k \]
\[ = - \int_{\Omega} A \cdot (\nabla \times B) - \int_{\partial \Omega} (A \times B) \cdot \nu. \] (64)

Here, \( A \cdot (\nabla \times B) = 0 \), since \( A = \frac{1}{\rho} (\nabla \times B) \times B \). Hence, the Hall term is conservative with respect to the magnetic energy and yields the surface term
\[ - \int_{\partial \Omega} \left( \left( \frac{\nabla \times B}{\rho} \times B \right) \right) \cdot \nu = - \int_{\partial \Omega} \left( \left( B \cdot \frac{\nabla \times B}{\rho} \right) B - \| B \|^2 \frac{\nabla \times B}{\rho} \right) \cdot \nu. \] (65)

This term has to be added to the source term \(-\int_{\partial \Omega} \frac{1}{\rho} B_i \nu_j B_j \) of the linear induction equation, cf. (8). Thus, a smooth solution \( B \) of (63) satisfies
\[ \frac{1}{2} \frac{d}{dt} \| B \|^2_{L^2(\Omega)} = \int_{\Omega} B \cdot \partial_t B = \int_{\Omega} \left( B_i \partial_j u_i - \frac{1}{2} B_i \partial_j u_j \right) \]
\[ - \int_{\partial \Omega} \left( \frac{1}{2} \| B \|^2 \right) u + \left( B \cdot \frac{\nabla \times B}{\rho} \right) B - \| B \|^2 \frac{\nabla \times B}{\rho} \right) \cdot \nu. \] (66)

The integrand of the surface term can also be written using \( I_3 = \text{diag} (1, 1, 1) \) as
\[ \left( \frac{1}{2} \| B \|^2 \right) u + \left( B \cdot \frac{\nabla \times B}{\rho} \right) B - \| B \|^2 \frac{\nabla \times B}{\rho} \right) \cdot \nu = \left( B \frac{\nabla \times B}{\rho} \right)^T \left( \begin{array}{ccc} 0 & \frac{\nabla \times B}{\rho} \cdot \nu I_3 & \frac{1}{2} B \cdot \nu I_3 \\ \frac{\nabla \times B}{\rho} & 0 & \frac{1}{2} B \cdot \nu I_3 \end{array} \right) \left( B \frac{\nabla \times B}{\rho} \right). \] (67)
This is a quadratic form with coefficients depending on the solution itself, contrary to linear equations [54]. However, the matrix is still symmetric and therefore diagonalizable. Here, the eigenvalues are

\[ \lambda_{\pm} = \frac{1}{2} \left( \frac{\mu}{2} - \frac{\nabla \times B}{\varrho} \right) \cdot \nu \pm \sqrt{\left( \frac{\mu}{2} - \frac{\nabla \times B}{\varrho} \right) \cdot \nu} + (B \cdot \nu)^2, \]  
(68)

and the corresponding eigenvectors are given by

\[ v_{\pm}^1 = \left( \lambda_{\pm}, 0, 0, \frac{B \cdot \nu}{2}, 0, 0 \right)^T, \quad v_{\pm}^2 = \left( 0, \lambda_{\pm}, 0, 0, \frac{B \cdot \nu}{2}, 0 \right)^T, \quad v_{\pm}^3 = \left( 0, 0, \lambda_{\pm}, 0, 0, \frac{B \cdot \nu}{2} \right)^T, \]  
(69)

if \( B \cdot \nu \neq 0 \). Three different cases can occur:

1. \( B \cdot \nu \neq 0 \).
   In this case, each of the eigenvalues \( \lambda_+ > 0 \) and \( \lambda_- < 0 \) has geometric multiplicity three.

2. \( B \cdot \nu = 0 \) and \( \left( \frac{\mu}{2} - \frac{\nabla \times B}{\varrho} \right) \cdot \nu \neq 0 \).
   In this case, there are the threefold eigenvalues zero and \( \left( \frac{\mu}{2} - \frac{\nabla \times B}{\varrho} \right) \cdot \nu \neq 0 \).

3. \( B \cdot \nu = 0 \) and \( \left( \frac{\mu}{2} - \frac{\nabla \times B}{\varrho} \right) \cdot \nu = 0 \).
   In this case, the matrix occurring in (67) is simply zero.

Thus, depending on the number of negative eigenvalues, it can be expected that three (case 1 or case 2 with \( \left( \frac{\mu}{2} - \frac{\nabla \times B}{\varrho} \right) \cdot \nu < 0 \)) or zero (otherwise) boundary conditions can be imposed, cf. [54, 59].

In order to determine admissible forms of the boundary conditions, the integrand (67) is rewritten by diagonalising the symmetric matrix using \( V := (v_1^\nu, v_2^\nu, v_3^\nu, v_4^\nu, v_5^\nu, v_6^\nu)^T \) as

\[ \left( \begin{array}{c} B \\ \nabla \times B \\ \frac{\mu}{2} - \frac{\nabla \times B}{\varrho} \end{array} \right) \begin{pmatrix} \frac{\mu}{2} - \frac{\nabla \times B}{\varrho} & 0 \\ 0 & \frac{\mu}{2} - \frac{\nabla \times B}{\varrho} \end{pmatrix} = \begin{pmatrix} \frac{\mu}{2} - \frac{\nabla \times B}{\varrho} & 0 \\ 0 & \frac{\mu}{2} - \frac{\nabla \times B}{\varrho} \end{pmatrix} V \begin{pmatrix} \lambda_+ & 0 \\ 0 & \lambda_- \end{pmatrix} V^T \begin{pmatrix} \frac{\mu}{2} - \frac{\nabla \times B}{\varrho} \\ 0 \end{pmatrix}, \]  
(70)

where

\[ |v_{\pm}|^2 = \left| v_{\pm}^1 \right|^2 = \lambda_{\pm}^2 + \frac{(B \cdot \nu)^2}{4}. \]  
(71)

Now, possible forms of boundary conditions can be determined using the characteristic variables

\[ V^T \begin{pmatrix} B \\ \nabla \times B \\ \frac{\mu}{2} - \frac{\nabla \times B}{\varrho} \end{pmatrix} = \begin{pmatrix} \lambda_+ B + \frac{B \cdot \nu \nabla \times B}{2} \\ \lambda_- B + \frac{B \cdot \nu \nabla \times B}{2} \end{pmatrix}. \]  
(72)

The general form of boundary conditions used also in [54, 59] is \( W_- = RW_+ + g \), where \( W_- \) are the incoming variables (corresponding to negative eigenvalues), \( W_+ \) the outgoing ones (corresponding to positive eigenvalues), and \( g \) are boundary data. Thus, as for linear hyperbolic equations, the incoming variables are specified via the outgoing variables (and an operator \( R \)) and boundary data \( g \). Depending on the solution, there might be no incoming or outgoing variables since the eigenvalues \( \lambda_{\pm} \) can be zero. However, if \( B \cdot \nu \neq 0 \), this general form of boundary conditions is

\[ \lambda_- B + \frac{B \cdot \nu \nabla \times B}{2} = R \left( \lambda_+ B + \frac{B \cdot \nu \nabla \times B}{2} \right) + g. \]  
(73)

The following general result has been obtained in [59, section 2.3].
Proposition 3.1. Suppose that the energy method can be applied to a given initial boundary value problem and yields volume terms that can be estimated and the surface term

$$- \int_{\partial \Omega} \begin{pmatrix} W_+ \\ W_- \end{pmatrix}^T \begin{pmatrix} \Lambda_+ & 0 \\ 0 & \Lambda_- \end{pmatrix} \begin{pmatrix} W_+ \\ W_- \end{pmatrix},$$

where $\Lambda_\pm$ is a diagonal matrix with only positive/negative eigenvalues and $W_\pm$ are the outgoing/incoming variables. The boundary condition

$$W_- = RW_+ + g$$

bounds the surface term (74), if

a) the boundary condition (75) is implemented strongly,

$$\Lambda_+ + R^T \Lambda_- R > 0,$$

and there is a positive semi-definite matrix $\Gamma$ such that

$$-\Lambda_- + (\Lambda_- R) (\Lambda_+ + R^T \Lambda_- R)^{-1} (\Lambda_- R)^T \leq \Gamma < \infty.$$ 

b) the boundary condition (75) is implemented strongly,

$$\Lambda_+ + R^T \Lambda_- R \geq 0,$$

and homogeneous boundary data $g = 0$ are used.

The same is true for a weak implementation of the boundary conditions using a penalty term described in [59, section 2.3.2].

3.2. Outflow Boundary Conditions

Stable (neutral) outflow boundary conditions or “do nothing” boundary conditions will be important for the envisioned use cases. Inspired by results of [15] for the incompressible Navier-Stokes equations, the following outflow boundary conditions for the magnetic induction equation (63) are proposed:

$$1 \{\left( \frac{u^2}{2} - \frac{\nabla \times B}{\rho} \right) \cdot \nu \ < 0\} \left( \frac{u^2}{2} - \frac{\nabla \times B}{\rho} \right) \cdot \nu \ + \rho B \cdot \nabla \times \frac{\nabla \times B}{\rho} = 0.$$ 

(79)

For the corresponding weak implementation, the following term is added to the PDE

$$+ L \{\left( \frac{u^2}{2} - \frac{\nabla \times B}{\rho} \right) \cdot \nu \ < 0\} \left( \frac{u^2}{2} - \frac{\nabla \times B}{\rho} \right) \cdot \nu \ + \rho B \cdot \nabla \times \frac{\nabla \times B}{\rho} \}.$$ 

(80)

Thus, applying the energy method to (63) yields the volume terms of (8) and the surface term

$$- \int_{\partial \Omega} \left( \frac{u^2}{2} - \frac{\nabla \times B}{\rho} \right) \cdot \nu |B|^2 + (B \cdot \nu) \frac{\nabla \times B}{\rho} \cdot B$$

$$+ \int_{\partial \Omega} \{\left( \frac{u^2}{2} - \frac{\nabla \times B}{\rho} \right) \cdot \nu \ < 0\} \left( \frac{u^2}{2} - \frac{\nabla \times B}{\rho} \right) \cdot \nu \ + \rho B \cdot \nabla \times \frac{\nabla \times B}{\rho} \} \cdot B$$

$$= - \int_{\partial \Omega} \left( \frac{u^2}{2} - \frac{\nabla \times B}{\rho} \right) \cdot \nu |B|^2 \left( 1 - \{\left( \frac{u^2}{2} - \frac{\nabla \times B}{\rho} \right) \cdot \nu \ < 0\} \right) \leq 0.$$ 

(81)

Hence, an energy estimate can be obtained. The different cases listed above will be considered separately in the following with respect to the form and number of boundary conditions.

Remark 3.2. The appearance of $u/2 - (\nabla \times B)/\rho$ instead of $u - (\nabla \times B)/\rho$ in the boundary condition (79) might seem to be irritating based on physical intuition at first, since the associated transport velocity for the magnetic field uses $u$ instead of $u/2$. However, these terms arise at the boundary using the energy method. It is not clear whether an energy estimate can be obtained using $u$ instead of $u/2$. Moreover, associated numerical methods behave differently, cf. section 5.4.
3.2.1. Case 1: \( B \cdot \nu \neq 0 \) and \( \left( \frac{u}{2} - \frac{\nabla \times B}{\varrho} \right) \cdot \nu < 0 \)

In this case, there are three incoming and three outgoing variables and the boundary condition (79) can be written as

\[
\left( \frac{u}{2} - \frac{\nabla \times B}{\varrho} \right) \cdot \nu + (B \cdot \nu) \frac{\nabla \times B}{\varrho} = W_- + W_+ = 0. \tag{82}
\]

Thus, the expected number of boundary conditions is imposed and given in the form (73) with \( R = -I_3 \) and \( g = 0 \). The surface term resulting from the energy method, i.e. from computing \( \int_{\partial \Omega} B \cdot \partial_t B \), becomes

\[
- \int_{\partial \Omega} \left( \left( \frac{u}{2} - \frac{\nabla \times B}{\varrho} \right) \cdot \nu \right) |B|^2 + (B \cdot \nu) \frac{\nabla \times B}{\varrho} \cdot B = 0 \tag{83}
\]

for the strong implementation (79). Analogously, the resulting surface term using the weak implementation (80) is also zero.

3.2.2. Case 2: \( B \cdot \nu \neq 0 \) and \( \left( \frac{u}{2} - \frac{\nabla \times B}{\varrho} \right) \cdot \nu \geq 0 \)

Again, there are three incoming and outgoing variables. The boundary condition (79) fulfils

\[
(B \cdot \nu) \frac{\nabla \times B}{\varrho} = 0 \iff \left( \lambda_- B + \frac{B \cdot \nu}{2} \frac{\nabla \times B}{\varrho} \right) = \frac{\lambda_-}{\lambda_+} \left( \lambda_+ B + \frac{B \cdot \nu}{2} \frac{\nabla \times B}{\varrho} \right) \iff W_- = \frac{\lambda_-}{\lambda_+} W_+.
\]

The expected number of boundary conditions is imposed in the form (73) with \( R = \frac{\lambda_-}{\lambda_+} \) and \( g = 0 \). The surface term resulting from the energy method is

\[
- \int_{\partial \Omega} \left( \left( \frac{u}{2} - \frac{\nabla \times B}{\varrho} \right) \cdot \nu \right) |B|^2 + (B \cdot \nu) \frac{\nabla \times B}{\varrho} \cdot B = - \int_{\partial \Omega} \left( \left( \frac{u}{2} - \frac{\nabla \times B}{\varrho} \right) \cdot \nu \right) |B|^2 \leq 0 \tag{85}
\]

for the strong implementation (79) and similarly for the weak implementation (80).

3.2.3. Case 3: \( B \cdot \nu = 0 \) and \( \left( \frac{u}{2} - \frac{\nabla \times B}{\varrho} \right) \cdot \nu < 0 \)

In this case, the boundary condition (79) becomes

\[
\left( \frac{u}{2} - \frac{\nabla \times B}{\varrho} \right) \cdot \nu = W_- = 0. \tag{86}
\]

Since \( \lambda_+ = 0 \), this is of the expected form for homogeneous boundary data \( g = 0 \) and no outgoing variables \( W_+ \). As in Case 1, the surface term arising from the energy method is zero for both implementations.

3.2.4. Case 4: \( B \cdot \nu = 0 \) and \( \left( \frac{u}{2} - \frac{\nabla \times B}{\varrho} \right) \cdot \nu \geq 0 \)

Now, the boundary condition (79) is simply \( 0 = 0 \), which is the only expected form, since there are no incoming variables (\( \lambda_- = 0, \lambda_+ > 0 \)). Clearly, the surface term arising from the energy method is non-positive.

Together with the results of Lemma 2.2 and Lemma 2.3, this is is summed up in

Theorem 3.3. A sufficiently smooth solution \( B \) of the magnetic induction equation with Hall effect (63) with strong form boundary condition (79) or with weak implementation of the boundary condition due to the addition of (80) on the right hand side satisfies the energy rate estimate

\[
\frac{d}{dt} \|B\|^2_{L^2(\Omega)} = 2 \int_{\Omega} B \cdot \partial_t B \leq 9 \|\nabla u(t)\|_{L^\infty(\Omega)} \|B(t)\|^2_{L^2(\Omega)}. \tag{87}
\]
Remark 3.4. The energy (rate) estimate can also be investigated using properties of the matrix \( \Lambda_+ + R^T \Lambda_- R \), which should be positive semidefinite as in [59], cf. Proposition 3.1. Here, \( \Lambda_\pm = \frac{1}{|v_\pm|^2} I_3 \). The basic result (an estimate can be obtained) is the same.

Remark 3.5. One might want to specify Dirichlet boundary data of the form \( B = B^b \) at an inflow boundary. This can be written in the form (75) with \( R = I_3 \) and appropriate \( g \). However, it does not seem to be possible to obtain an energy estimate in this way, similar to the case of Dirichlet boundary conditions for the incompressible Navier-Stokes equations investigated in [59], since condition (76) is not satisfied (and (77) makes no sense).

Remark 3.6. If there are negative eigenvalues, it might seem to be natural to specify boundary data of the form \( W_\pm = g \), i.e. (75) with \( R = 0 \). Then, condition (76) can be weakened to (78) (which is satisfied trivially for \( R = 0 \)) and condition (77) becomes \( -\Lambda_- \leq \Gamma < \infty \). Since

\[
-\Lambda_- = -\frac{\Lambda_-}{|v_-|^2} = -\frac{\Lambda_-}{\lambda^2 + \frac{(B \cdot v)^2}{4}} \leq -\frac{\Lambda_-}{\sqrt{((u/2 - \nabla \times B)/\varrho) \cdot v}^2 \sqrt{((u/2 - \nabla \times B)/\varrho) \cdot v}^2 + (B \cdot v)^2}
\]

Thus, it is not possible to get an energy estimate in this case using Proposition 3.1.

3.3. Semidiscrete Setting

The Hall term \( -\nabla \times \left( \frac{1}{\varrho} (\nabla \times B) \times B \right) \) can be discretised directly using SBP derivative operators. Since the energy estimate relies solely on integration by parts, a discrete analogue holds if SBP operators are used. As in section 2.3, the properties of the induction equation with Hall effect and weak implementation of the boundary conditions mentioned before remain invariant under semidiscretisation if the components \( v_j \) of the outer unit normal are exchanged with the corresponding boundary matrices \( E_j \). This yields

Theorem 3.7. The semidiscretisation

\[
\partial_t B_i = B_j D_j u_i - \frac{1}{2} B_i D_j u_j - \frac{1}{2} u_j D_j B_i - \frac{1}{2} D_j (u_j B_i) - D_j \left( \frac{(D \times B)_j}{\varrho} B_i - \frac{(D \times B)_i}{\varrho} B_j \right) + M^{-1} E_j \left( \left[ \frac{1}{\varrho} (\nabla \times B) \cdot v < 0 \right] \left( \frac{u_j}{2} - \frac{(D \times B)_j}{\varrho} \right) B_i + B_j \frac{(D \times B)_j}{\varrho} \right) \tag{89}
\]

of the magnetic induction equation (63) with outflow boundary condition (79) using \( (D \times B)_i := \varepsilon_{ijk} D_j B_k \) is energy stable, i.e. a sufficiently smooth solution satisfies

\[
\frac{d}{dt} \| B \|^2_M = 2 B^T M \partial_t B_i \leq 9 \| D u(t) \|_{\infty} \| B(t) \|^2_M. \tag{90}
\]

Remark 3.8. As described in section 2.5, the transport and source term can be discretised using different forms leading to an energy estimate. For all forms (with non-zero source term), the same boundary terms arise and energy estimates can be obtained.

Remark 3.9. Due to the second derivatives appearing in the Hall term, it can be expected that there is a time step restriction of the form \( \Delta t \propto \Delta x^2 \) for explicit time integrators. This has been mentioned in the context of the Hall MHD equations in [32, 87, 88] with some connections to physical waves.

Remark 3.10. The semidiscretisation can be implemented straightforwardly (e.g. using extended numerical fluxes) as described in section 2.4 if the discrete current \( D \times B \) is computed at first.
4. Divergence Constraint on the Magnetic Field

There are some possibilities to handle the divergence constraint $\text{div} B = 0$ on the magnetic field that have been described in the articles [14, 86], e.g. the addition of nonconservative source terms [27, 64, 65], the projection method [7], constrained transport schemes [86], and generalised Lagrange multipliers or hyperbolic divergence cleaning [13, 14, 52]. Here, explicit divergence cleaning via the projection method will be considered in detail and adapted to the semidiscretisations discussed in the previous sections. In particular, the focus will be on the magnetic energy and boundary conditions.

4.1. Divergence Cleaning via Projection

For plasma simulations, the projection method to enforce $\text{div} B = 0$ has been proposed in [7]. The basic idea can be described as follows. If $\text{div} B = 0$, solve the Poisson equation $-\Delta \varphi = \text{div} B$ and set $\tilde{B} = B + \text{grad} \varphi$. Then, $\text{div} \tilde{B} = \text{div} B + \Delta \varphi = 0$. Although this idea seems to be pretty simple, the discretisation has to be performed carefully. The following parts should be investigated:

- In the derivation above, $\text{div} \text{grad} = \Delta$ has been used. This does not hold for all discretisations exactly.
- Boundary conditions have to be imposed in order to get a well-posed Poisson problem.
- What is the influence of the projection on the total conservation of the magnetic field and the magnetic energy?
- How is the resulting discrete linear equation solved?

4.2. Continuous Setting

The Poisson equation $-\Delta \varphi = \text{div} B$ has to be enhanced by boundary conditions in order to get a well-posed problem. Homogeneous Dirichlet boundary conditions yield the problem

$$
\begin{align*}
-\Delta \varphi &= \text{div} B & \text{in } \Omega, \\
\varphi &= 0 & \text{on } \partial \Omega.
\end{align*}
$$

Assume that $\varphi$ is a sufficiently smooth (say, $C^2$) solution of (91). Then, the change of the total mass of the magnetic field due to the projection $B \mapsto B + \text{grad} \varphi$ is

$$
\int_{\Omega} \text{grad} \varphi = \int_{\partial \Omega} \varphi \nu = 0,
$$

since $\varphi|_{\partial \Omega} = 0$. The total magnetic energy $\|B + \text{grad} \varphi\|^2_{L^2(\Omega)}$ after the projection is given by

$$
\|B\|^2_{L^2(\Omega)} = \|(B + \text{grad} \varphi) - \text{grad} \varphi\|^2_{L^2(\Omega)} = \|B + \text{grad} \varphi\|^2_{L^2(\Omega)} + \|\text{grad} \varphi\|^2_{L^2(\Omega)} - 2 \langle B + \text{grad} \varphi, \text{grad} \varphi \rangle_{L^2(\Omega)},
$$

where

$$
- \langle B + \text{grad} \varphi, \text{grad} \varphi \rangle_{L^2(\Omega)} = - \int_{\Omega} (B + \text{grad} \varphi) \cdot \text{grad} \varphi \\
= - \int_{\partial \Omega} \varphi (B + \text{grad} \varphi) \cdot \nu + \int_{\Omega} \varphi \text{div}(B + \text{grad} \varphi) = 0,
$$

since $\varphi|_{\partial \Omega} = 0$ and $\text{div}(B + \text{grad} \varphi) = \text{div} B + \Delta \varphi = 0$. Thus, the projection $B \mapsto B + \text{grad} \varphi$ reduces the total magnetic energy, which can be interpreted as a desirable stability condition. This is summed up in
Lemma 4.1. For sufficiently smooth data, the projection $B \mapsto B + \text{grad} \varphi$ where $\varphi$ solves the Poisson equation (91) with homogeneous Dirichlet boundary conditions conserves the total mass $\int_\Omega B$ of the magnetic field and is energy stable, i.e. it does not increase the total magnetic energy.

Remark 4.2. Despite these “nice” properties, the boundary values of the magnetic field will be changed in general. This behaviour of the projection is similar to the one of modal filters in spectral (element) methods, cf. [6, 30, 89]. If the boundary values of the magnetic field shall be preserved by the projection, the Poisson equation has to be enhanced by homogeneous Neumann boundary conditions. In this case, the two assertions given above will be false in general.

Moreover, for homogeneous Dirichlet boundary conditions, the projection via (91) can be interpreted as least norm solution of the undetermined linear system $\text{div} \beta = \text{div} B$ that shall be solved to get the update $B \mapsto B - \beta$. Indeed, formally and without further specification of the domains of the linear operators, $\text{div}^* = -\text{grad}$ and $\text{div} \text{div}^* = -\Delta$ for homogeneous Dirichlet boundary conditions due to integration by parts. The least norm solution of $\text{div} \beta = \text{div} B$ is

$$\beta = \text{div}^*(\text{div} \text{div}^*)^{-1} \text{div} B = -\text{grad}(\Delta)^{-1} \text{div} B,$$

where $(\Delta)^{-1}$ is the solution operator of the Poisson equation (91). Thus, $\beta = -\text{grad} \varphi$. This is the minimum norm solution of $\text{div} \beta = \text{div} B$. Indeed, for every other solution $b$ with $\text{div} b = \text{div} B$

$$\|b\|^2 = \|\beta\|^2 + \|b - \beta\|^2 \geq \|\beta\|^2,$$

since

$$\langle b - \beta, \beta \rangle = \langle b - \beta, \text{div}^*(\text{div} \text{div}^*)^{-1} \text{div} B \rangle = \langle \text{div}(b - \beta), (\text{div} \text{div}^*)^{-1} \text{div} B \rangle = 0,$$

due to $\text{div} b = \text{div} B = \text{div} \beta$. Hence, the projection $B \mapsto B + \text{grad} \varphi$ with $\varphi$ given by (91) provides the least possible change of the magnetic field that is necessary to obtain zero divergence, cf. [86, section 5.2]. This property will be no longer true if other boundary conditions are used for the Poisson equation.

Remark 4.3. This problem can be seen as an ill-posed inverse problem. In this case, it can be useful to apply an iterative method for the discrete system and solve it not to machine accuracy but to some prescribed tolerance allowing non-vanishing divergence of the magnetic field but possibly resulting in better numerical solutions, cf. [35, section 2.4] and [86, section 5.4].

Remark 4.4. Although the projection $B \mapsto \tilde{B} := B + \text{grad} \varphi$ does not increase the total magnetic energy, i.e. $\int_\Omega |\tilde{B}|^2 \leq \int_\Omega |B|^2$, a pointwise estimate of the form $|\tilde{B}|^2 \leq |B|^2$ can in general not be guaranteed. Indeed, consider the magnetic field

$$B(x, y, z) = \begin{pmatrix}
x + 2x(1-y^2)(1-z^2) \\
y + 2y(1-x^2)(1-z^2) \\
2z(1-x^2)(1-y^2)
\end{pmatrix}$$

with corresponding correction potential

$$\varphi(x, y, z) = (1-x^2)(1-y^2)(1-z^2), \quad \text{grad} \varphi(x, y, z) = \begin{pmatrix}
-2x(1-y^2)(1-z^2) \\
-2y(1-x^2)(1-z^2) \\
-2z(1-x^2)(1-y^2)
\end{pmatrix},$$

and the divergence free projection $\tilde{B}(x, y, z) = (x, -y, 0)^T$ on the cube $\Omega = [-1, 1]^3$. Then,

$$|\tilde{B}(x, -1, 0)|^2 = x^2 + 1 > x^2 + (2x^2 - 1)^2 = |B(x, -1, 0)|^2$$

for $x \in (-1, 1) \setminus \{0\}$. Considering the MHD equations, the (mathematical, convex) entropy (in non-dimensional units) is $U = -\rho s$, where $s$ is the (physical) specific entropy, given as

$$s = \log(p) - \gamma \log(\varrho), \quad p = (\gamma - 1) \left( \rho \varrho - \frac{1}{2} \rho |v|^2 - \frac{1}{2} |B|^2 \right),$$
where \( p \) is the pressure, \( \rho e \) the total energy, \( \varrho \) the density, \( \vartheta \) the velocity, and \( B \) the magnetic field, cf. [14]. Thus, by choosing an appropriate distribution of the density \( \varrho \), the total (mathematical) entropy can increase during the projection of the magnetic field. Such an effect has been mentioned in [14] without description of an example.

### 4.3. Discrete Setting

There seem to be at least three general possibilities regarding the discretisation of the projection \( B \mapsto B + \text{grad } \varphi \) coupled with the Poisson equation (91).

1. Choose a discretisation of \( \text{div} \) and get corresponding discretisations of \( \text{grad} \) and \( -\Delta \) with homogeneous Dirichlet boundary conditions.

2. Choose a discretisation of \( -\Delta \) with homogeneous Dirichlet boundary conditions and get corresponding discretisations of \( \text{div} \) and \( \text{grad} \).

3. Choose \( \text{div} \) and \( -\Delta \) with homogeneous Dirichlet boundary conditions independently and ignore the supposed coupling of these discretisations since they should be consistent.

In general, it will not be possible to obtain \( -\Delta \varphi = \text{div } B \) at every node and \( \varphi = 0 \) at \( \partial \Omega \), since the boundary nodes are included in the discretisation. Thus, the discrete projection will in general not enforce \( \text{div } B = 0 \) at boundary nodes. One might argue that this is no severe drawback, since the divergence at boundary nodes is also influenced by the values at the other side of the boundary.

Another possibility is to ignore the interpretation of the projection onto divergence free vector fields as solving a Poisson problem and compute the least norm solution discretely, if possible.

#### 4.3.1. Possibility 1: Choose \( \text{div} \) with Homogeneous Dirichlet Boundary Conditions

One possibility for the discretisation of the divergence that might be considered natural or obvious is to use the SBP derivative operators \( D_i \). In this case, the discrete divergence of the magnetic field is \( D_i B_i \). Then, a discrete solution of the Poisson equation (91) can be obtained by setting the boundary nodes of \( \varphi \) to zero and solving the discrete Poisson equation \( -D_j D_j \varphi = D_i B_i \) at the interior nodes. Thereafter, the magnetic field is updated via \( B_i \mapsto B_i + D_i \varphi \).

Then, the divergence of the projected magnetic field is zero at the interior nodes. Moreover, the total mass of the magnetic field is unchanged if SBP operators are used, since an analogue of (92) holds discretely. Moreover, the magnetic energy can only decrease, since an analogue of (94) holds discretely; the last integral is zero since \( D_i (B_i + D_i \varphi) \) is zero at interior nodes and \( \varphi \) is zero at the boundary nodes.

**Lemma 4.5.** If the Poisson equation with homogeneous Dirichlet boundary conditions (91) is discretised via applying the first derivative SBP operator twice, the total magnetic field remains constant and the magnetic energy can only decrease due to the projection.

**Example 4.6.** Using the SBP derivative operators of Example 2.4,

\[
D = \frac{1}{2\Delta x} \begin{pmatrix}
-2 & 2 \\
-1 & 0 & 1 \\
\vdots & \ddots & \ddots \\
-1 & 0 & 1 \\
-2 & 2
\end{pmatrix}, \quad -D^2 = \frac{1}{4\Delta^4} \begin{pmatrix}
-2 & 4 & -2 \\
-2 & 3 & 0 & -1 \\
-1 & 0 & 2 & 0 & -1 \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
-1 & 0 & 2 & 0 & -1 \\
-2 & 4 & -2
\end{pmatrix}.
\]

If the boundary nodes are enforced to be zero, this becomes \((-D^2)_0\). The part of \((-D^2)_0\)
describing the interior nodes is

\[
\left[ (-D^2)_{i} \right]_{2:N-1,2:N-1} = \frac{1}{4\Delta x^2} \begin{pmatrix}
3 & 0 & -1 \\
0 & 2 & 0 & -1 \\
-1 & 0 & 2 & 0 & -1 \\
\ddots & \ddots & \ddots & \ddots & \ddots \\
-1 & 0 & 2 & 0 & -1 \\
-1 & 0 & 2 & 0 \\
-1 & 0 & 3 \\
\end{pmatrix},
\] (103)

where Matlab like notation has been used for the indices. This operator is symmetric and positive definite.

### 4.3.2. Possibility 2: Choose $-\Delta$ with Homogeneous Dirichlet Boundary Conditions

In a periodic domain, the classical second order Laplace operator is given by

\[
D^{(2)} = \frac{1}{\Delta x^2} \mathbf{D}^{(2)} \mathbf{x} \mathbf{D}^{(2)} \end{pmatrix} = \frac{1}{\Delta x} \begin{pmatrix}
-1 & 1 & -1 \\
1 & -1 & 1 & -1 \\
\ddots & \ddots & \ddots & \ddots & \ddots \\
1 & -1 & 1 & -1 \\
\end{pmatrix},
\] (104)

In this case, a factorisation in adjoint discrete gradient and divergence operators exist. If this discretisation of the negative Laplace operator shall be used, the divergence should be computed via forward differences and the gradient via backward differences (or vice versa). However, such a factorisation does not seem to be immediate for general discretisations of the Laplace operator with homogeneous boundary conditions. Thus, this approach will not be pursued in the following.

### 4.3.3. Possibility 3: Choose $\text{div}$ and $-\Delta$ with Homogeneous Dirichlet Boundary Conditions

Another possibility is to use the standard narrow stencil second derivative operator with homogeneous Dirichlet boundary conditions to solve the Poisson equation at the interior nodes and use the standard SBP first derivative operator to compute the gradient. Again, the total amount of the magnetic field is still unchanged, as in the previous cases. If no relation between the first and second derivative operators is known, nothing can be said about the magnetic energy, since the additional term $- \langle B + \text{grad} \varphi, \text{grad} \varphi \rangle_{L^2(\Omega)}$ (94) has no definite sign. However, if compatible first and second derivative SBP operators as proposed in [49] are used, this term can be estimated. Indeed, these operators fulfil

\[
MD^{(2)}_i = -D^{(1)T}_i MD^{(1)}_i + E_i S_i - R_i,
\] (105)

where $D^{(k)}_i$ is the operator approximating the $k$-th derivative in coordinate direction $i$, $E_i$ is the $i$-th boundary operator, $S_i$ approximates the derivative in direction $i$ at the boundary, and $R_i$ is positive semidefinite, cf. [49, Definition 3.1]. Thus, the discrete analogue of (94) is

\[
- \langle B + \text{grad} \varphi, \text{grad} \varphi \rangle_{L^2(\Omega)} \approx -\varphi^{T} D^{(1)T}_i M \left( B_i + D^{(1)}_i \varphi \right) = -\varphi^{T} D^{(1)T}_i MB_i - \varphi^{T} D^{(1)T}_i MD^{(1)}_i \varphi \equiv \underbrace{-\varphi^{T} E_i B_i + \varphi^{T} MD^{(1)}_i B_i + \sum_{i=1}^{3} \varphi^{T} MD^{(2)}_i \varphi - \varphi^{T} E_i S_i \varphi + \sum_{i=1}^{3} \varphi^{T} R_i \varphi}_{=0} \geq 0. \] (106)
The first and fourth term on the right hand side vanish since \( \varphi \) is zero at the boundary. The sum of the second and third term vanishes since \( \varphi \) is zero at the boundary and solves the discrete Poisson equation in the interior. Finally, the remaining term is non-negative. Thus, the total magnetic energy before the correction is given by the magnetic energy after the correction plus some non-negative terms. Therefore, the magnetic energy can again only decrease as in section 4.3.1. Nevertheless, the discrete divergence will in general not be zero after the correction, since \( \text{div \ grad} = \Delta \) does not hold discretely.

**Lemma 4.7.** If the Poisson equation with homogeneous Dirichlet boundary conditions (91) is discretised via a narrow stencil second derivative SBP operator that is compatible with the first derivative operator, the total magnetic field remains constant and the magnetic energy can only decrease due to the projection. However, the discrete divergence will in general not vanish after the correction.

**Remark 4.8.** One might think that the new magnetic energy is smaller than in the case of section 4.3.1, since the term with the scalar product in (94) is non-positive instead of zero. However, the numerical solution \( \varphi \) will also be different, since the Laplace operator is different. Thus, the new energies cannot be compared a priori in general.

**Example 4.9.** Using the SBP derivative operators of Example 2.4, a compatible SBP operator for the second derivative given in [49] is

\[
D^{(2)} = \frac{1}{\Delta x^2} \begin{pmatrix} 1 & -2 & 1 \\ 1 & -2 & 1 \\ \vdots & \vdots & \vdots \\ 1 & -2 & 1 \\ 1 & -2 & 1 \end{pmatrix}
\]

Enforcing homogeneous Dirichlet boundary conditions, the inner part of this operator becomes

\[
\left[ -D_0^{(2)} \right]_{2:N-1,2:N-1} = \frac{1}{\Delta x^2} \begin{pmatrix} 2 & -1 \\ -1 & 2 & -1 \\ \vdots & \vdots & \vdots \\ -1 & 2 & -1 \\ -1 & 2 \end{pmatrix}
\]

where Matlab like notation has been used again for the indices. This is the classical form of the discrete Laplace operator for homogeneous Dirichlet boundary conditions using second order central finite differences. Again, this operator is symmetric and positive definite.

### 4.3.4. Possibility 4: Choose div and Compute the Least Norm Solution

Here, the concept of the least norm solution mentioned already in section 4.2 will be used at the discrete level. Using a discrete divergence \( \text{div} \), the linear equation \( \text{div} \beta = d \) with \( d = -\text{div} B \) should be solved for \( \beta \). Since \( d = -\text{div} B \) is in the range of \( \text{div} \), there is at least one solution, namely \( \beta = -B \). Since the kernel (nullspace) of \( \text{div} \) is not trivial, there are in general several solutions. Among these, the least norm solution is given as

\[
\beta = \text{div}^\dagger(\text{div div}^\dagger)^{-1}d,
\]

where \((\text{div div}^\dagger)^{-1}d\) is a solution \( \varphi \) of \((\text{div div}^\dagger)\varphi = d\). Indeed, \( \text{div} \beta = \text{div} \text{div}^\dagger(\text{div div}^\dagger)^{-1}d = d \) and for every other vector field \( b \) with \( \text{div} b = d, \|b\|^2 \geq \|\beta\|^2 \), since the equations (96) and (97) still hold.

The operator \((\text{div div}^\dagger)\) is symmetric and positive semidefinite, since for every discrete scalar field \( \psi \), \( \langle \psi, \text{div div}^\dagger \psi \rangle = \|\text{div}^\dagger \psi\|^2 \geq 0 \). Therefore, the kernel of \((\text{div div}^\dagger)\) is the kernel of \(\text{div}^\dagger\) and this kernel is in general non trivial. Nevertheless, the right hand side \( d = -\text{div} B \) is orthogonal to this kernel, since \( \langle \psi, \text{div} B \rangle = \langle \text{div}^\dagger \psi, B \rangle = 0 \) for \(\text{div}^\dagger \psi = 0\).

The least norm solution (109) has the same nice properties as the projection via the Poisson equation with homogeneous boundary conditions. Indeed, the total magnetic field is
unchanged, since
\[
\langle 1, B + \beta \rangle = \langle 1, B + \text{div}^*(\text{div}^*)^{-1} d \rangle = \langle 1, B \rangle + \langle \text{div} 1, (\text{div}^*)^{-1} d \rangle = \langle 1, B \rangle,
\]
where 1 denotes the discrete vector field whose components are one. Moreover,
\[
\|B\|^2 = \|B + \beta - \beta\|^2 = \|B + \beta\|^2 + \|\beta\|^2 - 2 \langle B + \beta, \beta \rangle = \|B + \beta\|^2 + \|\beta\|^2,
\]
so that
\[
\langle B + \beta, \beta \rangle = \langle B - \text{div}^*(\text{div}^*)^{-1} \text{div} B, - \text{div}^*(\text{div}^*)^{-1} \text{div} B \rangle = - \langle \text{div} B - \text{div} B, (\text{div}^*)^{-1} \text{div} B \rangle = 0.
\]
The calculations above are valid for SBP operators if the \(L^2\) scalar products are discretised via the corresponding mass matrix.

**Lemma 4.10.** If the least norm solution (109) is computed and the divergence is discretised via the first derivative SBP operator, the total magnetic field remains constant and the magnetic energy can only decrease due to the projection.

**Example 4.11.** Using again the SBP derivative operators of Example 2.4, the adjoint operator used to compute \(\text{div}^*\) is due to the SBP property (24)
\[
D^* = M^{-1}D^T M = -D + M^{-1} E = \frac{1}{2\Delta x} \begin{pmatrix}
-2 & -2 & & & \\
1 & 0 & -1 & & \\
& \ddots & \ddots & \ddots & \\
& 1 & 0 & -1 & \\
& & & 2 & 2
\end{pmatrix}.
\]
Moreover, the operator \((\text{div} \text{div}^*)\) is given by
\[
DD^* = DM^{-1}M^T M = -D^2 + DM^{-1}E = \frac{1}{4\Delta x^2} \begin{pmatrix}
6 & 4 & -2 & 0 & \\
2 & 3 & 0 & -1 & \\
-1 & 0 & 2 & 0 & -1 \\
& \ddots & \ddots & \ddots & \ddots \\
& -1 & 0 & 3 & 2 \\
& & & 1 & -2 & 4 & 6
\end{pmatrix}.
\]
This operator is symmetric and positive semidefinite.

**Remark 4.12.** In the interior, this least norm solution still solves the Poisson equation. However, the near boundary terms are different from the approach described in section 4.3.1.

**Remark 4.13.** The projection via solution of the Poisson equation with homogeneous Dirichlet boundary conditions (section 4.3.1) will in general not enforce \(\text{div} \tilde{B} = 0\) at the boundary. Contrary, the least norm solution fulfils \(\text{div} \tilde{B} = 0\) everywhere. On the other hand, the linear systems that has to be solved using the method of section 4.3.1 is symmetric and positive definite whereas the linear system arising in the approach described in this section is only positive semidefinite. Thus, solving the system via iterative methods for a given right hand side, the convergence behaviour might be different. Nevertheless, the conjugate gradient methods does still converge.

### 4.4. Solution of the Discrete Linear System

There are many iterative methods that can be used to solve discrete linear systems of the form \(Ax = y\), where \(A\) is a discretisation of \(-\Delta\) and \(y\) is the discrete version of \(\text{div} B\). The conjugate gradient (CG) method can be motivated by minimising \((x - x)^T A(x - x)\), where \(x\) is the solution of the linear system. This corresponds to minimising the error of \(\text{grad} \varphi\), i.e. of the correction
to the magnetic field, since $A$ is a discretisation of the Laplace operator with homogeneous boundary conditions.

Preconditioning can in general be very useful to accelerate the convergence of Krylov subspace methods such as the CG method. For systems of the form described above, multigrid methods have been very successful in the last decades. However, while these can provide huge improvements for general right-hand sides, the divergence errors occurring during a few timesteps of a simulation are relatively small. Therefore, multigrid methods did not yield significant improvements in our numerical experiments due to their overhead. Thus, no preconditioning is used.

5. Numerical Results

In this section, some experiments using the numerical methods described hitherto will be conducted. The numerical solutions are advanced in time using the fourth order, five stage, low-storage Runge-Kutta scheme of [36] with time step $\Delta t = \text{cfl} \frac{\Delta t_{\min}}{\max(\Delta t)}$, where the CFL number is chosen as $\text{cfl} = 0.95$ if not mentioned otherwise. Errors and energies of numerical solutions are computed using the SBP mass matrices. Derivative operators with interior order of accuracy 2, 4, and 6 are used. The coefficients for the second order scheme are given in Example 2.4 and corresponding operators used for divergence cleaning are described in section 4. The corresponding operators for the fourth order scheme are given in Appendix A and the ones for the other scheme can be obtained similarly using the coefficients of the first and second derivative operators of [48].

Having investigated all combinations of parameters given in Tables 1–3, the parameter combinations given in Table 4 have been chosen for detailed convergence experiments. These combinations are representative and have been made based on results presented in sections 5.1 and 5.2.

| Combination | 1 | 2 | 3 | 4 | 5 | 6 |
|-------------|---|---|---|---|---|---|
| $\partial_j (u_i B_j)$ | central | central | split | product | product | product |
| source term | zero | central | central | central | central | central |
| $-\partial_j (u_i B_j)$ | central | central | split | product | split | central |

Combination 1 might be the most obvious choice if no energy investigation of the induction equations has been performed. However, no energy estimate can be obtained for this scheme. The parameters 2–4 use a source term but maintain the anti-symmetry of $\nabla \times (u \times B)$ otherwise. In [40], the scheme 4 has been used. The choice 5 corresponds to the form for which an energy estimate can be obtained at the continuous level without further application of the product rule. Finally, the method 6 has been used in [50].

The numerical schemes have been implemented in OpenCL using 64 bit floating point numbers (double). It can be expected that the implementation can be improved, in particular the one for higher order schemes. If runtimes are given, they are given in seconds and have been obtained on an Intel Xeon CPU E5-2620 v3 @ 2.40GHz unless mentioned otherwise. These runtimes are single experiment measurements and should only be considered as a rough guideline. Performance of optimised implementations on different hardware will be considered in future work.
5.1. Linear Induction Equation: Order of Convergence

In this section, a convergence study using an exact solution of the linear magnetic induction equation (2) is performed. The analytical solution

\[ B(t, x, y, z) = R(t) \cdot B^0(R(-t) \cdot (x, y, z)^T), \quad u(x, y, z) = \frac{1}{\sqrt{3}} \begin{pmatrix} z - y \\ x - z \\ y - x \end{pmatrix}, \]

\[ R(t) = \frac{1}{3} \begin{pmatrix} 1 + 2 \cos(t) & 1 - \cos(t) - \sqrt{3} \sin(t) & 1 - \cos(t) + \sqrt{3} \sin(t) \\ 1 - \cos(t) + \sqrt{3} \sin(t) & 1 + 2 \cos(t) & 1 - \cos(t) - \sqrt{3} \sin(t) \\ 1 - \cos(t) - \sqrt{3} \sin(t) & 1 - \cos(t) + \sqrt{3} \sin(t) & 1 + 2 \cos(t) \end{pmatrix}, \]

\[ B^0(x, y, z) = \alpha(x, y, z) \begin{pmatrix} \frac{1}{15} \left( 3 - \sqrt{3} - 4\sqrt{3}y + 4\sqrt{3}z \right) \\ \frac{1}{15} \left( -3 - \sqrt{3} + 4\sqrt{3}x - 4\sqrt{3}z \right) \\ \frac{1}{8\sqrt{3}} (1 - 2x + 2y) \end{pmatrix}, \]

\[ \alpha(x, y, z) = \exp \left( -\frac{5}{3} \left( 3 - 2(3 + \sqrt{3})x + 12x^2 - 2(-3 + \sqrt{3})y + 12y^2 + 4\sqrt{3}z + 12z^2 \right) \right), \]

is inspired by the ones in two space dimensions used in [22, 40, 84]. However, this solution is not aligned with the Cartesian grid in three space dimensions.

The domain is chosen as \( \Omega = [-1, 1]^3 \) and both initial and boundary conditions are given by the analytical solution at \( t = 0 \) and \( \partial \Omega \), respectively. Errors of the numerical solutions using \( N \) points per space direction are computed at the final time \( T = 2\pi \).

Results using \( N = 40 \) and the SBP operator of interior order of accuracy 4 are given in Table 6 in Appendix B. There, the errors

\[ \epsilon_B = \| B_{\text{num}} - B_{\text{ana}} \|_M, \quad \epsilon_{\text{div}B} = \| \text{div} B_{\text{num}} \|_M, \]

of the magnetic field and its divergence are computed using the SBP mass matrix.

The following observations can be made. Firstly, using no source term yields non-acceptable results (at least four orders of magnitude larger errors) if \( \partial_j(u_iB_j) \) is discretised using the product or split form. Secondly, the error of the magnetic field is nearly the same for all other configurations. Moreover, the divergence error is independent of the discretisation of \( -\partial_j(u_iB_j) \) in this case. The smallest divergence error is obtained for the central forms of \( \partial_j(u_iB_j) \) and the source term.

Results of convergence experiments using the parameter choices given in Table 4 can be found in Tables 7–12 in Appendix B. There, the errors \( \epsilon_B \) of the magnetic field and \( \epsilon_{\text{div}B} \) of the divergence are computed using the SBP mass matrix. Additionally, the experimental order of convergence (EOC) for these quantities is given.

All schemes converge at least with the expected order of accuracy, i.e. \( p + 1 \) for diagonal norm SBP operators with interior order \( 2p \). The schemes with interior order of accuracy four show even an EOC of four which is better than expected.

As is well-known in the literature [43], high order schemes can be beneficial for the smooth solutions considered here. Indeed, in order to obtain an error of the magnetic field with order of magnitude \( 10^{-3} \), the second order schemes need ca. \( 3 \times 10^3 \) s, the fourth order schemes need ca. \( 2 \times 10^1 \) s, and the sixth order ones need approximately 1 s.

5.2. Linear Induction Equation: Energy Growth

In this section, the energy growth of numerical solutions using different parameters will be compared. The stationary solution

\[ u(x, y, z) = \begin{pmatrix} \sin(\pi x) \cos(\pi y) \cos(\pi z) \\ \cos(\pi x) \sin(\pi y) \cos(\pi z) \\ -2 \cos(\pi x) \cos(\pi y) \sin(\pi z) \end{pmatrix}, \quad B(t, x, y, z) = u(x, y, z), \]
is considered in the domain $\Omega = [0, 1]^3$. Thus, the velocity $u$ vanishes at the boundary $\partial \Omega$ and no energy is transported out of the domain. Using $N$ points per space direction, errors of the numerical solutions at the final time $T = 2$ are compared.

Using again $N = 40$ and the fourth order SBP operator, the results given in Table 13 in Appendix B have been obtained. For this test case, it is extremely important to preserve the anti-symmetry of $\nabla \times (u \times B)$ discretely by choosing the same form for $\partial_j (u_i B_j)$ and $-\partial_j (u_i B_j)$. Note that the application of the split forms of $-\partial_j (u_i B_j)$ and the source term is equivalent to the product form of $-\partial_j (u_i B_j)$ and the central form of the source term. If the anti-symmetry is not preserved discretely, the errors can be several orders of magnitude larger. This corresponds to a discrete preservation of the steady state given by $u \parallel B$ and is linked to so-called well-balanced schemes that are designed to preserve such steady states, e.g. for the shallow water equations [4].

In particular, these observations show that having obtained an energy estimate is not enough. Although the constants appearing in the discrete energy estimates are larger for some forms, they can perform better on a finite grid for this test case. Since the constants are obtained via worst case estimates, they do not necessarily describe the behaviour of the schemes for every test case on a realistic grid.

Results of convergence studies for this setup are given in Tables 14–19 in Appendix B. The parameter choice 1 (central, zero, central) preserves the steady state for all orders of accuracy. The other discretisations using the same form for $\partial_j (u_i B_j)$ and $-\partial_j (u_i B_j)$ preserve the steady state to machine accuracy if the second order SBP operator is used. Otherwise, they perform reasonably well and converge approximately with the expected order.

The other two parameter combinations — 5 (product, central, split) and 6 (product, central, central) — perform worse. The second and sixth order schemes do not seem to be in the asymptotic regime, based on the low experimental orders of convergence. The choice 5 (product, central, split) performs better than the other one.

### 5.3. Nonlinear Induction Equation: Order of Convergence

Here, the nonlinear magnetic induction equation (1) with transport and Hall term is considered. Since no energy stable inflow boundary conditions have been derived, a periodic domain is chosen to test the order of convergence. The analytical solutions are given by exact solutions of the incompressible Hall MHD equations with constant particle density $\varrho \equiv 1$ that have been computed in [47]. They are

$$B(t, x, y, z) = \alpha u(t, x, y, z) + n, \quad u(t, x, y, z) = \left(\begin{array}{c}
\alpha \cos(ky + akt_n) + b \sin(kz + akt_n) \\
\beta \cos(kz + akt_n) + c \sin(kx + akt_n) \\
c \cos(kx + akt_n) + a \sin(ky + akt_n)
\end{array}\right),$$

(118)

where $k = (1 - \alpha^2)/\alpha$, and $n = (n_1, n_2, n_3)$, $a, b, c$, as well as $\alpha$ are constants. Choosing these as $n_1 = n_2 = n_3 = 1/\sqrt{3}, a = b = c = 1, \alpha = 1/2$ yields $k = 3/2$. Thus, the solution is smooth in the domain $\Omega = [0, 4\pi/3]^3$ with periodic boundary conditions. The discretisations use $N$ points per space direction. Due to the second derivatives appearing in the Hall term, the CFL number is chosen as 0.95$N$ and the numerical solutions are advanced up to the final time $T = 1$.

Results of convergence experiments can be found in Tables 20–25 in Appendix B. All schemes converge with the expected order $2p$. The schemes using the central discretisation for both $\partial_j (u_i B_j)$ and $-\partial_j (u_i B_j)$ keep the divergence norm near the initial error due to the projection onto the numerical mesh. For the other schemes, the divergence norm converges with an order between $2p$ and $2p + \frac{1}{2}$.

The good performance of the central discretisations can be explained as follows. Since $D_i D_j = D_i D_j$ holds discretely, these schemes satisfy

$$\partial_i D_j B_i = D_i D_j (u_i B_j - u_j B_i) = 0$$

(119)

if no source term is added and

$$\partial_i D_i B_i = D_i D_j (u_i B_j - u_j B_i) - D_j (u_i D_j B_i) = -D_j (u_i D_j B_i)$$

(120)
if a source term is added, similarly to the continuous case (58). Thus, if the initial condition is (nearly) divergence free, these schemes preserve this property. However, this is in general not the case if (nonperiodic) boundary conditions are added, cf. section 2.6.

5.4. Nonlinear Induction Equation: Outflow Boundary Conditions

In this section, stability properties of the new outflow boundary condition (80) will be studied. Therefore, the setup given in section 5.3 will be used but the outflow boundary conditions are chosen instead of periodic ones.

Since the Hall term is not negligible at the boundaries, this test case is relatively demanding. Indeed, ignoring the Hall term in the surface terms by using the linear boundary conditions with either homogeneous boundary data or using the analytical solution (118) results in a blow-up of the numerical solutions (NaN).

Using instead the outflow boundary condition (80), the numerical solutions do not blow up in most cases. The only exception is given by the “naive” parameter choice 1 (central, zero, central) for which no energy estimate has been obtained. The energy and divergence errors of the numerical solutions for the other parameter choices can be found in Tables 26–30 in Appendix B.

It can be observed that the magnetic energy at the final time decreases with increasing resolution (number of grid nodes \( N \) or order of accuracy). This could be expected since the outflow boundary condition (80) has been designed to result in a decreasing energy. Secondly, for fixed order of accuracy and spatial resolution, the values of the magnetic energy and the divergence norm are of the same order of magnitude for all five schemes. However, it is unknown whether a unique and smooth solution with this choice of boundary conditions exists and whether such a solution has a vanishing divergence, cf. the discussion in section 2.6. Nevertheless, the schemes 2 (central, central, central) and 3 (split, central, split) yield a smaller divergence norm than the other schemes (approximately between 15% and 20%).

The magnetic energy and divergence norm of numerical solutions for the representative parameter choices 3 (split, central, split) and 5 (product, central, split) are visualised in Figure 1 up to the final time \( T = 5 \). As can be seen there, the magnetic energy decays over time for most cases and is smaller for higher order of accuracy. The only exception is given by the choice 5 (product, central, split) with order 2; in that case, the energy decays at first but starts to increase at \( t \approx 2 \). For the same parameters, the norm of the divergence of \( B \) grows fastest. Similarly, the divergence norm increases in time for all orders with the choice 5 (product, central, split) but remains bounded for the parameter set 3 (split, central, split).

As mentioned in Remark 3.2, the appearance of \( u/2 \) instead of \( u \) in the proposed outflow boundary condition (80) might be irritating. However, simply replacing \( u/2 \) with \( u \) results in schemes with worse performance concerning, e.g. the maximal stable time step. Indeed, maximal CFL numbers such that the numerical solutions do not blow up till the final time \( T = 1 \) are given in Table 5. There, stable time steps are between two and three times as big for the proposed outflow boundary condition compared to the altered one. Note that no energy estimate has been obtained for the latter while the energy remains bounded if the proposed condition is used.

| Interior Order 2 | Interior Order 4 | Interior Order 6 |
|------------------|------------------|------------------|
| \( u/2 - \nabla \times \mathbf{B}/\rho \ldots \) | cfl = 1.9/N | cfl = 1.9/N | cfl = 1.5/N |
| \( u - \nabla \times \mathbf{B}/\rho \ldots \) | cfl = 0.7/N | cfl = 0.6/N | cfl = 0.6/N |
Figure 1: Magnetic energy and divergence norms of numerical solutions of the nonlinear induction equation with Hall effect (62) using SBP operators of different order and two choices of forms given in Table 4.

5.5. Divergence Cleaning

In order to test the influence of the divergence cleaning schemes via different projection methods, setups of numerical experiments presented before will be used to compare properties of numerical solutions obtained with or without divergence cleaning.

The six parameter combinations of Table 4 have been used to compute numerical solutions for the test case described in section 5.2. The errors in \( B \) and \( \text{div} B \) at the final time are given in Table 31 and Table 32 for the SBP operator with order of accuracy two and four, respectively. Both results have been obtained using \( N = 40 \) nodes per space direction. Either no divergence cleaning procedure has been applied or the projection using

- the wide stencil operator with homogeneous Dirichlet boundary conditions (WS, \( D_0 \); section 4.3.1),
- the narrow stencil operator with zero Dirichlet boundary conditions (NS, \( D_0 \); section 4.3.3),
- the wide stencil operator and the least norm solution (WS, LN; section 4.3.4).

The absolute error threshold for the divergence has been set to \( 10^{-3} \) and up to 50 iterations of the CG method have been performed after each time step.

The second order schemes using the same discretisation forms for \( \partial_j(u_i B_j) \) and \( -\partial_j(u_j B_i) \) perform already very well for this test case. Since the divergence norm is already negligible, the divergence cleaning procedure does not influence the results in Table 31.

For the other two parameter choices, the wide and narrow stencil discretisation of the Laplace operator with homogeneous Dirichlet boundary conditions yield results that are very similar to
the ones without any divergence cleaning procedure at all. The wide stencil operator reduces the error a bit more. Contrary, the least norm solution yields a significant reduction of both the divergence errors and the magnetic energy. Nevertheless, the energy is still ca. 3–4 times larger than for the well-performing parameter combinations and the error in the magnetic field is of course not of the order of machine accuracy.

For the schemes with interior order of accuracy four, there is an initial divergence error of the magnetic field due to the projection of the initial condition onto the grid. Hence, the steady state can be left if divergence cleaning procedures are applied, as can be seen, e.g. in the first and fourth row of Table 32. As before, the least norm solutions perform better than the other divergence projection methods for this test case and the latter two ones perform similar. The trend of the results of the sixth order scheme is similar to the one of the fourth order scheme. Thus, these results are not presented here in greater detail.

Additional tests using the Hall term and outflow boundary conditions as in section 5.4 up to the final time $T = 5$ have been performed. The results for the second and fourth order SBP operators are given in Table 33 and Table 34, respectively. As before, the wide stencil least norm approach is the only cleaning procedure resulting in a significant reduction of the divergence norm. The operators with homogeneous boundary conditions can give some stabilisation, e.g. for the (not recommended) choice 1 (central, zero, central) for the second order operator, cf. Table 33. For the other cases, they do not yield results that are significantly better than the ones without divergence cleaning procedure.

The results for the fourth order SBP operator are bit different. There, the wide stencil least norm approach results in a blow-up for three parameter combinations while the other approaches yield a blow-up of the numerical solution only for the choice 1 (central, zero, central). However, the divergence of the numerical solutions is reduced less than an order of magnitude by the operators using homogeneous Dirichlet boundary conditions.

Since the divergence cleaning via projection approach is relatively costly, it might be questionable whether it is worth the effort. In numerical experiments presented here, a desired stabilisation could also be provided by certain choices of the discrete forms given in Table 4. Of course, more detailed investigations studying the influence of the chosen error thresholds and maximum number of iterations could be carried out. However, the general results are not very sensitive to variations of these parameters and other means to control the divergence and stability of numerical solutions will be studied in the future.

6. Summary and Discussion

Building on the approach to stable problems in computational physics provided recently by Nordström [54], initial boundary value problems for the magnetic induction equation have been investigated at first at the continuous level. Using the common approach to add a non-conservative source term involving the divergence of the magnetic field, energy estimates have been obtained at first for the linear induction equation. By applying summation by parts operators and simultaneous approximation terms to impose boundary conditions weakly, these results have been transferred to the semidiscrete level. Thus, several different semidiscretisations of the induction equation have been shown to be energy stable (section 2). Additionally, the importance of boundary conditions for the divergence constraint has been demonstrated in section 2.6. Moreover, novel outflow boundary conditions for the nonlinear induction equation with Hall effect have been proposed, resulting in an energy estimate (section 3). Thereafter, divergence cleaning techniques using projections of the magnetic field have been studied. Using SBP operators and paying special attention to the boundaries, the energy of several known approaches has been investigated and a novel scheme with some improved properties has been proposed (section 4).

Finally, all schemes have been compared using several numerical test cases (section 5). In general, schemes using a nonconservative source term allow an energy estimate and perform better than the other ones in most test cases. While there might be some circumstances where the other schemes yield better results, it seems to be preferable to use methods allowing an energy estimate. However, having an energy estimate is not enough to predict the performance
of a scheme on a finite grid. Indeed, the choice of the discrete form can influence the results considerably for certain test cases. In particular, preserving the anti-symmetry of $\nabla \times (u \times B)$ with respect to $u$ and $B$ can be very important, as has been demonstrated in numerical experiments. The novel outflow boundary condition for the nonlinear magnetic induction equation with Hall effect results in stable schemes and a decaying magnetic energy, as expected. Together with the other ingredients discussed and developed in this article, it will be tested in more demanding and realistic applications in the future.

The proposed schemes have been implemented in OpenCL and have been published as open source software [73] with Matlab interface via MatCL [29]. Further research will involve the optimisation of the implementation, other kinds of boundary conditions for the nonlinear induction equation with Hall effect, and other means to control divergence errors of the magnetic field.
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A. High-Order SBP Operators

Similarly to Example 2.4, there are higher order SBP operators. The following fourth order accurate SBP operators are given in [48]. The lower right corner can be obtained from the upper right corner via $D_{N+1-i,N+1-j} = -D_{i,j}$.

$$D = \frac{1}{\Delta x} \begin{pmatrix} -24/17 & 59/34 & -4/17 & -3/34 \\ -1/2 & 0 & 1/2 & \\ 4/43 & -59/86 & 0 & 59/86 & -4/43 \\ 3/98 & 0 & -59/98 & 0 & 32/49 & -4/49 \\ 1/12 & -2/3 & 0 & 2/3 & -1/12 & \end{pmatrix},$$

$$M = \Delta x \text{ diag} \left( \frac{17}{48}, \frac{59}{48}, \frac{43}{48}, \frac{49}{48}, \frac{1}{48}, \frac{1}{48}, \frac{1}{48}, \frac{1}{48}, \frac{49}{48}, \frac{59}{48}, \frac{17}{48} \right).$$

Using the approach of section 4.3.4 for divergence cleaning, the adjoint operator $D^*$ and $DD^*$ have to be used. Similarly to Example 4.11, they are

$$D^* = M^{-1} D^T M = -D + M^{-1} E = \frac{1}{\Delta x} \begin{pmatrix} -24/17 & -59/34 & 4/17 & 3/34 \\ 1/2 & 0 & -1/2 & \\ -4/43 & 59/86 & 0 & -59/86 & 4/43 \\ 3/98 & 0 & 59/98 & 0 & -32/49 & 4/49 \\ -1/12 & 2/3 & 0 & -2/3 & 1/12 & \\ & \cdots & \cdots & \cdots & \cdots & \end{pmatrix},$$

$$\begin{pmatrix} -24/17 & 59/34 & 4/17 & 3/34 \\ 1/2 & 0 & -1/2 & \\ -4/43 & 59/86 & 0 & -59/86 & 4/43 \\ 3/98 & 0 & 59/98 & 0 & -32/49 & 4/49 \\ -1/12 & 2/3 & 0 & -2/3 & 1/12 & \\ & \cdots & \cdots & \cdots & \cdots & \end{pmatrix}.$$
This operator is symmetric and positive semidefinite. Coefficients for the derivative operators with interior order of accuracy six can be found in [48]. All coefficients can also be found in [73].

B. Results of Numerical Experiments

Here, additional data from numerical experiments described in section 5 are given.

Table 6: Errors and divergence norms of numerical solutions of the linear induction equation (2) with analytical solution (115) using $N = 40$ nodes per direction and the fourth order SBP operator.

| $\partial_j(u_iB_j)$ | source term | $-\partial_j(u_iB_j)$ | $\varepsilon_B$ | $\varepsilon_{divB}$ |
|---------------------|-------------|----------------------|----------------|-------------------|
| product             | zero        | product              | 1.10e+06        | 9.18e+06         |
| product             | zero        | split                | 1.10e+06        | 9.18e+06         |
| product             | zero        | central              | 1.10e+06        | 9.18e+06         |
| product             | split       | product              | 2.04e-02        | 8.42e-02         |
| product             | split       | split                | 2.04e-02        | 8.42e-02         |
| product             | split       | central              | 2.04e-02        | 8.42e-02         |
| product             | central     | product              | 2.01e-02        | 5.66e-02         |
| product             | central     | split                | 2.01e-02        | 5.66e-02         |
| split               | zero        | product              | 2.26e+02        | 1.43e+03         |
| split               | zero        | split                | 2.26e+02        | 1.43e+03         |
| split               | zero        | central              | 2.26e+02        | 1.43e+03         |
| split               | split       | product              | 2.01e-02        | 5.66e-02         |
| split               | split       | split                | 2.01e-02        | 5.66e-02         |
| split               | split       | central              | 2.01e-02        | 5.66e-02         |
| split               | central     | product              | 1.99e-02        | 2.86e-02         |
| split               | central     | split                | 1.99e-02        | 2.86e-02         |
| split               | central     | central              | 1.99e-02        | 2.86e-02         |
| central             | zero        | product              | 1.98e-02        | 4.87e-03         |
| central             | zero        | split                | 1.98e-02        | 4.87e-03         |
| central             | zero        | central              | 1.98e-02        | 4.87e-03         |
| central             | split       | product              | 1.99e-02        | 2.86e-02         |
| central             | split       | split                | 1.99e-02        | 2.86e-02         |
| central             | split       | central              | 1.99e-02        | 2.86e-02         |
| central             | central     | product              | 1.98e-02        | 3.04e-03         |
| central             | central     | split                | 1.98e-02        | 3.04e-03         |
| central             | central     | central              | 1.98e-02        | 3.04e-03         |
Table 7: Results of convergence experiments for the linear induction equation (2) with analytical solution (115), SBP operators of different order, and the choice of discrete forms as in 1 (central, zero, central).

| Interior Order | N  | ε  | B  | EOC | ε  | div | B  | EOC | Runtime |
|----------------|----|----|----|-----|----|-----|----|-----|---------|
| 2              | 40 | 1.72e-01 | 2.77e-02 | 7.18e-01 | 1.98e-02 | 4.87e-03 | 1.02e+00 | 3.79e-03 | 8.51e-03 | 1.34e+00 |
| 4              | 80 | 5.37e-02 | 1.68  | 7.14e-03 | 1.95  | 1.10e+01 | 1.27e-03 | 3.96  | 5.82e-04 | 3.07  | 1.62e+01 |
| 6              | 160| 1.36e-02 | 1.98  | 2.02e-03 | 1.82  | 1.69e+02 | 7.88e-05 | 4.01  | 8.37e-05 | 2.80  | 3.03e+02 |
| 2              | 320| 3.39e-03 | 2.01  | 6.23e-04 | 1.70  | 2.92e+03 | 4.90e-06 | 4.01  | 1.35e-05 | 2.63  | 5.69e+03 |

Table 8: Results of convergence experiments for the linear induction equation (2) with analytical solution (115), SBP operators of different order, and the choice of discrete forms as in 2 (central, central, central).

| Interior Order | N  | ε  | B  | EOC | ε  | div | B  | EOC | Runtime |
|----------------|----|----|----|-----|----|-----|----|-----|---------|
| 2              | 40 | 1.75e-01 | 3.74e-02 | 7.42e-01 | 1.99e-02 | 2.86e-02 | 1.12e+00 | 3.30e-03 | 2.03e-02 | 1.55e+00 |
| 4              | 80 | 5.41e-02 | 1.69  | 7.72e-02 | 1.95  | 1.13e+01 | 1.28e-03 | 3.96  | 2.80e-04 | 3.44  | 1.67e+01 |
| 6              | 160| 1.37e-02 | 1.98  | 1.94e-02 | 2.00  | 1.79e+02 | 7.91e-05 | 4.01  | 1.17e-04 | 3.96  | 3.21e+02 |
| 2              | 320| 3.41e-03 | 2.01  | 4.85e-03 | 2.00  | 3.12e+03 | 4.93e-06 | 4.00  | 8.82e-06 | 3.73  | 5.75e+03 |

Table 9: Results of convergence experiments for the linear induction equation (2) with analytical solution (115), SBP operators of different order, and the choice of discrete forms as in 3 (split, central, split).

| Interior Order | N  | ε  | B  | EOC | ε  | div | B  | EOC | Runtime |
|----------------|----|----|----|-----|----|-----|----|-----|---------|
| 2              | 40 | 1.72e-01 | 2.77e-02 | 7.18e-01 | 1.98e-02 | 4.87e-03 | 1.02e+00 | 3.79e-03 | 8.51e-03 | 1.34e+00 |
| 4              | 80 | 5.37e-02 | 1.68  | 7.14e-03 | 1.95  | 1.10e+01 | 1.27e-03 | 3.96  | 5.82e-04 | 3.07  | 1.62e+01 |
| 6              | 160| 1.36e-02 | 1.98  | 2.02e-03 | 1.82  | 1.69e+02 | 7.88e-05 | 4.01  | 8.37e-05 | 2.80  | 3.03e+02 |
| 2              | 320| 3.39e-03 | 2.01  | 6.23e-04 | 1.70  | 2.92e+03 | 4.90e-06 | 4.01  | 1.35e-05 | 2.63  | 5.69e+03 |
Table 10: Results of convergence experiments for the linear induction equation (2) with analytical solution (115), SBP operators of different order, and the choice of discrete forms as in 4 (product, central, product).

| $N$ | $\varepsilon_B$ | Interior Order 2 |  |  |  | Interior Order 4 |  |  |  | Interior Order 6 |  |  |  |
|-----|----------------|-----------------|---|---|---|-----------------|---|---|---|-----------------|---|---|---|
| 40  | 1.74e-01       | 5.69e-01        | 7.38e-01 | 2.01e-02 | 5.66e-02 | 1.07e+00 | 3.08e-03 | 2.09e-02 | 1.50e+00 |
| 80  | 5.49e-02       | 1.66            | 1.53e-01 | 1.89 | 1.14e+01 | 1.29e-03 | 3.96 | 3.61e-03 | 3.97 | 1.72e+01 | 6.86e-05 | 5.49 | 1.01e-03 | 4.38 | 2.56e+01 |
| 160 | 1.39e-02       | 1.98            | 3.85e-02 | 1.99 | 1.80e+02 | 8.01e-05 | 4.01 | 2.25e-04 | 4.00 | 3.02e+02 | 2.84e-06 | 4.59 | 4.70e-05 | 4.42 | 4.53e+02 |
| 320 | 3.47e-03       | 2.01            | 9.63e-03 | 2.00 | 3.09e+03 | 4.98e-06 | 4.01 | 1.46e-05 | 3.94 | 5.73e+03 | 1.62e-07 | 4.13 | 2.86e-06 | 4.04 | 9.31e+03 |

Table 11: Results of convergence experiments for the linear induction equation (2) with analytical solution (115), SBP operators of different order, and the choice of discrete forms as in 5 (product, central, split).

| $N$ | $\varepsilon_B$ | Interior Order 2 |  |  |  | Interior Order 4 |  |  |  | Interior Order 6 |  |  |  |
|-----|----------------|-----------------|---|---|---|-----------------|---|---|---|-----------------|---|---|---|
| 40  | 1.74e-01       | 5.69e-01        | 7.59e-01 | 2.01e-02 | 5.66e-02 | 1.10e+00 | 3.08e-03 | 2.09e-02 | 1.52e+00 |
| 80  | 5.49e-02       | 1.66            | 1.53e-01 | 1.89 | 1.16e+01 | 1.29e-03 | 3.96 | 3.61e-03 | 3.97 | 1.73e+01 | 6.86e-05 | 5.49 | 1.01e-03 | 4.38 | 2.59e+01 |
| 160 | 1.39e-02       | 1.98            | 3.85e-02 | 1.99 | 1.87e+02 | 8.01e-05 | 4.01 | 2.25e-04 | 4.00 | 3.16e+02 | 2.84e-06 | 4.59 | 4.70e-05 | 4.42 | 4.39e+02 |
| 320 | 3.47e-03       | 2.01            | 9.63e-03 | 2.00 | 3.03e+03 | 4.98e-06 | 4.01 | 1.46e-05 | 3.94 | 5.93e+03 | 1.62e-07 | 4.13 | 2.86e-06 | 4.04 | 7.55e+03 |

Table 12: Results of convergence experiments for the linear induction equation (2) with analytical solution (115), SBP operators of different order, and the choice of discrete forms as in 6 (product, central, central).

| $N$ | $\varepsilon_B$ | Interior Order 2 |  |  |  | Interior Order 4 |  |  |  | Interior Order 6 |  |  |  |
|-----|----------------|-----------------|---|---|---|-----------------|---|---|---|-----------------|---|---|---|
| 40  | 1.74e-01       | 5.69e-01        | 7.39e-01 | 2.01e-02 | 5.66e-02 | 1.08e+00 | 3.08e-03 | 2.09e-02 | 1.47e+00 |
| 80  | 5.49e-02       | 1.66            | 1.53e-01 | 1.89 | 1.14e+01 | 1.29e-03 | 3.96 | 3.61e-03 | 3.97 | 1.72e+01 | 6.86e-05 | 5.49 | 1.01e-03 | 4.38 | 2.54e+01 |
| 160 | 1.39e-02       | 1.98            | 3.85e-02 | 1.99 | 1.78e+02 | 8.01e-05 | 4.01 | 2.25e-04 | 4.00 | 3.20e+02 | 2.84e-06 | 4.59 | 4.70e-05 | 4.42 | 4.41e+02 |
| 320 | 3.47e-03       | 2.01            | 9.63e-03 | 2.00 | 2.81e+03 | 4.98e-06 | 4.01 | 1.46e-05 | 3.94 | 5.82e+03 | 1.62e-07 | 4.13 | 2.86e-06 | 4.04 | 8.02e+03 |


Table 13: Errors and divergence norms of numerical solutions of the linear induction equation (2) with analytical solution (117) using N = 40 nodes per direction and the fourth order SBP operator.

| $\partial_j(u_i B_j)$ | source term | $-\partial_j(u_i B_j)$ | $\varepsilon_B$ | $\varepsilon_{\text{div} B}$ |
|-----------------------|-------------|-------------------------|-----------------|-------------------------|
| product               | zero        | product                 | 1.55e-12        | 1.77e-03                |
| product               | zero        | split                   | 9.32e+03        | 4.88e+05                |
| product               | zero        | central                 | 4.63e+09        | 1.98e+11                |
| product               | split       | product                 | 2.74e+02        | 8.81e+02                |
| product               | split       | split                   | 1.39e+04        | 9.19e+05                |
| product               | split       | central                 | 3.07e+09        | 2.30e+11                |
| product               | central     | product                 | 6.65e-02        | 5.66e-01                |
| product               | central     | split                   | 1.33e+00        | 4.85e+00                |
| product               | central     | central                 | 1.64e+03        | 1.09e+05                |
| split                 | zero        | product                 | 2.84e+05        | 4.90e+06                |
| split                 | zero        | split                   | 2.98e-17        | 1.77e-03                |
| split                 | zero        | central                 | 1.44e+03        | 7.53e+04                |
| split                 | split       | product                 | 6.65e-02        | 5.66e-01                |
| split                 | split       | split                   | 1.33e+00        | 4.85e+00                |
| split                 | split       | central                 | 1.64e+03        | 1.09e+05                |
| split                 | central     | product                 | 3.80e+01        | 1.17e+02                |
| split                 | central     | split                   | 3.50e-03        | 2.93e-02                |
| split                 | central     | central                 | 3.75e-01        | 1.37e+00                |
| central               | zero        | product                 | 4.03e+07        | 1.11e+09                |
| central               | zero        | split                   | 3.20e+01        | 7.43e+02                |
| central               | zero        | central                 | 0.00e+00        | 1.77e-03                |
| central               | split       | product                 | 3.80e+01        | 1.17e+02                |
| central               | split       | split                   | 3.50e-03        | 2.93e-02                |
| central               | split       | central                 | 3.75e-01        | 1.37e+00                |
| central               | central     | product                 | 2.77e+04        | 5.72e+05                |
| central               | central     | split                   | 2.54e-01        | 1.21e+00                |
| central               | central     | central                 | 4.09e-03        | 3.68e-02                |
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Table 14: Results of convergence experiments for the linear induction equation (2) with analytical solution (117), SBP operators of different order, and the choice of discrete forms as in 1 (central, zero, central).

| N  | $\varepsilon_B$ | Interior Order 2 | $\varepsilon_B$ | Interior Order 4 | $\varepsilon_B$ | Interior Order 6 |
|----|----------------|------------------|----------------|------------------|----------------|------------------|
|    |                | EOC              | $\varepsilon_{\text{div}} B$ | EOC              | $\varepsilon_{\text{div}} B$ | EOC              |
| 40 | 1.87e-30       | 6.17e-01         | 2.73e-30        | 1.77e-03         | 8.02e-01        | 4.33e-00         |
| 80 | 8.13e-31       | 7.28e-15         | 9.12e-31        | 3.04e-04         | 2.54             | 1.33e+01         |
| 160| 1.18e-30       | -0.83            | 1.35e-30        | -0.56            | 2.52             | 2.70e+02         |
| 320| 2.11e-29       | -1.54            | 2.58e-29        | -4.26            | 2.51             | 4.55e+03         |

Table 15: Results of convergence experiments for the linear induction equation (2) with analytical solution (117), SBP operators of different order, and the choice of discrete forms as in 2 (central, central, central).

| N  | $\varepsilon_B$ | Interior Order 2 | $\varepsilon_B$ | Interior Order 4 | $\varepsilon_B$ | Interior Order 6 |
|----|----------------|------------------|----------------|------------------|----------------|------------------|
|    |                | EOC              | $\varepsilon_{\text{div}} B$ | EOC              | $\varepsilon_{\text{div}} B$ | EOC              |
| 40 | 9.74e-16       | 6.08e-01         | 4.09e-03        | 3.68e-02         | 8.50e-01        | 4.40e-04         |
| 80 | 1.49e-15       | -1.98            | 6.02e-04        | 1.41e-02         | 1.39e+01        | 2.50e-05         |
| 160| 1.57e-15       | -1.54            | 6.55e-05        | 5.46e-03         | 2.74e+02        | 3.40e-07         |
| 320| 5.13e-13       | -2.59            | 7.71e-06        | 1.88e-03         | 4.87e+03        | 5.10e-08         |

Table 16: Results of convergence experiments for the linear induction equation (2) with analytical solution (117), SBP operators of different order, and the choice of discrete forms as in 3 (split, central, split).

| N  | $\varepsilon_B$ | Interior Order 2 | $\varepsilon_B$ | Interior Order 4 | $\varepsilon_B$ | Interior Order 6 |
|----|----------------|------------------|----------------|------------------|----------------|------------------|
|    |                | EOC              | $\varepsilon_{\text{div}} B$ | EOC              | $\varepsilon_{\text{div}} B$ | EOC              |
| 40 | 1.48e-15       | 5.86e-01         | 3.50e-03        | 2.93e-02         | 9.10e-01        | 1.17e-04         |
| 80 | 2.26e-15       | -1.74            | 9.90e-01        | 5.27e-04         | 2.73             | 1.47e+01         |
| 160| 2.07e-15       | -1.33            | 6.59e-05        | 1.45e-03         | 2.22             | 2.84e+02         |
| 320| 6.84e-15       | -2.52            | 8.96e-06        | 3.08e-04         | 2.23             | 5.38e+03         |
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Table 17: Results of convergence experiments for the linear induction equation (2) with analytical solution (117), SBP operators of different order, and the choice of discrete forms as in 4 (product, central, product).

| Interior Order | N   | ε B EOC | ε div B EOC | Runtime |
|----------------|-----|---------|-------------|---------|
| 2              | 40  | 7.35e-14 | 8.21e-13 | 6.21e-01 |
| 80             | 1.86e-13 | -1.34 | 1.28e-12 | -0.65 |
| 160            | 6.65e-02 | 5.66e-01 | 8.75e-01 | |
| 320            | 2.76e-06 | 4.73 | 8.55e-04 | 3.85 |

Table 18: Results of convergence experiments for the linear induction equation (2) with analytical solution (117), SBP operators of different order, and the choice of discrete forms as in 5 (product, central, split).

| Interior Order | N   | ε B EOC | ε div B EOC | Runtime |
|----------------|-----|---------|-------------|---------|
| 2              | 40  | 8.49e+01 | 2.86e+02 | 6.41e-01 |
| 80             | 4.05e+01 | 1.07 | 1.68e+02 | 0.77 |
| 160            | 1.85e+01 | 1.13 | 1.08e+02 | 0.63 |
| 320            | 8.31e+00 | 1.16 | 7.43e+01 | 0.54 |

Table 19: Results of convergence experiments for the linear induction equation (2) with analytical solution (117), SBP operators of different order, and the choice of discrete forms as in 6 (product, central, central).

| Interior Order | N   | ε B EOC | ε div B EOC | Runtime |
|----------------|-----|---------|-------------|---------|
| 2              | 40  | 3.52e+04 | 1.68e+06 | 6.19e-01 |
| 80             | 2.36e+04 | 0.58 | 2.29e+06 | -0.44 |
| 160            | 1.51e+04 | 0.65 | 2.93e+06 | -0.36 |
| 320            | 8.93e+03 | 0.75 | 3.49e+06 | -0.25 |
Table 20: Results of convergence experiments for the nonlinear induction equation (62) with analytical solution (118), SBP operators of different order, and the choice of discrete forms as in 1 (central, zero, central).

| $N$  | $\varepsilon_B$ | EOC | $\varepsilon_{\text{div}\, B}$ | EOC | Runtime | $\varepsilon_B$ | EOC | $\varepsilon_{\text{div}\, B}$ | EOC | Runtime | $\varepsilon_B$ | EOC | $\varepsilon_{\text{div}\, B}$ | EOC | Runtime |
|------|-----------------|-----|------------------------------|-----|---------|-----------------|-----|------------------------------|-----|---------|-----------------|-----|------------------------------|-----|---------|
| 40   | 2.02e-02        |     | 2.55e-13                     |     | 5.59e+00| 9.98e-05       |     | 3.44e-13                     |     | 6.85e+00| 5.27e-07       |     | 3.94e-13                     |     | 8.26e+00|
| 60   | 9.00e-03        | 1.99| 5.76e-13                     | -2.01| 4.18e+01| 1.97e-05       | 4.00| 7.76e-13                     | -2.01| 5.34e+01| 4.64e-08       | 5.99| 8.83e-13                     | -1.99| 6.65e+01|
| 80   | 5.07e-03        | 2.00| 1.02e-12                     | -2.00| 1.97e+02| 6.25e-06       | 4.00| 1.38e-12                     | -1.99| 2.26e+02| 8.26e-09       | 6.00| 1.57e-12                     | -2.00| 3.16e+02|
| 100  | 3.24e-03        | 2.00| 1.61e-12                     | -2.02| 5.70e+02| 2.56e-06       | 4.00| 2.15e-12                     | -2.00| 7.69e+02| 2.17e-09       | 6.00| 2.46e-12                     | -2.01| 9.57e+02|

Table 21: Results of convergence experiments for the nonlinear induction equation (62) with analytical solution (118), SBP operators of different order, and the choice of discrete forms as in 2 (central, central, central).

| $N$  | $\varepsilon_B$ | EOC | $\varepsilon_{\text{div}\, B}$ | EOC | Runtime | $\varepsilon_B$ | EOC | $\varepsilon_{\text{div}\, B}$ | EOC | Runtime | $\varepsilon_B$ | EOC | $\varepsilon_{\text{div}\, B}$ | EOC | Runtime |
|------|-----------------|-----|------------------------------|-----|---------|-----------------|-----|------------------------------|-----|---------|-----------------|-----|------------------------------|-----|---------|
| 40   | 2.02e-02        |     | 2.56e-13                     |     | 5.80e+00| 9.98e-05       |     | 3.47e-13                     |     | 6.83e+00| 5.27e-07       |     | 3.94e-13                     |     | 8.28e+00|
| 60   | 9.00e-03        | 1.99| 5.76e-13                     | -2.00| 4.39e+01| 1.97e-05       | 4.00| 7.76e-13                     | -1.99| 5.19e+01| 4.64e-08       | 5.99| 8.83e-13                     | -1.99| 6.61e+01|
| 80   | 5.07e-03        | 2.00| 1.03e-12                     | -2.02| 1.94e+02| 6.25e-06       | 4.00| 1.38e-12                     | -2.00| 2.28e+02| 8.26e-09       | 6.00| 1.58e-12                     | -2.02| 3.14e+02|
| 100  | 3.24e-03        | 2.00| 1.61e-12                     | -2.00| 5.74e+02| 2.56e-06       | 4.00| 2.16e-12                     | -2.00| 7.48e+02| 2.17e-09       | 6.00| 2.46e-12                     | -1.99| 9.48e+02|

Table 22: Results of convergence experiments for the nonlinear induction equation (62) with analytical solution (118), SBP operators of different order, and the choice of discrete forms as in 3 (split, central, split).

| $N$  | $\varepsilon_B$ | EOC | $\varepsilon_{\text{div}\, B}$ | EOC | Runtime | $\varepsilon_B$ | EOC | $\varepsilon_{\text{div}\, B}$ | EOC | Runtime | $\varepsilon_B$ | EOC | $\varepsilon_{\text{div}\, B}$ | EOC | Runtime |
|------|-----------------|-----|------------------------------|-----|---------|-----------------|-----|------------------------------|-----|---------|-----------------|-----|------------------------------|-----|---------|
| 40   | 2.02e-02        |     | 1.48e-03                     |     | 5.82e+00| 9.98e-05       |     | 1.02e-05                     |     | 7.19e+00| 5.27e-07       |     | 6.34e-08                     |     | 9.03e+00|
| 60   | 9.00e-03        | 2.00| 5.30e-04                     | 2.53| 4.41e+01| 1.98e-05       | 4.00| 1.71e-06                     | 4.40| 5.75e+01| 4.64e-08       | 5.99| 4.78e-09                     | 6.38| 7.50e+01|
| 80   | 5.07e-03        | 2.00| 2.66e-04                     | 2.40| 1.87e+02| 6.25e-06       | 4.00| 4.76e-07                     | 4.44| 2.44e+02| 8.26e-09       | 6.00| 7.55e-10                     | 6.41| 3.40e+02|
| 100  | 3.24e-03        | 2.00| 1.63e-04                     | 2.21| 5.65e+02| 2.56e-06       | 4.00| 1.82e-07                     | 4.32| 8.63e+02| 2.17e-09       | 6.00| 1.88e-10                     | 6.24| 1.04e+03|
Table 23: Results of convergence experiments for the nonlinear induction equation (62) with analytical solution (118), SBP operators of different order, and the choice of discrete forms as in 4 (product, central, product).

| Interior Order | N | $\varepsilon_{\text{EOC}}$ | $\varepsilon_{\text{div \ EOC}}$ | Runtime |
|----------------|---|-----------------|-----------------|--------|
| 2              | 40 | 2.03e-02        | 3.03e-03        | 5.81e+00 |
|                | 60 | 9.01e-03        | 2.00e-02        | 1.07e+00 |
|                | 80 | 5.07e-03        | 2.00e-02        | 5.39e+00 |

Table 24: Results of convergence experiments for the nonlinear induction equation (62) with analytical solution (118), SBP operators of different order, and the choice of discrete forms as in 5 (product, central, split).

| Interior Order | N | $\varepsilon_{\text{EOC}}$ | $\varepsilon_{\text{div \ EOC}}$ | Runtime |
|----------------|---|-----------------|-----------------|--------|
| 2              | 40 | 2.03e-02        | 3.03e-03        | 5.87e+00 |
|                | 60 | 9.01e-03        | 2.00e-02        | 1.07e+00 |
|                | 80 | 5.07e-03        | 2.00e-02        | 5.39e+00 |

Table 25: Results of convergence experiments for the nonlinear induction equation (62) with analytical solution (118), SBP operators of different order, and the choice of discrete forms as in 6 (product, central, central).

| Interior Order | N | $\varepsilon_{\text{EOC}}$ | $\varepsilon_{\text{div \ EOC}}$ | Runtime |
|----------------|---|-----------------|-----------------|--------|
| 2              | 40 | 2.03e-02        | 3.03e-03        | 5.73e+00 |
|                | 60 | 9.01e-03        | 2.00e-02        | 1.07e+00 |
|                | 80 | 5.07e-03        | 2.00e-02        | 5.39e+00 |
Table 26: Results of numerical experiments for the nonlinear induction equation (62) using SBP operators of different order and the choice of discrete forms as in 2 (central, central, central).

| N   | $\|B\|_M^2$ | $\|D_B\|_M$ | Runtime | $\|B\|_M^2$ | $\|D_B\|_M$ | Runtime | $\|B\|_M^2$ | $\|D_B\|_M$ | Runtime |
|-----|-------------|-------------|---------|-------------|-------------|---------|-------------|-------------|---------|
| 40  | 5.68e+01    | 2.01e+01   | 3.71e+00| 4.88e+01    | 2.23e+01   | 5.36e+00| 4.51e+01    | 2.64e+01   | 7.36e+00|
| 80  | 4.61e+01    | 2.79e+01   | 6.88e+01| 4.23e+01    | 3.13e+01   | 1.16e+02| 4.03e+01    | 3.67e+01   | 1.70e+02|

Table 27: Results of numerical experiments for the nonlinear induction equation (62) using SBP operators of different order and the choice of discrete forms as in 3 (split, central, split).

| N   | $\|B\|_M^2$ | $\|D_B\|_M$ | Runtime | $\|B\|_M^2$ | $\|D_B\|_M$ | Runtime | $\|B\|_M^2$ | $\|D_B\|_M$ | Runtime |
|-----|-------------|-------------|---------|-------------|-------------|---------|-------------|-------------|---------|
| 40  | 5.66e+01    | 2.05e+01   | 3.48e+00| 4.86e+01    | 2.31e+01   | 5.00e+00| 4.48e+01    | 2.69e+01   | 7.15e+00|
| 80  | 4.60e+01    | 2.88e+01   | 6.55e+01| 4.21e+01    | 3.28e+01   | 1.08e+02| 4.04e+01    | 3.78e+01   | 1.66e+02|

Table 28: Results of numerical experiments for the nonlinear induction equation (62) using SBP operators of different order and the choice of discrete forms as in 4 (product, central, product).

| N   | $\|B\|_M^2$ | $\|D_B\|_M$ | Runtime | $\|B\|_M^2$ | $\|D_B\|_M$ | Runtime | $\|B\|_M^2$ | $\|D_B\|_M$ | Runtime |
|-----|-------------|-------------|---------|-------------|-------------|---------|-------------|-------------|---------|
| 40  | 5.73e+01    | 2.28e+01   | 3.35e+00| 4.96e+01    | 2.69e+01   | 5.41e+00| 4.55e+01    | 3.11e+01   | 7.50e+00|
| 80  | 4.64e+01    | 3.26e+01   | 6.89e+01| 4.27e+01    | 3.83e+01   | 1.15e+02| 4.08e+01    | 4.35e+01   | 1.79e+02|

Table 29: Results of numerical experiments for the nonlinear induction equation (62) using SBP operators of different order and the choice of discrete forms as in 5 (product, central, split).

| N   | $\|B\|_M^2$ | $\|D_B\|_M$ | Runtime | $\|B\|_M^2$ | $\|D_B\|_M$ | Runtime | $\|B\|_M^2$ | $\|D_B\|_M$ | Runtime |
|-----|-------------|-------------|---------|-------------|-------------|---------|-------------|-------------|---------|
| 40  | 5.72e+01    | 2.28e+01   | 3.41e+00| 4.95e+01    | 2.69e+01   | 5.36e+00| 4.56e+01    | 3.10e+01   | 7.46e+00|
| 80  | 4.65e+01    | 3.26e+01   | 6.93e+01| 4.27e+01    | 3.83e+01   | 1.16e+02| 4.08e+01    | 4.36e+01   | 1.79e+02|

Table 30: Results of numerical experiments for the nonlinear induction equation (62) using SBP operators of different order and the choice of discrete forms as in 6 (product, central, central).

| N   | $\|B\|_M^2$ | $\|D_B\|_M$ | Runtime | $\|B\|_M^2$ | $\|D_B\|_M$ | Runtime | $\|B\|_M^2$ | $\|D_B\|_M$ | Runtime |
|-----|-------------|-------------|---------|-------------|-------------|---------|-------------|-------------|---------|
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