Evaluation of in silico predictors on short nucleotide variants in HBA1, HBA2, and HBB associated with haemoglobinopathies
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Abstract Haemoglobinopathies are the commonest monogenic diseases worldwide and are caused by variants in the globin gene clusters. With over 2400 variants detected to date, their interpretation using the American College of Medical Genetics and Genomics (ACMG)/Association for Molecular Pathology (AMP) guidelines is challenging and computational evidence can provide valuable input about their functional annotation. While many in silico predictors have already been developed, their performance varies for different genes and diseases. In this study, we evaluate 31 in silico predictors using a dataset of 1627 variants in HBA1, HBA2, and HBB. By varying the decision threshold for each tool, we analyse their performance (a) as binary classifiers of pathogenicity and (b) by using different non-overlapping pathogenic and benign thresholds for their optimal use in the ACMG/AMP framework. Our results show that CADD, Eigen-PC, and REVEL are the overall top performers, with the former reaching moderate strength level for pathogenic prediction. Eigen-PC and REVEL achieve the highest accuracies for missense variants, while CADD is also a reliable predictor of non-missense variants. Moreover, SpliceAI is the top performing splicing predictor, reaching strong level of evidence, while GERP++ and phyloP are the most accurate conservation tools. This study provides evidence about the optimal use of computational tools in globin gene clusters under the ACMG/AMP framework.
Editor’s evaluation
The more frequent use of next generation sequencing of individuals for diagnostic purposes has led to the identification of numerous single nucleotide variants (SNVs). Association of SNVs with likelihood of clinical significance is reliant on multiple criteria making in silico predictions generated by panels of experts increasingly relevant to the field. This study compares the performance of 31 computational tools in classifying pathogenicity of SNVs in the human adult globin genes, and proposes an improved approach to achieve balanced predictions. This paper is of interest to scientists and clinicians within the field of Haemoglobinopathies diseases.

Introduction
With genetic testing frequently employed by clinical laboratories to aid diagnosis and treatment decisions in different diseases (Richards et al., 2015), advances in sequencing technology produce an excessive amount of sequencing data leading to a rapidly enlarging pool of new unclassified variants. While sequencing data provide new candidates for therapeutic interventions and personalised medicine, they also introduce challenges in correctly classifying variants as pathogenic or benign. Thus, variant interpretation often relies on human expertise to gather information from different and diverse sources as to combine individual pieces of evidence into a comprehensive estimate with high confidence (Luo et al., 2019).

To assist in the establishment of a common framework for standardised variant classification, the American College of Medical Genetics and Genomics (ACMG) and the Association for Molecular Pathology (AMP) published joint recommendations for the interpretation of genetic variants (Richards et al., 2015). The ACMG/AMP framework was designed for use across different genes and diseases, thus requiring further specification in disease-specific scenarios. In response to this need, the Clinical Genome (ClinGen) Resource formed various disease-specific variant curation expert panels (VCEPs) to develop specifications to the ACMG/AMP framework (Rehm et al., 2015). The ClinGen Haemoglobinopathy VCEP focuses on performing and testing the applicability of haemoglobinopathy-specific modifications to the standard ACMG/AMP framework before proceeding with the classification and interpretation of variants related to haemoglobinopathies (Kountouris et al., 2021). Haemoglobinopathies represent the commonest groups of inherited monogenic disorders affecting approximately 7% of the global population (Cao and Kan, 2013). They are caused by genetic defects in genes located in the α-globin locus (Accession: NG_000006) and in the β-globin locus (Accession: NG_000007). To date, there are over 2400 different naturally occurring globin gene variants, which are collected and manually curated in IthaGenes, a haemoglobinopathy-specific database on the ITHANET portal (Kountouris et al., 2014).

The ACMG/AMP guidelines propose the use of in silico predictors (namely criteria PP3 and BP4 for pathogenic and benign evidence, respectively) as supporting evidence for variant pathogenicity classification (Richards et al., 2015). Several tools have already been developed to predict the impact of genetic variants and their relation to developing diseases. These tools fall into four main categories based on the theoretical background and type of data they use for predicting variant effect, namely sequence conservation-based, structure-based analysis, combined (i.e., including both sequence and structural features), and meta-predictors (Li and Wang, 2017).

The performance of different in silico tools varies across genes and diseases as numerous studies illustrated discrepancies regarding variant pathogenicity prediction (Ernst et al., 2018; Fortuno et al., 2018; Luo et al., 2019; Masica and Karchin, 2016; Pshennikova et al., 2019). Previous studies have also evaluated the performance of in silico predictors for globin gene variants (AbdulAzeez and Borgio, 2016; Tchernitchko et al., 2004), demonstrating a high degree of discordance between in silico tools. Therefore, it is evident that a disease- or gene-specific evaluation of in silico tools can provide evidence for the optimal selection or combination of tools to identify the functional impact of variants. Recently, ClinGen published a study on the performance of four in silico predictors using a set of 237 variants (Wilcox et al., 2021), suggesting that custom thresholds should be explored for each in silico tool to establish PP3 and BP4 criteria. However, given the impact of in silico tools on variant classification, further calibration with larger datasets is still needed to optimise their performance.

The main purpose of this study is to compare the performance of various in silico predictors and determine the most appropriate ones for predicting the functional impact of short nucleotide variants.
(SNVs) in \(\text{HBA1, HBA2, HBB}\) related to haemoglobinopathies. To our knowledge, this is the largest comparative study of in silico tools for SNVs related to haemoglobinopathies in terms of both the number of tools used and the size of utilised variant dataset.

**Results**

We selected 31 in silico predictors, including those recommended by ClinGen (Rehm et al., 2015) and linked in the Variant Curation Interface (VCI) (Preston et al., 2022), along with additional tools described in literature. A total of 1627 SNVs were retrieved from the IthaGenes database (Kountouris et al., 2017; Kountouris et al., 2014) and were annotated using a Delphi approach with respect to their pathogenicity by experts (co-authoring this study) involved in haemoglobinopathy molecular diagnosis in five different countries. The annotated pathogenicity of each SNV was then used to evaluate its predicted pathogenicity provided by in silico tools. A detailed description of the overall methodology is provided in Materials and methods and illustrated in Figure 1.
Descriptive analysis

Initially, we performed a descriptive analysis of the full dataset, including variants annotated as variants of uncertain significance (VUS), which comprised 1627 SNVs. In terms of the annotated pathogenicity, 194 (11.9%) SNVs classified as benign/likely benign (B/LB), 832 (51.1%) as pathogenic/likely pathogenic (P/LP), and 601 (36.9%) as VUS. The distribution per globin gene is the following: 553 P/LP, 77 B/LB, and 403 VUS for HBB (total: 1033 SNVs; 63.5%), 173 P/LP, 66 B/LB, and 111 VUS for HBA2 (total: 350 SNVs; 21.5%), and 106 P/LP, 51 B/LB, and 87 VUS for HBA1 (total: 245 SNVs; 15%). Figure 2 illustrates the distribution of variants on each globin gene based on their annotated pathogenicity and demonstrates the highest fraction of P/LP variant in protein coding regions and in canonical splice.
sites. Increased numbers of P/LP variants are also observed in specific non-coding regions of the globin genes, such as polyadenylation regions and the promoter and 5' UTR for \textit{HBB}.

\textit{Figure 3} summarises the distribution of SNVs in the dataset according to their effect on gene/protein function with respect to the annotated pathogenicity (Panel A), the annotated haemoglobinopathy group (Panel B), the thalassaemia allele phenotype (Panel C), altered oxygen affinity (Panel D), altered stability (Panel E), and the molecular mechanism involved in pathogenesis (Panel F). The effect on gene/protein function includes the following categories: (a) missense variants
Evaluation of in silico tools as binary predictors

Table 1 shows a comparison of all in silico predictors used in this study as binary classifiers of pathogenicity, against the consensus dataset with VUS removed. For each tool, we varied the decision threshold for the whole range of possible prediction scores and calculated all statistical measures in each step (Supplementary file 2). For binary pathogenicity classification, we selected the threshold that maximised the Matthews correlation coefficient (MCC) for each tool. Accuracy ranged from 51% (FATHMM) to 84% (CADD) with a median value of 76%. The sensitivity ranged from 41% (FATHMM) to 100% (fitCons) with a median of 82.5%, while specificity ranged from 1% (fitCons) to 81% (BayesDel) with a median of 54%. High sensitivity and low specificity indicate that most predictors correctly predict the P/LP variants but misclassify the B/LB ones. MCC values ranged from 0.04 (fitCons), indicating almost random prediction, to 0.49 (CADD) with a median value of 0.32. CADD achieved the highest accuracy and MCC among all in silico tools tested, using the threshold maximising the MCC (>10.44 for pathogenic prediction), indicating good performance as a binary classifier for globin gene variants. However, this threshold is not optimal for predicting benign variants, with the achieved specificity (0.47) being below the median, hence misclassifying 101 out of 192 B/LB SNVs. Eigen-PC achieved the second highest MCC (0.44), sensitivity of 0.79, and specificity of 0.7, with decision threshold of 1.87.

When used as binary predictors, the in silico tools were unable to reach the strength level required by the Bayesian framework (Tavtigian et al., 2018) to provide supporting evidence for variant classification. Although four tools (Eigen-PC, fathmm-MKL, VEST4, MetaSVM) achieved positive likelihood ratio (LR+) higher than 2.08 and negative likelihood ratio (LR-) lower than 0.48, required for supporting evidence strength for pathogenic and benign classification, respectively, their 95% confidence intervals (95% CI) extended beyond the above thresholds and, therefore, are not recommended alone for variant interpretation. Figure 4 shows a heatmap illustrating the extent of concordance among 27 in silico tools (excluding splicing tools) and clustering of the tools based on their concordance, using the thresholds that maximised the MCC (Table 1). Notably, we observe a high degree of concordance for P/LP variants in HBB (top of the heatmap), while there is a lower degree of concordance for variants in HBA1 and HBA2 (middle of the heatmap). The bottom part of the heatmap illustrates a higher discordance for B/LB variants in HBA1 and HBA2.
Table 1 summarises the performance of in silico splicing tools using the threshold that maximised the MCC. With most SNVs affecting splicing regions of the globin genes annotated as P/LP, the performance of splicing tools cannot be compared reliably because of the limited number of negative examples in the dataset, that is, B/LB SVNs in splicing regions. Out of the four in silico tools tested, only SpliceAI provides a prediction score for variants that are not located near the canonical splicing sites. All splicing effect predictors displayed high accuracy, ranging from 93% (ada and rf) to 96% (SpliceAI), moderate to high sensitivity, ranging from 0.6 (SpliceAI) to 0.96 (MaxEntScan), and moderate specificity, ranging from 0.6 (SpliceAI) to 0.96 (MaxEntScan), and high negative likelihood ratio, ranging from 0.49 (SpliceAI) to 1.79 (SpliceAI).
moderate to high specificity ranging from 0.67 (MaxEntScan) to 1 (SpliceAI). The MCC values ranged from 0.55 (MaxEntScan) to 0.75 (SpliceAI). SpliceAI achieved a high LR+ indicating strong performance in predicting SNVs disrupting splicing. The low number (≤5) of TN, FP, and FN in the predictions make the calculation of LRs for the remaining tools unreliable.

**Evaluation with different pathogenic and benign thresholds**

We subsequently calibrated separate non-overlapping thresholds for pathogenic and benign prediction for each in silico tool to maximise both the percentage of variants correctly predicted by the selected threshold pairs that meet at least the supporting strength LR thresholds as defined by the Bayesian framework. More specifically, we filtered tools that achieved a lower bound 95% CI LR+ of 2.08 or higher for pathogenic prediction and an upper bound 95% CI LR- of 0.48 or lower for benign prediction. *Figure 5A* illustrates the changing LR values for the nine tools that reached these thresholds, while varying the decision thresholds. For these tools, we further finetuned the decision thresholds using smaller steps for the varying thresholds to maximise the number of correctly predicted SNVs. Furthermore, we tested the performance of all tools in different subsets of the dataset, including missense-only, non-missense, HBB, HBA2, and HBA1 variants. *Table 2* shows all threshold pairs that reach at least supporting level of evidence for both pathogenic and benign prediction in different SNV subsets. The full analysis for all thresholds and subsets is available in the *Supplementary file 2* and the finetuning of the selected tools is available in *Supplementary file 3*.

Notably, CADD is the only tool that reached a moderate level of evidence (LR+ lower bound 95% CI ≥4.33) for prediction of pathogenic variants (threshold >25), while BayesDel, Eigen-PC, GERP++, REVEL, MetaSVM, phyloP100way and CADD (with a lower threshold of 16.3) have also
Figure 5. Comparison of the top performing in silico tools. (A) Likelihood ratios of the top performing in silico tools with variable threshold. Vertical dashed lines indicate the optimal threshold based on the highest Matthews correlation coefficient (MCC). (B) Concordant pathogenic/likely pathogenic (P/LP) calls by any given combination of in silico tools (among top performing tools) for pathogenic variants. (C) Concordant benign/likely benign (B/LB) calls by any given combination of in silico tools (among top performing tools) for benign variants. For Panels B and C, the concordance rate (i.e., variant assertion for all tools in the combination matches the expert annotation) is provided as text annotation on the bar chart. Only the first top 10 tool combinations based on concordance rate are shown, with the top three shown in blue.

The online version of this article includes the following figure supplement(s) for figure 5:
Figure supplement 1. Concordance and VUS prediction of the top performing in silico tools.
reached the supporting evidence strength. Importantly, CADD (at supporting strength), Eigen-PC and REVEL correctly predict the highest number of SNVs with 79.35%, 78.15%, and 64.24%, respectively. In addition, CADD and Eigen-PC achieve the highest sensitivity for pathogenic prediction with 0.82 (CADD threshold >16.3) and 0.79, respectively, as well as the highest specificity for benign prediction with 0.78 (CADD threshold ≤21.75) and 0.74, respectively. Moreover, SpliceAI reached strong level of evidence for splicing prediction (threshold >0.3), correctly predicting 96.08% of all variants, with a sensitivity of 0.67 and a specificity of 0.99.

### Table 2. In silico tools with pairs of non-overlapping thresholds that reach at least supporting evidence strength for both pathogenic and benign prediction.

| Pathogenic prediction | Benign Prediction |
|-----------------------|------------------|
| **Tool**              | **Pathogenic threshold** | **Sensitivity** | **LR+ 95% CI** | **Strength (pathogenic)** | **Benign threshold** | **Specificity** | **LR- 95% CI** | **Strength (benign)** | **Correctly PV** | **% of correctly PV** |
| All SNVs              | >0.39             | 0.6            | 3.21 [2.19, 4.72] | Supporting | <0.23 | 0.44 | 0.35 | [0.26, 0.47] | Supporting | 302 | 56.87 |
| BayesDel_addAF        | ≥0.41             | 0.54           | 3.35 [2.2, 5.12] | Supporting | <0.22 | 0.44 | 0.32 | [0.23, 0.45] | Supporting | 241 | 51.72 |
| CADD                  | >23.25            | 0.6            | 3.19 [2.17, 4.69] | Supporting | ≤20.9 | 0.62 | 0.36 | [0.28, 0.46] | Supporting | 283 | 60.6 |
| Eigen-PC              | >1.9              | 0.78           | 2.93 [2.16, 3.98] | Supporting | ≤1.9  | 0.74 | 0.3  | [0.24, 0.38] | Supporting | 357 | 76.61 |
| GERP++                | >4.22             | 0.44           | 4.33 [2.51, 7.49] | Supporting | ≤0.15 | 0.35 | 0.32 | [0.22, 0.46] | Supporting | 225 | 42.37 |
| MetaSVM               | >0.8              | 0.58           | 3.08 [2.09, 4.53] | Supporting | ≤0.39 | 0.56 | 0.37 | [0.29, 0.48] | Supporting | 267 | 57.3 |
| phylop100way          | >0.94             | 0.52           | 3.19 [2.09, 4.88] | Supporting | ≤0.41 | 0.61 | 0.36 | [0.28, 0.46] | Supporting | 252 | 54.08 |
| SpliceAI              | >0.3              | 0.67           | 58.12 [27.23, 124.03] | Strong | <0.3  | 0.99 | 0.33 | [0.23, 0.48] | Supporting | 637 | 96.08 |
| Missense only         |                   |                |                      |            |       |     |     |          |          |     |       |
| BayesDel_addAF        | ≥0.41             | 0.54           | 3.35 [2.2, 5.12] | Supporting | <0.22 | 0.44 | 0.32 | [0.23, 0.45] | Supporting | 241 | 51.72 |
| CADD                  | >23.25            | 0.6            | 3.19 [2.17, 4.69] | Supporting | ≤20.9 | 0.62 | 0.36 | [0.28, 0.46] | Supporting | 283 | 60.6 |
| Eigen-PC              | >1.9              | 0.78           | 2.93 [2.16, 3.98] | Supporting | ≤1.9  | 0.74 | 0.3  | [0.24, 0.38] | Supporting | 357 | 76.61 |
| GERP++                | >4.22             | 0.44           | 4.33 [2.51, 7.49] | Supporting | ≤0.15 | 0.35 | 0.32 | [0.22, 0.46] | Supporting | 225 | 42.37 |
| MetaSVM               | >0.8              | 0.58           | 3.08 [2.09, 4.53] | Supporting | ≤0.39 | 0.56 | 0.37 | [0.29, 0.48] | Supporting | 267 | 57.3 |
| phastCons30way        | >0.94             | 0.52           | 3.19 [2.09, 4.88] | Supporting | ≤0.41 | 0.61 | 0.36 | [0.28, 0.46] | Supporting | 252 | 54.08 |
| phylop100way          | >0.3              | 0.67           | 58.12 [27.23, 124.03] | Strong | <0.3  | 0.99 | 0.33 | [0.23, 0.48] | Supporting | 637 | 96.08 |
| REVEL                 | >0.77             | 0.62           | 3.02 [2.09, 4.35] | Supporting | ≤0.7  | 0.69 | 0.39 | [0.32, 0.48] | Supporting | 297 | 63.73 |
| Non-missense only     |                   |                |                      |            |       |     |     |          |          |     |       |
| CADD                  | >11.5             | 0.93           | 8.62 [3.42, 21.77] | Supporting | ≤11.5 | 0.89 | 0.08 | [0.05, 0.11] | Supporting | 350 | 92.84 |
| SNVs in HBB           |                   |                |                      |            |       |     |     |          |          |     |       |
| BayesDel_addAF        | ≥0.31             | 0.8            | 6.43 [2.23, 18.58] | Supporting | <0.31 | 0.88 | 0.22 | [0.17, 0.3] | Supporting | 210 | 81.08 |
| CADD                  | >25.25            | 0.42           | 31.64 [4.5, 222.38] | Supporting | ≤22.65 | 0.92 | 0.42 | [0.37, 0.48] | Supporting | 264 | 48.71 |
| CADD                  | >10.8             | 0.94           | 3.26 [2.29, 4.64] | Supporting | ≤10.8 | 0.71 | 0.08 | [0.05, 0.12] | Supporting | 494 | 91.14 |
| SNVs in HBA1          |                   |                |                      |            |       |     |     |          |          |     |       |
| CADD                  | >22.95            | 0.59           | 4.94 [2.29, 10.68] | Supporting | ≤17    | 0.66 | 0.3  | [0.19, 0.48] | Supporting | 84  | 61.76 |
When evaluating the performance of tools on the subset of missense variants, we identified eight tools (BayesDel, Eigen-PC, GERP++, MetaSVM, REVEL, CADD, phyloP100way, and phastCons30way) that reached supporting strength level. Eigen-PC, REVEL, and CADD achieved the highest percentages of correctly predicted SNVs with 76.61%, 63.73%, and 60.6%, respectively. Moreover, CADD performed well for non-missense variants where a single threshold of 11.5 produced an accuracy of 92.84%, while achieving supporting strength.

With regards to the gene-specific analysis, BayesDel and CADD performed well for the prediction of HBB variants using a single threshold and accuracies of 81.08% and 91.14%, respectively, with CADD achieving moderate strength for pathogenic prediction with a threshold of 25.25. Furthermore, CADD achieved supporting strength for SNVs in HBA1, whilst no tool reached the required LR thresholds for HBA2.

*Figure 5B and C* shows the concordance among the top performing tools of this study for pathogenic and benign prediction, respectively, using the recommended thresholds shown in Table 2 (full dataset; supporting strength thresholds). Although the overall concordance is low, some tools, such as Eigen-PC and REVEL, have higher concordance rates for both pathogenic (54.8%) and benign (65.8%) prediction. This is also demonstrated in the heatmap of *Figure 5—figure supplement 1A* illustrating the concordance of the top performing tools using the recommended thresholds. A higher degree of concordance is observed for P/LP variants in HBB (top and middle of the heatmap). The low concordance rate of the top performing tools is also reflected in the prediction of VUS (*Figure 5—figure supplement 1B*), where differences in the distribution of predicted pathogenicity classes are observed among in silico tools. Nonetheless, this will be further assessed when the pathogenicity status of these SNVs is clarified.

**Discussion**

The main goal of this study was to assess the performance of in silico prediction tools in the context of haemoglobinopathy-specific SNVs and to provide evidence to the ClinGen Hemoglobinopathy VCEP for the most appropriate use of computational evidence in variant interpretation based on the ACMG/AMP guidelines. We evaluated the performance of 31 in silico predictors on a set of 1627 haemoglobinopathy-specific SNVs. The pathogenicity of these variants was assessed using a Delphi approach by haemoglobinopathy experts based on literature review and experimental evidence.

Our comparative analysis showed that, when used as binary predictors of pathogenicity, most tools have high sensitivity and accuracy but suffer from poor specificity. We show that binary classification results in low LRs for most tools and, thus, cannot be used alone based on the Bayesian framework for variant classification (Tavtigian et al., 2018). Instead, as we demonstrated in this study, stronger evidence is obtained when we trichotomised the problem by independently defining different non-overlapping thresholds for pathogenic and benign prediction of globin gene variants. This approach was previously described by other ClinGen VCEPs, evaluating sequence variants in other genes (Johnston et al., 2021; Pejaver et al., 2022) and, despite reducing the overall percentage of predicted variants, it increases the confidence of pathogenic and benign predictions because of higher LR values than the corresponding binary classifications. Our findings show that Eigen-PC, REVEL, and CADD performed well for predicting the functional effect of missense SNVs, while CADD was also a strong predictor of non-missense variants. Meta-predictors BayesDel and MetaSVM were also strong performers in our comparison, while GERP++, phyloP100way, and phastCons30way performed better among the conservation tools, albeit with a lower overall accuracy. Out of the four splicing prediction tools evaluated, SpliceAI performed better and produced the highest LR+ values reaching strong level of evidence. However, due to the low number of negative examples in our dataset for the other splicing tools evaluated, these results should be interpreted with caution. Our results show that SpliceAI is a reliable predictor of the splicing impact of SNVs in the globin genes.

In line with previous studies, our results reinforce the observation that several in silico predictors when utilised for binary variant classification perform differently for benign and pathogenic variants, by favoring the classification of variants as pathogenic (Ghosh et al., 2017; Gunning et al., 2021). The problem of false concordance has been widely reported in previous studies (Ghosh et al., 2017) and can be attributed to several reasons. Firstly, several in silico predictors do not directly predict the variant pathogenicity (i.e., the clinical effect) of a variant, but instead provide a prediction on how a variant affects a protein domain or reduces its catalytic activity, thus inferring it is damaging to protein...
function (Ernst et al., 2018; Ghosh et al., 2017; Shi et al., 2019; van der Velde et al., 2015). Moreover, low concordance may also arise due to variants with different allele frequencies, as studies have shown a strong correlation between specificity and allele frequency (Gunning et al., 2021; Niroula and Vihinen, 2019). In addition, data circularity can affect tools performance, with Ghosh R and colleagues showing that prediction efficacy is partly dependent on the distribution of pathogenic and benign variants in a dataset (Ghosh et al., 2017).

In this study, we observed lower concordance for HBA1/HBA2 compared to HBB. This can be attributed to the fact that the pathogenicity of variants in HBA1/HBA2 is often less clear in the heterozygous state due to the number of genes involved (i.e., four copies of HBA1/HBA2 compared to two copies of HBB). Therefore, a variant on HBA1/HBA2 can be damaging at the gene level (e.g., reduced expression), with this effect not often being reflected on the phenotypic level in the heterozygous state. This is also reflected by the number of variants annotated with two stars in ClinVar, as previously highlighted by the ClinGen Hemoglobinopathy VCEP (Kountouris et al., 2021).

Notably, our analyses showed that meta-predictors, such as Eigen-PC, REVEL, and CADD, outperformed other tools. This category of algorithms uses the results of other individual prediction tools as features, thus integrating different types of information (e.g., conservation and sequence information) in the prediction model. The performance of meta-predictors is robust regardless of technical artifacts, levels of constraint on genes, variant type, and inheritance pattern mainly because their prediction scores are derived from weighing and combining multiple features and predictors (Ghosh et al., 2017; Gunning et al., 2021). However, as noted in previous studies, combinations of meta-predictors and any of the tools or conservation-based algorithms already incorporated in meta-predictors is not recommended, as it is more likely to yield discordant predictions and duplication in the analyses (Ghosh et al., 2017; Gunning et al., 2021).

The annotated pathogenicity of the variants in our dataset was based on criteria agreed by all co-authors of this paper. These criteria are not based on the ACMG/AMP framework, because there is currently no available standard for pathogenicity classification of globin gene variants. The ClinGen Hemoglobinopathy VCEP is currently piloting its ACMG/AMP specifications, which can be used for variant classification in the future, thus potentially leading to reassessment of in silico predictors for globin genes variants. Nevertheless, the current classification reflects the current knowledge about the pathogenicity of the variants in our dataset, agreed by experts involved in the molecular diagnosis of haemoglobinopathies in five countries (Cyprus, Greece, Malaysia, Netherlands, and Portugal). A potential limitation is that some benign variants have not been observed in trans with both a β-thalassemia variant and the Hb S variant and, therefore, their pathogenicity is assigned based on the current knowledge in the field. However, our approach is justified, because small numbers of true benign SNVs reflect the reality in clinical diagnostics, where pathogenic SNVs associated with clinical phenotypes are more easily interpreted than benign ones.

This study provides evidence for the selection of the most suitable in silico tools for the interpretation of SNVs in the globin gene clusters using the ACMG/AMP guidelines. Specifically, we provide the optimal thresholds for different tools that can be used under the PP3/BP4 criteria, including missense and splicing variant interpretation, while optimal thresholds for conservation-based tools are also critical for the application of criterion BP7. To our knowledge, this is the largest study evaluating the disease-specific application of in silico predictors in variant classification under the ACMG/AMP framework and its associated Bayesian framework. Our approach can be further expanded for the optimal calibration of thresholds of in silico tools in other genes and diseases, hence facilitating variant interpretation using the ACMG/AMP framework.

Materials and methods

Dataset

Figure 1 shows a schematic representation of the main steps of our methodology. SNVs were retrieved from the IthaGenes database of the ITHANET portal (Kountouris et al., 2017; Kountouris et al., 2014). The dataset includes all SNVs (≤50 bp) curated in IthaGenes (access date: 05/02/2021) located in HBA1, HBA2, and HBB, excluding (a) disease-modifying variants, (b) complex variants with multiple DNA changes found in cis, and (c) variants whose genomic location is unclear, such as α-chain variants identified by protein studies without identifying the affected α-globin gene.
Additionally, we queried ClinVar (access date: 05/02/2021) \((\text{Landrum et al., 2018})\) for SNVs with a two-star review status and gnomAD (access date: 05/02/2021) \((\text{Karczewski et al., 2020})\) for benign/likely benign SNVs using PopMax Filtering Allele Frequency greater than 1% in \(\text{HBA1, HBA2, and HBB}\). Any missing SNVs were added to both IthaGenes and the dataset of this study. The final dataset included 1627 distinct SNVs. Finally, the dataset was further processed using the batch service of Variant Validator \((\text{Freeman et al., 2018})\) to validate the HGVS names and correct any annotation errors.

**Annotated variant pathogenicity**

To enable the evaluation of in silico predictions, we subsequently annotated the pathogenicity of each SNV and compared it to the results of in silico predictors. Specifically, we used existing curated information on IthaGenes and further collected available evidence in scientific literature for each SNV in the dataset. The pathogenicity for each SNV was annotated using the following criteria:

- **Pathogenic/likely pathogenic (P/LP)**
  
  SNVs that result in abnormal haematology or abnormal Hb properties, or sometimes causing disease (i.e., dominant), when detected in heterozygotes,
  
  OR
  
  Causes disease when observed in trans with an established pathogenic variant or in the homozygous state

- **Benign/likely benign (B/LB)**
  
  At least three (independent) occurrences of the variant in heterozygous state without any change in the haematological parameters and Hb properties
  
  OR
  
  Not causing disease when observed in trans with an established pathogenic variant

- **Variant of uncertain significance**
  
  All variants that do not meet the above criteria for benign/pathogenic or have conflicting evidence

The SNV pathogenicity annotations produced in the above step (henceforth denoted as initial classification) were subsequently further assessed and reevaluated by the experts. We used a Delphi approach \((\text{Dalkey and Helmer, 1963})\) to allow independent evaluation of the curated evidence for each variant. The pathogenicity of each SNV was independently assessed by two different groups of haemoglobinopathy experts, using evidence curated by the IthaGenes database or collected as part of this study. Then, the independent expert annotations were merged into one final consensus classification. In cases of disagreement, a consensus pathogenicity status was decided, after discussion among all experts, or the SNV was marked as a VUS. SNVs that have been directly submitted to IthaGenes by experts not participating in this study and without a peer-reviewed publication describing the methodology and results, have been also annotated as VUS. \(\text{Figure 1—figure supplement 1}\) illustrates the changes in pathogenicity annotation after the expert evaluation, demonstrating that most changes involved variants that were initially classified as VUS and were reclassified as P/LP or B/LB in the final annotation. The final consensus pathogenicity classifications produced for all SNV in this study have been added to the IthaGenes database and was used throughout this study. After descriptive analysis of the full dataset, 601 SNVs annotated as VUS were filtered out of the dataset.

For the evaluation of tools predicting the impact of variants on splicing, we further annotated variants with respect to their effect on gene/protein function and assembled the following datasets:

1. Variants affecting splicing: all P/LP variants annotated to affect splicing or being in the splicing region of the transcript, excluding variants that are annotated as both missense and splicing and, therefore the mechanism of pathogenicity is ambiguous.
2. Variants not affecting splicing: all remaining variants in the dataset (P/LP and B/LB), excluding those annotated as both missense and splicing.
For SpliceAI, we selected the highest of the four Delta Scores provided as output, while for MaxEntScan we used two different thresholds as follows: (a) the absolute difference between the reference and alternative allele (denoted as Diff), and (b) the absolute percentage of change between the reference and alternative allele (denoted as Per) (Tey and Ng, 2019).

In silico prediction tools

Thirty-one in silico predictors were compared in this study, as follows: ada (Jian et al., 2014), BayesDel (Feng, 2017), CADD (Kircher et al., 2014), ClinPred (Alirezaie et al., 2018), CONDEL (González-Pérez and López-Bigas, 2011), DANN (Quang et al., 2015), EIGEN-PC (Ionita-Laza et al., 2016), FATHMM (Shihab et al., 2013), FATHMM-MKL (Shihab et al., 2015), fitCons (Gulko et al., 2015), GERP++ (Davydov et al., 2010), LIST-S2 (Malhis et al., 2020), LRT (Chun and Fay, 2009), MaxEntScan (Yeo and Burge, 2004), Meta-SVM (Kim et al., 2017), MetaLR (Dong et al., 2015), MutationAssessor (Reva et al., 2011), MutationTaster (Schwarz et al., 2014), MutPred2 (Pejaver et al., 2020), PolyPhen-2 (Adzhubei et al., 2010), PROVEAN (Choi et al., 2012), REVEL (Ioannidis et al., 2016), rf (Jian et al., 2014), SIFT (Ng and Henikoff, 2003), SpliceAI (Jaganathan et al., 2019), VEST4 (Carter et al., 2013), phastCons (phastCons17way and phastCons30way) (Ramani et al., 2019), phyloP (phyloP100way and phyloP30way) (Ramani et al., 2019), and SiPhy_29way (Garber et al., 2009). Four of the tools are focused on predicting the splicing impact of a variant (ada, MaxEntScan, rf, and SpliceAI), while six tools produce conservation scores (GERP++, phastCons17way, phastCons30way, phyloP100way, phyloP30way, and SiPhy_29way). We selected in silico tools recommended by ClinGen and available in the ClinGen VCI (Preston et al., 2022), as well as additional established tools used in previous studies. We employed the online version of the Ensembl VEP (McLaren et al., 2016) and its dbNSFP (Liu et al., 2020) plugin (version 4.2a) to obtain the prediction scores of the variants in our dataset.

Predictive performance assessment

Commonly used scalar measures were employed to compare the prediction accuracy of in silico tools, including specificity, sensitivity, and accuracy. All of them can be derived from two or more of the following quantities: (a) true positives (TP), the number of correctly predicted P/LP variants; (b) true negatives (TN), the number of correctly predicted B/LB variants; (c) false positives (FP), the number of B/LB variants incorrectly predicted as P/LP; (d) false negatives (FN), the number of P/LP variants incorrectly predicted as B/LB. Specificity is defined as the fraction of correctly predicted B/LB variants, sensitivity is the fraction of correctly predicted P/LP variants, and accuracy is the ratio of correct predictions versus the total number of predictions (Hassan et al., 2019).

Moreover, we used the MCC (Matthews, 1975) to compare the performance of in silico predictors. MCC ranges from −1 (i.e., always falsely predicted) to 1 (i.e., perfectly predicted) with a value of 0 corresponding to random prediction. MCC is considered one of the most robust measures to evaluate binary classifiers (Chicco and Jurman, 2020). Hence, in our analysis, the optimal threshold for binary classification was the one that maximised the MCC for each in silico tool.

Following the guidelines of a Bayesian variant classification framework (Tavtigian et al., 2018), LRs for pathogenic (LR+) and benign (LR-) outcomes were calculated for each tool to evaluate the evidence strength of their pathogenicity prediction using the odds of pathogenicity (OddsP) in the Bayesian framework. According to the Bayesian framework, the strength of OddsP for each evidence level was set as follows: ‘Very Strong’ (350:1), ‘Strong’ (18.7:1), ‘Moderate’ (4.33:1), and ‘Supporting’ (2.08:1).

Comparative analysis

The analysis was separated into three parts. First, we performed descriptive analysis of the dataset, including variants annotated as VUS, based on the variant type, the variant effect on gene/protein function, the haemoglobinopathy disease group, thalassemia phenotype, molecular mechanism, and annotated pathogenicity. Subsequently, we removed variants annotated as VUS and we compared the 31 in silico tools as binary predictors of variant pathogenicity by selecting the threshold that maximised the MCC for each tool. For predictors whose output scores ranged from 0 to 1, we used thresholds with intervals of 0.05, whereas for predictors with scores falling outside this range, we set custom ranges based on the observed minimum and maximum scores in our dataset. Finally, we identified
separate non-overlapping thresholds for prediction of pathogenic and benign effect as recommended by the Bayesian framework for variant interpretation (Tavtigian et al., 2018), by selecting thresholds passing the recommended LR+ and LR- thresholds, while maximising the percentage of correctly predicted variants for each tool. For tools passing the LR thresholds, we further finetuned the decision thresholds using smaller steps to optimise the prediction accuracy. Statistical analysis and visualisation of the results were performed using custom R scripts and the epiR package.

Data availability statement
All data generated or analysed during this study are included in Supporting File 2 and Supporting File 3. Supporting File 2 provides the full dataset and subsets used as input in the analysis (sheet names starting with ‘Input’) as well as the results of the analysis (sheets starting with ‘On’). Supporting File 3 includes the finetuning analysis for specific tools and data subsets, as described in the manuscript.

We make the source code for evaluating the tools and generating the figures presented herein, freely available at https://github.com/cing-mgt/evaluation-of-in-silico-predictors, (Tamana et al., 2022 copy archived at sw:1:rev:c3d397be71733aaeaa3738c979899b1f23f7457f).

Acknowledgements
We thank the Cyprus Institute of Neurology and Genetics for computer equipment and for hosting ITHANET. The list of ClinGen Hemoglobinopathy VCEP members is provided in Supplementary file 1. This work was co-funded by the European Regional Development Fund and the Republic of Cyprus through the Research and Innovation Foundation (Project: EXCELLENCE/1216/256).

Additional information

Competing interests
ClinGen Hemoglobinopathy Variant Curation Expert Panel: The other authors declare that no competing interests exist.

Funding

| Funder                                      | Grant reference number | Author                        |
|---------------------------------------------|------------------------|-------------------------------|
| Research and Innovation Foundation [Cyprus] | EXCELLENCE/1216/256   | Maria Xenophontos             |
|                                            |                        | Anna Minaidou                 |
|                                            |                        | Bin Alwi Zilfalil             |
|                                            |                        | Marina Kleanthous             |
|                                            |                        | Petros Kountouris             |

The funders had no role in study design, data collection and interpretation, or the decision to submit the work for publication.

Author contributions
Stella Tamana, Maria Xenophontos, Conceptualization, Data curation, Formal analysis, Validation, Investigation, Visualization, Methodology, Writing – original draft, Writing – review and editing; Anna Minaidou, Cornelis L Harteveld, Celeste Bento, Joanne Traeger-Synodinos, Irene Fylaktou, Norafiza Mohd Yasin, Faidatul Syazlin Abdul Hamid, Ezalia Esa, Hashim Halim-Fikri, Bin Alwi Zilfalil, Data curation, Validation, Writing – review and editing; Coralea Stephanou, Data curation, Validation, Investigation, Writing – review and editing; Andrea C Kakouri, Formal analysis, Writing – review and editing; ClinGen Hemoglobinopathy Variant Curation Expert Panel, Validation; Marina Kleanthous, Conceptualization, Data curation, Supervision, Validation, Methodology, Writing – review and editing; Petros Kountouris, Conceptualization, Data curation, Formal analysis, Supervision, Funding acquisition, Validation, Investigation, Methodology, Writing – original draft, Project administration, Writing – review and editing

Author ORCIDs
Stella Tamana @ http://orcid.org/0000-0002-3414-4972
Maria Xenophontos @ http://orcid.org/0000-0001-5978-0193
Additional files

**Supplementary files**

- Supplementary file 1. The list of ClinGen Hemoglobinopathy variant curation expert panel (VCEP) members.
- Supplementary file 2. Table with the dataset used in this study and the resulting scores obtained by the in silico predictors, divided into different sheets and subsets: all short nucleotide variants (SNVs), missense only, non-missense only, HBB, HBA1, and HBA2.
- Supplementary file 3. Refined thresholds for the nine selected in silico predictors, divided into different subsets: all short nucleotide variants (SNVs), missense only, non-missense only, HBB, HBA1, and HBA2. Only decision thresholds passing the likelihood ratio (LR) criteria for supporting evidence are shown.
- MDAR checklist

**Data availability**

All data generated or analysed during this study are included in Supporting File 2 and Supporting File 3. Supporting File 2 provides the full dataset and subsets used as input in the analysis (sheet names starting with "Input") as well as the results of the analysis (sheets starting with "On"). Supporting File 3 includes the finetuning analysis for specific tools and data subsets, as described in the manuscript. We make the source code for evaluating the tools and generating the figures presented herein, freely available at https://github.com/cing-mgt/evaluation-of-in-silico-predictors, (copy archived at swh:1:rev:c3d397be71733aaea3738c979899b1f23f7457f).

**References**

AbdulAzeez S, Borgio JF. 2016. In-Silico computing of the most deleterious nsSNPs in Hba1 gene. PLOS ONE 11:e0147702. DOI: https://doi.org/10.1371/journal.pone.0147702, PMID: 26824843

Adzhubei IA, Schmidt S, Peshkin L, Ramensky VE, Gerasimova A, Bork P, Kondrashov AS, Sunyaev SR. 2010. A method and server for predicting damaging missense mutations. Nature Methods 7:248–249. DOI: https://doi.org/10.1038/nmeth0410-248, PMID: 20354512

Alirezaie N, Kernohan KD, Hartley T, Majewski J, Hocking TD. 2018. ClinPred: prediction tool to identify disease-relevant nonsynonymous single-nucleotide variants. American Journal of Human Genetics 103:474–483. DOI: https://doi.org/10.1016/j.ajhg.2018.08.005, PMID: 30220433

Cao A, Kan YW. 2013. The prevention of thalassemia. Cold Spring Harbor Perspectives in Medicine 3:a011775. DOI: https://doi.org/10.1101/cshperspect.a011775, PMID: 23378598

Carter H, Douville C, Stenson PD, Cooper DN, Karchin R. 2013. Identifying Mendelian disease genes with the variant effect scoring tool. BMC Genomics 14 Suppl 3:S3. DOI: https://doi.org/10.1186/1471-2164-14-S3-S3, PMID: 23819870

Chicco D, Jurman G. 2020. The advantages of the matthews correlation coefficient (MCC) over F1 score and accuracy in binary classification evaluation. BMC Genomics 21:6. DOI: https://doi.org/10.1186/s12864-019-6413-7, PMID: 31898477

Choi Y, Sims GE, Murphy S, Miller JR, Chan AP. 2012. Predicting the functional effect of amino acid substitutions and indels. PLOS ONE 7:e46688. DOI: https://doi.org/10.1371/journal.pone.0046688, PMID: 23056405

Chun S, Fay JC. 2009. Identification of deleterious mutations within three human genomes. Genome Research 19:1553–1561. DOI: https://doi.org/10.1101/gr.092619.109, PMID: 19602639

Dalkey N, Helmer O. 1963. An experimental application of the Delphi method to the use of experts. Management Science 9:458–467. DOI: https://doi.org/10.1287/mnsc.9.3.458

Davydov EV, Goode DL, Sirota M, Cooper GM, Sidow A, Batzoglou S. 2010. Identifying a high fraction of the human genome to be under selective constraint using GERP++. PLOS Computational Biology 6:e1001025. DOI: https://doi.org/10.1371/journal.pcbi.1001025, PMID: 21152010

Dong C, Wei P, Jian X, Gibbs R, Boerwinkle E, Wang K, Liu X. 2015. Comparison and integration of deleteriousness prediction methods for nonsynonymous SNVs in whole exome sequencing studies. Human Molecular Genetics 24:2125–2137. DOI: https://doi.org/10.1093/hmg/ddu733, PMID: 25552646
Ernst C, Hahnen E, Engel C, Nothnagel M, Weber J, Schmutzler RK, Hauke J. 2018. Performance of in silico prediction tools for the classification of rare BRCA1/2 missense variants in clinical diagnostics. BMC Medical Genomics 11:35. DOI: https://doi.org/10.1186/s12920-018-0353-y, PMID: 29580235

Feng BJ. 2017. PERCH: a unified framework for disease gene prioritization. Human Mutation 38:243–251. DOI: https://doi.org/10.1002/humu.23158, PMID: 27995669

Fortune C, James PA, Young EL, Feng B, Olivier M, Pesaran T, Tavgitian SV, Spurdble AB. 2018. Improved, ACMG-compliant, in silico prediction of pathogenicity for missense substitutions encoded by TP53 variants. Human Mutation 39:1061–1069. DOI: https://doi.org/10.1002/humu.23553, PMID: 29775997

Freeman PJ, Hart RK, Gretton LJ, Brookes AJ, Dalgleish R. 2018. VariantValidator: accurate validation, mapping, and formatting of sequence variation descriptions. Human Mutation 39:61–68. DOI: https://doi.org/10.1002/humu.23348, PMID: 28967166

Garber M, Guttmman M, Clamp M, Zody MC, Friedman N, Xie X. 2009. Identifying novel constrained elements by exploiting biased substitution patterns. Bioinformatics 25:i54–i62. DOI: https://doi.org/10.1093/bioinformatics/btp190, PMID: 19478016

Ghosh R, Oak N, Plon SE. 2017. Evaluation of in silico algorithms for use with ACMG/AMP clinical variant interpretation guidelines. Genome Biology 18:225. DOI: https://doi.org/10.1186/s13059-017-1353-5, PMID: 29179779

González-Pérez A, López-Bigas N. 2011. Improving the assessment of the outcome of nonsynonymous SNVs with a consensus deleteriousness score, condel. American Journal of Human Genetics 88:440–449. DOI: https://doi.org/10.1016/j.ajhg.2011.03.004, PMID: 21457909

Gulko B, Hubisz MJ, Gronau I, Siepel A. 2015. A method for calculating probabilities of fitness consequences for point mutations across the human genome. Nature Genetics 47:276–283. DOI: https://doi.org/10.1038/ng.3196, PMID: 25599402

Gunning AC, Fryer V, Fasham J, Crosby AH, Ellard S, Babal EP, Wright CF. 2021. Assessing performance of pathogenicity predictors using clinically relevant variant datasets. Journal of Medical Computing 58:547–555. DOI: https://doi.org/10.1101/jmedgenet-2020-107003, PMID: 32843488

Hassan MS, Shaalan AA, Dessouky MI, Abdelnaim AE, ElHefnawi M. 2019. Evaluation of computational techniques for predicting non-synonymous single nucleotide variants pathogenicity. Genomics 111:869–882. DOI: https://doi.org/10.1016/j.ygeno.2018.05.013, PMID: 29842949

Ioannidis NM, Rothstein JH, Pejaver V, Middha S, McDonnell SK, Baheti S, Musolf A, Li Q, Holzinger E, Hassan MS, Shaalan AA, Dessouky MI, Abdelnaiem AE, ElHefnawi M. 2019. Evaluation of computational techniques for predicting non-synonymous single nucleotide variants pathogenicity. Genomics 111:869–882. DOI: https://doi.org/10.1016/j.ygeno.2018.05.013, PMID: 29842949

Jaganathan K, Kyriazopoulou Panagiotopoulou S, McRae JF, Darbandi SF, Knowles D, Li Y, Kosmicki JA, Arbelaez J, Cui W, Schwartz GB, Chow ED, Kanterakis E, Gao H, Kia A, Batzoglou S, Sanders SJ, Farh KK-H. 2019. Predicting splicing from primary sequence with deep learning. Cell 176:535–548. DOI: https://doi.org/10.1016/j.cell.2018.12.015, PMID: 3103020

Jain S, Jhong JH, Lee J, Koo JY. 2017. Meta-analytic support vector machine for integrating multiple omics data. Nature 581:434–443. DOI: https://doi.org/10.1038/nature14586-020-2308-7, PMID: 32461654

Jain S, Jhong JH, Lee J, Koo JY. 2017. Meta-analytic support vector machine for integrating multiple omics data. Nature 581:434–443. DOI: https://doi.org/10.1038/nature14586-020-2308-7, PMID: 32461654

Johnston JJ, Dirksen RT, Girard T, Gonsalves SG, Hopkins PM, Riazi S, Saddic LA, Sambuughin N, Saxena R, Stowell K, Weber J, Rosenberg H, Biesecker LG. 2021. Variant curation expert panel recommendations for ACMG-AMP clinical variant interpretation guidelines. Genome Medicine 13:84. DOI: https://doi.org/10.1186/s13059-021-01353-5, PMID: 33767344

Kim S, Song S, Lee SM, Park Y, Lee J, Koo JY. 2017. Meta-analytic support vector machine for integrating multiple omics data. BioData Mining 10:2. DOI: https://doi.org/10.1186/s13040-017-0126-8, PMID: 28149325

Kircher M, Witten DM, Jain P, O’Roak BJ, Cooper GM, Shendure J. 2014. A general framework for estimating the relative pathogenicity of human genetic variants. Nature Genetics 46:310–315. DOI: https://doi.org/10.1038/ng.2892, PMID: 24487276

Kountouris P, Lederer CW, Fanis P, Feleki X, Old J, Kleanthous M. 2014. IthaGenes: an interactive database for haemoglobin variation and epidemiology. PLOS ONE 9:e103020. DOI: https://doi.org/10.1371/journal.pone.0103020

Kountouris P, Stephanou C, Bento C, Fanis P, Elion J, Ramesar RS, Zilfalil BA, Robinson HM, Traeger-Synodinos J, Lederer CW, Kleanthous M, Human Variome Project Global Globin 2020 Challenge. 2017. ITHANET: Information and Database Community Portal for Haemoglobinopathies. [bioRxiv]. DOI: https://doi.org/10.1101/209361

Kountouris P, Stephanou C, Lederer CW, Traeger-Synodinos J, Bento C, Harteveld CL, Fylaktou E, Koopmann TT, Halim-Fikri H, Michailidou K, Nfonsam LE, Wayne JS, Zilfalil BA, Kleanthous M, Variant Curation Expert Panel O. 2021. Adapting the ACMG/AMP variant classification framework: a
perspective from the clingen hemoglobinopathy variant curation expert panel. Human Mutation 43:1089–1096. DOI: https://doi.org/10.1002/humu.24280, PMID: 34510646

Landrum MJ, Lee JM, Benson M, Brown GR, Chao C, Chitipiralla S, Gu B, Hart J, Hoffman D, Jang W, Karapetyan K, Katz K, Liu C, Maddipatla Z, Malheiro A, McDaniel K, Ovetsky M, Riley G, Zhou G, Holmes JB, et al. 2018. ClinVar: improving access to variant interpretations and supporting evidence. Nucleic Acids Research 46:D1062–D1067. DOI: https://doi.org/10.1093/nar/gkx1153, PMID: 29165669

Li Q, Wang K. 2017. InterVar: clinical interpretation of genetic variants by the 2015 ACMG-AMP guidelines. American Journal of Human Genetics 100:267–280. DOI: https://doi.org/10.1016/j.ajhg.2017.01.004, PMID: 28132688

Liu X, Li C, Mou C, Dong Y, Tu Y. 2020. DbNSFP V4: a comprehensive database of transcript-specific functional predictions and annotations for human nonsynonymous and splice-site snvs. Genome Medicine 12:103. DOI: https://doi.org/10.1186/s13073-020-00803-9, PMID: 32361662

Luo J, Zhou T, You X, Zi Y, Li X, Wu Y, Lan Z, Zhi Q, Yi D, Xu L, Li A, Zhong Z, Zhu M, Sun G, Zhu T, Rao J, Lin L, Sang J, Shi Y. 2019. Assessing concordance among human, in silico predictions and functional assays on genetic variant classification. Bioinformatics 35:S163–S170. DOI: https://doi.org/10.1093/bioinformatics/btz442, PMID: 31141141

Malhiss N, Jacobson M, Jones SJM, Gsponer J. 2020. LIST-S2: taxonomy based sorting of deleterious missense mutations across species. Nucleic Acids Research 48:W154–W161. DOI: https://doi.org/10.1093/nar/gkaa288, PMID: 32352516

Masica DL, Karchin R. 2016. Towards increasing the clinical relevance of in silico methods to predict pathogenic missense variants. PLOS Computational Biology 12:e1004725. DOI: https://doi.org/10.1371/journal.pcbi.1004725, PMID: 27171182

Matthews BW. 1975. Comparison of the predicted and observed secondary structure of T4 phage lysozyme. Biochimica et Biophysica Acta 405:442–451. DOI: https://doi.org/10.1016/0005-2795(75)90109-9, PMID: 1180967

McLaren W, Gil L, Hunt SE, Riat HS, Ritchie GRS, Thormann A, Flicek P, Cunningham F. 2016. The Ensembl genome variation database: genome-wide variation datasets and improved苡二search through Ensembl. Nucleic Acids Research 44:D1062–D1067. DOI: https://doi.org/10.1093/nar/gkx1153, PMID: 29165669

Ng PC, Henikoff S. 2003. SIFT: predicting amino acid changes that affect protein function. Nucleic Acids Research 31:3812–3814. DOI: https://doi.org/10.1093/nar/cks309, PMID: 12824425

Niroula A, Vihinen M. 2019. How good are pathogenicity predictors in detecting benign variants? PLOS Computational Biology 15:e1006481. DOI: https://doi.org/10.1371/journal.pcbi.1006481, PMID: 30742610

Pejaver V, Urresti J, Lugo-Martinez J, Pagel KA, Lin GN, Nam HJ, Mort M, Cooper DN, Sebat J, Iakoucheva LM, Mooney SD, Radiovic P. 2020. Inferring the molecular and phenotypic impact of amino acid variants with mutpred2. Nature Communications 11:5918. DOI: https://doi.org/10.1038/s41467-020-19669-x, PMID: 33219223

Pejaver V, Byrne AB, Feng BJ, Pagel KA, Mooney SD, Karchin R, O’Donnell-Luria A, Harrison SM, Tavtigian SV, Greenblatt MS, Biesecker LG, Radiovic P, Brenner SE, Group C. 2022. Evidence-Based Calibration of Computational Tools for Missense Variant Pathogenicity Classification and ClinGen Recommendations for Clinical Use of PP3/BP4 Criteria. [bioRxiv]. DOI: https://doi.org/10.1101/2022.03.17.484479

Pshennikova VG, Barashkov NA, Romannov GP, Teryutin FM, Solov’ev AV, Gotovtsev NN, Nikanorova AA, Nakhodkin SS, Sazonov NN, Morozov IV, Bondar AA, Dzhemileva LU, Khusnutdinova EK, Posukh OL, Fedorova SA. 2019. Comparison of predictive in silico tools on missense variants in GJB2, GJB6, and GJB3 genes associated with autosomal recessive deafness 1A (dfnb1A). TheScientificWorldJournal 19:1547–1576. DOI: https://doi.org/10.11007-021-01004-8, PMID: 35039090

Quang D, Chen Y, Xie X. 2015. DANN: a deep learning approach for annotating the pathogenicity of genetic variants. Bioinformatics 31:761–763. DOI: https://doi.org/10.1093/bioinformatics/btu703, PMID: 25338716

Ramani R, Krumholz K, Huang YF, Siepel A. 2019. PhastWeb: a web interface for evolutionary conservation scoring of multiple sequence alignments using phascons and phylop. Bioinformatics 35:2320–2322. DOI: https://doi.org/10.1093/bioinformatics/bty966, PMID: 30481262

Rehm HL, Berg JS, Brooks LD, Bustamante CD, Evans JP, Landrum MJ, Ledbetter DH, Madgott DR, Martin CL, Nussbaum RL, Plon SE, Ramos EM, Sherry ST, Watson MS, ClinGen. 2015. ClinGen -- the clinical genome resource. The New England Journal of Medicine 372:2235–2242. DOI: https://doi.org/10.1056/NEJMsr1406261, PMID: 26015822

Reva B, Antipin Y, Sander C. 2011. Predicting the functional impact of protein mutations: application to cancer genomics. Nucleic Acids Research 39:e118. DOI: https://doi.org/10.1093/nar/gkr407, PMID: 21727090

Richards S, Aziz N, Bale S, Bick D, Das S, Gastier-Foster J, Grody WW, Hegde M, Lyon E, Spector E, Voelkerding K, Rehm HL, ACMG Laboratory Quality Assurance Committee. 2015. Standards and guidelines for the interpretation of sequence variants: a joint consensus recommendation of the American College of medical genetics and genomics and the association for molecular pathology. Genetics in Medicine 17:405–424. DOI: https://doi.org/10.1038/gim.2015.30, PMID: 25741868
Schwarz JM, Cooper DN, Schuelke M, Seelow D. 2014. MutationTaster2: mutation prediction for the deep-sequencing age. Nature Methods 11:361–362. DOI: https://doi.org/10.1038/nmeth.2890, PMID: 24681721

Shi P, Yao Y, Bin Y, Zheng CH, Xia J. 2019. Computational identification of deleterious synonymous variants in human genomes using a feature-based approach. BMC Medical Genomics 12:12. DOI: https://doi.org/10.1186/s12920-018-0455-6, PMID: 30704475

Shihaβ HA, Gough J, Cooper DN, Stenson PD, Barker GLA, Edwards KJ, Day INM, Gaunt TR. 2013. Predicting the functional, molecular, and phenotypic consequences of amino acid substitutions using hidden Markov models. Human Mutation 34:57–65. DOI: https://doi.org/10.1002/humu.22225, PMID: 23033316

Shihaβ HA, Rogers MF, Gough J, Mort M, Cooper DN, Day INM, Campbell C. 2015. An integrative approach to predicting the functional effects of non-coding and coding sequence variation. Bioinformatics 31:1536–1543. DOI: https://doi.org/10.1093/bioinformatics/btv009, PMID: 25583119

Tamana S, Xenophonotos M, Minaidou A, Stephanou C, Harteveld CL, Bento C, Traeger-Synodinos J, Fylaktou I, Yasin NM, Abdul Hamid FS, Esa E, Halim-Fikri H, Zilfalil BA, Kakouri AC, Kleanthis M, Kountouris P, ClinGen Hemoglobinopathy VCEP. 2022. Evaluation of in silico predictors on short nucleotide variants in HBA1, HBA2 and HBB associated with haemoglobinopathies. sw://rev:c3d397be71733aaeaa3738c979899b1f23f7457f. Software Heritage. https://archive.softwareheritage.org/sw://1:dir:8a2c7910f1e3225c30d3c764b14f406c810e60ea;origin=https://github.com/cing-mgt/evaluation-of-in-silico-predictors;visit=sw://1:snb:b1261807dd10be36ddc0f9bccc834423176a456d;anchor=sw://1:rev:c3d397be71733aaeaa3738c979899b1f23f7457f

Tavtigian SV, Greenblatt MS, Harrison SM, Nussbaum RL, Prabhu SA, Boucher KM, Biesecker LG, ClinGen Sequence Variant Interpretation Working Group. 2018. Modeling the ACMG/AMP variant classification guidelines as a bayesian classification framework. Genetics in Medicine 20:1054–1060. DOI: https://doi.org/10.1038/gim.2017.210, PMID: 29300386

Tchernitchko D, Goossens M, Wajcman H. 2004. In silico prediction of the deleterious effect of a mutation: proceed with caution in clinical genetics. Clinical Chemistry 50:1974–1978. DOI: https://doi.org/10.1373/clinchem.2004.036053, PMID: 15502081

Tey HJ, Ng CH. 2019. Computational analysis of functional SNPs in Alzheimer’s disease-associated endocytosis genes. PeerJ 7:e7667. DOI: https://doi.org/10.7717/peerj.7667, PMID: 31592138

Thom CS, Dickson CF, Gell DA, Weiss MJ. 2013. Hemoglobin variants: biochemical properties and clinical correlates. Cold Spring Harbor Perspectives in Medicine 3:a011858. DOI: https://doi.org/10.1101/cshperspect.a011858, PMID: 23388674

van der Velde KJ, Kuiper J, Thompson BA, Plazzer J-P, van Valkenhoef G, de Haan M, Jongbloed JDH, Wijmenga C, de Koning TJ, Abbott KM, Sinke R, Spudlde AB, Macrae F, Genuardi M, Sijmons RH, Swertz MA, InSiGHT Group. 2015. Evaluation of CADD scores in curated mismatch repair gene variants yields a model for clinical validation and prioritization. Human Mutation 36:712–719. DOI: https://doi.org/10.1002/humu.22798, PMID: 25871441

Wilcox EH, Sarmady M, Wulf B, Wright MW, Rehm HL, Biesecker LG, Abou Tayoun AN. 2021. Evaluating the impact of in silico predictors on clinical variant classification. Genetics in Medicine 24:924–930. DOI: https://doi.org/10.1016/j.gim.2021.11.018, PMID: 34955381

Yeo G, Burge CB. 2004. Maximum entropy modeling of short sequence motifs with applications to RNA splicing signals. Journal of Computational Biology 11:377–394. DOI: https://doi.org/10.1089/1066527041410418, PMID: 15285897