High-fidelity 3D live-cell nanoscopy through data-driven enhanced super-resolution radial fluctuation

Over the last two decades, super-resolution microscopy (SRM) developments have enabled the unprecedented observation of nanoscale structures in biological systems by light microscopy. Stimulated emission depletion microscopy has led to fast SRM on small fields of view with a resolution down to 40–50 nm. In contrast, structured illumination microscopy (SIM) provides a doubling in resolution compared to wide-field (WF) imaging (~120 nm) with relatively high speed and large fields of view. Both super-resolution methods rely on the acquisition of multiple images of the same region, with each image representing a slightly different illumination pattern. This approach exploits the natural fluctuations in the sample to achieve higher resolution than the diffraction limit of light. However, traditional SRM methods have limitations, such as the need for specialized equipment, complex imaging protocols, and the potential for artifacts in the final images.

To address these limitations, the high-fidelity 3D live-cell nanoscopy through data-driven enhanced super-resolution radial fluctuation (eSRRF) method has been developed. This method incorporates automated parameter optimization based on the data itself, giving insight into the trade-off between resolution and fidelity. eSRRF demonstrates enhanced super-resolution across a range of imaging modalities and biological systems. Notably, eSRRF extends to three dimensions by combining it with multifocus microscopy, realizing live-cell volumetric super-resolution imaging with an acquisition speed of ~1 volume per second. eSRRF provides a generalizable strategy for the prediction of optimal imaging parameters, moving toward unbiased and optimized analyses in super-resolution microscopy.
on complex optical systems to create specific illumination patterns. Single-molecule localization microscopy (SMLM) methods such as (direct) stochastic optical reconstruction microscopy (dSTORM)\textsuperscript{4,5}, photo-activated localization microscopy (DNA-Paint)\textsuperscript{6} or DNA point accumulation in nanoscale topology (DNA-PINT)\textsuperscript{7–9}, take a different approach, exploiting the stochastic ON/OFF switching capabilities of certain fluorescence-labeling systems. By separating single emitters in time and sequentially localizing their fluorescence signal, a near-molecular resolution (~10–20 nm) can be achieved; however, this commonly requires long acquisition times that range from minutes to days. Image processing and reconstruction tools, including multi-emitter fitting localization algorithms\textsuperscript{10,11}, Haar wavelet kernel (HAWK)\textsuperscript{12} or deep-learning assisted tools\textsuperscript{13–15}, reduce acquisition times by allowing for higher emitter density conditions. Alternatively, fluctuation-based approaches such as super-resolution radial fluctuations (SRRF)\textsuperscript{16}, super-resolution optical fluctuation imaging (SOFI)\textsuperscript{17}, Bayesian analysis of blinking and bleaching\textsuperscript{18}, multiple signal classification algorithm\textsuperscript{19} or super-resolution with auto-correlation two-step deconvolution\textsuperscript{20} can extract super-resolution information from diffraction-limited data (Supplementary Table 1). These fluctuation-based approaches only require subtle frame-to-frame intensity variations, rather than the discrete blinking events needed in SMLM, and as such, do not require high-illumination power densities. Thus, so long as images are acquired with a sufficiently high sampling rate to capture spatial and temporal intensity variations, these methods are compatible with most research-grade fluorescence microscopes. This makes them ideally suited for long-term live-cell SRM imaging\textsuperscript{21}.

In particular, SRRF is a versatile approach that achieves live-cell SRM on a wide range of available microscopy platforms with commonly used fluorescent protein tags\textsuperscript{22}. It is now a widely used high-density reconstruction algorithm, as highlighted by an important uptake by the scientific community\textsuperscript{23–25}. Since its inception, several adaptations of SRRF have been proposed by the community, such as those based on a combination with other advanced imaging approaches\textsuperscript{26–28} or on the introduction of additional data preprocessing steps\textsuperscript{29} (Supplementary Table 2 provides a summary), highlighting the interest in and potential impact of the method on the imaging community. The positive reception of the original SRRF method can also be attributed to its user-friendly and accessible implementation as a plugin for the Fiji framework\textsuperscript{30}. In tandem, Andor Technology has also adapted an SRRF version for their camera-based imaging systems, including spinning disk confocal (SDC), a technology they named SRRF-Stream; however, obtaining optimal reconstruction results with any fluctuation-based method, including SRRF, can be challenging as they can suffer from reconstruction artifacts and lack signal linearity\textsuperscript{31}. In an effort to start exploring these, we previously developed an approach for the detection and quantification of image artifacts termed SQUIRREL\textsuperscript{32}. This tool has rapidly become a gold standard in the quantification of super-resolution image quality\textsuperscript{33} by providing robust measures of how well the reconstruction corresponds to an enhanced resolution view of the equivalent diffraction-limited image. This comparison in turn aids in the identification of reconstruction artifacts. Through its image fidelity metrics, SQUIRREL provides an important platform to assist in the creation of new algorithms, such as those implementing deep-learning-based methods\textsuperscript{34–36}.

Obtaining three-dimensional (3D) SRM in live-cell microscopy still remains a challenge for the field; current implementations of 3D super-resolution methods come at the expense of a limited axial range and long acquisition times, often requiring major technical expertise\textsuperscript{37–40}. Live-cell 3D SRM also generally requires a considerably higher illumination dose than two-dimensional (2D) super-resolution images. A feature that severely compromises cell health and viability\textsuperscript{41}. Simultaneous multi-axial imaging when combined with super-resolution techniques, stands as an attractive alternative due to its capacity for near-instant volumetric imaging without discarding fluorophore emission, as would be the case in pinhole-based optical sectioning. This combination has been demonstrated before using image splitters\textsuperscript{42}, but with limitations associated with spherical aberrations arising from the optical geometry. Multifocus microscopy (MFM) provides an alternative 3D image acquisition framework, allowing multiple planes to be captured simultaneously (for example in this work, nine focal planes), while maintaining diffraction-limited image quality in every single plane\textsuperscript{43–46}.

Here, we present a new implementation of the SRRF approach, termed eSRRF, and highlight its improved capabilities in terms of image fidelity, resolution and user-friendliness. In eSRRF, we redefine some of SRRF’s original fundamental principles to achieve improved image quality in the reconstructions. Our new implementation integrates the SQUIRREL engine to provide an automated exploration of the parameter space, yielding optimal reconstruction settings. This optimization is directly driven by the data itself and outlines the trade-offs between resolution and fidelity to the user. By highlighting the optimal parameter range and acquisition configurations, eSRRF minimizes artifacts and nonlinearity. Therefore, eSRRF improves overall image fidelity with respect to the underlying structure. The enhanced performance is verified over a wide range of emitter densities and imaging modalities.

We have additionally implemented the capability to achieve full 3D resolution improvement, bypassing the original SRRF’s 2D capabilities. To do so, we adapted the method to analyze the nearly simultaneous multiplane acquisition of MFM, enabling the high-speed volume observation of fluorophore fluctuations. Here eSRRF benefits from the analysis of temporally coherent axial planes, meaning there is no time lag between axial planes. The estimation of radial fluctuations in 3D MFM data are based on the same reconstruction principles of 2D eSRRF, additionally assuming the z-axis point-spread-function (PSF) elongation. We also demonstrate a full implementation of 3D eSRRF with a comprehensive Fiji plugin and how it can facilitate fast 3D super-resolution imaging in living cells.

Results

eSRRF provides high-fidelity SRM images

Fluctuation-based SRM methods all suffer from the presence of artifacts and/or nonlinearity\textsuperscript{26,27}. Here, we designed eSRRF with an emphasis on limiting reconstruction artifacts and maximizing image quality in the reconstruction of super-resolution images. The increased image fidelity results from the implementation of several new and optimized routines in the radial fluctuation analysis algorithm, introduced through a full rewriting of the code. In eSRRF, a raw image time series with fluctuating fluorescence signals is analyzed (Fig. 1a). First, each single frame is upsampled by interpolation (Fig. 1b). Here, in contrast to standard SRRF, we introduced a new interpolation strategy, exploiting a full data interpolation step based on Fourier transform before the gradient calculation. This approach outperforms the cubic spline interpolation employed in the original SRRF analysis by minimizing macro-pixel artifacts (Extended Data Fig. 1). Second, following the Fourier transform interpolation, intensity gradients $G_x$ and $G_y$ are calculated, and the corresponding weighting factor $W$ based on the user-defined radius $R$ is generated for each pixel. Based on gradient and weighting maps and the user-defined sensitivity parameter $S$ (Supplementary Table 3), the radial gradient convergence (RGC) is estimated. Thus, in the case of eSRRF, this estimation is not just based on a set number of points at a specific radial distance as it was handled by the previous implementation of SRRF, but over the relevant area around the emitter. This area and how each point contributes to the RGC metric is defined by the $W$ map. This allows us to cover the size of the PSF of the imaging system and thus, to exploit the local environment of the pixel of interest much more efficiently. Auto- or cross-correlation of the resulting RGC time series allows reconstructing a super-resolved image that shows high fidelity with respect to the underlying structure (Fig. 1b). Compared to the original SRRF, our new eSRRF approach demonstrates a clear
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To evaluate the fidelity and resolution of eSRRF with respect to the underlying structure, we performed analysis of a DNA-PAINT dataset with sparse localizations. For DNA-PAINT, standard SMLM localization algorithms applied to the raw, sparse data can provide an accurate representation of the underlying structure. By temporally binning the raw data, we generated a high-density dataset comparable to a typical live-cell imaging acquisition. Figure 1c shows the comparison of the ground-truth (SMLM), eSRRF, SRRF and equivalent WF data. eSRRF is in good structural agreement with the ground truth and shows a clear resolution improvement over both the WF and the SRRF reconstruction. Line profiles reveal that eSRRF resolves features that were only visible in the SMLM reconstruction (Supplementary Fig. 1). We also estimated image resolution by Fourier ring correlation (FRC) and decorrelation analysis. Both provide a quantitative assessment of the resolution improvement of the different image reconstruction modalities (Supplementary Table 4). To facilitate a direct resolution comparison between SRRF and eSRRF, we obtained and analyzed images from a commercially available calibration standard, the Argo-SIM slide. This slide contains structures of well-defined dimensions, purposely designed to test the resolution performance attainable by an optical system. By comparing eSRRF and SRRF analysis of Argo-SIM data, a higher resolving capacity of the eSRRF approach compared to its counterpart is demonstrated (Extended Data Fig. 2). Furthermore, the enhanced image fidelity recovered from eSRRF is quantitatively confirmed using SQUIRREL analysis on both simulated and experimental data (Supplementary Fig. 2, Extended Data Fig. 3 and Supplementary Note 1).

eSRRF not only achieves higher fidelity in image reconstruction than SRRF, but also provides a robust reconstruction method over a wide range of emitter densities. To estimate the range of emitter densities compatible with eSRRF, we again use low-density DNA-PAINT acquisitions and temporally binned the images with varying numbers of frames per bin. By increasing the number of frames per bin, the density of molecules in each binned frame increases. While the total number of molecules remains consistent throughout, this approach allows us to monitor the performance of eSRRF as a function of emitter density. Extended Data Fig. 4 presents the results from this analysis across the three temporal analyses provided (AVG, TAC2 and VAR; Supplementary Note 2 contains details on these temporal analyses). For each density range, a specific set of the processing parameters will provide the best image quality (Supplementary Table 3 and Supplementary Note 2) allowing access to high-fidelity super-resolved image reconstructions across a wide range of experimental conditions. At high emitter densities, eSRRF also outperforms the high-density emitter localization algorithm of ThunderSTORM even in combination with HAWK analysis (Supplementary Fig. 3). At the other extreme of sparse blinking densities typical of SMLM acquisitions, single-emitter fitting still provides unsurpassed localization precision and image resolution; however, it requires the processing of a large number of images. In this particular case of sparse blink dataset (typical SMLM data), eSRRF can provide a fast preview of the reconstructed image (Supplementary Fig. 4).

eSRRF’s reconstruction parameter exploration scheme

The decision to use a specific set of parameters for an image reconstruction is often based on user bias and expertise. This can lead to the inclusion of artifacts in the data. To alleviate user bias and artifacts, here, we developed a quantitative reconstruction parameter search based on the concepts introduced by SQUIRREL. For this we compute visual maps of the FRC resolution and image fidelity as a function of radius R and sensitivity S, exploring the eSRRF reconstruction parameter space. We use FRC to determine image resolution and a resolution-scaled Pearson (RSP) correlation coefficient as a metric for structural discrepancies between the reference and super-resolution images, here referred to as image fidelity. These two metrics do not necessarily correlate. The parameter sweep allows to explore trade-offs between FRC resolution and RSP fidelity (Supplementary Video 1) as a consequence of reconstruction parameter choice. To balance the two metrics, we use an F1 calculation to compute our quality and resolution (QnR) score:

\[ QnR = \frac{2 \times \text{RSP} \times nFRC}{\text{RSP} + nFRC} \]
Here \( n_{FRC} \) is the normalized FRC resolution metric, ranging between 0 and 1, with 0 representing a poor resolution and 1 representing a high resolution. The QnR score ranges between 0 and 1, where scores close to 1 represent a good combination of FRC resolution and RSP fidelity, whereas a QnR score close to 0 represents a low-quality image reconstruction.

Figure 2 shows a representative dataset acquired with COS-7 cells expressing Lyn kinase–SkylanS, previously published by Moeyaert et al.15. The eSRRF parameter scan analysis (Fig. 2a) shows how RSP fidelity and FRC resolution are affected by reconstruction parameters. RSP fidelity is high when using low sensitivity and/or low radius. In contrast, FRC resolution improves upon increasing the sensitivity over a large range of radii. This can be explained by the appearance of nonlinear artifacts at high sensitivity leading to low RSP fidelity but high FRC resolution. In addition, as the radius increases, the resolution of the reconstructed image decreases. The QnR metric map, shown in Fig. 2b, demonstrates how FRC resolution with the optimal reconstruction parameter set \( (R = 1.5, S = 4) \), low-resolution reconstruction \( (R = 0.5, S = 1) \), and low-fidelity reconstruction \( (R = 3.5, S = 5) \). The QnR score ranges between 0 and 1, where scores close to 1 represent a good combination of FRC resolution and RSP fidelity, whereas a QnR score close to 0 represents a low-quality image reconstruction.

Local variations in background level, emitter density, and sample structure across the field of view can cause different reconstruction requirements and non-linearities in the QnR maps. User evaluation of QnR maps is an important component of this optimization strategy, and the parameter optimization tool is intentionally not designed to act as a black box. To aid in this evaluation, eSRRF lets users browse through the reconstructions associated with each QnR map value, enabling researchers to access the link between quality metrics and the corresponding variations in the reconstruction results.

An important aspect of live-cell super-resolution imaging is its capacity for observation and quantification of dynamic processes at the molecular level. With respect to fluctuation-based methods, there are two aspects to be considered when it comes to observing fast dynamics. As each super-resolved reconstruction is based on processing a stack of hundreds or more images, any dynamic changes happening within this frame window will lead to motion blur. On the other hand, reducing the number of frames for the super-resolved reconstruction can compromise the reconstruction quality. To address this aspect and provide an estimate of the optimal frame window, we have integrated temporal structural similarity (tSSIM) analysis into the eSRRF framework. Here, we calculate the progression of the structural similarity at different time points of the image stack relative to the first frame (Supplementary Fig. 5). This allows us to identify the local molecular dynamics (Supplementary Fig. 6) and estimate the maximum number of frames within which the structural similarity is retained, meaning that there is no observable movement (Fig. 2d).

By combining tSSIM with eSRRF, we can determine an optimal number of frames required for the reconstruction to recover dynamics, while reducing motion-blur artifacts (Fig. 2e). The tSSIM is complemented by the parameter optimization tool, which jointly aids in finding the optimal radius and sensitivity parameter sets, and allows testing of different frame window sizes. This enables the user to identify the minimum number of frames to be analyzed or even acquired to ensure a good quality reconstruction.

### eSRRF works across a wide range of live-cell modalities

Here, we test our approach on a wide range of imaging modalities, including total internal reflection fluorescence (TIRF), fast highly inclined and laminated optical sheet (HiLO)-TIRF59, SDC60, and lattice light sheet (LLS) microscopy61. We show that eSRRF provides high-quality SRM images in live cells (Fig. 3). First, we imaged cultured neurons transiently expressing Skylan-NS tagged tubulin. Skylan-NS is an element of the photoswitchable fluorophore family, displaying a high level of fluorescence fluctuations that are ideal for eSRRF processing62. This allowed us to super-resolve the microtubule network (Fig. 3a). Traditional SRRF processing cannot tell apart microtubule bundles that are close to each other, but eSRRF can (Fig. 3a), even though they are tightly packed along the dendrites (Extended Data Fig. 5a). eSRRF can also be applied to volumetric datasets as obtained for example with LLS microscopy (Supplementary Video 2). Here, the eSRRF reconstruction of volumetric image stacks is obtained by processing each slice sequentially. Note that this approach can only effectively improve the lateral resolution (xy plane), while there is a sharpening comparable to deconvolution in the z direction, no resolution improvement over the diffraction-limited images should be expected. Figure 3b,c shows the plane by plane eSRRF processing of a LLS dataset of the ER in Jurkat cells allowing us to distinguish sub-diffraction-limited features along the x direction (Fig. 3b(i)),
but not in the z direction (Fig. 3c(iii)). While LLS can be seen as a fast and live-cell-friendly imaging approach, the sequential acquisition of a frame series at each axial plane generally slows down the acquisition to ~2 min per volume (79 × 55 × 35 µm³). Using HILO-TIRF, the fast acquisition rates allowed us to track the ER network tagged with PrSS-mEmerald-KDEL in living COS-7 cells at super-resolution level (Fig. 3d). Here, a sampling rate of 10 Hz is achieved using rolling window analysis of eSRRF (Extended Data Fig. 7 and Supplementary Video 3). While TIRF and HILO-TIRF imaging are set out for fast high-contrast imaging in close vicinity to the coverslip surface, SDC excels in fast and gentle in vivo imaging. Thus, with SDC imaging, we were able to record the dynamic rearrangement of SkylanS-tagged actin in U2OS cells over 12 h (Fig. 3e and Supplementary Video 4), showcasing the capacity of eSRRF to super-resolve living samples at low-intensity illumination. SDC also entails imaging far away from the coverslip and deep inside challenging samples as spheroids and live organisms, where eSRRF achieves enhanced performance as well (Extended Data Fig. 8).

**3D live-cell super-resolution imaging by eSRRF and MFM**

3D imaging capability is becoming increasingly important to understand molecular dynamics and interactions within the full context of their environment. In particular, obtaining true 3D SRM with improved resolution along the axial direction has recently become a key focus of development in the field. Fluctuation-based SRM approaches have also been extended to 3D, notably SOFI and more recently, random illumination microscopy, an approach that combines the concepts of fluctuation microscopy and the SIM demodulation principle; however, these and other 3D live-cell super-resolution approaches are still considerably hampered by their acquisition speed, a limitation that currently has only been surpassed by implementing deep-learning approaches (Supplementary Table 5). To realize 3D eSRRF, we extended the algorithm to calculate the RGC in 3D (Supplementary Note 3). Consequently, we can reconstruct a volumetric image with enhanced resolution in the axial direction and in the lateral image plane. The approach was first validated with simulated 3D data (Extended Data Fig. 9). In these data, a woodpile structure can be seen, featuring filaments with axial distances ranging from 350 to 600 nm. These filaments are populated with single-molecule emitters, whose blinking events are set at increasing densities in each dataset. Their analysis allowed us to identify that, while at the highest densities only filaments crossing at an axial distance of 600 nm could be resolved, 3D eSRRF was able to distinguish filaments separated by under 400 nm, albeit not in the z direction (Fig. 3c(iii)).

![Image](https://example.com/image.png) Fig. 3 | Applications of eSRRF to a range of imaging modalities. a, TIRF imaging of the microtubule network in a cultured neuron expressing Skylan-NS-tagged tubulin and subsequent eSRRF processing (see insets and line profile; TIRF-FRC, 425 ± 42 nm; SRRF-FRC, 213 ± 41 nm; eSRRF-FRC, 193 ± 51 nm). b, c, LLS imaging of the ER in Jurkat cells. xy projection (b) and xz projection using LLS microscopy (c) (top left) and the combination with eSRRF reconstruction (bottom right). As the acquisition is sequential, the eSRRF processing was applied on a slice-by-slice basis. Line profiles corresponding to the x and z direction are shown in i and ii, respectively. Sub-diffraction features separated by 190 nm in the lateral plane are marked in gray (FRC resolution LLS/eSRRF, 164 ± 9/84 ± 43 nm). AU, arbitrary units. d, Live-cell HILO-TIRF of COS-7 cells expressing PrSS-mEmerald-KDEL marking the ER lumen imaged at a temporal sampling rate of 10 Hz (temporal color-coding, FRC resolution HILO/eSRRF, 254 ± 11/143 ± 56 nm). e, Live-cell SDC imaging of U2OS cells transiently expressing SkylanS-β-actin imaged over a time course of 12 h by acquiring substacks of 50 frames to generate a super-resolved eSRRF reconstruction at 10-min intervals (FRC resolution est. SDC/eSRRF, 484 ± 53 nm/151 ± 77 nm). Insets of three consecutive time points (top, SDC; bottom, eSRRF) show an example of actin bundles connecting and detaching (red arrow indicator) in the rectangular region marked by the white frame. Scale bars, 5 µm (a), 1 µm (a insets), 3 µm (b,c), 2 µm (d), 10 µm (e) and 2 µm (e insets). FRC shown as mean ± s.d.
super-resolved volumetric view (20 × 20 × 3.6 μm^3) of the mitochondrial network architecture and dynamics in U2OS cells was acquired at a rate of ~1 Hz (Fig. 4). The eSRRF processing achieved super-resolution in lateral and axial dimensions, revealing sub-diffraction-limited structures. Figure 4 shows that eSRRF reveals structures that would otherwise remain undetected using conventional MFM (Fig. 4(ii),(iii)). When compared to deconvolution analysis using the same data, the eSRRF reconstruction presents a higher resolution and the capacity to recover structural features of the sample that would otherwise remain hidden (Fig. 4(i),(ii) and Extended Data Fig. 10). Extending the 3D eSRRF processing to the full live-cell time lapse reveals rearrangement of the mitochondrial network at a super-resolution level (Fig. 4(iii)). To demonstrate the broad applicability of eSRRF, we showcase its application to a wide range of biological samples, from single cells to organisms, and imaging techniques from WF, TIRF, light sheet, SDC and SMLM imaging modalities. eSRRF shows robust performance over the different signal fluctuation dynamics displayed by various organic dyes and fluorescent proteins and over a wide range of marker densities, recovering high-fidelity super-resolution images even in challenging conditions in which single-molecule algorithms will fail. The enhanced performance of eSRRF will also benefit modifications of the original SRRF method that the community has previously proposed (Supplementary Table 2).

While eSRRF provides substantial improvements in image fidelity and resolution compared to the original SRRF implementation, there are still important caveats and limitations to consider. One limitation of eSRRF is for example the availability of bright, stable and live-cell-compatible fluorescent markers with emission characteristics that display suitable fluorescence fluctuations. Here, self-blinking organic dyes and fluorogenic exchangeable HaloTag ligands show...
promise as high-performance probes for eSRRF. Furthermore, while 3D eSRRF still needs specialized hardware, we envision that future implementations may become more compatible with readily available commercial optical systems. In addition, it may be possible to explore gentler and faster FFMF approaches\(^6\). The computational complexity of eSRRF makes processing times longer compared to SRRF. Additionally, finding the optimal balance between resolution and fidelity relies on user evaluation of the parameter space, so there is still some subjectivity in selecting final parameters. At low emitter densities, single-molecule localization methods can still provide better resolution than eSRRF. There are also challenges with observing very fast dynamics below the temporal resolution of the image stack used for reconstruction. A further machine-learning accelerated version of eSRRF is now being developed and available in the NanoPyx Python-based framework, which also includes a napari plugin\(^6\). Future advances could automate the parameter optimization process more fully using machine learning. Overall, while current implementations still have limitations, the development of eSRRF demonstrates the potential for data-driven optimization to improve image reconstruction quality and accessibility in SRM. eSRRF is currently implemented as an open-source GPU-accelerated Fiji plugin, accompanied by a detailed user guide (https://github.com/HenriquesLab/Nanof-eSRRF) as well as in napari and Python, making it widely available to the bioimaging community.
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Methods

The imaging conditions and eSRRF-processing parameters for each dataset are summarized in Supplementary Table 4.

Fluorescence microscopy simulations

The field of simulated fluorescent molecule distribution was simulated over a 5-nm resolution grid with ImageJ 1.45 F and the NanoJ-eSRRF>Fluorescence simulator application. As a ground truth, fan pattern emitters were placed on concentric rings with radii increasing by 220 nm steps. On each ring the molecules were separated by 57.5, 115, 173, 230, 288 and 345 nm, respectively. Each emitter was allowed to blink independently with an on/off rate of 100 s⁻¹ and 50 s⁻¹, respectively over the entire acquisition without bleaching (500 frames at 10-ms exposure). Based on this distribution, the fluorescence image with 100 nm pixel size was created by convolution with a Gaussian kernel with σ = 0.211/NA, as suggested by Zhang et al., where λ is the emission wavelength (here 580 nm) and NA is the numerical aperture of the microscope (here NA = 1.4). A realistic Poisson photon noise and a Gaussian read-out noise were added to the images to simulate an experimental dataset.

The diffusing particle datasets were generated as single emitters represented by a Gaussian PSF and with Gaussian noise moving at a constant speed, with a Python script available as a GoogleColab Jupyter notebook on GitHub at https://github.com/HenriquesLab/NanoJ-eSRRF.

The MFM simulations of stacked lines were performed using a custom-written framework NanoJ-TheSims in ImageJ. Ground-truth images were provided as 3D stacks on an upsampled grid (5-nm pixel size in (x,y) and 10-nm slice separation). For 3D multiplane simulations, a PSF stack was generated with the Imagej plugin PSFGenerator using the Born and Wolf model, 1.4 NA, and emission wavelength of 650 nm, with pixel sizes and plane separations matching the ground truth. For each molecule (nonzero pixel) in the ground-truth stack, the time for the molecule to undergo permanent photobleaching was randomly chosen from an exponential distribution with the rate parameter k_bleach. The time series describing transitions between on and off states was described as a two-state model, with the time spent in each state determined by random selection from exponential distributions with rates k_on (off to on) and k_off (on to off). On/off transitions were generated until the total length of the time trace reached the bleaching time (which was only permitted to occur from an on state). For the simulations used here, rate parameters were k_bleach = 0.077 s⁻¹, k_on = 0.026 s⁻¹ and k_off = 1.82 s⁻¹. These were binned into discrete time traces per the camera settings of exposure time = 10 ms and read time = 5 ms, allowing for fractional appearances of molecules which undergo a transition within a frame under the assumption of an emission rate of 15 photons s⁻¹. For each z-plane, an image stack of length M = 4, R = 3 and S = 6, VAR. Deconvolution of the interpolated 3D image stack was performed with the Imagej plugin DeconvolutionLab2 (ref. 70) with the PSF used for the simulation and the Richardson–Lucy algorithm (40 iterations). To increase the emitter density, the frames were binned and averaged.

DNA-PAINT of microtubule network

COS-7 cells (ATCC CRL-1651) were cultured in phenol-free DMEM (Gibco) supplemented with 2 mM GlutaMAX (Gibco), 50 U ml⁻¹ penicillin, 50 μg ml⁻¹ streptomycin (Penstrep, Gibco) and 10% fetal bovine serum (FBS; Gibco) at 37 °C in a humidified incubator with 5% CO₂. Cells were seeded on ultraclean 18-mm diameter thickness 1.5 H coverslips (Marianfeld) at a density of 0.3–0.9 × 10⁶ cells per cm².

Cells were fixed and stained according to previously published protocols. Cells were extracted at 37 °C for 45 s in 0.25% Triton-X (T8787, Sigma), 0.1% glutaraldehyde in the cytoskeleton-preserving buffer ‘PIPEs-EGTA-Magnesium’ (PEM; 80 mM PIPES pH 6.8, 5 mM EGTA and 2 mM MgCl₂) followed by 10 min in 0.25% Triton-X and 0.5% glutaraldehyde in PEM. After a 7-min quenching step with a fresh solution of 0.1% NaBH₄ in phosphate buffer at room temperature, cells were permeabilized and blocked for 1.5 h at room temperature in blocking buffer (phosphate buffer 0.1M, pH 7.3, 0.22% gelatin (G9391, Sigma) and 0.1% Triton-X-100).

Primary antibody labeling was performed at 4 °C overnight with a mix of two anti-α-tubulin mouse monoclonal IgG1 antibodies (DM1A (T6199, Sigma) and B-5-1-2 (TS168, Sigma)) diluted 1:300 in blocking buffer. After 3 × 10-min washes with blocking buffer, the cells were incubated with a goat anti-mouse antibody conjugated to a DNA sequence (PI docking strand, Ultivue kit) for 1 h at room temperature and diluted 1:100 in blocking buffer. After incubation, cells were washed with blocking buffer for 10 min and 2 × 10 min with phosphate buffer.

DNA-PAINT imaging was performed on an N-STORM microscope (Nikon) equipped with 647-nm lasers (125 mW at the optical fiber output). After injection of an 0.25-nM imager strand (I1-ATTO655, Ultivue) in 500 mM NaCl in 0.1 M PBs, pH 7.2, buffer, 50,000 frames were acquired at 60% power of the 647-nm laser with an exposure time of 30 ms per frame to obtain low-density ground-truth data.

Image reconstruction was performed with the ImageJ/Fiji plugins NanoJ-eSRRF, NanoJ-eSRRF, ThunderSTORM and HAWK. To create datasets with increased emitter density, temporal binning was performed by summing substacks of the SMLM image sequence. The raw data had an average emitter density of 0.121 localizations per frame and μm², which remained constant throughout the whole DNA-PAINT acquisition.

SIM imaging of the Argo-SIM calibration sample

Super-resolution 3D-SIM imaging was performed on a Zeiss ELYRA PS.1 microscope (Carl Zeiss) using an ePlan-Apochromat x100/1.46 oil immersion objective and an EMCCD Andor S871 JK camera. For SIM reconstruction, 15 images (five phases and three rotations) of the gradually spaced line pattern on the Argo-SIM calibration slide (Argolight) were acquired. SIM image reconstruction was performed with the software ZEN Black v.11.0.2.190 (Carl Zeiss).

Live-cell imaging of cultured neurons

Neuronal culture and transfection. All procedures were in agreement with the guidelines established by the European Animal Care and Use Committee (86/609/CEE) and were approved by the Aix-Marseille University ethics committee (agreement no. G13O555). Primary neuronal cell culture was produced by extracting hippocampi from E18 rat pups of both sexes from pregnant female Wistar rats (Janvier Labs). Hippocampi were dissected and homogenized by trypsin treatment followed by mechanical trituration and seeded on 18-mm diameter, round, no. 1.5H coverslips at a density of 30,000 cells cm⁻² for 3 h in serum-containing plating medium (MEM with 10% FBS, 0.6% added glucose, 0.08 mg ml⁻¹ sodium pyruvate and 100 U ml⁻¹ penstrep). Coverslips were then transferred, cells down, to Petri dishes containing confluent glia cultures conditioned in NB+ medium (neurobasal medium supplemented with 2% B27, 100 U ml⁻¹ penstrep and 2.5 µg ml⁻¹ amphoterocin) and cultured in these dishes (Banker method). Neurons were transfected with either 1 µg pEGFP–α-tubulin (Clontech cat. no. 632349) or pSkylan–NS–α-tubulin at 6–9 d in culture.
with Lipofectamine (2 µL, Life Technologies). pSkylan-NS–α-tubulin was created by exchanging the mScarlet sequence in the mScarlet–α-tubulin (Addgene plasmid #85045) in pSkylan-NS (Addgene plasmid #67875) by Gibson assembly62 with a 0.005 µL−1 TS exonuclease (M06635, NEB), 0.033 µL−1 Phusion DNA polymerase (F-553L, Finnzymes) and 3.33 µL−1 T4 DNA ligase (MB42601, NYTech) master mix. Live-cell imaging was performed 24–48 h later. Before live imaging, neurons were transferred to Hibernate medium E (Brainbits), supplemented with 2% B27, 2 mM Glutamax and 0.4% d-glucose, and maintained in a humid chamber at 36 °C for the duration of the experiments (Okolab).

TIRF microscopy. Live imaging of neurons expressing pSkylan-NS–α-tubulin were performed on an inverted microscope ECLIPSE Ti2-E (Nikon Instruments) equipped with an ORCA-Fusion sCMOS camera (Hamamatsu Photonics K.K., C14440-20UP) and a CFI SR HP Apochromat TIRF ×100 oil (NA 1.49) objective. Samples were sequentially illuminated with laser light at 405 nm and 488 nm for 100 ms at 5% laser power, respectively with an active Nikon Perfect Focus System and with the NIS-Elements AR 5.30.05 software (Nikon).

2D-SIM microscopy. Live-imaging experiments of neurons expressing pEGFP–α-tubulin were performed on a Nikon N-SIM S structured illumination microscope with a Nikon Ti inverted microscope using a CFI Apochromat TIRF ×100 C Oil (NA 1.49) objective and an ORCA-Fusion BT camera (Hamamatsu Photonics K.K., C14440-20UP). The sample was excited using laser light at 488 nm for 200 ms, at 70% laser power and kept at 37 °C using a Tokai Hit STX stage-top incubator with active Nikon Perfect Focus System. For each SIM image, nine raw images (three phases and three orientations) were acquired and reconstructed using NIS-Element 5.30.02 (Nikon).

LLS sample preparation and acquisition
The ER of Jurkat cells (Cellbank Australia Jurkat-ILAI) was stained with BODIPY ER-Tracker (Thermo Fisher Scientific, E34250) and incubated on a poly-L-lysine-coated (P4707, Sigma) 5-mm round coverslip at 37 °C. The cells were fixed for 15 min at 37 °C with 4% PFA (15710, Electron Microscopy Sciences) in a buffer with 10 mM MES (pH 6.1, Electromicroscopy Innovations). Images were acquired using a commercially available 3i LLS running SlideBook v.6 (Intelligent Imaging Innovations). LLSM has two orthogonal objective lenses, α 0.71 NA, 3.74-mm LWD water-immersion illumination objective and a 1.1 NA, 2-mm LWD water-immersion imaging objective, matched to the light sheet thickness for optimal optical sectioning creating an evenly illuminated plane of interest, which enables high spatiotemporal resolution (230 × 230 × 370 nm in yxz). We used a light sheet under a square lattice configuration in dithered mode. Images were acquired with a Hamamatsu ORCA-Flash 4.0 camera. Each plane of imaged volume was exposed for 10 ms with a 642-nm laser. The sample was imaged on a piezo stage with the dithered light sheet moving at 276 nm step size in the z axis. To create an eSRRF ‘frame’, a time lapse of 100 frames were taken per axial plane at 7.6 MHz per volume (79 × 55 × 35 µm3). After eSRRF processing, the images were deskewed with the LLSMFiji plugin.

Live-cell HILO-TIRF microscopy
COS-7 cells (ATCC CRL-1651) were grown in phenol red-free DMEM supplemented with 10% (v/v) FBS (Gibco), 2 mM-glutamine (Thermo), 100 U ml−1 penicillin and 100 µg ml−1 streptomycin (Thermo) at 37 °C and 5% CO2. The 25-mm no. 1.5 coverslips (Warner Scientific) were pre-cleaned by (1) a 12-h sonication in 0.1% Hellmanex (Z805939, Sigma); (2) five washes in 300 ml distilled water; (3) a 12-h sonication in distilled water; (4) an additional round of five washes in distilled water; and (5) sterilization in 200-proof ethanol and were allowed to air dry.

Coverslips were coated with 500 µg ml−1 phenol red-free Matrigel (356237, Corning). Cells were seeded at 60% confluency. Transfections were performed using FuGENE6 (E2691, Promega) according to the manufacturer’s instructions. Each coverslip was transfected with 750 ng of pRS5-mEmerald-KDEL to label the ER structure and with 250 ng of HaloTag-Sec61b-TA (not labeled with ligand for these experiments).

Imaging was performed using a customized inverted Nikon Ti-E microscope outfitted with a live-imaging chamber to maintain temperature, CO2, and relative humidity during imaging (Tokai Hit). The sample was illuminated with a fiber-coupled 488-nm laser (Agilent Technologies) through a rear-mount TIRF illuminator. Imaging was performed such that the TIRF angle was manually adjusted below the critical angle to ensure HILO illuminations and that the ER was captured within the illumination plane. The average power density over the full illumination field was 123 mW cm−2. Fluorescence was collected using a >100 α-Plan-Apochromat 1.49 NA oil objective (Nikon) using a 525/50 filter (Chroma) placed before an iXon3 EMCCD (DU-897; Andor). Imaging was performed with 5-ms exposure times for 60 s. The precise timing of each frame was monitored using an oscilloscope directly coupled into the system (mean frame rate = 95 Hz).

Spinning disc confocal sample preparation and acquisition
Skylan-β-actin U2OS cells. U2OS osteosarcoma cells were grown in DMEM (Sigma, D1152) supplemented with 10% (v/v) FBS (S1860, BioWest). U2OS cells were purchased from DSMZ (Leibniz Institute DSMZ-German Collection of Microorganisms and Cell Cultures, ACC 785). U2OS cells were transfected with 1 µg Skylan-NS–(GGGGS)x3–β-actin plasmid (Addgene plasmid #128938)62 using Lipofectamine 3000 (L3000008, Thermo Fisher Scientific) according to the manufacturer’s instructions. To image the actin, dynamic, transfected cells were plated on high-tolerance glass-bottom dishes (MatTek Corporation, coverslip no. 1.7) pre-coated first with poly-l-lysine (10 µg ml−1 for 1 h at 37 °C) and then with bovine plasma fibronectin (10 µg ml−1 for 2 h at 37 °C). The SDC microscope used was a Marianas spinning disc imaging system with a Yokogawa CSU-W1 scanning unit on an inverted Zeiss Axios Observer Z1 microscope controlled by SlideBook v.6 (Intelligent Imaging Innovations). Images were acquired using a Photometrics Evolve, back-illuminated EMCCD camera (512 × 512 pixels) and a ×100 (NA 1.4 oil, Plan-Apochromat) objective (Carl Zeiss). For long-term live-cell imaging, 50-fr substacks were acquired at 10-min intervals with an ABBAAAB sequence switching between A, 1 ms of 405-nm laser activation and B, 25 ms of 488-nm laser excitation.

To culture cells on polycrylamide gel, U2OS cells expressing endogenously tagged Paxillin-GFP65 were cultured as described in the previous section. Cells were left to spread on ~9.6 kPa polycrylamide gel and were imaged using a SDC microscope with a ×63 objective (NA 1.15 water, LD C-Apochromat) objective (Zeiss) and an acquisition time of 100 ms. One hundred frames were used for the eSRRF reconstruction. The parameter sweep option as well as SQUIRREL analyses (resolution-scaled error and RSP values), integrated within eSRRF, were used to define the optimal reconstruction parameters.

The spheroids were based on MCF10DCIS.0 (DCIS.com) lifeact-RFP cells27 cultured in a 1:1 mix of DMEM (D1152, Sigma) and F12 (561DC, Sigma) supplemented with 5% horse serum (16050-122; GibCO BRL), 20 ng ml−1 human EGF (E9644; Sigma-Aldrich), 0.5 mg ml−1 hydrocortisone (H8088-1G; Sigma-Aldrich), 100 ng ml−1 cholera toxin (C8052-1MG; Sigma-Aldrich), 10 µg ml−1 insulin (I9278-5ML; Sigma-Aldrich) and 1% (v/v) penstrep (P0781-100ML; Sigma-Aldrich). Parental DCIS.com cells were provided by J.F. Marshall (Barts Cancer Institute, Queen Mary University of London). To form spheroids, DCIS.com cells expressing lifeact-RFP were seeded as single cells, in standard growth medium, at low density (3,000 cells per well) on growth factor-reduced Matrigel-coated glass-bottom dishes (coverslip no. 0; MatTek). After 12 h, the medium was replaced by a normal growth medium supplemented with 2% (v/v) growth factor-reduced Matrigel and 10 µg ml−1 of...
NaCl, 0.17 mM KCl, 0.33 mM CaCl₂ and 0.33 mM MgSO₄). At 2 d after fertilization, embryos were mounted in 0.7% low-melting-point agarose on glass-bottom dishes. Agarose was overlaid with E3 medium supplemented with 160 mg l⁻¹ tricaine (E10521, Sigma). Imaging was performed at 28.5 °C using a SDC microscope. The microscope used, as well as the image processing, are as described in the previous section.

**Multifocus microscopy sample preparation and acquisition**

HeLa cells (ATCC CRM-CCL-2) were cultured in complete medium (DMEM (11880, Thermo Fisher Scientific) + 1% Glutamax + 1% penstrep supplemented with 10% FBS (26140079, Thermo Fisher Scientific)) and transfected with TOM20 (translocase of outer mitochondrial membrane) fused to HaloTag. TOM20–HaloTag was labeled with Janelia fluor 549 HaloTag ligand (GA1110, Promega) by incubating the dye at 10 nM in DMEM medium for 15 min at 37 °C. MFM imaging was performed in DMEM without phenol red medium. The MFM setup used was described in detail by Hajj et al.13, where excitation was performed with the 555 nm line of a Lumencor Spectra light engine and imaging was performed using a Nikon Plan Apo ×100 oil immersion objective (with NA 1.4). Images of all nine focal planes were captured on an Andor DU-897 EMCCD camera at a rate of 20 ms per frame. The focus offset dz was 390 nm between consecutive focal planes. The 3D image registration was performed based on multicolor fluorescent beads (TetraSpeck Fluorescent Microspheres kit; T14792, Invitrogen), immobilized on a coverslip. Images of the beads were recorded while axially displacing the sample with a z-step size of 60 nm.

To overlay and align the nine focal planes, a calibration table was created based on the bead images with the NanoJ-eSRRF plugin tool ‘Get spatial registration from MFM data’ (NanoJ-eSRRF>Tools>Get spatial registration from MFM data). This spatial registration was applied to the live-cell MFM data during the 3D eSRRF processing (a detailed manual can be found at https://github.com/HenriquesLab/NanoJ-eSRRF/wiki).

To extract the shape of the MFM PSF in the different focal planes (Supplementary Fig. 7), the 3D PSF was extracted from the bead reference with the respective NanoJ-eSRRF plugin tool (NanoJ-eSRRF>Tools>Extract 3D PSF from stack).

Deconvolution was performed with the classic maximum likelihood estimation algorithm in the Huygens Professional v.21.10 (Scientific Volume Imaging, The Netherlands, http://svi.nl). The 3D-rendered images were created with napari15.

**Estimation of image resolution**

To estimate the image resolution based on FRC with the NanoJ-SQRREL ImageJ plugin16, the raw time-series image stacks were split into even and odd frames. The independent image sequences were analyzed with SRRF, eSRRF or ThunderSTORM and based on the resulting pairs of processed images, the resolution was estimated by FRC reporting the mean and s.d. of the resolution in equally sized subregions of the image. Image resolution was also assessed by decorrelation analysis with the ImageJ plugin ImageDecorrelationAnalysis17.

**Statistics and reproducibility**

Figures show representative data from 4 (Fig. 1, Extended Data Fig. 2 and Supplementary Fig. 1), 55 (Figs. 2a–c), 2 (Figs. 2d,e and 3b–e and

Extended Data Figs. 5a, 7 and 8a), 3 (Figs. 4 and 3a, Extended Data Figs. 3b and 10 and Supplementary Figs. 2, 3, 4 and 6), 24 (Extended Data Figs. 1 and 8b), 8 (Extended Data Fig. 4), 90 (Extended Data Fig. 6), 6 (Extended Data Figs. 1 and 8c) and 7 (Extended Data Fig. 9) independent experiments.

**Reporting summary**

Further information on research design is available in the Nature Portfolio Reporting Summary linked to this article.

**Data availability**

The datasets are available on Zenodo at https://doi.org/10.5281/zenodo.6466472 (ref. 79).

**Code availability**

eSRRF is available as a supplementary software or can be accessed from the GitHub page at https://github.com/HenriquesLab/NanoJ-eSRRF. This resource is fully open-source and includes a Wiki manual.
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Extended Data Fig. 1 | Comparison of interpolation methods in the reconstruction of SRRF images. The presence of macro-pixel artifacts is apparent in both the spatial (left column), and frequency domain (right column) for AVG (upper row) and VAR temporal analysis reconstruction (lower row) for all interpolation methods apart from the FFT-based interpolation. Data shown corresponds to live COS-7 cells expressing PrSS-mEmerald-KDEL acquired using HiLO-TIRF. Scale bars 2 µm.
Extended Data Fig. 2 | Direct comparison of the resolution performance of SRRF, eSRRF and SIM with an ARGO-SIM calibration slide. 

**a** Fluorescence image of the gradually spaced line pattern on the ARGO-SIM calibration slide which displays line pairs with a distance increase of 30 nm per column. 

**b** Image sections of the area marked by red dashed outline across pattern #5 to #9 (120–240 nm line spacings) of a diffraction-limited (WF) image and the respective super-resolved reconstructions achieved by SRRF (TRA, M = 2, R = 0.6, A = 2, nfr = 5000), eSRRF (AVG, M = 2, R = 1, S = 2, nfr = 5000) and SIM processing. 

**c** Intensity profiles across pattern #5 and #6 (as indicated by red line in b) allow to resolve the line pair #5 with a distance of 120 nm only in the case of eSRRF and SIM reconstruction, while these lines are not distinguishable in the case of SRRF processing and for the WF data. Scale bar: 5 µm.
Extended Data Fig. 3 | SQUIRREL comparison of SRRF and eSRRF. eSRRF of the actin network (GFP-UtrCH expression, 100 frames at 33 frames/s) in live COS-7 cells shows an improved fidelity with a retained FRC resolution range. The dataset was published before in Culley et al.21.
Extended Data Fig. 4 | Temporal analyses of SMLM data as a function of the density of emitters in the raw data images. The reconstructed images are shown in increasing emitter density from left to right. The corresponding average nearest-neighbor distance in the binned raw data is stated in each panel. The wide-field and SMLM equivalents are shown on the left for comparison. Scale bar 1 µm.
Extended Data Fig. 5 | Super-resolution imaging of a living cell presenting tubulin bundles within a cultured neuron with SIM and eSRRF. 

**a** The microtubule network in a cultured neuron expressing Tubulin-eGFP can be visualized with SIM at a resolution level (WF-FRC: 253 ± 74 nm, SIM-FRC: 202 ± 47 nm) which allows to resolve microtubule bundles in single dendrites.

**b** In cultured neuron expressing Skylan-NS-Tubulin imaged using TIRFM successful eSRRF processing requires user intervention in eSRRF parameter selection due to the local variability and nonlinearity of the QnR map. Especially in large field-of-view images, distinct structural features and variability in marker density result in different optimal parameters for eSRRF super-resolution processing. For example, in this 100 µm × 60 µm image of the microtubule network regions i & ii display a QnR maximum (marked by the red square) at different positions within the parameter sweep map (left to right: R = 3.0–7.5 in steps of 0.5, top to bottom: S = 1–6 in steps of 1). Furthermore, the QnR map can be nonlinear and especially in the case of pronounced secondary QnR maxima (marked by black squares in iii & iv) user intervention is required to judge which parameter set yields the best compromise of resolution and fidelity. Scale bar in a&b 5 µm, inset i-iv) scale bars 2 µm.
Extended Data Fig. 6 | Finding optimal parameters for SRRF with the parameter sweep. a RSP and normalized FRC resolution maps as functions of ring Radius (R) and number of Axes in the ring (A) reconstruction parameters for SRRF image reconstruction of the gradually spaced line pattern on the ARGO-SIM calibration slide. b The compromise between fidelity and FRC resolution is represented in the respective QnR metric map. c Wide-field image, optimal SRRF reconstruction (i, R = 0.8, A = 8, QnR=0.94), reconstruction with high resolution, but with patterning artifacts (ii, R = 0.6, A = 2, QnR=0.89) and low fidelity, low resolution reconstruction (iii, R = 1.6, A = 8, QnR=0.67) of an image section with pattern #5 (120 nm), #6 (150 nm) and #7 (180 nm). d The line profiles across the SRRF reconstructions i, ii, and iii show that pattern #5 can’t be resolved by any of the parameter sets.
Extended Data Fig. 7 Increasing temporal sampling by rolling window analysis. a Super-resolved temporal image stack is reconstructed by analyzing consecutive frame windows (linear analysis). A rolling window analysis with a frame gap of less than the window size, similar to what has been implemented for SIM\textsuperscript{[30,31]}, allows to increase the temporal sampling rate and can translate into a higher temporal resolution without sacrificing spatial resolution. b This allows to visualize dynamic rearrangement of the endoplasmic reticulum (ER, red arrow) acquired by live-cell HiLO-TIRF of COS-7 cells expressing PrSS-mEmerald-KDEL at a frame rate of 1 Hz with a 100 frame-window linear eSRRF analysis. c The rolling window analysis with a frame gap of 10 frame allows to increase the temporal sampling to 10 Hz, thus, revealing the substeps of the ER tubule formation or rearrangement (red arrow), image section width 3 µm, FRC resolution (mean ± standard deviation): eSRRF: 143 ± 56 nm, Scale bar 2 µm.
Extended Data Fig. 8  eSRRF enhances spinning-disk confocal imaging deep inside fixed and live cells, spheroid and organisms. 

**a** U2OS cells expressing endogenously tagged paxillin were plated on 9.6 kPa polyacrylamide (PAM) gels and were imaged live using a spinning-disk confocal (SDC, resolution estimate: FRC = 573.0 ± 7.2 nm) and processed with eSRRF (resolution estimate: FRC = 197 ± 34 nm).

**b** DCIS.com lifeact-RFP cells forming a spheroid in 3D matrigel in the presence of fluorescently labeled collagen I. Samples were fixed and imaged using a spinning-disk confocal microscope (resolution estimate: FRC(Actin)= 569 ± 59 nm/FRC(Collagen I) = 583 ± 14 nm) and processed using eSRRF (resolution estimate: FRC(Actin)= 229 ± 97 nm/FRC(Collagen I) = 130 ± 36 nm). Representative fields of view highlighting the spheroids' middle and bottom planes are displayed. 

**c** Zebrafish embryos expressing mcherryCAAX in the endothelium were imaged live using a spinning-disk confocal. Vessels located at different parts of the embryo were imaged. For all panels, the eSRRF reconstructed images (resolution estimate: FRC(top) = 194 ± 37 nm/FRC(middle) = 393 ± 23 nm/FRC(bottom) = 307 ± 60 nm) and the original spinning disk images are displayed (resolution estimate: FRC(top) = 641 ± 82 nm/FRC(middle)= 573.9 ± 7.9 nm/FRC(bottom)= 575.9 ± 7.9 nm). The ROI zoom-ins are marked by white squares and the line profile position is marked in the eSRRF zoom-in by a white line. Intensity profiles of the diffraction-limited SDC data (dashed line) and eSRRF reconstruction are plotted in the panel on the very right. Scale bars 25 µm.
Extended Data Fig. 9 | 3D eSRRF on a simulated woodpile structure dataset at different emitter densities. a A woodpile structure with filaments along the x- and y-axis with varying axial distances ∆z served as a ground truth 3D architecture. b From a simulated fluorescence imaging stacks at nine focal planes based on the ground truth architecture (white lines) a 3D view as directly observed in a MFM can be rendered. c 3D eSRRF processing of the simulated datasets allows to enhance the lateral and axial resolution. d Representative image frames with a width of 5 µm of simulated datasets generated at five different emitter densities ranging over two orders of magnitude from an average next neighbor distance d_{NN} of 469 nm to 5 nm. e-h Axial profiles of filaments crossing at a distance ∆z of 350 nm (e), 400 nm (f), 500 nm (g) and 600 nm (h) for a sum of all simulated images (black dashed line), a deconvolved 3D reconstruction (black solid line) or eSRRF reconstructions of image stacks with very low (red), low (orange), medium (yellow), high (cyan) and very high (green) emitter densities. Scale bar 500 nm.
Extended Data Fig. 10 | Deconvolved 3D image stack of U2OS cells expressing TOM20-Halo, loaded with JF549 acquired with MFM. a 3D rendering, b single z-slice and c single cropped y-slice. i) and ii) are the line profiles in x, y and z-plane displayed in Fig. 4. Scale bars 2 μm.
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