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Many activities in modern business marketing management are random and repetitive. The marketing effect is constantly influenced by a variety of factors such as changing market supply and demand, customers’ purchase intentions, and national financial policy. As a result, Markov analysis can be used to analyze the status and trend of some variables, that is, to predict the future status and trend of a variable based on its current status and trend, in order to forecast possible changes in the future and take appropriate countermeasures. The mathematical model of product marketing prediction is presented in this paper by establishing the probability matrix of product state transition and analyzing and calculating with the Markov chain, resulting in a practical and reliable theoretical basis for economic prediction. After using the Markov analysis method, a suitable mathematical model can be created based on market investigation and statistics, which is extremely useful for making reasonable predictions about the market’s future development trend and improving marketing effectiveness.

1. Introduction

The changing relationship between market supply and demand, customers’ purchase intention, national financial policy, and other factors is constantly affecting the effect of marketing. The market situation will continue to be affected by various aspects of the market environment and other factors, including many complex factors and the comprehensive impact of complex subsystems [1]. The impact of market situation transformation on marketing effect seems to be a random phenomenon that cannot be mastered, but the constantly changing information of market information can be collected and its reasonable change law can be obtained through mathematical analysis [2]. Marketing prediction is an important part of marketing planning. Marketing prediction is a series of plans for the development of future customer groups, including the composition of customer groups, the development prediction of future customer groups, and the optimization strategy and value promotion of customer groups in order to maximize profits [3]. There are always these changes in customer value, some increase, some decrease, and even loss. How to grasp the law of customer change and predict the development direction of customer base according to these changes is not only the content that enterprises need to understand in marketing prediction but also the guarantee for the long-term development of enterprises [4]. The market situation will change with the change of the market environment. Although this change is unpredictable, we can get its reasonable change law according to the collected information leading to the market change [5].

Prediction is people’s prior inference or judgment of the future or unknown situation of things based on historical data and reality and using the mastered knowledge and means. Its purpose is to provide basis for planning or decision-making [6]. As a general methodology, prediction theory can be applied to the study of both natural and social phenomena. The Markov process is a branch of modern
2. Related Work

The theory of stochastic processes plays a significant role in modern statistics, and the Markov chain is one of the most comprehensive stochastic process theories, with applications in geology, biology, economics, water resources science, atmospheric science, and other fields. Markov has become increasingly important in a variety of random variables, including speech signals, digital image signals, and market trends. The Markov chain is used in commodity sales forecasting, business profit forecasting, and market share forecasting.

In economic forecasting methods, Markov forecasting does not need a large amount of historical data, but only needs recent data to predict the future. Literature [15], according to the characteristics of commodity sales, establishes a Markov forecasting model which can predict commodity sales, thus, providing theoretical basis for enterprises to formulate commodity sales strategies. Literature [16] studies Markov chain and its application in economic forecasting and discusses how to minimize investment and maximize profits in the process of product sales. Nonperforming loans are the focus and core of credit risk management in commercial banks. Literature [17] makes an empirical analysis of loan risk by using Markov model and points out that Markov chain is operable and effective in loan risk analysis, which can be used for forecasting and risk management of bank credit assets. The annual loan migration matrix can effectively analyze the changing characteristics of loan risk and the inherent laws of loan loss and recovery and can measure the multifaceted effect of nonperforming loan divestiture on loan risk transformation, which can provide a basis for banks to take risk prevention measures in advance and improve loan quality [18]. Literature [19] uses Markov chain state transition matrix to analyze and predict bank overdue loans and uses Markov chain method to dynamically monitor bank overdue loans, which has certain reference value for banks to effectively manage overdue loans. Regarding the market price of the securities market and the time series of changes in various returns as a Markov chain, the transition probability can be used to predict the future state according to the current state, and corresponding strategies can be adopted [20]. Literature [21] applies the Markov process to fund investment and obtains a method of inferring the market price trend of the fund from the deviation degree of the discount rate from the value center to determine the timing of buying and selling, which provides a scientific reference basis for investment decision-makers. Literature [22] tried to use the Markov chain model to conduct an empirical analysis of the future trend of the RMB exchange rate, established a Markov chain model, and concluded that the current RMB exchange rate depreciation is very unlikely; on the contrary, there will be a relatively large appreciation in the future. Literature [23] regards the number of employees as a set of random variables that changes over time and uses Markov models to analyze and predict them.

The Markov model can predict internal human resource supply by comprehensively predicting internal personnel transfer, which is advantageous for managers to consider various influencing factors and systematically consider internal personnel promotion, demotion, and turnover. This paper uses this information to create a state transition probability matrix for products, analyzes and calculates it using a
Markov chain, and presents a mathematical model for product marketing prediction that can be used for enterprise marketing management and market prediction to forecast market share and customer purchasing power trends.

3. Significance of Marketing Forecast

In 1985, American Marketing Association defined marketing management as marketing practice is a process of planning and implementing ideas, designing, pricing, promoting, and distributing goods and services, and creating exchange opportunities to meet customer needs and organizational goals. It can be seen that marketing management is a process including analysis, planning, execution, and control. On the basis of exchange, the goal is to meet the needs of all relevant subjects. Because the prediction can estimate the external events that cause fluctuations in a certain phenomenon, we have a certain understanding of the future development of this phenomenon, so that when formulating marketing strategies, we can achieve clear objectives, specific tasks, and practical feasibility. Marketing should affect demand level, demand time, and demand composition, and finally, realize demand management. Forecasting [24] plays a particularly important role in marketing management. In modern management, scientific decision-making occupies a key position, and whether the decision-making is scientific or correct depends not only on the understanding of the present situation but also on the prospect and prediction of the future.

The globalization of the market makes the market competition more intense, and the customer’s needs are more diversified and personalized. These requirements require the use of appropriate mathematical models and methods to make a more scientific prediction of various economic indicators related to the market and to conduct quantitative research on the economic activities of enterprises, so as to make correct decision-making plans for marketing managers. With the continuous improvement of people’s living standards and economic strength, the correct results of marketing prediction will help families and individuals to grasp the investment direction, manage their finances rationally, and invest correctly. Markov chain model can solve complicated and changeable marketing problems by applying the relevant theories of Markov chain, and through the construction of transition probability matrix and matrix operation, and is widely used in the practice of marketing management.

4. Markov Analysis Prediction

4.1. Markov Chain. Markov analysis method takes the system state transition diagram as the analysis object and analyzes the discrete stable state or continuous time changing state of the system subject to a given state transition rate. Markov prediction technology is a technology that applies the basic principles and methods of Markov chain to study and analyze the changing rules of time series and predict its future changing trends. In this model, the continuous time variation of the system is divided into several states to represent the working modes at different times. If the things studied are collectively referred to as systems, Markov analysis method is a dynamic stochastic mathematical model based on the concepts of system “state” and “state transition” [25]. The so-called state is the smallest set of variables representing the system. When a set of variable values is determined, the system is said to be in a state. The so-called state transition means that when a system variable changes from one specific value to another, it means that the system is transferred from one state to another, thus, realizing the system state transition.

Assuming that there are states of N variables, then, one step transition from state i to j is possible, and \( P_{ij} \) is called the one-step transition probability. Arrange these probabilities in turn to form a matrix called the state transition probability matrix, denoted as \( P \):

\[
P = \begin{pmatrix}
P_{11} & P_{12} & \cdots & P_{1n} \\
P_{21} & P_{22} & \cdots & P_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
P_{n1} & P_{n2} & \cdots & P_{nn}
\end{pmatrix}.
\]

(1)

The state transition probability matrix \( P \) has the following properties: each element of the matrix is nonnegative, and the sum of the elements of each row of the matrix is equal to 1.

The corresponding element in \( P \) is the one-step transition probability, and similarly, multiple transition probabilities can be derived. If the system is in state \( i \) at time, after \( n \)-step transition, it is in state \( j \) at time. The quantitative index of the possibility of this transition is called the \( n \)-step transition probability, which is recorded as

\[
P(X_n = j | X_0 = i) = P_{ij}(n).
\]

(2)

The \( N \)-step transition probability matrix is denoted as

\[
P = \begin{pmatrix}
P_{11}(n) & P_{12}(n) & \cdots & P_{1n}(n) \\
P_{21}(n) & P_{22}(n) & \cdots & P_{2n}(n) \\
\vdots & \vdots & \ddots & \vdots \\
P_{n1}(n) & P_{n2}(n) & \cdots & P_{nn}(n)
\end{pmatrix}.
\]

(3)

After calculation, a useful conclusion can be obtained: \( P(n) = N \) factorial of \( p \). In addition, the \( n \)-step transition probability has the same properties as the one-step transition probability: each element of the matrix is nonnegative, and the sum of the elements of each row of the matrix is equal to 1.

4.2. State Space Classification Method

4.2.1. Sample Mean Square Deviation Classification Method. The traditional method of index value classification is to use the sample mean and the sample mean square error to describe the change interval of the index value. Suppose
the index value sequence is $x_1, x_2, \ldots, x_n$, the sample mean is $\bar{x}$, and the sample mean square error is

$$s = \sqrt{\frac{1}{n-1} \sum_{i=1}^{n} (x_i - \bar{x})^2}. \quad (4)$$

According to the specific situation, the sample mean is centered and the sample mean square error is used as the standard to group. In application, the index value is often divided into five groups, and the change interval of the index value can be expressed as

$$(-\infty, \bar{x} - a_1 s], (\bar{x} - a_1 s, \bar{x} - a_2 s], (\bar{x} - a_2 s, \bar{x} + a_2 s], (\bar{x} + a_2 s, \bar{x} + a_3 s], (\bar{x} + a_3 s, +\infty) \quad (5)$$

$a_1$ can take a value in $[1.0, 1.5]$, and $a_2$ can take a value in $[0.3, 0.6]$. Using this method to classify index values does not consider the influence of physical causes on index values, but simply takes the sample mean as the center of index values from a statistical point of view, which is somewhat far-fetched in terms of scientificity and rationality, but it is more convenient to operate.

4.2.2. Ordered Clustering Method. Ordered clustering is a classification method for ordered samples. When using ordered clustering to divide the change interval of index values, the data structure of the index value series is taken into account fully, making the divided interval more reasonable. In fact, the statistical index values are arranged in a specific order in many practical problems, and this order cannot be disturbed when classifying [26]. Due to the addition of the order constraint, the classification method for this type of ordered statistical index values has its own distinct style.

The classic algorithm for ordered clustering is Fisher’s algorithm, which is the optimal segmentation method. Assume that the index value is $x_1, x_2, \ldots, x_n$ in turn, where each $x_i$ is a $p$-dimensional vector. Suppose a certain class of $G_{ij}$ is $\{x_i, x_{i+1}, \ldots, x_j\}$, and $j \geq i$ defines its mean vector as

$$\bar{x}_{ij} = \frac{1}{j-i+1} \sum_{l=i}^{j} x_l. \quad (6)$$

The total difference between the index values within the class is defined as the diameter of the class. Since the most commonly used quantitative indicator to express the total difference between index values is the sum of squared deviations, the commonly used diameter is the sum of squared deviations within the class. Using $D(i,j)$ to represent the diameter of $G_{ij}$, then the definition:

$$D(i,j) = \sum_{l=i}^{j} (x_l - \bar{x}_{ij})^T (x_l - \bar{x}_{ij}). \quad (7)$$

Divide $n$ ordered index values into $k$ categories, and set a certain classification method as

$$p(n,k) = \{x_{i_1}, \ldots, x_{i_{k-1}}\}, \{x_{i_k}, \ldots, x_{i_{k-1}}\}, \ldots, \{x_{i_n}\}. \quad (8)$$

Among them, the subpoint $1 = i_1 < i_2 < \cdots < i_k = n$ defines the error function of this classification, that is, the objective function is the sum of squares of the total deviation within the class:

$$e[p(n,k)] = \sum_{j=1}^{k} D(i_j, i_{j+1} - 1). \quad (9)$$

Theoretically, it can be proved that the so-called most significant division is a division method $e[p(n,k)]$ when the minimum value is reached. As for the determination of the classification number $k$, you can use $e[p(n,k)]$ to make a graph of the relationship with $k$, and the $k$ value at the curve corner is the optimal classification number.

4.3. Application of Markov Model in Marketing Forecast. Markov analysis has an important application in the study of random events and corresponding random variables. In the process of marketing, the change of the supply of market commodities is random due to the influence of various uncertain factors. And the marketing personnel should be able to predict the future development trend of the market according to the current market situation, so as to adopt the correct marketing plan [27]. When choosing between marketing effect and marketing cost, Markov analysis method can be used for optimization analysis. Influenced by various factors in the external competitive environment, the value of customers to the enterprise is constantly changing, and thus the enterprise customers are composed of customers with different values. The theoretical model of customer behavior intention is shown in Figure 1.

Enterprises can subdivide customers according to different customer values. Many factors that affect customer values include customer stability, customer satisfaction, and contribution to enterprises, including contribution to enterprise profits, share, and contribution to goodwill. Through analysis, when the market situation is in a stable state, it is generally unnecessary to spend more competitive costs. Compared with the established Markov analysis model, we should not only pay attention to the analysis of the market stability but also constantly pay attention to the analysis of marketing effects.

Facing the market environment of diversified customer sources and diversified customer value preferences, we must capture this market signal as timely as possible and catalog it according to the customer’s consumption characteristics and preferences. The data mining process in customer analysis is shown in Figure 2.

According to the transaction data and the user’s evaluation information, the user’s preference for each car product
the changes of the market and to adjust the sales strategy according to the changes of the market and the current situation in order to continuously improve the marketing effect.

5. Result Analysis and Discussion

Sales forecast refers to estimating the sales quantity and sales amount of the whole product or a specific product in a specific time span in the future. On the basis of fully considering all kinds of influencing factors in the future, combining with the sales performance of the enterprise, feasible sales targets are put forward through certain analysis methods. In the process of marketing, the market conditions that affect the marketing effect are complex and changeable random phenomena, that is to say, various factors that affect the market conditions can be regarded as various random variables that conform to the model. Enterprises can quantitatively analyze the flow among customer categories in the marketing forecast by using the Markov model. In a marketing forecast, businesses can see how many customers they can provide for each type of customer. At the same time, what categories of customers and quantities should be added to provide a more accurate decision-making basis for customer hierarchical management, and at the same time, the guidance for new customer development is more practical, which is beneficial for enterprises to optimize customer structure, improve customer management ability, and ensure that marketing objectives are met.

Based on the data reconstructed by wavelet and the original data, the Markov model for forecasting marketing is established, and the forecasting effect of Markov model is explored. The prediction results are shown in Figures 3–5, respectively. Through the empirical results, it can be found that Markov model has a good prediction effect on the training set of wavelet reconstructed data and original data. On the verification set, the prediction effect based on wavelet reconstruction is slightly better than that based on original data. On the test set, the prediction effect based on the reconstructed data of wavelet is obviously better than that based on the original data. Markov model has a good ability to predict marketing data. On the other hand, it shows that wavelet decomposition and reconstruction of marketing data can effectively improve the generalization ability of Markov model and improve the out-of-sample prediction ability of financial time data.

Traditional marketing forecasting relies heavily on marketing planners’ experience as well as qualitative analysis and evaluation by sales staff to predict the future development of a company’s overall situation. Although statistical data is occasionally used for overall forecasting, it focuses on the balance and growth of total customers, ignoring the optimization and management of customer structure and the dynamic flow process among different customer categories. If the current sales volume is known, we can guess the sales volume at a certain time in the future without considering the past sales volume, so we can apply Markov forecasting method to make accurate sales forecast. You can also collect the data of other forecast objects, such as the category can be calculated:

\[ PC_{uij} = \frac{\sum_{i\in l_u} P_{uij} \times \mu_j(x_i)}{\sum_{i\in l_u} \mu_j(x_i)} \quad j = 1, 2, 3 \ldots . \]  

In the formula, \( PC_{uij} \) represents user \( u \)'s preference value for category, \( P_{uij} \) represents user \( u \)'s rating value for product \( i \), \( l_u \) represents the set of products that user \( u \) has evaluated, and \( \mu_j(x_i) \) represents the degree of membership of product \( i \) to category \( j \).

The recent customer satisfaction with the company is linked to customer change. Customer satisfaction is, of course, a result of a variety of factors, but it has nothing to do with the previous status of enterprise satisfaction. As a result of the Markov chain, we can predict the change of enterprise customers, providing a reference for enterprise marketing prediction. We strive to increase the types and specifications of products in the appearance packaging of products in order to facilitate customers’ portability and choice. In the marketing process, we should constantly stimulate customers’ interest in purchasing products. It is necessary to constantly adjust the marketing strategy according to
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**Figure 1:** Theoretical model of customer behavior intention.

![Data mining process](image2)

**Figure 2:** Data mining process.
Figure 3: (a) The prediction effect of the training set (wavelet reconstruction data). (b) The prediction effect of the training set (original data).

Figure 4: (a) Validation set prediction effect (wavelet reconstruction data). (b) Validation set prediction effect (original data).

Figure 5: (a) The prediction effect of the test set (wavelet reconstruction data). (b) Test set prediction effect (original data).
categories of customers’ purchases and the number of customers owned by various commodities, for effective analysis.

Marketing forecast is a very important work for enterprises, which determines whether enterprises can survive and grow steadily. Customer changes are highly volatile and random. The forecasting model constructed by Markov chain only needs the current data and does not need to collect a large amount of historical data to forecast the customer supply and changes. The operation method is simple and easy, which can provide quantitative reference for enterprise marketing forecasting and guide enterprises to make more accurate marketing forecasting. Figure 6 shows the dynamic prediction effect of market situation. Generally speaking, Markov model can effectively predict the dynamic trend of market situation in a period of time, regardless of the training set and verification set in the sample or the test set outside the sample. Prove the applicability and effectiveness of Markov model in forecasting marketing situation.

The previous information of the marketing process can be statistically analyzed according to the requirements, so it meets the application conditions of Markov model. For example, when analyzing the accumulated sales of a certain product, the sales at the present moment are definitely known, so the accumulated sales at a certain moment in the future have nothing to do with the accumulated sales at any moment before the present moment. It is very important to accurately predict the products that may be dominant in the future, that is, to predict the purchasing tendency of customers, for making correct business decisions. We can use the Markov process to analyze the number of existing customers who leave our company and go to other companies over time, as well as the number who stay with us, to create a customer transfer matrix, and then predict future changes in customer loyalty, allowing us to develop strategies for customers who have a tendency to transfer ahead of time and keep them as loyal customers. The concept of state transition is introduced in the Markov analysis model so that the probability of transition from one state to another can be calculated, the future can then be judged, and future work can be predicted and guided.

6. Conclusions

Many market factors have an impact on the marketing effect. The relationship between market supply and demand, customers’ purchase intentions, national financial policies, and other factors is constantly changing, affecting the marketing effect at the same time. Markov model prediction is a
method based on probability theory and stochastic process theory that analyzes the quantitative relationship in the development and change of real activities using a stochastic mathematical model. The likelihood of each state of an economic phenomenon after multiple transitions is largely determined by how the state transitions, rather than the system's initial state. As a result, a lot of key work is done to measure the transition probability of the system state in order to accurately predict the future state of the phenomenon based on judging the current state of the phenomenon. Because the Markov chain has "no aftereffect," it can be used to forecast market share under the assumption that the market mechanism is dominant. Market share, equilibrium state, and product sales volume can all be predicted using the Markov analysis method. Decision makers can take effective measures to win customers and increase market share and sales volume based on the forecast results. The equilibrium calculation of the user transition probability matrix can be used by decision-makers to obtain the user occupancy rate to be seen whether it can be extended to long-term forecasting and Design.
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