A Pointer Type Instrument Intelligent Reading System Design Based on Convolutional Neural Networks
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The pointer instrument has the advantages of being simple, reliable, stable, easy to maintain, having strong anti-interference properties, and so on, which has long occupied the main position of electrical and electric instruments. Though the pointer instrument structure is simple, it is not convenient for real-time reading of measurements. In this paper, a RK3399 microcomputer was used for real-time intelligent reading of a pointer instrument using a camera. Firstly, a histogram normalization transform algorithm was used to optimize the brightness and enhance the contrast of images; then, the feature recognition algorithm You Only Look Once 3rd (YOLOv3) was used to detect and capture the panel area in images; and Convolutional Neural Networks were used to read and predict the characteristic images. Finally, predicted results were uploaded to a server. The system realized automatic identification, numerical reading, an intelligent online reading of pointer data, which has high feasibility and practical value. The experimental results show that the recognition rate of this system was 98.71% and the reading accuracy was 97.42%. What is more, the system can accurately locate the pointer-type instrument area and read corresponding values with simple operating conditions. This achievement meets the demand of real-time readings for analog instruments.
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INTRODUCTION

The pointer instrument has been widely used in traditional industries, such as industrial production and power transmission because of its properties of being simple, reliable, stable, less affected by temperature, strong anti-interference, easy to maintain, and so on, but it does not reserve any digital interface. Therefore, most of them must be read by humans. This method has disadvantages of low accuracy, poor reliability and low efficiency. So, the pointer position of the instrument should be converted into digital signals by sensors to realize automatic meter reading, which is of great significance in the application of unattended substation [1].

In order to solve this problem, many automatic recognition numerical reading algorithms based on computer readings have emerged in recent years. The existing pointer instrument recognition algorithms can be divided into two kinds, traditional algorithms based on digital image processing technology and modern algorithms based on machine learning or deep learning [2]. Traditional algorithms are the foundation of dilation and corrosion, and noise reduction
filtering and feature matching of image matrixes must be done to perform target recognition. The common traditional algorithms included a binarization threshold segmentation method based on symmetry for dial recognition, and an improved random sample consensus algorithm for pointer reading recognition [3], but this algorithm had high requirements for picture resolution and relatively high definition. Then, a method of accurately positioning the pointer by the Circle-based Regional Cumulative Histogram method was proposed [4]. The adaptability of this method for complex scenes was poor, and the recognition rate was not high. In addition, a visual inspection method was used to detect the transformed image to get the reading of the pointer meter [5]. And a regional growth method was used to locate the dial area and its center, then the improved center projection method was used to perform target recognition. The common traditional methods based on symmetry for dial recognition, and an improved random sample consensus algorithm for pointer reading, and an improved random sample consensus algorithm for pointer

**SYSTEM DESIGN PRINCIPLE**

**Histogram Normalization Transformation**

The electrician and electric pointer meters are often placed in some special rooms, and the surrounding light environment is complicated so that the quality of the surveillance images is low contrast and has a poor image clarity. Since the gray value distribution of image pixels conforms to the law of probability and statistics distribution, the image is preprocessed by the histogram normalization transformation to realize the balanced distribution of image gray levels for improving image contrast and optimizing image brightness [12]. The row of the input image I is r and the column is c. And I(r, c) is the gray value of input image I in row r and column c. O(r, c) is the gray value of output image O in row r and column c. The minimum gray value of I is I_{min} and the maximum value is I_{max}. The minimum gray value of O is O_{min} and the maximum value is O_{max}. Then relationship among them is shown in Eq. (1).

\[
\frac{O(r, c) - O_{min}}{O_{max} - O_{min}} = \frac{I(r, c) - I_{min}}{I_{max} - I_{min}}
\]  

And it can be converted to Eq. (2).

\[
O(r, c) = \frac{O_{max} - O_{min}}{I_{max} - I_{min}} \cdot I(r, c) + O_{min} - \frac{O_{max} - O_{min}}{I_{max} - I_{min}} \cdot I_{min}
\]

The process is called histogram normalization transformation. At the same time, O(r, c) can be calculated as Eq. (3), \(\alpha\) and \(\beta\) are weight and bias variate.

\[
O(r, c) = \alpha \cdot I(r, c) + \beta
\]

Therefore, Eq. (4) can be obtained.

\[
\alpha = \frac{O_{max} - O_{min}}{I_{max} - I_{min}}, \quad \beta = O_{min} - \frac{O_{max} - O_{min}}{I_{max} - I_{min}} \cdot I_{min}
\]

As a result, histogram normalization transformation is a linear transformation method to automatically select \(\alpha\) and \(\beta\). General order \(O_{min} = 0, O_{max} = 255\), then Eq. (4) can be converted to Eq. (5).

\[
\alpha = \frac{255}{I_{max} - I_{min}}, \quad \beta = \frac{255}{I_{max} - I_{min}} \cdot I_{min}
\]

**Dial Gray-Scale Transformation**

Most of the panel area of pointer meters is a relatively simple color, either black or white. In order to reduce the amount of computation, image data can be transformed into grayscale. According to the importance of three primary colors, and the sensitivity of human eyes to different colors, the three components of color are given weighted averages by different weights [13], and it can be carried out by Eq. (6) to obtain a grayscale image, where \(i\) and \(j\) represent coordinates of horizontal and vertical of images, \(R(i, j)\), \(G(i, j)\) and \(B(i, j)\) respectively represent components of a points in row \(i\) and column \(j\) of three primary colors.

\[
f(i, j) = 0.299 \cdot R(i, j) + 0.587 \cdot G(i, j) + 0.114 \cdot B(i, j)
\]
You Only Look Once 3rd Feature Recognition

There are two common features in recognition algorithms. One involves candidate regions, and then the region of interest (ROI) is classified, and location coordinates are predicted. This kind of algorithm is called two-stage feature recognition algorithm [14]. Another is one-stage detection algorithm, which needs one network to generate the ROI and predict the category, such as the YOLOv3 feature recognition algorithm [15]. Compared with the two-stage feature recognition algorithm, YOLOv3 uses a single network structure to predict object category and location for generating candidate regions, and each real box of YOLOv3 only corresponds to a correct candidate area [16]. These features provide YOLOv3 with less computation and a faster detection speed, which is more suitable for porting to an embedded computing platform due to weak computing performance.

A standard network structure of YOLOv3 has 107 convolutional layers. The first 74 are based on the Darknet-53 network layer and serve as the main network structure. The 75th to 107th layers are the feature interaction layers, which realizes local feature interaction by means of convolution kernel [17]. Because the target operating platform is an embedded platform, and recognition characteristics of pointer meters are relatively obvious, a simplified version of YOLO network structure YOLOv3 Tiny was used as a network structure by us. Its network structure is shown in Figure 1, CONV was a convolution operation, POOL was a pooling operation, and UPSAMPLE was an up sample operation.

You Only Look Once 3rd Feature Recognition

A convolutional neural network has excellent performance in large-scale image processing and it has been widely used in image classification and positioning. Panel image data cannot be linearly classified. To deal with this kind of data, we proposed a multi-layer convolutional neural network, which could perform the classification by mapping the original data to a linearly separable high-dimensional space, and then a specific linear classifier was used [20, 21]. A three-layer neural network model including an input layer, a hidden layer and an output layer was used to train the image data of panel areas by numerical reading [22], as shown in Eq. (7).

\[
f_i(x) = act(W^T_i x + b_i)
\]

If input \(x\) has \(m\) nodes and output \(f(x)\) has \(n\) nodes, then weight vector \(W\) is a matrix with \(n\) rows and \(m\) columns. Input \(x\) is a vector with length \(m\), bias vector \(b\) is a vector with length \(n\),
act is an activation function, and \( f(x) \) returns an n-dimensional vector.

The input layer to hidden layer is a fully connected network, each input node is connected to all hidden layer nodes. So, each hidden layer node is equivalent to a neuron, then the output of all nodes of the hidden layer becomes a vector. If the input layer is a vector \( x \), and hidden layer node \( h \) has a weight vector \( W_h \), a bias vector \( b_h \), and tanh function is used for the activation function, the output expression of the hidden layer node is shown as Eq. (8).

\[
f_h(x) = \tanh(W_h^T x + b_h) = \frac{e^{W_h^T x + b_h} - e^{-(W_h^T x + b_h)}}{e^{W_h^T x + b_h} + e^{-(W_h^T x + b_h)}}
\]  

The hidden layer to output layer is also a fully connected network, which can be held as a cascade of neurons on the hidden layer. Since it is multi-classified, activation function can use Softmax Regression function, and output formula in output layer is shown in Eq. (9).

\[
f_o(x) = \text{softmax}(W_o^T x + b_o)
\]

The network structure of CNN used by us is shown in Table 1, where CONV was a convolutional layer, POOL was a pooling layer, and FC was fully connected layers. Input image was a grayscale image with a size of \( 80 \times 80 \) and there were 26 types of output result.

### EXPERIMENT AND DISCUSSION

The intelligent reading system consists of two parts: model training and model invocation. Before training, histogram normalization and grayscale transformation were carried out on an image. Then, YOLOv3 feature recognition algorithm was used to train the image to obtain a model of instrument panel. Then, a multi-layer neural network model was built, and numerical reading training was carried out for the instrument panel to obtain a respective model. An RK3399 microcomputer was used to get images by a camera in real time, a histogram normalization algorithm was applied to transform the image brightness optimization and enhance contrast preprocessing. The instrument panel model is called to detect panel area in an image, and extract corresponding regional image, the model of multi-layer neural network model was used for features of an image to read numerical predictions. Finally, we uploaded data by WIFI for subsequent operations. The specific process is shown in Figure 2.

### System Hardware Architecture

The instrument intelligent reading system designed in this paper was composed of a host and a camera. A microcomputer of an RK3399 hardware platform, which was made by Friendly Arm, was used as the host. The RK3399 processor was a six-core 64-bit CPU newly developed with “big.LITTLE” core architecture had two Cortex-A72 large kernels and four Cortex-A53 small kernels by Rockchip. The
system had a computing performance close to a CPU whose main frequency is up to 1.8 GHz. It supported WIFI and USB peripherals, and could connect to the Internet and external cameras. The camera used a generic industrial-grade USB camera which had a Built-in Sony Complementary Metal Oxide Semiconductor image sensor. The physical object of the system is shown in Figure 3, a camera was connected to the host by an USB interface, the system was connected to the network by a WIFI module or an Ethernet network port, and the power was supplied by a Type-C interface.

Software Architecture
An RK3399 hardware platform was used as the hosting platform. An Ubuntu 18.04 operating system was installed on

| CPU in platform | Time of taking photo (ms) | Time of histogram normalization transformation (ms) | Time of calling YOLOv3 model (ms) | Time of calling CNN model (ms) |
|----------------|--------------------------|-----------------------------------------------|----------------------------------|-----------------------------|
| RK3399         | 33.3                     | 39.1                                          | 7,315                            | 27.18                       |
| I5-7200U       | 33.3                     | 7.9                                           | 2,164                            | 12.01                       |

Both had 4G RAM and run Ubuntu 18.04 system, and RK3399 main frequency was locked at 1.8 GHz, I5-7200U was locked at 2.5 GHz.
the hardware platform, and python3.6, tensorflow1.12 and opencv2.0 operating environments were deployed. Table 2 is the comparison of the elapsed time. Both had 4G RAM and run Ubuntu 18.04 system, and RK3399 main frequency was locked at 1.8 GHz, I5-7200U was locked at 2.5 GHz. The time for taking photo means how long it requires to take a picture, the time of histogram normalization transformation means how long it can complete histogram normalization transformation, the time of calling YOLOv3 model means how long it takes call a YOLOv3 model, the time of calling CNN model means that how long it takes to call a CNN model. It can be seen that, although the computing performance of the RK3399 hardware platform was worse than that of the ordinary computer platform, it has satisfied the operational requirements of our project. Moreover, it had a high degree of integration and the volume was far smaller than that of ordinary computers, which has greatly improved the portability and flexibility of the system. In addition, it has more advantages in power consumption and cost.

In experiments, a total of 3,745 images were collected as the data set, the original size of images was 1,920 height and 1,080 width. 374 images were randomly chosen from the data, and they were set as validation data, and remaining images were used as training data. In order to ensure the final training result, the data set included images with different tilt angles, different rotation angles, different lighting levels and different degrees of cover.

### Histogram Normalization Transformation

Histogram normalization transformation was carried out to automatically adjust image brightness and enhance contrast, so as to make the regional features of pointer instruments more obvious, and the recognition accuracy of the target recognition algorithm was also improved. Figure 4 is a comparison of image histograms before and after a normalized histogram transformation, in which the horizontal axis x represents the gray level and the vertical axis Y represents the number of pixel elements in each gray level, the unit is $10^5$ pixels, blue represents the gray distribution of an image before the normalized histogram transformation, and yellow represents the transformed gray distribution. The image processing effect is shown in Figure 5. The left is a pre-processing image, and the right is a finished effect image. The brightness of the image was obviously optimized, while the contrast was increased, which produced clearer details in the darker areas.

### Pointer Instrument Identification Training

To check the performance superiority of the proposed algorithm, two kinds of two-stage feature recognition algorithms, Faster R-CNN [10] and Mask RCNN [23], were transplanted to the RK3399 hardware platform. Faster R-CNN used Vgg16 as the feature extractor and Mask RCNN used Resnet-18 as the feature extractor. Compared with the algorithm in our system, the average value was calculated after the prediction of all data sets. In order to achieve better results with a shorter training time, we set the epoch to 2,000 and batch size to 8. The learning rate was set to 0.01. The actual prediction results are shown in Table 3. Compared with the Fast R-CNN algorithm of a Vgg16 network structure, the operation time used in this system was...
shortened by 1.7 s, the recognition accuracy was improved by 0.67%, and the time spent in model training was shortened by 19.6 h. Compared with the Mask RCNN algorithm with a resnet-18 network structure, the operation time was reduced by 3.4 s, the recognition accuracy was improved by 0.46%, and the time spent in model training was reduced by 30.2 h. Three algorithms were used to predict the target image, and the target region prediction results of pointer instrument are shown in Figure 6. The experimental results showed that compared with the Mask RCNN and Faster R-CNN algorithms, the proposed algorithm not only had a slight improvement in the recognition accuracy, but also had a great advantage in the call time of the model, which was more suitable for transplantation to an embedded platform. Moreover, it greatly shortened the length of time consumed by the training model.

**Pointer Meter Reading Training**

Compared with the traditional machine vision algorithm, the multi-layer neural network had the advantages of high universality, wide application range, and high prediction accuracy in the recognition application, especially in the scene with complex environmental illumination. We used the algorithm proposed by Lai et al [24] to predict the readings of the data set. In complex situations, and in some lights, the recognition accuracy rate was very low, when the images’ angles were changed, either tilted, rotated around, or the microscopic angle changed, the identification accuracy could be reduced. As shown in Figure 7, the identification result is very inaccurate, or even unable to be identified. The image in Figure 7A can only identify the scale in the clockwise direction, and the identification result of the scale value was unstable, while the contrary was the case in Figure 7B. Because the dial area in Figure 7C was fuzzy, only the pointer could be identified, and the scale and scale value cannot be identified. As shown in Figure 7D, because of the uneven dial scale values, special treatment was required. So, in the four cases, the algorithm in this paper can carry out

---

**FIGURE 6** | The target region predicted results of the pointer instrument by the three algorithms. (A) The predicted result which used the algorithms by this paper. (B) The predicted result which used Faster R-CNN algorithms. (C) The predicted result which used Mask RCNN algorithms.

**FIGURE 7** | The situation of inaccurate identification results. (A) It can only identify the scale in the clockwise direction, and the identification result of the scale value was unstable, while the contrary was the case in (B). (C) was fuzzy, only the pointer can be identified, and the scale and scale value cannot be identified. (D) Because of the uneven dial scale values, special treatment was required.
perfect recognition without interference. In particular, the trained model can even predict the reading result which exceeded the accuracy of a scale value when the data set was well processed. As shown in Figure 8, it could have read 70 or 80 V, but reading results showed that the voltage was 75 V.

Table 4 is the comparison of the verification results of reading prediction for the data set between the algorithm used in this system and a traditional algorithm [24]. The accuracy rating is the average verification accuracy found by training all data sets. The operation time means the average time consumed by training all data sets. Although the algorithm used in this system was time-consuming, its accuracy rate was significantly increased, which greatly improved the reliability of system readings.

CONCLUSION

An instrumental intelligent reading system was designed in this paper, which had a recognition rate of 98.71% for pointer instrument panel and a reading accuracy rate of 97.42% for numerical values. It can accurately locate panel area and read corresponding values to meet the demand of real-time detection for pointer instruments. In addition, identification results can be uploaded to a server synchronously for monitoring online, which was convenient for real-time detection of on-site measurement problems. At the same time, it was convenient to collect and analyze historical data for system optimizations. Moreover, the system had simple operating conditions, compact size and convenient use. There was no need to modify the instrument itself, and it retained the advantages of pointer instruments, which has a high feasibility and a practical value.
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