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ABSTRACT
Page segmentation is a web page analysis process that divides a page into cohesive segments, such as sidebars, headers, and footers. Current page segmentation approaches use either the DOM, textual content, or rendering style information of the page. However, these approaches have a number of drawbacks, such as a large number of parameters and rigid assumptions about the page, which negatively impact their segmentation accuracy. We propose a novel page segmentation approach based on visual analysis of localized adjacency regions. It combines DOM attributes and visual analysis to build features of a given page and guide an unsupervised clustering. We evaluate our approach, implemented in a tool called Cortex, on 35 real-world web pages, and examine the effectiveness and efficiency of segmentation. The results show that, compared with state-of-the-art, Cortex achieves an average of 156% increase in precision and 249% improvement in F-measure.
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1 INTRODUCTION
Web page segmentation is the analysis process of dividing a web page into a coherent set of elements. Examples of segments include sidebars, headers, footers, to name a few. The basis of segmentation is that the contents of a segment are perceived by the user as perceptually similar. Segmentation provides a number of benefits, such as page abstraction [1, 2], localization of bugs and repairs [3, 4], and page difference measurement [5, 6].

However, existing segmentation approaches have a number of drawbacks. Document Object Model (DOM)-based techniques are one way to perform segmentation [7–9]. In this case, data is extracted from the DOM and then various forms of analysis are performed to identify patterns in the DOM. While information gained from the DOM can be useful, these approaches, however, have one key drawback. The analysis performed is not necessarily related to what the user is perceiving on screen, and therefore the number of false positives or false negatives can be high. An alternative approach uses text-based information [10, 11]. In this case, only textual nodes in the DOM are extracted as a flat (i.e., non-tree) set of strings. Various forms of analysis, typically linguistic in nature, are then applied to the textual data to identify suitable segments. While text and linguistic information is certainly an aspect that the user can observe, these approaches, by definition, do not consider other important aspects of the page, such as style, page layout and images. Finally, another approach uses visual DOM properties to perform segmentation. This is exemplified by the VIPS algorithm [12], a popular state-of-the-art segmentation technique [13, 14]. Although VIPS stands for Vision-based Page Segmentation, the technique only uses visual attributes from the DOM (e.g., background color) in its analysis. It does not perform a visual analysis of the page itself from a computer vision perspective, such as analyzing the overall visual layout. It also makes rigid assumptions about the design of a web page. For instance, it assumes <hr> tags always behave as horizontal rules, and therefore their approach segments the page when it sees that tag. Such hard coded rules result in a fragile approach with reduced accuracy, since developers often use tags in various non-standard ways and combine them with various styling rules. VIPS also requires a number of thresholds and parameters that need to be provided by the user, thereby increasing manual effort and reducing accuracy due to sub-optimal parameter tuning.

In this paper, we propose a novel page segmentation approach, called Cortex, that combines DOM attributes and visual analysis to build features and to provide a metric that guides clustering. The segmentation process begins by an abstraction process that filters and normalizes DOM nodes into abstract visual objects. Subsequently, layout and formatting features are extracted from the objects. Finally, we build a visual adjacency neighborhood of the objects and use it to guide an unsupervised machine learning clustering to construct the final segments. Furthermore, Cortex is parameter-free, requiring no thresholds for its operation and therefore reduces the manual effort required and makes the accuracy of the approach independent of manual parameter tuning.

We evaluate Cortex’s segmentation effectiveness and efficiency on 35 real-world web pages. The evaluation compares Cortex with the state-of-the-art VIPS segmentation algorithm. Overall, our approach is able to achieve an average of 156% improvement in precision and 249% improvement in F-measure, relative to the state-of-the-art.

This paper makes the following contributions:

- A novel, parameter-free, segmentation technique that combines both the DOM and visual analysis for building features and guiding an unsupervised clustering.
- An implementation of our approach, available in a tool called Cortex.
- A quantitative evaluation of Cortex in terms of segmentation effectiveness and efficiency.
2 BACKGROUND AND MOTIVATING EXAMPLE

Figure 1 shows an example of a web page with overlaid segments (marked as green boxes). As can be seen from the figure, the segments divide the page into a set of coherent groups. Coherency in this context indicates a perceptual grouping of related elements, where a user is able to intuitively recognize that a page is composed of a group of segments. For instance, in Figure 1, a user can intuitively divide the page into a set of segments, such as a top/header segment, a main content segment, and a footer segment.

Web page segmentation is used in various areas of software engineering. Saar et al. [5] use segmentation to test cross-browser compatibility of web pages. Their approach is based on loading the same web page in two different browsers, followed by segmenting the rendered pages in the two different browsers, and finally comparing the pairs of segments to ensure both pages have been rendered in the same fashion in both browsers. A similar technique is used by Huse et al. [6]. Mahajan et al. [3] propose an approach to automatically test and repair mobile layout bugs. They first perform a segmentation of the page to localize bugs. Each segment is then passed to an oracle that reports a list of layout bugs. Finally, the segment’s CSS code is then patched based on a list of database patches. A similar analysis is used for testing and repairing web page internationalization bugs [4]. Page segmentation has also been used in security testing. Geng et al. [15] propose a segmentation-based approach to detect phishing security attacks. Their technique extracts segments from a page, and then uses the segments to extract features, build a fingerprint of the page, and detect whether a page under test is phishing.

The segments shown in Figure 1 can be generated using a number of techniques, as described in the following subsections.

2.1 DOM-based Page Segmentation

One approach is to use information based on the Document Object Model (DOM) [7–9]. This approach utilizes the DOM tags, attributes, or subtrees for its analysis, after which a set of thresholds are applied to generate a subset of DOM elements representing the final extracted segments. For instance, Rajkumar et al. [7] propose an algorithm based on detecting tag name repetitions in the DOM. It represents each DOM element as a string of tag names in a similar fashion to XPaths. It then detects repeating substrings. These repetitions (of a certain length and a certain occurrence threshold) would then be considered web page segments. Vineel et al. [8] analyzes the DOM by first thresholding elements containing more than a certain number of child node characters, followed by thresholding elements with more repetitive children tag names. The rationale being that elements containing more uniform tag name repetitions are more likely to represent a page structure. The set of thresholded elements are then taken as the page segments.

DOM approaches, however, focus exclusively on the tag tree structure and therefore not directly related to what the user is actually perceiving on screen. That is, the analysis is conducted on the tree structure by checking a set of rules or relationships between various nodes, parents, and children. This tree structure and the various rules and relationships between nodes are not directly related to the final visual rendering perceived by the user.

2.2 Text-based Page Segmentation

A number of alternative approaches were proposed to explore complementary ways by which the generated segments can be made more accurate and meaningful. One such alternative approach relies on the use of text-based algorithms [10, 11]. This form of segmentation analyzes the textual content of the page as opposed to the DOM tree structure. For instance, Kohlschütter et al. [10] divide the page into a set of text blocks. Each block is a continuous piece of text, potentially spanning multiple tags. The approach then computes text density, a common measure from the field of quantitative linguistics. It is computed by dividing the number of text tokens by the number of lines. This is done for each text block. Whenever two consecutive blocks have a text density difference below a certain threshold, the blocks are merged together. This process is repeated and the resultant blocks are taken as the page segments. Kolcz et al. [11] propose an approach that first selects the text child nodes in a predefined set of tags (e.g., <table>, <div>, <blockquote>). This excludes certain tags that are not likely to contain significant textual information (e.g., <b>, <i> ). Next, selection is reduced to a set of text nodes that have at least 40 characters and three different types of textual tokens (e.g., nouns, verbs). The resulting set of text blocks are taken as the final page segments.

While text-based approaches do consider an aspect of the page that is more perceptible by the end user (i.e., the text and its characteristics), they ignore many aspects of the page such as structure, styles, layout, and images.

2.3 Visual Page Segmentation

Another approach considers visual attributes of the page. Cai et al. [12] propose the VIPS (Vision-based Page Segmentation) algorithm, a quite popular state-of-the-art page segmentation tool [13, 14]. The approach begins at the root DOM node. It then iteratively splits the page to smaller segments. Splitting is based on many hard-coded rule sets. For example, one rule is that if a DOM node has an <hr> child, which represents a horizontal line, then divide it in two (at the <hr> child). The approach contains many similar
hard-coded rules, but this makes it less robust due to assuming that developers always use certain tags in the same pre-defined way, which is not always true. The approach also requires a number of thresholds, such as a coherence threshold that indicates whether a segment is coherent, as well as thresholds on the dimensions of segments (e.g., width, height), among others. Requiring many parameters from the user increases manual effort and often reduces accuracy due to sub-optimal parameter tuning and overfitting.

Note that the VIPS approach, despite its name, is actually not vision-based in the sense that it does not perform visual analyses from a computer vision perspective, such as visually analyzing the overall visual structure of the page. Rather, most of the analyses conducted in VIPS rely heavily on the DOM tree structure. It was referred to as vision-based because, in some of its stages, it uses DOM attributes that are visual in nature, such as background color and element size. If we envision a spectrum of techniques with DOM-based segmentation on one end and visual segmentation on the other end, VIPS would be closer to a DOM-based segmentation.

Visual techniques can also be at a disadvantage in some tasks. For instance, visually identifying text blocks (i.e., via OCR - optical character recognition) can sometimes be inaccurate and remains an active area of research in computer vision. On the other hand, the same task (i.e., text block identification) is more readily available and accessible from the DOM, and therefore DOM-based approaches would be more reliable in this case.

3 PROPOSED APPROACH

The proposed approach performs web page segmentation based on visual analysis of the page. Existing state-of-the-art techniques (e.g., VIPS [12]) are heavily based on DOM information (e.g., element tree relationships) with a few visual attributes. In contrast, our approach performs an extensive visual analysis that examines the overall visual structure and layout of the page, and therefore aims to more faithfully capture the visual structure of the page as would be perceived by a human user, as opposed to heavily relying on how the elements are structured in the DOM. While the proposed approach is chiefly visual in nature, it does combine aspects of both the DOM and visual page analysis in a fashion that aims to minimize the drawbacks of each approach, which were described in Section 2. The approach is also parameter-free, requiring no thresholds for its operation and therefore reduces the manual effort required and makes the accuracy of the approach independent of manual parameter tuning.

Figure 2 shows an overview of the proposed approach. The approach begins by retrieving the DOM of the rendered page. Next, unlike techniques that are heavily based on DOM hierarchy and other DOM attributes, we only use a few key nodes of the DOM (as described in Section 3.1) and discard the rest of the tree. The output of this process is a normalized and abstract representation of the page. This transforms the page into a set of visual objects, each of which represents a basic unit of visual information (e.g., a text, an image). The approach then extracts features from these visual objects, consisting of both DOM features as well as visual features. Finally, the objects are grouped using unsupervised machine learning clustering and the relevant DOM nodes are finally extracted as segments of the page.

In the following subsections, we describe each step of the proposed approach and illustrate their major components and analysis procedures.

3.1 Visual Object Abstraction

In the first step of the approach, we take as input the DOM of the page after it is loaded and rendered in a browser. We then perform a visual abstraction that transforms the DOM into a set of visual.
objects, which are visual abstractions of the visible subset of DOM elements. Each visual object contains only the location and type an element. All other information is removed. This is contrast to techniques that are heavily DOM-based (e.g., VIPS), which rely on DOM hierarchy traversal at every step of their analysis.

The rationale for this abstraction step is as follows. First, by performing an abstraction we aim to normalize the rendering of a page into an abstract representation that signifies the salient features of the page from a visual perspective. The intuition behind this is that normalization and abstraction can be helpful to achieve our goal of detecting segments, since the exact and minute page rendering details are less relevant when aiming to divide the page as a whole into a set of segments. Therefore, this visual object abstraction stage enables obtaining a big picture overview of the page to identify such commonalities despite minute differences.

The visual object abstraction is implemented as follows. First, we extract from the DOM a set of nodes that represent visual content of the page, and we refer to each of these as Visual Objects. We define three types of Visual Objects: textual, image, and interactive.

Textual Objects. The extraction of text content is achieved by traversing text nodes of the DOM. More specifically:

\[
\Theta_t := \{ E \mid v(E) \land r(E) \}
\]

where \(\Theta_t\) is the set of all visual objects that represent text in the page, \(E \in DOM\) is a leaf element iterator of the rendered DOM in the browser, \(v(E)\) is a heuristic predicate that runs a series of checks to detect visible elements, and \(r(E)\) is a predicate that examines whether there is a text associated with \(E\). More specifically, it returns non-empty nodes of DOM type #TEXT, which represent string literals. We note that the predicate is based on a node type, rather than an element (i.e., tag) type. This allows more robust abstraction because the predicate captures any text and does not make assumptions about how developers choose to place their text. In other words, regardless of the tag used for text data (e.g., &lt;span&gt;, &lt;div&gt;), text would still be stored in nodes of type #TEXT, even for custom HTML elements. This helps in making the approach more robust by reducing assumptions about tags and how they are used in the page.

Image Objects. Subsequently, we perform another extraction for image content. We define this as follows:

\[
\Theta_m := \{ E \mid v(E) \land \mu(E) \}
\]

where \(\Theta_m\) is the set of all visual objects that represent images. As in the previous case, the predicate \(\mu(E)\) examines whether there is any relevant image content associated with \(E\). This has two possibilities: nodes of &lt;img&gt;, &lt;svg&gt;, and &lt;canvas&gt; elements, and non-image nodes with a non-null background image. We note that this predicate makes the proposed approach more robust by eliminating assumptions about how developers choose to add images. If images are contained in standard image tags (e.g., &lt;img&gt;, &lt;svg&gt;), then our predicate readily captures those elements. However, we make no assumptions that this is the only way an image can be included. For this reason, we also capture elements of any tag type when we detect a non-null background image.

Interaction Objects. Finally, we extract the interaction elements as follows:

\[
\Theta_i := \{ E \mid v(E) \land \eta(E) \}
\]

where \(\Theta_i\) is the set of all visual objects that represent form elements or similar interactive elements. These are determined by the predicate \(\eta(E)\), which collects elements such as input fields and drop down menus.

We finally obtain the total set of visual objects in the page, \(\Omega\):

\[
\Omega = (\Theta_t \cup \Theta_m \cup \Theta_i)
\]

We now make a number of remarks about the abstraction process. We use a DOM approach instead of a visual approach for this abstraction step for the following reasons. While visual techniques might be useful for analyzing the visual structure of a page since they mimic what a human user would be seeing, they can be at a disadvantage in some tasks. For instance, identifying textual objects using a visual approach is based on OCR (optical character recognition), which involves analyzing image pixels and detecting whether or not the pixels constitute a text. OCR remains a challenging and active area of research in the computer vision community. The same task (i.e., identifying textual objects) is readily available and immediately accessible from the DOM, and therefore DOM-based approaches would be more suitable for this task.

Furthermore, while state-of-the-art techniques (e.g., VIPS [12]) rely heavily on the DOM tree by traversing all elements of the tree and checking for various rules and heuristics between parents, children, and other nodes, our approach is agnostic to the DOM tree. Our approach does not traverse the elements of the tree and does not check for relationships between any nodes. The approach only accesses a subset of leaf nodes, and only gets basic information from those nodes, such as node type. The approach is therefore only loosely related to leaf nodes and agnostic to the DOM tree itself. This observation, coupled with the fact that we use visual analysis for the remaining steps of the approach, minimizes some of the drawbacks of DOM-based approaches mentioned in Section 2, such as the fact that they are not directly related to what the user is actually perceiving on the screen.

3.2 Features Extraction

So far, the DOM has been abstracted and a set of visual objects were constructed. We now proceed by defining a mechanism to utilize these visual objects and build on them to construct the final page segments, which are the end goal of our proposed approach. Accordingly, in this stage we transform each visual object constructed in the previous stage into a feature vector. This acts as a dimensionality reduction step in which the visual objects are further abstracted to facilitate reasoning and analysis. This will then be used in subsequent stages to segment the page.

We now describe the details of extracting the feature vector, which consists of the location, dimensions, foreground color, and background color of each visual object. First, we extract spatial data. We capture the x and y coordinates of the CSS box model of the visual object. These are not the coordinates as defined in the DOM attributes, but rather the computed coordinates, as rendered by the browser. This represents the final absolute (relative to the viewport) location of the final rendered elements, in order to more faithfully...
Adjacency Neighborhood Construction. In order to start analyzing the extracted visual objects features and build page segments, we define some notion of adjacency information. Adjacent objects are more likely (but not necessarily) to belong to the same segment, and therefore it would be beneficial to obtain some form of adjacency neighborhood for the visual objects. Whether or not adjacent objects actually end up belonging to the same segment depends on the rest of the features.

The adjacency neighborhood is a data structure that captures the spatial visual layout grouping of the objects as rendered on the page. We build adjacency information using the computational geometry [16] techniques often used in computer vision, which perform extensive analysis of how objects are overlaid with respect to each other and provide information about their neighborhood. The adjacency neighborhood would then be used at a later stage to guide the unsupervised clustering process.

We now precisely define the adjacency neighborhood and the process of constructing it. We begin by populating a spatial index from the coordinates of visual objects. A spatial index [17] is a data structure that facilitates querying spatial relationships between the contents of the index. We therefore use the spatial index to resolve spatial queries and construct an adjacency neighborhood for the extracted objects. More concretely, we define the adjacency for visual objects as follows:

$$\alpha(o) \ := \ \{ n \in \eta(o) \mid \eta(o) \cap \lambda(o, n) = \varnothing \}$$

(5)

where \(\alpha(o)\) is the adjacency neighborhood of the object \(o\), \(\eta(o)\) is the nearest neighbors list of objects with respect to \(o\), and \(\lambda(o, n)\) is the minimum distance line joining \(o\) and \(n\). The equation computes the adjacency to \(o\) where there is a direct non-intersecting visual line of sight with a neighbor. This is achieved whenever the intersection of \(\lambda(o, n)\) and the neighborhood \(\eta(o)\) is the empty set as shown in the equation. The end result is a set of objects comprising the adjacency neighborhood of object \(o\).

**Contextual Features Clustering.** Up to this point, we have transformed the page into a set of visual objects, extracted relevant features from each object, and constructed the adjacency neighborhood. In this stage, we combine the adjacency neighborhood and the feature vector to perform a contextual features clustering. In this process, we devise a variation of unsupervised clustering that uses adjacency neighborhood as a context. The rationale for this is that there will likely be a reduction in false positives and negatives if we were to localize the clustering process to the adjacency. We now describe the process by which we achieve this contextualization.

First, we analyze the adjacency neighborhood to extract a number of scaling factors. These scaling factors guide the clustering towards using the adjacency neighborhood as its context. In other words, these factors can be thought of as adaptive thresholds that are automatically determined based on the data in order to better guide the clustering process. More concretely, we have:

$$\sigma_D \ := \ \text{argmax} \ \delta f(\delta) \quad \forall \ \delta \in \Delta$$

(6)

where \(\sigma_D\) is the distance factor, \(\Delta\) is the set of all pair-wise Euclidean distances, \(d(o, n)\), within all adjacency neighborhoods. \(n \in \alpha(o)\) is a member of the adjacency neighborhood of object \(o\), and \(f(\delta)\) is the statistical frequency of the distance \(\delta \in \Delta\). The \(\sigma_D\) factor represents the spatial distance density that matches all clusters of adjacency neighborhoods. In other words, the equation computes a weighted statistical mode of pair-wise distances (restricted to adjacency neighborhoods). This yields a distance value that represents the most probable spatial threshold of adjacency neighborhoods. This factor \(\sigma_D\) will be used in subsequent steps to guide the unsupervised clustering in a parameter-free fashion. We now proceed to computing the next factor:

$$\sigma_A \ := \ \text{argmax} \ \frac{f(e)}{e} \quad \forall \ \epsilon \in \mathcal{E}$$

(7)

where \(\sigma_A\) is the alignment factor, \(\mathcal{E}\) is the set of all pair-wise minimal alignment differences, \(e(o, n)\), within all adjacency neighborhoods. \(e(o, n)\) measures the smallest alignment differences between the pairs \(o\) and \(n\). It measures all potential alignment arrangements, such as left aligned, top aligned, or center aligned objects. The equation measures a weighted statistical mode of all pair-wise alignments in the adjacency neighborhood. It optimizes alignment values that are as small as possible with as high statistical frequency as possible. This represents the scale of alignment between objects within adjacency neighborhoods.

We now describe how \(\sigma_A\) and \(\sigma_D\) will be used to localize the clustering.

$$D(o_A, o_B) \ := \ S_D \cdot S_A \cdot \kappa(o_A, o_B)$$

(8)

where \(S_D = f(\sigma_D)\) and \(S_A = f(\sigma_A)\) are piece-wise functions that clamp all distances below \(\sigma_D\) and \(\sigma_A\), respectively, to unity, while keeping all other distances intact. \(\kappa(o_A, o_B)\) measures the perceptual differences in background and foreground colors between the
We use the popular Java implementation provided in

We implemented the approach in a tool, which we have called Cortex in reference to the brain’s cerebral cortex that plays a key role in perception and attention. Cortex is implemented in Java. We use the Selenium web driver to render the page in Google Chrome and extract DOM trees and their relevant computed properties. OpenCV is used for computer vision operations. We also use the Apache Commons Math library for clustering and other mathematical and numerical functions. To make the study replicable, we have made Cortex’s source code and evaluation subjects available online [20].

4 EVALUATION

To evaluate Cortex, we conducted quantitative studies aiming at answering the following research questions:

RQ1 How effective is Cortex in segmenting web pages?
RQ2 How efficient is the segmentation process in Cortex?

In the following subsections, we discuss the details of the experiments that we designed to answer each research question, together with the results.

4.1 RQ1: Segmentation Effectiveness

For the proposed segmentation approach to be useful and reliable, it is important to comprehensively assess its effectiveness. The result of segmentation is a set of generated web page segments, \( \Psi \). Accordingly, we assess the segmentation effectiveness by measuring the overlap of each generated segment \( \psi \in \Psi \) to the ground truth, as will be described in this section.

Furthermore, if we put all measurements in perspective, we compare our results against the VIPS segmentation technique [12], which is a quite popular state-of-the-art page segmentation tool [13, 14]. We use the popular Java implementation provided in [21]. We use all default configurations, parameters, and thresholds in that implementation. However, we utilized a different rendering engine in order to make the comparison fair. The original VIPS configuration uses CSSBox as its rendering component, instead of a more common rendering engine such as that of Google Chrome or Mozilla Firefox. CSSBox’s role is equivalent to the web page rendering engine in a web browser. However, we noted that, out of the box, VIPS segmentation was poor due to CSSBox’s inability to properly render modern web pages, since CSSBox has not been maintained fast enough to keep up with the rapid pace of web technologies, while the larger scale engines in Google Chrome or Mozilla Firefox are more up to speed. So we thought that, in order to make the comparison fair for VIPS and focused on the actual algorithm rather than the choice of rendering engine, we configured VIPS to use the Google Chrome web browser (via Selenium automation). Google Chrome has, of course, a better industry-quality rendering engine compared to CSSBox, and therefore our configuration of VIPS to use Google Chrome instead of CSSBox is only an improvement of VIPS’ quality. Our proposed tool, Cortex, is also configured to use Google Chrome, thereby ensuring that any differences in segmentation effectiveness between the two tools are due to the algorithm itself, instead of being due to any differences in rendering.

Accordingly, we obtain two sets of web page segments: \( \Psi^V \), the set of segments generated by VIPS and \( \Psi^C \), the set of segments generated by Cortex. Then, for each segment \( \psi^V \in \Psi^V \) and \( \psi^C \in \Psi^C \), we compute the precision, recall, and F-measure with respect to ground truth data, which we now describe.

Ground Truth. In order to compute the precision and recall, we must first obtain ground truth data against which the evaluation will be conducted. Since the output of the proposed segmentation approach is a set of web page segments, the ground truth should also contain data delineating web page segments.

A basic approach would be to construct ground truth data ourselves where we manually segment a set of subjects. However, this approach is biased and constitutes a threat to the validity of evaluation. Therefore, we opted for an alternative approach. We use a publicly available third party dataset that contains random web pages obtained from the Yahoo web directory, with each page manually analyzed by a group of volunteers and divided into segments. A number of subjects had changed locations (i.e., their URLs were dead) and therefore did not load in the browser and had to be excluded. There were also other pages for which VIPS crashed with null pointer exceptions, and therefore had to be excluded as well to keep the comparison fair to VIPS. The final list of ground truth subjects is shown in Table 1. The table shows the number of DOM nodes and CSS size (in kilobytes) for the subjects, which gives a rough idea of the complexity of the page. The table also shows the number of ground truth segments identified in each subject.

Measurement. The measurement of precision and recall is performed as follows. First, for each test subject, we obtain the set of segments \( \Psi^C \) generated by Cortex as well as the set of segments \( \Psi^V \) from VIPS. We also obtain the set of ground truth segments, \( \gamma \in \Gamma \). Then, in order to measure the precision and recall, we need to define notions of true positive, false positive, and false negative outcomes.

Our definitions are based on treating each generated segment as being composed of two regions: a true positive region, where the generated segment overlaps with the ground truth segment, and a false positive region, where the generated segment does not overlap with the ground truth. More specifically:

\[
TP = \sum_{\psi \in \Psi} |\psi \cap \eta(\psi)| \tag{9}
\]

\[
FP = \sum_{\psi \in \Psi} |\psi \setminus \eta(\psi)|
\]

\[
FN = \sum_{\gamma \in \Gamma} |\gamma \setminus \Psi^C|
\]

\[
PR = \frac{TP}{TP + FP}
\]

\[
Rec = \frac{TP}{TP + FN}
\]

\[
F = \frac{2 \times PR \times Rec}{PR + Rec}
\]
Table 1: Evaluation subjects’ descriptive statistics

| Subject# | #DOM nodes | CSS size (KB) | #segments |
|----------|------------|---------------|-----------|
| 1        | 164        | 87.0          | 5         |
| 2        | 199        | 42.0          | 8         |
| 3        | 280        | 23.8          | 7         |
| 4        | 284        | 181.9         | 11        |
| 5        | 346        | 13.1          | 13        |
| 6        | 356        | 23.0          | 10        |
| 7        | 368        | 86.2          | 11        |
| 8        | 456        | 55.7          | 10        |
| 9        | 469        | 303.1         | 18        |
| 10       | 490        | 10.8          | 20        |
| 11       | 500        | 63.5          | 9         |
| 12       | 524        | 81.9          | 9         |
| 13       | 557        | 18.5          | 13        |
| 14       | 611        | 40.8          | 8         |
| 15       | 629        | 235.8         | 19        |
| 16       | 636        | 120.4         | 16        |
| 17       | 665        | 89.5          | 6         |
| 18       | 714        | 111.0         | 22        |
| 19       | 748        | 120.3         | 18        |
| 20       | 772        | 251.5         | 12        |
| 21       | 893        | 166.9         | 8         |
| 22       | 908        | 57.4          | 21        |
| 23       | 932        | 71.1          | 21        |
| 24       | 942        | 406.4         | 16        |
| 25       | 955        | 832.3         | 14        |
| 26       | 1,004      | 150.9         | 15        |
| 27       | 1,034      | 280.1         | 18        |
| 28       | 1,068      | 179.8         | 6         |
| 29       | 1,086      | 197.7         | 21        |
| 30       | 1,191      | 117.5         | 15        |
| 31       | 1,398      | 109.0         | 16        |
| 32       | 1,667      | 12.9          | 11        |
| 33       | 1,862      | 96.2          | 18        |
| 34       | 2,344      | 53.5          | 12        |
| 35       | 2,678      | 189.7         | 5         |

where TP is the true positive area and \(\eta(\psi)\) ∈ \(\Gamma\) is the nearest neighbor of output segment \(\psi\), but from the ground truth set \(\Gamma\). We use a nearest neighbor search in order to identify the pairs of segments that should be compared. That is, for each generated segment, which ground truth segment should be used for measuring precision and recall. Then, after this pairing, eq. (9) sums the areas of intersection for all pairs. This total area becomes the true positive measure.

As for false positives, we use the following measure:

\[
FP = \sum_{\psi \in \Psi} |\psi - \eta(\psi)|
\]

(10)

in this case, we also begin by finding the nearest neighbor similar to our true positive calculation in eq. (9). However, instead of taking the area of intersection between each pair, we exclude overlapping areas between the pairs, and measure the remaining area. This measures how much of the generated segment is not overlapping with ground truth, thereby indicating a false positive. We note that, in case there is no overlap at all between the generated segment and the ground truth, then eq. (10) correctly measures the entire area of the generated segment as false positive.

The false negative computation differs slightly from the two previous measures for true and false positives. Because a false negative is, by definition, absent from the generated segments, the measurement can not iterate over the output set \(\Psi\) as in the previous two equations. Instead, the iteration is performed over the ground truth set \(\Gamma\), as follows:

\[
FN = \sum_{\gamma \in \Gamma} |\gamma - \mu(\gamma)|
\]

(11)

where \(\mu(\gamma)\) ∈ \(\Psi\) is the nearest neighbor of ground truth segment \(\gamma\) in the set of output segments \(\Psi\). This nearest neighbor function \(\mu(\gamma)\) acts in an opposite manner to the preceding nearest neighbor function \(\eta(\psi)\) used in equations 9 and 10. \(\mu(\gamma)\) pairs a ground truth segment \(\gamma\) with the matching output segment \(\psi\), while \(\eta(\psi)\) pairs an output segment to a ground truth segment. The false negative is then measured as the non-overlapping region of a ground truth segment. We note that, in case there is no overlap at all between the ground truth segment and the generated segment, then the entire area of the ground truth segment is measured as false negative.

To summarize the approach we use to calculate the different measurements, Figure 3 shows all possible arrangements of output segments and ground truth segments, and how the true positive, false positive, and false negative values are defined in each case.

We make one final remark regarding these measurements. The measurements are performed for the subject as a whole. That is, even though the equations iterate over each segment, the measure is indicative of the effectiveness of segmentation for the subject as a whole. No averaging of any kind is performed and therefore the final computed precision and recall represent exact as opposed to averaged measurements.

4.2 RQ2: Efficiency of Segmentation

We evaluate the efficiency of the segmentation process in order to assess how computationally expensive is the segmentation. While segmentation precision and recall is of prime importance, having a highly accurate segmentation that is computationally prohibitive makes it practically unusable for real-life web applications. We therefore believe it is useful to complement the precision evaluation with an examination of efficiency.

Similar to Section 4.1, we also compare the efficiency of Cortex against that of VIPS and use the same subjects. In order to ensure a fair comparison, we make a number of remarks. First, both VIPS and Cortex were implemented in the same programming language (Java) to reduce potential efficiency disparities due to programming language choice. Second, VIPS was configured to use Google Chrome (via the Selenium framework), instead of CSSBox used in the original configuration. One reason for this choice, in addition to rendering accuracy issues as mentioned in Section 4.1, is to ensure that both tools, VIPS and Cortex, are using the same browser engine in order to neutralize any potential differences in efficiencies pertaining to web page rendering or DOM access.
Measurement. We measure the execution time as follows. First, we launch browser sessions and load a test subject. None of these steps are timed as they are outside the scope of segmentation and are also necessary prerequisites to any segmentation tool. Next, we prepare and/or cast the variables in the expected classes and formats required by each tool. None of these steps are timed either, since they occur before the segmentation execution itself. After all required inputs are ready, we run the segmentation and begin the timing process. Once all segments are generated and available for use, we stop timing.

5 RESULTS AND DISCUSSION

Table 2 shows a summary of the precision, recall, and efficiency evaluation. The first column shows the variable being measured, in both its absolute value as well as relative improvement percentage relative to baseline. The second and third columns show the measured evaluation average for both VIPS and Cortex, respectively, across all subjects. Finally, the third column tests for statistical significance using Welch’s unequal variances t-test.

Cortex’s average precision was 50.1% compared to 32.1% for VIPS, showing an improvement of 156.1%. The result was highly statistically significant, with a t-score of 5.15 and $p < 0.00001$. The recall, F-measure, and runtime also showed an improvement of 283.2%, 249%, and 8,256.5%, respectively, relative to VIPS. All evaluation improvements were statistically significant with $p < 0.00001$.

We now investigate these results in more detail in order to understand the reasons behind the measured differences in evaluation outcomes. We begin by showing how the output of segmentation looks like. Figure 4 shows the segments generated by VIPS and Cortex for one of the evaluation subjects. For reference, the ground truth segments for that subject are also shown in the figure. Each segment is represented by a rectangle with a yellow highlight and a green border.

We make a number of observations from the comparison of the two outputs. First, from a big picture perspective, it can be observed that the Cortex output is more similar to ground truth, compared to VIPS’ output. That is, the overall arrangement, count, and size of segments from Cortex has better resemblance to ground truth. This illustrates an example of the reason behind the measured evaluation improvements for Cortex. In order to better understand these improvements, we examine how VIPS is performing and then contrast how Cortex generates better results. We first observe that the precision of VIPS is relatively low, as can be seen from the typically very large sizes of the generated segments. VIPS does not
create precise segments that closely match the ground truth. Rather, it has a tendency of oversegmentation, where almost every element ends up being in its own segment. Figure 5 illustrates this behavior, where the number of segments generated by both VIPS and Cortex are plotted for all subjects. Note how VIPS has a tendency of generating significantly more segments than necessary. This can be seen, for example, in the VIPS output in Figure 4, where there are many segments over the central image element, and over the small buttons under it. This might be attributed to VIPS’ iterative nature and its lack of accurate definition of visual elements, therefore increasing the likelihood that more segments are generated. Contrast this with the one-step approach used in Cortex. The segments are generated in a non-iterative fashion, and the segments originate from abstract visual objects as opposed to the entire DOM node set. The final number of segments would therefore tend to be relatively small compared to VIPS, which reduces the potential for false positives and results in a relatively higher precision.

VIPS also tends to include more elements in a segment, resulting in larger segments and lower precision. For instance, in Figure 4 note how the VIPS segments of the left menu sidebar include the entire row, resulting in a segment that includes non-visible parent elements that have greater areas but are not visually present on the screen. This might be attributed to VIPS’ top-down approach, where it starts from the whole page as one segment, then iteratively divides it into smaller segments. The final segments would therefore generally be expected to have a tendency to be large, because the starting segment is of maximum size (i.e., the whole page).

However, the same iterative behavior in VIPS would also equally generate very small segments when the iteration stopping condition is not met. This can be seen, for instance, in the VIPS output in Figure 4 for the small button under the central image, and also the four small squares around the top menu bar items. Figure 6 illustrates this behavior. The figure shows a bubble plot of the segment...
Figure 6: Generated segment areas of VIPS and Cortex compared to ground truth. Y value is the average segment area and bubble size is the standard deviation.

areas for each subject. The y-value of each bubble indicates the average segment area for that subject, and the bubble size indicate the standard deviation of areas. Note how Cortex generates segments that have more similar areas and distribution as the ground truth, compared to VIPS, where the segments are mainly located at the bottom of the plot.

Contrast this with the non-iterative approach used in Cortex. Here we start from small leaf nodes, and form segments by merging. As there is no stopping condition to reach, and therefore no continuous sub-division of segments is performed, the final segments can therefore be expected to be on the larger end of the spectrum. This behavior, combined with the small number of generated segments and better overlap with ground truth, yields a relatively higher precision for Cortex.

However, the precision and recall of Cortex, while relatively high, is still not ideal. We attribute this to the feature selection and the clustering process. Cortex has a tendency, as expected, to create different segments where there is strong and pronounced variations in color. But this sometimes leads to oversegmentation. For instance, in Figure 4 compare the Cortex segment over the left menu sidebar with that in ground truth. In the ground truth, the top most part of the sidebar has a search field, followed by an orange menu item, followed by the rest of the menu. While in ground truth these are all correctly identified as one segment, Cortex identifies each of these three parts as their own separate segments due to very pronounced color style differences. The same behavior can be observed in the top most segment of ground truth. While the top most area of ground truth has a separate logo and brand segment, and another top menu segment, these two parts are considered one segment in the Cortex output.

Threats to validity. To mitigate potential selection bias, we selected a random set of subjects as described in Section 4.1. Furthermore, the subjects are diverse and complex enough to be representative of real-world web pages, mitigating threats to the external validity of the study by making the results generalizable. To mitigate the experimenter-bias internal threat, we use ground truth data that is publicly available and has been collected and labeled by an external third-party. Furthermore, we conduct statistical significance testing to ensure the observed outcomes are significant.

6 RELATED WORK

We already discussed some of the related work on page segmentation in section 2. Here we focus on techniques that analyze web pages from a visual perspective. An advantage of visual analysis approaches is that they tend to better capture what an end user would perceive. Choudhary et al. [21] propose an approach that detects cross-browser compatibility by examining visual differences between the same page running in multiple browsers. Bajammal et al. [22] propose an approach to analyze and test web canvas elements through visual inference of the state of the canvas and its objects, and allowing canvas elements to be testable using common DOM testing approaches. Stocco et al. [23] employ computer vision techniques for visual-based web test repair and migrating DOM-based tests to visual tests. Burg et al. [24] present a tool that helps developers understand the behavior of web apps. It allows developers to specify which element they are interested in, then tracks that element for any visual changes and the corresponding code changes. In contrast to our work, none of these studies aims to automatically generate segments from a web page.

7 CONCLUSIONS

Web page segmentation is the process of extracting sets of cohesive elements from a web page. It has been used in various applications, such as cross-browser testing, mobile layout bugs testing and repair, security testing, and crawling optimization. However, existing segmentation approaches, such as DOM-based, text-based, or vision-based segmentation, have a number of drawbacks that reduce their accuracy. In this paper, we proposed a novel visual segmentation approach. Unlike existing state-of-the-art techniques, which are mainly DOM-based with a few visual attributes, our approach performs an extensive visual analysis that examines the overall visual structure and layout of the page, and therefore more faithfully captures the visual structure of the page as perceived by a human user. While our approach is mainly visual in nature, it also combines aspects of both DOM-based and visual-based segmentation in a fashion that aims to minimize the drawbacks of each segmentation technique. Furthermore, the approach is parameter-free, requiring no thresholds for its operation and therefore reduces the manual effort required and makes the accuracy of the approach independent of manual parameter tuning. We implemented our approach in a tool called Cortex, and evaluated its effectiveness and efficiency of segmenting real-world web pages. It achieved an average of 156% improvement in precision relative to state-of-the-art, 283% improvement in recall, and a 249% improvement in F-measure.
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