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Abstract. Deep neural networks are a promising technology achieving state-of-the-art results in biological and healthcare domains. Unfortunately, DNNs are notorious for their non-interpretability. Clinicians are averse to black boxes and thus interpretability is paramount to broadly adopting this technology. We aim to close this gap by proposing a new general feature ranking method for deep learning. We show that our method outperforms LASSO, Elastic Net, Deep Feature Selection and various heuristics on a simulated dataset. We also compare our method in a multivariate clinical time-series dataset and demonstrate our ranking rivals or outperforms other methods in Recurrent Neural Network setting. Finally, we apply our feature ranking to the Variational Autoencoder recently proposed to predict drug response in cell lines and show that it identifies meaningful genes corresponding to the drug response.
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1 Introduction

Deep neural networks (DNNs) have started to come out as top performers in biology and healthcare including genomics [1], medical imaging [2], EEG [3] and EHR [4]. However, DNNs are black-box models and notorious for their non-interpretability. In the fields of biology and healthcare, to derive hypotheses that could be experimentally verified, it is paramount to provide information about which biological or clinical features are driving the prediction. Often, data is very expensive to collect, thus it is important to generate experimental designs that will collect the right data leading to the highest accuracy within reasonable budget. Therefore, there is a strong need for feature ranking for deep learning methods to advance their use in biology and healthcare. We aim to close this gap by proposing a new general feature ranking method for deep learning.

We propose to rank features by variational dropout [5]. Dropout is an effective technique to regularize neural networks by randomly removing a subset of hidden node values and setting them to 0. In this work we use the Dropout concept on the input feature layer and optimize the corresponding feature-wise dropout rate. Since each feature is removed stochastically, our method creates a similar effect to feature bagging [6] and manages to rank correlated features better than other non-bagging methods such as LASSO. We compare our method to another feature bagging method Random Forest (RF), and other methods such as LASSO, ElasticNet, and several heuristics and show that our approach reaches state-of-the-art result for a variety of dataset sizes and levels of feature correlation in a simulated setting. Then we test it on a multivariate clinical time-series dataset to interpret Recurrent Neural Network (RNN). We show that our method outperforms other methods in several classifier’s setting. Finally, we test our method on a real-world drug response prediction problem using a previously proposed Variational Autoencoder (VAE). In this proof-of-concept application, we show that our method identifies genes relevant to the drug-response.

2 Related Work

Many previously proposed approaches to interpret DNNs focus on interpreting a decision (such as assigning a particular classification label in an image) for a specific example at hand (e.g., [7–15]). In this case, a method would aim to figure out which parts of a given image make the classifier think that this particular image
should be classified as a dog. These methods are unfortunately not easy to use for the purpose of feature selection or ranking, where the importance of the feature should be gleaned across the whole dataset.

There are also some attempts [16] [17] to use autoencoders to learn a meaningful low-dimensional latent space. Autoencoder is a neural network that goes through a bottleneck layer and reconstructs its input. These approaches select features in the latent space by the smallest reconstruction error [16] or using a random forest [17]. These approaches have to train an additional autoencoder, and their selection is not directly related to the classifier.

Several works have mentioned using variational dropout to achieve better performance [5] [18], have a Bayes interpretation of dropout [19], or compress the model architecture [20]. These works focus on tuning the dropout rate to automatically get the best performance, but do not consider applying it to the feature ranking problems.

Li et al. [21] proposed Deep Feature Selection (Deep FS). Deep FS adds another hidden layer to the network with one connection per input node to this hidden layer (of the same size as input) and uses an $\ell_1$ penalty on this layer. The weights between these layers are initialized to 1 but since they are not constrained to $[0, 1]$, they can become large positive and negative values. Thus, this additional layer can amplify a particular input and will need to be balanced within the original network architecture. Additionally, using $\ell_1$ penalty prevents Deep FS from selecting correlated features, important in many biological and health applications.

Finally, several works also targeted interpreting features in a clinical setting. Che et al. [22] uses Gradient-Boosted Trees to mimic a recurrent neural network on a healthcare dataset and achieves comparable performance. Nezhad et al. [17] interprets the clinical features by autoencoder and random forest. Suresh et al. [23] uses Recurrent Neural Network to predict the clinical dataset and use the ranking heuristics called ‘Zero’ in our settings. These approaches rely on additional decision trees architecture to learn the features, or use heuristics which have a weaker ranking performance in our experiments.

### 3 Methods

#### 3.1 Variational Dropout

Dropout [24] is one of the most effective and widely used regularization techniques for neural networks. The mechanism is to inject a multiplicative Bernoulli noise for each hidden unit within a neural network. Specifically, during forward pass, for each hidden unit $k$ in layer $j$ a dropout mask $z_{jk} \sim \text{Bern}(z|\theta_{jk})$ is sampled. The original hidden node value $h_{jk}$ is then multiplied by this mask $h'_{jk} = h_{jk}z_{jk}$, which stochastically sets the hidden node value to $h_{jk}$ or 0.

Variational dropout [19] optimizes the dropout rate $\theta$ as a parameter instead of it being a fixed hyperparameter. For a neural network $f(x)$, given a mini-batch of size $M$ (sampled from training set of $N$ samples) and a dropout mask $z$, the loss objective function that follows from the variational interpretation of dropout can be written as:

$$L(\theta) = -\frac{1}{M} \sum_{i=1}^{M} \log p(y_i|f(x_i, z_i)) + \frac{1}{N} KL(q_{\theta}(z)||p(z)).$$

Here, $z_i \sim q_{\theta}(z)$, where $q_{\theta}(z)$ is the variational mask distribution and $p(z)$ is a prior distribution.

#### 3.2 Feature Ranking Using Variational Dropout

Figure [1] shows our approach. To analyze which features are important for a given pre-trained model $\mathcal{M}$ to correctly predict its target variable $y$, we introduce Dropout Feature Ranking (Dropout FR) method. In our method we add variational dropout regularization to the input layer of $\mathcal{M}$. To achieve minimum loss, the Dropout FR model should learn small dropout rate for features that are important for correct target prediction by the analyzed model $\mathcal{M}$, while increasing the dropout rate for the rest of unimportant features. Specifically, given $D$ features, we set a variational mask distribution $q_{\theta}(z) = \prod_{j=1}^{D} q(z_j|\theta_j) = \prod_{j=1}^{D} \text{Bern}(z_j|\theta_j)$ as a fully factorized distribution. This gives us a feature-wise dropout rate $\theta_j$ where magnitude indicates the importance of feature $j$. 
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Instead of having a $KL(q_\theta(z)||p(z))$ in the equation 1 to regularize the dropout distribution $q_\theta(z)$, we directly penalize the number of existing features (features not dropped-out). This avoids the need to set the prior dropout rate $p(z)$ and is aligned with the $\ell_0$ penalty for linear regression 25. Our loss function can thus be written as:

$$L(\theta) = -\frac{1}{M} \sum_{i=1}^{M} \log p_M(y_i|f(x_i \odot z_i)) + \frac{\lambda}{M} \sum_{i=1}^{M} \sum_{j=1}^{D} z_{ij} \tag{2}$$

where $z_i \sim q_\theta(z)$ and $\lambda$ is determined by cross validation. To optimize $L(\theta)$ w.r.t. the parameters $\theta$, we need to backpropagate through $z$. Since $z$ is discrete, we could use REINFORCE 26 estimator, however, it suffers from high variance and has poor convergence. Recently, Gal et al. 5 have shown how to optimize the dropout rate $\theta$ by `Concrete relaxations’ 27. This estimator has lower variance and is easier to train, thus we utilize it in all our experiments.

4 Results

First, we simulate a binary classification dataset with known feature importance ranking and compare our results with other baselines to show the advantages of our method in a setting where the ground truth is known. We then compare our approach on PhysioNet, a clinical time series dataset. Finally, we apply our approach to a drug-response task to understand which genes contribute to drug response.

4.1 Compared methods

We compare our approach to LASSO, Random Forest, Deep Feature Selection (Deep FS) and other heuristics. LASSO uses an $\ell_1$ penalty while Elastic Net uses a mix of $\ell_1$ and $\ell_2$ penalty, in which the feature importance is derived from the order each feature goes to 0 as the penalty increases. For Elastic Net, we choose $\alpha = 0.5$ to balance between $\ell_1$ and $\ell_2$ penalties. For Random Forest, feature importance depends on the decrease of impurity for each feature across different trees to determine the importance.

Deep FS 21 uses $\ell_1$ penalty to select features. Following optimization, we use the magnitude of the connection weight as a proxy of the importance of each variable. Note that to correctly evaluate importance of each feature and to ultimately rank features, we should examine the order with which weights drop to 0 as the $\ell_1$ penalty increases. This would require hundreds of manual settings of the $\ell_1$ penalty hyperparameter, which is not scalable, so we use the connection weight instead.

Finally, we use two heuristics to rank features in a DNN. We call the first approach ‘Zero’ method: we zero out one feature at a time and rank feature importance based on the corresponding increase in the training
loss. Our second method is called ‘Shuffle’: for each feature we permute its values across the samples and evaluate importance by the increase of the training loss.

All training is done on a training set (as described below) and the ultimate performance is reported on an independent test set.

4.2 Simulation

To compare the feature ranking methods, we generated a dataset with 40 weakly correlated features and 60 purely noisy features. For each instance \( y \in \{-1, 1\} \) and each feature \( d \in \{1, \ldots, 40\} \), \( x_d \) was sampled from a Gaussian distribution \( N(0.01 \cdot d \cdot y, 1) \). The noisy features were simulated as \( x_d \in \{41, \ldots, 100\} \) \( \sim N(0, 1) \). Thus, the most important feature is the 40-th and the least important feature is the first. We normalized each feature to have mean 0 and variance 1. We split the generated dataset of size \( N \) (see below) into training (90%) and validation (10%) and generated a separate test set with 1000 samples to evaluate each performance. We trained a 2-layer neural network with hidden size 50 and ReLU activation function and compare the classifiers using this framework.

We use grid search in 5-fold cross validation to determine the penalty hyperparameter \( \lambda \) for both Deep FS and our method when dataset size is 1000. We find that the \( \lambda \) that is best for feature selection is usually bigger than the best one for the accuracy [25]. Consequently, we show the performance for two values of \( \lambda \), one for the best validation accuracy, and the other one for the next higher \( \lambda \) in our grid search. We search the value for \( \lambda \in \{10^{-5}, \ldots, 1\} \), then fix these hyperparameters in all of our experiments. We compare 2 ranking coefficient: Spearman coefficient and Kendal Tau coefficient. Since they have similar trends, we show Kendall coefficient result in the appendix A.
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**Fig. 2:** Simulation varying the size of the dataset. (a) Spearman coefficient to ground truth importance for different data size. Higher is better. FS: feature selection, FR: Feature Ranking. (b) Test set accuracy for different data size. The error bar is the confidence interval with 68% probability sampled for 10000 times.

**Varying the size of the dataset** We varied the size of the simulated dataset \( N \) from 20 to 3000 samples (holding 10% for validation), simulating 5 datasets per sample size. Figure 2a shows Spearman coefficient between identified and true feature ranking for each dataset size. We report \( \lambda = 0.01, 0.1 \) for our method and \( \lambda = 10^{-3}, 10^{-2} \) for Deep FS. Our method (Dropout FR) performs similarly to Random Forest. These are the top 2 best performers. The two heuristics, Zero and Shuffle, perform worse especially when the data size is small. The widely used ElasticNet, LASSO and Deep FS perform substantially worse.

Figure 2b shows the test set accuracy for each of the classifiers. We compare the neural network (NN), Ordinary Least Squares (OLS), LASSO, Elastic Net and Random Forest (RF). As the data size increases,
NN starts outperforming OLS and RF, performing similarly to LASSO and Elastic Net. Note that although RF does well on feature ranking, it suffers from lower accuracy for all dataset sizes we tested.

**Varying correlation between features** To test how correlation among features could confound feature ranking, we fixed the data size to 1000 and increased the correlation between the 40 relevant features. Specifically, we sample the features from a multivariate Gaussian, with the diagonal values of the co-variance set to 1 and off-diagonal entries varying from 0 to 0.9. Note that when the off-diagonal entries are all 0, it corresponds to the previous experiment.

Figure 3 demonstrates Spearman coefficient as feature covariance increases. As expected, LASSO and Deep FS perform poorly since $\ell_1$ penalty tends to arbitrarily choose only one of the correlated features. We again see that Random Forest and our method (both settings) are the top performers across different correlations. Our method significantly outperforms all methods except RF. Figure 3b shows that RF is again the worst performer, the rest of the methods performing comparably.
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Fig. 3: Simulation varying the covariance of the dataset. (a) Spearman coefficient to ground truth importance for different covariance. Higher is better. FS: feature selection, FR: Feature Ranking. (b) Test set accuracy for different covariance.

### 4.3 Predicting in-hospital mortality

In this experiment, we evaluate the performance of our method using a multivariate time-series clinical dataset to determine the importance of clinical covariates in predicting in-hospital mortality. This dataset, from PhysioNet 2012 Challenge [28], is a publicly available collection of multivariate clinical time series with 8000 intensive care unit (ICU) patients. It contains 37 patient measurements within the first 48 hours in the ICU. The goal is to predict the in-hospital mortality as a binary classification problem. We use the only publicly available *Training Set A* subset which contains 4,000 patient measurements with 554 patients having the positive mortality labels.

We following the preprocessing of Lipton et al. [29] work. First, we use binary features indicating whether or not a feature was measured at a given time point. If a feature was not measured, we set the binary variable to 1 and if it was measured, we set it to 0. These reverse-indicator variable concatenated with the original 37 features results in 74 features in total. Second, we bin the input features into 1-hour intervals, take average of multiple measurements within 1-hour time window, and impute missing values with 0. Finally, we normalize each feature to zero mean and unit variance except for the binary features. These lead to a time-series with 48 time points and 74 features. We split the dataset randomly into 80%, 10%, and 10% as training, validation and test set, respectively, and repeat the procedure 40 times.
Fig. 4: Our procedure to compare different ranking. We move the results of reusing RNN by zeroing out features to appendix B.

Table 1: Test set performance of different methods

| Method      | AUPR    | AUROC  |
|-------------|---------|--------|
| SVM-linear  | 0.317 ± 0.063 | 0.709 ± 0.030 |
| SVM-RBF     | 0.428 ± 0.070 | 0.790 ± 0.024 |
| RF          | 0.415 ± 0.062 | 0.796 ± 0.023 |
| RNN         | 0.448 ± 0.063 | 0.808 ± 0.026 |

We follow the architecture used in Che et al. [30]. Our RNN consists of a Gated Recurrent Unit (GRU) [31] with hidden node size 64, dropout 0.3 on input features, and dropout 0.5 as well as batch normalization on RNN’s final output. We apply early stopping on validation set during RNN training, and apply Dropout FR and Zero method on the validation set to avoid overfitting. We use 10-fold cross validation to select \( \lambda \). For random forest, we use 1,000 trees and sum the feature importance across all the time points (since in RF each timepoint is considered independently for each of the features), including original feature and its corresponding reverse-indicator features.

Our procedure is described in Figure 4. We compare Dropout FR, RF, Zero ranking method, and random ranking serving as a baseline. To understand which feature ranking is the best, we subset the features from each ranking and evaluate the test set AUPR as a function of the number of features. We evaluate each of the rankings using 4 different classifiers: RNN, RF, SVM with RBF kernel (SVM-RBF) and SVM with linear kernel (SVM-Linear). We evaluate RNN with two settings. We call the first setting ‘zero-out’: after taking top \( N \) features, we set the rest of the features to 0 and evaluate the test AUPR using the already trained RNN. The second setting is ‘retrain’: we retrain RNN using only the top \( N \) features, scaling down hidden node size to avoid overfitting. The size of the hidden layer is set to be proportional to the number of input features, with the minimum size set to 5 to avoid underfitting. In our experiments we have found that ‘zero-out’ and ‘retrain’ settings perform similarly and henceforth report ‘retrain’ results in the main paper as all the other compared methods are retrained using a smaller set of features. The results for the ‘zero-out’ setting are in the Appendix B.

First, we compare each classifier’s performance on the PhysioNet dataset. Table 1 shows comparative performance of the Recurrent Neural Network (RNN), Random Forest (RF), SVM-linear and SVM-RBF. RNN outperforms all other methods in test set AUPR and AUROC.

In Figure 4, we compare 4 feature rankings described above using RNN, RF, SVM-RBF and SVM-Linear. In RNN classifier (Fig. 5a), Dropout FR slightly outperforms Random Forest with significant difference when...
using 1 feature, and clearly outperforms the Zero method and the random baseline. For the rest of the 3 classifiers, Dropout FR has slightly worse performance than RF in RF classifier, (Fig. 5b), perform similarly in SVM-RBF (Fig. 5c) and outperform RF in SVM-Linear classifier (Fig. 5d). Zero method is worse than Dropout FR across all settings.

Overall, we find that RF rank is better when using RF classifier, while Dropout FR performs slightly better in RNN and SVM-linear classifiers, having similar performance in SVM-RBF. Interestingly, we find that the top feature selected by RF yields significantly worse performance than Dropout FR in all 4 classifiers.

In Table 2, we show the top 10 features in RF and Dropout FR. Overall these two approaches select similar features. We find that the difference in ranking of ‘Urine’ and ‘GCS’ features (RF selects ‘GCS’ as second) is the reason for the inferior RF performance observed in Figure 5. The table also demonstrates that feature importance does not simply follow the frequency of the features in the dataset for either of the methods.

### 4.4 Drug Response Prediction

We apply our method to a real-world drug response dataset to find which genes determine drug response using the semi-supervised variational autoencoder (SSVAE) model applied to this task by Rampasek et al. The SSVAE takes gene expression of 903 preselected genes as input and performs a binary classification to find whether the given cell line responds to the drug.
We examined genes contributing to the response of bortezomib, a drug commonly used in multiple myeloma patients. The gene that was ranked the highest by our algorithm (with lowest dropout probability), NR1H2, was previously found to be indicative of Multiple Myeloma (MM) non-response to anti-agents such as bortezomib [34]. The second ranked gene, BLVRA, is known to be amplified in cells sensitive to anti-MM treatment, such as bortezomib [35]. Interestingly, BVLRA was also ranked second by RF (and not ranked highly by t-test). The gene ranked first by both RF and t-test is FOSL1 which was not directly found to be linked to response by bortezomib, but is tangentially related through osteoclast process (FOSL1 helps with differentiation into bone cells and there is a secondary effect of bortezomib to prevent bone loss during inflammation processes). Overall, we found that ranking of RF follows rather closely ranking by t-test. Dropout FR ranking was significantly different, capturing the importance of the ranking for the SSVAE classification.

5 Discussion

In this work we proposed a new general approach for understanding the importance of features in deep learning. We believe that variational dropout works well because it acts similarly to feature bagging [6] by subsetting the features during training. It allows to decouple correlated variables in certain instances, and optimizes the corresponding feature-wise dropout rate. This may also be the reason for the excellent performance by random forest which we have observed in our experiments and also the reason for poor performance of $\ell_1$ used in LASSO and Deep FS.

Random Forest certainly seems to be a great method for feature ranking in most of our experiments for the reasons described above. The goal of our study, though, was to create a general method for feature ranking in a deep learning framework. Indeed, we tested our approach in a simple feed-forward network, a recurrent neural network and a semi-supervised variational autoencoder showing that Dropout FR is at least as good and in some cases better than the best ranking method, Random Forest. As the clinical and biological datasets continue to grow, the power of deep learning will likely supersede non deep methods, as has been shown in many research areas. Our method is essential to provide interpretability to these methods, to ensure acceptance in the biological and clinical domains.

6 Conclusion

We propose a new way of feature ranking for deep neural networks by variational dropout. Our approach compares favorably in the simulation, and uncover important genes in drug response datasets. Although Random Forest performs similarly in feature ranking, our proposed Dropout Feature Ranking can be applied to a great variety of deep learning architectures. Compared to LASSO, our method is applicable to settings with nonlinear relationships between features, which is crucial in highly complicated biological systems and medical domain.
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Appendix

A Comparison in Kendall Tau correlation

We show our additional comparison in Kendall Tau correlation. Figure A.1 shows Kendall Tau correlation for varying number of data size. Random forest and Dropout FR are still the top 2 best methods, with Deep FS, Shuffle and Zero method in the middle. The worst 2 methods are ElasticNet and LASSO.

Figure A.2 shows Kendall Tau correlation for varying number of correlation in 1000 datasize. Random forest and Dropout FR are still the top 2 best methods. Elastic Net and two heuristics, Zero and Shuffle, perform in the middle with $\ell_1$ based methods such as LASSO and Deep FS perform the worst.

B Zero-out setting

Figure B.1 shows the comparison of the zero-out method compared to retraining. In the left panel (zero-out setting), Dropout FR significantly outperforms RF when using 1 and 10 features (Wilcoxon rank-sum one-sided test), also beating the Zero heuristic and Random baseline.
Fig. A.1: Kendall Tau coefficient to ground truth importance for different data size. Higher is better. FS: feature selection, FR: Feature Ranking.

Fig. A.2: Kendall Tau coefficient to ground truth importance for different correlation. Higher is better. FS: feature selection, FR: Feature Ranking.

Fig. B.1: Test set AUPR for varying number of features for different ranking method in RNN with zeroing out the features (Left) and retraining (Right). Symbol * represents the significant difference between Dropout FR and RF calculated under one-tailed Wilcoxon Rank Sum Test.