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Abstract—Intelligent vehicles in autonomous driving and obstacle avoidance, the precise relative state of vehicles put forward a higher demand. For a vehicle-borne sensor network with time-varying transmission delays, the problem of coordinate fusion of vehicle state is the focus of this paper. By the ingeniously designed low-complexity integration with a consensus strategy and buffer technology, an anti-delay distributed Kalman filter (DKF) with finite-time convergence is proposed. By introducing the matrix weight to assess local estimates, the optimal fusion state result is available in the sense of linear minimum variance. In addition, to accommodate practical engineering in intelligent vehicles, the communication weight coefficient and directed topology with unidirectional transmission are also considered. From a theoretical perspective, the proof of error covariances upper bounds with different communication topologies with delays are presented. Furthermore, the maximum allowable delays of vehicle-borne sensor network is derived backwards. Simulations verify that while considering various non-ideal factors above, the proposed DFK algorithm produces more accurate and robust fusion estimation state results than existing algorithms, making it more valuable in practical applications. Simultaneously, a mobile car trajectory tracking experiment is carried out, which further verifies the feasibility of the proposed algorithm.
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I. INTRODUCTION

With the development of sensing techniques and vehicle communication facilities, some vehicles can interact with vehicle-borne sensors to achieve accurate positioning by using data fusion technology. Multi-sensor data fusion technology can solve dynamic target tracking problems and is also research hotspot in the field of intelligent vehicles, vehicle network, autonomous driving and obstacle avoidance [1]–[6]. According to the literature, there are currently two methods for data fusion technology. The first method is a centralized filter [7], in which the observations of all sensors are transmitted to the fusion central to generate a state estimation with a highest accuracy. However, due to the need to process a large amount of data, this method leads to a severe computational burden. Also, sensor failures will directly affect the final fusion result and produce poor accuracy and stability. This feature will seriously affect the safety of vehicles. The second method is a distributed filter, in which the local estimator of the sensor can obtain the global optimal or suboptimal state estimate according to a certain information fusion algorithm. The distributed filter exhibits a low complexity and computational burden, and is resistant to sensor failures. This is very important for accurate vehicle positioning and tracking in complex traffic environment. Thus, this study’s design incorporates distributed technologies.

Over the past decades, Kalman filtering (KF) has been widely studied in the fields of target detection, location and tracking, industrial monitoring and signal processing [4], [8]–[13]. In particular, the DKF approach has been developed for many years due to its good performance at dynamic target tracking, which is widely used in the vehicle network [5], [14]–[18].

To facilitate the accurate control of vehicle state in the process of positioning and tracking, the sensor network is required to have the consistency of target state estimation results. Consensus control has been widely used in the formation of UAVs, cluster satellites and the coordination of mobile robots [19]. In the field of multi-sensor networks, consensus research has been performed for many years [19]–[23]. There is a common feature in these studies: the average consensus strategy is used. However, this strategy has some disadvantages. First, theoretically, infinite iterations are required to achieve asymptotic convergence. Second, the stop strategy of a multi-sensor system cannot be clearly described in practical applications [24]. But for vehicle sensor networks, it is necessary to judge the relative state of vehicles in a short time. Therefore, it requires that the estimation error of the filtering algorithm has the characteristics of finite-time convergence.

To overcome these shortcomings, the DKF algorithm with finite-time convergence is proposed in [17], [24]–[26]. Using the maximum consensus technique, a finite-time KF algorithm with local unobservability was proposed in [17]. In [24], a finite-time DKF algorithm was proposed, which can achieve dynamic monitoring of linear discrete dynamic systems using a sensor network with active sensors and some idle sensors. In [25], [26], using maximum consistency technology, the sensor network can achieve consistency in finite time.
In addition, the necessary interactive connections between multi-sensor systems are typically established through vehicle network. However, in practical applications, transmission delays in vehicle network are inevitable. Due to transmission delays, the filtering accuracy of a multi-sensor system may be reduced, resulting in excessive deviation of the estimation of vehicle state. When error accumulates to a certain extent, it can affect system stability and make the algorithm unusable. Therefore, research on the anti-delay of vehicle network is important and necessary [27].

To date, many researchers have investigated transmission delays in multi-sensor systems [20], [28]–[35]. Research on transmission delays can be primarily divided into two groups: single-channel and multi-channel sensor network systems. For a single channel sensor network system, [32] designed a linear filter based on the augmented method but exhibited high computational costs. Thus, a nonaugmented filter was proposed using the orthogonal projection method [36]. In [33], a KF algorithm with a finite length buffer was designed using timestamp technology. For a multi-channel sensor network system, a DKF algorithm that can deal with transmission delay was proposed in [20], and the algorithm can achieve a consensus of estimation error. In [28], considering the existence and correlation of process noise and measurement noise, a DKF algorithm that considers the transmission delays of a sensor network was proposed. For the transmission delays and packet dropout in multi-channel sensor networks, a fusion estimation method with matrix weighting was designed in [34].

To the best of the authors’ knowledge, in the filed of vehicle network, the aforementioned references do not take into account the finite-time consensus, communication weight and anti-delay of a vehicle-borne sensor network at the same time, while these performance criteria and non-ideal factors are critical for target vehicle precise positioning and tracking. Thus, a DKF algorithm that addresses all these issues would be valuable and challenging because it would be more suitable and feasible for various applications. The main contributions of this study are as follows:

1) Inspired by [17], [20], [24], [28], [33], [33]–[35], we integrate the finite-time control strategy and buffer structure to achieve finite convergence of vehicle state estimation error and anti-delay simultaneously. The ingenious trick is using distributed design and optimal vector weight technology to address the high complexity problem caused by direct integration. This makes it possible for the designed algorithm to be practically applied in the vehicle network. With this new architecture, the proof of vehicle state estimate error convergence in finite time has been completed.

2) In the case of transmission delay for vehicle-borne sensor network, the upper bound of the error covariance is established by using the inverse matrix theorem and Gramian matrix characteristics. Based on this result, the maximum possible delay under the allowable detection accuracy can be obtained.

3) Considering the complex traffic environment, the ideal undirected communication topology is difficult to guarantee. The requirement of communication topology is reduced from an undirected graph to a strongly connected digraph. It is proved that under the condition of a digraph, finite-time the convergence of estimation error and anti-delay performance can be achieved simultaneously. Furthermore, the upper bound of the estimation error covariance with a strongly connected digraph topology is derived. This result makes the proposed algorithm applicable to more scenarios with worse communication conditions.

4) Simulations show that the proposed DFK algorithm generates results for fusion estimating state that are more reliable and accurate than those of existing algorithms. A mobile car trajectory tracking experiment is also conducted to confirm the viability of the suggested method.

The remainder of this paper is organized as follows. Section II describes necessary preliminaries, notations and transmission delay problems. The DKF with finite-time convergence and transmission delays are primarily described in Section III. Simulation analysis and tracking experiment of the DKF are presented in Section V. Finally, conclusions are given in Section VI.

II. PRELIMINARIES AND NOTATIONS

A. Problem statement

In this paper, the distributed vehicle state observation problem of a linear system by a vehicle-borne sensor network with transmission delays is studied. In particular, the observed state evolves from the following discrete-time linear dynamics:

\[ x_{k+1} = \Phi_k x_k + w_k, \]

where \( x_k \in \mathbb{R}^{n_x} \) is the target vehicle state to be estimated, \( k \) is the step size, \( \Phi_k \in \mathbb{R}^{n_x \times n_x} \) is a known system matrix, and \( w_k \in \mathbb{R}^{n_x} \) is the process noise, which is assumed to be Gaussian white noise with zero-mean. The sensor network consists of \( n \) sensors, and each sensor has the following measurement equation:

\[ y_k^i = H_k^i x_k + v_k^i, \quad i = 1, 2, \ldots, n \]

where \( y_k^i \in \mathbb{R}^{m_i} \) is the measurement value of sensor \( i \), \( H_k^i \in \mathbb{R}^{m_i \times n_x} \) is a known measurement matrix, and \( v_k^i \in \mathbb{R}^{m_i} \) is the measurement noise, which is also assumed to be Gaussian white noise with zero-mean. In addition, some reasonable assumptions associated with the process \( w_k \) and each measurement noise \( v_k^i \) are made as follows.

**Assumption 1:** The process noise \( w_k \) and each measurement noise \( v_k^i \) are independent. Then:

\[ \mathbb{E}[v_k^i (v_k^j)^T] = 0, \]

\[ \mathbb{E}\left\{ \left[ w_k^T \right] \left[ \left( v_k^i \right)^T \right] \right\} = \left[ Q_k \begin{bmatrix} 0 & 0 \end{bmatrix} R_k^i \right] \delta_{ik}, \]

where \( \mathbb{E}(\cdot) \) denotes the expectation operator, superscript \( T \) denotes the transpose, \( Q_k \) and \( R_k^i \) are the covariance matrices
of $w_k$ and $v^i_k$, respectively, and $\delta_{tk}$ is the Kronecker function, which has the following form:

$$\delta_{tk} = \begin{cases} 1, & \text{if } k = t \\ 0, & \text{if } k \neq t \end{cases}$$

(4)

**Assumption 2:** The initial state $x_0$ is independent of $w_k$ and $v^i_k$. Then:

$$\mathbb{E}[x_0] = \mu_0$$

$$\mathbb{E}[(x_0 - \mu_0)(x_0 - \mu_0)^T] = P_0$$

**Assumption 3:** Systems (1) and (2) are uniformly and completely observable, and then there is a Gramian matrix $M_{k+n,k}$, which satisfies the following inequality for any instant $k$:

$$\alpha I_n \leq M_{k+n,k} = \sum_{l=k}^{k+n} O^T_{1,l} \Phi^T_l R_l^{-1} \Phi_l O_{l,k} \leq \beta I_n$$

(5)

where $\alpha$ and $\beta$ are positive constants, $\bar{n}$ is a positive integer, matrix $O_{1,k}$ has the form of $O_{1,k} = I_n$, $O_{k+1,k} = \Phi_k$, and $O_{l,k} = \Phi_{l-1} \cdots \Phi_1$ for $l \geq k + 1$, $\Phi_l = \text{col}\{\Phi_{l,1}, \cdots, \Phi_{l,n}\}$ is a column block matrix, and $R_l = \text{diag}\{R_{l,1}, \cdots, R_{l,n}\}$ is a diagonal block matrix. And, let $\alpha I_n \leq M_{k+n+\bar{n}+1,k} \leq \beta I_n$, where $\bar{\alpha}$ and $\bar{\beta}$ are larger than $\alpha$ and $\beta$, respectively.

Given a vehicle-borne sensor network, the communication topology among sensors is described by an undirected graph $\mathcal{G} = (\mathcal{V}, \mathcal{E}, \mathcal{W})$, which consists of a node set $\mathcal{V} = \{1, 2, \ldots, n\}$, an edge set $\mathcal{E} \subseteq \mathcal{V} \times \mathcal{V}$, and a weighted matrix $\mathcal{W} = [\omega_{ij}] \in \mathbb{R}^{n \times n}$, and the elements of matrix $\mathcal{W}$ are nonnegative (i.e., $\omega_{ij} \geq 0$, $i, j \in \mathcal{V}$). For an undirected graph $\mathcal{G}$, $(i, j) \in \mathcal{E} \iff (j, i) \in \mathcal{E}$, that is, nodes $i$ and $j$ can sense each other (i.e., $\omega_{ij} = \omega_{ji}$). Graph $\mathcal{G}$ characterizes the communication topology among sensors and is connected if there exists a path involving all nodes. If a connected undirected graph has no cycle, it is a tree graph. The set of neighbor sensors connected to sensor $i$ is denoted by $\mathcal{N}_i = \{j \in \mathcal{V}(i, j) \in \mathcal{E}\}$, and every sensor $i$ collects a measurement $y_i(k)$ at time $k$. The longest path between the two sensors is the diameter $d_\mathcal{G}$ of graph $\mathcal{G}$ [24], [37].

**Assumption 4:**

1) The system matrix $\Phi_k$ is invertible for any $k \in N^+$, and satisfies $\Phi_k^{-1} \geq \eta I$, where $\eta$ is a positive constant;

2) Initial covariance $[P_0]^{-1} \geq 0$.

**Lemma 1:** [20], [38] Consider the following equality:

$$\mathcal{T}(\Omega) = (\Phi \Omega \Phi^T + Q)^{-1}$$

If $\Phi$ is invertible, then the following results hold:

1) If there exists a positive constant $\hat{\gamma} \leq 1$, then the inequality $\mathcal{T}(\Omega) \geq \hat{\gamma} \Phi^{-T} \Omega \Phi^{-1}$ holds for any $\Omega \leq \hat{\Omega}$, where $\hat{\Omega}$ is any positive semidefinite matrix.

2) If there exists a positive constant $\hat{\gamma} < 1$, then the inequality $\mathcal{T}(\Omega) \geq \hat{\gamma} \Phi^{-T} \Omega \Phi^{-1}$ holds for any $\Omega \geq \hat{\Omega}$, where $\hat{\Omega}$ is any positive semidefinite matrix.

---

**B. buffer technology**

In actual vehicle usage scenarios, subject to the poor sensor performance and the delays influence of external complex traffic environment interference, information time-varying transmission delays inevitably exist in vehicle-borne sensor network. Each time-varying transmission delay is represented by $\{d^i_j(k)\} = \{0, 1, \ldots, d_i\}$, $i \in \mathcal{V}, j \in \mathcal{N}_i, k \in N^+$, where $d_i$ denotes the maximum delay step. According to the information transmission process of sensor network, let the data transmission instant is $s$, which satisfies $s \in D_i(k)$, where $D_i(k) = \{0, \ldots, k\}$ for $k \in \{0, \ldots, d_i + 1\}$, and $D_i(k) = \{k - d_i, \ldots, k\}$ for $k \in \{d_i + 2, \ldots, +\infty\}$. To solve the concerned observation problem subject to transmission delays, the transmitted information packets are attached with time stamps such that each sensor is able to identify the transmission instant of each received packet. The buffer technology inspired by [20], [33] is introduced to store the transmitted packets. The buffer structure of sensor $i$ is shown in Fig. 1, there are $(|\mathcal{N}_i| - 1) \times L$ blocks with $|\mathcal{N}_i| - 1$ as the neighbor number of sensor $i$, and $L$ as the buffer length.

The buffer of sensor $i$ has the following working steps at instant $k$:

1) Discard the earliest data, i.e., those $(j_1, k - L), \ldots, (j_{|\mathcal{N}_i| - 1}, k - L)$.

2) Store the latest data from the neighbors at time $k$, i.e., in blocks $(j_1, k), \ldots, (j_{|\mathcal{N}_i| - 1}, k)$.

Moreover, introduce a variable $\gamma^{i,j}_k(s)$ to characterize the packet transmission process. In particular, if the packet transmitted from sensor $j$ is received by sensor $i$ at or before instant $k$, then, $\gamma^{i,j}_k(s) = 1$, otherwise, $\gamma^{i,j}_k(s) = 0$. Note that, $\gamma^{i,i}_k(s) \equiv 1$.

Throughout this paper, the notations are standard. $\mathbb{R}^{n_x}$ and $\mathbb{R}^{m_i \times n_x}$ stand for the $n_x$-dimensional Euclidean space and set of all $m_i \times n_x$ matrices, respectively. The superscript $T$ stands for the transpose of the matrix. The superscript $-1$ stands for the inverse of the matrix. The symmetric matrices $A$ and $B$, where $A \leq B$ stands for $A - B$ are positive-definite matrices. The notation $\mathbb{E}\{\cdot\}$ stands for expectation of variable. $|\cdot|$ stands for the cardinal number of set. $\text{diag}\{\cdot\}$ stands for the diagonal matrix element. $\hat{x}^i_k(\cdot)$ and $\hat{x}^i_k(\cdot)$ stand for the prior and posterior estimates of state $x_k$ by sensor $i$, respectively.
III. ANTI-DELAY DKF ALGORITHM

In this section, the anti-delay DKF algorithm is introduced, which has the properties of finite-time convergence and robustness with transmission delays. The communication weight coefficient and the fusion matrix weight are also considered to accommodate practical engineering, then, it can realize the tracking and positioning of the target vehicle in a more realistic scene.

Algorithm 1 Anti-delay DKF

Initialization:

\[ x_i^1(0) = \mu_0, P_i^1(0) = P_0. \]

Main loop:

Step 1: If \( k = 1 \) then

Calculate \( x_i^1(1) \) and error covariance \( P_i^1(1) \) by FtDKF, when \( k = 1, s = 1 \).

else if \( 2 \leq k \leq d_s + 1 \) then

Let

\[ x_i^k(1) = x_i^{k-1}(1) \]

\[ P_i^k(1) = P_i^{k-1}(1) \]

for \( s = 2, \ldots, k \)

\[ [x_i^s(1), P_i^s(1)] = \text{FtDKF} [x_i^{s-1}(1), P_i^{s-1}(1), w_i^{j,i}(s)] \]

end if

else if \( k \geq d_s + 2 \) then

Let

\[ x_i^k(k-d_s) = x_i^{k-1}(k-d_s) \]

\[ P_i^k(k-d_s) = P_i^{k-1}(k-d_s) \]

for \( s = k - d_s + 1, \ldots, k \)

\[ [x_i^s(k), P_i^s(k)] = \text{FtDKF} [x_i^{s-1}(k), P_i^{s-1}(k), w_i^{j,i}(s)] \]

end for

Step 2: Optimal weighted fusion for \( k \geq 1 \)

\[ x_i^f = \Gamma_1 x_i^1(k) + \Gamma_2 x_i^2(k) + \cdots + \Gamma_n x_i^n(k) \]

for end

\( x_i^1(s), P_i^1(s) \) and \( x_i^f \) are defined as the local posterior estimation, estimate error covariance and optimal fusion estimate of target vehicle state \( x_k \) by sensor \( i \) at instant \( k \), respectively.

The presented anti-delay DKF algorithm is summarized as Algorithm 1. A finite-time distributed Kalman filter (FtDKF) algorithm, which is shown in Algorithm 2.

Moreover, the vehicle-borne sensor network communication weight with delay \( \omega_i^j(s) \) is denoted as:

\[ \omega_i^j(s) = \begin{cases} \gamma_i^j(s) \omega_{ij}, & i \neq j, \\ 1, & i = j \end{cases} \]

Theorem 1: Considering the vehicle-borne sensor systems (1) and (2), assuming that the communication topology \( G \) is an undirected tree graph with diameter of \( d_g \), the local estimate \( x_i^k(s) \) can be obtained by (15) in Algorithm 2.

Proof For the classical local Kalman filter equation [12], [39], we have the following steps:

Algorithm 2 FtDKF

Step 1: let \( t = 1 \), calculate \( \psi_i^{s-t} = (H_i^s)^T (R_i^s)^{-1} y_i^s \), \( \varphi_i^{s-t} = (H_i^s)^T (R_i^s)^{-1} H_i^s \).

Step 2: Transmit \( \psi_i^{s-t} \) and \( \varphi_i^{s-t} \) to sensor \( j \), where \( j \in N_i \).

for After iteration \( t = 1, 2, \ldots, d_g \), for each sensor \( i \), and \( (i,j) \in E \)

\[ \Theta_i(t) = (H_i^s)^T (R_i^s)^{-1} y_i^s + \Omega_i(d_g) \]

\[ \Omega_i(t) = (H_i^s)^T (R_i^s)^{-1} H_i^s + \sum_{j \in N_i} \omega_i^{j,i}(s) \varphi_i^{s-t} \]

For each sensor \( j \in N_i \),

\[ \psi_i^{s-t} = \Theta_i(t) - \psi_i^{s-t-1} \]

\[ \varphi_i^{s-t} = \Theta_i(t) - \varphi_i^{s-t-1} \]

end for

Step 3: Calculate \( x_i^s(s) \) and \( P_i^s(s) \) by

\[ [P_i^s(s)]^{-1} = [P_i^s(s|s-1)]^{-1} + \Omega_i(d_g) \]

\[ x_i^s(s) = P_i^s(s) (P_i^s(s|s-1))^{-1} x_i^s(s|s-1) + \Theta_i(d_g) \]

where

\[ x_i^s(s|s-1) = \Phi_{s-1} x_i^s(s-1) \]

\[ P_i^s(s|s-1) = \Phi_{s-1} P_i^s(s-1) \Phi_{s-1}^T + Q_{s-1} \]

Update:

\[ x_i^s(s) = \hat{x}_i^s(s) + K_i^s (y_i^s - H_i^s \hat{x}_i^s(s)) \]

\[ P_i^s(s) = \hat{P}_i^s(s) - K_i^s H_i^s \hat{P}_i^s(s) \]

\[ K_i^s = \hat{P}_i^s(s) (H_i^s)^T [H_i^s \hat{P}_i^s(s) (H_i^s)^T + R_i^s]^{-1} \]

Prediction:

\[ \hat{x}_{i+1}^s(s) = \Phi_k x_i^s(s) \]

\[ \hat{P}_{i+1}(s) = \Phi_k P_i^s(s) \Phi_k^T + Q_{s-1} \]

where \( \hat{x}_{i+1}^s(s) \) and \( \hat{P}_{i+1}(s) \) are priori state estimator and estimate error covariance, respectively. In inspired by [40], by using the matrix inversion lemma for (19) and (20), an alternative form can be obtained:

\[ x_i^s(s) = P_i^s(s) ([P_i^s(s)]^{-1} \hat{x}_i^s(s) + \sum_{i \in N_i} (H_i^s)^T (R_i^s)^{-1} y_i^s) \]

\[ [P_i^s(s)]^{-1} = [P_i^s(s)]^{-1} + \sum_{i \in N_i} (H_i^s)^T (R_i^s)^{-1} H_i^s \]

where the definitions of \( \hat{x}_i^s(s) \) and \( \hat{P}_i^s(s) \) are consistent with (22) and (23), respectively.
In this paper, since the vehicle-borne sensor network communication weight is considered, the equation of (24) further follows that:

\[ P_k^i(s) = P_{ik}^i \left( \left[ P_k^i(s) \right]^{-1} \hat{x}_k^i(s) + \Theta_i(d_{g}) \right) \]

where \( \Theta_i(d_{g}) = \sum_{j \in \mathcal{N}_i} \psi_{ij}^{j,i} \psi_{ij}^{j,i} \). After \( d_{g} \) information transmissions, \( \psi_{ij}^{j,i} \) is the result produced by \( \psi_{ij}^{j,i} \), and \( \psi_{ij}^{j,0} = (H_j^i)^T (R_{k}^i)^{-1} y_k^i \).

Similarly, by considering (25), it follows that:

\[ P_k^i(s) = \left[ P_k^i(s) \right]^{-1} + \Omega_i(d_{g}) \]

where \( \Omega_i(d_{g}) = (H_i^T R_{k}^i)^{-1} H_i + \sum_{j \in \mathcal{N}_i} \psi_{ij}^{j,i} \psi_{ij}^{j,i} \).

The equation of (10) is the optimal fusion step, where \( \Gamma \in \mathbb{R}^{n_s \times n_s} \) is the optimal matrix weight and satisfies

\[ \Gamma = \Xi^{-1} e(e^T \Xi^{-1} e)^{-1} \]

where \( \Xi = (P_{ij}^{j,i}) \in \mathbb{R}^{n_s \times n_s} \). \( P_{ij}^{j,i} \) is the local filtering error cross-covariance between the \( i \)-th and \( j \)-th sensor. \( e = [I_n, \ldots, I_n]^T \in \mathbb{R}^{n_s \times n_s} \). This value can be obtained by

\[ P_k^i = (I_{n_s} - K_k^i H_s^i)(P_{k-1}^i - P_{k-1}^{j,i} + Q_k-1) (I_{n_s} - K_k^i H_s^i) \]

where \( i,j \in \mathcal{V} \), the error variance of the optimal fusion estimate of state is \( P_{k}^{j,i} = (e^T \Xi^{-1} e)^{-1} \), and \( P_{k}^{j,i} \leq P_{k}^{i} \). Proof and more details of \( \Xi \) and \( \Gamma \) can be obtained directly from [9].

**Remark 1:** Since the vehicle runs relatively fast, it is convenient to achieve accurate tracking of the target vehicle in a short period of time. Due to the limited computer capability of the vehicle, this requires the algorithm has low complexity. It will be computationally burdensome due to the high dimension of matrix \( \Xi^{-1} \). (28) is modified to the optimal vector weight, where \( \Xi^{-1} = (P_{ij}^{j,i}) \in \mathbb{R}^{n_s \times n_s} \) can be used, and \( P_{ij}^{j,i} \) are the diagonal matrices consisting of the diagonal elements of the covariance matrices \( P_{ij}^{j,i} \), can be used to reduce the amount of calculation and increase real-time. Similarly, the error variance of the optimal fusion estimate of state is \( P_k^i = (e^T \Xi^{-1} e)^{-1} e^T \Xi^{-1} (P_{ij}^{j,i}) n_s \times n_s, \Xi^{-1} e(e^T \Xi^{-1} e)^{-1} \), \( i,j = 1, 2, \ldots, n \).

**IV. STABILITY ANALYSIS**

**A. Convergence analysis**

The convergence of Algorithm 1 is analyzed in this subsection. The proposed algorithm is shown to have finite-time convergence. This means that the target vehicle state estimation error converges for a finite number of iterations.

For Algorithm 1, it has the following theorem:

**Theorem 2:** Considering the vehicle-borne sensor systems (1) and (2), we assume that the graph \( \mathcal{G} \) is a connected undirected tree graph. Algorithm 1 shows the DKF with anti-delay, which has the property of finite-time convergence.

**Proof** The vehicle-borne sensor connection network graph \( \mathcal{G} \) can be separated into two tree sub-graphs \( \mathcal{G}_i \) and \( \mathcal{G}_j \) connected by sensor nodes \( i, j \) because it is an undirected tree graph. The root nodes of the sub-graphs \( \mathcal{G}_i \) and \( \mathcal{G}_j \) are sensor nodes \( i \) and \( j \), respectively.

The following procedures must be followed to achieve finite-time convergence of the sensor network’s predicted goal state:

1) The number of hops from the sensor node to the root node \( i \) is defined as the layers of the sensor node in sub-graph \( \mathcal{G}_i \). Node \( i \) is referred to as a layer-0 node; nodes one hop away from the root node \( i \) are referred to as layer-1 nodes, etc.

2) When \( t = 1 \), from (11), (12) and the initial step of Algorithm 1, only the information of layer-0 nodes in graph \( \mathcal{G}_i \) is used to estimate the target state \( x(s) \). The information from other sensor nodes in sub-graph \( \mathcal{G} \) is not used.

3) After \( d_{g} \) iterations, \( \psi_{s,d_{g}}^{j,i} \) and \( \psi_{s,d_{g}}^{j,i} \) with global information can be acquired utilizing sensor node information from layer-0 to layer-\( d_{g} \) in the sub-graph \( \mathcal{G}_i \), and then precise target state estimation can be produced.

4) Similarly, in sub-graph \( \mathcal{G}_j \), because the sensor node \( i \) is adjacent to the node \( j \), the sensor node information from layer-0 to layer-(\( d_{g} - 1 \)) is used to obtain \( \psi_{s,d_{g}}^{j,i} \) and \( \psi_{s,d_{g}}^{j,i} \) for the target state estimate after \( d_{g} - 1 \) iterations.

5) Fusing the information in sub-graph \( \mathcal{G}_i \) and \( \mathcal{G}_j \), yields

\[ \Theta_i(d_{g}) = \psi_{s,d_{g}}^{j,i} + \psi_{s,d_{g}}^{j,i} \]

\[ \Omega_i(d_{g}) = \varphi_{s,d_{g}}^{j,i} + \varphi_{s,d_{g}}^{j,i} \]

6) Algorithm 1 requires \( k - s + 1 \) iterations at each instant \( k \) due to the presence of transmission delays. Based on the definition of transmission time \( s \), Algorithm 1 needs a maximum of \( d_{s}(k - s + 1) \) iterations in each instant \( k \).

7) Finally, by substituting \( \Omega_i(d_{g}) \) and \( \Theta_i(d_{g}) \) in (30) into (14) and (15), respectively, the estimation error covariance and the posterior estimate of the target state can be obtained.

Overall, according to this analysis, the global information of the vehicle-borne sensor network can be used to estimate the target state over a finite number of iterations. To complete finite-time convergence, at least \( d_{s}d_{g} \) iterations are required, which is also the minimum number of iterations needed to achieve finite-time convergence.

**B. Boundedness of Error Covariances**

The estimation error covariance \( P_k^i(s) \) is bounded because the proposed DKF technique can achieve finite-time convergence.

The following theorem is used to demonstrate the boundedness of error covariance:

**Theorem 3:** Considering the finite-time DKF algorithm proposed in Algorithm 1, when Assumptions 3 and 4 exist, the communication graph \( \mathcal{G} \) of the vehicle-borne sensor network is undirected and connected, and the delay \( d_{s} \) is bounded. Then, there is a positive constant \( \vartheta \), such that the estimate error covariance has \( \left[ P_k^s(s) \right]^{-1} \geq \vartheta I \) holds for any \( k \in [1, +\infty) \) and \( s \in D_t(k) \).
Proof. The proof of the boundedness of estimate error covariance can be divided into two cases due to the existence of information transmission delays in a vehicle-borne sensor network, that is, $k \in \{1, \ldots, (Z + 1)d_t - 1\}$ and $k \in \{(Z + 1)d_t, \ldots, +\infty\}$, where $Z = n + n$. In the initial stage, if the transmission delays are bounded constant and Assumption 4 exist, there is $\tilde{A}_k \leq \eta I$ holds for any $k \in \{1, \ldots, (Z + 1)d_t - 1\}$ and $s \in D_t(k)$. Also, we only need to prove that $\tilde{A}_k \leq \eta I$ holds for any $k \in \{(Z + 1)d_t, \ldots, +\infty\}$ and $s \in D_t(k)$.

From (14) and $s = k - d_t$, we have:

$$
\tilde{P}_k^s(k - d_t) = \left[ \tilde{P}_k^s(k - d_t|k - d_t - 1) \right]^{-1} + \sum_{j \in N_i} \omega_{ij}^T(k - d_t)(H_{k-d_t}^T)^{-1}(P_{i-k-d_t}^s)^{-1}H_{k-d_t}^T
$$

It can be yielded from (17) and Lemma 1 that:

$$
\tilde{P}_k^s(k - d_t|k - d_t - 1) \geq \gamma \tilde{P}_k^s(k - d_t - 1) - \tilde{P}_k^s(k - d_t - 1) - 1 \Phi_{k-d_t-1}^{-1}
$$

where $\gamma \leq 1$. Substituting (32) into (31) satisfies:

$$
\tilde{P}_k^s(k - d_t) \geq \gamma \tilde{P}_k^s(k - d_t - 1) - \tilde{P}_k^s(k - d_t - 1) + \sum_{j \in N_i} \omega_{ij} \tilde{H}_{k-d_t}^T(P_{i-k-d_t}^s)^{-1}H_{k-d_t}^T
$$

According to (33), the relationship between $\tilde{P}_k^s(k - d_t)$ and $\tilde{P}_k^s(k - d_t - 1)$ can be obtained. Therefore, after iteration $d_t$ times for (33), we obtain:

$$
\begin{align*}
\tilde{P}_k^s(k - d_t) &\geq \omega (O_{k-d_t-k-2d_t} - T) [\tilde{P}_k^s(k - 2d_t)]^{-1} \\
&= (O_{k-d_t-k-2d_t})^{-1} + \sum_{s=0}^{d_t-1} \sum_{j \in N_i} \omega_{ij} \tilde{H}_{k-d_t-s}^T(P_{i-k-d_t-s}^s)^{-1}H_{k-d_t-s}^T \\
&\times (H_{k-d_t-s}^T)^{-1}(P_{i-k-d_t-s}^s)^{-1}(O_{k-d_t-k-2d_t})^{-1}
\end{align*}
$$

where $\omega = \gamma d_t$. Also, iterating $Z$ times for (34), it follows that:

$$
\begin{align*}
\tilde{P}_k^s(k - d_t) &\geq \omega^Z (O_{k-d_t-k-Zd_t} - T) \\
&\times \sum_{d_t-1}^Z \sum_{s=0} \sum_{j \in N_i} \omega_{ij} \tilde{H}_{k-d_t-s}^T(P_{i-k-d_t-s}^s)^{-1}H_{k-d_t-s}^T \\
&\times (H_{k-d_t-s}^T)^{-1}(P_{i-k-d_t-s}^s)^{-1}(O_{k-d_t-k-Zd_t})^{-1}
\end{align*}
$$

Because $\omega_{ij}^n$ is the element of matrix $W^n$, and the topology of sensor network is undirected graph, thus, it has $\omega_{ij}^n > 0$ for any $\sigma \geq 1$. Therefore, (35) can be rewritten as:

$$
\begin{align*}
\tilde{P}_k^s(k - d_t) &\geq \omega_{\min} \omega^Z \sum_{d_t-1}^Z \sum_{s=0} \sum_{j \in N_i} (O_{k-d_t-k-\sigma d_t})^{-1} \\
&\times (H_{k-\sigma d_t-s}^T)^{-1}(P_{i-k-\sigma d_t-s}^s)^{-1}H_{k-\sigma d_t-s}^T
\end{align*}
$$

where $\omega_{\min} = \min(\omega_{ij}(\sigma))$ and $\sigma \geq 1$, $i, j \in V$. Defining $k_z = k - Zd_t - d_t + 1$, (36) follows that:

$$
\begin{align*}
\tilde{P}_k^s(k - d_t) &\geq \omega_{\min} \omega^Z (O_{k-d_t-k_z})^{-1} \\
&\times \sum_{s=k_z}^{k_z+n+1} \sum_{j \in V} (O_{s,k_z})^{-1} \\
&\times (H_{s}^T)^{-1}(R_{s}^n)^{-1}H_{s}^T
\end{align*}
$$

According to (5), the following equation is satisfied:

$$
\begin{align*}
\tilde{P}_k^s(k - d_t) &\geq \omega_{\min} \omega^Z \tilde{A}(O_{k-d_t-k_z})^{-1} \\
&\times (O_{s,k_z})^{-1}
\end{align*}
$$

From Assumption 4, and $\Phi_k^{-1} \geq \eta I$ is invertible for any $k \in N^+$, (38) can be rewritten as:

$$
\begin{align*}
\tilde{P}_k^s(k - d_t) &\geq \omega_{\min} \omega^Z \tilde{A}(O_{k-d_t-k_z})^{-1} \\
&\times (O_{s,k_z})^{-1}
\end{align*}
$$

When $k \in \{(Z + 1)d_t, \ldots, +\infty\}$ and $s \in D_t(k) \backslash \{k - d_t\}$, according to (14), (17), and Lemma 1, we have:

$$
\begin{align*}
\tilde{P}_k^s(s) &\geq \tilde{\gamma} \tilde{P}_k^s(s - 1) \tilde{P}_k^s(s - 1)^{-1} \\
&\leq \tilde{P}_k^s(s - 1)
\end{align*}
$$

Similar to previous steps, after iterating the equation (40) for $s = k + d_t$ times, it follows that:

$$
\begin{align*}
\tilde{P}_k^s(s) &\geq \tilde{\gamma}^{s-k+d_t} (O_{s,k-d_t})^{-1} \tilde{P}_k^s(k - d_t) \\
&\times (O_{s,k-d_t})^{-1}
\end{align*}
$$

Combining (39) and (41), yields:

$$
\begin{align*}
\tilde{P}_k^s(s) &\geq \tilde{\gamma}^{s-k+d_t} (O_{s,k-d_t})^{-1} \tilde{P}_k^s(k - d_t) \\
&\times (O_{s,k-d_t})^{-1}
\end{align*}
$$

where $k \in \{(Z + 1)d_t, \ldots, +\infty\}$ and $s \in D_t(k)$. Combined with the study mentioned above, the error covariance is shown to be bounded, that is, $\tilde{P}_k^s(s) \leq \max \{\tilde{A}^{s-k+d_t} \tilde{\gamma}^{s-k+d_t} \eta^2 (Zd_t-1) \} \tilde{P}_k^s(s - k+d_t) \},$ for any $k \in \{1, +\infty\}$ and $s \in D_t(k)$. This proof is thus complete.

Remark 2: When filtering accuracy is assured in a vehicle-borne sensor network, we are more concerned with the real permissible delay boundary. Thus, we may reversibly deduce the boundary of delay under the corresponding error covariance using the proof of boundedness of error covariance in the previous section.

From (42), we obtain:

$$
\tilde{P}_k^s(s) \geq \omega_{\min} \omega^Z \tilde{A}^{s-k+d_t} \eta^2 (Zd_t-1) + 2(s-k+d_t)
$$

Taking the logarithm of both sides of (43), we have

$$
\ln \left\{ \tilde{P}_k^s(s) \right\} \geq \ln \left( \omega_{\min} \omega^Z \tilde{A}^{s-k+d_t} \eta^2 (Zd_t-1) + 2(s-k+d_t) \right)
$$

After sorting out (44), the transmission delay boundary is

$$
d_t \leq \log_{\eta^2} (Zd_t-1) \tilde{A}^{s-k+d_t} \eta^2 (Zd_t-1) + 2(s-k+d_t)
$$
C. Anti-delay FdKF algorithm with directed graph

The proposed filtering algorithm and its demonstration were built on an undirected network in the previous subsection. Considering that it is difficult to guarantee ideal undirected communication topology condition in complex traffic environment, the communication topology condition is reduced to directed graph. The finite-time DKF with transmission delays based on a directed graph is discussed in this subsection to reduce the vehicle-borne sensor communication burden and improve the algorithm’s usability in vehicle network.

Definition 1: [41] A directed graph $G$ is strongly connected if and only if a directed path exists from every sensor node to every other sensor node. The directed graph of the sensor network diameter is $d_d$.

Lemma 2: [21] If the directed graph $G = (\mathcal{V}, \mathcal{E}, \mathcal{W})$ is strongly connected for $\mathcal{V} = \{1, 2, \ldots, n\}$, then all elements of $\mathcal{W}^{n}$, $s \geq n - 1$ are positive.

Theorem 4: Considering the vehicle-borne sensor systems (1) and (2), assuming that the graph $G$ is a directed graph, and satisfies Definition 1. Algorithm 1 shows the anti-delay DKF, which has the property of finite-time convergence.

Proof: According to the proof of Algorithms 1, the estimated state convergence of node $i$ can be completed by transmitting the neighbor node $(\mathcal{N}_i)$ information to node $i$. Similarly, when the communication topology of sensor network is a directed graph, it still needs to complete finite-time convergence through information transmission. The number of information transfers is also related to the maximum number of hops between two nodes (i.e., the diameter of the directed graph $d_d$).

Combined with the previous convergence proof of the undirected graph, when the directed graph is applied in Algorithm 1, at least $d_d$ iterations are needed to achieve finite-time convergence, where $d_d$ is the maximum transmission delay.

Remark 3: When the sensor network is a directed graph, the boundedness of estimation error covariance needs to be further explored. According to the proof in subsection IV-B and Lemma 2, it has $\omega_{ij}(\sigma) > 0$ for any $\sigma \geq n$. Therefore, for (35), we have:

$$
[P_k^1(k - d_t)]^{-1} \geq \sum_{\sigma=n}^{n} \sum_{s=0}^{d_t} \sum_{j \in \mathcal{V}} (O_{k-d_t,k-\sigma-d_t-s})^{-T} P_k^1(k-d_t) (O_{k-d_t,k-\sigma-d_t-s})^{-1}
$$

where $Z = n + n$ and $\omega_{ij} = \min(\omega_{ij}(\sigma))$ and $\sigma > n$, $i, j \in \mathcal{V}$.

$$
[P_k^1(k - d_t)]^{-1} \geq \sum_{s=k_j}^{n-k} \sum_{s=0}^{d_t} (O_{s,k})^{-T} \sum_{s=k_j}^{n-k} \sum_{s=0}^{d_t} (O_{s,k})^{-T}
$$

The initial number of $\sigma$ is the major distinction between proofs of directed and undirected graphs. Thus, the error covariance boundary value is explicitly given as:

$$
[P_k^1(s)]^{-1} \geq \frac{\omega_{\min} Z}{\alpha^2} (Z - 2d_t + 2(s - k + d_t)) > 0
$$

Since $\alpha = \alpha$, the bound of error covariance in (48) is greater than (42).

Remark 4: Based on this analysis, the anti-delay DKF algorithm suggested in this paper can be applied to undirected and directed graphs. Because the real vehicle information fusion environment is diverse and unknown, the suggested algorithm offers a broader range of applications in vehicle network.

V. Simulations and experiment

The discrete-time system can be stated as follows for tracking systems with twelve sensors:

$$
x_{k+1} = \begin{bmatrix}
1 & T & T^2 / 2 \\
0 & 1 & T \\
0 & 0 & 1
\end{bmatrix} x_k + w_k
$$

where $T = 0.01$ s is the sampling period and the target state $x_k = [s_k, \dot{s}_k, \ddot{s}_k]^T$, and $s_k, \dot{s}_k, \ddot{s}_k$ are the position, velocity and acceleration of the target, respectively.

$$
y^j_k = H^j_k x_k + v^j_k, \quad i, j = 1, 2, \ldots, 12
$$

where $H^1 = [1, 0, 0], H^2 = [0, 1, 0], H^3 = [0, 0, 1], H^4 = [1, 0, 0], H^5 = [0, 1, 0], H^6 = [0, 0, 1], H^7 = [1, 0, 0], H^8 = [0, 1, 0], H^9 = [0, 0, 1], H^{10} = [1, 0, 0], H^{11} = [0, 1, 0]$ and $H^{12} = [0, 0, 1]; Q = 1$ and $R_i = \text{diag}(0.8, 1.0, 2.0, 1.0, 0.5, 1.5, 1.0, 1.0, 0.1, 1.0, 1.5, 1.0)$ for any instant. The initial values of state are $\mu_0 = [0, 0, 0]^T$ and $P_0 = I_{12}$, respectively. The communication network between sensors is shown in Fig 2. The elements of the weighted matrix $\mathcal{W}$ are $\omega_{ij} = 1/|\mathcal{N}_i|$, where $j \in \{N_i\}$. The time-varying transmission delays $d_{ij}(k)$ satisfy $d_{ij}(k) |d_{ij}(k) \in \{0, 1, \ldots, d_t\}$, let $d_t = 4$. The probability of occurrence of each delay value is the same as $1/(d_t + 1) = 0.2$.

The simulation is divided into two parts. First, the tracking effects of the proposed Algorithm 1 and that from [20] are compared in the case of the same target motion. Second, the adaptability of Algorithm 1 in undirected and directed graphs is verified, and robustness for different transmission delay bounds is verified.

A. Accurate tracking effect of Algorithm 1 on target

Transmission delays are unavoidable in a vehicle-borne sensor network due to sensor performance discrepancies and external interference. Thus, the proposed Algorithm 1 takes the transmission delays of the sensor network into account.

The tracking effect comparison between Algorithm 1 and Reference [20] is provided in Fig. 3 to emphasize the proposed algorithm’s great performance when the bound of transmission delays $d_t$. Under the same initial conditions, both Algorithm 1 and Reference [20] can track the target. However, careful examination reveals that the suggested Algorithm 1’s tracking accuracy is better than that of [20]. As a result, Algorithm 1 performs better in terms of tracking.
Correspondingly, Fig. 4 shows the MSE of Algorithm 1 and Reference [20] with transmission delay $d_t = 3$ for case 1. Consistent with the above analysis, because Algorithm 1 achieves more accurate tracking performance, the MSE of Algorithm 1 is less than that of [20] in terms of position, velocity and acceleration.

**B. Performance verification of Algorithm 1 under undirected graph and directed graph**

To reduce communication burden, the suggested algorithm is more relevant in practical traffic scenarios. In this subsection, we focus on the tracking effect of the same target by Algorithm 1 for undirected and directed graph, respectively. Fig. 5 shows the MSE of the tracking effect. The centralized algorithm is contrasted to examine the tracking effect of the proposed Algorithm 1 on the target. Algorithm 1 can track the target accurately whether it is used with a directed or undirected graph. The MSE in Fig. 5 agree with these results.

Through careful observation, with the same target, when Algorithm 1 is applied to the directed graph, its MSE is greater than that of the undirected graph because when the sensor network’s communication topology is a directed graph, the number of iterations required to complete finite-time convergence is $\bar{d}_g d_t$, which is more than the number required for an undirected graph. In addition, when compared to an undirected graph, the quantity of data that can be sent at the same time is limited. Thus, MSE will be greater when the algorithm is used on directed graph.

**C. Robustness of Algorithm 2 to different transmission delay bounds**

By varying the upper bound of transmission delays, the robustness of the suggested Algorithm 1 can be investigated in more detail. Fig.6 compares different delay bounds and shows that as transmission delay rises, the MSE of the suggested Algorithm 1 grows moderately. These MSEs all tend to be stable and diminish after a short number of iterations, which is due to the suggested algorithm’s use of finite-time control technology.
Fig. 5. MSE of the Algorithm 1 for undirected (case 1) and directed (case 2) graphs.

Fig. 6. The position MSE of the proposed algorithm subject to different transmission delay bounds for case 1.

D. Experimental case-study

To highlight the feasibility of the Algorithm 1 in practical traffic scenarios, as shown in Fig. 7, three radar sensors are used to track a moving car target in this subsection. The car moves along the approximate straight line, starting from the initial position (0, 6.123)[m] with nearly-constant speed. Three 24G millimeter wave radar sensors (Nanoradar SP25 millimeter wave radar) are located in (0,0) to detect the relative distance and azimuth between the car and the radar sensors.

The experiment consists of 21 samples with sampling interval $T=1/100$s. The obtained experimental results are shown in Fig. 8, and the tracking error MSE is shown in Fig. 9.

According to the tracking results shown in Fig. 8 and Fig. 9, it can be seen that the Algorithm 1 proposed in this paper has similar tracking effect with the centralized algorithm, and better than Reference [20]. The above tracking results are consistent with the previous simulation. Moreover, the excellent performance of the proposed algorithm is verified again.

VI. CONCLUSION

This paper investigates the problem of coordinate fusion of target vehicle state for vehicle-borne sensor networks with
time-varying transmission delays. Compared with previous literature, we consider more non-ideal communication constraints in vehicle network, including communication weight, transmission delay, and network topology. Combining the finite-time control strategy and buffer structure, an anti-delay DFK algorithm is designed, with rigorous proof of simultaneous target state estimation error convergence and anti-delay convergence in the finite-time step. The ingenious trick is that we use distributed design and optimal vector weight technology to address the high complexity problem caused by direct integration, making the algorithm easy to implement in practical vehicle actual states tracking. Furthermore, the upper bound of estimation error covariance is established by using the inverse matrix theorem and Graman matrix characteristics. Based on this result, the maximum possible delay under the allowable detection accuracy can be determined. In addition, both the finite-time convergent DFK algorithm and the derivation of the error covariance bound are generalized to strongly connected digraph communication topology, making it more valuable for practical target vehicle states tracking with worse communication conditions. Finally, the effectiveness and feasibility of the proposed algorithm are verified by simulations and experiments.
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