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Abstract: We propose a simple non-perturbative formalism for false vacuum decay using functional methods. We introduce the quasi-stationary effective action, a bounce action that non-perturbatively incorporates radiative corrections and is robust to strong couplings. The quasi-stationary effective action obeys an exact flow equation in a modified functional renormalization group with a motivated regulator functional. We demonstrate the use of this formalism in a simple toy model and compare our result with that obtained in perturbation theory.
1 Introduction

In the last decade, the arrival of gravitational wave astronomy and the discovery of Higgs metastability have heightened interest in false vacuum (FV) decay. The stochastic gravitational wave background (SGWB) produced in the aftermath of a primordial first-order phase transition could play a key role in answering open questions in particle physics beyond the standard model (BSM). With the active development of future gravitational wave detectors, reliably calculating the SGWB for a wide variety of BSM theories has become essential. These phenomenological studies rely on accurate calculations of the FV decay rate.

The established formalism for FV decay rate calculations, developed by Callan and Coleman [1, 2], uses the saddle point approximation to write the imaginary part of the FV energy in terms of bounce solutions of the tree-level action. Extending this formalism to scenarios in which the tree-level action does not admit bounce solutions has been challenging [3]; and the existing perturbative and non-perturbative methods of incorporating radiative
corrections into the bounce formalism are limited to weakly-coupled theories. With the growing interest in strongly-coupled BSM models, there is a pressing need for new methods for FV decay that are accurate, versatile, and robust to strong couplings.

In this paper, we introduce a new, non-perturbative formalism for FV decay. We argue that the proper generalization of the saddle-point method defines a quasi-stationary effective action (QSEA) which only takes into account fluctuations around the background smaller than a characteristic size. The QSEA is similar in spirit to the coarse-grained effective action proposed by Langer [4], but integrates out small fluctuations in field configuration rather than small length scales.

The quasi-stationary effective action may be straightforwardly computed in the language of the non-perturbative functional renormalization group (FRG) [5]. Within the last decade, the FRG has shown extensive success in tackling non-perturbative problems in QCD; see e.g. [6–20] and [21] for a recent review. We define a slightly modified FRG formulated in terms of the characteristic scale of fluctuations rather than an IR momentum scale. This modified FRG allows us to write a formally exact flow equation which interpolates between the tree-level action and the quasi-stationary effective action. We will demonstrate that in the local potential approximation the flow equation may be written as a simple closed-form differential equation that may be straightforwardly solved using ubiquitous numerical tools.

The rest of this paper is organized as follows. In Sec. 2, we define the QSEA and discuss how it may solve problems with the perturbative bounce formalism and naive non-perturbative methods. In Sec. 3, we show that the QSEA may be implemented in a modified FRG for fluctuations and derive flow equations for the QSEA in the context of the local potential approximation (LPA) with our choice of regulator. We present numerical results for a real scalar theory at finite temperature. Finally, we conclude in Sec 4 by discussing the wide range of new directions, applications, and systematic improvements for the QSEA method.

2 A quasi-stationary effective action for false vacuum decay

In this section, we define the quasi-stationary effective action for FV decay. In Sec. 2.1, we discuss the difficulty of extending the traditional Callan-Coleman “bounce” formalism by non-perturbative means. Whereas naive applications of non-perturbative methods to FV decay are made difficult by the convexity of exact effective actions, careful consideration of the FV decay rate from first-principles yields a non-perturbative, non-convex QSEA that is appropriate for FV decay rate calculations. In Sec. 2.2, we define this QSEA in general terms and use it to write the FV decay rate.

2.1 The bounce formalism and the convexity of effective actions

The bounce formalism uses the stationary phase approximation to write the FV decay rate $\gamma_{\text{FV}}$ as a sum over saddle points (or stationary points) which correspond to “bounce” solutions of the classical Euclidean equations of motion [1, 2]

$$\gamma_{\text{FV}} \simeq Ae^{-\left(S[\phi_b] - S[\phi_F]\right)},$$

(2.1)
where here $S$ is the tree-level action; $\phi_b$ is the bounce solution, which interpolates from the FV at $\tau = \pm \infty$ to a turning point near the true vacuum at $\tau = 0$; $\phi_F$ is the constant false vacuum solution; and the prefactor $A$ includes the fluctuation determinant. For the purposes of this paper, we will consider a real scalar field theory with renormalizeable Euclidean action

$$S[\phi] = \int d^4x \left[ \frac{1}{2} (\partial \phi(x))^2 + V(\phi(x)) \right],$$

but our arguments can be generalized to theories with more extensive field content.

Traditionally, the FV decay rate (2.1) was arrived at by directly expanding the imaginary part of the FV energy around the FV, bounce, and multibounce solutions. However, the path integral for this FV energy is manifestly real, with a non-zero decay rate being a spurious result of perturbation theory; while this can be remedied in an ad-hoc way by meticulously deforming the analytic continuation [22], a first-principles derivation of the decay rate was only put forward in the last decade with the direct method [23]; see [24] for a comprehensive review.

Without modification, the naive bounce formalism (2.1) does not take into account radiative corrections to the action. Notably, this implies that it can only be used if bounce solutions exist for the tree-level action, which is not the case for phase transitions generated by radiative corrections. This signals the breakdown of the stationary phase approximation: when radiative corrections are significant, there exist regions of bounce-like field configurations that are not stationary points of the tree-level action but for which the phase varies sufficiently slowly that they nevertheless dominate the integral [25–27]. The common way of incorporating radiative corrections has been to apply the bounce formalism to the one-loop (instead of the tree-level) effective action. Among other issues, this technique is limited to weakly coupled theories as the latter is calculated in perturbation theory.

A related problem is the relation between the bounce formalism and the exact non-perturbative effective action. While finite-order calculations may give a non-convex effective action, the exact effective action is by definition a convex functional of the fields, and therefore cannot describe the tunneling process of a first order phase transition (see [26–29] for relevant discussion). This may be understood as a consequence of non-local field configurations which are superpositions of the vacuum states [29, 30]. An attractive solution is provided by coarse-graining [4]: in this method, all modes with momentum above a characteristic scale are integrated out before applying the stationary phase approximation; if the scale is chosen correctly, the resulting action for low momentum modes may be non-convex. While coarse-graining can be implemented non-perturbatively through dimensional reduction (e.g. [31–37]) or in the FRG [38–43], this procedure requires a scale separation between high and low momentum modes that breaks down and introduces significant scale dependence in strongly-interacting theories [37, 40]. As a consequence, there is a pressing need for methods robust to strongly interacting theories.

### 2.2 Defining the quasi-stationary effective action

Motivated by the picture of radiative corrections as quasi-stationary patches of field space, we propose a new formalism for FV decay based on a non-perturbative generalization of
the stationary phase approximation which integrates over local fluctuations in field space. Under the assumption that the phase varies rapidly everywhere except in certain non-overlapping regions of bounce-like field configurations $U_n$, we may write an arbitrary path integral as

$$Z \equiv \int D\phi e^{-S[\phi]} \simeq \sum_n \int_{U_n} D\phi e^{-S[\phi]}.$$  

(2.3)

Because the regions outside the dominant patches $U_n$ are negligible by construction, the individual path integrals in Eq. (2.3) are insensitive to the integration boundary, provided it encloses the patch. This allows the replacement of each individual integration limit $U_n$ with an upper bound $\varphi^2 \lesssim k^{-2}$ on the size of field-space fluctuations $\varphi(x) = \phi(x) - \bar{\phi}_n(x)$ around the background field $\bar{\phi}_n = \langle \phi \rangle_n$ within each patch, where here $k$ is some chosen inverse scale. This condition should be applied in the fluctuation eigenbasis, which for uniform $\bar{\phi}(x)$ corresponds to the momentum basis, $\varphi(p)\varphi(q) \lesssim k^{-2}\delta(p+q)$. We may then introduce the quasi-stationary effective action (QSEA)

$$\Gamma_k[\bar{\phi}] \equiv -W_k[J, \bar{\phi}] + \int J\bar{\phi} \quad \text{s.t.} \quad \bar{\phi} = \frac{\delta W_k}{\delta J}.$$  

(2.4)

in terms of the scale-dependent generator of connected Green’s functions

$$W_k[J, \bar{\phi}] = \ln \int D\phi e^{-S[\phi]+\int J\phi} \bigg|_{\varphi^2 \lesssim k^{-2}}.$$  

(2.5)

which only takes into account local fluctuations around $\bar{\phi}$. With this effective action, the path integral (2.3) may then be written (up to some path integral normalization $\mathcal{N}$) as

$$Z \simeq \mathcal{N} \sum_n \exp[-\Gamma_k[\bar{\phi}_n]].$$  

(2.6)

As field configurations away from the quasi-stationary points $\bar{\phi}_n$ yield negligible contributions to the integral by construction, the quasi-stationary effective action becomes large

---

**Figure 1.** Illustration of the integration boundaries in Eq. (2.5). Grey blobs: quasi-stationary regions in field space $U_n$ surrounding quantum solutions of the equations of motion that may contribute to a given path integral, such as the constant false vacuum $\phi_F$, the bounce configuration $\phi_b$, and multibounce solutions $\phi^{(n)}_b$. Blue circles: fluctuations $\varphi$ around the quantum solutions integrated over in the QSEA.
except at those points. The points $\tilde{\phi}_n$ are thus minima of $\Gamma_k$ and solutions of the quantum rather than classical equations of motion $\delta \Gamma_k / \delta \tilde{\phi} = 0$.

The QSEA self-consistently takes into account fluctuations around the quantum solution generated by those same fluctuations, resolving the “catch 22” in Ref. [37]. Although written as a sum around quantum stationary points, the QSEA treats quasi-stationary fluctuations without the need to invoke the stationary phase approximation. A representation of the QSEA integration limits in field space is given in Fig. 1.

Because the QSEA only takes into account bounded fluctuations, it is in general non-convex and may admit bounce solutions. Using the QSEA to evaluate the path integrals in the direct method [23, 24] and correctly accounting for the zero-modes arising from spatial translations of the bounce we arrive at an expression for the FV decay rate

$$\gamma_{FV} \simeq Je^{-(\Gamma_k[\phi_b] - \Gamma_k[\phi_F])},$$

where within the derivative expansion articulated later in the paper, the Jacobian factor arising from space-time translations of the bounce is given by [30, 44]

$$J \simeq \left[ \frac{\Gamma_k[\phi_b] - \Gamma_k[\phi_F]}{2\pi U''_k(\phi_F)} \right]^2.$$  

(2.8)

$\Gamma_k$ is analogous to the perturbative bounce action and should converge on the perturbative result in the small coupling limit. A detailed derivation of the decay rate in the direct method with the QSEA may be found in App. B, with further nuances addressed in [45].

3 The functional renormalization group for fluctuations

The quasi-stationary effective action may be defined more concretely within the language of the FRG (we include a brief review in App. A). In Sec. 3.1, we introduce a modified FRG that flows in fluctuation size rather than momentum scale, in which the QSEA is naturally realized as the scale-dependent effective action. In Sec. 3.2, we discuss the choice of regulator functionals for this modified FRG and define the particular regulator used in this paper. In Sec. 3.3, we derive the specific flow equations for the QSEA in the LPA, the leading order of the derivative expansion. Lastly, in Sec. 3.4 we present numerical results for the QSEA in the LPA for a real scalar theory at zero temperature.

3.1 The QSEA flow equation

The usual FRG is a powerful tool for non-perturbative problems which introduces a regulator term $R_k(p)$ to the action that makes low-momentum modes below the scale $k$ massive. An exact flow equation interpolates from the $k \to \infty$ tree-level action to the full one-particle irreducible (1PI) effective action at $k = 0$ by successively taking into account modes with scale $p \sim k$.\footnote{It was shown in [46] that this yields a convex effective action.}

Whereas the the characteristic scale $k$ in the traditional FRG acts as a momentum bound, the QSEA scale $k$ is the reciprocal of an upper bound on fluctuation size. In
order to implement the QSEA in the FRG, we introduce a modification to the FRG that flows over fluctuation size rather than momentum scale. We define a modified regulator functional \( R_k[\bar{\phi}; p] \) which enforces the condition \( \phi^2 \lesssim k^{-2} \mathbb{1} \) at a scale \( k \) by freezing out large fluctuations. This is in contrast to the usual FRG regulator function, which is \( \bar{\phi} \)-independent and freezes out IR modes with momentum \( p \lesssim k \).

Within this FRG for fluctuations, we define the QSEA as the scale dependent effective action, which is as usual defined as the modified Legendre transform

\[
\Gamma_k[\bar{\phi}] = -W_k[J, \bar{\phi}] + \int J\bar{\phi} - \Delta S_k[\bar{\phi}],
\]

with a generator of connected Green’s functions \( W_k \) that acquires new dependence on \( \bar{\phi}^2 \)

\[
W_k[J, \bar{\phi}] = \ln \int \mathcal{D}\phi \exp \left[ -S[\phi] + \int J\phi - \frac{1}{2} \int_p R_k[\bar{\phi}; p] \phi(-p)\phi(p) \right]
\]

and \( \Delta S_k[\bar{\phi}] = \frac{1}{2} \int_p R_k[\bar{\phi}; p] \phi(-p)\phi(p). \)

If the external modified regulator term is absorbed into \( W_k[J, \bar{\phi}] \), its effect is to give mass to the fluctuations away from the mean field. Although the Legendre transform for \( \bar{\phi} \) is unchanged, the inverse Legendre transform picks up additional pieces due to the \( \bar{\phi} \)-dependence of the regulator functional and must therefore be defined implicitly

\[
\bar{\phi} = \frac{\delta W_k[J, \bar{\phi}]}{\delta J} \equiv W_k^{(1,0)}[J, \bar{\phi}],
\]

\[
J = \Gamma_k^{(1)}[\bar{\phi}] + W_k^{(0,1)}[J, \bar{\phi}] + \Delta S_k^{(1)}[\bar{\phi}],
\]

where the superscripts indicate partial functional derivatives. The scale-dependent effective action obeys the formally exact flow equation,

\[
\partial_k \Gamma_k[\bar{\phi}] = \frac{1}{2} \int_p (\partial_k R_k) G_k[\bar{\phi}; -p, p],
\]

in terms of the exact propagator for the theory at the scale \( k \),

\[
G_k[\bar{\phi}] = W_k^{(2,0)}[J, \bar{\phi}] = \frac{\delta^2 \bar{\phi}}{\delta J}. \tag{3.7}
\]

The full expression for the propagator,\(^3\)

\[
G_k[\bar{\phi}; p, q] = \int_{p', q'} (\mathbb{1} - W_k^{(1,1)})_{p, p'}^{T} \left[ \Gamma_k^{(2)} + W_k^{(0,2)} + \Delta S_k^{(2)} \right]^{-1}_{p', q'} (\mathbb{1} - W_k^{(1,1)})_{q', q}, \tag{3.8}
\]

is derived in App. C, where here \( [\ldots]^{-1} \) denotes a functional inverse and the simplified notation \( (\mathbb{1} - W_k^{(1,1)})_{p, q} = \delta(p - q) - \frac{\delta^2 W_k}{\delta\bar{\phi}(p)\delta\bar{\phi}(q)} \) with \( \delta/\delta\bar{\phi} \) and \( \delta/\delta J \) here indicating partial

\(^2\)Here \( f_p \equiv \int d^d p/(2\pi)^d \) and \( f_p \equiv \int d^d x \)

\(^3\)The terms \( W_k^{(1,1)} \), which arise due to the new functional dependence of \( W_k \) on \( \bar{\phi} \) in the QSEA, were omitted from Eq. (3.8) in the version of this paper which originally appeared on the arXiv. As discussed in App. C, they ultimately do not affect our results.
functional derivatives. Although this expression is not in general closed-form, we will show that it admits closed-form solutions for $G_k$ for certain well-motivated choices of regulator and within the derivative expansion, which can be substituted directly into the flow equation, Eq. (3.6).

The exact flow equation flows from the initial condition $\Gamma_{\Lambda} = S$ at a UV scale $k = \Lambda$ to the QSEA at some scale $k_{\min}$. A natural question is how to choose the correct scale $k_{\min}$ at which to stop the flow, which corresponds to the inverse of the maximum scale of fluctuations incorporated into the QSEA. In contrast with earlier proposals [40, 42], the QSEA with an appropriately defined regulator functional (as in the following section) converges to an action which is manifestly non-convex in the limit $k_{\min} \to 0$. The QSEA stops being sensitive to the scale $k$ when all bounce patches are fully enclosed, such that any choice of $k_{\min}$ below the scale of convergence yields consistent results. Therefore we are free to relax the scale all the way to $k_{\min} = 0$ in the following, which amounts to taking into account all local fluctuations (corresponding to $S_k^{(2)}[\bar{\phi}] \geq 0$) around the mean field.

3.2 Regulator functionals for fluctuation size

As motivated above, the QSEA can be incorporated into FRG by an appropriate definition of the regulator that constrains the size of fluctuations $\phi^2 \lesssim k^{-21}$. The leading inverse scale of quantum fluctuations around a constant mean-field $\bar{\phi}$ is given by the fluctuation operator $-\partial^2 + V''_k$ for the scale dependent theory $V''_k = V'' + R_k$. The eigenbasis for the fluctuation operator is the momentum basis $\phi(x,p)$, with eigenvalues $p^2 + V''_k$. Therefore, for uniform $\bar{\phi}(x) = \bar{\phi}$ as encountered in the context of derivative expansion later in the paper we will focus on a class of regulator functionals $R_k$ which satisfy the criteria

\[
\begin{align*}
  p^2 + V'' &\ll k^2 \implies R_k[\bar{\phi};p] \sim k^2, \\
  p^2 + V'' &\gg k^2 \implies R_k[\bar{\phi};p] \sim 0,
\end{align*}
\]

such that $p^2 + V''_k \gtrapprox k^2$ everywhere. For the purpose of the local potential approximation presented in this paper, we will choose a regulator

\[
R_k[\bar{\phi};p] = \left( k^2 - \frac{1}{\mathcal{V}} \int_x [p^2 + V''(\bar{\phi}(x))] \right) \cdot \Theta \left( k^2 - \frac{1}{\mathcal{V}} \int_x [p^2 + V''(\bar{\phi}(x))] \right),
\]

which for uniform $\bar{\phi}(x)$ may be seen as a minimal choice: it sets $p^2 + V''_k = k^2$ for $p^2 + V'' \lesssim k^2$ and has no effect when $p^2 + V'' \gtrapprox k^2$. Here and below, $\Theta(x)$ is the Heaviside (step) function, and $\mathcal{V}$ spacetime volume. Although this regulator was chosen to correctly regulate the scale of fluctuations, we will show that within the derivative expansion it also gives closed-form solutions to Eq. (3.8), dramatically simplifying the task of solving the flow equation. Outside of the local potential approximation, the choice of regulator becomes more complex, as the fluctuation eigenbasis is no longer the momentum basis; this is the subject of ongoing work.

It is worth noting that one may use any regulator function $R_k$ which consistently takes into account fluctuations $\sim k^{-2}$ at the scale $k$, because the QSEA is insensitive to the integration boundary by construction. Other well-motivated choices might substitute $\Gamma_{k_{\min}}^{(2)}$ in place of the average fluctuation operator in Eq. (3.11), or use the averaged field rather
than the averaged fluctuation operator. These choices become more important outside of the derivative expansion, and will be the subject of future works. One might even be tempted to make a field-independent choice analogous to (3.11) evaluated at a fixed background field $\phi_0$, as has been explored in Ref. [47]; one specific example would be $R_k = (k^2 - p^2 - \min_\phi V'')\Theta(k^2 - p^2 - \min_\phi V'')$. This choice of regulator is equivalent to coarse-graining with the scale $k^2_{\text{min}} = \min V''(\phi)$. Although it does enforce $p^2 + V'' \geq k^2$ everywhere, this approximation smears the size of field-space fluctuations, so that the fluctuation size is regulated inconsistently across different field values. Smearing the fluctuation size results in scale-dependence of the coarse-grained effective action: it is not in general possible to take into account all local fluctuations without also incorporating non-local fluctuations. As has been observed [40], this effect is expected to worsen for strongly-coupled theories.

Different choices of regulator might lead to slight variations in result under the various approximation schemes used to solve the flow equation, as well as different convergence behavior. In particular, one might imagine using convergence criteria to define an optimized regulator as has been done in the conventional FRG [48, 49]. Such an analysis is beyond the scope of the present paper and will be deferred to future work.

### 3.3 The local potential approximation

Although the flow equation is formally exact, in practice approximation schemes are required to solve it. Reasonable approximation schemes are fully robust to strongly-coupled systems and preserve the one-loop structure of the flow equation. For the purposes of this paper, we will work within the leading order of the derivative expansion (DE), known as the local potential approximation (LPA). In the LPA, one takes an ansatz for the effective action

$$\Gamma_k[\bar{\phi}] = \int d^4x \left[ \frac{1}{2} (\partial \bar{\phi})^2 + U_k(\bar{\phi}(x)) \right]$$

(3.12)

in which all the scale-dependence is contained in a local effective potential $U_k(\bar{\phi}(x))$. Evaluating both sides of the flow equation for $\Gamma_k$ at constant $\bar{\phi}$ then yields a flow equation for the quasi-stationary effective potential $U_k$.

With the regulator specified in Eq. (3.11), the constant-field propagator dramatically simplifies, as we will demonstrate. As discussed in App. C, the $W_k^{(1,1)}$ terms in the propagator only contribute $\propto \delta(p)\delta(q)$. Then, carefully expanding the propagator for uniform $\bar{\phi}$ and performing the inversion as in App. D, the result may be summarized as

$$G_k[\bar{\phi}; p, q] = G_k(\bar{\phi})\delta(p + q) + \{\text{terms } \propto \delta(p)\delta(q)\}$$

(3.13)

for $G_k(\bar{\phi})$ that is a function of the constant field value

$$G_k(\bar{\phi}) = \frac{1}{p^2 + U'' + R_k + \frac{V'''}{2} \int p' G_k[\bar{\phi}; p', p'] \Theta(k^2 - p'^2)}$$

(3.14)

\footnote{While the regulator used in this paper is only valid in the context of the DE, the QSEA is not in principle limited to the DE or the LPA; extending beyond the LPA is the subject of ongoing work.}
Figure 2. The QSEA in action. The effective potential calculated using the QSEA flow equation in the LPA Eq. (3.17) (black), in 4D perturbation theory (red dashed), and in the unmodified FRG (purple dotted) for the tree-level potential Eq. (3.18) (blue). (a) Weakly-coupled theory with $m^2 = 0.014$, $\alpha = -0.09$, $\lambda = 0.185$, with UV-scale $\Lambda_{\text{QSEA}} = 2$ for units $v = 1$. (b) Strongly-coupled theory with $m^2 = 1.4$, $\alpha = -9$, $\lambda = 18.5$, with UV-scale $\Lambda_{\text{QSEA}} = 2.5$. As expected, the QSEA exhibits minimal scale dependence: by $k = 0.1$ the QSEA has converged to $|U_{k=0.1}(\phi) - U_{k=0}(\phi)| \leq 3.6 \cdot 10^{-7}$ for the parameters in (a) and $1.9 \cdot 10^{-5}$ for the parameters in (b).

rather than a functional of the entire field configuration and terms $\delta(p)\delta(q)$ that may be excluded by choosing the regulator to vanish at this point. Here for convenience we have introduced $\tilde{k}^2(\phi) \equiv k^2 - V''(\phi)$. In both the flow equation (3.6) and the above (3.14), the propagator is always associated with a Heaviside function $\Theta(\tilde{k}^2 - p^2)$. In this context, resolving the $\Theta$-function in $R_k$ yields a $G(\tilde{\phi})$ that is $p$-independent over the integration range. We may therefore evaluate the integral to find

$$G_k(\tilde{\phi}) = \frac{1}{\tilde{k}^2 + U'' + \frac{k^4(\phi)}{64\pi^2} V'''' G_k(\tilde{\phi})}.$$  

Eq. (3.15) has the closed-form solution

$$G_k(\tilde{\phi}) = \frac{1}{\tilde{k}^2(\phi) + U''(\phi)} + \frac{2}{1 + \sqrt{1 + \frac{V''''(\phi) k^4(\phi)}{16\pi^2(k^2 + U'')^2}}}.$$  

Lastly, we may write the flow equation in the LPA

$$\partial_k U_k(\phi) = \int_p k \Theta(\tilde{k}^2(\phi) - p^2) \frac{G_k[\tilde{\phi}; -p, p]}{\mathcal{V}} = \frac{kk^4(\phi) \Theta(\tilde{k}^2)}{32\pi^2(k^2 + U'')^2} + \frac{2}{1 + \sqrt{1 + \frac{V''''(\phi) k^4(\phi)}{16\pi^2(k^2 + U'')^2}}}.$$  

Further discussion of the inversion of the propagator and the derivation of the flow equation may be found in App. D.
3.4 Demonstration in a simple model

We will consider a model with one real scalar field with potential

\[ V(\phi) = \frac{m^2}{2} \phi^2 + \frac{\alpha}{3!} \phi^3 + \frac{\lambda}{4!} \phi^4. \]  

(3.18)

For appropriate values of \( m^2, \alpha, \lambda \) with a negative cubic term this theory has two minima, such that FV decay may occur from the local to the global minimum.

Fig. 2 shows the effective potential for two sets of parameters. In Fig. 2a, the QSEA is evaluated for parameters well into the perturbative regime. We compare the result to the one-loop effective potential and the unmodified (“pure”) FRG with the bare parameters \( m^2, \alpha, \lambda \) defined at the UV momentum cutoff \( \Lambda_\mathrm{max}(\phi) = \Lambda^2 - V''(\phi) \), arising from the definition of the QSEA-FRG in terms of fluctuation size. An alternative scheme is to transform the flow equation back to a momentum scale and perform the usual normalization. We observe that, as expected, the QSEA agrees nearly identically with the one-loop effective potential.

In Fig. 2b, the tree-level parameters are in the strong coupling regime. As expected, the non-perturbative QSEA and the perturbative effective potential disagree significantly. In fact, the perturbative result gives qualitatively different behavior than the QSEA: whereas the QSEA predicts a first-order phase transition, the perturbative result does not. This difference underscores the importance of non-perturbative methods which are robust in the strong-coupling regime.

4 Conclusion

In this work we have proposed a new non-perturbative technique to study false vacuum decay through the quasi-stationary effective action defined by Eq. (2.4). The QSEA takes into account local fluctuations in field-space which dominate the path integral, resulting in an expression for the false vacuum decay rate without fluctuation determinant, Eq. (2.7). The formalism has a natural implementation within the framework of functional renormalization: the locality of fluctuations can be enforced through a false vacuum regulator in a subtly modified functional renormalization group. This technique allows for very simple numerical application using a variety of integration techniques. The success of QSEA is demonstrated for a simple model defined by Eq. (3.18), through a direct comparison with the result obtained in 1-loop perturbation theory in Fig. 2.

A recent alternative proposal for the calculation of the FV effective action is based on the two-particle irreducible (2PI) effective action [50, 51]. Similar methods may also be applied within the context of the FRG, defining an alternative flow equation in which the regulator plays a very different role [52, 53]. FV decay in the latter context has not been studied yet, but it will be interesting to compare the results with those found using the techniques proposed here. Indeed, the QSEA introduced in this paper may be naturally understood in the language of the 2PI [54], yielding FRG flow equations including additional mass dressing terms; this 2PI-QSEA may allow for more robust handling of higher orders of the derivative expansion which become urgent at finite temperature.
Our results encourage further study of the QSEA in a range of directions. The derivation for a single real scalar field can be expanded to include coupled degrees of freedom of different spin; the inclusion of finite temperature into the flow equation is straightforward. Future effective field theory studies of the electroweak phase transition along the lines of [37] may determine whether the resulting theoretical uncertainty is reduced. Moreover, the QSEA could be a useful tool in studies of the zero-temperature stability of the electroweak vacuum [55].

Importantly, the techniques introduced here can be applied to strongly interacting theories. A key strength of functional renormalization is its ability to non-perturbatively treat large couplings and interpolate between IR and UV pictures of theories with composite scalars. The Polyakov-loop enhanced quark meson model (PQM) [56] has a natural implementation in the FRG [7–10, 12, 57, 58], and the techniques derived in this work may be extended to this model. Future work along this direction will be aimed at studying (thermal) phase transitions occurring in strongly coupled models of dark matter (e.g. [59–64]), models with heavy axions [65] and QCD baryogenesis [66, 67]. In these models, QSEA is the first step towards reliable predictions of the stochastic gravitational wave background from the early universe.
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A Functional renormalization

Here we review a few important aspects of the unmodified functional renormalization group (FRG), but we encourage the unfamiliar reader to learn the basics of the methodology elsewhere, for example through [5, 21]. The FRG works through the introduction of a scale-dependent IR cutoff term to the action

\[ \Delta S_k[\bar{\phi}] = \frac{1}{2} \int_p R_k(p) \bar{\phi}(-p) \bar{\phi}(p). \]  

(A.1)

Here \( R_k(p) \) is the regulator function, and must be chosen such that low-momentum modes \( p < k \) below the FRG scale \( k \) are made massive, while high-momentum modes \( p > k \)
above the FRG scale are not. A typical choice of regulator is the theta-function regulator $R_k \propto \Theta(k^2 - p^2)$ [48, 49]. With this term, we can define a scale-dependent effective action as the modified Legendre transform

$$\Gamma_k[\phi] = -W_k[J] + \int J\phi - \Delta S_k[\phi], \quad (A.2)$$

$$W_k[J] = \ln \int D\phi e^{-S[\phi] + \int J\phi - \Delta S_k[\phi]}. \quad (A.3)$$

The scale dependent effective action interpolates between the microscopic action at $k \to \infty$, where all modes are frozen out, and the exact 1PI effective action at $k = 0$, where all modes are taken into account and $\Delta S_k = 0$. The effective action at different scales related by a formally exact flow equation [5]

$$\partial_k \Gamma_k[\phi] = \frac{1}{2} \int_p (\partial_k R_k(p)) G_k[\phi; -p, p], \quad (A.4)$$

where

$$G_k[\phi; p, q] = \left[\Gamma_k^{(2)}(\phi) + R_k \delta(p + q)\right]^{-1} \quad (A.5)$$

is the exact propagator. This equation is also called the Wetterich equation [5].

To solve the flow equation Eq. (A.4) in practice, approximations such as the derivative expansion and vertex expansion (distinct from a weak coupling expansion) must be used. The derivative expansion employs a local ansatz for the effective action expanded to orders in the derivative; the leading-order LPA employed in this paper takes the ansatz (3.12) including a single derivative term and a local potential. In the vertex expansion, the coupled flow equations for the various 1PI vertices are truncated at some order $n$ s.t. $\partial_k \Gamma^{(n)}[\phi] = 0$. The derivative expansion is valid for small momenta $p \leq \text{max}(k, \xi^{-1})$, where $\xi$ is the correlation length; within the context of the FRG the derivative expansion is particularly well motivated because the regulator function $R_k(p)$ enforces $p \lesssim k$ within the flow equation. With optimized regulator functions [48, 49] chosen to maximize the convergence of these approximation schemes, the derivative expansion has been found to be highly effective for many applications even at leading order; see e.g. [7–10, 12, 57, 58] for applications within QCD.

### B The decay rate in the direct method

In the direct method [23], the decay rate can be written as

$$\gamma_{\text{PV}} = \frac{1}{V_3} \lim_{T \to \infty} \left| \frac{2 \text{Im} \left( \int D\phi e^{-S_E[\phi]} \delta(\tau_\Sigma[\phi]) \right)}{\int D\phi e^{-S_E[\phi]} \int D\phi e^{-S_E[\phi]} |_{T \to iT} \tau_\Sigma[\phi]} \right|, \quad (B.1)$$

where $\tau_\Sigma$ is a functional returning the imaginary time at which the field configuration crosses the turning-point surface $\Sigma$. In the above, the crucial analytic continuation is contained within the expression $\int \tau_{\Sigma > 0}$. As per the discussion below Eq. (4.15) in Ref. [24], this notation is used with a very specific meaning. First, the path integrals in both the numerator
and denominator are evaluated for real $T > 0$ (i.e. in Euclidean space). Following the evaluation of the path integrals, the expression inside the parentheses is then analytically continued to $T = iT$ (i.e. back to Minkowski space). Lastly, the imaginary part is taken. The dependence on $T$ may be made more explicit by introducing a phase factor $r$ as per Eq. (4.15) in Ref. [24],

$$\gamma_{FV} = \frac{1}{V_3} \lim_{T \to \infty} \left| 2 \text{Im} \left( \frac{\int D\phi e^{-rS[\phi]} \delta(rT[\phi])}{\int D\phi e^{-rS[\phi]}} \right) \right|_{r>0}. \quad (B.2)$$

Here as before we evaluate the path integrals in Euclidean space for real $r > 0$, analytically continue to $r = i$, and then take the imaginary part. This procedure is introduced on pages 34 and 35 of Ref. [24], and is derived from first principles. Typically, this expression is evaluated using the saddle-point approximation for both the numerator and the denominator; to go beyond perturbation theory, we will instead use the non-perturbative generalization of the saddle-point approximation introduced in this paper. The numerator is dominated by the stationary patch $U_b$ surrounding the bounce solution, whereas the denominator is dominated by the stationary patch $U_F$ surrounding the false vacuum.

In dealing with these regions, we must first treat the zero modes $\partial_\mu \bar{\phi}_b$ corresponding to translations of the bounce. We will follow a prescription which largely follows [44]. We can write a general field configuration over some basis $\phi_i(x)$ as

$$\phi = \bar{\phi}_b(x) + \xi_i \phi_i(x). \quad (B.3)$$

In the typical perturbative case, this basis is chosen to be the eigenbasis of $S^{(2)}$; however because we are working in terms of quantum solutions, we will work in the eigenbasis of $\Gamma^{(2)}$, with eigenvalues $\lambda_i$. We will choose the fields to be normalized according to the convention

$$\langle \phi_i | \phi_j \rangle = \int_x \phi_i \phi_j = 2\pi \delta_{ij}. \quad (B.4)$$

The space-time translation modes $\partial_\mu \bar{\phi}_b$ can be shown to have zero eigenvalue. These modes may be accounted for via a collective coordinate, up to a Jacobian factor which we will now determine. The inner product of the translation modes, without normalization is

$$\langle \partial_\mu \bar{\phi}_b | \partial_\nu \bar{\phi}_b \rangle = \int_x (\partial_\mu \bar{\phi}_b)(\partial_\nu \bar{\phi}_b) = \delta_{\mu\nu} \int_x (\partial_\mu \bar{\phi}_b)^2 \quad (\text{no sum}). \quad (B.5)$$

The properly normalized zero modes are thus $\sqrt{2\pi/\int_x (\partial_\mu \bar{\phi}_b)^2} \partial_\mu \bar{\phi}_b$. Therefore, we can separate out the zero modes in the definition of the general field configuration as

$$\phi = \bar{\phi}_b(x) + \sum_\mu \xi_\mu \sqrt{\frac{2\pi}{\int_x (\partial_\mu \bar{\phi}_b)^2}} \partial_\mu \bar{\phi}_b + \sum_i \xi_i \phi_i(x). \quad (B.6)$$

An equivalent parameterization is in terms of a collective coordinate $x_0$ to account for the space-time translations of the bounce corresponding to $\lambda_0 = 0$. Within this alternate formulation, we should write

$$\phi = \bar{\phi}_b(x + x_0) + \zeta_i \phi_i(x + x_0). \quad (B.7)$$
Expanding for small $x_0$, we observe
\[ \phi = \tilde{\phi}_b(x) + x_0^\mu \partial_\mu \tilde{\phi}_b(x) + \zeta_i \phi_i(x) + \zeta x_0^\mu \partial_\mu \phi_i(x). \] (B.8)

Comparing Eqs. (B.6) and (B.8), we do indeed recover the same modes $\partial_\mu \tilde{\phi}_b$ as promised, up to a Jacobian factor. Note that there is an important distinction between the sum over $\mu$ in the above expression and Eq. (B.6): in the above, the sum should include the metric $x_0^\mu \partial_\mu \tilde{\phi}_b = g^\mu \nu x_\mu \partial_\nu \tilde{\phi}_b$, whereas in Eq. (B.6) it should not. This makes no difference for a Euclidean collective coordinate; however, if one wished to use a general time coordinate (e.g. Minkowski time) there would be additional phases. As a consequence, when performing the analytic continuation in (B.2), the collective coordinate integral and Jacobian we have defined here and below do not rotate with $r$. If one were to use a collective coordinate that did rotate with $r$, any phase would cancel between the integral measure and the Jacobian. For small $\zeta$ and a Euclidean collective coordinate, the Jacobian between $\zeta_i$ and $\xi_i$ is one and the Jacobian between $x_0$ and $\xi_\mu$ is
\[ J[\tilde{\phi}_b] = \prod_\mu \sqrt{\int \frac{f_\mu (\partial_\mu \tilde{\phi}_b)^2}{2\pi}} \quad \text{(no sum).} \] (B.9)

Next, we will evaluate the Jacobian term in Euclidean space with real $T > 0$. We know that, because of the spherical symmetry of the bounce, before analytic continuation from real $\tau$ to imaginary $\tau$ it’s true that
\[ \int_x (\partial_\mu \tilde{\phi}_b)^2 = \int_x (\partial_i \tilde{\phi}_b)^2 \quad \text{(no sum)} = \Gamma[\tilde{\phi}_b] - \Gamma[\tilde{\phi}_F]. \] (B.10)

This arises from invariance under infinitesimal coordinate dilations. Because action is invariant under $\tilde{\phi}(x) \rightarrow \tilde{\phi}(e^{-a}x)$ for $a \rightarrow 0$, we know that the variation of the action under such transformations is zero. We can then use the fact that
\[ \lim_{a \rightarrow 0} \frac{\partial_\mu \tilde{\phi}}{\partial a} = -\partial_\mu \tilde{\phi} - x_\nu \partial_\mu \partial_\nu \tilde{\phi} \] (B.11)
to write the variation of the action as
\[ \delta \Gamma = 0 = \int_x \left[ -(\partial_\mu \tilde{\phi})^2 - (\partial_\mu \tilde{\phi})(x_\nu \partial_\mu \partial_\nu \tilde{\phi}) - (x_\nu \partial_\nu \tilde{\phi})U'(\tilde{\phi}) \right] \] (B.12)
\[ = \int_x \left[ -(\partial_\mu \tilde{\phi})^2 - \frac{1}{2} x_\nu \partial_\nu (\partial_\mu \tilde{\phi})^2 - x_\nu \partial_\nu U(\tilde{\phi}) \right]. \] (B.13)

If the potential is normalized so that $U(\tilde{\phi}_F) = 0$ (i.e. replacing $\Gamma$ with $\Gamma - \Gamma_F$) and noting that that $\partial_\mu \tilde{\phi}$ vanishes at the integral boundary, we can use integration by parts on the last two terms
\[ \delta \Gamma = \int_x \left[ -(\partial_\mu \tilde{\phi})^2 + 2(\partial_\mu \tilde{\phi})^2 + 4U'(\tilde{\phi}) \right] \] (B.14)
\[ = \int_x \left[ (\partial \tilde{\phi})^2 + 4U(\tilde{\phi}) \right] = 0 \] (B.15)
with the factor of 4 coming from the sum. Therefore, returning to our definition of the effective action,

$$\Gamma[\bar{\phi}_b] - \Gamma[\bar{\phi}_F] = \int_x \left[ \frac{1}{2} (\partial \bar{\phi}_b)^2 + U(\bar{\phi}_b) - U(\bar{\phi}_F) \right]$$

$$= \int_x \frac{1}{2} (\partial \bar{\phi}_b)^2 - \frac{1}{4} (\partial \bar{\phi}_b)^2$$

$$= \frac{1}{4} \int_x (\partial \bar{\phi}_b)^2. \tag{B.18}$$

Lastly, the spherical symmetry of the bounce means that in Euclidean coordinates

$$\frac{1}{4} \int_x (\partial \bar{\phi}_b)^2 = \int_x (\partial_0 \bar{\phi})^2 = \int_x (\partial_t \bar{\phi})^2 \quad \text{(no sum)} = \Gamma[\bar{\phi}_b] - \Gamma[\bar{\phi}_F]. \tag{B.19}$$

This allows us to write the Jacobian for a Euclidean collective coordinate as

$$\mathcal{J}[\bar{\phi}_b] = \left( \frac{\Gamma[\bar{\phi}_b] - \Gamma[\bar{\phi}_F]}{4\pi^2} \right)^2 \tag{B.20}$$

which is real. We should also perform a similar treatment for translations of the shot.

With this Jacobian factor, we can extract the collective coordinates from the path integral

$$\int \mathcal{D}\phi e^{-rS[\phi]} \delta(r\Sigma[\phi]) \simeq \int d^4x_0 \left[ \int_{U_b} \mathcal{D}'\phi \mathcal{J}[\phi] e^{-rS[\phi]} \delta(r\Sigma[\phi]) \right. \tag{B.21}$$

$$\left. + \int_{U_s} \mathcal{D}'\phi \mathcal{J}[\phi] e^{-rS[\phi]} \delta(r\Sigma[\phi]) \right],$$

where the integrals are restricted to the regions $U_b$ and $U_s$ surrounding the quantum bounce and shot solutions, respectively, and where $\Sigma$ denotes the turning-point surface. The measure $\mathcal{D}'\phi$ indicates that the zero modes have been extracted from the path integral. While the restriction that the integrals run over $U_b$ and $U_s$ mean that these translational modes don't show up in the integration, the integrals $\int_U \mathcal{D}\phi$ and $\int_U \mathcal{D}'\phi$ are dimensionally different as the latter has the second through fifth eigenmodes omitted. In order to account for this difference, we will extract the corresponding eigenmodes from the denominator.\footnote{Equivalently, we could also shift the eigenmodes in the numerator over four places so that in the numerator $\{\lambda_1, \lambda_6, \lambda_7, \ldots \} \rightarrow \{\lambda_1, \lambda_2, \lambda_3\}$.} The collective coordinate integral over $t_0$ then simply resolves the delta-function, yielding a $1/r^3$ factor and fixing $t_0$ to some value $t^*$ if $\phi$ indeed crosses $\Sigma$ and otherwise simply yielding 0; we will summarize this with a term $\Theta_{\Sigma}[\phi]$ that yields 1 if $\phi$ hits $\Sigma$ and 0 otherwise,

$$\left( \int dt_0 \delta(r\Sigma[\phi]) \right)_{r>0} = \frac{1}{r} \Theta_{\Sigma}[\phi]. \tag{B.22}$$

Note that here, as $r > 0$, $t_0$ is a Euclidean coordinate. The spatial integral over $\vec{x}_0$ simply yields a volume factor, and so

$$\int \mathcal{D}\phi e^{-rS[\phi]} \delta(r\Sigma[\phi]) \simeq \frac{V_3}{r} \left[ \int_{U_b} \mathcal{D}'\phi \mathcal{J}[\phi] e^{-rS[\phi]} \Theta_{\Sigma}[\phi] + \int_{U_s} \mathcal{D}'\phi \mathcal{J}[\phi] e^{-rS[\phi]} \Theta_{\Sigma}[\phi] \right]. \tag{B.23}$$
Here and below, $\mathcal{V}_3$ is the volume of three-dimensional space. Because we are evaluating
over only local regions around the bounce and shot, we can pull the Jacobian factors out of
the integral as well evaluate the $\Theta_{\Sigma}$ term, leading to a factor of 1/2 for the bounce term
due to the fact that only half of the fluctuations around the bounce solution satisfy $\Theta_{\Sigma}$,
\[
\int D\phi e^{-rS[\phi]} \delta(\tau_{\Sigma}[\phi]) \simeq \frac{\mathcal{V}_3}{r} \left[ \frac{1}{2} \mathcal{J}[\bar{\phi}_b] \int_U D'\phi e^{-rS[\phi]} + \mathcal{J}[\bar{\phi}_s] \int_U D'\phi e^{-rS[\phi]} \right]. \tag{B.24}
\]
Finally, we may introduce the quasi-stationary effective action for the integrals around the
bounce and shot regions to get the numerator
\[
\int D\phi e^{-rS[\phi]} \delta(rt_{\Sigma}[\phi]) \simeq N \frac{\mathcal{V}_3}{r} \left[ \frac{1}{2} \mathcal{J}[\bar{\phi}_b] e^{-\Gamma_{\text{QSEA}}[\bar{\phi}_b]} + \mathcal{J}[\bar{\phi}_s] e^{-\Gamma_{\text{QSEA}}[\bar{\phi}_s]} \right]. \tag{B.25}
\]
For the denominator, we don’t have to deal with this problem of collective coordinates;
however, in order for the integration measures to align we should extract eigenmodes 2-5,
which have eigenvalue $M$ currently defined it, does
\[
\int D\phi e^{-rS[\phi]} \simeq M^4 \int D'\phi e^{-rS[\phi]} \simeq N M^4 e^{-\Gamma_{\text{QSEA}}[\bar{\phi}_F)}. \tag{B.26}
\]
Therefore, inserting our expressions for numerator and denominator into Eq. (B.1), we find
\[
\gamma_{\text{FV}} = \lim_{T \rightarrow \infty} \left| \int_0^1 \frac{\mathcal{J}[\bar{\phi}_b]}{M^4 e^{-\Gamma_{\text{QSEA}}[\bar{\phi}_F]}} \left( \frac{1}{r} \frac{1}{2} \mathcal{J}[\bar{\phi}_s] e^{-\Gamma_{\text{QSEA}}[\bar{\phi}_b]} + \mathcal{J}[\bar{\phi}_s] e^{-\Gamma_{\text{QSEA}}[\bar{\phi}_s]} \right) \right|_{r>0}. \tag{B.27}
\]
It now remains to perform the analytic continuation $T = iT$, or equivalently $r = i$. The
term $M^4 = [U''(\phi_F)]^2$ doesn’t rotate under the analytic continuation; nor, as we have
currently defined it, does $\mathcal{J}$ (any phase $r$ introduced in $\mathcal{J}$ is cancelled by the integral
measure; see discussion below Eq. (B.8)).

Therefore, the two terms that are relevant are the factor of 1/r $= -i$ and the exponential
terms $e^{-\Gamma_{\text{QSEA}}}$, which we will now tackle. Just as in Eqs. (4.23–4.28) in Ref. [24],
the action can be separated into a constant FV energy term proportional to time and a
dynamic term not proportional to time,
\[
\begin{align*}
\Gamma_{\text{QSEA}}[\bar{\phi}_b] &= \mathcal{T} E_{\text{FV}} + \Gamma^0_b, \tag{B.28} \\
\Gamma_{\text{QSEA}}[\bar{\phi}_s] &= \mathcal{T} E_{\text{TV}} + \Gamma^0_s, \tag{B.29} \\
\Gamma_{\text{QSEA}}[\bar{\phi}_F] &= \mathcal{T} E_{\text{FV}}. \tag{B.30}
\end{align*}
\]
Therefore, when analytically continued from real $T$ to imaginary $T = iT$, we expect to find
\[
\begin{align*}
\Gamma_{\text{QSEA}}[\bar{\phi}_b] &\rightarrow iT E_{\text{FV}} + \Gamma^0_b, \tag{B.31} \\
\Gamma_{\text{QSEA}}[\bar{\phi}_s] &\rightarrow iT E_{\text{TV}} + \Gamma^0_s, \tag{B.32} \\
\Gamma_{\text{QSEA}}[\bar{\phi}_F] &\rightarrow iT E_{\text{FV}}. \tag{B.33}
\end{align*}
\]
In other words, while the QSEA will in general pick up an imaginary part under the analytic
continuation, the terms $\Gamma^0_b = \Gamma[\bar{\phi}_b] - \Gamma[\bar{\phi}_F]$ and $\Gamma^0_s = \Gamma[\bar{\phi}_s] - \Gamma[\bar{\phi}_T]$ will remain real. As the
real part of of the shot is exponentially suppressed relative to the bounce, we may drop it. This is the same analysis performed by Ref. [24].

In light of the above discussion, we will find that after the analytic continuation we have a non-zero imaginary part,

\[ \gamma_{FV} \simeq \lim_{T \to \infty} \left| 2 \Im \left( \frac{-i}{2} \left( \Gamma[\phi_0] - \Gamma[\phi_F] \right)^2 e^{-(\Gamma_{QSEA}[\phi_0] - \Gamma_{QSEA}[\phi_F])} \right) \right| \]

(B.34)

\[ = \frac{(\Gamma[\phi_0] - \Gamma[\phi_F])^2}{16\pi^4M^4} e^{-(\Gamma_{QSEA}[\phi_0] - \Gamma_{QSEA}[\phi_F])}. \]

(B.35)

C Derivation of the QSEA propagator

In this section, we derive the propagator \( G_k[\tilde{\phi}; p, q] \) including the new terms arising from functional dependence of \( W[J, \tilde{\phi}] \) on \( \tilde{\phi} \) in the QSEA. For the purposes of this appendix only, we will use \( \delta F[f]/\delta f(x) \) to indicate total functional derivatives and \( \partial F[f]/\partial f(x) \) or \((n,m)\) to indicate partial functional derivatives; elsewhere in the paper we have only used partial functional derivatives. The definition of the propagator is

\[ G_k = W_k^{(2,0)}[J, \tilde{\phi}] = \langle \phi^2 \rangle - \tilde{\phi}^2. \]  

(C.1)

Ordinarily, one would identify this as the total derivative \( \delta \tilde{\phi}/\delta J \), which by the functional chain rule is the inverse of \( \delta J/\delta \tilde{\phi} \). However, this inversion is only possible for total derivatives. For the QSEA, with additional functional dependence of \( W_k[J, \tilde{\phi}] \) on \( \tilde{\phi} \), the total derivative of \( \tilde{\phi} \) produces additional terms:

\[ \frac{\delta \tilde{\phi}(p)}{\delta J(q)} = \frac{\delta W_k^{(1,0)}[J, \tilde{\phi}; p]}{\delta J(q)} = (W_k^{(2,0)})_{p,q} + \int_{p'} \frac{\partial^2 W_k}{\partial J(p) \partial \tilde{\phi}(p') \partial J(q)} \delta \tilde{\phi}(p'). \]  

(C.2)

Rearranging, we can then write

\[ (W_k^{(2,0)})_{p,q} = \int_{p'} \left[ \delta(p - p') - \frac{\partial^2 W_k}{\partial J(p) \partial \tilde{\phi}(p') \partial J(q)} \right] \delta \tilde{\phi}(p'), \]  

(C.3)

where here we have used \( \partial \) to indicate partial functional derivatives and \( \delta \) to indicate total functional derivatives. We observe that, compared to the typical case, we have an additional term \( W_k^{(1,1)} \). Since \( \delta \tilde{J}/\delta J \) is a total derivative, we can invert it \( \delta \tilde{\phi}/\delta J = [\delta J/\delta \tilde{\phi}]^{-1} \) as we would usually. However, this \( \delta J/\delta \tilde{\phi} \) also receives additional terms. Looking at the expression for \( J \) (3.4), the total derivative yields

\[ \frac{\delta J(p)}{\delta \phi(q)} = \Gamma_k^{(2)} + W_k^{(2,0)} + \Delta S_k^{(2)} + \int_{p'} (W_k^{(1,1)})_{p,p'} \frac{\delta J(p')}{\delta \phi(q)} \]  

(C.4)

\[ \implies \int_{p'} \left[ \delta(p - p') - \frac{\partial^2 W_k}{\partial \phi(p) \partial J(p')} \delta \phi(q) \right] \frac{\delta J(p')}{\delta \phi(q)} = \Gamma_k^{(2)} + W_k^{(2,0)} + \Delta S_k^{(2)}. \]  

(C.5)

If we integrate in the inverse of the first term, we get

\[ \frac{\delta J(p)}{\delta \phi(q)} = \int_{p'} \left[ \delta(p - p') - \frac{\partial^2 W_k}{\partial \phi(p) \partial J(p')} \right]^{-1} \left[ \Gamma_k^{(2)} + W_k^{(2,0)} + \Delta S_k^{(2)} \right]_{p',q} . \]  

(C.6)
And so, inverting both sides,

\[
\frac{\delta \tilde{\phi}(p)}{\delta J(q)} = \left[ \frac{\delta J(q)}{\delta \tilde{\phi}(p)} \right]^{-1} = \int_{p'} \left[ \Gamma_k^{(2)} + W_k^{(2,0)} + \Delta S_k^{(2)} \right]_{p,p'}^{-1} \delta(p' - q) - \frac{\partial^2 W_k}{\partial \phi(p') \delta J(q)} , \tag{C.7}
\]

which allows us to finally write

\[
(W_k^{(2,0)})_{p,q} = \int_{p',q'} \left[ \delta(p - p') - \frac{\partial^2 W_k}{\partial J(p) \partial \phi(p')} \right] \left[ \Gamma_k^{(2)} + W_k^{(2,0)} + \Delta S_k^{(2)} \right]_{p',q'}^{-1} \cdot \left[ \delta(q' - q) - \frac{\partial^2 W_k}{\partial \phi(q') \partial J(q)} \right] . \tag{C.8}
\]

In the above, \( W_k^{(1,1)} \) is

\[
\frac{\partial^2 W_k}{\partial J(p) \partial \phi(p')} = \frac{1}{2} \int_q \frac{\delta R_k[\phi; q]}{\delta \phi(p')} \left( \langle \phi(p) \phi(-q) \phi(q) \rangle - \phi(p) \langle \phi(-q) \phi(q) \rangle \right) \tag{C.9}
\]

\[
= - \frac{V''(\phi)}{2} \frac{\delta p'}{\delta} \int_q \left( \bar{k}^2 - q^2 \right) \left( \langle \phi(p) \phi(-q) \phi(q) \rangle - \phi(p) \langle \phi(-q) \phi(q) \rangle \right) . \tag{C.10}
\]

Even with our modifications, the LPA can only generate momentum-conserving correlators, as the action including our choice of regulator is invariant under spatial translations:

\[
\langle \phi(p) \phi(-q) \phi(q) \rangle \propto \delta(p - q + q) = \delta(p) \quad \text{and} \quad \phi(p) \langle \phi(-q) \phi(q) \rangle \propto \delta(p) . \tag{C.11}
\]

Then overall we find \((W_k^{(1,1)})_{p,p'} \propto \delta(p) \delta(p')\). As is shown in App. D, \([\Gamma_k^{(2)} + W_k^{(2,0)} + \Delta S_k^{(2)}]_{p,q}^{-1}\) only contains \(\delta(p+q)\) and \(\delta(p)\delta(q)\) terms. So, when integrated with the \((1 - W_k^{(1,1)})\) factors, all the \(W_k^{(1,1)}\) terms have momentum dependence \(\propto \delta(p)\delta(q)\). Separating these out, the propagator is then

\[
\Gamma_k = \left[ \Gamma_k^{(2)} + W_k^{(2,0)} + \Delta S_k^{(2)} \right]_{p,q}^{-1} + \{ \text{terms} \propto \delta(p)\delta(q) \} . \tag{D.11}
\]

As mentioned, \([\Gamma_k^{(2)} + W_k^{(2,0)} + \Delta S_k^{(2)}]_{p,q}^{-1}\) will yield more \(\delta(p)\delta(q)\) terms and, crucially, a piece \(\propto \delta(p - q)\). In the flow equation, the propagator only appears multiplied by \(\partial_k R_k\). Hence, by choosing the regulator to vanish for the point \(p = 0\) we may trivially exclude all \(\delta(p)\delta(q)\) contributions, leaving only the remaining \(\delta(p - q)\) component. This piece is derived in detail in App. D.

### D The QSEA propagator in the LPA

In the LPA, the equation for the propagator (3.8) yields a closed-form analytic solution, as we will demonstrate here. We will begin by deriving the propagator \(G_k[\phi; p, q]\) by expanding the different pieces in (3.8); this step does not depend on the choice of approximation scheme. First, the term \(\Delta S_k^{(2)}\) gives

\[
\Delta S_k^{(2)}[\phi; p, q] = R_k[\phi; p] \delta(p + q) + \left( \bar{\phi}(p) \frac{\delta R_k[\phi; p]}{\delta \phi(q)} + p \leftrightarrow q \right) + \frac{1}{2} \int_{p'} \frac{\delta^2 R_k[\phi; p']}{\delta \phi(q) \delta \phi(p)} \bar{\phi}(-p') \phi(p') . \tag{D.1}
\]
To expand the term $W_k^{(0,2)}[J, \phi]$, we begin with the first partial functional derivative
\[ \frac{\delta W_k}{\delta \phi(p)} = e^{-W_k} \frac{\delta}{\delta \phi(p)} e^{W_k} = -\frac{1}{2} \int_{p'} \frac{\delta R_k[\bar{\phi}; p']}{\delta \phi(p)} \langle \phi(-p')\phi(p') \rangle. \] (D.2)

Then, noting that
\[ \frac{\delta}{\delta \phi(q)} \langle \phi(-p')\phi(p') \rangle = \int d\phi \frac{\delta}{\delta \phi(q)} e^{-S_k[\phi] + \int J \phi(p) \phi(-p) \phi(p)} \int d\phi e^{-S_k[\phi] + \int J \phi(p)} \]
\[ = -\frac{1}{2} \int_{p'} \frac{\delta R_k[\bar{\phi}; q']}{\delta \phi(p)} \left[ \langle \phi(-q')\phi(q')\phi(-p')\phi(p') \rangle - \langle \phi(-q')\phi(q') \rangle \langle \phi(-p')\phi(p') \rangle \right], \] (D.3)
we find
\[ (W_k^{(0,2)})_{p,q} = -\frac{1}{2} \int_{p'} \frac{\delta^2 R_k[\bar{\phi}; p']}{\delta \phi(p) \delta \phi(q)} \left( W_k^{(2,0)} + \bar{\delta} \bar{\phi} \right)_{-p',p'} - \frac{1}{4} \int_{p',q'} \frac{\delta R_k[\bar{\phi}; p']}{\delta \phi(p)} \frac{\delta R_k[\bar{\phi}; q']}{\delta \phi(q)} \left( \langle \phi^4 \rangle_{-p',p',-q',q'} - \langle \phi^2 \rangle_{-p',p'} \langle \phi^2 \rangle_{-q',q'} \right). \] (D.5)

Putting it all together, we find that the $\int_q R_k^{(2)} \bar{\phi}^2$ terms cancel, leaving
\[ G_k[\bar{\phi}; p, q]^{-1} = \Gamma_k^{(2)}[\bar{\phi}; p, q] + R_k[\bar{\phi}; p] \delta(p + q)
+ \left( \bar{\phi}(p) \frac{\delta R_k[\bar{\phi}; p]}{\delta \phi(p)} + p \leftrightarrow q \right) - \frac{1}{2} \int_{p'} \frac{\delta^2 R_k[\bar{\phi}; p']}{\delta \phi(p) \delta \phi(q)} W_k^{(2,0)} + \frac{1}{4} \int_{p',q'} \frac{\delta R_k[\bar{\phi}; p']}{\delta \phi(p)} \frac{\delta R_k[\bar{\phi}; q']}{\delta \phi(q)} \left( \langle \phi^4 \rangle - \langle \phi^2 \rangle \langle \phi^2 \rangle \right)_{p',q'}. \] (D.6)
Identifying $G_k[\bar{\phi}; -p', p'] = (W_k^{(2,0)})_{-p',p'}$ and collecting the terms
\[ \Delta = \left( \bar{\phi}(p) \frac{\delta R_k[\bar{\phi}; p]}{\delta \phi(q)} + p \leftrightarrow q \right) + \frac{1}{4} \int_{p',q'} \frac{\delta R_k[\bar{\phi}; p']}{\delta \phi(p)} \frac{\delta R_k[\bar{\phi}; q']}{\delta \phi(q)} \left( \langle \phi^4 \rangle - \langle \phi^2 \rangle \langle \phi^2 \rangle \right)_{p',q'}, \] (D.7)
we can write the above as
\[ G_k[\bar{\phi}; p, q]^{-1} = \Gamma_k^{(2)}[\bar{\phi}; p, q] + R_k[\bar{\phi}; p] \delta(p + q) - \frac{1}{2} \int_{p'} \frac{\delta^2 R_k[\bar{\phi}; p']}{\delta \phi(p) \delta \phi(q)} G_k[\bar{\phi}; -p', p'] + \Delta. \] (D.8)

In order to determine the flow equation for the effective potential within the local potential approximation, we evaluate both sides of the flow equation for constant field $\bar{\phi}(x) = \bar{\phi}$. We reassure the reader that evaluating the flow equation at constant field is merely a tool to isolate the flow equation for $U_k$ in the DE, as $U_k$ is a function rather than functional of the field. We will now evaluate each of the individual pieces within the propagator for the constant-field case.

As in the unmodified FRG, the second derivative of the action gives
\[ \Gamma_k^{(2)}[\bar{\phi}; p, q] = \frac{\delta^2}{\delta \phi(p) \delta \phi(q)} \left( \left( \bar{\phi}(x) \right)^2 + U_k(\bar{\phi}(x)) \right) \bigg|_{\bar{\phi}(x) = \bar{\phi}} = (p^2 + U_k''(\bar{\phi})) \delta(p + q). \] (D.9)
The regulator $R_k$ is just given by Eq. (3.11); however, since the Heaviside function is enforced by the term $\partial_k R_k$ in the flow equation, it is automatically satisfied in the propagator and may be omitted. When added to the second derivative of the action, the total result is then $p^2 + U_k'' + R_k = k^2 + U_k''(\tilde{\phi}) - V''(\tilde{\phi})$.

The terms in $\Delta$ only contribute pieces proportional to delta functions of the propagator momentum $p$, which we will now demonstrate using the form of the first derivative of the regulator function

$$\frac{\delta R_k[\tilde{\phi}; p]}{\delta \tilde{\phi}(p)} = \frac{\delta}{\delta \tilde{\phi}(p)} \left( k^2 - \frac{1}{V} \int_x [-\partial^2 + V''(\tilde{\phi}(x))] \right) \Theta \left( k^2 - \frac{1}{V} \int_x [-\partial^2 + V''(\tilde{\phi}(x))] \right)$$

(D.10)

$$= -\frac{1}{V} \int_x e^{ipx} V''(\tilde{\phi}(x)) \Theta \left( k^2 - \frac{1}{V} \int_x [-\partial^2 + V''(\tilde{\phi}(x))] \right)$$

(D.11)

$$= -V''(\tilde{\phi}) \Theta \left( k^2 - (p^2) - V''(\tilde{\phi}) \right) \frac{\delta(p)}{V}$$

(constant $\tilde{\phi}(x) = \tilde{\phi}$).

Again, the Heaviside function is automatically satisfied within the flow equation. Likewise, at constant position space field, the momentum space field is $\tilde{\phi}(p) = \tilde{\phi} \delta(p)$. Then, writing $\tilde{k}^2(\tilde{\phi}) \equiv k^2 - V''(\tilde{\phi})$, the term $\Delta$ gives

$$\Delta_{p,q} = \delta(p) \delta(q) \left[ -2 \frac{\tilde{\phi} V''(\tilde{\phi})}{V} \Theta(\tilde{k}^2) + \frac{V''(\tilde{\phi})^2}{4V^2} \int_{p',q'} \Theta(\tilde{k}^2 - p^2) \Theta(\tilde{k}^2 - q^2) \langle \delta(q') \rangle \right].$$

(D.13)

(D.14)

Lastly, the second derivative of the regulator yields

$$\frac{\delta^2 R_k[\tilde{\phi}; p']}{\delta \tilde{\phi}(p) \delta \tilde{\phi}(q)} = -\frac{\delta}{\delta \tilde{\phi}(q)} \frac{1}{V} \int_x e^{i(p+q)x} V''(\tilde{\phi}(x)) \Theta \left( k^2 - \frac{1}{V} \int_x [-\partial^2 + V''(\tilde{\phi}(x))] \right)

(D.15)

$$= -\frac{1}{V} \int_x e^{-i(p+q)x} V''(\tilde{\phi}(x)) \Theta \left( k^2 - \frac{1}{V} \int_x [-\partial^2 + V''(\tilde{\phi}(x))] \right)

+ \frac{1}{V^2} \int_{x,y} e^{i(px+qy)} V''(\tilde{\phi}(x)) V''(\tilde{\phi}(y)) \Theta \left( k^2 - \frac{1}{V} \int_x [-\partial^2 + V''(\tilde{\phi}(x))] \right)

(D.16)

$$= -V''(\tilde{\phi}) \frac{\delta(p+q)}{V} \Theta(\tilde{k}^2 - p^2) + V''(\tilde{\phi})^2 \frac{\delta(p)\delta(q)}{V^2} \Theta(\tilde{k}^2 - p^2)

(D.17)

(constant $\tilde{\phi}(x) = \tilde{\phi}$). In summary, within the flow equation in the LPA, the propagator yields

$$G_k[\tilde{\phi}; p, q]^{-1} = \delta(p+q) \left[ \tilde{k}^2 + U_k'' + \frac{1}{2} \int_{p'} V'' G_k[\tilde{\phi}; -p', p'] \Theta(\tilde{k}^2 - p'^2) \right]$$

(D.19)

$$+ \{\text{terms } \propto \delta(p)\delta(q)\}.$$}

Identifying $G_k(\tilde{\phi})$ (3.14), we can summarize this as

$$G_k[\tilde{\phi}; p, q]^{-1} = \frac{\delta(p+q)}{G_k(\tilde{\phi})} + B \delta(p)\delta(q)$$

(D.20)
for some terms $B$. We can now invert the propagator. Taking an ansatz for the propagator $G_k[\tilde{\phi}; p, q] = C\delta(p + q) + D\delta(p)\delta(q)$,

$$
\int_p (C\delta(p + p') + D\delta(p)\delta(p')) \left( \frac{\delta(p' + q)}{G_k(\tilde{\phi})} + B\delta(p')\delta(q) \right)
= CG_k(\phi)\delta(p - q) + (DG_k(\phi) + CB + VBD)\delta(p)\delta(q) = \delta(p - q).
$$

And so we require $CG_k(\phi) = 1$ and $DG_k(\phi) + CB + VBD = 0$, so

$$
G_k[\tilde{\phi}; p, q] = G_k(\phi)\delta(p + q) - \frac{G_k(\phi)B}{(1/G_k(\phi) + VB)}\delta(p)\delta(q). \tag{D.23}
$$

We observe that since $G_k(\phi) > 0$, the coefficient $\delta(p)\delta(q)$ term is strictly $< G_k(\phi)/V$, so that

$$
G_k[\tilde{\phi}; p, q] = G_k(\phi)\delta(p + q) - \mathcal{O}\left(\frac{G_k(\phi)}{V}\right)\delta(p)\delta(q). \tag{D.24}
$$

As discussed in App. C, the $\delta(p)\delta(q)$ terms may be dropped by choosing the regulator to vanish at zero momentum. Even if left in, they are ultimately suppressed by a factor of $1/(\sqrt{k})$ and so vanish in the large volume limit. Within the context of the flow equation (3.6) and the denominator of $G_k(\phi)$ (3.14), we have the integral

$$
\int_p \frac{G_k[\tilde{\phi}; -p, p]}{V}\Theta(\tilde{k}^2 - p^2) = \int_p \frac{1}{V}G_k(\phi)\delta(0)\Theta(\tilde{k}^2 - p^2) = \frac{\tilde{k}^4}{32\pi^2}G_k(\phi). \tag{D.25}
$$

Evaluating the integral in the equation for $G_k(\phi)$ (3.14) as above, we find an equation (3.15) with closed-form solution (3.16). This closed-form solution can then be inserted into the flow equation. Evaluating the integral in the equation for $G_k(\phi)$ (3.14) as above, we find an equation (3.15) with closed-form solution (3.16). This closed-form solution can then be inserted into the flow equation.

E  Worked example

Within the LPA, the quasi-stationary effective potential may be found by solving the flow equation (3.17) for $U_{k=0}$ with the initial value $U_{k=\Lambda} = V(\phi)$. As the flow equation is an ordinary differential equation over $k$, it can be solved using preexisting differential equation solvers. For the purposes of this paper, we discretized $U_k(\phi)$ over 100 points in $\phi \in (-0.25, 1.25)$ and evaluated $U_k^e(\phi)$ using second-order finite differences. The flow equation in $k$ was then solved from the boundary $k = \Lambda$ to the final value $k = 0$ using SciPy’s built-in differential equation solver integrate.solve_ivp, using the RK45 fifth/fourth-order explicit Runge-Kutta method. The resulting quasi-stationary effective potential $U_{k=0}$ is shown in solid black in Fig. 2.

For comparison, the analogous one-loop potential may be derived from the definition of the 1PI effective action

$$
\Gamma[\bar{\phi}] = -\ln \int D\phi e^{-S[\phi]+f J\phi + \int J\bar{\phi}} \tag{E.1}
$$
which, when expanded at Gaussian order around \( \bar{\phi} \), yields

\[
\Gamma[\bar{\phi}] \simeq -\ln \int D\phi \, e^{-S[\phi]-\frac{1}{2} \int S''[\phi-\bar{\phi}]^2 + f(J-S'[\phi] (\phi-\bar{\phi}))}
\]

(E.2)

Since \( J = \Gamma^{(1)} \simeq S^{(1)} \), at leading order the Gaussian integral yields

\[
\Gamma[\bar{\phi}] = S[\bar{\phi}] + \frac{1}{2} \ln \det S''[\bar{\phi}] = S[\bar{\phi}] + \frac{1}{2} \int p^2 + V''(\bar{\phi})
\]

(E.3)

Renormalizing against the free theory yields the traditional expression for the one-loop effective potential.

\[
V_{\text{eff}}(\phi) = V(\phi) + \frac{1}{2} \int p^2 + V''(\phi)
\]

(E.4)

in terms of the field-dependent mass \( V''(\phi) = m^2 + \alpha \phi + \lambda \phi^2 / 2 \). Then, performing the integral with a momentum cutoff \( p_{\text{max}} \) related to the QSEA fluctuation cutoff \( \Lambda \) as \( p_{\text{max}}^2 = \Lambda^2 - V''(\bar{\phi}) \), we find that the explicit expression for the one-loop effective potential is

\[
V_{\text{eff}} = V + \frac{1}{64\pi^2} \left( m^4 \ln \left[ \frac{m^2 + p_{\text{max}}^2}{m^2} \right] - (V'')^2 \ln \left[ \frac{V'' + p_{\text{max}}^2}{V''} \right] \right)

+ p_{\text{max}}^4 \ln \left[ \frac{V'' + p_{\text{max}}^2}{m^2 + p_{\text{max}}^2} \right] + p_{\text{max}}^2 \left( V'' - m^2 \right).
\]

(E.5)

\[
V(\phi) \text{ should be considered the bare potential with fluctuation cutoff } \Lambda \text{ (momentum cutoff } p_{\text{max}} \text{), and so we do not need to consider the renormalization of the effective potential for the purposes of this paper. The effective potential (E.5) for the toy model presented in the paper is plotted in Fig. 2 as a red dashed line. As expected, the one-loop result agrees with the QSEA in the weak-coupling limit but begins to differ in the strong-coupling limit.}

Lastly, we also contrast our result with the unmodified functional renormalization group in the LPA with Litim’s optimized regulator \( R_k = (k^2 - p^2) \Theta(k^2 - p^2) \). The (momentum-space) flow equation in this case can be evaluated to give

\[
\partial_k U_k = \frac{1}{2V} \int_p \left[ \Gamma_{(2)}^k[\bar{\phi}] + R_k \delta(p+q) \right]^{-1} \partial_k R_k
\]

(E.7)

\[
= \frac{1}{8\pi^2} \int_0^{p_{\text{max}}} dp \, p^3 \frac{k \Theta(k^2 - p^2)}{k^2 + U_k^2}
\]

(E.8)

\[
= \frac{k}{32\pi^2} \left[ k^4, p_{\text{max}}^4 \right] \frac{1}{k^2 + U_k^2}.
\]

(E.9)

Taking an FRG cutoff \( \Lambda_{\text{FRG}} = p_{\text{max}} \) to match the QSEA cutoff, we get that the minimum always yields \( k^4 \) and so the flow equation reduces to the well-known result

\[
\partial_k U_k = \frac{k^5}{32\pi^2} \left[ k^2 + U_k^2 \right] \Theta(p_{\text{max}}^2 - k^2)
\]

(E.10)

with an additional condition \( \Theta(p_{\text{max}}^2 - k^2) \) due to the nature of the fluctuation cutoff. The flow equation for the unmodified FRG can be evaluated analogously to the QSEA; however,
due to the stiffness of the unmodified FRG from the pole $1/(k^2 + U''_k)$, we used the implicit BDF solution method instead of RK45. All results have been independently verified with a method-of-lines calculation at second order finite differences for the discrete dimension (the field $\bar{\tilde{\phi}}$) in Wolfram mathematica. The result from the unmodified FRG is plotted in dotted violet in Fig. 2. As expected, the unmodified FRG is convex and cannot describe tunneling; however, it does correctly reproduce the location of the quantum false vacuum.

As a technical note, we point out that in each method we observe the expected quadratic UV divergence of the mass. With such a UV divergence, the Litim regulator no longer functions exactly as a hard momentum cutoff in the UV, as UV momenta still make a contribution to the running of the mass. However, because the running of the mass becomes exactly quadratic in this limit and no other terms are similarly divergent, counterterms can be introduced to exactly subtract off any such difference. While something to be aware of in generality, it turns out that with the QSEA cutoff use in this paper, the UV behavior is the same for perturbation theory and the unmodified FRG and is not a relevant issue. There is a slight difference between the unmodified FRG and the QSEA flow owing to the correction to the flow equation, amounting to a difference in the flow with relative scale

$$1 - \frac{2}{1 + \sqrt{1 + \frac{V''''(\phi)}{16\pi^2}}} \quad (E.11)$$

The extent to which this different UV flow is a true correction or something that should be removed with counterterms will be investigated in future works; we have not corrected for it in this work. In practice, however, even in the strong coupling limit the resulting difference in the QSEA potential with and without the counterterm is essentially negligible ($\sim 2\%$) compared to the difference between the QSEA and perturbation theory.
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