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Abstract. This paper considers the designs of the periodic window functions in the filter window banks. First, the filter window bank with the constant synthesis periodic window functions is considered. The total number of the nonzero coefficients in the impulse responses of the analysis periodic window functions is minimized subject to the near perfect reconstruction condition. This is an $L_0$ norm optimization problem. To find its solution, the $L_0$ norm optimization problem is approximated by the $L_1$ norm optimization problem. Then, the column of the constraint matrix corresponding to the element in the solution with the smallest magnitude is removed. Next, it is tested whether the feasible set corresponding to the new $L_0$ norm optimization problem is empty or not. By repeating the above procedures, a solution of the $L_0$ norm optimization problem is obtained. Second, the filter window bank with the time varying synthesis periodic window functions is considered. Likewise, the design of the periodic window functions in both the analysis periodic window functions and the synthesis periodic window functions is formulated as an $L_0$ optimization problem. However, this $L_0$ norm optimization problem is subject to a quadratic matrix inequality constraint. To find its solution, the set of the synthesis periodic window functions is initialized. Then, the set of the analysis periodic window functions is optimized based on the initialized set of the synthesis periodic window functions. Next, the set of the synthesis periodic window functions is optimized based on the found set of the analysis periodic window functions. Finally, these two procedures are iterated. It is shown that the iterative algorithm converges. A design example of a filter window bank with the constant synthesis periodic window functions and a design example of a filter window bank with the time varying synthesis periodic window functions are illustrated. It is shown that the near perfect reconstruction condition is satisfied, whereas this is not the cases for the nonuniform filter banks with the conventional samplers and the conventional block samplers.

1. Introduction. It is well known that uniform filter banks [22]-[7] are widely used in many applications [31]-[19]. However, a uniform filter bank only decomposes an input signal into the subband components in the uniform frequency grid. Since all the subband components are with the same bandwidth, this limitation reduces
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the effectiveness for representing the input signal. In [18]-[2] a tree structure filter bank is employed. Here, an input signal is decomposed into the subband components in a specific nonuniform frequency grid. The most common tree structure filter bank is the wavelet based filter bank [20]-[23]. It is also widely used in many practical applications [4], [32]. However, even though the bandwidths of different subband components are different, the bandwidths of the subband components are constrained by the corresponding tree structure. Consequently, the subband components cannot be in an arbitrary nonuniform frequency grid [12], [13]. In [19], a nonuniform filter bank without the tree structure constraint imposed on the samplers is considered. Here, it decomposes an input signal into the subband components in an arbitrary nonuniform frequency grid. Since the subband components are in an arbitrary nonuniform frequency grid, it is also widely used in many practical applications [25]-[11]. However, in general a nonuniform filter bank does not achieve the exact perfect reconstruction condition [12]. This means, both the aliasing distortion and the transfer functional distortion could exist. As the aliasing distortion is caused by the loss of information, this linear time varying distortion is irreversible. Similarly, if there is a singularity in the transfer functional distortion, then the linear time invariant distortion is also irreversible.

To address this issue, a block nonuniform filter bank is proposed [24]. In particular, the conventional samplers in the conventional nonuniform filter bank are replaced by the corresponding block samplers in the block nonuniform filter bank. Since the sampling structure in the analysis block nonuniform filter bank is symmetric to that in the synthesis block nonuniform filter bank, the aliasing distortions can only be suppressed for some block nonuniform filter banks and the exact perfect reconstruction cannot be achieved. Recently, a filter window bank is proposed [14], [29]. It consists of a bank of analysis filters, a bank of analysis periodic windows, a bank of synthesis filters and a bank of synthesis periodic windows. When the synthesis periodic window functions are constant, the filter window bank becomes the generalizations of the conventional nonuniform filter bank and the block nonuniform filter bank. This is because the joint conventional downsampling functions and the conventional upsampling functions of the conventional nonuniform filter bank as well as the joint block downsampling functions and the block upsampling functions of the block nonuniform filter bank are the particular types of the analysis periodic window functions of the filter window bank. However, it is shown in [14], [29] that this filter window bank still does not achieve the exact perfect reconstruction and only the near perfect reconstruction can be achieved. As a result, several fundamental issues are required to be addressed. In particular, for the given sets of analysis filters and synthesis filters, what are the properties of the analysis periodic window functions of the filter window bank such that the near perfect reconstruction condition is satisfied? With such properties, how to formulate the design of the analysis periodic window functions as an optimization problem such that the performance of the filter window bank is maximized? Also, how to find a solution of the formulated optimization problem?

To achieve the exact perfect reconstruction, the block nonuniform filter bank with an asymmetric structure is proposed [10]. Nevertheless, the frequency selectivities of the filters could be very poor. Since the filter window bank with the time varying synthesis periodic window functions is the generalization of the block nonuniform filter bank with the asymmetric structure, the exact perfect reconstruction condition of the filter window bank with the time varying synthesis periodic window functions
can be achieved. However, as the frequency selectivities of the filters could be very poor, a near perfect reconstruction is preferred. Therefore, the similar fundamental issues are required to be addressed. That is, for the given sets of analysis filters and synthesis filters, what are the properties of both the analysis periodic window functions and the synthesis periodic window functions of the filter window bank such that the near perfect reconstruction condition is satisfied? With such properties, how to formulate the design of both the analysis periodic window functions and the synthesis periodic window functions as an optimization problem such that the performance of the filter window bank is maximized? Also, how to find a solution of the formulated optimization problem?

To answer the above fundamental questions, it is worth noting that the total number of the nonzero coefficients of the impulse responses of the analysis periodic window functions is related to the total number of the nonzero subband coefficients. For the filter window bank with the constant synthesis periodic window function, the total number of the subband coefficients is minimized. That is, the $L_0$ norm of the impulse responses of the analysis periodic window functions is minimized subject to the near perfect reconstruction condition. To find a solution of this $L_0$ norm optimization problem, an iterative approach is proposed. For the design of both the analysis periodic window functions and the synthesis periodic window functions, a similar $L_0$ norm optimization problem is formulated. In particular, the total number of nonzero coefficients of the impulse responses of both the analysis periodic window functions and the synthesis periodic window functions is minimized subject to the near perfect reconstruction condition. However, this $L_0$ norm optimization problem is subject to a quadratic matrix inequality constraint. To find a solution of this optimization problem, an iterated approach is proposed. It is shown that the iterated algorithm converges.

The remainder of this paper is as follows. In Section 2, the notations used throughout this paper are introduced. Also, the exact perfect reconstruction condition of the filter window bank is reviewed. In Section 3, the design of the analysis periodic window functions of the filter window bank with the constant synthesis periodic window functions is formulated as an $L_0$ norm optimization problem and an iterative approach is proposed to find its solution. In Section 4, similar works are presented for the designs of both the analysis periodic functions and the synthesis periodic window functions of the filter window bank. Similarly, the solution of this optimization problem is found by an iterated approach. In Section 5, the illustrative examples of the filter window banks with both the constant synthesis periodic functions and the time varying synthesis periodic window functions are presented. Finally, some concluding remarks are drawn in Section 6.

2. Notations and review on exact perfect reconstruction condition of filter window bank.

2.1. Notations. A block diagram of a filter window bank is shown in Figure 1. Let $M$ be the total number of channels in the filter window bank. For $i = 0, \cdots, M-1$, let $H_i(z)$, $\omega_i[n]$, $F_i(z)$ and $\nu_i[n]$ be, respectively, the transfer function of the $i^{th}$ single input single output analysis linear time invariant filter, the impulse response of the $i^{th}$ single input single output analysis linear time invariant filter, the impulse response of the $i^{th}$ analysis periodic window, the transfer function of the $i^{th}$ single input single output synthesis linear time invariant filter and the impulse response of the $i^{th}$ synthesis periodic window. Let the periods of $\omega_i[n]$ and $\nu_i[n]$ be, respectively, $\tilde{N}_i$ and $\hat{N}_i$ for $i = 0, \cdots, M-1$. Consider the case that the least common multiple
of $\tilde{N}_i$ is equal to that of $\hat{N}_i$ for $i = 0, \cdots, M - 1$. Let this least common multiple be $N$. For $i = 0, \cdots, M - 1$, let the discrete Fourier series of $\omega_i[n]$ and $\nu_i[n]$ be, respectively, $a_{i,p}$ for $p = 0, \cdots, \tilde{N}_i - 1$ and $b_{i,p}$ for $q = 0, \cdots, \hat{N}_i - 1$. Let

$$j = \sqrt{-1}$$

and $\delta[n]$ be the discrete time delta function. Let $x[n]$ and $\hat{x}[n]$ be the input and the output of the filter window bank, respectively.

\begin{figure}
\centering
\includegraphics[width=\textwidth]{block_diagram.png}
\caption{Block diagram of a filter window bank.}
\end{figure}

2.2. Exact perfect reconstruction condition of a filter window bank. Let

$$W = e^{-\frac{2\pi j}{N}}$$

and $\text{mod}(a, b)$ be the remainder of $\frac{a}{b}$. For the filter window bank with the constant synthesis periodic window functions, we assume that

$$\nu_i[n] = 1$$

for $i = 0, \cdots, M - 1$.

Let $X(z)$ and $\hat{X}(z)$ be the $z$ transform $x[n]$ and $\hat{x}[n]$, respectively. Then, we have

$$\hat{X}(z) = \sum_{i=0}^{M-1} \sum_{p=0}^{\tilde{N}_i-1} a_{i,p} X(zW^{N_p \tilde{N}_i}) H_i(zW^{N_p \tilde{N}_i}) F_i(z).$$

Let

$$X_e(z) = \begin{bmatrix} X(z) & \cdots & X(zW^{N_i-1}) \end{bmatrix}^T,$$

$$H_{i,p}(z) = \begin{bmatrix} a_{i,p} H_i(zW^{N_p \tilde{N}_i}) & 0 & \cdots & 0 \end{bmatrix}^T$$

for $p = 0, \cdots, \tilde{N}_i - 1$ and for $i = 0, \cdots, M - 1,$

$$H_i(z) = \begin{bmatrix} H_{i,0}(z) & \cdots & H_{i,\tilde{N}_i-1}(z) \end{bmatrix}^T,$$

for $i = 0, \cdots, M - 1,$

$$H(z) = \begin{bmatrix} H_0(z) & \cdots & H_{M-1}(z) \end{bmatrix}$$
be the aliasing matrix and
\[ F(z) = \begin{bmatrix} F_0(z) & \cdots & F_{M-1}(z) \end{bmatrix}^T \] (9)
be the vector of the transfer functions of the synthesis filters. Then, we have
\[ \hat{X}(z) = X_e^T(z)H(z)F(z). \] (10)

Here, there are \( \frac{N}{N_c} \) zeros in \( H_{i,p}(z) \) for \( p = 0, \cdots, \tilde{N}_i-1 \) and for \( i = 0, \cdots, M-1 \). It is worth noting that \( H(z) \) is an \( N \times M \) matrix. Its first row is related to the transfer functional distortion and the rest rows are related to the aliasing distortion. For the compatibility of the filter window bank, it requires the existence of at least two nonzero elements in each row of \( H(z) \) in order to have a possibility to cancel the transfer functional distortion or the aliasing distortion. Therefore, we have the following results on the compatibility of the filter window bank [14], [29].

Define
\[ S = \{0, \cdots, M-1\}. \] (11)

For each \( c \in S \) and for each \( p_c \in \{0, \cdots, \tilde{N}_c-1\} \), if \( \exists d_i \in S \) for some \( i \) where
\[ d_i \neq c \] (12)
\[ \forall i \]
\[ d_i \neq d_j \] (13)
for \( i \neq j \), such that, \( \exists p_{d_i} \in \{0,1,\cdots,\tilde{N}_{d_i}-1\} \) for each \( i \) where
\[ \frac{N_{p_c}}{N_c} = \frac{N_{p_{d_i}}}{N_{d_i}} \in \{0,1,\cdots,N-1\} \] (14)
\[ \forall i \]
then the filter window bank is called compatible. Here, \( c \) and \( d_i \) are the elements in \( S \). They refer to the column indices of \( H(z) \). On the other hand, \( \frac{N_{p_c}}{N_c} \) and \( \frac{N_{p_{d_i}}}{N_{d_i}} \) refer to the row indices of the nonzero elements in the \((c+1)^{th}\) column and the \((d_i+1)^{th}\) column of \( H(z) \), respectively. Hence, the above statement can be understood as follows. For each nonzero element in each column of \( H(z) \), if there exists at least one nonzero element in the same row but at different column of \( H(z) \), then the filter window bank is compatible. On the other hand, if \( \exists c \in S \) and \( \exists p_c \in \{0,\cdots,\tilde{N}_c-1\} \) but \( \nexists d \in S \) where
\[ d \neq c \] (15)
and \( \nexists p_d \in \{0,\cdots,\tilde{N}_d-1\} \), such that
\[ \frac{N_{p_c}}{N_c} = \frac{N_{p_{d}}}{{N_d}} \in \{0,1,\cdots,N-1\}, \] (16)
then the filter window bank is called incompatible. In other words, if there exists a nonzero element in a column of \( H(z) \) but there does not exist another nonzero element in the same row but at different column of \( H(z) \), then the filter window bank is incompatible.

Let \( E_0(z) \) and \( E_n(z) \) for \( n = 1, \cdots, M-1 \) be, respectively, the transfer functional distortion and the aliasing distortion of the filter window bank. Let \( \bar{c} \) and \( \bar{K} \) be the gain and the delay of the filter window bank, respectively. Let
\[ E(z) = \begin{bmatrix} E_0(z) & \cdots & E_{N-1}(z) \end{bmatrix}^T. \] (17)
Then, we have
\[ E_0(z) = \sum_{i=0}^{M-1} a_{i,0} H_i(z) F_i(z) - \bar{c}z^{-\mathcal{K}} \]  
(18)

and
\[ E_n(z) = \sum_{i=0}^{M-1} a_{i,\text{floor}\left(\frac{qN_i}{N}\right)} \delta\left[ \text{mod} \left( n, \frac{N}{N_i} \right) \right] H_i(zW^{\frac{N_i}{N}} \text{floor}(\frac{qN_i}{N})) F_i(z) \]  
(19)

for \( n = 1, \ldots, N - 1 \). Here, \( \text{floor}(a) \) denotes the small integer less than or equal to \( a \). Then, we have the following results [14], [29].

For the compatible filter window bank, the exact perfect reconstruction condition becomes:

(i) \( \exists \bar{c} > 0 \) and \( \exists \bar{K} \in \mathbb{Z}^+ \) such that
\[ \sum_{i=0}^{M-1} a_{i,0} H_i(z) F_i(z) = \bar{c}z^{-\mathcal{K}}, \]  
(20)

and (ii)
\[ \sum_{i=0}^{M-1} a_{i,\text{floor}\left(\frac{qN_i}{N}\right)} \delta\left[ \text{mod} \left( n, \frac{N}{N_i} \right) \right] H_i(zW^{\frac{N_i}{N}} \text{floor}(\frac{qN_i}{N})) F_i(z) = 0 \]  
(21)

for \( n = 1, \ldots, N - 1 \). For the incompatible filter window bank, suppose that \( \exists c \in S \) and \( p_c \in \{0, \ldots, \tilde{N}_c - 1\} \) but \( \nexists d \in S \) where
\[ d \neq c \]  
(22)

and \( \nexists p_d \in \{0, 1, \ldots, \tilde{N}_c - 1\} \) such that
\[ \frac{Np_c}{N_c} = \frac{Np_d}{N_d} \in \{0, 1, \ldots, N - 1\}. \]  
(23)

In this case, the exact perfect condition becomes
\[ a_{c,p_c} = 0. \]  
(24)

Here, since the filter window bank is incompatible, there is only one nonzero element in at least one row of \( H(z) \). In order to achieve the exact perfect reconstruction, the corresponding Fourier coefficients in these rows have to be zero in order to kill to the corresponding aliasing components.

For the filter window bank with the time varying synthesis periodic window functions, we have
\[ \sum_{i=0}^{M-1} \sum_{q=0}^{\tilde{N}_i-1} \sum_{p=0}^{\tilde{N}_i-1} b_{i,q,p} X(zW^{\frac{N}{N_i}} W^{\frac{N}{N_i}}) H_i(zW^{\frac{N}{N_i}} W^{\frac{N}{N_i}}) F_i(zW^{\frac{N}{N_i}}) = \bar{c}z^{-\mathcal{K}}. \]  
(25)

Let
\[ \tilde{H}_{i,p+\text{floor}\left(\frac{qN}{N_i}, \frac{N}{N_i}\right)}(z) = \begin{bmatrix} 0 & \cdots & 0 & a_{i,p} H_i(zW^{\frac{qN}{N_i}} W^{\frac{qN}{N_i}}) & 0 & \cdots & 0 \end{bmatrix}^T \]  
(26)

for \( p = 0, \ldots, \tilde{N}_i - 1 \), for \( q = 0, \ldots, \tilde{N}_i - 1 \) and for \( i = 0, \ldots, M - 1 \). Here, there are \( \text{mod}(\frac{qN}{N_i}, \frac{N}{N_i}) \) zeros and \( \frac{N}{N_i} - 1 - \text{mod}(\frac{qN}{N_i}, \frac{N}{N_i}) \) zeros before and after the nonzero
elements in \( \tilde{H}_{i,p+\text{floor}(\frac{N}{N_c} \cdot \frac{N_i}{N_c})}^q(z) \) for \( p = 0, \cdots, \hat{N}_i - 1 \), for \( q = 0, \cdots, \hat{N}_i - 1 \) and for \( i = 0, \cdots, M - 1 \), respectively. Denote

\[
\tilde{H}_{i,q}(z) = \left[ \tilde{H}_{i,0,q}(z) \cdots \tilde{H}_{i,N_i-1,q}(z) \right]^T \tag{27}
\]

for \( i = 0, \cdots, M - 1 \) and for \( q = 0, \cdots, \hat{N}_i - 1 \),

\[
\tilde{H}_i(z) = \left[ \tilde{H}_0(z) \cdots \tilde{H}_{M-1}(z) \right] \tag{28}
\]

for \( i = 0, \cdots, M - 1 \),

\[
\hat{H}(z) = \left[ \hat{H}_0(z) \cdots \hat{H}_{M-1}(z) \right] \tag{29}
\]

be the aliasing matrix of the analysis filter bank,

\[
\hat{F}_i(z) = \left[ b_{i,0}F_i(z) \cdots b_{i,N_i-1}F_i(zW^{N(\hat{N}_i-1)}) \right]^T \tag{30}
\]

for \( i = 0, \cdots, M - 1 \), and

\[
\hat{F}(z) = \left[ \hat{F}_0(z) \cdots \hat{F}_{M-1}(z) \right]^T \tag{31}
\]

be the vector of the modulated transfer functions of the synthesis filters. Then, we have

\[
\hat{X}(z) = X^T(z)\hat{H}(z)\hat{F}(z). \tag{32}
\]

It is worth noting that \( \hat{H}(z) \) is an \( N \times \sum_{i=0}^{M-1} \hat{N}_i \) matrix. Therefore, we have the following results on the compatibility of the filter window bank \([14, 29]\):

Define

\[
\hat{S} = \{0, \cdots, \hat{N}_0 - 1, \hat{N}_0, \hat{N}_0 + 1, \cdots, \hat{N}_0 + \hat{N}_1 - 1, \cdots, \sum_{i=0}^{M-2} \hat{N}_i, \sum_{i=0}^{M-2} \hat{N}_i + 1, \cdots, \sum_{i=0}^{M-1} \hat{N}_i - 1 \} \tag{33}
\]

\( \forall u \in \{0, 1, \cdots, \hat{N}_0 - 1 \} \), it is obvious to see that \( \exists q_0 \in \{0, \cdots, \hat{N}_0 - 1 \} \) such that the \((q_0 + 1)^{th}\) element in \( \hat{S} \) is \( u \). In this case, we define

\[
c = 0. \tag{34}
\]

Also,

\( \forall u \in \{ \hat{N}_0, \hat{N}_0 + 1, \cdots, \hat{N}_0 + \hat{N}_1 - 1, \cdots, \sum_{i=0}^{M-2} \hat{N}_i, \sum_{i=0}^{M-2} \hat{N}_i + 1, \cdots, \sum_{i=0}^{M-1} \hat{N}_i - 1 \} \), it is obvious to see that \( \exists c \in \{1, \cdots, M - 1 \} \) and \( \exists q_c \in \{0, \cdots, \hat{N}_c - 1 \} \) such that the \((\sum_{z=1}^{c} \hat{N}_z - 1 + q_c + 1)^{th}\) element in \( \hat{S} \) is \( u \). Hence, \( \forall u \in \hat{S} \), there exists a unique ordered pair \((c, q_c)\) where \( c \in \{0, 1, \cdots, M - 1 \} \) and \( q_c \in \{0, \cdots, \hat{N}_c - 1 \} \) such that the index of \( u \) in \( \hat{S} \) can be expressed in terms of \((c, q_c)\). For each \( u \in \hat{S} \) and for each \( p_c \in \{0, \cdots, \hat{N}_c - 1 \} \), if \( \exists (d_i, q_{d_i}) \) for some \( i \) where \( d_i \in \{0, 1, \cdots, M - 1 \} \), \( q_{d_i} \in \{0, 1, \cdots, \frac{N}{N_{d_i}} - 1 \} \),

\[
(d_i, q_{d_i}) \neq (c, q_c) \tag{35}
\]

\( \forall i \) and

\[
(d_i, q_{d_i}) \neq (d_j, q_{d_j}) \tag{36}
\]

for \( i \neq j \), such that, \( \exists q_{d_i} \in \{0, 1, \cdots, \hat{N}_{d_i} - 1 \} \) for each \((d_i, q_{d_i})\) where

\[
\text{mod}(\frac{Np_c}{N_c} + \frac{Nq_c}{N_c}, N) = \text{mod}(\frac{Np_{d_i}}{N_{d_i}} + \frac{Nq_{d_i}}{N_{d_i}}, N) \in \{0, 1, \cdots, N - 1 \} \tag{37}
\]
∀i, then the filter window bank is called compatible. On the other hand, ∃u ∈ S and ∃v ∈ {0, ..., Nc - 1} but ̃d ∈ {0, 1, ..., M - 1} and ̃pd ∈ {0, 1, ..., Nc - 1} where

\[(d, q_d) \neq (c, q_c)\]  

(38)

and ̃pd ∈ {0, 1, ..., Nc - 1} such that

\[\text{mod} \left( \frac{Np_c + Nq_c}{Nc}, N \right) = \text{mod} \left( \frac{Npd + Nqd}{Nd}, N \right) \in \{0, 1, \cdots, N - 1\}\]  

(39)

then the filter window bank is called incompatible.

Let ̃E_0(z) and ̃E_n(z) for n = 1, 1, ..., N - 1 be, respectively, the transfer functional distortion and the aliasing distortion of the filter window bank, respectively. Let

\[\tilde{E}(z) = \left[ \tilde{E}_0(z) \cdots \tilde{E}_{N-1}(z) \right]^T.\]  

(40)

Then, it can be seen that

\[\tilde{E}_0(z) = \sum_{i=0}^{M-1} \left( a_{i,0}b_{i,0}H_i(z)F_i(z) + \sum_{q \in \{0, \cdots, N_i-1\}} \frac{a_i}{\tilde{N}_i - q/N_i} b_{i,q} H_i(zW^{N-iN_q/N_i}W^{N_q/N_i})F_i(zW^{N_q/N_i}) \right) \]  

(41)

and

\[\tilde{E}_n(z) = \sum_{i=0}^{M-1} \sum_{\tilde{N}_i + q/N_i \in \{0, \cdots, \tilde{N}_i-1\}} a_i \frac{\tilde{N}_i + q/N_i - q/N_q}{\tilde{N}_i} b_{i,q} H_i(zW^{N+iN_q/N_i+n-N_q/N_q}W^{N_q/N_q})F_i(zW^{N_q/N_q}) + \sum_{i=0}^{M-1} \sum_{q \in \{0, \cdots, \tilde{N}_i-1\}} \frac{a_i}{\tilde{N}_i} b_{i,q} H_i(zW^{N+iN_q/N_q})F_i(zW^{N_q/N_q}) \]  

(42)

for n = 0, 1, ..., N - 1. Then, we have the following results [14], [29]:

For the compatible filter window bank, the exact perfect reconstruction condition becomes:

(i) ∃c > 0 and ∃K ∈ Z^+ such that

\[\sum_{i=0}^{M-1} \left( a_{i,0}b_{i,0}H_i(z)F_i(z) + \sum_{\tilde{N}_i - q/N_i \in \{0, \cdots, \tilde{N}_i-1\}} \frac{a_i}{\tilde{N}_i - q/N_i} b_{i,q} H_i(zW^{N+iN_q/N_i-n-N_q/N_q}W^{N_q/N_q})F_i(zW^{N_q/N_q}) \right) \]  

\[= \tilde{c}z^{-K}\]  

(43)
Define the discrete Fourier series of the analysis periodic window functions as follows. Distortion can be expressed as a multiplication of a matrix and a vector containing periodic window functions, both the transfer functional distortion and the aliasing window bank are linear with respect to the discrete Fourier series of the analysis bank with constant synthesis periodic window functions.

In order to design and (\(n = 0, \ldots, N - 1\)). For the incompatible filter window bank, suppose that \(u \in \tilde{S}\) and \(p_c \in \{0, \ldots, \tilde{N}_c - 1\}\) but \(\tilde{d}d \in \{0, 1, \ldots, M - 1\}\) and \(\tilde{d}q_d \in \{0, 1, \ldots, \frac{N}{N_{d_i}} - 1\}\) where

\[
(d, q_d) \neq (c, q_c)
\]

(45)

and \(\tilde{d}p_d \in \{0, 1, \ldots, \tilde{N}_d - 1\}\) such that

\[
\mod \left(\frac{N_{p_c}}{N_c} + \frac{N_{q_c}}{N_c}, N\right) = \mod \left(\frac{N_{p_d}}{N_d} + \frac{N_{q_d}}{N_d}, N\right) \in \{0, 1, \ldots, N - 1\}.
\]

(46)

In this case, the exact perfect condition becomes either

\[
a_{c, p_c} = 0
\]

(47)

or

\[
b_{c, p_c} = 0
\]

(48)

for \(\mod \left(\frac{N_{p_c}}{N_c} + \frac{N_{q_c}}{N_c}, N\right) = n\).

3. Optimal design of analysis periodic window functions of filter window bank with constant synthesis periodic window functions. In order to design the analysis periodic window functions, first both the transfer functional distortion and the aliasing distortion of the filter window bank are expressed in terms of the Fourier coefficients of the analysis periodic window functions as discussed in Section 2.2. Then, the design problem is formulated as an optimization problem based on the obtained expressions.

As both the transfer functional distortion and the aliasing distortion of the filter window bank are linear with respect to the discrete Fourier series of the analysis periodic window functions, both the transfer functional distortion and the aliasing distortion can be expressed as a multiplication of a matrix and a vector containing the discrete Fourier series of the analysis periodic window functions as follows. Define

\[
a_i = \begin{bmatrix} a_{i,0} & \cdots & a_{i,\tilde{N}_i-1} \end{bmatrix}^T
\]

(49)

for \(i = 0, \ldots, M - 1\),

\[
a = \begin{bmatrix} a_0^T & \cdots & a_{M-1}^T \end{bmatrix}^T,
\]

(50)

\[
\Psi_{i,n}(z) = \begin{bmatrix} 0 & \cdots & 0 & \delta \left[ \mod \left(n, \frac{N}{N_i} \right) \right] H_{i}(zW_{\frac{N}{N_i}}^n) F_i(z) & 0 & \cdots & 0 \end{bmatrix}^T
\]

(51)

for \(n = 0, \ldots, N - 1\) and \(i = 0, \ldots, M - 1\),

\[
\Psi_n(z) = \begin{bmatrix} \Psi_{0,n}(z) & \cdots & \Psi_{M-1,n}(z) \end{bmatrix}^T
\]

(52)
for \( n = 0, \ldots, N - 1 \), and

\[
\Psi(z) = \begin{bmatrix} \Psi_0(z) & \cdots & \Psi_{N-1}(z) \end{bmatrix}^T. \tag{53}
\]

Here, there are \( \lfloor \frac{n}{N_i} \rfloor \) zeros and \( \tilde{N}_i - 1 - \lfloor \frac{n}{N_i} \rfloor \) zeros before and after

\[
\delta \left[ \text{mod} \left( n, \frac{N}{N_i} \right) \right] H_i(zW \frac{N}{N_i} \text{floor}(\frac{N}{N_i})) F_i(z) \text{ in } \Psi_{i,n}(z) \text{ for } n = 1, \ldots, N - 1 \text{ and for } i = 0, \ldots, M - 1, \text{ respectively. Then, we have}
\]

\[
E(z) = \Psi(z)a - \begin{bmatrix} \bar{c}z^{-\mathbf{K}} & 0 & \cdots & 0 \end{bmatrix}^T. \tag{54}
\]

In other words, we have

\[
E_0(z) = \Psi_0^T(z)a - \bar{c}z^{-\mathbf{K}} \tag{55}
\]

and

\[
E_n(z) = \Psi_n^T(z)a \tag{56}
\]

for \( n = 1, \ldots, N - 1 \). Define

\[
w_i = \begin{bmatrix} w_i[0] & \cdots & w_i[N_i - 1] \end{bmatrix}^T \tag{57}
\]

for \( i = 1, \ldots, M - 1 \) and

\[
w_i = \begin{bmatrix} w_0^T & \cdots & w_{M-1}^T \end{bmatrix}^T. \tag{58}
\]

Define

\[
U_i = \begin{bmatrix}
e^{\frac{2\pi i 0}{N_i}} & \cdots & e^{\frac{2\pi i (N_i - 1)}{N_i}} \\
e^{\frac{2\pi i 1}{N_i}} & \cdots & e^{\frac{2\pi i (N_i - 1)}{N_i}} \\
\vdots & \ddots & \vdots \\
e^{\frac{2\pi i (\tilde{N}_i - 1)}{N_i}} & \cdots & e^{\frac{2\pi i (\tilde{N}_i - 1)}{N_i}}
\end{bmatrix} \tag{59}
\]

for \( i = 1, \ldots, M - 1 \) and

\[
U = \text{diag}(U_0, \cdots, U_{M-1}). \tag{60}
\]

Here, \( \text{diag}(Z_0, \cdots, Z_{M-1}) \) denotes the diagonal matrix with the diagonal submatrices being \( Z_0 \cdots Z_{M-1} \). Then, we have

\[
w = Ua. \tag{61}
\]

Since the total number of the nonzero coefficients of the impulse responses of the analysis periodic window functions is related to the total number of the nonzero subband coefficients, the total number of the nonzero coefficients of the impulse responses of the analysis periodic window functions should be minimized. To achieve this objective, the \( L_0 \) norm of the analysis periodic window functions is minimized subject to the near perfect reconstruction condition. That is: Problem \( (P_c) \)

\[
\begin{align*}
\min_w & \quad \|w\|_0, \tag{62a} \\
\text{subject to} & \quad |E_n(w)| \leq \varepsilon, \quad \text{for } n = 0, \ldots, N - 1 \text{ and } \exists w \in [-\pi, \pi]. \tag{62b}
\end{align*}
\]

Here, \( \|w\|_0 \) denotes the \( L_0 \) norm of \( w \) and \( \varepsilon \) denotes the specification on the acceptable modulus bound for both the aliasing distortion and the transfer functional.
distortion. It can be seen easily that Problem \((P_c)\) is equivalent to the following optimization problem:

\[
\begin{align*}
\min_w & \quad \|w\|_0, \quad \text{(63a)} \\
\text{subject to} & \quad |\Psi_0^T (w) U^{-1} w - \bar{c} e^{-jwR}| \leq \varepsilon \quad \exists w \in [-\pi, \pi], \quad \text{(63b)} \\
& \quad |\Psi_n^T (w) U^{-1} w| \leq \varepsilon \quad \text{for } n = 0, \cdots, N - 1 \quad \text{and} \quad \exists w \in [-\pi, \pi]. \quad \text{(63c)}
\end{align*}
\]

Since both the aliasing distortion and the transfer functional distortion are complex valued functions, the constraints of this optimization problem are actually the quadratic matrix inequality constraints. In general, it is difficult to guarantee that these quadratic matrix inequality constraints are satisfied. To address this issue, first denote a complex number as \(z\) as well as its real part and imaginary part as \(z_r\) and \(z_i\), respectively. That is,

\[
z = z_r + jz_i. \quad \text{(64)}
\]

If

\[
|z_r| \leq \frac{\varepsilon}{\sqrt{2}} \quad \text{(65)}
\]

and

\[
|z_i| \leq \frac{\varepsilon}{\sqrt{2}}, \quad \text{(66)}
\]

then we have

\[
|z|^2 = |z_r|^2 + |z_i|^2 \leq \varepsilon^2 \quad \text{(67)}
\]

or

\[
|z| \leq \varepsilon. \quad \text{(68)}
\]

Hence, the optimization problem is approximated by the following optimization problem:

\[
\begin{align*}
\min_w & \quad \|w\|_0, \quad \text{(69a)} \\
\text{subject to} & \quad |\text{real}(\Psi_0^T (w) U^{-1} w - \bar{c} e^{-jwR})| \leq \frac{\varepsilon}{\sqrt{2}} \quad \exists w \in [-\pi, \pi], \quad \text{(69b)} \\
& \quad |\text{imag}(\Psi_0^T (w) U^{-1} w - \bar{c} e^{-jwR})| \leq \frac{\varepsilon}{\sqrt{2}} \quad \exists w \in [-\pi, \pi] \quad \text{(69c)} \\
& \quad |\text{real}(\Psi_n^T (w) U^{-1} w)| \leq \frac{\varepsilon}{\sqrt{2}} \quad \text{for } n = 0, \cdots, N - 1 \quad \text{and} \quad \exists w \in [-\pi, \pi], \quad \text{(69d)} \\
& \quad |\text{imag}(\Psi_n^T (w) U^{-1} w)| \leq \frac{\varepsilon}{\sqrt{2}} \quad \text{for } n = 0, \cdots, N - 1 \quad \text{and} \quad \exists w \in [-\pi, \pi]. \quad \text{(69e)}
\end{align*}
\]

Here, \(\text{real}(z)\) and \(\text{imag}(z)\) denote the real part and the imaginary part of \(z\), respectively. Note that the analysis periodic window functions are real valued,

\[
\text{real}(Z_1 Z_2) = \text{real}(Z_1)\text{real}(Z_2) - \text{imag}(Z_1)\text{imag}(Z_2) \quad \text{(70)}
\]

and

\[
\text{imag}(Z_1 Z_2) = \text{imag}(Z_1)\text{real}(Z_2) + \text{real}(Z_1)\text{imag}(Z_2). \quad \text{(71)}
\]
Therefore, Problem \((P_c)\) can be approximated by the following optimization problem:

\[
\begin{align*}
\min_w & \quad \|w\|_0, \\
\text{subject to} & \quad |\text{real}(\Psi^T_0(w)U^{-1})w - \text{real}(\bar{c}e^{-jw\pi})| \leq \frac{\varepsilon}{\sqrt{2}} \quad \forall w \in [-\pi, \pi], \\
& \quad |\text{imag}(\Psi^T_0(w)U^{-1})w - \text{imag}(\bar{c}e^{-jw\pi})| \leq \frac{\varepsilon}{\sqrt{2}} \quad \forall w \in [-\pi, \pi], \\
& \quad |\text{real}(\Psi^T_n(w)U^{-1})w| \leq \frac{\varepsilon}{\sqrt{2}} \quad \text{for} \; n = 0, \ldots, N-1 \quad \text{and} \quad \forall w \in [-\pi, \pi], \\
& \quad |\text{imag}(\Psi^T_n(w)U^{-1})w| \leq \frac{\varepsilon}{\sqrt{2}} \quad \text{for} \; n = 0, \ldots, N-1 \quad \text{and} \quad \forall w \in [-\pi, \pi].
\end{align*}
\]  

Since the above optimization problem is a functional inequality constrained optimization problem, it consists of an infinite number of constraints. In general, it is difficult to guarantee that those infinite numbers of constraints are satisfied. To address this difficulty, \(w\) is sampled in \([-\pi, \pi]\). In this case, there are only a finite number of constraints. Denote \(T\) and \(\tau\) as the corresponding matrix and the corresponding vector in the linear matrix inequality constraint, respectively. Then, the above optimization problem can be approximated by the following problem:

\[
\begin{align*}
\min_w & \quad \|w\|_0, \\
\text{subject to} & \quad Tw \leq \tau.
\end{align*}
\]  

It is worth noting that an orthogonal matching pursuit algorithm is the most common method for finding the solutions of the \(L_0\) norm optimization problems in the conventional compressive sensing applications [9], [28]. However, this \(L_0\) norm optimization problem is different from the \(L_0\) norm optimization problems in the conventional compressive sensing applications [17], [30]. For those \(L_0\) norm optimization problems in the conventional compressive sensing applications, the total number of the columns of the constraint matrix is more than that of its rows. However, it is not the case for this \(L_0\) norm optimization problem. Hence, it is not guaranteed that there is a solution for this \(L_0\) norm optimization problem. To address this problem, a simple optimization problem with the same feasible set is formulated. Then, we test whether the feasible set of the formulated optimization problem is empty or not. Since the analytical solutions exist for the quadratic programming problems while they do not exist for the linear programming problems, the required computational powers for finding the solutions of the quadratic programming problems are lower than that for finding the solutions of the \(L_1\) norm optimization problems. Therefore, the existence of the solution of the \(L_0\) norm optimization problem is tested via the following quadratic programming problem:

\[
\begin{align*}
\min_w & \quad \|Tw - \tau\|^2, \\
\text{subject to} & \quad Tw \leq \tau.
\end{align*}
\]  

However, the globally optimal solution of the \(L_0\) norm optimization problem may not be uniquely defined. In order to obtain a near globally optimal solution, the \(L_0\) norm optimization problem is approximated by a convex optimization problem. Since the \(L_1\) norm optimization problem is the nearest convex approximation of the \(L_0\) norm optimization problem, the following \(L_1\) norm optimization problem is evaluated:
Then, the magnitudes of the elements in the solution of the $L_1$ norm optimization problem are sorted in the ascending order. The column in $\mathbf{T}$ corresponding to the element in the solution with the smallest magnitude is removed. Denote $\tilde{\mathbf{T}}$ as the matrix with the removed column. Here, a new set of the constraints are obtained. It corresponds to the new $L_0$ norm optimization problem. Therefore, it is required to test whether the feasible set of the new $L_0$ norm optimization problem is empty or not. Similarly, the following quadratic programming problem is formulated and the existence of the solution of the new $L_0$ norm optimization problem is tested:

$$\min_{\tilde{\mathbf{w}}} \parallel \tilde{\mathbf{T}}\tilde{\mathbf{w}} - \tau \parallel^2,$$

subject to $\tilde{\mathbf{T}}\tilde{\mathbf{w}} \leq \tau$. (76a) (76b)

If the solution of this new quadratic programming problem exists, then the total number of the nonzero elements in $\mathbf{w}$ satisfying $\mathbf{T}\mathbf{w} \leq \tau$ can be reduced. In other words, $\|\mathbf{w}\|_0$ is reduced. Hence, we can repeat the above procedures for finding the solution of the corresponding $L_0$ norm optimization problem. On the other hand, if the feasible set of the new $L_0$ norm optimization problem is empty, then we cannot reduce the total number of the nonzero elements in $\mathbf{w}$. In this case, $\tilde{\mathbf{w}}$ is taken as the approximate solution of the original $L_0$ norm optimization problem.

4. Optimal design of both analysis periodic window functions and synthesis periodic window functions of filter window bank. Similar to the design method discussed in Section 3, both the transfer functional distortion and the aliasing distortion of the filter window bank with the time varying synthesis periodic window functions are expressed in terms of the Fourier coefficients of both the analysis periodic window functions and the synthesis periodic window functions. Then, the design of both the analysis periodic window functions and the synthesis periodic window functions is formulated as an $L_0$ norm optimization problem based on the obtained expressions. Let

$$\kappa_{0,i}(z) = \begin{bmatrix} \mathbf{H}_i(z) \mathbf{F}_i(z) & \mathbf{0}_{1 \times (\tilde{N}_i-1)} \\ \mathbf{0}_{(N_i-1) \times 1} & \mathbf{0}_{(\tilde{N}_i-1) \times (\tilde{N}_i-1)} \end{bmatrix}$$

for $i = 0, \ldots, M - 1$ and

$$\kappa_{1,i,q}(z) = \begin{bmatrix} \mathbf{0}_{(N_i-1) \times (\tilde{N}_i)} \\ \tilde{N}_i - q\frac{\tilde{N}_i}{N_i} \notin \{0, \ldots, \tilde{N}_i - 1\} \\ \mathbf{0}_{q \times (N_i - q\frac{\tilde{N}_i}{N_i})} \\ \mathbf{0}_{q \times 1} & \mathbf{0}_{q \times (\tilde{N}_i - q\frac{\tilde{N}_i}{N_i})} \\ \mathbf{0}_{1 \times (\tilde{N}_i - q\frac{\tilde{N}_i}{N_i})} & \kappa_{1,i,q}(z) \\ \mathbf{0}_{(N_i-1) \times (\tilde{N}_i - q\frac{\tilde{N}_i}{N_i})} & \mathbf{0}_{(N_i-1) \times (\tilde{N}_i - q\frac{\tilde{N}_i}{N_i})} \end{bmatrix}.$$
for $i = 0, \cdots, M - 1$ and for $q = 0, \cdots, \tilde{N}_i - 1$. Furthermore, let

$$
\kappa_{n,0,i,q}(z) = \begin{cases}
\begin{bmatrix}
0_{(\tilde{N}_i) \times (\tilde{N}_i)} & 0 \\
0_{\tilde{N}_i} & 1 \\
\tilde{N}_i & 0
\end{bmatrix}, & \tilde{N}_i \notin \{0, \cdots, \tilde{N}_i - 1\} \\
\begin{bmatrix}
0_{q \times (\tilde{N}_n - \tilde{N}_i)} & 0_{q \times 1} & 0_{q \times (\tilde{N}_i + \tilde{N}_q - 1)} \\
0_{\tilde{N}_i} & 1 \\
\tilde{N}_i & 0
\end{bmatrix}, & \tilde{N}_i \notin \{0, \cdots, \tilde{N}_i - 1\}
\end{cases}
$$

and

$$
\kappa_{n,1,i,q}(z) = \begin{cases}
\begin{bmatrix}
0_{(\tilde{N}_i) \times (\tilde{N}_i)} & 0 \\
0_{\tilde{N}_i} & 1 \\
\tilde{N}_i & 0
\end{bmatrix}, & \tilde{N}_i \notin \{0, \cdots, \tilde{N}_i - 1\} \\
\begin{bmatrix}
0_{q \times (\tilde{N}_n - \tilde{N}_i)} & 0_{q \times 1} & 0_{q \times (\tilde{N}_i + \tilde{N}_q - 1)} \\
0_{\tilde{N}_i} & 1 \\
\tilde{N}_i & 0
\end{bmatrix}, & \tilde{N}_i \notin \{0, \cdots, \tilde{N}_i - 1\}
\end{cases}
$$

for $i = 0, \cdots, M - 1$ and for $q = 0, \cdots, \tilde{N}_i - 1$ and for $n = 1, \cdots, N - 1$. Define

$$
\kappa_0(z) = \text{diag}\left(\kappa_{0,0}(z), \cdots, \kappa_{0,M-1}(z)\right),
$$

$$
\kappa_1(z) = \text{diag}\left(\sum_{q=0}^{\tilde{N}_0-1} \kappa_{1,0,q}(z), \cdots, \sum_{q=0}^{\tilde{N}_{M-1}-1} \kappa_{1,M-1,q}(z)\right),
$$

$$
\bar{\kappa}_{n,0}(z) = \text{diag}\left(\sum_{q=0}^{\tilde{N}_0-1} \bar{\kappa}_{n,0,q}(z), \cdots, \sum_{q=0}^{\tilde{N}_{M-1}-1} \bar{\kappa}_{n,0,M-1,q}(z)\right),
$$

and

$$
\bar{\kappa}_{n,1}(z) = \text{diag}\left(\sum_{q=0}^{\tilde{N}_0-1} \bar{\kappa}_{n,1,q}(z), \cdots, \sum_{q=0}^{\tilde{N}_{M-1}-1} \bar{\kappa}_{n,1,M-1,q}(z)\right),
$$

for $n = 1, \cdots, N - 1$. Let

$$
b_i = [b_{i,0} \cdots b_{i,\tilde{N}_i-1}]^T
$$

for $i = 1, \cdots, M - 1$. Let

$$
b = [b_0^T \cdots b_{M-1}^T]^T.
$$

Then, we have

$$
\bar{E}_0(z) = b^T(\kappa_0(z) + \kappa_1(z))a - \bar{c}z^{-\bar{\kappa}}
$$

and

$$
\bar{E}_n(z) = b^T(\bar{\kappa}_{n,0}(z) + \bar{\kappa}_{n,1}(z))a
$$

for $n = 1, \cdots, N - 1$. Denote

$$
v_i = [v_{i0} \cdots v_{i[\tilde{N}_i-1]}]^T
$$
for \( i = 1, \ldots, M - 1 \). Let

\[
\mathbf{v} = \begin{bmatrix} \mathbf{v}_0^T & \cdots & \mathbf{v}_{M-1}^T \end{bmatrix}^T,
\]

(91)

\[
\tilde{\mathbf{U}}_i = \begin{bmatrix}
\begin{array}{ccc}
e^{j2\pi \times 0} & \cdots & \ne^{j2\pi \times (S_i-1)} \\
\vdots & \ddots & \vdots \\
e^{j2\pi \times (S_i-1)\times 0} & \cdots & \ne^{j2\pi \times (S_i-1)\times (S_i-1)}
\end{array}
\end{bmatrix}
\]

(92)

for \( i = 1, \ldots, M - 1 \), and

\[
\hat{\mathbf{U}} = \text{diag}(\hat{\mathbf{U}}_0, \ldots, \hat{\mathbf{U}}_{M-1}).
\]

(93)

Then, it follows that

\[
\mathbf{v} = \hat{\mathbf{U}} \mathbf{b}.
\]

(94)

In this paper, the design of both the analysis periodic window functions and the synthesis periodic window functions is formulated as the following \( L_0 \) norm optimization problem:

Problem (\( \tilde{P}_d \))

\[
\min_{(\mathbf{w}, \mathbf{v})} \|\mathbf{w}\|_0 + \|\mathbf{v}\|_0,
\]

subject to \(|\tilde{E}_q(w)| \leq \varepsilon, \) for \( q = 0, \ldots, N - 1 \) and \( \exists w \in [-\pi, \pi] \). (95b)

For real valued analysis periodic window functions, Problem (\( \tilde{P}_d \)) can be approximated by the following optimization problem:

\[
\min_{(\mathbf{w}, \mathbf{v})} \|\mathbf{w}\|_0 + \|\mathbf{v}\|_0
\]

subject to \(|\text{real}(\mathbf{v}^T \tilde{\mathbf{U}}^{-T}(\kappa_0(w) + \kappa_1(w))\mathbf{U}^{-1}\mathbf{w}) - \text{real}(\bar{c}e^{-jw\pi})| \leq \frac{\varepsilon}{\sqrt{2}} \), \( \exists w \in [-\pi, \pi] \), (96b)

\[\exists w \in [-\pi, \pi],\]

(96c)

\[\exists w \in [-\pi, \pi],\]

(96d)

\[\exists w \in [-\pi, \pi],\]

(96e)

\[\exists w \in [-\pi, \pi],\]

(96f)

\[\exists w \in [-\pi, \pi],\]

(96g)

\[\exists w \in [-\pi, \pi],\]

(96h)

\[\exists w \in [-\pi, \pi],\]

(96i)

However, the approximate Problem (\( \tilde{P}_d \)) still consists of four quadratic matrix inequality constraints. The conventional orthogonal matching pursuit method [13], [25] cannot be directly applied for finding the solution of this approximate problem. To address this difficulty, the following iterative algorithm is proposed.

**Algorithm 1**

**Step1:** Initialize \( \mathbf{w}_0^* \) and \( \mathbf{v}_0^* \). Denote an iteration index as \( k = 0 \). Let

\[
\gamma > 0
\]

be an acceptable value for terminating the algorithm. Define

\[
\Gamma_0 = \|\text{real}(\mathbf{w}_0^*)\|_1 + \|\text{real}(\mathbf{v}_0^*)\|_1.
\]

(97)
**Step 2:** Find an optimal solution of the following conventional $L_0$ norm optimization problem:

Problem $(\hat{P}_{v,k})$

$$\begin{align*}
\min_w & \quad \|w\|_0 + \|v^*_k\|_0, \\
\text{subject to} & \quad |\text{real}(v_k^T \hat{U}^{-T}(\kappa_0(w) + \kappa_1(w))U^{-1})w - \text{real}(\bar{e}e^{-jwK})| \leq \frac{\varepsilon}{2} \\
& \quad \exists w \in [-\pi, \pi], \\
& \quad |\text{imag}(v_k^T \hat{U}^{-T}(\kappa_0(w) + \kappa_1(w))U^{-1})w - \text{real}(\bar{e}e^{-jwK})| \leq \frac{\varepsilon}{2}, \\
& \quad \text{for } n = 0, \ldots, N-1, \text{ and } \exists w \in [-\pi, \pi], \\
& \quad |\text{imag}(v_k^T \hat{U}^{-T}(\kappa_0(w) + \kappa_1(w))U^{-1})w| \leq \frac{\varepsilon}{2}, \\
& \quad \text{for } n = 0, \ldots, N-1, \text{ and } \exists w \in [-\pi, \pi],
\end{align*}$$

Denote the obtained solution as $w^*_k$.

**Step 3:** Find an optimal solution of the following conventional $L_0$ norm optimization problem:

Problem $(\hat{P}_{v,k})$

$$\begin{align*}
\min_v & \quad \|w^*_k\|_0 + \|v\|_0, \\
\text{subject to} & \quad |v^T \text{real}(\hat{U}^{-T}(\kappa_0(w) + \kappa_1(w))U^{-1}w^*_k) - \text{real}(\bar{e}e^{-jwK})| \leq \frac{\varepsilon}{2} \\
& \quad \exists w \in [-\pi, \pi], \\
& \quad |v^T \text{imag}(\hat{U}^{-T}(\kappa_0(w) + \kappa_1(w))U^{-1}w^*_k) - \text{real}(\bar{e}e^{-jwK})| \leq \frac{\varepsilon}{2}, \\
& \quad \text{for } n = 0, \ldots, N-1, \text{ and } \exists w \in [-\pi, \pi], \\
& \quad |v^T \text{imag}(\hat{U}^{-T}(\kappa_0(w) + \kappa_1(w))U^{-1})w^*_k| \leq \frac{\varepsilon}{2}, \\
& \quad \text{for } n = 0, \ldots, N-1, \text{ and } \exists w \in [-\pi, \pi],
\end{align*}$$

Denote the obtained solution as $v^*_k$. Compute

$$\Gamma_{k+1} = \|\text{real}(w^*_k)\|_1 + \|\text{real}(v^*_k)\|_1.$$  

**Step 4:** If

$$\Gamma_k - \Gamma_{k+1} \leq \gamma,$$
then the algorithm terminates and \((\mathbf{w}_{k+1}^*, \mathbf{v}_{k+1}^*)\) is taken as an approximate solution of the approximated Problem \((\tilde{P}_d)\). Otherwise, increment the value of \(k\) and go back to Step 2.

Since **Algorithm1** is an iterative algorithm, the stability of the proposed algorithm is required to be analysed. In order to study whether the solutions of both Problem \((\tilde{P}_{w,k})\) and Problem \((\tilde{P}_{v,k})\) will converge to the solution of Problem \((\tilde{P}_d)\) or not, it is required to study whether both the functional values and the feasible sets of both Problem \((\tilde{P}_{w,k})\) and Problem \((\tilde{P}_{v,k})\) would converge to those of Problem \((\tilde{P}_d)\) or not. To study whether the functional values of both Problem \((\tilde{P}_{w,k})\) and Problem \((\tilde{P}_{v,k})\) would converge to that of Problem \((\tilde{P}_d)\) or not, we have the following result:

**Theorem1.** \(\forall \gamma > 0, \exists k' \geq 1\) such that

\[
\Gamma_{k'-1} - \Gamma_{k'} \leq \gamma.
\]  
(103)

**Proof.** It can be seen from Step 2 that

\[
\|\text{real}(\mathbf{v}_k^*)\|_1 + \|\text{real}(\mathbf{w}_{k+1}^*)\|_1 \leq \|\text{real}(\mathbf{v}_k^*)\|_1 + \|\text{real}(\mathbf{w}_k^*)\|_1 = \Gamma_k
\]  
(104)

for \(k \geq 0\). Also, it follows from Step 3 that

\[
\Gamma_{k+1} = \|\text{real}(\mathbf{v}_{k+1}^*)\|_1 + \|\text{real}(\mathbf{w}_{k+1}^*)\|_1 \leq \|\text{real}(\mathbf{v}_k^*)\|_1 + \|\text{real}(\mathbf{w}_{k+1}^*)\|_1
\]  
(105)

for \(k \geq 0\). Hence

\[
\Gamma_{k+1} \leq \Gamma_k
\]  
(106)

for \(k \geq 0\). As \(\Gamma_k\) is bounded for \(k \geq 0\), this implies that \(\forall \gamma > 0, \exists k' \geq 1\) such that

\[
\Gamma_{k'-1} - \Gamma_{k'} \leq \gamma.
\]  
(107)

This completes the proof.

To study whether the feasible sets of both Problem \((\tilde{P}_{w,k})\) and Problem \((\tilde{P}_{v,k})\) would converge to those of Problem \((\tilde{P}_d)\) or not, let the feasible sets of Problem \((\tilde{P}_{w,k})\), Problem \((\tilde{P}_{v,k})\) and Problem \((\tilde{P}_d)\) be \(\mathcal{F}_{v,k}^D\), \(\mathcal{F}_{w,k}^{\#D}\) and \(\mathcal{F}_D\), respectively. Denote \(\phi\) as the empty set. Then, we have the following result:

**Theorem2.** Suppose that \(\mathcal{F}_{v,k}^D \neq \phi\), \(\mathcal{F}_{w,k}^{\#D} \neq \phi\), \(\mathcal{F}_{v,k}^D \neq \phi\) and \(\mathcal{F}_D \neq \phi\). Then, \(\mathcal{F}_{v,k} \cap \mathcal{F}_{v,k+1} \neq \phi\). **Proof.** Since \(\mathbf{w}_{k+1}^* \in \mathcal{F}_{v,k}^D\), this implies that \((\mathbf{w}_{k+1}^*, \mathbf{v}_k^*) \in \mathcal{F}_D\). On the other hand, as \(\mathbf{v}_{k+1}^* \in \mathcal{F}_{w,k+1}^{\#D}\), this implies that \((\mathbf{w}_{k+1}^*, \mathbf{v}_{k+1}^*) \in \mathcal{F}_D\). This further implies that \(\mathbf{w}_{k+1}^* \in \mathcal{F}_{v,k+1}^D\) and \(\mathcal{F}_{v,k} \cap \mathcal{F}_{v,k+1}^D \neq \phi\). This completes the proof.

Although it is difficult to conclude whether \(\mathcal{F}_{v,k} \subset \mathcal{F}_{v,k+1}^D\) or \(\mathcal{F}_{v,k} \supset \mathcal{F}_{v,k+1}^D\), the proposed algorithm will still be terminated as the functional values of both Problem \((\tilde{P}_{w,k})\) and Problem \((\tilde{P}_{v,k})\) would converge.

5. Illustrative design examples.

5.1. Comparison between a nonuniform filter bank with conventional samplers and the corresponding filter window bank with constant synthesis periodic window functions. Consider a nonuniform filter bank with the conventional samplers as shown in Figure 2. Here, the set of sampling integers is
chosen as \( \{2, 3, 6\} \). The reason for choosing such set of samplers is because it corresponds to a well known incompatible nonuniform filter bank [2]. For an illustration purpose, consider

\[
H_0(z) = h_0 z^{-K_0}, \quad (108)
\]
\[
H_1(z) = h_1 z^{-K_1}, \quad (109)
\]
\[
H_2(z) = h_2 z^{-K_2}, \quad (110)
\]
\[
F_0(z) = f_0 z^{-K_0}, \quad (111)
\]
\[
F_1(z) = f_1 z^{-K_1}, \quad (112)
\]

and

\[
F_2(z) = f_2 z^{-K_2}. \quad (113)
\]

Then, it can be seen easily that

\[
E_0(z) = \frac{1}{2} h_0 z^{-K_0} f_0 z^{-K_0} + \frac{1}{3} h_1 z^{-K_1} f_1 z^{-K_1} + \frac{1}{6} h_2 z^{-K_2} f_2 z^{-K_2} - \frac{3h_0 f_0 + 2h_1 f_1 + h_2 f_2}{6} z^{-K}, \quad (114)
\]
\[
E_1(z) = \frac{1}{6} h_2 (ze^{-j\pi f_1})^{-K_2} f_2 z^{-K_1} - \frac{1}{6} h_2 (ze^{-j\pi f_2})^{-K_2} f_2 z^{-K_2}, \quad (115)
\]
\[
E_2(z) = \frac{1}{3} h_1 (ze^{-j\pi f_2})^{-K_2} f_1 z^{-K_2} + \frac{1}{6} h_2 (ze^{-j\pi f_2})^{-K_2} f_2 z^{-K_2}, \quad (116)
\]
\[
E_3(z) = \frac{1}{2} h_0 (z - 2^{-1})^{-K_0} f_0 z^{-K_0} + \frac{1}{6} h_2 (z - 2^{-1})^{-K_2} f_2 z^{-K_2}, \quad (117)
\]
\[
E_4(z) = \frac{1}{3} h_1 (ze^{-j\pi f_3})^{-K_2} f_1 z^{-K_2} + \frac{1}{6} h_2 (ze^{-j\pi f_3})^{-K_2} f_2 z^{-K_2}, \quad (118)
\]

and

\[
E_5(z) = \frac{1}{6} h_2 (ze^{-j\pi f_1})^{-K_2} f_2 z^{-K_2}. \quad (119)
\]

In this case, the exact perfect reconstruction condition cannot be satisfied for all realizable filters.

Now, this nonuniform filter bank with the conventional samplers is extended to a filter window bank with constant synthesis periodic window functions. Since the periods of the joint downsampling functions and the upsampling functions of the first channel, the second channel and the third channel of the nonuniform filter bank with the conventional samplers are equal to 2, 3 and 6, respectively, the periods of the analysis periodic window functions of the filter window bank are chosen accordingly. That is,

\[
\tilde{N}_0 = 2, \quad (120)
\]
\[
\tilde{N}_1 = 3 \quad (121)
\]

and

\[
\tilde{N}_2 = 6. \quad (122)
\]

For the real valued filters, the exact perfect reconstruction condition of the filter window bank becomes

\[
a_{0,1} = a_{1,1} = a_{1,2} = a_{2,0} = a_{2,1} = a_{2,2} = a_{2,3} = a_{2,4} = a_{2,5} = 0 \quad (123)
\]

and

\[
a_{0,0} h_0 f_0 + a_{1,0} h_1 f_1 = 0. \quad (124)
\]
As the exact perfect reconstruction condition is satisfied \cite{14,29}, we choose
\[ \varepsilon = 0. \]
\hspace{1cm} (125)

As
\[ U_0 = \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix} \] 
and
\[ U_1 = \begin{bmatrix} 1 \\ 1 \\ e^{j2\pi/3} \\ e^{j4\pi/3} \end{bmatrix}, \]
we have
\[ \|w\|_0 = \left\| \begin{bmatrix} (U_0a_0)^T & (U_1a_1)^T & (U_2a_2)^T \end{bmatrix} \right\|_0 \]
\hspace{1cm} (128)

Therefore, Problem (Pc) is equivalent to the following optimization problem:
\[ \min_a \left\| \begin{bmatrix} a_0, 0 & a_0, 0 & a_1, 0 & a_1, 0 & 0 & \cdots & 0 \end{bmatrix} \right\|_0, \]
subject to
\[ a_{0,0}h_0f_0 + a_{1,0}h_1f_1 = \overline{c}, \]
\[ a_{0,0}, a_{1,0}, 0 \in \mathbb{R}, \]
and
\[ a_{0,1} = a_{1,1} = a_{2,1} = a_{2,0} = a_{2,2} = a_{2,3} = a_{2,4} = a_{2,5} = 0. \]
\hspace{1cm} (129)

The trivial solution of this optimization problem is
\[ a_{0,0}^* = \frac{\overline{c}}{h_0f_0} \]
\hspace{1cm} (130)

and
\[ a_{0,0}^* = a_{1,0}^* = a_{1,1}^* = a_{1,2}^* = a_{2,0}^* = a_{2,1}^* = a_{2,2}^* = a_{2,3}^* = a_{2,4}^* = a_{2,5}^* = 0. \] 
\hspace{1cm} (131)

This implies that
\[ w_0^* = \begin{bmatrix} \frac{\overline{c}}{h_0f_0} & \frac{\overline{c}}{h_0f_0} \end{bmatrix}^T, \]
\[ w_1^* = \begin{bmatrix} 0 & 0 & 0 & 0 \end{bmatrix}^T, \]
\hspace{1cm} (132) \hspace{1cm} (133)

and
\[ w_2^* = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 \end{bmatrix}^T. \]
\hspace{1cm} (134)

Since
\[ H_0(z)F_0(z) = h_0f_0z^{-1}, \]
\hspace{1cm} (135)

and
\[ w_0^* = \begin{bmatrix} \frac{\overline{c}}{h_0f_0} & \frac{\overline{c}}{h_0f_0} \end{bmatrix}^T, \]
\hspace{1cm} (136)

the first channel of the filter window bank behaves as a pure delay gain unit. This explains why the filter window bank can achieve the exact perfect reconstruction condition. However, as the second channel and the third channel of the filter window bank are disconnected as well as both \( H_0(z) \) and \( F_0(z) \) are the pure delay gain elements which do not perform any frequency selectivity function, this filter window bank is not useful for practical applications even though the exact perfect reconstruction condition is satisfied. This is the reason why the time varying synthesis
periodic windows functions are required. Alternative, the exact perfect reconstruction condition is required to be relaxed to a near perfect reconstruction condition. On the other hand, as

\[ \|w^*\|_0 = 2 \]  \hspace{1cm} (137)

this case corresponds to the minimum total number of nonzero coefficients of the impulse responses of the analysis periodic window functions. Obviously, this is a global optimal solution of Problem \((P_c)\). In the literature, it is a common practice to approximate an \(L_0\) norm optimization problem by the corresponding \(L_1\) norm optimization problem \([17],[30]\). Thus, the design of the periodic analysis window functions is also formulated as the following \(L_1\) norm optimization problem for the reason of comparison:

\[
\begin{align*}
\min_{a} & \quad \|Ua\|_1, \\
\text{subject to} & \quad a_{0,0}h_0f_0 + a_{1,0}h_1f_1 = \bar{c}, \\
& \quad a_{0,0}, a_{1,0} \in \mathbb{R} \\
& \quad a_{0,1} = a_{1,1} = a_{1,2} = a_{2,0} = a_{2,1} = a_{2,2} = a_{2,3} = a_{2,4} = a_{2,5} = 0.
\end{align*}
\]  \hspace{1cm} (138a)

Since

\[ \|Ua\|_1 = \| \begin{bmatrix} a_{0,0} & a_{0,0} & a_{1,0} & a_{1,0} & 0 & \cdots & 0 \end{bmatrix}^T \|_1 = 2|a_{0,0}| + 3|a_{1,0}|, \]  \hspace{1cm} (139)

this \(L_1\) norm optimization problem becomes the following optimization problem:

\[
\begin{align*}
\min_{a} & \quad 2|a_{0,0}| + 3|a_{1,0}|, \\
\text{subject to} & \quad a_{0,0}h_0f_0 + a_{1,0}h_1f_1 = \bar{c}, \\
& \quad a_{0,0}, a_{1,0} \in \mathbb{R} \\
& \quad a_{0,1} = a_{1,1} = a_{1,2} = a_{2,0} = a_{2,1} = a_{2,2} = a_{2,3} = a_{2,4} = a_{2,5} = 0.
\end{align*}
\]  \hspace{1cm} (140a)

By constructing a straight line

\[ a_{0,0}h_0f_0 + a_{1,0}h_1f_1 = \bar{c} \]  \hspace{1cm} (141)

on the two dimensional Euclidean plane and evaluating the objective functional values at the intercept points \((\frac{\bar{c}}{h_0f_0}, 0)\) and \((0, \frac{\bar{c}}{h_1f_1})\), that is, comparing the magnitudes of \(2|\frac{\bar{c}}{h_0f_0}|\) and \(3|\frac{\bar{c}}{h_1f_1}|\), the solution of this \(L_1\) norm optimization problem is obtained as follows:

\[
(a_{0,0}^*, a_{1,0}^*) = \begin{cases} 
(\frac{\bar{c}}{h_0f_0}, 0) & 2|\frac{\bar{c}}{h_0f_0}| \leq 3|\frac{\bar{c}}{h_1f_1}| \\
(0, \frac{\bar{c}}{h_1f_1}) & 2|\frac{\bar{c}}{h_0f_0}| > 3|\frac{\bar{c}}{h_1f_1}| 
\end{cases} \]  \hspace{1cm} (142)

and

\[ a_{0,0}^* = a_{1,0}^* = a_{1,1}^* = a_{1,2}^* = a_{2,0}^* = a_{2,1}^* = a_{2,2}^* = a_{2,3}^* = a_{2,4}^* = a_{2,5}^* = 0. \]  \hspace{1cm} (143)

Note that the solution of this norm optimization problem is the same as that of norm optimization problem when

\[ 2|\frac{\bar{c}}{h_0f_0}| \leq 3|\frac{\bar{c}}{h_1f_1}|. \]  \hspace{1cm} (144)
However, it is not the case when
\[ 2\left| \frac{c}{h_0 f_0} \right| > 3\left| \frac{c}{h_1 f_1} \right|, \]  

This is due to the fact that the objective functions of these two optimization problems are different.

**Figure 2.** Nonuniform filter bank with the conventional samplers.

### 5.2. Comparison between a nonuniform block filter bank with the block samplers and the corresponding filter window bank with the time varying synthesis periodic window functions.

Now, consider a nonuniform block filter bank as shown in Figure 3. The block lengths of the samplers are all equal to 6. The set of the decimation ratios of the block downsamplers and the set of the upsampling ratios of the block upsamplers are chosen as \{3, 2, 6\}. This set of block sampling ratios is chosen because it corresponds to the same set of the sampling ratios of the incompatible nonuniform filter bank [12]. Suppose that both the analysis filters and the synthesis filters are causal and all the filter lengths are equal to 6. That is,

\[ H_i(z) = \sum_{m=0}^{5} h_{i,m} z^{-m} \]  
\[ F_i(z) = \sum_{m=0}^{5} f_{i,m} z^{-m} \]

for \( i = 0, 1, 2 \). For simplicity, the filters are obtained using the matlab function fir1. More specifically,

\[ H_0(w) = F_0(w) = 2\sqrt{3}e^{-jw^{2.5}} \left( 0.067 \cos(2.5w) + 0.1111 \cos(1.5w) + 0.3822 \cos(0.5w) \right), \]  

\[ H_1(w) = F_1(w) = 2\sqrt{2}e^{-jw^{2.5}} \left( -0.0041 \cos(2.5w) - 0.2417 \cos(1.5w) + 0.4537 \cos(0.5w) \right) \]  

and

\[ H_2(w) = F_2(w) = 2\sqrt{6}e^{-jw^{2.5}} \left( 0.0224 \cos(2.5w) - 0.1358 \cos(1.5w) + 0.3418 \cos(0.5w) \right). \]

It can be checked that this nonuniform block filter bank does not achieve the exact perfect reconstruction condition.

Now, this nonuniform block filter bank is generalized to a filter window bank with the time varying synthesis periodic window functions. As the block lengths of all the samplers in the block filter bank are equal to 6, the periods of both the
analysis periodic window functions and the synthesis periodic window functions of
the filter window bank are chosen as 6. For the block nonuniform filter bank, the
joint downsampling functions and the upsampling functions are

\[
\begin{align*}
  w_0[n] &= \begin{cases} 
    1 \mod (n, 6) = 0 \\
    1 \mod (n, 6) = 1 \\
    0 \mod (n, 6) = 2 \\
    0 \mod (n, 6) = 3 \\
    0 \mod (n, 6) = 4 \\
    0 \mod (n, 6) = 5 
  \end{cases} , \\
  w_1[n] &= \begin{cases} 
    1 \mod (n, 6) = 0 \\
    1 \mod (n, 6) = 1 \\
    1 \mod (n, 6) = 2 \\
    0 \mod (n, 6) = 3 \\
    0 \mod (n, 6) = 4 \\
    0 \mod (n, 6) = 5 
  \end{cases} , \\
  w_2[n] &= \begin{cases} 
    1 \mod (n, 6) = 0 \\
    0 \mod (n, 6) = 1 \\
    0 \mod (n, 6) = 2 \\
    0 \mod (n, 6) = 3 \\
    0 \mod (n, 6) = 4 \\
    0 \mod (n, 6) = 5 
  \end{cases} ,
\end{align*}
\]

and

\[
\begin{align*}
  \mathbf{w}^*_{0,0} &= \begin{bmatrix} 1 & 1 & 0 & 0 & 0 & 0 \end{bmatrix}^T , \\
  \mathbf{w}^*_{0,1} &= \begin{bmatrix} 1 & 1 & 1 & 0 & 0 & 0 \end{bmatrix}^T , \\
  \mathbf{w}^*_{0,2} &= \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}^T , \\
  \mathbf{v}^*_{0,0} &= \begin{bmatrix} 1 & 1 & 1 & 1 & 1 & 1 \end{bmatrix}^T , \\
  \mathbf{v}^*_{0,1} &= \begin{bmatrix} 1 & 1 & 1 & 1 & 1 & 1 \end{bmatrix}^T ,
\end{align*}
\]

Here, we initialize the analysis periodic window functions of the filter window
bank as the same as the joint downsampling functions and the upsampling functions
of the block filter bank. Also, we initialize the synthesis periodic window functions
of the filter window bank as the constant functions. This is because this synthesis
part of the filter window bank corresponds to that of the block filter bank. That is,

\[
\begin{align*}
  \mathbf{w}^*_{0,0} &= \begin{bmatrix} 1 & 1 & 0 & 0 & 0 & 0 \end{bmatrix}^T , \\
  \mathbf{w}^*_{0,1} &= \begin{bmatrix} 1 & 1 & 1 & 0 & 0 & 0 \end{bmatrix}^T , \\
  \mathbf{w}^*_{0,2} &= \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}^T , \\
  \mathbf{v}^*_{0,0} &= \begin{bmatrix} 1 & 1 & 1 & 1 & 1 & 1 \end{bmatrix}^T , \\
  \mathbf{v}^*_{0,1} &= \begin{bmatrix} 1 & 1 & 1 & 1 & 1 & 1 \end{bmatrix}^T ,
\end{align*}
\]

and

\[
\begin{align*}
  \mathbf{w}^*_{0,2} &= \begin{bmatrix} 1 & 1 & 1 & 1 & 1 & 1 \end{bmatrix}^T .
\end{align*}
\]

Next, we initialize

\[
\begin{align*}
  \mathbf{w}_0^* &= \begin{bmatrix} \mathbf{w}^*_{0,0} & \mathbf{w}^*_{0,1} & \mathbf{w}^*_{0,2} \end{bmatrix}^T ,
\end{align*}
\]

and

\[
\begin{align*}
  \mathbf{v}_0^* &= \begin{bmatrix} \mathbf{v}^*_{0,0} & \mathbf{v}^*_{0,1} & \mathbf{v}^*_{0,2} \end{bmatrix}^T .
\end{align*}
\]

Similarly, the set of the analysis filters and the set of the synthesis filters are
chosen the same as those of the block filter bank for the reason of comparison.
Furthermore,

\[
\begin{align*}
  \epsilon &= 0.1362 ,
\end{align*}
\]

and

\[
\begin{align*}
  \gamma &= 10^{-3} .
\end{align*}
\]
Table 1. Both the transfer functional distortions and the aliasing distortions of both the filter window bank and the block filter bank.

|                              | Filter window bank | Block filter bank | Improvement  |
|------------------------------|--------------------|-------------------|--------------|
| The maximum absolute value of | -17.3157 dB       | 0.9315 dB         | 18.2472 dB   |
| the transfer functional      |                    |                   |              |
| distortion                   |                    |                   |              |
| The maximum absolute value of | -24.8282 dB       | -2.0172 dB        | 22.8110 dB   |
| the first aliasing distortion|                    |                   |              |
| The maximum absolute value of | -18.6761 dB       | -5.4446 dB        | 13.2316 dB   |
| the second aliasing distortion|                    |                   |              |
| The maximum absolute value of | -27.5018 dB       | -9.3399 dB        | 18.1618 dB   |
| the third aliasing distortion|                    |                   |              |
| The maximum absolute value of | -18.7578 dB       | -5.1906           | 13.5672 dB   |
| the fourth aliasing distortion|                    |                   |              |
| The maximum absolute value of | -23.9515 dB       | -0.7191 dB        | 23.2325 dB   |
| the fifth aliasing distortion|                    |                   |              |

are chosen. This is because these values should be small enough for most practical applications. Once these parameters are initialized, **Algorithm 1** can be executed. Finally, by finding the solution of Problem (\( \tilde{P}_{w,k} \)) and the solution of Problem (\( \tilde{P}_{v,k} \)) iteratively, a solution of the approximate Problem (\( \tilde{P}_d \)) can be found.

To demonstrate the effectiveness of the filter window bank, both the transfer functional distortion and the aliasing distortion are employed as the performance indices. The results obtained are then compared with those obtained from the nonuniform block filter bank. Figure 4 shows both the transfer functional distortions and the aliasing distortions of both the filter window bank and the block filter bank. The numerical values are shown in Table 1. From Figure 4 and Table 1, we can see that the maximum absolute value of the transfer functional distortion of the filter window bank and that of the block filter bank are -17.3157 dB and 0.9315 dB, respectively. Here, there is 18.2472 dB improvement. On the other hand, the maximum absolute value of the first aliasing distortion of the filter window bank and that of the block filter bank are -24.8282 dB and -2.0172 dB, respectively. Here, there is 22.8110 dB improvement. The maximum absolute value of the second aliasing distortion of the filter window bank and that of the block filter bank are -18.6761 dB and -5.4446 dB, respectively. Here, there is 13.2316 dB improvement. The maximum absolute value of the third aliasing distortion of the filter window
bank and that of the block filter bank are -27.5018 dB and -9.3399 dB, respectively. Here, there is 18.1618 dB improvement. The maximum absolute value of the fourth aliasing distortion of the filter window bank and that of the block filter bank are -18.7578 dB and -5.1906 dB, respectively. Here, there is 13.5672 dB improvement. The maximum absolute value of the fifth aliasing distortion of the filter window bank and that of the block filter bank are -23.9515 dB and -0.7191 dB, respectively. Here, there is 23.2325 dB improvement. From these obtained results, we can conclude that the filter window bank has achieved significant improvements on both the transfer functional distortion and the aliasing distortion. Also, the required specification on both the transfer functional distortion and the aliasing distortion is satisfied. As the specification values on these distortions are small enough for practical applications, the designed filter window bank is useful for practical applications. On the other hand, both the transfer functional distortion and the aliasing distortion of the block filter bank are too large for practical applications. Also, it does not satisfy the required specification. It is worth noting that the total number of the degree of freedom of the Fourier coefficients of the filter window bank is increased, but the total number of the equations required to be satisfied is the same as that of the block filter bank. Therefore, the filter window bank can achieve both the lower transfer functional distortion and the lower aliasing distortion when compared with the block filter bank for the same set of analysis filters and synthesis filters.

Figure 3. Nonuniform block filter bank with the block samplers.

6. Conclusions. This paper proposes an optimal design of the filter window bank. For the design of the analysis periodic window functions of the filter window bank with the constant synthesis periodic window functions, the design problem is formulated as an $L_0$ norm optimization problem, where the total number of the nonzero coefficients of the analysis periodic window functions is minimized subject to the near perfect reconstruction condition. An iterative approach is employed for finding its optimal solution. Similarly, for the design of both the analysis periodic window functions and the synthesis periodic window functions of the filter window bank, the total number of the nonzero coefficients of both the analysis periodic window functions and the synthesis periodic window functions is minimized subject to the near perfect reconstruction condition. This is also an $L_0$ norm optimization problem. Likewise, an iterated algorithm is employed for finding its optimal solution. The obtained results show that the filter window bank can achieve significant improvements on both the transfer functional distortion and the aliasing distortion when compared with the nonuniform filter banks with the conventional samplers and the
Figure 4. (a) The transfer functional distortions, (b) the first aliasing distortion components, (c) the second aliasing distortion components, (d) the third aliasing distortion components, (e) the fourth aliasing distortion components and (f) the fifth aliasing distortion components of both the filter window bank and the block filter bank.

nonuniform block filter banks. The improvement on both the transfer functional distortion and the aliasing distortion is due to the increase in the total number of degree of freedom for designing the Fourier coefficients while maintaining the same total number of equations required to be satisfied.
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