Exact Traveling Wave Solutions of One-Dimensional Models of Cancer Invasion
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Abstract—In this paper, we obtain exact analytical solutions of equations of continuous mathematical models of tumor growth and invasion based on the model introduced by Chaplain and Lolas for the case of one spatial dimension. The models consist of a system of three nonlinear reaction–diffusion–taxis partial differential equations describing the interactions between cancer cells, the matrix degrading enzyme and the tissue. The obtained solutions are smooth nonnegative functions depending on the traveling wave variable with certain conditions imposed on model parameters.
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INTRODUCTION

A comprehensive presentation of the biological and medical aspects underlying the construction of mathematical models in oncology can be found in the cited literature [1–36] and references therein.

In the present paper, we obtain exact analytical solutions of a system of three nonlinear second-order partial differential equations of the reaction–diffusion–taxis type. This system is based on a continuous mathematical model of the growth and invasion of solid tumors proposed in [4], being a modification of it that allows one to exactly solve the equations of the system in terms of the traveling wave variable.

The original model [4] describes the space–time behavior and evolution of tumor cells with density \( c(t, \vec{r}) \), extracellular matrix (ECM) density \( v(t, \vec{r}) \), and concentration of protease (plasminogen activator, uPA) \( u(t, \vec{r}) \). It is assumed that cell number density changes due to dispersion resulting from random locomotion and the directional migratory response of tumor cells to gradients of diffusible (uPA) and nondiffusible (ECM) macromolecules [4]. It is also assumed that in the absence of any extracellular matrix, the proliferation of cancer cells obeys the logistic growth law and the extracellular matrix does not move and changes solely due to its degradation by uPA protease and its remodeling by cancer and other cells; the terms responsible for proliferation and re-establishment are the last terms in the first two equations below. The complete system of dimensionless equations has the form [4]

\[
\begin{align*}
    c_t &= D_c \nabla^2 c - \chi_c \nabla (c \nabla u) - \xi_c \nabla (c \nabla v) + \mu_1 c(1 - c - v), \\
    v_t &= -\delta uv + \mu_2 v(1 - c - v), \\
    u_t &= D_u \nabla^2 u + \alpha c - \beta u,
\end{align*}
\]

(1)

where the constant positive model parameters \( D_c \) and \( D_u \) are the coefficients of diffusion of cells and uPA, respectively; \( \chi_c \) and \( \xi_c \) are the chemotaxis and haptotaxis coefficients, \( \delta \) is the rate of ECM degradation by uPA; and \( \alpha \) and \( \beta \) are the rates of production and decay of uPA. The transformation of variables and parameters in Eqs. (1) into dimensionless quantities is the same as in [2–4],

\[
\begin{align*}
    t &\to t/\tau, \quad x \to x/L, \quad c \to c/c_0, \quad v \to v/v_0, \quad u \to u/u_0; \\
    D_c &\to D_c/D, \quad D_u \to D_u/D, \quad \chi \to \chi_c u_0/D, \quad \xi \to \xi_c v_0/D, \quad \alpha \to \alpha \tau c_0/u_0;
\end{align*}
\]
where $c_0$, $v_0$, and $u_0$ are the corresponding reference tumor cell density, the extracellular matrix density, and the reference uPA concentration, respectively, $\tau = L^2/D$, $L = 0.1 - 1$ cm, is the maximum invasion distance of cancer cells at the early stage of invasion, and $D = 10^{-6}$ cm$^2$/s is the reference coefficient of chemical diffusion [4]. Since tumor cells and matrix-degrading enzymes are assumed to remain within the tissue region under consideration [3], the new variable $x \in [0; 1]$. New parameters are denoted by the same symbols. Therefore, the parameter values are: $D_c \sim 10^{-5} - 10^{-3}$, $D_u \sim 10^{-3} - 1$, $\chi_c \sim \xi_c \sim 10^{-3} - 1$, $\alpha \sim 0.05 - 1$, $\beta \sim 0.13 - 0.95$, $\delta \sim 1 - 20$, $\mu_1 \sim 0.05 - 2$, and $\mu_2 \sim 0.15 - 2.5$.

This model and its extensions and generalizations are being fruitfully studied. However, in most works the analysis of such systems and their solutions is carried out numerically. The existence of solutions in terms of the traveling wave variable for various models of tumor invasion with haptotaxis was established as a result of numerical calculations in [4], as well as in [37–40], where a detailed study of the behavior of the traveling wave was carried out. However, to the best of our knowledge, the models discussed in this paper and the solutions presented here are new.

It becomes interesting whether it is possible to solve this system analytically and obtain exact solutions, including those capable of satisfactory biological interpretation. It seems that the answer to this question is negative and, unfortunately, the model (1) cannot be solved analytically even in the case of one spatial variable.

The purpose of this article is to consider models that, in our opinion, are as close as possible to the model presented above and that can be solved exactly; we will consider models in one spatial dimension. Following the example of the authors of [4], we study systems under the assumption that they are dimensionless. For certain values of the model parameters, we obtain exact analytical solutions in terms of the traveling wave variable at a speed that depends on these parameters. The presented solutions contain both biologically acceptable and solutions that are not suitable for biological analysis. These latter solutions may be of interest as exact solutions of systems of nonlinear partial differential equations.

1. MODELS CONSIDERED AND CONSTRUCTION OF EXACT SOLUTIONS

1.1. Model without Proliferation

We would like to start with a modification of the model proposed in [3]. We examine this model with logarithmic chemotactic and haptotactic sensitivity functions, without the proliferation and re-establishment terms, and with a slightly modified ECM equation. It can be seen that the model (1) is more complicated and contains a term describing proliferation. However, it initially seems interesting to solve exactly a system in which “cell proliferation was not included in order to focus solely on the role of cancer cell migration in invasion” [5].

So, the model we are considering in the general case has the form

\[
\begin{align*}
\chi c_t &= D_c c_{xx} - \chi c \left( \frac{u_x}{u} \right)_x - \xi c \left( \frac{v_x}{v} \right)_x, \\
v_t &= -\delta uv^p, \\
u_t &= D_u u_{xx} + \alpha c - \beta u, \\
\end{align*}
\]

(2)

where the variables and model parameters have been defined above. The second equation in (2) differs from [3, 4] by the presence of degree $p$ in the function $v$, and we assume that $0 < p < 1$. For $p = 1$ we do not obtain biologically acceptable solutions, however, as we will see below, $p$ can be taken very close to unity, for example, $p = 0.95$. Here the transformation of variables and parameters into dimensionless quantities is the same as above, with the exception of $\delta$, $\chi_c$, and $\xi_c$: $\delta \rightarrow \delta \tau u_0 v_0^{p-1}$, so $\delta \sim 10^{-5(p-1)} \times 10^{-6(p-1)}$, as for $\chi_c$ and $\xi_c$, we take dimensionless quantities as in [4], i.e., $\chi_c \sim \xi_c \sim 10^{-3}$.1
In terms of a traveling wave variable of the form \( y = x - \nu t, \nu = \text{const}, \) this system has the form

\[
\begin{align*}
\nu c + D_c y - \chi_c c(\ln u)_y - \xi_c c(\ln v)_y &= \lambda, \\
\nu v_y - \delta uv^p &= 0, \\
\nu u_y + D_u u_{yy} + \alpha c - \beta u &= 0, \\
\end{align*}
\]

(2')

where \( c = c(y), v = v(y), u = u(y), \) and \( \lambda \) is the integration constant. Further, we put \( \lambda = 0. \) If we introduce the function

\[
F = \frac{v^{1-p}}{1-p},
\]

(3)

the first two equations in (2') yield

\[
\begin{align*}
c &= C_c (e^{-\nu y} \xi_c u \chi_c)^{1/D_c} \\
u u &= \frac{\nu}{\delta} F_y,
\end{align*}
\]

(4)

where the constant \( C_c > 0. \) Substituting (3) and (4) into the third equation in system (2'), we obtain

\[
D_u F_y + \nu F_y - \beta F_y + \frac{C_1}{D_u} e^{-\frac{\xi_c}{D_c} y} F_y e^{-\frac{\xi_c}{D_c} y (1-p)} = 0,
\]

(5)

\[
C_1 = C_c \alpha (\nu/\delta) \frac{\chi_c}{D_c} (1-p) \frac{\chi_c}{D_c}, \quad \text{and further we will study this equation.}
\]

It seems to us that for arbitrary values of the system parameters it is impossible to obtain an exact solution in explicit form. Therefore, we impose a number of restrictions on these parameters. Thus, let

\[
\chi_c/D_c = 1,
\]

(6)

i.e., \( \chi_c = D_c \sim 10^{-3}. \) Then there is a “selected” value of the speed of traveling waves for which we obtain two classes of different solutions. Let

\[
\nu^2 = \frac{\beta D_c^2}{D_u - D_c}.
\]

(7)

This can be done because \( D_u \geq D_c \) and we are not considering the case of \( D_u = D_c. \) Then it can be shown that Eq. (5) reduces to the form

\[
F_{yy} - \frac{\nu(D_u - D_c)}{D_u D_c} F_y + \frac{C_1 D_c (1-p)}{D_u (\xi_c + D_c (1-p))} e^{-\frac{\xi_c}{D_c} y} F_y e^{-\frac{\xi_c}{D_c} y (1-p)+1} = 0
\]

(8)

with an integration constant equal to zero. To integrate this equation, we use the method of Lie groups of infinitesimal transformations [41]. We find the group invariant of the second prolongation of the vector of the one-parameter symmetry group of (8) and transform Eq. (8) with its help into a first-order equation. It turns out that there exist two nontrivial symmetry groups depending on the ratio of parameters that produce two different types of solutions. Let us consider the first of them.

1.2. Exact Solution

The possibility to reduce Eq. (8) to a first-order equation and solve it requires the following condition to be met:

\[
1 - p = \frac{\xi_c (D_u - D_c)}{2D_u D_c}.
\]

(9)

Let us introduce a new variable \( z \) and a new function \( w, \)

\[
\begin{align*}
z &= F e^{-\frac{\nu (1-p)}{\xi_c} y} \\
w &= -\frac{D_c}{\nu} F_y e^{-\frac{\nu (1-p)}{\xi_c} y}.
\end{align*}
\]

(10)
then, after elementary integration, Eq. (8) turns into a quadratic equation for $w(z)$,

$$w^2 + \frac{2(1 - p)D_c}{\xi_c} zw + C_2 z^{\frac{\xi_c}{p-1}} + 2 = 0,$$

where the integration constant is zero and $C_2 = \frac{2C_c D_c (1 - p) {\xi_c}^{p-1}}{v^2(\xi_c + D_c (1 - p)) (\xi_c + 2D_c (1 - p))}$. Returning to the initial function $F$ and the variable $y$ and integrating (11), we obtain a solution for $F$,

$$F = C_3 (e^{-\frac{\nu}{\xi_c} y} + C_F) \frac{2D_c (1 - p)}{\xi_c},$$

where $C_F$ is a positive constant and

$$C_3 = \left( C_F \frac{2v^2 D_u(\xi_c + D_c (1 - p)) (\xi_c + 2D_c (1 - p))}{C_c \alpha D_c^2 \xi_c} \right)^{D_u/\xi_c}.$$  

Substituting the latter into Eqs. (3) and (4), we obtain the first type of solutions of system (2) in the form

$$c(y) = C_3 e^{-\frac{\nu}{\xi_c} y} (e^{-\frac{\nu}{\xi_c} y} + C_F) \frac{D_u (\xi_c + 2D_c (1 - p))}{\xi_c (\alpha D_c \xi_c (1 - p))},$$

$$v(y) = C_3 (e^{-\frac{\nu}{\xi_c} y} + C_F) \frac{2D_c (1 - p)}{\xi_c},$$

$$u(y) = C_3 e^{-\frac{\nu}{\xi_c} y} (e^{-\frac{\nu}{\xi_c} y} + C_F) \frac{D_u (\xi_c + 2D_c (1 - p))}{\xi_c (\alpha D_c \xi_c (1 - p))},$$

where the constants have the form

$$C_v = \left( \frac{C_F \beta (\xi_c + D_c (1 - p)) (\xi_c + 2D_c (1 - p))}{\alpha D_c \xi_c (1 - p)} \right)^{D_u/\xi_c},$$

$$C_u = C_v \frac{\beta D_c}{\alpha D_c (1 - p)},$$

$$C_C = C_c C_u C_v^{\xi_c/\xi_c}.$$

As can be seen from Eqs. (13), these solutions are positive functions defined for all values of $y$. Despite the fact that, due to the biological context, we are interested in solutions in a limited space-time domain, it is easy to see that for $D_u > D_c$, the functions $c(y)$ and $u(y)$ vanish as $y \to \pm \infty$; the function $v(y) \to C_v C_F^{2D_c/\xi_c}$ as $\nu y \to +\infty$ and $v(y) \to 0$ as $\nu y \to -\infty$. It is also clear that $c(y)$ and $u(y)$ have a single maximum; its values, as well as the asymptotic value of $v(y)$ as $\nu y \to +\infty$ depend on the parameters chosen. These functions are presented in Fig. 1 for $\nu > 0$ and various parameter values.

1.3. Model with Proliferation

Now consider a model with terms describing proliferation and re-establishment, modified as follows:

$$c_t = D_c c_{xx} - \chi_c(c(u_x + \lambda_u u)_x) - \xi_c \left( \frac{v_x}{v^p} \right)_x + \mu_1 c(1 - c),$$

$$v_t = -\delta u v^p + \mu_2 v^p (1 - \lambda_c c - v^{1-p}),$$

$$u_t = D_u u_{xx} + \alpha c - \beta u,$$

where we again introduced the degree $p$ of the function $v$, $0 < p < 1$, and the constant $\lambda_c > 0$; other variables and parameters of the model are defined above, with the exception of $\mu_2$: $\mu_2 \to \mu_2 T v_0^{p-1}$, therefore, $\mu_2 \sim 0.15 \times 10^{-5(p-1)} - 2.5 \times 10^{-6(p-1)}$. However, the main difference between system (1) and this one is the presence of an additional term $\lambda_C (cu)_x$, $\lambda_u$ is a constant. This term was originally added to the first equation (15) so that the system could be solved exactly. However, the graphs of the obtained solutions are very close to the graphs of the numerical solutions presented in Figs. 4.
Fig. 1. Graphs of the functions $u(y)$, $v(y)$, and $c(y)$ for $\nu > 0$ with various parameter values: (a) $p = 0.9$, $D_c = \chi_c = 8 \times 10^{-3}$, $D_u = 10^{-2}$, $\xi_c = 8 \times 10^{-3}$, $\alpha = 0.25$, $\beta = 0.3$, $\delta = 10^{0.7}$, $C_F = 15.84$, $C_c = 1$; (b) $p = 0.95$, $D_c = \chi_c = 5 \times 10^{-3}$, $D_u = 10^{-2}$, $\xi_c = 10^{-3}$, $\alpha = 0.1$, $\beta = 0.95$, $\delta = 10^{1.25}$, $C_F = 71.25$, $C_c = 1$.

and 5 in [4] for traveling waves propagating into tissue. This suggests that adding the above term does not distort the original model much, although the coefficient $\lambda_u$ cannot be made arbitrarily small; as can be seen from the following presentation, $\lambda_u \geq D_c$.

In terms of the traveling wave variable $y = x - \nu t$, $\nu = \text{const}$, this system takes the form

$$
D_c c_{yy} + \nu c_y - \chi_c \left( c(u_y + \lambda_u u) \right)_y = \xi_c \left( \frac{v_y}{v_p} \right)_y + \mu_1 c(1 - c) = 0,
$$

$$
\nu v_y - \delta u v^p + \mu_2 v^p \left( 1 - \lambda_c c - v^{1-p} \right) = 0,
$$

$$
D_u u_{yy} + \nu u_y + \alpha c - \beta u = 0,
$$

where, this time, $c = c(y)$, $v = v(y)$, and $u = u(y)$. Everywhere below we assume $\nu > 0$.

As in the case of the previous model (2'), we must impose a number of conditions on the model parameters in order to obtain exact solutions in explicit form. Thus, the degree $p$ and the constant $\lambda_u$
are expressed via other parameters of the model by the relations

\[
1 - p = \frac{\xi_c (\delta \alpha + \beta \mu_2 \lambda_c)}{\mu_2 (\chi_c \alpha + \xi_c \mu_2 \lambda_c)},
\]

\[
\lambda_u = \frac{\beta \sqrt{\xi_c \mu_2 \lambda_c - D_c \mu_1}}{\chi_c \alpha},
\]

(16)

where we are restricted by the condition \( \xi_c \mu_2 \lambda_c - D_c \mu_1 > 0 \). The “selected” value of the speed of traveling waves is equal to

\[
\nu = \frac{\xi_c \mu_2 \lambda_c}{\sqrt{\xi_c \mu_2 \lambda_c - D_c \mu_1}}.
\]

(17)

One more necessary condition that must be imposed on the model constants to obtain exact solutions has the form

\[
D_u (\delta \alpha + \beta \mu_2 \lambda_c)(\xi_c \mu_2 \lambda_c - D_c \mu_1) = \chi_c \alpha \mu_2 \lambda_c (\chi_c \alpha + \xi_c \mu_2 \lambda_c).
\]

(18)

Then the second equation in (15') can be integrated, and we obtain

\[
v(y) = \left(1 - \frac{\mu_2 \lambda_c D_u (1 - p)}{\alpha \nu} u - \frac{\delta \alpha + \beta \mu_2 \lambda_c}{\alpha \mu_2} u \right)^{\frac{1}{1-p}}.
\]

(19)

Further, we introduce a function

\[
F = c_y + K (c - c^2), \quad K = \frac{\xi_c \mu_2 \lambda_c}{D_c \nu}.
\]

(20)

By direct substitution we can check that the first equation in (15') can be reduced to the form

\[
F_y + \frac{\mu_1 \nu}{\xi_c \mu_2 \lambda_c} F = 0.
\]

(21)

1.4. Exact Solution

The first-order linear equation (21) has the obvious solution

\[
F = C_F e^{-\frac{\mu_1 \nu}{\xi_c \mu_2 \lambda_c} y}.
\]

(22)

Consider the case of \( C_F = 0 \) or \( F = 0 \). Then the function \( c(y) \) must be a solution of the Riccati equation

\[
c_y + K (c - c^2) = 0,
\]

(23)

where the left-hand side of Eq. (23) simultaneously represents the Burgers equation integrated in the traveling wave variable. Thus, the function \( c(y) \) is a well-known solution of the Burgers equation, and we are interested in the bounded “shock wave” solution

\[
c = \frac{1}{1 + C_c e^{K y}},
\]

(24)

where \( C_c \) is a positive constant. Substituting this expression into the third equation in system (15') and choosing the integration constant so that the function \( u(y) \) is bounded, we obtain

\[
u(y) = \frac{\alpha}{D_u \Delta k k_+} \left( C_{c^+}^{k_+} \Gamma \left( 1 - \frac{k_+}{K} \right) \Gamma \left( 1 + \frac{k_+}{K} \right) e^{k_+ y} - 2 F_1 \left( - \frac{k_+}{K}, 1, 1 - \frac{k_+}{K}, -C_c e^{K y} \right) \right) + \frac{\alpha}{D_u \Delta k k_-} \left( 2 F_1 \left( - \frac{k_-}{K}, 1, 1 - \frac{k_-}{K}, -C_c e^{K y} \right) \right),
\]

(25)
Fig. 2. Graphs of the functions $u(y)$, $v(y)$, and $c(y)$ for various values of the constant $Cc$: $p = 0.868$, $D_c = 10^{-5}$, $D_u = 1$, $\chi_c = 0.475$, $\xi_c = 3.4 \times 10^{-2}$, $\alpha = 0.5$, $\beta = 0.95$, $\delta = 4.6$, $\mu_1 = 0.05$, $\mu_2 = 2.5$.

where

$$k_{\pm} = \frac{1}{2D_u} \left( -\nu \pm \sqrt{\nu^2 + 4\beta D_u} \right), \quad \Delta k = k_- - k_+; \quad (26)$$

$\Gamma$ and $_2F_1$ are the gamma function and the Gaussian hypergeometric function, respectively. Finally, substituting Eq. (24) into (19), we obtain an explicit expression for the function $v(y)$.

It is easy to see from Eq. (24) that $c(y) \to 0$ as $y \to \infty$ and $c(y) \to 1$ as $y \to -\infty$. Also, for a certain choice of model constants, the function $u(y)$ in (25) is a smooth positive definite function; $u(y) \to 0$ as $y \to \infty$ and $u(y) \to \alpha/\beta$ as $y \to -\infty$. As for the function $v(y)$, from Eq. (19) one can see that $v(y) \to 1$ as $y \to \infty$ and $v(y) \to 1 - \delta \alpha + \beta \mu_2 \lambda \frac{\lambda}{\delta \mu_2}$ as $y \to -\infty$, and the choice of model parameters should ensure the condition $v(y) \geq 0$. These functions are presented in Fig. 2.

It can be noticed that the obtained graphs are very close to the graphs in Figs. 4 and 5 in [4], showing the evolution of $c(x, t)$, $u(x, t)$, and $v(x, t)$.

2. OTHER SOLUTIONS

It seems to us that there are no other exact solutions acceptable from a biological point of view. Let us now present solutions that may be of interest as exact solutions of systems of nonlinear partial differential equations.

2.1. Solutions of the Model without Proliferation

Let us return to Eq. (8) and consider a relation similar to (9),

$$1 - p = \frac{\xi_c(D_u - D_c)}{D_c(2D_c - D_u)}. \quad (27)$$

It should be noted that conditions (9) and (27) do not coincide for any parameter values, since $D_u > D_c$. Further, as can be seen from Eq. (27), the constraint on $D_u$ and $D_c$ becomes stricter, $D_c < D_u < 2D_c$. As in the case of the first class of solutions, we introduce a new variable $z$ and a new function $w$,

$$z = Fe^{-\frac{D_u - D_c}{D_c}y}, \quad w = F - \frac{D_u D_c}{\nu(D_u - D_c)} F_y. \quad (28)$$

Then Eq. (8) turns into a quadratic equation for $w(z)$

$$w^2 + C_4 z \frac{D_u}{\nu(D_u - D_c)} - C_w = 0. \quad (29)$$
where \( C_w > 0 \) is the integration constant and \( C_4 = \frac{2C_w\alpha(D_u-D_c)(1-p)}{\beta D_c}. \) Then we find solutions of Eq. (29) in parametric form with parameter \( \tau \),

\[
\tau^2 + 1 = \frac{C_w}{C_4} z^{-\frac{D_u}{D_u-D_c}}. \tag{30}
\]

Analysis of the asymptotic behavior of solutions for \( \pm \infty \) (see [42]) and the requirement that the functions \( c(y), v(y) \) and \( u(y) \) be positive determine one of the integration constants. The resulting formulas are quite complex, so we introduce the notation

\[
\Theta(\tau) = -\tau \frac{\Gamma(1-D_u/D_c)}{2\Gamma(3/2-D_u/D_c)}
\]

and express our solutions via \( \Theta(\tau) \). We also provide solutions for \( \nu > 0 \). This gives the following expressions for the second type of solutions:

\[
y(\tau) = -\frac{D_u}{\sqrt{\beta(D_u-D_c)}} \ln \left( \frac{C_w \frac{\beta}{D_u} 2(D_u-D_c)}{C_4 \frac{\beta}{D_u}} \Theta(\tau) \right), \tag{32}
\]

\[
v(\tau) = \left( \frac{C_w \frac{\beta}{D_u}(1-p)}{2(D_u-D_c)} \right)^{-\frac{1}{2}} (\tau^2 + 1) \frac{D_u-D_c}{\nu} (\Theta(\tau))^{-\frac{1}{2}}, \tag{33}
\]

\[
u(\tau) = -\frac{C_w}{\delta D_u} \frac{\beta D_c}{(\tau^2 + 1)^{-2+D_u/D_u}} \frac{\beta D_c}{(\tau^2 + 1)^{-1}} \frac{D_u-D_c}{\nu} (\Theta(\tau))^{-1} \tag{34}
\]

Considering formula (4), the expression for the function \( c(\tau) \) has the form

\[
c(\tau) = \frac{2\beta D_c(D_u-D_c)}{\alpha D_u^2} (\tau^2 + 1)^{-\frac{2\beta D_c}{\alpha D_u^2}} (\Theta(\tau))^2 u(\tau). \tag{35}
\]

Here \(_2F_1\) is the Gaussian hypergeometric function, and \( \Gamma \) is the gamma function. It is clear from the expressions (31), (33)–(35) that the functions \( v(\tau), u(\tau) \), and \( c(\tau) \) are smooth positive definite functions for all \( \tau \). The function \( c(\tau) \rightarrow 0 \) as \( \tau \rightarrow \pm \infty \), the function \( u(\tau) \rightarrow u_0 \) as \( \tau \rightarrow -\infty \), and \( u(\tau) \) vanishes as \( \tau \rightarrow +\infty \); the function \( v(\tau) \rightarrow 0 \) as \( \tau \rightarrow -\infty \) and \( v(\tau) \rightarrow v_0 \) as \( \tau \rightarrow +\infty \), where the values \( u_0 \) and \( v_0 \) can be obtained from expressions (33), (34). However, as can be seen from (31), (32), \( y \rightarrow y_0 \) as \( \tau \rightarrow -\infty \), where \( y_0 \) is the final value that can be made \( < 0 \) (or \( \geq 0 \)) by choosing integration constants. This leads to the fact that solutions obtained as functions of \( y \) can be considered only on a limited time interval. In other words, since \( x \in [0;1] \) and \( t \geq 0 \), formally \( y \in [-\nu t;1-\nu t] \) (for \( \nu > 0 \)). However, since \( y \) is bounded on the left by \( y_0 \), for each \( y_0 \) there exists a time value \( t_0 \) after which no solutions are defined. The graphs of these solutions are presented in Fig. 3.

2.2. Solutions of the Model with Proliferation

Consider again Eq. (22) and let \( C_F \neq 0 \),

\[
c_y + K(c-c^2) = C_F e^{-My}, \quad M = \frac{\mu_1 \nu}{\xi_2 \mu_2 \lambda_c}. \tag{36}
\]
As expected, the Cole–Hopf transform linearizes this equation. Introducing a new function $\tilde{c}$ and a new variable $\xi$ as

$$c = -\frac{1}{K} \tilde{c}_y,$$
$$\xi = 2\sqrt{C_F K} e^{-\frac{\nu}{M}} y,$$

we obtain the Bessel equation for $C_F > 0$ and the modified Bessel equation for $C_F < 0$ with order $\tilde{\nu}^2 = (K/M)^2$. We are only interested in a smooth solution, and we consider the Infeld $I_\nu$ and McDonald $K_\nu$ functions. As a result, the solution for the function $c(y)$ has the form

$$c(y) = \frac{1}{2} \left( 1 + \frac{|\tilde{\nu}|}{\nu} \right) + \sqrt{\frac{|C_F|}{K}} e^{-\frac{\nu}{M}} y \frac{C_1 I_{\tilde{\nu}+1}(\xi) - C_K K_{\tilde{\nu}+1}(\xi)}{C_1 I_\nu(\xi) + C_K K_\nu(\xi)}.$$  

(39)

It is easy to see that $c \to \infty$ as $y \to -\infty$. It cannot be said that for arbitrary values of $\tilde{\nu}$ the function $c(y)$ is always nonnegative and does not diverge as $y \to \infty$, but, apparently, this can be corrected by suitable choice of $C_I$ and $C_K$. Nevertheless, exponential growth as $y \to -\infty$ is a general property of the obtained solutions. Based on (15'), we can expect that the function $u(y)$ also grows exponentially as $y \to -\infty$. Solving the third equation in (15'), we obtain integrals that can be calculated exactly only for half-integer $\tilde{\nu}$. In particular, for $\tilde{\nu} = 1/2$ or $\xi_c \mu_2 \lambda_c = 1.5 D_c \mu_1$ with $C_I = \pi C_K$ we obtain very simple expressions for $c(y)$ and $u(y)$,

$$c(y) = \sqrt{|C_F|/K} e^{-K y},$$
$$u(y) = C_+ e^{k_1 y} + C_- e^{k_2 y} - \sqrt{|C_F|/K} \frac{\alpha}{D_u(k_+ + K)(k_- + K)} e^{-K y},$$

(40)
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where $C_{\pm}$ are constants; one can set one or both of them equal to zero. It is not obvious whether the requirement $u \geq 0$ and conditions (16)–(18) can be satisfied simultaneously. However, this is not the main problem with this solution. The most dubious thing about it is the expression for the function $v(y)$; as can be seen from expression (19), it either diverges as $y \to -\infty$ or is equal to one for all $y$. All this gives reasons to believe that these solutions do not meet reasonable requirements.

The next solution is even less realistic. The expression for $c(y)$ can be easily obtained by the substitution $c = e^{-Ky}\tilde{c}$, $\xi_c\mu_2\lambda_c = 1.5D_c\mu_1$, but the function $u(y)$ cannot be completely exactly integrated. So,

$$c(y) = e^{-Ky} \sqrt{\frac{|C|}{K}} \frac{1 - \tilde{C}_ce^{-2\sqrt{|C|F}/K}e^{-K_y}}{1 + \tilde{C}_ce^{-2\sqrt{|C|F}/K}e^{-K_y}}.$$  (41)

Like the solution above, this function obviously diverges as $y \to -\infty$. However, the expression for $u(y)$ contains integrals of the form

$$\int \frac{(\ln(t - \tilde{C}_c))^{k_{\pm}/K}}{t} dt,$$

which are expressed in terms of a polylogarithm for a limited set of $k_+$ and cannot be calculated exactly for $k_-$. In addition, we assume that $u(y) \to$ exponentially as $y \to -\infty$, causing $v(y)$ to diverge as in the solution above.

CONCLUSIONS

In the present paper, we consider a system of three nonlinear second-order partial differential equations of the reaction–diffusion–taxis type with one spatial dimension. We obtain exact analytical solutions of this system depending on the traveling wave variable. Due to the fact that the solutions are expressed in terms of known functions and have a fairly simple form, they are easy to analyze. The system under consideration is a modification of a continuous mathematical model of tumor growth and invasion, proposed in its original form in the papers [3, 4]. The authors were solving the system numerically, and, as it seems to us, it cannot be solved analytically. Therefore, we slightly modified the model; this made it possible to obtain solutions in explicit form exactly. The graphs of some of the solutions we have presented are close to the graphs obtained by numerical methods within the framework of the original system. This allows us to conclude that the modifications we introduced did not greatly affect the essence of the original model.
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