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Abstract

The production of charm jets in proton–proton collisions at a center-of-mass energy of √s = 7 TeV was measured with the ALICE detector at the CERN Large Hadron Collider. The measurement is based on a data sample corresponding to a total integrated luminosity of 6.23 nb⁻¹, collected using a minimum-bias trigger. Charm jets are identified by the presence of a D⁰ meson among their constituents. The D⁰ mesons are reconstructed from their hadronic decay D⁰ →K⁻π⁺. The D⁰-meson tagged jets are reconstructed using tracks of charged particles (track-based jets) with the anti-kT algorithm in the jet transverse momentum range 5 < pT,jet < 30 GeV/c and pseudorapidity |η,jet| < 0.5. The fraction of charged jets containing a D⁰-meson increases with pT,jet from 0.042 ± 0.004(stat) ± 0.006(syst) to 0.080 ± 0.009(stat) ± 0.008(syst). The distribution of D⁰-meson tagged jets as a function of the jet momentum fraction carried by the D⁰ meson in the direction of the jet axis (z,ch) is reported for two ranges of jet transverse momenta, 5 < pT,jet < 15 GeV/c and 15 < pT,jet < 30 GeV/c in the intervals 0.2 < z,ch < 1.0 and 0.4 < z,ch < 1.0, respectively. The data are compared with results from Monte Carlo event generators (PYTHIA 6, PYTHIA 8 and Herwig 7) and with a Next-to-Leading-Order perturbative Quantum Chromodynamics calculation, obtained with the POWHEG method and interfaced with PYTHIA 6 for the generation of the parton shower, fragmentation, hadronisation and underlying event.
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# 1 Introduction

The study of heavy-flavour production in high-energy interactions provides important tests for Quantum-Chromodynamics (QCD) calculations \cite{1,2,3}. The transverse-momentum ($p_T$)-differential production cross section of D mesons from charm-quark fragmentation (referred to as “prompt” D mesons) was measured in proton–proton (pp) and pA collisions at several center-of-mass energies, from $\sqrt{s} = 0.2$ TeV at RHIC up to the energies of Tevatron ($\sqrt{s} = 1.96$ TeV) and the LHC ($\sqrt{s} = 13$ TeV) \cite{4,12}. The data are described reasonably well by calculations based on perturbative QCD (pQCD) that rely either on the collinear-factorisation approach, like FONLL \cite{13,15} and GM-VFNS \cite{16}, or on the $k_T$-factorisation approach \cite{17}. In comparison to single-particle measurements, the reconstruction of jets containing charm hadrons allows for more differential studies to characterise the heavy quark production and fragmentation. A relevant observable is the fraction ($z_{||}$) of the jet momentum ($\vec{p}_D$) carried by the D meson along the jet axis direction:

$$z_{||} = \frac{\vec{p}_D \cdot \vec{p}_D}{\vec{p}_\text{jet} \cdot \vec{p}_\text{jet}},$$  \hspace{1cm} (1)

where $\vec{p}_D$ is the D-meson momentum.

Pioneering measurements of charm jets were performed at the CERN SPS \cite{18} and at the Tevatron \cite{19,20}. The STAR experiment at RHIC measured the D*-meson production in jets in pp collisions at $\sqrt{s} = 200$ GeV \cite{21}. The jets were measured in the interval $8 < p_{T,\text{jet}} < 20$ GeV/$c$. The yield at low $z_{||}$ values is higher than that obtained with a Monte Carlo simulation performed with PYTHIA 6 \cite{22} using only the direct charm flavour creation processes, $gg \rightarrow c\bar{c}$ and $q\bar{q} \rightarrow c\bar{c}$. This suggests that higher order processes (gluon splitting, flavour excitation) are not negligible in the charm production at RHIC energies. In a more recent analysis, the PHENIX collaboration measured azimuthal correlations of charm and bottom hadrons in their semi-leptonic decays using unlike- and like-sign muon pairs \cite{23}. Overall they found good agreement with a PYTHIA 6 \cite{22} simulation. Through a Bayesian analysis based on PYTHIA 6 templates, the PHENIX collaboration found that while leading order pair creation is dominant for bottom production, higher order processes dominate for charm one.

At the LHC, the analysis of the angular correlations of b-hadron decay vertices, measured by CMS \cite{24}, indicated that the collinear region, where the contributions of gluon splitting processes are expected to be large, is not adequately described by PYTHIA 6 nor by predictions based on Next-To-Leading (NLO) order QCD calculations. The ATLAS experiment measured the D*-meson production in jets in pp collisions at $\sqrt{s} = 7$ TeV \cite{25}, finding that the $z_{||}$ distribution differs from expectations of PYTHIA 6, HERWIG 6 \cite{26,27} and POWHEG \cite{28,31} event generators, both in overall normalization and shape, with data displaying a higher probability for low $z_{||}$ values and a steeper decrease towards $z_{||} = 1$. The discrepancy between data and generator expectations is maximum in the lowest jet $p_T$ interval, $25 < p_T < 30$ GeV/$c$. The ATLAS data are well described in a recent global QCD analysis of fragmentation functions based on the ZM-VFNS \cite{32} scheme, in which the in-jet fragmentation data were combined with previous D-meson measurements in a global fit \cite{33}. This global QCD analysis evidences the importance of in-jet fragmentation data in order to pin down the otherwise largely unconstrained momentum fraction dependence of the gluon fragmentation function.

In this paper, we report the first ALICE measurements of the D$^0$-meson tagged track-based jet $p_T$-differential production cross section in pp collisions at $\sqrt{s} = 7$ TeV and of the D$^0$-meson $z_{||}^{\text{ch}}$ distribution. The $z_{||}^{\text{ch}}$ is defined as in Eq. 1 but using the momenta of the track-based jet $\vec{p}_{\text{jet}}^{\text{ch}}$. With track-based jets we indicate jets reconstructed with only their charged-particle constituents \cite{34}. As described in Section 2 the excellent low- and intermediate-momentum tracking capabilities of the ALICE apparatus allow the measurement of jets at very low $p_T$, particularly in the charged jet transverse momentum range $5 < p_{T,\text{jet}}^{\text{ch}} < 30$ GeV/$c$ considered in this paper. This kinematic region is still largely unconstrained by previous measurements.

The measurements reported in this paper are also important to define a pp reference baseline for future
measurements in Pb–Pb and p–Pb collisions at the LHC. Charm quarks, interacting with the constituents of the Quark-Gluon Plasma formed in these collisions, lose energy via both radiative and collisional processes, as evidenced by the strong suppression of high-\(p_T\) D-meson production measured by ALICE [35–37] and CMS [38]. Contrary to single particles, jets allow one to capture more details of the parton shower dynamics in the medium. In particular, the study of jet substructure, pioneered for QCD studies and beyond standard model searches [39], can be important to investigate the microscopic properties of hadronic matter at high densities and temperatures [40–43].

The paper is structured as follows. Section 2 describes the components of the ALICE apparatus, the data sample and Monte Carlo simulations used in the analysis. In Section 3, the analysis procedure to obtain the raw spectrum of D\(^0\)-meson tagged jets and the \(z_{ch}||\) distribution is outlined. Section 4 describes several corrections that are required to account for the D\(^0\)-meson and jet reconstruction efficiency, the jet momentum scale and the contribution from D\(^0\) mesons coming from b-hadron decays. The systematic uncertainties affecting the measurements are reported in Section 5. The results and physics implications are discussed in Section 6. Finally, Section 7 closes the paper with conclusions and future perspectives.

2 Apparatus and data sample

The measurements presented in this paper were carried out using data recorded by the ALICE apparatus [44, 45] in 2010. ALICE is composed of a central barrel embedded in a 0.5 T magnetic field parallel to the beam direction (\(z\) axis in the ALICE reference frame) and a set of forward- and backward-rapidity detectors. The Inner Tracking System (ITS) and the Time-Projection Chamber (TPC) were used for charged-particle track reconstruction and the combined information from the TPC and the Time-Of-Flight (TOF) detectors was used to provide particle identification (PID). These detectors are located in the central barrel, which has a full azimuthal coverage and a pseudorapidity interval of \(|\eta| < 0.9\).

The ITS is the closest detector to the interaction point and consists of six cylindrical layers of silicon detectors, using three different technologies: Silicon Pixel Detectors (SPD), whose radius of the first layer is 3.9 cm, Silicon Drift Detectors (SDD) and Silicon Strip Detectors (SSD). The proximity of the SPD to the interaction point, combined with its high spatial resolution, provides a resolution on the track impact parameter with respect to the primary vertex better than 75 \(\mu m\) for tracks with transverse momentum \(p_T > 1\) GeV/\(c\).

The TPC consists of a 510 cm long cylinder with an inner radius of 85 cm and an outer radius of 250 cm. The detector is divided into two halves at the center by a high voltage electrode that generates a uniform electric field in the longitudinal direction pointing from the endplates to the center. The TPC is filled with a mixture of Ne (90%) and CO\(_2\) (10%) gases. The trajectories of charged particles traversing the TPC volume are reconstructed from the ionisation produced in the gas. The ALICE apparatus is capable of reconstructing charged-particle tracks down to \(p_T = 0.15\) GeV/\(c\) with a \(p_T\)-resolution better than 2% up to \(p_T = 20\) GeV/\(c\).

The PID information from the TPC is based on the particle specific ionisation energy loss \(dE/dx\) in the gas. The TOF provides particle identification based on the time-of-flight of the particle from the interaction point to the hit in the Multi-Gap Resistive Plate Chambers (MRPCs) that compose the detector. For events with sufficiently large multiplicity, the best estimate of the collision time is obtained from the particle arrival times at the TOF [46]; for lower-multiplicity events the collision time is measured by the T0 detector, which consists of two arrays of Cherenkov counters located at \(+350\) cm and \(-70\) cm along the beam line. The combined PID information from both detectors provides up to 3\(\sigma\) separation power for pions/kaons in the range \(0.5 < p_T < 2\) GeV/\(c\) [47].

The V0 detector was used for triggering minimum-bias events. The detector consists of two scintillator arrays located around the beam pipe on each side of the interaction point covering the pseudo-rapidity
interval $-3.7 < \eta < -1.7$ and $2.8 < \eta < 5.1$, respectively. The minimum-bias condition is defined by the presence of at least one hit in one of the V0 scintillators or in the SPD.

In the work presented in this paper, pp collisions at $\sqrt{s} = 7$ TeV were analysed. The sample consists of about $388 \times 10^6$ minimum-bias events, corresponding to an integrated luminosity of $\mathcal{L}_{\text{int}} = 6.23 \text{ nb}^{-1}$ \cite{48}. Events were selected offline by using the timing information from the V0 and the correlation between the number of hits and track segments in the SPD detector to remove background due to beam–gas interactions. Only events with the primary vertex reconstructed within $|z| < 10$ cm with respect to the center of the detector were used for this analysis.

Monte Carlo (MC) simulations were employed to calculate corrections as described in Section \cite{4}. The simulations were performed using PYTHIA 6.4.24 \cite{22} with the Perugia 2011 tune \cite{49}. The generated particles were transported through the ALICE apparatus using the GEANT3 transport model \cite{50}. The luminous region distribution, the geometry of the apparatus, as well as the conditions of all the ALICE detectors were reproduced in detail in the simulations.

3 Analysis

3.1 D$^0$-meson selection

The D$^0$ mesons were reconstructed via their hadronic decay $D^0 \rightarrow K^-\pi^+$ (and charge conjugate) which has a branching ratio of $(3.89 \pm 0.04)\%$ \cite{51}. In each event, D$^0$-meson candidates and their decay vertices were constructed from pairs of tracks with opposite charge. The tracks were required to have $|\eta| < 0.8$, $p_T > 0.3$ GeV/$c$, at least 70 associated TPC space points (out of a maximum of 159), $\chi^2/\text{ndf} < 4$ in the TPC (where ndf is the number of degrees of freedom involved in the tracking procedure), at least one hit in either of the two layers of the SPD and a minimum of 3 hits in the entire ITS.

The D$^0$-meson selection criteria were established in previously published works by the ALICE Collaboration \cite{7,9}. D$^0$ mesons were required to be within the rapidity interval comprised by a fiducial detector acceptance, $|y| < y_{\text{fid}}(p_T, D)$, with $y_{\text{fid}}(p_T, D)$ increasing from 0.5 to 0.8 in the D$^0$-meson transverse momentum interval $2 < p_T,D < 5$ GeV/$c$ and $y_{\text{fid}}(p_T, D) = 0.8$ for $p_T,D > 5$ GeV/$c$. Outside of this selection the D$^0$-meson reconstruction efficiency drops rapidly as a consequence of the detector pseudorapidity acceptance and the kinematic selections applied on the tracks.

In order to suppress the combinatorial background, we exploited the specific decay topology of the D$^0$ mesons. D$^0$ mesons have a mean proper decay length $c\tau = 123 \mu$m \cite{51}. Their decay vertices are therefore typically displaced by a few hundred $\mu$m from the primary vertex of the interaction. The selection requirements were tuned to maximise the statistical significance of the signal along with good reconstruction efficiency. The geometrical selections were based on the displacement of the tracks from the interaction vertex, the distance between the D-meson decay vertex and the primary vertex (decay length, $L$) and the pointing of the reconstructed D-meson momentum to the primary vertex in the laboratory reference frame.

Further reduction of the combinatorial background was achieved by applying PID to the decay track candidates. The PID selection is based on the d$E$/d$x$ and the time-of-flight signals measured with the TPC and TOF detectors, respectively. The selection was applied by requiring that the difference between the measured and expected PID signals was below $3\sigma$, where $\sigma$ is the experimental uncertainty associated with the measured signals. Based on the PID information, D$^0$-meson candidates were accepted (as D$^0$, $\bar{D}^0$, or both) or rejected, according to the compatibility with the $K^+\pi^-$ final state. In the cases where both decay track candidates are found to be compatible with both the kaon and pion hypotheses, the D$^0$-meson candidate was considered twice in either mass combinations corresponding to one of the two possible final states $K^-\pi^+$ and $K^+\pi^-$. The candidates corresponding to a real D$^0$ meson but with the wrong daughter particle mass assignment are referred to as reflections. This component of the background was
3.2 Jet reconstruction and D⁰-meson tagging

For jet reconstruction, looser track selection criteria were employed as compared to those used to identify D⁰-meson candidates. The pseudorapidity and momentum acceptance windows were extended to \(|\eta| < 0.9\) and \(p_T > 0.15\) GeV/c, respectively. The requirement on the SPD hits was lifted to increase the track-reconstruction efficiency and improve its uniformity as a function of \(\eta\) and azimuthal angle \(\phi\). Tracks without SPD hits were required to contain at least 3 hits in the ITS and were constrained to the primary vertex of the interaction. Tracks without SPD hits comprise about 19% of the track sample used for jet reconstruction. The track reconstruction efficiency obtained with these selection criteria is uniform as a function of \(\eta\) and \(\phi\). As a function of the track transverse momentum, the efficiency is about 70% for \(p_T = 0.2\) GeV/c, it approaches its maximum value of 90% for \(p_T \approx 2\) GeV/c and then it drops again and reaches a plateau at about 85%. The relative track transverse momentum resolution is better than 3% in the range \(0.15 < p_T < 40\) GeV/c.

Jet reconstruction was performed with the anti-\(k_T\) algorithm [52], as implemented in the FastJet [53] software package, with a resolution parameter \(R = 0.4\) and the \(p_T\) recombination scheme. From simple kinematic considerations we evaluated that more than 50% of the D⁰ mesons with \(p_{T,D} = 3\) GeV/c have their decay products emitted at an angle larger than 0.4 rad with respect to the D⁰-meson momentum direction. This fraction approaches zero only for \(p_{T,D} > 7\) GeV/c. As a consequence, the decay products of low-momentum D⁰ mesons are often found outside of the reconstructed jet cone that is physically correlated with the D⁰ meson. It follows that the decay products of a single D⁰-meson candidate may be wrongly associated to two different jet candidates in the jet finding phase. In order to avoid ambiguities in the charm jet tagging and to improve the jet momentum resolution, a constraint was applied in the jet finding procedure ensuring that pairs of kaons and pions identified as the decay products of the same D⁰-meson candidate are part of the same jet. This constraint was implemented by removing the 4-momenta of the decay products of identified D⁰-meson candidates from the pool of particle tracks used in the jet finding, and replacing them with the 4-momenta of their respectively associated D⁰-meson candidates. Events containing more than one D⁰-meson candidate passing all the selection criteria are very rare and amount to approximately 0.9% of the events that contain at least one accepted candidate. In these cases, the jet reconstruction procedure was repeated once for each candidate separately, i.e. when analysing one of the candidates, the decay products of the other candidates were included in the jet reconstruction as single tracks. This ensures that the combinatorial background of K⁻π⁺ track pairs, which dominates the D⁰-meson candidates at low \(p_T\), does not influence the reconstruction of signal jets. Jets containing a D⁰-meson candidate among their constituents were tagged and retained for the next steps of the analysis. Jets with \(p_{T,jet}^{ch} > 5\) GeV/c and \(|\eta_{jet}| < 0.5\) were accepted. The requirement on the jet pseudorapidity ensures that jets are fully contained in the detector acceptance. No correction to the reconstructed jet \(p_T\) was performed to account for the background coming from the underlying event (UE), e.g. via multi-parton interactions (MPI).

3.3 D⁰-meson tagged jet yield extraction

The jet raw yields were extracted with an invariant mass analysis of the D⁰-meson candidates used to tag the charm jet candidates. These candidates were first divided in bins of \(p_{T,D}\). For each interval of \(p_{T,D}\) the invariant mass distribution was fit with a function composed of a Gaussian function for the signal and an exponential term for the background. The position \(m_{\text{fit}}\) and width \(\sigma_{\text{fit}}\) of the D⁰-meson invariant mass peak were extracted from the corresponding parameters of the Gaussian component of the fit function. The top panels in Fig. 1 show the invariant mass distributions of D⁰-meson candidates in tagged jets in different intervals of \(p_{T,D}\) and \(5 < p_{T,jet}^{ch} < 30\) GeV/c. The D⁰-meson tagged jet candidates were divided in two subsamples within each \(p_{T,D}\) interval: (i) the peak region corresponding to candidates with \(|m_{\text{inv}} - m_{\text{fit}}| < 2\sigma_{\text{fit}}\); and (ii) the side-band region corresponding to candidates with \(4\sigma_{\text{fit}} < |m_{\text{inv}} - m_{\text{fit}}| < 8\sigma_{\text{fit}}\). The filled red
and green regions in the plots correspond to the peak and the side-band regions, respectively.

The contribution from residual D⁰-meson reflections not rejected by PID was accounted for by including in the fit a template consisting of the sum of two Gaussian functions with centroids and widths fixed to values obtained in the simulation. The amplitudes were normalized using the signal observed in data, keeping the ratio of the reflection component over the D⁰-meson signal fixed to the value obtained in the Monte Carlo simulation. In the wide invariant mass interval 1.715 < m_{inv} < 2.015 GeV/c² used in the fitting procedure, the reflections over signal ratio varies in the range 0.15 – 0.30 as a function of p_{T,D}.

The peak region contains a mixture of signal and combinatorial background, while the side-band region is far enough from the D⁰-meson peak to be signal-free. The total background N_{bkg}(p_{T,D}) under the peak was extracted from the exponential and reflection components of the invariant-mass fit function by integrating them in the interval |m_{inv} - m_{fit}| < 2σ_{fit}. In order to obtain jet yields as a function of p_{T,T_d}^{ch} or z_{ch}^{||}, distributions as a function of these observables are constructed for both the peak and side-band regions. The side-band distribution is scaled such that its total integral is equal to N_{bkg}(p_{T,D}) and then subtracted from the peak-region distribution to obtain the raw yield as a function of p_{T,T_d}^{ch}:

\[
N_{\text{raw}}(p_{T,D}, p_{T,jet}^{ch}) = N_{PR}(p_{T,D}, p_{T,jet}^{ch}) - \frac{N_{bkg}(p_{T,D})}{N_{tot,SB}(p_{T,D})} N_{SB}(p_{T,D}, p_{T,jet}^{ch})
\]

(2)

where N_{raw}(p_{T,D}, p_{T,jet}^{ch}), N_{PR}(p_{T,D}, p_{T,jet}^{ch}) and N_{SB}(p_{T,D}, p_{T,jet}^{ch}) are the extracted D⁰-meson-tagged jet raw yield, the peak-region distribution and the side-band distribution as a function of p_{T,jet}^{ch} in each interval of p_{T,D}; N_{tot,SB}(p_{T,D}) is the total integral of the side-bands in each interval of p_{T,D}. The procedure used to extract the yield as a function of z_{ch}^{||} is completely equivalent and is represented by the same Eq. 2 after replacing p_{T,jet}^{ch} by z_{ch}^{||}. The bottom panels of Fig. 1 show the peak-region, side-band (scaled to the total background under the peak) and subtracted distributions as a function of p_{T,jet}^{ch} (left and center) and z_{ch}^{||} (right). The distributions are corrected for the reconstruction efficiency and acceptance factor in |η_{jet}| < 0.5, as described in Section 4.1.

4 Corrections

The p_{T}-differential cross section of charm jets tagged with D⁰ mesons is defined as:

\[
\frac{d^2\sigma}{dp_{T,jet}^{ch} d\eta_{jet}}(p_{T,jet}^{ch}) = \frac{1}{L_{int} BR} \frac{1}{\Delta p_{T,jet}^{ch}} \frac{N(p_{T,jet}^{ch})}{\Delta \eta_{jet} \Delta p_{T,jet}^{ch}},
\]

(3)

where N(p_{T,jet}^{ch}) is the measured yield in each bin of p_{T,jet}^{ch} corrected for the reconstruction efficiency, acceptance and b-hadron feed-down fraction, and unfolded for the detector jet momentum resolution; Δp_{T,jet}^{ch} is the width of the histogram bin; Δ\eta_{jet} = 1 is the jet reconstruction acceptance. Details on the corrections are discussed in the following sections. The reported yield includes jets containing either D⁰ or D̄⁰ mesons with p_{T,D} > 3 GeV/c.

The distribution of the jet momentum fraction carried by the D⁰ meson in the direction of the jet axis (z_{ch}^{||}) is reported as a differential cross section defined as:

\[
\frac{d^3\sigma}{dz_{ch}^{||} dp_{T,jet}^{ch} d\eta_{jet}}(p_{T,jet}^{ch}, z_{ch}^{||}) = \frac{1}{L_{int} BR} \frac{1}{\Delta \eta_{jet} \Delta p_{T,jet}^{ch}} \frac{N(p_{T,jet}^{ch}, z_{ch}^{||})}{\Delta z_{ch}^{||}},
\]

(4)

The distribution was measured in the range 0.2 < z_{ch}^{||} < 1.0 for 5 < p_{T,jet}^{ch} < 15 GeV/c and p_{T,D} > 2 GeV/c and in the range 0.4 < z_{ch}^{||} < 1.0 for 15 < p_{T,jet}^{ch} < 30 GeV/c and p_{T,D} > 6 GeV/c.
Figure 1: (Colour online) Top: Invariant mass distribution of $D^0$-meson tagged jet candidates with $5 < p_{T,jet}^{ch} < 30 \text{ GeV}/c$ (left and center) and $15 < p_{T,jet}^{ch} < 30 \text{ GeV}/c$ (right). The $D^0$-meson transverse momenta are required to be in the interval $4 < p_{T,D} < 5 \text{ GeV}/c$ (left), $6 < p_{T,D} < 7 \text{ GeV}/c$ (center) and $6 < p_{T,D} < 12 \text{ GeV}/c$ (right). The blue solid line represents the total fit function; the background component of the fit function is shown with and without the reflection component, as a red dotted line and as a magenta dashed line, respectively. The green and red filled areas correspond to the side-band and peak regions. Bottom: Distributions of the $D^0$-meson tagged jet candidates in the peak region (red squares) and the side-band region (green circles) as a function of $p_{T,jet}^{ch}$ (left and center) and $z_{||}$ (right). The $p_{T,jet}^{ch}$ and $p_{T,D}$ selections are the same as the corresponding top panels. The blue diamonds show the subtracted distributions corresponding to the raw signals.

$N(p_{T,jet}^{ch})$ and $N(p_{T,jet}^{ch},z_{||}^{ch})$ are normalized such that one count corresponds to a single $D^0$ meson. It follows that a jet containing two $D^0$ mesons will enter this definition twice. While this choice may seem unnatural for the definition of a jet cross section, it has the advantage of having a model-independent tagging efficiency. In fact, if we were to count only once those jets containing two $D^0$ mesons, then their tagging efficiency would be twice as large. Then, the overall tagging efficiency would depend on the model-dependent fraction of jets with two $D^0$ mesons.\(^1\)

4.1 Reconstruction efficiency

The reconstruction efficiency of $D^0$-meson tagged jets depends mainly on the track-reconstruction efficiency and on the topological selections applied to find the $D^0$-meson candidates. The efficiency was estimated with a Monte Carlo simulation using the PYTHIA 6 (Perugia 2011) [22 49] event generator and the GEANT3 [50] transport code. As shown in Fig. 2 (left panel), separately for $5 < p_{T,jet}^{ch} < 15 \text{ GeV}/c$ and $15 < p_{T,jet}^{ch} < 30 \text{ GeV}/c$, the acceptance-times-efficiency is about 6% for $p_{T,D} = 3 \text{ GeV}/c$ and increases rapidly as a function of the $D^0$-meson momentum, reaching almost 30% for $p_{T,D} = 30 \text{ GeV}/c$.

The $p_{T,D}$ dependence of the reconstruction efficiency is mainly driven by the topological selections which are much stricter at low $p_{T,D}$ in order to suppress the large combinatorial background. No significant dependence as a function of $p_{T,jet}^{ch}$ was observed, as the compatibility of the efficiencies for the two $p_{T,jet}^{ch}$

\(^1\)In real data, the actual fraction of measured jets with two $D^0$ mesons is negligible because of the combination of the low branching ratio of the $D^0$-meson decay channel used in the analysis and the low reconstruction efficiency.
Due to the higher reconstruction efficiency of the non-prompt 
D^- mesons, the natural admixture of the 
beauty hadrons is produced by the decay of a beauty hadron. 
The prompt and non-prompt acceptance and reconstruction efficiency correction factors 
are compared in Fig. 2 (right panel). Due to the longer decay length of beauty hadrons ($c\tau \approx 500\mu$m \cite{51}), some topological selections are more efficient for non-prompt D^0 mesons. The non-prompt efficiency is higher by about a factor 2 for $p_{T,D} = 3$ GeV/$c$ compared to the prompt efficiency. The separation between the two efficiencies decreases with $p_{T,D}$, until they almost converge for $p_{T,D} > 15$ GeV/$c$.

Due to the higher reconstruction efficiency of the non-prompt $D^0$ mesons, the natural admixture of the prompt and the non-prompt components is biased towards the non-prompt in a detector- and analysis-specific way. In order to simplify comparisons with other experimental results and theoretical calculations, the fraction of $D^0$-meson tagged jets coming from the fragmentation of $b$ quarks (via the decay of a beauty hadron into a $D^0$) was subtracted as follows.

The non-prompt fraction was estimated with POWHEG interfaced with the PYTHIA 6 (Perugia 2011) Monte Carlo parton shower. The decays of beauty hadrons were turned off in PYTHIA 6, to allow EvtGen \cite{54} to simulate them. POWHEG was configured with the mass of the $b$ quark $m_b = 4.75$ GeV/$c^2$, and the renormalization and factorization scales were kept at the nominal value $\mu_R = \mu_F = \mu_0 = \sqrt{p_T^2 + m_b^2}$.
The parton distribution function (PDF) was obtained using the LHAPDF 6 [55] interpolator with the PDF set CT10nlo [56].

The b-hadron feed-down cross sections extracted from the simulation were multiplied by the integrated luminosity of the analyzed data and by the ratio of the non-prompt over the prompt reconstruction efficiencies. A smearing was also applied to account for the detector resolution of the jet momentum.

The b-hadron feed-down fraction was then subtracted from the efficiency-corrected D⁰-meson tagged jet yield:

\[ N_{\text{sub}}(p_{T,\text{jet}}^{\text{ch}}) = N_{\text{corr}}(p_{T,\text{det jet}}^{\text{ch}}) - R_{NP}(p_{T,\text{det jet}}^{\text{ch}}, p_{T,\text{gen jet}}^{\text{ch}}) \sum_{p_{T,D}} \epsilon_{NP}(p_{T,D}) N_{NP}(p_{T,D}, p_{T,\text{gen jet}}^{\text{ch}}) \]

where \( R_{NP} \) is the matrix representing the detector response for non-prompt D⁰-meson tagged jets (described in more detail in Section 4.3), \( \epsilon_{NP}(p_{T,D}) \) is the reconstruction efficiency of the non-prompt fraction; \( N_{NP}(p_{T,D}, p_{T,\text{gen jet}}^{\text{ch}}) \) is the vector corresponding to the b-hadron feed-down yields extracted from the simulation by multiplying the cross section by the integrated luminosity \( L_{\text{int}} \) and discretizing it in bins of \( p_{T,D} \) and \( p_{T,\text{gen jet}}^{\text{ch}} \). The sum \( \sum_{p_{T,D}} \) is intended over the same \( p_{T,D} \) ranges used in the signal extraction in data (3 < \( p_{T,D} < 30 \) GeV/c for the jet \( p_{T} \)-differential cross section).

Figure 3 shows the fraction of non-prompt D⁰-meson tagged jets as a function of \( p_{T,\text{jet}}^{\text{ch}} \) (left) and \( z_{||}^{\text{ch}} \) (right). The estimated fraction shows a steady linear increase as a function of \( p_{T,\text{jet}}^{\text{ch}} \). The dependence on \( z_{||}^{\text{ch}} \) is weak and it appears to decrease only slightly for \( z_{||}^{\text{ch}} > 0.6 \).

4.3 Unfolding

The reconstructed jet momentum is affected by the finite detector resolution. The main factor impacting the jet momentum resolution is the track-reconstruction efficiency, which causes an average negative shift and a smearing of the reconstructed jet momentum compared to the true jet momentum. The detector resolution was quantified with the same Monte Carlo simulation used to estimate the efficiency. It was verified that the simulation is able to reproduce at the detector level the main features of the data, such as jet and D⁰-meson \( p_{T} \) distributions, and the average number of jet constituents. D⁰-meson tagged jets at the detector level were uniquely matched with the corresponding jets at the generator level. The matching criteria are based on the presence of the same D⁰ meson, which was followed from the generator level throughout its decay and transport in the detector volume. The jet transverse momentum resolution can be quantified from the probability density distribution of the relative difference (\( \Delta p_{T} \)) between the
reconstructed jet transverse momentum $p_{T,\text{det jet}}^{ch}$ and the generated jet transverse momentum $p_{T,\text{gen jet}}^{ch}$:

$$\Delta p_T = (p_{T,\text{det jet}}^{ch} - p_{T,\text{gen jet}}^{ch})/p_{T,\text{gen jet}}^{ch}.$$  

(7)

A similar quantity is defined for the jet momentum fraction carried by the $D^0$:

$$\Delta z = (z_{||,\text{det}}^{ch} - z_{||,\text{gen}}^{ch})/z_{||,\text{gen}}.$$  

(8)

Figure 4 shows the probability density distributions of $\Delta p_T$ (left) and $\Delta z$ (right) for a selection of $p_{T,D}^{ch} > 3$ GeV/c in the jet.

Similarly, the mean shift of $z_{||,\text{gen}}^{ch}$ was found to reach its maximum of 14% (11%) for $z_{||,\text{gen}}^{ch} = 0.2$ and $5 < p_{T,\text{gen jet}}^{ch} < 15$ GeV/c ($15 < p_{T,\text{gen jet}}^{ch} < 30$ GeV/c), decreasing monotonically with increasing $z_{||,\text{gen}}^{ch}$ and approaching zero in the limit $z_{||,\text{gen}}^{ch} = 1$ for both ranges of $p_{T,\text{gen jet}}^{ch}$. The resolution varies in the range 8–25% (7–20%) for $5 < p_{T,\text{gen jet}}^{ch} < 15$ GeV/c ($15 < p_{T,\text{gen jet}}^{ch} < 30$ GeV/c), where the best resolution is obtained for larger values of $z_{||,\text{gen}}^{ch}$.

The finite detector resolution modifies the dependence of the measured yields as a function of $p_{T,\text{jet}}^{ch}$ and $z_{||}^{ch}$. The relationship between the raw and the generated yields can be written as:

$$N_{\text{det}}(p_{T,\text{det jet}}^{ch}) = R_p(p_{T,\text{det jet}}^{ch}, p_{T,\text{gen jet}}^{ch}) \cdot N_{\text{gen}}(p_{T,\text{gen jet}}^{ch}),$$  

(9)

$$N_{\text{det}}(z_{||,\text{det}}^{ch}) = R_p(z_{||,\text{det}}^{ch}, z_{||,\text{gen}}^{ch}) \cdot N_{\text{gen}}(z_{||,\text{gen}}^{ch}),$$  

(10)

where $R_p$ is the matrix representing the $p_{T,\text{jet}}^{ch}$ detector response for prompt $D^0$-meson tagged jets; $N_{\text{det}}$ and $N_{\text{gen}}$ are the vectors corresponding to the measured and generated yields in bins of either $p_{T,\text{jet}}^{ch}$ or $z_{||}^{ch}$.
The effects of the limited detector resolution discussed above were corrected through an unfolding procedure. The measured distributions $N_{\text{sub}}$ were unfolded using an iterative approach based on Bayes’ theorem [58]. The iterative unfolding algorithm successfully converged after three iterations. The $N_{\text{sub}}(p_{T,\text{jet}}^{ch})$ distribution and the two $N_{\text{sub}}(z_{||}^{ch})$ distributions for $5 < p_{T,\text{jet}}^{ch} < 15 \text{ GeV}/c$ and for $15 < p_{T,\text{jet}}^{ch} < 30 \text{ GeV}/c$ were each unfolded separately with their corresponding detector response matrices. For the $z_{||}^{ch}$ distributions an additional correction, based on the same PYTHIA 6 + GEANT3 simulation, was applied to account for the effect of the detector resolution on $p_{T,\text{jet}}^{ch}$ which causes jet candidates to fall in or out of the considered $p_{T,\text{jet}}^{ch}$ intervals. This correction is about $+15\%$ for jets tagged with $D^0$ mesons with $p_{T,D} < 5 \text{ GeV}/c$ and negligible for $p_{T,D} > 5 \text{ GeV}/c$. The same histogram binning was used for the measured and the unfolded distributions. Underflow ($p_{T,\text{jet}}^{ch} < 5 \text{ GeV}/c$) and overflow ($p_{T,\text{jet}}^{ch} > 30 \text{ GeV}/c$) bins were excluded from the $p_{T,\text{detjet}}^{ch}$ axis of the response matrix, but were kept as degrees of freedom in the $p_{T,\text{genjet}}^{ch}$ axis that could be populated according to the probabilities mapped by the response matrix. The same applies, only for the underflow bin, for the $z_{||}^{ch}$ distributions ($z_{||}^{ch} \leq 1$ by construction). The overall unfolding corrections on the yields are: between $+2\%$ and $+14\%$ for the $p_{T,\text{jet}}^{ch}$ distribution; between $-6\%$ and $+5\%$ for the $z_{||}^{ch}$ distribution with $5 < p_{T,\text{jet}}^{ch} < 15 \text{ GeV}/c$; between $-30\%$ and $+10\%$ for the $z_{||}^{ch}$ distribution with $15 < p_{T,\text{jet}}^{ch} < 30 \text{ GeV}/c$. In all cases, the unfolding correction is smaller than the statistical uncertainties.

5 Systematic uncertainties

The relative systematic uncertainties on the $p_{T}$-differential $D^0$-meson tagged jet cross section and on the $z_{||}^{ch}$ distributions for $5 < p_{T,\text{jet}}^{ch} < 15 \text{ GeV}/c$ and $15 < p_{T,\text{jet}}^{ch} < 30 \text{ GeV}/c$ are summarized in Tables 1 and 2 respectively. In the following, each source of systematic uncertainty is discussed.

The uncertainty on the track-reconstruction efficiency affects our measurement via an uncertainty on the reconstruction efficiency of the $D^0$ meson and an uncertainty on the jet momentum resolution. For the $D^0$-meson reconstruction efficiency, a $p_T$-independent systematic uncertainty of $4\%$ was assigned based on the $D^0$-meson studies in [9]. The relative systematic uncertainty on the track-reconstruction efficiency for the set of tracks used for jet reconstruction was estimated to be $5\%$ in [57]. Therefore, the detector response matrix was modified by randomly rejecting $5\%$ of the tracks reconstructed in the detector simulation. The jet $p_{T}$ distribution and $z_{||}^{ch}$ distributions were unfolded using this modified matrix and compared with the distributions unfolded with the nominal matrix. The relative differences were found to be less than $7\%$ in most cases. The uncertainty on the track momentum resolution was determined to have a negligible effect on the jet momentum resolution. Tracks of charged particles produced in the decays of neutral strange hadrons or in secondary interactions with the detector material (including photon conversions) are largely suppressed by the track selection criteria used in the jet finding. The residual contamination is reproduced fairly well by the Monte Carlo simulation used to estimate the detector response: this residual contamination is corrected for in the unfolding procedure. However, PYTHIA 6 does not adequately reproduce the strange particle production [59]. An uncertainty of about $0.5\%$ on the jet momentum arises from this [60], which causes an uncertainty of about $2\%$ on the $p_T$- and $z_{||}^{ch}$-differential yields. A possible influence of the simulated $p_T$-spectrum shape of charm jets on the $D^0$-meson reconstruction efficiency was investigated by re-calculating the corrections using an alternative $p_T$-spectrum shape obtained from an independent simulation in which POWHEG replaced PYTHIA 6 for the generation of the hard scattering. The effect on the final results was found to be negligible.

Discrepancies between simulation and data that affect the $D^0$-meson reconstruction and selection efficiency introduce a systematic uncertainty. For example, the selections based on the displacement of the decay vertex from the collision point are sensitive to the resolution on the track impact parameter with respect to the primary vertex; residual misalignment of the silicon pixel detector can also intro-
duce irreducible differences between data and simulation. The systematic uncertainty arising from these discrepancies was determined by repeating the analysis with different sets of selection criteria. In the D-meson cross-section analysis [9], this uncertainty was estimated to be 5%. Since the uncertainty was also found to depend weakly on the \( p_{T,\text{D}} \), for the range considered in this analysis, and the D\(^0\)-meson tagged jet reconstruction efficiency does not depend significantly on the \( p_{T,\text{jet}}^{\text{ch}} \) (see Fig. 2), the same value of 5% was assigned as uncertainty on the yield for this measurement.

The systematic uncertainties on the raw yield extraction were estimated by repeating the fitting procedure of the invariant mass distributions several times with different fit conditions. The tests included the following: (i) variations of the upper and lower limits of the fit range; (ii) variations of the invariant-mass distribution bin width; (iii) background fit function (default exponential replaced by first and second order polynomial functions); (iv) mean and/or \( \sigma \) parameters of the Gaussian function fixed to the values expected from Monte Carlo simulations. The root-mean-square of the differences between signal-yield distributions obtained from the various trials was taken as the systematic uncertainty. An additional systematic uncertainty was assigned by varying the assumed relative contribution of the D\(^0\)-meson reflections to the signal by \( \pm 50\% \). The total uncertainty on the \( p_{T}\)-differential jet cross section varies between 4–15\% and rises with \( p_{T,\text{jet}}^{\text{ch}} \). The uncertainty on the \( z_{||}^{\text{ch}} \) distributions is 2–23\% with higher values for the two lowest \( z_{||}^{\text{ch}} \) intervals.

In order to estimate the systematic uncertainty on the simulation used to subtract the b-hadron feed-down, the following parameters of the POWHEG simulation were varied: the b-quark mass, the perturbative scales \( (\mu_{R,F}) \) and the PDF. The systematic uncertainties were obtained by taking the largest upward and downward variations in the final yields. In addition, another source of uncertainty was taken into consideration by using the PYTHIA 6 decayer instead of EvtGen to decay the beauty hadrons. The b-hadron feed-down fractions with their systematic uncertainties are shown in Fig. 3 as a function of \( p_{T,\text{jet}}^{\text{ch}} \) and \( z_{||}^{\text{ch}} \). This yields systematic uncertainties between 5–23\% increasing (decreasing) with \( p_{T,\text{jet}}^{\text{ch}} (z_{||}^{\text{ch}}) \).

It was verified that after the 3rd Bayesian iteration the unfolding procedure converges and subsequent iterations do not differ significantly from the previous one. In addition, the prior spectrum used as initial guess was varied in a wide range, by using power-law functions with exponents differing by up to 4 units from each other. Finally, a different unfolding technique based on the Singular Value Decomposition (SVD) method [61] was used, as well as a simple bin-by-bin correction technique. In all of these tests, the deviations from the nominal result were found to be smaller than the statistical uncertainties of the measurement. Therefore, the systematic uncertainties were assigned using a Monte Carlo closure test. In this test, a detector-level simulation of D\(^0\)-meson tagged jets with a statistical precision comparable to our data was unfolded using a detector response matrix obtained from a different and larger Monte Carlo sample. The unfolded result was compared with the generator-level spectrum. A \( p_{T}\)-independent 5% systematic uncertainty was assigned based on the maximum deviations observed between the unfolded results and the truth.

Finally, the normalization of the \( p_{T}\)-differential cross section is affected by uncertainties on the \( D^0 \to K^-\pi^+ \) branching ratio (1% [51]) and on the minimum-bias trigger efficiency (3.5% [48]).

The total systematic uncertainties on the cross section were obtained by summing in quadrature the uncertainties estimated for each of the sources outlined above. They rise slightly with increasing \( p_{T,\text{jet}}^{\text{ch}} \) and are comparable to the statistical uncertainties, except for \( p_{T,\text{jet}}^{\text{ch}} > 20 \text{ GeV}/c \), where the statistical uncertainty dominates. Similarly, the \( z_{||}^{\text{ch}} \) distribution for \( 5 < p_{T,\text{jet}}^{\text{ch}} < 15 \text{ GeV}/c \) is affected by statistical and systematic uncertainties at a comparable level, while for \( 15 < p_{T,\text{jet}}^{\text{ch}} < 30 \text{ GeV}/c \) statistical ones dominate.
Table 1: Summary of systematic uncertainties as a function of $p_{T,jet}^{ch}$. 

| Source                                  | Uncertainty (%) |
|-----------------------------------------|-----------------|
| $p_{T,jet}^{ch}$ (GeV/$c$)              | 5–6  | 6–8  | 8–10 | 10–14 | 14–20 | 20–30 |
| Tracking Eff. (Jet Energy Scale)        | 1    | 3    | 4    | 6     | 7     | 8     |
| Raw Yield Extraction                    | 4    | 4    | 4    | 4     | 11    | 15    |
| $D^0$ Reflections                       | 3    | 2    | 2    | 3     | 5     | 6     |
| Feed-down (POWHEG)                     | 5    | 5    | 7    | 10    | 17    | 21    |
| Feed-down (decayer)                    | 1    | 1    | 1    | 2     | 4     | 6     |
| Unfolding                               | 5    | 5    | 5    | 5     | 5     | 5     |
| PID and Topological Selections         | 5    | 5    | 5    | 5     | 5     | 5     |
| Tracking Eff. (D Meson)                 | 4    | 4    | 4    | 4     | 4     | 4     |
| Secondary Track Contamination           | 2    | 2    | 2    | 2     | 2     | 2     |
| Normalization (BR & lumi)              |      |      |      |       |       | 3.6   |
| Total                                   | 12   | 12   | 13   | 16    | 24    | 30    |

Table 2: Summary of systematic uncertainties as a function of $z_{||}$ for $5 < p_{T,jet}^{ch} < 15$ GeV/$c$. 

| Source                                    | Uncertainty (%) |
|-------------------------------------------|-----------------|
| $z_{||}$                                  | 0.2–0.4 | 0.4–0.6 | 0.6–0.7 | 0.7–0.8 | 0.8–0.9 | 0.9–1.0 |
| Tracking Eff. (Jet Energy Scale)          | 5    | 4    | 2    | 2     | 2     | 2     |
| Raw Yield Extraction                      | 23   | 17   | 5    | 3     | 2     | 2     |
| $D^0$ Reflections                         | 9    | 7    | 4    | 3     | 2     | 2     |
| Feed-down (POWHEG)                       | 22   | 17   | 7    | 4     | 4     | 4     |
| Feed-down (decayer)                      | 8    | 5    | 2    | 2     | 3     | 4     |
| Unfolding                                 | 5    | 5    | 5    | 5     | 5     | 5     |
| PID and Topological Selections           | 5    | 5    | 5    | 5     | 5     | 5     |
| Tracking Eff. (D Meson)                  | 4    | 4    | 4    | 4     | 4     | 4     |
| Secondary Track Contamination            | 2    | 2    | 2    | 2     | 2     | 2     |
| Normalization (BR & lumi)                |      |      |      |       |       | 3.6   |
| Total                                    | 36   | 27   | 13   | 11    | 11    | 11    |

6 Results

Figure 5(left) shows the $p_T$-differential cross section of charm jets containing a $D^0$ meson in pp collisions at $\sqrt{s} = 7$ TeV. The cross section is shown for $5 < p_{T,jet}^{ch} < 30$ GeV/$c$. The $D^0$ mesons used to tag the jets have a minimum transverse momentum $p_T^{D^0} > 3$ GeV/$c$. Figure 5(right) shows the rate of the $D^0$-meson tagged jets over the inclusive jet production as a function of $p_{T,jet}^{ch}$:

$$R(p_{T,jet}^{ch}) = \frac{N_{D^0/jet}(p_{T,jet}^{ch})}{N_{jet}(p_{T,jet}^{ch})}.$$  (11)

The inclusive jet production cross section in pp collisions at $\sqrt{s} = 7$ TeV was reported by ALICE in [57] and more recently in [60], where the kinematic reach was extended down to $p_{T,jet}^{ch} = 5$ GeV/$c$. The rate increases from about 0.04 to about 0.08 in the range $5 < p_{T,jet}^{ch} < 10$ GeV/$c$; it then tends to flatten at a value around 0.08 in the range $8 < p_{T,jet}^{ch} < 20$ GeV/$c$. According to Monte Carlo simulations based on POWHEG + PYTHIA 6, the increase of the charm-jet fraction in the interval $5 < p_T < 8$ GeV/$c$ is not
Table 3: Summary of systematic uncertainties as a function of $|z_{ch}|$ for $15 < p_{T,jet}^{ch} < 30$ GeV/c.

| Source                                      | Uncertainty (%) |
|---------------------------------------------|-----------------|
| $|z_{ch}|$                                    | 0.4–0.6 0.6–0.7 0.7–0.8 0.8–0.9 0.9–1.0 |
| Tracking Eff. (Jet Energy Scale)            | 4 3 4 9 13       |
| Raw Yield Extraction                        | 17 11 5 6 7      |
| D$^0$ Reflections                            | 8 7 2 2 2        |
| Feed-down (POWHEG)                          | 20 14 3 5 6      |
| Feed-down (decayer)                         | 9 6 4 7 8        |
| Unfolding                                   | 5 5 5 5 5        |
| PID and Topological Selections              | 8 7 2 2 2        |
| Tracking Eff. (D Meson)                     | 4 4 4 4 4        |
| Secondary Track Contamination                | 2 2 2 2 2        |
| Normalization (BR & lumi)                   | 3.6             |
| Total                                       | 31 22 12 17 20   |

Figure 5: (Colour online) $p_T$-differential cross section of charm jets tagged with D$^0$ mesons (left) and its ratio to the inclusive jet cross section (right) in pp collisions at $\sqrt{s} = 7$ TeV. The solid red circles show the ALICE data with their systematic uncertainties represented by the grey boxes. The measurements are compared with PYTHIA 6 Perugia 2011 (blue), PYTHIA 8 Monash 2013 (green), Herwig 7 MEPP2QQ (magenta) and MEQCDMinBias (orange).

Due to the requirement of $p_T,D > 3$ GeV/c.

The measurements are compared with PYTHIA 6.4.28 [62] (Perugia-2011 tune [49]), PYTHIA 8.2.1 [62] (Monash-2013 tune [63]) and Herwig 7 [64, 65] (MEPP2QQ and MEMinBias). Both versions of PYTHIA overestimate the yield by a factor $\approx 1.5$ which appears to be approximately constant in the measured $p_{T,jet}^{ch}$ range as shown in Fig. 5 (left). However, since they also overestimate the inclusive jet cross section by a similar amount [60], they provide a good description of the ratio of D$^0$-meson tagged jets over the inclusive jet production, as shown in Fig. 5 (right). For the purpose of this comparison the most prominent difference between the Herwig processes MEPP2QQ and MEMinBias is that the former implements massive quarks in the matrix element calculations, whereas the latter treats all quarks as massless partons [64]. When calculating the ratio, the inclusive jet cross section from the Herwig MEMinBias process was
used for both the MEMinBias and the MEPP2QQ processes in the numerator. Both Herwig processes tend to overestimate the measured cross section, with MEPP2QQ describing the data better. The MEMinBias process reproduces well the ratio to the inclusive jet cross section.

The measurement is also compared with two NLO pQCD calculations obtained with the POWHEG-BOX V2 framework [28–30], matched with PYTHIA 6 (Perugia-2011 tune) for the generation of the parton shower and of the non-perturbative aspects of the simulation, such as hadronization of colored partons and generation of the underlying event. The theoretical uncertainties were estimated by varying the renormalization and factorization scales (0.5 \( \mu_R \leq \mu_F \leq 2.0 \mu_0 \) with \( 0.5 \leq \mu_R/\mu_F \leq 2.0 \)), the mass of the charm quark (\( m_c = 1.3, 1.7 \text{ GeV}/c^2 \) with \( m_{c(0)} = 1.5 \text{ GeV}/c^2 \)) and the parton distribution function (central points: CT10nlo; variation: MSTW2008nlo68cl [66]). Two process implementations of the POWHEG framework were employed: the heavy-quark [67] and the di-jet implementation [31]. As shown in Fig. 6 (left), good agreement is found within the theoretical and experimental uncertainties between the measured \( p_T \)-differential cross section and the cross section obtained with the POWHEG heavy-quark implementation. The POWHEG di-jet implementation systematically overestimates the production yield by a constant factor of \( \approx 1.5 \). The right panel of Fig. 6 shows a comparison of the ratio of the \( D^0 \)-meson tagged jet yield over the inclusive jet yield, for the data and POWHEG. The inclusive jet yield was obtained with the POWHEG di-jet implementation for both presented POWHEG ratio cases. In the calculation of the theoretical systematic uncertainties on the cross-section ratios, the variations of the perturbative scales and of the PDF were applied consistently in the numerator and in the denominator. The measured ratio is found to be in agreement with the di-jet implementation, while the heavy-quark implementation systematically underestimates the ratio. It is worth remarking that the excellent agreement between the data and the POWHEG di-jet implementation for \( R(p_T^{ch}_{j,\text{jet}}) \) means that it overestimates both the \( D^0 \)-meson tagged and the inclusive jet cross sections by a similar factor.

Figure 7 shows the \( z_{ch}^{ch} \)-differential cross section of \( D^0 \)-meson tagged jets for \( 5 < p_T^{ch}_{T,jet} < 15 \text{ GeV}/c \) (left) and for \( 15 < p_T^{ch}_{T,jet} < 30 \text{ GeV}/c \) (right). The \( D^0 \) mesons used to tag the jets have a minimum transverse momentum \( p_T \geq 2 \text{ GeV}/c \) for \( 5 < p_T^{ch}_{T,jet} < 15 \text{ GeV}/c \) and \( p_T > 6 \text{ GeV}/c \) for \( 15 < p_T^{ch}_{T,jet} < 30 \text{ GeV}/c \). These kinematic selections allow one to fully access the \( z_{ch}^{ch} \) distribution in \( 0.4 < z_{ch}^{ch} < 1.0 \) for both jet
Figure 7: $z_{||}^{ch}$-differential cross section of $D^0$-meson tagged track-based jets in pp collisions at $\sqrt{s} = 7$ TeV with $5 < p_{T,jet}^{ch} < 15$ GeV/c (left) and $15 < p_{T,jet}^{ch} < 30$ GeV/c (right). The solid red circles show the data with their systematic uncertainties represented by gray boxes. The measurements are compared with the POWHEG heavy-quark implementation (open circles) and with Herwig 7 MEPP2QQ (dashed-dotted lines).

In the lower $p_{T,jet}^{ch}$ interval, a pronounced peak at $z_{||}^{ch} \approx 1$ is observed. This peak is populated by jets in which the $D^0$ meson is the only constituent. In the higher $p_{T,jet}^{ch}$ interval single-constituent jets are much rarer and the peak at $z_{||}^{ch} \approx 1$ disappears. In general, as $p_{T,jet}^{ch}$ increases the fragmentation becomes softer, a feature that has been observed also in inclusive jet measurements [68].

In Fig. 7 the data are compared with simulations obtained with the POWHEG heavy-quark implementation and the Herwig 7 MEPP2QQ process, both of which showed the best agreement with the $D^0$-meson tagged jet $p_T$-differential cross section in Figs. 5 and 6.

The same data are shown in Fig. 8 with a different normalization choice. The $z_{||}^{ch}$-differential cross section was divided by the inclusive jet cross section integrated in the corresponding $p_{T,jet}^{ch}$ interval:

$$R(p_{T,jet}^{ch} z_{||}^{ch}) = \frac{N_{D^0,jet}(p_{T,jet}^{ch} z_{||}^{ch})}{N_{jet}(p_{T,jet}^{ch})}.$$  

In this case the data are compared with the POWHEG dijet implementation, both versions of PYTHIA and the Herwig 7 MEMinBias process, which showed the best agreement with the ratio of the $D^0$-meson tagged jet cross section over the inclusive jet cross section in Figs. 5 and 6. The choice of these two normalization approaches facilitate the comparison between data and simulation of the shapes of the $z_{||}^{ch}$ distributions.

All models show an overall good agreement with the $z_{||}^{ch}$-differential data for jets with $5 < p_{T,jet}^{ch} < 15$ GeV/c, with the only exception of Herwig 7 MEPP2QQ, which features a substantially harder fragmentation.

---

Footnote:

2The bias was studied in the Monte Carlo simulations that are compared to the data and it was found to be smaller than the experimental uncertainties of the data. The simulations used in the comparisons showed in this paper employs the same kinematic selections used in data.
7 Conclusions

The measurement of charm jet production and fragmentation in pp collisions at $\sqrt{s} = 7$ TeV, in which charm jets are tagged using fully reconstructed $D^0$ mesons, was presented in this paper. The $D^0$ meson tagged jet $p_T$-differential cross section was reported in the range $5 < p_{T,\text{jet}}^{ch} < 30$ GeV/$c$. The fraction of charged jets containing a $D^0$-meson increases with $p_{T,\text{jet}}^{ch}$ from $0.042 \pm 0.004$ (stat) $\pm 0.006$ (syst) to $0.080 \pm 0.009$ (stat) $\pm 0.008$ (syst). The cross section of $D^0$-meson tagged jets was reported also...
differentially as a function of the jet momentum fraction carried by the D^0 meson in the direction of the jet axis ($Z_{ch}$) for two ranges of jet transverse momenta, \(5 < P_{T,\text{jet}}^{ch} < 15 \text{ GeV}/c\) and \(15 < P_{T,\text{jet}}^{ch} < 30 \text{ GeV}/c\) in the ranges \(0.2 < Z_{ch} < 1\) and \(0.4 < Z_{ch} < 1.0\), respectively.

The data were compared with PYTHIA 6, PYTHIA 8 and Herwig 7. Both versions of PYTHIA are able to describe reasonably well the ratio to inclusive jets, but not the cross section. The Herwig 7 implementation of the heavy-quark production process can describe both the \(p_T\)-differential cross section of D^0-meson tagged jets and its ratio to the inclusive jet cross section. The measurement was also compared with two NLO pQCD calculations obtained with the POWHEG heavy-quark and di-jet implementation. The POWHEG heavy-quark implementation can reproduce the absolute cross section; when comparing with the ratio to inclusive jets (using the POWHEG di-jet implementation for the inclusive jets), it significantly underestimates the data. When the POWHEG di-jet implementation is used both for the charm and the inclusive jet production the agreement to the ratio is restored. All reported models can describe the measured D^0-meson tagged jet fragmentation within the uncertainties. A small tension between the data and simulations is observed for \(15 < P_{T,\text{jet}}^{ch} < 30 \text{ GeV}/c\), with the data favouring a slightly softer fragmentation.

The experimental uncertainties are dominated by the limited statistics: the analysis of larger data samples, like those collected by ALICE in pp collisions at \(\sqrt{s} = 5\) and 13 TeV, may allow for more differential measurements and a more conclusive comparison between data and theoretical expectations. Although the uncertainties are still sizeable, agreement of the measurements with calculations provided by PYTHIA, Herwig and POWHEG indicates that the observables studied in this work are well described by pQCD and they can therefore be exploited to address possible modifications to the charm jet production and internal structure induced by the Quark–Gluon Plasma medium formed in heavy-ion collisions.

Acknowledgements

The ALICE Collaboration would like to thank all its engineers and technicians for their invaluable contributions to the construction of the experiment and the CERN accelerator teams for the outstanding performance of the LHC complex. The ALICE Collaboration gratefully acknowledges the resources and support provided by all Grid centres and the Worldwide LHC Computing Grid (WLCG) collaboration. The ALICE Collaboration acknowledges the following funding agencies for their support in building and running the ALICE detector: A. I. Alikhanyan National Science Laboratory (Yerevan Physics Institute) Foundation (ANSL), State Committee of Science and World Federation of Scientists (WFS), Armenia; Austrian Academy of Sciences, Austrian Science Fund (FWF); [M 2467-N36] and Nationalstiftung für Forschung, Technologie und Entwicklung, Austria; Ministry of Communications and High Technologies, National Nuclear Research Center, Azerbaijan; Conselho Nacional de Desenvolvimento Científico e Tecnológico (CNPq), Universidade Federal do Rio Grande do Sul (UFRGS), Financiadora de Estudos e Projetos (Finep) and Fundação de Amparo à Pesquisa do Estado de São Paulo (FAPESP), Brazil; Ministry of Science & Technology of China (MSTC), National Natural Science Foundation of China (NSFC) and Ministry of Education of China (MOEC) , China; Croatian Science Foundation and Ministry of Science and Education, Croatia; Centro de Aplicaciones Tecnológicas y Desarrollo Nuclear (CEADEN), Cubaenergía, Cuba; Ministry of Education, Youth and Sports of the Czech Republic, Czech Republic; The Danish Council for Independent Research | Natural Sciences, the Carlsberg Foundation and Danish National Research Foundation (DNRF), Denmark; Helsinki Institute of Physics (HIP), Finland; Commissariat à l’Energie Atomique (CEA), Institut National de Physique Nucléaire et de Physique des Particules (IN2P3) and Centre National de la Recherche Scientifique (CNRS) and Région des Pays de la Loire, France; Bundesministerium für Bildung und Forschung (BMBF) and GSI Helmholtzzentrum für Schwerionenforschung GmbH, Germany; General Secretariat for Research and Technology, Ministry of Education, Research and Religions, Greece; National Research, Development and Innovation Office, Hungary; Department of Atomic Energy Government of India (DAE), Department of Science and Tech-
nology, Government of India (DST), University Grants Commission, Government of India (UGC) and Council of Scientific and Industrial Research (CSIR), India; Indonesian Institute of Science, Indonesia; Centro Fermi - Museo Storico della Fisica e Centro Studi e Ricerche Enrico Fermi and Istituto Nazionale di Fisica Nucleare (INFN), Italy; Institute for Innovative Science and Technology, Nagasaki Institute of Applied Science (IIST), Japan Society for the Promotion of Science (JSPS) KAKENHI and Japanese Ministry of Education, Culture, Sports, Science and Technology (MEXT), Japan; Consejo Nacional de Ciencia (CONACYT) and Tecnología, through Fondo de Cooperación Internacional en Ciencia y Tecnología (FONCYT) and Dirección General de Asuntos del Personal Académico (DGAPA), Mexico; Nederlandse Organisatie voor Wetenschappelijk Onderzoek (NWO), Netherlands; The Research Council of Norway, Norway; Commission on Science and Technology for Sustainable Development in the South (COMSATS), Pakistan; Pontificia Universidad Católica del Perú, Peru; Ministry of Science and Higher Education and National Science Centre, Poland; Korea Institute of Science and Technology Information and National Research Foundation of Korea (NRF), Republic of Korea; Ministry of Education and Scientific Research, Institute of Atomic Physics and Ministry of Research and Innovation and Institute of Atomic Physics, Romania; Joint Institute for Nuclear Research (JINR), Ministry of Education and Science of the Russian Federation, National Research Centre Kurchatov Institute, Russian Science Foundation and Russian Foundation for Basic Research, Russia; Ministry of Education, Science, Research and Sport of the Slovak Republic, Slovakia; National Research Foundation of South Africa, South Africa; Swedish Research Council (VR) and Knut & Alice Wallenberg Foundation (KAW), Sweden; European Organization for Nuclear Research, Switzerland; National Science and Technology Development Agency (NSDTA), Suan Sunandha Rajabhat University of Technology (SUT) and Office of the Higher Education Commission under NRU project of Thailand, Thailand; Turkish Atomic Energy Agency (TAEK), Turkey; National Academy of Sciences of Ukraine, Ukraine; Science and Technology Facilities Council (STFC), United Kingdom; National Science Foundation of the United States of America (NSF) and United States Department of Energy, Office of Nuclear Physics (DOE NP), United States of America.

References

[1] J. C. Collins, D. E. Soper, and G. F. Sterman, “Factorization of Hard Processes in QCD,” Adv. Ser. Direct. High Energy Phys. 5 (1989) 1–91, arXiv:hep-ph/0409313 [hep-ph].

[2] S. Catani, M. Ciafaloni, and F. Hautmann, “High-energy factorization and small-\(x\) heavy flavor production,” Nucl. Phys. B366 (1991) 135–188.

[3] A. Andronic et al., “Heavy-flavour and quarkonium production in the LHC era: from proton–proton to heavy-ion collisions,” Eur. Phys. J. C76 no. 3, (2016) 107, arXiv:1506.03981 [nucl-ex].

[4] CDF Collaboration, D. Acosta et al., “Measurement of prompt charm meson production cross sections in pp collisions at \(\sqrt{s} = 1.96\) TeV,” Phys. Rev. Lett. 91 (2003) 241804, arXiv:hep-ex/0307080 [hep-ex].

[5] STAR Collaboration, L. Adamczyk et al., “Measurements of D\(^0\) and D\(^+\) production in pp Collisions at \(\sqrt{s} = 200\) GeV,” Phys. Rev. D86 (2012) 072013, arXiv:1204.4244 [nucl-ex].

[6] ATLAS Collaboration, G. Aad et al., “Measurement of D\(^\ast\)\(^-\), D\(^\ast\)\(^+\) and D\(^\ast\)\(^0\) meson production cross sections in pp collisions at \(\sqrt{s} = 7\) TeV with the ATLAS detector,” Nucl. Phys. B907 (2016) 717–763, arXiv:1512.02913 [hep-ex].

[7] ALICE Collaboration, B. Abelev et al., “Measurement of charm production at central rapidity in proton-proton collisions at \(\sqrt{s} = 7\) TeV,” JHEP 2012 no. 1, (2012) 1–30, arXiv:1111.1553 [hep-ex].
[8] ALICE Collaboration, J. Adam et al., “D-meson production in p–Pb collisions at $\sqrt{s_{NN}}=5.02$ TeV and in pp collisions at $\sqrt{s}=7$ TeV,” Phys. Rev. C94 no. 5, (2016) 054908, arXiv:1605.07569 [nucl-ex].

[9] ALICE Collaboration, S. Acharya et al., “Measurement of D-meson production at mid-rapidity in pp collisions at $\sqrt{s}=7$ TeV,” Eur. Phys. J. C77 no. 8, (2017) 550, arXiv:1702.00766 [hep-ex].

[10] LHCb Collaboration, R. Aaij et al., “Prompt charm production in pp collisions at $\sqrt{s}=7$ TeV,” JHEP 03 (2016) 159, arXiv:1610.01707 [hep-ex]. [Erratum: JHEP 09 (2016) 013].

[11] LHCb Collaboration, R. Aaij et al., “Measurements of prompt charm production cross-sections in pp collisions at $\sqrt{s}=13$ TeV,” JHEP 06 (2017) 147, arXiv:1610.02230 [hep-ex].

[12] LHCb Collaboration, R. Aaij et al., “Theoretical predictions for charm and bottom production at the LHC,” JHEP 2012 no. 10, (2012) 1–24, arXiv:1205.6344 [hep-ph].

[13] B. A. Kniehl, G. Kramer, I. Schienbein, and H. Spiesberger, “Inclusive charmed-meson production at the CERN LHC,” Eur. Phys. J. C72 no. 7, (2012) 1–10, arXiv:1202.0439 [hep-ph].

[14] R. Maciula and A. Szczurek, “Open charm production at the LHC: $k_T$-factorization approach,” Phys. Rev. D87 (2013) 094022, arXiv:1301.3033 [hep-ph].

[15] UA1 Collaboration, C. Albajar et al., “A study of the D* content of jets at the CERN pp collider,” Phys. Lett. B244 (1990) 566.

[16] CDF Collaboration, F. Abe et al., “Measurement of D* production in jets from p$\bar{p}$ bar collisions at $\sqrt{s}=1.8$ TeV,” Phys. Rev. Lett. 64 (1990) 348–352.

[17] CDF Collaboration, D. Acosta et al., “Heavy flavor properties of jets produced in pp interactions at $\sqrt{s}=1.8$ TeV,” Phys. Rev. D69 (2004) 072004, arXiv:hep-ex/0311051 [hep-ex].

[18] STAR Collaboration, B. Abelev et al., “Measurement of D* mesons in jets from pp collisions at $\sqrt{s}=200$ GeV,” Phys. Rev. D79 (2009) 112006, arXiv:0901.0740 [hep-ex].

[19] T. Sjöstrand, S. Mrenna, and P. Skands, “PYTHIA 6.4 physics and manual,” JHEP 5 (2006) 1, arXiv:hep-ph/0603175 [hep-ph].

[20] PHENIX Collaboration, C. Aidala et al., “Correlations of $\mu\mu$, $e\mu$, and $ee$ pairs in pp collisions at $\sqrt{s}=200$ GeV and implications for $c\bar{c}$ and $b\bar{b}$ production mechanisms,” Submitted to: Phys. Rev. Lett. (2018), arXiv:1805.04075 [hep-ex].

[21] CMS Collaboration, V. Khachatryan et al., “Measurement of B$\bar{B}$ angular correlations based on secondary vertex reconstruction at $\sqrt{s}=7$ TeV,” JHEP 03 (2011) 136, arXiv:1102.3194 [hep-ex].
ATLAS Collaboration, G. Aad et al., “Measurement of D*+ meson production in jets from pp collisions at $\sqrt{s} = 7$ TeV with the ATLAS detector,” Phys. Rev. D85 (2012) 052005, arXiv:1112.4432 [hep-ex].

G. Corcella, I. G. Knowles, G. Marchesini, S. Moretti, K. Odagiri, P. Richardson, M. H. Seymour, and B. R. Webber, “HERWIG 6: An Event generator for hadron emission reactions with interfering gluons (including supersymmetric processes),” JHEP 01 (2001) 010, arXiv:hep-ph/0011363 [hep-ph].

G. Corcella et al., HERWIG 6.5 Release Note, 2002, arXiv:0210213 [hep-ph].

P. Nason, “A new method for combining NLO QCD with shower Monte Carlo algorithms,” JHEP 11 (2004) 040, arXiv:hep-ph/0409146 [hep-ph].

S. Frixione, P. Nason, and C. Oleari, “Matching NLO QCD computations with Parton Shower simulations: the POWHEG method,” JHEP 11 (2007) 070, arXiv:0709.2092 [hep-ph].

S. Alioli, P. Nason, C. Oleari, and E. Re, “A general framework for implementing NLO calculations in shower Monte Carlo programs: the POWHEG BOX,” JHEP 06 (2010) 043, arXiv:1002.2581 [hep-ph].

S. Alioli, K. Hamilton, P. Nason, C. Oleari, and E. Re, “Jet pair production in POWHEG,” JHEP 04 (2011) 081, arXiv:1012.3380 [hep-ph].

R. Thorne and R. Roberts, “A variable flavour number scheme for charged current heavy flavour structure functions,” Eur. Phys. J. C19 (2001) 339–349, arXiv:hep-ph/0010344.

D. P. Anderle, T. Kaufmann, M. Stratmann, F. Ringer, and I. Vitev, “Using hadron-in-jet data in a global analysis of D* fragmentation functions,” Phys. Rev. D96 (2017) 034028, arXiv:1706.09857 [hep-ph].

H.-M. Chang, M. Procura, J. Thaler, and W. J. Waalewijn, “Calculating Track-Based Observables for the LHC,” Phys. Rev. Lett. 111 (2013) 102002, arXiv:1303.6637.

ALICE Collaboration, B. Abelev et al., “Suppression of high transverse momentum D mesons in central Pb–Pb collisions at $\sqrt{s_{NN}} = 2.76$ TeV,” JHEP 09 (2012) 112, arXiv:1203.2160 [nucl-ex].

ALICE Collaboration, J. Adam et al., “Centrality dependence of high-pT D meson suppression in Pb–Pb collisions at $\sqrt{s_{NN}} = 2.76$ TeV,” JHEP 11 (2015) 205, arXiv:1506.06604 [nucl-ex] [Addendum: JHEP 06 (2017) 032].

ALICE Collaboration, J. Adam et al., “Transverse momentum dependence of D-meson production in Pb–Pb collisions at $\sqrt{s_{NN}} = 2.76$ TeV,” JHEP 03 (2016) 081, arXiv:arXiv:1509.06888 [nucl-ex].

CMS Collaboration, A. M. Sirunyan et al., “Nuclear modification factor of D⁰ mesons in PbPb collisions at $\sqrt{s_{NN}} = 5.02$ TeV,” Phys. Lett. B782 (2018) 474–496, arXiv:1708.04962 [nucl-ex].

L. Asquith et al., “Jet Substructure at the Large Hadron Collider : Experimental Review,” arXiv:1803.06991 [hep-ex].

CMS Collaboration, A. M. Sirunyan et al., “Measurement of the Splitting Function in pp and Pb-Pb Collisions at $\sqrt{s_{NN}} = 5.02$ TeV,” Phys. Rev. Lett. 120 no. 14, (2018) 142302, arXiv:1708.09429 [nucl-ex].
Production of charm jets tagged with D\textsuperscript{0} mesons

ALICE Collaboration

[41] H. A. Andrews et al., “Novel tools and observables for jet physics in heavy-ion collisions,” arXiv:1808.03689 [hep-ph].

[42] ALICE Collaboration, S. Acharya et al., “Medium modification of the shape of small-radius jets in central Pb-Pb collisions at √s\textsubscript{NN} = 2.76 TeV,” JHEP 10 (2018) 139 arXiv:1807.06854 [nucl-ex].

[43] CMS Collaboration, A. M. Sirunyan et al., “Measurement of the groomed jet mass in PbPb and pp collisions at √s\textsubscript{NN} = 5.02 TeV,” JHEP 10 (2018) 161 arXiv:1805.05145 [hep-ex].

[44] ALICE Collaboration, K. Aamodt et al., “The ALICE experiment at the CERN LHC,” JINST 3 (2008) S08002.

[45] ALICE Collaboration, B. Abelev et al., “Measurement of Prompt D-Meson Production in p–Pb Collisions at √s\textsubscript{NN} = 5.02 TeV,” Phys. Rev. Lett. 113 (2014) 232301, arXiv:1405.3452 [nucl-ex].

[46] ALICE Collaboration, J. Adam et al., “Determination of the event collision time with the ALICE detector at the LHC,” Eur. Phys. J. Plus 132 no. 2, (2017) 99 arXiv:1610.03055 [physics.ins-det].

[47] ALICE Collaboration, B. Abelev et al., “Performance of the ALICE Experiment at the CERN LHC,” Int. J. Mod. Phys. A29 no. 24, (2014) 1430044 arXiv:1402.4476 [nucl-ex].

[48] ALICE Collaboration, K. Aamodt et al., “The ALICE experiment at the CERN LHC,” JINST 3 (2008) S08002.

[49] P. Z. Skands, “Tuning Monte Carlo Generators: The Perugia Tunes,” Phys. Rev. D82 (2010) 074018 arXiv:1005.3457 [hep-ph].

[50] R. Brun et al., “Simulation program for particle physics experiments, GEANT: user guide and reference manual,” tech. rep., CERN, 1978. https://cds.cern.ch/record/118715

[51] Particle Data Group Collaboration, M. Tanabashi et al., “Review of Particle Physics,” Phys. Rev. D98 no. 3, (2018) 030001.

[52] M. Cacciari, G. Salam, and G. Soyez, “The anti-k\textsubscript{T} jet clustering algorithm,” JHEP 04 (2008) 063 arXiv:0802.1189 [hep-ph].

[53] M. Cacciari, G. P. Salam, and G. Soyez, “FastJet User Manual,” Eur. Phys. J. C72 (2012) 1896 arXiv:1111.6097 [hep-ph].

[54] D. J. Lange, “The EvtGen particle decay simulation package,” Nucl. Instrum. Meth. A462 no. 1, (2001) 152 – 155.

[55] A. Buckley, J. Ferrando, S. Lloyd, K. Nordström, B. Page, M. Rüfenacht, M. Schönherr, and G. Watt, “LHAPDF6: parton density access in the LHC precision era,” Eur. Phys. J. C75 no. 3, (2015) 132 arXiv:1412.7420 [hep-ph].

[56] H.-L. Lai, M. Guzzi, J. Huston, Z. Li, P. M. Nadolsky, J. Pumplin, and C. P. Yuan, “New parton distributions for collider physics,” Phys. Rev. D82 (2010) 074024 arXiv:1007.2241 [hep-ph].

[57] ALICE Collaboration, B. Abelev et al., “Charged jet cross sections and properties in proton–proton collisions at √s = 7 TeV,” Phys. Rev. D91 (2015) 112012 arXiv:1411.4969 [nucl-ex].
Production of charm jets tagged with $D^0$ mesons

ALICE Collaboration

[58] G. D’Agostini, “A multidimensional unfolding method based on Bayes’ theorem,” Nucl. Instrum. Meth. A362 (1995) 487.

[59] ALICE Collaboration, J. Adam et al., “Measurement of pion, kaon and proton production in proton–proton collisions at $\sqrt{s} = 7$ TeV,” Eur. Phys. J. C75 no. 5, (2015) 226, arXiv:1504.00024 [nucl-ex].

[60] ALICE Collaboration, S. Acharya et al., “Charged jet cross section and fragmentation in proton-proton collisions at $\sqrt{s} = 7$ TeV,” Phys. Rev. D99 (2019) 012016, arXiv:1809.03232 [nucl-ex].

[61] A. Hocker and V. Kartvelishvili, “SVD approach to data unfolding,” Nucl. Instrum. Meth. A372 (1996) 469–481, arXiv:hep-ph/9509307 [hep-ph].

[62] T. Sjöstrand, S. Ask, J. R. Christiansen, R. Corke, N. Desai, P. Ilten, S. Mrenna, S. Prestel, C. O. Rasmussen, and P. Z. Skands, “An Introduction to PYTHIA 8.2,” Comput. Phys. Commun. 191 (2015) 159–177, arXiv:1410.3012 [hep-ph].

[63] P. Skands, S. Carrazza, and J. Rojo, “Tuning PYTHIA 8.1: the Monash 2013 Tune,” Eur. Phys. J. C74 no. 8, (2014) 3024, arXiv:1404.5630 [hep-ph].

[64] M. Bahr, S. Gieseke, M. A. Gigg, D. Grellscheid, K. Hamilton, O. Latunde-Dada, S. Plätzer, P. Richardson, M. H. Seymour, A. Sherstnev, and B. R. Webber, “Herwig++ physics and manual,” Eur. Phys. J. C58 no. 4, (2008) 639–707.

[65] J. Bellm, S. Gieseke, D. Grellscheid, S. Plätzer, M. Rauch, C. Reuschle, P. Richardson, P. Schichtel, M. H. Seymour, A. Siódmok, A. Wilcock, N. Fischer, M. A. Harrendorf, G. Nail, A. Papaefstathiou, and D. Rauch, “Herwig 7.0/Herwig++ 3.0 release note,” Eur. Phys. J. C76 no. 4, (2016) 196.

[66] A. D. Martin, W. J. Stirling, R. S. Thorne, and G. Watt, “Parton distributions for the LHC,” Eur. Phys. J. C63 (2009) 189–285, arXiv:0901.0002 [hep-ph].

[67] S. Frixione, G. Ridolfi, and P. Nason, “A positive-weight next-to-leading-order Monte Carlo for heavy flavour hadroproduction,” JHEP 09 (2007) 126, arXiv:0707.3088 [hep-ph].

[68] ATLAS Collaboration, G. Aad et al., “Measurement of the jet fragmentation function and transverse profile in proton–proton collisions at a center-of-mass energy of 7 TeV with the ATLAS detector,” Eur. Phys. J. C71 no. 11, (2011) 1–25, arXiv:1109.5816 [hep-ex].
A The ALICE Collaboration

S. Acharya, D. Adamovíc, S.P. Adhya, A. Adler, J. Adlerfors, M.M. Aggarwal, G. Aglieri Rinella, M. Aghelid, N. Agrama, Z. Ahammed, S. Ahmad, S.U. Ali, E.S. Aliola, A. Akiba, A. Ajitanand, M. Al-Turany, S.N. Alane, D.S.D. Albuquerque, D. Aleksandrov, B. Alessandro, H.M. Alfantazi, R. Alfaro Molina, B. Ali, Y. Ali, A. Alizadeh, A. Alkhazov, J. Almeida, T. Almeida, L. Altenkamp, I. Altsybeev, M.N. Anagnostou, C. Andrew, D. Andreou, H.A. Andrew, A. Andrei, M. Angeles, V. Anguelov, A. Anson, T. Anticic, F. Antinori, P. Antoniol, R. Anwar, N. Apadula, L. Aphecetche, I. Appelshäuser, S. Arce, R. Arnould, M. Arzumanian, I.C. Arsene, M. Arslanov, A. Augustin, R. Averbeck, S. Aziz, M.D. Azmi, A. Badali, Y.W. Baek, S. Bagdasarian, X. Bai, R. Balic, R. Baldas, A. Baldi, M. Ball, R.C. Baranov, R. Barbero, L. Barigola, G.G. Barnaud, L.S. Barnby, V. Barrelet, P. Bartalini, K. Barth, E. Bartsch, F. Baruffaldi, N. Basti, S. Basti, G. Batigne, B. Batyuny, P.C. Batzing, B. Baur, J.L. Bazalha, S. Bećvar, B. Beddard, N.K. Behera, I. Beilicke, F. Bellini, R. Bellwied, Y. Belyaev, G. Bencivenni, S. Beol, A. Bercuci, Y. Berdnik, D. Berenyi, R.A. Bertens, D. Berzndoerfer, M.G. Besoin, L. Betts, A. Bhaskar, I.R. Bhak, R. Bhat, B. Bhattacharjee, A. Bianchi, L. Bilandzic, N. Bianchi, J. Bielcik, J. Bielciková, A. Bilandzic, G. Bird, R. Biswa, S. Biswa, J.T. Black, D. Blau, C. Bluma, G. Boccalatte, F. Bock, L. Bogomilov, A. Boldizsár, A. Bolozdynya, M. Bondarjuk, G. Bonomi, H. Boris, E. Borriso, B. Borotić, H. Boss, E. Bottai, C. Bourjai, L. Bratrad, P. Braun-Munzinge, M. Bregant, T.A. Breitenfeld, M. Brož, E.J. Brucker, E. Bruna, G.E. Brun, S. Bursać, M.D. Bursać, D. Budnikov, H. Buesching, S. Bufulini, O. Bugnon, P. Buhler, P. Buncic, Z. Buthelezi, J.B. Buxton, J.T. Buxton, D. Callari, R.A. Calvi, E. Calvo Villar, R.S. Camacho, P. Camerini, A.A. Capote, F. Carneccio, J. Castillo Castelletano, A.J. Castron, E.A. Carus, F. Catalani, C. Ceballos Sanchez, P. Chakraborty, S. Chandrala, B. Chang, W. Chang, S. Chaplan, M. Chartier, S. Chattopadhyay, S. Chattopadhyay, A. Chauvins, C. Cheshkov, B. Cheynis, V. Chivite Barro, D.D. Chinellato, S. Cho, P. Chochula, T. Chowdhury, P. Christakoglou, C.H. Christiansen, P. Christiansen, T. Chujo, H. Ciccolini, L. Ciccolo, F. Cindolo, J. Cleymans, F. Colamaria, D. Colella, A. Collu, M. Colocci, M. Concas, G. Conesa Balbastre, Z. Conesa del Valle, G. Continenza, J.G. Contrera, T.M. Cormie, Y. Corrales Morales, P. Cortes, M.R. Cosentino, F. Costi, S. Costanzo, J. Crkovská, P. Crochet, E. Cuautle, L. Cunqueiro, D. Dabrowski, T. Dahms, E. Dainese, F.P.A. Damati, S. Dan, M.C. Danicic, A. Danilov, D. Das, D. Das, S. Das, A. Das, S. Das, A. Das, S. Das, S. Das, A. Das, S. Das, S. Das, A. Das, S. Das, S. Das, A. Das, S. Das, A. Das, S. Das, A. Das, S. Das, A. Das, S. Das, A. Das, P. Dasgupta, C. De Carvalho, D. De Cuveland, A. De Falcón, D. De Gruttola, N. De Marzo, S. De Pasquale, R.D. De Souza, F. Del, H.F. Degenhardt, K.R. Dejager, A. Delot, S. Delsanto, P. Dhanke, D. Di Bau, A. Di Mauro, R.A. Diaz, T. Dietel, P. Dillenseger, Y. Ding, R. Diviti, Ó. Djuvslev, I. Dmitrieva, A. Dobrić, B. Döning, O. Dordor, A.K. Dube, A. Dubois, A. Duda, M. Dudik, M. Dukhishyan, P. Dupieux, R.J. Ehler, D. Elia, H. Engel, E. Epelboin, B. Erazmus, F. Erhardt, A. Erokhin, M.R. Erda, J. Ermolaev, G. Esposito, G. Eulisse, J. Eun, D. Evans, S. Evdokimov, L. Fabbiotti, M. Faggin, J. Faire, A. Fantoni, M. Fassò, P. Fecchio, L. Feldkamp, A. Felicielli, G. Feofilov, A. Fernández Téllez, A. Ferrere, A. Ferrere, A. Festa, F. Feuillard, V.J.G. Feuillard, J. Figiel, S. Filchagin, D. Finogee, M.F. Fionda, G. Fiorenza, F. Florez, S. Foertsch, P. Fok, O. Fokin, S. Fokkink, E. Fragni, S. Frankenfeld, M.G. Fransen, U. Fuchs, C. Fügerty, A. Fuss, M. Fusco Girard, J.J. Gaardhoje, M. Gagliardi, M.A. Gammeltoft, A. Ga, C.D. Galva, P. Ganot, S. Garabatos, E. Garcia-Solis, K. Garg, C. Gargiulo, A. Garioli, K. Garne, P. Gasior, G. Gatto, E.F. Gau, M.B. Gay Ducat, P. Germain, J. Ghosli, P. Ghosli, S.K. Ghosli, P. Gianotti, P. Giubellino, P. Giubulato, P. Gläser, D.M. González Cora, A. Gomez Ramirez, V. Gonzalez, P. Gonzalez-Zamora, S. Gorbanov, L. Görlich, S. Gotovad, V. Grabs, L.K. Graczykowsky, K.L. Graham, L. Grein, A. Grell, C. Grigorash, V. Grigoriev, A. Grigorian, S. Grigoryan, O.S. Grothaus, J.M. Gronke, O.T. Gross, J.F. Grosset-Ottmann, R. Gross, R. Guernier, M. Guettier, K. Gulbrandsen, T. Gunji, A. Gupta, R. Gupte, I.B. Guzmán, R. Haake, P. Hall, M.K. Hambir, C. Hadijdisa, H. Hamagaki, G. Hamal, M. Hamdi, R. Hannigar, M.R. Haque, A. Harlander, J.W. Harris, A. Hartung, J.A. Hasenbeck, H. Hassar, D. Hatzifotiadiou, P. Haue, S. Hayash, J.T. Heckel, E. Hellbäck, H. Helstrup, A. Hergerheio, E.G. Hernandez, G. Herrera Corrales, F. Herrmann, K.F. Hetland, T.E. Hildreth, H. Hilmelä, C. Hill, B. Hippolyt, B. Höhlever, D. Horacek, S. Hornung, R. Hosokawa, P. Hristov, C. Huang, C. Hughes,

24
Production of charm jets tagged with D⁰ mesons

ALICE Collaboration

P. Huhn, T.J. Humanic, H. Hushnu, L.A. Hussou, N. Hussain, A.S. Hussain, T. Hussain, D. Hutter, D.S. Hwang, J.P. Iddon, R. Ilkae, M. Inaba, M. Ippolito, M.S. Iran, M. Ivanov, V. Ivanov, V. Izucchev, B. Jacali, N. Jacazio, P.M. Jacobs, M.B. Jadav, S. Jadlovska, J. Jadlovsky, S. Janiak, C. Jahmke, M.J. Jakubowski, M.A. Janik, M. Jercic, O. Jevon, R.T. Jimenez Bustamante, M. Jin, F. Jonckheere, P.G. Jones, A. Jusko, P. Kalina, A. Kalweit, J.H. Kang, V. Kaplun, S. Kan, A. Karasu, Y. Kasyanov, O. Karavichev, T. Karavichev, P. Karczmarzyk, E. Karpechev, U. Kebbschull, R. Keidi, M. Kehr, B. Ketzle, Z. Khabanova, A.M. Khan, S. Khan, S.A. Khan, A. Khazanadze, Y. Kharlov, A. Khatun, A. Khutina, B. Kilelov, B. Kin, B. Kin, D. Kin, D.J. Kin, E.J. Kin, H. Kin, J. Kin, J.S. Kin, J. Kin, D. Klit, J. Klein, M. Klein, T. Klein, T. Klein, T. Kirsch, I. Kisel, S. Kiselev, A. Kisiel, J.L. Klay, C. Klein, J. Klein, S. Klein, C. Klein-Bösing, S. Klewin, A. Klug, M.L. Knicle, A.G. Knoppe, C. Kobda, M.K. Köhle, T. Kollegger, A. Kondratyev, N. Kondratyev, E. Kondratyuk, P.J. Konopka, L. Koskel, O. Kovalenko, V. Kovalenko, M. Kovalskij, I. Král, A. Kravčáková, L. Kreis, M. Križd, M. Krivda, F. Križek, K. Križkova Gadjosová, M. Krüger, E. Kryshev, M. Krezwiz, A.M. Kubér, V. Kucer, C. Kuhr, P.G. Kujia, L. Kuma, S. Kuma, S. Kund, P. Kurashev, A. Kurepín, S. Kushpi, J. Kvař, M.J. Kweon, J.Y. Kwong, Y. Kwo, S.L. La Pointe, P. La Rocca, Y.S. La, R. Lango, K. Lapidus, A. Lander, P. Larionov, E. Landa, R. Lavick, T. Lazarev, R. Lee, L. Ledrin, O. Lee, S. Lehn, J. Lehrbach, R.C. Lemmou, L. Leon Monzón, E.D. Lees, M. Lettriel, P. Lévay, X. Li, X.L. Li, J. Lie, R. Lietau, O. Lim, S. Linda, V. Lindenstruth, S.W. Lindsay, C. Lipmann, M.A. Lisa, V. Litchyevsky, A. Liu, S. Liu, W.J. Llopis, I.M. Lofos, V. Loginov, C. Loizides, Y. Long, P. Lončar, T. López, E. López Torres, P. Luettich, J.R. Luhe, M. Lunardon, G. Luparello, M. Lup, A. Macyska, M. Mager, J.S.M. Mahmoo, T. Mahmoud, A. Mair, R.D. Majka, M. Malac, Q.W. Malik, L. Mahnín, D. Mal'kevich, P. Malzache, A. Mammoni, M. Mank, F. Manso, F. Mann, V. Manzi, Y. Mao, M. Marchisond, J. Marq, G.V. Margagliotto, A. Margot, J. Margut, A. Marin, C. Marker, R. Marquard, N.A. Martin, P. Martínez Botella, M. Martinez, J. Martínez García, J. Martínez Pérez, A. Mascioch, M. Masere, A. Mason, L. Massarice, E. Massoz, A. Mastrosidero, A.M. Mathis, P.T.F. Matoukld, A. Matyja, C. Maye, M. Mazzi, M.A. Mazzon, A.F. Mchele, F. Meddl, I. Melikyan, A. Mencach-Rocha, E. Meninni, M. Meres, L.S. Michel, Y. Miyake, L. Mielchak, M.M. Miekgalnei, D.L. Mihaylov, K. Mikhailov, A. Mischke, A.N. Mishra, D. Miškovič, C.M. Mit, N. Mohammad, A.P. Mohanty, B. Mohanty, A. Mohseni Kham, M. Monda, M.M. Mondy, C. Mordasin, D.A. Moreira, L.A.P. Moreira, S. Moreto, A. Morreale, A. Moros, T. Mrnjava, V. Muccifor, E. Mudej, D. Mühlm, S. Muhuri, I.D. Mullig, D. Munhoz, K. Münn, J.R. Munze, H. Murakuma, S. Murray, V. Musa, J. Musinsky, C.J. Myers, J.W. Myri, B. Nai, R. Nair, B.K. Nand, R. Nandi, E. Nappier, M.U. Nari, A.F. Nassisopoul, H. Nata, C. Natrass, R. Naya, T.K. Nakai, S. Nazareno, R.A. Negro De Oliveira, L. Nello, S.V. Nesh, G. Neskov, B.S. Nielson, S. Nikolaev, S. Nikulin, V. Nikitin, F. Noferin, T.H. Nomokono, G. Noor, J. Normai, P. Nowakovski, A. Nyanin, N. Nystrand, M. Ogino, A. Olsson, O. Oleniak, A.C. Oliveira Da Silva, M.H. Oliveira, C. Oppedans, R. Orava, A. Ortiz Velasque, O. Oscarson, J. Ottowinska, K. Oyama, Y. Pachmayer, V. Pacili, D. Pagano, Y. Paik, P. Pal, P. Palmai, J. Pan, A.K. Pandey, S. Panbianco, V. Papikyan, P. Pareek, J. Park, J.E. Parkhill, S. Parma, A. Passfeld, S.P. Pathak, R.N. Patra, B. Paul, C. Pe, P. Peitzman, X. Peng, L.G. Pereira, H. Pereira Da Costa, D. Peresunk, G.M. Perto, E. Perez Lezama, V. Peskov, Y. Pesto, Y. Petraček, M. Petrovic, R.P. Pezz, S. Pian, M. Pich, P. Piloth, L.O.D.L. Pimentel, O. Pinazza, L. Pinsky, S. Pisan, D.B. Piynaraithan, M. Ploskov, M. Planinic, F. Pliquet, J. Plut, S. Pohychovb, M.G. Poghosy, B. Polichtouch, N. Poljak, W. Poonsaw, A. Pop, H. Poppenbro, S. Porteboeu-Housai, A. Pozziando, S.K. Prasad, R. Pregenahel, F. Prine, C.A. Pruneco, I. Pshenichno, M. Pucci, L.V. Punin, T. Purapanda, J. Putsch, R.E. Quishpe, I.S. Ragoni, J. Rahaj, J.S. Rajput, J. Rkal, A. Rakotzafandrab, L. Ramel, F. Ramí, R. Ranu, S. Ranui, B.S. Rassane, B.T. Rascan, R. Rat, V. Ratka, I. Ravaseng, K.F. Read, K. Redclif, A. Rehm, P. Reichet, F. Reid, X. Riegel, R. Renford, A. Reshet, J.P. Revol, K. Reyger, O. Riabov, T. Richer, T. Righ, M. Richter, P. Riedle, V. Rieger, F. Rigge, R. Rist, S.P. Rode, M. Rodriguez Cahuanta, K. Röek.
**Affiliation notes**

1 Deceased  
2 Dipartimento DET del Politecnico di Torino, Turin, Italy  
3 M.V. Lomonosov Moscow State University, D.V. Skobeltsyn Institute of Nuclear, Physics, Moscow, Russia  
4 Department of Applied Physics, Aliargh Muslim University, Aliargh, India  
5 Institute of Theoretical Physics, University of Wroclaw, Poland

**Collaboration Institutes**

1 A.I. Alifikhanyan National Physics Laboratory (Yerevan Physics Institute) Foundation, Yerevan, Armenia  
2 Bogolyubov Institute for Theoretical Physics of the National Academy of Sciences of Ukraine, Kiev, Ukraine  
3 Bose Institute, Department of Physics and Centre for Astroparticle Physics and Space Science (CAPSS), Kolkata, India  
4 Budker Institute for Nuclear Physics, Novosibirsk, Russia  
5 California Polytechnic State University, San Luis Obispo, California, United States  
6 Central China Normal University, Wuhan, China
Production of charm jets tagged with $D^0$ mesons

ALICE Collaboration

7 Centre de Calcul de l’IN2P3, Villeurbanne, Lyon, France
8 Centro de Aplicaciones Tecnológicas y Desarrollo Nuclear (CEADEN), Havana, Cuba
9 Centro de Investigación y de Estudios Avanzados (CINVESTAV), Mexico City and Mérida, Mexico
10 Centro Fermi - Museo Storico della Fisica e Centro Studi e Ricerche ‘Enrico Fermi’, Rome, Italy
11 Chicago State University, Chicago, Illinois, United States
12 China Institute of Atomic Energy, Beijing, China
13 Chonbuk National University, Jeonju, Republic of Korea
14 Comenius University Bratislava, Faculty of Mathematics, Physics and Informatics, Bratislava, Slovakia
15 COMSATS University Islamabad, Islamabad, Pakistan
16 Creighton University, Omaha, Nebraska, United States
17 Department of Physics, Aligarh Muslim University, Aligarh, India
18 Department of Physics, Pusan National University, Pusan, Republic of Korea
19 Department of Physics, Sejong University, Seoul, Republic of Korea
20 Department of Physics, University of California, Berkeley, California, United States
21 Department of Physics, University of Oslo, Oslo, Norway
22 Department of Physics and Technology, University of Bergen, Bergen, Norway
23 Dipartimento di Fisica dell’Università ‘La Sapienza’ and Sezione INFN, Rome, Italy
24 Dipartimento di Fisica dell’Università and Sezione INFN, Cagliari, Italy
25 Dipartimento di Fisica dell’Università and Sezione INFN, Trieste, Italy
26 Dipartimento di Fisica dell’Università and Sezione INFN, Turin, Italy
27 Dipartimento di Fisica e Astronomia dell’Università and Sezione INFN, Bologna, Italy
28 Dipartimento di Fisica e Astronomia dell’Università and Sezione INFN, Catania, Italy
29 Dipartimento di Fisica e Astronomia dell’Università and Sezione INFN, Padova, Italy
30 Dipartimento di Fisica ‘E.R. Caianiello’ dell’Università and Gruppo Collegato INFN, Salerno, Italy
31 Dipartimento DISAT del Politecnico and Sezione INFN, Turin, Italy
32 Dipartimento di Scienze e Innovazione Tecnologica dell’Università del Piemonte Orientale and INFN Sezione di Torino, Alessandria, Italy
33 Dipartimento Interateneo di Fisica ‘M. Merlin’ and Sezione INFN, Bari, Italy
34 European Organization for Nuclear Research (CERN), Geneva, Switzerland
35 Faculty of Electrical Engineering, Mechanical Engineering and Naval Architecture, University of Split, Split, Croatia
36 Faculty of Engineering and Science, Western Norway University of Applied Sciences, Bergen, Norway
37 Faculty of Nuclear Sciences and Physical Engineering, Czech Technical University in Prague, Prague, Czech Republic
38 Faculty of Science, P.J. Šafárik University, Košice, Slovakia
39 Frankfurt Institute for Advanced Studies, Johann Wolfgang Goethe-Universität Frankfurt, Frankfurt, Germany
40 Gangneung-Wonju National University, Gangneung, Republic of Korea
41 Gauhati University, Department of Physics, Guwahati, India
42 Helmholtz-Institut für Strahlen- und Kernphysik, Rheinische Friedrich-Wilhelms-Universität Bonn, Bonn, Germany
43 Helsinki Institute of Physics (HIP), Helsinki, Finland
44 High Energy Physics Group, Universidad Autónoma de Puebla, Puebla, Mexico
45 Hiroshima University, Hiroshima, Japan
46 Hochschule Worms, Zentrum für Technologietransfer und Telekommunikation (ZTT), Worms, Germany
47 Horia Hulubei National Institute of Physics and Nuclear Engineering, Bucharest, Romania
48 Indian Institute of Technology Bombay (IIT), Mumbai, India
49 Indian Institute of Technology Indore, Indore, India
50 Indonesian Institute of Sciences, Jakarta, Indonesia
51 INFN, Laboratori Nazionali di Frascati, Frascati, Italy
52 INFN, Sezione di Bari, Bari, Italy
53 INFN, Sezione di Bologna, Bologna, Italy
54 INFN, Sezione di Cagliari, Cagliari, Italy
55 INFN, Sezione di Catania, Catania, Italy
56 INFN, Sezione di Padova, Padova, Italy
57 INFN, Sezione di Roma, Rome, Italy
