ANISOTROPIC TOTAL VARIATION FLOW OF NON-DIVERGENCE TYPE ON A HIGHER DIMENSIONAL TORUS
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Abstract. We extend the theory of viscosity solutions to a class of very singular nonlinear parabolic problems of non-divergence form in a periodic domain of an arbitrary dimension with diffusion given by an anisotropic total variation energy. We give a proof of a comparison principle, an outline of a proof of the stability under approximation by regularized parabolic problems, and an existence theorem for general continuous initial data, which extend the results recently obtained by the authors.

1. Introduction

The goal of this note is the announcement of the results in [37] and their extension to smooth anisotropic total variation energies. Furthermore, we give a slightly different exposition of the technically demanding proof of the comparison theorem.

In an arbitrary dimension $n \geq 1$ we consider the following problem for a function $u(x, t) : \mathbb{T}^n \times (0, T) \rightarrow \mathbb{R}$ on the torus $\mathbb{T}^n := \mathbb{R}^n \backslash \mathbb{Z}^n$ for some $T > 0$:

$$u_t + F(\nabla u, \text{div} \partial W(\nabla u)) = 0 \quad \text{in } Q := \mathbb{T}^n \times (0, T),$$

with the initial condition

$$u|_{t=0} = u_0 \quad \text{on } \mathbb{T}^n.$$ 

In this paper we assume that

$$W \in C^2(\mathbb{R}^n \backslash \{0\}), \quad W^2 \text{ is strictly convex},$$

and that $W$ is a convex one-homogeneous function, positive outside of the origin, i.e., there exists a positive constant $\lambda_0$ such that

$$W(ap) = aW(p) \geq \lambda_0 a |p| \quad \text{for all } p \in \mathbb{R}^n, a \geq 0.$$

Furthermore, we assume that $F : \mathbb{R}^n \times \mathbb{R} \rightarrow \mathbb{R}$ is a continuous function, non-increasing in the second variable, i.e.,

$$F(p, \xi) \leq F(p, \eta) \quad \text{for } \xi, \eta \in \mathbb{R}, \xi \geq \eta, p \in \mathbb{R}^n.$$

This makes the operator in (1.1) degenerate parabolic.

The symbol $\partial W$ denotes the subdifferential of $W$. In general, the subdifferential of a convex lower semi-continuous function $\varphi$ on a Hilbert space $H$ endowed with a
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scalar product \( \langle \cdot, \cdot \rangle_H \) is defined as the set
\[
\partial \varphi(x) := \{ v \in H : \varphi(x + h) - \varphi(x) \geq \langle h, v \rangle_H \text{ for all } h \in H \} \quad x \in H.
\]
Since \( W \) is not differentiable at the origin, \( \partial W(0) \) is not a singleton and therefore an extra care has to be taken when defining the meaning of the term \( \text{div} \, \partial W(\nabla u) \). In fact, we shall understand the term \( \text{div} \, \partial W(\nabla u) \) through the subdifferential of the anisotropic total variation energy on the Hilbert space \( L^2(\mathbb{T}^n) \),
\[
E(\psi) := \begin{cases}
\int_{\mathbb{T}^n} W(\nabla \psi) \quad &\psi \in L^2(\mathbb{T}^n) \cap BV(\mathbb{T}^n), \\
+\infty &\psi \in L^2(\mathbb{T}^n) \setminus BV(\mathbb{T}^n),
\end{cases}
\]
where \( BV(\mathbb{T}^n) \) is the space of functions of bounded variation on \( \mathbb{T}^n \). We shall clarify this relation in Section 2. Let us introduce the domain of the subdifferential \( \partial E \) of the energy \( E \) on \( L^2(\mathbb{T}^n) \), namely
\[
\mathcal{D}(\partial E) := \{ \psi \in L^2(\mathbb{T}^n) : \partial E(\psi) \neq \emptyset \}.
\]
The problem (1.1) can be written more rigorously as
\[
(1.7) \quad u_t + F(\nabla u, -\partial^0 E(u(\cdot, t))) = 0,
\]
where \( \partial^0 E \) is the minimal section (canonical restriction) of the subdifferential \( \partial E \) defined for \( \psi \in \mathcal{D}(\partial E) \) as
\[
\partial^0 E(\psi) \in \partial E(\psi) \text{ such that } \| \partial^0 E(\psi) \|_{L^2(\mathbb{T}^n)} = \min_{v \in \partial E(\psi)} \| v \|_{L^2(\mathbb{T}^n)}.
\]
Clearly \( \partial^0 E(\psi) \) is well-defined and unique since \( \partial E(\psi) \) is a nonempty closed convex subset of \( L^2(\mathbb{T}^n) \) whenever \( \psi \in \mathcal{D}(\partial E) \).

**Motivation.** The prototypical example of (1.1) is the total variation flow [5]
\[
(1.8) \quad u_t = \text{div} \left( \frac{\nabla u}{|\nabla u|} \right),
\]
since \( \partial W(\nabla u) = \left\{ \frac{\nabla u}{|\nabla u|} \right\} \) for \( W(p) = |p| \) when \( \nabla u \neq 0 \), or more generally the anisotropic total variation flow [3,4,55]. This problem also explains the interpretation of \( \text{div} \, \partial W(\nabla u) \) as the minimal section of \( -\partial E(u) \). Indeed, problem (1.8) is formally the subdifferential inclusion
\[
\begin{cases}
u_t \in -\partial E(u(t)) & t > 0, \\
u(0) = u_0 \in L^2(\mathbb{T}^n).
\end{cases}
\]
The theory of monotone operators due to Kōmura [54] and Brézis [17] yields the existence of a unique solution \( u \in C([0,T], \mathcal{L}^2(\mathbb{T}^n)) \) that is moreover, for all \( t \in (0,T) \), right-differentiable, \( u(t) \in \mathcal{D}(\partial E) \) and
\[
\frac{d^+ u}{dt}(t) = -\partial^0 E(u(t)) \quad \text{for } t \in (0,T).
\]

Nevertheless, our main motivation for the study of problem (1.1) in its general non-divergence form comes from the models of crystal growth. Let us outline how problem (1.1) can be heuristically derived as the graph formulation of the motion of a surface by the anisotropic crystalline curvature of a particular form. Following the notation of [9,10,14], we consider the surface energy functional
\[
(1.9) \quad F(\Gamma) := \int_{\Gamma} \phi^\circ(\nu) \, d\mathcal{H}^n
\]
that measures the surface energy of the surface $\Gamma = \partial K \subset \mathbb{R}^{n+1}$ of a body $K \subset \mathbb{R}^{n+1}$ with the unit outer normal vector $\nu$. Here $\mathcal{H}^n$ is the $n$-dimensional Hausdorff measure and $\phi^\circ$ is a convex one-homogenous function positive outside of the origin given as

$$\phi^\circ(\eta) = W(-p) + |\eta_{n+1}| \quad \text{for all } \eta = (p, \eta_{n+1}) \in \mathbb{R}^{n+1}. \tag{1.10}$$

The Wulff shape of this surface energy is the one-level set

$$\text{Wulff}_\phi := \{ \eta \in \mathbb{R}^{n+1} : \phi(\eta) \leq 1 \}$$

of the dual function

$$\phi(\xi) := \sup \{ \xi \cdot \eta : \eta \in \mathbb{R}^{n+1}, \phi^\circ(\eta) \leq 1 \}. \tag{1.11}$$

Note that this makes $\phi^\circ$ the support function of $\text{Wulff}_\phi$. A simple computation shows that

$$\phi(\xi) = \max \{ W^\circ(-x), |\xi_{n+1}| \} \quad \xi = (x, \xi_{n+1}) \in \mathbb{R}^n \times \mathbb{R},$$

where

$$W^\circ(x) := \sup \{ x \cdot p : p \in \mathbb{R}^n, W(p) \leq 1 \}.$$ 

Setting

$$W := \{ x \in \mathbb{R}^n : W^\circ(x) \leq 1 \},$$

we observe that the Wulff shape of $\phi^\circ$ is a cylinder of length 2 with base $-W$, that is,

$$\text{Wulff}_\phi = (-W) \times [-1,1].$$

The assumptions (1.3) and (1.4) on $W$ guarantee that $W^\circ$ also satisfies (1.3) and (1.4) (possibly with a different $\lambda_0$). In particular, $W$ is a strictly convex, compact set with a $C^2$ boundary containing the origin in its interior.

The first variation of the functional $F$ in (1.9) is called the crystalline mean curvature $[14,15]$

$$\kappa_\phi := -\text{div}_{\phi,\tau} n^\text{min}_\phi, \tag{1.11}$$

where $\text{div}_{\phi,\tau}$ is the tangential divergence on $\Gamma$ with respect to $\phi$, introduced in [14], and $n^\text{min}_\phi$ is a so-called Cahn-Hoffman vector field on $\Gamma$ that minimizes the norm of $\text{div}_{\phi,\tau} n_\phi$ in $L^2(\Gamma)$ with weight $\phi^\circ(\nu_\tau(\xi))$ among all Cahn-Hoffman vector fields $n_\phi$. A Cahn-Hoffman vector field is any vector field on $\Gamma$ that satisfies $n_\phi(\xi) \in \partial \phi^\circ(\nu(\xi))$ where $\nu(\xi)$ is the unit outer normal vector of $K$ at $\xi$. Since $\phi^\circ$ is not differentiable everywhere, the vector field $n^\text{min}_\phi$ might not be unique but $\text{div}_{\phi,\tau} n^\text{min}_\phi$ is unique $[14,43]$. We use a sign convention different from [14] so that $\kappa_\phi$ equals to the conventional mean curvature in the direction of $\nu$ when $\phi(\xi) = |\xi|$. 

Consider now a surface $\Gamma(t) \subset \mathbb{R}^{n+1}$, $t \geq 0$, that can be expressed as the graph of a sufficiently smooth $\mathbb{T}^n$-periodic function $u : \mathbb{T}^n \times \mathbb{R} \to \mathbb{R}$:

$$\Gamma(t) = \{(x, u(x,t)) : x \in \mathbb{R}^n \} \quad t \geq 0,$$

which is the boundary of the (crystal) body $K(t) := \{(x, \xi_{n+1}) : \xi_{n+1} < u(x,t)\}$. In the graph case, $\nu(\xi)$ for $\xi \in \Gamma(t)$ has the simple form $[40]$

$$\nu(x, u(x,t)) = \frac{(-\nabla u, 1)}{\sqrt{1 + |\nabla u|^2}}.$$
Using the definition of $\phi^\circ$ in (1.10), we have the expression
\[
\partial \phi^\circ(p, \eta_{n+1}) = \{(x, 1) : x \in -\partial W(-p)\}
\text{ for } \eta_{n+1} > 0.
\]
Therefore $n_\phi(\xi) = (-z_W(x), 1)$ for some vector field $z_W(x) \in \partial W(\nabla u(x,t)), x \in \mathbb{R}^n$, and the expression (1.11) reduces for graphs $\Gamma(t)$ to
\[
\kappa_\phi = \text{div} z_W^\text{min}(x),
\]
where div is the divergence on $\mathbb{T}^n$ and $z_W^\text{min}$ minimizes the $L^2$-norm of div $z_W$ among all vector fields $z_W(x) \in \partial W(\nabla u(x))$ a.e. such that div $z_W \in L^2(\mathbb{T}^n)$. It turns out that $-\kappa_\phi$ coincides with the minimal section of the total variation energy (1.6), see Section 2.2, and therefore we shall formally write
\[
\kappa_\phi = \text{div} \partial W(\nabla u)(= -\partial^0 E(u(\cdot, t))).
\]

The motion of $\Gamma(t)$ by the crystalline mean curvature $\kappa_\phi$ can be written as
\[(1.12) \quad \dot{V} = \kappa_\phi,
\]
where $V$ is the normal velocity of $\Gamma(t)$ that can be expressed in terms of the derivatives of $u$ as [40]
\[
V = \frac{u_t}{\sqrt{1 + |\nabla u|^2}}.
\]
Thus we can formally rewrite (1.12) for graphs as
\[
u_t = \sqrt{1 + |\nabla u|^2} \text{div} \partial W(\nabla u),
\]
which is not of divergence form, but obviously can be cast in the form of (1.1).

**Literature overview.** The motion by anisotropic crystalline mean curvature has attracted significant attention due to its importance in modeling of crystal growth. The majority of articles follow one of the three main approaches: polygonal, variational and viscosity.

The **polygonal approach** relies on the relatively simple expression of the anisotropic crystalline curvature $\kappa_\phi$ for curves in a two-dimensional plane. In fact, the quantity $\kappa_\phi$ is constant on the flat line segments that are parallel to the facets of the Wulff shape $W_{\phi}$, and is inversely proportional to the length of the line segment. Therefore when the Wulff shape $W_{\phi}$ is a convex polygon, i.e., the energy density $\phi^\circ$ is “crystalline”, it is possible to define the evolution of polygonal curves with sides parallel to the facets of $W_{\phi}$. This special family of solutions, often referred to as a crystalline flow or a crystalline motion, was introduced in [6,58]. The validity of this approach is limited in higher dimensions [42] because the quantity $\kappa_\phi$ might not be constant or even continuous on the facets of bodies in dimension higher than two, and facet breaking or bending phenomena might occur [13,16]. For a further development see also [51].

The **variational approach** applies only to problems with a divergence structure. One then understands $\kappa_\phi$ as a subdifferential of the corresponding singular interfacial energy. It was shown in [24, 28] that in such case the crystalline motion can be interpreted as the evolution given by the abstract theory of monotone operators [17,54]. In this approach, the crystalline motion can be approximated by an evolution by smooth energies and vice-versa, or by a crystalline algorithm [46,47].

As we explained above, the curvature $\kappa_\phi$ might not be constant or even continuous on the facets of bodies in dimension higher than two, and facet breaking or bending
might occur \cite{13,16}. In fact, $\kappa_\phi$ is in general only bounded and of bounded variation on the facets \cite{14,15} and a nontrivial obstacle problem has to be solved to calculate $\kappa_\phi$ \cite{16,43}. The facets with constant curvature $\kappa_\phi$ are called *calibrable* \cite{16}. The convex calibrable sets were first characterized in two dimensions by E. Giusti \cite{48} in the isotropic case $W(p) = |p|$. That result was extended recently to higher dimensions in \cite{2}, and to anisotropic norms in \cite{19}. The concept of calibrable sets is related to the so-called Cheeger sets \cite{1,20,52}.

This suggests that the crystalline flow cannot be restricted in dimensions higher than two to bodies with facets parallel to the facets of the Wulff shape $W_\phi$ and a more general class of solutions is necessary. A notion of generalized solutions and a comparison principle was established through an approximation by reaction-diffusion equations in \cite{11,12} for $V_\nu = \phi \kappa_\phi$. However, the existence is known only for convex compact initial data \cite{10}. Even in two dimensions, if there is a nonuniform driving force $c$ the abstract theory suggests that $\kappa_\phi + c$ might not be constant on the facets \cite{30}. This situation is important because $c$ is often non-constant in the models of crystal growth. However, if one allows to include bent polygons with free boundaries corresponding to the endpoints of a facet, it is possible to give a rather explicit solution \cite{41,44,45}. In the graph case in one-dimension, there is also an approach that defines solutions via an original definition of composition of multivalued operators that allows the study of the evolution of facets and the regularity of solutions for a general class of initial data under a non-uniform driving force $c$ \cite{53,56}.

**Viscosity solutions.** The third approach based on the theory of viscosity solutions is the approach taken in this paper. The merit is that one can prove existence and uniqueness in a general class of continuous functions without requiring a divergence structure of the problem, only relying on the comparison principle. The review paper \cite{34} compares the viscosity and variational approaches for equation of divergence form.

Since the operator in (1.1) has a parabolic structure, it can be expected that any reasonable class of solutions of the problem satisfies a comparison principle. In particular, (1.1) should fall in the scope of the theory of viscosity solutions. Unfortunately, the conventional theory of degenerate parabolic equations does not apply to (1.1) because of the strong singularity of the operator $\text{div} \partial W(\nabla \psi)$ on the facets of $\psi$, that is, whenever $\nabla \psi = 0$. Suppose that $\psi \in C^2(U)$ in an open set $U \subset \mathbb{R}^n$ and $\nabla \psi \neq 0$ in $U$. Then $\partial W(\nabla \psi(x))$ is a singleton for $x \in U$ and $\text{div} \partial W(\nabla \psi)$ can be expressed as

$$\text{[div} \partial W(\nabla \psi)](x) = k(\nabla \psi(x), \nabla^2 \psi(x)),\tag{1.13}$$

where

$$k(p, X) := \text{trace} \left[ \nabla^2 W(p) X \right] \quad p \in \mathbb{R}^n \setminus \{0\}, X \in \mathcal{S}^n.$$ 

Here $\mathcal{S}^n$ is the set of symmetric $n \times n$-matrices. Since $W$ is positively one-homogeneous, $\nabla^2 [W(ap)] = a^{-1} \nabla^2 W(p)$ for $a > 0$ and $p \in \mathbb{R}^n \setminus \{0\}$ and therefore

$$(1.13) \quad k(p, X) = \frac{1}{|p|} \text{trace} \left[ \nabla^2 W \left( \frac{p}{|p|} \right) X \right].$$

We observe that $k(p, X)$ is unbounded as $p \to 0$, and, in fact, at $p = 0$ the diffusion is so strong that the operator $\text{div} \partial W(\nabla \psi)$ becomes a nonlocal operator that depends on the shape and size of the facet of $\psi$. For this reason an equation with such
operator is often called a very singular diffusion equation [28,35]. If the singularity of
the operator \( k(p,X) \) is relatively weak at \( p = 0 \) so that the operator is still local, as
in the case of the \( q \)-Laplace equation \( u_t - \text{div}(|\nabla u|^{q-2} \nabla u) = 0 \) for \( 1 < q < 2 \),
which corresponds to \( W(p) = |p|^q/q \) in our notation, the theory of viscosity solutions
can be extended \([40,49,50,57]\). Note that the level set formulation of the motion
by the mean curvature can also be written in the form of \((1.1)\) with \( W(p) = |p| \)
and \( F(p,\xi) = -|p|\xi \). However, the singularity of \( k(p,X) \) in \((1.13)\) is canceled out
by \( |p| \) in \( F(p,\xi) \) and the operator is bounded as \( p \to 0 \) \([21,26]\). There has been a
considerable effort to extend the theory of viscosity solutions to the problem \((1.1)\)
with a positively one-homogeneous \( W \) and a general continuous \( F \) satisfying only
the monotonicity assumption \((1.5)\). Until recently, however, the results have been
restricted to the one-dimensional case \([29,33,36,38]\) or to related level set equations
for evolving planar curves \([32,33]\); see also the review paper \([39]\).

In the recent paper \([37]\), we extended the theory of viscosity solutions to problem
\((1.1)\) with \( W(p) = |p| \). In the present paper, we shall generalize this result to an
arbitrary \( W \) that satisfies the assumptions above.

**Main results.** We introduce a notion of viscosity solutions for problem \((1.1)\) and
prove the following well-posedness result, which is an extension of the main result
in \([37]\).

**Theorem 1.1** (Main theorem). Suppose that a continuous function \( F : \mathbb{R}^n \times \mathbb{R} \to \mathbb{R} \)
is degenerate elliptic in the sense of \((1.5)\), and that \( W : \mathbb{R}^n \to \mathbb{R} \) satisfies \((1.3)\)
and \((1.4)\). Then the initial value problem \((1.1)-(1.2)\) with \( u_0 \in C(\mathbb{T}^n) \) has a unique
global viscosity solution \( u \in C(\mathbb{T}^n \times [0,\infty)) \). If additionally \( u_0 \in \text{Lip}(\mathbb{T}^n) \), \( i.e. \), \( u_0 \)
is a periodic Lipschitz function, then \( u(\cdot,t) \in \text{Lip}(\mathbb{T}^n) \) for all \( t \geq 0 \) and
\[
\|\nabla u(\cdot,t)\|_\infty \leq \|\nabla u_0\|_\infty \quad \text{for } t \geq 0.
\]

As in \([37]\), the uniqueness of solutions will be established via a comparison
principle, and the existence of solutions is verified by showing the stability of
solutions under approximation by regularized problems. As a corollary, we see that
in the case of the standard anisotropic total variation flow equation our viscosity
solutions coincide with the semigroup (weak) solutions given by the theory of
monotone operators.

Viscosity solutions are defined as those functions that admit a comparison principle
with a class of test functions, which are sufficiently regular functions to which the
operator in \((1.1)\) can be applied directly. The difficult task is the crafting of an
appropriate class of such test functions that is on one hand large enough so that the
viscosity solutions can be shown to be unique, by the means of proving a comparison
principle, and on the other hand small enough so that the proof of existence is
possible for any given sufficiently regular initial data.

As the computation above suggests, we can evaluate the operator \( \text{div} \partial W(\nabla \psi) \)
at a point \( x_0 \) whenever \( \psi \in C^2(U_{x_0}) \) and \( \nabla \psi(x_0) \neq 0 \). Thus arbitrary sufficiently
smooth functions \( \varphi(x,t) \) with \( \nabla \varphi \neq 0 \) serve as test functions.

However, the situation is much more delicate at places where the gradient of
the solution vanishes, that is, on the facets. The main difficulty stems from the
restriction that the operator \( \text{div} \partial W(\nabla \psi) = -\partial^\psi E(\psi) \) is only defined for functions
\( \psi \in \mathcal{D}(\partial E) \). Fortunately, a simple class of what we call faceted functions is available
and we are able to show that such functions belong to \( \mathcal{D}(\partial E) \) under some regularity

assumptions on the shape of the facet. The main tool is the characterization of the subdifferential $\partial E(\psi)$ of a Lipschitz function $\psi$ (Corollary 2.3). Namely, a function belongs to $\partial E(\psi)$ if it is the distributive divergence of a vector field that pointwise almost everywhere belongs to the sets $\partial W(\nabla \psi(x))$. To construct a Lipschitz faceted function, we start from a pair of sets that satisfy certain regularity conditions and characterize the facet. This characterization follows from the simple observation that any facet of a continuous function $\psi$ can be uniquely described by a pair of disjoint open sets $\{\psi > a\}$ and $\{\psi < a\}$ for some $a \in \mathbb{R}$. The quantity $-\partial^0 E$ is well-defined for such faceted functions, and, moreover, if two pairs are ordered in a specific sense, the values of $-\partial^0 E$ are also ordered on the intersection of the facets.

In contrast to [37], we do not introduce the quantity $\Lambda$, which we refer to as the nonlocal curvature of a facet there. This makes the current exposition more straightforward.

The definition of viscosity solutions (Definition 3.3) then contains the classical test with smooth test functions when the gradient of the solution is nonzero, and a new faceted test with a class of faceted test functions. In the faceted test we only evaluate the essential infima and suprema of $-\partial^0 E$ over balls of small radius and thus obtain a pointwise quantity. Furthermore, to facilitate the proof of stability and existence, we require that the faceted test function can be shifted in an arbitrary direction by a small amount, that is, we say that the faceted test function is in general position.

The proof of the comparison principle (Theorem 4.1) follows the standard doubling-of-variables argument with an important twist. Suppose that $u$ and $v$ are viscosity solutions of (1.1) such that $u(\cdot,0) \leq v(\cdot,0)$. We introduce an extra parameter $\zeta \in \mathbb{T}^n$ and investigate the $\zeta$-dependence of the maxima of the functions

$$\Phi_\zeta(x,t,y,s;\varepsilon) := u(x,t) - v(y,s) - \frac{|x - y - \zeta|^2}{2\varepsilon} - S(t,s;\varepsilon)$$

over $(x,t,y,s) \in \mathbb{T}^n \times [0,T] \times \mathbb{T}^n \times [0,T]$ and a fixed parameter $\varepsilon > 0$. The time penalization $S(t,s;\varepsilon)$ is defined in Section 4. This device was developed in [29], but its history goes back to [21, 49]. In particular, by varying $\zeta$, we increase the change that some maximum will occur at a point $(x,t,y,s)$ such that $x - y - \zeta \neq 0$ and the standard construction of a test function for the classical test with nonzero gradient is available [22, 40]. If all maxima of $\Phi_\zeta$ for all small $\zeta$ happen to lie at points $(x,t,y,s)$ such that $x - y - \zeta = 0$, we get extra information about the shape of $u$ and $v$ at their contact point. To be more specific, $u$ and $v$ must have some flatness and therefore there is enough room for finding two ordered smooth pairs that can be used to construct ordered faceted test functions for both $u$ and $v$.

The existence of solutions (Theorem 5.4) follows from the stability under approximation by regularized degenerate parabolic problems (Theorem 5.3) for which the standard theory of viscosity solutions applies [22]. We regularize (1.1) through an approximation of $W$ by a decreasing sequence of strongly convex smooth functions $W_m, m \geq 1$, with a quadratic growth at infinity, so that the subdifferential $-\partial^0 E_m$ of the corresponding energy $E_m(\psi) := \int W_m(\nabla u)$ is a uniformly elliptic quasi-linear differential operator.

Since we approximate a nonlocal problem by local problems, the main difficulty materializes while passing through the limit in the definition of viscosity solutions. More precisely, when we apply the regularized operator to a (smooth) faceted test
function, we recover only local information that is independent of the overall shape of the facet, while in the limit the shape of the facet is very important.

To recover the nonlocal information, we perturb the test function \( \varphi(x,t) = \psi(x) + g(t) \) by one step of the implicit Euler approximation of the anisotropic total variation flow with time-step \( a > 0 \), that is, by finding the solution \( \psi_a \) of the resolvent problem

\[
\psi_a = (I + a\partial E)^{-1}\psi.
\]

By solving the resolvent problem for the regularized energy \( E_m \),
\[
\psi_{a,m} = (I + a\partial E_m)^{-1}\psi,
\]
we obtain a smooth perturbed test function \( \varphi_{a,m}(x,t) = \psi_{a,m}(x) + g(t) \) for the regularized problem that contains the missing nonlocal information. This type of approximation has two advantages. Firstly, \( \psi_a \) is uniformly approximated by \( \psi_{a,m} \) as \( m \to \infty \) for a fixed \( a \) and so is \( \psi \) by \( \psi_a \) as \( a \to 0 \). Secondly, if \( \psi \in D(\partial E) \) then the function \( -\partial^0 E(\psi) \) is approximated in \( L^2(\mathbb{T}^n) \) as \( a \to 0^+ \) by the ratio \( (\psi_a - \psi)/a \). This is the main ingredient in the proof of stability.

To finish the proof of existence, we have to show that the limit of solutions of the regularized problem has the correct initial data. This is done by a comparison with barriers at \( t = 0 \). However, it is necessary to construct barriers depending on \( m \). As in [29] and [37], we use the convex conjugates of \( W_m \), but with a more robust cutoff of large gradients that requires neither one-dimensionality nor radial symmetry of \( W_m \).

Outline. This paper consists of the following parts. First, in Section 2, we discuss the interpretation of the term \( \text{div} \partial W(\nabla \psi) \sim -\partial^0 E(\psi) \) for a class of functions \( \psi \) that have flat parts, the so-called facets. This will be then used in Section 3 to introduce viscosity solutions of problem (1.1) and a suitable class of test functions. Once the solutions are defined, we establish a comparison principle in Section 4. The paper is concluded in Section 5 with a brief discussion of stability of (1.1) under approximation by regularized problems, which provides, as a corollary, the existence of solutions.

2. Nonlocal curvature

The main challenge for developing a reasonable theory of viscosity solutions is the selection of an appropriate class of test functions. In particular, a special care has to be taken when the gradient of a solution vanishes. In such a case, the solution should have a facet, i.e., it should be constant on a closed neighborhood of the point. Functions that have such facets will be called faceted functions.

In this section we will investigate the value of the term \( \text{div} \partial W(\nabla \psi) \sim -\partial^0 E(\psi) \) on facets of faceted functions. It turns out that such facets can be described by a pair of disjoint open sets, which characterize the convexity and concavity of the functions at the facet boundary. The understanding of the term \( -\partial^0 E(\psi) \) is further complicated by the fact that it is a nonlocal quantity on facets. Motivated by the motion by crystalline mean curvature, we shall refer to this term as the nonlocal curvature, in particular if this term is evaluated on a facet. Instead of evaluating it directly, we approximate it via a resolvent problem for the energy \( E \). This both yields a comparison principle for \( -\partial^0 E(\psi) \) and a way how the approximate it via regularized energies in the proof of existence.
In contrast to [37], we do not define the quantity $\Lambda$ which we called nonlocal curvature there and showed that it is independent of the choice of support function of a given pair. The proof of this fact is quite technical, but it is extendable to the current context. However, this quantity is not necessary for definition of viscosity solutions and we choose a more direct approach here.

2.1. Torus. We consider the total variation energy for periodic functions on $\mathbb{R}^n$. These functions can be identified with functions on the $n$-dimensional torus $\mathbb{T}^n := \mathbb{R}^n/\mathbb{Z}^n$. The set $\mathbb{T}^n$ is the set of all equivalency classes $\{x + \mathbb{Z}^n : x \in \mathbb{R}^n\}$ with the induced metric and topology, namely
\[
\text{dist}(x, y) := \text{dist}_{\mathbb{R}^n}(x + \mathbb{Z}^n, y + \mathbb{Z}^n), \quad |x| := \text{dist}(x, 0) = \inf_{k \in \mathbb{Z}^n} |x + k|_{\mathbb{R}^n},
\]
for $x, y \in \mathbb{T}^n$. Consequently, the open ball $B_r(x)$ centered at $x \in \mathbb{T}^n$ of radius $r > 0$ is defined as $B_r(x) := \{y \in \mathbb{T}^n : |x - y| < r\}$. Note that $B_r(x)$ has a smooth boundary if $r < 1/2$.

2.2. Subdifferential of the total variation energy. Function $u$ is called a function of bounded variation and said to belong to $BV(\mathbb{T}^n)$ if $u \in L^1(\mathbb{T}^n)$ and its gradient $Du$ in the sense of distributions is a vector valued Radon measure with finite total variation on $\mathbb{T}^n$.

To characterize the subdifferential of $E$, we need a pairing between functions of bounded variations and vector fields with $L^2$ divergence that was studied in [7] (see also [27]) for bounded domains in $\mathbb{R}^n$. The modification for $\mathbb{T}^n$ is straightforward. We recall the definition of the space of vector fields
\[
X_2(\mathbb{T}^n) := \{z \in L^\infty(\mathbb{T}^n; \mathbb{R}^n) : \text{div } z \in L^2(\mathbb{T}^n)\}.
\]
It was also shown in [7] that for any $z \in X_2(\mathbb{T}^n)$ and $u \in BV(\mathbb{T}^n) \cap L^2(\mathbb{T}^n)$ we can define a Radon measure $(z, Du)$ on $\mathbb{T}^n$ as
\[
\langle (z, Du), \varphi \rangle := -\int_{\mathbb{T}^n} u\varphi \text{div } z - \int_{\mathbb{T}^n} uz \cdot \nabla \varphi \quad \varphi \in C^\infty(\mathbb{T}^n).
\]

The following characterization of the subdifferential of energy $E$ was proved in [55] on subsets of $\mathbb{R}^n$, but a modification for $\mathbb{T}^n$ is straightforward.

**Proposition 2.1.** Let $u, v \in L^2(\mathbb{T}^n)$. Then $v \in \partial E(u)$ if and only if $u \in BV(\mathbb{T}^n)$ and there exists a vector field $z \in X_2(\mathbb{T}^n)$ such that $z(x) \in \partial W(\nabla u(x))$ a.e., $(z, Du) = W(Du)$ as measures in $\mathbb{T}^n$ and $v = -\text{div } z$.

**Remark 2.2.** Since $W$ is one-homogeneous, we can define the measure $W(Du) := W(\nabla u) + W\left(\frac{D^s u}{|D^s u|}\right)|D^s u|$ for any $u \in BV(\mathbb{T}^n)$, where $\nabla u$ is the absolutely continuous part of $Du$ with respect to the Lebesgue measure and $D^s u$ is the singular part.

However, for our purposes we only need the characterization of the subdifferential for Lipschitz test functions, in which case we get the following simpler corollary.

**Corollary 2.3.** Let $u \in \text{Lip}(\mathbb{T}^n)$ and $v \in L^2(\mathbb{T}^n)$. Then $v \in \partial E(u)$ if and only if there exists a vector field $z \in X_2(\mathbb{T}^n)$ such that $z(x) \in \partial W(\nabla u(x))$ a.e. and $v = -\text{div } z$.

**Remark 2.4.** It is clear from Corollary 2.3 that if $\psi \in \text{Lip}(\mathbb{T}^n)$ and $v \in \partial E(\psi)$ then for any positive constants $\alpha, \beta > 0$ we have $v \in \partial E(\tilde{\psi})$ where
\[
\tilde{\psi} = \alpha[\psi]_+ - \beta[\psi]_-
\]
where \( [s]_\pm := \max(\pm s, 0) \); see [18, Remark 3.2]. In particular, \( \partial E(\psi) = \partial E(\hat{\psi}) \). This is a consequence of the one-homogeneity and convexity of \( W \) which imply that \( \partial W(p) = \partial W(ap) \) and \( \partial W(p) \subset \partial W(0) \) for all \( p \in \mathbb{R}^n \), \( a > 0 \).

2.3. General facets. By \( \mathcal{P} \) we shall denote all ordered pairs of disjoint subsets of \( \mathbb{T}^n \). Additionally, \( (\mathcal{P}, \leq) \) will be a partially ordered set with ordering

\[
(A_-, A_+) \preceq (B_-, B_+) \iff A_+ \subset B_+ \text{ and } B_- \subset A_-
\]

for \( (A_-, A_+), (B_-, B_+) \in \mathcal{P} \). We will also denote the reversal by

\[
-(A_-, A_+) := (A_+, A_-).
\]

By definition, if \( (A_-, A_+) \preceq (B_-, B_+) \) then \( -(B_-, B_+) \preceq -(A_-, A_+) \).

**Definition 2.5.** A pair \( (A_-, A_+) \in \mathcal{P} \) is open if both sets \( A_\pm \) are open.

We say that \( \psi \in \text{Lip}(\mathbb{T}^n) \) is a support function of an open pair \( (A_-, A_+) \in \mathcal{P} \) if

\[
\begin{cases}
> 0 & \text{in } A_+,
\psi = 0 & \text{in } (A_- \cup A_+)^c,
< 0 & \text{in } A_-.
\end{cases}
\]

On the other hand, for any function \( \psi \) on \( \mathbb{T}^n \) we define its pair (not necessarily open)

\[
\text{Pair}(\psi) := \{ \{ x : \psi(x) < 0 \}, \{ x : \psi(x) > 0 \} \}.
\]

**Remark 2.6.** If \( \psi \) is a support function of an open pair \( (A_-, A_+) \in \mathcal{P} \) then \(-\psi\) is a support function of the open pair \(-\psi\). With this notation we have

\[
\text{Pair}(\psi) = -\text{Pair}(\psi)
\]

for any function \( \psi \).

**Example 2.7.** For any open pair \( (A_-, A_+) \in \mathcal{P} \) the function

\[
\psi(x) := \text{dist}(x, A_+^c) - \text{dist}(x, A_-^c)
\]

is a support function of \( (A_-, A_+) \).

**Definition 2.8.** We say that an open pair \( (A_-, A_+) \in \mathcal{P} \) is a smooth pair if

(i) \( \text{dist}(A_-, A_+) > 0 \),
(ii) \( \partial A_- \in C^\infty \) and \( \partial A_+ \in C^\infty \).

Note that this definition allows for \( A_- \) and/or \( A_+ \) to be empty as \( \text{dist} \) is \( +\infty \) by definition when one of the sets is empty.

**Definition 2.9.** We say that an open pair \( (A_-, A_+) \in \mathcal{P} \) is an admissible pair if there exists a support function \( \psi \) of \( (A_-, A_+) \) such that \( \psi \in \mathcal{D}(\partial E) \).

We shall show that every pair in \( \mathcal{P} \) can be approximated in Hausdorff distance by a smooth pair, and in turn that every smooth pair is an admissible pair.

The main tool in the construction will be the generalized \( \rho \)-neighborhood of a set \( A \), defined as

\[
\mathcal{U}^\rho(A) := \begin{cases}
A + \overline{B}_\rho(0) & \rho > 0, \\
A & \rho = 0, \\
\{ x \in \mathbb{T}^n : \overline{B}_\rho(x) \subset A \} & \rho < 0,
\end{cases}
\]

where \( G + H := \{ x + y : x \in G, y \in H \} \) denotes the Minkowski sum of sets and \( \overline{B}_\rho(x) \) is the closed ball of radius \( \rho \) centered at \( x \). In image analysis it is often
written as $\mathcal{U}^\rho(A) = A \oplus \overline{B}_\rho(0)$ for $\rho > 0$ and $\mathcal{U}^\rho(A) = A \ominus \overline{B}_\rho(0)$ for $\rho < 0$, where $\oplus$ denotes the Minkowski addition and $\ominus$ denotes the Minkowski decomposition. In morphology, $\oplus$ is called dilation and $\ominus$ is called erosion. We collect the basic properties of $\mathcal{U}^\rho$ in the following proposition; its proof is quite straightforward.

**Proposition 2.10.**

(a) $\mathcal{U}^{-\rho}(A) \subset A \subset \mathcal{U}^\rho(A)$ for $\rho > 0$.

(b) (complement)

\[(2.2) \quad (\mathcal{U}^\rho(A))^c = \mathcal{U}^{-\rho}(A^c) \quad \text{for any set } A \subset \mathbb{T}^n \text{ and } \rho \in \mathbb{R} \]

(c) (monotonicity)

\[\mathcal{U}^\rho(A_1) \subset \mathcal{U}^\rho(A_2) \quad \text{for } A_1 \subset A_2 \subset \mathbb{T}^n \text{ and } \rho \in \mathbb{R}.\]

(d) $\mathcal{U}^\rho(A_1 \cap A_2) \subset \mathcal{U}^\rho(A_1) \cap \mathcal{U}^\rho(A_2)$ for all $\rho \in \mathbb{R}$, with equality for $\rho \leq 0$.

(e) $\mathcal{U}^r(\mathcal{U}^\rho(A)) \subset \mathcal{U}^{r+\rho}(A)$ for $r \geq 0$ and $\rho \in \mathbb{R}$; equality holds if $\rho \geq 0$.

(f) For any $\rho \in \mathbb{R}$, we have $\mathcal{U}^\rho(A_1) \subset A_2$ if and only if $A_1 \subset \mathcal{U}^{-\rho}(A_2)$.

For a set $A \subset \mathbb{T}^n$ we introduce the signed distance function

\[d_A(x) := \text{dist}(x, A) - \text{dist}(x, A^c).\]

We observe that

\[\text{int}\mathcal{U}^\rho(A) = \{x \in \mathbb{T}^n : d_A(x) < \rho\}, \quad \mathcal{U}^\rho(A) = \{x \in \mathbb{T}^n : d_A(x) \leq \rho\}\]

for all $\rho \in \mathbb{R}$.

For pair $(A_-, A_+) \in \mathcal{P}$ we define the $\rho$-neighborhood as

\[\mathcal{U}^\rho(A_-, A_+) := (\mathcal{U}^{-\rho}(A_-), \mathcal{U}^\rho(A_+)).\]

Clearly

\[\mathcal{U}^{-\rho}(A_-, A_+) \subseteq (A_-, A_+) \subseteq \mathcal{U}^\rho(A_-, A_+) \quad \rho \geq 0.\]

The following lemma was proved in [37].

**Lemma 2.11.** For any set $A \subset \mathbb{R}^n$ and constants $\rho_1, \rho_2$, $0 < \rho_1 < \rho_2$, there exist open sets $G_-, G_+ \subset \mathbb{R}^n$ with smooth boundaries such that

\[\mathcal{U}^{-\rho_2}(A) \subset G_- \subset \mathcal{U}^{-\rho_1}(A) \subset A \subset \mathcal{U}^{\rho_1}(A) \subset G_+ \subset \mathcal{U}^{\rho_2}(A).\]

Using the previous lemma, we can show that any pair in $\mathcal{P}$ can be approximated in Hausdorff distance by a smooth pair.

**Proposition 2.12.** Let $(A_-, A_+) \in \mathcal{P}$ be a pair and let $0 \leq \rho_1 < \rho_2$. Then there exists a smooth pair $(G_-, G_+) \in \mathcal{P}$ such that

\[(2.3) \quad \mathcal{U}^{\rho_1}(A_-, A_+) \subseteq (G_-, G_+) \subseteq \mathcal{U}^{\rho_2}(A_-, A_+).\]

**Proof.** Let us set $\delta := (\rho_2 - \rho_1)/3 > 0$. We apply Lemma 2.11 to the set $A_+$ and obtain a smooth set $G_+$ such that

\[\mathcal{U}^{\rho_1}(A_+) \subset G_+ \subset \mathcal{U}^{\rho_1+\delta}(A_+).\]

Then we apply Lemma 2.11 to the set $A_-$ and obtain a smooth set and $G_-$ such that

\[\mathcal{U}^{-\rho_2}(A_-) \subset G_- \subset \mathcal{U}^{-\rho_2+\delta}(A_-).\]

We claim that $\text{dist}(G_-, G_+) \geq \delta$. Indeed, we can assume that both $G_-$ and $G_+$ are nonempty and we choose any $x \in G_+$, $y \in G_-$ and $z \in A_+$. Since by definition
of $G_-$ we have $\text{dist}(y, A_-^c) \geq \rho_2 - \delta$ and $z \in A_+ \subset A_-^c$, clearly $\text{dist}(y, z) \geq \rho_2 - \delta$. Therefore

$$\rho_1 + 2\delta = \rho_2 - \delta \leq \text{dist}(y, z) \leq \text{dist}(y, x) + \text{dist}(x, z).$$

Since $\inf_{x \in A_+} \text{dist}(x, z) = \text{dist}(x, A_+) \leq \rho_1 + \delta$ by the definition of $G_+$, we conclude that $\text{dist}(G_-, G_+) = \inf_{y \in G_-} \inf_{x \in G_+} \text{dist}(x, y) \geq \delta$.

Therefore $(G_-, G_+)$ is a smooth pair and by construction (2.3) holds. \qed

Finally, every smooth pair is an admissible pair.

**Proposition 2.13.** Suppose that $(G_-, G_+) \in \mathcal{P}$ is a smooth pair. Then there exists a support function $\psi$ of $(G_-, G_+)$ such that $\psi \in D(\partial E)$.

**Proof.** Since $\partial G_\pm$ is smooth and $\mathbb{T}^n$ is compact, there exists $\delta_\pm$ such that $d_{G_\pm}$ is smooth in the set $\{x : d_{G_\pm} < \delta_\pm\}$; see [23]. Let us take

$$\delta := \frac{1}{3} \min \{\delta_-, \delta_+, \text{dist}(G_-, G_+)\} > 0.$$

Introduce the cutoff functions $\chi \in \text{Lip}(\mathbb{R})$ and $\theta \in C_\infty_c(\mathbb{R})$ such that

$$\chi(s) := \max(0, \min(\delta, s))$$

and $\theta(s) = 0$ on $[0, \delta]$ and $\theta(s) = 0$ on $\mathbb{R} \setminus (-\delta, 2\delta)$.

We define

$$\psi(x) := \chi(d_{G_-}(x)) - \chi(d_{G_+}(x)) = \min \{\delta, \text{dist}(x, G_+^c)\} - \min \{\delta, \text{dist}(x, G_-^c)\}$$

and a vector field

$$z(x) = \theta(d_{G_-}(x))\partial^0 W(\nabla d_{G_-}(x)) + \theta(d_{G_+}(x))\partial^0 W(-\nabla d_{G_+}(x)).$$

Clearly $\psi \in \text{Lip}(\mathbb{T}^n)$, $z \in \text{Lip}(\mathbb{T}^n)$ and $\psi$ is a support function of $(G_-, G_+)$. It is also easy to see that $z(x) \in \partial W(\nabla \phi(x))$ for a.e. $x \in \mathbb{T}^n$. In particular, $-\text{div} z \in \partial E(\psi)$ and therefore $\psi \in D(\partial E)$ by Corollary 2.3. \qed

**2.4. Resolvent equation.** It is possible to approximate the minimal section of the subdifferential $-\partial^0 E$ via a resolvent problem on $\mathbb{T}^n$. That is, for given $\psi \in L^2(\mathbb{T}^n)$ and $a > 0$ find $\psi_a \in L^2(\mathbb{T}^n)$ that satisfies

(2.4) \hspace{1cm} \psi_a + a\partial E(\psi_a) \ni \psi.

The standard theory of calculus of variations yields that this problem has a unique solution $\psi_a \in D(\partial E)$; see [25]. We have the following well-known result [8,25].

**Proposition 2.14.** If $\psi \in D(\partial E)$ then

$$\frac{\psi_a - \psi}{a} \to -\partial^0 E(\psi) \quad \text{in } L^2(\mathbb{T}^n) \text{ as } a \to 0,$$

where $\psi_a$ is the unique solution of (2.4)

Moreover, a comparison theorem for (2.4) was proved in [18].

**Proposition 2.15.** Let $\psi_1^a, \psi_2^a \in L^2(\mathbb{T}^n)$ be two solutions of (2.4) with $a > 0$ and right-hand sides $\psi_1^1, \psi_2^2 \in L^\infty(\mathbb{T}^n)$, respectively. If $\psi_1^1 \leq \psi_2^2$ then $\psi_1^a \leq \psi_2^a$. 

2.5. Monotonicity of nonlocal curvatures. First, we state a useful lemma for generating support functions in the domain of the subdifferential $\partial E$ given an admissible pair and an upper semi-continuous function.

**Lemma 2.16.** Let $\theta \in USC(\mathbb{T}^n)$ and let $(G_-, G_+) := \text{Pair}(\theta)$. Suppose that $(H_-, H_+) \in \mathcal{P}$ is an admissible pair and that there exists $\delta > 0$ such that

$$(G_-, G_+) \preceq U^{-\delta}(H_-, H_+).$$

Then there exists a support function $\psi$ of $(H_-, H_+)$ such that $\psi \in \mathcal{D}(\partial E)$ and

$$\theta \leq \psi \quad \text{on } \mathbb{T}^n.$$

If, moreover, $\hat{\psi} \in \mathcal{D}(\partial E)$ is a support function of $(H_-, H_+)$, we can take $\psi$ such that

$$-\partial^0 E(\hat{\psi}) = -\partial^0 E(\psi).$$

**Proof.** Since $(H_-, H_+)$ is an admissible facet, there exists a support function $\psi_H \in \mathcal{D}(\partial E)$. By the definition of $(G_-, G_+)$ and $\psi_H$, we immediately have that $\theta \leq \psi_H$ on $G_-^c \cap H_+^c$. We will modify the function $\psi_H$ on the rest of $\mathbb{T}^n$ to guarantee that the ordering holds on the whole $\mathbb{T}^n$. From the strict ordering of the pairs by $\delta > 0$, we immediately get

$$G_+ \subset H_+, \quad H_- \subset G_-.$$

We define a new support function of $(H_-, H_+)$ as

$$\psi(x) := \alpha [\psi_H]+ - \beta [\psi_H]-,$$

where $\alpha$ and $\beta$ are given positive constants specified below and $[\cdot]+$ and $[\cdot]_-$ are the positive and negative parts. $\psi$ is still a support function of $(H_-, H_+)$ and Remark 2.4 yields that $\psi \in \mathcal{D}(E)$.

We shall determine the constants $\alpha$ and $\beta$. If $G_+ = \emptyset$ then $\theta \leq \psi_H$ on $G_+$ trivially and we set $\alpha = 1$. Otherwise, by compactness, semi-continuity and the definition of support functions, we have

$$\alpha := \max_{\mathbb{T}^n} \theta \min_{G_+^c} \psi_H > 0.$$

Similarly, if $H_- = \emptyset$ we set $\beta = 1$, otherwise

$$\beta := \max_{\mathbb{T}^n} \theta \min_{H_-^c} \psi_H > 0.$$

We observe that such a choice of $\alpha$ and $\beta$ guarantees that

$$\theta \leq \psi \quad \text{on } \mathbb{T}^n.$$  \hfill \text{(2.5)}

Finally, we can take $\psi_H = \hat{\psi}$. Then Remark 2.4 yields that $-\partial^0 E(\hat{\psi}) = -\partial^0 E(\psi_H)$. \quad $\square$

The following monotonicity result plays the role of a comparison principle for admissible pairs. The analogous result in [37] was stated for ordered smooth pairs, and thanks to this extra regularity we did not need to assume that the pairs are ordered strictly.

**Proposition 2.17.** Suppose that $(G_-, G_+) \in \mathcal{P}$ and $(H_-, H_+) \in \mathcal{P}$ are two open pairs that are moreover strictly ordered, i.e., there exists $\delta > 0$ such that

$$U^{-\delta}(G_-, G_+) \preceq (H_-, H_+).$$
Then for any support function $\psi_G$ of $(G_-, G_+)$ and any support function $\psi_H$ of $(H_-, H_+)$ such that $\psi_G, \psi_H \in D(\partial E)$ we have

$$-\partial^0 E(\psi_G) \leq -\partial^0 E(\psi_H) \quad \text{a.e. on } G_-^c \cap G_+^c \cap H_-^c \cap H_+^c.$$ 

Proof. We apply the comparison principle for the resolvent problem (2.4); it is also possible to use the evolution equation as in [42].

Let us denote the intersection of the facets as $D$,

$$D := G_-^c \cap G_+^c \cap H_-^c \cap H_+^c.$$ 

We can assume that $\psi_G \leq \psi_H$. Indeed, if this ordering does not hold we replace $\psi_H$ with the function $\hat{\psi}$ provided by Lemma 2.16 applied with $\theta = \psi_G$ and $\hat{\psi} = \psi_H$ since $-\partial^0 E(\psi) = -\partial^0 E(\psi_H)$.

Clearly, the support functions coincide with zero on the intersection of the facets, i.e.,

$$\psi_G = \psi_H = 0 \quad \text{on } D.$$ 

For each $a > 0$, we find the solution $\psi^i_a$ of the resolvent problem (2.4) with right-hand side $\psi_i$, $i = G, H$. Due to the $L^2$ convergence in Proposition 2.14, we can find a subsequence $a_k \rightarrow 0$ as $k \rightarrow +\infty$ such that $(\psi^i_{a_k} - \psi_i)/a_k \rightarrow -\partial^0 E(\psi_i)$ a.e. on $\mathbb{T}^n$ as $k \rightarrow +\infty$ for $i = G, H$.

The comparison principle, Theorem 2.15, and (2.5) imply that $\psi^G_{a_k} \leq \psi^H_{a_k}$. Moreover, by (2.6), $\psi^i_{a_k} - \psi^i = \psi^i_{a_k}$ on $D$ for all $k$. Therefore

$$-\partial^0 E(\psi_G) = \lim_{k \rightarrow +\infty} \frac{\psi^G_{a_k}}{a_k} \leq \lim_{k \rightarrow +\infty} \frac{\psi^H_{a_k}}{a_k} = -\partial^0 E(\psi_H) \quad \text{a.e. in } D$$

and the comparison principle for $-\partial^0 E$ is established. \hfill \Box

3. Viscosity solutions

This section finally introduces viscosity solutions of (1.1). As in the previous work [37], it is necessary to separately define test functions for the zero gradient of a solution and the nonzero gradient. In this section we work on the parabolic cylinder $Q := \mathbb{T}^n \times (0, T)$ for some $T > 0$.

Definition 3.1. Let $(A_-, A_+ \in \mathcal{P} \ be \ a \ smooth \ pair \ and \ let \ \hat{x} \in \mathbb{T}^n \setminus \overline{A_- \cup A_+}$.

Function $\varphi(x, t) = \psi(x) + g(t)$, where $\psi \in \text{Lip}(\mathbb{T}^n)$ and $g \in C^1(\mathbb{R})$, is called an admissible faceted test function at $\hat{x}$ with a pair $(A_-, A_+)$ if $\psi \in D(\partial E)$ and $\psi$ is a support function of the pair $(A_-, A_+)$.  

Definition 3.2. We say that an admissible faceted function $\varphi \ at \ \hat{x}$ with a pair $(A_-, A_+)$ is in a general position of radius $\eta > 0$ with respect to $u : \overline{Q} \rightarrow \mathbb{R}$ at $(\hat{x}, \hat{t}) \in Q$ if $\overline{B}_\eta(\hat{x}) \subset \mathbb{T}^n \setminus \overline{A_- \cup A_+}$ and

$$u(x, t) - \inf_{h \in B_\eta(0)} \varphi(x - h, t) \leq u(\hat{x}, \hat{t}) - \varphi(\hat{x}, \hat{t}) \quad \text{for all } x \in \mathbb{T}^n, \ t \in [\hat{t} - \eta, \hat{t} + \eta].$$

Definition 3.3 (Viscosity solutions). An upper semi-continuous function $u : \overline{Q} \rightarrow \mathbb{R}$ is a viscosity subsolution of (1.1) if the following holds:
Then there exists a support function \( \psi \) such that \( \psi \) is in general position with respect to \( u \) at a point \((\hat{x}, \hat{t}) \in Q \) then there exists \( \delta \in (0, \eta) \) such that

\[
\varphi_t(\hat{x}, \hat{t}) + F \left( 0, \text{ess inf}_{B_\delta(\hat{x})} \left(-\partial^0 E(\psi)\right) \right) \leq 0.
\]

(ii) (conventional test) If \( \varphi \in C^{2,1}_x(U) \) in a neighborhood \( U \subset Q \) of a point \((\hat{x}, \hat{t}) \), such that \( u - \varphi \) has a local maximum at \((\hat{x}, \hat{t}) \) and \( |\nabla \varphi| (\hat{x}, \hat{t}) \neq 0 \), then

\[
\varphi_t(\hat{x}, \hat{t}) + F \{ \nabla \varphi(\hat{x}, \hat{t}), k(\nabla \varphi(\hat{x}, \hat{t}), \nabla^2 \varphi(\hat{x}, \hat{t})) \} \leq 0,
\]

where \( \nabla^2 \) is the Hessian and

\[
(3.1) \quad k(p, X) := \text{trace} \left[ (\nabla^2 W)(p)X \right] \quad \text{for } p \in \mathbb{R}^n \setminus \{0\}, \ X \in S^n,
\]

so that \( k(\nabla \varphi(\hat{x}, \hat{t}), \nabla^2 \varphi(\hat{x}, \hat{t})) = [\text{div}(\nabla W)(\nabla \psi)](\hat{x}, \hat{t}) \). Here \( S^n \) is the set of \( n \times n \)-symmetric matrices.

A viscosity supersolution can be defined similarly as a lower semi-continuous function, replacing maximum by minimum, \( \leq \) by \( \geq \), and ess inf by ess sup. Furthermore, in (i) \( \varphi \) must be such that \(-\varphi \) is in a general position of radius \( \eta \) with respect to \(-u \) (see also Remark 2.6).

Function \( u \) is a viscosity solution if it is both a subsolution and supersolution.

The next result indicates that it is possible to find an admissible test function in general position for a given upper semi-continuous function \( u \) given an admissible facet that is in general position with respect to the facet of \( u \).

**Lemma 3.4.** Suppose that \((H_-, H_+) \in \mathcal{P} \) is an admissible pair, and let \( u \in \text{USC}(Q) \) be a bounded upper semi-continuous function on \( Q := \mathbb{T}^n \times (0, T) \) for some \( T > 0 \), and let \( g \in C^1(\mathbb{R}) \). Moreover, let \((\hat{x}, \hat{t}) \in Q \) be a point such that \( \hat{x} \in \mathbb{T}^n \setminus \overline{H_- \cup H_+} \). Suppose that there is \( \delta > 0 \) such that

\[
\text{Pair}(u(\cdot, \cdot) - u(\hat{x}, \cdot), -g(\cdot)) \leq U^{-\delta}(H_-, H_+) \quad \text{for } t \in (\hat{t} - \delta, \hat{t} + \delta).
\]

Then there exists a support function \( \psi \in \mathcal{D}(\partial E) \) of \((H_-, H_+) \) and \( \eta > 0 \) such that \( \varphi(x, t) = \psi(x) + g(t) \) is an admissible faceted test function at \((\hat{x}, \hat{t}) \) with pair \((H_-, H_+) \) in a general position of radius \( \eta \) with respect to \( u \) at a point \((\hat{x}, \hat{t}) \).

**Proof.** Let us first set

\[
\eta := \frac{1}{2} \min \{ \delta, \text{dist}(\hat{x}, \overline{H_+ \cup H_-}) \}.
\]

Then we introduce the function \( \theta \) by

\[
\theta(x) := \sup_{h \in \mathcal{P}_0(0)} \sup_{t \in [\hat{t} - \eta, \hat{t} + \eta]} u(x + h, t) - u(\hat{x}, \hat{t}) - g(t).
\]

Clearly \( \theta \in \text{USC}(\mathbb{T}^n) \). Observe that, since \( \overline{B_\eta(\hat{x})} \in \mathbb{T}^n \setminus \overline{H_+ \cup H_-} \) by the definition of \( \eta \), the function \( \varphi(x, t) = \psi(x) + g(t) \) is in general position of radius \( \eta \) with respect to \( u \) at the point \((\hat{x}, \hat{t}) \) if and only if

\[
\theta \leq \psi \quad \text{on } \mathbb{T}^n.
\]

But such a function \( \psi \in \mathcal{D}(\partial E) \) is provided by Lemma 2.16. \( \square \)
4. Comparison principle

In this section we will establish the comparison principle for viscosity solutions introduced in Definition 3.3. We will fix the spacetime cylinder $Q := \mathbb{T}^n \times (0, T)$.

**Theorem 4.1** (Comparison). Let $u$ and $v$ be respectively a bounded viscosity subsolution and a viscosity supersolution of (1.1) on $Q$. If $u \leq v$ at $t = 0$ then $u \leq v$ on $Q$.

We shall give a slightly different exposition of the proof of the theorem than the one that appears in [37], but the method is identical.

We perform a variation of the doubling-of-variables procedure: we define 

$$w(x, t, y, s) := u(x, t) - v(y, s),$$

and, for a positive constant $\varepsilon > 0$ and point $\zeta \in \mathbb{T}^n$, the functions 

$$\Psi_\zeta(x, t, y, s; \varepsilon) := \frac{|x - y - \zeta|^2}{2\varepsilon} + S(t, s; \varepsilon),$$

$$S(t, s; \varepsilon) := \frac{|t - s|^2}{2\varepsilon} + \frac{\varepsilon}{T - t} + \frac{\varepsilon}{T - s},$$

where $|x - y - \zeta|$ was defined in (2.1).

We analyze the maxima of functions 

$$\Phi_\zeta(x, t, y, s; \varepsilon) := w(x, t, y, s) - \Psi_\zeta(x, t, y, s; \varepsilon)$$

for $\zeta \in \mathbb{T}^n$.

Following [29], we define the maximum of $\Phi_\zeta$ 

$$\ell(\zeta; \varepsilon) = \max_{\overline{Q} \times \overline{Q}} \Phi_\zeta(\cdot; \varepsilon)$$

and the sets of points of maximum of $\Phi_\zeta$, over $\overline{Q} \times \overline{Q}$ 

$$A(\zeta; \varepsilon) := \arg \max_{\overline{Q} \times \overline{Q}} \Phi_\zeta(\cdot; \varepsilon) := \{(x, t, y, s) \in \overline{Q} \times \overline{Q} : \Phi_\zeta(x, t, y, s; \varepsilon) = \ell(\zeta; \varepsilon)\}.$$

Suppose that the comparison principle, Theorem 4.1, does not hold, that is, suppose that 

$$m_0 := \sup_Q [u - v] > 0.$$

We have the following proposition.

**Proposition 4.2.** There exists $\varepsilon_0 > 0$ such that for all $\varepsilon \in (0, \varepsilon_0)$ we have 

$$A(\zeta; \varepsilon) \subset Q \times Q \quad \text{for all } |\zeta| \leq \kappa(\varepsilon),$$

where $\kappa(\varepsilon) := \frac{1}{8} (m_0 \varepsilon)^\frac{1}{2}$. Moreover, 

$$|x - y - \zeta| \leq (M \varepsilon)^\frac{1}{2}, \quad |t - s| \leq (M \varepsilon)^\frac{1}{2}, \quad \text{for all } (x, t, y, s) \in A(\zeta; \varepsilon),$$

where $M := \sup_{\overline{Q} \times \overline{Q}} w < \infty$.

**Proof.** See [29, Proposition 7.1, Remark 7.2].

In the view of Proposition 4.2, we fix one $\varepsilon \in (0, \varepsilon_0)$ such that $(M \varepsilon)^\frac{1}{2} < \frac{1}{4}$ for the rest of the proof and drop the dependence of the formulas below on $\varepsilon$ for the sake of clarity. Moreover, we introduce 

$$\lambda := \frac{\kappa(\varepsilon)}{2}.$$
Again, following [29], we define the set of gradients
\[ \mathcal{B}(\zeta) := \left\{ \frac{x - y - \zeta}{\varepsilon} : (x, t, y, s) \in \mathcal{A}(\zeta) \right\} \subset \mathbb{R}^n, \]
where \( x - y - \zeta \) is interpreted as a vector in \((-\frac{1}{4}, \frac{1}{4})^n \subset \mathbb{R}^n.

The situation can be divided into two cases:

Case I. \( \mathcal{B}(\zeta) = \{0\} \) for all \(|\zeta| \leq \kappa(\varepsilon)|

Case II. There exists \( \zeta \in \mathbb{T}^n \) such that \(|\zeta| \leq \kappa(\varepsilon) \) and \( p \neq 0 \).

4.1. Case I. This is the less standard case since it is necessary to construct admissible faceted test functions for the faceted test in the definition of viscosity solutions. We have \( \mathcal{B}(\zeta) = \{0\} \) for all \(|\zeta| \leq \kappa(\varepsilon)\). In this case, we apply the constancy lemma that was presented in [29, Lemma 7.5].

Lemma 4.3 (Constancy lemma). Let \( K \) be a compact set in \( \mathbb{R}^N \) for some \( N > 1 \) and let \( h \) be a real-valued upper semi-continuous function on \( K \). Let \( \phi \) be a \( C^2 \) function on \( \mathbb{R}^d \) with \( 1 \leq d < N \). Let \( G \) be a bounded domain in \( \mathbb{R}^d \). For each \( \zeta \in G \) assume that there is a maximizer \((r, \rho, \zeta) \in K \) of
\[ H_\zeta(r, \rho) = h(r, \rho) - \phi(r - \zeta) \]
over \( K \) such that \( \nabla \phi(r - \zeta) = 0 \). Then,
\[ h_\phi(\zeta) = \sup \{ H_\zeta(r, \rho) : (r, \rho) \in K \} \]
is constant on \( G \).

We apply Lemma 4.3 with the following parameters:
\[ N = 2n + 2, \quad d = n, \quad \rho = (y, t, s) \in \mathbb{T}^n \times \mathbb{R} \times \mathbb{R}, \]
\[ K = \{(x - y, y, t, s) : (x, y) \in \mathbb{T}^n \times \mathbb{T}^n, (t, s) \in [0, T] \times [0, T]\}, \]
\[ G = B_{2\lambda}(0), \]
\[ h(r, \rho) = w(r + y, t, y, s) - S(t, s), \quad \phi(r) = \frac{|r|^2}{2\varepsilon}. \]

\( K \) can be treated as a compact subset of \( \mathbb{R}^n \) in a straightforward way. We infer that \( \ell(\zeta) = h_\phi(\zeta) \) is constant for \(|\zeta| \leq \lambda \).

Therefore we have also an ordering analogous to [29, Corollary 7.9], which yields the crucial estimate.

Lemma 4.4. Let \((\hat{x}, \hat{t}, \hat{x}, \hat{s}) \in \mathcal{A}(0)\). Then
\[ u(x, t) - v(y, s) - S(t, s) \leq u(\hat{x}, \hat{t}) - v(\hat{x}, \hat{s}) - S(\hat{t}, \hat{s}) \]
for all \( s, t \in (0, T) \) and \( x, y \in \mathbb{T}^n \) such that \(|x - y| \leq \lambda := \kappa(\varepsilon)/2 \).

From now on, we fix \((\hat{x}, \hat{t}, \hat{x}, \hat{s}) \in \mathcal{A}(0)\) and set
\[ \alpha := u(\hat{x}, \hat{t}), \quad \beta := v(\hat{x}, \hat{s}). \]
As in [37], we introduce the closed sets
\[ U := \{x : u(x, \hat{t}) \geq \alpha\}, \quad V := \{x : v(x, \hat{s}) \leq \beta\}, \]
which will be used to generate strictly ordered smooth facets. To accomplish that, let us now for simplicity set \( r := \lambda/10 \). Furthermore, define the closed sets
\[ X := (\overline{U^c}^r)^c, \quad Y := (\overline{V^c}^r)^c. \]
Since \( \text{dist}(U, X) = \text{dist}(V, Y) = r \), the definition of \( U \) and \( V \) and the semi-continuity of \( u \) and \( v \) imply that there exists \( \delta > 0 \) such that

\[
(4.1a) \quad u(x, t) - \alpha + S(t, \hat{s}) - S(t, \hat{s}) < 0, \quad x \in X, t \in [\hat{t} - \delta, \hat{t} + \delta],
\]

\[
(4.1b) \quad v(x, t) - \beta + S(t, \hat{s}) - S(t, \hat{s}) > 0, \quad x \in Y, t \in [\hat{s} - \delta, \hat{s} + \delta],
\]

Moreover, the estimate from Lemma 4.4 and the definition of \( U \) and \( V \) implies that

\[
(4.2a) \quad u(x, t) - \alpha + S(t, \hat{s}) - S(t, \hat{s}) \leq 0, \quad x \in \mathcal{U}^\lambda(V), t \in (0, T),
\]

\[
(4.2b) \quad v(x, t) - \beta + S(t, \hat{s}) - S(t, \hat{s}) \geq 0, \quad x \in \mathcal{U}^\lambda(U), t \in (0, T).
\]

This suggests introducing

\[
g_u(t) := S(t, \hat{s}) - S(t, \hat{s}), \quad g_v(t) := S(\hat{t}, \hat{s}) - S(\hat{t}, \hat{s})
\]

and the pairs

\[
P_u(t) := \text{Pair}(u(\cdot, t) - \alpha - g_u(t)),
\]

\[
P_v(t) := \text{Pair}(v(\cdot, t) - \beta - g_v(t)).
\]

If we denote by \(-P_v(t)\) the reversed pair of \( P_v(t)\), we infer from (4.1) and (4.2) in particular that

\[
(4.3a) \quad P_u(t) \preceq ((\mathcal{U}^\alpha(U))\cap, \mathcal{U}^\alpha(U) \setminus \mathcal{U}^\lambda(V)) =: R_u,
\]

\[
(4.3b) \quad -P_v(t) \preceq ((\mathcal{U}^\alpha(V))\cap, \mathcal{U}^\alpha(V) \setminus \mathcal{U}^\lambda(U)) =: R_v.
\]

We define the pairs

\[
S_u := (U^\cap, U \setminus \mathcal{U}^{\lambda - 3\rho}(V)), \quad S_v := (V^\cap, V \setminus \mathcal{U}^{\lambda - 3\rho}(U)).
\]

Since \( S_u, S_v \in \mathcal{P} \), Proposition 2.12 implies that there exist smooth pairs \((U_-, U_+)\) and \((V_-, V_+)\) such that

\[
(4.4a) \quad \mathcal{U}^{2\rho}(S_u) \preceq (U_-, U_+) \preceq \mathcal{U}^{3\rho}(S_u),
\]

\[
(4.4b) \quad \mathcal{U}^{2\rho}(S_v) \preceq (V_-, V_+) \preceq \mathcal{U}^{3\rho}(S_v).
\]

Before proving Lemma 4.6 below, we give the following trivial estimate.

**Lemma 4.5.** Suppose that \( G, H \subset \mathbb{T}^n \). Then

\[
\mathcal{U}^{\rho}(G) \setminus \mathcal{U}^{\rho}(H) \subset \mathcal{U}^{\rho}(G \setminus H) \quad \text{for any } \rho > 0.
\]

*Proof.* Suppose that \( x \in \mathcal{U}^{\rho}(G) \setminus \mathcal{U}^{\rho}(H) \). Then there exists \( y \in G \) such that \( x \in \overline{B}_\rho(y) \). In particular, \( y \notin H \) and therefore \( y \in G \setminus H \), which implies that \( x \in \mathcal{U}^{\rho}(G \setminus H) \). \( \square \)

**Lemma 4.6.** The pair \((U_-, U_+)\) and the pair \((V_-, V_+)\) have the following properties:

(a) The pairs are strictly ordered in the sense

\[
(4.5) \quad \mathcal{U}^\alpha(U_-, U_+) \preceq (V_+, V_-) = -(V_-, V_+).
\]

(b) The contact point \( \hat{x} \) lies in the interior of the intersection of the facets, that is,

\[
(4.6) \quad \overline{B}_r(\hat{x}) \subset U_-^\cap \cap U_+^\cap \cap V_-^\cap \cap V_+^\cap.
\]

(c) The pairs are in general position with respect to \( R_u \) and \( R_v \), i.e.,

\[
(4.7) \quad \mathcal{U}^\alpha(R_u) \preceq (U_-, U_+), \quad \mathcal{U}^\alpha(R_v) \preceq (V_-, V_+).
\]
\( \text{Proof.} \) Let us recall the properties of \( U^r \) in Proposition 2.10. To show (a), first estimate using (4.4a) and (2.2)

\[
U^r(U_+) \subset U^r(U^{r\lambda}(U \cup \lambda^{-3r}(V))) \subset U^{3r}(U^{\lambda - \lambda r}(V^c)) \subset U^{6r - \lambda}(V^c).
\]

On the other hand, since \( 6r - \lambda = -4r < -3r \), we have from (4.4b)

\[
U^{6r - \lambda}(V^c) \subset U^{-3r}(V^c) \subset V_-. 
\]

Combining these two estimates we get \( U^r(U_+) \subset V_- \). Symmetric estimates show that \( U^r(V_+) \subset V_-, \) i.e., \( V_+ \subset U^{-r}(U_-) \). Consequently, (4.5) follows.

For (b), we first realize that by definition \( \hat{x} \in U \cap V \) and therefore \( \bar{B}_r(\hat{x}) \subset U^r(U) \cap U^r(V) \). But (4.4a) yields

\[
U_- \subset U^{-2r}(U^c) = (U^{2r}(U))^c.
\]

Similarly, (4.8) implies

\[
U_+ \subset U^{6r - \lambda}(V^c) \subset U^{-2r}(V^c) = (U^{2r}(V))^c.
\]

Symmetric estimates hold for \( V_\pm \) and (b) follows.

To show (c), we estimate using Lemma 4.5

\[
U^r(R_u) \leq (U^{-2r}(U^c), U^{2r}(U) \cup U^{\lambda - r}(V)) \leq (U^{-2r}(U^c), U^{2r}(U \setminus U^{\lambda - 3r}(V))) = U^{2r}(S_u) \leq (U_-, U_+).
\]

The statement for \( (V_-, V_+) \) is analogous. \( \square \)

We can finally finish the construction for Case II using the estimates in Lemma 4.6. Indeed, the estimate (4.7), recalling the definitions of \( R_u \) and \( R_v \) in (4.3), is all that is necessary to apply Lemma 3.4, with an obvious modification for \( v \). Then we have \( \phi_u(x, t) = \psi_u(x) + g_u(t) \) (resp. \( \phi_v(x, t) = \psi_v(x) + g_v(t) \)), an admissible faceted test function at \( (\hat{x}, \hat{t}) \) (resp. \( (\hat{x}, \hat{s}) \)) with facet \( (U_- , U_+) \) (resp. \( (V_-, V_+) = -(V_-, V_+) \)). Moreover, \( \phi_u \) is in general position with respect to \( u \) at \( (\hat{x}, \hat{t}) \) and \( -\phi_v \) is in general position with respect to \( -v \) at \( (\hat{x}, \hat{s}) \), both with some radius \( \eta > 0 \). Since the facets are strictly ordered (4.5), the monotonicity Proposition 2.17 and (4.6) yield

\[
\text{ess inf}_{\bar{B}_\eta(\hat{x})} [-\partial^0 E(\psi_u)] \leq \text{ess sup}_{\bar{B}_\eta(\hat{x})} [-\partial^0 E(\psi_v)].
\]

By definition of viscosity solutions, we have

\[
(g_u)_t(\hat{t}) + F \left( 0, \text{ess inf}_{\bar{B}_\eta(\hat{x})} [-\partial^0 E(\psi_u)] \right) \leq 0,
\]

\[
(g_v)_t(\hat{s}) + F \left( 0, \text{ess sup}_{\bar{B}_\eta(\hat{x})} [-\partial^0 E(\psi_v)] \right) \geq 0.
\]

Subtracting these two inequalities and using (4.9) with the ellipticity of \( F \) (1.5), we arrive at

\[
0 < \frac{\varepsilon}{(T - \hat{t})^2} + \frac{\varepsilon}{(T - \hat{s})^2} + F \left( 0, \text{ess inf}_{\bar{B}_\eta(\hat{x})} [-\partial^0 E(\psi_u)] \right) - F \left( 0, \text{ess sup}_{\bar{B}_\eta(\hat{x})} [-\partial^0 E(\psi_v)] \right) \leq 0,
\]

a contradiction. Therefore we conclude that Case I cannot occur.
4.2. Case II. This is the more classical case since there exists $\zeta \in \mathbb{T}^n$ and $p \in \mathcal{B}(\zeta)$ such that $|\zeta| \leq \kappa(\varepsilon)$ and $p \neq 0$, and we only need to construct a smooth test function for the classical test in the definition of viscosity solutions. Here we refer the reader to [29,37]. We again arrive at a contradiction, yielding that Case II cannot occur either. Therefore the comparison principle Theorem 4.1 holds.

5. Existence of solutions via stability

5.1. Stability. In this section we discuss the stability of solution of (1.1) under an approximation by regularized problems.

Suppose that $\{W_m\}_{m \in \mathbb{N}}$ is a decreasing sequence of $C^2$ functions on $\mathbb{R}^n$ that converge locally uniformly to $W$ and such that the functions $W_m$ satisfy

$$a_m^{-1}I \leq \nabla^2 W_m(p) \leq a_m I \quad \text{for all } p \in \mathbb{R}^n, \ m \in \mathbb{N}$$

and some sequence of positive numbers $a_m$.

Example 5.1. Let $\phi_{\frac{1}{m}}$ be the standard mollifier with support of radius $\frac{1}{m}$. Define the smoothing $W_m(p) = (W \ast \phi_{\frac{1}{m}})(p) + \frac{1}{m} |p|^2 \quad p \in \mathbb{R}^n$.

By convexity we have $W_m > W$ (clearly true for $p \neq 0$, and at $p = 0$ we use (1.4)), $W_m \in C^\infty$, $\nabla^2 W_m \geq \frac{1}{m} I$ and $W_m \downarrow W$ as $\varepsilon \to 0$ locally uniformly. The bound on $\nabla^2 W_m$ from above follows from the one-homogeneity of $W$ which yields $\nabla^2 W(ap) = a^{-1} \nabla^2 W(p)$ for $a > 0$.

Let us introduce the regularized energies

$$E_m(\psi) := \begin{cases} \int_{\mathbb{T}^n} W_m(\nabla \psi) & \psi \in H^2(\mathbb{T}^n), \\ +\infty & \psi \in L^2(\mathbb{T}^n) \setminus H^2(\mathbb{T}^n), \end{cases}$$

where $H^2(\mathbb{T}^n)$ is the standard Sobolev space.

We shall approximate the problem (1.1) by a sequence of problems

$$u_t + F(\nabla u, -\partial^0 E_m(u(\cdot,t))) = 0,$$

with initial data

$$u|_{t=0} = u_0.$$

We have the following proposition proved in [37].

**Proposition 5.2.**

(a) $E_m$ form a decreasing sequence of proper convex lower semi-continuous functionals on $L^2(\mathbb{T}^n)$ and $E = (\inf E_m)$, the lower semi-continuous envelope of $\inf E_m$ in $L^2(\mathbb{T}^n)$.

(b) The subdifferential $\partial E_m$ is a singleton for all $\psi \in \mathcal{D}(\partial E_m) = H^2(\mathbb{T}^n)$ and its canonical restriction can be expressed as

$$-\partial^0 E_m(\psi) = \text{div} \left[(\nabla W_m)(\nabla \psi)\right] = \text{trace} \left[(\nabla^2 W_m)(\nabla \psi)\nabla^2 \psi\right] \quad \text{a.e.}$$

(c) Due to the ellipticity of $F$, the problem (5.1) is a degenerate parabolic problem that has a unique global viscosity solution for given continuous initial data $u_0 \in C(\mathbb{T}^n)$. 
The main theorem of this section is the stability of solutions of (1.1) with respect to the half-relaxed limits

$$\star\text{-limsup}_{m \to \infty} u_m(x,t) := \lim_{k \to \infty} \sup_{m \geq k} \sup_{|y-x| \leq \frac{1}{k}} \sup_{|s-t| \leq \frac{1}{k}} u_m(y,s),$$

$$\star\text{-liminf}_{m \to \infty} u_m(x,t) := \lim_{m \to \infty} \sup_{u_m(y,s)}.$$ 

**Theorem 5.3** (Stability). Let $u_m$ be a sequence of viscosity subsolutions of (5.1) on $\mathbb{T}^n \times [0, \infty)$, and let $\bar{u} = \star\text{-limsup}_{m \to \infty} u_m$. Assume that $u_m < +\infty$ in $\mathbb{T}^n \times [0, \infty)$. Then $\bar{u}$ is a viscosity subsolution of (1.1).

Similarly, $\underline{u} = \star\text{-liminf}_{m \to \infty} u_m$ is a viscosity supersolution of (1.1) provided that $u_m$ is a sequence of viscosity supersolutions of (5.1) and $\underline{u} > -\infty$.

The proof is the same as in [37] and we shall skip it here.

**5.2. Existence.** We shall use the stability theorem to prove the following existence result.

**Theorem 5.4** (Existence). If $F$ is continuous and degenerate elliptic (1.5), and $W$ satisfies (1.3) and (1.4), and $u_0 \in C(\mathbb{T}^n)$, there exists a unique solution $u \in C(\mathbb{T}^n \times [0, \infty))$ of (1.1) with the initial data $u_0$. Furthermore, if $u_0 \in \text{Lip}(\mathbb{T}^n)$ then

$$\|\nabla u(\cdot, t)\|_\infty \leq \|\nabla u_0\|_\infty.$$ 

The proof of the theorem will proceed in three steps: 1) due to the stability, by finding the solution $u_m$ of the problem (5.1) for all $m \geq 1$, we can find a subsolution $\bar{u}$ and a supersolution $\underline{u}$ of (1.1); 2) a barrier argument at $t = 0$ shows that $\bar{u}$ and $\underline{u}$ have the correct initial data $u_0$; and 3) the comparison principle shows that $\bar{u} = \underline{u}$ is the unique viscosity solution of (1.1), and the Lipschitz estimate holds.

Before giving a proof of the existence theorem, we construct barriers for step 2.

Since the operator (5.3) degenerates at points where $\nabla u = 0$ as $m \to \infty$, it seems to be necessary to construct barriers that depend on $m$. We will use the Wulff functions for energy $E_m$; these were previously considered in the proof of stability for general equations of the type (5.1) in one-dimensional setting in [31] and in the isotropic setting in [37]. However, the construction is slightly more complicated in the anisotropic case in higher dimension. Since the operator $F$ in (1.1) depends on the derivative of the solutions, we have to construct test functions that have uniformly bounded space derivatives as $m \to \infty$. However, the derivatives of the Wulff functions for $E_m$ blow up as $m \to \infty$. Therefore we have to cut off large derivatives. This was done in [31,37] by a simple idea that can be only applied for one-dimensional or radially symmetric Wulff functions. Here we present a different idea that relies on the modification of $W_m$ directly using the properties of the Legendre-Fenchel transform.

For a convex proper function $\phi : \mathbb{R}^n \to (-\infty, +\infty]$ we define its convex conjugate $\phi^*$ via the Legendre-Fenchel transform as

$$\phi^*(x) := \sup_{p \in \mathbb{R}^n} [x \cdot p - \phi(p)].$$

It is well-known that $\phi^*$ is also convex and that, if $\phi$ is also lower semi-continuous, $\phi^{**} = \phi$.

We give the proof of the following lemma for completeness.
Lemma 5.5. Let $\Omega \subset \mathbb{R}^n$ be a non-empty bounded convex open set and let $\phi \in \text{LSC}(\mathbb{R}^n)$ be a convex function on $\mathbb{R}^n$ such that $\phi \in C^2(\Omega)$, $\phi = \infty$ on $\mathbb{R}^n \setminus \Omega$ and $\phi$ is strictly convex in $\Omega$, i.e., $\nabla^2 \phi > 0$ in $\Omega$.

Then $\phi^* \in C^2(\mathbb{R}^n) \cap \text{Lip}(\mathbb{R}^n)$,

\begin{equation}
\nabla \phi^*(x) \in \Omega \quad \text{and} \quad \nabla^2 \phi^*(x) = \left[\nabla^2 \phi(\nabla \phi^*(x))\right]^{-1} > 0 \quad x \in \mathbb{R}^n.
\end{equation}

Proof. Since $x \cdot p - \phi(p)$ is upper semi-continuous and $x \cdot p - \phi(p) = -\infty$ on $\partial \Omega$, the supremum in the definition is for every $x \in \mathbb{R}^n$ attained at a point $p \in \Omega$ such that $\nabla \phi(p) = x$. Additionally, $p$ is unique due to the strict convexity, and the function $p(x)$ is $C^1$ by the inverse function theorem. If we differentiate $\phi^*(x) = x \cdot p(x) - W(p(x))$ we get $\nabla \phi^*(x) = p(x) \in \Omega$. Thus $\nabla \phi^*$ is the inverse map of $\nabla \phi$ and the inverse function theorem implies the expression for $\nabla^2 \phi^*(x)$. \hfill \Box

Let $\psi : \mathbb{R}^n \to (-\infty, \infty]$ be a lower semi-continuous convex function such that $\psi \in C^\infty(B_1(0))$ and $\psi(p) = \infty$ for $|p| \geq 1$ and $\psi(0) = 0$. Note that the semi-continuity implies that $\psi(p) \to \infty$ as $|p| \to 1^-$.

For given positive constants $m, A, q$, we define

$$W_{m;A,q}(p) := A \left( W_m(p) + q \psi \left( \frac{p}{q} \right) - W_m(0) \right).$$

We also define the quasilinear differential operators $\mathcal{L}_m : C^2(\mathbb{R}^n) \to \mathbb{R}$ for $m \in \mathbb{N}$ motivated by the expression for $-\partial^0 E_m$ in (5.3) as

$$\mathcal{L}_m(u)(x) := \text{trace} \left[ (\nabla^2 W_m)(\nabla u(x)) \nabla^2 u(x) \right] \quad u \in C^2(\mathbb{R}^n).$$

Functions $W^*_{m;A,q}$, the conjugates of $W_{m;A,q}$, approximate the Wulff functions $W^*_m$ of the energies $E_m$ and we summarize their properties in the following lemma.

Lemma 5.6. For any $m, A, q$ positive, $W^*_{m;A,q}$ are strictly convex, nonnegative, $C^2$ functions on $\mathbb{R}^n$ and

$$|\nabla W^*_{m;A,q}(x)| < q, \quad 0 < \mathcal{L}_m(W^*_{m;A,q})(x) \leq A^{-1} n \quad x \in \mathbb{R}^n.$$

Proof. Strict convexity and regularity follows from Lemma 5.5. In particular, we observe that $\Omega = B_q(0)$ and hence $\nabla W^*_{m;A,q} \in B_q(0)$. Nonnegativity is also obvious.

Let $x \in \mathbb{R}^n$ and set $p = \nabla W^*_{m;A,q}(x)$. Since $\psi$ in the definition of $W_{m;A,q}$ is convex and thus $\nabla^2 \psi \geq 0$ on $B_1(0)$, (5.4) yields

$$0 < \nabla^2 W^*_{m;A,q}(x) = (\nabla^2 W_{m;A,q}(p))^{-1}$$

$$= A^{-1} \left[ \nabla^2 W_m(p) + \frac{1}{q} (\nabla^2 \psi) \left( \frac{p}{q} \right) \right]^{-1}$$

$$\leq A^{-1} \left[ \nabla^2 W_m(p) \right]^{-1}.$$

We also recall that if $M, N \geq 0$ then also trace $MN \geq 0$. Therefore

$$\mathcal{L}_m(W^*_{m;A,q})(x) = \text{trace} \left[ (\nabla^2 W_m)(p) \nabla^2 W^*_{m;A,q}(x) \right] \leq A^{-1} \text{trace} I = A^{-1} n.$$

Similarly $\mathcal{L}_m(W^*_{m;A,q})(x) > 0$. \hfill \Box

Now we define the barriers

$$\overline{\phi}_{m;A,q}(x,t) := \beta_{A,q} t + W^*_{m;A,q}(x),$$

$$\underline{\phi}_{m;A,q}(x,t) := -\beta_{A,q} t - W^*_{m;A,q}(-x),$$
where
\[ \beta_{A,q} := \sup_{p \in B_q(0)} \sup_{|\xi| \leq A^{-1}} |F(p,\xi)| + 1 < \infty. \] (5.5)

**Corollary 5.7.** For any \( m, A, q > 0 \) the function \( \phi_{m;A,q} \) is a classical supersolution of (5.1) on \( \mathbb{R}^n \) and the function \( \bar{\phi}_{m;A,q} \) is a classical subsolution of (5.1) on \( \mathbb{R}^n \).

**Proof.** The corollary follows from Lemma 5.6 and the definition of \( \beta_{A,q} \) in (5.5). Additionally, we observe that if \( u \in C^2(\mathbb{R}^n) \) and \( v(x) = -u(-x) \) then
\[ \mathcal{L}_m(v)(x) = -\mathcal{L}_m(u)(-x). \] \( \square \)

Finally, we observe that \( W_{m;A,q}^* \) can be bound from below away from the origin.

**Lemma 5.8.** For any \( \delta, K > 0 \) there exist \( m_0, A, q > 0 \) such that \( W_{m;A,q}^*(x) \geq 2K \) for all \( x, |x| \geq \delta \), and \( m \geq m_0 \).

**Proof.** Let us define
\[ \mu := \sup_{|p| = 1/2} [W(p) + \psi(p)] \in (0, \infty). \] (5.6)
Now we set
\[ A := \frac{\delta}{8\mu}, \quad q := \frac{8K}{\delta}. \]
By the locally uniform convergence of \( W_m \to W \), we can find \( m_0 > 0 \) such that
\[ \sup_{|p| = q/2} |W_m(p) - W_m(0) - W(p)| \leq q\mu \quad m > m_0. \]

Now for any \( x \) such that \( |x| \geq \delta \) and any \( m > m_0 \), setting \( p = \frac{q}{2}|x| \), we estimate
\[ W_{m;A,q}^*(x) \geq x \cdot p - W_{m;A,q}(p) \]
\[ = \frac{q}{2} |x| - A \left( W_m(p) + q\psi \left( \frac{p}{q} \right) - W_m(0) \right) \]
\[ \geq \frac{q}{2} |x| - A \left( W(p) + q\psi \left( \frac{p}{q} \right) + q\mu \right) \]
\[ = \frac{q}{2} |x| - Aq \left( W \left( \frac{p}{q} \right) + \psi \left( \frac{p}{q} \right) + \mu \right) \]
\[ \geq \frac{q}{2} |x| - 2Aq\mu \geq 2K, \]
where we used the one-homogeneity (1.4) of \( W \) and (5.6). \( \square \)

With the constructed barriers, we are able to finish the proof of the existence theorem.

**Proof of Theorem 5.4.** Let \( W_m \) be a sequence that approximates \( W \) as in Section 5.1. By Proposition 5.2, the approximate problem (5.1) with initial data \( u_0 \) has a unique continuous solution \( u_m \) on \( \mathbb{T}^n \times [0, \infty) \). Since function \( (x,t) \to F(0,0)t + \alpha \) is a solution of (5.1) for any \( m \) and \( \alpha \in \mathbb{R} \), \( u_m \) are locally uniformly bounded by the comparison principle. Therefore the stability result, Theorem 5.3, yields that \( \bar{u} = \limsup_{m \to \infty} u_m \) is a subsolution of (1.1) and \( \underline{u} = \liminf_{m \to \infty} u_m \) is a supersolution of (1.1). Clearly \( \underline{u} \leq \bar{u} \).
We are left to prove that $\bar{u}(x,0) \leq u_0 \leq u(x,0)$ since then the comparison principle, Theorem 4.1, yields that $\bar{u} = u$ on $\mathbb{T}^n \times [0, \infty)$ and $\bar{u} = u$ is the unique solution of (1.1) with initial data $u_0$.

Let us thus set $K := \sup_{x \in \mathbb{T}^n} |u_0| < \infty$ and choose $\xi \in \mathbb{T}^n$ and $\varepsilon > 0$. We shall show that $\bar{u}(\xi,0) \leq u_0(\xi) + 2\varepsilon$. By continuity, there exists $\delta > 0$ such that $u_0(x) \leq u_0(\xi) + \varepsilon$ for $x \in B_\delta(\xi)$. Let $m_0$, $A$ and $q$ be the constants given by Lemma 5.8 and define

$$\phi_m(x,t) := \inf_{k \in Z^n} \bar{\phi}_{m,A,q}(x+k - \xi,t) + u_0(\xi) + \varepsilon.$$ 

Observe that $\phi_m$ is a viscosity supersolution of (5.1) for every $m$. Moreover, by Lemma 5.8 and (5.6), and the choice of the parameters, $u_0 \leq \phi_m(\cdot,0)$ on $\mathbb{T}^n$ for all $m > m_0$. Therefore the comparison principle yields $u_m \leq \phi_m$ on $\mathbb{T}^n \times [0, \infty)$. Finally, it is easy to observe that $\phi_m(\xi,0) \leq u_0(\xi) + 2\varepsilon$ for all sufficiently large $m$. Since $\phi_m$ are $q$-Lipschitz continuous in space by Lemma 5.6, we have

$$u_m(x,t) \leq \phi_m(x,t) \leq B_{\beta,q} t + q |x - \xi| + u_0(\xi) + 2\varepsilon$$

for all large $m$. Hence $\pi(\xi,0) \leq u_0(\xi) + 2\varepsilon$.

Since $\varepsilon$ was arbitrary, we conclude that $\pi(\xi,0) \leq u_0$. A similar argument with $\phi$ yields $u(\xi,0) \geq u_0$.

A standard argument yields the Lipschitz continuity of the solution. \qed

Acknowledgments. The work of the second author is partly supported by Japan Society for the Promotion of Science through grants Kiban (S) 21224001, Kiban (A) 23244015 and Houga 25610025.

References

[1] F. Alter and V. Caselles, Uniqueness of the Cheeger set of a convex body, Nonlinear Anal. 70 (2009), no. 1, 32–44, DOI 10.1016/j.na.2007.11.032. MR2468216 (2009m:52005)
[2] F. Alter, V. Caselles, and A. Chambolle, A characterization of convex calibrable sets in $\mathbb{R}^n$, Math. Ann. 332 (2005), no. 2, 329–366, DOI 10.1007/s00208-004-0628-9. MR2178065 (2006g:35091)
[3] F. Andreu-Vaillo, V. Caselles, and J. M. Mazón, A parabolic quasilinear problem for linear growth functionals, Rev. Mat. Iberoamericana 18 (2002), no. 1, 135–185, DOI 10.4171/RMI/314. MR1924690 (2003j:35142)
[4] , Existence and uniqueness of a solution for a parabolic quasilinear problem for linear growth functionals with $L^1$ data, Math. Ann. 322 (2002), no. 1, 139–206, DOI 10.1007/s002080100370. MR1883392 (2002k:35139)
[5] , Parabolic quasilinear equations minimizing linear growth functionals, Progress in Mathematics, vol. 223, Birkhäuser Verlag, Basel, 2004. MR203382 (2005c:35002)
[6] S. Angenent and M. E. Gurtin, Multiphase thermomechanics with interfacial structure. II. Evolution of an isothermal interface, Arch. Ration. Mech. Anal. 108 (1989), no. 4, 323–391, DOI 10.1007/BF00104106. MR1013461 (91d:73004)
[7] G. Anzellotti, Pairings between measures and bounded functions and compensated compactness, Ann. Mat. Pura Appl. 135 (1983), 293–318, DOI 10.1007/BF01781073. MR75053 (85m:46042)
[8] H. Attouch, Variational convergence for functions and operators, Applicable Mathematics Series, Pitman (Advanced Publishing Program), Boston, MA, 1984. MR773850 (86f:49002)
[9] G. Bellettini, An introduction to anisotropic and crystalline mean curvature flow, Hokkaido Univ. Tech. Rep. Ser. in Math. 145 (2010), 102–162.
[10] G. Bellettini, V. Caselles, A. Chambolle, and M. Novaga, Crystalline mean curvature flow of convex sets, Arch. Ration. Mech. Anal. 179 (2006), no. 1, 109–152, DOI 10.1007/s0020805-005-0387-0. MR2208291 (2007a:53126)
[11] G. Bellettini, R. Goglione, and M. Novaga, "Approximation to driven motion by crystalline curvature in two dimensions," Adv. Math. Sci. Appl. 10 (2000), no. 1, 467–493. MR1769163 (2001i:53109)

[12] G. Bellettini and M. Novaga, "Approximation and comparison for nonsmooth anisotropic motion by mean curvature in $\mathbb{R}^N$," Math. Models Methods Appl. Sci. 10 (2000), no. 1, 1–10, DOI 10.1142/S0218202500000021. MR1749692 (2001a:53106)

[13] G. Bellettini, M. Novaga, and M. Paolini, "Facet-breaking for three-dimensional crystals evolving by mean curvature," Interfaces Free Bound. 1 (1999), no. 1, 39–55, DOI 10.4171/IFB/3. MR1865105 (2003i:53099)

[14] , "On a crystalline variational problem. I. First variation and global $L^\infty$ regularity," Arch. Ration. Mech. Anal. 157 (2001), no. 3, 165–191, DOI 10.1007/s002050010127. MR1826964 (2002c:49072a)

[15] , "On a crystalline variational problem. II. BV regularity and structure of minimizers on facets," Arch. Ration. Mech. Anal. 157 (2001), no. 3, 193–217, DOI 10.1007/s002050100126. MR1826965 (2002c:49072b)

[16] , "Characterization of facet breaking for nonsmooth mean curvature flow in the convex case," Interfaces Free Bound. 3 (2001), no. 4, 415–446, DOI 10.4171/IFB/47. MR1869587 (2002k:53127)

[17] H. Brézis, Opérateurs maximaux monotones et semi-groupes de contractions dans les espaces de Hilbert, North-Holland Publishing Co., Amsterdam, 1973 (French). North-Holland Mathematics Studies, No. 5. Notas de Matemática (50). MR0348562 (50 #1060)

[18] V. Caselles and A. Chambolle, "Anisotropic curvature-driven flow of convex sets," Nonlinear Anal. 65 (2006), no. 8, 1547–1577, DOI 10.1016/j.na.2005.10.029. MR2248685 (2007d:53143)

[19] V. Caselles, A. Chambolle, S. Moll, and M. Novaga, "A characterization of convex calibrable sets in $\mathbb{R}^N$ with respect to anisotropic norms," Ann. Inst. H. Poincaré Anal. Non Linéaire 25 (2008), no. 4, 803–832, DOI 10.1016/j.anihpc.2008.04.003 (English, with English and French summaries). MR2436794 (2009e:53095)

[20] V. Caselles, A. Chambolle, and M. Novaga, "Uniqueness of the Cheeger set of a convex body," Pacific J. Math. 232 (2007), no. 1, 77–90, DOI 10.2140/pjm.2007.232.77. MR2358032 (2008j:49012)

[21] Y. G. Chen, Y. Giga, and S. Goto, "Uniqueness and existence of viscosity solutions of generalized mean curvature flow equations," J. Differential Geom. 33 (1991), no. 3, 749–786. MR1100211 (93a:35093)

[22] M. G. Crandall, H. Ishii, and P.-L. Lions, "User’s guide to viscosity solutions of second order partial differential equations," Bull. Amer. Math. Soc. (N.S.) 27 (1992), no. 1, 1–67, DOI 10.1090/S0273-0979-1992-00266-5. MR1118699 (92j:35050)

[23] M. C. Delfour and J.-P. Zolésio, Shapes and geometries, 2nd ed., Advances in Design and Control, vol. 22, Society for Industrial and Applied Mathematics (SIAM), Philadelphia, PA, 2011. Metrics, analysis, differential calculus, and optimization. MR2731611 (2012c:49002)

[24] C. M. Elliott, A. R. Gardiner, and R. Schätzle, "Crystalline curvature flow of a graph in a variational setting," Adv. Math. Sci. Appl. 8 (1998), no. 1, 425–460. MR1623315 (99e:53227)

[25] L. C. Evans, Partial differential equations, 2nd ed., Graduate Studies in Mathematics, vol. 19, American Mathematical Society, Providence, RI, 2010. MR2597943 (2011c:35002)

[26] L. C. Evans and J. Spruck, "Motion of level sets by mean curvature. I," J. Differential Geom. 33 (1991), no. 3, 635–681. MR1000206 (92h:35097)

[27] D. Fujiwara and H. Morimoto, "An $L^r$-theorem of the Helmholtz decomposition of vector fields," J. Fac. Sci. Univ. Tokyo Sect. IA Math. 24 (1977), no. 3, 685–700. MR0492980 (58 #12023)

[28] T. Fukui and Y. Giga, "Motion of a graph by nonsmooth weighted curvature," World Congress of Nonlinear Analysts ’92 (Tampa, FL, 1992), Vol. I–IV, de Gruyter, Berlin, 1996, pp. 47–56. MR1389060

[29] M.-H. Giga and Y. Giga, "Evolving graphs by singular weighted curvature," Arch. Rational Mech. Anal. 141 (1998), no. 2, 117–198. MR1615520 (99j:35118)

[30] , "A subdifferential interpretation of crystalline motion under nonsmooth driving force," Discrete Contin. Dynam. Systems Added Volume I (1998), 276–287. Dynamical systems and differential equations, Vol. I (Springfield, MO, 1996). MR1720610 (2001c:35125)

[31] , "Stability for evolving graphs by nonlocal weighted curvature," Comm. Partial Differential Equations 24 (1999), no. 1-2, 109–184, DOI 10.1080/03605309908821419. MR1671993 (2000a:53103)
[32] ———, Crystalline and level set flow—convergence of a crystalline algorithm for a general anisotropic curvature flow in the plane, Free boundary problems: theory and applications, I (Chiba, 1999), GAKUTO Internat. Ser. Math. Sci. Appl., vol. 13, Gakkōtosho, Tokyo, 2000, pp. 64–79. MR1793023 (2002f:53117)

[33] ———, Generalized motion by nonlocal curvature in the plane, Arch. Ration. Mech. Anal. 159 (2001), no. 4, 295–333, DOI 10.1007/s002050100154. MR1860050 (2002h:53117)

[34] ———, A PDE approach for motion of phase-boundaries by a singular interfacial energy, Stochastic analysis on large scale interacting systems, Adv. Stud. Pure Math., vol. 39, Math. Soc. Japan, Tokyo, 2004, pp. 213–232. MR2073335 (2005e:35032)

[35] ———, Very singular diffusion equations: second and fourth order problems, Jpn. J. Ind. Appl. Math. 27 (2010), no. 3, 323–345, DOI 10.1007/s13160-010-0020-y. MR2746654 (2011h:35149)

[36] M.-H. Giga, Y. Giga, and A. Nakayasu, On general existence results for one-dimensional singular diffusion equations with spatially inhomogeneous driving force, Hokkaido University Preprint Series in Math., #1032 (2013), to appear in De Giorgi Center Publication, available at http://eprints3.math.sci.hokudai.ac.jp/2266/.

[37] M.-H. Giga, Y. Giga, and N. Požár, Periodic total variation flow of non-divergence type in $\mathbb{R}^n$, Hokkaido University Preprint Series in Math., #1028 (2013), available at http://eprints3.math.sci.hokudai.ac.jp/2251/.

[38] M.-H. Giga, Y. Giga, and P. Rybka, A comparison principle for singular diffusion equations with spatially inhomogeneous driving force for graphs, Adv. Differential Equations, to appear.

[39] Y. Giga, S. Goto, and P. Rybka, On the dynamics of crystalline motions, Japan J. Indust. Appl. Math. 15 (1998), no. 1, 7–50, DOI 10.1007/BF03167395. MR1610305 (99h:73008)

[40] Y. Giga, M. Paolini, and P. Rybka, On the motion by singular interfacial energy, Japan J. Indust. Appl. Math. 18 (2001), no. 2, 231–248. Recent topics in mathematics moving toward science and engineering. MR1842909 (2002g:53115)

[41] Y. Giga, P. Góra, and P. Rybka, Motion of regular bent rectangles by the driven crystalline curvature flow in the plane with a non-uniform forcing term, Adv. Differential Equations, to appear.

[42] Y. Giga, M. E. Gurtin, and J. Matias, On the dynamics of crystalline motions, Japan J. Indust. Appl. Math. 15 (1998), no. 1, 7–50, DOI 10.1007/BF03167395. MR1610305 (99h:73008)

[43] Y. Giga, M. Paolini, and P. Rybka, On the motion by singular interfacial energy, Japan J. Indust. Appl. Math. 18 (2001), no. 2, 231–248. Recent topics in mathematics moving toward science and engineering. MR1842909 (2002g:53115)

[44] Y. Giga and P. Rybka, Facet bending driven by the planar crystalline curvature with a generic nonuniform forcing term, J. Geom. Anal. 18 (2008), no. 1, 109–147, DOI 10.1007/s12220-007-9004-9. MR2365670 (2010a:53136)

[45] ———, Facet bending driven by the planar crystalline curvature with a generic nonuniform forcing term, J. Differential Equations 246 (2009), no. 6, 2264–2303, DOI 10.1016/j.jde.2009.01.009. MR2488842 (2010c:35084)

[46] P. M. Girão, Convergence of a crystalline algorithm for the motion of a simple closed convex curve by weighted curvature, SIAM J. Numer. Anal. 32 (1995), no. 3, 886–899, DOI 10.1137/0732041. MR1335660 (96c:65144)

[47] P. M. Girão and R. V. Kohn, Convergence of a crystalline algorithm for the heat equation in one dimension and for the motion of a graph by weighted curvature, Numer. Math. 67 (1994), no. 1, 41–70, DOI 10.1007/s002110050017. MR1258974 (94m:65138)

[48] E. Giusti, On the equation of surfaces of prescribed mean curvature. Existence and uniqueness without boundary conditions, Invent. Math. 46 (1978), no. 2, 111–137. MR0487722 (58 #7337)

[49] Y. Giga, S. Goto, and P. Rybka, On the motion by singular interfacial energy, Japan J. Indust. Appl. Math. 18 (2001), no. 2, 231–248. Recent topics in mathematics moving toward science and engineering. MR1842909 (2002g:53115)

[50] H. Ishii and P. Souganidis, Generalized motion of noncompact hypersurfaces with velocity having arbitrary growth on the curvature tensor, Tohoku Math. J. (2) 47 (1995), no. 2, 227–250, DOI 10.2748/tmj/1178225593. MR1329522 (96c:35069)

[51] T. Ishiwata, Motion of non-convex polygons by crystalline curvature and almost convexity phenomena, Japan J. Indust. Appl. Math. 25 (2008), no. 2, 233–253. MR2431681 (2009h:53148)
[52] B. Kawohl and T. Lachand-Robert, Characterization of Cheeger sets for convex subsets of the plane, Pacific J. Math. 225 (2006), no. 1, 103–118, DOI 10.2140/pjm.2006.225.103. MR2233727 (2007e:52002)

[53] K. Kielak, P. B. Mucha, and P. Rybka, Almost classical solutions to the total variation flow, J. Evol. Equ. 13 (2013), no. 1, 21-49, DOI 10.1007/s00028-012-0167-x.

[54] Y. Kômura, Nonlinear semi-groups in Hilbert space, J. Math. Soc. Japan 19 (1967), 493–507. MR0216342 (35 #7176)

[55] J. S. Moll, The anisotropic total variation flow, Math. Ann. 332 (2005), no. 1, 177–218, DOI 10.1007/s00208-004-0624-0. MR2139257 (2006d:35113)

[56] P. B. Mucha and P. Rybka, A caricature of a singular curvature flow in the plane, Nonlinearity 21 (2008), no. 10, 2281–2316, DOI 10.1088/0951-7715/21/10/005. MR2439480 (2009k:35125)

[57] M. Ohnuma and K. Sato, Singular degenerate parabolic equations with applications to the p-Laplace diffusion equation, Comm. Partial Differential Equations 22 (1997), no. 3-4, 381–411, DOI 10.1080/03605309708821268. MR1443043 (98d:35118)

[58] J. E. Taylor, Constructions and conjectures in crystalline nondifferential geometry, Differential geometry, Pitman Monogr. Surveys Pure Appl. Math., vol. 52, Longman Sci. Tech., Harlow, 1991, pp. 321–336. MR1173051 (93e:49004)