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Abstract

The complex nature of big data resources requires new structuring methods, especially for textual content. WordNet is a good knowledge source for the comprehensive abstraction of natural language as it offers good implementation for many languages. Since WordNet embeds natural language in the form of a complex network, a transformation mechanism, WordNet2Vec, is proposed in this paper. This creates vectors for each word from WordNet. These vectors encapsulate a general position — the role of a given word related to all other words in the given natural language. Any list or set of such vectors contains knowledge about the context of its components within the whole language. This type of word representation can be easily applied to many analytic tasks such as classification or clustering. The usefulness of the WordNet2Vec method is demonstrated in sentiment analysis including the classification of an Amazon opinion text dataset with transfer learning.
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1. Introduction

With fast technological growth, the ability to solve complex problems has increased. More and more data continuously generated by social media and various IT systems require more complex, accurate and efficient methods and algorithms so as to provide valuable insight. The tools of Big Data Analytics and High Performance Computing accessible to all enable us to face these challenges but simultaneously raise a wide variety of new questions and problems which can only be addressed by scientists.

There are many aspects that must be taken into account while processing large amounts of data. One of them concerns the general problem of knowledge representation for complex structures. Textual, multimedia or networked content has an unstructured nature that is unsuited to the application of most known analytic methods. Recently, most of the data sets have come from texts derived from social media, and they are directly impacted by the complexity of natural languages. Transforming big data of such a kind into big knowledge still remains a great challenge. An obvious and commonly performed step in such a transformation is structuring. However, how should we transform the complex nature of natural language into a structured form?

Overall, there are two main knowledge sources for the lexical semantics of a natural language that have practical importance for automated processing: (1) text corpora and (2) wordnets. A wordnet is a lexico-semantic network whose construction originates from the ideas first exemplified in the Princeton WordNet [1], a large language resource describing lexical meanings of English by means of the various lexico-semantic relations. A wordnet provides a partial description of the lexical meanings – we know only constraints expressed by the instances of the lexico-semantic relations – but many wordnets are big enough to provide coverage of practical importance. Many wordnets were built manually with every piece of the structure verified by linguists. That is the case of WordNet and also plWordNet [2] – a large wordnet of Polish, the largest world wordnet. In a wordnet, lexical meanings are enumerated and grouped into sets.
called *synsets*, i.e. sets of synonyms. A synset can be interpreted as representing a concept (called also a *lexicalised concept*) present in the interpretation of all its members. Synsets are linked by semantic relations derived from lexical semantics such as hypernymy or meronymy. Direct relations between lexical meanings, e.g. antonymy or derivational relations, are also described in wordnets. The former are called conceptual relations and the latter lexical relations. A large wordnet includes a great deal of infrequent words, many expressing specific meanings, that are often difficult to be found even in large corpora. Such words were added by its editors in order to complete selected semantic subfields.

A wordnet also describes many specific meanings, which in corpora may either not exist or be dominated by more popular meanings. WordNet itself possesses a complex network structure, which is inappropriate for commonly used analytic and reasoning methods.

Extraction of lexico-semantic knowledge from corpora heavily depends on the statistical information concerning word co-occurrences, n-gramms or lexico-syntactic dependencies. The extracted knowledge mostly takes the form of word-to-word similarity measures or word semantic clusters. Most extraction techniques require large frequencies of words to be well described (>100) that are difficult to be achieved for more specific and infrequent words even in large corpora. In contrast to corpus-based methods, a wordnet provides descriptions for many rarely used words.

However, wordnets are based on limited sets of relations and do not cover many semantic distinctions that can be discovered in corpus-based similarity measures.

The main problem addressed in this paper is how to find a method for the transformation of the complex network structure of the whole WordNet, as a description of the lexico-semantic system, into a simple structured form, that

---

1 It is worth noticing that there is no such distinction in *plWordNet* in which a unified model was introduced with all relations of linguistic nature originating directly from language data. A synset groups lexical meanings with the same network characteristics.
is to say vectors that are suitable for further processing by means of known methods. In particular, the transformation should encapsulate the position of each word in the WordNet network related to all other words in WordNet to represent the meaning of the term as it is constrained by the WordNet relations.

We propose a new method, called WordNet2Vec, for textual data representation in a vector space that is able to satisfy the above-mentioned requirements. Based on the network of words from WordNet, we build a word representation in the vector space using its distance from any other word in the network. In order to present the pair-wise word distance, the method calculates the all-pair shortest paths in WordNet. Thanks to that, any list of vectors – list of words - also reflect the complex nature of the whole language encoded within these vectors.

To demonstrate the usefulness of the proposed vectorization method, we suggest a use case in which any textual document is transformed into a list of vectors from WordNet2Vec. Next, this representation is applied to the classification problem, namely sentiment analysis and assignment. Finally, we compare the effectiveness of the baseline method and some recently emerging and very popular approaches such as Doc2Vec [3]. Since we derive knowledge from a general language database – WordNet, our method enables us to build more robust knowledge representation models and to achieve a very high level of efficiency, generalization and stability, especially if applied to transfer learning scenarios.

In the experimental part of our research, the proposed WordNet2Vec vectorization method was utilized for sentiment analysis in the Amazon product review dataset. In general, sentiment analysis of texts means assigning a measure of how positive, neutral or negative the text is. Using WordNet2Vec representation and a supervised learning approach, the sentiment is assigned to the document according to its content. In other words, sentiment analysis is the process of determining the attitudes, opinions and emotions expressed within a text [4].

The rest of this paper is organized as follows: in Section 2 related work is presented. Then, the new WordNet2Vec method and other comparable methods are described in Section 3. The experimental design and results are discussed
in Section 6. Finally, the ideas presented are summed up and future work directions are sketched out in Section 9.

2. Related Work

Representation of knowledge is an area of artificial intelligence concerned with how knowledge can be represented symbolically and manipulated in an automated way [5]. Textual documents are intrinsically unstructured and in order to process them robustly one needs to employ various methodologies such as resolving, aggregating, integrating and abstracting. The derived knowledge can be represented in various structures including semantic nets, frames, rules, and ontologies [6]. Due to the fact that the majority of machine learning and supervised learning approaches operate in a vector space, the text representation should also be located within a vector space.

Recent achievements in textual data representation are briefly presented further on in Section 2.1 with a special focus on word embedding methods based on language corpora. Then, a wordnet which is a language resource representing the lexico-semantic system is briefly described from the perspective of its application in the vectorization method proposed in the paper. In addition, some insights into complex network All-pairs Shortest Paths (APSP) computation are discussed. Finally, an introduction to sentiment analysis is provided due to its employment in the use case, Section 5.

2.1. Word Embedding Techniques

Word embedding is the generous name given to a collection of language modeling and feature learning techniques where words from the vocabulary are mapped to vectors of real numbers. Word embedding can be equally called a word vectorization method. The mapping is usually done in a low-dimensional space, but depends relatively on the vocabulary size. Historically, word embedding was related to statistical processing of big corpora and introduced to derive latent semantic features from word co-occurrence in the documents.
In general, word embedding techniques can be divided into two main groups. The first is based on a probabilistic prediction approach. Such methods are used to train a model, based on a context window composed of words from a corpus, generalizing the results into a reduced \( n \) dimensional space (\( n \) is chosen arbitrarily). Then a word is represented as a vector in the space and preserves a context property, so words that are located close to each other in this space frequently co-occur in the corpus. \textit{Word2Vec} (Word-2-Vector) \cite{78} is the best known method in this group. It is based on skip-grams and continuous bags of words (CBOW). Given the neighboring words in the window, the CBOW model is used to predict a particular word \( w \). In contrast, given a window size of \( n \) words around a word \( w \), the skip-gram model predicts the neighboring words given the current word.

There have been other deep and recurrent neural network architectures proposed for learning word representation in vector space before, i.e. \cite{910}, but Word2Vec is one of the best and most commonly studied methods.

Count-based models constitute the second group of word embedding techniques. The GloVe algorithm, presented by Pennington et al. \cite{11}, is one of them. In count-based models the vectors are based on the word co-occurrence frequency matrix. In order to shrink the size of word vectors dimensionality reduction algorithms are applied. The main intuition for the GloVe model is the simple observation that ratios of word-to-word co-occurrence probabilities can be utilized to represent some aspects of the meaning of the natural language concerned. Word vectors produced by the GloVe method perform very well as a solution for word similarity tasks, and are similar to the Word2Vec approach. Lebret and Collobert \cite{12} and Dhillon et al. \cite{13} proposed another version of count-based models. Lebret presented a method that simplifies word embedding computation through a Hellinger PCA of the word co-occurrence matrix. Dhillon used a new spectral method based on CCA (canonical correlation analysis), Two Step CCA (TSCCA), to learn an eigenword dictionary. This procedure computes two set of CCAs: the first one between the left and right contexts of the given word and the second one between the projections result-
ing from this CCA and the word itself. Lebret and Collobert [14] proposed an alternative model based on counts. They used the Hellinger distance to extract semantic representations from the word co-occurrence statistics in a large text corpus.

In conclusion, Word2Vec is a predictive model, whereas GloVe is a count-based model [15]. However, there is no qualitative difference between predictive models and count-based models. They use different computational methods that produce a very similar type of semantic model [16, 17].

2.2. WordNet

A wordnet is a large lexico-semantic database of natural language. Following the seminal Princeton WordNet for English [1, 18], wordnets for many different languages have been built. Nouns, verbs, adjectives and adverbs are grouped into synsets, vaguely defined as sets of synonyms such that they express some lexicalized concept that is common for synset members called senses (i.e. word senses) representing particular lexical meanings. Synsets are linked by conceptual relations that were inspired by linguistic lexico-semantic relations such as hyper/hyponymy or holo/meronymy. In addition, senses (i.e. synset members, e.g. man 1) are linked by lexical relations. Most of them are well known lexico-semantic relations including antonymy or morpho-semantic relations.

Various types of links can be found in WordNet:

- There are 285,348 semantic links between synsets:
  - 178,323 both hypernyms and hyponyms,
  - 21,434 similarity,
  - 18,215 both holonyms and meronyms,
  - 67,376 other connections.

- There are 92,508 lexical links between all words:

\[^2\text{For example, see } \text{http://globalwordnet.org/wordnets-in-the-world/}\]
– 74,656 derivations,
– 7,981 antonyms,
– 9,871 other connections.

WordNet is freely and publicly available for download on a licence similar to BSD. Its stable structure means that it provides a comprehensive representation of the whole lexico-semantic system of the natural language concerned, which can be applied in several methods of Computational Linguistics and Natural Language Processing.

In our work, we assume that WordNet can be treated as an approximate representation of the whole lexico-semantic system. In other words, existing connections between synsets and therefore between words (via senses) give a reasonably good representation of the lexical meanings, according to open debate in the language processing community, e.g. [19]. This allows us to create a robust representation of words on the basis of the WordNet structure.

2.3. All-pairs Shortest Paths

Computation of All-pairs Shortest Paths (APSP) is one of the most fundamental problems in graph theory. The objective is to calculate distances between all pairs of vertices in the graph. Multiple algorithms have been proposed to solve this problem for various graph types including directed, undirected, weighted, unweighted once. Their complexity can vary, depending on the type of graph. One of the most commonly used solutions for the problem has been proposed by Floyd [20]. A simple geometrical optimization allowed a decrease in complexity to $O\left(\frac{n^3}{\log(n)}\right)$ [21]. Work by Yijie Han [22] with a complexity of $O(n^3(\log\log(n))^{\frac{5}{4}})$ is currently the best score. Besides this, the method proposed by Floyd can also be distributed in a very easy way which facilitates its application to large datasets.

2.4. Sentiment Analysis

Sentiment analysis means the assignment of a measure as to what extent a text is positive, neutral or negative. Nowadays, the most commonly used meth-
ods for sentiment analysis are classification approaches with classifiers such as Naive Bayes \([23, 24, 25]\), Support Vector Machines (SVM) \([26, 27, 28]\), Decision Tree \([29, 30]\), Random Forest \([31]\) or Logistic Regression \([30]\). In addition, feature selection can improve classification accuracy by reducing high-dimensionality to low-dimensionality of the feature space. Yousefpour et al. \([32]\) proposed a hybrid method and two meta-heuristic algorithms are employed to find an optimal feature subset.

Another family of solutions available for sentiment analysis are neural network based approaches. Socher et al. \([33]\) proposed a recursive deep model for sentiment analysis using a treebank structure of sentences (i.e. sentences with meta-data describing their syntactic structures). Zhang and LeCun \([34]\) used deep learning for text understanding from character-level inputs all the way up to abstract text concepts, using temporal convolutional networks (ConvNets).

What is more, some systems leverage both hand-crafted features and word level embedding features, such as Do2Vec, with the use of classifiers such as SVM \([35]\).

2.5. Transfer Learning

Transfer learning makes use of system ability to recognize and apply knowledge extraction (learned in previous tasks) to novel tasks (in new domains) \([36]\). Interestingly, it has been inspired by human learning behavior. We can often transfer knowledge learned in one situation and adapt it to a new one. Yoshida et al. \([37]\) proposed a model where each word is associated with three factors: domain label, domain dependence/independence and word polarity. The major part of their method includes Gibbs sampling for inferring the parameters of the model, from both labeled and unlabeled texts. Moreover, the method proposed by them may also determine whether each word’s polarity is domain-dependent or domain-independent. Zhou et al. \([38]\) developed a solution to cross-domain sentiment classification for unlabeled data. To bridge the gap between domains, they proposed an algorithm called topical correspondence transfer (TCT). TCT is achieved by learning domain-specific information from different areas and
applying it to unified topics.

3. **WordNet2Vec: WordNet-based Natural Language Representation in the Vector Space – Word Vectors**

The general idea of the WordNet2Vec method is to transfer knowledge about the lexico-semantic system which is encapsulated in the WordNet relation network into word-based vector structures suitable for further processing. Its main steps are presented in Figure 1.

A wordnet consists of many synsets and words grouped in them, as well as even more numerous instances of lexical and conceptual relations linking them. Several large wordnets have been built manually by linguists for a given language, e.g. WordNet, plWordNet and GermaNet. If a wordnet is large enough, more than a hundred thousand synsets, it may be treated as a reliable and comprehensive representation of the lexical meanings of the given language. Most of the meanings are drawn from the general stylistic register, but there are typically many other meanings from other registers such as popular, colloquial, vulgar and even specialist. Wordnet has a complex network structure and it is hardly suitable for commonly used analytic methods such as machine learning reasoning.

To overcome this limitation, we propose the WordNet2Vec method that provides a set of word vectors embedding a large part of the lexical knowledge stored in the wordnet. The processing starts with a mapping of the wordnet structure onto a simplified graph with only words as nodes and one type of links. A relation between two word lemmas in the simplified graph exists if (1) there exists a direct lexical relation between words in the original wordnet, (2) there exists any semantic relation between two synsets containing the two considered words, (3) both words belong to one synset – are synonyms.

It is worth remembering that a wordnet is a multiplex with multiple types of connections between multiple types of nodes - a multimodal network. In our approach, all kinds of existing relationships are flattened to achieve a uniplex.
Figure 1: Architecture of the WordNet2Vec method.
This can obviously cause some loss of information. On the other hand, it is not possible to achieve a compact shortest paths representation for each of the layers because in the vast majority of cases they are very sparse and consist of multiple separate components. As a result, the shortest paths matrix would be highly sparse. This could make the representation space improper and with weak potential for generalization. Moreover, the calculation of shortest paths in multiplexes is a separate research problem.

In the next step, a structural measure is applied to evaluate the distance from a given node-word to any other node-word in the simplified graph. We decided to utilize shortest paths for that purpose. It means that we had to compute all-pair shortest paths. The distribution of all pairs shortest paths is depicted in Figure 2.

![Figure 2: WordNet shortest paths length distribution.](image)

Finally, for each word – node in the simplified network – a separate vector is created. Its coordinates correspond to shortest path lengths to all other nodes so the word vector reflects a position of a given word towards all other words in the language. The set of such word vectors comprises the output of the method and can be used for further processing. Such word vector sets express a kind of
projection from a lexico-semantic system into a vector space. In particular, the
representation constructed provides insights into the semantic relations between
words.\footnote{It is worth noticing that words in this representation are semantically ambiguous and
the representation describes relations between merged meanings. However, words in text are
polysemous on average, too.}

4. WordNet2Vec Implementation – Distributed Calculation of All-pairs Shortest Paths in the Simplified WordNet Graph

To demonstrate the WordNet2Vec method, it was applied to the English
WordNet \cite{1}. We have created a simplified (flattened) network based on se-
mantic and lexical relations present in WordNet. Hence, we received a graph
composed of 147,478 words interconnected by 1,695,623 links.

The simplified network was utilized to compute all-pair shortest paths in this
network, so we obtained 147,478\(^2\), in other words over 21 billion path lengths.

Wordnet is a multiplex with multiple types of connections between pairs
of nodes. In our approach, all kinds of existing relationships are flattened to
achieve a uniplex. Such graph aggregation can apparently cause some loss of
information, especially regarding connection semantics. On the other hand,
layers in all available wordnets are sparse. It would not be possible to achieve
a shortest paths representation based only on each layer separately. It makes
the representation improper and with weak potential for generalization. More-
ever, the calculation of shortest paths in multiplexes constitutes an entirely new
research problem.

Because of the size of the simplified network as well as computational and
memory complexity of the path calculation task, we decided to use a heteroge-
neous computational cluster as an environment for our experiments. Neverthe-
less, further optimization had to be done. In our approach, we used distributed
implementation of the Dijkstra \cite{3} algorithm available in our SparklingGraph
library \cite{40}. Most of the known solutions for the all-pair shortest paths (APSP)
problem have a memory complexity of $O(n^3)$, where $n$ is the number of nodes in the graph \cite{20}. Because of that, we had to do the computations in an iterative way. We used a divide and conquer approach in order to split APSP into smaller problems that can be computed efficiently on our cluster. In each iteration, we computed the shortest paths for 1000 vertices to all vertices in the simplified graph. Afterwards, the results were gathered into a coherent set of word vectors that represented distances between words in terms of graph topology.

As a result, the computed WordNet2Vec matrix for the current version of WordNet had a size of 147,478 * 147,478. While being stored in dense CSV format, it had a size of 41.8GB. It is worth emphasizing, that the computation of the matrix needs to be performed only once for a particular version of WordNet. Although a matrix of such size might be uncomfortable for storing in memory on low performance computers, it can be easily organized in any lasting structure, for example relational database or <key,value> pairs.

5. Use Case: WordNet2Vec Application to Sentiment Analysis

The sentiment analysis use case is presented as one of the possible application areas. The WordNet2Vec method was applied to build a representation of words from a given document and associated opinion. All such vectors were aggregated into a single one, which in turn was utilized as a single case for learning the classifier in a supervised learning scenario. The same was done for a new document to achieve its vector representation. Then, the sentiment orientation of the new document is predicted by the trained model, see Figure \ref{fig:sentiment}.

In detail, sentiment analysis can be performed with an appropriate sequence of processing steps that include text segmentation and lemmatization, vector look-up in the WordNet2Vec matrix for each word in the document, aggregation of vectors for all words within documents, training and testing the dataset split, and finally classifier learning and testing (for example within the same domain or across domains - transfer learning). In order to perform the learning and testing phase properly we should have some sentiment classes assigned to all
Figure 3: Exemplary application of WordNet2Vec method to Sentiment Analysis problem.

documents. The overall flow of the sentiment assignment is presented in Figure 3 and all of the steps are discussed below.
5.1. Text segmentation and lemmatization

In the first step, some basic natural language processing methods, namely segmentation and lemmatization, were applied. In order to process each document, it has to be segmented into words. Due to the fact that the WordNet2Vec matrix is configured for words in their lemma form, each word from each document must be lemmatized. It needs to be emphasized here that the method is limited only to words that are included in a wordnet. However, due to the fact that a large wordnet, such as WordNet or plWordNet, is a reliable representation of the lexico-semantic system, our method may be suitable for a very large number of application domains.

5.2. Vector look-up in the WordNet2Vec Matrix for a word

The method for word vectorization proposed in the paper provides a pre-computed WordNet2Vec Matrix. It contains a vector representation for each word from WordNet. In the next step of the flow, vectors for all words in documents are retrieved from the matrix in $O(1)$ time.

5.3. Aggregation of vectors for all words within documents

As sentiment assignment is performed for documents and not for single words, we have to aggregate all the document words. Any aggregation method can be applied including averaging or weighting. However, for the purpose of this use case we applied a simple vector sum, see Eq. (1).

\[
\vec{v}(d) = \sum_{i=1}^{\left|L_d\right|} \vec{v}(l_i)
\]  

(1)

where

$\vec{v}(d)$ is the WordNet2Vec aggregated representation of document $d$,

$\left|L_d\right|$ denotes the list of lemmas extracted from document $d$,

$l_i$ is the $i$th lemma from document $d$, $l_i \in L_d$

$v(l_i)$ is the $i$th Wordnet2Vec vector corresponding to lemma $l_i$. 
5.4. Dataset split, classifier learning and testing

Once all the documents possess a single vector representation, they form a dataset appropriate for training and testing classifiers. In order to examine the generalization abilities of the classifiers, two distinct scenarios were designed: learning and testing within the same domain or corpus of texts (the same type of documents) and transfer learning, learning on one domain and testing on another one.

6. Experimental setup

Following the scenario presented in the Section 5, we performed validity tests by examining a sentiment assignment task. In the following sections, we describe the data that were utilized, the details of the experiments and the received results.

6.1. Datasets

We chose data from one data source — the Amazon e-commerce platform [? ]. The data spans a period of 18 years, including 35 million reviews up to March 2013. Reviews include product and user information, ratings, and a plain text review. Some basic statistical information about the dataset is presented in Table 1.
The whole experiment was conducted on a selected part of the Amazon data that consisted of 7 domains, namely: Automotive, Sports & Outdoors, Books, Health, Video Games, Toys & Games, Movies & TV. Due to the fact that the distribution of classes is important while interpreting the results of classification validation, the proper histogram is presented in Figure 4. The domains of the review dataset that were chosen for the experiment are listed in Table 2.

Figure 4: Distribution of original scores expressed in stars over domains in the Amazon Dataset.
In order to check the accuracy of the proposed methods, we extracted the sentiment orientation from ratings expressed with stars. Ratings were mapped to the following classes: positive, neutral and negative, using 1 and 2 stars, 3 stars, 4 and 5 stars respectively, see Table 3.

Table 2: Dataset domains used in the experiment.

| Domain         | Number of reviews |
|----------------|-------------------|
| Automotive     | 174,414           |
| Book           | 697,225           |
| Health         | 428,781           |
| Movie TV       | 765,961           |
| Sports Outdoor | 504,773           |
| Toy Game       | 389,221           |
| Video Game     | 364,206           |

In order to check the accuracy of the proposed methods, we extracted the sentiment orientation from ratings expressed with stars. Ratings were mapped to the following classes: positive, neutral and negative, using 1 and 2 stars, 3 stars, 4 and 5 stars respectively, see Table 3.

Table 3: Star rating mapping to sentiment classes.

| Star Score | Sentiment Class |
|------------|-----------------|
| 🌟         | Negative        |
| 🌟🌟        | Negative        |
| 🌟🌟🌟       | Neutral         |
| 🌟🌟🌟🌟     | Positive        |
| 🌟🌟🌟🌟🌟   | Positive        |

6.2. Distributed environment

In our experiments, we utilized a computational cluster that consists of 12 nodes with 24 cores and 60GB of RAM each. Apache Spark 1.5 and our SparklingGraph 0.0.5 were used for distributed computations.

6.3. Methods

Our experiments were divided into two distinct groups. The first of them consisted of a classic machine learning evaluation using a 10 times randomly re-
peated train/test 50:50 split performed on each of the seven mentioned datasets. In the second group of experiments, we used a one versus all transfer learning evaluation. Whenever one domain was used as a training set, it was evaluated on the rest of the domains. Thanks to both scenarios, we examined the quality of a classic sentiment analysis within one dataset domain, and between different domains. In both experimental groups, we used two methods of text vectorization: WordNet2Vec proposed by us and Doc2Vec as a reference.

Doc2Vec expresses a generalization of the Word2Vec algorithm on the document level. The Word2Vec model shows how a word is usually used in a window context according to other words (how words co-occur with each other). The procedure of counting Doc2Vec is very similar to Word2Vec, except it generalizes the model by adding a document vector. There are two methods used in Doc2Vec: Distributed Memory (DM) and Distributed Bag of Words (DBOW). The first one attempts to predict a word given its previous words and a paragraph vector. Even though the context window moves across the text, the paragraph vector does not (hence distributed memory) and allows for some word order to be captured. On the other hand, DBOW predicts a random group of words in a paragraph given only its paragraph vector. In our experiments, we used the Distributed Memory method trained on the Amazon SNAP (see Section 6.1) review dataset. A separate model was trained for each domain and length of a vector equal to 400.

In order to evaluate the standard classification approach we also provided a baseline $F_{1\text{ weighted}}$ value that would be achieved if we were to use a classifier that always returned a major class.

Logistic regression was selected as a supervised learning model and in order to train it we used a limited memory BFGS algorithm [41]. There was a computational trade-off for vectorized documents in the space size dependent on the Wordnet2Vec Matrix size. Due to the fact that datasets used in the experiments are imbalanced, see Figure [4], we used a weighted F1 score for the evaluation of the results that properly handle imbalanced class distributions. The weighting was based on the size of each class, see Equation [2].
\[ F_{1\text{weighted}} = \frac{\sum_{i=1}^{k} |C_i| \cdot F_{1C_i}}{\sum_{i=1}^{k} |C_i|} \]  

(2)

where:

- \(k\) - number of classes,
- \(|C_i|\) - cardinality of set \(C_i\) with classification results for class \(i\), i.e. number of cases in class \(i\),
- \(F_{1C_i}\) - \(F1\) score measure for \(C_i\) classification results.

\[ F1 = 2 \times \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}} \]  

(3)

In order to compare the two approaches (WordNet2Vec and Doc2Vec), we applied a statistical test on paired measures for each of the experiments. We used the Wilcoxon signed-rank test \([42]\) for pairs of weighted \(F1\) score (Equation 2) with confidence level \(\alpha = 0.05\) (Tables 4 and 5). To provide deeper insight into the differences between the results achieved by the methods we also present histograms of differences between \(F_{1\text{weighted}}\) of both methods (see Figures 6, 10).

7. Results

7.1. Classification in one domain

For every domain out of the seven, Doc2Vec is slightly better than the proposed approach, if learning is performed in the same domain (Figure 5). The difference between the results achieved by Doc2Vec and WordNet2Vec is not as large as that which can be observed in Figure 6. Nevertheless, it is statistically significant, as was shown by the Wilcoxon rank-sum test (Table 4). It is important to note that a statistical analysis of results also showed that WordNet2Vec is not worse than baseline.
Figure 5: In-domain classification results.
Table 4: Wilcoxon rank-sum test results for classification.

| Method 1       | Method 2       | $H_a$                                      | p-value |
|----------------|----------------|--------------------------------------------|---------|
| Doc2Vec        | WordNet2Vec    | $F_1^{Doc2Vec}_{weighted} > F_1^{WordNet2Vec}_{weighted}$ | 0.007813 |
| WordNet2Vec    | Baseline       | $F_1^{WordNet2Vec}_{weighted} \neq F_1^{Baseline}_{weighted}$ | 0.2969  |

Figure 6: Histogram of differences between $F_1^{weighted}$ measure between WordNet2Vec and Doc2Vec within whole domains. Negative values denote worse results.

7.2. Transfer learning: generalization ability

A transfer learning approach consists of learning on data from one domain, e.g. Automotive and the application of the trained model (testing) on data from another domain, e.g. Books. The results achieved in a transfer learning setting show the true power and abilities of the WordNet2Vec method. We observe that our method achieves better results than Doc2Vec (Figure 7, 8). The variance of the weighted F1 results in a transfer learning setting for both methods showed that WordNet2Vec is more stable than Doc2Vec (Figure 9). It is important to notice that differences in results are much greater for the WordNet2Vec method than for the Doc2Vec classification (Figure 10). In addition, we used
statistical tests in order to check the statistical significance of the differences in results (Table 5). The superiority of WordNet2Vec over Doc2Vec is statistically significant.

Figure 7: Transfer learning using Doc2Vec: $F_1^{\text{weighted}}$ expressed in %.
Figure 8: Transfer learning using WordNet2Vec: $F_{1_{weighted}}$ expressed in %.

Figure 9: Histogram of $F_{1_{weighted}}$ in transfer learning – between domains.
Table 5: Wilcoxon rank-sum test results for transfer learning.

| Method 1  | Method 2  | $H_a$                                   | p-value         |
|-----------|-----------|-----------------------------------------|-----------------|
| Doc2Vec   | WordNet2Vec | $F_1^{\text{WordNet2Vec}} > F_1^{\text{Doc2Vec}}$ | $6.821 \times 10^{-13}$ |

Figure 10: Histogram of differences in $F_1^{\text{weighted}}$ classification measure between WordNet2Vec and Doc2Vec in transfer learning scenario. Positive values denote better results.

7.3. Time complexity

The time of calculation should be analyzed separately for both computation phases: data vectorization and classification. In both phases, time varies because of different dataset sizes. The longest vectorization lasted 1 hour 45 minutes, while the shortest was about 9 minutes. The classification times were longer: from 1 hour 43 minutes to 6 hours 16 minutes. It is important to note that classification times last longer because of the large dimension of word vectors. In our further experiments we will study various methods for dimensionality reduction such as deep autoencoders.
8. Discussion

Since a large wordnet reflects the structure of the lexico-semantic system of a given language it is rarely updated. The vectors once created using the WordNet2Vec method can be treated as a stable and convenient representation of this system and lexical meanings. However, if we would like to operate in a more specific domain such as texts related to biomaterials or those from evolving social media, a wordnet-based knowledge resource should be replaced by another dynamic semantic network. In such cases, it may be necessary to work out some other incremental and efficient WordNet2Vec methods.

In general, the WordNet2Vec validation could be performed with respect to different dimensions: (1) quality for different wordnets (different languages), (2) word vector calculation using various structural measure (we analyzed the lengths of shortest paths), (3) efficiency – algorithms for vector calculations, (4) a method for vector application, in particular vector aggregation for sentences, paragraphs, documents or collections, (5) aggregation utilization dependent on application area (for example sentiment analysis).

9. Conclusions and Future Work

A novel method, namely WordNet2Vec, for word vectorization that enables us to build a more general knowledge representation of texts on the basis of a large wordnet was presented in the paper. It provides a word representation in the vector space by exploiting distance to any other word in the wordnet network. In order to present the pair-wise word distance, the method calculates all-pairs shortest paths in the wordnet.

The usefulness of the WordNet2Vec method was demonstrated in the sentiment analysis problem, that is to say classification in a transfer learning setting using an Amazon reviews dataset. We compared the WordNet2Vec-based classification of sentiment to the Doc2Vec approach. Doc2Vec proved to be more accurate in a homogeneous setting (learning and testing within the same domain). However, in cases of cross domain application (transfer learning), our
method outperformed the Doc2Vec results. Hence, we presented its generalization ability in text classification problems.

There are several potential applications for the WordNet2Vec method such as opinion mining, emotional and controversy analysis, recommendation systems based on textual content, social media analysis, text summarization, document comparison, anti-plagiarism systems, and market basket analysis based on product names and descriptions.

In future work, we would like to investigate different methods of combining word vectors into documents (including various forms of vector normalization), treat WordNet as a multiplex network while calculating shortest paths, reduce the feature space of WordNet2Vec Matrix and validate our method on different sources of data such as Twitter or Facebook. In addition, we are working on methods for shortening the time of All-pairs Shortest Paths computation using various heuristics which will enable us to evaluate WordNet2Vec on larger networks such as BabelNet [43].
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