A insider threat detection system based on user and entity behavior analysis
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Abstract: Under the background of "digital new era", the trend of network environment diversification and personnel technical requirements complexity is becoming more and more intense. After the "Prism Gate" incident was exposed, the public began to think deeply about insider security. At present, most organizations adopt security information and event management (SIEM) security policies and the rules to carry out insider security detection. However, with the surge of insider information data, the number of false alarms and false alarms due to the lack of context increases, which consumes a lot of time and human and material resources. Based on these problems, it is particularly important to develop a new insider safety inspection system and tools. This work proposes to develop an insider threat detection system based on the security strategy of user and entity behavior analysis to realize the detection and analysis of insider threat with high precision. The main work is as follows: This work abandons the traditional SIEM combined rules to determine the anomaly, but adopts the detection strategy of User and Entity Behavior Analysis (UEBA). This work proposes an improved LSTM-GaN insider threat detection algorithm.

1. Introduction

1.1 Insider threat
Insider threat [1] refers to the threat posed to the organization by individuals with legal rights to have an access the internal systems of the organization, including IT breach, intellectual property theft and data fraud. Nowadays, internal threats are having a devastating effect on organizations around the world. The 2018 Insider Threat Report [2] survey shows that 90% of organizations indicate they are vulnerable to insider threats, and main factors include users with excessive access rights, the increasing number of devices that can have access to sensitive data, and the increasing complexity of information technology. In a 12-month period in 2020, 53 percent confirmed that their organization had been attacked from within. According to a U.S. Department of Justice survey, 74% of corporate cybertheft is committed by insiders. And of all cyber incidents reported by 36,000 US enterprises, 40% involved insider attacks [3].

1.2 User and entity behavior analysis
The traditional approach built on features, rules and manual analysis existed a blind spot of security visibility, so it could not automatically adapt to the escape of the attacker, and the policy upgrade often takes months, which has a serious lag effect, and it is even completely impossible to detect the unknown attack. In the case of this dilemma, the security industry turns to the new security paradigm on big data.
drive, security analysis and machine learning, so as to make up for the shortcomings of traditional security. User and entity behavior analysis (UEBA) is a typical new security paradigm using machine learning [4]. In behavioral analysis, a large number of basic data analysis techniques such as statistical analysis and time series analysis are adopted, as well as advanced analysis techniques such as unsupervised learning [5], supervised learning [6] and deep learning [7]. Through machine learning technology, the subtle points that human beings cannot perceive and recognize can be captured from behavioral data, and the behavior patterns and features that do not meet expectations hidden under the surface could be seized. Meanwhile, the behavior analysis driven by machine learning tends to avoid the difficulty and ineffectiveness of manual threshold setting.

2. Design and implementation

2.1 System architecture

As shown in Figure 1, through analysis and modeling of five types of behaviors of users and entities (PC login/log out, U disk access/disconnect, web page access, email communication and file access), portraits are constructed to achieve baseline. The baseline is used to predict the future behavior, and the deviation value is obtained by comparing with the subsequent behavior data, and the deviation value is employed as the indicator of the degree of abnormal behavior. In the UI detection interface, when the comprehensive index reaches a certain level, the person is regarded as abnormal, and the system alarms.
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Figure 1. System architecture

The model training is shown in Figure 2. This study investigates the log-in and log-out of equipment, web page access, use of hard disk drive, email sending, file access and 18-month LDAP data inside the company system. After that, improved LSTM-GAN algorithm [9] developed by the research is employed to train the data set, and the remote host (cloud server) GPU is used for model training. Traffic baselines are generated and predictions are made for the future.
2.2 Algorithm design

The main innovation is that after the GAN auto-encoder, another encoder is added, forming a "encode-decode-encode" structure, which evaluates whether the input behavior is abnormal behavior by comparing the output of the second encoder with the output of the first encoder. The training process of the network also bring in the idea of confrontation training, that is, a discriminator is adopted to judge whether the reconstruction behavior output by the decoder stems from the original behavior or the reconstruction behavior.

As shown in Figure 3, the whole network could be divided into three sub-modules: the auto-encoder module \((G_E, G_D)\), Encoder module \((E)\) and Discriminator module \((D)\). Initially, the input behavior \(x\) gets the eigenvector \(\hat{z}\) in the potential space through the encoder part \(G_E\) in the auto-encoder module, and then the reconstruction behavior \(\hat{x}\) gets through the decoder part \(G_D\). Next, the reconstructed behavior \(\hat{x}\) enters the encoder module \(E\) and obtains the reconstructed eigenvector \(\hat{z}\). Finally, the reconstructed behavior \(\hat{x}\) and the input behavior \(x\) are input into the discriminant \(D\) for judgment.

The first sub-network, shown in Figure 4, is an LSTM Auto Encoder, which is employed to reconstruct the behavior of the input. The Decoder [10] of the auto-encoder is almost identical to the generation network of the LSTM, mapping from a dimensional vector to a 3-channel behavior. The encoder part (Encoder1) of the auto-encoder is the inverse process of the encoder, which maps from a 3-channel behavior feature to a dimensional vector.

The second sub-network is a coding network (Encoder2) that compresses the reconstructed behavior of the first sub-network into a dimensional vector (Bottleneck2). Encoder2 takes the same structure as Encoder1, but the parameters are not identical. This structure abandoned the majority of anomaly detection method based on the encoder which compares the differences between the original behavior and reconstruction to infer abnormal way, and adopted a new method by comparing the original behavior and rebuild behavior in the higher layer abstract space difference to infer abnormal way. An additional layer of abstraction contributes to improve the ability of resisting noise greatly, and learn more robust anomaly detection models.
The third sub-network is a discriminant network (D-NET), which is adopted to distinguish the original behavior and the reconstruction behavior (the behavior generated by G-NET), that is, the original behavior is judged to be true, and the reconstruction behavior is judged to be false. Its structure is identical as the decoding network of the first sub-network. The introduction of D-NET is to recommend the idea of confrontation training, aiming at learning better G-NET.

3. Testing and analysis

3.1 Data preprocessing and feature extraction

| file        | Feature | Feature description                                                                 |
|-------------|---------|--------------------------------------------------------------------------------------|
| http.csv    | url     | The url accessed by the user                                                          |
|             | activity| User behavior on the site                                                             |
|             | hour    | Time spent by users visiting the web (in hours)                                       |
| file.csv    | activity| The type of action a user takes on a file on removable media                          |
|             | hour    | The time that the user operates on the file (in hours)                                |
| email.csv   | to      | Send email                                                                            |
|             | from    | The source of the received email                                                     |
|             | size    | The size of the email.                                                                |
|             | hour    | Time of operation                                                                    |

Data set features are described, as shown in Table 1.

3.2 Loss function

Figure 5(a) Generator loss function curve  Figure 5(b) discriminant loss function curve
The loss function test curves of GAN generator and discriminator are shown in Fig.5 (a) and Fig.5 (b).

### 3.3 Model test

During the whole training process, the input behavior is normal behavior, and the input behavior during the test has normal behavior and abnormal behavior. When the input behavior is abnormal behavior, the encoder $G_E$ encodes its information to obtain the characteristic vector $z$. However, since the network is trained only under the condition of normal behavior, the decoder $G_D$ does not have the ability to reconstruct the abnormal behavior $\tilde{x}$, and then the reconstructed behavior $\tilde{x}$ will lose the information of the abnormal part. When encoded again by the encoder $E$, the reconstructed feature vector obtained naturally does not contain abnormal information, consequently there existed obvious difference between $\tilde{z}$ and $z$, and the absolute value of this difference will be calculated to get the abnormal score of $\mathcal{A}(\tilde{x})$.

$$\mathcal{A}(\tilde{x}) = \|G_E(\tilde{x}) - E(G(x))\|$$  \hspace{1cm} (1)

For the entire test set $\tilde{D}$ can get an exception score set $S=${ $s_i$: $A(\tilde{x}_i)$, $\tilde{x}_i \in \tilde{D}$ }, The whole abnormal score set is normalized.

$$S'_i = \frac{s_{i} - \text{min}(S)}{\text{max}(S) - \text{min}(S)}$$  \hspace{1cm} (2)

The final normalized exception score set $S'$ would be obtained $S'$.

| Step length | 10  | 20  | 40  | 80  |
|-------------|-----|-----|-----|-----|
| hidden layers | 10  | 85.11% | 90.57% | 89.18% | 86.83% |
|             | 2   | 87.28% | 91.14% | 90.35% | 90.53% |
|             | 3   | 88.57% | 90.11% | 91.05% | 90.40% |
|             | 4   | 84.05% | 88.40% | 88.31% | 87.36% |

The experimental results are shown in Table 2. When the step size of hidden layer is set to 80 or 64, the model does not perform significantly better in one of the steps. However, when the step size is 20, the model always performs better and stably, winning or losing each other with the model of 40 steps. Combining the influence of the two parameters on the accuracy and considering the memory overhead, this study selects two hidden layers for the following experiment.

| Hidden layer size | accuracy |
|------------------|----------|
| 64               | 89.38%   |
| 128              | 91.14%   |
| 256              | 90.98%   |
| 512              | 89.27%   |

As shown in Table 3, the table shows the relationship between the size of the hidden layer and the accuracy. It could be seen that between 64 and 128, the accuracy goes up. After 128, the accuracy gradually decreases. The highest accuracy rate was 91.14%.
The relationship between the number of epochs and accuracy is shown in Figure 6. In deep learning, an epoch refers to the whole process of all training samples completing a forward propagation operation and a back propagation operation. Therefore, the number of data samples participating in the training of an epoch is the sum of training samples.

The ROC curve (AUC=0.92) is shown in Figure 7.

4. Conclusion
Extensibility has been considered in the development of this study, that is, the loose coupling method is adopted to design each module. After changing the data acquisition method, threat detection could be carried out according to different situations, such as expanding for other environments such as confidential enterprises or financial institutions. The next work will also provide exception detection for DDoS, XSS, or lateral movement attacks. For the further development of this work, for the normal operation and maintenance of the server, it can provide a more efficient and cost saving detection method for the security team of the government or enterprises.
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