Breaking the Cubic Barrier for (Unweighted) Tree Edit Distance

Xiao Mao
Massachusetts Institute of Technology
xiao_mao@mit.edu

Abstract

The (unweighted) tree edit distance problem for \( n \) node trees asks to compute a measure of dissimilarity between two rooted trees with node labels. The current best algorithm from more than a decade ago runs in \( O(n^3) \) time [Demaine, Mozes, Rossman, and Weimann, ICALP 2007]. The same paper also showed that \( O(n^3) \) is the best possible running time for any algorithm using the so-called decomposition strategy, which underlies almost all the known algorithms for this problem. These algorithms would also work for the weighted tree edit distance problem, which cannot be solved in truly sub-cubic time under the APSP conjecture [Bringmann, Gawrychowski, Mozes, and Weimann, SODA 2018].

In this paper, we break the cubic barrier by showing an \( O(n^{2.9546}) \) time algorithm for the unweighted tree edit distance problem.

We consider an equivalent maximization problem and use a dynamic programming scheme involving matrices with many special properties. By using a decomposition scheme as well as several combinatorial techniques, we reduce tree edit distance to the max-plus product of bounded-difference matrices, which can be solved in truly sub-cubic time [Bringmann, Grandoni, Saha, and Vassilevska Williams, FOCS 2016].

1 Introduction

1.1 Overview

One of the most fundamental problems in computer science is the (string) edit distance problem, studied since the 1960’s. Defined as the minimum number of deletions, insertions or substitutions needed to change one string into another, it is a natural way to measure the dissimilarity between data that can be represented as strings. As a measure for linearly ordered data, edit distance is not as useful when the data is hierarchically organized. For data that is in the form of ordered trees, tree edit distance serves as a natural generalization of edit distance. First introduced by Selkow in 1977 [Sel77], it has found applications in a variety of areas such as computational biology [Gus97, SZ90, HTGK03, Wat95], structured data analysis [BGK03, Cha99, FLMM09], image processing [BK99, KTSK00, KSK01, SKK04], and compiler optimization [DMRW07]. One of the most notable applications is the analysis of RNA molecules whose secondary structures are typically represented as rooted trees [Gus97, HT84].

For two rooted ordered trees whose nodes are labeled with symbols, their tree edit distance is the minimum number of node deletions, insertions, and relabelings needed to change one tree into the other. When a node is deleted, its children become children of its parent. The resulting trees must be structurally identical, where the order of siblings matters, and symbols on corresponding nodes must also match.
Previous results. Prior to our work, there has been a long line of research producing efficient algorithms for tree edit distance, as shown in Table 1. In 1979, Tai [Tai79] gave the first algorithm that computes this metric for two trees of size \( n \) in \( O(n^6) \) time. In 1989, the running time was improved to \( O(n^4) \) by Zhang and Shasha [ZS89], notably by using a dynamic programming approach. Their approach served as the basis for later algorithms. In 1989, Klein [Kle98] obtained an \( O(n^3 \log n) \) time algorithm by adapting a better strategy in deciding the direction of transitions in Zhang and Shasha’s dynamic programming scheme and analyzing the running time using heavy-light decomposition. Finally, Demaine, Mozes, Rossman, and Weimann [DMRW07] improved the running time to \( O(n^3) \) by further optimizing this dynamic programming scheme and showed that their running time is the theoretical lower bound among a certain class of dynamic programming algorithms termed decomposition strategy algorithms by Dulucq and Touzet [DT03, DT05].

| Runtime               | Authors                          | Year |
|----------------------|----------------------------------|------|
| \( O(n^6) \)         | Tai [Tai79]                      | 1979 |
| \( O(n^4) \)         | Shasha and Zhang [ZS89]          | 1989 |
| \( O(n^3 \log n) \)  | Klein [Kle98]                   | 1998 |
| \( O(n^3) \)         | Demaine, Mozes, Rossman, and Weimann [DMRW07] | 2007 |
| \( O(n^{2.9546}) \)  | This paper                      |      |

Table 1: Tree edit distance algorithms

Another algorithm that is not so frequently mentioned in tree edit distance literature is the algorithm by Chen in 2001 [Che01], which is efficient when the number of leaves in one of the trees is small. Despite not being as well-known, Chen’s algorithm is similar to our starting algorithm and will be discussed in detail in Section 3.

All these previous algorithms also compute tree edit distance in a weighted setting where the costs of deletions, insertions, or relabeling are not necessarily 1, but functions of the symbols on the nodes involved. For the weighted case, Bringmann, Gawrychowski, Mozes, and Weimann [BGMW20] showed that a truly sub-cubic\(^1\) time algorithm would imply a truly sub-cubic time algorithm for the All-Pairs Shortest Paths (APSP) problem (assuming alphabet of size \( \Theta(n) \)), as well as an \( O(n^{k(1-\varepsilon)}) \) time algorithm for the Max-weight \( k \)-clique problem (assuming a sufficiently large constant-size alphabet). It is conjectured that neither of these algorithms exists [Vas18], and therefore a truly sub-cubic algorithm for the weighted case is unlikely.

It is interesting to point out that the landscape for the string edit distance problem now drastically differs from that of the tree edit distance problem: there is a quadratic-time fine-grained lower bound for the string edit distance problem based on the Strong Exponential Time Hypothesis (SETH) that also holds for the unweighted case (i.e. unit-cost operations) [BI18, ABV15]. Sub-polynomial improvement has already been found for the unweighted case and the current best running time is \( O(n^2 / \log^2 n) \) for a finite alphabet [MP80] and \( O(n^2 (\log \log n)^2 / \log^2 n) \) for an arbitrary alphabet [BF08].

1.2 Main result

Our main result is the following:

**Theorem 1.1.** There is an \( O(nm^{1.9546}) \) time randomized algorithm and an \( O(nm^{1.9639}) \) time deterministic algorithm that computes the (unweighted) tree edit distance between two trees of sizes \( n \) and \( m \).

\(^1\)By truly sub-cubic we mean \( O(n^{3-\varepsilon}) \) for some constant \( \varepsilon > 0 \).
When \( m = O(n) \), this implies an \( O(n^{2.9546}) \) time randomized and an \( O(n^{2.9639}) \) time deterministic algorithm that solve the tree edit distance problem, which are the first ever known truly sub-cubic algorithms for this problem.

The two exponents in our results are from applications of the work by Bringmann, Grandoni, Saha, and Vassilevska Williams [BGSVW16], which shows that the max-plus product of two bounded-difference \( n \times n \) matrices (i.e. bounded difference between adjacent entries, see Definition 2.7) can be computed in \( O(n^{2.8244}) \) randomized and \( O(n^{2.8603}) \) deterministic time.

Although we focus our discussion on the unweighted setting, our algorithm does not actually require the weights of the operations to be exactly 1. It can be easily verified that our algorithm would also work for weighted tree edit distance where weights are integers bounded by \( W \) with a running time polynomially dependent on \( W \) and with the same exponents on \( n \).

1.3 Related research

The tree edit distance problem in the bounded distance setting and approximation setting has received a lot of attention recently. New work in these areas is all under the unweighted setting.

In the bounded tree edit distance problem, we assume that the distance is upper bounded by a given parameter \( k \). The motivation is that in many practical scenarios, the tree edit distance tends to be small. One of the previous results for the bounded case was due to Touzet [Tou05, Tou07], who gave an algorithm that runs in \( O(nk^3) \) time. Very recently, Akmal and Jin [AJ21] gave an algorithm that runs in \( O(nk^2 \log n) \) time, which is faster when \( k = \omega(\log n) \). For the string edit distance problem, when the distance is at most \( k \), the current best algorithm with running time \( \tilde{O}(n + k^2)^2 \) was due to Myers [Mye86], Landau and Vishkin [LV88], who used suffix tree to improve upon an earlier \( O(nk) \) time algorithm by Ukkonen [Ukk85].

For the approximation problem, the most notable recent result was the \((1 + \varepsilon)\)-approximation algorithm by Boroujeni, Ghodsi, Hajiaghayi, and Seddighin [BGHS19], which runs in \( \tilde{O}(\varepsilon^{-3}n^2) \) time and can be improved to \( \tilde{O}(\varepsilon^{-3}nk) \) if the distance is upper bounded by \( k \). Prior to their research, literature on approximation of tree edit distance was scarce, but approximation of string edit distance had found much popularity [AO12, AKO10, BEG+18, CDG+18, BR20, KS20], which ultimately led to a constant-factor approximation algorithm running in near-linear time [AN20].

There are other variants of the tree edit distance problem. Some examples are those defined on unrooted or unordered trees, or parameterized by the depth or the number of leaves. For a thorough review, one can refer to the comprehensive survey by Bille [Bil05].

1.4 Technique overview

An equivalent maximization problem and why it matters. The most fundamental idea in our approach is to consider the “inverted” maximization problem. Note that the tree edit distance is bounded by the sum of the sizes of the two input trees. We define the non-negative similarity to be the the difference between the sum of the sizes of the two trees and the tree edit distance between them: \( \text{sim}(T_1, T_2) = |T_1| + |T_2| - \text{ed}(T_1, T_2) \). We now show the motivation behind this idea by considering the string edit distance and similarity. Similarity between strings is analogous to Longest Common Subsequence (LCS), but two matching positions contribute 2 to the answer if the characters are the same, and 1 to the answer if the characters differ.

For two strings \( s_1 \) and \( s_2 \), let \( |s| \) be the length of the string \( s \). Let \( s_2[l, r] (1 \leq l \leq r \leq |s_2| + 1) \) be the substring of \( s_2 \) from the \( l \)-th character to the \((r - 1)\)-th character. We consider two \((|s_2| + 1) \times (|s_2| + 1)\) matrices (i.e. bounded difference between adjacent entries, see Definition 2.7) can be computed in \( O(n^{2.8244}) \) randomized and \( O(n^{2.8603}) \) deterministic time.

\[\text{sim}(T_1, T_2) = |T_1| + |T_2| - \text{ed}(T_1, T_2)\]

\[\tilde{O}(\varepsilon^{-3}n^2)\)

By \( \tilde{O} \) we hide \( O(n^{o(1)}) \) factors such as \( \log n \).
matrices: the edit distance matrix \( A(s_1) = a_{ij}(s_1) \), and the similarity matrix \( B(s_1) = b_{ij}(s_1) \), where

\[
a_{ij}(s_1) = \begin{cases} 
\text{ed}(s_1, s_2[i, j]) & \text{if } i \leq j \\
\infty & \text{if } i > j,
\end{cases} \quad b_{ij}(s_1) = \begin{cases} 
\text{sim}(s_1, s_2[i, j]) & \text{if } i \leq j \\
-\infty & \text{if } i > j.
\end{cases}
\]

The reason why we consider these matrices is because it is easy to see that for another string \( s_3 \), let \( s_1 + s_3 \) be the concatenation of \( s_1 \) and \( s_3 \) and we have

\[
a_{ij}(s_1 + s_3) = \min_k \{ a_{ik}(s_1) + a_{kj}(s_3) \},
\]

\[
b_{ij}(s_1 + s_3) = \max_k \{ b_{ik}(s_1) + b_{kj}(s_3) \}.
\]

These transitions take the form of min/max-plus products. Although it is conjectured that in general these products cannot be computed in truly sub-cubic time, more efficient algorithms are possible for matrices with certain special properties. Thus this leads us into a hopeful direction as long as the matrices involved have useful special properties. Consider the following example:

\[
s_1 = "abac", \quad s_2 = "acedca".
\]

We have

\[
A(s_1) = \begin{pmatrix} 
4 & 3 & 2 & 3 & 2 & 3 \\
4 & 3 & 4 & 3 & 4 \\
4 & 4 & 3 & 3 \\
\infty & 4 & 3 \\
& & & & \\
\end{pmatrix}, \quad B(s_1) = \begin{pmatrix} 
0 & 2 & 4 & 4 & 6 & 6 \\
0 & 2 & 2 & 4 & 4 \\
0 & 1 & 3 & 4 \\
-\infty & 0 & 2 \\
& & & & & \\
\end{pmatrix}.
\]

We can see that the similarity matrix \( B(s_1) \) has the following properties:

- Each row of \( B(s_1) \) is monotonically non-decreasing from left to right.
- Each column of \( B(s_1) \) is monotonically non-increasing from top to bottom.

Those properties do not apply to the edit distance matrix \( A(s_1) \), which makes it much less convenient to deal with in its plain form. Moreover, for any two strings \( s_x \) and \( s_y \), from the analogy of similarity to LCS, one can see that similarity matrices have the following property:

- The non-\(-\infty\) entries in the similarity matrix are bounded by \( 2 \min(|s_x|, |s_y|) \).

The non-\(-\infty\) entries of the edit distance matrix, however, are only bounded by \( \max(|s_x|, |s_y|) \), which is greater than \( 2 \min(|s_x|, |s_y|) \) when one of the strings is significantly shorter.

These properties carry over to the tree edit distance problem. We extend these matrices to the problem of computing the edit distance between two trees \( T_1 \) and \( T_2 \). Let \( m = |T_2| \). The entries of a similarity matrix for a forest \( F \) are the similarities between \( F \) and subforests of \( T_2 \), which are defined using a form of depth-first traversal sequence on \( T_2 \). These similarity matrices are \( (2m + 1) \times (2m + 1) \) matrices, and they still inherit the monotone and bounded properties of similarity matrices on strings, and we shall see in Section 3 that the transitions are in the form of max-plus product even on trees.

We utilize the monotone and bounded properties of the matrices and show that the product of the similarity matrices for two forests \( F_1 \) and \( F_2 \) can be computed in \( O(|F_1||F_2|m) \) time using a simple combinatorial
algorithm and some data structure to store and modify the matrices implicitly. Based on a dynamic programming scheme similar to the one in Chen’s algorithm [Che01], we develop a cubic time algorithm which computes the similarity matrix associated with the subtree of every node of the first tree.

Since our cubic algorithm involves max-plus products of similarity matrices, we actually utilize a more generalized type of transitions unseen in the line of algorithms originating from Zhang and Shasha’s algorithm, but used to an extent in Chen’s algorithm. This is an important reason why we are eventually able to reach a truly sub-cubic running time.

To speed-up our algorithm, a more efficient algorithm for the max-plus product is required. One might think that the similarity matrices involved would admit the Anti-Monge property since these matrices do admit this property when defined on strings [AALM90, Sch98]. The famous SMAWK algorithm can compute the max-plus product between two $n \times n$ Anti-Monge matrices in $O(n^2)$ time [AKM+86]. However, we will show in Appendix A that the Anti-Monge property does not hold for similarity matrices defined on trees. Our algorithm exploits a different property.

**Reduction to bounded-difference matrix multiplications using a decomposition scheme.** We notice that the similarity matrix $B$ in the previous string example has the following property:

- Adjacent non-$(-\infty)$ values in $B$ differ by at most 2.

Lemma 4.1 shows that this is true for similarity matrices in general even on trees. Thus it is promising to optimize the cubic time of the algorithm to truly sub-cubic by adopting the truly sub-cubic time algorithm of max-plus product between bounded-difference matrices in [BGSVW16]. However, this cannot be done in a straightforward way. As we shall see, it seems impossible to break the cubic barrier if we compute the similarity matrix associated with the subtree of every node of the first tree, as is the case in the cubic algorithm. In our main algorithm, we decompose the transitions into blocks to skip some of these nodes. This decomposition scheme is the heart of our algorithm.

Let the size of the first tree be $n$. We set a block size $\Delta = n^d$ for some $d$ slightly smaller than 0.5 and we decompose the problem into $O(n/\Delta)$ transitions that either involve concatenating two subforests (type I), which is equivalent to taking the max-plus product of their similarity matrices, or are from a subforest to another subforest that contains it with only $O(\Delta)$ more nodes (type II).

For the type I transitions, we cannot simply call the algorithm in [BGSVW16] as a sub-routine since when $m = n, (n/\Delta)m^{2.8244} > n^3$. Recall that multiplying the similarity matrix for two forests $F_1$ and $F_2$ can be computed in $\tilde{O}(|F_1||F_2|m)$ time. It turns out that if this can be improved to $O(|F_1|^1-\varepsilon m^2)$ time for some $\varepsilon > 0$, the total running time for all these transitions becomes truly sub-cubic. To do this, we first design an efficient sub-routine for max-plus products between matrices where no $-\infty$ below the main diagonal is present. By combining this sub-routine with the algorithm in [BGSVW16], we develop a recursive algorithm that achieves the desired time bound for similarity matrices.

Many of our core ideas are involved in the algorithm for the type II transitions. The main part of the algorithm is a three-part combinatorial method combining many techniques and can be sped up using the monotone and bounded properties of the matrices to $\tilde{O}(n\Delta^4)$, which would already imply a truly sub-cubic total running time for our entire algorithm. We are able to further optimize the running time to $\tilde{O}(n\Delta^3)$ using some data structure for path modifications on trees such as a link/cut tree [SE83]. The non-combinatorial part involves max-plus product of similarity matrices, which can be sped up using the algorithm for the type I transitions so that its contribution to the total running time is also truly sub-cubic.
1.5 Organization

In Section 2, we introduce the notation used throughout the rest of the paper and formally define tree edit distance. We also formally introduce the results on max-plus products of bounded-difference matrices in [BGSVVW16] as well as a computation model for implicitly storing and modifying the row-monotone and column-monotone matrices. In Section 3, we review the line of classic algorithms originating from Zhang and Shasha’s dynamic programming scheme and show why they could not be improved to truly sub-cubic running time. We then review Chen’s algorithm and relate it to our algorithm. In Section 4, we introduce our algorithm in detail. Finally in Section 5, we first discuss how our algorithm can potentially be sped up, and then discuss what future work can be done in the area of tree edit distance.

2 Preliminaries

2.1 Tree edit distance related definitions

The tree edit distance problem involves ordered trees. For an ordered tree $T$, each node of $T$ is labeled with a symbol from some given alphabet $\Sigma$. In this paper, we consider the size of the alphabet to be $O(n)$. For a node $u \in T$, let $\text{par}(u)$ denote the parent node of $u$. Let $\text{root}(T)$ be the root of the tree $T$.

We treat a forest $F$ as ordered as well, meaning that the order between the trees in the forests is important. Under this setting, we can treat a forest $F$ as a tree with a virtual root, and let $\text{par}(v)$ be the virtual root if $v$ is the root of a tree in the forest. Let $\text{sub}(u)$ be the subtree of $u$. We let $L_F$ denote the leftmost tree in $F$ and $R_F$ denote the rightmost tree in $F$. For a tree $T \in F$, let $F - T$ be the forest we get by removing the tree $T$ from $F$ while keeping the order of the remaining trees. Let $|F|$ be the number of nodes in $F$. For a sequence of forests $F_1, F_2, \cdots, F_k$, let $F_1 + F_2 + \cdots + F_k$ be the concatenation of these forests from left to right. For two forests $F_1, F_2$ of $F$, we say $F_1 \subset F_2$ if all nodes in $F_1$ are in $F_2$. When $F_1 \subset F_2$, we use $F_2 \setminus F_1$ to denote the set of nodes in $F_2$ that are not in $F_1$. An empty forest is denoted by $\emptyset$.

For a node $u$ in a forest $F$, let $d(u)$ be the number of children of $u$. For $1 \leq k \leq d(u)$, let $\text{child}(u, k)$ be the $k$-th child of $u$ from left to right. Let $\text{sub}(u, x) = \text{sub}(\text{child}(u, x))$ and $\text{sub}(u, [x, y]) = \text{sub}(u, x) + \text{sub}(u, x+1) + \cdots + \text{sub}(u, y)$. Specifically, for the virtual root $r$ of the forest $F$, let $d(r)$ be the number of trees in $F$ and $\text{child}(r, k)$ be the root of the $k$-th tree from left to right, and define $\text{sub}(r, x)$ and $\text{sub}(r, [x, y])$ similarly.

The node removal operation removes a node $v$ from the forest $F$, and let the children of $v$ become children of $\text{par}(v)$, with the same ordering. The result of the removal is denoted by $F - v$.

**Definition 2.1** (Unweighted Tree Edit Distance). For two forests $F_1$ and $F_2$, we consider the following two types of operations:

- Relabeling: changing the label of a node to another symbol in $\Sigma$.
- Deletion: using the node removal operation to remove a node.

The tree edit distance between $F_1$ and $F_2$, denoted by $\text{ed}(F_1, F_2)$, is the minimum number of operations we can perform on $F_1$ and $F_2$ so that they become identical forests.

Some literature distinguishes between forest edit distance and tree edit distance, but for simplicity we will not make this distinction.

Figure 1 gives an example of tree edit distance between two trees $T_1$ and $T_2$.  
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Figure 1: An optimal series of operations to make $T_1$ and $T_2$ identical is shown, and $ed(T_1, T_2) = 3$.

We now consider an equivalent maximization problem defined on similarity, which uniquely determines the edit distance:

**Definition 2.2 (Similarity).** The similarity between two forests $F_1$ and $F_2$ is defined as $sim(F_1, F_2) = |F_1| + |F_2| - ed(F_1, F_2)$.

Since it is obvious that $ed(F_1, F_2) \leq |F_1| + |F_2|$, similarity is always non-negative.

**Definition 2.3 (Bi-order traversal sequence).** Consider the depth-first traversal of a forest $F$ starting from the virtual root, with subtrees recursively traversed from left to right. From that we can generate a bi-order traversal sequence of length $2|F|$, where each node appears twice, in the following way:

- Start from the empty sequence.
- Every time we enter or leave a node, we attach the node to the end of the sequence (do not attach the virtual root).

We use $F(i)$ to denote the $i$-th node in such sequence.

**Definition 2.4 (Subforest).** For $1 \leq l \leq r \leq 2|F| + 1$, we use $F[l, r)$ to denote the forest obtained by removing from $F$ all nodes that appear at least once in $F(1), F(2), \ldots, F(l-1)$ or $F(r), F(r+1) \ldots F(2|F|)$, and we call such forest a subforest of $F$ (as later illustrated in Figure 2).

For a node $u$, $l(u)$ equals the first index where $u$ appears in the bi-order traversal sequence and $r(u)$ equals one plus the second index where $u$ appears in the sequence. By these definitions, we can see that $F[l, r)$ contains a node $u$ if and only if $l \leq l(u)$ and $r(u) \leq r$ and that $F[l(u), r(u)]$ is equal to $sub(u)$. Note that $F[l, r)$ and $F[l', r')$ might be the same forest for distinct pairs $(l, r)$ and $(l', r')$.

We now introduce the definition of “synchronous subforests,” named in a similar spirit to the term “synchronous decomposition” from the recent $(1+\varepsilon)$-approximation paper [BGHS19], which decomposes the tree to disconnected components that become connected after adding one more node and its incident edges.

**Definition 2.5 (Synchronous subforest).** For a forest $F$, a subforest $F'$ of $F$ is a synchronous subforest of $F$ if there exists a node $u$ that is either a node in $F$ or the virtual root of $F$, and $1 \leq x \leq y \leq d(u)$ such that $F' = sub(u, [x, y])$.

We can see that the node $u$ works as the virtual root of $F'$, and we denote $u$ as $vroot(F')$. Figure 2 shows the bi-order traversal sequence of tree $T$. For node 4, we have $l(4) = 5$ and $r(4) = 11$. It also shows a synchronous subforest $F = T[3, 15]$ whose virtual root is node 3. Note that node 2 and 3 are not in $F(3, 15)$.
since one of their occurrences is not inside the highlighted interval. We can see that this definition is not a one-on-one mapping, since for example $F(5, 15)$ would be identical to $F(3, 15)$.

![Diagram of tree T]

Figure 2: The bi-order traversal sequence and a synchronous subforest of tree $T$

For two nodes $u$ and $v$ labeled with symbols, let $\delta(u, v)$ be equal to 0 if $u$ and $v$ have the same symbols and 1 if their symbols differ. Let $\eta(u, v) = 2 - \delta(u, v)$.

For two nodes $u$ and $v$ such that neither is the ancestor of the other, we have either $r(u) \leq l(v)$ or $r(v) \leq l(u)$, and we say $u$ precedes $v$ if $r(u) \leq l(v)$. For example, node 5 precedes node 6 in the tree $T$ in Figure 2.

**Mapping.** The maximization of the similarity between $F_1$ and $F_2$ can be interpreted as finding a mapping of maximum weight. The mapping we use is identical to the mapping used in Section 2.2 of [ZS89], except for the fact that we are considering similarity.

The mapping is between two sequences of distinct nodes $\{u_1, u_2, \ldots, u_k\} \in V(F_1)^k, \{v_1, v_2, \ldots, v_k\} \in V(F_2)^k$, such that for all $1 \leq i < j \leq k$,

- $u_i$ is an ancestor of $u_j$ in $T_1$ if and only if $v_i$ is an ancestor of $v_j$ in $T_2$,
- $u_j$ is an ancestor of $u_i$ in $T_1$ if and only if $v_j$ is an ancestor of $v_i$ in $T_2$, and
- If neither of $u_i$ and $u_j$ is the ancestor of the other, $u_i$ precedes $u_j$ in $T_1$ if and only if $v_i$ precedes $v_j$ in $T_2$.

For each $i$ we map $u_i$ to $v_i$, and the weight of the mapping is

$$\sum_{1 \leq i \leq k} \eta(u_i, v_i).$$

A node $u \in T_1$ is mapped if $u \in \{u_1, u_2, \ldots, u_k\}$.

Figure 3 shows the mapping of maximum weight between the same $T_1$ and $T_2$ as in Figure 1. Nodes with the same subscripts are mapped to each other. We have $\text{sim}(T_1, T_2) = |T_1| + |T_2| - \text{ed}(T_1, T_2) = 6 + 6 - 3 = 9$, and the mapping indeed has weight 9 since the first pair contributes 1 to the weight and the remaining 4 pairs contribute 2 to the weight.
2.2 Matrix-related definitions and results

Definition 2.6 (Similarity matrix). For two forests $F_1$ and $F_2$, let the similarity matrix $S(F_1, F_2) = s_{i,j}(F_1)$ be a $(2|F_2| + 1) \times (2|F_2| + 1)$ matrix where

$$s_{i,j}(F_1) = \begin{cases} \text{sim}(F_1, F_2[i,j]) & \text{if } i \leq j \\ -\infty & \text{if } i > j \end{cases}.$$

For two compatible matrices $A$ and $B$, we use $A \star B$ to denote the max-plus product of $A$ and $B$, which is a matrix $C = c_{ij}$ where $c_{ij} = \max_k \{a_{ik} + b_{kj}\}$.

An $n \times m$ matrix $A = a_{ij}$ is called row-monotone if $a_{i,j} \leq a_{i,j+1}$ for all $i, j$, and column-monotone if $a_{i+1,j} \leq a_{i,j}$ for all $i, j$.

An $n \times n$ matrix $A$ is called finite-upper-triangular if the entries below the main diagonal are $-\infty$ and the entries elsewhere are finite, and is called $W$-bounded-upper-triangular if $A$ is finite-upper-triangular and the non-$(-\infty)$ entries of $A$ are integers between $0$ and $W$.

Definition 2.7 ($W$-bounded-difference). An $n \times m$ matrix $A = a_{ij}$ is a $W$-bounded-difference matrix if for all $i, j$, we have

$$|a_{i,j} - a_{i,j-1}| \leq W,$$

$$|a_{i,j} - a_{i,j+1}| \leq W.$$

When $W = O(1)$, we say matrix $A$ is a bounded-difference matrix.

A finite-upper-triangular $n \times n$ matrix $M$ is a finite-upper-triangular $W$-bounded-difference matrix if the property in Definition 2.7 holds for all $i \leq j$.

The following result by Bringmann et. al. [BGSVW16] is important for our truly sub-cubic running time:

Theorem 2.8 (Theorem 1 of [BGSVW16]). There is an $O(n^{2.8244})$ time randomized algorithm and an $O(n^{2.8603})$ time deterministic algorithm that computes the min-plus product of any two $n \times n$ bounded-difference matrices.

By negating all the entries in the matrices, their algorithm can also apply to max-plus products.
2.3 A computation model for row-monotone, column-monotone matrices

To speed up matrix manipulations, we store and modify our matrices in an implicit way. We now define a computation model for the matrices involved in our algorithm.

We consider the following range operations for $n \times m$ row-monotone, column-monotone matrices. Given an $n \times m$ matrix $A = a_{ij}$, we can

- Produce a new $n \times m$ matrix $B = [-\infty]_{n,m}$ (i.e. entries of $B$ are all $-\infty$),
- Produce a new matrix $B = A$, or
- Given $i', j'$ and $x \in \mathbb{N} \cup \{-\infty\}$, produce a new matrix $B = b_{ij}$ such that
  \[ b_{ij} = \begin{cases} 
  \max(a_{ij}, x) & \text{if } i \leq i' \text{ and } j' \leq j \\
  a_{ij} & \text{otherwise}
  \end{cases} \]
  and denote such matrix as $B = \text{rangemax}(A, i', j', x)$.

We also consider the following range queries on an $n \times m$ row-monotone, column-monotone matrix $A$:

- Given $i, j$, query $A_{ij}$,
- Given $i, x$, query $\text{mincol}(A, i, x) = \min\{j \mid A_{ij} \geq x\}$ or any index in $[1, m]$ if such $j$ does not exist, or
- Given $j, x$, query $\text{maxrow}(A, j, x) = \max\{i \mid A_{ij} \geq x\}$ or any index in $[1, n]$ if such $i$ does not exist.

There are well-known data structures (e.g. persistent 2D segment trees) that can perform the mentioned range operations and range queries in $\tilde{O}(1)$ time assuming that all matrices involved are created using our model.

3 Review of previous algorithms

Per convention, given a forest $F$, let $\ell_F = \text{root}(L_F)$ and $r_F = \text{root}(R_F)$. Let $L'_F$ denote $F - R_F$, $R'_F$ denote $F - L_F$, $R_F^0$ denote $R_F - r_F$ and $L_F^0$ denote $L_F - \ell_F$.

Zhang and Shasha’s algorithm and its descendents. The current mainstream algorithms for the tree edit distance problem are based on Zhang and Shasha’s first $O(n^4)$ algorithm in 1989, assuming that both trees are of size $n$. It computes $\text{ed}(F_1, F_2)$ for two forests $F_1$ and $F_2$ recursively as follows [ZS89]:

- If either of $F_1, F_2$ is empty, we have
  \[ \text{ed}(F_1, \emptyset) = |F_1|, \text{ed}(\emptyset, F_2) = |F_2|. \]  

- Otherwise, we recurse with
  \[ \text{ed}(F_1, F_2) = \min \left\{ \begin{array}{l}
  \text{ed}(F_1 - r_{F_1}, F_2) + 1 \\
  \text{ed}(F_1, F_2 - r_{F_2}) + 1 \\
  \text{ed}(R_{F_1}^0, R_{F_2}^0) + \text{ed}(L_{F_1}', L_{F_2}') + \delta(r_{F_1}, r_{F_2})
  \end{array} \right\}. \]
Note that our choice of matching from the right side in (2) is arbitrary. Klein [Kle98] improves the algorithm to \(O(n^3 \log n)\) time by matching from the side determined by a rule: if \(\text{size}(L_{F_1}) > \text{size}(R_{F_1})\), then we still recurse with (2), but if \(\text{size}(L_{F_1}) \leq \text{size}(R_{F_1})\), we instead recurse with

\[
\text{ed}(F_1, F_2) = \min \left\{ \begin{array}{l}
\text{ed}(F_1 - \ell_{F_1}, F_2) + 1 \\
\text{ed}(F_1, F_2 - \ell_{F_2}) + 1 \\
\text{ed}(L_{F_1}^r, L_{F_2}^r) + \text{ed}(R_{F_1}^r, R_{F_2}^r) + \delta(\ell_{F_1}, \ell_{F_2})
\end{array} \right. . (3)
\]

Since an improved strategy in the direction of recursion gives us an improvement in running time, it is natural to ask whether we can further improve this running time by further improving our strategy. We note that in Klein’s algorithm, we always make our decision based on the sizes of the trees in \(F_1\). In [DMRW07], a strategy with the idea of switching the roles of \(F_1\) and \(F_2\) when \(|F_2| > |F_1|\) was introduced and proved to be optimal, but it only improved the algorithm to \(O(n^3)\). This means that no improvement of Zhang and Shasha’s algorithm in this way can break the cubic barrier.

**Limitation of Zhang and Shasha’s dynamic programming scheme.** In fact, it is no surprising that improvement of Zhang and Shasha’s dynamic programming scheme cannot give us a sub-cubic running time. Recall that the weighted case of tree edit distance is unlikely to be solvable in truly sub-cubic time [BGMW20], so in order to break the cubic barrier in the unweighted case, we need to find an algorithm that has a running time specific to the unweighted case. We note that the transition types in Zhang and Shasha’s dynamic programming scheme are rather limited, making it unlikely that some variant of the algorithm could have different running times between the unweighted case and the weighted case. To illustrate our point, let \(N = 2|F_2| + 1\). We note that

\[
(L_{F_2}^o, R_{F_2}^o) = (F_2[1, r(\ell_{F_2}) - 1), F_2[r(\ell_{F_2}), N]), \\
(L_{F_2}^r, R_{F_2}^r) = (F_2[1, l(\ell_{F_2})], F_2[l(\ell_{F_2}) + 1, N]), \\
F_2 - \ell_{F_2} = F_2[2, N], \\
F_2 - r_{F_2} = F_2[1, N - 1].
\]

We can see that the transitions only involve \(F_2[1, k]\) for \(k \in \{l(\ell_{F_2}) - 1, N - 1\}\), and \(F_2[k, N]\) for \(k \in \{r(\ell_{F_2}), l(\ell_{F_2}) + 1, 2\}\). Thus only a constant amount of values of \(k\) are involved. We now introduce an algorithm that uses more types of transitions.

**Chen’s algorithm and its relation to our algorithm.** Chen’s algorithm from 2001 [Che01] is as follows:

- If both \(F_1, F_2\) contain only one tree, we recurse with

\[
\text{ed}(F_1, F_2) = \min \left\{ \begin{array}{l}
\text{ed}(F_1 - \text{root}(F_1), F_2) + 1 \\
\text{ed}(F_1, F_2 - \text{root}(F_2)) + 1 \\
\text{ed}(F_1 - \text{root}(F_1), F_2 - \text{root}(F_2)) + \delta(\text{root}(F_1), \text{root}(F_2))
\end{array} \right. . (4)
\]

- If \(F_1\) is a forest and \(F_2\) is a tree, we recurse with

\[
\text{ed}(F_1, F_2) = \min \left\{ \begin{array}{l}
\text{ed}(F_1, F_2 - \text{root}(F_2)) + 1 \\
\text{ed}(R_{F_1}, F_2) + |F_1| - |R_{F_1}| \\
\text{ed}(F_1 - R_{F_1}, F_2) + |R_{F_1}|
\end{array} \right. . (5)
\]
• If $F_1$ is a tree and $F_2$ is a forest, we recurse with

$$
ed(F_1, F_2) = \min \left\{ \text{ed}(F_1 - \text{root}(F_1), F_2) + 1, \min_{T \in F_2} \{ \text{ed}(F_1, T) + |F_2| - |T| \} \right\}. \quad (6)$$

• If both $F_1$ and $F_2$ are forests, let $\Delta(F_2, x) = |F_2| - |F_2[1, x]| - |F_2[x, N]|$, and we recurse with

$$
ed(F_1, F_2) = \min \left\{ \text{ed}(R_{F_1}, F_2) + |F_1| - |R_{F_1}|, \text{ed}(F_1 - R_{F_1}, F_2) + |R_{F_1}|, \min_{l \in \text{leaves}(F_2)} \{ \text{ed}(F_1 - R_{F_1}, F_2[1, r(l) + 1]) + \text{ed}(F_1, F_2[r(l) + 1, N]) + \Delta(F_2, r(l) + 1) \} \right\}. \quad (7)$$

Chen’s algorithm is notably efficient when the number of leaves in the input forests is small, but has a running time of $O(n^3)$ in the general case. Chen himself erroneously claimed a running time of $O(n^{3.5})$ in [Che01]. His mistake was only pointed out in a recent work by Schwarz, Pawlik and Augsten [SPA17]. Despite its slow running time, Chen’s algorithm has more general transition types compared to Zhang and Shasha’s algorithm and its descendants — $F_2[1, k]$ and $F_2[k, N]$ are involved for much more possible values of $k$ in (7).

We now show how Chen’s dynamic programming scheme relates to ours, which will be fully introduced in Section 4.1. The significance of considering the equivalent maximization problem on similarity is that if we write out the equivalent transition of (7) for similarity, we get

$$
sim(F_1, F_2) = \max \left\{ \text{sim}(R_{F_1}, F_2), \text{sim}(F_1 - R_{F_1}, F_2), \max_{l \in \text{leaves}(F_2)} \{ \text{sim}(F_1 - R_{F_1}, F_2[1, r(l) + 1]) + \text{sim}(R_{F_1}, F_2[r(l) + 1, N]) \} \right\}, \quad (8)$$

where no extra terms involving sizes of subforests are present. We can further generalize this into

$$
sim(F_1, F_2) = \max_{1 \leq k \leq N} \{ \text{sim}(F_1 - R_{F_1}, F_2[1, k])) + \text{sim}(R_{F_1}, F_2[k, N]) \}. \quad (9)$$

The transition can now be written as max-plus product: $S(F_1, F_2) = S(F_1 - R_{F_1}, F_2) \ast S(R_{F_1}, F_2)$. The price we pay is that the new dynamic programming scheme is no longer as efficient when the number of leaves in $F_2$ is bounded, but this is an affordable loss since we consider the general case where there is no limit on the number of leaves.

Finally, we want to point out that although our algorithm is the first truly sub-cubic algorithm for the unweighted tree edit distance problem, it is not the first ever to relate tree edit distance with matrix multiplication, since Chen himself was able to reduce his dynamic programming scheme to min-plus product using a different approach [Che01, SPA17].

4 Our algorithm

In this section we introduce our algorithm in detail. In Section 4.1 we introduce the dynamic programming scheme we start with and a novel cubic algorithm based on this scheme, and motivate the decomposition scheme that we will use to break the cubic barrier. Section 4.2 introduces our main algorithm based on that decomposition scheme, which involves two different types of transitions. Section 4.3 introduces how the type
II transitions between two synchronous subforests with small difference in sizes can be done. Finally, Section 4.4 introduces how the type I transitions which require more efficient computation of max-plus products can be done via a reduction to max-plus product between bounded-difference matrices.

We will assume that the input forests are two trees $T_1$ and $T_2$. It is easy to extend our algorithm to generic forests. We also assume that $|T_1| \geq |T_2|$. We will use the shorthand $S(F) = S(F, T_2)$ for any forest $F$ since the second argument will always be $T_2$ in our algorithm.

4.1 A novel cubic algorithm

4.1.1 Our dynamic programming scheme

Given a forest $F$, we use the following dynamic programming scheme to compute $S(F)$:

- Basic case: $S(\emptyset)$ is a $(2|T_2| + 1) \times (2|T_2| + 1)$ finite-upper-triangular matrix whose entries on or above the main diagonal are all zero.

- If $F$ contains one tree, let $u = \text{root}(F)$ and we recurse with

  $$s_{i,j}(F) = \max \left\{ s_{i,j}(F - u) \right\}$$

  $$\max \left\{ s_{i,j}(F - u) \right\} \leq s_{i,j}(F - u) + \eta(u, v) \quad \text{.}$$

  (10)

- Otherwise, as justified at the end of Section 3 (Equations 8 and 9), we recurse with

  $$S(F) = S(F - R_F) \ast S(R_F) \quad \text{.}$$

  (11)

One can see that to compute $S(T_1)$, our dynamic programming scheme recursively computes exactly $S(\text{sub}(u))$ and $S(\text{sub}(u, [1, k]))$ for all $u \in T_1, 2 \leq k \leq d(u)$, which gives us $O(|T_1|)$ similarity matrices in total.

Since we need to compute max-plus products between $(2|T_2| + 1) \times (2|T_2| + 1)$ matrices $O(|T_1|)$ times, the total running time is $O(|T_1||T_2|^3)$. To show that our new dynamic programming approach is promising, we now show how to improve the running time to cubic by exploiting the properties of the matrices using simple combinatorial methods.

4.1.2 Properties of similarity matrices

We note that for any forest $F$, $S(F)$ is row-monotone and column-monotone: for $i' \leq i \leq j, j' \leq T_2[i,j] \subset T_2[i',j']$ and a mapping from $F$ to $T_2[i,j]$ is also a mapping from $T_2[i',j']$. We also note that $S(F)$ is $2\min(|F|, |T_2|)$-bounded-upper-triangular: there are at most $\min(|F|, |T_2|)$ mapped pairs in a mapping between $F$ and $T_2$ and each pair only contributes at most 2 to the answer. Finally, we show the following:

**Lemma 4.1.** For any forest $F$, $S(F)$ is a finite-upper-triangular-2-bounded-difference matrix.

**Proof.** We show $\text{sim}(F, T_2[i,j] + 1) \leq \text{sim}(F, T_2[i,j] + 2)$. The other direction is similar. If $T_2[i,j] + 1 = T_2[i,j]$ then $\text{sim}(F, T_2[i,j] + 1) = \text{sim}(F, T_2[i,j])$. Otherwise let $u$ be the unique node in $T_2[i,j] + 1 \setminus T_2[i,j]$. If $u$ is not mapped in the mapping that maximizes $\text{sim}(F, T_2[i,j] + 1)$, then the mapping is also a valid mapping between $F$ and $T_2[i,j]$ and we have $\text{sim}(F, T_2[i,j] + 1) \leq \text{sim}(F, T_2[i,j])$. Otherwise if $u$ maps to $v \in T_2[i,j]$, remove $u$ and $v$ from the mapping and we get a valid mapping between $F$ and $T_2[i,j]$. Therefore we have $\text{sim}(F, T_2[i,j] + 1) - \eta(u, v) \leq \text{sim}(F, T_2[i,j])$. Since $\eta(u, v) \leq 2$, we have $\text{sim}(F, T_2[i,j] + 1) \leq \text{sim}(F, T_2[i,j]) + 2$. \hfill $\square$
4.1.3 Optimization to cubic

We now show how to compute the similarity matrices involved in our dynamic programming scheme in cubic time, relying on the fact that $S(F)$ is row-monotone, column-monotone and $2|F|$-bounded-upper-triangular. Our main sub-cubic algorithm will also rely on the finite-upper-triangular-bounded-difference property, where the cubic algorithm here is used as a sub-routine for obtaining similarity matrices for small sub-forests of $T_1$.

We first prove the following theorem, where we are using the range operation/query model from Section 2.3.

**Theorem 4.2.** For a forest $F$, $S(F)$ can be computed in $\tilde{O}(|F|^2|T_2|)$ time.

Note the apparently nonsensical running time: if $|F| = o(|T_2|^{0.5})$, then $S(F)$ can be computed in $o(|T_2|^2)$ time, smaller than the number of entries in $S(F)$. This is because we are using the model in Section 2.3, and the running time here means that we can answer all the defined range queries on $S(F)$ after some $o(|T_2|^2)$ time pre-processing.

In order to prove Theorem 4.2, we will need to show the following:

**Lemma 4.3.** Let $A, B$ be $n \times n$ row-monotone, column-monotone matrices. If $A$ is $m_A$-bounded-upper-triangular and $B$ is $m_B$-bounded-upper-triangular, then $C = A \ast B$ can be computed in $\tilde{O}(m_A m_B n)$ time.

**Proof of Theorem 4.2 from Lemma 4.3.** Consider applying Lemma 4.3 to our dynamic programming scheme. Every time we multiply the similarity matrices of two subforests $F_1$ and $F_2$, we contribute $\tilde{O}(|F_1||F_2||T_2|)$ to the total running time. We know the sum of $|F_1||F_2|$ across all multiplications is $O(|F|^2)$ from a classic argument: $|F_1||F_2|$ is the number of pairs of nodes $(x, y)$ where $x \in F_1$ and $y \in F_2$ and each $(x, y)$ pair will only be counted once. Therefore the total running time is $\tilde{O}(|F|^2|T_2|)$.

This proof also implies the following corollary, which will be used again in our main truly sub-cubic algorithm:

**Corollary 4.4.** Let $\{F_1, F_2, \cdots, F_k\}$ be a sequence of forests. For $1 \leq l \leq k$, let $G_l = F_1 + F_2 + \cdots + F_l$ be the $l$-th prefix sum. Then the sequence of similarity matrices of prefix sums $\{S(G_1), S(G_2) \cdots S(G_k)\}$ can be computed in $\tilde{O}(|G_k|^2|T_2|)$ time. The same result holds for suffix sums.

To prove Lemma 4.3, Algorithm 1 computes $C = A \ast B$ in $\tilde{O}(m_A m_B n)$ time.

**Algorithm 1** Computation of $C = A \ast B$ in Lemma 4.3

1: procedure MUL1($A, B$)
2: \hspace{1em} $C \leftarrow [-\infty]_{n,n}$
3: \hspace{1em} for $j \in [1, n]$ do
4: \hspace{2em} for $x \in [0, m_B]$ do
5: \hspace{3em} for $y \in [0, m_A]$ do
6: \hspace{4em} $k \leftarrow \text{maxrow}(B, j, x)$
7: \hspace{4em} $i \leftarrow \text{maxrow}(A, k, y)$
8: \hspace{4em} $C \leftarrow \text{rangemax}(C, i, j, A_{i,k} + B_{k,j})$
9: \hspace{3em} end for
10: \hspace{2em} end for
11: \hspace{1em} end for
12: end procedure
To show its correctness, a triple \((i, k, j)\) is useful if \(A_{i,k} + B_{k,j} \geq C_{i,j}\) and \(\max(A_{i+1,k} + B_{k,j}, A_{i,k+1} + B_{k+1,j}) < C_{i,j}\). A triple \((i, k, j)\) is covered by the algorithm if \(\text{rangemax}(C, i, j, A_{i,k} + B_{k,j})\) has been produced on line 8. It suffices to show that all useful triples are covered. We can see that a triple \((i, k, j)\) cannot be useful when

\[ A_{i,k} = A_{i+1,k}, \text{ since if } A_{i,k} + B_{k,j} \geq C_{i,j}, \text{ then } A_{i+1,k} + B_{k,j} = A_{i,k} + B_{k,j} \geq C_{i,j}, \text{ or } \]

\[ B_{k,j} = B_{k+1,j}, \text{ since if } A_{i,k} + B_{k,j} \geq C_{i,j}, \text{ then } A_{i,k+1} + B_{k+1,j} \geq A_{i,k} + B_{k,j} \geq C_{i,j}. \]

Therefore, \(A_{i,k}\) must be the last occurrence of its value on column \(k\) of \(A\) and \(B_{k,j}\) must be the last occurrence of its value on column \(j\) of \(B\). We can now see that the algorithm indeed covers all useful triples.

Note that in our dynamic programming scheme we also need to deal with the case of Equation 10. This can easily be done in \(O(|T_2|)\) time by first initializing \(S(F)\) with \(S(F - u)\) and then enumerating the \(O(|T_2|)\) nodes \(v \in T_2[i, j]\) and replacing \(S(F)\) with \(\text{rangemax}(S(F), l(v), r(v), s_{l(v)+1,x(v)-1}(F - u) + \eta(u, v))\).

Finally, it seems that the logarithmic factors in our cubic algorithm can be removed by using some more time-efficient way to store the matrices (e.g. by maintaining two 2D tables for a similarity matrix \(A\) storing the values of \(\text{mincol}(A, i, x)\) and \(\text{maxrow}(A, j, x)\)). We do not give the full details here since we focus on polynomial improvements.

Breaking the cubic barrier? Unfortunately, the running time of our dynamic programming scheme cannot be improved to truly sub-cubic in a straightforward way. Consider the amount of information necessary to represent \(S(\text{sub}(u))\) for some \(u \in T_1\). Intuitively, for each row \(i\), we need the value of \(\text{mincol}(S(\text{sub}(u)), x)\) for every \(x \in [0, 2 \min(|T_2|, |\text{sub}(u)|)]\), which gives \(O(|T_2| \min(|T_2|, |\text{sub}(u)|))\) different \((i, x)\) pairs. Since the sum of \(\min(|T_2|, |\text{sub}(u)|)\) across all \(u \in T_1\) is \(O(|T_1||T_2|)\), the total amount of information needed to represent the similarity matrices for subtrees of every node in \(T_1\) is already \(O(|T_1||T_2|^2)\). It seems impossible for us to be able to find a more efficient way to represent all these similarity matrices. Therefore, in order to break the cubic barrier, we cannot compute \(S(\text{sub}(u))\) one by one for every \(u \in T_1\). In our main algorithm, we use a decomposition scheme to decompose the transitions into blocks in order to skip some of the nodes in \(T_1\).

4.2 Main algorithm

4.2.1 Overview

Our main algorithm is based on the following decomposition scheme: for a block size \(\Delta\), we decompose the computation of \(S(T_1)\) into \(O(|T_1|/\Delta)\) transitions between synchronous subforests (Definition 2.5) of the following two types:

- Type I: transition from two synchronous subforests \(F_1\) and \(F_2\) to \(F_1 + F_2\), where \(F_1 + F_2\) is also a synchronous subforest and both \(|F_1|\) and \(|F_2|\) are no less than \(\Delta\).

- Type II: transition from synchronous forest \(F_1\) to synchronous forest \(F_2\) such that \(F_1 \subset F_2\) and \(|F_2| - |F_1| = O(\Delta)\).

For the type I transitions, in Section 4.4 we will show the following theorem.
Theorem 4.5. Let $A$, $B$ be row-monotone, column-monotone and finite-upper-triangular-bounded-difference $n \times n$ matrices whose entries on the main diagonals are zero. If $A$ is $m$-bounded-upper-triangular, then $C = A \ast B$ can be computed in $\text{MUL}(m, n) = \tilde{O}(m^{0.9038} n^2)$ randomized and $\text{MUL}(m, n) = \tilde{O}(m^{0.9250} n^2)$ deterministic time.

Theorem 4.5 implies that $S(F_1) \ast S(F_2)$ can be computed in $\text{MUL}(\min(|F_1|, |F_2|, |T_2|), |T_2|)$ time.

For the type II transitions, in Section 4.3 we will show the following:

**Theorem 4.6.** Let $F$ be a forest and let $F'$ be a synchronous subforest of $F$. If $S(F')$ is known, then $S(F)$ can be computed in $\tilde{O}(\text{MUL}(|F| - |F'|, |T_2|) + |T_2|(|F| - |F'|)^3)$ time, where $\text{MUL}(|F| - |F'|, |T_2|)$ refers to the running time in Theorem 4.5.

In Section 4.2.2 we give our implementation of the decomposition scheme, and in Section 4.2.3 we analyze its running time using Theorem 4.5 and Theorem 4.6.

### 4.2.2 Implementation

Algorithm 2 implements the decomposition scheme. For a synchronous subforest $F$, if $F$ contains more than one trees and both $|L_F|$ and $|R_F|$ are no less than $\Delta$, we compute $S(F)$ using a type I transition from $L_F$ and $F - L_F$. Otherwise, we find a synchronous subforest $F'$ of $F$ such that $|F| - |F'|$ is $O(\Delta)$ and use a type II transition from $F'$ to $F$. To do this, if $|F| \leq 3\Delta$ we let $F' = \emptyset$. Otherwise we let $F' = F$, keep removing some part from $F'$ and stop when the next removal will result in $|F| - |F'|$ being greater than $2\Delta$.

We now show that the total amount of transitions is indeed $O(|T_1|/\Delta)$. Note that each time we have a type I transition, we merge two subforests both of sizes no less than $\Delta$, so the total number of such transitions is $O(|T_1|/\Delta)$. For the type II transitions, we further divide them into two cases:

- (The first case) $F'$ contains less than two trees or one of $|L_{F'}|$ and $|R_{F'}|$ is less than $\Delta$, or
- (The second case) $F'$ contains at least two trees and both $|L_{F'}|$ and $|R_{F'}|$ are no less than $\Delta$.

For the first case, we have $|F| - |F'| > \Delta$ since otherwise we would not have stopped the removal process. Note that $F \setminus F'$ is disjoint across different type II transitions. Therefore there are no more than $|T_1|/(\Delta + 1) = O(|T_1|/\Delta)$ type II transitions of the first case. For the second case, we can see that the transition we will use to compute $S(F')$ in the next recursive call will be type I. Therefore, the total number of type II transitions of the second case is bounded by the total number of type I transitions, which as we have already shown is $O(|T_1|/\Delta)$.

### 4.2.3 Total running time

We analyze the total running time of our algorithm for the randomized case only since the analysis for the deterministic case is nearly identical.

The total running time for the type II transitions is $\tilde{O}((|T_1|/\Delta)(\text{MUL}(\Delta, |T_2|) + |T_2|\Delta^3))$, which equals $\tilde{O}(|T_1||T_2|^2/\Delta^{0.0952} + |T_1||T_2|\Delta^2)$.

We relate the running time for the type I transitions to a value that is easier to analyze. Let $X$ be the total running time for the type I transitions, and let $Y$ be what the total running time for the type I transitions would be if $\text{MUL}(\min(|F_1|, |F_2|, |T_2|), |T_2|)$ equaled $O(\min(|F_1|, |F_2|, |T_2|)|T_2|^2)$ instead of $\tilde{O}(\min(|F_1|, |F_2|, |T_2|)^{0.9038}|T_2|^2)$. Since $\min(|F_1|, |F_2|, |T_2|) \geq \Delta$, $X = O(Y/\Delta^{0.0952})$. 
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Algorithm 2 Computation of $S(F)$ by decomposition

1: procedure COMPUTE($F$)
2:   if $L_F \neq R_F$ AND $|L_F| \geq \Delta$ AND $|R_F| \geq \Delta$ then
3:     COMPUTE($L_F$)
4:     COMPUTE($F - L_F$)
5:     Compute $S(F) = S(L_F) \star S(F - L_F)$ using Theorem 4.5
6:   else
7:     if $|F| \leq 3\Delta$ then
8:       $F' \leftarrow \emptyset$
9:     else
10:    $F' \leftarrow F$
11:    while TRUE do
12:       $F_{\text{NEXT}} \leftarrow F'$
13:       if $F'$ contains only one tree then
14:          $F_{\text{NEXT}} \leftarrow F' - \text{root}(F')$
15:       else
16:          if $|L_{F'}| < |R_{F'}|$ then
17:             $F_{\text{NEXT}} \leftarrow F' - L_{F'}$
18:          else
19:             $F_{\text{NEXT}} \leftarrow F' - R_{F'}$
20:       end if
21:     end if
22:     if $|F| - |F_{\text{NEXT}}| > 2\Delta$ then
23:        break
24:     end if
25:     $F' \leftarrow F_{\text{NEXT}}$
26:    end while
27:    COMPUTE($F'$)
28:  end if
29:  Compute $S(F)$ from $S(F')$ using Theorem 4.6
30: end if
31: end procedure

We now obtain a bound on $Y$. If both $|F_1|$ and $|F_2|$ are greater than $|T_2|$, the total number of such transitions is $O(|T_1|/|T_2|)$, so the total running time is $O((|T_1|/|T_2|) \times |T_2|^3) = O(|T_1| |T_2|^2)$. If $\min(|F_1|, |F_2|) \leq |T_2|$, we adapt the classic argument on small to large merging: when we are multiplying the similarity matrices for two subforests, each node in the smaller subforest contributes $O(|T_2|^2)$ to the total running time. Since the size of the smaller forest is no more than $|T_2|$, the sum of the total number of nodes in the smaller forests across all multiplications is $O(|T_1| \log |T_2|) = \tilde{O}(|T_1|)$, and we have $Y = \tilde{O}(|T_1| |T_2|^2)$. Therefore $X = \tilde{O}(|T_1| |T_2|^2 / \Delta^{0.0952})$.

The total running time for the two types combined is

$$\tilde{O}(|T_1| |T_2|^2 / \Delta^{0.0952} + |T_1| |T_2| \Delta^2)$$

where the hidden sub-polynomial factors are not dependent on $|T_1|$. By setting $\Delta \approx |T_2|^{0.4773}$ we get the bound in Theorem 1.1.
4.3 Transition between synchronous subforests

In this section we show that Theorem 4.6 is true, thereby verifying that the type II transitions can be done within the desired time bound.

To get the similarity matrix for forest $F$ given the similarity matrix for $F'$, we need to consider mapping the nodes in $F \setminus F'$ to $T_2$. As shown in Figure 4a, we consider the path between $v_{\text{root}}(F)$ and $v_{\text{root}}(F')$ in forest $F$:

$$v_{\text{root}}(F) = u_0 \rightarrow u_1 \rightarrow u_2 \rightarrow \cdots \rightarrow u_k = v_{\text{root}}(F')$$

where all nodes except $u_0$ is in $F$. For $1 \leq i \leq k$, let $l_i$ be the subforest consisting of subtrees of siblings of $u_i$ to the left of $u_i$ from left to right, and let $r_i$ be the subforest consisting of subtrees of siblings to the right of $u_i$ from left to right. We also let $l_{k+1}$ be the subforest consisting of subtrees of children of $u_k$ to the left of $F'$, and $r_{k+1}$ be the subforest consisting of subtrees of children of $u_k$ to the right of $F'$. For simplicity, in Figure 4a subforests are drawn as if they were subtrees.

For $j \geq i$, let $l_{i,j}$ be the subforest $l_i + l_{i+1} + \cdots + l_j$ and let $r_{i,j}$ be the subforest $r_j + r_{j-1} + \cdots + r_i$. From Corollary 4.4 it is easy to see that $S(l_{i,j})$ and $S(r_{i,j})$ across all $1 \leq i \leq j \leq k + 1$ can be computed in $O((|T_2|(|F| - |F'|)^3)$ time.

If none of $u_1, u_2, \cdots, u_k$ is mapped, then the contribution to $S(F)$ will be $S(l_{1,k+1}) \ast S(F') \ast S(r_{1,k+1})$, which can be computed in $\text{MUL} \left( \min(|F| - |F'|, |T_2|, |T_2|) \right)$ time. For the case where at least one of $u_1, u_2, \cdots, u_k$ is mapped, we first define a restricted version of the similarity matrix of a tree where the root must be mapped:

**Definition 4.7** (Restricted similarity matrix). For a tree $T$, the restricted similarity matrix $\hat{S}(T) = \hat{s}_{i,j}(T)$ is a $(2|T_2| + 1) \times (2|T_2| + 1)$ matrix where

$$\hat{s}_{i,j}(T) = \begin{cases} \max_{v \in T_2[i,j]} \{ \text{sim}(T - \text{root}(T), \text{sub}(v) - v) + \eta(\text{root}(T), v) \} & \text{if } i \leq j \text{ and } T_2[i,j] \neq \emptyset \\ -\infty & \text{if } i > j \text{ or } T_2[i,j] = \emptyset \end{cases}.$$

The transition from $S(F')$ to $S(F)$ consists of three parts:

- (Bottom) For the largest $y$ such that $u_y$ is mapped, the transition from $S(F')$ to $\hat{S}(\text{sub}(u_y))$,
- (Middle) For all $(x, y)$ pairs where $x < y$, the transition from $\hat{S}(\text{sub}(u_y))$ to $\hat{S}(\text{sub}(u_x))$, and
- (Top) For the smallest $x$ such that $u_x$ is mapped, the transition from $\hat{S}(\text{sub}(u_x))$ to $S(F)$.

4.3.1 Final transitions from restricted similarity matrices (top)

We first show how to do the top transitions since they do not involve computation of the restricted similarity matrices. We show:

**Lemma 4.8.** If $\hat{S}(\text{sub}(u_x))$ is known for all $1 \leq x \leq k$, $S(F)$ can be computed in $\tilde{O}(\text{MUL}(|F| - |F'|, |T_2|, |T_2| + |T_2|(|F| - |F'|)^3)$ time.
To compute $S(F)_{i,j} = \text{sim}(F, T_2[i, j])$, we can enumerate the smallest $x$ such that $u_x$ maps to some node $v \in T_2[i, j]$. Then as shown in Figure 4b, we have

- Nodes in $l_{1,x}$ map to nodes in $T_2[i, l(v))$, contributing $s_{i,l(v)}(l_{1,x})$,
- Nodes in $\text{sub}(u_x)$ map to nodes in $T_2[l(v), r(v))$, contributing $\tilde{s}_{l(v),r(v)}(\text{sub}(u_x))$, and
- Nodes in $r_{1,x}$ map to nodes in $T_2[r(v), j)$, contributing $s_{r(v),j}(r_{1,x})$. 

Figure 4: Transition between synchronous subforests
The total contribution will be \( s_{i, l(v)}(l_{1, x}) + \tilde{s}_{l(v), r(v)}(\text{sub}(u_x)) + s_{r(v), j}(r_{1, x}) \). Note that \( \tilde{s}_{l(v), r(v)}(\text{sub}(u_x)) \) might actually correspond to a mapping where \( u_x \) is mapped to some node other than \( v \) in \( T_2[l(v), r(v)] \), but this still gives us a valid mapping overall and does not affect the correctness of our algorithm. There are still \( O(\lceil T_2 \rceil^3(|F| - |F'|)) \) quadruples \((i, j, x, v)\), but as shown in Algorithm 3, we can cut the number of quadruples to \( O(\lceil T_2 \rceil(|F| - |F'|)^3) \) using an idea similar to the one in Algorithm 1.

Algorithm 3 Computation of \( S(F) \) from \( \tilde{S}(\text{sub}(u_x)) \)

1: \( S(F) \leftarrow S(l_{1, k+1}) \ast S(F') \ast S(r_{1, k+1}) \) \text{ \( \triangleright \) No \( u_x \) mapped}
2: \textbf{for} \( x \in [1, k] \) \textbf{do}
3: \hspace{1em} \textbf{for} \( v \in T_2 \) \textbf{do}
4: \hspace{2em} \textbf{for} \( y \in [0, 2(|F| - |F'|)] \) \textbf{do}
5: \hspace{3em} \textbf{for} \( z \in [0, 2(|F| - |F'|)] \) \textbf{do}
6: \hspace{4em} \( i \leftarrow \maxrow(S(l_{1, x}), l(v), y) \)
7: \hspace{4em} \( j \leftarrow \mincol(S(r_{1, x}), r(v), z) \)
8: \hspace{3em} \( S(F) \leftarrow \text{rangemax}(S(F), i, j, s_{i, l(v)}(l_{1, x}) + \tilde{s}_{l(v), r(v)}(\text{sub}(u_x)) + s_{r(v), j}(r_{1, x})) \)
9: \hspace{2em} \textbf{end for}
10: \hspace{1em} \textbf{end for}
11: \textbf{end for}
12: \textbf{end for}

4.3.2 Computation of restricted similarity matrices (bottom/middle)

We now finish the proof of Theorem 4.6 by showing

**Lemma 4.9.** For any \( 1 \leq x \leq k \), if \( \tilde{S}(\text{sub}(u_y)) \) is known for all \( y > x \), \( \tilde{S}(\text{sub}(u_x)) \) can be computed in \( \tilde{O}(\lceil T_2 \rceil(|F| - |F'|)^2) \) time.

This enables us to compute \( \tilde{S}(\text{sub}(u_x)) \) for all \( 1 \leq x \leq k \) in decreasing order of \( x \) with total time \( O(\lceil T_2 \rceil(|F| - |F'|)^3) \).

To compute \( S(\text{sub}(u_x)) \) we need to consider two cases:

- The first case (bottom): no \( u_y(y > x) \) is mapped.
- The second case (middle): there exists some \( y > x \) such that \( u_y \) is mapped.

**The first case (bottom).** This is the simpler case. We can enumerate the triple \((i, j, v)\) such that, as shown in Figure 5a,

- \( u_x \) maps to \( v \), contributing \( \eta(u_x, v) \),
- Nodes in \( l_{x+1,k+1} \) map to nodes in \( T_2[l(v) + 1, i] \), contributing \( s_{l(v) + 1, i}(l_{x+1,k+1}) \),
- Nodes in \( F' \) map to nodes in \( T_2[i, j] \), contributing \( s_{i, j}(F') \), and
- Nodes in \( r_{x+1,k+1} \) map to nodes in \( T_2[j, r(v) - 1] \), contributing \( s_{j, r(v) - 1}(r_{x+1,k+1}) \).

The total contribution is \( \eta(u_x, v) + s_{l(v) + 1, i}(l_{x+1,k+1}) + s_{i, j}(F') + s_{j, r(v) - 1}(r_{x+1,k+1}) \), and the contribution applies to \( \tilde{s}_{i', j'}(\text{sub}(u_x)) \) for all \( i' \leq l(v) < r(v) \leq j' \).
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The second case (middle). Without loss of generality we suppose no \( x < y' < y \) exists such that \( u_{y'} \) is mapped. We can enumerate the quadruple \((i, j, y, v)\) such that, as shown in Figure 5b,

- \( u_x \) maps to \( v \), contributing \( \eta(u_x, v) \),
- Nodes in \( l_{x+1,y} \) map to nodes in \( T_2[l(v) + 1, i] \), contributing \( s_l(v + 1, i, l_{x+1,y}) \),
- Nodes in \( \text{sub}(u_y) \) map to nodes in \( T_2[i, j] \) and in particular \( u_y \) is mapped to some \( v' \in T_2[i, j] \), contributing \( \hat{s}_{i,j}(\text{sub}(u_y)) \), and
- Nodes in \( r_{x+1,y} \) map to nodes in \( T_2[j, r(v) - 1] \), contributing \( s_j, r(v) - 1 (r_{x+1,y}) \).

The total contribution is \( \eta(u_x, v) + s_l(v + 1, i, l_{x+1,y}) + \hat{s}_{i,j}(\text{sub}(u_y)) + s_j, r(v) - 1 (r_{x+1,y}) \), and the contribution applies to \( \hat{s}_{i', j'}(\text{sub}(u_x)) \) for all \( i' \leq l(v) < r(v) \leq j' \).

![Diagram](a) The first case (bottom) ![Diagram](b) The second case (middle)

**Figure 5:** Computing \( \hat{S}(\text{sub}(u_x)) \)
Using an idea similar to the one in Algorithm 1, the number of triples in the first case can be reduced to $O([T_2([|F| − |F'|]^2)$, while the number of quadruples in the second case can be reduced to $O([T_2([|F| − |F'|]^3)$, which is just an extra $O(|F| − |F'|)$ factor more than the bound in Lemma 4.9. The details are shown in Algorithm 4. In fact, this extra $O(|F| − |F'|)$ overhead in quadruple count will only change the $[T_2([|F| − |F'|)^3$ term in Theorem 4.6 to $[T_2([|F| − |F'|)^4$, and one can still achieve a truly sub-cubic running time overall by setting the block size $Δ = O([T_1]^c)$ for any $0 < c < \frac{1}{3}$.

**Algorithm 4** Computation of $\tilde{S}(\text{sub}(u_x))$ from $\tilde{S}(\text{sub}(u_y))$ for $y > x$

1. $\tilde{S}(\text{sub}(u_x)) \leftarrow [-\infty, 2|T_2| + 1, 2|T_2| + 1]$  

2. for $v \in T_2$ do  

3. for $z \in [0, 2(|F| − |F'|)]$ do  

4. for $w \in [0, 2(|F| − |F'|)]$ do  

5. $i \leftarrow \text{mincol}(S(l_{x+1,k+1}), l(v) + 1, z)$  

6. $j \leftarrow \text{maxrow}(S(r_{x+1,k+1}), r(v) − 1, w)$  

7. $t \leftarrow η(u_x, v) + s_{l(v)+1,i}(l_{x+1,k+1}) + s_{i,j}(F') + s_{j,r(v)−1}(r_{x+1,k+1})$  

8. $\tilde{S}(\text{sub}(u_x)) \leftarrow \text{rangelog}(\tilde{S}(\text{sub}(u_y)), l(v), r(v), t)$  

9. end for  

10. end for  

11. end for  

12. for $v \in T_2$ do  

13. for $z \in [0, 2(|F| − |F'|)]$ do  

14. for $w \in [0, 2(|F| − |F'|)]$ do  

15. for $y \in [x + 1, k]$ do  

16. $i \leftarrow \text{mincol}(S(l_{x+1,y}), l(v) + 1, z)$  

17. $j \leftarrow \text{maxrow}(S(r_{x+1,y}), r(v) − 1, w)$  

18. $t \leftarrow η(u_x, v) + s_{l(v)+1,i}(l_{x+1,y}) + \tilde{s}_{i,j}(\text{sub}(u_y)) + s_{j,r(v)−1}(r_{x+1,y})$  

19. $\tilde{S}(\text{sub}(u_x)) \leftarrow \text{rangelog}(\tilde{S}(\text{sub}(u_y)), l(v), r(v), t)$  

20. end for  

21. end for  

22. end for  

23. end for

**Speed-up for the second case.** To speed up the running time for the second case to $\tilde{O}([T_2([|F| − |F'|)^2)$, we note that on $T_2$, $v$ must be an ancestor of the node $v'$ that $u_y$ maps to, and the contribution to $\tilde{S}(\text{sub}(u_x))$ given $u_x$ mapping to $v$ and $u_y$ mapping to $v'$ is

$η(u_x, v) + s_{l(v)+1,l(v')}(l_{x+1,y}) + \tilde{s}_{l(v'),r(v')}(\text{sub}(u_y)) + s_{r(v'),r(v)−1}(r_{x+1,y})$.

We let

$ρ(u_y, v', v) = s_{l(v)+1,l(v')}(l_{x+1,y}) + \tilde{s}_{l(v'),r(v')}(\text{sub}(u_y)) + s_{r(v'),r(v)−1}(r_{x+1,y})$

and

$φ(u_y, v) = \max\{ρ(u_y, v', v) \mid v' \in \text{sub}(v)\}$. 
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If \( \phi(u_y, v) \) is known for all \( u_y \) and \( v \), computing the contribution to \( \hat{S}(\text{sub}(u_x)) \) takes only \( O(|T_2|(|F| - |F'|)) \) time, which is not a bottleneck.

Consider enumerating \( u_y \) and \( v' \) and updating \( \phi(u_y, v) \) for each \( v \) on the path from \( v' \) to \( \text{root}(T_2) \) using \( \rho(u_y, v', v) \). For fixed \( u_y \) and \( v' \), \( \rho(u_y, v', v) = \hat{s}_{(v'), r(v')} (\text{sub}(u_y)) + f(v) \) for some function \( f(v) \) with value in \([0, 2(|F| - |F'|)]\). Moreover, if we move \( v \) from \( v' \) to \( \text{root}(T_2) \), \( f(v) \) is non-decreasing, and therefore only changes \( O(|F| - |F'|) \) times. It is easy to find all the endpoints for the changes in \( \hat{S}(u_y, v) \) in \( \tilde{O}(|F| - |F'|) \) time. The updates to \( \phi(u_y, v) \) now consist of \( O(|F| - |F'|) \) path modifications, and can be done with a data structure such as a link/cut tree \([SE83]\) in \( \tilde{O}(|F| - |F'|) \) time. Since we need to enumerate \( u_y \) and \( v' \), the total running time is \( \tilde{O}(|T_2|(|F| - |F'|)^2) \), which meets the bound in Lemma 4.9.

### 4.4 Faster max-plus multiplications for special bounded-difference matrices

In this section we show that Theorem 4.5 is true, thereby verifying that the type I transitions can be done within the desired time bound.

We will first show an algorithm that proves a weaker version of Theorem 4.5 where no \(-\infty\) below the main diagonal of \( A \) is present. For matrices \( M_1, M_2 \) of the same dimensions, let \( \max(M_1, M_2) \) be the entry-wise maximum of \( M_1 \) and \( M_2 \).

**Lemma 4.10.** Let \( A \) be an \( l \times l \) row-monotone, column-monotone matrix whose entries are integers in \([0, m]\). Let \( B \) be an \( l \times n \) row-monotone, column-monotone matrix. Let \( C' \) be any row-monotone, column-monotone \( l \times n \) matrix. Then \( C = \max(C', A \ast B) \) can be computed in \( \tilde{O}(m^2n) \) time (under the range operation/query model from Section 2.3).

To prove Lemma 4.10, we can use Algorithm 5.

**Algorithm 5** Computation of \( C = \max(C', A \ast B) \) in Lemma 4.10

1: procedure MUL2(A, B, C')
2: \( C \leftarrow C' \)
3: for \( j \in [1, n] \) do
4: \( \text{for } x \in [B_{1,j} - m, B_{1,j}] \) do
5: \( \text{for } y \in [0, m] \) do
6: \( k \leftarrow \text{maxrow}(B, j, x) \)
7: \( i \leftarrow \text{maxrow}(A, k, y) \)
8: \( C \leftarrow \text{rangemax}(C, i, j, A_{i,k} + B_{k,j}) \)
9: end for
10: end for
11: end for
12: end procedure

The only major difference between Algorithm 5 and Algorithm 1 is on Line 4: we enumerate \( x \) only over the \( m + 1 \) largest possible values on column \( j \). Note that a triple \((i, k, j)\) cannot be useful when \( B_{k,j} < B_{1,j} - m \) since

\[ A_{i,k} + B_{k,j} \leq m + B_{k,j} < B_{1,j} \leq A_{i,1} + B_{1,j}. \]

The correctness of Algorithm 5 is now straightforward.
We now prove Theorem 4.5 by designing a recursive process that computes \( C' = A' \ast B' \) for \( l \times l \) sub-matrix \( A' \) of \( A \) and \( l \times n \) sub-matrix \( B' \) of \( B \). Suppose \( l \) is a power of 2. We partition \( A' \) into four \( l/2 \times l/2 \) matrices and \( B' \) into two \( l/2 \times n \) matrices

\[
A' = \begin{pmatrix} D & E \\ -\infty & F \end{pmatrix},
\]

\[
B' = \begin{pmatrix} G \\ H \end{pmatrix}.
\]

Then

\[
A' \ast B' = \begin{pmatrix} \max(D \ast G, E \ast H) \\ F \ast H \end{pmatrix}.
\]

Since the sub-matrix \( E \) does not contain \(-\infty\), \( E \ast H \) can be computed using Algorithm 5. We now reduce the problem into two smaller problems of size \( l/2 \). Algorithm 6 describes how to multiply \( A' \) and \( B' \) recursively based on this idea.

**Algorithm 6** Computation of \( C' = A' \ast B' \) for \( l \times l \) sub-matrix \( A' \) of \( A \) and \( l \times n \) sub-matrix \( B' \) of \( B \) in Theorem 4.5

1: procedure \textsc{MUL}_3(\( A' \), \( B' \))
2: \hspace{1em} if \( l > \Delta \) then
3: \hspace{2em} \( D, E, F \leftarrow A'[1, l/2], [1, l/2], A'[l/2 + 1, l], A'[l/2 + 1, l] \)
4: \hspace{2em} \( G, H \leftarrow B'[1, l/2], [1, n], B'[l/2 + 1, l], [1, n] \)
5: \hspace{2em} \( C_{\text{up}}' \leftarrow \text{MUL}_2(E, H, \text{MUL}_3(D, G)) \)
6: \hspace{2em} \( C_{\text{down}}' \leftarrow \text{MUL}_3(F, H) \)
7: \hspace{2em} \( C' \leftarrow (C_{\text{up}}', C_{\text{down}}') \)
8: \hspace{1em} else
9: \hspace{2em} Calculate \( C' = A' \ast B' \) using Theorem 2.8
10: \hspace{1em} end if
11: end procedure

It may seem that we cannot use Theorem 2.8 on line 9 since \( A' \) and \( B' \) may contain \(-\infty\), which is not allowed in Theorem 2.8. To resolve this issue, before calling Algorithm 6 on \( A \) and \( B \), we find \( W \) which is the largest difference between adjacent non-(\(-\infty\)) entries in \( A \) and \( B \) (for similarity matrices we can simply let \( W = 2 \)) and set every \((i, j)\)-entry below the main diagonals of \( A \) and \( B \) to \( W(j - i) \). This does not affect the answer on or above the main diagonal. Since the entries on the main diagonals of \( A \) and \( B \) are zero, in all the recursive calls \( A' \) and \( B' \) are \( W \)-bounded-difference matrices.

We now analyze the running time of computing \( C = A \ast B \) using Algorithm 6. If we ignore Line 9, then each recursive call contributes \( \tilde{O}(n^2m) \) to the running time. Since we stop the recursion at \( l \leq \Delta \), the total number of recursive calls is \( O(n/\Delta) \). Therefore the total running time for this part is \( \tilde{O}(n^2m^2/\Delta) \). Line 9 is executed \( O(n/\Delta) \) times. The time needed for multiplying two bounded-difference matrices of sizes \( \Delta \times \Delta \) and \( \Delta \times n \) does not exceed \( n/\Delta \) times the time needed for multiplying two \( \Delta \times \Delta \) bounded-difference matrices, and by applying Theorem 2.8 we get \( \tilde{O}(n\Delta^{1.8244}) \) randomized and \( \tilde{O}(n\Delta^{1.8603}) \) deterministic time per multiplication. All \( O(n/\Delta) \) multiplications together take \( \tilde{O}(n^2\Delta^{0.8244}) \) randomized and \( \tilde{O}(n^2\Delta^{0.8603}) \)
deterministic time. By setting $\Delta = \tilde{O}(m^{1.0963})$ in the randomized case and $\Delta = \tilde{O}(m^{1.0751})$ in the deterministic case we get the bounds in Theorem 4.5. Our analysis breaks when $\Delta > n$, but in this case, Algorithm 6 is equivalent to directly applying the algorithm from Theorem 2.8, and one can verify that it still achieves the bounds in Theorem 4.5.

5 Potential speed-ups and future work

5.1 Potential speed-ups

We note that in Section 4.4. The bounded-difference matrix multiplication in [BGSVW16] is applied to rectangular matrices by repeated calling it on square matrices as a black box. By closely examining this multiplication algorithm, one can adapt it to the rectangular case in a more efficient way. The algorithm consists of three phases, and the second phase relies on ordinary matrix multiplication between rectangular matrices. Optimization is possible since rectangular matrix multiplication can be done more efficiently than repeated square matrix multiplications [LG12]. Moreover, the analysis of the running time of the third phase of their algorithm is reliant on a result on balanced bipartite graphs (Lemma 4 of [BGSVW16]). A similar result would also hold for unbalanced bipartite graphs, and can be used to better bound the running time for the rectangular case. These speed-ups can lead to slight improvement in the exponents in our running time.

The algorithm in [BGSVW16] did not use the row-monotone and column-monotone properties of the matrices involved. We note that Vassilevska Williams and Xu extended the algorithm to less structured matrices [VX], and one of their results showed a truly sub-cubic algorithm for Monotone Min-plus Product, which was later improved in [GPVX21]. These results showed that the min-plus product of $n \times n$ matrices $A$ and $B$ where entries of $B$ are non-negative integers bounded by $O(n)$ and each row of $B$ is non-decreasing can be deterministically computed in $O(n^{2.8653})$ time (no bounded-difference property required!). Therefore, there is potential that even better time bound for tree edit distance can be achieved by better exploiting the properties of similarity matrices when doing the max-plus products.

5.2 Future work

There are still many remaining open problems related to tree edit distance. The most valuable one is perhaps whether weakly sub-cubic\(^3\) algorithms can be found for the weighted tree edit distance problem.

The conditional hardness results in [BGMW20] were based on APSP, but weakly sub-cubic algorithms for APSP have long been known, and the current best algorithm achieves the same $n^3/2^{\Omega(\sqrt{\log n})}$ running time as the algorithm for min-plus product by Williams [Wil14], so a natural direction for sub-polynomial improvement to the cubic running time for weighted tree edit distance is to find a reduction from weighted tree edit distance to APSP. It is tempting to think that one can adapt our algorithm to the weighted setting to obtain a weakly sub-cubic running time simply by replacing the specialized algorithm in [BGSVW16] with the more general algorithm by Williams. Unfortunately, this is not the case. Firstly, our algorithm involves more than $O(n^{0.5})$ max-plus products. It works in the unweighted setting since most of the time the entries in one of the matrices involved are small and the product can be computed very efficiently. This is no longer the case in the weighted setting. Secondly, some other components of our algorithm have a running time dependent on weights. When the weights become large enough, the running time of these components becomes unacceptable.

\(^3\)By weakly sub-cubic we mean sub-cubic but not truly sub-cubic (i.e. by sub-polynomial factors).
Another direction of research is to design better algorithms for bounded tree edit distance. When the tree edit distance is bounded by \( k \), the current best algorithm runs in \( O(nk^2 \min(k, \log n)) \) time by combining the results of Akmal and Jin [AJ21] and Touzet [Tou05, Tou07], which when \( k = O(n) \) gives us a running time of \( O(n^3 \log n) \). Previous methods achieve their running time by pruning useless states in their dynamic programming schemes. In Touzet’s method, this is done using the pre-order traversal sequence, which also seems to work on the bi-order traversal sequence our algorithm is based on. Thus it is possible that some adaptation of our algorithm to the bounded case can give us an \( \tilde{O}(nk^2 - \varepsilon) \) running time for some \( \varepsilon > 0 \). Moreover, since the easier problem of bounded string edit distance can be solved in \( \tilde{O}(n + k^2) \) time [Mye86, LV88], it is possible that bounded tree edit distance admits an \( \tilde{O}(n + k^c) \) algorithm for some constant \( c \). Since (unweighted) tree edit distance in general can be solved in truly sub-cubic time, an ideal value of \( c \) would be less than 3.

In the unrooted setting, the most recent algorithm was by Dudek and Gawrychowski [DG18], which improved upon the previous best \( O(n^3 \log n) \) time bound due to Klein [Kle98], and achieved the same \( O(n^3) \) running time as the algorithm for the rooted case in [DMRW07]. It will also be interesting to see if a truly sub-cubic running time is possible for this unrooted setting. Moreover, when the distance is bounded by \( k \), unlike the case in the rooted setting, there has not been an algorithm with run-time quasi-linear in \( n \) (i.e. \( O(nk^c) \) for some constant \( c \)). The algorithm by Akmal and Ce [AJ21], for example, only runs in quadratic time when \( k = O(1) \). This gives us another area where potential future work can be done.
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A Similarity matrices are not Anti-Monge matrices

We show that the similarity matrices defined in Definition 2.6 do not admit the Anti-Monge property, which is defined as follows:

**Definition A.1 (Anti-Monge property).** An \( n \times n \) matrix \( A = a_{ij} \) has the Anti-Monge Property if and only if for all \( 1 \leq i \leq i' \leq n \) and \( 1 \leq j \leq j' \leq n \), we have

\[
a_{ij} + a_{i'j'} \geq a_{ij'} + a_{i'j}.
\]

Consider the following counter example shown in Figure 6 (the lowercase letters on nodes are the symbols, and the subscripts are the indices):

![Figure 6: A counter-example for the Anti-Monge Property](image)

We now argue that \( S(T_1, T_2) \) does not admit the Anti-Monge property. The bi-order traversal sequence of \( T_2 \) is \( d_1b_2a_3a_4c_5c_6d_1 \). Therefore, we have

- \( T_2[2, 8) \) consists of nodes \( \{b_2, a_3, a_4\} \) and \( \text{sim}(T_1, T_2[2, 8)) = 4 \) with the mapping from \( T_1 \) to \( T_2 \) being \( \{a_1 \rightarrow a_3, a_2 \rightarrow a_4\} \);

- \( T_2[4, 12) \) consists of nodes \( \{a_3, a_4, c_5, c_6\} \) and \( \text{sim}(T_1, T_2[4, 12)) = 5 \) with the mapping from \( T_1 \) to \( T_2 \) being \( \{b_3 \rightarrow a_3, c_4 \rightarrow c_5, c_5 \rightarrow c_6\} \);

- \( T_2[2, 12) \) consists of nodes \( \{b_2, a_3, a_4, c_5, c_6\} \) and \( \text{sim}(T_1, T_2[2, 12)) = 6 \) with the mapping from \( T_1 \) to \( T_2 \) being \( \{b_3 \rightarrow b_2, c_4 \rightarrow c_5, c_5 \rightarrow c_6\} \);

- \( T_2[4, 8) \) consists of nodes \( \{a_3, a_4\} \) consists of node \( b_3 \) and \( \text{sim}(T_1, T_2[4, 8)) = 4 \) with the mapping from \( T_1 \) to \( T_2 \) being \( \{a_1 \rightarrow a_3, a_2 \rightarrow a_4\} \).

Therefore, we have

\[
\text{sim}(T_1, T_2[2, 8)) + \text{sim}(T_1, T_2[4, 12)) = 4 + 5 < 6 + 4 = \text{sim}(T_1, T_2[2, 12)) + \text{sim}(T_1, T_2[4, 8))
\]

and \( (i, i', j, j') = (2, 4, 8, 12) \) gives us a counter-example to the property in Definition A.1 for \( S(T_1, T_2) \).