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Abstract—Deep Learning (DL) has been shown to be highly effective in solving various problems across numerous applications and domains, such as autonomous driving and image recognition. Due to the advent of DL, plenty of research works have explored the applicability of DL, more specifically Deep Neural Networks (DNNs), to solve pattern recognition and computer vision challenges. More recently, researchers have focused on the topic of automated generation and exploration of DNN architectures, which tend to mostly focus on image recognition or visual datasets, primarily, due to the computer vision-related DL advancements.

In this work, we propose the BioNetExplorer framework to systematically generate and explore multiple DNN architectures for bio-signal processing in wearable devices. Our framework varies key neural architecture parameters to search for an embedded DNN architecture with a low hardware overhead, which can be deployed in wearable edge devices to analyze the bio-signal data and to extract the relevant information, such as arrhythmia and seizure. Furthermore, BioNetExplorer reduces the exploration time by deploying genetic algorithms, such as NSGA-II, SPEA-2, etc. Our framework also enables hardware-aware DNN architecture search by imposing user requirements and hardware constraints (storage, FLOPs, etc.) during the exploration stage, thereby limiting the number of networks explored. Moreover, BioNetExplorer can also be used to search for DNNs based on the user-required output classes; for instance, a user might require a specific output class, attributed towards ventricular fibrillation, due to genetic predisposition or a pre-existing heart condition.

The use of genetic algorithms reduces the exploration time, on average, by 9×, compared to exhaustive exploration. We are successful in identifying Pareto-optimal designs, which can reduce the storage overhead of the DNN by ~30MB for a quality loss of less than 0.5%. To enable low-cost embedded DNNs, BioNetExplorer also employs different model compression techniques to further reduce the storage overhead of the network by up to 53× for a quality loss of < 0.2%.

Index Terms—Deep Neural Networks, Bio-signals, Wearables, Healthcare, Exploration, LSTM, Long Short Term Memory, Convolution, DNN, Embedded Systems, Performance, Efficiency.

I. INTRODUCTION

According to recent estimates from the International Data Corporation (IDC), by the year 2025, 41.6 billion IoT (Internet-of-Things) devices are expected to generate nearly 79.4 Zettabytes (~10^{12} Gigabytes) of data annually [1]. This includes the data collected by autonomous cars, home-automation environments, smart wearables, etc. Recent estimates suggest that the number of smart wearables and fitness trackers in the market will rise to ~356 million by the end of 2020, with each device generating roughly 560 Megabytes of data every month (averaging ~185 Petabytes, monthly) [2]. These trends are expected to rapidly escalate due to the current Covid-19 outbreak. In such situations, low-cost wearables can be widely used for personalized monitoring and prediction to contain any current/future pandemics [3] [4]. The data collected from these smart edge-devices is typically transmitted to the cloud for filtering, processing, and mining to extract valuable information, which can benefit the end-user or the system developer to provide health and lifestyle recommendations to improve the users’ quality-of-life. However, transmitting such a large amount of data to a fog device incurs significant time, power, and energy overheads on the wearable device [5]. Besides the overheads associated with these systems, transmitting data to the fog or cloud may create security and privacy concerns for the users who might not wish to transfer their physiological information over untrusted networks or store their data on third-party cloud platforms and data-servers [6].

To address these issues, the Edge Computing paradigm has emerged [12], which brings the computing layer closer to the sensor-nodes, i.e., the edge devices where the data is collected, to improve response times and to reduce energy consumption. For example, such a system model is also adopted in the so-called Near-Sensor Computing paradigm [13]. However, these edge devices are typically not capable of executing compute- and memory-intensive data processing algorithms like complex Deep Neural Networks (DNNs), which are currently used for various purposes such as classification, long-/short-term predictions, and anomaly detection in bio-signal data. Fig. 1 presents an analysis of the storage overhead and number of floating point operations

![Fig. 1: Storage Overhead and Number of Floating Point Operations of State-of-the-Art Deep Neural Networks (based on data from [7]–[11]). These networks have a very high hardware overhead and perform ~10^{12} floating point operations.](image-url)
required for a single inference of different state-of-the-art DNNs [7]–[11].

From these results, one can make the following observations:

- DNNs are application dependent, i.e., each application, based on its requirement, needs a specific trained DNN architecture that could be very different from the architecture used by another application. For example, DenseNet-190 is used for image classification, whereas Deep Speech-II is considered to be state-of-the-art for speech recognition;
- DNNs incur a large on-chip memory overhead for storing the network’s parameters, which are required for executing the DNN;
- DNNs require a large number of floating-point operations to be executed in a second, to enable the system to work and process data in real-time;

Based on these observations, the following research challenges need to be addressed to enable embedded DNNs for resource-constrained wearables:

- Based on the number of DNN parameters and their possible values, the design space of DNNs can explode, leading to a very large number of networks in the architecture-space that need to be exhaustively trained and evaluated. This is a complex problem to solve: requiring a huge amount of resources for network search and training. These kinds of resources may only be affordable by large-scale enterprises. The key scientific questions, that we target in this paper are:

  [Q1] How do we traverse the architecture-space of DNNs to effectively reduce the exploration time, while identifying DNNs that trade-off between output quality and hardware overhead?

  [Q2] Can we effectively and simultaneously optimize both the output quality and the hardware overhead, instead of just one of these factors, while traversing the DNN architecture-space?

- Besides exploring the conventional DNN architecture-space, model compression techniques, such as Pruning and Quantization, can also be used to reduce the hardware overhead of the network. In this regard, the question is:

  [Q3] How would different pruning and quantization techniques impact the quality of the bio-signal processing application and minimize the hardware overhead of the DNN?

To address these research challenges, we propose the following novel contributions:

- We propose a novel BioNetExplorer framework, which systematically varies the key neural architecture parameters of a DNN to construct an architecture-space that can be subsequently explored and evaluated to identify networks that satisfy the user requirements and hardware constraints of the target platform.
- We investigate four well-established genetic algorithms to identify near-optimal points/designs without exhaustively exploring the complete search-space and study their outcome when applied to our architecture-space.
- We propose a weighted cost function that can be used to simultaneously optimize output quality and hardware overhead. The weights allocated to these two factors will determine the primary optimization goal of the genetic algorithm-based search and its priority.

- Our BioNetExplorer framework effectively constructs a new architecture-space of the near-optimal DNN by varying the key pruning and quantization parameters. It then explores this architecture-space to identify networks that minimize the hardware overhead with minimal or no quality loss.

Open-source Contributions: The complete framework along with the Pareto-optimal networks for all the explored DNN architecture-spaces will be made open-source and available online at https://bionetexplorer.sourceforge.io.

Fig. 2 illustrates an overview of the proposed contributions integrated in our novel BioNetExplorer framework.

II. RELATED WORK & PRELIMINARIES

Wearables are highly pervasive smart electronic devices that are used to improve the users’ quality-of-life. This includes a wide range of devices like smart-watches, such as the ones manufactured by Apple [14] and Samsung [15], fitness trackers, like Fitbit [16], sports watches, smart clothing, bio-implants, etc. One of the most important functions offered by these devices is physiological signal monitoring, which can be used to track the health of its users [17]. For example, the Apple Watch and Fitbit can be used to monitor the electrical signals associated with a heartbeat and record them in the form of an electrocardiogram (ECG). The data gathered from these devices are transmitted to the cloud for further processing and detecting anomalies such as Atrial Fibrillation [18]. There has been a wide range of research works that have focused on the adoption of wearables for monitoring the user’s health [19]–[21]. For instance, Sun et al. [22] have proposed an optimized vector transformation approach that reduces the overhead of key generation, thereby enabling lightweight encryption and decryption in smart-health IoT infrastructure. Similarly, to enable real-time feedback to the user, a coding-free control system for an Industrial IoT (IIoT) infrastructure was presented in [23].

There has been a wide range of works on Neural Architecture Search (NAS), from the use of basic algorithms to Reinforcement learning for the sole purpose of designing DNNs. A comprehensive survey of the neural architecture search approaches based on the search space, the strategy of search, and performance of the approach is presented in [24]. One of the most popular techniques for hyper-parameter
optimization is Bayesian Optimization (BO) [25]. However, it has not yet been extensively explored for NAS. This is mainly because the BO toolboxes are based on Gaussian processes and tend to focus on low-dimensional continuous optimization problems, and is, thus, not suitable for architecture-space exploration [24]. A recurrent neural network (RNN), which can be used to generate DNN architectures for classifying objects in the CIFAR-10 image dataset, is presented in [26]. The RNN is trained using a reinforcement learning approach to maximize the accuracy of the networks generated. Liu et al. [27] presented a sequential model-based optimization strategy, which can be used to generate convolutional neural networks 5× as efficiently as the approach presented in [26]. In 2019, Liu et al. [28] proposed a network-level structure search combined with the traditional cell-level structure search to compose a hierarchical architecture space of state-of-the-art DNNs. Typically, the state-of-the-art approaches for NAS focus on image classification and image segmentation [29] without much focus on other application domains such as bio-signal processing. Recently, Tan et al. [30] proposed a platform-aware neural architecture search approach, which focuses solely on image classification and object recognition. Similarly, several other recent works presented platform-aware DNN architecture-space exploration approaches that are targeted for image classification [31]–[33]. These approaches do not offer the same accuracy-hardware trade-offs for other application domains, such as bio-signal processing, as illustrated in Section V-A.

Typically, Model Compression techniques such as Pruning and Quantization have been shown to be very effective in reducing the hardware overheads and computational requirements of DNNs. Han et al. [34] proposed a layer-wise approach to prune and quantize DNNs that are used for image classification. Anwar et al. [35] presented a technique that can be used to introduce structured sparsity in the network to reduce the representation effort and maximize parallel computation. As an alternative approach to structured pruning, Luo et al. [36] presented a method that eliminates complete filters based on data from subsequent layers to reduce the number of computations required for inference and accelerate DNN execution. Marchisio et al. [37] improved upon the work presented in [34] by introducing an iterative class-blind approach for pruning weights in DNNs to further reduce the hardware overhead of the network. Lin et al. [38] proposed a framework that can be used to prune a DNN dynamically at runtime, based on the input image and feature maps, to preserve the full ability of the original DNN. Similarly, there is a wide range of techniques focused on quantizing DNNs to reduce their hardware overhead [39]–[43]. Besides NAS and model compression, Kumar et al. [44] and Gural et al. [45] presented effective ML-based approaches that can be deployed on resource-constrained wearable devices. Plenty of research works have used manually-designed DNNs (i.e., not obtained through automatic neural architecture search) for classification of ECG signal components and/or arrhythmia [46]–[48]. The DNN architecture proposed by Hannun et al. [48] can classify 12 rhythm classes on their custom ECG dataset and is considered to be the state-of-the-art for arrhythmia classification. Our BioNetExplorer framework adopts the basic building block used in [48] to generate and explore DNN architectures for specific arrhythmia categories, as per user requirement, which can be deployed on wearables like smart-watches or fitness trackers. Note, we have to modify the input and output layers of this DNN to ensure that the network can process data from the available training dataset and classify them into the required output classes based on the target application. We have also included a Long Short-Term Memory (LSTM) [49] layer at the end of the DNN to improve accuracy in worst-case scenarios, i.e., lower number of feature extraction layers. Our ECG processing DNN architecture, modified from the DNN presented in [48], is illustrated in Fig. 3. Given such a DNN architecture, the challenge is to explore the following architectural parameters: (i) Number of ResNet Blocks; (ii) Number of Filters; and (iii) Number of LSTM Cells. This requires us to generate and explore different DNN variants considering these network parameters to identify a set of Pareto-optimal configurations for the DNN architecture. This provides a low-complexity solution instead of employing a full-scale NAS from scratch.

![Fig. 3: Our ECG Processing DNN Architecture to Detect Anomalies (modified from the DNN presented in [48]).](image-url)

### III. THE BioNetEXPLORER FRAMEWORK

An overview of our BioNetExplorer framework is presented in Fig. 4. It considers the user requirements (e.g., output classes and quality) to construct and label the comprehensive bio-signal data-set, and hardware constraints (e.g., Floating-point Operations (FLOPs) and memory storage overhead (MB)) to generate and explore the architecture-space of bio-signal processing DNNs for wearables.

#### A. User Requirements

The BioNetExplorer framework restricts the output classes of the DNN being explored. For instance, in case the user requires another output class besides the two base cases of normal and anomalous, due to pre-existing conditions, another output class and the associated label can be included by our framework to search for an efficient DNN architecture in the new architecture-space. Note, the labeled data associated with the new output class has to be present in the dataset. We consider four metrics for evaluating the quality ($Q_{DNN}$) of DNNs, namely, Accuracy ($A_{DNN}$), Recall ($R_{DNN}$), Precision ($P_{DNN}$), and F1 Score ($F_{1} \text{ }_{DNN}$).
Our framework constructs a dataset for each specific DNN exploration by combining labels and creating the desired output classes from the primary bio-signal dataset. Each of the labels/annotations in the primary dataset should correspond to one of the output classes of the explored DNN in the final constructed dataset. For example, in our case study, we create a new dataset by grouping together a 256 bio-signal sample window and assigning a specific label to this window based on the original labels of the signals present. Each of the 41 beat and non-beat annotations in the dataset are eventually classified into one of the output labels in each DNN exploration. We use 70% of the constructed datasets for training the DNN architecture, 10% for validating the network, and the remaining 20% for testing and estimating the output quality of the DNN. We have explained this scenario with help of a few different examples in Section V.

**B. Hardware Constraints**

Besides the quality constraint, a hardware-level constraint on the networks being explored ensures that these DNNs do not require compute or memory resources beyond the configuration of the target wearable platform. We can estimate the hardware requirements of a DNN using metrics such as Storage Overhead ($S_{DNN}$) based on the number of parameters (weights and biases) of the network, and Floating-point Operations ($F_{DNN}$) that determines the execution time of the DNN on the target platform. Due to the hardware constraints of the wearable device, an efficient DNN that can be executed on such devices needs to offer the best possible quality with minimum-possible $S_{DNN}$ and $F_{DNN}$. This typically creates a trade-off, wherein the quality of the DNN typically decreases when we reduce the number of parameters to curtail the memory footprint/FLOPs, and vice-versa.

**C. Dataset Construction**

We consider the applications’ quality requirements and hardware constraints of the system as inputs to our framework. Based on these requirements, we construct and explore the architecture-space of DNNs. These DNNs are trained using a custom dataset, which we construct for the target application from existing open-source datasets. Afterwards, the DNNs are further compressed to obtain a DNN with the minimum-possible hardware overhead and maximum-possible output quality, under the imposed requirements and constraints.

\[
(P_{DNN}), \text{ and } F1\text{-score} \ (F1_{DNN})\]. These metrics are defined as:

\[A_{DNN} = \frac{\text{True Positives} + \text{True Negatives}}{\text{Total Number of Classifications}} \]  
\[R_{DNN} = \frac{\text{True Positives}}{\text{True Positives} + \text{False Negatives}} \]  
\[P_{DNN} = \frac{\text{True Positives}}{\text{True Positives} + \text{False Positives}} \]  
\[F1_{DNN} = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \]

Recall is the ability of the DNN under consideration to find all relevant cases of a specific class within the dataset, while Precision defines the ability of the DNN to identify relevant points in the dataset. $F1\text{-score}$ is defined as the harmonic mean of Precision and Recall. The user can define a minimum quality constraint using any of the aforementioned metrics to ensure that the final network achieved by the exploration satisfies this constraint.

**D. Generation of DNN Architectures**

After collecting information regarding all the relevant constraints and requirements that can be used to restrict the architectural-space, and the dataset required for the target application, we generate the set of possible DNN architectures ($\psi$) by varying three key neural architecture parameters, namely, (1) ResNet Blocks, (2) Filters, and (3) LSTM Cells. These three parameters can potentially take up any value in the domain of $\mathbb{R}^+$, thereby, creating an unbounded design space that is impossible to explore. Therefore, in this work, we consider the parameters of the current state-of-the-art DNN architectures as the upper-bounds to our architecture-space exploration. Precisely, in our case-study, the ranges of these parameters are as follows:

1) The #ResNet Blocks [50] can vary from 0 to 15, with each block being composed of two 1-D convolution layers, followed by batch normalization [51], Rectified Linear Unit (ReLU) activation, and dropout [52];
2) The #Filters (size 16) in each convolution layer is defined as $32 \times 2^y$ where the value of $y$, starting from 0, is
incremented by 1 after every $x$ ResNet Blocks where $x \in [1, 4]$; and

3) The #LSTM cells can vary as a function of $2^z$ where $z \in [4, 8]$.

Due to the upper-bound on the number of parameters and storage size imposed by the state-of-the-art networks, we can reduce the number of networks to be explored to realistic limits. For example, in our case study (see Section V), the number of explored networks is reduced from 320 to 135. It is important to note that, since the exploration of the architecture-space is limited by the current generation of state-of-the-art architectures, any major upgrades in the architectures of the state-of-the-art will, in turn, affect the architecture-space of the explored DNNs.

E. Exploration of DNN Architectures

Each of the DNNs obtained from varying the architectural parameters needs to be trained using the constructed bio-signal data-set to detect anomalies and/or specific conditions. Since training is a compute-intensive task, it is important to (i) generate fewer DNN models (as discussed above), and (ii) explore the search-space fast. At this stage, there are two ways to explore the architecture-space:

1) **Exhaustive Search**, which involves training all the DNNs in the architecture-space to identify the set of Pareto-optimal DNN architectures that trade-off QoS for $S_{DNN}/F_{DNN}$ and vice-versa. Training all the networks in the architecture-space requires hundreds of GPU-hours depending upon the size of the networks being explored. Due to the practical constraints imposed by hardware resources present on wearables and the upper bound imposed by state-of-the-art DNNs, we have a curtailed architecture-space, for which we can perform an exhaustive search. Therefore, for benchmarking the efficiency of the genetic algorithms and random search, we additionally implemented the exhaustive search. However, when the network complexity, number of parameters, parameter instances, and the number of hyper-parameters increase, thereby leading to exponentially large architecture-spaces, we usually rely on genetic-algorithm based architecture-search methods.

2) **Genetic Algorithm-Based Search**, which involves effectively training a small subset of the networks in the architecture-space to reduce the training time to only tens of GPU-hours. Genetic algorithms have proved to be quite effective in utilizing the given cost function to obtain near-optimal solutions while reducing the time required for exploration [53]. Towards this, we leverage the Genetic Algorithms that rely on the biological principles of reproduction and evolution to create a new generation of networks that can potentially perform better than the previous generation to optimize the cost function. The scope of our work is limited to the investigation of genetic algorithms, a small subset of meta-heuristics that encompasses other techniques like Tabu Search [54], Simulated Annealing [55], Ant Colony Optimizations [56], etc., for the exploration of our DNN architecture-spaces.

Initially, we start with a set of random individuals/DNNs in the architecture-space, which we refer to as the Initial Population. Based on our experiments and recommendation from previous works [57], we have identified that a population size of 30 offers the best results in terms of designs obtained for our architecture-space $\psi$. Each of the three key network parameters (#Filters, #ResNet Blocks, #LSTM cells) that can be varied in the DNN architecture-space is encoded as a Gene. These genes are joined together in the form of a string to generate a Chromosome, which can be decoded to construct the DNN architecture. Based on the number of possible values for each gene, our chromosome is a binary string of length 9, as illustrated in Fig. 5. The next step is to evaluate the viability of an individual (i.e., a DNN architecture) based on its ability to compete with the other individuals. This is known as the Fitness Value, which is subsequently evaluated for each individual in the population and depends on the cost function $\phi$. The fitness value is computed either as the cost function in scenarios where the decoded individual (ARCH) corresponds to a DNN in the existing architecture-space $\psi$ or is taken to be 0 otherwise and discarded from the search. For example, even though the #LSTM cells is encoded using 3-bits, the gene only has 5 possible values. This leads to $3 \times 2^5$ potential DNN architectures that are not present in the architecture-space $\psi$, which can be immediately discarded. Next, through a process called Selection, we pick two individuals, based on their fitness values, and have them pass their genes to the next generation. At this point, two important factors come into picture, namely Crossover and Mutation. For each pair of parents selected for mating, an ordered crossover occurs with a probability of 0.4, and a crossover point in the parents’ chromosomes are selected at random. The offspring are created by exchanging the genes of parents among themselves from the start of the chromosome until the crossover point. The new offspring generated by this crossover mechanism are added to the population of the next generation. Furthermore, the offspring’s genes can undergo a shuffle-index mutation with a probability of 0.11, which would flip the bit, thereby introducing “diversity” in the population.

![Fig. 5: Overview of our Constructed Chromosome.](image)

The three network parameters are encoded as genes, which are combined together to form our chromosome. The number of bits for each gene is selected based on the possible number of values for each parameter. This leads to $2^9$ possible DNN architectures.

![Fig. 6: Example of Crossover and Mutation in our Chromosome.](image)
Section V. The Weighted DNN Architecture Search is depicted in Algorithm 1, where the ExplorationAlgorithm (line 10) function call employs the search algorithm (exhaustive or one of the four aforementioned genetic algorithms) under the quality ($Q_{Const}$) and hardware constraints ($S_{Const}$). An overview of the symbols and denotations used in our work is provided in Table I.

### Algorithm 1: Weighted DNN Architecture Search

**Input:** $\psi$, $\alpha$, $\beta$, $S_{MAX}$  
**Constraints:** $Q_{Const}$, $S_{Const}$  
**Output:** $\omega$

1. $S_{DNN} = []$;  
2. **for** $ARCH$ in $\psi$ **do**  
3.  
4.  
5. **else**  
6.  
7. **end if**  
8. **end for**  
9. $\phi = \alpha * Q_{DNN} + \beta * \left[ 1 - \frac{S_{DNN}}{S_{MAX}} \right]$  
10. $\omega = ExplorationAlgorithm(\phi, \psi)$;  
11. **for** $DNN$ in $\omega$ **do**  
12.  
13.  
14. **end if**  
15. **end for**

### TABLE I: Symbols and Denotations

| Symbol | Denotation |
|--------|------------|
| $Q_{DNN}$ | Quality of the DNN |
| $Q_{Const}$ | Quality Constraint of the Application |
| $A_{DNN}$ | Accuracy of the DNN (Eq. 1) |
| $R_{DNN}$ | Recall of the DNN (Eq. 2) |
| $F_{DNN}$ | Precision of the DNN (Eq. 3) |
| $F_{1DNN}$ | F1-score of the DNN (Eq. 4) |
| $S_{DNN}$ | Storage Overhead of the DNN |
| $S_{MAX}$ | Maximum Storage Overhead of State-of-the-Art DNN Architecture |
| $S_{Const}$ | Storage Overhead Constraint of the Target Platform |
| $F_{DNN}$ | Number of Floating-point Operations Req'd for the DNN |
| $\psi$ | Set of possible DNN Architectures (Architecture-space) |
| $ARCH$ | DNN in $\psi$ |
| $N$ | Size of the Architecture-space $\psi$ |
| $\phi$ | Cost Function for the Genetic Algorithms (Eq. 5) |
| $\omega$ | Set of Near-optimal DNN Architectures (Output of Genetic Algorithm) |
| $\alpha$ | Weight for Output Quality $Q_{DNN}$ in the cost function $\phi$ |
| $\beta$ | Weight for Hardware Overhead $S_{DNN}$ (or $F_{DNN}$) in the cost function $\phi$ |

### F. Model Compression

Besides the use of architecture-space exploration to identify networks with similar output quality and low hardware overhead, we include the ability to further compress the network size using model compression techniques, like Pruning and Quantization, in our framework, and study their impact on the quality of bio-signal processing applications.
Pruning: This technique involves eliminating redundant and less important weights/kernels, or at times layers in the network, to further reduce the DNN’s hardware overhead, thereby increasing their deployability in wearables. Furthermore, eliminating weights and network connections results in reducing the number of floating-point operations \((F)\), which also decreases the execution time and energy required for inference. We retrain the network with the remaining weights to achieve an output quality similar to that of the original network obtained from the architecture-space exploration. We integrate different pruning techniques from [34]–[38] in our framework, from which the system designer can select the appropriate technique based on DNN design and application requirements. For instance, the techniques presented in [34] and [37] prune the weights based on their magnitude. The approach presented by Han et al. [34] eliminates the lowest \(x\%\) of the absolute weights in each layer of the DNN and retrains the network to achieve the original network accuracy. On the other hand, the technique presented in [37] is class-blind, \(i.e.,\) it eliminates \(x\%\) of the lowest absolute weights in the entire DNN, irrespective of which layer the weight corresponds to, and retrains the network to improve its accuracy. We evaluate the effectiveness of these two pruning techniques in our case-study as well, see Section V. Note, other pruning techniques can also be integrated into our framework as long as they comply with the standard input/output interfaces of pruning.

Quantization: The weights and biases in the network are typically stored as 32-bit floating-point numbers in memory, which leads to a large storage overhead, access latency, and energy consumption. Similarly, the energy required for performing a 32-bit floating-point ADD operation is \(9\times\) greater than the energy required for a 32-bit integer ADD operation [62]. Therefore, by limiting the set of possible values through a process known as quantization, we can reduce the hardware overhead of the DNN parameters from 32-bit floating-point values to 16, 8, or as illustrated in our work, even lesser number of bits. The key is to analyze the impact of quantization on the quality of the resulting DNN for our targeted bio-signal processing application.

Based on our experiments and previous work [34], the optimal approach to achieve maximum reduction in hardware overhead of the network involves pruning the network to eliminate redundant or less important weights, followed by DNN parameter quantization. This involves the formation of \(2^q\) \((q \text{ is the number of quantized bits})\) clusters based on the DNN parameters in each layer of the DNN using the k-means clustering algorithm. Next, we allocate equally spaced values to each cluster of weights in the layer, starting with the minimum value allocated to all zeros up to the maximum value allocated to all ones. For the purpose of uniformity, we use a uniform number of bits to quantize all layers (both convolutional and fully-connected) in the network. Note, different quantization techniques can be integrated into our \(\text{BioNetExplorer}\) framework if they comply with the input/output interfaces of standard quantization techniques.

![Fig. 8: Overview of Our Experimental Tool-Flow.](image)

IV. EXPERIMENTAL SETUP

Fig. 8 presents an overview of our experimental tool-flow for implementation and validation of the \(\text{BioNetExplorer}\) framework. The dataset used in this work is openly accessible and is made available online by the Physionet data bank [65]. Our framework uses the MIT-BIH ECG data [66] with 41 beat and non-beat annotations to construct new datasets and labels based on the application’s requirement. Furthermore, to illustrate the benefits of including a unique output class, we include the CU Ventricular Arrhythmia dataset [67] that contains instances of ECG recordings with labels of ventricular tachycardia, ventricular flutter, and ventricular fibrillation. We use the Keras environment, which includes the Tensorflow machine learning platform, in Python to implement the DNN architectures that we explore in this work. The hyper-parameters are crucial for evaluating the accuracy of a DNN architecture. Therefore, we train the DNN architecture over multiple iterations for various values of the hyper-parameters in each iteration and select the hyper-parameter values that offer the best accuracy. The hyper-parameters that offer the maximum accuracy for these networks are presented in Table II. The four genetic algorithms that are used in this work are implemented using the DEAP library [68]. The parameters used by these algorithms and their values are presented in Table III. The exploration algorithm is implemented on top of the network training stage using multiple GPU servers with Core i9-9900 CPUs integrated with two Nvidia RTX 2080i GPUs, each. Furthermore, we enable the early-stopping mechanism during the network training stage to terminate execution when the loss of the DNN does not change between two consecutive epochs. The trained networks are then evaluated based on the number of parameters they require, which determines the storage

**TABLE II: Hyper-Parameter Values For Training DNNs.**

| Parameter               | Values          |
|-------------------------|-----------------|
| Weights Initialized     | He et al. [63]  |
| Adam Optimizer [64]     | \(\beta_1 = 0.9\) \(\beta_2 = 0.999\) |
| Dropout                 | 0.2             |
| Batch Size              | 128             |
| Learning Rate           | 0.001           |

**TABLE III: Genetic Algorithms’ Parameters & Values.**

| Parameter               | Values   |
|-------------------------|----------|
| Chromosome Length       | 9        |
| Population Size         | 30       |
| Generation Size         | 5        |
| Crossover Probability   | 0.4      |
| Mutation Probability    | 0.11     |
overhead and the number of floating-point operations required to perform a single inference, which, in turn, determines the execution time of the network on the target platform.

V. CASE-STUDY: ANOMALY DETECTION IN ECG SIGNALS

We illustrate the benefits of using the proposed BioNetExplorer framework with the help of an ECG signal processing DNN, which is used to classify the following cases:

- **DNN**: Normal and Anomaly Classes;
- **DNN**: Normal, Premature Ventricular Contraction (PVC), and Other Anomalies;
- **DNN**: Normal, Bundle Branch Block (BB), and Other Anomalies;
- **DNN**: Normal, Atrial Anomaly, Ventricular Anomaly, and Other Anomalies;
- **DNN**: Normal, Ventricular Fibrillation, and Other Anomalies.

A. Effectiveness of State-of-the-Art Neural Architecture Search Approaches in Bio-Signal Processing

First, we evaluate the effectiveness of two state-of-the-art Neural Architecture Search approaches for our bio-signal processing DNN architecture-space, namely, (i) MnasNet [30] and (ii) MobileNetV3 [33]. The purpose of this experimental study is to corroborate our claims that (i) traditional NAS approaches designed for image classification applications do not work effectively for bio-signal processing applications and (ii) there is a need and lack of NAS frameworks for bio-signal processing applications, like the BioNetExplorer framework proposed in this work. Unlike image classification applications that have two-dimensional inputs, bio-signal data is typically present in a 1-dimensional format. Therefore, to accommodate this requirement, we replaced the traditional 2D normal and depth-wise convolution layers with 1D normal and separable convolution, respectively. We have explored five variants of the MnasNet discussed in [30] and the small and large variants of the MobileNetV3 discussed in [33], with various filter sizes ([3, 5, 7, 8, 16]) and depth multipliers ([1, 0.5, 0.25]).

The results of deploying these NAS techniques on the DNN1 and DNN4 architecture-spaces are presented in Figs. 9 and 10, respectively. The default blocks used in the MnasNet framework are more suited for images and/or 2-dimensional data because of which they do not perform well for bio-signal processing applications, as illustrated in Figs. 9(a) and 10(a). The best performing networks obtained using the MnasNet framework (labeled A in both figures) consistently perform worse than the networks obtained by our BioNetExplorer framework, especially in cases where the number of output classifications is greater than two (A in Fig. 10). The networks obtained by MobileNetV3-NAS (labeled B in both figures) perform much better than MnasNet for both illustrated cases, which is still non-optimal when compared to the networks obtained by our framework. The basic ResNet block, adopted from [48] by our BioNetExplorer framework, is more suited for bio-signal processing applications as compared to the blocks used in state-of-the-art [30]–[33]. BioNetExplorer is successful in obtaining networks with better output quality for the same or reduced hardware overhead and vice-versa when compared to other existing approaches.

The approaches presented in [31] and [32] use a basic block structure that is replicated in different combinations, for exploring the DNN architecture-space, which is similar to the block structure and approaches presented in MnasNet [30] and MobileNetV3 [33]. Therefore, these approaches would also behave similarly to the state-of-the-art techniques presented in Figs. 9 and 10.

B. Training Time Benefits of Genetic Algorithm-Based DNN Architecture-Space Exploration

Second, we illustrate the benefits obtained in training time of the DNN architecture-space exploration when a genetic algorithm is used instead of the exhaustive exploration for all five DNNs. Fig. 11 presents the time required for selecting and training the Pareto-optimal (Exhaustive Search) or near-optimal (Genetic Algorithm-Based Search) DNNs for various values of α and β. Similar to recent NAS studies [69], we also implement a random search as a potential search strategy. It randomly selects and trains 10% of the architecture-space; see results in Fig. 11. Since random search has practically very low overhead and a fixed number of architectures to train for all optimization goals, the time required for training the DNN stays the same for all scenarios. On average, the use of genetic algorithms reduces the exploration time by 9.03×. Note, exhaustive exploration might not be a viable option in all scenarios. For example, in applications that require the use of deeper and complex neural networks, the training time for each network would lead to an exponential increase in the exploration time while requiring hundreds of GPU-hours. Since genetic algorithms do not train all the networks in the architecture-space, the exploration time is limited to tens of GPU hours. Furthermore, as a back-up
strategy, our system supports the use of random search that has a fixed-time complexity to provide a reasonably good solution.

C. Exhaustive Exploration and Analysis of Deep Neural Networks from the DNN$_1$ and DNN$_4$ Architecture-Spaces

Next, we exhaustively explore all the architectures of DNN$_1$ and DNN$_4$, i.e., train all the architectures using the constructed datasets. We illustrate the quality-of-service and memory storage overhead trade-off of the DNN$_1$ and DNN$_4$ architecture-spaces in Figs. 12 and 13, respectively. The Pareto-front obtained by random search (labeled $\alpha=0.5 \ \beta=0.5$ in both figures) is similar to the Pareto-front obtained using exhaustive exploration (labeled $\alpha=0.8 \ \beta=0.2$ in both figures) of the architecture-space, primarily due to a large number of inter-dependent DNN parameters and their effects on the final accuracy. The exhaustive exploration approach is able to successfully identify networks that trade-off between output quality and hardware overhead, as illustrated by the figures. For instance, we have successfully identified a DNN$_1$ network that reduces the hardware overhead by $\approx 30$MB for a quality loss of 0.5% (labeled $\alpha=0.8 \ \beta=0.2$ in Fig. 13). The Precision, Recall, and F1-score for the Anomaly class is lower than that of the Normal class. Therefore, a quality constraint can be imposed on any of the four quality metrics based on the application requirement. The main drawback of this approach is the time required for training and evaluating all networks in the architecture-space of the DNN.

D. Genetic Algorithm-Based Exploration and Analysis of Deep Neural Networks from the DNN$_1$, DNN$_2$, DNN$_3$, and DNN$_4$ Architecture-Spaces

As illustrated in Fig. 11, the training time benefits obtained by using genetic algorithms to search and select points from the architecture-space is quite significant. We use the four genetic algorithms (see Section III) instead of exhaustive exploration to search the architecture-space for all five DNNs described at the start of Section V, using equal weights ($\alpha = 0.5, \ \beta = 0.5$) to construct the cost function.

We illustrate a subset of the results obtained from these experiments in Figs. 14, 15, 16, and 17. Genetic Algorithms identify near-optimal designs, without traversing the entire architecture-space of DNNs, thereby reducing the exploration time. It is important to note that a design selected by one

| Accuracy: DNN$_1$ | Normal Class: DNN$_2$ | Anomaly Class: DNN$_1$ |
|-------------------|----------------------|-----------------------|
| Precision/Recall/F1-Score [%] | Precision/Recall/F1-Score [%] | Precision/Recall/F1-Score [%] |
| Exhaustive Search | Random Search | Exhaustive Search | Random Search | Exhaustive Search | Random Search |
| 98.6 | 99.1 | 96.5 | 97.2 | 94.5 | 95.1 |

| Accuracy: DNN$_4$ | Atrial Anomaly Class: DNN$_1$ | Ventricular Anomaly Class: DNN$_4$ |
|-------------------|--------------------------|-------------------------------|
| Precision/Recall/F1-Score [%] | Precision/Recall/F1-Score [%] | Precision/Recall/F1-Score [%] |
| Exhaustive Search | Random Search | Exhaustive Search | Random Search | Exhaustive Search | Random Search |
| 94.0 | 95.0 | 82.0 | 84.0 | 60.0 | 62.0 |

Fig. 12: Exhaustive Exploration and Analysis of DNN$_1$ Architectures.

Fig. 13: Exhaustive Exploration and Analysis of DNN$_4$ Architectures.
algorithm might not be selected by another algorithm (for example, labels \(A\) and \(B\) in Figs. 16 and 17, respectively). Therefore, a genetic algorithm should be selected by the requirements of the application and the system designer. This requires a preliminary analysis and evaluation of all genetic algorithms under consideration. It is also interesting to note that NSGA-II and SPEA-2 select and train a small subset of the networks from the architecture-space as compared to the Roulette Wheel and Tournament Search techniques.

E. Proposed Weighted Architecture Search and Analysis of Networks from DNN\(_3\), DNN\(_4\), and DNN\(_5\) Architecture-Spaces

Next, we explore the architecture-space of all DNNs using the proposed weighted DNN architecture search approach illustrated in Algorithm 1. Although we have explored the architecture-space of all DNNs using all the genetic algorithms for various values of \(\alpha\) and \(\beta\), we illustrate a subset of these results for DNN\(_3\), DNN\(_4\), and DNN\(_5\) architectures for three cases, namely, (i) focus on minimizing storage overhead \((\alpha = 0.2 \text{ and } \beta = 0.8)\), (ii) simultaneously optimize for quality and storage overhead \((\alpha = 0.5 \text{ and } \beta = 0.5)\), and (iii) focus on maximizing quality \((\alpha = 0.8 \text{ and } \beta = 0.2)\), in Fig. 18, 19, and 20.

The DNN architectures selected by the genetic algorithms clearly illustrate the effects of the cost function on the architecture-space exploration. For example, in Case-(i), a large number of points are selected closer to the low-memory region, because that is the focus of exploration (for example, label \(A\) in Fig. 19). Similarly, in Case-(iii), since the search focuses more on the accuracy, a large number of points with high accuracy are selected, as depicted by label \(B\) in Fig. 18.

A large percentage of the DNN\(_5\) architectures have 0% output quality (label \(C\) in Fig. 20) due to a bias against Ventricular Fibrillation in the number of samples present in the dataset.
F. Results for Pruning and Quantization of Deep Neural Networks from DNN\textsubscript{2}, DNN\textsubscript{3}, and DNN\textsubscript{4} Architecture-Spaces

Finally, we evaluate the benefits of applying pruning and quantization techniques on three different DNN architectures obtained from exploring the architecture-spaces of DNN\textsubscript{2}, DNN\textsubscript{3}, and DNN\textsubscript{4}. The first DNN architecture (M1), denoted by $[\alpha = 1]$, prioritizes the accuracy of the DNN with no consideration of the hardware overhead of the network. The second network architecture (M2), depicted by $[\alpha = 0.5, \beta = 0.5]$, is the trade-off point obtained from the architecture-space of the DNN, which offers the best output quality for minimal hardware overhead. The third DNN (M3), denoted by $[\beta = 1]$, prioritizes the hardware overhead of the network over its accuracy.

We illustrate the benefits of pruning various percentages of DNN parameters on the above-discussed three different networks from the DNN\textsubscript{3} architecture-space using the technique presented in [37] (see Fig. 21). Similarly, we illustrate the reduction in storage overhead for various levels of quantization for the networks obtained from the DNN\textsubscript{2} architecture-space (see Fig. 22). Finally, we illustrate the benefits of combining pruning and quantization (discussed in [34] for image classification) on the networks obtained from the architecture-space of DNN\textsubscript{4} in Fig. 23.

Pruning, as a standalone technique, can be quite effective in reducing the hardware overhead by -40% while improving the accuracy by up to 0.15% as illustrated by labels A and D in Fig. 21. The labels B, C, and E denote DNN architectures that have an output quality similar to the original network while minimizing the overhead by more than 50%. Networks of model M1 can endure the process of pruning to a significantly larger extent, without loss of accuracy, as compared to models M2 and M3, primarily due to the higher number of non-essential parameters in the network. Quantization, is similarly useful in reducing the hardware overhead of the network by -5% compared to the original DNNs for an output quality loss of < 0.1%, as illustrated by labels A, B, and C in Fig. 22. A combination of pruning
Similarity, the best networks, similar to the output quality of the network\( \text{DNN}_4 \), is (\( O: \text{Original DNN} \)) and quantization can be used to achieve a 53% reduction in hardware overhead of the DNN for a quality loss of -0.2%, as illustrated by (A) in Fig. 23. Similarly, the best networks obtained from models M2 and M3 are depicted by labels (B) and (C), similar to the output quality of the network (A).

### G. Receiver Operating Characteristics Analysis of the Pruned and Quantized DNNs

Receiver operating characteristics (ROC) graphs are useful in visualizing and evaluating various types of classifiers. They have been widely used in evaluating the quality of DNNs and ML-based classifiers since the 1990s [70]. In this work, we use ROC graphs to analyze the effectiveness of the DNNs, obtained after pruning and quantization, that have similar output quality and hardware overhead. For this purpose, we explore the following two scenarios in each model of the DNN discussed in the previous section:

(1) Maximize the DNN’s accuracy with a constraint of 0.5MB maximum hardware overhead (Fig. 24(a));

(2) Minimize the hardware overhead of the DNN with a minimum output quality of 96.7% (Fig. 24(b)).

The results of this analysis are presented in Fig. 24. While model M1 has the best ROC, M2 and M3 have similar, albeit slightly attenuated, characteristics, when compared to M1. We can clearly observe that the operating characteristics of the DNN obtained after pruning 90% of model M1’s parameters and quantizing them with 3/4-bits have severely deteriorated. The pruned and quantized networks obtained from M2 and

### Fig. 24: ROC Graphs of Similar DNN4 Architectures. MPNQ depicts a network with M% DNN parameters pruned and quantized using N-bits. [\( \alpha = 1 \)], [\( \alpha = \beta = 0.5 \)], and [\( \beta = 1 \)] depict models M1, M2, and M3, respectively, which have been discussed in the previous sub-section. The ideal curve illustrates the scenario where all classifications are correct with zero false-positives.

---

**Fig. 21: Accuracy and Hardware Overhead Analysis of Pruning Pareto-Optimal DNNs.** Fig. (a) illustrates various levels of pruning in model M1 (\( \alpha = 1 \)), which has the maximum accuracy from the architecture-space; Fig. (b) analyzes various levels of pruning in model M2 (\( \alpha = 0.5, \beta = 0.5 \)), which is the best trade-off between output quality and hardware overhead; Fig. (c) illustrates various levels of pruning in model M3 (\( \beta = 1 \)), which has the lowest hardware overhead in the architecture-space.

**Fig. 22: Accuracy and Hardware Overhead Analysis of Quantizing Pareto-Optimal DNN2.** The models M1 in SF1, M2 in SF2, and M3 in SF3 obtained from the DNN2 architecture-space are quantized using 6, 5, 4, 3, and 2 bits. [M1: \( \alpha = 1 \); M2: \( \alpha = \beta = 0.5 \); M3: \( \beta = 1 \)]

**Fig. 23: Accuracy and Overhead Analysis of Pruning and Quantizing Pareto-Optimal DNN Architectures Obtained from the DNN4 Architecture-Space.** Figs. (a) to (i) compare the original DNNs to networks that have been obtained after pruning X% of network parameters and quantized, where X is increased in steps of 10, starting from 10% up to 90%. Fig. (j) illustrates the pruned and quantized network for 95% parameters pruned. [M1: \( \alpha = 1 \); M2: \( \alpha = \beta = 0.5 \); M3: \( \beta = 1 \)].
M3, which have similar output quality to the pruned and quantized network obtained from M1, exhibit better operating characteristics, similar to the original uncompressed networks. Therefore, these compressed DNNs are better suited for deployment in wearables.

To further re-emphasize the efficacy of our framework, we have included additional results in the supplementary material.

VI. CONCLUSION

To summarize and answer the questions raised in Section I:

[A1] We presented the BioNetExplorer framework, which can be used to systematically explore the architecture-space of Deep Neural Networks for bio-signal processing applications. Based on the required output classes, user’s quality requirements, and hardware constraints of the target wearable device, we perform a genetic algorithm-based exploration of the architecture-space to identify (near-) optimal DNN architectures that can be deployed on the wearable and benchmark it against an exhaustive search, while reducing exploration time by 9×.

[A2] We proposed a weighted DNN architecture search algorithm with a modified cost function to simultaneously search for networks that offer high accuracy and minimum hardware overhead. Based on these explorations, we have obtained a wide-range of (near-) optimal DNN architectures for all five cases that have been explored in Section V.

[A3] We have investigated the applicability of model compression techniques such as pruning and quantization in our framework to further reduce the hardware overhead of the DNN with minimal loss in output quality. The framework is successful in reducing the hardware overhead of the network by 53× for a quality loss of less than 0.2%. Furthermore, we have also demonstrated that DNNs obtained through simultaneous quality and hardware overhead optimization that have been subsequently pruned and quantized exhibit better operating characteristics, when compared to DNNs that have been optimized for quality, making them more suitable for deployment in wearables.

Our framework can also be used to evaluate DNNs for various bio-signal processing use-cases, besides anomaly detection in ECG signals, such as seizure detection and prediction using EEG signals, detecting anxiety attacks in users using a combination of ECG, blood pressure, and heart rate, hypoxia using SpO2 measurements, etc. The BioNetExplorer framework and the explored DNN architectures will be open-sourced and available online at https://bionetexplorer.sourceforge.io to ensure reproducibility.
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