Anisotropic diffusive transport: connecting microscopic scattering and macroscopic transport properties
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This work concerns the modeling of radiative transfer in anisotropic turbid media using diffusion theory. A theory for the relationship between microscopic scattering properties (i.e., an arbitrary differential scattering cross-section) and the macroscopic diffusion tensor, in the limit of independent scatterers, is presented. The theory is accompanied by a numerical method capable of performing the calculations. In addition, a boundary condition appropriate for modeling systems with anisotropic radiance is derived. It is shown that anisotropic diffusion theory, when based on these developments, indeed can describe radiative transfer in anisotropic turbid media. More specifically, it is reported that solutions to the anisotropic diffusion equation are in excellent agreement with Monte Carlo simulations, both in steady-state and time-domain. This stands in contrast to previous work on the topic, where inadequate boundary conditions and/or incorrect relations between microscopic scattering properties and the diffusion tensor have caused disagreement between simulations and diffusion theory. The present work thus falsify previous claims that anisotropic diffusion theory cannot describe anisotropic radiative transfer, and instead open for accurate quantitative diffusion-based modeling of anisotropic turbid materials.

I. INTRODUCTION

In contrast to radiative transfer in general, the study of anisotropic diffusive transport of light has a relatively short history. Research into this subfield of radiative transfer initially began with the research on light transport in nematic liquid crystals some 20 years ago [1–3]. Anisotropic diffusive transport has since then been a topic of active research, and the phenomenon has been observed in a wide range of random media, for example, porous semiconductors [4], stretched plastics [5, 6], wood [7, 8], various biological tissues [9–11], and recently in compacted granular materials [12]. As with multiple scattering phenomena in general, diffusive transport in anisotropic random media may be modeled with radiative transport theory (RTT). In RTT, the transport is described by the radiative transport equation (RTE) along with the microscopic scattering properties, which are directly linked to material microstructure. Considering transport on a macroscopic scale, most of the details of the microscopic scattering are averaged out by multiple scattering. Thus, when modeling macroscopic systems, for example, for comparison with experimental data, the RTE is often reduced to an (anisotropic) diffusion equation (e.g., Ref. [12]). Here, the macroscopic transport is characterized solely by the sample geometry and a diffusion tensor, D, which embodies the sample microscopic scattering properties and provides a physical link between the microscopic (RTE) and the macroscopic (diffusion) models. However, in contrast to isotropic theory, where a simple relationship between the microscopic scattering properties and macroscopic properties (i.e., the diffusion coefficient) exist, this relationship is not yet firmly established for anisotropic systems. A notable exception is the special case of nematic liquid crystals, which has been extensively theoretically investigated, see, e.g., the review by Van Tiggelen and Stark [13].

Despite the importance of the various materials exhibiting transport anisotropy, and consequently, the necessity for accurate physical models of anisotropic transport, surprisingly little work has been performed to investigate the connection between the microscopic- (RTT) and macroscopic- (diffusion) models: Heino et al. compared solutions to the RTE (solved using the Monte Carlo method) and the anisotropic diffusion equation (in the frequency domain), observing a reasonable agreement [14]. In a more extensive study, Kienle observed significant deviations between Monte Carlo simulation results and anisotropic diffusion theory when making comparisons in the steady-state and time domain. As a result, he argued that the anisotropic diffusion cannot be used to model anisotropic radiative transport [15]. It was pointed out by Johnson and Lagendijk that this conclusion, and the lack of agreement in the comparison, was due to an incorrect relationship between the scattering cross-section and the diffusion tensor [16]. Furthermore, they provided an analytical method for calculating a diffusion tensor from a differential scattering cross section and compared anisotropic diffusion theory with experimental steady-state measurements from well-characterized samples (fibrous and stretched plastics). However, no comparison between direct solutions to the RTE and the anisotropic diffusion equation was made. Instead, the validation was limited to two comparisons with experimental data, out
of which only one did show good agreement \[6\]. Recently, Kienle et al. revisited the subject, reporting on an extensive comparison between Monte Carlo solutions of the RTE and anisotropic diffusion theory. Even when designating the diffusion tensor elements as free parameters when fitting anisotropic diffusion theory solutions to Monte Carlo simulation results (thus effectively circumventing the need to know the exact relationship between the differential scattering cross section and the diffusion tensor), significant disagreements were still observed both in the steady-state and time domain \[16\]. In conclusion, the current literature suggests that anisotropic diffusion theory cannot be used to accurately describe anisotropic radiative transport.

In this paper, careful treatment of the relation between microscopic scattering properties and macroscopic transport shows that anisotropic diffusion theory indeed is capable of accurately describe anisotropic radiative transfer. This result stands in contrast to the findings of Kienle et al., and significant efforts are therefore devoted to elucidating shortcomings of earlier treatments of anisotropic diffusion. First, it is shown that macroscopic anisotropic transport is associated with an anisotropic radiance that invalidates results borrowed from isotropic diffusion theory. In particular, it is shown that the simplistic isotropic-type relation between the microscopic scattering properties and the macroscopic diffusion tensor does not hold. Moreover, an anisotropic radiance invalidates standard boundary conditions, even in the absence of a refractive index mismatch. A theory, founded in intuitive random walk theory, is presented as a way to connect the microscopic structure (i.e., an arbitrary differential cross section) with the diffusion tensor, in the limit of independent scatterers. Furthermore, the commonly used extrapolated boundary condition is modified to account for the anisotropic radiance. Using these new methods for calculating the diffusion tensor and the boundary condition, anisotropic diffusion theory is compared to results from Monte Carlo simulations (both in steady-state and time domain) for a wide variety of isotropic and anisotropic systems. As already implied above, the agreement between anisotropic diffusion theory and radiative transfer simulations is found to be excellent.

The remainder of the paper is organized as follows. Section \[II\] first provides a summary of microscopic scattering properties (the differential cross-section) \[II A\] and elaborate how these relate to the anisotropic radiance \[II B\]. Section \[III\] presents the model for how anisotropic systems are implemented in this work and describes how Monte Carlo simulations of anisotropic transport have been carried out. Section \[IV\] starts with a short review of anisotropic diffusion theory \[IV A\] and then moves on to one of the central parts of this work: how the diffusion tensor should be calculated from arbitrary microscopic scattering properties \[IV B\] and the derivation of the extrapolation length for anisotropic turbid media \[IV C\]. Section \[V\] discusses how, in the absence of analytical solutions to the presented theory, the diffusion tensor and extrapolation length can be estimated numerically. Section \[VI\] elucidates the relation between the microscopic scattering properties and the (macroscopic) diffusion tensor, and Sec. \[VII\] reports on the comparisons between Monte Carlo simulations and anisotropic diffusion theory. Finally, Sec. \[VII\] provides a general discussion of the results.

## II. ANISOTROPIC RADIANCE

This section gives a brief summary of microscopic scattering properties and how they relate to the radiance. For a more detailed discussion on the topic, the reader is directed to, for example, the book by Welsh and van Gemert \[17\].

### A. The differential scattering cross section

In this work, it is assumed that transport in the considered systems can be accurately modeled using radiative transport theory (RTT). Here it is assumed that the system can be reduced to a collection of discrete, independent, scatterers, each characterized by a differential scattering cross section, \(\sigma_{sc} (\hat{s}' , \hat{s}) / \partial \Omega\), which describes the energy transferred in the direction of \(\hat{s}'\) when a plane wave, traveling along \(\hat{s}\), interacts with the scatterer. It may be calculated analytically in simple cases (spheres, cylinders, etc.) or computed numerically for arbitrary scatterers, using, for example FDTD.

The differential scattering cross section is used to calculate two important physical quantities; the scattering coefficient,

\[
\mu_s(\hat{s}) = \sigma_{sc}(\hat{s}) \rho_{sc},
\]

and the single-scattering phase function,

\[
p(\hat{s}' , \hat{s}) = \frac{\partial \sigma_{sc}(\hat{s}' , \hat{s})}{\partial \Omega} \frac{1}{\sigma_{sc}(\hat{s})}.
\]

Here \(\rho_{sc}\) is the density of scatterers and \(\sigma_{sc}(\hat{s})\) is the scattering cross section:

\[
\sigma_{sc}(\hat{s}) = \int_{4\pi} \frac{\partial \sigma_{sc}(\hat{s}' , \hat{s})}{\partial \Omega} d\Omega'.
\]

It is easy to realize that if either the scattering coefficient or the single-scattering phase function is dependent on the current direction, \(\hat{s}\), the resulting macroscopic transport will be anisotropic. Furthermore, for any physically realistic system (whose scattering parameters, \(\mu_s(\hat{s})\) and \(p(\hat{s}' , \hat{s})\), are derived from the same differential scattering cross section) it is likely that if the scattering coefficient is direction-dependent, then so is the single-scattering phase function, and vice versa. Thus, any theory that connects the differential scattering cross section with the diffusion tensor must take both of these physical properties into account.
B. Anisotropic radiance

The radiance, \( L(\mathbf{r}, \hat{s}) \) [W/m\(^2\)sr], is a fundamental prosingle-scattering property in radiative transport. It describes the power per unit area per solid angle traveling in direction \( \hat{s} \) at position \( \mathbf{r} \), and is the product of the energy density \( W(\mathbf{r}) \) [J/m\(^3\)], the energy transport velocity, \( v(\hat{s}) \) [m/s], in direction \( \hat{s} \), and a function \( P(\hat{s}) \) [1/sr] describing the angular distribution of the radiance:

\[
L(\mathbf{r}, \hat{s}) = W(\mathbf{r})P(\hat{s})v(\hat{s}).
\]  

Here it was assumed that the angular distribution of the radiance is independent of the position, \( \mathbf{r} \). The decomposition of the radiance reveals the two different means by which macroscopic anisotropic transport may arise: by a direction-dependent energy transport velocity (caused by, for example, an anisotropic refractive index) or through an anisotropic angular distribution, \( P(\hat{s}) \). Intuitively (adopting the random walk picture of diffusive transport), \( P(\hat{s}) \), may be interpreted as a probability density function describing the probability that a random walker is traveling in direction \( \hat{s} \). It is clear that anisotropy in \( P(\hat{s}) \) is a direct consequence of a direction-dependent scattering coefficient and/or single-scattering phase function: If the anisotropy is caused by a direction-dependent single-scattering phase function, some directions of travel will be more probable than others while all random walkers will, on average, take steps of the same length regardless of direction. If, on the other hand, the anisotropy is caused by a direction-dependent scattering coefficient, all directions will be equally represented on a step-by-step basis, but random walkers will take longer steps (spending more time to complete the step) in some directions, causing \( P(\hat{s}) \) to be anisotropic.

The angular distribution of the radiance, \( P(\hat{s}) \), is easily calculated in the simple case where only the scattering coefficient is direction-dependent. However, as discussed in the previous section, this is unlikely in any realistic physical system. When the single-scattering phase function is direction-dependent, the calculation of \( P(\hat{s}) \) is no longer trivial. In fact, the stationary angular distribution is given by the solution to a Markov chain problem with a continuous state space, where the single-scattering phase function gives the probabilities for scattering from and to all directions (states) and the (direction-dependent) scattering coefficient describes the weights for each direction (how long the system will stay in a certain state). Fortunately, the Monte Carlo method gives a simple and straightforward solution to this difficult problem. The state space is seeded with an arbitrary source function and propagated step by step according to the probabilities described by \( \mu_s(\hat{s}) \) and \( p(\hat{s}', \hat{s}) \) until a stationary solution is reached. The result of such a numerical calculation is illustrated in Fig. 1. In this example, for illustration purposes, the angular radiance distribution, \( P(\hat{s}) \), is converted to spherical coordinates and decomposed into two functions, \( P(\hat{s}) = P(\theta)P(\phi) \), as a function of number of steps, \( i \). In this system \( P(\theta) \) uniformly distributed \( \in [0, \pi] \) and is thus not shown. The anisotropy is caused by a direction-dependent single-scattering phase function (with the tensor elements \( g_{xx} = 0.4 \), and \( g_{yy} = g_{zz} = 0.8 \), as defined in Sec. III, while the scattering coefficient is direction independent. Starting from an isotropic distribution (at \( i = 0 \)), it takes many steps for the distribution to converge to the stationary distribution (full convergence not shown).

III. MONTE CARLO SIMULATIONS OF ANISOTROPIC TRANSPORT

In this work, the Monte Carlo method, which provides a direct solution to the RTE, serves as the gold standard model to facilitate a comparison between RTT and anisotropic diffusion theory. A standard GPU-accelerated Monte Carlo code was modified to accommodate anisotropic transport. The code allows for two different types of anisotropy, a direction-dependent scattering coefficient, \( \mu_s(\hat{s}) \), and a direction-dependent single-scattering phase function, \( p(\hat{s}', \hat{s}) \), where \( \hat{s} = [dx \ dy \ dz] \) and \( \hat{s}' \) are a unit vectors describing the current and outgoing direction, respectively.

In the code the direction-dependent scattering coefficient is implemented as \( \mu_s(\hat{s}) = \hat{s}\mu_s\hat{s}^T \), where

\[
\mu_s = \begin{pmatrix}
\mu_{s,xx} & 0 & 0 \\
0 & \mu_{s,yy} & 0 \\
0 & 0 & \mu_{s,zz}
\end{pmatrix}.
\]
is the scattering coefficient tensor. The direction-dependent scattering phase function is implemented using the well known Henyey-Greenstein scattering phase function \( g(\hat{s}) = \frac{1}{2} \hat{s} \cdot \hat{g} \hat{S}^T \) with

\[
g = \begin{pmatrix} g_{xx} & 0 & 0 \\ 0 & g_{yy} & 0 \\ 0 & 0 & g_{zz} \end{pmatrix}.
\] (6)

It is important to note that this implementation does not necessarily represent a physically realistic case, where the scattering properties are calculated from the same differential scattering cross section [Eqs. 1,2]. Rather, it serves as a test case where the two different means to create an anisotropic radiance are separately tunable. Also, this test case provides well-characterized results when the system is isotropic (i.e., \( g \) and \( \mu \) are scalar matrices) and makes the results comparable to those of previous studies. For clarity and brevity of the following discussion, and for easily interpreted results, \( \mu \) and \( g \) are restricted to being diagonal. Also, for simplicity, the refractive index of the medium, \( n \), is assumed to be isotropic in this work. Neither of these assumptions imply restrictions in the theory.

The code records the spatial and temporal characteristics of light transmitted through a slab (of thickness \( L \) in the \( z \) direction), infinitely extended in the \( xy \) directions. At time \( t = 0 \), light (unpolarized) is injected at \( (x, y, z) = (0, 0, 0) \) and directed in the \( z \)-direction. The code uses Fresnel’s formula (averaged over polarizations) for handling boundary transitions from the random media (with refractive index \( n \)) to the surrounding media \( n_0 = 1.0 \). Owing the temporally resolved detection, absorption can be added post-simulation using Beer-Lambert’s law, but in this work \( \mu_a = 0 \) for simplicity.

IV. THEORY FOR ANISOTROPIC DIFFUSION

A. The anisotropic diffusion equation

The three-dimensional time-dependent anisotropic diffusion equation in the absence of absorption reads [13, 21, 22]

\[
\frac{\partial W(\mathbf{r}, t)}{\partial t} = \nabla \cdot \mathbf{D} \nabla W(\mathbf{r}, t) + S(\mathbf{r}, t),
\] (7)

where \( r \) is the position, \( t \) is time, \( W(r, t) \) is the energy density, and \( S(r, t) \) is a source function. Note that this equation may be derived without assuming a near-isotropic radiance, as commonly done when deriving the isotropic diffusion equation. \( D \) is the anisotropic diffusion tensor, which, in this work is constrained to the case where the matrix is diagonal:

\[
D = \begin{pmatrix} D_{xx} & 0 & 0 \\ 0 & D_{yy} & 0 \\ 0 & 0 & D_{zz} \end{pmatrix}.
\] (8)

This implies that the principal axes of the anisotropic radiance ellipsoid (cf. Fig. 1) are aligned with the axes of the cartesian coordinate system. Note that is not a limitation of the theory as diffusion tensors are diagonalizable by rotation [2, 22].

In order to compare the results of the previously described Monte Carlo code, and anisotropic diffusion theory, Eq. (7) is solved for transmission through a slab of thickness \( L \), infinitely extended in the \( xy \)-direction. Boundaries are handled by imposing the extrapolated boundary condition [24, 25]: \( W = 0 \) at \( z = -z_c \) and \( z = L + z_c \), and using the source function \( S(r, t) = \delta(x)\delta(y)\delta(z-z_0)\delta(t) \). The distance \( z_0 \) is the source depth, approximated by the transport mean free path in the \( z \) direction, \( z_0 = \ell_z^* \). In turn, \( \ell_z^* \) is related to the diffusion tensor through

\[
D_{zz} = \frac{1}{3} v_z \ell_z^* ,
\] (9)

where \( v_z \) is the energy transport velocity in the \( z \) direction (in the absence of resonant scattering assumed to be \( v_z = c/n_z \), where \( n_z \) is the refractive index in the \( z \)-direction). The distance \( z_c \) is called the extrapolation length and is usually derived assuming a near-isotropic radiance. As shown later (Sec. IV.C), the extrapolated boundary condition is still applicable in anisotropic diffuse systems, as long as proper care is taken when calculating \( z_c \). The time evolution of the intensity transmitted through the slab reads [21, 26]:

\[
I_{tr}(x, y, t) = \frac{I_0 \exp \left( -\frac{v_z^2}{4D_{zz} \ell_z^*} \right) \exp \left( -\frac{y^2}{4D_{yy} \ell_z^*} \right)}{\pi^{3/2} (4t)^{5/2} \sqrt{D_{xx} D_{yy} D_{zz}}} \times \left[ \sum_{m=-\infty}^{+\infty} z_{+,m} \exp \left( -\frac{z_{+,m}^2}{4D_{zz} \ell_z^*} \right) - z_{-,m} \exp \left( -\frac{z_{-,m}^2}{4D_{zz} \ell_z^*} \right) \right],
\] (10)

with \( z_{+,m} = L(1-2m) - 4m z_c - z_0 \)

\[
\begin{align*}
 z_{+,m} & = L(1-2m) - 4m z_c - z_0 \\
 z_{-,m} & = L(1-2m) - (4m - 2) z_c + z_0
\end{align*}
\]
B. Deriving the diffusion tensor

The relationship between the macroscopic diffusion tensor, \( \mathbf{D} \), and the microscopic differential scattering cross section (i.e., the microscopic scattering properties \( \mu_s(s) \) and \( p(s', s) \), or in this case, \( \mu_s \) and \( g \)), is the subject of confusion in the literature \([6, 13, 16]\). Part of this confusion stems from the simple relationship between the two parameters in the case of isotropic diffusion:

\[
D_{\text{iso}} = \frac{c}{3n\mu_s(1-g)} = \frac{c}{3n\mu'_s}.
\]

(11)

where \( g \) is the first moment of the probability density function describing the scattering deflection angle (i.e., using a direction independent single-scattering phase function). Failing to note that this relationship is only valid for isotropic systems has lead to the adoption of the same (simpistic) relationship when considering anisotropic systems:

\[
D_{\text{simplectic}} = \frac{c}{3n\mu_{s,kk}(1-g_{kk})} = \frac{c}{3n\mu'_{s,kk}}.
\]

(12)

In reality, the relationship between the macroscopic transport properties and the microscopic scattering properties is more complicated. This section outlines how random walk theory can be used to intuitively connect an arbitrary transport problem (defined by the differential scattering cross section, and the direction-dependent energy velocity) to a diffusion tensor. Further details on this method are presented in Ref. \([22]\), which in turn is influenced by the tutorial by Vlahos et al. \([27]\). For brevity and clarity, it is assumed that the axes of the radiance ellipsoid (cf. Fig. 1) are aligned with the cartesian coordinate system; i.e., \( \mathbf{D} \) is diagonal.

Consider a random walker in an unbounded three-dimensional absorptionless medium. The random walk is characterized by the scattering coefficient, phase scattering function, refractive index, etc., as in a normal Monte Carlo simulation. To determine the diffusion tensor element \( D_{xx} \), consider the position of the random walker projected onto the \( x \) axis. After \( N \) steps the position is:

\[
x_N = \Delta x_1 + \Delta x_2 + \Delta x_3 + \ldots + \Delta x_N = \sum_{k=1}^{N} \Delta x_k.
\]

(13)

The increments \( \Delta x_j \) are random variables (dependent, unless the scattering is isotropic), each representing the projection of step \( i \) onto the \( x \) axis. The mean-square displacement \( \langle x_N^2 \rangle \) is simply the mean of Eq. (13) squared:

\[
\langle x_N^2 \rangle = \langle (\Delta x_1 + \Delta x_2 + \ldots + \Delta x_N)^2 \rangle,
\]

(14)

(in this work \( \langle \cdot \rangle \) denotes the mean). As long as the diffusion is nonanomalous (free of advection) the average random walker position is \( \langle x_N \rangle = 0 \). Thus, the mean-square displacement of a single random walker is the same as the variance for the distribution of random walker positions. Using an elementary arithmetic rule for random variables, Eq. (14) may be rewritten:

\[
\langle x_N^2 \rangle = \sum_{j=1}^{N} \left( \sum_{k=1}^{N} \langle \Delta x_j \Delta x_k \rangle \right).
\]

(15)

As \( \langle \Delta x_i \rangle = 0 \), the expectation value \( \langle \Delta x_j \Delta x_k \rangle \) is the covariance of the two random variables, \( \Delta x_j \) and \( \Delta x_k \), and Eq. (15) is simply the sum of the corresponding covariance matrix. Clearly, the absolute values of the indices \( j \) and \( k \) are irrelevant, only their absolute difference matters. This significantly simplifies the calculation of the covariance matrix, which has the elements:

\[
\Sigma_{jk} = \text{cov}(\Delta x_j, \Delta x_k) = \langle \Delta x_i \Delta x_{i+m} \rangle,
\]

(16)

where \( m = |k-j| \), (i.e., the covariance matrix is a symmetric Toeplitz matrix).

Considering this random walk projected onto an axis as a 1D diffusion problem it is easy to show that:

\[
\langle x^2(t) \rangle = 2D_{xx}t.
\]

(17)

After many steps (which is required for diffusion theory to be valid) it may safely be assumed that \( t = N\langle \Delta t \rangle \), where \( \langle \Delta t \rangle \) is the mean of the step time distribution. Hence, Eq. (17) can be converted from continuous time \( t \) to discrete time \( (N \) steps):

\[
D_{xx} = \frac{\langle x_N^2 \rangle}{2N\langle \Delta t \rangle}.
\]

(18)

In conclusion, the diffusion tensor element can be calculated by summing the elements of the covariance matrix, Eq. (16). This method provides an intuitive understanding of the connection between the random walk and the diffusion tensor and can, for example, analytically re-create the result for isotropic diffusion, Eq. (11); see Ref. \([22]\) for details.

In cases where \( D_{xx} \) lacks an obvious or simple closed form expression, it may be calculated numerically. This can be performed with a computationally inexpensive random walk simulation, where a single random walker is traced for a large number of steps in an unbounded absorptionless three-dimensional medium with the desired differential scattering cross section. For each step, \( i \), the projections of the step onto each of the principal axes radiance ellipsoid (in this case, the axis of the cartesian coordinate system \( \Delta x_i, \Delta y_i, \) and \( \Delta z_i \)) are stored, along with the time it took to complete the step, \( \Delta t_i \). After the simulation, the elements of the covariance matrix may be calculated using

\[
\langle \Delta x_i \Delta x_{i+m} \rangle = \frac{1}{N-m} \sum_{i=1}^{N-m} \Delta x_i \Delta x_{i+m}.
\]

(19)
Due to the symmetric nature of the covariance matrix, its sum [Eq. 18] may be calculated using

$$\langle x_N^2 \rangle \approx N \left( \langle \Delta x_i \Delta x_i \rangle + 2 \sum_{m=1}^{N} \langle \Delta x_i \Delta x_{i+m} \rangle \right). \quad (20)$$

Here it was assumed that $N$ is large (it is worth repeating that this assumption is a prerequisite for diffusion theory to be applicable in the first place). Note that ordinarily $\langle \Delta x_i \Delta x_{i+m} \rangle$ approaches zero as $m$ becomes large because correlation between the steps is gradually lost due to the randomness in the scattering. This reduces the computation required of Eq. (20) as convergence is achieved when $\langle \Delta x_i \Delta x_{i+m} \rangle$ reaches a sufficiently small value.

Finally, the average step time, $\langle \Delta t_i \rangle$, is calculated and inserted into Eq. (18) along with Eq. (20) to yield the diffusion tensor element:

$$D_{xx}^{RWT} = \frac{\frac{1}{2} \langle \Delta x_i \Delta x_i \rangle + \sum_{m=1}^{N} \langle \Delta x_i \Delta x_{i+m} \rangle}{\langle \Delta t_i \rangle}. \quad (21)$$

C. Deriving the extrapolation length for anisotropic radiance

In addition to an appropriate diffusion tensor, diffusion modeling of bounded media also requires an appropriate boundary condition. Equation (10) utilizes the so-called extrapolated boundary condition [24, 22, 28], where the fluence is extrapolated to zero at a virtual boundary located a small distance outside the actual boundary. The distance to this boundary, called the extrapolation length $z_e$, is usually derived assuming an isotropic radiance. However, as discussed in Sec. III for macroscopically anisotropic systems, an isotropic radiance can no longer be assumed. The appendix outlines the modification of the extrapolated boundary condition to accommodate an anisotropic radiance. In order to be applicable, the modified boundary condition requires knowledge of the stationary angular distribution of the radiance, $P(\hat{s})$. As discussed in Sec. III B and Fig. III, the stationary distribution can be calculated using the Monte Carlo method to solve the Markov Chain problem. Alternatively, one may recognize that the directions $\hat{s}_i = [\Delta x_i, \Delta y_i, \Delta z_i]$ obtained from the Monte Carlo simulation described in the calculation of the diffusion tensor (Sec. IV B) also represent the stationary angular distribution as long as the number of steps, $N$, is large. Here, the distribution function $P(\hat{s})$ is estimated by the distribution of directions: $\hat{s}_i$ weighted by the length of each step, $s_i = \sqrt{\langle \Delta x_i \rangle^2 + \langle \Delta y_i \rangle^2 + \langle \Delta z_i \rangle^2}$. The direction vector $\hat{s}_i$ is a unit vector, i.e., $\hat{s}_i = [\Delta x_i, \Delta y_i, \Delta z_i]/s_i = [dx_i dy_i dz_i]$. Further, assuming a boundary with a normal $\hat{n}$ aligned with the $z$ axis, gives $\cos \theta_i = |dz_i|$. The coefficients $A$, $B$, $X$, and $Y$ [Eqs. (A6), (A7), (A11), and (A12)], can hence be estimated numerically:

$$B = \frac{1}{N \langle s_i \rangle} \sum_{i=1}^{N} \cos \theta_i v(\hat{s}_i)s_i, \quad (22)$$

$$C = \frac{1}{N \langle s_i \rangle} \sum_{i=1}^{N} \cos^2 \theta_i \ell^* (\hat{s}_i) v(\hat{s}_i)s_i, \quad (23)$$

$$X = \frac{1}{N \langle s_i \rangle} \sum_{i=1}^{N} \cos \theta_i \ell^* (\hat{s}_i) v(\hat{s}_i)s_i R_F(\theta_i), \quad (24)$$

$$Y = \frac{1}{N \langle s_i \rangle} \sum_{i=1}^{N} \cos^2 \theta_i \ell^* (\hat{s}_i) v(\hat{s}_i)s_i R_F(\theta_i), \quad (25)$$

where $\ell^*$ is calculated using Eq. (A2). This gives an expression for the extrapolation length:

$$z_e^{RWT} = \frac{\sum_{i=1}^{N} \cos^2 \theta_i \ell^* (\hat{s}_i) v(\hat{s}_i)s_i (1 - R_F(\theta_i))}{\sum_{i=1}^{N} \cos \theta_i v(\hat{s}_i)s_i (1 - R_F(\theta_i))}. \quad (26)$$

D. Numerical estimation of $D$ and $z_e$

A separate CPU-based code was implemented to perform the random walk of a single walker in an unbounded medium. A direction-dependent scattering coefficient, $\mu_s(\hat{s})$, and anisotropy factor $g(\hat{s})$ was implemented, as described in Sec. III The data from the random walk was directed to a subroutine, which performed the calculation of the elements of the diffusion, $D^{RWT}$ [Eq. (21)] and the extrapolation length, $z_e^{RWT}$ [Eq. (26)]. The number of steps for the random walker was set to $N = 5 \times 10^6$. For all the presented results, this procedure was repeated 50 times in order to give a good estimate of the mean and standard deviation of the calculated quantities, and to reduce the effect of stochastic noise.

In a first test, the numerical methods and implementations for the calculation of the diffusion tensor and extrapolation length were tested using isotropic systems, where the results are well known. For example, using the Heney-Greenstein phase scattering function with $g = 0.8$, $\mu_s = 100$ cm$^{-1}$, and $n = 1.4$, the numerical algorithm produced $D^{RWT} = 35.7 \pm 0.2$ m$^2$/ns and $z_e^{RWT} = 0.984 \pm 0.003$ mm (mean ± sample standard deviation). These numbers are in good agreement with the results from analytical theory: $D^{iso} = 35.7$ m$^2$/ns and $z_e^{iso} = 0.983$ mm, using Eq. (14), and the method of Contini et al. [28], respectively.

V. A DISCUSSION ON THE RELATION BETWEEN $D$, $\mu_s$, AND $g$

Diffusion tensor elements for a wide range of microscopic scattering properties were calculated using the simplistic method [Eq. (12)] and compared to the accurate random walk theory (RWT) [Eq. (21)]. The results
FIG. 2. (Color online) Diffusion tensor elements calculated using random walk theory (RWT) [Eq. (21)] and the simplistic method [Eq. (12)] as a function of a single varying microscopic scattering property. In (a) $\mu_s,zz$ is varied while $g_{xx} = g_{yy} = 0.8$, and $\mu_s,xx = \mu_s,yy = 100$ cm$^{-1}$ are kept constant. In (b) $g_{zz}$ is varied, and $g_{xx} = g_{yy} = 0.8$, and $\mu_s,xx = \mu_s,yy = \mu_s,zz = 100$ cm$^{-1}$ are kept constant. In both (a) and (b), the refractive index is $n = 1.0$ and $\mu_a = 0$. Due to symmetry, $D_{yy} = D_{xx}$. It is clear that the simplistic method does not provide an accurate estimate of the diffusion tensor, unless the diffusion is isotropic.

VI. AGREEMENT BETWEEN MONTE CARLO SIMULATIONS AND ANISOTROPIC DIFFUSION THEORY

A. Steady state

Spatially resolved transmission through a slab was chosen as a test case for steady-state solutions of the anisotropic diffusion equation:

$$I_{tr}(x,y) = \int_{t=0}^{\infty} I_{tr}(x,y,t)dt.$$  (27)

Studying the transmission through an optically thick slab ensures that the diffusion approximation is valid (which is not the case for reflectance measurements close to the source). Any observed discrepancy in the comparison to the results of Monte Carlo simulations is thus due to invalidity of the anisotropic diffusion theory, not due to a breakdown of diffusion theory in general. Monte Carlo simulations were performed for non-absorbing slabs, with varying thicknesses, refractive indices, and for a wide variety of anisotropic as well as isotropic (for validation) microstructures. For comparison, diffusion tensors were calculated with the presented random walk theory $D^{RWT}$ [Eq. (21)] as well as using the simplistic method, $D^{simplistic}$ [Eq. (12)]. Extrapolation lengths were calculated using the theory modified for anisotropic radiance, $z^{RWT}_{\text{c}}$ [Eq. (26)], as well as the conventional method assuming isotropic radiance, $z^{\text{iso}}_{\text{c}}$. In all cases, $z_0$ was calculated using Eq. (9).

Two test cases, Case 1 and 2, with refractive indices of 1.5 and 1.0, respectively, were selected as representative results and are shown in Fig. 3. These two cases provide solutions that are rotationally symmetric around the $z$-axis. Hence, Fig. 3 shows the transmission as a function of the radial distance from the $z$-axis, a configuration that greatly increases the signal-to-noise in the Monte Carlo simulation results. The inadequacy of the simplistic method is obvious, while anisotropic diffusion using the RWT-derived diffusion tensor and the boundary condition modified for anisotropic radiance accurately mod-
FIG. 3. (Color online) Steady-state transmission through 2-cm-thick, nonabsorbing slabs, as modeled by Monte Carlo and anisotropic diffusion theory. (a) and (b) show Case 1 (in linear and logarithmic, scale respectively), where the anisotropy is due to a direction-dependent scattering coefficient, \( \mu_{s,xx} = \mu_{s,yy} = 100 \text{ cm}^{-1} \), and \( \mu_{s,zz} = 50 \text{ cm}^{-1} \), with \( g_{xx} = g_{yy} = 0.8 \), and \( n = 1.5 \). The panels to the right (c) and (d) show Case 2 (in linear and logarithmic, scale respectively), where the single-scattering anisotropy factor is direction-dependent with \( g_{xx} = g_{yy} = 0.8 \), and \( g_{zz} = 0.6 \), while \( n = 1.0 \), and \( \mu_{s,xx} = \mu_{s,yy} = \mu_{s,zz} = 100 \text{ cm}^{-1} \). Using RWT, anisotropic diffusion reproduce the Monte Carlo results within the accuracy of diffusion theory. However, using the simplistic method for deriving the diffusion tensor, and/or using the boundary condition for isotropic radiance, results in large deviations compared to Monte Carlo.

els the transmission. In all cases, the deviation in absolute transmission between Monte Carlo and diffusion (combined with RWT derived extrapolation length and diffusion tensor) was generally < 1% with the worst observed deviation of \( \approx 3% \). This variation is well within the limits of the extrapolated boundary condition method (see, e.g., Ref. [28]). A small dependency on the radial distance was observed in the deviation in some cases [for example, Fig. 3(b)], which is possibly attributed to a deviation from the stationary radiance distribution far away from \( r = 0 \) and close to the boundary.

Also illustrated in Fig. 3 are the diffusion results where \( \mathbf{D}^{\text{RWT}} \) is combined with the conventional extrapolated boundary condition assuming isotropic radiance, \( z_e^{\text{iso}} \). This isolates the effect of using the improper boundary condition, illustrating the importance of the modification to account for the anisotropic radiance, as described earlier. A notable result, illustrated in Figs. 3(c)-3(d), is that the conventional, isotropic, extrapolated boundary condition is inaccurate, even when in the absence of a refractive index boundary mismatch (\( n = n_0 = 1.0 \)). This is predicted by Eq. (A10), where \( X \) and \( Y \) are zero due to their dependance on the Fresnel reflection coefficient, \( R_F(\theta) \), while \( B \) and \( C \) are still dependent on the angular distribution of the radiance.

It is also worth noting that using \( z_e^{\text{iso}} \) leads to an over- and underestimation compared to the Monte Carlo transmission results respectively for the two test cases. This illustrates how the modified boundary condition is dependent on the shape of the anisotropic radiance distribution, \( P(\hat{s}) \). For example, in Case 1, the random walkers are more likely to travel in the direction perpendicular to the boundaries, causing the effective reflection coefficient to decrease relative to the isotropic radiance situation. Compared to assuming isotropic radiance, this cause more losses through the boundary close to the source which in turn decreases overall transmission, as observed in Figs. 3(a)-3(b).

B. Time domain

The temporally resolved transmittance through slabs with a wide variety of thicknesses and optical properties (refractive index, and \( \mu_s \) and \( g \) tensors) were studied at various \( x - y \) positions by comparing the results of Monte Carlo simulations and anisotropic diffusion theory. Overall, excellent agreement was found when using the RWT method for deriving the diffusion tensor and the
extrapolation length, while the simplistic diffusion tensor element method and the isotropic radiance boundary condition both introduced significant errors. To illustrate these results, Figs. 4(b)-4(d) show the temporally resolved transmittance through a 2-cm-thick slab with nonrotationally symmetric anisotropy, at various positions. Figure 4(a) illustrates the steady-state isointensity curves for the same slab, as well as the positions of collection for Figs. 4(b)-4(d).

As expected, anisotropic diffusion theory (using RWT for diffusion tensor and extrapolation length calculation) is in good agreement with Monte Carlo simulations, while the simplistic diffusion tensor calculation and the isotropic radiance boundary condition both introduce significant deviations. As in the steady-state comparisons between RWT diffusion and Monte Carlo results, small (on the order of one percent), offset-like deviations were observed in some comparisons. This can most likely be attributed to the limited accuracy of the approximative boundary condition.

Studying Figs. 4(b)-4(c) it appears like diffusion theory using $D_{\text{simplistic}}$ in combination with $z_{\text{iso}}$, produces results that converge toward the Monte Carlo solution at later times (approximately $t > 6 \text{ ns}$). This behavior was not consistently observed for other simulations with other optical properties. It is thus important to note that this purely accidental behavior cannot be used, for example, for extraction of absorption properties. In general, in order to accurately extract the absorption coefficient through the fitting of time-resolved data with anisotropic diffusion theory, a correct boundary condition is required, even if the diffusion tensor is configured to freely vary during the fitting procedure. This is illustrated in Figs. 4(b)-4(d). Here, the combination of the RWT-derived diffusion tensor with an inappropriate extrapolation length leads to large deviations from the Monte Carlo solution.

VII. DISCUSSION AND CONCLUSIONS

The presented theory provides an accurate and intuitive method to calculate the diffusion tensor for systems of independent scatterers with arbitrary microscopic scattering properties. Here, the theory is tested against Monte Carlo simulations using an unphysical test case where the microscopic scattering properties are separated into two independent tensors ($\mu_s$ and $g$). However, the theory is applicable to arbitrary systems, such as the physically more realistic case of statistically aligned anisotropic scattering cylinders. The presented method utilizes the strength of the Monte Carlo method where
scatterers with an arbitrary differential scattering cross section, statistical alignment, and/or a mix of several types of scatterers, is easily implemented. Furthermore, like the regular Monte Carlo method, the presented numerical method can be extended to account for polarization effects such as polarization-dependent scattering. Contrary to the computationally costly method of using Monte Carlo to solve the transport problem for the entire system, the calculation of the diffusion tensor only requires a single random walker to be tracked for a few million steps, an operation of negligible computational cost for a modern computer. The computation required for summing the elements of the covariance matrix is more expensive, but is also a task that is easily parallelizable. It should also be noted that the theory can be used to derive analytical relationships for specific systems (see Ref. [22] for systems with randomly oriented anisotropic scatterers, i.e., isotropic diffusion).

The results presented in this work clearly show that, contrary to previous studies [15, 16], anisotropic diffusion theory indeed is valid (within the limitations of diffusion theory). The fallacy that lead to the conclusion that anisotropic diffusion is invalid was the use of an invalid boundary condition and, as also pointed out by Johnson et al., an invalid relationship between the microscopic scattering properties and the diffusion tensor $R$. As shown in this work, the relationship between the microscopic scattering properties and the diffusion tensor is complicated and dependent on the specific microscopic scattering properties of the system under consideration. The presented theory intuitively connects the micro- and macroscopic properties by studying the statistics (i.e., the covariance matrix) of steps taken in a random walk. The off-diagonal elements of the covariance matrix represent long-range step correlations, which in turn arise from a direction-dependent single-scattering phase function, and/or an anisotropic single-scattering phase function (such as the direction independent Henyey-Greenstein function). Clearly, this stands in conflict with the method to calculate the diffusion tensor presented by Johnson et al. [6], which doesn’t take the step correlations or the anisotropic radiance into account.

This work also presents a boundary condition modification to account for an anisotropic radiance. When the transport anisotropy is fully or partly due to a direction-dependent phase scattering function, the stationary radiance direction distribution is not trivial to derive, as it takes multiple steps for the radiance to converge. Using the presented RWT method, the steps taken by the single walker can be used as a representative sample of the stationary radiance distribution, from which the extrapolation length can be numerically calculated. It should be noted that the extrapolated boundary condition is approximative and does lead to small deviations between Monte Carlo simulations and diffusion theory, even in the case of isotropic diffusion in a regime where diffusion theory is a very good approximation. The small mismatches observed in this work are comparable to the boundary-condition-induced mismatches observed when comparing Monte Carlo solutions with isotropic diffusion.

The requirement of a boundary condition modified for anisotropic radiance poses a challenge to the applicability of anisotropic diffusion theory in practice. The numerical calculation of the diffusion tensor and the extrapolation length can be made fast enough to be useful in e.g., iterative curve fitting of diffusion models with experimental, or simulation data. Thus, it can be useful when the microscopic nature of the scatterers is known and the appropriate differential scattering cross section can be applied in the forward model. In the absence of this a priori information, the fitting of solutions to the anisotropic diffusion equation to experimental, or simulation data, is less straightforward. Accurate diffusion tensors or absorption coefficients can only be extracted as long as an appropriate extrapolation length is used. However, as shown in this work, the extrapolation length is dependent on the radiance, which is calculated from the microscopic optical properties. Still, owing to the link between the diffusion tensor, the radiance, and the extrapolation length, it is not unreasonable to imagine that an approximate relationship between the extrapolation length and the diffusion tensor can be found (as it has for isotropic diffusion; see e.g., Ref. [28]). Such a relationship would be helpful in studies of systems with anisotropic transport using diffusion theory, and is a recommended direction of future work.
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**Appendix A: Boundary condition**

The treatment of boundaries with refractive index mismatch for turbid media have been extensively investigated over the years by several authors (e.g., Refs. [24, 25, 28]). The extrapolated boundary condition has emerged as a popular method to handle boundaries. However, in the derivation of the extrapolation length, $z_e$, it is commonly assumed that the radiance is near isotropic, a condition that fails for systems with anisotropic transport properties. Here, the extrapolated boundary condition, as derived by Zhu et al.
\[ J_\pm = BW_0 \mp C \left. \frac{\partial W}{\partial z} \right|_{z=0}, \]  
\[ \text{where} \]
\[ B = \int_0^{\pi/2} \int_0^{2\pi} d\phi P(\hat{s}) v(\hat{s}) \sin(\theta) \cos(\theta) \, d\theta, \]
\[ C = \int_0^{\pi/2} \int_0^{2\pi} d\phi P(\hat{s}) v(\hat{s}) \sin(\theta) \cos^2(\theta) \ell^* (\hat{s}). \]  
\[ J_- \text{ and } J_+ \text{ are related through} \]
\[ J_+ = R_{\text{eff}} J_- , \]  
\[ \text{where } R_{\text{eff}} \text{ is the effective reflection coefficient. This} \]
\[ \text{gives:} \]
\[ W_0 - C(1 + R_{\text{eff}}) \left. \frac{\partial W}{\partial z} \right|_{z=0} = 0. \]  
\[ \text{Linearly extrapolating the energy density to zero gives the} \]
\[ \text{extrapolation length} \]
\[ \left. \frac{\partial W}{\partial z} \right|_{z=0} = C + Y \]
\[ = \frac{(1 + R_{\text{eff}})}{B(1 - R_{\text{eff}})} = \frac{C + Y}{B - X}. \]  
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