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Abstract— In this work, we develop a novel sampling-based motion planning approach to generate plans in a risky and uncertain environment. To model a variety of risk-sensitivity profiles, we propose an adaption of Cumulative Prospect Theory (CPT) to the setting of path planning. This leads to the definition of a non-rational continuous cost envelope (as well as a continuous uncertainty envelope) associated with an obstacle environment. We use these metrics along with standard costs like path length to formulate path planning problems. Building on RRT*, we then develop a sampling-based motion planner that generates desirable paths from the perspective of a given risk sensitive profile. Since risk sensitivity can greatly vary, we provide a tuning knob to appease a diversity of decision makers (DM), ranging from totally risk-averse to risk-indifferent. Additionally, we adapt a Simultaneous Perturbation Stochastic Approximation (SPSA)-based algorithm to learn the CPT parameters that can best represent a certain DM. Simulations are presented in a 2D environment to evaluate the modeling approach and algorithms’ performance.

I. INTRODUCTION

a) Motivation: Autonomous robots ranging from industrial manipulators to robotic swarms [1], [2], [3], are becoming rapidly ubiquitous and interactive with humans in today’s world. These interactions, whose degree of complexity depends on the human’s involvement in the robot’s workspace, directly affect the robot path-following behavior. This is the case in the simplest scenarios where a decision maker (DM) may participate in the guidance of an autonomous system via shared or supervised control, such as in robotic surgery, search and rescue operations, or autonomous car driving. Arguably, most environments have a degree of risk and uncertainty associated with the robot’s behavior. In these situations, it becomes imperative for the robot to consider the DM’s perception of the environment to make more cogent motion plans.

Fields like Psychophysics and Behavioral Economics have studied the human perception of various modalities from physical sensing to monetary risks. Their conclusion is surprisingly similar: humans have a nonlinear perception model governed by power laws [4], [5]. This shows that DMs are often non-rational while making decisions under risk and uncertainty, leading to alternative plans. Motivated by this, we consider a motion planning problem based on a non-rational DM’s perspective, and which differs from that of a fully rational autonomous planning agent. Figure 1 illustrates how a nonlinear DM’s perception of the environment induces a change in the path produced to reach a goal. While Figure 1b shows a rational perception of the environment using expected risk, Figure 1a illustrates a non-linearly deformed and scaled surface that reflects the risk aversion of a certain DM. In particular, we can observe that the value of the perceived risk is much higher in case of Figure 1b as compared to that of Figure 1a. Here, we study how to adapt Cumulative Prospect Theory (CPT) to embed a DM’s risk aversion characteristics into the motion planning approach. These models, which depend naturally on a set of parameters, are adapted via a learning algorithm to get to a close CPT model that can represent the attitude towards risk of a DM.

b) Related Work: Nonlinear human perception has been studied extensively by the Psychophysics community [6], resulting in the formulation of power law functions to model nonlinear sensations [4]. This has been applied in various engineering fields like speech processing [7], human factors [8], and haptics [9] to design human perception models. Similar power laws have also been employed by the Behavioral Economics community to model human’s perception of risk, as well as uncertainty [10] taking the form of Cumulative Prospect Theory (CPT) [5]. Motivated by this, CPT has been extensively used in numerous engineering applications like traffic routing [11], network protection [12], stochastic optimization [13], and safe shipping policies [14]. However, these notions of nonlinear perception are yet to be applied for general path planning.

Over the past decade, RRT* [15] has been one of the most popular motion planners owing to its asymptotic optimality under certain conditions and the ability to solve complex problems [16]. Risk [17] and uncertainty [18] have been considered for motion planning problems involving a human, but mainly in a probabilistic setting [19] with discrete obsta-
cles. A very few of these works have considered modeling the planning environment with continuous risk maps [20], but considering both risk and uncertainty and modeling their human perception has largely been ignored.

Another challenge arises in the estimation of the nonlinear weighting functions or the CPT parameters when they are unknown [21]. Traditional qualitative methods like surveys [22] and questionnaires [23] along with quantitative statistical tools like Bayesian parameter estimation [24] and Hidden Markov Models [25] have been employed for the CPT parameter estimation and reference point learning problem. But none of these methods address the context of motion planning. However, qualitative methods are not applicable in our case due to the abstract nature of risk involved in planning algorithms, whereas quantitative and efficient methods from data science and statistics are largely inapplicable, due in part to a lack of data and gradient measurements. We have to largely rely on stochastic estimated gradient algorithms like SPSA [26] for estimation. In this context, [27] have utilized SPSA to estimate the CPT parameters for reinforcement learning application, but use a perturbed CPT value function as the loss function which we cannot measure in our case.

c) Contributions: Our contributions lie in three main areas:

1) CPT Environment Generator : We propose an adaptation of CPT to generate a DM’s nonlinear perception of an environment which is risky and uncertain.

2) CPT Path Planner : We generate desirable paths using sampling-based planning on the perceived continuous risky and uncertain environment.

3) CPT Parameter Learner : Given a DM’s path generated by a CPT-model in a known environment, we learn the CPT parameters that characterize this path by implementing SPSA.

Together with these three aspects, an autonomous agent will be able to learn a specific DM’s perception of the environment using CPT models, and be able to generate more relevant future paths to a decision maker. We want to clarify that the validation of the CPT based models with human user studies is not in the current scope of this work.

II. PRELIMINARIES

In this section we will describe the basic notations used in the paper along with a concise description of Cumulative Prospect Theory.

A. Notation

We let $\mathbb{R}$ denote the space of real numbers, $\mathbb{Z}_{\geq 0}$ the space of positive integers and $\mathbb{R}_{\geq 0}$ the space of non negative real numbers. Also, $\mathbb{R}^n$ and $\mathbb{R}^{M \times n}$ denote the n-dimensional real vector space and the space of $M \times n$ real matrices, respectively. We denote $\mathcal{C} \subset \mathbb{R}^n$ as the configuration space used for planning and $\|\cdot\|$ as the Euclidean norm. We use $\circ$ for the composition of two functions $f$ and $g$, that is $f(g(x)) = f \circ g(x)$. We model a tree by an directed graph $G = (V, E)$, where $V = \{1, \ldots, T\}$ denotes the set of sampled points (vertices of the graph), and $E \subset V \times V$, denotes the set of edges of the graph.

B. Nonlinear risk and uncertainty weighting using CPT

Cumulative Prospect theory [5] is a Nobel prize winning theory, which tries to model human decision making under risk and uncertainty. Traditionally it has been used in the scenario of monetary outcomes like lotteries [5] and stock market [10]. In this section, we adapt it for path planning applications.

The DM is presented with a set of prospects $\{\mathcal{L}^1, \ldots, \mathcal{L}^K\}$, with $\mathcal{L}^k$ given by the sequence $\mathcal{L}^k = \{(x^k, p^k, p'^k)\}_{i=1}^M$, representing potential risk outcomes and their probabilities associated with the prospect location $x^k \in \mathcal{C}$. More precisely, there are $i \in \{1, \ldots, M\}$ possible outcomes by moving to location $x^k \in \mathcal{C}$, and these are given by $p^k \in \mathbb{R}_{\geq 0}$, a possible risk outcome, which can happen with probability $p^k$. The outcomes are arranged in a decreasing order of risk denoted by $p_M < p_{M-1} < \ldots < p_1$ with their corresponding probabilities, such that $\sum_{i=1}^M p_i^k = 1$. As pointed out in Section [1], there is significant empirical evidence which suggests that humans in general have a skewed notion of not only the gains and losses but also the probabilities associated with the outcomes.

We can define a utility function, $v : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$ which represents DM’s perceived risk. Also, let us denote $w : [0, 1] \rightarrow [0, 1]$ as the probability weighting function which represents the DM’s perception of uncertainty. While previous literature have used various forms for these functions, here we will be consider the CPT value functions $v$ taking the form:

$$v(p) = \lambda \cdot p^\gamma,$$

where $0 < \gamma < 1$ and $\lambda > 1$. Tversky and Kahnemann suggest the use of $\gamma = 0.88$ and $\lambda = 2.25$ to parametrize an average human in the scenario of monetary lotteries, however this may not hold for our application scenario. The parameter $\lambda$ represents the coefficient of risk aversion with greater values implying stronger aversion indicative of higher perceived risks, which is indicated in Figure [2a]. The parameter $\gamma$ represents the coefficient of risk sensitivity with lower values implying greater indifference towards risk $p$ which is indicated in Figure [2b].

We will be using the popular Prelec’s probability weighting function [10], [28] indicative of perceived uncertainty, which takes the form:

$$w(p) = e^{-\beta(-\log p)^\alpha}, \alpha > 0, \beta > 0, w(0) = 0.$$
These concepts illustrate the nonlinear perception of risk and uncertainty and a DM under consideration can be categorized by the parameters \( \Theta = \{ \alpha, \beta, \gamma, \lambda \} \). We will be using these to construct the DM’s perception of a risky and uncertain environment, which will be detailed in Section [IV]

III. ENVIRONMENT SETUP AND PROBLEM STATEMENT

In this section, we setup the environment and formulate the problems that we address in the manuscript. To do this, we will consider the case where there is a sense of risk associated with the planning region, as well as uncertainty on this risk.

Suppose we have a mean risk envelope \( \rho_\mu : \mathcal{C} \rightarrow \mathbb{R}_{\geq 0} \), and an uncertainty envelope \( \rho_\sigma : \mathcal{C} \rightarrow \mathbb{R}_{\geq 0} \) which is the standard deviation of risk associated with each point in the environment. In other words, for each point \( x \in \mathcal{C} \) we have a corresponding mean risk \( \rho_\mu(x) \) and a standard deviation \( \rho_\sigma(x) \) of the distribution of risk profile \( \rho(x) \). In the following, we model \( \rho_\mu \) and \( \rho_\sigma \) as a scaled sum of Bi-variate normal distributions for 2D environments as illustrated in Figure 3a and Figure 3b. With this in mind we will proceed to define the problem statement.

In this paper we propose and solve three main problems:

**Problem 1:** (CPT Environment Generator). Given the configuration space \( \mathcal{C} \) containing a risk envelope \( \rho_\mu \) and an uncertainty envelope \( \rho_\sigma \) along with the DM’s CPT parameters \( \Theta \), obtain the DM’s perceived risky and uncertain environment \( \mathcal{C}_{\text{CPT}} \) using CPT.

**Problem 2:** (CPT Path planner). Given the DM’s perceived risky and uncertain environment \( \mathcal{C}_{\text{CPT}} \) and the start and goal points \( x_s \) and \( x_g \) compute a desirable path \( P \) from \( x_s \) to \( x_g \) in accordance with the DM’s CPT model \( \Theta \).

**Problem 3:** (CPT parameter learner). Given the configuration space \( \mathcal{C} \) containing a risk envelope \( \rho_\mu \) and an uncertainty envelope \( \rho_\sigma \) along with a DM’s generated path \( P_d \), according to some CPT model, find the CPT parameters \( \Theta^* \) of this model.

IV. PERCEIVED ENVIRONMENT GENERATION USING CPT

In this section, we will generate a DM’s perceived environment using the notions of CPT developed in Section [II-B]. Given the environment setup from Section [III] we consider the risk associated with the point \( x \in \mathcal{C} \) as a random variable \( \rho(x) \) belonging to a normal distribution \( \mathcal{N}(\rho_\mu(x), \rho_\sigma(x)^2) \) truncated using the 3\( \sigma \) rule of thumb to describe the support of the distribution. So we have \( \rho(x) \in [\rho_\mu(x) - 3\rho_\sigma(x), \rho_\mu(x) + 3\rho_\sigma(x)] \), which accounting for about 99.7% of the risk values. For simplicity, we use a discrete approximation of this distribution by considering number of bins \( M \in \mathbb{Z}_{\geq 0} \), to obtain a set of possible risk values \( \rho(x) \equiv \{ p_1(x), \ldots, p_M(x) \} \) with

\[
p_i(x) = \rho_\mu(x) - 3\rho_\sigma(x) + \frac{6i\rho_\sigma(x)}{M}, \quad i \in \{1, \ldots, M\} \tag{3}
\]

and their corresponding probabilities \( p(x) \equiv \{ p_1(x), \ldots, p_M(x) \} \) such that \( p_i(x_1) = p_i(x_2), \quad \forall x_1, x_2 \in \mathcal{C} \) and \( i \in \{1, \ldots, M\} \)

Now, the expected Risk \( R(x) \) associated with a point \( x \) is

\[
R(x) = \frac{1}{M} \sum_{i=1}^{M} p_i(x)p_i(x). \tag{4}
\]

That is, from [4] we have an expected risk envelope \( R : \mathcal{C} \rightarrow \mathbb{R}_{\geq 0} \) which is shown in Figure 3c associated with the configuration space.

To model the nonrational perception of the expected risk \( R(x) \), a DM, we use the CPT notions developed in Section [II-B]. Given a set of \( K \) points \( \{x^1, \ldots, x^K\} \) with \( x^k \in \mathcal{C} \), the set of prospects can be constructed as \( \mathcal{C}_{\mathcal{P}} := \{x^k, p_i(x^k), p_j(x^k)\}, \quad i \in \{1, \ldots, M\} \) and \( k \in \{1, \ldots, K\} \).

According to CPT [5], there is a notion of cumulative decision-weight functions \( \Pi := \{\pi_1, \ldots, \pi_M\} \) which represent the human perception of the probabilities \( p_i(x) \) in a cumulative fashion. Define a partial sum function \( S_j(p_1, \ldots, p_M) \equiv \sum_{i=j}^{M} p_j \), then we have

\[
\pi_j = w \circ S_j(p_1, \ldots, p_M) - w \circ S_{j+1}(p_1, \ldots, p_M), \tag{5}
\]

where we employ the weighting function \( w \) from [2].

With this, a DM expected risk envelope \( \mathcal{R}^h : \mathcal{C} \rightarrow \mathbb{R}_{\geq 0} \) according to CPT is given by:

\[
\mathcal{R}^h(x^k) = \frac{1}{M} \sum_{j=1}^{M} (w \circ p_j(x^k))(\pi_j \circ p(x^k)). \tag{6}
\]

**Algorithm 1: CPT Environment generator**

1. **Input:** \( \mathcal{C}, \rho_\mu(x), \rho_\sigma(x), \Theta \)
2. **Output:** \( \mathcal{C}_{\text{CPT}} \)
3. **for** \( x \in \mathcal{C} \) **do**
4. \( (\rho(x), p(x)) \leftarrow \mathcal{N}(\rho_\mu(x), \rho_\sigma(x)^2, M) \); \( w \circ p(x) \leftarrow e^{-\beta(-\log(p(x)))^2} \);
5. \( v \circ p(x) \leftarrow \lambda(p(x))^\gamma \);
6. **for** \( j \in \{1, \ldots, M\} \) **do**
7. \( \pi_j \leftarrow w \circ S_j(p_1, \ldots, p_M) - w \circ S_{j+1}(p_1, \ldots, p_M) \);
8. **end**
9. \( \mathcal{R}^h(x) \leftarrow \frac{1}{M} \sum_{j=1}^{M} (v \circ p_j(x))(\pi_j \circ p(x)) \);
10. **end**
11. **end**

**Algorithm 1: CPT Environment generator**

These concepts are illustrated in Figure 3 where given a risk envelope across an environment (Figure 3a) and uncertainty (Figure 3b), the DM’s perception can vary from being rational (i.e. using expected risk in Figure 3c) to risk averse (Figure 3d) and risk indifferent (Figure 3e). We also note that both functions \( R \) and \( \mathcal{R}^h \) are differentiable, which will be used for the analysis in Section [V].

This process gives us the new configuration space \( \mathcal{C}_{\text{CPT}} \) which is given by \( \mathcal{C}_{\text{CPT}} := \{\mathcal{C}, R(x), \mathcal{R}^h(x)\} \). The entire process is summarized in Algorithm [1]. The new space contains the human expected risk envelope \( \mathcal{R}^h(x) \) and the expected risk envelope \( R(x) \) for each point \( x \in \mathcal{C} \), which is used for planning in the following section.
V. SAMPLING-BASED PLANNER

Here we will use CPT notions to formulate a new cost metric, which will be used for planning in the DM’s perceived environment generated in Section [IV]. In traditional RRT* optimal planning is achieved using path length as the metric. In our setting, the notion of path length is insufficient as it does not capture the risk and uncertainty in the configuration space. We are interested in finding the cost associated with optimal planning is achieved using path length as the metric. To indicate an increase in DM’s expected risk by traveling from the cost over \( h \approx \min_{\eta \in \mathcal{P}(\mathcal{C}); \eta(0)=x, \eta(1)=y} c(\eta) \), where \( R(x) \) is the expected risk calculated at \( x \) according to \( h \) and \( \delta \in \mathbb{R}_{\geq 0} \) is a constant.

**Remark 1:** (Monotonicity). The costs (7) and (8) satisfy monotonic properties in the sense that 1) they assign a positive cost to any path in \( \mathcal{P}(\mathcal{C}) \), and 2) given two paths \( \eta_1 \) and \( \eta_2 \), and their concatenation \( \eta_2 \eta_1 \) in the space \( \mathcal{P}(\mathcal{C}) \), it holds that \( c^h(\eta_1) \leq c^h(\eta_2 \eta_1) \) (resp. \( c(\eta_1) \leq c(\eta_2 \eta_1) \)) (due to the additive property of the integrals) and 3) \( c^h \) (resp. \( c \)) are bounded over a bounded \( \mathcal{C} \).

**A. Proposed Algorithm**

Given \( \mathcal{C}_{CPT} \), a number of iterations \( T \) and a start point \( x_t \in \mathcal{G} \), we wish to produce graph \( G(V, E) \), which represents a tree rooted at \( x_t \), whose nodes \( V \) are sample points in the configuration space and the edges \( E \) represent the path between the nodes in \( V \). Let cost : \( \mathcal{G} \rightarrow \mathbb{R}_{\geq 0} \) be a function that maps \( x \in \mathcal{C} \) to the cumulative cost to reach a point \( x \) from the root \( x_t \) of the tree \( G(V, E) \) using the CPT cost metric (7). Similarly we define cost : \( \mathcal{G} \rightarrow \mathbb{R}_{\geq 0} \) for the expected cost metric (8).

**Remark 2:** (Additivity). The cumulative costs cost and cost are additive with respect to costs (7) and (8) in the sense that: for any \( x \in \mathcal{V} \) we have cost \((x) = \text{cost}(\text{Parent}(x)) + c^h(\text{Parent}(x), x) \) and similarly \( \text{cost}(x) = \text{cost}(\text{Parent}(x)) + c(\text{Parent}(x), x) \).

The other basic functional components of our algorithm CPT-RRT* (Algorithm 2) are briefly explained as follows:

- **Sample()**: Returns a pseudo-random sample \( x \in \mathcal{G} \) drawn from a uniform distribution across \( \mathcal{C} \).
- **Nearest(G,x)**: Returns the nearest node according to the Euclidean distance metric from \( x \) in tree \( G \).
- **Steer(x1,x2)** returns
  \[
  \begin{cases}
  x_2, & \text{if } \|x_2-x_1\| \leq d \\
  x_1 + d \frac{x_2-x_1}{\|x_2-x_1\|}, & \text{otherwise}.
  \end{cases}
  \]
- **Near(G,x,γRRT*,d)**: returns a set of nodes \( X \in V \) around \( x \), which are within a radius as given in [15].
We note that in order to compute $c^h$ and $c$ for each path, we approximate the cost as the sum of costs over its edges, $(x_1, x_2)$, and for each edge we compute the cost as the differences $\max(0, R^h(x_2) - R^h(x_1)) + \delta L(x_1, x_2)$, where the latter is just the length of the edge. Then, this approximation will approach the computation of the real cost in the limit as the number of samples goes to infinity.

Our proposed CPT-RRT* algorithm varies with respect to RRT* in the following aspects: we consider a general continuous cost profile which leads to no obstacle collision checking, saving computation power which is considerable for complex high dimensional space. We also consider both path length and CPT costs for choosing parents and rewiring with the parameter $\delta$ which serves as relative weighting between CPT costs and euclidean path length.

Remark 3: (ER-RRT*). We can obtain the expected risk version of Algorithm 2 by replacing cost function $c^h$ by $c$ from (8) and following the same procedure as Algorithm 2. The results are visualized in Figure 14.

Lemma 1: (Asymptotic Optimality). Assuming compactness of $\mathcal{C}$ and the choice of $\gamma_{\text{RRT}}$ according to Theorem 38 in [15], the CPT-RRT* algorithm is asymptotically optimal.

Proof: It follows from the application of Theorem 38 in [15], and the conditions required for the result to hold. More precisely, the cost functions are monotonic (which follows from Remark 1), it holds that $c(\eta) = 0$ if $\eta$ reduces to a single point (resp. the same for $c^h$), and the cost of any path is bounded. The latter follows from the compactness of $\mathcal{C}$ and continuity of the cost functions. In addition, the costs are also of cumulative nature, due to the additivity property in Remark 2. Finally, the result also requires the condition of the zero measure of the set of points of an optimal trajectory. The holds because both costs include a term for path length.

Simulation results of CPT-RRT* algorithm are presented in Section VII-A. To complete the framework, we present a learning algorithm to obtain a DM’s CPT profile next.

VI. LEARNING THE CPT PARAMETERS

In the previous sections we have explained how to plan a risk sensitive path using our algorithm CPT-RRT*, detailed in Algorithm 2. Since the decision maker’s CPT model can vary greatly, we propose here the use of a learning algorithm to adjust the CPT parameters $\Theta$, in order to generate better quality paths corresponding to the specific CPT profile.

Let us suppose that a decision maker has a particular set of parameters $\Theta_d$, which we wish to use in the path planning problem, but this set $\Theta_d$ is unknown. To learn these parameters, one can employ a loss function $J : \Theta \rightarrow \mathbb{R} \geq 0$, where $\Theta$ is the space for all sets of parameters $\Theta$ introduced in Section VII-A. and that such that $J(\Theta) = 0 \iff \Theta = \Theta_d$ and $J(\Theta) > 0 \iff \Theta \neq \Theta_d$. The natural choice of $J$ would be the value of an optimal path joining a start and a goal position, which depends on the parameters $\Theta$. However, we have neither access to the values of $J(\Theta)$, as is the solution of the planning algorithm, nor to its gradient. We only have access to the paths $P_d$ generated from the decision maker’s CPT profile. In the sequel, we will discuss how to employ SPSA [26] to arrive at a candidate $\Theta$ describing the CPT profile of the given path $P_d$.

A. Learning with SPSA

Our starting point is a generated path $P_d$ for which we need to find the parameter $\Theta$. We would like to measure $y(\Theta) = \|P_\Theta - P_d\|$ corresponding to the distance between the generated path $P_\Theta$ and the (optimal) path $P_d$ generated the parameter $\Theta$. Considering this we propose Algorithm III which follows an iterative process to estimate the parameter $\Theta_d$ corresponding to the generated path. Here we will present
the algorithm succinctly and we refer the reader to [29], [26] for more detailed treatment and analysis of the SPSA algorithm.

The idea is to perturb the estimate \( \Theta_k \) according to Line 7 using a sample vector \( \Delta_k \) from Line 6 to get perturbations \( \Theta^+ \) and \( \Theta^- \), for the \( k \)th iteration. These perturbations are then used to generate the CPT environments \( \mathcal{C}_{\Theta^+}, \mathcal{C}_{\Theta^-} \) using Algorithm 1 as in Line 8. These perturbed environments are used to generate the perturbed paths \( P_{\Theta^+}, P_{\Theta^-} \) using Algorithm 2 as in Line 9. With these perturbed paths we can lose the loss function measurements \( y(\Theta^+), y(\Theta^-) \) according to Line 10. Now from Line 11, we can compute the estimated gradient \( \hat{g}_k(\Theta_k) \). With \( \hat{g}_k(\Theta_k) \), we can update our parameter \( \Theta_k \) according to Line 12. To test the goodness of the updated parameter we obtain the corresponding path \( P_{\Theta_{k+1}} \) and check whether it is within tolerance limit \( k \in \mathbb{R}_{>0} \), if yes, exit and return \( \Theta_{k+1} \), else proceed for more iterations. We followed the guidelines from [29], [26] for choosing the parameters \( \Delta_k, a_k, c_k \) with \( a_k, c_k \to 0 \) as \( k \to \infty \) and \( \Delta_k \) is symmetrically distributed around 0 and \( \Sigma_k \).

The results of Algorithm 3 and the specific choice of these parameters are presented and discussed in Section VII-B.

Algorithm 3: CPT SPSA Learner

- Input: \( \mathcal{C}, \rho_{\mu}(x), \rho_{\sigma}(x), P_d \)
- Output: \( \Theta, P_{\Theta} \)

\[
\begin{align*}
1 & k \leftarrow 0, \Theta_k \leftarrow \{a_0, \beta_0, \gamma_0, \lambda_0\} ; \\
2 & \text{while } k < T_k \text{ do} \\
3 & \text{Compute } a_k, c_k ; \\
4 & \Delta_k = \text{Sample()} ; \\
5 & \Theta^+ \leftarrow \Theta_k + c_k \Delta_k, \Theta^- \leftarrow \Theta_k - c_k \Delta_k ; \\
6 & \mathcal{C}_{\Theta^+}, \mathcal{C}_{\Theta^-} \leftarrow \text{Algorithm 1} \left( \Theta^+, \Theta^- \right) ; \\
7 & P_{\Theta^+}, P_{\Theta^-} \leftarrow \text{Algorithm 2} \left( \mathcal{C}_{\Theta^+}, \mathcal{C}_{\Theta^-} \right) ; \\
8 & y(\Theta^+), y(\Theta^-) \leftarrow \|P_{\Theta^+} - P_d\|, \|P_{\Theta^-} - P_d\| ; \\
9 & \hat{g}_k(\Theta_k) \leftarrow \frac{y(\Theta^+) - y(\Theta^-)}{2 c k \Delta_k} ; \\
10 & \Theta_{k+1} \leftarrow \Theta_k - a_k \hat{g}_k(\Theta_k) ; \\
11 & \mathcal{C}_{\Theta_{k+1}} \leftarrow \text{Algorithm 1} \left( \mathcal{C}, \rho_{\mu}(x), \rho_{\sigma}(x), \Theta_{k+1} \right) ; \\
12 & P_{\Theta_{k+1}} \leftarrow \text{Algorithm 2} \left( \mathcal{C}_{\Theta_{k+1}} \right) ; \\
13 & \text{if } \|P_{\Theta_{k+1}} - P_{\Theta_k}\| < \kappa \text{ then} \\
14 & \Theta \leftarrow \Theta_{k+1} ; \\
15 & \text{Return} ; \\
16 & k \leftarrow k + 1 \\
17 & \text{end} \\
18 & \text{end} \\
19 & \text{end}
\end{align*}
\]

VII. RESULTS AND DISCUSSION

In this section we will illustrate the results of the Algorithms proposed in Sections IV, V, VI. We will use the environment described in Section IV shown in Figure 3.

A. Environment Perception and Planning

We investigate the results of the CPT Environment generator Algorithm and CPT-RRT* Algorithm for solving Problem 1 and Problem 2.

a) Setup: We consider a 2D configuration space \( \mathcal{C} = [-10, 10] \times [-10, 10] \), with a risk envelope \( \rho_{\mu} \) and uncertainty envelope \( \rho_{\sigma} \) constructed as a scaled sum of normal distributions as shown in Figures 3a and 3b. For \( \rho_{\mu} \) we used a set of 7 bi-variate Normal distributions with means \( \mu_i \in \{(-4, 0), (2, -6), (5.5, 2), (-8, 8), (-8, 0), (0, 0), (-8, -8)\} \) and their set of corresponding covariance matrices \( \Sigma_i = \{(0, 8.5), (0, 9.5), (9.5, 0.5), (0, 12.5), (0, 0.5), (12.5, 0), (0, 15.5), (15.5, 0), (7.5, 0), (0.5, 7.5), (0.5, 3.5), (3.5, 0)\} \). We then obtained their normalized sum and scaled it by a factor of 5000 to obtain the final \( \rho_{\mu} \) distribution over \( \mathcal{C} \) shown in Figures 3a.

For the uncertainty envelope we use 2 bi-variate Normal distributions with means \( \mu_i \in \{(-4, 0), (2, -2), (2, 0), (0, 0), (2, 0), (0, 2), (0, -2)\} \) and their set of corresponding covariance matrices \( \Sigma_i = \{(0, 8.5), (0, 9.5), (9.5, 0.5), (0, 12.5), (0, 0.5), (12.5, 0), (0, 15.5), (15.5, 0), (7.5, 0), (0.5, 7.5), (0.5, 3.5), (3.5, 0)\} \). We then obtained their normalized sum and scaled it by a factor of 300 to obtain the final \( \rho_{\sigma} \) distribution over \( \mathcal{C} \) shown in Figures 3a.

Similarly we used For the CPT parameters \( \Theta \), we consider fixing \( \alpha = 0.74 \) and \( \beta = 1 \), since the corresponding probabilities are the same for each point \( x \in \mathcal{C} \) according to Section IV. We use a bin size \( M = 20 \) to discretize the distributions at each point. We also added a constant factor to \( \rho_{\mu} \) to make sure the resulting risk values \( \rho_{\mu} \) remain positive. We consider \( T = 20,000 \) iterations for the CPT-RRT* Algorithm with a stepsize \( d = 0.4 \) units and \( \gamma_{RRT^*} = 50 \). We have taken \( \delta = 1 \) to compute \( c^k \) and \( c \) in CPT-RRT* and ER-RRT* respectively.

b) Simulations: The simulation results of using Algorithm 1 and Algorithm 2 are included here using the setup described in the previous paragraph with fixed \( x_0 = [0.8] \) and \( x_f = [-2, -8] \). First, we fix \( \lambda = 2.25 \), then we vary \( \gamma \) as illustrated in Figure 4, the CPT-RRT* tree is indicated as white lines and the final path produced is indicated in red. We see that the behavior is as expected, and with decrease in \( \gamma \), the risk sensitivity decreases. We see that, in the cases where risk sensitivity is low when \( \gamma = 0.28, 0.18 \), the CPT-RRT* paths is almost a straight line indicating the indifference towards the risk profile of the DM. Whereas, in cases when \( \gamma = 0.88 \) we see that the CPT-RRT* Algorithm avoids the high risk area in the center, indicating sensitivity towards risk. Now we fix \( \gamma = 0.88 \) and check the results of variation of \( \lambda \) in the perceived environment and the path produced. Figure 5 indicates the results, which shows that increase in \( \gamma \) corresponds to increase in risk aversion, confirming our expectations. With higher risk aversion with \( \gamma = 5.5 \) we see a longer and curvier path taken to avoid the central high risk area. Whereas, when \( \gamma = 2.0 \), we see a shorter path closer to the central region which is consistent with a lower risk aversion.

C. Discussion: We have showed that the risk aversion factor \( \lambda \) and risk sensitivity factor \( \gamma \) can be tuned to produce paths describing varying risk profiles. Although a particular profile is shown in Figure 4 and Figure 5 we noted similar behavior with alternative start and goal points. We note the path smoothness is enhanced with higher iterations \( T \), due to asymptotic properties of CPT-RRT* algorithm. We recommend upwards of \( T = 10,000 \) iterations to achieve...
smooth paths in our setting. We also note that the iterations are faster compared to a traditional RRT* pipeline as there is no obstacle checking involved, which saves significant time in complex spaces. From Figures 4-5, it can be noted that flatter sections (areas with almost constant risk profiles) in the environment can produce similar paths for different $\Theta$, so non-flat environments are needed to capture the essence of nonlinear perception among DM. Future work will be devoted to the analysis of how non-flat environments lead to a clearer distinction of paths with varying the CPT parameters. Overall, our adaptation of CPT to the planning setting seems to produce paths that are consistent with a given risk scenario.

B. Learning the CPT parameters

We now discuss the proposed CPT SPSA framework of Section VI-A to learn the parameters $\Theta$ of a path $P_d$.

a) Setup: We will use the same $\mathcal{C}$, risk profile $\rho_d$ and uncertainty profile $\rho_\sigma$ from Figure 5. Following guidelines from [29], we consider a Bernoulli distribution of $\Delta_k$ with support $\{-1, 1\}$ and equal probabilities, learning rate $\alpha_k = \frac{0.4}{(1.6 + k)^{1/4}}$ and perturbation parameter $c_k = \frac{0.97}{(1.6 + k)^{1/2}}$.

We fix $\alpha = 0.74$ and $\beta = 1$ throughout the simulations and choose $\Theta_0 = \{\gamma_0, \lambda_0\} = \{0.88, 2.25\}$ which are the nominal parameters from [5]. We generate trajectories in this environment using Algorithm 1 and 2 for different initial nominal parameters from [5]. We generate trajectories in this environment using Algorithm 1 and 2 for different initial nominal parameters from [5]. We generate trajectories in this environment using Algorithm 1 and 2 for different initial nominal parameters from [5]. We generate trajectories in this environment using Algorithm 1 and 2 for different initial nominal parameters from [5]. We generate trajectories in this environment using Algorithm 1 and 2 for different initial nominal parameters from [5]. We generate trajectories in this environment using Algorithm 1 and 2 for different initial nominal parameters from [5]. We generate trajectories in this environment using Algorithm 1 and 2 for different initial nominal parameters from [5]. We generate trajectories in this environment using Algorithm 1 and 2 for different initial nominal parameters from [5]. We generate trajectories in this environment using Algorithm 1 and 2 for different initial nominal parameters from [5]. We generate trajectories in this environment using Algorithm 1 and 2 for different initial nominal parameters from [5]. We generate trajectories in this environment using Algorithm 1 and 2 for different initial nominal parameters from [5]. We generate trajectories in this environment using Algorithm 1 and 2 for different initial nominal parameters from [5].

b) Simulations: We considered 10 different trials to test our proposed learning Algorithm as shown in Table I. We varied the start and goal points: $x_s$ and $x_d$, and also the parameters $\gamma$ and $\lambda$ to generate different paths corresponding to different ground truths. We then used the algorithm proposed in Section VI-A to generate an estimate of $\Theta$ consisting of $\gamma$ and $\lambda$. The results are summarized in Table I and we see that in most cases the predicted path $P_d$ and predicted $\Theta$ are close to their true counterparts. We get a mean path error $||P_d - \Theta||$ as 5.426 units with standard deviation 5.97. Not considering the outlier trial 7 we have very good performance with majority of the trials resulting in minimal path errors. Some of the trials are graphically visualized in Figure 6.

---

TABLE I: CPT Learner Evaluation.

| SL no | $x_s$ | $x_d$ | $\Theta_k : (\gamma, \lambda)$ | $||P_d - P_0||$ | $\Theta : (\gamma, \lambda)$ |
|-------|------|------|----------------|--------------|----------------|
| 1     | [0.8] | [-2, -8] | (0.68, 4.5) | 4.53 | (0.72, 5.09) |
| 2     | [0.8] | [-2, -8] | (0.18, 1.2) | 0.43 | (0.08, 1.273) |
| 3     | [0.8] | [-2, -8] | (0.88, 6.5) | 1.3 | (0.98, 6.19) |
| 4     | (9.9) | (-9, -2.5) | (0.18, 1.2) | 0.08 | (0.08, 2.273) |
| 5     | (9.9) | (-9, -2.5) | (0.88, 6.5) | 11.76 | (0.98, 3.35) |
| 6     | (9.9) | (-9, -2.5) | (0.88, 6.5) | 2.28 | (0.91, 3.09) |
| 7     | (-7.5, 7.5) | (5, -5) | (0.5, 4) | 23 | (0.31, 1.85) |
| 8     | (-7.5, 7.5) | (5, -5) | (0.8, 6) | 8.97 | (0.91, 10) |
| 9     | (5, 2.5) | (-5, -1) | (0.3, 4.5) | 1.77 | (0.91, 1.52) |
| 10    | (5, 2.5) | (-5, -1) | (0.7, 8.5) | 0.14 | (0.91, 7.22) |

---
c) Discussion: We have showed that our proposed CPT SPISA learner estimates a path quite close to the supplied path $P_d$ which is depicted in Figure 6 and detailed in Table 1. From Table 1 we also see that the predicted $\Theta$ is quite close to ground truth parameters $\Theta_d$ in many cases. We notice an interesting case in Trial 9 where $||P_d - P_\lambda||$ is low and yet $\Theta_d$ is different from $\Theta$. This can be logically explained as the supplied path has low risk sensitivity $\gamma$ but high risk aversion $\lambda$, whereas the predicted path corresponds to high risk sensitivity and relatively less risk aversion. One can imagine similar paths for these scenarios, resulting in this behavior. Since we used only 10000 iterations for the CPT-RRT* algorithm within the CPT SPISA learner, we see that the predicted curves may not be smooth as illustrated in Trial 1(Figure 6). This captures the tradeoff between accuracy and computation costs of the proposed algorithm. We also found that the algorithm converges within 10 iterations in most cases. This is because we consider large perturbations $c_k$, considering the fact that small perturbations may not result in different paths as shown in Section VII-A. Overall our implementation of the SPISA based learning algorithm predicts relevant CPT parameters from the generated path.

VIII. Conclusions and Future Work

In this work, we have proposed a novel adaptation of CPT to model a DM’s non-linear perception of an environment which is risky and uncertain in the context of path planning. The approach combines diverse tools from Path Planning, Behavioral Economics, Optimization and Robotics for this purpose. Firstly, we have demonstrated a DM’s non-linear perception of a 2D environment embedded with risk and uncertainty using CPT, and we provide a tuning knob to model perceptions ranging from risk averse to risk indifferent. Next, we propose and demonstrate a novel sampling based planner, the CPT-RRT*, which utilizes the DM’s perceived environment to plan asymptotically optimal paths, and we show that they vary according to the risk perception of the DM. Finally, we have also developed and illustrated a CPT parameter learner based on SPISA, which uses a path specified by a DM to estimate the most likely CPT parameters which generated the path, in order to complete the framework. Future work will involve the study of CPT as a good approximator of arbitrary paths in the environment, and alternative approaches to learn CPT parameters from conducting user studies.
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