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Abstract

Resonance fluorescence—the light emitted when exciting resonantly a two-level system—is a popular quantum source as it seems to inherit its spectral properties from the driving laser and its statistical properties from the two-level system, thus providing a subnatural-linewidth single-photon source (SPS). However, these two qualities do not actually coexist in resonance fluorescence, since an optical target detecting these antibunched photons will either be spectrally broad itself and not benefit from the spectrally narrow source, or match spectrally with the source but in this case the antibunching will be spoiled. We first explain this failure through a decomposition of the field-emission and how this gets affected by frequency resolution. We then show how to restore the sought joint subnatural linewidth and antibunched properties, by interfering the resonance fluorescence output with a coherent beam. We finally discuss how the signal that is eventually generated in this way features a new type of quantum correlations, with a plateau of antibunching which suppresses much more strongly close photon pairs. This introduces a new concept of perfect SPS.

1. Introduction

Resonance fluorescence has always been a central topic in quantum optics, being the simplest nontrivial quantum light source: a two-level system driven coherently close to, or at, its resonance [1–10]. Early on, it has been recognised as a single-photon source (SPS) that should exhibit perfect antibunching, that is, a complete suppression of photon coincidences. Intuitively, this is because no photon can be emitted (or detected by an ideal detector) at the same time as another one, due to the finite reloading time of the system after an emission. This experimental observation made resonance fluorescence, in fact, the first system to fully prove the quantisation of light [8], by violating the classical Cauchy–Schwartz inequality for the intensity–intensity correlations in time. This has since been tested and confirmed throughout the history of the field in a variety of platforms [11–18]. It also created an obvious incentive of perfecting this source of single-photons for applications, since a SPS is a crucial component of quantum technology in most platforms, including cold atoms [19–21], ions [22–24], molecules [25–28], semiconductor quantum dots [29–37], superconducting circuits [17, 38–41], nitrogen vacancies [42–44], and still others. Recent years have been particularly fruitful towards the implementation of an ideal SPS ripe for commercial development and industrial applications [45–51]. In this respect, resonance fluorescence appears to be among the best contenders. Together with its sub-Poissonian statistics, it also has a very strong emission rate thanks to the efficient coherent driving, and, in contrast to incoherent driving that results in power broadening, it can be operated in the so-called Heitler regime [1] where its spectral width is actually narrower than the natural linewidth of the emitter, being instead given by the driving laser. This led to the claim of the emission as an elastic scattering (i.e., Rayleigh) peak, which retains the coherence as well as spectral width of the laser [52, 53], and the antibunching of the two-level system [54].

Resonance fluorescence is therefore a precious resource, since all these three attributes are precisely those demanded by the prospective quantum circuits for the technology of tomorrow: antibunching to deal with...
quantum states, brightness to provide a strong signal and narrow spectral width to have indistinguishable photons. These qualities were first explored with a single trapped ion [54] and more recently exploited with a single semiconductor quantum dot [46, 55–59] which is still under active development. All these studies follow a similar trend: they analyse spectral properties with the best available spectral resolution on the one hand, and then the statistical properties (the second-order correlation function) with the best available temporal resolution on the other hand. These constitute two different experiments, providing excellent results in both cases and seemingly fulfilling the ideal scenario we have just described: perfect antibunching of spectrally narrow sources. However, one should contrast these qualities together, that is to say, simultaneously. One is ultimately interested not in how well the source performs when considering one aspect or the other in isolation, but how an optical target that is excited by the source will ‘perceive’ these photons. Such a target will have a spectral width \( \Gamma \) and couple to the source accordingly, preventing it to see the photon statistics with an independent time resolution, that is needed to extract the best antibunching. Therefore, to properly describe the SPS, one needs to study the spectral and statistical properties of resonance fluorescence as detected in one and the same experimental setup, including the Heisenberg time and frequency uncertainties.

Doing so, we find that for resonance fluorescence, subnatural linewidth of the emission is not compatible with a simultaneous strong antibunching. The observed (or detected) linewidth of the Rayleigh peak is broadened by the spectral resolution \( \Gamma \). Keeping this broadening below the natural two-level system decay rate \( \gamma_s \) spoils the antibunching and brings the statistics to the Poissonian limit. The expression for the filtered (or convoluted with the detector) second-order correlation function of resonance fluorescence at low driving is indeed known to be \( g^{(2)}_0 = \left[ \frac{\gamma_s}{\gamma_s + \Gamma} \right]^2 \), which goes to 1 as \( \Gamma \to 0 \) [60]. Antibunching is thus washed out by the large detector time uncertainty \( 1/\Gamma \). This incompatibility is shown for our problem at hand in rows (i), (ii) of figure 1.

Although it does not work with resonance fluorescence per se, the intuition of the pioneering experiments [55, 56] to realise a subnatural-width antibunched source (implying, simultaneously), is not forbidden on fundamental grounds: one can imagine a source as spectrally narrow and antibunched as one wishes, merely by changing the timescale \( (1/\gamma_s) \). There is therefore no a priori reason why the initial claim could not be realised one way or the other.

In this text, we present a scheme to do that, that is, to provide perfect antibunching from resonance fluorescence without renouncing to subnatural linewidth. This is achieved, in contrast to previous works, so that the same detection setup measures simultaneously these two quantities: antibunching and narrow spectral width. We base our protocol on the understanding of such perfect antibunching as the result of destructive interference between the coherent and incoherent fractions of the emission: the coherently scattered photons and those that are absorbed and re-emitted [15]. The detector can then be seen as a filter that breaks the equilibrium between these two fractions, absorbing more coherent than incoherent light. We can thus restore this equilibrium since coherent light is easy to control. We propose to do so with a setup such as the one sketched in figure 1 (a), where the coherent fraction in the resonance fluorescence signal is reduced by making it interfere with an external \( \pi \)-phase shifted laser beam, attenuated to the right proportion for the compensation to be perfect. We provide the exact (analytical) condition for this to occur as well as a full analysis of the spectral, statistical and intensity properties in terms of all the relevant parameters of the problem. We also show that, in fact, such a source goes even further and behaves more closely to an ideal SPS than would resonance fluorescence alone operating in a different timescale.

The rest of the paper is organised as follows: in section 2, we review the spectral and statistical properties of resonance fluorescence for ideal and realistic detectors, introducing the theoretical formalism as we do so, and we show how antibunching can be interpreted in terms of coherent and incoherent contributions to the second-order correlation function. In section 3, we present the setup to obtain perfect antibunching and high frequency resolution when considering realistic and simultaneous measurement of statistical and spectral properties, based on a complete theoretical description. We provide analytical expressions for the condition to be fulfilled, that could guide its experimental realisation. In section 4, we further analyse other important quantities to characterise the system, namely, the coherence time of the second-order correlation function and the emission rate of the source. Finally, in section 5, we conclude.

### 2. Antibunching in resonance fluorescence and the impact of detection

We consider the low driving regime of resonance fluorescence, or so-called Heitler regime [1]. In this scenario, the emitter is modelled as a two-level system with annihilation operator \( \sigma \) and is driven coherently with a weak laser of intensity \( \Omega_\sigma \). We consider the laser exactly at resonance with the two-level transition for simplicity but everything can be easily generalised to the close-to-resonance case by adding a detuning parameter. Importantly, we take into account the physical detection of resonance fluorescence. This is a central point of our approach as
It allows us to consider the physical, self-consistent and complete description of the source. In particular, this accounts for the uncertainty in time and frequency of the detected photons \[ 61 \]. Technically, this involves the integration of the convolution between the observable and a filtering function, which becomes exponentially difficult as the number of photons involved in the observable increases \[ 62, 63 \]. Such a difficulty can be overcome if the detectors are considered as physical passive objects that receive the emission of the quantum source without disturbing it. This can be obtained when the detectors are described as harmonic oscillators that couple to the source either in the limit of vanishing coupling \[ 64 \] or through the so-called cascaded coupling \[ 65 \]. In either of these equivalent methods \[ 66 \], the excitation is allowed to go from the quantum source to the detector while the feedback in the opposite direction is suppressed. Following these ideas, our detector is therefore considered as an harmonic oscillator, with bosonic annihilation operator \( a \), and the full and self-consistent description of resonance fluorescence becomes an easy theoretical problem again. Indeed, the master equation describing this complete system is given by (we take \( \hbar = 1 \) from now on):

\[
\partial_t \rho = i[\rho, H] + \frac{\gamma_\sigma}{2} \mathcal{L}_c \rho + \frac{\Gamma}{2} \mathcal{L}_a \rho.
\]  

The dissipation term \( \mathcal{L}_c = 2c^\dagger c \rho - c^\dagger c \rho - \rho c^\dagger c \) is in the Lindblad form, with \( \gamma_\sigma \) and \( \Gamma \) being the decay rates of the two-level system and the detector, respectively. The parameter \( \Gamma \) provides the spectral width of the detector and its inverse, \( 1/\Gamma \), thus gives the temporal uncertainty of the detector. The Hamiltonian, \( H = \Omega_\sigma (\sigma + \sigma^\dagger) + g (a^\dagger \sigma + \sigma^\dagger a) \), describes the laser driving the two-level system (with a parameter \( \Omega_\sigma \) that we consider to be real.
without loss of generality) and its coupling to the detector is taken as \( g \) (also real). We set the detector at resonance with both the laser and the two-level system.

One of the central quantities in this work is the second-order correlation function \( g^{(2)} \), typically defined, for a source with operator \( s \) in the steady state, as:

\[
g^{(2)}(\tau) = \lim_{t \to \infty} \frac{\langle s(t)s(t+\tau)s(t) \rangle}{\langle s(t) \rangle^2} = \frac{\langle s(t)s(t) \rangle}{\langle s(t) \rangle^2}.
\]

(2)

We omit the time \( t \) in all expressions, which we consider to be large enough for the system to have reached the steady state. When the delay \( \tau \) is omitted as well, it is implicitly assumed to be zero: \( g^{(2)} = g^{(2)}(\tau = 0) \), which describes coincidences. We will also be considering the \( N \)th-order correlation functions, but always at zero time delay: \( g^{(N)} = \langle s^{(N)} s^{(N)} \rangle / \langle s^{(N)} \rangle^2 \).

Let us start by reviewing the spectral properties of this system with perfect frequency resolution [2, 68]. The details of the derivation can be found in appendix B. The normalised steady state spectrum of emission in the low driving regime, \( \Omega_a < \gamma_a \), formally defined in equation (B.8), reads

\[
S_\sigma(\omega) = (1 - K_2)\delta(\omega) + K_2 \frac{1}{\pi} \left( \frac{\gamma_\sigma}{\gamma_2} \right)^2 + \omega^2,
\]

(3)

where \( K_2 \) is given by, up to second order in the driving, \( K_2 = 80\varepsilon^2 / \gamma_2 \). This is simply the superposition of a delta and a Lorentzian peaks, both centred at the laser frequency (at zero), with no width and \( \gamma_\sigma \)-width, respectively. The delta function term is the Rayleigh peak attributed to the elastic scattering of the laser photons by the two-level system while the Lorentzian term comes from the actual two-photon excitation and re-emission [69]. Note that in the linear regime and particularly in the limit \( \Omega_c \to 0 \) and excluding second-order terms (which involve two-photon states in the detector), the spectrum of emission reduces to the delta function. That is, if one is interested in the spectral density of isolated one-photon events only, regardless of their time of arrival or their relation to other photons, the source is effectively providing photons as spectrally narrow as the laser.

In order to address this discouraging issue, let us dive deeper into the mechanism that yields antibunching in resonance fluorescence when integrating over its full spectrum, with \( \Gamma \to \infty \). This can be understood in terms of interfering fields: it has indeed been known that the emission of a coherently driven two-level system can be expressed as a superposition of a coherent and a squeezed incoherent field [15, 71]. We apply a mean field
procedure and write $\sigma = \alpha + d$, with a mean coherent field $\alpha = \langle \sigma \rangle$ and $d$ an operator for the quantum fluctuations characterised by $\langle d \rangle = 0$. The coherent field is the one that gives rise to the delta function in the spectrum of emission (3) while the Fourier transform of $\langle d^\dagger d \rangle$ provides the Lorentzian peak, i.e., the incoherent part of the spectrum, that transforms into the Mollow triplet when the driving increases [2]. Working out $g^{(2)}_\sigma$ in term of this decomposition results in four contributions:

$$g^{(2)}_\sigma = 1 + I_0 + I_1 + I_2,$$

that grow as powers of $\alpha$:

$$I_0 = \frac{\langle d^\dagger d \rangle^2 - \langle d \rangle^2}{\langle n_\sigma \rangle^2} = 6\langle n_\sigma \rangle - 4|\alpha|^2 - 1,$$

$$I_1 = 4\mathbb{R}(\alpha^\dagger d^2) = 8|\alpha|^2 \frac{\langle n_\sigma \rangle - \langle n_\sigma \rangle^2}{\langle n_\sigma \rangle^2},$$

$$I_2 = 2|\alpha|^2 \frac{\langle d^\dagger d \rangle + \mathbb{R}(\alpha^2 d^\dagger d)}{\langle n_\sigma \rangle^2} = 2|\alpha|^2 \frac{\langle n_\sigma \rangle - 2|\alpha|^2}{\langle n_\sigma \rangle^2}.$$

From the derivation in appendix B, we can further substitute $\alpha = -2i\Omega_\sigma \gamma_\sigma / (\gamma_\sigma^2 + 8\Omega_\sigma^2)$ and $\langle n_\sigma \rangle = \langle \sigma^\dagger \sigma \rangle = 4\Omega_\sigma^2 / (\gamma_\sigma^2 + 8\Omega_\sigma^2)$. This decomposition is what one would obtain when performing a $g^{(2)}$ measurement on the output of a beam splitter, that would have $\sigma$ as the associated output arm operator, with input fields $\alpha$ and $d$.

This is the well known homodyne measurement, first suggested by Vogel [72, 73] to analyse the squeezing properties of signal $d$ thanks to the controlled variation of a local oscillator $\alpha$. The numerator of $I_0$ in the left-hand side of equation (6a) is the normally ordered variance of the fluctuation intensity, i.e.,

$$\langle (\Delta n_\sigma)^2 \rangle = \langle n_\sigma^2 \rangle - \langle n_\sigma \rangle^2$$

with $n_\sigma = d^\dagger d$ and $\Delta n_\sigma = n_\sigma - \langle n_\sigma \rangle$. Therefore, having $I_0 < 0$ indicates sub-Poissonian statistics of the fluctuations, which, in turn, contributes to the sub-Poissonian statistics of the total field $\sigma$. The numerator of $I_1$ in equation (6b) represents the normally ordered correlation between the fluctuation field-strength and intensity, $\langle d^\dagger d \rangle^2 = \langle (\Delta n_\sigma)^2 \rangle$, which have been referred to as anomalous moments [72, 73]. A squeezed-coherent state has such correlations. The numerator of the last component, $I_2$, in equation (6c), can be written in terms of one of the fluctuation quadrature $X = (d + d^\dagger)/2$, in the following way: $4|\alpha|^2 \langle (X^2)^\dagger \rangle - |\alpha|^4$. If this is negative, there is some quadrature squeezing.

The four terms of this decomposition for $g^{(2)}_\sigma$ are shown in figure 2(a), as a function of the intensity of the driving laser. They always compensate exactly and the final result is, of course, the perfect sub-Poissonian statistics of the two-level system emission. However, as is clear in the figure, this compensation occurs in different ways depending on the driving regime [15]:

- In the region of large driving ($\Omega_\sigma \gg \gamma_\sigma$), where the spectrum of the emitter displays a Mollow triplet, we have that $I_0 = -1$ with $I_1 = I_2 = 0$ meaning that antibunching appears solely due to the sub-Poissonian statistics of the fluctuations, that dominate over the vanishing coherent component $\lim_{\Omega_\sigma \to \infty} \alpha = 0$ (and therefore $d \to \sigma$).

- In the intermediate driving region ($\Omega_\sigma \sim \gamma_\sigma$), it is $I_1 < 0$ that almost fully compensates the positive contributions of $I_0 + I_2$. This is where $I_0$ changes sign and the fluctuations become super-Poissonian.

- In the Heitler regime ($\Omega_\sigma \ll \gamma_\sigma$) that interests us more particularly, it is fluctuation squeezing that plays a major role, being this time the one responsible for antibunching, $I_2 = -(1 + I_0) = -2$.

Note that in the Heitler regime, $I_1$ vanishes again. Consequently, resonance fluorescence reaches its maximum squeezing also in this region, an effect that has been confirmed in the emission from ensembles of atoms [74–78] and recently also from single atoms [79] and quantum dots [80]. Another way to understand the origin of antibunching in this region is as an interference between the coherent and incoherent parts of the emission (see equation (3)), since those terms which are either purely coherent (1) or purely incoherent (2), are fully compensated by the 50%–50% mixed one, $I_2$.

One can also compute the decomposition for the filtered second-order correlation function $g^{(2)}_d$ by applying again equations (6a)–(6c), now with the detector field operators, that is with $a \to \sigma$, $\langle n_\sigma \rangle \to \langle n_a \rangle$ and $\alpha = \langle a \rangle$. This is shown in figure 2(b) for the Heitler regime as a function of the filter width $\Gamma$. One can see how, with filtering, or equivalently when detection is taken into account, the terms no longer exactly compensate each other and their sum do not add up to exactly $g^{(2)}_\sigma = 0$. Speaking in spectral terms, this is because the filter is leaving out some of the incoherent part that should compensate for the fixed coherent one (the delta function is always fully included in the convolution with the filter centred at $\omega_\Gamma = 0$). In the Heitler regime, this is clear when $\Gamma < \gamma_\sigma$, since $\gamma_\sigma$ is the width of the (incoherent) Lorentzian peak, as shown in equation (3).
3. Destructive N-photon interference and antibunching restoration

The decomposition of the filtered second-order correlation function $g^{(2)}_\sigma$ outlined above allows us to determine what is missing in terms of coherent and/or incoherent fractions to produce the perfect antibunching. Since the compensation comes, in part, from a coherent field, and such a field is easy to produce and control in the laboratory, one can actually restore full antibunching by superimposing to the filtered resonance fluorescence an external coherent field $\beta$, making them interfere at a beam splitter, and collecting the new signal for further use or analysis. We can find theoretically the value of $\beta$ that ensures that the resulting total field, $s = t \sigma + r \beta$ (with $t$ and $r$ the transmission and reflection coefficients of the beam splitter, respectively, taken real and such that $t^2 + r^2 = 1$), although it has been filtered, still produces perfect antibunching at the output. We will call $g^{(2)}_\sigma$ the second-order correlation function of this filtered signal that is interfered with a correcting external coherent beam, and proceed to show how to cancel it despite the filtering. This, in effect, realises the previously claimed subnatural-linewidth SPS [55, 56]. This becomes possible because the source is not a passive object anymore, that relates time and frequency of its emission merely through the Fourier transform, but includes a dynamical element. We will see in the following that, as a consequence, our source even achieves more than joint subnatural linewidth and antibunching.

The principle for antibunching restoration is simple. Since the filtering reduces the incoherent fraction, $\beta$ should lower (proportionally) the coherent fraction. This is possible for two coherent fields by destructive interferences. That is, given that at resonance $\alpha = -i|\alpha|$, we should find a $\beta$ of the form $\beta = i|\beta|$ such that the total mean field is reduced to $-i(t|\alpha| - r|\beta|)$. Out of resonance, both $\alpha$ and $\beta$ have imaginary and real parts but the same idea would apply. This protocol and the condition for the external $\beta$-field are one of the chief results of this text. We now proceed to describe a possible setup to realise this interference and a theoretical model that provides an exact analytical condition.

Figure 2. (a) Second-order correlation function of the emission from a two-level system (dashed black line) and its decomposition equation (5) into the four components (solid coloured lines) given by equations (6a)–(6c), as a function of the laser excitation. Regardless of the driving regime, the total emission fulfils $g^{(2)} = 0$. In the Heitler regime, on the left-hand side, this is due to a destructive interference at the two-photon level between the coherent and incoherent (squeezed) components of resonance fluorescence. In the strong driving regime, right-hand side, perfect antibunching is due to the dominating sub-Poissonian fluctuations. (b) The same decomposition but now for the filtered emission $g^{(2)}_\sigma$ and as a function of $\Gamma$ in the Heitler regime ($\Omega_\sigma = 10^{-3} \gamma_\sigma$). In this case, the antibunching gets spoiled as the frequency resolution is increased by filtering, leading to an imperfect compensation of the components. This can however be restored with an external laser.
The simplest and most reliable way to interfere resonance fluorescence with a controlled coherent field is to divert some light from the laser that excites the two-level system in the first place. In this way, one works with the same coherence time of the driving laser and should be immune to slow fluctuations. A possible setup is sketched in figure 1(a): the laser beam passes through a first beam splitter, that redirects part of it to the two-level system on one output arm and to an attenuator and a phase shifter on the other output arm. The emission of the two-level system (σ) and the attenuated laser (β) are admixed at a second beam splitter. The output constitutes our new antibunched source \( s = t \sigma + r \beta \), which can be further analysed, measuring, for instance, its second-order correlation function in a Hanbury-Brown–Twiss setup, as depicted in the figure.

In the theoretical description, we include the detectors in the dynamics to now receive simultaneously the attenuated emission and the laser emission of the emitter \( s = t \sigma + r \beta \). This is modelled by adding a coherent driving term to the detector \( H_2 = i\Omega_0(a^\dagger - a) \), substituting \( H \rightarrow H + H_2 \) in equation (1), with \( \Omega_0 \in \mathbb{R} \). Note that the phase of the detector driving is fixed to \( \beta = i\Omega_0/g \) and the resulting Hamiltonian is then \( H + H_2 = \Omega_0 \sigma + g(\sigma + i\Omega_0/g)a^\dagger + \text{h.c.} \). In this way, the detector is effectively performing the described homodyne procedure between the light emitted by the two-level system and a coherent field with amplitude \( i\Omega_0/(\gamma g) \). Furthermore, our model describes detection self-consistently and allows us to study the joint dynamical properties (in both time and frequency) of the light produced by the superposition. Since we are interested in the low driving limit, we express \( \Omega_0 \) in terms of \( \Gamma_\sigma \), through a new dimensionless parameter:

\[
\mathcal{F} = \frac{r \gamma_\sigma \Omega_0}{f g \Omega_\sigma}.
\]

We also define \( \mathcal{F}' = \mathcal{F}t/r \), which absorbs the dependence on the transmission and reflection parameters of the beam splitter. We take both \( \mathcal{F} \) and \( \mathcal{F}' \) to be real and positive. With these definitions, \( \beta = i\Omega_0/\gamma_{20} \) and it is clear that \( 100\mathcal{F}'^2 \) is then the percentage of the laser intensity that finally interferes with resonance fluorescence while \( \mathcal{F} \) is the fraction that is needed to attenuate the laser for the compensation to be effective. The total mean field of the signal that exits the beam splitter towards detection (the right-hand side in figure 1(a)) reads \( \langle s \rangle = t\sigma + r\beta = -i\Omega_0 t(2 - \mathcal{F})/\gamma_\sigma \).

Next, we solve the new master equation in the Heitler regime, following the procedure in appendix A, where we recover perfect antibunching without the interference, \( \mathcal{F} \rightarrow 0^+ \mathcal{F}'_{20} = 0 \), and in the limit of vanishingly narrow filters, where \( \lim_{\Gamma \rightarrow 0} \mathcal{F}'_{20} = 2 \) and \( \mathcal{g}^{(N)}_{a_1} \) diverges. The latter case means that if the filter is very narrow, compensating for the loss of the incoherent component becomes impossible, as one ends up removing completely the coherent component with no signal left. One can nevertheless reduce the linewidth by removing completely the coherent component with no signal left. One can nevertheless reduce the linewidth by

\[
\mathcal{F}'_{20} = 2 \left( 1 \pm \sqrt{\frac{\Gamma}{\Gamma + \gamma_\sigma}} \right).
\]

This result is valid to first (leading) order in \( \Omega_\sigma \), meaning that when the condition (10) is fulfilled, \( \mathcal{g}^{(2)}_{a_1} = 0 \) with deviations due to higher-order terms in the driving only, so remaining extremely small. The antibunching becomes ‘exactly zero’ only in the limit of vanishing driving. In fact, would \( \mathcal{g}^{(2)}_{a_1} \) be exactly zero, then also all higher-order terms would satisfy \( \mathcal{g}^{(N)}_{a_1} = 0 \) for \( N \geq 2 \) and provide the ultimate, perfect SPS that emits a Fock state of a single photon, so with vanishing signal over time. In the Heitler regime but with a finite signal, the antibunching remains so small as to be well approximated by zero on the figures, in contrast to normal resonance fluorescence.

Note that the protocol we have just outlined becomes meaningless for two extreme cases: in the limit of broad filters, where we recover perfect antibunching without the interference, \( \lim_{\Gamma \rightarrow \infty} \mathcal{F}'_{20} = 0 \), and in the limit of vanishingly narrow filters, where \( \lim_{\Gamma \rightarrow 0} \mathcal{F}'_{20} = 2 \) and \( \mathcal{g}^{(N)}_{a_1} \) diverges. The latter case means that if the filter is very narrow, compensating for the loss of the incoherent component becomes impossible, as one ends up removing completely the coherent component with no signal left. One can nevertheless reduce the linewidth by

\[\text{We have not taken into account the first beam splitter of figure 1 in the calculations for simplicity, but, assuming it is balanced (50:50), doing so would simply rescale the original driving to } 2t \Omega_0 \text{ in order to obtain the results in the manuscript.}\]
Remarkably, for a given subnatural linewidth.

over an order of magnitude as compared to the natural linewidth of the emitter, which amply qualifies as a
subnatural linewidth.

The two solutions in equation (10) correspond to two different mean fields that, despite having different
phases, lead to the same intensity in the interference signal, $\langle s_\alpha \rangle = \alpha \Gamma + r \beta \gamma = \pm 2i \Omega_\alpha \Gamma / \gamma_\sigma \sqrt{I/(\Gamma + \gamma_\sigma)}$, and, there
therefore, both successfully compensate for the coherent component, recovering perfect antibunching for any
given realistic detection resolution $\Gamma$. Nevertheless, they are of a very different character: $F^2_{2,+}$ changes the phase
of the original mean field, from $\alpha = -i |\alpha| \langle s_\alpha \rangle = i \alpha \Gamma + r \beta \gamma$, while $F^2_{2,-}$ corrects for the intensity
maintaining the same phase $\langle s_\alpha \rangle = -i \alpha \Gamma + r \beta \gamma$. This manifests in the higher-order correlation functions (8):
while evaluating them at $F^2 = F^2_{2,+}$ does not lead to small values, for $F^2 = F^2_{2,-}$ they remain close to zero as
well (although in general do not recover the exact zero). Note that, by performing a wave-function expansion,
following the procedure in [83, 84], on the joint state of the emitter and detector, the attenuation fractions in
equation (10) yield a suppression of the two-photon probability in the detector [81]. This corroborates the idea
that perfect antibunching is recovered thanks to an interference effect at the two-photon level, that is, involving
not only coherently scattered photons but also the incoherent (second order) ones in equation (3).

In figure 3, we show the correlation functions for the interference signal, equation (8), when the condition
for perfect antibunching is met, i.e., $F^2 = F^2_{2,-}$, so that $g^{(2)}_{\alpha} = 0$ (solid lines), and we compare it to the case
without the interference, i.e., $F^2 = 0$ (dashed lines), which is the case from the literature [55, 56]. We plot the
cases $N = 2$ (blue), 3 (green) and 4 (red), as a function of the spectral width of the detector, $\Gamma / \gamma_\sigma$. Note that the
solid blue line does not appear in the main figure which is in logarithmic scale, because its value is exactly zero to
this order in the Heitler regime. This is the main result as compared to $g^{(2)}_{\alpha}$ which, although it can get relatively
small, can do so only for broad linewidths, and loses its antibunching for narrow lines. In stark contrast, the
perfect antibunching for the interference signal remains satisfied even when the filter is much narrower than the
natural linewidth of the emitter. On the other hand, the higher-order correlation functions also yield
noteworthy results, which we will only briefly discuss. In contrast to $g^{(2)}_{\alpha}$ which always remain much smaller
than its unfiltered counterpart, there are filter linewidths where the interference results in larger higher-order
 correlations as compared to the standard case. This is clear in the inset of figure 3 which is in linear scale. If one
wants to remain within small values of this higher-order functions, this limits how narrow the
filtering can be, though still allowing for considerable improvement. We have also already noted how one is limited by the signal.
Finally, even though perfect antibunching remains true for arbitrarily narrow
limits in the theory, as $\Gamma \ll \gamma_\alpha$, the system would become unstable under possible small variations of the laser intensity: $\lim_{\Gamma \rightarrow 0} F^2_{2,-} = 2$,
which is a diverging point for $g^{(2)}_{\alpha}(\tau)$. A small fluctuation in the laser intensity would bring the system from
perfect antibunching to a huge superbunching [81]. This could be seen as an advantage, providing a highly
tunable quantum photon source that can be switched between antibunching and bunching by slightly adjusting

5 For every $N$ there are two values, $F^{N-1}_{N,N}$, that lead to $g^{(N)}_{\alpha} = 0$, but they do not imply zero values for the other functions in general.
the second laser attenuation. However, this superbunching effect also follows from an interference and is not linked to N-photon emission or other types of structured emission [81].

A representative filter linewidth for optimal operation can be taken as \( \Gamma = \gamma_\alpha / \gamma \), which we also use as the reference case in the following figures, because it is well below the natural emitter linewidth and brings an improvement essentially everywhere, i.e., we find that the interference yields the values \( g_{\alpha a}^{(2)} = 0 \), \( g_{\alpha a}^{(3)} = 0.36 \) and \( g_{\alpha a}^{(4)} = 0.08 \) while without the interference, one gets \( g_{\alpha a}^{(2)} = 0.69 \), \( g_{\alpha a}^{(3)} = 0.35 \) and \( g_{\alpha a}^{(4)} = 0.14 \). Note also the existence of a second local minimum for \( g_{\alpha a}^{(3)} \) in figure 3. We find that there is such a local minimum for all higher-order correlators except the one that immediately follows the one that is exactly cancelled by the interference (i.e., \( g_{\alpha a}^{(3)} \) in this case). Further discussion of the quantum state generated by this interference would lead us too far astray, therefore we now turn to two other quantities of considerable interest for single-photon emission purposes.

4. Coherence time and emission rate

So far, we have focused on two aspects of the SPS: its second-order correlation function at zero time delay, \( g_{\alpha a}^{(2)} \) (which by abuse of language we occasionally refer to as ‘antibunching’), and the spectral width of the emission, as it is observed or, equivalently, filtered, \( \Gamma \). There are two other quantities which are of prime importance to characterise such a source: its coherence time, which estimates how long the correlations are retained, and the amount of signal. We now discuss them in turn, starting with the coherence time, which will show that the best features of the SPS remain to be presented.

In most SPSs, other than the one we present, the coherence time has to be longer than the temporal resolution of the detector, or the correlations become randomised. Also, they are required to evolve smoothly rather than featuring huge oscillations, that are sometimes observed in the wake of strong antibunching [85]. To characterise our source in this respect, we consider the time-resolved second-order correlation function \( g_{\alpha a}^{(2)}(\tau) \), which can be computed from our master equation (1), deriving the equations from appendix A and applying the quantum regression theorem. Although in the following we present numerical results for these correlations, so as to easily access arbitrary time delays, the same procedure as for the zero-delay case can produce some closed-form but lengthy formulas in the Heitler regime, as is detailed in appendix A6.

In figure 4, we compare the delayed second-order correlation function as measured by the detectors for (a) resonance fluorescence only, i.e., setting \( F' = 0 \), with (b) its interference with the optimally attenuated laser, i.e., \( F' = F_0' \), as previously discussed. For broad enough filters, when \( \Gamma \gg \gamma_\alpha \) the measured correlations are perfectly antibunched and identical for both configurations. This happens because such wide filters collect the full spectrum and the interference occurs naturally. However, as the width of the filters becomes comparable to the natural linewidth of the emitter, the behaviour of the correlations in the two configurations start to differ. Without the interference with the attenuated laser, antibunching is rapidly lost (see dotted red line in figure 4(c)) and, in the limit \( \Gamma \ll \gamma_\alpha \) the emission becomes completely randomised, with \( \lim_{\tau \rightarrow -0} g_{\alpha a}^{(2)}(\tau) = 1 \). However, with the interference, perfect antibunching is preserved regardless of the width of the filter, as already stated. Here, two new effects are remarkable: (i) the coherence time, or the time between single-photon emission, increases as the filter width becomes narrower and (ii) the correlations display a plateau of \( g_{\alpha a}^{(2)}(\tau) = 0 \) around \( \tau = 0 \). This plateau is particularly noteworthy. It is not entirely obvious on the scale of figure 4(c) since its extent is over \( \tau = \pm 2.5 \) only, but it results in a dramatic type of correlations for the photons. Namely, such a plateau, as opposed to the standard case whose derivative is zero at zero-coincidences only, corresponds to opening a gap in the time separation between consecutive photons, meaning that while the case without interference makes it only very unlikely to find photon arbitrarily close, the interference SPS makes it impossible. In this sense, this restores a notion of ‘perfect antibunching’ even though the \( g_{\alpha a}^{(2)} \) to all orders does not cancel exactly. The character of such correlations is better seen in figure 4(d), which shows the cumulative probability that a pair of consecutive photons are separated by a delay of up to \( \Delta \tau \), as a function of this delay, which, so as to compare photon sources with different emission rates, we have normalised to the mean delay between consecutive photons (which is given by the inverse of the emission rate, \( 1 / \dot{\Gamma} \)). These results have been obtained with a quantum Monte Carlo simulation of the filtered resonance fluorescence [66]. We compare three cases: a coherent (random) source (dashed-dotted purple), and then the SPS without (dashed red) and with (solid blue) the interference from the laser. For delays larger than \( I \Delta \tau \approx 10^{-2} \) the lines for the three sources converge, since at such large delays, the short-time correlations are lost and dominated by pure randomness, therefore recovering the uncorrelated case. At about \( I \Delta \tau \approx 10^2 \), the lines further saturate to unity, as they should from probability normalisation.

\( g_{\alpha a}^{(2)}(\tau) \) could be computed analytically in the case of simple detection of resonance fluorescence only, with \( F = 0 \), using the formulas for the frequency and time-resolved correlation functions in the supplemental material of [64] and setting the detection frequency to zero.
The interesting features lie at short delays. There, it is seen that, while for the coherent source the cumulative probability increases linearly as $I\Delta \tau$ (the exact expression for this simple case being $1 - \exp(I\Delta \tau)$), for the emitter without the interference, the growth is slower because of its antibunching, which lowers the probability for photons to be detected close to each other. The difference is however small and the trend is qualitatively similar to that of the uncorrelated photon source! Indeed, such a difference is eclipsed by the type of suppression that is observed by the emitter with the interference (solid blue line). There, the departure is much more pronounced and is qualitatively of a different character, increasing its slope till a point where it would become vertical, meaning the complete impossibility to ever detect two photons closer to each other than a finite nonzero time window. This suppression comes from the plateau in the $g^{(2)}_a(\tau)$, and shows how the enhancement in the correlations that is obtain through the interference cannot be obtained by using another emitter operating in a different timescale.

As a final important characteristic, we have to address the only feature for which our proposed SPS does not overcome the other types of sources: the intensity of the signal. One of the acclaimed qualities of resonance fluorescence is that it is ultrabright \[55, 56\], being indeed efficiently excited by a resonant laser, in the first place. Note that an incoherently driven SPS would be brighter still as it can saturate the emitter, providing twice as much signal than under coherent driving which is limited by stimulated emission. The incoherently pumped SPS would, however, emit photons of completely undetermined frequency due to power broadening. In our case, the whole procedure comes at the price of losing signal, i.e., of reducing the total emission rate $I = \Gamma \langle n_a \rangle$. 

**Figure 4.** (a), (b) Time-dependent second-order correlation function of the signal, with ($g^{(2)}_a(\tau)$) and without ($\tilde{g}^{(2)}_a(\tau)$) the interference. Without the interference (a), resolving in frequency spoils the antibunching. With the interference (b), antibunching remains perfect ($g^{(2)}_a(0) = 0$) at all $\Gamma$, increases its coherence time and develops a flat plateau at small time delays. (c) Two cuts from the density plots at $\Gamma = \gamma_\sigma/5$. The plateau for $g^{(2)}_a$ is not easily distinguished in this scale (it is actually better seen in figure 1(iii)) as extending over $\approx \pm 2.5/\gamma_\sigma$ only. (d) Cumulative probability that two consecutive photons are emitted with a time separation of up to $\Delta \tau$ (normalised to the inverse of the emission rate $I$), from a coherent or random source (dashed-dotted purple) and from resonance fluorescence without (dashed red) and with (solid blue) the interference from the laser. The case with interference falls much faster and opens a gap of time separation which photons cannot access.
This is done in two ways: by filtering out the incoherent fraction or resonance fluorescence to narrow its lineshape (which technically should also toll other systems claiming subnatural linewidths) but also, in order to compensate this loss of the incoherent fraction, by removing part of the coherent fraction through destructive interferences with the laser. The total emission will thus clearly be reduced. To evaluate the brightness of our homodyne scheme \( I_{\text{int}} \), let us first obtain that of filtered resonance fluorescence \( I_{\text{fl}} \). The population of the detector \( \langle n_\text{fl} \rangle \) is related to the population of the emitter that feeds it, \( \langle n_\text{e} \rangle \), through the emission spectrum at resonance \( S_{\text{fl}, \sigma} (\omega = 0) \)

\[
\langle n_\text{fl} \rangle = \frac{|g|^2}{\Gamma} 2\pi \langle n_\text{e} \rangle S_{\text{fl}, \sigma} (\omega = 0),
\]

(see the equivalences in the supplemental of [64]), as long as there is no extra driving of the detector. Considering the correspondence between the sensor method [64] and the cascaded formalism (see [66]), we can write 

\[
|g| \rightarrow \sqrt{\Gamma \gamma},
\]

We substitute as well the spectrum convoluted with the detector, as explained in equation (B.9) of the appendix B, which in the Heitler regime is simply

\[
S_{\text{fl}, \sigma} (\omega) = \frac{1}{\pi} \frac{\Gamma/2}{\left( \Gamma/2 \right)^2 + \omega^2}.
\]

(12)

Since we are interested in the rates to first order in the driving \( \Omega_\sigma \), only coherently scattered photons (the first term in equation (3)) are included in this derivation. The emission rate from the filtered resonance fluorescence then converges to the original emission (without detection):

\[
I_{\text{f}} = \gamma_0 \langle n_\text{e} \rangle = 4\Omega_0^2 / \gamma_0.
\]

(13)

In the case of interference with the attenuated laser, the spectrum of emission remains the same (the coherent part only, to first order in \( \Omega_\sigma \)) but the population is now that of the total admixed signal:

\[
I_{\text{int}} = \gamma_0 \langle n_\text{e} \rangle.
\]

(14)

This population can be easily computed:

\[
\langle n_\text{f} \rangle = t^2 \langle n_\text{e} \rangle + r^2 |\beta|^2 + 2\pi r \mathcal{R} (\sigma) |\beta|^2 = t^2 \left( 1 - \frac{\mathcal{F}}{2} \right) ^2 \frac{4\Omega_0^2}{\gamma_0^2}.
\]

Finally, by comparing equation (13) with (14) and (15), we find that the interference with the laser reduces the emission rate by a factor related to \( \mathcal{F} \), as

\[
\frac{I_{\text{int}}}{I_{\text{fl}}} = t^2 \left( 1 - \frac{\mathcal{F}}{2} \right) ^2.
\]

(16)

For the condition that yields perfect antibunching \( \mathcal{F} = \mathcal{F}_{\text{acc}} \), this reduces to

\[
\frac{I_{\text{int}}}{I_{\text{fl}}} = t^2 \frac{\Gamma}{\Gamma + \gamma_0}.
\]

(17)

The signal is reduced from the filtering procedure by a factor \( \Gamma / (\Gamma + \gamma_0) \), times the loss of the beam splitter by a factor \( t^2 \). This last factor could be overcome by using an unbalanced beam splitter where \( t \sim 1 \) and attenuating the laser accordingly. Still, the brightness is reasonably good, for instance, for our reference case, \( \Gamma = \gamma_0/5 \), the reduction is only of a factor \( I_{\text{int}} / I_{\text{fl}} = 1/6 \). On the other hand, we have gained enormously in antibunching and the linewidth is narrow indeed.

In figure 5 we can see the comparison between both cases in a parametric plot where \( \Gamma \) is varied, with the width of the filters being encoded in the colour gradient of each line, starting from black in the limit of \( \Gamma \rightarrow \infty \), and ending with the respective colours, in the limit of \( \Gamma \rightarrow 0 \). The dashed red line corresponds to the case of filtered resonance fluorescence but without interference. Its emission rate remains constant regardless of the filter width following equation (13), with still most of the emission being provided by the delta peak anyway. However, \( g_0^{(1)} \) is quickly lost, as was previously discussed. The solid blue line shows the case with interference, and \( g_0^{(2)} \) there remains at zero independently of the filter width, but at the cost of lowering its emission rate, in agreement with equation (14).

We compare them with a third case to evidence again that in presence of the interference, the emitter turns into a qualitatively different type of SPS. Indeed, one could argue that the problem of finding a bright monochromatic source with perfect antibunching for a given detector, could be solved simply by using an emitter with a linewidth \( \delta_\gamma \) smaller than that of the detector, \( \delta_\gamma < \Gamma < \gamma_0 \), so that, by keeping the same driving intensity, the emitter can be excited more efficiently. For the comparison to be fair, the choice of \( \delta_\gamma \) would have to be done in such a way that the properties of the emitted light are equal to the ones obtained with our scheme, namely: the emission spectrum and the coherence time of the \( \tilde{g}_0^{(2)} (\tau) \) have to be comparable in both cases. This results in the dashed-green line where, for each filter size \( \Gamma \), we choose an emitter with linewidth \( \delta_\gamma < \gamma_0 \) such that the emission spectra and the coherence time are equal to those obtained with our scheme. With this
configuration, the emission rate becomes larger with broader linewidths (because the emitter with linewidth $\gamma_2$ gets excited more easily than the one with linewidth $\gamma_1$), but such an enhancement in the emission rate comes at the price of an increase in the zero-delay $g_\text{fl}^{(2)}$, as seen in the figure. There, it is clear that all the sources have a point in common, which is the case when all frequencies are detected. Imposing some frequency resolution results in some departures. It appears obvious in the light of the demands made by a quantum circuit that the only one truly tolerable for quantum applications are those suffered by our SPS.

We conclude with a quick overview of the feasibility of the proposed setup. This type of interference between the original signal and a controlled laser beam (or local oscillator) is a standard technique in quantum optics, known as homodyne measurement \cite{71, 72, 73, 74, 75, 76}. In particular, looking at the second-order correlation function when tuning the laser beam properties was first suggested by Vogel \cite{72, 73}, to analyse the squeezing properties of the signal. Several recent works \cite{94, 95, 96} have also used this concept with a different objective, namely, to subtract the coherent fraction from the signal (in their case the emission from a cavity in strong coupling with a quantum dot). Thanks to this procedure, they could observe the strong quantum features of the remaining incoherent fraction such as increased indistinguishability, antibunching or a pulsed Mollow triplet spectrum. Our analysis, focused on the fundamental mechanism, did not include the complications present in some of the promising platforms to implement the effect, such as quantum dots. There, impact of dephasing for instance should be taken into account and we have done this in a follow-up work \cite{98}. Still other details, like the fine-structure splitting, could also be included in increasingly more refined studies. On the basis of the physical principle that allows the effect to take place, however, we see no a priori reason why it could not fully apply also in more complex structures, at the price of possibly heavier expressions for the resonant condition and more intricate experimental configurations. It seems therefore clear to us that the variations needed to implement our scheme are definitely within reach of the existing setups and that one could thus, in this way, finally realise a source with rapidly vanishing second-order correlation function and subnatural linewidth, simultaneously.

5. Conclusions

In conclusion, we have shown how to implement a new type of SPS that outperforms what is currently available on every account except in terms of the available signal. This is based on a variation of resonance fluorescence in the Heitler regime, which has been claimed in the literature to provide very good antibunching as well as spectrally narrow emission. We have shown how such properties in fact do not coexist in resonance fluorescence in its bare form, due to neglecting the detection process of the emitted light, that needs to consider jointly these two properties.

However, it is possible to reach this regime, by compensating for the loss of antibunching caused by the spectral resolution of the detector, or, equivalently, by filtering. By decomposing the second-order correlation function into various types of field fluctuations, we have shown how one component, the coherent one, can easily be corrected externally to restore the balance which yields perfect antibunching (to first order in the

**Figure 5.** (a) Comparison of the second-order correlation $g_\text{fl}^{(2)}$ and emission rate $\dot{I}$ for the different schemes as a function of the filter linewidth $\Gamma$ (which ranges from infinity at the meeting point, in black, to zero at the other extremities of each curve). The dashed red line shows the case of filtered resonance fluorescence; the emission rate is constant, in agreement with equation (13), but as the filter narrows, the measured $g_\text{fl}^{(2)}$ deviates from 0. The solid blue line shows our proposed scheme with the interference (with $t=1$), which results in a reduction of the available signal, as shown in equation (14), but maintaining $g_\text{fl}^{(2)} = 0$. The dashed-dotted green line shows the case where, for every $\Gamma$, we select a new emitter with a different decay rate $\gamma_2 < \gamma_1$ such that, without the interference, the emission spectra and the coherence time of the $g_\text{fl}^{(2)}(\tau)$ are equal to those obtained with our scheme. As the emitters have narrower linewidths, the emission rate is larger, but the $g_\text{fl}^{(2)}$ deviates rapidly from zero.
driving). We provided an analytical expression for the condition to fulfil and proposed a setup to implement this scheme. We find that the light that is produced indeed provides subnatural linewidth and vanishing antibunching, at the only cost of a diminished signal, which remains, however, less than a factor of magnitude drop for reasonable parameters. Interestingly, the photon correlations in time exhibit a new qualitative trend, in the form of a plateau, which results in a time window where photon coincidences are suppressed exactly. This leads to the realisation of a perfect SPS, in the sense that a superconductor is a perfect conductor: our source will never produce a coincidence in an Hanbury-Brown–Twiss setup whose correlation time is smaller than this plateau. This is true to first order in the driving, meaning that in an actual setup, the waiting time to observe such a coincidence will not be infinite, but only as large as required, which is not possible with a conventional SPS.
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Appendix A. Steady state of the combined resonance fluorescence and detector at vanishing laser driving

We first solve the dynamics for the mean value of any system operator, which in its most general normally ordered form reads \[ \mathcal{C}_{m_1, n_1, \mu_1, \nu_1} = \left[ \sigma^{m_1, n_1, \mu_1, \nu_1} \right] \] (with \( m, n \in \{0, 1\} \) and \( \mu, \nu \in \mathbb{N} \)). It follows the equation:

\[
\partial_t \mathcal{C}_{m_1, n_1, \mu_1, \nu_1} = \sum_{m', n', \mu', \nu'} \mathcal{M}_{m_1', n_1', \mu_1', \nu_1'} \mathcal{C}_{m', n', \mu', \nu'},
\]

with the regression matrix elements \( \mathcal{M}_{m_1, n_1, \mu_1, \nu_1} \) given by, in our case:

\[
\mathcal{M}_{m, n, \mu, \nu} = \frac{\gamma}{2} (m + n) - \frac{\Gamma}{2} (\mu + \nu), \quad \mathcal{M}_{m, n, \mu, \nu} = -i \Omega_\omega [n + 2m(1 - n)],
\]

\[
\mathcal{M}_{m, n, \mu, \nu} = i \Omega_2 [m + 2n(1 - m)], \quad \mathcal{M}_{m, n, \mu, \nu} = \Omega_\omega \nu,
\]

\[
\mathcal{M}_{m, n, \mu, \nu} = \Omega_2 \mu, \quad \mathcal{M}_{m, n, \mu, \nu} = -g (1 - m) \mu,
\]

\[
\mathcal{M}_{m, n, \mu, \nu} = -g (1 - n) \nu.
\]

and zero everywhere else. These equations can be solved numerically, choosing a high enough truncation in the number of photons, in order to obtain a converged steady state. These equations can be solved numerically, choosing a high enough truncation in the number of photons, in order to obtain a converged steady state.\[ \partial_t \mathcal{C}_{m_1, n_1, \mu_1, \nu_1} = 0 \] for any given pump power. However, it is possible to derive analytical solutions in the case where we use a ‘sensor’ \( \mathcal{G} \) in the vanishing driving limit \( \Omega_\omega \to 0 \) after setting \( \Omega_\omega = g \Omega_\omega / \gamma \). This is the case, then, enough to derive a set of truncated equations. That is, we start with the lowest order correlators, with only one operator, which we write in a vectorial form for convenience:

\[ \mathbf{v}_1 = (\langle a \rangle, \langle a^2 \rangle, \langle \sigma \rangle, \langle \sigma^2 \rangle^2) \]. Its equation reads \( \partial_t \mathbf{v}_1 = \mathbf{M}_1 \mathbf{v}_1 + \mathbf{A}_1 + \mathbf{g}(\Omega_\omega, g) \) where \( \Omega_\omega, g \) means higher-order terms of these variables, where \( \Omega_\omega \) stands for both \( \Omega_\omega \) and \( \Omega_\omega \). This provides the steady state value \( \mathbf{v}_1 = -M_1^{-1} \mathbf{A}_1 + \mathbf{g}(\Omega_\omega, g) \). We proceed in the same way with the two-operator correlators \[ \mathbf{v}_2 = (\langle a^2 \rangle, \langle a^2 \rangle, \langle \sigma \rangle, \langle \sigma^2 \rangle^2) \]. In this case, we also need to include the steady state value for the one-operator correlators as part of the independent term in the equation:

\[ \partial_t \mathbf{v}_2 = \mathbf{M}_2 \mathbf{v}_2 + \mathbf{A}_2 + \mathbf{g}(\Omega_\omega, g) \]. The steady state reads \[ \mathbf{v}_2 = -M_2^{-1} \mathbf{A}_2 + \mathbf{g}(\Omega_\omega, g) \] with a straightforward generalisation \[ \mathbf{v}_N = -M_N^{-1} \mathbf{A}_N + \mathbf{g}(\Omega_\omega, g) \] and with \[ \mathbf{A}_N = \mathbf{A}_N + \mathbf{g}(\Omega_\omega, g) \].

We are interested in this text in photon correlators of the form \[ \langle a^N a^N \rangle \]. These follow \[ \langle a^N a^N \rangle \sim (\Omega_\omega g)^2 N^2 \], to lowest order in both \( \Omega_\omega \) and \( g \). The normalised correlation functions \( g(\Omega_\omega, g) \) are thus independent of both \( \Omega_\omega \) and \( g \) to lowest order, and their computation requires to solve the 2N sets of recurrent equations and taking the limits \( \lim_{N \to 0} \lim_{\Omega_\omega \to 0} \langle a^N a^N \rangle ) / (\langle a^2 \rangle^N \). This can be done analytically and this provides equations (4) and (8) from the main text.

Appendix B. Two-time correlators and spectrum of emission for resonance fluorescence (at any laser driving, without detector)

First, using again the regression matrix (A.2)–(A.5), we write the equations (A.1) in a vectorial form for the two-level system only, by setting \( g = 0 \). In this case, one-time correlators follow \[ \partial_t \mathbf{w}[1, 1](\tau) = M_\tau \mathbf{w}[1, 1](\tau) + A_\tau \] with
The steady state solution reads

\[
\mathbf{w}[1, 1] = \begin{pmatrix}
\langle \sigma \rangle \\
\langle \sigma^2 \rangle \\
\langle \sigma^3 \rangle \\
\langle \sigma^4 \rangle 
\end{pmatrix} = -M_\sigma^{-1} A_\sigma = \frac{2\Omega_\sigma}{\gamma_\sigma^2 + 8\Omega_\sigma^2} \begin{pmatrix}
-\frac{i\gamma_\sigma}{\Omega_\sigma} \\
\frac{i\gamma_\sigma}{\Omega_\sigma} \\
\frac{-\gamma_\sigma}{\Omega_\sigma} \\
\frac{-\gamma_\sigma}{\Omega_\sigma}
\end{pmatrix}.
\]  

(B.2)

By applying the quantum regression theorem which states that two-time correlators follow the same equations for the time delay as the single-time ones for time, we have that \( \partial_\tau \mathbf{w}[L, R](\tau) = M_\sigma \mathbf{w}[L, R](\tau) + A_\sigma \langle LR \rangle \) for any two operators \( L, R \), with

\[
\mathbf{w}[L, R](\tau) = \begin{pmatrix}
\langle L \sigma(\tau) R \rangle \\
\langle L \sigma^2(\tau) R \rangle \\
\langle L \sigma^3(\tau) R \rangle \\
\langle L \sigma^4(\tau) R \rangle 
\end{pmatrix}
\]  

(B.3)

and \( \mathbf{w}[L, R](0) \) obtained from the single-time mean values in \( \mathbf{w}[1,1] \). The solution is given by:

\[
\mathbf{w}[L, R](\tau) = e^{M_\sigma \tau} \mathbf{w}[L, R](0) + M_\sigma^{-1} A_\sigma \langle LR \rangle
\]

\[
= e^{M_\sigma \tau} [\mathbf{w}[L, R](0) - \mathbf{w}[1, 1] \langle LR \rangle] + \mathbf{w}[1, 1] \langle LR \rangle.
\]  

(B.4)

We compute the correlators that we need below and in the main text, by solving only two of these two-time correlator vectors, for \( \mathbf{w}[\sigma^3, \sigma^4](\tau) \) and \( \mathbf{w}[1, \sigma^4](\tau) \), since we have

\[
\langle \sigma^3(\sigma^4)(\tau) \sigma \rangle = \mathbf{w}[\sigma^3, \sigma^4](\tau), \quad \langle \sigma^4(\sigma^4)(\tau) \sigma \rangle = \mathbf{w}[\sigma^4, \sigma^4](\tau),
\]

\[
\langle \sigma^3(\sigma^4)(\tau) \rangle = \mathbf{w}[1, \sigma^4](\tau), \quad \langle \sigma^4(\sigma^4)(\tau) \rangle = \mathbf{w}[1, \sigma^4](\tau),
\]

\[
\langle \sigma^3(\sigma^4)(\tau) \rangle = \mathbf{w}[1, \sigma^4](\tau).
\]

(B.5)

The initial conditions read

\[
\mathbf{w}[\sigma^3, \sigma^4](0) = \begin{pmatrix} 0 \\ 0 \\ 0 \\ 0 \end{pmatrix} \quad \text{and} \quad \mathbf{w}[1, \sigma^4](0) = \begin{pmatrix} 0 \\ 0 \end{pmatrix}.
\]  

(B.6)

We can thus provide the expression for the second-order correlation function of resonance fluorescence with perfect time resolution (or without coupling to a detector):

\[
S^{(2)}(\tau) = 1 - \frac{3\gamma_\sigma^2}{4R_\sigma} \left( \sinh(R_\sigma \tau) + \cosh(R_\sigma \tau) \right) e^{-3\gamma_\sigma \tau/4},
\]  

in terms of \( R_\sigma = \sqrt{(\gamma_\sigma^2/4 - 2\Omega_\sigma^2)^2} \). Note that \( \text{lim}_{\Omega_\sigma \to 0} R_\sigma = \gamma_\sigma^2/4 \) and that oscillations only appear in \( S^{(2)}(\tau) \) when \( \Omega_\sigma \gg \gamma_\sigma/8 \), as the two-level system enters into strong coupling with the laser.

On the other hand, the normalised steady state spectrum of emission with perfect frequency resolution [2, 68], is defined as

\[
S_\nu(\omega) = \frac{1}{\pi \langle n_\sigma \rangle} \Re \int_0^\infty \langle \sigma \sigma(\tau) \rangle e^{i\omega \tau} d\tau.
\]  

(B.8)

Substituting the expression found for the correlator \( \langle \sigma \sigma(\tau) \rangle \) in equation (B.5) and expanding up to second order in the driving \( \Omega_\sigma \), we obtain the formula (3) in the main text.

The expression after convolution with a detector with spectral resolution \( \Gamma \) is:

\[
S_{\nu,\Gamma}(\omega) = \frac{1}{\pi \langle n_\sigma \rangle} \Re \int_0^\infty \langle \sigma \sigma(\tau) \rangle e^{i\omega - \Gamma/2\tau} d\tau,
\]  

(B.9)

which is used to obtain equation (12).
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