Machine Learning Application in Genomic, Exercise, and Vital Datasets

Kyung-Wan Baek PhD¹,², Jung-Jun Park PhD¹, Jeong-An Gim PhD³
¹Division of Sport Science, Pusan National University, Busan; ²Department of Physical Education, Gyeongsang National University, Jinju; ³Medical Science Research Center, College of Medicine, Korea University, Seoul, Korea

PURPOSE: Machine learning (ML) refers to newly developed computer algorithms that are improved through iterative experiences. ML applications are expected to assist humans in analyzing large amounts of data. This review has outlined the application of ML in analyzing variable vital data such as walking steps, exercise intensity, heart rate, sleeping hours, sleep quality, resting heart rate, blood pressure, and calorie consumption in a day. Vital data consist of different variables that are closely related to genomic or exercise data. The prediction of healthy traits from a vital dataset has become a necessity in personalized medicine.

METHODS: Considerations and repeated tasks in supervised, semi-supervised, and unsupervised ML methods are presented. ML methods such as artificial neural networks, Bayesian networks, support vector machines, and decision trees have been widely used in biomedical studies to develop predictive models. Through vital data, these models can help in effective and accurate decision-making for a healthier life.

PURPOSE: Models based on genomic, exercise, and vital datasets provide a healthy lifestyle through regular exercise. We have provided guidelines to help in the selection of these ML methods and their practical application for variable vital data analysis.

CONCLUSIONS: Our guidelines could serve as a foundation for implementing both participatory medicine and data-driven exercise science.
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INTRODUCTION

Data processing speed is increasing as computer performance improves, and big data is accumulating as storage space is expanded. With the development of cloud computing and wireless communication networks, it is now possible to collect data from a variety of sources [1]. Machine learning (ML) libraries are being developed to provide accurate insights obtained from various types of big data [2]. These data contain various types of vital data, and it is now time to discuss how to use the collected vital data [3,4]. In this paper, we discuss how these data can be used in participatory medicine and what methods are available. Currently, there is a favorable environment for acquiring and utilizing vital big data. Wearable devices and open genomic databases can easily and quickly collect and use vital big data.

Wearable devices are electronic devices with microcontrollers that can be implanted into clothing or worn as accessories on the human body. Wearable devices have sensors that detect human vital data and then send it to other devices. To date, a large amount of vital data has been gathered [5,6].

Genomic information can be generated using next-generation sequencing (NGS) methods. Various NGS machines, such as whole-genome sequencing (WGS), RNA-sequencing (RNA-seq), and Methyl-se-
quencing (Methyl-seq), can generate large amounts of information in a short period of time [7]. Microarray can also be used to analyze genotyping, gene expression, or DNA methylation [8]. The WGS and genotyping results were presented as nominal variables, whereas gene expression and DNA methylation levels through RNA-seq, methyl-seq, and microarrays were represented as continuous variables. Genomic data, such as continuous variables or nominal variables, should be thoroughly understood because proper libraries are required for analysis based on the type of genomic information. Genomic data are used as input for ML and aids in phenotype classification, regression, and clustering [9,10].

Recently, such genomic data has been deposited in public databases. Public databases, such as TCGA, contain oncogene data [10]. NCBI GEO (https://www.ncbi.nlm.nih.gov/geo/) and ArrayExpress (https://www.ebi.ac.uk/arrayexpress/) have accumulated data under various sample conditions [11,12]. To date, genome data analysis results have been uploaded to various disease samples, such as cancer. Post-exercise comparative analysis data were also uploaded [13,14]. Scientists have paid close attention to research that analyzes and accumulates genomic data quickly and accurately, whereas research that seeks insights from the accumulated data has not.

To date, many vital data have been accumulated. ML technologies are used to provide insights from these datasets. The data sources and types used in this study are as follows.

- NGS data can be used to obtain genome sequencing data, gene expression, and DNA methylation patterns of whole genomic regions using WGS, RNA-seq, and Methyl-seq. WGS data provide the genotype, which is considered a categorical variable. Gene expression and beta values (methylation level of CpG islands) were obtained using RNA-seq and Methyl-seq. These two variables were viewed as continuous variables.
- Microarray data can be used to determine the genotype, gene expression level, and methylation level of specific genomic loci using DNA chips, gene expression chips, and methylation chips, respectively. DNA chips provide genotypes as categorical variables, whereas gene expression and methylation chips provide continuous variables.
- Vital data refers to all raw facts derived from living organisms, especially all figures necessary for survival and health maintenance.
- Wearable devices track exercise and vital data such as the number of steps taken while walking, exercise intensity, heart rate, sleeping hours, sleep quality, resting heart rate, blood pressure, and calorie consumption in a day.

- Electronic health records are vital data for patients and populations that are systematically collected and stored in digital form electronically. These records can be shared by different healthcare platforms. Data can be shared in the network and management systems.
- Questionnaires are used to collect data about participants’ lifestyles, such as physical activity, sleep habits, chronotype, and diet.

Our first aim was to obtain insights from genomic, exercise, and vital data using ML. The second aim was to teach participants how to live healthy lifestyles so that personalized and participatory medicine can be realized. Thus, the accurate prediction of a health state and maintenance of a healthy state is an intriguing and challenging task for scientists. ML technologies have aided in the realization of personalized and participatory medicine. To maintain a healthy state, a proper exercise state can be treated by appropriate status recognition. In this paper, we discussed studies on disease prediction, prognosis, and applications to exercise-related traits. We expected that the technologies described in this systematic review will assist in the discovery and identification of patterns in exercise-related datasets.

### Machine Learning Technologies

ML is an artificial intelligence (AI) technique. ML is used to learn and find patterns in large datasets and provide insights to humans [15, 16]. ML has been used in biomedical studies for many applications, such as disease prognosis or diagnosis, biological sample clustering, and pattern detection in medical images [17-19]. ML can be applied to a wide range of research areas by employing a variety of techniques and algorithms. ML methods can be divided into two main types: supervised learning and unsupervised learning. Supervised learning makes use of a labeled set of training data, whereas unsupervised learning makes no use of a labeled dataset. Therefore, the main issues of supervised learning are classification and regression [20-22], which is the main theme of unsupervised learning and provides similar features that they share from a complex dataset [23,24]. In this section, we discuss ML technologies used for genomic, exercise, and vital data.

#### 1. Classifier model based on ML

The main aim of ML application is to design a model capable of performing classification, prediction, pattern recognition, and estimation of nominal or continuous variables. Classification is a commonly used task in ML applications [20-22]. Classifiers learn how to classify features into
two or more predefined classes through learning processes. When the classification model is designed, training errors can occur.

We assume a simple model that predicts a healthy state based on physical activity (Fig. 1). Using vital data collected from wearable devices, we could measure physical activity, which can be applied to features as a predictor of health status. We also collected genomic data from public databases, such as genotype, gene expression, and DNA methylation. In the model, the input data can be nominal, continuous, or both variables, whereas the output will be a nominal variable (abnormal state or health state). Fig. 1 illustrates the classification process of an abnormal or healthy state. The circled subjects represent any misclassification of the type of health (or abnormal health) state by the ML model.

The ML model differentiated between abnormal and health states, and one continuous variable (physical activity) with multiple features was identified (Fig. 1A). According to the ML model, more physically active participants tended to be healthier. Typically, the predicted and diagnosed states can be presented as a confusion matrix, which provides true and false positives and negatives, respectively (Fig. 1). The model’s performance can be estimated as sensitivity (recall), specificity, precision, accuracy, or F1 score, where the F1 score is a representative value of the performance of the model’s overall performance. As discussed, the performance of the classification model is estimated in terms of sensitivity, specificity, and accuracy. Generally, sensitivity is defined as the ratio of true positive to true, whereas specificity is defined as the ratio of true negative to actually false (Fig. 1B). These terms can be represented graphically as a receiver operating characteristic (ROC) curve and evaluated as the area under the curve (AUC). AUC is the integral of the ROC curve and is used to evaluate the overall performance of the classification model. Accuracy is proportional to the total number of correct predictions, and AUC is the model’s performance based on the ROC curve, which plots the point of contact between sensitivity and 100-specificity (Fig. 2). To visualize changes in specificity and sensitivity, ROC curve provides two performance values of the model evaluation. The model performs better when the curve is closer to the upper left corner. In other words, a good model has high sensitivity and specificity. It should also be located at the top left of the y=x graph for best performance.

We have discussed how to design and evaluate a model that can accurately predict the health state based on vital data. The data to be obtained in the field of exercise science will be accumulated and collected. Developing a model that can monitor optimal health status and recom-

---

**Fig. 1.** (A) Classification of abnormal and health state based on the machine learning model. The X-axis is healthy, and the Y-axis is physical activity, one of the features as a continuous variable used in the model. (B) Confusion matrix of the model. The sensitivity is the ratio of actual abnormal state to predictive abnormal state and known as recall. The specificity is the ratio of actual healthy state to predictive healthy state. Precision is the ratio of the model that classifies abnormal state from what is actually abnormal. Accuracy represents the ratio of the correctly classified model. The F1 score is harmonic mean of sensitivity and precision, which gives a numerical indication of the overall performance of the model.
mend appropriate exercise habits based on such large amounts of data will be aid in the development of the model in this review.

2. ML methods

1) Decision tree

A decision tree (DT) is a tree-structured classification pattern in which nodes represent the input variables and the leaves represent decision outputs. DT is a prominent ML method that has been widely used for classification. DT is easy to interpret and learn, and many analysis libraries are now available [25,26].

DTs have two advantages. First, DTs visually and intuitively classify the data. Second, DTs are applicable for both classification and regression. In other words, categorical or continuous values were classified.

After confirming that the new data belongs to a specific terminal node, the new data are classified into the most frequent category in the corresponding terminal node in the DT’s category prediction process. As shown in Fig. 3, the terminal nodes are determined by whether they have a specific genotype of single-nucleotide polymorphisms 1, 2, and 3 (intermediate nodes Z, K, and L, respectively). Similarly, in the case of regression, the data are classified by using the mean of the dependent variable at each node as a predicted value. Data are sorted through root node X, which classifies participants whose weight is greater than 60 kg, and intermediate node Y, which classifies participants whose resting heart rate is less than 100.

DTs are more likely to work well with specific data because the decision boundary is perpendicular to the data axis. Random forest, a technique for creating multiple DTs for the same data, synthesizing the results, and improving the prediction performance, emerged as a solution to this problem [27,28]. Whether it is a DT or a random forest, major languages such as R and Python are supported in the form of libraries, and they support the visualization of quality that can be used in papers or research reports.

2) Artificial neural networks

Artificial neural networks (ANNs) can be used to classify or recognize patterns in nominal or image data [29,30]. Artificial neural connections are provided by multiple hidden layers. Fig. 4 presents the structure of an ANN with a network of interconnected nodes. Each node is connected to neurons, each of which has its own weight. Hidden layers receive input data and provide output in a black box. Each neural network is defined as a matrix, which is multiplied by the input matrices to produce the output. The layer containing the input vector is known as the input layer, the layer containing the final output value is known as the output layer, and all layers located between the input and output layers are known as hidden layers. In Fig. 4, four layers are shown, but the input layer is not included when counting the number of ANN layers; therefore, there are three layers in the example. ANNs with two or more layers are referred to as “MLP (multi-layer perceptron)”. As the number of

Fig. 2. Changes in specificity and sensitivity—two performance value of model evaluation—were visualized as receiver operating characteristic (ROC) curve. In this figure, the overall performance of the model is evaluated as the area under the curve (AUC). The ROC curve should be at the top left of the graph and the AUC should be at least 0.5 to ensure performance as a classification model. The x-axis is 100-specificity (false positive rate), and the Y-axis is sensitivity (true positive rate).

Fig. 3. A decision tree. One root node is located at the highest part and is indicated as “X” in the round square. Four intermediate nodes make clades in the tree. Each node can classify both nominal and continuous variables. In the nodes, X and Y nodes classify continuous variables, whereas Z, K, and L nodes classify nominal variables. Terminal nodes are indicated as numbers in the round rectangle. Total data number, such as total number of participants in the terminal node is the same as root node. In this example, the six terminal nodes mean the six subsets of total data.
hidden layers increases, the ANN is called the “deep” state, and the ML paradigm that uses this deep ANN as a learning model is called “deep learning.” In addition, a deep enough neural network used for deep learning is referred to as “deep neural network (DNN)” [31].

DNNs have been recognized as powerful classifiers in several application areas, including genomic information, and they are used to classify normal and diseases-related features from large and complex genomic data. The input is in form of vectors containing genomic information from the individual’s selected genomic regions, such as genotypes. To date, some tools for detecting disease states from genomic data or images. DeepSEA, a multitask hierarchically structured CNN trained on large-scale functional genomics data, was able to learn sequence dependencies at multiple scales and simultaneously produce predictions of DNase hypersensitive sites, transcription factor binding sites, histone marks, and the influence of genetic variation on these regulatory elements, with a level of accuracy superior to those of other tools for prioritizing non-coding functional variants [32]. DeepVariant, a CNN-based variant caller trained directly on read alignments without any prior knowledge of genomics or sequencing platforms, recently outperformed standard tools on a variety of calling tasks [33]. SpliceAI, a 32-layer DNN, can predict both canonical and non-canonical splicing directly from exon–intron junction sequence data [34]. Although the classification accuracies of these tools are insufficient to drive clinical reporting, they help guide the interpretation of clinical genomic data by prioritizing potential candidate variants for further consideration.

3) Support vector machines

Support vector machines (SVMs) are relatively new techniques that have been used in cancer prediction and prognosis [35,36]. SVMs can provide separate hyperplanes. Fig. 5 depicts the classification of good and bad states based on age and amount (or intensity) of exercise. The identified hyperplane can provide a choice between two distinct features. SVM has a high classification accuracy and suggests a visual classification method for planes (or space). Since the early 2,000 s, when high-throughput microarray gene expression data became available, SVM has been used as a classifier in cancer classification. The first attempt used a linear SVM to classify two different types of leukemia using gene expression microarray data [37]. In this study, 38 patients’ data were used as the training set, and the learning algorithm was trained to distinguish between the two labeled forms of leukemia. The Affymetrix Hgu 6,800 chips covered 7,129 gene expression probes and were used as features. Each feature was assigned to a weight based on its relevance to the two

Fig. 4. Artificial neural networks. The feature enters the node located in the input layer, then the neural network produces the output through the calculations. The feature as input data should be expressed in the form of a matrix, and each calculation can be expressed in the form of matrix multiplication. In this model, there are four nodes in the input layer, seven and five nodes in the two hidden layers, and three nodes in the output layer. Arrows represent artificial neurons, which perform calculations on the input data and export to the output data. The circle represents a node and applies the activation function to the data received from the previous artificial neuron and delivers it to the next artificial neuron.

Fig. 5. The support vector machine algorithm is a binary linear classification model that determines which category a new data belongs to based on a given dataset. The example presented in this figure is a model that divides sleep quality according to age and exercise intensity. The good and bad states are given for the training data, and the optimal hyperplane is obtained after measuring the distance between the two data in the two groups to find the center of the two data. As in this example, a linear classification model is applied if it can be divided by a straight line, and a non-linear classification model is used when it cannot be divided by a straight line.
classes. The learned SVM model was used as the test set, and another independent dataset of 34 patients was used as the control set. The performance of SVM in classifying high-dimensional (gene features) and small sample size data was first tested in this study. Although this study was attempted in the last two decades, the methods of this study have yet to be attempted. The SVM was applied to colon cancer tissue to classify the selected features. They used a collection of 40 colon cancer tumors and 22 normal colon tissues [38].

4) Principal component analysis

It is common to have many dimensions (variables as columns; participants as rows) in genomic, exercise, and vital data. Genomic data is divided into two parts: a genetic part (e.g., genotype, gene expression level, DNA methylation level, etc.) and participant information (e.g., blood pressure, body mass index, whole blood counts, etc.). As a genetic component, RNA-seq or microarray data have at least 10,000 columns. Thus, selecting the overall gene expression patterns is difficult. Principal component analysis (PCA) allows for the simultaneous plotting of all dimensions and the detection of patterns [39,40] (Fig. 6).

When developing a model, such as regression or DT, multicollinearity with high correlations between variables will result in the incorrect model, causing problems with interpretation [41]. If multicollinearity exists, PCA can be used in a model development to reduce highly correlated variables into a single principal component. Therefore, it is important to screen the variables for highly correlated variables, such as body weight and blood lipid profile, height and body weight, and total cholesterol and triglyceride levels.

PCA can be used to predict the onset of a fatal state by analyzing the change in distribution or trend in time series vital data. For example, it is used to detect anomalies in vital data results such as blood glucose levels, blood pressure, and whole blood cell analysis.

PCA is an unsupervised learning technique and dimension-reduction method. PCA enables the visualization of classification data as well as the analysis of phenotypes. PCA decomposes the total genomic information (such as genotype) into N axes of genomic information known as principal components. The principal components of population genomics can correspond to evolutionary processes such as population divergence [42,43].

3. Pre-processing, algorithm selection, and feature treatment of genomic, exercise, and vital data

Raw genomic, exercise, and vital data from open genomic databases, electronic health records, and wearable devices are required to improve data quality. To use ML, two processes must be carried out: pre-processing and algorithm selection. First, the data must be provided in matrix form. A row in the matrix can represent each individual’s ID, and a column can represent the characteristics of each variable (or vice versa). Missing values are then treated as deletions or imputations. The scientists must then decide on the algorithm’s input data. In this step, vital data can be converted into a standardized and typical format. Dimensionality reduction, feature selection, and feature extraction are three important approaches. Additionally, we discuss whether each variable follows a normal distribution, distribution patterns, and distribution

![Fig. 6](https://www.ksep-es.org)
pattern visualization.

1) From vital data to features

Health logs, exercise, vital signs, and gene expression data are generally classified as categorical or continuous variables. A matrix of rows and columns can be used to represent a collection of data, where a row can represent each individual’s ID and a column can represent the characteristics of each variable (or vice versa). First, we determine whether each piece of data is a matrix. All data must be entered in matrix form, whether manually, through a specially designed input system, or automatically from a variety of samples such as microarrays. Second, we must determine whether each variable is a categorical variable or nominal variable. This is because the analysis strategy is determined by whether the input and output variables are categorical or nominal. This means that ML libraries receive nominal and quantitative data as input and output categorical or nominal variables. Genotype data were classified as nominal data, and gene expression or DNA methylation data were classified as quantitative data. Disease or health state was classified as nominal data, and proper exercise level was provided as quantitative data. Finally, proper selection of ML libraries was also important. Many ML libraries based on Python or R are available, and users should be familiar with the input and output as well as the algorithms of each library.

ML approaches may be effective in the analysis of large and complex datasets [44,45] and are likely to become important to genomics as larger datasets become available through large genome projects, such as the 1,000 genome projects, and 100,000 genome projects in the United Kingdom. Epigenomic data are also available for the ENCODE project. However, these datasets were provided as sequencing data and the participant’s vital data. Sequencing data can be converted into genotype, gene expression, and DNA methylation levels. These processes are beyond the scope of this paper, but they are covered in numerous review papers and handbooks [46,47].

2) Handling missing data

Missing values can be collected from the genomic, exercise, and vital data. The DNA chip collects genomic data, which is not referred to as genotypes. The detection limits of the instruments result in missing data. There are two approaches to dealing with missing values: deletion and imputation. To remove missing values, all rows or columns were deleted (Fig. 7). If a participant has a missing value, you can either delete all

| ID_REF | GSM140000X4 | GSM140000X3 | GSM140000X2 | GSM140000X1 | GSM140000X0 | GSM140000X9 | GSM140000X8 | GSM140000X7 | GSM140000X6 | GSM140000X5 |
|--------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|
| Age    | 67          | 77          | 74          | 73          | 80          | 68          | 83          | 64          | 97          | 83          |
| Gender | Female      | Male        | NA          | Female      | Male        | Female      | Male        | Female      | Male        | Female      |
| Income | 16.29       | 14.64       | NA          | 15.28       | 15.3        | 15.93       | 15.02       | 16.93       | NA          | 16.1        |
| Smoke  | N           | Y           | NA          | N           | Y           | Y           | N           | N           | N           | N           |
| Alcohol| N           | Y           | Y           | Y           | Y           | NA          | N           | Y           | Y           | Y           |
| BMI    | 23.2        | 20.6        | 22.6        | 28.1        | 41.1        | 36.8        | 23.4        | 25.8        | 26.6        | NA          |
| Diet   | MP          | MP          | MP          | MP          | MP          | MP          | MP          | MP          | MP          | MP          |
| ILMN140000X26 | 14.95632 | 15.01515 | 14.78605 | 15.10025 | 14.94286 | 15.04881 | 15.04881 | 14.9313 | 15.04881 | 7.249382 |
| ILMN140000X25 | 10.89862 | 11.30858 | 11.91068 | 11.37837 | 10.70285 | 11.45785 | 11.29599 | 10.91392 | 11.31302 | 7.370524 |
| ILMN140000X24 | 7.029775 | NA         | 7.081239 | 7.171403 | 7.150152 | 7.475266 | 7.105772 | 7.417414 | 7.126559 | 7.284084 |
| ILMN140000X23 | 7.077573 | NA         | 7.105919 | 7.132482 | NA         | 7.438533 | NA         | 7.157782 | NA         | 7.038186 |
| ILMN140000X22 | 7.511103 | NA         | 7.273023 | 7.256698 | 7.320747 | 7.431908 | 7.228371 | 7.32484 | 7.621908 | 6.512435 |
| ILMN140000X21 | 7.748872 | 7.493396 | 7.446314 | 7.635925 | 7.307447 | 7.397352 | 7.547048 | 7.349077 | 7.445051 | 8.635007 |
| ILMN140000X20 | 13.39975 | 14.53255 | 13.74242 | 13.60384 | 13.44973 | 13.5486 | 13.5527 | 13.37828 | 13.45175 | 7.346921 |
| ILMN140000X19 | 8.728905 | 8.61229 | 8.600576 | 8.634941 | 8.707664 | 8.531401 | 8.893117 | 8.755319 | 8.393589 | 8.647998 |
| ILMN140000X18 | 7.245116 | 7.271272 | 7.164615 | 6.995926 | NA         | 7.089371 | 7.048147 | 7.25025 | 6.760887 | 8.655571 |
| ILMN140000X17 | 7.395432 | 7.566135 | 7.056895 | 7.250724 | 7.295159 | 7.484064 | 7.418875 | 7.396098 | 7.482954 | 9.760397 |

Fig. 7. An example of vital data (based on electronic health records or questionnaires) and genomic data. Sample information and genome information organized as a table. In the table, the column name is the sample ID, and the row name is the vital data and genome data. It is better to code the sample ID as alphabet+number format according to the same number of digits. Sample ID should contain the characteristics of the sample to characterize sample traits. The vital data is divided into continuous variables (age, height, body weight, body mass index, etc.) and categorical variables (gender, smoking, alcohol consumption, etc.). Genomic data is also divided into continuous variables (gene expression level resulting from RNA-seq, beta value from methylation analysis, etc.) or categorical variables (such as DNA chip or genotype resulting from targeted sequencing). In the example, some of the microarray analysis results that can be interpreted as gene expression levels are presented. In the case of the gene expression level, the variation may be large for each value, but it can be reduced by processing the log. Some missing values in the vital data and genome data could be detected, and they were marked as "NA." In the case of samples with many missing values, it is possible to drop the samples itself, such as a column marked with a red shade. If there are many missing values in the sample data or genome data, the sample data or the specific gene itself can be dropped like a row marked in blue shade. For the remaining samples, it can be replaced with an average value or zero, depending on the characteristics of the data.
the participant’s rows or delete the variable with the missing value. This method can be used when there are many participants or variables, however, when the sample size or number of variables is small, the power of the model is reduced. If a missing value occurs in a categorical variable, the categorical frequency may be replaced with the mean, median, or maximum value, but a bias may occur if the ratio of missing values is high. For example, if the ratio of women to men is high, replacing missing values with women may result in greater bias. If a missing value occurs in a continuous variable, it can generally be replaced by the median or mean. Furthermore, we can predict the value in a missing column by analyzing the pattern in that column. If the proportion of missing values in a single variable is low, it can be imputed to the mean, median, or zero. If the number of missing values is high, the corresponding column (or row) should be deleted. It is important to know how to handle missing values, and it is always possible that imputation can be replaced by an incorrect value [48].

All strategies for processing vital and genomic data are depicted in Fig. 7. Simplified data, processing of missing values, and approximate data types were provided.

3) Feature selection: application of personal information as features

Individual characteristics such as height, body weight, blood pressure, and disease status, can be correlated with results such as quantified gene expression, exercise capacity, and health status. The result can be expressed using correlation analysis, with the former as the independent variable and the latter as the dependent variable. In this case, the parameters used in the analysis are called features, and it is important to select an appropriate feature for ML analysis [49,50].

The user should choose the appropriate data for the ML library as input and continue to optimize the appropriateness of the output data. ML can be thought of as a black box that connects input and output [51]. This black box is a function of the input data and can be linear or non-linear in nature. We use training data to learn this function, but it is not always well learned. For example, we might want to build an ML model that recommends an appropriate exercise regimen based on each individual’s height as input data. Is it possible to accurately predict what exercise and how much exercise is done based solely on height? Perhaps each individual’s height is insufficient to provide appropriate exercise strategies. In other words, if the user does not continue to consider the appropriateness of the input and output, incorrect data will be learned, and incorrect results will emerge. In the previous example, we discussed that the performance of ML is highly dependent on the amount and quality of the data. The best input data contains only adequate information that is neither too short nor too long, and some degree of correlation between the input and the result should be predicted. If this is the case, can we only obtain adequate and accurate information through observation. Of course, if we have complete prior knowledge (or background) of the problem we are attempting to solve, we can only gather the right information; however, in most cases, this is not the case, and health log data is no exception. Perhaps in many cases, there is insufficient background knowledge on the problem to be solved, and the application of ML techniques is intended to compensate for the incompleteness of the instrumentation.

Thus, one solution is to collect enough previous data from various sources. For example, to measure the health log, we used a sufficient number of sensors. After collecting the data, we determine whether the features are useful. The process of determining whether a feature is useful is known as feature selection or feature extraction. Because this process generates new input data based on existing input, it is usually run prior to the learning process and requires refined data. Therefore, this process is critical to the machine learning architecture. Next, we select the input and output variables, which we cover in the next section.

Machine learning technologies perform better when the dimensionality is lower. In addition, dimensionality reduction can erase irrelevant features, lower noise, and produce more accurate learning models because of the involvement of fewer features. PCA and multidimensional scaling can solve the dimensionality reduction problem by using vital data from higher to lower dimensions. Feature selection is a method of reducing dimensionality by selecting new features that are a subset of the old ones. Embedded, filter, and wrapper approaches can be used as the three main methods of feature selection. A new set of features can be created from the initial set that captures all the significant information in a dataset using feature extraction. New sets of features can be created and then made available to gain the described benefits of dimensionality reduction.

Because vital datasets will be complex and diverse in the near future, feature selection will be a critical process. High-dimensional datasets are plagued by the curse of dimensionality, which involves overfitting. The overfitting model outperforms the training data, but it produces fewer generalized patterns.
4) Provide personalized lifestyle solution

Our aim is to develop a model that provides a suitable exercise program using genomic and vital big datasets. As previously explained, the correlation between the input and output must be predicted, and sufficient input data are required. Recent public databases, such as NCBI GEO, have bio signal-related variables such as lifestyle, such as age, smoking, drinking, socioeconomic status, body mass index, disease status, and other variables such as genotype, gene expression, and DNA methylation. Many vital datasets have been developed. In addition, data such as changes in gene expression based on individual exercise amount, exercise type, and exercise program have been accumulated in previous studies [52, 53]. A ML model that predicts the intensity of individual exercise based on gene expression data collected before and after the exercise program for a specific period may be proposed. In the future, it is expected to build a model based on various long-term health log data that suggests appropriate behaviors, eating habits, and exercise habits by learning factors related to health status. A model that detects the abnormal health states could be developed, and used to provide the time to go to the hospital and the emergency state of elderly people [54].

This section presents a methodology for applying ML to various data sources. Using this, we can transform the data into a format that the machine can recognize and suggest a way to extract insights from the data. We can extract insights that humans cannot recognize from data that simply lists individual characteristics by applying this methodology to various data. It can help to advance participatory medicine by recommending a lifestyle or exercise plan that is tailored to each individual.

5) Subconclusions

To date, many ML technologies and algorithms have been developed for disease prediction, diagnosis, and prognosis. ML technology has been used to identify a larger number of biomarkers [49, 50]. In the field of exercise science, input data will continue to accumulate, and data interpretation and application using machine learning will become faster and faster.

4. Examples of application to exercise science using NCBI GEO datasets

The NCBI GEO database contains RNA-seq and microarray analyses of cancer and other disease samples. Omics data accumulated in many diseases or cancers have been deposited, and the results of the correlation between the dataset and genome collected through wearable devices are expected to be uploaded. In this review, we used the datasets in the GSE8479 study, and confirmed the change in human skeletal muscle after exercise training of older (OE) samples [52]. In the GSE28422 study, the effect of resistance exercise and resistance training on the skeletal muscle transcriptome of young and old participants was detected [53]. The authors of the two previous studies examined gene expression patterns in accordance with the study objectives, and we reanalyzed gene expression patterns using machine learning techniques. R studio was used for all analyses. In this section, we will explain the re-analysis method using two publicly available omics datasets, the language and library used, and the appropriate visualization and key factor discovery strategies based on the data.

So far, NCBI GEO provides the results of omics analysis on samples of various traits, and you can download and use data related to the subject of interest by searching for it with an appropriate keyword. It can be used as prior data before applying experimental techniques such as NGS and reanalyzed using new techniques or methods that have not been used in previous studies.

In addition, GEO2R (https://www.ncbi.nlm.nih.gov/geo/geo2r/) provides a list of genes with statistical differences between the two groups as well as visualization results. The results are presented in form of a table of genes sorted by significance, as well as a collection of graphical plots to aid in the visualization of differentially expressed genes and the assessment of dataset quality. GEO2R uses the Bioconductor project’s GEOquery and limma R packages to perform comparisons on the processed data tables provided by the original submitter. Users can define sample groups and assign samples to each group. Visual outputs include the volcano plot, mean difference plot, uniform manifold approximation and projection (UMAP), Venn diagram of the overlap in significant genes between multiple contrasts by groups, boxplot, etc. The table output consists of p-values and other statistics used to select reliable genes between the two groups. GEO2R can easily compare the expression levels of the two groups with a few clicks, but it is preferable to use coding and machine learning libraries in R to perform more customized post-analysis.

In this study, the t-test between two groups and the ANOVA technique in more than three groups will be used as statistical analysis techniques. A volcano plot was used to show the difference in expression levels and statistical significance between the two groups, and a heatmap was used to suggest genes that satisfied the threshold. We attempted to identify genes in the OE sample that had expression levels similar to
those in the young sample. Genes that are similar to those found in the young OE sample with were selected, which can be considered to be related to rejuvenation after exercise.

PCA is an unsupervised learning method that takes the total level of gene expression and reduces it to approximately 10 main components. In the form of a scree plot, approximately 10 reduced principal components are presented, and the top four that describe the entire feature well are presented as two-dimensional spaces. The analysis is said to be well performed well if each sample is well grouped by group.

Among ML techniques, a DT is used to provide information and visualization of which factors best describe each group. In this study, a DT was proposed using the R’s rpart package of R. Nodes are presented based on the level of expression of a specific gene, and groups based on age and exercise level as each node is followed.

In this section, we will present the results of applying basic statistical analysis, visualization, and decision trees to the GSE8479 and GSE28422 datasets [52,53]. We propose a method for analyzing genes that exhibit similar expression patterns to young samples through exercise during aging. Differences in gene expression levels and differences in gene expression levels according to aging and resistance training were identified by displaying the results of applying a statistical analysis and decision tree through ANOVA for a total of four groups, whether young samples are trained or aged samples are trained. The GEO2R analysis method and results for GSE8479 are also presented, making it possible to obtain prior data from exercise-related datasets more easily.

1) Resistance exercise reverses aging in human skeletal muscle: (GEO dataset: GSE8479)

The purpose of this study was to compare the skeletal muscle samples of healthy older (n = 25), younger (n = 26), and six-month resistance exercise training program participants of healthy older adults (n = 14) [52]. The authors examined whole transcriptomes in each sample before identifying and visualizing transcripts that were expressed differently in older and younger people. Transcriptome data were analyzed using microarray (GPL2700; Sentrix HumanRef-8 Expression BeadChip) and deposited as GSE8479. They provided evidence that exercise reverses a functional decline in older participants, so we looked for reversed patterns of OE participants.

GEO2R allows one to select and visualize genes that differ significantly between the two groups quickly and easily. Three groups of older 25, younger 26, and OE 14 are listed form a total of 65 samples. Younger and OE samples were considered as one group in this review, while older participants were assigned to the remaining groups. We attempted to find a gene that was expressed similarly in the young old samples after exercise. For analysis, press the ‘Analyze’ button (Fig. 8A). GEO2R’s volcano plot, mean difference plot, and UMAP are provided (Fig. 8B, C, and D). The expression patterns for each sample can be confirmed using a boxplot that provides the average and distribution ranges for each sample (Fig. 8E). A bar plot was used to visualize one of the genes that was significantly different between the two groups according to the classification method used in this review. It is evident from Fig. 8F that in the USP54 gene, the old sample had more expression patterns than the other two groups (young and OE).

We applied the transcriptome matrix to ML approaches using the two approaches. The first approach was PCA, which reduced 24,353 gene expression information to 10 dimensions. The results of the PCA analysis of the first and second dimensions revealed OE sample-specific clustering (Fig. 9A), whereas young sample-specific clustering was detected in the third and fourth dimensions (Fig. 9B). A scree plot was depicted, and the top three principal components were significant (Fig. 9C). It is believed that further research on genes that change after training is necessary.

The second approach was logistic regression, which is supervised learning. Each subject in the three categories (older, younger, and OE) was divided into 7:3. The model was trained in the training set, which accounted for 70% of the total, and its performance was evaluated in the test set, which accounted for the remaining 30%. The results were presented as a learning curve and confusion matrix, with 12 samples corresponding to the test set in the O, Y, and OE (Fig. 9D and E). Despite the relatively small number of samples in the test set, it was confirmed that all the samples fit the trained model. In the future, we will be able to use this model in more samples and similar studies.

A volcano plot for genes compared to the older group was presented using OE and young as the same group (Fig. 9F). Samples with a p-value less than 0.001 and fold change greater than 0.7 or equal to -0.7 were selected. Genes that were relatively highly expressed in the older samples showed a statistically significant pattern overall. Of the 28 filtered genes, 26 genes were more frequently expressed in elderly people, whereas two genes were more frequently expressed in young and OE people. A heatmap gene expression levels with significant differences above a certain level was presented between the two groups (Fig. 9G). The more significant genes are indicated in dark gray in the heatmap’s row annotation bar, and the more highly expressed genes are indicated in red. The dis-
distribution of each sample was presented using the column annotation bar, old samples were classified to the left, and the remaining young and OE samples were classified to the right. Based on the matrix used to create the heatmap, a decision tree was created that explained each of the three groups well, and the three terminal nodes distinguished each class well (Fig. 9H). Based on the expression level of the gene presented in each node, it can be used for research, such as the analysis of physiological changes based on the expression level. It is necessary to confirm cross-validation of genes that are expressed differently in old and young samples, and we expect that they can be used in performance evaluation models related to exercise effects or aging management in the future.

In this way, although it was not discovered in previous studies, recent analysis techniques have been developed and new insights can be drawn by looking at existing data from different aspects.

Fig. 8. GEO2R analysis results of the GSE8479 dataset. (A) After selecting each sample in GEO2R, click the set group to assign it. When you click the Analyze button, the analysis proceeds automatically. (B) Volcano plot, (C) mean difference plot, (D) uniform manifold approximation and projection (UMAP) were presented. (E) Boxplot showing the average expression level for each sample, and (F) expression level for each gene can be visualized.
2) Effects of resistance exercise and resistance training on the skeletal muscle transcriptome in young and old adults: (GEO dataset: GSE28422)

Transcriptome data were analyzed using microarray (GPL570: Affymetrix Human Genome U133 Plus 2.0 Array), and deposited as GSE28422. This dataset was used in the same manner as in a previous study [53], but it was not visualized as a matrix. We selected four categorical variables: age, gender, train state, and time point. Each of the four variables was divided into two categories, resulting in a total of 16 combinations. The transcriptome matrix was used in two different ML approaches.

Fig. 9. Analysis results on the GSE8479 dataset. Visualization results for (A) first and second, and (B) third and fourth principal components of expression matrix. (C) A scree plot for the top 10 principal components. (D) The learning curve and (E) the confusion matrix resulting from logistic regression analysis. (F) Exercise-training with older (OE) and young as the same group, volcano plot of genes compared to the older group, and (G) heatmap for the expression levels of genes with significant differences in expression levels above a threshold level between the two groups. (H) Decision tree to classify three groups by gene expression with the three final nodes. Each final node will classify three groups by two gene expression levels.
The first approach was PCA, which reduced a total of 54,674 gene expression information to 10 dimensions. No clustering patterns were found in the results of the PCA analysis of the two dimensions from the first to fourth principal components (Fig. 10A and B). A scree plot was depicted, and the top four principal components were significant (Fig. 10C). Therefore, explaining the four groups using the PCA method proved difficult.

ANOVA was used as the second approach, and genes with different expression levels were selected for each of the four groups. Twenty one genes with a $p$-value less than $10^{-18}$ were selected. A heatmap of the expression levels of 21 genes was presented between the four groups (Fig. 10D). The more significant genes are indicated in dark gray in the heatmap’s row annotation bar. The column annotation bar displayed the sample distribution for each sample. The old sample was divided by
training status, whereas the young sample was not divided. The patterns were divided into four categories: old-trained, old-untrained, young-trained, and young-untrained patterns, as well as genes that were commonly expressed in elderly people. Based on the matrix used to create the heatmap, a decision tree was created that explained each of the four groups well, and the four terminal nodes distinguished each of the four classes well (Fig. 10E). The higher node was classified as old because the expression of the \textit{DMRT2} gene was lower, and the second node was classified as trained in both old and young samples with high \textit{PRND} gene expression. In other words, ML enabled the discovery of two genes that can be classified into two conditions (old versus young and trained versus untrained). In the future, the analysis method described in this review can be used to select genes that adequately explain each condition using ANOVA and decision tree when combining two or more conditions.

3) Sub-conclusion

In this example, we used ML to analyze a single open dataset from the NCBI GEO dataset. This has the advantage of providing new insights through the researcher’s individual differentiated approach to data generated in previous studies. Understanding the characteristics of each dataset is critical in this approach.

In the field of exercise science, an attempt was made to create an open dataset so that the change in the transcriptome in human skeletal muscle after exercise could be easily checked [55]. In addition, MetaMEx (http://www.metamex.eu), an online tool that can compare the expression of specific genes in human skeletal muscle based on age, sex, exercise period, exercise type, and biopsy site, has been developed by integrating all human skeletal muscle gene expression datasets uploaded to NCBI GEO [56]. Using this tool, researchers can confirm the expression of genes whose relevance to exercise has yet been published [57], and even genes whose functions or roles are known can be used as a preliminary review.

To understand the relationship and correlation between clear biological mechanisms and exercise, sufficient validation in a laboratory environment is required. However, the vast amount of information in the database can be used to develop an \textit{in silico}-based experimental method that can save unnecessary time and money in terms of economics and reduce unnecessary sacrifices of experimental animals in terms of ethics.

Further aspects

In this review, we presented the most recent studies on disease prediction and prognosis using ML technologies. The main objective was to select the appropriate features and classify vital datasets. The future of healthcare solutions can be achieved by sophisticated modeling of drug response data or vital datasets. Advanced modeling of drug response data or vital datasets can pave the way for the future of healthcare solutions. Exercise-related omics datasets will be continuously created. Through an ML-based model that can explain omics datasets, it enables the realization of personalized medicine.

CONCLUSIONS

The prediction models discussed here are ML techniques that use various input characteristics and data samples. Given the growing use of the ML method in biomedical studies, we presented the most recent research using this technology for disease risk or patient outcome modeling. Thus, we expect that these modeling technologies will be applied to exercise-related datasets.
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