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Abstract—Networked Control Systems typically come with a limited communication bandwidth and thus require special care when designing the underlying control and triggering law. A method that allows to consider hard constraints on the communication traffic as well as on states and inputs is self-triggered model predictive control (MPC). In this scheme, the optimal length of the sampling interval is determined proactively using predictions of the system behavior. However, previous formulations of self-triggered MPC have neglected the widespread phenomenon of packet loss, such that these approaches might fail in practice. In this paper, we present a novel self-triggered MPC scheme which is robust to bounded packet loss by virtue of a min-max optimization problem. We prove recursive feasibility, constraint satisfaction and convergence to the origin for any possible packet loss realization consistent with the boundedness constraint, and demonstrate the advantages of the proposed scheme in a numerical example.

I. INTRODUCTION

In Networked Control Systems (NCSs), the traditional dedicated communication links are replaced by shared, digital and possibly wireless communication networks. In order to account for the fact that the bandwidth of these networks is often limited, the recent decades have seen a great interest in event- and self-triggered control (ETC, STC) (see [1] for an overview), which aim at reducing the amount of communication required by the control. Especially self-triggered model predictive control (MPC) [2], [3] has proven as an effective approach to incorporate explicit constraints on the bandwidth as well as on the state and input. Therein, both the transmitted control and the next sampling time instant, i.e., the next time when the MPC is activated and the control input is updated, are determined based on predictions of the future system behavior.

Another unfavorable effect that NCSs typically experience is packet loss, which may be caused by network congestion, packet transmission failures or excessively long propagation delays [4]. In the literature, the packet loss process is often modeled in one of the following two ways: Either as a Bernoulli process [5], which is especially suitable for describing packet loss of rather stochastic nature, e.g., due to disturbances in the channels or transmission delays; or via an upper bound on the number of consecutive packet dropouts [6], which is a deterministic characterization. Although to the best of our knowledge, there exist no works on self-triggered MPC under packet loss, this topic has received some attention in traditional MPC. While most corresponding works take the stochastic perspective (see, e.g., [7], [8]), a few works considered a bounded number $P \in \mathbb{N}$ of consecutive losses, thereby allowing to give deterministic guarantees on convergence: [9], [10] suggested to include the first $P + 1$ predicted control updates in the transmitted packet, while in [11] the same input is repeatedly transmitted until it is successfully received. However, both strategies might involve serious drawbacks compared to the transmission of a single, fresh control update, especially when $P$ is large: In the former, either one must accept a higher quantization error, or increase the message length, which in turn leads to a higher bandwidth demand. In the latter, the input might be outdated once it arrives, leading to a poor control performance.

For these reasons, we are aiming for an approach that is robust to bounded packet loss despite transmitting a single control update. We propose to do so via min-max MPC [12], [13], [14], which is a framework that allows to accommodate disturbances on the controlled system by explicitly considering all possible disturbance realizations in the prediction. Thereby, min-max MPC guarantees constraint satisfaction and convergence to a disturbance invariant set. Our main idea is then to regard the packet loss process as a disturbance acting on the NCS. However, the results in [12], [13], [14], which consider arbitrary bounded-valued disturbances, are not directly transferable to the problem at hand: If one would dissolve the packet loss process into a disturbance taking arbitrary values in $\{0, 1\}$, then never having successful transmissions would be among the possible realizations. This, in turn, would mean that the disturbance invariant set spans the entire state space in the case of open-loop unstable plants, such that constraint satisfaction would be contradicted and the convergence result rendered meaningless.

In this paper, we propose a novel self-triggered MPC scheme that is able to accommodate both explicit constraints on the communication bandwidth as well as a bounded number $P$ of consecutive packet losses. In order to achieve this, first, we comprehend the packet loss process as a time-varying disturbance and we assume that the MPC is informed of the success or failure of the latest packet
transmission via a reliable acknowledgment channel. Second, using this information, we take into account all possible future disturbance realizations in the prediction via a min-max optimization problem. Thereby, we require that the predicted sampling instants are such that the bandwidth constraint is fulfilled. Third, in order to give theoretical guarantees, we propose to apply a suitable terminal control law for the last $P$ time steps in the prediction. Finally, we prove recursive feasibility, satisfaction of the constraints on the bandwidth, state and input, and convergence to the origin for any possible realization of the packet loss process.

The remainder of the paper is organized as follows. In Section II, we introduce the considered NCS architecture, we present how to capture the bandwidth constraint, and we formalize the assumption on the packet loss process. In Section III, we formulate the self-triggered MPC algorithm, we present how to design the terminal ingredients, and we establish recursive feasibility, constraint satisfaction and convergence. A numerical example is provided in Section IV, where we present the advantages of our proposed scheme compared to nominal self-triggered MPC in the presence of packet loss. We summarize the paper in Section V.

All proofs are omitted due to space constraints and can be found in an extended version of this work [15].

Notation: $\mathbb{N}$ denotes the set of natural numbers, $\mathbb{N}_0 := \mathbb{N} \cup \{0\}$, $\mathbb{N}_{a,b} := \mathbb{N}_0 \cap [a,b]$, and $\mathbb{N}_{\geq a} := \mathbb{N}_0 \cap [a,\infty)$. $a,b \in \mathbb{N}_0$. $\mathbb{I}$ denotes the identity matrix and $0$ the zero matrix of appropriate dimension. $A > 0$ ($A \succeq 0$) denotes a symmetric positive (semi) definite matrix $A \in \mathbb{R}^{n \times n}$. We denote by $\wedge$ the logical and. For a function $f : \mathbb{R}^n \rightarrow \mathbb{R}^n$, we define the image of a subset $S \subseteq \mathbb{R}^n$ as $f(S) := \{f(x) : x \in S\}$. The indicator function of a set $S$ is denoted by $\mathbb{I}_S(x)$. We denote the cardinality of a countable set $S$ by $|S|$.

II. SETUP

The considered NCS setup is depicted in Figure 1. A smart sensor measures the state $x$ of the linear time-invariant (LTI) plant and runs the self-triggered MPC. The self-triggered MPC not only decides about the control update $v$, but also about the applied sampling interval $\Delta$, i.e., about the next time when a state measurement is taken, the MPC is activated, and a new control update is computed. The control update $v$ is then transmitted to the actuator via a communication network, and is zero-order held (ZOH) until a new update is received. The network has a limited bandwidth, which is captured by a so-called token bucket traffic specification (TS) [16]. In addition, the network is prone to packet loss, where we assume that no more than $P \in \mathbb{N}_0$ consecutive packets are lost. Furthermore, we suppose the smart sensor is informed about the success or failure of the latest packet transmission via a reliable acknowledgment channel. In the following, we detail the individual components of the NCS.

A. Plant

We consider the LTI plant

$$x(t + 1) = Ax(t) + Bu(t), \ x(0) \in \mathbb{R}^n$$

(1)

with state $x(t) \in \mathbb{X} \subseteq \mathbb{R}^n$, input $u(t) \in \mathbb{U} \subseteq \mathbb{R}^m$ and where $t \in \mathbb{N}_0$ is the current time. The state and input constraint sets $\mathbb{X}$ and $\mathbb{U}$ are assumed to be closed and contain the origin. For a given $Q,R > 0$, the quadratic cost

$$x^\top Qx + u^\top Ru$$

(2)

is associated with the plant to measure performance.

B. Smart sensor and self-triggered MPC

At a given sampling instant $t_k, k \in \mathbb{N}_0$, where $t_0 = 0$, the smart sensor measures the plant state $x(t_k)$ and collects the acknowledgement $\text{ACK}(t_k) \in \{0,1\}$, which takes the value 1 in case of a successful transmission of the packet at $t_k-1$, and 0 in case of packet loss. Then, it activates the self-triggered MPC, which determines both the control update $v(t_k)$ and the sampling interval $\Delta(t_k) \in \mathbb{N}$ according to the law

$$\begin{bmatrix} v(t_k) \\ \Delta(t_k) \end{bmatrix}^\top = \kappa_{\text{STMPC}}(x(t_k), \text{ACK}(t_k)).$$

(3)

Thereby, $\kappa_{\text{STMPC}} : \mathbb{X} \times \{0,1\} \rightarrow \mathbb{U} \times \mathbb{N}$ is the self-triggered MPC (STMPC) control law, which is defined implicitly by the solution to an optimization problem detailed in Section III. Finally, the control update $v(t_k)$ is transmitted over the network and the next sampling instant, at which the entire process is repeated, is determined via $t_{k+1} := t_k + \Delta(t_k)$.

C. Network: token bucket TS and bounded packet loss

As mentioned in Section II, transmission of the control updates $v(t_k)$ must take place over a communication network. We assume that the requested network traffic must fulfill the token bucket TS [16], which is based on an analogy to a bucket containing a variable amount of tokens. Tokens are added to the bucket at a constant rate of $g \in \mathbb{N}_{\geq 1}$, while their level is reduced by the cost $c \in \mathbb{N}_{\geq 1}$ when a transmission is triggered. The bucket size is $b \in \mathbb{N}_{\geq 1}$ and arriving tokens are discarded if the bucket is already full. Hence, the level of tokens in the bucket is governed by

$$\beta(t + 1) = \begin{cases} \min\{\beta(t) + g - c, b\} & t = t_k \\ \min\{\beta(t) + g, b\} & t \in \mathbb{N}_{[t_k+1,t_{k+1}-1]} \end{cases}$$

(4)

$\beta(0) \in \mathbb{N}_{[0,b]}$. A certain sampling interval can only be chosen by the self-triggered MPC if the tokens are not depleted, i.e., the bucket level is constrained by $\beta(t) \geq 0$ for all $t \in \mathbb{N}_0$. Hence, the average transmission rate allowed by the
token bucket TS is $\frac{c}{g}$, and it can be guaranteed a priori that transmissions are possible at a base period of $\lceil \frac{c}{g} \rceil = M$ time instants. Further, the burst length is limited by $\lceil \frac{g}{c} \rceil$. Thus, if the parameters $g$, $c$ and $b$ are suitably adjusted, the transmissions will respect both the average and maximum bandwidth of the network. Therefore, in the remainder of the paper, we will presume that the bandwidth constraints are fulfilled if the token bucket TS is fulfilled.

In addition, we consider the possibility that a packet transmission is unsuccessful. We assume that if a packet transmission is successful, it is transmitted instantaneously, and if it is unsuccessful, the packet is lost. Whether the packet containing $v(t_k)$ is lost or not is described by the binary packet loss variable

$$\sigma(t_k) = \begin{cases} 1 & \text{the packet is successfully transmitted at } t_k, \\ 0 & \text{the packet is lost at } t_k. \end{cases}$$

The received acknowledgment at the smart sensor is then

$$\text{ACK}(t_k) = \sigma(t_k),$$

i.e., the acknowledgment is delivered in $\lceil \frac{c}{g} \rceil$, which is at most one sampling interval. Let $\mathcal{T} := \{t_{k_1}, t_{k_2}, \ldots \}$ denote the sequence of sampling instants at which the transmission is successful, i.e., at which $\sigma(t_k) = 1$, $j \in \mathbb{N}_0$.

**Assumption 1**: The number of consecutive packet losses is upper bounded by $P \in \mathbb{N}_0$, i.e., for all $j \in \mathbb{N}_0$, it holds that $k_{j+1} - k_j \in [1, P+1]$.

**D. ZOH Actuator**

The actuator saves the last received control update $v$ in an auxiliary state $w$, which evolves according to

$$w(t_{k+1}) = \sigma(t_k)v(t_k) + (1 - \sigma(t_k))w(t_k). \quad (5)$$

Then, depending on whether the packet transmission is successful or not, either the received or the saved control update is applied to the plant

$$u(t) = \sigma(t_k)v(t_k) + (1 - \sigma(t_k))w(t_k), \quad t \in \mathbb{N}[k, t_{k+1} - 1]. \quad (6)$$

**E. Overall NCS**

In the previous subsections, we have observed that, next to the plant state $x$, the saved input $w$ as well as the bucket level $\beta$ represent a dynamical state of the overall NCS. For this reason, we define the overall NCS state

$$\xi := \begin{bmatrix} x^T & w^T & \beta \end{bmatrix}^T.$$ 

Similarly, the overall input consists of the control updates and the chosen sampling interval

$$\pi := \begin{bmatrix} v^T \\ \Delta \end{bmatrix}^T.$$ 

The cost associated with the plant (2) can then be written in dependence of the overall state $\xi$, the overall input $\pi$ and the packet loss variable $\sigma$

$$\ell(\xi, \pi, \sigma) := x^T Q x + (1 - \sigma)w^T R w + \sigma v^T R v.$$ 

The overall state and input constraints are then $\xi(t) \in \Xi := \mathbb{X} \times \mathbb{U} \times \mathbb{X}[0, k]$ and $\pi(t) \in \Pi := \mathbb{U} \times \mathbb{X}[1, \Delta]$. The sampling interval upper bound $\Delta \in \mathbb{N}$ is not required for theoretical guarantees, but facilitates evaluating the self-triggered MPC control law $\kappa_{\text{STMC}}$ in practice.

**III. Self-triggered Min-Max MPC**

In order to formulate the self-triggered MPC algorithm, first we describe the dynamics of the overall state, when a control update $v$ is held constant for $j \in \mathbb{N}$ time steps, in a compact form. Denoting $A_j := A^j$, $B_j := \sum_{i=0}^{j} A^i B$, we define

$$f(\xi, \begin{bmatrix} v \\ j \end{bmatrix}, \sigma) := \begin{bmatrix} A_j x + (1 - \sigma)B_j w + \sigma B_j v \\ (1 - \sigma) u \end{bmatrix} \min\{b + v - 1, (\Delta j) c, b\}.$$ 

Then, according to (1), (4), (5) and (6), the overall state $\xi$ at sampling instants evolves according to

$$\xi(t_{k+1}) = f(\xi(t_k), \pi(t_k), \sigma(t_k))$$

for all $k \in \mathbb{N}_0$, and in between sampling instants satisfies

$$\xi(t_{k+j}) = f(\xi(t_k), \begin{bmatrix} v \\ j \end{bmatrix}, \sigma(t_k))$$

for all $j \in \mathbb{N}[1, \Delta(t_{k+1}) - 1] = \mathbb{N}[1, k_{j+1} - k_j - 1]$, for all $k \in \mathbb{N}_0$. We also define the cumulated cost over one sampling interval

$$\lambda(\xi, \pi, \sigma) := \ell(\xi, \pi, \sigma) + \sum_{j=1}^{\Delta(t_{k+1}) - 1} \ell(f(\xi, \begin{bmatrix} v \\ j \end{bmatrix}, \sigma(\cdot))).$$

Then, it holds for all $k \in \mathbb{N}_0$

$$\lambda(\xi(t_k), \pi(t_k), \sigma(t_k)) = \sum_{j=0}^{\Delta(t_{k+1}) - 1} \ell(\xi(t_{k+j}), \pi(t_k), \sigma(t_k)).$$

The main idea is now to consider all those packet loss sequences, which are consistent with Assumption 1 and the past realization of the loss sequence, in the prediction. The prediction horizon is given by $N + P$ for an arbitrary $N \in \mathbb{N}$, which will be explained in the following paragraph. Let us first introduce the counter $r(t_k)$, which indicates how long ago was the last sampling instant with a successful transmission. The counter is initialized with $r(t_0) = 0$ and evolves according to $r(t) = 0$ if $\sigma(t_{k-1}) = \text{ACK}(t_{k-1}) = 1$, i.e., the last transmission was successful, and $r(t) = r(t_{k-1}) + 1$ if $\sigma(t_{k-1}) = \text{ACK}(t_{k-1}) = 0$, i.e., the packet was lost. Hence, at sampling instant $t_k$, the MPC is aware that the last successful transmission was at $t_{k - r(t_k) - 1}$. Then, we consider in the prediction at $t_k$ all those loss sequences which lie in the set $\mathbb{D}^{P}_{N+P}(r(t_k))$. This set is defined as the set of all loss sequences of length $N + P$, for which the first successful transmission occurs after at most $P - r(t_k)$ time steps, and the remaining successful transmissions are no further than $P + 1$ steps apart. To introduce a formal definition of this set, let us consider a loss sequence $\sigma(\cdot) \in \{0, 1\}^{N+P}$ and denote by $\tau_{\sigma(\cdot)}(\cdot)$ the sequence of time indices for which $\sigma(i) = 1$, $i \in \mathbb{N}[0, N + P - 1]$. For example, if $\sigma(\cdot) = \{0, 1, 1, 0, 0, 1, \ldots\}$, then $\tau_{\sigma(\cdot)}(\cdot) = \{1, 2, 5, \ldots\}$. Then for $r \in \mathbb{N}_0$, the admissible loss sequence set is then defined by

$$\mathbb{D}^{P}_{N+P+r}(r) = \{\sigma(\cdot) \in \{0, 1\}^{N+P} | \tau_{\sigma(\cdot)}(0) \leq P - r$$

$$\wedge \tau_{\sigma(\cdot)}(i + 1) - \tau_{\sigma(\cdot)}(i) \leq P + 1, \forall i \in \mathbb{N}[0, \tau_{\sigma(\cdot)}(\cdot) - 2]$$

$$\wedge N + P - \tau_{\sigma(\cdot)}(\cdot) \leq P + 1\}.$$
Now, we are able to state the optimization problem solved by the self-triggered MPC at each sampling instant. As we have already mentioned in the previous paragraph, the prediction horizon is chosen as $N + P$ with $N \in \mathbb{N}$. This relates to the special feature that in the first part of the horizon from 0 to $N - 1$, the predicted control updates and sampling intervals can be freely chosen, whereas in the second part from $N$ to $N + P - 1$, a terminal control law is applied\(^1\). At a sampling instant $t_k$, we denote by
\[
\sigma(\cdot | t_k) := \{\sigma(0| t_k), \ldots, \sigma(N + P - 1| t_k)\} \in \mathbb{D}_{N + P}(r(t_k))
\]
an admissible predicted packet loss sequence. Furthermore, consider the sequence of predicted free controls and states
\[
\kappa(\cdot | t_k) := \{\kappa(0| t_k), \ldots, \kappa(N - 1| t_k)\}
\]
\[
:= \left\{ \left[ K(0| t_k) x(0| t_k) \right], \ldots, \left[ K(N - 1| t_k) x(N - 1| t_k) \right] \right\}.
\]
\[
\xi(\cdot | t_k) := \{\xi(0| t_k), \ldots, \xi(N| t_k)\}.
\]
(7)

As in many approaches in min-max MPC, in the prediction and state and input constraint satisfaction requirements, we define $Q_i := P_{i+1} \sum_{j=0}^{i-1} A_{i:j}^\top Q A_i$, $S_i := P_{i+1} \sum_{j=1}^{i} A_{i:j}^\top Q B_i$, that the predicted packet loss sequences lie in the admissible set (8d), the state constraints are satisfied also in between sampling instants (8e), and the predicted state lies in the terminal set $\Xi_f$ for the last $P + 1$ prediction steps (8g). The self-triggered MPC then operates according to Algorithm 1. Hence, the STMPC control law (3) is given by
\[
\begin{align*}
\left[ v(t_k)^\top \quad \Delta(t_k)^\top \right] &= \pi(t_k) = \kappa^*(0| t_k) = \left[ K^*(0| t_k) x(t_k) \right] \\
&\quad + \kappa_{\text{STMPC}}(x(t_k), \text{ACK}(t_k)).
\end{align*}
\]

Algorithm 1: Self-triggered min-max MPC algorithm

1. Set $t_0 = 0$, $k = 0$ and $r(t_0) = 0$.
2. If $k \geq 1$, collect ACK($t_k$). If ACK($t_k$) = 1, set $r(t_k) = 0$. If ACK($t_k$) = 0, set $r(t_k) = r(t_{k-1}) + 1$.
3. Transmit $v(t_k) = K^*(0| t_k) x(t_k)$ over the network.
4. Set $t_{k+1} = t_k + \Delta^*(0| t_k)$, $k \rightarrow k + 1$ and go to 1.

Remark 1: In the optimization problem (8), all constraints (8a)-(8g) must be fulfilled for all possible packet loss sequences $\sigma(\cdot | t_k) \in \mathbb{D}_{N + P}(r(t_k))$

Remark 2: In Steps 1) and 2) of Algorithm 1, the smart sensor only needs to measure the ACK and $x$, whereas $w$, $\beta$ and $r$ are internal variables. This justifies writing $\kappa_{\text{STMPC}}$ as a function of the plant state and acknowledgment only.

A. Design of the terminal ingredients

In this subsection, we elaborate on how the terminal ingredients should be designed such that theoretical guarantees on recursive feasibility, constraint satisfaction and convergence can be given. We have observed in Subsection II-C that choosing the sampling interval to the base period $\Delta = \left[ \frac{T}{A} \right] := M$ of the token bucket TS is a feasible strategy. Based on this observation, we consider the terminal control law $\kappa_f(\xi) = \left[ \begin{array}{c} \kappa_f x \\ M \end{array} \right]$ with a terminal control gain $K_f \in \mathbb{R}^{m \times n}$. For the terminal set, we propose
\[
\Xi_f := \mathbb{X}_f \times U \times \mathbb{N}_{[\infty, n]}.
\]
where $\mathbb{X}_f \subseteq \mathbb{X}$ is a set satisfying the following assumption.

Assumption 2: The set $\mathbb{X}_f$ is closed and contains the origin. Furthermore, it satisfies $K_f \mathbb{X}_f \subseteq U$ and
\[
(A_{pM} + B_{pM} K_f) \mathbb{X}_f \subseteq \mathbb{X}_f, \quad \forall p \in [1, p + 1],
\]
\[
(A_{pM+1} + B_{pM+1} K_f) \mathbb{X}_f \subseteq \mathbb{X}, \quad \forall j \in [1, M - 1], \forall p \in [0, p].
\]
For the terminal cost, we consider
\[
V_f(\xi) := x^\top P_f x
\]
where $P_f = P_f^\top > 0 \in \mathbb{R}^{n \times n}$.

To give theoretical guarantees in MPC, it is typically assumed that the terminal control law renders the terminal set forward invariant and ensures that the terminal cost decreases. In the following result, we establish that the chosen terminal control law, set and cost indeed satisfy these requirements. To formulate the result, for $i \in \mathbb{N}$ we define $Q_i := \sum_{j=0}^{i-1} A_{i:j}^\top Q A_i$, $S_i := \sum_{j=1}^{i} A_{i:j}^\top Q B_i$.

\(^1\)This is similar to many classical formulations of MPC, where the prediction and “control” horizon are considered separately (see, e.g., [17]).
Furthermore, we define $f_{1}^{\kappa}(\xi) := f(\xi, \kappa_{f}(\xi), 1)$ and $f_{p}^{\kappa}(\xi) := f(f_{p-1}^{\kappa}(\xi), 0, p \in [2, p+1]$.

The function $f_{p}^{\kappa}(\xi)$ represents the overall state after $p$ sampling instants, starting from $\xi$, if the terminal control law is applied and the packet loss sequence is $\{1, 0, \ldots, 0\}$.

**Lemma 1:** Suppose Assumption 2 holds, $\Delta \in \mathbb{R}_{\geq 1}$, and there exist matrices $X = X^T > 0 \in \mathbb{R}^{n \times n}$ and $Y \in \mathbb{R}^{m \times n}$ such that for all $p \in [1, p+1]$

$$
\begin{bmatrix}
X & 0 & A_{PM} + B_{PM}Y \\
\ast & \hat{S}_{PM} & X \\
\ast & \ast & R_{PM} \\
\ast & \ast & 0
\end{bmatrix} \succeq 0 \quad (9)
$$

is satisfied. Then, with $P_{f} := X^{-1}$ and $K_{f} := YX^{-1}$, it holds that $\kappa_{f}(\Xi_{f}) \subseteq \Pi$. Further, we have

$$
f_{p}^{\kappa}(\Xi_{f}) \subseteq \Xi_{f}, \forall p \in [1, P + 1], \quad (10)
$$

and

$$
f(\Xi_{f}, \begin{bmatrix} K_{f}X_{f} \\ f_{j} \end{bmatrix}, 1) \in \Xi, \forall j \in \mathbb{N}_{[1, M-1]},
$$

$$
f(\Xi_{f}, \begin{bmatrix} f_{p}^{\kappa}(\Xi_{f}) \\ f_{j} \end{bmatrix}, 0) \in \Xi, \forall j \in \mathbb{N}_{[1, M-1]}, \forall p \in [1, p]. \quad (11)
$$

Moreover, for all $p \in [1, p+1]$, for all $\xi \in \Xi_{f}$, it holds that

$$
V_{f}(f_{p}^{\kappa}(\xi)) - V_{f}(\xi) \leq -\lambda(\kappa_{f}(\xi), 1, \quad (12)
$$

- $\sum_{i=1}^{p-1} \lambda(\kappa_{f}(\xi), 0)
$$

Lemma 1 ensures that under the terminal control law, the overall state returns to the terminal set $\Xi_{f}$ at up to $P + 1$ consecutive sampling instants (10), despite the fact that all transmitted packets except the first are lost. Furthermore, the overall state does not leave the state constraint set $\Xi$ in between the sampling instants (11), and a decrease of the terminal cost $V_{f}$ is ensured for up to $P + 1$ consecutive sampling instants (12). Whether (9), which is a prerequisite for (12), can be satisfied depends on the system matrices $A$ and $B$, the maximum number of packet losses $P$ and the base period $M$ of the token bucket TS. Since (9) is a linear matrix inequality (LMI), an efficient search for suitable $X$ and $Y$ is possible via a semi-definite program.

**Remark 3:** Suppose the plant state and input constraint sets $X$ and $U$ are polytopic. Then, a way to construct $X_{f}$ fulfilling Assumption 2 is the following.

1) Determine an invariant polytope $X' \subseteq X$ such that $(A_{PM} + B_{PM}K_{f})X' \subseteq X'$, for all $p \in [1, p+1]$, e.g., via [18, Algorithm 2]; alternatively, define $X' := \{x : x^T P_{x} x \leq \alpha\}$ for an $\alpha \geq 0$ (note that then, (9) implies if $x \in X'$, also $(A_{PM} + B_{PM}K_{f})x \in X'$ for all $p \in [1, p+1]$).

2) Determine $\gamma^{*} = \max_{x \in [0, \infty]} \gamma$ s.t. $\gamma X' \subseteq X$, $\gamma K_{f}X' \subseteq U$ and $\gamma(A_{PM+1} + B_{PM+1}K_{f})X' \subseteq \Xi$ for all $j \in [N_{[3,M-1]}]$, for all $p \in \mathbb{N}_{[0, p]}$.

3) Define $X_{f} := \gamma^{*} X'$.

**Remark 4:** Note that by virtue of Remark 3, if $X$ and $U$ are polytopic (9) is a sufficient condition for existence of an ellipsoidal terminal set satisfying Assumption 2.

**B. Theoretical guarantees**

In this subsection, we establish that the proposed self-triggered MPC guarantees recursive feasibility, constraint satisfaction and convergence despite the presence of packet loss. These guarantees depend crucially on the fact that we have required in (8) that the state is contained in the terminal set for the last $P + 1$ predicted sampling instants. This ensures that the transmission of at least one of the terminal control laws is successful. This fact, together with Lemma 1, warrants that the predicted state can be steered into the terminal region also at $t_{k+1}$ and there is a decrease in the terminal cost. The following result constitutes the main result of this paper and formalizes the guarantees on recursive feasibility, satisfaction of the constraints on bandwidth, state and input, and convergence to the origin.

**Theorem 1:** Suppose $P(\xi(0), 0)$ is feasible, Assumptions 1 and 2 hold, $\Delta \in \mathbb{R}_{\geq M}$, there exist matrices $X = X^T > 0 \in \mathbb{R}^{n \times n}$ and $Y \in \mathbb{R}^{m \times n}$ such that (9) holds for all $p \in [1, p+1]$, $P_{f} := X^{-1}$, and $K_{f} := YX^{-1}$. Then, $P$ is feasible for all $t_{k}, k \in \mathbb{N}_{0}$, and the overall state and input satisfy $\xi(t) \in \Xi$ for all $t \in \mathbb{N}_{0}$ and $\pi(t_{k}) \in \Pi$ for all $t_{k}, k \in \mathbb{N}_{0}$. Moreover, $x(t)$ converges to 0 as $t \to \infty$.

**Remark 5:** Due to (6), Theorem 1 directly implies that $u(t) \in U$ for all $t \in \mathbb{N}_{0}$.

**IV. Numerical Example**

In this section, we compare the proposed strategy with a nominal self-triggered MPC, which neglects the possibility of packet loss, and with an oracle self-triggered MPC, which is informed of the sequence of packet losses in advance. We consider the linearized batch reactor from [19], discretized with a sampling period of 0.1 s, and a maximum of $P = 2$ consecutive packet losses. The parameters of the token bucket TS are $g = 1, c = 3$ and $b = 14$, so that $M = 3$. We choose the cost matrices $Q = 10I$ and $R = I$, a maximum sampling interval of $\Delta = 5$ and a control horizon of $N = 6$. We assume the plant is unconstrained, i.e., $X = \mathbb{R}^{n}$ and $U = \mathbb{R}^{m}$. We set $X_{f} = \mathbb{R}^{n}$ and obtain $P_{f}, K_{f}$ according to Lemma 1 using YALMIP [20] and Mosek [21].

In general, min-max MPC schemes are known to be computationally expensive because they require finding the disturbance maximizing the cost along any policy. In the present case, the problem is particularly pronounced because the disturbance takes integer values. In this example, since the plant is unconstrained, we can approach the problem as follows: For any possible sequence of packet losses and sampling periods, we compute offline the optimal sequence of control gains via the finite-horizon LQR problem for time-varying systems. Online, for each pre-computed policy, we
evaluate the cost for any packet loss sequence and find the worst case for the given policy. Finally, we choose the policy which gives the minimum worst-case cost.

Figure 2 reports the evolution of the first state. The initial conditions are $x(0) = [1, 0, 1, 0]^\top$, $\beta(0) = 8$, and the results were obtained with the packet loss sequence $\sigma(t) = \{1, 0, 0, 1, 0, 0, 1, 0, 0, \ldots\}$. We can see that the nominal self-triggered MPC fails to stabilize the plant under packet loss. In contrast, the proposed self-triggered MPC achieves satisfactory performance despite the high number of lost packets and steers the plant state towards the origin. Interestingly, its performance is only slightly worse than the oracle self-triggered MPC. Note that since the packet loss sequence is generally unknown in advance, such an oracle could not exist in practice. Figure 3 shows the sampling intervals provided by the proposed strategy, where we can see the varying lengths of the allocated sampling intervals.

V. SUMMARY AND OUTLOOK

In this paper, we have proposed a self-triggered MPC that both allows to incorporate explicit bandwidth constraints and is robust to bounded packet loss. We have achieved this by leveraging the token bucket traffic specification and by considering all possible future loss realizations in the prediction by means of a min-max optimization problem. We have established recursive feasibility, constraint satisfaction and convergence to the origin despite packet loss.

For future work, the presented approach could be adapted to accommodate packet loss also for rollout ETC [22], which is closely related to self-triggered MPC. Alternatively, it would be interesting to investigate whether a tube-based approach could achieve the same guarantees. Another promising direction would be to additionally consider a stochastic component of the packet loss process within the proposed framework, such that a wider variety of practical scenarios could be encompassed.
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