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In this note, we correct errors which have occurred in the proof of lemma 5.2 in [1]. There is no change in the statement of this lemma, so this correction does not affect the main results or any other parts in [1].

(A) On p 1553 in [1], we mentioned the following estimate for \(r_0\):
\[
\|r_0\|_{L^\infty} \lesssim C t^{-1/4} \|u_1\|_{H^3}\|u_2\|_{H^3}\|u_3\|_{H^3}.
\]

This estimate is incorrect and should be replaced with
\[
\|r_0\|_{L^\infty} \lesssim C t^{-1/4} \sum_{k=1}^3 (\|u_k\|_{H^3} + \|J_{m_k} u_k\|_{H^3}). \tag{0.1}
\]

For the proof of (0.1), we first remember that \(r_0\) can be written as
\[
r_0 = (W_{m_1}^{-1} - 1)(W_{m_2} \alpha_1^{(1)} W_{m_2} \overline{\alpha_2^{(1)}} W_{m_3} \alpha_3^{(1)}) + (W_{m_1}^{-1} \alpha_1^{(1)} W_{m_2} \overline{\alpha_1^{(1)}} W_{m_3} \alpha_3^{(1)}) + \alpha_1^{(1)} (W_{m_2}^{-1} \alpha_1^{(1)} W_{m_3} \alpha_3^{(1)}) + \alpha_1^{(1)} \alpha_2^{(1)} W_{m_1}^{-1} \alpha_3^{(1)}.
\]

We will estimate each term of the expression above. By using the inequalities

\textsuperscript{3} Author to whom any correspondence should be addressed.
\[ \| \mathcal{W}_m^{1} \mathcal{F}_m \phi \|_{H^s} \leq C \| \mathcal{U}_m^{1} \phi \|_{H^{s+1}} \leq C (\| \phi \|_{L^2} + \| J_m \phi \|_{L^2}) \quad (0.2) \]

and
\[ \| (\mathcal{W}_m^{1} - 1) \phi \|_{L^\infty} \leq C r^{-1/4} \| \phi \|_{H^s} \quad (0.3) \]

(see (3.4) in [1]), we have
\[
\begin{aligned}
\| (\mathcal{W}_m^{1} - 1) \mathcal{W}_m \alpha_1 \mathcal{W}_m \alpha_2 \mathcal{W}_m \alpha_3 \|_{L^\infty} & 
\leq C r^{-1/4} \| \mathcal{W}_m \alpha_1 \|_{H^s} \| \mathcal{W}_m \alpha_2 \|_{H^s} \| \mathcal{W}_m \alpha_3 \|_{H^s} \\
\leq C r^{-1/4} \| \alpha_1 \|_{H^s} \| \alpha_2 \|_{H^s} \| \alpha_3 \|_{H^s} \\
\leq C r^{-1/4} \prod_{k=1}^{3} (\| u_k \|_{H^s} + \| J_m u_k \|_{H^s}).
\end{aligned}
\]

As for the second term, we use (0.2), (0.3) and the Sobolev imbedding \( H^1(\mathbb{R}^d) \hookrightarrow L^\infty(\mathbb{R}^d) \) to obtain
\[
\begin{aligned}
\| (\mathcal{W}_m^{1} - 1) \mathcal{W}_m \alpha_1 \mathcal{W}_m \alpha_2 \mathcal{W}_m \alpha_3 \|_{L^\infty} & 
\leq C \| (\mathcal{W}_m^{1} - 1) \alpha_1 \|_{L^\infty} \| \mathcal{W}_m \alpha_2 \|_{H^s} \| \mathcal{W}_m \alpha_3 \|_{H^s} \\
\leq C r^{-1/4} \| \alpha_1 \|_{H^s} \| \alpha_2 \|_{H^s} \| \alpha_3 \|_{H^s} \\
\leq C r^{-1/4} \prod_{k=1}^{3} (\| u_k \|_{H^s} + \| J_m u_k \|_{H^s}).
\end{aligned}
\]

The third and fourth term can be estimated in the same way. Piecing them together, we arrive at (0.1).

(B) By the same reason as above, the estimates for \( r_1 \) on p 1554 and for \( r_2 \) on p 1555 should be corrected as
\[
\| r_1 \|_{L^\infty} \leq C r^{-1/4} \prod_{k=1}^{3} (\| u_k \|_{H^s} + \| J_m u_k \|_{H^s})
\]

and
\[
\| r_2 \|_{L^\infty} \leq C r^{-1/4} \prod_{k=1}^{3} (\| u_k \|_{H^s} + \| J_m u_k \|_{H^s}),
\]

respectively.
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Abstract
Consider the initial value problem for systems of cubic derivative nonlinear Schrödinger equations in one space dimension with the masses satisfying a suitable resonance relation. We give structural conditions on the nonlinearity under which the small data solution gains an additional logarithmic decay as $t \to +\infty$ compared with the corresponding free evolution.
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1. Introduction
Consider the initial value problem for the system of nonlinear Schrödinger equations of the following type:

\begin{align}
\mathcal{L}_m u_j &= F_j(u, \partial_x u), \quad t > 0, \ x \in \mathbb{R}, \ j = 1, \ldots, N, \\
u_j(0, x) &= \varphi_j(x), \quad x \in \mathbb{R}, \ j = 1, \ldots, N,
\end{align}

where $\mathcal{L}_m = i\partial_t + \frac{1}{2m_j} \partial_x^2$, $i = \sqrt{-1}$, $m_j \in \mathbb{R} \setminus \{0\}$, and $u = (u_j(t, x))_{1 \leq j \leq N}$ is a $\mathbb{C}^N$-valued unknown function. The nonlinear term $F = (F_j)_{1 \leq j \leq N}$ is always assumed to be a cubic homogeneous polynomial in $(u, \partial_x u, u_x, \partial_x^2 u)$. Our main interest is how the combinations of $(m_j)_{1 \leq j \leq N}$ and the structures of $(F_j)_{1 \leq j \leq N}$ affect large-time behavior of the solution $u$ to (1.1). Before going into details, let us first recall some known results briefly and clarify our motivation.
We begin with the single case \((N = 1)\). One of the most typical nonlinear Schrödinger equations appearing in various physical settings is

\[
 i\partial_t u + \frac{1}{2} \partial_x^2 u = \lambda |u|^2 u, \quad t > 0, \ x \in \mathbb{R}
\]  

(1.2)

with \(\lambda \in \mathbb{R}\). What is interesting in (1.2) is that the large-time behavior of the solution is actually affected by the nonlinearity even if the initial data is sufficiently small, smooth and decaying fast as \(|x| \to \infty\). To be more precise, it is shown in [7] that the solution to (1.2) with small initial data behaves like

\[
 u(t, x) = \frac{1}{\sqrt{it}} \alpha(x/t) e^{i \left( \frac{\lambda}{2} x^2 - \lambda |\alpha(x/t)|^2 \log t \right)} + o(t^{-1/2}) \quad \text{as} \quad t \to \infty
\]

with a suitable \(C\)-valued function \(\alpha\). An important consequence of this asymptotic expression is that the solution decays like \(O(t^{-1/2})\) in \(L^\infty(\mathbb{R})\), while it does not behave like the free solution unless \(\lambda = 0\). In other words, the additional logarithmic factor in the phase reflects the long-range character of the cubic nonlinear Schrödinger equations in one space dimension.

This result is extended in [12] to the case where the nonlinearity depends also on \(\partial_x u\). If \(\lambda \in \mathbb{C}\) in (1.2), another kind of long-range effect can be observed. Indeed, it is verified in [32] that the small data solution to (1.2) decays like \(O(t^{-1/2} \log t)^{-1/2})\) in \(L^\infty(\mathbb{R})\) as \(t \to \infty\) if \(\text{Im} \lambda < 0\). This gain of additional logarithmic time decay should be interpreted as another kind of long-range effect (see also [36], [26, 27, 29], etc, for related works). This result is generalized in [11] to the derivative nonlinear case:

\[
 i\partial_t u + \frac{1}{2} \partial_x^2 u = G(u, \partial_x u), \quad t > 0, \ x \in \mathbb{R},
\]  

(1.3)

where \(G\) is a cubic homogeneous polynomial in \((u, \partial_x u, \bar{u}, \bar{\partial_x u})\) with complex coefficients, and satisfies the gauge invariance

\[
 G(e^{i\theta}v, e^{i\theta}w) = e^{i\theta}G(v, w), \quad \theta \in \mathbb{R}, \ (v, w) \in \mathbb{C} \times \mathbb{C}.
\]  

(1.4)

It is shown in [11] that the solution to (1.3) decays like \(O(t^{-1/2} \log t)^{-1/2})\) in \(L^\infty(\mathbb{R})\) as \(t \to \infty\) if

\[
 \sup_{\xi \in \mathbb{R}} \text{Im} \ G(1, i\xi) < 0.
\]  

(1.5)

Remark that (1.4) and (1.5) are satisfied by \(G = \lambda |u|^2 u\) if \(\text{Im} \lambda < 0\). Next let us turn our attention to the system case \((N \geq 2)\). Recently, a lot of efforts have been made for the study on systems of nonlinear Schrödinger equations (see e.g. [2, 5, 6, 28, 13], [30, 18, 17, 14, 24], etc). An interesting feature in the system case is that the behavior of solutions are affected by the combinations of the masses as well as the structure of the nonlinearity. Note that similar phenomena can be observed in nonlinear Klein–Gordon systems (see e.g. [33, 3, 34, 23, 20]). For nonlinear Schrödinger systems, an additional logarithmic decay result is first obtained by [18]. Strictly saying, two-dimensional quadratic nonlinear Schrödinger systems are treated in [18], but we can adopt the method of [18] directly to one-dimensional cubic nonlinear Schrödinger systems, as pointed in [24]. When we restrict ourselves to a two-component model

\[
 \begin{cases}
 L_{m_1} u_1 = \lambda_1 |u_1|^2 u_1 + \nu_1 \bar{u}_1^2 u_2, \\
 L_{m_2} u_2 = \lambda_2 |u_2|^2 u_2 + \nu_2 \bar{u}_2^2 u_1,
 \end{cases}
\]  

\[
 t > 0, \ x \in \mathbb{R}
\]  

(1.6)

with \(\lambda_1, \lambda_2, \nu_1, \nu_2 \in \mathbb{C}\) and \(m_1, m_2 \in \mathbb{R} \setminus \{0\}\), then the result of [18] can be read as follows: the solution to (1.6) decays like \(O(t^{-1/2} \log t)^{-1/2})\) in \(L^\infty(\mathbb{R})\) as \(t \to \infty\) if
\[ m_2 = 3m_1, \quad (1.7) \]
\[ \text{Im } \lambda_j < 0, \quad j = 1, 2, \quad (1.8) \]
and
\[ \kappa_1 \mu_1 = \kappa_2 \mu_2 \quad \text{with some } \kappa_1, \kappa_2 > 0 \quad (1.9) \]
(see example 2.1 in [24] for the detail). However, it should be pointed out that the approach of [18] is not directly applicable to the derivative nonlinear case, because we need suitable pointwise \textit{a priori} estimates not only for the solution itself but also for its derivatives without breaking good structure in order to apply the method of [18].

The aim of this paper is to introduce structural conditions on \((F_j)_{j \in \mathbb{N}}\) and \((m_j)_{j \in \mathbb{N}}\) under which the small data solution to the derivative nonlinear Schrödinger system (1.1) gains an additional logarithmic decay as \(t \to +\infty\) compared with the corresponding free evolution. We intend to give a unified approach of the previous results of [11] for scalar derivative nonlinear case and [18] for the case of systems without derivatives in the nonlinearity. Another novelty of the present work is that our results cover not only for \(L^\infty\)-decay but also for \(L^2\)-decay of solutions. Moreover, a condition for asymptotically free behavior is also presented which can be comparable to the Klein–Gordon case.

2. Main results

In the subsequent sections, we will use the following notations: We set \(I_N = \{1, \ldots, N\}\) and \(I'_N = \{1, \ldots, N, N+1, \ldots, 2N\}\). For \(z = (z_j)_{j \in \mathbb{N}} \in \mathbb{C}^N\), we write
\[ z^0 = (z^0_k)_{k \in I'_N} := (z_1, \ldots, z_N, \overline{z}_1, \ldots, \overline{z}_N) \in \mathbb{C}^{2N}. \]
Then general cubic nonlinear term \(F = (F_j)_{j \in I'_N}\) can be written as
\[ F_j(u, \partial_x u) = \sum_{k, l, k', l' = 0}^1 \sum_{k, k', k'' \in I'_N} C_{j, k, k', k''}^{l, l', l''} (\partial_x^{l_1} u_k) (\partial_x^{l''} u_{k''}) \]
with suitable \(C_{j, k, k', k''}^{l, l', l'', \nu} \in \mathbb{C}\). With this expression of \(F\), we define \(p = (p_j(\xi; Y))_{j \in I'_N} : \mathbb{R} \times \mathbb{C}^N \to \mathbb{C}^N\) by
\[ p_j(\xi; Y) := \sum_{k, l, k', l' = 0}^1 \sum_{k, k', k'' \in I'_N} C_{j, k, k', k''}^{l, l', l''} (i\tilde{m}_k \xi)^{l_1} (i\tilde{m}_{k'} \xi)^{l''} Y_{k''}^{l''} Y_{k'}^{l'} Y_k^{l_1}, \]
for \(\xi \in \mathbb{R}\) and \(Y = (Y_j)_{j \in I'_N} \in \mathbb{C}^N\), where
\[ \tilde{m}_k = \begin{cases} m_k & (k = 1, \ldots, N), \\ -m_{2N-k} & (k = N+1, \ldots, 2N). \end{cases} \]
In what follows, we denote by \(\langle \cdot, \cdot \rangle_{\mathbb{C}^N}\) the standard scalar product in \(\mathbb{C}^N\), i.e.
\[ \langle z, w \rangle_{\mathbb{C}^N} = \sum_{j=1}^N z_j w_j \]
for \(z = (z_j)_{j \in I'_N}\) and \(w = (w_j)_{j \in I'_N} \in \mathbb{C}^N\).
Now let us introduce the following conditions:

(a) For all \( j \in I \) and \( k_1, k_2, k_3 \in \mathbb{N} \),
\[
m_j = m_{k_1} + m_{k_2} + m_{k_3},
\]
implies \( C_{j, k_1, k_2, k_3} = 0 \), \( l_1, l_2, l_3 \in \{0, 1\} \).

(b_0) There exists an \( N \times N \) positive Hermitian matrix \( A \) such that
\[
\text{Im}(p(\xi; Y), AY)_{C^0} \leq 0
\]
for all \( \xi, Y \in \mathbb{R} \times \mathbb{C}^N \).

(b_1) There exist an \( N \times N \) positive Hermitian matrix \( A \) and a positive constant \( C \), such that
\[
\text{Im}(p(\xi; Y), AY)_{C^0} \leq -C|Y|^4
\]
for all \( \xi, Y \in \mathbb{R} \times \mathbb{C}^N \).

(b_2) There exist an \( N \times N \) positive Hermitian matrix \( A \) and a positive constant \( C^* \), such that
\[
\text{Im}(p(\xi; Y), AY)_{C^0} \leq -C^*|\xi|^2|Y|^4
\]
for all \( \xi, Y \in \mathbb{R} \times \mathbb{C}^N \), where \( (\xi) = \sqrt{1 + \xi^2} \).

To state the main results, we introduce some function spaces. For \( s, \sigma \in \mathbb{Z}_{\geq 0} \), we denote by \( H^s \) the \( L^2 \)-based Sobolev space of order \( s \), and the weighted Sobolev space \( \sigma H^s \), is defined by
\[
\{ \phi \in L^2 | \langle \xi \rangle^\sigma \phi \in H^s \}
\]
equipped with the norm \( \|\phi\|_{H^s} = \|\langle \xi \rangle^\sigma \phi\|_{L^2} \). The main results are as follows:

**Theorem 2.1.** Assume the conditions (a) and (b_0) are satisfied. Let \( \varphi = (\varphi_j)_{j \in I} \in H^3 \cap H^2, \) and assume \( \varepsilon := \|\varphi\|_{H^3} + \|\varphi\|_{H^2} \) is sufficiently small. Then (1.1) admits a unique global solution \( u = (u_j)_{j \in I} \in C([0, \infty); H^3 \cap H^2). \) Moreover we have
\[
\|u(t)\|_{L^\infty} \leq \frac{C\varepsilon}{\sqrt{1 + t}}, \quad \|u(t)\|_{L^2} \leq C\varepsilon
\]
for \( t \geq 0 \), where \( C \) is a positive constant not depending on \( \varepsilon \).

**Theorem 2.2.** Assume the conditions (a) and (b_1) are satisfied. Let \( u \) be the global solution to (1.1), whose existence is guaranteed by theorem 2.1. Then we have
\[
\|u(t)\|_{L^\infty} \leq \frac{C\varepsilon}{\sqrt{(1 + t)(1 + \varepsilon^2 \log(2 + t))}}
\]
for \( t \geq 0 \), where \( C \) is a positive constant not depending on \( \varepsilon \). We also have
\[
\lim_{t \to +\infty} \|u(t)\|_{L^2} = 0.
\]

**Theorem 2.3.** Assume the conditions (a) and (b_2) are satisfied. Let \( u \) be as above. Then we have
\[
\|u(t)\|_{L^2} \leq \frac{C\varepsilon}{\sqrt{1 + \varepsilon^2 \log(2 + t)}}
\]
for \( t \geq 0 \), where \( C \) is a positive constant not depending on \( \varepsilon \).
Theorem 2.4. Assume the conditions (a) and (b) are satisfied. Let $u$ be as above. For each $j \in I_N$, there exists $\varphi_j^+ \in L^2(\mathbb{R})$ with $\hat{\varphi}_j^+ \in L^\infty(\mathbb{R})$ such that

$$u_j(t) = e^{\frac{t}{2m} \hat{\varphi}_j^+} + O(t^{-1/4 + \delta}) \quad \text{in } L^2(\mathbb{R})$$

and

$$u_j(t, x) = \sqrt{\frac{m_j}{|t|}} \varphi_j^+(\frac{m_j x^2}{t}) e^{\frac{m_j x^2}{2t}} + O(t^{-3/4 + \delta}) \quad \text{in } L^\infty(\mathbb{R}),$$

as $t \to +\infty$, where $\delta > 0$ can be taken arbitrarily small, and $\hat{\varphi}$ denotes the Fourier transform of $\varphi$, i.e.

$$\hat{\varphi}(\xi) = \frac{1}{\sqrt{2\pi}} \int \xi e^{-iy\xi} \phi(y) dy.$$

Remark 2.1. In view of the proof of theorem 2.4 below, we can see that $\varphi_+ = (\varphi_j^+) \in \mathcal{E}$ does not identically vanish if the initial data $\varphi$ is suitably small and does not identically vanish (see remark 6.1 for the detail). Therefore the solution does not gain an additional logarithmic decay under the conditions (a) and (b).

For the convenience of the readers, let us explain the origin of the function $p_j(\xi;Y)$ and give a heuristic explanation for the roles played by our conditions (a) and (b0)–(b3). First of all, let us recall the fact that for the solution $u_j^0$ to the free Schrödinger equation

$$\partial_t u_j + i u_j = -\sum_{s \neq j} H_{js}(u_j u_s) + \sum_{s \neq j} H_{js}(u_j u_s)$$

we have

$$\partial_t^0 u_j^0(t, x) \sim \left(\frac{im_j x}{t}\right)^i \sqrt{\frac{m_j}{|t|}} \hat{\varphi}_j\left(\frac{m_j x^2}{t}\right) e^{\frac{m_j x^2}{2t}} + \cdots$$

as $t \to +\infty$. Viewing it as a rough approximation of the solution $u_j$ for (1.1), we may expect that $\partial_t^0 u_j(t, x)$ could be better approximated by

$$\left(\frac{im_j x}{t}\right)^i Y_j\left(\log t, \frac{x}{t}\right) e^{\frac{m_j x^2}{2t}}$$

with a suitable function $Y_j = (Y_j(\tau, \xi))_{\xi \in \mathbb{R}^n}$, where $\tau = \log t$, $\xi = x/t$ and $t \gg 1$. Note that $Y_j(0, \xi) = \sqrt{|m_j|} \hat{\varphi}_j(m_j \xi)$ and that the extra variable $\tau = \log t$ is responsible for possible long-range nonlinear effect. Substituting the above expression into (1.1) and keeping only the leading terms, we can see (at least formally) that $Y_j$ should satisfy the ordinary differential equation

$$i\partial_\tau Y_j(\tau, \xi) = p_j(\xi;Y_j(\tau, \xi))$$

under the condition (a). This is where the function $p_j(\xi;Y)$ comes from. Note also that (a) plays the role of a resonance condition among the masses in the derivation of (2.2) (see [17] for similar observation in quadratic nonlinear case). Next let $A$ be a positive Hermitian matrix. Then (2.2) yields
\[ \partial_t \langle Y(\tau, \xi), AY(\tau, \xi) \rangle_{C^0} = 2 \text{Im}(p(\xi; Y(\tau, \xi)), AY(\tau, \xi))_{C^0}, \]

and the condition (b0) is just what makes this quantity non-positive. Since \( |Y|^2 \) and \( (Y, AY)_{C^0} \) are equivalent, the inequality \( \partial_t \langle Y(\tau, \xi), AY(\tau, \xi) \rangle_{C^0} \leq 0 \) implies that \( Y(\tau, \xi) \) remains bounded when \( \tau \) becomes large. Going back to the original variables, we see that the solution \( u(t, x) \) for (1.1) decays like \( O(t^{-1/2}) \) in \( L^\infty_x \) as \( t \to +\infty \) under (b0). Under the stronger condition (b1), we have

\[ \partial_t \langle Y(\tau, \xi), AY(\tau, \xi) \rangle_{C^0} \leq -2C_4 |Y(\tau, \xi)|^4 \lesssim -\langle Y(\tau, \xi), AY(\tau, \xi) \rangle_{C^0}, \]

which makes the solution decay strictly faster than the free evolution. It is also natural to regard (b2) as a stronger dissipative condition than (b1). On the other hand, (b3) makes the solution decay strictly faster than the free evolution. It is also natural to regard (b2) as a stronger dissipative condition than (b1).

Our strategy of the proof of theorems 2.1–2.4 is to justify the above heuristic argument. Let us give a more detailed summary of our approach. The key is to introduce

\[ \alpha(t, \xi) = \mathcal{F}_m[U_m(t)^{-1}u_0(t, \cdot)](\xi), \]

where \( \mathcal{F}_m \) and \( U_m(t) \) are given in section 3 below. Roughly speaking, this \( \alpha(t, \xi) \) is expected to play the role of \( Y(t, \xi) \). We will see in section 5.2 that \( \alpha = (\alpha(t, \xi))_{t \in \mathbb{R}} \) satisfies

\[ i\partial_t \alpha(t, \xi) = \frac{1}{t} \beta_j(\cdot; \alpha(t, \xi)) + O(t^{-5/4 + \gamma}) \]

and

\[ \|u_0(t)\|_{L^\infty} \lesssim t^{-1/2} \|\alpha(t)\|_{L^\infty} + O(t^{-3/4 + \gamma/2}) \]

with some \( 0 < \gamma \ll 1 \). To control the remainder terms, we need several \( L^2 \)-estimates involving the operator \( J_m = x + i\frac{\gamma}{m} \partial_x \) as well as smoothing properties of the Schrödinger equations. The global existence part of theorem 2.1 will be proved by means of an \textit{a priori} estimate combined with the standard local existence theorem. To derive the expected decay of \( \alpha \), we will apply an ODE lemma developed in [18, 25, 19] (see lemma 6.2 below).

Now let us give several examples which satisfy the conditions (a) and (b0)–(b3):

**Example 2.1.** The first example is taken from physics. The following system is derived in [15] and [16] to investigate nonlinear short pulse propagations in birefringent optical fiber:

\[
\begin{align*}
\begin{cases}
    i\partial_t U + \frac{1}{2} \partial_x^2 U + \lambda \left[ |U|^2 + \frac{2}{3} |V|^2 \right] U + \frac{1}{3} V^2 \bar{U} + i\gamma \partial_x \left[ \left( |U|^2 + \frac{2}{3} |V|^2 \right) U + \frac{1}{3} V^2 \bar{U} \right] &= 0, \\
    i\partial_t V + \frac{1}{2} \partial_x^2 V + \lambda \left[ |V|^2 + \frac{2}{3} |U|^2 \right] U + \frac{1}{3} U^2 \bar{V} + i\gamma \partial_x \left[ \left( |V|^2 + \frac{2}{3} |U|^2 \right) U + \frac{1}{3} U^2 \bar{V} \right] &= 0,
\end{cases}
\end{align*}
\]

where \( \lambda \) and \( \gamma \) are real constants. This system can be regarded as a special case of (1.1) by putting \( u_1 = U, u_2 = V, m_1 = m_2 = 1, N = 2 \) and

\[
\begin{align*}
F_1 &= -\lambda \left[ (|u_1|^2 + \frac{2}{3} |u_2|^2) u_1 + \frac{1}{3} |u_2|^2 \bar{u}_1 \right] - i\gamma \partial_x \left[ (|u_1|^2 + \frac{2}{3} |u_2|^2) u_1 + \frac{1}{3} |u_2|^2 \bar{u}_1 \right], \\
F_2 &= -\lambda \left[ (|u_2|^2 + \frac{2}{3} |u_1|^2) u_2 + \frac{1}{3} |u_1|^2 \bar{u}_2 \right] - i\gamma \partial_x \left[ (|u_2|^2 + \frac{2}{3} |u_1|^2) u_2 + \frac{1}{3} |u_1|^2 \bar{u}_2 \right].
\end{align*}
\]
For this system, we can easily check that (a) is satisfied and that
\[
\begin{align*}
p_1(\xi; Y) &= (-\lambda + \gamma \xi) \left[ (|Y_1|^2 + \frac{2}{3} |Y_2|^2) Y_1 + \frac{1}{3} Y_2^* Y_2 \right], \\
p_2(\xi; Y) &= (-\lambda + \gamma \xi) \left[ (|Y_2|^2 + \frac{2}{3} |Y_1|^2) Y_2 + \frac{1}{3} Y_1^* Y_1 \right],
\end{align*}
\]
whence (b0) is also satisfied with \( A = I \) (identity matrix).

**Example 2.2.** In the single case (i.e. \( N = 1 \)), we may assume \( m_1 = 1 \) without loss of generality. Then we can check that the condition (a) is equivalent to the gauge invariance (1.4), and that the condition (1.5) is equivalent to the condition (b1). Therefore our results above can be viewed as an extension of [11] except the explicit asymptotic profile of the solution. We can also see that our results cover the system (1.6) under the assumptions (1.7)–(1.9). Indeed, (1.7) plays the role of (a), and (1.8), (1.9) correspond to (b1) with \( \kappa = A_0 \).

**Example 2.3.** Next let us consider the following two-component system
\[
\begin{align*}
L_{m_1} u_1 &= \lambda_1 |u_1|^2 u_1 + \lambda_2 m_1 (\partial_s u_1)^2 + i u_2 \partial_s (m_2^2), \\
L_{m_2} u_2 &= \lambda_1 |u_2|^2 \partial_s u_2 - i (|u_2|^2 + |\partial_s u_2|^2) u_2 - i u_1 \partial_s u_1
\end{align*}
\]
with \( \lambda_1, \lambda_2, \kappa \in \mathbb{C} \) and \( m_1, m_2 \in \mathbb{R} \setminus \{0\} \), which is a bit more complicated than (1.6). It is easy to check that the condition (a) is satisfied by this system when \( m_2 = 3m_1 \). Also it follows from simple calculations that
\[
\begin{align*}
p_1(\xi; Y) &= (\lambda_1 - \lambda_2 m_2^2 \xi^2) |Y_1|^2 Y_1 + 2m\xi Y_1 Y_2, \\
p_2(\xi; Y) &= i(3\lambda_2 m_2 \xi - 1 - 9m_2^2 \xi^2) |Y_2|^2 Y_2 + 3m\xi Y_1^2
\end{align*}
\]
when \( (m_1, m_2) = (m, 3m) \). With \( A = \begin{pmatrix} 3 & 0 \\ 0 & 2 \end{pmatrix} \), we have
\[
\langle p(\xi; Y), AY \rangle = 3(\lambda_1 - \lambda_2 m_2^2 \xi^2) |Y_1|^4 - 2i(1 - 3\lambda_2 m_2 \xi + 9m_2^2 \xi^2) |Y_2|^4 + 12m\xi \text{Re}(Y_1^3 Y_2),
\]
whence
\[
\text{Im}(p(\xi; Y), AY) = 3(\text{Im} \lambda_1 - \text{Im} \lambda_2 m_2^2 \xi^2) |Y_1|^4 - \left\{ 2 - \frac{(\text{Re} \lambda_1)^2}{2} + 2\left(3m\xi - \frac{\text{Re} \lambda_3}{2}\right)^2 \right\} |Y_2|^4.
\]
Therefore we see that
- (b0) is satisfied if \( \text{Im} \lambda_1 \leq 0, \text{Im} \lambda_2 \geq 0 \) and \( |\text{Re} \lambda_3| \leq 2 \).
- (b1) is satisfied if \( \text{Im} \lambda_1 < 0, \text{Im} \lambda_2 \geq 0 \) and \( |\text{Re} \lambda_3| < 2 \).
- (b2) is satisfied if \( \text{Im} \lambda_1 < 0, \text{Im} \lambda_2 > 0 \) and \( |\text{Re} \lambda_3| < 2 \).

**Example 2.4.** Let us focus on the three-component system
\[
\begin{align*}
L_{m_1} u_1 &= u_2 \partial_s (\overline{m}_1 u_2), \\
L_{m_1} u_2 &= \overline{m}_1^2 \partial_s u_3 + 3 m_1 u_2 \partial_s (m_2^2), \\
L_{m_1} u_3 &= 2 m_1^2 \partial_s u_2 - u_2 \partial_s (u_1^2)
\end{align*}
\]
with $m_1 : m_2 : m_3 = 1 : 1 : 3$. We can immediately check that this system satisfies (a) and (b3). Note that this example should be compared with [17], where the null structure in quadratic derivative nonlinear Schrödinger systems in $\mathbb{R}^2$ is considered in detail (see also [21, 22, 35]). Analogous results in the Klein–Gordon case can be found in [3, 23] and [20].

**Example 2.5.** Finally, to indicate what happens when these conditions fail, let us focus on the very simple example

$$
\begin{align*}
\mathcal{L}_m u_1 &= 0, \\
\mathcal{L}_m u_2 &= cu_1^2 \partial_t u_1
\end{align*}
$$

(2.3)

with $c \in \mathbb{C} \setminus \{0\}$. Note that (a) is satisfied by this system only if $m_2 = 3m_1$, and that (b0) is never satisfied (unless $c = 0$). When $m_2 = 3m_1$, we can show by direct calculations that

$$
\|u_2(t)\|_{L^\infty} \gtrsim \varepsilon^2 \log t, \quad \|u_2(t)\|_{L^2} \gtrsim \varepsilon^3 \log t
$$

for $t \gg 1$ with a suitable choice of the data $\varphi$ satisfying $\|\varphi\|_{H^{1/4},H^{1/2}} = \varepsilon$ (see [30] for the detail). This tells us that (2.1) fails to hold without (b0) in general. On the other hand, when $m_2 \neq 3m_1$, it is possible to show that $u_2$ is asymptotically free by taking into account the oscillating factor caused by the non-resonance relation of the masses (see [33, 34] for the closely related works in the Klein–Gordon case). It should be noted that the presence of $\partial_\xi$ in the nonlinearity of (2.3) seems to be essential, whence the situation is slightly different from the Klein–Gordon case. This example suggests that another structure comes into play when (a) is violated. For the single Schrödinger equation ($N = 1$), some works concern non-gauge-invariant cubic derivative nonlinearities (see e.g. [8, 9, 31]). However, when $N \geq 2$, we have not been successful to treat this case in a unified way, and it is our next problem to be considered. A related issue will be discussed in a forthcoming paper.

The rest part of this paper is organized as follows: The next section is devoted to preliminaries on basic properties of the operator $J_m$. In section 4, we recall the smoothing properties of the linear Schrödinger equations. In section 5, we will get an $a$ priori estimate. After that, the main theorems will be proved in section 6 along the strategy mentioned above. The appendix is devoted to the proof of technical lemmas. In what follows, we will denote several positive constants by the same letter $C$, which is possibly different from line to line.

### 3. The operator $J_m$

We set $J_m = x + \frac{i}{m} \partial_\xi$ for non-zero real constant $m$. In this section, we collect several identities and inequalities related to $J_m$. This operator has a good compatibility with the Schrödinger equation including the mass $m$, and it is quite useful in our analysis. Our point of departure is the commutation relations $[\mathcal{L}_m, J_m] = 0$ and $[\partial_\xi, J_m] = 1$, where $[\cdot, \cdot]$ denotes the commutator of two linear operators. We also note that

$$
J_m \phi = \frac{i}{m} e^{im\xi^2 \xi} \partial_\xi \left( e^{-im\xi^2 \xi} \phi \right),
$$

(3.1)

which yields the following useful identities.
Lemma 3.1. Let \( m, \mu_1, \mu_2, \mu_3 \) be non-zero real constants satisfying \( m = \mu_1 + \mu_2 + \mu_3 \). We have
\[
J_m(f_1, f_2, f_3) = \frac{\mu_1}{m} (J_{\mu_1} f_1 f_2 f_3) + \frac{\mu_2}{m} f_1 (J_{\mu_2} f_2 f_3) + \frac{\mu_3}{m} f_1 f_2 (J_{\mu_3} f_3),
\]
\[
J_m(f_1 f_2 f_3) = \frac{\mu_1}{m} (J_{\mu_1} f_1) f_2 f_3 + \frac{\mu_2}{m} f_1 (J_{\mu_2} f_2) f_3 + \frac{\mu_3}{m} f_1 f_2 (J_{\mu_3} f_3),
\]
\[
J_m(f_1 f_2 f_3) = \frac{\mu_1}{m} (J_{\mu_1} f_1) f_2 f_3 + \frac{\mu_2}{m} f_1 (J_{\mu_2} f_2) f_3 + \frac{\mu_3}{m} f_1 f_2 (J_{\mu_3} f_3),
\]
\[
J_m(f_1 f_2 f_3) = \frac{\mu_1}{m} (J_{\mu_1} f_1) f_2 f_3 + \frac{\mu_2}{m} f_1 (J_{\mu_2} f_2) f_3 + \frac{\mu_3}{m} f_1 f_2 (J_{\mu_3} f_3)
\]
for smooth \( C \)-valued functions \( f_1, f_2 \) and \( f_3 \).

Proof. We set \( \theta = x^2/(2t) \). It follows from (3.1) that
\[
m J_m(f_1, f_2, f_3) = it e^{i\mu_1 \theta} J_m(f_1, f_2, f_3) + i t e^{i\mu_2 \theta} J_m(f_1, f_2, f_3) + i t e^{i\mu_3 \theta} J_m(f_1, f_2, f_3)
\]
which gives the second identity. The other three identities can be shown in the same way. \( \square \)

Remark 3.1. The above identities can be viewed as the Leibniz rule for the operator \( J_m \) acting on the cubic terms satisfying the condition (a). This should be compared with the fact that, if \( m \neq \mu_1 + \mu_2 + \mu_3 \), we have
\[
J_m(f_1, f_2, f_3) = \frac{\mu_1}{m} (J_{\mu_1} f_1) f_2 f_3 + \frac{\mu_2}{m} f_1 (J_{\mu_2} f_2) f_3 + \frac{\mu_3}{m} f_1 f_2 (J_{\mu_3} f_3)
\]
and so on. The last term implies a loss of time-decay when we use \( J_m \) without (a).

Lemma 3.2. Let \( m, \mu_1, \mu_2 \) be non-zero real constants. We have
\[
\partial_x (f_1 f_2 f_3) = \frac{m}{\mu_1} (\partial_x f_1) f_2 f_3 + \frac{R_1}{t},
\]
and
\[
\partial_x^2 (f_1 f_2 f_3) = \frac{m^2}{\mu_1 \mu_2} (\partial_x f_1) (\partial_x f_2) f_3 + \frac{R_2}{t},
\]
where \( R_1 = -i m J_m f_2 f_3 \) and \( R_2 = \frac{i m^2}{\mu_1} (\partial_x f_1) f_2 f_3 + \frac{i m^2}{\mu_1} (\partial_x f_1) (\partial_x f_2) f_3 + \partial_x R_1 \).
Remark 3.2. We do not assume any relations among $\mu_1$, $\mu_2$ and $m$ in lemma 3.2.

Proof. From the relation $-\frac{1}{m} \partial_t - \frac{1}{t} J_m = i \partial_x$, we see that

$$\frac{1}{m} \partial_x(f_1 f_2 f_3) - \frac{1}{t} J_m(f_1 f_2 f_3) = i \frac{x}{t} f_1 f_2 f_3 = \left( \frac{1}{\mu_1} \partial_x f_1 - \frac{1}{t} J_{\mu_1} f_1 \right) f_2 f_3,$$

which yields (3.2). We also have (3.3) by using (3.2) twice. □

Next we set

$$(\mathcal{U}_m(t) \phi)(x) := e^{\frac{ix^2}{2m}} \phi(x) = \frac{\sqrt{m}}{2\pi} e^{-\frac{x^2}{4m}} \int e^{i(m(x-y)^2/2)} \phi(y)dy$$

for $m \in \mathbb{R} \setminus \{0\}$ and $t > 0$. We also introduce the scaled Fourier transform $\mathcal{F}_m$ by

$$(\mathcal{F}_m \phi)(\xi) := |m|^{1/2} e^{-i\frac{\xi^2}{4m}} \hat{\phi}(m\xi) = \frac{\sqrt{m}}{2\pi} e^{-i\frac{\xi^2}{4m}} \int e^{-im\xi y} \phi(y)dy,$$

as well as auxiliary operators

$$(\mathcal{M}_m(t) \phi)(x) := e^{\frac{x^2}{2m} t} \phi(x), \quad (\mathcal{D}(t) \phi)(x) := \frac{1}{\sqrt{t}} \phi \left( \frac{x}{t} \right), \quad \mathcal{W}_m(t) \phi := \mathcal{F}_m \mathcal{M}_m(t) \mathcal{F}_m^{-1} \phi,$$

so that $\mathcal{U}_m$ can be decomposed into $\mathcal{U}_m = \mathcal{M}_m \mathcal{D} \mathcal{F}_m \mathcal{M}_m = \mathcal{M}_m \mathcal{D} \mathcal{W}_m \mathcal{F}_m$. The following lemmas are well-known (see e.g. [7, 30]).

Lemma 3.3. Let $m$ be a non-zero real constant. We have

$$\|\phi - \mathcal{M}_m \mathcal{D} \mathcal{F}_m \mathcal{U}_m^{-1} \phi\|_{L^\infty} \leq C t^{-3/4} (\|\phi\|_{L^2} + \|\mathcal{J}_m \phi\|_{L^2})$$

and

$$\|\phi\|_{L^\infty} \leq t^{-1/2} \|\mathcal{F}_m \mathcal{U}_m^{-1} \phi\|_{L^\infty} + C t^{-3/4} (\|\phi\|_{L^2} + \|\mathcal{J}_m \phi\|_{L^2})$$

for $t \geq 1$.

Proof. For the convenience of the readers, we give the proof. By the relation $J_m = \mathcal{U}_m \mathcal{U}_m^{-1}$, we see that

$$\|\mathcal{F}_m \mathcal{U}_m^{-1} \phi\|_{H^s} \leq C \|\mathcal{U}_m^{-1} \phi\|_{H^{s+1}} \leq C (\|\phi\|_{L^2} + \|\mathcal{J}_m \phi\|_{L^2}).$$

Also it follows from the inequalities $\|\phi\|_{L^\infty} \leq \sqrt{2} \|\phi\|_{L^2}^{1/2} \|\partial_x \phi\|_{L^2}^{1/2}$ and $|e^{\theta} - 1| \leq C |\theta|^{1/2}$ that

$$\|(\mathcal{M}_m^{s+1} - 1) \phi\|_{L^\infty} \leq C \|(\mathcal{M}_m^{s+1} - 1) \mathcal{F}_m^{-1} \phi\|_{L^2}^{1/2} \|\partial_x \mathcal{M}_m^{s+1} (\mathcal{M}_m^{s+1} - 1) \phi\|_{L^2}^{1/2}$$

$$\leq C (t^{-1/2} \|\mathcal{F}_m^{-1} \phi\|_{H^{s+1}})^{1/2} \|\partial_x \phi\|_{L^2}^{1/2}$$

$$\leq C t^{-1/4} \|\phi\|_{H^s}. \quad (3.4)$$

Combining with the inequalities obtained above, we have
Using the result derived above, we also have
\[ \|\phi\|_{L^\infty} \leq \|M_m \mathcal{D} F_m U_m^{-1} \phi\|_{L^\infty} + \|\phi - M_m \mathcal{D} F_m U_m^{-1} \phi\|_{L^\infty} \leq t^{-1/2} \|F_m U_m^{-1} \phi\|_{L^1} + C t^{-3/4} (\|\phi\|_{L^2} + \|F_m \phi\|_{L^2}). \]

Lemma 3.4. Let \( m \) be a non-zero real constant. We have
\[ \|F_m U_m^{-1} (f_1 f_2 f_3)\|_{L^\infty} \leq C \|f_1\|_{L^2} \|f_2\|_{L^2} \|f_3\|_{L^\infty}. \]

Proof. By the relation \( F_m U_m^{-1} = W_m^{-1} \mathcal{D}^{-1} M_m^{-1} \) and the estimate \( \|W_m^{-1} \phi\|_{L^\infty} \leq C t^{1/2} \|\phi\|_{L^2} \), we have
\[ \|F_m U_m^{-1} (f_1 f_2 f_3)\|_{L^\infty} \leq C t^{1/2} \|D^{-1} M_m^{-1} (f_1 f_2 f_3)\|_{L^1} \leq C t^{1/2} \cdot t^{-1/2} \|D^{-1} f_1\|_{L^2} \|D^{-1} m^{-1} f_2\|_{L^2} \|D^{-1} f_3\|_{L^\infty} \leq C t^{1/2} \|f_1\|_{L^2} \|f_2\|_{L^2} \cdot t^{1/2} \|f_3\|_{L^\infty} \leq C \|f_1\|_{L^2} \|f_2\|_{L^2} \|f_3\|_{L^\infty}. \]

4. Smoothing properties

In this section, we recall smoothing properties of the linear Schrödinger equations. As is well-known, the standard energy method causes a derivative loss when the nonlinear term involves derivatives of the unknown functions. Smoothing effect is a useful tool to overcome this obstacle. Among various kinds of such techniques, we will follow the approach of [10], which is a version of the so-called positive commutator method whose original idea goes back to [4] (see also [1] and the references cited therein for the history and more information on this subject).

Let \( \mathcal{H} \) be the Hilbert transform, that is,
\[ \mathcal{H} \psi(x) := \frac{1}{\pi} \text{p.v.} \int_{\mathbb{R}} \frac{\psi(y)}{x - y} \, dy. \]

With a non-negative weight function \( \Phi(x) \) and a non-zero real constant \( m \), let us also define the operator \( S_{\Phi,m} \) by
\[ S_{\Phi,m} \psi(x) := \left\{ \cosh \left( \int_{-\infty}^x \Phi(y) \, dy \right) \right\} \psi(x) - i \text{sgn}(m) \left\{ \sinh \left( \int_{-\infty}^x \Phi(y) \, dy \right) \right\} \mathcal{H} \psi(x). \]

Note that \( S_{\Phi,m} \) is \( L^2 \)-automorphism and that both \( \|S_{\Phi,m}\|_{L^2 \to L^2} \), \( \|S_{\Phi,m}^{-1}\|_{L^2 \to L^2} \) are dominated by \( C \exp(\|\Phi\|_{L^1}) \). Roughly speaking, the operator \( S_{\Phi,m} \) is chosen so that
\[ [\mathcal{L}_m, S_{\Phi,m}] \simeq -\frac{i}{|m|} \Phi S_{\Phi,m} |\partial_x| + \text{‘harmless terms’}, \]

where $|\partial_x|$ is interpreted as the Fourier multiplier (see (A.1) below for the explicit form of the ‘harmless terms’). The first term in the right-hand side enables us to gain the half-derivative $|\partial_x|^{1/2}$. More precisely, we have the following:

**Lemma 4.1.** Let $m, \mu_1, \ldots, \mu_N$ be non-zero real constants. Let $v$ be a $\mathbb{C}$-valued smooth function of $(t, x)$, and let $w = (w_j)_{j \in I_n}$ be a $\mathbb{C}^N$-valued smooth function of $(t, x)$. We set $\Phi = \eta(|w|^2 + |\partial_x w|^2)$ with $\eta \geq 1$, and $S = S_{\Phi,m}$. Then we have

\[
\frac{d}{dt} \| Sv(t) \|_{L^2}^2 + \frac{1}{|m|} \int_{\mathbb{R}} \Phi(x) |S| |\partial_x|^{1/2} v(t,x)^2 \, dx 
\leq 2 \left( \| Sv(t), S \mathcal{L}_m v(t) \|_{L^2} + CB(t) \| v(t) \|_{L^2}^2 \right),
\]

where

\[
B(t) = e^{C \eta \mathbb{R}^2} \left\{ \eta \| w(t) \|_{W^{1,\infty}}^2 + \eta^2 \| w(t) \|_{W^{2,\infty}}^2 + \eta \sum_{k \in I_n} \| w_k(t) \|_{H^k} \| \mathcal{L}_m w_k(t) \|_{H^{1/2}} \right\}
\]

and the constant $C$ is independent of $\eta$. We denote by $W^{s,\infty}$ the $L^\infty$-based Sobolev space of order $s \in \mathbb{Z}_{\geq 0}$.

This lemma is essentially the same as lemma 2.1 in [10], although we need slight modifications to fit for our purpose. For the convenience of the readers, we will give the proof of this lemma in the appendix.

By using lemma 4.1 combined with the following auxiliary lemma, we can get rid of the derivative loss coming from the nonlinear terms, as we will do in section 5.1 below.

**Lemma 4.2.** Let $m_1, \ldots, m_N$ be non-zero real constants. Let $v = (v_j)_{j \in I_n}$, $w = (w_j)_{j \in I_n}$ be $\mathbb{C}^N$-valued smooth functions of $x \in \mathbb{R}$. Suppose that $q_{1,j,k}$ and $q_{2,j,k}$ are quadratic homogeneous polynomials in $(w, \partial_x w, \overline{w}, \overline{\partial_x w})$. We set $\Phi = \eta(|w|^2 + |\partial_x w|^2)$ with $\eta \geq 1$, and $S_j = S_{\Phi,m_j}$ for $j \in I_n$. Then we have

\[
\sum_{j \in I_n} \left( \| S v_j, S_j (q_{1,j,k} \partial_x v_k) \|_{L^2} + \| S v_j, S_j (q_{2,j,k} \overline{\partial_x v_k}) \|_{L^2} \right) 
\leq \frac{C e^{Co \mathbb{R}^2}}{\eta} \sum_{k \in I_n} \int_{\mathbb{R}} \Phi(x) |S_k| |\partial_x|^{1/2} v_k(x)^2 \, dx 
\leq C e^{Co \mathbb{R}^2} \left( 1 + \eta^2 \| w \|_{H^1}^2 + \eta^2 \| w \|_{H^{2,\infty}}^2 \right) \| w \|_{W^{2,\infty}}^2 \| v \|_{L^2}^2,
\]

where the constant $C$ is independent of $\eta$.

We skip the proof of lemma 4.2 because this is nothing more than a paraphrase of lemma 2.3 in [10].

**5. A priori estimate**

This section is devoted to getting an *a priori* estimate for the solution to (1.1), which will play an important role in the proof of the global existence part of theorem 2.1 (see section 6.1
below). Let $T \in (0, +\infty)$, and let $u = (u_j)_{j \in \mathbb{N}} \in C([0, T); H^2 \cap H^{2,1})$ be a solution to (1.1) for $t \in [0, T)$. We set $\alpha_j(t, \xi) = \mathcal{F}_n^{-1} u_j(t, \cdot)(\xi)$, $\alpha(t, \xi) = (\alpha_j(t, \xi))_{j \in \mathbb{N}}$, and define

$$E(T) = \sup_{0 \leq t < T} \sum_{j \in \mathbb{N}} \left(1 + t \right)^2 \left( \|u_j(t)\|_{H^1} + \|J_{m_j}u_j(t)\|_{H^2} + \sup_{\xi \in \mathbb{R}} (\xi^2 |\alpha_j(t, \xi)|) \right)$$

with $\gamma > 0$. We are going to show the following:

**Lemma 5.1.** Assume the conditions (a) and (b) are satisfied. Let $\gamma \in (0, 1/4)$. There exist positive constants $\varepsilon_1$ and $K$, not depending on $T$, such that

$$E(T) \leq \varepsilon^{2/3}$$  \hspace{1cm} (5.1)

implies

$$E(T) \leq K\varepsilon,$$

provided that $\varepsilon = \|\varphi\|_{H^1 \cap H^{2,1}} \leq \varepsilon_\ell$.

The proof of this lemma will be divided into two parts.

### 5.1. $L^2$-estimates

In the first part, we consider the bounds for $\|u_j(t)\|_{H^1}$ and $\|J_{m_j}u_j(t)\|_{H^2}$. It is enough to show

$$\sum_{j \in \mathbb{N}} \sum_{l=0}^{1} \|J_{m_j}^l u_j(t)\|_{L^2}^2 \leq C \varepsilon + C \varepsilon^2 (1 + t)^{2/3}$$  \hspace{1cm} (5.2)

and

$$\sum_{j \in \mathbb{N}} \sum_{l=0}^{1} \|\partial_x^3 J_{m_j}^l u_j(t)\|_{L^2}^2 \leq C \varepsilon^2 (1 + t)^{2/3}$$  \hspace{1cm} (5.3)

for $t \in [0, T)$ under the assumption (5.1). First we remark that (5.1) implies a rough $H^1$-bound

$$\|u_j(t)\|_{H^1} \leq C \|\alpha_j(t)\|_{H^{1,1}} \leq C \left( \int_{\mathbb{R}} \frac{d\xi}{(\xi^2 \|\alpha_j(t, \xi)\|)^{1/2}} \right)^{1/2} \sup_{\xi \in \mathbb{R}} (\xi^2 |\alpha_j(t, \xi)|) \leq C \varepsilon^{2/3}$$  \hspace{1cm} (5.4)

for $t \in [0, T)$. We also deduce from (5.1) that

$$\|u_j(t)\|_{W^{2,\infty}} \leq \frac{C \varepsilon^{2/3}}{(1 + t)^{1/2}}$$

for $t \in [0, T)$. Indeed, it follows from lemma 3.3 and the relation $[\partial_x, J_{m_j}] = 1$ that

$$\|u_j(t)\|_{W^{2,\infty}} \leq C \sup_{\xi \in \mathbb{R}} (\xi^2 |\alpha_j(t, \xi)|) + \frac{C}{t^{1/2}} (\|u_j(t)\|_{H^1} + \|J_{m_j}u_j(t)\|_{H^2}) \leq \frac{C \varepsilon^{2/3}}{t^{1/2}}$$

for $t \geq 1$, and $H^1(\mathbb{R}) \hookrightarrow L^\infty(\mathbb{R})$ yields $\|u_j(t)\|_{W^{2,\infty}} \leq C \|u_j(t)\|_{H^1} \leq C \varepsilon^{2/3}$ for $t \leq 1$. 


Now we consider the easier estimate (5.2). It follows from the standard energy method that
\[ \frac{d}{dt} \|u(t)\|_{L^2}^2 \leq \|F_j(u(t), \partial_t u(t))\|_{L^2}^2 \]
\[ \leq C \|u(t)\|_{W^{2,\infty}}^2 \|u(t)\|_{H^1} \]
\[ \leq C \left( \frac{\varepsilon^{2/3}}{(1+t)^{1/2}} \right)^2 \cdot C \varepsilon^{2/3} \]
\[ \leq C \varepsilon^2 + \frac{1}{1+t}. \]

Also we see from lemma 3.1 that
\[ L_m J_m u_j = \sum_{k \in I_k} (q_1_{jk} J_m \partial_{t} u_k + q_2_{jk} J_m \partial_{x} u_k + q_3_{jk} J_m u_k + q_4_{jk} J_m u_k), \]
where \( q_{1,jk}, \ldots, q_{4,jk} \) are quadratic homogeneous polynomials in \( (u, \partial_t u, \vec{u}, \overline{\partial_t u}) \). Then the standard energy method again implies
\[ \frac{d}{dt} \|J_m u_j(t)\|_{L^2}^2 \leq C \|u\|_{W^{2,\infty}}^2 \sum_{k \in I_k} (\|u_k\|_{H^1} + \|J_m u_k\|_{H^1}) \leq C \varepsilon^2 \frac{1}{1+t}. \]

These lead to (5.2).

Next we consider (5.3). We set \( v_{ij} = \partial_x^{-1} J_m^l u_j \) for \( l \in \{0, 1 \} \) and \( j \in I_N \). We apply lemma 4.1 with \( m = m_j, \mu_k = m_k, v = v_{ij}, w = u, \eta = \varepsilon^{-2/3}, \) then we obtain
\[ \frac{d}{dt} \|S v_{ij}(t)\|_{L^2}^2 + \frac{1}{|m_j|} \int R \Phi(t, x) |S_j |\partial_{x} |^2 v_{ij}(t)|\) \]
\[ \leq 2 \left( \sum_{l} (S v_{ij}, S_j \partial_{x}^{-1} J_m^l F_j(u, \partial_t u))_{L^2} \right) + CB(t) \|v_{ij}(t)\|_{L^2}^2. \]

where
\[ B(t) = \varepsilon^{2} \|u\|_{L^2}^2 \left( \int e^{2/3} \|u\|_{L^{2, \infty}}^2 \right) \]
\[ \leq \frac{C \varepsilon^{2/3}}{1+t}. \]

To estimate the first term of the right-hand side of (5.5), we use lemma 3.1 and the usual Leibniz rule to split \( \partial_x^{-1} J_m^l F_j(u, \partial_t u) \) into the following form:
\[ \sum_{k \in I_k} (g_{1,jl} \partial_{x} u_k + g_{2,jl} \overline{\partial_{x} u_k}) + h_{jl}, \]
where \( g_{1,jl} \) and \( g_{2,jl} \) are quadratic homogeneous polynomials in \( (u, \partial_t u, \vec{u}, \overline{\partial_t u}) \), and \( h_{jl} \) is a cubic term satisfying
\[ \|h_{jl}\|_{L^2} \leq C \|u(t)\|_{W^{2,\infty}}^2 \sum_{k \in I_k} (\|u_k(t)\|_{H^1} + \|J_m u_k(t)\|_{H^1}) \leq \frac{C \varepsilon^{2}}{(1+t)^{1-\gamma/3}}. \]

Then lemma 4.2 and the \( L^2 \)-automorphism of \( S_j \) lead to
\[ \sum_{j \in I} \left| \int S_y \partial_j \partial_x^{-1} J_{m}^{I} F_j (u, \partial_x u) \right| L^2 \]
\[ \leq \sum_{j, k \in I} \left( \left| \int S_y \partial_j \partial_x^{-1} J_{m}^{I} F_j (u, \partial_x u) \right| L^2 + \left| \int S_y \partial_j \partial_x^{-1} J_{m}^{I} F_j (u, \partial_x u) \right| L^2 \right) + \sum_{j \in I} \| S_y \partial_j \| L^2 \]
\[ \leq C e^{2/3} C e^{2/3} \| u \|_{H^1} \sum_{k \in I} \int_{R} \Phi (t, x) \left| S_{k} \partial_x^{-1/2} v_{k} (t, x) \right| dx \]
\[ + C e^{2/3} \| u \|_{H^1} (1 + e^{-4/3}) \| u \|_{H^1} + e^{-4/3} \| u \|_{H^1} ) \| u \|_{H^2} \sum_{k \in I} \| v_{k} \| L^2 \]
\[ \leq C e^{2/3} \sum_{k \in I} \int_{R} \Phi (t, x) \left| S_{k} \partial_x^{-1/2} v_{k} (t, x) \right| dx + \frac{C e^{2/3}}{(1 + t)^{1 - 2 \gamma / 3}} \]
with some positive constant \( C_0 \) not depending on \( \varepsilon \). Summing up, we obtain
\[ \frac{d}{dt} \sum_{j \in I} \| S_y \partial_j (t) \| L^2 \leq \sum_{k \in I} \left( 2 C e^{2/3} - \frac{1}{|m_k|} \right) \int_{R} \Phi (t, x) \left| S_{k} \partial_x^{-1/2} v_{k} (t, x) \right| dx \]
\[ + \frac{C e^{2/3}}{(1 + t)^{1 - 2 \gamma / 3}} + \frac{C e^{2/3}}{(1 + t)^{1 - 2 \gamma / 3}} \]
\[ \leq \frac{C e^{2/3}}{(1 + t)^{1 - 2 \gamma / 3}} , \]
provided that
\[ 2 C e^{2/3} \leq \frac{1}{\min_{l \in \mathcal{N}} |m_l|} . \]
Integrating with respect to \( t \), we have
\[ \sum_{j \in I} \| S_y \partial_j (t) \| L^2 \leq C e^{2} + C e^{2} (1 + t)^{2 \gamma / 3} \leq C e^{2} (1 + t)^{2 \gamma / 3} , \]
whence
\[ \sum_{j \in I} \| \partial_j^{-1} J_{m}^{I} F_j (t) \| L^2 \leq C e^{2} (1 + t)^{2 \gamma / 3} , \]
as required. \( \square \)

### 5.2. Estimates for \( \alpha \)

In the second part, we are going to show \( \langle \xi \rangle^2 |\alpha(t, \xi) | \leq C e \) for \( (t, \xi) \in [0, T] \times \mathbb{R} \) under the assumption (5.1). If \( t \in [0, 1] \), the Sobolev imbedding yields this estimate immediately. Hence we have only to consider the case of \( t \in [1, T] \). We set
\[ \rho (t, \xi) = \mathcal{F} J_{m}^{I} \mathcal{L}^{-1} \left[ F_j (u, \partial_x u) - \frac{1}{t} \right] (\xi; \alpha(t, \xi)) \]
and \( \rho = (\rho_j)_{j \in I_N} \), so that

\[
i\partial_t \alpha(t, \xi) = \mathcal{F}_{m N}^{-1} [\mathcal{L}_m u_j] = \mathcal{F}_{m N}^{-1} [F_j(u, \partial_x u)] = \frac{1}{t} \rho_j(\xi; \alpha(t, \xi)) + \rho_j(t, \xi).
\]

(5.6)

We also put \( \nu(t, \xi) = \sqrt{\langle \alpha(t, \xi), A\alpha(t, \xi) \rangle_{\mathbb{C}^N}} \), where \( A \) is the positive Hermitian matrix appearing in the condition (b_0). Remark that

\[
\sqrt{\kappa} |\alpha(t, \xi)| \leq \nu(t, \xi) \leq \sqrt{\kappa'} |\alpha(t, \xi)|,
\]

(5.7)

where \( \kappa \) and \( \kappa' \) are the smallest and largest eigenvalues of \( A \), respectively. It follows from (b_0) that

\[
\partial_t \nu(t, \xi)^2 = 2 \text{Im}(i \partial_t \alpha(t, \xi) A \alpha(t, \xi))_{\mathbb{C}^N}
\]

\[
= \frac{2}{t} \text{Im}(\rho(\xi; \alpha(t, \xi)), A\alpha(t, \xi))_{\mathbb{C}^N} + 2 \text{Im}(\rho(t, \xi), A\alpha(t, \xi))_{\mathbb{C}^N}
\]

\[
\leq 0 + C |\rho(t, \xi)| \nu(t, \xi).
\]

This leads to

\[
\nu(t, \xi) \leq \nu(1, \xi) + C \int_1^t |\rho(\tau, \xi)| d\tau \leq \frac{C \varepsilon}{\langle \xi \rangle^2} + \frac{C \varepsilon^2}{\langle \xi \rangle^2} \int_1^\infty \frac{d\tau}{t^{3/4 - \gamma}} \leq \frac{C \varepsilon}{\langle \xi \rangle^2},
\]

(5.8)

provided that we have

\[
|\rho_j(t, \xi)| \leq \frac{C \varepsilon^2}{t^{3/4 - \gamma}}.
\]

(5.9)

As we shall see soon later, (5.9) holds true under the condition (a) and the assumption (5.1). By (5.7) and (5.8), we arrive at

\[
\langle \xi \rangle^2 |\alpha_j(t, \xi)| \leq C |\xi|^2 \nu(t, \xi) \leq C \varepsilon,
\]

as required.

It remains to prove (5.9). To this end, we introduce the following lemma:

**Lemma 5.2.** Suppose that the condition (a) is satisfied. For a \( \mathbb{C}^N \)-valued function \( u = (u_j(t, x))_{j \in I_N} \), we set \( \alpha(t, \xi) = \mathcal{F}_{m N} (U_m(t^{-1})^{-1} u(t, \cdot))(\xi) \) and \( \alpha_j(t, \xi) \). Then we have

\[
\left\| \mathcal{F}_{m N}^{-1} [\partial_x F_j(u, \partial_x u)] - \frac{(im\xi)^j}{t} \rho_j(\xi; \alpha) \right\|_{L^\infty} \leq \frac{C}{t^{3/4}} \sum_{k=1}^N (\|u_k(t)\|_{L^p} + \|Abs u_k(t)\|_{L^p})^3
\]

for \( j \in I_N \), \( l \in \{0, 1, 2\} \) and \( t \geq 1 \).

Once this lemma is verified, the desired estimate (5.9) follows immediately. Indeed,
\[
|\rho(t, \xi)| \leq \frac{C}{\langle \xi \rangle^2} \sum_{i=0}^{2} |(\text{im} \xi) \rho(t, \xi)| = \frac{C}{\langle \xi \rangle^2} \sum_{i=0}^{2} F_{m}^i \mathcal{U}^{-1}_{m} [\partial_{x} F_j(u, \partial_{x} u)] - \frac{(\text{im} \xi)^{y}}{t} |\xi|^2 \alpha(t, \xi) | \leq \frac{C}{\langle \xi \rangle^2} \cdot \frac{C}{t^{3/4}} \left( E(T) \gamma \right)^{3} \leq \frac{C \varepsilon}{\langle \xi \rangle^2} \cdot \frac{C}{t^{3/4-\gamma}}.
\]

The rest part of this section is devoted to the proof of lemma 5.2. For simplicity of exposition, we treat only the case where \( F_j = (\partial_{x} u_1)(\partial_{x} u_2)(\partial_{x} u_3) \) with \( m_j = m_1 - m_2 + m_3 \). The general case can be shown in the same way.

We set \( \alpha_{k}^{(i)} = (\text{im} \xi)^{y} \alpha_{k} \) for \( s \in \mathbb{Z}_{20} \), so that

\[
\partial_{x} u_k = \mathcal{U}_{m} \alpha_{m}^{-1} \alpha_{k}^{(i)} = \mathcal{M}_{m} \mathcal{D} \mathcal{W}_{m} \alpha_{m}^{(i)}, \quad \partial_{x} u_k = \mathcal{U}_{m} \alpha_{m}^{-1} \alpha_{k}^{[i]}.
\]

Remark that

\[
\alpha_{k}^{(i)} = (\text{im} \xi)(-\text{im} \xi)(\text{im} \xi) \alpha_{1} \alpha_{2} \alpha_{3} = \alpha_{1}^{(i)} \alpha_{2}^{(i)} \alpha_{3}^{(i)}.
\]

Now we consider the simplest case \( l = 0 \). By the factorization of \( \mathcal{U}_{m} \) and the condition \( m_j = m_1 - m_2 + m_3 \), we have

\[
F_{m}^i \mathcal{U}^{-1}_{m} F_j = \mathcal{W}^{-1}_{m} \mathcal{D} \mathcal{W}^{-1}_{m} \left( (\mathcal{M}_{m} \mathcal{D} \mathcal{W}_{m} \alpha_{m}^{(i)})(\mathcal{M}_{-m} \mathcal{D} \mathcal{W}_{m} \alpha_{m}^{(i)}) \right) = \frac{1}{t} \mathcal{W}^{-1}_{m} \left[ (\mathcal{W}_{m} \alpha_{m}^{(i)})(\mathcal{W}_{-m} \alpha_{m}^{(i)}) \right] = \frac{1}{t} \rho(t, \xi) + \frac{1}{t} r_{0},
\]

where

\[
r_{0} = \mathcal{W}^{-1}_{m} \left[ (\mathcal{W}_{m} \alpha_{m}^{(i)})(\mathcal{W}_{-m} \alpha_{m}^{(i)}) \right] = \alpha_{1}^{(i)} \alpha_{2}^{(i)} \alpha_{3}^{(i)}.
\]

Since we can rewrite it as

\[
r_{0} = (\mathcal{W}^{-1}_{m} - 1) \left[ (\mathcal{W}_{m} \alpha_{m}^{(i)})(\mathcal{W}_{-m} \alpha_{m}^{(i)}) \right] + (\mathcal{W}_{m} - 1) \alpha_{1}^{(i)} \alpha_{2}^{(i)} \alpha_{3}^{(i)}
\]

we can apply (3.4) and the Sobolev imbedding \( H^{1}(\mathbb{R}) \hookrightarrow L^{\infty}(\mathbb{R}) \) to obtain

\[
\|r_{0}\|_{L^{\infty}} \leq C t^{-1/4} \|u\|_{H^{1}} \|\alpha\|_{H^{2}} \|\alpha\|_{H^{2}}.
\]

Next we consider the case of \( l = 1 \). By (3.2) with \( m = m_j \), \( \mu = m_1 \), \( f_1 = \partial_{x} u_1 \), \( f_2 = \partial_{x} u_2 \), \( f_3 = \partial_{x} u_3 \), we have

\[
\partial_{x} F_j = \frac{m_j}{m_1} (\partial_{x}^{2} u_1)(\partial_{x} u_2)(\partial_{x} u_3) + \frac{R_{i}}{t}, \quad (5.10)
\]

where
\[ R_1 = -im_j J_m \left[ (\partial_t u_1)(\overline{\partial_x u_2})(\overline{\partial_t u_3}) \right] + im_j (J_m \partial_t u_1)(\overline{\partial_x u_2})(\partial_t u_3). \]

By applying lemma 3.1 to the first term and using lemma 3.4, we see that
\[
\| \mathcal{F}_m \mathcal{U}_m^{-1/2} R_1 \|_{L^{\infty}} \leq C \| J_m \partial_t u_1 \|_{L^2} \| \partial_x u_2 \|_{L^2} \| \partial_t u_3 \|_{L^2} + C \| \partial_t u_1 \|_{L^2} \| J_m \partial_x u_2 \|_{L^2} \| \partial_t u_3 \|_{L^2} + C \| \partial_x u_2 \|_{L^2} \| J_m \partial_x u_2 \|_{L^2} \| \partial_t u_3 \|_{L^2} \\
\leq \frac{C}{t^{1/2}} \sum_{k=1}^3 \| u_k \|_{H^k}^3 + \| J_m u_k \|_{H^k}^3, \tag{5.11}
\]

where we have used the inequality \( \| \phi \|_{L^\infty} \leq C t^{-1/2} \| \phi \|_{L^2} \| J_m \phi \|_{L^2}^3 \) and the commutation relation \([\partial_x, J_m] = 1\) in the last line. As for the first term of (5.10), similar computations as in the previous case lead to
\[
\mathcal{F}_m \mathcal{U}_m^{-1} \left[ (\partial_x u_2)(\overline{\partial_t u_3})(\partial_t u_3) \right] = \frac{1}{t} \mathcal{W}_m^{-1} (\mathcal{W}_m \alpha_1(2) \overline{\mathcal{W}_m \alpha_2}) (\mathcal{W}_m \alpha_3(1)) \]
\[
= \frac{1}{t} \alpha_1(2) \overline{\alpha_2(1)} \alpha_3(1) + \frac{r_1}{t},
\]

where
\[
r_1 = \mathcal{W}_m^{-1} (\mathcal{W}_m \alpha_1(2) \overline{\mathcal{W}_m \alpha_2(1)} (\mathcal{W}_m \alpha_3(1))) = \alpha_1(2) \overline{\alpha_2(1)} \alpha_3(1).
\]

This can be estimated as follows:
\[
\| r_1 \|_{L^\infty} \leq C t^{-1/4} \| \partial_t u_1 \|_{H^k} \| u_2 \|_{H^k} \| u_3 \|_{H^k}.
\]

Moreover, we observe that
\[
\frac{im_j \xi}{t} p_j(\xi; \alpha) = \frac{m_j}{m_1} \frac{im_j \xi}{t} (\partial_{\xi j}^3) = \frac{m_j}{m_1} \frac{1}{t} \alpha_1(2) \overline{\alpha_2(1)} \alpha_3(1).
\]

Piecing them together, we arrive at
\[
\left\| \mathcal{F}_m \mathcal{U}_m^{-1} \partial_j F_j - \frac{im_j \xi}{t} p_j(\xi; \alpha) \right\|_{L^{\infty}} = \frac{1}{t} \left\| \frac{m_j}{m_1} r_1 + \mathcal{F}_m \mathcal{U}_m^{-1} R_1 \right\|_{L^{\infty}} \leq \frac{C}{t} (\| r_1 \|_{L^\infty} + \mathcal{F}_m \mathcal{U}_m^{-1} R_1) \leq \frac{C}{t^{5/4}} \sum_{k=1}^3 \| u_k(t, \cdot) \|_{H^k}^3 + \| J_m u_k(t, \cdot) \|_{H^k}^3 \tag{5.12},
\]
as desired. Finally we consider the case of \( l = 2 \). By (3.3) with \( m = m_j, \mu_1 = m_1 \) and \( \mu_2 = -m_2 \), we have
\[
\partial_j^2 F_j = \frac{m_j^2}{-m_1 m_2} (\partial_x^2 u_1)(\partial_x u_2)(\partial_t u_3) + \frac{R_2}{t},
\]

where
\[
R_2 = \frac{im_j^2}{m_1} J_m \left[ (\partial_x^2 u_1)(\overline{\partial_t u_2})(\partial_t u_3) \right] + \frac{im_j^2}{m_1} (\partial_x^2 u_1)(\overline{J_m \partial_x u_2})(\partial_t u_3) \]
\[
- im_j \partial_x J_m \left[ (\partial_t u_1)(\overline{\partial_x u_2})(\partial_t u_3) \right] + im_j \partial_x \left[ (J_m \partial_t u_1)(\overline{\partial_x u_2})(\partial_t u_3) \right].
\]
As in the derivation of (5.11), we see that
\[
\|F_{m}\mathcal{U}_{m}^{-1}R_{f}\|_{L^{\infty}} \leq C_{t}^{-1/2} \sum_{k=1}^{3} (\|u_{k}\|_{H^{3}} + \|J_{m}u_{k}\|_{H^{3}})^{3}.
\]

Similarly to the previous cases, we can also show that
\[
\mathcal{F}_{m}\mathcal{U}_{m}^{-1}[(\partial_{\xi}^{2}u_{1})(\partial_{\xi} u_{2})(\partial_{\xi} u_{3})] = \mathcal{W}_{m}^{-1}[\mathcal{W}_{m}\alpha_{1}^{(2)}(\mathcal{W}_{m}\alpha_{2}^{(2)})(\mathcal{W}_{m}\alpha_{3}^{(1)})] - \alpha_{1}^{(2)}\alpha_{2}^{(2)}\alpha_{3}^{(1)}.
\]

where
\[
r_{2} = \mathcal{W}_{m}^{-1}[\mathcal{W}_{m}\alpha_{1}^{(2)}(\mathcal{W}_{m}\alpha_{2}^{(2)})(\mathcal{W}_{m}\alpha_{3}^{(1)}) - \alpha_{1}^{(2)}\alpha_{2}^{(2)}\alpha_{3}^{(1)}].
\]

Note that
\[
\|r_{2}\|_{L^{\infty}} \leq C_{t}^{-1/4} \|\partial_{\xi} u_{1}\|_{H^{3}} \|\partial_{\xi} u_{2}\|_{H^{3}} \|\partial_{\xi} u_{3}\|_{H^{3}}.
\]

Therefore we have
\[
\mathcal{F}_{m}\mathcal{U}_{m}^{-1}[(\partial_{\xi}^{2}u_{1})(\partial_{\xi} u_{2})(\partial_{\xi} u_{3})] - \frac{(im\xi)^{2}}{m_{j}} \mathcal{P}_{j}(\xi; \alpha) + \frac{r_{2}}{t}.
\]

which completes the proof of lemma 5.2.

\[\Box\]

6. Proof of the main theorems

Now we are in a position to prove theorems 2.1–2.4.

6.1. Proof of theorem 2.1

First let us recall the local existence theorem. For fixed $t_{0} \geq 0$, let us consider the initial value problem
\[
\begin{align*}
\mathcal{L}_{m} u_{j} &= F_{j}(u, \partial_{\xi} u), & t > t_{0}, & x \in \mathbb{R}, & j \in I_{N},
\end{align*}
\]
\[
\begin{align*}
u_{j}(t_{0}, x) &= \psi_{j}(x), & x \in \mathbb{R}, & j \in I_{N},
\end{align*}
\]

(6.1)

**Lemma 6.1.** Let $\psi = (\psi_{j})_{j \in I_{N}} \in H^{3} \cap H^{2.1}$. There exists a positive constant $\varepsilon_{0}$ which is independent of $t_{0}$ such that the following holds: for any $\varepsilon \in (0, \varepsilon_{0})$ and $M \in (0, \infty)$, one can choose a positive constant $\tau^{*} = \tau^{*}(\varepsilon, M)$, which is independent of $t_{0}$, such that (6.1) admits a unique solution $u = (u_{j})_{j \in I_{N}} \in C([t_{0}, t_{0} + \tau^{*}); H^{3} \cap H^{2.1})$, provided that
\[
\|\psi\|_{H^{3}} \leq \varepsilon \quad \text{and} \quad \sum_{l=0}^{1} \sum_{j \in I_{N}} \left\| x + \frac{t_{0}}{m_{j}} \partial_{\xi} \right\|_{H^{3-l}} \psi_{j} \leq M.
\]
We omit the proof of this lemma because it is standard (see e.g. appendix of [17] for the proof of similar lemma in the quadratic nonlinear case).

Now we are going to prove the global existence by the so-called bootstrap argument. Let $T^*$ be the supremum of all $T \in (0, \infty)$ such that the problem (1.1) admits a unique solution $u \in C([0, T); H^3 \cap H^3_1)$. By lemma 6.1 with $t_0 = 0$, we have $T^* > 0$ if $\| \varphi \|_{H^{3/2}} \leq \varepsilon < \varepsilon_0$. We also set

$$T_* = \sup \{ \tau \in [0, T^*) \mid E(\tau) \leq \varepsilon^{2/3} \}.$$ 

Note that $T_* > 0$ because of the continuity of $[0, T^*) \ni \tau \mapsto E(\tau)$ and $\| \varphi \|_{H^{3/2}} = \varepsilon \leq \frac{1}{2} \varepsilon^{2/3}$ if $\varepsilon \leq 1/8$.

We claim that $T_* = T^*$ if $\varepsilon$ is small enough. Indeed, if $T_* < T^*$, lemma 5.1 with $t_0 = 0$ yields

$$E(T_*) \leq K\varepsilon \leq \frac{1}{2} \varepsilon^{2/3}$$

for $\varepsilon \leq \varepsilon_2 := \min \{ \varepsilon_1, 1/(2K)^3 \}$, where $K$ and $\varepsilon_1$ are mentioned in lemma 5.1. By the continuity of $[0, T^*) \ni \tau \mapsto E(\tau)$, we can take $T^* \in (T_*, T^*)$ such that $E(T^*) \leq \varepsilon^{2/3}$, which contradicts the definition of $T_*$. Therefore we must have $T_* = T^*$. By using lemma 5.1 with $T = T_*$ again, we see that

$$\sum_{l=0}^{1} \sum_{j \in I_j} \| J^l_m u_j(t, \cdot) \|_{H^{3/2}} \leq K\varepsilon(1 + t)^{\frac{3}{2}}$$

for $t \in [0, T^*)$. In particular we have

$$\sup_{t \in [0, T^*)} \| u(t) \|_{H^3} \leq C \sup_{(t, \xi) \in [0, T^*) \times \mathbb{R}} \langle |\xi|^3, \alpha(t, \xi) \rangle \leq C' \varepsilon$$

with some $C' > 0$.

Next we assume $T^* < \infty$. Then, by setting $\varepsilon_3 = \min \{ \varepsilon_2, \varepsilon_0/2C' \}$ and $M = K\varepsilon_3(1 + T^*)^{3/2}$, we have

$$\sup_{t \in [0, T^*)} \| u(t) \|_{H^3} \leq \varepsilon_0/2 < \varepsilon_0$$

as well as

$$\sup_{t \in [0, T^*)} \| u(t) \|_{H^3} \leq \varepsilon_0/2 < \varepsilon_0$$

for $\varepsilon \leq \varepsilon_3$. By lemma 6.1, there exists $\tau^* > 0$ such that (1.1) admits the solution $u \in C([0, T^* + \tau^*); H^3 \cap H^3_1)$. This contradicts the definition of $T^*$, which means $T^* = +\infty$ for $\varepsilon \in (0, \varepsilon_3)$. Moreover, we have

$$\| u(t) \|_{L^2} \leq C \sup_{\xi \in \mathbb{R}} \langle |\xi|^3, \alpha(t, \xi) \rangle \leq C\varepsilon \varepsilon_3 \varepsilon$$

By using lemma 3.3 and the inequality obtained above, we also have

$$|u_j(t, x)| \leq \frac{C}{t^{3/2}} |\alpha_j(t, \xi)| + \frac{C}{t^{1/2}} (\| u_j(t) \|_{L^2} + \| J^l_m u_j(t) \|_{L^2}) \leq \frac{C\varepsilon}{t^{3/2}}$$

for $t \geq 1$ and $j \in I_0$. This completes the proof of theorem 2.1. \hfill \Box
6.2. Proof of theorems 2.2 and 2.3

The proof of theorems 2.2 and 2.3 heavily relies on the following lemma due to [19]. Note that special cases of this lemma have been used previously in [18] and [25] less explicitly.

**Lemma 6.2 ([19]).** Let $C_0 > 0$, $C_1 > 0$, $p > 1$ and $q > 1$. Suppose that $\Psi(t)$ satisfies

$$\frac{d\Psi}{dt}(t) \leq -\frac{C_0}{t} |\Psi(t)|^p + \frac{C_1}{t^q}$$

for $t \geq 2$. Then we have

$$\Psi(t) \leq \frac{C_2}{(\log t)^{\rho^* - 1}}$$

for $t \geq 2$, where $\rho^*$ is the Hölder conjugate of $p$ (i.e. $1/p + 1/\rho^* = 1$), and

$$C_2 = \left( \frac{p^*}{C_0 p} \right)^{\rho^* - 1} + (\log 2)^{\rho^* - 1}p(2) + \frac{C_1}{\log 2} \int_2^{\infty} (\log t)^{\rho^*} \frac{dt}{t^q}.$$

With $\xi \in \mathbb{R}$ fixed, we set $\Psi(t) = (\alpha(t, \xi), \alpha(t, \xi))_{C_0}$, where $A$ is the positive Hermitian matrix appearing in the condition (b). Then we deduce from (5.6) and (5.9) that $\Psi(t)$ satisfies

$$\frac{d\Psi}{dt}(t) \leq -\frac{2C_1}{t} |\alpha(t)|^4 + C |\rho(t, \xi)||\alpha(t, \xi)| \leq \frac{-2C_1}{t} |\Psi(t)|^2 + \frac{C_1}{\epsilon(t)^{1/54 - 1/4}}$$

for $t \geq 2$, where $C_+$ is the positive constant appearing in the condition (b1) and $\kappa_*$ is the smallest eigenvalue of $A$. We also have $\Psi(t) \leq C|\alpha(2, \xi)|^2 \leq C\epsilon^2(\xi)^{-2}$. So we can apply lemma 6.2 with $p = 2$, $q = 5/4 - \gamma$ to obtain

$$|\alpha(t, \xi)|^2 \leq C\Psi(t) \leq \frac{1}{(\log t)^{-1}} \left( \frac{\kappa_*^2}{2C_1} + \frac{C_1^2}{\epsilon(t)} \right) \leq \frac{C}{\log t}.$$

From lemma 3.3 it follows that

$$|u(t, x)| \leq \frac{C}{t \log t} \sup_{\xi \in \mathbb{R}} |\alpha(t, \xi)| + \frac{C}{t \log t} (\|u(t, x)\|_{L^2} + \|J_\alpha u(t, x)\|_{L^2})$$

$$\leq \frac{C}{(t \log t)^{1/2}} + \frac{C_1}{t^{3/4 - 1/3}}$$

$$\leq \frac{C}{(t \log t)^{1/2}},$$

for $t \geq 2$, $x \in \mathbb{R}$ and $j \in I_\nu$. On the other hand, we already know that $|u(t, x)| \leq C\epsilon(1 + t)^{-1/2}$ for $t \geq 0$. Hence we arrive at

$$(1 + t)(1 + s^2 \log(t + 2))|u(t, x)|^2 \leq C\epsilon^2$$

for $t \geq 0$, which implies the desired pointwise decay estimate. By the Fatou lemma we also have

$$\limsup_{t \to +\infty} \|u(t, x)\|^2_{L^2} \leq \int_{\mathbb{R}} \limsup_{t \to +\infty} |\alpha(t, \xi)|^2 d\xi = 0,$$

which leads to decay of $\|u(t)\|_{L^2}$ as $t \to +\infty$, as stated in theorem 2.2.
Under the stronger condition (b2), we have
\[
\frac{d\Psi}{dt}(t) \leq -\frac{2C_\ast\langle\xi\rangle^2/\xi^2}{t}\vert\Psi(t)\vert^2 + \frac{C\varepsilon^3}{\langle\xi\rangle^2 t^{3/4-\gamma}}.
\]
for \( t \geq 2 \). Therefore lemma 6.2 again yields
\[
|\alpha(t, \xi)|^2 \leq \frac{1}{\log t} \left( \frac{\kappa^2}{2C_\ast\langle\xi\rangle^2} + \frac{C^2}{\langle\xi\rangle^4} \right) \leq \frac{C}{\langle\xi\rangle^2 \log t},
\]
whence
\[
\|u(t)\|_{L^2} = \|\alpha(t)\|_{L^2} \leq C \sup_{\xi \in \mathbb{R}}|\alpha(t, \xi)| \leq \frac{C}{\sqrt{\log t}}
\]
for \( t \geq 2 \). This yields theorem 2.3. □

6.3. Proof of theorem 2.4

For given \( \delta > 0 \), we set \( \gamma = \min \{\delta, 1/5\} \in (0, 1/4) \). Remember that we have already shown that
\[
|\alpha_j(t, \xi)| \leq \frac{C\varepsilon}{\langle\xi\rangle^2}, \quad |\rho_j(t, \xi)| \leq \frac{C\varepsilon^2}{\langle\xi\rangle^2 t^{3/4-\gamma}}
\]
for \( t \geq 1, \xi \in \mathbb{R} \) and \( j \in I_N \). These estimates allow us to define \( \alpha^+ = (\alpha^+_j)_{j \in I_N} \in L^2 \cap L^\infty \) by
\[
\alpha^+_j(\xi) := \alpha_j(1, \xi) - i \int_1^\infty \rho_j(t', \xi) dt'.
\]
On the other hand, the condition (b3) and (5.6) lead to
\[
\alpha_j(t, \xi) = \alpha_j(1, \xi) - i \int_1^t \rho_j(t', \xi) dt',
\]
whence
\[
\|\alpha(t) - \alpha^+_j\|_{L^2 \cap L^\infty} \leq \int_j^\infty \|\rho(t', \cdot)\|_{L^2 \cap L^\infty} dt' \leq C\varepsilon^2 t^{-1/4+\gamma}.
\]
Now we set \( \varphi^+_j := \mathcal{F}_m^{-1}[\alpha^+_j] \). Then we have
\[
\|u(t) - U_m \varphi^+_j\|_{L^2} = \|\mathcal{F}_m U_m^{-1} u(t) - \mathcal{F}_m \varphi^+_j\|_{L^2}
\]
\[
= \|\alpha_j(t) - \alpha^+_j\|_{L^2} \leq C\varepsilon^2 t^{-1/4+\gamma}.
\]
By lemma 3.3 and the inequality obtained above, we also have
\[ \|u(t) - M_{m}DF_{m}\phi^{+}\|_{L^\infty} \]
\[ \leq \|u(t) - M_{m}DF_{m}U_{m}^{-1}\|_{L^\infty} + \|M_{m}D(\alpha(t) - \alpha^{+})\|_{L^\infty} \]
\[ \leq CT^{-3/4}(\|u(t)\|_{L^2} + \|u_{m}u(t)\|_{L^2}) + C\sqrt{2t}^{-1/2-1/4+\gamma} \]
\[ \leq C(T^{-3/4+\gamma/3} + C\sqrt{2t}^{-1/2-1/4+\gamma}) \]
for \( t \geq 1 \).

**Remark 6.1.** We put \( \varphi = \epsilon'\psi_j \) with \( \psi_j \not\equiv 0 \) and \( \epsilon' \in (0, \epsilon^*) \), where \( \epsilon^* > 0 \) is chosen suitably small so that theorem 2.4 is valid. Then we can check that the corresponding \( \varphi_j^+ \) satisfies
\[ \|\varphi_j^+\|_{L^2} = \|\alpha_j^+\|_{L^2} \geq \epsilon'\|\psi_j\|_{L^2} - C^*(\epsilon')^3 \]
with some \( C^* > 0 \). Therefore \( \varphi_j^+ \) does not identically vanish if \( \epsilon' < \min\{\epsilon^*, \sqrt{|\psi_j\|_{L^2}/C^*}\} \).
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**Appendix. Proof of lemma 4.1**

In this appendix, we shall give the proof of lemma 4.1 in the similar way as section 2 of [10] with slight modifications. We first state the following useful lemma without proof, which is a special case of lemma 2.1 of [10].

**Lemma A.1.** We have
\[ |\partial| + |\partial| \|g\|_{L^2} \]
\[ \leq C\|g\|_{w} \|\varphi\|_{L^2}. \]

**Proof of lemma 4.1.** As in the standard energy method, we compute
\[ \frac{1}{2}\frac{d}{dt}\|S\|_{L^2}^2 = \text{Im}\langle L_{m}Sv, Sv \rangle_{L^2} = \text{Im}\langle S L_{m}v, Sv \rangle_{L^2} + \text{Im}\langle [L_{m}, S]v, Sv \rangle_{L^2}. \]

We also note that
\[ [L_{m}, S]v = -\frac{i}{|m|}\phi S|\partial_{x}|v + Q, \]
where
\[ Q = \frac{1}{2m}\phi^2 Sv - \frac{i}{2|m|}(\partial_{x}\phi)\mathcal{H}v + \text{sgn}(m)\left( \int_{-\infty}^{x} \partial_{y}\phi(t, y)dy \right)\mathcal{H}v. \]
Remark that \( |\partial_{x}| = \sqrt{\alpha}, \partial_{x}^{2} = -1 \), and that \( \mathcal{H} \) is \( L^2 \)-bounded. Now we set \( v_{k}^{(l)} = \partial_{x}w_{k}^{(l)} \)
for \( l \in \mathbb{Z}_{2l} \). Then, since
\[ \partial_t \Phi = 2\eta \sum_{l=0}^{1} \sum_{k \in \mathbb{N}} \text{Im} \left( (i\partial_l w_k^{(l)}) w_k^{(l)} \right) \]
\[ = 2\eta \sum_{l=0}^{1} \sum_{k \in \mathbb{N}} \text{Im} \left\{ \left( -\frac{1}{2\mu_k} \partial^2 w_k^{(l)} + \partial_x \mathcal{L}_{\mu_k} w_k \right) w_k^{(l)} \right\} \]
\[ = 2\eta \sum_{l=0}^{1} \sum_{k \in \mathbb{N}} \text{Im} \left\{ \partial_l \left( -\frac{1}{2\mu_k} (\partial_l w_k^{(l)}) w_k^{(l)} \right) + \frac{1}{2\mu_k} \left( \partial_w w_k^{(l)} \right)^2 + (\partial_x \mathcal{L}_{\mu_k} w_k) w_k^{(l)} \right\} \]
\[ = 2\eta \sum_{l=0}^{1} \sum_{k \in \mathbb{N}} \left\{ \partial_l \left( -\frac{1}{2\mu_k} (\partial_l w_k^{(l)}) w_k^{(l)} \right) + (\partial_x \mathcal{L}_{\mu_k} w_k) w_k^{(l)} \right\} , \]

we see that
\[
\left| \int_{-\infty}^{\infty} \partial_t \Phi(t, y) dy \right| = 2\eta \sum_{l=0}^{1} \sum_{k \in \mathbb{N}} \text{Im} \left\{ -\frac{1}{2\mu_k} (\partial_l w_k^{(l)}) w_k^{(l)} + \int_{-\infty}^{\infty} (\partial_x \mathcal{L}_{\mu_k} w_k) w_k^{(l)} dy \right\} \]
\[ \leq C\eta \left( \|w\|^2_{H^\infty} + \sum_{k \in \mathbb{N}} \|\mathcal{L}_{\mu_k} w_k\|_{H^\infty} \|w_k\|_{H^r} \right) . \]

Therefore we obtain
\[
\frac{d}{dt} \|Sv\|_{L^2}^2 + \frac{2}{|m|} \text{Re} \langle \Phi_S | \partial_x | v, Sv \rangle_{L^2} \leq 2 \|S L_{\mu_k} v, Sv \|_{L^2}^2 + C(t) \|Sv\|_{L^2}^2 , \quad (A.2) \]
where
\[
B(t) = e^{C\|\Phi\|_{L^\infty}} \left( \|\Phi\|_{L^\infty} + \|\partial_x \Phi\|_{L^\infty} + \eta \|w\|_{H^\infty}^2 + \eta \sum_{k \in \mathbb{N}} \|\mathcal{L}_{\mu_k} w_k\|_{H^r} \|w_k\|_{H^r} \right) . \]

Next we observe that
\[
w_k^{(l)} | \partial_x | v = w_k^{(l)} S \partial_x H v
\[ = \partial_t (w_k^{(l)} S H v) + [w_k^{(l)} S, \partial_t] H v
\[ = -|\partial_t|^{1/2} |\partial_x|^{1/2} H w_k^{(l)} S H v + [w_k^{(l)} S, \partial_t] H v
\[ = |\partial_t|^{1/2} (w_k^{(l)} S |\partial_x|^{1/2} v) + [w_k^{(l)} S, \partial_t] H v - |\partial_t|^{1/2} [|\partial_x|^{1/2} H, w_k^{(l)} S] H v , \]

which leads to
\[
\left\{ w_k^{(l)} S |\partial_x| v, w_k^{(l)} S v \right\}_{L^2} = \left\{ w_k^{(l)} S |\partial_x|^{1/2} v, |\partial_x|^{1/2} (w_k^{(l)} S v) \right\}_{L^2} + \left\{ [w_k^{(l)} S, \partial_t] H v, w_k^{(l)} S v \right\}_{L^2}
\[ \quad - \left\{ [|\partial_t|^{1/2} H, w_k^{(l)} S] H v, |\partial_x|^{1/2} (w_k^{(l)} S v) \right\}_{L^2}
\[ = \|w_k^{(l)} S |\partial_x|^{1/2} v\|_{L^2}^2 + X_{kl} , \]

where
By using Lemma A.1, we can see that all the commutators appearing in $X_{kl}$ are $L^2$-bounded and their operator norms are dominated by

$$B_2(t) = C e^{t|\Phi|_2} (\|w\|_{W^{1,\infty}} + \|w\|_{W^{1,\infty}} \|\Phi\|_{L^\infty}).$$

Hence we obtain

$$\|\sqrt{\Phi} S|\partial_i|^{1/2} v\|_{L^2}^2 - \text{Re} \langle \Phi S|\partial_i| v, Sv \rangle_{L^2}$$

$$= \sum_{l=0}^1 \sum_{k \in I_k} \eta \text{Re} \left( \|w_k^{(l)} S|\partial_i| v\|_{L^2}^2 - \langle w_k^{(l)} S|\partial_i| v, w_k^{(l)} Sv \rangle_{L^2} \right)$$

$$\leq \sum_{l=0}^1 \sum_{k \in I_k} \eta \|X_{kl}\|_{L^2}$$

$$\leq C \eta B_2(t) \sum_{l=0}^1 \sum_{k \in I_k} \|w_k^{(l)} S|\partial_i|^{1/2} v\|_{L^2} \|v\|_{L^2} + C \eta B_2(t)^2 \|v\|_{L^2}^2$$

$$\leq \frac{1}{2} \|\sqrt{\Phi} S|\partial_i|^{1/2} v\|_{L^2}^2 + C \eta B_2(t)^2 \|v\|_{L^2}^2,$$

where we have used the Young inequality in the last line. Therefore,

$$\frac{2}{|m|} \text{Re} \langle \Phi S|\partial_i| v, Sv \rangle_{L^2} \geq \frac{1}{|m|} \|\sqrt{\Phi} S|\partial_i|^{1/2} v\|_{L^2}^2 - C \eta B_2(t)^2 \|v\|_{L^2}^2. \quad (A.3)$$

From (A.2) and (A.3) it follows that

$$\frac{d}{dt} \|Sv\|_{L^2}^2 + \frac{1}{|m|} \|\sqrt{\Phi} S|\partial_i|^{1/2} v\|_{L^2}^2 \leq 2 \left( |S L_m v, Sv|_{L^2} \right) + C(B_1(t) + \eta B_2(t)^2) \|Sv\|_{L^2}^2.$$

Finally, by using $\|\Phi\|_{L^2} \leq C \eta \|w\|_{W^{1,\infty}} + \|\Phi\|_{L^2} \leq C \eta \|w\|_{W^{1,\infty}}$ and $\|\partial_i \Phi\|_{L^2} \leq C \eta \|w\|_{W^{1,\infty}}$, we have

$$B_1(t) + \eta B_2(t)^2 \leq C e^{C \eta \|w\|_{H^2}} \left( \eta^2 \|w\|_{W^{1,\infty}}^2 + \eta \|w\|_{W^{1,\infty}} + \eta \sum_{k \in B_k} \|L_m w_k\|_{H^1} \|w_k\|_{H^1} \right)$$

$$+ C \eta e^{C \eta \|w\|_{H^2}} (\|w\|_{W^{1,\infty}}^2 + C \eta^2 \|w\|_{W^{1,\infty}})$$

$$\leq C e^{C \eta \|w\|_{H^2}} \left( \eta \|w\|_{W^{1,\infty}}^2 + \eta^2 \|w\|_{W^{1,\infty}} + \eta \sum_{k \in B_k} \|L_m w_k\|_{H^1} \|w_k\|_{H^1} \right),$$

which yields the desired conclusion. \qed
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