Fixed-parameter decidability: Extending parameterized complexity analysis
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We extend the reach of fixed-parameter analysis by introducing classes of parameterized sets defined based on decidability instead of complexity. Known results in computability theory can be expressed in the language of fixed-parameter analysis, making use of the landscape of these new classes. On the one hand this unifies results that would not otherwise show their kinship, while on the other it allows for further exchange of insights between complexity theory and computability theory. In the landscape of our fixed-parameter decidability classes, we recover part of the classification of real numbers according to their computability. From this, using the structural properties of the landscape, we get a new proof of the existence of \( P \)-selective bi-immune sets. Furthermore, we show that parameter values in parameterized sets in our uniformly fixed-parameter decidability classes interact with both instance complexity and Kolmogorov complexity. By deriving a parameter based upper bound on instance complexity, we demonstrate how parameters convey a sense of randomness. Motivated by the instance complexity conjecture, we show that the upper bound on the instance complexity is infinitely often also an upper bound on the Kolmogorov complexity.
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1 Introduction

In the 1990s, four papers of Downey and Fellows [1, 5–7] enriched the field of computational complexity with parameterized complexity. In particular, their class, \( \text{FPT} \), of fixed-parameter tractable sets became a popular alternative to the long-standing representative of tractability, the class \( \text{P} \). The addition of parameters enables new ways of using limits and recursive definitions. Of particular interest are properties of elements that are preserved in the limit. For such properties, parameterized reasoning is especially suitable.

As it turns out, parameterized analysis was present in computability theory long before it found its way to complexity theory, despite the strong ties between both areas. However, for computability theory, a parameterized framework was never explicitly constructed. We shall make a start in filling this gap by showing how some classical results in computability theory can be neatly phrased in a context with parameters.

It will become clear that a naive formulation of decidability in the presence of parameters, \textit{fixed-parameter decidability}, wherein sets are included if the subsets corresponding to fixed parameter values are decidable, is too broad a concept to be meaningful. For example, any set for which the subsets for fixed parameter values are finite or cofinite would be considered fixed-parameter decidable. We shall explore two ways of augmenting the above definition in order to make fixed-parameter decidability applicable to settings of interest. The first is by posing additional uniformity conditions, which we do in § 3. The second is by confining uniformity into oracles, which we do in § 4. Wrapping nonuniformity in oracles inspires a novel type of fixed-parameter reducibility, which is of interest not only for fixed-parameter decidability, but also takes a natural place in the fixed-parameter tractability landscape.

Applications of fixed-parameter decidability to domains other than fixed-parameter tractability are given in §§ 5 & 6. A link with the computability of real numbers is shown in § 5. There, we also use the structural arrangement of fixed-parameter decidability classes in a novel proof of the existence of a \( P \)-selective bi-immune set. In § 6, typical measures of randomness are connected to the landscape of fixed-parameter decidability classes.
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Parameter values are shown to be related to both Kolmogorov complexity and instance complexity. This sheds new light on the instance complexity conjecture.

2 Preliminaries

In this text, we shall use a binary alphabet \( \mathbb{2} = \{0, 1\} \) and denote by \( \mathbb{2}^+ \) the set of finite non-empty binary strings. The set of natural numbers will be denoted by \( \mathbb{N} \). Central to the discussion will be the notion of a parameterized set.

**Definition 2.1** A parameterized set is a subset of \( \mathbb{2}^+ \times \mathbb{N} \). Given a parameter \( k \in \mathbb{N} \), the \( k \)th slice of a parameterized set \( A \) is the set

\[
A_k = \{ x \mid (x, k) \in A \}.
\]

A parameterized set \( A \) is convergent if we have:

\[
\forall x \exists k_0 \forall k \geq k_0 \ (x \in A_{k_0} \iff x \in A_k).
\] (1)

A convergent parameterized set \( A \) is said to converge to the unique limit \( A_\infty \) extending (1).

Throughout this text, a set named \( A \) will be a parameterized set, whereas a set named \( B \) will be an arbitrary set.

Parameterized sets that are not convergent can be interesting. In fact, the theory we shall develop in § 4 makes very little use of convergence. Nevertheless, fixed-parameter analysis is normally involved with convergent sets. Moreover, the implied convergence when considering fixed-parameter tractability is often of a particularly strong kind.

**Definition 2.2** A parameterized set \( A \) is monotonically non-decreasing, or simply monotonic, if, for all \( k \in \mathbb{N} \), we have \( A_k \subseteq A_{k+1} \). Every monotonic parameterized set \( A \) is convergent and it converges to the set \( A_\infty = \bigcup_k A_k \).

The alternative definition of a parameterized set that is used by Flum and Grohe [13] internalizes monotonicity and represents a kind of modulus of convergence. As a result, it poses a substantial restriction on what sets can be considered fixed-parameter tractable. Since most of the current work would not be possible with a monotonicity requirement in the definition of a parameterized set, we argue that the definition of Flum and Grohe is overly restrictive, even when focussing on computational complexity.

We shall use the standard notion of computability derived from accepting the *Turing machine* as a model for effective computation. Familiarity with Turing machines and oracle Turing machines is assumed. For a short overview of the relevant definitions, we refer to [19] and [9]. Notational conventions are mostly taken from [8, 9], in particular, the set of halting Turing machines, as encoded in \( \mathbb{2}^+ \), is denoted by \( \emptyset' \), the Turing jump of the empty set.

As is common, we shall define *computable partial functions* by associating, through coding, the input and output of a Turing machine with arguments and function values, respectively. Here, we leave the function value undefined if the Turing machine does not halt. Thus the class of Turing machines corresponds to the class of computable partial functions. A computable partial function is simply a *computable function* if it is nowhere undefined. We also define some related notions, which have to do with deciding the membership question of elements of sets.

**Definition 2.3** A Turing machine \( \Phi \) is a partial decision procedure for a given set \( B \) if we have, for all \( x \):

1. \( \Phi(x) = 0 \Rightarrow x \notin B \).
2. \( \Phi(x) = 1 \Rightarrow x \in B \).

Note that no requirements are in place for the situation where, given \( x \) as input, \( \Phi \) does not halt or outputs anything other than 0 or 1. A set \( B \) for which a partial decision procedure exists that outputs 1 on all members of \( B \), in other words, a procedure that correctly identifies the members of \( B \), is called semidecidable. Semidecidable sets are also known as computably enumerable sets or recursively enumerable sets. A partial decision procedure for a
set $B$ that always halts is called a consistent procedure with respect to $B$. Such a procedure can be interpreted as one that, when asked whether some $x$ is a member of $B$ answers ‘yes’, ‘no’, or ‘unresolved’. Further strengthening the definition by requiring that the output of $\Phi$ is always in 2, in other words, forbidding the ‘unresolved’ answer, yields the definition of a decision procedure. Sets for which a decision procedure exist are called decidable.

Turning to oracle Turing machines instead of plain Turing machines, we obtain familiar reducibility notions.

**Definition 2.4** An oracle Turing machine $\Phi$ is a Turing reduction from a set $B$ to a set $H$ if we have, for all $x$:

1. $\Phi^H(x) = 0 \iff x \notin B$.
2. $\Phi^H(x) = 1 \iff x \in B$.

Note that $\Phi$ is not required to halt on any input $x$ when equipped with an oracle different from $H$. Moreover, it is permitted to make queries to the oracle indefinitely. Restricting the latter, demanding that $\Phi$ makes only finitely many queries to the oracle, regardless the input, we get the definition of a weak truth-table reduction. Restricting the former, demanding that $\Phi$ halts on any input, regardless the oracle, we get the definition of a truth-table reduction. Indeed, a truth-table reduction is also a weak truth-table reduction. We can interpret the finitely many queries a truth-table reduction makes to the oracle on a given input $x$ as variables in a truth table, where the operational value of any given assignment to the variables in that truth table is the output of the reduction. Hence the name truth-table reduction.

## 3 Uniform and strongly uniform fixed-parameter decidability

A parameterized study of decidability was started already in 1965 [14,21], some 30 years before a parameterized investigation of computational complexity took off. Using the new terminology of fixed-parameter tractability [8], we can recast several old results into a unified framework. In particular, this opens the door for crossbreeding between parameterized decidability and computability research. One immediate result is that we observe that the most general definitions of fixed-parameter tractability classes [8] make no mention of any convergence criteria, whereas such criteria are part of all parameterized approaches to decidability from the onset. It appears to us that the tractability classes too would benefit from a convergence requirement. For our definition of uniform fixed-parameter decidability, we choose to restrict to convergent parameterized sets.

**Definition 3.1** A convergent parameterized set $A$ is uniformly fixed-parameter decidable if there is a computable function $\Phi : 2^+ \times \mathbb{N} \to 2$ such that $\Phi(x,k) = 1$ if we have $x \in A_k$ and $\Phi(x,k) = 0$ otherwise.

The set is strongly uniformly fixed-parameter decidable if there is an additional computable bounding function $g : 2^+ \to \mathbb{N}$ such that, for all $x \in 2^+$, we have $||\{k \mid \Phi(x,k) \neq \Phi(x,k+1)\}|| \leq g(x)$.

The classes of uniformly and strongly uniformly fixed-parameter decidable sets are designated by $uFPD$ and $suFPD$ respectively.

Note that a convergent parameterized set is uniformly fixed-parameter decidable precisely when it is decidable. However, decidability of the set is independent of decidability of its limit. Partial application of some $\Phi$ as in the above definition yields decision procedures for the slices of a parameterized set $A$, but this does not extend to $A_\infty$. For monotonic sets, though, fixed-parameter decidability is related to semidecidability of the limit.

**Lemma 3.2** For a set $B$, the following are equivalent:

1. There exists a monotonic parameterized set in $suFPD$ that converges to $B$.
2. The set $B$ is semidecidable.

**Proof.** 1 $\implies$ 2. We specify a partial decision procedure for $B$ that halts precisely on the members of $B$, based on a decision procedure $\Phi$ of the monotonic parameterized set. On input $x$, start iterating over possible values of $k$ until one is found such that we have $\Phi(x,k) = 1$. If one is eventually found, halt and output 1. Otherwise, by necessity, we keep computing forever.
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2 \implies 1. We construct a monotonic parameterized set via its decision procedure, using the partial decision procedure \( \psi \) of \( B \). On input \((x, k)\), we simulate the computation of \( \psi(x) \) for \( k \) steps. If \( \psi \) halts within \( k \) steps, we output accordingly. Otherwise, we output 0. 

As monotonic parameterized sets in \( \text{suFPD} \) are members of \( \text{suFPD} \) where the bounding function is the constant function yielding 1 (note that the converse is not true), Lemma 3.2 inspires a structure inside \( \text{uFPD} \) extending semidecidability. The class of semidecidable sets is closed under countable unions, provided the indices of the constituents of the union form a semidecidable set. The same does not go for countable intersections or difference. Already for a finite collection of semidecidable sets, the symmetric difference need not be semidecidable. Closing the semidecidable sets under an increasing number of applications of symmetric difference, we obtain the finite levels of Ershov’s difference hierarchy, which stems back to the 1960s [11, 21]. To be precise, the members of the \( n \)th level of the difference hierarchy are the sets that can be written as the symmetric difference of \( n \) semidecidable sets. We recover this part of the hierarchy within our framework.

**Lemma 3.3** The levels of the difference hierarchy coincide with the classes of limits of parameterized sets in \( \text{suFPD} \) for which the bounding function is constant and the first slice is empty.

The last requirement, the first slice being empty, is of little importance. Dropping it gives us the weak levels of the difference hierarchy [10], which are positioned so that the \( n \)th level of the weak difference hierarchy is between the \( n \)th and the \((n + 1)\)th level of the difference hierarchy. From a parameterized view on decidability and with Lemma 3.2 at hand, the above lemma is as much a definition of the difference hierarchy as it is a lemma in its own right [9]. Already in the standard proofs of the strictness of the inclusions in the difference hierarchy [3, 11, 21] we can see the parameterized approach at work. It is possible to extend the difference hierarchy to infinite computable ordinals [3, 9, 12], but of interest in the context of fixed-parameter decidability is only level \( \omega \), which neatly coincides with the class of limits of parameterized sets in \( \text{suFPD} \). Within \( \text{suFPD} \), a fine grained structure exists driven by unbounded computable functions [3, 10].

**Lemma 3.4** Let \( f, g : 2^+ \to \mathbb{N} \) be computable functions such that \( f(x) \) is less than \( g(x) \) for infinitely many \( x \). Then there is a set that occurs as the limit of a parameterized set in \( \text{suFPD} \) with bounding function \( g \) that does not occur as the limit of any parameterized set in \( \text{suFPD} \) with bounding function \( f \).

The above lemma decomposes the class of limits of sets in \( \text{suFPD} \) into a distributive lattice of subclasses based on bounding functions. This lattice lacks a greatest element as there is no pointwise greatest computable function. Nevertheless, \( \text{suFPD} \) does emerge as a closure of a certain set with respect to a type of reductions [3, 10].

**Theorem 3.5** A set truth-table reduces to \( \emptyset' \) if and only if it is the limit of some parameterized set in \( \text{suFPD} \).

**Proof.** \( \implies \). Note that parameterized sets converging to \( \emptyset' \) exist in \( \text{suFPD} \). Now, when, on input \((x, k)\), we evaluate the truth-table corresponding to \( x \) on slice \( k \) of some chosen parameterized set converging to \( \emptyset' \), we obtain a parameterized set in \( \text{suFPD} \) that converges to the desired set.

\( \Longleftarrow \). Given a decision function \( \Phi \) of a parameterized set in \( \text{suFPD} \), we can effectively construct a computable partial function that is defined precisely for those \( x \) and \( c \) for which we have \( \| \{ k \mid \Phi(x, k) \neq \Phi(x, k + 1) \} \| \geq c \). By repeated queries to the halting set, we can determine the least \( c \) for which such a function does not halt for a given \( x \). Based on this information we can decide membership in the limit of the parameterized set that we began with. In the case of \( \text{suFPD} \) the number of queries necessary is bounded, hence a truth-table reduction to the halting set, \( \emptyset' \), suffices.

Regarding Theorem 3.5 it is worth noting that when it comes to reducibility to the halting set, truth-table reducibility is equivalent to weak truth-table reducibility [9].

A theorem similar to Theorem 3.5, but applicable to \( \text{uFPD} \) instead of \( \text{suFPD} \), was proven already in 1959 [24] and is known as the limit lemma [9].

**Theorem 3.6** A set Turing reduces to \( \emptyset' \) if and only if it is the limit of some parameterized set in \( \text{uFPD} \).

**Proof.** \( \implies \). A similar approach as in Theorem 3.5 is applicable, but we have to limit the running time of the computation to ensure we end up with a terminating computation. Limiting by the parameter value \( k \) is sufficient as from some \( k \) on, the queried elements of \( \emptyset' \) will be correctly enumerated and in particular only finitely many queries will be made before the procedure terminates within \( k \) steps. From that \( k \) on, membership of \( x \) will be
settled correctly. The decision in case of an aborted computation is irrelevant, as only finitely many values of \(k\) will lead to an aborted computation on a given \(x\).

\[\iff.\] The same proof as in Theorem 3.5 works. For the present case, there need not be a computable bound on the number of queries necessary, but it will still be finite for every \(x\). □

We note that the limits of sets in \(uFPD\) thus form the limit of the infinite Ershov hierarchy \([10, 12]\). The class of limits of sets in \(uFPD\) is closed under countable symmetric difference, given the indices of the constituents of the symmetric difference form a semidecidable set and the symmetric difference is well-defined. Furthermore, by Post’s theorem, this class equals the level \(\Delta^0_2\) of the arithmetic hierarchy \([9]\).

Because the truth-table degree of the halting set is strictly smaller than the Turing degree of the halting set, we conclude from Theorem 3.5 and Theorem 3.6 the strict inclusion \(suFPD \subset uFPD\) \([9, 10]\). This inclusion holds in a strong sense, namely that there are parameterized sets in \(uFPD\) for which the limit is not the limit of any parameterized set in \(suFPD\).

With respect to complexity classes of parameterized sets, we observe an absence of theorems such as Theorem 3.5 or Theorem 3.6. We have not only characterized members of our fixed-parameter decidability classes based on their internal structure, but also based on properties of their limits. A similar characterization cannot separate fixed-parameter complexity classes including but not limited to \(FPT\) and the levels of the \(W\)-hierarchy \([6]\). In fact, we can place bounds on the running time already for \(uFPD\), comparable to what we did in the left-to-right part of Theorem 3.6.

**Lemma 3.7** For every parameterized set in \(uFPD\) there is a parameterized set in \(uFPD\) with the same limit and with a decision procedure of which the running time depends linearly on the parameter and on nothing else.

**Proof.** Let \(A\) be a parameterized set in \(uFPD\) and \(\Phi\) a decision procedure for \(A\). Define a procedure \(\Phi'\) with the desired properties as follows. On input \((x, k)\), spend \(k\) steps in total on simulating \(\Phi(x, j)\) for each \(j \in \mathbb{N}\) in ascending order. After this, return the decision of the last completed computation, or \(0\) if no simulation finished.

For too small \(k\), it might not even be possible to fully read \(x\), but for every \(x\) there is some, possibly huge, value of \(k\) with which there is enough time to compute the limit decision. Thus \(\Phi'\) is the decision procedure of a parameterized set in \(uFPD\) with the same limit as \(A\). By construction, the running time of \(\Phi'\) depends only on \(k\). □

We shall call a parameterized sets with a decision procedure of which the running time depends solely on the parameter slowly convergent. Note that similar lemmas can be stated for other resources, such as space, and for resource dependence complying with constructible functions of the parameter.

Combined, Theorem 3.6 and Lemma 3.7 give a characterization of the limits of members of fixed-parameter complexity classes.

**Corollary 3.8** A set Turing reduces to \(\emptyset'\) if and only if it is the limit of some parameterized set in any fixed-parameter complexity class.

This can be interpreted either as an indication of the inherent importance of the particular ways a parameterized set converges to its limit, or as a motivation for further refinement of the definitions of the fixed-parameter tractability classes.

### 4 Relativized fixed-parameter decidability

Following terminology of fixed-parameter tractability classes \([8]\), the naive version of fixed-parameter decidability put forward in the introduction should be called nonuniform fixed parameter decidability.

**Definition 4.1** A parameterized set \(A\) is nonuniformly fixed-parameter decidable if each of its slices \(A_k\), with \(k \in \mathbb{N}\), is decidable.

The class of nonuniformly fixed-parameter decidable sets is designated by \(nuFPD\).

From a convergence point of view, nonuniform fixed-parameter tractability is not interesting because every set can occur as the limit of a parameterized set in \(nuFPD\). An aspect of the study of parameterized sets that is of interest when looking at \(nuFPD\) is kernelizability. In the realm of fixed-parameter tractability, kernelizations are...
a fruitful research topic. For our nonuniform fixed-parameter decidability, a definition similar to the complexity theoretic one [8] is possible.

**Definition 4.2** A parameterized set $A$ is kernelizable if for every $k \in \mathbb{N}$ there is a computable function $f_k : 2^+ \rightarrow 2^+ \times \mathbb{N}$ and a constant $c_k$ such that the following hold for all $x \in 2^+$:

1. $x \in A_k \iff f_k(x) \in A$.
2. $|f_k(x)| \leq c_k$.

Note that we do not require either $f_k$ or $c_k$ to be computable from $k$. While this definition is a natural variation on its fixed-parameter tractability counterpart, we know of no natural examples of kernelizability in our nonuniform fixed-parameter decidability context. Yet, the fundamental theorem of kernelizability in fixed-parameter tractability carries over to our context.

**Theorem 4.3** A parameterized set is in nuFPD if and only if it is kernelizable.

**Proof.** $\Rightarrow$. We shall give a construction of $f_k$ for arbitrary $k$. On input $x$, use the decision procedure of $A_k$ to settle the membership question of $x$ in $A_k$. Next, output $(y, k)$, where $y$ is the least element of $2^+$ that has the same membership of $A_k$ as $x$. Observe that $f_k$ is computable given the decision procedure of $A_k$ and that its range consists of at most two elements, so $|f_k(x)|$ is bounded by a constant.

$\Leftarrow$. We consider the case for an arbitrary $k$. The requirement $|f_k(x)| \leq c_k$ implies that the range of $f_k$ is finite. By hardcoding which of those finitely many elements in the range of $f_k$ belong to $A$, we obtain, from $f_k$, a decision procedure for $A_k$.

The above proof hinges on the fact that all finite sets are decidable. Indeed, the definition of nuFPD allows for undecidable collections of decidable sets. Ideally, we want to have a handle on the amount of nonuniformity required for deciding the slices of a parameterized set and nuFPD is too permissive for that. In the previous section, we addressed this permissiveness by imposing uniformity constraints. A gentler treatment is possible by controlling the amount of nonuniformity accepted. This is particularly relevant when studying preservation of any structure captured in a parameter under reductions from one parameterized set to another. Although the dominant type of reduction in fixed-parameter tractability research, the fpt-reduction, is a many-one reduction, we feel a more general reduction is more natural in the context of fixed-parameter decidability. Note, though, that the analog of the fpt-reduction for our fixed-parameter decidability classes works precisely as one would expect. The more natural reduction we propose for a study of fixed-parameter decidability where we can control nonuniformity is based on oracle Turing machines.

**Definition 4.4** A parameterized set $A$ is fixed-parameter reducible to a parameterized set $H$ if the following hold:

1. There is an oracle Turing machine $\Phi$ that decides $A$ when given $H$ as oracle.
2. There is a computable function $g : \mathbb{N} \rightarrow \mathbb{N}$ such that on input $(x, k)$, no elements of slices of $H$ above the $g(k)$th are queried by $\Phi$ when given $H$ as oracle.

In that case, we write $A \leq_{fp} H$.

This reducibility notion defines a preorder on the parameterized sets and we obtain decidability classes as subclasses in the class of parameterized sets that are closed under this preorder. The principal relativized fixed-parameter decidability classes are then defined with respect to a single oracle that, accordingly, becomes complete for the defined class.

**Definition 4.5** A parameterized set $A$ is in $\text{FPD}^H$ if we have $A \leq_{fp} H$.

When we maximally limit the power of the oracle, we obtain $\text{FPD}^\otimes$. This class is essentially just uFPD, without the requirement of convergence. Moreover, we can replace $\otimes$ by any decidable parameterized set. Consequently, $\text{FPD}^\otimes$ is the class of decidable parameterized sets and in particular it is closed with respect to fixed-parameter reducibility. It also follows that, when we restrict our attention to convergent parameterized sets, the class uFPD is closed with respect to fixed-parameter reducibility. This does not extend to nuFPD, as it cannot be distinguished.
from uFPD, which is the smallest non-empty class of convergent parameterized sets definable from \( \mathcal{V}_{\text{np}} \), by fixed-parameter reducibility.

Our biggest class, nuFPD, is also closed under fixed-parameter reducibility. This can be shown similar to Theorem 4.3, but instead of hardcoding membership of elements, we hardcode finitely many decision procedures for slices. We observe though, that every permutation of some infinite set of decidable sets gives rise to a different parameterized set in nuFPD, hence nuFPD is uncountable and cannot have a complete parameterized set. Notably, this means that there is no parameterized set \( H \) for which we get \( \text{nuFPD} = \text{FPD}^H \). Whereas \( \text{FPD}^\emptyset \) coincides with a minimal fixed-parameter degree, nuFPD cannot be written as a countable union of fixed-parameter degrees.

When we limit fixed-parameter reducibility to the usual fixed-parameter tractability running time, we get something of a relativized fpt-reducibility that also defines a preorder. To this reducibility notion, oracles picked from \( \text{FPT} \) provide no additional computational strength. Thus, we find that \( \text{FPT} \) is closed under this relativized fpt-reducibility. This provides a new characterization of \( \text{FPT} \). With this new characterization, we get the potentially easy way to prove membership of \( \text{FPT} \) by showing relativized fpt-reducibility to a known member of \( \text{FPT} \).

5 Real numbers and parameters

Real numbers can be encoded as subsets of a countable set in more than one way. It turns out that the classification of real numbers according to their computability is often sensitive to the chosen encoding [25]. We shall consider two prominent encodings, Dedekind cuts and binary expansions, and investigate computability notions embodied by our fixed-parameter decidability classes. For both these encodings, a real number is computable if and only if the encoding, the Dedekind cut or binary expansion, is decidable [2,9,25]. Sensitivity to the encoding arises only with less restrictive notions of computability of real numbers.

Through any effective encoding of the rational numbers, \( \mathbb{Q} \), into \( 2^+ \) we can interpret parameterized sets as subsets of \( \mathbb{Q} \times \mathbb{N} \). This enables us to look at Dedekind cuts of real numbers that arise as limits of parameterized sets. In particular, for a real number \( a \) we are interested in its left cut \( \{ q \in \mathbb{Q} \mid q \leq a \} \) occurring as the limit of a parameterized set in one of our fixed-parameter decidability classes. A real number with a semidecidable left cut is called left computable [2,9] (and also lower semicomputable [19]) and thus by Lemma 3.2 a real number is left computable if and only if its left cut is the limit of some monotonic parameterized set in \( \text{suFPD} \). Real numbers for which either their left cut, or the complement of their left cut is semidecidable are called semicomputable [2,9,25]. Alternatively, the semicomputable real numbers can be characterized as those for which there exists either a non-decreasing or a non-increasing computable sequence of rational numbers that converges to them [2,9,25]. Exploiting this characterization, we can locate the semicomputable real numbers in our framework.

Theorem 5.1 A real number is semicomputable if and only if its left cut is the limit of some parameterized set in \( \text{suFPD} \) with constant bounding function 1.

Proof. We only need to prove the right-to-left direction. Therefore, we shall show that a parameterized set \( A \) as in the theorem converges to the left cut of a real number \( a \) that is semicomputable. For that, we may assume the left cut is not itself decidable. This means that at least one of \( A_\infty \setminus A_k \) and \( A_k \setminus A_\infty \) has, for all \( k \), an infinite intersection with every non-empty interval around \( a \). We shall assume the former and construct a non-decreasing computable sequence of rational numbers converging to \( a \). For the latter case, a similar construction yields a non-increasing computable sequence of rational numbers converging to \( a \).

Define the sequence \( (q_i)_{i \in \mathbb{N}} \) starting from \( q_0 \), which we set to some rational number below \( a \), by setting \( q_{i+1} \) to the largest rational number that meets the following requirements.

1. \( q_i < q_{i+1} \leq q_i + i \).
2. The denominator of \( q_{i+1} \) is at most \( i \).
3. For some \( k \leq i \) we have \( q_{i+1} \in A_{k+1} \setminus A_k \).

If no rational number meets these requirements, we set \( q_{i+1} \) equal to \( q_i \). Observe that \( q_{i+1} \) is computable, as there are only finitely many candidates for which finitely many checks have to be carried out. Also, \( (q_i)_{i \in \mathbb{N}} \) is non-decreasing. Furthermore, for every \( q \) in \( A_\infty \) there is some \( i \) such that we have \( q \leq q_i < a \), hence \( (q_i)_{i \in \mathbb{N}} \) converges to \( a \). □
This theorem can be extended to arbitrary constant bounding functions [25], showing that no finite level of the difference hierarchy properly extends the semicomputable real numbers when treated as Dedekind cuts.

In computer science research, the representation of real numbers by means of binary expansions is more traditional than that by means of Dedekind cuts. Without loss of generality, we focus on the real numbers between 0 and 1 and represent them as subsets of \( \mathbb{N} \), linking characteristic functions to binary expansions. Note that this representation is not unique for dyadic rationals, but this is a technicality that can often be ignored.

Unfortunately, for binary expansions Theorem 5.1 fails dramatically. Even the union of all finite levels of the difference hierarchy is incomparable to the class of semicomputable real numbers treated as binary expansions [25]. In other words, when working with binary expansions we cannot easily describe the class of semicomputable real numbers in terms of limits of certain sets in \( \text{suFPD} \). However, the class of real numbers corresponding to limits of sets in \( \text{suFPD} \), with no further restriction on the computable bounding functions, does properly extend the semicomputable real numbers [25]. This class of real numbers is referred to as the class of \( \omega \)-computably enumerable real numbers [2, 25]. Even more general is the class of real numbers corresponding, using binary expansions, to limits of sets in \( \text{uFPD} \). This is the class of computably approximable real numbers [2, 25], which have also been called limit computable real numbers [14]. When \( a \) is a computably approximable real number corresponding to the limit of a parameterized set \( A \) in \( \text{uFPD} \), the computable reals \( a_k \) corresponding to the slices \( A_k \) of \( A \) form a sequence \( (a_k)_{k \in \mathbb{N}} \) approximating \( a \). Such a parameterized set and such an approximation are called normed if the computably reals \( a_k \) are dyadic rational numbers with denominators at most \( 2^k \) [2].

**Lemma 5.2** Every computably approximable real number has a normed approximation.

**Proof.** Let \( A \) be the parameterized set corresponding to the computably approximable real number \( a \). Consider the parameterized set \( A' = \{(x, k) \mid x \in A_k \land x \leq k\} \), which is a slice-wise truncated version of \( A \). The slices \( A_k' \) correspond to dyadic rationals with denominators at most \( 2^k \). Furthermore, \( A' \) is decidable and it converges to the same limit as \( A \), hence \( A' \) corresponds to a normed approximation of \( a \). \( \square \)

Parameterized sets are a natural environment for the application of the priority method, where sets are built in a countably infinite number of stages [9]. Many of the structural results about our fixed-parameter decidability classes incorporate a priority argument in their proofs somewhere. These arguments are sometimes quite involved. Therefore, linking fixed-parameter decidability to other contexts, such as that of the computability of real numbers, can add powerful tools to those contexts.

As an example of this additional power, we shall proceed by giving a simple proof of a theorem of which the published proof is markedly convoluted. The theorem asserts the existence of a set with two properties, the first of which being \( \text{P} \)-selectivity [23].

**Definition 5.3** A set \( B \subseteq 2^+ \) is \( \text{P} \)-selective if there exists a function \( f : 2^+ \times 2^+ \rightarrow 2^+ \) that is computable in polynomial time so that the following hold for all \( x, y \in 2^+ \):

1. \( f(x, y) \in \{x, y\} \).
2. If we have \( x \in B \) or \( y \in B \) then we have \( f(x, y) \in B \).

An earlier analogue of this property without a restriction on the running time has been used in the study of reducibilities on semidecidable sets [17]. Versions with a constrained running time, such as our \( \text{P} \)-selectivity, have been most successfully used in the study of feasibility of algorithms and computational simplicity of sets [16].

The second property is the more commonplace bi-immunity [9, 19].

**Definition 5.4** A set is bi-immune if neither it nor its complement has an infinite semidecidable subset.

It may appear that \( \text{P} \)-selectivity is a restrictive property with respect to the computability of a set and, in particular, its subsets. However, while bi-immunity requires a set and its subsets to be far from computable, it is possible to combine the two properties in one set [15].

**Theorem 5.5** There exists a set that is both \( \text{P} \)-selective and bi-immune.

For a more concise proof of this theorem than the one that was published, we shall make use of the observation that Lemma 3.7 and Lemma 5.2 can be combined. That is, a set is the limit of a parameterized set in \( \text{uFPD} \) if and only if it is the limit of some slowly convergent normed parameterized set.
Proof. Let A be a slowly convergent normed parameterized set of which the limit is not the limit of a member of suFPD. Such a set exists because the inclusion of suFPD in uFPD is proper in the strong sense we observed in § 3.

Let a be the real number corresponding to the limit of A and let \( a_{\lfloor z \rfloor} \) be the dyadic rational number represented by \( A_{\lfloor z \rfloor} \). We claim that the set \( B = \{ z \mid a_{\lfloor z \rfloor} < a \} \) is P-selective and bi-immune.

For P-selectivity, consider the function

\[
f(x, y) = \begin{cases} x & \text{if } a_{\lfloor x \rfloor} \leq a_{\lfloor y \rfloor} \\ y & \text{otherwise.} \end{cases}
\]

This function meets the two listed requirements in Definition 5.3. It remains to show that it is computable in polynomial time. Because A is normed, computing \( f \) only requires to decide on membership of at most \( \min(|x|, |y|) \) pairs of elements. Because A is slowly convergent, each pair can be decided within a running time of \( |x| + |y| \). Hence, \( f \) witnesses the P-selectivity of \( B \).

For bi-immunity, we first consider infinite semidecidable subsets of \( B \). If there was an infinite semidecidable subset \( B' \) of \( B \), then from \( (a_{\lfloor z \rfloor})_{z \in B' \} \) we could distill a non-decreasing computable sequence of rational numbers converging to \( a \). Thus, \( a \) would be semicomputable, which it cannot be because it is not the limit of any member of suFPD. Conversely, infinite semidecidable subsets of the complement of \( B \) would lead to non-increasing computable sequences of rational numbers converging to \( a \). Again, this would contradict our choice of \( A \).

Essentially, the above proof comes down to the observation that computably approximable real numbers with slowly convergent normed approximations exist also outside the \( \omega \)-computably enumerable real numbers.

We note that the link between parameter values and computable real numbers represented by slices provides an alternative ordering of parameter values. This alternative ordering has more structure than the standard ordering of parameter values. In the above proof of bi-immunity, it is crucial that the alternative order has precisely one accumulation point. This perspective demonstrates the potential for parameters that showcase an additional structure different from \( \mathbb{N} \).

6 Algorithmic randomness and parameters

In isolation, an element \( x \) of \( 2^+ \) may be called random if its length does not significantly exceed the length of any complete description of \( x \). This idea is made formal by using the Kolmogorov complexity [9, 19], \( K(x) \), as a measure of the shortest complete description of \( x \). Loosely speaking, the Kolmogorov complexity is defined as

\[
K(x) = \min \{|\Phi| \mid \Phi \text{ is a Turing machine that takes no input and outputs } x \}.
\]

By referring to the length of a Turing machine, the Kolmogorov complexity is only defined up to an additive constant depending on the encoding of Turing machines used.

When investigating the computability of sets, we can ask ourselves what elements are responsible for the level of computability a set is in. This intuition of inherent difficulty in deciding membership of certain instances in a set is made precise by the notion of instance complexity [20]. With respect to a set \( B \), the instance complexity of an element \( x \) of \( 2^+ \) is defined as

\[
ic(x : B) = \min \{|\Phi| \mid \Phi \text{ is a consistent procedure with respect to } B \text{ and } \Phi(x) \in 2 \}.
\]

Thus, the instance complexity of an element \( x \) with respect to a set \( B \) is a measure of the shortest procedure that decides the membership of \( x \) in \( B \) without making mistakes on other elements. Like Kolmogorov complexity, instance complexity too is only defined up to an additive constant. Still, both notions are rigid enough to be of great use [4, 18–20]. We remind ourselves of the fact that a consistent procedure was defined in § 2 as a Turing machine that always halts and outputs either ‘yes’, ‘no’, or ‘unresolved’. Broadening the above definition of instance complexity to allow for partial decision procedures, which are permitted to not halt, we obtain a weaker notion of instance complexity [18]. We shall not use this weaker notion and stick with the definition based on consistent procedures.

For any set \( B \) and any element \( x \) of \( 2^+ \) we have, up to an additive constant independent of \( B \) and \( x \), the inequality \( \nic(x : B) \leq K(x) \) [19]. This bound is witnessed by a procedure that first generates \( x \) and then checks
its input against \( x \), yielding an embedded membership decision in case of a match and ‘unresolved’ otherwise. When the set \( B \) is decidable, we can do a lot better, since a decision procedure for \( B \) is in particular a consistent procedure for \( B \). Hence, the instance complexity of any element with respect to a decidable set is bounded. The converse is also true, as membership of any element is then correctly decided by one or more members of a finite collection of consistent procedures. Still, for sets that are not decidable questions concerning the tightness of the inequality between instance complexity and Kolmogorov complexity have been of great interest [4,18–20]. It has been conjectured that with respect to any set that is not decidable the instance complexity is within a fixed additive distance from the Kolmogorov complexity for infinitely many elements of \( 2^+ \) [4,18,20]. Such elements are called hard instances with respect to the set in much the same way elements of which the Kolmogorov complexity is close to the length are called random.

Note that there is a significant gap between the instance complexity with respect to decidable sets and the conjectured instance complexity of infinitely many elements with respect to sets that are not decidable. With respect to decidable sets the instance complexity is bounded, while with respect to sets that are not decidable the instance complexity is conjectured to be close to the Kolmogorov complexity infinitely often. While classes of sets are known for which indeed with respect to any set in the class there are infinitely many hard instances, the conjectured lower bound fails in general. Using a priority argument, a semidecidable but not decidable set has been constructed with respect to which the instance complexity is always less than the logarithm of the Kolmogorov complexity, up to an additive constant [18]. This result is tight in the sense that with respect to any set that is not decidable the instance complexity must infinitely often be at least as large as the logarithm of the Kolmogorov complexity [18].

Parameterized analysis provides new means of tackling questions related to the existence of hard instances. For parameterized sets \( A \) in \( \text{FPD}^\infty \), a computable partial function \( \mu \) can be defined as

\[
\mu(x : A) = \min\{k \mid x \in A_k\},
\]

where the minimum of the empty set is left undefined. This partial function is especially meaningful when \( A \) is monotonic. For a monotonic set \( A \) that is in \( \text{FPD}^\infty \), and thus in \( \text{suFPD} \), the domain of the partial function equals \( A_\infty \), which is semideciable by Lemma 3.2. An immediate relationship between instance complexity and the value of \( \mu \) is available for monotonic parameterized sets in \( \text{suFPD} \).

**Lemma 6.1** For any monotonic parameterized set \( A \) in \( \text{suFPD} \), for all \( x \in A_\infty \), we have, up to an additive constant independent of \( x \), the inequality \( \text{ic}(x : A_\infty) \leq |\mu(x : A)| \).

**Proof.** Let \( \Phi \) be a decision procedure for \( A \). From \( \Phi \) we can get decision procedures for the slices of \( A \). If we modify a decision procedure for a slice of \( A \) so that it outputs ‘unresolved’ whenever it would output 0, we obtain a consistent procedure with respect to \( A_\infty \). The specification of such a consistent procedure, for a slice \( k \), is possible within length \( |k| + c \), where \( c \) is a constant depending on \( \Phi \). For all \( x \in A_\infty \), taking \( k = \mu(x : A) \), we thus obtain a decision procedure that halts on \( x \) and satisfies the required inequality.

Although with respect to arbitrary undecidable sets the conjectured existence of infinitely many hard instances need not be true, we can prove that the Kolmogorov complexity gets below our \( \mu \) infinitely often. Together with Lemma 6.1, this bounds the distance between the instance complexity and the Kolmogorov complexity.

**Theorem 6.2** For a parameterized set with infinitely many different slices \( A \) in \( \text{FPD}^\infty \), there are infinitely many \( x \) for which we have \( K(x) \leq |\mu(x : A)| \).

**Proof.** Observe that for any parameterized set \( A \) in \( \text{FPD}^\infty \) that has infinitely many different slices and any constant \( n \), we can find an \( x \) such that we have \( \mu(x : A) \geq n \) or even \( |\mu(x : A)| \geq n \). This can be made effective, be it tedious, by means of a computable function \( f_A : \mathbb{N} \to 2^+ \) so that we have \( |\mu(f_A(n) : A)| \geq n \). It follows that there is a constant \( c \) depending on \( f_A \) such that for all \( n \) we have \( K(f_A(n)) \leq |n| + c \).

Without loss of generality, we may assume that \( f_A \) is injective. Now suppose that for almost all \( n \) we have \( K(f_A(n)) > |\mu(f_A(n) : A)| \). By construction we would then find, for almost all \( n \), the inequalities \( n \leq |\mu(f_A(n) : A)| < K(f_A(n)) \leq |n| + c \), which cannot be true. Hence there are infinitely many \( n \) for which we have \( K(f_A(n)) \leq |\mu(f_A(n) : A)| \), proving the theorem.

Of course, there may be infinitely many \( x \) sharing a fixed value under \( \mu \), whereas only finitely many of these \( x \) could have a Kolmogorov complexity less than this value under \( \mu \). As a corollary to the above theorem in
combination with Lemma 6.1, we obtain that if we can find a monotonic parameterized set \( A \) in \( \text{suFPD} \) such that for all \( x \) we have that \( |\mu(x : A)| \) gets within an additive constant of \( \text{ic}(x : A_\infty) \), the instance complexity conjecture holds for \( A_\infty \). A direct attempt at applying this corollary would, given an arbitrary set \( B \), look at the monotonic parameterized set
\[
A = \{(x, k) \mid x \in B \land \text{ic}(x : B) \leq |k|\}.
\]
With this parameterized set we have, for all \( x \in B \), \( |\mu(x : A)| = \text{ic}(x : A_\infty) \) and \( A_\infty = B \). However, \( A \) need not be in \( \text{suFPD} \). In order to get a grip on the fixed-parameter decidability of \( A \), consider the auxiliary monotonic parameterized set
\[
H = \{(\Phi, k) \mid \Phi \text{ is a consistent procedure with respect to } B \land |\Phi| \leq |k|\}.
\]
This parameterized set is so that \( A \) is in \( \text{FPD}^H \). Additionally, because the slices of \( H \) are all finite, we find that \( A \) is in \( \text{nuFPD} \). Yet, by Rice’s theorem [22], \( H_\infty \) is undecidable and by the relationship between \( |\Phi| \) and \( |k| \) in the definition of \( H \) this can be extended to \( H \) itself being undecidable. Thus \( \text{FPD}^H \) is strictly bigger than \( \text{FPD}^\emptyset \).

7 Conclusion

We have introduced a number of classes of parameterized sets, defined by decidability properties of their slices. The classes form a chain
\[
\text{suFPD} \subset \text{uFPD} \subset \text{FPD}^\emptyset \subset \text{nuFPD}.
\]
To the left of this chain, there is also the class of monotonic sets in \( \text{suFPD} \). Inside \( \text{suFPD} \) is an entire subhierarchy based on bounding functions. Classes of the form \( \text{FPD}^H \), where \( H \) is a parameterized set, exist between \( \text{FPD}^\emptyset \) and \( \text{nuFPD} \). These classes are inspired by parameterized analysis in complexity theory, chiefly by the class \( \text{FPT} \) of fixed-parameter tractable sets, and likewise come naturally with a fixed-parameter reducibility notion. Unique to the setting of decidability is the fact that \( \text{suFPD} \) and \( \text{uFPD} \) can be characterized by means of reducibility of the limits of convergent parameterized sets to the halting set. For \( \text{suFPD} \) the reducibility involved is truth-table reducibility or, equivalently, weak truth-table reducibility, whereas for \( \text{uFPD} \) the specific reducibility notion is Turing reducibility. Fixed-parameter complexity classes cannot be distinguished based on the reducibility of the limits of their members to the halting set. A set that is Turing reducible to the halting set can occur as the limit of a convergent parameterized set in any fixed-parameter complexity class.

For the computability of real numbers, we located some notable classes of real numbers in our parameterized framework. In doing so, we illustrated the dependence of the classification on the encoding of real numbers, considering both Dedekind cuts and binary expansions. Using properties of the above chain of parameterized decidability classes we were able to state a concise proof of a theorem that until now only had a convoluted published proof. This proof demonstrates the ability of parameterized analysis to subsume a tacit priority argument.

Lastly, we have shown that in \( \text{suFPD} \), parameters give rise to a computable partial upper bound to the instance complexity of members of limit sets. Moreover, this upper bound is shown to upper bound the Kolmogorov complexity as well, infinitely often. The latter behavior is interesting because the class of parameterized sets for which it holds allows the specific upper bound to be as slowly increasing as any unbounded computable partial function. Similarly, as an upper bound to the instance complexity of members of a limit set, it is possible to exercise control over the tightness of the bound via the choice of a parameterized set. These upper bounds thus constitute a new take on the instance complexity conjecture.
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