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Abstract—We propose a method to improve the performance of the downlink coordinated multipoint (DL CoMP) in heterogeneous fifth generation New Radio (NR) networks. The standards-compliant method is based on the construction of a surrogate CoMP trigger function using deep learning. The cooperating set is a single-tier of sub-6 GHz heterogeneous base stations operating in the frequency division duplex mode (i.e., no channel reciprocity). This surrogate function enhances the downlink user throughput distribution through online learning of non-linear interactions of features and lower bias learning models. In simulation, the proposed method outperforms industry standards in a realistic and scalable heterogeneous cellular environment.
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I. INTRODUCTION

The aggregate demand for data traffic over fifth generation of wireless communications (5G) cellular networks is expected to increase a thousand times compared to the previous generation [1]. Heterogeneous networks, in which small cells are deployed along with macro cell base stations, are one of the most important solutions to increase the network capacity.

Downlink coordinated multi-point (DL CoMP) will play an important role in improving data rates and cellular capacity in 5G by using a centralized unit to coordinate the operation of multiple New Radio (NR) base station units [2].

DL CoMP (CoMP from now on) has various implementations. Our focus is on the joint transmission scheme, where the user equipment (UE) spatially multiplexed data streams are available at more than one point participating in the data transmission in a time-frequency resource. These points (or base stations) form the CoMP cooperating set. This effectively forms a distributed multiple input multiple output (MIMO) channel with decorrelated streams from each base station (BS) in the CoMP cooperating set [3]. These base stations communicate over low-latency backhaul. A common approach in CoMP today is to use a static absolute triggering threshold.

In this letter, we further improve the CoMP joint transmission average user throughput performance from our previous work [4]. In our previous work, we used support vector machine (SVM) binary classification for our CoMP trigger function in a frequency division duplex (FDD) mode, which does not have channel reciprocity. We propose an online deep learning algorithm which acquires physical layer measurement reports from the connected UEs within the channel coherence time in an FDD radio frame. Our algorithm is compliant with the industry standard for CoMP for Long Term Evolution—Advanced (LTE-A) [3]. The proposed algorithm formulates a modified CoMP trigger function to enhance the downlink capacity. The algorithm computation can take place in a centralized location as part of a self-organizing network (SON) as shown in Fig. 1. Our choice of deep neural networks (DNNs) allows the creation of more learning features than shallow architectures such as SVM. This is due to the combinatorial and non-linear nature of the hidden layers of a DNN. Furthermore, DNNs perform particularly well when channels are complicated [5], [6]. Also, SVMs tend to underperform when the classification problem is imbalanced [7].

We choose a heterogeneous network due to the relatively shorter distances of small cells from the macro, making backhaul more suitable for CoMP [3]. However, using macro BSs only may be possible with certain backhaul constraints [3].

II. SYSTEM MODEL

A. Network Environment

Our heterogeneous network is based on orthogonal frequency division multiple (OFDM) in the FDD mode of operation. We uniformly scatter small cells for densification of the macro coverage in an urban environment. Non-stationary UEs with multiple antennas are randomly placed and uniformly distributed in the service area. The network is comprised of a macro BS with one tier of surrounding macro BSs. All macro BSs have three sectors with directional antennas. We also add uniformly scattered small cells in the service area with omnidirectional antennas. The BSs are transmitters and the UEs are the receivers. We use 5G NR as a multi-access wireless network in the sub-6 GHz range.

Fig. 1. Joint transmission in a coordinated multipoint New Radio heterogeneous network with interfaces to the self-organizing network.
B. Signal Model

We write the received signal of an arbitrary UE $i$ as
\[ r_i = H_i s_i + v_i, \quad i = 1, \ldots, N_{\text{UE}}. \] (1)
Here, $r_i \in \mathbb{C}^{n_r}$, $H_i \in \mathbb{C}^{n_r \times n_t}$ is a Rayleigh fading channel with independent and identically distributed circularly symmetric standard complex Gaussian entries, $s_i \in \mathbb{R}^{n_t}$ is the transmitted signal, and $v_i \in \mathbb{C}^{n_r}$ is the noise plus interference. The latter two quantities are also assumed to be circularly symmetric Gaussian with zero mean and variance $\sigma_v^2 I$. Also, $n_t$ and $n_r$ are the number of transmit and receive receive streams respectively such that the maximum number of streams $n_s^{\text{max}} \triangleq \min(n_r, n_t)$.

Since 5G NR is based on OFDM, we choose a zero-forcing (ZF) combiner at the receiver (i.e., the UE). This sets intercellular interference to zero thereby making the signal to noise ratio (SNR) and signal to interference and noise ratio (SINR) interchangeable. We write our ZF combiner for a given UE $i$ as $W_{\text{ZF},i} \in \mathbb{C}^{n_r \times n_v}$
\[ W_{\text{ZF},i} = (H_i^* H_i)^{-1} H_i^* \] (2)
Here, $(\cdot)^*$ is the Hermitian transpose operation. The parameters of the radio environment are listed in Table III.

We compute the $i$-th UE SNR per receive stream $\gamma_{j}^{(i)}$:
\[ \gamma_{j}^{(i)} = \frac{G_j^{(i)} P_{\text{RS},j}^{(i)} ||d_i||^{-2}}{n_t \sigma_v^2} / (H_i^* H_i)^{-1}_j,j, \quad j = 1, \ldots, n_s \] (3)
where $G_j^{(i)}$ is the corresponding large scale channel gain, $P_{\text{RS},j}^{(i)}$ is the transmit power of the base station in the CoMP cooperating set transmitting the $j$-th branch, $d_i$ is the minimum distance of the $i$-th UE from the serving base station, $\alpha$ is the path loss exponent, all for the $i$-th UE.

We also define the reference symbol received power for the $i$-th UE (measured on the first receive branch) as
\[ P_{\text{RS}}^{(i)} = G_j^{(i)} P_{\text{RS}}^{\text{max}} ||d_i||^{-2} n_s / N_{\text{SC}} N_{\text{PRB}} \] (4)
where $G_j^{(i)}$ is the base station antenna gain, $P_{\text{RS}}^{\text{max}}$ is the maximum base station transmit power, $N_{\text{SC}}$ is the number of subcarriers per physical resource block (PRB) in the OFDM radio frame, and $N_{\text{PRB}}$ is the number of PRBs.

We define $\beta_{j,i}$, which is the respective codeword reception error, based on the block error rate (BLER) for the $j$-th stream of the $i$-th UE. BLER has a direct relationship with the decorrelation of streams and their chosen modulation and code scheme. We introduce two NR physical measurements which we use as learning features each of size $M$: a) the CSI reference symbol received power (CSI-RSRP) which is $\Theta$ and $b)$ a staircase transformation of the signal to interference and noise ratio of the data channel (CSI-SINR). This resembles the channel quality indicator (CQI) [9] from LTE-A and is the name we adopt here. We choose CQI and CSI-RSRP because they are two physical channel measurement quantities that are not correlated: CSI-RSRP is the received power of the narrowband NR reference symbols on the first receive antenna only while CQI is a quantized indication of the received wideband SINR regardless of the receive antenna $j$ [9]. The true CoMP-triggering function is unknown.

C. Deep Learning

We use a DNN classifier with the rectified linear unit (ReLU) activation function in the implementation of this algorithm as shown in Fig. 2. The block matrix of the weights of its hidden layers is $\Theta := [\Theta_1, \Theta_2, \ldots, \Theta_{L-1}] \in \mathbb{R}^{w \times M}$. We define the learning features in a matrix $X$ based on the physical measurements in the previous subsection. These features (listed in Table I) are scaled such that their values lie in the closed interval $[0, 1]$. If the quantities were correlated, we would have seen an inflation in the training error variance rendering machine learning results useless.

To create the supervisory signal labels vector $y \in \{0, 1\}^M$, we use the aggregate BLER for the UE $i$, $\beta_i$, and write
\[ y_i := \mathbb{1}_{\beta_i \leq \beta_{\text{target}}} \] (5)
where $\beta_{\text{target}}$ is the retransmission target. The vector $y$ is likely to be imbalanced in the two classes as a result. The aggregate BLER per user $i$, $\beta_i$, can be calculated from the transmission rank $n_s$ and the BLER per stream $j$, $\beta_{j,i}$, as
\[ \beta_i := 1 - \prod_{j=1}^{n_r} (1 - \beta_{j,i}) \] (6)

The gathered data $X$ and $y$ is periodically split to a training and a test dataset. We then train the model and tune the hyperparameters in Table I. We use grid search over the hyperparameters search space and $K$-fold cross-validation to prevent under- or over-fitting.

Since we train the DNN classifier with the training dataset, the anticipated generalization performance of the DNN classifier is represented by the classification error $\xi \triangleq \sum_m \mathbb{1}_{y_m \neq y_{\text{test},m}} / M_{\text{test}}$, where $M_{\text{test}}$ is the test data size.

D. Problem Formulation

A common approach to enable CoMP or disable it in the cooperating set is to use static absolute thresholds of quantities such as SINR. However, these thresholds are subjective and are therefore unlikely to yield an optimal DL CoMP performance. We formulate the problem of obtaining a dynamic CoMP threshold. To do so, we collect radio measurements from
all the UEs served by the cooperating set during the time duration of $T_{\text{CoMP}}$. This duration cannot exceed the channel coherence time $T_{\text{coherence}}$ or the radio frame duration $T_{\text{RF}}$. $T_{\text{coherence}} \approx c/v_{c}f_{c}$ in an OFDM transmission where $c$ is the speed of light, $v$ is the speed of the receiver, and $f_{c}$ is the center frequency of the OFDM carrier. In other words, $T_{\text{CoMP}} \leq \min\{T_{\text{coherence}}, T_{\text{RF}}\}$. Given this, the matrix $\mathbf{X}$ has a number of rows $M$ upper bounded by $\eta_{\text{max}}N_{\text{UEg}}T_{\text{CoMP}}$, given the CSI reporting periodicity of $g$ reports per TTI as in [10].

The collected data is then used to train a deep learning classifier and if its performance is acceptable, it can override the static approach. Otherwise, the static CoMP trigger is always the fallback. The DNN classifier performance is measured through the decision threshold $\varepsilon$, which can also control misclassifications due to training outside the channel coherence time or poor model fitting in general.

The DNN classifier must be periodically invalidated (i.e., purged and retrained with new measurements) at a periodicity $T_{\text{sim}}$. Usually, the channel state information (CSI) may have changed but have not been reflected onto the classifier. We write the downlink channel capacity for an arbitrary stream $j$ as $C(j) = \log_{2}(1 + \gamma_{j})$ where $\gamma_{j}$ is [3]. Let $Z_{i}$ be equal to the BLER-penalized capacity for a given UE $i$, then

$$Z_{i}(n_{s}) := \begin{cases} \sum_{j} C(j)(1 - \beta_{i}), & \beta_{i} \leq \beta_{\text{target}} \\ 0, & \text{otherwise} \end{cases}$$

(7)

where codewords are discarded if the receive error is above the retransmission target. We employ a technique based on deep learning to estimate whether retransmission target will be met. From [5] and [7], we find that $Z_{i} := C_{i}y_{i}$ where $C_{i}$ is the sum of the capacity across all streams $n_{s}$. We therefore build a deep learning classifier where $y_{i} := [Z_{i}/C_{i}]$. This enables us to reformulate the problem as a machine learning problem minimizing the binary cross-entropy loss function $L(\cdot, \cdot)$:

$$L(\mathbf{y}, \mathbf{\hat{y}}) := -\sum_{k} y_{k} \log \mathbf{\hat{y}}_{k} + (1 - y_{k}) \log(1 - \mathbf{\hat{y}}_{k})$$

(8)

where $\mathbf{\hat{y}}$ is estimated from the DNN classifier. The value of $\mathbf{\hat{y}}$ instructs the CoMP cooperating set to form or teardown a dynamic MIMO channel through changing $n_{s}$. This is done per user for all users $i$ during a given transmission time interval (TTI). Deep learning transforms (8) to higher dimensions through combinatorial and non-linear nature of the hidden layers. Using the DNN in Fig. [3] we write our surrogate function $\mathbf{\hat{y}}$ in terms of the two inputs, the trainable weights $\Theta$, and non-linear activation functions $\sigma_{i}(\cdot)$ as

$$\mathbf{\hat{y}} = \sigma_{d+1}(\Theta_{d+1} + \sigma_{d}(\ldots + \sigma_{1}(\Theta_{1}\mathbf{\hat{X}})))$$

(9)

d + 1 is the output layer, $\mathbf{\hat{X}}$ is the normalized matrix $\mathbf{X}$, and the non-linear activation functions are applied elementwise on vectors. It can be inferred from the surrogate function formula that the number of learning features generated from these inputs is in $O(w^{d})$. This surrogate function is a CoMP-triggering function used for the next $T_{\text{CoMP}} - 1$ TTIs.

E. Performance Measurement

The peak (95th percentile), average, and edge (5th percentile) of the user downlink throughput empirical distribution [11] are used as a measurement of performance.

III. ALGORITHMS

1) Static DL CoMP Algorithm: The decision to enable or disable CoMP in the cooperating set for users is static and based on an absolute threshold of the DL SINR reported by the distribution of users.

2) Dynamic DL CoMP Algorithm: The dynamic algorithm to trigger CoMP comes from [11]. The asymptotic time complexity of SVM training is in $O(M^{3})$ where $M$ is the number of rows in the matrix $\mathbf{X}$ as computed in Section III.

3) Deep Learning DL CoMP Algorithm: The improved proposed dynamic algorithm to trigger CoMP is shown in Algorithm 1. The lower bound time complexity of training a DNN with $d$ hidden layers and $w$ neurons per hidden layer is in $O(Mw^{d})$ but can also run in parallel [12]. Otherwise, with an equal hyperparameter search space size and cross-validation fold size, DNN run-time complexity outperforms SVM if $d \log w < 2 \log M$.

IV. SIMULATION RESULTS

We use a MATLAB-based simulator to implement our algorithm [11], [13]. The UEs are at an average speed $v = 5$ km/h. We use a $K = 5$ K-fold cross-validation with a training-test data split of 70-30. The retransmission target $\beta_{\text{target}}$ is set to 10%, the number of subcarriers per PRB $N_{\text{SC}} = 12$, and the radio frame duration $T_{\text{RF}} = 10$ ms. The important simulation parameters are in Table IV.

In Fig. [3] the static algorithm makes decisions to enable or disable CoMP in the cooperating set when the improved dynamic algorithms do the opposite. The performance improvement for the peak and average cases is shown in Table V.
This improvement is due to the learning of an improved surrogate CoMP triggering function. The reason for DNN outperforming the SVM-based CoMP algorithm is two-fold: First, the depth of the DNN allows the creation of more features. The number of features in DNN is $O(\alpha^d)$, compared to the most feature-generating polynomial SVM kernel of degree $p$ with the number of features being $O(p)$. Second, SVM tends to suffer bias towards the majority class when the training supervisory signal labels are imbalanced (i.e., $\#(y_i = 0) = 1,522$ out of 9,180) [7]. Due to the decisions made by the DNN computed surrogate function [9], the CoMP cooperating set prevents UEs from receiving codewords with higher BLER penalty [6]. Furthermore, the cooperating set deactivates CoMP at times where SVM decision is biased towards enabling CoMP (or vice versa). The optimization of triggering CoMP with a reduced BLER and a smaller number of streams $n_s$ brings about the observed downlink throughput gain. Neither the average CQI nor the average RSRP was impacted as shown in Table VI.

### Table II
**Classifier Hyperparameters**

| DNN Hyperparameter | Search range | SVM Hyperparameter | Search range |
|--------------------|--------------|--------------------|--------------|
| DNN depth $d$      | (1.3,5)      | $\text{Kernel}$   | $\{$gaussian, polynomial$\}$ |
| DNN width $w$      | (3,10)       | $\text{Kernel scale and Box constraint}$ | $[13]$ |

* Degrees $p \in \{1,2,3,4\}$.

### Table III
**Radio Environment Parameters**

| Parameter               | Value      |
|-------------------------|------------|
| NR Bandwidth $B$        | 10 MHz     |
| Downlink center frequency $f_c$ | 2100 MHz |
| Macro BS maximum power  | 46 dBm     |
| Small cell BS maximum power | 37 dBm |
| Maximum number of streams $n_s$ | 2       |
| Number of PRBs $N_{	ext{PRB}}$ | 50       |

### Table IV
**Simulation Parameters**

| Parameter               | Value      |
|-------------------------|------------|
| Static DL CoMP SINR trigger | -3.3 dB |
| Total number of connected UEs in the cluster $N_{\text{UE}}$ | 180     |
| Number of small cells   | 17         |
| Number of macro BSs     | 21         |
| Measurements collection period $T_{\text{CoMP}}$ | 3 TTI |
| Simulation time $T_{\text{sim}}$ | 30 TTI |
| Misclassification error threshold $\varepsilon$ | 15%     |

### Table V
**Downlink Throughput Improvement over Static CoMP**

| Percentile | Static [Mbps] | SVM [Mbps] | DNN [Mbps] |
|------------|---------------|------------|------------|
| Peak (95%) | 2.84          | 3.08 (0.9%)| 3.29 (15.8%)|
| Average    | 1.02          | 1.10 (7.8%)| 1.16 (13.7%)|
| Edge (5%)  | 0.07          | 0.07 (0.0%)| 0.08 (14.3%)|

### Table VI
**Downlink Link-level Average Measures**

| Algorithm | BLER $\eta_s$ | Streams $n_s$ | CQI | CSI-RSRP [dBm] |
|-----------|---------------|---------------|-----|----------------|
| SVM CoMP  | 7.15%         | 1.59          | 3   | -58.17         |
| DNN CoMP  | 6.73%         | 1.55          | 3   | -58.17         |

---

In this letter, we motivated the use of a surrogate trigger function for CoMP. We obtained this function through applying online deep learning to physical layer measurements in a realistic NR FDD heterogeneous network. Our standards-compliant method using DNN enhanced downlink rates compared to SVM with virtually no impact on the reported CQI or the narrowband received power. This improvement is due to the increased number of features and the lower bias in the DNN classification compared to SVM.
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