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Abstract

Background/Objectives: The main objective of the present study is to do the prerequisite process to develop a viewer-friendly electronic embedded system and business beneficial system to promote their products. This can be achieved by classifying the extracted Advertisement (ADD) videos from the Non-Advertisement (NADD) videos which consists of more visual information. Methods/Statistical Analysis: The proposed framework facilitates to identify the advertisement and non advertisement videos from the live stream television videos are discussed. The Block Intensity Comparison Code (BICC) technique is applied to extract the essential features from the ADD and NADD video frames. The frames are divided into various block sizes to select the best performing block size of the frame. The 8x8 frame size has been chosen as the promising block size to conduct the experiments. An extensive experimental analysis has been demonstrated with different classifier and a comparative study also reported. Findings: Decision tree algorithm (C4.5) has been employed to identify the vibrant features and these features are taken as the input to the various decision tree algorithms, namely J48, J48graft, LM tree, Random tree, BF tree, REP tree and NB tree to classify the video genre. A broad investigation has been made by a random tree algorithm which produced better predictive performance than the other algorithms. The training and the optimization of random tree model with their essential parametric measures are reported. Based on the overall study, random tree with BICC feature was found as the most preferred classification algorithm that achieved the 92.08% than the other algorithms. The classification capability and the performance evaluation of random tree algorithm with block intensity comparison code is reported and discussed for further study. Application/Improvements: The performance of the classifier can also be improved with other novel features.
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1. Introduction

Advertisement monitoring system is a revolutionary change in internet advertising, television advertising and smart phone advertising. Advertising is a good communication idea, consisting both accurate and influential messages enable to reach the targeted customers. However, current television video system has two issues such as, the growing number of television viewers and advertisement channels. Therefore, it is very essential need to find a viewer-friendly electronic embedded system to provide a enjoyable moment for the television viewers and business beneficial system to promote their products. Advertisement detection enables to locate and skip the ADDs in live stream videos for watching the desired video programs effectively. In this present study, the work is mainly concentrated to develop a system that automatically recognizes and distinguishes the ADD videos from the NADD videos. The proposed system can later be extended with the help of other new features or existing features like color, edge, motion and histogram for classifying other types of videos. The proposed system for automatic TV advertisements detection is an essential approach for all kinds of multimedia analysis applications such as skipping advertisements for viewers and providing assistance for program segmentation. It also helps to monitor broadcast time of target advertisements and relaying the suitable advertisements to target customers. There are too many varieties of advertisements that are available in the TV stream. The varieties include movie, cartoons, sports and few random abstracts. First, it is a challenging task to find a common feature amongst them. Next, differentiating the definition of ADD videos and NADD videos is also another challenging task. In the proposed work, the intensity comparison technique is used for feature extraction and Decision tree classifier algorithms, namely J48, J48graft, LM tree, Random tree, BF tree, REP tree and NB tree have attempted to detect the advertisement clips from the general programs.

In\textsuperscript{2} the proposed framework mainly focused few components to identify the advertisement videos. The video analysis was taken based on these components such as, syntactic and semantic video analysis, visual links, tags and product categories and highlighted keywords. In\textsuperscript{3} an architecture that recommend custom-built advertisements for IDTV, Internet, and mobile devices. In\textsuperscript{4} demonstrated clearly about the inserted ADD video content, semantic video content analysis and the virtual information of inserted ADD videos. In\textsuperscript{5} the significance of principal component investigation for dimensionality reduction was outlined and used to minimize the data set. An effort has been made to draw out the temporal relationship of frames in videos through Hidden Markov Model (HMM) and the block intensity comparison code. The outcomes got from the tests demonstrate that the BICC features have performed well when contrast with different components like, edge, movement and histogram features. In the review, a novel text frame classification strategy was exhibited by Probable Text Block Selection (PTBS), Probable Text Pixel Selection (PTPS), Mutual Nearest Neighbor based Symmetry (MNNS). Moreover, the review represented the adequacy of existing text identification systems considered to misclassify non-text frames at both block and edge levels. In\textsuperscript{6} proposed an algorithm based on projective geometric invariant for feature tracking and also mentioned a new method for inserting a virtual advertisement into a video sequence. In\textsuperscript{7} explained well about the feature selection process using decision tree algorithm. The rest of the paper is organized as follows. Section 2 describes the materials and methods of the study. Section 3 discussed the performance analysis of the classifier. Finally, section 4 concludes the paper.

2. Materials and Methods

The present study exposes the problem based on the visual perspective of the video and accordingly it is a very essential context to the recognition of the user. The observer perceives a video through the variations of the intensity values of the pixels. The video genre can be differentiated from the other genre by the individual attributes of their own. Further, the intensity distribution in the video frame will change in the rate of pixel values between the video classes. Regarding this investigation, the proposed work concentrated on a proficient method for classifying the video classes based on the intensity distribution in a frame. The BICC technique is applied on each frame to derive the features. A TV tuner card associated with a PC framework is utilized. The setup document has been introduced to record the recordings. The recordings are recorded in MPEG format of size 1024×1024. The
videos are recorded from different Tamil channels specifically from the TV live stream videos. A wide range of ADD videos are recorded under the ADD class. The news videos, sports videos, cartoon videos, movie videos, music videos, cookery shows, dance shows and adventure shows are recorded under the NADD class. The advertisement videos and non-advertisement videos have been processed and segmented into 10 seconds videos. Then, the image frames were extracted at the rate of 25 frames per second from each 10 seconds video as shown in Figure 1.

![Figure 1. Extraction of frames from video.](image)

Totally, there are 20,000 individual frames taken for the experiment and 5,000 frames are taken as the test data. In the proposed work, each frame is divided into various block sizes like 2×2, 3×3, 4×4, 5×5, 6×6, 7×7, 8×8, 9×9 and 10×10 of the frame size 320×240. The average intensity values are calculated for each block of a frame and compared with all the other blocks in the frame. Absolutely, there are 20,000 individual frames taken for the test and 5,000 frames are taken as the test information. In the proposed work, every frame is partitioned into different block sizes like 2×2, 3×3, 4×4, 5×5, 6×6, 7×7, 8×8, 9×9 and 10×10 of the casing size 320×240. The average intensity values are calculated for each block of a frame and compared with all the other blocks in the frame. The blocking pattern leads an efficient approach to improve the performance evaluation of the video classification. The database has been created for advertisement and non-advertisement frames. The overall work has been exemplified in Figure 2.

![Figure 2. System architecture.](image)

### 2.1 Feature Extraction

The similarity and difference of the ADD and NADD frames are identified through the visual features. The visual features include the audio, text, images, motion and colour, etc. Here, Block Intensity Comparison Code (BICC) is applied on various block size of frames. The promising block size 8×8 has been selected to draw the useful features to carry out the experiment further. There are 64 highlighted features got from the 8×8 piece of every ADD and NADD outlines. The drawn 64 features were considered for the
present study. These features are the best confirmation for both static and dynamic properties. Grouping or distinguishing legitimate video by utilizing BICC features that gives important and discriminative information is favourable for high request exactness. The pseudo code of the component extraction process is given beneath.

Step 1: Each image or frame is divided into $K \times K$ blocks, where $K = 2, 3, 4, 5, 6, 7, 8, 9, 10$. Each of size $M/K \times N/K$, where $M, N$ is the size of the image.

Step 2: Select $8 \times 8$ block of image of size $320 \times 240$ used for the experimental study and test. The average intensity value is calculated for each block of a frame and compared with every other block in the frame. Average Intensity Value, Where $q=16$ here;

Step 3: Feature vector has been designed as follows:

$$Y \left( \left( (i-1) \times M \right) + 1: \left((i \times M), (j-1) \times N \right) + 1: (j \times N) \right)$$, \hspace{1cm} (1)

Where, $M \times N$ size of the image. $i, j$ is the average intensities of $i^{th}$ and $j^{th}$ block respectively.

Referring to Figure 3 the blocking example of the frame is utilized to identify whether the change is available or truant in every square of the edge. Blocking design likewise enhances the effectiveness of the elements to accomplish the best order exactness. The human visual view of the entity relies on upon the intensity variations. In view of this unique circumstance, the intensity changes between blocks of a frame in a video are represented by using block intensity comparison code. BICC has been utilized to produce the vector for $8 \times 8$ blocks of frames comprising of 1’s and 0’s which are utilized as feature vector.

![Figure 3. Sample frames divided into various block Size.](image)

### 2.2 Feature Selection

Information mining techniques are utilized to burrow abundant information to get valuable data from the dataset. The dataset that will be mined may have a bigger size; subsequently, the calculation time will be more to mine the general information. Broadly, the time variable is an exponential function of the measurement of information. In this unique circumstance, the dimensionality diminishment method is utilized to accelerate the decision-making process. The process of feature selection has been executed utilizing the Information Gain and entropy measure. The best performing components are chosen to enhance the exactness of video classification. Initially, the decision tree has been generated by a training data set. The feature which stays on the top of the tree is called root and that feature is the most important feature for classification based on entropy reduction. Then, next nodes down the root were considered. As the number of features increases, the classification accuracy increases up to a certain level, then it starts falling down. Here, all the features that appear in the decision tree have been chosen. With the pruned J48 algorithm, there were 19 well performing features ($h_1, h_5, h_8, h_{10}, h_{15}, h_{20}, h_{27}, h_{31}, h_{39}, h_{42}, h_{47}, h_{50}, h_{52}, h_{54}, h_{55}, h_{56}, h_{57}, h_{58}$ and $h_{61}$) selected out of 64 features derived from BICC features of $8 \times 8$ block size of the frame. The rest of the components are intentionally overlooked for the further study.

### 2.3 Classification Algorithm

The objective of this present study aimed to investigate the performance of different classification algorithm using the WEKA tool for ADD and NADD video classification. Classification algorithms could be compared on the basis of predictive accuracy, robustness, scalability and interpretability criteria. The performance of different techniques must be evaluated to attain the ultimate model for video classification. The best model can be built with the aid of machine learning algorithm to obtain the end results. The performance applicability and their evaluation of decision tree J48, J48 graft, LMT, Random tree, BF tree, Rep tree and NB tree is discussed in the following subsections.

#### 2.3.1 Decision Tree J48

In this experiment, the performance of decision tree J48 has been evaluated and compared with other algorithms.
Classification algorithms always find a rule or set of rules to represent the data and classified into classes. The decision tree is a popular and simple structure that uses “divide and conquer” technique to break down a complex decision making process into a collection of simple decisions. The decision tree mechanism is transparent and thereby providing an interpretable solution. Given a database \( D = \{t_1, t_2, \ldots, t_n\} \) where \( t_i = \{t_{i1}, t_{i2}, \ldots, t_{ih}\} \) and the database schema contains the attributes \( \{A_1, A_2, A_3, \ldots, A_h\} \). It is also given a set of classes \( C = \{1, \ldots, m\} \). A decision tree computational model associated with \( D \) that has the following properties:

- Each internal node is labelled with an attribute, \( A_i \).
- Each arc is labelled with a predicate that can be applied to the attribute associated with the parent.
- Each leaf node is labelled with a class, \( C_j \).

Given a set of classes \( C = \{1, \ldots, m\} \) with equal probability of occurrence the entropy is
\[
- p_1 \log_2 p_1 - p_2 \log_2 p_2 \ldots \ldots \ldots - p_m \log_2 p_m \text{ where } p_i \text{ is the probability of occurrence of } i.
\]

Attribute with the lowest entropy is selected as split criteria for the tree. Tree pruning is done in a bottom-up fashion. It is used to improve the prediction and classification accuracy of the algorithm by minimizing over-fitting.

### 2.3.2 J48 Graft

J48 graft is an algorithm having purposed to increase the probability of classifying rightly the instances. This algorithm creates only single tree and it reduces prediction error. J48 graft algorithm for generating grafted decision tree from a J48 tree algorithm. The purpose of this grafting algorithm is to increase the probability of correctly classifying instances that fall outside the areas covered by the training data. The grafting technique is an inductive process which adds nodes to infer decision trees with the purpose of reducing prediction errors. The J48 grafting algorithm provides the best general prediction accuracy over a representative selection of the learning process.

### 2.3.3 Logistic Model Tree

A Logistic Model Tree (LMT) basically consists of a standard decision tree structure with logistic regression functions at the leaves. The LMT consists of a tree structure that is made up of a set of inner or non-terminal nodes and a set of leaves or terminal nodes. The Logistic Model Tree algorithm makes a tree with binary and multiclass target variables, numeric and missing values. LMT is a combination of induction trees and logistic regression. LMT uses cost-complexity pruning. This algorithm is significantly slower than the other algorithms.

### 2.3.4 Random Tree

Random Tree (RT) is an efficient algorithm for constructing a tree with \( K \) random features at each node. Random tree is a tree which drawn at random from a set of possible trees. Random trees can be generated efficiently and the combination of large sets of random trees generally leads to accurate models. Random tree models have been extensively developed in the field of Machine Learning to build a suitable and accurate model for video classification.

### 2.3.5 Best First Tree

In Best-First (BF) decision tree algorithm, the tree expands by selecting the node which maximizes the impurity reduction among all the existing nodes to split. In this algorithm, the impurity could be measured by the Gini index and information gain. BF tree are constructed in a divide-conquer method similar to the standard depth-first decision trees. The basic step for constructing the best-first tree is given below.

- Select an attribute to place at the root node and make some branches for this attribute based on some criteria.
- Split training instances into subsets, one for each branch extending from the root node.
- Constructing process continues until all nodes are pure or a specific number of expansions are reached.

### 2.3.6 Reduced Error Pruning Tree

Reduced Error Pruning (REP) Tree is the simplest and most understandable technique in decision tree pruning. It is a fast decision tree learner, which builds a decision or a regression tree using information gain as the splitting criterion and prunes it using reduced error pruning. Using REP algorithm, the tree traversal has performed from bottom to top and then checks for each internal node and replace it with most frequently class with the most concern about the tree accuracy, which must not reduce. This procedure will continue until any further pruning will decrease the accuracy.
2.3.7 Naïve Bayes Tree

A Naïve Bayes (NB) classifier is a simple probabilistic classifier based on applying Bayes’ theorem with strong independence assumptions. Naïve Bayes classifiers can handle an arbitrary number of independent variables, whether continuous or categorical. The algorithm makes predictions using Bayes theorem which incorporates evidence or prior knowledge in its prediction\(^\text{15,16}\). Given a set of variables \(X = \{x_1, x_2, \ldots, x_d\}\), the posterior probability can be constructed for the event \(C_j\) among a set of possible outcomes \(C = \{c_1, c_2, \ldots, c_J\}\). Simply put, \(X\) is the predictors and \(C\) is the set of categorical levels present in the dependent variable. Using Bayes rule:

\[
P(C_j | x_1, x_2, ... x_d) \propto p(x_1, x_2, ... x_d | C_j) p(C_j) \tag{2}
\]

Where, \(p(C_j | x_1, x_2, ... x_d)\) is the posterior probability of class membership.

3. Results and Discussion

To investigate the performance of the selected classification algorithm from decision tree family the same experimental procedures have been followed as suggested by WEKA tool. Decision tree classifier algorithms are potentially powerful predictors and characterize the structure of the dataset. In the present study, a large data set contains 20,000 instances of the ADD and NADD class. The classification has been done using 10-fold cross-validation with the default percentage split is 66% for all the classifiers is summarized in the following subsections.

3.1 Performance Evaluation of Decision Tree J48

Decision tree J48 algorithm is employed to build the model for class ADD and NADD. Here, the applied algorithm evaluates the BICC feature and prepares a decision table which demonstrates and distinguishes total number of instances into two different classes of ADD and NADD classes. With BICC feature the classification accuracy was generated using J48 decision tree algorithm. The minimum number of objects (variable parameter) required to form a class (M) was varied from 1 to 10000 (total no.of.instances per class) and the corresponding classification accuracy were noted down for further study. The value of ‘M’ which gives the maximum classification accuracy was fixed and confidence factor was varied from 0 to 1 in steps of ‘0.1’. The best classification accuracy of 83.69% of the block size 8x8 of frames was achieved with M value of 100 and confidence factor of ‘0.25’.

3.2 Performance Evaluation of J48 Graft

In this experimental study, Class for building model by J48 graft algorithm shows the same level of accuracy which obtained in decision tree J48 classifier algorithm. There was no major difference in their experimental results. But, J48 classifier takes less time to build the model than J48 graft classifier. J48 graft algorithm takes 1.92 seconds to build the model and J48 classifier only takes 1.50 seconds to build the model. Here also, the minimum number of objects (variable parameter) required to form a class (M) was varied from 1 to 10000 (total no.of.instances per class) and the corresponding classification accuracy were noted down for further study. The value of ‘M’ which gives the maximum classification accuracy was fixed and confidence factor was varied from 0 to 1 in steps of ‘0.1’. The best classification accuracy of 83.69% of the block size 8x8 of frames was achieved with M value of 100 and confidence factor of ‘0.25’.

3.3 Performance Evaluation of Logistical Model Tree (LMT)

Class for building a LMT decision tree classifier contains a standard decision tree structure with logistic regression function at the leaves. LMT is significantly outperforming when compared with other models. Minimum number of instances (variable parameter) was varied from the default value 15 to 10000 in steps of 5 and the corresponding classification accuracy was noted down for further experimental study. The best classification accuracy of 91.345% of the block size 8x8 of frames was achieved in 10-fold cross validation with the default percentage split 66%. Looking at this ranking for classification accuracy, one could find LMT and Random tree very close to the top and achieved the best classification accuracy. Table 1 shows the computational efficiency of the selected classifier model. LMT is very slow compared to the other algorithms. This is due to the slow estimation process for the parameters of the logistic model performed by the Logit Boost algorithm. If the computational efficiency is increased, LMT would be the best model for video classification.
3.4 Performance Evaluation of BF Tree

In this experimental study, the same training dataset was used to evaluate the performance of BF tree. The Best-first decision tree performs the best split in the tree based on boosting algorithms. Minimum number of instances (variable parameter) was varied from the default value 2 to 10000 in steps of 1 and the corresponding classification accuracy was noted down for further experimental study. The best classification accuracy of 83.515% for the block size 8x8 of frames was achieved with M value of 100 in 10-fold cross validation with the default percentage split 66%.

3.5 Performance Evaluation of Rep Tree

Observing in the result of accuracy and compilation efficiency, one can also easily find that the REP tree model has taken only minimum compilation time of 0.52 seconds to build the model. A minimum total weight of instances (Variable parameter) was varied from 2 to 10000 in step of 1. The REP tree model has achieved the classification accuracy of 80.64% of the block size 8x8 of frames with M value of 100 in 10-fold cross validation with the default percentage split 66%.

3.6 Performance Evaluation of NB Tree

From the experimental study, it is observed that the highest relative error is found in the Naïve Bayes” classifier. NB tree model achieved the lower classification accuracy of 79.61% where the rest of the algorithm achieved ranging 80-92% classification accuracy. An algorithm which produced a lower error rate and maximum level of accuracy will be preferred as it has the more powerful classification capability.

Table 1. Compilation time to build models.

| Decision Tree Algorithm | Time taken to build model (s) |
|-------------------------|-------------------------------|
| J48                     | 1.50                          |
| J48 Graft               | 1.92                          |
| LMT                     | 157.39                        |
| Random Tree             | 0.56                          |
| BF Tree                 | 13.31                         |
| Rep Tree                | 0.52                          |
| NB Tree                 | 28.81                         |

The above mentioned various decision tree classifier algorithms evaluate the BICC features and construct the decision table. One could find from the given results, the Random Tree algorithm provides best classification accuracy rates with the best performing features. Though the Random Tree and LMT achieved the same level of classification accuracy, the time complexity is higher in LMT algorithm than Random tree. The time taken for building a model through LMT classifier is 157.39 seconds and for Random tree has taken only 0.56 seconds. Hence, Random Tree classifier is chosen as the best model for video classification of ADD and NADD videos. Further, the study is focused on the Random Tree algorithm to build a better model for video classification. An extensive investigation has made by Random Tree algorithm under the performance measures.

3.7 Performance Evaluation of Random Tree

An extensive investigation shows Random Tree model produced a high predictive performance, which is competitively compared with other algorithms. The training and optimization of Random Model Trees scales better than J48, J48 graft, LMT, BF tree, REP tree and NB tree. The performance of the random tree model is evaluated in tuning of parameters. The variations of the classification accuracy with respect to default K-value = 15 is shown in Figure 4.

The K-values varied from 1 to 19 (total no. of best performing features) and the corresponding classification accuracies were noted down. The value of K =15, which gives the maximum classification accuracy was fixed with the consideration of the apparent structure of the decision tree and the value of maximum depth was varied from 0 to 19 in steps of 1.

Figure 4. Classification performance of random tree model.
The variation of classification accuracy with respect to maximum depth of the tree and folds is shown in Figure 5 and 6. The best classification accuracy of 92.085% of the block size 8x8 of frames was achieved with maximum depth value of 19. Then the proposed work has been extended with the tuning parameters of folds. The number of folds varied in the decreased order from 11 to 0 with a fixed value of $k=15$ and depth = 19. Thus, the random tree classifier is able to achieve the maximum classification accuracy of 92.085% with the minimum default folds.

![Figure 5. Performance of random tree depth vs classification accuracy.](image)

With reference of Table 2, one can consider the calculation of true positive values, true negative values, and false positive and false negative values. All measures of sensitivity, specificity and accuracy can be calculated based on these values. Finding the TP rates and FP rates is very essential part to conclude the best model. The TP rate should be close to ‘1’ and FP should be close to ‘0’ for better classification accuracy. From the given Table 2, one can realize the closeness of TP rate to ‘1’ and FP rate to ‘0’. Thus, both values confirm that the built model is the best one of the other models.

Table 2. Detailed accuracy by class.

| TF Rate | FP Rate | Precision | Recall | F-Measure | ROC Area | Class     |
|---------|---------|-----------|--------|-----------|----------|-----------|
| 0.932   | 0.13    | 0.897     | 0.952  | 0.923     | 0.98     | ADD       |
| 0.89    | 0.019   | 0.948     | 0.89   | 0.918     | 0.96     | NADD      |
| 0.921   | 0.017   | 0.922     | 0.911  | 0.921     | 0.98     | Weighted Avg. |

3.8 Interpretation of the Confusion Matrix

Confusion matrix is a resultant table layout to demonstrate the actual and predicted classifications of the classifier is shown in Table 3. From the observations, 485 data points of ADD class were misclassified as NADD class. And 1098 data points of NADD class were misclassified as ADD class. The training data for two classes of advertisement video data and the non advertisement video data shows the user accuracy of 95.15% and 89.02% respectively.

Table 3. Confusion matrix.

| Class | ADD | NADD |
|-------|-----|------|
| ADD   | 9515| 485  |
| NADD  | 1098| 8902 |

3.9 Comparative Study

Table 4 shows the overall classification accuracy of the various machines learning algorithm such as decision tree,J48, J48graft, LM tree, Random tree, BF tree, REP tree and NB tree. One can observe that the Random tree classifier gives the maximum classification accuracy for the proposed problem. Figure 7 and 8 shows the example video frames of ADD and NADD videos.
Table 4. Classification accuracy of various classifiers - a comparative study.

| Name of the Classifier | Variable Parameter | Classification Accuracy(%) |
|------------------------|--------------------|-----------------------------|
| Decision tree - J48  | Minimum of objects | 83.05                       |
| J48 graft              | Minimum of objects | 83.05                       |
| CART (Regression Tree) | Minimum of instances | 91.54                       |
| Random Tree            | Kevideo             | 92.00                       |
| SVM Tree (Default)     | Minimum number of objects | 83.51             |
| RBF Tree (Nu=0.1)     | Minimum number of objects | 80.64              |
| kNN Nu=1(Nu=0.1)       | Nu+Nu=0.1 Algorithms | 79.63                       |

4. Conclusion

In the present study, the video classification of ADD and NADD is taken up with the help of BICC features and various decision trees. The results show that the random tree model is the suitable model which is produced the best classification accuracy of 92.08% than the other algorithms. Random Tree approach with BICC features could classify the ADD video frames from NADD video frames with minimum rate of misclassifications error in a huge volume of video data set. The computational simplicity and the best classification accuracy of this approach enable the novel applications such as automatic channel changes, skipping the advertisement videos and live interactive video shows. The proposed work would be extended to build the best classification model to increase the versatility of the video classification system with other feature likes edge, motion and histogram and with new classifiers. Therefore the findings of the study will surely help the busy current generation to skip the nuisance of advertisements to enjoy watching their favourable shows of various television channels.
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