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Abstract
Developing sustainable software for the scientific community requires expertise in software engineering and domain science. This can be challenging due to the unique needs of scientific software, the insufficient resources for software engineering practices in the scientific community, and the complexity of developing for evolving scientific contexts. While open-source software can partially address these concerns, it can introduce complicating dependencies and delay development. These issues can be reduced if scientists and software developers collaborate. We present a case study wherein scientists from the SuperNova Early Warning System collaborated with software developers from the Scalable Cyberinfrastructure for Multi-Messenger Astrophysics project.

Abbreviations: MMA, multi-messenger astrophysics; SCiMMA, Scalable Cyberinfrastructure for Multi-Messenger Astrophysics; SNEWS, SuperNovA Early Warning System.
The collaboration addressed the difficulties of open-source software development, but presented additional risks to each team. For the scientists, there was a concern of relying on external systems and lacking control in the development process. For the developers, there was a risk in supporting a user-group while maintaining core development. These issues were mitigated by creating a second Agile Scrum framework in parallel with the developers’ ongoing Agile Scrum process. This Agile collaboration promoted communication, ensured that the scientists had an active role in development, and allowed the developers to evaluate and implement the scientists’ software requirements. The collaboration provided benefits for each group: the scientists actuated their development by using an existing platform, and the developers utilized the scientists’ use-case to improve their systems. This case study suggests that scientists and software developers can avoid scientific computing issues by collaborating and that Agile Scrum methods can address emergent concerns.
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1 | INTRODUCTION

The creation of scientific computing applications must address several software development challenges unique to the scientific software context. Unlike many commercial applications, a scientific application must often provide a precise solution to a problem before the software is modified or discarded.¹ This need for precise scientific solutions requires domain knowledge, leading to the inclusion of scientists on development teams. Indeed, scientists spend about 30% of their time developing scientific software, though they may not have prior training in software engineering and often must learn these methods during the development process itself.²,³ Moreover, budgetary constraints or time limitations often make it impractical to employ professional developers to share responsibility for software integrity with the scientists. The timescales of scientific projects can be decades long with high personnel turnover, producing challenges for software sustainability. In particular, scientists who fulfill a development role can create legacy technical debt when they change roles or projects as they exploit new career opportunities. Efforts to introduce a new career trajectory of “research software engineer” attempt to address this problem of software sustainability.⁴ Another approach to this issue involves the use of community-supported software, namely open-source codebases, that can “outlive” the tenure of any one developer.⁵,⁶ Open-source is freely available and community maintained, but the release and maintenance life-cycles are not coordinated between technologies and services. Thus, the maintenance procedures for an application that contains multiple open-source technologies must be able to account for and manage the different software life-cycles of its dependencies, introducing a risk that a required feature may be unavailable by a software dependency. Moreover, the community-based maintenance model of open-source codebases can introduce issues with the rapid time frame of scientific software development. While users can submit feature requests, issues, and bug fixes in the form of pull-requests to the external codebase, the integration of these requests can take days or weeks, if they are integrated at all.⁷

These complexities are often unaddressed in modern scientific software development contexts since resolving them introduces additional risks to a positive and timely scientific outcome. Simply adding the tooling necessary to develop and maintain long-lived services can slow the time to scientific solution due to the time required to both learn and apply this tooling. As a result, the use of software auditing, life-cycle, and management methods like version control and issue tracking for scientific applications varies over a large range from absent to proficient, with many implementations either budding or unused.⁵ Moreover, service-based scientific applications often consist of deep, bespoke software stacks, developed by domain experts who become integral to their sustainability. The development teams are small and, once
in production, may consist of only a single expert developer who knows the system well enough to provide support for issues. This lack of scalability causes risks for scientific applications that serve large communities of scientists. These issues have led to a “chasm” between scientific computing and formal software development. However, it has been suggested that this shortcoming can be overcome by building collaborative bridges between the scientific computing and software development communities.

In this article, we describe the experience of scientific computing developers who collaborate with a professional Agile software development team to create a scientific application that depends on a cloud-based service created independently by the software developers. This collaboration allowed the scientific team to mitigate the risk of legacy software by establishing a dependency on an upstream development project that is committed to supporting external users for its cloud-based services. However, the upstream project itself was being developed simultaneously, which increased the need for effective coordination between the two projects.

To implement this coordination, the collaboration established an Agile Scrum process for the development of the scientific software that tracked the ongoing Agile development of the upstream cloud-based service. We describe the coordination required to successfully manage these two parallel, but dependent, Agile processes, where the downstream process necessarily trailed the upstream one. We focus primarily on the downstream Agile process that this collaboration created and outline the effects this had on the ongoing, upstream Agile process. We also discuss the software engineering procedures we employed to ensure that the scientists could trust and depend on the in-progress upstream cloud-based service.

We review traditional and Agile software development procedures and provide an introduction to Agile abstractions in Section 2. We provide an overview the two groups in Section 3. We describe the creation of our collaboration and the risks involved in Section 4. Our approach to using Agile Scrum to resolve these risks is described in Section 5. We assess the collaboration’s Agile Scrum framework and the outcomes for each organization in Section 6. We provide connections between this case study and other related works in Section 7. Section 8 summarizes the takeaways of this case study for the scientific computing community.

2 SOFTWARE DEVELOPMENT METHODOLOGIES

The integration of commercial software engineering best practices into scientific application development can be performed via a collaboration between scientists and professional software developers. The goal of such a collaboration is for the scientists on the development team to use their domain expertise to explain software requirements to the software developers, allowing the two groups to utilize their collective knowledge to generate software requirements from the scientific use-case.

Such a partnership may introduce productivity risks for the professional developers, in addition to risks in the scientific development process. In this project, the professional development team had to maintain core development timelines and goals for its original stakeholder base, while at the same time developing new features and mechanisms to support the evolving scientific software development.

These issues can be aggravated by traditional software development frameworks such as the “Waterfall” approach, wherein the stakeholders and developers establish software requirements at the beginning of the project and then develop to meet those requirements. If the requirements change during the development period, the software is obsolete when delivered. To avoid this, Waterfall developers must correct the requirements and refactor the software during a release. If the requirements change rapidly enough or the refactoring time is too long, software delivery can be disrupted or delayed.

One approach to mitigate the issues of the Waterfall approach is to instead utilize an Agile Scrum software development framework. The Agile software engineering process (described in Section 2.1) is designed to be flexible to rapidly changing requirements. It is an iterative approach to software development, wherein week- to month-long development tasks are favored over large, long-term goals for the end product. Moreover, the goal of an Agile development effort is to have a releasable product at the end of each short development period, called a “sprint.” Thus, as requirements change, the software is never more than a sprint’s duration away from a partially featured releasable state.

The Agile framework’s emphasis on short-term goals might not seem reasonable for large-scale scientific projects that often have long-term science goals on the timescale of decades. The key observation in this context is that while the long-term science goals may remain relatively fixed, the requirements for the software that is developed to meet these
science goals may change as scientific insights emerge or as personnel change. Agile software engineering encourages such incremental progress by organizing development into “User Stories,” which are individual tasks created and completed as emergent software requirements are discovered.18,19 While some studies have combined the Agile and Waterfall methods20 or utilize nested Agile sprints within a single team,21 the use of a single sprint process is typical of Agile practices.

The Scrum approach is one method to adopt Agile practices into a project.15,18 Scrum is a process framework that structures a project into a planning phase, design phase, and development phase to provide an incremental and emergent approach to Agile development.22 These elements are particularly relevant in the scientific computing communities given their tendency of rapidly evolving software requirements.15,23-27 Despite these potential advantages, Agile practices are not widely implemented8,9,28 or incorrectly adapted15 in the scientific computing community.

2.1 Review of Agile abstractions and personnel roles

An Agile development effort requires the participants to fulfill specific functional roles that manipulate a set of abstractions representing the software throughout its development life-cycle. We briefly summarize definitions of these abstractions and roles for those who may be unfamiliar with the terms.

2.2 Scrum

The overall organizational abstraction for an Agile project is the Scrum, typically comprising several components: sprint planning, sprints, and sprint retrospectives. During a sprint planning meeting, the specific development tasks are discussed and decided upon. A sprint is a discrete period of software development during which the developers carry out the tasks identified during the sprint planning meeting. Finally, during a sprint retrospective meeting, the team reviews the previous sprint to identify uncompleted tasks and review team productivity.

A key element to this approach is that each sprint leads to the completion of the tasks identified during sprint planning even if the requirements change mid-sprint. That is, adapting the development in response to changing requirements occurs during sprint planning and sprint retrospectives. This is facilitated via daily check-in “standing” meetings involving all Scrum participants. During a check-in, each project member gives a short statement of what they worked on the day before, what they will work on in the current day, and any blockers where other tasks are limiting their progress.

2.3 Abstractions

The principle abstractions in the sprint process are Epics, User Stories, tasks, and the Backlog. An Epic is an overarching functionality road-map for the software. It is expressed in terms of User Stories and the relationships between them. A User Story is a description of a specific functionality a user would like to have the software fulfill. Typically, a User Story consists of the identification of the user’s role, the functionality, and the expected outcome. The collection of User Stories for the Scrum describe the expected user experience for the software. A task is a specific software development item that is necessary to meet the functionality desired by one or more User Stories. Each task is scoped so that it can be completed within the time allocated to a sprint and each developer takes responsibility for completing one or more tasks. The Backlog is the collection of tasks that have yet to be claimed by a developer in a given sprint. The Backlog is created during each sprint planning meeting and contains all tasks to be completed during that sprint. Thus, while each developer will work on their assigned tasks independently, the developers share the same Backlog. At the conclusion of a sprint, any uncompleted tasks remaining in the Backlog are analyzed during the sprint retrospective.

2.4 Personnel roles

A Scrum involves development personnel that fulfill one of three roles: Scrum Master, Product Owner, or Team Member. Additionally, the project identifies Stakeholders who represent those invested in the success of the software, but do not
take an active role in the Scrum meetings. The Scrum Master runs the Scrum, chairing all meetings, ultimately creating the Backlog for each sprint, and managing the analysis of uncompleted tasks in a sprint retrospective. The Product Owner represents the interests of the Stakeholders and users. Finally, the Team Members comprise the developers who implement tasks during each sprint.

3 | ORGANIZATIONS AND BACKGROUND

The SuperNova Early Warning System (SNEWS) is an open, public alert system that is built to provide an early warning for core-collapse supernovae in the Milky Way galaxy. The first indication of a potential stellar explosion will be the arrival of a burst of neutrinos. If several detectors report a potential supernova within minutes of each other, SNEWS will issue an alert to its subscribers, which include astronomical observatories, neutrino detectors, and amateur astronomers and citizen scientists.

There are seven neutrino experiments participating in the current SNEWS framework and about 20 neutrino detectors worldwide that are planned to participate in the new SNEWS 2.0 framework, which is the basis of this work. From these neutrino experiments, over 100 scientists from all over the world are part of the SNEWS collaboration. Each neutrino detector has different data formats that the SNEWS framework must be able to combine to identify neutrino burst coincidences. Additionally, these neutrino detectors will be active within SNEWS at different times. With these specific requirements, SNEWS is one of the few successful examples, to date, of cyberinfrastructure spanning major neutrino experiments. In the current era of multi-messenger astrophysics (MMA), there are new opportunities for SNEWS to optimize its science reach for the next Galactic supernova. To achieve this goal, SNEWS depends on developing and sustaining software with a number of integrated components. SNEWS received a 3-year grant to complete this upgrade with the potential to extend the funding period.

SNEWS represents one agent in an ever-growing community of MMA organizations that rely heavily on cyberinfrastructure to support their science requirements. These requirements include prompt, reliable, and efficient alerting in addition to seamless support for different message formats and conventions. The requirements also pertain to multiple detectors, institutes, and nations, and would be unrealistic for any individual group to address.

These challenges are not unique to the SNEWS effort. The MMA science community has developed various technologies, usually focused on a single project or experiment, that promote the sharing of results and collaboration among projects. However, MMA requires integration between individual systems and teams distributed across the world, highlighting a need for substantial cyberinfrastructure. For example, the landmark multi-messenger detection of the binary neutron star merger “GW170717” involved two gravitational wave detectors in the United States (the Laser Interferometer Gravitational-Wave Observatory detectors at Hanford and Livingston), one gravitational wave detector in Italy (Virgo), a gamma ray satellite (the Fermi Gamma-ray Space Telescope), and over six independent teams of astronomers. The coordination of such distributed teams and instruments requires a prompt, robust alerting system to facilitate communication between individual organizations. This requirement, and the general need for a common set of functionalities across otherwise separately developed MMA systems, prompted the creation of the Scalable Cyberinfrastructure for Multi-Messenger Astrophysics (SCiMMA) project, a collaboration involving approximately 50 faculty, research scientists, and computing staff in physics, astrophysics, and computing from over 10 universities. SCiMMA has been addressing the cyberinfrastructure needs of multiple MMA organizations and science efforts by engaging with the user community and developing a suite of MMA services (Figure 1) through a 2-year community planning grant and 3-year cyberinfrastructure grant. SCiMMA’s development has focused initially on addressing the general need for the coordination of alerts and data between MMA organizations, such as the Vera C. Rubin Observatory’s Legacy Survey of Space and Time (VRO LSST), the advanced Laser Interferometer Gravitational-Wave Observatory (LIGO), and the IceCube Neutrino Observatory. These services include the shared, openly available, multi-format data distribution software hop-client, a customizable hop-client application template, and a cloud-based system of data streams with extensive identity/access management controls known as HOPSKOTCH.

To develop these services, the SCiMMA collaboration employs an Agile Scrum framework staffed by 5–10 part-time scientific software developers, many of whom are already involved in the computing efforts of LIGO, VRO, and IceCube. The Agile team is led by two senior scientists and investigators from VRO and the North American Nanohertz
Observatory for Gravitational Waves. SCiMMA is thus already connected to the MMA ecosystem, allowing it to deploy a set of successful practices and systems for the MMA community.

### 3.1 Collaboration opportunity

SNEWS was preparing to upgrade its alert software framework from the current version of SNEWS to SNEWS 2.0. SNEWS 2.0 would require a scalable and reliable publish-subscribe system, potentially based on cloud-hosted web-services. The SNEWS team had already created the requirements for their first alert software as part of a Waterfall methodology and was exploring technology options for a purely in-house development effort. Initially, SNEWS considered two options for their software development upgrade. SNEWS could either (1) build these systems from scratch, or (2) explore existing software. Each option would offer both advantages and challenges. Option 1 would allow SNEWS to maintain direct control over the development and ensure their needs were met, but it would impose the burdens of long-term development, support, and maintenance entirely on SNEWS developers. This could ultimately become problematic as SNEWS most likely would not have the resources and personnel to sustainably maintain the software long-term. Option 2 would avoid these burdens by offloading the core programming to an external software group, but it would reduce SNEWS's control in the process and potentially limit their representation and communication during development.

At the same time that SNEWS was assessing the upgrade process, SCiMMA was in the midst of its first release cycle for new cyberinfrastructure systems, HOPSKOTCH and the hop-client (Figure 1), using an Agile Scrum methodology. These systems were developed as part of SCiMMA’s goal of supporting the MMA community’s need for sustainable, industry-standard software tools and cyberinfrastructure for alert data management and sharing, in order to support the use-cases of its current stakeholders from LIGO, VRO, and IceCube.

The connection between SNEWS and SCiMMA began when a principle investigator from SNEWS met with leadership from the SCiMMA team at an in-person National Science Foundation “Harnessing the Data Revolution” grant meeting. During the discussions, it became clear that HOPSKOTCH either provided or would provide the functionality required by the SNEWS 2.0 system, and that SNEWS could serve as SCiMMA’s first true user group. While none of the developers from SNEWS and SCiMMA had met, the members shared a common language of scientific software development and the principle investigator discussions indicated that cooperation could lead to potentially mutual benefits. Given this clear overlap of interests, the two groups proposed an informal, remote cooperation between SNEWS and SCiMMA.

![Figure 1](image-url) Schematic of the services developed by SCiMMA (blue) and their integration into the MMA community (red). The hop-client provides MMA observatories, systems, and users with authenticated publish/subscribe access to the HOPSKOTCH cloud of Kafka topics.
Initially, the cooperation began experimentally without direct collaboration between the groups. To test the hypothesis that HOPSKOTCH would meet SNEWS’s requirements, the SNEWS implementation team carried out their own development using publicly available code from SCI-MMA\textsuperscript{48,49} without directly engaging the SCI-MMA client development team. This allowed SNEWS to explore the potential benefits of SCI-MMA’s systems without significant financial investment, as this required only partial effort from a handful of individuals without the need for a separate grant or funding source. To become more familiar with the code, the SNEWS team engaged with one of SCI-MMA’s virtual community workshops to further assess the value of a collaboration.\textsuperscript{45} This phase was a traditional example of a user-group adopting a piece of open-source software, wherein developers modify another group’s existing codebase to fit their own needs without coordination or direct interaction between the groups.

Once SNEWS developers began integrating HOPSKOTCH into their early prototype of SNEWS 2.0, they found that they required more extensive features that were not available in the current version of SCI-MMA’s systems. SNEWS already knew exactly what features they needed in SCI-MMA’s software, but did not have the developer effort necessary to implement them. SCI-MMA had ample professional software development effort to provide for this need, but did not have an understanding of SNEWS’s specific scientific requirements and software needs. Given this split of domain knowledge and software development talent between the organizations, the traditional open-source development strategy of making feature requests or independently customizing the software would not meet SNEWS’s needs. Therefore, SNEWS principle investigators contacted SCI-MMA principle investigators to discuss the possibility of a focused collaboration to develop the desired features together. This prompted the creation of a partnership that evolved into a dedicated bilateral collaboration involving members from both the SNEWS implementation team and the SCI-MMA client-development team (Figure 2). This combined effort allowed a collaboration to form via piece-wise funding contributed by both SNEWS and SCI-MMA, without the need for a formal joint funded proposal between the organizations. This direct engagement ultimately catalyzed development for both organizations, but both teams were concerned with the inherent risks due to the collaboration’s novel structure and the fact that each organization’s development was at an early, prototyping stage. The main concerns were:

- Can SNEWS rely on pre-alpha, externally supported systems to sustainably accomplish the scientific goals for SNEWS 2.0? Would the scientific requirements be communicated and addressed adequately on a short time-frame in a collaboration?
- Can SCI-MMA temporarily prioritize a single user-group without derailing the ongoing development needed to support the broader MMA community? Would early user-engagement be feasible and beneficial in the long-term?

These risks could not be confronted until the SNEWS developers first ensured that SCI-MMA’s work would be useful in their own efforts. Since SCI-MMA had made its codebase openly available and promoted its development efforts...
via community workshops, SNEWS could assess an active collaboration with SCiMMA prior to committing to such an engagement. We believe that this initial trust-establishing step was key to the ultimate success of the effort. Without it, much more of the collaboration itself would have focused on trust building and maintenance rather than on productivity and risk management.

4 | COLLABORATION APPREHENSION

While the collaboration presented a unique opportunity to accelerate development, it brought risks to both teams. The concerns of each group provided an outline for the nature of the collaboration, which evolved through several stages of bilateral development effort and progress evaluations. To address these concerns (Section 5), the collaboration adopted its own Agile Scrum framework in parallel with SCiMMA’s own Agile Scrum process. This new weekly sprint trailed SCiMMA’s ongoing bi-weekly sprint. This promoted communication and drove software development in response to changes introduced by both the SNEWS requirements and the original SCiMMA stakeholders.

4.1 | Concerning the reliance on external software

Upon learning about SCiMMA and HOPSKOTCH, SNEWS considered using these services for their own development prototyping. This would allow SNEWS to actuate its initial development using the already-existing systems and resources provided by SCiMMA, which would be supported and maintained by professional software developers long-term. However, the main concern of the SNEWS team was that the development priorities of SCiMMA may not align with SNEWS’s feature requests and bug reports, which could cause a potential latency or disconnect between SNEWS’s requirements and SCiMMA’s implementation. Moreover, the software could become unmaintainable if the SNEWS team was not engaged in the development process. Nonetheless, SCiMMA’s available features and end goal appeared to fit all of the initially identified needs, so SNEWS decided to proceed.

SNEWS carried out the initial development which began in Phase 0 (Figure 3). During this stage, SNEWS developers attended the SCiMMA 2020 Virtual Workshop software demonstration session. This allowed the SNEWS developers to utilize the SCiMMA hop-client application template, a customizable interface to HOPSKOTCH, as the basis to prototype SNEWS 2.0 using SNEWS’s previous software requirements. They extended the template with additional SNEWS-specific functionality, maintained the codebase in a private GitHub repository, and ran local tests in Python. During development, SCiMMA added the SNEWS developers to the SCiMMA Slack channel to provide user support and debugging as SNEWS developed the prototype, though the development itself was driven entirely by SNEWS. This phase resulted in a successful redeployment of SNEWS’s basic functionality using SCiMMA’s hop-client.

Once SNEWS developed their prototype to the extent possible with hop-client, SNEWS presented a status update at SCiMMA’s July 2020 Public Teleconference. This presentation highlighted SNEWS’s current implementation, usage requirements, and desired features as realized during Phase 0 (Figure 3). Some requested features were not currently in SCiMMA’s software, such as a database for message storage or a customizable message format. The SNEWS team considered three options: develop the missing requirements themselves, wait until SCiMMA developed these requirements in their own timeline, or seek a collaboration with SCiMMA to develop the requirements together. After this status update, it was not clear which path forward SNEWS should take.

4.2 | Concerning available development effort

The SNEWS status update prompted a period of internal assessment for SCiMMA to evaluate the feasibility and utility of collaborating with SNEWS. The potential benefits of a collaboration were promising, as SNEWS would serve as SCiMMA’s first development partner and provide a practical use-case for its cyberinfrastructure. This could accelerate the development and demonstrate wider community impact for SCiMMA. SCiMMA therefore proposed a short period of focused development with SNEWS after the SNEWS status update near the end of Phase 0. However, this collaboration presented a risk to SCiMMA’s core goals due to its limited funding: SCiMMA’s cyberinfrastructure grant
had to support HOPSKOTCH cloud costs in addition to the developers. To mitigate this risk and ensure that development would not be derailed, the SCiMMA team formally integrated the collaboration with SNEWS into its own Agile sprint structure. The team created an Epic and User Stories specifically for SNEWS development support, and assigned this project to two developers. These SCiMMA developers remained active in core SCiMMA tasks and assessed the SNEWS codebase, but did not commit any time toward SNEWS software development during the remainder of Phase 0. After SNEWS's presentation to SCiMMA and the SCiMMA developers’ internal sprint presentation, it became clear that a collaboration would support SNEWS’s development goals while providing an informative use-case for SCiMMA’s own development. While there were still concerns about allocating effort away from core development, SCiMMA proposed a short period of focused collaboration with SNEWS (Phase 1 in Figure 3) given the many synergies between the projects. Both groups then decided to actively work together to further the development of the SNEWS 2.0 prototype.

### 4.3 Concerning communication during a collaboration

The assessments during Phase 0 confirmed both that HOPSKOTCH was a valuable technology for supporting SNEWS 2.0 and that SCiMMA was willing to work with SNEWS to meet their requirements and timeline, suggesting that a collaboration would be mutually beneficial. However, given the concerns of each organization, the structure of the collaboration would need to meet several constraints. Foremost, the workload would need to be shared between organizations. This would ensure that SNEWS would have the understanding required to sustain the codebase after SCiMMA’s involvement, allow the SCiMMA developers to understand the existing SNEWS codebase on a short timescale, and avoid software duplication. This collaboration would also change SCiMMA’s previous community engagement model, wherein MMA organizations served only as end-users rather than collaborative developers. This would increase the importance of reliable communication between SNEWS and SCiMMA to identify and evaluate ideas emerging from the collaborative development. The emergent nature of these constraints, along with the short timescale, suggested that an Agile Scrum framework would benefit the collaboration. However, the addition of a second Agile Scrum process to SCiMMA’s effort would require careful implementation to avoid complicating the separate, but dependent, development efforts. Moreover, trust would have to be built in the Agile process itself since none of the SNEWS team had utilized Agile methods for software development nor heard of its success in scientific computing.
5 | USING AGILE SCRUM TO MITIGATE APPREHENSION

The collaboration was structured to address the concerns of SNEWS and SCiMMA to ensure that the combined effort would benefit each individual group. While the shared funding commitment from SNEWS and SCiMMA reduced some of the up-front risk of collaborating, mutual trust was still required in order to address the concerns of each organization. The success of one group was dependent on the success of the other, so each team needed to consider the other’s requirements in addition to their own. This promoted mutual interest between the two projects and provided a foundation of investment and trust despite the lack of in-person meetings, pre-existing social connections, or formal joint funding proposals. The precollaboration planning (Phase 0) and the initial 2-week period of focused collaborative development (Phase 1) provided informative requirements for the collaboration structure, which evolved into a more formal Agile framework in the 4-week Phase 2. Each phase proceeded only after a consensus between organizations was reached, so that the conclusion of each phase allowed each organization to build trust and evaluate whether to continue the collaboration. This approach ensured that the collaboration was addressing the evolving needs and perspectives of each organization.

This collaboration was composed of two members of SCiMMA and four members of SNEWS, from the working groups pictured in Figure 2. In this collaboration, the Scrum Master was a part-time SCiMMA software developer who primarily worked on gravitational-wave computing cyberinfrastructure. There were two SNEWS Product Owners, one primary investigator and one graduate student from particle astrophysics domains. The Scrum Master and Product Owners identified the specific User Stories that were to be tasked during each sprint. The entire team included the Scrum Master and Product Owners, a second software developer from SCiMMA, an undergraduate student developer from SNEWS, and an academic IT specialist from SNEWS. This composed the core Scrum team, which coordinated sprints via sprint planning sessions, sprint retrospective meetings, and daily check-ins. The Stakeholders included six primary investigators in total, three from SCiMMA and three from SNEWS, who served to evaluate the phases and decide if a new phase should be generated. Due to the geographically distributed, remote nature of the collaboration, all Scrum and Stakeholder meetings were conducted via Zoom, check-ins were facilitated via the online real-time messaging system Slack, and User Story management was conducted via a GitHub Project Board (Figure 4).

5.1 | Addressing simultaneous development efforts

As the Phase 1 collaboration began, SCiMMA created an Epic in its Agile process for a collaboration with SNEWS that would run in parallel to SCiMMA’s main development efforts and dedicated two SCiMMA developers on this Epic. Sprint deliverables from this SCiMMA Epic triggered the addition of User Stories to the SNEWS Backlog. SCiMMA integrated the SNEWS collaboration progress into the regular SCiMMA Agile Scrum status updates during daily check-ins and sprint
retrospectives, ensuring that the SNEWS collaboration would be synchronized with SCiMMA core development. The regular status updates provided an active dialogue throughout Phase 1, allowing SCiMMA to remain in-sync with emergent feedback and ready to adjust its development plans in response. This dialogue involved multiple new User Stories generated from bugs and feature requests during Phase 1. In addition, SCiMMA noted that many of these User Stories were of general MMA interest and decided to transfer some of these stories from the SNEWS Backlog to their own Backlog. This synergy suggested that dedicating more effort for a focused collaboration could continue benefiting core SCiMMA development, even if it reduced total effort available in the short-term. Since these potential benefits were within SCiMMA's primary scope, the developers could transition to collaborative development in support of SCiMMA’s preexisting Agile process with little concern about formalizing a commitment of time and funding away from core efforts. Moreover, core development could still proceed even if several developers were focused exclusively on an external collaboration, as the rest of the team could continue working on components that were independent of the SNEWS client development, such as the HOPSKOTCH cloud servers.

5.2 Addressing communication and reliance on external software

To implement Agile methods for Phase 1, the Scrum Master coordinated meetings and the creation of User Stories based on the Product Owners' scientific requirements. Developers from each team actively engaged during Phase 1, communicating regularly via Slack check-ins, Zoom meetings, and by using a shared Github project board. The two teams conducted one-week sprints, consisting of a review meeting each week to informally check progress and create User Story task cards on the project board. These meetings continued in-parallel with SCiMMA’s ongoing bi-weekly sprint process. The SNEWS Product Owners were responsible for ensuring that the SNEWS 2.0 prototype was within specifications, communicating the needs of SNEWS to SCiMMA during sprints, and reporting the collaboration progress during SNEWS's internal meetings. The other developers worked on improving the prototype and deploying it on test systems. This framework ensured bilateral effort for the collaboration and provided regular communication between the organizations. It gave SNEWS an active role in the development, allowing for feature requests and bugs to be relayed through the SCiMMA developers to the ongoing SCiMMA sprint. This also allowed for SNEWS to become familiar with the software, reducing the risk of unsustainable software after the collaboration. The Agile Scrum framework also supported timely development by allowing large goals to be translated into smaller tasks, promoting iterative development.

5.3 Addressing timeline constraints

Phase 1 concluded with a demonstration of the software to the SNEWS and SCiMMA stakeholders. After reviewing the collaboration progress, it was clear that there was mutual benefit and that the initial concerns appeared to be ameliorated in a manageable way. Both organizations agreed to a second, 4-week period of focused development (Phase 2 of Figure 3). However, at the end of Phase 1, there were clear timeline constraints: SNEWS was seeking to begin the transition to production operation of the software and SCiMMA expected to focus more effort on the internal development tasks that had resulted from the collaboration. These timelines were constrained by the funding available for each project independently. These new constraints prompted several changes to the collaboration structure.

Phase 2 continued to use the GitHub Project Board and daily check-ins on Slack as in Phase 1, but the sprints were restructured to better reflect timeline constraints. Four 1-week inlineprints were set up, with a weekly sprint meeting consisting of review and planning sections, in addition to the ongoing daily check-ins. In the review section, the developers gave short, round-table updates on their progress and blockers from the previous week based on the cards they were assigned. In the planning section, the Scrum Master evaluated the status of the Scheduled and In-progress task cards in the project board (Figure 4), marking them as Done or In-progress. The developers then created new Backlog cards by discussing the existing Epics and self-assigned them to work on in the upcoming week. This revised format matched the Agile Scrum development model, as the short-term iterative development progress could be checked against the longer-term Epics during each week.
While the 1-week sprint cadence differed from SCiMMA’s 2-week sprint schedule, this allowed the SNEWS effort to stage its planning and evaluation meetings both between SCiMMA sprint meetings and also immediately after them. In this way, the SNEWS effort was able to respond to requirement changes introduced by the core SCiMMA effort. If the Agile timelines had been the same, there was a risk that the SNEWS effort would respond during a 2-week sprint only to find that the core effort had already introduced specification changes, and thus SNEWS would never be able to remain in-sync with the SCiMMA development. This allowed SNEWS to keep a separate timeline for its own deliverables without depending on the timeline for core SCiMMA development.

The second purpose allowed SNEWS to pick a specific release date set for the end of Phase 2. SNEWS’s goal for Phase 2 was a product that could be effectively released to SNEWS for further enhancement and operational deployment. After this release, SNEWS would contribute to SCiMMA as a community member through existing interaction mechanisms such as workshops, but not through direct collaboration. Thus the developers on both teams decided on multiple week-long sprints to achieve the end goal for the software. As with Phase 1, Phase 2 concluded with a demonstration of the software to the stakeholders, which was recorded as an endpoint marking the conclusion of the dedicated software development period.

6 | DISCUSSION

Each phase of the collaboration was structured around technical demonstrations to iteratively evaluate progress, assess current goals, and plan out goals for the next phase. These demonstrations allowed for trust-building and re-evaluation of personnel commitments and funding for each organization. Phases 1 and 2 utilized weekly meetings coordinated via a GitHub Project Board (Figure 4) for task and project management. The evolution of the codebase and development metrics throughout the collaboration is outlined in Figures 6 and 7, allowing for the success of the collaboration to be tracked throughout the phases.

6.1 | Measurements of success

The main goal of Phase 0 was to rewrite the current SNEWS publish-subscribe system using the hop-client\(^\text{48}\) (Figure 5). Though an Agile framework was not used during this phase, Phase 0 served a similar role to the Agile Inception Phase: planning and deciding on software requirements was the primary goal. Phase 0 was marked successful by the demonstration of a working prototype that included sample publishing and subscribing of...
messages with the SNEWS decision making framework. This established the system’s baseline prior to any collaborative development and gave SNEWS the confidence to rely on external software.

Phase 1 was then planned around a goal to develop a prototype of the system running locally (Figure 5). To capture SNEWS’s large goals from Phase 0, the developers created five broad Epics. These were translated into 10 User Stories over the course of Phase 1. Some of these Stories were relatively broad and took more than one sprint or developer to complete since the teams were learning how best to collaborate and manage the project. Nonetheless, eight of the Stories were completed by merging five pull-requests and resolving four issues during Phase 1, as illustrated in Figures 6 and 7. The teams assessed the progress of this phase via a demonstration of a prototype that used local containerized services and a local installation of the SNEWS 2.0 app. The prototype at this stage replicated most of the current SNEWS functionality. Both teams approved of the collaboration’s progress: SNEWS had a new implementation of their server and SCI-MMA improved the hop-client features beyond their initial scope. This phase and its success enhanced the trust between the two teams, encouraging the teams to agree to a second round of collaboration, Phase 2.

**Figure 6** Lines of code changed during each phase of this case study. Positive values (blue) are the number of lines of code added to the SNEWS 2.0 codebase. Negative values (red) are the number of lines removed from the codebase.

**Figure 7** Figure displaying the software development and Agile framework metrics during each phase. We show the number of commits (dark red), issues resolved (orange), and merged pull requests (light red). Additionally shown are the number of epics created (light blue), user stories created (blue), and number of user stories completed (dark blue).
Phase 2 built on the Phase 1 goal of a local prototype by extending the prototype using distributed systems, with cloud servers to demonstrate robustness of remote but integrated components (Figure 5). The developers reviewed the remaining Epics and User Stories from Phase 1, and determined that two Epics were no longer in-scope with the teams’ goals after the Phase 1 demonstration. The remaining three Epics and two User Stories were determined to still be relevant and were carried over into Phase 2. This phase began with six new Epics based on the assessment of the Phase 1 demonstration, focusing on measuring the prototype’s performance and improving client authentication. This phase allowed SCiMMA to test a service that used their cloud servers and SNEWS was able to create a fully functioning prototype. The Epics were translated into 29 User Stories over the course of Phase 2. Of these, 15 were completed by merging eight pull-requests and resolving three issues during Phase 2. Both organizations reconvened for a demonstration of the remote prototype, which met the initial goal and concluded Phase 2. After the demonstration, seven of the nine Epics were completed. The remaining two were either ill-defined or out-of-scope for the collaboration. Fourteen of the 29 User Stories were incomplete: five Backlog, six Scheduled, and three In-Progress.

The three phases resulted in a variety of development metrics that progressively evolved during the collaboration. In particular, while the SNEWS developers were able to create a prototype independent of SCiMMA by making moderate additions to the codebase (Phase 0 of Figure 6), the collaboration with SCiMMA (Phases 1 and 2 of Figure 6) demonstrably accelerated development. In particular, Phase 1 resulted in roughly half the amount of the codebase changes made during Phase 0 in a quarter of the time (2 weeks, compared to eight); Phase 2 then led to even more changes than either Phase 0 or Phase 1. While this may in part be due to the simple increase of the number of developers, Figures 6 and 7 suggest that the Agile practices and cooperation could offer added benefits.

The progression of the phases reflects the evolving Agile coordination in this collaboration. Phase 1 was fruitful, but remained a short-term trust-building exercise. The demonstrated success of Phase 1 encouraged both teams to invest more resources, effort, and time into the collaboration and provided a basis for Agile methods that Phase 2 continued to develop. This is shown in the evolution of Agile metrics across each phase in Figure 7. The results of Agile practices remained steady during Phase 1 and 2, wherein the 4-week Phase 2 yielded roughly twice the number of Epics and User Stories compared to the 2-week Phase 1. This demonstrates that the short-term success of Phase 1 could be extrapolated to a longer engagement; note, however, that Phase 2 involved more organized Agile practices compared to Phase 1, which may suggest that the less-formal implementation of Agile in Phase 1 may not have been adequate for a longer phase.

## 6.2 Future directions

After the demonstration and evaluation of Phase 2, the collaboration had successfully produced a prototype of SNEWS 2.0 using SCiMMA’s hop-client publish-subscribe system. A schematic of the prototype is shown in Figure 8. The prototype established directions for future development for each group, allowing the organizations to remain in contact even after the phases of focused collaboration had concluded. It has provided direction for SCiMMA’s authentication and permission management infrastructure, and has helped SNEWS begin prototyping their detector network using the SCiMMA hop-client. The next steps after the development of the prototype include having SNEWS members from outside the development team test the software using tutorials provided by the SCiMMA developers to ensure that the software is user-friendly. After this testing, SNEWS plans to integrate all of its neutrino experiments into the SNEWS 2.0 network. This will happen during a dedicated workshop wherein SNEWS will implement Agile methods, similar to those utilized during Phase 2 to drive the development. Specifically, the workshop will take place over a 4-week sprint and will include daily check-in meetings to discuss progress. Additionally, Epics and User Stories will be defined to keep the integration plans on track.

The collaboration promoted the general development efforts for each group. SNEWS utilized SCiMMA’s systems and software engineering expertise to quickly develop their prototype, allowing SNEWS to avoid the difficulties of scientific computing and software development. The collaboration also unexpectedly accelerated the pace of SCiMMA’s core development since SNEWS’ use-case contained features that were of broader MMA interest. Additionally, it provided an exemplar for future engagements: SCiMMA plans to integrate Agile in future collaborations within the MMA community.
6.3  Lessons learned

The success of this collaboration relied heavily on the Agile Scrum framework. The implementation of Agile practices in our work provided several key elements that ameliorated the difficulties of scientific software development as well as the concerns that emerged from each organization, which suggests that some of the Agile practices specific to our collaboration may be broadly relevant to the scientific software community.

First, the daily Slack check-ins and weekly sprint meetings facilitated constant communication between otherwise independent developers. This ensured that the emergent concerns and evolving scientific requirements of SNEWS and SCiMMA were brought up and addressed. The team found that the week-long sprints and User Story planning helped identify achievable tasks within broader goals of the collaboration. In particular, the sprint and phase retrospective meetings were crucial to the success of this collaboration by allowing the team to frequently evaluate its progress and the resulting software to ensure that the needs of both SNEWS and SCiMMA were being addressed. The progress reports at the ongoing SCiMMA sprint within phases and the collaboration-wide leadership meetings between phases ensured that the separate sprints remained on track. Having persistent communication channels was also essential since the development team was geographically distributed and entirely remote for the duration of the collaboration.

Second, implementing an Agile framework accelerated the trust establishment. Trust in the Agile process itself was also essential to the collaboration, since while the SCiMMA developers were already familiar with Agile methods, the Scrum Master did not have prior experience with running a sprint and the SNEWS developers were entirely unfamiliar with Agile. The sprint meetings and required daily communication ensured that each member had regular correspondence with the others, which allowed the otherwise unacquainted teams to quickly meet and trust the other remotely. This demonstrated the advantages of Agile to the collaboration, enhancing trust in the sprint process itself. Additionally, the trust establishment from the Agile framework built upon the shared scientific backgrounds that the two teams had: nearly all of the developers were already involved in scientific computing and/or MMA. The Agile sprint process capitalized on this mutual scientific language to further enhance trust and communication regarding the scientific software development effort. In particular, the SNEWS Product Owners were able to rapidly convey the technical alerting requirements of the application to the SCiMMA developers since the developers were already familiar with alert software in another area of astrophysics. Likewise, the SCiMMA developers brought technical software engineering expertise that allowed them to work with SNEWS computer scientists and system administrators. In particular, they worked with the computer science student developer to enhance the packaging, documentation deployment, and unit testing systems for the software, as well as the academic IT specialist to deploy the software on local hardware.
Third, the coordination of two Agile processes was novel to both organizations. We believe that adequate trust evolved nonetheless due to two reasons. First, the Agile process continuously generated measurable artifacts in the form of User Stories. The Product Owners and various stakeholders auditing the process could see, in real time, the progress and thus were willing to increase their trust. The second reason is that the coordination increased communication between the different organizations, which was particularly important since the development teams were involved in separate sprints and Agile alone is intended to orchestrate a single sprint team. By coordinating the downstream process via User Stories generated from the upstream process and holding cross-sprint check-ins, we created a method to communicate efficiently between the development teams.

7 | RELATED WORK

Our work serves as another case study within the rich ecosystem of scientific software development,\textsuperscript{2,25} Agile methods utilized by scientists,\textsuperscript{19,23} and nontraditional Agile processes for software development.\textsuperscript{20,21,60} Our work shares much with the work described in Reference \textsuperscript{25} in that both describe experiential case studies involving interactions between scientists and software engineers. Our work differs in that the teams involved do not belong to a single organization nor are the teams focused on the completion of a single goal. Further, the author of Reference \textsuperscript{25} cites difficulty in creating effective specifications as a key impediment to a successful collaboration, while for our project, the adoption of Agile alleviated this difficulty. However, the collaborative element of our Agile process introduced additional risks to the success of our work that were not covered in these case studies.

In Reference \textsuperscript{2}, the authors conduct and report on a survey of scientific development teams and organizations to determine how these teams build software. They report features of scientific development described in their survey that our collaboration also embodies, such as the “trust” in community-maintained software when the community is large, such as SCiMMA’s use of public Kafka libraries.\textsuperscript{61} Our work is largely complementary, however, as we adopted a specific approach without a controlled comparison with other alternative approaches. As such, our work would constitute a single, successful data point within this previous survey.

In Reference \textsuperscript{19}, the authors survey climate scientists to determine their common software development practices. They find that, philosophically and culturally, many development teams resonate with the tenets of Agile development. Our work seems to support this hypothesis, albeit in a different scientific domain, in that the teams involved in our study successfully adopted an Agile framework without much difficulty.

Our work also proposes a coordination mechanism between separate but dependent Agile projects wherein development of the “upstream” project (SCiMMA) must proceed ahead of the “downstream” project (SNEWS 2.0) that depends on it. Existing uses of this approach were not found in the literature, but there are several similarly nontraditional implementations of Agile processes involving novel sprint structures. For example, the authors of Reference \textsuperscript{60} propose the “Scaled Agile Framework” (SAFe) as an additional Agile abstraction to extend Scrum for the coordination of multiple Agile teams. Our work differs in two key ways. First, we articulate a specific methodology based on the existing Agile abstractions of User Stories, Epics, and Backlog. In our case study, the upstream project developed Epics and User Stories that were incorporated into its own Backlog, but the completion of those Backlog tasks would then prompt the creation of User Stories in the downstream Backlog. Additionally, some User Stories generated by the downstream project were transferred to the Backlog of the upstream project based on their broader relevance to the upstream project’s users. Second, Reference \textsuperscript{60} implicates a more complex structure of organizational dependencies between multiple teams, whereas our case study examines only a single dependency in a bilateral context.

In Reference \textsuperscript{20}, the authors propose a combination of Waterfall and Agile methods for software development. This is similar to our case study; while we did not formally implement Waterfall methods, the phase-driven approach of our collaboration is comparable to the phase-gate Waterfall process discussed in Reference \textsuperscript{20}. After each phase, a meeting with leadership members was held in order to assess the status of the project and whether to proceed or halt the collaboration, akin to the “Go/Kill/Hold/Recycle” options after each phase-gate. This functioned to steer the outcomes of the Agile development phases without predefining the software specifications or development tasks that evolved out of the Agile process, similar to the proposed Project Plan in Reference \textsuperscript{20}.

In Reference \textsuperscript{21}, the author proposes a “MetaScrum” process in the context of a single Agile development team involving multiple overlapping sprints. While this implementation differs from our case study by considering only one Agile team, it bears similarities in terms of introducing novel Agile processes to coordinate multiple overlapping sprints. Specifically, our case study required coordination and reporting of progress from the downstream sprint (1-week cadence) to the
upstream sprint (2-week cadence). While a collaboration-wide MetaScrum meeting was not implemented to manage this coordination, the progress of the downstream project was discussed at meetings involving leadership and management for each organization. In between the collaboration phases, the Agile team met with leadership from each organization to review progress; during phases, the Scrum Master reported progress during ScMiMA sprint reviews and weekly collaboration meetings, and the two Product Owners reported progress at SNEWS monthly team meetings. These processes allowed for broader coordination of the sprints between the organizations, but differed from MetaScrum in that they were not specifically designed with sprint coordination in mind, nor structured to directly solicit feedback from organization leadership.

8 | CONCLUSION

The development of software to support collaborative science projects requires risk mitigation between the teams involved in order to bridge the chasm between scientific computing and software engineering. This case study describes the risks within a collaborative scientific software development effort and the ways in which the collaboration members confronted them. In this case study, the emergent concerns and needs of each organization were addressed by adopting Agile Scrum practices with an active dialogue between organizations. By working in week-long sprints, the high-level goals of each organization were translated into manageable development tasks. By demonstrating the final product after each phase, the Product Owners could re-evaluate the collaboration’s status and the resources required for personnel time and effort; this resulted in enhanced trust in the collaboration. The software developers utilized the practical use-case from the science team to further its software and infrastructure to support the broader MMA community. The science team gained a functional and maintainable prototype of their desired software while also gaining valuable software development experience. The collaboration allowed both organizations to gain useful experience and furthered their science programs in ongoing and future work. The experience also demonstrated several themes of broader interest for the scientific computing community:

- Focused, bi-lateral collaboration can streamline development and improve communication of software requirements between users and developers, beyond the traditional open-source pull-request development model.
- The constant communication and incremental tasking promoted by Agile practices allow for software development to be flexible to rapidly changing requirements, which is particularly important when creating scientific applications.
- Collaborations between scientists and software developers can accelerate the creation of scientific software applications while also promoting knowledge transfer between domains.
- Coordination between separate, but dependent, Agile processes can be done without additional Agile abstractions, but this may require additional planning and communication methods to ensure progress for both teams involved.

The framework described herein proved to be beneficial in this study, which involved 0(10) people across two teams and time frames 0(months). Note that these strategies may not generalize to larger-scale or well-established development projects, which may struggle to either implement Agile practices or respond to rapidly emerging software requirements. However, these practices could still alleviate some of the general difficulties of scientific software engineering, such as interdisciplinary communication, creating sustainable software without relying on external code, and constrained resources and timelines. These emergent and iterative frameworks can additionally support the need for rapid results and ever-changing requirements of the scientist user-group community. This case study indicates that a collaborative development approach centered on an Agile Scrum framework can benefit both the scientific user-group and the software developer team while mitigating some of the difficulties facing the scientific software engineering community.
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