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Abstract

The aim of this paper is to prove theorems for the Slepian-Wolf source coding and the broadcast channel coding (independent messages and no common message) based on a stronger version of the hash property for an ensemble of functions. Since an ensemble of sparse matrices (with logarithmic column degree) has a strong hash property, codes using sparse matrices can realize the achievable rate region. Furthermore, extensions to the multiple source coding and multiple output broadcast channel coding are investigated.
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I. INTRODUCTION

The aim of this paper is to prove theorems for the Slepian-Wolf source coding (Fig. 1) introduced in [26] and the broadcast channel coding (Fig. 2) introduced in [3]. The proof of theorems is based on a stronger version of the hash property for an ensemble of functions introduced in [17][18]. This notion provides a sufficient condition for the achievability of coding theorems. Since an ensemble of sparse matrices also has a strong hash property, we can construct codes by using sparse matrices where the rate pair of the code is close to the boundary of the achievable rate region. When constructing codes, we employ minimum-divergence encoding and maximum-likelihood decoding.

The achievable rate region for Slepian-Wolf source coding is derived in [26]. The technique of random bin coding is developed in [4] to prove the Slepian-Wolf source coding theorem. The achievability of the code using a pair of matrices is studied in [5]. The constructions of encoders using sparse matrices is studied in [20][27] and the achievability is proved in [16] by using maximum-likelihood (ML) decoding. In this paper, we construct codes based on the strong hash property, which unifies the results of [4][5][16].

To construct a broadcast channel code, we assume that independent messages are decoded by their respective receivers with small error probability. It should be noted that we assume neither “degraded” nor “less noisy”
conditions on this channel. The capacity region for this channel is known only for some classes. An inner region on the two receiver general broadcast channel without a common message is derived in [15] and a simpler way of constructing codes is presented in [7]. The cardinality bound is investigated in [10][11]. Outer regions are derived in [13][21][22]. Applications of sparse matrices (LDPC codes) to broadcast channels are investigated in [2][23][24][25]. In this paper, we construct codes based on a strong hash property and we show that the rate pair of the constructed code is close to the inner bound derived in [7][15].

The proof of all theorems is based on the notion of a hash property, which is a stronger version of that introduced in [17]. It is the extension of the ensemble of the random bin coding [4], the ensembles of linear matrices [5], the universal class of hash functions [6], and the ensemble of sparse matrices [16]. Two lemmas called ‘collision-resistance property\(^1\)’ (if the number of bins is greater than the number of items then there is an assignment such that every bin contains at most one item) and ‘saturation property\(^1\)’ (if the number of items is greater than the number of bins then there is an assignment such that every bin contains at least one item), which are proved in [17] and reviewed in Section III, are extended from a single domain to multiple domains. The extended collision-resistance property is used to analyze the decoding error of the Slepian-Wolf source coding and the extended saturation property is used to analyze the encoding error of the broadcast channel coding. It should be noted that the linearity of functions is not necessary for a strong hash property but it is expected that the space and time complexity of the code can be reduced compared with conventional constructions by using sparse matrices. This is a potential advantage of our approach.

II. DEFINITIONS AND NOTATIONS

Throughout this paper, we use the following definitions and notations.

The cardinality of a set \( \mathcal{U} \) is denoted by \(|\mathcal{U}|\), \( \mathcal{U}^c \) denotes the complement of \( \mathcal{U} \), and \( \mathcal{U} \setminus \mathcal{V} \equiv \mathcal{U} \cap \mathcal{V}^c \) denotes the set difference.

\(^1\)In [17], they were called ‘collision-resistant property’ and ‘saturating property,’ respectively. We changed these terms following the suggestion of Prof. T.S. Han.
Column vectors and sequences are denoted in boldface. Let $A \mathbf{u}$ denote a value taken by a function $A : U^n \to \text{Im} A$ at $\mathbf{u} \equiv (u_1, \ldots, u_n) \in U^n$, where $U^n$ and $\text{Im} A \equiv \{ A \mathbf{u} : \mathbf{u} \in U^n \}$ are the domain and the image of the function, respectively. It should be noted that $A$ may be nonlinear. When $A$ is a linear function expressed by an $l \times n$ matrix, we assume that $U \equiv \text{GF}(q)$ is a finite field. For a set $A$ of functions, let $\text{Im} A$ be defined as

$$\text{Im} A \equiv \bigcup_{\mathbf{a} \in A} \text{Im} A.$$ 

We define a set $C_A(\mathbf{a})$ as

$$C_A(\mathbf{a}) \equiv \{ \mathbf{u} : A \mathbf{u} = \mathbf{a} \}.$$ 

In the context of linear codes, $C_A(\mathbf{a})$ is called a coset determined by $\mathbf{a}$. The random variables of a function $A$ and a vector $\mathbf{a} \in \text{Im} A$ are denoted by sans serif letters $A$ and $\mathbf{a}$, respectively. On the other hand, the random variables of a $n$-dimensional vector $\mathbf{u}$ is denoted by bold Roman letter $U$.

Let $p$ and $p'$ be probability distributions and let $q$ and $q'$ be conditional probability distributions. Then entropy $H(p)$, conditional entropy $H(q|p)$, divergence $D(p||p')$, and conditional divergence $D(q||q'|p)$ are defined as

$$H(p) \equiv \sum_{u} p(u) \log \frac{1}{p(u)}$$

$$H(q|p) \equiv \sum_{u,v} q(u|v)p(v) \log \frac{1}{q(u|v)}$$

$$D(p \parallel p') \equiv \sum_{u} p(u) \log \frac{p(u)}{p'(u)}$$

$$D(q \parallel q'|p) \equiv \sum_{v} q(v) \sum_{u} q(u|v) \log \frac{q(u|v)}{q'(u|v)},$$

where we assume that the base of the logarithm is $2$.

Let $\mu_{U,V}$ be the joint probability distribution of random variables $U$ and $V$. Let $\mu_U$ and $\mu_V$ be the respective marginal distributions and $\mu_{U|V}$ be the conditional probability distribution. Then the entropy $H(U)$, the conditional entropy $H(U|V)$, and the mutual information $I(U;V)$ of random variables are defined as

$$H(U) \equiv H(\mu_U)$$

$$H(U|V) \equiv H(\mu_{U|V}|\mu_V)$$

$$I(U;V) \equiv H(U) - H(U|V).$$

A set of typical sequences $T_{U,\gamma}$ and a set of conditionally typical sequences $T_{U|V,\gamma}(v)$ are defined as

$$T_{U,\gamma} \equiv \{ \mathbf{u} : D(\nu_{\mathbf{u}}||\mu_U) < \gamma \}$$

$$T_{U|V,\gamma}(v) \equiv \{ \mathbf{u} : D(\nu_{\mathbf{u}|v}||\mu_{U|V}|\nu_{\mathbf{v}}) < \gamma \},$$

respectively, where $\nu_{\mathbf{u}}$ and $\nu_{\mathbf{u}|v}$ are defined as

$$\nu_{\mathbf{u}}(u) \equiv \frac{|\{1 \leq i \leq n : u_i = u\}|}{n}$$

$$\nu_{\mathbf{u}|v}(u|v) \equiv \frac{\nu_{\mathbf{u}|v}(u,v)}{\nu_{v}(v)}.$$

For $T \subset U \times V$ and $v \in V$, $T_{U|V}(u)$ and $T_{U|V}(u)$ are defined as

$$T_{U} \equiv \{ \mathbf{u} : (\mathbf{u},v) \in T \text{ for some } v \in V^n \}$$
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We define $\chi(\cdot)$ as

$$
\chi(a = b) \equiv \begin{cases} 
1, & \text{if } a = b \\
0, & \text{if } a \neq b 
\end{cases}
$$

$$
\chi(a \neq b) \equiv \begin{cases} 
1, & \text{if } a \neq b \\
0, & \text{if } a = b.
\end{cases}
$$

Finally, for $\gamma, \gamma' > 0$, we define

$$
\lambda_U \equiv \frac{|U| \log(n + 1)}{n} \quad (1)
$$

$$
\zeta_U(\gamma) \equiv \gamma - \sqrt{2\gamma} \log \frac{\sqrt{2\gamma}}{|U|} \quad (2)
$$

$$
\zeta_U(\gamma'|\gamma) \equiv \gamma' - \sqrt{2\gamma'} \log \frac{\sqrt{2\gamma'}}{|U||V|} + \sqrt{2\gamma} \log |U| \quad (3)
$$

$$
\eta_U(\gamma) \equiv -\sqrt{2\gamma} \log \frac{\sqrt{2\gamma}}{|U|} + \frac{|U| \log(n + 1)}{n} \quad (4)
$$

$$
\eta_U(\gamma'|\gamma) \equiv -\sqrt{2\gamma'} \log \frac{\sqrt{2\gamma'}}{|U||V|} + \sqrt{2\gamma} \log |U| + \frac{|U||V| \log(n + 1)}{n} \quad (5)
$$

where the product set $U \times V$ is denoted by $UV$ when it appears in the subscript of these functions. These definitions will be used in the proof of theorems.

III. STRONG (\(\alpha, \beta\))-HASH PROPERTY

A. Formal Definition and Basic Properties

In the following, we introduce the strong hash property for an ensemble of functions. It requires a stronger condition than that introduced in [17]. It should be noted that the linearity of functions is not assumed in this section.

**Definition 1:** Let $\mathcal{A} \equiv \{\mathcal{A}_n\}_{n=1}^\infty$ be a sequence of sets such that $\mathcal{A}_n$ is a set of functions $A_n : U^n \to \text{Im}\mathcal{A}_n$. For a probability distribution $p_{A_n}$ on $\mathcal{A}_n$ corresponding to a random variable $A_n \in \mathcal{A}_n$, we call a sequence $(\mathcal{A}, p_{A}) \equiv \{(\mathcal{A}_n, p_{A_n})\}_{n=1}^\infty$ an **ensemble**. Then, $(\mathcal{A}, p_{A})$ has a strong $(\alpha_A, \beta_A)$-hash property if there are two sequences $\alpha_A \equiv \{\alpha_A(n)\}_{n=1}^\infty$ and $\beta_A \equiv \{\beta_A(n)\}_{n=1}^\infty$ depending only on $\{p_{A_n}\}_{n=0}^\infty$ such that

$$
\lim_{n \to \infty} \alpha_A(n) = 1 \quad (H1)
$$

$$
\lim_{n \to \infty} \beta_A(n) = 0 \quad (H2)
$$

and

$$
\sum_{\substack{u' \in U^n \setminus \{u\} \\
p_{A_n}(\{A: Au = Au'\}) \geq \frac{\alpha_A(n)}{\|\text{Im}\mathcal{A}\|}} \leq \beta_A(n) \quad (H3)
$$

for any $u \in U^n$. Throughout this paper, we omit the dependence on $n$ of $\mathcal{A}$, $A$, $\alpha_A$, and $\beta_A$.

Let us remark on the conditions (H1)–(H3). These conditions require that the sum of the all collision probability which is far grater than $1/|\text{Im}\mathcal{A}|$ vanishes as the block length goes to infinity.
Remark 1: The condition
\[
\lim_{n \to \infty} \frac{1}{n} \log \frac{|\mathcal{F}_n|}{|\text{Im}A_n|} = 0
\]
is required for an ensemble in [17, Def. 1]. We omit this condition because it is unnecessary for the results presented in this paper.

It should be noted that \((\mathcal{A}, p_\mathcal{A})\) has a strong \((1,0)\)-hash property when \(\mathcal{A}\) is a universal class of hash functions [6] and \(p_\mathcal{A}\) is the uniform distribution on \(\mathcal{A}\). The random bin coding [4] and the set of all linear functions [5] are examples of a universal class of hash functions. The strong hash property of an ensemble of sparse matrices is discussed in Section III-B.

From the following lemma, we have the fact that the above definition of hash property is stronger than that introduced in [17]. It is proved in Appendix B.

**Lemma 1:** If \((\mathcal{A}, p_\mathcal{A})\) has a strong \((\alpha_\mathcal{A}, \beta_\mathcal{A})\)-hash property, then
\[
\sum_{u \in \mathcal{T}} p_\mathcal{A}(\{A : Au = Au'\}) \leq |\mathcal{T} \cap \mathcal{T}'| + \frac{|\mathcal{T}||\mathcal{T}'|\alpha_\mathcal{A}}{|\text{Im}A|} + \min\{|\mathcal{T}|, |\mathcal{T}'|\} \beta_\mathcal{A} \tag{6}
\]
for any \(\mathcal{T}, \mathcal{T}' \subset \mathcal{U}^n\), that is, it has a \((\alpha_\mathcal{A}, \beta_\mathcal{A})\)-hash property introduced in [17, Definition 1].

In the following, we review two lemmas of the hash property. It should be noted that Lemmas 2 and 3 are related to the collision-resistance property and the saturation property, respectively. These relations are explained in [17, Section III]. Let \(\mathcal{A}\) be a set of functions \(A : \mathcal{U}^n \to \text{Im}A\), \(p_\mathcal{A}\) be the uniform distribution on \(\text{Im}A\), where random variables \(A\) and \(a\) are mutually independent, that is,
\[
p_\mathcal{A}(a) \equiv \begin{cases} \frac{1}{|\text{Im}A|}, & \text{if } a \in \text{Im}A \\ 0, & \text{if } a \notin \text{Im}A \end{cases}
\]
\[
p_\mathcal{A}(A, a) = p_\mathcal{A}(A)p_\mathcal{A}(a)
\]
for any \(A\) and \(a\).

**Lemma 2 ([17, Lemma 1]):** If \((\mathcal{A}, p_\mathcal{A})\) satisfies (6), then
\[
p_\mathcal{A}(\{A : [\mathcal{G} \setminus \{u\}] \cap C_A(Au) \neq \emptyset\}) \leq \frac{|\mathcal{G}|\alpha_\mathcal{A}}{|\text{Im}A|} + \beta_\mathcal{A}
\]
for all \(\mathcal{G} \subset \mathcal{U}^n\) and \(u \in \mathcal{U}^n\).

**Lemma 3 ([17, Lemma 2]):** If \((\mathcal{A}, p_\mathcal{A})\) satisfies (6) then
\[
p_\mathcal{A}(\{(A, a) : \mathcal{T} \cap C_A(a) = \emptyset\}) \leq \alpha_\mathcal{A} - 1 + \frac{|\text{Im}A| \beta_\mathcal{A} + 1}{|\mathcal{T}|}
\]
for all \(\mathcal{T} \subset \mathcal{U}^n\).

In the following, we consider the combination of two ensembles, where functions have the same domain. It should be noted that the assumption of a strong hash property makes it unnecessary to assume the linearity of a function for the hash property of the concatenated ensemble while the linearity of a function is assumed in [17][18][19]. The proof is given in Appendix C.

**Lemma 4:** Assume that an ensemble \((\mathcal{A}, p_\mathcal{A})\) of functions \(A : \mathcal{U}^n \to \text{Im}A\) satisfies an strong \((\alpha_{\mathcal{A}}, \beta_{\mathcal{A}})\)-hash property and an ensemble \((\mathcal{A}', p_{\mathcal{A}'})\) of functions \(A' : \mathcal{U}^n \to \text{Im}A'\) satisfies an strong \((\alpha_{\mathcal{A}'}, \beta_{\mathcal{A}'})\)-hash property. Let \(p_{\mathcal{A}'}\) be the joint distribution on \(\mathcal{A} = A \times A'\) defined as
\[
p_{\mathcal{A}'}(A, A') \equiv p_\mathcal{A}(A)p_{\mathcal{A}'}(A')
\]
for each $A \in \mathcal{A}$ and $A' \in \mathcal{A}'$. Let $(\alpha_{\hat{A}}, \beta_{\hat{A}})$ be defined as

$$\alpha_{\hat{A}} \equiv \alpha_{\hat{A}A}$$

$$\beta_{\hat{A}} \equiv \beta_A + \beta_A'.$$

Then the ensemble $(\hat{A}, p_{\hat{A}})$ defined as

$$\hat{A} : \mathcal{U}^n \rightarrow \text{Im}A \times \text{Im}A'$$

$$\hat{A}u \equiv (Au, A'u)$$

for each $\hat{A} \equiv (A, A') \in \hat{A}$ and $u \in \mathcal{U}^n$ has a strong $(\alpha_{\hat{A}}, \beta_{\hat{A}})$-hash property.

In the following, we consider the combination of two ensembles, where the domains of functions are different. The following lemmas are essential for the proof of coding theorems presented in this paper. For a set $\mathcal{A}$ of functions $A : \mathcal{U}^n \rightarrow \text{Im}A$, a set $\mathcal{B}$ of functions $B : \mathcal{V}^n \rightarrow \text{Im}B$, let $p_{a}$ and $p_{b}$ the uniform distributions on $\text{Im}A$ and $\text{Im}B$, respectively, where random variables $\{A, B, a, b\}$ are mutually independent, that is,

$$p_{A\mathcal{B}ab}(A, B, a, b) = p_{A}(A)p_{B}(B)p_{a}(a)p_{b}(b)$$

for any $A, B, a$, and $b$.

**Lemma 5:** If $(\mathcal{A}, p_{A})$ and $(\mathcal{B}, p_{B})$ satisfy (H3), then

$$p_{\mathcal{A}\mathcal{B}ab}((\{A, B\} : \mathcal{G} \setminus \{(u, v)\} \cap [\mathcal{C}_{A}(Au) \times \mathcal{C}_{B}(Bu)] \neq \emptyset))$$

$$\leq \frac{|G|\alpha_{\mathcal{A}\mathcal{B}}}{|\text{Im}A||\text{Im}B|} + \frac{\max_{v \in \mathcal{V}_{B}} |\mathcal{G}_{(u,v)}(v)|}{|\text{Im}A|} \alpha_{A}[\beta_{B} + 1] + \frac{\max_{u \in \mathcal{U}_{A}} |\mathcal{G}_{(u,v)}(u)|}{|\text{Im}B|} \alpha_{B}[\beta_{A} + 1] + \beta_{A} + \beta_{B} + \beta_{A}\beta_{B}$$

(7)

for all $G \subset \mathcal{U}^n \times \mathcal{V}^n$ and $(u, v) \in \mathcal{U}^n \times \mathcal{V}^n$.

**Lemma 6:** If $(\mathcal{A}, p_{A})$ and $(\mathcal{B}, p_{B})$ satisfy (H3), then

$$p_{\mathcal{A}\mathcal{B}ab}((\{A, B, a, b\} : \mathcal{T} \cap [\mathcal{C}_{A}(a) \times \mathcal{C}_{B}(b)] = \emptyset))$$

$$\leq \alpha_{\mathcal{A}\mathcal{B}} - 1 + \frac{\text{Im}B}{|\mathcal{T}|} \frac{\max_{v \in \mathcal{V}_{B}} |\mathcal{T}_{(v)}(v)|}{\text{Im}B} \alpha_{B}[\beta_{B} + 1] + \frac{\text{Im}A}{|\mathcal{T}|} \frac{\max_{u \in \mathcal{U}_{A}} |\mathcal{T}_{(u)}(u)|}{\text{Im}A} \alpha_{B}[\beta_{A} + 1]$$

(8)

for all $\mathcal{T} \subset \mathcal{U}^n \times \mathcal{V}^n$.

It should be noted that Lemmas 5 and 6 are related to the collision-resistance property (Lemma 2) and the saturation property (Lemma 3), respectively. Proof are given in Appendix D.

**B. Hash Property for Ensembles of Matrices**

In the following, we discuss the hash property for an ensemble of matrices.

It has been discussed in the last section that the uniform distribution on the set of all linear functions has a strong $(1, 0)$-hash property because it is a universal class of hash functions. In the following, we introduce another ensemble of matrices.

First, we introduce the average spectrum of an ensemble of matrices given in [1]. Let $\mathcal{U}$ be a finite field and $\mathcal{A}$ be a set of linear functions $A : \mathcal{U}^n \rightarrow \mathcal{U}^{lA}$. It should be noted that $A$ can be represented by a $lA \times n$ matrix.
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Let \( t(u) \) be the type\(^2\) of \( u \in U^n \), which is characterized by the empirical probability distribution \( \nu_u \) of the sequence \( u \). Let \( H \) be a set of all types of length \( n \) except \( t(0) \), where \( 0 \) is the zero vector. For a probability distribution \( p_A \) on a set of \( I_A \times n \) matrices and a type \( t \), let \( S(p_A, t) \) be defined as

\[
S(p_A, t) = \sum_{A \in A_t} p_A(A) \{ u \in U^n : Au = 0, t(u) = t \},
\]

which is called the expected number of codewords that have type \( t \) in the context of linear codes. For given \( \hat{H}_A \subset H \), we define \( \alpha_A(n) \) and \( \beta_A(n) \) as

\[
\alpha_A(n) = \frac{|\text{Im}|}{|U|^{l_A}} \max_{t \in H_A} \frac{S(p_A, t)}{S(u_A, t)} \tag{9}
\]

\[
\beta_A(n) = \sum_{t \in H \setminus \hat{H}_A} S(p_A, t), \tag{10}
\]

where \( u_A \) denotes the uniform distribution on the set of all \( I_A \times n \) matrices.

We have the following theorem. The proof is given in Section VIII-A.

**Theorem 1:** Let \( (A, p_A) \) be an ensemble of matrices and assume that \( p_A(\{ A : Au = 0 \}) \) depends on \( u \) only through the type \( t(u) \). If \((\alpha_A, \beta_A)\), defined by (9) and (10), satisfies (H1) and (H2), then \((A, p_A)\) has a strong \((\alpha_A, \beta_A)\)-hash property.

Next, we introduce the ensemble of \( q \)-ary sparse matrices introduced in [17], which is the \( q \)-ary extension of the ensemble proposed in [14]. Let \( U \equiv GF(q) \) and \( l_A \equiv nR \) for given \( 0 < R < 1 \). We generate an \( l_A \times n \) matrix \( A \) with the following procedure, where at most \( \tau \) random nonzero elements are introduced in every row.

1) Start from an all-zero matrix.

2) For each \( i \in \{1, \ldots, n\} \), repeat the following procedure \( \tau \) times:
   a) Choose \((j, a) \in \{1, \ldots, l_A\} \times [GF(q) \setminus \{0\}]\) uniformly at random.
   b) Add\(^3\) \( a \) to the \((j, i)\)-element of \( A \).

Assume that \( \tau = O(\log n) \) is even and let \((A, p_A)\) be an ensemble corresponding to the above procedure. Let \( \hat{H}_A \subset H \) be a set of types satisfying the requirement that the weight (the number of occurrences of non-zero elements) is large enough. Let \((\alpha_A, \beta_A)\) be defined by (9) and (10). Then \( \alpha_A \) measures the difference between the ensemble \((A, p_A)\) and the ensemble of all \( l_A \times n \) matrices with respect to the high-weight part of the average spectrum, and \( \beta_A \) provides the upper bound of the probability that the code \( \{ u \in U^n : Au = 0 \} \) has low-weight codewords. It is proved in [17, Theorem 2] that \((\alpha_A, \beta_A)\) satisfy (H1) and (H2) by adopting an appropriate \( \hat{H}_A \). Then, from Theorem 1, we have the fact that this ensemble has a strong \((\alpha_A, \beta_A)\)-hash property. It should be noted that the convergence speed of \((\alpha_A, \beta_A)\) depends on how fast \( \tau \) grows in relation to the block length. The analysis of \((\alpha_A, \beta_A)\) is given in the proof of [17, Theorem 2].

\(^2\)In [17], it is called a histogram which is characterized by the number \( n \nu_u \) of occurrences of each symbol in the sequence \( u \). The type and the histogram is essentially the same.

\(^3\)It should be noted that \((j, i)\)-element of matrix is not overwritten by \( a \) when the same \( j \) is chosen again.
IV. SLEPIAN-WOLF SOURCE CODING

In this section, we consider the Slepian-Wolf source coding illustrated in Fig. 1. The achievable rate region for this problem is given by

\[ R_X \geq H(X|Y) \]
\[ R_Y \geq H(Y|X) \]
\[ R_X + R_Y \geq H(X,Y), \]

where \((R_X, R_Y)\) denotes an encoding rate pair.

The achievability of the Slepian-Wolf source coding is proved in [4] and [5] for an ensemble of bin-coding and all \(q\)-ary linear matrices, respectively. The construction of encoders using sparse matrices is studied in [20][27] and the achievability is proved in [16] by using ML decoding. The aim of this section is to demonstrate the proof of the coding theorem based on the hash property. The proof is given in Section VIII-B.

We fix functions

\[ A : \mathcal{X}^n \to \text{Im} A \]
\[ B : \mathcal{Y}^n \to \text{Im} B, \]

which are available for constructing encoders and a decoder. We define the encoders and the decoder (illustrated in Fig. 3)

\[ \varphi_X : \mathcal{X}^n \to \text{Im} A \]
\[ \varphi_Y : \mathcal{Y}^n \to \text{Im} B \]
\[ \varphi^{-1} : \text{Im} A \times \text{Im} B \to \mathcal{X}^n \times \mathcal{Y}^n \]

as

\[ \varphi_X(x) \equiv Ax \]
\[ \varphi_Y(y) \equiv By \]
\[ \varphi^{-1}(a, b) \equiv \hat{g}_{AB}(a, b), \]
where
\[ \hat{g}_{AB}(a, b) \equiv \arg \min_{(x', y') \in C_A(a) \times C_B(b)} D(\nu_{x' y'} \| \mu_{XY}). \]

It should be noted that the construction is analogous to the coset encoding/decoding in the case when \( A \) and \( B \) are linear functions.

The encoding rate pair \((R_X, R_Y)\) is given by
\[ R_X \equiv \log \frac{|\text{Im} A|}{n}, \]
\[ R_Y \equiv \log \frac{|\text{Im} B|}{n}, \]
and the error probability \( \text{Error}_{XY}(A, B) \) is given by
\[ \text{Error}_{XY}(A, B) \equiv \mu_{XY} \left( \{ (x, y) : \varphi^{-1}(\varphi_X(x), \varphi_Y(y)) \neq (x, y) \} \right). \]

We have the following theorem. It should be noted that \( \mathcal{X} \) and \( \mathcal{Y} \) are allowed to be non-binary and the correlation of the two sources is allowed to be asymmetric.

**Theorem 2:** Assume that \((A, p_A)\) and \((B, p_B)\) have a strong hash property. Let \((X, Y)\) be a pair of stationary memoryless sources. If \((R_X, R_Y)\) satisfies
\[ R_X > H(X|Y) \]  
\[ R_Y > H(Y|X) \]  
\[ R_X + R_Y > H(X,Y), \]
then for any \( \delta > 0 \) and all sufficiently large \( n \) there are functions (sparse matrices) \( A \in \mathcal{A} \) and \( B \in \mathcal{B} \) such that
\[ \text{Error}_{XY}(A, B) \leq \delta. \]

**Remark 2:** Instead of a maximum-likelihood decoder, we use a minimum-divergence decoder, which is compatible with typical-set decoding. We can replace the minimum-divergence decoder by
\[ g'_{AB}(a, b) \equiv \arg \max_{(x', y') \in C_A(a) \times C_B(b)} \mu_{XY}(x', y'), \]
where \( \gamma > 0 \) should be defined properly. The reason for introducing the conditions \( x' \in T_{X,\gamma} \) and \( y' \in T_{Y,\gamma} \) is given at the end of Section VIII-B.

**V. Broadcast Channel Coding**

In this section we consider the broadcast channel coding problem illustrated in Fig. 2. A broadcast channel is characterized by the conditional probability distribution \( \mu_{Y|Z,X} \), where \( X \) is a random variable corresponding to the channel input of a sender, and \((Y, Z)\) is a pair of random variables corresponding to the channel outputs of respective receivers. In the following, we consider the case when a sender transmits two independent messages with nothing in common to two receivers. It is known that if a rate pair \((R_Y, R_Z)\) satisfies
\[ R_Y \leq I(U;Y), \]
\[ R_Z \leq I(U;Z), \]
then for any \( \delta > 0 \) and all sufficiently large \( n \) there are functions (sparse matrices) \( A \in \mathcal{A} \) and \( B \in \mathcal{B} \) such that
\[ \text{Error}_{XY}(A, B) \leq \delta. \]
Fig. 4. Construction of Broadcast Channel Code

\[ R_Z \leq I(V; Z) \]  
\[ R_Y + R_Z \leq I(U; Y) + I(V; Z) - I(U; V) \]

for some joint probability distribution \( \mu_{UVX} \) on \( U \times V \times X \), then there is a code for this channel such that the decoding error probability goes to zero as the block length goes to infinity, where the joint distribution of random variable \( (U, V, X, Y, Z) \) is given by

\[ \mu_{UVXYZ}(u, v, x, y, z) \equiv \mu_{YZ|X}(y, z|x) \mu_{UVX}(u, v, x). \]  

This type of achievable region is derived in [15] and a simpler proof is given in [7]. Furthermore, it is shown in [10, Theorem 1] that it is sufficient to consider a joint probability distribution \( \mu_{UVX} \) satisfying \( |U| \leq |X| \), \( |V| \leq |X| \), and \( H(X|UV) = 0 \). In the following, we assume that \( |U| \leq |X| \), \( |V| \leq |X| \), and there is a function \( f : U \times V \rightarrow X \) such that

\[ \mu_{UVX}(u, v, x) = \mu_{UV}(u, v) \chi(x = f(u, v)), \]  

where (19) is equivalent to \( H(X|UV) = 0 \).

Let \( (R_Y, R_Z) \) be a pair of encoding rates. In the following, we assume that \( (R_Y, R_Z), (r_Y, r_Z) \), and \( \varepsilon \) satisfy

\[ r_Y > H(U|Y) \]  
\[ r_Z > H(V|Z) \]  
\[ r_Y + R_Y < H(U) - \varepsilon \]  
\[ r_Z + R_Z < H(V) - \varepsilon \]
\[ r_Y + R_Y + r_Z + R_Z < H(U, V) \]  
\[ r_Y + R_Y + r_Z + R_Z > H(U, V) - \varepsilon \]

for given \( \mu_{YZ|X}, \mu_{UV} \), and \( f \). It should be noted that there are \((r_Y, r_Z)\) and \(\varepsilon\) when \((R_Y, R_Z)\) satisfies

\[ R_Y < I(U; Y) \]
\[ R_Z < I(V; Z) \]
\[ R_Y + R_Z < I(U; Y) + I(V; Z) - I(U; V). \]

This fact is shown from the relations

\[ H(U) - H(U|Y) = I(U; Y) \]
\[ H(V) - H(V|Z) = I(V; Z) \]
\[ H(U, V) - H(U|Y) - H(V|Z) = I(U; Y) + I(V; Z) - I(U; V). \]

We fix functions

\[ A : U^n \rightarrow \text{Im}A \]
\[ A' : U^n \rightarrow \text{Im}A' \]
\[ B : V^n \rightarrow \text{Im}B \]
\[ B' : V^n \rightarrow \text{Im}B' \]

and vectors

\[ a \in \text{Im}A \]
\[ b \in \text{Im}B \]

available for an encoder and decoders satisfying

\[ r_Y = \frac{\log |\text{Im}A|}{n} \]
\[ R_Y = \frac{\log |\text{Im}A'|}{n} \]
\[ r_Z = \frac{\log |\text{Im}B|}{n} \]
\[ R_Z = \frac{\log |\text{Im}B'|}{n}. \]

We define the encoder and the decoders

\[ \varphi : \text{Im}A' \times \text{Im}B' \rightarrow X^n \]
\[ \varphi^{-1}_Y : Y^n \rightarrow \text{Im}A' \]
\[ \varphi^{-1}_Z : Z^n \rightarrow \text{Im}B' \]

as

\[ \varphi(m, w) = f(g_{AA'B'B}(a, m, b, w)) \]
\[ \varphi_Y^{-1}(y) \equiv A'g_A(a|y) \]
\[ \varphi_Z^{-1}(z) \equiv B'g_B(b|z), \]

where

\[ f(u, v) \equiv \begin{pmatrix} f(u_1, v_1), \ldots, f(u_n, v_n) \end{pmatrix} \]
\[ \tilde{g}_{AA'BB'}(a, m, b, w) \equiv \arg \min_{(u', v')} D(\nu_{u'u'}\|\mu_{UV}) \]
\[ g_A(a|y) \equiv \arg \max_{u' \in C_A(a)} \mu_{UY}(u'|y) \]
\[ g_B(b|z) \equiv \arg \max_{v' \in C_B(b)} \mu_{VZ}(v'|z). \]

Let \( m \) and \( w \) be random variables corresponding to messages \( m \) and \( w \), respectively, where the probability distributions \( p_m \) and \( p_w \) are given by

\[ p_m(m) \equiv \begin{cases} \frac{1}{|\text{Im}A'|} & \text{if } m \in \text{Im}A' \\ 0 & \text{if } m \notin \text{Im}A' \end{cases} \quad (29) \]
\[ p_w(w) \equiv \begin{cases} \frac{1}{|\text{Im}B'|} & \text{if } w \in \text{Im}B' \\ 0 & \text{if } w \notin \text{Im}B' \end{cases} \quad (30) \]

and the joint distribution \( p_{mwYZ} \) of the messages and outputs is given by

\[ p_{mwnYZ}(m, w, y, z) \equiv \mu_{YZ|X}(y, z|\varphi(m, w))p_M(m)p_W(w). \]

Let us remark an intuitive interpretation of the code construction, which is illustrated in Fig. 4. Assume that \( a \) and \( b \) are shared by the encoder and the decoder. For \( a, b, m, w \), the function \( \tilde{g}_{AA'BB'} \) generates a pair of typical sequence \( (u, v) \in T_{UV,Y} \) and it is converted to a channel input \( x \) by using a function \( f \), where \( (u, v, x) \) is jointly-typical. One decoder reproduces \( u \) by using \( g_A \) from \( a \) and a channel output \( y \) and another decoder reproduces \( v \) by using \( g_B \) from \( b \) and a channel output \( z \). Since \( A'u = m, B'v = w \), and \( (u, v, x, y) \) is jointly typical, the decoding succeeds if the amount of information of \( a \) (resp. \( b \)) is greater than \( H(U|Y) \) (resp. \( H(V|Z) \)) to satisfy the collision-resistance property. On the other hand, the rate of \( a, m, b, w \) should satisfy the saturation property to find a jointly typical sequences \( (u, v) \) with probability close to 1, that is, the right hand side of (8) should tend to zero as the block length goes to infinity. Then we can set the encoding rate of \( m \) and \( w \) satisfying (26)–(28).

Let \( \text{Error}_{YZ|X}(A, A', B, B', a, b) \) be the decoding error probability given by

\[ \text{Error}_{YZ|X}(A, A', B, B', a, b) \equiv 1 - \sum_{m, w, y, z} \mu_{YZ|X}(y, z|\varphi(m, w))p_M(m)p_W(w)\chi(\varphi_Y^{-1}(y) = m)\chi(\varphi_Z^{-1}(z) = w). \quad (31) \]

Then we have the following theorem. It should be noted that the channel is allowed to be asymmetric and non-degraded.

**Theorem 3:** Let \( \mu_{YZ|X} \) be the conditional probability distribution of a stationary memoryless channel and \( \mu_{UVXYZ} \) be defined by (18) and (19) for a given joint probability distribution \( \mu_{UV} \) and a function \( f \). For a
given \((R_Y, R_Z)\), \((r_Y, r_Z)\), and \(\varepsilon\) satisfying (20)--(25), assume that ensembles \((A, p_A), (A', p_A'), (B, p_B),\) and \((B', p_B')\) have a strong hash property. Then, for any \(\delta > 0\) and all sufficiently large \(n\), there are functions (sparse matrices) \(A \in \mathcal{A}, A' \in \mathcal{A}', B \in \mathcal{B}, B' \in \mathcal{B}'\) and vectors \(a \in \text{Im} A, b \in \text{Im} B\) such that

\[
\text{Rate}_Y > R_Y - \delta \\
\text{Rate}_Z > R_Z - \delta
\]

By assuming that \(\delta \rightarrow 0\), the rate of the proposed code is close to the boundary of the region specified by (15)--(17) for a given \(\mu_{UV}\) and \(f\).

Remark 3: It should be noted that the maximum-likelihood decoders \(g_A\) and \(g_B\) can be replaced by the minimum-divergence decoders \(\hat{g}_A\) and \(\hat{g}_B\) defined as

\[
\hat{g}_A(a | y) \equiv \arg \min_{u' \in C_{A}(a)} D(\nu_{u' | y} \| \mu_{U | Y} | y) \\
\hat{g}_B(b | z) \equiv \arg \min_{v' \in C_{B}(b)} D(\nu_{v' | z} \| \mu_{V | Z} | z),
\]

respectively.

Remark 4: In [7][15], the set of strong typical sequences are used for the construction of a broadcast channel code, where there is no structure of the set of codewords. It should be noted that the encoder and the decoder have to share the large (exponentially in the block length) table which indicates the correspondence between an index and codewords. The time complexity of the decoding grows exponentially in the block length. They represent obstacles to the implementation. In our construction, almost all codewords have strong typicality but the set of codewords have a structure specified by functions \(A, A', B, B'\) and vectors \(a, b\). When the functions are linear, it is expected that the space and time complexity can be reduced compared with conventional constructions.

Remark 5: It should be noted that the inner bound presented in the beginning of this section is not convex in general and we can apply the time sharing principle to obtain the convex hull of this region. It should also be noted that, according to [8, Page 9-36], there is a much larger inner region given by the set of a rate pair \((R_Y, R_Z)\) satisfying

\[
R_Y \leq I(S, U; Y) \\
R_Z \leq I(S, V; Z) \\
R_Y + R_Z \leq I(S, U; Y) + I(V; Z | S) - I(U; V | S) \\
R_Y + R_Z \leq I(U; Y | S) + I(S, V; Z) - I(U; V | S),
\]

for some probability distribution \(\mu_{SUV}\) on \(S \times U \times V\) and a function \(f: S \times U \times V \rightarrow \mathcal{X}\). We presented the code construction for the smaller inner region, because it is a typical application of the extended saturation property (Lemma 6). It is a future challenge to obtain a code construction for the larger inner region based on the strong hash property.
VI. CONSTRUCTION OF MINIMUM-DIVERGENCE OPERATION

In this section, we introduce the construction of the minimum-divergence operation

\[ \hat{g}_{\hat{A}\hat{B}}(\hat{a}, \hat{b}) = \arg \min_{(u', v') \in C_{\hat{A}}(\hat{a}) \times C_{\hat{B}}(\hat{b})} D(\nu_{u'v'} \parallel \mu_{UV}), \]

which is used to construct the encoder of the broadcast channel and the decoder of the Slepian-Wolf codes.

The construction of this operation is introduced in [18] for a binary alphabet. However, we have to construct this operation for an alphabet that is a product space \( \mathcal{U} \times \mathcal{V} \).

In the following, we assume that \( \{0, 1\} \) is a finite field, \( \mathcal{U} = \mathcal{V} = \{0, 1\} \) and that \( \hat{A} \) and \( \hat{B} \) are matrices on \( \{0, 1\} \). It should be noted that our construction of broadcast channel codes can approach the boundary of the achievable region by assuming \( |X| = 2 \) (see [10, Theorem 1]).

Let \( t_{uv}(u, v) \in \{0, \ldots, n\} \) be the number of occurrences of \( (u, v) \in \{0, 1\}^2 \) in \( (u, v) \in \{0, 1\}^n \times \{0, 1\}^n \).

For example, when \( n = 8 \) and

\[ u = 01001010 \]
\[ v = 00101001, \]

we have

\[ t_{uv}(0, 0) = 3 \]
\[ t_{uv}(0, 1) = 2 \]
\[ t_{uv}(1, 0) = 2 \]
\[ t_{uv}(1, 1) = 1. \]

Let \( t_{uv} \equiv \{t_{uv}(0, 0), t_{uv}(0, 1), t_{uv}(1, 0), t_{uv}(1, 1)\} \). We have

\[ \hat{g}_{\hat{A}\hat{B}}(\hat{a}, \hat{b}) = \arg \min_{t \in \mathcal{H}} D(\nu_{u_tv_t} \parallel \mu_{UV}), \]

where

\[ (u_t, v_t) \equiv \begin{cases} (u, v) & \text{if } \exists (u, v) \text{ s.t. } t_{uv} = t, \\ \text{’error’} & \text{otherwise} \end{cases} \]

\[ \mathcal{H} \equiv \left\{ t : t_{uv} \in \{0, \ldots, n\}, \sum_{u,v} t_{uv} = n \right\} \]

and \( D(\nu_{u_tv_t} \parallel \mu_{UV}) \equiv \infty \) when the operation (35) returns an error. It should be noted that the cardinality of the set \( \mathcal{H} \) is at most \( [n + 1]^4 \).

We can apply the linear programming technique introduced in [9] to the construction of (35). By using the technique introduced in [9], the conditions \( \hat{A}u = \hat{a} \) and \( \hat{B}v = \hat{b} \) can be replaced by linear inequalities. In the following, we focus on the condition \( t_{uv} = t \) for a given \( t \in \mathcal{H} \).
Let $u \equiv (u_1, \ldots, u_n)$, $v \equiv (v_1, \ldots, v_n)$ and $t \equiv (t(0,0), t(0,1), t(1,0), t(1,1))$. First, we introduce the auxiliary variable $s(u, v) \equiv (s_1(u, v), \ldots, s_n(u, v))$ for $(u, v) \in \{0,1\}^2$ defined as

$$s_i(u, v) \equiv \begin{cases} 1, & \text{if } u_i = u, v_i = v \\ 0, & \text{otherwise.} \end{cases} \quad (36)$$

Then the condition $t_{uv} = t$ is equivalent to linear equalities

$$\sum_{i=1}^n s_i(u, v) = t(u, v)$$

for all $(u, v) \in \{0,1\}^2$.

Next, we show that the relation (36) can be replaced by linear inequalities. Let $S(u, v)$ be defined as

$$S(u, v) \equiv \{(1, u, v)\} \cup \bigcup_{(u', v') \neq (u, v)} \{(0, u', v')\}.$$

Then we obtain the convex hull of $S(u, v)$ defined by the set of $(s', u', v')$ that satisfies the following linear inequalities.

$$s' \geq 0$$

$$u' \geq 0 \quad \text{if } u = 0$$

$$u' \leq 1 \quad \text{if } u = 1$$

$$v' \geq 0 \quad \text{if } v = 0$$

$$v' \leq 1 \quad \text{if } v = 1$$

$$s' + [-1]^u u' \leq 1 - u$$

$$s' + [-1]^v v' \leq 1 - v$$

$$s' + [-1]^u u' + [-1]^v v' \geq 1 - u - v,$$

where constants $u$, $v$ and variables $s'$, $u'$, and $v$ are considered to be real numbers. For example, when $(u, v) = (0, 0)$, we have

$$S(0, 0) = \{(1, 0, 0), (0, 0, 1), (0, 1, 0), (0, 1, 1)\}$$

and linear inequalities

$$s' \geq 0$$

$$u' \geq 0$$

$$v' \geq 0$$

$$s' + u' \leq 1$$

$$s' + v' \leq 1$$

$$s' + u' + v' \geq 1.$$

Finally, we have $24n + 4$ inequalities, which replace the condition $t_{uv} = t$, defined as

$$\sum_{i=1}^n s_i(u, v) = t(u, v)$$
\( s_i(u, v) \geq 0 \)

\( u_i \geq 0 \) if \( u = 0 \)
\( u_i \leq 1 \) if \( u = 1 \)
\( v_i \geq 0 \) if \( v = 0 \)
\( v_i \leq 1 \) if \( v = 1 \)

\( s_i(u, v) + [-1]^u u_i \leq 1 - u \)
\( s_i(u, v) + [-1]^v v_i \leq 1 - v \)
\( s_i(u, v) + [-1]^u u_i + [-1]^v v_i \geq 1 - u - v, \)

where we take all \( i \in \{1, 2, \ldots, n\} \) and \( (u, v) \in \{0, 1\}^2 \).

**Remark 6:** It should be noted here that linear programming frequently finds non-integral solutions for the operation (35) even if \( \hat{A} \) and \( \hat{B} \) are sparse matrices. Let us consider the polytope with vertexes \( \mathcal{C}_\hat{A}(\hat{a}) \times \mathcal{C}_\hat{B}(\hat{b}) \). Then the section of the polytope cut by the hyperplane defined by \( t_{uv} = t \) may have many fractional points. This is one reason why the linear programming finds non-integral solutions. In fact, the original operation introduced in [18] has the same problem. It remains a future challenge to find a good implementation of the operation (35).

**VII. Extension to Three or More Terminals**

In this section, we extend our results to three or more terminals. We use the following notations:

\( \mathcal{K} \equiv \{1, 2, \ldots, k\} \)

\( U_\mathcal{K} \equiv \times_{j \in \mathcal{K}} U_j \)

\( u_\mathcal{K} \equiv \{(u_{j,1}, u_{j,2}, \ldots, u_{j,n})\}_{j \in \mathcal{K}} \)

\( A_\mathcal{K} \equiv \{A_j\}_{j \in \mathcal{K}} \)

and

\( U_\mathcal{J} \equiv \{U_j\}_{j \in \mathcal{J}} \)

for each \( \mathcal{J} \subset \mathcal{K} \).

**A. Multiple Slepian-Wolf Source Code**

In this section, we consider the Slepian-Wolf coding for \( k \) correlated sources.

Let \( X_\mathcal{K} \in X_\mathcal{K} \) be correlated sources and \( \mu_{X_\mathcal{K}} \) be the joint probability distribution of \( X_\mathcal{K} \). For each \( j \in \mathcal{K} \), we consider an ensemble \( (A_j, p_{A_j}) \) of functions \( A_j : X_j^n \rightarrow \text{Im}A_j \). We assume that function \( A_j \) is shared by the \( j \)-th encoder and the decoder. We define the \( j \)-th encoder as

\( \varphi_j(x_j) \equiv A_j x_j \)
for each output $x_j \in X_j^n$ of the $j$-th source. Let $\hat{g}_{A_K}$ be defined as

$$
\hat{g}_{A_K}(a_K) \equiv \arg\min_{x_K \in C_{A_K}(a_K)} D(\nu_{x_K} || \mu_{X_K}),
$$

where $a_j$ is the codeword of the $j$-th encoder and

$$
C_{A_K}(a_K) \equiv \{ u_K : A_ju_j = a_j \text{ for all } j \in K \}.
$$

Then we define the decoder as

$$
\varphi^{-1}(a_K) \equiv \hat{g}_{A_K}(a_K).
$$

The construction of the above minimum-divergence decoder is described in Section VII-D.

For each $j \in K$, the encoding rate $R_j$ for the $j$-th encoder is given by

$$
R_j \equiv \log |\text{Im} A_j|.
$$

and the error probability is given by

$$
\text{Error}_X(A_K) \equiv \mu_{X_K} \left( \{ x_K : \varphi^{-1} \left( \{ \varphi_j(x_j) \}_{j \in K} \right) \neq x^K \} \right).
$$

We have the following theorem.

**Theorem 4:** Assume that $\{R_j\}_{j \in K}$ satisfies

$$
\sum_{j \in J} R_j > H(X_J | X_{J^c})
$$

for all $J \subset K$ except the empty set, and an ensemble $(A_j, p_{A_j})$ has an $(\alpha_{A_j}, \beta_{A_j})$-hash property for all $j \in K$.

Then for any $\delta > 0$ and all sufficiently large $n$ there are functions (sparse matrices) $A_K \equiv \{A_j\}_{j \in K}$ such that

$$
\text{Error}_X(A_K) \leq \delta.
$$

**B. Multiple Output Broadcast Channel Code**

In this section, we consider the $k$-output broadcast channel coding.

Let $\mu_{Y_K|X}$ be the conditional distribution of a broadcast channel with input $X \in \mathcal{X}$ and $k$ outputs $Y_K \in \mathcal{Y}_K$.

Let $U_K \in \mathcal{U}_K$ be a multiple random variable and $\mu_{U_K}$ be the joint probability distribution of $U_K$. Let $F : \mathcal{U}_K \rightarrow \mathcal{X}$ be a function that is allowed to be non-deterministic. The joint distribution $\mu_{U_K, X, Y_K}$ of $(U_K, X, Y_K)$ is given by

$$
\mu_{U_K, X, Y_K}(u_K, x, y_K) \equiv \mu_{Y_K|X}(y_K|x) \mu_{X|U_K}(x|u_K) \mu_{U_K}(u_K),
$$

where $\mu_{X|U_K}$ represents the transition probability distribution of the function $F$.

For each $j \in K$, we consider an ensemble $(A_j, p_{A_j})$ of functions $A_j : U_j^n \rightarrow \text{Im} A_j$, where $U_j$ is an alphabet of the source $U_j$. We also consider an ensemble $(A'_j, p_{A'_j})$ of functions $A'_j : U_j^n \rightarrow \text{Im} A'_j$. Let $m_j$ be the random variable corresponding to the $j$-th message, where the probability distribution $p_{m_j}$ are given by

$$
p_{m_j}(m_j) \equiv \begin{cases} 
\frac{1}{|\text{Im} A'_j|} & \text{if } m_j \in \text{Im} A'_j \\
0 & \text{if } m_j \notin \text{Im} A'_j
\end{cases}
$$
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for each \( j \in \mathcal{K} \). We assume that functions \( A_j, A'_j \) and a vector \( a_j \in \text{Im} A_j \) are shared by the encoder and the \( j \)-th decoder. For a multiple message \( m_K \in \times_{j \in \mathcal{K}} \text{Im} A'_j \), we define the encoder \( \varphi : \times_{j \in \mathcal{K}} \text{Im} A'_j \to \mathcal{X}^n \) as

\[
\tilde{g}_{A_K A'_K} (m_K, a_K) \equiv \arg \min_{u_K \in C_{A_K A'_K} (m_K, a_K)} D(p_{u_K} \| p_{u_K})
\]

\[
F(u_K) \equiv (F(u_{K,1}), \ldots, F(u_{K,n}))
\]

\[
\varphi (m_K) \equiv F(\tilde{g}_{A_K A'_K} (m_K, a_K)),
\]

where \( u_{K,i} \equiv \{u_{j,i}\}_{j \in \mathcal{K}} \) for each \( i \in \{1, \ldots, n\} \) and

\[
C_{A_K A'_K} (m_K, a_K) \equiv \left\{ u_K : \begin{array}{l} A_j u_j = a_j, A'_j u_j = m_j \\ \text{for all } j \in \mathcal{K} \end{array} \right\}.
\]

The construction of the above minimum-divergence decoder is described in Section VII-D. We define the \( j \)-th decoder \( \varphi^{-1}_j : \mathcal{Y}^n \to \text{Im} A'_j \) as

\[
g_{A_j} (a_j | y_j) \equiv \arg \max_{u_j \in C_{A_j} (a_j)} \mu_{U_j | Y_j} (u_j | y_j)
\]

\[
\varphi^{-1}_j (y_j) \equiv A'_j g_{A_j} (a_j | y_j),
\]

for each output \( y_j \in \mathcal{Y}^n \). The error probability is given by

\[
\text{Error}_{Y \mid X} (A_K, A'_K, a_K) \equiv 1 - \sum_{y_K} \mu_{Y_K | X} (y_K | \varphi (m_K)) \prod_{j \in \mathcal{K}} \left[ \mu_{m_j} (m_j) \chi (\varphi^{-1}_j (y_j) = m_j) \right].
\]

We have the following theorem.

**Theorem 5:** For each \( j \in \mathcal{K} \), let \( R_j \) be the encoding rate for the \( j \)-th encoder. Assume that \( \{(r_j, R_j, \epsilon_j)\}_{j \in \mathcal{K}} \) and \( \epsilon \) satisfy

\[
r_j = \frac{\log |\text{Im} A_j|}{n}
\]

\[
R_j = \frac{\log |\text{Im} A'_j|}{n}
\]

\[
r_j > H(U_j | Y_j)
\]

\[
\sum_{j \in J} [R_j + r_j] < H(U_J) - \epsilon
\]

\[
H(U_K) - \epsilon < \sum_{j \in \mathcal{K}} [R_j + r_j] < H(U_K)
\]

for all non-empty set \( J \subseteq \mathcal{K} \) and \( j \in \mathcal{K} \). Furthermore, assume that an ensemble \( (A_j, p_{A_j}) \) (resp. \( (A'_j, p_{A'_j}) \)) has an \((\alpha_{A_j}, \beta_{A_j})\)-hash (resp. \((\alpha_{A'_j}, \beta_{A'_j})\)-hash) property for all \( j \in \mathcal{K} \). Then for any \( \delta > 0 \) and all sufficiently large \( n \) there are functions (sparse matrices) and vectors \( (A_K, A'_K, a_K) = \{(A_j, A'_j, a_j)\}_{j \in \mathcal{K}} \) such that

\[
\text{Error}_{Y \mid X} (A_K, A'_K, a_K) \leq \delta.
\]

It should be noted that there are \( \{r_j\}_{j \in \mathcal{K}} \) and \( \epsilon \) satisfying (37)-(41) if \( \{R_j\}_{j \in \mathcal{K}} \) satisfy

\[
\sum_{j \in J} R_j < H(U_J) - \sum_{j \in J} H(U_j | Y_j)
\]

\[
= \sum_{j \in J} I(U_j; Y_j) - \left[ \sum_{j \in J} H(U_j) - H(U_J) \right]
\]
for all non-empty set $\mathcal{J} \subset \mathcal{K}$. The condition (42) is equivalent to the conditions

$$R_j < I(U_j; Y_j) \text{ for } j \in \{1, 2, 3\}$$

$$R_1 + R_2 < I(U_1; Y_1) + I(U_2; Y_2) - I(U_1; U_2)$$

$$R_1 + R_3 < I(U_1; Y_1) + I(U_3; Y_3) - I(U_1; U_3)$$

$$R_2 + R_3 < I(U_2; Y_2) + I(U_3; Y_3) - I(U_2; U_3)$$

$$R_1 + R_2 + R_3 < I(U_1; Y_1) + I(U_2; Y_2) + I(U_3; Y_3) - I(U_1; U_2) - I(U_1, U_2; U_3)$$

specified in [8, Page 9-47], which considers the case of \(k = 3\).

### C. Fundamental Lemmas for Theorems 4 and 5

We can prove Theorems 4 and 5 in a similar way to Theorems 2 and 3 by using the following lemmas proved in Appendix E. In the following, we define

$$|\text{Im} A_j| \equiv \prod_{j \in \mathcal{J}} |\text{Im} A_j| \quad (43)$$

$$|T^{\mathcal{J}}| \equiv \begin{cases} 1, & \text{if } \mathcal{J} = \emptyset \\ |\mathcal{T}|, & \text{if } \mathcal{J} = \mathcal{K} \\ \max_{u \in \mathcal{T}} |T_{u^{\mathcal{J}}} (u_{\mathcal{J}^c})|, & \text{otherwise.} \end{cases} \quad (44)$$

**Lemma 7:** For each \(j \in \mathcal{K}\), let \(A_j\) be a set of functions \(A_j : U^n_j \rightarrow \text{Im} A_j\) and \(p_{A_j}\) be the probability distribution on \(A_j\), where \((A_j, p_{A_j})\) satisfies (H3). Let the joint distribution \(p_{A_{\mathcal{K}}, A_{\mathcal{K}}}\) be defined as

$$p_{A_{\mathcal{K}}, A_{\mathcal{K}}} (A_{\mathcal{K}}, A_{\mathcal{K}}) \equiv \prod_{j \in \mathcal{K}} p_{A_j} (A_j) p_{A_j} (A_j)$$

for each \(\{A_j, a_j\}_{j \in \mathcal{K}}\). For each \(\mathcal{J} \subset \mathcal{K}\), let \(\alpha_{A_{\mathcal{J}}}\) and \(\beta_{A_{\mathcal{J}}}\) be defined as

$$\alpha_{A_{\mathcal{J}}} \equiv \prod_{j \in \mathcal{J}} \alpha_{A_j} \quad (45)$$

$$\beta_{A_{\mathcal{J}}} \equiv \prod_{j \in \mathcal{J}} [\beta_{A_j} + 1] - 1. \quad (46)$$

Then

$$p_{A_{\mathcal{K}}} (\{A_{\mathcal{K}} : |G \setminus \{u_{\mathcal{K}}\}| \cap C_{A_{\mathcal{K}}} (A_{\mathcal{K}} u_{\mathcal{K}}) \neq \emptyset\}) \leq \sum_{\mathcal{J} \subset \mathcal{K}} \left| \frac{|T^{\mathcal{J}}|}{|\text{Im} A_{\mathcal{J}}|} \right| \frac{[\mathcal{G}]^{\mathcal{J}} |\alpha_{A_{\mathcal{J}}} [\beta_{A_{\mathcal{J}}} + 1] + \beta_{A_{\mathcal{J}}}]}{\text{Im} A_{\mathcal{J}}} \quad (47)$$

for all \(\mathcal{G} \subset [U_{\mathcal{K}}]^n\) and \(u_{\mathcal{K}} \in [U_{\mathcal{K}}]^n\), and

$$p_{A_{\mathcal{K}}, A_{\mathcal{K}}} (\{(A_{\mathcal{K}}, a_{\mathcal{K}}) : |T \cap C_{A_{\mathcal{K}}} (a_{\mathcal{K}}) = \emptyset\}) \leq \alpha_{A_{\mathcal{K}}} - 1 + \sum_{\mathcal{J} \subset \mathcal{K}} \left| \frac{|T^{\mathcal{J}}|}{|\text{Im} A_{\mathcal{J}}|} \right| \frac{[\mathcal{G}]^{\mathcal{J}} |\alpha_{A_{\mathcal{J}}} [\beta_{A_{\mathcal{J}}} + 1] + \beta_{A_{\mathcal{J}}}]}{\text{T}} \quad (48)$$

for all \(\mathcal{T} \subset [U_{\mathcal{K}}]^n\). Furthermore, if \((\alpha_{A_j}, \beta_{A_j})\) satisfies (H1) and (H2) for all \(j \in \mathcal{K}\), then

$$\lim_{n \rightarrow \infty} \alpha_{A_j} (n) = 1 \quad (49)$$

$$\lim_{n \rightarrow \infty} \beta_{A_j} (n) = 0 \quad (50)$$

for every \(\mathcal{J} \subset \mathcal{K}\).
Lemma 8: If \( T \) is a subset of \( T_{U_J} \), then
\[
\max_{u_J \in T_{U_J}} |T_{U_J}|(u_J) \leq 2^n \left[H(U_J|U_J') + m_{U_J}(\gamma_\gamma) \right]
\]
for every non-empty set \( J \subseteq K \).

D. Construction of Minimum-Divergence Operation

In this section, we introduce the construction of the minimum-divergence operation
\[
\hat{g}_{\Lambda_K}(a_K) \equiv \arg \min_{u_K \in C_{\Lambda_K}(a_K)} D(u_K||\mu_{U_K})
\]
by assuming that \( U_j \equiv \{0, 1\} \) is a finite field, and \( A_j \) is an \( l_{A_j} \times n \) matrix on \( \{0, 1\} \) for all \( j \in K \). It is an extension of the operation introduced in Section VI.

Let \( t_{u_K}(b^k) \in \{0, \ldots, n\} \) be the number of occurrences of \( b^k \in \{0, 1\}^k \) in \( u_K \in \{0, 1\}^kn \). We have
\[
\hat{g}_{\Lambda_K}(a_K) = \arg \min_{t \in H} D(u_{K,t}||\mu_{U_K}),
\]
where
\[
u_{u_{K,t}} \equiv \begin{cases} u_K & \text{if } \exists u_K \text{ s.t. } t_{u_K} = t, A_ju_j = a_j \text{ for all } j \in K \ \\
'error' & \text{otherwise} \end{cases}
\]
\( H \equiv \{ t : t(b^k) \in \{0, \ldots, n\}, \sum_{b^k} t(b^k) = n \} \)

and \( D(u_{K,t}||\mu_{U_K}) \equiv \infty \) when the operation (51) returns an error. It should be noted that the cardinality of the set \( H \) is at most \([n + 1]^{2k}\).

We can apply the linear programming technique introduced in [9] to the construction of (51). By using the technique introduced in [9], the conditions \( A_ju_j = a_j \) for all \( j \in K \) can be replaced by linear inequalities. In the following, we focus on the condition \( t_{u_K} = t \) for a given \( t \in H \).

First, for each \( b^k \in \{0, 1\}^k \), we introduce the auxiliary variable \( (s_1(b^k), \ldots, s_n(b^k)) \) defined as
\[
s_i(b^k) \equiv \begin{cases} 1, & \text{if } u_{j,i} = b_j \text{ for all } j \in K \\
0, & \text{otherwise} \end{cases}
\]
Then the condition \( t_{u_K} = t \) is equivalent to the linear equality
\[
\sum_{i=1}^{n} s_i(b^k) = t(b^k)
\]
for all \( b^k \in \{0, 1\}^k \).

Next, we show that the relation (52) can be replaced by linear inequalities. Let \( S(b^k) \subset \{0, 1\}^{k+1} \) be defined as
\[
S(b^k) \equiv \{(1, b^k)\} \cup \bigcup_{b^k \neq b^k} \{(0, b^k)\}
\]
We have the following lemma, which is proved in Appendix G.

Lemma 9: The convex hull of \( S(b^k) \) is a polytope represented by the following inequalities:
\[
v_0 \geq 0
\]
\[ v_j \geq 0 \text{ for } j \in K \text{ s.t. } b_j = 0 \]
\[ v_j \leq 1 \text{ for } j \in K \text{ s.t. } b_j = 1 \]
\[ v_0 + [-1]^{b_j} v_j \leq 1 - b_j \]
\[ v_0 + \sum_{j \in K} [-1]^{b_j} v_j \geq 1 - \sum_{j \in K} b_j \]

where constants \( b^k \) and variables \( v_0, \ldots, v_k \) are considered to be real numbers. Furthermore, there is no non-integral vertex of this polytope.

By using this lemma, we have \([2[k + 1]n + 1]2^k\) inequalities, which replace the condition \( t_{u_0} = t \), defined as

\[ \sum_{i=1}^{n} s_i (b^k) = t (b^k) \]
\[ s_i (b^k) \geq 0 \]
\[ u_{j,i} \geq 0 \text{ for } j \in K \text{ s.t. } b_j = 0 \]
\[ u_{j,i} \leq 1 \text{ for } j \in K \text{ s.t. } b_j = 1 \]
\[ s_i (b^k) + [-1]^{b_j} u_{j,i} \leq 1 - b_j \text{ for all } j \in K \]
\[ s_i (b^k) + \sum_{j \in K} [-1]^{b_j} u_{j,i} \geq 1 - \sum_{j \in K} b_j , \]

where we take all \( i \in \{1, 2, \ldots, n\} \) and \( b^k \in \{0,1\}^k \).

VIII. PROOF OF THEOREMS

A. Proof of Theorem 1

For a type \( t \), let \( C_t \) be defined as

\[ C_t \equiv \{ u \in U^n : t(u) = t \} \, . \]

We assume that \( p_A (\{ A : Au = 0 \} ) \) depends on \( u \) only through the type \( t(u) \). For a given \( u \in C_t \), we define

\[ p_{A,t} \equiv p_A (\{ A : Au = 0 \} ) \, . \]

We use the following lemma.

Lemma 10 ([17, Lemma 9]): Let \( (\alpha_A, \beta_A) \) be defined by (9) and (10). Then

\[ \alpha_A = |\text{Im}A| \max_{t \in \mathcal{H}_A} p_{A,t} \]
\[ \beta_A = \sum_{t \in \mathcal{H} \setminus \mathcal{H}_A} |C_t| p_{A,t} \, , \]

where \( \mathcal{H} \) is a set of all types of length \( n \) except the type of the zero vector.

Now we prove Theorem 1. It is enough to show (H3) because (H1), (H2) are satisfied from the assumption of the theorem. Since function \( A \) is linear, we have

\[ p_A (\{ A : Au = Au' \} ) = p_A (\{ A : A[u - u'] = 0 \} ) \]
\[ = p_{A,t(u-u')} \]
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Then, for \( u \neq u' \) satisfying \( t(u - u') \in \hat{H}_A \), we have

\[
p_A(\{A : Au = Au'\}) = p_{\alpha, t(u-u')} \leq \max_{t \in \hat{H}_A} p_{\alpha, t} = \frac{\alpha_A}{|\text{Im}A|},
\]

where the last inequality comes from (54). Then we have the fact that \( p_A(\{A : Au = Au'\}) > \alpha_A / |\text{Im}A| \) implies \( t(u - u') \notin \hat{H}_A \). Finally, we have

\[
\sum_{u' \in U \setminus \{u\}} p_A(\{A : Au = Au'\}) \leq \sum_{u' \in U \setminus \{u\}} p_{\alpha, t(u-u')} \leq \sum_{t \in \hat{H}\setminus \hat{H}_A} \sum_{u' \in U \setminus \{u\}} p_{\alpha, t} \leq \sum_{t \in \hat{H}\setminus \hat{H}_A} |C_t| \alpha / \text{Im}A = \beta_A,
\]

where the equality comes from (55).

\[\Box\]

**B. Proof of Theorem 2**

Let \((x, y)\) be the output of correlated sources. We define

\[\begin{align*}
\bullet \; (x, y) \notin T_{XY, \gamma} & \quad \text{(SW1)} \\
\bullet \; \exists (x', y') \neq (x, y) \; \text{s.t.} \; x' \in C_A(Ax), \; y' \in C_B(By), \; D(\nu_{x'y'}||\mu_{XY}) \leq D(\nu_{xy}||\mu_{XY}). & \quad \text{(SW2)}
\end{align*}\]

It should be noted that (SW2) includes the following three cases:

- there is \((x', y')\) satisfying \( x' \neq x, \; y' = y, \; x' \in C_A(Ax), \; \) and \( D(\nu_{x'y'}||\mu_{XY}) \leq D(\nu_{xy}||\mu_{XY}). \)
- there is \((x', y')\) satisfying \( x' = x, \; y' \neq y, \; y' \in C_B(By), \; \) and \( D(\nu_{x'y'}||\mu_{XY}) \leq D(\nu_{xy}||\mu_{XY}). \)
- there is \((x', y')\) satisfying \( x' \neq x, \; y' \neq y, \; x' \in C_A(Ax), \; y' \in C_B(By), \; \) and \( D(\nu_{x'y'}||\mu_{XY}) \leq D(\nu_{xy}||\mu_{XY}). \)

Since a decoding error occurs when at least one of the conditions (SW1) and (SW2) is satisfied, the error probability is upper bounded by

\[
\text{Error}_{XY}(A, B) \leq \mu_{XY}(E_1) + \mu_{XY}(E_1^c \cap E_2),
\]

where we define

\[E_i \equiv \{(x, y) : (\text{SW}i)\}.
\]

First, we evaluate \( E_{AB}[\mu_{XY}(E_1)] \). From Lemma 22, we have

\[
E_{AB}[\mu_{XY}(E_1)] \leq \frac{\delta}{2}
\]

for all sufficiently large \( n \).
Next, we evaluate $E_{AB}[\mu_{XY}(E_1^c \cap E_2)]$. When (SW2) is satisfied but (SW1) is not, we have

$$\{T_{XY,\gamma} \setminus \{(x, y)\} \cap [C_A(Ax) \times C_B(By)] \neq \emptyset.$$ 

Applying Lemma 5 by letting $G \equiv T_{XY,\gamma}$, we have

$$E_{AB}[\mu_{XY}(E_1^c \cap E_2)]$$

$$\leq \sum_{(x,y) \in T_{XY,\gamma}} \mu_{XY}(x,y)p_{AB}\left\{ (A,B) : \begin{cases} \{T_{XY,\gamma} \setminus \{(x,y)\} \cap [C_A(Ax) \times C_B(By)] \neq \emptyset \end{cases} \right\}$$

$$\leq \sum_{(x,y) \in T_{XY,\gamma}} \mu_{XY}(x,y)p_{AB} \left( \left| \frac{G^\gamma}{\text{Im}A[\text{Im}B]} \right| \alpha_A \beta_B + 1 \right) \left( \max_{x' \in G^\gamma} \left| G_{X|Y}(x') \right| \right) \alpha_B \beta_B + 1$$

$$\leq \sum_{(x,y) \in T_{XY,\gamma}} \mu_{XY}(x,y)p_{AB} \left( \left| \frac{G^\gamma}{\text{Im}A[\text{Im}B]} \right| \alpha_A \beta_B + 1 \right) \left( \max_{x' \in G^\gamma} \left| G_{X|Y}(x') \right| \right) \alpha_B \beta_B + 1$$

$$\leq \frac{2^{\left[ nH(X|Y) + \eta_{XY}(\gamma) \right]} \alpha_A \alpha_B + 2^{\left[ nH(X|Y) + \eta_{XY}(\gamma) \right]} \alpha_A \beta_B + 1}{\left| \text{Im}A[\text{Im}B] \right|} + \frac{2^{\left[ nH(Y|X) + \eta_{YX}(\gamma) \right]} \beta_A \beta_B}{\left| \text{Im}A[\text{Im}B] \right|}$$

$$\leq \frac{2^{-n(R_x + R_y - H(X,Y) - \eta_{XY}(\gamma))} \alpha_A \alpha_B + 2^{-n(R_x + R_y - H(X,Y) - \eta_{XY}(\gamma))} \alpha_A \beta_B + 1}{\left| \text{Im}A[\text{Im}B] \right|} + \frac{2^{-n(R_y - H(Y|X) - \eta_{YX}(\gamma))} \beta_A \beta_B}{\left| \text{Im}A[\text{Im}B] \right|}$$

$$\leq \delta \frac{\delta}{4}$$

for all sufficiently large $n$ by taking an appropriate $\gamma > 0$, where the third inequality comes from the fact that $G_X \subset T_{X,\gamma}$, $G_Y \subset T_{Y,\gamma}$, $G_{X|Y}(y) \subset T_{X|Y,\gamma}(y)$, and $G_{X|Y}(x) \subset T_{Y|X,\gamma}(x)$, which are obtained from Lemma 20. The fourth inequality comes from Lemma 23 and the last inequality comes from (11)–(13) and conditions (H1), (H2) of ensembles $(A, p_A)$ and $(B, p_B)$.

Finally, from (59)–(61), for all $\delta > 0$ and for all sufficiently large $n$ there are $A$ and $B$ such that

$$\text{Error}_{XY}(A, B) < \delta.$$ 

Remark 7: We need the conditions $x' \in T_{X,\gamma}$ and $y' \in T_{Y,\gamma}$ in the maximum-likelihood decoder (14) because $G \equiv \{(x', y') : \mu_{XY}(x', y') \geq \mu_{XY}(x, y)\}$ does not satisfy

$$\max_{y \in G_Y} |G_{X|Y}(y)| \leq 2^{\left[ nH(X|Y) + \eta_{XY}(\gamma) \right]}$$

$$\max_{x \in G_X} |G_{Y|X}(x)| \leq 2^{\left[ nH(Y|X) + \eta_{YX}(\gamma) \right]}$$

in general. It is unknown if we can remove these conditions. It seems that the same problem appears in [16, Eq. (20)].
C. Proof of Theorem 3

In the following, we assume that ensembles \((\mathcal{A}, p_\mathcal{A}), (\mathcal{A}', p_\mathcal{A}'), (\mathcal{B}, p_\mathcal{B}), (\mathcal{B}', p_\mathcal{B}')\) have a strong hash property. Then, from Lemma 4, ensembles \((\hat{\mathcal{A}}, p_{\hat{\mathcal{A}}}), (\hat{\mathcal{B}}, p_{\hat{\mathcal{B}}})\), defined by
\[
\hat{\mathcal{A}}u \equiv (A u, A' u) \\
\hat{\mathcal{B}}v \equiv (B v, B' v)
\]
have an \((\alpha_{\hat{\mathcal{A}}}, \beta_{\hat{\mathcal{A}}})\)-hash property and an \((\alpha_{\hat{\mathcal{B}}}, \beta_{\hat{\mathcal{B}}})\)-hash property, respectively, where
\[
|\text{Im}\hat{\mathcal{A}}| = |\text{Im}\mathcal{A}||\text{Im}\mathcal{A}'| \\
|\text{Im}\hat{\mathcal{B}}| = |\text{Im}\mathcal{B}||\text{Im}\mathcal{B}'|
\]
\[
\alpha_{\hat{\mathcal{A}}} \equiv \alpha_{\mathcal{A}}\alpha_{\mathcal{A}'} \\
\beta_{\hat{\mathcal{A}}} \equiv \beta_{\mathcal{A}} + \beta_{\mathcal{A}'} \\
\alpha_{\hat{\mathcal{B}}} \equiv \alpha_{\mathcal{B}}\alpha_{\mathcal{B}'} \\
\beta_{\hat{\mathcal{B}}} \equiv \beta_{\mathcal{B}} + \beta_{\mathcal{B}'}.
\]

For \(\beta_{\mathcal{A}}\) and \(\beta_{\mathcal{B}}\) satisfying
\[
\lim_{n \to \infty} \beta_{\mathcal{A}}(n) = 0 \\
\lim_{n \to \infty} \beta_{\mathcal{B}}(n) = 0,
\]
let \(\kappa \equiv \{\kappa(n)\}_{n=1}^\infty\) be a sequence satisfying
\[
\lim_{n \to \infty} \kappa(n) = \infty \\
\lim_{n \to \infty} \kappa(n)\beta_{\mathcal{A}}(n) = 0 \\
\lim_{n \to \infty} \kappa(n)\beta_{\mathcal{B}}(n) = 0 \\
\lim_{n \to \infty} \frac{\log \kappa(n)}{n} = 0.\tag{65}
\]

For example, we obtain such a \(\kappa\) by letting
\[
\kappa(n) \equiv \begin{cases} 
\frac{n^\xi}{\sqrt[\beta(n)]{\beta(n)}} & \text{if } \beta(n) = o\left(n^{-\xi}\right), \xi > 0 \\
\frac{1}{\sqrt[\beta(n)]{\beta(n)}} & \text{otherwise}
\end{cases}
\]
for every \(n\), where \(\beta(n) \equiv \max\{\beta_{\mathcal{A}}(n), \beta_{\mathcal{B}}(n)\}\). If \(\beta(n)\) is not \(o\left(n^{-\xi}\right)\), there is \(\kappa' > 0\) such that \(\beta(n)n^\xi > \kappa'\) and
\[
\frac{\log \kappa(n)}{n} = \frac{\log \frac{1}{\beta(n)}}{2n} \\
\leq \frac{\frac{\kappa^\xi}{2n}}{2n} \\
= \frac{\xi \log n - \log \kappa'}{2n}.	ag{66}
\]
for all sufficiently large \(n\). This implies that \(\kappa\) satisfies (65). In the following, \(\kappa\) denotes \(\kappa(n)\).
From (20)–(25), and (65), we have the fact that there is \( \gamma > 0 \) such that

\[
\begin{align*}
\epsilon & \geq n\log \kappa \quad (67) \\
\epsilon & \geq \eta_{\gamma_U}(\gamma) + \log \kappa \quad (68) \\
r_Y & > H(U|Y) + \zeta_{\gamma_U}(\gamma) \quad (69) \\
r_Z & > H(V|Z) + \zeta_{\gamma_V}(\gamma) \quad (70) \\
r_Y + R_Y & \leq H(U) - \epsilon - \eta_{\gamma_U}(\gamma) \quad (71) \\
r_Z + R_Z & \leq H(V) - \epsilon - \eta_{\gamma_V}(\gamma) \quad (72) \\
r_Y + R_Y + r_Z + R_Z & \leq H(U,V) - \epsilon \quad (73)
\end{align*}
\]

for all sufficiently large \( n \).

We have

\[
|T_{UV,\gamma}| \geq 2^n|H(U,V) - \eta_{\gamma_U}(\gamma)| \geq \kappa 2^n[r_Y + R_Y + r_Z + R_Z] = \kappa |\text{Im}A||\text{Im}A'||\text{Im}B||\text{Im}B'| \geq \kappa |\text{Im}\hat{A}|\text{Im}\hat{B}| \quad (74)
\]

for all sufficiently large \( n \), where the first inequality comes from Lemma 23, and the second inequality comes from (72). This implies that there is \( T \subset T_{UV,\gamma} \) such that

\[
\kappa \leq \frac{|T|}{|\text{Im}A||\text{Im}B|} \leq 2\kappa \quad (75)
\]

for all sufficiently large \( n \), where we construct such \( T \) by taking \( |T| \) elements from \( T_{UV,\gamma} \) in descending order of divergence.

Now we prove the theorem. Let \( m \) and \( w \) be messages. Let \( u \) and \( v \) denote the \( U^n \)-component (resp. \( V^n \)-component) of \( g_{AA'BB'}(a, m, b, w) \), that is,

\[
(u, v) \equiv \hat{g}_{AA'BB'}(a, m, b, w).
\]

Let \( y \) and \( z \) be the channel outputs. We define

\[
\begin{align*}
\bullet (u, v) & \in T \subset T_{UV,\gamma} \quad (BC1) \\
\bullet (y, z) & \in T_{Y|UVX,\gamma}(u, v, x) \quad (BC2) \\
\bullet g_A(a|y) & = u \quad (BC3) \\
\bullet g_B(b|z) & = v \quad (BC4)
\end{align*}
\]

where we define \( x \equiv f(u, v) \). Then the error probability (34) is upper bounded by

\[
\text{Error}_{Y|X}(A, A', B, B', a, b) \leq p_{mw} Y Z(S_1^c) + p_{mw} Y Z(S_2^c) + p_{mw} Y Z(S_1 \cap S_2 \cap S_3^c) + p_{mw} Y Z(S_1 \cap S_2 \cap S_3), \quad (76)
\]
where
\[ S_i \equiv \{(m, w, y, z) : (BCi)\} . \]

In the following, we define
\[ \tilde{\alpha} \equiv (a, m) \]
\[ \tilde{b} \equiv (b, w) \]
and
\[ \mathcal{C}_{\tilde{A}\tilde{B}}[\tilde{\alpha}, \tilde{b}] \equiv [\mathcal{C}_A(a) \cap \mathcal{C}_{A'}(m)] \times [\mathcal{C}_B(b) \cap \mathcal{C}_{B'}(w)]. \]

First, we evaluate \( E_{AA'BB'}[p_{mwYZ}(S_i)] \). From Lemma 6, we have
\[
\begin{align*}
E_{AA'BB'}[p_{mwYZ}(S_i)] &= p_{AA'BB'}[\{(A, A', B, B', a, b, m, w) : \tilde{\gamma}_{AA'BB'}(a, m, b, w) \notin T\}] \\
&\leq p_{\tilde{A}\tilde{B}}\left(\{(\tilde{A}, \tilde{B}, \tilde{\alpha}, \tilde{b}) : T \cap \mathcal{C}_{\tilde{A}\tilde{B}}(\tilde{\alpha}, \tilde{b}) = \emptyset\}\right) \\
&\leq \alpha_{\tilde{A}}\alpha_{\tilde{B}} - 1 + \frac{\|\tilde{\gamma}\|}{|T|} \max_{\nu \in \mathcal{V}} |\mathcal{F}_{U|\gamma}(\nu)| \alpha_{\tilde{A}}[\beta_{\tilde{B}} + 1] \\
&\quad + \frac{\|\tilde{\gamma}\|}{|T|} \max_{\nu \in \mathcal{V}} |\mathcal{F}_{U|\gamma}(\nu)| \alpha_{\tilde{B}}[\beta_{\tilde{A}} + 1] \\
&\quad + \frac{\|\tilde{\gamma}\|}{|T|} \max_{\nu \in \mathcal{V}} |\mathcal{F}_{U|\gamma}(\nu)| \alpha_{\tilde{A}}[\beta_{\tilde{B}} + \beta_{\tilde{A}} + 1]. \\
\end{align*}
\]
(77)

From Lemma 20 and the fact that \( T \subset T_{XY,\gamma} \), we have the fact that \( u \in T_U \) implies \( u \in T_{U,\gamma} \) and \( v \in T_{V|U}(u) \) implies \( v \in T_{V|U,\gamma}(u) \). Furthermore, from Lemma 23, we have
\[
\max_{\nu \in \mathcal{V}} |\mathcal{F}_{U|\gamma}(\nu)| \leq \max_{\nu \in \mathcal{V}} |\mathcal{F}_{U|\gamma}(\nu)| \\
\leq 2^{\eta[H(U|\gamma) + \eta_{V|U}(\gamma|\gamma)]}. \\
\]
(78)

Then we have
\[
\frac{|\tilde{\gamma}|}{|T|} \max_{\nu \in \mathcal{V}} |\mathcal{F}_{U|\gamma}(\nu)| \leq \frac{2^{\eta[H(U|\gamma) + \eta_{V|U}(\gamma|\gamma)]}}{\kappa |\tilde{\gamma}|} \leq \frac{2^{\eta[H(U|\gamma) + \eta_{V|U}(\gamma|\gamma)]}}{\kappa} \\
\leq \frac{1}{\kappa} \\
\]
(79)

where the first inequality comes from (75), (78), and the second inequality comes from the fact that
\[
\begin{align*}
\gamma_Y + \gamma_Y &= \gamma_Y + \gamma_Y + \gamma_Z + \gamma_Z - \gamma_Z - \gamma_Z \\
&\geq H(U, V) - \varepsilon - \gamma_Z - \gamma_Z \\
&\geq H(U, V) - \varepsilon - H(V) + \varepsilon + \eta_{R|\gamma}(\gamma|\gamma) \\
&= H(U|V) + \eta_{R|\gamma}(\gamma|\gamma) \\
\end{align*}
\]
(80)
which is obtained from (70) and (73). Similarly, we have
\[
\frac{\|\tilde{\gamma}\|}{|T|} \max_{\nu \in \mathcal{V}} |\mathcal{F}_{U|\gamma}(\nu)| \leq \frac{2^{\eta[H(U|\gamma) + \eta_{V|U}(\gamma|\gamma)]}}{\kappa} \\
\]
we have
\[ \sum_{y \in T} \mu_{Y|X}(y|x) \leq \delta/4 \] (83)
for all \( \delta > 0 \) and sufficiently large \( n \).

Next, we evaluate \( E_{\overline{AA}B|B} \left[ p_{\text{mwy}Z}(S'_2) \right] \). We have
\[
E_{\overline{AA}B|B} \left[ p_{\text{mwy}Z}(S'_2) \right] = E_{\overline{AB}|B} \left[ \mu_{YZ,X}(\{\nu_{Y|Z}[UVX,\gamma](U,V,X)\}^{c}|X) \right]
\]
\[
= E_{\overline{AB}|B} \left[ \mu_{YZ,X} \left( \left[ \nu_{Y|Z}[UVX,\gamma](U,V,X) \right]^{c} | U, V, X \right) \right]
\]
\[
\leq 2^{-n|\gamma - \lambda_{UVX,Y,Z}}
\]
\[
\leq \frac{\delta}{4} \] (84)
for all \( \delta > 0 \) and sufficiently large \( n \), where we define \( X \equiv f(U, V) \), the second equality comes from (18), and the first inequality comes from Lemma 22.

Next, we evaluate \( E_{\overline{AA}BB'|ab} \left[ p_{\text{mwy}Z}(S'_2) \right] \) and \( E_{\overline{AA}BB'|ab} \left[ p_{\text{mwy}Z}(S'_1 \cap S'_2) \right] \). In the following, we assume (BC1), (BC2), and \( g_A(a|y) \neq u \), where the last assumption is equivalent to \( g_A(Au|y) \neq u \) from (BC1). From (19) and Lemma 20, we have the fact that \( (u,v) \in T \) implies \( (u,v,x) \in T_{UVX,Y} \). From Lemma 20, we have \( (u,v) \in T_{UVY,2\gamma} \) and \( u \in T_{UVY,2\gamma}(y) \). Then there is \( u' \in C_A(Au) \) such that \( u' \neq u \) and
\[
\mu_{U|Y}(u'|y) \geq \mu_{U|Y}(u|y)
\]
\[
\geq 2^{-n[H(U|Y)+\zeta_{U|Y}(2\gamma)|2\gamma]} \] (85)
where the second inequality comes from Lemma 22. This implies that \( |G(y) \setminus \{u\}| \cap C_A(Au) \neq \emptyset \), where
\[
G(y) \equiv \left\{ u' : \mu_{U|Y}(u'|y) \geq 2^{-n[H(U|Y)+\zeta_{U|Y}(2\gamma)|2\gamma]} \right\}.
\]
From Lemma 2, we have
\[
E_A {\chi}(g_A(Au|y) \neq u) \leq p_A (\{A : |G(y) \setminus \{u\}| \cap C_A(Au) \neq \emptyset\})
\]
\[
\leq \frac{|G(y)|}{|\text{Im} A|} + \beta_A
\]
\[
\leq 2^{-n[H(U|Y)+\zeta_{U|Y}(2\gamma)|2\gamma]} + \beta_A \] (86)
the last inequality comes from the definition of \( r_{2\gamma} \) and the fact that
\[
|G(y)| \leq 2^{-n[H(U|Y)+\zeta_{U|Y}(2\gamma)|2\gamma]}.
\]
Then we have
\[
E_{\overline{AA}BB'|ab} \left[ p_{\text{mwy}Z}(S'_1 \cap S'_2) \right]
\]
\[
\leq E_{\overline{AA}BB'|ab} \left[ \sum_{(u,v) \in T} \chi(g_A|a|b|a|m,b,w) = (u,v) \right] \left( \mu_{Y|X}(y|x) \chi(g_A(a|y) \neq u) \right)
\]
\begin{align*}
& \leq E_{A'BB'\text{ab}mw} \left[ \sum_{(u,v) \in T} \chi(Au = a) \chi(A'v = m) \chi(Bv = b) \chi(B'v = w) \right] \\
& \quad \cdot \sum_{y \in T_Y \setminus \gamma(u,v,x)} \mu_{Y|X}(y|x) \chi(g_A(a) \neq u) \\
& = \sum_{(u,v) \in T} \sum_{y \in T_Y \setminus \gamma(u,v,x)} \mu_{Y|X}(y|x) \chi(g_A(Au \neq u)E_{A'BB'\text{ab}mw} \left[ \chi(Au = a) \chi(A'v = m) \chi(Bv = b) \chi(B'v = w) \right] \\
& \leq \frac{1}{\beta} \left[ 2^{-n[U - H(U) - \zeta(U,v_1(2\gamma | 2\gamma))] + \beta} \right] \sum_{(u,v) \in T} \left[ \frac{1}{\beta} \left[ 2^{-n[U - H(U) - \zeta(U,v_1(2\gamma | 2\gamma))] + \beta} \right] \right] \\
& \leq \frac{\delta}{4} \tag{87}
\end{align*}

for all $\delta > 0$ and sufficiently large $n$, where the second equality comes from Lemma 11 that appears in Appendix A, the fourth inequality comes from (75), and the last inequality comes from (63), (68), and the conditions (H1), (H2) of $(\mathcal{A}, P_{\mathcal{A}})$. Similarly, we have

\begin{align*}
& E_{A'BB'\text{ab}}[p_{wuvz}(S_1 \cap S_2 \cap S_3)] \\
& \leq 2n \left[ 2^{-n[U - H(U) - \zeta(U,v_1(2\gamma | 2\gamma))] + \beta} \right] \\
& \leq \frac{\delta}{4} \tag{88}
\end{align*}

for all $\delta > 0$ and sufficiently large $n$.

Finally, from (76), (83), (84), (87), and (88), we have the fact that for all $\delta > 0$ and sufficiently large $n$ there are $A \in \mathcal{A}$, $A' \in \mathcal{A}'$, $B \in \mathcal{B}$, $B' \in \mathcal{B}'$, $a \in \text{Im}\mathcal{A}$, and $b \in \text{Im}\mathcal{B}$ satisfying (34).

\section*{IX. Conclusion}

The constructions of the Slepian-Wolf source code and the broadcast channel code were presented. The proof of the theorems is based on the notion of a strong hash property for an ensemble of functions, where two lemmas called ‘collision-resistance property’ and ‘saturation property’ introduced [17] are extended from a single domain to multiple domains. Since an ensemble of sparse matrices has a strong hash property, we can construct codes by using sparse matrices and it is expected that we can use the efficient approximation algorithms for encoding/decoding. It should be noted that the capacity region for the general broadcast channel coding is unknown and we hope that our approach give us a hint for deriving the general capacity region.

\section*{Appendix}

\subsection*{A. Basic Property of Ensemble}

We review the following lemma, which is proved in [17].

\textit{Lemma 11 ([17, Lemma 9]):} Assume that random variables $A$ and $a$ are independent. Then,

\begin{align*}
E_{a} [\chi(Au = a)] = \frac{1}{|\text{Im}\mathcal{A}|}
\end{align*}
for any $A$ and $u$ and
\[ E_{\hat{A}} [\chi(Au = a)] = \frac{1}{|\text{Im}A|} \]
for any $u$.

**B. Proof of Lemma 1**

If an ensemble satisfies (H4), then we have
\[
\sum_{u \in T} \sum_{u' \in T'} p_A([A : Au = Au'])
\]
\[
= \sum_{u \in T \cap T'} p_A([A : Au = Au']) + \sum_{u \in T} \sum_{u' \in T' \setminus \{u\}} p_A([A : Au = Au'])
\]
\[
+ \sum_{u \in T} \sum_{u' \in T' \setminus \{u\}} p_A([A : Au = Au'])
\]
\[
\leq |T \cap T'| + \sum_{u \in T} \sum_{u' \in T' \setminus \{u\}} \frac{\alpha_A}{|\text{Im}A|} + \sum_{u \in T} \beta_A
\]
\[
\leq |T \cap T'| + \frac{|T||T'|}{|\text{Im}A|} \alpha + |T| \beta_A
\]
\[
\leq |T \cap T'| + \frac{|T||T'|}{|\text{Im}A|} \alpha + \min \{|T|, |T'|\} \beta_A
\]
(89)

for any $T$ and $T'$ satisfying $|T| \leq |T'|$.

**C. Proof of Lemma 4**

Let
\[ p_{A,u,u'} \equiv p_A([A : Au = Au']) \]
\[ p_{A',u,u'} \equiv p_A([A' : A'u = A'u']) \]

Then we have
\[
\sum_{u' \in \mathcal{U} \setminus \{u\}} \frac{p_A([\hat{A} : \hat{A}u = \hat{A}u'])}{p_{A,u,u'} > \frac{\alpha_A}{|\text{Im}A|}}
\]
\[
= \sum_{u' \in \mathcal{U} \setminus \{u\}} p_{A,u,u'} p_{A',u,u'}
\]
\[
= \sum_{u' \in \mathcal{U} \setminus \{u\}} p_{A,u,u'} p_{A',u,u'} + \sum_{u' \in \mathcal{U} \setminus \{u\}} p_{A,u,u'} p_{A',u,u'}
\]
\[
\leq \sum_{u' \in \mathcal{U} \setminus \{u\}} p_{A,u,u'} p_{A',u,u'} + \sum_{u' \in \mathcal{U} \setminus \{u\}} p_{A,u,u'} p_{A',u,u'}
\]
\[
\leq \sum_{u' \in \mathcal{U} \setminus \{u\}} p_{A,u,u'} p_{A',u,u'} + \sum_{u' \in \mathcal{U} \setminus \{u\}} p_{A,u,u'} p_{A',u,u'}
\]
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\[
\sum_{u' \in U' \setminus \{u\}} p_{A, u, u'} + \sum_{u' \in U' \setminus \{u\}} p_{A', u, u'} = \beta_A + \beta_{A'}
\]

where the first equality comes from the fact that \(A\) and \(A'\) are mutually independent and the second inequality comes from the fact that \(p_{A, u, u'} \leq 1\) and \(p_{A', u, u'} \leq 1\). Since \((\alpha_{A'}, \beta_{A'})\) satisfies (H1) and (H2), then we have the fact that \((\tilde{A}, p_{\tilde{A}})\) has an \((\alpha_{A'}, \beta_{A'})\)-hash property.

\section*{D. Proof of Lemmas 5 and 6}

Let

\[p_{A, u, u'} \equiv p_A(\{A : Au = A'\})\]

\[p_{B, v, v'} \equiv p_B(\{A : Bv = Av'\})\]

For \((u', v') \in T',\) we have

\[
\sum_{(u, v) \in T} p_{A, u, u'} p_{B, v, v'} = \sum_{u \in U} \sum_{v \in V} p_{B, v, v'} \sum_{u' \in U \setminus \{u\}} p_{A, u, u'} \frac{\alpha_A}{|A|}
\]

\[
\leq \sum_{u \in U} \sum_{v \in V} p_{B, v, v'} \frac{\max_{v' \in V} |T_{U \setminus \{v'\}}(v)| \alpha_A}{|A|} \sum_{u' \in U \setminus \{u\}} p_{A, u, u'} + p_{B, v, v'}
\]

\[
\leq \frac{\max_{v \in V} |T_{U \setminus \{v\}}(v)| \alpha_A}{|A|} \sum_{u' \in U \setminus \{u\}} p_{A, u, u'} + p_{B, v, v'} \]

\[
\leq \frac{\max_{v \in V} |T_{U \setminus \{v\}}(v)| \alpha_A [\beta_B + 1]}{|A|}.
\]

Similarly, we have

\[
\sum_{(u, v) \in T} p_{A, u, u'} p_{B, v, v'} \leq \frac{\max_{u \in U} |T_{V \setminus \{u\}}(u)| \alpha_B [\beta_A + 1]}{|B|}.
\]
for \((u', v') \in T'\). We also have

\[
\sum_{(u, v) \in T} p_{AB}((A, B) : Au = Au', Bv = Bv') \\
= \sum_{(u', v') \in T'} \left( \sum_{(u, v) \in T} p_{A, u, u'} p_{B, v, v'} + \sum_{(u', v') \in T'} p_{A, u, u'} p_{B, v, v'} \right) \\
+ \sum_{(u', v') \in T'} \left( \sum_{(u, v) \in T} p_{A, u, u'} p_{B, v, v'} + \sum_{(u', v') \in T'} p_{A, u, u'} p_{B, v, v'} \right) \\
\leq \sum_{(u', v') \in T'} |T \cap \{(u', v')\}| + \sum_{(u', v') \in T'} |T \cap \{(u', v')\}| + \beta_A + \beta_B + \beta_A \beta_B
\]

where the first inequality comes from (91)–(93). This implies that the joint ensemble \((\mathcal{A} \times \mathcal{B}, p_{AB})\) satisfies (6) by letting

\[
\alpha \equiv \alpha_{\mathcal{A} \mathcal{B}} \\
\beta \equiv \alpha_{\mathcal{A} \mathcal{B}} + 1
\]

Then we have Lemmas 5 and 6 from Lemmas 2 and 3, respectively.
E. Proof of Lemma 7

It is easy to show (49) and (50) from the properties (H1) and (H2) of \((\alpha_{A_j}, \beta_{A_j})\) for all \(j \in K\). In the following, we show (47) and (48). Let \(p_{u_j, u'_j}\) be defined as

\[p_{u_j, u'_j} = p_{A_j}\left(\{A_j : A_j u_j = A_j u'_j\}\right).\]

First, we have

\[
\sum_{u_K \in T} \prod_{j \in K} p_{u_j, u'_j} = \sum_{u_{J^c} \in T_{J^c}} \prod_{j \in J^c} p_{u_j, u'_j} \sum_{u_J \in T_{u_J}} \prod_{j \in J} p_{u_j, u'_j} \prod_{j \in J^c} p_{u_j, u'_j} \leq \left[ \max_{u_{J^c} \in T_{J^c}} |T_{u_{J^c}} (u_{J^c})| \right] \left[ \prod_{j \in J^c} \frac{\alpha_{A_j}}{|\text{Im} A_j|} \right] \left[ \prod_{j \in J} \frac{\alpha_{A_j}}{|\text{Im} A_j|} \right] \sum_{u_J \in T_{u_J}} \prod_{j \in J} p_{u_j, u'_j} \prod_{j \in J^c} p_{u_j, u'_j} \leq \left[ \max_{u_{J^c} \in T_{J^c}} |T_{u_{J^c}} (u_{J^c})| \right] \left[ \prod_{j \in J^c} \frac{\alpha_{A_j}}{|\text{Im} A_j|} \right] \prod_{j \in J} \left[ \beta_{A_j} + 1 \right] = \frac{|T_{J^c}| |T_J|}{|\text{Im} A_j|} \left[ \alpha_{A_j} \left[ \beta_{A_j} + 1 \right] \right]
\]

for \(u_K' \in T'\) and a non-empty set \(J \subseteq K\), where the second inequality comes from the property (H3) of \((A_j, p_{A_j})\) for all \(j \in K\) and the fact that \(p_{u'_j, u'_j} = 1\), and the last equality comes from (43) and (44).

Next, we have

\[
\sum_{u_K \in T \setminus \{u'_K\}} \prod_{j \in K} p_{u_j, u'_j} \leq \sum_{u_K \in T \setminus \{u'_K\}} \prod_{j \in K} p_{u_j, u'_j} - \prod_{j \in K} p_{u_j, u'_j} \leq \prod_{j \in J} \sum_{u_j \in U_{J^c}} p_{u_j, u'_j} - 1 = \prod_{j \in J} \left[ \sum_{u_j \in U_{J \setminus \{u'_j\}}} p_{u_j, u'_j} + p_{u_j, u'_j} \right] - 1 = \prod_{j \in K} [\beta_{A_j} + 1] - 1
\]
for $u_k' \in T'$, where we use the fact that $p_{u_j' u_j'} = 1$ in the second inequality, and the last inequality comes from (43)–(46).

Finally, we have

$$\sum_{u_k' \in T'} \sum_{u_k \in T} \prod_{j \in K} p_{u_j, u_j'} \leq |T \cap T'| + \sum_{u_k' \in T'} \sum_{u_k \in T} \prod_{j \in K} p_{u_j, u_j'} \leq \frac{|T \cap T'|}{|\Im A_0|} \sum_{j \in K} \alpha_{A_j} \left[ \frac{\beta_{A_j} + 1}{|\Im A_j|} \right]$$

(97)

for all $T, T' \subset \times_{j=1}^J U_j$, where the first inequality comes from the fact that $p_{u_j' u_j'} = 1 > \frac{\alpha_{A_j}}{|\Im A_j|}$ for all $j \in K$, the second inequality comes from (95) and (96). This implies that the joint ensemble $(A_K, P_{A_K})$ satisfies (6) by letting

$$\alpha \equiv \alpha_{A_K}$$

$$\beta \equiv \sum_{J \subseteq K} \frac{|T_{J \setminus J'}| \alpha_{A_J} \left[ \beta_{A_J} + 1 \right]}{|\Im A_J|} - 1$$

Then we have (47) and (48) from Lemmas 2 and 3, respectively, where we use the relation

$$\beta_{B_K} = \frac{|G_0| \alpha_{A_0} \left[ \beta_{B_0} + 1 \right]}{|\Im A_0|} - 1$$

for the proof of (47).

F. Proof of Lemma 8

Since $T$ is a subset of $T_{U_{K, \gamma}}$, we have

$$T_{U_{J, \gamma}} \subset T_{U_{J, \gamma}}$$
from Lemma 20. From Lemma 23, we have
\[
\max_{u, \gamma} |T_{U^I | U^{J^e}, \gamma} (u, \gamma)| \leq \max_{u, J^e, \gamma} |T_{U^I | U^{J^e}, \gamma} (u, \gamma)| \leq 2^n \left[H(U^I | U^{J^e}) + \eta U^I | U^{J^e} \right].
\]

\[\text{G. Proof of Lemma 9}\]

Before proving the lemma, we prepare some definitions for a convex polytope (see [29]). Let \( P \subset \mathbb{R}^k \) be a convex polytope. Then the linear inequality \( cv \leq c_0 \) is valid for \( P \) if this inequality is satisfied for all \( v \in P \).
The face of the polytope \( P \) is a set defined by \( P \cap \{ v \in \mathbb{R}^k : cv = c_0 \} \), where \( cv \leq c_0 \) is valid for \( P \). If the dimension of a face is 0, it is called a vertex.

\textbf{Lemma 12 ([29, Proposition 2.3(ii)])}: Every intersection of the faces of \( P \) is a face of \( P \).

\textbf{Lemma 13 ([29, p. 52])}: A point \( v \in P \) cannot be expressed as a convex combination of \( P \setminus \{ v \} \) if and only if it is a vertex of \( P \).

For \( k \geq 1 \), let \( P (b^k) \subset \mathbb{R}^{k+1} \) be a convex polytope defined by inequalities
\[
\begin{align*}
v_0 & \geq 0 \quad (98) \\
v_j & \geq 0 \text{ for } j \in K \text{ s.t. } b_j = 0 \quad (99) \\
v_j & \leq 1 \text{ for } j \in K \text{ s.t. } b_j = 1 \quad (100) \\
v_0 + \sum_{j \in K} [-1]^{b_j} v_j & \leq 1 - b_j \text{ for all } j \in K \quad (101) \\
v_0 + \sum_{j \in K} [-1]^{b_j} v_j & \geq 1 - \sum_{j \in K} b_j \quad (102)
\end{align*}
\]
where constants \( b^k \in \{0, 1\}^k \) and variables \( v_0, \ldots, v_k \) are considered to be real numbers.

Then we have the following lemmas.

\textbf{Lemma 14}: Let \( v \equiv (v_0, v_1, \ldots, v_k) \). Then, for all \( j \in \{0\} \cup K \), inequalities
\[
\begin{align*}
-v_j & \leq 0 \quad (103) \\
v_j & \leq 1 \quad (104)
\end{align*}
\]
are valid for \( P(b^k) \).

\textbf{Proof}: First, we show (103) and (104) for \( j = 0 \). The inequality \(-v_0 \leq 0 \) is valid because it is equivalent to (98). If \( b^{(1)} = 0 \) then we have
\[
v_0 \leq v_0 + v_1 \leq 1
\]
from (99) and (101). On the other hand, if \( b_j = 1 \) then we have
\[
v_0 \leq v_1 \leq 1
\]
from (100) and (101). Hence we have the fact that $v_0 \leq 1$ is valid for $P(b^k)$.

Next, we show (103) and (104) for $j \in K$ satisfying $b_j = 0$. The inequality (103) is valid because it is equivalent to (99). The validity of (104) is obtained by

$$v_j \leq v_0 + v_j \leq 1,$$

which comes from (98) and (101).

Finally, we show (103) and (104) for $j \in K$ satisfying $b_j = 1$. The inequality (104) is valid because it is equivalent to (100). The validity of (104) is obtained by

$$v_j \geq v_0 \geq 0,$$

which comes from (98) and (101).

**Lemma 15:** For all $b^k \in \{0, 1\}^k$, an integral point $v$ in $P(b^k)$ satisfies $v \in \{0, 1\}^{k+1}$.

**Proof:** From Lemma 14, the integral point $v = (v_0, v_1, \ldots, v_k)$ satisfies either $v_j = 0$ or $v_j = 1$ for all $j \in \{0\} \cup K$. ■

**Lemma 16:** For all $b^k \in \{0, 1\}^k$, $(1, b^k)$ is a member of $P(b^k)$ and $(0, u^k)$ is a member $P(b^k)$ for all $u^k \in \{0, 1\}^k$ satisfying $u^k \neq b^k$.

**Proof:** The first statement $(1, b^k) \in P(b^k)$ is proved by showing that $v = (1, b^k)$ satisfies inequalities (98)–(102) for all $b^k \in \{0, 1\}^k$. It is clear that $v = (1, b^k)$ satisfies (98)–(100). Inequalities (101) and (102) come from the fact that $v_0 = 1$ and $b^k$ satisfies

$$[-1]^b b_j = -b_j$$

for all $j \in K$.

The second statement $(0, u^k) \in P(b^k)$ is proved by showing that $v = (0, u^k)$ satisfies inequalities (98)–(102) for all $b^k \in \{0, 1\}^k$ and $u^k \in \{0, 1\}^k$ satisfying $u^k \neq b^k$. It is clear that $v = (0, u^k)$ satisfies (98)–(100) for all $u^k \in \{0, 1\}^k$. Since

$$[-1]^b u_j = \begin{cases} 1 - b_j, & \text{if} \ u_j \neq b_j \\ -b_j, & \text{if} \ u_j = b_j, \end{cases}$$

we have

$$0 + [-1]^b u_j \leq \max\{1 - b_j, -b_j\} \leq 1 - b_j$$

for all $j \in K$. This implies that $v = (0, u^k)$ satisfies (101) for all $j \in K$. From (106), we have

$$\sum_{j \in K}[-1]^b u_j = \sum_{j \in K \atop u_j \neq b_j} [1 - b_j] - \sum_{j \in K \atop u_j = b_j} b_j \geq 1 - \sum_{j \in K} b_j,$$
where the inequality comes from the fact that there is \( j' \in K \) such that \( u_{j'} \neq b_{j'} \) because \( u^k \neq b^k \). This implies that \( v = (0, u^k) \) satisfies (102).

**Lemma 17:** If \( b^k \in \{0, 1\}^k \), then \( (0, b^k) \) is not a member of \( P(b^k) \). If \( b^k, u^k \in \{0, 1\}^k \) satisfy \( u^k \neq b^k \), then \( (1, u^k) \) is not a member of \( P(b^k) \).

**Proof:** First, we show the first statement. From (105), we have

\[
0 + \sum_{j \in K} [-1]^{b_j} b_j = - \sum_{j \in K} b_j < 1 - \sum_{j \in K} b_j. \tag{109}
\]

This implies that \( v = (0, b^k) \) is not a member of \( P(b^k) \) because it does not satisfy (102).

Next, we show the second statement. Let us assume that \( b^k, u^k \in \{0, 1\}^k \) satisfy \( u^k \neq b^k \). Then there is \( j' \in K \) such that \( u_{j'} \neq b_{j'} \). From (106), we have

\[
1 + [-1]^{b_{j'}} u_{j'} = 1 + 1 - b_{j'} > 1 - b_{j'}. \tag{110}
\]

Therefore, we have the fact that \( v = (1, u^k) \) is not a member of \( P(b^k) \) because it does not satisfy (101).

**Lemma 18:** The set of all integral vertices of \( P(b^k) \) is equal to \( S(b^k) \).

**Proof:** From Lemmas 15–17, we have the fact that all integral points of \( P(b^k) \) are members of \( S(b^k) \) and all members of \( S(b^k) \) are integral points of \( P(b^k) \). In the following, we show that all members of \( S(b^k) \) are vertices of \( P(b^k) \).

We have

\[
\{v\} = \bigcap_{j=0}^{k} \{v' : v'_j = v_j\}
\]

for \( v = (v_0, v_1, \ldots, v_k) \in S(b^k) \subset P(b^k) \). From Lemma 14 and the fact that \( v \in \{0, 1\}^{k+1} \), we have the fact that

\[
-v'_j \leq v_j, \text{ for } j \in K \text{ s.t. } v_j = 0
\]

\[
v'_j \leq v_j, \text{ for } j \in K \text{ s.t. } v_j = 1
\]

are valid inequalities for \( P(b^k) \). This implies that

\[
P(b^k) \cap \{v' : v'_j = v_j\}
\]

is a face of \( P(b^k) \). From Lemma 12, we have the fact that

\[
\bigcap_{j \in K} [P(b^k) \cap \{v' : v'_j = v_j\}] = P(b^k) \cap \bigcap_{j \in K} \{v' : v'_j = v_j\}
\]

\[
= P(b^k) \cap \{v\}
\]

\[
= \{v\} \tag{111}
\]

is a face of \( P(b^k) \). Since the dimension of \( \{v\} \) is zero, we have the fact that \( v \) is a vertex of \( P(b^k) \).

**Lemma 19:** For all \( v = (v_0, v_1, \ldots, v_k) \in P(b^k) \) satisfying \( 0 < v_0 < 1 \), \( v \) is not a vertex of \( P(b^k) \).
Proof: Let \( u^k \equiv (u^{(1)}, \ldots, u^{(k)}) \) be defined as
\[
u(j) = \frac{v_j - v_0 b(j)}{1 - v_0}.
\]
Then \( \nu \) can be expressed as
\[
\nu = v_0 (1, b^k) + [1 - v_0] (0, u^k).
\]
(112)

Since \( \nu \neq (0, u^k) \) and \( \nu \neq (1, b^k) \) for \( 0 < v_0 < 1 \), we have the fact that \( \nu \) is not a vertex of \( \mathcal{P}(b^k) \) from Lemma 13 by assuming that \( \nu, (1, b^k) \), and \( (0, u^k) \) are members of \( \mathcal{P}(b^k) \). Then it is enough to show that \( (0, u^k) \in \mathcal{P}(b^k) \) by assuming that \( \nu \in \mathcal{P}(b^k) \) because we have \( (1, b^k) \in \mathcal{P}(b^k) \) from Lemma 16.

In the following, \( v_0 \) is replaced by 0 and \( v_j \) is replaced by \( u(j) \) in (98)–(102) when we state that \( (0, u^k) \) satisfies inequalities (98)–(102). We show that \( (0, u^k) \) satisfies (98)–(102) by assuming \( \nu \in \mathcal{P}(b^k) \) and \( 0 < v_0 < 1 \).

First, it is clear that \( (0, u^k) \) satisfies (98). Next, \( (0, u^k) \) satisfies (99) and (100) because
\[
u(j) = \frac{v_j - v_0 b(j)}{1 - v_0} = \frac{v_j - v_0}{1 - v_0} \geq 0
\]
for \( j \in K \) satisfying \( b(j) = 0 \) and
\[
u(j) = \frac{v_j - v_0 b(j)}{1 - v_0} = \frac{v_j - v_0}{1 - v_0} \leq 1,
\]
for \( j \in K \) satisfying \( b(j) = 1 \), where the inequalities come from the fact that \( v_0 < 1 \) and \( v_j \) satisfies (99) and (100). Next, \( (0, u^k) \) satisfies (101) because
\[
0 + [-1]^{b(j)} \nu(j) = \frac{[-1]^{b(j)} [v_j - v_0 b(j)]}{1 - v_0} \leq \frac{1 - b(j) - v_0 - v_0 [-1]^{b(j)} b(j)}{1 - v_0} = \frac{[1 - b(j)] [1 - v_0]}{1 - v_0} = 1 - b(j)
\]
(113)
for all \( j \in K \), where the inequality comes from the fact that \( v_0 < 1 \) and \( v_j \) satisfies (101), the second equality comes from (105). Finally, we have the fact that \( (0, u^k) \) satisfies (102) because
\[
0 + \sum_{j \in K} [-1]^{b(j)} \nu(j) = \sum_{j \in K} \frac{[-1]^{b(j)} [v_j - v_0 b(j)]}{1 - v_0} \geq \frac{1}{1 - v_0} \left[ 1 - \sum_{j \in K} b(j) - v_0 + v_0 \sum_{j \in K} b(j) \right] = 1 - \sum_{j \in K} b(j),
\]
(114)
where the second equality comes from (105) and the inequality comes from (102) and the fact that \( 0 < v_0 < 1 \).

Now we are in position to prove Lemma 9. From Lemma 18, it is enough to show that there is no non-integral vertex of \( \mathcal{P}(b^k) \). Furthermore, from Lemma 19, it is enough to show that there is no non-integral vertex \( \nu = (v_0, v_1, \ldots, v_k) \) of \( \mathcal{P}(b^k) \) by assuming \( v_0 \in \{0, 1\} \).
Since $\mathcal{P}(b^k) \subset \mathbb{R}^{k+1}$, the vertex of $\mathcal{P}(b^k)$ is determined by $k + 1$ equalities representing the face of $\mathcal{P}(b^k)$ described by

\begin{align}
  v_0 &= 0 \\
  v_j &= 0 \quad \text{for } j \in K \text{ s.t. } b_j = 0 \\
  v_j &= 1 \quad \text{for } j \in K \text{ s.t. } b_j = 1 \\
  v_0 + [-1]^{b(j)} v_j &= 1 - b^{(j)} \quad \text{for } j \in K
\end{align}

Since $v_0 \in \{0, 1\}$, we have the fact that $v_j \in \{0, 1\}$ if $v_j$ is determined by one of the equalities (116)–(118).

First, we consider the case where the vertex $v = (v_0, v_1, \ldots, v_k) \in \mathcal{P}(b^k)$ does not satisfy (119). Then $v$ should be determined by equalities (116)–(118) and we have the fact that $v_j \in \{0, 1\}$ for all $j \in K$. This implies that $v$ is an integral point of $\mathcal{P}(b^k)$.

Next, we consider the case where the vertex $v = (v_0, v_1, \ldots, v_k) \in \mathcal{P}(b^k)$ satisfies (119). Since $k - 1$ of $k$ variables $v_1, \ldots, v_k$ should be determined by equalities (116)–(118), we have the fact that these variables are integers. Then, from (119) and the fact that $v_0 \in \{0, 1\}$, the remaining variable is also an integer. This implies that $v$ is an integral point of $\mathcal{P}(b^k)$.

Finally, from the above observations, we have the fact that all vertexes $v = (v_0, v_1, \ldots, v_k) \in \mathcal{P}(b^k)$ satisfying $v_0 \in \{0, 1\}$ are integral points. This implies that there is no non-integral vertex $v = (v_0, v_1, \ldots, v_k)$ of $\mathcal{P}(b^k)$ that satisfies $v_0 \in \{0, 1\}$.

\section*{H. Method of Types}

We use the following lemmas for a set of typical sequences.

\begin{lemma}[(28, Theorem 2.5)[17, Lemma 23]]: If $v \in \mathcal{T}_V, \gamma$ and $u \in \mathcal{T}_{U|V,\gamma} (v)$, then $(u, v) \in \mathcal{T}_{UV,\gamma,\gamma'}$.
\end{lemma}

If $(u, v) \in \mathcal{T}_{UV,\gamma}$, then $u \in \mathcal{T}_U$ and $u \in \mathcal{T}_{U|V,\gamma} (v)$.

\begin{lemma}[(28, Theorem 2.7)[17, Lemma 25]]: Let $0 < \gamma \leq 1/8$. Then,

\[
\left| \frac{1}{n} \log \frac{1}{\mu_U(u)} - H(U) \right| \leq \zeta_U(\gamma)
\]

for all $u \in \mathcal{T}_U, \gamma$, and

\[
\left| \frac{1}{n} \log \frac{1}{\mu_{U|V}(u|v)} - H(U|V) \right| \leq \zeta_{U|V}(\gamma|\gamma)
\]

for $v \in \mathcal{T}_V, \gamma$ and $u \in \mathcal{T}_{U|V,\gamma} (v)$, where $\zeta_U(\gamma)$ and $\zeta_{U|V}(\gamma|\gamma)$ are defined in (2) and (3), respectively.

\begin{lemma}[(28, Theorem 2.8)[17, Lemma 26]]: For any $\gamma > 0$, and $v \in \mathcal{V}^n$,

\[
\mu_U([\mathcal{T}_U, \gamma]^c) \leq 2^{-n[\gamma - \lambda_U]}
\]

\[
\mu_{U|V}([\mathcal{T}_{U|V,\gamma}(v)]^c|v) \leq 2^{-n[\gamma - \lambda_{U|V}]},
\]

where $\lambda_U$ and $\lambda_{U|V}$ are defined in (1).

\begin{lemma}[(28, Theorem 2.9)[17, Lemma 27]]: For any $\gamma > 0$, $\gamma' > 0$, and $v \in \mathcal{T}_V, \gamma$,

\[
\left| \frac{1}{n} \log |\mathcal{T}_U, \gamma| - H(U) \right| \leq \eta_U(\gamma)
\]

\[
\left| \frac{1}{n} \log |\mathcal{T}_{U|V}(v)| - H(U|V) \right| \leq \eta_{U|V}(\gamma|\gamma)
\]

\end{lemma}
\[
\frac{1}{n} \log |T_{U|V,\gamma}(v)| - H(U|V) \leq \eta_{U|V}(\gamma' | \gamma),
\]

where \( \eta_{U}(\gamma) \) and \( \eta_{U|V}(\gamma' | \gamma) \) are defined in (4) and (5), respectively.
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