Improved HOG Feature Vehicle Recognition Algorithm Based On Sliding Window
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Abstract. With the continuous development in recent years, machine learning has been extensively used in many application scenarios, especially in vehicle recognition. At present, the histogram of oriented gradients (HOG) algorithm has been widely used in vehicle recognition and facial recognition. This paper studies the HOG algorithm, introduces the vehicle recognition using the HOG algorithm, and introduces a detection method based on sliding window. In this research, an improved HOG algorithm based on sliding window is proposed for vehicle recognition and compared with the traditional HOG algorithm. In randomness test, the traditional recognition method often causes its HOG features to be trapped in a large number of invalid features due to the uncertainty of the vehicle distribution. This makes it difficult to be identified by the classifier, resulting in erroneous images, with an accuracy of only 83.33%. The optimized sliding window algorithm eliminates the influence of overlapping windows, and the number of accurately-recognized images is largely increased, with an accuracy of 91.02%.

1. Introduction
The technology of vehicle detection and recognition has become a hot issue in machine learning and even deep learning.[1] It has important application values in safety protection and traffic management, etc. For example, vehicle recognition from surveillance videos acts as an important technical basis to improve the traffic management.[2]

At present, the common vehicle recognition algorithms include YOLO algorithm, SIFT algorithm, HESSIAN algorithm, HAAR algorithm, ORB algorithm, and the forward vehicle recognition methods based on HOG features and SVM, etc. The algorithm based on HOG[3][4] features firstly conducts the feature extraction, and then uses SVM[5][6] classifiers to implement object detection, which reduces the spatial dimension and reduces the amount of calculation. Now, HOG algorithm has been widely applied to the implementation of classic machine learning.

However, the HOG algorithm[7] is time-consuming and labor-intensive in extracting the HOG features of images, and it cannot achieve fast and accurate detection. In view of the above problems, this paper uses a sliding window to optimize the traditional HOG algorithm for vehicle recognition.

2. The improved HOG algorithm based on sliding window for vehicle recognition
This paper proposes a HOG algorithm based on sliding window for vehicle recognition. Specifically, this algorithm first conducts the training using vehicles and non-vehicle objects by a SVM[8][9][10] classifier. Then, the image to be recognized is traversed by the sliding window. Next,
the HOG[11] features of each small window are loaded into the classifier for recognition. If it matches the training set, it is marked with a window. Finally, heatmap threshold filtering is applied to eliminate the influence of overlapping windows, and the vehicles are recognized with a high accuracy. The algorithm flowchart is shown in figure 1.
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**Figure 1.** Flow chart of the improved HOG algorithm based on sliding window

3. Training samples

The selection of training set is also very crucial in the proposed algorithm, as the size and typicality of the training set determine the accuracy of the results by the SVM[12][13][14] classifier. The training data selected in this paper is a set of 64 × 64 × 3 RGB images from the front camera of the vehicle, including the two categories of images, with 8792 vehicle images and 8868 non-vehicle images. The camera is the Dianbin general-purpose front-facing camera, with pixels of 1080p, a screen size of 7-10 inches, and a shooting angle of 150°-180°.

These images are obtained from the front camera of the vehicle. All the images have a size of 64 × 64 pixels, and the images shot from different angles, distances, lighting conditions, and occlusion directions are selected, which can ensure the accuracy of the SVM classifier.

Some images of the vehicle and non-vehicle samples in the training set are presented in figure 2.
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**Figure 2.** Sample images

After determining the sample images, the dimensions of the extracted HOG features are reduced, which can reduce the detection complexity and improves the accuracy. Then, the features are sent into the SVM classifier for training. Finally, the trained SVM classifier is obtained to provide support for subsequent detection.

4. Detection optimization based on sliding window

The receptive field of a sliding window is actually a three-dimensional block, meaning that the sliding window itself can be seen as a three-dimensional block.[15]

The implementation of the sliding window is to first convert the fully connected layer into a convolution layer, as shown in figure 3. Specifically, an image of 14 × 14 × 3 is input into the object
detection algorithm, the filter size is \(5 \times 5\), the number of the sliding windows is 16, the image map is \(10 \times 10 \times 16\) and then pooled to \(5 \times 5 \times 16\), two fully connected layers that connect 400 units are added, and finally Y is output through softmax.

**Figure 3** Flowchart of performing a sliding window convolution on a fully connected layer

The method to convert the above fully connected layer to convolution layer is to use 400 filters with size of \(5 \times 5 \times 16\)to convert the image to \(1 \times 1 \times 400\). Mathematically, this is equivalent to the 400 units of the fully connected layer. Similarly, the same method is used to implement the conversion from the fully connected layer to the convolution layer, with the flowchart shown in figure 4.

**Figure 4**. Flowchart of converting a sliding window convolution into a convolution layer

In the testing set, it is assumed that the actual size of an image is \(28 \times 28\), and the convolutional network operation is performed on the entire large image. As shown in figure 5, the entire image is divided into 64 blocks. Each part of the \(8 \times 8\) matrix corresponds to the position of the window scan in the large matrix.

**Figure 5** Flowchart of performing a sliding window convolution

The main idea of sliding window method is elaborated as follows. First, sliding the input image with different window sizes from left to right and from top to bottom. The classification by a classifier is performed on the current window every time sliding is conducted (the classifier is trained in advance). If the current window gets a higher classification probability, the object is considered to be successfully detected. After detecting each sliding window of different sizes, object marks detected by different windows are obtained, and there are overlapping parts in these window sizes. Finally, non-maximum suppression (NMS) is employed for screening and the detected objects are obtained after NMS screening.

In this paper, it is time-consuming to identify HOG features directly from the entire image, and it is difficult to make highly accurate predictions due to the randomness of vehicle distribution. So, referring to the optimization of face recognition algorithm, the following improvements are made to the algorithm.

Four types of sliding windows with different sizes are employed to search for vehicles in the image, and then the HOG features belonging to each window are obtained.

The sizes of sliding windows are presented in Table 1.
### Table 1. The sizes of siding windows

| Type   | Size     | Usage                                      |
|--------|----------|--------------------------------------------|
| Type 1 | 64×64    | Detect vehicles in the long distance       |
| Type 2 | 96×96    | Detect vehicles in the medium distance     |
| Type 3 | 128×128  | Detect vehicles in the short distance      |
| Type 4 | 224×224  | Detect vehicles in the very short distance |

In this way, it is possible to extract features from the windows of vehicles from far to near. This operation simplifies the extraction process, saves the time, and improves the accuracy.

The results obtained by implementing the sliding window operation are shown in figure 6.
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**Figure 6.** Results of implementing the sliding window operation in the testing images

It can be seen from the figure that there exits the phenomenon of multi-window overlapping and false positive detection. To eliminate these existing errors, a filter is employed, such as detection of heatmap filtering, so as to optimize the basic vehicle recognition algorithm.

### 5. Eliminating errors filtered by heatmap and threshold

Due to the use of multiple sliding windows with different sizes, a single vehicle image may be captured and detected by multiple windows. Therefore, all the positive detections on an image are recorded to form a detection heatmap. Finally, we perform threshold filtering on the heatmap to filter the erroneous detection results. Thus, the ultimate goal of eliminating errors with NMS is achieved.

The results obtained by applying the heatmap and threshold filtering are shown in figure 7 and figure 8.
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6. Results and discussion

In this paper, sliding window method is employed to optimize the vehicle recognition algorithm. In the improved algorithm, four different sliding windows are used to divide the image. These images are detected into small windows of different sizes, so as to achieve more accurate detection of randomly-distributed vehicles.

This paper performs random screenshot detection on the 50s video in the vehicle's driving recorder. A total of 78 frames are taken. The traditional method and the optimized algorithm are used for detection, and their accuracies are compared in Table 2.

Table 2. The correct detection rate of two methods

| Method                        | Number of accurately-recognized images | The number of images with errors | Accuracy  |
|-------------------------------|---------------------------------------|---------------------------------|-----------|
| The optimized sliding window algorithm | 71                                     | 7                               | 91.02%    |
| The traditional recognition algorithm | 65                                     | 13                              | 83.33%    |

Table 2 indicates that the traditional recognition method often causes its HOG features to be trapped in a large number of invalid features due to the uncertainty of the vehicle distribution. This makes it difficult to be identified by the classifier, resulting in 13 erroneous images, with an accuracy
of only 83.33%. The optimized sliding window algorithm proposed in this paper eliminates the influence of overlapping windows, and the number of accurately-recognized images reaches 71, with an accuracy of 91.02%. This is greatly improved compared with the traditional recognition algorithm. Therefore, the optimized results are more accurate than the results by the traditional recognition algorithm.

7. Conclusion
This paper proposes a HOG algorithm based on sliding window for vehicle recognition. After the training by the basic classifier, the image to be recognized is traversed by four sliding windows of different sizes. Next, the HOG features of each small window are loaded into the classifier for recognition and the matched vehicles are labelled. Finally, heatmap threshold filtering is applied to eliminate the influence of overlapping windows, so as to improve the recognition accuracy. The final accuracy reaches 91.02%.
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