Controlling the Sense of Embodiment for Virtual Avatar Applications: Methods and Empirical Study
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Abstract

Background: The sense of embodiment (SoE) is the feeling of one’s own body, and research on the SoE extends from the rubber hand illusion to the full-body ownership illusion with a virtual avatar.

Objective: The key to utilizing a virtual avatar is understanding and controlling the SoE, and it can be extended to several medical applications. In this study, we aimed to clarify these aspects by considering the following three subcomponents of SoE: sense of agency, ownership, and self-location.

Methods: We defined a human avatar (HA), point light avatar (PLA), and out-of-body point light avatar (OBPLA) and compared them in three user studies. In study 1, 28 participants were recruited and the three avatar conditions (HA, PLA, and OBPLA) were compared. In study 2, 29 new participants were recruited, and there were two avatar conditions (HA and PLA) and two motion synchrony conditions (synchrony and asynchrony). In study 3, 29 other participants were recruited, and there were two avatar conditions (PLA and OBPLA) and two motion synchrony conditions (synchrony and asynchrony). Dependent measures included sense of agency, ownership, and self-location; emotional response; presence; and simulator sickness.

Results: The findings of study 1 showed that the three avatar generation methodologies can control the sense of ownership and self-location in a stepwise manner while maintaining a high sense of agency. In studies 2 and 3, we found dependencies among the three subcomponents of SoE and observed that they affected users’ subjective experiences.

Conclusions: Our findings may have implications for boosting the effects of virtual avatar applications in medical areas, by understanding and controlling the SoE with a full-body illusion.
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Introduction

The sense of embodiment (SoE) is the feeling of one’s own body. When we move our bodies in our everyday lives, we feel the SoE unconsciously. The SoE is intimately related to the sense of self and is considered as the starting point of having self-identity [1,2]. The term embodiment has been defined differently in various contexts. From a philosophical perspective, embodiment is considered to be how a person defines and experiences himself/herself [3,4]. In the field of cognitive neuroscience, embodiment is related to how the brain expresses the body [5,6].

Because the SoE is an unconscious process, its alteration or manipulation is difficult. However, Botvinick and Cohen manipulated the SoE using an experiment [7]. With the rubber hand illusion paradigm, the authors demonstrated that participants experienced the SoE on the rubber hand, generating an ownership illusion [7,8]. The rubber hand illusion experiment
showed that concurrence of visual and tactile stimulation could generate an embodied experience for a part of one’s body. Recently, researchers have begun to apply virtual reality (VR) techniques to expand the SoE to the whole body. A life-sized virtual avatar for a full-body ownership illusion has been developed [9]. Slater et al showed that participants perceived the ownership illusion from virtual arms [10], and Jun et al demonstrated that a full-body ownership illusion and changes in an avatar’s facial expression meaningfully affected users’ emotions [11].

The effects of the SoE on perceptual and behavioral alterations can be extended to several medical areas. Pioneers have made efforts to apply them in psychological counseling programs [12], and others have used them to enhance cognitive-behavioral therapy for eating disorders [13]. In addition to these applications, systematic desensitized experiences with a virtual avatar could be extended to pain distraction among burn patients, phobias, and posttraumatic stress disorder [14-16]. However, for these purposes, we may need to control the SoE, which has not yet been rigorously examined.

Previous theories have suggested that the SoE can generally be divided into the sense of agency, ownership, and self-location [2]. First, the sense of agency is the subjective feeling that “I am the one who is causing or generating an action” [17]. It includes the subjective experience of action, control, intention, and motor selection, as well as the conscious experience of will [3,18]. Second, the sense of ownership is the feeling that “I am the one who is undergoing the current experience” [17]. The sense of ownership is about the self-attribution of a body that distinguishes it from the sense of agency because it can occur even without a behavior being conducted. Finally, the sense of self-location is the determinate volume in space in which one feels to be located [18]. It is determined by visuospatial perspectives, which are usually egocentric [3], and vestibular signals are also considered to have an important role in self-localization [19].

In this study, we proposed three virtual avatar methods (Figure 1) based on the definition of the three subcomponents of the SoE, as approaches to understand and control the SoE. The first method is human avatar (HA), which is expected to maintain agency, ownership, and self-location at high levels. The HA method uses a human-shaped avatar that moves congruently with the movement of the user and matches the gender and body size of the user [11]. The second method is point light avatar (PLA), which is expected to maintain high levels of agency and self-location but a low level of ownership. The PLA method is based on the point light method proposed by Johansson in his biological motion perception study [20]. The point light is placed at the joint position of the HA to sufficiently reflect the movement of the user but does not have human visual characteristics. Because it does not have human visual characteristics, the PLA is expected to produce a low sense of ownership compared with the HA. However, biological motion is the movement of a living creature and contains information such as behavior, intention, emotion, and personality [21]. Thus, we expect PLA users to be aware of their movement, and their agency will not be lowered. The third method is out-of-body point light avatar (OBPLA), which is expected to maintain a high level of agency and low levels of ownership and self-location. The OBPLA method places the user’s viewpoint behind the PLA so that the user can see the PLA from a third person perspective. Therefore, we expect that the OBPLA will show lower self-location compared with the PLA while maintaining a high level of agency. We defined the HA, PLA, and OBPLA and compared them in three user studies. In study 1, we manipulated the SoE by controlling the presence of the virtual avatar and point of view. In studies 2 and 3, we manipulated the SoE by controlling motion synchrony. The differences among the three studies are illustrated in Figure 2.

Figure 1. Proposed virtual avatar methodologies. A: real world; B: human avatar condition; C: point light avatar condition; D: out-of-body point light avatar condition.
**Methods**

**Study 1**

**Participants**

Twenty-eight participants (50% female participants, 14/28) were recruited for the experiment (mean age 23.89 years, SD 3.08 years). One participant was excluded from the analysis because of having a high risk of mental illness, as assessed by the Symptom Checklist-90-revised (SCL-90-R; mean score 34.07, SD 40.22) [22]. The experimental protocol was approved by the institutional review board of the research site university.

**Hardware and Software Setups**

The virtual environment of the experiment was implemented using Unity3D 2017.3.1f (Unity Technologies). The software was executed on a desktop PC with a Nvidia GeForce GTX 1080 graphics card (NVIDIA). The participants wore a head-mounted display (HMD; Oculus Rift CV1, Oculus VR) with a resolution of 1080\(\times\)1200 pixels per eye and a refresh rate of 90 Hz.

A motion-capture system (Motive 2.0.2; NaturalPoint) was used with 14 Flex13 cameras (NaturalPoint) and 37 markers on a motion-capture suit. Each Flex13 camera had a resolution of 1280\(\times\)1024 pixels, a frame rate of 120 frames per second (fps), and a latency of 8.33 ms. The positions of the markers within the tracking area were mapped onto a predefined avatar skeleton using Motive 2.0.2. After generating the avatar skeleton, the values for the skeleton bones with six degrees of freedom were streamed using socket communication at 120 fps with a streaming latency of less than 3 ms.

**Three Types of Avatars**

For this study, the following three avatar conditions were implemented: HA, PLA, and OBPLA.

The HA condition involved moving a human-shaped avatar using a full-body motion capture system. Three Unity3D modules were developed to implement the HA condition. The first module was an avatar animator module, which streamed 21 bones of the skeleton in real time from Motive 2.0.2 to the avatar. The second module was a size adjuster module, which matched the size of the avatar to the actual participant’s body size using the height, shoulder, waist, and pelvis sizes of the participant measured before the experiment. The gender of each avatar was also matched to that of the participant. The third module was a head rotator module, which received the head rotation information of the HMD and rotated the camera in the virtual space, providing visual information to the participant.

The PLA condition involved moving a PLA using a full-body motion capture system. The PLA was composed of 15 spheres, each with a diameter of 5 cm, according to the study of Troje [21]. The 15 spheres were all white without shadows. In the PLA condition, the avatar animator module sent skeleton data to the PLA, and different from the HA condition, the size adjuster module reflected the height, shoulder, and pelvis sizes. The head rotator module was operated the same as under the HA condition. Therefore, the camera in the virtual space rotated and moved to match the head position of the PLA.

The OBPLA condition utilized the out-of-body experience in the PLA condition, so that the PLA could be seen from the outside. The OBPLA condition was created by moving the camera in the PLA condition backward by 120 cm and upward by 30 cm relative to the global coordinate axis. The participants were able to observe their PLAs from a third person perspective.

**Virtual Environments**

A virtual mirror was placed in the virtual room so that the participants could easily observe their avatar. Participants saw the avatar by both looking directly toward the avatar and by looking at its reflection in the mirror. Several objects, such as computers, a copier, and chairs, were placed in the room for participants to be able to perceive their own body size in relation to these objects.

**Dependent Measures**

As part of a prequestionnaire, personal information, such as gender and age, was obtained, and the SCL-90-R was used. An embodiment questionnaire (EQ) was used to measure the level of the SoE. A part of the EQ developed by Piryanova et al was selected and modified to fit our experiment [23]. The questions in the EQ are explained in detail in Table 1. The EQ used a seven-point Likert scale to measure agency, ownership, and self-location separately. Participants filled out the EQ after experiencing each condition.
Table 1. List of the items used in the embodiment questionnaire.

| Question statement                                      | Sense aspect   |
|---------------------------------------------------------|----------------|
| I felt I could move the virtual body.                   | Agency 1       |
| Sometimes I had the feeling that I had control over the virtual body. | Agency 2       |
| I felt as if the virtual body was my body.              | Ownership 1    |
| I experienced the arms of virtual body as parts of myself. | Ownership 2    |
| I experienced the legs of virtual body as parts of myself. | Ownership 3    |
| Sometimes I had the feeling that the virtual body belonged to me. | Ownership 4    |
| I experienced the virtual body as myself.               | Ownership 5    |
| I felt as if I was inside the virtual body.              | Self-location 1|
| I had the feeling that I was standing in the same location as the virtual body. | Self-location 2|

*aThe scale ranges from 1 (fully disagree) to 7 (fully agree).

Procedure

Prior to the experiment, all participants completed consent forms and were instructed on the experimental procedures. All participants also completed a set of prequestionnaires. After the prequestionnaires were completed, participants watched a video clip containing human motion for 5 minutes to prevent participant immobility. Thereafter, participants wore a motion-capture suit and practiced the HA condition for 3 minutes to familiarize themselves with VR and the motion-capture environment. In the main session, participants were asked to move freely in the virtual room under the three conditions. Each condition lasted for 5 minutes and was counterbalanced. After completing each condition, participants removed the HMD and completed the EQ. The purpose of the study was explained to the participants once they had completed all tasks.

Study 2

Study 2 was designed to address the limitations of Study 1. First, we manipulated the level of SoE by controlling motion synchrony. Second, we investigated the differences in subjective measures achieved by controlling the SoE. Specifically, emotion, presence, and simulator sickness were measured. In study 2, there were two avatar conditions (HA and PLA) and two motion synchrony conditions (synchrony and asynchrony). The differences in experimental design between studies 1 and 2 are illustrated in Figure 2.

Participants

Twenty-nine new participants (52% female participants, 15/29) were recruited for study 2. The mean age of the participants was 25.31 years (SD 2.62 years). One of the participants was excluded from the analysis because of the identification of high risk of mental illness according to the SCL-90-R (mean score 39.03, SD 38.41).

Conditions

This study implemented the synchrony and asynchrony conditions to control motion synchrony. The synchrony condition was implemented with the avatar animator, size adjuster, and head rotator modules used in study 1. The asynchrony condition used an avatar animation captured in advance instead of delivering the motion capture data to the avatar through the avatar animator module. Although each participant’s movement was not delivered to the avatar, the other conditions were controlled. The size of the avatar was adjusted according to the body size of the participant, and the participant could freely look around even in the asynchrony condition. The avatar conditions (HA and PLA) were the same as those used in study 1.

Dependent Measures

In study 2, personal information and the SCL-90-R were used in the same manner as in study 1. The EQ was the same as in study 1. Furthermore, self-assessment manikin (SAM), presence, and simulator sickness questionnaires were completed. The SAM is a nine-point bipolar scale that uses pictures as a measure of participants’ subjective emotional responses to virtual experiences [24]. In this study, arousal and valence were measured as emotional responses. The presence questionnaire (PQ) consists of a seven-point Likert scale and is used to measure presence in VR [25]. The simulator sickness questionnaire (SSQ) is about the degree of simulator sickness and consists of a four-point Likert scale [26].

Study 3

Study 3 was designed to include the OBPLA condition (OBPLA-sync and OBPLA-async). The PLA and OBPLA were used as avatar conditions, and synchrony and asynchrony were used as motion synchrony conditions. This experiment had a 2x2 within-subject design (Figure 2) considering motion synchrony (sync vs async) and avatars (PLA vs OBPLA).

Participants

Twenty-nine participants (48% female participants, 14/29) were recruited for the experiment. The mean age of the participants was 24.14 years (SD 2.74 years). No participants were excluded from the study with the SCL-90-R (mean score 36.86, SD 35.68).

Conditions

This study used the same synchrony and asynchrony conditions implemented in study 2 to control motion synchrony. The PLA and OBPLA conditions used in study 1 were used as the avatar conditions.
Results

Results of Study 1
We categorized the questions of the EQ in terms of agency, ownership, and self-location. We averaged each category and conducted a repeated measures analysis of variance (ANOVA) to compare the three conditions (HA, PLA, and OBPLA). We performed a t test when post-hoc testing was necessary (Figure 3). On comparing the agency scores among the three conditions, there was no statistically significant difference ($P=.07$). On comparing the ownership scores among the three conditions, there was a statistically significant difference ($F_{2,52}=6.239, P=.004, \eta^2=.194$). In the post-hoc test, the ownership score of the HA was found to be significantly higher than that of the PLA ($t_{26}=2.245, P=.03$) and OBPLA ($t_{26}=3.967, P<.001$). The ownership scores of the PLA and OBPLA conditions showed no statistically significant difference ($P=.33$). On comparing the self-location scores among the three conditions, there was a statistically significant difference ($F_{2,52}=16.253, P<.001, \eta^2=.385$). The post-hoc $t$ test showed that the self-location scores of the HA and PLA conditions were not significantly different ($P=.11$), but the self-location score of the HA condition was significantly higher than that of the OBPLA condition ($t_{26}=5.649, P<.001$). Additionally, the self-location score of the PLA condition was significantly higher than that of the OBPLA condition ($t_{26}=3.467, P=.002$).

Figure 3. Results of the three subcomponents in the embodiment questionnaire for the three conditions. Error bars are one standard deviation. HA: human avatar; OBPLA: out-of-body point light avatar; PLA: point light avatar. *$P<.05$, **$P<.005$, ***$P<.001$.

Study 1 proposed and compared three avatar conditions. In study 1, the level of agency was maintained under all conditions, and the level of ownership could be controlled by comparing the HA and PLA conditions. Moreover, the level of self-location could be controlled by comparing the PLA and OBPLA conditions. These results suggest that the SoE can be controlled through the proposed methods. Although this study suggested that the SoE can be controlled, there are other factors to consider in further studies. First, changes in agency may have an effect. Second, we must consider additional results that can be achieved by controlling the SoE. Previous studies have shown that subjective factors, such as psychological and emotional effects, may play important roles in virtual avatar application [11,27,28], and those could be affected by controlling the agency, ownership, and self-location.

Results of Study 2
The results of study 2 were analyzed using a 2×2 repeated measures ANOVA with motion synchrony and avatar conditions (Figures 4 and 5). Two factors were analyzed as within-subject factors, and the EQ, SAM, PQ, and SSQ were analyzed. We performed a $t$ test when post-hoc testing was necessary.
Figure 4. Box-and-whisker diagrams showing the results of the embodiment questionnaire according to the synchrony and avatar conditions in study 2. Square points are means, thick lines are medians, and round points are outliers. Async: asynchrony; HA: human avatar; PLA: point light avatar; Sync: synchrony.

Figure 5. Box-and-whisker diagrams showing the results of the subjective measures according to the synchrony and avatar conditions in study 2. Square points are means, thick lines are medians, and round points are outliers. Async: asynchrony; HA, human avatar; PLA, point light avatar; Sync: asynchrony.
The agency results showed a significant main effect for motion synchrony \((F_{1.27}=207.328, \ P<.001, \eta^2=0.885)\). There were no significant main effects for avatar \((P=.36)\) or between motion synchrony and avatar \((P=.72)\). The analysis of ownership showed that there were significant main effects for motion synchrony \((F_{1.27}=102.843, \ P<.001, \eta^2=0.792)\) and avatar \((F_{1.27}=7.293, \ P=.01, \eta^2=0.213)\). However, there was no significant interaction effect between the two factors \((P=.59)\). The analysis of self-location showed that there were significant main effects for motion synchrony \((F_{1.27}=37.517, \ P<.001, \eta^2=0.582)\) and avatar \((F_{1.27}=10.318, \ P=.003, \eta^2=0.276)\). However, there was no significant interaction effect between the two factors \((P=.55)\).

The SAM scores of each condition were analyzed in terms of the differences from baseline measures. For arousal, the results showed no significant main effect for motion synchrony \((P=.885)\) and avatar \((P=.276)\) but there was a significant main effect for avatar \((F_{1.27}=10.318, \ P=.003, \eta^2=0.276)\). There was no significant interaction effect between motion synchrony and avatar \((F_{1.27}=0.887)\) and avatar \((F_{1.27}=0.151)\). There was no significant main effect for avatar \((F_{1.27}=0.151)\) and no significant interaction effect between the two factors \((P=.12)\).

**Results of Study 3**

The results of study 3 were analyzed using a 2x2 repeated measures ANOVA with the motion synchrony and avatar conditions (Figures 6 and 7).

![Figure 6](https://example.com/figure6.png)

**Figure 6.** Box-and-whisker diagrams showing the results of the embodiment questionnaire according to the synchrony and avatar conditions in study 3. Square point are means, thick lines are medians, and round points are outliers. Async: asynchrony; OBPLA: out-of-body point light avatar; PLA: point light avatar; Sync: synchrony.

The agency results showed significant main effects for motion synchrony \((F_{1.28}=218.892, \ P<.001, \eta^2=0.887)\) and avatar \((F_{1.28}=6.610, \ P=.02, \eta^2=0.191)\). However, there was no significant interaction effect between motion synchrony and avatar \((P=1.00)\). The analysis of ownership showed significant main effects for motion synchrony \((F_{1.28}=122.502, \ P<.001, \eta^2=0.814)\) and avatar \((F_{1.28}=14.283, \ P<.001, \eta^2=0.338)\). However, there was no significant interaction effect between the two factors \((P=.97)\). For self-location, the results showed significant main effects for motion synchrony \((F_{1.28}=25.354, \ P<.001, \eta^2=0.484)\). However, there was no significant main effect for avatar \((P=.61)\) and no significant interaction effect between the two factors \((P=.23)\). The PQ results showed a significant main effect for motion synchrony \((F_{1.28}=85.607, \ P<.001, \eta^2=0.760)\), but there was no significant main effect for avatar \((P=.29)\). There was a significant interaction effect between motion synchrony and avatar \((F_{1.28}=6.063, \ P=.02, \eta^2=0.183)\). Post-hoc t tests showed that PQ scores were not significantly different between the HA and PLA under the synchrony condition \((P=.43)\), but the PQ scores under the PLA condition were significantly higher than those under the HA condition in the asynchrony condition \((t_{27}=-2.869, \ P=.008)\). The SSQ analysis showed that there was a significant main effect for motion synchrony \((F_{1.28}=4.784, \ P=.04, \eta^2=0.151)\). There was no significant main effect for avatar \((P=.46)\) and no significant interaction effect between the two factors \((P=.12)\).
The arousal results showed no significant main effects for motion synchrony ($P=.75$) and avatar ($P=.56$). There was no significant interaction effect between motion synchrony and avatar ($P=.94$). The valence results showed that there was a significant main effect for motion synchrony ($F_{1,28}=20.190$, $P<.001$, $\eta^2=0.419$). However, there was no significant main effect for avatar ($P=.29$) and no significant interaction effect between the two factors ($P=.76$). The PQ results showed a significant main effect for motion synchrony ($F_{1,28}=87.779$, $P<.001$, $\eta^2=0.758$) and a significant main effect for avatar ($F_{1,28}=6.881$, $P=.01$, $\eta^2=0.197$). However, there was no significant interaction effect between motion synchrony and avatar ($P=.26$). The analysis of the SSQ showed that there was a significant main effect for motion synchrony ($F_{1,28}=7.095$, $P=.01$, $\eta^2=0.202$). However, there was no significant main effect for avatar ($P=.46$) and no significant interaction effect between the two factors ($P=.47$).

**Discussion**

In this research, we proposed virtual avatar methodologies to understand and control the SoE and compared the HA, PLA, and OBPLA conditions using full-body motion capture and VR technologies. Study 1 suggested that it is possible to control the level of SoE from the HA to PLA conditions and from the PLA to OBPLA conditions. In studies 2 and 3, we manipulated motion synchrony and avatar type to determine whether such manipulations affect the SoE, emotional response, presence, and simulator sickness. The results suggested that motion synchrony affects all subtypes of SoE. Regarding avatar type, differences in both ownership and self-location were found between the HA and PLA conditions, indicating positive effects.
of the HA compared with the PLA for those two SoE variables. Additionally, we found that the PLA increased agency, ownership, and self-location compared with the OBPLA. Presence, emotion, and simulator sickness were affected by motion synchrony and avatar conditions. Our findings suggest that the SoE and subjective experiences can be affected differently with different avatar types in the full-body illusion. We believe that these results can be applied to various fields. For example, the results can be used for systematic desensitization of phobias or pain reduction by controlling the level of SoE. They can also be used to control the effects of emotion and presence associated with using virtual avatars.

In study 1, no relevant differences were found for agency among the three conditions. Despite the absence of human visual characteristics, if full-body motion-capture is maintained, the level of agency is not lowered. Recently, Zopf et al. [29] compared virtual fingers and a virtual sphere moving correspondingly to a participant’s hand and found that the moving sphere did not lower the level of agency. This study suggests that the degree of visual stimulation does not affect the sense of agency for not only the hand but also the whole body. Therefore, based on existing research and this study, we suggest that movements induced by one’s intent and predictions determine the sense of agency. Moreover, in the comparison among the avatar conditions, we found that the details of the avatar’s visual characteristics did not affect the sense of agency.

In studies 2 and 3, we investigated the effects of motion synchrony on sense of agency, ownership, and self-location, and the results suggested that motion synchrony greatly affects all SoE subcomponents. Interestingly, the effects of motion synchrony overwhelmed all other effects. Therefore, motion synchrony may need to be controlled if we wish to control the SoE in general. However, the results of study 1 also suggested that the sense of body ownership and self-location can be controlled once motion synchrony is satisfied. Merging the results from studies 1, 2, and 3, we expect that we can use motion synchrony for the general control of the SoE, and we can use the presence of the virtual body and point of view for more detailed control over the SoE. The sense of ownership under the HA condition was higher than that under the PLA and OBPLA conditions. This result is an extension of previous findings that the sense of ownership is induced when the virtual body and physical body are morphologically coincident [7,30,31]. This also suggests that the HA and PLA are appropriate tools for controlling the level of ownership. The point light (PL) method is known to have sufficient information to not only express human behavior but also determine gender [32,33] and recognize emotion [34]. On the other hand, human visual features, such as important interjoint expressions, finger expressions, rotation of some joints, and skin texture are excluded in the PL method. These characteristics of the PL method seem to be suitable for controlling ownership when the PLA is used as a virtual body. Participants experienced a higher sense of self-location under the HA and PL conditions than under the OBPLA condition. This result supports previous findings that self-location can be controlled through viewpoint changes in low agency situations [35,36]. This study suggested that the control of self-location through changes of perspective is also possible in a high agency situation, such as in a full-body motion-capture system. In study 1, there was no relevant difference in the sense of self-location between the HA and PLA conditions, but in study 2, there was a difference in the sense of self-location according to the avatar’s visual characteristics. Moreover, in study 3, we found that changes in the viewpoint (first vs third person perspective) affected the sense of agency. This suggests the possibility of mutual dependencies among the three subcomponents or the possibility of the context effect of synchrony and asynchrony. However, additional studies are required on this issue.

This study also found that there were significant differences in emotional response, presence, and simulator sickness according to avatar type and motion synchrony. Although the design of this study did not include an emotional evocation context, it was shown that the participants felt different emotional levels depending on the condition. Participants felt higher arousal under the HA condition than under the PLA condition. The HA expresses a human face, but the PLA expresses the face as point light, so the HA contains more facial information than the PLA. Although the avatar under the HA condition had a neutral face, it is possible that the human appearance influenced arousal. The present results also showed an interaction effect between motion synchrony and the avatar’s visual characteristics and a main effect in the avatar’s perspective. It would be beneficial to control presence more precisely by using these combinations of SoE subcomponents.

This study has some limitations. First, the participants in our study were all healthy young college students. It is possible that the characteristics of the participants affected the results of embodiment and subjective responses. Therefore, in future studies, it is necessary to collect data from participants of various ages and health statuses. Second, this study asked participants to move freely and measured arousal and valence as emotions, but pain, anxiety, and fear were not accurately represented. These emotions should be considered for future medical applications. Therefore, in future studies, it is necessary to give specific tasks to participants and check how these methods of controlling the embodiment affect participants in emotional tasks. Third, this study proposed the HA, PLA, and OBPLA to control the external appearance and perspective of the avatar. However, an extension of these methods can be used to control the SoE. For example, we can use lines to express the body or low-polygon human avatars to control the level of visual characteristics. We can also control the point of view, allowing the human avatar to be seen from another third person perspective, or we can see our avatar from the front. Future studies must use additional methods to regulate the SoE and identify the impacts.

In this study, we proposed and compared the HA, PLA, and OBPLA conditions to understand and control the SoE. We also studied how emotional response, presence, and simulator sickness can be affected by controlling the subcomponents of the SoE. The results suggested that the three avatar generation methodologies and two synchrony levels can control the sense of agency, ownership, and self-location, and emotional response, presence, and simulator sickness were differently affected by each methodology. This study may have implications for...
boosting the effects of virtual avatar applications in several fields of study, such as psychotherapy, entertainment, and education, by controlling the SoE with a full-body illusion.
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ANOVA: analysis of variance
EQ: embodiment questionnaire
fps: frames per second
HA: human avatar
HMD: head-mounted display
OBPLA: out-of-body point light avatar
PL: point light
PLA: point light avatar
PQ: presence questionnaire
SAM: self-assessment manikin
SCL-90-R: Symptom Checklist-90-revised
SoE: sense of embodiment
SSQ: simulator sickness questionnaire
VR: virtual reality
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