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Abstract

The aim of this paper is to extend the definition of motivic homotopy theory from schemes to a large class of algebraic stacks and establish a six functor formalism. The class of algebraic stacks that we consider includes many interesting examples: quasi-separated algebraic spaces, local quotient stacks and moduli stacks of vector bundles. We use the language of $\infty$-categories developed by Lurie. Moreover, we use the so-called 'enhanced operation map' due to Liu and Zheng to extend the six functor formalism from schemes to our class of algebraic stacks. We also prove that six functors satisfy properties like homotopy invariance, localization and purity.

Contents

1 Introduction 1

2 Enhancement of sheaves along coverings with local sections 4
  2.1 Morphisms admitting $\mathcal{T}$-local sections ........................................ 4
  2.2 Categories of stacks admitting $\mathcal{T}$-local sections. .......................... 6
  2.3 The $(2, 1)$-category Nis-locSt. ............................................................... 8
  2.4 Extension of sheaves from schemes to algebraic stacks. ......................... 11
  2.5 The motivic stable homotopy category of an algebraic stack. .................. 14

3 Enhanced operations for stable homotopy theory of algebraic stacks 17
  3.1 Statement of the theorem and motivation for enhanced operation map. ........ 17
  3.2 Multisimplicial, multi-marked and multi-tiled simplicial sets. ................... 19
  3.3 The enhanced operation map for $\mathcal{SH}(X)$. ....................................... 22
  3.4 Proof of Theorem 3.1.1. ........................................................................... 27

4 Six operations for $\mathcal{SH}_{\text{ext}}^{\otimes}(X)$ 31
  4.1 Smooth and proper base change. ............................................................... 31
  4.2 Localization and homotopy invariance. .................................................... 33
  4.3 The natural transformation $\alpha_f$. ......................................................... 35
  4.4 Homotopy purity. ....................................................................................... 36
  4.5 Summarizing the results. .......................................................................... 38

1 Introduction

The six functor formalism was formulated by Grothendieck to give a framework for the basic operations and duality statements for cohomology theories. In brief, a six functor formalism is a theory of coefficient systems relative to any scheme with a collection of six functors $f^*, f_*, f^!, f_!, \otimes, \text{Hom}$ which satisfy a set of relations. This formalism is usually formulated in the language of triangulated categories. In [MV99], Morel and Voevodsky define the general theory of $\mathbb{A}^1$-homotopy theory of schemes which incorporates homotopy theory in the field of algebraic geometry. To a scheme $S$, they associate
a triangulated category $\text{SH}(S)$ which is defined by applying $\mathbb{A}^1$-localization and $\mathbb{P}^1$-stabilization to the category of simplicial Nisnevich sheaves. Voevodsky and Ayoub ([Ayo07a] and [Ayo07b]) constructed a six functor formalism of $\mathbb{A}^1$-homotopy theory. In this paper, we extend the definition of $\text{SH}$ to a large class of algebraic stacks and provide a six functor formalism for $\text{SH}$ using the language of $\infty$-categories developed by Lurie ([Lur09] and [Lur17]).

In order to motivate the need of language of $\infty$-categories, let us recall the six functor formalism of derived categories of $\ell$-adic sheaves over an algebraic stack. To an algebraic stack $\mathcal{X}$, one can try to define the derived category of the algebraic stack $\mathcal{X}$ as derived category of $\ell$-adic étale sheaves over $\mathcal{X}$. Let $\mathcal{X} = \text{BG}_m$. With this definition, we would get that the derived category of $\text{BG}_m$ is the derived category of $\text{G}_m$-equivariant $\ell$-adic étale sheaves over a point. As the connected group $\text{G}_m$ cannot act non-trivially on locally constant sheaves, this is equivalent to the category of sheaves over a point. This definition does not give the result as one expects for the classifying stack of bundles as we have

\[ H^*(\text{BG}_m) \cong Q[2\cdot c] \]

where $c$ is in degree 2 ([Tot99]).

In [LO08b] and [LO08a], Laszlo and Olsson define derived categories of algebraic stacks and construct the six functor formalism using the lisse-étale topos. They use simplicial methods to to construct the derived category that gives the expected answer for the cohomology of $\text{BG}_m$. The fact that the lisse-étale topos is not functorial makes the construction of derived pullback technical. The language of $\infty$-categories allows us to circumvent this problem.

In [LZ17], Liu and Zheng construct a six functor formalism of derived $\infty$-categories of $\ell$-adic sheaves for any algebraic stack. To any scheme $X$, the derived $\infty$-category $D_{\text{et}}(X, Q_1)$ is the $\infty$-categorical enhancement of the usual derived category. The major advantage of the $\infty$-categorical language is that the derived $\infty$-category satisfies étale descent. For any algebraic stack $\mathcal{X}$, the $\infty$-category $D_{\text{et}}(\mathcal{X}, Q_1)$ constructed by Liu and Zheng is isomorphic to the limit of derived $\infty$-categories over Čech nerve of any atlas $x : X \to \mathcal{X}$. In other words, we have

\[
D_{\text{et}}(\mathcal{X}, Q_1) \cong \lim \left( D_{\text{et}}(X, Q_1) \xrightarrow{\otimes l} D_{\text{et}}(X \times_{\mathcal{X}} X, Q_1) \xrightarrow{\otimes l} D_{\text{et}}(X \times_{\mathcal{X}} X \times_{\mathcal{X}} X, Q_1) \cdots \right) \tag{1}
\]

where the maps in the limit are the derived pullback maps. Their construction uses abstract descent theory of the language of $\infty$-categories. This also allows to construct the pullback functor in a canonical way. Moreover, they prove that their formalism agrees with the one introduced by Laszlo and Olsson once one passes to homotopy categories of the derived $\infty$-categories. Thus the language of $\infty$-categories seem advantageous to extend $\infty$-sheaves from schemes to algebraic stacks. We shall use a similar technique in our setting of motivic homotopy theory but in this case extra care is needed because motivic invariants usually do not satisfy étale descent.

To a scheme of finite Krull dimension $S$, the motivic stable homotopy category $\text{SH}^\otimes(S)$ is a presentable stable symmetric monoidal $\infty$-category (we refer to [Rob15] for the notations). The functorial assignment makes $\text{SH}^\otimes$ into a functor

\[
\text{SH}^\otimes : \text{N(Sch}_{\text{fd}})^{\text{op}} \to \text{CAlg}(\text{Pr}^L_{\text{stb}}) \tag{2}
\]

where the target is the $\infty$-category of stable presentable symmetric monoidal $\infty$-categories. As mentioned above, we cannot use equation Eq. (1) as a definition of $\text{SH}^\otimes$ for an algebraic stack because $\text{SH}^\otimes$ does not satisfy étale descent and thus Eq. (1) would depend on the choice of the atlas $X$. We resolve this problem by specifying a class of smooth atlases for which we can prove descent. The resulting
class of \((2, 1)\)-category of algebraic stacks \(\text{Nis-locSt}\) consists of algebraic stacks which admit an atlas admitting Nisnevich-local sections. This includes all quasi-separated algebraic spaces, quotient stacks \([X/G]\) where \(G\) is an affine algebraic group, local quotient stacks, the moduli stack of vector bundles \(\text{Bun}_n\), the moduli stack of \(G\)-bundles \(\text{Bun}_G\) and moduli space of stable maps. Using the formulation of enhanced operation map \((\text{LZ17})\), we also manage to extend the six functor formalism from schemes to \(\text{Nis-locSt}\). Our main result is as follows (see Theorem 4.5.1 for a complete statement):

**Theorem 1.0.1.** The functor \(\mathcal{SH}^\otimes(-)\) extends to a functor \(\mathcal{SH}^\otimes : \mathbb{N}_\bullet^\text{op}(\text{Nis-locSt}) \to \mathbb{CAlg}(\text{Pr}_\text{stb})\).

Moreover,

1. For any \(\mathcal{X} \in \text{Nis-locSt}\), there exist functors \(\otimes, \text{Hom} : \mathcal{SH}_\text{ext}(\mathcal{X}) \times \mathcal{SH}_\text{ext}(\mathcal{X}) \to \mathcal{SH}_\text{ext}(\mathcal{X})\).

2. For any morphism \(f : \mathcal{X} \to \mathcal{Y}\) in \(\text{Nis-locSt}\), there is a pair of adjoint functors \(f^* : \mathcal{SH}_\text{ext}(\mathcal{Y}) \to \mathcal{SH}_\text{ext}(\mathcal{X})\), \(f_* : \mathcal{SH}_\text{ext}(\mathcal{X}) \to \mathcal{SH}_\text{ext}(\mathcal{Y})\).

3. For a morphism \(f : \mathcal{X} \to \mathcal{Y}\) in \(\text{Nis-locSt}\) which is separated of finite type and representable by algebraic spaces, there is a pair of adjoint functors \(f_! : \mathcal{SH}_\text{ext}(\mathcal{X}) \to \mathcal{SH}_\text{ext}(\mathcal{Y})\), \(f^! : \mathcal{SH}_\text{ext}(\mathcal{Y}) \to \mathcal{SH}_\text{ext}(\mathcal{X})\).

These functors restrict to the known functors on the category of schemes. Furthermore, the projection formula, base change, localization, homotopy invariance and purity extend to \(\text{Nis-locSt}\).

Hoyois defines \(\mathcal{SH}\) for quotient stacks of the form \([X/G]\) where \(G\) is tame \((\text{Hoy17})\). His construction apriori depends on the presentation of the stack. Our construction allows us to drop the tameness assumption for quotient stacks and provides a version of \(\mathcal{SH}\) that does not depend on the choice of a presentation.

Khan and Ravi define limit-extended cohomology theories for derived stacks \((\text{KR21}, \text{Section 12})\). We believe that our construction agrees with their limit extended construction (see Corollary 2.5.4 for more details).

We now give a brief outline of the chapters in the thesis.

1. In Section 2, we enhance the motivic stable homotopy functor from schemes to algebraic stacks. This follows from Theorem 2.4.1 which is set in an abstract setup of categories of stacks admitting \(\mathcal{T}\)-local sections (Definition 2.2.1). The key example of categories of stacks admitting \(\mathcal{T}\)-local sections is the \((2, 1)\)-category \(\text{Nis-locSt}\). It is important to note that Theorem 2.4.1 is a special case of \([\text{LZ17}, \text{Chapter 4}]\). We give a new proof of the theorem which is partly inspired from the proof of Liu and Zheng. The extension theorem also allows to construct the four functors \(f_*, f^!, \text{Hom}\) and \(\otimes\).

2. In Section 3, we construct the exceptional functors \(f_!, f^!\) and also prove base change and projection formulas. This is proved by the so called enhanced operation map introduced by Liu and Zheng in \([\text{LZ17}]\). In short, we extend the enhanced operation from schemes to \(\text{Nis-locSt}\) in the setting of categories of stacks admitting \(\mathcal{T}\)-local sections (Theorem 3.1.1). The extension is a special case of the DESCENT program \((\text{LZ17, Chapter 4})\) and we give a new proof of the extension of the enhanced operation from schemes \(\text{Nis-locSt}\) which gives us the exceptional functors, projection formula and base change.

3. In Section 4, we prove the other relations of the six functors namely smooth and proper base change, localization, homotopy invariance and purity. We then collect all the results in a single theorem (Theorem 4.5.1).
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2 Enhancement of sheaves along coverings with local sections

In this section, we prove Theorem 2.4.1 which enables us to extend sheaves from schemes to algebraic stacks. This key point is that for cohomology theories like $SH$, descent may not be true for general smooth morphisms, which are used as atlases for algebraic stacks. But if the atlas admits local sections in a topology that is coarser than the smooth topology, then it is plausible to extend sheaves from schemes to a large class of Artin stacks.

At first, we introduce the notion of $T$-local sections associated to a site $(C, T)$. Then we define a $(2, 1)$-category called "category of stacks admitting $T$-local sections". This allows us to introduce the $(2, 1)$-category Nis-locSt for which we extend cohomology theories like $SH$. The abstract formalism of category of stacks admitting $T$-local sections help us to prove the Theorem 2.4.1 and define the stable homotopy theory on Nis-locSt.

2.1 Morphisms admitting $T$-local sections

Let $C$ be a category admitting products and small coproducts equipped with a Grothendieck topology $T$. For any $Y \in C$, let Cov$(Y)$ be the collection of coverings of $Y$.

**Definition 2.1.1.** A morphism $f : X \to Y$ in $C$ admits $T$-local sections if there exists a family $\{p_i : Y_i \to Y\}_{i \in I} \in$ Cov$(Y)$ and morphisms $s_i : Y_i \to X$ such that the diagram

\[
\begin{array}{ccc}
& X & \\
\downarrow f & & \downarrow f' \\
\bigsqcup_i Y_i & \xrightarrow{\bigsqcup_i s_i} & Y
\end{array}
\]

commutes.

**Example 2.1.2.** In the category of schemes equipped with the étale topology, any smooth surjective morphism admits étale local sections. This follows from [Sta21, Tag 055U].

**Notation 2.1.3.** We shall abbreviate the coverings $\bigsqcup_i Y_i$ by $\tilde{Y}$ in the proofs.

**Lemma 2.1.4.** Morphisms admitting $T$-local sections are stable under pullbacks and compositions.

**Proof.** Stable under pullbacks: Let $f : X \to Y$ be a morphism admitting $T$-local section and let $g : Y' \to Y$ be a morphism in $C$. We denote the pullback of $f$ along $g$ by $f' : X' := X \times_Y Y' \to Y'$. We need to show that $f'$ admits a $T$-local section.

As $f$ admits $T$-local sections, there exists a covering $p : \tilde{Y} \to Y$ and a morphism $s : \tilde{Y} \to X$ such that $p = f \circ s$.

Then $p' : \tilde{Y}' := Y' \times_Y \tilde{Y} \to Y'$ is a covering and $s' := id \times s : \tilde{Y}' \to X'$ satisfies $p' = f' \circ s'$. Thus $f'$ admits $T$-local sections.

Stable under compositions: Let $f : X \to Y$ and $g : Y \to Z$ be morphisms admitting $T$-local sections. We need to show that $g \circ f$ admits $T$-local sections. As $g$ admits $T$-local sections, we have a
covering \( q : \mathring{Z} \to Z \) and a section \( s : \mathring{Z} \to Y \).

By (1), the morphism \( f' := (Z' = \mathring{Z} \times_Y X) \to \mathring{Z} \) admits \( T \)-local sections. So there exists a covering \( p : \mathring{Z}'' \to \mathring{Z} \) admitting a section \( s'' : \mathring{Z}'' \to \mathring{Z} \).

These morphisms give rise to a commutative diagram

\[
\begin{array}{ccc}
X & \xrightarrow{f} & \mathring{Z}' \\
\downarrow{s'} & & \downarrow{g} \\
\mathring{Z}'' & \xrightarrow{s''} & \mathring{Z}
\end{array}
\]

i.e. \( s' \circ s'' \) is a \( T \)-local section of \( g \circ f \).

\[
\text{Corollary 2.1.5. The category } C \text{ with the set of coverings as }
\text{Cov}_T^{\text{-loc}}(X) := \{ \{ x_i : X_i \to X \} \mid \coprod_i x_i \text{ admits } T \text{ - local sections} \}
\text{defines a site.}
\]

**Proof.** By definition, identity morphisms admit \( T \)-local sections. As morphisms admitting \( T \)-local sections are stable under pullbacks and compositions (Lemma 2.1.4), we see that \( C \) with the coverings \( T \)-loc forms a site.\[\square\]

It turns out that sheaves satisfy descent along morphisms that admit \( T \)-local sections. In order to prove such a statement, let us recall the notion of \( F \)-descent.

**Definition 2.1.6.** \([LZ17, \text{Definition 3.1.1}]\) Let \( C \) be an \( \infty \)-category which admits pullbacks. \( F : C^{\text{op}} \to D \) be a functor of \( \infty \)-categories and \( f : X^+_i \to X^+_1 \) be a morphism in \( C \). Then \( f \) satisfies \( F \)-descent if

\[
F \circ (X^+_i)^{\text{op}} : N(\Delta^+) \to D
\]

is a limit diagram where \( X^+_i \) is the \( \check{\text{Cech}} \) nerve of \( f \).

The following lemma shall be used to prove descent statements.

**Lemma 2.1.7.** \([LZ17, \text{Lemma 4.2.2}]\) Let \( D \) be an \( \infty \)-category which admits products. Let

\[
\begin{array}{ccc}
D_3 & \xrightarrow{f_{32}} & D_2 \\
\downarrow{f_{31}} & & \downarrow{f_{20}} \\
D_1 & \xrightarrow{f_{10}} & D_0
\end{array}
\]

be a commutative diagram in \( C \). Let \( F : D^{\text{op}} \to D' \) be a functor of infinity categories. Assume the following:

1. \( f_{32} \) and \( f_{31} \) satisfies \( F \)-descent.
2. \( f_{20} \) satisfies \( F \)-descent.

Then \( f_{10} \) satisfies \( F \)-descent. Also, we have:

\[
\lim_{m \in \Delta^p} F(D_{1m}) \xrightarrow{\sim} \lim_{n \in \Delta^p} F(D_{3n}) \xleftarrow{\sim} \lim_{m \in \Delta^p} F(D_{2m})
\]

where \( D_{1n} := D_1^{\times n} \) over \( D_0 \), \( D_{2m} := D_2^{\times m} \) over \( D_0 \) and \( D_{3n} := D_1^{\times n} \times_{D_0} D_2^{\times n} \).
Proposition 2.1.8. Let $F : N(C)^{op} \to D$ an $\infty$-sheaf. Then $F$ satisfies descent along morphisms that admit $T$-local sections.

Proof. Let $f : X \to Y$ be a morphism in $C$ which admits $T$-local sections. Thus there exists a covering $\varphi : Y' \to Y$ and a section $s' : Y \to X := Y \times_Y X$ of $f' : X \to Y$ such that the diagram

\[
\begin{array}{ccc}
X & \xrightarrow{s'} & Y \\
\downarrow{f} & & \downarrow{\varphi} \\
\hat{Y} & \xrightarrow{\psi} & Y
\end{array}
\]

commutes in $C$.

As $f'$ admits a section $s'$, the Čech nerve of $f$ is a split-simplicial object ([Lur17, Definition 4.7.2.2]). As split-simplicial objects are colimit diagrams ([Lur09, Lemma 6.1.3.16]), $f'$ satisfies $F$-descent.

As $F$ is an $\infty$-sheaf, the horizontal arrows have $F$-descent. As $f', \varphi$ and $\psi$ satisfy $F$-descent, by Lemma 2.1.7 we get that $f$ satisfies $F$-descent. \hfill \square

Remark 2.1.9. When $C = \text{Sch}$ and $T = \text{ét}$, the above proposition gives us that the category of étale sheaves and category of smooth sheaves are equivalent.

2.2 Categories of stacks admitting $T$-local sections.

We want to extend sheaves on schemes to the $(2, 1)$-category of algebraic stacks. This extension is a two step process. We first extend from schemes to algebraic spaces and then from algebraic spaces to algebraic stacks. In order to formalize the statements in a coherent manner, we define an abstract $(2, 1)$-category $\text{St}_C$ which incorporates the properties of algebraic spaces and algebraic stacks.

Definition 2.2.1. Let $C$ be a category equipped with a Grothendieck topology $T$. A category of stacks admitting $T$-local sections is a $(2, 1)$-category $\text{St}_C$ together with a fully faithful inclusion $i_C : C \hookrightarrow \text{St}_C$ satisfying the following properties:

1. $\text{St}_C$ admits fiber products and small coproducts.

2. Given any object $\mathcal{X} \in \text{St}_C$, there exists a morphism $x : X \to \mathcal{X}$ with $X \in C$ such that for any morphism $y : X' \to \mathcal{X}$ in $C$, the fiber product $x' : X' \times_{\mathcal{X}} X \to X'$ admits $T$-local sections. We say that $x$ as an atlas admitting $T$-local sections.

3. The diagonal $\mathcal{X} \to \mathcal{X} \times \mathcal{X}$ is representable in $C$.

Remark 2.2.2. Here representability is understood as for algebraic stacks i.e. a morphism $f : \mathcal{X} \to \mathcal{Y}$ in $\text{St}_C$ if for all $Y \in C$, the fiber product $\mathcal{X} \times_{\mathcal{Y}} Y$ is in $C$. With this definition, the diagonal map being representable is equivalent of saying that any morphism $x : X \to \mathcal{X}$ where $X \in C$ is representable.

As in the case of algebraic stacks, representable morphisms are stable under pullbacks.

Definition 2.2.3. Let $\text{St}_C$ be a category of stacks admitting $T$-local sections.

A morphism $f : \mathcal{X} \to \mathcal{Y}$ is said to admit $T$-local sections if there exists a an atlas $y : Y \to \mathcal{Y}$ and a morphism $s : Y \to \mathcal{X}$ such that $f \circ s = y$.

The following gives a simpler definition for morphisms admitting $T$-local sections in the setting of representable morphisms.

Lemma 2.2.4. A representable morphism $f : \mathcal{X} \to \mathcal{Y}$ in $\text{St}_C$ admits $T$-local sections iff for any morphism $v : V \to \mathcal{Y}$ with $V \in C$, the base change morphism $f' : V \times_{\mathcal{Y}} \mathcal{X} \to V$ is a morphism admitting $T$-local sections in $C$. 

Proof. Let $f$ be a representable morphism admitting $\mathcal{T}$-local sections. Let $v: V \to \mathcal{Y}$ be a morphism where $V \in \mathcal{C}$. We want to show that the base change morphism $f': X' := V \times_Y X \to V$ is a morphism admitting $\mathcal{T}$-local sections. By definition, there exists an atlas admitting $\mathcal{T}$-local sections $v': V' \to \mathcal{Y}$ and a section $s: V' \to X$. Then the base change morphism $v'' : V'' := V' \times_Y V \to V$ admits $\mathcal{T}$-local sections.

On the other hand, the section $s$ induces a map $s': V'' \to X'$. As $v''$ admits $\mathcal{T}$-local sections, there exists a covering $\tilde{v} : \tilde{V} \to V$ and a section $s'': V \to V''$. Thus there exists a covering $\tilde{v}$ and a section $s \circ s''$ implying that $f'$ admits $\mathcal{T}$-local sections.

For the other direction, let $v: V \to \mathcal{Y}$ be an atlas admitting $\mathcal{T}$-local sections. The assumptions says that the base change morphism $f': X' := X \times_Y V$ is a morphism admitting $\mathcal{T}$-local sections. Thus there exists a covering $\tilde{v}' : V' \to V$ and a section $s'' : V \to V''$. Then the compositions $v \circ v'$ and $x' \circ s'$ imply that $f$ admits $\mathcal{T}$-local sections (here $x'$ is the pullback of $v$ along $f$).

Lemma 2.2.5. The pullback of an atlas along any morphism in St$_\mathcal{C}$ is a morphism admitting $\mathcal{T}$-local sections.

Proof. Let $y : Y \to \mathcal{Y}$ be an atlas admitting $\mathcal{T}$-local sections and let $f : X \to \mathcal{Y}$ be a morphism in St$_\mathcal{C}$. We want to show that $y' : X' := Y \times_Y X \to X$ admits $\mathcal{T}$-local sections. As $v'$ is representable, by Lemma 2.2.4 it suffices to show that for any morphism $x : X \to X$ where $X \in \mathcal{C}$, the fiber product $y'' : X \times_X X' \to X$ admits $\mathcal{T}$-local sections. This follows from the fact that $y''$ is pullback of $y$ along $y \circ x$ and $y$ is an atlas.

Lemma 2.2.6. Morphisms in St$_\mathcal{C}$ admitting $\mathcal{T}$-local sections are stable under pullbacks and compositions.

Proof. Stable under pullbacks: Consider a pullback square

\[
\begin{array}{ccc}
X' & \longrightarrow & X \\
\downarrow f' & & \downarrow f \\
\mathcal{Y}' & \longrightarrow & \mathcal{Y}
\end{array}
\]

(6)

where $f$ admits $\mathcal{T}$-local sections. Thus, there exists an atlas $y : Y \to \mathcal{Y}$ and a morphism $g : Y \to X$ such that $f \circ g = y$. Then the base change morphism $\tilde{y} : \tilde{Y} := Y \times_Y \mathcal{Y} \to \mathcal{Y}$ admits $\mathcal{T}$-local sections. As $\tilde{y}$ admits a morphism to $X$ (via $g$), we have a unique morphism $g' : \tilde{Y} \to X'$ such that $f' \circ g'' = \tilde{y}$. We denote $y' : Y' \to \mathcal{Y}' \xrightarrow{\tilde{y}} \mathcal{Y}$ to be the composition where $Y'$ is an atlas of $\mathcal{Y}'$. Note that $y'$ admits $\mathcal{T}$-local sections. Denote $g'$ to be composition $g' : Y' \to \mathcal{Y}'$ such that $\tilde{y}$.

Stable under compositions: Let $f : X \to \mathcal{Y}$ and $g : \mathcal{Y} \to Z$ be morphisms admitting $\mathcal{T}$-local sections. Thus there exists atlases $z : Z \to \mathcal{Y}$, $y : Y \to \mathcal{Y}$ and morphisms $p : Z \to Y$, $q : Y \to X$ such that $g \circ p = z$ and $f \circ q = y$. Let $p' : Z' := Y \times_Y Z \to Y$ and $y' : Z' \to Z$ be the base change of $p$ and $y$ respectively. Thus $y'$ admits $\mathcal{T}$-local sections. We denote the compositions by $z' := z \circ y' : Z' \to Z$ and $q' := q \circ p' : Z' \to Z$. Thus we get that $q' \circ (g \circ f) = z'$ implying that $g \circ f$ admits $\mathcal{T}$-local sections (as $z'$ is an atlas of $Z$).

The following lemma gives us another definition of morphisms admitting $\mathcal{T}$-local sections which shall help us to prove the sheaf condition in Theorem 2.4.1.
Lemma 2.2.7. A morphism \( f : \mathcal{X} \to \mathcal{Y} \) admits \( \mathcal{T} \)-local sections iff there exists a commutative diagram

\[
\begin{array}{ccc}
X & \xrightarrow{\chi} & \mathcal{X} \\
\downarrow{\chi'} & & \downarrow{\chi} \\
Y & \xrightarrow{y} & \mathcal{Y}
\end{array}
\]

(7)

where \( \chi' \) admits \( \mathcal{T} \)-local sections in \( \mathcal{C} \) and \( x, y \) are atlases admitting \( \mathcal{T} \)-local sections.

Proof. Let \( \chi \) be a morphism admitting \( \mathcal{T} \)-local sections. Let \( y : Y \to Y \) be an atlas admitting \( \mathcal{T} \)-local sections. Then the base change morphisms \( \chi'' : \mathcal{X}' := \mathcal{X} \times_Y Y \to Y \) and \( \chi' : \mathcal{X}' \to \mathcal{X} \) admit \( \mathcal{T} \)-local sections. Let \( \chi'' : X \to \mathcal{X}' \) be an atlas of \( \mathcal{X}' \). Then the compositions \( \chi := \chi'' \circ \chi' \) and \( \chi := \chi' \circ \chi'' \) admit \( \mathcal{T} \)-local sections giving us the commutative diagram that was needed.

For the other direction, consider a commutative square

\[
\begin{array}{ccc}
X & \xrightarrow{\chi'} & \mathcal{X} \\
\downarrow{\chi} & & \downarrow{\chi} \\
Y & \xrightarrow{y} & \mathcal{Y}
\end{array}
\]

(8)

where \( \chi' \) admits \( \mathcal{T} \)-local sections and \( x, y \) are atlases. By definition there exists a covering \( y' : Y' \to Y \) in the topology \( \mathcal{T} \) and a morphism \( s' : Y' \to X \) such that \( f \circ s = y' \). Defining \( s = x \circ s' \) and \( y'' : Y' \to Y \to Y \) we get that \( f \circ s = y'' \) where \( y'' \) is an atlas of \( Y \). Hence \( f \) admits \( \mathcal{T} \)-local sections.

For any object \( \mathcal{X} \in \text{St}_C \), define \( \text{Cov}(\mathcal{X}) \) as the set of families of the form \( \{x_i : \mathcal{X}_i \to \mathcal{X}\}_{i \in I} \) such that \( x := \coprod_i x_i : \coprod_i \mathcal{X}_i \to \mathcal{X} \) admits \( \mathcal{T} \)-local sections.

Lemma 2.2.8. The family of coverings admitting \( \mathcal{T} \)-local sections \( \text{Cov}(\mathcal{X}) \) for every object \( \mathcal{X} \in \text{St}_C \) defines a Grothendieck topology on \( \text{St}_C \). We will write \( (\text{St}_C, \mathcal{T} \text{-loc}) \) for the corresponding site.

Proof. The identity morphisms in \( \text{St}_C \) admit \( \mathcal{T} \)-local sections. By Lemma 2.2.6, \( \mathcal{T} \)-local sections are stable under pullbacks and compositions. Thus the \( (2,1) \)-category \( \text{St}_C \) defines a site.

2.3 The \( (2,1) \)-category Nis-locSt.

In this section, we introduce the class of stacks for which we can extend cohomology theories that satisfy descent with respect to the Nisnevich topology. This class of stacks will be called Nis-locSt and we will explain that many interesting Artin stacks are contained in this class. In particular, we show that this contains all local quotient stacks and quasi-separated algebraic spaces.

At first, we consider \( \mathcal{C} = \text{Sch} \), the category of schemes equipped with the Nisnevich topology. Then any quasi-separated algebraic space has an atlas admitting Nisnevich-local sections ([Knu71, Chapter 2, Theorem 6.3]). So we can consider \( \text{St}_C = \text{N} (\text{Algsp}) \) to be the category of quasi-separated algebraic spaces.

Remark 2.3.1. By the above discussion, given any quasi-separated algebraic space \( \mathcal{X} \), there exists a Nisnevich covering \( x : X \to \mathcal{X} \) where \( X \) is a scheme.

Notation 2.3.2. The category Nis-locSt is the category of algebraic stacks for which there exists a smooth atlas admitting Nisnevich-local sections. In the terminology introduced in Definition 2.2.1, this is the category of stacks admitting Nisnevich-local sections for the category \( \text{N} (\text{Algsp}) \) of quasicommutative spaces.
Before listing some examples of algebraic stacks in Nis-locSt, let us verify some properties of the category Nis-locSt.

**Lemma 2.3.3.** The $(2, 1)$-category Nis-locSt admits fiber products.

**Proof.** Let

\[ \begin{array}{ccc}
\mathcal{X}_2 & \xrightarrow{f} & \mathcal{X}_0 \\
\mathcal{X}_1 & \xrightarrow{x} & \mathcal{X}_0
\end{array} \] (9)

be a diagram where $\mathcal{X}_0, \mathcal{X}_1$ and $\mathcal{X}_2$ are objects in Nis-locSt. We want to show that $\mathcal{X}_3 := \mathcal{X}_1 \times_{\mathcal{X}_0} \mathcal{X}_2$ is an algebraic stack which has an atlas admitting Nisnevich-local sections. Let $x_0 : \mathcal{X}_0 \to \mathcal{X}_0$ be an atlas admitting Nisnevich-local sections. At first, we prove the following claim

**Claim 2.3.4.** Let $f : \mathcal{X} \to \mathcal{Y}$ be a morphism in Nis-locSt, then for every atlas $y : \mathcal{Y} \to \mathcal{Y}$, there exists of a 2-commutative square

\[ \begin{array}{ccc}
\mathcal{X} & \xrightarrow{x} & \mathcal{X} \\
\mathcal{Y} & \xrightarrow{y} & \mathcal{Y}
\end{array} \] (10)

where $f'$ is a morphism of schemes and $x$ is an atlas admitting Nisnevich-local sections.

**Proof of claim.** Let $x : \mathcal{X}_0 \to \mathcal{X}$ be an atlas of $\mathcal{X}$. Then the base change $x' : \mathcal{X}' := \mathcal{X} \times_{\mathcal{Y}} \mathcal{X} \to \mathcal{X}$ is a morphism admitting $T$-local sections. Therefore $x : \mathcal{X} := \mathcal{X}_0 \times_{\mathcal{X}} \mathcal{X}' \to \mathcal{X}$ is an atlas of $\mathcal{X}$ fitting in the diagram

\[ \begin{array}{ccc}
\mathcal{X} & \xrightarrow{g} & \mathcal{X} \\
\mathcal{Y} & \xrightarrow{y} & \mathcal{Y}
\end{array} \] (11)

where $f$ lies in $C$ and $y, x$ are morphisms admitting $T$-local sections.

Applying the claim, we get that there exist atlases $x_1 : \mathcal{X}_1 \to \mathcal{X}_1$ and $x_2 : \mathcal{X}_2 \to \mathcal{X}_2$ such that the following diagrams

\[ \begin{array}{ccc}
\mathcal{X}_1 & \xrightarrow{x_1} & \mathcal{X}_0 \\
\mathcal{X}_2 & \xrightarrow{x_2} & \mathcal{X}_0
\end{array} \] \[ \begin{array}{ccc}
\mathcal{X}_1 & \xrightarrow{x_0} & \mathcal{X}_0 \\
\mathcal{X}_2 & \xrightarrow{x_0} & \mathcal{X}_0
\end{array} \] (12)

commute. This induces a natural map $x_3 : \mathcal{X}_3 := \mathcal{X}_1 \times_{\mathcal{X}_0} \mathcal{X}_2 \to \mathcal{X}_3$. We claim that $x_3$ is an atlas admitting Nisnevich-local sections. Let $v_3 : \mathcal{V} \to \mathcal{X}_3$ be a morphism where $\mathcal{V}$ is a scheme. Then it induces maps $v_1 : \mathcal{V} \to \mathcal{X}_1$, $v_0 : \mathcal{V} \to \mathcal{X}_0$ and $v_2 : \mathcal{V} \to \mathcal{X}_2$. Thus the base change morphisms $x'_1 : \mathcal{X}_1' := \mathcal{V} \times_{\mathcal{X}_1} \mathcal{X}_1 \to \mathcal{V}$, $x'_2 : \mathcal{X}_2' := \mathcal{V} \times_{\mathcal{X}_2} \mathcal{X}_2 \to \mathcal{V}$ and $x'_0 : \mathcal{X}_0' := \mathcal{V} \times_{\mathcal{X}_0} \mathcal{X}_0 \to \mathcal{V}$ admit Nisnevich-local sections. As the fiber product $\mathcal{V} \times_{\mathcal{X}_3} \mathcal{X}_3 = \mathcal{X}_1' \times_{\mathcal{X}_0'} \mathcal{X}_2'$, the morphism $x'_3 : \mathcal{V} \times_{\mathcal{X}_3} \mathcal{X}_3 \to \mathcal{V}$ admits Nisnevich-local sections. Thus $x_3$ is an atlas admitting Nisnevich-local sections.

**Lemma 2.3.5.** Let $f : \mathcal{X} \to \mathcal{Y}$ be a morphism of algebraic stacks representable by algebraic spaces such that $\mathcal{Y} \in \text{Nis-locSt}$, then $\mathcal{X} \in \text{Nis-locSt}$. 

**Proof.** Let $y : \mathcal{Y} \to \mathcal{Y}$ be an atlas admitting Nisnevich local sections. By Remark 2.3.1, it suffices to show that the base change morphism $x : \mathcal{X} := \mathcal{Y} \times_{\mathcal{X}} \mathcal{X} \to \mathcal{X}$ admits Nisnevich-local sections where $\mathcal{X}$ is an algebraic space. Let $x' : \mathcal{X}' \to \mathcal{X}$ be a morphism where $\mathcal{X}$ is a scheme. As $\mathcal{X}'' := \mathcal{X}' \times_{\mathcal{X}} \mathcal{X} \cong \mathcal{X}' \times_{\mathcal{Y}} \mathcal{Y}$, the base change morphism $y' : \mathcal{X}'' \to \mathcal{Y}$ is a morphism of scheme admitting Nisnevich-local sections.
Before proving the next corollary, let us recall that an algebraic stack $\mathcal{X}$ is a local quotient stack if it admits an open covering by quotient stacks of the form $[X/G]$ where $G$ is an affine algebraic group ([FHT11, A.2.2]).

**Corollary 2.3.6.** All local quotient stacks are contained in Nis-locSt.

*Proof.* As Zariski open coverings admit Zariski-local sections, it suffices to prove that quotient stacks lie in Nis-locSt. At first, we see that $\text{BGL}_n$ lies in Nis-locSt. This is because the atlas $\text{pt} \to \text{BGL}_n$ is a $\text{GL}_n$-torsor. As $\text{GL}_n$ is special, $\text{GL}_n$-torsors are Zariski-locally trivial. Thus $\text{pt} \to \text{BGL}_n$ is an atlas admitting Nisnevich-local sections.

If $G$ is an affine algebraic group, then the inclusion $i : G \hookrightarrow GL_n$ induces a representable morphism $i : BG \to \text{BGL}_n$. As $\text{BGL}_n \in \text{Nis-locSt}$, by Lemma 2.3.5 we get that $BG \in \text{Nis-locSt}$. The map $[X/G] \to BG$ is representable. Applying Lemma 2.3.5, we get that $[X/G] \in \text{Nis-locSt}$.

\[\square\]

**Remark 2.3.7.** Note that unless $G$ is a special group, the standard atlas $X \to [X/G]$ of a quotient stack may not admit Nisnevich-local sections. In the proof above, this atlas is replaced by a scheme $X''$ which is a Nisnevich cover of the algebraic space $X \times^G \text{GL}_n$. Let us explain this in detail. We can write $[X/G]$ as $[X \times^G \text{GL}_n/\text{GL}_n]$. The object $X \times^G \text{GL}_n$ exists as an algebraic space. Thus the morphism $x' : X \times^G \text{GL}_n \to [X/G]$ is a $\text{GL}_n$-torsor and hence admits Nisnevich-local sections. By Remark 2.3.1, we get that there exists a Nisnevich cover $x'' : X'' \to X \times^G \text{GL}_n$ where $X''$ is a scheme. Hence, we get that the morphism $x' \circ x'' : X'' \to [X/G]$ is an atlas admitting Nisnevich-local sections.

Recall that Totaro and Gross explained that the property of being a quotient stack is closely related to the resolution property ([Tot04] and [Gro17]).

**Corollary 2.3.8.** Let $\mathcal{X}$ be a quasi-compact and quasi-separated algebraic stack which has affine stabilizers at closed points and satisfies the resolution property. Then $\mathcal{X} \in \text{Nis-locSt}$.

*Proof.* Under the assumptions, we get that $\mathcal{X} \cong [U/\text{GL}_n]$ where $U$ is a quasi-affine scheme ([Tot04, Theorem 1.1] and [Gro17, Theorem A]). Thus Corollary 2.3.6 implies that $\mathcal{X} \in \text{Nis-locSt}$.

We now explain how local constructions like blow ups and deformation to normal cone ([LMB00, Chapter 14]) also lie in Nis-locSt. Before stating the corollary, let us briefly recall the notions. Let $\mathcal{X}$ be an algebraic stacks and $z : \mathcal{Z} \hookrightarrow \mathcal{X}$ be a closed substack and $\mathcal{I} \subset \mathcal{O}_\mathcal{X}$ be the ideal sheaf of $\mathcal{Z}$. For any scheme $T$, we shall denote $T'$ to be the fiber product of $T$ along $z$.

**Notation 2.3.9.**
1. The blowup of $\mathcal{X}$ along $\mathcal{Z}$ is the algebraic stack $\text{Bl}_\mathcal{Z}(\mathcal{X}) := \text{Proj}(\oplus_{n \geq 0} \mathcal{I}^n_\mathcal{Z})$ which admits a morphism representable by schemes $pr_{bl} : \text{Bl}_\mathcal{Z}(\mathcal{X}) \to \mathcal{X}$ such that for any morphism $T \to \mathcal{X}$, the fiber product $\text{Bl}_\mathcal{Z}(\mathcal{X}) \times_T T$ is isomorphic to $\text{Bl}_\mathcal{Z} T$.

2. The normal cone $N_\mathcal{Z}(\mathcal{X}) := \text{Spec}(\oplus_{n \geq 0} \mathcal{I}^n/\mathcal{I}^{n+1})$ is the algebraic stack which admits a morphism $pr_n : N_\mathcal{Z}(\mathcal{X}) \to \mathcal{Z}$ representable by schemes.

3. The deformation to the normal cone $D_\mathcal{Z}(\mathcal{X})$ is the analog of deformation space in the setting of schemes. Let us recall the definition in the setting of schemes ([Ful84, Chapter 6]). Let $X$ be a scheme and $\mathcal{Z}$ be a closed subscheme of $X$. We have the deformation space $D_\mathcal{Z} X := (\widehat{\mathcal{Z}} X := \text{Bl}_{\mathcal{Z} \times \{0\}}(X \times \mathbb{A}^1)) - \text{Bl}_\mathcal{Z} X \to X \times \mathbb{A}^1$.

The fiber over $t = 0$ on $\widehat{\mathcal{Z}} X$ ( $t$ being the coordinate of $\mathbb{A}^1$) is the union of two schemes: $\text{Bl}_\mathcal{Z} X$ and the projective completion of the normal bundle $\mathcal{P}(N_X Y \oplus 1)$ glued along the Cartier divisor $E_X Y$. In this way, the blow up $\text{Bl}_\mathcal{Z} X$ is realized as a subscheme of $\widehat{\mathcal{Z}} X$. 
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The algebraic stack $D_Z(X)$ is defined in the similar way as we do it for schemes (see [Kre99, Section 6.1] for details). The algebraic stack $D_Z(X)$ admits a schematic representable morphism $\text{pr}_d : D_Z(X) \to X \times A^1$ such that the fibers of $\text{pr}_d$ over $X \times \{0\}$ and $X \times \{1\}$ are the normal cone $N_Z(X)$ and the algebraic stack $X$ respectively.

**Corollary 2.3.10.** Let $X \in \text{Nis-locSt}$ and let $Z$ be a closed substack of $X$. Then $\text{Bl}_Z(X), N_Z(X)$ and $D_Z(X)$ belong to $\text{Nis-locSt}$.

**Proof.** As the morphisms $\text{pr}_d : \text{Bl}_Z(X) \to X, \text{pr}_r : N_Z(X) \to Z, \text{pr}_d : D_Z(X) \to (X \times A^1)$ are representable, Lemma 2.3.5 gives us that these algebraic stacks also lie in $\text{Nis-locSt}$. 

**Corollary 2.3.11.** 1. For any projective variety $X$, the stack of vector bundles $\text{Bun}_n$ and the stack of $G$-bundles $\text{Bun}_G$ for an affine algebraic group $G$ are in $\text{Nis-locSt}$. The same result holds for stacks of Higgs bundles $\text{Higgs}_G$.

2. The moduli spaces of stable maps are in $\text{Nis-locSt}$.

**Proof.** 1. The stack of vector bundles $\text{Bun}_n$ can be written as a union of $\text{Bun}_m^\circ$ where $\text{Bun}_m^\circ$ is the open substack of vector bundles of bounded maximal slope $m$. The stack $\text{Bun}_m^\circ$ is a locally closed substack of a quotient stack by Quot scheme construction ([HL10, Theorem 3.3.7 and Section 4.3]). Thus $\text{Bun}_n$ is a local quotient stack and hence by Corollary 2.3.6 lies in $\text{Nis-locSt}$. As the morphism $\text{Bun}_G \to \text{Bun}_n$ is representable, we get that $\text{Bun}_G$ is in $\text{Nis-locSt}$ (Lemma 2.3.5). The same argument holds for Higgs bundles as $\text{Higgs}_G \to \text{Bun}_G$ is representable.

2. The moduli space of stable maps is isomorphic to a quotient stack of the form $[J/PGL_n]$ where $J$ is a quasi-projective variety ([FP97, Section 2.4]). Hence by Corollary 2.3.6, the moduli space of stable maps lies in $\text{Nis-locSt}$.

### 2.4 Extension of sheaves from schemes to algebraic stacks.

In this section, we state and prove the theorem which helps us to extend $\infty$-sheaves from schemes to algebraic stacks. As we will use Čech nerves to verify the sheaf condition, we will from now on assume that the categories $C$ and $\text{St}_C$ satisfies the conditions in [Lur18b, Proposition A.3.3.1] i.e. coproducts are disjoint and finite coproducts are universal. These conditions are satisfied in all of the examples in the previous section. Theorem 2.4.1 is a special case of [LZ17, Proposition 4.1.1]. As this result is crucial for our construction of $\mathcal{S}\mathcal{H}^\mathcal{C}_{\mathcal{C}}(\cdot)$ and the special case allows for a shorter proof, we give a self-contained proof of the theorem. Before formulating the result, let us recall that an $\infty$-category $\mathcal{D}$ admits geometric realizations if any simplicial object of $\mathcal{D}$ admits a colimit in $\mathcal{D}$.

**Theorem 2.4.1.** Let $(C, T)$ be a site and $\text{St}_C$ a category of stacks admitting $T$-local sections. Let $F : N(C^{\text{op}}) \to \mathcal{D}$ be an $\infty$-sheaf where $\mathcal{D}^{\text{op}}$ is an $\infty$-category admitting geometric realizations. Then $F$ can be extended to an $\infty$-sheaf $F_{\text{ext}}$ on $(N^{\mathcal{D}}(\text{St}_C), T\text{-loc})$.

In particular given any object $X \in \text{St}_C$ and an atlas $x : X \to X$ admitting $T$-local sections, $F_{\text{ext}}(X)$ can be computed as a limit over the Čech nerve $X^\bullet_{x}$ over $x$. In other words,

$$F_{\text{ext}}(X) \cong \lim (F(X) \leftarrow \cdots \rightarrow F(X \times X) \leftarrow \cdots).$$

**Idea of constructing the functor $F_{\text{ext}}$:** Given any zero simplex $\sigma_0$ i.e. an object $X \in N^{\mathcal{D}}_{\text{st}}(\text{St}_C)$, we would like to define $F_{\text{ext}}(X)$ by Eq. (13). As this definition depends on the atlas $x$, we start with an intrinsic description considering all Čech nerves of atlases of objects of $\text{St}_C$. Let $\text{Cov}(\text{St}_C)$ be the subcategory of the $\infty$-category $\text{Fun}(\Delta_{+},)^{\text{op}}, N^{\mathcal{D}}_{\text{st}}(\text{St}_C))$ spanned by objects which are Čech nerves of atlases admitting $T$-local sections of objects of $\text{St}_C$. We shall denote the objects of
The case Proof of the claim. as an edge \( \Delta \)

As the objects of \( \text{Cov} \) \( X \) \such that

implies that \( p \) \impliedby \( \text{Cov} \)

The morphism

Claim 2.4.2. The morphism \( p : \text{Cov}(\text{St}_C) \rightarrow N^D_\bullet(\text{St}_C)^{\text{op}} \) is surjective on \( n \)-simplices. More precisely, let \( \sigma_n \) be an \( n \)-simplex of \( N^D_\bullet(\text{St}_C) \) where \( n \geq 1 \). Then there exists a map

such that

1. \( \sigma_n^I|_{[0] \times \Delta^n} \) factors through \( N(C) \subset N^D_\bullet(\text{St}_C) \),
2. \( \sigma_n^I([1] \times \Delta^n) = \sigma_n \) and
3. \( \sigma_n^I(\Delta^1 \times [j]) \) is a morphism admitting \( \mathcal{T} \)-local sections for all \( 0 \leq j \leq n \).

Proof of the claim. The case \( n = 1 \) follows from Claim 2.3.4. The general case follows by induction as for any \( n \)-simplex \( (X_0, \ldots, X_n) \), there exists compatible choice of atlas \( (X_1, \ldots, X_n) \) by induction. Applying the construction for \( n = 1 \) to the atlas \( X_0 \) allows us to extend the family to \( (X_0, X_1, \ldots, X_n) \).

This proves the surjectivity of \( p \) on the level of simplices because the \( \text{C}ech \) nerve of \( \sigma_n^I \) (considered as an edge \( \Delta^1 \rightarrow \text{Fun}(\Delta^n, N^D_\bullet(\text{St}_C)) \)) produces an element in \( n \)-simplex of \( \text{Cov}(\text{St}_C) \).

Morphisms of coverings induce morphisms of \( \text{Č}ech \) nerves that are mapped to the identity via \( p \).

We shall denote the collection of all these morphisms in \( \text{Cov}(\text{St}_C) \) by \( R \). These are called refinements of coverings.

Proposition 2.4.3. The morphism \( p : \text{Cov}(\text{St}_C)^{\text{op}} \rightarrow N^D_\bullet(\text{St}_C)^{\text{op}} \) is a localization of \( \text{Cov}(\text{St}_C) \) along \( R \).

Proof. As \( p \) sends \( R \) to equivalences, the morphism \( p \) induces a morphism

\[
p' : \text{Cov}(\text{St}_C)[R^{-1}]^{\text{op}} \rightarrow N^D_\bullet(\text{St}_C)^{\text{op}}
\]

where \( i : \text{Cov}(\text{St}_C)^{\text{op}} \rightarrow \text{Cov}(\text{St}_C)^{\text{op}}[R^{-1}] \) is the anodyne map constructed in existence of localization ([Lur18a, Proposition 6.3.2.1]). We want to show that \( p' \) is a categorical equivalence. In particular we show that \( p' \) is a trivial fibration of simplicial sets (which is a categorical equivalence by [Rez, Proposition 23.11]).

Thus given any commutative diagram of simplicial sets

\[
\begin{array}{ccc}
\partial \Delta^n & \xrightarrow{\tau_n} & \text{Cov}(\text{St}_C)[R^{-1}]^{\text{op}} \\
\downarrow & & \downarrow p' \\
\Delta^n & \xrightarrow{\sigma_n} & N^D_\bullet(\text{St}_C)^{\text{op}},
\end{array}
\]

we need to show the existence of a dotted arrow such that the diagram commutes.

As the objects of \( \text{Cov}(\text{St}_C)[R^{-1}]^{\text{op}} \) and \( \text{Cov}(\text{St}_C)^{\text{op}} \) coincide and \( p \) is surjective on \( \partial \)-simplices, this implies that \( p' \) is surjective on \( \partial \)-simplices. This shows the claim for \( n = \partial \).

Let \( n \geq 1 \). We shall denote the vertices of \( \sigma_n \) and \( \tau_n \) by \( \lambda_0, \lambda_1, \ldots, \lambda_n \) and \( (\lambda_0, x_0 : X_0 \rightarrow \lambda'), (\lambda_1, x_1 : X_1 \rightarrow \lambda'), \ldots, (\lambda_n, x_n : X_n \rightarrow \lambda_n) \). As \( p \) is surjective on \( n \)-simplices, there exists a
morphism $\sigma'_n : \Delta^n \to \text{Cov}(\text{St}_C)^{\text{op}}$ which lifts $\sigma_n$. Let us denote the vertices of $\sigma'_n$ by $(X_0, x'_0 : X'_0 \to X_0), (X_1, x'_1 : X'_1 \to X_1), \ldots, (X_n, x'_n : X'_n \to X_n)$. For each $0 \leq i \leq n$, the morphism $\chi''_i : X''_i := X_i \times_{X_i} X_i' \to X_i$ is an atlas admitting $\mathcal{T}$-local sections. The morphisms $\sigma''_n$ and $\tau_n$ induces a morphism

$$\sigma''_n : \partial \Delta^n \to \text{Cov}(\text{St}_C)[|\mathcal{R}^{-1}|]^{\text{op}}$$

whose vertices are given by $(X_0, x''_0), (X_1, x''_1), \ldots, (X_n, x''_n)$. Note that the projection maps $\text{pr}_i : X''_i \to X_i$ and $\text{pr}_i' : X'_i \to X_i'$ are elements of $\mathcal{R}$ and therefore become equivalences in the localization. This induces a map

$$f_n : \partial \Delta^n \times \Delta^1 \coprod_{\{0\} \times \partial \Delta^n} \{0\} \times \Delta^n \to \text{Cov}(\text{St}_C)[|\mathcal{R}^{-1}|]^{\text{op}}$$

where $f_n|_{\{0\} \times \Delta^n} = \sigma''_n$, $f_n|_{\{1\} \times \partial \Delta^n} = \sigma''_n$, and $f_n|_{\{k\} \times \Delta^1} = \text{pr}_k'$ for all $0 \leq k \leq n$. Applying ?? to the morphism $f_n$ induces a morphism $g_n : \partial \Delta^n \times \Delta^1 \to \text{Cov}(\text{St}_C)[|\mathcal{R}^{-1}|]^{\text{op}}$. In particular, the morphism $\sigma''_n$ extends to a morphism $\tau'_n : \Delta^n \to \text{Cov}(\text{St}_C)[|\mathcal{R}^{-1}|]^{\text{op}}$. The morphisms $\tau'_n$ and $\tau_n$ produces a map

$$g_n : \partial \Delta^n \times \Delta^1 \coprod_{\partial \Delta^n \times \{1\}} \Delta^n \times \{1\} \to \text{Cov}(\text{St}_C)[|\mathcal{R}^{-1}|]^{\text{op}}$$

where $g_n|_{\partial \Delta^n \times \{1\}} = \tau'_n$, $g_n|_{\Delta^n \times \{0\}} = \tau_n$ and $g_n|_{\{k\} \times \Delta^1} = \text{pr}_k$ for $0 \leq k \leq n$. As the morphism $\text{Fun}(\Delta^n, D) \to \text{Fun}(\partial \Delta^n, D)$ is an isofibration for $n \geq 1$, (Lan21, Proposition 2.2.5), $g_n$ extends to a morphism $g_n : \Delta^n \times \Delta^1 \to \text{Cov}(\text{St}_C)[|\mathcal{R}^{-1}|]^{\text{op}}$. In particular, we have extended $\tau_n$ to a morphism $\tau'_n : \Delta^n \to \text{Cov}(\text{St}_C)[|\mathcal{R}^{-1}|]^{\text{op}}$. Thus there exists a solution to the lifting problem. This shows that $p'$ is a trivial fibration.

The fact that the morphism $p$ is a localization makes it easy to construct the extension $F_{\text{ext}}$ in Theorem 2.4.1 by first extending $F$ to the Čech nerves of coverings and notion that the sheaf condition implies that this induces a functor on the localization $\text{Cov}[|\mathcal{R}^{-1}|]$. Let us explain this in detail.

Proof of Theorem 2.4.1. 1. (Constructing the functor $F_{\text{ext}}$)

We define a morphism

$$\phi : \text{Cov}(\text{St}_C)^{\text{op}} \xrightarrow{F} \text{Fun}(N(\Delta), D) \xrightarrow{i} \text{Fun}(N(\Delta_+), D) \xrightarrow{\text{res}|_{[-1]}} D$$

as follows:

(a) The map

$$F : \text{Cov}(\text{St}_C)^{\text{op}} \to \text{Fun}(N(\Delta), D)$$

is the functor $F$ applied to the restricted simplicial object $X_{\bullet,x}$ of an object $X_{\bullet,x}$ of $\text{Cov}(\sigma_0)$.

(b) To associate limit diagrams to cosimplicial objects, we apply [Lur09, Corollary 4.3.2.16]. Let $\mathcal{C}^0 = N(\Delta)$ and $\mathcal{C} = N(\Delta_+)$. As $D$ admits geometric realizations, applying [Lur09, Corollary 4.3.2.16], we get a morphism

$$i : \text{Fun}(N(\Delta), D) \to \text{Fun}(N(\Delta_+), D).$$

On the level of objects, the morphism $i$ sends a cosimplicial object to an augmented cosimplicial object given by its limit diagram.

(c) The map

$$\text{res}|_{[-1]} : \text{Fun}(N(\Delta_+), D) \to D$$

is induced by the inclusion map $[-1] \to \Delta_+$. On the level of objects, it sends an augmented cosimplicial object $Y_{\bullet}^+$ to $Y_{-1}$. 
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For any object $X^+\delta$ in $\text{Cov}(\text{St}_C)$, we claim that $\phi(X^+\delta) \cong \lim_{\Delta} F(X^+\delta)$. This follows from

the sheaf condition, namely let $X^+\delta$ and $X'^+\delta$ be two Cech nerves of two atlases $x : X \to \mathcal{X}$ and $x' : X \to \mathcal{X}'$. Applying Lemma 2.1.7 to the pullback square

$$
\begin{array}{ccc}
X \times_{\mathcal{X}} \mathcal{X}' & \longrightarrow & X \\
\downarrow & & \downarrow x \\
\mathcal{X}' & \longrightarrow & \mathcal{X}',
\end{array}
$$

we get that the morphisms $\phi(X^+\delta) \to \phi(X^+\delta \times X'^+\delta)$ and $\phi(X'^+\delta) \to \phi(X^+\delta \times X'^+\delta)$ are equivalences because $F$ satisfies descent along morphisms admitting $T$-local sections (Proposition 2.1.8). Moreover if $f : (\mathcal{X}, x : X \to \mathcal{X}) \to (\mathcal{X}', x' : X' \to \mathcal{X}')$ is a morphism in $\text{Cov}(\text{St}_C)$, then the above argument shows us that $\phi$ sends $f$ to equivalences. Thus $\phi$ maps every element of $R$ to equivalences.

As the morphism $p$ is a localization (Proposition 2.4.3), there exists a functor

$$
F_{ext} : N^D_+ (\text{St}_C)^{op} \to \mathcal{D}
$$

such that $\phi \cong F_{ext} \circ p$ in $\text{Fun}(\text{Cov}(\text{St}_C)^{op}, \mathcal{D})$. The equivalence $\phi \circ F_{ext} \circ p$ gives us that $F_{ext}(\mathcal{X})$ can be computed as a simplicial limit over any Cech cover of an atlas admitting $T$-local sections.

2. ($F_{ext}$ is an $\infty$-sheaf) For showing that $F_{ext}$ is an $\infty$-sheaf, we need to check that for any morphism $p : \mathcal{Y} \to \mathcal{X}$ admitting $T$-local sections, $p$ satisfies $F_{ext}$-descent. Thus we want to show that

$$
F_{ext}(\mathcal{X}) \cong \lim_{\Delta} F_{ext}(X^+\delta).$$

As $p$ admits $T$-local sections, there exists a commutative diagram

$$
\begin{array}{ccc}
\mathcal{Y} & \xrightarrow{q'} & \mathcal{Y} \\
\downarrow p' & & \downarrow p \\
X & \xrightarrow{q} & \mathcal{X}
\end{array}
$$

where $p'$ admits $T$-local sections and $q', q'$ are atlases admitting $T$-local sections (Lemma 2.2.7). By assumption, $p'$ satisfies $F_{ext}$-descent. Also $q$ and $q'$ satisfy $F_{ext}$-descent by definition of the functor $F_{ext}$. Then applying Lemma 2.1.7, we get that $p$ satisfies $F_{ext}$-descent. This completes the proof. \hfill \square

2.5 The motivic stable homotopy category of an algebraic stack.

In [Rob15], Robalo explains that the construction of motivic stable homotopy theory ([MV99]) can be viewed as a functor taking values in $\infty$-categories.

Let $\text{Sch}_{fd}$ denote the category of Noetherian schemes with finite Krull dimension. Robalo uses the construction of $\mathcal{SH}$ to define a functor

$$
\mathcal{SH}^\otimes(-) : \text{Sch}_{fd}^{op} \to \text{CAlg}(\text{Pr}_{\text{stb}}^1). \quad [\text{Rob14, Section 9.1}]
$$

Let us unravel the information contained in this functor. As the classical $\mathcal{SH}$ admits a symmetric monoidal structure, the $\infty$-category $\mathcal{SH}^\otimes(S)$ is a symmetric monoidal $\infty$-category, i.e. it comes equipped with a coCartesian fibration ([Lur09, Definition 2.4.2.1]) $p_\ast : \mathcal{SH}^\otimes(S) \to \text{N(Fin}_∗)$ such that $\mathcal{SH}^\otimes(S)_{(n)} \cong \mathcal{SH}^\otimes(S)_{(1)}^{\otimes n}$. Denote $\mathcal{SH}(S) := \mathcal{SH}^\otimes(S)_{(1)}$. The coCartesian fibration encodes the symmetric monoidal structure of the $\infty$-category $\mathcal{SH}(S)$ in a coherent way.

The $\infty$-category $\mathcal{SH}(S)$ is also presentable as it arises from localization of presheaves of smooth schemes.
over \( S \) ([Lur09, Theorem 5.5.1.1]). It is also a stable \( \infty \)-category ([Lur17, Definition 1.1.1.9]) as it inherits the triangulated structure of \( \mathcal{SH} \) constructed in [MV99]. As pullback morphism for a morphism \( f \) in \( \text{Sch}_{\mathrm{rd}} \) is colimit preserving, the \( \infty \)-category \( \mathcal{SH}^\otimes(S) \) lands in the \( \infty \)-category of presentable stable symmetric monoidal \( \infty \)-categories which is denoted by \( \text{CAlg}(\text{Pr}_{\text{stb}}^L) \).

The \( \infty \)-category \( \mathcal{SH}(S) \) is the called the stable motivic homotopy category of \( S \).

As explained in [Rob14, Remark 9.3.1], the stable motivic homotopy theory can be extended to all schemes. The functor \( \mathcal{SH}^\otimes(-) \) is a Nisnevich sheaf ([Hoy17, Proposition 6.24]).

**Corollary 2.5.1.** The functor \( \mathcal{SH}^\otimes(-) \) extends to an \( \infty \)-sheaf

\[
\mathcal{SH}^\otimes_{\text{ext}}(-) : N_{\bullet}^D(\text{Nis-locSt})^{\text{op}} \to \text{CAlg}(\text{Pr}_{\text{stb}}^L).
\]

Moreover, for any algebraic stack \( \mathcal{X} \in N_{\bullet}^D(\text{Nis-locSt}) \) that admits a schematic atlas \( x : X \to \mathcal{X} \), one has

\[
\mathcal{SH}^\otimes_{\text{ext}}(\mathcal{X}) \cong \lim \left( \mathcal{SH}^\otimes(X) \xrightarrow{\partial} \mathcal{SH}^\otimes(X \times_{\mathcal{X}} X) \xrightarrow{\partial} \cdots \right)
\]

where the limit is over the Čech nerve of \( x \).

**Proof.** As \( \text{CAlg}(\text{Pr}_{\text{stb}}^L) \) admit small limits ([Lur17, Proposition 3.2.2.1]), we can apply Theorem 2.4.1 to the functor \( \mathcal{SH}^\otimes(-) \) with \( T = \text{Nis} \) and \( N_{\bullet}^D(\text{St}_C) = N(\text{Algp}) \). This gives us an \( \infty \)-sheaf \( \mathcal{SH}^\otimes_{\text{Algp}}(-) : N(\text{Algp})^{\text{op}} \to \text{CAlg}(\text{Pr}_{\text{stb}}^L) \).

Applying the theorem again to the \( \infty \)-sheaf \( \mathcal{SH}^\otimes_{\text{Algp}}(-) \) with \( \mathcal{N}(\mathcal{C}) = N(\text{Algp}) \), \( T = \text{Nis} \) and \( N_{\bullet}^D(\text{St}_C) = N_{\bullet}^D(\text{Nis-locSt}) \), one gets an \( \infty \)-sheaf \( \mathcal{SH}^\otimes_{\text{ext}}(\mathcal{X}) \).

The limit description is a consequence of Eq. (13) applied to the functor \( \mathcal{SH}^\otimes_{\text{ext}}(\mathcal{X}) \).

\( \square \)

**Notation 2.5.2.** For any algebraic stack \( \mathcal{X} \in \text{Nis-locSt} \), we shall denote the underlying presentable stable \( \infty \)-category of the symmetric monoidal \( \infty \)-category \( \mathcal{SH}^\otimes_{\text{ext}}(\mathcal{X}) \) by \( \mathcal{SH}^\otimes_{\text{ext}}(\mathcal{X}) \). We shall call \( \mathcal{SH}^\otimes_{\text{ext}}(\mathcal{X}) \) to be the **stable motivic homotopy category of \( \mathcal{X} \)**.

**Remark 2.5.3.**

1. \( \mathcal{SH}^\otimes_{\text{ext}}(\mathcal{X}) \) can also be computed as a limit over the semisimplicial category \( \Delta_s \) as \( \Delta_s \hookrightarrow \Delta \) is cofinal.

2. Recall from Corollary 2.3.6 that for quotient stacks \( [X/G] \), the atlas \( X \to [X/G] \) does not admit Nisnevich-local sections and thus we need to replace it by \( X \times^G \text{GL}_n \) to compute \( \mathcal{SH}_{\text{ext}} \).

In [Hoy17], Hoyois defines \( \mathcal{SH} \) for global quotient stacks by tame reductive groups. His construction a priori may depend on choice of presentation of the quotient stack. Our construction has the advantage that it is independent of such a choice and it moreover allows us to drop the tameness assumption.

In [KR21, Section 12], Khan and Ravi introduced the notion of limit-extended functor \( \mathcal{SH}_{\mathcal{L}}(-) \) for derived algebraic stacks. For any \( \mathcal{X} \in \text{Nis-locSt} \), let \( \text{Lis}_{\mathcal{X}} \) be the \( \infty \)-category of pairs \( (t, T) \) where \( T \) is a scheme and \( t : T \to \mathcal{X} \). The functor \( \mathcal{SH}_{\mathcal{L}}(\mathcal{X}) \) ([KR21, Construction 12.1]) is defined as

\[
\mathcal{SH}_{\mathcal{L}}(\mathcal{X}) := \lim_{(t, T) \in \text{Lis}_{\mathcal{X}}} \mathcal{SH}^\otimes(T).
\]

We have a canonical functor \( \mathcal{SH}_{\mathcal{L}}(\mathcal{X}) \to \mathcal{SH}^\otimes_{\text{ext}}(\mathcal{X}) \) which is induced by restricting it to the subcategory \( \text{Lis}_{\mathcal{X}+_{stb}} \) of \( \text{Lis}_{\mathcal{X}} \) consisting of objects of semisimplicial Čech nerve of \( x : X \to \mathcal{X} \) where \( x \) is an atlas admitting Nisnevich-local sections.

The following compares \( \mathcal{SH}^\otimes_{\text{ext}}(\mathcal{X}) \) to their construction.
Corollary 2.5.4. The canonical functor
\[ \text{SH}_0(\mathcal{X}) \to \text{SH}_\text{ext}^\otimes(\mathcal{X}) \]
is an equivalence.

Proof. As \( \text{SH}^\otimes \) satisfies descent along morphism of schemes admitting Nisnevich-local sections, we have
\[ \text{SH}_0(\mathcal{X}) \cong \lim_{(t,T) \in \text{Lis}_X} \lim_{P^n \in \text{Lis}_{P^n_{t,T}}} \text{SH}^\otimes(P^n) \]
where \( P^n \) is the fiber product of \( X \times_X T \) over \( T \) \( n \) times and \( t_x : X \times_X T \to T \). Note that the morphism \( t_x \) is a morphism of schemes which admits Nisnevich-local sections by the property of map \( x \).

We have pullback maps \( \text{SH}^\otimes(X_X^n) \to \text{SH}^\otimes(P^n) \) for every \( n \). This induces a map
\[ \text{SH}^\otimes(\mathcal{X}) \cong \lim_{X_X^n \in \text{Lis}_{X_X^n}} \lim_{(t,T) \in \text{Lis}_X} \lim_{P^n \in \text{Lis}_{P^n_{t,T}}} \text{SH}^\otimes(P^n). \]
This gives us a functor
\[ \text{SH}^\otimes(\mathcal{X}) \to \text{SH}_0(\mathcal{X}). \]
By construction, it follows that this is the inverse of the canonical map. Hence it is an equivalence. \( \square \)

The description of the \( \infty \)-sheaf \( \text{SH}_\text{ext}(-) \) gives us the following functors.

Notation 2.5.5. 1. Let \( f : \mathcal{X} \to \mathcal{Y} \) be a morphism in \( N^\Delta_{\text{loc}}(\text{Nis-LocSt}) \). We denote the pullback functor \( \text{SH}^\otimes(\mathcal{X}) \to \text{SH}^\otimes(\mathcal{Y}) \) by \( f^\otimes \). We shall also write \( f^* : \text{SH}_\text{ext}(\mathcal{Y}) \to \text{SH}_\text{ext}(\mathcal{X}) \) as the functor \( f^\otimes \) on the level of underlying \( \infty \)-categories. As \( f^* \) is a colimit preserving functor, the adjoint functor theorem ( [Lur09, Corollary 5.5.2.9]) says there exists a right adjoint
\[ f_* : \text{SH}_\text{ext}(\mathcal{X}) \to \text{SH}_\text{ext}(\mathcal{Y}) \]
which we call the pushforward functor.

2. As \( \text{SH}^\otimes(\mathcal{X}) \) is a symmetric monoidal \( \infty \)-category, we shall denote the functor induced by the symmetric monoidal structure by
\[ - \otimes - : \text{SH}_\text{ext}(\mathcal{X}) \times \text{SH}_\text{ext}(\mathcal{X}) \to \text{SH}_\text{ext}(\mathcal{X}). \]

For a scheme \( X \), the \( \infty \)-category \( \text{SH}^\otimes(X) \) is closed. Let us explain this notion briefly. Given any two objects \( E \) and \( E' \) in \( \text{SH}(X) \), one has objects \( \text{Hom}(E, E') \) and \( \text{Hom}(E', E) \) in \( \text{SH}(X) \) with maps \( \text{Hom}(E, E') \otimes E \to E' \) and \( \text{Hom}(E', E) \otimes E' \to E \) satisfying usual universal properties. In other words, the tensor product realized as a functor \( \text{SH}(X) \to \text{Fun}(\text{SH}(X), \text{SH}(X)) \) factorizes via \( \text{Fun}_1(\text{SH}(X), \text{SH}(X)) \) ([Lur17, Definition 4.1.15]). We have the following proposition.

Proposition 2.5.6. [LZ17, Remark 1.5.3] For any \( X \in \text{Nis-LocSt} \), the \( \infty \)-category \( \text{SH}^\otimes_{\text{ext}}(X) \) is closed.

Proof. Let \( x : X \to \mathcal{X} \) be an atlas admitting Nisnevich-local sections. Then we have a functor
\[ p^\otimes : N(\Delta) \to \text{CAlg}(P_{\text{stb}}^1) \]
induced by the Čech nerve of \( x \). As \( \text{SH}^\otimes(X_X^n) \) is closed for every \( n \). Then by [LZ17, Remark 1.5.3], we get that the limit of \( p^\otimes \) i.e. \( \text{SH}^\otimes_{\text{ext}}(\mathcal{X}) \) is closed. \( \square \)

Notation 2.5.7. For any objects \( E, E' \in \text{SH}_\text{ext}(\mathcal{X}) \), we shall denote \( \text{Hom}_{\text{SH}_\text{ext}(\mathcal{X})}(E, E') \) to be the internal Hom.

Thus we have defined four functors \( f^*, f_*, - \otimes - \) and \( \text{Hom}(-, -) \) along with the functor \( \text{SH}^\otimes_{\text{ext}}(-) \).
3 Enhanced operations for stable homotopy theory of algebraic stacks

In the previous section, we have extended the stable homotopy functor $\mathcal{SH}$ from schemes to algebraic stacks. We have also defined the four functors $f^*, f_*, - \otimes -$ and $\hom(-,-)$. The goal of this chapter is to construct the functors $f_!$, $f_!$ and prove the base change and projection formula (Theorem 3.1.1).

The key idea is to construct these functors and proving the above mentioned properties via the enhanced operation map due to Liu and Zheng ([LZ17]). The enhanced operation map is a functor which encodes all of this information. As $\mathcal{SH}$ for schemes satisfy relations among six operations, the enhanced operation map can be constructed on the level of schemes (see [Rob14, Section 9.4]). We shall extend the enhanced operation map from schemes to algebraic stacks which shall prove Theorem 3.1.1.

3.1 Statement of the theorem and motivation for enhanced operation map.

The extraordinary pushforward $f_!$ and extraordinary pull-back functors $f^!$ are defined for morphisms of schemes that are separated and of finite type ([Rob14, Theorem 9.4.8]). We will denote by $\text{Sch}_{\text{fd}}' \subset \text{Sch}_{\text{fd}}$ the category of schemes in which morphisms are separated and of finite type. With this notation, the functors $f_!$ and $f^!$ can be assembled into functors

$$\mathcal{SH}_! : \text{N}(\text{Sch}_{\text{fd}}') \rightarrow \text{Pt}^L_{\text{stab}}, \quad \mathcal{SH}^! : \text{N}(\text{Sch}_{\text{fd}}')^\op \rightarrow \text{Pt}^R_{\text{stab}}.$$ 

We shall denote by $\text{Nis-locSt}' \subset \text{Nis-locSt}$ the subcategory in which morphisms are representable and separated of finite type. Note that for a representable morphism, separated is equivalent to the fact that the diagonal is a closed immersion ([Sta21, Tag 04YS]).

**Theorem 3.1.1.** The functors $\mathcal{SH}_!$ and $\mathcal{SH}^!$ extend to functors

$$\mathcal{SH}_! : \text{N}(\text{Nis-locSt}') \rightarrow \text{Pt}^L_{\text{stab}},$$

and

$$\mathcal{SH}^! : \text{N}(\text{Nis-locSt}')^\op \rightarrow \text{Pt}^R_{\text{stab}}.$$ 

These functors satisfy:

1. **(Base change) Let**

   $$\begin{array}{ccc}
   \mathcal{X}' & \xrightarrow{g'} & \mathcal{X} \\
   \downarrow f' & & \downarrow f \\
   \mathcal{Y}' & \xrightarrow{g} & \mathcal{Y}
   \end{array}$$

   be a pullback diagram in $\text{Nis-locSt}$ where $f$ and $f'$ are separated of finite type. Then the diagram

   $$\begin{array}{ccc}
   \mathcal{SH}_!(\mathcal{X}) & \xrightarrow{g'^*} & \mathcal{SH}_!(\mathcal{X}') \\
   \downarrow f_! & & \downarrow f'_! \\
   \mathcal{SH}_!(\mathcal{Y}) & \xrightarrow{g^*} & \mathcal{SH}_!(\mathcal{Y}')
   \end{array}$$

   commutes in $\text{CAlg}(\text{Pt}^L_{\text{stab}})$. In other words we have an equivalence of functors

   $$\text{Ex}(\Delta^n_#): g^* \circ f_! \cong f'_! \circ g'^*$$

   in the functor category $\text{Fun}(\mathcal{SH}_!(\mathcal{X}), \mathcal{SH}_!(\mathcal{Y}')).$
2. **Projection formula** Let $f : \mathcal{X} \to \mathcal{Y}$ be a morphism in $\text{Nis-locSt}'$. Given $E \in \mathcal{SH}(\mathcal{X})$ and $E' \in \mathcal{SH}(\mathcal{Y})$, there exists an equivalence

$$f_!(E \otimes f^!(E')) \cong f_!(E) \otimes E'. \quad (25)$$

**Remark 3.1.2.** To prove the theorem, it suffices to construct the functor $\mathcal{SH}_{\text{ext}}$. Given $\mathcal{SH}_{\text{ext}}$, the functor $\mathcal{SH}_{\text{ext}}'$ can be defined by $\mathcal{SH}_{\text{ext}}' = (\mathcal{SH}_{\text{ext}})^{\text{op}} : \text{Pr}^L(\text{Nis-locSt})^{\text{op}} \to (\text{Pr}^L_{\text{stb}})^{\text{op}} \cong \text{Pr}^R_{\text{stb}}$. The equivalence $(\text{Pr}^L_{\text{stb}})^{\text{op}} \cong \text{Pr}^R_{\text{stb}}$ follows from [Lur09, Corollary 5.5.3.4]. The equivalence relies on the fact that colimit-preserving between presentable $\infty$-categories admit right adjoints. Thus for $f : \mathcal{X} \to \mathcal{Y}$ a representable morphism of stacks which is separated and of finite type, $f' := \mathcal{SH}_{\text{ext}}(f) : \mathcal{SH}_{\text{ext}}(\mathcal{Y}) \to \mathcal{SH}_{\text{ext}}(\mathcal{X})$ is right adjoint to $f := \mathcal{SH}_{\text{ext}}(f) : \mathcal{SH}_{\text{ext}}(\mathcal{X}) \to \mathcal{SH}_{\text{ext}}(\mathcal{Y})$.

We shall prove this theorem in Section 3.4. The proof of the theorem relies on extending a special kind of map from schemes to algebraic stacks. We call this map the “enhanced operation map” due to Liu and Zheng ([LZ17]). The existence of the enhanced operation map shall give us the lower shriek functors and the base change formula. To combine these, one defines a simplicial set $\text{Pr}_{\text{stb}}$ which incorporates the module structure of the object $\mathcal{X}$. The objects of $\text{Pr}_{\text{stb}}$ are pairs $(\mathcal{C}^\otimes, \mathcal{M})$ where $\mathcal{C}^\otimes$ is a symmetric monoidal $\infty$-category (i.e. an object in $\text{CAlg}(\text{Pr}^L_{\text{stb}})$) and $\mathcal{M}$ is a presentable stable $\infty$-category with a morphism $\mathcal{C} \times \mathcal{M} \to \mathcal{M}$ which incorporates the module structure of the object $\mathcal{M}$ (here $\mathcal{C}$ is the underlying $\infty$-category of $\mathcal{C}^\otimes$). A morphism $(\mathcal{C}^\otimes, \mathcal{M}) \to (\mathcal{C}^\otimes, \mathcal{M}')$ in $\text{Pr}_{\text{stb}}$ consists of morphisms of commutative algebra objects $u : \mathcal{C}^\otimes \to \mathcal{C}^\otimes$ and a morphism $v : \mathcal{M} \to \mathcal{M}'$ in $\text{Pr}_{\text{stb}}$, which is $\mathcal{C}$-linear where $\mathcal{M}'$ is endowed with a $\mathcal{C}^\otimes$-module structure via $u$. In particular for objects $c \in \mathcal{C}$ and $m \in \mathcal{M}$, one has an equivalence

$$v(c \otimes m) \cong u(c) \otimes v(m). \quad (26)$$

In the context of stable homotopy theory of schemes, a morphism $f : X \to Y$ induces a monoidal pullback functor $f^\otimes : \mathcal{SH}(Y) \to \mathcal{SH}(X)$. Then the pair $(\mathcal{SH}(Y), \mathcal{SH}(X))$ is an example of a module object. We can visualize this as an $\infty$-categorical generalization of the statement that a morphism $g : A \to B$ of rings makes $B$ an $A$-module. Also for any object $Z \in \text{Sch}_{\text{fd}}$, the pair $(\mathcal{SH}(Z), \mathcal{SH}(Z))$ is an object in $\text{Mod}(\text{Pr}^L_{\text{stb}})$ (the module structure is induced by the tensor product).

The projection formula is equivalent to the statement that the pair of morphisms

$$(\text{id}, f) : (\mathcal{SH}(Y), \mathcal{SH}(X)) \to (\mathcal{SH}(Y), \mathcal{SH}(Y)) \quad (27)$$

is a morphism in $\text{Mod}(\text{Pr}^L_{\text{stb}})$. This follows from the condition of module morphism (Eq. (26) applied to $v = f_!$ and $c = \text{id}$) in this context. The above discussion motivates that $\text{Mod}(\text{Pr}^L_{\text{stb}})$ will be the target of the enhanced operation map.

Let us motivate the source of the enhanced operation map. As stated before, the map encodes both the lower shriek functors and the base change formula. To combine these, one defines a simplicial set where the 1-simplices are cartesian squares

$$\begin{array}{ccc}
X' & \xrightarrow{g'} & X \\
\downarrow f' & & \downarrow f \\
Y' & \xrightarrow{g} & Y
\end{array} \quad (28)$$
where \( f \) (and thus \( f' \)) is representable, separated and finite type.

Thus the enhanced operation map is a functor from a simplicial set whose simplices consists of pullback squares as above and takes values in \( \text{Mod}(\mathcal{P}_{	ext{stb}}^L) \).

The source of the enhanced operation map naturally defines a bisimplicial set in which vertical arrows are separated and finite type, which is called a bi-marked simplicial set ([LZ12, Definition 3.9]).

As the functor \( f ! \) is usually constructed by combining constructions for open embeddings and proper morphisms, it will be useful to have a more general notion of a multi-simplicial set in which the class of arrows in some directions are restricted. Let us therefore recall these notions from the article of Liu and Zheng ([LZ12, Section 3]).

### 3.2 Multisimplicial, multi-marked and multi-tiled simplicial sets.

Let \( I \) be a finite set and consider it as a discrete category.

**Definition 3.2.1.** [LZ12, Definition 3.1] An \( I \)-simplicial set is a functor:

\[
\text{Fun}(I, \Delta) \overset{\text{op}}{\rightarrow} \text{Sets}^{\text{I-times}}
\]

We denote the category of \( I \)-simplicial sets by \( \text{Sets}_I \Delta \). If \( I = \{1, 2, \cdots, k\} \), then we denote it by \( \text{Sets}_k \Delta \).

**Remark 3.2.2.** By definition, \( \text{Sets}_1 \Delta = \text{Sets} \Delta \) and similarly \( \text{Sets}_2 \Delta \) is the category of bisimplicial sets.

**Notation 3.2.3.** We shall denote any object \( (\sum_{i \in I} \Delta_{n_i}) \) of \( \text{Fun}(I, \Delta) \) by \( \underline{n} \). We denote \( \Delta_{\underline{n}} \) to be the \( I \)-simplicial set represented by \( \prod_{i \in I} \Delta_{n_i} \). For an \( I \)-simplicial set, we denote \( S_{\underline{n}} \) by \( \text{S}(\underline{n}) \).

We discuss adjunctions between \( \text{Sets}_k \Delta \) and \( \text{Sets} \Delta \).

**Notation 3.2.4.** [LZ12, Definition 3.3]

1. Denote \( f : I = \{1, 2, \cdots, k\} \to \{1\} \) be the projection map. This induces the functor \( \Delta \to \text{Fun}(I, \Delta) \) which induces the diagonal functor:

\[
\delta_k^I : \text{Sets}_k \Delta \to \text{Sets} \Delta
\]

which takes an \( k \)-simplicial set \( S \) to \( \delta_k^I(S) \) which evaluated on \( [n] \) is \( S([n], [n], \cdots, [n]) \).

This functor has a right adjoint:

\[
\delta_k^I : \text{Sets} \Delta \to \text{Sets}_k \Delta
\]

which evaluated on \( S \), defines a \( k \)-simplicial set defined as

\[
\delta_k^I(S)_{\underline{n}} = \text{Hom}_{\text{Sets} \Delta}(\prod_{i \in I} \Delta_{n_i}, S)
\]

2. Similarly an injection of sets \( f : J \hookrightarrow I \) induces a functor \( (\Delta_{I})^* : \text{Sets}_I \Delta \to \text{Sets}_J \Delta \) induced from \( f \). It has a right adjoint, which we denote by

\[
\epsilon_J^I : \text{Sets}_I \Delta \to \text{Sets}_J \Delta
\]

declared by

\[
\epsilon_J^I(S)(\underline{n}) = S((\underline{n}, 0))
\]

where we write \( (\underline{n}, 0) \) for the vector with entries \( 0 \) for \( i \neq j \). We call the map \( \epsilon_J^I \) as restriction functor.

If \( I = \{1, 2, \cdots, k\} \) and \( J = \{j\} \), then we denote it by \( \epsilon_j^k \).
3. Given \( I = \{1, 2, \cdots, k\} \) and \( J \subset I \). We have the partial opposite functor 
\[
\text{op}^I_J : \text{Sets}_{k\Delta} \rightarrow \text{Sets}_{k\Delta}
\]
defined by taking opposite edges along the directions \( j \in J \). Using this notion, we define the twisted diagonal functor as 
\[
\delta^*_{I,J} := \delta^*_I \circ \text{op}^I_J : \text{Sets}_{k\Delta} \rightarrow \text{Sets}_{\Delta}.
\]

**Example 3.2.5.** 1. The map \( \delta^2_2 \) takes a simplicial set \( S \) to the bisimplicial set \( \delta^2_2S \) whose \((n_1, n_2)\) simplices are Hom\(_{\text{Sets}\Delta}(\Delta^{n_1} \times \Delta^{n_2}, S)\). If \( S = N(C) \) where \( C \) is an ordinary category, then these are just \( n_1 \times n_2 \) grids in \( C \). The map \( \delta^2_1 \) takes a bisimplicial set to its diagonal simplicial set. For \( S = \delta^2_2N(C) \), the \( n \)-simplices of the simplicial set \( \delta^2_1(\delta^2_2N(C)) \) are morphisms \( \Delta^n \times \Delta^n \rightarrow N(C) \) (in other words these are \( n \times n \) grids in \( C \)).

2. The maps \( \varepsilon^2_1 \) and \( \varepsilon^2_2 \) send a bisimplicial set \( S' : (\Delta \times \Delta)^{op} \rightarrow \text{Sets} \) to the simplicial sets \( S'_{\{1\} \times \{0\}} \) and \( S'_{\{0\} \times \Delta} \) respectively, i.e., these are the restrictions to the first row and column of the bisimplicial set.

3. For \( k = 1 \), the twisted diagonal functor sends a simplicial set \( S \) to \( S^{op} \). For \( k = 2 \), the partial opposite functor \( \text{op}^2_{11} \) takes a bisimplicial set \( S \) and sends to the bisimplicial set \( S' \) which when restricted to direction \( 1 \) gives the simplicial set \( (\varepsilon^2_1S)^{op} \) and when restricted to direction 2 gives the simplicial set \( \varepsilon^2_2S \). In order to understand it more clearly, let us consider the bisimplicial set \( \delta^2_2N(C) \). Then the \( n \)-simplices of the simplicial set \( \delta^2_2(\delta^2_2N(C)) \) are given by \( n \times n \) grids \( (\Delta^n)^{op} \times \Delta^n \rightarrow N(C) \).

**Definition 3.2.6.** [LZ12, Definition 3.9] An I-marked simplicial set is the data \((S, \mathcal{E} := (\mathcal{E}_i)_{i \in I})\) where \( S \) is a simplicial set and \( \mathcal{E} \) is a set of edges \( \mathcal{E}_i \) containing every degenerate edge of \( S \). A morphism between I-marked simplicial sets \((S, \mathcal{E})\) and \((S', \mathcal{E}')\) is a morphism of simplicial sets \( f : X \rightarrow X' \) with the property \( f(\mathcal{E}_i) \subset \mathcal{E}'_i \). We denote the category of I-marked simplicial sets as \( \text{Sets}_{\Delta^I}^{+} \). If \( I = \{1, 2, \cdots, k\} \), we denote the category of I-marked simplicial sets by \( \text{Sets}_{\Delta^I}^{k+} \).

**Remark 3.2.7.** An I-marked simplicial set is said to be an I-marked \( \infty \)-category if the underlying simplicial set is an \( \infty \)-category.

For \( k = 1 \), we get the notion of marked simplicial sets defined in [Lur17, Section 3.1].

**Notation 3.2.8.** 1. Given any I-simplicial set \( S \), we can define an I-marked simplicial set \( \delta^*_1(S') = (\delta^*_1S', \mathcal{E} = \{\varepsilon^*_1S\})_{i \in I} \). When \( k = 2 \), the marked simplicial set \( \delta^*_2(S') \) consists of the diagonal simplicial set of \( S' \) with the marked edges being the edges of the simplicial set of the first row and first column of the bisimplicial set.

2. Given any I-marked simplicial set \((S, \mathcal{E})\), we can define an I-simplicial set \( \delta^*_1(S, \mathcal{E}) \) as the sub-I-simplicial set of \( \delta^*_1S \) which consists only of edges \( \mathcal{E}_i \) in simplicial set \( \varepsilon^*_1(S) \).

This notion yields us the notion of restricted simplicial nerve.

**Definition 3.2.9.** [LZ12, Definition 3.10] Let \((S, \mathcal{E})\) be an I-marked simplicial set, then we define the restricted I-simplicial nerve as 
\[
S_{\mathcal{E}} := \delta^*_1(S, \mathcal{E})
\]

**Example 3.2.10.** Let \((S, \mathcal{E}) = (N(Sch), (P, O))\) where \( P \) and \( O \) are the set of proper morphisms and open immersions respectively. Then \( S_{\mathcal{E}} \) is the bisimplicial subset of the bisimplicial set \( \delta^2_2N(Sch) \) which consists of only proper morphisms as edges in the simplicial set \( \varepsilon^2_1(\delta^2_2N(Sch)) \) and open immersions as edges in the simplicial set \( \varepsilon^2_2(\delta^2_2N(Sch)) \).
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Definition 3.2.11. [LZ12, Definition 3.12] An I-tiled simplicial set is the data \( (S, \mathcal{E} = \{ \mathcal{E}_i \}_{i \in I}, Q = \{ Q_{ij} \}_{i,j \in I, i \neq j} ) \) where \( (X, \mathcal{E}) \) is a marked simplicial set and \( Q \) is a collection of set of squares \( Q_{ij} \) (i.e. \( \Delta^1 \times \Delta^1 \to S \)) such that

1. the set of squares \( Q_{ij} \) and \( Q_{ji} \) are obtained from each other by transposition.
2. The vertical arrows of each square in \( Q_{ij} \) are in \( \mathcal{E}_i \) and the horizontal arrows are in \( \mathcal{E}_j \).
3. To every edge in \( \mathcal{E}_i \), there is a square in \( Q_{ij} \) induced by the map \( \text{id} \times s^0_0 \).

A morphism of I-tiled simplicial sets \( f : (S, \mathcal{E}, Q) \to (S', \mathcal{E}', Q') \) which maps \( f(\mathcal{E}_i) \subset \mathcal{E}'_i \) and \( f(Q_{ij}) \subset Q'_{ij} \). We denote the category of I-tiled simplicial sets by \( \text{Sets}_I^{\square} \).

Notation 3.2.12. [LZ12, Remark 3.13]

1. Given any I-simplex set \( S \), we define an I-tiled simplicial set \( \delta_1^I(S) := (\delta_1^1 S, \mathcal{E}, Q) \) where \( \mathcal{E} = \{ \mathcal{E}_i = (e_1^1 S'_1)_{i \in I} \} \) and \( Q = \{ Q_{ij} = \text{Hom}(\Delta^1 \times \Delta^1, \delta_1^1 e_1^1(S)) \}_{i,j \in I, i \neq j} \).
2. Given any I-tiled simplicial set \( (S', \mathcal{E}', Q') \), we define an I-simplex set \( \delta_1^I((S', \mathcal{E}', Q')) \) as the I-simplex subset of \( \delta_1^1(S', \mathcal{E}') \) such that for \( j, k \in I \) and \( j \neq k \), every square in the simplicial set \( \delta_1^1 e_{1k}(\delta_1^1(S', \mathcal{E}')) \) associated to any \((1, 1)\)-simplex lies in \( Q_{jk} \).

Remark 3.2.13. Let \( S \) be a bisimplicial set. Given any \((1, 1)\)-simplex of \( S \), we can define a square in the diagonal simplex set \( \delta_2^1 S \) as follows. A \((1, 1)\)-simplex corresponds to a morphism \( \tau : \Delta^{(1, 1)} \to S \). Applying the functor \( \delta_2^1(-) \), we get a morphism

\[
\delta_2^1(\tau) : \Delta^1 \times \Delta^1 \to \delta_2^1 S.
\]

If \( S = N(\text{Sch}'_{P,O}) \), then a square in \( S \) corresponds to a morphism \( \Delta^1 \times \Delta^1 \to N(\text{Sch}') \) where horizontal arrows are proper and vertical arrows are open.

Definition 3.2.14. [LZ12, Definition 3.16] Let \( C \) be and \( \infty \)-category and \( \mathcal{E}_1, \mathcal{E}_2 \) be set of edges, denote \( \mathcal{E}_1^{\text{cart}} \mathcal{E}_2 \) be the set of Cartesian squares. For an I-marked \( \infty \)-category \( (C, \mathcal{E} := \{ \mathcal{E}_i \}_{i \in I}) \), we denote \( \mathcal{E}_{ij} := \mathcal{E}_i^{\text{cart}} \mathcal{E}_j \). Denote \( (C, \mathcal{E}, \mathcal{E}^c) \) to be the I-tiled \( \infty \)-category. We define the Cartesian I-simplicial nerve to be the I-simplicial set

\[
\mathcal{C}_{\text{cart}} := \delta_3^I((C, \mathcal{E}, \mathcal{E}^c))
\]

Example 3.2.15. The bisimplicial set \( N(\text{Sch})^{\text{cart}}_{P,O} \) is the sub-bisimplicial set of \( \delta_2^1 N(\text{Sch}) \) which consists of proper morphisms as edges in one direction, open immersions as edges in other and every square formed by open and proper morphisms is a pullback square.

Let us understand the simplicial set \( \delta_2^1 N(C)^{\text{cart}}_{\mathcal{E}} \) which will be the source of the enhanced operation map. A \( n \)-simplex of \( \delta_2^1 N(C)^{\text{cart}}_{\mathcal{E}} \) is a morphism \( \sigma_n : \Delta^n \times \Delta^n \times \cdots \times \Delta^n \to N(C) \) such that every edge \( \sigma_n |_{\epsilon_i} : \Delta^1 \to N(C) \) in direction \( i \) lies in \( \mathcal{E}_i \) for every \( i \in I \) and for every \( j \neq j' \in I \), the square \( \sigma_n |_{\epsilon_{jj'}} : \Delta^1 \times \Delta^1 \to N(C) \) is a pullback square formed by edges \( \mathcal{E}_j \) and \( \mathcal{E}_{j'} \). In case \( k = 2 \) and \((C, \mathcal{E}) = (\text{Sch}, (P,O))\), the \( n \)-simplices of \( \delta_2^1 N(\text{Sch})^{\text{cart}}_{P,O} \) are \( n \times n \) grids of the form.
\[ X_{00} \to X_{01} \to \cdots \to X_{0n} \\
\downarrow \quad \downarrow \quad \cdots \quad \downarrow \\
X_{10} \to X_{11} \to \cdots \to X_{1n} \\
\vdots \quad \vdots \quad \cdots \quad \vdots \\
X_{n1} \to X_{n2} \to \cdots \to X_{nn} \]

where vertical arrows are open, horizontal arrows are proper and each square is a pullback square.

**Notation 3.2.16.** Let \((N(C), (E_1, E_2))\) be a marked \(\infty\)-category. For any \(i = 1, 2\), let \(N(C_{E_i})\) be the subcategory of \(N(C)\) spanned by edges in \(E_i\). Then we have a natural map

\[
\text{dir}_{E_i} : N(C_{E_i}) \to \delta_2^* N(C)_{E_i}^{\text{cart}}
\]

which on the level of 1-simplices sends a morphism \(f : X \to Y\) to a square of the form

\[
\begin{array}{ccc}
X & \overset{f}{\to} & Y \\
\downarrow^{\text{id}} & & \downarrow^{\text{id}} \\
X & \overset{f}{\to} & Y
\end{array}
\]

We call the map \(\text{dir}_{E_i}\) as the *restriction map along direction* \(i\).

### 3.3 The enhanced operation map for \(\mathcal{SH}(X)\).

In this subsection, we introduce the enhanced operation map on schemes. Let us first introduce the formal setup of the enhanced operation map as mentioned in [Rob14, Section 9.4].

**Notation 3.3.1.** Let \(\text{Sch}_{fd}\) be the category of Noetherian schemes of finite Krull dimension. Let

\[
\mathcal{D}^\otimes : \text{N}(\text{Sch}_{fd})^{op} \to \text{CAlg}(\text{Pr}^{\text{fl}})\]

be a functor. The underlying \(\infty\)-category of the symmetric monoidal \(\infty\)-category \(\mathcal{D}^\otimes(X)\) is denoted by \(\mathcal{D}(X)\). For a morphism of schemes \(f : X \to Y\), we shall denote the pullback functor \(\mathcal{D}(f) : \mathcal{D}(Y) \to \mathcal{D}(X)\) by \(f^*\). It is a colimit preserving functor. Thus by adjoint functor theorem, there exists a right adjoint \(f_*\). We assume the functor \(\mathcal{D}\) has the following properties:

1. For any smooth morphism of finite type \(f\), \(f^*\) has a left adjoint \(f_#\) such that:
   (a) (Smooth projection formula) For any \(E \in \mathcal{D}(Y)\) and \(B \in \mathcal{D}(X)\), the natural map formed by adjunction

   \[
   f_#(E \otimes f^*(B)) \to f_#E \otimes B
   \]

   is an equivalence.

   (b) (Smooth base change) For a cartesian square of schemes

   \[
   \begin{array}{ccc}
   X' & \overset{f'}{\to} & Y' \\
   \downarrow^{g'} & & \downarrow^{g} \\
   X & \overset{f}{\to} & Y
   \end{array}
   \]
with \( f \) smooth of finite type, the commutative square

\[
\begin{array}{c}
\mathcal{D}(X') \quad \text{g}^* \quad \mathcal{D}(Y') \\
\downarrow (g')^* \quad \downarrow g^* \\
\mathcal{D}(X) \quad f^*_\# \quad \mathcal{D}(Y)
\end{array}
\]  

(33)

is horizontally left-adjointable ([Lur17, Definition 4.7.4.13]), i.e. there exists a commutative square

\[
\begin{array}{c}
\mathcal{D}(X') \quad (f')^*_\# \quad \mathcal{D}(Y') \\
\downarrow (g')^* \quad \downarrow g^* \\
\mathcal{D}(X) \quad f^*_\# \quad \mathcal{D}(Y)
\end{array}
\]  

(34)

2. For \( f : Y \to X \) a proper morphism of schemes, \( f^* \) admits a right adjoint functor \( f_* \) with the following properties:

(a) (Proper projection formula) For \( E \in \mathcal{D}(Y) \) and \( B \in \mathcal{D}(X) \), the natural map

\[
\begin{array}{c}
f_*(E) \otimes B \to f_*(E \otimes f^*(B))
\end{array}
\]  

(35)

is an equivalence.

(b) (Proper base change) For the cartesian square in Eq. (32), the induced pullback square Eq. (33) is horizontally right adjointable. In other words, the square commutes

\[
\begin{array}{c}
\mathcal{D}(X') \quad (f')^*_\# \quad \mathcal{D}(Y') \\
\downarrow (g')^* \quad \downarrow g^* \\
\mathcal{D}(X) \quad f^*_\# \quad \mathcal{D}(Y)
\end{array}
\]  

(36)

3. (Support property) For a cartesian diagram of schemes in Eq. (32) where \( f \) is an open immersion and \( g \) is a proper, the commutative diagram in Eq. (34) written as square

\[
\begin{array}{c}
\mathcal{D}(X) \quad f^*_\# \quad \mathcal{D}(Y) \\
\downarrow (g')^* \quad \downarrow g^* \\
\mathcal{D}(X') \quad (f')^*_\# \quad \mathcal{D}(Y')
\end{array}
\]  

(37)

is horizontally right adjointable, i.e. the square

\[
\begin{array}{c}
\mathcal{D}(X') \quad (f')^*_\# \quad \mathcal{D}(Y') \\
\downarrow g'_* \quad \downarrow g_* \\
\mathcal{D}(X) \quad f^*_\# \quad \mathcal{D}(Y)
\end{array}
\]  

(38)

commutes.

**Example 3.3.2.** The functor \( \mathcal{SH} \otimes \) satisfies the conditions of Notation 3.3.1 ([Rob14, Example 9.4.6]).

**Notation 3.3.3.** Let

\[
\begin{array}{c}
\begin{array}{c}
Y_0 \quad u \quad Y_1 \\
\downarrow f_0 \quad \downarrow f_1
\end{array} \\
\begin{array}{c}
X_0 \quad v \quad X_1
\end{array}
\end{array}
\]  

(39)
be an edge in \( \text{Fun}(\Delta^1, \text{Sch}_{\text{fd}}) \). We want to denote some specific collection of edges in \( \text{Fun}(\Delta^1, N(\text{Sch}_{\text{fd}})) \) as follows:

1. \( F := \) all such squares such that \( u \) and \( v \) are separated morphisms of finite type.

2. \( \text{ALL} := \) all edges in \( \text{Fun}(\Delta^1, N(\text{Sch}_{\text{fd}})) \).

**Theorem 3.3.4.** \([\text{LZ17, Section 3.2}]\) Given a functor \( D^\otimes : N(\text{Sch}_{\text{fd}})^{\text{op}} \to \text{CAlg}(\text{Pr}_{\text{stb}}^L) \) which satisfies properties in Notation 3.3.1, then there exists an enhanced operation map

\[
\text{EO}(D^\otimes) : \delta^*_2 \text{Fun}(\Delta^1, N(\text{Sch}_{\text{fd}}))_{F,\text{ALL}}^{\text{cart}} \to \text{Mod}(\text{Pr}_{\text{stb}}^L). \tag{40}
\]

which when restricted to direction \( F \), gives us the lower shriek functor \( \text{SH}_F \). Moreover, we get the projection and base change formulas by evaluating at specific simplices of \( \delta^*_2 \text{Fun}(\Delta^1, N(\text{Sch}_{\text{fd}}))_{F,\text{ALL}}^{\text{cart}} \).

**Remark 3.3.5.**

1. The above theorem can be applied to the functor \( D^\otimes = \text{SH}^\otimes \) as \( \text{SH}^\otimes \) satisfies all conditions of Notation 3.3.1. This constructs the lower shriek functors, projection formula and base change (see \([\text{Rob14, Theorem 9.4.36}]\)).

2. The enhanced operation map takes values in \( \text{Mod}(\text{Pr}_{\text{stb}}^L) \) as we wanted. Let us try to explain the source of enhanced operation and justify the motivation that we gave in the beginning of this chapter. In order to encode the module objects, the source consists morphisms of schemes as objects. Hence this motivates considering the functor category \( \text{Fun}(\Delta^1, \text{Sch}) \). The functor \( \delta^*_2(\cdot) \) encodes pullback squares as 1-simplices as we explained. Taking opposite direction along \( \{2\} \) is motivated from the fact that the pullback functor is contravariant.

3. The construction of the enhanced operation map is technical (see \([\text{LZ17, Section 3.2}]\) and \([\text{Rob14, Section 9.4}]\)). It involves the theorem of partial adjoints (\([\text{LZ17, Proposition 1.4.4}]\)) and \( \infty \)-categorical gluing for compactifiable morphisms (\([\text{LZ12, Theorem 0.1}]\)). We shall explain how the enhanced operation map is defined on 0 and 1-simplices. The description of \( \text{EO}(D^\otimes) \) on lower simplices shall help us to understand how the lower shriek functors, projection formula and base change are encoded in \( \text{EO}(D^\otimes) \).

Let us explain the map \( \text{EO}(D^\otimes) \) on the level of 0 and 1 simplices. The 0 and 1 simplices of \( \delta^*_2 [\text{Fun}(\Delta^1, N(\text{Sch}_{\text{fd}}))]_{F,\text{ALL}} \) are:

1. 0-simplices are maps of schemes \( f : Y \to X \).

2. A morphism from \( f_0 : Y_0 \to X_0 \) to \( f_3 : Y_3 \to X_3 \) is a morphism of the form \( \Delta^1 \times \Delta^1 \to \text{Fun}(\Delta^1, N(\text{Sch}_{\text{fd}})) \) with conditions of edges and pullback squares. Explicitly, it is a cube of the form

\[
\begin{array}{ccc}
Y_0 & \to & Y_1 \\
\downarrow^{v'} & & \downarrow^{u} \\
Y_2 & \to & Y_3 \\
\downarrow^{f_2} & & \downarrow^{f_3} \\
X_0 & \to & X_3 \\
\downarrow^{f_0} & & \downarrow^{f_1} \\
X_2 & \to & X_3 \\
\end{array}
\tag{41}
\]

where the diagonal maps are separated morphisms of finite type and the top and bottom squares are cartesian. The horizontal squares are considered on the opposite direction.
In general, \(n\)-simplices of the source of \(\text{EO}(\mathcal{D}^\otimes)\) are maps
\[
F_n : \Delta^n \times (\Delta^n)_{op} \times \Delta^1 \rightarrow \text{Sch}_{fd}
\]
such that \(F_n|_{\Delta^n \times (\Delta^n)_{op} \times \{1\}}\) for \(i = 0, 1\) determines an \(n\)-simplex in \(\delta_{2,\{2\}}^{\otimes}(\text{Sch}_{fd})_{F',\text{ALL}}\), where \(F'\) is set of edges which are separated and finite type and ALL’ are all morphisms of schemes.

Let us explain what \(\text{EO}(\mathcal{D}^\otimes)\) does on the level of 0 and 1 simplices.

1. \(\text{EO}(\mathcal{D}^\otimes)(f) := (\mathcal{D}^\otimes(X), \mathcal{D}(Y))\) where \(f : Y \rightarrow X\) is an arbitrary morphism of schemes. Here \(\mathcal{D}(Y)\) is a \(\mathcal{D}^\otimes(X)\)-module via \(f^*\).
2. For a cube of the form Eq. (41), \(\text{EO}(\mathcal{D}^\otimes)\) sends the cube to a morphism of modules
\[
(\mathcal{D}(X_0)\otimes, \mathcal{D}(Y_0)) \rightarrow (\mathcal{D}(X_3)\otimes, \mathcal{D}(Y_3)).
\]
This shall help us to encode the projection formula which is a statement formulated as morphism of modules.

Now we explain how the extraordinary pushforward, projection formula and base change are encoded in the map \(\text{EO}(\mathcal{D}^\otimes)\).

1. **The enhanced pullback:** The map \(\text{EO}(\mathcal{D}^\otimes)\) encodes the map \(\mathcal{D}^\otimes\). When restricted the map along the direction ALL (Notation 3.2.16), then the induced map
\[
\text{EO}(\mathcal{D}^\otimes)^* : \text{Sch}_{fd}^{op} \xrightarrow{X \mapsto \text{Spec} \mathcal{D}(X)} \text{Fun}(\Delta^1, \text{Sch}_{fd})^{op} \xrightarrow{\text{EO}(\mathcal{D}^\otimes)_{\text{dir} \text{ALL}}} \text{Mod}(\text{Pr}_{\text{stb}}^L)
\]
sends a scheme \(X\) to the module object \((\mathcal{D}^\otimes(X), \mathcal{D}(X))\) and sends a morphism of schemes \(f : X \rightarrow Y\) to the pullback morphism
\[
(id, f^*) : (\mathcal{D}^\otimes(\text{Spec} \mathcal{Z}), \mathcal{D}(Y)) \rightarrow (\mathcal{D}^\otimes(\text{Spec} \mathcal{Z}), \mathcal{D}(X)).
\]
This is called the enhanced pullback map. Restricting it to the first coordinate, we get the map
\[
\mathcal{D} : \text{Sch}_{fd}^{op} \rightarrow \text{Pr}_{\text{stb}}^L.
\]

2. **The extraordinary pushforward:** We have a canonical map
\[
\text{dir}_f : \text{Fun}(\Delta^1, \text{Sch}_{fd}^f) \rightarrow \delta_{2,\{2\}}^\otimes(\text{Fun}(\Delta^1, \text{Sch}_{fd}^f))_{F', \text{ALL}}^{\text{cart}}
\]
which is the restriction direction along \(F\) (Notation 3.2.16).
This induces the map
\[
\text{EO}(\mathcal{D}^\otimes)_f : \text{Sch}_{fd}^f \rightarrow \text{Fun}(\Delta^1, \text{Sch}_{fd}^f) \xrightarrow{\text{EO}(\mathcal{D}^\otimes)_{\text{dir} f}} \text{Mod}(\text{Pr}_{\text{stb}}^L)
\]
where the first map is induced by \(X \mapsto (X \rightarrow \text{Spec} \mathcal{Z})\).
Combining with the description of \(\text{EO}(\mathcal{D}^\otimes)\) in Section 3.3, the map \(\text{EO}(\mathcal{D}^\otimes)_f\) sends a morphism \(g : Y \rightarrow X\) in \(\text{Sch}_{fd}^f\) to a morphism of modules
\[
(id, g)_f : (\mathcal{D}^\otimes(\text{Spec} \mathcal{Z}), \mathcal{D}(Y)) \rightarrow (\mathcal{D}^\otimes(\text{Spec} \mathcal{Z}), \mathcal{D}(X)).
\]
We call \(\text{EO}(\mathcal{D}^\otimes)_f\) the **enhanced extraordinary pushforward map**.
Via the restriction functor \(\text{Mod}(\text{Pr}_{\text{stb}}^L) \rightarrow \text{CAlg}(\text{Pr}_{\text{stb}}^L)\), we get the extraordinary pushforward functor
\[
\mathcal{SH}_f : \text{Sch}_{fd}^f \rightarrow \text{Pr}_{\text{stb}}^L
\]
which sends a morphism \(f : X \rightarrow Y\) to the functor \(f_* : \mathcal{SH}(X) \rightarrow \mathcal{SH}(Y)\).
3. **Projection formula:** For \( f : Y \to X \) be a separated and finite type morphism, consider the cube:

\[
\begin{array}{c c c}
Y & \xrightarrow{\text{id}} & Y \\
\downarrow^f & & \downarrow^f \\
X & \xrightarrow{id} & X \\
\downarrow & & \downarrow \\
X & \xrightarrow{\text{id}} & X \\
\end{array}
\]  
(42)

Evaluating \( \text{EO}(\mathcal{D}^\otimes) \) (using the description in Section 3.3) on this cube yields a morphism of modules

\[
(id, f^!) : (\mathcal{D}^\otimes(X), \mathcal{D}(Y)) \to (\mathcal{D}^\otimes(X), \mathcal{D}(X))
\]

where \( \mathcal{D}(Y) \) is a \( \mathcal{D}(X)^\otimes \)-module via \( f^* \) and \( \mathcal{D}(X) \) is a \( \mathcal{D}(X)^\otimes \)-module via the tensor product. This equivalent to the module homomorphism (Eq. (26)) explained in the beginning of the chapter and hence it gives us the projection formula.

4. **Base change:** Consider the cartesian square of schemes

\[
\begin{array}{c c c}
X' & \xrightarrow{f'} & Y' \\
\downarrow^{g'} & & \downarrow^g \\
X & \xrightarrow{f} & Y \\
\end{array}
\]  
(43)

where \( f \) and \( f' \) are separated morphisms of finite type. Let us explain how the map \( \text{EO}(\mathcal{D}^\otimes) \) encodes the base change.

The above pullback square gives us a 1-simplex \( \gamma \) in \( \delta^*_2 \) \( \text{Fun}(\Delta^1, \text{Sch}_{\text{fd}}^{\text{cart}}) \) which is cube:

\[
\begin{array}{c c c}
X' & \xrightarrow{g'} & Y' \\
\downarrow^{g} & & \downarrow^g \\
X & \xrightarrow{f} & Y \\
\end{array}
\]  
(44)

The above 1-simplex gives us two 2-simplices \( \sigma \) and \( \tau \) in

\[
\delta^*_2 \text{Fun}(\Delta^1, \text{Sch}_{\text{fd}}^{\text{cart}})_{F, \text{ALL}}
\]

which are morphisms

\[
\Delta^2 \times (\Delta^2)^{\text{op}} \times \Delta^1 \to \text{Sch}_{\text{fd}}
\]

whose upper \( 3 \times 3 \) grids are:

(a)

\[
\sigma|_{\Delta^2 \times \Delta^2 \times \{0\}} := \\
\begin{array}{c c c}
Y' & \xleftarrow{\text{Y'}} & X' \\
\downarrow^g & & \downarrow^{g'} \\
Y & \xleftarrow{\text{Y}} & X \\
\end{array}
\]  
(45)
3.4 Proof of Theorem 3.1.1.

Let us denote the collection of squares (i.e. morphisms in \( \text{Fun}(\Delta^1, N^D\_\bullet(\text{Nis-locSt})) \))

\[
\begin{array}{c}
X_0 \xrightarrow{f} X_1 \\
\downarrow \downarrow \\
Y_0 \xrightarrow{f'} Y_1
\end{array}
\]

(47)

where \( f \) and \( f' \) are separated of finite type by \( F' \). The idea of the proof of Theorem 3.1.1 is the following:

Suppose we construct a morphism

\[
\text{EO}(\mathcal{S}\mathcal{H}^{\otimes}_\text{ext}) : \delta^*_{\mathcal{E}_0} \text{Fun}(\Delta^1, N^D\_\bullet(\text{Nis-locSt}))_{F', \text{ALL}} \to \text{Mod}(\text{Pr}^{\text{stb}}_L)
\]

(48)

which extends \( \text{EO}(\mathcal{S}\mathcal{H}^{\otimes}) \), then the discussion in Section 3.3 gives us the lower shriek functor, projection formula and base change for our functor \( \mathcal{S}\mathcal{H}^{\otimes}_\text{ext} \). Thus proving Theorem 3.1.1 is reduced to extending the functor \( \text{EO}(\mathcal{S}\mathcal{H}^{\otimes}) \) to Nis-locSt. We extend the functor in a two step process as we did for extending \( \mathcal{S}\mathcal{H} \) from schemes to algebraic stacks. Thus we formulate a proposition in setting of category of stacks admitting \( \mathcal{T} \)-local sections (Definition 2.2.1).

The proposition is a special case of the DESCENT program stated in \([LZ17, \text{Theorem 4.1.8}]\). Our proof is inspired from the proof of Liu and Zheng and give a new proof of the theorem. Before stating the proposition, let us fix notations in the context of category of stacks admitting \( \mathcal{T} \)-local sections.

**Notation 3.4.1.** Let \( \mathcal{E}' \) be a collection of edges in \( N^D\_\bullet(\text{St}_C) \) which are representable in \( C \), stable under pullback and compositions. We denote the collection of edges in \( \mathcal{E}' \) which are in \( C \) by \( \mathcal{E} \).

We shall denote the collection of commutative squares

\[
\begin{array}{c}
X_0 \xrightarrow{f} X_1 \\
\downarrow \downarrow \\
Y_0 \xrightarrow{f'} Y_1
\end{array}
\]

(49)
where \( f, f' \in \mathcal{E}' \) by \( \mathcal{E}' \). The collection of all such pullback squares in \( \mathcal{C} \) shall be denoted by \( \mathcal{F} \).

We assume that there exists a functor

\[
\text{EO}(\mathcal{D}^\otimes) := \delta^{*}_{2, (2)} \text{Fun}(\Delta^{1}, N(\mathcal{C}))_{\text{cart}}^{\text{ext}} \rightarrow \text{Mod}(\text{Pr}_{\text{stb}}^{1})
\]

which when restricted to the direction ALL gives an \( \infty \)-sheaf

\[
\mathcal{D}^\otimes : \text{Fun}(\Delta^{1}, N(\mathcal{C}))^{\text{op}} \rightarrow \text{Mod}(\text{Pr}_{\text{stb}}^{1})
\]

with respect to the topology induced by \( \mathcal{T} \) on the functor category in a canonical way (the coverings on a object in \( \text{Fun}(\Delta^{1}, N(\mathcal{C})) \) are given by commutative squares in \( \mathcal{C} \) where the vertical arrows are coverings).

**Proposition 3.4.2.** The functor \( \text{EO}(\mathcal{D}^\otimes) \) extends to a functor

\[
\text{EO}(\mathcal{D}^\otimes_{\text{ext}}) : \text{EO}(\text{St}_{\mathcal{C}}) := \delta^{*}_{2, (2)} \text{Fun}(\Delta^{1}, N_{\mathcal{C}}^{\text{D}}(\text{St}_{\mathcal{C}}))_{\mathcal{F}', \text{ALL}} \rightarrow \text{Mod}(\text{Pr}_{\text{stb}}^{1}). \tag{50}
\]

**Idea of the proof:** The proof is similar to the proof of Theorem 2.4.1.

We shall denote the simplicial set \( \delta^{*}_{2, (2)} \text{Fun}(\Delta^{1}, \text{Cov}(\text{St}_{\mathcal{C}}))_{\mathcal{F}', \text{ALL}} \) by \( \text{EOcov}(\text{St}_{\mathcal{C}}) \). We also denote the projection map

\[
\text{EOcov}(\text{St}_{\mathcal{C}}) \rightarrow \text{EO}(\text{St}_{\mathcal{C}})
\]

induced by the map \( p : \text{Cov}(\text{St}_{\mathcal{C}}) \rightarrow N_{\mathcal{C}}^{\text{D}}(\text{St}_{\mathcal{C}}) \) by \( p_{\text{EO}} \).

The following claim implies that the morphism \( p_{\text{EO}} \) is surjective on every simplex.

**Claim 3.4.3.** Let \( \tau_{n} \) be a morphism \( \tau_{n} : \Delta^{n} \times \Delta^{n} \rightarrow N_{\mathcal{C}}^{\text{D}}(\text{St}_{\mathcal{C}}) \) which is an \( n \)-simplex of \( \delta^{*}_{2, (2)} (N_{\mathcal{C}}^{\text{D}}(\text{St}_{\mathcal{C}}))^{\text{cart}}_{\mathcal{F}', \text{ALL}} \).

Then there exists a map

\[
\tau_{n}^{1} : \Delta^{1} \times \Delta^{n} \times \Delta^{n} \rightarrow N_{\mathcal{C}}^{\text{D}}(\text{St}_{\mathcal{C}})
\]

such that

1. \( \tau_{n}^{1}|_{0} \times \Delta^{n} \times \Delta^{n} = \tau_{n} \) and
2. \( \tau_{n}^{1}|_{1} \times \Delta^{n} \times \Delta^{n} = \tau_{n} \) and
3. \( \tau_{n}^{1} : [k] \times [i] \times [j] \rightarrow N_{\mathcal{C}}^{\text{D}}(\text{St}_{\mathcal{C}}) \) is a Čech nerve of a morphism admitting \( \mathcal{T} \)-local sections for all \( 0 \leq i, j \leq n \) and \( 0 \leq k \leq 1 \).

The claim implies surjectivity of \( p_{\text{EO}} \) because one can apply the claim to upper and lower pullback squares of any \( n \)-simplex of \( \delta^{*}_{2, (2)} \text{Fun}(\Delta^{1}, N_{\mathcal{C}}^{\text{D}}(\text{St}_{\mathcal{C}}))^{\text{cart}}_{\mathcal{F}', \text{ALL}} \). By taking fiber products, this produces an edge in \( \text{Fun}((\Delta^{n})^{\text{op}} \times \Delta^{n}, \text{Fun}(\Delta^{1}, N_{\mathcal{C}}^{\text{D}}(\text{St}_{\mathcal{C}}))) \). Considering the Čech nerve of the edge gives us an \( n \)-simplex of \( \text{EOcov}(\text{St}_{\mathcal{C}}) \).

**Proof.** We prove it for \( n = 1 \). The case of higher \( n \) follows from induction choosing a compatible choice of atlas. We want to show that for a pullback square of the form

\[
\begin{array}{ccc}
X_{1} & \xleftarrow{g_{1}} & X_{3} \\
\downarrow f_{3} & & \downarrow f_{2} \\
X_{0} & \xleftarrow{g_{0}} & X_{2}
\end{array}
\tag{51}
\]
in $\text{St}_C$ where $f_0$ and $f_2$ are in $\mathcal{E}'$, there exists a cube of the form

\[
\begin{array}{c}
X_1 \leftarrow X_3 \\
\downarrow h_1 \downarrow h_3 \\
X_0 \leftarrow X_2 \\
\downarrow h_0 \downarrow h_2 \\
X_0 \leftarrow X_2
\end{array}
\]

where the square formed by vertices of $X_0, X_1, X_2$ and $X_3$ is a pullback square, $f_0', f_2' \in \mathcal{E}$ and $h_0, h_1, h_2, h_3$ are atlases admitting $\mathcal{T}$-local sections.

Let $h_0 : X_0 \to X_0$ be an atlas admitting $\mathcal{T}$-local sections. By Claim 2.4.2, there exists a commutative square of the form

\[
\begin{array}{c}
X_0 \leftarrow X_2 \\
\downarrow h_0 \downarrow h_2 \\
X_0 \leftarrow X_2
\end{array}
\]

where $h_0$ and $h_2$ are atlases admitting $\mathcal{T}$-local sections. As $f_0$ is representable, the base change morphism $h_1 : X_1 := X_0 \times_{X_0} X_1 \to X_1$ is an atlas admitting $\mathcal{T}$-local sections. Also $f_0' : X_1 \to X_0$ lies in $\mathcal{E}$. Then defining $X_3 := X_1 \times_{X_0} X_2$ gives us the cube that we wanted.

We shall denote the collection of edges in $\text{Fun}(\Delta^1, \text{Cov}(\text{St}_C))$ (i.e. morphisms of the form $\Delta^1 \times \Delta^1 \to \text{St}_C$) which are of the form:

\[
(\mathcal{X}, x : X \to \mathcal{X}) \xrightarrow{f} (\mathcal{X}', x' : X' \to \mathcal{X}') \\
\downarrow \downarrow \\
(\mathcal{Y}, y : Y \to \mathcal{Y}) \xrightarrow{f'} (\mathcal{Y}', y' : Y' \to \mathcal{Y}')
\]

by $R'$. We shall also denote the simplicial set $\delta^*_2 \text{Fun}(\Delta^1, \text{Cov}(\text{St}_C))[R^{-1}]_{\text{cart}, \text{ALL}}$ by $\text{EOCov}(\text{St}_C)[R'^{-1}]$. We have the following claim.

**Claim 3.4.4.** The map

\[ p_{E \text{O}}' : \text{EOCov}(\text{St}_C)[R'^{-1}] \to \text{EO}(\text{St}_C) \]

induced by the map $p'' : \text{Fun}(\Delta^1, \text{Cov}(\text{St}_C))[R^{-1}] \to \text{Fun}(\Delta^1, N^D_{\bullet}(\text{St}_C))$ is categorical equivalence of simplicial sets.

**Proof.** Following the arguments in the proof of Theorem 2.4.1, we see that the map $p''$ is a categorical equivalence. Thus it admits a categorical inverse $q''$. It can be easily verified that $q''$ sends pullback squares to pullback squares. Thus the map $q''$ induces a map

\[ q_{E \text{O}}' : \text{EO}(\text{St}_C) \to \text{EOCov}(\text{St}_C)[R'^{-1}] \]

As $q'' \circ p'' = \text{id}_{\text{Fun}(\Delta^1, \text{St}_C)}$, we have $p_{E \text{O}}' \circ q_{E \text{O}}' = \text{id}_{\text{EO}(\text{St}_C)}$. On the other hand, we see that $q_{E \text{O}}' \circ p_{E \text{O}}'$ is preisomorphic to $\text{id}_{\text{EOCov}(\text{St}_C)[R'^{-1}]}$ in the sense of [Rez, 23.4]. Thus by [Rez, Lemma 23.8], we get that $p_{E \text{O}}'$ is a categorical equivalence.

We also prove another claim regarding the monomorphism

\[ i_{E \text{O}} : \text{EOCov}(\text{St}_C) \hookrightarrow \text{EOCov}(\text{St}_C)[R'^{-1}] \]
Claim 3.4.5. Let $\mathcal{E}$ be an $\infty$-category and let $F : \text{EOCov} (\text{St}_C) \to \mathcal{E}$ be a functor which maps $R'$ to equivalences. Then $F$ extends to a functor $F' : \text{EOCov} (\text{St}_C)[R'^{-1}] \to \mathcal{E}$.

**Proof.** We construct the functor $F'$ inductively. As objects of $\text{EOCov} (\text{St}_C)[R'^{-1}]$ are same as objects of $\text{EOCov} (\text{St}_C)$, we define $F'$ as $F$.

Assume we have defined $F'$ up to $n-1$ simplices. Let $\sigma_n$ be an $n$-simplex of $\text{EOCov} (\text{St}_C)$. By induction, the boundary of $\sigma_n$ maps to a morphism $F' (\partial (\sigma_n)) : \partial \Delta^n \to D$.

We denote the image of $\sigma_n$ via $\text{EO}$ by $\sigma'_n$. As $\text{EO}$ is surjective on each simplex, this lifts to an element $\sigma''_n : \Delta^n \to \text{EOCov} (\text{St}_C)$. Following the arguments of Proposition 2.4.3, we get a morphism $\tau_n : \partial \Delta^n \times \Delta^1 \rightarrow \Delta^n$ where

1. $\tau_n |_{\partial \Delta^n \times \{0\}} = F (\sigma''_n)$.
2. $\tau_n |_{\partial \Delta^n \times \{1\}} = F' (\partial (\sigma_n))$, and
3. $\tau_n |_{\Delta^1 \times \{k\}}$ is an equivalence for all $0 \leq k \leq n$.

As explained in Proposition 2.4.3, this morphism extends to a morphism

$$\tau'_n : \Delta^n \times \Delta^1 \rightarrow D.$$

The morphism $\tau'_n$ when restricted to $\Delta^n \times \{1\}$ gives us the morphism

$$F' (\sigma_n) : \Delta^n \rightarrow D.$$

This completes the proof of induction and hence the claim.

**Proof of Theorem 3.1.1.** We define a morphism

$$\varphi : \text{EOCov} (\text{St}_C) \xrightarrow{\text{EO} (D^\otimes)} \text{Fun} (N(A), \text{Mod} (\text{Pr}_{\text{stb}}^L)) \xrightarrow{\text{res}_{[-1]} \circ i} \text{Mod} (\text{Pr}_{\text{stb}}^L)$$

as follows:

1. Note that we have a canonical morphism

$$\text{EOCov} (\text{St}_C) \rightarrow \text{Fun} (N(A), \text{EO} (C)).$$

The morphism $\text{EO} (D^\otimes)$ is the functor $\text{EO} (D^\otimes)$ applied to $\text{Fun} (N(A), \text{EO} (C))$.

2. The maps $i$ and $\text{res}_{[-1]} \circ \partial_{\Delta^n}$ are the same maps that we defined in the construction of $\phi$ in Theorem 2.4.1. The functorial association of limit is possible as $\text{Mod} (\text{Pr}_{\text{stb}}^L)$ admits small limits ([Lur17, Proposition 3.2.2.1]).

Similar to the arguments in Theorem 2.4.1, we see that the morphism $\varphi$ sends $R$ to equivalences. By Claim 3.4.5, this induces a map

$$\varphi' : \text{EOCov} (\text{St}_C)[R'^{-1}] \rightarrow \text{Mod} (\text{Pr}_{\text{stb}}^L).$$

By Claim 3.4.4, this induces a morphism

$$\text{EO} (D_{\text{ext}}^\otimes) : \text{EO} (\text{St}_C) \rightarrow \text{Mod} (\text{Pr}_{\text{stb}}^L).$$

It is automatically clear that this is an extension of the morphism $\text{EO} (D^\otimes)$. This completes the proof.

---
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Remark 3.4.6. The functor $\text{EO}(\mathcal{D}_{\text{ext}}^\otimes)$ when restricted to direction ALL is indeed the functor $\mathcal{D}_{\text{ext}}^\otimes$ obtained by applying Theorem 2.4.1 to functor $\mathcal{D}^\otimes$.

To conclude the proof of Theorem 3.1.1, we apply Proposition 3.4.2 to the functor $\text{EO}(\mathcal{SH}^\otimes)$ and $\mathcal{F}'$ to be collection of morphisms which are representable, separated and finite type. We first extend the functor to the category of algebraic spaces. Then, we apply it again to extend it to the $(2, 1)$-category Nis-locSt.

Thus this gives us the enhanced operation map

$$\text{EO}(\mathcal{SH}^\otimes) : \delta^*_2, \{2\} \text{Fun}^\text{cart}(\Delta^1, \mathcal{N}^\mathcal{D}_\text{ext})(\text{Nis-locSt}) \rightarrow \text{Mod}(\text{Pr}_\text{stb}^L).$$

(56)

The composition

$$\mathcal{N}^\mathcal{D}_{\text{loc-locSt}} \circ \text{dir}_{\text{ALL}} \circ (\mathcal{X} \rightarrow (\mathcal{X} \rightarrow \text{Spec} \mathbb{Z})) \rightarrow \mathcal{X} \rightarrow \mathcal{Y} \rightarrow (\mathcal{X} \rightarrow \mathcal{Y}) \rightarrow (\mathcal{SH}^\otimes_{\text{ext}}(\mathcal{Z}), \mathcal{SH}^\otimes_{\text{ext}}(\mathcal{X})).$$

(57)

As explained in Section 3.3, the functor $\text{EO}(\mathcal{SH}^\otimes_{\text{ext}})$ induced by restricting along direction $\mathcal{F}'$ gives us the functor

$$\mathcal{SH}^\otimes_{\text{ext}} : \mathcal{N}^\mathcal{D}_{\text{loc-locSt}} \rightarrow \text{Pr}_\text{stb}^L,$$

which extends $\mathcal{SH}^\otimes$.

The projection and base change formulas also follow from $\text{EO}(\mathcal{SH}^\otimes_{\text{ext}})$ as explained in beginning of Section 3.4 and Section 3.3. This completes the proof of Theorem 3.1.1.

4 Six operations for $\mathcal{SH}^\otimes_{\text{ext}}(\mathcal{X})$

In the previous two sections, we have extended the motivic homotopy functor from schemes to algebraic stacks and constructed the six functors. In this section, we prove other relations of six operations: homotopy invariance, localization and purity.

In the first subsection, we state results of smooth and proper base change theorems in our context. In the second subsection, we prove the theorems of localization and homotopy invariance. In the third subsection, we construct the natural transformation $\alpha_f$. In the fourth subsection, we construction the purity transformation $\rho_f$. In the last subsection, we summarize all the results and state in a single theorem.

4.1 Smooth and proper base change.

We prove smooth and proper base change theorems. Theorem 3.1.1 constructs the lower shriek functors for representable morphisms and separated of finite type, in particular for open immersions and proper morphisms. On the level of schemes, for a smooth morphism $f : \mathcal{X} \rightarrow \mathcal{Y}$, the pullback morphism $f^* : \mathcal{SH}(\mathcal{Y}) \rightarrow \mathcal{SH}(\mathcal{X})$ admits a left adjoint $f_\#$.

**Lemma 4.1.1.** Let $\mathcal{X} \in \text{Nis-locSt}$ and $x : \mathcal{X} \rightarrow \mathcal{X}$ be a smooth atlas which admits Nisnevich-local sections. Then the pullback map $x^* : \mathcal{SH}_{\text{ext}}(\mathcal{X}) \rightarrow \mathcal{SH}_{\text{ext}}(\mathcal{X})$ is conservative.
Proof. This is a consequence of [Lur17, Proposition 4.7.5.1] applied to the \( \mathcal{F} = N(\Delta_+) \) and \( q : N(\Delta) \to \text{Cat}_\infty \) which is the functor \( \mathcal{SH}_\text{ext}^\otimes \) applied to simplicial object \( X_\bullet \). We get that the functor \( G := x^* : \mathcal{SH}_\text{ext}(X) \to \mathcal{SH}_\text{ext}(X) \) is conservative. \( \square \)

Proposition 4.1.2. (Smooth base change) Let \( f : \mathcal{Y} \to \mathcal{X} \) be a representable smooth morphism in \( \text{Nis-locSt} \). Then \( f^* \) admits a left adjoint \( f_\# \). Moreover for a cartesian square in \( \text{Nis-locSt} \) of the form

\[
\begin{array}{ccc}
\mathcal{X}' & \xrightarrow{f'} & \mathcal{Y}' \\
\downarrow{g'} & & \downarrow{g} \\
\mathcal{X} & \xrightarrow{f} & \mathcal{Y}
\end{array}
\]

(59)

where \( f \) (and thus \( f' \)) is smooth, we have an equivalence

\[
\text{Ex}(\mathcal{A}_\#) : f^* g_\# \cong g_\# f'^*.
\]

Proof. The proof of the proposition uses the theory of left and right adjointable squares and \( ?? \). Let \( x : X \to \mathcal{X} \) be an atlas admitting Nisnevich-local sections. Then \( y : X \times_X \mathcal{Y} \to \mathcal{Y} \) is an atlas admitting \( T \)-local sections. Taking \( \acute{C}ech \) nerves of \( x \) and \( y \), produces a morphism

\[
H : N(\Delta)^{op} \times \Delta^1 \to N^D_\bullet(St_C)
\]

where \( H|_{[0] \times \Delta^1} = f' \) (where \( f' \) is base change of \( f \) along \( x \)), \( H|_{N(\Delta_+)^{op} \times [0]} = X_\bullet \) and \( H|_{N(\Delta_+)^{op} \times [1]} = Y_\bullet \).

Composing with the functor \( \mathcal{SH}_\text{ext} : N^D_\bullet(St_C)^{op} \to \text{Pr}^{1}_{\text{stb}} \hookrightarrow \text{Cat}_\infty \), we get a functor

\[
H : N(\Delta) \to \text{Fun}(\Delta^1, \text{Cat}_\infty)
\]

As \( f_\# \) is left adjoint of \( f^* \) on the level of schemes and we have smooth base change (see [Rob14, Example 9.4.8]), this implies that the functor \( H \) can be realized as functor:

\[
H : N(\Delta) \to \text{Fun}^{LAd}(\Delta^1, \text{Cat}_\infty)
\]

where \( \text{Fun}^{LAd}(\Delta^1, \text{Cat}_\infty) \) is the \( \infty \)-category of left adjointable functors ([Lur17, Definition 4.7.4.13]). As \( \text{Fun}^{LAd}(\Delta^1, \text{Cat}_\infty) \) admits small limits ([Lur17, Corollary 4.7.4.18]), the map \( H \) admits a limit

\[
\mathcal{H} : N(\Delta_+)^{op} \to \text{Fun}^{LAd}(\Delta^1, \text{Cat}_\infty).
\]

Evaluating \( \mathcal{H}' \) at \([-1]\), we get the morphism

\[
f^* : \mathcal{SH}_\text{ext}(\mathcal{Y}) \to \mathcal{SH}_\text{ext}(\mathcal{X})
\]

which is an element of \( \text{Fun}^{LAd}(\Delta^1, \text{Cat}_\infty) \). By definition of \( \infty \)-category of left adjointable functors, we get that \( f^* \) admits a left adjoint

\[
f_\# : \mathcal{SH}_\text{ext}(\mathcal{X}) \to \mathcal{SH}_\text{ext}(\mathcal{Y}).
\]

It remains to prove the smooth base change. Let us denote the cartesian square in the proposition as a morphism \( \sigma : \Delta^1 \times \Delta^1 \to N^D_\bullet(St_C) \). Let \( y : \mathcal{Y} \to \mathcal{Y} \) be an atlas admitting \( T \)-local sections. By Claim 2.4.2 and the fact that pullback of representable smooth morphism is smooth, we get a morphism

\[
G' : N(\Delta_+)^{op} \times \Delta^1 \times \Delta^1 \to C
\]

such that

1. \( G'|_{[-1] \times \Delta^1 \times \Delta^1} = \sigma \).
2. \( G' \) is a Čech nerve of an atlas of \( \sigma([k],[j]) \) admitting Nisnevich-local sections for all \( 0 \leq j,k \leq 1 \).

Composing with \( SH(-) \), we get a functor

\[ G : N(\Delta) \times \Delta^1 \times \Delta^1 \rightarrow \hat{\text{Cat}}_{\infty} \]

For every \( \tau : \Delta^1 \rightarrow N(\Delta) \times \Delta^1 \), the induced square

\[ G \circ (\tau \times \Delta^1) : \Delta^1 \times \Delta^1 \rightarrow \hat{\text{Cat}}_{\infty} \]

is left adjointable by smooth base change theorem on the level of schemes ([Rob14, Example 9.4.8]). Applying [LZ17, Lemma 4.3.7] to the functor \( G \), we get that the square

\[ \begin{array}{ccc}
SH_{\text{ext}}(Y) & \xrightarrow{f^*} & SH_{\text{ext}}(X) \\
\downarrow g^* & & \downarrow g^* \\
SH_{\text{ext}}(Y') & \xrightarrow{f'^*} & SH_{\text{ext}}(X')
\end{array} \]  

is the left adjointable, i.e., we have

\[ \text{Ex}(\Delta_#^\ast) : g'_# f'^\ast \cong f^\ast g_#. \]

**Remark 4.1.3.** The lower shriek functor on the level of schemes agrees with \((-)_#\) for open immersions and \((-)_\ast\) along proper morphisms ([Rob14, Theorem 9.4.8]). As the lower shriek functor on the level of algebraic stacks is constructed by taking limit along Čech covers of atlases, we get that for an open immersion \( j : X' \rightarrow X \), we have an equivalence \( j_! \cong j_# \) and for representable proper morphisms \( p : X'' \rightarrow X \), we have an equivalence \( p_! \cong p_\ast \).

A similar proposition holds in the case of representable proper morphisms.

**Proposition 4.1.4** (Proper base change). Given a cartesian square in Nis-locSt of the form

\[ \begin{array}{ccc}
X' & \xrightarrow{f'} & Y' \\
\downarrow g' & & \downarrow g \\
X & \xrightarrow{f} & Y
\end{array} \]

where \( g \) (and thus \( g' \)) is representable and proper, we have an equivalence

\[ \text{Ex}(\Delta_\ast^\ast) : f^\ast g_\ast \cong g'_\ast f'^\ast. \]

**Proof.** As \( f_\ast \cong f! \) when \( f \) is representable and proper, the proper base change is indeed the base change with respect to lower shriek functor. This holds due to Theorem 3.1.1.

4.2 Localization and homotopy invariance.

**Proposition 4.2.1.** (Localization) If \( i : Z \rightarrow X \) is a closed immersion with complementary open immersion \( j : U := X - Z \rightarrow X \), we have the cofiber sequences:

\[ \begin{array}{ccc}
& j_! j^\ast & \rightarrow \text{id} \rightarrow i_! i^\ast \\
1.
\end{array} \]
4.2 Localization and homotopy invariance. \(SH\) for algebraic stacks.

2. 

\[ i_{n} \rightarrow \text{id} \rightarrow j_{n}^{*} \]  

(63)

**Proof.** We prove the existence of the first cofiber sequence. The second cofiber sequence is dual to the first one. Let \(x : X \rightarrow X'\) be an atlas admitting Nisnevich-local sections. Then the restriction of \(x\) to \(Z\) and \(U\) defines atlases \(z : Z \rightarrow Z\) and \(u : U \rightarrow U\) and these induce morphism of the \(\check{\text{C}}\)ech nerves \(Z_{\bullet, x} \rightarrow X_{\bullet, x}^{+}\) and \(U_{\bullet, u} \rightarrow X_{\bullet, x}^{+}\). Thus we have morphisms \(Z_{\bullet, x} \rightarrow X_{\bullet, x}^{+}\) and \(U_{\bullet, u} \rightarrow X_{\bullet, x}^{+}\) which are closed and open immersions respectively for every \(n\).

Let \(E \in \mathcal{SH}_{\text{ext}}(X)\), then \(E = \left( E_{n} \right)_{n \in \Delta}\) where \(E_{n} \in \mathcal{SH}(X_{\bullet, x}^{+})\).

For any \(n\), we have a square which is a fiber sequence

\[ j_{n}^{\#}j_{n}^{*}(E_{n}) \rightarrow E_{n} \rightarrow i_{n}^{*}i_{n}^{*}(E_{n}) \]  

(64)

in \(\mathcal{SH}(X_{\bullet, x}^{+})\), because localization holds for schemes ([Rob14, Theorem 9.4.25]).

This can be visualized as a limit map

\[ \overline{H}_{n} : \Lambda_{0}^{2, g} \rightarrow \widehat{\text{Cat}}_{\infty} \]

where

\[ H_{n} : \Lambda_{0}^{2} \rightarrow \widehat{\text{Cat}}_{\infty} \]

Also, we have a morphism \(H_{-1} : \Lambda_{0}^{2} \rightarrow \widehat{\text{Cat}}_{\infty}\) given by the diagram

\[ E \rightarrow \overline{i}_{*}i^{*}E \]

(65)

The collection of maps \(H_{n}\) for every \(n \geq -1\) induces a morphism

\[ H : \Lambda_{0}^{2} \rightarrow \text{Fun}(N(\Delta_{s}^{+}), \widehat{\text{Cat}}_{\infty}) \]

where for every \([n] \in \Delta_{s}^{+}\), \(H_{[n]} := H_{n}\). As \(\text{Fun}(N(\Delta_{s}^{+}), \widehat{\text{Cat}}_{\infty})\) admits all limits, there exists an extension of \(H\) to

\[ \overline{H} : \Delta^{1} \times \Delta^{1} \rightarrow \Lambda_{0}^{2} \rightarrow \text{Fun}(N(\Delta_{s}^{+}), \widehat{\text{Cat}}_{\infty}) \]

The morphism \(\overline{H}\) is evaluated at \([-1] \in \Delta_{s}^{+}\) gives us a square

\[ \overline{H}_{[-1]} : \Delta^{1} \times \Delta^{1} \rightarrow \widehat{\text{Cat}}_{\infty} \]

As smooth pullbacks commute with \((-)_{\#}, (-)_{*}\), we have \(j_{\#}j^{*}(E) \equiv \left( j_{n_{\#}}j_{n}^{*}(E_{n}) \right)_{n \in \Delta}\) and \(i_{*}i^{*}(E) \equiv \left( i_{n_{*}}i_{n}^{*}(E_{n}) \right)_{n \in \Delta}\). Thus the morphism \(H'_{[-1]}\) is the pullback square

\[ j_{\#}j^{*}(E) \rightarrow E \rightarrow i_{*}i^{*}(E) \]

(66)

This proves the localization theorem.

The same argument works for the dual sequence 2. \(\square\)
Proposition 4.2.2. \textit{(Homotopy invariance)} For any stack $\mathcal{X} \in \text{Nis-locSt}$, the projection $\pi : \mathbb{A}^1_{\mathcal{X}} \to \mathcal{X}$ induces a fully faithful functor $\pi^*(-) : \mathcal{SH}^\text{ext}(\mathcal{X}) \to \mathcal{SH}^\text{ext}(\mathbb{A}^1_{\mathcal{X}})$.

Proof. To show that $\pi^*$ is fully faithful, we need to show that the unit transformation $u : \pi_# \pi^* \to \text{id}$ is an equivalence. As $\pi_#$ satisfies projection formula, we are reduced to showing $u(1_{\mathcal{X}}) : \pi_# \pi^*(1_{\mathcal{X}}) \to 1_{\mathcal{X}}$ is an equivalence.

Fixing the usual atlas $x : X \to \mathcal{X}$, let $\pi_0 : \mathbb{A}^1_X \to X$ be the projection map. As $\mathcal{SH}$ satisfies homotopy invariance on the level of schemes, we have an equivalence $u_0(1_X) : \pi_0#\pi_0^*(1_X) \to 1_X$. As $(-)^#$ commutes with pullbacks, we get that pullback of $u(1_{\mathcal{X}})$ along $x^*$ is $u_0(1_X)$. As $x^*$ is conservative (Lemma 4.1.1) and $u_0(1_X)$ is an equivalence, we get that $u(1_{\mathcal{X}})$ is an equivalence. \hfill \Box

4.3 The natural transformation $\alpha_f$.

We construct the natural transformation $\alpha_f$ which is the extension of the natural transformation of the same notation on the level of schemes ([CD19, Proposition 2.2.10]). We construct the natural transformation for a specific class of morphisms in Nis-locSt.

Definition 4.3.1. A representable morphism $f : \mathcal{X} \to \mathcal{Y}$ in Nis-locSt is \textit{compactifiable} if admits a factorization of the form $\mathcal{X} \xrightarrow{j} \mathcal{X} \xrightarrow{p} \mathcal{Y}$ where $j$ is an open immersion and $p$ is a proper representable morphism of algebraic stacks.

Example 4.3.2. Open immersions and representable proper morphisms are compactifiable.

Proposition 4.3.3. Let $f : \mathcal{X} \to \mathcal{Y}$ be a compactifiable morphism of algebraic stacks in Nis-locSt. Then there exists a natural transformation:

\[ \alpha_f : f_! \to f_* \]

which is an equivalence if $f$ is proper.

Proof. The construction of $\alpha_f$ is similar to the construction on the level of schemes ([CD19, Proposition 2.2.10]). Consider a factorization $(j, p)$ of the $f$.

At first, we have a natural transformation

\[ j^# \to j_* \]

for any open immersion $j$. This follows because of the natural transformation $\text{Ex}(\Delta_{\#})$ (the dual of the smooth base change $\text{Ex}(\Delta_{\#})$) applied to the cartesian square

\[
\begin{array}{ccc}
\mathcal{X} & \xrightarrow{id} & \mathcal{X} \\
\downarrow{id} & & \downarrow{j} \\
\mathcal{X} & \xrightarrow{j} & \mathcal{X}.
\end{array}
\]

Thus the natural transformation $\alpha_f$ is defined as

\[ \alpha_f : f_! = p_*j^# \to p_*j_* \equiv f_* \]

When $f$ is proper, the definition of compactifiable implies that $\alpha_f$ is an equivalence. \hfill \Box
4.4 Homotopy purity.

We now prove the homotopy purity theorem of $SH^\otimes_{\text{ext}}(-)$. At first, we construct the natural transformation $\rho_f$ which is analog to the purity transformation on the level of schemes. We then prove the homotopy purity theorem using the deformation to the normal cone. Also as a corollary, we get an explicit description of the self equivalence $Tw_f$.

**Proposition 4.4.1.** (Purity) Let $f: X \to Y$ be a smooth morphism separated of finite type, there exists a self equivalence $Tw_f: SH_{\text{ext}}(X) \to SH_{\text{ext}}(X)$ and an equivalence $Tw_f \circ f^* \cong f^*$.

**Proof.** Let $f: X \to Y$ be a smooth morphism separated of finite type. Let $\delta: X \to X \times_Y X$ be the diagonal morphism and $p: X \times_Y X \to X$ be the projection map. Then we denote the Thom transformation $\Sigma_f := p^\# \circ \delta_*.$

By the base change theorem with respect to $f_*$ (Theorem 3.1.1) and the fact that $\alpha_f$ is an equivalence for proper morphisms (Proposition 4.3.3), we can construct the transformation as one does on the level of schemes ([CD19, Section 2.4.20])

$$\rho_f: f^\# \to f_* \circ \Sigma_f.$$ 

Let us check that $\Sigma_f$ and $\rho_f$ are equivalences. When base changed to the level of schemes by choosing an atlas, these natural transformations are equivalences ([Rob14, Theorem 9.4.37]). As the pullback functor along an atlas is conservative (Lemma 4.1.1), this implies that these natural transformations are equivalences.

The above proposition gives us the relation between $f^*$ and $f_*$ via the self equivalence $Tw_f := (\Sigma_f)^{-1}$. We want to have a precise description of the self equivalence $\Sigma_f$ as one gets on the level of schemes via deformation to normal cone.

At first we define the notion of smooth closed pairs in this context as one does on the level of schemes.

**Definition 4.4.2.** Let $\mathcal{Y}$ be an algebraic stack in $\mathbf{N}^\bullet_{(\text{Nis-locSt})}$. A smooth closed pair over $\mathcal{Y}$ is a pair $(X, Z)$ where:

1. $X, Z$ are stacks over $\mathcal{Y}$ in $\mathbf{N}^\bullet_{(\text{Nis-locSt})}$ such that the projection maps to $\mathcal{Y}$ are smooth.
2. $Z \hookrightarrow X$ is a closed substack of $X$.

A morphism of smooth closed pairs $(X, Z) \to (X', Z')$ is a representable morphism of algebraic stacks $f: X \to X'$ such that $f^{-1}(Z') = Z$ as a set.

**Notation 4.4.3.**

1. For a smooth closed pair $(X, Z)$ over $\mathcal{Y}$, we denote

$$\frac{X}{X-Z} := p^\#(1_{Z^*}(1_X)) \in SH^\otimes_{\text{ext}}(\mathcal{Y}) \quad \text{(69)}$$

where $p: X \to \mathcal{Y}$.

2. Let $p: \mathcal{V} \to \mathcal{Y}$ be a vector bundle over the algebraic stack $\mathcal{Y}$ where $\mathcal{V}, \mathcal{Y} \in \mathbf{N}^\bullet_{(\text{Nis-locSt})}$. Let $s: \mathcal{Y} \to \mathcal{V}$ be the zero section. Then the pair is $(\mathcal{V}, \mathcal{Y})$ a smooth closed pair where $\mathcal{Y}$ is realized as a closed substack of $\mathcal{V}$ via the zero section.

**Remark 4.4.4.** A morphism of smooth closed pairs $(X, Z) \to (X', Z')$ induces a map

$$\frac{X}{X-Z} \to \frac{X'}{X'-Z'} \quad \text{(see [CD19, 2.4.32]).}$$


We now state and prove the homotopy purity theorem. Recall that for a closed substack \( Z \hookrightarrow \mathcal{X} \), we denote the normal cone by \( N_Z(\mathcal{X}) \) and the deformation to the normal cone by \( D_Z(\mathcal{X}) \) (see Notation 2.3.9).

**Proposition 4.4.5.** Let \((\mathcal{X}, Z)\) be a smooth closed pair over \( \mathcal{Y} \). Then the canonical morphisms of smooth closed pairs

\[
(\mathcal{X}, Z) \xrightarrow{\mathcal{P}_0} (D_Z(\mathcal{X}), A_1^Z) \xrightarrow{\mathcal{P}_1} (N_Z(\mathcal{Y}, Z))
\]

induces an equivalence

\[
\frac{\mathcal{X}}{\mathcal{X} - Z} \cong \frac{D_Z(\mathcal{X})}{D_Z(\mathcal{X}) - A_1^Z} \cong \frac{N_Z(\mathcal{X})}{N_Z(\mathcal{X}) - Z}
\]

**Proof.** By Corollary 2.3.10, we know that the algebraic stacks \( D_Z(\mathcal{X}) \) and \( N_Z(\mathcal{X}) \) are in Nis-locSt when \( \mathcal{X} \in \text{Nis-locSt} \).

The morphisms of smooth of closed pairs in \( \mathcal{N} \mathcal{D} \mathcal{X} \mathcal{Y} \) on base changed to an atlas \( y : \mathcal{Y} \to \mathcal{Y} \) yields us morphisms

\[
(X, Z) \xrightarrow{\mathcal{P}_0, \mathcal{P}_1} (D_Z(X), A_1^Z) \xrightarrow{\mathcal{P}_1, \mathcal{P}_1} (N_Z(X), Z_Z)
\]

By ??, we have an equivalence:

\[
\mathcal{X} \xrightarrow{\delta} \frac{\mathcal{X} - Z}{\mathcal{X} - Z} \cong \frac{D_Z(X)}{D_Z(X) - A_1^Z} \xrightarrow{\mathcal{P}_0, \mathcal{P}_1} \frac{N_Z(X)}{N_Z(X) - Z}
\]

The construction of morphisms \( \mathcal{P}_0, \mathcal{P}_1 \) commutes with pullbacks. Thus we have \( y^* (\mathcal{P}_0, \mathcal{P}_1) \cong \mathcal{P}_0, \mathcal{P}_1 \) and \( y^*(\mathcal{P}_1, \mathcal{P}_1) \cong \mathcal{P}_0, \mathcal{P}_1 \). By [Rob14, Theorem 9.4.34], we see that \( \mathcal{P}_0, \mathcal{P}_1 \) and \( \mathcal{P}_1, \mathcal{P}_1 \) are equivalences. As \( y^* \) is conservative (Lemma 4.1.1), we get that \( \mathcal{P}_0, \mathcal{P}_1 \) are equivalences. \( \square \)

The above equivalence gives us an explicit description of the Thom transformation \( \Sigma_f \) in terms of the Thom space of the normal bundle of \( f \).

**Notation 4.4.6.** Let \( f : \mathcal{X} \to \mathcal{Y} \) be a smooth representable morphism of algebraic stacks. Then the Thom space of the normal bundle is defined as

\[
\text{Th}(N_f) := \frac{N_X(\mathcal{X} \times_\mathcal{Y} \mathcal{X})}{N_X(\mathcal{X} \times_\mathcal{Y} \mathcal{X}) - \mathcal{Y}}.
\]

This definition is analog to the one defined on the level of schemes ([Rob14, Definition 9.4.27]).

**Corollary 4.4.7.** Let \( f : \mathcal{X} \to \mathcal{Y} \) be separated of finite type, smooth representable morphism of algebraic stacks. Consider the commutative diagram of algebraic stacks

\[
\begin{array}{ccc}
\mathcal{X} & \xrightarrow{\delta} & \mathcal{X} \\
\downarrow q & & \downarrow f \\
\mathcal{X} & \xrightarrow{\delta} & \mathcal{Y}
\end{array}
\]

Then we have:

\[
\Sigma_f(-) := p_# \delta_*(-) \cong - \otimes \text{Th}(N_f).
\]
Proof. The proof is exactly the same as one does for $\mathcal{H}^\otimes$ ([Rob14, Eq. 9.4.88]), we have

$$\Sigma_f(-) = p\#\delta_*(-)$$

$$= p\#\delta_*(1_Y \otimes \delta^*p\)(-))$$

$$\cong p\#(\delta_*(1_Y) \otimes p\)(-) \text{ (projection formula)}$$

$$\cong p\#\delta_*(1_Y) \otimes (-) \text{ (projection formula)}$$

$$\cong \text{Th}(N_f) \otimes (-) \text{ (Proposition 4.4.5)}$$

Remark 4.4.8. It is possible to define the Tate object $1_X(1) \in \mathcal{H}^\otimes_{\text{ext}}(\mathcal{X})$ as $\Omega^2(K)$ where $K$ is defined as cofiber of the map $1_Y \to p\#p^*1_X$ and $\Omega$ is the inverse of the suspension functor on the stable $\infty$-category $\mathcal{H}_\text{ext}^\otimes(\mathcal{X})$. Then for a smooth representable morphism $f: Y \to X$, we have

$$\text{Th}(N_f) \cong 1_Y(d)[2d]$$

where $d$ is the relative dimension of the morphism $f$ (and $1_X(d)$ is the $d$th iterated tensor product of $1_X(1)$). This follows from the fact that such a description holds on the level of schemes. Thus combining the description of the Thom space of normal bundle of $f$ with the purity isomorphism, we get that:

$$f\#(-) \cong f_!(1_X(d)[2d] \otimes (-)).$$

4.5 Summarizing the results.

In this subsection, we summarize the results that we have proved in the previous sections in a single theorem.

Theorem 4.5.1. The stable homotopy functor $\mathcal{H}^\otimes: \mathcal{N}(\mathcal{Sch}_{\text{fd}})^{\text{op}} \to \mathcal{CAlg}(\mathcal{P}_{\text{stb}})$ extends to a functor

$$\mathcal{H}^\otimes_{\text{ext}}: \mathcal{N}_{\text{ext}}D^\bullet(\mathcal{Nis-locSt})^{\text{op}} \to \mathcal{CAlg}(\mathcal{P}_{\text{stb}})$$

such that for a morphism $f: Y \to X$ we have the following functors:

1. $f^*: \mathcal{H}^\otimes_{\text{ext}}(\mathcal{X}) \to \mathcal{H}^\otimes_{\text{ext}}(\mathcal{Y})$.
2. $f_*: \mathcal{H}_{\text{ext}}(\mathcal{Y}) \to \mathcal{H}_{\text{ext}}(\mathcal{X})$.
3. $f_1: \mathcal{H}_{\text{ext}}(\mathcal{X}) \to \mathcal{H}_{\text{ext}}(\mathcal{Y})$ when $f$ is representable, separated and of finite type.
4. $f^!: \mathcal{H}_{\text{ext}}(\mathcal{Y}) \to \mathcal{H}_{\text{ext}}(\mathcal{X})$ when $f$ is representable, separated and of finite type.
5. $- \otimes -: \mathcal{H}_{\text{ext}}(\mathcal{X}) \times \mathcal{H}_{\text{ext}}(\mathcal{X}) \to \mathcal{H}_{\text{ext}}(\mathcal{X})$.
6. $\text{Hom}_{\mathcal{H}_{\text{ext}}(\mathcal{X})}(-,-): \mathcal{H}_{\text{ext}}(\mathcal{X}) \times \mathcal{H}_{\text{ext}}(\mathcal{X}) \to \mathcal{H}_{\text{ext}}(\mathcal{X})$.

The functor $\mathcal{H}^\otimes_{\text{ext}}$ along with the functors $(f^*, f_*, f_1, f^!, - \otimes -, \text{Hom}(-,-))$ satisfy the following properties:

1. (Monoidality) $f^*$ is monoidal, i.e. there exists an equivalence

$$f^*E \otimes E' \cong f^*(E) \otimes f^*(E')$$

for $E, E' \in \mathcal{H}^\otimes_{\text{ext}}(\mathcal{X})$. 
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2. (Projection Formula) For $E, E' \in \mathcal{S}\text{H}_{\text{ext}}(\mathcal{X})$ and $B \in \mathcal{S}\text{H}_{\text{ext}}(\mathcal{Y})$, we have the following equivalences:

(a) $f!(B \otimes f^*(E)) \cong (f_!B \otimes E)$ \hspace{1cm} (79)

(b) $f!\text{Hom}_{\mathcal{S}\text{H}_{\text{ext}}(\mathcal{X})}(E, E') \cong \text{Hom}_{\mathcal{S}\text{H}_{\text{ext}}(\mathcal{Y})}(f^*E, f^!E')$ \hspace{1cm} (80)

3. (Base Change) If

\[
\begin{array}{ccc}
\mathcal{X}' & \xrightarrow{f'} & \mathcal{Y}' \\
\downarrow g' & & \downarrow g \\
\mathcal{X} & \xrightarrow{f} & \mathcal{Y}
\end{array}
\]

is a cartesian square of base schemes with $g$ being representable, separated and of finite type, we have the following equivalences:

(a) $f'!g! \cong g_!f^*$ \hspace{1cm} (82)

(b) $f'!g^! \cong g^!f_*$ \hspace{1cm} (83)

4. (Proper pushforward) If $f : \mathcal{X} \to \mathcal{Y}$ is a compactifiable morphism, then there exists a natural transformation:

$\alpha_f : f_! \to f_*$ \hspace{1cm} (84)

which is an equivalence if $f$ is proper.

5. (Purity) For $f$ to be representable, smooth, and separated of finite type, there exists a self equivalence $\text{Tw}_f$ and an equivalence

$\text{Tw}_f \circ f^! \cong f^*$

6. (Localization) For $i : \mathcal{U} \to \mathcal{X}$ to be an open immersion and $j : \mathcal{Z} := \mathcal{X} - \mathcal{U} \to \mathcal{X}$ to be the closed immersion from the complement of $\mathcal{U}$, we have the cofiber sequences:

(a) $j_!j^! \to \text{id} \to i_!i^*$ \hspace{1cm} (85)

(b) $i_!i^! \to \text{id} \to j_*j^*$ \hspace{1cm} (86)

7. (Homotopy Invariance) Let $\pi : \mathbb{A}^1_{\mathcal{X}} \to \mathcal{X}$ be the projection map. Then $\pi^*$ is fully faithful.

8. $\mathcal{S}\text{H}_{\text{ext}}^\otimes$ satisfies descent with respect to Nisnevich-local sections in $\mathcal{N}_{\mathbb{A}}(\text{Nis-locSt})$.

Proof. The theorem follows from Theorem 2.4.1, Theorem 3.1.1, Proposition 4.2.1, Proposition 4.2.2, Proposition 4.3.3 and Proposition 4.4.1. 
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