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Abstract:

Programming is a fundamental skill of computer science students. However, it can be troublesome to learn. It is notable that programming error messages can be hard for beginners to comprehend, hampering progress and prompting disappointment. Effectively, translating compiler error messages is significant to rectify errors and advance toward victory in programming. However, these messages are often hard to understand and pose an obstruction to progress for many beginners. Descriptive messages are helpful for students in the beginning phase of learning a programming language. In this article, the effect of error message presentation on debugging and programming score is analyzed. The controlled experiment suggests that the presentation of error messages can have a strong effect on debugging score and also helpful to increase the programming score. However, no correlation between debugging score and programming score is identified. On the whole, a positive impact of the descriptive error messages is observed during the study.
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1. Introduction

Introductory programming has reliably been a center of computing science education [1], and one of the careers rewarding discipline [2]. The career openings of software development will increase through 2026 [3], however, learning to program is still a hard challenge for beginners and therefore high dropout is observed in the introductory programming courses [4].

Introductory programming courses include theory and practice of programming language with an integrated programming environment (IDE). Many programming environments are available and used in the educational context. The knowledge of IDEs is essentially important for students because there is an evidence of an association between the programming environment and learners metacognition [5].

Studies on the individual elements of programming environments remain an important topic, particularly from pedagogical aspect. One area of programming environment that has obtained much consideration in recent years is error messages. The errors are encountered during the process of developing code. When the error occurs, the developers expect an error message that describes what
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has gone erroneous and attempt to correct the errors.

It is widely recognized that presentation of error messages had a significant impact on program comprehension. Errors may or may not cause compilation failure and the approaches for handling the two categories of errors fundamentally vary essentially. While runtime errors are critical, various studies center primarily on compile-time errors. Beginners may battle with the both types of errors; however, compile-time errors are more critical in that a program that compiler doesn't execute is unable to give the learners any important outcome of their efforts.

One of the numerous challenges’ novices confronts from the begin are famously enigmatic compiler error messages, and there is an evidence on these challenges since 1965 [6]. It is widely observed that compiler error messages are frequently ambiguous, loose, confounding and erroneous, particularly for novice programmers. For beginners who are new to programming, learning the structure of a programming language can be troublesome, especially when the messages they get are confounding. Traver [7], identified that, the inadequately designed error messages affect the novices more negatively.

The analysis of errors made by beginners is of extensive enthusiasm of researchers in the domain of computing education; a comprehension of the errors that novices will in general experience, and how they manage them, is valuable in fitting teaching method and programming environments [8]. Since 1970’s, it has become apparent that by and large, compiler error messages were not good as intended. Study of error messages in COBOL established that their feedback was not useful for users, especially beginners. As the education in computer science turned out to be increasingly broad, Pascal secured its position as the primary programming language for teaching. Brown examined the issues with the error messages in Pascal, seeing them as insufficient [9]. Similarly, a study on C language [10], explored the error messages, and gave vital knowledge into the developing

notions over poor error messages. Denny et al. [11] identified that for over 20% of errors, the messages delivered by the Java compiler were not adequate to effectively distinguish the related error.

Beginners learn programming in different kinds of environments, from plain command-line to trade strength environments. These programming environments can contrast significantly in the presentation of error messages. Some environments provide very typical error messages, whereas some support very descriptive error messages.

Recently, some programming environments and compiler designers have shown an enthusiasm for giving descriptive error messages expected to be increasingly usable than previous. These studies are significant as connections can be drawn among compiler error messages and performance of users in programming. However, no notable study has mutually analyzed the impact of the error message presentation on debugging and programming. Likewise, no formal study has been found that examine the correlation between adeptness in debugging and programming proficiency.

The study presented in this article has three objectives. The first is to analyze the impact of error messages presentation on the capacity of debugging the programs. Specifically, the comparative analysis of enhanced compiler error messages and conventional compiler error messages in a controlled experiment. The second objective is to identify the effect of error messages presentation on the programming score. The third objective is to examine the association between adeptness in debugging and performance in programming. To the best of our knowledge no rigorous study with these objectives has been reported. This article lays out as follows. Related work is presented in section 2. Research method is described in section 3. Section 4 presents the results and discussion and followed by the conclusion.
2. Literature Review

The compiler error messages have been investigated in different dimensions and series of landmark studies on error messages have described blended findings. Dong and Khandwal [12], analyzed the effect of cosmetic changes on the ease of use of error messages. During study three visual dialects of the illustrative error message in a topical user interface framework are created. An online experiment which is based survey-based questionnaire included 52 participants. The results described that cosmetic changes to the introduction of an error message can have a strong effect on its usability.

Denny et al. [11] used CodeWrite a web-based environment wherein novices attempts a range of exercises that expect them to develop the body of a function in Java. The study of controlled experiment found no impact of extended compile time error message on the several metrics: number of submissions and the number of endeavors required to settle the most common syntax errors.

Becker examined the adequacy of enhanced compiler error messages [13]. This study focused on Java and employed an educational called Decaf, particularly developed for the research. The foremost thought that impacted the plan of Decaf was that Java compiled error messages might, and ought to be progressed upon. Decaf utilized the necessary information to develop more particular and accommodating enhanced compiler error messages which are displayed to the client. Two groups of around 100 subjects participated in the analysis. The study recorded 48,800 errors constructing a bunch of 74 different compiler error messages. The controlled group reported 32% less error than the control group and so demonstrates the viability of enhanced compiler error messages.

A landmark study of Traver [7] on the issues of compiler error messages described that the most recurrent errors do not fundamentally epitomize the complex errors to fix. Additionally, errors are not as it were due to the lack of information, or misguided judgments, but due to incidental slips. The study also identified that the significance of the quality of compiler error messages as suitable messages support the beginners to not essentially make arbitrary modifications to handle the error. In addition, useful error messages can decrease the workload of educates clarifying the same error messages again and again to understudies.

Nienaltowski et al. [14], analyzed the messages delivered by various compilers for different programming languages, and clustered them into three groups, and associated the degree of experience and error type with response and performance. The examination included two groups of subjects taking a basic programming course; they utilized messages in these three styles to troubleshoot incorrect code. The outcomes demonstrate that more definite messages don't really streamline the comprehension of errors yet that it makes a difference more where data is put and how it is organized. However, another study [15] on error messages reported that from their examination with C programmers that the individuals who extended feedback required less assistance from the tutors.

Becker et al. [16], analyzed the impact of enhanced error messages on the performance of novice programmer. The study adopted a different strategy by determining what number of syntax errors are fixed by novice programmers while investigating programs. During analysis, the impact of enhanced compiler error messages in a control experiment is analyzed where novices were given the task of correcting syntax of non-translated program code they didn't compose. A significant positive effect is found on the number of errors corrected, as well as the frequency of particular error types; however, no critical impact on the number of non-translating submission or novices scores.

Watson [17] presented BlueFix, a web-based environment amalgamated with BlueJ IDE and intended to help novices in diagnosing and repairing the errors. In contrast to other methodologies, BlueFix suggests a feedback approach dependent on systems.
joined from the human computer interaction and educational spaces, which can offer different novices with dynamic degrees of help dependent on their compiler behavior. An assessment was conducted recommending a 19% improvement and uncovering that students viewed the tool positively.

Karvelas et al. [18], investigated the programming behavior of novices in Java. During the study, Blackbox data is used and BlueJ versions 3 and 4 are analyzed. These two versions vary radically in terms of message presentation and behavior of compilation. The study identified that compilation method and presentation of error messages have a significant effect on the behavior of novice programmer.

On the whole the compiler error messages have been investigated in an endeavor to ease the issues and hardnes that programming understudies proceed to confront. Several studies have been attempted to analyze the impacts of error messages with different approaches and expanding observation. To date the results of several studies are inconclusive whereas many studies have reported positive results. It is vital to note that for the foremost part, these researchers have been utilizing diverse metrics.

### 3. Design & Method

The investigation of programming errors made by beginners is of significant intrigued to researchers of computing education. A comprehension of the errors that novices will in general experience, and how they manage them, is valuable in fitting pedagogical method and educational programming environments. The study aims to analyze the effect of the compiler message presentation on program debugging, programming score and correlation between debugging abilities and programming performance.

The experiment was conducted on the undergraduate graduate (n = 44) of computer science in 2018. This study centers around Java, one of a most famous programming language for instructing beginners to the program and one of the most well-known language utilized in industry. It ought to be noticed that the decision of Java as an introductory programming language is not without criticisms, and other languages like Python has gained popularity as an introductory programming language.

A total of 44 subjects participated in the study and divided control and treatment group (each with 22). Subjects voluntarily participated in the study. The course was delivered by the same instructor, content and teaching strategy. The subjects were new to Java programming yet comprehended fundamental programming concepts.

Virtually, the stratified sampling is used to group the participants of the study. The participants were carefully clustered in two subgroups in a way that both groups share the same characteristics. In order to ensure the equivalence of sample groups the age, previous background of programming and basic mathematical skills of participants are considered while grouping the subjects. These characteristics are considered because they a notable impact on programming performance and may affect the result of the study. The participants of both groups of study were equivalent in terms of age as identified by independent sample t-test which shows no significant difference in the age of participants of control group (M=23.05, SD=2.89) and treatment group (M=22.73, SD=2.41) conditions; t(42) = 0.397, p=0.694. Similarly, the independent sample t-test on the pretest score of programming and mathematical skills shows no significant difference in the participants of control group (M=34.45, SD=17.52) and treatment group (30.36, SD=10.65) conditions; t(42) = 0.936, p = 0.355).

The course comprised of 14 lectures and included a weekly session of computer laboratory in which subjects attempted a series of programming problems and illustrated to the instructor. The study used BlueJ 2.0 to introduce programming to control group, whereas BlueJ 4.0 is used for the treatment
group. The basic level of error messages in BlueJ 2.0 is the key reason for its selection for control treatment, whereas the descriptive error messages of BlueJ 4.0 is the pivotal motivation behind its selection for the treatment group.

There are multitude of programming environments for Java and some of them are BlueJ, Eclipse, NetBeans and IntelliJ IDEA. For presented study the BlueJ is selected because it is developed typically for beginners as identified by Becker et al. [19] and Yan [20]. Simplicity, visualization and interaction are the pedagogical features of BlueJ that makes it more superior over other environments. Unlike other environments, BlueJ support syntax highlighting and offers persistent pictorial feedback which allows beginners to visualize the execution path and the current state of the code in the program code [21]. Alkazemi and Grami [22], analyzed that BlueJ is more suitable for students than another environment.

During the study two initial sessions were devoted to the theory and introduced the fundamental concepts of programming to the participants. From third session the elementary programming with laboratory section was started and the data of students were properly logged for analysis. In every laboratory session a prewritten source code was provided to both groups of study and participants were asked to debug the provided programs by identifying and correcting the errors. The same practice was followed in every laboratory session and a debugging score of each participant is logged by enumerating the pre-existing errors corrected by novices while debugging programs. The detail of the debugging score of the control group is shown in Table I.

### TABLE I. Debugging score of the control group

| Students | Session |
|----------|---------|
|          |         |
| 1        | Theory  |
| 2        | Theory  |
| 3        | Theory  |
| 4        | Theory  |
| 5        | Theory  |
| 6        | Theory  |
| 7        | Theory  |
| 8        | Theory  |
| 9        | Theory  |
| 10       | Theory  |
| 11       | Theory  |
| 12       | Theory  |
| 13       | Theory  |
| 14       | Theory  |
| 15       | Theory  |
| 16       | Theory  |
| 17       | Theory  |

During the study two initial sessions were devoted to the theory and introduced the fundamental concepts of programming to the participants. From third session the elementary programming with laboratory section was started and the data of students were properly logged for analysis. In every laboratory session a prewritten source code was provided to both groups of study and participants were asked to debug the provided programs by identifying and correcting the errors. The same practice was followed in every laboratory session and a debugging score of each participant is logged by enumerating the pre-existing errors corrected by novices while debugging programs. The detail of the debugging score of the control group is shown in Table I.
A clear variation of debugging score is observed in the control group. A minimum score of a participant in the study is 186 whereas the maximum score is 527. The accumulated debugging score of participants in the control group is 7109. The debugging score of subjects in the treatment group is Table II.

**TABLE II. Debugging score of the treatment group**

| Students | Session |
|----------|---------|
|          | 1 2 3 4 5 6 7 8 9 10 11 12 13 14 |
| 1        | Theory Theory 10 8 21 15 12 18 41 48 60 15 47 61 |
| 2        | Theory Theory 21 29 31 30 33 41 35 57 65 62 53 70 |
| 3        | Theory Theory 11 16 20 10 16 19 20 37 34 60 19 55 |
| 4        | Theory Theory 4 6 15 20 5 12 17 19 12 22 30 24 |
| 5        | Theory Theory 4 19 19 25 32 28 21 12 28 33 42 63 |
| 6        | Theory Theory 16 21 10 12 6 16 19 32 19 18 32 23 |
| 7        | Theory Theory 9 18 25 26 18 37 23 43 59 50 37 45 |
| 8        | Theory Theory 8 11 17 19 16 36 30 43 31 52 27 59 |
| 9        | Theory Theory 16 11 15 27 5 32 27 32 42 17 41 62 |
| 10       | Theory Theory 10 6 12 11 12 21 28 20 30 40 29 33 |
| 11       | Theory Theory 11 15 17 21 29 21 23 48 35 44 31 27 |
| 12       | Theory Theory 15 9 30 21 14 11 24 52 57 29 22 15 |
| 13       | Theory Theory 5 6 14 16 17 20 19 33 41 34 18 29 |
| 14       | Theory Theory 8 18 17 14 22 20 35 33 60 59 27 28 |
| 15       | Theory Theory 4 14 6 14 15 13 37 16 61 56 50 34 |
| 16       | Theory Theory 15 19 23 28 31 11 16 33 24 25 32 45 |
| 17       | Theory Theory 6 14 26 23 32 24 31 38 27 15 40 50 |
| 18       | Theory Theory 4 8 7 19 20 14 21 25 18 28 26 33 |
| 19       | Theory Theory 13 21 30 10 8 22 26 22 17 23 53 |
| 20       | Theory Theory 19 19 19 28 27 23 32 47 30 36 30 60 |
| 21       | Theory Theory 4 13 23 26 27 34 25 44 61 42 28 25 |
| 22       | Theory Theory 15 18 24 28 37 42 45 53 60 62 51 66 |
Like control group, a variation in a debugging score of participants in the treatment group is clearly observed. The minimum score of participants in module is 298 and the maximum is 666. The accumulated debugging score of participants in the treatment group is 10012.

For comparative analysis the descriptive statistics of the debugging score of each group are calculated and results are shown in Table III.

The highest mean score is observed in a treatment group and similarly the highest debugging score in the study is also identified in a treatment group. For further analysis of debugging score the normality tests are conducted with SPSS. The Shapiro-Wilk test applied to the debugging score of control group confirms a normal distribution, W(22) = 0.92, p = 0.08. Similarly, a Shapiro-Wilk test on debugging score of treatment group identify a normal distribution, W(22) = 0.95, p = 0.36. The Kolmogorov-Smirnov test also identifies a normality in a debugging score of the control group (W(22) = 0.16, p = 0.15) as well in a treatment group (W(22) = 0.17, p = 0.11).

Table III. Descriptive statistics of debugging score

| Group    | Mean  | Median | Std. Dev. | Min | Max | Range | Skewness | Kurtosis | Total |
|----------|-------|--------|-----------|-----|-----|-------|----------|----------|-------|
| Control  | 323.14| 324.00 | 80.573    | 186 | 527 | 341   | 0.911    | 1.586    | 7109  |
| Treatment| 455.09| 447.50 | 92.838    | 298 | 666 | 368   | 0.589    | 0.380    | 10012 |

The distribution observed in the debugging score of both groups of study is graphically represented with detrended normal Q-Q plots shown in Fig. 1.
The symmetric trend shown in the detrended normal Q-Q plots shows the normality of a debugging score of both groups in the study. The difference between score of two groups in study is further elaborated with boxplots shown in Fig. 2.

During study the impact of error messages presentation on programming score is determined by conducting laboratory-based exam of contents covered during the module. During internal examination the participants of both groups are evaluated with same programming tasks and results are shown in Table IV.

Table IV. Detail of programming score

| Group    | Mean | Median | Min | Max |
|----------|------|--------|-----|-----|
| Control  | 49.50| 54.00  | 15  | 75  |
| Treatment| 58.27| 59.50  | 23  | 90  |

High mean score in programming is observed in a treatment group. For further analysis of programming score the normality tests are conducted. The Shapiro-Wilk test applied to programming score of control group confirms a normal distribution, W(22) = 0.95, p = 0.31. Similarly, a Shapiro-Wilk test on a programming score of treatment group identify a normal distribution, W(22) = 0.97, p = 0.74. The Kolmogorov-Smirnov test also identifies a normality in a programming score of the control group (W(22) = 0.13, p = 0.20) as well in a treatment group (W(22) = 0.15, p = 0.20).

The distribution observed in a programming score of both groups is graphically represented with detrended normal Q-Q plots shown in Fig. 3.
The symmetrical trend revealed in the detrended normal Q-Q plots show the normality of programming score of both groups in the study. The difference between score of two groups in study is further elaborated with boxplots shown in Fig. 4.
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**Fig 4. Boxplots of Programming Score**

The quartiles represented in boxplots demonstrates the high score of programming in the treatment group than the programming score of a control group. The independent sample t-test was conducted to compare programming score of treatment group and a control group. There was no significant difference in the scores of a control group (M=49.60, SD=16.94) and treatment group (M=58.27, SD=15.32) conditions; t (42) = 1.80, p = 0.079.

A bivariate Pearson correlation was run to determine the relationship between debugging score and performance score. There was a moderate and positive correlation between debugging and programming, which was statistically significant (r = .453, n = 44, p = .002).

### 4. Discussion

The study presented in this article aims to analyze the effect of error messages presentation on the debugging score and programming score. The study also analyzed the correlation between the debugging score and programming score. A total of 44 subjects clustered in two groups. The BlueJ 2.0 is offered to the control group whereas, BlueJ 4.0 is offered to the treatment group. From the third session of a module the participants of both groups were given the problems of eliminating error from the source code they didn't develop and accumulated debugging score of 7109 is observed in control group and 10012 for the treatment group. The percentage difference of 33.91% between the accumulated scores of two groups suggests that presentation of error messages positively effects the adeptness in debugging. The t-test conducted on the debugging score of groups in a study described that descriptive error messages are helpful in debugging the program and certainly increased the adeptness in debugging.

The programming skill of participants in both groups is evaluated at the end of module by conducting a laboratory-based exam. The mean score of 49.50 is found in the control group, whereas 58.27 in a treatment group. The percentage difference of 16.27% in programming score of two groups suggests that presentation of error messages affects the programming abilities. However, t-test identified no significant difference between the programming score of a control group and treatment group which statistically described that the descriptiveness of error messages does not inevitably increase the programming score of novice programmers.

The correlation between debugging score and programming score is examined during the study. Technically, bivariate Pearson correlation identified a positive association; however, the relationship between variables is so weak, which signifies that adeptness in debugging does not reflect the proficiency in programming.

### 5. Conclusion

There are numerous challenges confronted by novices learning to program, and some are generally experienced as those in translating compiler error messages. These error messages are amazingly imperative as the novices’ essential source of knowledge in their work, giving instantaneous feedback expecting to assist student find, analyze and rectify the errors. The presentation of errors has a
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