Degree based Classification of Harmful Speech using Twitter Data
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Abstract

Harmful speech has various forms and it has been plaguing the social media in different ways. If we need to crackdown different degrees of hate speech and abusive behavior amongst it, the classification needs to be based on complex ramifications which needs to be defined and hold accountable for, other than racist, sexist or against some particular group and community. This paper primarily describes how we created an ontological classification of harmful speech based on degree of hateful intent, and used it to annotate twitter data accordingly. The key contribution of this paper is the new dataset of tweets we created based on ontological classes and degrees of harmful speech found in the text. We also propose supervised classification system for recognizing these respective harmful speech classes in the texts hence.

1 Introduction

Hate, as a simple standalone word is easily understood by everyone. But as a concept, hate is vast, complex and has multiple themes and extensions. The issue of harmful speech has been widely debated and analyzed by scholars in multiple fields of knowledge. If you’ve been on social media lately, chances are good that you stumbled across something that might be classified as harmful speech online. Perhaps you would have read a tweet that used offensive language to describe its recipient, or maybe you saw a Facebook post that was designed to demean a particular group of people.

Modern artificial intelligence has proven useful in detecting patterns, whether that be in images for facial recognition or audio for speech regulation. But language is fluid, and as Mark Zuckerberg also recently noted in his testimony¹ before the US Congress that harmful speech can be heavily dependent on the context around the hateful words used and intent of the speaker. Some terms found in hate speech are slang, and hence not part of the common vernacular used to train AI. Other pressing issues remain determining different ways of expression of hate and the degree to which it affects people and communities, trying to make a fine line differentiating freedom of speech with hate speech, with making guidelines in defining hate speech [Sellars, 2016]. Harmful speech has many manifestations, in speeches, prose, literature, real like conversations; and thus it does define it’s own certain form in online discourse. It’s important for us to understand the amplifications and extensions of harmful speech online, plaguing the social media primarily [Robert Faris and Joo, 2016].

Twitter is also actively in an ongoing process to enforce new guidelines related to how it handles hateful conduct and abusive behavior, by users, taking place on its platform. In addition to threatening violence or physical harm, they also want to look for accounts affiliated with certain respective groups that promote violence against citizens to move further in their hateful intentions. Any content that glorifies violence or the perpetrators of a violent act will also be incorporated in violation of Twitter’s new guidelines to combat hate speech. All these new developments in tackling hate speech in online discourse with a spectrum showcasing various degrees and ways (sarcasm, troll, profanity, violent threats etc) manifests a need to studying “Harmful speech online” in detail. This motivated us to develop a classification based on an ontological view of harmful speech, taking inspiration from philosophical and social point of view of hate speech, the intent of speakers involved, affiliation of recipient to an ideology/group or individuality , and deduce them into classes marking some difference in degree of hateful intent.

2 Background and Related Work

Research on harmful speech has been happening for some time now, but the datasets which are publicly available only classify the text as offensive or not, with a small percentage identifying racist or sexist content. The manual way of filtering out harmful tweets is not scalable, hence it has motivated researchers to identify automated ways. The problem of defining a classification of a tweet and formulating context dependent bad language examples makes the task quite challenging, due to the inherent complexity of the natural language constructs – different forms of hatred, different kinds of targets, different ways of representing the same meaning.

Combining psychology of hatred with context based classification of hateful speech can prove to reduce the entropy of
subjectivity of detection of harmful speech. There are some publicly available datasets that are annotated with degree of hate speech, like 2 which includes toxic, severe toxic etc as labels. The Kaggle data has around 150k Tweets out of which 16k are toxic, which is around twice the hate speech present in the collected data. But it has classified the degree of hatred into only two distinct classes, severe toxic and toxic, without any granularity like we present in our spectrum classification. To the best of our knowledge, we are the first ones to work on conceptualizing, identifying and classifying ontological classes of harmful speech based on understanding degree of harmful content, intent of the speaker and how it affects people on social media.

[2] Waseem and Hovy, 2016 provided a Hate Speech dataset and the respective annotation procedure in which an initial manual search was conducted in Twitter in order to collect common slurs and terms pertaining to religious, sexual, gender, and ethnic minorities. The main researcher of the article, together with a gender studies student, manually annotated the dataset of 16,918 tweets in categories as racist, sexist and neither of the two. Another article [Chikashi Nobata and Chang, 2016] describes a dataset where messages are classified in the general class “abusive language”, and within the subclasses “hate speech”, “derogatory” and “profanity”. The authors sampled 2,000 comments posted on Yahoo! Finance and News, and noticed that Fleiss’s Kappa value dropped to 0.213 when using the fine-grained three classes (hate speech, derogatory and profanity) as compared to 0.401 for binary classification (only with the class “abusive language”).

The majority of the studies that we found for hate speech were conducted for English. However, some other languages were considered. [Björn Ross, 2017] is an example of a dataset collection and annotation in German, in the specific topic of hate speech against refugees. The results of this study pointed out that hate speech is a vague concept that requires definitions and guidelines in order for having reliable annotations. They also provided solutions for improving this classification task by annotating multiple labels for each tweet, which can be an advantage. Moreover, the authors also note that considering hate speech detection as a regression problem, instead of a binary classification task, can also improve the classifier’s performance.

The most recent paper in hate speech dataset annotation is [Davidson et al., 2017b]. This paper presents data collected using the CrowdFlower platform using hate speech lexicon compiled by Hatebase.org in English. They were instructed that the presence of a particular word, despite being offensive, did not necessarily indicate a tweet is hate speech. They have used the majority decision in CrowdFlower for each tweet to assign a label (Hateful, Offensive or Neither). The intercoder-agreement score provided by CrowdFlower was 92% and a total percentage of only 5% of tweets were coded as hate speech by the majority of coders. Consistent with previous work, this study pointed out that certain terms are particularly useful for distinguishing between hate speech and offensive language. Besides, the results also illustrate how hate speech can be used in different ways: it can be directly sent to a person or group of people targeted; it can be espoused to nobody in particular; and it can be used in conversation between people.

3 Categorization of Hate Speech

For classifying harmful speech with it’s ontological implications, we looked at the philosophical point of view to understand the emotion and verb : hate. Karin Sternberg’s theory of hate [Sternberg, 2003] observed hate as an emotion, a feeling; from an erudite perspective which inspired to form extended nominal categories of hatred. The harmful speech can be molded into a spectrum showing gradient of hate and harm, with some distinguishing characteristics to particular classes and their degrees. The classes have been defined on their decreasing degree of hateful intent from the speaker’s perspective, with three classes (Class I, Class II and Class III) showcasing various categories of different types and examples of harmful speech found in social media (like extremism, threatening someone or trolling), as shown in figure 1. As we have devised a spectrum, not a discrete classification, the classes do have an overlapping in their definitions and examples, but in a linear way.

Some of the guidelines used to distinguish the classes are given below. Annotators were asked to keep them in mind along with common sense to classify the respective tweets. Table 1 shows some examples of the three classes thus defined, classified by the annotators subsequently.

![Figure 1: Spectrum showing degree based classes of harmful speech](image-url)

| Class I | Class II | Class III |
|---------|----------|-----------|
| Propaganda | Intimidation | Sarcasm |
| Violence | Threat / Fear | Irony |
| Extremism (racist, sexist and other groups) | Accuse | Trolling |
| Enmity | Bullying | |

| Decreasing degree of hateful intent in the harmful speech |
Some examples

- Brought Home A Black, Nigger(s), White Trash, #IfIWere-
- Examples of keywords and hashtags handled are: #IfMyDaugh-

Groups who are often the target of abuse: African Americans

We scraped tweets with hashtags focused on three
tensions of common words that can be used in hateful con-
text. We had mined tweets with querying for
We constructed the corpus using the tweets posted online

3 Corpus Creation and Annotation

We constructed the corpus using the tweets posted online
from Twitter. We had mined tweets with querying for
profane slang words and harmful words that we compiled
from searching synonyms and various parts of speech ex-
tensions of common words that can be used in hateful con-
text. We scraped tweets with hashtags focused on three
groups who are often the target of abuse: African Americans
(black people), overweight people and women. Some exam-
examples of keywords and hashtags handled are: #IfMyDaugh-
terBroughtHomeABlack, Nigger(s), White Trash, #IfIWere-

4 Table 1: List of examples for categories of Harmful Speech

| Degree | Some examples |
|--------|---------------|
| Class I | 1. "I fucking hate feminists and they should all be raped and burned to death. #sluts"  
2. "All muslims are faggots & should be slaughtered like pigs."  
3. "Now that Trump is president, I’m going to shoot you and all the blacks I can find." |
| Class II | 1. "You’re just an attention whore with no self esteem."  
2. "You are so tan. Ugly dirty bitch. #LOL"  
3. "Shove your opinion up your arse and dance like a monkey." |
| Class III | 1. "I hope you all have a great weekend. Except you, Lisa Kudrow. #CantStandHer"  
2. "If you find Benedict Cumberbatch attractive, I’m guessing you’d also quite enjoy staring directly at poop.”  
3. "Going to Africa. Hope I don’t get AIDS. I am white. #JustKidding" |

| Class I | Incites violent actions beyond the speech itself.  
Is either public or directed at a particular group, mostly
with no redeeming purpose. We considered hatred and
violent behavior projected to a group to be of more de-
gree than individual accusation and violence. This is an
assumption made from the psychological point of view
and by seeing various examples that adhere to it.  
The context makes it evident that the speaker wants to
intend hurting sentiments of certain isms (extremism) for
a violent response to be possible in return. |
| Class II | Cyber banter (accusing, threatening and using aggres-
Sive/provocative language for disagreeing etc.) and ver-
bal dueling constitutes.  
The violent characteristic is less than the degree in which
Class I operates, which hurts sentiments but not to the
degree to invoke a violent response.  
Correlates between linguistic violence and non-
linguistic/demographic intimidating and trespassing
someone in an online space. Can be highly provoca-
tive when addressing an individual rather than some
ideology or community/group. |
| Class III | Mildly provocative in nature, mostly given to an individ-
ual entity, not necessarily targeting a group or commu-
nity.  
Uses more profane and filthy words not directed or hav-
ing context from the speaker to the recipient to form
a coherent remark. Context mainly revolves around
trolling, ironic and sarcastic tone.  
Indirect or covert linguistically hurt sentiments, least de-
gree of hateful intent shown in the categories. |

4.1 Annotation

For the annotation purpose, the annotators selected were well
versed with english language as well had a fair amount of ex-
pertise with witnessing harmful speech online that we deal
with on a day-to-day basis on social media.

Harmful Speech or Normal Speech: A lot of tweets in
the dataset collected had occurrence of words which can
be used in harmful perspective but didn’t evoke any hate-
ful context in the respective tweet at all. Hence, it was re-
quired to filter out such normal speech to get a rich dataset of
harmful speech only. The initial task in hand was to annotate
each tweet with one of the two tags (Harmful Speech or Nor-
mal Speech). Harmful speech was detected in 9064 tweets. Remain-
ing 5842 tweets in the dataset comprised of normal
speech, having no context of intent of harm at all, and were
of no use for our experiment.

The annotators were provided with a definition along
with a detailed guidelines of all the classes and respective
categories and examples. Annotators were asked to think
about the contextual implications of a tweet, more impor-
tantly from the speaker’s intent perspective, rather than
lexical based judgment of the text, as a syntactic extension of
harmful words can not necessarily indicate a tweet inciting
hate. It could very well be, plainly stating facts and truth

3https://www.hatebase.org/
with no intention of hurting sentiments of the recipients. For borderline cases and overlapping examples; sub categories inside the classes (propaganda, enmity, sarcasm etc) their definitions were used, along with measuring relative degree of hateful intent and context, to classify the tweet into a respective class (I, II and III). Annotation of the corpus was carried out as follows:

**Categories of Harmful Speech**: All the 9064 harmful tweets were then manually annotated according to the guidelines mentioned, for classes of harmful speech (Class I, Class II and Class III). The dataset then consisted of **2138** Class I, **3924** Class II and **3002** Class III harmful tweets, after successful annotation. The annotated dataset (consisting of tweet id’s and respective tag of harmful class) with the classification system will be made available online later. All the dataset statistics are shown in Table 2 itself.

### 4.2 Inter Annotator Agreement

In order to validate the quality of annotation, subsequent iterations of annotation was carried out by, in total, 2 human annotators. We calculated the inter-annotator agreement between the two iterations of annotation using Cohen’s Kappa coefficient [Cohen, 1960]. Kappa score was **0.689** which indicates that the quality of the annotation and presented schema is substantially effective, given how subjective it is to determine the new classification and tuning the degree of harmful content.

### 5 Pre-processing of the tweets

Given a tweet, we started by applying a light pre-processing procedure based on that reported in [Davidson et al., 2017a]. A Twitter-python API[^4] was used to pre process the tweets as described below:

1. **Removal of URLs and User Names**: All the URLs and links do not contribute towards any kind of sentiment in the text for the tweets. Also, the mentions which are directed to certain users hold no value, hence were also removed.

2. **Normalising Hashtags**: Furthermore, we also normalised hashtags into words, so ‘#killthemuslims’ became ‘kill the muslims’. This is because such hashtags are often used to compose sentences, and we require full words instead, for our method to not miss on the context derived from hashtags too. We used dictionary based look up to split such hashtags, which were made of coherent and correct usage of words.

[^4]: https://pypi.python.org/pypi/tweet-preprocessor/0.4.0

| Categories | No. of tweets |
|------------|---------------|
| Class I    | 2138          |
| Class II   | 3924          |
| Class III  | 3002          |
| All        | **9064**      |

Table 2: Twitter harmful speech dataset statistics

### Table 3: Accuracy of classification using respective classifiers

| Classifiers                | Accuracy |
|---------------------------|----------|
| Naive Bayes               | 73.42%   |
| Support Vector Machines   | 71.71%   |
| Random Forest             | 76.42%   |

Table 3: Accuracy of classification using respective classifiers

3. **Removal of Special Characters**: All the punctuation marks and special characters (: , ; & ! ? \) in a tweet are also removed.

### 6 Experiment and Results

In this section, we presented our machine learning models which are trained and tested on the respective dataset described in the previous sections. We performed experiments with three different classifiers namely Support Vector Machines with linear function kernel, Naive Bayes method and Random Forest Classifier. For training our system classifier, we have used Scikit-learn [Pedregosa et al., 2011]. In all the experiments, we carried out 10-fold cross validation. Table 3 describe the accuracy of each model used, in the case of Naive Bayes, Support vector machine and Random forest classifier respectively. The feature set used for SVM and Naive Bayes methods included tf-idf method, and for Random Forest classifier, we used bag of words. Random forest classifier performed the best out of the three and gave a highest accuracy of 76.42%, while the other two models also gave relevant accuracy with Naive Bayes with 73.42% and SVM with linear function kernel with 71.71%.

### 7 Conclusion and Future Work

Through this paper, we tried to get the ontological grasp of the hate expression and how it perpetuates it’s existence in social media. Harmful speech online is a very subjective domain and has different structures in the social media outreach, from website comments sections to chat sessions in online games. In this paper, we presented an annotated corpus of tweets categorized over various degrees of hate, consisting of tweet ids and the corresponding annotations, in which we tried to give a viable ontological classification model to distinguish harmful speech. We also presented the supervised system used for detection of the class of harmful speech (Class I, Class II and Class III) in the twitter dataset, based on our linear classification skeleton of harmful speech. The corpus consists of 9064 harmful speech tweets annotated with all three classes (degrees) of harmful speech. Best accuracy of 76.42% was achieved when bag of words approach was used in the feature vector using Random Forest as the classification system. As a part of future work, the supervised methods can be carried out on specific feature set like character n-grams, word n-grams, punctuation, negation words and hate lexicon which can give more insight in detailed account of accuracy for each method. The class-based labeling of tweets makes the task in hand very one dimensional, it can be further improved.

[^4]: https://pypi.python.org/pypi/tweet-preprocessor/0.4.0
speech in general, the classification problem for automated harmful speech detection and recognition of respective degrees will be considered as a regression model [Davidson et al., 2017b] as compared to a mere classification task to conceptualize linear degree of hateful intent of the text. Various deep learning methods can also be tried and tested on the respective classification to automate the process to some extent. Our future work includes enlarging and enriching our datasets from social media outlets other than Twitter (example: Reddit) and to work on computationally automatic methods for classifying different forms of harmful speech with subsequent degrees with different methods and this framework a viable scale to distinguish different harmful speech online.

References

[Björn Ross, 2017] Guillermo Carbonell Benjamin Cabrera Nils Kurowsky Michael Wojatzki Björn Ross, Michael Rist. Measuring the reliability of hate speech annotations: The case of the european refugee crisis. 2017.

[Chikashi Nobata and Chang, 2016] Achint Thomas Yashar Mehdad Chikashi Nobata, Joel Tetreault and Yi Chang. Abusive language detection in online user content. In Proceedings of the 25th International Conference on World Wide Web, pages 145–153. International World Wide Web Conferences Steering Committee, 2016.

[Cohen, 1960] Jacob Cohen. A coefficient of agreement for nominal scales. Educational and Psychological Measurement, 20(1):37–46, 1960.

[Davidson et al., 2017a] Thomas Davidson, Dana Warmsley, Michael Macy, and Ingmar Weber. Automated hate speech detection and the problem of offensive language, 2017.

[Davidson et al., 2017b] Thomas Davidson, Dana Warmsley, Michael W. Macy, and Ingmar Weber. Automated hate speech detection and the problem of offensive language. CoRR, abs/1703.04009, 2017.

[Pedregosa et al., 2011] Fabian Pedregosa, Gaël Varoquaux, Alexandre Gramfort, Vincent Michel, Bertrand Thirion, Olivier Grisel, Mathieu Blondel, Peter Prettenhofer, Ron Weiss, Vincent Dubourg, et al. Scikit-learn: Machine learning in python. Journal of machine learning research, 12(Oct):2825–2830, 2011.

[Robert Faris and Joo, 2016] Urs Gasser Robert Faris, Amar Ashar and Daisy Joo. Understanding harmful speech online. 2016.

[Sellars, 2016] Andrew Sellars. Defining hate speech. pages 16–48, 2016.

[Sternberg, 2003] R. J. Sternberg. A duplex theory of hate: Development and application to terrorism, massacres, and genocide. Review of General Psychology, 7(3):299–328, 2003.

[Waseem and Hovy, 2016] Zeerak Waseem and Dirk Hovy. Hateful symbols or hateful people? predictive features for hate speech detection on twitter. In Proceedings of NAACL-HLT, pages 88–93, 2016.