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ABSTRACT. We develop a framework for a duality theory for general multilinear operators which extends that for transversal multilinear operators which has been established in [4]. We apply it to the setting of joints and multijoints, and obtain a “factorisation” theorem which provides an analogue in the discrete setting of results of Bourgain and Guth ([7] and [2]) from the Euclidean setting.

1. Introduction

In this note we consider multilinear duality in the context of non-transversality, motivated by the study of joints and multijoints. In what might be called the transversal case, such a theory has been developed in [4] (see also [5] and [6]), and the basic set-up there was as follows.

We have a $\sigma$-finite measure space $(X, d\mu)$, a collection of $d$ normed lattices $Y_1, \ldots, Y_d$, and for each $j$ a positive linear operator $T_j : Y_j \to M(X)$ where $M(X)$ denotes the space of measurable functions on $X$. Let $\alpha_1, \ldots, \alpha_d$ be positive exponents satisfying $\sum_{j=1}^d \alpha_j = 1$. We suppose that we have the “multilinear” norm bound on the weighted geometric mean $(T_1 f_1)^{\alpha_1} \cdots (T_d f_d)^{\alpha_d}$ given by

$$ \|(T_1 f_1)^{\alpha_1} \cdots (T_d f_d)^{\alpha_d}\|_{L^q(X)} \leq A \|f_1\|_{Y_1}^{\alpha_1} \cdots \|f_d\|_{Y_d}^{\alpha_d} \tag{1} $$

where $1 \leq q < \infty$. We also assume that the $T_j$ saturate $X$, meaning roughly that no subset of $X$ of positive measure remains unreached by all $f_j \in Y_j$ after the application of $T_j$ (for the formal definition see [4]). The conclusion is that for every nonnegative $M \in L^q(X)$ there are locally integrable functions $g_j$ on $X$ such that

$$ M(x) \leq g_1(x)^{\alpha_1} \cdots g_d(x)^{\alpha_d} \text{ a.e.} \tag{2} $$

and for all $j$, for all $f_j \in Y_j$, we have

$$ \int_X T_j f_j(x) g_j(x) d\mu(x) \leq A \|M\|_{q'} \|f_j\|_{Y_j} \tag{3} $$

For reasons set out in [4] this is termed a multilinear duality theorem. In particular, under the hypotheses described by (2) and (3), (1) follows by a simple application of Hölder’s inequality. The scope of this theorem includes many inequalities arising in multilinear harmonic analysis, especially those which have a transversal geometric set-up. For this reason we refer to this theory as the transversal multilinear duality theory; in the present context this means precisely that we are dealing with a pointwise product of powers of several positive linear operators $T_j : Y_j \to M(X)$.

There are, however, many other examples of multilinear geometrical inequalities in harmonic analysis which do not exhibit this transversality property, among them...
the general endpoint multilinear Kakeya theorem of Bourgain and Guth, [2], and the multijoints estimates of Zhang [9]. These are better modelled in the abstract setting by a single positive multilinear operator $T$ defined on the product $Y_1 \times \cdots \times Y_d$. There is no longer any clear role for a collection of possibly different exponents $\alpha_j$, and it seems natural to assign the common value $1/d$ in place of them. In any case, the natural starting point of the non-transversal theory is that of a positive multilinear $T: Y_1 \times \cdots \times Y_d \to M(X)$ which saturates $X$ and to assume that we have, for some $q \geq 1$,

$$\|T(f_1, \ldots, f_d)^{1/d}\|_{L^q(X)} \leq A (\|f_1\|_{Y_1}\cdots\|f_d\|_{Y_d})^{1/d}$$

in analogy with (1). Can we make conclusions analogous to (2) and (3)? It is not perhaps immediately clear what the nature of such conclusions may be, but the following describes one potential set of conclusions which has proved useful in practice.

**Potential conclusion.** For every $M \in L^q'(X)$ of norm 1, there exist positive linear operators $R_j: Y_j \to L^1(X)$ such that for every nonnegative $f_j \in Y_j$

$$M(x)^d T(f_1, \ldots, f_d)(x) \leq R_1 f_1(x) \cdots R_d f_d(x) \text{ a.e.,}$$

and

$$\|R_j\|_{Y_j \to L^1(X)} \leq A.$$

By an even more transparent application of Hölder’s inequality, the hypotheses described by (5) and (6) readily yield (4). Moreover, in the setting where $T(f_1, \ldots, f_d)(x)$ happens to be of the form $T_1 f_1(x) \cdots T_d f_d(x)$, the potential conclusion coincides with the conclusion described by (2) and (3), where for each fixed $M$ with $\|M\|_{q'} = 1$, $R_j$ and $g_j$ are related by

$$R_j f(x) = g_j(x) T_j f(x).$$

It therefore seems reasonable to hope that under the hypothesis (4), we may expect to deduce the conclusion described by (5) and (6).

Unfortunately this is not the case, as was demonstrated in [4, Proposition 8.1], using a concrete example.

1.1. **The main result.** In this note we demonstrate that in principle one may indeed recover the potential conclusion posited above, under an auxiliary structural hypothesis, at the expense of a larger constant. We then go on to verify the auxiliary hypothesis in a case of current interest in harmonic analysis and discrete geometry, the joints and multijoints estimates of Zhang [9].

We now state the auxiliary structural hypothesis we impose.

**Structural hypothesis.** For every nonnegative $(f_j)$ in some dense subspace of $Y_1 \times \cdots \times Y_d$, there are positive linear operators $S_j: Y_j \to M(X)$ such that for all nonnegative $h_j \in Y_j$, we have

$$T(h_1, \ldots, h_d)(x) \leq S_1 h_1(x) \cdots S_d h_d(x) \text{ a.e.,}$$

and

$$S_1 f_1(x) \cdots S_d f_d(x) \leq B^d T(f_1, \ldots, f_d)(x) \text{ a.e.}$$

We thank Timo Hämminnen for pointing out that it is really only an integrated version of this condition that we use.
Note that this auxiliary hypothesis is automatically verified in the transversal case with $B = 1$ and $S_j$ independent of $(f_j)$. In general, the operators $S_j$ in this structural hypothesis are permitted to depend on the particular inputs $f_j$.

**Theorem 1.** Suppose that $(X, d\mu)$ is a $\sigma$-finite measure space and $\mathcal{Y}_j$ are normed lattices. Let $T : \mathcal{Y}_1 \times \cdots \times \mathcal{Y}_d \to M(X)$ be a positive multilinear operator which saturates $X$. Assume that we have, for some $q \geq 1$,

$$\|T(f_1, \ldots, f_d)^{1/d}\|_{L^q(X)} \leq A(\|f_1\|_{\mathcal{Y}_1} \cdots \|f_d\|_{\mathcal{Y}_d})^{1/d}.$$  

Assume moreover that $T$ satisfies the auxiliary structural hypothesis given by (7) and (8). Then for every nonnegative $M \in L^q(X)$ with $\|M\|_{q'} = 1$ there exist positive linear operators $R_j : \mathcal{Y}_j \to L^1(X)$ such that for every nonnegative $f_j \in \mathcal{Y}_j$

$$M(x)^d T(f_1, \ldots, f_d)(x) \leq R_1 f_1(x) \cdots R_d f_d(x) \text{ a.e.},$$

and

$$\|R_j\|_{\mathcal{Y}_j \to L^1(X)} \leq AB.$$

In contrast with the transversal theory, Theorem 1 has content even in the case that the measure space $X$ is a singleton (meaning essentially that we are dealing with multilinear forms rather than multilinear operators).

1.2. The symmetric case. If our operator $T$ is symmetric in its arguments (and in particular this requires $\mathcal{Y}_j = \mathcal{Y}$ for all $j$), we can choose the operators $R_j : \mathcal{Y} \to L^1(X)$ in the conclusion of Theorem 1 to all coincide: if $\rho_j(x, y)$ is the kernel of $R_j$ then we can take the kernel of $R$ to be $\prod_{j=1}^d \rho_j(x, y)^{1/d}$. Moreover, for similar reasons, the auxiliary structural hypothesis in the case that $T$ is symmetric is stronger than the following symmetric version:

**Structural hypothesis (symmetric version).** For every nonnegative $f$ in some dense subspace of $\mathcal{Y}$, there is a positive linear operator $S : \mathcal{Y} \to M(X)$ such that for all nonnegative $h_j \in \mathcal{Y}$,

$$T(h_1, \ldots, h_d)(x) \leq Sh_1(x) \cdots Sh_d(x) \text{ a.e.},$$

and

$$Sf(x)^d \leq B^d T(f, \ldots, f)(x) \text{ a.e.}$$

Under this weaker structural hypothesis, and under only the diagonal version of the main hypothesis (4), we can still obtain the conclusion of Theorem 1 with all the $R_j$ coincident:

**Theorem 2.** Suppose that $(X, d\mu)$ is a $\sigma$-finite measure space and $\mathcal{Y}$ is a normed lattice. Let $T : \mathcal{Y}^d \to M(X)$ be a symmetric positive multilinear operator which saturates $X$. Assume that we have, for some $q \geq 1$,

$$\|T(f, \ldots, f)^{1/d}\|_{L^q(X)} \leq A\|f\|_{\mathcal{Y}}.$$

Assume moreover that $T$ satisfies the auxiliary structural hypothesis given by (9) and (10). Then for every nonnegative $M \in L^q(X)$ with $\|M\|_{q'} = 1$ there exists a positive linear operator $R : \mathcal{Y} \to L^1(X)$ such that for all nonnegative $f_j \in \mathcal{Y}$

$$M(x)^d T(f_1, \ldots, f_d)(x) \leq R f_1(x) \cdots R f_d(x) \text{ a.e.},$$

\(^2\text{i.e. for each subset } E \subseteq X \text{ of positive measure, there exists a subset } E' \subseteq E \text{ of positive measure and a nonnegative } (h_1, \ldots, h_d) \in \mathcal{Y}_1 \times \cdots \times \mathcal{Y}_d \text{ such that } T(h_1, \ldots, h_d) > 0 \text{ a.e. on } E'. \)
and
\[ \|R\|_{Y \to L^1(X)} \leq AB. \]
It is not clear whether Theorem 1 also implies Theorem 2, even if we are willing to lose constants depending on the degree of multilinearity \( d \). While the diagonal condition
\[ \|T(f, \ldots, f)^{1/d}\|_{L^\infty(X)} \leq A\|f\|_Y \]
readily implies the off-diagonal condition\(^3\)
\[ \|T(f_1, \ldots, f_d)^{1/d}\|_{L^\infty(X)} \leq dA (\|f_1\|_Y \ldots \|f_d\|_Y)^{1/d}, \]
it is less clear that the diagonal auxiliary conditions (9) and (10) imply their off-diagonal counterparts (7) and (8).

It is also not clear to what extent the structural conditions might be necessary in order for the conclusions of Theorems 1 and 2 to hold.

We prove Theorems 1 and 2 in Section 2 below in the special case of finite discrete measure spaces \( X, Y \) and \( Y_j \) (over which the lattices \( Y \) and \( Y_j \) are defined). The details of the arguments for the general cases will appear elsewhere.

1.3. Joints and multijoints. Joints and multijoints problems can be regarded as discrete analogues of the Kakeya and multilinear Kakeya problems on Euclidean spaces. Let \( \mathbb{F} \) be a field and let \( \mathcal{L} \) be a family of lines in \( \mathbb{F}^d \). A joint of \( \mathcal{L} \) is a meeting point in \( \mathbb{F}^d \) of \( d \) lines in \( \mathcal{L} \) which have linearly independent directions. If we have \( d \) families of lines \( \mathcal{L}_1, \ldots, \mathcal{L}_d \) in \( \mathbb{F}^d \), a multijoint is a joint for \( \mathcal{L}_1 \cup \cdots \cup \mathcal{L}_d \) with the additional restriction that exactly one line forming the joint comes from each family \( \mathcal{L}_j \). We denote by \( J \) the set of joints or multijoints formed by a family or families of lines, according to context.

For the joints problem we define
\[ N(x) := \#\{(l_1, \ldots, l_d) \in \mathcal{L} : l_1, \ldots, l_d \text{ form a joint at } x\} \]
and for the multijoints problem
\[ N(x) := \#\{(l_1, \ldots, l_d) \in \mathcal{L}_1 \times \cdots \times \mathcal{L}_d : l_1, \ldots, l_d \text{ form a joint at } x\}. \]

\(^3\)Inded, assume that for all \( f \) we have
\[ \|T(f, \ldots, f)^{1/d}\|_{L^\infty(X)} \leq A\|f\|_Y. \]
Given \( (f_j) \), let \( \lambda_j > 0 \) be such that \( \prod_j \lambda_j = 1 \) and consider \( f := \sum_j \lambda_j f_j \). Then
\[ \|T(f_1, \ldots, f_d)^{1/d}\|_{L^\infty(X)} = \|T(\lambda_1 f_1, \ldots, \lambda_d f_d)^{1/d}\|_{L^\infty(X)} \leq \|T(f_1, \ldots, f_d)^{1/d}\|_{L^\infty(X)} \]
\[ \leq A\|f\|_Y \leq A \sum_j \lambda_j \|f_j\|_Y. \]

Therefore, by the arithmetic-geometric mean inequality,
\[ \|T(f_1, \ldots, f_d)^{1/d}\|_{L^\infty(X)} \leq A \inf_{\prod_j \lambda_j = 1} \sum_j \lambda_j \|f_j\|_Y = dA (\|f_1\|_Y \ldots \|f_d\|_Y)^{1/d}. \]

At least when \( d = 2 \) this numerology is sharp. Consider the discrete setting in which \( X \) is a singleton and the bilinear form \( T \) is given by a matrix. If \( T \) has constant 1 in the off-diagonal case, then some entry \((i, j)\) of the matrix \( A \) corresponding to \( T \) is 1. Let \( \hat{T} \) be the bilinear form with matrix with entries 1 in the \((i, j)\) and \((j, i)\) positions, and zero entries elsewhere. Then the diagonal constant for \( T \) will be at least as large as it is for \( \hat{T} \), and a direct calculation shows that for \( \hat{T} \) it is exactly \( 1/2 \) when \( i \neq j \) and 1 when \( i = j \).
We allow repetitions in the families \( \mathcal{L} \) and \( \mathcal{L}_j \), and our definition of \( N(x) \), as well as the cardinalities \( |\mathcal{L}| \) and \( |\mathcal{L}_j| \), are understood to count such repetitions.

R. Zhang [9] has established the following sharp estimates:

**Theorem 3.** For the joints problem we have

\[
\sum_{x \in J} N(x)^{1/(d-1)} \lesssim |\mathcal{L}|^{d/(d-1)}
\]

and for the multijoints problem we have

\[
\sum_{x \in J} N(x)^{1/(d-1)} \lesssim (|\mathcal{L}_1| \cdots |\mathcal{L}_d|)^{1/(d-1)}
\]

where the implicit constants depend only on \( d \).

We can take advantage of the possibility of repetitions, together with the scaling enjoyed by the estimates in this result, and also the density of the rationals in the real numbers, to see that the joints and multijoints problems fit into the framework we have set out above. Let \( Y_j = l^1(\mathcal{L}_j) \) with counting measure (and we now assume the lines in \( \mathcal{L}_j \) are distinct), and let \( X \) be the set of multijoints of \( \mathcal{L}_1, \ldots, \mathcal{L}_d \), again with counting measure. For \( f_j \in l^1(\mathcal{L}_j) \) let

\[
T(f_1, \ldots, f_d)(x) = \sum_{l_j \in \mathcal{L}_j} \delta(x, l_1, \ldots, l_d) f_1(l_1) \cdots f_d(l_d)
\]

where the multijoints kernel \( \delta \) is given by

\[
\delta(x, l_1, \ldots, l_d) = 1 \quad \text{if} \quad x \in l_1, \ldots, l_d \quad \text{and the directions of} \quad l_1, \ldots, l_d \quad \text{are linearly independent, and by} \quad \delta(x, l_1, \ldots, l_d) = 0 \quad \text{otherwise.}
\]

The second estimate of Theorem 3 then gives

\[
\|T(f_1, \ldots, f_d)^{1/d}\|_{d/(d-1)} \lesssim (\|f_1\|_1 \cdots \|f_d\|_1)^{1/d}.
\]

Similarly, if we take all the families \( \mathcal{L}_j \) to be a common family \( \mathcal{L} \), the first estimate of Theorem 3 then gives the symmetric-form inequality

\[
\|T(f, \ldots, f)^{1/d}\|_{d/(d-1)} \lesssim \|f\|_1.
\]

(Note that in order for \( \|f\|_1 \) to be finite, \( f \) must be countably supported, and so the inequalities just displayed follow from those for finitely supported \( f \) by monotone convergence.)

Indeed, in this discussion, there is nothing to prevent us from taking \( \mathcal{L} \) and \( \mathcal{L}_j \) to be the families of all lines in \( \mathbb{F}^d \). Corresponding to the case of joints, we obtain:

**Theorem 4.** Let \( \mathbb{F} \) be an arbitrary field and let \( \mathcal{L}^* \) be the family of all lines in \( \mathbb{F}^d \). For every finitely supported \( M : \mathbb{F}^d \to \mathbb{R}_+ \) there is a nonnegative function \( g(x, l) \) defined on \( \mathbb{F}^d \times \mathcal{L}^* \) such that for all \( x \in \mathbb{F}^d \) and \( l \in \mathcal{L}^* \) we have

\[
M(x)^d \delta(x, l_1, \ldots, l_d) \leq g(x, l_1) \cdots g(x, l_d)
\]

and for all \( l \in \mathcal{L}^* \),

\[
\sum_{x \in l} g(x, l) \lesssim \left( \sum_{x \in \mathbb{F}^d} M(x)^d \right)^{1/d}
\]

where the implicit constant depends only on \( d \).
The function $g$ here is the kernel of the operator $R$ of Theorem 2. We shall deduce this from the discrete and finite version of Theorem 2 in Section 4, having verified the auxiliary hypothesis via Theorem 5 in Section 3. Theorem 5 may perhaps be of independent interest.

As a direct consequence of this result we have:

**Corollary 1.** Let $\mathcal{L}_1, \ldots, \mathcal{L}_d$ be finite families of lines in $\mathbb{F}^d$ and let $J$ be the set of their multijoints. Then for every $M : J \to \mathbb{R}_+$ there are nonnegative functions $g_j(x, l_j)$ such that for all $x \in J$ and $l_j \in \mathcal{L}_j$ we have

$$M(x)^d \delta(x, l_1, \ldots, l_d) \leq g_1(x, l_1) \ldots g_d(x, l_d)$$

and for all $j$, for all $l_j \in \mathcal{L}_j$,

$$\sum_{x \in l_j} g_j(x, l_j) \lesssim \left( \sum_{x \in J} M(x)^d \right)^{1/d}$$

where the implicit constant depends only on $d$.

Note the similarity between these results and some of the estimates around the concept of visibility which were developed and used in Euclidean space by Guth [7] and Bourgain and Guth [2] in their analysis of the endpoint multilinear Kakeya inequality.

We also note that Theorem 4 has also been obtained in a more general form (using more direct and entirely different methods) by the second author, see [8]. See also Theorem 6 in Section 5 below where we indicate how the finite support hypothesis on $M$ may be dispensed with.
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2. **Proofs of Theorems 1 and 2 in the finite discrete setting**

We first observe that it suffices to prove the desired conclusions for $q = 1$, since the general case for $q > 1$ and $M \in L^{q'}$ follows from the case $q = 1$ applied with the measure $M(x) d\mu(x)$ in place of $d\mu(x)$. Moreover, when $q = 1$ it suffices to take $M \equiv 1$.

We begin with Theorem 2 since the argument is a little simpler.

We will write the argument additively on finite discrete measure spaces, and in particular $\mathcal{Y}$ is a normed lattice over a finite set $Y$. The $x$-sums in what follows are all with respect to the weight $\mu$ on $X$ whose explicit appearance we suppress. Denote the kernel of $T$ by $K(x, y_1, \ldots, y_d)$. The operator $R$ of the conclusion is determined by its kernel which we denote by $g(x, y)$. Let

$$C = \{ g(x, y) \geq 0 : K(x, y_1, \ldots, y_d) \leq g(x, y_1) \ldots g(x, y_d) \}$$
be the set of those \( g \) satisfying our set of constraints (corresponding to the first conclusion of Theorem 2). Note that \( C \) is nonempty and indeed there exist \( g \in C \) satisfying all of its defining inequalities with strict inequality. Moreover \( C \) is convex by the arithmetic-geometric mean inequality. Let \( \mathcal{F} = \{ f : Y \to \mathbb{R}_+ : \|f\|_Y \leq 1 \} \), and note that \( \mathcal{F} \) is also convex. Corresponding to the second conclusion of Theorem 2, we seek a \( g \in C \) such that

\[
\sup_{f \in \mathcal{F}} \sum_{x,y} g(x,y) f(y) \leq AB;
\]
that is, we need to show that

\[
\min_{g \in C} \sup_{f \in \mathcal{F}} \sum_{y} \sum_{x} f(y) g(x,y) \leq AB.
\]

Note that the mappings \( f \mapsto \sum_{y} \sum_{x} f(y) g(x,y) \) and \( g \mapsto \sum_{y} \sum_{x} f(y) g(x,y) \)
for \( g \in C \) fixed and \( f \in \mathcal{F} \) fixed respectively are linear, hence concave and convex. We may apply a minimax theorem\(^4\) to obtain

\[
\min_{g \in C} \sup_{f \in \mathcal{F}} \sum_{y} \sum_{x} f(y) g(x,y) = \sup_{f \in \mathcal{F}} \inf_{g \in C} \sum_{y} \sum_{x} f(y) g(x,y).
\]

Fix \( f \in \mathcal{F} \). We now wish to show that

\[
\inf_{g \in C} \sum_{x} \sum_{y} f(y) g(x,y) \leq AB.
\]

The constraints given by \( C \) on different \( x \in X \) are independent of each other, and so, with

\[
C_x = \{ S(x, \cdot) : K(x, y_1, \ldots, y_d) \leq S(x, y_1) \ldots S(x, y_d) \},
\]
we have

\[
\inf_{g \in C} \sum_{x} \sum_{y} f(y) g(x,y) = \sum_{x} \inf_{S \in C_x} \sum_{y} f(y) S(x,y).
\]

By the auxiliary structural hypothesis, for each fixed \( x \) and \( f \in \mathcal{F} \), we have

\[
\min_{S \in C_x} \left( \sum_{y} f(y) S(x,y) \right)^d \leq B^d \sum_{y_1, \ldots, y_d} K(x, y_1, \ldots, y_d) f(y_1) \ldots f(y_d),
\]
and thus

\[
\sum_{x} \inf_{S \in C_x} \sum_{y} f(y) S(x,y) \leq B \sum_{x} \left( \sum_{y_1, \ldots, y_d} K(x, y_1, \ldots, y_d) f(y_1) \ldots f(y_d) \right)^{1/d} \leq AB
\]

\(^4\)In the present context, we observe that Slater’s condition is satisfied, so we may apply the results
in [3, p.226]. Alternatively, we could use the more sophisticated lopsided minimax theorem found in [1] (and which was deployed in [4]), and which we shall need anyway in the general case. The topological hypotheses of that theorem reduce here to the continuity (for each fixed \( f \) of the map \( g \mapsto \sum_{x,y} f(y) g(x,y) \) and the existence of an \( f \in \mathcal{F} \) (a suitable constant \( f \) will work) such that the sets \( \{ g \in C : \sum_{x,y} f(y) g(x,y) \leq \lambda \} \) are compact for all sufficiently large \( \lambda \); with the usual topology on the underlying finite-dimensional Euclidean space these conditions are easily verified.
also by hypothesis. This concludes the argument for Theorem 2.

Now we turn to Theorem 1. We recall that we are in the case $q = 1$, and we continue in the finite and discrete setting. We use the shorthand notation $y = (y_1, \ldots, y_d)$ where $y_j \in Y_j$ and $Y_j$ is a normed lattice over the finite set $Y_j$. We are now looking for functions $g_1(x, y_1), \ldots, g_d(x, y_d)$ satisfying the constraints defined by

$$C = \{(g_1, \ldots, g_d) \geq 0 : K(x, y) \leq g_1(x, y_1) \cdots g_d(x, y_d)\}$$

and such that

$$\sup_j \sup_{\|f_j\|_{Y_j} \leq 1} \sum_x \sum_{y_j \in Y_j} g_j(x, y_j)f_j(y_j) \leq AB.$$

Note that the set $C$ is nonempty and convex (and once again there exist members of $C$ satisfying the defining constraints with strict inequality). The left-hand side of the last expression can also be written as

$$\sup_{\sum_j b_j = 1} \sum_j b_j \sup_{\|f_j\|_{Y_j} \leq 1} \sum_x \sum_{y_j} g_j(x, y_j)f_j(y_j)$$

or, equivalently, with $f_j$ replacing $b_jf_j$,

$$\sup_{\sum_j f_j \leq 1} \sum_j \sum_x \sum_{y_j} g_j(x, y_j)f_j(y_j).$$

Let

$$F = \{(f_1, \ldots, f_d) \in (Y_1 \times \cdots \times Y_d)_+ : \sum_j \|f_j\|_{Y_j} \leq 1\},$$

and note that $F$ is also convex. What we are trying to show, then, is that

$$\min_{(g_1, \ldots, g_d) \in C} \sup_{(f_1, \ldots, f_d) \in F} \sum_j \sum_x g_j(x, y_j)f_j(y_j) \leq AB.$$

Once again we can use a minimax theorem to interchange the inf and the sup, and therefore we wish to show

$$\sup_{(f_1, \ldots, f_d) \in F} \inf_{(g_1, \ldots, g_d) \in C} \sum_j \sum_x g_j(x, y_j)f_j(y_j) \leq AB.$$

So fix $(f_j) \in F$ and look at

$$\inf_{(g_1, \ldots, g_d) \in C} \sum_x \sum_j g_j(x, y_j)f_j(y_j) = \sum_x \left( \inf_{(g_1, \ldots, g_d) \in C} \sum_j \sum_{y_j} g_j(x, y_j)f_j(y_j) \right)$$

which is valid since the constraints imposed by $C$ for different $x$ are independent of each other.

Temporarily fix $x$. So, with $K_x(y) = K(x, y)$, $S_j : Y_j \to \mathbb{R}_+$ let

$$C_x = \{(S_1, \ldots, S_d) : K_x(y) \leq S_1(y_1) \cdots S_d(y_d)\}.$$

We are now looking at

$$\inf_{(S_1, \ldots, S_d) \in C_x} \sum_j \sum_{y_j} S_j(y_j)f_j(y_j) = \inf_{(S_1, \ldots, S_d) \in C_x} \inf_{t_1, \ldots, t_d = 1} \frac{1}{d} \sum_j t_j \sum_{y_j} S_j(y_j)f_j(y_j)$$

$$= \inf_{(S_1, \ldots, S_d) \in C_x} \prod_{j=1}^d \left( d \sum_{y_j} S_j(y_j)f_j(y_j) \right)^{1/d}$$
\[ d \inf_{(S_1, \ldots, S_d) \in C_x} \left( \sum_{y_1, \ldots, y_d} S_1(y_1) \ldots S_d(y_d) f_1(y_1) \ldots f_d(y_d) \right)^{1/d} \leq Bd \left( \sum_y K(x,y) f_1(y) \ldots f_d(y_d) \right)^{1/d} \]

where the first equality holds because $C_x$ is invariant under replacing $S_j$ by $t_j S_j$ with $\prod_j t_j = 1$, the second equality holds by the arithmetic-geometric mean inequality and knowledge of its extremisers, and the final inequality holds because of the auxiliary hypothesis.

Therefore we have, using the main hypothesis,

\[ \inf_{(g_1, \ldots, g_d) \in C} \sum_j \sum_{x, y_j} g_j(x, y_j) f_j(y_j) \leq Bd \left( \sum_y K(x,y) f_1(y_1) \ldots f_d(y_d) \right)^{1/d} \]

\[ = Bd \left\| T(f_1, \ldots, f_d) \right\|_1 \leq ABd \prod_j \left\| f_j \right\|_{Y_j}^{1/d} \leq AB \sum_j \left\| f_j \right\|_{Y_j} \leq AB \]

as required, once again using the arithmetic-geometric mean inequality. This concludes the argument for Theorem 1.

**Remark.** In the general case, the definition of the set $F$ appearing in the proof will be amended to refer to the dense subspace of $Y$ or $Y_1 \times \cdots \times Y_d$ which features in the auxiliary hypothesis. In the case of the application to joints, $F$ will consist of finitely-supported functions defined on the class of all lines in $\mathbb{F}^d$. It is in the application of a suitable minimax theorem that we shall be required to provide substantial additional arguments relating to compactness in order to establish the full versions of Theorems 1 and 2.

3. **Verification of the auxiliary hypothesis for the multijoints kernel**

In this section we verify that the auxiliary structural hypotheses discussed above are indeed verified in the setting of the multijoints kernel $\delta$. Since $\delta$ is symmetric, it suffices to establish the symmetric version of the auxiliary hypothesis.

Let $\mathcal{L}^*$ be the set of all lines in $\mathbb{F}^d$ and consider nonnegative $f$ belonging to the dense linear subspace of $l^1(\mathcal{L}^*)$ consisting of finitely supported functions. Focusing on the kernel of the desired operator $S$, we seek nonnegative $S(x,l)$ (defined on $\mathbb{F}^d \times \mathcal{L}^*$ and dependent on $f$) such that

\[ S(x,l_1) \ldots S(x,l_d) \geq 1 \text{ when } \delta(x,l_1,\ldots,l_d) = 1 \]

and

\[ \sum_{l \in \mathcal{L}^*} S(x,l)f(l) \lesssim \left( \sum_{l_1,\ldots,l_d \in \mathcal{L}^*} \delta(x,l_1,\ldots,l_d)f(l_1) \ldots f(l_d) \right)^{1/d}. \]

This a pointwise task in $x$, and therefore it suffices to carry it out when $x = 0$.

Let $\mathcal{L}_0$ denote the set of all lines in $\mathbb{F}^d$ passing through 0, and let $\delta(l_1,\ldots,l_d) = \delta(0,l_1,\ldots,l_d)$. The following result thus verifies the auxiliary hypothesis for the case of joints, and is perhaps of independent interest.
Theorem 5. For each finitely supported nonnegative $f$ defined on $\mathcal{L}_0$, there is a function $S : \mathcal{L}_0 \to \mathbb{R}_+$ such that

$$S(l_1) \ldots S(l_d) \geq 1 \text{ when } \delta(l_1, \ldots, l_d) = 1$$

and

$$\sum_{l \in \mathcal{L}_0} S(l)f(l) \lesssim \left( \sum_{l_1, \ldots, l_d \in \mathcal{L}_0} \delta(l_1, \ldots, l_d) f(l_1) \ldots f(l_d) \right)^{1/d}$$

where the implicit constant depends only on $d$.

3.1. Preliminary remarks to the proof. Note that, for $f$ fixed, we only need to define $S$ on those $l \in \mathcal{L}_0$ which are in the support of $f$. Fix $f$ nonnegative finitely supported on $\mathcal{L}_0$. We want to show that there is a set of weights $(S(l))_{l \in \text{supp} f}$ satisfying

$$S(l_1) \ldots S(l_d) \geq 1 \text{ whenever } \delta(l_1, \ldots, l_d) = 1$$

(admissibility), and such that

$$\left( \sum_{l \in \text{supp} f} S(l)f(l) \right)^d \lesssim \sum_{l_1, \ldots, l_d} \delta(l_1, \ldots, l_d) f(l_1) \ldots f(l_d)$$

(main estimate).

The naive approach is to try the ansatz $S \equiv 1$ and see what happens in the main estimate. Immediately we see there is an obstruction to it holding: if $f$ happens to be supported on a collection of lines which all lie in some fixed hyperplane, the right-hand side will be zero while the left-hand side need not be. Therefore our construction of $S$ will need to take account of this obstruction. When the obstruction is in place, however, we can simply set $S \equiv 0$ since the admissibility condition never comes into play.

More generally, we may expect similar issues to present themselves when the total mass of $f$ is concentrated on some hyperplane $\pi$ in the sense that

$$\sum_{l \subseteq \pi} f(l) \gtrsim \sum_{l \not\subseteq \pi} f(l).$$

Moreover, concentration of mass on a hyperplane may arise because of a priori concentration on a lower-dimensional subspace. It is therefore pertinent to consider in turn the possibility of concentration of mass of $f$ on lines, then on 2-planes, then on 3-planes, and so on up to and including hyperplanes. If there is no concentration occurring at any stage, we may hope to be able to take $S \equiv 1$; if concentration does occur at some stage, we may expect to take $S$ to be small on the lines contributing to the concentration and large on the remaining lines, in such a way that the admissibility condition holds. If concentration occurs at multiple stages, we will correspondingly take a graded approach to defining $S$.

3.2. Construction of an increasing sequence of subspaces and its immediate properties. Let $1 = \alpha_1 < \alpha_2 < \cdots < \alpha_{d-1}$ which we take to be given by $\alpha_k = 2^{k-1}$. We first look for the smallest $k_1$, with $1 \leq k_1 \leq d - 1$, for which there is an $\alpha_{k_1}$-heavy $k_1$-plane $\pi_1$, i.e. for which

$$\sum_{l \subseteq \pi_1} f(l) > \alpha_{k_1} \sum_{l \not\subseteq \pi_1} f(l).$$
Proof. Notice that for each \( k_2 \) with \( k_1 < k_2 \leq d - 1 \), for which there is an \( \alpha_{k_2}\)-heavy \( k_2\)-plane \( \pi_2 \) which contains \( \pi_1 \), i.e. for which
\[
\sum_{l \subseteq \pi_2, l \not\subseteq \pi_1} f(l) > \alpha_{k_2} \sum_{l \not\subseteq \pi_2} f(l).
\]
Again, there may be no such \( \pi_2 \). If there is one, we next look for the smallest \( k_3 \), with \( k_2 < k_3 \leq d - 1 \), for which there is an \( \alpha_{k_3}\)-heavy \( k_3\)-plane \( \pi_3 \) which contains \( \pi_2 \), i.e. for which
\[
\sum_{l \subseteq \pi_3, l \not\subseteq \pi_2} f(l) > \alpha_{k_3} \sum_{l \not\subseteq \pi_3} f(l).
\]
We continue this process until we are forced to stop – either because we never started if there were no \( \alpha_k\)-heavy planes of any dimension \( k \) less than \( d \), or because we have arrived at some \( \pi_N \) of dimension \( k_N = d - 1 \), or because we have a \( \pi_N \) of dimension \( k_N < d - 1 \) but there are no \( \alpha_k\)-heavy \( k\)-planes for any \( k_N < k \leq d - 1 \).

We shall deal separately with the case in which the sequence of subspaces is empty, and so we assume we have a non-empty maximal\(^5\) increasing sequence of subspaces \( \pi_1 \subseteq \pi_2 \subseteq \cdots \subseteq \pi_N \) (with \( N \geq 1 \)) of dimensions \( (1 \leq) k_1 < k_2 < \cdots < k_N \leq d - 1 \) respectively such that for each \( 1 \leq n \leq N \),\(^6\)
\[
\sum_{l \subseteq \pi_n, l \not\subseteq \pi_{n-1}} f(l) > \alpha_{k_n} \sum_{l \not\subseteq \pi_n} f(l)
\]
and such that for all subspaces \( \pi \) which contain \( \pi_{n-1} \) and which satisfy \( k_{n-1} < \dim \pi < k_n \) we have
\[
\sum_{l \subseteq \pi, l \not\subseteq \pi_{n-1}} f(l) \leq \alpha_{\dim \pi} \sum_{l \not\subseteq \pi} f(l)
\]
and thus
\[
\sum_{l \subseteq \pi, l \not\subseteq \pi_{n-1}} f(l) \leq \alpha_{k_{n-1}} \sum_{l \not\subseteq \pi_{n-1}} f(l).
\]
We can qualitatively improve the right-hand side of this inequality to include the additional constraint that \( l \subseteq \pi_n \) at the expense of a multiplicative constant:

**Lemma 1.** We have
\[
\sum_{l \subseteq \pi, l \not\subseteq \pi_{n-1}} f(l) \leq 4\alpha_{k_{n-1}} \sum_{l \not\subseteq \pi_n, l \not\subseteq \pi_{n-1}} f(l).
\]

*Proof.* Notice that for each \( n \) and for each subspace \( \pi \) which contains \( \pi_{n-1} \) and which is strictly contained in \( \pi_n \) we have, by (12) and (11),
\[
\sum_{l \subseteq \pi, l \not\subseteq \pi_{n-1}} f(l) \leq \alpha_{k_{n-1}} \sum_{l \not\subseteq \pi_{n-1}} f(l) = \alpha_{k_{n-1}} \sum_{l \not\subseteq \pi_{n-1}} f(l) + \alpha_{k_{n-1}} \sum_{l \not\subseteq \pi_n} f(l) < \alpha_{k_{n-1}} \sum_{l \not\subseteq \pi_{n-1}} f(l) + \alpha_{k_{n-1}} \sum_{l \not\subseteq \pi_n} f(l)
\]
\[
= \alpha_{k_{n-1}} \sum_{l \not\subseteq \pi_{n-1}} f(l) + \alpha_{k_{n-1}} \sum_{l \not\subseteq \pi_n} f(l) + \frac{\alpha_{k_{n-1}}}{\alpha_{k_n}} \sum_{l \not\subseteq \pi_{n-1}} f(l).
\]

\(^5\)in the sense that it cannot be extended
\(^6\)We interpret the condition \( l \not\subseteq \pi_0 \) to be the void condition.
Rearranging this inequality gives
\[
\left(1 - \frac{\alpha_{k-1}}{\alpha_k}\right) \sum_{l \subseteq \pi, l \nsubseteq \pi_{n-1}} f(l) \leq \alpha_{k-1} \left(1 + \frac{1}{\alpha_k}\right) \sum_{l \subseteq \pi_{n}, l \nsubseteq \pi} f(l)
\]
or
\[
\sum_{l \subseteq \pi, l \nsubseteq \pi_{n-1}} f(l) \leq \alpha_{k-1} \left(\frac{\alpha_k + 1}{\alpha_k - \alpha_{k-1}}\right) \sum_{l \subseteq \pi_{n}, l \nsubseteq \pi} f(l).
\]
With \(\alpha_k = 2^{k-1}\) we have \(1 < (\alpha_k + 1)/(\alpha_k - \alpha_{k-1}) \leq 4\), and we are done. \(\Box\)

3.3. Arranging the mass of \(f\) into layers. For \(1 \leq n \leq N + 1\) let
\[
F_n = \sum_{l \subseteq \pi_n, l \nsubseteq \pi_{n-1}} f(l)
\]
(where we interpret the conditions \(l \nsubseteq \pi_0\) and \(l \subseteq \pi_{N+1}\) as void). Note that by (11), we immediately have
\[
F_n > \alpha_k F_{n+1}.
\]

For a \(k\)-plane \(\pi\) and a \(K\)-plane \(\Pi\) with \(K > k\), and \(l_1, \ldots, l_{K-k} \subseteq \Pi\), let \(\delta_{\pi,\Pi}(l_1, \ldots, l_{K-k}) = 1\) if \(e(l_1), \ldots, e(l_{K-k})\) are linearly independent and \(\delta_{\pi,\Pi}(l_1, \ldots, l_{K-k}) = 0\) otherwise. We have the following lemma which is proved below in Section 3.6:

**Lemma 2.** For some constants \(\beta_n\), we have for \(1 \leq n \leq N + 1\),
\[
F_n^{k_n-k_{n-1}} \leq \beta_n \sum_{l_{k_{n-1}+1}, \ldots, l_n \subseteq \pi_n} \delta_{\pi_{n-1}, \pi_n}(l_{k_{n-1}+1}, \ldots, l_n)f(l_{k_{n-1}+1}) \cdots f(l_n)
\]
(where we take \(k_0 = 0\) and \(k_{N+1} = d\).)

In particular this lemma applies in the exceptional case that the sequence of subspaces is empty, in which case the conclusion reads as
\[
\left(\sum l f(l)\right)^d \lesssim \sum_{l_1, \ldots, l_d} \delta(l_1, \ldots, l_d)f(l_1) \cdots f(l_d).
\]
This demonstrates that the choice \(S \equiv 1\) satisfies the main condition (as well as trivially the admissibility condition) in the exceptional case.

Note that we have as a direct consequence of the lemma that
\[
F_n^{k_n-k_0} \cdots F_n^{k_n-k_{n-1}} \cdots F_{N+1}^{d-k_{N+1}} \leq \left(\prod_{n=1}^{N+1} \beta_n\right) \sum_{l_1, \ldots, l_d} \delta(l_1, \ldots, l_d)f(l_1) \cdots f(l_d).
\]
3.4. **Definition of \( S \) and the main condition.** We assume the sequence of subspaces is nonempty. For parameters \( \rho_1, \ldots, \rho_{N+1} \) defined below, we define \( S \) by

\[
S(l) = \begin{cases} 
\rho_1 & l \subseteq \pi_1 \\
\rho_2 & l \subseteq \pi_2, l \not\subseteq \pi_1, \\
\vdots \\
\rho_n & l \subseteq \pi_n, l \not\subseteq \pi_{n-1}, \\
\vdots \\
\rho_N & l \subseteq \pi_N, l \not\subseteq \pi_{N-1} \\
\rho_{N+1} & l \not\subseteq \pi_N.
\end{cases}
\]

Using the arrangement of the mass of \( f \) into layers, we therefore have

\[
\sum_l S(l) f(l) = \rho_1 F_1 + \cdots + \rho_n F_n + \cdots + \rho_{N+1} F_{N+1}.
\]

In the light of (15), we shall therefore choose

\[
\rho_n = F_n^{-1} \prod_{n=1}^{N+1} F_n^{-k_n-k_{n-1}}
\]

where \( k_0 = 0 \) and \( k_{j+1} = d \), and this verifies the main condition on \( S \).

3.5. **The admissibility condition.** Again we may assume that the sequence of subspaces is nonempty. If \( \delta(l_1, \ldots, l_d) = 1 \), the worst-case scenario is that there are \( k_1 \)’s contained in \( \pi_1 \), \( (k_2-k_1) \)’s contained in \( \pi_2 \) but not contained in \( \pi_1 \), etc. So the worst value of \( S(l_1) \cdots S(l_d) \) will be

\[
(16) \quad \rho_1^{k_1} \rho_2^{k_2-k_1} \cdots \rho_{N+1}^{d-k_N} = F_1^{-k_1} F_2^{-(k_2-k_1)} \cdots F_{N+1}^{-(d-k_N)} \left( \prod_{n=1}^{N+1} F_n^{-k_n-k_{n-1}} \right)^d = 1.
\]

With \( m_n \) denoting the number of \( l \)’s contained in \( \pi_n \) but not contained in \( \pi_{n-1} \), the general case follows from:

**Lemma 3.** Suppose that \( m_1 + \cdots + m_{N+1} = d \) and \( m_n \leq k_n \) for all \( 1 \leq n \leq N+1 \). Then

\[
\rho_1^{m_1} \cdots \rho_n^{m_n} \cdots \rho_{N+1}^{m_{N+1}} \geq 1.
\]

**Proof.** We write

\[
\rho_1^{m_1} \cdots \rho_n^{m_n} \cdots \rho_{N+1}^{m_{N+1}} = \left( \rho_1^{m_1} \cdots \rho_n^{m_n-k_n-k_{n-1}} \cdots \rho_{N+1}^{m_{N+1}-k_{N+1}} \right) \left( \rho_1^{m_1-k_1} \cdots \rho_n^{m_n-k_n-k_{n-1}} \cdots \rho_{N+1}^{m_{N+1}-(d-k_N)} \right) = F_1^{k_1-m_1} \cdots F_n^{k_n-k_{n-1}-m_n} \cdots F_{N+1}^{d-k_N-m_{N+1}} \geq F_{N+1}^0 = 1
\]

by (16) and repeated use of (14) (noting that each \( \alpha_n \geq 1 \)).
3.6. **Proof of Lemma 2.** It is here that we finally use the fact that for all subspaces π which contain π_{n-1} and which are strictly contained in π_{n}, inequality (13) holds.

For ease of notation, fix n, let k_{n-1} = k and let k_n = k + r. Relabel π_{n-1} as Π_0 and π_n as Π_1. Let Δ be the set of all lines which are contained in Π_1 but which are not contained in Π_0.

Inequality (13) of Lemma 1 now becomes: for all subspaces π with Π_0 ⊊ π ⊊ Π_1

\[
\sum_{l \leq \Pi_0} f(l) \leq 4\alpha_{k_{n-1}} \sum_{l \leq \Pi} f(l).
\]

We wish to prove

\[
\left( \sum_{\Delta \in \Delta} f(l) \right)^r \leq \beta_n \sum_{l_1, \ldots, l_r \in \Delta} \delta_{\Pi_0, \Pi_1}(l_1, \ldots, l_r) f(l_1) \cdots f(l_r).
\]

Let (l_1, \ldots, l_r) be an r-tuple of lines, each of which lies in Δ. Then, together with Π_0, they span a subspace of Π_1 of dimension j for some j ∈ {k + 1, \ldots, k + r}. For k + 1 ≤ j ≤ k + r let

\[\Gamma_j = \{l_1, \ldots, l_r \in \Delta^r : \dim \text{span}(\Pi_0, l_1, \ldots, l_r) = j\}\].

Note that \(\delta_{\Pi_0, \Pi_1}(l_1, \ldots, l_r) = 1\) if and only if \((l_1, \ldots, l_r) \in \Gamma_{k+r}\).

We expand the left-hand side of (18) as

\[\sum_{j=k+1}^{k+r} \sum_{(l_1, \ldots, l_r) \in \Gamma_j} f(l_1) \cdots f(l_r),\]

and to prove (18) it suffices (indeed it is equivalent) to show that for k+1 ≤ j < k+r,

\[\sum_{(l_1, \ldots, l_r) \in \Gamma_j} f(l_1) \cdots f(l_r) \leq \sum_{(l_1, \ldots, l_r) \in \Gamma_{k+r}} f(l_1) \cdots f(l_r),\]

and this in turn follows if we can show that for k+1 ≤ j < k + r

\[\sum_{(l_1, \ldots, l_r) \in \Gamma_j} f(l_1) \cdots f(l_r) \leq \sum_{(l_1, \ldots, l_r) \in \Gamma_{j+1}} f(l_1) \cdots f(l_r)\].

If \((l_1, \ldots, l_r) \in \Gamma_j\), then for some \((j-k)\)-tuple – which is without loss of generality \((l_1, \ldots, l_{j-k})\) – we have that \{\Pi_0, l_1, \ldots, l_{j-k}\} spans a j-plane \(H_{\{l_1, \ldots, l_{j-k}\}}\) satisfying \(\Pi_0 \subseteq H_{l_1, \ldots, l_{j-k}} \subseteq \Pi_1\). Therefore

\[\sum_{(l_1, \ldots, l_r) \in \Gamma_j} f(l_1) \cdots f(l_r) \leq \binom{r}{j-k} \sum_{\{e(l_1), \ldots, e(l_{j-k})\} \text{lin. indep.}} f(l_1) \cdots f(l_{j-k}) \sum_{l_{j-k+1}, \ldots, l_r \in H_{\{l_1, \ldots, l_{j-k}\}}} f(l_{j-k+1}) \cdots f(l_r)
\]

\[= \binom{r}{j-k} \sum_{\{e(l_1), \ldots, e(l_{j-k})\} \text{lin. indep.}} f(l_1) \cdots f(l_{j-k}) \left( \sum_{l \leq H_{\{l_1, \ldots, l_{j-k}\}}} f(l) \right)^{r-(j-k)}.\]
We use (17) – which is applicable since \( \Pi_0 \subsetneq H_{i_1, \ldots, i_{j-k}} \subsetneq \Pi_1 \) – to estimate the bracketed expression here by

\[
4\alpha_k \left( \sum_{l \subseteq H_{i_1, \ldots, i_{j-k}}} f(l) \right)^{r-(j-k)-1} \left( \sum_{l \notin H_{i_1, \ldots, i_{j-k}}, l \subseteq \Pi_1} f(l) \right).
\]

This shows that

\[
\sum_{(l_1, \ldots, l_r) \in \Gamma_j} f(l_1) \cdots f(l_r) \lesssim \sum_{(l_1, \ldots, l_r) \in \Gamma_{j+1}} f(l_1) \cdots f(l_r),
\]

as needed.

This completes the proof of Lemma 2 and Theorem 5.

4. PROOF OF THEOREM 4

In the case that the field \( \mathbb{F} \) is finite we can simply let \( X = \mathbb{F}^d \) with counting measure, \( Y = \mathcal{L}^* \) (the set of all lines in \( \mathbb{F}^d \)) with counting measure, \( \mathcal{Y} = l^1(Y) \) and let \( T: \mathcal{Y}^d \rightarrow \mathcal{M}(X) \) be given as above by

\[
T(f_1, \ldots, f_d)(x) = \sum_{l_j \in \mathcal{L}^*} \delta(x, l_1, \ldots, l_d)f_1(l_1) \cdots f_d(l_d).
\]

Then \( T \) saturates \( X \), and by Zhang’s theorem we have

\[
\|T(f, \ldots, f)^{1/d}\|_{L^d/(d-1)(X)} \lesssim \|f\|_{L^1(Y)}.
\]

We have shown in Section 3 that \( T \) satisfies the auxiliary structural hypothesis given by (9) and (10). Thus, by the discrete and finite version of Theorem 2, there exists \( g(x, l) \geq 0 \) (the kernel of the operator \( R \)) defined on \( X \times \mathcal{L}^* \) such that

\[
M(x)^d \delta(x, l_1, \ldots, l_d) \leq g(x, l_1) \cdots g(x, l_d)
\]

and

\[
\sum_{x \in l} g(x, l) \lesssim \left( \sum_{x \in \mathbb{F}^d} M(x)^d \right)^{1/d}
\]

uniformly in \( l \in \mathcal{L}^* \), where the implicit constant depends only on \( d \). This completes the argument when \( \mathbb{F} \) is finite.

For the general case when the field is infinite, we will first need a straightforward linear-algebraic lemma:

**Lemma 4.** Let \( V \) be a finite-dimensional vector space over a field \( \mathbb{F} \). Let \( A \subseteq V \) be a finite subset of \( V \). Then there is a finite set \( B \) satisfying \( A \subseteq B \subseteq V \) such that for every subset \( C \subseteq B \) of linearly independent vectors, there is a subset \( D \subseteq B \setminus C \) such that \( C \cup D \) forms a basis for \( V \).

**Proof.** Let \( U = \text{span} A \) and let \( F \) be a linearly independent set of vectors in \( V \setminus U \) such that \( \text{span} (A \cup F) = V \). Let \( B = A \cup F \). If \( C \subseteq B \) is a linearly independent set of vectors, then \( C \cap A \) can be extended to a basis of \( U \) by adding vectors from \( A \setminus C \), and \( C \cap F \) can be extended to a basis of span \( F \) by adding vectors from \( F \). Thus \( C \) can be extended to a basis of \( V \) using vectors from \( B \). \( \square \)
In order to simplify notation we assume from now on that \((\sum_{x \in \mathbb{F}^d} M(x)^d)^{1/d} = \|M\|_d = 1\).

It suffices to define \(g: \text{supp} \ M \times \mathcal{L}^* \to \mathbb{R}_+\), such that for all \(x \in \text{supp} \ M\), whenever \(l_1, \ldots, l_d \in \mathcal{L}^*\) form a joint at \(x\) we have

\[
M(x)^d \leq g(x, l_1) \ldots g(x, l_d)
\]

and

\[
\sum_{x \in l} g(x, l) \lesssim 1
\]

uniformly in \(l \in \mathcal{L}^*\). We will define \(g\) in a piecemeal fashion: we first identify a finite family \(\mathcal{L}\) of lines, and define \(g\) on \(\text{supp} \ M \times \mathcal{L}\); and then we define \(g\) on \(\text{supp} \ M \times (\mathcal{L}^* \setminus \mathcal{L})\). Finally we check that our \(g\) satisfies the desired conclusions.

We identify the finite family of lines \(\mathcal{L}\). Included in \(\mathcal{L}\) is the set \(\mathcal{L}'\) of all lines containing two or more points of \(\text{supp} \ M\). For each point \(x \in \text{supp} \ M\) we consider the set \(\mathcal{L}'_x\) of lines in \(\mathcal{L}'\) which contain \(x\). By the linear-algebraic lemma, there is a finite set \(\mathcal{L}''_x\) of lines containing \(x\), which contains \(\mathcal{L}'_x\), such that every subset of \(\mathcal{L}''_x\) whose members have linearly independent directions can be augmented by lines from \(\mathcal{L}''^*_x\) to form a joint at \(x\). We include all these sets \(\mathcal{L}''_x\), for \(x \in \text{supp} \ M\), in our set \(\mathcal{L}\). Clearly \(\mathcal{L}\) is finite, and any line not in \(\mathcal{L}\) contains at most one point of \(\text{supp} \ M\).

We now define \(g\) on \(J \times \mathcal{L}\) where \(J\) is the set of joints of \(\mathcal{L}\). This in particular defines \(g\) on \(\text{supp} \ M \times \mathcal{L}\). Indeed, we simply apply the discrete and finite version of Theorem 2 to \(\mathcal{L}\) and \(J\) (observing that the saturation and auxiliary hypotheses hold) to obtain \(g(x, l)\) for \(x \in J\) and \(l \in \mathcal{L}\) which is such that for all \(x \in \text{supp} \ M\), whenever \(l_1, \ldots, l_d \in \mathcal{L}\) form a joint at \(x\) we have

\[
M(x)^d \leq g(x, l_1) \ldots g(x, l_d)
\]

and, for all \(l \in \mathcal{L}\)

\[
\sum_{x \in l \cap J} g(x, l) \leq C_d
\]

Notice that this last inequality implies that for all \(l \in \mathcal{L}\) and all \(x_0 \in J\) we have \(g(x_0, l) \leq C_d\).

Next we define \(g\) on \(\text{supp} \ M \times (\mathcal{L}^* \setminus \mathcal{L})\). As we noted above, for any \(l \in \mathcal{L}^* \setminus \mathcal{L}\), \(l\) contains at most one point of \(\text{supp} \ M\). If \(l\) contains no point of \(\text{supp} \ M\) we define \(g(x, l) = 0\) for all \(x \in \text{supp} \ M\). If \(l \cap \text{supp} \ M = \{x_0\}\) we define \(g(x_0, l) = C_d\) and \(g(x, l) = 0\) for all \(x \in \text{supp} \ M \setminus \{x_0\}\). Note that for all \(l \in \mathcal{L}^* \setminus \mathcal{L}\),

\[
\sum_{x \in l \cap \text{supp} \ M} g(x, l) \leq C_d
\]

since there can be at most one term in the sum on the left-hand side.

Finally we verify our desired conclusions. The second conclusion is immediate from (20) and (21). For the first conclusion, take an \(x_0 \in \text{supp} \ M\) and let \(l_1, \ldots, l_d\) be a \(d\)-tuple of lines forming a joint at \(x_0\), some of which may be in \(\mathcal{L}\) and some of which may be in \(\mathcal{L}^* \setminus \mathcal{L}\). If all the lines lie in \(\mathcal{L}\), (19) directly gives what we need. Otherwise, for some \(0 \leq k \leq d - 1\), there are \(k\) lines \(l_1, \ldots, l_k\) in \(\mathcal{L}\) and \(d - k\) lines
Let $l_{k+1}, \ldots, l_d$ in $L^* \setminus L$. By our construction of $L$ we may augment $l_1, \ldots, l_k$ with lines $l_{k+1}', \ldots, l_d'$ in $L$ to form a joint at $x_0$. And we have
\[ g(x_0, l_j) \geq g(x_0, l_j') \] for $k + 1 \leq j \leq d$
because each instance of the left-hand side is exactly $C_d$ while each instance of the right-hand side is at most $C_d$. Therefore,
\[ g(x_0, l_1) \ldots g(x_0, l_d) \geq g(x_0, l_1) \ldots g(x_0, l_k)g(x_0, l_{k+1}') \ldots g(x_0, l_d') \geq M(x_0)^d \]
since $l_1, \ldots, l_k, l_{k+1}', \ldots, l_d'$ form a joint at $x_0$. This completes the verification of the first conclusion.

5. Concluding remarks

The verification of the auxiliary hypothesis in the case of joints formed by higher-dimensional planes appears to require more work, and will be addressed elsewhere. Nevertheless, once this is achieved, we will have an independent proof of results analogous to Theorem 1 which have already been obtained directly by the second author in [8].

Verification of the auxiliary hypothesis in the context of the Euclidean multilinear Kakeya problem is another matter which we are currently addressing.

The details of the proofs of the full versions of Theorems 1 and 2 will also appear elsewhere. As remarked previously, it is not clear to what extent the auxiliary hypotheses are necessary for the conclusions of Theorems 1 and 2 to hold.

Finally, we observe that we can remove the hypothesis in Theorem 4 that $M$ be finitely supported if, instead of its discrete and finite version, we use the full force of Theorem 2:

**Theorem 6.** Let $\mathbb{F}$ be an arbitrary field and let $L^*$ be the family of all lines in $\mathbb{F}^d$. For every $M : \mathbb{F}^d \to \mathbb{R}^+$ there is a nonnegative function $g(x, l)$ defined on $\mathbb{F}^d \times L^*$ such that for all $x \in \mathbb{F}^d$ and $l \in L^*$ we have
\[ M(x)^d \delta(x, l_1, \ldots, l_d) \leq g(x, l_1) \ldots g(x, l_d) \]
and for all $l \in L^*$,
\[ \sum_{x \in l} g(x, l) \lesssim \left( \sum_{x \in \mathbb{F}^d} M(x)^d \right)^{1/d}. \]

**Proof.** If $\sum_{x \in \mathbb{F}^d} M(x)^d = \infty$ there is nothing to prove. So we may assume that $\sum_{x \in \mathbb{F}^d} M(x)^d < \infty$ and that therefore $M$ is countably supported. Take $X$ to be the support of $M$ with counting measure. Let $Y = L^*$ with counting measure, $\gamma = l^1(Y)$ and let $T : \gamma^d \to M(X)$ be given as above by
\[ T(f_1, \ldots, f_d)(x) = \sum_{l_j \in L^*} \delta(x, l_1, \ldots, l_d)f_1(l_1) \ldots f_d(l_d). \]
Then $T$ saturates $X$, and by Zhang’s theorem we have
\[ \|T(f, \ldots, f)^{1/d}\|_{L^{(d-1)}(X)} \lesssim \|f\|_{L^1(Y)}. \]
We note that $T$ satisfies the auxiliary structural hypothesis given by (9) and (10), where the dense subspace of $l^1(L^*)$ is taken to be the space of finitely supported
functions defined on $\mathcal{L}^*$. Thus, by Theorem 2, there exists $g(x, l) \geq 0$ defined on $X \times \mathcal{L}^*$ such that for all $x \in X$ and $l_1, \ldots, l_d \in \mathcal{L}^*$,

$$M(x)^d \delta(x, l_1, \ldots, l_d) \leq g(x, l_1) \cdots g(x, l_d)$$

and

$$\sum_{x \in l} g(x, l) \lesssim \left( \sum_{x \in \mathcal{F}_d} M(x)^d \right)^{1/d}$$

uniformly in $l \in \mathcal{L}^*$. For $x \notin X$ and arbitrary $l \in \mathcal{L}^*$ we can take $g(x, l) = 0$. \hfill $\square$
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