WELL-POSEDNESS OF A CLASS OF STOCHASTIC PARTIAL DIFFERENTIAL EQUATIONS WITH FULLY MONOTONE COEFFICIENTS PERTURBED BY LÉVY NOISE

ANKIT KUMAR\textsuperscript{1} AND MANIL T. MOHAN\textsuperscript{2*}

Abstract. In this article, we consider the following class of stochastic partial differential equations (SPDE):

\[
\begin{align*}
\frac{dX(t)}{dt} &= A(t, X(t))dt + B(t, X(t))dW(t) + \int_\mathcal{Z} \gamma(t, X(t^-), z)\tilde{\pi}(dt, dz), \quad t \in [0, T], \\
X(0) &= x \in \mathbb{H},
\end{align*}
\]

with fully locally monotone coefficients in a Gelfand triplet \( V \subset \mathbb{H} \subset V^\ast \), where the mappings

\( A : [0, T] \times V \to V^\ast \), \( B : [0, T] \times V \to L_2(U, \mathbb{H}) \), \( \gamma : [0, T] \times V \times \mathcal{Z} \to \mathbb{H} \),

are measurable, \( L_2(U, \mathbb{H}) \) is the space of all Hilbert-Schmidt operators from \( U \to \mathbb{H} \), \( W \) is a \( U \)-cylindrical Wiener process and \( \tilde{\pi} \) is a compensated time homogeneous Poisson random measure. Such kind of SPDE cover a large class of quasilinear SPDE and a good number of fluid dynamic models. Under certain generic assumptions of \( A \), \( B \) and \( \gamma \), using the classical Faedo-Galerkin technique, a compactness method and a version of Skorokhod’s representation theorem, we prove the existence of a probabilistic weak solution as well as pathwise uniqueness of solution. We use the classical Yamada-Watanabe theorem to obtain the existence of a unique probabilistic strong solution. Furthermore, we establish a result on the continuous dependence of the solutions on the initial data. Finally, we allow both diffusion coefficient \( B(t, \cdot) \) and jump noise coefficient \( \gamma(t, \cdot, z) \) to depend on both \( H \)-norm and \( V \)-norm, which implies that both the coefficients could also depend on the gradient of solution. Under some assumptions on the growth coefficient corresponding to the \( V \)-norm, we establish the global solvability results also.

1. Introduction

Let \( \mathbb{H} \) and \( V \) be a separable Hilbert space and a reflexive Banach space, respectively, such that the embedding \( V \subset \mathbb{H} \) is compact. Let \( V^\ast \) be the dual space of \( V \) and \( \mathbb{H}^\ast (\cong \mathbb{H}) \) be the dual space of \( \mathbb{H} \). The norms of \( \mathbb{H}, V \) and \( V^\ast \) are denoted by \( \| \cdot \|_\mathbb{H}, \| \cdot \|_V \) and \( \| \cdot \|_{V^\ast} \), respectively, and we have a Gelfand triplet \( V \subset \mathbb{H} \subset V^\ast \). Let us represent \( (\cdot, \cdot) \) for the inner product in \( \mathbb{H} \) and \( \langle \cdot, \cdot \rangle \), the duality pairing between \( V^\ast \) and \( V \). Also, if \( u \in \mathbb{H} \) and \( v \in V \), then we have \( \langle u, v \rangle = (u, v) \). Let \( U \) be an another separable Hilbert space, and \( L_2(U, \mathbb{H}) \)
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be the space of all Hilbert-Schmidt operators from $U$ to $H$ with the norm $\| \cdot \|_{L^2}$ and inner product $\langle \cdot , \cdot \rangle_{L^2}$.

Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a complete probability space equipped with an increasing family of sub-sigma fields $\{\mathcal{F}_t\}_{t \geq 0}$ of $\mathcal{F}$ satisfying:

1. $\mathcal{F}_0$ contains all elements $A \in \mathcal{F}$ with $\mathbb{P}(A) = 0$.
2. $\mathcal{F}_t = \mathcal{F}_{t+} = \cap_{s>t} \mathcal{F}_s$, for $0 \leq t \leq T$.

Let $W(\cdot)$ be a cylindrical Wiener process ([18]) on $U$ defined on the filtered probability space $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathbb{P})$. Let $(Z, \mathcal{I})$ be a measurable space and $\tilde{\pi}$ is a compensated time homogeneous Poisson random measure.

Recently, the authors in [51] provided the well-posedness results for a class of stochastic partial differential equations (SPDE) with fully locally monotone coefficients driven by multiplicative Gaussian noise. Motivated from their work, we consider the following class of SPDE with fully monotone coefficients in the Gelfand triplet $V \subset H \subset V^*$ perturbed by Lévy noise:

$$
\begin{align*}
\begin{cases}
dX(t) = A(t, X(t))dt + B(t, X(t))dW(t) + \int_Z \gamma(t, X(t-), z)\tilde{\pi}(dt, dz), & t \in [0, T], \\
X(0) = x \in H.
\end{cases}
\end{align*}
$$

(1.1)

The maps appearing in the system (1.1) are measurable and defined as:

$$A : [0, T] \times V \to V^*, \quad B : [0, T] \times V \to L_2(U, H), \quad \gamma : [0, T] \times V \times Z \to \mathbb{H}.$$ 

In this work, we are concerned about the existence and uniqueness results of the variational solutions of the system (1.1) in the Gelfand triplet. The method we are using here is a variational approach and the monotone operators theory plays an important role. The theory of monotone operators was initiated by the author in [40] and then studied by several authors for instance one can see [4, 5, 28, 60] etc., and references therein.

The author in [46, 47] was the first one who extended the monotone theory from deterministic to stochastic setting. Later, several authors worked on this theory and used it for the early applications of variational approaches to SPDE, cf. [22, 50, 53, 54] etc., and references therein. In the literature, a large number of works are available which deal with the well-posedness of SPDE under variational framework, we are citing some of them here. Well-posedness of an SPDE driven by multiplicative Gaussian noise with generalized coercivity conditions or Lyapunov conditions has been discussed in [31, 44], etc., and references therein. The existence and uniqueness of analytically strong solutions of a class of SPDE of gradient type is obtained in [21]. Several authors have contributed in this direction and studied other properties of solutions such as the regularity [6], asymptotic behavior (especially the large deviation principle) [15, 16], etc., and references therein.

A good number of papers is available in the literature which deals with SPDE driven by Lévy noise and we are citing some of them. Well-posedness of SPDE perturbed by Lévy noise having generalized coercivity conditions, and locally monotone coefficients is established in [12], monotone coefficients is obtained in [26], and of the Ladyzenskaya-Smagorinsky type is established in [45]. Existence and uniqueness of the probabilistic strong (analytic weak) solutions for 2D stochastic Navier-Stokes equations driven by Lévy noise on the torus and bounded or unbounded domains is established in [19, 13], respectively. The existence of martingale solutions for 3D Navier-Stokes equations subjected to Lévy noise is obtained in [41, 43, 55] etc. The local solvability of stochastic Navier-Stokes equations in $\mathbb{R}^m$, $m \geq 2$, etc.
perturbed by Lévy noise in $L^p$-spaces for $p \in [m, \infty)$ with initial data in $L^m(\mathbb{R}^m)$ has been discussed in [38]. The existence of strong and martingale solutions of different types of SPDE driven by Lévy noise have been discussed in [9, 17, 20, 36, 37, 39, 41, 43, 57, 59], etc. and references therein.

The classical framework of the monotone operator theory for SPDE with coefficients satisfying the local monotoncity conditions was extended in [30] in the following way: For any $u, v \in V$, assume

$$\langle A(t, u) - A(t, v), u - v \rangle \leq \left[ C + \rho(u) + \eta(v) \right] \| u - v \|_H^2,$$

where $\rho(u)$ or $\eta(v)$ are locally bounded functions on the space $V$. They have imposed a necessary condition that only one of them can be non-zero, that is, either $\rho(u) \equiv 0$ or $\eta(v) \equiv 0$. Even if it is a restrictive assumption, this framework covered several interesting examples such as 2D stochastic Navier-Stokes equations, 2D magneto-hydrodynamic equations, and several other hydro-dynamic models. Later, the authors in [29] discussed a more general type of locally monotone conditions, where both $\rho(u)$ and $\eta(v)$ are non-zero. The author in [29] introduced pseudo-monotone operators to the variational approach but it was limited to SPDE driven by additive noise only. Several improvements in this direction are still going on and authors in [32, 33] discussed time fractional SPDE driven by additive noise with fully monotone coefficients. The case of additive noise can be tackled in a fairly easy way as one can transform the SPDE into a PDE with random coefficients, and then use the results available for deterministic equation with pseudo-monotone coefficients. The biggest drawback of this approach is that it cannot be extend in case of general multiplicative noise. Thus, the well-posedness of SPDE with fully monotone coefficients perturbed by multiplicative noise was an open problem for almost one decade, which is also pointed out by several authors in their works [12, 29, 31, 51]. In a recent article [51], the authors established the well-posedness of SPDE perturbed by multiplicative Gaussian noise with fully monotone coefficients. Our aim is to extend this work to Lévy noise so that one can handle a large number of SPDE perturbed by Lévy noise.

We analyze the well-posedness of the SPDE (1.1) with fully local monotone coefficients driven by Lévy noise in this paper. The major aims of this work are as follows:

- The first objective is to establish the well-posedness of the SPDE (1.1) with the set of assumptions on the coefficients given in Hypothesis 2.4 below. We borrow the ideas from [31, 45, 51, 62], etc., to achieve this goal. In the first part, we assume that both coefficients $B(t, \cdot)$ and $\gamma(t, \cdot, \cdot)$ are continuous on the Hilbert space $\mathbb{H}$ and establish the uniform estimates for the approximating solution (Faedo-Galerkin approximation). Later, we prove the tightness of the approximating solution in the space $\mathcal{Y} := D([0, T]; \mathbb{V}^*) \cap L^3(0, T; \mathbb{H})$. Then, we recall some results which help us to obtain the existence of a probabilistically weak solution as well as pathwise uniqueness for solutions. Therefore, by the classical Yamada-Watanabe theorem (see Theorem 8, [61]) we obtain the existence of a unique probabilistic strong solution. Moreover, we establish the continuous dependency of the solutions on the initial data.

- In the second part of this article, we modify our assumptions on the coefficients (see Hypothesis 4.1 below), that is, we allow both the coefficients $B(t, \cdot)$ and $\gamma(t, \cdot, \cdot)$ can depend on $\mathbb{V}$-norm, which means that $B$ and $\gamma$ depend on the gradient of the solution ($\nabla X$). We derive the uniform estimates for the approximating solution (Faedo-Galerkin approximation) and the tightness property in the space $L^3(0, T; \mathbb{H})$. 
follows from the first part. Later, we prove the existence of a \textit{probabilistically weak solution}, under certain assumptions on the growth constant corresponding to the $\mathcal{V}$-norm. Finally, pathwise uniqueness for solutions remains valid as in the first part, and then Yamada-Watanabe theorem ensures the existence of a \textit{unique probabilistic strong solution} and the continuous dependency of solutions on the initial data follows on the similar lines as in the first part.

Let us now provide a brief description of the current work. As discussed earlier, we prove the well-posedness under two different assumptions: Hypotheses 2.4 and 4.1. In the first two sections 2 and 3, we choose both the diffusion coefficient $B$ and jump noise coefficient $\gamma$ are continuous on the Hilbert space $\mathbb{H}$. We start section 2, by providing the basics of time homogeneous Poisson random measure, and then we state our main Theorems 2.11 and 2.13. In section 4, we choose both coefficients $B$ and $\gamma$ to be dependent on the gradient of the solution $X$ to the system (1.1).

We start section 3 with the uniform energy estimates (Lemma 3.1) for the approximated solution $\{Y_m\}$ of the system (1.1) using Galerkin approximation. Then, we move to the proof of tightness (Lemma 3.2 and Proposition 3.5) of the laws of $\{Y_m\}$ in the space $\mathcal{Y}$. In next step, we apply Prokhorov’s theorem (Lemma A.2) and a version of Skorokhod’s representation theorem (Theorem A.5) to construct an another probability space, which ensures the almost sure convergence of the sequence $\{Y_m\}$ to some element $Y$ in the space $\mathcal{Y}$ along some subsequence. Later, we prove the strong convergence of $B(\cdot, Y_m(\cdot))$, $\gamma(\cdot, Y_m(\cdot), \cdot)$ to $B(\cdot, Y(\cdot))$, $\gamma(\cdot, Y(\cdot), \cdot)$, respectively (Lemmas 3.7 and 3.10). Moreover, we use the pseudo-monotonicity of the operator $A(\cdot, Y(\cdot))$ to obtain the existence of a \textit{probabilistically weak solution} $Y$ (Theorem 2.11). By the classical Yamada-Watanabe theorem (see Theorem 8, [61]), we ensure the existence of a \textit{unique probabilistic strong solution} using the existence of a \textit{probabilistically weak solution} and pathwise uniqueness for the solutions (Theorem 3.12).

We wind up section 3 by giving a proof Theorem 2.13, that is, the continuous dependency of the solutions on the initial data.

In section 4, we revise our assumptions (Hypothesis 4.1) and the steps in first part, like a modification in the uniform estimates (Lemma 4.4). We obtain the tightness of the family $\{\mathcal{Z}(Y_m) : m \in \mathbb{N}\}$ in the space $L^2(0, T; \mathbb{H})$ but not in the space $D([0, T]; \mathcal{V}^*)$. To identify the limit $Y$ of the sequence $\{Y_m\}$ of the SPDE (1.1), we again apply Prokhorov’s theorem (Lemma A.2) and a version of Skorokhod’s representation theorem (Theorem A.5) such that $\{Y_m\}$ converges almost surely to the limit $Y$ in $L^2(0, T; \mathbb{H})$ on the newly constructed probability space. Under certain assumptions on the growth constant corresponding to the $\mathcal{V}$-norm (see (4.14) below), we prove the existence of a \textit{probabilistically weak solution} (Lemma 4.6) using monotonicity technique, and then we provide the proof of Theorem 4.3. The rest part, that is, pathwise uniqueness of the solutions and continuous dependency of the solutions on the initial data follow from Theorems 3.12 and 2.13, respectively.

Some useful results like tightness of laws (Lemma A.3 and A.4), Prokhorov’s theorem (Lemma A.2) as well as a version of Skorokhod’s representation theorem (Theorem A.5) are recalled in Appendix A.

2. \textbf{Well-posedness Results}

In this section, we state the well-posedness results of the system (1.1). Before going to that let us provide a brief introduction to time homogeneous Poisson random measure and provide the necessary assumptions on the operators $A$, $B$ and $\gamma$. 
2.1. **Time homogeneous Poisson random measure.** For the basics of time homogeneous Poisson random measure, we follow the works [3, 13, 11, 25, 41, 48, 62] etc. For any topological space $\mathbb{Y}$, let $\mathcal{B}(\mathbb{Y})$ denotes its Borel-$\sigma$ algebra. We denote the set of natural numbers by $\mathbb{N}$, $\overline{\mathbb{N}} := \mathbb{N} \cup \{\infty\}$, $\mathbb{R} := [0, \infty)$. Let $(S, \mathcal{F})$ be a measurable space and $\mathcal{M}_{\overline{\mathbb{N}}}(S)$ denote the set of all $\overline{\mathbb{N}}$-valued measures on the space $(S, \mathcal{F})$. On the set $\mathcal{M}_{\overline{\mathbb{N}}}(S)$, we consider the sigma-field $\mathcal{M}_{\overline{\mathbb{N}}}(S)$ as a smallest sigma-field such that for all $B \in \mathcal{I}$, the map

$$i_B : \mathcal{M}_{\overline{\mathbb{N}}}(S) \ni \nu \mapsto \nu(B) \in \overline{\mathbb{N}}$$

is measurable.

**Definition 2.1.** Let us consider a measurable space $(Z, \mathcal{I})$. A time homogeneous Poisson random measure $\pi$ on the space $(Z, \mathcal{I})$ over $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathbb{P})$ is a measurable function defined by

$$\pi : (\Omega, \mathcal{F}) \to (\mathcal{M}_{\overline{\mathbb{N}}}(\mathbb{R}_+ \times Z), \mathcal{M}_{\overline{\mathbb{N}}}(\mathbb{R}_+ \times Z))$$

such that

1. for all $B \in \mathcal{B}(\mathbb{R}_+ \otimes \mathcal{I})$, $\pi(B) : \Omega \to \overline{\mathbb{N}}$ is a Poisson random measure with parameter $\mathbb{E}[\pi(B)];$
2. the measure $\pi$ is independently scattered, that is, if the sets $B_i \in \mathcal{B}(\mathbb{R}_+ \otimes \mathcal{I}), i = 1, \ldots, m$ are disjoint, then the random variables $\pi(B_i), i = 1, \ldots, m$, are independent;
3. for all $K \in \mathcal{I}$, the $\overline{\mathbb{N}}$-valued process $\{N(t, K)\}_{t \geq 0}$ defined by

$$N(t, K) := \pi((0, t] \times K), \ t \geq 0$$

is $\mathcal{F}_t$-adapted and its increments are independent from the history, that is, if $0 \leq s < t$, then $N(t, K) - N(s, K) = \pi((s, t] \times K)$ is independent of $\mathcal{F}_s$.

Let us assume $\pi$ be a time homogeneous Poisson random measure, then the formula

$$\lambda(S) := \mathbb{E}[\pi((0, 1] \times S)], \ S \in \mathcal{I}$$

defines a measure on the space $(Z, \mathcal{I})$ called an intensity measure of $\lambda$. Moreover, for all $T < \infty$ and all $S \in \mathcal{I}$ such that $\mathbb{E}[\pi((0, 1] \times S)] < \infty$, the $\mathbb{R}$-valued process $\{\tilde{N}(t, S)\}_{t \in [0, T]}$ defined by

$$\tilde{N}(t, S) := \pi((0, 1] \times S) - t\lambda(S), \ t \in (0, T]$$

is an integrable martingale on $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathbb{P})$. The compensator measure of $\pi$ is defined as a random measure $d \otimes \lambda$ on $\mathcal{B}(\mathbb{R}_+) \times \mathcal{I}$, where $d$ denotes the Lebesgue measure. The difference between a time homogeneous Poisson random measure $\pi$ and its compensator, written as

$$\tilde{\pi} := \pi - d \otimes \lambda,$$

is known as a **compensated time homogeneous Poisson random measure**.

Next, we discuss some basic properties of the stochastic integral with respect to $\tilde{\pi}$ (cf. [3, 11, 25, 48] etc.). Let $\mathbb{H}$ represent a separable Hilbert space and the predictable $\sigma$-filed on $[0, T] \times \Omega$ is denoted by $\mathcal{P}$. Let us denote the space of $\mathbb{H}$-valued, $\mathcal{P} \otimes \mathcal{I}$-measurable processes with

$$\mathbb{E} \left[ \int_0^T \int_Z \| \zeta(t, \cdot, z) \|^2_{\mathbb{H}} \lambda(dz) dt \right] < \infty,$$
Hypothesis 2.4. Let $\zeta \in \mathcal{L}_T^2(\mathcal{P} \otimes \mathcal{I}, d \otimes \mathcal{P} \otimes \lambda; \mathbb{H})$. If $\zeta \in \mathcal{L}_T^2(\mathcal{P} \otimes \mathcal{I}, d \otimes \mathcal{P} \otimes \lambda; \mathbb{H})$, then the process $\int_0^T \int_Z \zeta(t, \cdot, z) \tilde{\pi}(ds, dz)$, is a càdlàg square integrable martingale and the following Itô's isometry holds:

$$
\mathbb{E} \left[ \left\| \int_0^T \int_Z \zeta(t, \cdot, z) \tilde{\pi}(dt, dz) \right\|_H^2 \right] = \mathbb{E} \left[ \int_0^T \int_Z \|\zeta(t, \cdot, z)\|_H^2 \lambda(dz)dt \right].
$$

Since the integral $M(t) := \int_0^T \int_Z \zeta(t, \cdot, z) \tilde{\pi}(dt, dz)$ is an $\mathbb{H}$-valued square integrable martingale, there exist increasing càdlàg processes so-called quadratic variation process $[M]_t$ and Meyer process $(M)_t$ such that $[M]_t - (M)_t$ is a local martingale (for more details see section 1.6, [27] and section 2.2, [35]). For the process, $M(\cdot)$, one can verify that $[M]_t = \int_0^t \int_Z \|\zeta(s, \cdot, z)\|_H^2 \pi(ds, dz)$ and $(M)_t = \int_0^t \int_Z \zeta(s, \cdot, z)\|_H^2 \lambda(dz)ds$ (see Example 2.8, [34]). Indeed, $\mathbb{E}\{\|M(t)\|_H^2\} = \mathbb{E}\{[M]_t\} = \mathbb{E}\{(M)_t\}$, so that we obtain

$$
\mathbb{E} \left[ \int_0^T \int_Z \|\zeta(s, \cdot, z)\|_H^2 \pi(ds, dz) \right] = \mathbb{E} \left[ \int_0^T \int_Z \zeta(s, \cdot, z)\|_H^2 \lambda(dz)ds \right], \quad \text{for all } t \in [0, T]. \quad (2.1)
$$

2.1.1. The space $D([0, T]; \mathbb{S})$. Let $(\mathbb{S}, d_1)$ denote a complete separable metric space (Polish space). The space of functions $Y : [0, T] \to \mathbb{S}$ that are right-continuous on $[0, T]$ and have left-limits at every point in $(0, T]$ is denoted by $D([0, T]; \mathbb{S})$. The space $D([0, T]; \mathbb{S})$ is endowed with the Skorokhod topology, which makes this space separable and metrizable by a complete metric (for more details, see Chapter 3, [8] or Chapter 2, [35]).

2.2. Assumptions. We start with some basic definitions related to the operators.

**Definition 2.2.** An operator $A$ from $\mathcal{V}$ to $\mathcal{V}^*$ is said to be pseudo-monotone if the following condition holds: for any sequence $\{u_m\}$ with the weak limit $u$ in $\mathcal{V}$ and

$$
\liminf_{m \to \infty} \langle A(u_m), u_m - u \rangle \geq 0, \quad (2.2)
$$

imply that

$$
\limsup_{m \to \infty} \langle A(u_m), u_m - v \rangle \leq \langle A(u), u - v \rangle, \quad \text{for all } v \in \mathcal{V}. \quad (2.3)
$$

**Remark 2.3.** We know that if an operator $A : \mathcal{V} \to \mathcal{V}^*$ is a bounded operator, that is, $A$ takes every bounded bounded set of $\mathcal{V}$ to a bounded set of $\mathcal{V}^*$, then the pseudo-monotonicity of the operator $A$ is equivalent to the following condition:

For any sequence $\{u_m\}$ with the weak limit $u$ in $\mathcal{V}$ and

$$
\liminf_{m \to \infty} \langle A(u_m), u_m - u \rangle \geq 0,
$$

imply that $\{A(u_m)\}$ converges to $A(u)$ in weak-star topology of $\mathcal{V}^*$ and

$$
\lim_{m \to \infty} \langle A(u_m), u_m \rangle = \langle A(u), u \rangle. \quad (2.4)
$$

The interested readers are refereed to Proposition 27.7 in [60] and Remark 5.2.12 in [31].

Now, we introduce assumptions on the coefficients $A, B$ and $\gamma$.

**Hypothesis 2.4.** Let $f \in L^1(0, T; \mathbb{R}_+)$ and $\beta \in (1, \infty)$.

(H.1) (Hemi continuity). The map $\mathbb{R} \ni \lambda \mapsto \langle A(t, u + \lambda v), w \rangle \in \mathbb{R}$ is continuous for any $u, v, w \in \mathcal{V}$ and for a.e. $t \in [0, T]$. 

Remark 2.5. (1)

(H.2) (Local monotonicity). There exist non-negative constants $\zeta$ and $C$ such that for any $u, v \in V$ and a.e. $t \in [0, T]$,

$$2\langle A(t, u) - A(t, v), u - v \rangle + \|B(t, u) - B(t, v)\|_{L_2}^2 + \int_Z \|\gamma(t, u, z) - \gamma(t, v, z)\|_{\mathcal{H}}^2 \lambda(dz) \leq [f(t) + \rho(u) + \eta(v)] \|u - v\|_{\mathcal{H}}^2,$$

where $\rho$ and $\eta$ are two measurable functions from $V$ to $\mathbb{R}$.

(H.2)' (General local monotonicity). For any constant $r > 0$, there exists a function $M_r(r) \in L^1(0, T; \mathbb{R}_+)$ such that for any $\|u\|_V \vee \|v\|_V \leq r$ and a.e. $t \in [0, T]$,

$$\langle A(t, u) - A(t, v), u - v \rangle \leq M_r(r) \|u - v\|_{\mathcal{H}}^2.$$

(H.3) (Coercivity). There exists a positive constant $C$ such that for any $u \in V$ and a.e. $t \in [0, T]$,

$$2\langle A(t, u), u \rangle \leq f(t)(1 + \|u\|_{\mathcal{H}}^2) - C\|u\|_V^2.$$

(H.4) (Growth). There exist non-negative constants $\alpha$ and $C$ such that for any $u \in V$ and a.e. $t \in [0, T]$,

$$\|A(t, u)\|_{L_2}^2 \leq (f(t) + C\|u\|_V^2)(1 + \|u\|_{\mathcal{H}}^2).$$

(H.5) For any sequence $\{u_m\}_{m=1}^\infty$ and $u$ in $V$ with $\|u_m - u\|_{\mathcal{H}} \to 0$ as $m \to \infty$, we have

$$\|B(t, u_m) - B(t, u)\|_{L_2} \to 0, \text{ for a.e. } t \in [0, T].$$

Moreover, there exists $g \in L^1(0, T; \mathbb{R}_+)$ such that for any $u \in V$ and a.e. $t \in [0, T]$,

$$\|B(t, u)\|_{L_2}^2 \leq g(t)(1 + \|u\|_V^2).$$

(H.6) The jump noise coefficient $\gamma(\cdot, \cdot, \cdot)$ satisfy:

1. The function $\gamma \in \mathcal{L}_3^2[\mathcal{P} \otimes \mathcal{I}, d \otimes \mathbb{P} \otimes \lambda; \mathcal{H}]$.

2. For any sequence $\{u_m\}_{m=1}^\infty$ and $u$ in $V$ with $\|u_m - u\|_{\mathcal{H}} \to 0$ as $m \to \infty$, we have

$$\int_Z \|\gamma(t, u_m, z) - \gamma(t, u, z)\|_{\mathcal{H}}^2 \lambda(dz) \to 0, \text{ for a.e. } t \in [0, T].$$

3. (Growth). There exist functions $h_p \in L^1(0, T; \mathbb{R}_+)$ such that for any $u \in V$, a.e. $t \in [0, T]$, and all $p \in [2, \infty)$,

$$\int_Z \|\gamma(t, u, z)\|_{\mathcal{H}}^p \lambda(dz) \leq h_p(t)(1 + \|u\|_V^p).$$

Remark 2.5. (1) One can see that the hypothesis (H.2)' is weaker than (H.2) and the existence results can be derived with (H.2)' whereas in the pathwise uniqueness we use (H.2).

(2) In applications, the coefficients $B(\cdot, u)$ and $\gamma(\cdot, u, \cdot)$ are usually assumed to be locally Lipschitz and of linear growth. So, the hypothesis (H.5), (H.6) are satisfied. Later, we discuss the case where $\|B(\cdot, u)\|_{L_2}$ and $\|\gamma(\cdot, u, \cdot)\|_{\mathcal{H}}$ depend on $\|u\|_V$ also.
Remark 2.6. If we compare the local monotone condition used in [31], the main difference is that in Hypothesis (H.2) both measurable functions $\rho$ and $\eta$ can be non-zero. In fact, in [31], it is required that the sum $\rho(u) + \eta(v)$ either only depends on $u$ or on $v$, when the system (1.1) is perturbed by multiplicative noise. This condition was very crucial in [31] (cf. Remark 2.9, [53]).

2.3. Well-posedness results. Let us now provide the definition of probabilistically weak and strong solutions for the system (1.1):

Definition 2.7 (Probabilistically weak solution). A probabilistically weak solution to the equation (1.1) is a system $((\tilde{\Omega}, \tilde{\mathcal{F}}, \{\tilde{\mathcal{F}}_t\}_{t \geq 0}, \tilde{\mathbb{P}}), \tilde{X}, \tilde{W}, \tilde{\pi})$, where

1. $(\tilde{\Omega}, \tilde{\mathcal{F}}, \{\tilde{\mathcal{F}}_t\}_{t \geq 0}, \tilde{\mathbb{P}})$ is a filtered probability space with the filtration $\{\tilde{\mathcal{F}}_t\}_{t \geq 0}$,
2. $\tilde{W}$ is a $\mathcal{U}$-cylindrical Wiener process on $(\tilde{\Omega}, \tilde{\mathcal{F}}, \{\tilde{\mathcal{F}}_t\}_{t \geq 0}, \tilde{\mathbb{P}})$,
3. $\tilde{\pi}$ is a time homogeneous Poisson random measure on the space $(\mathbb{Z}, \mathcal{I})$ over $(\tilde{\Omega}, \tilde{\mathcal{F}}, \{\tilde{\mathcal{F}}_t\}_{t \geq 0}, \tilde{\mathbb{P}})$ with intensity measure $\lambda$,
4. $\tilde{X} : [0, T] \times \tilde{\Omega} \rightarrow \mathbb{H}$ is a predictable process with $\tilde{\mathbb{P}}$-a.s., paths

$$\tilde{X}(\cdot, \omega) \in D([0, T]; \mathbb{H}) \cap L^2(0, T; \mathcal{V}),$$

such that for all $t \in [0, T]$ and for all $v \in \mathcal{V}$, the following holds:

$$\tilde{X}(t, v) = (x, v) + \int_0^t A(s, \tilde{X}(s))dv + \int_0^t \langle B(s, \tilde{X}(s)), v \rangle ds + \int_0^t \int_{\mathbb{Z}} \gamma(s, \tilde{X}(s), z) v \tilde{\pi}(ds, dz), \tilde{\mathbb{P}}\text{-a.s.} \quad (2.12)$$

Let us provide the definition of pathwise strong probabilistic (analytically weak) solution for the system (1.1):

Definition 2.8 (Strong probabilistic solution). We are given a stochastic basis $((\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathbb{P}), X, W, \pi)$ and $x \in \mathbb{H}$. Then, (1.1) has a pathwise strong probabilistic solution if and only if there exists a progressively measurable process $X : [0, T] \times \Omega \rightarrow \mathbb{H}$ with $\mathbb{P}$-a.s., paths

$$X(\cdot, \omega) \in D([0, T]; \mathbb{H}) \cap L^2(0, T; \mathcal{V}),$$

and the following equation

$$X(t, v) = (x, v) + \int_0^t A(s, X(s))dv + \int_0^t \langle B(s, X(s)), v \rangle ds + \int_0^t \int_{\mathbb{Z}} \gamma(s, X(s), z) v \pi(ds, dz), \text{ for all } v \in \mathcal{V},$$

holds $\mathbb{P}$-a.s., for all $t \in [0, T]$.

Definition 2.9 (Pathwise uniqueness). For $i = 1, 2$, let us consider $X_i$ be any solution on the stochastic basis $((\Omega, \mathcal{F}, \mathcal{F}_{t \geq 0}, \mathbb{P}), X_i, W, \pi)$ to the system (1.1) with $X_i(0) = x$. Then, the solutions of the system (1.1) are pathwise unique if and only if

$$\mathbb{P}\{X_1(t) = X_2(t), \text{ for all } t \geq 0\} = 1.$$
Definition 2.10 (Uniqueness in law). We say that solutions of the system (1.1) are unique in law if and only if the following holds: If \((Ω, F_i, \{F_i\}_{i≥0}, P_i), X_i, W_i, π_i\) for \(i = 1, 2\) are two solutions to the system (1.1) with \(X_i(0) = x\), for \(i = 1, 2\), then \(L_{P_1}(X_1) = L_{P_2}(X_2)\).

The well-known Yamada-Watanabe theorem (cf. [52, 61]) states that weak existence and pathwise uniqueness imply strong existence and weak uniqueness.

Let us now state the main results on the existence of probabilistically weak and strong solution of the system (1.1). Proofs are provided in the subsequent sections.

**Theorem 2.11.** Assume that the embedding \(V \subset H\) is compact and Hypothesis 2.4 (H.1) and (H.2)'-(H.6) hold. Then, for any initial data \(x \in H\), there exists a probabilistic weak solution to the system (1.1). Furthermore, for any \(p ≥ 2\), the following estimate holds:

\[
E \left[ \sup_{t \in [0,T]} \|X(t)\|_H^p \right] + E \left[ \left( \int_0^T \|X(t)\|_V^β dt \right)^{2p/β} \right] < ∞.
\]

Moreover, if Hypothesis 2.4 (H.2) holds, then solution of the system (1.1) is pathwise unique and hence there exists a unique probabilistic strong solution to the system (1.1).

The next result is an immediate consequence of Theorem 2.11:

**Corollary 2.12.** Suppose that the embedding \(V \subset H\) is compact, the operator \(A(t, \cdot)\) is pseudo-monotone for a.e. \(t \in [0,T]\), and (H.1), (H.3)-(H.6) hold. Then, for any initial value \(x \in H\), there exists a probabilistically strong solution to the system (1.1), and the estimate (2.13) holds.

Let us now state a result on the continuous dependence of the solutions on the initial data.

**Theorem 2.13.** Suppose that the embedding \(V \subset H\) is compact, Hypothesis 2.4 (H.1),(H.2) and (H.3)-(H.6) hold. Let \(\{x_m\}\) be a sequence such that \(\|x_m - x\|_H → 0\) as \(m → ∞\). Let \(X(t, x)\) be the unique solution to the system (1.1) with the initial data \(x\). Then, for any \(p ≥ 2\),

\[
\lim_{m → ∞} E \left[ \sup_{0 ≤ t ≤ T} \|X(t, x_m) - X(t, x)\|_H^p \right] = 0.
\]

3. Proof of Theorem 2.11

In this section, we establish the proof of Theorem 2.11. In this sequel, we assume that the embedding \(V \subset H\) is compact, the conditions (H.1) and (H.2)'-(H.6) from Hypothesis 2.4 hold. In order to obtain the existence of a probabilistically weak solution, we start with the construction of an approximating solutions using a Faedo-Galerkin approximation and then we prove the tightness of laws of the approximating solutions in the approximating space.

Let \(\{e_j\}^∞_{j=1} \subset V\) be an orthonormal basis of \(H\). Let \(H_m\) be a finite dimensional space spanned by \(\{e_1, e_2, \ldots, e_m\}\). We define a projection \(P_m : V^* → H_m\) by

\[
P_m u := \sum_{j=1}^m \langle u, e_j \rangle e_j.
\]

Clearly, the restriction of this projection denoted by \(P_m|_H\) is just the orthogonal projection of \(H\) onto \(H_m\). Since \(\{ϕ_j\}^∞_{j=1}\) is an orthonormal basis of the Hilbert space \(U\), let us set

\[
W_m(t) = Q_m W(t) = \sum_{j=1}^m \langle W(t), ϕ_j \rangle ϕ_j,
\]
where $Q_m$ is the orthogonal projection onto $\text{span}\{\phi_1, \phi_2, \ldots, \phi_m\}$ in $U$.

Now, we consider the following stochastic differential equation in the finite-dimensional space $H_m$, for any $m \geq 1$

$$Y_m(t) = P_m x + \int_0^t P_m A(s, Y_m(s))ds + \int_0^t P_m B(s, Y_m(s))Q_m dW(s)$$

$$+ \int_0^t \int_Z P_m \gamma(s, Y_m(s), z) \tilde{\pi}(ds, dz).$$

The existence and uniqueness of the strong solution of finite dimensional system has been discussed in Theorem 1, [22] (cf. also in Theorem 3.1, [1] or [12]). We have the following uniform energy estimate for $\{Y_m\}$.

**Lemma 3.1.** For any $p \geq 2$, there exists a constant $C_p > 0$ such that

$$\sup_{n \in \mathbb{N}} \left\{ \mathbb{E} \left[ \sup_{t \leq T} \|Y_m(t)\|^p_{H_m^2} \right] + \mathbb{E} \left[ \left( \int_0^T \|Y_m(t)\|^p_{H_m^2} dt \right)^{\frac{p}{2}} \right] \right\} \leq C_p (1 + \|x\|^p_{H}) \quad (3.4)$$

**Proof.** It is enough to establish this lemma for large values of $p$.

**Step 1:** Applying Itô’s formula to the real-valued process $\|Y_m(\cdot)\|^p_{H_m^2}$, we find

$$\|Y_m(t)\|^p_{H_m^2}$$

$$= \|P_m x\|^p_{H} + \frac{p}{2} \int_0^t \|Y_m(s)\|^p_{H_m^2} [2\langle A(s, Y_m(s)), Y_m(s) \rangle + \|P_m B(s, Y_m(s))Q_m\|^2_{L_2}] ds$$

$$+ \frac{p(p-2)}{2} \int_0^t \|Y_m(s)\|^p_{H_m^2} \|Y_m(s) \circ P_m B(s, Y_m(s))Q_m\|^2_{H_m} ds$$

$$+ p \int_0^t \|Y_m(s)\|^p_{H_m^2} (P_m B(s, Y_m(s))Q_m dW(s), Y_m(s))$$

$$+ \int_0^t \int_Z \|Y_m(s) + P_m \gamma(s, Y_m(s), z)\|^p_{H_m^2} - \|Y_m(s)\|^p_{H_m^2} \lambda(dz)ds$$

$$- p\|Y_m(s)\|^p_{H_m^2} (P_m \gamma(s, Y_m(s), z), Y_m(s)) \tilde{\pi}(dz)ds$$

$$+ \int_0^t \int_Z \|Y_m(s) + P_m \gamma(s, Y_m(s), z)\|^p_{H_m^2} - \|Y_m(s)\|^p_{H_m^2} \tilde{\pi}(ds, dz). \quad (3.5)$$

Let us consider the last two terms of inequality (3.5), and using Taylor’s formula, we obtain

$$\int_0^t \int_Z \|Y_m(s) + P_m \gamma(s, Y_m(s), z)\|^p_{H_m^2} - \|Y_m(s)\|^p_{H_m^2} \tilde{\pi}(ds, dz)$$

$$- p\|Y_m(s)\|^p_{H_m^2} (P_m \gamma(s, Y_m(s), z), Y_m(s)) \lambda(dz)ds$$

$$+ \int_0^t \int_Z \|Y_m(s) + P_m \gamma(s, Y_m(s), z)\|^p_{H_m^2} - \|Y_m(s)\|^p_{H_m^2} \tilde{\pi}(ds, dz)$$

$$= p \int_0^t \int_Z \|Y_m(s) + \theta P_m \gamma(s, Y_m(s), z)\|^p_{H_m^2} - \|P_m \gamma(s, Y_m(s), z)\|^2_{H_m^2} \tilde{\pi}(ds, dz)$$

$$+ \frac{p}{2} \int_0^t \int_Z \|Y_m(s) + \theta P_m \gamma(s, Y_m(s), z)\|^p_{H_m^2} - \|P_m \gamma(s, Y_m(s), z)\|^2_{H_m^2} \tilde{\pi}(ds, dz)$$

$$+ (p-2)\|Y_m(s) + \theta P_m \gamma(s, Y_m(s), z)\|^p_{H_m^2} - \|P_m \gamma(s, Y_m(s), z)\|^2_{H_m^2} \tilde{\pi}(ds, dz)$$

$$+ (p-2)\|P_m \gamma(s, Y_m(s), z)\|^2_{H_m^2} \tilde{\pi}(ds, dz).$$
\[
\times \| (Y_m(s-)+\theta P_m\gamma(s, Y_m(s-), z), P_m\gamma(s, Y_m(s-), z))\|_2^2 \pi(ds, dz)
\]
\[
\leq p \int_0^t \int_Z \| Y_m(s-)+\theta P_m\gamma(s, Y_m(s-), z), Y_m(s-)\|_{H^p}^2 \pi(ds, dz)
\]
\[
+ \frac{p(p-1)}{2} \int_0^t \int_Z \| Y_m(s-)+\theta P_m\gamma(s, Y_m(s-), z)\|_{H^p}^2 \| P_m\gamma(s, Y_m(s-), z)\|_{H^p}^2 \pi(ds, dz),
\]
(3.6)

for some \( \theta \in (0, 1) \). Using Hypothesis 2.4 (H.3) and (H.5), and the above inequality in (3.5), we obtain
\[
\| Y_m(t)\|_{H^p}^2 + \frac{pC}{2} \int_0^t \| Y_m(s)\|^2 \| Y_m(s)\|_{H^p}^2 ds
\]
\[
\leq \| P_mx\|_{H^p}^2 + C \int_0^t [f(s)+g(s)] ds + C \int_0^t [f(s)+g(s)] \| Y_m(s)\|_{H^p}^2 ds
\]
\[
+ p \int_0^t \| Y_m(s)\|_{H^p}^2 (B(s, Y_m(s))Q_m dW(s), Y_m(s))
\]
\[
+ p \int_0^t \int_Z \| Y_m(s-)\|_{H^p}^2 (P_m\gamma(s, Y_m(s-), z), Y_m(s-)) \pi(ds, dz)
\]
\[
+ C_p \int_0^t \int_Z \| Y_m(s-)\|_{H^p}^2 \| P_m\gamma(s, Y_m(s-), z)\|_{H^p}^2 + \| P_m\gamma(s, Y_m(s-), z)\|_{H^p}^2 \pi(ds, dz).
\]
(3.7)

Define sequence of stopping times as follows:
\[
\tau^m_N := T \land \inf\{t \geq 0 : \| Y_m(t)\|_{H} > N\}.
\]
Then \( \tau^m_N \to T, \mathbb{P}\text{-a.s., as } N \to \infty \) for every \( m \). Next, taking the supremum over time from 0 to \( r \land \tau^m_N \) and then taking expectations on both sides of the above inequality (3.7), we deduce
\[
\mathbb{E}\left[ \sup_{t \in [0,r \land \tau^m_N]} \| Y_m(t)\|_{H^p}^2 \right] + \frac{pC}{2} \mathbb{E}\left[ \int_0^{r \land \tau^m_N} \| Y_m(s)\|^2 \| Y_m(s)\|_{H^p}^2 ds \right]
\]
\[
\leq \| x\|_{H^p}^2 + C \int_0^t [f(s)+g(s)] ds + C \mathbb{E}\left[ \int_0^{r \land \tau^m_N} [f(s)+g(s)] \| Y_m(s)\|_{H^p}^2 ds \right]
\]
\[
+ p \mathbb{E}\left[ \sup_{t \in [0,r \land \tau^m_N]} \int_0^t \| Y_m(s)\|_{H^p}^2 (B(s, Y_m(s))Q_m dW(s), Y_m(s)) \right]
\]
\[
+ p \mathbb{E}\left[ \sup_{t \in [0,r \land \tau^m_N]} \int_0^t \int_Z \| Y_m(s-)\|_{H^p}^2 (P_m\gamma(s, Y_m(s-), z), Y_m(s-)) \pi(ds, dz) \right]
\]
\[
+ C_p \mathbb{E}\left[ \int_0^{r \land \tau^m_N} \int_Z \| Y_m(s-)\|_{H^p}^2 \| P_m\gamma(s, Y_m(s-), z)\|_{H^p}^2 + \| P_m\gamma(s, Y_m(s-), z)\|_{H^p}^2 \pi(ds, dz) \right]
\]
\[
\leq \| x\|_{H^p}^2 + \sum_{j=1}^5 I_j,
\]
(3.8)
Now, we consider the term $I_3$ and estimate it using Hypothesis 2.4 (H5), Burkholder-Davis-Gundy inequality (see Theorem 1.1, [14]), Hölder’s and Young’s inequalities as

$$I_3 \leq C_pE \left( \int_0^{T \wedge \tau_N} \left\| B(s, Y_m(s)) \right\|^2_{L^2} ds \right)^{\frac{1}{2}}$$

$$\leq C_pE \left( \sup_{s \in [0, r \wedge \tau_N]} \left\| Y_m(s) \right\|^p_{H} \int_0^{r \wedge \tau_N} \left\| B(s, Y_m(s)) \right\|^2_{L^2} ds \right)^{\frac{1}{2}}$$

$$\leq \epsilon E \left( \sup_{s \in [0, r \wedge \tau_N]} \left\| Y_m(s) \right\|^p_{H} \right) + C_{\epsilon, p}E \left( \int_0^{r \wedge \tau_N} \left\| B(s, Y_m(s)) \right\|^2_{L^2} ds \right)^{\frac{1}{2}}$$

$$\leq \epsilon E \left( \sup_{s \in [0, r \wedge \tau_N]} \left\| Y_m(s) \right\|^p_{H} \right) + C_{\epsilon, p} \int_0^{T} g(s) ds + C_{\epsilon, p}E \left( \int_0^{r \wedge \tau_N} g(s) \left\| Y_m(s) \right\|^p_{H} ds \right), \quad (3.9)$$

where $\epsilon > 0$. Again, using Burkholder-Davis-Gundy inequality, Hypothesis 2.4 (H.6), Corollary 2.4., [62], Young’s and Hölder’s inequalities to estimate the term $I_4$ as

$$I_4 \leq C_pE \left( \int_0^{T \wedge \tau_N} \left\| Y_m(s) \right\|^2_{H} \left\| P_m \gamma(s, Y_m(s), z) \right\|^2_{\mathbb{P}}(ds, dz) \right)^{\frac{1}{2}}$$

$$\leq C_pE \left( \sup_{s \in [0, r \wedge \tau_N]} \left\| Y_m(s) \right\|^p_{H} \left( \int_0^{T \wedge \tau_N} \left\| P_m \gamma(t, Y_m(s), z) \right\|^2_{H} \mathbb{P}(ds, dz) \right)^{\frac{1}{2}} \right)^{\frac{1}{2}}$$

$$\leq \epsilon E \left( \sup_{s \in [0, r \wedge \tau_N]} \left\| Y_m(s) \right\|^p_{H} \right) + C_{\epsilon, p}E \left( \int_0^{T \wedge \tau_N} \left\| P_m \gamma(t, Y_m(s), z) \right\|^p_{H} \mathbb{P}(ds, dz) \right)^{\frac{1}{2}}$$

$$\leq \epsilon E \left( \sup_{s \in [0, r \wedge \tau_N]} \left\| Y_m(s) \right\|^p_{H} \right) + C_{\epsilon, p} \int_0^{T} h_p(s) ds + E \left( \int_0^{T \wedge \tau_N} h_p(s) \left\| Y_m(s) \right\|^p_{H} ds \right)$$

$$+ C_{\epsilon, p} \left( \int_0^{T} h_2(s) ds \right)^{\frac{1}{2}} + \left( \int_0^{T} h_2(s) ds \right)^{\frac{1}{2}} E \left( \int_0^{T \wedge \tau_N} h_2(s) \left\| Y_m(s) \right\|^p_{H} ds \right). \quad (3.10)$$

We consider the term $I_5$, and estimate it using (2.1), Hypothesis 2.4 (H.6), Hölder’s and Young’s inequalities as

$$I_5 = C_pE \left( \int_0^{T \wedge \tau_N} \left[ \left\| Y_m(s) \right\|^2_{H} + \left\| P_m \gamma(s, Y_m(s), z) \right\|^2_{H} \right] \left\| P_m \gamma(s, Y_m(s), z) \right\|^p_{H} \mathbb{P}(dz) ds \right)$$

$$\leq C_pE \left( \sup_{s \in [0, r \wedge \tau_N]} \left\| Y_m(s) \right\|^p_{H} \left( \int_0^{T \wedge \tau_N} \left\| P_m \gamma(s, Y_m(s), z) \right\|^2_{H} \mathbb{P}(dz) ds \right) \right)$$

$$+ C_pE \left( \int_0^{T \wedge \tau_N} \left\| P_m \gamma(s, Y_m(s), z) \right\|^p_{H} \mathbb{P}(dz) ds \right).$$
\[
\begin{align*}
&\leq c_{p}\mathbb{E}\left[\sup_{s\in[0,T]}\|Y_m(s)\|_{H}^{p}\right] + C_{p}\mathbb{E}\left[\left(\int_{0}^{T}\int_{Z}\|\mathbb{P}_{m}\gamma(s, Y_m(s), z)\|_{H}^{2}\lambda(dz)ds\right)\frac{2}{p}\right] \\
&+ C_{p}\left(\int_{0}^{T}h_{p}(s)ds + \mathbb{E}\left[\int_{0}^{T}h_{p}(s)\|Y_m(s)\|_{H}^{p}ds\right]\right) \\
&\leq c_{p}\mathbb{E}\left[\sup_{s\in[0,T]}\|Y_m(s)\|_{H}^{p}\right] + C_{p}\left(\int_{0}^{T}h_{p}(s)ds + \mathbb{E}\left[\int_{0}^{T}h_{p}(s)\|Y_m(s)\|_{H}^{p}ds\right]\right) \\
&+ C_{p}\left(\left(\int_{0}^{T}h_{2}(s)ds\right)\frac{2}{p} + \left(\int_{0}^{T}h_{2}(s)ds\right)\frac{p-2}{2}\mathbb{E}\left[\int_{0}^{T}h_{p}(s)\|Y_m(s)\|_{H}^{p-2}ds\right]\right).
\end{align*}
\] (3.11)

Combining (3.5)-(3.11), and choosing an appropriate parameter \(\epsilon\) and then applying Gronwall’s inequality, we get

\[
\mathbb{E}\left[\sup_{t\in[0,T]}\|Y_m(t)\|_{H}^{p}\right] + C\mathbb{E}\left[\int_{0}^{T}\|Y_m(s)\|_{V}^{\beta}\|Y_m(s)\|_{H}^{p-2}ds\right] \\
\leq C\left(\|\varphi\|_{H}^{p} + \int_{0}^{T}\left[f(s) + g(s) + h_{p}(s)\right]ds + \left(\int_{0}^{T}h_{2}(s)ds\right)\frac{2}{p}\right) \\
\times \exp\left\{C\int_{0}^{T}\left[f(t) + g(t) + h_{p}(t)\right]dt + \left(\int_{0}^{T}h_{p}(s)ds\right)\frac{p-2}{2}\right\}. \tag{3.12}
\]

Passing \(N \to \infty\), and applying Fatou’s lemma, we find for all \(p \geq 2\),

\[
\sup_{m\in\mathbb{N}}\left\{\mathbb{E}\left[\sup_{0\leq t\leq T}\|Y_m(t)\|_{H}^{p}\right] + \mathbb{E}\left[\int_{0}^{T}\|Y_m(s)\|_{V}^{\beta}\|Y_m(s)\|_{H}^{p-2}ds\right]\right\} < \infty. \tag{3.13}
\]

**Step II:** Again, we apply Itô’s formula to the process \(\|Y_m(\cdot)\|_{H}^{2}\), to find

\[
\begin{align*}
\|Y_m(t)\|_{H}^{2} &= \|P_{m}x\|_{H}^{2} + \int_{0}^{t}\left\{2\langle A(s, Y_m(s)), Y_m(s)\rangle + \|P_mB(s, Y_m(s))Q_m\|_{L_{2,Z}}^{2}\right\}ds \\
&\quad + 2\int_{0}^{t}(B(s, Y_m(s))Q_mdW(s), Y_m(s)) \\
&\quad + \int_{0}^{t}\int_{Z}\|Y_m(s-)+P_{m}\gamma(s, Y_m(s-), z)\|_{H}^{2} - \|Y_m(s-)-\|_{H}^{2} - 2(P_{m}\gamma(s, Y_m(s), z), Y_m(s))\lambda(dz)ds \\
&\quad + \int_{0}^{t}\int_{Z}\|Y_m(s)+P_{m}\gamma(s, Y_m(s), z)\|_{H}^{2} - \|Y_m(s)\|_{H}^{2} \\
&\quad - 2(P_{m}\gamma(s, Y_m(s), z), Y_m(s))\lambda(dz)ds \\
&= \|P_{m}x\|_{H}^{2} + \int_{0}^{t}\left\{2\langle A(s, Y_m(s)), Y_m(s)\rangle + \|P_mB(s, Y_m(s))Q_m\|_{L_{2,Z}}^{2}\right\}ds \\
&\quad + 2\int_{0}^{t}(B(s, Y_m(s))Q_mdW(s), Y_m(s)) + \int_{0}^{t}\int_{Z}\|P_{m}\gamma(s, Y_m(s-), z)\|_{H}^{2}\pi(dz, ds) \\
&\quad + \int_{0}^{t}\int_{Z}(P_{m}\gamma(s, Y_m(s-), z), Y_m(s-))\bar{\pi}(ds, dz). \tag{3.14}
\end{align*}
\]
Using Hypothesis 2.4 (H.3) and (H.5) in (3.14) it follows that
\[
\|Y_m(t)\|^2_H + C \int_0^t \|Y_m(s)\|^2_V ds \\
\leq \|\mathbb{P}_m x\|^2_H + \int_0^t \{ (f(s) + g(s)) \|Y_m(s)\|^2_H + f(s) + g(s) \} ds \\
+ 2 \int_0^t (B(s, Y_m(s))Q_m dW(s), Y_m(s)) + \int_0^t \int_Z \|\mathbb{P}_m \gamma(s, Y_m(s), z)\|^2_H \pi(ds, dz) \\
+ 2 \int_0^t \int_Z (\mathbb{P}_m \gamma(s, Y_m(s), z), Y_m(s)) \tilde{\pi}(ds, dz).
\]
Therefore, we arrive at
\[
\mathbb{E} \left[ \left( \int_0^t \|Y_m(s)\|^2_V ds \right)^\frac{p}{2} \right] \\
\leq C_p \|\mathbb{P}_m x\|^p_H + C_p \mathbb{E} \left[ \int_0^t \{ (f(s) + g(s)) \|Y_m(s)\|^2_H + f(s) + g(s) \} ds \right]^{\frac{p}{2}} \\
+ C_p \mathbb{E} \left[ \int_0^t (B(s, Y_m(s))Q_m dW(s), Y_m(s)) \right]^{\frac{p}{2}} \\
+ C_p \mathbb{E} \left[ \left( \int_0^t \int_Z \|\mathbb{P}_m \gamma(s, Y_m(s), z)\|^2_H \pi(ds, dz) \right)^{\frac{p}{2}} \right] \\
+ C_p \mathbb{E} \left[ \left( \int_0^t \int_Z (\mathbb{P}_m \gamma(s, Y_m(s), z), Y_m(s)) \tilde{\pi}(ds, dz) \right)^{\frac{p}{2}} \right].
\] (3.15)

Applying Burkholder-Davis-Gundy inequality, Hypothesis 2.4 (H.5), Young’s and Hölder’s inequalities in the third term of the right hand side of the above inequality (3.15), we find
\[
C_p \mathbb{E} \left[ \int_0^t (B(s, Y_m(s))Q_m dW(s), Y_m(s)) \right]^{\frac{p}{2}} \\
\leq C_p \mathbb{E} \left[ \int_0^T \|Y_m(s)\|^2_H \|B(s, Y_m(s))\|^2_L^2 ds \right]^{\frac{p}{2}} \\
\leq C_p \mathbb{E} \left[ \sup_{0 \leq s \leq T} \|Y_m(s)\|^p_H \right] + C_p \mathbb{E} \left[ \left( \int_0^T \|B(s, Y_m(s))\|^2_L ds \right)^{\frac{p}{2}} \right] \tag{3.16}
\]
\[
\leq C_p \mathbb{E} \left[ \sup_{0 \leq s \leq T} \|Y_m(s)\|^p_H \right] + C_p \mathbb{E} \left[ \left( \int_0^T g(s)(1 + \|Y_m(s)\|^2_H) ds \right)^{\frac{p}{2}} \right] \\
\leq C_p \mathbb{E} \left[ \sup_{0 \leq s \leq T} \|Y_m(s)\|^p_H \right] + C_p \left( \int_0^T g(s) ds \right)^{\frac{p}{2}} \left( 1 + \mathbb{E} \left[ \sup_{0 \leq s \leq T} \|Y_m(s)\|^p_H \right] \right). \tag{3.17}
\]
We estimate the penultimate term from the right hand side of the inequality (3.15), using Corollary 2.4., [62] and Hypothesis 2.4 (H.6) as
\[
C_p \mathbb{E} \left[ \left( \int_0^T \int_Z \|\mathbb{P}_m \gamma(s, Y_m(s), z)\|^2_H \pi(ds, dz) \right)^{\frac{p}{2}} \right]
\]
Since, we have
\[ \text{Lemma 3.2.} \] 
\[ \| P_m \gamma(s, Y_m(s), z) \|_{\mathbb{H}}^p \lambda(dz)ds \]
\[ + C_p \mathbb{E} \left[ \left( \int_0^T \int \| P_m \gamma(s, Y_m(s), z) \|_{\mathbb{H}}^2 \lambda(dz)ds \right)^{\frac{p}{2}} \right] \]
\[ \leq C_p \left( \int_0^T h_p(t)dt + \mathbb{E} \left[ \int_0^T h_p(s) \| Y_m(s) \|_{\mathbb{H}}^p ds \right] \right) 
+ C_p \left( \left( \int_0^T h_2(s)ds \right)^{\frac{p}{2}} + \left( \int_0^T h_2(s)ds \right)^{\frac{p-2}{2}} \mathbb{E} \left[ \int_0^T h_2(s) \| Y_m(s) \|_{\mathbb{H}}^p ds \right] \right) \quad (3.18) \]

Now, we consider the final term of the right-hand side of the inequality (3.15) and estimate it using Burkholder-Davis-Gundy inequality, Hypothesis 2.4 (H.6), Corollary 2.4., [62], Young’s and Hölder’s inequalities, as
\[ C_p \mathbb{E} \left[ \left( \int_0^T \int \| P_m \gamma(s, Y_m(s), z) \|_{\mathbb{H}}^p \pi(ds, dz) \right)^{\frac{p}{2}} \right] \]
\[ \leq C_p \mathbb{E} \left[ \left( \int_0^T \int \| P_m \gamma(s, Y_m(s), z) \|_{\mathbb{H}}^2 \| Y_m(s) \|_{\mathbb{H}}^2 \pi(ds, dz) \right)^{\frac{p}{2}} \right] \]
\[ \leq C_p \mathbb{E} \left[ \sup_{0 \leq t \leq T} \| Y_m(s) \|_{\mathbb{H}}^p \right] + C_p \mathbb{E} \left[ \left( \int_0^T \int \| P_m \gamma(s, Y_m(s), z) \|_{\mathbb{H}}^2 \pi(ds, dz) \right)^{\frac{p}{2}} \right] \]
\[ \leq C_p \mathbb{E} \left[ \sup_{0 \leq t \leq T} \| Y_m(s) \|_{\mathbb{H}}^p \right] + C_p \left( \int_0^T h_p(s)ds + \mathbb{E} \left[ \int_0^T h_p(s) \| Y_m(s) \|_{\mathbb{H}}^p ds \right] \right) 
+ C_p \left( \left( \int_0^T h_2(s)ds \right)^{\frac{p}{2}} + \left( \int_0^T h_2(s)ds \right)^{\frac{p-2}{2}} \mathbb{E} \left[ \int_0^T h_2(s) \| Y_m(s) \|_{\mathbb{H}}^p ds \right] \right) \quad (3.19) \]

Combining (3.15)-(3.19), we arrive at
\[ \sup_{m \in \mathbb{N}} \mathbb{E} \left[ \int_0^T \| Y_m(s) \|_{\mathbb{H}}^p ds \right]^{\frac{p}{2}} < \infty, \quad (3.20) \]
which completes the proof.

Let now prove the tightness property of the laws of \( \{Y_m\} \). Define a sequence of stopping times as follows:
\[ \tau_m^N := T \wedge \inf\{ t \geq 0 : \| Y_m(t) \|_{\mathbb{H}}^2 > N \} \wedge \inf\left\{ t \geq 0 : \int_0^t \| Y_m(s) \|_{\mathbb{H}}^p ds > N \right\} \leq T, \quad (3.21) \]
with the convention that infimum of a void set is infinite. Then, by Markov’s inequality and Lemma 3.1, we have
\[ \lim_{N \to \infty} \sup_{m \in \mathbb{N}} \mathbb{P}(\tau_m^N < T) = 0. \quad (3.22) \]

**Lemma 3.2.** The set of measures \( \mathcal{L}(Y_m) : m \in \mathbb{N} \) is tight on \( L^\beta(0, T; \mathbb{H}) \) for \( \beta \in (1, \infty) \).

**Proof.** Since, we have
\[ \sup_{m \in \mathbb{N}} \mathbb{E} \left[ \int_0^T \| Y_m(t) \|_{\mathbb{H}}^p dt \right] < \infty, \quad (3.23) \]
using Lemma A.4 below (see Lemma 5.2, [51]), it is enough to prove for any \( \epsilon > 0 \)
\[
\lim_{\delta \to 0+} \sup_{m \in \mathbb{N}} \mathbb{P}\left( \int_0^{T-\delta} \left\| Y_m(t+\delta) - Y_m(t) \right\|_H^\beta dt > \epsilon \right) = 0. \tag{3.24}
\]

Let us fix \( Y_m(t) := Y_m(t \land \tau_m^N) \). An application of Markov’s inequality yields
\[
\mathbb{P}\left( \int_0^{T-\delta} \left\| Y_m(t+\delta) - Y_m(t) \right\|_H^\beta dt > \epsilon \right) \\
\leq \mathbb{P}\left( \int_0^{T-\delta} \left\| Y_m(t+\delta) - Y_m(t) \right\|_H^\beta dt > \epsilon, \tau_m^N = T \right) + \mathbb{P}(\tau_m^N < T) \\
\leq \frac{1}{\epsilon} \mathbb{E}\left[ \int_0^{T-\delta} \left\| Y_m^N(t+\delta) - Y_m^N(t) \right\|_H^\beta dt \right] + \mathbb{P}(\tau_m^N < T). \tag{3.25}
\]

If we manage to show that for any fixed \( N > 0 \)
\[
\lim_{\delta \to 0+} \sup_{m \in \mathbb{N}} \mathbb{E}\left[ \int_0^{T-\delta} \left\| Y_m^N(t+\delta) - Y_m^N(t) \right\|_H^\beta dt \right] = 0, \tag{3.26}
\]
then, in view of (3.22), passing \( \delta \to 0 \) and then \( N \to \infty \) in (3.25), we get (3.24), which completes the proof of tightness of laws of \( \{ Y_m \} \) in \( L^\beta(0, T; \mathbb{H}) \). Thus, if we establish (3.26), then we are done. To complete this, we divide the proof in two parts which depends on the values of \( \beta \), that is, \( 1 < \beta \leq 2 \) and \( \beta > 2 \).

**Part I.** We first consider the case when \( \beta \in (1, 2] \). Applying Itô’s formula, we find
\[
\mathbb{E}\left[ \left\| Y_m^N(t+\delta) - Y_m^N(t) \right\|_H^2 \right] \\
= \mathbb{E}\left[ \int_{t \land \tau_m^N}^{(t+\delta) \land \tau_m^N} 2\langle A(s, Y_m(s)), Y_m(s) - Y_m(t \land \tau_m^N) \rangle ds \right] \\
+ \mathbb{E}\left[ \int_{t \land \tau_m^N}^{(t+\delta) \land \tau_m^N} \left\| P_mB(s, Y_m(s))Q_m \right\|_{L_2}^2 ds \right] \\
+ \mathbb{E}\left[ \int_{t \land \tau_m^N}^{(t+\delta) \land \tau_m^N} \int_Z \left\| P_m\gamma(s, Y_m(s), \cdot) \right\|_H^2 \lambda(dz) ds \right], \tag{3.27}
\]
where we have used (2.1). From (3.27), we conclude that
\[
\mathbb{E}\left[ \int_0^{T-\delta} \left\| Y_m^N(t+\delta) - Y_m^N(t) \right\|_H^2 dt \right] \\
= \mathbb{E}\left[ \int_0^{T-\delta} \left\{ \int_{t \land \tau_m^N}^{(t+\delta) \land \tau_m^N} \left( 2\langle A(s, Y_m(s)), Y_m(s) \rangle + \left\| P_mB(s, Y_m(s))Q_m \right\|_{L_2}^2 \\
+ \int_Z \left\| P_m\gamma(s, Y_m(s), \cdot) \right\|_H^2 \lambda(dz) \right) ds \right\} dt \right] \\
- 2\mathbb{E}\left[ \int_0^{T-\delta} \left\{ \int_{t \land \tau_m^N}^{(t+\delta) \land \tau_m^N} \langle A(s, Y_m(s)), Y_m(t \land \tau_m^N) \rangle ds \right\} dt \right] \\
=: J_1 + J_2. \tag{3.28}
\]
Since we are considering the case $\tau_m^N = T$ only, we have $\mathbb{P}(\chi_{\{\tau_m^N \leq t \leq T - \delta\}}) = 0$, and using Fubini’s theorem and Hypothesis 2.4 (H.3), (H.5), (H.6), we estimate the term $J_1$ as

$$J_1 = \mathbb{E}\left[ \int_0^{T \wedge \tau_m^N} \left( \int_0^s \chi_{\{\tau_m^N > t\}} \mathbb{P}_m B(s, Y_m(s)) Q_m \right)\mathbb{E} \left( 2 \mathbb{E}\|\mathbb{P}_m B(s, Y_m(s)) Q_m\|^2_{L_2} + \|\mathbb{P}_m \mathbb{P}_m \mathbb{P}_m B(s, Y_m(s)) Q_m\|^2_{L_2} \right) ds \right]$$

$$\leq \delta \mathbb{E}\left[ \int_0^{T \wedge \tau_m^N} \left( f(s) + g(s) + h_2(s) \right) \left( 1 + \|Y_m(s)\|^2_{H} \right) ds \right]$$

$$\leq \delta \int_0^T \left( f(s) + g(s) + h_2(s) \right) ds \left( 1 + \mathbb{E}\left[ \sup_{s \in [0, T]} \|Y_m(s)\|^2_{H} \right] \right)$$

$$\leq C\delta.$$

(3.29)

Again, applying Fubini’s theorem and Hypothesis 2.4 (H.4), to estimate the term $J_2$ as

$$|J_2| \leq 2\mathbb{E}\left[ \int_0^{T \wedge \tau_m^N} \left( \int_0^s \mathbb{P}_m B(s, Y_m(s)) Q_m \right)\mathbb{E} \left( 2 \mathbb{E}\|\mathbb{P}_m B(s, Y_m(s)) Q_m\|^2_{L_2} + \|\mathbb{P}_m \mathbb{P}_m \mathbb{P}_m B(s, Y_m(s)) Q_m\|^2_{L_2} \right) ds \right]$$

$$\leq 2\mathbb{E}\left[ \int_0^{T \wedge \tau_m^N} \|\mathbb{P}_m B(s, Y_m(s)) Q_m\|^2_{L_2} + \|\mathbb{P}_m \mathbb{P}_m \mathbb{P}_m B(s, Y_m(s)) Q_m\|^2_{L_2} \right] ds$$

$$\leq 2\delta \frac{\beta - 1}{\beta - 2} \mathbb{E}\left[ \left( \int_0^{T \wedge \tau_m^N} \|\mathbb{P}_m B(s, Y_m(s)) Q_m\|^2_{L_2} + \|\mathbb{P}_m \mathbb{P}_m \mathbb{P}_m B(s, Y_m(s)) Q_m\|^2_{L_2} \right) ds \right]$$

$$\leq 2\delta \frac{\beta - 1}{\beta - 2} T^{1 - \frac{\beta - 1}{\beta}} \left\{ \mathbb{E}\left[ \int_0^{T \wedge \tau_m^N} \|\mathbb{P}_m B(s, Y_m(s)) Q_m\|^2_{L_2} + \|\mathbb{P}_m \mathbb{P}_m \mathbb{P}_m B(s, Y_m(s)) Q_m\|^2_{L_2} \right] ds \right\}^{\frac{\beta - 1}{\beta}}$$

$$\leq C\delta^{\frac{\beta - 1}{\beta - 2}}.$$

(3.30)

Combining (3.28)-(3.30), we obtain

$$\sup_{m \in \mathbb{N}} \mathbb{E}\left[ \int_0^{T - \delta} \|Y_m(t + \delta) - Y_m(t)\|^2_{H} dt \right] \leq C(\delta + \delta^{\frac{\beta - 1}{\beta - 2}}).$$

(3.31)

Now, for $\beta \in (1, 2]$, we use Hölder’s inequality to get

$$\lim_{\delta \to 0^+} \sup_{m \in \mathbb{N}} \mathbb{E}\left[ \int_0^{T - \delta} \|Y_m(t + \delta) - Y_m(t)\|_{H}^2 dt \right]$$

$$\leq C \lim_{\delta \to 0^+} \sup_{m \in \mathbb{N}} \left\{ \mathbb{E}\left[ \int_0^{T - \delta} \|Y_m(t + \delta) - Y_m(t)\|_{H}^2 dt \right] \right\}^{\frac{\beta}{\beta}} = 0,$$

(3.32)

which completes the proof of (3.26) for $\beta \in (1, 2]$.  

**Part II.** Now, we move towards the remaining values of $\beta$, that is, $\beta \in (2, \infty)$. Again, applying Itô’s formula to the process $\| \cdot \|_{H}^2$, and then taking expectations, we find

$$\mathbb{E}\left[ \|Y_m(t + \delta) - Y_m(t)\|_{H}^2 \right]$$
\[ \begin{align*}
&= \frac{\beta}{2} \mathbb{E} \left[ \int_{t \wedge \tau_{\tau_{m}^N}^{T}} \| Y_m(s) - Y_m(t \wedge \tau_{m}^N) \|^2_{\mathbb{H}} \, ds \right] + \frac{\beta(\beta - 2)}{2} \mathbb{E} \left[ \int_{t \wedge \tau_{\tau_{m}^N}^{T}} \| Y_m(s) - Y_m(t \wedge \tau_{m}^N) \|^4_{\mathbb{H}} \, ds \right] \\
&\quad \times \| (Y_m(s) - Y_m(t \wedge \tau_{m}^N)) \circ P_m(s, Y_m(s))Q_m \|_{L^2}^2 \right] \\
&+ \frac{\beta}{2} \mathbb{E} \left[ \int_{t \wedge \tau_{\tau_{m}^N}^{T}} \left( \| Y_m(s) - Y_m(t \wedge \tau_{m}^N) \|^2_{\mathbb{H}} \| A(s, Y_m(s), Y_m(s)) \|^2_{\mathbb{H}} + \| Y_m(s) - Y_m(t \wedge \tau_{m}^N) \|^4_{\mathbb{H}} \| B(s, Y_m(s), Y_m(s)) \|^2_{\mathbb{H}} \right) \lambda(dz) \, ds \right].
\end{align*} \]

Using Fubini’s theorem and Taylor’s formula, we find

\[ \mathbb{E} \left[ \int_{0}^{T-\delta} \| Y_m(t + \delta) - Y_m(t) \|^2_{\mathbb{H}} \, dt \right] \leq C_{\beta} \mathbb{E} \left[ \int_{0}^{T-\delta} \left\{ \int_{t \wedge \tau_{\tau_{m}^N}^{T}} \| Y_m(s) - Y_m(t \wedge \tau_{m}^N) \|^2_{\mathbb{H}} \| A(s, Y_m(s), Y_m(s)) \|^2_{\mathbb{H}} \lambda(dz) \, ds \right\} \, dt \right] \]

\[ - \beta \mathbb{E} \left[ \int_{0}^{T-\delta} \left\{ \int_{t \wedge \tau_{\tau_{m}^N}^{T}} \| Y_m(s) - Y_m(t \wedge \tau_{m}^N) \|^2_{\mathbb{H}} \| B(s, Y_m(s), Y_m(s)) \|^2_{\mathbb{H}} \lambda(dz) \, ds \right\} \, dt \right] \]

\[ + C_{\beta} \mathbb{E} \left[ \int_{0}^{T-\delta} \left\{ \int_{t \wedge \tau_{\tau_{m}^N}^{T}} \| B(s, Y_m(s), Y_m(s)) \|^2_{\mathbb{H}} \lambda(dz) \, ds \right\} \, dt \right] \]

\[ =: \sum_{i=1}^{3} I_i. \quad (3.33) \]

Since we are considering the case \( \tau_{m}^N = T \) only, we know that \( \mathbb{P}(\tau_{m}^N \leq T - \delta) = 0 \), applying Fubini’s theorem, Hypothesis 2.4 (H.3), (H.5), Hölder’s and Young’s inequalities, we estimate the term \( I_1 \) as

\[ I_1 \leq C \mathbb{E} \left[ \int_{0}^{T-\delta} \left( \| Y_m(s) \|^2_{\mathbb{H}} + \sup_{0 \leq t \leq T-\delta} \| Y_m(t) \|^2_{\mathbb{H}} \right) \right] \]

\[ \times \left\{ (f(s) + g(s) + h_2(s))(1 + \| Y_m(s) \|^2_{\mathbb{H}}) \right\} \, ds \]

\[ \leq C \left[ \int_{0}^{T-\delta} \| Y_m(s) \|^2_{\mathbb{H}} \right] \left( f(s) + g(s) + h_2(s) \right)(1 + \| Y_m(s) \|^2_{\mathbb{H}}) \, ds \]

\[ + \delta \sup_{0 \leq t \leq T-\delta} \| Y_m(t) \|^2_{\mathbb{H}} \int_{0}^{T-\delta} \left( f(s) + g(s) + h_2(s) \right)(1 + \| Y_m(s) \|^2_{\mathbb{H}}) \, ds \]

\[ \leq C \delta \left[ \int_{0}^{T-\delta} \left( f(s) + g(s) + h_2(s) \right)(1 + \| Y_m(s) \|^2_{\mathbb{H}}) \, ds \right] \]
\[ + C\delta \mathbb{E} \left[ \sup_{0 \leq t \leq T} \| Y_m(t) \|_H^{\beta-2} (1 + \| Y_m(t) \|_H^\beta) \right] \int_0^T \left( f(s) + g(s) + h_2(s) \right) ds \]
\[ \leq C\delta. \quad (3.34) \]

Now, consider the term \( I_2 \) and we estimate it using Fubini’s theorem as
\[
|I_2| \leq \beta \mathbb{E} \left[ \int_0^{T \wedge \tau_m^N} \int_{0 \wedge (s-\delta)}^s \chi_{\{\tau_m^N > t\}} \| Y_m(s) - Y_m(t \wedge \tau_m^N) \|_H^{\beta-2} \langle A(s, Y_m(s)), Y_m(t \wedge \tau_m^N) \rangle dt ds \right]
\[
\leq C\beta \mathbb{E} \left[ \int_0^{T \wedge \tau_m^N} \int_{0 \wedge (s-\delta)}^s \chi_{\{\tau_m^N > t\}} \| Y_m(s) \|_H^{\beta-2} \| A(s, Y_m(s)) \|_{\mathbb{V}'} \| Y_m(t \wedge \tau_m^N) \|_{\mathbb{V}'} dt ds \right]
\[ + C\beta \mathbb{E} \left[ \int_0^{T \wedge \tau_m^N} \int_{0 \wedge (s-\delta)}^s \chi_{\{\tau_m^N > t\}} \| Y_m(t \wedge \tau_m^N) \|_H^{\beta-2} \| A(s, Y_m(s)) \|_{\mathbb{V}'} \| Y_m(t \wedge \tau_m^N) \|_{\mathbb{V}'} dt ds \right]
\[ =: I_{21} + I_{22}. \quad (3.35) \]

Consider the term \( I_{21} \) and we estimate it using Hölder’s inequality and Hypothesis 2.4 (H.4), as
\[
I_{21} \leq C\beta \mathbb{E} \left[ \sup_{0 \leq s \leq T \wedge \tau_m^N} \| Y_m(s) \|_H^{\beta-2} \int_0^{T \wedge \tau_m^N} \| A(s, Y_m(s)) \|_{\mathbb{V}'} \left( \int_0^{s \wedge (s-\delta)} \| Y_m(t \wedge \tau_m^N) \|_{\mathbb{V}'} dt \right) ds \right]
\[ \leq C\beta \delta^{\beta-1} \mathbb{E} \left[ \sup_{0 \leq s \leq T \wedge \tau_m^N} \| Y_m(s) \|_H^{\beta-2} \int_0^{T \wedge \tau_m^N} \| A(s, Y_m(s)) \|_{\mathbb{V}'} ds \left( \int_0^{T \wedge \tau_m^N} \| Y_m(t) \|_H^{\beta} dt \right)^{\beta-1} \right]
\[ \leq C\beta \delta^{\frac{\beta-1}{\beta}} \mathbb{E} \left[ \left( \sup_{0 \leq s \leq T \wedge \tau_m^N} \| Y_m(s) \|_H^{\frac{(\beta-2)}{2}} \right)^{\frac{\beta}{\beta}} \right] \left\{ \mathbb{E} \left[ \int_0^{T \wedge \tau_m^N} \| A(s, Y_m(s)) \|_{\mathbb{V}'}^{\frac{\beta}{\beta-1}} ds \right] \right\}^{\frac{\beta-1}{\beta}}
\[ \times \left\{ \mathbb{E} \left[ \int_0^{T \wedge \tau_m^N} \| Y_m(t) \|_H^{\beta} dt \right] \right\}^{\frac{\beta-1}{\beta}}
\[ \leq C\delta^{\frac{\beta-1}{\beta}}. \quad (3.36) \]

Similarly, we can estimate \( I_{22} \) as
\[
I_{22} \leq C\beta \delta^{\frac{\beta-1}{\beta}} \mathbb{E} \left[ \sup_{0 \leq t \leq T \wedge \tau_m^N} \| Y_m(t) \|_H^{\beta-2} \int_0^{T \wedge \tau_m^N} \| A(s, Y_m(s)) \|_{\mathbb{V}'} ds \left( \int_0^{T \wedge \tau_m^N} \| Y_m(t) \|_H^{\beta} dt \right)^{\beta-1} \right]
\[ \leq C\delta^{\frac{\beta-1}{\beta}}. \quad (3.37) \]

Substituting (3.36) and (3.37) in (3.35), we obtain
\[ I_2 \leq C\delta^{\frac{\beta-1}{\beta}}. \quad (3.38) \]

Now, we consider the term \( I_3 \) and use the Fubini’s theorem, Hypothesis 2.4 (H.6), Hölder’s and Young’s inequalities to estimate it as
\[ I_3 \leq C\beta \delta \mathbb{E} \left[ \int_0^{T \wedge \tau_m^N} h_{\beta}(s) (1 + \| Y_m(s) \|_H^{\beta}) ds \right] \leq C\delta. \quad (3.39) \]

Substituting (3.34), (3.38) and (3.39) in (3.24), we arrive at
\[ \sup_{m \in \mathbb{N}} \mathbb{E} \left[ \int_0^{T-\delta} \| Y_m(s) - Y_m(t \wedge \tau_m^N) \|_H^{\beta} ds \right] \leq C(\delta + \delta^{\frac{\beta-1}{\beta}}). \]
Hence, (3.26) follows for $\beta \in (2, \infty)$.

Our aim is to find a suitable solution which is càdlàg, so we need to prove the tightness of the family $\{\mathcal{L}(Y_m) : m \in \mathbb{N}\}$ on the space of functions that are càdlàg in time endowed with the Skorokhod topology (for more details, see [8] or [35]). For the required result, we need to verify the following Aldous condition ([2] or Theorem 3.2, [35]).

**Definition 3.3.** Let $(\mathcal{Y}, \| \cdot \|_\mathcal{Y})$ be a separable Banach space and let $\{Y_m\}$ be a sequence of $\mathcal{Y}$-valued random variables. Assume that for every $\epsilon, \eta > 0$, there is a $\delta > 0$ such that for every sequence $\{\tau_m\}_{m \in \mathbb{N}}$ of $\mathcal{F}$-stopping times with $\tau_m \leq T$, one has

$$\sup_{m \in \mathbb{N}} \sup_{0 < \xi \leq \delta} \mathbb{P}\{\|Y_m((\tau_m + \xi) \wedge T) - Y_m(\tau_m)\|_\mathcal{Y} \geq \eta \} \leq \epsilon. \quad (3.40)$$

In this case, we say that the sequence $\{Y_m\}$ satisfies the Aldous condition.

If a sequence $\{Y_m\}$ satisfies the Aldous condition in the space $\mathcal{Y}$, then the laws of $\{Y_m\}$ form a tight sequence on $D([0, T]; \mathcal{Y})$ endowed with the Skorokhod topology. By the Chebyshev inequality, the following result provides a sufficient condition for the verification of Aldous condition.

**Lemma 3.4.** Given any $\epsilon > 0$, there is a $\delta > 0$ such that

$$\sup_{m \in \mathbb{N}} \sup_{0 < \xi \leq \delta} \mathbb{E}[\|Y_m((\tau_m + \xi) \wedge T) - Y_m(\tau_m)\|_\mathcal{Y}] \leq \epsilon, \quad (3.41)$$

for some $\zeta > 0$, then the sequence $\{Y_m\}$ satisfies the Aldous condition in the space $\mathcal{Y}$.

One can see Theorem 13.2, [58], where the author used a similar condition in the above lemma for the deterministic setting. Interested readers can see the works [36, 45], etc., where the authors established a similar condition to verify the Aldous condition for the stochastic setting.

Now, our aim is to prove that the laws of sequence of approximated solutions $\{Y_m\}$ denoted by $\mathcal{L}(Y_m)$ are tight as a probability measure on the space $\mathcal{Y} = D([0, T]; \mathcal{Y}^*) \cap L^p(0, T; \mathbb{H})$. We have already proved the set of measures $\{\mathcal{L}(Y_m) : m \in \mathbb{N}\}$ is tight in $L^p(0, T; \mathbb{H})$ in Lemma 3.2. A similar result is available in [45] (see Proposition 4.8).

**Proposition 3.5.** Assume that $x \in \mathbb{H}$. Then the laws $\{\mathcal{L}(Y_m) : m \in \mathbb{N}\}$ of the Galerkin approximations form a tight sequence of probability measures on $D([0, T]; \mathcal{V}^*)$ endowed with the Skorokhod topology.

**Proof.** Let us consider a sequence of stopping times $\{\tau_m\}$ such that $0 \leq \tau_m \leq T$, and from (3.3), we find

$$Y_m(t) = P_m x + \int_0^t P_m A(s, Y_m(s))ds + \int_0^t P_m B(s, Y_m(s))Q_m dW(s)$$

$$+ \int_0^t \int_{\mathcal{Z}} P_m \gamma(s, Y_m(s-), z) \tilde{\eta}(ds, dz)$$

$$=: P_m x + I_1(t) + I_2(t) + I_3(t).$$

Let $\xi$ be a positive number and $Y^N_m(t) := Y_m(t \wedge \tau^N_m)$. In order to verify the Aldous condition, we need to verify the condition $(3.41)$ in Lemma 3.4 for all terms in the above equality for
suitable $\zeta, \varepsilon$ and $Y = \mathbb{V}^\ast$. For simplicity of notation, we take $(\tau_m + \xi) \land T$ as $\tau_m + \xi$. We consider the term $I_1$ and estimate it using Hypothesis 2.4 (H.4) and Hölder’s inequality as

$$
\mathbb{E}[|I_1(\tau_m + \xi) - I_1(\tau_m)|^\beta] \leq C\xi^\beta \mathbb{E}\left[\int_{\tau_m}^{\tau_m + \xi} \|A(s, Y_m^N(s))\|_{\mathbb{V}^\beta} d\tau\right]^{\beta - 1} \\
\leq C\xi^\beta \mathbb{E}\left[\int_{0}^{T \land \tau_m^N} (f(s) + C\|Y_m(s)\|_{\mathbb{V}^\beta})(1 + \|Y_m(s)\|_{\mathbb{H}^\ast}) d\tau\right]^{\beta - 1} \\
\leq C\xi^\beta .
$$

(3.42)

where we have used the fact that $f \in L^1(0, T; \mathbb{R}_+)$ and (3.4). Consider the term $I_2$ and we estimate it using Itô isometry, Hypothesis 2.4 (H.5) and Hölder’s inequality as

$$
\mathbb{E}[|I_2(\tau_m + \xi) - I_2(\tau_m)|^2] \\
\leq C\mathbb{E}\left[\left\|\int_{0}^{\tau_m} P_m B(s, Y_m^N(s)) Q_m dW(s)\right\|^2_{\mathbb{H}}\right] \\
\leq C\mathbb{E}\left[\int_{\tau_m}^{\tau_m + \xi} \|P_m B(s, Y_m^N(s)) Q_m\|_{\mathbb{H}^2}^2 d\tau\right] \\
\leq C\mathbb{E}\left[\int_{\tau_m}^{\tau_m + \xi} g(s)(1 + \|Y_m^N(s)\|_{\mathbb{H}^\ast})^2 d\tau\right] \\
\leq C\left\{\mathbb{E}\left[\sup_{0 \leq s \leq T \land \tau_m^N} (1 + \|Y_m(s)\|_{\mathbb{H}^\ast})^\beta\right]\right\}^{\beta - 1} \left\{\mathbb{E}\left[\left(\int_{\tau_m}^{\tau_m + \xi} g(s) d\tau\right)^{\beta - 1}\right]\right\}.
$$

Using the fact that $g \in L^1(0, T; \mathbb{R}_+)$ and the absolute continuity of the Lebesgue integral, one can obtain the existence of an $\varepsilon_1 > 0$ such that

$$
\sup_{m \in \mathbb{N}} \sup_{0 < \xi \leq \delta} \mathbb{E}[|I_2(\tau_m + \xi) - I_2(\tau_m)|^2] \leq C\varepsilon_1.
$$

(3.43)

Next, we consider the term $I_3$ and we estimate it using Itô isometry, Hypothesis 2.4 (H.6) and Hölder’s inequality as

$$
\mathbb{E}[|I_3(\tau_m + \xi) - I_3(\tau_m)|^2] \\
\leq C\mathbb{E}[|I_3(\tau_m + \xi) - I_3(\tau_m)|^2_{\mathbb{H}^\ast}] \\
= C\mathbb{E}\left[\left\|\int_{\tau_m}^{\tau_m + \xi} \int_{\mathbb{Z}} P_m \gamma(s, Y_m(s -), z) \overline{\mu}(dz, ds)\right\|^2_{\mathbb{H}^\ast}\right] \\
\leq C\mathbb{E}\left[\int_{\tau_m}^{\tau_m + \xi} \|P_m \gamma(s, Y_m(s), z)\|^2_{\mathbb{H}^\ast} \lambda(dz) d\tau\right] \\
\leq C\left\{\mathbb{E}\left[\sup_{0 \leq s \leq T \land \tau_m^N} (1 + \|Y_m(s)\|_{\mathbb{H}^\ast})^\beta\right]\right\}^{\beta - 1} \left\{\mathbb{E}\left[\left(\int_{\tau_m}^{\tau_m + \xi} h_2(s) d\tau\right)^{\beta - 1}\right]\right\}.
$$

Once again using the fact that $h_2 \in L^1(0, T; \mathbb{R}_+)$ and the absolute continuity of the Lebesgue integral, one can obtain the existence of an $\varepsilon_2 > 0$ such that

$$
\sup_{m \in \mathbb{N}} \sup_{0 < \xi \leq \delta} \mathbb{E}[|I_3(\tau_m + \xi) - I_3(\tau_m)|^2] \leq C\varepsilon_2.
$$

(3.44)
Combining the estimates (3.42)-(3.44), one can conclude that the family \( \mathcal{L}(Y_m) \) is tight in the space \( D([0,T];\mathbb{V}^*) \) equipped with the Skorokhod topology.

Let us set
\[
\Gamma = D([0,T];\mathbb{V}^*) \cap L^\beta(0,T;\mathbb{H}) \times C([0,T];\mathbb{U}_1) \times \mathcal{M}_R([0,T] \times Z),
\]
where \( \mathbb{U}_1 \) is a Hilbert space such that the embedding \( \mathbb{U} \subset \mathbb{U}_1 \) is Hilbert-Schmidt. In view of Lemma 3.2 and Proposition 3.5, for \( W_m := W, \pi_m := \pi, m \in \mathbb{N} \), we find that the family of the laws \( \mathcal{L}(Y_m, W_m, \pi_m) \) of the random vectors \( (Y_m, W_m, \pi_m) \) is tight in \( \Gamma \). From the Prokhorov’s theorem (see Lemma A.2) and a version of Skorokhod’s representation theorem (see Theorem A.5), we can construct a new probability space \( (\hat{\Omega}, \hat{\mathcal{F}}, \hat{\mathbb{P}}) \) and a subsequence of random vectors \( \{(\hat{Y}_m, \hat{W}_m, \hat{\pi}_m)\} \) (still denoted by the same) and \( (\hat{Y}, \hat{W}, \hat{\pi}) \) on the space \( \Gamma \) such that
\[
\begin{align*}
(1) \quad & \mathcal{L}(\hat{Y}_m, \hat{W}_m, \hat{\pi}_m) = \mathcal{L}(\hat{Y}, \hat{W}, \hat{\pi}), \text{ for all } m \in \mathbb{N}; \\
(2) \quad & (\hat{Y}_m, \hat{W}_m, \hat{\pi}_m) \to (\hat{Y}, \hat{W}, \hat{\pi}) \text{ in } \Gamma \text{ with probability } 1 \text{ on probability space } (\hat{\Omega}, \hat{\mathcal{F}}, \hat{\mathbb{P}}) \text{ as } m \to \infty; \\
(3) \quad & (\hat{W}(\hat{\omega}), \hat{\pi}(\hat{\omega})) = (W(\hat{\omega}), \pi(\hat{\omega})) \text{ for all } \hat{\omega} \in \hat{\Omega};
\end{align*}
\]
Using the definition of \( \Gamma \), we have
\[
\|\hat{Y}_m - \hat{Y}\|_{L^\beta(0,T;\mathbb{H})} + \|\hat{Y}_m - \hat{Y}\|_{D([0,T];\mathbb{V}^*)} \to 0, \quad \hat{\mathbb{P}}\text{-a.s.} \tag{3.45}
\]
Our next goal is to prove that \( (\hat{Y}, \hat{W}, \hat{\pi}) \) is a solution to the system (1.2). Let us denote the filtration by \( \{\mathcal{F}_t\}_{t \geq 0} \) satisfying the usual conditions and generated by \( \{\hat{Y}_m(s), \hat{Y}(s), \hat{W}(s), \hat{\pi} : s \leq t\} \).

Then, \( \hat{W} \) is an \( \{\mathcal{F}_t\} \)-cylindrical Wiener process on \( \mathbb{U} \) and \( \hat{\pi} \) is a time homogeneous Poisson random measure. The equation (3.3) satisfied by the random vector \( (Y_m, W_m, \pi_m) = (Y_m, W, \pi) \), and hence it follows that
\[
\hat{Y}_m(t) = P_m x + \int_0^t P_m A(s, \hat{Y}_m(s))ds + \int_0^t P_m B(s, \hat{Y}_m(s))Q_m d\hat{W}(s) + \int_0^t \int_Z P_m \gamma(s, \hat{Y}_m(s-), z)\hat{\pi}(ds, dz). \tag{3.46}
\]
It also satisfy the energy estimate obtained in Lemma 3.1, that is, for any \( p \geq 2 \), we have
\[
\sup_{m \in \mathbb{N}} \left\{ \mathbb{E} \left[ \sup_{0 \leq t \leq T} \|\hat{Y}_m(t)\|^p \right] + \mathbb{E} \left[ \int_0^T \|\hat{Y}_m(t)\|_Y^p dt \right] \right\} < \infty. \tag{3.47}
\]
Using the fact that \( \| \cdot \|_\mathbb{H} \) and \( \| \cdot \|_\mathbb{V} \) are lower semicontinuous in \( \mathbb{V}^* \), the convergence (3.45) and Fatou’s lemma yield
\[
\mathbb{E} \left[ \sup_{0 \leq t \leq T} \|\hat{Y}(t)\|^p \right] \leq \mathbb{E} \left[ \sup_{0 \leq t \leq T} \liminf_{m \to \infty} \|\hat{Y}_m(t)\|^p \right] \leq \mathbb{E} \left[ \liminf_{m \to \infty} \sup_{0 \leq t \leq T} \|\hat{Y}_m(t)\|^p \right] \leq \liminf_{m \to \infty} \mathbb{E} \left[ \sup_{0 \leq t \leq T} \|\hat{Y}_m(t)\|^p \right] < \infty. \tag{3.48}
\]
Similarly, from (3.47), one can also deduce that
\[
\mathbb{E} \left[ \int_0^T \|\hat{Y}(t)\|_Y^p dt \right] < \infty. \tag{3.49}
\]
With the help of (3.47), Hypothesis 2.4 (H.4)-(H.6), one can show that

**Lemma 3.6.** The following estimates hold:

\[
\sup_{m \in \mathbb{N}} \mathbb{E}\left[ \int_0^T \| P_m A(t, \hat{Y}_m(t)) \|_{\mathcal{V}^*}^\beta \, dt \right] < \infty, \\
\sup_{m \in \mathbb{N}} \mathbb{E}\left[ \int_0^T \| P_m B(t, \hat{Y}_m(t)) Q_m \|_{L_2}^2 \, dt \right] < \infty, \\
\sup_{m \in \mathbb{N}} \mathbb{E}\left[ \int_0^T \int_Z \| P_m \gamma(t, \hat{Y}_m(t), z) \|_{L^2(\mathcal{Z})}^2 \, d\lambda(z) \, dt \right] < \infty. 
\]

The above Lemma 3.6 implies the existence of \( \hat{Y} \in L^2(\hat{\Omega} \times [0, T]; \mathcal{V}) \), \( \hat{A} \in L^{\frac{\beta}{\gamma}}(\hat{\Omega} \times [0, T]; \mathcal{V}^*) \), \( \hat{B} \in L^2(\hat{\Omega} \times [0, T]; L_2(\mathcal{U}, \mathcal{H})) \) and \( \hat{\gamma} \in L^2(\mathcal{P} \otimes \mathcal{I}, d \otimes \hat{\nu} \otimes \lambda; \mathcal{H}) \) (an application of Banach-Alaoglu) such that along a subsequence we have the following convergences:

\[
\hat{Y}_m \xrightarrow{w} \hat{Y}, \text{ in } L^2(\hat{\Omega} \times [0, T]; \mathcal{V}), \\
P_m A(\cdot, \hat{Y}_m(\cdot)) \xrightarrow{w} \hat{A}(\cdot), \text{ in } L^{\frac{\beta}{\gamma}}(\hat{\Omega} \times [0, T]; \mathcal{V}^*), \\
P_m B(\cdot, \hat{Y}_m(\cdot)) Q_m \xrightarrow{w} \hat{B}(\cdot), \text{ in } L^2(\hat{\Omega} \times [0, T]; L_2(\mathcal{U}, \mathcal{H})), \\
\int_0^T P_m B(s, \hat{Y}_m(s)) Q_m d\hat{W}(s) \xrightarrow{w} \int_0^T \hat{B}(s) d\hat{W}(s), \text{ in } L^\infty(0, T; L_2(\hat{\Omega}; \mathcal{H})), \\
P_m \gamma(\cdot, \hat{Y}_m(\cdot), \cdot) \xrightarrow{w} \hat{\gamma}(\cdot), \text{ in } L^2(\mathcal{P} \otimes \mathcal{I}, d \otimes \hat{\nu} \otimes \lambda; \mathcal{H}), \\
\int_0^T \int_Z P_m \gamma(s, \hat{Y}_m(s), z) \tilde{\pi}(ds, dz) \xrightarrow{w} \int_0^T \int_Z \hat{\gamma}(s, z) \tilde{\pi}(ds, dz), \text{ in } L^\infty(0, T; L_2(\hat{\Omega}; \mathcal{H})).
\]

as \( m \to \infty \). Let us fix

\[
\hat{Y}(t) := x + \int_0^t \hat{A}(s) ds + \int_0^t \hat{B}(s) d\hat{W}(s) + \int_0^t \int_Z \hat{\gamma}(s, z) \tilde{\pi}(ds, dz).
\]

Then, one can verify that

\[
\hat{Y} = \hat{Y} = \hat{Y}, \text{ in } \mathcal{P} \otimes dt \text{-a.e.},
\]

where the first equality in (3.60) holds from the uniqueness of the limits. The second equality, we prove in the following way: Let us consider \( v \in \cup_{n=1}^\infty \mathbb{H}_n \) and \( \varphi \in L^\infty(\hat{\Omega} \times [0, T]) \) and apply Fubini’s theorem to find

\[
\mathbb{E}\left[ \int_0^T \langle \hat{Y}(t), \varphi(t)v \rangle \, dt \right] = \lim_{m \to \infty} \mathbb{E}\left[ \int_0^T \langle Y_m(t), \varphi(t)v \rangle \, dt \right] = \lim_{k \to \infty} \mathbb{E}\left[ \int_0^T (P_m x, \varphi(t)v) \, dt + \int_0^T \int_0^t (P_m A(s, Y_m(s)), \varphi(t)v) \, ds \, dt + \int_0^T \left( \int_0^t P_m B(s, Y_m(s)) Q_m d\hat{W}(s), \varphi(t)v \right) \, dt + \int_0^T \left( \int \int_Z P_m \gamma(s, Y_m(s), z) \tilde{\pi}(ds, dz), \varphi(t)v \right) \, dt \right].
\]
\[
= \lim_{k \to \infty} \left\{ \mathbb{E} \left[ (P_m \mathbf{x}, v) \int_0^T \varphi(t) dt \right] + \mathbb{E} \left[ \int_0^T \left\langle P_m A(s, Y_m(s)), \int_s^T \varphi(t) dt v \right\rangle ds \right] \\
+ \int_0^T \mathbb{E} \left[ \varphi(t) \left( \int_0^t P_m B(s, Y_m(s)) Q_m dW(s), v \right) \right] dt \\
+ \int_0^T \mathbb{E} \left[ \varphi(t) \left( \int_0^t P_m \gamma(s, Y_m(s), z) \beta(ds, dz), v \right) \right] dt \}
\]

In the sequel, we prove our results in the newly constructed filtered probability space \((\hat{\Omega}, \hat{\mathcal{F}}, \{\hat{\mathcal{F}}_t\}_{t \geq 0}, \hat{\mathbb{P}})\). Now, we drop the superscript notation, for example, we write \{\hat{Y}_m\} and \hat{Y} as \{Y_m\} and \(Y\), respectively. Therefore, (3.45) can be rewritten as

\[
\|Y_m - Y\|_{L^2(0,T;\mathbb{H})} + \|Y_m - Y\|_{D([0,T];V^*)} \to 0.
\]

Now, we recall some convergence results from [51].

**Lemma 3.7** (Lemma 2.14, [51]). \(\hat{B}(\cdot) = B(\cdot, Y(\cdot)), \mathbb{P} \otimes dt\text{-}a.e.\)

**Lemma 3.8** (Lemma 2.15, [51]). Assume that the Hypothesis 2.4 (H.1) and (H.2) hold, the embedding \(V \subset \mathbb{H}\) is compact. Then \(A(t, \cdot)\) is pseudo-monotone from \(V \to V^*\) for any \(t \in [0,T]\).

**Lemma 3.9** (Lemma 2.16, [51]). If

\[
Y_m \overset{w}{\rightharpoonup} Y, \text{ in } L^\beta(\Omega \times [0,T]; V),
\]

\[
A(\cdot, Y_m(\cdot)) \overset{w}{\rightharpoonup} \hat{A}(\cdot), \text{ in } L^{\frac{\beta}{\beta-1}}(\Omega \times [0,T]; V^*),
\]

\[
\liminf_{m \to \infty} \mathbb{E} \left[ \int_0^T \left\langle A(t, Y_m(t)), Y_m(t) \right\rangle dt \right] \geq \mathbb{E} \left[ \int_0^T \left\langle \hat{A}(t), Y(t) \right\rangle dt \right],
\]

then \(\hat{A}(\cdot) = A(\cdot, Y(\cdot)), \mathbb{P} \otimes dt\text{-}a.e.\)

**Lemma 3.10.** \(\hat{\gamma}(\cdot) = \gamma(\cdot, Y(\cdot), \cdot), \mathbb{P} \otimes dt \otimes \lambda\text{-}a.e.\)

**Proof.** We know that \(\|Y_m - Y\|_{L^\beta([0,T];\mathbb{H})} \to 0, \mathbb{P}\text{-}a.s.\) Using (3.47)-(3.48), and Vitali’s convergence theorem, we find

\[
\lim_{m \to \infty} \mathbb{E} \left[ \int_0^T \|Y_m(t) - Y(t)\|_{\mathbb{H}}^p dt \right] = 0, \text{ for all } p \in [1, \beta],
\]

since for all \(1 < p < \infty\)

\[
\mathbb{E} \left[ \left( \int_0^T \|Y_m(t)\|_{\mathbb{H}}^\beta dt \right)^p \right] \leq T^p \mathbb{E} \left[ \sup_{t \in [0,T]} \|Y_m(t)\|_{\mathbb{H}}^\beta \right] < \infty.
\]

Therefore, along a subsequence \{\(Y_m\)\} (still denoting by the same index), we have the following convergence:

\[
\lim_{m \to \infty} \|Y_m(t, \omega) - Y(t, \omega)\|_{\mathbb{H}} = 0, \text{ a.e. } (t, \omega).
\]
Now, using Hypothesis 2.4 (H.6), (3.47) and (3.48), we obtain
\[ \lim_{m \to \infty} \mathbb{E} \left[ \int_0^T \int_Z \| P_m \gamma(t, Y_m(t), z) - \gamma(t, Y(t), z) \|_{\mathbb{H}}^2 \lambda(\text{d}z) \text{d}t \right] = 0. \tag{3.65} \]

By (3.59), and the uniqueness of limit, one can conclude the result. The convergence in (3.65) can be justified as follows:
\[
\begin{align*}
\mathbb{E} \left[ \int_0^T \int_Z \| P_m \gamma(s, Y_m(s), z) - \gamma(s, Y(s), z) \|_{\mathbb{H}}^2 \lambda(\text{d}z) \text{d}t \right] \\
\leq \mathbb{E} \left[ \int_0^T \int_Z \| P_m \gamma(s, Y_m(s), z) - P_m \gamma(s, Y(s), z) \|_{\mathbb{H}}^2 \lambda(\text{d}z) \text{d}t \right] \\
+ \mathbb{E} \left[ \int_0^T \int_Z \| (I - P_m) \gamma(s, Y(s), z) \|_{\mathbb{H}}^2 \lambda(\text{d}z) \text{d}t \right] \\
\leq \mathbb{E} \left[ \int_0^T \int_Z \| P_m \gamma(s, Y_m(s), z) - \gamma(s, Y(s), z) \|_{\mathbb{H}}^2 \lambda(\text{d}z) \text{d}t \right] \\
+ \mathbb{E} \left[ \int_0^T \int_Z \| (I - P_m) \gamma(s, Y(s), z) \|_{\mathbb{H}}^2 \lambda(\text{d}z) \text{d}t \right] \\
\to 0, \text{ as } m \to \infty,
\end{align*}
\]
where we have used the Hypothesis 2.4 (H.6), (3.64) for the first term in the above inequality and for the final term Lebesgue dominated convergence theorem, since as \( m \to \infty \) the sequence \( \| I - P_m \|_{L(\mathbb{H})} \to 0 \) as \( m \to \infty \).

A similar result to Theorem 3.11 has been established in [51] (see Theorem 2.17), where authors considered the equation perturbed by the multiplicative Gaussian noise.

**Theorem 3.11.** There exists a probabilistically weak solution to the system (1.1) which satisfies the energy estimate (2.13).

**Proof.** In this theorem, we establish that the limit \( Y \) of the approximating sequence \( \{ Y_m \} \) obtained above is a probabilistically weak solution to the system (1.1). In order to prove this, we need to verify (3.62), with the help of (3.59), Lemmas 3.7 and 3.9. We know that the equations (3.46) and (3.59) are satisfied by \( Y_m \) and \( Y \), respectively. Since we have the Gelfand triplet \( V \subset H \equiv H^* \subset Y^* \) and the Hypothesis 2.4 (H.4) ensures that
\[
\left( \int_0^T \| A(t, Y(t)) \|_{\mathbb{V}}^{\frac{\alpha}{\beta}} \text{d}t \right)^{\frac{\beta-1}{\beta}} \leq \sup_{t \in [0, T]} \left( 1 + \| Y(t) \|_{\mathbb{H}}^{\alpha} \right)^{\frac{\beta-1}{\beta}} \left( \int_0^T (f(t) + C \| Y(t) \|_{\mathbb{V}}^{\beta}) \text{d}t \right)^{\frac{\beta-1}{\beta}} < \infty, \text{ P-a.s.,}
\]
for all \( Y \) such that \( \sup_{t \in [0, T]} \| Y(t) \|_{\mathbb{H}} + \left( \int_0^T \| Y(t) \|_{\mathbb{V}}^{\beta} \text{d}t \right)^{\frac{1}{\beta}} < \infty, \text{ P-a.s.} \) Therefore one can apply Theorem 1.2, [24] to obtain that the process \( Y \) has an \( \mathbb{H} \)-valued modification (still denoted by \( Y \)) such that the Itô formula (stochastic energy equality) is satisfied.

Applying the finite and infinite dimensional Itô formulae (see Theorem 1.2, [24] and Theorem 1, [23]) to the processes \( Y_m \) and \( Y \), respectively, and then taking expectations on both
sides, we get
\[
\mathbb{E}
\left[
\|Y_m(t)\|_H^2
\right] = \|P_m x\|_H^2 + \mathbb{E}
\left[
\int_0^T \left
\left\{ 2\langle A(t, Y_m(t)), Y_m(t) \rangle + \|P_m B(t, Y_m(t)) Q_m \|_{L_2}^2 \right\}
\right. \\
+ \left. \int_Z \|P_m \gamma(t, Y_m(t), z) \|_H^2 \lambda(dz) \right\} dt, 
\right.
\]
(3.66)
\[
\mathbb{E}
\left[
\|Y(t)\|_H^2
\right] = \|x\|_H^2 + \mathbb{E}
\left[
\int_0^T \left
\left\{ 2\langle \tilde{A}(t), Y(t) \rangle + \|\tilde{B}(t)\|_{L_2}^2 + \int_Z \|\tilde{\gamma}(t, z)\|_H^2 \lambda(dz) \right\} dt. 
\right.
\]
(3.67)

Using the convergence (3.45), the lower semicontinuity of \( \| \cdot \|_H \) in \( V^* \) and Fatou’s lemma, we obtain
\[
\mathbb{E}
\left[
\|Y(t)\|_H^2
\right] \leq \mathbb{E}
\left[
\liminf_{m \to \infty} \|Y_m(t)\|_{H}^2
\right] \leq \liminf_{m \to \infty} \mathbb{E}
\left[
\|Y_m(t)\|_H^2
\right].
\]
(3.68)

Using Lemmas 3.7 and 3.10 (see (3.55) and (3.57) also), and comparing (3.66) and (3.67), we ensure that (3.62) holds. Furthermore, the energy estimate (2.13) for \( Y \) follows from (3.48) and (3.49).

**Theorem 3.12.** Under the assumption (H.2) in Hypothesis 2.4, the pathwise uniqueness holds for the solutions to the system (1.1).

**Proof.** Let us assume \( Y_1(\cdot) \) and \( Y_2(\cdot) \) be the two solutions to the system (1.1) defined on the same probability space \((\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathbb{P})\), with the initial data \( Y_1(0) = x_1 \) and \( Y_2(0) = x_2 \), respectively. Let us define
\[
\varphi(t) := \exp\left(-\int_0^t [f(s) + \rho(Y_1(s)) + \eta(Y_2(s))] ds\right).
\]
(3.69)

Applying Itô’s formula to the process \( \varphi(\cdot)\|Y_1(\cdot) - Y_2(\cdot)\|_H^2 \), we find
\[
\varphi(t)\|Y_1(t) - Y_2(t)\|_H^2 \\
= \|x_1 - x_2\|_H^2 + \int_0^t \varphi(s) \left\{ 2\langle A(s, Y_1(s)) - A(s, Y_2(s)), Y_1(s) - Y_2(s) \rangle ight. \\
+ \|B(s, Y_1(s)) - B(s, Y_2(s))\|_{L_2}^2 + \int_Z \|\gamma(s, Y_1(s), z) - \gamma(s, Y_2(s), z)\|_H^2 \lambda(dz) \\
- \left[ f(s) + \rho(Y_1(s)) + \eta(Y_2(s)) \right] \|Y_1(s) - Y_2(s)\|_H^2 \right\} ds \\
+ 2 \int_0^t \varphi(s) ((B(s, Y_1(s)) - B(s, Y_2(s)))dW(s), Y_1(s) - Y_2(s)) \\
+ \int_0^t \left[ \|\gamma(s, Y_1(s), z) - \gamma(s, Y_2(s), z)\|_H^2 \\
+ 2\left[ \gamma(s, Y_1(s), z) - \gamma(s, Y_2(s), z), Y_1(s) - Y_2(s) \right] \pi(ds, dz) \right] \\
\leq \|x_1 - x_2\|_H^2 + 2 \int_0^t \varphi(s) ((B(s, Y_1(s)) - B(s, Y_2(s)))dW(s), Y_1(s) - Y_2(s)) \\
+ \int_0^t \varphi(s) \left[ \|\gamma(s, Y_1(s), z) - \gamma(s, Y_2(s), z)\|_H^2 \\
\right]
\]
where we have used Hypothesis 2.4 (H.2). Let \( \{\sigma_k\} \uparrow \infty \) be a sequence of stopping times in such a way that the local martingale appearing in the above inequality (3.70) is a martingale. Taking expectations on both side of inequality (3.70), we get
\[
\mathbb{E} \left[ \varphi(t \wedge \sigma_k) \| Y_1(t \wedge \sigma_k) - Y_2(t \wedge \sigma_k) \|^2_H \right] \leq \| x_1 - x_2 \|^2_H.
\]
Passing \( k \to \infty \) and using Fatou’s lemma, we find
\[
\mathbb{E} \left[ \varphi(t) \| Y_1(t) - Y_2(t) \|^2_H \right] \leq \| x_1 - x_2 \|^2_H,
\]
where we have used the fact that
\[
\mathbb{E} \left[ \varphi(t \wedge \sigma_k) \| Y_1(t \wedge \sigma_k) - Y_2(t \wedge \sigma_k) \|^2_H \right] \leq \| x_1 - x_2 \|^2_H.
\]
The inequality (3.72) gives the pathwise uniqueness of solutions to the system (1.1). □

**Proof of Theorem 2.11.** We have already proved the existence of a probabilistically weak solution to the system (1.1) which satisfies the required uniform estimate in Theorem 3.11 as well as the pathwise uniqueness in Theorem 3.12 under the Hypothesis 2.4 (H.2). Therefore, combining Theorems 3.11, 3.12 and an application of the classical Yamada-Watanabe theorem (see Theorem 8, [61]) leads to the proof of Theorem 2.11. □

Let us move to the proof of Theorem 2.11 which deals with the continuous dependency of the solutions on the initial data.

**Proof of Theorem 2.13.** Define a sequence of stopping times:
\[
\sigma_m^N := T \wedge \inf \left\{ t \geq 0 : \| Y(t, x) \|_H > N \right\} \wedge \inf \left\{ t \geq 0 : \int_0^t \| Y(s, x) \|_H^2 \, ds > N \right\}
\]
\[
\wedge \inf \left\{ t \geq 0 : \| Y(t, x) \|_H > N \right\} \wedge \inf \left\{ t \geq 0 : \int_0^t \| Y(s, x) \|_H^2 \, ds > N \right\} \leq T.
\]
From the estimate (2.13), we have
\[
\lim_{N \to \infty} \sup_{m \in \mathbb{N}} \mathbb{P} (\sigma_m^N < T) = 0.
\]
From (3.71) and (3.72), we infer that
\[
\mathbb{E} \left[ \varphi_m(t \wedge \sigma_m^N) \| Y(t \wedge \sigma_m^N, x) - Y(t \wedge \sigma_m^N, x) \|^2_H \right] \leq \| x_m - x \|^2_H,
\]
where
\[
\varphi_m(t) := \exp \left( - \int_0^t \left[ f(s) + \rho(Y(s, x)) \right] \, ds \right).
\]
By Markov’s inequality, for any \( \epsilon > 0 \), there is a positive constant \( C_N \) such that
\[
\mathbb{P} (\| Y(t, x) \|_H > \epsilon) \leq \mathbb{P} (\| Y(t, x) \|_H > \epsilon, \sigma_m^N = T) + \mathbb{P} (\sigma_m^N < T)
\]
\[
\leq \frac{1}{\epsilon^2 C_N} \mathbb{E} \left[ \varphi_m(t \wedge \sigma_m^N) \| Y(t \wedge \sigma_m^N, x) - Y(t \wedge \sigma_m^N, x) \|^2_H \right] + \mathbb{P} (\sigma_m^N < T)
\]
\[
\leq \frac{1}{\epsilon^2 C_N} \| x_m - x \|^2_H + \sup_{m \in \mathbb{N}} \mathbb{P} (\sigma_m^N < T).
\]
Using (3.74), we pass the limit \( m \to \infty \) and then \( N \to \infty \), to get that for any \( t \in [0, T] \),
\[
\lim_{m \to \infty} \|Y(t, x_m) - Y(t, x)\|_H = 0, \quad \text{in probability } \mathbb{P}. \tag{3.78}
\]
Using (2.13), for any \( p > 2 \), we have
\[
\sup_{m \in \mathbb{N}} \mathbb{E} \left[ \sup_{0 \leq t \leq T} \|Y(t, x_m)\|_H^p \right] < \infty. \tag{3.79}
\]
Applying Vitali’s convergence theorem, we get
\[
\lim_{m \to \infty} \mathbb{E} \left[ \int_0^T \|Y(t, x_m) - Y(t, x)\|_H^2 dt \right] = 0. \tag{3.80}
\]
In particular, we have
\[
\|Y(t, x_m) - Y(t, x)\|_H \to 0, \quad \text{as } m \to \infty, \quad \mathbb{P} \otimes dt. \tag{3.81}
\]
Using Hypothesis 2.4 (H.5), (3.81) and Vitali’s convergence theorem, we find
\[
\lim_{m \to \infty} \mathbb{E} \left[ \int_0^T \|B(t, Y(t, x_m)) - B(t, Y(t, x))\|_{L_2}^2 dt \right] = 0. \tag{3.82}
\]
Once again, using Hypothesis 2.4 (H.6), (3.81) and Vitali’s convergence theorem, we obtain
\[
\lim_{m \to \infty} \mathbb{E} \left[ \int_0^T \int_Z \mathbb{E} \left[ \|Y(t, x_m) - Y(t, x)\|_H^2 \right] = 0. \tag{3.83}
\]
Considering (3.70) and applying Proposition 2.2., [62], Burkholder-Davis-Gundy inequality, Hölder’s and Young’s inequalities, we find
\[
\mathbb{E} \left[ \sup_{0 \leq t \leq T \wedge \sigma_m^N} \varphi_m(t) \|Y(t, x_m) - Y(t, x)\|_H^2 \right] \\
\leq \|x_m - x\|_H^2 \\
+ 2\mathbb{E} \left[ \sup_{0 \leq t \leq T \wedge \sigma_m^N} \left\| \int_0^t \varphi_m(s)(B(s, Y(s, x_m)) - B(s, Y(s, x)))dW(s), Y(s, x_m) - Y(s, x) \right\|_H \right] \\
+ \mathbb{E} \left[ \sup_{0 \leq t \leq T \wedge \sigma_m^N} \left\| \int_0^t \int_Z \varphi_m(s) \left[ \|\gamma(s, Y(s, x_m), z) - \gamma(s, Y(s, x), z)\|_H^2 \right. \right. \\
+ 2\left( \gamma(s, Y(s-, x_m), z) - \gamma(s, Y(s-, x), z), Y(s-, x_m) - Y(s-, x) \right) \right] \right] \\
\leq \|x_m - x\|_H^2 \\
+ C\mathbb{E} \left[ \left( \int_0^{T \wedge \sigma_m^N} \varphi_m(t) \|Y(t, x_m) - Y(t, x)\|_H^2 \|B(t, Y(t, x_m)) - B(t, Y(t, x))\|_{L_2}^2 dt \right)^{\frac{1}{2}} \right] \\
+ C\mathbb{E} \left[ \int_0^{T \wedge \sigma_m^N} \int_Z \varphi_m(t) \|\gamma(s, Y(s, x_m), z) - \gamma(s, Y(s, x), z)\|_H^2 \lambda(dz)ds \right] \\
+ C\mathbb{E} \left[ \left( \int_0^{T \wedge \sigma_m^N} \int_Z \varphi_m^2(t) \|Y(t-, x_m) - Y(t-, x)\|_H^2 \\
\times \|\gamma(t, Y(t-, x_m), z) - \gamma(t, Y(t-, x), z)\|_H^2 \pi(ds, dz) \right)^{\frac{1}{2}} \right]
\[ \leq \|x_m - x\|_2^2 + \frac{1}{2} \mathbb{E} \left[ \sup_{0 \leq t \leq T \land \sigma_m^N} \varphi_m(t) \|Y(t, x_m) - Y(t, x)\|_{\mathcal{H}}^2 \right] \\
+ CE \left[ \int_0^{T \land \sigma_m^N} \varphi_m(t) \|B(t, Y(t, x_m)) - B(t, Y(t, x))\|_{L_2}^2 dt \right] \\
+ CE \left[ \int_0^{T \land \sigma_m^N} \int_{\mathcal{Z}} \varphi_m(t) \|\gamma(t, Y(t, x_m), z) - \gamma(t, Y(t, x), z)\|_{\mathcal{H}}^2 \lambda(dz) ds \right]. \tag{3.84} \]

Using (3.82) and (3.83) in (3.84), we conclude that
\[ \lim_{m \to \infty} \mathbb{E} \left[ \sup_{0 \leq t \leq T \land \sigma_m^N} \varphi_m(t) \|Y(t, x_m) - Y(t, x)\|_{\mathcal{H}}^2 \right] = 0. \tag{3.85} \]

Again, using calculations similar to (3.77), we find
\[ \lim_{m \to \infty} \sup_{0 \leq t \leq T} \|Y(t, x_m) - Y(t, x)\|_{\mathcal{H}} = 0, \quad \text{in probability} \quad \mathbb{P}. \tag{3.86} \]

Therefore, from (3.79) and Vitali’s convergence theorem, we find
\[ \lim_{m \to \infty} \mathbb{E} \left[ \sup_{0 \leq t \leq T} \|Y(t, x_m) - Y(t, x)\|_{\mathcal{H}}^p \right] = 0, \tag{3.87} \]

for any \( p \geq 2 \), which completes the proof.

\[\square\]

4. Part II

In this section, we assume the dependency of \( \|B(\cdot, v)\|_{L_2} \) and \( \|\gamma(\cdot, v, \cdot)\|_{\mathcal{H}} \) on \( \|v\|_{\mathcal{V}} \). In the case of classical SPDE, this typically means that \( B(\cdot, v) \) and \( \gamma(\cdot, v, \cdot) \) are allowed to depend on the gradient \( \nabla v \). For the sequel, we will modify our procedure used in section 2 to prove the well-posedness of system \((1.1)\) under a new set of conditions of local monotonicity, which are modification to our Hypothesis 2.4 of section 2. Let us now state the new set of assumptions:

**Hypothesis 4.1.** Let \( f \in L^1(0, T; \mathbb{R}_+), \beta \in (1, \infty) \) and \( \alpha \in [0, \infty) \):

\(\text{(H.2)*}\) There exists non-negative constants \( \vartheta \in [0, \beta), \zeta, \lambda \) and \( C \) such that for \( u, v \in \mathcal{V} \) and a.e. \( t \in [0, T] \),
\[
2\langle A(t, u) - A(t, v), u - v \rangle + \|B(t, u) - B(t, v)\|_{L_2}^2 + \int_{\mathcal{Z}} \|\gamma(t, u) - \gamma(t, v)\|_{\mathcal{H}}^2 \lambda(dz) \\
\leq \left[ f(t) + \rho(u) + \eta(v) \right] \|u - v\|_{\mathcal{H}}^2, \tag{4.1} \]

where \( \rho \) and \( \eta \) are two measurable functions from \( \mathcal{V} \) to \( \mathbb{R} \) such that
\[ |\rho(u)| \leq C(1 + \|u\|_{\mathcal{H}}^\alpha) + C\|u\|_{\mathcal{V}}^\beta(1 + \|u\|_{\mathcal{H}}^\alpha), \tag{4.2} \]

and
\[ |\eta(u)| \leq C(1 + \|u\|_{\mathcal{H}}^{2+\alpha} + C\|u\|_{\mathcal{V}}^{2}(1 + \|u\|_{\mathcal{H}}^{\alpha}). \tag{4.3} \]

\(\text{(H.3)*}\) There exists a positive constant \( L_A \) such that for any \( u \in \mathcal{V} \) and a.e. \( t \in [0, T] \),
\[ \langle A(t, u), u \rangle \leq f(t)(1 + \|u\|_{\mathcal{H}}^2) - L_A\|u\|_{\mathcal{V}}^{\beta}. \tag{4.4} \]
(H.4)* There exists a non negative constant $C$ such that for any $u \in V$ and a.e. $t \in [0, T],$

$$\|A(t, u)\|_{\gamma V}^{\frac{\beta}{\gamma}} \leq f(t)(1 + \|u\|_{H}^{2 + \alpha}) + C\|u\|_{V}^{\beta}(1 + \|u\|_{H}^{\alpha}).$$

(4.5)

(4.5)* There exists $g \in L^{1}(0, T; \mathbb{R}_{+})$ and a non negative constant $L_{B}$ such that for any $u \in V$ and a.e. $t \in [0, T],$

$$\|B(t, u)\|_{L^{2}} \leq g(t)(1 + \|u\|_{H}^{2}) + L_{B}\|u\|_{V}^{\beta}.$$  

(4.6)

(4.6)* The jump noise coefficient $\gamma(\cdot, \cdot, \cdot)$ satisfy:

1. The function $\gamma \in L^{2}_{\lambda, T}(\mathcal{P} \otimes I, d \otimes P \otimes \lambda; \mathbb{H}).$
2. (Growth). There exist a non negative constant $L_{\gamma}$ and functions $h_{p} \in L^{1}(0, T; \mathbb{R}_{+})$ such that for any $u \in V,$ a.e. $t \in [0, T],$ and all $p \in [2, \infty),$

$$\int_{Z} \|\gamma(t, u, z)\|_{n}^{p}(dz) \leq h_{p}(t)(1 + \|u\|_{H}^{2}) + L_{\gamma}\|u\|_{H}^{\beta}.$$  

(4.7)

A similar remark to the following can be found in Remark 3.1, [51], where the authors considered the case of multiplicative Gaussian noise.

**Remark 4.2.** The stronger assumption $\vartheta < \beta$ (than that in (H.2) in (H.2)*) is crucial in the proof of Theorem 4.3 below. Since, $\rho$ and $\eta$ in (4.1) are symmetric, therefore one can interchange the role of $\rho$ and $\eta$ in (4.2) and (4.3). In view of Hypotheses 2.4 (H.5), (H.6) and 4.1 (H.5)*, (H.6)*, there are no assumption of continuity of $B$ and $\gamma$ with respect to $\mathbb{H}$-norm and here $B$ and $\gamma$ depend on $V$-norm, which is the main aim of this section.

Now, we state the main result of this section:

**Theorem 4.3.** Assume that Hypotheses 2.4 (H.1) and 4.1 (H.2)*-(H.6)* hold and the embedding $V \subset \mathbb{H}$ is compact, with

$$L_{B} + 2C_{1}L_{\gamma} < \frac{2L_{A} + L_{B}}{\chi}$$  

(4.8)

where

$$\chi = \begin{cases} 
\max \left\{1 + \alpha, 1 + \lambda, 1 + \frac{2\vartheta}{\beta}\right\}, & \text{if } \beta \leq 2, \\
\max \left\{1 + \alpha, 3 + \lambda - \beta, 1 + \frac{2\vartheta}{\beta}\right\}, & \text{if } \beta > 2,
\end{cases}$$

(4.9)

and the constant $C_{1}$ is given by

$$C_{1} = \begin{cases} 
1, & \text{if } 2 \leq p \leq 3, \\
2^{p-3}, & \text{if } p \geq 3.
\end{cases}$$

(4.10)

Then for any initial data $\mathbf{x} \in \mathbb{H},$ there exists a unique probabilistically strong solution to the system (1.1). Moreover, for any $p$ such that

$$2 \leq p < 1 + \frac{2L_{A} + L_{B}}{L_{B} + 2C_{1}L_{\gamma}}$$  

(4.11)

we have the following estimate:

$$\mathbb{E}\left[\sup_{t \in [0, T]} \|Y(t)\|_{H}^{p}\right] + \mathbb{E}\left[\int_{0}^{T} \|Y(t)\|_{V}^{\beta}dt\right]^{\frac{1}{\beta}} < \infty.$$  

(4.12)
Furthermore, let \( \{x_m\} \) be a sequence and \( x \) in \( \mathbb{H} \) such that \( \|x_m - x\|_\mathbb{H} \to 0 \), and \( Y(t, x) \) be the unique solution of the system (1.1) with the initial data \( x \in \mathbb{H} \). Then,

\[
\lim_{m \to \infty} \mathbb{E} \left[ \sup_{0 \leq t \leq T} \|Y(t, x_m) - Y(t, x)\|_{\mathbb{H}}^p \right] = 0, \tag{4.13}
\]

for \( p \) satisfying (4.11).

The remaining part of this work is devoted to the proof of Theorem 4.3. We will assume the new set of assumptions of Theorem 4.3 throughout the remaining section. In section 2, we started our proof from a sequence of Galerkin approximations. Since, in this part we do not have the continuity assumptions on \( B \) and \( \gamma \) on \( \mathbb{H} \), therefore some parts of the proof do not work, for example the proof of Theorem 3.11 does not hold. Also, the pseudo-monotonicity argument is not applicable in this part. We will combine the tightness of Galerkin approximations with the monotonicity argument.

Now, we start with the proof of the uniform energy estimates of Galerkin approximations \( \{Y_m\} \) under the modified assumptions:

**Lemma 4.4.** For any \( p \) satisfying (4.11), there exist constants \( \tilde{C}_p \) and \( C_2 \) satisfying

\[
L_{\gamma}^{p/2} < \frac{L_{\gamma}^{p/2}}{(1 + \sqrt{3}C_2)C_2^2C_p} \quad \text{and} \quad C_2 = \begin{cases} 1, & \text{if } 2 \leq p \leq 4, \\ 2, & \text{if } p \geq 4, \end{cases} \tag{4.14}
\]

such that

\[
\sup_{m \in \mathbb{N}} \left\{ \mathbb{E} \left[ \sup_{0 \leq t \leq T} \|Y_m(t)\|_{\mathbb{H}}^p \right] + \mathbb{E} \left[ \int_0^T \|Y_m(t)\|_{\mathbb{H}}^p \|Y_m(t)\|_{\mathbb{H}}^{p-2} \, dt \right] \right. \\
+ \left. (1 - C_2^2(1 + \sqrt{3})C_pL^2) \mathbb{E} \left[ \int_0^T \|Y_m(t)\|_{\mathbb{H}}^\beta \, dt \right]^2 \right\} \\
\leq C_p(1 + \|x\|_{\mathbb{H}}^\beta). \tag{4.15}
\]

**Proof.** Applying Itô’s formula to the process \( \|Y_m(\cdot)\|_{\mathbb{H}}^p \), we find (cf. (3.5) and (3.6))

\[
\|Y_m(t)\|_{\mathbb{H}}^p \\
\leq \|P_m x\|_{\mathbb{H}}^p + \frac{p}{2} \int_0^t \|Y_m(s)\|_{\mathbb{H}}^{p-2} [\langle A(s, Y_m(s)), Y_m(s) \rangle] + \|P_m B(s, Y_m(s))\|_{\mathbb{H}}^2 \, ds \\
+ \frac{p(p - 2)}{2} \int_0^t \|Y_m(s)\|_{\mathbb{H}}^{p-4} \|Y_m(s) \circ P_m B(s, Y_m(s))Q_m\|_{\mathbb{H}}^2 \, ds \\
+ p \int_0^t \|Y_m(s)\|_{\mathbb{H}}^{p-2} (P_m B(s, Y_m(s))Q_m dW(s), Y_m(s)) \\
+ p \int_0^t \|Y_m(s-\)\|_{\mathbb{H}}^{p-2} (P_m \gamma(s, Y_m(s-), \bar{z}), Y_m(s-\)\)\) \bar{\pi}(ds, dz) \\
+ \frac{p(p - 1)}{2} \int_0^t \int_Z \|Y_m(s-\)\|_{\mathbb{H}}^{p-2} \|P_m \gamma(s, Y_m(s-), \bar{z})\|_{\mathbb{H}}^2 \bar{\pi}(ds, dz), \tag{4.16}
\]
for some $\theta \in (0, 1)$. Taking expectation on both sides, and using Hypothesis 4.1 (H.3)*,(H.5)*, and Young’s inequality followed by stopping times arguments, we get

$$
\mathbb{E}[\|Y_m(t)\|_H^p] + p \left( L_A - \frac{L_B(p-2)}{2} \right) \mathbb{E} \left[ \int_0^t \|Y_m(s)\|_H^p \|Y_m(s)\|_H^{p-2} ds \right] 
\leq \|x\|_H^p + C \mathbb{E} \left[ \int_0^t (f(s) + g(s)) ds \right] + C \mathbb{E} \left[ \int_0^t (f(s) + g(s)) \|Y_m(s)\|_H^p ds \right] 
+ \frac{p(p-1)}{2} \mathbb{E} \left[ \int_0^t \int_Z \|Y_m(s) + \theta P_m \gamma(s, Y_m(s), z)\|_H^{p-2} \|P_m \gamma(s, Y_m(s))\|_H^2 \lambda(dz) ds \right].
$$

(4.17)

We consider the final term of the right hand side of the above inequality (4.17) and estimate it using Hypothesis 4.1 (H.6)*, Hölder’s and Young’s inequalities as

$$
\frac{p(p-1)}{2} \mathbb{E} \left[ \int_0^t \int_Z \|Y_m(s) + \theta P_m \gamma(s, Y_m(s), z)\|_H^{p-2} \|P_m \gamma(s, Y_m(s))\|_H^2 \lambda(dz) ds \right] 
\leq \frac{p(p-1)}{2} C_1 \mathbb{E} \left[ \int_0^t \int_Z \left\{ \|Y_m(s)\|_H^{p-2} \|\gamma(s, Y_m(s), z)\|_H^2 + \|\gamma(s, Y_m(s), z)\|_H^2 \right\} \lambda(dz) ds \right] 
\leq C \mathbb{E} \left[ \int_0^t \left\{ h_2(s) \|Y_m(s)\|_H^{p-2} + (h_2(s) + h_p(s)) \|Y_m(s)\|_H^p \right\} ds \right] 
+ p(p-1) C_1 L_\gamma \mathbb{E} \left[ \int_0^t \|Y_m(s)\|_H^p \|Y_m(s)\|_H^{p-2} ds \right] 
+ C \int_0^T h_p(t) dt,
$$

(4.18)

where the constant $C_1$ is given by

$$
C_1 = \begin{cases} 
1, & \text{if } 2 \leq p \leq 3, \\
2^{p-3}, & \text{if } p \geq 3. 
\end{cases}
$$

Substituting the estimate (4.18) in (4.17), we obtain

$$
\mathbb{E}[\|Y_m(t)\|_H^p] + p \left( L_A - \frac{L_B(p-2)}{2} - (p-1) C_1 L_\gamma \right) \mathbb{E} \left[ \int_0^t \|Y_m(s)\|_H^p \|Y_m(s)\|_H^{p-2} ds \right] 
\leq \|x\|_H^p + C \mathbb{E} \left[ \int_0^T (f(t) + g(t) + h_2(t) + h_p(t)) ds \right] 
+ C \mathbb{E} \left[ \int_0^t (f(s) + g(s) + h_2(s) + h_p(s)) \|Y_m(s)\|_H^p ds \right].
$$

(4.19)

The permissible values of $p$ is given by

$$
\left( L_A - \frac{L_B(p-2)}{2} - (p-1) C_1 L_\gamma \right) > 0.
$$

(4.20)
An application of Gronwall’s inequality in (4.19) yields
\[
\sup_{m \in H} \left\{ \sup_{0 \leq t \leq T} \mathbb{E} \left[ \| Y_m(t) \|_H^p \right]^p + \mathbb{E} \left[ \int_0^T \| Y_m(s) \|_V^{p/2} \| Y_m(s) \|_H^{p-2} ds \right] \right\} 
\leq \left( \| x \|_H^p + C \int_0^T \left( f(t) + g(t) + h_2(t) + h_p(t) \right) dt \right) \times \exp \left\{ C \int_0^T \left( f(t) + g(t) + h_2(t) + h_p(t) \right) dt \right\}.
\]
(4.21)

Again, we consider (4.16), and use Hypothesis 4.1 (H.3) to find
\[
\mathbb{E} \left[ \sup_{0 \leq t \leq T} \| Y_m(t) \|_H^p \right]^p + pL_A \mathbb{E} \left[ \int_0^T \| Y_m(s) \|_V^{p/2} \| Y_m(s) \|_H^{p-2} ds \right] 
\leq \| P_m x \|_H^p + \frac{p(p-2)}{2} \int_0^T \| Y_m(s) \|_H^{p-2} \| Y_m(s) \|_V \| B(s, Y_m(s)) Q_m \|_H^2 ds 
+ p \mathbb{E} \left[ \sup_{0 \leq t \leq T} \left\| \int_0^t \| Y_m(s) \|_H^{p-2} \left( P_m B(s, Y_m(s)) Q_m dW(s), Y_m(s) \right) \right\| \right] 
+ p \mathbb{E} \left[ \sup_{0 \leq t \leq T} \left\| \int_0^t \int_Z \| Y_m(s-) \|_H^{p-2} \left( P_m \gamma(s, Y_m(s-), z), Y_m(s-) \right) \right\| \right. 
\times \left\| \int_0^t \int_Z \| Y_m(s-) \|_H^{p-2} \left( P_m \gamma(s, Y_m(s-), z) \right) \|_H^{p-2} \| \right\| \left. \right\| \| \right] 
+ \frac{p(p-1)}{2} \mathbb{E} \left[ \int_0^T \left\| Y_m(s-) \|_H^{p-2} + \theta P_m \gamma(s, Y_m(s-), z) \right\|_H^{p-2} \| \right\| \right] 
=: \| P_m x \|_H^p + \sum_{i=1}^4 I_i,
\]
(4.22)
for some \( \theta \in (0, 1) \). We consider the term \( I_1 \) and estimate it as
\[
I_1 \leq C \mathbb{E} \left[ \int_0^T \| Y_m(s) \|_H^{p-2} \| B(s, Y_m(s)) \|_L^2 ds \right].
\]
Now, we consider the term \( I_2 \) of the inequality (4.22), and estimate it using a similar calculation as in (3.9) to find
\[
I_2 \leq \frac{1}{4} \mathbb{E} \left[ \sup_{0 \leq t \leq T} \| Y_m(t) \|_H^p \right] + C \int_0^T \| Y_m(s) \|_H^{p-2} \| B(s, Y_m(s)) \|_L^2 ds.
\]
Next, we consider the term \( I_3 \) and estimate it using the Burkholder-Davis-Gundy inequality, Hypothesis 4.1, Hölder’s and Young’s inequalities as
\[
I_3 \leq C \mathbb{E} \left[ \int_0^T \int_Z \| Y_m(s) \|_H^{2p-2} \| P_m \gamma(s, Y_m(s), z) \|_H^2 \| \pi \| ds \| dz \right]^2 
\leq C \mathbb{E} \left[ \sup_{0 \leq t \leq T} \| Y_m(t) \|_H^p \right]^p \left( \int_0^T \int_Z \| Y_m(s) \|_H^{p-2} \left( P_m \gamma(s, Y_m(s), z) \right) \|_H^2 \| \pi \| ds \| dz \right)^{\frac{2}{p}} 
\leq \frac{1}{4} \mathbb{E} \left[ \sup_{0 \leq t \leq T} \| Y_m(t) \|_H^p \right] + C \left[ \int_0^T \int_Z \| Y_m(s) \|_H^{p-2} \| P_m \gamma(s, Y_m(s), z) \|_H^2 \| \pi \| ds \| dz \right]
\leq \frac{1}{4} \mathbb{E} \left[ \sup_{0 \leq t \leq T} \| Y_m(t) \|_H^p \right] + C \left[ \int_0^T \left\{ h_2(s) \| Y_m(s) \|_H^p + L_\gamma \| Y_m(s) \|_H^{p-2} \| Y_m(s) \|_V^p \right\} ds \right].
\]
A similar calculation to (4.18) gives
\[
I_4 \leq C \mathbb{E} \left[ \int_0^T (h_2(s) + h_p(s)) \|Y_m(s)\|_H^p \ ds \right] + CL_\gamma \mathbb{E} \left[ \int_0^T \|Y_m(s)\|_H^{p-2} \|Y_m(s)\|_V^\beta \ ds \right] \\
+ C \int_0^T (h_2(t) + h_p(t)) \ dt,
\]
where \( C \) is a generic constant that may change from line to line. Substituting the above estimates in (4.22), we find
\[
\mathbb{E} \left[ \sup_{0 \leq t \leq T} \|Y_m(t)\|_H^p \right] \leq C \|x\|_H^p + C \int_0^T (f(t) + g(t) + h_2(t) + h_p(t)) (1 + \|Y_m(s)\|_H^p) dt \\
+ C(L_B + L_\gamma) \mathbb{E} \left[ \int_0^T \|Y_m(s)\|_V^\beta \|Y_m(s)\|_H^{p-2} \ ds \right]. \tag{4.23}
\]
Applying Gronwall’s inequality and then using (4.21) in (4.23), one can conclude that
\[
\sup_{m \in \mathbb{N}} \mathbb{E} \left[ \sup_{0 \leq t \leq T} \|Y_m(t)\|_H^p \right] \leq C_p (1 + \|x\|_H^p). \tag{4.24}
\]
Again, from (3.15), we have
\[
\mathbb{E} \left[ \left( \int_0^t \|Y_m(s)\|_V^\beta \ ds \right)^{\frac{2}{\beta}} \right] \leq C \|P_m x\|_H^p + C \mathbb{E} \left[ \left( \int_0^t (f(s) + g(s)) (1 + \|Y_m(s)\|_H^p) ds \right)^{\frac{2}{p}} \right] \\
+ C \mathbb{E} \left[ \left( \int_0^t (P_m B(s, Y_m(s)) Q_m dW(s), Y_m(s)) ds \right)^{\frac{2}{p}} \right] \\
+ \frac{C_2}{L_{p/2}^A} \mathbb{E} \left[ \left( \int_0^t \int_{\mathbb{R}^d} \|P_m \gamma(s, Y_m(s), z)\|_H^{p/2} (ds, dz) \right)^{\frac{2}{p}} \right] \\
+ \frac{C_2}{L_{p/2}^A} \mathbb{E} \left[ \left( \int_0^t \int_{\mathbb{R}^d} (P_m \gamma(s, Y_m(s), z), Y_m(s)) \tilde{\pi}(ds, dz) \right)^{\frac{2}{p}} \right], \tag{4.25}
\]
where \( C_2 \) is defined in (4.14). We use Burkholder-Davis-Gundy inequality, Hypothesis 4.1 (H.5)*, Hölder’s and Young’s inequalities to estimate the third term of the right hand side of the above inequality (4.25) as
\[
C \mathbb{E} \left[ \left( \int_0^t (B(s, Y_m(s)) Q_m dW(s), Y_m(s)) \right)^{\frac{2}{p}} \right] \\
\leq C \mathbb{E} \left[ \left( \int_0^T \|Y_m(s)\|^2_{\mathbb{H}} \{ g(s) (1 + \|Y_m(s)\|_H^p) + L_B \|Y_m(s)\|_V^\beta \} ds \right)^{\frac{2}{p}} \right] \\
\leq C \mathbb{E} \left[ \left( 1 + \sup_{0 \leq t \leq T} \|Y_m(s)\|^4_{\mathbb{H}} \right)^{\frac{2}{p}} \int_0^T g(s) ds \right]^{\frac{2}{p}} + C \mathbb{E} \left[ \left( \sup_{0 \leq t \leq T} \|Y_m(s)\|_{\mathbb{H}}^2 \int_0^T \|Y_m(s)\|_V^\beta ds \right)^{\frac{2}{p}} \right] \\
\leq \frac{1}{4} \mathbb{E} \left[ \int_0^T \|Y_m(s)\|_V^\beta ds \right]^{\frac{2}{p}} + C \left\{ \left( \left( \int_0^T g(s) ds \right)^{\frac{2}{p}} + 1 \right) \mathbb{E} \left[ \sup_{0 \leq s \leq T} \|Y_m(s)\|^p_{\mathbb{H}} \right] \right\}. \tag{4.26}
\]
Consider the penultimate term of the right hand side of inequality (4.25) and estimate it using a similar calculation to (3.18) and Hypothesis 4.1 (H.6)* as

\[
\frac{C_2}{L_A^{p/2}} \mathbb{E} \left[ \left( \int_0^t \int_Z \| P_m \gamma(s, Y_m(s) - z), Y_m(s) \|^2_{H} \right)^{\frac{p}{2}} \right] \\
\leq C \mathbb{E} \left[ \int_0^T \int_Z \| \gamma(s, Y_m(s), z) \|^p_{H} \lambda(dz)ds \right] \\
+ \frac{C_2 \tilde{C}_p}{L_A^{p/2}} \mathbb{E} \left[ \left( \int_0^T \int_Z \| \gamma(s, Y_m(s), z) \|^p_{H} \lambda(dz)ds \right)^{\frac{p}{2}} \right] \\
\leq C \left( \int_0^T h_p(s)ds + \mathbb{E} \left[ \int_0^T h_p(s) \| Y_m(s) \|^p_{H} ds \right] + L_\gamma \mathbb{E} \left[ \int_0^T \| Y_m(s) \|^2_{H} \| Y_m(s) \|^\beta_{Y} ds \right] \right) \\
+ \frac{C_2 \tilde{C}_p}{L_A^{p/2}} \mathbb{E} \left[ \left( \int_0^T \{ h_2(s) (1 + \| Y_m(s) \|^2_{H}) + L_\gamma \| Y_m(s) \|^\beta_{Y} \} ds \right)^{\frac{p}{2}} \right] \\
\leq C \left( \int_0^T h_p(s)ds + \mathbb{E} \left[ \int_0^T h_p(s) \| Y_m(s) \|^p_{H} ds \right] + L_\gamma \mathbb{E} \left[ \int_0^T \| Y_m(s) \|^2_{H} \| Y_m(s) \|^\beta_{Y} ds \right] \right) \\
+ C \left( \left( \int_0^T h_2(s)ds \right)^{\frac{p}{2}} + \left( \int_0^T h_2(s)ds \right)^{\frac{p-2}{2}} \mathbb{E} \left[ \int_0^T h_2(s) ds \right] \right) \\
+ C_2 \tilde{C}_p \left( \frac{L_\gamma}{L_A} \right)^{\frac{p}{2}} \mathbb{E} \left[ \left( \int_0^T \| Y_m(s) \|^\beta_{Y} ds \right)^{\frac{p}{2}} \right] .
\]

(4.27)

Using Burkholder-Davis-Gundy inequality, Corollary 2.4., [62], and Hypothesis 4.1 (H.6)*, we estimate the final term of right hand side of (4.25) as

\[
\frac{C_2}{L_A^{p/2}} \mathbb{E} \left[ \left( \int_0^T \int_Z \| P_m \gamma(s, Y_m(s) - z), Y_m(s) \|^2_{H} \right)^{\frac{p}{2}} \right] \\
\leq \frac{\sqrt{3}C_2^2}{L_A^{p/2}} \mathbb{E} \left[ \left( \int_0^T \int_Z \| \gamma(s, Y_m(s) - z), Y_m(s) \|^2_{H} \right)^{\frac{p}{2}} \right] \\
\leq C \mathbb{E} \left[ \sup_{0 \leq t \leq T} \| Y_m(s) \|^p_{H} \right] + \sqrt{3}C_2^2 \frac{1}{L_A^{p/2}} \mathbb{E} \left[ \left( \int_0^T \| \gamma(s, Y_m(s) - z), Y_m(s) \|^2_{H} \right)^{\frac{p}{2}} \right] \\
\leq C \mathbb{E} \left[ \sup_{0 \leq t \leq T} \| Y_m(s) \|^p_{H} \right] + C \left( \int_0^T h_p(s)ds + \mathbb{E} \left[ \int_0^T h_p(s) \| Y_m(s) \|^p_{H} ds \right] \right) \\
+ L_\gamma \mathbb{E} \left[ \left( \int_0^T \| Y_m(s) \|^2_{H} \| Y_m(s) \|^\beta_{Y} ds \right) \right] + C \left( \left( \int_0^T h_2(s)ds \right)^{\frac{p}{2}} + \left( \int_0^T h_2(s)ds \right)^{\frac{p-2}{2}} \mathbb{E} \left[ \int_0^T h_2(s) ds \right] \right) \\
\times \mathbb{E} \left[ \int_0^T h_2(s) \| Y_m(s) \|^p_{H} ds \right] + \sqrt{3}C_2^2 \tilde{C}_p \left( \frac{L_\gamma}{L_A} \right)^{\frac{p}{2}} \mathbb{E} \left[ \left( \int_0^T \| Y_m(s) \|^\beta_{Y} ds \right)^{\frac{p}{2}} \right] .
\]

(4.28)

Substituting (4.26)-(4.28) in (4.25), to obtain

\[
\left\{ 1 - (1 + \sqrt{3}C_2) \frac{C_2^2 \tilde{C}_p}{L_A^{p/2}} \right\} \mathbb{E} \left[ \left( \int_0^T \| Y_m(s) \|^\beta_{Y} ds \right)^{\frac{p}{2}} \right]
\]


\[ \leq C\|\mathbf{x}\|_H^p + C_p \left(1 + \mathbb{E} \left[ \sup_{0 \leq s \leq T} \|Y_m(s)\|_H^p \right]\right), \quad (4.29) \]

provided \( \frac{L^{p/2}}{(1+\sqrt{2}C_p^2)} > L^{p/2} \), where the constant \( C_p \) can be found in Corollary 2.4., [62] and the other constant \( C_2 \) is given in (4.14). Substituting (4.24) in (4.29), we obtain the required estimate.

**Remark 4.5.** We can relax the condition on the constant in (4.29) with the assumption that \( \lambda \) is a finite measure, that is, \( \lambda(Z) < \infty \). Under this assumption, one can estimate the last two terms of (4.25) in the following way:

\[
\frac{C_2}{L^{p/2}} \mathbb{E} \left[ \left( \int_0^t \int_Z \|P_m\gamma(s, Y_m(s-), z)\|_H^2 \pi(ds, dz) \right)^{\frac{p}{2}} \right] \\
\leq C \mathbb{E} \left[ \int_0^T \int_Z \|\gamma(s, Y_m(s), z)\|_H^p \lambda(dz)ds \right] \\
+ \frac{C_2\tilde{C}_p}{L^{p/2}} \mathbb{E} \left[ \left( \int_0^T \int_Z \|\gamma(s, Y_m(s), z)\|_H^2 \lambda(dz)ds \right)^{\frac{p}{2}} \right] \\
\leq \left( C + \frac{\sqrt{3}C_2}{L^{p/2}} [T\lambda(Z)]^{\frac{p-2}{2}} \right) \mathbb{E} \left[ \int_0^T \int_Z \|\gamma(s, Y_m(s), z)\|_H^p \lambda(dz)ds \right] \\
\leq C \mathbb{E} \left[ \int_0^T h_p(1 + \|Y_m(s)\|_H^p)ds \right] + C \mathbb{E} \left[ \int_0^T \|Y_m(s)\|_H^{p-2} \|\gamma(s, Y_m(s), z)\|_V^\beta ds \right]. \quad (4.30) \\
\]

Next, we consider the final term of the right hand side of (4.25), and estimate it using Burkholder-Davis-Gundy inequality, Corollary 2.4., [62], and Hypothesis 4.1 (H.6)* as

\[
\frac{C_2}{L^{p/2}} \mathbb{E} \left[ \left( \int_0^T \int_Z (P_m\gamma(s, Y_m(s-), z), Y_m(s-))\tilde{\pi}(ds, dz) \right)^{\frac{p}{2}} \right] \\
\leq \frac{\sqrt{3}C_2}{L^{p/2}} \mathbb{E} \left[ \left( \int_0^T \int_Z \|\gamma(s, Y_m(s-), z)\|_H^2 \|Y_m(s-)||_H^2 \pi(ds, dz) \right)^{\frac{p}{2}} \right] \\
\leq C \mathbb{E} \left[ \sup_{0 \leq s \leq T} \|Y_m(s)\|_H^p \right] + \frac{\sqrt{3}C_2}{L^{p/2}} \mathbb{E} \left[ \left( \int_0^T \int_Z \|\gamma(s, Y_m(s-), z)\|_H^2 \pi(ds, dz) \right)^{\frac{p}{2}} \right] \\
\leq C \mathbb{E} \left[ \sup_{0 \leq s \leq T} \|Y_m(s)\|_H^p \right] + C \mathbb{E} \left[ \int_0^T h_p(1 + \|Y_m(s)\|_H^p)ds \right] \\
+ L_\gamma \mathbb{E} \left[ \int_0^T \|Y_m(s)\|_H^{p-2} \|\gamma(s, Y_m(s))\|_V^\beta ds \right]. \quad (4.31) \\
\]

Substituting (4.26), (4.30) and (4.31) in (4.25), we find

\[
\mathbb{E} \left[ \left( \int_0^T \|Y_m(s)\|_V^\beta ds \right)^{\frac{p}{2}} \right] \leq C\|\mathbf{x}\|_H^p + C_p \left(1 + \mathbb{E} \left[ \sup_{0 \leq s \leq T} \|Y_m(s)\|_H^p \right]\right). \quad (4.32) \\
\]

Using similar calculations as in Lemma 3.2, one can prove that the family \( \{\mathcal{L}(Y_m) : m \in \mathbb{N}\} \) is tight in the space \( L^p(0, T; H) \). Note that the laws of \( \{Y_m\} \) may not be tight in \( D([0, T]; V^*) \). Therefore, by Prokhorov’s theorem (see Lemma A.2) and a version of
Skorokhod’s representation theorem (see Theorem A.5), we construct another probability space \((\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t\geq 0}, P)\) (still denoting by the same) as in section 3. Also, we may assume that there exists an \(\{\mathcal{F}_t\}\)-adapted process \(Y\) such that
\[
\|Y_m(t) - Y(t)\|_{L^2(0,T;H)} \to 0, \; P\text{-a.s.} \tag{4.33}
\]
Using Hypothesis 4.1 (H.4)*-(H.6)*, and Lemma 4.4, we obtain the following uniform estimates:
\[
\sup_{m \in \mathbb{N}} E \left[ \int_0^T \|P_m A(t, Y_m(t))\|^\beta_{\mathcal{F}_t} \, dt \right] < \infty, \tag{4.34}
\]
\[
\sup_{m \in \mathbb{N}} E \left[ \int_0^T \|P_m B(t, Y_m(t))Q_m\|^2_{L^2} \, dt \right] < \infty, \tag{4.35}
\]
\[
\sup_{m \in \mathbb{N}} E \left[ \int_0^T \int_Z \|P_m \gamma(t, Y_m(t), z)\|^2_{L^2} \lambda(dz) \, dt \right] < \infty. \tag{4.36}
\]
Similar to (3.63) and (3.64) in section 3, we have (along a subsequence, still denoted by the same index)
\[
\lim_{m \to \infty} \|Y_m(t, \omega) - Y(t, \omega)\|_H = 0, \; \text{a.e.} \; (t, \omega) \in [0,T] \times \Omega. \tag{4.37}
\]
Again, as in section 3, \(\{Y_m\}\) converges weakly to \(Y\) in \(L^\beta(\Omega \times [0,T]; \mathcal{F})\)
\[
Y(t) = x + \int_0^t \hat{A}(s) \, ds + \int_0^t \hat{B}(s) \, dW(s) + \int_0^t \int_Z \hat{\lambda}(s,z) \tilde{\lambda}(ds,dz), \; P \otimes dt\text{-a.s.} \tag{4.38}
\]
where \(\hat{A}, \hat{B}\) and \(\hat{\gamma}\) are the limits of the following weak convergence along a subsequence (still denoted by the same index)
\[
P_m A(\cdot, Y_m(\cdot)) \rightharpoonup \hat{A}(\cdot), \; \text{in} \; L^{\beta}_{\mathcal{F}}(\Omega \times [0,T]; \mathcal{F}^\ast), \tag{4.39}
\]
\[
P_m B(\cdot, Y_m(\cdot))Q_m \rightharpoonup \hat{B}(\cdot), \; \text{in} \; L^2(\Omega \times [0,T]; L_2(\mathcal{U}, \mathbb{H})), \tag{4.40}
\]
\[
P_m \gamma(\cdot, Y_m(\cdot), \cdot) \rightharpoonup \hat{\gamma}(\cdot), \; \text{in} \; L^2_{\mathcal{F}}(\mathcal{P} \otimes \mathcal{T}, d \otimes P \otimes \lambda; \mathbb{H}), \tag{4.41}
\]
where we have used Banach-Alaoglu theorem. The next Lemma proves that \(Y\) is a solution of the system (1.1).

**Lemma 4.6.** \(\hat{B}(\cdot) = B(\cdot, Y(\cdot)), \; \hat{A}(\cdot) = A(\cdot, Y(\cdot)), \; \mathcal{P} \otimes dt\text{-a.e.}, \text{and} \; \hat{\gamma}(\cdot) = \gamma(\cdot, Y(\cdot), \cdot), \; \mathcal{P} \otimes dt \otimes \lambda\text{-a.e.} \; \text{Consequently,} \; Y \; \text{is a probabilistic weak solution to the system (1.1).}

**Proof.** Fix any time \(T > 0\) and let us denote the Lebesgue measure on the interval \([0,T]\) by \(dt\). Assume that \(w\) is any given \(\mathbb{H}\)-valued cádlágu process such that
\[
E \left[ \sup_{0 \leq t \leq T} \|w(t)\|^\beta_{\mathbb{H}} \right] + E \left[ \int_0^T \|w(t)\|^\beta_{\mathcal{F}} (1 + \|w(t)\|^2_{\mathbb{H}}) \, dt \right] \leq C < \infty. \tag{4.42}
\]
Define a sequence of stopping times:
\[
\tau^N_w := T \wedge \inf \{t \geq 0 : \|w(t)\|^2_{\mathbb{H}} > N \} \wedge \inf \left\{ t \geq 0 : \int_0^t \|w(s)\|^\beta_{\mathbb{H}} \, ds > N \right\} \leq T. \tag{4.43}
\]
Then, we have
\[
\lim_{N \to \infty} P(\tau^N_w < T) = 0. \tag{4.44}
\]
For any given \( \epsilon > 0 \),
\[
\mathbb{P} \otimes dt \{ (t, \omega) : \| Y_m(t \wedge \tau_w^N(\omega), \omega) - Y(t \wedge \tau_w^N(\omega), \omega) \|_{\mathbb{H}} > \epsilon \} \\
\leq \mathbb{P} \otimes dt \{ (t, \omega) : \| Y_m(t \wedge \tau_w^N(\omega), \omega) - Y(t \wedge \tau_w^N(\omega), \omega) \|_{\mathbb{H}} > \epsilon \} \cap \{ (t, \omega) : \tau_w^N = T \} \\
\quad + \mathbb{P} \otimes dt \{ (t, \omega) : \tau_w^N < T \} \\
\leq \mathbb{P} \otimes dt \{ (t, \omega) : \| Y_m(t, \omega) - Y(t, \omega) \|_{\mathbb{H}} > \epsilon \} + T \mathbb{P} \{ \omega : \tau_w^N < T \}. \quad (4.45)
\]

Passing \( m \to \infty \) and \( N \to \infty \), with help of (4.37) and (4.44), we find
\[
\lim_{m \to \infty, N \to \infty} \| Y_m(t \wedge \tau_w^N) - Y(t \wedge \tau_w^N) \|_{\mathbb{H}} = 0, \text{ in } \mathbb{P} \otimes dt. \quad (4.46)
\]
Hence, for any \( \varphi \in L^\infty(0, T; \mathbb{R}_+) \), by Lemma 4.4 and (4.46), we get
\[
\lim_{N \to \infty} \mathbb{E} \left[ \int_0^T \varphi(t) \left[ \| Y(t \wedge \tau_w^N) \|_{\mathbb{H}}^2 - \| x \|_{\mathbb{H}}^2 \right] dt \right] = \lim_{N \to \infty} \inf_{m \to \infty} \mathbb{E} \left[ \int_0^T \varphi(t) \left[ \| Y_m(t \wedge \tau_w^N) \|_{\mathbb{H}}^2 - \| P_m x \|_{\mathbb{H}}^2 \right] dt \right]. \quad (4.47)
\]
Applying Itô’s formula to the process \( \| Y_m(t) \|_{\mathbb{H}}^2 \), and then taking expectations on both sides, we get
\[
\mathbb{E} \left[ \| Y_m(t \wedge \tau_w^N) \|_{\mathbb{H}}^2 - \| P_m x \|_{\mathbb{H}}^2 \right] \\
= \mathbb{E} \left[ \int_0^{t \wedge \tau_w^N} \left\{ 2 \langle A(s, Y_m(s)), Y_m(s) \rangle + \| P_m B(s, Y_m(s)) Q_m \|_{L_2}^2 \\
\quad + \int_Z \| P_m \gamma(s, Y_m(s), z) \|_{H}^2 \lambda(dz) \right\} ds \right] \\
\leq \mathbb{E} \left[ \int_0^{t \wedge \tau_w^N} \left\{ 2 \langle A(s, Y_m(s)) - A(s, w(s)), Y_m(s) - w(s) \rangle + \| B(s, Y_m(s)) - B(s, w(s)) \|_{L_2}^2 \\
\quad + \int_Z \| \gamma(s, Y_m(s), z) - \gamma(s, w(s), z) \|_{H}^2 \lambda(dz) \right\} ds \right] \\
+ \mathbb{E} \left[ \int_0^{t \wedge \tau_w^N} \left\{ 2 \langle A(s, w(s)), w(s) \rangle + 2 \langle A(s, w(s)), Y_m(s) - 2 \langle A(s, w(s)), w(s) \rangle \\
\quad + 2 \langle B(s, Y_m(s)), B(s, w(s)) \rangle \|_{L_2}^2 \| \| B(s, w(s)) \|_{L_2}^2 + \int_Z \left\{ 2 \langle \gamma(s, Y_m(s), z), \gamma(s, w(s), z) \rangle \\
\quad - \| \gamma(s, w(s), z) \|_{H}^2 \right\} \lambda(dz) \right\} ds \right]. \quad (4.48)
\]
Using Hypothesis 4.1 (H.2)*, Lemma 4.4, (4.39)-(4.41) and Fubini’s theorem, we find
\[
\liminf_{m \to \infty} \mathbb{E} \left[ \int_0^T \varphi(t) \left[ \| Y_m(t \wedge \tau_w^N) \|_{\mathbb{H}}^2 - \| P_m x \|_{\mathbb{H}}^2 \right] dt \right] \\
\leq \liminf_{m \to \infty} \mathbb{E} \left[ \int_0^T \varphi(t) \int_0^{t \wedge \tau_w^N} \left\{ f(s) + \rho(Y_m(s)) + \eta(w(s)) \right\} \| Y_m(s) - w(s) \|_{\mathbb{H}}^2 ds dt \right] \\
+ \mathbb{E} \left[ \int_0^T \varphi(t) \left\{ \int_0^{t \wedge \tau_w^N} \left( 2 \langle \tilde{A}(s), w(s) \rangle + 2 \langle A(s, w(s)), Y(s) \rangle - 2 \langle A(s, w(s)), w(s) \rangle \right) \right\} ds dt \right].
\]
+ 2(\mathcal{B}(s), B(s, w(s)))_{L^2} - \|B(s, w(s))\|_{L^2}^2 + \int_Z \{2(\gamma(s), \gamma(s, w(s), z)) - \|\gamma(s, w(s), z)\|_{H^2}^2 \} \lambda(dz) \, ds \} \, dt]. 
\tag{4.49}

By the condition (4.42), as \(N \to \infty\), the limit of the second term on the right hand side of (4.49) is finite. Applying infinite dimensional Itô’s formula (see Theorem 1.2, [24] and Theorem 1, [23]) to the process \(\|Y(\cdot)\|_{H^2}\), and taking expectations on both sides, we get

\[
\mathbb{E} \left[ \int_0^T \varphi(t) \{\|Y(t \wedge \tau^N_{w}) - \|x\|_{H^2}^2\} \, dt \right] = \mathbb{E} \left[ \int_0^T \varphi(t) \left\{ \int_0^{t \wedge \tau^N_{w}} \left( 2(\mathcal{A}(s), Y(s)) + \|\mathcal{B}(s) - B(s, w(s))\|_{L^2}^2 + \int_Z |\gamma(s, z) - \gamma(s, w(s), z)|^2 \lambda(dz) \right) \, ds \right\} \, dt \right],
\tag{4.50}
\]

where we have used Fubini’s theorem. From (4.47), (4.49) and (4.50), we deduce

\[
\lim_{N \to \infty} \left\{ \mathbb{E} \left[ \int_0^T \varphi(t) \left\{ \int_0^{t \wedge \tau^N_{w}} \left( 2(\mathcal{A}(s) - A(s, w(s)), Y(s) - w(s)) + \|\mathcal{B}(s) - B(s, w(s))\|_{L^2}^2 \\
+ \int_Z |\gamma(s, z) - \gamma(s, w(s), z)|^2 \lambda(dz) \right) \, ds \right\} \, dt \right\}

\leq \lim_{N \to \infty} \liminf_{m \to \infty} \mathbb{E} \left[ \int_0^T \varphi(t) \int_0^{t \wedge \tau^N_{w}} \{f(s) + \rho(Y_m(s)) + \eta(w(s))\} \, ds \, ds \, dt \right].
\tag{4.51}
\]

Using the dominated convergence theorem, we can pass the limit on the left hand side of the inequality (4.51) to obtain

\[
\mathbb{E} \left[ \int_0^T \varphi(t) \left\{ \int_0^t \left( 2(\mathcal{A}(s) - A(s, w(s)), Y(s) - w(s)) + \|\mathcal{B}(s) - B(s, w(s))\|_{L^2}^2 \\
+ \int_Z |\gamma(s, z) - \gamma(s, w(s), z)|^2 \lambda(dz) \right) \, ds \right\} \, dt \right] \leq C \lim_{N \to \infty} \liminf_{m \to \infty} \mathbb{E} \left[ \int_0^{t \wedge \tau^N_{w}} \{f(s) + \rho(Y_m(s)) + \eta(w(s))\} \, ds \right].
\tag{4.52}
\]

Now, let us substitute \(w(\cdot) = Y(\cdot)\) (since \(Y\) also has the same regularity given in (4.42)) in the above inequality (4.52) to get

\[
\mathbb{E} \left[ \int_0^T \varphi(t) \left\{ \int_0^t \left( \|\mathcal{B}(s) - B(s, Y(s))\|_{L^2}^2 + \int_Z |\gamma(s, z) - \gamma(s, Y(s), z)|^2 \lambda(dz) \right) \, ds \right\} \, dt \right] \leq C \lim_{N \to \infty} \liminf_{m \to \infty} \mathbb{E} \left[ \int_0^{T \wedge \tau^N_{Y}} \{f(s) + \rho(Y_m(s)) + \eta(Y(s))\} \, ds \right].
\tag{4.53}
\]

Setting

\[
I_1 := \mathbb{E} \left[ \int_0^{T \wedge \tau_{Y}^N} f(s) \|Y_m(s) - Y(s)\|_{H^2}^2 \, ds \right],
\]
In order to prove $\hat{B}(\cdot) = B(\cdot, Y(\cdot))$, $dt \otimes \mathbb{P}$-a.e., and $\hat{\gamma}(\cdot) = \gamma(\cdot, Y(\cdot), \cdot) \mathbb{P} \otimes dt \otimes \lambda$-a.e., it is enough to show
\[
\lim_{N \to \infty} \lim_{m \to \infty} (I_1 + I_2 + I_3) = 0. \tag{4.54}
\]
Using (4.37), Lemma 4.4 and Vitali’s convergence theorem, we obtain
\[
\lim_{N \to \infty} \lim_{m \to \infty} I_1 \leq \lim_{m \to \infty} \mathbb{E} \left[ \int_0^T f(s) \|Y_m(s) - Y(s)\|_H^2 ds \right] = 0. \tag{4.55}
\]
Using (4.3), (4.37) and the definition of stopping times $\tau^N$, we obtain
\[
\lim_{N \to \infty} \lim_{m \to \infty} I_3 \leq \lim_{m \to \infty} \mathbb{E} \left[ C_N \lim_{m \to \infty} \int_0^T \|Y_m(s) - Y(s)\|_H^2 ds \right] = 0. \tag{4.56}
\]
Note that the stopping time arguments cannot be directly utilized for $I_2$, as $\rho(\cdot)$ depends on $\{Y_m\}$. Now, consider the stopping time $I_2$ and using (4.2), we find
\[
I_2 \leq C\mathbb{E} \left[ \int_0^{\tau^{N,Y}} \left( 1 + \|Y_m(t)\|_H^{\lambda} \right) \|Y_m(t) - Y(t)\|_H^2 dt \right] + C\mathbb{E} \left[ \int_0^{\tau^{N,Y}} \|Y_m(t)\|_H^{\lambda} \|Y_m(t) - Y(t)\|_H^2 dt \right] + C\mathbb{E} \left[ \int_0^{\tau^{N,Y}} \|Y_m(t)\|_H^{\lambda} \|Y_m(t) - Y(t)\|_H^2 dt \right] =: I_{21} + I_{22} + I_{23}. \tag{4.57}
\]
Choose $p$ such that
\[
1 + \chi < p < 1 + \frac{2L_A + L_B}{L_B + 2C_1 L_\gamma}, \tag{4.58}
\]
where $C_1$ is defined in (4.10). From (4.9), we infer that
\[
\lambda + 2 < p, \quad \text{when } \beta \leq 2, \quad \lambda + 2 < \beta + p - 2, \quad \text{when } \beta > 2. \tag{4.59}
\]
If $\beta \leq 2$, and for $q = \frac{p}{\lambda + 2} > 1$, then applying Lemma 4.4, Young’s and Hölder’s inequalities, we deduce
\[
C\mathbb{E} \left[ \int_0^T \left\{ (1 + \|Y_m(t)\|_H^{\lambda}) \|Y_m(t) - Y(t)\|_H^2 \right\}^q dt \right] \leq C\mathbb{E} \left[ \int_0^T \left\{ \|Y_m(t)\|_H^{2q} + \|Y_m(t)\|_H^{(\lambda + 2)q} + \|Y(t)\|_H^{2q} + \|Y_m(t)\|_H^{\lambda q} \|Y(t)\|_H^{2q} \right\} dt \right] \leq CT \left\{ 1 + \sup_{m \in \mathbb{N}} \mathbb{E} \left[ \sup_{0 \leq t \leq T} \|Y_m(t)\|_H^p \right] + \mathbb{E} \left[ \sup_{0 \leq t \leq T} \|Y(t)\|_H^p \right] \right\} \leq \infty. \tag{4.60}
\]
Using (4.37), (4.60) and Vitali’s convergence theorem, we obtain

\[
\lim_{N \to \infty} \lim_{m \to \infty} I_{21} \leq C \lim_{m \to \infty} \mathbb{E} \left[ \int_0^T (1 + \|Y_m(t)\|_\mathcal{H}) \|Y_m(t) - Y(t)\|_{\mathcal{H}}^2 dt \right] = 0. \tag{4.61}
\]

Now, if \(\beta > 2\) and for \(q = \frac{\beta + p - 2}{\lambda + 2} > 1\), applying Young’s inequality and Lemma 4.4, we find

\[
\begin{align*}
C & \mathbb{E} \left[ \int_0^T \left( (1 + \|Y_m(t)\|_\mathcal{H}) \|Y_m(t) - Y(t)\|_{\mathcal{H}}^2 \right)^q dt \right] \\
& \leq C \mathbb{E} \left[ \int_0^T \left\{ \|Y_m(t)\|_{\mathcal{H}}^{2q} + \|Y_m(t)\|_{\mathcal{H}}^{(\lambda + 2)q} + \|Y(t)\|_{\mathcal{H}}^{2q} + \|Y_m(t)\|_{\mathcal{H}}^{\lambda q} \|Y(t)\|_{\mathcal{H}}^{2q} \right\} dt \right] \\
& \leq C \mathbb{E} \left[ \int_0^T \left\{ \|Y_m(t)\|_{\mathcal{H}}^{\beta + p - 2} + \|Y(t)\|_{\mathcal{H}}^{\beta + p - 2} \right\} dt \right] \\
& \leq C \mathbb{E} \left[ T + \int_0^T \left\{ \|Y_m(t)\|_{\mathcal{H}}^\beta \|Y_m(t)\|_{\mathcal{H}}^{p - 2} + \|Y(t)\|_{\mathcal{H}}^\beta \|Y(t)\|_{\mathcal{H}}^{p - 2} \right\} dt \right] \\
& < \infty. \tag{4.62}
\end{align*}
\]

Therefore, (4.37) and Vitali’s convergence theorem imply (4.61). For the term \(I_{22}\), we divide the proof into three cases depending on the range of the parameter \(\zeta\). If

\[
0 < \zeta \leq \frac{\theta(p - 2)}{\beta} - 2, \tag{4.63}
\]

then, using Hölder’s inequality and the definition of stopping times \(\tau_N\), we have

\[
\begin{align*}
C & \mathbb{E} \left[ \int_0^{T \wedge \tau_N^Y} \|Y_m(s)\|_{\mathcal{V}}^{\frac{\theta}{\beta}} \|Y_m(s)\|_{\mathcal{H}}^{\frac{\zeta}{\beta}} \|Y_m(s) - Y(s)\|_{\mathcal{H}}^{2 \frac{\beta - \theta}{\beta}} ds \right] \\
& \leq C \left\{ \mathbb{E} \left[ \int_0^{T \wedge \tau_N^Y} \left\{ \|Y_m(s)\|_{\mathcal{V}}^{\frac{\theta}{\beta}} \|Y_m(s)\|_{\mathcal{H}}^{\frac{\zeta}{\beta}} \|Y_m(s) - Y(s)\|_{\mathcal{H}}^{2 \frac{\beta - \theta}{\beta}} \right\}^{\frac{\beta}{\theta}} ds \right] \right\}^{\frac{\theta}{\beta}} \\
& \times \left\{ \mathbb{E} \left[ \int_0^{T \wedge \tau_N^Y} \|Y_m(s) - Y(s)\|_{\mathcal{H}} ds \right] \right\}^{\frac{\beta - \theta}{\beta}} \\
& \leq C \left\{ \mathbb{E} \left[ \int_0^{T \wedge \tau_N^Y} \left\{ \|Y_m(s)\|_{\mathcal{V}}^{\frac{\theta}{\beta}} + \|Y_m(s)\|_{\mathcal{H}}^{\frac{\zeta}{\beta}} \|Y_m(s)\|_{\mathcal{H}}^{\frac{\theta}{\beta}} \|Y(s)\|_{\mathcal{H}}^{\frac{\theta}{\beta}} \right\} ds \right] \right\}^{\frac{\beta}{\theta}} \\
& \times \left\{ \mathbb{E} \left[ \int_0^{T \wedge \tau_N^Y} \|Y_m(s) - Y(s)\|_{\mathcal{H}} ds \right] \right\}^{\frac{\beta - \theta}{\beta}} \\
& \leq C_N \left\{ \mathbb{E} \left[ \int_0^{T \wedge \tau_N^Y} \|Y_m(s) - Y(s)\|_{\mathcal{H}} ds \right] \right\}^{\frac{\beta - \theta}{\beta}}, \tag{4.64}
\end{align*}
\]

since

\[
0 < \zeta \leq \frac{\theta}{\beta}(p - 2) - 2 \leq \frac{\theta}{\beta}(p - 2) - \left( 1 + \frac{\theta}{\beta} \right).
\]
Using Lemma 4.4 and Vitali’s convergence theorem, we conclude that
\[
\lim_{N \to \infty} \lim_{m \to \infty} I_{22} \leq \lim_{N \to \infty} \left\{ C_N \lim_{m \to \infty} \mathbb{E} \left[ \int_0^T \|Y_m(s) - Y(s)\|_H^2 ds \right] \right\}^{\frac{\beta - \theta}{\beta}} = 0. \tag{4.65}
\]
If
\[
\zeta > \frac{\vartheta(p - 2)}{\beta}, \tag{4.66}
\]
again, by Lemma 4.4, and the definition of stopping times \(\tau_N^Y\) and Hölder’s and Young’s inequalities, we obtain
\[
C \mathbb{E} \left[ \int_0^{T \wedge \tau_N^Y} \|Y_m(s)\|_H^{\theta} \|Y_m(s)\|_H^{\frac{\zeta - \vartheta(p-2)}{\beta} + \frac{\vartheta(p-2)}{\beta} - \frac{2}{\beta}} \|Y_m(s) - Y(s)\|_H^2 ds \right] 
\leq C \left\{ \mathbb{E} \left[ \int_0^{T \wedge \tau_N^Y} \|Y_m(s)\|_H^{\theta} \|Y_m(s)\|_H^{\frac{\zeta - \vartheta(p-2)}{\beta} + \frac{\vartheta(p-2)}{\beta} - \frac{2}{\beta}} ds \right] \right\}^{\frac{\vartheta}{\beta}}
\times \left\{ \mathbb{E} \left[ \int_0^{T \wedge \tau_N^Y} \left\{ \|Y_m(s)\|_H^{\theta} \|Y_m(s) - Y(s)\|_H^2 \right\}^{\frac{\beta - \vartheta}{\beta}} ds \right] \right\}^{\frac{\vartheta}{\beta}} \tag{4.67}
\]
In order to apply Vitali’s convergence theorem for the convergence of the final term in the right hand side of (4.67), we need the condition
\[
\left[ \zeta - \frac{\vartheta(p - 2)}{\beta} \right] \left( \frac{\beta}{\beta - \vartheta} \right) < p \iff \zeta + 2 + \frac{2\vartheta}{\beta} < p.
\]
Using (4.9) and Vitali’s convergence theorem, we find
\[
\lim_{N \to \infty} \lim_{m \to \infty} I_{22} = 0. \tag{4.68}
\]
The case
\[
\frac{\vartheta(p - 2)}{\beta} - 2 < \zeta \leq \frac{\vartheta(p - 2)}{\beta}, \tag{4.69}
\]
can be computed in following way:
\[
C \mathbb{E} \left[ \int_0^{T \wedge \tau_N^Y} \|Y_m(s)\|_H^{\theta} \|Y_m(s)\|_H^{\frac{\zeta - \vartheta(p-2)}{\beta} + \frac{\vartheta(p-2)}{\beta} - \frac{2}{\beta}} \|Y_m(s) - Y(s)\|_H^2 ds \right] 
\leq C \left\{ \mathbb{E} \left[ \int_0^{T \wedge \tau_N^Y} \|Y_m(s)\|_H^{\theta} \left\{ \left( \frac{\zeta - \vartheta(p-2)}{\beta} + 2 \right) \frac{\vartheta}{\beta} \right\} ds \right] \right\}^{\frac{\vartheta}{\beta}}
\times \left\{ \mathbb{E} \left[ \int_0^{T \wedge \tau_N^Y} \left\{ \|Y_m(s)\|_H^{\theta} \|Y_m(s) - Y(s)\|_H^2 \right\}^{\frac{\beta - \vartheta}{\beta}} ds \right] \right\}^{\frac{\vartheta}{\beta}} \tag{4.67}
\]
\[
\leq C \left\{ \mathbb{E} \left[ \int_0^{T \wedge \tau_N^Y} \|Y_m(s)\|_H^{\beta - \vartheta(p-2) + 2\vartheta} ds \right] \right\}^{\frac{\vartheta}{\beta}}.
\]
\[
\times \left\{ E \left[ \int_0^{T \land \tau_N^C} \left\{ \| Y_m(s) \|_Y^\beta \| Y_m(s) \|_H^{\beta(p-2)/2} \| Y_m(s) - Y(s) \|_H^2 \right\}^{\beta/\gamma} ds \right] \right\}^{\gamma/\beta}.
\]

where we have used Hölder’s inequality. In order to get a finite value for the first term in the right hand side of (4.70), we need the condition
\[
\left[ \zeta \beta - \vartheta + 2\vartheta + 2\zeta \right] / \beta \leq p \Leftrightarrow \zeta + 2 + \frac{2\vartheta}{\beta} \leq p.
\]

Using (4.9), Lemma 4.4, the definition of stopping times \( \tau_N^C \) and Vitali’s convergence theorem, we find
\[
\lim_{N \to \infty} \lim_{m \to \infty} I_{22} = 0.
\]

Now, we consider the term \( I_{23} \), and estimate it using Hölder’s inequality, the definition of stopping times \( \tau_N^C \) and Lemma 4.4, as
\[
C \left\{ E \left[ \int_0^{T \land \tau_N^C} \left\{ \| Y_m(s) \|_Y^\beta \| Y_m(s) \|_H^{\beta(p-2)/2} \| Y_m(s) - Y(s) \|_H^2 \right\}^{\beta/\gamma} ds \right] \right\}^{\gamma/\beta}
\]
\[
\times \left\{ E \left[ \int_0^{T \land \tau_N^C} \| Y_m(s) - Y(s) \|_H^2 ds \right] \right\}^{\beta/\gamma}
\]
\[
\leq C_N \left\{ E \left[ \int_0^{T \land \tau_N^C} \| Y_m(s) - Y(s) \|_H^{2(\beta+\vartheta)/\vartheta} ds \right] \right\}^{\beta/\gamma}.
\]

In order to apply Vitali’s convergence theorem for the convergence of the right hand side term of (4.73), we need the condition
\[
2 \left[ 1 + \frac{\vartheta}{\beta} \right] < p.
\]

Using (4.9) and (4.73), we obtain
\[
\lim_{N \to \infty} \lim_{m \to \infty} I_{23} = 0.
\]

Substituting (4.61), (4.65), (4.68), (4.72) and (4.75) in (4.57) to yield
\[
\lim_{N \to \infty} \lim_{m \to \infty} I_2 = 0,
\]

and (4.54) follows. Hence \( \widehat{B}(\cdot) = B(\cdot, Y(\cdot)), \mathbb{P} \otimes dt \text{-a.e.}, \) and \( \widehat{\gamma}(\cdot) = \gamma(\cdot, Y(\cdot), \cdot), \mathbb{P} \otimes dt \otimes \lambda \text{-a.e.} \)

Next, we choose \( w = Y - \psi v, \) for \( \epsilon > 0, \) where \( \psi \in L^\infty(\Omega \times [0, T]; \mathbb{R}), \) \( v \in V \) and substitute it in (4.52) to get
\[
E \left[ \int_0^T \varphi(t) \left\{ \int_0^t \epsilon \psi(s) \langle \widehat{A}(s) - A(s, Y(s) - \epsilon \psi(s)v(s)), v(s) \rangle ds \right\} dt \right]
\]
\[
\leq C \lim_{N \to \infty} \lim_{m \to \infty} E \left[ \int_0^{T \land \tau_N^C} \{ f(s) + \rho(Y_m(s)) + \eta(Y(s) - \epsilon \psi(s)v(s)) \} ds \right].
\]
\[ \times \left\{ \| Y_m(s) - Y(s) \|^2_{\mathbb{H}} + \epsilon^2 \psi^2(s) \| v(s) \|^2_{\mathbb{H}} \right\} ds \].

Dividing the above inequality by \( \epsilon \) and passing \( \epsilon \to 0^+ \) with the help of Hypothesis 2.4 (H.1), (4.2), (4.3), the convergences (4.55), (4.56) and (4.76), we obtain

\[ \mathbb{E} \left[ \int_0^T \varphi(t) \int_0^t \psi(s) \langle \hat{A}(s) - A(s, Y(s)), v(s) \rangle dsdt \right] \leq 0. \quad (4.77) \]

Due to the arbitrary choices of \( v, \psi \) and \( \varphi \), we infer that \( \hat{A}(\cdot) = A(\cdot, Y(\cdot)) \), \( \mathbb{P} \otimes dt \)-a.e. \( \square \)

**Proof of Theorem 4.3.** Using (4.38) and Lemma 4.6, we obtain the existence of a *probabilistically weak solution* \( Y \) to the system (1.1). The pathwise uniqueness of the solution to the system (1.1) follows from Theorem 3.12. Therefore, combining the above results and an application of the classical Yamada-Watanabe theorem (see Theorem 8, [61]) ensure the existence of a *unique probabilistically strong solution* to the system (1.1). The final part of this theorem, that is, the continuous dependency of the solution on the initial data follows from Theorem 2.13. \( \square \)

**4.1. Applications.** The results obtained in this work are applicable to the stochastic versions of hydrodynamic models like (cf. [7, 16, 29, 30, 31, 42, 49, 51], etc.) Burgers equations, 2D Navier-Stokes equations, 2D magneto-hydrodynamic equations, 2D Boussinesq model for the Bénard convection, 2D Boussinesq system, 2D magnetic Bénard equations, 3D Leray-\( \alpha \)-model, the Ladyzhenskaya model, some shell models of turbulence like GOY, Sabra, dyadic, etc., porous media equations, \( p \)-Laplacian equations, fast-diffusion equations, power law fluids, Allen-Cahn equations, Kuramoto-Sivashinsky equations and 3D tamed Navier-Stokes equations. The paper [49] provided a detailed framework of the models, which comes under the mathematical setting of this paper, like quasilinear SPDEs, convection-diffusion equations, Cahn-Hilliard equations, 2D Liquid crystal model, 2D Allen-Cahn-Navier-Stokes model, etc., and references therein.

**APPENDIX A. SOME USEFUL RESULTS**

In this section, we state some useful results for the tightness of the laws as well as the well-known Skorokhod’s representation theorem. Let \((\mathbb{Y}, \mathcal{B}(\mathbb{Y}))\) be a separable and complete metric space

**Definition A.1.** A family of probability measures \( M \) on \((\mathbb{Y}, \mathcal{B}(\mathbb{Y}))\) is tight if for any \( \epsilon > 0 \), there exists a compact set \( K_\epsilon \subset E \) such that \( \mu(K_\epsilon) \geq 1 - \epsilon \) for all \( \mu \in M \). A sequence of measures \( \{\mu_n\} \) on \((\mathbb{Y}, \mathcal{B}(\mathbb{Y}))\) is weakly convergent to a measure \( \mu \) if for all continuous and bounded functions \( h \) on \( \mathbb{Y} \)

\[ \lim_{n \to \infty} \int_{\mathbb{Y}} h(x)\mu_n(x)dx = \int_{\mathbb{Y}} h(x)\mu(x)dx. \]

**Lemma A.2** (Prokhorov Theorem, section 5, [8]). A sequence of probability measures \( \{\mu_n\} \) on \((\mathbb{Y}, \mathcal{B}(\mathbb{Y}))\) is tight if and only if it is relatively compact, that is, there exists a subsequence \( \{\mu_{n_k}\} \) which converges weakly to a probability measure \( \mu \).
Lemma A.3 (Theorem 5, [56]). Let $1 \leq p < \infty$. Let $\mathbb{V}, \mathbb{H}$ and $\mathbb{Y}$ be Banach spaces satisfying the embedding $\mathbb{V} \subset \mathbb{H} \subset \mathbb{Y}$. Suppose that the embedding $\mathbb{V} \subset \mathbb{H}$ is compact. If $\Gamma$ is a bounded subset of $L^p(0,T;\mathbb{V})$ satisfying
\[
\lim_{\delta \to 0^+} \sup_{f \in \Gamma} \int_0^{T-\delta} \|f(t+\delta) - f(t)\|_{\mathbb{V}}^p \, dt = 0,
\]
then $\Gamma$ is a relatively compact subset of $L^p(0,T;\mathbb{H})$.

Based on the previous lemma, the following result has been established in the work [51] which prove the tightness of the laws in $L^p(0,T;\mathbb{H})$.

Lemma A.4 (Lemma 5.2, [51]). Let $1 \leq p < \infty$. Let $\mathbb{V}, \mathbb{H}$ and $\mathbb{Y}$ be Banach spaces satisfying the embedding $\mathbb{V} \subset \mathbb{H} \subset \mathbb{Y}$. Suppose that the embedding $\mathbb{V} \subset \mathbb{H}$ is compact. Let $\{\mathbf{Y}_m\}$ be a sequence of stochastic processes. If
\[
\lim_{N \to \infty} \sup_{m \in \mathbb{N}} \mathbb{P}\left[ \int_0^T \|\mathbf{Y}_m(t)\|_{\mathbb{V}}^p \, dt > N \right] = 0,
\]
and for any $\epsilon > 0$,
\[
\lim_{\delta \to 0^+} \sup_{m \in \mathbb{N}} \mathbb{P}\left[ \int_0^{T-\delta} \|\mathbf{Y}_m(t+\delta) - \mathbf{Y}_m(t)\|_{\mathbb{V}}^p \, dt > \epsilon \right] = 0.
\]
Then, $\{\mathbf{Y}_m\}$ is tight in $L^p(0,T;\mathbb{H})$.

Let us now recall the following version of the Skorokhod’s representation theorem.

Theorem A.5 (Theorem A.1, [45], Theorem C.1, [12]). Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space and $\mathbb{Y}^1, \mathbb{Y}^2$ be two complete separable metric spaces. Let $\chi_m : \Omega \to \mathbb{Y}^1 \times \mathbb{Y}^2$, $m \in \mathbb{N}$, be a sequence of weakly convergent random variables with laws $\{\rho_m\}$. For $j = 1, 2$ let $\Pi_j : \mathbb{Y}^1 \times \mathbb{Y}^2 \to \mathbb{Y}^j$ denote the natural projection, that is,
\[
\Pi_j(\chi^1, \chi^2) = \chi^j, \text{ for all } (\chi^1, \chi^2) \in \mathbb{Y}^1 \times \mathbb{Y}^2.
\]
Finally, we assume that the random variables $\Pi_1(\chi_m) = \chi^1_m$ on $\mathbb{Y}^1$ have the same law, independent of $m$.

Then, there exists a family of $\mathbb{Y}^1 \times \mathbb{Y}^2$-valued random variables $\{\tilde{\chi}_m\}$ on the probability space $(\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{\mathbb{P}}) := ([0,1] \times [0,1], \mathcal{B}([0,1] \times [0,1]), \text{ Lebesgue measure})$ and a random variable $\tilde{\chi}_{\infty}$ on $(\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{\mathbb{P}})$ such that the following statements hold:
1. The law of $\{\tilde{\chi}_m\}$ is $\{\rho_m\}$ for every $m \in \mathbb{N}$,
2. $\tilde{\chi}_m \to \tilde{\chi}_{\infty}$ in $\mathbb{Y}^1 \times \mathbb{Y}^2$, $\tilde{\mathbb{P}}$-a.s.,
3. $\tilde{\chi}^1_m = \tilde{\chi}^1_{\infty}$ everywhere on $\tilde{\Omega}$ for every $m \in \mathbb{N}$.
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