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Abstract
We discuss the usefulness and theoretical consistency of different entropy variables used in the literature to describe isocurvature perturbations in multifield inflationary models with a generic curved field space. We clarify which is the proper entropy variable to be used to match the evolution of isocurvature modes during inflation to the one after the reheating epoch in order to compare with observational constraints. In particular, we find that commonly used variables, as the relative entropy perturbation or the one associated to the decomposition in tangent and normal perturbations with respect to the inflationary trajectory, even if more useful to perform numerical studies, can lead to results which are wrong by several orders of magnitude, or even to apparent destabilisation effects which are unphysical for cases with light kinetically coupled spectator fields.
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1. Introduction
The development of cosmic inflation\textsuperscript{[1–4]} to solve some of the issues of the standard Big Bang theory and as a mechanism to generate the primordial perturbations observed in the Cosmic Microwave Background (CMB) has been one of the most striking results of cosmology during
the last decades [5, 6]. In its simplest implementation, i.e. in single field models, inflation can in principle account for all observations. Specific single field models have been increasingly constrained over the years: some of the simplest models such as inflation with a power-law potential [7] are now strongly disfavoured and—in general—models featuring concave potentials are favoured with respect to those with convex potentials [6].

However, it is reasonable to expect that the single field description of inflation is valid only approximately as in principle there may be many fields that couple to the inflaton and be dynamical during inflation. For instance, UV complete theories like string theory give rise, upon compactification, to hundreds of complex scalar fields in the low-energy 4D theory whose dynamics can be crucial during inflation. Moreover, as typical of supergravity models, the resulting field space is curved. Notice that, in a gravitational context, theories with a curved field space and non-trivial kinetic interactions are not just a feature of string theory but generically arise in non-minimally coupled multifield effective models, upon moving to Einstein frame [8–11].

Some of these scalars might acquire a very large mass and decouple completely from the inflationary dynamics. However several of them are expected to remain light and to play an important role during inflation. A primary example are axion-like fields which are naturally light since they enjoy a shift symmetry which is broken only at non-perturbative level. Again, a typical string compactification is characterised by hundreds of them, leading to the so-called string axiverse [12–15]. Therefore in string models, and more generally in non-minimally coupled effective theories, it is very natural to have light kinetically coupled fields during inflation, that in principle cannot be decoupled from the inflationary dynamics. It becomes then crucial to study the effect of these isocurvature modes on the inflationary dynamics, to understand if they can modify or even spoil inflation, depending on their observational signatures.

The choice of entropy variables to describe the effect of isocurvature modes in multifield models of inflation is clearly fundamental. Several variables have been proposed so far in the literature, with different pros and cons. In this paper we will discuss the usefulness and theoretical consistency of each of these entropy variables, clarifying which is the one more suitable to perform a proper matching between the inflationary and the post-inflationary evolution of isocurvature perturbations. This matching is crucial to make contact with data since CMB observations place constraints on the primordial isocurvature fraction only at the time of CMB decoupling. Let us summarise our analysis:

- Planck measurements constrain the primordial isocurvature fraction parameter defined as $\beta_{\text{iso}}(k) = P_{S_n}(k) / [P_\zeta(k) + P_{S_n}(k)]$, where $\zeta$ is the standard curvature perturbation on uniform-density hypersurfaces, while $S_n$ is the relative entropy perturbation between photons and a different species denoted with $n$ which can be cold dark matter, baryons or neutrinos. The upper bound on this fraction goes from about 1% to 10% depending on the species involves and the momentum scale [6].

- The correct entropy variable to be studied during inflation seems therefore $S_{ij}$, where now $i$ and $j$ are indices denoting different fields (or combinations thereof) of the underlying multifield models. The evolution of $S_{ij}$ during inflation should be matched with the post-inflationary history of our Universe, leading to $S_{\gamma\gamma}$, once a proper understanding of the model-dependent reheating epoch is developed [16, 17]. This involves the knowledge of how photons, cold dark matter, baryons and neutrinos are produced from the decay of the

---

5 This is just an example of the isocurvature variable that can be constrained by observations.
There are some particular cases where however the relative entropy variable $S_{ij}$ becomes ill-defined since it would apparently diverge. This might occur in general in multifield models where the kinetic energy of some scalar fields vanishes [19] as in situations with a curved field space and light spectator fields [20, 21] since $S_{ij} \sim \left( \frac{\delta \rho_i}{\rho} - \frac{\delta \rho_j}{\rho} \right) \to \infty$ due to $\dot{\rho}_i \to 0$ (where $\rho_i$ is the energy density of the $i$th scalar field, $\delta \rho_i$ is its perturbation and $\dot{\rho}_i \equiv \frac{d\rho_i}{dt}$).

- We will show that this divergence is unphysical since no geometrical destabilisation [22] of the background trajectory is induced by the spurious growing isocurvature perturbations. In fact, we will argue that in this case a better entropy variable which should be used is $\hat{S}_{ij} \propto \dot{\rho}_i \rho_j S_{ij}$ which remains well-behaved and decreases with respect to standard adiabatic perturbations. In these ‘pathological’ cases it is therefore the evolution of $\hat{S}_{ij}$, and not the one of $S_{ij}$, which should be studied during inflation. Matching with the beginning of radiation dominance will then lead to $S_{n\gamma}$ which can be safely translated into $S_{n\gamma}$ to compare with observational data since $S_{n\gamma}$ is a well-defined quantity with no divergence.

- Another entropy variable which is sometimes used is the total entropy defined in terms of the non-adiabatic pressure perturbation $\delta P_{\mathrm{nad}}$ as $S = (\dot{H}/P) \delta P_{\mathrm{nad}}$. This quantity, even if used in some cases [23, 24], contains both intrinsic and relative entropy contributions, and so it is not the right one to be used to compare with observational bounds on $\beta_{\mathrm{iso}}$.

- The non-adiabatic perturbation $\delta s$, introduced for the first time in [25] and then used extensively in many studies (see for example [26, 27]), corresponds instead to fluctuations which are orthogonal to the classical background trajectory. The entropy variable $\delta s$ is very useful to picture clearly the decomposition of an arbitrary perturbation into adiabatic (tangent) and entropy (normal) components, and it allows for an easier numerical integration of the field equations. However it is not the right variable to compare with observations since it can lead to results which are wrong by several orders of magnitude since $\delta s$ is proportional to total entropy [23, 24, 28]. Moreover, in a curved field space, the use of $\delta s$ can lead to apparent destabilisation effects which are unphysical. This effect can be seen in the behaviour of the effective mass-squared $m_{\mathrm{eff}}^2$ of isocurvature perturbations $\delta s$ which receives different contributions from derivatives of the scalar potential, the curvature of the field space and the turning rate of the background trajectory. Depending on the form of the kinetic coupling and the underlying scalar potential, there are 3 general situations:

* Multifield models featuring a geometrical destabilisation [22] induced by the negative curvature of the field space that causes a tachyonic effective mass [29] which however turns into $m_{\mathrm{eff}}^2 > 0$ once the system settles down in the classical background trajectory [20, 30]. In this case both $S_{ij}$ and $\delta s$ would decay since the isocurvature modes are heavy (even if $S_{ij}$ is the right variable to study to get to the final prediction for $\beta_{\mathrm{iso}}$ after reheating).

* Multifield models with a non-vanishing turning rate [31] characterised by $m_{\mathrm{eff}}^2 \simeq 0$ due to cancellation between different contributions even if the background field can be heavy (i.e. the eigenvalues of the Hessian of the scalar potential are non-zero). In this case isocurvature modes are constant on super-horizon scales and act as a source for curvature perturbations. Thus $\beta_{\mathrm{iso}}$ is expected to be negligible in this class of models which can qualitatively be well-described both in terms of $S_{ij}$ and $\delta s$, even if one should focus on $S_{ij}$ to pin down the exact prediction for $\beta_{\mathrm{iso}}$.

* Multifield models typical of string compactifications where the inflaton is a Kähler modulus [32–40] and ultra-light axions play the role of spectator fields. In the case of Fibre Inflation [33], as shown in [21], when using the entropy variable $\delta s$, the effective mass of these isocurvature modes would become tachyonic due to the negative contribution.
coming from the curvature of the underlying field space, i.e. $m_{\text{eff}}^2 < 0$. This might signal an exponential growth of isocurvature modes leading the system to a regime where perturbation theory breaks down. However the background trajectory of these multifield models turns out to be fully stable \cite{21}. The absence of any instability seems therefore to be a paradox. This is resolved by noticing that the variable $\delta s$ is ill-defined in this case since the divergence arises from the behaviour of the vector normal to the background trajectory which is used to decompose an arbitrary perturbation to define $\delta s$. In fact, when using the relative entropy variable $\tilde{S}_{ij}$, we will find that in this case non-adiabatic perturbations decay on super-horizon scales, in full agreement with the absence of any destabilisation of the background trajectory.

- As we will show for the general case of a curved field space, the different entropy variables, $S$, $S_{ij}$, $\tilde{S}_{ij}$ and $\delta s$, are all gauge invariant at linear order in perturbation theory. Thus the apparent instability for cases with light kinetically coupled spectator fields where both $S_{ij}$ and $\delta s$ diverge, is not due to the use of a non-physical variable which is not gauge invariant, but it is simply due to the fact that in these particular cases those variables become ill-defined.

This paper is organised as follows. In section 2 we discuss different variables used in the literature to describe entropy perturbations in multifield inflationary models, stressing which is the right variable to consider to perform a proper matching between inflation and the reheating epoch. In section 3 we show how some entropy variables can become ill-defined in models with kinetically coupled spectator fields which are lighter than the inflaton. Focusing on a simple 2-field system with a Starobinsky-like inflationary potential, we investigate the origin of the spurious instability and we then show that, using the appropriate entropy variable, the isocurvature power spectrum turns out to be negligible. We draw our conclusions in section 4 and we leave some technical details to the appendices. In particular, in appendix A we first present the general framework of perturbation theory for a curved field space (focusing on the spatially flat gauge), and we then prove gauge invariance of all entropy variables. Appendix B provides instead the details of the single field limit of density perturbations for our illustrative 2-field model.

\section{Entropy variables in multifield inflation}

In this section we clarify the relations between the various definitions of entropy that can be found in the literature, in an effort to understand how the entropy perturbations generated during multifield inflation are then transferred to the primordial plasma in the radiation phase.

\subsection{Entropy perturbations during inflation}

Let us start with the multifield Lagrangian of a generic non-linear sigma model which can be written as:

$$\frac{\mathcal{L}}{\sqrt{|g|}} = \frac{1}{2} G_{ij}(\phi') \partial_\mu \phi^i \partial^\mu \phi^j - V(\phi'), \quad (2.1)$$

where $G_{ij}(\phi')$ denotes the field space metric. As already mentioned, this class of models naturally arises in the framework of beyond the Standard Model theories as string compactifications, supergravity and non-minimally coupled multifield effective theories.

To make contact with the entropy $S$, let us recall that for a generic fluid the pressure $P$ is a function of $S$ and the energy density $\rho$: $P = P(\rho, S)$. Pressure perturbations can therefore be decomposed into an adiabatic and a non-adiabatic part, according to:
\[ \delta P = \frac{\delta P}{\delta \rho} |_{\delta \rho} + \frac{\delta P}{\delta S} |_{\delta S}. \]  

(2.2)

The adiabatic pressure perturbation is \( \delta P_{ad} = c_s^2 \delta \rho \), with a speed of sound \( c_s^2 \equiv \dot{P}/\dot{\rho} \). The non-adiabatic pressure perturbation, denoted \( \delta P_{nad} \), is formally given by \( \delta P_{nad} = (\dot{P}/\dot{S}) \delta S \), and is in practice computed by subtracting the adiabatic from the total pressure perturbation:

\[ \delta P_{nad} = \delta P - \delta P_{ad}. \]  

(2.3)

### 2.1.1 Total entropy.

The total entropy perturbation can be defined in terms of the non-adiabatic pressure perturbation \( \delta P_{nad} \) as:

\[ S = \frac{H}{\dot{P}} \delta P_{nad} = \frac{H}{\dot{P}} (\delta P - c_s^2 \delta \rho). \]  

(2.4)

During inflation, when scalar fields dominate the energy content of the Universe, one may write the total entropy of the system in terms of \( \dot{\phi}_i \) and \( \delta \dot{\phi}_i \) and their derivatives. In the case of multifield inflation in a generic curved field space (2.4) becomes (setting \( M_p = 1 \)):

\[ S = -\frac{H}{3H\dot{\phi} \dot{\phi}_i} \delta P_{nad}, \]  

(2.5)

where in the spatially flat gauge \( \delta P_{nad} \) is given by:

\[ \delta P_{nad} = -2V_i \dot{\phi} \dot{\phi}_i + \frac{V_i \dot{\phi} \dot{\phi}_j}{3H \dot{\phi}_m \dot{\phi}_m} \left[ \delta \dot{\phi}^j + \frac{1}{2} \delta \phi^j \partial_k G_{ij} \delta \phi^k + V_i \delta \phi^j \right]. \]  

(2.6)

In appendix A we have shown that the variable \( S \) is gauge invariant not just for canonical fields but also for the case of a curved field space.

### 2.1.2 Intrinsic entropy.

For a given fluid \( i \) one can define the intrinsic entropy perturbation \( S_{int,i} \) as [41]:

\[ S_{int,i} = \frac{H}{\dot{P}} (\delta P_i - c_s^2 \delta \rho_i). \]  

(2.7)

so that the total intrinsic entropy perturbation of a system with multiple components is:

\[ S_{int} = \sum_i S_{int,i}. \]  

(2.8)

Notice that \( S_{int,i} = 0 \) for fluids for which \( P_i = P_i (\rho_i) \) and that \( S_{int} \) is also a gauge invariant quantity (see again appendix A).

### 2.1.3 Relative entropy.

One can also define the relative entropy perturbation as:

\[ S_{rel} = S - S_{int}. \]  

(2.9)

Noting that \( \delta P = \sum_i \delta P_i \) and that \( \delta \rho = \sum_i \delta \rho_i \) and making use of (2.4), (2.7) and (2.8) one may write [41]:

\[ S_{rel} = \frac{H}{P_{\dot{\rho}}} \sum_{ij} c_s^2 (\dot{\rho}_i \delta \rho_j - \dot{\rho}_j \delta \rho_i) = -\frac{1}{\delta \rho P} \sum_{ij} \dot{\rho}_i \dot{\rho}_j (c_s^2 - c_s^2) S_{ij}, \]  

(2.10)

where in the last line we have introduced the standard definition of entropy perturbation between two fluids:
\[ S_{ij} \equiv 3(\zeta_i - \zeta_j) = -3H \left( \frac{\delta \rho_i}{\rho_i} - \frac{\delta \rho_j}{\rho_j} \right), \]  

(2.11)

as is commonly found in the context of hot Big Bang cosmology, and have defined the individual fluid speed of sound as \( c_i^2 = \dot{p}_i / \rho_i \). Notice that, since the curvature perturbation on uniform \( \rho_i \) hypersurfaces, \( \zeta = -\Psi - H\delta \rho_i / \dot{\rho}_i \) is a gauge invariant quantity (see appendix A for the definition of \( \Psi \), the scalar spatial perturbation to the metric tensor, and a proof of gauge invariance for scalar non-linear sigma models), \( S_{ij} \) is automatically gauge invariant, even in the presence of energy transfer between the fluids [41, 42].

It is worth pointing out that \( S_{ij} \) becomes ill-defined when \( \dot{\rho}_i \to 0 \) in multifield models with vanishing kinetic energy for some scalar fields [19] as it occurs in classes of string inflationary models with ultra-light axions [20, 21]. In this case we consider an ‘improved’ relative entropy variable \( \hat{S}_{ij} \) defined as:

\[ \hat{S}_{ij} \equiv -\frac{1}{6\rho \dot{\rho}} \dot{\rho}_i \rho_j (c_i^2 - c_j^2) S_{ij} \Rightarrow \hat{S}_{\text{rel}} = \sum_q \hat{S}_{ij}. \]  

(2.12)

Clearly \( \hat{S}_{ij} \) remains finite even if \( \dot{\rho}_i \to 0 \).

### 2.1.4. Entropy field

In order to introduce an alternative description of adiabatic and entropy perturbations, it is convenient to define the tangent and normal vectors to the inflationary trajectory. Focusing for simplicity on a 2-dimensional field space, these are given in terms of the background velocities as [26, 27]:

\[ T^i = \frac{\dot{\phi}^i}{\dot{\phi}_0} \quad \text{and} \quad N^i = \frac{s_N(t)}{\sqrt{G_{jk}D_j T^k D^i}}, \]  

(2.13)

with \( \dot{\phi}_0 \equiv \sqrt{G_{ij} \dot{\phi}^i \dot{\phi}^j} \) and \( D_j T^i = \dot{T}^i + \Gamma^i_{jk} T^j \dot{\phi}^k \), where \( \Gamma^i \) is the field space metric connection and \( s_N(t) = \pm 1 \) accounts for the relative orientation between the normal direction and \( \dot{T}^i \). These two projectors are orthogonal to each other and have unit norm with respect to the scalar product defined with the metric \( G_{ij} \). In the context of inflationary physics, adiabatic and entropy perturbations can be characterised in terms of the quantities:

\[ \delta \sigma = T^i \delta \phi_i \quad \text{and} \quad \delta s = N^i \delta \phi_i, \]  

(2.14)

where \( \sigma \) is the so-called ‘adiabatic field’, while \( s \) is the ‘entropy field’ [25] (see appendix A for details of gauge invariance at linear order for \( \delta s \)). These can be related to the adiabatic and isocurvature perturbations as (in the spatially flat gauge) [26]:

\[ \zeta = -\frac{1}{\sqrt{2\epsilon}} \delta \sigma \quad \text{and} \quad \hat{S} = \frac{1}{\sqrt{2\epsilon}} \delta s, \]  

(2.15)

where \( 2\epsilon = \left( \dot{\phi}_0 / H \right)^2 \). Notice that the entropy direction \( \delta s \) can be directly related to the total entropy on super-horizon scales as [25]:

\[ S \simeq -\frac{2V_N}{3\dot{\phi}_0} \delta s = -\frac{2V_N}{3\dot{\phi}_0 H} \hat{S}. \]  

(2.16)

Moreover, as shown in appendix A, in a 2-field system with a diagonal field space metric with \( G_{ii} \equiv G_i \) for \( i = 1, 2 \), \( \delta s \) takes the simple expression:

\[ \delta s = \sqrt{G_1 G_2} \left( \frac{\dot{\phi}^1 \dot{\phi}^2}{\dot{\phi}_0} \right) \delta \phi^2, \]  

(2.17)
where $\delta \phi^{12}$ is a gauge invariant quantity called ‘generalised entropy’ in [25] and defined as:

$$\delta \phi^{12} \equiv \frac{\delta \phi^1}{\phi^1} - \frac{\delta \phi^2}{\phi^2}. \quad (2.18)$$

Finding and solving the evolution equation for $\delta s$ not only gives an intuitive picture of the entropy perturbations but is also a more robust manner of numerically computing entropy perturbations than subtracting from the total pressure perturbation its adiabatic component, as in (2.3) [25, 43]. For these reasons it has become the preferred way of describing entropy perturbations during multifield inflation. However, as already mentioned in section 1, $\delta s$ becomes ill-defined in cases where the effective mass of isocurvature perturbations would become tachyonic since it would signal a destabilisation effect which is unphysical given that the background evolution remains stable [20, 21]. As we will see in section 3, in this case the proper entropy variable to be used is $\tilde{S}_{ij}$.

### 2.1.5. Minimal scalars.

For minimally coupled scalars with canonical kinetic terms and sum-separable potentials, which we will call ‘minimal scalars’, one can show that the relative entropy perturbation takes the form:

$$S_{\text{rel}} = \frac{1}{3\phi_0^2} \frac{V_N \phi^1 \phi^2}{3H\phi_0 + 2V_T} S_{12}, \quad (2.19)$$

where $V_T = T^i V_i$ and $V_N = N^i V_i$ are respectively the projections of the scalar potential along the directions tangent and orthogonal to the background trajectory defined in (2.13). Using the notation of [44], the relative entropy variable $S_{12}$ can, in turn, be expressed as:

$$S_{12} = a^3 \frac{d}{dt} \left( \frac{\delta \phi^{12}}{a^3} \right), \quad (2.20)$$

where $\delta \phi^{12}$ is the generalised entropy introduced in (2.18). In the simple case of a potential of the form $V = \frac{1}{2} m_1^2 (\phi^1)^2 + \frac{1}{2} m_2^2 (\phi^2)^2$, in the slow-roll approximation (2.20) reduces to $S_{12} \simeq -3H\delta \phi^{12}$, which using (2.17) with $G_1 = G_2 = 1$ gives:

$$\tilde{S} \simeq -\frac{\phi^1 \phi^2}{3\phi_0^2} S_{12}, \quad (2.21)$$

showing that in this particular case $\tilde{S}$ becomes proportional to $S_{12}$. Let us stress that in the general case $\tilde{S}$ is proportional only to the total entropy perturbation, as in (2.16), and not to the relative entropy perturbation.

The relations between the different definitions of entropy perturbations discussed above are summarised pictorially in figure 1. We stress in particular which of them can be used only in case of flat field space without kinetic coupling.

### 2.2. Entropy perturbations after inflation

After inflation and the subsequent reheating phase, the Universe is expected to enter a radiation dominated epoch where photons, baryons, cold dark matter and neutrinos make up the primordial plasma. Neglecting velocity isocurvature perturbations, the presence of entropy perturbations at this stage leads to a difference in the number density perturbations, $\delta n_i/n_i$, between the various species. Taking photons $\gamma$ as a reference, we can thus have different non-vanishing relative entropies $S_{\gamma i}$, where $n$ can be cold dark matter, baryons or neutrinos. These are the quantities that are constrained by CMB data.
Figure 1. Summary of various entropy perturbation variables found in the literature and relations between them. The relations contained within the dashed rectangle hold only for ‘minimal scalars’, i.e. scalar fields with sum-separable potentials and canonical kinetic terms.

In fact, the study of cosmological perturbations generated during inflation boils down to the study of CMB anisotropies that can be characterised by their power spectra:

\[(2\pi)^3 \delta(k + q)P_{IJ}(k) = \langle I(k)J(q) \rangle,\]  

where \(I\) and \(J\) can denote the curvature \(\zeta = \sum \zeta_i\) or any post-inflationary isocurvature perturbation \(S_{\gamma\gamma}\). Observational constraints can then be formulated in terms of the ‘primordial isocurvature fraction’\(^6\):

\[\beta_{\text{iso}}(k) = \frac{P_{S_{\gamma\gamma}}(k)}{P_{\zeta}(k) + P_{S_{\gamma\gamma}}(k)},\]  

where \(P_{S_{\gamma\gamma}}(k) \equiv P_{S_{\gamma\gamma}}(k)\) and \(P_{\zeta}(k) \equiv P_{\zeta\zeta}(k)\). In general this quantity is not scale invariant, so that Planck constraints are placed at three different reference scales, with the observational upper bound on \(\beta_{\text{iso}}\) going from about 1% to 10% depending on the species involves [6]. Given our illustrative purposes though, we adopt the assumption of [45] and take the spectral index for all the spectra to be zero, so that the primordial isocurvature fraction turns out to be scale-independent. Let us also stress that the constraint on \(\beta_{\text{iso}}\) comes indirectly: once we have the primordial power spectra \(P_{ij}\) at the start of the radiation dominated era (that implies that we

\[\text{We are not interested in this paper on the other parameter that is constrained by Planck observations, namely the ‘correlation fraction’:}\]

\[\cos \Delta_{ij} = \left( \frac{P_{ij}}{P_{ii}P_{jj}} \right)^{1/2} \in (-1, 1),\]  

which is taken to be scale-independent in Planck analyses [6].

\[6\]
have consistently transferred all perturbations from the inflationary to the post-inflationary era) we need to evolve them using Einstein and Boltzmann equations till the release of the CMB, and then translate them into observable quantities. Only then we are able to place constraints on $\beta_{iso}$ by means of CMB constraints.

After this discussion of observational constraints, it is clear that we should use the relative entropy variable $S_{ij}$ defined in (2.11) to transfer the entropy mode from the inflationary scalar field system to the primordial plasma that gets formed after reheating and consists of fluids only. In fact, $S_{ij}$ has already been used in several previous works [16, 17, 46]. In general, in order to make contact between the inflationary and the reheating phase, one needs to have a complete model where the couplings of the inflationary scalars to the various species are known, so that $S_{ij}$ can be evolved up to radiation domination.

Notice instead that we would obtain a result which could be wrong by several orders of magnitude if we used the total entropy $\tilde{S}$ given by (2.5) [23, 24] since $\tilde{S}$ contains both intrinsic and relative contributions. Similar considerations would apply to the entropy perturbation $\tilde{S}$ orthogonal to the background trajectory given in (2.15) since (2.16) shows that $\tilde{S}$ is proportional to $\tilde{S}$. Moreover, as we will discuss in more detail in section 3, in some specific models [19–21] the use of (2.15) can lead to an unphysical instability of the entropy perturbations due to the spurious divergence of the normal projector $N^i$. In these cases, however, also the relative entropy $S_{ij}$ itself becomes an inappropriate variable since the curvature $\zeta$ turns out to be ill-defined. One has therefore to use the ‘improved’ relative entropy variable $\tilde{S}_{ij}$ given in (2.12) which remains finite during inflation and can be safely matched to the post-inflationary epoch, leading to $\tilde{S}_{n\gamma}$ for different species denoted by $n$. In order to compare with observational constraints on $\beta_{iso}$, one has then to infer $S_{n\gamma}$ from $\tilde{S}_{n\gamma}$ using again (2.12). Notice that there is no apparent divergence in the radiation dominated era since $S_{n\gamma}$ is a well-defined quantity.

3. Spurious instability from light kinetically coupled fields

In this section we shall discuss in depth cases where $S_{ij}$ and $\tilde{S}$ become ill-defined. In the case of kinetically coupled light scalars, the authors of [20, 21] found that the isocurvature perturbation $\tilde{S}$ grows rapidly on super-horizon scales despite the fact that the background trajectory is essentially single field and stable. We will now show that this apparent paradox is caused by the use of wrong entropy variables.

3.1. Evolution of isocurvature perturbations

Before analysing a particular toy-model, let us briefly review how to describe the evolution of isocurvature perturbations in generic multifield models with a curved field space. We will first consider the ‘field space basis’ where scalar perturbations are parametrised as $\delta \phi^i$, and then the ‘kinematic basis’ where the perturbations are decomposed in modes tangent and orthogonal to the background trajectory.

3.1.1. Field space basis. The gauge invariant scalar perturbations defined as $Q^i = \delta \phi^i + \Psi \dot{\phi}^i / H$ follow [47]:

$$D^2_t Q^i + 3HD_t Q^i - a^{-2} \nabla^2 Q^i + C^i_j Q^j = 0,$$

(3.1)

where $C^i_j$ is given by:

$$C^i_j = \nabla_j V^i - \dot{\phi}^i R^k_{ij} T^k T^j + 2 \epsilon \dot{\phi}^{-1} H (T^j V_j + T_j V^i) + 2 \epsilon (3 - \epsilon) H^2 T^i T^j.$$  

(3.2)
In order to analyse the stability of these perturbations it is useful to expand the covariant derivatives, thereby recasting the Mukhanov-Sasaki (MS) equation into the following form:

\[
\ddot{Q}^i + \dot{Q}^i \left( 2\Gamma^k_{jk} \ddot{\phi}^k + 3H \dot{\phi}^k \right) - a^{-2} \nabla^2 Q^i + (M^2)^i_j Q^j = 0, \tag{3.3}
\]

where the mass-squared matrix looks like:

\[
(M^2)^i_j \equiv C_j^i + (\Gamma^i_{jk,\ell} + \Gamma^i_{km}\Gamma^m_{jk}) \phi^\ell \phi^j + \Gamma^i_{jk} \left( \ddot{\phi}^j + 3H \dot{\phi}^j \right). \tag{3.4}
\]

Making use of the background equations of motion and recalling that:

\[
\dot{R}^i_{jk} \equiv \Gamma^i_{jk,\ell} - \Gamma^i_{km}\Gamma^m_{j\ell} - \Gamma^i_{jm}\Gamma^m_{k\ell},
\]

the mass-squared matrix can be simplified to:

\[
(M^2)^i_j = \partial^i V^\ell + \Gamma^i_{kl,\ell} \ddot{\phi}^k \phi^l + 2\epsilon \phi_0^{-1} H (T^i V_j + T_j V^i) + 2(3-\epsilon)H^2 T^i T_j. \tag{3.6}
\]

Should there be an instability, at least one of the eigenvalues of $M^2$ would be large and negative in order to overcome the friction term in (3.3) and to drive the growth of the perturbations on super-horizon scales.

### 3.1.2. Kinematic basis.

As already mentioned in section 2.1 regarding the entropy field $s$, in multifield setups it is often useful to work in the kinematic basis rather than in the field space one. One projects the field space perturbations $Q^i$ onto the kinematic basis by using the vielbeins $e_i^j$:

\[
Q^i = e_i^j Q^j, \tag{3.7}
\]

allowing to write (3.3) in this new basis as [26]:

\[
D^2 Q^i + 3H D_i Q^i - a^{-2} \nabla^2 Q^i + C^i_j Q^j = 0, \tag{3.8}
\]

where $C^i_j = e_i^j e_j^k C^k$ and the new covariant derivative is defined as $D_i Q^j \equiv \ddot{Q}^j + Y^j_i Q^j$ with $Y^j_i \equiv e_i^j D_e \phi^j$. In order to analyse the stability of this set of coupled oscillators it is useful, as before, to expand the covariant derivatives and to write the MS equation as:

\[
\ddot{Q}^j + (3H \partial^j + 2Y^j_i) Q^j - a^{-2} \nabla^2 Q^j + (\mu^2)^j_i Q^j = 0, \tag{3.9}
\]

where we defined the mass-squared matrix of the perturbations in the kinematic basis as:

\[
(\mu^2)^j_i \equiv C^j_i + Y^j_i + 3HY^j_i + Y^k_i Y^j_k. \tag{3.10}
\]

In a simple two-field case one may choose:

\[
e_i^j = e^j_1 = T^j \quad \text{and} \quad e_i^j = e^j_2 = N^j, \tag{3.11}
\]

where $T^j$ and $N^j$ are the tangent and normal vectors to the background trajectory introduced in (2.13). The background dynamics implies:

\[
D_i T^i = -H N^i \quad \text{and} \quad D_i N^i = H N^i T^i, \tag{3.12}
\]

where $\eta_{\perp} = V N^i / (H \dot{\phi}_0)$ is the turning rate of the trajectory. These relations yield:

\[
Y^T_T = Y^N_N = 0 \quad \text{and} \quad Y^T_N = -Y^N_T = H \eta_{\perp}. \tag{3.13}
\]

One can then show that:

\[
(\mu^2)^T_T = V^T_T + 4\epsilon \phi_0^{-1} H V_T + 2\epsilon (3-\epsilon) H^2 - (H \eta_{\perp})^2, \tag{3.14}
\]

\[
(\mu^2)^N_N = V^N_N + \phi_0^2 R - (H \eta_{\perp})^2, \tag{3.15}
\]
where $R$ is the Ricci scalar of the field space and $\xi_{\bot} \equiv -\dot{\eta}_{\bot}/(H\eta_{\bot})$.

### 3.2. A two-field model with an apparent instability

In order to illustrate our claims in the simplest possible terms, in what follows we shall focus on a two-field system, $(\phi^1, \phi^2)$, where the metric and the scalar potential look like:

$$G_{ij} = \begin{pmatrix} 1 & 0 \\ 0 & f^2(\phi^1) \end{pmatrix} \quad \text{and} \quad V = V(\phi^1, \phi^2).$$

(3.17)

It can be shown that the field space described by (2.1) with (3.17) exhibits a non-vanishing scalar curvature that takes the form:

$$R = -2f_{11}f_{\phi^1},$$

(3.18)

where $f_{\phi^1} \equiv \partial_{\phi^1}f$. The equations of motion become:

$$\Box \phi^i + g^{\mu\nu}\Gamma^i_{\mu\nu}\partial_{\mu}\phi^j\partial_{\nu}\phi^k + G_{ij}V_j = 0,$$

(3.19)

where $\Box \phi^i = \frac{1}{\sqrt{|g|}}\partial_{\mu} \left( \sqrt{|g|}g^{\mu\nu}\partial_{\nu}\phi^i \right)$ and $\Gamma^i_{\mu\nu}$ are Christoffel symbols which describe the metric connection of the field space.

These models may give rise to non-geodesic motion in field space with a curved trajectory. Considering homogeneous fields $\phi^i = \phi^i(t)$ in an expanding Universe with $\sqrt{|g|} = a^3$, the equations of motion can be written as:

$$\dot{\pi}_1 = a^3\left(f(\phi^1)^2 - V_1\right), \quad \dot{\pi}_2 = -a^3V_2,$$

(3.20)

where $\pi_i$ are the conjugate momenta ($\pi_i = \partial L/\partial \dot{\phi}^i$) given by:

$$\pi_1 = a^3\dot{\phi}^1, \quad \pi_2 = a^3f^2\dot{\phi}^2.$$

(3.21)

The background dynamics of the system is determined by (3.20), (3.21) and the Friedmann equation:

$$3H^2 = \frac{1}{2}G_{ij}\dot{\phi}^i\dot{\phi}^j + V.$$

(3.22)

In order to understand the effects of the kinetic coupling on the inflationary dynamics we need to analyse both the background trajectory and cosmological perturbations. To provide some quantitative results, let us assume for concreteness that the potential for the inflaton $\phi^1$ is of the Starobinsky form [1] and the spectator field $\phi^2$ is equipped with a quadratic potential:

$$V(\phi^1, \phi^2) = \Lambda^4 \left( 1 - e^{-\sqrt{2}\phi^2} \right)^2 + \frac{m_2^2}{2} (\phi^2)^2,$$

(3.23)

where we will assume $m_2 \ll m_1 = \frac{2}{\sqrt{3}}\Lambda^4_{\phi^1} \ll H$ (reinstating appropriate factors of the reduced Planck mass) with $\Lambda^4 \simeq 1.8 \times 10^{-10} M_p^4$ in order to match observational bounds on adiabatic perturbations. Moreover we shall consider an exponential kinetic coupling (which is very natural in supergravity and string models) of the form:

$$f(\phi^1) = e^{-\lambda \phi^1},$$

(3.24)
so that the field space has a constant scalar curvature $R = -2\lambda^2$. The super-horizon behaviour of the isocurvature modes depends on the geometry of the field space. In particular, considering the case of a massless spectator field, i.e. $m_2 = 0$, the mass associated to the isocurvature perturbations $\delta s$ given by (3.15) becomes [21]:

$$
\left(\mu^2\right)_N^N = -\lambda V_1 - 2\lambda^2 \epsilon H^2,
$$

(3.25)

where the first term comes from the field space metric connection (and it is of order $\sqrt{\epsilon}$), while the second from the field space curvature (and it is of order $\epsilon$).

Therefore, if the field space shows an $\sim \mathcal{O}(1)$ scalar curvature (as typical of supergravity and string models), the sign of $\left(\mu^2\right)_N^N$ during inflation is determined by the relative sign between $\lambda$ and the first derivative of the inflationary potential. Given that in Starobinsky inflation $V_1 > 0$, $\left(\mu^2\right)_N^N < 0$ for $\lambda > 0$.\footnote{Notice that the form of the inflationary potential is crucial to induce a tachyonic entropy perturbation $\delta s$ since a quintessence-like potential of the form $V = V_0 e^{-k\phi}$ would not induce any negative eigenvalue of the mass-squared matrix [21, 48, 49].} It is important to stress that a negative $\left(\mu^2\right)_N^N$ is not sufficient to trigger the growth of the isocurvature perturbations by itself, since (3.3) and (3.9) also feature a Hubble friction term\footnote{From a mathematical point of view, this situation is exactly what usually happens in single-field inflation, where a negative slow-roll sized squared-mass for the curvature perturbations does not lead to a growth of these modes on super-horizon scales. In fact, a negative slow-roll suppressed squared-mass in the Klein–Gordon equation can lead to an instability that is however only appreciable on time scales greater than $3Hm^{-2}$.}. We show some examples related to different values of $\lambda$ in figure 2. These results suggest that, despite the fact that for every value of $\lambda$ the system trajectory becomes effectively single field (as signalled by the fact that $\eta_\perp = 0$), there might be a growth of isocurvature perturbations triggered by slow-roll suppressed contributions. This somewhat paradoxical state of affairs requires further investigation. Given our interest in understanding the origin of the apparent isocurvature growth, from now on we will focus on the case with $\lambda = 2/\sqrt{3}$.

In section 3.3 we reveal the nature of this spurious instability first by uncovering the origin of the growth of the isocurvature perturbations in the kinematic basis and then by showing that the relative entropy perturbation between the two scalars is well-behaved and vanishingly small during inflation.

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure2.png}
\caption{Adiabatic and isocurvature power spectra (in terms of $\tilde{S}$) for the system described by (3.23) and (3.24) with $m_2 = 0$. Left: for $\lambda = 0$ the isocurvature perturbations decay on super-horizon scales. Centre: for $\lambda = 4/5$ the mass of the isocurvature perturbations is tachyonic but the isocurvature power spectrum still decays because of Hubble friction. Right: for $\lambda = 2/\sqrt{3}$ we have tachyonic isocurvature modes that produce an exponential growth of $\tilde{S}$.}
\end{figure}
3.3. Origin of the spurious instability

In this section we will analyse the eigenvalues of the mass-squared matrices of the perturbations in the field space and in the kinematic basis, showing that the apparent instability of the isocurvature perturbation \( \tilde{S} \) is a feature exclusively of the kinematic basis triggered by \( (\mu^2)^N < 0 \). In fact, this instability disappears in the field space basis where the mass-squared matrix has no negative eigenvalue, showing that \( \tilde{S} \) is not a physical quantity. We will see that a well-behaved, i.e. both gauge invariant and finite, quantity is the relative entropy perturbation \( S_{\text{rel}} = \tilde{S}_{12} \) defined in (2.12).

• Field space basis

Restricting our attention to the model described by (3.23) and (3.24) and assuming for simplicity \( m^2 = 0 \), one can show that, on-shell, the only non-vanishing entry of the mass-squared matrix (3.6) is:

\[
(M^2)^{11} = V_{11} + 4\epsilon \dot{\phi}^{-1}_0 HV_1 + 2\epsilon(3 - \epsilon)H^2.
\]  

(3.26)

As shown in appendix B, (3.26) can be written in terms of the Hubble slow-roll parameters \( \epsilon = -\dot{H}/H^2 \), \( \eta = \dot{\epsilon}/(\epsilon H) \) and \( \kappa = \dot{\eta}/(\eta H) \) as:

\[
\frac{(M^2)^{11}}{H^2} = -\frac{3\eta}{2} + \frac{\epsilon \eta}{2} - \frac{\eta^2}{4} - \frac{\kappa \eta}{2},
\]  

(3.27)

which matches exactly the mass of the \( Q \)-perturbation obtained in the single field formalism, so excluding the presence of any tachyonic instability in this basis.

• Kinematic basis

In the model under study, the relations (3.14)–(3.16) reduce asymptotically (i.e. when the system relaxes to the background attractor solution) to:

\[
(M^2)^T_T = V_{11} + 4\epsilon \dot{\phi}^{-1}_0 HV_1 + 2\epsilon(3 - \epsilon)H^2,
\]  

(3.28)

\[
(M^2)^N_N = f_1 V_1 + \epsilon H^2 R = -\lambda V_1 - 2\lambda^2 \epsilon H^2,
\]  

(3.29)

\[
(M^2)^T_N = 0.
\]  

(3.30)

Notice that \( (\mu^2)^T_T = (M^2)^{11} \), an indication that adiabatic perturbations behave the same way in both bases and in a manner compatible with a single field analysis of the model. However, as shown in section 3.2, we can have a tachyonic orthogonal direction if the metric connection or the field space curvature \( R \) give rise to sufficiently negative contributions, signaling the presence of a potential instability.

Given that the difference between the kinematic and the field space basis is the mere multiplication by the vielbein, as in (3.7), it is natural to conclude that the origin of the apparent geometrical instability is the time evolution of the vielbein, a fact we will now investigate in detail.
In order to pin down the origin of the apparent geometrical instability in the kinematic basis, we consider the time evolution of the vector orthogonal to the background trajectory:

\[ D_I N^i = H \eta_\perp T^i. \]  

(3.31)

In the cases under consideration the background trajectory is straight, implying that \( \eta_\perp = 0 \), leading to:

\[ \dot{N}^i = -\Gamma^i_{jk} \dot{\phi} J^k N^j. \]  

(3.32)

Furthermore in the attractor solution \( \dot{\phi}^2 = 0 \), implying:

\[ \dot{N}^1 = 0 \quad \text{and} \quad \dot{N}^2 = -\Gamma^2_{1i} \dot{\phi}^i N^2. \]  

(3.33)

The equation for \( N^2 \) can be integrated to find \( N^2 = 1/f \) or equivalently \( N_2 = f = e^{-\lambda \phi^1} \), showing that \( N_2 \) grows during inflation as the inflaton \( \phi^1 \) rolls down towards the origin of the potential from positive values. Notice that the normalisation of the orthogonal vector, \( N \), is preserved at all times\(^9\). On the other hand, \( N^1 = N_1 = 0 \), as can be easily seen from (2.13) for \( \dot{\phi}^2 = 0 \). Therefore, if we expand the definition (2.14) of the orthogonal perturbation \( \delta \phi \), we find that it involves only the \( N_2 \) component:

\[ \delta s = N_1 \delta \phi^1 + N_2 \delta \phi^2 = N_2 \delta \phi^2. \]  

(3.34)

As shown above, the perturbation \( \delta \phi^2 = \phi^2 \) (in the spatially flat gauge) has a vanishing mass, and so it becomes constant on super-horizon scales. This can be easily seen from (3.3) with \( i = 2 \) and \( m_2 \approx 0 \) which, focusing on super-horizon scales and working at first order in the slow-roll approximation, becomes \( \dot{\phi}^2 + 3H(1 - 2\lambda \sqrt{2\epsilon}) \dot{\phi}^2 \approx \dot{\phi}^2 + 3H \phi^2 = 0 \) for \( \epsilon \ll 1 \), whose solution is clearly a combination of a constant and a decaying mode. Notice that \( \delta \phi^1 = \phi^1 \) is also constant on super-horizon scales since (3.3) with \( i = 1 \) would become \( \dot{\phi}^1 + 3H \dot{\phi}^1 - \frac{1}{2} \eta H^2 \phi^1 \approx \dot{\phi}^1 + 3H \phi^1 = 0 \) for \( \eta \ll 1 \). On the other hand, as we have just seen, \( N_2 \) grows during inflation, signalling a potentially dangerous growth of \( \delta s \). This is the very origin of the apparent geometric instability observed in [20, 21].

However, as mentioned in section 2.2, observational bounds on isocurvature perturbations are given in terms of the post-inflationary relative entropy perturbation \( S_{rel} \) which, after a proper understanding of the reheating epoch, should arise from the inflationary non-adiabatic perturbation \( S_{12} \) defined in (2.11). Thus the observed growth in \( \delta s \) does not rule these models out since the quantity to be considered to match observations is \( S_{12} \). However, in this particular case also \( S_{12} \) is ill-defined as the action of the spectator field \( \phi^2 \) is (in the massless limit):

\[ \frac{\mathcal{L}}{\sqrt{|R|}} \geq \frac{1}{2} f^2(\phi^1)(\partial \phi^2)^2, \]  

(3.35)

which gives \( \rho_2 = \frac{1}{2} f^2(\phi^1)(\dot{\phi}^2)^2 \) that rapidly goes to zero during inflation. We therefore conclude that \( S_{12} \) is singular. Notice that the same problem would arise for canonically normalised massless scalars (which however do not suffer from a growing \( \delta s \)).

3.4. Vanishing relative entropy perturbation

We now further clarify the spurious nature of the apparent geometric instability which characterises this class of models by showing that the relative entropy \( S_{rel} = S_{12} \) given by (2.10)
remains finite and vanishingly small during inflation. We argue that $S_{\text{rel}}$ provides a consistent definition of isocurvature perturbations that are independent of the (unstable) vielbeins, in order to compute the scalar 2-point functions and to confront the model predictions with observational constraints.

Let us start the computation of $S_{\text{rel}}$ by noticing that the energy-momentum tensor during inflation can be decomposed as:

$$T^\mu{}_{\nu} = T^\mu{}_{\nu}^{(1)} + T^\mu{}_{\nu}^{(2)},$$  \hspace{1cm} (3.36)

where the subscripts (1) and (2) refer to $\phi^1$ and $\phi^2$ respectively. Due to the kinetic coupling, the individual $T^\mu{}_{\nu}^{(i)}$ are not conserved since there is energy transfer between the fluids [41]:

$$\nabla_\nu T^\mu{}_{\nu}^{(1)} = T^\mu$$  \hspace{1cm} and  \hspace{1cm} $$\nabla_\nu T^\mu{}_{\nu}^{(2)} = -T^\mu,$$  \hspace{1cm} (3.37)

where $T^\mu$ is the energy transfer function. Despite the fact that there is some freedom in the definition of the two fluids, it is natural to write the energy and pressure of the two fields as (see also appendix A.2):

$$\rho_1 = \frac{1}{2}(\dot{\phi}^1)^2 + V(\phi^1), \hspace{1cm} \rho_2 = \frac{1}{2}f(\dot{\phi}^1)^2(\dot{\phi}^2)^2 + V(\phi^2),$$  \hspace{1cm} (3.38)

$$P_1 = \frac{1}{2}(\dot{\phi}^1)^2 - V(\phi^1), \hspace{1cm} P_2 = \frac{1}{2}f(\dot{\phi}^1)^2(\dot{\phi}^2)^2 - V(\phi^2),$$  \hspace{1cm} (3.39)

where we decomposed the sum-separable potential in (3.23) as $V(\phi^1, \phi^2) = V(\phi^1(\phi^1) + V(\phi^2(\phi^2)$. The energy transfer function takes the form:

$$T^\mu = \left(\dot{\rho}_1 + 3H(\rho_1 + P_1)\right) = \left(\frac{f\dot{\phi}^1(\dot{\phi}^2)^2}{\dot{\phi}^2}\right).$$  \hspace{1cm} (3.40)

The sound speeds of the two fluids defined in (3.38) and (3.39) are:

$$c_s^2 = 1 + \frac{2V_1}{3H\dot{\phi}^1 - f\dot{\phi}^2(\dot{\phi}^2)^2}, \hspace{1cm} c_s^2 = 1 + \frac{2V_2}{\dot{\phi}^2(3H\dot{\phi}^2 + f\dot{\phi}^1)},$$  \hspace{1cm} (3.41)

while the overall sound speed is given by:

$$c_s^2 = 1 + \frac{2V_f}{\dot{\phi}^1+\dot{\phi}^2\dot{\phi}^2}.\hspace{1cm} (3.42)$$

In order to compute the relative entropy perturbation $S_{\text{rel}}$, we need to use perturbation theory at linear order. Given that $S_{\text{rel}}$ is gauge invariant, we can compute it in any gauge. For simplicity we shall use the spatially flat gauge where the perturbed Einstein equations take the form presented in appendix A. Energy and pressure perturbations read:

$$\delta \rho_1 = -\Phi(\dot{\phi}^1)^2 + \dot{\phi}^1\delta \dot{\phi}^1 + V_1 \delta \phi^1,$$  \hspace{1cm} (3.43)

$$\delta P_1 = -\Phi(\dot{\phi}^1)^2 + \dot{\phi}^1\delta \dot{\phi}^1 - V_1 \delta \phi^1,$$  \hspace{1cm} (3.44)

$$\delta \rho_2 = \delta P_2 = -\Phi f^2(\dot{\phi}^2)^2 + f^2 \dot{\phi}^2\delta \dot{\phi}^2 + (\dot{\phi}^2)^2 f\delta \phi^1 + V_2 \delta \phi^2,$$  \hspace{1cm} (3.45)

where Einstein equations imply that the lapse function (defined in appendix A) is given by:

$$\Phi = \frac{1}{2H} \left(\dot{\phi}^1\delta \phi^1 + f^2 \dot{\phi}^2\delta \phi^2\right).$$  \hspace{1cm} (3.46)
In order to get some analytic results, let us focus again on the massless case with $m_2 = 0$ (we will however show below also numerical results for the $m_2 \neq 0$ case). In the 2-field case, it is easy to see that the relative entropy perturbation (2.10) can also be written as:

$$S_{\text{rel}} = \frac{H}{\dot{P}} \left[ (c_1^2 - c_2^2) \delta \rho_1 + (c_2^2 - c_1^2) \delta \rho_2 \right].$$

(3.47)

Before computing this expression, it is important to realise that the equation of motion for $\phi^2$ can be integrated exactly leading to:

$$\left( f \dot{\phi}^2 \right) (N) = \left( f \dot{\phi}^2 \right) (0) e^{-\int_0^N (3-\epsilon) dN'} + \lambda \Delta \phi^4,$$

(3.48)

where we used the number of e-foldings $N = \int H dt$ as time variable, $\dot{\phi}^2 \equiv d\phi^2 / dN$ and $\Delta \phi^4 = \phi^4 (N) - \phi^4 (0)$. Given that in Starobinsky inflation $\Delta \phi^4 \simeq \sqrt{2} \ln \left( 1 - \frac{\delta \phi}{\sqrt{2} \phi (0)} \right)$, it is easy to see that during inflation the velocity of the canonical spectator field becomes rapidly negligible since:

$$(f \dot{\phi}^2) \simeq (f \dot{\phi}^2) (0) e^{-3N} \rightarrow 0.$$

(3.49)

Using this crucial result, we can now evaluate the different contributions to $S_{\text{rel}}$. The terms involving the speeds of sound look like:

$$c_2^2 - c_1^2 = (1 - c_2^2) (f \dot{\phi}^2)^2 \left[ \frac{1 + f \dot{\phi}^2}{f \dot{\phi}^2} (f \dot{\phi}^2)^2 - (\phi^4)^2 \right] \sim \mathcal{O}((f \dot{\phi}^2)^3) \rightarrow 0,$$

(3.50)

$$c_1^2 - c_2^2 = (1 - c_1^2),$$

(3.51)

while the energy density perturbations can be expressed as:

$$\delta \rho_1 = H^2 \left[ \left( \frac{V_1}{H^2} - \frac{(\phi^4)^3}{2} \right) \delta \phi^4 + \phi \delta \dot{\phi}^4 \right] - \frac{1}{2} \frac{H^2 f (f \dot{\phi}^2) (\phi^4)^2 \delta \phi^2}{\mathcal{O}(f \dot{\phi}^2) \rightarrow 0} \sim \mathcal{O}(f \dot{\phi}^2) \rightarrow 0.$$

(3.52)

$$\delta \rho_2 = H^2 (f \dot{\phi}^2) \left[ \left( \frac{2f f_1 \delta \phi}{f} - \phi \right) \delta \phi^4 + f \delta \dot{\phi}^4 - \frac{1}{2} f (f \dot{\phi}^2)^3 \delta \phi^2 \right] \sim \mathcal{O}(f \dot{\phi}^2) \rightarrow 0.$$

Finally the ratio $H / \dot{P}$ is finite and well-behaved since:

$$\frac{H}{\dot{P}} = -\frac{1}{6eH^2 + 2V_1 \sqrt{2} e}.$$

(3.53)

Thus these relations, when inserted in (3.47), imply that after a few e-foldings of inflation the relative entropy perturbation becomes immediately negligible since $S_{\text{rel}} \sim \mathcal{O}(f \dot{\phi}^2) \rightarrow 0$.

We confirmed this analytic result by performing a numerical analysis of the evolution of all entropy variables $S$, $S_{\text{int}}$, $S_{\text{rel}}$, $\delta_{12}$ and $\tilde{S}$ for 3 different values of the parameter $\alpha = m_2 / m_1 = \{10^{-3}, 10^{-5}, 0\}$ which fixes the mass hierarchy between $\phi^2$ and $\phi^4$. The outcome is presented in figure 3 for modes exiting the horizon $N = 60$ e-foldings before the end of inflation. Notice that the isocurvature power spectrum computed using $\tilde{S}$ grows not just for $\alpha = 0$ but also for

\[10\] Notice that for $m_2 \ll m_1$, the stochastic growth of the quantum fluctuations of the light spectator field could induce a second stage of inflation or could be an additional source of isocurvature perturbations [50]. The displacement of $\phi_2$ due to quantum diffusion can be easily estimated to be of order $\alpha^{-1} H \sqrt{1 - e^{-\lambda N}}$ which in our case turns out however to be negligible since the Hubble scale during inflation $H$ is very suppressed with respect to $M_p H \sim 10^{-5} M_p$. In fact, a quantum kick of order $M_p$ can be achieved only for $\alpha \lesssim 10^{-5}$ and a huge number of efoldings $N \gtrsim 10^{10}$. 


Figure 3. Time evolution of all entropy perturbation variables for modes exiting the horizon 60 e-foldings before the end of inflation in the system described by (3.23) and (3.24) for different values of $\alpha = m_2/m_1$. The initial conditions are $\phi^1 = 5.7$, $\phi^2 = 0.5$, $\dot{\phi}^1 = 0$ and $\dot{\phi}^2 = 0.1$. Left: adiabatic and isocurvature power spectra using the entropy variable $\tilde{S}$ which decays only for $\alpha = 10^{-3}$. Centre: spurious growth of isocurvature perturbations using the relative entropy perturbation $S_{12}$. Right: isocurvature power spectrum in terms of the total ($S$), the intrinsic ($S_{\text{int}}$) and the relative ($S_{\text{rel}}$) entropy perturbation which is decreasing and subdominant on super-horizon scales.

$\alpha = 10^{-5}$, while it decays for $\alpha = 10^{-3}$ even it features a slight climb back up between 50 and 60 e-foldings. This implies that the perturbation $\delta s$ orthogonal to the background trajectory is a bad variable not just in the $m_2 = 0$ case but also more in general for spectator fields lighter than the inflaton. This is true, above all, also for the relative entropy perturbation $S_{12}$ which clearly diverges for all values of $\alpha$ since the energy density $\rho_2$ becomes in practice constant during inflation. On the other hand, the ‘improved’ relative entropy perturbation $\tilde{S}_{12}$ gives rise to a decaying non-adiabatic power spectrum.

We therefore conclude that the apparent geometrical instability of models with light kinetically coupled spectator fields is unphysical and this class of models, upon exit from inflation, gives rise to a radiation phase where perturbations of the gravitational potential are set by the inflationary curvature perturbations and where there are no isocurvature perturbations, just like in single field inflationary models.

Let us close this section by outlining the post-inflationary evolution of this class of models following [51] which analysed reheating for a string inflationary scenario characterised by a potential similar to (3.23) and a kinetic coupling of the form (3.24). Both $\phi^1$ and $\phi^2$ are gravitationally coupled to Standard Model gauge bosons with Planck-suppressed interactions of the form $\phi^i M_p^4 F^{\mu\nu} F_{\mu\nu}$ which induce a decay width scaling as $\Gamma^i_{\phi^i \rightarrow \text{SM}} \sim m_i^3 / M_p^2$, $i = 1, 2$. Moreover,
due to the kinetic coupling (3.24), $\phi^1$ can decay into $\phi^2$ with $\Gamma_{\phi^1 \rightarrow \phi^2 \phi^i} \sim (m_2/m_1)^4 \Gamma_{\phi^1 \rightarrow \text{SM}}$ if $m_2 \neq 0$ or $\Gamma_{\phi^1 \rightarrow \phi^2 \phi^i} \sim \Gamma_{\phi^1 \rightarrow \text{SM}}$ if $\phi^2$ is massless. Clearly, when $m_1 \gg m_2 \neq 0$, as for $\alpha = 10^{-5}$ and $\alpha = 10^{-3}$, the branching ratio associated to the decay of $\phi^1$ into $\phi^2$ is chirality suppressed. Hence, after the end of inflation a thermal bath gets formed from the decay of $\phi^1$ into Standard Model gauge boson with reheating temperature $T_{\text{rh,1}} \sim \sqrt{\Gamma_{\phi^1 \rightarrow \text{SM}M_p}} \sim 10^{10}$ GeV. When $H$ becomes of order $m_2$, $\phi^2$ starts oscillating around its minimum and behaves as matter. It therefore quickly comes to dominate the energy density of the Universe and gives rise to a second reheating epoch at lower energies characterised by a temperature $T_{\text{rh,2}} \sim \sqrt{\Gamma_{\phi^1 \rightarrow \text{SM}M_p}}$, which is of order $T_{\text{rh,2}} \sim 10^5$ GeV for $\alpha = 10^{-3}$ and $T_{\text{rh,2}} \sim 100$ GeV for $\alpha = 10^{-5}$. Both of these reheating temperatures are well above the BBN temperature $T_{\text{BBN}} \sim 5$ MeV, showing how this class of models can yield a viable post-inflationary history. On the other hand, when $m_2 = \alpha = 0$, $\phi^2$ behaves as an additional component of dark radiation which would increase the number of effective neutrino-like species $N_{\text{eff}}$. Due to the tight constraints on $N_{\text{eff}}$, and the fact that in this case $\Gamma_{\phi^1 \rightarrow \phi^2 \phi^i} \sim \Gamma_{\phi^1 \rightarrow \text{SM}}$, one should carefully derive the exact numerical coefficients of the couplings of $\phi^1$ to $\phi^2$ and to Standard Model fields to make sure that no dark radiation overproduction is induced by the inflaton decay. For a detailed analysis of this delicate issue see [51] which derived the model-building conditions to satisfy this observational requirement.

4. Conclusions

Effective field theories characterised by multiple scalar fields and a Riemannian field manifold are a ubiquitous feature of gravitational theories with non-minimal couplings, supergravity models and string theory compactifications. One of their primary applications is early Universe cosmology where the dynamics of the scalar field system drives cosmic inflation. In a multifield framework the study of cosmological perturbations deserves however careful attention. In particular, non-adiabatic fluctuations can potentially rule these models out by giving rise to isocurvature perturbations whose amplitude exceeds observational constraints. Various entropy variables have been proposed so far in the literature, with different pros and cons.

In this paper we clarified which of these entropy perturbation variables should be used to match observations, in particular for the subtle case of non-linear sigma models. We first reviewed all the ways to describe non-adiabatic modes: (a) the total entropy perturbation $S$ which can be decomposed in an intrinsic contribution $S_{\text{int}}$ and a relative one $S_{\text{rel}}$; (b) the relative entropy perturbation between two fluids $S_i$ defined as the difference between the corresponding curvature perturbations, $S_i = \zeta_i - \zeta$; (c) the fluctuation $\delta S$ of the entropy field corresponding to fluctuations orthogonal to the background inflationary trajectory in field space. This last variable, despite being very useful to perform an efficient numerical integration of the field equations during inflation, is not the right one to match data which are instead expressed in terms of $S_{ij}$. Similar considerations apply to the total entropy perturbation $S$ since it is proportional to $\delta S$.

We therefore argued that the right variable to be studied is $S_{ij}$ which should be evolved from the inflationary epoch to the post-inflationary era until CMB decoupling where observations are performed. This process clearly requires a detailed understanding of the reheating epoch and how the fluctuations of the microscopic degrees of freedom get transferred to density and pressure perturbations of the different fluids (photons, baryons, cold dark matter and neutrinos) which characterise the post-inflationary history of our Universe.

We noticed that the use of $S$ or $\delta S$ instead of $S_{ij}$ in general can yield results which are wrong even by several orders of magnitude. Moreover, in the case of kinetically coupled light
spectator fields which can arise naturally in string inflation, the mass of $\delta s$ fluctuations can become tachyonic, signalling the emergence of a potentially dangerous destabilisation effect due to the growth of these isocurvature modes. In this situation, the relative entropy perturbation $S_{ij}$ becomes also pathological since it blows up due to the fact that during inflation the energy density of the spectator fields very quickly goes to zero.

In a simple 2-field model with a Starobinsky-like inflationary potential and a light spectator field, we showed that the growth of these non-adiabatic modes is unphysical and the associated destabilisation effect is spurious since it is caused just by the use of entropy variables which in this case become ill-defined. In fact, $\delta s$ increases after horizon-exit just because the vector normal to the background trajectory diverges, while no anomalous growth of isocurvature fluctuations is seen when considering scalar fluctuations in the original field basis. We therefore defined a so-called improved entropy perturbation $\bar{S}_{ij}$ associated to the relative entropy perturbation $S_{ij}$ which remains always well-behaved and decays during inflation, showing that the dynamics of this class of models becomes effectively single field, with no production of isocurvature fluctuations. In order to perform a detailed matching with observations, one should therefore study the evolution of $\bar{S}_{ij}$ during inflation and the subsequent reheating epoch, translating at the end its value into the standard relative entropy perturbation $S_{\gamma\gamma}$ between photons and a generic $n$ species since this quantity is now finite and it is the one used to express the isocurvature fraction $\beta_{iso}$ constrained by data.

Let us finally stress that all entropy variables described in this paper are gauge invariant, even in the generic case of a curved field space. Hence in principle they are all good candidates to describe physical quantities. However well-defined physical quantities should be not just gauge invariant but also finite. The failure to satisfy this last requirement is the reason why $\delta s$ and $S_{ij}$ are not the proper entropy variables to be used to confront observations, as emerges clearly in the case of light kinetically coupled spectator fields which is characterised by unphysical instabilities. As already pointed out, the spurious nature of this apparent destabilisation effect manifests itself in the basis-dependence of the time evolution of isocurvature perturbations which diverge in the kinematic basis whereas decay in the field space one. In fact, we have overcome this problem for cases where $\dot{\rho}_i \to 0$ by defining an improved relative entropy variable $\bar{S}_{ij}$ which remains finite in the field space basis. More general situations with more complicated spurious singularities might in principle require the use of an even different relative entropy variable. A more sophisticated analysis of the proper physical variable that should be used to describe entropy perturbations in multifield models should therefore be basis-independent, i.e. invariant under field reparametrisations. In this way, one would have the definition of a physical entropy variable which is covariant under field reparametrisation, i.e. which is the same, and finite, in any field basis. This investigation is however beyond the scope of our paper, and so we leave it for future work.
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Appendix A. Perturbation theory and gauge invariance in curved field space

A.1. General framework in spatially flat gauge

Let us start by considering the most generic perturbed line element:

\[ ds^2 = -(1 + 2\Phi)dt^2 + 2aB_i dt dx^i + a^2 [(1 - 2\Psi)\delta_{ij} + E_{ij}] dx^i dx^j. \tag{A.1} \]

Combining metric perturbations with scalar field perturbations:

\[ \varphi^A = \phi^A + \delta\varphi^A, \tag{A.2} \]

we can compute the perturbed Einstein equations as:

\[ \delta G_{\mu\nu} = \delta T_{\mu\nu}. \tag{A.3} \]

Considering a curved field space, we list the resulting equations below. The \((0,0)\) component of (A.3) gives:

\[
6H\partial_t \Phi - 2\partial_{kk} a^2 \Psi + 2H a\partial_k B \Phi + \frac{1}{2} \delta \phi \delta E \Phi - \frac{1}{2} \phi \delta \phi G_{AB} \partial \delta \phi = 0. \tag{A.4}
\]

From the \((i,0)\) component we get:

\[ 2\partial_i \dot{\Psi} + 2H\partial_i \Phi + \frac{1}{2} \partial_i \dot{E}_{ij} - \dot{\phi}^A G_{AB} \partial_i \delta \phi^B = 0. \tag{A.5} \]

The spatial \((i,j)\) components with \(i \neq j\) give rise to:

\[
\partial_i \partial_j \Psi - \partial_i \partial_j \Phi + a^2 \left( \frac{\partial_i \partial_j}{2} + \frac{3}{2} H \partial_i \partial_j - \frac{\partial_{kk}}{2a^2} \right) E_{ij} + \frac{1}{2} \left( \partial_i E_{jk} + \partial_j E_{ik} \right) - a (\partial_i + 2H) \partial_j B = 0, \tag{A.6}
\]

while if \(i = j\) we find:

\[
\left( 6\partial_i - \frac{\partial_i}{a^2} + 18H \partial_i \right) \Psi + \frac{a}{2} (\partial_i + 2H) \partial_i B + \left( \frac{\partial_i}{a} + 6H \partial_i + 6H^2 + \frac{12}{a^2} + 3 \phi \phi^A \right) \Phi - \frac{1}{2} \partial_i E_{ik} + 3 \left( V_A \delta \phi^A - \delta \phi^A \delta \phi B G_{AB} - \phi \delta \phi^B G_{AB,C} \delta \phi^C \right) = 0. \tag{A.7}
\]

In what follows we use the spatially flat gauge, \(E = \Psi = 0\), that is a very convenient setup for computing inflationary perturbations. After two spatial integrations and fixing arbitrary integration functions of time to zero, the component \((i,j)\) with \(i \neq j\) reduces to:

\[ \Phi + 2aB + a\dot{B} = 0. \tag{A.8} \]

After one spatial integration, the \((0,i)\) component becomes:

\[ H\Phi = \frac{1}{2} \partial_i \delta \phi^A. \tag{A.9} \]
Finally the $(0,0)$ component is given by:

$$6\Phi \left( \frac{\dot{a}}{a} \right)^2 + 2H \dot{B}_a = \Phi \dot{\phi}_A \dot{\phi}^A - \dot{\phi}_A \delta \phi^A - \frac{1}{2} \dot{\phi}^A \dot{\phi}^B \partial_c G_{AB} \delta \phi^C - V_A \delta \phi^A, \quad (A.10)$$

and, making use of the previous equations, becomes:

$$\partial_i \partial_i B = \frac{a}{2\mathcal{H}} \left[ \left( \frac{\dot{\phi}_0^2}{2\mathcal{H}} \phi_0 - 3H \dot{\phi}_A - \frac{1}{2} G_{BC,A} \dot{\phi}^B \dot{\phi}^C - V_A \right) \delta \phi^A - \dot{\phi}_A \delta \phi^A \right]. \quad (A.11)$$

Working in the spatially flat gauge, the gauge invariant MS variables coincide with field perturbations:

$$Q^A \equiv \delta \phi^A + \frac{\dot{\phi}_A}{H} \Psi \equiv \delta \phi^A, \quad (A.12)$$

and the Klein–Gordon equation for perturbations is given by:

$$D_i D_i Q^B - a^{-2} \partial_i \partial_i Q^B + 3HD_i Q^B + \left[ R_{CAD}^B \dot{\phi}^C \dot{\phi}^D + G^{BL} V_{,A} \right]$$

$$+ \frac{1}{H} \left( \dot{\phi}_A V^B + V_{A} \dot{\phi}^B \right) + \dot{\phi}_{AB} \dot{\phi}^B \left( 3 - \frac{\dot{\phi}_0^2}{2H^2} \right) \right] Q^A = 0, \quad (A.13)$$

where $D_i Q^A = \dot{Q}^A + \Gamma^A_{BC} Q^B \dot{\phi}^C$, $V_{,A} = V_A - \Gamma^B_{CA} V_B$ are covariant derivatives and $R_{CAD}^B$ is the Riemann tensor of the field space. This is the well-known gauge invariant equation for field perturbations [47].

### A.2. Gauge invariance of entropy variables

In this appendix we prove the gauge invariance, at first order in cosmological perturbation theory, of all different entropy variables mentioned in the main text. We shall consider an $N$-dimensional non-linear sigma model described by the Lagrangian (2.1) in the simple case where the metric is diagonal, i.e. $G_{ij}(\phi^k) = G_i(\phi^k) \delta_{ij}$, with a generic potential which we arbitrarily decompose as $V(\phi) = \sum_i V^{(i)}(\phi)$. Similarly to the spacetime metric, we split the fields in background and fluctuation components as $\phi^i(x^\mu) = \phi^{i}(x^\mu) + \delta \phi^i(x^\mu)$.

The background evolution in a FLRW spacetime is given by:

$$G_{(i)} \ddot{\phi}^i + 3HG_{(i)} \dot{\phi}^i + G_{(i)j} \dot{\phi}^j \dot{\phi}^i - \frac{1}{2} G_{ij} \dot{\phi}^j \dot{\phi}^i + V_i = 0, \quad (A.14)$$

where we adopt the convention that contracted (upper and lower) indices are summed, unless an index is written inside round brackets, i.e. contraction of $i$ with $(i)$ implies no sum. Let us define the background density and pressure components of the system as:

$$\rho_i = \frac{1}{2} G_{(i)} \dot{\phi}^i \dot{\phi}^i + V^{(i)} \quad \text{and} \quad P_i = \frac{1}{2} G_{(i)} \dot{\phi}^j \dot{\phi}^j - V^{(i)}, \quad (A.15)$$

which sum up to the total quantities $\rho = \sum_i \rho_i$ and $P = \sum_i P_i$. Using the equations of motion (A.14) one finds:

$$\dot{\rho}_i = \frac{1}{2} G_{(i)j} \dot{\phi}^i \dot{\phi}^j + G_{(i)} \dot{\phi}^i \dot{\phi}^j + V_i \dot{\phi}^j$$

$$= -3HG_{(i)} \dot{\phi}^i \dot{\phi}^j - \frac{1}{2} G_{(i)j} \dot{\phi}^i \dot{\phi}^j + \frac{1}{2} G_{ij} \dot{\phi}^i \dot{\phi}^j + V_i \dot{\phi}^j - V_i \dot{\phi}^j, \quad (A.16)$$
which trivially verifies the background relation:

\[ \dot{\rho} = \sum_i \dot{\rho}_i = -3HG_i \dot{\phi}_i^2 = -3H(\rho + P), \tag{A.17} \]

and:

\[ \dot{P}_i = \dot{\rho}_i - 2V_i^{(i)} \dot{\phi}_i. \tag{A.18} \]

The density and pressure fluctuations can instead be written in terms of the scalar and space-time metric fluctuations as:

\[ \delta \rho = -\Phi G_{(i)} \dot{\phi}_i^2 + \frac{1}{2} G_{(ij)} \dot{\phi}_j^2 \delta \phi^j + G_{(i)} \dot{\phi}_i \delta \phi^i + V_i^{(i)} \delta \phi^i, \tag{A.19} \]

\[ \delta P_i = \delta \rho_i - 2V_i^{(i)} \delta \phi^i. \tag{A.20} \]

Let us now consider a gauge transformation induced by a change of reference frame \( x^\mu \rightarrow x^\mu + \epsilon^\mu \). At linear order in the fluctuations \( \epsilon^\mu \) and \( \delta \phi^i \) we obtain:

\[ \phi_i \rightarrow \phi_i, \ \delta \phi^i \rightarrow \delta \phi^i - \dot{\phi}^0 \epsilon_i, \ \Phi \rightarrow \Phi - \epsilon^0, \ \Psi \rightarrow \Psi + H \epsilon^0, \tag{A.21} \]

where \( \Phi \) and \( \Psi \) are the two metric scalar fluctuations introduced in (A.1). The induced change in the density fluctuations goes as follows:

\[ \delta \rho_i \rightarrow -\Phi G_{(i)} \dot{\phi}_i^2 + \frac{1}{2} G_{(ij)} \dot{\phi}_j^2 (\delta \phi^j - \dot{\phi}^0 \epsilon_i) + G_{(i)} \dot{\phi}_i (\delta \phi^i - \dot{\phi}^0 \epsilon_i) = \delta \rho_i - \epsilon_0 \dot{\rho}_i, \tag{A.22} \]

where we used again the equations of motion (A.14). Similarly, it can be easily seen that the pressure fluctuations transform at linear order as:

\[ \delta P_i \rightarrow \delta P_i - \epsilon^0 \dot{P}_i. \tag{A.23} \]

With these relations at hands, it is now straightforward to show the gauge invariance (at first order) of all different entropy variables introduced in section 2.

A.2.1. Total entropy. The total entropy perturbation (2.4) can also be expressed as

\[ S = H \left( \frac{\delta P}{P} - \frac{\delta \rho}{\rho} \right), \tag{A.24} \]

and using (A.22) and (A.23) we find:

\[ S \rightarrow H \left( \frac{\delta P}{P} - \epsilon^0 - \frac{\delta \rho}{\rho} + \epsilon^0 \right) = S. \tag{A.25} \]

A.2.2. Intrinsic entropy. The intrinsic entropy perturbation for a given fluid \( i \) given by (2.7) is also clearly gauge invariant since it can be rewritten as:

\[ S_{int,i} = H \frac{P_i}{P} \left( \frac{\delta P_i}{P_i} - \frac{\delta \rho_i}{\rho_i} \right) \rightarrow H \frac{P_i}{P} \left( \frac{\delta P_i}{P_i} - \epsilon^0 - \frac{\delta \rho_i}{\rho_i} + \epsilon^0 \right) = S_{int,i}. \tag{A.26} \]

Thus also the total intrinsic entropy perturbation \( S_{int} = \sum_i S_{int,i} \) of a system with several components turns out to be gauge invariant.
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A.2.3. Relative entropy. Given that the relative entropy perturbation $S_{\text{rel}}$ is the difference between two gauge invariant quantities, $S$ and $S_{\text{int}}$, it definitely turns out to be gauge invariant. In particular, each of the $N(N-1)/2$ relative entropy perturbations $S_{ij}$ introduced in (2.11) is gauge invariant since it is defined as $S_{ij} = 3(\zeta_i - \zeta_j)$ in terms of $N$ distinct gauge invariant curvature perturbations (using (A.21) and (A.22)):

$$\zeta_i = -\Psi - H \frac{\delta \rho_i}{\rho_i} \rightarrow -\Psi - H e^0 - H \frac{\delta \rho_i}{\rho_i} + H e^0 = \zeta_i.$$  \hspace{1cm} (A.27)

A.2.4. Entropy field. The fluctuation of the entropy field $\delta s = N^0 \delta \phi_0$ is defined in (2.14) in terms of the vector normal to the background trajectory $N = D_i T^i/||D_i T^i||$ which, according to (2.13), can in turn be derived from the covariant derivative of the tangent vector given by:

$$D_i T^i = \frac{1}{\phi_0 G_1} \left( V_1 \phi_0^2 - G_{(i)} \phi V_i \phi^i \right). \hspace{1cm} (A.28)$$

From these expressions it can be easily checked that $G_{ij} T^i N^j = 0$, as expected from the orthogonality condition. Focusing for simplicity on the 2-field case we find:

$$D_i T^i = \left( \phi^2 G_1^{-1} - \phi^1 G_2^{-1} \right) \frac{1}{\phi_0} \left( V_1 G_2 \phi^2 - V_2 G_1 \phi^1 \right) \hspace{1cm} (A.29)$$

and:

$$N = \sqrt{G_1 G_2} \left( \phi^2 G_1^{-1} - \phi^1 G_2^{-1} \right). \hspace{1cm} (A.30)$$

It is now easy to obtain the following expression for $\delta s$:

$$\delta s = G_{ij} N^i \delta \phi_j = G_1 N^1 \delta \phi^1 + G_2 N^2 \delta \phi^2 = \sqrt{G_1 G_2} \left( \frac{\dot{\phi}^1}{\phi_0} \phi^2 - \frac{\dot{\phi}^2}{\phi_0} \phi^1 \right) \left( \frac{\delta \phi^1}{\phi^2} + \frac{\delta \phi^2}{\phi^1} \right), \hspace{1cm} (A.31)$$

which using (A.21) shows clearly that this entropy variable is gauge invariant:

$$\delta s \rightarrow \sqrt{G_1 G_2} \left( \frac{\dot{\phi}^1}{\phi_0} \phi^2 - \frac{\dot{\phi}^2}{\phi_0} \phi^1 \right) \left( \frac{\delta \phi^1}{\phi^2} + \frac{\delta \phi^2}{\phi^1} - e^0 \right) = \delta s. \hspace{1cm} (A.32)$$

Appendix B. Single field limit of density perturbations

In single field inflation, the dynamics of the scalar perturbations is determined by the (Fourier space) MS equation:

$$u'' + \left( k^2 - \frac{z''}{z} \right) u = 0, \hspace{1cm} (B.1)$$

where the canonically normalised scalar perturbation is defined as $u \equiv aQ$, primes denote derivatives with respect to conformal time, and $z \equiv \sqrt{2a}$. In order to make contact with the multifield results described in the main text, it is useful to rewrite the single field MS equation using cosmic time and $Q$ instead of $u$:

$$\ddot{Q} + 3H \dot{Q} + \left( \frac{k^2}{a^2} - \frac{z''}{2a} \right) Q = 0, \hspace{1cm} (B.2)$$
prompting the definition:

\[ m_Q^2 = -\frac{z''}{z a'^2} + H^2 + \frac{a'}{a}, \quad (B.3) \]

which using the exact relation:

\[ z'' = (aH)^2 \left( 2 - \epsilon + \frac{3\eta}{2} - \frac{\epsilon\eta}{2} + \frac{\eta^2}{4} + \frac{\eta\kappa}{2} \right), \quad (B.4) \]

and the definitions of the Hubble slow-roll parameters, can be recast as:

\[ m_Q^2 H^2 = -\frac{3\eta}{2} + \frac{\epsilon\eta}{2} - \frac{\eta^2}{4} - \frac{\eta\kappa}{2}. \quad (B.5) \]

In order to relate \((m^2)^1_{11}\) to the above result it is necessary to translate between the potential slow-roll parameters:

\[ \epsilon_V \equiv \frac{1}{2} \left( \frac{V'}{V} \right)^2 \quad \text{and} \quad \eta_V \equiv \frac{V''}{V}, \quad (B.6) \]

and the Hubble slow-roll parameters. Using the background equations of motion one may show that:

\[ \epsilon = \epsilon_V \frac{3 - \epsilon}{3 - \epsilon + \frac{\eta}{2}}. \quad (B.7) \]

Taking the time derivative of the background Klein–Gordon equation and using the definitions of the potential and Hubble slow-roll parameters one also can show that:

\[ \eta_V = \frac{3(2\epsilon - \frac{\eta}{2}) - 2\epsilon^2 + \frac{5}{2}\epsilon\eta - \frac{\eta}{2}(\eta + 2\kappa)}{3 - \epsilon}. \quad (B.8) \]

Notice that these results are exact and involve no slow-roll expansion, depending only on the definitions of the various slow-roll parameters. Using these results we can show that (3.26) reduces to (B.5):

\[ (M^2)^1_{11} = V_{11} + 4 \frac{eH}{\phi_0} V_1 + 2\epsilon(3 - \epsilon)H^2 \]

\[ = V\eta_V - 4eH^3 \left( 3 - \epsilon + \frac{\eta}{2} \right) + 2\epsilon(3 - \epsilon)H^2 \]

\[ = H^2 \left( -\frac{3\eta}{2} + \frac{\epsilon\eta}{2} - \frac{\eta^2}{4} - \frac{\kappa\eta}{2} \right), \quad (B.9) \]

where we have eliminated derivatives of \(V\) in favour of the corresponding slow-roll parameters and in the first and second steps we have used (B.7) and (B.8) respectively.
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