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HIGHLIGHTS
- The 3D variable-order time fractional variable-order time fractional diffusion is generated.
- An efficient meshless method is proposed for numerical solution of the new problem.
- The proposed approach is established upon the singular boundary method.
- The method accuracy is examined by some numerical examples on various geometries.
- The method can be extended for other types of variable-order fractional problems.

ABSTRACT
Introduction: This study describes a novel meshless technique for solving one of common problem within cell biology, computer graphics, image processing and fluid flow. The diffusion mechanism has extremely depended on the properties of the structure.
Objectives: The present paper studies why diffusion processes not following integer-order differential equations, and present novel meshless method for solving, diffusion problem on surface numerically.
Methods: The variable order time fractional diffusion equation (VO-TFDE) is developed along with sense of the Caputo derivative for $0 < \alpha(t) < 1$. An efficient and accurate meshfree method based on the singular boundary method (SBM) and dual reciprocity method (DRM) in concomitant with finite difference scheme is proposed on three-dimensional arbitrary geometry. To discrete of the temporal term, the finite diffract method (FDM) is utilized. In the spatial variation domain; the proposal method is constructed two part. To evaluating first part, fundamental solution of (VO-TFDE) is transformed into inhomogeneous Helmholtz-type to implement the SBM approximation and other part the DRM is utilized to compute the particular solution.
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Introduction

The diffusion model is known as one of the ubiquitous phenomena in nature. The diffusion itself has been also recognized as a basic moving process involved in the evolution of numerous non-balance systems towards balance. Accordingly, the classical diffusion equation reveals how a molecule is released from one zone with a higher concentration zone into a lower concentration zone, to the condition in which it can become evenly dispersed. As well, the anomalous transport of the particles in the diffusion process can be modeled by wake effects randomly. Considering the motion of the particles in complex media, commonly having disordered microscopic sub-structures, the classical diffusion equation may not coincide with the data obtained from the empirical research and it no longer valid Gaussian behavior. In this sense, the fractional differential equations (FDEs) can describe and simulate behaviors of various dynamic processing phenomena beyond the traditional operators in a very robust and reliable way. Such differential operators emerge in modeling a extremely widespread throughout the science and technology involving e.g., healthcare [46,48,3,6,36,54,44,14,41,46], contaminant transport [7,57], polymer networks [2], wave propagation [35], control [29,50,39,31], physics [28,58,47,4,5,21,22,20,19] and engineering [30,57,36]. Recently, the FDEs have further established strategies to capture different models of dynamic processing in complex media and include diffusion phenomena due to their ability to interpret many non-Gaussian statistics [19,43,49].

The diffusion mechanism has extremely depended on the properties of the structure. More explicitly speaking, diffusion is an interactive phenomena in nature in a sense that it keeps on changing gradually according to interactants’ instantaneous in time and/or space even it has been become evenly dispersed within the corresponding structure. Hence, diffusion processes not following integer-order differential equations, cannot adequately capture the dynamic physical phenomena and processes in complex medium. Adapting order of the diffusion equation are critical at any time or space level. More precisely, we consider a field-variable, variable-order fractional (VOF), which can be introduced as an extension of the classical fractional calculus. In fact, (VOF) is more realistic and accurate to the interpretation of many dynamical systems and processes, particularly those phenomena associated with inhomogeneous medium. The last two decades, researcher have been numerous endeavoring to decipher the behavior anomalous solute diffusion and migration in heterogeneous physical systems. There have been several other applications with variable-order models. It should be emphasized that due to kernel of the (VOF) has a variable-exponent, solving analytically is extremely difficult and tedious procedure.

Recent experiments have demonstrated that some phenomena have transient behaviors varying with time evolution or spatial variation or even spatiotemporal changes. Using the constant-order FDEs may not be an effective and efficient method to understand transient behaviors. To rectify such a problem, the variable-order (VO) FDEs (VO-FDEs) have been proposed to capture. In such transient diffusive states, the VO index is time-dependent, space-dependent, spatial dependent, or spatiotemporal-dependent [55,56,34]. A challenging problem arising in the VO-FDEs is difficult to obtain analytical solutions, even sometimes beyond the limits of current knowledge. Thus, approximate solutions are sought. Proposing accurate and reliable numerical/approximate approaches can accordingly play a crucial role in simulation of the VO-FDEs. There are widely different effective numerical methods to assess the VO-FDEs. Such techniques include mesh-based methods e.g., including finite difference method (FDM), finite element method (FEM), and boundary element method (BEM) [32,13,33], as well as some kernel-based methods such as Fourier transform (FT) [8] and wavelets transform (WT) [24], introduced for solving the constant FDEs and the VO ones. Each of these schemes might have their own strengths and challenges, depending on the application addressed. It is of note that although these methods are very effective in solving the VO-FDEs, they typically require sophisticated algorithms. There are also several drawbacks associated with these approaches including central processing unit (CPU) time, required re-meshing, burdensome meshing, etc. Furthermore, these numerical/approximate approaches may lead to reduced accuracy in high-dimensional problems, irregular geometries or meshes, and even non-smooth domains.

Much more recently, meshless methods with radial basis functions (RBFs) have been expanded as valuable alternatives to overcome the limits of traditional mesh bases on many phenomena in the realm of science and engineering [60,59,62–64]. Unlike the traditional basis functions and mesh-based methods, the RBFs can be simply appended and reduced without a burdensome meshing of node point [26,27,25]. The most significant superiority of meshless methods is associated with being straightforward to implement, truly meshless, independent of dimensionality and high-order continuous shape functions over other numerical methods [51–53].

The method of fundamental solution (MFS) is introduced as RBF collocation techniques the boundary-type. To eschew singularity of fundamental solution, distributing source points on auxiliary boundary is choose outside computational boundary (physical boundary) [37]. The MFS have drawn scientific attention due to highly accurate, truly meshless and straightforward in recent years [16]. Although the MFS has been mentioned in many research as efficient method that has high accuracy in solving differential equation despite a challenging approach arising in this domain is that the determining interval auxiliary boundary and computational domain is often arbitrary. Finding the optimal location of fictitious boundary is time consuming process and still open to dispute. In [9,11], Chen et al. to overcome this shortcoming, proposed the SBM base on origin intensity factors concept. In this approach introduced sense of (OIFs) due to proper performance in interpolation of scattering data and developed the MFS method as meshless method for problem with irregular geometry. The conception of OLF makes possible the selection boundary computational domain as location of source points. It is worth mentioning that entire feature of the MFS is adapted with SBM.

To extant this approach, subtracting and adding-back techniques along with inverse interpolation approaches, are being...
employed to assess the OIFs to isolate the source singularity of the fundamental solution and its derivative regarding the Dirichlet and the Neumann boundary conditions respectively. In recent years, the SBM formulations are becoming popular in a wide different science and engineering applications such as transient diffusion problems [10], acoustic [17].

As we are mentioned above, the SBM turns out to be an effective alternative to mesh-based computational methods for high-dimensional structures. The mesh-based method should mostly expand estimates of the metric tensor and other geometric quantities associated with the structure shape. On the other hand, two-dimensional (2D) models may be often utilized instead of 3D ones because of high computational costs and low computational speed. However, exploiting 3D structures to explain the remarkable behavior of bodies and the application of external forces to various physical phenomena is vital. To the best of authors’ knowledge, there is insufficient investigation with excellent numerical approaches to cover high-dimensional structures. 3D models arising in diverse science and engineering fields include transport of surfactants within bubbles and thin films [23], colloidal aggregation within fluid interfaces [15], fractional viscoelasticity [138] and sliding mode control (SMC) [1,61].

The main purpose of this investigation is to developed the SBM to solve both constant TFDEs- and VO one. To decline storage requirements in the methodology of this paper, the FDM was used to discretize the time domain and to evaluating fundamental solution of (VO)-TFDE is transformed into inhomogeneous Helmholtz-type to approximate through the SBM. It should be pointed out that the SBM, boundary type approach as similar like MFS and BEM can be deal with homogeneous problem. Hence, it is adapted with dual reciprocity method (DRM) for space semi-discretization of the derived inhomogeneous equations. In this sense, the DRM is utilized to achieve the particular solution and the SBM is applied to compute the homogeneous one. Eventually, the solution of the problem can be archived by aggregate of the particular solutions and the homogeneous. Thus, with the compounded properties of the DRM and the SBM, the numerical approximation solution base on meshless scheme is archived the inhomogeneous and time-dependent problems. To the best of the authors’ knowledge, the present study is the first attempt focused on the SBM to evaluate 3D VO-TFDE. The rest of the paper is organized as follows. In Section 2, after brief introduction of sense of the Caputo derivative for VO fractional followed by proposal method is described and derived on VO-TFDE. In Section 3, several conceptual numerical examples to demonstrates the reliability and the efficiency of the proposal technics and numerical results are compared with their analytical solution. Eventually, in Section 4, is devoted to a conclusions.

Numerical procedure: The Singular boundary method

Problem definition

The main objective of the present study is to introduce the VO-TFDEs on any arbitrary 3D domains and to propose a mesh-free method based on the SBM for its numerical solution. Thus, the following problem is investigated:

\[
\frac{\partial^\alpha u(x,t)}{\partial t^\alpha} = A \Delta u(x,t) - \mu u(x,t) + g(x,t), \quad 0 < \alpha(t) < 1, \quad x \in \Omega, \quad t \in (0,T),
\]

subject to the initial conditions:

\[
u(\mathbf{x},0) = \nu_0(\mathbf{x}), \quad \mathbf{x} \in \Omega,
\]

The Dirichlet and the Neumann boundary conditions in their appropriate forms are:

\[
u(\mathbf{x},t) = h_1(\mathbf{x},t), \quad \mathbf{x} \in \Gamma_D, \quad t \in (0,T),
\]

\[
\nu(\mathbf{x},t) = \frac{\partial u(x,t)}{\partial n} = h_2(\mathbf{x},t), \quad \mathbf{x} \in \Gamma_N, \quad t \in (0,T),
\]

wherein, \(\Delta\) denotes the Laplacian operator, i.e., \(\frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + \frac{\partial^2}{\partial z^2}\) is diffusion coefficient, and \(\mu\) refers to reaction coefficient. As well, \(g(x,t)\) represents a given function, \(\nu_0(\mathbf{x})\) stands for prescribed initial functions, \(h_1(\mathbf{x},t)\) and \(h_2(\mathbf{x},t)\) are prescribed boundary functions, \(\Gamma_N\) shows bound region \(\Omega\), n indicates unit outward normal vector on boundary of domain \(\Omega\). Moreover, \(\frac{\partial^\alpha}{\partial t^\alpha}\) and \(\frac{\partial^\alpha}{\partial t^{\alpha(t)}}\) is expressed in term of VO fractional derivative of order where \(\alpha(t)\) is represented as prescribed field variable basis in the interval \((0,1)\). Among of several possibilities for definitions the VO fractional derivative definitions, the Coimbra’s definition is chosen [12]:

\[
\frac{\partial^\alpha u(x,t)}{\partial t^\alpha} = \frac{1}{\Gamma(1-\alpha(t))} \int_0^t \frac{\partial u(x,s)}{\partial s} ds \left( t-s \right)^{\alpha(t)-1} + \frac{u(\mathbf{x},t_0) - u(\mathbf{x},t_0) \left( t \right)}{\Gamma(1-\alpha(t))}.
\]

This definition only employs the integer order derivatives existing in the initial condition and it may be expanded easily to physical deems. Furthermore, the Coimbra’s definition is addressed as the following Caputo-type definition for the continuous functions:

\[
\frac{\partial^\alpha u(x,t)}{\partial t^\alpha} = \frac{1}{\Gamma(1-\alpha)} \int_0^t \frac{\partial u(x,s)}{\partial s} ds \left( t-s \right)^{\alpha-1}.
\]

Hereupon, if \(\alpha(t)\) is deal with a constant, this definition is transformed into the Caputo derivative definition [45].

The finite difference approximation for time discretisation

Here, the VO time fractional derivative is discretized long with the FDM. Assume \(t_k = k\delta t, k = 0, 1, \ldots, K\), where \(\delta t = \frac{T}{K}\) and suppose \(u(\mathbf{x},t)\) is continuous. The time fractional derivative with VO \(\frac{\partial^\alpha u(\mathbf{x},t)}{\partial t^\alpha}\) at \(t = t_{k+1}\) than is Eq. (5) can be expressed as follows:

\[
\frac{\partial^\alpha u(x,t_{k+1})}{\partial t^\alpha} = \frac{1}{\Gamma(1-\alpha)} \int_0^{(k+1)\delta t} \frac{\partial u(x,s)}{\partial s} ds \frac{ds}{(t_{k+1} - s)^{\alpha}} = \frac{1}{\Gamma(1-\alpha)} \sum_{j=0}^{k} \frac{\partial u(x,t_j)}{\partial s} \frac{1}{(t_{k+1} - s)^{\alpha}} ds
\]

\[
= \frac{1}{\Gamma(1-\alpha)} \sum_{j=0}^{k} \sum_{j=0}^{k} \omega_j(x,t_j) [u(x,t_{j+1}) - u(x,t_j)]
\]

\[
= \left[ u(x,t_{k+1}) - u(x,t_k) + \sum_{j=0}^{k} \omega_j(x,t_j) [u(x,t_{j+1}) - u(x,t_j)] \right].
\]

where

\[
\omega_j(x,t_k) = \left( j + 1 \right)^{1-\gamma}\left( j \right)^{-\gamma} - j^{1-\gamma}\left( j \right)^{-\gamma}, \quad j = 0, 1, \ldots, K - 1.
\]

The following property has been shown previously in [18]

\[
\omega_j(x,t_k) > 0, \quad j = 0, 1, \ldots, K,
\]

\[
1 = \omega_0(x,t_k) > \omega_1(x,t_k) > \ldots > \omega_k(x,t_k), \quad \omega_k(x,t_k) \to 0 \quad \text{as} \quad k \to \infty
\]

\[
\sum_{j=0}^{k} \omega_j(x,t_k) = 1
\]

\[
\sum_{k=1}^{K} \omega_j(x,t_k) = 1.
\]
in which, \( u^{k+1} \) approximates \( u(x, t_{k+1}) \). Substituting Eq. (6) into Eq. (1), the following equation is obtained:

\[
\begin{align*}
\omega_0(x, t_k)u^{k+1} & - \Gamma(2 - \alpha(t_{k+1}))\Delta u^{k+1} - \mu u^{k+1} \\
& = \omega_0(x, t_k)u^k - \sum_{j=1}^{k} c_{p_j} \omega_j(x, t_k)(u^{k+1-j} - u^{k-j}) \\
& = \omega_0(x, t_k)u^k - \sum_{j=1}^{k} c_{p_j} \omega_j(x, t_k)(u^{k+1-j} - u^{k-j}) + \sum_{j=1}^{k} c_{p_j} \omega_j(x, t_k)u^{k-j} + t_{k+1}.
\end{align*}
\]

(9)

Note that \( \omega_0(x, t_k) = 1 \), rearrangement of Eq. (9) yields:

\[
(1 - \mu)u^{k+1} - \omega_0\Delta u^{k+1} = (1 - \omega_1(x, t_k))u^k + \sum_{j=1}^{k-1} (\omega_j(x, t_k) - \omega_{j+1}(x, t_k))u^{k-j} + \omega_0(x, t_k)u^0.
\]

(10)

**Spatial Discretization of Time Fractional Diffusion Equations (TFDEs)**

To accomplish discretized form of Eq. (1) and subsequently to determine the particular solution and the homogeneous solution in the DRM and the SBM is used respectively. Imprimitis, to compute the particular solution the DRM will be applied. Nardini [42] first successfully proposed the original idea of DRM to evaluate inhomogeneous equations base on radial basis functions (RBFs). The combination of the BEM or the MFS with the DRM has been tremendous attracted attention to gain a particular solution [42]. Since compute a particular solution via the DRM, inhomogeneous equation is transformed into homogeneous one and SBM can be tackle by efficiently the homogeneous solution as mention earlier. Eventually, the final solution is an aggregate of the particular solutions and the homogeneous Based on the DRM, at each time step, the solution 11 is split into two parts \( u_h^{k+1} \) and \( u_p^{k+1} \), which is respectively named the particular solution and the homogeneous solution, such that:

\[
u^{k+1} = u_h^{k+1} + u_p^{k+1},
\]

it is obvious that \( u_p^{k+1} \) should satisfy the governing Eq. (11) and doesn’t need to satisfy in any part of the boundary conditions. For the sake of simplicity, we introduce \( u^{k+1}(x) \) as approximation of \( u(x, t_{k+1}) \). We substitute 6 into 1 and arrange the terms. Hence, Helmholtz type equations for three-dimensional in term of each time level \( t_{k+1} \) is expressed as follows:

\[
\begin{align*}
(\Delta - \lambda^2)u^{k+1} &= G^{k+1} \quad k = 0, 1, \ldots, K - 1, \\
u^{k+1} &= h^{k+1} \quad \text{on } \Gamma_D, \\
q^{k+1} &= h^{k+1} \quad \text{on } \Gamma_N,
\end{align*}
\]

(11)

where \( \lambda = \sqrt{(\mu + \xi^2) / \alpha} \) and

\[
G^{k+1} = \frac{1}{\alpha} \left( \sum_{j=1}^{k} c_{p_j} \omega_j (u^{k+1-j} - u^{k-j}) - \frac{\xi}{\lambda} u^k + g^{k+1} \right).
\]

Therefore, Eq. (1) is transformed into a sequence of inhomogeneous modified Helmholtz equations of the second kind at each time level \( t_{k+1} \). To gain the particular solution \( u_p^{k+1} \) satisfying the following equation, the DRM is used:

\[
(\Delta - \lambda^2)u_p^{k+1} = G^{k+1}, \quad \text{in } \Omega,
\]

(12)

In each time level, To compute of homogeneous equation the SBM is utilized and boundary condition should be update thought the particular solution gained from same time step. Thus, homogeneous equation is determined as follows:

\[
(\Delta - \lambda^2)u_h^{k+1} = 0, \quad \text{in } \Omega, \\
u^{k+1} &= h^{k+1} - u_p^{k+1}, \quad \text{on } \Gamma_D, \\
q_{h}^{k+1} &= h_{2}^{k+1} - q_{p}^{k+1}, \quad \text{on } \Gamma_N.
\]

(13)

The DRM and the SBM will be explained in the following two sections.

**Particular solution using radial basis function**

According to the DRM, \( G^{k+1} \) and \( u_p^{k+1} \) in Eq. (12) are approximated as

\[
G^{k+1} = \sum_{j=1}^{N} \Psi_j,
\]

(14)

and

\[
u^{k+1} = \sum_{j=1}^{N} \Psi_j,
\]

(15)

in which, \( \{\Psi_j\} \) refers to a set of RBFs in a 3D space and \( \Psi_j \) are their corresponding particular solutions, which are satisfying:

\[
(\Delta - \lambda^2)\psi(r) = \Psi(r),
\]

(16)

The key stage in the DRM is determining an appropriate of the RBFs \( \Psi_j \), and consequently the closed form particular solution \( \Psi_j \) with respect to \( \psi_j \). Depend on domain geometry and distribution of the mesh point, selecting an inappropriate of RBFs \( \psi \) is existed. In the current study, The poly-harmonic splines is chosen base on the presented in [40], as follow:

\[
\psi(r) = r^p, 
\]

(17)

in which \( p = 2, 4, 6, \ldots \). In [40], the analytical formulation particular solution corresponding above equation is expressed as following form:

\[
\Psi(r; \lambda) = \sum_{j=0}^{p} \frac{\lambda^j}{(p - 2j)!} \frac{\lambda^{2j+1}}{r^{2j+1}} + \frac{\lambda^p}{r^{2p}},
\]

(18)

By applying higher- order poly-harmonic splines, higher convergence rate in approximation can emerge. Here, in Table 1, the obtained RBF formulations 18 for some \( p \) values are set

**Determining the homogeneous solution**

This section briefly introduces the SBM for obtaining the homogeneous solution of 3D modified Helmholtz Eq. (13). More details about the SBM for 2D and 3D problems can be found in [9,11]. In the procedure of the SBM, the solution of the modified Helmholtz Eq. (13) and its derivatives at each time step is approximated as a linear combination of the fundamental solution with respect to various source nodes \( s_j \) as follows:
Table 1
Poly-harmonic splines and corresponding particular solutions.

| ψ        | Ψ        |
|----------|----------|
| r        | \[ \psi = \frac{1}{4\pi} \ln \left( \frac{r}{L_c} \right) + \frac{r}{4\pi} \theta, \quad r > 0. \] |
| r²       | \[ \psi = \frac{1}{2\pi} \ln \left( \frac{r^2}{L_c^2} \right) + \frac{r^2}{2\pi} \theta, \quad r > 0. \] |
| r³       | \[ \psi = \frac{1}{4\pi} \ln \left( \frac{r^3}{L_c^3} \right) + \frac{r^3}{4\pi} \theta, \quad r > 0. \] |
| r⁴       | \[ \psi = \frac{1}{6\pi} \ln \left( \frac{r^4}{L_c^4} \right) + \frac{r^4}{6\pi} \theta, \quad r > 0. \] |

In which, N represent described number of collocation points \( x_i \) and described number of source points \( s_j \) which are located on the physical boundary. \( G(x, s) = \cosh(\sigma ||x - s||) / 4\pi ||x - s|| \) is also a fundamental solution of the 3D modified Helmholtz equation in which \( ||x - s|| \) the Euclidean distances between the collocation and the source points. Furthermore, \( n_k \) donates the unit outward normal vector for the physical boundary upon the collocation node \( x_k \). If the source nodes and the collocation nodes (\( s_j = x_k \)) are overlapped on boundary, it may be lead to singularity of the fundamental solution. The source intensity factors (SIFs) a way to avoid singularity of the fundamental solution and its derivative. The most frequent challenge facing the SBM is evaluating the SIFs. The SIFs of the Helmholtz equation in the 3D space have the following relations with the SIFs of the Laplace equation [11]:

\[ Q^0 = Q_0^0, \quad Q^i = Q_0^i + \frac{1}{2\pi} \ln \left( \frac{\gamma}{L_c} \right) - \frac{\gamma}{2\pi}, \]

in which, \( Q_0^0 \) and \( Q_0^i \) represent prescribed SIFs the source intensity factors in the Neumann and Dirichlet boundary conditions of the Laplace equation respectively. In order to treat Neumann boundary condition, subtracting and adding-back approach have become very effective on the SBM interpolation [11]. The function \( Q(x) \) related on the Neumann boundary condition is approximated by the SBM technics, The Eq. (19b) can be arranged in an accurate manner as follows:

\[ q(x) = \sum_{j=1}^{N} \frac{\partial G(x, s_j)}{\partial \mathbf{x}} \mathbf{n}_j + \alpha \sum_{j=1}^{N} \prod_{j \neq 1}^{N} \frac{\partial G(x, s_j)}{\partial \mathbf{x}} \mathbf{n}_j, \quad (21) \]

where \( \prod = M_j / M \) for 3D problem where \( M_j = L_j T_p, \) \( j = i \times p \) which \( L_i \) and \( T_p \) are midpoint along of the bent between source nodes \( s_{i-1}, s_{i+1} \) and \( s_{p-1}, s_{p+1} \) respectively as represented in Fig. 1. \( G_0(x, s) = 1 / 4\pi ||x - s|| \) represent the fundamental solution in term of the Laplace equation in 3D. Thus, evaluating (21) and part 2 of Eq. (19b), we have:

\[ Q^0 = Q_0^0 - \sum_{j=1}^{N} \prod_i \frac{\partial G_0(x, s_j)}{\partial \mathbf{x}}. \]

Considering main concept of the SBM as in Eq. (19b), to determine the SIFs of the Helmholtz-type equation can be handle via those of the Laplace equation. The inverse interpolation approach is utilized to obtaining \( U_0^i \) [9]. As summarized, in the first stage, considering a known easy solution for Neumann boundary condition \( \mathbf{u}(x) = \mathbf{m}_I / n \) is existed. The proposed SBM technique is utilized to \( \mathbf{u}(x) \) which can be formulated with following form:

\[ \mathbf{u}(x) = \sum_{j=1}^{N} \beta_i \mathbf{G}_0(x, s_j) + \mathbf{U}_0^i, \quad (24) \]

the source intensity factors \( U_0^i \) can be determined via

\[ U_0^i = \frac{1}{\beta_i} \left[ \mathbf{u}(x) - \sum_{j=1}^{N} \beta_i \mathbf{G}_0(x, s_j) \right], \quad (25) \]

Once the SIFs in Eqs. (19a) and (19b) are obtained, the undetermined coefficients \( \{ s_j \} \) can be computed by solving the linear algebraic system, acquired through collocating \( N \) points \( x_i \) in the part 2 of the Dirichlet and the Neumann boundary conditions 19a and 19b. To accomplish evaluated the function \( u \) and its derivative at the distribution points on the domain and boundary can be determined by Eqs. 19a and 19b.

Numerical implementation

The numerical results obtained by the proposed meshless approach are presented on several test problems with various geometries. We consider three diverse benchmark problems are thus chosen to illustrate the reliability and accuracy of the proposed meshless technics. Prime example of proposal approach devoted to a problem with constant order derivatives on an elliptoidal domain, and the gained results are compared with the exact solutions to establish the validity of the proposed method. In the
latter problem, a spherical domain is considered and the stability and accuracy proposal method is revealed and tabulated. The proposal meshless technique on the atmosphere surface is investigated for the last case. The analytical solution of the examples is given as a comparison with the SBM-DRM solution. To perceive the accuracy of the presented meshless method, and relative $L_2$ norm errors are exploited. The discrete relative $L_2$ norm of error is deemed as:

$$\text{Relative } L_2 \text{ error norm: } \frac{\|u - \bar{u}\|_2}{\|u\|_2} \simeq \sqrt{\frac{\sum_{i=1}^{N_d} (u(x_i) - \bar{u}(x_i))^2}{\sum_{i=1}^{N_d} w_i^2}}$$

where, $N_i$ is the number of test points. As well, $u(x_i, t_j)$ and $\bar{u}(x_i, t_j)$ respectively represent the analytical and numerical results evaluated at $(x_i, t_j)$.

**Example 0.1.** Let domain $\Omega$ be ellipsoidal with the following parameter equation

$$x = 3 \sin(\phi) \cos(\theta), \quad y = 2 \sin(\phi) \sin(\theta), \quad z = \cos(\phi),$$

$$\theta \in [0, 2\pi], \quad \phi \in [0, \pi].$$

The Eq. (1) is considered with $A = 1, \mu = 1$, and the initial condition:

$$u(x, y, z, t = 0) = 0, \quad (x, y, z) \in \Omega.$$  

The Dirichlet boundary condition is

$$u(x, y, z, t) = t^3 [x(2 - x) + y(2 - y) + z(2 - z)], \quad (x, y, z) \in \partial \Omega.$$  

Moreover, the right hand side function is

$$f(x, y, z, t) = \left(\frac{6}{(4 - x)} t^3 x + t^3 \right) x(2 - x) + y(2 - y) + z(2 - z) + 6t^3.$$  

The analytical solution of the problem is given by

$$u(x, y, z, t) = t^3 [x(2 - x) + y(2 - y) + z(2 - z)].$$

**Fig. 2** shows the geometry of the problem. The outer surface of the ellipsoid and an inner test surface with radius 0.6 and related nodal distribution are also illustrated where the blue dots are the boundary source points and the dark dots are the inner points. To investigate the performance of the present method, 3500 test points are totally selected within the ellipsoid. The test points are also distributed on 10 ellipsoids with the radius 0.1 to 1 and 350 points are selected on each one. Tables 2 and 3 give the relative error norm using the RBF formulation respectively with $p = 8$ and $p = 10$ for different $\alpha$ (0.1, 0.5, 0.9) with varying temporal step sizes $\Delta t$ (0.02, 0.01, 0.005) and varying the total number of collocation points $n = M + N$ (320, 405, 500). Parameters $M$ and $N$ also determine the number of inner and source points; receptively. It can be observed that the SBM-DRM solutions are more accurate as the number of collocation points increases. It is also noted that the numerical accuracy rises following the reduction in time levels. Comparing the results of Table 2 and 3 reveals that better accuracy is achieved once the order of poly-harmonic splines $p$ is higher. Moreover, the smaller fractional order $\alpha$ yields higher accuracy as mentioned in the results.

For further investigation, in **Fig. 3**, the absolute errors of the SBM-DRM method are computed on the outer surface of the ellipsoid using the poly-harmonic splines of order 10 with fixed $\alpha = 0.5$ and $n = 405$, and different temporal step sizes at final time $t = 1$. In **Figs. 4 and 5**, the absolute errors are additionally computed on the test inner surface in **Fig. 2** at different time levels $t = 0.2, t = 0.5$ and $t = 1$ using the RBFs with $p = 10, \Delta t = 0.01$ and $n = 405$ in which 310 inner nodes are used. It is evidently obvious that the numerical results provide superb agreement with accuracy in the ellipsoidal domain.

**Example 0.2.** As a second example, the VO-FDE is considered in a peanut domain, where the Dirichlet boundary condition is specified on the whole surface. The initial and the boundary conditions are also defined as follows:

$$u(x, y, z, t = 0) = 0, \quad (x, y, z) \in \Omega.$$  

$$u(x, y, z) = t^3 e^{x^2 + y^2}, \quad (x, y, z) \in \partial \Omega,$$

and the function $f(x, y, z, t)$ and the analytical solution are given by

$$f(x, y, z, t) = \left(\frac{6}{(4 - x)} t^3 x + t^3 \right) e^{x^2 + y^2}.$$  

$$u(x, y, z, t) = t^3 e^{x^2 + y^2},$$

where $\alpha(t) = 0.8 + 0.2t/T$. The parameter equation of the peanut surface is given by

$$x = \rho(\theta) \cos(\phi), \quad y = \rho(\theta) \sin(\phi) \sin(\theta),$$

$$z = \rho(\theta) \sin(\phi) \cos(\phi),$$

in which $\phi \in [0, \pi]$ is angle between positive $x$-axis and the position vector $\mathbf{r} = (x, y, z)$, and $\theta \in [0, 2\pi]$ denotes angle between projection of $r$ on plane $Oyz$ and the positive $y$-axis. The length $r$ is given by:

$$\rho(\theta) = \left(\cos(3\theta) + \sqrt{7 - \sin^2(3\theta)}\right)^{\frac{1}{2}}.$$  

**Fig. 6** shows the geometry of this problem where the blue nodes are the boundary source nodes. Similar to the last example, 3500 test points within the peanut domain are totally chosen. The test points are selected on 10 peanuts with the radius 0.1 to 1 of the radius of the main peanut whereas 350 points are selected on each one. Tables 4 and 5 give the relative error norm using the RBF formulation with $p = 4$ and $p = 6$ in **Table 4** and $p = 8$ and $p = 10$ in **Table 5**, for constant $\alpha = 0.5$ with varying temporal step sizes $\Delta t$ (0.02, 0.01, 0.005) and varying the total number of collocation points $n = M + N$ (320, 405, 500). It can be observed that the SMB-DRM solutions are more accurate as the number of collocation nodes increases. It can be also detected that the numerical accuracy raises upon the decline in time levels. Comparing the results of Table 4 and 5 demonstrates that better accuracy is achieved when the order of poly-harmonic splines $p$ is higher.

Base on in **Fig. 7**, the absolute errors of the SBM-DRM method are computed on the outer surface of the peanut using poly-harmonic splines of order 7 and 9 with fixed $\alpha = 0.5$ and $n = 500$, and temporal step sizes $\Delta t = 0.005$ at final time $t = 1$. Similarly, in **Fig. 8**, the absolute errors are computed on a test inner surface by using different poly-harmonic splines of order $p = 8$ and
$p = 10$ with $\Delta t = 0.005$ at time $t = 1$ and $n = 500$ in which 310 inner nodes and 190 boundary source nodes are used. It is evidently obvious that the numerical results provide good agreement with accuracy in this peanut domain. In addition, a testing rectangular plane is taken within the peanut as $(x, y, z) \mid x \in [-0.8, 0.8], y \in [-0.2, 0.2], z = 0$. The relative error of the SBM-DRM on this plane is calculated and illustrated in Fig. 9. It is observed that the error decreases as more collocation points are applied on the plane.

**Example 0.3.** Consider Eq. (1) with $A = 1, \mu = 0$ on complex geometry, zero initial condition, along with the following boundary condition is considered:

$$u(x, y, z) = t^3 \sin\left(\frac{\pi}{2}x\right) \sin\left(\frac{\pi}{2}y\right) \sin\left(\frac{\pi}{2}z\right), \quad (x, y, z) \in \partial\Omega,$$  \hspace{1cm} (36)

where

$$f(x, y, z, t) = \frac{6}{(r^2 + z^2)^{3/2}} \sin\left(\frac{\pi}{2}r\right) \sin\left(\frac{\pi}{2}z\right) \sin\left(\frac{\pi}{2}z\right)$$

and

$$u(x, y, z) = t^3 \sin\left(\frac{\pi}{2}x\right) \sin\left(\frac{\pi}{2}y\right) \sin\left(\frac{\pi}{2}z\right).$$  \hspace{1cm} (37)

**Fig. 10** shows the geometry of the domain which is defined parametrically as

$$x = \rho(\phi) \cos(\theta), \quad y = \rho(\phi) \sin(\phi) \cos(\theta),$$  \hspace{1cm} \hspace{1cm} \hspace{1cm} (38)

$$z = \rho(\phi) \sin(\phi) \sin(\theta), \quad \phi \in [0, \pi], \quad \theta \in [0, 2\pi],$$

where

$$\rho(\phi) = \sqrt{\cos(2\phi) + \sqrt{1 - \sin^2(2\phi)}}.$$  \hspace{1cm} (39)
Similar to the previous example, 3500 test points are totally distributed within the computational domain to investigate the performance of the present method. Table 6 compares the relative error norm of the numerical solution derived using the RBF formulation of order $p = 8$ and $p = 10$ with varying the total number of collocation points $n = M + N (405, 500, 720)$. The time step is taken as $\Delta t = 0.02, 0.01$ and $0.005$. The error is also found for the problem by different value of $\alpha$. In Table 6, the stability and accuracy proposal numerical approximation is tabulated. Further, the results demonstrate that better accuracy is achieved when the order of poly-harmonic splines $p$ is higher. It is observed that the numerical accuracy is boosted with the decline of temporal sizes.

As one can see, a testing surfaces whose radius is half of the main radius is selected (39). Figs. 11 and 12 illustrate a comparison of the absolute errors on this test inner surface achieved by a various number of collocation nodes $n = 405, n = 500$ and $n = 720$, exploiting the RBF formulation of order $p = 10$. The time step is also given as $\Delta t = 0.005$ and the errors are computed at the final time $t = 1$. It is evidently obvious that the numerical results provide great agreement with accuracy in the irregular computational domain. It is also spotted that the accuracy improves following the increase in the number of collocation points.

**Conclusion**

In this paper, a meshless RBF-based SBM/DRM was developed to simulate three-dimensional variable-order time fractional diffusion equations. The proposed method was successfully applied on 3-D arbitrary domains of the numerical examples with Dirichlet boundary conditions. The proposed scheme are shown to be easy
to implement, integration-free, straightforward, mathematically simple, easy to implement, highly accurate and truly meshless. The interpolation method The proposal meshless method as truly meshless approach dose not require predefined cell or background integration mesh in computational domain. The time fractional derivative is addressed in Caputo sense. The point interpolation method with the help of RBF has been proposed to contract shape function which have satisfied Kronecker function property. We have used the finite difference scheme for discretizing the time dime direction then a meshless strong formulation used to solved the sim-discretized problem proposed on surface. The present numerical examples show that the SBM-DRM is a competitive meshless collocation method for 3D VO-TFDEs and provides satisfactory solutions with high accuracy. Furthermore, numerical

| Table 4 | Numerical result of $L_2$ norm errors in diverse time levels and diverse sets of collocation nodes on domain (Example 0.2). |
|---------|----------------------------------------------------------------------------------------------------------------------------------|
| $\Delta t$ | $p = 4$ | $n = 320$ | $n = 500$ | $p = 6$ | $n = 320$ | $n = 500$ |
| $\alpha = 0.5$ | 0.02 | $9.230572 \times 10^{-3}$ | $6.019641 \times 10^{-3}$ | $7.805276 \times 10^{-4}$ | $6.518941 \times 10^{-4}$ |
| | 0.01 | $5.080682 \times 10^{-3}$ | $2.371643 \times 10^{-3}$ | $6.956351 \times 10^{-4}$ | $4.622802 \times 10^{-4}$ |
| | 0.005 | $3.14679 \times 10^{-3}$ | $9.025428 \times 10^{-4}$ | $6.679883 \times 10^{-4}$ | $2.7453441 \times 10^{-5}$ |

| Table 5 | Numerical result of $L_2$ norm errors in diverse time levels and diverse sets of collocation nodes (Example 0.2). |
|---------|----------------------------------------------------------------------------------------------------------------------------------|
| $\Delta t$ | $p = 8$ | $n = 320$ | $n = 500$ | $p = 10$ | $n = 320$ | $n = 500$ |
| $\alpha = 0.5$ | 0.02 | $8.774479 \times 10^{-4}$ | $4.286657 \times 10^{-4}$ | $9.609672 \times 10^{-5}$ | $7.108031 \times 10^{-5}$ |
| | 0.01 | $3.080682 \times 10^{-4}$ | $1.042351 \times 10^{-4}$ | $8.766561 \times 10^{-5}$ | $4.622802 \times 10^{-5}$ |
| | 0.005 | $1.941911 \times 10^{-4}$ | $8.766560 \times 10^{-5}$ | $7.469885 \times 10^{-5}$ | $1.555707 \times 10^{-6}$ |

Fig. 7. Absolute error of the SBM-DRM solution on outer surface of the domain ($\Delta t = 0.005$, $n = 500$, $t = 1$).

Fig. 8. Graphs absolute error of SBM-DRM solution on outer surface of ellipsoidal domain ($\Delta t = 0.005$, $n = 500$, $t = 1$).
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Fig. 9. Relative error of SBM-DRM solution on rectangular domain within peanut as \( (x,y,z) \in [-0.8, 0.8] \times [-0.2, 0.2] \times [0, 0] \) with \( \nu = -8 \) and \( \\Delta t = 0.01 \) in Example 0.2.

Fig. 10. Considered computational domain with related nodal distributions in Example 0.3.
experiments verify that the SBM-DRM is sensitive to some parameters such as the order of the RBF formulation, time step, and number of collocation nodes. So that, in most cases, higher order RBFs, decrement in time steps, and increment of number of interpolation nodes can lead to better accuracy.
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