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Abstract

In this study, we have formulated and analyzed a non-linear compartmental model (SEIR) for the dynamics of COVID-19 with reference to immigration from urban to rural population in Indian scenario. We have captured the effect of the immigration as two separate factors contributing in the rural compartments of the model. We have first established the positivity of the solution and the boundedness of the solution followed by the existence and uniqueness of the solution for this multi compartment model. We later went on to find out the equibria of the system and derived the reproduction number. Further we numerically depicted the local and global stability of the equilibria. Later we have done sensitivity analysis of the model parameters and identified the sensitive parameters of the system. The sensitivity analysis is followed up with the two parameter heat plots dealing with the sensitive parameters of the system. These heat plots gives us the parameter regions in which the system is stable. Finally comparative and effectiveness studies were done with reference to the control interventions such as Vaccination, Antiviral drugs, Immunotheraphy.
Contents

List of Figures

List of Tables

1 Introduction and Motivation 1
   1.1 Brief Overview of Epidemic Modeling . . . . . . . . . . . . . 1
   1.2 Literature Survey with Reference to COVID-19 Modeling . . 2
   1.3 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
   1.4 Chapterization . . . . . . . . . . . . . . . . . . . . . . . . . 4

2 SEIR Immigration Multi Compartment Model 5
   2.1 The Mathematical Model And It’s Formulation . . . . . . . . 6
   2.2 Positivity and Boundedness . . . . . . . . . . . . . . . . . . 8
   2.3 Existence and Uniqueness of Solutions . . . . . . . . . . . . 10

3 Equilibrium Points And Reproduction Number 20

4 Numerical Studies 24
   4.1 Parameters Values . . . . . . . . . . . . . . . . . . . . . . . . 25
   4.2 Numerical Simulations for Disease Free Equilibrium . . . . . 26
      4.2.1 Local Stability . . . . . . . . . . . . . . . . . . . . . . . 26
      4.2.2 Global stability . . . . . . . . . . . . . . . . . . . . . . . 28
   4.3 Stability of infected equilibrium . . . . . . . . . . . . . . . 31
      4.3.1 Local stability . . . . . . . . . . . . . . . . . . . . . . . 31
   4.4 Sensitivity Analysis . . . . . . . . . . . . . . . . . . . . . . . 36
      4.4.1 Parameter k . . . . . . . . . . . . . . . . . . . . . . . . 38
      4.4.2 Parameter . . . . . . . . . . . . . . . . . . . . . . . . . 40
   4.5 Summary of Sensitivity Analysis . . . . . . . . . . . . . . . 49
   4.6 Heat Plots . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

5 Comparative Effectiveness Study 54

6 Discussions and Conclusions 59
List of Figures

4.1 Figure shows that local asymptotic stability of $E_0$ as $R_0 < 1$. . 27
4.2 Figure shows that global asymptotic stability of $E_0$ as $R_0 < 1$.
in urban scenario. . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
4.3 Figure show that global asymptotic stability of $E_1$ whenever
$R_0 < 1$ in rural scenario . . . . . . . . . . . . . . . . . . . . . . 30
4.4 Figure show that local asymptotic stability of $E_1$ whenever
$R_0 > 1$. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4.5 Figure show that local asymptotic stability of $E_1$ whenever
$R_0 > 1$. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.6 Figure show that local asymptotic stability of $E_1$ whenever
$R_0 > 1$. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.7 Figure show that local asymptotic stability of $E_1$ whenever
$R_0 > 1$. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.8 Figure showing that the sensitivity analysis of $\mu_c$ varied in 2
intervals in table 4.4. The plots shows that the infected pop-
ulation for each value of the parameter $\mu_c$ per every interval
and with the mean infected population and the mean square
error in the same interval. . . . . . . . . . . . . . . . . . . . . . . 38
4.9 Figure showing that the sensitivity analysis of $k$ varied in 2
intervals in table 4.4. The plots shows that the infected pop-
ulation for each value of the parameter $k$ per every interval and
with the mean infected population and the mean square error
in the same interval. . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.10 Figure showing that the sensitivity analysis of $\gamma$ varied in 2
intervals in table 4.4. The plots shows that the infected pop-
ulation for each value of the parameter $\gamma$ per every interval and
with the mean infected population and the mean square error
in the same interval. . . . . . . . . . . . . . . . . . . . . . . . . . . 42
LIST OF FIGURES

4.11 Figure showing that the sensitivity analysis of $\beta$ varied in 2 intervals in table 4.4. The plots shows that the infected population for each value of the parameter $\beta$ per every interval and with the mean infected population and the mean square error in the same interval. .................................................. 44

4.12 Figure showing that the sensitivity analysis of $b_1$ varied in 2 intervals in table 4.4. The plots shows that the infected population for each value of the parameter $b_1$ per every interval and with the mean infected population and the mean square error in the same interval. .................................................. 46

4.13 Figure showing that the sensitivity analysis of $m$ varied in 2 intervals in table 4.4. The plots shows that the infected population for each value of the parameter $m$ per every interval and with the mean infected population and the mean square error in the same interval. .................................................. 48

4.14 Heat plots for the sensitive parameters $\mu_c$ and $k$ ............... 51

4.15 Heat plots for the sensitive parameters $\beta$ and $m$ ............... 52

4.16 Heat plots for the sensitive parameters $\beta$ and $\mu_c$ ............... 53
List of Tables

2.1 Parameters and their Meanings

4.1 values of parameters and their Source

4.2 Values of parameters for $R_0 < 1$

4.3 Values of parameters for $R_0 > 1$

4.4 Interval Ranges for Sensitivity Analysis

4.5 Summary of Sensitivity Analysis

5.1 Efficacy combinations used for CE study

5.2 Comparative Effectiveness for $R_0$
LIST OF TABLES
Chapter 1

Introduction and Motivation

1.1 Brief Overview of Epidemic Modeling

It is a well recognized fact that epidemic outbreaks in a community affect the lives of thousands of people. Due to high mortality and morbidity rates and the various disease-related costs such as expenditure on health care, diagnosis etc., the economy of the community is heavily disturbed. Disease like influenza, flu, SARS etc. have majorly contributed at the global level for these causes. Thus the prevention and control of any infectious disease has become utmost essential.

Mathematical Models have been used extensively to control, predict and formulate policies so as to eradicate the epidemic outbreaks and to study the disease burden [1, 2].

One of the factors in reducing an infectious disease burden is the rate at which people get recovered which in turn depends on the number of individuals in the infected class. The relation between various compartments and the population level at any given point of time is the basis for formulation of the model. As a result, the rates at which population level changes in each compartment become vital. These rates heavily depend on the interaction among the individuals of each compartment.

It has been observed that when a disease outbreaks in a population, the healthy individuals tend to change their behavior by adopting protective measures like use of social interventions, pharmaceutical interventions and vaccines etc.. This results to the decrease of rate at which infected individuals grow in the population. So it is also necessary for disease models to quantify these interventions.
Many mathematical models, using ordinary differential equations and delay differential equations, were developed in to analyze the complex transmission pattern of COVID-19. In [3], a SIR model is investigated to study the effectiveness of the modeling approach on the pandemic due to the spread of novel COVID-19 disease. In [4], a modified SIR epidemic model is studied to project the actual number of infected cases and the specific burden on isolation wards and intensive care units. In [5], an in-host modeling study addressed the qualitative characteristics and estimation of standard parameters of coronavirus infection. In [6, 7], delay differential equations were used to model the COVID-19 pandemic. Few of the optimal control studies for COVID-19 involving control interventions such as social interventions, pharmaceutical interventions and vaccines etc. can be found in [8–12]. Majorly the mathematical modeling studies in COVID-19 dealt with disease transmission at the population level. Some limited few studies dealing with spread and control strategies at the age-specific level can be found in [13, 14]. In [5], an in-host modeling study is discussed on COVID-19. Further the model parameters were estimated.
1.3 Objectives

- To study the dynamics of COVID-19 with reference to immigration from urban to rural population in Indian scenario.

- To numerically study the stability of equilibria.

- To do the sensitivity analysis for the model parameters.

- To find parameter regions in where the system is stable using 2-d heat plots.
1.4 Chapterization

The chapter-wise division of this work is as follows. In chapter 2, we formulate the non-linear multi compartmental (SEIR) model and establish the positivity and boundedness of the solution followed by the existence and uniqueness of the solution. In chapter 3, we find the equilibria and derive basic reproduction number of the system. Chapter 4 deals with numerical studies on the local and global dynamics of the system followed by sensitivity analysis of the model parameters. Later we find the parameter regions in which the system is stable via 2-d heat plots. In chapter 5 we do the comparative effectiveness studies with reference to different control interventions. Finally in chapter 6 we deal with the discussions and conclusions of the proposed research work.
Chapter 2

SEIR Immigration Multi Compartment Model

In this chapter, we initially formulate a non-linear SEIR immigration multi compartment model and describe the various compartments involved in the model. Later we establish the positivity and boundedness of the solution of the proposed model followed by the existence and uniqueness of the solution.
2.1 The Mathematical Model And It’s Formulation

We are dividing the entire population into two groups, urban and rural. We assume that there’s an immigration happening from the urban population to rural population as was the case with COVID-19 first wave [1, 2]. We also assume that among the immigrants from urban to rural, apart are quarantined and the remaining directly move to the susceptible of the rural population.

Based on the above assumptions and considerations, we propose the following SEIR immigration multi compartment model is given by the system of ordinary differential equations:

\[
\begin{align*}
\frac{dS_u}{dt} &= b_1 - \frac{\beta S_u I_u}{N} - \mu_c S_u - mS_u \\
\frac{dE_u}{dt} &= \frac{\beta S_u I_u}{N} - kE_u - \mu_c E_u - mE_u \\
\frac{dI_u}{dt} &= kE_u - \gamma I_u - \mu_c I_u \\
\frac{dR_u}{dt} &= \gamma I_u - \mu_c R_u \\
\frac{dQ_r}{dt} &= pm(Su + Eu) - d_1 Q_r \\
\frac{dS_r}{dt} &= (1 - p)mSu - \frac{\beta S_r I_r}{N} - \mu_c S_r \\
\frac{dE_r}{dt} &= (1 - p)mEu + \frac{\beta S_r I_r}{N} - kE_r - \mu_c E_r \\
\frac{dI_r}{dt} &= kE_r - \gamma I_r - \mu_c I_r \\
\frac{dR_r}{dt} &= \gamma I_r - \mu_c R_r
\end{align*}
\]
2.1. THE MATHEMATICAL MODEL AND IT’S FORMULATION

Table 2.1: Parameters and their Meanings.

| Symbols | Biological Meaning                                      |
|---------|---------------------------------------------------------|
| $S_u$   | Susceptible urban population                            |
| $S_r$   | Susceptible rural population                            |
| $E_u$   | Exposed urban population                                |
| $E_r$   | Exposed rural population                                |
| $I_u$   | Infected urban population                               |
| $I_r$   | Infected rural population                               |
| $R_u$   | Recovered urban population                               |
| $R_r$   | Recovered rural population                               |
| $b_1$   | Constant birth rate                                     |
| $\beta$ | transmission rate                                       |
| $\mu_c$ | natural death rate                                      |
| $\gamma$| recovery rate                                           |
| $d_1$   | disease induced death rate of population                |
| $k$     | Incubation rate                                          |
| $m$     | maturation rate                                          |
2.2 Positivity and Boundedness

Positivity of solution:

We show that when the initial conditions of the system (2.1.1)-(2.1.9) are positive, then the solution tends to be positive at any future time. A positivity of the solutions are established in similar lines to the method discussed in [15, 16]. Using the equations (2.1.1)-(2.1.9), we get,

\[
\begin{align*}
\frac{dS_u}{dt} \bigg|_{S_u=0} &= b_1 \geq 0, \\
\frac{dE_u}{dt} \bigg|_{E_u=0} &= \frac{\beta S_u I_u}{N} \geq 0, \\
\frac{dI_u}{dt} \bigg|_{I_u=0} &= kE_u \geq 0, \\
\frac{dR_u}{dt} \bigg|_{R_u=0} &= \gamma I_u \geq 0, \\
\frac{dQ_r}{dt} \bigg|_{Q_r=0} &= p m (S_u + E_u) \geq 0, \\
\frac{dS_r}{dt} \bigg|_{S_r=0} &= (1-p)mS_u \geq 0, \\
\frac{dE_r}{dt} \bigg|_{E_r=0} &= (1-p)mE_u + \frac{\beta S_r I_r}{N} \geq 0, \\
\frac{dI_r}{dt} \bigg|_{I_r=0} &= kE_r \geq 0, \\
\frac{dR_r}{dt} \bigg|_{R_r=0} &= \gamma I_r \geq 0
\end{align*}
\]

Thus all the above rates are non-negative on the bounding planes (given by \(S_1 = 0, I_1 = 0, R_1 = 0, S_2 = 0, I_2 = 0, \) and \(R_2 = 0\)) of the non-negative region of the real space. So, if a solution begins in the interior of this region, it will remain inside it throughout time \(t\). This happens because the direction of the vector field is always in the inward direction on the bounding planes as indicated by the above inequalities. Hence, we conclude that all the solutions of the system (2.1.1)-(2.1.9) remain positive for any time \(t > 0\) provided that the initial conditions are positive. This establishes the positivity of the solutions of the system (2.1.1)-(2.1.9). Next we will show that the solution is bounded.
Boundedness of solution:

Let \( N(t) = S_U(t) + E_U(t) + I_U(t) + R_U(t) + Q_R(t) + S_r(t) + E_r(t) + I_r(t) + R_r(t) \)

Now,

\[
\frac{dN}{dt} = \frac{dS_u}{dt} + \frac{dE_u}{dt} + \frac{dI_u}{dt} + \frac{dR_u}{dt} + \frac{dQ_r}{dt} + \frac{dS_r}{dt} + \frac{dE_r}{dt} + \frac{dI_r}{dt} + \frac{dR_r}{dt}
\]

\[
\leq b_1 - \mu(S_u + E_u + I_u + R_u + Q_r + S_r + E_r + I_r + R_r)
\]

The integrating factor here is \( e^{\mu t} \), so, after integration we get,

\[
N(t) \leq \frac{b_1}{\mu} + c e^{-\mu t}, \text{ as, } c \text{ is constant. Now as } t \to \infty \text{ we get,}
\]

\[
\lim \sup N(t) \leq \frac{b_1}{\mu}
\]

Thus here we show that the system (2.1.1)-(2.1.9) is positive and bounded. And hence the biologically feasible region is given by the following set,

\[
\Omega = \left\{ \left( S_u(t), E_u(t), I_u(t), R_u(t), Q_r(t), S_r(t), E_r(t), I_r(t), R_r(t) \right) : \in \mathbb{R}^9_+ : (S_u(t)+E_u(t)+I_u(t)+R_u(t) + Q_r(t) + S_r(t) + E_r(t) + I_r(t) + R_r(t) \leq \frac{b_1}{\mu} \right\}
\]
2.3 Existence and Uniqueness of Solutions

Existence and Uniqueness of Solution

For the general first order ODE of the form

$$\dot{x} = f(t, x), \quad x(t_0) = x_0 \tag{2.3.1}$$

We use the following theorem from [17] in order to establish the existence and uniqueness of solution of the system (2.1.1) – (2.1.9).

**Theorem 2.3.1** Let $D$ denote the domain:

$$|t - t_0| \leq a, ||x - x_0|| \leq b, x = (x_1, x_2, ..., x_n), x_0 = (x_{10}, ..., x_{n0})$$

and suppose that $f(t, x)$ satisfies the Lipschitz condition:

$$||f(t, x_2) - f(t, x_1)|| \leq k||x_2 - x_1|| \tag{2.3.2}$$

and whenever the pairs $(t, x_1)$ and $(t, x_2)$ belong to the domain $D$, where $k$ is used to represent a positive constant. Then, there exist a constant $\delta > 0$ such that a unique (exactly one) continuous vector solution $x(t)$ exists for the system (2.3.1) in the interval $|t - t_0| \leq \delta$. It is important to note that condition (2.3.2) is satisfied by requirement that:

$$\frac{\partial f_i}{\partial x_j}, i, j = 1, 2, ..., n$$

be continuous and bounded in the domain $D$.

We use boundedness of the solutions proved above and show that a unique solution exists for system (2.1.1) – (2.1.9) by showing partial derivative of right hand side of equations (2.1.1) – (2.1.9) are continuous and bounded with respect to each of the variables $S_u, E_u, I_u, R_u, Q_r, S_r, E_r, I_r$ and $R_r$. 
2.3. EXISTENCE AND UNIQUENESS OF SOLUTIONS

Let

\[ f_1 = b_1 - \frac{\beta S_u I_u}{N} - \mu_c S_u - m S_u \quad (2.3.3) \]
\[ f_2 = \frac{\beta S_u I_u}{N} - k E_u - \mu_c E_u - m E_u \quad (2.3.4) \]
\[ f_3 = k E_u - \gamma I_u - \mu_c I_u \quad (2.3.5) \]
\[ f_4 = \gamma I_u - \mu_c R_u \quad (2.3.6) \]
\[ f_5 = pm(Su + Eu) - d_1 Q_r \quad (2.3.7) \]
\[ f_6 = (1 - p)m S_u - \frac{\beta S_r I_r}{N} - \mu_c S_r \quad (2.3.8) \]
\[ f_7 = (1 - p)m E_u + \frac{\beta S_r I_r}{N} - k E_r - \mu_c E_r \quad (2.3.9) \]
\[ f_8 = k E_r - \gamma I_r - \mu_c I_r \quad (2.3.10) \]
\[ f_9 = \gamma I_r - \mu_c R_r \quad (2.3.11) \]

From equation (2.3.3) we have

\[ \frac{\partial f_1}{\partial S_u} = -\frac{\beta I_u}{N}, \quad |\frac{\partial f_1}{\partial S_u}| = |\frac{\beta I_u}{N}| < \infty \]
\[ \frac{\partial f_1}{\partial E_u} = 0, \quad |\frac{\partial f_1}{\partial E_u}| < \infty \]
\[ \frac{\partial f_1}{\partial I_u} = -\frac{\beta S_u}{N}, \quad |\frac{\partial f_1}{\partial I_u}| = |\frac{\beta S_u}{N}| < \infty \]
\[ \frac{\partial f_1}{\partial R_u} = 0, \quad |\frac{\partial f_1}{\partial R_u}| < \infty \]
\[ \frac{\partial f_1}{\partial Q_r} = 0, \quad |\frac{\partial f_1}{\partial Q_r}| < \infty \]
\[ \frac{\partial f_1}{\partial S_r} = 0, \quad |\frac{\partial f_1}{\partial S_r}| < \infty \]
\[ \frac{\partial f_1}{\partial E_r} = 0, \quad |\frac{\partial f_1}{\partial E_r}| < \infty \]
\[ \frac{\partial f_1}{\partial I_r} = 0, \quad |\frac{\partial f_1}{\partial I_r}| < \infty \]
\[ \frac{\partial f_1}{\partial R_r} = 0, \quad |\frac{\partial f_1}{\partial R_r}| < \infty \]
From equation (2.3.4) we have

\[
\frac{\partial f_2}{\partial S_u} = \frac{\beta S_u}{N}, \quad \left| \frac{\partial f_2}{\partial S_u} \right| = \left| \frac{\beta S_u}{N} \right| < \infty
\]

\[
\frac{\partial f_2}{\partial E_u} = -(k + m + \mu_c), \quad \left| \frac{\partial f_2}{\partial E_u} \right| = \left| -(k + m + \mu_c) \right| < \infty
\]

\[
\frac{\partial f_2}{\partial I_u} = \frac{\beta_1 S_u}{N}, \quad \left| \frac{\partial f_2}{\partial I_u} \right| = \left| \frac{\beta_1 S_u}{N} \right| < \infty
\]

\[
\frac{\partial f_2}{\partial R_u} = 0, \quad \left| \frac{\partial f_2}{\partial R_u} \right| < \infty
\]

\[
\frac{\partial f_2}{\partial Q_r} = 0, \quad \left| \frac{\partial f_2}{\partial Q_r} \right| < \infty
\]

\[
\frac{\partial f_2}{\partial S_r} = 0, \quad \left| \frac{\partial f_2}{\partial S_r} \right| < \infty
\]

\[
\frac{\partial f_2}{\partial E_r} = 0, \quad \left| \frac{\partial f_2}{\partial E_r} \right| < \infty
\]

\[
\frac{\partial f_2}{\partial I_r} = 0, \quad \left| \frac{\partial f_2}{\partial I_r} \right| < \infty
\]

\[
\frac{\partial f_2}{\partial R_r} = 0, \quad \left| \frac{\partial f_2}{\partial R_r} \right| < \infty
\]
2.3. EXISTENCE AND UNIQUENESS OF SOLUTIONS

From equation (2.3.5) we have

\[ \frac{\partial f_3}{\partial S_u} = 0, \quad |\frac{\partial f_3}{\partial S_u}| < \infty \]

\[ \frac{\partial f_3}{\partial E_u} = k, \quad \frac{\partial f_3}{\partial E_u} = |k| < \infty \]

\[ \frac{\partial f_3}{\partial I_u} = -(\gamma + \mu_c), \quad |\frac{\partial f_3}{\partial I_u}| = |-(\gamma + \mu_c)| < \infty \]

\[ \frac{\partial f_3}{\partial R_u} = 0, \quad |\frac{\partial f_3}{\partial R_u}| < \infty \]

\[ \frac{\partial f_3}{\partial Q_r} = 0, \quad |\frac{\partial f_3}{\partial Q_r}| < \infty \]

\[ \frac{\partial f_3}{\partial S_r} = 0, \quad |\frac{\partial f_3}{\partial S_r}| < \infty \]

\[ \frac{\partial f_3}{\partial E_r} = 0, \quad |\frac{\partial f_3}{\partial E_r}| < \infty \]

\[ \frac{\partial f_3}{\partial I_r} = 0, \quad |\frac{\partial f_3}{\partial I_r}| < \infty \]

\[ \frac{\partial f_3}{\partial R_r} = 0, \quad |\frac{\partial f_3}{\partial R_r}| < \infty \]
From equation (2.3.6) we have
\[
\frac{\partial f_4}{\partial S_u} = 0, \quad \left| \frac{\partial f_4}{\partial S_u} \right| < \infty
\]
\[
\frac{\partial f_4}{\partial E_u} = 0, \quad \left| \frac{\partial f_4}{\partial E_u} \right| < \infty
\]
\[
\frac{\partial f_4}{\partial I_u} = \gamma, \quad \left| \frac{\partial f_4}{\partial I_u} \right| = |\gamma| < \infty
\]
\[
\frac{\partial f_4}{\partial R_u} = -\mu_c, \quad \left| \frac{\partial f_4}{\partial R_u} \right| = |-\mu_c| < \infty
\]
\[
\frac{\partial f_4}{\partial Q_r} = 0, \quad \left| \frac{\partial f_4}{\partial Q_r} \right| < \infty
\]
\[
\frac{\partial f_4}{\partial S_r} = 0, \quad \left| \frac{\partial f_4}{\partial S_r} \right| < \infty
\]
\[
\frac{\partial f_4}{\partial E_r} = 0, \quad \left| \frac{\partial f_4}{\partial E_r} \right| < \infty
\]
\[
\frac{\partial f_4}{\partial I_r} = 0, \quad \left| \frac{\partial f_4}{\partial I_r} \right| < \infty
\]
\[
\frac{\partial f_4}{\partial R_r} = 0, \quad \left| \frac{\partial f_4}{\partial R_r} \right| < \infty
\]
From equation (2.3.7) we have
\[
\frac{\partial f_5}{\partial S_u} = pm, \quad |\frac{\partial f_5}{\partial S_u}| = |pm| < \infty
\]
\[
\frac{\partial f_5}{\partial E_u} = pm, \quad |\frac{\partial f_5}{\partial E_u}| = |pm| < \infty
\]
\[
\frac{\partial f_5}{\partial I_u} = -\frac{\beta_1 S_u}{N}, \quad |\frac{\partial f_5}{\partial I_u}| = \left| -\frac{\beta_1 S_u}{N} \right| < \infty
\]
\[
\frac{\partial f_5}{\partial R_u} = 0, \quad |\frac{\partial f_5}{\partial R_u}| < \infty
\]
\[
\frac{\partial f_5}{\partial Q_r} = -d_1, \quad |\frac{\partial f_5}{\partial Q_r}| = \left| -d_1 \right| < \infty
\]
\[
\frac{\partial f_5}{\partial S_r} = 0, \quad |\frac{\partial f_5}{\partial S_r}| < \infty
\]
\[
\frac{\partial f_5}{\partial E_r} = 0, \quad |\frac{\partial f_5}{\partial E_r}| < \infty
\]
\[
\frac{\partial f_5}{\partial I_r} = 0, \quad |\frac{\partial f_5}{\partial I_r}| < \infty
\]
\[
\frac{\partial f_5}{\partial R_r} = 0, \quad |\frac{\partial f_5}{\partial R_r}| < \infty
\]
\[ \frac{\partial f_6}{\partial S_u} = (1 - p)m, \quad |\frac{\partial f_6}{\partial S_u}| = |(1 - p)m| < \infty \]

\[ \frac{\partial f_6}{\partial E_u} = 0, \quad |\frac{\partial f_6}{\partial E_u}| < \infty \]

\[ \frac{\partial f_6}{\partial I_u} = -\frac{\beta_1 S_u}{N}, \quad |\frac{\partial f_6}{\partial I_u}| = \left| -\frac{\beta_1 S_u}{N} \right| < \infty \]

\[ \frac{\partial f_6}{\partial R_u} = 0, \quad |\frac{\partial f_6}{\partial R_u}| < \infty \]

\[ \frac{\partial f_6}{\partial Q_r} = 0, \quad |\frac{\partial f_6}{\partial Q_r}| < \infty \]

\[ \frac{\partial f_6}{\partial S_r} = -\frac{\beta I_r}{N} - \mu_c, \quad |\frac{\partial f_6}{\partial S_r}| = \left| -\frac{\beta I_r}{N} - \mu_c \right| < \infty \]

\[ \frac{\partial f_6}{\partial E_r} = 0, \quad |\frac{\partial f_6}{\partial E_r}| < \infty \]

\[ \frac{\partial f_6}{\partial I_r} = -\frac{\beta s_r}{N}, \quad |\frac{\partial f_6}{\partial I_r}| = -\frac{\beta s_r}{N} < \infty \]

\[ \frac{\partial f_6}{\partial R_r} = 0, \quad |\frac{\partial f_6}{\partial R_r}| < \infty \]
From equation (2.3.9) we have

\[
\frac{\partial f_7}{\partial S_u} = 0, \quad \left| \frac{\partial f_7}{\partial S_u} \right| < \infty
\]

\[
\frac{\partial f_7}{\partial E_u} = (1 - p)m, \quad \left| \frac{\partial f_7}{\partial E_u} \right| = |(1 - p)m| < \infty
\]

\[
\frac{\partial f_7}{\partial I_u} = 0, \quad \left| \frac{\partial f_7}{\partial I_u} \right| < \infty
\]

\[
\frac{\partial f_7}{\partial R_u} = 0, \quad \left| \frac{\partial f_7}{\partial R_u} \right| < \infty
\]

\[
\frac{\partial f_7}{\partial Q_r} = 0, \quad \left| \frac{\partial f_7}{\partial Q_r} \right| < \infty
\]

\[
\frac{\partial f_7}{\partial S_r} = -\frac{\beta I_r}{N}, \quad \left| \frac{\partial f_7}{\partial S_r} \right| = \left| -\frac{\beta I_r}{N} \right| < \infty
\]

\[
\frac{\partial f_7}{\partial E_r} = -(k + \mu c), \quad \left| \frac{\partial f_7}{\partial E_r} \right| = \left| -(k + \mu c) \right| < \infty
\]

\[
\frac{\partial f_7}{\partial I_r} = -\frac{\beta S_r}{N}, \quad \left| \frac{\partial f_7}{\partial I_r} \right| = \left| -\frac{\beta S_r}{N} \right| < \infty
\]

\[
\frac{\partial f_7}{\partial R_r} = 0, \quad \left| \frac{\partial f_7}{\partial R_r} \right| < \infty
\]
From equation (2.3.10) we have

\[
\frac{\partial f_8}{\partial S_u} = 0, \quad |\frac{\partial f_8}{\partial S_u}| < \infty
\]

\[
\frac{\partial f_8}{\partial E_u} = 0, \quad |\frac{\partial f_8}{\partial E_u}| < \infty
\]

\[
\frac{\partial f_8}{\partial I_u} = 0, \quad |\frac{\partial f_8}{\partial I_u}| < \infty
\]

\[
\frac{\partial f_8}{\partial R_u} = 0, \quad |\frac{\partial f_8}{\partial R_u}| < \infty
\]

\[
\frac{\partial f_8}{\partial Q_r} = 0, \quad |\frac{\partial f_8}{\partial Q_r}| < \infty
\]

\[
\frac{\partial f_8}{\partial S_r} = 0, \quad |\frac{\partial f_8}{\partial S_r}| < \infty
\]

\[
\frac{\partial f_8}{\partial E_r} = k, \quad |\frac{\partial f_8}{\partial E_r}| = |k| < \infty
\]

\[
\frac{\partial f_8}{\partial I_r} = -(\gamma + \mu_c), \quad |\frac{\partial f_8}{\partial I_r}| = |-(\gamma + \mu_c)| < \infty
\]

\[
\frac{\partial f_8}{\partial R_r} = 0, \quad |\frac{\partial f_8}{\partial R_r}| < \infty
\]
From equation (2.3.11) we have

\[
\frac{\partial f_9}{\partial S_u} = 0, \quad \left| \frac{\partial f_9}{\partial S_u} \right| < \infty
\]

\[
\frac{\partial f_9}{\partial E_u} = 0, \quad \left| \frac{\partial f_9}{\partial E_u} \right| < \infty
\]

\[
\frac{\partial f_9}{\partial I_u} = 0, \quad \left| \frac{\partial f_9}{\partial I_u} \right| < \infty
\]

\[
\frac{\partial f_9}{\partial R_u} = 0, \quad \left| \frac{\partial f_9}{\partial R_u} \right| < \infty
\]

\[
\frac{\partial f_9}{\partial Q_r} = 0, \quad \left| \frac{\partial f_9}{\partial Q_r} \right| < \infty
\]

\[
\frac{\partial f_9}{\partial S_r} = 0, \quad \left| \frac{\partial f_9}{\partial S_r} \right| < \infty
\]

\[
\frac{\partial f_9}{\partial E_r} = 0, \quad \left| \frac{\partial f_9}{\partial E_r} \right| < \infty
\]

\[
\frac{\partial f_9}{\partial I_r} = \gamma, \quad \left| \frac{\partial f_9}{\partial I_r} \right| = |\gamma| < \infty
\]

\[
\frac{\partial f_9}{\partial R_r} = -\mu_c, \quad \left| \frac{\partial f_9}{\partial R_r} \right| = |-\mu_c| < \infty
\]

Hence, we have shown that the partial derivatives of \( f = (f_1, f_2, f_3, f_4, f_5, f_6, f_7, f_8, f_9) \) are continuous and bounded. So, from the conclusions of theorem 2.3.1, there exists a unique solution of system (2.1.1) – (2.1.9).
Chapter 3

Equilibrium Points And Reproduction Number

In this chapter we briefly discuss about the equilibrium points and the calculate the reproduction number for the system (2.1.1) – (2.1.9).

We find that the system (2.1.1) – (2.1.9) admits two equilibrium namely the disease free equilibrium and the infected equilibrium. The disease free equilibrium denoted by \( E_0 \) was found to be,

\[
E_0 = (S_u^*, S_r^*, Q_r^*, 0, 0, 0, 0, 0, 0), \quad \text{where,}
\]

\[
S_u^* = \frac{b_1}{(\mu + m_c)} \\
S_r^* = \frac{(1-p)b_1m}{\mu_c(\mu_c + m)} \\
Q_r^* = \frac{pb_1m}{d_1(\mu_c + m)},
\]

and the infected equilibrium is denoted by \( E_1 \) was found to be,

\[
E_1 = (S_{u1}^*, E_{u1}^*, I_{u1}^*, R_{u1}^*, Q_{r1}^*, S_{r1}^*, E_{r1}^*, I_{r1}^*, R_{r1}^*), \quad \text{where,}
\]
\[ S^*_u = \frac{(\gamma + \mu_e)(N(K + m + \mu_e))}{k\beta} \]
\[ E^*_u = \frac{(\beta S^*_u I^*_u)}{N(\mu_e + m + k)} \]
\[ I^*_u = \frac{N[b_1 K \beta + (\mu_e + m)(\gamma + \mu_c)(N(\mu_e + m + k))]}{\beta} \]
\[ R^*_u = \frac{\gamma I^*_u}{\mu_e} \]
\[ Q^*_r = \frac{pm(S^*_u + E^*_u)}{d_1} \]
\[ S^*_r = \frac{(1 - p)mS^*_u}{N - \beta I^*_u} \]
\[ E^*_r = \frac{(1 - p)mE^*_u + \frac{\beta S^*_u I^*_u}{N}}{(\mu_e + k)} \]

\[ I^*_r \] is a solution of the cubic equation

\[(\gamma + \mu_e)\frac{N}{k}\beta^2(I^*_r)^3 - N\beta(I^*_r)^2\left[\frac{K(1 - p)mE^*_u \beta + \mu_e(\gamma + \mu_e)N}{k}\right] - (1 - p)\mu_e mE^*_u N^2 \beta I^*_r + (1 - p)mS^*_u = 0 \]
\[ R^*_r = \frac{\mu_e}{\gamma I^*_r} \]

From the Descarte’s rule of signs, we see that the cubic equation in \( I^*_r \) admits a maximum of two positive roots as there are only two sign changes the first sign change being from first and second terms and the second one being from third to fourth terms.

So the system (2.1.1) - (2.1.9) at most can admit two infected equilibria.
Calculation of $R_0$ The basic reproduction number is one of the most important quantities in disease modelling. It is defined as the average number of secondary cases generated for every primary case generated.

For our proposed model (2.1.1) – (2.1.9), we calculate the reproduction number using the next generation matrix technique [18].

As part of this method, we divide the system into four infected and five non-infected states (2.1.1) – (2.1.9). We later obtain the Jacobian matrix of the system’s infected states (2.1.1) – (2.1.9) at disease-free equilibrium $E_0$ by calculating the Jacobian matrix of the system’s infected states (2.1.1) – (2.1.9) at disease-free equilibrium $E_0$ given by

$$J(E_0) = \begin{pmatrix}
-k - m - \mu_c & 0 & p_1\beta & 0 \\
(1-p)m & -k - \mu_c & 0 & p_2\beta \\
k & 0 & -\gamma - \mu_c & 0 \\
0 & k & 0 & -\gamma - \mu_c
\end{pmatrix}$$

or,

$$J(E_0) = T + \sum,$$ where,

$$T = \begin{pmatrix}
0 & 0 & p_1\beta & 0 \\
0 & 0 & 0 & p_2\beta \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}$$

$$\sum = \begin{pmatrix}
-k - m - \mu_c & 0 & 0 & 0 \\
(1-p)m & -k - m - \mu_c & 0 & 0 \\
k & 0 & -\gamma - \mu_c & 0 \\
0 & k & 0 & -\gamma - \mu_c
\end{pmatrix}$$
Calculating the inverse of $\sum$, we get,

$$\sum^{-1} = \begin{bmatrix}
\frac{1}{-k-m-\mu_c} & 0 & 0 & 0 \\
\frac{(1-p)}{(-k-m-\mu_c)(-k-\mu_c)} & \frac{1}{(-k-\mu_c)} & 0 & 0 \\
\frac{(k)}{(k+m+\mu_c)(-\gamma-\mu_c)} & 0 & \frac{(1)}{(-\gamma-\mu_c)} & 0 \\
\frac{k(1-p)m}{(-k-m-\mu_c)(-k-\mu_c)(\gamma+\mu_c)} & \frac{k}{(k+\mu_c)(-\gamma-\mu_c)} & 0 & \frac{(1)}{(-\gamma-\mu_c)}
\end{bmatrix}$$

Now

$$-T \sum^{-1} = \begin{bmatrix}
\frac{\beta_{p1}k}{(k+m+\mu_c)(\gamma+\mu_c)} & 0 & \frac{\beta_{p1}}{\gamma+\mu_c} & 0 \\
\frac{\beta_{p2}(1-p)m k}{(k+m+\mu_c)(\gamma+\mu_c)(k+\mu_c)} & \frac{\beta_{p2}k}{(\gamma+\mu_c)(k+\mu_c)} & 0 & \frac{\beta_{p2}}{(\gamma+\mu_c)} \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}$$

Now

$$k = E \ast -T \ast \sum^{-1} \ast E^T = \begin{bmatrix}
\frac{\beta_{p1}k}{(\gamma+\mu_c)(k+m+\mu_c)} & 0 \\
0 & \frac{\beta_{p2}k}{(\gamma+\mu_c)(k+\mu_c)}
\end{bmatrix}$$

As per the next generation matrix method we have,

$$R_0 = \frac{\beta_{p1}k}{(\gamma+\mu_c)(k+m+\mu_c)}$$, the most dominant eigen value of the matrix $k$.  

Chapter 4

Numerical Studies

In this chapter we do the various numerical simulations dealing with the local and global stabilities of disease free equilibrium and local stability of infected equilibrium. We also perform the sensitivity analysis of the model parameters for identifying the sensitive parameters and the corresponding range. 2-d heat plots are also done for identifying the parameter regions in which the system is stable.
4.1 Parameters Values

A parameter is a variable that affects the output or behaviour of a mathematical entity yet is considered constant. Parameters and variables are closely connected, and the distinction is sometimes only a question of perspective. Variables are thought to change, whereas parameters are thought to stay the same or change slowly. In certain cases, it’s possible to envisage doing several tests with the variables changing from one to the next, but the parameters remaining constant throughout and changing only between trials.

Table 2 lists the parameter values as well as the source from which they were obtained. With these parameters, the asymptotic stability of will be quantitatively demonstrated in \( E_0 \) and \( E_1 \) depending on the values of the fundamental reproduction number in a manner similar to [19].

| Parameters | Values   | Source |
|------------|----------|--------|
| \( b_1 \)  | \( \mu N(0) \) | [20]   |
| \( \gamma \) | 0.0714   | [19]   |
| \( \beta \) | 0.00028  | [21]   |
| \( d_1 \)  | 0.013    | [21]   |
| \( \mu_c \) | 0.0062   | [20]   |
| \( k \)    | 0.1961   | [15]   |
| \( m \)    | 0.000182 | [19]   |
4.2 Numerical Simulations for Disease Free Equilibrium

4.2.1 Local Stability

We prove numerically that the disease-free equilibrium $E_0$ is locally asymptotically stable whenever $R_0 < 1$. We adjust some of the table 4.2 parameter values to make the value of $R_0$ smaller than one. When the values of $\beta$, and $\mu$ were set to 0.00028 and 0.62, respectively, the value of $R_0$ was estimated to be 0.15 and $E_0 = (487.05, 325.24, 45.29, 0, 0, 0, 0, 0)$. The system of equations (2.1.1) – (2.1.9) was numerically solved in MATLAB sofware using parameter values from table 4.2. Figure 4.1 depicts the system solutions (2.1.1) – (2.1.9) with the starting variables $(S_{u}^*, E_{u}^*, I_{u}^*, R_{u}^*, Q_{r}^*, S_{r}^*, E_{r}^*, I_{r}^*, R_{r}^*) = (100, 85, 50, 20, 10, 100, 85, 50, 20)$. Figure 4.1 shows that the solution finally approaches the infection-free condition, $E_0$. As a result of our numerical study, we find that the infection-free equilibrium $E_0$ of the system (2.1.1) – (2.1.9) is locally asymptotically stable when $R_0$ is smaller than unity. Table 4.2 deals with the all the parameter values.

| Parameters | Values      |
|------------|-------------|
| $b_1$      | 350         |
| $\gamma$  | 0.0714      |
| $\beta$   | 0.00028     |
| $d_1$      | 0.013       |
| $\mu_c$   | 0.0062      |
| $k$        | 0.1961      |
| $m$        | 0.000182    |
Figure 4.1: Figure shows that local asymptotic stability of $E_0$ as $R_0 < 1$. 
4.2.2 Global stability

For numerically establishing the global stability of disease free equilibrium, we have studies the state trajectories of both urban and rural populations at different points and observed their convergence. The different initial points for urban populations include \{(20, 40, 10), (107, 36, 21), (238, 46, 32), (175, 14, 30), (175, 34, 50)\} and the corresponding trajectories are depicted in the figure 4.2 and the different initial points for rural populations include \{(50, 40, 4), (63.376, 49.1008, 30.2826), (69.376, 19.1008, 49.2826), (73.654, 20.527, 9.019), (80.654, 39.527, 9.019)\} and the corresponding trajectories are depicted in the figure 4.3.
4.2. NUMERICAL SIMULATIONS FOR DISEASE FREE EQUILIBRIUM

Figure 4.2: Figure shows that global asymptotic stability of $E_0$ as $R_0 < 1.$ in urban scenario.
Figure 4.3: Figure show that global asymptotic stability of $E_1$ whenever $R_0 < 1$ in rural scenario.
4.3 Stability of infected equilibrium

4.3.1 Local stability

Though from chapter 3, we see that the system (2.1.1) - (2.1.9), can admit two infected equilibria, from the numerical studies we found the system admits one infected equilibrium that is locally asymptotically stable. The numerical depiction of the same is done below.

Table 4.3: Values of parameters for $R_0 > 1$.

| Parameters | Values  |
|------------|---------|
| $b_1$      | 350     |
| $\gamma$  | 0.0714  |
| $\beta$   | 0.00028 |
| $d_1$      | 0.013   |
| $\mu_c$   | 0.0062  |
| $k$        | 0.1961  |
| $m$        | 0.000182 |
For the parameter values in table 4.3, the value of $R_0$ was estimated to be 1.514 and the infected equilibrium to be $E_1 = (4364.05, 24.45, 35.04, 22.35, 2705.25, 704.48, 45.22, 37.53, 28.21)$.

Figure 4.4 shows that $E_1$ is locally asymptotically stable for $R_0 > 1$.

The initial values for this simulation were chosen to be

$$(S^*_{u1}, E^*_{u1}, I^*_{u1}, R^*_{u1}, Q^*_{r1}, S^*_{r1}, E^*_{r1}, I^*_{r1}, R^*_{r1}) = (100, 85, 50, 20, 10, 100, 85, 50, 20).$$

Figure 4.4: Figure show that local asymptotic stability of $E_1$ whenever $R_0 > 1$. 
For the parameter values in table 4.3, the value of $R_0$ was estimated to be 1.514 and the infected equilibrium to be $E_1 = (4364.05, 24.45, 35.04, 22.35, 2705.25, 704.48, 45.22, 37.53, 28.21)$.

Figure 4.5 shows that $E_1$ is locally asymptotically stable for $R_0 > 1$.

The initial values for this simulation were chosen to be $(S_{u1}^*, E_{u1}^*, R_{u1}^*, Q_{u1}, S_{r1}^*, I_{r1}^*, R_{r1}^*) = (150, 85, 100, 20, 10, 100, 85, 80, 20)$.
For the parameter values in table 4.3, the value of $R_0$ was estimated to be 1.514 and the infected equilibrium to be $E_1 = (4364.05, 24.45, 35.04, 22.35, 2705.25, 704.48, 45.22, 37.53, 28.21)$.

Figure 4.6 shows that $E_1$ is locally asymptotically stable for $R_0 > 1$.

The initial values for this simulation were chosen to be

$$(S_{u1}^*, E_{u1}^*, I_{u1}^*, R_{u1}^*, Q_{r1}, S_{r1}^*, E_{r1}^*, I_{r1}^*, R_{r1}^*) = (90, 85, 60, 20, 10, 100, 85, 70, 20).$$

Figure 4.6: Figure show that local asymptotic stability of $E_1$ whenever $R_0 > 1$. 
For the parameter values in table 4.3, the value of $R_0$ was estimated to be 1.514 and the infected equilibrium to be $E_1 = (4364.05, 24.45, 35.04, 22.35, 2705.25, 704.48, 45.22, 37.53, 28.21)$.

Figure 4.7 shows that $E_1$ is locally asymptotically stable for $R_0 > 1$.

The initial values for this simulation were chosen to be

$$(S_{u1}^*, E_{u1}^*, I_{u1}^*, R_{u1}^*, Q_{u1}^*, S_{r1}^*, E_{r1}^*, I_{r1}^*, R_{r1}^*) = (200, 95, 50, 40, 10, 100, 85, 80, 20).$$

![Figure 4.7: Figure show that local asymptotic stability of $E_1$ whenever $R_0 > 1$.](image)
4.4 Sensitivity Analysis

One of the greatest concerns in a pandemic is the ability of an infection to infiltrate in a population. Sensitivity analysis is used to investigate the elements that contribute to the spread and persistence of this disease in the community. We are interested in the characteristics that cause a higher divergence in the value of the reproduction number.

In this setting sensitivity analysis quite handy as it is used to investigate the effect of input factors (parameters, in-output boundary conditions, and so on) on output variables. The infection dies out in the population when $R_0 < 1$, as shown in the preceding sections. As a result, it’s critical to keep the model parameters under control such that $R_0$ is smaller than one. As a result, it’s critical to figure out what intervals the model parameters are sensitive too. In this part, we do a sensitivity analysis of the model parameters, similar to the sensitivity analysis performed. We depict the infected population, the mean infected population, and the mean squared error as a function of time as each parameter is changed. These charts may be used to see if a parameter is sensitive within a specific interval. The various intervals used are listed in the table 4.4 below. Table 4.3 contains the fixed parameter values.

Table 4.4: Interval Ranges for Sensitivity Analysis

| Parameter | Interval               | Step Size |
|-----------|------------------------|-----------|
| $b_1$     | 345 to 355             | 1         |
|           | 355 to 365             |           |
| $m$       | 0 to 0.00182           | 0.0001    |
|           | 0.00182 to 0.1         | 0.0001    |
| $\beta$   | 0 to 0.00028           | 0.0001    |
|           | 0.00028 to 0.1         |           |
| $k$       | 0 to 0.05              | 0.01      |
|           | 0.2 to 2               |           |
| $d_1$     | 0 to 0.013             | 0.001     |
|           | 0.013 to 0.5           | 0.001     |
| $\mu_c$   | 0.1 to .5              | .001      |
|           | .5 to 1                |           |
| $\gamma$  | 0 to 0.0714            | 0.001     |
|           | 0.0714 to 1            |           |
4.4. SENSITIVITY ANALYSIS

Parameter $\mu_c$

Figure 4.8 depicts the results of the sensitivity of $\mu_c$, which was determined in two intervals as specified in table 4.4. The sensitivity is obtained by plotting the infected population for each value of the parameter $\mu_c$ in the intervals, the mean infected population, and the mean square error. Figure 4.8 shows that the overall infected population remains constant for all values of $\mu_c$ changed in both intervals given in table 4.4. The mean infection decreases rapidly and is resolved in a few days. It is evident that the mean square error of the overall infected population increases initially. This variation around the mean, however, lasts only a short time before the mean square error converges to zero. Because there is just one expected variation and the standard deviation falls to minimal levels, we may conclude that $\mu_c$ is insensitive in both intervals I and II.

(a) Interval I : 0 to 0.5
4.4. SENSITIVITY ANALYSIS

Figure 4.8: Figure showing that the sensitivity analysis of $\mu_c$ varied in 2 intervals in table 4.4. The plots shows that the infected population for each value of the parameter $\mu_c$ per every interval and with the mean infected population and the mean square error in the same interval.

4.4.1 Parameter $k$

The results related to sensitivity of $k$, varied in two intervals as mentioned in table 4.4, are given in figure 4.9. The plots of infected population for each varied value of the parameter $k$ per interval, the mean infected population and the mean square error are used to determine the sensitivity. We conclude from these plots that the parameter $k$ is sensitive in interval I and II.
4.4. SENSITIVITY ANALYSIS

(a) Interval I : 0 to 1.33
4.4. SENSITIVITY ANALYSIS

(b) Interval I : 1.33 to 2

Figure 4.9: Figure showing that the sensitivity analysis of $k$ varied in 2 intervals in table 4.4. The plots shows that the infected population for each value of the parameter $k$ per every interval and with the mean infected population and the mean square error in the same interval.

4.4.2 Parameter

The results related to sensitivity of $\gamma$, varied in two intervals as mentioned in table 4.4, are given in figure 4.10. The plots of infected population for each varied value of the parameter $\gamma$ per interval, the mean infected population and the mean square error are used to determine the sensitivity. We conclude from these plots that the parameter $\gamma$ is sensitive in interval I and II. In similar lines, the sensitivity analysis is done for other parameters. The results are summarized below.
4.4. SENSITIVITY ANALYSIS

(a) Interval I: 0 to 1.33
(b) Interval I : 1.33 to 2

Figure 4.10: Figure showing that the sensitivity analysis of $\gamma$ varied in 2 intervals in table 4.4. The plots shows that the infected population for each value of the parameter $\gamma$ per every interval and with the mean infected population and the mean square error in the same interval.
Parameter $\beta$ The results related to sensitivity of $\beta$, varied in two intervals as mentioned in table 4.4, are given in figure 4.11. The plots of infected population for each varied value of the parameter $\beta$ per interval, the mean infected population and the mean square error are used to determine the sensitivity. We conclude from these plots that the parameter $\beta$ is insensitive in interval I and II. In similar lines, the sensitivity analysis is done for other parameters. The results are summarized below.

(b) Interval I : .0001 to .0005
Figure 4.11: Figure showing that the sensitivity analysis of $\beta$ varied in 2 intervals in Table 4.4. The plots show that the infected population for each value of the parameter $\beta$ per every interval and with the mean infected population and the mean square error in the same interval.

(b) Interval I: .0005 to .001
Parameter $b_1$. The results related to sensitivity of $b_1$, varied in two intervals as mentioned in table 4.4, are given in figure 4.12. The plots of infected population for each varied value of the parameter $b_1$ per interval, the mean infected population and the mean square error are used to determine the sensitivity. We conclude from these plots that the parameter $b_1$ is insensitive in interval I and II. In similar lines, the sensitivity analysis is done for other parameters. The results are summarized below.

(a) Interval I : 345 to 355
Figure 4.12: Figure showing that the sensitivity analysis of $b_1$ varied in 2 intervals in Table 4.4. The plots show that the infected population for each value of the parameter $b_1$ per every interval and with the mean infected population and the mean square error in the same interval.
Parameter $m$ The results related to sensitivity of $m$, varied in two intervals as mentioned in table 4.4, are given in figure 4.13. The plots of infected population for each varied value of the parameter $m$ per interval, the mean infected population and the mean square error are used to determine the sensitivity. We conclude from these plots that the parameter $m$ is insensitive in interval I and II.

(a) Interval I : 0 to 2
4.4. SENSITIVITY ANALYSIS

(b) Interval I: 2 to 3

Figure 4.13: Figure showing that the sensitivity analysis of $m$ varied in 2 intervals in table 4.4. The plots shows that the infected population for each value of the parameter $m$ per every interval and with the mean infected population and the mean square error in the same interval.
4.5 Summary of Sensitivity Analysis

The following table 4.5 gives a summary of the sensitive analysis. Parameters $\gamma$, $\mu_c$, $k$ are found to be sensitive in certain intervals and parameters are found to be insensitive.

Table 4.5: Summary of Sensitivity Analysis

| Parameter | Interval         | Step Size |
|-----------|-----------------|-----------|
| $b_1$     | 345 to 355      | x         |
|           | 355 to 365      | x         |
| $m$       | 0 to 0.00182    | x         |
|           | .00182 to 1     | x         |
| $\beta$  | 0 to 0.00028    | x         |
|           | 0.0028 to 0.1   | x         |
| $k$       | 0 to 0.05       | ✓         |
|           | 0.05 to 2       | ✓         |
| $d_1$     | 0 to 0.013      | x         |
|           | 0.013 to 0.5    | x         |
| $\mu_c$  | 0.1 to 0.5      | ✓         |
|           | 0.5 to 1        | ✓         |
| $\gamma$ | 0 to 0.0714     | ✓         |
|           | 0.0714 to 1     | ✓         |
4.6 Heat Plots

In this section we vary two sensitive model parameters at a time in the interval given in table 4.5 and plot the value of $R_0$ as heat plots. The blue colour in these plots corresponds to the region where $R_0 < 1$, Therefore, for the choice of parameters in this region, the disease free equilibrium is globally asymptotically stable. Similarly, the green colour in these plots corresponds to the region where $R_0 > 1$. Therefore, for the choice of parameters in this region, the infected equilibrium is globally asymptotically stable.
Parameters $\mu_c$ and $k$

Figure 4.14: Heat plots for the sensitive parameters $\mu_c$ and $k$
4.6. HEAT PLOTS

Parameters $\beta$ and $m$

Figure 4.15: Heat plots for the sensitive parameters $\beta$ and $m$
Parameters $\beta$ and $\mu_c$

Figure 4.16: Heat plots for the sensitive parameters $\beta$ and $\mu_c$
Chapter 5

Comparative Effectiveness Study

In this chapter we do the comparative effectiveness study for our proposed model with reference to three control interventions, namely, Vaccination, Antiviral drugs and Immunotherapy.
Vaccination

This vaccination in the population is one intervention that reduces the number of infections in both the urban and rural populations. Because this varies between urban and rural settings, we choose \( k \) to be \( k(1 - \epsilon_{11}) \) for the urban population and \( k(1 - \epsilon_{12}) \) for the rural population.

Antiviral drugs

Antiviral medications that block viral replacement, such as Nitazoxanide, Ribavirin, and Ivermectin, aid in the reduction of COVID-19 in infected cells within seven days. Remdesivir, steroids, tocilizumab, favipiravir, and ivermectin, on the other hand, limit viral replication in infected cells [22, 23]. This gives the virus a boost, allowing it to go from infected to recovered. So in this intervention we choose \( \gamma \) to be \( \gamma(1 + \epsilon_{21}) \) for urban population and \( \gamma(1 + \epsilon_{22}) \) for rural population.

Immunotherapy

Immune-based viral elimination employing polyclonal convalescent plasma or human monoclonal antibodies to the SARS-CoV-2 spike protein may prevent infection in COVID-19-infected people or improve their outcomes [24, 25]. Because of antibodies, the rate of virus clearance increases as the number of infected cells decreases. As a result, the population transitions from infected to recovered (urban/rural). So here we have to choose \( \gamma \) to be \( \gamma(1 + \epsilon_{31}) \) for urban population and \( \gamma(1 + \epsilon_{32}) \) for rural population.
Change in $R_0$

With the above three control health interventions the modified basic reproduction number $R_E$ is found to be

$$R_E = \frac{\beta p_k(1 - \epsilon_{11})(1 - \epsilon_{12})}{N(m + \mu_c)(k(1 - \epsilon_{11})(1 - \epsilon_{12}) + m + \mu_c)(\gamma(1 + \epsilon_{21})(1 + \epsilon_{22})(1 + \epsilon_{31})(1 + \epsilon_{32}) + \mu_c)}$$

We now do the comparative effectiveness study of these three interventions by calculating the percentage reduction of $R_0$ for single and multiple combination of these interventions at different efficacy levels such as

(a) Low efficacy of 0.3,
(b) Medium efficacy of 0.6, and
(c) High efficacy of 0.9.

The Percentage reduction of $R_0$ is given by:

$$\text{PR (percentage reduction) of } R_0 = \left[ \frac{R_0 - R_E}{R_0} \right] \times 100,$$

where $j$ denotes for $\epsilon_{11}, \epsilon_{21}, \epsilon_{31}, \epsilon_{12}, \epsilon_{22}, \epsilon_{32}$ or the combinations thereof seen for.

For these three health interventions, we consider 17 different efficacy combinations as enlisted in table 5.1 for comparative effectiveness study. We did not consider other possible efficacy combinations as they yielded more or less similar reduction in $R_0$ as one of these 17 combinations.

The percentages are then ranked for each efficacy level decreases on $R_0$ for the corresponding distinct combinations for the three health interventions that were investigated in this study in ascending order from 1 to 17 for each combination of efficacy levels. CE (comparative effectiveness) is calculated and assessed on a scale of 1 to 17, with 1 indicating the lowest comparable effectiveness and 17 indicating the highest comparative efficacy. The term "Comparative Effectiveness” is abbreviated as CE in table 5.2.
Table 5.1: Efficacy combinations used for CE study

| No. | $\epsilon_{11}$ | $\epsilon_{12}$ | $\epsilon_{21}$ | $\epsilon_{22}$ | $\epsilon_{31}$ | $\epsilon_{32}$ |
|-----|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| 1   | 0               | 0               | 0               | 0               | 0               | 0               |
| 2   | 0               | 0               | 0.3             | 0.3             | 0.3             | 0.3             |
| 3   | 0               | 0               | 0.3             | 0.6             | 0.3             | 0.6             |
| 4   | 0               | 0               | 0.6             | 0.6             | 0.6             | 0.6             |
| 5   | 0               | 0               | 0.9             | 0.6             | 0.9             | 0.6             |
| 6   | 0.3             | 0.3             | 0.3             | 0.3             | 0.3             | 0.3             |
| 7   | 0.3             | 0.3             | 0.6             | 0.3             | 0.6             | 0.3             |
| 8   | 0.3             | 0.3             | 0.6             | 0.6             | 0.6             | 0.6             |
| 9   | 0.3             | 0.3             | 0.9             | 0.6             | 0.9             | 0.6             |
| 10  | 0.6             | 0.6             | 0.3             | 0.3             | 0.3             | 0.3             |
| 11  | 0.6             | 0.6             | 0.6             | 0.3             | 0.6             | 0.3             |
| 12  | 0.6             | 0.6             | 0.6             | 0.6             | 0.6             | 0.6             |
| 13  | 0.6             | 0.6             | 0.9             | 0.6             | 0.9             | 0.6             |
| 14  | 0.9             | 0.9             | 0.3             | 0.3             | 0.3             | 0.3             |
| 15  | 0.9             | 0.9             | 0.6             | 0.3             | 0.6             | 0.3             |
| 16  | 0.9             | 0.9             | 0.6             | 0.6             | 0.6             | 0.6             |
| 17  | 0.9             | 0.9             | 0.9             | 0.6             | 0.9             | 0.6             |
The findings of the comparative effectiveness analysis suggest the following recommendations.

1. The best optimal reduction in the reproduction number was obtained when the efficacy levels of the controls intervention were chosen to be a mix of high and medium levels.

2. It is not really necessary to choose all the controls intervention at the highest efficacy levels for optimal reduction in $R_0$.

3. To achieve a fairly good reduction in $R_0$ it is necessary to choose the vaccination intervention at the highest efficacy level and the other two interventions at either medium or high efficacy levels.
Chapter 6

Discussions and Conclusions

In this study, we have formulated and analyzed a non-linear multi compartmental (SEIR) model for the COVID-19 with reference to immigration from urban to rural population in Indian scenario.

We initially established the positivity and boundedness followed by establishing the existence and uniqueness of solutions for the proposed SEIR model. We later calculated the equilibrium points and basic reproduction number $R_0$.

We then went on to numerically establish both the local and global stabilities of the obtained disease free equilibrium and local stability of infected equilibrium. We found that the disease free equilibrium was globally asymptotically stable when $R_0 < 1$ and infected equilibrium was locally asymptotically stable when $R_0 > 1$. Further performing the sensitivity analysis we identified the sensitive parameters to be $\gamma$, $k$, $\mu_c$, in the ranges $(0.015 - 0.030),(0.005 - 0.02),(0.003 - 0.005)$ respectively. 2-d two parameter heat plots with respect to sensitive parameters were done to find the parameter regions in which the system is stable.

We finally performed the comparative effectiveness studies with reference to the control health interventions such as vaccination, antiviral drugs, Immunotheraphy. The findings of the comparative effectiveness analysis suggested that the best optimal reduction in the reproduction number can be achieved when the efficacy levels of the controls intervention are chosen to be a mix of high and medium levels. Moreover, for achieving a fairly good reduction in reproduction number it is necessary to choose the vaccination intervention at the highest efficacy level and the other two interventions at either medium or high efficacy levels.
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