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Abstract
For general spin systems, we prove that a contractive coupling for an arbitrary local Markov chain implies optimal bounds on the mixing time and the modified log-Sobolev constant for a large class of Markov chains including the Glauber dynamics, arbitrary heat-bath block dynamics, and the Swendsen-Wang dynamics. This reveals a novel connection between probabilistic techniques for bounding the convergence to stationarity and analytic tools for analyzing the decay of relative entropy. As a corollary of our general results, we obtain $O(n \log n)$ mixing time and $\Omega(1/n)$ modified log-Sobolev constant of the Glauber dynamics for sampling random $q$-colorings of an $n$-vertex graph with constant maximum degree $\Delta$ when $q > (11/6 - \epsilon_0)\Delta$ for some fixed $\epsilon_0 > 0$. We also obtain $O(\log n)$ mixing time and $\Omega(1)$ modified log-Sobolev constant of the Swendsen-Wang dynamics for the ferromagnetic Ising model on an $n$-vertex graph of constant maximum degree when the parameters of the system lie in the tree uniqueness region. At the heart of our results are new techniques for establishing spectral independence of the spin system and block factorization of the relative entropy. On one hand we prove that a contractive coupling of any local Markov chain implies spectral independence of the Gibbs distribution. On the other hand we show that spectral independence implies factorization of entropy for arbitrary blocks, establishing optimal bounds on the modified log-Sobolev constant of the corresponding block dynamics.

1 Introduction
Spectral independence is a powerful new approach for proving fast convergence of Markov chain Monte Carlo (MCMC) algorithms. The technique was introduced by Anari, Liu, and Oveis Gharan [2] to establish rapid mixing of the Glauber dynamics by utilizing high-dimensional expanders. For a spin system defined on a graph $G = (V, E)$, the Glauber dynamics is the simple single-site update Markov chain which updates the spin at a randomly chosen vertex in each step. The mixing time is the number of steps to reach close to the stationary distribution.

Our paper addresses two broad questions. First, what are the implications of spectral independence? In particular, does it imply fast convergence for other Markov chains beyond the simple Glauber dynamics? We prove that it does: we show that spectral independence implies optimal mixing time bounds and modified log-Sobolev constants for a broad class of chains, including all possible heat-bath block dynamics and the Swendsen-Wang dynamics. Our proof utilizes recent work on entropy factorization [12, 5].

Our second question is when does spectral independence hold, and how does it relate to traditional proof approaches, such as coupling techniques? Here again we prove a general result, showing that a contractive coupling for any local Markov chain implies spectral independence. This immediately yields stronger than state of the art mixing time bounds for a variety of chains. In addition, it provides an intriguing conceptual connection between the coupling method and modified log-Sobolev inequalities as we describe below.
There are two broad approaches for establishing fast convergence of MCMC algorithms: probabilistic or analytic techniques. Probabilistic techniques primarily utilize the coupling method; a popular example is the path coupling method which has become a fundamental tool in theoretical computer science \cite{10}. In contrast, analytic techniques establish decay to equilibrium by means of functional inequalities such as Poincaré or log-Sobolev inequalities, which correspond to decay of variance and relative entropy respectively. In particular, the so-called modified log-Sobolev inequality is often a powerful analytic tool in establishing tight bounds on the mixing time, while the weaker Poincaré inequality provides control on the spectral gap; see, e.g., \cite{19,33,7}.

These two approaches—probabilistic or analytic—appeared disparate. While coupling techniques have been used to prove Poincaré inequalities, there are no clear relations between the probabilistic approach and log-Sobolev inequalities. We establish a strong connection by proving that coupling inequalities in the form of bounds on the Ollivier-Ricci curvature of the Markov chain imply entropy decay, and hence the associated modified log-Sobolev inequality holds; see Section 2 for definitions. In the specific context of spin systems on bounded-degree graphs, this settles a remarkable (and more general) conjecture of Peres and Tetali (see Conjecture 3.1 in \cite{22} and Remark \ref{rem:1.1}).

Our technical contributions apply in the general setting of $q$-state spin systems. This is a convenient setting to capture a wide family of distributions defined on graphs, including the equilibrium distribution of undirected graphical models. We now introduce some relevant notation and refer to Section 2 for a formal definition of general spin systems. Let $G = (V,E)$ be an $n$-vertex graph, and let $\Delta$ denote the maximum degree of $G$. For integer $q \geq 2$ the state space of the model is the set $\Omega = \{ \sigma \in [q]^V : \mu(\sigma) > 0 \}$ of assignments with positive weight in the Gibbs distribution $\mu$.

Canonical examples of a spin system include the Ising model (with $q = 2$ spin values) and the Potts model (with $q \geq 3$); in these models, for an inverse temperature parameter $\beta$, a configuration $\sigma \in \Omega$ has probability $\mu(\sigma) \propto \exp(\beta M(\sigma))$ where $M(\sigma)$ is the number of edges of $G$ which are monochromatic in $\sigma$. The Ising/Potts model is ferromagnetic when $\beta > 0$ and antiferromagnetic when $\beta < 0$. The hard-core model is another spin system defined on the set of independent sets of $G$ weighted by a parameter $\lambda > 0$; each independent set $\sigma$ has probability proportional to $\lambda^{|\sigma|}$ in the Gibbs distribution. The $q$-colorings model, where the Gibbs distribution is uniform over the collection of proper vertex $q$-colorings of $G$, is also a classical spin system.

The Glauber dynamics is the simplest MCMC approach for sampling from the Gibbs distribution $\mu$. The transitions of the Markov chain $(X_t)$ update the spin at a randomly chosen vertex in each step. From $X_t \in \Omega$, we choose a random vertex $x$, set $X_{t+1}(y) = X_t(y)$ for all $y \neq x$, and the spin $X_{t+1}(x)$ is chosen from the marginal distribution at $x$ conditional on the current spins on $N(x)$, the neighborhood of $x$. The mixing time is the number of steps, from the worst initial state, to get close to the stationary distribution; see Section 2.

Our results apply more broadly to the general class of heat-bath block dynamics. Let $\mathcal{B} = \{ B_1, \ldots, B_k \}$ be any collection of sets (or blocks) such that $V = \cup_i B_i$ and let $\alpha = (\alpha_B)_{B \in \mathcal{B}}$ be a probability distribution on $\mathcal{B}$. A step of the heat-bath block dynamics operates by choosing a block $B \in \mathcal{B}$ with probability $\alpha_B$ and updating the configuration in $B$ with a sample from the Gibbs distribution conditional on the configuration on $V \setminus B$. Note that the Glauber dynamics corresponds to setting the blocks to individual vertices with uniform weights, and for a bipartite graph, the even-odd chain (also known as the alternating scan dynamics) corresponds to uniform weighting for two blocks corresponding to the two parts. By extending the weight to $\alpha_B = 0$ if $B \notin \mathcal{B}$ we think of $\alpha$ as a distribution over all subsets of $V$ and speak of the $\alpha$-weighted heat-bath block dynamics.

Given $\alpha$, define the minimum “coverage probability” of a vertex by

\begin{equation}
\delta = \delta(\alpha) = \min_{x \in V} \sum_{B : B \ni x} \alpha_B.
\end{equation}

We say that the block dynamics have optimal mixing when there exists a constant $C$ such that for all weights $\alpha$ the mixing time of the $\alpha$-weighted heat-bath block dynamics is at most $C\delta(\alpha)^{-1}\log n$. Similarly, we say that the block dynamics have optimal entropy decay if the modified log-Sobolev constant of the $\alpha$-weighted heat-bath block dynamics is at least $\delta(\alpha)/C$. Note that the constant $C$ may depend on the parameters defining the spin system and on the maximum degree $\Delta$, but it does not depend on $n$ and it is independent of the choice of weights $\alpha$. In this generality, these bounds are optimal up to the value of the constant $C$. Indeed, for the Glauber dynamics we have $\delta(\alpha) = 1/n$ and the mixing time matches the $\Omega(n \log n)$ lower bound established by Hayes and Sinclair \cite{28} for bounded-degree graphs. Moreover, by restricting to test functions of a single spin it is not hard to check that the spectral gap of the $\alpha$-weighted block dynamics is always at most $\delta(\alpha)$, and therefore the lower bound $\delta(\alpha)/C$
on the modified log-Sobolev constant of the block dynamics is optimal up to the multiplicative constant $1/C$; see e.g. [7] for standard relations between spectral gap and modified log-Sobolev constant.

1.1 Applications We begin with a few examples of applications of our results. We then delve into our general technical contributions in subsequent subsections. We note that all of these applications follow immediately from previous coupling proofs together with our new technical contributions.

For $q$-colorings of graphs with maximum degree $\Delta$, Jerrum [30] proved that the Glauber dynamics has $O(n \log n)$ mixing time when $q > 2\Delta$. Jerrum’s result was improved to $q > \frac{11}{6} \Delta$ in [44] and further improved to $q > (\frac{11}{6} - \epsilon_0)\Delta$ for some small $\epsilon_0 \approx 10^{-5} > 0$ by Chen et al. [14] by analyzing a Markov chain referred to as the flip dynamics; this implied $O(n^2)$ mixing time of the Glauber dynamics. We obtain $O(n \log n)$ mixing time of the Glauber dynamics, which is asymptotically optimal [28], and also obtain optimal bounds on the log-Sobolev and modified log-Sobolev constants.

**Theorem 1.1.** For $q$-colorings on an $n$-vertex graph of maximum degree $\Delta$, when $q > (\frac{11}{6} - \epsilon_0)\Delta$, where $\epsilon_0 \approx 10^{-5} > 0$ is a fixed constant, the Glauber dynamics has mixing time $O(n \log n)$ and log-Sobolev and modified log-Sobolev constants $\Omega(1/n)$. More generally, under these assumptions all block dynamics have optimal mixing and optimal entropy decay.

For the ferromagnetic Ising model, Mossel and Sly [37] established optimal mixing time bounds of $O(n \log n)$ for the Glauber dynamics on any graph of maximum degree $\Delta$ in the tree uniqueness region; that is, for all $\beta < \beta^\star(\Delta) = \ln \left( \frac{\Delta}{\Delta - 1} \right)$. It is the threshold of the uniqueness/non-uniqueness phase transition on the $\Delta$-regular tree. Our general results allow us to extend this to arbitrary heat-bath block dynamics and to the Swendsen-Wang dynamics [42]. The latter is a particularly interesting Markov chain which utilizes the random-cluster representation of the ferromagnetic Potts model to perform global updates in a single step. This non-local nature makes tight analysis of the Swendsen-Wang dynamics challenging. In [6], it was shown that the mixing time of the Swendsen-Wang dynamics on any graph of maximum degree $\Delta$ in the tree uniqueness region is $O(n)$. Our general results imply a bound of $O(\log n)$ on the mixing time of the Swendsen-Wang dynamics and a bound of $\Omega(1)$ on the corresponding modified log-Sobolev constant in the same tree uniqueness region. As shown in [3] for the special case of the $d$-dimensional integer lattice $\mathbb{Z}^d$, these estimates are optimal up to a multiplicative constant. Our results also yield new optimal bounds on the log-Sobolev and modified log-Sobolev constants for the Glauber dynamics in the same setting.

We also obtain improved results for the ferromagnetic Potts model. Unlike the Ising model, for the ferromagnetic Potts model known rapid mixing results for the Glauber dynamics do not reach the tree uniqueness threshold. The best known results [27, 33, 8] imply that the Glauber dynamics mixes in $O(n \log n)$ steps when $\beta < \beta_0$ where $\beta_0 = \max \left\{ \frac{1}{3}, \frac{1}{2} \ln \left( \frac{\Delta}{\Delta - 1} \right) \right\}$. In addition, [8] showed $\text{poly}(n)$ mixing of the Glauber dynamics for $\beta < \beta_1$ where $\beta_1 = (1 - o(1)) \ln \frac{n}{\Delta - 1}$; the $o(1)$ term tends to 0 as $q \to \infty$; see Remark 3.5 for more details. These results yield polynomial mixing time bounds for the Swendsen-Wang dynamics in the corresponding regimes of $\beta$. Note the critical point for the uniqueness threshold on the tree was established by H"aggstr"om [20] and it behaves as $\beta_u = \frac{\ln q}{\Delta - 1} + O(1)$; see [8]. In both regimes, we prove optimal bounds for the mixing time and (modified) log-Sobolev constant of the Glauber dynamics and also for the Swendsen-Wang dynamics.

**Theorem 1.2.** For the ferromagnetic Ising model with $\beta < \beta^\star(\Delta)$ on any $n$-vertex graph of maximum degree $\Delta \geq 3$, all heat-bath block dynamics have optimal mixing and optimal entropy decay, and the Swendsen-Wang dynamics has optimal mixing time $O(\log n)$ and optimal modified log-Sobolev constant $\Omega(1)$. For the ferromagnetic Potts model the same results hold when $\beta < \max \{ \beta_0, \beta_1 \}$.

1.2 Spectral independence definitions A central concept in our work is spectral independence, which was introduced by Anari, Liu and Oveis Gharan [2] to establish polynomial mixing time bounds for the Glauber dynamics. To formally define spectral independence it will be important to consider the effect of pinnings which can informally be viewed as boundary conditions. For $U \subset V$, let $\Omega_U = \{ \tau \in [q]^U : \exists \sigma \in \Omega, \sigma_U = \tau \}$ denote the set of assignments to $U$ with valid extensions on the remaining vertices. In particular, $\Omega_U$ denotes the set of all valid spin assignments for the vertex $x$ under $\mu$. A pinning is a fixed assignment $\tau$ on some $U \subset V$ where $\tau \in \Omega_U$. We write $\mu^\tau$ for the Gibbs measure $\mu(\cdot | \sigma_U = \tau)$ obtained by conditioning on the given $\tau$. In the presence of a pinning $\tau$ on $U \subset V$, the definition of the Glauber dynamics remains the same with the assignment
Theorem 1.3. (\cite{17}) Following theorem.

The spectral independence approach considers the following matrices which capture the pairwise influence of vertices. For a pair of vertices $x, y$ and a pair of spins $a, a'$, it is the influence of the spin $a$ at $x$ on the marginal probability of $a'$ at $y$.

Definition 1.1. (ALO influence matrix) The ALO influence matrix $J \in \mathbb{R}^{X \times X}$ is defined by $J(x, a; x, a') = 0$ and

$$J(x, a; y, a') = \mu(\sigma_y = a' \mid \sigma_x = a) - \mu(\sigma_y = a') \quad \text{for } x \neq y.$$ 

Moreover, for a pinning $\tau \in T$, $J^\tau$ denotes the influence matrix with respect to the conditional measure $\mu^\tau$.

Note that \cite{2} defined the influence matrix only for $q = 2$ in a slightly different form and the definition was later generalized to all $q \geq 2$ by two independent works \cite{15, 23} in different ways. In this paper we use the definition from \cite{15} which is more suitable for our applications in Section 3 for establishing spectral independence, but we could also work with the definition from \cite{23} with some additional effort. Since $J$ is self-adjoint the eigenvalues of $J$ are real. Let $\lambda_1(J) \geq 0$ denote its largest eigenvalue (the eigenvalue zero always exists since all row sums of $J$ vanish).

Definition 1.2. (Spectral independence) We say that a spin system is $\eta$-spectrally independent if for all pinnings $\tau \in T$ we have $\lambda_1(J^\tau) \leq \eta$.

There is one additional property of the Gibbs distribution that will be relevant to us; namely, that the marginal probability for any vertex is lower bounded by a constant $b$. This property is typically trivial to satisfy for some constant $b = b(\Delta) > 0$. We write $\Omega^a_x$ for the set of spin values that are allowed at $x$ in the presence of the pinning $\tau$.

Definition 1.3. (Marginal boundedness) We say that the spin system is $b$-marginally bounded if for all pinnings $\tau$, all $x \in V$, all $a \in \Omega^a_x$ we have $\mu^\tau(\sigma_x = a) \geq b$.

1.3 Consequences of spectral independence The spectral independence approach has been quite powerful as it led to rapid mixing results for the hard-core model in the tree uniqueness region \cite{2}, for any 2-spin antiferromagnetic spin system in the tree uniqueness region \cite{16}, and for colorings \cite{15, 23} it matched the best known parameter bounds using other algorithmic approaches. Moreover, recent work of Chen et al. \cite{17} shows that spectral independence implies optimal mixing of the Glauber dynamics in all of these cases as stated in the following theorem.

Theorem 1.3. (\cite{17}) For an arbitrary spin system on a graph of maximum degree $\Delta$, if the system is $\eta$-spectrally independent and $b$-marginally bounded, then there exists a constant $C = C(b, \eta, \Delta) > 0$ such that the mixing time of the Glauber dynamics for the spin system is at most $Cn \log n$ where $n$ is the number of vertices, and the modified log-Sobolev constant of the Glauber dynamics is at least $1/(Cn)$. Moreover, the constant $C$ satisfies

$$C = \left( \frac{4}{b} \right)^{(1 + \frac{\eta}{2})}.$$ 

We note that we obtain an incremental improvement in the mixing time bound in this theorem, improving the exponent in the constant $C$ from $O(1 + \eta/b^2)$ (see Theorem 1.9 in \cite{17}) to $O(1 + \eta/b)$.

The key step in the proof of Theorem 1.3 is the implication

$$\text{(1.2)} \quad \text{Spectral Independence} \implies \text{Approximate Tensorization of Entropy}.$$ 

Approximate tensorization of entropy is a generalization of the standard fact that if $\mu$ is a product distribution, then for any function $f : \Omega \rightarrow \mathbb{R}_+$ we have

$$\text{Ent}(f) \leq \sum_{x \in V} \mu(x) \text{Ent}_x(f),$$

where $\mu[f] = \sum_{\sigma \in \Omega} \mu(\sigma)f(\sigma)$ and $\text{Ent}(f) = \mu[f \log(f/\mu[f])]$ denote the mean and entropy of $f$ with respect to the measure $\mu$, respectively, whereas $\mu[\text{Ent}_x f] = \mu[f \log(f/\mu_x[f])]$ is the expected value according to $\mu$ of the conditional entropy $\tau \mapsto \text{Ent}(f|\tau)$ for $\tau$ a spin configuration on $V \setminus \{x\}$; see Section 2.2 for the detailed definitions.
For a general Gibbs distribution \( \mu \), approximate tensorization of entropy says that there exists a constant \( C \geq 1 \), such that for any function \( f : \Omega \to \mathbb{R}_+ \),

\[
(1.3) \quad \text{Ent}(f) \leq C \sum_{x \in V} \mu[\text{Ent}_x(f)].
\]

In general, approximate tensorization is easily seen to imply the desired bounds on the modified log-Sobolev constant and the mixing time of the Glauber dynamics; see e.g. [11]. In the setting of spin systems on the lattice \( \mathbb{Z}^d \), approximate tensorization estimates are known to hold under the so-called strong spatial mixing condition; this follows from the logarithmic Sobolev inequalities established in [11, 24, 13].

We provide an alternative proof of some of the key steps for the implication (1.2). The analogous result in [17] is proved in the more general framework of simplicial complexes and generalizes the result of [18] for homogeneous strongly log-concave distributions; see also [29] for related results. Our proof, which is provided in the full version [4], is completely framed in the setting of spin systems and is devoid of any work on simplicial complexes. This new approach may be conceptually simpler to some readers, and it enables us to present a self-contained proof of our main results. As a byproduct we obtain the aforementioned improvement in the constant \( C \) in Theorem 1.3.

One of our main results in this paper is the following substantial extension of (1.2):

\[
(1.4) \quad \text{Spectral Independence} \implies \text{General Block Factorization of Entropy}.
\]

Caputo and Parisi [12] introduced the notion of general block factorization of entropy which generalizes approximate tensorization, and is useful for analyzing more general classes of Markov chains. Let \( \alpha = (\alpha_B)_{B \subset V} \) be an arbitrary probability distribution over subsets of \( V \), and set \( \delta(\alpha) = \min_{x \in V} \sum_{B : \exists x \in B} \alpha_B \) as in (1.1). General block factorization of entropy holds with constant \( C \) if for all weights \( \alpha \), for all \( f : \Omega \to \mathbb{R}_+ \):

\[
(1.5) \quad \delta(\alpha) \text{Ent} f \leq C \sum_{B \subset V} \alpha_B \mu[\text{Ent}_B f],
\]

where \( \mu[\text{Ent}_B f] = \mu[f \log(f/\mu_B f)] \) is the expected value of the conditional entropy \( \tau \mapsto \text{Ent}(f|\tau) \) for \( \tau \) a spin configuration on \( V \setminus B \). Approximate entropy tensorization (1.3) is the special case when \( \alpha_B = 1/n \) for every block of size 1 and \( \alpha_B = 0 \) for larger blocks. The choice of the constant \( \delta(\alpha) \) in this inequality is motivated by the fact that when \( \mu \) is a product measure then (1.5) holds with \( C = 1 \), in which case it is known as the Shearer inequality; see [11]. The block factorization of entropy is a statement concerning the equilibrium distribution \( \mu \) which has deep consequences for several natural sampling algorithms. In particular, it implies optimal mixing and optimal entropy decay for arbitrary block dynamics and constitutes a key concept in the proof of Theorem 1.1 and Theorem 1.2. The precise formulation of (1.4) and its corollaries is as follows.

**Theorem 1.4.** For an arbitrary spin system on a graph of maximum degree \( \Delta \), if the system is \( \eta \)-spectrally independent and \( b \)-marginally bounded, then general block factorization of entropy (1.5) holds with constant \( C = C(b, \eta, \Delta) \). Moreover, all heat-bath block dynamics have optimal mixing and optimal entropy decay. The constant \( C \) satisfies \( C = (\frac{3}{\xi})^{O(\Delta(1 + \frac{1}{\xi}))} \).

Recall, for the Glauber dynamics \( \delta(\alpha) = 1/n \), and hence we recover Theorem 1.3 as a special case of the above result. As another example, for a bipartite graph, Theorem 1.4 implies \( O(\log n) \) mixing time of the even-odd dynamics.

When the spin system satisfies (1.5) with \( \alpha \) the uniform distribution over all subsets of a given size \( \ell \) we refer to this as \( \ell \)-uniform block factorization of entropy or \( \ell \)-UBF for short. In [17], an important step in the proof of Theorem 1.3 is establishing \( \ell \)-UBF with \( \ell \sim \theta n \) for some \( \theta \in (0, 1) \). To prove Theorem 1.4 for arbitrary blocks we establish that \( \ell \)-UBF implies general block factorization of entropy; see Theorem 1.9 for a detailed statement and Figure 1 for a high-level overview.

Recent work of Blanca et al. [35] utilizes block factorization of entropy into the even and odd sublattices of \( \mathbb{Z}^d \) to obtain tight mixing time bounds for the Swendsen-Wang dynamics on boxes of \( \mathbb{Z}^d \) in the high-temperature region. Following the approach presented in [35] and using our general result in Theorem 1.4 here we prove optimal mixing time of the Swendsen-Wang dynamics when spectral independence holds on arbitrary bounded-degree graphs. This can be formalized in the following statement, which is a key ingredient in the proof of Theorem 1.2.
Theorem 1.5. For the ferromagnetic Ising and Potts models on a graph of maximum degree $\Delta$, if the system is $\eta$-spectrally independent and $b$-marginally bounded, then there exists a constant $C = C(b, \eta, \Delta)$ such that the mixing time of the Swendsen-Wang dynamics is at most $C \log n$ and the modified log-Subsoblev constant is at least $C^{-1}$. The constant $C$ satisfies $C = \left(\frac{2}{b}\right)^{O(\Delta(1+\frac{2}{\eta}))}.$

1.4 Establishing spectral independence

The above results show the power of spectral independence as it implies optimal mixing time bounds for a wide variety of Markov chains. We next address when spectral independence holds and how it relates to classical conditions that imply fast mixing. The next series of results prove in a general context that when there exists a contractive coupling then spectral independence holds.

Let $d$ denote an arbitrary metric on $\Omega$. A simple example is the Hamming metric, which for configurations $\sigma, \tau \in \Omega$ is defined to be $d_H(\sigma, \tau) = |\{x \in V : \sigma_x \neq \tau_x\}|.$ There are two types of more general metrics that we will consider: those within a constant factor of the Hamming metric and vertex-weighted Hamming metric for arbitrary weights. For $\gamma \geq 1$, a metric $d$ on $\Omega$ is said to be $\gamma$-equivalent to the Hamming metric (or $\gamma$-equivalent for simplicity) if for all $\sigma, \tau \in \Omega$, $\frac{1}{\gamma} d_H(\sigma, \tau) \leq d(\sigma, \tau) \leq \gamma d_H(\sigma, \tau)$;

that is, a $\gamma$-equivalent metric is an arbitrary metric where every distance is within a factor $\gamma$ of the Hamming distance. In contrast, we can generalize the Hamming distance by considering arbitrary weights for the vertices. Let $w : V \to \mathbb{R}_+$ be an arbitrary positive weight function. The $w$-weighted Hamming metric between two configurations $\sigma, \tau \in \Omega$ is defined to be

$$d_w(\sigma, \tau) = \sum_{x \in V} w(x) 1\{\sigma_x \neq \tau_x\}.$$

In particular, if $w_x = 1$ for all $x$ then $d_w$ is just the usual Hamming metric. Note there are no constraints on the weights except that they are positive; in particular, the weights can be a function of $n$.

We will often consider a class $\mathcal{P} = \{P^\tau : \tau \in \mathcal{T}\}$ of Markov chains associated with $\mu$, where each $P^\tau$ is a Markov chain with stationary distribution $\mu^\tau$ and $\tau \in \mathcal{T}$ is a pinning; for example, $\mathcal{P}$ can be the family of Glauber dynamics for all $\mu^\tau$’s. In coupling proofs, the goal is to design a coupling so that for an arbitrary pair of states the chains contract with respect to some distance metric after the coupled transition. Roughly speaking, for $\kappa \in (0, 1)$, we say that $\mu$ is $\kappa$-contractive with respect to (w.r.t.) a collection $\mathcal{P}$ of Markov chains and a metric $d$ if one step of every chain $P^\tau$ contracts the distance by a factor $\kappa$ in expectation. This is formalized in the following definition.

Definition 1.4. ($\kappa$-Contraction) Let $\mathcal{P}$ denote a collection of Markov chains associated with $\mu$ and let $d$ be a metric on $\Omega$. For $\kappa \in (0, 1)$ we say that $\mu$ is $\kappa$-contractive w.r.t. $\mathcal{P}$ and $d$ if for all $\tau \in \mathcal{T}$, all $X_0, Y_0 \in \Omega^\tau$, there exists a coupling $(X_0, Y_0) \to (X_1, Y_1)$ for $P^\tau$ such that:

$$\mathbb{E}[d(X_1, Y_1)|X_0, Y_0] \leq \kappa d(X_0, Y_0).$$

The following result shows that spectral independence holds if the Glauber dynamics has a contractive coupling.

Theorem 1.6.

(1) If $\mu$ is $\kappa$-contractive w.r.t. the Glauber dynamics and an arbitrary $w$-weighted Hamming metric, then $\mu$ is spectrally independent with constant $\eta = \frac{2}{(1-\kappa)n}$. In particular, if $\kappa \leq 1 - \frac{\epsilon}{n}$, then $\eta \leq \frac{2}{\epsilon}$.

(2) If the metric in (1) is not a weighted Hamming metric but instead an arbitrary $\gamma$-equivalent metric, then $\eta = \frac{2\gamma^2}{(1-\kappa)n}$. In particular, if $\kappa \leq 1 - \frac{\epsilon}{n}$, then $\eta \leq \frac{2\gamma^2}{\epsilon}$.

Note a $\kappa$-contractive coupling for the Hamming distance immediately implies $O(n \log n)$ mixing time of the Glauber dynamics (see, e.g., [10, 31]). But the above theorem offers two additional features. First, it allows arbitrary weights $w$ and the resulting bound on the mixing time does not depend on the ratio of $\max_x w(x)/\min_x w(x)$, whereas a coupling argument, such as the one utilized in path coupling [10], yields a mixing
time bound which depends on this ratio. Second, as discussed in the previous theorems, spectral independence (together with the easily satisfied marginal boundedness) implies optimal bounds on the mixing time and entropy decay rate for arbitrary heat-bath block dynamics.

We can extend Theorem 1.6 by replacing the Glauber dynamics with arbitrary Markov chains. In particular, we consider a general class of Markov chains which we call the select-update dynamics. In each step, the select-update dynamics picks a block $B \in \mathcal{B}$ randomly (with a distribution that may depend on the current configuration), and updates all vertices in $B$ using the current configuration (and the pinning if there is one). Note that no assumptions are made on how to pick or update the blocks; the only requirement is that the dynamics converges to the correct stationary distribution. If the chain selects a block $B$ from a fixed distribution over $\mathcal{B}$ and updates $B$ using the conditional marginal distribution on $B$ (under the pinning if applicable), then this is the standard heat-bath block dynamics that we introduced earlier; hence, the select-update dynamics is much more general than the weighted heat-bath block dynamics. Another example of the select-update dynamics is the flip dynamics for sampling random colorings of a graph; see Section 3.3.1.

We define $M = \max_{B \in \mathcal{B}} |B|$ to be the maximum block size and $D$ to be the maximum probability of a vertex being selected in any step of the chain; see (3.28) for the precise definition of $D$.

**Theorem 1.7.** If $\mu$ is $\kappa$-contractive w.r.t. arbitrary select-update dynamics and an arbitrary $\gamma$-equivalent metric, then $\mu$ is spectrally independent with constant $\eta = \frac{2 \sqrt{2} \text{DM}}{1-\kappa}$.

Theorem 1.7 generalizes Theorem 1.6(2) since $M = 1$ and $D = 1/n$ for the Glauber dynamics. If we further assume that the select-update dynamics updates each connected component of a block independently, then the maximum block size $M$ can be replaced by the maximum component size of a block; see Remark 3.4. See also Theorem 3.4 for a stronger statement involving arbitrary Markov chains, where $\text{DM}$ is replaced by the maximum expected distance of two chains when pinning a single vertex. This more general statement potentially applies to chains with unbounded block sizes, including the Swendsen-Wang dynamics.

It is worth remarking that, as a corollary of Theorem 1.7 we obtain that a coupling argument for the select-update dynamics where the maximum block size is constant (and $D/(1-\kappa) = O(1)$) implies $O(n \log n)$ mixing time of the Glauber dynamics, together with the optimal mixing and optimal entropy decay for arbitrary heat-bath block dynamics.

Moreover, as a corollary of Theorem 1.6 we obtain that the Dobrushin uniqueness condition implies spectral independence. The Dobrushin uniqueness condition is a classical condition in statistical physics which considers the following dependency matrix.

**Definition 1.5. (Dobrushin uniqueness condition)** The Dobrushin dependency (or influence) matrix $R \in \mathbb{R}^{V \times V}$ is defined by $R(x, x) = 0$ and

$$R(x, y) = \max \{ d_{TV}(\mu_x(\cdot | \sigma), \mu_y(\cdot | \tau)) : (\sigma, \tau) \in \mathcal{S}_{x,y} \} \quad \text{for } x \neq y$$

where $\mathcal{S}_{x,y}$ is the set of all pairs of configurations on $V \setminus \{y\}$ that can differ only at $x$. The Dobrushin uniqueness condition holds if the maximum column sum of $R$ is at most $1-\epsilon$ for some $\epsilon > 0$.

The Dobrushin dependency matrix for the entry $R(x, y)$ considers the worst case pair of configurations on the entire neighborhood of $y$ which differ at $x$. If $x$ is not a neighbor of $y$ then $R(x, y) = 0$. Hence, the Dobrushin uniqueness condition states that for all $y$, $\sum_{x \in N(y)} R(x, y) < 1$. In contrast, the ALO influence matrix considers the influence of a disagreement at $x$ on a vertex $y$ (which is not necessarily a neighbor) and no other vertices are fixed, although one needs to consider all pinnings to establish spectral independence, so the notions are incomparable at first glance.

Using Theorem 1.6 we prove that the Dobrushin uniqueness condition implies spectral independence. Moreover, our result holds under generalizations of the Dobrushin uniqueness condition. Hayes [27] generalized it to the following spectral condition: if $\|R\|_2 \leq 1-\epsilon$ for some $\epsilon > 0$, then the mixing time of the Glauber dynamics is $O(n \log n)$. This was further generalized by Dyer et al. [20] to arbitrary matrix norms. We prove spectral independence when the spectral radius $q(R) < 1$, which is the strongest statement of this type as the spectral radius is no larger than any matrix norm; see Remark 3.2 for a more detailed discussion.

**Theorem 1.8.** If the Dobrushin dependency matrix $R$ satisfies $q(R) \leq 1-\epsilon$ for some $\epsilon > 0$, then $\mu$ is spectrally independent with constant $\eta = 2/\epsilon$. 3676
Previously, Marton [35] (see also [24, 40]) showed that the spectral condition in Theorem 1.8 implies approximate tensorization of entropy and thus optimal bounds on the modified log-Sobolev constant for the Glauber dynamics. See also [3] for related results with an alternative technique. However, the approach in these works does not imply block factorization of entropy as in our case.

**Remark 1.1.** Our definition of $\kappa$-contraction is equivalent to the statement that the Markov chain has coarse Ollivier-Ricci curvature at least $1 - \kappa > 0$ with respect to the metric $d$ [25]. Combining Theorem 1.6 with Theorem 1.4 we obtain a proof of the following version of the Peres-Tetali conjecture: if the Glauber dynamics has Ollivier-Ricci curvature at least $\epsilon/n > 0$ then the Glauber dynamics has a modified log-Sobolev constant at least $c/n$ and any $\alpha$-weighted heat-bath block dynamics has a modified log-Sobolev constant at least $c\delta(\alpha)$, for some constant $c = c(\epsilon, b, \Delta) > 0$, where $\delta(\alpha)$ is defined in (1.1). Replacing Theorem 1.6 with its generalization Theorem 1.7 we obtain the same conclusion under the much milder assumption that there exists some $\kappa$-contractive select-update dynamics satisfying $DM/(1 - \kappa) = O(1)$. The original Peres-Tetali conjecture in the setting of random walks on graphs is that if there exists a graph metric $d$ such that the random walk has Ollivier-Ricci curvature at least $\lambda > 0$ with respect $d$ then the random walk has modified log-Sobolev constant at least $c\lambda > 0$, for some universal constant $c > 0$; see Conjecture 3.1 in Eldan et al. [22].

**1.5 Proof overviews for main results** In this section, we sketch the proofs of our key technical results. We begin in Section 1.5.1 with an overview of our proofs that spectral independence implies optimal bounds for arbitrary block dynamics and the Swendsen-Wang dynamics (namely, Theorems 1.4 and 1.5). In Section 1.5.2 we highlight the proofs of Theorems 1.6 and 1.7 that a contractive coupling for an arbitrary local dynamics implies spectral independence.

**1.5.1 Optimal mixing under spectral independence: Theorems 1.4 and 1.5** We begin with the high-level idea for the proof that spectral independence implies optimal mixing for arbitrary heat-bath block dynamics, and then we describe the key ideas to obtain optimal mixing for the Swendsen-Wang dynamics.

Recall from Section 1.3 that to establish optimal mixing for an arbitrary choice of block dynamics it suffices to prove general block factorization (GBF); see (1.5). Previous results concerning spectral independence show that spectral independence implies $\ell$-uniform block factorization ($\ell$-UBF) with $\ell = \lceil \theta n \rceil$ and $\theta \in (0, 1)$. Note, $\ell$-UBF refers to the block factorization where the weights $\alpha$ are uniform over all subsets of size $\ell$; see Definition 1.6 below. The key step in the proof of Theorem 1.4 is to show that $\ell$-UBF, with $\ell = \lceil \theta n \rceil$ and $\theta$ sufficiently small, implies general block factorization (GBF).

We begin with the formal definition of $\ell$-UBF. For a positive integer $\ell \leq n$, let $\binom{V}{\ell}$ denote the collection of all subsets of $V$ of size $\ell$.

**Definition 1.6. (Uniform Block Factorization (UBF))** We say that the spin system $\mu$ satisfies the $\ell$-uniform block factorization ($\ell$-UBF) of entropy with constant $C_{\text{ubf}}$ if for all $f : \Omega \to \mathbb{R}_+$

\[
\frac{\ell}{n} \operatorname{Ent}(f) \leq C_{\text{ubf}} \cdot \frac{1}{\binom{n}{\ell}} \sum_{S \in \binom{V}{\ell}} \mu[\operatorname{Ent}_S(f)].
\]

We prove the following theorem that $\ell$-UBF (for sufficiently small choice of $\ell$) implies general block factorization (GBF).

**Theorem 1.9.** For an arbitrary $b$-marginally bounded spin system on a graph of maximum degree $\Delta$, if $\lceil \theta n \rceil$-UBF holds with constant $C_{\text{ubf}}$ and $0 < \theta \leq \frac{2^{\lceil \theta \Delta \rceil + 1}}{4\Delta}$, then GBF holds with constant $C_{\text{gbf}} = C_{\text{ubf}} \times O \left( (\theta b^2)^{-1} \log(1/b) \Delta^3 \right)$.

As mentioned earlier, spectral independence is known to imply $\lceil \theta n \rceil$-UBF for any desired constant $\theta > 0$ [17]. These two results combined imply Theorem 1.4 from the introduction:

**Proof of Theorem 1.4.** For a spin system that is $\eta$-spectrally independent and $b$-marginally bounded, $\lceil \theta n \rceil$-UBF holds with constant $C_{\text{ubf}} = (\frac{\theta}{b})^O(\frac{1}{\eta})$ (see Theorem 5.1 in [4]). Then, taking $\theta = \frac{2^{\lceil \frac{\Theta (\Delta) b^2}{4\Delta} \rceil}}{4\Delta}$, Theorem 1.9 implies that GBF holds with constant $C_{\text{gbf}} = O \left( \frac{4\Delta^3}{\log(1/b)} \log(1/b) \right) \times \left( \frac{4\epsilon \Delta^2}{\log(1/b)} \right)^O(\frac{1}{\eta})$, and it thus follows that
\[ C_{\text{GBF}} = \left( \frac{2}{\pi} \right) O\left( \Delta(1 + \frac{1}{\Delta}) \right). \]

Hence, the key novelty in the proof of Theorem 1.4 is Theorem 1.9. To establish Theorem 1.9 we consider a special case of GBF, which we call \(k\)-partite factorization of entropy. Recall that a graph \(G\) of maximum degree \(\Delta\) is \(k\)-partite, with \(k \leq \Delta + 1\). Let \(\{V_1, \ldots, V_k\}\) denote the independent sets \(V_i \subset V\) corresponding to a \(k\)-partition of \(G\). Theorem 1.9 follows immediately from the following factorization statements.

**Lemma 1.1.** Suppose that for an arbitrary \(b\)-marginally bounded spin system on a graph of maximum degree \(\Delta\), \([\theta n]\)-UBF holds with constant \(C_{\text{UBF}}\) and \(\theta \leq \frac{b^2(\Delta + 1)}{4e\Delta^2}\). Then,

\[
(1.7) \quad \text{Ent}(f) \leq KC_{\text{UBF}} \sum_{i=1}^{k} \mu[\text{Ent}_{V_i}(f)],
\]

where the constant \(K\) satisfies \(K = O(\Delta^2(\theta b^2)^{-1}\log(1/b))\). We refer to inequality (1.7) as a \(k\)-partite factorization of entropy with constant \(KC_{\text{UBF}}\).

**Lemma 1.2.** Suppose that for an arbitrary spin system on a graph of maximum degree \(\Delta\), \(k\)-partite factorization of entropy holds with constant \(C\). Then, GBF holds with constant \(CK\).

We comment briefly on how we prove these two lemmas; their actual proofs can be found in the full version of the paper [4]. The main idea behind the proof of Lemma 1.1 can be roughly explained as follows. If the sets \(S\) in (1.6) were all independent sets, then standard results about entropy factorization under product distributions would yield the desired conclusion. Moreover, the same conclusion would continue to hold if \(S\) only contained connected components of constant size. However, even if \(S\) is sufficiently small, the random set \(S\) is likely to have components of size \(\Theta(\log n)\), but the expected component size is \(O(1)\). The challenge in obtaining optimal bounds is to utilize the expected instead of the maximum component size. The proof of Lemma 1.2, on the other hand, relies on the fact that GBF holds on each of the independent sets \(V_i\); this is a consequence of the weighted Shearer inequality for the Shannon entropy (see, e.g., Lemma 4.2 in [12]).

Finally, to prove Theorem 1.5 (i.e., the optimal mixing results for the SW dynamics), a key concept in our strategy is the spin/edge factorization of entropy in the “joint” Edwards-Sokal space [21, 25], the set of spin-edge configurations consisting of a spin assignment to the vertices and a subset of edges compatible with the spin assignment (i.e., every edge is monochromatic). (The SW dynamics alternates between spin and spin-edge configurations.) The spin/edge factorization of entropy was shown in [5] to imply spin/edge factorization with constant \(C_{\text{UBF}}\).

**1.5.2 Spectral independence via contractivity: Theorems 1.6 and 1.7** Here we outline our proofs of Theorems 1.6 and 1.7. We establish spectral independence by showing that the maximum absolute row sum of the ALO influence matrix is bounded, as done in previous works [2 17 15 23]. Consider the case without pinnings for simplicity. We would like to upper bound, for each \((x, a) \in \mathcal{X}\), the quantity

\[
S(x, a) = \sum_{(y, a') \in \mathcal{X}} |J(x, a; y, a')| = \sum_{(y, a') \in \mathcal{X}; y \neq x} |\nu(\sigma_y = a') - \mu(\sigma_y = a')|,
\]

where \(\nu = \mu(\cdot | \sigma_x = a)\) is the conditional distribution under the pinning \(\sigma_x = a\). Upper bounds on \(S(x, a)\) (and analogous results with pinnings) would then imply spectral independence. With some effort, we can define a 2-Lipschitz function \(f : \Omega \to \mathbb{R}\) (w.r.t. the Hamming metric \(d_H\)) such that \(S(x, a) = E_\nu f - E_\mu f\). In particular, we have \(S(x, a) \leq 2W_{1,d_H}(\nu, \mu)\) where \(W_{1,d_H}(\nu, \mu)\) represents the 1-Wasserstein distance w.r.t. the Hamming metric; we refer to Section 3.1 for relevant definitions. The important intuition here is that it suffices to upper bound some statistical distance between the two distributions \(\mu\) and \(\nu = \mu(\cdot | \sigma_x = a)\). In other words, to deduce spectral independence one only needs to show that every pinning \(\sigma_x = a\) would disturb the distribution \(\mu\) on a limited scale, in terms of the Wasserstein distance.
Up to now, we have not yet applied our assumptions on contractivity of the distribution \( \mu \). Our next step is to show \( W_1(d_{\mu}(\nu, \mu)) = O(1) \) for contractive \( \mu \). To achieve this, we generalize a result from previous works \([9, 39]\) to bound the Wasserstein distance of two distributions; see Lemma 3.1. Roughly speaking, we show that, assuming contractivity, the stationary distributions of two Markov chains are close to each other if the two chains are close in one step. Previous results in \([9, 39]\) were specialized for the binary product space and the Glauber dynamics. Here, we establish our Lemma 3.1 for any finite state space and any Markov chain. This result is of independent interest and may find applications in other problems.

**Independent work.** Independently, \([32]\) established similar results to Theorem 1.7 which also implied Theorem 1.1 for the Glauber dynamics. In \([32]\) the author also concluded a version of Theorem 1.8 but required the stronger assumption that the row sum of the Dobrushin dependency matrix is bounded. In contrast, using our Theorem 1.6 we only require a bound on the spectral radius which is the weakest assumption of this type; see Remark 3.2.

**Paper organization.** The organization of the paper is demonstrated in Figure 1. We provide the necessary background in Section 2. In Section 3 we then establish spectral independence if the distribution admits a contractive Markov chain. All other proofs are deferred to the full version of the paper \([4]\).
Recall the notion of pinning from Section 1.2, which we briefly repeat here for convenience. For \( U \subset V \), we use the notation \( \sigma_U = (\sigma_x)_{x \in U} \) and let \( \Omega_U = \{ \tau \in [q]^U : \exists \sigma \in \Omega, \sigma_U = \tau \} \) be the set of all possible pinnings on \( U \). Note, for \( x \in V \), \( \Omega_x \) is the set of feasible spin assignments for vertex \( x \). Denote the collection of all pinnings by \( T = \cup_{U \subset V} \Omega_U \) and denote the set of all feasible vertex-spin pairs by \( X = \{(x, a) : x \in V, a \in \Omega_x \} \). For \( \tau \in T \), let \( \mu^\tau \) denote the conditional Gibbs distribution \( \mu^\tau(\cdot | \sigma_U = \tau) \). We also write \( \mu^\Lambda = \mu^\tau \) if \( \tau \in \Omega_{V \setminus \Lambda} \) and use the notation \( \mu^\Lambda : \Omega_{V \setminus \Lambda} \rightarrow R_+^\Lambda \) for the associated mapping.

For a pinning \( \tau \in \Omega_U \) for \( U \subset V \), let \( \Omega^\tau = \{ \sigma \in \Omega : \sigma_U = \tau \} \) denote the corresponding state space, i.e., \( \Omega^\tau \) is the support of \( \mu^\tau \). We also define \( \Omega^W = \{ \varphi \in [q]^W : \exists \sigma \in \Omega^\tau, \sigma_W = \varphi \} \) for \( W \subset V \setminus U \) and \( \Lambda^\tau = \{(x, a) : x \in V \setminus U, a \in \Omega^\tau_x \} \). We say \( \Omega^\tau \) is connected if the graph on \( \Omega^\tau \) with edges connecting pairs at Hamming distance 1 is connected. The distribution \( \mu \) over \( \Omega \) is said to be totally-connected if for every \( \tau \in T \), the set \( \Omega^\tau \) is connected. Throughout this paper, we will assume the distribution \( \mu \) is totally-connected as this is necessary for the Glauber dynamics to be ergodic for all conditional measures \( \mu^\tau \).

We recall some classical examples of spin systems. The Ising/Potts model at inverse temperature \( \beta \in \mathbb{R} \) corresponds to the interaction \( A_{xy}(a, a') = \exp(\beta 1(a = a')) \) and \( B_x(a) = \exp(h(a)) \) where \( h \in \mathbb{R}^q \) is a vector of external fields, with \( q = 2 \) for the Ising model and \( q \geq 3 \) for the Potts model. The hard-core (or independent sets) model with parameter \( \lambda > 0 \) is obtained with \( q = 2 \), \( A_{xy}(a, a') = 1 \) if \( a = a' = 1 \) and \( A_{xy}(a, a') = 1 \) otherwise, and \( B_x(a) = \lambda \) if \( a = 1 \) and \( B_x(a) = 1 \) if \( a = 2 \). The q-colorings model corresponds to \( A_{xy}(a, a') = 1(a \neq a') \) and \( B_x(a) = 1 \). Note that the Ising/Potts models with any \( \beta \) and \( h \), as well as the hard-core model with any \( \lambda > 0 \), and the q-colorings when \( q \geq \Delta + 2 \) are totally-connected spin systems.

2.2 Mixing time, entropy, and log-Sobolev inequalities Let \( P \) be the transition matrix of an ergodic Markov chain with finite state space \( \Omega \) and stationary distribution \( \mu \). Let \( P^t(X_0, \cdot) \) denote the distribution of the chain after \( t \) steps starting from the initial state \( X_0 \in \Omega \). The mixing time \( T_{\text{mix}}(P) \) of the chain is defined as

\[
T_{\text{mix}}(P) = \max_{X_0 \in \Omega} \min \{ t \geq 0 : \| P^t(X_0, \cdot) - \mu \|_{\text{tv}} \leq 1/4 \},
\]

where \( \| \cdot \|_{\text{tv}} \) denotes total variation distance.

In this paper, we rely on functional inequalities related to entropy to bound the mixing time. For a function \( f : \Omega \rightarrow \mathbb{R} \), let \( \mu[f] = \sum_{\sigma \in \Omega} \mu(\sigma) f(\sigma) \) and \( \text{Var}_\mu(f) = \mu[f^2] - \mu[f]^2 \) denote its mean and variance with respect to \( \mu \). Likewise, for \( f : \Omega \rightarrow \mathbb{R}_+ \), the entropy of \( f \) with respect to \( \mu \) is defined as

\[
\text{Ent}(f) = \mu \left[ f \cdot \log \left( \frac{f}{\mu[f]} \right) \right] = \mu[f] \cdot \log f - \mu[f] \cdot \log \mu[f].
\]

When \( f \geq 0 \) is such that \( \mu[f] = 1 \), then \( \text{Ent}(f) = H(f \mu | \mu) \) equals the relative entropy, or Kullback-Leibler divergence, of the distribution \( f \mu \) with respect to \( \mu \).

For real functions \( f, g \) on \( \Omega \), the Dirichlet form associated to the pair \( (P, \mu) \) is defined as

\[
D_P(f, g) = \langle f, (1 - P)g \rangle_\mu,
\]

where \( \langle f, g \rangle_\mu = \mu[fg] \) denotes the scalar product in \( L^2(\mu) \). When \( P \) is reversible, i.e., \( \mu(\sigma) P(\sigma, \tau) = \mu(\tau) P(\tau, \sigma) \), one has

\[
D_P(f, g) = \frac{1}{2} \sum_{\sigma, \tau \in \Omega} \mu(\sigma) P(\sigma, \tau)(f(\sigma) - f(\tau))(g(\sigma) - g(\tau)).
\]

Definition 2.1. The pair \( (P, \mu) \) satisfies the (standard) log-Sobolev inequality (LSI) with constant \( s \) if for all \( f \geq 0 \):

\[
D_P(\nabla f, \nabla f) \geq s \text{Ent}(f).
\]

It satisfies the modified log-Sobolev inequality (MLSI) with constant \( q \) if for all \( f \geq 0 \):

\[
D_P(f, \log f) \geq q \text{Ent}(f).
\]

It satisfies the (discrete time) relative entropy decay with rate \( \delta > 0 \) if for all distributions \( \nu \):

\[
H(\nu P | \mu) \leq (1 - \delta) H(\nu | \mu).
\]
In this paper we focus on the entropy decay inequality (2.13) which may be seen as the discrete time analog of the modified log-Sobolev inequality. We recall some well known facts about its relation to the other two inequalities and its implications for mixing times.

**Lemma 2.1.** If \((P,\mu)\) satisfies the standard LSI with constant \(s\) then it satisfies the MLSI with constant \(\varrho = 2s\). If it satisfies the discrete time relative entropy decay with rate \(\delta > 0\), then it satisfies the MLSI with constant \(\varrho = \delta\). Finally, if it satisfies the discrete time relative entropy decay with rate \(\delta > 0\), then

\[
T_{\text{mix}}(P) \leq 1 + \delta^{-1}[\log(8) + \log \log(1/\mu^*)],
\]

where \(\mu^* = \min_{\sigma \in \Omega} \mu(\sigma)\).

We refer to e.g. [5, Section 2] for a proof. Note that we have not assumed reversibility of \(P\) in the above lemma. If \((P,\mu)\) is reversible, then one can additionally show that the standard LSI with constant \(s\) implies the discrete time relative relative entropy decay with rate \(\delta = s\).

### 2.3 Implications of block factorization

Fix a probability distribution \(\alpha\) over subsets of \(V\) and observe that the \(\alpha\)-weighted heat bath block dynamics defined in the introduction is the Markov chain with transition matrix \(P_\alpha\) on \(\Omega\) such that for any real function \(f\)

\[
P_\alpha f = \sum_{B \subset V} \alpha_B \mu_B(f).
\]

To clarify the above notation, if we evaluate the left hand side at a spin configuration \(\sigma \in \Omega\) then each for each \(B\) the term \(\mu_B f\) in the right hand side is given by \(\mu_B^* f\) where \(\tau = \sigma_{V \setminus B}\). If \(\alpha_B = n^{-1} 1(|B| = 1)\), then (2.15) is the Glauber dynamics for \(\mu\).

The \(\alpha\)-weighted heat bath block dynamics (2.15) defines a reversible pair \((P_\alpha,\mu)\). Moreover, its Dirichlet form satisfies

\[
D_\alpha(f,g) = \sum_{B \subset V} \alpha_B \mu(f(1 - \mu_B)g) = \sum_{B \subset V} \alpha_B \mu[\text{Cov}_B(f,g)],
\]

where \(\text{Cov}_B(f,g) = \mu_B [(f - \mu_B f)(g - \mu_B g)]\) denotes the covariance functional.

**Lemma 2.2.** If the spin system satisfies the general block factorization with constant \(C\) then for all \(\alpha\) the Markov chain \((P_\alpha,\mu)\) satisfies

1. the modified log-Sobolev inequality with constant \(\varrho = \frac{\delta(\alpha)}{C}\);
2. the discrete time relative entropy decay with rate \(\delta = \frac{\delta(\alpha)}{C}\);
3. \(T_{\text{mix}}(P_\alpha) \leq 1 + \frac{C}{\delta(\alpha)}[\log(8) + \log \log(1/\mu^*)],\) where \(\mu^* = \min_{\sigma \in \Omega} \mu(\sigma)\).

A proof of this lemma is provided in the full version of the paper [4].

### 3 Spectral independence for contractive distributions

In this section we establish our main results that a contractive distribution is spectrally independent. These results in particular connect classic probabilistic approach for establishing fast mixing of Markov chains such as coupling with recent developments utilizing spectral independence. We first consider a special case of Theorem 1.6 concerned with Glauber dynamics and Hamming metric in Section 3.1; this will serve as a concrete example to illustrate our approach for establishing spectral independence. In Section 3.2 we consider arbitrary metric and prove Theorem 1.6. Finally, we consider general Markov chains and metrics in Section 3.3 and prove Theorem 1.7.
3.1 Warm-up: contraction for Glauber dynamics and Hamming metric

In this section, we prove a simpler version of Theorem 1.6 which already gives the main idea of our proof approach for establishing spectral independence. We show that, if the distribution \( \mu \) is contractive w.r.t. the Glauber dynamics and the Hamming metric, then it is spectrally independent.

**Theorem 3.1.** If \( \mu \) is \( \kappa \)-contractive w.r.t. the Glauber dynamics and the Hamming metric for some \( \kappa \in (0, 1) \), then \( \mu \) is spectrally independent with constant \( \eta = \frac{2}{(1-\kappa)\epsilon} \). In particular, if \( \kappa \leq 1 - \epsilon/n \), then \( \eta \leq 2/\epsilon \).

**Remark 3.1.** In this paper, the Glauber dynamics \( P^{\tau}_{GL} \) for the conditional distribution \( \mu^\tau \) with a pinning \( \tau \) on \( U \subset V \) is defined as follows: in each step the chain picks a vertex \( x \in V \) u.a.r. and updates its spin conditioned on all other vertices and \( \tau \). In particular, all pinned vertices in \( U \) are allowed to be selected and when this happens the configuration will remain the same (no updates will be made). This setting can make our theorem statements and proofs easier to understand, and will not harm our results since we only consider these chains for the purpose of analysis rather than actually running them. Alternatively, we can define the Glauber dynamics \( P^{\tau}_{GL} \) and \( d_H \) where \( \tau = |V \setminus U| \), then an analog of Theorem 3.1 can show that \( \mu \) is spectrally independent with

\[
\eta = \max_{\epsilon=1,...,n} \left\{ \frac{2}{(1-\kappa_\epsilon)} \right\}.
\]

However, in actual applications such as under the Dobrushin uniqueness condition in Section 3.2, the contraction rate satisfies \( \kappa_\epsilon \leq 1 - \epsilon/\ell \), so we eventually get \( \eta \leq 2/\epsilon \) just as from Theorem 3.1.

Recall that for any pinning \( \tau \in \mathcal{T} \) we let \( \mu^\tau \) be the conditional distribution over \( \Omega^\tau \) given \( \tau \), and the ALO influence matrix \( J^\tau \) is a square matrix indexed by \( \mathcal{X}^\tau \) and defined as \( J(x; a; x, a') = 0 \) and

\[
J^\tau(x; a; y, a') = \mu^\tau(\sigma_y = a' \mid \sigma_x = a) - \mu^\tau(\sigma_y = a') \text{ for } x \neq y.
\]

The distribution \( \mu \) is said to be \( \eta \)-spectrally independent if \( \lambda_1(J^\tau) \leq \eta \) for all pinning \( \tau \).

Our goal is to upper bound the maximum eigenvalue of the ALO influence matrix \( J^\tau \) for a given pinning \( \tau \). In fact, to make notations simpler we will only consider the case where there is no pinning; the proof is identical by replacing \( \Omega, \mu, J \) with \( \Omega^\tau, \mu^\tau, J^\tau \) when an arbitrary pinning \( \tau \) is given. To upper bound \( \lambda_1(J) \), a standard approach that has been applied in previous works [2, 10, 13, 23, 17] is to upper bound the infinity norm of \( J \). More specifically, for each \( (x, a) \in \mathcal{X} \) we define

\[
S(x, a) = \sum_{(y, a') \in \mathcal{X}} |J(x; a; y, a')|
\]

to be the sum of absolute influences of a given pair \( (x, a) \). The quantity \( S(x, a) \) can be thought of as the total influence of \( (x, a) \) on all other vertex-spin pairs. If one can show \( S(x, a) \leq \eta \) for all \( (x, a) \in \mathcal{X} \), then it immediately follows that

\[
\lambda_1(J) \leq \|J\|_\infty = \max_{(x, a) \in \mathcal{X}} S(x, a) \leq \eta.
\]

Hence, it suffices to show that \( S(x, a) = \mathcal{O}(1) \).

Fix \( (x, a) \in \mathcal{X} \), and define the distribution \( \nu = \mu(\cdot \mid \sigma_x = a) \); namely, \( \nu \) is the conditional distribution of \( \mu \) with the pinning \( \sigma_x = a \). The key observation we make here is that the quantity \( S(x, a) \) can be viewed as the difference of the expectation of some function \( f \) under the two measures \( \mu \) and \( \nu \). More specifically, we define

\[
f(\sigma) = \sum_{(y, a') \in \mathcal{X}} t(x; a; y, a') \mathbf{1}_{\{\sigma_y = a'\}},
\]

where

\[
t(x; a; y, a') = \text{sgn}(J(x; a; y, a')) = \begin{cases} +1, & J(x; a; y, a') > 0; \\ -1, & J(x; a; y, a') < 0; \\ 0, & J(x; a; y, a') = 0. \end{cases}
\]
With this definition it follows that

$$S(x, a) = \sum_{(y, a') \in \mathcal{X}} t(x, a; y, a') J(x, a; y, a')$$

$$= \sum_{(y, a') \in \mathcal{X}} t(x, a; y, a') \mu(\sigma_y = a' \mid \sigma_x = a) - t(x, a; y, a') \mu(\sigma_y = a')$$

$$= \mathbb{E}_\nu f - \mathbb{E}_\mu f.$$

Therefore, the absolute sum of influences $S(x, a)$ describes, in some sense, the “distance” of the two distributions $\nu$ and $\mu$ measured by $f$.

To be more precise about our last statement, we review some standard definitions about the Wasserstein distance. Let $(\Omega, d)$ be a finite metric space. We say a function $f : \Omega \to \mathbb{R}$ is $L$-Lipschitz w.r.t. the metric $d$ if for all $\sigma, \tau \in \Omega$ we have

$$|f(\sigma) - f(\tau)| \leq Ld(\sigma, \tau).$$

For every function $f : \Omega \to \mathbb{R}$, we let $L_d(f)$ be the optimal Lipschitz constant of $f$ w.r.t. the metric $d$; i.e.,

$$L_d(f) = \inf\{L \geq 0 : f \text{ is } L\text{-Lipschitz w.r.t. } d\}.$$  

For a pair of distributions $\mu$ and $\nu$ on $\Omega$, the 1-Wasserstein distance w.r.t. the metric $d$ between $\mu$ and $\nu$ is defined as

$$W_{1, d}(\mu, \nu) = \inf_{\pi \in \mathcal{C}(\mu, \nu)} \mathbb{E}_\pi [d(\sigma, \tau)],$$

where $\mathcal{C}(\mu, \nu)$ denotes the set of all couplings of $\mu, \nu$ (i.e., $\pi(\cdot, \cdot) \in \mathcal{C}(\mu, \nu)$ is a joint distribution over $\Omega \times \Omega$ with the marginals on the first and second coordinates being $\mu$ and $\nu$ respectively) and $(\sigma, \tau)$ is distributed as $\pi$; equivalently, the 1-Wasserstein distance can be represented as

$$W_{1, d}(\mu, \nu) = \sup_{f : \Omega \to \mathbb{R}, \|f\|_\infty \leq 1} \mathbb{E}_\mu f - \mathbb{E}_\nu f.$$  

Observe that, the function $f$ defined by (3.18) is 2-Lipschitz w.r.t. the Hamming metric $d_H$; to see this, if $\sigma, \tau \in \Omega$ and $d_H(\sigma, \tau) = k$ then by the definition of $f$ we have $|f(\sigma) - f(\tau)| \leq 2k$. Therefore, we deduce from (3.19) that

$$S(x, a) = \mathbb{E}_\nu f - \mathbb{E}_\mu f \leq L_{d_H}(f) W_{1, d_H}(\nu, \mu) \leq 2W_{1, d_H}(\nu, \mu).$$

That means, if one can show $W_{1, d_H}(\nu, \mu) = O(1)$ for $\mu$ and $\nu = \mu(\cdot \mid \sigma_x = a)$ for any pair $(x, a)$, then $\lambda_1(J) = O(1)$ and spectral independence would follow.

The following lemma, which generalizes previous works [9, 39], will be used to bound the Wasserstein distance of two distributions and may be interesting of its own. Roughly speaking, it claims that if $\mu, \nu$ are the stationary distributions of two Markov chains $P, Q$ (e.g., Glauber dynamics) respectively, and if $\mu$ is contractive w.r.t. $P$ and the two chains $P, Q$ are “close” to each other in some step, then the Wasserstein distance between $\nu$ and $\mu$ is small. The special case where $\Omega = \{+, -\}^n$ and $P, Q$ are both the Glauber dynamics appeared in [9 Theorem 3.1] and [39 Theorem 2.1], but here we do not make any assumption on the state space or the chains, which is crucial to our applications in Section 3.3.1

**Lemma 3.1.** Let $(\Omega, d)$ be a finite metric space. Let $\mu, \nu$ be two distributions over $\Omega$, and $P, Q$ be two Markov chains on $\Omega$ with stationary distributions $\mu, \nu$ respectively. If $\mu$ is $\kappa$-contractive w.r.t. the chain $P$ and the metric $d$, then for every $f : \Omega \to \mathbb{R}$ we have

$$|\mathbb{E}_\mu f - \mathbb{E}_\nu f| \leq \frac{L_d(f)}{1 - \kappa} \mathbb{E}_\nu [W_{1, d}(P(\sigma, \cdot), Q(\sigma, \cdot))]$$

where $P(\sigma, \cdot)$ is the distribution after one step of the chain $P$ when starting from $\sigma$ and similarly for $Q(\sigma, \cdot)$. As a consequence,

$$W_{1, d}(\mu, \nu) \leq \frac{1}{1 - \kappa} \mathbb{E}_\nu [W_{1, d}(P(\sigma, \cdot), Q(\sigma, \cdot))].$$
We remark that Lemma 3.1 holds in a very general setting, and \((\Omega, d)\) can be any finite metric space. It shows that if two Markov chains are close to each other, then their stationary distributions must be close to each other, under the assumption that one of the chains is contractive.

**Proof of Lemma 3.1**. The proof imitates the arguments from [9, 39]. Assume for now that \(P\) is irreducible; this is a conceptually easier case and we will consider general \(P\) later. Since \(P\) is irreducible, let \(h\) be the principal solution to the Poisson equation \((I - P)h = \bar{f}\) where \(\bar{f} = f - E_\mu f\); that is,

\[
(3.20) \quad h = \sum_{t=0}^\infty P^t \bar{f}.
\]

See Lemma 2.1 in [9] and the references in that paper for backgrounds on the Poisson equation. We then have

\[
E_\nu f - E_\mu f = E_\nu (I - P)h = E_\nu [(Q - P)h]
\]

where the last equality is due to \(\nu = \nu Q\). For each \(\sigma \in \text{supp}(\nu) \subset \Omega\), we deduce from (3.19) that

\[
((Q - P)h)(\sigma) = E_{Q(\cdot, \cdot)} h - E_{P(\cdot, \cdot)} h \leq L_d(h) W_{1,d}(Q(\cdot, \cdot), P(\cdot, \cdot)).
\]

It remains to bound the Lipschitz constant of \(h\). For \(\sigma, \tau \in \Omega\),

\[
|h(\sigma) - h(\tau)| \leq \sum_{t=0}^\infty \left| (P^t \bar{f})(\sigma) - (P^t \bar{f})(\tau) \right| 
= \sum_{t=0}^\infty \left| E_{P^{t}(\cdot, \cdot)} \bar{f} - E_{P^{t}(\cdot, \cdot)} \bar{f} \right| 
\leq L_d(f) \sum_{t=0}^\infty W_{1,d}(P^{t}(\cdot, \cdot), P^{t}(\cdot, \cdot))
\]

where the last inequality again follows from (3.19). Since \(\mu\) is \(\kappa\)-contractive w.r.t. \(P\) and \(d\), for all \(\sigma, \tau \in \Omega\) and every integer \(t \geq 1\) we have

\[
W_{1,d}(P^{t}(\cdot, \cdot), P^{t}(\cdot, \cdot)) \leq \kappa^t d(\sigma, \tau).
\]

We then deduce that

\[
|h(\sigma) - h(\tau)| \leq L_d(f) \sum_{t=0}^\infty \kappa^t d(\sigma, \tau) = \frac{L_d(f)}{1 - \kappa} d(\sigma, \tau).
\]

This implies that \(L_d(h) \leq \frac{L_d(f)}{1 - \kappa}\) and the lemma then follows.

Next, we show how to remove the assumption that \(P\) is irreducible. Observe that in the proof above we only need the irreducibility of \(P\) to guarantee that the function \(h\) given by (3.20) is well-defined; i.e., the series on the right-hand side of (3.20) is convergent. The rest of the proof does not require the irreducibility of \(P\). In fact, one can deduce the convergence of (3.20) solely from the contraction of \(P\). Note that for all \(\sigma \in \Omega\),

\[
|P^t \bar{f}(\sigma)| = |P^t \bar{f}(\sigma) - E_\mu P^t \bar{f}|
= |P^t \bar{f}(\sigma) - \sum_{\tau \in \Omega} \mu(\tau) P^t \bar{f}(\tau)|
\leq \sum_{\tau \in \Omega} \mu(\tau) |P^t \bar{f}(\sigma) - P^t \bar{f}(\tau)|
\]

where the first equality follows from \(E_\mu P^t \bar{f} = E_\mu \bar{f} = 0\). Since \(\Omega\) is finite, to show that (3.20) is convergent for all \(\sigma \in \Omega\), it suffices to show that for all \(\sigma, \tau \in \Omega\) the series \(\sum_{t=0}^\infty |P^t \bar{f}(\sigma) - P^t \bar{f}(\tau)|\) is convergent. Actually, our proof before has already showed that

\[
\sum_{t=0}^\infty |P^t \bar{f}(\sigma) - P^t \bar{f}(\tau)| \leq \frac{L_d(f)}{1 - \kappa} d(\sigma, \tau) < \infty
\]
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using only the contraction of $P$, where we have $L_d(f) < \infty$ and $\sup_{\sigma,\tau \in \Omega} d(\sigma, \tau) < \infty$ because $\Omega$ is finite. Therefore, the lemma remains true without the assumption of irreducibility of $P$. \qed

Given Lemma 3.1, we can now complete the proof of Theorem 3.1.

Proof of Theorem 3.1. For every $(x, a) \in \mathcal{X}$, we deduce from Lemma 3.1 that

$$(3.21) \quad S(x,a) = \mathbb{E}_\nu f - \mathbb{E}_\mu f \leq \frac{L_{d_H}(f)}{1 - \kappa} \mathbb{E}_\nu [W_{1,d_H}(P(\sigma, \cdot), Q(\sigma, \cdot))]$$

where $S(x,a)$ is given by (3.17), $f$ is given by (3.18), $P$ is the Glauber dynamics for $\mu$, and $Q$ is the Glauber dynamics for $\nu = \mu^{(x,a)} = \mu(\cdot | \sigma_x = a)$ (we use $(x,a)$ to denote the pinning $\sigma_x = a$). We claim that for every $\sigma \in \Omega(x,a)$,

$$(3.22) \quad W_{1,d_H}(P(\sigma, \cdot), Q(\sigma, \cdot)) \leq \frac{1}{n}.$$

To see this, let $\sigma_1$ and $\sigma_2$ be the configurations after one step of $P$ and $Q$ respectively when starting from $\sigma$. We can couple $\sigma_1$ and $\sigma_2$ by picking the same vertex to update in the Glauber dynamics. If the picked vertex is not $x$, then we can make $\sigma_1 = \sigma_2$; meanwhile, if $x$ is picked, which happens with probability $1/n$, then $d_H(\sigma_1, \sigma_2) \leq 1$ where the discrepancy is caused by the pinning $\sigma_x = a$. Therefore, the 1-Wasserstein distance between $\sigma_1$ and $\sigma_2$ is upper bounded by $1/n$; this justifies our claim. Combining $L_{d_H}(f) \leq 2$ and (3.22), we obtain from (3.21) that $S(x,a) \leq \frac{2}{n}$ for each $(x,a)$; consequently, $\lambda_1(J) \leq \frac{1}{n}$. The same argument holds for $\mu^\gamma$ under any pinning $\tau$ as well, and spectral independence then follows. \qed

3.2 Contraction for Glauber dynamics and general metrics In this section, we generalize the Hamming metric assumption in Theorem 3.1 to any weighted Hamming metric or any metric equivalent to Hamming, which establishes Theorem 1.6. We restate it here for convenience.

Theorem 3.2.

1. If $\mu$ is $\kappa$-contractive w.r.t. the Glauber dynamics and an arbitrary $w$-weighted Hamming metric, then $\mu$ is spectrally independent with constant $\eta = \frac{2}{(1-\kappa)n}$. In particular, if $\kappa \leq 1 - \frac{2}{n}$, then $\eta \leq \frac{2}{n}$.

2. If the metric in (1) is not a weighted Hamming metric but instead an arbitrary $\gamma$-equivalent metric, then $\eta = \frac{2\gamma^2}{(1-\kappa)n}$. In particular, if $\kappa \leq 1 - \frac{\gamma^2}{n}$, then $\eta \leq \frac{\gamma^2}{n}$.

We prove the two cases of Theorem 1.6 separately. We first consider the weighted Hamming metric. Recall that for a positive weight function $w : V \to \mathbb{R}_+$, the $w$-weighted Hamming metric $d = d_w$ is given by

$$d_w(\sigma, \tau) = \sum_{x \in V} w(x) 1\{\sigma_x \neq \tau_x\} \quad \text{for } \sigma, \tau \in \Omega.$$

In particular, if $w(x) = 1$ for all $x$ then $d$ is the usual Hamming metric.

Unfortunately, the proof of Theorem 3.1 does not work directly in this scenario. The reason is that the right-hand side of (3.21), with $d_H$ replaced by $d = d_w$ now, can be as large as $O(w_{\max}/w_{\min})$ (more specifically, $L_d(f) = O(1/w_{\min})$ and $W_{1,d}(P(\sigma, \cdot), Q(\sigma, \cdot)) = O(w_{\max})$), which can be unbounded since we are not making any assumption on $w$. To deal with this, we need to take the vertex weights into account when defining the function $f$ and, more importantly, when defining the absolute sum of influences $S(x,a)$.

Proof of Theorem 1.6(1). For ease of notation we may assume that there is no pinning; the proof remains the same with an arbitrary pinning $\tau$. For fixed $(x,a) \in \mathcal{X}$, we define the $w$-weighted sum of absolute influences given by

$$(3.23) \quad S_w(x,a) = \sum_{(y,a') \in \mathcal{X}} w(y) |J(x,a;y,a')|.$$
Such weighted sums were considered in [16, Lemma 22] to deduce spectral independence. We claim that if $S_w(x,a) \leq \eta w(x)$ for all $(x,a) \in \mathcal{X}$ for some $\eta > 0$, then $\lambda_1(J) \leq \eta$. To see this, let $\tilde{w} \in \mathbb{R}_{+}^{\mathcal{X}}$ with $\tilde{w}(x,a) = w(x)$ and let $W = \text{diag}(\tilde{w})$; the assumption of the claim then implies that $\|W^{-1}JW\|_{\infty} \leq \eta$ and thus $\lambda_1(J) = \lambda_1(W^{-1}JW) \leq \eta$. Therefore, it suffices to upper bound the ratio $S_w(x,a)/w(x)$.

Let $\nu = \mu^{(x,a)} = \mu(\cdot | \sigma_x = a)$ be the conditional distribution with pinning $\sigma_x = a$, and define

$$f_w(\sigma) = \sum_{(y,a') \in \mathcal{X}} w(y) t(x,a;y,a') 1_{\{\sigma_y = a'\}}$$

where $t(x,a;y,a') = \text{sgn}(J(x,a;y,a'))$. Observe that $L_d(f_w) \leq 2$ and

$$S_w(x,a) = \mathbb{E}_{\nu} f_w - \mathbb{E}_{\mu} f_w.$$

It then follows from Lemma 3.1 that

$$S_w(x,a) \leq \frac{2}{1 - \kappa} \mathbb{E}_{\nu} [W_{1,d}(P(\sigma,\cdot),Q(\sigma,\cdot))]$$

where $P,Q$ are the Glauber dynamics for $\mu,\nu$ respectively. For every $\sigma \in \Omega^{(x,a)}$ we have

$$W_{1,d}(P(\sigma,\cdot),Q(\sigma,\cdot)) \leq \frac{w(x)}{n},$$

since if we couple the configurations $\sigma_1,\sigma_2$ after one step of $P,Q$ respectively by picking the same vertex to update, then $d(\sigma_1,\sigma_2) = w(x)$ only when the site $x$ is picked, and $\sigma_1 = \sigma_2$ otherwise. Therefore, we get $S_w(x,a) \leq \frac{2w(x)}{1(1-\kappa)n}$ for every $(x,a) \in \mathcal{X}$, implying that $\lambda_1(J) \leq \frac{2}{(1-\kappa)n}$. The same argument works for $\mu^\tau$ under any pinning $\tau$ as well, which establishes spectral independence. \qed

Next we consider the second part of Theorem 1.6. Recall that a metric $d$ on $\Omega$ is said to be $\gamma$-equivalent (to the Hamming metric) for some $\gamma > 1$ if for all $\sigma,\tau \in \Omega$,

$$\frac{1}{\gamma} d_H(\sigma,\tau) \leq d(\sigma,\tau) \leq \gamma d_H(\sigma,\tau).$$

To prove the second part, we follow the proof approach for Theorem 3.1 and in particular the right-hand side of (3.25) below (analogous to (3.21)) can be upper bounded using the $\gamma$-equivalence.

Proof of Theorem 1.6 (2). For every $(x,a) \in \mathcal{X}$, we deduce from Lemma 3.1 that

$$(3.25) \quad S(x,a) = \mathbb{E}_{\nu} f - \mathbb{E}_{\mu} f \leq \frac{L_d(f)}{1 - \kappa} \mathbb{E}_{\nu} [W_{1,d}(P(\sigma,\cdot),Q(\sigma,\cdot))],$$

where $S(x,a)$ and $f$ are defined by (3.17), (3.18) respectively, and $P,Q$ are the Glauber dynamics for $\mu$ and $\nu = \mu^{(x,a)} = \mu(\cdot | \sigma_x = a)$ respectively. Since $d$ is $\gamma$-equivalent, for all $\sigma,\tau \in \Omega$ we have

$$|f(\sigma) - f(\tau)| \leq 2d_H(\sigma,\tau) \leq 2\gamma d(\sigma,\tau);$$

this shows $L_d(f) \leq 2\gamma$. Meanwhile, by the definition of 1-Wasserstein distance for every $\sigma \in \Omega^{(x,a)}$ we have

$$W_{1,d}(P(\sigma,\cdot),Q(\sigma,\cdot)) = \inf \{ \mathbb{E}_{\pi} [d(\sigma,\tau)] \mid \pi \in \mathcal{C}(P(\sigma,\cdot),Q(\sigma,\cdot)) \}$$

$$\leq \gamma \inf \{ \mathbb{E}_{\pi} [d_H(\sigma,\tau)] \mid \pi \in \mathcal{C}(P(\sigma,\cdot),Q(\sigma,\cdot)) \} = \gamma W_{1,d_H}(P(\sigma,\cdot),Q(\sigma,\cdot)) \leq \frac{\gamma}{n},$$

where the last inequality is (3.22). Thus, we obtain from (3.25) that $S(x,a) \leq \frac{2\gamma^2}{(1-\kappa)n}$. The rest of the proof is the same as Theorem 3.1. \qed
3.2.1 Application: Dobrushin uniqueness condition As an application of Theorem 1.6 we show that the Dobrushin uniqueness condition, as well as its generalizations [27][20], implies spectral independence. Recall that the Dobrushin dependency matrix $R$ is a $|V| \times |V|$ matrix defined as $R(x,x) = 0$ and

$$R(x,y) = \max \{d_{TV}(\mu_y(\cdot | \sigma), \mu_y(\cdot | \tau)) : (\sigma, \tau) \in S_{x,y} \} \text{ for } x \neq y$$

where $S_{x,y}$ is the set of pairs of configurations on $V \setminus \{y\}$ that differ at most at $x$. Denote the spectral radius of a square matrix $M$ by $\rho(M)$. If $M$ is nonnegative, then $\rho(M)$ is an eigenvalue of $M$ by the Perron-Frobenius theorem. We prove Theorem 1.8 from the introduction.

**Theorem 3.3.** If the Dobrushin dependency matrix $R$ satisfies $\rho(R) \leq 1 - \epsilon$ for some $\epsilon > 0$, then $\mu$ is spectrally independent with constant $\eta = 2/\epsilon$.

**Remark 3.2.** If $\|R\|_{\infty} < 1$, then the Glauber dynamics mixes rapidly by a simple application of the path coupling method of Bubley and Dyer [10]. The same is true under the Dobrushin uniqueness condition, i.e., when $\|R\|_1 < 1$. Hayes [27] generalized the condition to the spectral norm $\|R\|_2 < 1$. Dyer, Goldberg, and Jerrum [20] further improved it to $\|R\| < 1$ for any matrix norm (where the mixing time depends logarithmically on the norm of the all-one matrix). Our condition $\rho(R) < 1$ in Theorem 1.8 is technically better than previous works since for a nonnegative matrix $R$ one has $\rho(R) \leq \|R\|$ for any matrix norm, and the inequality can be strict for all norms when $R$ is not irreducible; see [20] for related discussions. Finally, we point out that if $R$ is symmetric then $\rho(R) = \|R\|_2$.

It is known that the Glauber dynamics is contractive for some weighted Hamming metric if the weight vector satisfies a spectral condition related to $R$.

**Lemma 3.2.** (Lemma 20) If $w \in \mathbb{R}^n_+$ is a positive vector such that $Rw \leq (1-\epsilon)w$ entrywisely, then $\mu$ is $(1-\epsilon/n)$-contractive w.r.t. the Glauber dynamics and the $w$-weighted Hamming metric $d = d_w$.

The following fact about nonnegative matrices is helpful.

**Lemma 3.3.** (Example 7.10.2) If $M, N \in \mathbb{R}_{++}^{n \times n}$ are two nonnegative square matrices such that $M \leq N$ entrywisely, then $\rho(M) \leq \rho(N)$.

We give below the proof of Theorem 1.8.

**Proof of Theorem 1.8.** Consider first the case that there is no pinning. If the Dobrushin dependency matrix $R$ is irreducible, then the right principal eigenvector $w$ associated with the eigenvalue $\rho(R)$ satisfies $Rw = \rho(R)w \leq (1-\epsilon)w$ and $w > 0$ by the Perron-Frobenius theorem. Hence, Lemma 3.2 and (the proof of) Theorem 1.6(1) immediately yield $\lambda_1(J) \leq 2/\epsilon$. However, if $R$ is reducible, we cannot use the principal eigenvector directly since it may have zero entries. We instead consider the matrix $R_\delta = R + \delta O$ where $O$ is the all-one matrix and $\delta > 0$ is a tiny constant. Let $w_\delta$ be the right principal eigenvector of $R_\delta$ associated with the eigenvalue $\rho(R_\delta)$. Since $R_\delta$ is irreducible, $w_\delta > 0$ by the Perron-Frobenius theorem. Moreover, $Rw_\delta \leq R_\delta w_\delta = \rho(R_\delta)w_\delta$. Since $\lim_{\delta \to 0} R_\delta = R$, we have $\lim_{\delta \to 0} \rho(R_\delta) = \rho(R)$; see, e.g., Remark 3.4 in [1]. Thus, $\rho(R_\delta) < 1$ for sufficiently small $\delta$. Then by Lemma 3.2 and Theorem 1.6(1), for $\delta$ small enough, we have $\lambda_1(J) \leq 2/(1-\rho(R_\delta))$. Taking $\delta \to 0$ and using the assumption that $\rho(R) \leq 1 - \epsilon$, we obtain $\lambda_1(J) \leq 2/\epsilon$.

Next, consider the conditional measure $\mu^\tau$ with a pinning $\tau$ on a subset $U \subset V$. Let $R^\tau$ be the Dobrushin dependency matrix for $\mu^\tau$; note that by definition $R^\tau(x,y) = 0$ if $x \in U$ or $y \in U$, and $R^\tau(x,y) \leq R(x,y)$ for all $x, y \in V$. We deduce from Lemma 3.3 that $\rho(R^\tau) \leq \rho(R) \leq 1 - \epsilon$ and thus this is reduced to the no-pinning case. Therefore, we get $\lambda_1(J^\tau) \leq 2/\epsilon$ for all $\tau$ and spectral independence then follows. \qed

3.3 Contraction for general Markov chains and general metrics In this section, we generalize Theorem 3.1 to arbitrary “local” Markov chains and arbitrary metrics close to the Hamming metric. In particular, we prove Theorem 1.7.

Consider a collection of Markov chains $\mathcal{P} = \{P^\tau : \tau \in T\}$ associated with $\mu$, where each $P^\tau$ is a Markov chain on $\Omega^\tau$ with stationary distribution $\mu^\tau$. Intuitively, one can think of $\mathcal{P}$ as the same dynamics applied to
all conditional distributions \( \mu^\tau \); for example, \( \mathcal{P} \) can be the collection of Glauber dynamics for all \( \mu^\tau \)'s. We are particularly interested in local dynamics; these are Markov chains that make local updates on the configuration in each step, e.g., Glauber dynamics for spin systems or flip dynamics for colorings. Alternatively, we can describe local dynamics as those insensitive to pinnings; that is, if the dynamics is applied to both \( \mu \) and \( \mu^{(x,a)} \) with a pinning \( \sigma_x = a \), then with high probability there is no difference in the two chains or the discrepancy caused by the pinning will not propagate. This motivates the following definition.

**Definition 3.1.** We say a collection \( \mathcal{P} \) of Markov chains associated with \( \mu \) is \( \Phi \)-local if for any two adjacent pinnings \( \tau \in \mathcal{T} \) and \( \tau' = \tau \cup (x,a) \) where \((x,a) \in X^\tau\) (i.e., \( \tau' \) combines \( \tau \) and the pinning \( \sigma_x = a \)), and for all \( \sigma \in \Omega^\tau \), we have

\[
W_{1,d_H}(P^\tau(\cdot,\cdot), P^{\tau'}(\cdot,\cdot)) \leq \Phi.
\]

We show that for such local dynamics contraction implies spectral independence.

**Theorem 3.4.** If \( \mu \) is \( \kappa \)-contractive w.r.t. a \( \Phi \)-local collection \( \mathcal{P} \) of Markov chains and a \( \gamma \)-equivalent metric \( d \) for some \( \kappa \in (0,1) \), then \( \mu \) is spectrally independent with constant \( \eta = \frac{2\gamma^2 \Phi}{1-\kappa} \).

**Proof.** The proof is similar to that of Theorems 1.6(2) and 3.1(2). For an arbitrary pinning \( \tau \) and \((x,a) \in X^\tau\), we define

\[
S^\tau(x,a) = \sum_{(y,a') \in X^\tau} |J^\tau(x,a;y,a')|
\]

and

\[
f^\tau(\sigma) = \sum_{(y,a') \in X^\tau} t^\tau(x,a;y,a') 1_{\{\sigma_y = a'\}}
\]

where \( t^\tau(x,a;y,a') = \text{sgn}(J^\tau(x,a;y,a')) \); these definitions are analogous to (3.17) and (3.18) with pinning \( \tau \). Let \( \tau' = \tau \cup (x,a) \). Then we deduce from Lemma [3.1] that

\[
S^\tau(x,a) = \mathbb{E}_{\mu^\tau} f^\tau - \mathbb{E}_{\mu^\tau} f^\tau \leq \frac{L_d(f^\tau)}{1-\kappa} \mathbb{E}_{\mu^\tau} \left[ W_{1,d}(P^\tau(\cdot,\cdot), P^{\tau'}(\cdot,\cdot)) \right].
\]

As shown in the proof of Theorem 1.6(2), since \( d \) is \( \gamma \)-equivalent to the Hamming metric we have \( L_d(f^\tau) \leq 2\gamma \) and for all \( \sigma \in \Omega^\tau \) we have

\[
W_{1,d}(P^\tau(\sigma,\cdot), P^{\tau'}(\sigma,\cdot)) \leq \gamma W_{1,d_H}(P^\tau(\sigma,\cdot), P^{\tau'}(\sigma,\cdot)) \leq \gamma \Phi
\]

using the \( \Phi \)-locality of \( \mathcal{P} \). Therefore, we obtain that \( S^\tau(x,a) \leq \frac{2\gamma^2 \Phi}{1-\kappa} \) for all \((x,a) \in X^\tau\). This yields \( \lambda_1(J^\tau) \leq \frac{2\gamma^2 \Phi}{1-\kappa} \) and spectral independence follows. \( \square \)

To better understand local dynamics, we consider a very general type of Markov chains which we call **select-update dynamics**: examples include the Glauber dynamics, heat-bath block dynamics, and flip dynamics. Let \( \mathcal{B} \) be a collection of blocks associated with the select-update dynamics and fix some pinning \( \tau \). Given the current configuration \( \sigma^t \in \Omega^\tau \), the next configuration \( \sigma^{t+1} \) is generated as follows:

1. **Select:** Select a block \( B \in \mathcal{B} \) from some distribution \( p_t \) over \( \mathcal{B} \);

2. **Update:** Resample the configuration on \( B \) from some distribution \( \nu_B^t \).

We try to make weakest assumptions on the selection rule \( p_t \) and the update rule \( \nu_B^t \): the selection distribution \( p_t \) is allowed to depend on the current configuration \( \sigma^t \) but is independent of the pinning \( \tau \), and the update distribution \( \nu_B^t \) is allowed to depend on the whole current configuration \( \sigma^t \) and the part of the pinning \( \tau \) contained in \( B \). In particular, the heat-bath block dynamics is a special case of the select-update dynamics: the selection rule \( p_t = \alpha \) is a fixed distribution over \( \mathcal{B} \) and the update rule \( \nu_B^t \) is the marginal distribution on \( B \) conditioned on \( \sigma^t \) outside \( B \) and the pinning \( \tau \) in \( B \).
Remark 3.3. The assumption that the selection rule \( p_t \) is independent of the pinning \( \tau \) is not necessary, but it is helpful for stating and proving our theorems and does not weaken our results. Roughly speaking, we only require that the collection of the select-update dynamics is the same dynamics applied to all \( \mu^\tau \)'s, and the selection rule \( p_t \) can be conditioned on containing at least one unpinned vertex. See the discussions in Remark 3.1 for the Glauber dynamics.

We write \( \mathcal{P}_B \) for a collection of select-update dynamics associated with \( \mu \). Denote the maximum block size of \( B \) by

\[
M = \max_{B \in \mathcal{B}} |B|,
\]

and the maximum probability of a vertex being selected in Step 1 by

\[
D = \max_{t \in \mathcal{P}} \sum_{B \in \mathcal{B}: x \in B} p_t(B),
\]

where we maximize over all selection rules \( p_t \) that can occur. We can show that the select-update dynamics \( \mathcal{P}_B \) is \( \Phi \)-local with \( \Phi = DM \); using this and Theorem 3.4 we establish Theorem 3.7 which we restate here for convenience.

**Theorem 3.5.** If \( \mu \) is \( \kappa \)-contractive w.r.t. arbitrary select-update dynamics and an arbitrary \( \gamma \)-equivalent metric, then \( \mu \) is spectrally independent with constant \( \eta = \frac{2\gamma^2 DM}{1 - \kappa} \).

**Proof.** It suffices to show that the select-update dynamics \( \mathcal{P}_B \) is \( \Phi \)-local with \( \Phi = DM \); the theorem would then follows immediately from Theorem 3.4. Consider two adjacent pinning \( \tau \) and \( \tau' = \tau \cup (x,a) \) where \((x,a) \in \mathcal{X}^\tau \). For \( \sigma \in \mathcal{O}^\tau \), let \( \sigma_1 \) and \( \sigma_2 \) be the two configurations obtained from \( \sigma \) after one step of \( P^\tau \) and \( P^{\tau'} \) respectively. We couple \( \sigma_1 \) and \( \sigma_2 \) by picking the same block \( B \in \mathcal{B} \) in Step 1 of the select-update dynamics. If \( x \notin B \), then we have \( \sigma_1 = \sigma_2 \). Meanwhile, if \( x \in B \), which happens with probability at most \( D \), we have \( d_H(\sigma_1, \sigma_2) \leq |B| \leq M \). Therefore,

\[
W_{1, d_H}(P^\tau(\sigma, \cdot), P^{\tau'}(\sigma, \cdot)) \leq DM.
\]

This establishes the \((DM)\)-locality for \( \mathcal{P}_B \). \( \square \)

Remark 3.4. If we further assume that in Step 2 the select-update dynamics resamples a block independently for each of its components (i.e., the update rule \( v'_2 \) is a product distribution over all components of the induced subgraph \( G[B] \)), then in Theorem 3.7 the maximum block size \( M \) can be replaced by the maximum component size of all blocks.

### 3.3.1 Application: flip dynamics for colorings

In this section we establish spectral independence for colorings utilizing Theorem 3.7.

**Theorem 3.6.** Let \( \epsilon_0 \approx 10^{-5} > 0 \) be a fixed constant. Let \( \Delta, q \geq 3 \) be integers and \( q > \left( \frac{1}{q} - \epsilon_0 \right) \Delta \). Then there exists \( \eta = \eta(\Delta, q) > 0 \) such that the following holds.

Let \( \mu \) be the uniform distribution over all proper \( q \)-colorings of a graph \( G = (V, E) \) of maximum degree at most \( \Delta \). Then \( \mu \) is spectrally independent with constant \( \eta \).

To apply Theorem 3.7 we need a contractive Markov chain for sampling colorings of a graph. Vigoda considered the flip dynamics \( [44] \) and showed that it is contractive for the Hamming metric when the number of colors \( q > \frac{1}{q} \Delta \). Recently, \( [14] \) improved the bound to \( q > \left( \frac{1}{q} - \epsilon_0 \right) \Delta \) for a fixed tiny constant \( \epsilon_0 \approx 10^{-5} \), using variable-length coupling or an alternative metric. Our result on spectral independence builds upon contraction results for the flip dynamics.

We first describe the flip dynamics. Let \( \Omega \) be the set of all proper \( q \)-colorings of \( G \). Fix a pinning \( \tau \) on \( U \subset V \). For a coloring \( \sigma \in \Omega \), a vertex \( x \in V \), and a color \( a \in [q] \), denote by \( L_\sigma(x, a) \) the bicolored component containing \( x \) with colors \( a \) and \( \sigma_x \); that is, the set of all vertices which can be reached from \( x \) through an alternating \( (\sigma_x, a) \)-colored path. Given the coloring \( \sigma^t \) at time \( t \), the flip dynamics with pinning \( \tau \) generates the next coloring \( \sigma^{t+1} \) as follows:
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1. Pick a vertex \( x \in V \) u.a.r. and a color \( a \in [q] \) u.a.r.;

2. If \( L_{\sigma^t}(x,a) \) contains a pinned vertex (i.e., \( L_{\sigma^t}(x,a) \cap U \neq \emptyset \)), then \( \sigma^{t+1} = \sigma^t \);

3. If all vertices in \( L_{\sigma^t}(x,a) \) are free (i.e., \( L_{\sigma^t}(x,a) \cap U = \emptyset \)), then flip the two colors of \( L_{\sigma^t}(x,a) \) with probability \( p_s/s \) where \( s = |L_{\sigma^t}(x,a)| \).

The flip dynamics is specified by the flip parameters \( \{p_s\}_{s=1}^{\infty} \). In \([14]\) and the recent improvement \([14]\), the flip parameters are chosen in such a way that \( p_s = 0 \) for all \( s \geq 7 \); i.e., in each step at most six vertices change their colors. We set the flip parameters as in Observation 5.1 from \([14]\), where the authors established contraction of the flip dynamics using the path coupling method.

**Lemma 3.4. (\([14]\)) Under the assumptions of Theorem 3.6, there exists a constant \( \epsilon = \epsilon(\Delta,q) > 0 \) and a 2-equivalent metric \( d \) such that \( \mu \) is \((1 - \epsilon/n)\)-contractive w.r.t. the flip dynamics and the metric \( d \).

We remark that the pinning \( \tau \) induces a list coloring instance where each unpinned vertex has a color list to choose its color from, and the results of \([14]\) generalize naturally to list colorings. Also, in this paper we assume that the flip dynamics may pick a pinned vertex and stay at the current coloring. This does not weaken our results since we only consider the flip dynamics for analysis rather than actually running it; see Remark 3.1 addressing the same issue for the Glauber dynamics and also Remark 3.3 for general select-update dynamics.

We give below the proof of Theorem 3.6.

**Proof of Theorem 3.6.** Observe that the flip dynamics belongs to the class of select-update dynamics, where the associated \( B \) is the collection of connected subsets of vertices. Since the flip parameters satisfy \( p_s > 0 \) only for \( s \leq 6 \), we have \( M \leq 6 \). Moreover, we have \( D \leq \Delta^6/n \) since a vertex \( x \) is in the selected bicolored component \( L_{\sigma^t}(y,a) \) only if \( \text{dist}(x,y) \leq 5 \), which happens with probability at most \( \Delta^6/n \). The theorem then follows from Lemma 3.4 and Theorem 1.7.

We conclude here with the proof of Theorem 1.1.

**Proof of Theorem 1.1.** By Theorem 3.6 the uniform distribution \( \mu \) of proper colorings is spectrally independent. Then the results follows immediately from Theorem 1.4.

### 3.3.2 Application: block dynamics for Potts model

Here we apply Theorems 3.1 and 1.7 to the ferromagnetic Potts model to establish spectral independence.

**Theorem 3.7.** Let \( \Delta \geq 3 \) and \( q \geq 2 \) be integers. Let \( \mu \) be the Gibbs distribution of the \( q \)-state ferromagnetic Potts model with inverse temperature parameter \( \beta \) on a graph \( G = (V,E) \) of maximum degree at most \( \Delta \). Then, the following holds:

1. If \( \beta < \max \left\{ \frac{2}{\Delta}, \frac{1}{\Delta} \ln(\frac{q-1}{\Delta}) \right\} \), then \( \mu \) is spectrally independent with constant \( \eta = \eta(\beta, \Delta) \).

2. For any \( \delta > 0 \) there exists \( c = c(\delta, \Delta) > 0 \) such that, if \( \beta \leq \frac{\ln q - c}{\Delta - 1 + \delta} \) then \( \mu \) is spectrally independent with constant \( \eta = \eta(\delta, \beta, \Delta) \).

To prove this theorem, we need the following results from \([43]\) and \([8]\) regarding the contraction of the Glauber dynamics and of the heat-bath block dynamics with a specific choice of blocks.

**Lemma 3.5. (\([43]\) Corollary 2.14 \& \([8]\) Proposition 2.2)\)** Under the assumptions in Part 1 of Theorem 3.7, there exists a constant \( \epsilon = \epsilon(\beta, \Delta) \) such that \( \mu \) is \((1 - \frac{\epsilon}{n})\)-contractive w.r.t. the Glauber dynamics and the Hamming metric.

**Lemma 3.6. (\([8]\) Theorem 2.7)\)** Under the assumptions in Part 2 of Theorem 3.7, there exists a collection of blocks \( B = \{ B_x \}_{x \in V} \) satisfying \( x \in B_x \), \( |B_x| = O(1/\beta) \) and \( G[B_x] \) connected for all \( x \), such that \( \mu \) is \((1 - \frac{1}{n})\)-contractive w.r.t. the \( \alpha \)-weighted heat-bath block dynamics for \( B \) and the Hamming metric, where \( \alpha \) is the uniform distribution over \( B \).
 Remark 3.5. To be more precise, \cite{8} shows that the conclusion of Lemma 3.6 is true when \( \beta, q \), and the maximum block size \( M = \max_{x \in V} |B_x| \) satisfy

\begin{equation}
\beta \left( \Delta - 1 + \frac{1}{M} \right) + 3M(\ln \Delta + \ln M) \leq \ln q.
\end{equation}

Thus, for any \( \delta > 0 \), by taking \( M = \lceil \delta^{-1} \rceil \) and \( c = 3M(\ln \Delta + \ln M) \), our assumption \( \beta \leq \frac{\ln q}{\Delta - 1 + \delta} \) in Part 2 of Theorem 3.7 implies (3.29). Moreover, if we take, say, \( M \approx \sqrt{\ln q} \) (namely, \( \delta \approx 1/\sqrt{\ln q} \)), then \( c = o(\ln q) \) and our assumption becomes \( \beta \leq (1 - o(1)) \frac{\ln q}{\Delta - 1} \) where \( o(1) \) tends to 0 as \( q \to \infty \); this gives the bound \( \beta_1 \) in Theorem 1.2 from the introduction.

Theorem 3.7 is an immediate consequence of Lemmas 3.5, 3.6 and the results proved in this section.

Proof of Theorem 3.7. Part 1 follows directly from Lemma 3.5 and Theorem 3.1. For Part 2, we note that the block dynamics from Lemma 3.6 corresponds to a select-update dynamics with \( M = O(1/\delta) \) and \( D = \Delta O(1/\delta)/n \); the reason of the latter is that each \( x \) is in at most \( \Delta O(M) \) blocks. The theorem then follows from Lemma 3.6 and Theorem 1.7.

We end this section with the proof of Theorem 1.2.

Proof of Theorem 1.2. For Ising model, spectral independence is known in the whole uniqueness region \cite{16}. For Potts model, Theorem 3.7 establishes spectral independence in the corresponding parameter regimes. The theorem then follows from Theorems 1.4 and 1.5.
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