ClusTR: Exploring Efficient Self-attention via Clustering for Vision Transformers

Yutong Xie1 & Jianpeng Zhang2 & Yong Xia3 & Anton van den Hengel1 & Qi Wu1

1 The University of Adelaide.
2 DAMO Academy, Alibaba Group.
3 Northwestern Polytechnical University.
{yutong.xie678}@gmail.com; {qi.wu01}@adelaide.edu.au

Abstract

Although Transformers have successfully transitioned from their language modelling origins to image-based applications, their quadratic computational complexity remains a challenge, particularly for dense prediction. In this paper we propose a content-based sparse attention method, as an alternative to dense self-attention, aiming to reduce the computation complexity while retaining the ability to model long-range dependencies. Specifically, we cluster and then aggregate key and value tokens, as a content-based method of reducing the total token count. The resulting clustered-token sequence retains the semantic diversity of the original signal, but can be processed at a lower computational cost. Besides, we further extend the clustering-guided attention from single-scale to multi-scale, which is conducive to dense prediction tasks. We label the proposed Transformer architecture ClusTR, and demonstrate that it achieves state-of-the-art performance on various vision tasks but at lower computational cost and with fewer parameters. For instance, our ClusTR small model with 22.7M parameters achieves 83.2% Top-1 accuracy on ImageNet. Source code and ImageNet models will be made publicly available.

1 Introduction

Transformers have driven rapid progress in natural language processing, and have become the predominant model in the field as a result (Vaswani et al., 2017; Brown et al., 2020). The first Transformer to achieve image recognition performance comparable to the firmly established CNN models (e.g. ResNet (He et al., 2016) and EfficientNet (Tan & Le, 2019)) was ViT (Dosovitskiy et al., 2021). ViT splits images into $16 \times 16$ patches, resulting in a sequence of visual tokens. In contrast to the local receptive fields of CNNs, each token in ViT is able to interact with every other token, irrespective of location, thus enabling the modelling of long-range dependencies.

Although its strength has been demonstrated in various tasks, ViT still suffers from the quadratic complexity in both computation and memory due to the dense token-to-token self-attention. This particularly hinders the applications in dense prediction, such as semantic segmentation. Inspired by CNN models (Krizhevsky et al., 2012; Szegedy et al., 2015; He et al., 2016), recent research (Liu et al., 2021; Wang et al., 2021; Heo et al., 2021; Chu et al., 2021) has developed pyramid architectures for Transformers. The resultant variation in regulable token length and number of channels at various locations and scales enables greater computational and memory efficiency. To further reduce complexity, Swin Transformer (Liu et al., 2021) limited self-attention to a local window, and enabled cross-window connection through the window shifting. This means the computational burden scales linearly with the number of tokens, but at the cost of long-range dependencies. Pyramid Vision Transformer (PVT) (Wang et al., 2021) reduced the spatial dimension of queries and keys using the large-kernel and large-stride convolution. Such a spatial reduction attention suffers from the following two drawbacks. First, the reduced tokens are limited by the lack of fine-grained information. As shown in Figure 1, the downsampled token includes a wide range of content information. Taking the token located in the second row and second column for example, the object of "woman"
only occupies a small part of the whole token, and the token also contains a small part of “child” and a large object of “sky”. This may lead to ambiguous semantics for these tokens. Second, the background tokens, like the sky and beach, take up quite a large portion of the entire sequence, which are full of redundant information whilst investing most of the computations. Hence, the aforementioned deficiencies may have a negative effect on the performance.

In this paper, we propose a content-based sparse attention to facilitate the efficient and versatile vision Transformer. We aim to reduce the self-attention complexity by cutting down the key and value tokens. Different from the grid-based downsampling solution used by [Wang et al., 2021; 2022a], shown in Figure 1, we propose to cluster the tokens according to their content similarity and aggregate the tokens in the same cluster as one representative token. This offers the following merits for the vision domain: the clustered tokens contain not only rich but also explicit semantic information, not affected by the background or other large-size objects; and the number of reduced tokens can be set more flexibly than the grid downsampling. We then utilize the query tokens, clustered key and value tokens to perform the self-attention, called clustering-guided self-attention. Moreover, multi-scale information plays a critical role in vision tasks (Zhang et al., 2021; Chen et al., 2021a; Ren et al., 2022). We can easily obtain the multi-scale aggregation tokens by adjusting the number of clusters, and further introduce a multi-scale self-attention to strengthen the multi-scale long-range dependencies. Since the clustering operation was used, we name the proposed Transformer as ClusTR for clarity. We scale up the ClusTR to three variants, ClusTR-T/S/B, corresponding to the tiny, small, and base models.

We demonstrate the effectiveness of our clustering-based self-attention on several extensive tasks, including classification, segmentation, detection, and pose estimation. The experimental results show that our ClusTR outperforms the competitive CNN-based and Transformer-based counterparts. For instance, ClusTR achieves the 83.2% and 84.1% Top-1 accuracy on ImageNet with the 22.7M and 40.3M parameters, respectively. Our contributions are summarized as follows:

- We propose a content-based self-attention Transformer that clusters and aggregates the visual tokens according to their semantic information. Our clustering-guided self-attention not only maintains the ability for long-range context modelling but also reduces the quadratic computation complexity.
- We introduce the multi-scale modelling to our clustering-guided self-attention, leading to the multi-scale self-attention that brings benefits to various dense prediction tasks.
- Our ClusTR, as a versatile Transformer backbone, achieves state-of-the-art performance on four representative vision tasks including classification, segmentation, detection, and pose estimation, setting a new state of the art.
2 RELATED WORK

Vision Transformer. Transformer, a dominant architecture in language modelling, has recently been extended to the field of computer vision. [Dosovitskiy et al., 2021] designed a vision Transformer (ViT) and successfully achieved comparable or even superior performance on image recognition tasks than the competitive CNN counterparts. Subsequently, many attempts have been made to explore the potential of Transformers in various vision tasks, including segmentation [Zheng et al., 2021], detection [Carion et al., 2020], low-level vision [Chen et al., 2021b], and image generation [Jiang et al., 2021]. It is well known that ViT is heavily dependent on a huge amount of data due to its weak inductive bias [d’Ascoli et al., 2021]. DeiT [Touvron et al., 2021a] utilizes an Efficient Transformer optimization strategy that distills another strong classifier to reduce data consumption. T2T-ViT [Yuan et al., 2021] models the local image structure via a Tokens-to-Token (T2T) transformation. CaiT [Touvron et al., 2021b] uses layer scaling to increase the stability of the optimization when training large-scale Transformers. Although achieving record performance on ImageNet [Deng et al., 2009], these methods suffer from the quadratic complexity of dense self-attention, which is inferior to CNN models when carrying out dense prediction tasks or processing high-resolution images. Inspired by CNN models, the community has sprouted the pyramid Transformer structure [Wang et al., 2021; Liu et al., 2021; Heo et al., 2021; Li et al., 2021; Chu et al., 2021; Chen et al., 2022a; Ren et al., 2022], which breaks with the established patterns in ViT, such as the fixed token length and fixed channels. These methods have a pyramid structure that can be used as a versatile backbone for both image classification and dense prediction tasks. Among these pyramid Transformer variants, downsampling tokens at each stage is a common but essential operation, which is implemented by convolution with strides [Wang et al., 2021; 2022b], patch merging with linear projections [Liu et al., 2021], or clustering-based patch embedding [Zeng et al., 2022a].

Efficient sparse self-attention. Different from language models, vision Transformers usually accept a mass of visual tokens, resulting in high computational complexity when computing the dense self-attention, especially on high-resolution images. Efficient sparse self-attention, an alternative to vanilla dense self-attention, allows for arbitrary sparsity patterns instead of interacting with all tokens in a dense manner. It can be categorized into location-based and content-based methods. The location-based sparse attention assumes that not all tokens are valuable and thus only interact with a portion of the tokens. Typical examples in this category include local window sliding attention, global attention, and the combination ones [Beltagy et al., 2020; Zaheer et al., 2020], which have been widely explored in language modelling. In the vision field, [Liu et al., 2021] achieved efficient self-attention by limiting self-attention in a local region and interacting with regions through shifting windows. [Wang et al., 2021] reduced the key and value tokens by aggregating the local region to a single token through convolution with large kernels and large strides. However, these artificially-designed sparsity patterns do not necessarily match the characteristics of data, thereby possibly impacting its performance. To address this issue, the content-based sparse attention partitions the tokens according to their content correlation. Based on it, [Roy et al., 2021] clustered the tokens using the $k$-means algorithm and performed the self-attention in each cluster. [Kitaev et al., 2019] presented an efficient locality sensitivity hashing clustering to divide tokens into chunks. [Wang et al., 2022a] proposed the $k$NN attention to select the top-$k$ tokens from keys and ignored the rest for each query when computing the attention matrix, thus filtering out noisy tokens and speeding up training. Although spare attention has been studied in these attempts, our ClusTR is different in the following aspects: 1) Compared with [Wang et al., 2021; Liu et al., 2021], ClusTR breaks the rigid rules of grid-based token aggregation and makes full use of token representation for efficient vision modelling. 2) [Roy et al., 2021; Kitaev et al., 2019; Wang et al., 2022a] limited the range of self-attention to achieve efficiency, in which only similar tokens in the same cluster can communicate with each other. In contrast, our ClusTR breaks the constraints of limited self-attention range, and encourages to explore global attention patterns from the diverse clustered tokens. 3) Moreover, with the proposed multi-scale attention, ClusTR is superior to these single-scale attention methods when processing dense prediction tasks.

3 METHOD

As an efficient vision Transformer, ClusTR is different from other counterparts in terms of the self-attention mechanism. As shown in Figure 2, we group vision tokens and aggregate the semantic-
similar tokens in the same cluster, aiming to reduce the computational complexity of self-attention. Based on the clustering-guided self-attention, we can easily extend it to a multi-scale version which is benefited from the multi-scale aggregation. In the following, we delve into the ClusTR self-attention and architecture details.

\begin{figure}[h]
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\includegraphics[width=\textwidth]{figure2.png}
\caption{Comparison of self-attention in ViT, Swin, PVT and our proposed method. ViT performs the dense token-to-token self-attention; Swin Transformer divides all tokens into several windows and performs the window-based self-attention; PVT aggregates tokens in a grid by using strided convolution. The proposed method groups vision tokens according to the feature similarity, resulting in compact but semantic tokens for efficient self-attention.}
\end{figure}

### 3.1 kNN-based Density Peaks Clustering

We denote the set of vision tokens as \( X = [x_1, x_2, ..., x_N]^T \in \mathbb{R}^{N \times C} \), where \( N \) and \( C \) represent the number of tokens and dimension of the token channel, respectively. Following (Rodriguez & Laio, 2014), we characterize token clusters by a higher density than their neighbors and by a relatively large distance from other tokens with higher densities. As for a token \( x_i \in X \), its local density is defined as

\[
\rho_i = \exp \left( -\frac{1}{k} \sum_{j \in kNN(x_i)} d(x_i, x_j)^2 \right) \tag{1}
\]

where \( d(x_i, x_j) \) refers to the Euclidean distance between \( x_i \) and \( x_j \), \( kNN(x_i) = \{ j \in X | d(x_i, x_j) \leq d(x_i, x_k) \} \), \( x_k \) is the \( k \)-th neighbor of \( x_i \). Here, we also define another variable \( \delta_i \) for the token \( x_i \), which measures the distance between \( x_i \) and other high-density tokens.

\[
\delta_i = \begin{cases} 
\min_{j: \rho_j > \rho_i} (d(x_i, x_j)) & \text{if } \exists \rho_j > \rho_i \\
\max_j (d(x_i, x_j)) & \text{if } \nexists \rho_j > \rho_i 
\end{cases} \tag{2}
\]

If \( x_i \) is characterized as a cluster, its local density should be higher than that of its neighbors. Besides, it should also have a relatively large distance from other higher-density tokens. To this end, a decision value \( \gamma_i = \rho_i \ast \delta_i \) can be computed to locate the density peaks efficiently. The token clusters are specialized with both large density \( \rho \) and large distance \( \delta \). After that, the remaining tokens are assigned to the same cluster as their nearest tokens with higher density. Based on the cluster index, we can partition all tokens in \( X \) into \( M \) clusters, denoted by \( G = \{G_1, G_2, ..., G_M \} \).

The tokens in the same cluster are aggregated to generate a cluster representative token, formulated by

\[
\text{Cluster}(X; \lambda) = [h_1, h_2, ..., h_{N/\lambda}] \in \mathbb{R}^{M \times C} \tag{3}
\]

where \( \lambda = N/M \) is the token reduction ratio, \( h_i = \sum_{x_i \in G_j} w_i \cdot x_i \), and \( w_i \) is the learnable parameter for each token \( x_i \). Note that the number of aggregated cluster representative tokens is far smaller than that of the original visual tokens \( X \), i.e., \( N \gg N/\lambda \). Such a clustering-guided token aggregation condenses a lot of visual tokens, benefiting the efficient self-attention process.

### 3.2 Clustering-Guided Self-Attention

The attention module is one of the core components of the Transformer. Following (Vaswani et al., 2017), most of Transformers and their variants apply the multi-head self-attention mechanism to
model the long-range dependencies. For each head, the query $Q$, key $K$, and value $V$ have the size of $N \times C$. The scaled dot-product attention can be formulated as
\[
\text{Attention}(Q, K, V) = \text{Softmax} \left( \frac{QK^T}{\sqrt{s}} \right)V
\]
where $s$ is the scaling factor. Although the above self-attention can be implemented in a fast manner by using highly optimized matrix multiplication, it still suffers from the high computation complexity, i.e., $O(N^2)$, especially for the abundant vision tokens. To address this issue, we propose a clustering-guided efficient self-attention that clusters and aggregates the semantic-similar tokens in the same cluster to reduce the computation complexity. Based on the clustering algorithm in Sec.3.1, the proposed efficient self-attention is reformulated as
\[
\text{ClusAtt}(Q, K, V; \lambda) = \text{Softmax} \left( \frac{Q \cdot \text{Cluster}(K; \lambda)^T}{\sqrt{s}} \right) \cdot \text{Cluster}(V; \lambda)
\]
After clustering, the tokens of key and value are decreased by $\lambda$ times, reducing the computation complexity from $O(N^2)$ to $O(\frac{N^2}{\lambda})$. Based on the single-head attention, the multi-head attention can be implemented in parallel as
\[
\text{MH-ClusAtt}(X; \lambda) = \Phi \left( \bigcup_{i=1}^{H} \text{ClusAtt}(XW^Q_i, XW^K_i, XW^V_i; \lambda) \right)
\]
where $\bigcup$ refers to the concatenation operation, $\Phi$ aggregates the feature representation of $H$ attention heads through a linear projection function. $W^Q_i$, $W^K_i$, and $W^V_i$ are linear projections to generate query, key, and value tokens.

3.3 Multi-Scale Self-Attention

Here we extend the proposed clustering-guided self-attention from single-scale to multi-scale. For the multi-scale aggregation, we replace the single $\lambda$ in Eq.3 with a set of factors $\lambda_1, ..., \lambda_L$, where $L$ refers to the number of scales. Then, the multi-scale clustering can be described as
\[
\text{Cluster}(X; \lambda_1, ..., \lambda_L) = [h_1^{\lambda_1}, ..., h_{N/\lambda_i}^{\lambda_1}; ..., h_1^{\lambda_L}, ..., h_{N/\lambda_i}^{\lambda_L}] \in \mathbb{R}^{(N/\lambda_i) + ... + (N/\lambda_L) \times C}
\]

The computational complexity of multi-scale attention is $O(N^2(\frac{1}{\lambda_1} + ... + \frac{1}{\lambda_L}))$. And the multi-head multi-scale clustering-guided self-attention can be described as
\[
\text{MHMS-ClusAtt}(X; \lambda_1, ..., \lambda_L) = \Phi \left( \sum_{j=1}^{L} \bigcup_{i=1}^{H} \text{ClusAtt}(XW^Q_i, XW^K_i, XW^V_i; \lambda_j) \right)
\]
where the linear projection $\Phi$ is used to aggregate the feature representation of $H$ attention heads and $L$ scales.

3.4 ClusTR Transformer Architecture

The basic ClusTR model is composed of four stages, as shown in Figure 3. We follow [Ren et al., 2022] and employ the overlapped patch embedding at the beginning of each stage to model local
Table 1: Architecture details of ClusTR variants. Here ‘L, C, H’ represents the number of Transformer layers, channels, and heads, respectively.

| Output size | ClusTR-T | ClusTR-S | ClusTR-B |
|-------------|----------|----------|----------|
| Stage1      | W/4 * H/4 | 1        | {64,16}  | 3        | 64     | 1        | {64,16}  |
| Stage2      | W/8 * H/8 | 2        | 128      | 2        | 16     | 4        | 5        | 128     | 2        | 16     | 4        |
| Stage3      | W/16 * H/16 | 6        | 256      | 4        | {4,1}  | 13       | 256     | 4        | {4,1}  | 18      | 320     | 5        | {4,1}  |
| Stage4      | W/32 * H/32 | 1       | 512      | 8        | 1       | 2        | 512     | 8        | 1       | 3       | 512     | 8        | 1       |

continuity. Based on the clustering-guided self-attention, the Transformer block of ClusTR can be computed as

\[ z'_{l} = \text{MHMS-ClusAtt}(\text{LN}(z_{l-1})) + z_{l-1} \]

\[ z_{l} = \text{FFN}(\text{LN}(z'_{l})) + z'_{l} \]  

(9)

where \( \text{LN} \) is the layer normalization, and \( \text{FFN} \) is the fully connected feedforward network. Note that the token reduction ratio \( \lambda \) can be defined as any value during the clustering process. To balance the efficiency and accuracy, we set \( \lambda \) to \{64, 16\}, \{16, 4\}, \{4, 1\}, \{1\} from the first to the last stage, respectively. We build the tiny model, called ClusTR-T, that has a similar model size and computation complexity to PVT-Tiny/PVTv2-B1. Based on this, we scale up ClusTR-T to the small and base variants, called ClusTR-S, and ClusTR-B, which have the model size and computation complexity of about \( 2\times \), and \( 4\times \) compared to the tiny version. The specific architecture details and hyper-parameters can be found in Table 1.

4 EXPERIMENT

We evaluate ClusTR on four representative computer vision tasks, including image classification, semantic segmentation, object detection, and pose estimation. We also investigate the effectiveness of each part of ClusTR in the ablation section.

4.1 CLASSIFICATION ON IMAGENET-1K

**Dataset:** We conduct image classification experiments on the ImageNet-1K dataset (Deng et al., 2009), which includes 1.28 million training images and 50K validation images from 1,000 categories.

**Setting:** We randomly crop \( 224 \times 224 \) regions as the input. Following (Wang et al., 2022b), we apply a rich set of data augmentations to diversify the training set, including random cropping, random flipping, random erasing, label-smoothing regularization, CutMix, and Mixup. We adopt the AdamW optimizer (Loshchilov & Hutter, 2018) with a cosine decaying learning rate (Loshchilov & Hutter, 2017), a momentum of 0.9, and a weight decay of 0.05, to train our ClusTR model. We set the initial learning rate to 0.001, batch size to 1024, and epochs to 300, which are popular for ImageNet training. During the inference time, we take a \( 224 \times 224 \) center crop as the input and adapt the Top-1 accuracy as the evaluation metric.

**Results:** In Table 2, we compare ClusTR to other advanced backbones based on ConvNets, MLPs, and Transformers. Compared with the state-of-the-art Transformer-based methods, ClusTR outperforms the Transformer-based architectures with comparable or fewer parameters and computation budgets, surpassing 1.9% than Swin Transformer (ClusTR-S 83.2 vs. Swin-T 81.3), and 1.5% than PVTv2 (ClusTR-T 80.2 vs. PVTv2-b1 78.7). Compared to the state-of-the-art ConvNet-based methods, ClusTR is superior to keep a balance between accuracy and complexity. With a similar complexity budget, ClusTR achieves 1.1% performance gain over ConvNets (ClausTR-S 83.2 vs. ConvNeXt-T 82.1). With a comparable accuracy (ClusTR 83.2 vs. ConvNeXt-S 83.1), ClusTR reduces the model complexity of ConvNexts by half (ClusTR-S 22.7M/4.8G vs. ConvNeXt-S 50M/8.7G). Such an advantageous accuracy-complexity trade-off still remains when compared to MLP-based methods.
Table 2: Image classification performance of different backbones on the ImageNet-1K validation set. Here ‘Params.’ refers to the number of the model parameters, and FLOPs is calculated based on the input size of $224 \times 224$.

| Methods          | Resolution | Params. (M) | FLOPs (G) | Top-1 (%) | Reference     |
|------------------|------------|-------------|-----------|-----------|---------------|
| **ConvNets**     |            |             |           |           |               |
| RegNetY-4G       | 224        | 21.0        | 4.0       | 80.0      | CVPR20        |
| RegNetY-8G       | 224        | 39.0        | 8.0       | 81.7      | CVPR20        |
| ConvNeXt-T       | 224        | 29.0        | 4.5       | 82.1      | CVPR22        |
| ConvNeXt-S       | 224        | 50.0        | 8.7       | 83.1      | CVPR22        |
| **MLPs**         |            |             |           |           |               |
| CycleMLP-T       | 224        | 28.0        | 4.4       | 81.3      | ICLR22        |
| CycleMLP-S       | 224        | 50.0        | 8.5       | 82.9      | ICLR22        |
| AS-MLP-T         | 224        | 28.0        | 4.4       | 81.3      | ICLR22        |
| AS-MLP-S         | 224        | 50.0        | 8.5       | 83.1      | ICLR22        |
| **Transformers** |            |             |           |           |               |
| PVT-T (Wang et al., 2021) | 224 | 13.0 | 1.9 | 75.1 | ICCV21 |
| PVT-ACmix-T (Pan et al., 2022) | 224 | 13.0 | 2.0 | 78.0 | CVPR22 |
| PVTv2-b1 (Wang et al., 2022a) | 224 | 13.1 | 2.1 | 78.7 | CVMM2 |
| QuadTree-B-b1 (Tang et al., 2022) | 224 | 13.6 | 2.3 | 80.0 | ICLR22 |
| ClusTR-T         | 224        | 11.7        | 2.2       | 80.2      | Ours          |
| **PVT-S (Wang et al., 2021)** | 224 | 24.5 | 3.8 | 79.8 | ICCV21 |
| Swin-T (Liu et al., 2021) | 224 | 29.0 | 4.5 | 83.1 | ICCV21 |
| Twins-SVT-T (Chen et al., 2021) | 224 | 24.0 | 2.9 | 81.7 | NeurIPS21 |
| PVTv2-b2 (Wang et al., 2022b) | 224 | 25.4 | 4.0 | 82.0 | CVMM2 |
| HRViT-b2 (Gu et al., 2022) | 224 | 32.5 | 5.1 | 82.3 | CVPR22 |
| TCFormer (Zeng et al., 2022b) | 224 | 25.6 | 5.9 | 82.4 | CVPR22 |
| CrossFormer-S (Wang et al., 2022c) | 224 | 30.7 | 4.9 | 82.5 | ICLR22 |
| RegionViT-S (Chen et al., 2022a) | 224 | 30.6 | 5.3 | 82.6 | ICLR22 |
| CSWin-T (Dong et al., 2022) | 224 | 23.0 | 4.3 | 82.7 | CVPR22 |
| QuadTree-B-b2 (Tang et al., 2022) | 224 | 24.2 | 4.5 | 82.7 | ICLR22 |
| ClusTR-S         | 224        | 22.7        | 4.8       | 83.2      | Ours          |
| PVT-L (Wang et al., 2021) | 224 | 61.4 | 9.8 | 81.7 | ICCV21 |
| HRViT-b3 (Gu et al., 2022) | 224 | 37.9 | 5.7 | 82.8 | CVPR22 |
| Swin-S (Liu et al., 2021) | 224 | 50.0 | 8.7 | 83.0 | ICCV21 |
| RegionViT-M (Chen et al., 2022a) | 224 | 41.2 | 7.4 | 83.1 | ICLR22 |
| Twins-SVT-B (Chen et al., 2021) | 224 | 56.0 | 8.6 | 83.2 | NeurIPS21 |
| CrossFormer-B (Wang et al., 2022c) | 224 | 52.0 | 9.2 | 83.4 | ICLR22 |
| PVTv2-b4 (Wang et al., 2022b) | 224 | 62.6 | 10.1 | 83.6 | CVMM2 |
| QuadTree-B-b3 (Tang et al., 2022) | 224 | 46.3 | 7.8 | 83.7 | ICLR22 |
| ClusTR-B         | 224        | 40.2        | 7.5       | 84.1      | Ours          |

4.2 Semantic Segmentation on ADE20K

**Dataset:** We conduct semantic segmentation experiments on the ADE20K dataset (Zhou et al., 2017), which includes 20,210 training images and 2,000 validation images from 150 fine-grained semantic categories.

**Settings:** We randomly resize and crop $512 \times 512$ image patches as the input and set the batch size to 16. We employ the ClusTR-S, pre-trained on ImageNet, as the backbone, and evaluate it with two segmentation architectures, i.e., Semantic FPN (Kirillov et al., 2019) and UperNet (Xiao et al., 2018b). The segmentation training process follows the default settings in (Wang et al., 2022b) and (Liu et al., 2021). When training the Semantic FPN, we adopt the AdamW optimizer (Loshchilov & Hutter, 2018) with an initial learning rate of 0.0001 and a weight decay of 0.0001, and set the number of iterations to 80K. As for UperNet, we adopt the AdamW optimizer with an initial learning rate of 0.00006 and a weight decay of 0.01, and set the number of iterations to 160K. We also warm up the model linearly for the first 1500 iterations. During the test, we re-scale the shorter side of the input image to 512 pixels and adapt the mIOU metric for evaluation.

**Results:** As shown in Table 3, we can see that ClusTR outperforms the state-of-the-art backbones, including ConvNets-based and Transformer-based, in both semantic FPN and UperNet.
Table 3: Semantic segmentation performance of different backbones on the ADE-20K validation set. Here '*' indicates that the numbers are cited from the reproduced results of Twins.

| Methods               | Semantic FPN 80k | UperNet 160K |
|-----------------------|------------------|--------------|
|                       | Params. (M)      | mIOU (%)     | Params. (M) | mIOU (%) |
| ResNet-50 (He et al., 2016) | 28.5             | 36.7         | -           | -        |
| PVT-S (Wang et al., 2021)    | 28.2             | 39.8         | -           | -        |
| Swin-T (Liu et al., 2021)   | 31.9             | 41.5         | 59.9        | 44.5     |
| CycleMLP-b2 (Chen et al., 2022b) | 30.6             | 43.4         | -           | -        |
| ConvNeXt-T (Liu et al., 2022) | -                | -            | 60.0        | 46.0     |
| Twins-SVT-S (Chu et al., 2021) | 28.3             | 43.2         | 54.4        | 46.2     |
| RegionViT-S+ (Chen et al., 2022a) | 35.7             | 45.3         | -           | -        |
| CrossFormer-S (Wang et al., 2022c) | 34.3             | 46.0         | 62.3        | 47.6     |
| MPViT-S (Lee et al., 2022)   | -                | -            | 52.0        | 48.3     |
| ClusTR-S (Ours)          | 26.4             | 48.0         | 52.5        | 49.6     |

ClusTR-S (Ours) achieves better segmentation performance (ClusTR 48.0 vs. ResNet 36.7 with Semantic FPN; ClusTR 49.6 vs. ConvNeXt 46.0 with UperNet) while using fewer parameters. Compared with the Transformer-based methods, ClusTR outperforms the state-of-the-art backbones in both semantic FPN and UperNet mode with comparable or even fewer parameters, surpassing CrossFormer (Wang et al., 2022c) by 2.0%, and MPViT (Lee et al., 2022) by 1.3%.

4.3 OBJECT DETECTION ON COCO

Dataset: We perform object detection and instance segmentation experiments on the COCO2017 dataset (Lin et al., 2014), which includes 118,287 training images and 5,000 validation images from 80 categories.

Settings: We use the ClusTR-S pre-trained on ImageNet as the backbone of two mainstream detectors, i.e., RetinaNet (Lin et al., 2017) and Mask R-CNN (He et al., 2017). We follow the default settings of PVTv2 (Wang et al., 2022b) and mmdetection (Chen et al., 2019). We adopt the AdamW optimizer with a batch size of 16, and perform the 1× training schedule with 12 epochs. During training, we re-scale the shorter side of the input image to 800 pixels while keeping the longer side no more than 1,333 pixels. During test, the shorter side of input images is resized to 800 pixels, and the bbox mAP (APb) and mask mAP (APm) are used as evaluation metrics.

Results: As shown in Table 4, with comparable/fewer parameters, our ClusTR model surpasses both ConvNet- and Transformer-based state-of-the-art backbones when using Mask-RCNN for object detection and instance segmentation. Compared to ConvNet backbones, our model outperforms ResNet (He et al., 2016) by 9.0 points for box AP, and 8.1 points for mask AP. Compared to Transformer backbones, our model achieves 6.6 box AP/4.7 mask AP over PVT, and 4.8 box AP/3.4 mask AP over Swin. Besides, Table 5 reports the detection performance of different backbones when using RetinaNet as a detector. Our model achieves the 45.8 box AP with only 32.4M parameters, outperforming other competitors especially in detecting small objects. We clarify that these results are expected, since the proposed clustering-guided self-attention is able to pay equal attention to diverse objects, insensitive to the object size, which is particularly beneficial for small objects.
Table 5: Detection performance of RetinaNet with different backbones on the COCO validation set.

| Methods                          | Params. (M) | AP50 | AP75 | APs | APm | APl |
|----------------------------------|-------------|------|------|-----|-----|-----|
| ResNet-50 (He et al., 2016)      | 37.7        | 36.3 | 55.3 | 38.6| 19.3| 48.8|
| PVT-S (Wang et al., 2021)        | 34.2        | 40.4 | 61.3 | 43.0| 25.0| 42.9|
| CycleMLP-b2 (Chen et al., 2022b)| 36.5        | 40.6 | 61.4 | 43.2| 22.9| 44.4|
| Swin-T (Liu et al., 2021)        | 38.5        | 41.5 | 62.1 | 44.2| 25.1| 44.9|
| Twins-SVT-S (Chu et al., 2021)   | 34.3        | 43.0 | 64.2 | 46.3| 28.0| 46.4|
| RegionViT-B (Chen et al., 2022a)| 83.4        | 43.3 | 65.2 | 46.4| 29.2| 46.4|
| Twins-SVT-S (Chu et al., 2021)   | 32.1        | 45.4 | 65.9 | 49.2| 28.7| 49.3|
| ClusTR-S (Ours)                  | 32.4        | 45.8 | 66.4 | 49.5| 30.4| 49.5|

Table 6: Pose estimation performance of different backbones on the COCOWholeBody V1.0 dataset. Here '*' indicates that the numbers are cited from the reproduced results of TCFormer.

| Methods                          | Resolution | body AP | body AR | foot AP | foot AR | face AP | face AR | hand AP | hand AR | whole AP | whole AR |
|----------------------------------|------------|---------|---------|---------|---------|---------|---------|---------|---------|----------|----------|
| ZoomNet* (Jin et al., 2020)      | 384 × 288  | 74.3    | 80.2    | 79.8    | 86.9    | 62.3    | 70.1    | 40.1    | 49.8    | 54.1     | 65.8     |
| SBL-Res152* (Xiao et al., 2018a)| 256 × 192  | 68.2    | 76.4    | 66.2    | 84.8    | 62.4    | 72.8    | 46.2    | 50.5    | 54.8     | 68.1     |
| HRNet-w32* (Sun et al., 2019)    | 256 × 192  | 70.0    | 74.6    | 56.7    | 84.5    | 63.7    | 80.8    | 47.3    | 54.6    | 65.3     | 72.6     |
| PVTv2-b2 (Wang et al., 2022b)    | 256 × 192  | 69.6    | 77.3    | 69.0    | 80.3    | 64.9    | 74.8    | 54.5    | 65.9    | 57.5     | 68.0     |
| TCFormer (Zeng et al., 2022a)    | 256 × 192  | 69.9    | 77.0    | 69.8    | 81.8    | 64.9    | 74.6    | 53.5    | 65.0    | 57.2     | 67.8     |
| ClusTR-S (Ours)                  | 256 × 192  | 71.4    | 78.8    | 73.3    | 83.8    | 66.5    | 75.7    | 55.9    | 67.1    | 59.4     | 69.7     |

Table 7: Comparison of different token aggregation methods on the ImageNet-1K dataset.

| Token Aggregation | Params. (M) | FLOPs (G) | Top1 (%) |
|-------------------|-------------|-----------|----------|
| Grid-based        | 13.2        | 2.1       | 76.7     |
| Clustering        | 10.8        | 2.0       | 77.2     |

4.4 2D Whole-body Pose Estimation on COCO.

Dataset: We perform pose estimation experiments on the COCOWholeBody V1.0 dataset (Jin et al., 2020), which contains 133 keypoints, including 17 for the body, 6 for the feet, 68 for the face, and 42 for the hands.

Implementation details: We follow the same settings in (Zeng et al., 2022a), and adopt the AdamW optimizer with an initial learning rate of 0.0005 (Loshchilov & Hutter, 2017), a momentum of 0.9, and a weight decay of 0.01. We set the batch size to 512, and the number of epochs to 210. The OKS-based Average Precision (AP) and Average Recall (AR) are used as evaluation metrics.

Results: In Table 6, we compare ClusTR with other advanced models on COCOWholeBody V1.0 dataset. Our model achieves the new state-of-the-art performance on the pose estimation (59.4% AP and 69.7% AR), outperforming the best ConvNet-based HRNet by 4.1 AP and 7.1 AR, and surpassing the best Transformer-based TCFormer by 2.2 AP and 1.9 AR.

4.5 Ablations

We perform the following ablation experiments to further verify the effectiveness of ClusTR. All classification experiments are conducted based on ClusTR-T and the number of training epochs is set to 100. The segmentation experiments are conducted based on the pre-trained ClusTR-T and the Semantic FPN segmentation architecture.

Grid-based vs. clustering-guided token aggregation: Token aggregation is an important operation in the self-attention process that dramatically reduces the computation complexity. We compare the clustering-guided token aggregation to the convolution-based grid token aggregation. Following (Wang et al., 2021), we utilize the convolution with large strides to achieve the grid token aggregation. Note that the other settings are the same for a fair comparison. Table 7 reveals that our clustering-guided method not only reduce the parameters and FLOPs, but also improve 0.5 points of Top1 accuracy (grid-based 76.7 vs. clustering-guided 77.2).
Table 8: Comparison of different sparse attentions on the ImageNet-1K dataset.

| Methods                                      | Params. (M) | FLOPs (G) | Top1 (%) |
|----------------------------------------------|-------------|-----------|----------|
| Spatial-reduction attention (Wang et al., 2021) | 13.2        | 2.1       | 76.7     |
| kNN attention (Wang et al., 2022a)           | 13.2        | 2.1       | 76.8     |
| ClusTR (Ours)                                | 10.8        | 2.0       | 77.2     |

Table 9: Comparison of single-scale and multi-scale attention on the ImageNet-1K and ADE-20K datasets.

| Reduction ratios | Params. (M) | FLOPs (G) | Top1 | mIOU |
|------------------|-------------|-----------|------|------|
| Single-scale     |             |           |      |      |
| Stage1 64        | 16          | 4         | 1    | 10.8 | 2.0   | 77.2 | 41.2 |
| Stage2 16        | 4           | 1         | 1    | 10.8 | 2.1   | 77.4 | 41.8 |
| Stage3 4         | 1           | 1         | 1    | 10.8 | 2.2   | 77.9 | 42.6 |
| Stage4 1         | 1           | 1         | 1    | 11.7 | 2.2   | 77.9 | 42.6 |
| Multi-scale      |             |           |      |      |
| {64, 16}         |             |           |      |      |
| {16, 4}          |             |           |      |      |
| {4, 1}           |             |           |      |      |

**Compared to different sparse attentions:** We also compare the clustering-guided attention to the spatial-reduction attention (SRA) as done in PVT (Wang et al., 2021) and kNN based sparse attention (Wang et al., 2022a) in Table 8. It reveals that the kNN attention achieves a slight performance gain (0.1 points) over SRA without increasing parameters and FLOPs. It is noteworthy that our ClusTR not only outperforms kNN attention by 0.4% but also reduces about 18% parameters. It demonstrates that the proposed ClusTR is superior to modelling the token-wise dependencies, thus leading to better performance.

**Single-scale vs. multi-scale attention:** In Table 9, we compare the single-scale attention with two reduction ratios and multi-scale attention. For the single-scale, the smaller reduction ratio keeps more detailed information, thus contributing to better accuracy, especially for dense prediction tasks (+0.6 points for segmentation). By contrast, the multi-scale attention outperforms the single-scale attention by at least 0.5 points on ImageNet and at least 0.8 points on segmentation, though it suffers from a slight increase of parameters (+0.9M) and FLOPs (+0.1G).

5 CONCLUSION

The dense self-attention in Transformers suffers from the high computation complexity when processing vision tasks, especially on dense prediction scenarios or high-resolution images. In this work, we propose the content-based sparse attention that clusters vision tokens and aggregates them in the same cluster. The clustering-guided self-attention not only reduces the computation complexity but also invests the explicit and intensive semantics to each aggregated token, thus contributing to better performance. Moreover, we extend it from single-scale to multi-scale self-attention, benefiting the dense prediction tasks. Based on the proposed self-attention method, we build a versatile Transformer model, called ClusTR. We conduct extensive experiments to demonstrate the effectiveness of ClusTR, and achieve state-of-the-art performance on various vision tasks, including image recognition, semantic segmentation, object detection, and pose estimation.
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