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1. Introduction

We consider the interlinked problems of parsimonious representation, efficient estimation, and tractable manipulation of a random surface’s covariance, i.e. the covariance of a random process on a two-dimensional domain. We operate in the framework of functional data analysis [see 24, 16], which treats the process’ realizations as elements of a separable Hilbert space, and assumes the availability of replicates thereof, thus allowing for nonparametric estimation. As a specific example, consider a spatio-temporal process $X_{t,s} \in \mathbb{R}^2$ taking values in $\mathcal{L}_2(T \times S)$ with covariance kernel $c(t, s, t', s') = \text{Cov}(x(t), x(t', s'))$, and induced covariance operator $C : \mathcal{L}_2(T \times S) \rightarrow \mathcal{L}_2(T \times S)$. We assume that we have access to (potentially discretised) i.i.d. realisations $X_1, \ldots, X_N$ of $X$, and wish to estimate $c$ nonparametrically and computationally feasible, ideally via a parsimonious representation allowing for tractable further computational manipulations (e.g. inversion) required in key tasks involving $c$ (regression, prediction, classification).

Although the nonparametric estimation of covariance kernels is still an active field of research in functional data analysis, it is safe to say that the problem is well understood for curve data (i.e. functional observations on one-dimensional domains), see [33] for a complete overview. The same cannot be said about surface-valued data (i.e. functional observations on bivariate domains). Even though most, if not all, univariate procedures can be in theory taken and adapted to the case of surface-valued data, in practice one quickly runs into computational and statistical limitations associated with the dimensionality of the problem. For instance, suppose that we observe the surfaces densely at $K_1$ temporal and $K_2$ spatial locations. Estimation of the empirical covariance then requires evaluations at $K_1^2 K_2^2$ points. Even storage of the empirical covariance is then prohibitive for grid sizes as small as $K_1 \approx K_2 \approx 100$. Moreover, statistical constraints – accompanying the necessity to reliably estimate $K_1^2 K_2^2$ unknown parameters from only $NK_1 K_2$ observations – are usually even tighter [1]. Examples of random surfaces observed on a grid densely enough to impede the usage of an unstructured covariance were given by Wang, Chiu and Müller [33], and labeled “next-generation functional data”. For instance, they arise abundantly in neuroimaging (e.g. EEG or fMRI studies).

Due to the aforementioned challenges associated with higher dimensionality, additional structure is often imposed on the spatio-temporal covariance as a modeling assumption. Perhaps the most prevalent assumption is that of separability, factorizing the covariance kernel $c$ into a purely spatial part and a purely temporal part: $c(t, s, t', s') = a(t, t') b(s, s')$, $t, t' \in T$, $s, s' \in S$. When the data are observed on a grid, separability entails that the 4-way covariance tensor $C \in \mathbb{R}^{K_1 \times K_1 \times K_2 \times K_2}$ simplifies into an outer product of two matrices, say $A \in \mathbb{R}^{K_1 \times K_1}$ and $B \in \mathbb{R}^{K_2 \times K_2}$. This reduces the number of parameters to be estimated from $O(K_1^2 K_2^2)$ to $O(K_1^2 + K_2^2)$, simplifying estimation from both computational and statistical viewpoints. Moreover, subsequent manipulation of the estimated covariance becomes much simpler. However, assuming separability often encompasses oversimplification and has undesirable practical implications for real data [see 26]. A number of tests for separability of space-time functional data have been recently developed [1, 2, 7], and their application demonstrates that separability is distinctly violated for several data sets previously modeled as separable.

If separability of the covariance is rejected for a data set by one of the aforementioned tests, an alternative model with similar computational advantages to separability is needed. But there is a clear deficiency in this regard in the present literature. While many authors focus on testing separability [see 6, for a list of up-to-date references] or assessing the departures from it [17, 9], little work has been done to offer nonparametric alternatives to covariance estimation beyond separability. This becomes evident from the fact that separability is often assumed in practice, not because it is believed to hold, but merely due to the computational gains it offers [see 12, 22].

In this article, we aspire to bridge this gap and go beyond separability in covariance estimation. To this effect, we introduce and study a decomposition allowing for representation, estimation and manipulation of a covariance on a two-dimensional domain. This decomposition can be viewed as a generalization of separability, and applies to any covariance. By truncating this decomposition, we are able to obtain the sought computational and statistical efficiency. Our approach is motivated by the fact that any Hilbert-Schmidt operator on a product Hilbert space can be additively decomposed in a separable manner. For
example, the covariance kernel $c$ can be decomposed as

$$c(t, s, t', s') = \sum_{r=1}^{\infty} \sigma_r a_r(t, t') b_r(s, s'), \quad (1.1)$$

where $(\sigma_r)_{r \geq 1}$ is the non-increasing and non-negative sequence of scores and $(a_r)_{r \geq 1}$, resp. $(b_r)_{r \geq 1}$, is an orthonormal basis of $L_2(T \times T)$, resp. $L_2(S \times S)$. We call (1.1) the separable expansion of $c$, because the spatial and temporal dimensions of $c$ are separated in each term. This fact distinguishes the separable expansion from the eigendecomposition of $c$, i.e. $c(t, s, t', s') = \sum_{r=1}^{\infty} \lambda_r e_r(t, s) e_r(t', s')$, which contains no purely temporal or purely spatial components.

The separable expansion (1.1) effectively analyzes $c$ into its principal separable components, much in the same way its eigendecomposition analyzes $c$ into its principal components. The retention of a few leading terms in (1.1) represents a parsimonious reduction generalizing separability, and affording similar advantages. The nearest Kronecker product [31], or equivalently the best separable approximation [10], are directly related to the leading term in (1.1). The subsequent terms capture departures from separability, yet still in a separable manner. We study estimators of $c$ obtained by truncating its separable expansion, i.e. estimators of the form

$$\hat{c}(t, s, t', s') = \sum_{r=1}^{R} \tilde{\sigma}_r \tilde{a}_r(t, t') \tilde{b}_r(s, s') \quad (1.2)$$

for an appropriate choice of the degree-of-separability $R \in \mathbb{N}$. Our approach should not be viewed as a model: any covariance can be approximated in this way to arbitrary precision, when $R$ is chosen sufficiently large. On the other hand, as in principal component analysis, the expansion is most useful for a given covariance when $R$ can be chosen to be relatively low, and we explore the role of $R$ in estimation quality and computational tractability. Our asymptotic theory illustrates how the bias/variance of the resulting estimator is dictated by its degree-of-separability.

To use (1.1), we must of course be able to construct it, and our starting point is an iterative (provably convergent) algorithm for calculating the separable expansion of a general operator. Conceptually, an $R$-separable estimator of the form (1.2) would be obtained by applying the algorithm to the empirical covariance estimator. We show, however, that the estimator can be constructed directly at the level of the 2D surface data, without the need to ever compute or store the 4D empirical covariance. The algorithm consists of a generalization of the power iteration method to arbitrary Hilbert spaces, and an operation called the partial inner product lies at its foundation.

The partial inner product was used implicitly by [2] and explicitly under the name ‘partial product’ in the follow-up work by [9], both in the context of separability tests. These were possibly the first to consider this operation over infinite-dimensional spaces. In another avenue of research, generalizations of separability similar to (1.2) have been considered before, in a finite-dimensional context. Based on the groundwork on Kronecker approximations [31, 29], [4] used Lagrange multipliers to estimate a covariance model similar to (1.2) with $R = 2$ only, and a convex relaxation of an optimization problem with a non-convex constraint leading to a similar estimator was considered in [28]. In an infinite-dimensional context, [20] introduced the weakly separable model, which bears some similarity to (1.2), but places additional structural assumptions. These lead to some useful properties, but also restricts generality – it is in effect a model, not possessing optimal reduction properties.

Our approach differs from the aforementioned references in several important aspects, which add up to the main contributions of the present paper:

1. The goal of this paper is estimation beyond the separability assumption. We consider the separable expansion (1.1), which is valid at the level of operators on general (possibly infinite-dimensional) Hilbert spaces. To construct this expansion, we provide in Section 3.2 a generalization of the power iteration method based on a broader definition of the partial inner product, which yields a natural framework for generalizations of separability such as (1.2).
2. We place emphasis on the computational aspect, considering the mere evaluation of the empirical covariance estimator as too expensive. We make the computationally consequential observation that the estimator (1.2) can be calculated directly at the level of data, significantly reducing the number.
of operations needed to construct the estimator (c.f. Section 3.3). This puts our approach in a sharp contrast to the aforementioned prior works, where the empirical covariance needs to be fully computed (even though sometimes not stored) and is possible due to the availability of replicated observations.

3. We provide an efficient inversion algorithm for covariances of the form (1.2), which is based on the preconditioned conjugate gradient. This allows for subsequent manipulation of the estimated covariance (e.g. using it for prediction) with ease comparable to that of a separable model. Moreover, the inversion algorithm can also be utilized for other estimators with a similar structure, e.g. for the weakly separable estimator of [20], who left the question of efficient inversion up for further research.

4. We develop asymptotic statistical theory, including convergence rates, for the truncation estimator (2.1) on $H^2$. Mathematical Background additionally illustrates the importance of a suitable covariance estimator, in terms of both quality and ease in a comprehensive simulation study and on the problem of classification of EEG signals. The latter task can also be utilized for other estimators with a similar structure, e.g. for the weakly separable estimator of [20], who left the question of efficient inversion up for further research.

5. Finally, we examine the effect of the degree-of-separability $R$ on the performance of the estimation procedure. We provide both theoretical guidance for the choice of $R$, as well as practical means in the form of a cross-validation strategy to automatically select $R$ based on the data. This is an essential point as truncating the expansion elicits a form parsimony, and the choice of $R$ has a genuine regularization effect, trading off between bias and variance.

The advantages of estimation beyond separability using the proposed estimator (1.2) are demonstrated in a comprehensive simulation study and on the problem of classification of EEG signals. The latter task additionally illustrates the importance of a suitable covariance estimator, in terms of both quality and ease of computational manipulation, which is offered by the proposed methodology.

2. Mathematical Background

Let $\mathcal{H}$ be a real separable Hilbert space. The Banach space of bounded linear transformations (operators, in short) on $\mathcal{H}$ is denoted by $\mathcal{S}_\infty(\mathcal{H})$ and equipped with the operator norm $\|F\|_\infty = \sup_{\|x\|=1} \|Fx\|$. An operator $F \in \mathcal{S}_\infty(\mathcal{H})$ is compact if it can be written as $Fx = \sum_{j=1}^{\infty} \sigma_j \langle e_j, x \rangle_H f_j$ for a sequence of non-negative numbers $\{\sigma_j\}$ decreasing to 0, and some orthonormal bases $\{e_j\}_{j=1}^{\infty}$ and $\{f_j\}_{j=1}^{\infty}$ of $\mathcal{H}$. For $p \geq 1$, a compact operator $F$ on $\mathcal{H}$ belongs to the Schatten class $\mathcal{S}_p(\mathcal{H})$ if $\|F\|_p^p = \sum_{j=1}^{\infty} \sigma_j^p < \infty$. When equipped with the norm $\|\|_p$, the space $\mathcal{S}_p(\mathcal{H})$ is a Banach space. In particular, $\mathcal{S}_2(\mathcal{H})$ is the space of Hilbert-Schmidt operators. It is itself a Hilbert space with the inner product of $F, G \in \mathcal{S}_2(\mathcal{H})$ defined as $\langle F, G \rangle_{\mathcal{S}_2(\mathcal{H})} = \sum_{j=1}^{\infty} \langle Fe_j, Ge_j \rangle_{\mathcal{H}}$, where $\{e_j\}_{j=1}^{\infty}$ is an arbitrary orthonormal basis of $\mathcal{H}$.

In the case of $\mathcal{H} = L_2(E, \mathcal{E}, \mu)$, where $(E, \mathcal{E}, \mu)$ is a measure space, every $G \in \mathcal{S}_2(\mathcal{H})$ is an integral operator associated with a kernel $g \in L_2(E \times E, \mathcal{E} \otimes \mathcal{E}, \nu)$, where $\mathcal{E} \otimes \mathcal{E}$ is the product $\sigma$-algebra and $\nu$ the product measure. Hence the space of operators and the space of kernels are isometrically isomorphic, which we write as $L_2(E \times E, \mathcal{E} \otimes \mathcal{E}, \nu) \simeq \mathcal{S}_2(\mathcal{H})$. For $y = Gx$, it holds

$$y(t) = \int_E g(t, t') x(t') d\mu(t').$$

The tensor product of two Hilbert spaces $\mathcal{H}_1$ and $\mathcal{H}_2$, denoted by $\mathcal{H} := \mathcal{H}_1 \otimes \mathcal{H}_2$, is the completion of the following set of finite linear combinations of abstract tensor products (c.f. 34):

$$\left\{ \sum_{j=1}^{m} x_j \otimes y_j : x_j \in \mathcal{H}_1, y_j \in \mathcal{H}_2, m \in \mathbb{N} \right\}, \quad (2.1)$$

under the inner product $\langle x_1 \otimes y_1, x_2 \otimes y_2 \rangle_{\mathcal{H}} = \langle x_1, x_2 \rangle_{\mathcal{H}_1} \langle y_1, y_2 \rangle_{\mathcal{H}_2}$, for all $x_1, x_2 \in \mathcal{H}_1$ and $y_1, y_2 \in \mathcal{H}_2$. If $\{e_j\}_{j=1}^{\infty}$ and $\{f_j\}_{j=1}^{\infty}$ are orthonormal bases of $\mathcal{H}_1$ and $\mathcal{H}_2$, then $\{e_j \otimes f_j\}_{j=1}^{\infty}$ is an orthonormal basis of $\mathcal{H}$. This construction of product Hilbert spaces can be generalized to Banach spaces $\mathcal{B}_1$ and $\mathcal{B}_2$. That is, one can define $B = B_1 \otimes B_2$ in a similar way, the only difference being that the completion is done under the norm $\|x \otimes y\|_B := \|x\|_{B_1} \|y\|_{B_2}$, for $x \in B_1$ and $y \in B_2$. 


Following [1], for \( A \in S_p(H_1) \) and \( B \in S_p(H_2) \), we define \( A \otimes B \) as the unique operator on \( S_p(H_1) \otimes S_p(H_2) \) satisfying
\[
(A \otimes B)(x \otimes y) = Ax \otimes By, \quad \forall x \in H_1, y \in H_2.
\] (2.2)
By the abstract construction above, we have \( A \otimes B \) satisfying \((\text{Separability})\), \( B \in S_2(H_1) \) and \( B \otimes B \in S_2(H_2) \), we have \( \langle A \otimes B, A \otimes B \rangle_{S_2(H)} = \langle A, A \rangle_{S_2(H_1)} \langle B, B \rangle_{S_2(H_2)} \).

With these background concepts in place, the definition of separability can be phrased as follows.

**Definition 1** (Separability). Let \( H_1 \) and \( H_2 \) be separable Hilbert spaces and \( H := H_1 \otimes H_2 \). An operator \( C \in S_2(H) \) is called separable if \( C = A \otimes B \) for some \( A \in S_2(H_1) \) and \( B \in S_2(H_2) \).

When \( A \) and \( B \) are integral operators with kernels \( a = a(t, t') \) and \( b = b(s, s') \), respectively, the kernel of \( C = A \otimes B \) is given by \( c(t, s, t', s') = a(t, t')b(s, s') \).

Let \( X \) be a random element of a separable Hilbert space \( H \) with \( \mathbb{E}\|X\|^2 < \infty \). Then, the mean \( m = \mathbb{E}X \) and the covariance \( C = \mathbb{E}[(X - m) \otimes (X - m)] \) are well defined [16]. The covariance operator \( C \in S_2(H) \) is positive semi-definite. In the case of \( H = L_2([0, 1]^2) \), the covariance operator is related to the covariance kernel \( c = c(t, s, t', s') \) via
\[
(Cf)(t, s) = \int_0^1 \int_0^1 c(t, s, t', s') f(t', s') dt' ds'.
\]
The kernel \( c \) is continuous, for example, if \( X = (x(t, s) : t, s \in [0, 1]) \) is a mean-square continuous process with continuous sample paths (the latter is needed for \( X \) to be a random element of \( L_2([0, 1]^2) \)). In that case, \( c(t, s, t', s') = \mathbb{E}[x(t, s) - \mathbb{E}x(t, s)] [x(t', s') - \mathbb{E}x(t', s')] \).

### 3. Methodology

#### 3.1. The Separable Expansion

The following four spaces are isometrically isomorphic, and thus the covariance \( C \) of a random element \( X \in H_1 \otimes H_2 \) can be regarded as an element of any of these, each of which leads to different perspectives on potential decompositions:

\[
H_1 \otimes H_2 \simeq S_2(H_1 \otimes H_2) \simeq S_2(H_2 \otimes H_1) \simeq S_2(H_2) \otimes S_2(H_1) \simeq S_2(H_1) \otimes S_2(H_2).
\]

If we consider \( C \in S_2(H_1 \otimes H_2) \), we can write its eigendecomposition as \( C = \sum_{j=1}^{\infty} \lambda_j g_j \otimes g_j \), where \( \lambda_1 \geq \lambda_2 \geq \ldots \) are the eigenvalues and \( \{g_j\} \subset H_1 \otimes H_2 \) are the eigenvectors, forming an orthonormal basis of \( H_1 \otimes H_2 \). On the other hand, if we consider \( C \in S_2(H_2 \otimes H_1, H_1 \otimes H_2) \), we can write its singular value decomposition as \( C = \sum_{j=1}^{\infty} \sigma_j e_j \otimes f_j \), where \( \sigma_1 \geq \sigma_2 \geq \ldots \geq 0 \) are the singular values, and \( \{e_j\} \subset H_1 \otimes H_2 \) are the (left and right) singular vectors, forming orthonormal bases of \( H_1 \otimes H_2 \) and \( H_2 \otimes H_1 \), respectively. Note that \( C \) is not self-adjoint in this case; \( \{e_j\} \) are the eigenvectors of \( CC^* \), \( \{f_j\} \) are the eigenvectors of \( C^*C \), and \( \{\sigma_j^2\} \) are eigenvalues of both \( CC^* \) and \( C^*C \). If we consider \( C \in S_2(H_1) \otimes S_2(H_2) \), the previous singular value decomposition can be re-expressed as \( C = \sum_{j=1}^{\infty} \sigma_j A_j \otimes B_j \), where \( \sigma_1 \geq \sigma_2 \geq \ldots \geq 0 \) are the same as before, and \( \{A_j\} \subset S_2(H_1) \) and \( \{B_j\} \subset S_2(H_2) \) are isomorphic to \( \{e_j\} \) and \( \{f_j\} \), respectively. Finally, the singular value decomposition can be written down for (the self-adjoint version of) \( C \in S_2(H_1 \otimes H_2) \) using the symbol defined in (2.2) as
\[
C = \sum_{j=1}^{\infty} \sigma_j A_j \otimes B_j.
\] (3.1)

We refer to (3.1) as the separable expansion of \( C \). At the level of kernels, it corresponds to (1.1). We also refer to the \( \sigma_j \)’s as the scores and \( A_j \)’s and \( B_j \)’s to left and right factors, respectively.

**Remark 1.** The separable expansion generalizes separability on an arbitrary domain in a conceptually similar way to how the nearest Kronecker product [31] generalizes to the sum of Kronecker products (e.g., the PhD thesis of N. Pitsianis, 1997, Cornell University) or the Kronecker product singular value decomposition
The eigendecomposition and the separable expansion (3.1) are two different decompositions of the same element $C \in S_2(\mathcal{H}_1 \otimes \mathcal{H}_2)$. If all but $R \in \mathbb{N}$ scores in (3.1) are zero, we say that the degree-of-separability of $C$ is $R$ and write $\text{DoS}(C) = R$. In this case, we also say in short that $C$ is $R$-separable. If $C$ does not necessarily have a finite degree-of-separability, but we truncate the series at level $R$ yielding $C_R = \sum_{j=1}^{R} \sigma_j A_j \otimes B_j$ for some $R \in \mathbb{N}$, we call $C_R$ the best $R$-separable approximation of $C$, because $C_R = \arg \min_{G} \|C - G\|_2^2 \text{ s.t. } \text{DoS}(G) \leq R $. (3.2)

It may be tempting to find an analogy between the degree-of-separability and the rank of an operator, which equals the number of non-zero eigenvalues. But there is no simple relationship between these two. In particular, $C$ can be of infinite rank even if it is 1-separable. On the other hand, $C$ has degree $R = 1$ if and only if $C$ is separable according to Definition 1. In that case, we simply call $C$ separable instead of 1-separable.

We believe that the separable expansion can be used to induce an interesting form of parsimony because, for many operators, the (approximate) degree-of-separability is substantially smaller than the (approximate) rank. The following example provides an illustration.

**Example 1.** Consider the Irish Wind data set of [15]. The data set was modeled with a separable covariance structure at first, before [11, 12] argued that separability has hardly justifiable practical consequences for this data set. Later, separability was formally rejected by a statistical test in [2]. A non-separable parametric covariance model was developed specifically for the Irish Wind data in [11]. We consider the fitted parametric covariance model as the ground truth $C$ (see Appendix D for a full specification). We evaluate $C$ on a $50 \times 50$ grid in the domain $[0, 20]^2$ to obtain $C \in \mathbb{R}^{50 \times 50}$ and plot the eigenvalues and the separable expansion scores of $C$ (evaluated on the same grid) in Figure 1. While $C$ is clearly not low-rank, it is approximately of very low degree-of-separability. We will return to this particular covariance in Section 5.1 and show that the choices $R = 2$ or $R = 3$ lead to very good approximations of $C$.

**3.2. Partial Inner Product and Generalized Power Iteration**

For $x \in \mathcal{H}_1$ and $y \in \mathcal{H}_2$, the tensor product operators $(x \otimes_1 y) : \mathcal{H}_1 \rightarrow \mathcal{H}_2$ and $(x \otimes_2 y) : \mathcal{H}_2 \rightarrow \mathcal{H}_1$ are defined as $(x \otimes_1 y)e = \langle x, e \rangle_{\mathcal{H}_1} y$ for all $e \in \mathcal{H}_1$, and $(x \otimes_2 y)f = \langle y, f \rangle_{\mathcal{H}_2} x$ for all $f \in \mathcal{H}_2$, respectively [16, 17].
p. 76]. The symbols \( \otimes_1 \) and \( \otimes_2 \) themselves can be understood as mappings \( \otimes_1 : [H_1 \times H_2] \times H_1 \to H_2 \) and \( \otimes_2 : [H_1 \times H_2] \times H_2 \to H_1 \). We develop the partial inner products \( T_1 \) and \( T_2 \) by extending these mappings from the Cartesian product space \( H_1 \times H_2 \) to the richer outer product space \( H_1 \otimes H_2 \). This is straightforward in principle, because the finite linear combinations of the elements of \( H_1 \times H_2 \) are by definition dense in \( H_1 \otimes H_2 \).

**Definition 2.** Let \( H = H_1 \otimes H_2 \). The partial inner products are the two unique bi-linear operators \( T_1 : H \times H_1 \to H_2 \) and \( T_2 : H \times H_2 \to H_1 \) defined by

\[
T_1(x \otimes y, e) = (x \otimes_1 y)e, \quad x, e \in H_1, \ y \in H_2,
\]

\[
T_2(x \otimes y, f) = (x \otimes_2 y)f, \quad x \in H_1, \ y, f \in H_2.
\]

The definition includes the claim of uniqueness of the partial inner products, which is proven in the appendix. The partial inner product has an explicit integral representation on any \( L_2 \) space, given by the following proposition. From the computational perspective, the four-dimensional discrete case is the most important one. Hence we state it as the subsequent corollary.

**Proposition 1.** Let \( H_1 = L_2(E_1, \mathcal{E}_1, \mu_1) \), \( H_2 = L_2(E_2, \mathcal{E}_2, \mu_2) \), and \( g \in H_1 \otimes H_2, \ v \in H_2 \). If we denote \( u = T_2(g, v) \), then

\[
u(t) = \int_{E_2} g(t, s)v(s)\mu_2(s). \tag{3.3}\]

**Corollary 1.** Let \( K_1, K_2 \in \mathbb{N} \), \( H_1 = \mathbb{R}^{K_1 \times K_1} \), \( H_2 = \mathbb{R}^{K_2 \times K_2} \). Let \( G \in H_1 \otimes H_2 \) and \( V \in H_2 \). If we denote \( U = T_2(G, V) \), then

\[
U[i,j] = \sum_{k=1}^{K_1} \sum_{l=1}^{K_2} G[i,j,k,l]V[k,l], \quad \forall i, j = 1, \ldots, K_1. \tag{3.4}\]

**Remark 2.** Definition 2 is more general than the respective definitions provided by [2, 9]. Still, the partial inner product can be defined for product spaces of more than two Hilbert spaces. See Appendix A.1 for more details.

The following lemma explores some basic properties of the partial inner product.

**Lemma 1.** Let \( C \in S_2(H_1 \otimes H_2) \), \( W_1 \in S_2(H_1) \) and \( W_2 \in S_2(H_2) \). Then,

1. If \( C \) is separable, i.e. \( C = A \otimes B \), then \( T_2(C, W_2) = \langle B, W_2 \rangle A \) and \( T_1(C, W_1) = \langle A, W_1 \rangle B \).
2. If \( C, W_1 \) and \( W_2 \) are positive semi-definite, then \( T_2(C, W_2) \) and \( T_1(C, W_1) \) are also positive semi-definite.

The first part of Lemma 1 exemplifies why the operators \( T_1 \) and \( T_2 \) are called partial inner products. If \( C \in S_2(H_1 \otimes H_2) \) is not exactly separable, the partial inner product is at the core of the algorithm for finding a separable proxy to it. The necessity to choose (correctly scaled) weights \( W_1 \) and \( W_2 \) is bypassed via an iterative procedure.

**Proposition 2.** For \( C \in H_1 \otimes H_2 \), let \( C = \sum_{j=1}^{\infty} \sigma_j A_j \otimes B_j \) be a decomposition such that \( |\sigma_1| > |\sigma_2| \geq |\sigma_3| \geq \ldots \), \( \{A_j\} \) is an orthonormal basis of \( H_1 \) and \( \{B_j\} \) is an orthonormal basis of \( H_2 \). Let \( V^{(0)} \in H_2 \) be such that \( \langle B_1, V^{(0)} \rangle_{H_2} > 0 \). Then the sequences \( \{U^{(k)}\} \) and \( \{V^{(k)}\} \) formed via the recurrence relation

\[
U^{(k+1)} = \frac{T_2(C, V^{(k)})}{\|T_2(C, V^{(k)})\|}, \quad V^{(k+1)} = \frac{T_1(C, U^{(k+1)})}{\|T_1(C, U^{(k+1)})\|}
\]

converge to \( A_1 \) and \( B_1 \), respectively. The convergence speed is linear with the rate given by the spacing between \( \sigma_1 \) and \( \sigma_2 \).

The assumption \( \langle B_1, V^{(0)} \rangle_{H_2} > 0 \) in the previous proposition can be weakened to \( \langle B_1, V^{(0)} \rangle_{H_2} \neq 0 \). In that case, the sequences do not necessarily converge, but all limit points span the appropriate spaces. The proof is similar, except for some care taken at the level of the signs. The sign ambiguity is caused by the fact that the factors \( A_j \) and \( B_j \) are (even in the case of non-zero spacing between the scores \{\sigma_j\}) unique only up to the sign.
Example 2. Let $C$ be the covariance of $X \in \mathcal{H}_1 \otimes \mathcal{H}_2$. Choosing $\mathcal{H}_1 = S_2(\mathcal{H}_1')$ and $\mathcal{H}_2 = S_2(\mathcal{H}_2')$, the previous proposition shows that the best separable approximation of the covariance, i.e. a solution to (3.2) with $R = 1$, can be found via the power iteration method, consisting of a series of partial inner products. Choosing instead $\mathcal{H}_1 = \mathcal{H}_2 = \mathcal{H}_1' \otimes \mathcal{H}_2'$, the singular value decomposition in Proposition 2 becomes the eigendecomposition. The previous proposition shows that the leading eigenvalue-eigenvector pair can also be found via the power iteration method.

In the present paper, we expand our attention beyond separability, to the solution of (3.2) with $R \in \mathbb{N}$, i.e. searching for the best $R$-separable approximation. This optimisation problem can be solved via Algorithm 1, which is a generalization of the power iteration method [for finding the singular value decomposition, cf. 30] to general Hilbert spaces. It can be used to find the best separable approximation and also the best $R$-separable approximation of a covariance operator $C$, as shown in Algorithm 1.

3.3. Estimation

Let $X_1, \ldots, X_N$ be i.i.d. elements in $\mathcal{H}_1 \otimes \mathcal{H}_2$, and $R \in \mathbb{N}$ be given (the choice of $R$ will be discussed in Section 3.5). We propose the following estimator for the covariance operator:

$$\hat{C}_{R,N} = \arg \min_G \| \hat{C}_N - G \|_2^2 \quad \text{s.t.} \; \text{DoS}(G) \leq R,$$

where $\hat{C}_N = N^{-1} \sum_{n=1}^N (X_n - \bar{X}) \otimes (X_n - \bar{X})$ is the empirical covariance. The estimator $\hat{C}_{R,N}$ is the best $R$-separable approximation to the empirical covariance $\hat{C}_N$, and has the form

$$\hat{C}_{R,N} = \sum_{r=1}^R \hat{\sigma}_r \hat{A}_r \otimes \hat{B}_r, \quad (3.5)$$

where $\hat{\sigma}_1, \ldots, \hat{\sigma}_R, \hat{A}_1, \ldots, \hat{A}_R, \hat{B}_1, \ldots \hat{B}_R$ are the output of Algorithm 1 applied to the empirical covariance estimator $\hat{C}_N$ as the input.

The key observation here is that the partial inner product operations required to construct (3.5) by means of Algorithm 1 can be carried out directly at the level of the data, without the need to explicitly form or store the empirical covariance estimator $\hat{C}_N$. In the discrete case, for example, the data arrive as matrices $X_1, \ldots, X_N \in \mathbb{R}^{K_1 \times K_2}$. Then the covariance and the estimator (3.5) are also discrete, namely $C, \hat{C}_{R,N} \in \mathbb{R}^{K_1 \times K_2 \times K_1 \times K_2}$. In the theoretical development of Section 4, we differentiate between multivariate data and functional data observed on a dense grid (of size $K_1 \times K_2$), the latter being our primary interest. But for now, the distinction is immaterial: we assume we are in the discrete case to exemplify the computational

Algorithm 1: Power iteration method for separable expansion on a general Hilbert space.

Input $C \in S_2(\mathcal{H}_1 \otimes \mathcal{H}_2)$, initial guesses $A_1, \ldots, A_R \in \mathcal{H}_1$ for $r = 1, \ldots, R$

$\hat{C} = C - \sum_{j=1}^{r-1} \sigma_j A_j \otimes B_j$

repeat

$B_r = T_1(\hat{C}, A_r)$
$B_r = B_r / \|B_r\|$
$A_r = T_2(\hat{C}, B_r)$
$\sigma_r = \|A_r\|$
$A_r = A_r / \sigma_r$

until convergence

end for

Output $\sigma_1, \ldots, \sigma_R, A_1, \ldots, A_R, B_1, \ldots, B_R$
for partial tracing, such as the weakly separable model [20]. Optimality properties, and assumes separability as a model. This can be said also for other approaches built

\textbf{Algorithm 2:} Constructing the R-separable estimator from discrete measurements.

\begin{algorithm}
\textbf{Input} \(X_1, \ldots, X_N \in \mathbb{R}^{K_1 \times K_2}\), initial guesses \(A_1, \ldots, A_R \in \mathbb{R}^{K_1 \times K_2}\)
\textbf{for} \(r = 1, \ldots, R\)
\textbf{repeat}
\(B_r = \frac{1}{N} \sum_{n=1}^{N} (X_n - \bar{X})^\top A_r (X_n - \bar{X}) - \sum_{j=1}^{r-1} \sigma_j \langle A_r, A_j \rangle A_j\)
\(B_r = B_r / \|B_r\|\)
\(A_r = \frac{1}{\sqrt{N}} \sum_{n=1}^{N} (X_n - \bar{X})^\top B_r (X_n - \bar{X}) - \sum_{j=1}^{r-1} \sigma_j \langle B_r, B_j \rangle B_j\)
\(\sigma_r = \|A_r\|\)
\(A_r = A_r / \sigma_r\)
\textbf{until} convergence
\textbf{end for}
\textbf{Output} \(\sigma_1, \ldots, \sigma_R, A_1, \ldots, A_R, B_1, \ldots, B_R\)
\end{algorithm}

\begin{table}
\centering
\caption{Time and memory complexities of computing the empirical covariance estimator and a separable estimator when \(N\) surfaces are observed discretely on a \(K \times K\) grid.}
\begin{tabular}{|c|c|c|c|}
\hline
Method & Memory complexity & Time complexity & Inversion \\
\hline
empirical & \(O(K^2)\) & \(O(NK^4)\) & \(O(K^6)\) & \\
separable & \(O(K^2)\) & \(O(NK^3)\) & \(O(K^3)\) & \\
\hline
\end{tabular}
\end{table}

\newpage

The immense popularity of the separability assumption stems from the computational savings it entails. These are captured in Table 1, assuming \(K_1 = K_2 = K\) for simplicity. Notice the reduced estimation complexity of the separable model. Since the convergence rate of the power iteration method is linear, and a single iteration can be evaluated efficiently at the level of data due to (3.6), our approach can also be used to estimate the \(R\)-separable model with the same efficiency (times \(R\), of course). Moreover, we will show in the next section that it is possible to apply and (numerically) invert an \(R\)-separable covariance (3.5) with the same computational costs as for a separable model. Hence the complexities reported in Table 1 for a separable model are also valid for an \(R\)-separable approximation.

**Remark 3.** To the best of our knowledge, the only approach to efficient estimation of a separable model, which reduces the estimation complexity to that reported in Table 1, is partial tracing of [1]. Partial tracing achieves this complexity by considering only some of the available raw covariances (i.e. the cross-products of two sampled entries on the same surface). In contrast, our approach uses all the available raw covariances, composing the empirical estimator. The computational savings are achieved by reducing the number of necessary operations via the formulas in (3.6). Moreover, our estimation procedure facilitates the search for an approximation (either \(R\)-separable or entirely separable), while the partial tracing estimator lacks any optimality properties, and assumes separability as a model. This can be said also for other approaches built upon partial tracing, such as the weakly separable model [20].
3.4. Inversion and Prediction

Here, we consider the inversion of the estimated covariance. In particular, we are interested in solving a linear system

$$\hat{C}_{R,N}X = Y,$$

(3.7)

where $\hat{C}_{R,N} \in \mathbb{R}^{K \times K \times K}$ is our $R$-separable estimator of equation (3.5). The inversion is needed for the purposes of prediction or kriging, among other tasks. We develop an efficient iterative procedure to solve (3.7). The crucial observation is that $\hat{C}_{R,N}$ can be applied in $O(K^3)$ operations:

$$\hat{C}_{R,N}X = \sum_{r=1}^{R} \hat{\sigma}_r (\hat{A}_r \otimes \hat{B}_r)X = \sum_{r=1}^{R} \hat{\sigma}_r \hat{A}_r \hat{X} \hat{B}_r.$$  (3.8)

The previous equation follows from the fact that $(A \otimes B)X = AXB$ for B self-adjoint, which can be verified directly from the definitions. Due to (3.8), we can rewrite the linear system (3.7) as $\hat{\sigma}_1 \hat{A}_1 \hat{X} \hat{B}_1 + \ldots + \hat{\sigma}_R \hat{A}_R \hat{X} \hat{B}_R = Y$, which is a linear matrix equation. Even though there exist provably convergent specialized solvers for equations of this type, the simple preconditioned conjugate gradient [30] is the method of choice when $\hat{C}_{R,N}$ is symmetric and positive semi-definite. In our case, $P = \hat{\sigma}_1 \hat{A}_1 \otimes \hat{B}_1$ is a natural preconditioner, whose square-root $V$ can be both obtained and applied easily [30]. The more dominant the leading term $\hat{\sigma}_1 \hat{A}_1 \otimes \hat{B}_1$ is in $\hat{C}_{R,N}$, the fewer conjugate gradient iterations will be needed. This is a manifestation of a certain statistical-computational trade-off. The $R$-separable model can in theory fit any covariance $C$, when $R$ is taken large enough. However, the more dominant the leading (separable) term is, the better computational properties we have, see Appendix E.

It remains to address the existence of a solution to the linear system (3.7). Note that we cannot guarantee that $\hat{C}_{R,N}$ is positive semi-definite. Lemma 1 says that $\hat{A}_1$ and $\hat{B}_1$ are positive semi-definite, and they will typically be positive definite for $N$ sufficiently large (when $\hat{C}_N$ is positive definite). But $\hat{C}_N - \hat{\sigma}_1 \hat{A}_1 \otimes \hat{B}_1$ is necessarily indefinite, and hence we cannot say anything about the remaining terms. However, $\hat{C}_{R,N}$ is a consistent estimator of the true $C$ for sufficiently large values of $R$ (see Section 4 for a discussion on the rate of convergence of this estimator depending on $R$). So, for a large enough sample size and an appropriate degree $R$, $\hat{C}_{R,N}$ cannot be far from being positive semi-definite. To eliminate practical anomalies, we will positivize the estimator.

Due to (3.8), the power iteration method can be used to find the leading eigenvalue $\lambda_{\max}$ of $\hat{C}_{R,N}$ in $O(K^3)$ operations. We can then find the smallest eigenvalue $\lambda_{\min}$ of $\hat{C}_{R,N}$ by applying the power iteration method to $\lambda_{\max}(A-I)\hat{C}_{R,N}$, where $I \in \mathbb{R}^{K \times K \times K \times K}$ is the identity. Subsequently, if $\lambda_{\min} < 0$, we can perturb $\hat{C}_{R,N}$ to obtain its positive semi-definite version: $\hat{C}^+_{R,N} = \hat{C}_{R,N} + (\epsilon - \lambda_{\min})I$, where $\epsilon > 0$ is a potential further regularization.

The positivized estimator $\hat{C}^+_{R,N}$ is $(R + 1)$-separable, so it can still be approached in the same spirit, with one exception. If the inverse problem is ill-conditioned and regularization is used, the preconditioner discussed above is no longer effective, since $\hat{A}_1$ or $\hat{B}_1$ may not be invertible. In this case, we use the preconditioner $P = \hat{\sigma}_1 \hat{A}_1 \otimes \hat{B}_1 + (\epsilon - \lambda_{\min})I$. This is a preconditioning via the discrete Stein equation, see [21]. The effectiveness of the proposed inversion algorithm is demonstrated in Appendix E.

Remark 4. We stress here that the potential need to regularize an estimator of a low degree-of-separability arises in a very different way compared to the necessity to regularize a (more typical) low-rank estimator. When the truncated eigendecomposition is used as an estimator, the spectrum is by construction singular and regularization is thus necessary for the purposes of prediction. Contrarily, when an estimator of low degree-of-separability is used, the spectrum of the estimator mimics that of $C$ more closely. If $C$ itself is well-conditioned, there may be no need to regularize, regardless of what degree $R$ is used as a cut-off. However, in the case of functional data observed on a dense grid, regularization may be necessary due to the spectral decay of $C$ itself.

As an important application, we use the $R$-separable estimator (3.5) to predict the missing values of a
datum $X \in \mathbb{R}^{K_1 \times K_2}$. In the case of a random vector $x$, such that

$$x = (x_{\text{mis}}^T, x_{\text{obs}}^T)^T \sim \left( 0, \begin{pmatrix} \Sigma_{11} & \Sigma_{12} \\ \Sigma_{12} & \Sigma_{22} \end{pmatrix} \right),$$

where $x_{\text{mis}}$ is missing and $x_{\text{obs}}$ is observed, the best linear unbiased predictor of $x_{\text{mis}}$ given $x_{\text{obs}}$ is $\hat{x}_{\text{mis}} = \Sigma_{12} \Sigma_{22}^{-1} x_{\text{obs}}$. The goal here is to show that this predictor is calculable within the set computational limits, which prevents us from naively vectorizing $X \in \mathbb{R}^{K_1 \times K_2}$, as above, and using the matricization of $\hat{C}_{R,N}$ in place of $\Sigma$.

Assume initially that $X$ is observed up to whole columns indexed by the set $I$ and whole rows indexed by the set $J$. We can assume that $I = \{1, \ldots, m_1\}$ and $J = \{1, \ldots, m_2\}$ (otherwise we can permute the rows and columns to make it so). Denote the observed submatrix of $X$ as $x_{\text{obs}}$. If the covariance of $X$ is $R$-separable, so is the covariance of $x_{\text{obs}}$, specifically $\text{Cov}(x_{\text{obs}}) = \sum_{r=1}^{R} \sigma_r A_{r,22} \otimes B_{r,22}$, where $A_{r,22}$ (resp. $B_{r,22}$) are the bottom-right sub-matrices of $A_r$ (resp. $B_r$) of appropriate dimensions. Hence the inversion algorithm discussed above can be used to efficiently calculate $\Sigma_{22}^{-1} x_{\text{obs}}$, where $x_{\text{obs}}$ is the vectorization of $X_{\text{obs}}$. It remains to apply the cross-covariance $\Sigma_{12}$ to this element. Since $z = \Sigma_{12} y$ can be calculated as

$$\left( \begin{array}{c} z \\ y \end{array} \right) = \begin{pmatrix} \Sigma_{11} & \Sigma_{12} \\ \Sigma_{12} & \Sigma_{22} \end{pmatrix} \begin{pmatrix} 0 \\ y \end{pmatrix},$$

we can apply the entire $\hat{C}_{R,N}$ to $\Sigma_{22}^{-1} x_{\text{obs}}$ enlarged to the appropriate dimensions by the suitable adjunction of zeros.

If an arbitrary pattern $\Omega$ in $X$ is missing (i.e. $\Omega$ is a bivariate index set), we make use of the previous trick also when calculating $\Sigma_{22}^{-1} x_{\text{obs}}$. The preconditioned conjugate gradient algorithm discussed above only requires a fast application of $\Sigma_{22}$. This can be achieved by applying the whole $\hat{C}_{R,N}$ to $\hat{X}$, with entries $\hat{X}[i,j] = X[i,j]1\{i,j \in \Omega\}$. The same trick can be used to apply the cross-covariance to the solution of the inverse problem. Hence the predictor can be calculated efficiently for an arbitrary missing pattern in $X$.

### 3.5. Degree-of-separability Selection

Given $R \in \mathbb{N}$, we have demonstrated how to construct and invert an $R$-separable proxy of the covariance. It now remains to discuss how to choose the degree-of-separability $R$. Recall that we do not assume that the covariance in question is $R$-separable, so there is no a-priori “correct” choice of $R$. In this context, $R$ can be seen as governing the effective number of parameters being estimated from the data (the “degrees of freedom”, see Remark 5), serving in effect as a regularization parameter. So, one can seek a positive integer $R$ that minimizes the mean squared error

$$\mathbb{E} \left\| \hat{C}_{R,N} - C \right\|_2^2. \tag{3.10}$$

The underlying bias-variance trade-off is precisely the reason why small values of $R$ can lead to improved mean squared error compared to the empirical covariance estimator.

To determine an empirical surrogate of (3.10) and devise a cross-validation strategy, note first that

$$\mathbb{E} \left\| \hat{C}_{R,N} - C \right\|_2^2 = \mathbb{E} \left\| \hat{C}_{R,N} \right\|_2^2 - 2\mathbb{E}(\hat{C}_{R,N}, C) + \|C\|_2^2.$$

Of the three terms on the right-hand side of the previous equation, the first term is estimated straightforwardly by dropping the expectation, while the final term does not depend on $R$ and hence it does not affect the minimization. Hence, it remains to estimate the middle term. Denote by $\hat{C}_{R,N}^{(j)}$ the $R$-separable estimator constructed excluding the $j$-th datum $X_j$. Due to independence between samples, we have

$$\mathbb{E}(X_j, \hat{C}_{R,N-1}^{(j)} X_j) = \mathbb{E}(\hat{C}_{R,N-1}^{(j)}, X_j \otimes X_j) = \langle \hat{C}_{R,N-1}^{(j)}, \mathbb{E} X_j \otimes X_j \rangle = \mathbb{E}(\hat{C}_{R,N}, C).$$
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Remark 5. The theorem also gives us convergence rates when we allow \( R = R_N \) to increase as a function of \( N \). For that we need to assume some structure on the decay of the separable expansion scores. For instance, if we assume that the scores satisfy a convexity condition \([18]\), then it turns out that \( a_R = \mathcal{O}(R^2/\sigma_R) \), while
\[ \sum_{i>R} \sigma_i^2 = \mathcal{O}(R^{-1/2}). \] In that case, for consistency, we need \( R_N \to \infty \) as \( N \to \infty \) with \( \sigma_{R_N}^{-1} R_N^2 = \mathcal{O}(N^{1/2}) \). Also, the optimal rate is achieved upon choosing \( R_N \) such that \( \sigma_{R_N}^{-1} R_N^3 \asymp N \) (c.f. Appendix C.2). Thus, the admissible and optimal rates of \( R \) depend on the decay rate of the scores. In particular, if the scores exhibit an exponential decay, i.e. \( \sigma_R \sim R^{-\tau} \) with \( \tau > 1 \), then for consistency we need \( R_N = \mathcal{O}(N^{1/(2\tau+4)}) \), with the optimal rate being \( R_N \sim N^{1/(4\tau+3)} \), leading to
\[ \| \hat{C}_{R,N} - C \|_2 = \mathcal{O}_P \left( N^{-\frac{2}{2\tau+4}} \right). \]

While the optimal rate for \( R_N \) is a decreasing function of \( \tau \), the rate of convergence of the error is an increasing function. Thus, our estimator is expected to have better performance when the scores have a fast decay (i.e. \( \tau \) is large), which means that the true covariance is nearly separable.

Under polynomial decay of the scores, i.e. \( \sigma_R \sim R^\rho \) with \( 0 < \rho < 1, \tau \in \mathbb{R} \), consistency is achieved when \( R_N^{-\tau} \sigma_R^{O(N)} = \mathcal{O}(N^{1/2}) \), while the optimal rate is obtained by solving \( R_N^{-4\rho} \sigma_R^N \propto N \). So, in this case, we cannot hope to estimate more than \( \log(N) \) terms in the separable expansion. These corroborate our previous claim that we can only expect to consistently estimate a small number of terms in the separable expansion.

Our derived rates are genuinely nonparametric, in the sense that we have not assumed any structure whatsoever on the true covariance. We have only assumed that \( X \) has finite fourth moment, which is standard for covariance estimation. We can further relax that condition if we assume that \( C \) is actually \( R \)-separable. From the proof of the theorem, it is easy to see that if we assume \( \text{DoS}(C) \leq R \), then our estimator is consistent under the very mild condition of \( \mathbb{E}(\|X\|^2) < \infty \).

4.2. Data Observed on a Regular Grid

In practice, the data are observed discretely with possible noise contamination. We now develop asymptotic theory in that context. Specifically, assume that \( X = \{x(t,s) : t \in T, s \in S\} \) is a random surface taking values in \( \mathcal{H} = L_2(T \times S) \), where \( T \) and \( S \) are compact sets. To simplify notation, we assume without loss of generality that \( T = S = [0,1] \). We observe the data at \( K_1 \times K_2 \) regular grid points or pixels. Let \( \{T_{K_1}^1, \ldots, T_{K_1}^n\} \) and \( \{S_{K_2}^1, \ldots, S_{K_2}^n\} \) denote regular partitions of \([0,1]\) of lengths \( 1/K_1 \) and \( 1/K_2 \), respectively. We denote by \( I_{i,j}^K = T_{i,K_1}^i \times S_{j,K_2}^j \) the \((i,j)\)-th pixel for \( i = 1, \ldots, K_1, j = 1, \ldots, K_2 \). The pixels are non-overlapping (i.e., \( I_{i,j}^K \cap I_{i',j'}^K = \emptyset \) for \( (i,j) \neq (i',j') \)) and have the same volume \( |I_{i,j}^K| = 1/(K_1 K_2) \). For each surface \( X_n, n = 1, \ldots, N \), we make one measurement at each of the pixels. The measurements at \( I_{i,j}^K \) are assumed to be of the form
\[ Y_n^{K,i,j} = X_{n}^{K,i,j} + E_{n}^{K,i,j}, \quad n = 1, \ldots, N, i = 1, \ldots, K_1, j = 1, \ldots, K_2. \]

Here, \( X_n^K = (X_n^K[i,j]) \) is a discretized version of the surface \( X_n \) and \( E_n^K = (E_n^K[i,j]) \) is measurement error or noise. The measurements for the \( n \)-th surface can be represented by the \( K_1 \times K_2 \) matrix \( Y_n^K = X_n^K + E_n^K \). We will consider two different schemes, which relate the surfaces \( X_n^K \) to their discrete versions \( X_n^K \).

(S1) Pointwise evaluation within each pixel, i.e. \( X_n^K[i,j] = x_n(t_{i,K_1}^i, s_{j,K_2}^j) \), for \( i = 1, \ldots, K_1, j = 1, \ldots, K_2 \), where \((i_{K_1}, s_{K_2}) \in I_{i,j}^K \) are spatio-temporal locations. Note that the square integrability of \( X \) is not sufficient for such pointwise evaluations to be meaningful, so we will assume that \( X \) has continuous sample paths in this case [see 16].

(S2) Averaged measurements over each pixel, i.e.
\[ X_n^K[i,j] = \frac{1}{|I_{i,j}^K|} \int_{I_{i,j}^K} x_n(t,s)dt\,ds, \quad i = 1, \ldots, K_1, j = 1, \ldots, K_2. \]

For the measurement errors \( E_n^K[i,j], n = 1, \ldots, N, i = 1, \ldots, K_1, j = 1, \ldots, K_2 \), we assume that they are i.i.d., independent of \( X_n^K, \ldots, X_N^K \), have mean zero and finite fourth order moment.

We write \( Y_n^K = (y_n^K(t,s) : t \in T, s \in S) \) with \( y_n^K(t,s) = \sum_{i=1}^{K_1} \sum_{j=1}^{K_2} Y_n^{K,i,j} 1_{\{t(s) \in I_{i,j}^K\}} \) to denote the pixelated version of \( Y_n^K \). Let \( \hat{C}_N^K \) be the empirical covariance of \( Y_1^K, \ldots, Y_N^K \). It is easy to see that \( \hat{C}_N^K \) is the
where the pixel-wise continuation of \( \hat{C}_n^K \), the empirical covariance of \( Y_1^K, \ldots, Y_N^K \). In the discrete observation scenario, our estimator is the best \( R \)-separable approximation of \( C_n^K \)

\[
\hat{C}_{R,N}^K = \arg \min_G \left\| \hat{C}_n^K - G \right\|_2^2 \quad \text{s.t. DoS}(G) \leq R. \tag{4.3}
\]

The following theorem gives the rate of convergence of this estimator when the underlying covariance is Lipschitz continuous.

**Theorem 2.** Let \( X_1, \ldots, X_N \sim X \) be a collection of random surfaces on \( [0, 1]^2 \) with \( \mathbb{E}(\|X\|^4) < \infty \), where the covariance of \( X \) has separable expansion \( C = \sum_{i=1}^\infty \sigma_i A_i \otimes B_i \), with \( \sigma_1 > \cdots > \sigma_R > \sigma_{R+1} \geq \cdots \geq 0 \). Further assume that the kernel \( c(t, s, t', s') \) of \( C \) is \( L \)-Lipschitz continuous on \( [0, 1]^4 \). Suppose that the surfaces are measured on a \( K_1 \times K_2 \) grid according to (4.2), where the measurement errors \( E^K_n[i, j], n = 1, \ldots, N, i = 1, \ldots, K_1, j = 1, \ldots, K_2 \) are i.i.d., independent of \( X^K_1, \ldots, X^K_N \), with \( \mathbb{E}(E^K_n[i, j]) = 0, \ Var(E^K_n[i, j]) = \sigma^2 \) and \( \mathbb{E}(|E^K_n[i, j]|^4) < \infty \). Also suppose that one of the following holds.

1. \( X \) has almost surely continuous sample paths and \( X^K_1, \ldots, X^K_N \) are obtained from \( X_1, \ldots, X_N \) under the measurement scheme (S1).
2. \( X^K_1, \ldots, X^K_N \) are obtained from \( X_1, \ldots, X_N \) under the measurement scheme (S2).

If the estimator \( \hat{C}_{R,N}^K \) is defined as in (4.3), then

\[
\left\| \hat{C}_{R,N}^K - C \right\|_2 \leq O \left( \frac{a_R}{\sqrt{N}} \right) + (16a_R + \sqrt{2})L \left( \frac{1}{K_1^2} + \frac{1}{K_2^2} \right)^{1/2} + \frac{8\sqrt{2}L^2}{\|C\|_2} \left( \frac{1}{K_1^2} + \frac{1}{K_2^2} \right) a_R \tag{4.5}
\]

where the \( O \) term is uniform in \( K_1, K_2 \) and \( a_R = \|C\|_2 \sum_{i=1}^R (\sigma_i/\alpha_i) \) is as in Theorem 1.

The theorem shows that in the case of discretely observed data, we get the same rate of convergence as in the fully observed case, plus additional terms reflecting the estimation error of \( R \) terms at finite resolution from noise-contaminated data. In particular, if \( K_1 \approx K_2 \approx K \), the additional terms are \( O((aR\sigma^2/K)) \). We assumed Lipschitz continuity to quantifiably control those error terms and derive rates of convergence, but the condition is not necessary if we merely seek consistency, which can be established assuming continuity alone.

### 4.3. Unbalanced Design

The method that we have described so far is suitable for surfaces observed on the same regular grid. However, it is possible to have irregular and uneven observations. Next, we describe a way to adapt our proposed method to this setup. Suppose that for the \( n \)-th random surface \( X_n = (x_n(t, s) : t \in T, s \in S) \), we make \( K_n \) measurements at bivariate locations \((t_1, s_1), \ldots, (t_{K_n}, s_{K_n})\). To fix ideas, we consider the point-wise evaluation with additive noise model

\[
Y_{ni} = x_n(t_{ni}, s_{ni}) + E_{ni}, \quad i = 1, \ldots, K_n, n = 1, \ldots, N, \tag{4.4}
\]

where \( E_{ni} \)'s are i.i.d. with mean zero and variance \( \sigma^2 \), independent of \( X_n \). To tackle this situation, we take the classical approach, where we first smooth the observations and then apply our method on the smoothed surfaces [e.g., 24, 25]. To be precise, based on the measurements for the \( n \)-th surface, first we construct its smoothed or functional version

\[
\bar{X}_n = S(Y_{n1}, \ldots, Y_{nK_n}), \quad n = 1, \ldots, N, \tag{4.5}
\]
Then, we apply our methodology to the surfaces $\tilde{X}_1, \ldots, \tilde{X}_N$, i.e., use the estimator

$$\hat{C}_{R,N} = \arg\min_G \left\| \hat{C}_N - G \right\|_2 \quad \text{s.t.} \quad \text{DoS}(G) \leq R,$$

where $\hat{C}_N$ is the empirical covariance based on $\tilde{X}_1, \ldots, \tilde{X}_N$. The rate of convergence of this estimator depends crucially on the smoother, as shown in the following theorem.

**Theorem 3.** Let $X_1, \ldots, X_N \sim X$ be a collection of i.i.d. random elements of $\mathcal{H} = \mathcal{H}_1 \otimes \mathcal{H}_2$ with $\mathbb{E}(\|X\|^4) < \infty$, and the covariance of $X$ has separable expansion $C = \sum_{i=1}^{\infty} \sigma_i A_i \otimes B_i$, with $\sigma_1 > \cdots > \sigma_R > \sigma_{R+1} \geq \cdots \geq 0$. Suppose that the surfaces are observed discretely as (4.4) and let $\tilde{X}_n$ denote the smoothed surface from (4.5). Let $\hat{C}_N$ and $\tilde{C}_N$ be the empirical covariance operators based on $X_1, \ldots, X_N$ and $\tilde{X}_1, \ldots, \tilde{X}_N$, respectively, and suppose that $\left\| \hat{C}_N - \tilde{C}_N \right\|_2 = O_P(b_N)$. Then,

$$\left\| \hat{C}_{R,N} - \tilde{C}_N \right\|_2 \leq \left( \sum_{i=R+1}^{\infty} \sigma_i^2 \right)^{1/2} + O_P(a_Rb_N),$$

where $a_R = \|C\|_2 \sum_{i=1}^{R} (\sigma_i/a_i)$ is as in Theorem 1.

The theorem shows that the rate of convergence of the estimator in this case remains similar to the case of fully observed surfaces except $N^{-1/2}$ is replaced by $b_N$, the rate of convergence of $\|\hat{C}_N - \tilde{C}_N\|_2$. Note that $b_N$ depends on the interplay between (i) the denseness of the measurements (via $K_1, \ldots, K_N$), (ii) the degree of noise (via the noise variance $\sigma^2$), (iii) the smoother used, and (iv) the smoothness of the underlying surfaces $X_1, \ldots, X_N$, and in certain scenarios is equal to the optimal rate of $N^{-1/2}$ [e.g., 14, Theorem 3].

In practice, one does not construct the whole functions $\tilde{X}_1, \ldots, \tilde{X}_N$, but rather evaluate them at a fixed number of points. It is possible to develop the asymptotic properties of our estimator in this setup similar to Theorem 2. But we avoid doing that for the sake of brevity.

5. **Empirical Demonstration**

5.1. **Simulation Study**

We now explore the finite sample performance of the proposed estimation and prediction methodology by means of a simulation study. We consider two scenarios for the covariance $C$. Firstly, we consider the parametric covariance of Example 1. We choose the parameters as before to have the ground truth $C \in \mathbb{R}^{K \times K \times K \times K}$ whose eigenvalues and separable expansion scores are plotted in Figure 1. Note that this covariance is not $R$-separable for any finite $R$. In the second scenario, we construct an $R$-separable covariance with $R = 3$, i.e. $C = \sum_{r=1}^{3} \sigma_r A_r \otimes B_r$, where $A_1, A_2, A_3, B_1, B_2, B_3 \in \mathbb{R}^{K \times K}$ are all covariances on a univariate domain with the Fourier basis eigenfunctions and a power decay of the eigenvalues. Those univariate covariances are distinct, however, since the ordering of the basis is different in all cases. Still, having the same set of eigenfunctions for all the constituents makes the covariance weakly separable, hence we also consider the model of [20] in the second scenario. The scores are chosen as $\sigma_1 = 8$, $\sigma_2 = 4$, $\sigma_3 = 2$. See Appendix D for a full specification of both the scenarios.

In both scenarios, we fix $K = 50$ and generate $X_1, \ldots, X_N \in \mathbb{R}^{K \times K}$ as independent zero-mean Gaussians with covariance $C$. Then we fit the respective estimator $\hat{C}$ using the data and calculate the relative Frobenius error defined as $\|\hat{C} - C\|_F/\|C\|_F$. This is done for different sample sizes $N$, and the reported results are averages over 25 independent Monte Carlo runs.

Figure 2 shows how the relative error decreases as a function of $N$ for several competing methods. First we focus on the $R$-separable estimator, for which the choices $R = 1, 2, 3$ are considered. According to Theorem 1, the relative error converges as $N \to \infty$ to the relative bias, whose square is given by $\sum_{r=R+1}^{\infty} \sigma_r^2/\sum_{r=1}^{\infty} \sigma_r^2$. This is the minimal achievable error by means of an $R$-separable approximation, even if we knew $C$, and
it is depicted by a dashed horizontal line (an asymptote) in Figure 2 for every considered $R$. As expected, for $R = 1$ the relative error converges fast to its asymptote (i.e. the variance converges to zero), which is higher than the asymptotes for larger values of $R$ (higher values of $R$ reduce the bias). However, the speed of convergence to these lower asymptotes is substantially slower (the variance goes to zero more slowly). Hence choosing $R$ to be larger does not necessarily lead to a smaller error: there is a genuine bias-variance trade-off.

In practice, we naturally do not know $C$, and hence cannot choose $R$ to optimally balance bias and variance as a visual inspection of Figure 2 might allow one to. Instead, we need to use the cross-validation strategy described in Section 3.5. Figure 2 also shows the relative errors achieved with a cross-validated choice of $R$. Cross-validation appears to work rather well, with the cross-validated error curve forming almost a lower envelope of the curves for $R = 1, 2, 3$, i.e. leading to an error that is always near optimal.

In the remainder of this section, we probe the performance of our prediction algorithm. We focus on the non-parametric setup (the results for the parametric setup are deferred to the appendix). The training sample is generated as above together with an additional test sample. The covariance is fitted on the training sample only, and then the final row and column of every observation in the test sample are predicted using the fitted covariance together with the remainder of the given observation (i.e. we perform one-step ahead prediction both in space and in time, at once). We use a small amount of ridge regularization ($\epsilon = 10^{-3}$) for all the competing methods.

Figure 3 (left) shows relative prediction errors achieved by different estimators of the covariance. As before, higher values of $R$ lead to better performance as $N$ increases, and the empirical estimator does not perform well. Moreover, prediction with the empirical estimator is computationally more costly, c.f. the costs of inversion in Table 1. To demonstrate this in practice, Figure 3 (right) shows the runtime of a single prediction task, run on a standard laptop. The memory complexity of constructing the empirical covariance restricts us to modest grid sizes (up to $K = 140$, we ran out of memory at $K = 170$). Moreover, the runtimes
explore for the empirical covariance. At the edge of feasibility ($K = 140$), our inversion algorithm with $R = 3$ runs about 1200 times faster compared to the empirical covariance, while it runs only 29 times slower compared to the separable model. It is shown empirically in Appendix E that the number of iterations of our inversion algorithm does not depend on the grid size and hence the theoretical complexity of prediction for the $R$-separable model is the same as for the separable model. Nonetheless, the cost in practice is higher due to the iterative nature and some overhead calculations. The numerical behavior of the inversion algorithm is discussed further in Appendix E.

Finally, the non-parametric setup is by construction weakly separable, and hence we also compare our methodology with the weakly separable model of [20]. There we use the 95% cut-off for the variance explained in space and time, as suggested by the authors. As displayed in Figures 2 (right) and 3 (left), the weakly separable model does better than the separable model and the empirical estimator, but is outperformed eventually by the proposed $R$-separable model.

5.2. Classification of EEG signals

Electroencephalography (EEG) is dominantly utilized for screening and diagnosis of various mental disorders, such as epilepsy or autism. It is an effective monitoring procedure for studying various brain activities. Since the responsive capacity of the brain is severely affected by alcoholism, EEG can also be used for detection and diagnosis of alcoholism. EEG signals are acquired using numerous electrodes placed on the scalp, and each electrode produces a time series of measurements, sampled over a specific interval. It is natural to consider all measurements per a single patient as a random surface, with time being one dimension and space (electrode placement) being the second dimension. We consider detection of alcoholism as a classification problem based on random surfaces, which are event-related EEG signals. We work with a data set of 77 alcoholic and 45 control subjects, which is freely available from the University of California, Irvine machine learning database\(^1\). Each subject was repeatedly exposed to either a single stimulus (Condition 1) or two matching stimuli (Condition 2) or two non-matching stimuli (Condition 3). There was a total of 120 of these 1-second-long trials sampled at 256 Hz, but many were discarded right after the acquisition due to artifacts such as blinking. We discarded one of the control-group subjects, since this was a clear outlier with only 19 successful trials across all three conditions. After that, we took averages of 10 (the maximum possible number for the remaining subjects) random available trials per condition, resulting in a data set $X_1, \ldots, X_{121} \in \mathbb{R}^{256 \times 64}$ of

---

\(^1\)https://archive.ics.uci.edu/ml/datasets/eeg+database, downloaded on 14 May 2021.
Classification of subjects into their respective classes (control vs. alcoholic) using the EEG data set described above has been conducted many times before – a literature search reveals dozens of papers published this year only. These attempts differ in many aspects, e.g. in how the data are sub-sampled, pre-processed or filtered, or which features are selected and which type of classifier is used. For example, Prabhakar and Rajaguru [23] compare over 50 different classification approaches with their accuracy varying between 80% and 99%. However, our goal is not to build an additional classifier to compete with the state-of-the-art in EEG classification. It is merely to demonstrate how covariance estimation beyond separability can improve classification accuracy. For this purpose, we consider the functional linear discriminant analysis (fLDA) classifier [3]. To the best of our knowledge, fLDA classifier has not been used before with the EEG data set.

Specifically, we utilize the centroid classifier of Delaigle and Hall [8]. Assuming that the control group has a Gaussian distribution with mean \( \mu_0 \) and covariance \( C \) while the alcoholic group has a Gaussian distribution with mean \( \mu_1 \) and covariance \( C' \), the optimal classifier (i.e. a predictor of the class membership \( Y \)) based on a one-dimensional projection is given by

\[
\hat{Y} := \mathbf{1}_{\{\langle X - \mu_0, \psi \rangle > \langle X - \mu_1, \psi \rangle\}},
\]

where \( \psi \) is a solution to the linear problem involving the covariance, namely

\[
C \psi = \mu_1 - \mu_0,
\]

provided this solution exists. If the solution does not exist, neither does the optimal centroid classifier. Regardless, \( \mu_0, \mu_1 \) and \( C \) are unknown in practice and have to be estimated from the data. The estimator of \( C \) is typically regularized by adding a ridge [3] so the inverse problem can be solved and an estimator of \( \psi \) is obtained. Then, one obtains the classifier by plugging in \( \hat{\psi} \) as well as \( \hat{\mu}_0 \) and \( \hat{\mu}_1 \) into (5.1).

While \( \mu_0 \) and \( \mu_1 \) can be easily estimated as the empirical means of the respective classes, estimation of the covariance poses an issue here. Even though the empirical covariance \( \hat{C}_N \in \mathbb{R}^{256 \times 256 \times 64 \times 64} \) can be evaluated in principle, we cannot expect it to be a good estimator, given the evidence in the simulation study. Moreover, and more importantly, the inverse problem (5.2) is not computationally feasible with \( C \) estimated empirically.

Instead, one may use the separable estimator or the proposed \( R \)-separable estimator for \( C \). In this particular case, the cross-validation strategy of Section 3.5 suggests the choice \( R = 2 \) for all three conditions. Then, the inverse algorithm of Section 3.4 can be used to solve (5.2) efficiently, and the classifier is obtained easily.

Table 2 demonstrates the gains acquired by estimation beyond separability. To compare the resulting two classifiers (one for the separable estimator and other for the 2-separable estimator of the covariance), we split the data set for every condition into folds \( \mathcal{F}_k \), \( k = 1, \ldots, 24 \) of size 5. Let \( Y_{k,j} \), \( k = 1, \ldots, 24 \), \( j = 1, \ldots, 5 \), denote the class membership of the \( j \)-th observation in the \( k \)-th fold, and \( \hat{Y}^{(-k)}_{k,j}(R, \epsilon) \) denote the predicted class membership of \( Y_{k,j} \) obtained by the fLDA classifier trained solely on folds \( \mathcal{F}_{k'} \), \( k' \neq k \), using the \( R \)-separable estimator of the covariance and \( \epsilon I \) as the ridge regularizer. Out-of-sample cross-validated classification accuracy for a given classifier is then calculated as

\[
\text{ACC}(R, \epsilon) = \frac{1}{120} \sum_{k=1}^{24} \sum_{j=1}^{5} \left| \hat{Y}^{(-k)}_{k,j}(R, \epsilon) - Y_{k,j} \right|.
\]

The maximum accuracies over a grid of ridge constants \( \epsilon \) are reported in Table 2. For every condition, the proposed \( R \)-separable estimator with \( R = 2 \) (which is the degree-of-separability suggested by cross-validation) clearly outperforms the separable alternative of \( R = 1 \).
6. Appendices

These appendices contain proofs of the formal statements in the main text, additional simulation results, and some details which were left out of the main text. References to the paper are made in the standard way, while equations, lemmas, etc., that are introduced in the appendices are labelled and referred to with a section letter (from ‘A’ to ‘E’). In Section A, we give proofs of the results in Section 3. Perturbation bounds related to the separable expansion are derived in Section B. In Section C, we give proofs of the rate of convergence results in Section 4, and derive some results on the rates under special decay structures on the separable component scores. Finally, details about the simulations in Section 5.1 are given in Section D, while additional empirical results are provided in Section E.

A. Proofs of the Results in Section 3

In this section, we give proofs of the results in Section 3 of the main text. We start with the uniqueness of the partial inner products.

Lemma A.1. Let \( \mathcal{H} = \mathcal{H}_1 \otimes \mathcal{H}_2 \). Then, there exist two unique bi-linear operators \( T_1 : \mathcal{H} \times \mathcal{H}_1 \to \mathcal{H}_2 \) and \( T_2 : \mathcal{H} \times \mathcal{H}_2 \to \mathcal{H}_1 \) defined by

\[
T_1(x \otimes y, e) = (x \otimes_1 y)e, \quad x, e \in \mathcal{H}_1, y \in \mathcal{H}_2, \\
T_2(x \otimes y, f) = (x \otimes_2 y)f, \quad x \in \mathcal{H}_1, y, f \in \mathcal{H}_2.
\]

Proof. The set \( \mathcal{H}_0 = \{ \sum_{j=1}^{m} x_j \otimes y_j : m \in \mathbb{N}, x_j \in \mathcal{H}_1, y_j \in \mathcal{H}_2 \} \) is dense in \( \mathcal{H} \). Consider an element \( G = \sum_{j=1}^{m} x_j \otimes y_j \in \mathcal{H}_0 \). Then, for \( e \in \mathcal{H}_1 \) and \( f \in \mathcal{H}_2 \), we have

\[
\langle e, T_2(G, f) \rangle_{\mathcal{H}_1} = \langle e, \sum_{j=1}^{m} \langle y_j, f \rangle_{\mathcal{H}_2} x_j \rangle_{\mathcal{H}_1} = \sum_{j=1}^{m} \langle x_j, e \rangle_{\mathcal{H}_1} \langle y_j, f \rangle_{\mathcal{H}_2} = \sum_{j=1}^{m} \langle x_j \otimes y_j, e \otimes f \rangle_{\mathcal{H}} = \langle G, e \otimes f \rangle_{\mathcal{H}}.
\]

Choosing \( e = T_2(G, f) \) and using the Cauchy-Schwarz inequality, we obtain

\[
\|T_2(G, f)\|_{\mathcal{H}_1} = \langle T_2(G, f), T_2(G, f) \rangle_{\mathcal{H}_1} = \langle G, T_2(G, f) \otimes f \rangle_{\mathcal{H}} \leq \|G\|_\mathcal{H} \|T_2(G, f)\|_{\mathcal{H}_1} \|f\|_{\mathcal{H}_2}.
\]

Hence \( \|T_2(G, f)\|_{\mathcal{H}_1} \leq \|G\|_{\mathcal{H}} \|f\|_{\mathcal{H}_2} \). Therefore, \( T_2(\cdot, f) \) can be continuously extended from the set \( \mathcal{H}_0 \) to the whole space \( \mathcal{H} \), and the uniqueness holds true.

Proof of Proposition 1. Since \( g \) is an \( L_2 \) kernel, there is a Hilbert-Schmidt operator \( G : \mathcal{H}_2 \to \mathcal{H}_1 \) with SVD \( G = \sum \sigma_j e_j \otimes f_j \) with kernel given by \( g(t, s) = \sum \sigma_j e_j(t) f_j(s) \) (note that the sum only converges in the \( L_2 \) sense, not uniformly). By isometry, from the SVD we have \( g = \sum \sigma_j e_j \otimes f_j \), so

\[
u = T_2(g, v) = \sum_{j=1}^{\infty} \sigma_j T_2(e_j \otimes f_j, v) = \sum_{j=1}^{\infty} \sigma_j \langle f_j, v \rangle e_j = \sum_{j=1}^{\infty} \sigma_j e_j \int_{E_2} f_j(s) v(s) d\mu_2(s)
\]

| Degree-of-separability | Condition 1 | Condition 2 | Condition 3 |
|------------------------|-------------|-------------|-------------|
| R=1                    | 78 %        | 78 %        | 77 %        |
| R=2                    | 90 %        | 84 %        | 91 %        |

Table 2: Out-of-sample cross-validated classification accuracy (i.e., the ratio between the correctly classified and all subjects) for the fLDA classifier with the separable (\( R = 1 \)) or R-separable (\( R = 2 \)) estimator of the covariance, and for three separate data sets given by different conditions.
and hence by Fubini’s theorem:

\[ u(t) = \sum_{j=1}^{\infty} \sigma_j e_j(t) \int_{E_2} f_j(s) v(s)d\mu_2(s) = \int_{E_2} \left[ \sum_{j=1}^{\infty} \sigma_j e_j(t) f_j(s) \right] v(s)d\mu_2(s) \]

from which the claim follows.

**Proof of Lemma 1.** The first claim follows directly from the definition of the partial inner product.

In the second part, we want to show that if both \( C \) and the respective weighting \( W_1 \) or \( W_2 \) have the property of positive semi-definiteness, then the partial inner product will retain that property. Consider the eigendecompositions \( C = \sum \lambda_j g_j \otimes g_j \) and \( W_2 = \sum \alpha_j h_j \otimes h_j \). Then we have

\[ T_2(C, W_2) = \sum_{j=1}^{\infty} \sum_{i=1}^{\infty} \lambda_j \alpha_i T_2(g_j \otimes g_j, h_i \otimes h_i) = \sum_{j=1}^{\infty} \sum_{i=1}^{\infty} \lambda_j \alpha_i T_2(g_j, h_i) \otimes T_2(g_j, h_i), \]

where the last equality can be verified on rank-1 elements \( g_j \). Thus \( T_2(C, W_2) \) is a weighted sum of quadratic forms with weights given by the non-negative eigenvalues of \( C \) and \( W_2 \). As such, \( T_2(C, W_2) \) must be positive semi-definite.

**Proof of Proposition 2.** Let \( C_1 := \sum_{j=1}^{\infty} \sigma_j^2 A_j \otimes A_j \) and \( C_2 := \sum_{j=1}^{\infty} \sigma_j^2 B_j \otimes B_j \). We will abuse the notation slightly and denote for any \( k \in \mathbb{N} \)

\[ C_1^k := \sum_{j=1}^{\infty} \sigma_j^{2k} A_j \otimes A_j \quad \& \quad C_2^k := \sum_{j=1}^{\infty} \sigma_j^{2k} B_j \otimes B_j. \]

Note that if \( C \) was an operator, it would hold that \( C_1 = CC^* \) and \( C_2 = C^*C \), while \( C_1^k \) and \( C_2^k \) would denote the powers as usual. However, we aim for a more general statement, forcing us to view \( C \) as an element of a product space rather than an operator, so the “powers” serve just as a notational convenience in this proof. Also, the proportionality sign is used here to avoid the necessity of writing down the scaling constants for unit norm elements.

From the recurrence relation, and the definition of the partial inner product, we have

\[ V^{(1)} \propto T_1(C, T_2(C, V^{(0)})) = T_1 \left( \sum_{j=1}^{\infty} \sigma_j A_j \otimes B_j, \sum_{i=1}^{\infty} \sigma_i \langle B_i, V^{(0)} \rangle A_i \right) \]

\[ = \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} \sigma_i \sigma_j \langle B_i, V^{(0)} \rangle T_1(A_j \otimes B_j, A_i). \]

Since \( T_1(A_j \otimes B_j, A_i) = \langle A_j, A_i \rangle B_j = 1_{[i=j]} B_j \), we have

\[ V^{(1)} \propto \sum_{j=1}^{\infty} \sigma_j^2 \langle B_j, V^{(0)} \rangle B_j = T_2(C_2, V^{(0)}). \]

By the same token we have \( V^{(2)} \propto T_2(C_2, V^{(1)}) \), from which we obtain similarly

\[ V^{(2)} \propto T_2 \left( \sum_{j=1}^{\infty} \sigma_j^2 B_j \otimes B_j, \sum_{i=1}^{\infty} \sigma_i^2 \langle B_i, V^{(0)} \rangle B_i \right) = \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} \sigma_i^2 \sigma_j^2 \langle B_i, V^{(0)} \rangle T_2(B_j \otimes B_j, B_i) \]

\[ = \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} \sigma_i^2 \sigma_j^2 \langle B_i, V^{(0)} \rangle \langle B_j, B_i \rangle B_j = \sum_{j=1}^{\infty} \sigma_j^4 (B_j, V^{(0)}) B_j = T_2 \left( \sum_{j=1}^{\infty} \sigma_j^4 B_j \otimes B_j, V^{(0)} \right) \]

\[ = T_2(C_2^2, V^{(0)}). \]
By induction, we have \( V^{(k)} \propto T_2(C_2^k, V^{(0)}) \) for \( k = 1, 2, \ldots \).

Now we express the starting point \( V^{(0)} \) in terms of the orthonormal basis \( \{B_j\} \). Let \( V^{(0)} = \sum_{j=1}^{\infty} \beta_j B_j \), where we have \( \beta_j = \langle B_j, V^{(0)} \rangle \). Then we can express

\[
V^{(k)} \propto T_2(C_2^k, V^{(0)}) = T_2 \left( \sum_{j=1}^{\infty} \sum_{i=1}^{\infty} \beta_j B_j \right) = \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} \beta_i \beta_j B_i B_j = \sum_{j=1}^{\infty} \beta_j B_j.
\]

Hence we have an explicit formula for the \( k \)-th step:

\[
V^{(k)} = \frac{B_1 + R^{(k)}}{\|B_1 + R^{(k)}\|},
\]

where \( R^{(k)} = \sum_{j=2}^{\infty} \left( \frac{\beta_j}{\beta_1} \right)^2 B_j \).

It remains to show that \( \|R^{(k)}\| \to 0 \) for \( k \to \infty \). Due to the decreasing ordering of the scores \( \{\sigma_j\} \), we have

\[
\|R^{(k)}\|^2 = \sum_{j=2}^{\infty} \left( \frac{\beta_j}{\beta_1} \right)^4 \leq \sum_{j=2}^{\infty} \left( \frac{\sigma_j}{\sigma_1} \right)^4 \sum_{j=2}^{\infty} \left( \frac{\beta_j}{\beta_1} \right)^4
\]

\[
= \left( \frac{\sigma_2}{\sigma_1} \right)^{4k-2} \sum_{j=1}^{\infty} \beta_j^2 \leq \left( \frac{\sigma_2}{\sigma_1} \right)^{4k-2} \beta_1^2 \|C\|,
\]

where in the last inequality we used that \( |\beta_j| \leq 1 \). Since \( \sigma_1 > \sigma_2 \) for \( j \geq 2 \), we see that the remainder \( R^{(k)} \) goes to zero.

The proof of the statement concerning the sequence \( \{U^{(k)}\} \) follows the same steps.

\[ \square \]

A.1. More General Definition of the Partial Inner Product

In the main text, we have defined the partial inner products \( T_1 \) and \( T_2 \) for the tensor product of two Hilbert spaces \( \mathcal{H}_1 \) and \( \mathcal{H}_2 \). We can define the partial inner product more generally for the tensor product of more than two Hilbert spaces as follows. For \( d \) separable Hilbert spaces \( \mathcal{H}_1, \ldots, \mathcal{H}_d \), let

\[
\mathcal{H} := \mathcal{H}_1 \otimes \cdots \otimes \mathcal{H}_d = \bigotimes_{j=1}^{d} \mathcal{H}_j
\]

be their tensor product Hilbert space, defined as the completion of

\[
\left\{ \sum_{j=1}^{m} x_{ij} \otimes \cdots \otimes x_{d,j} : m \in \mathbb{N}, x_{ij} \in \mathcal{H}_i, i = 1, \ldots, d, j = 1, \ldots, m \right\},
\]

under the inner product \( \langle x_1 \otimes \cdots \otimes x_d, y_1 \otimes \cdots \otimes y_d \rangle = \langle x_1, y_1 \rangle_{\mathcal{H}_1} \times \cdots \times \langle x_d, y_d \rangle_{\mathcal{H}_d} \). For \( J \subset \{1, \ldots, d\} \), let

\[
\mathcal{H}_J := \bigotimes_{j \in J} \mathcal{H}_j \quad \text{and} \quad \mathcal{H}_{-J} := \bigotimes_{j \notin J} \mathcal{H}_j.
\]

We can define the partial inner product \( T_J : \mathcal{H} \times \mathcal{H}_J \to \mathcal{H}_{-J} \) to be the unique bi-linear operator such that

\[
T_J(X \otimes Y, A) = \langle X, A \rangle_{\mathcal{H}_J} Y, \quad \forall A, X \in \mathcal{H}_J, Y \in \mathcal{H}_{-J}.
\]

Note that \( \mathcal{H}_1 \otimes \mathcal{H}_2 \) is isomorphic to \( \mathcal{H}_2 \otimes \mathcal{H}_1 \) with the isomorphism given by \( \Phi(x \otimes y) = y \otimes x \), \( \forall x \in \mathcal{H}_1, y \in \mathcal{H}_2 \), and the same holds for products of multiple spaces. Hence we can always permute dimensions as we wish. Thus we can w.l.o.g. assume that \( J = \{1, \ldots, d'\} \) for some \( d' < d \). Proving uniqueness is now the same as it was in the case of Lemma A.1, and Proposition 1 (of the main text) can be generalized to more than two dimensions as well.
B. Perturbation Bounds

From the main text, \( C \in \mathcal{S}_2(\mathcal{H}_1 \otimes \mathcal{H}_2) \) has the separable expansion

\[
C = \sum_{i=1}^{\infty} \sigma_i A_i \otimes B_i,
\]

where \( \{A_i\}_{i \geq 1} \) (resp., \( \{B_i\}_{i \geq 1} \)) is an orthonormal basis of \( \mathcal{S}_2(\mathcal{H}_1) \) (resp., \( \mathcal{S}_2(\mathcal{H}_2) \)), and \( |\sigma_1| \geq |\sigma_2| \geq \cdots \geq 0 \). We use the notation \( \mathcal{C} \) to indicate the element of \( \mathcal{S}_2(\mathcal{H}_2 \otimes \mathcal{H}_1) \) that is isomorphic to \( C \) (see Section 3.1). The following lemma gives perturbation bounds for the components of the separable expansion.

Lemma B.1 (Perturbation Bounds for Separable Expansion). Let \( C \) and \( \tilde{C} \) be two operators in \( \mathcal{S}_2(\mathcal{H}_1 \otimes \mathcal{H}_2) \) with separable expansions

\[
C = \sum_{i=1}^{\infty} \sigma_i A_i \otimes B_i \quad \text{and} \quad \tilde{C} = \sum_{i=1}^{\infty} \bar{\sigma}_i \tilde{A}_i \otimes \tilde{B}_i,
\]

respectively. Also suppose that \( \sigma_1 > \sigma_2 > \cdots \geq 0 \), and \( (A_i, \tilde{A}_i)_{\mathcal{S}_2(\mathcal{H}_1)} \), \( (B_i, \tilde{B}_i)_{\mathcal{S}_2(\mathcal{H}_2)} \) \( \geq 0 \) for every \( i = 1, 2, \ldots \) (adjust the sign of \( \bar{\sigma}_i \) as required). Then,

(a) \( \sup_{i \geq 1} |\sigma_i - \bar{\sigma}_i| \leq \|C - \tilde{C}\|_2 \).

(b) For every \( i \geq 1 \),

\[
\|A_i - \tilde{A}_i\|_{\mathcal{S}_2(\mathcal{H}_1)} \leq \frac{2\sqrt{2}}{\alpha_i} \left( \|C - \tilde{C}\|_2 \right) \left( \|C\|_2 + \|\tilde{C}\|_2 \right),
\]

\[
\|B_i - \tilde{B}_i\|_{\mathcal{S}_2(\mathcal{H}_2)} \leq \frac{2\sqrt{2}}{\alpha_i} \left( \|C - \tilde{C}\|_2 \right) \left( \|C\|_2 + \|\tilde{C}\|_2 \right),
\]

where \( \alpha_i = \min\{\sigma_{i-1}^2 - \sigma_i^2, \sigma_i^2 - \sigma_{i+1}^2\} \). Here, \( \|\cdot\|_2 \) denotes the Hilbert-Schmidt norm.

Proof. Note that \( \sigma_i \) (resp., \( \bar{\sigma}_i \)) is the \( i \)-th singular value of the operator \( \mathcal{C} \) (resp., \( \mathcal{C}^* \)). Following Bosq [5, Lemma 4.2], we get that \( \sup_{i \geq 1} |\sigma_i - \bar{\sigma}_i| \leq \|\mathcal{C} - \mathcal{C}^*\|_2 \leq \|\mathcal{C} - \mathcal{C}^*\|_{\infty} \leq \|\mathcal{C} - \mathcal{C}^*\|_2 \). Part (a) now follows by noting that \( \|\mathcal{C} - \mathcal{C}^*\|_2 = \|C - \tilde{C}\|_2 \) because of the isometry between \( \mathcal{S}_2(\mathcal{H}_1 \otimes \mathcal{H}_2) \) and \( \mathcal{S}_2(\mathcal{H}_2 \otimes \mathcal{H}_1, \mathcal{H}_1 \otimes \mathcal{H}_1) \).

For part (b), recall that \( A_i \) (resp., \( \tilde{A}_i \)) is isomorphic to \( e_i \) (resp., \( \bar{e}_i \)), the \( i \)-th right singular element of \( \mathcal{C} \) (resp., of \( \mathcal{C}^* \)), see Section 3.1. Now, \( e_i \) (resp., \( \bar{e}_i \)) is the \( i \)-th eigenfunction of \( \mathcal{C}^\dagger \) (resp., \( \mathcal{C}^{\dagger*} \)) with corresponding eigenvalue \( \lambda_i = \sigma_i^2 \) (resp., \( \lambda_i = \bar{\sigma}_i^2 \)). Here, \( \mathcal{C}^{\dagger*} \) (resp., \( \mathcal{C}^{\dagger*} \)) denotes the adjoint of \( \mathcal{C} \) (resp., \( \mathcal{C}^* \)). Also, \( \{e_i, \bar{e}_i\}_{\mathcal{H}_1 \otimes \mathcal{H}_1} = \{A_i, \tilde{A}_i\}_{\mathcal{S}_2(\mathcal{H}_1)} \geq 0 \). Now, using a perturbation bound on the eigenfunctions of operators [5, Lemma 4.3], we get

\[
\|e_i - \bar{e}_i\|_{\mathcal{H}_1 \otimes \mathcal{H}_1} \leq \frac{2\sqrt{2}}{\alpha_i} \|e_i e^* - \bar{e}_i \bar{e}_i^*\|_\infty \leq \frac{2\sqrt{2}}{\alpha_i} \|e_i e^* - \bar{e}_i \bar{e}_i^*\|_2,
\]

where \( \alpha_i = \min\{\sigma_{i-1}^2 - \sigma_i^2, \sigma_i^2 - \sigma_{i+1}^2\} \). Now,

\[
\|e_i e^* - \bar{e}_i \bar{e}_i^*\|_2 = \|e_i (e_i - \bar{e}_i)^* + (e_i - \bar{e}_i) \bar{e}_i^*\|_2 \leq \|e_i - \bar{e}_i\|_2 \left( \|e_i\|_2 + \|\bar{e}_i\|_2 \right) = \|C - \tilde{C}\|_2 \left( \|C\|_2 + \|\tilde{C}\|_2 \right),
\]

where we have used: (i) the triangle inequality for the Hilbert-Schmidt norm, (ii) the fact that the Hilbert-Schmidt norm of an operator and its adjoint are the same, and (iii) the isometry between \( \mathcal{S}_2(\mathcal{H}_1 \otimes \mathcal{H}_2) \) and \( \mathcal{S}_2(\mathcal{H}_2 \otimes \mathcal{H}_1, \mathcal{H}_1 \otimes \mathcal{H}_1) \). By noting that

\[
\|A_i - \tilde{A}_i\|_{\mathcal{S}_2(\mathcal{H}_1)} = \|e_i - \bar{e}_i\|_{\mathcal{H}_1 \otimes \mathcal{H}_1},
\]

the upper bound on \( \|A_i - \tilde{A}_i\|_{\mathcal{S}_2(\mathcal{H}_1)} \) follows. The bound on \( \|B_i - \tilde{B}_i\|_{\mathcal{S}_2(\mathcal{H}_2)} \) can be proved similarly. \( \square \)
The following lemma gives us perturbation bound for the best $R$-separable approximation of Hilbert-Schmidt operators.

**Lemma B.2** (Perturbation Bound for Best $R$-separable Approximation). Let $C$ and $\tilde{C}$ be two Hilbert-Schmidt operators on $H_1 \otimes H_2$, with separable expansions $C = \sum_{r=1}^{\infty} \sigma_r A_r \otimes B_r$ and $\tilde{C} = \sum_{r=1}^{\infty} \tilde{\sigma}_r \tilde{A}_r \otimes \tilde{B}_r$, respectively. Let $C_R$ and $\tilde{C}_R$ be the best $R$-separable approximations of $C$ and $\tilde{C}$, respectively. Then,

$$\left\| C_R - \tilde{C}_R \right\|_2 \leq 4\sqrt{2} \left( \left\| C \right\|_2 + \left\| \tilde{C} \right\|_2 \right) \sum_{r=1}^{R} \frac{\sigma_r}{\alpha_r} + 1 \left\| C - \tilde{C} \right\|_2,$$

where $\alpha_r = \min\{\sigma_{r-1}^2 - \sigma_r^2, \sigma_r^2 - \sigma_{r+1}^2\}$.

**Proof.** Note that $C_R$ and $\tilde{C}_R$ have separable expansions $C_R = \sum_{i=1}^{R} \sigma_i A_i \otimes B_i$ and $\tilde{C}_R = \sum_{i=1}^{R} \tilde{\sigma}_i \tilde{A}_i \otimes \tilde{B}_i$, respectively. W.l.o.g., we assume that $\langle A_i, \tilde{A}_i \rangle_{S_2(H_1)}, \langle B_i, \tilde{B}_i \rangle_{S_2(H_2)} \geq 0$ for every $i = 1, \ldots, R$ (if not, one can change the sign of $A_i$ or $\tilde{B}_i$, and adjust the sign of $\tilde{\sigma}_i$, as required). Thus,

$$\left\| C_R - \tilde{C}_R \right\|_2 = \left\| \sum_{i=1}^{R} \sigma_i A_i \otimes B_i - \sum_{i=1}^{R} \tilde{\sigma}_i \tilde{A}_i \otimes \tilde{B}_i \right\|_2$$

$$= \left\| \sum_{i=1}^{R} \sigma_i (A_i \otimes B_i - \tilde{A}_i \otimes \tilde{B}_i) + \sum_{i=1}^{R} (\sigma_i - \tilde{\sigma}_i) \tilde{A}_i \otimes \tilde{B}_i \right\|_2$$

$$\leq \left\| \sum_{i=1}^{R} \sigma_i (A_i \otimes B_i - \tilde{A}_i \otimes \tilde{B}_i) \right\|_2 + \left\| \sum_{i=1}^{R} (\sigma_i - \tilde{\sigma}_i) \tilde{A}_i \otimes \tilde{B}_i \right\|_2.$$

(B.1)

Now, $\left\| \sum_{i=1}^{R} (\sigma_i - \tilde{\sigma}_i) \tilde{A}_i \otimes \tilde{B}_i \right\|_2^2 = \sum_{i=1}^{R} (\sigma_i - \tilde{\sigma}_i)^2 \leq \sum_{i=1}^{\infty} (\sigma_i - \tilde{\sigma}_i)^2$ which, by von Neumann’s trace inequality, is bounded by $\left\| C - \tilde{C} \right\|_2^2$ [16, Theorem 4.5.3]. On the other hand,

$$\left\| \sum_{i=1}^{R} \sigma_i (A_i \otimes B_i - \tilde{A}_i \otimes \tilde{B}_i) \right\|_2 \leq \sum_{i=1}^{R} \sigma_i \left\| A_i \otimes B_i - \tilde{A}_i \otimes \tilde{B}_i \right\|_2$$

$$= \sum_{i=1}^{R} \sigma_i \left( \left\| A_i \otimes \tilde{B}_i \right\|_2 + \left\| B_i - \tilde{B}_i \right\|_2 \right)$$

$$\leq \sum_{i=1}^{R} \sigma_i \left( \left\| A_i \right\|_{S_2(H_1)} + \left\| B_i - \tilde{B}_i \right\|_{S_2(H_2)} \right)$$

$$\leq 4\sqrt{2} \left\| C - \tilde{C} \right\|_2 \left| \left\| C \right\|_2 + \left\| \tilde{C} \right\|_2 \right| \sum_{i=1}^{R} \frac{\sigma_i}{\alpha_i},$$

where the last inequality follows by part (b) of Lemma B.1. The proof is complete upon using these inequalities in conjunction with (B.1).

### C. Proofs of Results in Section 4 and related discussions

#### C.1. Fully Observed Functional Data

**Proof of Theorem 1.** To bound the error of the estimator, we use the following bias-variance-type decomposition

$$\left\| \tilde{C}_{R,N} - C \right\|_2 \leq \left\| \tilde{C}_{R,N} - C_R \right\|_2 + \left\| C_R - C \right\|_2.$$  

(C.1)
where $C_R$ is the best $R$-separable approximation of $C$. If $C$ has separable expansion $C = \sum_{i=1}^{\infty} \sigma_i A_i \otimes B_i$, then $C_R$ has separable expansion $C_R = \sum_{i=1}^{R} \sigma_i A_i \otimes B_i$, and
\[
\|C - C_R\|_2^2 = \sum_{i=R+1}^{\infty} \sigma_i^2. \tag{C.2}
\]
For the first part, we use the perturbation bound from Lemma B.2 (see Appendix B), to get
\[
\left\| \hat{C}_{R,N} - C \right\|_2 \leq \left\{ 4\sqrt{2} \left( \left\| \hat{C}_N \right\|_2 + \|C\|_2 \right) \sum_{r=1}^{R} \frac{\sigma_r}{\sigma_r} + 1 \right\} \left\| \hat{C}_N - C \right\|_2, \tag{C.3}
\]
where $\alpha_r = \min\{\sigma_{r-1}^2 - \sigma_r^2, \sigma_r^2 - \sigma_{r+1}^2\}$. Since $E(\|X\|^4)$ is finite, $\left\| \hat{C}_N - C \right\|_2 = O_p(N^{-1/2})$ and $\left\| \hat{C}_N \right\|_2 = \|C\|_2 + o_p(1)$. Using these in (C.3), we get that
\[
\left\| \hat{C}_{R,N} - C_R \right\|_2 = O_p\left( \frac{a_R}{\sqrt{N}} \right), \tag{C.4}
\]
where $a_R = \|C\|_2 \sum_{i=1}^{R} (\sigma_i/\alpha_i)$. The theorem follows by combining (C.2) and (C.4) in (C.1). \hfill \Box

**C.2. Discussion on the Convergence Rates**

Theorem 1 shows that the convergence rate of the estimator depends on the decay of the separable component scores. Here we discuss about the rate under some special decay structures, in particular that of convexity. Assume that the separable component scores of $C$ are convex, in the sense that the linearly interpolated score plot $t \mapsto \sigma_i$ is convex, where $\sigma_i = ([t] - t)\sigma_{i+1} + (t - [t])\sigma_i$ whenever $t$ is not an integer [18]. Then it also holds that $t \mapsto \sigma_i^2$ is convex. Now, following Jirak [18, Eq. (7.25)], we get that for $j > k$,
\[
k\sigma_k \geq j\sigma_j \text{ and } \sigma_k - \sigma_j \geq (1 - k/j)\sigma_k.
\]
Also, because of the convexity of $t \mapsto \sigma_i^2$, it follows that $\sigma_{i-1}^2 - \sigma_i^2 \geq \sigma_i^2 - \sigma_{i+1}^2$ for every $i$, showing
\[
\alpha_i = \min\{\sigma_{i-1}^2 - \sigma_i^2, \sigma_i^2 - \sigma_{i+1}^2\} = \sigma_i^2 - \sigma_{i+1}^2.
\]
So,
\[
\frac{\sigma_i}{\alpha_i} = \frac{\sigma_i}{\sigma_i^2 - \sigma_{i+1}^2} = \frac{\sigma_i}{(\sigma_i - \sigma_{i+1})(\sigma_i + \sigma_{i+1})} \geq \frac{1}{2\sigma_i} \frac{\sigma_i}{(\sigma_i - \sigma_{i+1})}.
\]
Now, for $0 < t < 1$, $(1 - t)^{-1} > 1 + t$. Since $\sigma_i > \sigma_{i+1}$ for $i = 1, \ldots, R$, this shows that
\[
\sum_{i=1}^{R} \frac{\sigma_i}{\sigma_i - \sigma_{i+1}} = \sum_{i=1}^{R} \frac{1}{1 - \frac{\sigma_{i+1}}{\sigma_i}} > \sum_{i=1}^{R} \left( 1 + \frac{\sigma_{i+1}}{\sigma_i} \right) > R.
\]
So, $a_R \gtrsim R$. Again, since $t \mapsto \sigma_i^2$ is convex, $\sigma_i^2 - \sigma_{i+1}^2 \geq \sigma_i^2/(i+1)$. Using this we get
\[
a_R \propto \sum_{i=1}^{R} \frac{\sigma_i}{\sigma_i^2 - \sigma_{i+1}^2} \leq \sum_{i=1}^{R} \frac{\sigma_i}{\sigma_i(\sigma_i^2 - \sigma_{i+1}^2)} \leq \sum_{i=1}^{R} \frac{i + 1}{\sigma_i} \leq \frac{1}{R\sigma_R} \sum_{i=1}^{R} i(i + 1) = \frac{1}{\sigma_R} \frac{(R + 1)(R + 2)}{3} \cong \frac{R^2}{\sigma_R},
\]
where we have used $i\sigma_i \geq R\sigma_R$ on the fourth step. It follows that, $a_R = O(R^2/\sigma_R)$. Also, following Jirak [18, Eq. (7.25)], we have $\sum_{i>R} \sigma_i^2 \leq (R + 1)\sigma_R^2$. Thus, from Theorem 1,
\[
\left\| \hat{C}_{R,N} - C \right\|_2 = O(\sqrt{R\sigma_R}) + O_p\left( \frac{R^2}{\sigma_R\sqrt{N}} \right).
\]
On the other hand, $R\sigma_R \leq \sigma_1$ implies that $\sqrt{R}\sigma_R \leq \sigma_1/\sqrt{R}$. This finally shows that

$$\|\hat{C}_{R,N} - C\|_2 = O\left(\frac{1}{\sqrt{R}}\right) + O_P\left(\frac{R^2}{\sigma_R\sqrt{N}}\right).$$

So, for consistency, we need $R = R_N \to \infty$ as $N \to \infty$ while $\sigma_{R_N}^{-1} R_N^2 = o(\sqrt{N})$. The optimal rate of $R$ is obtained by solving $\sigma_{R_N}^{-1} R_N^2 = o(\sqrt{N})$. Clearly, the rate of decay of the separable component scores plays an important role in determining the admissible and optimal rates of $R$. For instance, if the scores have an exponential decay, i.e., $\sigma_R \sim R^{-\tau}$ with $\tau > 1$, we need $R_N = O(N^{1/(2\tau+4)})$ for consistency. The optimal rate is achieved by taking $R_N \asymp N^{1/(4\tau+3)}$, which gives

$$\|\hat{C}_{R,N} - C\|_2 = O_P\left(N^{-\frac{4\tau+1}{4\tau+3}}\right).$$

The derived rates show a trade-off between the number of estimated components and the error. While the optimal rate for $R_N$ is a decreasing function of $\tau$, the rate of convergence of the error is an increasing function. In particular, if the scores decay slowly (i.e., $\tau$ is close to 1), then we can estimate a relatively large number of components in the separable expansion, but this will likely not lead to a lower estimation error (since the scores which are cut off are still substantial). On the other hand, when we have a fast decay in the scores (i.e., $\tau$ is large), we can estimate a rather small number of components in the separable expansion, but with much better precision.

Similar rates can be derived assuming polynomial decay of the scores, i.e. when $\sigma_R \sim R^\rho R^{-\tau}$ with $0 < \rho < 1$, $\tau \in \mathbb{R}$. In this case, consistency is achieved when $R_N^{2-\tau} \rho^{R_N} = o(\sqrt{N})$, while to obtain the optimal rate, one needs to solve $R_N^{3-4\tau} \rho^{2R_N} \asymp N$. Thus, in the case of polynomial decay of the scores (which is considerably slower than the exponential decay), we cannot expect to reliably estimate more than $\log N$ many components in the separable expansion.

### C.3. Data Observed on a Regular Grid

Next, we prove Theorem 2. Before doing that, we introduce a notational convention: when the operator $A$ has a kernel that is piecewise constant on the rectangles $\{I_{i,j}^K\}$ (i.e. a “pixelated kernel”), we will write $\|A\|_F$ for the Frobenius norm of the corresponding tensor of pixel coefficients. This is proportional to the Hilbert-Schmidt norm $\|A\|_2$ of $A$. We summarise this in the lemma below, whose straightforward proof we omit (see 21, Lemma 3 for more details).

**Lemma C.1.** Let $A$ be an operator with a pixelated kernel

$$a(t, s, t', s') = \sum_{i=1}^{K_1} \sum_{j=1}^{K_2} \sum_{k=1}^{K_3} \sum_{l=1}^{K_4} A[i, j, k, l] \mathbf{1}\{(t, s) \in I_{i,j}^K, (t', s') \in I_{k,l}^K\},$$

where $\mathbf{A} = (A[i, j, k, l])_{i,j,k,l} \in \mathbb{R}^{K_1 \times K_2 \times K_3 \times K_4}$ is the tensorized version of $A$. Then,

$$\|\mathbf{A}\|_2 = \frac{1}{K_1 K_2} \|\mathbf{A}\|_F,$$

where $\|\mathbf{A}\|_F = \sqrt{\sum_{i=1}^{K_1} \sum_{j=1}^{K_2} \sum_{k=1}^{K_3} \sum_{l=1}^{K_4} A^2[i, j, k, l]}$ is the Frobenius norm of $\mathbf{A}$.

**Proof of Theorem 2.** We decompose the error of our estimator as

$$\|\hat{C}_{R,N}^K - C\|_2 \leq \|\hat{C}_{R,N}^K - C_R\|_2 + \|C_R - C\|_2. \quad (C.5)$$

The second term $\|C_R - C\|_2$ equals $\sqrt{\sum_{r=R+1}^\infty \sigma_r^2}$ (see (C.2)). For the first term, we observe that $\hat{C}_{R,N}^K$ and $C_R$ are the best $R$-separable approximations of $\hat{C}_{R,N}^K$ and $C$, respectively. So, using Lemma B.2, we get

$$\|\hat{C}_{R,N}^K - C_R\|_2 \leq \left\{4\sqrt{2}(\|C\|_2 + \|\hat{C}_{R,N}^K\|_2) \sum_{r=1}^R \frac{\sigma_r}{\alpha_r} + 1\right\}\|\hat{C}_{R,N}^K - C\|_2, \quad (C.6)$$
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with $\alpha_r = \min\{\sigma^2_{r-1} - \sigma^2_{r+1}, \sigma^2_{r} - \sigma^2_{r+1}\}$. Next, we derive bounds on $\|\hat{C}_N^K - C\|_2$. Note that $\hat{C}_N^K$ is the empirical covariance of $Y_1^K, \ldots, Y_N^K$. Under the assumptions of the theorem, $Y_1^K, \ldots, Y_N^K$ are i.i.d. with mean zero and covariance $\hat{C}_N^K = \mathbb{E}(Y_1^K \otimes Y_1^K)$. Let $X_n^K = (x_n^K(t, s) : t \in T, s \in S)$ with $x_n^K(t, s) = \sum_{i=1}^{K_i} \sum_{j=1}^{K_j} X_n[i, j] 1\{t, s\} \in I^K_k$ be the pixel-wise continuations of $X_n^K$. It follows that $X_1^K, \ldots, X_N^K$ are i.i.d. with mean zero and covariance $C^K = \mathbb{E}(X_1^K \otimes X_1^K)$. We use the general bound

$$\|\hat{C}_N^K - C^K\|_2 \leq \|\hat{C}_N^K - \hat{C}_N^K\|_2 + \|\hat{C}_N^K - C^K\|_2 + \|C^K - C\|_2.$$  

(C.7)

Note that $\hat{C}_N^K$ and $C^K$ are pixelated operators with discrete versions $\tilde{C}_N^K$ and $C^K$, respectively, where $\tilde{C}_N^K[i, j, k, l] = \text{Cov}\{Y_1^K[i, j], Y_1^K[k, l]\}$ and $C^K[i, j, k, l] = \text{Cov}\{X^K[i, j], X^K[k, l]\}$. Also, under the assumptions of the theorem, $\tilde{C}_N^K[i, j, k, l] = \sigma^2_1 \{i, j\}$. Thus, by Lemma C.1, we get

$$\|\tilde{C}_N^K - C^K\|_2 = \frac{\sigma^2}{\sqrt{K_1 K_2}}.$$  

(C.8)

We will now bound the remaining two terms in (C.7), separately under (S1) and (S2).

Under (S1), it is easy to see that $C^K$ is the integral operator with kernel

$$c^K(t, s, t', s') = \sum_{i=1}^{K_i} \sum_{j=1}^{K_j} \sum_{k=1}^{K_k} \sum_{l=1}^{K_l} c(t_i^K, s_j^K, t_k^K, s_l^K) 1\{t, s\} \in I^K_k, (t', s') \in I^K_l \}.$$

Using this, we get

$$\|C^K - C\|_2^2 = \iint \int \int \{c^K(t, s, t', s') - c(t, s, t', s')\}^2 dt ds dt' ds'.$$

(C.9)

Because of the Lipschitz condition, for $(t, s) \in I^K_k, (t', s') \in I^K_l$,

$$|c(t_i^K, s_j^K, t_k^K, s_l^K) - c(t, s, t', s')|^2 \leq L^2 (t-t_i^K)^2 + (s-s_j^K)^2 + (t'-t_k^K)^2 + (s'-s_l^K)^2 \leq L^2 \left( \frac{1}{K_1^2} + \frac{1}{K_2^2} + \frac{1}{K_1^2} + \frac{1}{K_2^2} \right) = 2L^2 \left( \frac{1}{K_1^2} + \frac{1}{K_2^2} \right).$$

Plugging this into (C.9) yields

$$\|C^K - C\|_2^2 \leq 2L^2 \left( \frac{1}{K_1^2} + \frac{1}{K_2^2} \right).$$  

(C.10)

For the first part in (C.7), we observe that $\hat{C}_N^K$ is the sample covariance of $Y_1^K, \ldots, Y_N^K$, which are i.i.d. with $\mathbb{E}(Y_1^K) = 0$ and $\text{Var}(Y_1^K) = \tilde{C}_N^K$. Also, $\hat{C}_N^K$ and $C_N^K$ are pixelated operators with discrete versions $\tilde{C}_N^K$ and $C_N^K$, respectively, where $\tilde{C}_N^K = N^{-1} \sum_{n=1}^{N} (X_n^K - \bar{X}_N^K) \otimes (X_n^K - \bar{X}_N^K)$ is the sample variance based on $Y_1^K, \ldots, Y_N^K$ and $C_N^K$ is as defined before. So, by Lemma C.1,

$$\|\hat{C}_N^K - C_N^K\|_2 = \frac{1}{\sqrt{K_1 K_2}} \|\tilde{C}_N^K - C_N^K\|_F.$$  

(C.11)

For the Frobenius norm, we write

$$\|\hat{C}_N^K - C_N^K\|_F = \left( \sum_{n=1}^{N} N \left\| Y_n^K \otimes Y_n^K - \bar{Y}_N^K \otimes \bar{Y}_N^K - C_N^K \right\|_F \right)^{1/2}.$$  
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Now, \( \| \tilde{Y}_N^K \|_F = \| \bar{Y}_N^K \|_F = N^{-1} \sum_{n=1}^{N} Y_n^K \|_F^2 \), where \( Y_n^K \) are i.i.d., zero-mean elements. So,

\[
\mathbb{E} \| \tilde{Y}_N^K \|_F = \mathbb{E} \left( \frac{1}{N} \sum_{n=1}^{N} Y_n^K \right)^2 = \frac{1}{N} \mathbb{E} \| Y_1^K \|_F^2.
\]

Again, \( \| Y_1^K \|_F^2 = \sum_{i=1}^{K_1} \sum_{j=1}^{K_2} \text{Var}(Y_1^K[i,j])^2 \), so

\[
\mathbb{E} \| Y_1^K \|_F^2 = \sum_{i=1}^{K_1} \sum_{j=1}^{K_2} \mathbb{E}(Y_1^K[i,j])^2 = \sum_{i=1}^{K_1} \sum_{j=1}^{K_2} \text{Var}(Y_1^K[i,j]).
\]

By the independence of \( X_1^K \) and \( E_1^K \), it follows that

\[
\text{Var}(Y_1^K[i,j]) = \text{Var}(X_1^K[i,j]) + \text{Var}(E_1^K[i,j]) = \text{Var}(X_1^K[i,j]) + \sigma^2.
\]

Under the measurement scheme (S1), \( X_1^K[i,j] = x_1(t_{i_1}^{K_1}, s_{j}^{K_2}) \), so

\[
\text{Var}(X_1^K[i,j]) = c(t_{i_1}^{K_1}, s_{j}^{K_2}, i_1^{K_1}, s_{j}^{K_2}) \leq \sup_{(t,s) \in [0,1]^2} \ c(t, s, t, s) =: S_1,
\]

where \( S_1 \) is finite since we assume that \( X \) has continuous sample paths. This shows that

\[
\mathbb{E} \| \tilde{Y}_N^K \|_F \leq \frac{K_1 K_2 (S_1 + \sigma^2)}{N}.
\]

Next, we define \( Z_n^K = Y_n^K \otimes Y_n^K - \bar{C} K \). Then, \( Z_1^K, \ldots, Z_N^K \) are i.i.d., mean centered, which gives

\[
\mathbb{E} \left( \frac{1}{N} \sum_{n=1}^{N} \| Y_n^K \otimes Y_n^K - \bar{C} K \|_F^2 \right) = \mathbb{E} \left( \frac{1}{N} \sum_{n=1}^{N} \| Z_n^K \|_F^2 \right) = \frac{1}{N} \mathbb{E} \| Z_1^K \|_F^2.
\]

Now,

\[
\mathbb{E} \| Z_1^K \|_F^2 = \sum_{i=1}^{K_1} \sum_{j=1}^{K_2} \sum_{k=1}^{K_1} \sum_{l=1}^{K_2} \mathbb{E}(Y_1^K[i,j] Y_1^K[k,l] - \bar{C}[i,j,k,l])^2
\]

For the summands, we have

\[
\mathbb{E} \left( (Y_1^K[i,j] Y_1^K[k,l] - \bar{C}[i,j,k,l])^2 \right)
\]

\[
= \mathbb{E} \left( (X_1^K[i,j] X_1^K[k,l] - C^K[i,j,k,l] + X_1^K[i,j] E_1^K[k,l] + E_1^K[i,j] X_1^K[k,l] + E_1^K[i,j] E_1^K[k,l] - \sigma^2 1_{(i,j)=(k,l)})^2 \right)
\]

\[
\leq 4 \left( \mathbb{E} \left( (X_1^K[i,j] X_1^K[k,l] - C^K[i,j,k,l])^2 \right) + \mathbb{E} \left( (X_1^K[i,j] E_1^K[k,l])^2 \right) + \mathbb{E} \left( (E_1^K[i,j] X_1^K[k,l])^2 \right) + \mathbb{E} \left( (E_1^K[i,j] E_1^K[k,l] - \sigma^2 1_{(i,j)=(k,l)})^2 \right) \right)
\]

\[
= 4 \left( \text{Var}(X_1^K[i,j] X_1^K[k,l]) + \mathbb{E} \left( (X_1^K[i,j])^2 \right) \mathbb{E} \left( (E_1^K[k,l])^2 \right) + \mathbb{E} \left( (E_1^K[i,j])^2 \right) \mathbb{E} \left( (X_1^K[k,l])^2 \right) + \text{Var}(E_1^K[i,j] E_1^K[k,l]) \right)
\]

\[
+ \mathbb{E} \left( (E_1^K[i,j])^2 \right) \mathbb{E} \left( (X_1^K[k,l])^2 \right) + \text{Var}(E_1^K[i,j] E_1^K[k,l])
\]

\[
+ \mathbb{E} \left( (E_1^K[i,j])^2 \right) \mathbb{E} \left( (X_1^K[k,l])^2 \right) + \text{Var}(E_1^K[i,j] E_1^K[k,l])
\]

\[
+ \mathbb{E} \left( (E_1^K[i,j])^2 \right) \mathbb{E} \left( (X_1^K[k,l])^2 \right) + \text{Var}(E_1^K[i,j] E_1^K[k,l])
\]

\[
+ \mathbb{E} \left( (E_1^K[i,j])^2 \right) \mathbb{E} \left( (X_1^K[k,l])^2 \right) + \text{Var}(E_1^K[i,j] E_1^K[k,l])
\]

\[
+ \mathbb{E} \left( (E_1^K[i,j])^2 \right) \mathbb{E} \left( (X_1^K[k,l])^2 \right) + \text{Var}(E_1^K[i,j] E_1^K[k,l])
\]

\[
+ \mathbb{E} \left( (E_1^K[i,j])^2 \right) \mathbb{E} \left( (X_1^K[k,l])^2 \right) + \text{Var}(E_1^K[i,j] E_1^K[k,l])
\]

\[
+ \mathbb{E} \left( (E_1^K[i,j])^2 \right) \mathbb{E} \left( (X_1^K[k,l])^2 \right) + \text{Var}(E_1^K[i,j] E_1^K[k,l])
\]
Now, (C.11) yields
\[
\gamma^2 - \sigma^4 \quad \text{if } (i, j) = (k, l)
\]
\[
\sigma^4 \quad \text{otherwise}
\]
where \( \gamma^2 \) is finite since \( X \) has continuous sample paths and finite fourth moment. On the other hand,
\[
\Var(E_1^K[i, j]E_1^K[k, l]) = \begin{cases} 
\gamma^2 - \sigma^4 & \text{if } (i, j) = (k, l) \\
\sigma^4 & \text{otherwise}
\end{cases}
\]
Combining these, we get that
\[
\sum_{i=1}^{K_1} \sum_{j=1}^{K_2} \sum_{k=1}^{K_1} \Var(\{Y_1^K[i, j]Y_1^K[k, l] - \bar{C}^K[i, j, k, l]\}^2)
\]
\[
= 4 \sum_{i=1}^{K_1} \sum_{j=1}^{K_2} \sum_{k=1}^{K_1} \sum_{l=1}^{K_2} \Var(X_1^K[i, j]X_1^K[k, l]) + K_1K_2\sigma^2 \sum_{i=1}^{K_1} \sum_{j=1}^{K_2} \Var(X_1^K[i, j])
\]
\[
\text{if } (i, j) = (k, l)
\]
\[
K_1^2K_2^2S_2 + 2K_1^2K_2^2S_1\sigma^2 + K_1K_2(\gamma^2 - \sigma^4) + (K_1^2K_2^2 - K_1K_2)\sigma^4
\]
\[
= 4K_1^2K_2^2 \left( S_2 + 2S_1\sigma^2 + \sigma^4 + \frac{\gamma^2 - \sigma^4}{K_1K_2} \right).
\]
Thus,
\[
\mathbb{E}\left\| \frac{1}{N} \sum_{n=1}^{N} Y_n^K \otimes Y_n^K - \bar{C}^K \right\|_F^2 \leq \frac{4K_1^2K_2^2}{N} \left( S_2 + 2S_1\sigma^2 + \sigma^4 + \frac{\gamma^2 - \sigma^4}{K_1K_2} \right),
\]
which implies that
\[
\mathbb{E}\left\| \frac{1}{N} \sum_{n=1}^{N} Y_n^K \otimes Y_n^K - \bar{C}^K \right\|_F^2 \leq \sqrt{\frac{2K_1K_2}{N}} \left( S_2 + 2S_1\sigma^2 + \sigma^4 + \frac{\gamma^2 - \sigma^4}{K_1K_2} \right).
\]
Combining (C.12), (C.14) and (C.17), we obtain
\[
\mathbb{E}\left\| \bar{C}_N^K - \bar{C}^K \right\|_F \leq \frac{2K_1K_2}{\sqrt{N}} \left( S_2 + 2S_1\sigma^2 + \sigma^4 + \frac{\gamma^2 - \sigma^4}{K_1K_2} + \frac{K_1K_2(S_1 + \sigma^2)}{N} \right).
\]
Finally, (C.11) yields
\[
\mathbb{E}\left\| \bar{C}_N^K - \bar{C}^K \right\|_2 \leq \frac{2}{\sqrt{N}} \left( S_2 + 2S_1\sigma^2 + \sigma^4 + \frac{\gamma^2 - \sigma^4}{K_1K_2} + \frac{S_1 + \sigma^2}{N} \right) = O(N^{-1/2}),
\]
\[28\]
uniformly in $K_1, K_2$. This shows
\[ \left\| \hat{C}_N^K - \bar{C}^K \right\|_2 = O_p(N^{-1/2}), \]  
(C.18)
and the $O_p$ term is uniform in $K_1, K_2$. Using (C.8), (C.10) and (C.18) in (C.7), we have
\[ \left\| \hat{C}_N^K - C \right\|_2 = O_p(N^{-1/2}) + L \sqrt{\frac{2}{K_1^2} + \frac{2}{K_2^2} + \frac{\sigma^2}{\sqrt{K_1 K_2}}}, \]  
(C.19)
where the $O_p$ term is uniform in $K_1, K_2$.

Next, we consider the measurement scheme (S2). Observe that, under this scheme, $C^K$ is the integral operator with kernel
\[ c^K(t, s, t', s') = \text{Cov}\{x^K_1(t, s), x^K_1(t', s')\} \]  
(C.20)
= \sum_{i=1}^{K_1} \sum_{j=1}^{K_2} \sum_{k=1}^{K_1} \sum_{l=1}^{K_2} \epsilon^K[i, j, k, l] \mathbf{1}\{\langle t, s \rangle \in I^K_{i, j}, \langle t', s' \rangle \in I^K_{k, l}\}, \]  
(C.21)
where
\[ \epsilon^K[i, j, k, l] = \int_{I^K_{i, j}} \int_{I^K_{k, l}} e(u, v, u', v') du dv, dv'. \]  

Now, as in (C.9), we get
\[ \left\| C^K - C \right\|_2^2 = \int_{I^K_{i, j}} \int_{I^K_{k, l}} \left\{ e^K(t, s, t', s') - c(t, s, t', s') \right\}^2 dt ds dt' ds' = \sum_{i=1}^{K_1} \sum_{j=1}^{K_2} \sum_{k=1}^{K_1} \sum_{l=1}^{K_2} \int_{I^K_{i, j}} \int_{I^K_{k, l}} \left\{ e^K[i, j, k, l] - c(t, s, t', s') \right\}^2 dt ds dt' ds'. \]  
(C.22)
Using (C.20) and the Lipschitz condition on $c$, given $(t, s) \in I^K_{i, j}, (t', s') \in I^K_{k, l}$, one has
\[ |\epsilon^K[i, j, k, l] - c(t, s, t', s')| \]
\[ = \left| \int_{I^K_{i, j}} \int_{I^K_{k, l}} e(u, v, u', v') - c(t, s, t', s') du dv, dv' \right| \leq \int_{I^K_{i, j}} \int_{I^K_{k, l}} e(u, v, u', v') - c(t, s, t', s') du dv, dv' \]
\[ \leq \int_{I^K_{i, j}} \int_{I^K_{k, l}} L \sqrt{\frac{1}{K_1^2} + \frac{1}{K_2^2} + \frac{1}{K_1^2} + \frac{1}{K_2^2}} du dv, dv' \]
\[ = L \sqrt{\frac{2}{K_1^2} + \frac{2}{K_2^2}}. \]

Using this in (C.22) yields
\[ \left\| C^K - C \right\|_2^2 \leq 2L^2 \left( \frac{1}{K_1^2} + \frac{1}{K_2^2} \right). \]  
(C.23)
For $\left\| \hat{C}_N^K - \bar{C}^K \right\|_2$, we proceed similarly as under (S1). We need to bound $\mathbb{E} \| Y^K_1 \|_F^2$ and $\mathbb{E} \| Z^K_1 \|_F^2$ for which we need bounds on $\sum_{i=1}^{K_1} \sum_{j=1}^{K_2} \text{Var}(X^K_1[i, j])$ and $\sum_{i=1}^{K_1} \sum_{j=1}^{K_2} \sum_{k=1}^{K_1} \sum_{l=1}^{K_2} \text{Var}(X^K_1[i, j]X^K_1[k, l])$ (see (C.13), (C.15)). Recall that under measurement scheme (S2),
\[ X^K_1[i, j] = \frac{1}{|I^K_{i, j}|} \int_{I^K_{i, j}} x(t, s) dt ds = \sqrt{K_1 K_2} X_1 g^K_{i, j}, \]  
29
where $g_{ij}(t, s) = \sqrt{K_1K_2}1\{t, s \in I_{ij}\}$. So, $\Var(X^K_{ij}[i, j]) = K_1K_2 \Var((X^K_{ij}, g_{ij})) = K_1K_2 \langle Cg^K_{ij}, g_{ij} \rangle$.

Observe that $g_{ij} = 1, \ldots, K_1, j = 1, \ldots, K_2$ are orthonormal in $\mathcal{L}_2([0,1]^2)$ (i.e., $\langle g_{ij}, g_{lk} \rangle = 1\{(i, j) = (k, l)\}$). Thus, we can extend them to form a basis of $\mathcal{L}_2([0,1]^2)$ (c.f. the proof of Theorem 2 in [21]). We again denote this extended basis by $(g_{ij})_{i,j=1}$. Since $C$ is positive semi-definite, $\langle Cg^K_{ij}, g_{ij} \rangle \geq 0$ for every $i, j \geq 1$. Thus,

$$\sum_{i=1}^{K_1} \sum_{j=1}^{K_2} \Var(X^K_{ij}[i, j]) = K_1K_2 \sum_{i=1}^{K_1} \sum_{j=1}^{K_2} \langle Cg^K_{ij}, g_{ij} \rangle \leq K_1K_2 \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} \langle Cg^K_{ij}, g_{ij} \rangle = K_1K_2 \|C\|_1.$$  \hspace{1cm} (C.24)

Again, $X_i[j, l]X_1[k, l] = K_1K_2X_1 \otimes X_1, g_{ij} \otimes g_{kl}$. This shows that

$$\Var(X^K_{ij}[i, j]X^K_{kl}[k, l]) = K_1^2K_2^2 \langle \Gamma(g_{ij} \otimes g_{kl}), g_{ij} \otimes g_{kl} \rangle$$

where $\Gamma = \mathbb{E}(X_1 \otimes X_1 \otimes X_1 \otimes X_1) - C \otimes C$ is the covariance operator of $X_1 \otimes X_1$. Note that the assumption $\mathbb{E}(\|X_1\|^4) < \infty$ ensures the existence of $\Gamma$, and further assures that $\Gamma$ is a trace-class operator. Since the $(g_{ij})$ are orthonormal in $\mathcal{L}_2([0,1]^2)$, the $(g_{ij} \otimes g_{kl})_{i,j,k,l}$ are orthonormal in $\mathcal{L}_2([0,1]^4)$. So, we can extend them to a basis $(g_{ij} \otimes g_{kl})_{i,j,k,l=1}$ of $\mathcal{L}_2([0,1]^4)$. Since $\Gamma$ is positive semi-definite

$$\sum_{i=1}^{K_1} \sum_{j=1}^{K_2} \sum_{k=1}^{K_1} \sum_{l=1}^{K_2} \Var(X^K_{ij}[i, j]X^K_{kl}[k, l]) = K_1^2K_2^2 \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} \sum_{k=1}^{\infty} \sum_{l=1}^{\infty} \langle \Gamma(g_{ij} \otimes g_{kl}), g_{ij} \otimes g_{kl} \rangle$$

$$\leq K_1^2K_2^2 \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} \sum_{k=1}^{\infty} \sum_{l=1}^{\infty} \langle \Gamma(g_{ij} \otimes g_{kl}), g_{ij} \otimes g_{kl} \rangle$$

$$= K_1^2K_2^2 \|\Gamma\|_2.$$  \hspace{1cm} (C.25)

Using (C.24) and (C.25), and proceeding as in the case of (S1), we get

$$\mathbb{E} \left\Vert \hat{C}^K_N - C^K \right\Vert_2 \leq \frac{2}{\sqrt{N}} \sqrt{\|\Gamma\|_1 + 2\|C\|_1\sigma^2 + \sigma^4} + \frac{\sigma^2}{K_1K_2} + \frac{\|C\|_1 + \sigma^2}{N},$$

that is,

$$\left\Vert \hat{C}^K_N - C^K \right\Vert_2 = \mathcal{O}_p(N^{-1/2}),$$  \hspace{1cm} (C.26)

where the $\mathcal{O}_p$ term is uniform in $K_1, K_2$. Finally, using (C.8), (C.23) and (C.26) in (C.7), we get

$$\left\Vert \hat{C}^K_N - C \right\Vert_2 = \mathcal{O}_p(N^{-1/2}) + L \sqrt{\frac{2}{K_1} + \frac{2}{K_2} + \frac{\sigma^2}{\sqrt{K_1K_2}}},$$  \hspace{1cm} (C.27)

where the $\mathcal{O}_p$ term is uniform in $K_1, K_2$. Observe that we obtain the same rate under both (S1) and (S2). Also observe that, under both the schemes,

$$\left\Vert \hat{C}^K_N \right\Vert_2 = \|C\|_2 + \mathcal{O}_p(N^{-1/2}) + L \sqrt{\frac{2}{K_1} + \frac{2}{K_2} + \frac{\sigma^2}{\sqrt{K_1K_2}}}.$$

Using these in (C.6), we get

$$\left\Vert \hat{C}^K_{R,N} - C_R \right\Vert_2 \leq \left\{ 4\sqrt{2} \left( \|C\|_2 + \|C\|_2 + \mathcal{O}_p(N^{-1/2}) + L \sqrt{\frac{2}{K_1} + \frac{2}{K_2} + \frac{\sigma^2}{\sqrt{K_1K_2}}} \right) \sum_{r=1}^{R} \sigma_r + 1 \right\} \times \left( \mathcal{O}_p(N^{-1/2}) + L \left( \frac{2}{K_1} + \frac{2}{K_2} + \frac{\sigma^2}{\sqrt{K_1K_2}} \right) \right).$$
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\[ O_p \left( \frac{a_R}{\sqrt{N}} \right) + (16a_R + \sqrt{2})L \frac{1}{K_1^2} + \frac{1}{K_2^2} + 8\sqrt{2}L^2 \left( \frac{1}{K_1^2} + \frac{1}{K_2^2} \right) a_R \]
\[ + \frac{(8\sqrt{2}a_R + 1)\sigma^2}{\sqrt{K_1K_2}} + \frac{4\sqrt{2}\sigma^4a_R}{\|C\|_2K_1K_2} + \frac{16\sqrt{2a_R}}{\sqrt{K_1K_2}} \left( \frac{1}{K_1^2} + \frac{1}{K_2^2} \right). \]

where the \( O_p \) term is uniform in \( K_1, K_2 \). \( \square \)

\subsection{Unbalanced Design}

Finally, we consider the case where the surfaces are observed at irregular (and possibly different number of) locations. Here, we provide a proof of Theorem 3 in the main text.

\textit{Proof of Theorem 3.} We start by using the inequality

\[ \|\tilde{C}_{R,N} - C\|_2 \leq \|\tilde{C}_{R,N} - C_R\|_2 + \|C_R - C\|_2. \] (C.28)

For the second part on the right-hand side, using (C.2), we get that \( \|C_R - C\|_2 = (\sum_{r=1}^{R} \sigma_r^2)^{1/2} \). For the first part, we use Lemma B.2 to get

\[ \|\tilde{C}_{R,N} - C_R\|_2 \leq \left\{ 4\sqrt{2}(\|C\|_2 + \|\tilde{C}_N\|_2) \sum_{r=1}^{R} \frac{\sigma_r}{\alpha_r} + 1 \right\} \|\tilde{C}_N - C\|_2. \] (C.29)

Now,

\[ \|\tilde{C}_N - C\|_2 \leq \|\tilde{C}_N - \tilde{C}_N\|_2 + \|\tilde{C}_N - C\|_2. \]

The first part on the right is \( O_p(b_N) \) by the assumption of the theorem, while the second part is \( O_p(N^{-1/2}) \) since \( E(\|X\|^4) < \infty \). Hence, we get \( \|\tilde{C}_N - C\|_2 \leq O_p(b_N) \), which also shows

\[ \|\tilde{C}_N\|_2 \leq \|C\|_2 + \|\tilde{C}_N - C\|_2 \leq \|C\|_2 + O_p(b_N). \]

Using these in (C.29), we get \( \|\tilde{C}_{R,N} - C_R\|_2 = O_p(a_Rb_N) \) where \( a_R = \|C\|_2 \sum_{r=1}^{R} \sigma_r/\alpha_r \). The result now follows by substituting this in (C.28). \( \square \)

\section{Setup for Simulations}

The parametric covariance used in Example 1 and Section 5.1 has kernel

\[ c(t, s, \gamma) = \frac{\sigma^2}{(a^2|t - s|^2\alpha + 1)^\gamma} \exp \left( \frac{b^2|s - s'|^2\gamma}{(a^2|t - t'|^2\alpha + 1)^\beta\gamma} \right). \]

This covariance was introduced by [11]. Among the various parameters, \( a, b, \) control the temporal, resp. spatial, domain scaling, and \( \beta \in [0, 1] \) controls the departure from separability with \( \beta = 0 \) corresponding to a separable model. We fix \( \beta = 0.7 \), which seems to be as a rather high degree of non-separability given the range of \( \beta \), but one should note that non-separability is rather small for this model regardless of the choice of \( \beta \) [10].

The remaining parameters are set \( \alpha = \gamma = \sigma^2 = \tau = 1 \), and the scaling parameters are set as \( a = b = 20 \) on the \([0, 1]\) interval, which corresponds to considering the domain as \([0, 20]\) interval with \( a = b = 1 \). We stretch the domain this way in order to strengthen the non-separability of the model. Even though the covariance is stationary, this fact is completely ignored. None of the methods presented in this paper make use of stationarity, and the reported results are not affected by it.

The non-parametric covariance, i.e. the second considered setup in our simulation study, is constructed as follows. Let \( \{\phi_1, \ldots, \phi_{50}\} \) denote the first fifty functions of the trigonometric basis, and let \( J_1 = \{1, 4, \ldots, 49\} \),
\( J_2 = \{2, 5, \ldots, 50\} \) and \( J_3 = \{3, 6, \ldots, 48\} \) be three index sets. \( A_1, A_2 \) and \( A_3 \) are constructed to have norm one, power decay of the eigenvalues, and the trigonometric system as their eigenbasis. However, the leading eigenfunctions in \( A_r \) are those trigonometric functions \( \phi_i \) with indices in \( J_r, r = 1, \ldots, 3 \). \( B_1, B_2 \) and \( B_3 \) are chosen in the same way, and the resulting covariance is chosen as

\[
C = \sum_{r=1}^{3} \sigma_r A_r \otimes B_r
\]

with \( \sigma_1 = 8, \sigma_2 = 4 \) and \( \sigma_3 = 2 \). Note that these are not the separable component scores, since \( A \)'s are not orthogonal, and the same is true for \( B \)'s. In other words, the previous equation is not a separable expansion. Still, the covariance is 3-separable, i.e. it is a superposition of three separable terms. Moreover, all the separable terms have the same eigenfunctions, which are outer products of the trigonometric functions. Hence the covariance is by construction weakly separable [20].

In the main paper, we compare the proposed methodology with the weakly separable estimator of [20]. Since the codes for the weakly separable estimator are only available in Matlab, we use our own \( R \) implementation. A weakly separable estimator is obtained in two steps. The product eigenbasis is estimated from the data via partial tracing of [1], and the eigenvalues are estimated in the subsequent step. [20] propose to enforce low-rankness by only retaining a part of the basis, such that at least 95% of variance is explained in both dimensions. We follow this suggestion.

In the following section, we work with a third covariance, which is also by construction \( R \)-separable and allows a perfect control of the separable component scores. Here we describe how exactly the \( A \)'s, \( B \)'s and \( \sigma \)'s of equation (E.1) are chosen.

In the first half of Section E leading up to Figure E.2, our goal is to show how the constant \( a_R \) of Theorem 1, which is related to the decay of the separable component scores, affects the convergence speed, i.e. the “variance” part of the error. To this end, we generate a random ONB, and split this basis into \( R = 4 \) sets of vectors, say \( D_1, \ldots, D_4 \). To generate \( A_r \) for \( r = 1, \ldots, 4 \), we use the vectors from \( D_r \) as the eigenvectors, while the non-zero eigenvalues are set as \( |D_r|, \ldots, 1 \). Hence \( A_r \) is singular with random eigenvectors and the eigenvalues, which are non-zero, are linearly decaying. The procedure is the same for \( B_1, \ldots, B_4 \). Note that the exact form of the covariances \( A \) and \( B \) or the fact that they are low-rank themselves is probably not affecting the results in any way. However, it is not easy to come up with a generation procedure for \( C \), which allows for both the control of its separable component scores, which we require, and an efficient data simulation. One basically needs \( A_1, \ldots, A_4 \) to be positive semi-definite and orthogonal at the same time. And the only way to achieve this is to have \( A_1, \ldots, A_4 \) low-rank with orthogonal eigenspaces.

In the second half of Section E leading up to Figure E.3, the situation is slightly simpler. In order to emulate more realistic inversion problems, we first simulate the data, and find the \( R \)-separable estimate. Since we are only interested in controlling the separable component scores after the data were already simulated, we have complete freedom in the choice of \( A \)'s, \( B \)'s and \( \sigma \)'s in (E.1). We set both \( A \)'s and \( B \)'s in the similar way as an output of a procedure describe as follows, with the exception of \( A_1 \) and \( B_1 \), which are chosen equal to the covariance of Brownian motion, standardized to have Hilbert-Schmidt norm equal to one. Since we keep all the \( \sigma \)'s equal to one, ordering of the covariance is immaterial. For a fixed \( r = 2, \ldots, R \), we generate \( A_r \) as follows (the procedure for \( B_r \) is again the same). We have a pre-specified list of functions, including polynomials of low order, trigonometric functions, and a B-spline basis. We choose a random number of these functions (evaluated on a grid), complement them with random vectors to span the whole space, and orthogonalize this collection to obtain an eigenbasis. The eigenvalues are chosen of to have a power decay with a randomly selected base. This procedure leads to a visually smooth covariance \( A_r \).

Once the covariance is set, we generate the data as follows. For \( n = 1, \ldots, N \) and \( r = 1, \ldots, R \), we generate \( \tilde{X}_{n,r} \) from the matrix-variate Gaussian distribution with mean zero and covariance \( A_r \otimes B_r \) [13]. The sample is obtained as \( X_n = \tilde{X}_{n,1} + \ldots + \tilde{X}_{n,R} \) for \( n = 1, \ldots, N \). However, this is not possible for the parametric setup discussed in the main paper, since that covariance is not \( R \)-separable. For the parametric setup, we calculate the square-root of the covariance using the eigendecomposition, and then generate the data with this square-root, which is computationally demanding.
Finally, we note that the runtimes reported in the main paper were obtained on a personal laptop belonging to one of the authors, with Windows 10 (64-bit) operating system, Intel Core i7-7700HQ (2.8 GHz) processor, 16 GB RAM, and running R version 3.6.3 [27].

E. Further Empirical Results

In this section, we first report prediction performance in the parametric covariance setup. Then we move to the third covariance setup described in the previous section.

The relative prediction errors for the parametric covariance setup are reported in Table 3, because there are only small differences between different values of \( R \) in this case. The latter is true due to the fact that the covariance is quite close to separable, but likely also due to the shape of the parametric covariance. Nonetheless, the behaviour of the prediction error is qualitatively similar to Figure 3 of the main paper. Namely, for small values of \( N \), the separable model works the best, and with increasing \( N \) also the best choice of \( R \) increases. The empirical covariance predicts again poorly.

Recall that the prediction results in the main paper concern the one-step-ahead prediction in both dimensions. But we can naturally predict also arbitrary missing patterns using the methodology of the main paper. Hence we show in Table 4 and Figure E.1 results analogous to Figure 3 (left) of the main paper and Table 3, only with a random missing pattern of size 200 left out for prediction from every single surface. We can see that the results are qualitatively similar. Generally, it can be said that prediction of arbitrary patterns is statistically easier, since it corresponds more closely to interpolation.

In the remainder this section, we consider randomly generated \( R \)-separable covariances, i.e.

\[
C = \sum_{r=1}^{R} \sigma_r A_r \otimes B_r. \tag{E.1}
\]

In our experience, the exact choice of the covariance (apart of the degree-of-separability and magnitudes of the scores) does not affect the result. Note that this is also supported by theory, where no specific assumptions on the covariance are made.

Firstly, we examine the role of decay of the scores \( \{\sigma_j\} \). We fix the true degree-of-separability at \( R = 4 \) and choose \( \sigma_r = \alpha^{R-r} \), \( r = 1, \ldots, R \), for different values of \( \alpha \). Hence we have different polynomial decays for the scores. Higher \( \alpha \)'s correspond to faster decays and consequently to a higher value of \( a_R \) from Theorem 1. Thus we expect slower convergence for higher values of \( \alpha \).

Figure E.2 shows the results for \( \hat{R} = 2 \) and \( \hat{R} = 3 \) (i.e. for a wrongly chosen degree-of-separability, since the truth is \( R = 4 \)). The sample size \( N \) is varied and the grid size is fixed again as \( K = 50 \). To be able to
visually compare the speed of convergence, we removed the bias

\[ \left( \sum_{r=R+1}^{\infty} \sigma_r^2 / \sum_{r=1}^{\infty} \sigma_r^2 \right)^{1/2} \]

from all the errors. For example, for \( \hat{R} = 3 \), the bias is equal to \( \sigma_4 \) (since the \( C \) is standardized to have norm equal to one). However, \( \sigma_4 \) varies for different \( \alpha \)'s, so we opt to remove \( \sigma_4 \) from the error corresponding to all the \( \alpha \)'s, in order for the curves in Figure E.2 to depict only the variance converging to zero. As expected, the convergence is faster for smaller \( \alpha \)'s corresponding to a slower decay of the separable component scores.

One can also notice certain transitions in Figure E.2. For \( \hat{R} = 2 \) and \( \alpha = 6 \), the drop in error between sample sizes \( N = 128 \) and \( N = 256 \) clearly stands out in the figure. This is because when \( \alpha = 6 \), the scores decay so rapidly that the sample size \( N = 128 \) is not enough for the second principal separable component to be estimated reliably. The situation is similar to Figure 2, but since here the bias is subtracted from the error, choosing a higher \( \hat{R} \) than we can afford to estimate is even more striking. A similar behavior can be observed for multiple curves in Figure E.2 (right), when \( \hat{R} = 3 \). For example, one can observe an “elbow” at \( N = 512 \) for the relatively slow decay of \( \alpha = 3 \). This “elbow” exists because for smaller sample sizes, a smaller value of \( \hat{R} \) would have been better. From \( N = 512 \) onwards, all 3 separable components are estimated reliably and the variance decays rather slowly and smoothly. This “elbow” exists for \( \alpha = 4, 5 \) as well, but manifests “later” in terms of \( N \). Finally, for \( \alpha = 6 \), one can actually observe 3 different modes of convergence in Figure E.2 (right): before \( N = 256 \), the degree-of-separability is overestimated by 2; between \( N = 256 \) and \( N = 4096 \), it is overestimated by 1; and it seems that for a larger \( N \), the curve would finally enter the slowly converging mode.

In the second part of this section, we display the numerical performance of the inversion algorithm of Section 3.4. The number of observations and the degree-of-separability will be fixed now as \( N = 500 \) and \( R = 5 \). For different values of \( K \), we find the estimator \( \hat{C}_{R,N} = \sum_{r=1}^{R} \hat{A}_r \otimes \hat{B}_r \).

We generate a random \( X \in \mathbb{R}^{K \times K} \), and calculate \( Y = \hat{C}_{R,N}^+ X \), where \( \hat{C}_{R,N}^+ \) is a regularized estimator of Section 3.4. Then we use the inversion algorithm to recover \( X \) from the knowledge of \( \hat{C}_{R,N}^+ \) and \( Y \).

Figure E.3 (left) shows how the number of iterations required by the PCG inversion algorithm evolves as the grid size \( K \) increases for different values of the regularizer \( \epsilon \), leading to 3 fixed condition numbers \( \kappa = 10, 10^2, 10^3 \). The results are again averages over 10 independent simulation runs. For a fixed condition number \( \kappa \), we always find \( \epsilon \) such that the condition number of \( C_{R,N}^+ \) is exactly \( \kappa \). We want to control the condition number of the left-hand side matrix because it generally captures the difficulty of the inversion problem [30]. In the case of PCG, the number of iterations is expected to grow roughly as the square-root of the condition number. As seen in Figure E.3 (left), the number of iterations needed for convergence

---

**Fig E.1:** Relative prediction error depending on the sample size \( N \) in the non-parametric scenario with random missing patterns.
Fig E.2: Relative estimation error curves for $\hat{R} = 2$ (left) and $\hat{R} = 3$ (right) when the true degree-of-separability is $R = 4$. The reported errors are bias-free; bias was subtracted to make apparent the different speed of convergence of the variance to zero.

does depend on the condition number in the expected manner, while the grid size $K$ does not affect the required number of iterations. This fact allows us to claim that the computational complexity of the inversion algorithm is $O(K^3)$, i.e. the same as for the separable model.

Remark E.1. We ran the PCG algorithm with a relatively stringent tolerance $10^{-10}$ (i.e. stopping the algorithm only when two subsequent iterates are closer than $10^{-10}$ in the Frobenius norm). The maximum recovery error across all simulation runs and all setups of the parameters was $3 \cdot 10^{-10}$. Hence there is no doubt that the inversion algorithm converges.

Finally, we explore the claim that a nearly separable model leads to milder computational costs than a highly non-separable model. We take $\hat{\mathbf{C}}_{R,N}$ estimated with $N = 500$ and with different values of $R = 3, 5, 7$, and we are going to change its scores $\tilde{\sigma}_r$, $r = 1, \ldots, R$. Firstly, we fix $\tilde{\sigma}_1 \in \{0.15, 0.25, \ldots, 0.95\} \cap \{\sigma; \sigma \geq 1/R\}$. Then, we generate $\tilde{\sigma}_r$ for $r = 2, \ldots, R$ as a random variable uniformly distributed on the interval

$\left(\max \left( 0, 1 - \sum_{j=1}^{r-1} \tilde{\sigma}_j - (R - r)\tilde{\sigma}_1 \right), \min \left( \tilde{\sigma}_1, 1 - \sum_{j=1}^{r-1} \tilde{\sigma}_j \right) \right)$.

This leads to a collection of scores which are smaller than or equal to $\tilde{\sigma}_1$ and they sum up (together with $\tilde{\sigma}_1$) to 1. Lastly, we set

$\tilde{\mathbf{C}}_{\epsilon R,N} = \sum_{r=1}^{R} \tilde{\sigma}_r \hat{\mathbf{A}}_r \otimes \hat{\mathbf{B}}_r + \epsilon \mathbf{I}.$

This time, we do not look for $\epsilon$ in a way such that the condition number of $\tilde{\mathbf{C}}_{\epsilon R,N}$ is fixed, because we want to explore how the size of $\tilde{\sigma}_1$ affects the number of iterations. However, a part of this effect is how $\tilde{\sigma}_1$ affects the condition number, so we just standardize with several different (but fixed) values of $\epsilon$. Finally, we generate a random $\mathbf{X} \in \mathbb{R}^{K \times K}$, calculate $\mathbf{Y} = \tilde{\mathbf{C}}_{\epsilon R,N} \mathbf{X}$, and use the inversion algorithm to recover $\mathbf{X}$ from the knowledge of $\tilde{\mathbf{C}}_{\epsilon R,N}$ and $\mathbf{Y}$. Remark E.1 applies here as well.

The results are plotted in Figure E.3 (right). As expected, the better regularized problems with a larger $\epsilon$ generally require a smaller number of iterations. But more importantly, the number of iterations increases with decreasing $\tilde{\sigma}_1$. This effect is milder for large $\epsilon$, but more severe for smaller regularization constants. This means that unless $\mathbf{C}$ is well-posed (i.e. with a relatively large smallest eigenvalue $\lambda_{\text{min}}$), we have to pay extra costs for very substantial departures from separability (i.e. when the largest score $\sigma_1$ is not much larger than the other scores).
Figure E.3: Left: Number of iterations required by the PCG algorithm does not increase with increasing grid size $K$ when the condition number $\kappa$ is held fixed, $\kappa \in \{10, 10^2, 10^3\}$. Right: The smaller the leading score $\sigma_1$ is (relatively to other scores), the higher number of iterations is required by the PCG algorithm. Different regularization constants $\epsilon$ are distinguished by different colors, while different degrees-of-separability are distinguished by different symbols. Smaller degrees-of-separability prevent $\sigma_1$ from being too small, leading to naturally shorter curves, but otherwise the degree-of-separability is not affecting the results very much.
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