Measurements of an AC-LGAD strip sensor with a 120 GeV proton beam
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Abstract: The development of detectors that provide high resolution in four dimensions has attracted wide-spread interest in the scientific community for several applications in high-energy physics, nuclear physics, medical imaging, mass spectroscopy as well as quantum information. LGAD silicon sensors with finely segmented AC-coupled electrodes can provide precise spatial and timing measurements of incident minimum ionizing particles. Such AC-coupled LGADs, also known as AC-LGADs, are therefore considered as candidates for future detectors to provide 4-dimensional measurements in a single sensing device with 100% fill factor. This article presents the first characterization of an AC-LGAD sensor with a proton beam of 120 GeV momentum at Fermilab. The sensor consists of strips with 80 \( \mu \)m width, fabricated at Brookhaven National Laboratory. The signal properties, efficiency, spatial, and time resolution are presented. The experimental results show that the time resolution of such an AC-LGAD is compatible to standard LGADs with similar gain, and that AC-LGADs can be segmented with fine pitches as standard strip or pixel detectors.
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1 Introduction

The development of high spatial resolution pixel or strip detectors with high per-pixel or per-strip time resolution has been one of the major technological drivers in collider physics in recent years. This need results from challenges posed by future experiments at particle colliders, including high interaction rates, high particle production densities, large backgrounds from multiple interactions per bunch crossing (pileup), fast readout speed, and significant particle momentum smearing due to beam dispersion.

Current particle trackers in collider experiments are based on silicon technology with a spatial resolution of few tens of microns, while novel silicon technologies have recently allowed timing resolution of few tens of picoseconds, for instance with Low Gain Avalanche Detectors (LGADs) [1, 2]. The development of LGAD technology was prompted by the need to time resolve the tremendous number of particle tracks emerging from the interaction regions in high energy physics experiments, and to improve the reconstruction accuracy of the primary particle interaction in high pileup conditions [3]. The ATLAS and CMS experiments [4, 5] at the High Luminosity LHC (HL-LHC) [6, 7], which is expected to begin in 2026, have developed fast-timing detectors based on LGAD sensors.

The LGAD is based on a simple $p$--$n$ diode concept, where the diode is fabricated on a thin high-resistivity $p$-type silicon substrate. A highly-doped $p^+$-layer is placed between a highly-doped $n^{++}$ implant and the $p$-type bulk. This $p^+$-layer is also known as the “gain” layer. The application of a reverse bias voltage creates an intense electric field in this superficial region of the sensor, able
to start an avalanche multiplication for the electrons. The gain is limited to a factor of typically 10–100, such that the noise is kept low, in comparison to the case of avalanche photodiodes. The drift of the multiplied carriers through the thin substrate generates a fast signal with a time resolution of few tens of picoseconds.

The LGAD sensors developed for the ATLAS and the CMS timing-detectors have relatively large pads of about $1.3 \times 1.3$ mm$^2$ size and a substrate thickness of 50 µm. The pad dimensions in these detectors are designed to be far larger than the substrate thickness in order to achieve a more uniform electric field. With larger pad sizes, for most positions on the sensor, the electric field can be approximated as a parallel plate capacitor, and edge-effects can be neglected. These large pads therefore allow a uniform multiplication to occur over the entire surface of the sensor. Recent research has focused on how to segment LGAD sensors [8] while maintaining the fine LGAD time resolution, e.g. with pixels or strips that have pitches in the tens of microns in order to achieve fine spatial resolution without the limitations of reduced fill-factor. Several designs have been proposed, for example silicon microstrip sensors that implement the gain layer under the strip [9] and double-sided sensors that feature a large uniform gain layer on the opposite side of the patterned electrodes [10, 11]. Both types of designs present challenges, more specifically the sensors in the first category have multiplication only in the active area close to the center of the strip, while those in the second category have compromised timing properties because of the thicker substrate, i.e. 200–300 µm. Furthermore, one of the key features in LGAD sensors is the presence of Junction Termination Edges (JTE’s) at the cell border, which are required to avoid premature breakdowns at the cell edges. The presence of JTE’s and the gap itself between LGAD cells lead to an inherent limitation that 100% fill factor cannot be achieved. The new technology of AC-coupled LGADs (AC-LGADs [8]) has been demonstrated [12, 13] as a good candidate for a 4-dimensional (4-D) silicon detector to provide time resolution in the few tens of picoseconds and segmentation of few tens of microns with a fill factor of 100%. Such a 4-D detector could find important applications in various fields in addition to high-energy physics.

This article reports the results of the first test beam of an AC-LGAD, using a strip sensor fabricated at Brookhaven National Laboratory (BNL) and the 120 GeV proton beam at the Fermilab Test Beam Facility (FTBF). Section 2 presents a description of the AC-LGAD sensor. Simulations of AC-LGAD signals are presented in section 3, and the experimental setup at the FTBF is described in section 4. Experimental results are presented in section 5. These results include measurements of sensor signal properties, including the induced signal on adjacent strips, measurements of the device efficiency, and measurements of spatial and time resolution. Conclusions and outlook are presented in section 6.

2 The AC-LGAD sensor

The AC-LGAD sensor studied in this article was fabricated at BNL, using a class-100 silicon processing facility, following the process outlined in ref. [12]. Figure 1 shows the cross-section of a segmented AC-LGAD sensor.

The substrate is a 50 µm thick, $p^-$-type epitaxial layer. Unlike a standard DC-coupled LGAD, the $n^+$ layer was implanted with a very low dose of phosphorus, in order to increase the layer’s
resistance [1]. Just below the $n^+$ layer, the gain layer was implanted with boron, with a dose chosen to result in a breakdown voltage of about $-200$ V, based on simulations.

From experimental measurements at BNL the depletion voltage of the wafer, from which the sensor was cut, was measured to be approximately $-150$ V, while the breakdown voltage was measured to be approximately $-220$ V. Operating voltages for this wafer are thus chosen in the range between the depletion voltage and breakdown voltage, i.e. between $-150$ V and $-210$ V. The depletion voltage for the LGAD is typically higher than the voltage needed to deplete a simple junction fabricated onto the same substrate. The application of additional voltage is required to fully deplete the gain layer.

At the edge of the active area, defined horizontally by the $n^+$ and the gain layer sheets, a high-dose $n^{++}$-type implant was inserted to make a DC contact with the external world, and to provide the ground to the structure. This implant is inserted within a JTE. The JTE consists of a deep and low-dose phosphorus implant that terminates the structure, and prevents the formation of high electric fields at the very edge of the active area.

Above the active area, a thin dielectric layer of about $100$ nm of silicon nitride was deposited. On top of this layer, metal pads are placed to define the AC-coupled electrodes of the structure. These pads are connected to the read-out electronics.

Outside the implanted areas, there is the thick thermal oxide, that never underwent an etching step, covered by the thin layer of silicon nitride.

The sensor used in this study is shown in figure 2, and it was cut out from a 4-inch wafer, populated with several AC-LGAD structures that differed in the dimensions of their active areas and the patterning of their metal pads. The sensor active area is $2 \times 2$ mm$^2$, and consists of an array of 17 AC-coupled metal strips surrounded by a DC-connected pad. The strips are $1.67$ mm long with pitch of $100$ µm.

The layout of the sensor used in this study is shown in figure 3. Metallized regions are shown in blue. The width of each metallized electrode is $80$ µm, resulting in an inter-strip gap of $20$ µm. The DC-pad has a width of $120$ µm on the upper and right edges of the sensor, and $140$ µm on the lower and left sides. The DC contact between metal and silicon is made at the device’s edges, and is embedded into the JTE. The gain layer and the $n$-resistive layer (i.e. the active area of the device)
Figure 2. Photograph of the AC-LGAD sensor. The seventeen individual strips are referenced according to labels 0 to 16, from left to right. The innermost square ring adjacent to the strips is the DC contact. Strips 1 to 15, along with the DC pad, are wire-bonded to the 16-channel readout board.

Figure 3. The layout of a corner of the sensor is shown, with metallized regions shown in blue. The device strip width is $80 \mu m$, the inter-pad gap is $20 \mu m$, while the width of the DC-pad contacts varies between $120$ and $140 \mu m$. A Guard Ring (GR), shown in dark blue, surrounds the DC-pad and both sets of contacts are referenced to ground (GND).

are located within the area delimited by the JTE. A Guard Ring (GR) surrounds the active area, and is grounded during operations.

3 AC-LGAD simulations

We simulated, by means of the TCAD numerical simulator SILVACO [14], an AC-LGAD structure with a geometry similar to that of the sensor under study. To limit the computational resources necessary for the simulation, we kept the number of the grid nodes low by simulating only a part of the active region of the device, starting from the edge at $X = 0$ (where the DC contact is) up to a lateral dimension of $X = 0.5$ mm. The strip pitch and inter-pad gap were the same as in the device under test, i.e. 100 $\mu m$ and 20 $\mu m$, respectively. The doping profiles are qualitatively close to those of the sensor, and a gain on the order of 10 is attained in the simulation.

Figure 4a shows the simulated current pulses at the metal electrodes, i.e. the AC-coupled strips, when a minimum ionizing particle (MIP) traverses the silicon vertically in the middle of a strip (labeled as “hit strip” in the figure). The simulated current pulses of the two first neighboring strips
are also shown. As pulses from strips on opposite sides of the hit strip are very similar, only one of them is reported. The same applies for the second neighbors. The current pulse at the substrate is also shown. For comparison purposes, the pulses are shown with the same polarity.

By Kirchhoff’s law, the sum of the currents at all the electrodes (substrate, DC-pad contact and AC pads) is null. Since nearby electrodes experience a sharing of the total current, the current signal at any AC pad will have a smaller amplitude than the substrate signal. As a consequence, the signal collected by a single fine-pitched electrode will correspond to only a fraction of the full signal generated in the substrate.

Figure 4b, shows current pulses at the DC-pad contact for different incident positions of a MIP. MIPs which traverse the active layer closer to the DC pad generate higher and shorter signals. Signals generated by MIPs which traverse the sensor further away from the DC pads are spread in time due to the high value of the RC time constant associated to the resistive n-layer and the AC pads. While the integral of these pulses is constant and equal to the generated charge multiplied by the gain, the amplitude of the smaller pulses may fall below the threshold of the read-out electronics.

Figure 4. TCAD simulations of current pulses for an AC-LGAD sensor whose geometry matches the sensor under study: (a) bipolar current pulses on different strips generated by a MIP traversing the sensor at the middle of the “hit” strip; (b) unipolar current pulses from the DC-pad contact as a function of the incident particle’s perpendicular distance, x, from the contact.

4 The experimental setup at the FNAL Test Beam Facility

Test beam measurements were performed at the FTBF [15], which provides a unique opportunity to characterize prototype detectors for collider experiments. A typical application is to place the device under test in the high energy beam, and measure its response to the beam particles passing through its active area.

The FTBF provides a 120 GeV proton beam from the Fermilab Main Injector accelerator. The FTBF beam is resonantly extracted in a slow spill for each Main Injector cycle delivering a single 4.2 s long spill per minute, tuned to yield approximately 100,000 protons each spill. The primary beam of 120 GeV protons is bunched at 53 MHz. The beam size is approximately 2–3 mm wide,
though the intensity is peaked strongly in the center. All measurements presented in this paper were taken with such primary beam particles.

The AC-LGAD was wire-bonded to a 16-channel readout board, designed at Fermilab. The 16-channel board is designed to test sensors with sizes as large as 8.5 × 8.5 mm$^2$ at voltages up to 1 kV. Up to sixteen sensor outputs can be wire-bonded to the input pads of 2-stage amplifier chains based on the Mini-Circuits GALI-66+ integrated circuit. In this particular configuration amplifiers used a 25 Ω input impedance, an approximately 5 kΩ total transimpedance, and a bandwidth of 1 GHz.

The sensor and wire-bonding scheme for connection to the readout electronics is shown in figure 2. The two outermost metal strips were grounded by wire bond connection to the GR. The innermost fifteen strips were individually connected to independent inputs of the 16-channel board. Strips are labeled 0 to 16. The DC pad at the border of the active area was connected to a readout channel too, in order to assess the gain of the sensor, as described in section 5.2.

A third stage of amplification was applied to signals from the AC strips, using the Mini-Circuits GALI-52+ evaluation board. The total transimpedance considering all three amplifier stages is approximately 50 kΩ. The DC contact was read with only two stages of amplification, for a transimpedance of approximately 5 kΩ.

The assembly of the AC-LGAD sensor and the 16-channel read-out board was attached to an aluminum cooling block, and mounted on a remotely operated motorized stage inside an environmental chamber. A glycol-water solution was circulated through the cooling block, and kept the sensor at a constant temperature of 22 ± 0.1°C. The relative humidity of the environmental chamber was kept to less than 10%. The sensor was biased to −210 V for all results presented in this paper. The breakdown voltage of the sensor at this temperature is approximately −225 V.

The FTBF is equipped with a silicon tracking telescope to measure the position of each incident proton. The telescope consists of four pixel layers with cell size 100 × 150 µm$^2$, and fourteen strip modules with 60 µm pitch, in alternating orientation along the x- and y- axes. The AC-LGAD was placed approximately 2 m downstream from the center of the telescope. To detect and reject protons that scatter in any material along the beam line, two of the fourteen strip layers are located downstream of the environmental chamber. During this data-taking period, the spatial resolution of the telescope at the LGAD position was approximately 50 µm, somewhat degraded due to the long extrapolation from the telescope and material along the beamline.

The telescope data acquisition hardware is based on the CAPTAN (Compact And Programmable daTa Acquisition Node) system developed at Fermilab. The CAPTAN is a flexible and versatile data acquisition system designed to meet the readout and control demands of a variety of pixel and strip detectors for high energy physics applications [16].

A Photek 240 micro-channel plate (MCP-PMT) detector, placed inside the environmental chamber downstream from the AC-LGAD, was operated at −3.7 kV, and provided a precise reference timestamp. Its precision was previously measured to be smaller than 10 ps [17]. The resolution was confirmed to be better than 10 ps again in this experimental setup, by comparing timestamps from two Photek MCP-PMTs placed in the beamline at once.

The AC-LGAD and MCP-PMT waveforms were acquired using a Keysight MSOX92004A 4-channel oscilloscope, which provides digitized waveforms sampled at 40 GS/s, and bandwidth limited to 2 GHz. This oscilloscope’s extremely deep memory is particularly well suited for the
FTBF beam structure, allowing a burst of 50,000 events to be acquired during each 4.2 s spill and written to disk during the longer inter-spill period.

The trigger signal to both the telescope and the oscilloscope originates in an independent scintillator coupled to a photomultiplier tube. The telescope and oscilloscope data are merged offline by matching trigger counters from each system. Events recorded by the two systems are kept synchronized by limiting the trigger rate to less than 50 kHz, limiting the recorded rate to ~50,000 events per spill.

A schematic of the experimental setup is shown in figure 5a, which presents the arrangement of AC-LGAD sensor with respect to the telescope tracker and triggers. Figure 5b shows a photograph of the setup.
5 Experimental results

In this section, we present a number of studies performed on the AC-LGAD strip sensor in the FTBF facility. These studies include measurements of sensor signal properties, individual strip and total device signal collection efficiency, and characterization of the spatial and time resolution. A brief overview of the analysis strategy is presented below, and subsequent sections provide the details and results of each study.

Events were required to have an incident proton with a position consistent with the sensor active area. This requirement was made by selecting events which have exactly one high-quality track in the FTBF telescope. Each track must have hits in at least sixteen, out of eighteen total, planes of the FTBF telescope. At least four of those sixteen hits must be in a pixel layer, and hits are additionally required in the two strip layers located downstream of the environmental chamber. Requirements were placed on the residual between the track and hit positions in the downstream layers in order to ensure that the track position was well measured, and that the incident proton did not scatter significantly inside the environmental chamber. Events were required to have a signal in the Photek MCP-PMT consistent with a MIP signal amplitude.

The coordinate system is defined such that the AC-LGAD strip length orientation is along the y-axis, and perpendicular to the x-axis. The orientation of the strips in the FTBF telescope’s x-direction is reflected with respect to figure 2, while the y-orientation is unchanged.

Since the oscilloscope has four channels, only data from the Photek and three of the sensor’s channels could be collected simultaneously. To probe the properties of signals induced on neighboring strips over a range of distances, data were collected with varying combinations of adjacent and non-adjacent strips. In some of the following studies, data from more than three channels are stitched together using events from different readout configurations. In other studies, only events collected simultaneously from three adjacent strips are considered.

An AC-LGAD strip is considered to have a hit in the following analysis if the signal’s absolute amplitude is above 110 mV, in order to reject signals from noise. In order to study signal sharing between strips, we also define clusters of hits. Clusters are formed from adjacent strips which have a hit. As the DC-contact signals passed through only two rather than three stages of amplification, the DC hit threshold is correspondingly reduced to 11 mV.

Two methods are used to define the signal timestamp. The simplest method takes the time of the scope sample at which the signal reaches a maximum amplitude, or \( t_{\text{peak}} \). The second method, used for the time resolution measurement, performs a fit to the rising edge of the pulse to extract the time at which the pulse reaches 20% of the maximum amplitude. This constant fraction timestamp is denoted as \( t_0 \). The reference time-stamp, \( t_{\text{ref}} \), is taken from the Photek signal, and defined with the same constant fraction method.

5.1 Strip signal properties

Typical waveforms produced on AC strips by protons which traverse the sensor active area can be seen in figure 6. Averaged waveforms are shown for events with a three-hit cluster, i.e. from clusters with signals in coincidence from at least three strips. Events are additionally required to have a proton with position \( 20.3 < x < 20.8 \) mm and \( 22.8 < y < 24.2 \) mm. For visualization purposes, the time of the signal is shown with respect to the reference timestamp. The center strip has an
Figure 6. Averaged waveforms for events in which three adjacent strips have signals with absolute amplitude values greater than 110 mV.

The signal amplitude decreases with the strip’s distance to the incident proton position, as shown in figure 7. Figure 7a shows the distributions of signal amplitude from a single strip, for protons incident to increasingly distant strips along the x direction. Figure 7b shows the mean amplitude of three channels, as a function of the incident proton position in the x-direction. Both figures demonstrate that the strip closest to the incident particle has the largest amplitude signal. Strips which are farther than the first adjacent strip to the primary strip are unlikely to produce a signal above threshold. The RMS noise is ∼20 mV, and for strips with the highest amplitude signal, the signal to noise ratio is $S/N \sim 27$. The mean signal rise-time, or the time for the signal to rise from 10% to 90% of the maximum signal amplitude, is 0.46 ns.

Because data from only three channels could be recorded simultaneously, studies of amplitude distributions in figures 7a and 7b are used to infer typical cluster size. The majority of incident protons produce a cluster with three adjacent strips with signals above threshold. A small fraction of clusters is expected to produce a fourth or a fifth strip above threshold, and the signal amplitudes in these additional strips are small. We also infer that less than 1% of clusters will have only one strip channel above threshold and roughly 20–30% of clusters are estimated to contain two hits above threshold.

The distribution of the sum of the signal amplitudes for clusters with three hits is shown in figure 8a together with a fit to data using a Landau function convoluted with a Gaussian function. The charge generated by a MIP is described by a Landau function, while the Gaussian accounts for the statistical variation of the gain and for the electronic noise. Since the cluster lateral dimension is mostly contained within three strips, it is expected that the sum of amplitudes of three strips in a cluster follows a Landau distribution, corresponding to the current signal generated in the substrate, as presented in section 3.

The amplitude fractions of each strip within a cluster can be used to infer incident particle position and improve the spatial resolution in the measurement of the cluster centroid. The amplitude
Figure 7. (a) Distributions of strip signal amplitudes in adjacent strips. The black histogram shows the amplitude of signals induced from protons which have positions consistent with the hit strip. The red, orange, and blue distributions show the amplitudes of signals induced on adjacent strips, progressively farther away from the hit strip and named as 1st, 2nd, and 3rd adjacent strip, respectively. Distributions are normalized in terms of fractions of events for comparison. (b) The mean amplitude of strip signals as a function of the incident proton track position in x. Shaded gray areas indicate the x-position of metallized strip regions.

Figure 8. (a) Distribution of the sum of strip amplitudes for three-strip clusters. Data are shown in black, while a fit to data using a Landau function convoluted with a Gaussian function is shown in red. The most probable value (MPV) for the amplitude sum is shown on the figure, along with the statistical uncertainty from the fit. (b) The mean amplitude fraction for each strip in events with three-strip clusters. Data are shown for each channel as a function of the incident proton track x position. Shaded gray areas indicate the x-position of metallized strip regions.

Fraction is defined as the amplitude of a strip’s signal, divided by the sum of hit amplitudes for strips which form a cluster. Figure 8b shows mean amplitude fractions for different strips in three-hit clusters as a function of the incident proton position. The majority (~70%) of events included in figure 8b have a proton incident on the center strip. Events with protons incident on the left or right strip of the cluster may also have produced signals in adjacent strips beyond those three shown in
the figure, which are not read out in this configuration. The charge fractions in adjacent channels can be exploited to set constraints on the incident particle position.

5.2 DC pad characterization

Signals from the DC pad are characterized for events when the DC contact is directly struck by a proton. For these events, the RMS noise is $\sim 2\, \text{mV}$, and the signal to noise ratio is $S/N \sim 23$. The mean signal rise-time, defined as the time for the signal to rise from 10% to 90% of the maximum signal amplitude, is 0.46 ns.

As discussed in section 3, when the DC contact is struck directly by a proton, the entire charge generated in the substrate is collected, and the generated DC-pad signal has the same characteristics as those of a standard unsegmented LGAD. We make use of this feature to estimate the gain of the sensor. As shown in figure 9a, we measure the charge collected by the DC pad to be 11 fC, with a 30% systematic uncertainty in the calibration of the amplifier response to LGAD signals. This collected charge corresponds to a gain of approximately 17.

![Charge collected by the DC pad.](image1)

![DC-pad signal populations versus proton position.](image2)

**Figure 9.** (a) Charge collected by the DC pad. Data are shown in black, while a fit to data using a Landau function convoluted with a Gaussian function is shown in red. The most probable value (MPV) of the Landau is shown, along with the statistical uncertainty of the fit. (b) Hit position for different populations of DC-pad signals. Signals with amplitudes greater than 30 mV are shown in red, and have positions consistent with the DC pad itself. Lower amplitude signals (between 11 and 30 mV) are shown in blue, and have positions in the active area of the sensor between strips and the DC pad.

As demonstrated in figure 9b, the amplitude of induced DC-pad signals decreases as the distance between the incident proton and the DC pad increases. This study was carried out by defining two different values of amplitude thresholds for the analysis of the DC-pad signals. Events with DC-pad signals which pass the higher threshold have proton positions consistent with a direct hit to the DC-pad active area. Events with lower amplitude DC-pad signals come from a population with proton positions which are slightly displaced from the DC pad, towards the inner part of the sensor. This lower amplitude threshold, 11 mV, is set as low as possible. The higher amplitude
threshold is set to 30 mV, and is designed to select events in which a proton is directly incident to the DC pad.

5.3 Efficiency measurement

In order to measure the device efficiency, events are required to have a well measured proton track in the FTBF telescope, with a position consistent with the sensor active area. The detection efficiency is measured as the fraction of these events which also has a signal above threshold in an AC-LGAD strip.

For this measurement, the amplitude threshold is reduced from 110 mV to 100 mV in order to include signals produced by incident protons that generate low signal amplitudes. To ensure the smallest amplitude signals are from incident protons, and not from noise fluctuations, the timestamp of signal peak, $t_{\text{peak}}$, relative to the Photek time reference is required to be consistent with that of an incident particle to within ±2 ns.

Figure 10 shows the signal efficiency for two non-adjacent strips as a function of the incident proton’s x and y position. Figure 11 shows the efficiency for several individual strips as a function of the incident proton position in the x direction. Strips are labeled by their position on the sensor, as described in figure 2. A selection on the track’s y position, $22.9 < y < 24.1$ mm, is made to ensure the proton is well-contained within the strips along the y-axis. Similar efficiency profiles are observed for all strips, indicating good uniformity throughout the sensor area.

![Figure 10. Signal efficiency for two read-out channels for signal amplitudes above a 100 mV threshold. The efficiency is shown as a function of the incident proton track positions along x and y directions. The hits on left-hand side correspond to the read-out channel 12, while those on right-hand side to channel 5, as defined in figure 2. Shaded gray areas indicate the x-position of the metallized strip regions under study, as well as the strips in between. The efficiency from strips in between are not shown.](image)

Figure 12 shows the combined efficiency of adjacent strips in a cluster as a function of the incident proton position in x and y directions. When evaluating the sensor efficiency in the x direction, incident protons are required to have track positions in the range $22.9 < y < 24.1$ mm. When evaluating the efficiency in the y direction, protons are required to have track positions in the range $20.48 < x < 20.62$ mm. The combined efficiency is defined by requiring a hit in any of the three strips, with a threshold of 100 mV, and a $t_{\text{peak}}$ consistent with an incident proton. The
Figure 11. Efficiencies of individual strips as functions of incident proton x position. Strips are labeled by their position on the sensor, as illustrated in figure 2.

Figure 12. Combined signal efficiency of adjacent strips as a function of the proton track x and y position, for signals with amplitudes above a 100 mV threshold. In (a) individual strip efficiencies are also shown, and vertical grey bands indicate the strip positions in the x-direction.

Efficiencies of individual strips are also shown along the x direction for comparison. We measure a combined efficiency of 99.4 ± 0.1%, and observe no evidence of efficiency loss between strips.

The difference from an efficiency of 100% can be attributed to protons with incorrectly measured positions, due to the FTBF telescope’s finite spatial resolution of ~50 µm, and signals with amplitudes which are below the noise threshold.

5.4 Measurements of spatial resolution

The spatial resolution of AC-LGADs can be improved beyond the intrinsic strip resolution of (strip size)/√12 by utilizing information about the relative signal amplitudes observed in strips within a cluster. Since most incident particles will produce a signal above threshold in at least two
or three strips, we estimate that the position resolution of this sensor is on the order of 10 µm in the x-direction.

By studying the residuals between the proton positions obtained from the FTBF telescope and from the AC-LGAD centroid reconstruction, we extract a spatial width of approximately 50 µm. This value is consistent with the spatial resolution of the FTBF telescope itself in this configuration, where the device under test is located far downstream from the telescope, with non-negligible material in between. As a result, we cannot make a precise measurement of the AC-LGAD spatial resolution, besides setting an upper bound of 50 µm. In future studies with an improved use of the tracker, we expect to gain sensitivity to resolutions closer to the intrinsic AC-LGAD potential.

5.5 Measurements of time resolution

The time resolution measurement for events with three strips above threshold is shown in figure 13. The time of arrival, \( t_0 \), is shown with respect to the Photek timestamp, \( t_{\text{ref}} \), which has a precision of 10 ps. The constant fraction timestamp is computed separately for each strip. Arrival times are calibrated for each channel, in order to account for differences in trace lengths on the readout board. The time of arrival is shown for the highest amplitude signal and for the next-to-highest amplitude signal.

Each distribution in figure 13 is fit with a Gaussian function whose sigma is taken to be the time resolution. In events which have two or three strips with signals above threshold, we measure the time resolution to be on the order of 45 – 47 ps for the strip with the highest amplitude. Neighboring strips have lower amplitude signals and correspondingly smaller slew rates, resulting in 70 – 90 ps time resolution.

For this sensor, we do not observe significant improvement to the time resolution when combining measurements from multiple strips in three hit clusters. In future sensor designs we will study geometries with modified charge sharing among the neighboring strips in order to investigate if combining measurements can improve time resolution.

The intrinsic contribution to time resolution arising from Landau ionization fluctuations for sensors of 50 µm active thickness is expected to be around 30 ps. This has been demonstrated with conventional, i.e. DC-coupled, LGADs read out with extremely low-noise amplifiers on single-channel readout board [18–21]. The apparent difference between the measured resolution of about 45 ps and the 30 ps limit can be attributed to two factors. First, the 16-channel board used in this study produces additional noise that results in a non-negligible jitter contribution. Conventional LGADs read out by the 16-channel board have been measured to yield resolutions approximately 10 – 15 ps worse than those measured on a low-noise single-channel board [22]. Second, due to the signal sharing effect in the capacitive coupling of the AC-LGAD, as reported in section 5.1, the signals observed in the primary strip are reduced compared to conventional LGADs, which results in slightly poorer time resolution. Considering both effects, our observed resolution is consistent with the expectations for this configuration, and we see no evidence for additional contributions to the resolution. We expect that a similar sensor designed for doping concentrations yielding slightly larger gain values and read with lower noise electronics would reach the intrinsic 30 ps limit of conventional LGADs.
Figure 13. Time resolution measurement in events with a three-strip cluster. The calibrated time of arrival with respect to a reference time from the Photek device is shown for the leading, highest amplitude, and subleading, second highest amplitude, sensing channels. Each distribution is fit with a Gaussian function.

6 Conclusions and outlook

We exposed a $2 \times 2$ mm$^2$ AC-LGAD strip sensor, fabricated at BNL, to the 120 GeV proton beam at the Fermilab Test Beam Facility (FTBF). The AC-LGAD sensor consists of an array of 17 AC-coupled metal strips with a pitch of 100 $\mu$m and a width of 80 $\mu$m, surrounded by a DC-connected pad and a Guard Ring. The reference position of incident protons was measured in a tracking system, while the reference timing by a Photek device. Pulses from adjacent strips were measured in the AC-LGAD sensor with a signal-to-noise ratio of about 27 for the highest amplitude pulses in an event. For the sum of hit amplitudes within in a cluster, the signal-to-noise ratio is $\sim 47.5$. As TCAD numerical simulations predict, we observed that an incident proton induces current pulses on a few adjacent strips. In this particular sensor, most clusters are limited to three strips, and the signals are below threshold in strips farther away from the hit strip. The sum of signal amplitudes from a cluster is distributed according to a Landau function. The spatial resolution measured in this study is limited to 50 $\mu$m, due to the telescope spatial resolution at the beamline position of the AC-LGAD. However, it is expected that an interpolation of signal amplitudes will provide a spatial resolution significantly below 50 $\mu$m in the direction perpendicular to the strips. A hit efficiency close to 100% has been measured for individual strips as well as for a combination of adjacent strips. It is therefore proven that this type of sensors allows for 100% fill factor, as compared with standard LGAD technologies that show significant dead areas at the edges of the pixels. Time resolution on the order of 45–47 ps has been measured, compatible with LGADs operated with similar effective gain and read out by the same chain of electronics. Future measurements will study the ultimate performance of such AC-LGAD sensors both in terms of spatial and time resolution, with more precise reference tracker resolution and higher sensor gain values as well as different geometrical sensor layouts.
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