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Abstract—Implementing state estimation in low and medium voltage power distribution is still challenging given the scale of many networks and the reliance of traditional methods on a large number of measurements. This paper proposes a method to improve voltage predictions in real-time by leveraging a limited set of real-time measurements. The method relies on Bayesian estimation formulated as a linear least squares estimation problem, which resembles the classical weighted least-squares (WLS) approach for scenarios where full network observability is not available. We build on recently developed linear approximations for unbalanced three-phase power flow to construct voltage predictions as a linear mapping of load predictions constructed with Gaussian processes. The estimation step to update the voltage forecasts in real-time is a linear computation allowing fast high-resolution state estimate updates. The uncertainty in forecasts can be determined a priori and smoothed a posteriori, making the method useful for both planning, operation and post-hoc analysis. The method outperforms conventional WLS and is applied to different test feeders and validated on a real test feeder with the utility Alliander in The Netherlands.
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I. INTRODUCTION

The operation of electric distribution networks is faced with new challenges due to the rapid adoption of distributed generation (DG) and the electrification of our society, such as in driving and heating. The inherent intermittency of renewable generation combined with the diversification of demand make power flow more variable and harder to predict, leading to new protection issues, such as unintended islanding or tripping [1], and economic burden due to accelerated wear [2]. In addition, the increasing number of connected control devices on networks expose new vulnerabilities for cyber-attacks requiring new mitigation strategies [3]. To understand and mitigate these risks, many Distribution System Operators (DSOs) are building a stronger information layer on top of their physical infrastructure to exploit recent advances in sensing, communication and algorithms. Firstly, DSOs gather historical data from SCADA and AMI systems to enable forecasting of demand, flow and voltage variables. Unfortunately, the increasing variability of power yields probability distributions with long tails, which cause forecasting methods to do poorly in situations when observability is most needed; when extreme and potentially dangerous events happen. Secondly, DSOs are increasingly applying traditional state estimation methods to their distribution networks. Power system state estimation (SE) is the process of leveraging measurement from a subset of states in an electric network to estimate states that are not measured in real-time. In transmission systems, the need for system reliability has long motivated the development of state estimation methods [4], [5]. In the traditional setting, a state estimator relies on an overdetermined formulation for the estimation problem to be well-conditioned such that the unknown/unmeasured variables are observable. This means that the number of available measurements must be greater than or equal to the number of unknowns (to be estimated). Unfortunately, ensuring observability requires DSOs to equip most buses in a network with real-time sensors and communication infrastructure, leading to steep investments that are hard to scale across all territories. In addition, if topological observability is achieved for traditional WLS methods during the design stage [6], this is not a guarantee for numerical observability, meaning that ill-conditioned problems may still arise during the execution in operation [7].

In this paper, we address the context of having both limited data for forecasting and limited real-time sensing capabilities, a problem faced widely by DSOs. In this situation, DSOs struggle to build a reliable voltage information source for both planning or real-time operation purposes. Rather than trying to build a fully observable state estimation problem in the classical sense, one may use a statistical learning approach to use a limited set of high-resolution measurements, such as those collected by Phasor Measurement Units (PMUs) [8], to update a forecast initially built with historical data. It turns out that with appropriate linear models of power flow such a Bayesian operation can be done efficiently and adequately using linear algebra operations only. The resulting linear least squares estimation approach builds upon earlier work [9] and has some related previous works [10], [11]. However, we will discuss our method in the context of the classical literature on state estimation, looking in particular at other methods that combine measurements and data from different sources to construct full-network estimates. We explain how our method differs to current literature gaps and practical challenges.

A. Previous Work

In conventional state estimation, the measurements $z \in \mathbb{R}^{N_m}$ are expressed as a function of the quantities that are
estimated \( x \in \mathbb{R}^{N_n} \), by using power flow modeling:

\[
z = h(x).
\] (1)

The state estimation problem is then most often solved using a weighted least squares (WLS) problem:

\[
x^* = \arg \min_x (z - h(x))^T W (z - h(x)),
\] (2)

where \( W \) is a matrix putting different weights on different measurements based on noise or measurement quality information [4]. For the WLS problem to yield a meaningful result, the equation in (1) needs to be overdetermined, \( N_m > N_n \).

A key challenge in distribution grids is to estimate an \( N_n \)-dimensional state vector in scenarios where only a limited set of sensors is available, i.e. \( N_m < N_n \), which does not satisfy the requirements for conventional state estimation. As a result, the standard estimation problem is underdetermined and hence ill-posed. In practice, this means that the state vector \( x \) is not observable [6]. To overcome this challenge, pseudo-measurements are typically used to augment real-time measurements in a weighted least squares (WLS) estimation algorithm, which are often calculated using load forecasts or historical data that tend to be less accurate than real-time measurements. Initial efforts considered augmenting an already fully observed measurement vector with extra load forecasts [12], [13]. Later efforts tried to use a more limited number of real-time measurements with forecasts from Gaussian Mixture Models [14] or Artificial Neural Networks [15].

In transmission networks, the advent of phasor measurement units (PMUs) has spurred many efforts aiming to integrate high-frequency PMU measurements with lower frequency measurements from traditional sensors, yielding various hybrid estimators that can track faster dynamics during normal operations and when contingencies occur [16], [17], [18], [19]. The use of forecasting has been around to predict the evolution of dynamic states, often as a result of load behavior, to further enhance a given static estimate [20], [21].

In distribution networks, the need for state estimation and the advent of PMUs are a more recent phenomenon. Many contributions have been made to enable Distribution System State Estimation based on traditional WLS, and we refer the reader to [22] for a rigorous overview. In networks where a SCADA system is available, a limited set of high-frequency PMU time series can be integrated with pseudo measurements approximated from the last SCADA update, typically operating at slow timescales on the order of minutes. Göl and Abu-r [23] address this challenge through combining WLS with a least absolute value step that yields a hybrid method that is robust to error [23]. Unfortunately, many networks still lack a SCADA infrastructure or have data collections that are deficient. In such cases, the use of PMUs in state estimation may still be possible by resorting to load forecasting information to provide pseudo-measurements. Our earlier work [9], and work by Schenato [10] and Weng [11] studies the use of Bayesian estimation for state estimation, using load statistics to determine prior probabilistic forecasts \( \hat{x} \) of state variables, which can be updated based on a limited set of real-time measurements. These papers show the accuracy is comparable to that of conventional WLS estimators, and estimation error confidence intervals can be computed off-line, allowing for engineering trade-offs between number of sensors and estimation accuracy.

### B. Contributions

This paper builds upon the contributions in [9] to enable state estimation for steady-state conditions by improving state forecasts with limited sensing using a Bayesian approach. Concretely, we build time-series forecasting methods that provide both point estimates (mean) and uncertainty (variance) for all voltages by integrating recent advances in linear models for three-phase power flow to enable our method in more complex distribution scenarios [24], [25]. Having the two statistical moments (mean and variance) available for all voltages then allows us to formulate a Bayesian Linear Least Squares Estimation problem, through which the forecasts of all non-measured voltages can be updated based on a limited set of voltage measurements. The final result is a closed-form analytic state estimator that takes as its inputs load forecasting information, a network model and real-time measurements from a limited set of sensors. The method works for any number of real-time sensors, and is particularly useful in many domains where there are not enough resources to install a large set of sensors. Applied and assessed on a specific IEEE test feeder, we show that the method reduces the error of forecasts by an average 60%, with more dramatic improvements for specific buses where forecasts are not able to perform appropriately. Lastly, we implement the method on a real network with the DSO Alliander in The Netherlands, showcasing its use in situations where little measurement (both historical data and real-time sensing) is available.

### C. Notation

We use \( \| \cdot \| \) to denote the \( \ell_2 \)-norm, \( (\cdot)^* \) to denote an optimal value, and \( \top \) stands for the transpose operator. \( \mathcal{N}(\mu, \sigma^2) \) denotes a normal distribution with mean \( \mu \) and variance \( \sigma^2 \). Throughout this work, we use the symbol \( \circ \) to represent the Hadamard Product of two matrices (or vectors) of the same dimension, also known of the element-wise product, such that:

\[
C = A \circ B = B \circ A \Rightarrow C_{ij} = A_{ij}B_{ij} = B_{ij}A_{ij}
\]

where \( i \) indicates the row and \( j \) indicates the column of the vector or matrix.

### II. Methodology

This paper proposes a data-driven approach to do state estimation, that relies on minimum mean squares estimation (MMSE) [26]. MMSE is related to weighted least squares, but grounded in Bayesian principles and does not require an overdetermined measurement equation. Instead, our method relies on linear power flow models that enable us to express voltage differences (both magnitude and angle) throughout a network as a function of nodal load and generation. By expressing both the measured differences and the estimated differences as a function of the load, we are able to set up a linear least squares estimation (LLSE) problem, the linear
the proposed construction of the state estimator as depicted in Fig. 1 the overall accuracy of the available information for state estimation depends on three sources of uncertainty: accuracy of forecasted quantities, of the modeling procedure and of quantities measured in real-time.

The forecast may be based on a DSO’s historical data, which can include SCADA data of network variables, advanced metering infrastructure (AMI) readings of household consumption (or an anonymized/aggregated version of these), data of distributed generation and storage, public weather data (temperature, humidity, solar irradiance). These data sources typically do not form a perfect representation to forecast all the necessary quantities in the network. Certain nodes may not be recorded, the recordings may be noisy or miss certain data points, and the sampling rate of the recordings may be lower than the anticipated rate for updating the state estimator. In the modeling step, inaccuracy arises from model parameters that are outdated or identified under noisy conditions, or the bias introduced by model approximations (such as linear power flow). Lastly, for the actual estimation, we rely on a limited number of sensors, which may be subject to measurement noise and which may have various sampling rates.

### A. Sources of information and uncertainty for state estimation

Fig. 2 outlines the sources of uncertainty DSOs face in constructing voltage forecasts or state estimator. Following

### B. Introduction to Minimum Mean Square Estimation

Consider having a set of voltage phasor measurements $Z \in \mathbb{R}^{N_m}$ and an unobserved random variable $X \in \mathbb{R}^{N_x}$, representing all non-measured voltage phasors. We aim to determine an estimate of $X$ based on $Z$ that is close to $X$ in some sense. Assume we are given a joint distribution of $(X, Z)$. We want to find an estimator $\hat{X} = g(Z)$ that minimizes the mean square error $E[\|X - \hat{X}\|^2]$. One can show that the minimum mean squares estimate (MMSE) of $X$ given $Z$ is equivalent to the conditional expectation $\hat{X} = E[X|Z]$, [26].

We consider the case in which both the estimator and the measurements are linear in a shared set of variables for which distributions are available, in our case in the form of load statistics. Let $(X, Z)$ be vectors of random variables on some probability space. It turns out that the estimator minimizing the mean square error is also linear in the measurements, i.e. the linear least squares estimator (LLSE) has the form

$$L[X|Z] = E[X] + \Sigma_{X,Z} \Sigma_Z^{-1} (Z - E[Z]),$$

where $\Sigma_{X,Z} \in \mathbb{R}^{N_x \times N_m}$ and $\Sigma_Z \in \mathbb{R}^{N_m \times N_m}$ denote the cross-covariance matrix of $X$ and $Z$ and covariance matrix of

---

**Fig. 1.** Overview of the forecasting and state estimation methodology.

**Fig. 2.** Sources of uncertainty affecting the accuracy of the state estimator

---

| Data Sources | Forecasting | Modeling | Real-time Estimation |
|-------------|-------------|----------|---------------------|
| AMI/SCADA   | Load forecast $s_n, \Sigma_s$ | Forecast of unmeasured voltages $\hat{s}$ and measured voltages $\hat{z}$ | Real-time voltage measurements $Z$ |
| Weather     | Network model | $\Sigma_{x,z}, \Sigma_z$ Second order statistics | Real-time update of unmeasured voltages $L[x|z]$ |

---

$\$
Z. Interpreting (3), \((Z - E[Z])\) represents a deviation of the actual measurement \(Z\) from its expected value \(E[Z]\), which is called an innovation. This innovation triggers the Bayesian estimator \(L[X|Z]\) to propose an update of the forecast \(E[X]\) by a linear scaling through the covariance matrices. Alternatively, \(L[X|Z] = g(Z)\) can be interpreted as a projection of \(X\) onto the set of affine functions of \(Z\).

The LLSE has four important benefits. Firstly, it has an analytical closed-form solution that can be used to neatly integrate real-time measurements \(Z\) and forecast information (as we will see in Section III). Secondly, it is not necessary to explicitly calculate the Bayesian posterior probability density function over \(X\), because \(L[X|Z]\) only depends on the first two moments of \(X\) and \(Z\), i.e. the mean and variance. Thirdly, it works for many distributions \((X, Z) \sim \mathcal{D}\), as long as \(\mathcal{D}\) has well defined first and second moments (26). Lastly, the number of measurements \(N_m\) does not need to be larger than the number of to-be-estimated states \(N_n\), which is the most significant difference with other ubiquitous estimation schemes such as weighted least squares and Gauss-Markov estimation that do not work for \(N_m < N_n\). A challenge of any MMSE approach is understanding what information is lost in the projection that happens in (3) through the mapping \(\Sigma_{XZ}\Sigma_Z^{-1}\). For our state estimation method this requires revisiting the notion of network observability, typically defined for situations where \(N_m > N_n\).

III. FORECASTING

We consider the design of a machine learning model to forecast the mean \(\mu\) and covariance matrix \(\Sigma\) of the load \(s\), which are then used to forecast the mean and covariance of the voltage magnitude and phase. In practical contexts, DSOs may not have access to voltage or load readings from AMI in real-time, but it is possible that historical readings are used, in combination with other predictive covariates, to predict load values for a future time.

Machine learning models have been used in a variety of ways to predict load values (28). Two relevant examples are autoregressive moving average (ARMA) models for short term load forecasting and data-driven modeling of physical systems that utilizes regression trees to predict loads, with notable benefits to both. ARMA models capture trends in previous data points (29), but are often not practical in distribution operation, since the AMI data is mostly not available in real-time, preventing the use of recent load values. A regression tree model is able to cluster data based on certain characteristics, such as day of the week, season, temperature, and humidity (30). Its interpretability makes it useful in contexts where operators need to make decisions based on a model’s predictions.

In our setting, the MMSE estimator defined in Section II-B necessitates the input of a point estimate of the load and its covariance matrix. This requirement motivates the use of Gaussian Processes (GPs), which offer both mean and variance information (31). A GP is also flexible in that it can have continuous ARMA features as well as discrete features as its inputs. GPs have previously been used in similar applications for short term load forecasting to predict maximum daily loads (32). Using GPs does introduce some bias, as load distributions tend to be non-Gaussian, though typically near-unimodal. In our setting, this bias is partly compensated by the LLSE.

Let \(\mathcal{N}\) denote a set of buses indexed by \(n = 0, 1, \ldots, N-1\), where \(N\) is the order (number of nodes) of the distribution feeder, and node 0 denotes the feeder head (or substation). For each node \(n \in \mathcal{N}\), we start with a data set of historical readings of inputs \(X_n = \{x_n[t] \in \mathcal{X}_n\}_{t=1}^{T_n}\) and load values \(S_n = \{s_n[t] \in \mathcal{Y}_n\}_{t=1}^{T_n}\). The inputs consist of real-valued and discrete-valued features. We consider the following real-valued features at time \(t\):

\[
[l_n[t-1] \ldots l_n[t-k], \ d_n[t-1] \ldots d_n[t-k+1], \ \theta(t), \ \eta(t)]
\]

where \(l_n[t]\) denotes the load value for bus \(n\) at time \(t\), \(d_n[t]\) the difference in load between time \(t-1\) and \(t\), and \(\theta(t)\) and \(\eta(t)\) are the temperature and humidity at time \(t\). Note that a typical distribution feeder SCADA system often does not have access to load measurement, and hence the features \(l\) and \(d\) may only be available historically or in real-time for only a subset of the buses. Hence, we also consider discrete-valued features representing date and time:

\[
\begin{bmatrix}
\text{DST} \ MOY \ BD \ DOW \ HOD \ MOH
\end{bmatrix}
\]

which respectively denote an indicator for daylight saving time, month of year, an indicator for business day, day of week, hour of day and minute of hour.

We now want to train a function \(f_n : \mathcal{X}_n \rightarrow \mathcal{Y}_n\) with data that best predicts \(s_n[t]\) at some time \(t\) based on an input with accessible inputs \(x_n[t]\). A GP defined on an input space \(\mathcal{X}_n\) can be formulated as

\[
f_n(x) = \phi_n(x)^\top \beta_n + g_n(x),
\]

where \(g_n(x)\) is a zero-mean GP represented as \(\mathcal{GP}(0, k_n(x_n, x_n))\), with kernel \(k_n(x_n, x_n)\) modeling the covariance across the input space \(\mathcal{X}_n\). \(\phi_n(x_n)^\top \beta_n\) determines the translation of the GP from the origin, with \(\phi_n(x_n)\) a feature basis for the output given the input vector \(x_n\), \(\beta_n\) are learned coefficients or weights for the basis features (31 Section 2.2). Given this framework, we can model the distribution of an output at a certain input \(x_n^*\):

\[
f(x_n^*) \mid x_n^*, X_n, S_n \sim \mathcal{N}(\phi_n(x_n^*)^\top \beta_n + g_n(x_n^*), \sigma^2),
\]

The primary assumption under GPs is that it models a collection of random variables, any finite number of which have a joint Gaussian distribution. Notice that there are two different variances in the system – \(k_n(x_n, x_n)\) and \(\sigma^2\). The first variance, \(k_n(x_n, x_n)\) is the variance on the estimate induced by the covariance of the input features as defined by a covariance function. \(\sigma^2\) is the noise variance of the data as a whole. To challenge the method, in Section VI we consider a GP model that is based on a poor historical data set and no access to real-valued features. Fig. 5 exemplifies the resulting forecast accuracy, motivating the use of Bayesian estimation to account for forecast errors such as those experienced on March 21st.
were recorded in historical data. The other 90% of loads were imputed with Fig. 3. Forecast of an aggregate load using a Gaussian Process model with sensors (substation), which we treat as an infinite bus, decoupling setting, each node and line segment can have up to three phases, labeled a, b, and c. If line \((m,n)\) exists, its phases must be a subset of the phases present at both node m and node n.

Let \(\mathcal{T} = (\mathcal{N}, \mathcal{E})\) denote a graph representing a radial distribution feeder, where \(\mathcal{N}\) is the set of nodes of the feeder and \(\mathcal{E}\) is the set of line segments. Nodes are indexed as \(n = 0, 1, \ldots, N\), where node 0 denotes the feeder head (or substation), which we treat as an infinite bus, decoupling interactions in the downstream distribution system from the rest of the grid. We also consider a set of nodes equipped with sensors \(\mathcal{M} \subset \mathcal{N}\). The current/voltage relationship for a three phase line \((m,n)\) between adjacent nodes m and n is captured by Kirchhoff’s Voltage Laws (KVL) in its full [8], and compact form [9]:

\[
\begin{bmatrix}
V_a^m \\
V_b^m \\
V_c^m \\
\end{bmatrix} = \begin{bmatrix}
V_a^n \\
V_b^n \\
V_c^n \\
\end{bmatrix} + \begin{bmatrix}
Z_{mn}^{aa} & Z_{mn}^{ab} & Z_{mn}^{ac} \\
Z_{mn}^{ba} & Z_{mn}^{bb} & Z_{mn}^{bc} \\
Z_{mn}^{ca} & Z_{mn}^{cb} & Z_{mn}^{cc} \\
\end{bmatrix} \begin{bmatrix}
I_a^m \\
I_b^m \\
I_c^m \\
\end{bmatrix} \tag{8}
\]

Here, \(Z_{mn}^{ab} = r_{mn}^{ab} + jx_{mn}^{ab}\) denotes the complex impedance of line \((m,n)\) across phases a and b. Next, we define the \(3 \times 1\) vector of complex power phasors \(S_{mn} = V_n \odot \Gamma_{mn}\) where \(S_{mn}\) is the power from node m to node n at node n.

\[
\sum_{l:(l,m) \in \mathcal{E}} S_{lm} = s_m + \sum_{n:(m,n) \in \mathcal{E}} S_{mn} + L_{mn} \tag{10}
\]

The term \(L_{mn} \in \mathbb{C}^{3 \times 1}\) is a nonlinear and non-convex loss term. As in [33] and [36], we assume that losses are negligible compared to line flows, so that \(|\Gamma_{mn}^a| \ll |S_{mn}^a| \forall (m,n) \in \mathcal{E}\) and all phases. Thus, we neglect line losses, linearizing \([10]\) into \([11]\).

\[
\sum_{l:(l,m) \in \mathcal{E}} S_{lm} \approx s_m + \sum_{n:(m,n) \in \mathcal{E}} S_{mn} \tag{11}
\]

Now, we define the real scalar \(y_m^a = |V_m^a|^2 = V_m^a(V_m^a)^*\), the \(3 \times 1\) real vector \(y_m = [y_m^a, y_m^b, y_m^c]^T = V_m \odot V_m^*\). With these definitions, \([24]\) derives the following equations that govern the relationship between squared voltage magnitudes and complex power flow across line \((m,n)\):

\[
y_m = y_n + 2M_{mn}P_{mn} - 2N_{mn}Q_{mn} + H_{mn} \tag{12}
\]

\[
M_{mn} = \text{Re} \left\{ \Gamma_n \odot \Gamma_{mn}^* \right\}, \quad N_{mn} = \text{Im} \left\{ \Gamma_n \odot \Gamma_{mn}^* \right\},
\]

where \(\Gamma_n = V_n(1/V_n)^T \in \mathbb{C}^{3 \times 3}\) represents a matrix with voltage balance ratios across all phases at node n. Hence, we have that \(\Gamma_n(a,a) = 1\) for the same phase and \(\Gamma_n(a,b) = V_a/V_b \approx \gamma_{ab}\) across phases. Furthermore, \(H_{mn} = (Z_{mn}I_{mn}^2 \odot (Z_{mn}I_{mn})^*) = (V_m - V_n) \odot (V_m - V_n)^*\) is a \(3 \times 1\) real-valued vector representing higher-order terms. Notice that we have separated the complex power vector into its active and reactive components, \(S_{mn} = P_{mn} + jQ_{mn}\).

This nonlinear and nonconvex system is difficult to incorporate into a state estimation or optimization formulation without the use of convex relaxations. Following the analysis in [33], we apply two approximations. The first is that the higher order term \(H_{mn}\), which is the change in voltage associated with losses, is negligible, such that \(H_{mn} \approx 0 \forall (m,n) \in \mathcal{E}\). The second assumes that node voltages are “nearly balanced” (i.e. approximately equal in magnitude and 120° apart). This is only applied to \(\Gamma_n\) in the RHS of \((12)\), such that \(\gamma_{ab}^n = \gamma_{bc}^n = \gamma_{ca}^n \approx \alpha\), and \(\gamma_{ab}^n = \gamma_{bc}^n = \gamma_{ca}^n \approx \alpha^2\) for all \(n \in \mathcal{N}\). Under these assumptions, we retrieve

\[
\Gamma_n = \begin{bmatrix}
1 & \gamma_{ab}^n & \gamma_{bc}^n \\
\gamma_{ca}^n & 1 & \gamma_{bc}^n \\
\gamma_{ca}^n & \gamma_{ab}^n & 1
\end{bmatrix} = \begin{bmatrix}
1 & \alpha & \alpha^2 \\
\alpha^2 & 1 & \alpha \\
\alpha^2 & \alpha & 1
\end{bmatrix} \forall n \in \mathcal{N}, \tag{13}
\]

where \(\alpha = 1/120^\circ = \frac{1}{2}(-1 + j\sqrt{3})\) and \(\alpha^{-1} = \alpha^* = 1/120^\circ = \frac{1}{2}(-1 - j\sqrt{3})\). Note that we make the “nearly balanced” assumption in the process of the formal derivation as in [33], [34], which does not imply that node voltages need to actually be perfectly balanced for the linearization to be valid. Forthcoming work of the authors shows that for unbalanced networks of medium size, the modeling errors due to linearization and the balanced assumption are below 1% for power flow scenarios within the power rating of feeders. Applying the approximations for \(H_{mn}\) and \(\Gamma_n\) to \((12)\), we arrive at a linear system of equations:

\[
y_m \approx y_n + 2M_{mn}P_{mn} - 2N_{mn}Q_{mn}, \quad \text{with} \quad 2M_{mn} = \ldots
\]

\[
\begin{bmatrix}
2r_{mn}^{aa} & -r_{mn}^{ab} + \sqrt{3}x_{mn}^{ab} & -r_{mn}^{ac} - \sqrt{3}x_{mn}^{ac} \\
-r_{mn}^{ba} - \sqrt{3}x_{mn}^{ba} & 2r_{mn}^{bb} & -t_{mn}^{bc} + \sqrt{3}t_{mn}^{bc} \\
-r_{mn}^{ca} + \sqrt{3}x_{mn}^{ca} & -t_{mn}^{cb} + \sqrt{3}t_{mn}^{cb} & 2r_{mn}^{cc}
\end{bmatrix}
\]

\[
\tag{15}
\]
This linear approximation also enables a linear mapping for voltage angles, similar to [14]. In the rest of this paper, we will focus on voltage magnitude and leave the extension to voltage angles as an exercise. In [25], the above approximation is assessed for its accuracy. Numerically, for normal operating conditions, the model achieves voltage magnitude errors under 0.5%, Voltage angle errors under 0.25°, and apparent power errors of under 2%, across the network. It was further observed that these errors increase monotonically with substation power.

\[2\mathbf{N}_{mn} = \ldots \]

\[
\begin{bmatrix}
-2x^{ab}_{mn} & x^{ab}_{mn} + \sqrt{3}x^{bc}_{mn} & x^{ac}_{mn} - \sqrt{3}x^{ac}_{mn} \\
x^{ba}_{mn} - \sqrt{3}x^{ba}_{mn} & 2x^{ba}_{mn} & 2x^{bc}_{mn} - \sqrt{3}x^{bc}_{mn} \\
x^{ca}_{mn} + \sqrt{3}x^{ca}_{mn} & x^{cb}_{mn} - \sqrt{3}x^{cb}_{mn} - 2x^{cc}_{mn}
\end{bmatrix},
\]  

(16)

This linear approximation also enables a linear mapping for voltage angles, similar to [14]. In the rest of this paper, we will focus on voltage magnitude and leave the extension to voltage angles as an exercise. In [25], the above approximation is assessed for its accuracy. Numerically, for normal operating conditions, the model achieves voltage magnitude errors under 0.5%, Voltage angle errors under 0.25°, and apparent power errors of under 2%, across the network. It was further observed that these errors increase monotonically with substation power.

V. REAL-TIME ESTIMATION

In this Section, we construct the state estimator based on linear least squares estimation. This method takes in a prior distribution on measured and unmeasured voltage variables, and updates this in real-time with a limited set of measurements. To do so, we require the prior statistics of the voltage based on load forecasts (Section III) and power flow modeling (Section IV). We first express measured and unmeasured voltage variables as a linear function of the net load. We can then construct the necessary matrices to express the voltage forecast as function of load statistics.

A. Voltage as a Function of Net Load

Consider the vector with all the differences in squared voltage magnitude stacked with the differences in voltage angles over all the branches (i.e. for every set of adjacent nodes) in the network, \(\Delta \mathbf{y} \in \mathbb{R}^{4N}\). With [14], we can build a model for all the voltage differences over wires throughout the network,

\[
\Delta \mathbf{y} = 2 \left[ \text{blkdiag}(\mathbf{M}_{ij}) \right] \text{blkdiag}(\mathbf{N}_{ij}) \begin{bmatrix}
\text{vec}(\mathbf{P}_{ij}) \\
\text{vec}(\mathbf{Q}_{ij})
\end{bmatrix} = \mathbf{Z}_b \mathbf{S},
\]  

(17)

where \(\mathbf{S} \in \mathbb{R}^{6N}\) is the vector with real and reactive branch flows stacked vertically, and \(\mathbf{Z}_b \in \mathbb{R}^{4N \times 6N}\) is a horizontal stack of two block diagonal matrices with the corresponding 3-by-3 matrices from respectively [15] and [16]. With [17], we can express the branch flows \(\mathbf{S}\) in terms of the nodal net loads, which yields \(\mathbf{S} = \mathbf{P}_b \mathbf{s}\), with \(\mathbf{s} \in \mathbb{R}^{6N}\) a vector with the nodal net loads, real and reactive power \(p_n, q_n, n \in N\) stacked vertically, and \(\mathbf{P}_b \in \mathbb{R}^{6N \times 6N}\) a binary matrix in which a row represents a branch with 1s selecting the nodes downstream of the branch. We have now expressed the differences in voltage magnitude over all \(N\) lines in terms of the nodal load vector,

\[
\Delta \mathbf{y} = \mathbf{Z}_b \mathbf{P}_b \mathbf{s} \triangleq \mathbf{Z}_n \mathbf{s},
\]  

(18)

where \(\mathbf{Z}_n \triangleq \mathbf{Z}_b \mathbf{P}_b \in \mathbb{R}^{3N \times 6N}\).

1) Measured quantities: In our actual setting, we do not directly measure voltage differences over all individual wires. Instead, we place the sensors over a distance spanning multiple branches and buses. The voltage difference over the path can be rewritten as the sum of the individual differences of the branches lying on the path,

\[
\Delta \mathbf{y}_m \triangleq \begin{bmatrix}
\mathbf{y}_{m2} - \mathbf{y}_{m1} \\
\vdots \\
\mathbf{y}_{mM} - \mathbf{y}_{mM-1}
\end{bmatrix} \in \mathbb{R}^{(M-1)},
\]  

(19)

with \(m_1, \ldots, m_M \in M\). We can now formulate the equations, by adding up the differences of all individual lines in between the sensors, by formulating a permutation matrix such that \(\Delta \mathbf{y}_m = \mathbf{P}_m \Delta \mathbf{y}\), and hence

\[
\Delta \mathbf{y}_m = \mathbf{P}_m \mathbf{Z}_n \mathbf{s} = \mathbf{Z}_m \mathbf{s},
\]  

(20)

where \(\mathbf{Z}_m \triangleq \mathbf{P}_m \mathbf{Z}_n = \mathbf{P}_m \mathbf{Z}_b \mathbf{P}_b \in \mathbb{R}^{(M-1) \times 6N}\). This gives us an expression for the measured quantities as a function of the nodal load vector.

2) Non-measured quantities - Voltage Estimation: We are interested to estimate voltage magnitude and angle at all the \(N - M\) buses in the network that are not equipped with a sensor. We aim to do this given a measurement of the voltage phasor at a limited number of \(M\) buses in the network, and forecast statistics on the nodal load vector \(\mathbf{s}\). We consider the differences in voltage between a location we want to estimate and a nearby sensor location. These differences are collected in a vector \(\mathbf{\Delta Y}_e\) to be estimated as a function of the load vector \(\mathbf{s}\), similar to the construction of the measurement equation:

\[
\mathbf{\Delta Y}_e = \mathbf{Z}_e \mathbf{s} \in \mathbb{R}^{3(N+1-M)},
\]  

(21)

where \(\mathbf{Z}_e \triangleq \mathbf{P}_e \mathbf{Z}_n = \mathbf{P}_e \mathbf{Z}_b \mathbf{P}_b \in \mathbb{R}^{3(N+1-M) \times 6N}\) is constructed in the same way as \(\mathbf{Z}_m\) in (20). In order to retrieve an estimate of the absolute voltage value, we can simply take the nearest sensor reading and add/subtract the estimated difference between the location and that sensor location.

B. Voltage Forecast Statistics

We now have that our measurements are voltage phasor differences, i.e. \(\mathbf{z} = \Delta \mathbf{y}_m\) and the estimation quantities are other voltage phasor difference, i.e. \(\mathbf{x} = \mathbf{\Delta y}_e\). Given the linear relationships with the load vector \(\mathbf{s}\), we can now derive the statistics on \(\mathbf{z}\). The mean of \(\mathbf{z}\) is

\[
\mu_z(t) = E(\Delta \mathbf{y}_m) = \mathbf{Z}_m \mu_n(t).
\]  

(22)

Similarly, we have that \(\mu_x(t) = E(\mathbf{\Delta Y}_e) = \mathbf{Z}_e \mu_n(t)\). This quantity is already useful as a forecast in operation (available before any real-time measurements are gathered). The covariance of \(\mathbf{z}\) is

\[
\Sigma_z(t) = E((\mathbf{z} - \mu_z)(\mathbf{z} - \mu_z)^\top) = \mathbf{Z}_m \Sigma_n(t) \mathbf{Z}_m^\top.
\]  

(23)

Similarly, we have that the cross-covariance of \(\mathbf{x}\) and \(\mathbf{z}\) is \(\Sigma_{x,z}(t) = \mathbf{Z}_e \Sigma_n(t) \mathbf{Z}_m^\top\). This yields all the statistics we need to construct the distribution grid state estimator.
C. Constructing the State Estimator

We can now analytically derive the LLSE of $y_e$ given measurements $y_m$, as a specific form of (23) presented in Section II-B. For our voltage estimation setting this yields

$$L[\Delta y_e | \Delta y_m] = E(\Delta y_e) + \Sigma_{\Delta y_e, \Delta y_m}^{-1} (\Delta y_m - E(\Delta y_m)),$$

$$Z_\Sigma \Sigma_s Z_m (Z_m \Sigma_s Z_m^T)^{-1} (\Delta y_m - Z_m \mu_s),$$

where we dropped the time index for brevity. With $L[\Delta y_e | \Delta y_m]$, the voltage estimates can be retrieved as

$$\hat{V}_e = \sqrt{y_{near}} + L[\Delta y_e | \Delta y_m],$$

where $V_e$ denotes a stacked vector with voltages for all buses without measurement, and $y_{near}$ are the squared voltages at the nearest measured bus for each estimated bus. (24) is written in the form $\Delta \hat{y}_e = f(\Delta y_m)$; apart from the measurements, other information needed to evaluate the estimator are forecast statistics, available a priori. As such, (24) uses the statistical information of the net loads $s$, in combination with the topology and impedance information of the network, to present a closed-form analytical estimator of voltage differences throughout the network, which is linear in the measurements and computed efficiently in real-time.

Note that in order for the inversion in (24) to be feasible we need $Z_m$ to be full row rank, which means $\mathcal{T}_m$ needs to be full row rank. In practice, this condition holds if the sensors are placed in such a way that the paths between sensors and their closest upstream sensors are not fully overlapping.

Lastly, the method has the potential to detect and account for unequal conditions, such as bad data or faults. The estimator compares forecasted voltage differences between two sensors to the actual voltage differences, leading to an innovation that triggers an update of the unmeasured voltages. If this comparison indicates that the measured voltage difference between two sensors is unusually large, for instance too large to represent a realistic power flow scenario, this may indicate bad data or a fault scenario. One may either prevent such data from entering the estimation, or use this feature of the estimation step towards fault detection. A further analysis of bad data and fault detection estimation is left as future work.

VI. RESULTS

We test the method on three systems; a proof-of-concept on the simplified 37 node test feeder, a scaling assessment on the 8500 node test feeder, and a validation on a real feeder in operation with 142 nodes.

A. Comparison to conventional WLS method

Earlier work implemented the distribution grid state estimator on a single-phase radial network [9]. In Figures 4, we compare these results to a traditional WLS implementation with a flat start (plus some Gaussian noise with $\sigma = 0.05$ p.u.) [4]. To make a fair comparison, we allow the WLS to have the same 10 PMU sensors, complemented with pseudomeasurements comprising forecasts of bus injections or branch flows. To achieve observability, we carefully construct the measurements using the orthogonal transformation as proposed in [37]. We see that across all buses, our forecast (constructed with $E(\Delta y_e) = Z_e \mu_s$ as in (24)) and the LLSE results based on (25) either roughly match or outperform the conventional WLS. Figure 5 shows an instance of a voltage profile with all compared methods. Figure 6 compares the methods for increasing levels of variance in the forecast statistics, assigning the variance as a fixed ratio of each load forecast mean. As expected due to their linearity, the forecast and LLSE method both show linearly increasing ARMSE errors for increasing variance, with the LLSE method performing roughly 50% better than the forecast. WLS performs worse overall; the intrinsic error of the optimization overshadow the impact of forecast uncertainty.

B. Three-phase experiments on 37 and 8500 Node Test Feeders

We use the linear model presented in Section IV to extend our results to three-phase systems. We first implement the method on the 37 Node Test Feeder. We include all capacitor banks and voltage regulators and assume all loads are constant power. As load data, we use data sets provided by Pecan Street for educational use [38]. The raw data contains 15-minute-interval data sampled from July 1, 2013 to September 26, 2016. In this paper, a time $t$ represents the number of 15 minute intervals starting from July 1, 2013, or $t_0$, where $t_0 = 0$. We aggregate different household time series from the Pecan Street data set such that the aggregated time series data had a maximum equivalent to the spot loads defined by the IEEE feeder model [59]. The aggregated time series are then used to build a Gaussian Process forecast model for real and reactive power at each bus, as outlined in Section III.

Voltage sensors are placed at 9 different buses, indicated by red diamonds in Fig. 8. To assess performance, we compute the Average Root Mean Square Error (ARMSE) on the voltages $V_e$ that are not measured by PMUs and thus estimated.

$$\text{ARMSE} = \frac{1}{T} \sum_{t=1}^{T} \frac{V_e[t] - V_e[t]}{V_e[t]}. \quad (26)$$

Fig. 7 shows the ARMSE metric for all buses. It is bounded by 0.2 p.u. for the forecasted values and 0.02 p.u. for the estimated values. Notice that buses with higher forecast errors benefit significantly from the estimation procedure. Buses that have higher forecast accuracy of the order $< 0.01$ p.u. do not gain much from estimation. This can be attributed to the errors being of the same order as modeling errors due to linear approximation, which are carefully studied in a separate forthcoming paper [25]. Fig. 8 shows a representative result for one power flow instance, with the true voltage indicated by blue circles. Although forecasted voltage values (black stars) are close for most buses, there are some buses where large errors arise. These are effectively addressed by the estimation scheme (green triangles).

The average computation time for this feeder with 9 sensors is less than 0.015 $\mu$s for an implementation on Matlab.
Fig. 4. ARMSE in p.u. for each non-measured bus, comparing conventional WLS method, forecasting method and estimation method.

Fig. 5. Example voltage profile with forecast and estimation update at all the buses, with comparison to conventional WLS method.

Fig. 6. Comparing methods for increasing uncertainty in the forecast statistics. ARMSE is computed across all estimated buses, across phases and simulations, for the sensor placement indicated by the magenta diamonds in Figure 5.

2017b on a Macbook Pro with 2.8 GHz processor and 16GB 2133Mhz memory. To understand the performance of the method for large scale networks, we apply the method to the 8500 Node Test Feeder, which resembles the large scale and complexity of modern distribution utility planning model for a circuit [40]. The feeder voltage and power ratings were left unchanged (7.2 kV and 2.5 MVA), as were line segment configuration assignments. We include all capacitor banks and voltage regulators, and focus our simulations to the primary side of the network, comprising 2518 nodes. This network has 68 times as many nodes as the 37 node test feeder, and to make a fair scaling comparison in terms of computational time, we also install 68 times as many sensors, equalling 612. The average computation time grows linearly to 1 µs. In terms of accuracy, we retrieve satisfactory results for the forecasted voltage values, validating the use of the linear approximation on larger networks. However, the accuracy of the estimated values has so far not been consistent. Hence, the application of the LLSE method to larger networks requires further analysis.

Next, we consider a network of moderate size with 142 nodes.

C. Validation On A Utility Testbed

We validate the method on a network in the territory of Alliander, the largest Distribution Network Operator (DNO) of the Netherlands serving over three million customers. Alliander is experimenting with community electricity storage in Rijseenhout, a suburban village close to Amsterdam. The project is titled “BuurtBatterij” which translates to “Community Battery”. Fig. 9 depicts the Rijseenhout feeder that houses the battery project. As a part of the community battery experiments, the local low voltage power grid is modeled and load and voltage data are gathered.

The feeder contains 142 buses, of which 34 are regular household customers, one is the distribution transformer and one is the community battery. The other buses are network cable joints. The source of the network data is the Alliander GIS database, which contains the exact location and properties of the electricity cables. However, the GIS database does not contain on which phase each customer is connected, therefore the estimator is constructed using a balanced single phase model, using the formulation in [9]. The distribution transformer is located at the top of the feeder, and the Neighborhood Battery is installed at the end of the feeder. Both the transformer and battery contain SCADA equipment for measuring power and voltage at a 1-second rate. Of the 34 households connected to this feeder, 12 customers share their power consumption data with Alliander as part of the community battery project. All data for building forecasts have been collected at a 1-minute resolution. Customers with no direct measurement were assigned the residual power load, which was defined as the total transformer load minus the sum of all measured loads. Each unmeasured customer was assigned an equal proportional share of the residual load. Note that this introduces bias in the voltage forecasts.

Fig. 10 compares the forecasted and estimated voltage drop at a particular bus with real voltage measurements. The estimated values provide a significant improvement over the
forecasted values, showing agreement with the actual values. The improvements are stronger for larger voltage deviations, providing critical information for safety procedures. At certain times the estimation does not improve accuracy, which has two explanations. Firstly, for smaller voltage deviations, modeling errors due to linearization of power flow are more dominant, as mentioned above. Secondly, the effect of limited real-time voltage sensors (in this case only 2 out of 140 buses) provides significant but limited improvement due to limited observability of all load flow scenarios in the network. This challenge requires revisiting the notion of network observability, which is a topic of future research. The estimation significantly reduces the ARMSE across all buses in the network, on average by 60%. Given the difficulty of predicting the power consumption of individual households due to their variability, this result is useful for DSOs in improving the fidelity of their forecasting data with limited sensing capabilities, which is a likely context in most networks for the foreseeable future. Given these results, Alliander plans to use the method for optimal sensor placement, cable health monitoring, real time overload predictions, and control of voltage and power flow.

VII. CONCLUSIONS

This paper addressed the challenge of formulating an estimator for voltages, for scenarios where fully observed sensor arrangements are not yet feasible, and load forecasts may be subject to large uncertainties. Building on preliminary work for single-phase networks, we developed a method for three-phase networks that exploits new linear approximations to construct statistics of relevant voltage variables based on load statistics. We then used a Bayesian approach, in the form of the linear least squares estimator, to update prior voltage statistics in real-time based on measured deviations at a limited set of voltage sensors, at minimal computational cost. We applied the method to test feeders and validated it on a real testbed, showing its ability to provide useful voltages estimates using limited historical data and real-time sensors. As such, the method is highly applicable in the typical distribution network setting in which ubiquitous sensing will remain limited for the foreseeable future.
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