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ABSTRACT

Cosmological parameter estimation techniques that robustly account for systematic measurement uncertainties will be crucial for the next generation of cosmological surveys. We present a new analysis method, superABC, for obtaining cosmological constraints from Type Ia supernova (SN Ia) light curves using Approximate Bayesian Computation (ABC) without any likelihood assumptions. The ABC method works by using a forward model simulation of the data where systematic uncertainties can be simulated and marginalized over. A key feature of the method presented here is the use of two distinct metrics, the ‘Tripp’ and ‘Light Curve’ metrics, which allow us to compare the simulated data to the observed data set without likelihood assumptions. The Tripp metric takes as input the parameters of models fit to each light curve with the SALT-II method, whereas the Light Curve metric uses the measured fluxes directly without reference to model fitting. We apply the superABC sampler to a simulated data set of \( \sim 1000 \) SNe corresponding to the first season of the Dark Energy Survey Supernova Program (DES-SN). We investigate the effect of systematic uncertainties on parameter constraints from the ABC sampler by including 1% calibration uncertainties. Varying five parameters, \( \Omega_m, w_0, \alpha \) and \( \beta \) and a magnitude offset parameter, with a CMB prior and no systematics we obtain \( \Delta(w_0) = w^\text{true}_0 - w^\text{best fit}_0 = -0.036 \pm 0.109 \) (a \( \sim 11\% \) 1\( \sigma \) uncertainty) using the Tripp metric and \( \Delta(w_0) = -0.055 \pm 0.068 \) (a \( \sim 7\% \) 1\( \sigma \) uncertainty) using the Light Curve metric. Including calibration uncertainties in four passbands, adding 4 more parameters (9 total), we obtain \( \Delta(w_0) = -0.062 \pm 0.132 \) (a \( \sim 14\% \) 1\( \sigma \) uncertainty) using the Tripp metric. Overall we find a 17\% increase in the uncertainty on \( w_0 \) with systematics compared to without. We contrast this with a MCMC approach where systematic effects are approximately included as a fixed uncertainty in the covariance matrix. We find that the MCMC method slightly underestimates the impact of calibration uncertainties for this simulated data set.
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1. INTRODUCTION

Type Ia supernovae (SNe Ia) are a key probe of the dark energy currently driving the late time acceleration of the Universe (Riess et al. 1998; Perlmutter et al. 1999). Recent cosmological constraints from e.g. the Joint Light-curve Analysis (JLA) collaboration (Betoule et al. 2014) provide the most stringent constraints to date on both the matter density today, \( \Omega_m \), and the current dark energy equation of state, \( w_0 \). However as noted by Betoule et al. (2014), the accuracy of cosmological constraints obtained using SNe is currently limited by systematic measurement uncertainties. The next generation of cosmological surveys are designed to improve the measurement of \( w_0 \), and developing parameter estimation techniques which can account for these systematics robustly will be crucial. In this paper we present a new analysis method for obtaining cosmological constraints from SNe using Approximate Bayesian Computation (ABC). The ABC method (see e.g. Beaumont et al. 2008) is a promising alternative to traditional Markov Chain Monte Carlo (MCMC) approaches and works by using a forward model simulation of the data at every point in parameter space, where systematic uncertainties can be included correctly and marginalized over. Here the parameter space is \( N \) dimensional where \( N \) is the number of parameters varied by the sampler. A key feature of the analysis method presented here is the use of two distinct metrics that allow us to compare the
forward-modeled simulated data to the observed data set without likelihood assumptions. We demonstrate this new sampling method called superABC by analyzing a simulated data set based on the first season of the Dark Energy Survey Supernova Program (DES-SN) as described in Kessler et al. (2015).

Systematic uncertainties may limit the precision of cosmological parameter constraints from DES-SN and future surveys, and therefore we need robust methods to account for them. Many sources of systematic uncertainty, such as sample purity, photometric calibration, selection bias and dust extinction, have been identified in SN Ia analysis studies. Other uncertainties exist related to model assumptions in light-curve fitting techniques (see e.g. Conley et al. 2011; Betoule et al. 2014; Scollnic & Kessler 2016) and variations in the SN Ia luminosity with the properties of the host galaxy (e.g. Sullivan et al. 2010; Kelly et al. 2010). A thorough discussion of these effects can be found in e.g. Conley et al. (2011). Recent approaches have used simulations, which naturally include systematic uncertainties and correlations, to estimate a mean model and covariance matrix for use in MCMC sampling. These methods all need to assume some form for the probability of the data given the model and the parameters, which is the likelihood in Bayes’s Theorem (e.g. Conley et al. 2011; Betoule et al. 2014). However this approach can result in biased parameter constraints if the assumed likelihood is incorrect or if the number of simulations used is insufficient to capture the full covariance or if the simulations are run in a fixed cosmology.

In summary, current MCMC methods rely on an assumed likelihood for the data, which may be incorrect, and estimated systematic uncertainties. As a result MCMC methods may (i) not be correctly predicting the impact of these systematics on cosmological parameter constraints or (2) be obtaining incorrect constraints if the assumed likelihood is incorrect. The ABC method used in this paper allows us to incorporate systematics correctly and does not make any assumption about the likelihood for the data. ABC requires only that one can faithfully simulate the processes that produce the data. Note that throughout this paper we use the term ‘MCMC’ to refer to a choice of likelihood, model and method of including systematics which may be estimated or exact in a Bayesian analysis. MCMC is just a sampling technique and there are no shortcomings with this approach when used properly.

DES is carrying out a deep optical and near-infrared survey of 5000 square degrees of the South Galactic Cap using the ‘DECam’ 3 deg$^2$ CCD camera (Flaugher et al. 2015) mounted on the Blanco 4-meter telescope at the Cerro Tololo Inter-American Observatory (CTIO). DES-SN consists of a 30 square degree search area (ten 3 square degree fields) in the griz filter set which is observed roughly once per week. Eight are ‘shallow’ fields which are observed to an average depth of 23.5; the other two ‘deep’ fields are observed to an average depth of 24.5. DES-SN is forecasted to produce a homogeneous sample of a few thousand Type Ia SNe in the redshift range $0.05 < z < 1.2$ where spectroscopic observations of the host galaxy will be used to determined the redshift of each SN identified with that host (Bernstein et al. 2012). The plan is to acquire SN spectra near peak for up to 20% of this sample and host galaxy spectra for the remainder. The remaining 80% for which we get host galaxy spectra will be classified as SNe Ia using the four-band DES photometry (Yuan et al. 2015).

For demonstration purposes, we analyze a set of $\sim$1000 SN Ia assuming an accurate redshift determination obtained by taking a spectrum of the SN itself or of its host galaxy. A study of the parameter constraints possible with the superABC sampler when applied to a simulated photometric sample where the redshift comes from the host spectrum without the SN spectrum is left to future work.

Given the size and complexity of modern cosmological data, Bayesian methods are now standard analysis procedures. Bayesian inference allows us to efficiently combine datasets from different probes, to update or incorporate prior information into parameter inference and to carry out model selection or comparison with Bayesian Evidence. The standard in cosmological parameter estimation is to adopt a Bayesian approach, where a likelihood function, together with a prior probability distribution function (pdf) for the parameters of interest, are sampled over using an MCMC to simulate from the posterior distribution. There are many public parameter estimation codes available to the astrophysics community which focus on MCMC methods for analyzing complex cosmological datasets, as well as calculating the physical analytical models and covariances which are needed in the likelihood (e.g. Lewis & Bridle 2002; Eifler et al. 2014; Zuntz et al. 2015). Evaluating the likelihood for combined probes is a non-trivial task as complex physical data is unlikely to have a simple multi-Gaussian or analytical form. Accounting for modeling and instrumental systematics, and significant correlations between the parameters of interest and nuisance parameters in either the covariance matrix or likelihood, can be a daunting task (Dodelson & Schneider 2013; Morrison & Schneider 2013). In summary we need to know the likelihood to evaluate the posterior distribution correctly but in many cases we do not. There are a few ways to deal with this: (i) assume a form for the likelihood (typically Gaussian) and maximize it in a Frequentist analysis to obtain a best fit value rather than the posterior distribution (ii) assume a form for the like-
likelihood and sample from this using a Bayesian MCMC technique (iii) sample from the posterior distribution directly using the ABC likelihood-free method described in this paper.

Cosmology is the latest discipline to employ Approximate Bayesian methods (e.g. Weyant et al. 2013; Cameron & Pettitt 2012), a development driven by both the complexity of the data and covariance matrix estimation, together with the availability of new algorithms for running fast simulations of mock astronomical datasets. ABC is called `likelihood free’ as explicit evaluation of the likelihood is avoided and replaced with a simulation that produces a mock data set which can be compared to the observed data, while including systematics and correlations self-consistently.

A previous analysis by Weyant et al. (2013) applied the ABC technique to SN data from the SDSS-II Supernova Survey (Sako et al. 2014) and investigated the impact of Type IIP supernovae contamination on the cosmological constraints obtained. The ABC metric employed by Weyant et al. (2013) used the distance modulus measured by performing an MLCS2k2 (Jha et al. 2007) light-curve fit on the output from the SNANA light curve analysis package (Kessler et al. 2009). It is important to note that the distance obtained from the light-curve fit has implicit likelihood assumptions about the data which ideally should be avoided in a complete ABC analysis. The superABC sampler presented in this paper avoids all likelihood assumptions and uses two distinct metrics to compare the simulated and observed data. We fit for both cosmological parameters and SN standardization parameters as well as calibration uncertainties; and we investigate the impact of priors on our constraints.

superABC makes use of the open source code astroABC (Jennings & Madigan 2016), which is a parallel Python ABC Sequential Monte Carlo (SMC) sampler, for parameter estimation. Although in principle any light curve simulation code can be used by superABC, with the predefined metrics, we use SNANA and its implementation of the SALT-II light-curve fitter (Guy et al. 2010), as a forward model simulation at every point in parameter space. In this analysis we present cosmological constraints on \( \Omega_m \) and \( w_0 \) with and without accounting for calibration uncertainties using both uniform priors and priors based on Cosmic Microwave Background (CMB) data. These calibration uncertainties can arise from many sources, for example, from image subtraction, PSF modeling and nearby bright stars.

In this analysis we are assuming we know the survey conditions and spectral model, as well as the selection effects in the SN Ia dataset. We leave an investigation which relaxes these assumptions and includes more systematic uncertainties in our sampling method to future work.

The outline of this paper is as follows: in Section 2 we introduce the ABC likelihood-free method described in this paper. In Section 3 we present a brief review of common parameter estimation methods. In Section 4 we present the superABC sampler and discuss the forward model simulation as well as the two distance metrics used in detail. In Section 5 we discuss the simulated data set used in this analysis and present our results in Section 6. We conclude with a summary of our results and a discussion in Sections 7 and 8.

2. APPROXIMATE BAYESIAN COMPUTATION

In Section 2.1 we give a brief background on Bayesian inference and traditional MCMC methods which will be useful when comparing with ABC. Readers familiar with these methods can skip to Section 4. In Section 2.2 we describe ABC and motivate its use for cosmological parameter estimation, in Section 2.3 we describe a general ABC Sequential Monte Carlo (SMC) algorithm and in Section 2.4 we discuss the ABC distance metric and sufficient conditions on summary statistics.

2.1. Bayesian Inference

The fundamental problem in Bayesian statistics is the computation of posterior distributions for the parameters of interest given some data. We are interested in estimating the posterior pdf for some underlying parameters, \( \theta \), of a model, \( M \), given some data and prior information about those parameters. Bayes Theorem allows us to write this posterior distribution in terms of the likelihood for the data, \( L(D|M(\theta)) \), and the prior distribution, \( \pi(\theta) \), as

\[
P(\theta|D) = \frac{L(D|M(\theta))\pi(\theta)}{\int L(D|M(\theta))\pi(\theta)d\theta}
\]

where the denominator is referred to as the Bayesian Evidence or marginal likelihood; and the integral runs over all possible parameter values. The prior probability represents our state of knowledge of the data and may incorporate results from previous experiments; restrict the range for physical parameters e.g. masses must be positive; or may be un-informative with little restriction. The choice of likelihood for many cosmological analyses is a single or multivariate Gaussian where the mean is evaluated using some physical model and the covariance matrix is measured or estimated either analytically or numerically. In this framework the accuracy of the parameter estimation will depend heavily on our choice for the likelihood, as well as the accuracy of the physical model for the data, and how well parameter covariance and correlated systematics are described in the covari-
ance matrix (see e.g. Zuntz et al. 2015; Eifler et al. 2014). For a review of probability, parameter inference and numerical techniques such as MCMC methods please see e.g. (Trotta 2008; Heavens 2009; Jaynes 2003).

MCMC techniques are an efficient way to simulate from the posterior pdf when analytical solutions do not exist or are intractable. An MCMC algorithm constructs a sequence of points in parameter space, referred to as an MCMC chain, which is a discrete time stochastic process where each event in the chain is generated from the Markov assumption that the probability of the \((i+1)\)th element in the chain only depends on the value of the \(i\)th element. Markov Chains are called ‘memory-less’ because of this assumption. A key property of Markov chains is that under certain conditions the distribution of the chain evolves to a stationary or target state independently of its initial starting point. If our target distribution is the posterior pdf then we want the unique distribution\(^1\) for the Markov Chain to be the posterior distribution. Many MCMC algorithms exist, including the Metropolis-Hastings algorithm (Metropolis et al. 1953), Gibbs sampling, Hamiltonian Monte Carlo, importance sampling and ensemble sampling (see e.g. Goodman & Weare 2010). Each method relies on a proposal distribution (which may have separate parameters which need to be tuned) to advance events in the chain from the starting distribution towards the target pdf. Once the chain has converged the density of points in the chain is proportional to the posterior pdf. If the likelihood and model are correct then MCMC will lead to the correct posterior pdf for the model parameters.

2.2. ABC: parameter inference without likelihood assumptions

In traditional MCMC approaches the likelihood used (most often a simple multi-Gaussian) is a key assumption in the method. With incomplete analytical expressions for the likelihood or computational restrictions on how accurately we can estimate the covariance matrix, this assumed pdf will be incorrect, leading to biased parameter constraints. Even if the covariance matrix used is correct we can still obtain incorrect parameter constraints if the assumed form for the likelihood is incorrect. ABC methods aim to simulate samples directly from the parameter posterior distribution of interest without assuming a particular form for the likelihood.

2.3. ABC algorithms

Given a set of parameters, \(\theta\), with associated priors, \(\pi(\theta)\) and a forward simulated model for the data vector, \(f(D|\theta)\), we can simulate from the posterior distribution, \(P(\theta|D)\), by first drawing sample parameters \(\theta^* \sim \pi(\theta)\), then simulating a dataset with these parameters \(D^* \sim f(D|\theta^*)\). The simplest ABC algorithm is rejection sampling. In a rejection sampling algorithm, we reject \(D^*\) unless it exactly equals the true data, \(D\). For discrete data this algorithm would not be practical as many simulated samples would be rejected until a simulation exactly replicates the data.

In practice we make an approximation and accept simulated datasets which are ‘close’ to the true data. This notion of simulating a dataset which is close to the observed data introduces the idea of a distance metric and tolerance level in ABC. The distance metric allows us to compare the data to the simulation and the tolerance level tells us how close the two need to be for us to accept the proposed parameters of the simulation. We accept proposed parameters \(\theta^*\), if \(\rho(D^* - D) < \epsilon\) where \(\rho\) is the distance metric, which could be e.g. the Euclidean norm \(||D^* - D||\), and \(\epsilon\) is a tolerance threshold. This procedure produces samples from the pdf \(P(\theta|\rho(D^* - D) < \epsilon)\), which will be a good approximation of the true posterior if \(\epsilon\) is small. The threshold \(\epsilon\) could be chosen to be a constant at each iteration however in practice the algorithm is more efficient if \(\epsilon\) is initially large, but is decreased at each step as the distribution converges on the true distribution.

Rather than drawing candidates, \(\theta^*\), one at a time, we can speed up the ABC algorithm by working with large groups or pools of candidates, called particles, simultaneously. At each stage of the algorithm the particles are perturbed and filtered using the distance metric, and eventually this pool of particles moves closer and closer to simulating from the desired posterior distribution. This approach is known as Sequential Monte Carlo (SMC) or Particle Monte Carlo sampling and the algorithm is presented in Algorithm 1 (see e.g. Beaumont et al. 2008; Toni et al. 2009; Sisson & Fan 2010).

In Algorithm 1 we outline how the particles are filtered and perturbed using a weighted transition kernel. The transition kernel serves the same purpose as the proposal distribution in a standard MCMC algorithm. The transition kernel, \(K\), specifies the distribution of a random variable that will be added to each particle to move it around in the parameter space. Different ABC SMC algorithms can be distinguished by how sampling weights are assigned to the particles in the pool. The weighting scheme in ABC SMC minimizes the Kullback – Leibler distance, a measure of the discrepancy between two probability density functions. Minimizing the Kullback – Leibler distance between the desired posterior and the proposal distribution maximizes the acceptance probability in the algorithm (Filippi et al. 2011). For more details on the different choices of kernel as well as

\(^1\) The stationary distribution the Markov Chain should asymptote to.
optimization techniques (see e.g. Beaumont et al. 2008; Filippi et al. 2011).

At iteration \( t \), the ABC SMC algorithm proposes parameters from the following

\[
q_t(\theta) = \begin{cases} 
\pi(\theta), & \text{if } t = 0, \\
\sum_{j=1}^{N} w_{j,t-1} \mathcal{K}(\theta_{j,t-1}|\theta_{j,t}, C_{t-1}), & \text{otherwise}
\end{cases} \tag{2}
\]

where \( w_{j,t-1} \) are the chosen weights for particle \( j \) at iteration \( t - 1 \) and \( C_{t-1} \) is the covariance amongst the particles at \( t - 1 \). This algorithm effectively filters out a particle from the previous weighted pool, \( \theta_{t-1} \), then perturbs the result using the kernel \( \mathcal{K} \). We use an optimized Gaussian kernel and set the covariance matrix to be twice the weighted covariance matrix amongst all the particles in *astroABC* (see Appendix A) (see Beaumont et al. 2008; Filippi et al. 2011; Jennings & Madigan 2016, for more details), Note also that if the parameters are uncorrelated then a diagonal covariance matrix could be used in the sampler. The details of how the weights are assigned at each iteration is given in Algorithm 1.

**Algorithm 1** ABC SMC algorithm for estimating the posterior distribution for parameters \( \theta \) using \( N \) particles, the prior distribution \( \pi(\theta) \), given data \( D \) and a model for simulating the data \( f(D|\theta) \). \( \theta_{i,t} \) represents the parameter set for particle \( i \) and iteration \( t \). Note \( N \) here represents a Normal (Gaussian) distribution.

1: Set the tolerance thresholds, \( \epsilon_i \) for \( t = 0 \cdots T \) iterations.
2: **procedure** ABC SMC LOOP
3: At iteration \( t=0 \):
4:   **for** \( 1 \leq i \leq N \) **do**
5:     while \( \rho(D, D^*) > \epsilon_0 \) **do**
6:       Sample \( \theta^* \) from prior \( \theta^* \sim \pi(\theta) \)
7:       Simulate data \( D^* \sim f(D|\theta^*) \)
8:       Calculate distance metric \( \rho(D, D^*) \)
9:     **end while**
10:    Set \( \theta_{i,0} \leftarrow \theta^* \)
11:    Set weights \( w_{i,0} \leftarrow 1/N \)
12:  **end**
13:  **end**
14: At iteration \( t > 0 \):
15:   **for** \( 1 < t < T \) **do**
16:     **for** \( 1 \leq i \leq N \) **do**
17:       while \( \rho(D, D^*) > \epsilon_t \) **do**
18:         Sample \( \theta^* \) from previous iteration. \( \theta^* \sim \theta_{1:N,t-1} \) with probabilities \( w_{1:N,t-1} \)
19:         Perturb \( \theta^* \) by sampling \( \theta^{**} \sim N(\theta^*, C_{t-1}) \)
20:         Simulate data \( D^{**} \sim f(D|\theta^{**}) \)
21:         Calculate distance metric \( \rho(D, D^{**}) \)
22:       **end while**
23:       Set \( \theta_{i,t} \leftarrow \theta^{**} \)
24:       Set \( w_{i,t} \leftarrow \frac{\pi(\theta_{i,t})}{\sum_{j=1}^{N} w_{j,t-1} \mathcal{K}(\theta_{j,t-1}|\theta_{j,t}, C_{t-1})} \)
25:   **end**
26:  Set covariance \( C_t \) using e.g. twice weighted empirical covariance (Beaumont et al. 2008)
27: **end**
28: **end procedure**

2.4. The ABC metric and sufficient statistics

Using high-dimensional data can reduce the acceptance rate and reduce the efficiency of the ABC algorithm. In many cases it may be simpler to work with some lower dimension summary statistic of the data, \( S(D) \), e.g. the sample mean, rather then the full dataset (Marjoram et al. 2003). In this case the chosen statistic needs to be a so-called sufficient statistic. A statistic is called a sufficient statistic if any information about the parameter of interest which is contained in the data, is also contained in the summary statistic. More formally a statistic \( S(D) \) is sufficient for \( \theta \), if the distribution \( P(D|S(D)) \) does not depend on \( \theta \). This requirement ensures that in summarizing the data we have not thrown away constraining information about \( \theta \).

The ABC method relies on some distance metric to compare the simulated data to the data that were observed. It is common to use the weighted Euclidean distance,

\[
\rho(S(D) - S(D^*)) = \left( \sum_i \left( \frac{S(D)_i - S(D^*)_i}{\sigma_i} \right)^2 \right)^{1/2}
\]

between the observed and simulated data set or summary statistics as a metric, where \( \sigma_i \) is the error on the \( i \)th summary statistic (see e.g. Beaumont et al. 2002). Choosing a summary statistic and distance metric which are sensitive to the parameters of interest is a crucial step in parameter inference. The success of ABC relies on the fact that if the distance metric is defined by way of sufficient statistics, then the resulting approximation to the posterior will be good as long as \( \rho(S(D) - S(D^*)) \) is less than some small threshold. If the model is not able to replicate the data then many samples will be rejected at a given threshold and the ABC algorithm will not converge towards the true posterior distribution. We outline the two metrics used in the paper in Sections 4.2.1 and 4.2.2.

3. REVIEW OF COMMON PARAMETER ESTIMATION METHODS

In this section we discuss two parameter estimation methods which have been used in previous SN analysis studies. The first approach allows us to obtain cosmological parameter constraints from a SN dataset by using the fitted SALT-II parameters of epoch of peak brightness (\( t_0 \)), amplitude (\( x_0 \)), stretch (\( x_1 \)), and color (\( c \sim B - V \) at \( t_0 \)), for each event. A distance modulus is determined for each event by standardizing the SN brightness and using the Tripp relation (Tripp 1998),

\[
\mu = m_B + \alpha x_1 - \beta c - M_0 \tag{4}
\]

where \( \mu \) is the distance modulus, \( m_B = -2.5 \log x_0 \), \( M_0 \) is the rest-frame magnitude for a SN Ia with \( x_1 = c = 0 \).
and \( \alpha, \beta \) are global parameters used to standardize the SN Ia brightness. This procedure for obtaining distances using the Tripp relation is implemented in the SALT2mu program (Marinner et al. 2011). We shall refer to \( \alpha \) and \( \beta \) as the supernova standardization parameters in this paper. In SALT2mu the free parameters \( \alpha \) and \( \beta \) are determined in a fixed fiducial cosmology using a maximum likelihood estimation and the distance modulus for each event is then obtained assuming the Tripp relation. After light-curve fitting, cosmological parameter constraints are then obtained using either a frequentist approach maximizing a Normal (Gaussian) likelihood pdf, or a Bayesian approach sampling over the product of this likelihood with the prior to simulate samples from the posterior distribution. A simple example of the likelihood assumed is

\[
\mathcal{L}(\mu|\mu_{\text{model}}(z, \Omega_m, w_0, \cdots)) \propto \exp\left\{-\frac{1}{2} \sum_i \left( \frac{\mu_i - \mu_{i,\text{model}}(z, \Omega_m, w_0)}{\sigma_i} \right)^2 \right\}
\]

where \( \mu^i \) is the distance modulus for an individual SN event (assuming that each is independent and drawn from a Normal distribution), with associated error \( \sigma^i \); and in a flat universe (\( \Omega_k = 0 \)),

\[
\mu_{\text{model}}(z^i, \Omega_m, w_0, \cdots) = 5 \log_{10} \left( \frac{c(1 + z)}{h} \right) \sum_{i=1}^{n} \frac{1}{E(z^i)}
\]

where \( h \) is the Hubble parameter and

\[
E(z) = \sqrt{\Omega_m (1 + z)^3 + (1 - \Omega_m) c^2 \int_0^z \frac{1}{E(z')} \mathrm{d}z' \left[ 1 + w(z') \right]}.
\]

Here \( w \) is the dark energy equation of state with present value \( w_0 \). The associated error, \( \sigma_z \), includes contributions from sample variance, correlations between \( c, z_1 \), and \( m_B \), intrinsic scatter, redshift uncertainty, peculiar velocity uncertainty and lensing uncertainty.

Note in the superABC sampler we will fit for cosmological parameters of interest and the supernova standardization parameters \( \alpha \) and \( \beta \) simultaneously. Ultimately this makes the ABC approach presented here very different to the two stage fitting technique presented above. As an example consider fitting for the following parameters \( \Omega_m, w_0, \alpha \) and \( \beta \) given some data \( D \). Using the ABC sampling technique on this example, we are simulating samples from a 4 dimensional posterior pdf \( P(\Omega_m, w_0, \alpha, \beta|D) \). In the commonly used two stage fitting technique the constraints on \( \alpha \) and \( \beta \) are obtained from a conditional pdf, \( P(\alpha, \beta|D, \Omega_m, w_0) \), and, following this, the constraints on \( \Omega_m, w_0 \) are simulated from a conditional pdf \( P(\Omega_m, w_0|\alpha, \beta, D) \). Ultimately this means that the two methods are very different and we should not expect them to yield equivalent results. However, the results may be similar in specific cases e.g. where the first fit for \( \alpha \) and \( \beta \) gives unbiased results and informative priors on used in the subsequent sampling step.

The fitted parameters output from SALT-II fitting program, \((t_0, x_0, c, and x_1)\), are a biased sample from an intrinsic parent distribution of color and stretch. This bias occurs in sample selection and light-curve fitting to the data which has both intrinsic scatter and noise. This bias has been examined in recent works (Conley et al. 2011; Betoule et al. 2014; Scolnic & Kessler 2016). In typical likelihood-based analyses, the likelihood assumes a complete set of SNe Ia. Therefore, working with biased samples will result in biased estimates of the model parameters. One of the key advantages of the ABC approach is that as long as our simulated dataset is a correct forward model simulation of the data, then, when creating a sufficient summary statistic of each (Section 2.4), these biases are naturally taken into account. For example the same selection effects and light-curve fitting method are applied to both the simulation and the data.

The second parameter estimation method which we discuss uses a MCMC sampler with the likelihood adopted in Betoule et al. (2014). In this method the likelihood function assumed is different from Eq. 6 in that both the ‘data’ and the model depend on the parameters (equation 15 in Betoule et al. (2014)). In this approach cosmological parameters, \( \Omega_m \) and \( w_0 \) are fit simultaneously with \( \alpha \) and \( \beta \). In the following sections we present some results using a likelihood module based on equation 15 of Betoule et al. (2014) and a MCMC sampler in the publicly available parameter estimation code CosmoSIS (Zuntz et al. 2015). The effect of calibration uncertainties are estimated using the method described in equations 5 and 6 of Conley et al. (2011). In this method calibration uncertainties are estimated and incorporated as a fixed uncertainty in the covariance matrix and do not vary from point to point in parameter space. Note that both \( \alpha \) and \( \beta \) are allowed to vary in the covariance matrix at every point in parameter space.

In this analysis we present results accounting for calibration uncertainties in the four DES passbands in both the superABC sampler and using an assumed Gaussian likelihood in a MCMC sampler from CosmoSIS when wide uniform and CMB priors are employed in each. Note we present these two results to contrast the two different methods of incorporating systematics in each. The main advantage of ABC is that the systematic effects are implemented consistently at every point in parameter space and if there are any correlations with other parameters they are marginalized over correctly. To account for systematic effects due to calibration uncertainties in the superABC sampler, we include four extra parameters, \( Z_x, Z_p, Z_1, Z_p \), each with a Gaussian
prior $Z^k_p \sim \mathcal{N}(0, 0.01)$ where $k$ represents one of the four passbands. This is implemented in the forward model simulation by changing the observed zero point, which is a mechanism for simulating calibration uncertainties.

With an assumed likelihood in an MCMC sampler calibration systematics are incorporated approximately as a fixed uncertainty in the covariance matrix and so it is not clear if the effect of systematics has been overestimated or underestimated. It is important to distinguish between a fundamental limitation of incorporating systematics versus a poor implementation of them in the likelihood. With the correct analytical expression or estimate from simulations systematics can be incorporated exactly in the likelihood. However, if the systematic uncertainties are degenerate with the cosmological parameters in a way which varies from point to point in parameter space, e.g. changing calibration uncertainties are degenerate with changing $w_0$, then using a fixed covariance matrix in the likelihood can either over or underestimate the effect of these systematics.

Correctly accounting for calibration systematics, the superABC sampler is fitting for nine parameters simultaneously while with estimated calibration systematics the MCMC sampler is fitting for five parameters. Without systematics, both samplers are varying five parameters and although the ABC and MCMC methods are very different we would expect the results to agree in this case if the Gaussian likelihood assumed in MCMC is correct.

In previous studies using MCMC techniques the effect of many different systematic uncertainties such as core collapse contamination or host-galaxy mis-match has either been neglected or approximately accounted for using corrections from simulations in a fixed cosmology. In the ABC method we can correctly incorporate the effect of these systematic uncertainties once these are included in the forward model simulation. This is the real advantage of ABC over MCMC and once systematics are correctly accounted for we do not necessarily expect smaller parameter uncertainties from ABC compared to MCMC.

4. THE superABC SAMPLER

In Section 4.1 we present the supernova specific ABC sampling code, superABC, and we discuss the forward model simulation which is used in the sampler. In Section 4.2 we present the two distance metrics used in this analysis. In this paper superABC is a specific implementation of ABC with the novel metrics we present in Section 4.2.

4.1. Overview

The open source code superABC is will be made publicly available at https://github.com/EliseJ/superabc. The superABC code uses astroABC (Jennings & Madi- gan 2016), which is a parallel Python ABC SMC sampler, for parameter estimation. In principle any light curve simulation code could be used in superABC, with the predefined metrics. In this paper we use the SNANA light curve analysis package (Kessler et al. 2009) and its implementation of the SALT-II light-curve fitter (Guy et al. 2010), as a forward model simulation at every point in parameter space. Note that ideally the simulation package used should be able to produce a realistic sample of SN light curves (flux and uncertainties) in order to obtain accurate constraints on the cosmological parameters. We are assuming that the forward model simulation is able to accurately simulate real data and leave an investigation of potential mismatches between the true SN parent distribution and the model distribution to future work.

There are several features of superABC which are designed to optimize the sampling procedure and these are presented in Appendix D. The superABC sampler comes with the choice of two distance metrics which are described in detail in Section 4.2 and there are end-user options for new distance metrics to be defined.

One of the main advantages of using simulations in the ABC sampling technique is the fact that systematic uncertainties, which are not easily incorporated analytically into a likelihood function, are correctly included and marginalized over during sampling. In the following we assume that our simulation correctly generates measurement noise, SN Ia intrinsic scatter, and selection biases. Note that in this work the forward model simulation code used in superABC is the same as that which was used to generate the data sample described in Section 5. As this simulation is capable of producing a realistic sample of SN light curves we do not expect this choice to influence the results if applied to a real data set. As any forward model simulation can be used in the superABC sampler it would be interesting to follow up this analysis using e.g. two different simulation packages or using a different selection function in the forward model simulation to the one used to generate the mock data.

4.2. Distance metrics in superABC

In ABC sampling the distance metric is needed to compare the simulated samples to the observed data at every point in parameter space. In the following sections we represent parameters which are being varied by the sampler using a star superscript e.g. $\Omega^*_m$. In the superABC sampler we consider two different distance metrics
independently. The first metric is based on the Tripp relation (Tripp 1998) and is described in Section 4.2.1; we shall refer to this as the ‘Tripp’ metric. The second metric compares the data and simulated light curve fluxes at every proposed point in parameter space, and does not use the SALT-II formalism. We shall refer to this metric as the ‘Light Curve’ metric and it is described in Section 4.2.2. Note that in practice determining whether or not a summary statistic is ‘sufficient’ (Section 2.4) amounts to testing if the true posterior distribution for the parameters are recovered correctly after ABC sampling on the data. If a summary statistic in a metric is not able to constrain a parameter at all then it is certainly not sufficient for that parameter.

### 4.2.1. The ‘Tripp’ metric

The first metric we consider is based on the Tripp relation and uses the SALT-II fitted light curve parameters for each SN. The Tripp metric is the absolute difference between two weighted Euclidean distances given by

\[
\Delta_{\text{data}} = \frac{1}{N_{\text{data}}} \sum_{i} \frac{[\mu(z_{i}^\text{data}, \theta^{*}) - (m_{b,1}^{\text{data}} + \alpha z_{i}^\text{data} - \beta^{*} \delta M_{0}^{*})]^2}{\sigma_{m_{b,1}}^2 + \sigma_{\alpha}^2 + \sigma_{\beta}^2 + \sigma_{\delta M_{0}}^2}
\]

and

\[
\Delta_{\text{sim}} = \frac{1}{N_{\text{sim}}} \sum_{j} \frac{[\mu(z_{j}^{\text{sim}, \theta^{*}}) - (m_{b,1}^{\text{sim}, \theta^{*}} + \alpha z_{j}^{\text{sim}, \theta^{*}} - \beta^{*} \delta M_{0})]^2}{\sigma_{m_{b,1}}^2 + \sigma_{\alpha}^2 + \sigma_{\beta}^2 + \sigma_{\delta M_{0}}^2},
\]

where \( \mu(z_{i}^\text{data}, \theta^{*}) \) is the distance modulus evaluated in the proposed ABC cosmology, \( \theta^{*} = (\Omega_{m}^*, w_{0}^*) \), but at the measured redshift of the data event. The variables \( \alpha, \beta \) and \( \delta M_{0}^* \) are the stretch and color standardization parameters, and the magnitude offset parameter respectively. The variables \( z_{i}^\text{data} \) and \( c_{i}^{\text{data}} \) are the SALT-II fitted stretch and color parameters and \( m_{b,1}^{\text{data}} \) is the magnitude (see Section 3) for each data event, \( i \). The associated 1σ errors are \( \sigma_{m_{b,1}}, \sigma_{\alpha}, \sigma_{\beta}, \sigma_{\delta M_{0}} \). \( \delta M_{0} \) is the error due to intrinsic scatter which is fixed to a value of 0.11. \( M_{0} \) is fixed to a value of \(-19.35\). In Eqs. 8 and 9 above \( N_{\text{data}} \) and \( N_{\text{sim}} \) are the number of data and simulated events respectively. The parameters are similarly defined for \( \Delta_{\text{sim}} \) for the simulated sample. Note that the distance modulus is evaluated in the proposed ABC cosmology at the redshift of the simulated light curve. The Tripp metric for the \( \text{superABC} \) sampler is

\[
\rho = |\Delta_{\text{data}} - \Delta_{\text{sim}}|, \tag{10}
\]

and is evaluated at every point in parameter space during sampling; see Section 2.4 for the general definition of the ABC metric.

In the sampler we simulate samples with approximately the same number of events as the data at every point in parameter space (\(~1000\)). However due to selection cuts being applied to a random selection of SN properties, the number of simulated events is not necessarily exactly equal to the number of events in the data, \( N_{\text{data}} \neq N_{\text{sim}} \) in Eqs. 8 and 9. In principle this parameter could also be varied in the \( \text{superABC} \) sampler if the forward model simulation includes \( \sigma_{\text{int}} \) as an input variable.

### 4.2.2. The ‘Light Curve’ metric

The second metric we consider in the \( \text{superABC} \) sampler compares the data and simulated light curve fluxes output from SNANA for each observation, for each event (each SN), at every proposed point in the \( N \) dimensional parameter space, where \( N \) is the number of parameters varied by the sampler.

#### Overview of the metric

To motivate this metric we begin by considering the case where the cosmological parameters are exactly the same in the simulation and the data. During an ABC sampling run, for each data event, simulated light curve parameters are generated within \( 2\sigma \) of the color, stretch, date of estimated peak luminosity in \( g \) band, and redshift\(^2\). Each observed light curve is paired with a simulated one based on the light curve properties of the data event.

Each data event represents a random draw of color and stretch drawn from an intrinsic distribution i.e. the true distribution of colors and stretches. Here we are assuming we know the intrinsic populations of SN Ia color and stretch that correlate with luminosity,\(^3\) and so the only difference between our simulated events and the data will be due to statistical fluctuations, as each is a different realization from the same distribution.

Therefore a single data and simulated light curve pair will differ from one another due to statistical fluctuations (different draws from the intrinsic population) in color, stretch and intrinsic scatter even though the cosmological parameters are exactly the same. As our primary interest is in constraining cosmological parameters any ABC metric must be sensitive to changes in e.g. \( \Omega_{m} \) and \( w_{0} \). It must account for these statistical fluctuations and not mistakenly associate a data-simulated light curve mismatch as being due to differences in cosmology. In order to do this, prior to sampling, we create a ‘reference difference’ probability distribution function (with fixed assumptions that we know the redshifts and

\(^2\) The variance of \( 2\sigma \) is used here so that the simulated event in a four dimensional parameter space, \((x_1, c_1, t_0, z)\), is sufficiently close to the data event without inefficiently simulating events until we have an exact match to the data.

\(^3\) In practice we fix the parameters which describe the intrinsic populations. In principle these do not have to be fixed and can vary in the ABC sampler.
The reference difference pdf

Prior to any sampling, we create a ‘reference difference’ probability distribution function with the following steps:

- A *mock* data set, in a fixed known cosmology, which has the same sample size as the data, is created using the forward model simulation.
- The same number of light curve events as the mock data are simulated in the same fixed cosmology. Note that we use different random seeds for the mock data and the simulated sample here.
- We define a random variable $\delta^{cc}$ as
  \[ \delta^{cc}_i \equiv \frac{d^{cc}_i - s^{cc}_i}{\sigma(d^{cc}_i)} \]  
  where $d_i$ and $s_i$ are the fluxes at a single epoch in the mock data and simulated light curves in a matched pair respectively and $\sigma(d_i)$ is the error on the data light curve flux. Here the superscript $cc$ means that the mock data and simulation both have the same cosmology. Note $\delta^{cc}_i$ is a random variable as it is a combination of the mock data and the simulation sample which are both considered random variables in any Bayesian analysis.
- We bin $\delta^{cc}_i$ into $N_{\text{bins}}$ bins of width $B_{\text{width}}$, and normalize the resulting distribution. As a very simple example: for a sample of 500 SN Ia, each observed 5 times, the histogram would be the distribution of 2500 differences in flux.
- The normalized distribution of $\delta^{cc}$ represents the ‘reference difference’ probability distribution and is saved for use in the superABC sampler. Note this is one single reference difference pdf which characterizes the statistical fluctuations between the mock data and the simulated sample.

We refer to this saved distribution as the *reference difference* pdf, $p(\delta^{cc})$. It represents the *expected deviations in the light curves if the cosmology is the same*, as well as the redshift and the SN Ia color and stretch population assumptions in both the mock data and the simulated sample. Note the distribution of the random variable $\delta^{cc}$ is similar to a Gaussian with mean 0, although it is more sharply peaked with wider tails. In this paper we create $p(\delta^{cc})$ using three fixed cosmologies i.e. all of the steps above are followed for three different cosmologies ($\Omega_m = 0.23, 0.3$ and 0.46 and $w_0 = -1$). The reference difference pdf is the average from these three. We have found in practice that using more than three cosmological models or varying more parameters has little impact on the reference difference pdf. We have tested that $p(\delta^{cc})$ is very similar, independent of the cosmology. Just as long as the simulation and mock data have the same cosmology, the distribution of the random variable, $\delta^{cc}_i$, is approximately constant. There are small differences between the three pdfs but the key point is that these are much smaller then the difference between a data and simulated sample set which have different cosmological parameters. In Appendix A we show the normalized reference difference pdfs in these three cosmologies.

Using the Light Curve metric in the sampler

For the data sample described in Section 5 (note this is distinct from the mock data in Section 4.2.2 which we use to make the reference pdf, we run the superABC sampler which, for every particle, proposes a trial set of cosmological parameters, $\theta^*$, representing a trial cosmology, $\hat{c}$. We distinguish between these two as $\theta^*$ represents only the parameters which are varying in the sampler while $\hat{c}$ represent all parameters needed to specify the cosmological model. For example, we may choose to vary only $\theta^* = \{\Omega_m\}$ in the sampler but the cosmological model is specified by the 6 parameters of the ΛCDM model. The data sample is described by an unknown ‘true’ cosmology which we denote as $c_T$.

Given $\theta^*$ in cosmology $\hat{c}$ we generate approximately the same number of simulated light curve events as the data and evaluate the following random variable for each epoch in the data light curve,

\[ \delta^{cc}_i \equiv \frac{d^{cc}_i - s_i}{\sigma(d^{cc}_i)} \]  

We bin the observed frequencies of $\delta^{cc}_i$ into $N_{\text{bins}}$ bins of width $B_{\text{width}}$ and denote this *unnormalized* distribution as $O_{\delta^{cc}}$ where the number of $\delta^{cc}_i$ is $N_{\text{obs}}$.

If our trial cosmology is correct i.e. if $c_T = \hat{c}$, then we would expect $O_{\delta^{cc}}$ to be drawn from the reference difference probability distribution function, $p(\delta^{cc})$ (Section 4.2.2). Given the reference difference pdf, the *expected
distribution of differences for the data sample is

\[ \mathcal{E}_{cc} = p(\delta^{cc})N_{\text{obs}}B_{\text{width}}. \]  

We use the same number of bins as the reference metric, \( N_{\text{bins}} \) to find \( \mathcal{E}_{cc} \). Since \( p(\delta^{cc}) \) is normalized by integrating Eq. 13 over all bins gives the total number observed, \( N_{\text{obs}} \), as expected.

Finally, the Light Curve metric is defined as the Pearson’s chi-square test statistic given observed and expected frequencies:

\[ \chi^2 = \sum_{j=0}^{N_{\text{bins}}} \chi_{cc,j}^2, \quad \text{where} \]

\[ \chi_{cc,j}^2 = \left( \frac{(O_{cc,j} - E_{cc,j})^2}{E_{cc,j}} \right). \]  

In the superABC sampler the metric is \( \rho = \chi^2 \). The nice feature of this metric is that the test statistic is distributed according to the \( \chi^2 \) distribution with \( N_{\text{bins}} \) degrees of freedom and we present some illustrative examples of this in Appendix A.

5. THE DATA SET AND SNANA SIMULATION

Throughout this paper we use a simulated data set constructed from SNANA simulations based on the first DES Supernova program season (Bernstein et al. 2012). We refer to this as our data in the rest of the paper to distinguish it from the simulated outputs from the superABC sampler. The data set consists of 1070 light curves in the redshift range \( 0.01 < z < 1.2 \) based on the cadence and observing conditions from the DES supernova program (Kessler et al. 2015; Flaugher et al. 2015) in the griz filter set.

For each SN event the SNANA simulation code generates a realistic flux and uncertainty for each observation. These fluxes are translated into simulated observed fluxes and uncertainties using a survey specific library (see e.g. Fig. 1 in Kessler et al. 2009, for an example excerpt from a such a library for the SDSS-II SN Survey). For each DES supernova observation, the simulated magnitude is converted into a flux using the image zero point and CCD gain. The simulated flux uncertainty is computed from the point-spread function (PSF), sky noise, and zero point.

The supernova model magnitudes are generated from the SALT-II light curve model “G10” in which 70% of the contribution to the Hubble residuals is from achromatic variation and 30% from chromatic variation. The redshift distribution was generated with the redshift-dependent volumetric rate, \( R(z) \), taken from Dilley et al. (2008), with \( R(z) \propto (1 + z)^{1.5} \). An artificial low redshift sample \((0.01 < z < 0.08)\) is generated with the same passbands and depth as for the DES sample and comprises \( \sim 9\% \) of the total distribution. In this analysis we ignore contamination from core collapse SNe that would occur in a photometric analysis, and simulate only spectroscopically confirmed SN Ia. The redshift distribution of our data set is shown in Fig. 1. Our simulated data set was generated with the following cosmology and standardization parameters: \( \Omega_m = 0.3, \Omega_\Lambda = 0.7, h = 0.7, w_0 = -1, \alpha = 0.14 \) and \( \beta = 3.2 \). The simulation and fitting files used to produce the simulated dataset in this paper are available online at https://github.com/EliseJ/superabc.

6. RESULTS

In Section 6.2 we present the results from the superABC sampler using the Tripp metric, described in Section 4.2.1, both with and without systematic uncertainties. In Section 6.3 we present the results from using the Light Curve metric discussed in Section 4.2.2.

To account for systematic effects due to calibration uncertainties, we include four extra parameters, \( Z_p, Z_p', Z_p'' \), which are sampled over in the ABC sampler, using the following Gaussian prior \( Z_p \sim \mathcal{N}(0, 0.01) \) where \( k \) represents one of the four passbands. This is implemented in the SNANA simulation by changing the observed zero point, which is a mechanism for simulating calibration uncertainties.

Throughout we use the superABC sampler with an adaptive tolerance threshold based on the 75th quartile of the distances \((\rho \text{ in Algorithm 1})\) in the previous iteration and a weighted covariance matrix estimation in order to perturb the particles at each iteration (see Figure 1. The redshift distribution of the data set used in this paper. A low-redshift sample \((0.01 < z < 0.08)\) makes up \( \sim 9\% \) of the total distribution.
Jennings & Madigan 2016, for more details on these settings). The tolerance level, $\epsilon$, is a constant which decreases at each iteration to ensure that the simulated sample matches the true data set more closely and we can recover the correct posterior distribution. In all runs we remove $\sim 20\%$ of the steps as burn-in and all errors reported are using the resulting steps. We report wall clock times for running the superABC sampler in Appendix B.

6.1. Priors

Where stated, we have used a CMB prior on the cosmological parameters $\Omega_m$ and $w_0$. In practice we do this using the publicly available MCMC chains ($TT + lowP$, allowing the dark energy equation of state parameter, $w_0$, to vary) from the Planck Collaboration (Planck Collaboration et al. 2015). We use the marginal 1D pdfs for both parameters $P(\Omega_m)$ and $P(w_0)$ from these chains as priors in the superABC sampler using inverse transform sampling. The mean and standard deviations of these 1D pdfs are $\Omega_m = 0.338 \pm 0.099$ and $w_0 = -1.032 \pm 0.475$. Note using the marginal pdfs is a conservative choice here as all possible correlations with the other parameters are included and marginalized over which will inflate our constraints.

When not using Planck priors for $\Omega_m$ and $w_0$ we use wide uniform priors for each: $\Omega_m \sim U(0.05, 0.95)$ and $w_0 \sim U(-2.5, -0.2)$. The priors used for the remaining parameters are: $\alpha \sim U(0.05, 0.25)$, $\beta \sim U(1.0, 5.0)$ and $\delta M_0 \sim N(0, 0.02)$.

6.2. Constraints using the Tripp metric

6.2.1. Constraints using the Tripp metric with uniform priors

In this section we present the parameter constraints using the Tripp metric with and without allowing for calibration uncertainties. We vary five parameters, $\{\Omega_m, w_0, \alpha, \beta, \delta M_0\}$ in the superABC sampler with uniform priors. In Fig. 2 we show the accepted parameters for $\Omega_m$ and $w_0$ at four different iterations in the sampler using 100 particles. Each particle is represented as a green circle in this figure and the ‘true’ parameters of the data are shown at the intersection of the dashed black lines. In Fig. 3 we show the 1 and 2σ contours for $\Omega_m$ and $w_0$ using the Tripp metric, discussed in Section 4.2.1, without Planck priors. The filled green contours show constraints obtained by varying 5 parameters ($\Omega_m, w_0, \alpha, \beta, \delta M_0$) without including systematic uncertainties or Planck priors. The ABC particles are represented by green circles at each iteration. The ‘true’ parameters of the data are shown at the intersection of the dashed black lines.
tistical uncertainties only. The dashed lines show parameter constraints varying nine parameters (four of these are calibration uncertainty parameters). The true parameters of the data are represented by the yellow star. In both cases we recover the true parameter value in the data within the 1σ error. Our marginalized constraints are \( \Delta(\Omega_m) = \Omega_m^{\text{true}} - \Omega_m^{\text{best fit}} = -0.06 \pm 0.12, \Delta(w_0) = 0.18 \pm 0.33 \) with statistical uncertainties and \( \Delta(\Omega_m) = -0.03 \pm 0.13, \Delta(w_0) = 0.17 \pm 0.37 \) with systematics. The effect of including these four systematic uncertainties is to increase the uncertainty on \( w_0 \) by \(-14\%\) and shift the best fit value closer to the true value. We obtain constraints on \( \Delta(\delta M_0) \) of \(-0.009\pm0.005\) with statistical uncertainties and \(-0.010\pm0.008\) with both statistical and systematic uncertainties.

In Table 1 we show the best fit values and 1σ constraints on the SN standardization parameters \( \alpha \) and \( \beta \). We obtain approximately a 24% error on \( \alpha \) and a 7% error on \( \beta \) without systematic uncertainties which is relatively unchanged by the inclusion of systematic uncertainties. As the calibration uncertainties are largely degenerate with the cosmological parameter \( w_0 \), it is expected that most of the impact of including these uncertainties would be seen for this parameter. Note the increased uncertainty on \( \Omega_m \) with systematics compared to without is due to varying nine parameters with systematics as opposed to five parameters without.

We can compare the results from the superABC sampler with the results from using a MCMC sampler (Section 3) when systematic uncertainties are not taken into account. The MCMC results are \( \Delta(\Omega_m) = -0.06 \pm 0.12, \Delta(w_0) = 0.05 \pm 0.34, \Delta(\alpha) = 0.007 \pm 0.020 \) and \( \Delta(\beta) = -0.40 \pm 0.19 \). We achieve similar constraints on \( \Omega_m \) and \( w_0 \) using the Tripp metric in this case, however our uncertainties on \( \alpha \) and \( \beta \) are slightly larger than those obtained using MCMC (see Table 1) but in contrast to the MCMC results we achieve unbiased results for both parameters. One interesting point to note is that we find non-zero covariance between the four parameters in both the results from the superABC sampler and MCMC. In particular using superABC the correlation between \( \alpha \) and \( w_0 \) is of the same order of magnitude as the correlation between \( \alpha \) and \( \beta \). This would suggest some degeneracy between the parameters in the likelihood model in the case of MCMC, and the metric in the case of superABC. This correlation is certainly not physical given the independence of cosmological parameters and SN parameters but may be a result of selection effects.\(^5\) A detailed study of this effect is beyond the scope of this work.

In Appendix C, when we fix \( \Omega_m, w_0 \) and \( \delta M_0 \) and only fit for \( \alpha \) and \( \beta \) with the Tripp metric in superABC we obtain significantly tighter constraints on these two parameters compared to varying five parameters simultaneously. As the covariance between the four parameters, \( \Omega_m, w_0, \alpha \) and \( \beta \) is non-zero we would expect that allowing five parameters to vary increases the parameter uncertainties as found with the superABC sampler.

As discussed in Section 3, when including calibration uncertainties, the MCMC method is accounting for systematics approximately while the ABC sampler is correctly including the effect of these at every point in parameter space. As a result the superABC sampler is fitting for nine parameters simultaneously while the MCMC sampler is fitting for five parameters. To incorporate calibration uncertainties in the MCMC covariance matrix we follow the method in Conley et al. (2011). Firstly SALT2 fit parameters are obtained for each SN in the data set assuming no calibration systematics, then the data is refit assuming a maximum uncertainty of 0.01 mag. The difference in each of these fit parameters with and without uncertainties is calculated. Off diagonal elements in the covariance matrix are constants corresponding to a linear combination of the differences following equations 5 and 6 in Conley et al. (2011). In the superABC sampler calibration uncertainties in the four bands are parameters with Gaussian priors, \( \mathcal{N}(0,0.01) \), and so the impact of these systematics in the sampling method are allowed to vary from point to point in parameter space. In Fig. 3 we plot the results from the MCMC sampler with and without including systematic uncertainties as dot-dashed lines and purple filled contours respectively. The MCMC constraints accounting for systematics are \( \Delta(\Omega_m) = -0.02 \pm 0.12, \Delta(w_0) = 0.12 \pm 0.38, \Delta(\alpha) = 0.007 \pm 0.020 \) and \( \Delta(\beta) = -0.399 \pm 0.197 \). Overall we see a \( \sim 11\% \) increase in the uncertainty on \( w_0 \) with systematics compared to without from the MCMC sampler which is smaller than the increase measured from the ABC sampler (14%). We find that approximately including the effect of systematics using a fixed uncertainty in covariance matrix causes the MCMC sampling method to underestimate the uncertainties on \( w_0 \).

Note that we find a bias in the best fit value of \( \beta \) recovered using the MCMC sampler. This is possibly the result of neglecting selection effects in the likelihood model. As the selection function is consistently accounted for in the ABC simulations, and we are assuming we know the selection function that was applied to the data, there is no bias present in the superABC results.

\(^5\) Alex Conley, private communication.
In Fig. 4 we plot the results from the MCMC sampler with and without including systematic uncertainties as dot-dashed lines and purple filled contours respectively. The MCMC results are $\Delta(\Omega_m) = 0.000 \pm 0.012$, $\Delta(w_0) = -0.03 \pm 0.082$, $\Delta(\alpha) = 0.008 \pm 0.020$ and $\Delta(\beta) = -0.41 \pm 0.19$. From this plot it is clear that the ABC 1 and 2$\sigma$ contours are a less symmetric and smaller than those from the MCMC sampler. This is possibly due to the lack of any Gaussian likelihood assumption in the case of ABC and the fact that the prior dependence in each algorithm is very different. We achieve tighter constraints on $\Omega_m$ and slightly larger constraints on $w_0$ using the Tripp metric in this case. When including systematic uncertainties the superABC sampler is correctly accounting for these uncertainties and fits for nine parameters simultaneously, while the MCMC sampler uses an estimated uncertainty in the covariance matrix and fits for five parameters. The MCMC constraints accounting for systematics are $\Delta(\Omega_m) = -0.0005 \pm 0.0119$, $\Delta(w_0) = -0.006 \pm 0.097$, $\Delta(\alpha) = 0.0077 \pm 0.0201$ and $\Delta(\beta) = -0.40 \pm 0.20$. Overall we see a $\sim 15\%$ increase in the error on $w_0$ with systematics compared to without from the MCMC sampler which is smaller then the increase found using the ABC sampler (17%). As found in Section 6.2.1 incorporating systematic errors approximately as in the MCMC sampler causes a slight underestimation of the uncertainties on $w_0$. Including systematics uncertainties slightly shifts the 1 and 2$\sigma$ contours towards more negative values of $w_0$ for both samplers. We find similar uncertainties on $\alpha$ and $\beta$ with both the superABC and the MCMC sampler, however as before we find a bias in the best fit value of $\beta$ from MCMC which is not seen with the ABC sampler (see Table 1). This is likely to be the result of neglecting selection effects in the likelihood model in the MCMC sampler.

In Fig. 5 we plot the 1 and 2$\sigma$ contours for the SN standardization parameters $\alpha$ and $\beta$ allowing for systematic uncertainties. We recover the correct value of $\alpha$ and $\beta$ within the 1$\sigma$ error bar. As these constraints were obtained by fitting for 9 parameters simultaneously in the superABC sampler it is not expected that we should achieve the same precision on the standardization parameters which is possible with SALT2mu maximum likelihood technique which fits for 2 parameters. In Appendix C we show that the Tripp metric can constrain the standardization parameters with comparable precision to SALT2mu when the cosmological parameters are fixed.

### 6.3. Constraints using the Light Curve metric

In Fig. 6 the 1 and 2$\sigma$ contours for $\Omega_m$ and $w_0$ using the Light Curve metric, discussed in Section 4.2.2, with Planck and uniform priors are shown as the dashed

---

**Figure 4.** The 1 and 2$\sigma$ contours for $\Omega_m$ and $w_0$ using the Tripp metric including Planck priors on $\Omega_m$ and $w_0$. The filled green contours show constraints obtained by varying $(\Omega_m, w_0, \alpha, \beta, \delta M_0)$ without including systematic uncertainties. The dashed lines show parameter constraints varying the same 5 parameters as well as four calibration uncertainty parameters. The “true” parameters of the data are represented by the yellow star. In both cases we recover the true parameter value in the data are represented by the yellow star. The results from the MCMC sampler without (with) systematic uncertainties are shown as filled purple contours (dot dashed lines).
Table 1. The difference between the ‘true’ and best fit values for the parameters \(\{\Omega_m, w_0, \alpha, \beta\}\) obtained from the superABC sampler using 100 particles for 18 iterations. E.g. In this table \(\Delta(\Omega_m) = \Omega_m^{\text{true}} - \Omega_m^{\text{best fit}}\). The uncertainties shown are the standard deviation of the 1D marginalized pdfs. The true values of the parameters in the data are \(\Omega_m = 0.3, w_0 = -1.0, \alpha = 0.14\) and \(\beta = 3.2\). The number in brackets for the Tripp metric with Planck priors and without systematic uncertainties represents the standard deviation on the 1σ error reported amongst 10 different realizations of the data. The last four rows show the results from an MCMC sampler used on the same data.

| sampler | priors on \(\{\Omega_m, w_0\}\) | \(\Delta(\Omega_m)\) | \(\Delta(w_0)\) | \(\Delta(\alpha)\) | \(\Delta(\beta)\) |
|---------|-------------------------------|------------------|----------------|-----------------|----------------|
| stat only | Tripp \(U(0.05, 0.95), U(-2.5, -0.2)\) | \(-0.06 \pm 0.12\) | \(0.18 \pm 0.33\) | \(0.010 \pm 0.031\) | \(-0.13 \pm 0.25\) |
|          | Planck                         | \(0.001\)         | \(-0.036\)     | \(-0.009\)      | \(0.005\)      |
|          | Light Curve                    | \(0.006(0.0001)\) | \(0.109(0.006)\) | \(0.028(0.0007)\) | \(0.280(0.011)\) |
|          | Light Curve                    | \(-0.09 \pm 0.10\) | \(0.32 \pm 0.33\) | \(0.003 \pm 0.020\) | \(0.05 \pm 0.29\) |
|          | Planck                         | \(0.002 \pm 0.012\) | \(-0.05 \pm 0.06\) | \(0.009 \pm 0.018\) | \(0.07 \pm 0.22\) |
| with sys | Tripp \(U(0.05, 0.95), U(-2.5, -0.2)\) | \(-0.03 \pm 0.13\) | \(0.17 \pm 0.37\) | \(0.001 \pm 0.040\) | \(-0.17 \pm 0.38\) |
|          | Planck                         | \(0.0004 \pm 0.0062\) | \(-0.06 \pm 0.132\) | \(-0.01 \pm 0.02\) | \(-0.08 \pm 0.28\) |
| stat only | MCMC \(U(0.05, 0.95), U(-2.5, -0.2)\) | \(-0.06 \pm 0.12\) | \(0.05 \pm 0.34\) | \(0.007 \pm 0.020\) | \(-0.40 \pm 0.19\) |
|          | Planck                         | \(0.00 \pm 0.012\) | \(-0.03 \pm 0.082\) | \(0.008 \pm 0.020\) | \(-0.41 \pm 0.19\) |
| with sys | MCMC \(U(0.05, 0.95), U(-2.5, -0.2)\) | \(-0.02 \pm 0.12\) | \(0.12 \pm 0.38\) | \(0.0076 \pm 0.0204\) | \(-0.399 \pm 0.197\) |
|          | Planck                         | \(-0.0005 \pm 0.0119\) | \(-0.006 \pm 0.097\) | \(0.0077 \pm 0.0201\) | \(-0.40 \pm 0.20\) |

Figure 5. The 1 and 2σ contours for \(\alpha\) and \(\beta\) using the Tripp metric with Planck priors on \(\Omega_m\) and \(w_0\). The filled green contours show constraints obtained by varying \(\Omega_m, w_0, \alpha, \beta, \delta M_0\) as well as four calibration uncertainty parameters. The “true” parameters of the data are represented by the yellow star.

Figure 6. The 1 and 2σ contours for \(\Omega_m\) and \(w_0\) using the Light Curve metric, discussed in Section 4.2.2, with Planck and uniform priors are shown as the dashed and solid contours respectively. Both sets of constraints shown were obtained by varying \(\Omega_m, w_0, \alpha, \beta, \delta M_0\) without including systematic uncertainties. The “true” parameters of the data are represent by the yellow star.

and solid contours respectively. These constraints were obtained varying \(\Omega_m, w_0, \alpha, \beta, \delta M_0\) without including systematic uncertainties. Without systematics we obtain an \(~7\)% error on \(w_0\) using the Light Curve metric compared to 11% using the Tripp metric.

As described in Section 4.2.2 the Light Curve metric does not depend on the Tripp relation where the parameters \(\alpha\) and \(\beta\) are defined. For both the constraints with Planck and uniform priors we recover the true parameters of the data (yellow star) within the 1σ error. The full results are given in Table 1. We obtain constraints
on $\Delta(\delta M_0)$ of $-0.009 \pm 0.01$ with uniform priors and $-0.013 \pm 0.011$ with Planck priors. Overall the effect of including Planck priors decreases the uncertainties on $\Omega_m$ and $w_0$ by $\sim 87\%$ and $\sim 79\%$ respectively without systematics.

7. SUMMARY OF RESULTS

In the previous section we presented results from the superABC sampler using both the Tripp and the Light Curve distance metrics; and where appropriate, we have provided results obtained by using the JLA likelihood method in an MCMC sampler. Note that throughout this paper we have used the term ‘MCMC results’ to refer to a choice of likelihood, model and method of including systematics (which may be estimated or exact) in a MCMC analysis.

Overall there were several motivations for considering both the Tripp metric in addition to the Light Curve metric. Firstly as computational speed can be an issue with any ABC method, we found that the Tripp metric is approximately 30% faster than the Light Curve metric in estimating the posterior distribution for the same number of walkers in the same number of iterations. Secondly, in order to compare with earlier methods which use the Tripp relation in the likelihood, it is appropriate to construct an ABC distance metric which also uses this relation. Finally, in constraining the parameters $\alpha$ and $\beta$, which are defined in the Tripp relation, we are able to compare the constraints obtained using a metric which is based on this relation and a metric which only uses the light curve fluxes directly.

The key results of this paper are the use of two distinct and novel distance metrics, in a sampler that uses a forward model simulation for every proposed point in parameter space, which can consistently incorporate the systematic effect of calibration uncertainties. Previous MCMC approaches either neglect systematics or include their effects using approximations of a fixed uncertainty which is added to the covariance matrix prior to sampling. In this paper we present MCMC results which include calibration uncertainties using the approximation given in Conley et al. (2011), which is part of the JLA likelihood. In this approximation calibration uncertainties are included in the off diagonal elements in the covariance matrix as a fixed constant offset of 0.01 mag in each of the four bands. This likelihood approach does not include a forward model where the effects of systematics can be parametrized and marginalized over as in the superABC sampler. As we discuss in Section 3 when correctly accounting for systematics in the superABC sampler we are fitting for nine parameters simultaneously, while in the MCMC sampler we are fitting for five parameters. In summary, current MCMC methods rely on estimated systematics and covariances and may be over or underestimating the impact of these systematics on cosmological parameter constraints. ABC methods allow us to correctly include systematics at every point in parameter space during sampling. Contrasting our ABC results with MCMC allows us to determine whether or not the effect of systematic uncertainties has been under or overestimated in the MCMC approach. It also allows us to test for any biases in the best fit values obtained which may result from neglecting selection effects.

From Table 1 we can compare the constraints obtained using both the Tripp and the Light Curve metric without accounting for systematic uncertainties. Overall we find consistent 1\sigma constraints on $\Omega_m$ and $w_0$ using either metric with a slightly larger error for $w_0$ using the Tripp metric with Planck priors ($\sim 11\%$) compared to using the Light Curve metric with the same priors ($\sim 7\%$). We can compare the results from the superABC sampler with the results from using the JLA likelihood in a MCMC sampler in the case of uniform priors when systematic uncertainties are not taken into account. From the ‘stat only’ rows in Table 1 it is clear that the Tripp metric obtains similar uncertainties on $\Omega_m$ to the MCMC sampler with and without CMB priors. With the CMB priors the ABC sampler obtains slightly tighter constraints on $\Omega_m$ and weaker constraints on $w_0$. The agreement between these results and our results shown in Table 1 shows that both superABC metrics are able to recover the ‘true’ cosmological parameters with similar precision to the MCMC sampler but without biased best fit values. We find a bias in the best fit value of $\beta$ from MCMC which is not seen with the ABC sampler. This is possibly the result of neglecting selection effects in the likelihood model in MCMC (see Wolf et al. 2016, for a likelihood based approach to this using forward model simulations).

The constraints from superABC on the standardization parameters $\alpha$ and $\beta$, in Table 1, are similar using either the Tripp or Light Curve metric with uniform priors. However in Appendix C we show that the Tripp metric can produce tighter constraints on $\alpha$ and $\beta$ once the other parameters are fixed (in analogy to the SALT2mm maximum likelihood method). There is no explicit reference to $\alpha$ and $\beta$ in the Light Curve metric but the distribution of differences, which we compute as part of the metric, is sensitive to these two parameters i.e. incorrect proposed values of $\alpha$ and $\beta$ will produce simulated light curves which look very different to the data light curves. However, in our tests the Light Curve metric is unable to match the constraints on $\alpha$ and $\beta$ from the Tripp metric. Even when all other parameters are fixed the Light Curve metric consistently achieves uncertainties on $\alpha$ and $\beta$ which are $\sim 70 - 80\%$ higher.
than those from SALT2mu. This is not completely unexpected given that the Light Curve metric makes no explicit reference to the Tripp relation where $\alpha$ and $\beta$ are defined in terms of the SALT-II fitted parameters.

As the Tripp metric is better suited to constraining the SN standardization parameters we choose to use only this metric when evaluating the effect of systematic uncertainties. Using the Tripp metric we find that accounting for calibration uncertainties will increase the uncertainty on $w_0$, by $\sim 17\%$ with Planck priors and $\sim 14\%$ with uniform priors, compared to not including these systematics. As mentioned previously if we want to include these in an MCMC method, we can estimate their impact using e.g. an MCMC sampler with a JLA style likelihood (equation 15 in Betoule et al. (2014)). In Table 1 we see that the MCMC sampler results show an 11% increase in the uncertainties on $w_0$ with uniform priors and a 15% increase with a Planck priors compared to not including these systematics. Both of these MCMC estimates are smaller than the corresponding predictions from the ABC sampler (14% for uniform priors and 17% for Planck priors) and would suggest that the MCMC method has slightly underestimated the impact of calibration uncertainties for this data set.

The main assumption in trusting the results of the superABC sampler is that the forward model simulation accurately includes the effects of systematics, and consistently accounts for their impact on the light curves and fluxes, as we vary the cosmological parameters. If this is not the case then in any ABC analysis we will not recover the correct posterior distribution. As we allow the parameters for calibration uncertainty to vary along with the cosmological parameters during sampling we are naturally accounting for correlations and degeneracies between parameters. In this paper, systematic uncertainties are included as a fixed value in the covariance matrix in the likelihood and are not allowed to vary. This assumption is only correct if (1) we are certain that the systematics are not correlated with the cosmological parameters and (2) we are certain about the size of these uncertainties. We know that calibration uncertainties are degenerate with cosmological parameters so assuming (1) is not correct here and using a fixed 0.01 mag offset is an estimate so we are not certain about (2).

It is important to note that our results including Planck priors cannot be strictly compared to a MCMC analysis where a joint Planck and SN likelihood are sampled from simultaneously, e.g. the JLA results in Betoule et al. (2014) used CMB data and SN data in two different likelihoods. The reason for this is that we do not use likelihoods in the ABC sampler and any joint probe analysis in ABC would need forward model simulations for all datasets considered. In this paper the superABC sampler uses Planck priors but we are not using the Planck likelihood or the CMB data during sampling. Note we do not mean to imply here that the ABC method is insensitive to priors, only that using a conservative CMB prior and sampling with SN only data is not the same as jointly sampling with CMB and SN data.

As a final point to summarize our results we find that there are two clear cases where using one ABC metric would be more optimal than the other. If the primary interest is speed of computation and constraining the standardization parameters $\alpha$ and $\beta$ then we would recommend using the Tripp metric where these parameters are explicitly defined and it is slightly faster to evaluate. If someone wants to avoid using the SALT2 fit parameters and to use the light curve fluxes directly we would recommend using the Light Curve metric. Once the forward model simulation is extended to allow other systematic parameters to vary then both of these metrics would need to be tested to see if they are sensitive to the new parameters we wish to constrain, i.e. we would need to test that the summary statistic used in the metric is sufficient for these new parameters (Section 2.4).

8. DISCUSSION

In this paper we have presented a new analysis package, superABC, for obtaining cosmological constraints from SNe using Approximate Bayesian Computation. The superABC sampler is applied to a simulated data set of $\sim 1000$ SNe based on the first DES SNe program season. A key feature of the analysis method presented here is the use of two distinct metrics, the ‘Tripp’ and ‘Light Curve’ metric, which allow us to compare the forward model simulated data to the observed data set without likelihood assumptions. The Tripp metric is based on the Tripp relation (Tripp 1998) and uses the SALT-II framework fitted light-curve parameters for each SN. The Light Curve metric compares the data and simulated light curve fluxes output from SNANA for each observation, for each event, at every proposed point in parameter space.

The method presented in this paper represents a completely new approach to constraining cosmological parameters using SN data without any likelihood assumptions in a framework which can naturally incorporate systematic uncertainties. In this initial methods paper we focus on the effects of calibration uncertainties and priors on cosmological constraints. An obvious next step is to extend this analysis and e.g. fit for the parameters that describe the intrinsic populations of SN Ia color and stretch that correlate with luminosity and parameters that account for contamination from core collapse SNe. This will require us to devise new ABC metrics.
that are sensitive to any variables used to parametrize the systematics and is beyond the scope of this initial work (however see Wolf et al. 2016, for a likelihood based analysis of these effects which uses forward model simulations).

The ABC method presented here could account for core collapse contamination in the data sample using e.g. the light curve analysis software ‘Photometric SN IDentification’ (PSNID) (Sako et al. 2011) to give an estimated contamination probability. In the superABC sampler, at every point in parameter space we would generate SN Ia and core collapse light curves with either a fixed or floating contamination rate as given by PSNID. In this way our forward model simulation would naturally incorporate this contaminant and its effects on the cosmological parameters of interest would be marginalized over. This ABC method could also be applied to a photometric analysis where we have photometrically-classified SN but with spectroscopic redshifts of the host galaxy. Gupta et al. (2016) presented an automated algorithm which can be run on the catalog data and matches SNe to their hosts with 91% accuracy. With an estimation of the host-SN matching accuracy for the data set under consideration, this could be incorporated into the forward model simulation in superABC by e.g. increasing the redshift uncertainty on a given percentage of the SN at every point in parameter space. Again the percentage accuracy could be a fixed amount or could be treated as a free parameter with a prior range based on the algorithm of Gupta et al. (2016). We shall address these issues in a future study.
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APPENDIX

A. THE KERNEL AND WEIGHTED COVARIANCE

In Algorithm 1 we assign weights, \( w_{i,t} \), to each particle \( i \) at iteration \( t \) as

\[
w_{i,t} \leftarrow \frac{\pi(\theta_{i,t})}{\sum_{j=1}^{N} w_{j,t-1} K(\theta_{j,t-1}|\theta_{i,t}, C_{t-1})},
\]

where the Gaussian kernel, \( K \), for parameter set \( \theta_{k,t-1} \) given the parameter set \( \theta_{l,t} \), is

\[
K(\theta_{k,t-1}|\theta_{l,t}, C_{t-1}) = \left(\frac{2}{\pi}\right)^{-1/2} \frac{1}{|C_{t-1}|} e^{-\frac{1}{2}(\theta_{k,t-1} - \theta_{l,t})^T C_{t-1}^{-1} (\theta_{k,t-1} - \theta_{l,t})},
\]

\[\text{(A2)}\]

where the covariance is the weighted covariance matrix amongst all the particles,

\[
C = \frac{\sum_{i=1}^{N} w_i}{(\sum_{i=1}^{N} w_i)^2} \sum_{i=1}^{N} w_i (\theta_i - \bar{\theta})^T (\theta_i - \bar{\theta}),
\]

\[\text{(A3)}\]

and

\[
\bar{\theta} = \frac{\sum_{i=1}^{N} w_i \theta_i}{\sum_{i=1}^{N} w_i}.
\]

\[\text{(A4)}\]

B. THE LIGHT CURVE METRIC REFERENCE PDF

In Section 4.2.2 the method for creating a reference difference pdf is presented. In practice our reference pdf is an average over 3 pdf’s each in a different cosmology (different \( \Omega_m \)). In Fig. B1 we show the normalized reference difference distribution, \( p(\delta^{cc}) \), using values of \( \Omega_m = 0.3 \) (blue dashed), \( \Omega_m = 0.23 \) (black dot dashed), \( \Omega_m = 0.46 \) (red dotted) and the average of these three (orange). Note all of these distributions appear flat at the peak due to binning effects. Although there are small differences between these three distributions, these difference are not as large as the difference between the average pdf (orange) and the pdf \( p(\delta^{c_{T}\tilde{c}}) \), where the mock data and simulation had different cosmologies (\( \Omega_m = 0.3 \) and \( \Omega_m = 0.32 \) respectively).

![Figure B1](image_url)

Figure B1. The normalized reference difference distribution, \( p(\delta^{cc}) \), using values of \( \Omega_m = 0.3 \) (blue dashed), \( \Omega_m = 0.23 \) (black dot dashed), \( \Omega_m = 0.46 \) (red dotted) and the average of these three (orange). The pdf \( p(\delta^{c_{T}\tilde{c}}) \), where the mock data and simulation had different cosmologies (\( \Omega_m = 0.3 \) and \( \Omega_m = 0.32 \) respectively), is shown as green dots. Note the distribution appears flat at the peak due to binning effects.
As noted in Section 4.2.2 the Light Curve metric is distributed according to the chi-squared distribution with $N_{\text{bins}}$ degrees of freedom. So we can also state a p-value\(^6\) for the chi-squared value we obtain. In Fig. B2 we show the normalized distributions of $\chi^2_j$ (Eq. 15) where the simulated light curve events are generated in trial cosmologies of $\Omega_m^* = 0.2, 0.3, 0.32, 0.4$. In this figure the curves represent a smoothed version of the histograms shown. The ‘true’ parameter value in the data is $\Omega_m = 0.3$. Note the same reference difference pdf was used in each case. There is a clear distinction between these distributions. The distribution resulting from a simulation with proposed parameter value $\Omega_m^* = 0.3$ is more peaked around zero and has a shorter tail than the distribution using a simulation with proposed parameter value $\Omega_m^* = 0.4$. Increasing $\Omega_m^*$, while holding all other cosmological parameters fixed, causes a clear trend in spreading out the distribution and extending the tails. In this figure summing over the blue distribution would represent the ABC metric, $\sum_j \chi^2_j$ (Eq. 15), when the data and simulated events have the same cosmology, i.e. the ABC sampler has proposed a point in parameter space which exactly matches the data. For the other distributions plotted in the three panels the distance metric $\sum_j \chi^2_j$ would be larger than the metric for the blue distribution. In this simple example the value of $\sum_j \chi^2_j$ for the blue distribution ($\Omega_m^* = 0.3$) represents the minimum threshold that can be achieved by the ABC sampler.

Figure B2. The normalized distributions of $\chi^2_j$ (Eq. 15) where the data has a fixed cosmology $\Omega_m = 0.3$ and in each case the simulated events are generated in trial cosmologies of $\Omega_m^* = 0.2, 0.3, 0.32, 0.4$

As noted above the test statistic for the Light Curve metric is distributed according to a chi-squared distribution with $N_{\text{bins}}$ degrees of freedom ($dof$) so in our simple example with 4 different trial cosmologies, we can ask: what is the probability we obtain this value, $x = \chi^2/dof$, given the degrees of freedom. The relevant chi-squared distribution is plotted in Fig. B3 as a cyan histogram together with the values we obtain for the distance metric in trial cosmologies of $\Omega_m^* = 0.3$ (blue solid), 0.32 (red dashed), and 0.2 (green solid). The fact that the blue line lies at a high probability with respect to the cyan distribution (p-value 0.025) compared to the red dashed line (p-value 0.005) means we would favor the cosmology represented by the blue line over the one represented by the red. Overall this statistic shows a clear trend to favor the simulation which has $\Omega_m^* = 0.3$ over a simulation with $\Omega_m^* = 0.32$ or 0.2. Note the $\chi^2/dof$ for $\Omega_m^* = 0.4$ is 510 and so does not appear in the range plotted.

\(^6\) For anyone not familiar with p-values, here it represents the probability of observing a test statistic at least as extreme in a chi-squared distribution with the given number of degrees of freedom.
Figure B3. The $\chi^2$ distribution with $N_{\text{bins}}$ degrees of freedom where $x = \chi^2/\text{dof}$, (cyan). The values we obtain for Eq. 14 in trial cosmologies of $\Omega_m = 0.3, 0.32, 0.2$ are plotted as blue solid, red dashed and green solid vertical lines respectively.

C. EXAMPLE WALL CLOCK TIMES FOR RUNNING THE SUPERABC SAMPLER

Ultimately the run times for any ABC sampler will depend most heavily on the forward model simulation which is where the majority of the time is spent in the algorithm. However there are several settings which can decrease time to convergence and make the sampling algorithm more efficient. Throughout this work we use the superABC sampler with an adaptive tolerance threshold based on the 75th quartile of the distances in the previous iteration and a weighted covariance matrix estimation in order to perturb the particles at each iteration (see Jennings & Madigan 2016, for more details on these settings). Using the Tripp metric (Section 4.2.1) without systematic effects and 100 particles on 96 compute nodes the sampler takes $\sim 24$ hours to complete 10 iterations, at which time the particles are clearly sampling from the posterior distribution (burn-in can be clearly seen in the trace plots of individual particles we have examined). After this the sampler slows considerably as the threshold level decreases and the posterior distribution is being sampled from. In this work we run the particles until the uncertainty on the 1$\sigma$ errors is $\sim 1\%$. Typically this will take another 4-5 days of running with the same number of compute nodes. Including Planck priors speeds up the run time by approximately a factor of 2 for the initial steps and a factor of 20% after $\sim 10$ iterations. The MCMC sampler was run with 100 chains with 4000 steps in each ($\sim 40000$ samples from the posterior distribution). This took $\sim 24-36$ hours on 16 cores depending on whether or not systematics where included or the choice of prior.

D. CONSTRAINING SUPERNOVAE STANDARDIZATION PARAMETERS

To demonstrate that the Tripp metric, discussed in Section 4.2.1 can constrain the SN standardization parameters, $\alpha$ and $\beta$, correctly to within similar accuracy to a maximum likelihood approach, we present results from the superABC sampler using the data set described in Section 5. In this example all parameters apart from $\alpha$ and $\beta$ are fixed at the true values.

In Fig. D4 we show the accepted parameter values for $\beta$ ($\alpha$) at each iteration in the left (right) panel. Each particle in the superABC sampler is shown as a blue dot and the ‘true’ value of each parameter is shown as a purple solid line. At iteration 0 the particles start out widely dispersed throughout the uniform prior range. At subsequent iterations the particles clearly converge towards the correct values of the parameters as the accepted tolerance threshold decreases. In Fig. D5 the 1 and 2$\sigma$ contours for $\alpha$ and $\beta$ after 19 iterations of 100 particles are shown as light and dark green filled contours respectively. The true parameters of the data are represent by the yellow star. The 1$\sigma$ constraints on the standardization parameters are: $\alpha = 0.1285 \pm 0.011$ and $\beta = 3.176 \pm 0.060$. Using the SALT2mu fitter on the same data the constraints are $\alpha = 0.15755 \pm 0.0078$ and $\beta = 3.159 \pm 0.069$. Note that a direct comparison between the results of the SALT2mu maximum likelihood technique and a Bayesian sampler such as superABC is not strictly valid given the differences in the two methods, the interpretation of 1$\sigma$ errors in each and the effect of priors. We give the SALT2mu constraints here as readers familiar with this technique may wish to make a rough comparison.

E. SOME FEATURES OF THE SUPERABC SAMPLER

There are several features of superABC which are designed to optimize the sampling procedure:
Figure D4. The accepted parameter values for $\beta (\alpha)$ at each iteration are shown in the left (right) panel. Each particle in the superABC sampler is shown as a blue dot. The “true” value of each parameter is shown as a purple solid line in each panel.

Figure D5. The 1 and 2\(\sigma\) contours for $\alpha$ and $\beta$ using the Tripp metric and 100 particles for 19 iterations. The filled green contours show constraints obtained by varying only these 2 parameters in the Tripp metric described in Section 4.2.1. The “true” parameters of the data are represent by the yellow star.

- the sampler can be run in parallel, either using Python’s mpi4py\(^7\) or multiprocessing\(^8\), such that each particle runs its own simulation concurrently with other particles in one iteration,
- the code creates a hash table (a python dictionary where the key is the unique id for the simulated light curve) for fast lookup of simulation outputs needed in the distance metric,
- a python wrapper, rootpy\(^9\), is available to read ROOT\(^10\) outputs if available which can decreases i/o time substantially compared to reading ascii,
- only particle parameter values, weights and distances are saved at every iteration such that the simulation output files can be overwritten during sampling in order to save on i/o and disk space.

The full end user options are documented on the wiki at https://github.com/EliseJ/superabc
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