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Abstract

In this article, we introduce an infinite-dimensional analogue of the α-stable Lévy motion, defined as a Lévy process $Z = \{Z(t)\}_{t \geq 0}$ with values in the space $D$ of càdlàg functions on $[0,1]$, equipped with Skorokhod’s $J_1$ topology. For each $t \geq 0$, $Z(t)$ is an α-stable process with sample paths in $D$, denoted by $\{Z(t,s)\}_{s \in [0,1]}$. Intuitively, $Z(t,s)$ gives the value of the process $Z$ at time $t$ and location $s$ in space. This process is closely related to the concept of regular variation for random elements in $D$ introduced in [9] and [13]. We give a construction of $Z$ based on a Poisson random measure, and we show that $Z$ has a modification whose sample paths are càdlàg functions on $[0,\infty)$ with values in $D$. Finally, we prove a functional limit theorem which identifies the distribution of this modification as the limit of the partial sum sequence $\{S_n(t) = \sum_{i=1}^{\lfloor nt \rfloor} X_i\}_{t \geq 0}$, suitably normalized and centered, associated to a sequence $(X_i)_{i \geq 1}$ of i.i.d. regularly varying elements in $D$.
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1 Introduction

Regularly varying random variables play an important role in probability theory, being used as models for heavy-tailed observations (observations which may assume extreme values with high probability). In many applications, one is often interested in the sum of such variables. For instance, if $X_i$ denotes the number of internet transactions performed on a secure website on day $i$, it might be of interest to study the total number $\sum_{i=1}^{n} X_i$ of transactions performed on this website in $n$ days. If $(X_i)_{i \geq 1}$ are independent and identically distributed (i.i.d.) regularly varying random variables, then, with suitable normalization and centering, the partial sum process $\{ S_n(t) = \sum_{i=1}^{[nt]} X_i \}_{t \geq 0}$ converges as $n \to \infty$ to the $\alpha$-stable Lévy motion, a process which plays the same central role for heavy-tailed observations as the Brownian motion for observations with finite variance.

With the rapid advancement of technology, data is no longer observed at fixed moments of time, but continuously over a fixed interval in time or space (which we may identify with the interval $[0, 1]$). If this measurement is expected to exhibit a sudden drop or increase over this fixed interval, then an appropriate model for it could be a random element in an infinite dimensional space, such as the Skorokhod space $\mathbb{D} = \mathbb{D}([0, 1])$ of càdlàg functions on $[0, 1]$ (i.e. right-continuous functions with left limits). For instance, if the number of internet transactions is observed continuously during the 24-hour duration of the day (identified with the interval $[0, 1]$) and $X_i(s)$ is the number recorded at time $s$ of day $i$, then we may assume that $X_i = \{ X_i(s) \}_{s \in [0,1]}$ is a process with càdlàg sample paths. Another example is when $X_i(s)$ represents the energy produced by a wind turbine on day $i$ at location $s$ of a large wind farm situated on the ocean shore, modeled by the interval $[0, 1]$. In these examples, we are interested in studying the behaviour of the partial sum process $\{ \sum_{i=1}^{n} X_i(s); s \in [0, 1] \}$ which gives the full information about the total number of...
transactions (or the total amount of energy) for \( n \) days, at each time \( s \) during the 24-hour period (or at each location \( s \) on the shore).

The goal of this article is to study the macroscopic limit (as time gets large) of the partial sum sequences as those appearing in the previous examples, associated to i.i.d. regularly varying elements in \( \mathbb{D} \). It turns out that this limit is an interesting object in itself, which deserves special attention and will be call an \( \mathbb{D} \)-valued \( \alpha \)-stable Lévy motion by analogy with its \( \mathbb{R}^d \)-valued counterpart.

Our methods were deeply inspired by Resnick’s beautiful presentation of the construction of the classical \( \alpha \)-stable Lévy motion with values in \( \mathbb{R}^d \), and of its approximation by partial sums of i.i.d. regularly varying vectors, given in [21]. Its aim is to extend these results to the infinite-dimensional setting, using the concept of regular variation for random elements in \( \mathbb{D} \) introduced in [9], and developed further in [13]. More precisely, our goals are: (i) to construct a Lévy process \( \{Z(t)\}_{t \geq 0} \) with values in \( \mathbb{D} \), whose marginal \( Z(t) = \{Z(t,s)\}_{s \in [0,1]} \) is a càdlàg \( \alpha \)-stable process (with a specified distribution); (ii) to show that this process has a modification whose sample paths are càdlàg functions from \([0, \infty)\) to \( \mathbb{D} \) (where \( \mathbb{D} \) is endowed with Skorohod \( J_1 \)-topology); and (iii) to identify this modification as the limit as \( n \to \infty \) of the partial sum process \( \{S_n(t) = \sum_{i=1}^{n[t]} X_i\}_{t \geq 0} \) associated to i.i.d. regularly varying random elements \( \{X_i\}_{i \geq 1} \) in \( \mathbb{D} \). We believe that this Lévy process is a natural infinite-dimensional analogue of the \( \alpha \)-stable Lévy motion with values in \( \mathbb{R}^d \), with which it shares several properties, like independence and stationarity of increments, self-similarity, and \( \alpha \)-stable marginal distributions.

Before we introduce the definition of a Lévy process with values in \( \mathbb{D} \), we need to recall some basic facts about the space \( \mathbb{D} \). We denote by \( \| \cdot \| \) the supremum norm on \( \mathbb{D} \) given by \( \|x\| = \sup_{s \in [0,1]} |x(s)| \), and by \( \mathbb{S}_\mathbb{D} = \{x \in \mathbb{D}; \|x\| = 1\} \) the unit sphere in \( \mathbb{D} \). With this norm, \( \mathbb{D} \) is a Banach space, but it is not separable. For this reason, the theory of random elements in separable Banach spaces (as presented for instance in [17]) or the functional limit theorems mentioned in Section 5 of [26] cannot be applied to \( \mathbb{D} \).

We endow \( \mathbb{D} \) with Skorokhod’s \( J_1 \)-topology, introduced in [25]. There are two equivalent distances which induce this topology. We denote by \( d^0_{J_1} \) the distance given by (12.16) of [3], under which \( \mathbb{D} \) is a Polish space (i.e. a complete separable metric space). Note that a function \( x \in \mathbb{D} \) has a countable set of discontinuities which we denote by \( \text{Disc}(x) \).

We let \( \mathcal{D} \) be the Borel \( \sigma \)-field on \( \mathbb{D} \). Since \( \mathcal{D} \) coincides with the \( \sigma \)-field generated by the projections \( \pi_s : \mathbb{D} \to \mathbb{R}, s \in [0,1] \) given by \( \pi_s(x) = x(s) \), a function \( X : \Omega \to \mathbb{D} \) defined on a probability space \( (\Omega, \mathcal{F}, P) \) is a random element in \( \mathbb{D} \) if \( X(s) \) is \( \mathcal{F} \)-measurable for any \( s \in [0,1] \). For any \( s_1, \ldots, s_m \in [0,1] \), the projection \( \pi_{s_1,\ldots,s_m} : \mathbb{D} \to \mathbb{R}^m \) is defined by \( \pi_{s_1,\ldots,s_m}(x) = (x(s_1), \ldots, x(s_m)) \). We refer to [4 5] for more details.

The analogue of the polar-coordinate transformation is the map \( T : \mathbb{D}_0 \to (0, \infty) \times \mathbb{S}_\mathbb{D} \) given by \( T(x) = (\|x\|, \frac{x}{\|x\|}) \), where \( \mathbb{D}_0 = \mathbb{D} \setminus \{0\} \). Let \( \nu_{\alpha} \) be the measure on \( (0, \infty] \) given by:

\[
\nu_{\alpha}(dr) = \alpha r^{-\alpha - 1} 1_{(0,\infty)}(r)dr. \tag{1}
\]
Definition 1.1. Let \( \nu \) be a measure on \( (\mathbb{D}, \mathcal{D}) \) such that \( \nu(\{0\}) = 0 \) and

\[
\mathcal{V} := \nu \circ T^{-1} = c\nu_\alpha \times \Gamma_1
\]

for some \( c > 0, \alpha \in (0, 2), \alpha \neq 1 \) and a probability measure \( \Gamma_1 \) on \( \mathcal{S}_\mathbb{D} \). A collection \( \{Z(t)\}_{t \geq 0} \) of random elements in \( \mathbb{D} \), defined on a probability space \((\Omega, \mathcal{F}, P)\) is a \( \mathbb{D} \)-valued \( \alpha \)-stable Lévy motion (corresponding to \( \nu \)) if

(i) \( Z(0) = 0 \) a.s.;
(ii) \( Z(t_2) - Z(t_1), \ldots, Z(t_K) - Z(t_{K-1}) \) are independent, for any \( 0 \leq t_1 < \cdots < t_K, K \geq 3 \);
(iii) \( Z(t_2) - Z(t_1) \overset{d}{=} Z(t_2 - t_1) \) for any \( 0 \leq t_1 < t_2 \), where \( \overset{d}{=} \) means equality in distribution;
(iv) for any \( t > 0 \), \( Z(t) = \{Z(t, s)\}_{s \in [0,1]} \) is an \( \alpha \)-stable process (with sample paths in \( \mathbb{D} \)) such that for any \( s_1, \ldots, s_m \in [0, 1] \) and for any \( u = (u_1, \ldots, u_m) \in \mathbb{R}^m \),

\[
E\left(e^{iu_1Z(t,s_1)+\cdots+iu_mZ(t,s_m)}\right) = \exp\left\{ t \int_{\mathbb{R}^m} (e^{iy} - 1)\mu_{s_1,\ldots,s_m}(dy) \right\} \quad \text{if } \alpha < 1,
\]

\[
E\left(e^{iu_1Z(t,s_1)+\cdots+iu_mZ(t,s_m)}\right) = \exp\left\{ t \int_{\mathbb{R}^m} (e^{iy} - 1 - iy \cdot y)\mu_{s_1,\ldots,s_m}(dy) \right\} \quad \text{if } \alpha > 1
\]

where \( y = (y_1, \ldots, y_m), u \cdot y = \sum_{i=1}^m u_i y_i \), and \( \mu_{s_1,\ldots,s_m} = \nu \circ \pi_{s_1,\ldots,s_m}^{-1} \).

From this definition, it follows that \( Z(t, s) \) has an \( \alpha \)-stable \( S_\alpha(t^{1/\alpha}\sigma_s, \beta_s, 0) \)-distribution, for some constants \( \sigma_s > 0 \) and \( \beta_s \in [-1, 1] \) depending on \( s \) (see in Proposition 3.4 below). Note that property (2) implies that \( \int_{\mathbb{D}_0}(\|x\|^2 \land 1)\nu(dx) < \infty \), by a change of variables.

Remark 1.2. The authors of [8] considered \( \alpha \)-stable Lévy processes \( \{Z(t)\}_{t \geq 0} \) with values in a normed cone \( \mathbb{K} \) with a sub-invariant norm. By definition, these processes have independent and stationary StaS increments, where StaS stands for “strictly \( \alpha \)-stable”. If \( \alpha < 1 \), a \( \mathbb{D} \)-valued \( \alpha \)-stable Lévy motion (in the sense of Definition 1.1) is an \( \alpha \)-stable Lévy process on the cone \( \mathbb{K} = \mathbb{D} \), and therefore has the series representation given by Theorem 3.10 of [8]. (Note that the space \( \mathbb{D} \) equipped with \( d_1 \) is a normed cone, as specified by Definition 2.6 of [8], and the sup-norm \( \| \cdot \| \) is sub-invariant, as defined by relation (2.9) of [8], i.e. \( d_1(x+h,x) \leq \|h\| \) for any \( x, h \in \mathbb{D} \).)

If we denote by \( m_{t_1,\ldots,t_n} \) the law of \((Z(t_1),\ldots,Z(t_n))\) on \((\mathbb{D}^n, \mathcal{D}^n)\), then by properties (i)-(iii), the family \( \{m_{t_1,\ldots,t_n}\} \) of these laws is consistent in the sense of Kolmogorov (see Theorem 3.7 of [18] for a statement of Kolmogorov’s consistency theorem for random elements in a Polish space). But it is not obvious how to ensure that property (iv) also holds, i.e. it is not clear how to construct a càdlàg process \( \{Z(t, s)\}_{s \in [0,1]} \) with finite-dimensional distributions specified by (3) and (4). Our first main result will tackle precisely this problem. Moreover, we will show that the process \( \{Z(t)\}_{t \geq 0} \) has a modification \( \tilde{Z}(t)_{t \geq 0} \) with sample paths in \( \mathbb{D}((0,\infty);\mathbb{D}) \), where \( \mathbb{D}((0,\infty);\mathbb{D}) \) is the set of functions \( x : [0, \infty) \to \mathbb{D} \) which are right-continuous and have left-limits with respect to \( J_1 \).

We introduce the following assumptions on the probability measure \( \Gamma_1 \).

Assumption A. For any \( s \in [0,1], \Gamma_1(\{z \in \mathbb{S}_\mathbb{D}; z(s) = 0\}) = 0 \).

Assumption B. For any \( s \in [0,1], \Gamma_1(\{z \in \mathbb{S}_\mathbb{D}; s \in \text{Disc}(z)\}) = 0 \).

We will prove the following result.
Theorem 1.3. Suppose that Assumption A holds.
a) For any measure $\nu$ on $(D, D)$ such that $\nu(\{0\}) = 0$ and (2) holds, there exists a $D$-valued $\alpha$-stable Lévy motion $\{Z(t)\}_{t \geq 0}$ (corresponding to measure $\nu$).
b) If $\alpha > 1$, suppose that Assumption B holds. Then, there exists a collection $\{\tilde{Z}(t)\}_{t \geq 0}$ of random elements in $D$ such that $P(Z(t) = \tilde{Z}(t)) = 1$ for any $t \geq 0$, and the map $t \mapsto \tilde{Z}(t)$ is in $D((0, \infty); D)$ with probability 1.

We now turn to our second result, the approximation theorem.

Before speaking about regular variation on $D$, we need to recall some classical notions. A non-negative random variable $X$ is **regularly varying** of index $-\alpha$ (for some $\alpha > 0$) if its tail function $\overline{F}(x) = P(X > x)$ is so (hence the name). A useful characterization of this property is expressed in terms of the vague convergence $nP(X/a_n \in \cdot) \xrightarrow{v} \nu_\alpha$ of Radon measures on the space $(0, \infty]$, for some sequence $(a_n)_{n \geq 1} \subset \mathbb{R}_+$ with $a_n \uparrow \infty$. This property can be extended to higher dimensions. A random vector $X$ in $\mathbb{R}^d$ is regularly varying if $nP(X/a_n \in \cdot) \xrightarrow{v} \mu$ on $\mathbb{R}_d^d = [-\infty, \infty]^d \setminus \{0\}$, for a non-null Radon measure $\mu$ on $\mathbb{R}_d^d$ with $\mu(\mathbb{R}_d^d \setminus \mathbb{R}_d^d) = 0$ and a sequence $(a_n)_{n \geq 1} \subset \mathbb{R}_+$ with $a_n \uparrow \infty$; or equivalently,

$$nP\left(\left(\frac{|X|}{a_n}, \frac{X}{|X|}\right) \in \cdot \right) \xrightarrow{v} c\nu_\alpha \times \Gamma \quad \text{on} \quad (0, \infty] \times S_d,$$

for some $\alpha > 0, c > 0$ and a probability measure $\Gamma$ on the unit sphere $S_d = \{x \in \mathbb{R}^d; |x| = 1\}$ with respect to the Euclidean norm $|\cdot|$ on $\mathbb{R}^d$. We refer to [20, 21] for more details.

Briefly speaking, the regular variation of a random element in $\mathbb{R}^d$ reduces to the vague convergence of a sequence of Radon measures on the space $\mathbb{R}_d^d$, defined by removing 0 and adding the $\infty$-hyperplanes. In the case of random elements in $D$, there is no natural analogue of an $\infty$-hyperplane. To avoid this problem, the authors of [9, 13] considered

$$\overline{D}_0 = (0, \infty] \times S_D.$$

Another problem is the fact that vague convergence is defined only for Radon measures on locally compact spaces with countable basis, and $\overline{D}_0$ is not locally compact. This problem is solved by using the concept of $\tilde{w}$-convergence (defined in Section 4.1 below). Note that $\overline{D}_0$ is a Polish space equipped with the distance $d_{\overline{D}_0}$ given by:

$$d_{\overline{D}_0}((r, z), (r', z')) = \left|\frac{1}{r} - \frac{1}{r'}\right| \wedge d_{J_1}(z, z'),$$

for any $(r, z), (r', z') \in \overline{D}_0$, with the convention $1/\infty = 0$. With this distance, a set of the form $(\varepsilon, \infty] \times S_D$ is bounded in $\overline{D}_0$. This fact plays an important role in this article.

Since $\|\cdot\|$ is $J_1$-continuous on $D$, $T$ is a homeomorphism. Similarly to [22] (but unlike [13, 7]), we prefer not to identify $D_0$ with $(0, \infty] \times S_D$. Therefore, we will not say that $D_0$ is a subset of $\overline{D}_0$. We are now ready to give the definition of regular variation on $D$.

Definition 1.4. A random element $X = \{X(s)\}_{s \in [0, 1]}$ in $D$ is **regularly varying** (and we write $X \in RV((a_n), \nu, \overline{D}_0)$) if there exist a sequence $(a_n)_{n \geq 1} \subset \mathbb{R}_+$ with $a_n \uparrow \infty$ and a non-null boundedly finite measure $\nu$ on $\overline{D}_0$ with $\nu(\overline{D}_0 \setminus T(\overline{D}_0)) = 0$ such that

$$nP\left(\left(\frac{\|X\|}{a_n}, \frac{X}{\|X\|}\right) \in \cdot \right) \xrightarrow{\tilde{w}} \nu \quad \text{on} \quad \overline{D}_0.$$
In this case, we say that \( \nu \) is the \textit{limiting measure of \( X \)}. 

Since \( \nu \) is non-null, there exists \( a_0 > 0 \) such that \( \nu((a_0, \infty) \times \mathcal{S}_D) > 0 \). Without loss of generality, we assume that \( a_0 = 1 \). We let \( c = \nu((1, \infty) \times \mathcal{S}_D) \).

By Remark 3 of [13], the measure \( \nu \) in Definition 1.4 has the following property: there exists \( \alpha > 0 \) such that \( \nu(aA) = a^{-\alpha} \nu(A) \) for any \( a > 0 \) and \( A \in \mathcal{B}(\mathbb{D}_0) \), where \( aA = \{(ar, z); (r, z) \in A\} \). We say that \( \alpha \) is the \textit{index of \( X \)}. In Lemma A.1 (Appendix A), we prove that the measure \( \nu \) in Definition 1.4 must be the product measure:

\[
\nu = cv_\alpha \times \Gamma_1,
\]
where \( \Gamma_1 \) is a probability measure on \( \mathcal{S}_D \) (called the \textit{spectral measure of \( X \)}), given by

\[
\Gamma_1(S) = \frac{\nu((1, \infty) \times S)}{c} \quad \text{for all } S \in \mathcal{B}(\mathcal{S}_D).
\]

Here we let \( \mathcal{B}(\mathbb{D}_0) \) and \( \mathcal{B}(\mathcal{S}_D) \) be the classes of Borel sets of \( \mathbb{D}_0 \), respectively \( \mathcal{S}_D \).

If \( X \in \text{RV}(\{a_n\}, \nu, \mathbb{D}_0) \), then \( \|X\| \) is regularly varying of index \( -\alpha \): for any \( \varepsilon > 0 \),

\[
nP(\|X\| > a_n\varepsilon) \to c\varepsilon^{-\alpha} \quad \text{as } n \to \infty,
\]
with the same constant \( c > 0 \) as above. From this we infer that if \( \alpha > 1 \), \( E\|X\| < \infty \), and hence \( E|X(s)| < \infty \) for all \( s \in [0, 1] \). In this case, we define \( E[X] = \{E[X(s)]\}_{s \in [0,1]} \).

In [22], it is proved that if \( S_n = \sum_{i=1}^n X_i \), where \( (X_i)_{i \geq 1} \) are i.i.d. random elements in \( \mathbb{D} \) with \( X_1 \in \text{RV}(\{a_n\}, \nu, \mathbb{D}_0) \) and \( \alpha > 1 \), then

\[
\frac{1}{a_n}(S_n - E(S_n)) \overset{d}{\to} N \quad \text{in } \mathbb{D},
\]
where \( E(S_n) = \{E(S_n(s))\}_{s \in [0,1]} \) and \( N = \{N(s)\}_{s \in [0,1]} \) is an \( \alpha \)-stable process with sample paths in \( \mathbb{D} \) (whose distribution is completely identified).

We are now ready to state our second main result, which is an extension of Theorem 1.1 of [22] to functional convergence. We let \( \mathbb{D}([0, \infty); \mathbb{D}) \) be the set of of càdlàg functions on \([0, \infty)\) with values in \( \mathbb{D} \), equipped with the Skorohod distance \( d_{\infty, \mathbb{D}} \) (described in Section 2 below).

**Theorem 1.5.** Let \( X, (X_i)_{i \geq 1} \) be i.i.d. random elements in \( \mathbb{D} \) such that \( X \in \text{RV}(\{a_n\}, \nu, \mathbb{D}) \). Let \( \alpha \) be the index of \( X \) and \( \Gamma_1 \) be the spectral measure of \( X \). Suppose that \( \alpha \in (0,2) \), \( \alpha \neq 1 \) and \( \Gamma_1 \) satisfies Assumptions A and B. For any \( n \geq 1 \), \( t \geq 0 \), let \( S_n(t) = \{S_n(t, s)\}_{s \in [0,1]} \), where \( S_n(t, s) = a_n^{-1} \sum_{i=1}^{[nt]} X_i(s) \) for \( s \in [0, 1] \). Let \( \{\tilde{Z}(t)\}_{t \geq 0} \) be the process constructed in Theorem 1.3(b), which may not be defined on the same probability space as the sequence \( (X_i)_{i \geq 1} \).

a) If \( \alpha < 1 \), then

\[
S_n(\cdot) \overset{d}{\to} \tilde{Z}(\cdot) \quad \text{in } \mathbb{D}([0, \infty); \mathbb{D}).
\]

b) If \( \alpha > 1 \), let \( S_n(t) = S_n(t) - E[S_n(t)] \), where \( E[S_n(t)] = \{E[S_n(t, s)]\}_{s \in [0,1]} \). If

\[
\lim_{\varepsilon \downarrow 0} \limsup_{n \to \infty} \max_{k \leq [nT]} P \left( \left| \sum_{i=1}^k (X_i1_{\|X_i\| \leq a_n\varepsilon} - E[X_i1_{\|X_i\| \leq a_n\varepsilon}]) \right| > a_n\delta \right) = 0
\]

(10)
for any $\delta > 0$ and $T > 0$, then
\[ S_n(\cdot) \overset{d}{\to} \tilde{Z}(\cdot) \quad \text{in} \quad \mathcal{D}(\mathbb{R}; \mathbb{D}). \]

Assumption B is the same as Condition (A-i) of [22], whereas (10) is a stronger form of Condition (A-ii) of [22], which is needed for the functional convergence.

We use the following notation. If $(X_n)_{n \geq 1}$ and $X$ are random elements in a metric space $(E,d)$, we write $X_n \overset{d}{\to} X$ if $(X_n)$ converges in distribution to $X$, and $X_n \overset{P}{\to} X$ if $P(d(X_n, X) > \varepsilon) \to 0$ for all $\varepsilon > 0$.

This article is organized as follows. In Section 2 we introduce the spaces $\mathcal{D}([0,1]; \mathbb{D})$ and $\mathcal{D}([0,\infty); \mathbb{D})$, and we study the weak convergence and tightness of probability measures on these spaces. In Sections 3 and 4 we give the proofs of Theorems 1.3 and 1.5, respectively. Some auxiliary results are included in Appendix A.

2 Càdlàg functions with values in $\mathbb{D}$

In this section, we introduce the spaces $\mathcal{D}([0,1]; \mathbb{D})$ and $\mathcal{D}([0,\infty); \mathbb{D})$ of càdlàg functions defined on $[0,1]$ and $[0,\infty)$, with values in $\mathbb{D}$. These spaces are equipped with the Skorohod distance introduced in [22]. We examine briefly the weak convergence of probability measures on these spaces, a topic which is developed at length in the companion paper [1].

2.1 The space $\mathcal{D}([0,1]; \mathbb{D})$

In this subsection, we introduce the space $\mathcal{D}([0,1]; \mathbb{D})$ and discuss some of its properties.

We begin by recalling some well-known facts about the classical Skorohod space $\mathbb{D}$. We refer the reader to [4, 5] for more details.

The Skorohod distance $d_{J_1}$ on $\mathcal{D}$ is defined as follows: for any $x, y \in \mathcal{D}$,
\[ d_{J_1}(x, y) = \inf_{\lambda \in \Lambda} \{ \| \lambda - e \| \vee \| x - y \circ \lambda \| \}, \]
where $\Lambda$ the set of strictly increasing continuous functions from $[0,1]$ onto $[0,1]$ and $e$ is the identity function on $[0,1]$. The space $\mathcal{D}$ equipped with distance $d_{J_1}$ is separable, but it is not complete. There exists another distance $d_{J_1}^0$ on $\mathcal{D}$, which is equivalent to $d_{J_1}$, under which $\mathcal{D}$ is complete and separable. This distance is given by: (see (12.16) of [5])
\[ d_{J_1}^0(x, y) = \inf_{\lambda \in \Lambda} \{ \| \lambda \|^0 \vee \| x - y \circ \lambda \| \}, \tag{11} \]
for any $x, y \in \mathcal{D}$, where $\| \lambda \|^0 = \sup_{s < s'} \log \frac{\lambda(s') - \lambda(s)}{s' - s}$. Note that
\[ d_{J_1}(x, 0) = d_{J_1}^0(x, 0) = \| x \| \quad \text{for any} \quad x \in \mathcal{D}. \tag{12} \]

By relation (12.17) of [5],
\[ \sup_{s \in [0,1]} | \lambda(s) - s | \leq e^{\| \lambda \|^0} - 1 \quad \text{for all} \quad \lambda \in \Lambda. \tag{13} \]
Taking \( \lambda = e \) in \( (11) \), we obtain:
\[
d^0_{J_1}(x, y) \leq \|x - y\| \quad \text{for all} \quad x, y \in \mathbb{D}. \tag{14}
\]

For functions \((x_n)_{n \geq 1}\) and \(x\) in \(\mathbb{D}\), we write \(x_n \xrightarrow{J_1} x\) if \(d^0_{J_1}(x_n, x) \to 0\).

For any \(\delta \in (0, 1)\), we consider the following modulus of continuity of a function \(x \in \mathbb{D}\):
\[
w''(x, \delta) = \sup_{s_1 \leq s \leq s_2 - s_1 \leq \delta} \left( |x(s) - x(s_1)| \wedge |x(s_2) - x(s)| \right). \tag{15}
\]

We denote by \(\mathbb{D}([0, 1]; \mathbb{D})\) the set of functions \(x : [0, 1] \to \mathbb{D}\) which are right-continuous and have left limits with respect to \(J_1\). We denote by \(x(t-)\) the left limit of \(x\) at \(t \in (0, 1]\). If \(x \in \mathbb{D}([0, 1]; \mathbb{D})\), we let \(x(t, s) = x(t)(s)\) for any \(t \in [0, 1]\) and \(s \in [0, 1]\).

We let \(d_\mathbb{D}\) be the Skorohod distance on \(\mathbb{D}([0, 1]; \mathbb{D})\), given by relation (2.1) of [27]:
\[
d_\mathbb{D}(x, y) = \inf_{\lambda \in \Lambda} \{\|\lambda - e\| \vee \rho_\mathbb{D}(x, y \circ \lambda)\}, \tag{16}
\]
where \(\rho_\mathbb{D}\) is the uniform distance on \(\mathbb{D}([0, 1]; \mathbb{D})\) defined by:
\[
\rho_\mathbb{D}(x, y) = \sup_{t \in [0, 1]} d^0_{J_1}(x(t), y(t)). \tag{17}
\]

Hence, \(d_\mathbb{D}(x_n, x) \to 0\) if and only if there exists a sequence \((\lambda_n)_{n \geq 1} \subset \Lambda\) such that
\[
\sup_{t \in [0, 1]} |\lambda_n(t) - t| \to 0 \quad \text{and} \quad \sup_{t \in [0, 1]} d^0_{J_1}(x_n(\lambda_n(t)), x(t)) \to 0.
\]

We denote by \(\| \cdot \|_\mathbb{D}\) the super-uniform norm on \(\mathbb{D}([0, 1]; \mathbb{D})\) given by:
\[
\|x\|_\mathbb{D} = \sup_{t \in [0, 1]} \|x(t)\|.
\]

(By the discussion in small print on page 122 of [5], the set \(\{x(t) : t \in [0, 1]\}\) is relatively compact in \((\mathbb{D}, J_1)\), and hence, \(\|x\|_\mathbb{D} < \infty\) by Theorem 12.3 of [23].)

By relation (12), it follows that for any \(x \in \mathbb{D}([0, 1]; \mathbb{D})\),
\[
d_\mathbb{D}(x, 0) = \rho_\mathbb{D}(x, 0) = \|x\|_\mathbb{D}. \tag{18}
\]

Note that for any \(x, y \in \mathbb{D}([0, 1]; \mathbb{D})\), we have:
\[
d_\mathbb{D}(x, y) \leq \rho_\mathbb{D}(x, y) \leq \|x - y\|_\mathbb{D}. \tag{19}
\]

The space \(\mathbb{D}([0, 1]; \mathbb{D})\) equipped with \(d_\mathbb{D}\) is separable, but it is not complete. Similarly to the distance \(d^0_{J_1}\) on \(\mathbb{D}\), we consider another distance \(d^0_\mathbb{D}\) on \(\mathbb{D}([0, 1]; \mathbb{D})\), given by:
\[
d^0_\mathbb{D}(x, y) = \inf_{\lambda \in \Lambda} \{\|\lambda\|^0 \vee \rho_\mathbb{D}(x, y \circ \lambda)\}. \tag{20}
\]

The following result is similar to Theorems 12.1 and 12.2 of [5]. See also Theorem 2.6 of [27].
Lemma 2.2. For any $x,y \in \mathbb{D}([0,1];\mathbb{D})$, we have:

$$w^0_\mathbb{D}(x,y,\delta) \leq w^0_\mathbb{D}(x,\delta) + 2\|y\|_\mathbb{D}.$$ 

Proof: Let $t_1 \leq t \leq t_2$ be such that $t_2 - t_1 \leq \delta$. By triangle inequality and (14),

$$d^0_{J_1}(x(t) + y(t), x(t_1) + y(t_1)) \leq d^0_{J_1}(x(t) + y(t), x(t_1)) + d^0_{J_1}(x(t_1), x(t_1) + y(t_1)) \leq \|y(t)\| + d^0_{J_1}(x(t), x(t_1)) + \|y(t_1)\| \leq d^0_{J_1}(x(t), x(t_1)) + 2\|y\|_\mathbb{D}.$$ 

Similarly, $d^0_{J_1}(x(t) + y(t), x(t_2) + y(t_2)) \leq d^0_{J_1}(x(t), x(t_2)) + 2\|y\|_\mathbb{D}$. If $a_1, a_2, b_1, b_2, c \in \mathbb{R}$ are such that $a_i \leq b_i + c$ for $i = 1, 2$, then it is easy to see that $a_1 \land a_2 \leq b_1 \land b_2 + c$. It follows that $d^0_{J_1}(x(t) + y(t), x(t_1) + y(t_1)) \land d^0_{J_1}(x(t) + y(t), x(t_2) + y(t_2))$ is less than

$$d^0_{J_1}(x(t), x(t_1)) \land d^0_{J_1}(x(t), x(t_2)) + 2\|y\|_\mathbb{D} \leq w^0_\mathbb{D}(x,\delta) + 2\|y\|_\mathbb{D}.$$ 

The conclusion follows taking the supremum over all $t_1 \leq t \leq t_2$ such that $t_2 - t_1 \leq \delta$. □

The following result shows that the super-uniform norm is continuous on $\mathbb{D}([0,1];\mathbb{D})$. Its proof is given in [1].

Lemma 2.3. If $(x_n)_{n\geq1}$ and $x$ are functions in $\mathbb{D}([0,1];\mathbb{D})$ such that $d_\mathbb{D}(x_n, x) \to 0$ as $n \to \infty$, then $\|x_n\|_\mathbb{D} \to \|x\|_\mathbb{D}$ as $n \to \infty$.

We conclude this subsection with a brief discussion about finite-dimensional sets in $\mathbb{D}([0,1];\mathbb{D})$, and tightness of probability measures on this space.

Let $\mathcal{D}_\mathbb{D}$ be the Borel $\sigma$-field of $\mathbb{D}([0,1];\mathbb{D})$, with respect to $d_\mathbb{D}$. It can be shown that $\mathcal{D}_\mathbb{D}$ coincides with the $\sigma$-field generated by the projections $\{\pi^D_t; t \in [0,1]\}$, where $\pi^D_t : \mathbb{D}([0,1];\mathbb{D}) \to \mathbb{D}$ is given by $\pi^D_t(x) = x(t)$. We equip $\mathbb{D}$ with the $J_1$-topology and $\mathbb{D}([0,1];\mathbb{D})$ with distance $d_\mathbb{D}$. Then the projections $\pi^0_\mathbb{D}$ and $\pi^1_\mathbb{D}$ are continuous everywhere, whereas for $t \in (0,1)$, $\pi^D_t$ is continuous at $x$ if and only if $x$ is continuous at $t$. If $P$ is a probability measure on $\mathbb{D}([0,1];\mathbb{D})$, we let $T_P$ be the set of $t \in [0,1]$ such that $\pi^D_t$ is continuous almost everywhere with respect to $P$. The set $T_P$ has a countable complement, and hence is dense in $[0,1]$. For fixed $t_1, \ldots, t_k \in [0,1]$, we consider the projection $\pi^D_{t_1, \ldots, t_k} : \mathbb{D}([0,1];\mathbb{D}) \to \mathbb{D}^k$ given by $\pi^D_{t_1, \ldots, t_k}(x) = (x(t_1), \ldots, x(t_k))$.

If $(P_n)_{n\geq1}$ and $P$ are probability measures on $\mathbb{D}([0,1];\mathbb{D})$ such that $P_n \Rightarrow P$, then the following marginal convergence holds for all $t_1, \ldots, t_k \in T_P$:

$$P_n \circ (\pi^D_{t_1, \ldots, t_k})^{-1} \Rightarrow P \circ (\pi^D_{t_1, \ldots, t_k})^{-1} \text{ in } (\mathbb{D}^k, J^k_1),$$

(21)
where $J_1^k$ is the product of $J_1$-topologies.

The following result will be used in the proof of Theorem 3.14 below, being the analogue of Theorem 15.3 of [4] for the space $\mathbb{D}([0,1];\mathbb{D})$. Its proof is given in [1].

**Theorem 2.4.** A sequence $(P_n)_{n \geq 1}$ of probability measures on $\mathbb{D}([0,1];\mathbb{D})$ is tight if and only if it satisfies the following three conditions:

(i) $\lim_{a \to \infty} \lim_{n \to \infty} P_n(\{x; \|x\|_D > a\}) = 0$;

(ii) for any $\eta > 0$ and $t > 0$, there exist $\delta \in (0,1)$ and $n_0 \geq 1$ such that for all $n \geq n_0$,

\[
\begin{align*}
(a) & \quad P_n(\{x; w''(x(t),\delta) > \eta \text{ for some } t \in [0,1]\}) < \rho \\
(b) & \quad P_n(\{x; |x(t,\delta) - x(t,0)| > \eta \text{ for some } t \in [0,1]\}) < \rho \\
(c) & \quad P_n(\{x; |x(t,1) - x(t,1-\delta)| > \eta \text{ for some } t \in [0,1]\}) < \rho;
\end{align*}
\]

(iii) for any $\eta > 0$ and $\rho > 0$, there exist $\delta \in (0,1)$ and $n_0 \geq 1$ such that for all $n \geq n_0$,

\[
\begin{align*}
(a) & \quad P_n(\{x; w''_D(x,\delta) > \eta\}) < \rho \\
(b) & \quad P_n(\{x; d^0_{J_1}(x(\delta),x(0)) > \eta\}) < \rho \\
(c) & \quad P_n(\{x; d^0_{J_1}(x(1-),x(1-\delta)) > \eta\}) < \rho.
\end{align*}
\]

### 2.2 The space $\mathbb{D}([0, \infty); \mathbb{D})$

In this subsection, we introduce the space $\mathbb{D}([0, \infty); \mathbb{D})$ and we list some of its properties.

For any fixed $T > 0$, we let $\mathbb{D}([0,T];\mathbb{D})$ be the set of functions $x : [0, T] \to \mathbb{D}$ which are right-continuous and have left-limits with respect to $J_1$. Let $\Lambda_T$ be the set of strictly increasing continuous functions from $[0, T]$ onto itself. Similarly to the case $T = 1$, we define the Skorohod distance on $\mathbb{D}([0,T];\mathbb{D})$ by:

\[
d_{T,\mathbb{D}}(x,y) = \inf_{\lambda \in \Lambda_T} \{ \| \lambda - e \|_T \wedge \rho_{T,\mathbb{D}}(x,y \circ \lambda) \}, \tag{22}
\]

where $\| \cdot \|_T$ is the supremum norm on $\Lambda_T$, $e$ is the identity function on $[0,T]$, and $\rho_{T,\mathbb{D}}$ is the uniform distance on $\mathbb{D}([0,T];\mathbb{D})$ given by:

\[
\rho_{T,\mathbb{D}}(x,y) = \sup_{t \in [0,T]} d^0_{J_1}(x(t),y(t)). \tag{23}
\]

We denote by $\| \cdot \|_{T,\mathbb{D}}$ the super-uniform norm on $\mathbb{D}([0,T];\mathbb{D})$ given by:

\[
\|x\|_{T,\mathbb{D}} = \sup_{t \in [0,T]} \|x(t)\|.
\]

For any $x,y \in \mathbb{D}([0,T];\mathbb{D})$, we have

\[
d_{T,\mathbb{D}}(x,y) \leq \rho_{T,\mathbb{D}}(x,y) \leq \|x-y\|_{T,\mathbb{D}}. \tag{24}
\]

The Skorohod distance on the space $\mathbb{D}([0, \infty); \mathbb{D})$ is given by: (see (2.2) of [27])

\[
d_{\infty,\mathbb{D}}(x,y) = \int_0^\infty e^{-t} \left( d_{T,\mathbb{D}}(r_t(x),r_t(y)) \wedge 1 \right) dt, \tag{25}
\]
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where \( r_t(x) \) is the restriction to \([0,t] \) of the function \( x \in \mathbb{D}([0,\infty); \mathbb{D}) \).

By Theorem 2.6 of [27], \( \mathbb{D}([0,\infty); \mathbb{D}) \) equipped with distance \( d_{\infty,\mathbb{D}} \) is a Polish space. Its Borel \( \sigma \)-field \( \mathcal{D}_{\infty,\mathbb{D}} \) coincides (by Lemma 2.7 of [27]) with the \( \sigma \)-field generated by the projections \{\( \pi^D_t; t \geq 0 \)\}, where \( \pi^D_t: \mathbb{D}([0,\infty); \mathbb{D}) \to \mathbb{D} \) is given by \( \pi^D_t(x) = x(t) \).

Similarly to page 174 of [21], if \((P_n)_{n \geq 1} \) and \( P \) are probability measures on \( \mathbb{D}([0,\infty); \mathbb{D}) \) such that \( P_n \overset{u}{\to} P \) then the marginal convergence (21) holds for all \( t_1, \ldots, t_k \in T_P \), where the set \( T_P \) (defined as in Section 2.1 above) has a countable complement. In fact, \( P_n \overset{u}{\to} P \) if and only if \( P_n \circ r_t^{-1} \overset{u}{\to} P \circ r_t^{-1} \) for any \( t \in T_P \) (see also Theorem 2.8 of [27]).

### 3 Construction: proof of Theorem 1.3

In this section, we give the construction of an \( \alpha \)-stable Lévy motion \( Z = \{Z(t)\}_{t \geq 0} \) with values in \( \mathbb{D} \), and we show that this process has a modification with sample paths in the space of càdlàg functions from \([0, \infty) \) to \( \mathbb{D} \). We follow the method described in Section 5.5 of [21]. For each \( t \geq 0 \), \( Z(t) \) is a random element in \( \mathbb{D} \) which we denote by \( \{Z(t,s)\}_{s \in [0,1]} \), that is \( Z(t,s) = Z(t)(s) \). Intuitively, the process \( Z \) evolves in time and space: \( Z(t,s) \) gives the value of this process at time \( t \geq 0 \) and location \( s \in [0,1] \) in space.

#### 3.1 The compound Poisson building blocks

In this subsection, we introduce the building blocks of the construction, and we examine their properties.

Let \( N = \sum_{i \geq 1} \delta_{(T_i,R_i,W_i)} \) be a Poisson random measure on \([0, \infty) \times \mathbb{D} \) of intensity \( \text{Leb} \times \nu \), defined on a complete probability space \((\Omega, \mathcal{F}, P)\), where \( \text{Leb} \) is the Lebesgue measure and \( \nu \) is given by (2) on \((0, \infty) \times \mathcal{S}_\mathbb{D} \) and \( \nu(\{\infty\} \times \mathcal{S}_\mathbb{D}) = 0 \). (Refer to Definition 4.1 below for the definition of a Poisson random measure.)

By an extension of Proposition 5.3 of [21] to point processes on Polish spaces, we can represent the points \((T_i,R_i,W_i)\) as follows: \( \{(T_i,R_i)\}_{i \geq 1} \) are the points of a Poisson random measure on \([0, \infty) \times (0, \infty) \) of intensity \( \text{Leb} \times \nu \), and \((W_i)_{i \geq 1} \) is an independent sequence of i.i.d. random elements in \( \mathcal{S}_\mathbb{D} \) with law \( \Gamma_1 \).

Let \((\varepsilon_j)_{j \geq 0}\) be a sequence of real numbers such that \( \varepsilon_j \downarrow 0 \) and \( \varepsilon_0 = 1 \). Let \( I_j = (\varepsilon_j, \varepsilon_{j-1}] \) for \( j \geq 1 \) and \( I_0 = (1, \infty) \). We fix \( t \geq 0 \) and \( s \in [0,1] \). For any \( j \geq 0 \), we let

\[
Z_j(t,s) = \int_{[0,t] \times I_j \times \mathcal{S}_\mathbb{D}} r_z(s) N(du,dr,dz) = \sum_{T_i \leq t} R_i W_i(s) 1_{\{R_i \in I_j\}}. \tag{26}
\]

Note that for any \( j \geq 0 \) and \( s \in [0,1] \), \( Z_j(0,s) = 0 \).

**Lemma 3.1.** a) \( Z_j(t,s) \) is well-defined and \( \mathcal{F} \)-measurable for any \( j \geq 0, t \geq 0, s \in [0,1] \).

b) For any \( t \geq 0 \) and \( j \geq 0 \), the process \( Z_j(t) = \{Z_j(t,s)\}_{s \in [0,1]} \) has all sample paths in \( \mathbb{D} \), with left limit at point \( s \in (0,1] \) given by

\[
Z_j(t,s-) = \int_{[0,t] \times I_j \times \mathcal{S}_\mathbb{D}} r_z(s-) N(du,dr,dz) = \sum_{T_i \leq t} R_i W_i(s-) 1_{\{R_i \in I_j\}}.
\]
**Proof:** a) $Z_j(t, s)$ is well-defined since $[0, t] \times I_j \times S_D$ is a bounded set in $[0, \infty) \times \mathbb{D}_0$ (due to definition (6) of the metric $d_{\mathbb{D}_0}$ on $\mathbb{D}_0$), and the sum in (26) contains finitely many terms. $Z_j(t, s)$ is $\mathcal{F}$-measurable since $N$ is a point process and the map $\mu \mapsto \mu(\mathbb{D}_0) = \int_{(0, \infty) \times \mathbb{D}_0} rz(s) \mu(dr, dz)$ is $\mathcal{M}_p((0, \infty) \times \mathbb{D}_0)$-measurable, where $\pi_s(r, z) = rz(s)$ (see Section 4.1 below for the definition of a point process).

b) This follows by the dominated convergence theorem, whose application is justified by the fact that $\int_{[0, t] \times I_j \times S_D} rN(du, dr, dz) < \infty$. □

To investigate the finite dimensional distribution of process $Z_j(t)$ corresponding to points $s_1, \ldots, s_m \in [0, 1]$, we consider the function $\pi_{s_1, \ldots, s_m} : (0, \infty) \times S_D \rightarrow \mathbb{R}^m$ given by:

$$
\pi_{s_1, \ldots, s_m}(r, z) = (rz(s_1), \ldots, rz(s_m)).
$$

Note that $\pi_{s_1, \ldots, s_m} \circ T = \pi_{s_1, \ldots, s_m}$.

**Lemma 3.2.** For any $j \geq 0$, $t \geq 0$ and $s_1, \ldots, s_m \in [0, 1]$, the vector $(Z_j(t, s_1), \ldots, Z_j(t, s_m))$ has a compound Poisson distribution in $\mathbb{R}^m$ with characteristic function:

$$
E(e^{i\sum_{k=1}^m u_k Z_j(t,s_k)}) = \exp\left\{ t \int_{I_j \times S_D} (e^{iu_1 rz(s_1)} + \cdots + e^{iu_m rz(s_m)} - 1)\nu(dr, dz) \right\},
$$

for any $(u_1, \ldots, u_m) \in \mathbb{R}^m$. Letting $\varphi(s) = \int_{S_D} z(s)\Gamma_1(ds)$ and $\psi(s) = \int_{S_D} |z(s)|^2\Gamma_1(ds)$ for any $s \in [0, 1]$, we have

$$
E(Z_j(t, s)) = t \int_{I_j \times S_D} rz(s)\nu(dr, dz) = t \varphi(s) \int_{I_j} r\nu_\alpha(dr),
$$

$$
\text{Var}(Z_j(t, s)) = t \int_{I_j \times S_D} |rz(s)|^2\nu(dr, dz) = t \psi(s) \int_{I_j} r^2\nu_\alpha(dr).
$$

**Proof:** We represent the restriction of $N$ to $[0, t] \times I_j \times S_D$ as $N_{[0,t] \times I_j \times S_D} \overset{d}{=} \sum_{i=1}^K \delta_{(\tau_i, I_i, W_i)}$, where $K$ is a Poisson random variable of mean $t\nu(I_j \times S_D)$, $(\tau_i)_{i \geq 1}$ are i.i.d. uniformly distributed on $[0, 1]$, $(I_i)_{i \geq 1}$ are i.i.d. on $I_j$ of law $\nu_\alpha/\nu_\alpha(I_j)$, $(W_i)_{i \geq 1}$ are i.i.d. on $S_D$ of law $\Gamma_1$, and $K$, $(\tau_i)_{i \geq 1}$, $(I_i)_{i \geq 1}$, $(W_i)_{i \geq 1}$ are independent. Hence, $(Z_j(t, s_1), \ldots, Z_j(t, s_m)) \overset{d}{=} \sum_{i=1}^K J_i Y_i$ with $Y_i = (W_i(s_1), \ldots, W_i(s_m))$. The result follows since $\{J_i Y_i\}_{i \geq 1}$ are i.i.d. vectors in $\mathbb{R}^m$ with law

$$
\frac{1}{\nu(I_j \times S_D)}\nu|_{I_j \times S_D} \circ \pi_{s_1, \ldots, s_m}^{-1},
$$

where $\nu|_{I_j \times S_D}$ is the restriction of $\nu$ to $I_j \times S_D$. □

The previous result shows that for $j \geq 1$, $Z_j(t, s)$ has finite mean and finite variance, while $Z_0(t, s)$ has infinite variance (since $\alpha < 2$), but has finite mean if $\alpha > 1$. Note that $\sum_{j \geq 1} \text{Var}(Z_j(t, s)) = t\psi(s) \int_{[0, 1]} r^2\nu_\alpha(dr) < \infty$. Moreover, the variables $\{Z_j(t, s)\}_{j \geq 0}$ are independent, since the intervals $(I_j)_{j \geq 0}$ are disjoint. Hence by Kolmogorov’s convergence criterion (see e.g. Theorem 22.6 of [3]), for any $t > 0$ and $s \in [0, 1]$,

$$
\sum_{j \geq 1} \left( Z_j(t, s) - E(Z_j(t, s)) \right) \text{ converges a.s.}
$$
We denote by \( \Omega_{t,s} \) the event that this series converges, with \( P(\Omega_{t,s}) = 1 \).

If \( \alpha < 1 \), \( \sum_{j \geq 1} E(Z_j(t, s)) = c \varphi(s) \int_0^1 r \nu_\alpha(dr) \) is finite, whereas if \( \alpha > 1 \), \( E(Z_0(t, s)) = c \varphi(s) \int_1^\infty r \nu_\alpha(dr) \) is finite. For any \( t \geq 0, s \in [0, 1] \) fixed, on the event \( \Omega_{t,s} \) we define

\[
Z(t, s) = \sum_{j \geq 0} Z_j(t, s) \quad \text{if} \quad \alpha < 1, \\
Z(t, s) = \sum_{j \geq 0} \left( Z_j(t, s) - E(Z_j(t, s)) \right) \quad \text{if} \quad \alpha > 1.
\]  

(27) \hspace{1cm} (28)

On the event \( \Omega_{t,s}^c \), we let \( Z(t, s) = x_0 \), for arbitrary \( x_0 \in \mathbb{D} \), in both cases \( \alpha < 1 \) and \( \alpha > 1 \). Note that \( Z(0, s) = 0 \) for all \( s \in [0, 1] \).

For any \( s_1, \ldots, s_m \in [0, 1] \), we consider the following measure on \( \mathbb{R}^m \):

\[
\mu_{s_1, \ldots, s_m} = \nu \circ \pi_{s_1, \ldots, s_m}^{-1} = \varphi \circ \pi_{s_1, \ldots, s_m}^{-1}.
\]

(29)

The next result identifies some essential properties of the measures \( \mu_{s_1, \ldots, s_m} \). Assumption A is needed only to guarantee that \( \mu_{s_1, \ldots, s_m} \{ \{0\} \} = 0 \).

**Lemma 3.3.** Suppose that Assumption A holds.

a) For any \( s_1, \ldots, s_m \in [0, 1] \), \( \mu_{s_1, \ldots, s_m} \) is a Lévy measure on \( \mathbb{R}^m \), i.e.

\[
\mu_{s_1, \ldots, s_m} \{ \{0\} \} = 0 \quad \text{and} \quad \int_{\mathbb{R}^m} (|y|^2 \wedge 1) \mu_{s_1, \ldots, s_m}(dy) < \infty.
\]

b) For any \( s_1, \ldots, s_m \in [0, 1] \), for any \( h > 0 \) and for any Borel set \( A \subset \mathbb{R}^m \),

\[
\mu_{s_1, \ldots, s_m}(hA) = h^{-\alpha} \mu_{s_1, \ldots, s_m}(A).
\]

c) For any \( s \in [0, 1] \), the measure \( \mu_s \) is given by

\[
\mu_s(dy) = (c_s^+ \alpha y^{-\alpha - 1} + c_s^- \alpha (-y)^{-\alpha - 1})dy,
\]

where \( c_s^+ = \mu_s(1, \infty) \) and \( c_s^- = \mu_s(-\infty, -1) \).

**Proof:** a) By Assumption A, \( \mu_{s_1, \ldots, s_m}(\{0\}) = \varphi(\{(r, z); rz(s_1) = \ldots = rz(s_m) = 0\}) = 0 \), using the convention that \( \infty \cdot 0 = 0 \). The second property follows because

\[
\int_{|y| \leq 1} |y|^2 \mu_{s_1, \ldots, s_m}(dy) = c \int_{\mathbb{S}^d} \left( \int_0^{(\sum_{i=1}^m |z(s_i)|^2)^{-1/2}} r^2 \nu_\alpha(dr) \right) \sum_{i=1}^m |z(s_i)|^2 \Gamma_1(dz)
\]

\[
= c \frac{\alpha}{2 - \alpha} \int_{|y| \leq 1} \left( \sum_{i=1}^m |z(s_i)|^2 \right)^{\alpha/2} \Gamma_1(dz) \leq c \frac{\alpha}{2 - \alpha},
\]

and

\[
\int_{|y| > 1} \mu_{s_1, \ldots, s_m}(dy) = c \int_{\mathbb{S}^d} \int_{|z(s_i)|^2}^\infty \nu_\alpha(dr) \Gamma_1(dz) = c \int_{\mathbb{S}^d} \left( \sum_{i=1}^m |z(s_i)|^2 \right)^{\alpha/2} \Gamma_1(dz).
\]
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b) By Fubini’s theorem and the scaling property of $\nu$, it can be proved that $\nu$ has the following scaling property: for any $h > 0$ and $H \in \mathcal{B}(\mathbb{D}_0)$, $\nu(hH) = h^{-\alpha} \nu(H)$, where $hH = \{(hr, z); (r, z) \in H\}$. For any $h > 0$ and $A \in \mathcal{B}(\mathbb{R}^m)$, we have

$$
\mu_{s_1, \ldots, s_m}(hA) = \nu(\{(r, z); rz(s_1), \ldots, rz(s_m) \in hA\}) = \nu(hH)
$$

where $H = \{(r, z); rz(s_1), \ldots, rz(s_m) \in A\} = \pi_{s_1, \ldots, s_m}^{-1}(A)$. The conclusion follows from the scaling property of $\nu$ mentioned above.

c) This is an immediate consequence of the scaling property in b). □

We denote by $S_\alpha(\sigma, \beta, \mu)$ the $\alpha$-stable distribution given by Definition 1.1.6 of [23], and

$$
C_\alpha^{-1} = \frac{\Gamma(2 - \alpha)}{1 - \alpha} \cos \left(\frac{\pi \alpha}{2}\right).
$$

(30)

Based on the previous lemma, we obtain the following result.

**Proposition 3.4.** For any $t > 0$, the process $\overline{Z}(t) = \{\overline{Z}(t, s)\}_{s \in [0, 1]}$ given by (27) and (28) is $\alpha$-stable with finite-dimensional distributions given by (3) and (4). In particular, for any $t > 0$ and $s \in [0, 1]$, $\overline{Z}(t, s)$ has a $S_\alpha(1, 0)$ distribution with parameters

$$
\sigma_s = C_\alpha^{-1}(c^+_s + c^-_s) \quad \text{and} \quad \beta_s = \frac{c^+_s - c^-_s}{c^+_s + c^-_s},
$$

(31)

where $c^+_s$ and $c^-_s$ are given in Lemma 3.3(c). Moreover, $\overline{Z}(t, s_k) \xrightarrow{d} \overline{Z}(t, s)$ as $k \to \infty$, for any $s \in [0, 1]$ and for any sequence $(s_k)_{k \geq 1}$ with $s_k \to s$ and $s_k \geq s$ for all $k \geq 1$.

**Proof:** Case 1: $\alpha < 1$. By Lemma 3.2 and the independence of $\{Z_j(t, s)\}_{j \geq 0}$, it follows that the characteristic function of the variable $\overline{Z}(t, s)$ is given by:

$$
E(e^{iu\overline{Z}(t, s)}) = \exp \left\{ t \int_{\mathbb{D}_0} (e^{iurz(s)} - 1) \nu(dr, dz) \right\} = \exp \left\{ t \int_{\mathbb{R}} (e^{iuy} - 1) \mu_s(dy) \right\}, \quad u \in \mathbb{R}.
$$

The fact that $\overline{Z}(t, s)$ has a $S_\alpha(1, 0)$ distribution follows essentially from the calculations on page 568 of [11], using the form of the measure $\mu_s$ given in Lemma 3.3(c).

Similarly, it can be seen that for any $s_1, \ldots, s_m \in [0, 1]$, $(\overline{Z}(t, s_1), \ldots, \overline{Z}(t, s_m))$ has characteristic function given by (3). The fact that $(\overline{Z}(t, s_1), \ldots, \overline{Z}(t, s_m))$ has an $\alpha$-stable distribution follows by Theorem 14.3 of [24], using the scaling property of the measure $\mu_{s_1, \ldots, s_m}$ given in Lemma 3.3(b).

The last statement follows from the fact that $E(e^{iu\overline{Z}(t, s_k)}) \to E(e^{iu\overline{Z}(t, s)})$. To see this, note that $\lim_{k \to \infty} z(s_k) = z(s)$ for any $z \in S_{\mathbb{D}}$. By the dominated convergence theorem,

$$
\int_{\mathbb{D}_0} (e^{iuz(s_k)} - 1) \nu(dr, dz) \to \int_{\mathbb{D}_0} (e^{iuz(s)} - 1) \nu(dr, dz), \quad \text{as} \quad k \to \infty.
$$

The application of this theorem is justified using the inequalities $|e^{iuz(s)} - 1| \leq |uz(s)|$ if $r \leq 1$ and $|e^{iuz(s)} - 1| \leq 2$ if $r > 1$. 
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In this case, the characteristic function of $Z(t, s)$ is given by

$$E(e^{iuZ(t, s)}) = \exp \left\{ t \int_{\mathbb{D}_0} (e^{iurz(s)} - 1 - iurz(s)) \nu(dr, dz) \right\}, \quad u \in \mathbb{R}.$$ 

The last statement follows from the fact that $E(e^{iuZ(t, s)}) \to E(e^{iuZ(t, s)})$, since

$$\int_{[0, \infty)} (e^{iurz(s)} - 1 - iurz(s)) \nu(dr, dz) \to \int_{[0, \infty)} (e^{iurz(s)} - 1 - iurz(s)) \nu(dr, dz).$$

The application of the dominated convergence theorem is justified using the inequalities $|e^{iurz(s)} - 1 - iurz(s)| \leq \frac{1}{2}|urz(s)|^2$ if $r \leq 1$ and $|e^{iurz(s)} - 1 - iurz(s)| \leq 2|urz(s)|$ if $r > 1$.

We denote by $\mathbb{D}_u([0, \infty); \mathbb{D})$ the set of functions $x: [0, \infty) \to \mathbb{D}$ which are right-continuous and have left limits with respect to the uniform norm $\| \cdot \|$ on $\mathbb{D}$. Clearly, $\mathbb{D}_u([0, \infty); \mathbb{D})$ is a subset of $\mathbb{D}([0, \infty); \mathbb{D})$.

**Lemma 3.5.** For any $j \geq 0$, the process $\{Z_j(t)\}_{t \geq 0}$ has all sample paths in $\mathbb{D}_u([0, \infty); \mathbb{D})$, with left limit at $t > 0$ given by $Z_j(t-) = \{Z_j(t-), s\}_{s \in [0, 1]}$, where

$$Z_j(t-, s) = \int_{[0,t) \times I_j \times \mathbb{S}_0} rz(s)N(du, dr, dz).$$

**Proof:** We first show that the map $t \mapsto Z_j(t)$ is right-continuous in $(\mathbb{D}, \| \cdot \|)$. Let $t \geq 0$ be arbitrary and $(t_n)_{n \geq 1}$ such that $t_n \to t$ and $t_n \geq t$ for all $n \geq 1$. Then

$$\|Z_j(t_n) - Z_j(t)\| = \sup_{s \in [0, 1]} \left| \int_{(t_n, t] \times I_j \times \mathbb{S}_0} rz(s)N(du, dr, dz) \right| \leq \int_{(t_n, t] \times I_j \times \mathbb{S}_0} rN(du, dr, dz),$$

and the last integral converges to 0 as $n \to \infty$ by the dominated convergence theorem. Next, we show that the map $t \mapsto Z_j(t)$ has left limit $Z_j(t-)$ in $(\mathbb{D}, \| \cdot \|)$. Let $t > 0$ be arbitrary and $(t_n)_{n \geq 1}$ such that $t_n \to t$ and $t_n \leq t$ for all $n \geq 1$. Then

$$\|Z_j(t-) - Z_j(t_n)\| = \sup_{s \in [0, 1]} \left| \int_{(t_n, t] \times I_j \times \mathbb{S}_0} rz(s)N(du, dr, dz) \right| \leq \int_{(t_n, t] \times I_j \times \mathbb{S}_0} rN(du, dr, dz),$$

and the last integral converges to 0 as $n \to \infty$ by the dominated convergence theorem.

For any $\varepsilon > 0$, $t \geq 0$ and $s \in [0, 1]$, we let

$$Z^{(\varepsilon)}(t, s) = \int_{[0,t] \times (\varepsilon, \infty) \times \mathbb{S}_0} rz(s)N(du, dr, dz) = \sum_{T_i \leq t} R_i W_i(s)1_{\{R_i, \in (\varepsilon, \infty)\}}. \quad (32)$$

Using this notation, we have:

$$Z^{(\varepsilon_k)}(t, s) = \sum_{j=0}^{k} Z_j(t, s), \quad \text{for all} \quad k \geq 0. \quad (33)$$

**Remark 3.6.** Similarly to Lemma 3.1 and Lemma 3.5 for $j = 0$, it can be proved that the process $Z^{(\varepsilon)}(t) = \{Z^{(\varepsilon)}(t, s)\}_{s \in [0, 1]}$ has all sample paths in $\mathbb{D}$ for any $t \geq 0$, and the process $Z^{(\varepsilon)} = \{Z^{(\varepsilon)}(t)\}_{t \geq 0}$ has all sample paths in $\mathbb{D}_u([0, \infty); \mathbb{D})$. 
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3.2 Construction in the case \( \alpha < 1 \)

In this subsection, we give the proof Theorem \([1.3]\) in the case \( \alpha < 1 \). In particular, property \([35]\) below will be used in the proof of the approximation result (Theorem \([1.5]\).a).

Our first result shows that for any \( t > 0 \) fixed, the process \( \widetilde{Z}(t) \) given by \([27]\) has a càdlàg modification which can be obtained as an almost sure limit with respect to the uniform norm. Recall that \( \{X(s)\}_{s \in [0,1]} \) is a modification of \( \{Y(s)\}_{s \in [0,1]} \) if \( P(X(s) = Y(s)) = 1 \) for all \( s \in [0,1] \).

**Lemma 3.7.** If \( \alpha < 1 \), then for any \( t \geq 0 \), there exists a random element \( Z(t) = \{Z(t,s)\}_{s \in [0,1]} \) in \( \mathbb{D} \) such that \( P(Z(t,s) = \widetilde{Z}(t,s)) = 1 \) for all \( s \in [0,1] \), and

\[
\lim_{k \to \infty} \|Z^{(\varepsilon_k)}(t) - Z(t)\| = 0 \quad \text{a.s.}
\]

**Proof:** For \( t = 0 \), we define \( Z(0,s) = 0 \) for all \( s \in [0,1] \). We consider the case \( t > 0 \). By \([26]\), \( \|Z_j(t)\| \leq \sum_{i \geq 1} R_i 1_{\{R_i \in I_j\}} 1_{\{T_i \leq t\}} = \int_{[0,t] \times I_j \times \mathbb{D}_0} r N(du,dr,dz) \). Since \( \alpha < 1 \), it follows that

\[
E \sum_{j \geq 1} \|Z_j(t)\| \leq E \sum_{j \geq 1} \int_{[0,t] \times I_j \times \mathbb{D}_0} r N(du,dr,dz) = t \int_{[0,1] \times \mathbb{D}_0} r \mathbb{P}(dr,dz) < \infty,
\]

which implies that \( \sum_{j \geq 1} \|Z_j(t)\| < \infty \) a.s. We denote by \( \Omega_t \) the event that this series converges, with \( P(\Omega_t) = 1 \). On the event \( \Omega_t \), the sequence \( \{Z^{(\varepsilon_k)}(t) = \sum_{j=0}^{k} Z_j(t)\}_{k \geq 0} \) is Cauchy in \((\mathbb{D}, \| \cdot \|)\), and we denote its limit by \( Z(t) \). On the event \( \Omega_t^c \), we let \( Z(t) = x_0 \).

By Lemma \([3.1.a]\), \( Z(t,s) \) is \( \mathcal{F} \)-measurable for any \( s \in [0,1] \). Hence, \( Z(t) \) is a random element in \( \mathbb{D} \). On the event \( \Omega_{t,s} \cap \Omega_t \), \( Z(t,s) - Z^{(\varepsilon_k)}(t,s) = \sum_{j \geq k+1} Z_j(t,s) \), and hence

\[
|Z^{(\varepsilon_k)}(t,s) - \widetilde{Z}(t,s)| \leq \sum_{j \geq k+1} |Z_j(t,s)| \leq \sum_{j \geq k+1} \|Z_j(t)\| \to 0.
\]

On the other hand, on the event \( \Omega_t \), \( Z^{(\varepsilon_k)}(t,s) \to Z(t,s) \) for any \( s \in [0,1] \). By the uniqueness of the limit, \( Z(t,s) = \widetilde{Z}(t,s) \) on the event \( \Omega_{t,s} \cap \Omega_t \). \( \square \)

The following result proves Theorem \([1.3]\).a in the case \( \alpha < 1 \).

**Theorem 3.8.** If \( \alpha < 1 \), the process \( \{Z(t)\}_{t \geq 0} \) defined in Lemma \([3.7]\) is a \( \mathbb{D} \)-valued \( \alpha \)-stable Lévy motion (corresponding to \( \nu \)). This process is \((1/\alpha)\)-self-similar, i.e.

\[
\{Z(ct)\}_{t \geq 0} \overset{d}{=} c^{1/\alpha} \{Z(t)\}_{t \geq 0} \quad \text{for any} \quad c > 0,
\]

where \( \overset{d}{=} \) denotes equality of finite-dimensional distributions.

**Proof:** We first show that the process \( \{Z(t)\}_{t \geq 0} \) satisfies properties (i)-(iv) given in Definition \([1.1]\). Property (i) is clear. To verify property (ii), we apply Lemma \([A.3]\) (Appendix A) to the space \( S = \mathbb{D} \) equipped with \( d_0^I \). By Lemma \([3.7]\) for \( i = 2, \ldots, K \),

\[
X_k^{(i)} := Z^{(\varepsilon_k)}(t_i) - Z^{(\varepsilon_k)}(t_{i-1}) \to X^{(i)} := Z(t_i) - Z(t_{i-1}) \quad \text{a.s. as} \quad k \to \infty \quad \text{in} \quad (\mathbb{D}, \| \cdot \|),
\]

and hence also in \((\mathbb{D}, J_1)\). The variables \( X_k^{(2)}, \ldots, X_k^{(K)} \) are independent for any \( k \), since \( X_k^{(i)} \)
is $\mathcal{F}_{t_{i-1},t_i}^N$-measurable and the $\sigma$-fields $\mathcal{F}_{t_{i-1},t_i}^N$, $i = 2, \ldots, K$ are independent. Here $\mathcal{F}_{s,t}^N$ is the $\sigma$-field generated by $N((a,b] \times B)$ for any $s < a < b \leq t$ and $B \in \mathcal{B}(\mathbb{R}_0)$. It follows that $X^{(2)}, \ldots, X^{(K)}$ are independent.

For property (iii), we have to show that vectors $X := (Z(t_2, s_1) - Z(t_1, s_1), \ldots, Z(t_2, s_i) - Z(t_1, s_i))$ and $Y := (Z(t_2 - t_1, s_1), \ldots, Z(t_2 - t_1, s_m))$ have the same distribution, for any $s_1, \ldots, s_m \in [0, 1]$. By (27) and Lemma 3.7, on the event $\Omega_{t_1, s} \cap \Omega_{t_2, s} \cap \Omega_{t_1} \cap \Omega_{t_2}$,

$$Z(t_2) - Z(t_1) = \overline{Z}(t_2) - \overline{Z}(t_1) = \sum_{j \geq 0} (Z_j(t_2) - Z_j(t_1)).$$

As in the proof of Proposition 3.4, it follows that the characteristic function of $X$ is

$$E(e^{iuX}) = \exp \left\{ (t_2 - t_1) \int_{\mathbb{R}^m} (e^{iu \cdot y} - 1) \mu_{s_1, \ldots, s_m}(dy) \right\}, \quad u \in \mathbb{R}^m,$$

which is the same as the characteristic function of $Y$. Hence $X \overset{d}{=} Y$. Finally, property (iv) was shown in Proposition 3.4 for $\overline{Z}(t)$, and remains valid for its modification $Z(t)$.

To prove relation (34), we have to show that $\{Z(ct)\}_{t \geq 0} \overset{d}{=} \{c^{1/\alpha}Z(t)\}_{t \geq 0}$ for any $c > 0$. Since both processes have stationary and independent increments, it is enough to show that $Z(ct) \overset{d}{=} c^{1/\alpha}Z(t)$ for any $t > 0$, i.e. vectors $U = (Z(ct, s_1), \ldots, Z(ct, s_m))$ and $V = c^{1/\alpha}(Z(t, s_1), \ldots, Z(t, s_m))$ have the same distribution, for any $s_1, \ldots, s_m \in [0, 1]$ and $t > 0$. Let $h_c(y) = c^{1/\alpha}y$ for $y \in \mathbb{R}^m$. By the scaling property of the measure $\mu_{s_1, \ldots, s_m}$ given in Lemma 3.3(b),

$$\mu_{s_1, \ldots, s_m}(h_c^{-1}(A)) = \mu_{s_1, \ldots, s_m}(c^{-1/\alpha}A) = c \mu_{s_1, \ldots, s_m}(A),$$

for any Borel set $A \subset \mathbb{R}^m$. Therefore, the characteristic function of $V$ is

$$E(e^{iuV}) = \exp \left\{ t \int_{\mathbb{R}^m} (e^{iu \cdot y} - 1) (\mu_{s_1, \ldots, s_m} \circ h_c^{-1})(dy) \right\} = \exp \left\{ ct \int_{\mathbb{R}^m} (e^{iu \cdot y} - 1) \mu_{s_1, \ldots, s_m}(dy) \right\}$$

for any $u \in \mathbb{R}^m$, which is the same as the characteristic function of $U$. Hence $U \overset{d}{=} V$. □

The following result proves Theorem 1.3(b) in the case $\alpha < 1$.

**Theorem 3.9.** If $\alpha < 1$ and $\{Z(t)\}_{t \geq 0}$ is the process defined in Lemma 3.7, then there exists a collection $\{\tilde{Z}(t)\}_{t \geq 0}$ of random elements in $\mathcal{D}$, such that $P(Z(t) = \tilde{Z}(t)) = 1$ for all $t \geq 0$, and for any $T > 0$,

$$\sup_{t \leq T} \|Z^{(k)}(t) - \tilde{Z}(t)\| \to 0 \quad a.s. \quad \text{as } k \to \infty. \quad (35)$$

Moreover, the map $t \mapsto \tilde{Z}(t)$ is in $\mathcal{D}_u([0, \infty); \mathcal{D})$ a.s.

**Proof:** For any $T > 0$, we denote by $\mathcal{D}_u([0, T]; \mathcal{D})$ the set of functions $x : [0, T] \to \mathcal{D}$ which are right-continuous and have left-limits with respect to the norm $\| \cdot \|$ on $\mathcal{D}$. Note that $\mathcal{D}_u([0, T]; \mathcal{D})$ is a Banach space with respect to the super-uniform norm $\| \cdot \|_{T, \mathcal{D}}$. 
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Using the same idea as in the proof of Theorem 5.4 of [21], we will show that there exists an event $\tilde{\Omega}$ of probability 1, on which we can say that for any $T > 0$,

$$\{Z^{(\varepsilon_k)}(\cdot)\}_{k \geq 1} \text{ is a Cauchy sequence in } \mathbb{D}_u([0, T]; \mathbb{D}),$$

(36)

where $\mathbb{D}_u([0, T]; \mathbb{D})$ is equipped with the norm $\| \cdot \|_{T, \mathbb{D}}$. We denote by $\{\tilde{Z}(t)\}_{t \in [0, T]}$ the limit of this sequence in $\mathbb{D}_u([0, T]; \mathbb{D})$ (on the event $\tilde{\Omega}$). Relation (35) then holds by definition. Since $T > 0$ is arbitrary, $\tilde{Z}(\omega, t)$ is a well-defined element in $\mathbb{D}$ for any $t \geq 0$ and $\omega \in \tilde{\Omega}$. For $\omega \notin \tilde{\Omega}$, we let $\tilde{Z}(\omega, t) = y_0$ for any $t \geq 0$, where $y_0 \in \mathbb{D}$ is arbitrary. For any $\omega \in \tilde{\Omega}$ and $t \geq 0$, $Z(\omega, t) \in \mathbb{D}$ and we denote $\tilde{Z}(\omega, t) := \tilde{Z}(\omega, t)(s)$ for any $s \in [0, 1]$. Clearly, $\tilde{Z}(\omega, t)$ is $\mathcal{F}$-measurable for any $s \in [0, 1]$, being the a.s. limit of the sequence $\{Z^{(\varepsilon_k)}(t, s)\}_{k \geq 1}$

This proves that $\tilde{Z}(t)$ is a random element in $\mathbb{D}$, for any $t \geq 0$.

By Lemma A.2 (with $S = \mathbb{D}$ equipped with the uniform norm), the map $t \mapsto \tilde{Z}(t)$ lies in $\mathbb{D}_u((0, \infty); \mathbb{D})$ (on the event $\tilde{\Omega}$). From relation (35) and Lemma 3.7, we infer that $\|Z(t) - \tilde{Z}(t)\| = 0$ a.s. for any $t > 0$.

It remains to prove (36). For this, it suffices to prove that for any $\delta > 0$,

$$\lim_{K \to \infty} \lim_{L \to \infty} P( \max_{K \leq k \leq L} \|Z^{(\varepsilon_k)} - Z^{(\varepsilon_K)}\|_{T, \mathbb{D}} > \delta) = 0.$$  

(37)

Let $\delta > 0$ be arbitrary. For any $K < k \leq L$, $t > 0$ and $s \in [0, 1]$,

$$Z^{(\varepsilon_k)}(t, s) - Z^{(\varepsilon_K)}(t, s) = \int_{[0, T] \times (\varepsilon_k, \varepsilon_K] \times \mathbb{D}} rz(s)N(du, dr, dz) = \sum_{T_i \leq t} R_i W_i(s) 1_{\varepsilon_k < R_i \leq \varepsilon_K},$$

and hence

$$\|Z^{(\varepsilon_k)}(t) - Z^{(\varepsilon_K)}(t)\| \leq \sum_{T_i \leq t} R_i 1_{\varepsilon_k < R_i \leq \varepsilon_K} = \int_{[0, t] \times (\varepsilon_k, \varepsilon_K] \times \mathbb{D}} rN(du, dr, dz).$$

Taking the supremum over $t \in [0, T]$ followed by the maximum over $k$ with $K < k \leq L$, we obtain:

$$\max_{K \leq k \leq L} \|Z^{(\varepsilon_k)} - Z^{(\varepsilon_K)}\|_{T, \mathbb{D}} \leq \int_{[0, T] \times (\varepsilon_L, \varepsilon_K] \times \mathbb{D}} rN(du, dr, dz).$$

By Markov’s inequality,

$$P( \max_{K \leq k \leq L} \|Z^{(\varepsilon_k)} - Z^{(\varepsilon_K)}\|_{T, \mathbb{D}} > \delta) \leq \frac{1}{\delta} E \left( \int_{[0, T] \times (\varepsilon_L, \varepsilon_K] \times \mathbb{D}} rN(du, dr, dz) \right)$$

$$= \frac{T}{\delta} \int_{(\varepsilon_L, \varepsilon_K] \times \mathbb{D}} r\nu(\alpha)(dr, dz) = \frac{T}{\delta} \int_{(\varepsilon_L, \varepsilon_K]} r\nu_\alpha(\alpha) \to 0 \text{ as } K, L \to \infty,$$

using the fact that $\int_{(\varepsilon_L, 1]} r\nu_\alpha(\alpha) \to \int_0^1 r\nu_\alpha(\alpha) < \infty$, as $L \to \infty$. This proves (37). \(\square\)
3.3 Construction in the case $\alpha > 1$

In this subsection, we give the proof of Theorem 1.3 in the case $\alpha > 1$. In particular, property (56) below will be used in the proof of approximation result (Theorem 1.5.b)).

In this case, for any $\varepsilon > 0$, $E[Z(t,s)] = ct\varphi(s)\int_{\varepsilon}^{\infty} rv_r(dr)$ is finite, and we denote

$$Z^{(\varepsilon)}(t,s) = Z(t,s) - E[Z(t,s)],$$

where $Z(t,s)$ is given by (32). By (33), it follows that

$$\overline{Z}^{(\varepsilon)}(t,s) = \sum_{j=0}^{k} \left( Z_j(t,s) - E(Z_j(t,s)) \right).$$

Remark 3.10. For any probability measure $Q$ on $(D,D)$, there exists a càdlàg process \{Y(s)\}_{s\in[0,1]} defined on a probability space $(\Omega', F', P')$ whose law under $P'$ is $Q$. This is simply because we may take $(\Omega', F', P') = (D, D, Q)$ and $Y(s) = \pi_s$ for all $s \in [0,1]$. This fact will be used in the proof of Lemma 3.11 below.

The next result is the analogue of Lemma 3.7 for the case $\alpha > 1$. The crucial elements of its proof are: (i) tightness of the sequence $\{\overline{Z}^{(\varepsilon)}(t)\}_{k\geq 1}$ in $D$, proved in [22]; and (ii) the improved version of Itô-Nisio theorem for random elements in $D$, given in [2]. (The original version of Itô-Nisio theorem in $D$ can be found in [15].) Recall that in the case $\alpha > 1$, the process $\overline{Z}(t) = \{Z(t,s)\}_{s\in[0,1]}$ is given by (28).

Lemma 3.11. For any $t \geq 0$, there exists a random element $Z(t) = \{Z(t,s)\}_{s\in[0,1]}$ in $D$ such that $P(Z(t,s) = \overline{Z}(t,s)) = 1$ for all $s \in [0,1]$, and

$$\lim_{k \to \infty} ||\overline{Z}^{(\varepsilon)}(t) - Z(t)|| = 0 \quad a.s.$$ (39)

In particular, $E(Z(t,s)) = 0$ for all $s \in [0,1]$ and $t > 0$.

Proof: For $t = 0$, we define $Z(0,s) = 0$ for all $s \in [0,1]$. We will assume for simplicity that $t = 1$, the case of arbitrary $t > 0$ being similar. To simplify the notation, in this proof we denote $\overline{Z}^{(\varepsilon)} = \{\overline{Z}^{(\varepsilon)}(s) = \overline{Z}^{(\varepsilon)}(1,s)\}_{s\in[0,1]}$ and $\overline{Z} = \{\overline{Z}(s) = \overline{Z}(1,s)\}_{s\in[0,1]}$.

From the last part of the proof of Theorem 2.12 of [22], we know that $\{\overline{Z}^{(\varepsilon)}\}_{k\geq 1}$ is tight in $(D, J_1)$. By Prohorov’s theorem, $\{\overline{Z}^{(\varepsilon)}\}_{k\geq 1}$ is relatively compact in $(D, J_1)$. Hence, there exists a subsequence $N' \subset \mathbb{Z}_+$ and a probability measure $Q$ on $(D,D)$ such that $P \circ (\overline{Z}^{(\varepsilon)})^{-1} \xrightarrow{w} Q$ as $k \to \infty$, $k \in N'$. By Remark 3.10, let $Y$ be a random element in $D$ with law $Q$, defined on a probability space $(\Omega', F', P')$. Then, $\overline{Z}^{(\varepsilon)} \rightarrow Y$ in $(D, J_1)$ as $k \to \infty$, $k \in N'$, which implies that

$$(\overline{Z}^{(\varepsilon)}(s_1), \ldots, \overline{Z}^{(\varepsilon)}(s_m)) \xrightarrow{d} (Y(s_1), \ldots, Y(s_m)), \quad (40)$$

as $k \to \infty$, $k \in N'$, for any $s_1, \ldots, s_m \in T$, where $T = \{s \in (0,1); P'(s \in \text{Disc}(Y)) = 0\} \cup \{0,1\}$ is dense in $[0,1]$ (see p.124 of [1]). By (28) and (38),

$$\overline{Z}(s) = \lim_{k \to \infty} \overline{Z}^{(\varepsilon)}(s) \quad a.s. \quad \text{for any } s \in [0,1].$$ (41)
By (40) and the uniqueness of the limit, it follows that for any \( s_1, \ldots, s_m \in T \),
\[
(Z(s_1), \ldots, Z(s_m)) \overset{d}{=} (Y(s_1), \ldots, Y(s_m)).
\]

Consider now another subsequence \( N'' \subset \mathbb{Z}_+ \) such that \( P \circ (\overline{Z}^{(e_k)})^{-1} \overset{w}{\to} Q' \) as \( k \to \infty \), \( k \in N'' \), for a probability measure \( Q' \) on \((\mathcal{D}, \mathcal{D})\). Let \( Y' \) be a random element in \( \mathcal{D} \) with law \( Q' \), defined on a probability space \((\Omega'', \mathcal{F}'', P'')\). Let \( T' = \{ s \in (0, 1); P''(s \in \text{Disc}(Y)) = 0 \} \cup \{0, 1\} \). The same argument as above shows that for any \( s_1, \ldots, s_m \in T' \)
\[
(Z(s_1), \ldots, Z(s_m)) \overset{d}{=} (Y'(s_1), \ldots, Y'(s_m)).
\]
Hence, \( (Y(s_1), \ldots, Y(s_m)) \overset{d}{=} (Y'(s_1), \ldots, Y'(s_m)) \) for any \( s_1, \ldots, s_m \in T \cap T' \). Since \( T \cap T' \) is dense in \([0, 1]\) and contains 1, by Theorem 12.5 of [5], we conclude that \( Q = Q' \). This shows that any subsequence of \( \{ P \circ (\overline{Z}^{(e_k)})^{-1} \}_k \) which converges weakly, in fact converges weakly to \( Q \). Therefore, \( P \circ (\overline{Z}^{(e_k)})^{-1} \overset{w}{\to} Q \) as \( k \to \infty \), and relation (40) holds as \( k \to \infty \) (not only along the subsequence \( N'' \)).

Note that \( \overline{Z}^{(e_k)}(s) = \sum_{j=0}^{k} (Z_j(1, s) - E(Z_j(1, s))) \) and \( \{X_j = Z_j(1, s) - E(Z_j(1, s))\}_{j \geq 0} \) are random elements in \( \mathcal{D} \) (by Lemma 3.1), which are independent and have mean zero. The existence of a càdlàg process \( \{Z(s)\}_{s \in [0, 1]} \) such that \( \lim_{k \to \infty} ||\overline{Z}^{(e_k)} - Z|| = 0 \) a.s. will follow by Theorem 2.1.(iii) of [2]. Relation (2.1) of [2] holds, due to (40). We only have to prove that \( \{|Y(s)|\}_{s \in [0, 1]} \) is uniformly integrable, which is equivalent to \( \{|\overline{Z}(s)|\}_{s \in [0, 1]} \) being uniformly integrable. This will follow from the fact that:
\[
\sup_{s \in [0, 1]} E|\overline{Z}(s)|^p < \infty \quad \text{for any} \ 1 < p < \alpha. \tag{42}
\]

To prove (42), recall from Proposition 3.4 that \( \overline{Z}(s) \) has a \( S_\alpha(\sigma_s, \beta_s, 0) \)-distribution. By Property 1.2.17 of [23], \( E|\overline{Z}(s)|^p = \sigma_s^p(c_{\alpha, \beta_s}(p)) \), where
\[
(c_{\alpha, \beta_s}(p))^p = c_p \left( 1 + \beta_s^2 \tan^2 \frac{\alpha \pi}{2} \right)^{p/2} \cos \left( \frac{p}{\alpha} \arctan \left( \beta_s \tan \frac{\alpha \pi}{2} \right) \right) \leq c_p \left( 1 + \tan^2 \frac{\alpha \pi}{2} \right)^{p/2} \quad \text{for all} \quad s \in [0, 1],
\]
and \( c_p > 0 \) is a constant depending only on \( p \). (The form of the constant \( c_{\alpha, \beta}(p) \) plays an important role in the argument above. This constant was computed in [12].) Note that for any \( s \in [0, 1] \),
\[
\sigma_s = C^{-1}_\alpha(c_s^+ + c_s^-) = C^{-1}_\alpha \mu_s(\{y \in \mathbb{R}; |y| > 1\}) = C^{-1}_\alpha \nu(\{(r, z) \in (0, \infty) \times \mathbb{S}_\mathbb{D}; r|z(s)| > 1\}) \leq C^{-1}_\alpha \nu((1, \infty) \times \mathbb{S}_\mathbb{D}) = C^{-1}_\alpha c_{\alpha, \nu}(1, \infty) \leq \infty,
\]
where for the last equality we used definition (1) of \( \nu \). Relation (42) follows. \( \square \)

The following result proves Theorem 1.3 in the case \( \alpha > 1 \).

**Theorem 3.12.** If \( \alpha \in (1, 2) \), the process \( \{Z(t)\}_{t \geq 0} \) defined in Lemma 3.1 is a \( \mathcal{D} \)-valued \( \alpha \)-stable Lévy motion (corresponding to \( \nu \)). This process is \((1/\alpha)\)-self-similar, i.e. it satisfies (34). Moreover, for any \( t \geq 0 \) and for any monotone sequence \( (t_k)_{k \geq 0} \) with \( t_k \downarrow t \),
\[
\lim_{k \to \infty} ||Z(t_k) - Z(t)|| = 0 \quad \text{a.s.} \tag{43}
\]
Proof: The first two sentences are proved exactly as in the case $\alpha < 1$, with obvious modifications in the form of the characteristic functions, due to centering. We only have to prove the last sentence. For this, we apply again Theorem 2.1.(iii) of [2] with $E = \mathbb{R}$.

For any $i \geq 1$, let $X_i = Z(t_{i-1}) - Z(t_i)$. By property (ii) in Definition 1.1, ($X_i$) are independent random elements in $\mathbb{D}$ (with zero mean). Let $S_k = \sum_{i=1}^{k} X_i = Z(t_0) - Z(t_k)$ for all $k \geq 1$, and $Y = Z(t_0) - Z(t)$. We first show that for any $s_1, \ldots, s_m \in [0, 1]$,

$$(S_k(s_1), \ldots, S_k(s_m)) \xrightarrow{d} (Y(s_1), \ldots, Y(s_m)) \quad \text{as} \quad k \to \infty.$$ 

To see this, note that $(S_k(s_1), \ldots, S_k(s_m)) \overset{d}{=} (Z(t_0 - t_k, s_1), \ldots, Z(t_0 - t_k, s_m))$ by property (iii) in Definition 1.1 (stationarity of the increments). It is now clear that we have the following convergence of characteristic functions: for any $u = (u_1, \ldots, u_m) \in \mathbb{R}^m,$

$$E(e^{iu_1S_k(s_1)+\ldots+iu_mS_k(s_m)}) = \exp \left\{ (t_0 - t_k) \int_{\mathbb{R}^m} (e^{iu_1y_1 - 1 - iu_1y_1} \mu_{s_1}(dy_1)) \cdots \int_{\mathbb{R}^m} (e^{iu_my_m - 1 - iu_my_m} \mu_{s_m}(dy_m)) \right\},$$

as $k \to \infty$. It remains to show that $\{|Y(s)|\}_{s \in [0,1]}$ is uniformly integrable, which is equivalent to saying that $\{|Z(t_0 - t, s)|\}_{s \in [0,1]}$ is uniformly integrable by the stationarity of the increments. By the self-similarity of $\{Z(t)\}_{t \geq 0}, Z(t_0 - t, s) \overset{d}{=} (t_0 - t)^{1/\alpha} Z(1, s)$ for all $s \in [0, 1]$. Using (42) and the fact that $Z(1, s) = \overline{Z}(1, s)$ a.s. for any $s \in [0, 1]$, it follows that for any $1 < p < \alpha,

$$\sup_{s \in [0,1]} E|Z(t_0 - t, s)|^p = (t_0 - t)^{p/\alpha} \sup_{s \in [0,1]} E|Z(1, s)|^p < \infty.$$ 

(Recall that in [42] we used the notation $\overline{Z}(s) = \overline{Z}(1, s)$.) Hence, $\{|Z(t_0 - t, s)|\}_{s \in [0,1]}$ is uniformly integrable. By Theorem 2.1.(iii) of [2], it follows that $S_k \to Z(t_0) - Z(t)$ a.s. in $(\mathbb{D}, \| \cdot \|)$, as $k \to \infty$, which is the same as $Z(t_k) \to Z(t)$ a.s. in $(\mathbb{D}, \| \cdot \|)$, as $k \to \infty$. □

The following preliminary result will be used in the proof of tightness of $(\overline{Z}^{(\varepsilon)})_{k \geq 1}$.

**Lemma 3.13.** For any $\varepsilon > 0$ and $T > 0$,

$$E\|Z^{(\varepsilon)}\|_{T, \mathbb{D}} \leq TC\frac{\alpha}{\alpha - 1} \varepsilon^{1-\alpha}.$$ 

**Proof:** By definition, for any $t \in [0, T]$ and $s \in [0, 1]$, we have

$$|Z^{(\varepsilon)}(t, s)| \leq \int_{[0,t] \times (\varepsilon, \infty) \times S_0} \rho(z)N(du, dr, dz) \leq \int_{[0,T] \times (\varepsilon, \infty) \times S_0} rN(du, dr, dz) =: Y.$$ 

Hence $\|Z^{(\varepsilon)}\|_{T, \mathbb{D}} \leq Y$ and $E\|Z^{(\varepsilon)}\|_{T, \mathbb{D}} \leq E(Y) = T \int_{(\varepsilon, \infty) \times S_0} \rho(dr, dz) = TC\frac{\alpha}{\alpha - 1} \varepsilon^{1-\alpha}$. □

The next result plays a crucial role in the proof of Theorem 1.3.b in the case $\alpha > 1$. Its proof uses some results related to sums of i.i.d. regularly varying random elements in $\mathbb{D}$, which are given in Section 4.5 below.
Theorem 3.14. If Assumption B holds, then \((Z^{(\varepsilon_k)})_{k \geq 1}\) is tight in \(D([0, \infty); \mathbb{D})\).

Proof: It is enough to prove that \((Z^{(\varepsilon_k)})_{k \geq 1}\) is tight in \(D([0, T]; \mathbb{D})\) for any \(T > 0\). Without loss of generality, we assume that \(T = 1\). Let \(P_k\) be the law of \(Z^{(\varepsilon_k)}\). We verify that \((P_k)_{k \geq 1}\) satisfies conditions (i)-(iii) of Theorem 2.4. To prove this, we argue as in the last part of the proof of Theorem 2.12 of [22].

For condition (i), it suffices to show that the following two relations hold:

\[
\lim_{A \to \infty} P(\|Z^{(\varepsilon_0)}\|_D > A) = 0 \quad \text{for all } \varepsilon_0 > 0 \quad (44)
\]

\[
\lim_{\varepsilon_0 \downarrow 0} \sup_{0 < \varepsilon \leq \varepsilon_0} P(\|Z^{(\varepsilon)} - Z^{(\varepsilon_0)}\|_D > \eta) = 0 \quad \text{for all } \eta > 0. \quad (45)
\]

To see this, let \(\eta > 0\) and \(\rho > 0\) be arbitrary. By (45) and the fact that \(\varepsilon_k \downarrow 0\), there exist \(\varepsilon_0^* \in (0, 1)\) and \(k_0\) such that \(P(\|Z^{(\varepsilon_k)} - Z^{(\varepsilon_0^*)}\|_D > \eta) < \rho/2\) for any \(k \geq k_0\). By (44), there exists \(A_0 > 0\) such that \(P(\|Z^{(\varepsilon_0^*)}\|_D > A_0) < \rho/2\). Let \(a_0 = \eta + A_0\). Then, for all \(k \geq k_0\),

\[
P(\|Z^{(\varepsilon_k)}\|_D > a_0) \leq P(\|Z^{(\varepsilon_k)} - Z^{(\varepsilon_0^*)}\|_D > \eta) + P(\|Z^{(\varepsilon_0^*)}\|_D > A_0) < \rho.
\]

This proves that condition (i) holds.

To prove (44), let \(\varepsilon_0 > 0\) be arbitrary. For any \(A > 2\|E(Z^{(\varepsilon_0)})\|_D\),

\[
P(\|Z^{(\varepsilon_0)}\|_D > A) \leq P(\|Z^{(\varepsilon_0)}\|_D > A/2) \leq \frac{2}{A} \|E(Z^{(\varepsilon_0)})\|_D \leq \frac{2}{A} TC \frac{\varepsilon^{1-\alpha}}{\alpha - 1} \varepsilon_0^{1-\alpha},
\]

using Markov inequality and Lemma 3.13. Relation (44) follows letting \(A \to \infty\).

To prove (45), we use an indirect argument. Consider a sequence \((X_i)_{i \geq 1}\) of i.i.d. regularly varying elements in \(\mathbb{D}\) (as given by Definition 1.4) with limiting measure \(\pi\) given by (2). Let \(S_n^{(\varepsilon)}\) be given by relation (62) below. Similarly to Theorem 4.13 below (which is based on the fact that the probability measure \(\Gamma_1\) satisfies Assumptions B), it can be proved that for any \(0 < \varepsilon < \varepsilon_0\),

\[
S_n^{(\varepsilon)} - S_n^{(\varepsilon_0)} - E(S_n^{(\varepsilon)} - S_n^{(\varepsilon_0)}) \xrightarrow{d} Z^{(\varepsilon)} - Z^{(\varepsilon_0)} \quad \text{in } D([0, 1]; \mathbb{D}), \quad (46)
\]

where \(D([0, 1]; \mathbb{D})\) is equipped with distance \(d_D\). For any \(t > 0\) and \(s \in [0, 1]\), we define

\[
S_n^{<\varepsilon}(t, s) = \frac{1}{a_n} \sum_{i=1}^{n a_n} X_i(s) 1\{\|X_i\| \leq a_n \varepsilon\}.
\]

Then \(S_n^{(\varepsilon)} = S_n - S_n^{<\varepsilon}\). Hence, \(S_n^{(\varepsilon)} - S_n^{(\varepsilon_0)} = S_n^{<\varepsilon_0} - S_n^{<\varepsilon}\) and relation (46) becomes:

\[
S_n^{<\varepsilon} - S_n^{<\varepsilon} - E(S_n^{<\varepsilon} - S_n^{<\varepsilon}) \xrightarrow{d} Z^{(\varepsilon)} - Z^{(\varepsilon_0)} \quad \text{in } D([0, 1]; \mathbb{D}).
\]

Since \(|\cdot|_D\) is \(d_D\)-continuous (see Lemma 2.3), by the continuous mapping theorem, we have: \(\|S_n^{<\varepsilon_0} - S_n^{<\varepsilon} - E(S_n^{<\varepsilon} - S_n^{<\varepsilon})\|_D \xrightarrow{d} \|Z^{(\varepsilon)} - Z^{(\varepsilon)}\|_D\) as \(n \to \infty\). Let \(\eta > 0\) be arbitrary. By Portmanteau theorem,

\[
P(\|Z^{(\varepsilon)} - Z^{(\varepsilon_0)}\|_D > \eta) \leq \liminf_{n \to \infty} P(\|S_n^{<\varepsilon_0} - S_n^{<\varepsilon} - E(S_n^{<\varepsilon} - S_n^{<\varepsilon})\|_D > \eta)
\]

\[
\leq \limsup_{n \to \infty} P(\|S_n^{<\varepsilon} - E(S_n^{<\varepsilon})\|_D > \eta/2) + P(\|S_n^{<\varepsilon} - E(S_n^{<\varepsilon})\|_D > \eta/2).
\]
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We take the supremum over all $\varepsilon \in (0, \varepsilon_0)$, followed by the limit as $\varepsilon_0 \downarrow 0$. We obtain that
\[
\lim_{\varepsilon_0 \downarrow 0} \sup_{0 < \varepsilon < \varepsilon_0} P(\|Z^{(\varepsilon)} - Z^{(\varepsilon_0)}\|_D > \eta) \text{ is less than }
\lim_{\varepsilon_0 \downarrow 0} \sup_{n \to \infty} P(\|S_n^{\leq \varepsilon} - E(S_n^{\leq \varepsilon_0})\|_D > \eta/2) + \lim_{\varepsilon_0 \downarrow 0} \sup_{0 < \varepsilon < \varepsilon_0} \lim_{n \to \infty} P(\|S_n^{\leq \varepsilon} - E(S_n^{\leq \varepsilon})\|_D > \eta/2).
\]

Since $S_n^{\leq \varepsilon} = S_n - S_n^{(\varepsilon)}$, both these terms are zero, by relation (63) below (with $T = 1$). This concludes the proof of (45).

We prove that $(P_k)_{k \geq 1}$ satisfies condition (ii) of Theorem 2.4. Let $\eta > 0$ and $\rho > 0$ be arbitrary. It suffices to show that there exist $\delta \in (0, 1)$ and $\varepsilon_0 > 0$ such that for all $\varepsilon \in (0, \varepsilon_0)$,

\[
\begin{align*}
\text{(a)} & \quad P(w''(Z^{(\varepsilon_0)}(t, \delta)) > \eta \text{ for some } t \in [0, 1]) < \rho/2 \\
\text{(b)} & \quad P(\|Z^{(\varepsilon_0)}(t, \delta) - Z^{(\varepsilon_0)}(t, 0)\| > \eta \text{ for some } t \in [0, 1]) < \rho/2 \\
\text{(c)} & \quad P(\|Z^{(\varepsilon_0)}(t, 1-) - Z^{(\varepsilon_0)}(t, 1- \delta)\| > \eta \text{ for some } t \in [0, 1]) < \rho/2.
\end{align*}
\]

By (45), there exists $\varepsilon_0 > 0$ such that
\[
P(\|Z^{(\varepsilon_0)} - Z^{(\varepsilon_0)}\|_D > \eta/4) < \rho/2 \quad \text{for all } \varepsilon \in (0, \varepsilon_0).
\]

Since $D([0, 1]; D)$ endowed with $d_0^D$ is separable and complete (see Theorem 2.1), by Theorem 1.3 of [5], the single probability measure $P \circ (Z^{(\varepsilon_0)})^{-1}$ is tight. Hence, by condition (ii) of Theorem 2.4, there exists $\delta \in (0, 1)$ such that
\[
\begin{align*}
P(w''(Z^{(\varepsilon_0)}(t, \delta)) > \eta/2 \text{ for some } t \in [0, 1]) < \rho/2 & \tag{49} \\
P(\|Z^{(\varepsilon_0)}(t, \delta) - Z^{(\varepsilon_0)}(t, 0)\| > \eta/2 \text{ for some } t \in [0, 1]) < \rho/2 & \tag{50} \\
P(\|Z^{(\varepsilon_0)}(t, 1-) - Z^{(\varepsilon_0)}(t, 1- \delta)\| > \eta/2 \text{ for some } t \in [0, 1]) < \rho/2. & \tag{51}
\end{align*}
\]

Using the fact that
\[
w''(x + y, \delta) \leq w''(x, \delta) + 2\|y\| \quad \text{for all } x, y \in D,
\]
we infer that $w''(Z^{(\varepsilon_0)}(t), \delta) \leq w''(Z^{(\varepsilon_0)}(t), \delta) + 2\|Z^{(\varepsilon_0)} - Z^{(\varepsilon_0)}\|_D$, and hence $P(w''(Z^{(\varepsilon_0)}(t), \delta) > \eta \text{ for some } t \in [0, 1])$ is smaller than
\[
P(w''(Z^{(\varepsilon_0)}(t), \delta) > \eta/2 \text{ for some } t \in [0, 1]) + P(\|Z^{(\varepsilon_0)} - Z^{(\varepsilon_0)}\|_D > \eta/4).
\]

Part (a) of (47) follows from (48) and (49). Similarly, part (b) of (47) follows from (48) and (50), using the fact that
\[
\|Z^{(\varepsilon_0)}(t, \delta) - Z^{(\varepsilon_0)}(t, 0)\| \leq \|Z^{(\varepsilon_0)}(t, \delta) - Z^{(\varepsilon_0)}(t, 0)\| + 2\|Z^{(\varepsilon_0)} - Z^{(\varepsilon_0)}\|_D,
\]
whereas part (c) of (47) follows from (48) and (51), since
\[
\|Z^{(\varepsilon_0)}(t, 1-) - Z^{(\varepsilon_0)}(t, 1- \delta)\| \leq \|Z^{(\varepsilon_0)}(t, 1-) - Z^{(\varepsilon_0)}(t, 1- \delta)\| + 2\|Z^{(\varepsilon_0)} - Z^{(\varepsilon_0)}\|_D.
\]
It remains to prove that \( (P_k)_{k \geq 1} \) satisfies condition \((iii)\) of Theorem 2.4. Let \( \eta > 0 \) and \( \rho > 0 \) be arbitrary. Note that \( \mathbb{Z}^{(e)}(0) = 0 \). We will show that there exist \( \delta \in (0,1) \) and \( \varepsilon_0 > 0 \) such that for all \( \varepsilon \in (0, \varepsilon_0) \),

\[
\begin{align*}
(a) \quad & P(w''_D(\mathbb{Z}^{(e)}), \delta) > \eta < \rho \\
(b) \quad & P(\|\mathbb{Z}^{(e)}(\delta)\| > \eta) < \rho \\
(c) \quad & P(d_{J_1}^{(\varepsilon)}(\mathbb{Z}^{(e)}(1-), \mathbb{Z}^{(e)}(1-)) = 3\eta/2 < \rho).
\end{align*}
\]

(52)

Let \( \varepsilon_0 \) be such that \((48)\) holds. Using again the fact that \( P(\mathbb{Z}^{(e)})^{-1} \) is tight, but invoking this time condition \((iii)\) of Theorem 2.4, we infer that there exists \( \delta \in (0,1) \) such that

\[
P(w''_D(\mathbb{Z}^{(e)}), \delta) > \eta/2 < \rho/2 \quad \text{and} \quad P(\|\mathbb{Z}^{(e)}(\delta)\| > \eta/2) < \rho/2.
\]

(53)

(54)

By Lemma 2.2, \( P(w''_D(\mathbb{Z}^{(e)}), \delta) > \eta \leq P(w''_D(\mathbb{Z}^{(e)}), \delta) > \eta/2 + P(2\|\mathbb{Z}^{(e)} - \mathbb{Z}^{(e)}\|_D > \eta/2) < \rho \). Part (a) of (52) follows using (53) and (48). Part (b) of (52) follows using (54) and (48), since \( \|\mathbb{Z}^{(e)}(\delta)\| \leq \|\mathbb{Z}^{(e)}(\delta)\| + \|\mathbb{Z}^{(e)} - \mathbb{Z}^{(e)}\|_D \). To see that part (c) of (52)

holds, note that by the triangular inequality, \( d_{J_1}^{(\varepsilon)}(\mathbb{Z}^{(e)}(1-), \mathbb{Z}^{(e)}(1-)) \) is smaller than

\[
d_{J_1}^{(\varepsilon)}(\mathbb{Z}^{(e)}(1-), \mathbb{Z}^{(e)}(1-)) + d_{J_1}^{(\varepsilon)}(\mathbb{Z}^{(e)}(1-), \mathbb{Z}^{(e)}(1-)) + d_{J_1}^{(\varepsilon)}(\mathbb{Z}^{(e)}(1-), \mathbb{Z}^{(e)}(1-))
\]

We treat separately these three terms. For the second term, we use (55). For the last

term, we use (48), since this term is bounded by \( \|\mathbb{Z}^{(e)}(1- - \mathbb{Z}^{(e)}(1-\|_D \) which is smaller than \( \|\mathbb{Z}^{(e)} - \mathbb{Z}^{(e)}\|_D \). For the first term, we also use (55), since this term is bounded by \( \|\mathbb{Z}^{(e)}(1- - \mathbb{Z}^{(e)}(1-\|_D \) which is smaller than \( \|\mathbb{Z}^{(e)} - \mathbb{Z}^{(e)}\|_D \). To see this, note that by Remark 3.6, \( \mathbb{Z}^{(e)}(1- = \lim_{\delta \to 0} \mathbb{Z}^{(e)}(1- - \delta) \) in \( (D, \| \cdot \|) \) and \( \mathbb{Z}^{(e)}(1-) = \lim_{\delta \to 0} \mathbb{Z}^{(e)}(1- - \delta) \) in \( (D, \| \cdot \|) \), and hence

\[
\|\mathbb{Z}^{(e)}(1-) - \mathbb{Z}^{(e)}(1-\| = \lim_{\delta \to 0} \|\mathbb{Z}^{(e)}(1- - \mathbb{Z}^{(e)}(1-\| \leq \|\mathbb{Z}^{(e)} - \mathbb{Z}^{(e)}\|_D.
\]

\[
\square
\]

The following result proves Theorem 1.3 b) in the case \( \alpha > 1 \).

**Theorem 3.15.** If \( \alpha \in (1,2) \) and Assumption B holds, then there exists a collection \( \{\mathcal{Z}(t)\}_{t \geq 0} \) of random elements in \( D \) such that \( P(Z(t) = \mathcal{Z}(t)) = 1 \) for all \( t \geq 0 \), the map \( t \mapsto \mathcal{Z}(t) \) is in \( D([0, \infty); D) \), and

\[
\mathbb{Z}^{(e)}(\cdot) \overset{d}{\to} \mathcal{Z}(\cdot) \quad \text{in} \quad D([0, \infty); D)
\]

(56)

as \( k \to \infty, k \in N' \), for a subsequence \( N' \subset N^+ \), where \( D([0, \infty); D) \) is equipped with the Skorohod distance \( d_{\infty,D} \) given by (25).
Proof: Step 1. By Theorem 3.14 there exists a subsequence \( N' \subset \mathbb{Z}_+ \) such that

\[
\mathbb{Z}^{(\epsilon_k)}(\cdot) \overset{d}{\to} Y(\cdot) \quad \text{in} \quad \mathbb{D}([0, \infty); \mathbb{D}),
\]  

(57)
as \( k \to \infty, k \in N' \), where \( Y \) is a random element in \( \mathbb{D}([0, \infty); \mathbb{D}) \), defined on a probability space \((\Omega', \mathcal{F}', P') \). We prove that for any \( t_1, \ldots, t_n \geq 0 \),

\[
(Z(t_1), \ldots, Z(t_n)) \overset{d}{=} (Y(t_1), \ldots, Y(t_n)) \quad \text{in} \quad \mathbb{D}^n.
\]  

(58)

To see this, note that (57) implies that \((\overline{Z}^{(\epsilon_k)})(t_1), \ldots, (\overline{Z}^{(\epsilon_k)})(t_n)) \overset{d}{\to} (Y(t_1), \ldots, Y(t_n)) \) in \( (\mathbb{D}^n, J^0_1) \), for any \( t_1, \ldots, t_n \in T_Y = T_{P_{Y-1}} \) (see (21)). On the other hand, by (30),

\((\mathbb{Z}^{(\epsilon_k)})(t_1), \ldots, (\mathbb{Z}^{(\epsilon_k)})(t_n)) \overset{p}{\to} (Z(t_1), \ldots, Z(t_n)) \) in \( (\mathbb{D}^n, J^0_1) \) for any \( t_1, \ldots, t_n \geq 0 \). By the uniqueness of the limit, (58) holds for any \( t_1, \ldots, t_n \in T_Y \). To see that (58) holds for arbitrary \( t_1, \ldots, t_n \geq 0 \), we proceed by approximation. Since \( T_Y \) is dense in \([0, \infty)\), for any \( i = 1, \ldots, n \), there exists a monotone sequence \((t_i^k)_k \subset T_Y \) such that \( t_i^k \downarrow t_i \) as \( k \to \infty \). By (43), \((Z(t_i^k), \ldots, Z(t_n^k)) \overset{p}{\to} (Z(t_1), \ldots, Z(t_n)) \) in \( (\mathbb{D}^n, J^0_1) \) as \( k \to \infty \). Since \( Y \) has all sample paths in \( \mathbb{D}([0, \infty); \mathbb{D}), (Y(t_i^k), \ldots, Y(t_n^k)) \overset{d}{\to} (Y(t_1), \ldots, Y(t_n)) \) in \( (\mathbb{D}^n, J^0_1) \) as \( k \to \infty \). Relation (58) follows again by the uniqueness of the limit.

Step 2. Relation (58) shows that processes \( \{Z(t)\}_{t \geq 0} \) and \( \{Y(t)\}_{t \geq 0} \) have the same finite-dimensional distributions. The process \( \{Y(t)\}_{t \geq 0} \) has sample paths in \( \mathbb{D}([0, \infty); \mathbb{D}) \), which is a Borel space (being a Polish space). By Lemma 3.24 of [16], there exists a process \( \{\tilde{Z}(t)\}_{t \geq 0} \) defined on the same probability space \((\Omega, \mathcal{F}, P)\), whose sample paths are in \( \mathbb{D}([0, \infty); \mathbb{D}) \), such that \( P(Z(t) = \tilde{Z}(t)) = 1 \) for all \( t \geq 0 \). In particular, \( \{\tilde{Z}(t)\}_{t \geq 0} \) has the same finite-dimensional distributions as \( \{Z(t)\}_{t \geq 0} \), hence also as \( \{Y(t)\}_{t \geq 0} \). Since finite-dimensional distributions uniquely determine the law, it follows that the random elements \( \tilde{Z}(\cdot) = \{Z(t)\}_{t \geq 0} \) and \( Y(\cdot) = \{Y(t)\}_{t \geq 0} \) have the same law in \( \mathbb{D}([0, \infty); \mathbb{D}) \). Relation (56) follows from (57). \( \Box \)

4 Approximation: proof of Theorem 1.5

In this section, we show that the \( \alpha \)-stable Lévy process with values in \( \mathbb{D} \) constructed in the Section 3 can be obtained as the limit (in distribution) of the partial sum sequence associated with i.i.d. regularly varying elements in \( \mathbb{D} \), with suitable normalization and centering. This result can be viewed as an extension of the stable functional central limit theorem (see e.g. Theorem 7.1 of [21]) to the case of random elements in \( \mathbb{D} \). The proof of this result uses the method of point process convergence, instead of the classical method based on finite dimensional convergence and tightness. A similar method was used in [22] for fixed time \( t = 1 \). We extend the arguments of [22] to include the time variable \( t > 0 \).

4.1 Point processes on Polish spaces

In this subsection, we review some basic concepts related to point processes on a Polish space, following [6]. Similar concepts are considered in [20, 21] for point processes on an LCCB space (i.e. a locally compact space with countable basis).
Let \((E, d)\) be a Polish space (i.e. a complete separable metric space) and \(\mathcal{E}\) its Borel \(\sigma\)-field. A measure \(\mu\) on \(E\) is \textit{boundedly finite} if \(\mu(A) < \infty\) for all bounded sets \(A \in \mathcal{E}\). (Recall that a set \(A\) is bounded if it is contained in an open ball.) We denote by \(\hat{\mathcal{M}}_+(E)\) the set of all boundedly finite measures on \(E\), and by \(\hat{\mathcal{M}}_p(E)\) its subset consisting of point (or counting) measures, i.e. \(\mathbb{Z}_+\)-valued measures, where \(\mathbb{Z}_+ = \{0, 1, 2, \ldots\}\). A measure \(\mu \in \hat{\mathcal{M}}_p(E)\) can be represented as \(\mu = \sum_{i \geq 1} \delta_{x_i}\) for some \((x_i)_{i \geq 1} \subset E\), where \(\delta_x\) is the Dirac measure at \(x\). In this case, \((x_i)_{i \geq 1}\) are the atoms (or points) of \(\mu\). A measure \(\mu = \sum_{i \geq 1} \delta_{x_i} \in \hat{\mathcal{M}}_p(E)\) is \textit{simple} if \(\mu(\{x\}) \leq 1\) for all \(x \in E\), i.e. \((x_i)_{i \geq 1}\) are distinct.

The set \(\hat{\mathcal{M}}_+(E)\) is equipped with the topology of \(\hat{\omega}\)-convergence: \(\mu_n \overset{\hat{\omega}}{\to} \mu\) on \(E\) if \(\mu_n(A) \to \mu(A)\) for any bounded set \(A \in \mathcal{E}\) with \(\mu(\partial A) = 0\). By Proposition A.2.6.II of [6], this is equivalent to \(\mu_n(f) \to \mu(f)\) for any \(f \in \hat{C}(E)\), where \(\hat{C}(E)\) is the set of bounded continuous functions \(f : E \to \mathbb{R}\) which vanish outside a bounded set. We denote by \(\hat{\mathcal{M}}_+(E)\) and \(\hat{\mathcal{M}}_p(E)\) the Borel \(\sigma\)-fields of \(\hat{\mathcal{M}}_+(E)\), respectively \(\hat{\mathcal{M}}_p(E)\). By Proposition 9.1.IV of [6], \(\hat{\mathcal{M}}_+(E)\) and \(\hat{\mathcal{M}}_p(E)\) are Polish spaces, and \(\hat{\mathcal{M}}_+(E)\) and \(\hat{\mathcal{M}}_p(E)\) are generated by the functions \(\hat{\mathcal{M}}_+(E) \ni \mu \mapsto \mu(A), A \in \mathcal{E}\), respectively.

A \textit{point process on \(E\)} is a function \(N : \Omega \to \hat{\mathcal{M}}_p(E)\) defined on a probability space \((\Omega, \mathcal{F}, P)\), which is \(\mathcal{F}/\hat{\mathcal{M}}_p(E)\)-measurable, i.e. \(N(A) : \Omega \to \mathbb{Z}_+\) is \(\mathcal{F}\)-measurable for any \(A \in \mathcal{E}\). The law \(P \circ N^{-1}\) of \(N\) is uniquely determined by the Laplace functional \(L_N(f) = \mathbb{E}(e^{-N(f)})\), for all measurable functions \(f : E \to [0, \infty)\) with bounded support.

We say that a sequence \((N_n)_{n \geq 1}\) of point processes on \(E\) converges in distribution to the point process \(N\) on \(E\) and we write \(N_n \overset{\mathcal{D}}{\to} N\) in \(\hat{\mathcal{M}}_p(E)\), if \((P \circ N_n^{-1})_{n \geq 1}\) converges weakly to \(P \circ N^{-1}\) as probability measures on \(\hat{\mathcal{M}}_p(E)\). By Proposition 11.1.VIII of [6], this is equivalent to \(L_{N_n}(f) \to L_N(f)\) for all continuous functions \(f : E \to \mathbb{R}\) vanishing outside a bounded set.

**Definition 4.1.** Let \(\nu \in \hat{\mathcal{M}}_+(E)\) be arbitrary. A point process \(N\) on \(E\) is called a \textit{Poisson random measure} on \(E\) of intensity \(\nu\), if for any bounded set \(A \in \mathcal{E}\), \(N(A)\) has a Poisson distribution with mean \(\nu(A)\), and for any bounded disjoint sets \(A_1, \ldots, A_n \in \mathcal{E}\), \(N(A_1), \ldots, N(A_n)\) are independent.

The Laplace functional of a Poisson random measure \(N\) of intensity \(\nu\) on \(E\) is:

\[
L_N(f) = \exp \left\{ - \int_E \left( 1 - e^{-f(x)} \right) \nu(dx) \right\},
\]

for all bounded measurable functions \(f : E \to [0, \infty)\) with bounded support.

The following result plays a crucial role in this article. It is an extension of Proposition 3.21 of [20] to point processes on Polish spaces, with which shares the same proof (based on Laplace functionals). Recall that a \textit{random element} in \(E\) is a function \(X : \Omega \to E\) defined on a probability space \((\Omega, \mathcal{F}, P)\), which is \(\mathcal{F}/\mathcal{E}\)-measurable.

**Proposition 4.2.** Let \(E\) be a Polish space and \(\nu \in \hat{\mathcal{M}}_+(E)\) be arbitrary. For any \(n \geq 1\), let \((X_{i,n})_{i \geq 1}\) be i.i.d. random elements in \(E\) and \(N_n = \sum_{i \geq 1} \delta_{(i/n, X_{i,n})}\). Let \(N\) be a Poisson
random measure on \([0, \infty) \times E\) of intensity \(\text{Leb} \times \nu\), where \(\text{Leb}\) is the Lebesgue measure. Then \(N_n \xrightarrow{d} N \) in \(\hat{M}_p([0, \infty) \times E)\) if and only if

\[
nP(X_{1,n} \in \cdot) \xrightarrow{w} \nu \quad \text{on} \quad E.
\]

We conclude this section with few words about finite measures. We denote by \(M_f(E)\) the set of finite measures on \(E\), equipped with the topology if weak convergence: \(\mu_n \xrightarrow{w} \mu\) if \(\mu_n(A) \rightarrow \mu(A)\) for any set \(A \in \mathcal{E}\) with \(\mu(\partial A) = 0\). Finally, we denote by \(M_{p,f}(E)\) the set of finite point measures on \(E\), equipped also with the topology of weak convergence.

### 4.2 Continuity of summation functional

In this subsection, we establish the continuity of the truncated summation functional defined on the set of point measures on \([0, \infty) \times \bar{\mathbb{D}}_0\). This will constitute an important step in the proof of our main result. The proofs contained in this subsection are extensions of those of [22] to point measures whose atoms include also a time variable.

We endow the spaces \([0, \infty) \times \bar{\mathbb{D}}_0\) and \([0, T] \times \mathbb{D}\) with the product topologies, \(\mathbb{D}\) being equipped with Skorohod’s \(J_1\)-topology.

For fixed \(T > 0\) and \(\varepsilon > 0\), we define \(\Psi : \hat{M}_p([0, \infty) \times \bar{\mathbb{D}}_0) \rightarrow M_{p,f}([0, T] \times \mathbb{D})\) by:

\[
\Psi(m) = m_{|[0,T] \times (\varepsilon, \infty) \times \mathbb{S}_\mathbb{D}} \circ \psi^{-1}
\]

where \(m_{|[0,T] \times (\varepsilon, \infty) \times \mathbb{S}_\mathbb{D}}\) denotes the restriction of \(m\) to \([0, T] \times (\varepsilon, \infty) \times \mathbb{S}_\mathbb{D}\), and the function \(\psi : [0, \infty) \times (\varepsilon, \infty) \times \mathbb{S}_\mathbb{D} \rightarrow [0, T] \times \mathbb{D}\) is given by \(\psi(t, r, z) = (t, r, z)\). Note that \(\Psi(m)\) is a finite measure since \([0, T] \times (\varepsilon, \infty) \times \mathbb{S}_\mathbb{D}\) is a bounded set.

The application of the function \(\Psi\) has a double effect on a measure \(m\): it removes the atoms \((t_i, r_i, z_i)\) of \(m\) whose second coordinate \(r_i\) is less than \(\varepsilon\) or is \(\infty\), and transforms the remaining atoms using the “inverse polar-coordinate” map \((r, z) \mapsto rz\), while leaving the first coordinate \(t_i\) of these atoms unchanged (provided that \(t_i \leq T\)). More precisely, if \(m = \sum_{i \geq 1} \delta_{(t_i, r_i, z_i)} \in \hat{M}_p([0, \infty) \times \bar{\mathbb{D}}_0)\), then \(\Psi(m) = \sum_{t_i \leq T} \delta_{(t_i, rz_i)} 1_{\{r_i \in (\varepsilon, \infty)\}}\).

For any \(m \in \hat{M}_p([0, \infty) \times \bar{\mathbb{D}}_0)\) and for any measurable function \(f : [0, T] \times \mathbb{D} \rightarrow [0, \infty)\),

\[
\int_{[0,T] \times \mathbb{D}} f(t, x) \Psi(m)(dt, dx) = \int_{[0,T] \times (\varepsilon, \infty) \times \mathbb{S}_\mathbb{D}} f(t, rz) m(dt, dr, dz).
\]  

**Lemma 4.3.** The function \(\Psi\) is continuous on the set \(\mathcal{A}\) of measures \(m \in M_p([0, \infty) \times \bar{\mathbb{D}}_0)\) which satisfy the following two conditions:

\[
m([0, \infty) \times \{\varepsilon, \infty\} \times \mathbb{S}_\mathbb{D}) = 0 \quad \text{and} \quad m([0, T) \times (\varepsilon, \infty) \times \mathbb{S}_\mathbb{D}) = 0.
\]

(The function \(\Psi = \Psi_{\varepsilon,T}\) and the set \(\mathcal{A} = \mathcal{A}_{\varepsilon,T}\) depend on \(\varepsilon\) and \(T\). To simplify the writing, we drop the indices \(\varepsilon, T\).)

**Proof:** Let \(E = [0, \infty) \times \bar{\mathbb{D}}_0, E' = [0, \infty) \times (\varepsilon, \infty) \times \mathbb{S}_\mathbb{D}\) and \(E'' = [0, T] \times \mathbb{D}\). Since \(E'\) is a bounded set, \(\hat{M}_p(E') = M_{p,f}(E')\). Note that \(\Psi = \Psi_2 \circ \Psi_1\), where \(\Psi_1 : \hat{M}_p(E) \rightarrow M_{p,f}(E')\) is the restriction \(\Psi_1(m) = m_{|E'}\) and \(\Psi_2 : M_{p,f}(E') \rightarrow M_{p,f}(E'')\) is given by \(\Psi_2(m) = m \circ \psi^{-1}\).
Similarly to Proposition 3.3 of [10], it can be shown that Ψ₁ is continuous on \( A \). The fact that Ψ₂ is continuous follows from the continuity of function \( ψ \), exactly as in the proof of Proposition 5.6.(a) of [21]. □

**Definition 4.4.** We denote by \( M_{p,f}^*([0, T] \times \mathbb{D}) \) the set of measures \( \mu \in M_{p,f}([0, T] \times \mathbb{D}) \) which have the following properties: (i) \( \mu \) is simple; (ii) \( \mu(\{(t, x), (t', x')\}) \leq 1 \) for any \((t, x), (t', x') \in [0, T] \times \mathbb{D}\) with \( x \neq x' \) and \( \text{Disc}(x) \cap \text{Disc}(x') \neq \emptyset \); (iii) \( \mu(\{t_0\} \times \mathbb{D}) \leq 1 \) for all \( t_0 \in [0, T] \).

Alternatively, we can say that \( M_{p,f}^*([0, T] \times \mathbb{D}) \) is the set of finite point measures \( \mu = \sum_{i=1}^p \delta_{x_i} \) on \([0, T] \times \mathbb{D}\) which satisfy the following three conditions: (1) the points \((t_1, x_1), \ldots, (t_p, x_p)\) are distinct; (2) Disc\((x_i) \cap \text{Disc}(x_j) = \emptyset\) for all \( i \neq j \); (3) no vertical line contains two points of \( \mu \).

The next result gives the continuity of the summation functional, being the extension of Lemma 2.9 of [22] to our setting. Recall that \( \mathbb{D}([0, T]; \mathbb{D}) \) is the space of right-continuous functions with left limits with respect to \( J_1 \) (see Section 2).

**Theorem 4.5.** The summation functional \( \Phi : M_{p,f}([0, T] \times \mathbb{D}) \to \mathbb{D}([0, T]; \mathbb{D}) \) defined by

\[
\Phi(\mu) = \left( \sum_{t_i \leq t} x_i \right)_{t \in [0, T]} \text{ if } \mu = \sum_{i=1}^p \delta_{(t_i, x_i)},
\]

is continuous on the set \( M_{p,f}^*([0, T] \times \mathbb{D}) \), where \( \mathbb{D}([0, T]; \mathbb{D}) \) is equipped with the metric \( d_{T, \mathbb{D}} \) given by (22).

**Proof:** We use a similar argument to page 221 of [21], combined with the argument of Lemma 2.9 of [22]. Let \( \mu = \sum_{i=1}^p \delta_{(t_i, x_i)} \in M_{p,f}^*([0, T] \times \mathbb{D}) \) and \( (\mu_n)_{n \geq 1} \subset M_{p,f}([0, T] \times \mathbb{D}) \) be such that \( \mu_n \xrightarrow{w} \mu \). We must prove that:

\[
\Phi(\mu_n) \to \Phi(\mu) \text{ in } \mathbb{D}([0, T]; \mathbb{D}). \tag{61}
\]

Note that \( \mu_n([0, T] \times \mathbb{D}) \to \mu([0, T] \times \mathbb{D}) = p \) implies that \( \mu_n([0, T] \times \mathbb{D}) = p \) for all \( n \geq n_0 \) for some \( n_0 \geq 1 \), since \( \mu_n([0, T] \times \mathbb{D}) \in \mathbb{Z}_+ \) for all \( n \).

Since \( \mu \) is simple, the atoms \((t_1, x_1), \ldots, (t_p, x_p)\) are distinct. Hence, there exists \( r > 0 \) such that \( \mu(B_r(t_i, x_i)) = 1 \) for all \( i = 1, \ldots, p \), where \( B_r(t_i, x_i) \) is the ball of radius \( r \) and center \((t_i, x_i)\). Fix \( i = 1, \ldots, p \). For any \( r' \in (0, r) \), \( \mu(\partial B_{r'}(t_i, x_i)) = 0 \) and hence, \( \mu_n(B_{r'}(t_i, x_i)) \to \mu(B_{r'}(t_i, x_i)) = 1 \). Therefore, for any \( r' \in (0, r) \), there exists \( N_i(r') \geq n_0 \) such that \( \mu_n(B_{r'}(t_i, x_i)) = 1 \) for all \( n \geq N_i(r') \). In particular, for \( r' = r/2 \) there exists \( N_i := N_i(r/2) \) such that \( \mu_n(B_{r/2}(t_i, x_i)) = 1 \) for all \( n \geq N_i \). We infer that for any \( n \geq N_i \), \( \mu_n \) has exactly one atom in \( B_{r/2}(t_i, x_i) \), which we denote by \((t^n_i, x^n_i)\). We claim that:

\[
(t^n_i, x^n_i) \to (t_i, x_i) \text{ in } [0, T] \times \mathbb{D}, \text{ i.e. } t^n_i \to t_i \text{ and } x^n_i \xrightarrow{J_1} x_i.
\]

To see this, let \( r' \in (0, r/2) \) be arbitrary. We known that for any \( n \geq N_i(r') \), \( \mu_n \) has exactly one atom in \( B_{r'}(t_i, x_i) \), and since \( B_{r'}(t_i, x_i) \subset B_{r/2}(t_i, x_i) \), this atom must be \((t^n_i, x^n_i)\). Hence, \((t^n_i, x^n_i) \in B_{r'}(t_i, x_i)\) for any \( n \geq N_i(r') \).
Let \( N_0 = \max_{i \leq p} N_i \). For any \( n \geq N_0 \), \( \mu_n = \sum_{i=1}^{p} \delta_{(t^n_i, x^n_i)} \) and \( \Phi(\mu_n) = (\sum_{i=1}^{n} x^n_i)_{t \leq T} \).

The points \( t_1, \ldots, t_p \) are distinct, since \( \mu \) cannot have two atoms with the same time coordinate, by property (iii) in the definition of \( M_{\rho,f}^*([0, T] \times \mathcal{D}) \). Pick \( \delta_0 > 0 \) such that \( t_{i+1} - t_i > 2\delta_0 \) for all \( i = 1, \ldots, p - 1 \). Let \( \delta \in (0, \delta_0) \) be arbitrary. By the choice of \( \delta_0 \), the intervals \((t_i - \delta, t_i + \delta), i = 1, \ldots, p\) are non-overlapping.

By property (ii) in the definition of \( M_{\rho,f}^*([0, T] \times \mathcal{D}) \), \( \text{Disc}(x_i) \cap \text{Disc}(x_j) \neq \emptyset \) for all \( i \neq j \).

By Theorem 4.1 of [27], it follows that the intervals \((\Phi(t^n_i), \Phi(t^n_{i+1}))\) be arbitrary. By the choice of \( \delta_0 \), the intervals \((t_i - \delta, t_i + \delta), i = 1, \ldots, p\) are non-overlapping.

Recalling definitions (22) and (23) of distances \( d_{T,\rho} \) and \( \rho_{T,\rho} \), for any \( n \geq n_1(\delta) \), we have:

\[
\rho_{T,\rho}(\Phi(\mu), \Phi(\mu) \circ \lambda_n^{-1}) = \sup_{t \in [0, T]} d^0_{J_1}(\Phi(\mu)(t), \Phi(\mu_n)(\lambda_n^{-1}(t)))
= \sup_{t \in [0, T]} d^0_{J_1} \left( \sum_{t_i \leq t} x_i, \sum_{\lambda_n(t^n_i) \leq t} x^n_i \right) = \max_{k \leq p} d^0_{J_1} \left( \sum_{i=1}^{k} x_i, \sum_{i=1}^{k} x^n_i \right) < \delta,
\]

and hence \( d_{T,\rho}(\Phi(\mu), \Phi(\mu_n)) \leq 3\delta \). This concludes the proof of (61). □

The following corollary is an immediate consequence of the previous two results.

**Corollary 4.6.** The function \( Q : \hat{M}_p([0, \infty) \times \mathcal{D}_0) \to \mathcal{D}([0, T]; \mathcal{D}) \) given by \( Q(m) = \left( \sum_{t_i \leq t} r_i z_i \mathbb{1}_{\{r_i \in (\varepsilon, \infty)\}} \right)_{t \in [0, T]} \) if \( m = \sum_{i \geq 1} \delta_{(t_i, r_i, z_i)} \),

is continuous on the set \( \mathcal{U} = \mathcal{A} \cap \Psi^{-1}(M_{\rho,f}^*([0, T] \times \mathcal{D})) \), where \( \mathcal{D}([0, T]; \mathcal{D}) \) is equipped with the distance \( d_{T,\rho} \) given by (22). (The function \( Q = Q_{\varepsilon,T} \) and the set \( \mathcal{U}_{\varepsilon,T} \) depend on \( \varepsilon \) and \( T \). To simplify the writing, we omit the indices \( \varepsilon, T \).)

**Proof:** The conclusion follows by Lemma 4.3 and Theorem 4.5 since \( Q = \Phi \circ \Psi \). □

### 4.3 Convergence of truncated sums

In this subsection, we consider a sequence \((X_i)_{i \geq 1}\) of i.i.d. regularly varying random elements in \( \mathcal{D} \), and we prove that the sequence \((S_n^{(\varepsilon)})_{n \geq 1}\) of truncated sums defined by:

\[
S_n^{(\varepsilon)}(t) = \frac{1}{a_n} \sum_{i=1}^{\lfloor n t \rfloor} X_i \mathbb{1}_{\{||X_i|| > a_n \varepsilon\}}, \quad \text{for any } t \geq 0
\]

converges in distribution in the space \( \mathcal{D}([0, \infty); \mathcal{D}) \) to the process \( Z^{(\varepsilon)} \) given by (32).

The following result together with Corollary 4.6 will allow us to apply the continuous mapping theorem. For this result, we need Assumption B.
Theorem 4.7. Let $N$ be a Poisson random measure on $[0, \infty) \times \mathbb{D}_0$ of intensity $\text{Leb} \times \nu$, where $\nu$ is given by (7). If $\Gamma_1$ satisfies Assumption B, then

$$N \in \mathcal{U}_{\epsilon,T} \quad \text{a.s.}$$

for any $\epsilon > 0$ and $T > 0$, where $\mathcal{U}_{\epsilon,T}$ is the set given in Corollary 4.6.

Proof: We have to show that with probability 1, $N$ satisfies the two conditions listed in Lemma 4.3 and $\xi = \Psi_{\epsilon,T}(N) \in M_{p,f}^*[0,T] \times \mathbb{D}$.

We begin with the conditions of Lemma 4.3. For any $n \geq 1$, $E[N([n-1,n) \times [\epsilon, \infty) \times \mathbb{S}_\infty)] = n \nu([\epsilon, \infty)) = 0$ and hence $N([n-1,n) \times [\epsilon, \infty) \times \mathbb{S}_\infty) = 0$ a.s. By additivity, $N([0, \infty) \times [\epsilon, \infty) \times \mathbb{S}_\infty) = 0$ a.s. Similarly, $N([0, T) \times (\epsilon, \infty) \times \mathbb{S}_\infty) = 0$ a.s.

Next, we show that with probability 1, $\xi$ satisfies conditions (i)-(iii) given in Definition 4.4. First, we show that $\xi$ is a Poisson random measure on $[0, T] \times \mathbb{D}$ of intensity $\text{Leb} \times \nu^{(\epsilon)}$ where $\nu^{(\epsilon)} = \nu|_{(\epsilon, \infty) \times \mathbb{S}_\infty} \circ U^{-1}$ and $U : (\epsilon, \infty) \times \mathbb{S}_\infty \to \mathbb{D}$ is given by $U(r, z) = rz$. Note that $\xi$ is a point process since $N$ is a point process and $\Psi_{\epsilon,T}$ is measurable. So, it suffices to show that the Laplace functional of $\xi$ is given by (59). Let $g : [0, T] \times \mathbb{D} \to [0, \infty)$ be a bounded measurable function with bounded support. By (60),

$$L_{\xi}(g) = E \left[ \exp \left( - \int_{[0,T] \times \mathbb{D}} g(t, rz) N(dt, dr, dz) \right) \right]$$

$$= \exp \left\{ - \int_{[0,T] \times (\epsilon, \infty) \times \mathbb{S}_\infty} (1 - e^{-g(t, rz)}) dt \nu^{(\epsilon)}(dr, dz) \right\}$$

Since $\text{Leb} \times \nu^{(\epsilon)}$ is diffuse, $\xi$ is simple a.s. So, $\xi$ satisfies condition (i) with probability 1. To show that $\xi$ satisfies condition (ii) with probability 1, we represent its points as follows. Let $P_i = e^{1/\Gamma_i} P_i^{-1/\alpha}$ where $\Gamma_i = \sum_{j=1}^{i} E_j$ and $(E_i)_{i \geq 1}$ are i.i.d. exponential random variables of mean 1. Let $(W_i)_{i \geq 1}$ be an independent sequence of i.i.d. random elements in $\mathbb{S}_\infty$ of law $\Gamma_1$. By the extension of Proposition 5.3 of [21] to Polish spaces, $\sum_{i \geq 1} \delta_{(P_i, W_i)}$ is a Poisson random measure on $(0, \infty) \times \mathbb{S}_\infty$ of intensity $\nu$, and so, $\sum_{i \geq 1} \delta_{(P_i, W_i)} 1_{\{P_i > \epsilon\}}$ is a Poisson random measure on $(\epsilon, \infty) \times \mathbb{S}_\infty$ of intensity $\nu|_{(\epsilon, \infty) \times \mathbb{S}_\infty}$. By the extension of Proposition 5.2 of [21] to Polish spaces, $\sum_{i \geq 1} \delta_{(P_i, W_i)} 1_{\{P_i > \epsilon\}}$ is a Poisson random measure on $[0, T] \times \mathbb{D}$ of intensity $\nu^{(\epsilon)}$. Finally, by the extension of Proposition 5.3 of [21], $\xi' = \sum_{i \geq 1} \delta_{(\tau_i, P_i, W_i)} 1_{\{P_i > \epsilon\}}$ is a Poisson random measure on $[0, T] \times \mathbb{D}$ of intensity $\text{Leb} \times \nu^{(\epsilon)}$, where $(\tau_i)_{i \geq 1}$ are i.i.d. uniformly distributed on $[0, T]$, independent of $(E_i)_{i \geq 1}$ and $(W_i)_{i \geq 1}$. Hence $\xi \equiv \xi'$.

Consider the event $A = \cap_{i \neq j} A_{i,j}$, where $A_{i,j} = \{\text{Disc}(W_i) \cap \text{Disc}(W_j) = \emptyset\}$. Let $F = \{(x, y) \in \mathbb{S}_\infty \times \mathbb{S}_\infty; \text{Disc}(x) \cap \text{Disc}(y) \neq \emptyset\}$. By Fubini’s theorem and Assumption B,

$$P(A_{i,j}) = P((W_i, W_j) \in F) = (\Gamma_1 \times \Gamma_1)(F) = \int_{\mathbb{S}_\infty} \Gamma_1(F_x) \Gamma_1(dx) = 0,$$

where $F_x = \{y \in \mathbb{S}_\infty; (x, y) \in F\} = \cup_{s \in \text{Disc}(x)} \{y \in \mathbb{S}_\infty; s \in \text{Disc}(y)\}$. Hence, $P(A) = 1$.

Let $B$ be the event on which $\xi(\{(t, x), (t', x')\}) \leq 1$ for all $(t, x), (t', x') \in [0, T] \times \mathbb{D}$ with $x \neq x'$ and $\text{Disc}(x) \cap \text{Disc}(x') \neq \emptyset$, and $B'$ the similar event with $\xi$ replaced by $\xi'$.
Since $\xi \overset{d}{=} \xi'$, $P(B) = P(B')$. We claim that $A \subset B'$. (To see this, let $\omega \in (B')^c$. Then, there exist $(t, x), (t', x') \in [0, T] \times \mathbb{D}$ with $x \neq x'$ and Disc$(x) \cap$ Disc$(x') \neq \emptyset$ such that $\xi'(\omega; \{(t, x), (t', x')\}) \geq 2$. This means that both $(t, x)$ and $(t', x')$ are atoms of $\xi'(\omega)$. But the atoms of $\xi'(\omega)$ are of the form $(\tau_i(\omega), P_i(\omega)W_i(\omega))$ with $P_i(\omega) > \varepsilon$. Hence, there exist $i \neq j$ with $P_i(\omega) > \varepsilon$ and $P_j(\omega) > \varepsilon$ such that $(t, x) = (\tau_i(\omega), P_i(\omega)W_i(\omega))$ and $(t', x') = (\tau_j(\omega), P_j(\omega)W_j(\omega))$. This proves that $\omega \in A_{ij}^\varepsilon \subset A^\varepsilon$. Hence, $P(B) = P(B') = P(A) = 1$. This proves that $\xi$ satisfies condition (ii) with probability 1.

Finally, to show that $\xi$ satisfies condition (iii) with probability 1, we let $C = \cap_{i \neq j} C_{i, j}$, where $C_{i, j} = \{\tau_i \neq \tau_j\}$. Note that $P(C) = 1$ since for all $i \neq j$,

$$P(C_{i, j}) = P(\tau_i = \tau_j) = \frac{1}{T^2} \int_0^T \int_0^T 1_{(x=y)} dx dy = 0.$$ 

Let $D$ be the event on which $\xi(\{t_0\} \times \mathbb{D}) \leq 1$ for all $t_0 \in [0, T]$, and $D'$ the similar event with $\xi$ replaced by $\xi'$. Since $\xi \overset{d}{=} \xi'$, $P(D) = P(D')$. We claim that $C \subset D'$. (To see this, let $\omega \in (D')^c$. Then there exists $t_0 \in [0, T]$ such that $\xi'(\omega; \{t_0\} \times \mathbb{D}) \geq 2$. This means that $\xi'(\omega)$ has at least two atoms with time coordinate $t_0$. Using the form of the atoms of $\xi'(\omega)$, we infer that there exist $i \neq j$ such that $\tau_i(\omega) = \tau_j(\omega) = t_0$. This proves that $\omega \in C_{i, j}^\varepsilon \subset C^\varepsilon$. Hence, $P(D) = P(D') = P(C) = 1$. This proves that $\xi$ satisfies condition (iii) with probability 1. $\square$

The next result gives the convergence of the truncated sums of i.i.d. regularly varying elements in $\mathbb{D}$.

**Theorem 4.8.** Let $(X_i)_{i \geq 1}$ be i.i.d. random elements in $\mathbb{D}$ such that $X_1 \in RV(\{a_n\}, \nu, \mathbb{D}_0)$. Let $\alpha$ be the index of $X$ and $\Gamma_1$ be the spectral measure of $X$. Suppose that $\alpha < 2, \alpha \neq 1$ and $\Gamma_1$ satisfies Assumption B. If $\{S_n^{(\varepsilon)}, n \geq 1\}$ and $Z^{(\varepsilon)}$ are given by (62), respectively (32), then for any $\varepsilon > 0$ and $T > 0$

$$S_n^{(\varepsilon)}(\cdot) \overset{d}{\to} Z^{(\varepsilon)}(\cdot) \quad \text{in} \quad \mathbb{D}([0, T]; \mathbb{D}) \quad \text{as} \quad n \to \infty,$$

where $\mathbb{D}([0, T]; \mathbb{D})$ is equipped with distance $d_{T, \mathbb{D}}$ given by (22). Moreover, $P(s \in \text{Disc}(Z^{(\varepsilon)}(t)))$ for some $t > 0) = 0$ for all $s \in [0, 1]$ and $\varepsilon > 0$.

**Proof:** By Proposition 4.2 with $E = \mathbb{D}_0$ and $X_{i, n} = (\|X_i\|/a_n, X_i/\|X_i\|)$,

$$N_n = \sum_{i \geq 1} \delta(\frac{1}{n}, \frac{\|X_i\|}{a_n}, \frac{x_i}{\|x_i\|}) \overset{d}{\to} N,$$

where $N$ is a Poisson random measure on $[0, \infty) \times \mathbb{R}^2$ of intensity $\text{Leb} \times \nu$.

Note that $S_n^{(\varepsilon)} = Q(N_n)$ and $Z^{(\varepsilon)} = Q(N)$, where $Q$ is the map given in Corollary 4.6. By the continuous mapping theorem and Theorem 4.7, $S_n^{(\varepsilon)} \overset{d}{\to} Z^{(\varepsilon)}$ in $\mathbb{D}([0, T]; \mathbb{D})$.

To prove the last statement, we fix $s \in [0, 1]$ and we let $\Omega_T = \cup_{t \in [0, T]} \{s \in \text{Disc}(Z^{(\varepsilon)}(t))\}$. It is enough to prove that $P(\Omega_T) = 0$ for all $T > 0$. From (32), we see that if $W_i$ is continuous at $s$ for all $i \geq 1$, then $Z^{(\varepsilon)}(t)$ is continuous at $s$ for all $t \in [0, T]$. Hence, $\Omega_T \subset \cup_{i \geq 1} \{s \in \text{Disc}(W_i)\}$. The fact that $P(\Omega_T) = 0$ follows by Assumption B, since $P(s \in \text{Disc}(W_i)) = \Gamma_1(\{z \in \mathbb{D}; s \in \text{Disc}(z)\}) = 0$. $\square$
4.4 Approximation in the case \( \alpha < 1 \)

In this subsection, we prove the approximation result (Theorem 1.5) in the case \( \alpha < 1 \).

The first result shows that a certain asymptotic negligibility condition holds automatically in the case \( \alpha < 1 \).

**Lemma 4.9.** Let \((X_i)_{i \geq 1}\) be i.i.d. random elements in \( \mathbb{D} \) such that \( X_1 \in RV\left(\{a_n\}, \overline{\nu}, \overline{\mathbb{D}}_0\right) \). Suppose that \( \alpha \in (0, 1) \), where \( \alpha \) is the index of \( X \). Let \( \{S_{n}^{(\varepsilon)} \}, n \geq 1 \) be given by (62) and \( S_n(t) = a_n^{-1} \sum_{i=1}^{\lceil nt \rceil} X_i \) for all \( t \geq 0, n \geq 1 \). Then for any \( \delta > 0 \) and \( T > 0 \)

\[
\lim_{\varepsilon \downarrow 0} \lim_{n \to \infty} \sup_{t \geq 0} P(\|S_n - S_{n}^{(\varepsilon)}\|_{\mathbb{D}} > \delta) = 0,
\]

and in particular, \( \lim_{\varepsilon \downarrow 0} \lim_{n \to \infty} P(d_{T, \mathbb{D}}(S_n, S_{n}^{(\varepsilon)}) > \delta) = 0 \).

**Proof:** Let \( \delta > 0 \) and \( T > 0 \) be arbitrary. Since \( S_n(t) - S_{n}^{(\varepsilon)}(t) = a_n^{-1} \sum_{i=1}^{\lceil nt \rceil} X_i 1_{\|X_i\| \leq a_n \varepsilon} \)

\[
\|S_n - S_{n}^{(\varepsilon)}\|_{\mathbb{D}} = \frac{1}{\alpha_n} \max_{k \leq \lceil nT \rceil} \left\| \sum_{i=1}^{k} X_i 1_{\|X_i\| \leq a_n \varepsilon} \right\| \leq \frac{1}{\alpha_n} \sum_{i=1}^{\lceil nT \rceil} \|X_i\| 1_{\|X_i\| \leq a_n \varepsilon}.
\]

By Markov’s inequality,

\[
P(\|S_n - S_{n}^{(\varepsilon)}\|_{\mathbb{D}} > \delta) \leq \frac{1}{\delta \alpha_n} E(\|X_1\| 1_{\|X_1\| \leq a_n \varepsilon}).
\]

Since \( \|X_1\| \) is regularly varying of index \( \alpha < 1 \), \( E(\|X_1\| 1_{\|X_1\| \leq \varepsilon}) \sim \frac{\alpha}{1-\alpha} x P(\|X_1\| > x) \) as \( x \to \infty \), by Karamata’s theorem (e.g. Theorem 2.1 of [21]), and hence, by (9),

\[
\frac{n}{\alpha_n} E(\|X_1\| 1_{\|X_1\| \leq a_n \varepsilon}) \sim \frac{\alpha}{1-\alpha} c \varepsilon^{1-\alpha} \text{ as } n \to \infty.
\]

Here \( f(x) \sim g(x) \) as \( x \to \infty \) means that \( f(x)/g(x) \to 1 \) as \( x \to \infty \). Therefore,

\[
\limsup_{n \to \infty} P(\|S_n - S_{n}^{(\varepsilon)}\|_{\mathbb{D}} > \delta) \leq \frac{T}{\delta} \cdot \frac{\alpha}{1-\alpha} c \varepsilon^{1-\alpha}.
\]

The conclusion follows letting \( \varepsilon \downarrow 0 \), and using the fact that \( \alpha < 1 \). \( \square \)

**Proof of Theorem 1.5.a** By Theorem 2.8 of [27], it is enough to prove that

\[
S_n(\cdot) \overset{d}{\to} \tilde{Z}(\cdot) \quad \text{in} \quad \mathbb{D}([0, T]; \mathbb{D}),
\]

for any \( T > 0 \), where \( \mathbb{D}([0, T]; \mathbb{D}) \) is equipped with distance \( d_{T, \mathbb{D}} \). This follows by Theorem 4.2 of [1], whose hypotheses are verified due to Theorem 3.3, Theorem 4.8 and Lemma 4.9. \( \square \)
4.5 Approximation in the case $\alpha > 1$

In this subsection, we prove the approximation result (Theorem 1.5) in the case $\alpha > 1$.

The following result is the counterpart of Lemma 4.9 for the case $\alpha > 1$.

**Lemma 4.10.** Let $(X_i)_{i \geq 1}$ be i.i.d. random elements in $\mathbb{D}$ such that $X_1 \in RV(\{a_n\}, \nu, \mathbb{D}_0)$. Suppose that $\alpha \in (1, 2)$, where $\alpha$ is the index of $X_1$. Let $\{S_n^{(e)}, n \geq 1\}$ be given by (62). For any $t \geq 0$ and $n \geq 1$, let $S_n(t) = \sum_{i=1}^{[nt]} X_i/a_n$.

$$\|S_n - S_n^{(e)}\|_{T, \mathbb{D}} = E[S_n(t)]$$
and $\overline{S}_n(t) = S_n(t) - E[S_n(t)]$.

If (10) holds for any $\delta > 0$ and $T > 0$, then for any $\delta > 0$ and $T > 0$,

$$\lim_{\varepsilon \downarrow 0} \lim_{n \to \infty} P(\|S_n - S_n^{(e)}\|_{T, \mathbb{D}} > \delta) = 0,$$

and in particular, $\lim_{\varepsilon \downarrow 0} \limsup_{n \to \infty} P(d_{T, \mathbb{D}}(S_n, S_n^{(e)}) > \delta) = 0$.

**Proof:** Since $\overline{S}_n(t) - S_n^{(e)}(t) = \sum_{i=1}^{[nt]} Y_{i,n}$ with $Y_{i,n} = a_n^{-1} \left( X_i 1_{\{|X_i| \leq a_n \varepsilon\}} - E(X_i 1_{\{|X_i| \leq a_n \varepsilon\}}) \right)$,

$$\|S_n - S_n^{(e)}\|_{T, \mathbb{D}} = \sup_{t \in [0, T]} \|S_n(t) - S_n^{(e)}(t)\| = \max_{0 \leq k \leq [nT]} \left\| \sum_{i=1}^{k} Y_{i,n} \right\|.$$ 

By Lévy-Octaviani inequality, which is valid for independent random elements in a normed space (see Proposition 1.1.1 of [17]), for any $\delta > 0$,

$$P(\|S_n - S_n^{(e)}\|_{T, \mathbb{D}} > \delta) \leq 3 \max_{0 \leq k \leq [nT]} P \left( \left\| \sum_{i=1}^{k} Y_{i,n} \right\| > \delta/3 \right).$$

The conclusion follows by (10). \(\square\)

To deal with the centering constants, we need to use the fact that addition is continuous in the space $\mathbb{D}([0, T]; \mathbb{D})$ equipped with the distance $d_{T, \mathbb{D}}$. To deduce this, we cannot simply apply Theorem 4.1 of [27] with $(S, m) = (\mathbb{D}, d_{T, J_1}^0)$, since we do not know if the relation $d_{T, J_1}^0(x + y, x' + y') \leq d_{T, J_1}^0(x, x') + d_{T, J_1}^0(y, y')$ holds for any $x, x', y, y' \in \mathbb{D}$, as required on p.78 of [27]. Although the general question of continuity of the addition on $\mathbb{D}([0, T]; \mathbb{D})$ remains open, we were able to find a weaker version of this result which is sufficient for our purposes. This is contained in the lemma below.

**Lemma 4.11.** Let $(f_n)_{n \geq 1} \subset \mathbb{D}$ and $f \in \mathbb{D}$ be such that $f_n \overset{D}{\to} f$. Consider $(y_n)_{n \geq 1} \subset \mathbb{D}([0, T]; \mathbb{D})$ and $y \in \mathbb{D}([0, T]; \mathbb{D})$ defined as follows: for any $t \in [0, T]$,

$$y_n(t) = \frac{[nt]}{n} f_n \quad \text{and} \quad y(t) = tf.$$ 

Then $\rho_{T, \mathbb{D}}(y_n, y) \to 0$. Moreover, if $f$ is continuous, then for any sequence $(x_n)_{n \geq 1} \subset \mathbb{D}([0, T]; \mathbb{D})$ and $x \in \mathbb{D}([0, T]; \mathbb{D})$ such that $d_{T, \mathbb{D}}(x_n, x) \to 0$, we have:

$$d_{T, \mathbb{D}}(x_n + y_n, x + y) \to 0.$$ 

(65)
Proof: We first prove that \( \rho_{T,D}(y_n,y) \to 0 \). Since \( f_n \overset{J}{\to} f \), there exists a sequence \((\rho_n)_{n \geq 1} \subset \Lambda \) such that \( \|\rho_n\| \to 0 \) and \( \|f_n - f \circ \rho_n\| \to 0 \). Let \( z_n(t) = \frac{nt}{n} f \). Let \( \varepsilon > 0 \) be arbitrary. Then, there exists \( N_\varepsilon \) such that for all \( n \geq N_\varepsilon \), \( \|\rho_n\| < \varepsilon \) and \( \|f_n - f \circ \rho_n\| < \varepsilon / T \). Hence, for any \( t \in [0,T] \) and \( n \geq N_\varepsilon \), \( \|y_n(t) - z_n(t) \circ \rho_n\| \leq \frac{nt}{n} - t \|f_n - f \circ \rho_n\| < \varepsilon \) and

\[
d^0_{J_1}(y_n(t), z_n(t)) \leq \|\rho_n\| \lor \|y_n(t) - z_n(t) \circ \rho_n\| < \varepsilon.
\]

On the other hand, there exists \( N'_\varepsilon \) such that, for any \( t \in [0,T] \) and \( n \geq N'_\varepsilon \),

\[
d^0_{J_1}(z_n(t), y(t)) \leq \|z_n(t) - y(t)\| = \left| \frac{nt}{n} - t \right| \cdot \|f\| \leq \frac{1}{n} \|f\| < \varepsilon.
\]

This shows that \( \rho_{T,D}(y_n,y) = \sup_{t \in [0,T]} d^0_{J_1}(y_n(t), y(t)) < 2\varepsilon \) for any \( n \geq N_\varepsilon \lor N'_\varepsilon \).

We now prove (65). For any \( t \in [0,T] \), we denote \( x(t) = \{x(t,s)\}_{s \in [0,1]} \), and we use a similar notation for \( y(t), x_n(t) \) and \( y_n(t) \). Let \( \varepsilon > 0 \) be arbitrary. Since \( f \) is uniformly continuous, there exists \( \delta_\varepsilon \in (0,\varepsilon) \) such that for any \( s, s' \in [0,1] \) with \( |s - s'| < \delta_\varepsilon \),

\[
|f(s) - f(s')| < \varepsilon.
\]

Because \( d_{T,D}(x_n,x) \to 0 \), there exists a sequence \((\lambda_n)_{n \geq 1} \subset \Lambda_T \) such that \( \|\lambda_n - e\|_T \to 0 \) and \( \rho_{T,D}(x_n \circ \lambda_n, x) \to 0 \). Pick \( 0 < \eta_\varepsilon < \varepsilon \land \ln(\delta_\varepsilon + 1) \) arbitrary. Then, there exists \( N_\varepsilon^{(1)} \) such that for any \( n \geq N_\varepsilon^{(1)} \), \( \sup_{t \in [0,T]} |\lambda_n(t) - t| < \varepsilon \) and \( \sup_{t \in [0,T]} d^0_{J_1}(x_n(\lambda_n(t)), x(t)) < \eta_\varepsilon \).

Using definition (11) of \( d^0_{J_1} \), it follows that for any \( n \geq N_\varepsilon^{(1)} \) and for any \( t \in [0,T] \), there exists \( \mu_t^{(n)} \in \Lambda \) such that \( \|\mu_t^{(n)}\| \notag \) is uniformly continuous. Hence, there exists \( \delta_\varepsilon \in (0,\varepsilon) \) such that for any \( n \geq N_\varepsilon^{(1)} \) and for any \( t \in [0,T] \),

\[
|\lambda_n(t) - t| < \delta_\varepsilon.
\]

By inequality (13) and the choice of \( \eta_\varepsilon \), \( \sup_{s \in [0,1]} |\mu_t^{(n)}(s) - s| < e^{\eta_\varepsilon} - 1 < \delta_\varepsilon \).

Note that \( \|f_n - f\| \to 0 \), since \( f_n \overset{J}{\to} f \) and \( f \) is continuous. Hence, there exists \( N_\varepsilon^{(2)} \) such that \( \sup_{s \in [0,1]} |f_n(s) - f(s)| < \varepsilon \) for any \( n \geq N_\varepsilon^{(2)} \). By (66), for any \( n \geq N_\varepsilon^{(1)} \lor N_\varepsilon^{(2)} \),

\[
|f_n(\mu_t^{(n)}(s)) - f(s)| \leq |f_n(\mu_t^{(n)}(s)) - f(\mu_t^{(n)}(s))| + |f(\mu_t^{(n)}(s)) - f(s)| < 2\varepsilon.
\]

Choose \( N_\varepsilon^{(0)} \) such that \( 1/n < \varepsilon \) for any \( n \geq N_\varepsilon^{(0)} \). Then, for any \( n \geq N_\varepsilon^{(0)} \) and \( t \in [0,T] \),

\[
\left| \frac{nt}{n} - t \right| \leq \left| \frac{nt}{n} - \lambda_n(t) \right| + |\lambda_n(t) - t| \leq \frac{1}{n} + \varepsilon < 2\varepsilon.
\]

Since \( \|f_n - f\| \to 0 \), it follows that \( C := \sup_{n \geq 1} \|f_n\| < \infty \). Let \( N_\varepsilon = N_\varepsilon^{(0)} \lor N_\varepsilon^{(1)} \lor N_\varepsilon^{(2)} \). Using the definitions of \( y_n \) and \( y \), it follows that for any \( n \geq N_\varepsilon \), \( t \in [0,T] \) and \( s \in [0,1] \),

\[
|y_n(\lambda_n(t), \mu_t^{(n)}(s)) - y(t,s)| \leq \left| \frac{nt}{n} - t \right| |f_n(\mu_t^{(n)}(s))| + t |f_n(\mu_t^{(n)}(s)) - f(s)| < 2\varepsilon(C + T).
\]

and hence, by (67),

\[
|(x_n + y_n)(\lambda_n(t), \mu_t^{(n)}(s)) - (x + y)(t,s)| < \eta_\varepsilon + 2\varepsilon(C + T) < \varepsilon[1 + 2(C + T)].
\]
To summarize, we have proved that for any \( n \geq N_\varepsilon \) and \( t \in [0, T] \), there exists \( \mu^{(n)}_t \in \Lambda \) such that \( \|\mu^{(n)}_t\|_0 < \eta_\varepsilon < \varepsilon \) and \( \| (x_n + y_n)(\lambda_n(t)) \circ \mu^{(n)}_t - (x + y)(t) \| < \varepsilon [1 + 2(C + T)] \). By definition (11) of \( d^0_{J_t} \), this implies that for any \( n \geq N_\varepsilon \) and \( t \in [0, T] \),

\[
d^0_{J_t}((x_n + y_n)(\lambda_n(t)), (x + y)(t)) < \varepsilon [1 + 2(C + T)].
\]

Therefore, for any \( n \geq N_\varepsilon \)

\[
\rho_{T,D}((x_n + y_n) \circ \lambda_n, x + y) = \sup_{t \in [0,T]} d^0_{J_t}((x_n + y_n)(\lambda_n(t)), (x + y)(t)) < \varepsilon [1 + 2(C + T)].
\]

Since \( \|\lambda_n - \varepsilon\|_T < \varepsilon \), using definition (22) of \( d_{T,D} \), we conclude that \( d_{T,D}(x_n + y_n, x + y) < \varepsilon [1 + 2(C + T)] \) for any \( n \geq N_\varepsilon \). □

**Remark 4.12.** In the proof of Theorem 2.12 of [22], it was shown that, in a more general context than here, the function \( s \mapsto E[Z^{(e)}(1, s)] \) is continuous on \([0, 1]\). In our case, \( E[Z^{(e)}(1, s)] = c_1 \varphi(s) \int^{s}_y r \nu_\alpha(dr) \), where \( \varphi(s) = \int_{S_D} z(s) \Gamma_1(dz) \) for all \( s \in [0, 1] \). The continuity of \( \varphi \) can be proved directly as follows. By the dominated convergence theorem, \( \varphi \) is a càdlàg function. To show that \( \varphi \) is left-continuous, note that for any \( s \in [0, 1] \),

\[
\varphi(s) - \varphi(s-) = \int_{S_D} (z(s) - z(s-)) \Gamma_1(dz) = \int_{\{z \in S_D : z\{s\} > 0\}} z\{s\} \Gamma_1(dz),
\]

where \( z\{s\} = z(s) - z(s-) \) is the jump of \( z \in S_D \) at \( s \). By Assumption B, the set in the last integral above has \( \Gamma_1 \)-measure 0, and hence this integral is equal to 0.

The following result gives the convergence of the centered sums.

**Theorem 4.13.** Let \( (X_i)_{i \geq 1} \) be i.i.d. random elements in \( D \) such that \( X_1 \in RV(\{a_n\}, \bar{\nu}, \bar{D}_0) \). Let \( \alpha \) be the index of \( X \) and \( \Gamma_1 \) be the spectral measure of \( X \). Suppose that \( \alpha \in (1, 2) \) and \( \Gamma_1 \) satisfies Assumption B. Let \( \{S_n^{(e)}, n \geq 1\} \) and \( Z^{(e)} \) be given by (62), respectively (32). For any \( t \geq 0 \), let \( \overline{S}_n^{(e)}(t) = S_n^{(e)}(t) - E[S_n^{(e)}(t)] \) and \( \overline{Z}^{(e)}(t) = Z^{(e)}(t) - E[Z^{(e)}(t)] \).

Then, for any \( \varepsilon > 0 \) and \( T > 0 \)

\[
\overline{S}_n^{(e)}(\cdot) \Rightarrow \overline{Z}^{(e)}(\cdot) \quad \text{in} \quad D([0, T]; D),
\]

where \( D([0, T]; D) \) is equipped with distance \( d_{T,D} \).

**Proof:** Let \( X_n = S_n^{(e)} \) and \( X = Z^{(e)} \). For any \( t \geq 0 \) and \( s \in [0, 1] \),

\[
y_n(t, s) := -E[S_n^{(e)}(t, s)] = -\frac{[nt]}{a_n} E[X_1(s) 1_{\{\|X_1\| > a_n \varepsilon\}}] = \frac{[nt]}{n} f_n(s),
\]

with \( f_n(s) = -\frac{n}{a_n} E[X_1(s) 1_{\{\|X_1\| > a_n \varepsilon\}}] \), and

\[
y(t, s) := -E[Z^{(e)}(t, s)] = -tc \int_{(\varepsilon, \infty) \times S_D} rz(s) \nu_\alpha(dr) \Gamma_1(dz) = tf(s),
\]

where \( t > 0 \) and \( \alpha \in (1, 2) \).
with $f(s) = -c_\alpha \frac{\alpha}{\alpha - 1} s^{1-\alpha} \varphi(s)$ and $\varphi(s) = \int_1^\infty z(s) \Gamma_1(dz)$. This shows that the functions $(y_n)_{n \geq 1}$ and $y$ are of the same form as in (64). By Remark 4.12, $\varphi$ is continuous on $[0, 1]$.

By Theorem 4.8, $X_n \overset{d}{\to} X$ in the space $\mathbb{D}([0, T]; \mathbb{D})$ equipped with $d_{T, \mathbb{D}}$. Since this space is separable (by Theorem 2.1), by Skorohod’s embedding theorem (Theorem 6.7 of [5]), there exist random elements $(X'_n)_{n \geq 1}$ and $X'$ defined on a probability space $(\Omega', \mathcal{F}', P')$ such that $X'_n \overset{d}{=} X_n$ for all $n$, $X' \overset{d}{=} X'$ and $d_{T, \mathbb{D}}(X_n', X') \to 0$ a.s. By Lemma 4.11, it follows that

$$d_{T, \mathbb{D}}(X'_n + y_n, X' + y) \to 0 \text{ a.s.}$$

This implies that $d_{T, \mathbb{D}}(X'_n + y_n, X' + y) \to 0$ in probability (and in distribution). By Corollary to Theorem 3.1 of [5] (and using again the fact that $\mathbb{D}([0, T]; \mathbb{D})$ equipped with $d_{T, \mathbb{D}}$ is a separable space), we infer that $X'_n + y_n \overset{d}{\to} X' + y$ in $\mathbb{D}([0, T]; \mathbb{D})$ equipped with $d_{T, \mathbb{D}}$. Since $(y_n)_{n \geq 1}$ and $y$ are deterministic, $X_n + y_n \overset{d}{=} X'_n + y_n$ for any $n$, and $X + y \overset{d}{=} X + y$. It follows that $X_n + y_n \overset{d}{\to} X + y$ in $\mathbb{D}([0, T]; \mathbb{D})$ equipped with $d_{T, \mathbb{D}}$. □

**Proof of Theorem 1.5.b)** This follows by Theorem 4.2 of [4] whose hypotheses are verified due to Theorem 3.15, Lemma 4.10 and Theorem 4.13. □

## 5 Simulations

In this section, we simulate the sample paths of a $\mathbb{D}$-valued $\alpha$-stable Lévy motion using Theorem 1.5 by focusing on two examples of a regularly varying process $X$ in $\mathbb{D}$.

**Example 5.1.** The simplest example of a regularly varying process $X = \{X(s)\}_{s \in [0, 1]}$ in $\mathbb{D}$ is the $\alpha$-stable Lévy motion, which can be simulated using the stable central limit theorem. We recall briefly this result below. Let $\xi, (\xi_j)_{j \geq 1}$ be i.i.d. regularly varying random variables in $\mathbb{R}$, i.e.

$$P(|\xi| > x) = x^{-\alpha} L(x) \quad \text{and} \quad \lim_{x \to \infty} \frac{P(\xi > x)}{P(|\xi| > x)} = p, \quad (68)$$

for some $\alpha \in (0, 2)$, $p \in [0, 1]$ and a slowly varying function $L$. Let $(a_n)_{n \geq 1}$ be a sequence of real numbers with $a_n \uparrow \infty$ such that $nP(|\xi| > a_n) \to 1$ as $n \to \infty$, i.e. $a_n^{\alpha} \sim nL(a_n)$ as $n \to \infty$. Condition (68) is equivalent to the vague convergence $nP(\xi/a_n \in \cdot) \overset{v}{\to} \nu_{\alpha, p}$ in $\mathbb{R}_0$, where

$$\nu_{\alpha, p}(dz) = (p \alpha z^{-\alpha - 1} 1_{(0, \infty)}(z) + q \alpha (-z)^{-\alpha - 1} 1_{(-\infty, 0)}(z))dz \quad (69)$$

with $q = 1 - p$. In other words, for any $x > 0$,

$$\lim_{n \to \infty} nP\left(\frac{\xi}{a_n} > x\right) = px^{-\alpha} \quad \text{and} \quad \lim_{n \to \infty} nP\left(\frac{\xi}{a_n} < -x\right) = qx^{-\alpha}.$$ 

In this case, we write $\xi \in RV(\{a_n\}, \nu_{\alpha, p}, \mathbb{R}_0)$. In particular, if

$$\lim_{x \to \infty} L(x) = C > 0, \quad (70)$$
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then $a_n^\alpha \sim Cn$. We assume that $\alpha \neq 1$. Let $\mu = 0$ if $\alpha < 1$ and $\mu = E(\xi)$ if $\alpha > 1$. A classical result, which can be deduced for instance from Theorem 2.7 of [26], states that

$$
\frac{1}{a_n} \sum_{j=1}^{[n]} (\xi_j - \mu) \xrightarrow{d} X(\cdot) \text{ in } \mathcal{D}
$$

(71)

where $X = \{X(s)\}_{s \in [0,1]}$ is an $\alpha$-stable Lévy motion, with $X(1)$ having a $S_\alpha(\sigma, \beta, 0)$-distribution. Here $\sigma_\alpha^2 = C_\alpha^{-1}$ with $C_\alpha$ given by (30), and $\beta = p - q$. By Property 1.2.15 of [23], $\lim_{x \to \infty} x^\alpha P(X(1) > x) = p$ and $\lim_{x \to \infty} x^\alpha P(X(1) < -x) = q$. If $L$ satisfies (70), this implies that $X(1) \in RV(\{a_n\}, C\nu_{\alpha,p}, \mathbb{D}_0)$, since

$$
nP \left( \frac{X(1)}{a_n} > x \right) = (na_n^{-\alpha}) \cdot (a_n x)^\alpha P(X(1) > a_n x) \cdot x^{-\alpha} \to Cpx^{-\alpha}
$$

as $n \to \infty$, and similarly, $nP \left( \frac{X(1)}{a_n} < -x \right) \to Cqx^{-\alpha}$. By Lemma 2.1 of [14], it follows that $X \in RV(\{a_n\}, \nu, \mathbb{D}_0)$ for a boundedly finite measure $\nu$ on $\mathbb{D}_0$. Note that the normalizing sequence $\{a_n\}$ for the regular variation of $X$ in $\mathbb{D}$ is the same as for $\xi$, if $L$ satisfies (70).

In the simulations, we take $a_n = (Cn)^{1/\alpha}$, where $C$ is given by (70).

In view of (71), for any $s \in [0,1]$, $X(s) \approx \frac{1}{a_n} \sum_{j=1}^{[ms]} (\xi_j - \mu)$, when $m$ is large.

Next, we consider $n$ i.i.d. copies of $X$. For this, let $(\xi_{ij})_{i,j \geq 1}$ be i.i.d. copies of $\xi$. When $m$ is large, we have the following approximations for any $s \in [0,1]$: $X_i(s) \approx \frac{1}{a_m} \sum_{j=1}^{[ms]} (\xi_{ij} - \mu)$, for all $i = 1, \ldots, n$.

By Theorem 1.5 the following approximation gives a $\mathbb{D}$-valued $\alpha$-stable Lévy motion $Z$:

$$
Z(t,s) \approx \frac{1}{a_n} \sum_{i=1}^{[nt]} X_i(s) \approx \frac{1}{a_n a_m} \sum_{i=1}^{[nt]} \sum_{j=1}^{[ms]} (\xi_{ij} - \mu),
$$

for any $t, s \in [0,1]$, when $n$ and $m$ are large. (By Theorem B.2 below, this approximation yields in fact an $\alpha$-stable Lévy sheet, which is an example of a $\mathbb{D}$-valued $\alpha$-stable Lévy motion, according to Theorem B.1 below.)

We consider 5 examples of regularly varying random variables $\xi$ which satisfy (70):

(i) $\xi \sim$ Pareto($\alpha$), i.e. $\xi$ has density $f(x) = ax^{-\alpha-1}$ if $x > 1$; then $L(x) = 1$;

(ii) $\xi$ has a two-sided Pareto distribution, i.e. $\xi$ has density given by $f(x) = pax^{-\alpha-1}$ if $x > 1$ and $f(x) = qax^{-\alpha-1}$ if $x < -1$, for $p \in (0, 1)$ and $q = 1 - p$; then $L(x) = 1$;

(iii) $\xi \sim$ Fréchet($\alpha$), i.e. $\xi$ has density $f(x) = ax^{-\alpha-1}e^{-x}$ if $x > 0$; then $L(x) = x^\alpha(1 - e^{-x^{-\alpha}}) \to 1$ as $x \to \infty$;

(iv) $\xi \sim$ Burr($a$, $b$) with $a, b > 0$, i.e. $\xi$ has density $f(x) = abx^{b-1}(1 + x^b)^{-a-1}$ for $x > 0$; in this case $\alpha = ab$ and $L(x) = (1 + x^{-b})^a \to 1$ as $x \to \infty$;

(v) $\xi \sim$ $S_\alpha(\sigma, \beta, \mu)$; in this case $L(x) \to C := C_\alpha \sigma^\alpha$ as $x \to \infty$.

The following pictures are the 3-dimensional plots of $(t_k, s_l, Z(t_k, s_l))$ for $k = 1, \ldots, n$ and $l = 1, \ldots, m$, with $t_k = k/n$ and $s_l = l/m$, when $n = 400$ and $m = 250$. 37
Example 5.2. In this example, \( X = \{X(s)\}_{s \in [0,1]} \) is a regularly varying random element in \( \mathbb{D} \) given by a series, as explained in Example 4.1 of [7]. Let \( Y, (Y_j)_{j \geq 1} \) be i.i.d. random elements in the space \( \mathbb{C} = \mathbb{C}([0,1]) \) of continuous functions on \([0,1]\), such that
\[
0 < C_{Y,\alpha} := E\left( \sup_{s \in [0,1]} |Y(s)|^\alpha \right) < \infty
\] (72)
for some \( \alpha \in (0, 2) \). Let \( (\varepsilon_j)_{j \geq 1} \) be i.i.d. random variables which take values 1 and \(-1\) with probability \(1/2\), and \( \Gamma_j = \sum_{i=1}^{j} E_i \) where \((E_i)_{i \geq 1}\) are i.i.d. exponential random variables of mean 1. Assume that \((Y_j)_{j \geq 1}, (\varepsilon_j)_{j \geq 1}\) and \((E_j)_{j \geq 1}\) are independent. By Theorem 1.4.2 of [23], for any \( s \in [0,1] \), the series
\[
X(s) = \sum_{j \geq 1} \varepsilon_j \Gamma_j^{-1/\alpha} Y_j(s)
\] converges a.s. (73)
and has a \( S_{\alpha}(\sigma_s, 0, 0)\)-distribution, with \( \sigma_s^\alpha = C_{\alpha}^{-1} E|Y(s)|^\alpha \) and \( C_\alpha \) given by (30). Moreover, the process \( X = \{X(s)\}_{s \in [0,1]} \) has sample paths in \( \mathbb{C} \), and is regularly varying in \( \mathbb{D} \).
More precisely, \( X \in RV(\{a_n\}, \nu, \mathbb{D}_0) \) with sequence \((a_n)_n\) chosen such that \( a_n^\alpha \sim nC_{Y,\alpha} \), and limiting measure \( \nu \) specified by (4.3) of [7].

In the simulation below, we truncate the series in (73) by considering only the first \( K \) terms (for \( K \) large), and we take \( Y = W \) where \( W = \{W(s)\}_{s \in [0,1]} \) is the Brownian motion. (The fact that \( W \) satisfies condition (72) is proved in Appendix C.) We simulate \( K \) i.i.d. copies of \( W \) using Donsker theorem. Let \( \xi, (\xi_{jk})_{j,k \geq 1} \) be i.i.d. random variables with mean 0 and variance 1. When \( m \) is large, \( W_j(s) \approx 1/\sqrt{m} \sum_{k=1}^{[ms]} \xi_{jk} \) for any \( j \geq 1 \), and \( X(s) \approx \sum_{j=1}^{K} \varepsilon_j \Gamma_j^{-1/\alpha} W_j(s) \approx 1/\sqrt{m} \sum_{j=1}^{K} \sum_{k=1}^{[ms]} \varepsilon_j \Gamma_j^{-1/\alpha} \xi_{jk} \) for any \( s \in [0,1] \).

Next, we consider \( n \) i.i.d. copies of \( X \). Let \((\varepsilon_{ij})_{i,j \geq 1}\) be i.i.d. copies of \( \varepsilon_1 \), \((E_{ij})_{i,j \geq 1}\) i.i.d. copies of \( E_1 \) and \((\xi_{ijk})_{i,j,k \geq 1}\) i.i.d. copies of \( \xi \). Let \( \Gamma_{ij} = \sum_{k=1}^{l} E_{ik} \). We take \( a_n = (nC_{W,\alpha})^{1/\alpha} \) where \( C_{W,\alpha} \) is computed by approximation. By Theorem 1.5,

\[
Z(t,s) \approx \frac{1}{a_n} \sum_{i=1}^{[nt]} X_i(s) \approx \frac{1}{a_n \sqrt{m}} \sum_{i=1}^{[nt]} \sum_{k=1}^{[ms]} \sum_{j=1}^{K} \varepsilon_{ij} \Gamma_{ij}^{-1/\alpha} \xi_{ijk}
\]

is an approximation of a \( \mathbb{D} \)-valued \( \alpha \)-stable Lévy motion, when \( n, m \) and \( K \) are large.

The following pictures are the 3-dimensional plots of \((t_k, s_l, Z(t_k, s_l))\) for \( k = 1, \ldots, n \) and \( l = 1, \ldots, m \), with \( t_k = k/n \) and \( s_l = l/m \), when \( n = 400 \) and \( m = 250 \).

Figure 3: \( \mathbb{D} \)-valued \( \alpha \)-stable Lévy motion based on a regularly process in \( \mathbb{D} \) given by series (73) in which \((Y_j)_{j \geq 1}\) are i.i.d. Brownian motions.

\[\text{A Some auxiliary results}\]

In this section, we include some auxiliary results which are used in this article.

The first result shows that the measure \( \nu \) which appears in the definition of regularly variation for random elements in \( \mathbb{D} \) must be of product form. This result is probably well-known. We include its proof since we could not find it in the literature.

**Lemma A.1.** If \( c = \nu((1, \infty) \times S_\mathbb{D}) > 0 \), then the measure \( \nu \) in Definition 1.4 must be of the product from \( \mathcal{L} \), with probability measure \( \Gamma_1 \) given by (8).


Proof: Let $\mathcal{P}$ be the class of sets $A_{r,S} = (r, \infty) \times S$ with $r > 0$ and $S \in \mathcal{B}(\mathbb{D})$. Note that $A_{r,S} = T(V_{r,S})$ where $V_{r,S} = \{ x \in \mathbb{D} : \|x\| > r, \frac{x}{\|x\|} \in S \}$. The sets $V_{r,S}$ have the scaling property $aV_{r,S} = V_{ar,S}$ for any $a > 0$. To see that the sets $A_{r,S}$ have a similar property, we define $aA = \{(ar, z) ; (r, z) \in A \}$ for any $a > 0$ and $A \in \mathcal{B}(\mathbb{D}_0)$. Then

$$aA_{r,S} = \{(as, z) ; as > ar, z \in \mathbb{D}_0 \} = A_{ar,S}.$$  

In particular, $A_{r,S} = rA_{1,S}$. By the scaling property of $\nu$ and definition (8) of $\Gamma_1$,  

$$\nu(A_{r,S}) = r^{-\alpha} \nu(A_{1,S}) = r^{-\alpha} \nu_\alpha(\Gamma_1(S)) = (\nu_\alpha \times \Gamma_1)(A_{r,S}).$$

Hence, when restricted to $(0, \infty) \times \mathbb{D}$, the measures $\nu$ and $\nu_\alpha \times \Gamma_1$ coincide for sets in the class $\mathcal{P}$. Since $\mathcal{P}$ is a $\pi$-system which generates the Borel $\sigma$-field of $(0, \infty) \times \mathbb{D}$ (with respect to distance $d_{\mathbb{D}}$), it follows that $\nu = c\nu_\alpha \times \Gamma_1$ on $(0, \infty) \times \mathbb{D}$. Finally, these measures coincide on the entire space $\mathbb{D}_0$ since they are zero on $\{ \infty \} \times \mathbb{D}$. □

The next result is an extension of Lemma 5.2 of [21] to the case of functions with values in an arbitrary metric space.

Lemma A.2. Let $(S,d)$ be a complete metric space. We denote by $\mathbb{D}((0,\infty);S)$ the set of functions $x : [0, \infty) \to S$ which are right-continuous and have left-limits (with respect to $d$). If $(x_n)_{n \geq 1}$ is a sequence in $\mathbb{D}((0,\infty);S)$ and the function $x : [0, \infty) \to S$ is such that

$$\sup_{t \leq T} d(x_n(t), x(t)) \to 0 \quad \text{as} \quad n \to \infty;$$

for any $T > 0$, then $x \in \mathbb{D}((0,\infty);S)$.

Proof: We first prove that $x$ is right-continuous. Let $t \geq 0$ be arbitrary and $(t_k)_{k \geq 1}$ be such that $t_k \to t$ and $t_k > t$ for all $k$. Let $T > 0$ be such that $t_k \in [0, T]$ for all $k$. Let $\varepsilon > 0$ be arbitrary. By (74), there exists $n_0$ such that $d(x_n(t_k), x(t)) < \varepsilon$ for all $t \leq T$. Since $x_{n_0}$ is right-continuous at $t$, there exists $K_\varepsilon$ such that $d(x_{n_0}(t_k), x_{n_0}(t)) < \varepsilon$ for all $k \leq K_\varepsilon$. By the triangle inequality, for any $k \leq K_\varepsilon$,

$$d(x(t_k), x(t)) \leq d(x(t_k), x_{n_0}(t_k)) + d(x_{n_0}(t_k), x_{n_0}(t)) + d(x_{n_0}(t), x(t)) < 3 \varepsilon.$$

Next, we prove that $x$ has left limit at $t > 0$. Let $(t_k)_{k \geq 1}$ be such that $t_k \to t$ and $t_k < t$ for all $k$. Let $T > 0$ be such that $t_k \in [0, T]$ for all $k$. Let $\varepsilon > 0$ be arbitrary. Choose $n_0$ as above. Since $x_{n_0}(t_k) \to x(t^-)$, $\{x_{n_0}(t_k)\}_k$ is a Cauchy sequence. Then, there exists $L_\varepsilon$ such that $d(x_{n_0}(t_k), x_{n_0}(t)) < \varepsilon$ for all $k, l \geq L_\varepsilon$. Then

$$d(x(t_k), x(t)) \leq d(x(t_k), x_{n_0}(t_k)) + d(x_{n_0}(t_k), x_{n_0}(t)) + d(x_{n_0}(t_l), x(t)) < 3 \varepsilon,$$

for any $k, l \geq L_\varepsilon$, and hence $\{x(t_k)\}_k$ is a Cauchy sequence. Since $S$ is complete, there exists $l = \lim_{k \to \infty} x(t_k)$. We must show that $l$ does not depend on $(t_k)_k$. Let $l' = \lim_{k \to \infty} x(t'_k)$, where $(t'_k)_k$ is another sequence such that $t'_k \to t$ and $t'_k < t$ for all $k$. Since both sequences $\{x_{n_0}(t_k)\}_k$ and $\{x_{n_0}(t'_k)\}_k$ converge to $x_{n_0}(t^-)$, there exists $M_\varepsilon$ such that $d(x_{n_0}(t_k), x_{n_0}(t'_k)) < \varepsilon$ for all $k \geq M_\varepsilon$. Hence,

$$d(x(t_k), x(t'_k)) \leq d(x(t_k), x_{n_0}(t_k)) + d(x_{n_0}(t_k), x_{n_0}(t'_k)) + d(x_{n_0}(t'_k), x(t'_k)) < 3 \varepsilon,$$
for any $k \geq M_\varepsilon$. This proves that $l = l'$. □

The following result is probably well-known. We include its proof since we could not find it in the literature.

**Lemma A.3.** Let $(S,d)$ be a separable metric space. Let $X_n(1), \ldots, X_n(k)$ and $X(1), \ldots, X(k)$ be random elements in $S$ defined on a probability space $(\Omega, \mathcal{F}, P)$, such that $d(X_n(1), X(1)) \to 0$ a.s. for any $i = 1, \ldots, k$. If $X_n(1), \ldots, X_n(k)$ are independent for any $n \geq 1$, then $X(1), \ldots, X(k)$ are independent.

**Proof:** We assume for simplicity that $k = 2$, the general case being similar. To simplify the notation, we let $X_n = X_n(1)$ and $Y_n = X_n(2)$. Clearly, $d(X_n, X) \to 0$ and $d(Y_n, Y) \to 0$. Note that the space $S \times S$ equipped with the product metric is separable and $(X_n, X)$ is a random element in $S \times S$ (see p.225 of [1]). By Corollary to Theorem 3.1 of [1], $X_n \to ^d X$ and $Y_n \to ^d Y$. By Theorem 3.2 of [1],

$$
(P \circ X_n^{-1}) \times (P \circ Y_n^{-1}) \xrightarrow{\text{w}} (P \circ X^{-1}) \times (P \circ Y^{-1}) \quad \text{on} \quad S \times S.
$$

(75)

On the other hand, $(X_n, Y_n) \to (X, Y)$ a.s. with respect to the product distance in $S \times S$. Hence, again by Corollary to Theorem 3.1 of [1], $(X_n, Y_n) \to (X, Y)$ in $S \times S$, i.e.

$$
P \circ (X_n, Y_n)^{-1} \to P \circ (X, Y)^{-1} \quad \text{on} \quad S \times S.
$$

(76)

Finally, $P \circ (X_n, Y_n)^{-1} = (P \circ X_n^{-1}) \times (P \circ Y_n^{-1})$ for any $n \geq 1$, since $X_n$ and $Y_n$ are independent for any $n \geq 1$. The fact that $P \circ (X, Y)^{-1} = (P \circ X^{-1}) \times (P \circ Y^{-1})$ follows from (75) and (76), by the uniqueness of the limit. □

**B The $\alpha$-stable Lévy sheet**

In this section, we show that the $\alpha$-stable Lévy sheet can be viewed as an example of a $\mathbb{D}$-valued $\alpha$-stable Lévy motion restricted to the time interval $[0,1]$.

First, we recall briefly the construction of the $\alpha$-stable Lévy sheet, as described in Section 4.8 of [10]. Let $M = \sum_{i \geq 1} \delta_{(T_i, S_i, J_i)}$ be a Poisson random measure on $[0, \infty) \times [0, \infty) \times \mathbb{R}_0$ of intensity Leb $\times$ Leb $\times \nu_{\alpha,p}$, where $\nu_{\alpha,p}$ is given by (69), for some $\alpha \in (0,2), \alpha \neq 1$ and $p \in [0,1]$, with $q = 1 - p$. Let $(\varepsilon_j)_{j \geq 0}$ be a sequence of real numbers such that $\varepsilon_j \downarrow 0$ and $\varepsilon_0 = 1$. Let $I_j = (\varepsilon_{j-1}, \varepsilon_j]$ for $j \geq 1$ and $I_0 = (1, \infty)$. For any $t, s \in [0,1]$ and $j \geq 0$, let

$$
L_j(t, s) = \int_{[0,d] \times [0,s] \times \Gamma_j} zM(du_1, du_2, dz) = \sum_{i \geq 1} J_i 1_{\{J_i \in \Gamma_j \}} 1_{\{T_i \leq t, S_i \leq s\}}.
$$

Note that $L_j(t, s)$ is a compound Poisson random variable with characteristic function

$$
E[e^{iuL_j(t,s)}] = \exp \left\{ ts \int_{\Gamma_j} (e^{iuz} - 1) \nu_{\alpha,p}(dz) \right\}, \quad u \in \mathbb{R}.
$$
By Kolmogorov’s criterion, the series \( \sum_{j \geq 1} (L_j(t, s) - E(L_j(t, s))) \) converges a.s., since 
\[
\text{Var}(L_j(t, s)) = ts \int_{z=\pm 2} \nu_{\alpha,p}(dz) \text{ for any } j \geq 1 \text{ and } \int_{|z| \leq 1} \nu_{\alpha,p}(dz) < \infty.
\]

We define \( \overline{L}(t, s) = \sum_{j \geq 0} L_j(t, s) \) if \( \alpha < 1 \) and \( \overline{L}(t, s) = \sum_{j \geq 0} (L_j(t, s) - E(L_j(t, s))) \) if \( \alpha > 1 \). It can be proved that there exists a process \( \{L(t, s)\}_{t,s \in [0,1]^2} \) with sample paths in \( \mathbb{D}([0,1]^2) \) such that \( L(t, s) = \overline{L}(t, s) \) a.s. for any \( t, s \in [0,1] \), and
\[
\sup_{(t,s) \in [0,1]^2} |L^{(\epsilon_k)}(t, s) - \overline{L}(t, s)| \to 0 \quad \text{a.s.} \quad \text{if } \alpha < 1, \tag{77}
\]
\[
\sup_{(t,s) \in [0,1]^2} |\overline{L}^{(\epsilon_k)}(t, s) - \overline{L}(t, s)| \to 0 \quad \text{a.s.} \quad \text{if } \alpha > 1, \tag{78}
\]
where \( L^{(\epsilon_k)}(t, s) = \sum_{j=0}^{k} L_j(t, s) \) and \( \overline{L}^{(\epsilon_k)}(t, s) = L^{(\epsilon_k)}(t, s) - E(L^{(\epsilon_k)}(t, s)) \) (if \( \alpha > 1 \)).

Here \( \mathbb{D}([0,1]^2) \) is the space of functions \( x : [0,1]^2 \to \mathbb{R} \) which are continuous at any point \( (t, s) \) when this point is approached from the upper right quadrant, and have limits when the point is approached from the other three quadrants. Moreover,
\[
E[e^{iuL(t,s)}] = \exp \left\{ ts \int_{\mathbb{R}} (e^{iuz} - 1) \nu_{\alpha,p}(dz) \right\} \quad \text{if } \alpha < 1,
\]
\[
E[e^{iuL(t,s)}] = \exp \left\{ ts \int_{\mathbb{R}} (e^{iuz} - 1 - iuz) \nu_{\alpha,p}(dz) \right\} \quad \text{if } \alpha > 1.
\]

Consequently, \( L(t, s) \) has a \( S_{\alpha}((ts)^{1/\alpha}C^{-1}_{\alpha}, \beta, 0) \)-distribution with \( \beta = p - q \) and \( C_{\alpha} \) given by \( (30) \). The process \( \{L(t, s)\}_{t,s \in [0,1]^2} \) is called an \( \alpha \)-stable Lévy sheet. Note that both processes \( \{L(t, s)\}_{t \in [0,1]} \) and \( \{L(t, s)\}_{s \in [0,1]} \) are \( \alpha \)-stable Lévy motions with paths in \( \mathbb{D} \).

**Theorem B.1.** Let \( L(t) = \{L(t, s)\}_{s \in [0,1]} \) for any \( t \in [0,1] \). The process \( \{L(t)\}_{t \in [0,1]} \) is an \( \mathbb{D} \)-valued \( \alpha \)-stable Lévy motion (according to Definition 1.1).

**Proof:** We show that \( \{L(t)\}_{t \in [0,1]} \) satisfies conditions (\( i \))-\( (iv) \) of Definition 1.1. We assume that \( \alpha < 1 \), the case \( \alpha > 1 \) being similar. Clearly \( L(0) = 0 \), so property \( (i) \) holds.

For property \( (ii) \), note that by \( (77) \), \( L^{(\epsilon_k)}(t_i) \to L(t_i) \) a.s. in \( (\mathbb{D}, \| \cdot \|) \) as \( k \to \infty \) for \( i = 1, \ldots, K \), and hence \( L^{(\epsilon_k)}(t_i) - L^{(\epsilon_k)}(t_{i-1}) \to L(t_i) - L(t_{i-1}) \) a.s. in \( (\mathbb{D}, \| \cdot \|) \) as \( k \to \infty \), for any \( i = 2, \ldots, K \). By Lemma A.3 \( L(t_i) - L(t_{i-1}), i = 2, \ldots, K \) are independent, since \( L^{(\epsilon_k)}(t_i) - L^{(\epsilon_k)}(t_{i-1}), i = 2, \ldots, K \) are independent for any \( k \).

To verify property \( (iii) \), we observe that for any \( t_1 < t_2 \) and \( s \in [0,1] \),
\[
L(t_2, s) - L(t_1, s) = \overline{L}(t_1, s) - \overline{L}(t_2, s) = \sum_{j \geq 0} \int_{(t_1,t_2] \times [0,s] \times \Gamma_j} zM(du_1, du_2, dz) \quad \text{a.s.}
\]
From this, it can be proved that \( L(t_2) - L(t_1) = \{L(t_2, s) - L(t_1, s)\}_{s \in [0,1]} \) is an \( \alpha \)-stable Lévy motion with characteristic function
\[
E[e^{iu(L(t_2,s)-L(t_1,s))}] = \exp \left\{ (t_2 - t_1)s \int_{\mathbb{R}} (e^{iuz} - 1) \nu_{\alpha,p}(dz) \right\}, \quad \text{for all } u \in \mathbb{R}.
\]

On the other hand, \( L(t_2 - t_1) = \{L(t_2 - t_1, s)\}_{s \in [0,1]} \) is also an \( \alpha \)-stable Lévy motion with the same characteristic function. Hence, \( L(t_2) - L(t_1) \overset{d}{=} L(t_2 - t_1) \).
To verify property (iv), we assume first that $t = 1$. The process $L(1) = \{L(1, s)\}_{s \in [0, 1]}$ is an $\alpha$-stable Lévy motion, so it is an $\alpha$-stable process. It follows that for any $s_1, \ldots, s_m \in [0, 1]$, $(L(1, s_1), \ldots, L(1, s_m))$ has an $\alpha$-stable distribution in $\mathbb{R}^m$ with Lévy measure $\mu_{s_1, \ldots, s_m}$:

$$E(e^{iu_1 L(1, s_1) + \ldots + iu_m L(1, s_m)}) = \exp \left\{ \int_{\mathbb{R}^m} (e^{iy} - 1) \mu_{s_1, \ldots, s_m}(dy) \right\}, \quad u = (u_1, \ldots, u_m) \in \mathbb{R}^m.$$ 

In particular, $(L(1, s_1), \ldots, L(1, s_m))$ is regularly varying with limiting measure $\mu_{s_1, \ldots, s_m}$.

On the other hand, by Lemma 2.1 of [14], $L(1)$ is regularly varying in $\mathbb{D}$ (in the sense of Definition [14]), i.e. $L(1) \in RV(\{a_n\}, \mathbb{D})$ for a boundedly finite measure $\mathbb{D}$ on $\mathbb{D}$ with $\mathbb{D}(\mathbb{D}_0 \backslash T(\mathbb{D}_0)) = 0$. Moreover, $\mathbb{D} = c\nu \times \Gamma_1$ for some $c > 0$ and a probability measure $\Gamma_1$ on $\mathbb{S}_0$. Let $\nu = \mathbb{D} \circ S^{-1}$, where $S : (0, \infty) \times \mathbb{S}_0 \rightarrow \mathbb{D}_0$ is the inverse of the map $T$, i.e. $S(r, z) = rz$. By Theorem 8 of [13], $(L(1, s_1), \ldots, L(1, s_m))$ is regularly varying with limiting measure $\nu_{s_1, \ldots, s_m} = \nu \circ \pi_{s_1, \ldots, s_m}$. By the unicity of the limit, $\mu_{s_1, \ldots, s_m} = \nu_{s_1, \ldots, s_m}$. Finally, property (iv) for general $t$ follows using the scaling property of $\mu_{s_1, \ldots, s_m}$ and the fact that $\{L(t, s)\}_{s \in [0, 1]} \overset{d}{=} \{t^{1/\alpha}L(1, s)\}_{s \in [0, 1]}$.

In relation with the simulation procedure described in Example 5.1, we include the following result, which can be proved using the same argument as in Section 48 of [19].

**Theorem B.2.** Let $\xi, (\xi_{ij})_{i, j \geq 1}$ be i.i.d. regularly varying random variables, i.e.

$$nP \left( \frac{\xi}{a_n} \in \cdot \right) \overset{v}{\rightarrow} \nu_{a, p} \text{ in } \mathbb{R}_0,$$

for some $a_n \uparrow \infty$, $\alpha \in (0, 2), \alpha \neq 1$ and $p \in [0, 1]$, where $\nu_{a, p}$ is given by (69). For any $t, s \in [0, 1]$, let $T_{n,m}(t, s) = a_n^{-1} \alpha^{-1} \sum_{i=1}^{[nt]} \sum_{j=1}^{[ms]} (\xi_{ij} - \mu)$, where $\mu = 0$ if $\alpha < 1$ and $\mu = E(\xi)$ if $\alpha > 1$. Let $L = \{L(t, s)\}_{(t, s) \in [0, 1]^2}$. Then

$$T_{n,m} \overset{d}{\rightarrow} L \text{ in } \mathbb{D}([0, 1]^2), \text{ as } n, m \rightarrow \infty.$$

## C A result about Brownian motion

In this section, we include a result about the Brownian motion which is used in Example 5.2. This result is probably well-known. We include its proof since we could not find it in the literature.

**Lemma C.1.** Let $W = \{W(s)\}_{s \in [0, 1]}$ be the Brownian motion. Then,

$$E \left( \sup_{s \in [0, 1]} |W(s)|^\alpha \right) < \infty \text{ for all } \alpha > 0.$$

**Proof:** Let $W^+(t) = \max(W(t), 0)$ and $W^-(t) = \max(-W(t), 0)$. For any $x > 0$,

$$\left\{ \sup_{t \in [0, 1]} |W(t)| > x \right\} \subset \left\{ \sup_{t \in [0, 1]} W^+(t) > x/2 \right\} \cup \left\{ \sup_{t \in [0, 1]} W^-(t) > x/2 \right\} = \left\{ \sup_{t \in [0, 1]} W(t) > x/2 \right\} \cup \left\{ \sup_{t \in [0, 1]} (-W(t)) > x/2 \right\}.$$
Note that \([-W(t)]_{t\in[0,1]} \overset{d}{=} \{W(t)\}_{t\in[0,1]}\]. By reflection principle for the Brownian motion,
\[
P(\sup_{t\in[0,1]} |W(t)| > x) \leq 2P(\sup_{t\in[0,1]} W(t) > x/2) = 4P(W(1) > x/2) \leq 4P(|W(1)| > x/2).
\]
Hence,
\[
E\left(\sup_{t\in[0,1]} |W(t)|^\alpha\right) = \int_0^\infty P(\sup_{t\in[0,1]} |W(t)| > x^{1/\alpha})dx \leq 4 \int_0^\infty P(|W(1)| > (x/2)^{1/\alpha})dx = 8E|W(1)|^\alpha < \infty.
\]
\[\square\]
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