ABSTRACT

Deep neural networks (DNNs) have grown exponentially in size over the past decade, leaving only those who have massive datacenter-based resources with the ability to develop and train such models. One of the main challenges for the long tail of researchers who might have only limited resources (e.g., a single multi-GPU server) is limited GPU memory capacity compared to model size. The problem is so acute that the memory requirement of training massive DNN models can often exceed the aggregate capacity of all available GPUs on a single server; this problem only gets worse with the trend of ever-growing model sizes. Current solutions that rely on virtualizing GPU memory (by swapping to/from CPU memory) incur excessive swapping overhead. In this paper, we present a new training framework, Harmony, and advocate rethinking how DNN frameworks schedule computation and move data to push the boundaries of training massive models efficiently on a single commodity server. Across various massive DNN models, Harmony is able to reduce swap load by up to two orders of magnitude and obtain a training throughput speedup of up to $7.6 \times$ over highly optimized baselines with virtualized memory.
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1 INTRODUCTION

Modern DNNs have transformed our approach to solving a range of problems such as image classification [32], semantic segmentation [64], translation [67], and language modeling [57]. Over the years, these models have grown exponentially in size while continuing to achieve unprecedented accuracy on ever more complex tasks [1, 30, 44]. For example, a 557-million-parameter AmoebaNet can achieve super-human accuracy in image classification [20]. Similarly, a state-of-the-art language model like the 175-billion-parameter GPT-3 [4] can generate human-like text [15, 41, 62]. Training these models to accuracy takes weeks to months of wall-clock time, despite running in parallel on large clusters of fast accelerators. These resource demands leave only those who have massive datacenter-based resources (e.g., Google, Microsoft, NVIDIA, etc.) with the ability to train such models. The long tail of researchers who have only limited resources (e.g., a single server with multiple GPUs) increasingly being alienated from innovating in this space. While training on larger clusters naturally results in speedier training, in this paper we investigate how to push the boundaries of training massive models on a single commodity server – a setting invaluable for developing, debugging, and fine-tuning DNNs [9].

Challenges. One of the main challenges in training massive models is that the required memory footprint far exceeds the memory capacity of accelerators. Figure 1 shows how sizes of image classification and language models have grown dramatically over time. Furthermore, model parameters are only a small part of the memory footprint of training; gradients, stashed activations, optimizer states, and framework workspace all taken together significantly blow up the memory footprint [5, 26, 58, 61, 66].
This memory footprint problem motivates recent innovations that alleviate memory pressure. For example, recent advances in GPU memory virtualization push the boundaries of what can be achieved on a single GPU [6, 19, 55, 61], but as we show in §2 such techniques are inefficient when applied to parallel multi-GPU training regardless of data parallelism [10, 35] or pipeline parallelism [20, 45], as illustrated in Figure 2(a–d). Other techniques, such as encoding data structures [26], recomputing intermediate tensors [5], sharding optimizer [58], offloading optimizer to CPU [60], and splitting a large layer into small ones [63], all aim to reduce memory pressure during training. However, despite these optimizations, the general problem of \textit{efficiently training massive models on a single server with a handful of commodity GPUs while exhausting the collective memory capacity of all available GPUs and CPU DRAM} is still an open problem.

We argue that current DNN frameworks have two fundamental problems that limit massive model training on modest deployments. First, they \textit{schedule work at a coarse granularity}, treating the training program as a black box: computing an entire model or an entire stage of layers for each input batch. This coarse granularity limits flexibility of scheduling tasks to available resources, thus thwarting memory-reuse–based performance enhancements that can reduce virtual memory swap overhead. For example, executing a group of DNN layers (even with intra-layer partitions), one input batch at a time, limits reuse of weights loaded into memory across different input batches, as they might get swapped out. Second, frameworks \textit{eagerly bind work to accelerators}, pushing this decision all the way to the programmer’s training script in most cases. For example, in PyTorch [37], the state of a layer group is bound to a user-script–defined device, and thus the forward and backward computation on that state is implicitly bound to the same device. Virtualizing the memory of a single GPU helps here, by treating the nearby host RAM as a swap target, but it makes inefficient use of other available GPUs and the interconnects between them.

\textbf{Contributions.} Ideally, users could write DNN training programs that target a single virtual accelerator with practically unbounded memory. Our proposed system, Harmony, targets this ideal. As illustrated in Figure 2(e), Harmony decomposes a model’s operations in a training script into \textit{fine-grained tasks} \footnote{A task consists of an input microbatch and a contiguous set of layers; there is no requirement of one–one correspondence between forward and backward tasks.} and introduces a novel task scheduler that efficiently maps computation and state to physical devices (\textit{late binding}); the tasks in the task graph can run on different physical devices in a data- or pipeline-parallel fashion and Harmony transparently moves state and data across tasks. Unlike prior pipeline-parallel training [20, 45, 46], each GPU in Harmony no longer hosts a fixed stage of layers, thus resulting in a novel pipelining scheme, \textit{Wrap-Around Pipeline}, while offering synchronous SGD semantics.

Harmony has to overcome two main challenges to operate at peak throughput: (i) \textit{minimizing expensive CPU-GPU memory swaps}, and (ii) \textit{balancing load across all GPUs} so that there is no bottleneck worker in the execution pipeline. Harmony achieves this by using four distinct optimizations for efficient training:

1. \textbf{Reusing State in GPU Memory across Different Inputs.} Empowered by the flexibility of scheduling at a finer granularity, we propose a new technique called \textit{input-batch grouping}, where a scheduled layer(s) can run across a group of input batches before scheduling the next layer(s) on the same GPU, thus improving state reuse in GPU memory and consequently improving arithmetic intensity.

2. \textbf{Scheduling Tasks Just-in-time.} Harmony schedules tasks as soon as all input dependencies are available, thus avoiding the risk of swapping out those dependencies; this especially helps tasks such as weight update, which in frameworks such as PyTorch are normally scheduled to execute only after the backward pass for the entire model, resulting in avoidable CPU-GPU swaps.

3. \textbf{Generalized Tensor Swaps over Fast Peer-to-peer Links.} With \textit{late binding} of tasks to GPUs, Harmony places adjacent tasks across GPUs and swaps tensors directly between GPUs using \textit{peer-to-peer} (p2p) \textit{swaps} rather than swapping state back and forth to GPU memory. Unlike prior work, p2p swaps in Harmony are not limited to only the output tensors of stages [11, 20, 45] but can be used to transfer or swap any intermediate tensor within each stage.

4. \textbf{Multi-dimensional Layer Packing.} Tensor swaps can be minimized by packing contiguous layers together. Greedily picking the largest pack size that fits a GPU, however, results in globally sub-optimal pipelines due to imbalance across GPUs. Furthermore, picking layer packs is challenging because not all layers are created equal. The same layer has drastically different compute and memory requirements between forward and backward passes for a fixed batch size; the differences are only accentuated when we consider different batch sizes. We thus have to find packs in the multi-dimensional space (forward batch size, forward packs, backward batch size, backward packs) that balance compute, memory,
and swaps across GPUs; however, we find this problem of \emph{optimally determining layer packs} in Harmony to be NP-hard. We propose an efficient heuristic algorithm that searches through this multi-dimensional space to find effective parallel training schedules without pipeline bottlenecks. \emph{To our best knowledge, no prior work has attempted such multi-dimensional layer packing.}

In this paper, we show how \emph{task decomposition and late binding}, together with a set of novel performance optimizations mentioned above, enable virtualized parallel training of massive DNNs that exhaust collective memory capacity of all available accelerators in modest single-server deployments\footnote{We omit storage from the memory hierarchy; if incorporated, our work can target even larger models that exceed CPU DRAM capacity.}. A short workshop version of this paper highlighted the limitations of existing DNN frameworks in training massive models [38]. Unlike our prior work, in the current paper we provide foundational principles, a detailed design backed by a concrete implementation, and extensive evaluations across various massive models. We show that Harmony is able to \emph{reduce swap load by up to two orders of magnitude} and obtain a training throughput \emph{speedup of up to 7.6x} over highly optimized baselines with virtualized memory, including recent systems such as ZeRO-Infinity [59], while offering \emph{synchronous SGD semantics}.

Roadmap. In the rest of this paper, we first present the limitations of related works with a focus on GPU memory virtualization (§ 2), then offer a high-level overview of Harmony (§ 3), followed by low-level designs and implementations (§ 4). We experimentally validate Harmony’s efficacy (§ 5) before concluding (§ 6-7).

2 BACKGROUND AND RELATED WORKS

Parallel Training. Data Parallelism (DP) [35, 37, 40], the predominant mode of parallel DNN training, requires the entire model’s memory footprint to fit on each GPU, making it unfit for massive model training (Figures 1 and 2(a)). Pipeline Parallelism (PP) [11, 20, 45, 46] and Model Parallelism (MP) [63] have become mainstream for training large models by partitioning a model so that each part fits on an individual GPU (Figure 2(b)). However, even in the face of partitioned models, all these systems require \emph{training memory footprint to be less than the collective memory capacity of all GPUs}.

Memory Optimizations. To reduce the memory footprint, modern frameworks incorporate various memory optimizations by default, such as the \emph{recompute} that re-materializes intermediate tensors when needed [5, 27, 66]. CPU-offloading is also used for offloading model/optimizer states from GPU to CPU [13, 21, 59, 60].

GPU Memory Virtualization. Despite various memory optimizations, GPU memory virtualization [51] remains inexorable due to the exponential growth in model sizes. Recent work has applied this idea to train large DNNs by backing GPU memory with CPU memory and swapping tensors between CPU and GPU [6, 19, 55, 61]. However, such techniques are limited to only an \emph{individual GPU} considered in isolation. Here we show that per-GPU memory virtualization is inefficient as it causes either a high swap overhead when used in DP or swap imbalance in PP (Figure 2(c–d)).

Today’s frameworks have four key inefficiencies that cause these swap-overhead related performance problems in parallel training:

1. \textbf{Repeated Swaps}. A layer can consume different input data batches or intermediate tensors at different times, but it always requires the same weight or gradient buffer. With GPU memory virtualization, these common weight and gradient are swapped in and out repeatedly across batches of input data.

2. \textbf{Unnecessary Swaps}. Certain operators in DNN frameworks today are scheduled at rigid points in the timeline of a training iteration, even though all their inputs are available much earlier. When training massive models with GPU virtualization, this rigidity is inefficient: the GPU-resident inputs and state for such operators can be swapped out of GPU memory, only to be swapped back in again when the operator is actually scheduled. For example, in PyTorch, the weight update for each layer only starts after the backward pass of the entire model, potentially causing unnecessary swaps of most layer weights and gradients.

3. \textbf{Only CPU-GPU Swaps}. GPU memory virtualization lacks context about parallel training, works in isolation to other GPUs, and can only swap to host memory. This exposes the bottleneck device-to-host interconnect (Figure 3(a)) and misses the opportunity to use fast device-to-device links for cross-device swaps. Figure 3(b) shows that in DP, the swap overhead across multiple GPUs throttles throughput, as the global swap load exposes...
the bottleneck link: CPU and shared PCIe links with 1:4–8 over-subscription [2, 34, 50, 52, 56]. As each GPU is swapping a similar amount of state, the swap overhead grows linearly in the number of GPUs. Furthermore, PP may use p2p communication but only for per-stage output tensors (a small fraction of all tensors); it leaves all intermediate tensors within each stage, thus swapping them to the CPU when combined with per-GPU memory virtualization.

1 Unbalanced Swaps. In PP, pipeline stages are designed to be compute-load balanced, but such pipelining inherently has imbalanced memory sizes across stages: the head of the pipeline must stash more activations compared to the tail [45, 46]. Lacking this context and operating in isolation on individual GPUs, naively virtualizing GPU memory can result in swap imbalance across stages, exposing the bottleneck swap with the heaviest swap (Figure 3(c)).

3 TRAINING IN HARMONY

Figure 4 shows a high-level overview of Harmony. First, users provide Harmony with training data and their model (written in imperative-style PyTorch [54], as if running sequentially on one device). Harmony’s Decomposer breaks down the entire model by extracting its layer-granularity graph (via the Graph Creator), and then generating per-layer code based on the graph such that they can be executed individually if needed (via the Code Generator). The data minibatch is also decomposed into small microbatches.

Next, Harmony’s Profiler executes the layer-granularity graph, one layer at a time, by running the per-layer code on a single GPU of the type that will be used in the deployment (seamlessly swapping tensors between CPU and GPU as required); it does this both for the forward pass and also later for the backward pass when the graph is traversed in the reverse direction. The profiler repeats this process across different microbatch sizes. This generates profiles containing computation times, memory footprint, and input tensor sizes for each layer under different settings.

Then, Harmony’s Scheduler takes the generated profiles along with the machine model (e.g., GPU memory capacity, number of GPUs, and interconnects) to compile a schedule of a single training iteration. It does this by: 1) selecting which layers should be executed together as a pack and thus picking a training configuration (a four-tuple of \(<\text{forward microbatch size } U_F, \text{ forward layer packs } P_F, \text{ backward microbatch size } U_B, \text{ backward layer packs } P_B\>), 2) building a task graph for this configuration (Task Graph Generator), 3) estimating its training time (Runtime Estimator), and 4) refining the configuration by searching through the space of configuration options (Configuration Search Engine).

Finally, once the best configuration is found and the final task graph is generated, the Harmony Runtime then executes it for all training iterations on the set of GPUs in the deployment.

Modes of Parallel Execution. Harmony supports two modes of execution, data parallelism (Harmony DP) and pipeline parallelism (Harmony PP with Wrap-Around Pipeline), while offering users the illusion of running on a single virtual device with practically unbounded memory. With a user-specified parallelism mode, Harmony’s Scheduler binds tasks to devices, appropriately scheduling the movement of required inputs (activations, weights, etc.) from CPU to GPU memory or directly between GPU memories.

Key Optimizations. Operating at peak throughput requires Harmony to overcome two main challenges: (i) minimizing expensive CPU-GPU memory swaps, and (ii) balancing load across all GPUs so that there is no bottleneck worker in the execution pipeline. Harmony achieves this by using four distinct optimizations:

1 Input-batch grouping allows a scheduled layer pack to execute across different input batches back-to-back; the state of layer(s) (e.g., the weight or gradient buffer) can stay in memory and be reused across multiple input data batches or input tensors. Grouping \(M\) inputs for a layer pack (each input-batch saturates GPU memory) reduces what would otherwise have been \(M\) repeated swaps of the state for each batch to a single swap. Figure 5 shows an example of training with Harmony PP, where each layer pack executes on a group of two microbatches back-to-back before moving to the next layer pack. Unlike traditional pipeline stages [20, 45] which execute all layers in the stage one batch at a time, resulting in repeated

Figure 5: Example of training a toy six-layer “massive” model on two GPUs with Wrap-Around Pipeline in Harmony.
swaps when used with GPU memory virtualization, in Harmony the forward pass of a layer (e.g., L1) runs through 2 input batches without swapping out its weights, and its backward pass computes the gradient of 2 batches without swapping out its gradient buffer. **Just-in-time scheduling** executes a task as soon as all its input tensors are available in GPU memory, avoiding delays in execution that risk unnecessarily swapping out the required input tensors, and then swapping them back in later. For example, in Figure 5 **jit-scheduling** brings up the task of each layer closer to its backward pass so that the weight and gradient tensors needed by the update process can be reused while they are still resident in GPU memory (**jit-update**). Similarly, the backward pass for the last layer (L6) can be scheduled immediately along with its forward pass for each microbatch (**jit-compute**), an optimization especially useful when it avoids the overheads of re-computation for the last layer.

**Generalized p2p swaps** replaces CPU-GPU swaps, for all tensors (rather than only the per-stage output in prior work [45, 46]) that are shared across two layers, with fast device-to-device swaps wherever applicable. For example in Figure 5, all input and output tensors of layers are transferred directly between the two GPUs. **Multi-dimensional layer packing** packs together multiple layers executing on a microbatch of input (e.g., forward pass, backward pass, or weight update). Consequently, both the pack size and the microbatch size of a task determine its memory footprint and performance. Prior work fixes one or both of these parameters, invariably punting the problem to model developers [20, 45, 63]. Harmony’s Configuration Search Engine searches through separate parameter groups that balances compute, memory, and swaps.

**Wrap-Around Pipeline.** These techniques taken together result in a completely novel pipeline schedule in Harmony PP compared to prior work [20, 45, 46]. Like GPipe and PipeDream-Flush [45], Harmony PP also flushes the pipeline at the iteration end, thus providing synchronous SGD semantics. Unlike prior work that pins layers to GPUs (and with each GPU executing only one layer pack in both the forward and backward pass), each GPU in Harmony PP ends up executing different forward and backward layer packs enforced by the deterministic wrap-around schedule (e.g., in Figure 5, GPU1 ends up executing L1’s forward and L2’s backward pass). Binding of tasks across N devices in the wrap-around schedule, at a high level, can be described by the following pseudocode:

```
// Assumption: Task(Pv[i]) also performs wt. updates
PFB = Pp + Reverse(Pp)
for i in range(PFB):
    Task(Pv[i]) → GPU[i mod N] // bind task to GPU
```

Furthermore, with per-GPU memory virtualization, prior approaches have to repeatedly swap in and out and then swap back in weights and gradients of layers while executing across microbatches (data parallelism and PipeDream’s 1F1B); by contrast, Harmony PP groups the executions of a layer pack across all microbatches in a minibatch before scheduling the next layer pack on that GPU.

**Intuitive Example to Highlight Advantages.** To explain how Harmony significantly reduces swap overhead, using a simplified example we provide an analytical comparison between Harmony and the corresponding baselines that use per-GPU memory virtualization. We assume (without loss of generality) a setup with homogeneous GPUs where each GPU’s memory capacity permits it to only hold one layer operating on one microbatch at any time. We also assume a simplified DNN model with one type of layer (like Transformers) and where each layer has the same runtime and parameter footprint for its forward, backward, and update phases.

Harmony provides generalized support for swapping all tensors across different layers where they each need to swap in/out certain inputs/outputs (Figure 6(a)). First, we focus on a specific kind of tensor, model weights $W$ (with a size of $|W|$), to provide an intuition for such reductions in swap overhead when training a model of $R$ layers (i.e., $|W| = \sum_{j=1}^{R} |W_{Lj}|$) with $m$ microbatches per GPU and $N$ GPUs (for a minibatch of $mN$ microbatches). Figure 6(b) shows that, for a single iteration (minibatch), when using DP with per-GPU memory virtualization, each GPU has to swap $W$ in and out for both the forward and backward passes independently and this has to be done for each of the $m$ microbatches. At the end of the iteration, each GPU also has to swap $W$ in and out once for weight update. This results in an overall swap volume of $(4m + 2)|W|$ per iteration. By contrast, in Harmony DP (Figure 6(c)), each GPU has to swap $W$ in **only once** each for the forward and the backward passes **across all $m$**...
microbatches (due to input-batch grouping), and swap $W$ out once for weight update (due to jit-scheduling), resulting in an overall swap volume of $3N|W|$ per iteration.

The same swap analysis also applies to PP with per-GPU memory virtualization. But the key difference is that PP does not have duplicated weight per GPU, canceling the $N$ term in the swap volume, i.e., $(4m + 2)|W|$. Finally, Harmony PP (Figure 5) combines the best of the two worlds with both input-batch grouping and no duplicated weights, bringing the overall per-iteration swap volume down to $3|W|$ (across all $m$ microbatches and all $N$ GPUs)!

For brevity, here we omit a full analytical comparison for all tensors shown in Figure 6 and refer the reader to the extended version of the paper [39]; suffice to say, Harmony offers swap reduction for all tensors and Harmony PP dominates reductions in swap volume. We empirically show the advantages of Harmony in § 5.

4 DESIGN AND IMPLEMENTATION
Harmony is implemented in Python (54K LOC) on top of PyTorch. Next, we present the details of Harmony’s components in Figure 4.

4.1 Decomposer
Harmony’s Decomposer constructs a fine-grained layer graph from an imperative-style PyTorch script and generates code so that each layer can be executed individually. The main challenge is dealing with branching in the model. Harmony overcomes this issue by relaying the branch tensor across downstream layers using p2p swaps until the destination layer consumes, thus minimizing CPU-GPU swaps. We have implemented such a p2p-relaying scheme to serialize the layer-level graph by adding identity nodes across layers as shown in Figure 7.

Unlike prior approaches that generate code for entire pipeline stages and bind them to a GPU early (e.g., PipeDream [45]), Harmony Decomposer uses the layer graph to generate code such that each layer can be invoked individually, and it delays layer packing and GPU binding to the downstream Harmony Scheduler.

4.2 Profiler
With the generated layer code, using a single GPU, Harmony’s Profiler runs each layer individually and records profiles: compute time, memory footprint, and input tensor size. Since Harmony tunes both microbatch size and layer packs for both forward and backward pass, we also need to collect profiles for each layer under different microbatch sizes. Brute-force profiling with every possible microbatch size is impractical. Instead, Harmony sweeps through microbatch sizes to determine the maximum microbatch size that does not cause out-of-memory problems by using a process similar to TCP slow start (multiplicative increase of microbatch size, halving at the first OoM, and then additive increase until the next OoM). It then profiles layers for each microbatch size from 1 to this max size at fixed stride intervals. Finally, Harmony uses a simple regression model to interpolate each layer’s characteristics for microbatch sizes that it does not sample. We validate the efficacy of the final profiling estimation, showing that it is strikingly accurate.

4.3 Scheduler
Using the layer-granularity profiles and machine model, Harmony’s Scheduler searches through the space of training configurations, estimating iteration time for each configuration and picking the fastest among them for execution by the Runtime.

4.3.1 Configuration Search Engine.
We define a configuration to be a four-tuple: $<\text{forward microbatch size } U_{\text{F}}, \text{forward layer packs } P_{\text{F}}, \text{backward microbatch size } U_{\text{B}}, \text{backward layer packs } P_{\text{B}} >$. Unlike prior work [20, 35, 46, 63], which either assumes the microbatch size to be specified by the user, or fixes the microbatch size and layer packs to be the same between the forward and the backward pass, Harmony’s Configuration Search automatically determines the entire four-tuple. We expect users to specify a mini-batch size (not the microbatch size) as it directly affects convergence [14, 18, 31, 68]. But determining the four-tuple above is challenging for a number of reasons.

First, both the pack size and the microbatch size of a task determine the memory footprint and performance when executing the task. It is not immediately clear if one should maximize the microbatch size or the layer pack size to maximally utilize the memory capacity of a device. Given a fixed memory capacity, increasing the pack size can reduce p2p and CPU-GPU swap volume (especially when using recompute [5]). Unfortunately, greedily constructing as large a pack as can fit the memory of individual GPU results in globally sub-optimal pipelines. Figure 8 shows such an example of training a BERT-Large with Harmony PP: the configuration with larger packs and smaller microbatch size (right) results in load imbalance across GPUs and up to 2× longer idle times than a configuration with smaller packs and larger microbatches (left).

Second, while it might be tempting to identify only backward packs and microbatch sizes, and reuse them for the forward pass (a scheme we term $\text{Equi-FB}$), this is far from optimal because the
We first determine the backward layer packs $P_B$ for each backward microbatch size $U_B$ (Lines 6, 7). This helps us identify the input tensors of each pack in $P_B$ that we need to checkpoint in the forward pass; these input tensors will be used to recompute stashed tensors for all intermediate layers in the pack before we start the backward-pass compute for the task [5]. We can then use this information in determining the forward layer packs $P_F$ for each forward microbatch size $U_F$ we sweep through (Lines 8, 9). Furthermore, the last layer pack is shared between $P_F$ and $P_B$, avoiding recompute for the first backward task (jit-compute, Line 2 of Algorithm 2).

* To reduce load imbalance across GPUs and avoid stragglers in the pipeline, we propose a method to determine layer packs that balances the time taken by each pack while maximizing average pack size. Algorithm 2 outlines our method, which runs in time $O(R^2)$ (invoked by Algorithm 1 at Lines 7, 9).

* For each configuration $(U_F, P_F, U_B, P_B)$ to be explored, we generate a task graph, binding each task to an individual GPU (Algorithm 1, Line 10).

* We then estimate the end-to-end runtime of an iteration for a task graph (Algorithm 1, Line 11). The estimation leverages profiles of individual layers ($\phi$) from Profiler, and performs an event-driven simulation to capture swap, transfer, and compute times. Simulating an iteration without actually running it on real hardware enables fast configuration search. Later, in evaluation, we show these estimates closely match real end-to-end runs (see Figure 15).

* The search returns the configuration with the best iteration time in the set of configurations explored (Algorithm 1, Lines 12–15). In total, the time complexity of all steps in Scheduler (heuristic-based search, balanced time packing, task graph generation, runtime estimation) is $O(U_{\text{FM}} \cdot U_{\text{BM}} \cdot R \cdot (R + D))$, where $U_{\text{FM/ BM}}$ is the maximal possible forward/backward microbatch size, $R$ is the number of layers, and $D$ is the minibatch size. In practice, this end-to-end scheduling time is less than 32 seconds (see Table 1).
A task is the unit of execution in Harmony. Figure 5 shows the three types of tasks: Forward, Backward, and Weight Update. Each task is associated with a layer pack and a microbatch size (the result of configuration search). Each task is bound to a specific execution backend (GPU device or CPU process). For instance, the second task in Figure 5, bound to GPU#2, is a Forward task for layer pack $[2,3]$ with $U_p=10$ and a group of two microbatches. Each task also specifies the required inputs and outputs to be swapped in and out, respectively, along with the channels they ought to be transmitted on. For the same example, the task specifies its two inputs: tensor $L1 \text{ Output}$ over a Peer2Peer input channel, and $L2-3 \text{ Weight}$ tensors over a CPU-GPU Swap channel. The complete list of inputs/outputs to be swapped is shown in Figure 6(a), where each input/output can choose from one of the four channels: CPU-GPU Swap, Peer2Peer, Message Passing, and Shared Memory. Putting together the tasks of an entire iteration results in a task graph, where each node is a task and each edge is the specified input/output between tasks. Such task graphs are used to drive the Harmony Runtime.

Harmony DP and PP. Using the task graph, Harmony is able to schedule a variety of distributed training schedules; it does this by unrolling an iteration’s tasks across GPUs. Harmony can support conventional Data Parallel and Pipeline Parallel training, both enhanced with per-GPU memory virtualization (that we hereafter call per-GPU swap). Crucially, it supports two new schedules, Harmony DP (Figure 6) and Harmony PP (Figure 5) – both these schemes benefit from Harmony’s four key optimizations.

4.4 Runtime

Harmony’s Runtime executes in CPU processes, one for each GPU in the deployment. This 1:1 mapping is required to enable effective concurrency and overcome the limitations of the Python GIL. Each runtime process can also be pinned to a CPU core on a socket which has NUMA affinity to the GPU it controls. All tasks run on GPUs, but Harmony also supports the Weight Update task being offloaded to the CPU. Each runtime process executes the ordered list of tasks in the unrolled task graph handed to the Runtime by the Scheduler, and repeats it for all training iterations.

CUDA Streams and CUDA Events. To effectively utilize the GPU and overlap computation and communication, Harmony uses 5 distinct CUDA streams: one each for compute, swap-in, swap-out, p2p-in, and p2p-out on every GPU. We use CUDA events across streams to synchronize for task dependencies. The swap and p2p streams are managed by background CPU runtime threads for pre-allocating GPU tensors, prefetching GPU tensors for upcoming tasks, waiting for swap completion and tensor transfers. Prefetching uses extra GPU memory to overlap swaps/transfers with compute and uses double buffering to avoid repeated allocations.

Memory Manager. In PyTorch, each CUDA stream can allocate, free, and reuse its own memory. While streams can share memory buffers, memory reuse is private to each stream (e.g., the memory freed by stream A is not reusable by stream B); such private reuse can shrink the effective memory available to individual streams. To overcome this limitation, Harmony’s Runtime employs a “central” memory manager on the compute stream and allows it to manage memory for all streams with an unified memory pool.

5 EVALUATION

5.1 Experimental Setup

Configurations. We run experiments on three server configurations. Two of them are commodity servers with four and eight GTX-1080Ti GPUs (11 GB each) [2, 49], and 18-core (375GB DRAM) and 36-core (750GB DRAM) 2.3GHz Xeon CPUs [25], respectively. The third server is an NVIDIA DGX-2 with 16 V100 GPUs (32GB each), 96-core Xeon CPU (1.5TB DRAM), and NVSwitch [48, 52]. On all servers, GPUs are connected to CPU via a PCIe tree as in Figure 3a, where each link is a 16-lane PCIe3 (16GB/s per direction). All results shown are with PyTorch 1.5, NCCL 2.4, CUDA 10.1, and FP32 precision. Unless explicitly stated, we show evaluation results on the commodity server configuration with four GTX-1080Ti GPUs.

Models. Our evaluation uses the following DNN models:

- Two BERT variants: BERT-Large (24 transformer layers) [8] and BERT96 (96 transformer layers) [46]. Both models use a sequence length of 512 and training uses the GLUE dataset [65] with an Adam optimizer.
- Three GPT2 variants: GPT2 (the default model with 1.5B parameters) [57], GPT2-Medium (0.3B) [43], and customized GPT2 models (10s Billion) [59]. All are trained with a sequence length of 1024 on WikiText dataset [42] and an Adam optimizer.
- VGG416. This is a variant of the classic VGG model scaled to have 416 layers and has been used for evaluating per-GPU memory virtualization in prior work [17, 32, 61]. It is benchmarked for training using the ImageNet [7] dataset with a SGD optimizer.
- ResNet1K. Another CNN, a ResNet variant [16, 29], used for evaluating per-GPU memory virtualization in prior work [5, 28].

Memory Footprint. The working set size of these models exceeds the combined memory capacity of our GPUs; the memory footprint far exceeds the capacity of an individual GPU for even the smallest batch sizes. Figure 9 analyzes the memory footprint of training two massive models at different batch sizes and also breaks down the memory footprint into important components (weights, gradients, etc.). The memory footprint analysis of other models is similar.

Per-GPU Swap Baselines. Given the prohibitive memory requirements mentioned above, we enhance existing approaches for parallel DNN training, such as Data Parallelism (DP) [37], GPipe (GP) [20], and PipeDream-2BW (2BW) [46], to incorporate per-GPU...
memory virtualization using IBM-LMS [23, 24]. As a result, we construct new viable baselines for comparison to Harmony: DP Swap, GP Swap, and 2BW Swap. Furthermore, we augment these baselines with memory optimizations: 1) gradient accumulation [46], 2) in-place operations and memory reuse [5, 66], and 3) other memory buffer optimizations. While Harmony always uses recompute [5] to cut the memory of stashed activations, we also enable GP Swap and 2BW Swap to use recompute, thus creating additional baselines GP Swap (R) and 2BW Swap (R) respectively.

ZeRO-Infinity. We also compare against ZeRO-Infinity [59], a recent swap-based DP enhancement that supports moving state between CPU and GPU memory, offloads weight update to CPU, and shards model state across GPUs only to swap in every layer’s state when required for (re)compute on each GPU. ZeRO-Infinity also includes NVMe storage devices in the memory hierarchy, if available (e.g., high-end DGX-2 servers [52]). In this paper, we only consider massive models whose working set fits in CPU memory and thus Harmony does not use storage devices for swaps (many commodity servers lack fast NVMe devices).

Goal. We seek to answer the following questions in evaluation:

- How does Harmony compare to baselines, with respect to training throughput and swap overhead? (§ 5.2-5.3)
- Is Harmony training correct (converges as baseline)? (§ 5.4)
- How much does each of our optimizations contribute? (§ 5.5)
- How does Harmony’s Scheduler perform? (§ 5.6)
- How does Harmony scale with model sizes and GPUs? (§ 5.7)

5.2 Comparison with Per-GPU Swap Baselines

Figure 10 compares Harmony with per-GPU swap baselines for different minibatch sizes. We highlight five key takeaways:

First, for any given minibatch size, DP Swap consistently underperforms other approaches – unsurprisingly, given that each of the 4 GPUs is swapping the entire model state back and forth to CPU memory including unnecessary and repeated swaps across micro-batches (§ 2). Figure 11 further reveals that DP Swap dominates the swap volume over other approaches.

Second, GP Swap is consistently worse than 2BW Swap not just due to swap load but also due to pipeline flushes in GPe. But because swap overheads dominate, the gap between GP Swap and 2BW Swap is less dramatic than when the model fits the collective memory capacity of all GPUs [46]. The baselines using recompute, GP Swap (R) and 2BW Swap (R), perform much better than their no-recompute counterparts (GP Swap and 2BW Swap) across all models and batch sizes, and this can be directly attributed to the reduced swap overheads due to recompute, which indicates that swap overhead dominates over compute cost. Figure 11(a) shows this reduction in swap overheads.

Third, Harmony DP benefits from input-batch grouping, jitscheduling, and layer packing, significantly outperforming all baselines (Figure 10), with speedups up to 2.4x~7.0x for all models. Harmony DP’s swap overheads are an order of magnitude lower than DP Swap (Figure 11).
Fourth, Harmony PP is consistently the fastest approach across all models and minibatch sizes (Figure 10), with speedups up to 2.8× ~ 7.6× over DP Swap. It is up to 1.5× faster than Harmony DP, further benefiting from pipeline parallelism (eliminating all redundancy in CPU-GPU swaps) and p2p swaps, with a swap volume that is two orders of magnitude lower than DP Swap (Figure 11).

Fifth, across all models, Harmony’s speedup over baseline approaches widens with larger batch sizes. This is primarily fuelled by reduced swap load due to input-batch grouping in Harmony. Figure 11(b) shows that while swap load proportionally goes up for all approaches as we increase batch size, the swap volume across all GPUs is 100× ~ 300× higher for per-GPU swap baselines compared to Harmony, thus resulting in a flattening of throughput for baselines (Figure 10).

5.3 Comparison with ZeRO-Infinity
We now compare Harmony to ZeRO-Infinity on our deployment. ZeRO-Infinity suffers from coarse-grained scheduling and lacks optimizations such as input-batch grouping and configuration search for principled layer packing. For a fair comparison, in our evaluation, we make ZeRO-Infinity share the same configuration as Harmony (i.e., minibatch size, microbatch size, pack size for recompute) that Harmony finds and enable all its relevant optimizations. Figure 12(a) shows that Harmony DP and PP are up to 2.3× and 2.5× faster than ZeRO-Infinity, respectively, for GPT2. Harmony’s throughput speedup widens as the minibatch size increases.

5.4 Correctness of Training in Harmony
Harmony provides synchronous SGD semantics and should leave convergence properties of models unchanged compared to settings where the entire model would fit in memory. To validate this, we compare the training loss for every minibatch in Harmony (with swaps) with the equivalent training loss of a baseline scheme without swaps, when using the same hyper-parameters and for models that can fit in GPU memory. Harmony PP provides a single-GPU abstraction, and hence we compare it to accuracy results from single-GPU runs. In Figure 13, fine-tuning results of BERT-Large on downstream MRPC tasks show a perfect match in loss values for every minibatch between Harmony’s schemes and baseline runs. We also achieve perfect match in the final evaluation accuracy of the trained model: 88.0% across Harmony and baseline runs.

5.5 Efficiency Breakdown of Harmony
Figure 14 analyzes the efficacy of Harmony’s optimizations. We highlight five key takeaways. First, input-batch grouping significantly reduces swap load and increases arithmetic intensity; without this optimization iteration times are 2.2× and 1.5× slower in Harmony DP and PP respectively. Second, expert (manually) picked layer packs and microbatch sizes for even repeated-structure...
Figure 13: Correctness of Harmony. An example of fine-tuning BERT-Large on MRPC of GLUE with reported hyperparameters [8] and baseline code [21]. Harmony matches the baseline exactly for every minibatch.

Figure 14: Efficiency breakdown of Harmony for training GPT2 on 4 GPUs. Each bar shows the resulting slowdown when turning off only one optimization while keep others on. Y-axis is normalized against “All Optimizations On” for Harmony DP and PP separately. Higher is worse.

transformer-based DNNs result in 1.3–1.4× worse throughput compared to Harmony’s automated configuration search. Third, forgoing tensor prefetch can result in up to 1.3× slower iteration times. Fourth, excluding jit scheduling and optimizer offload can individually degrade throughput by up to 1.2×, although optimizer offloading seems to be less critical. Fifth, p2p swaps don’t provide any benefits for Harmony DP, but Harmony PP which actively uses GPU-GPU swaps across layer packs in the pipeline can suffer degraded iteration times by as much as 1.2× when disabling p2p swaps.

5.6 Scheduler and Configuration Search

To evaluate the effectiveness of Harmony Scheduler, we measure its end-to-end time including iterative configuration search, task graph generation, and runtime estimation, until the best configuration

Table 1: Configuration search results and Scheduler end-to-end time (config search, task graph generation, runtime estimation) with Harmony PP (4 GPUs, minibatch size 64).
There is no denying that training on a large cluster will naturally result in speedier training. However, despite this limitation, we believe that Harmony can still enable development and debugging of such models on modest deployments (before they are deployed for pre-training at a large scale), and fine-tuning of massive models that requires less than 10s of exaFLOPs [3, 8, 30] clocking in at days with a commodity server [22].

Multi-machine Training. Harmony’s prototype operates on a single machine. However, task decomposition and late binding, together with Harmony’s four key optimizations and Wrap-Around Pipeline, all extend to multi-machine training. When collective capacity of all GPUs is sufficient to hold the memory footprint of massive models, memory swapping becomes unnecessary. Nonetheless, the single-GPU abstraction of Harmony can still benefit developers by decoupling the model definition from a particular training parallelism, allowing to focus on model development without worrying about complexity and deadlock [33, 45] in parallel training.

7 CONCLUSION

One of the main challenges for training massive DNN models on single-server multi-GPU deployments is the limited GPU memory capacity. Current solutions that rely on virtualizing GPU memory incur excessive swap overheads. We advocate rethinking how DNN frameworks schedule computation and move data, and we articulate the principles, functionality, and optimizations needed to push the boundaries of training massive models efficiently on modest deployments. Across various massive DNN models, Harmony is able to reduce swap load by up to two orders of magnitude and obtain a training throughput speedup of up to 7.6× over highly optimized baselines with virtualized memory.
Efficient Large-Scale Language Model Training on GPU Clusters. *arXiv preprint arXiv:2104.04473* (2021).

[48] NVIDIA. 2016. NVLINK AND NVSWITCH, https://www.nvidia.com/en-us/data-center/nvlink/.

[49] NVIDIA. 2017. GEFORCE GTX GPU, https://www.nvidia.com/en-in/geforce/products/10series/geforce-gtx-1080-ti/.

[50] NVIDIA. 2017. NVIDIA DGX-1 System Architecture White Paper, https://www.aiken.com/images/dgx1_images/dgx1-system-architecture-whitepaper1.pdf.

[51] NVIDIA. 2017. Unified Memory, https://developer.nvidia.com/blog/unified-memory-cuda-beginners/.

[52] NVIDIA. 2018. NVIDIA DGX-2H The World’s Most Powerful System for The Most Complex AI Challenges, https://www.nvidia.com/content/dam/en-xx/es_em/Solutions/Data-Center/dgx-2/dgx-2h-datasheet-us-nvidia-841283-r6.web.pdf.

[53] NVIDIA. 2021. NVIDIA TESLA GPUs, https://en.wikipedia.org/wiki/Nvidia_Tesla.

[54] Adam Paszke, Sam Gross, Francisco Massa, Adam Lerer, James Bradbury, Gregory Chanan, Trevor Killeen, Zeming Lin, Natalia Gimelshein, Luca Antiga, Alban Desmaison, Andreas Kopf, Edward Yang, Zachary DeVito, Martin Raison, Alykhan Tejani, Sasank Chilamkurthy, Benoit Steiner, Lu Fang, Junjie Bai, and Soumith Chintala. 2019. PyTorch: An Imperative Style, High-Performance Deep Learning Library. In *Proceedings of the 25th International Conference on Neural Information Processing Systems (NeurIPS’19)* Vancouver, Canada, 8024–8035.

[55] Xuan Peng, Xuanhua Shi, Hulin Dai, Hai Jin, Weiliang Ma, Qian Xiong, Fan Yang, and Xuehai Qian. 2020. Capuchin: Tensor-based GPU memory management for deep learning. In *Proceedings of the 25th International Conference on Architectural Support for Programming Languages and Operating Systems (ASPLOS’20)*. Lausanne, Switzerland, 891–905.

[56] PNY. 2021. Single Root Complex Purley 4U GPU Server for Deep Learning Applications, https://www.pny.eu/en/consumer/explore-all-products/pny-gpu-servers/983-single-root-complex-purley-4u-gpu-server-for-deep-learning-applications.

[57] Alec Radford, Jeff Wu, Rewon Child, David Luan, Dario Amodei, and Ilya Sutskever. 2019. Language Models are Unsupervised Multitask Learners. *arXiv preprint arXiv:1901.08067* (2019).