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1. Introduction

Electricity is one of the life necessities that made a quantum leap in the world. Traditionally, electrical energy is primarily produced using fossil fuel energy resources. However, nowadays, the world is witnessing high production levels from Renewable Energy Sources (RES). Wind turbines (WTs) are among the leading and fast-growing technologies over extended geographical areas. Worldwide, the total installed capacity in 2019 is 650 GW. More than 93 GW is installed in the year 2020 bringing the total installed capacity to 743 GW despite the COVID-19 pandemic. This indicates the importance and effectiveness of power production using WTs [1].

Wind turbines are initially designed and operated with fixed-speed induction machines to avoid additional costs associated with power electronic converters. However, to improve the conversion efficiency, the variable speed drive system becomes more dominant. Doubly Fed Induction Generator (DFIG) facilitates the variable speed feature through a reduced size converter. This explains the widespread use of DFIGs with wind turbines. DFIG’s stator is directly connected to the grid at the nominal grid frequency and its wound rotor through a bidirectional back-to-back voltage source converters (VSC) but at variable frequency [2, 3].

In many countries, the integration of wind turbines with the grid should follow strict codes and standards. Additional features and capabilities traditionally overlooked have become mandatory in new designs such as low voltage ride-through, frequency regulation, and reactive power support. Voltage dips result in large rotor currents due to the high voltages induced in the rotor windings. Therefore, DFIGs are very sensitive to voltage sags. Large rotor currents may destroy the Rotor Side Converter (RSC) if not appropriately disconnected by the protection devices. Hence, the wind turbine will be out of service during faulty conditions [4, 5].

1.1. Related Work. The history of DFIG development in WTS and the different representations of modeling and control techniques are provided in [5].
control frameworks presented in the literature are subjected to analyze and enhance the performance of DFIG in both transients and steady-state operations. Modeling practices with the corresponding control system include direct torque control [6, 7], direct power control [8–11], stator field orientation [11], and stator voltage orientation [12–15].

Vector control technique, that is, the voltage and field orientation, requires phase locked loops and advance control systems to achieve decoupling between torque, active, and reactive power. Conventional control techniques with PI regulators are usually utilized based on machine mode in the synchronous (d-q) reference frame [15–18]. On the other hand, direct control techniques, that is, torque and power, utilize a more simpler control system. However, the control techniques mandate uneven switching frequencies among the power electronic switches causing nonuniform distribution of heat and losses.

Extracting the maximum available power of variable speed WTS mandates operating at the maximum available efficiency. Control design adjustments are required to achieve this purpose. The authors in [18] suggest implementing a linearization feedback regulator for MPPT efficiency improvement. In [19], a control scheme through a feedback algorithm is proposed to adjust the power flow of the DFIG, improve the system reliability, and reduce voltage disturbances.

A model reference adaptive system observer is presented in [20]. The system provides a prediction of the rotor position estimation errors under parameters mismatch for sensorless control of a stand-alone DFIG. A model predictive stator current control scheme is investigated in [21]. Compared with the traditional vector control, the proposed method can reach a faster dynamical response.

A sliding mode control (SMC) scheme is introduced and applied in [22]. The direct power control (DPC) methodology is utilized to overcome the conventional vector control scheme difficulties. A robust sliding mode control strategy is provided [23] to overcome perturb-and-observe technique failure in the presence of sudden wind speed variations.

Adaptive control systems have become widely used and accepted in various fields and industrial applications, including power systems and wind energy conversion systems [24, 25]. The authors in [26] design an adaptive observer for stand-alone DFIG. A reduced-order observer adaptive to speed changes is proposed or grid-connected DFIG in [27]. An adaptive neurofuzzy system is implemented in [28] for distributed DFIG systems. An adaptive maximum power tracking system to control the rotor speed of DFIG is proposed in [29]. The work in [30] introduces an adaptive second-order sliding mode control with a receding horizon control system for DFIG. The authors in [31] designed an adaptive fractional-order sliding mode control for the DFIG system. A new adaptive direct power control strategy is investigated in [32], where the constant switching table is replaced by an adaptive technique updated online according to the reactive power changes and the previous switching sequence.

Optimal design of PI controller for variable speed wind turbine based grey wolf optimizer is presented in [33]. Compared with different heuristic algorithms, the proposed method shows better tracking to the Maximum Power Point (MPP). The work provided in [34] shows a cascaded nonlinear regulator design based on fuzzy logic concept for optimal power tracking. Moreover, stator real and reactive power regulation is accomplished using 2nd-order sliding mode controller. Robust neuronal controller design is presented in [35] to overcome the conventional PI controller difficulties through parameters variation.

To overcome drawbacks of PI control mechanism manifested in difficult dynamic analysis for multiple-input and multiple-output systems and poor performance at parameter variations, an optimal controller is utilized with LQR in [36, 37] and with multivariable $H_{\infty}$ controller in [38]. The authors in [39] present a new control strategy of the DFIG based wind turbine operating at one wind speed using the linear quadratic regulator (LQR) with optimal weighting matrices chosen based on Genetic Algorithm. The main objective is to improve the dynamic response, reliability, and stability of the system.

Reactive power ability of wind turbine based DFIG is introduced in [40]. The study provides the limitations on DFIG’s reactive power support or consumption based on the stator and rotor currents and the rated value of rotor voltage. A new low voltage ride-through strategy for reactive power support is proposed in [41]. The study suggests that, during faults, part of the energy captured from the wind is stored in the rotor’s inertia.

This paper proposes a multiple-input and multiple-output linear quadratic regulator with gain-scheduling for wind turbine system based DFIG. Frequency- and time-domain system responses such as settling time, peak time, percent overshoot, steady-state error, and damping are gathered to form a multiobjective function. The objective function is implemented with the whale optimization algorithm to select the optimal weighting matrices at various wind speeds during offline process. The results are stored in lookup tables which are used during the online implementation. The performance of the LQR with optimal gain-scheduling is compared with the conventional PI controller. In addition, pitch angle control is augmented to the controller design enabling active power curtailments while improving the reactive power supporting capability.

1.2. Contributions. The main contributions added to the literature can be summarized as follows:

1. A linear quadratic regulator with optimal gain-scheduling control architecture is proposed. The controller preserves linearity, compactness, and robustness against wind speed variations. This improves both the performance and the net energy yield from wind turbines.

2. Effects of pitch angle control are augmented to the model and the controller for real power curtailments and its possible consequences on the reactive power support.
The performance of the controller is enhanced in a multiobjective optimization platform. The objective function combines system stability, oscillations, and time-domain specifications.

1.3. Paper Outline. The outline of the paper is demonstrated as follows. Initially, the principle of operation of wind turbines and related mathematical models are presented in Section 2. In Section 3, DFIG’s detailed mathematical model is derived including the grid-side converter and the DC link. Machine’s linearization under vector control environment and the state-space representation are discussed in Section 4. Section 5 presents the conventional PI controller as well as the proposed optimal gain-scheduling controller. Limitations on wind turbine reactive power capability are discussed in Section 6. In addition, the effect of pitch angle control is presented. Simulation results are illustrated in Section 7. Finally, the paper is concluded in Section 8.

2. Wind Turbine Aerodynamics

The operation of wind turbines is based on extracting wind’s kinetic energy and converting the captured energy into electrical energy using generators. The behavior is governed by the momentum theory where the kinetic energy existing in the mainstream wind is expressed as shown in (1). Only a fraction of wind power can be extracted based on the energy conversion efficiency. The power coefficient \( C_p \) shown in (1) reflects the efficiency of conversion from wind energy to mechanical energy and is usually expressed as a function of the tip speed ratio \( \lambda \) shown in (2) which defines the ratio between the linear speed at the blade’s tip and the wind speed [4, 5].

\[
P_w (v) = \frac{1}{2} \rho v^3 \lambda^3,
\]

\[
P_t (v) = \frac{1}{2} \rho v^2 R^2 \lambda^2 C_p,
\]

\[
\lambda = \frac{R \Omega_t}{v}.
\]

The torque developed in wind turbines (3) can be expressed using the captured power and the rotational speed of the turbine. The torque coefficient \( C_t \) is defined as the power coefficient over the tip speed ratio [2].

\[
T_t = \frac{\rho v^2 R^2 \lambda^2 C_p}{2 \Omega_t} = \frac{\rho v^2 R^2 \lambda^2 C_p}{2 \lambda} = \frac{1}{2} \rho v^2 R^2 \lambda^2 C_t.
\]

\[
C_t = \frac{C_p}{\lambda}.
\]

The power coefficient has a maximum theoretical value called the Betz limit which equals 0.593 for wind turbines. Power coefficient is given by the manufacture as a function of the tip speed ratio and the pitch angle \( \beta \). A common practice is to express the power coefficient analytically in an exponential model as shown in (5) and (6). Parameter \( \lambda_i \) is a time-varying parameter because of the changing nature of the tip speed ratio \( \lambda \) [4].

\[
C_p = k_1 \left( \frac{k_2}{\lambda_i} - k_3 \beta - k_4 \beta^2 - k_5 \right) e^{-k_7 \lambda_i},
\]

\[
\lambda_i = \frac{1}{(1 + k_6 \beta) + (k_7 \beta^2 + 1)}.
\]

3. Mathematical Models

The typical configuration of grid-connected DFIG is shown in Figure 1; the stator is supplying constant voltage amplitudes and frequency to the grid. The rotor is connected with a three-phase back-to-back converter which can be controlled to provide three-phase voltages with different amplitudes and frequencies. This feature helps achieve different operating conditions while controlling the rotational speed of the rotor. As a result, the operation can be controlled to extract the maximum power. This feature does not exist in the fixed-speed configuration.

3.1. DFIG Model. The dynamic \( (d-q) \) (synchronous) rotating reference frame is the most commonly used coordinate to represent the mathematical model of the DFIG machine. After applying the required rotational transformations, relationships governing the stator voltage \( (v_{ds}, v_{qs}) \), rotor voltage \( (v_{dr}, v_{qr}) \), stator magnetic flux \( (\psi_{ds}, \psi_{qs}) \), and rotor magnetic flux \( (\psi_{dr}, \psi_{qr}) \) can be expressed as shown in (7)–(14) [2, 3], where \( L_s = L_m + L_{s_{ds}} \) and \( L_r = L_m + L_{s_{qr}} \).

\[
v_{ds} = R_{i_{ds}} + \frac{d\psi_{ds}}{dt} - w_s \psi_{qs},
\]

\[
v_{qs} = R_{i_{qs}} + \frac{d\psi_{qs}}{dt} + w_s \psi_{ds},
\]

\[
v_{dr} = R_{i_{dr}} + \frac{d\psi_{dr}}{dt} - w_r \psi_{qr},
\]

\[
v_{qr} = R_{i_{qr}} + \frac{d\psi_{qr}}{dt} + w_s \psi_{ds},
\]

\[
\psi_{ds} = L_s i_{ds} + L_m i_{dr},
\]

\[
\psi_{qs} = L_s i_{qs} + L_m i_{qr},
\]

\[
\psi_{dr} = L_s i_{dr} + L_r i_{dr},
\]

\[
\psi_{qr} = L_s i_{qr} + L_r i_{qr}.
\]

The time derivative of stator and rotor currents can be extracted by rearranging the previous model as demonstrated in equations (15)–(18), where \( \sigma = 1 - L_{s_{ds}}^2/L_s L_r \).
Evaluating voltages and currents in the synchronous reference frame enables calculating the active and reactive power for both the stator and the rotor (19)–(22). Also, the electromagnetic torque in \(d-q\) reference frame can be evaluated as shown in (23) [2].

Once the grid active and reactive power in \(d-q\) reference frame can be derived as illustrated in (26) and (27), respectively [4].

\[
\begin{align*}
    v_{df} &= R_f i_{dg} + L_f \frac{di_{dg}}{dt} + v_{dg} - w_s L_f i_{hq}, \\
    v_{qf} &= R_f i_{hq} + L_f \frac{di_{hq}}{dt} + v_{hq} + w_s L_f i_{dq}.
\end{align*}
\]
3.3. Wind Turbine Modeling. The swing equation (28) captures the relationship that governs the mechanical shaft operation. Our main attention is focused on the region of Maximum Power Point Tracking (MPPT) (demonstrated in the power-speed curve shown in Figure 3 as region 2). In this region, the objective is to follow the maximum power extraction curve where the wind speed is below the rated value. Different strategies are proposed to control the wind turbine to track the curve of the Maximum Power Point. In this work, an indirect speed controller is used to regulate the electromagnetic torque which mathematically appears as a quadratic function of the turbine speed \( \Omega_t \).

The relationship between the DFIG electromagnetic torque and the turbine torque can be demonstrated as shown in (30)–(32). \( D_t \) and \( D_m \) are the damping coefficients for both the turbine and the machine and \( N \) represents the gearbox ratio. A more simplified but less accurate model can be obtained if both damping coefficients are neglected [4].

\[
P_g = \frac{3}{2} \left[ v_{dq}^* i_{dq} + v_{qg} i_{qg} \right], \tag{26}
\]

\[
Q_g = \frac{3}{2} \left[ v_{qg}^* i_{dq} - v_{dq} i_{qg} \right], \tag{27}
\]

\[
\int \frac{d\omega_{rm}}{dt} = T_{em} + T_{\text{mech}}, \tag{28}
\]

\[
\lambda_{opt} = \frac{R_\Omega}{V},
\]

\[
C_p = C_{p,\text{max}}, \tag{29}
\]

\[
\beta = \beta_{opt}.
\]

3.4. Modeling of DC Link. The DC link capacitor acts as an energy storage device that is installed between the RSC and GSC with a capacitance of \( C_{\text{bus}} \). It works as a source of reactive power which provides the magnetizing current at the rotor. By assuming that the converter losses are ignored, the DC bus power \( P_{dc} \) can be estimated as the difference between rotor and grid active power. In order to monitor the DC bus voltage, the DC link power can be alternatively expressed as shown in the following equation [39]:
\[ P_{dc} = P_r - P_g = v_{dc}i_{dc} = v_{dc}C_{bus}\frac{dv_{dc}}{dt}. \] (33)

4. Vector Control Orientation

The main principle of vector control orientation is to align machine flux and grid voltage space vectors with one of the two synchronously rotating \((d-q)\) reference frames. In this study, the orientation is implemented on the \(d\)-axis to achieve a decoupled control for both the active and reactive power of the stator and the grid.

4.1. Rotor-Side Converter Vector Control. The vector control technique is applied to the DFIG model represented in the synchronously rotating \((d-q)\) reference frame. This method assumes that the \(d\)-axis is forced to align with the stator flux space vector. Accordingly, the stator flux is attributed to only the \(d\)-axis component, while the \(q\)-axis component is forced to zero as shown in (34). Following this assumption and substituting flux linkage equations in rotor voltage equations, we have the rotor voltages as a function of rotor current and stator flux as demonstrated in (35) and (36) [2].

\[
\begin{align*}
\Psi_{ds} &= \left[ \Psi_s \right]_d, \\
\Psi_{qs} &= 0, \\
v_{ds} &= R_s i_{dc} + \sigma L_s \frac{dv_{ds}}{dt} - w_r \sigma L_s i_{qs} + \frac{L_m}{L_s} \frac{dv_{qs}}{dt}, \\
v_{qs} &= R_s i_{qs} + \sigma L_s \frac{dv_{qs}}{dt} + w_r \sigma L_s i_{dr} + \frac{L_m}{L_s} \frac{dv_{ds}}{dt},
\end{align*}
\] (34)

and, under steady-state conditions, the stator voltage is constant. Accordingly, the stator flux is also constant, and its rate of change is zero. Therefore, the term \(\frac{d}{dt}[\Psi_s]\) in equation (35) is neglected. Moreover, the voltage drop component across the stator resistance in the relation \((V_s = \overrightarrow{T_s}R_s + jw_s\overrightarrow{\Psi_s})\) has a relatively small magnitude and hence can be ignored. Therefore, both of rotor voltage and stator flux vectors are perpendicular and the stator \((d-q)\) voltages are simplified as shown in the following equation:

\[
\begin{align*}
v_{qs} &= \left| \Psi_s \right|_d, \\
v_{ds} &= 0.
\end{align*}
\] (37)

Following the previous discussion, the stator real and reactive power previously expressed in (19) and (21) can be reformulated as shown in (38). Also, the electromagnetic torque formula in \(d-q\) reference frame expressed in (23) can be rearranged by utilizing the alignment of the stator flux with the \(d\)-axis as demonstrated in (39) [2].

\[
P_s = \frac{3}{2} \left[ v_{qs}i_{qs} \right],
\]

\[
Q_s = \frac{3}{2} \left[ v_{qs}i_{ds} \right],
\]

\[
T_{em} = -\frac{3P}{4} \frac{L_m}{L_s} \frac{d}{dt}v_{ds}i_{qs}.
\] (39)

4.2. Grid-Side Converter Vector Control. Further simplifications can be obtained for the grid-side converter by forcing the \(d\)-axis of the rotating reference to align with the grid voltage space vector \((\overrightarrow{V_g})\). Following this orientation, the \(q\)-axis component of grid voltage will be zero as shown in (40). Both grid-side voltages can be simplified as shown in (41) and (42). Further, both of grid real and reactive power equations are reformulated as demonstrated in (43) [4].

\[
v_{dg} = \left| v_g \right|, \\
v_{qg} = 0,
\]

\[
v_{df} = R_f i_{dg} + L_f \frac{dv_{df}}{dt} + v_{dg} - w_r L_f i_{qg},
\]

\[
v_{qf} = R_f i_{qg} + L_f \frac{dv_{qf}}{dt} + w_r L_f i_{df},
\]

\[
P_g = \frac{3}{2} \left[ v_{dg}i_{dg} \right],
\]

\[
Q_g = -\frac{3}{2} \left[ v_{dg}i_{qg} \right].
\] (43)

4.3. State-Space Representation. The entire system of the grid-connected wind turbine based DFIG can be characterized by a set of nonlinear ordinary differential equations as shown in (44)-(49). The equations are derived by rearranging the relations obtained previously for the DFIG machine, the grid-side filter, the wind turbine mechanical model, and the DC link. The entire model can be linearized around any particular steady-state operating point and then used to derive an appropriate state-space model. After linearization, all state-space matrices become linear, which are expressed as \(\begin{pmatrix} A, B, C, D \end{pmatrix}\) as shown in (50) and (51) [39]. The first-order approximation of Taylor Series expansion is used to serve this purpose.

\[
\frac{d}{dt}i_{dr} = \frac{1}{\sigma L_r} \left( v_{dr} - R_s i_{dr} + \left( w_s - \frac{P}{2} \frac{\omega_{rm}}{2} \right) \sigma L_s i_{qr} \right),
\] (44)

\[
\frac{d}{dt}i_{qr} = \frac{1}{\sigma L_r} \left( v_{qr} - R_s i_{qr} - \left( w_s - \frac{P}{2} \frac{\omega_{rm}}{2} \right) \sigma L_s i_{dr} \right)
\]

\[
- \frac{1}{\sigma L_r} \left( w_s - \frac{P}{2} \frac{\omega_{rm}}{2} \right) \frac{L_m}{L_s} \frac{d}{dt}v_{ds},
\] (45)
\[
\frac{d}{dt}i_{dg} = \frac{1}{L_f} (v_{df} - R_f i_{dg} - v_{dg} + u_s L_f i_{lg}),
\]
\[
\frac{d}{dt}i_{qg} = \frac{1}{L_f} (v_{qf} - R_f i_{qg} - v_{qg} + u_s L_f i_{dg}),
\]
\[
\frac{d}{dt}u_{rm} = \frac{-3p}{4J L_s} v_{ds} i_{dr} + k_{opt} u_{rm}^2 f,
\]
\[
\frac{d}{dt}v_{dc} = \frac{3}{2C_{dc} v_{dc}} (v_{dr} i_{dr} + v_{qr} i_{qr} - v_{df} i_{dg} - v_{qf} i_{qg}),
\]
\[
\delta x = A\delta x + B\delta u,
\]
\[
\delta y = C\delta x + D\delta u,
\]
where \(w_s = \omega_s - p/2\omega_{rm}\), \(x\) is the state variable vector, \(u\) is the input variable vector, \(y\) is the system output, and \(A\), \(B\), \(C\), and \(D\) are the dynamics or state matrix, the input matrix, the output or sensor matrix, and the feed-through matrix, respectively. The deviations in state variables, input variables, and output variables are defined as shown in (52), (53), and (54), respectively. The system output is assumed to be the same as the state vector \((x)\). Therefore, matrix \(C\) is a \((6 \times 6)\) identity matrix. However, since there is no direct relation between the input and the system output, matrix \(D\) is a \((6 \times 4)\) zero matrix.

\[
\delta x = [\delta i_{dr} \delta i_{qr} \delta i_{dg} \delta i_{qg} \delta u_{rm} \delta v_{dc}]^T,
\]
\[
\delta u = [\delta v_{dr} \delta v_{qr} \delta v_{df} \delta v_{qf}]^T,
\]
\[
\delta y = [\delta i_{dr} \delta i_{qr} \delta i_{dg} \delta i_{qg} \delta u_{rm} \delta v_{dc}]^T.
\]

Determining the current steady-state operation point requires prior knowledge of the mainstream wind speed and the operating power factor (stator reactive power \(Q_s\) and GSC reactive power \(Q_o\)). Following the steps illustrated in Algorithm 1, the current operating point can be easily evaluated and further automated. The time derivatives of all state variables in equations (44)–(49) are set to zero at steady state.

5. Control Techniques

This section discusses the control aspects based on the conventional PI controllers, conventional LQR controller, and the optimal gain-scheduling LQR control schemes.

5.1. PI Controller. The control system based on PI regulator is described in different stages. First, it is required to establish the current control loops for both the RSC and GSC. Second, the outer power and speed control loops can be constructed. The last stage requires tuning appropriate gains for the controllers. Because of the alignment made with the stator flux space vector, rotor current components can provide the ability to independently control stator real and reactive power as demonstrated in (55) and (56). It is clearly shown that the machine power and torque are proportional to the rotor quadrature current component. Therefore, by adjusting \((i_{qg})\), it is possible to regulate the machine’s torque, speed, and real power. On the other hand, stator reactive power regulation can be achieved by controlling the rotor direct current component \((i_{dr})\) [2].

\[
P_s = \frac{3}{2} \frac{L_m i_{qr} v_{qr}}{L_s},
\]
\[
Q_s = K_Q i_{dq} - \frac{\psi_{ds}}{L_s}.
\]
\[
K_p = K_Q = \frac{3}{2} \frac{L_m}{L_s} \frac{\psi_{ds}}{\psi_{ds}}.
\]

The RSC control system is responsible for producing appropriate rotor voltages to attain the desired stator’s real and reactive power. Therefore, two main control loops are required. First, inner rotor currents loops were described previously in (35) and (36), where the rotor voltages are functions of the rotor currents and stator flux. Second, outer power and speed loops were illustrated in equations (55) and (56). In addition, the voltage source GSC controls the DC link voltage and the reactive power transfer between the turbine and the network. Regulating the DC link voltage is essential to prevent capacitor drainage in both the synchronous and the subsynchronous modes of operation, where the power flow direction between the rotor and the grid is different. The active power transfer through the converter is indirectly controlled through \(V_{bus}\) controller. The complete control block diagram using PI controllers is demonstrated in Figure 4.

For simplicity, cross-terms that appeared in control loops for both voltage source converters can be ignored. As a result, an equivalent second-order closed-loop system can be derived as shown in (58) and (59). Following the same procedure, the reactive power equivalent closed-loop system reassembles a first-order system as shown in (60) [3].

\[
\frac{i_{(d)dr}}{i_{(d)dr}} = \frac{sk_{p(2,3)} + k_{i(2,3)}}{\sigma L_s s^2 + (k_{p(2,3)} + R_s) + k_i},
\]
\[
\frac{i_{(d)dg}}{i_{(d)dg}} = \frac{sk_{p(5,6)} + k_{i(5,6)}}{L_s s^2 + (k_{p(5,6)} + R_f) + k_i},
\]
\[
\frac{Q_s}{Q_i} = \frac{sk_{p1} + k_{i1}}{(k_{p1} + 1) s + k_{i1}}.
\]

Pole placement of classical control theory can be utilized to locate the poles at desired locations. The characteristic equation of the new locations mandates a specific damping ratio and natural frequency. In this study, the damping ratio \((\zeta)\) is selected as one for critically damped responses.
Algorithm 1: Operating point detection for MPPT region.

Figure 4: Block diagram of the simulated model with PI controller.
Therefore, the time constants for both the RSC and GSC current control loops can be found in (61). For stable operation, the inner RSC loop is selected 100 times faster than the outer one [4].

\[
\tau_r = \frac{\sigma L_r}{R_r},
\]

\[
\tau_g = \frac{L_g}{R_g},
\]

\[
\omega_{gr} = 100\tau_r,
\]

\[
\omega_{ng} = 2\pi f.
\]

5.2. Optimized LQR Controller. LQR offers a systematic approach to obtain an optimal feedback gain able to steer a linear dynamical system to stability at minimum quadratic cost. The cost is referred to as a performance index as shown in (63). The feedback gain matrix \(K_{lqr}\) is found analytically for multiple-input multiple-output (MIMO) systems.

\[
J_{LQR} = \int_0^\infty (\delta x^T Q_{lqr} \delta x + \delta u^T R_{lqr} \delta u) dt,
\]

where \(Q_{lqr}\) and \(R_{lqr}\) are weighting matrices and they are characterized as semipositive and positive definite matrices. Matrix \(Q_{lqr}\) guarantees appropriate convergence rates with minimum deviation errors, while \(R_{lqr}\) penalizes energy expenditure on the input control signal. After evaluating \(K_{lqr}\), the optimal control efforts are found as shown in the following equation:

\[
\delta u = -K_{lqr} \delta x.
\]

Initially, appropriate weighting matrices are chosen to achieve the best performance index. Afterward, the Riccati equation shown in (65) is solved for the positive definite matrix \(P_{lqr}\). Finally, the optimal feedback gain matrix \(K_{lqr}\) that maintains stability is found as shown in (66). The complete control diagram using LQR is presented in Figure 5 [39].

\[
A^T P_{lqr} + P_{lqr} A - P_{lqr} B R_{lqr}^{-1} B^T P_{lqr} + Q_{lqr} = 0,
\]

\[
K_{lqr} = R_{lqr}^{-1} B^T P_{lqr}.
\]

The weighting matrices \(Q_{lqr}\) and \(R_{lqr}\) can be chosen as identity matrices as in conventional LQR. However, this will not guarantee the best time-domain performance for the entire system. Some states or control inputs have more dominant effects compared to others. Traditionally, weighting matrices are obtained using trial-and-error procedures which are time-consuming and do not guarantee the best time-domain performance [42]. Alternatively, a more systematic approach can be used by applying optimization techniques. In this work, whale optimization algorithm (WOA) is utilized to serve this purpose. The process is performed offline at discrete wind speed domain and then stored in lookup tables for the online implementation.

5.3. Whale Optimization Algorithm. Metaheuristic optimization algorithms are widely used by engineers, developers, and researchers for various types of optimization problems. Benchmark algorithms can efficiently find the best candidate for the global optimal solution by mimicking the evolution of a physical phenomenon existing in nature or practiced by animals’ herds in hunting and mating. Whale optimization algorithm (WOA) is a population-based optimization technique inspired by the humpback whales hunting strategy. This special hunting method is known as the bubble-net feeding method. It is observed that the whales produce distinctive bubbles that can be formed as a circle or “9” shaped path. This technique is used in the exploitation and exploration strategies to find the optimal solution. Performance comparison with other benchmark metaheuristic algorithms can be found in [43].

5.4. Multiobjective Optimization. Various frequency and time-domain specifications can be considered to provide the optimum weighting matrices \(Q_{lqr}\) and \(R_{lqr}\). Based on the engineering design, some indices may have higher importance than others. In this work, the well-known stability and time-domain features will be augmented in a multiobjective optimization environment with uniformly distributed weights as demonstrated in (67). The considered performance indices of the closed-loop system \(A - BK_{lqr}\) are the settling time \((T_s)\), the rising time \((T_r)\), a stability index \(S_I\), the peak value \(P_p\), the steady-state error \(E_{ss}\), and the system damping \(D_p\).

\[
f_{obj} = w_1 T_s + w_2 T_r + w_3 S_I + w_4 P_p + w_5 E_{ss} + w_6 D_p,
\]

\[
\sum w_i = 1.
\]

For the new closed-loop system matrix \((A - BK_{lqr})\), the settling time, rising time, and peak value can be readily obtained in MATLAB for all possible combinations between the outputs and inputs. Afterward, the sum of all combinations is returned to the objective function. The steady-state error \((E_{ss})\) is evaluated using the expression shown in (69). The stability index \(S_I\) reflects how far the poles’ real part is away from the complex imaginary axis, where \(\lambda_p\) are the system eigenvalues. The system becomes more stable with less stability index. Finally, the system damping index shown in (71) reflects the number of oscillations in the system response. Damping can be quantified by dividing the pole's imaginary parts over the poles’ real parts. Thus,
damping is minimized by reducing the imaginary component of the eigenvalues.

$$E_{ss} = 1 + C(A - BK_{LQR})^{-1}B,$$  \hspace{1cm} (69)

$$S_I = - \frac{1}{\max \text{Re}\{\lambda_p\}}.$$  \hspace{1cm} (70)

$$D_P = \max \left( |\text{Imag}(\lambda_p)| \right).$$  \hspace{1cm} (71)

The weighted sum scalarization method with equal weights is utilized to solve the multiobjective optimization problem. The performance indices are arranged to produce a single scalar fitness function as given in (67). However, the individual indices have different units; hence, they are normalized to offer a sense of fairness. The normalization is carried out by dividing each objective function by its maximum possible value which can be obtained by running the algorithm for each objective function individually. For such situations, the algorithm provides the minimum value for the required objective at the expense of the others where they could be at their maximums.

For a given wind speed and operating power factor, the linearized system matrices $A$ and $B$ are called from lookup tables stored previously in an offline process. Starting with random values for the elements in the weighting matrices shown in (72) and (73), the Riccati equation is analytically evaluated, and the state feedback gain matrix ($K_{LQR}$) is determined. The WOA keeps exploring different values for the weighting matrices until finally reporting the optimal solution. The WOA is set to 10 search agents and a maximum number of iterations of 500.

$$Q_{LQR} = \text{diagonal}(\{q_1,q_2,q_3,q_4,q_5\}).$$  \hspace{1cm} (72)

$$R_{LQR} = \text{diagonal}(\{r_1,r_2,r_3,r_4\}).$$  \hspace{1cm} (73)

### 6. Grid Support for Real and Reactive Power

Increasing the penetration levels from renewable energy requires newly installed technologies to be more involved in grid reliability aspects during normal operating conditions and following contingencies. Ancillary services involve active power manipulation enabling frequency regulation. On the other hand, reactive power control at the point of common coupling facilitates voltage regulation. In some cases, because of congestion or inertia-related issues, wind farms are forced to curtail or spill the available power. In this context, this section is intended to evaluate the reactive power support capability and the real power curtailments for wind turbines based DFIG.

#### 6.1. Reactive Power Limits

The capability of DFIG providing reactive power support is constrained by several limits. Rated currents for both the stator and the rotor should be respected in any mode of operation. Moreover, the operating limits of the grid-side converter (GSC) while providing reactive power should not be violated [40].

The steady-state model in the $(d-q)$ reference frame can be used to evaluate the reactive power limits while operating in the MPPT region. As previously inferred, the stator’s real power is proportional to the rotor quadrature current ($i_{qr}$). However, the stator’s reactive power is linked
with the rotor direct current component \( (i_{dr}) \). In this context, \( (i_{qr}) \) is determined to achieve the MPPT and cannot be altered. Extracting \( (i_{qr}) \) from equation (48) at steady state provides an analytical expression for \( (i_{qr}) \) at any given wind speed as shown in (74). Afterward, the maximum rotor current component \( (i_{dr}) \) can be evaluated. Finally, stator’s reactive power boundaries are calculated by substituting \( (i_{dr} - \text{max}) \) in (56).

Figure 6: Simplified block diagram of pitch control system.

Figure 7: Relationship between power coefficient and tip speed ratio at different pitch angles (fixed wind speed of 8 m/s).

Table 1: System parameters and equilibrium point at 8 m/s [4, 41].

| Par     | Value         | Par     | Value         |
|---------|---------------|---------|---------------|
| \( f \) | 50 Hz         | \( P_s \) | 2 MW          |
| \( V_s \) | 690 V         | \( R_s \) | 0.0026 \( \Omega \) |
| \( R_p \) | 0.0029 \( \Omega \) | \( L_{dc,r} \) | 0.087 mH |
| \( I_{sm} \) | 2.5 mH | \( p \) | 4 |
| \( I_s \) | 1760 A | \( \tau_\beta \) | 1 s |
| \( \beta_{opt} \) | 0° | \( \Lambda_{opt} \) | 7.2 |
| \( f \) | 127 kg.m² | \( V_{dc} \) | 1150 V |
| \( C_{dc} \) | 80 mF | \( R \) | 42 m |
| \( C_p \) | 0.44 | \( K_{opt} \) | 0.29645 |
| \( L_f \) | 0.4 mH | \( R_f \) | 20 \( \mu \Omega \) |
| \( \rho \) | 1.225 kg/m³ | \( N \) | 100 |
| \( I_r \) | 1823 A | \( V_r \) | 488 V |
| \( i_{dr} \) | 717.32105 A | \( i_{qro} \) | 1072.471 A |
| \( i_{ds} \) | 140.1118 A | \( i_{dgo} \) | 0 A |
| \( \omega_{rma} \) | 137.1428 rad/s | \( v_{dc,o} \) | 1150 V |
| \( v_{dr} \) | -5.2354 V | \( v_{qro} \) | 77.1038 V |
| \( v_{df} \) | 563.3854 V | \( v_{dfo} \) | 17.6069 V |
| \( v_i \) | 3.8 m/s | \( v_R \) | 12.5 m/s |
| \( v_o \) | 15 m/s | \( P_R \) | 2.4 MW |
and, on the other hand, reactive power support could be constrained by the stator current limit rather than the rotor current limit. After evaluating $(i_{qr})$ at a particular wind speed, the stator quadrature current component $(i_{qs})$ is determined as shown in (77). Accordingly, the maximum stator $d$–axis component can be found. Therefore, stator reactive power limited by stator current is calculated using equation (38).

$$i_{qs} = \frac{L_m}{L_s} i_{qr},$$  \hfill (76) 

$$i_{ds\text{-max}} = \pm \sqrt{i_{s\text{-rated}}^2 - i_{qr}^2},$$  \hfill (77) 

$$i_{qr} = \frac{K_{\text{optR}}}{K_{\text{optL}}} \frac{L_s}{L_m} i_{qs},$$  \hfill (78)
Two different boundaries resulted from the limits of rotor and stator currents. However, the actual reactive power capability is determined by which the boundaries are reached first. Further, operating at the MPPT limits the amount of reactive power which could be absorbed or delivered. Therefore, reactive power support can be improved by allowing active power curtailments.

6.2. Real Power Curtailment. Wind turbines can also participate in active power ancillary services such as frequency regulation and spinning reserves. For such cases, the operation is not following MPPT. Instead, partial curtailment is performed to give a real power margin available for emergencies. Furthermore, active power curtailment improves the reactive power capability of the machine. Curtailment is performed by activating the pitch control mechanism even at the MPPT region. A pitch actuator is a mechanical system that represents the dynamic behavior between the required and measured pitch angles. Figure 6 shows a block diagram of a pitch control system actuated by a servomotor represented by a first-order model. Based on the approximated nonlinear dynamics of pitch control system [44], the time derivative of pitch angle can be described by (79). This equation is added to represent the state-space model where a new state variable \( (\beta) \) and input \( (\beta^*) \) are included.

\[
\frac{d\beta}{dt} = \frac{1}{\tau_p} (\beta^* - \beta).
\]  

(79)

Wind turbines operating at Maximum Power Point should work at the optimum pitch angle and tip speed ratio. For power reductions, pitch angle increases proportional to the power content in the mainstream wind. This is performed to extract only the required active power. At any particular wind speed, the required output power is defined, where its upper limit is the maximum power extracted at maximum efficiency. This determines the power coefficient \( (C_p) \) which achieves the power reduction as previously shown in equation (1). For illustration, Figure 7 shows the relation between \( (C_p) \) and \( (\lambda) \) at different pitch angle \( (\beta) \).
From these curves, it is required to select \((\beta)\) and \((\lambda)\) which provide the expected \((C_p)\) that limits the turbine mechanical power.

7. Simulation Results

To evaluate the performance of the proposed LQR controller, a 2.4 MW wind turbine is used in our simulation. The machine parameters are as listed in Table 1. From simulation, state variables \((\delta_{idr}, \delta_{iqr}, \delta_{idg}, \delta_{iqg}, \delta_{wrm}, \delta_{vdc})\) and real and reactive power of stator and rotor are obtained.

The WOA initially uses random values for the elements in the weighting matrices \((Q_{lqr} \text{ and } R_{lqr})\). Then, the algorithm explores alternatives until final convergence and reports the optimal values found. A convergence diagram is provided in Figure 8 for the objective function and the individual indices at wind speed of 8 m/s. Controllers design parameters for both the PI and the LQR are listed in Table 2.

The time-domain responses for all state variables for the conventional PI controller and the proposed LQR controller are demonstrated in Figures 9 and 10, respectively. The simulation is conducted at a fixed wind speed of 8 m/s and unity power factor. Initial values are selected as the equilibrium point of the linearized system as previously described in Algorithm 1. Numerical values of all initial conditions are provided in Table 1. It can be noticed that the proposed controller provides smaller peak value, settling time, and oscillation. In this context, the optimized LQR can stabilize the system more efficiently compared to the PI controller.

To demonstrate the effectiveness of the proposed controller, a wind speed variation is considered as shown in the top-left graph of Figure 11. The linear system matrices and the optimal feedback gain matrix are adjusted as the wind speed changes at a very fine discrete wind speed domain. Wind velocity changes as a sine wave covering the entire MPPT region, that is, both the subsynchronous and hypersynchronous regions. The figure compares the performances of the PI controller, conventional LQR, and the gain-scheduling LQR. The top-right graph shows the total active power extracted from the turbine. The middle plots show stator and rotor active power, while the bottom graphs...
illustrate the stator and rotor reactive power. It is clearly seen that the proposed controller follows the expected theoretical value at a faster rate and it is even closer to the maximum expected value. From energy production perspectives, this marginal power enhancement will have a great improvement, especially in regions experiencing high wind speed variations.

Finally, a simulation for reactive power capability at the region of MPPT is provided. Figure 12 illustrates the reactive power boundaries (middle-right graph) as wind speed increases from 5.5 to 11 m/s. In this simulation, the maximum power extracting capability is achieved at the optimum pitch angle. It is clearly shown that as the output real power increases, the reactive power support boundaries decrease to smaller margins. In the lagging mode of operation, the rated rotor current determines the maximum reactive power which can be provided to the network. However, in the leading mode, the stator current governs the reactive power which can be absorbed. On the other hand, in Figure 13, pitch angle control is activated to curtail output power at the minimum value (212 kW). As shown in the middle-right graph, this action maintains the maximum reactive power support capability over the entire region.

7.1. Current Limitations and Future Work

(1) The work presented in the paper is verified only using simulation. Our future work orientation is to validate the proposed methodology experimentally.

(2) Design changes are required to achieve robustness against parameter variation and disturbance rejection.

(3) Evaluate the controller performance with appropriate design changes under both voltage and frequency transients at the grid side.
Figure 12: Reactive power capability of DFIG operating at MPPT.

Figure 13: Reactive power capability of DFIG with real power curtailment.
8. Conclusion

This paper proposes linear quadratic regulator (LQR) with optimal gain-scheduling for wind turbines based on Doubly Fed Induction Generators. The whale optimization technique is used in this study to find the optimal weighting matrices that guarantee the optimal performance at any particular wind speed. The process is repeated offline at a discrete wind speed domain. The corresponding results are stored in lookup tables to be used during the online implementation. Based on the profile of wind speed variation, the controller parameters are updated from the lookup tables. Compared with the conventional PI controller, the results have shown that the performance of the proposed LQR controller is stable, it has faster responses, and it is able to extract the maximum theoretical power more precisely. Moreover, the proposed controller preserves linearity and simplicity and is presented in a more compact form.

In addition, the effect of pitch angle control is augmented to the controller for real power curtailment capability. This enables wind turbines to support the grid and participate in various real power ancillary services. Furthermore, the effects of real power reductions on enhancing the reactive power supporting capability are demonstrated.

Nomenclature

| Symbol | Description |
|--------|-------------|
| $\beta$ | Pitch angle |
| $\lambda$ | Tip speed ratio |
| $A$ | State matrix |
| $B$ | Input matrix |
| $C$ | Output matrix |
| $D$ | Feed-through matrix |
| $u$ | Input variables vector |
| $y$ | Output variables vector |
| $\Omega_r$ | Turbine rotor angular speed |
| $\psi_{ds}, \psi_{dq}, \psi_{dr}, \psi_{qr}$ | Stator/rotor flux linkages |
| $\rho$ | Air density (kg/m$^3$) |
| $\sigma$ | Leakage coefficient |
| $\tau_p$ | Pitch control time constant |
| $\tau_\alpha, \tau_\beta$ | Time constants of PI current control |
| $\zeta$ | Damping ratio |
| $A_s$ | Surface area (m$^2$) |
| $C_p$ | Power coefficient |
| $C_{sp}$ | Torque coefficient |
| $C_{bus}$ | DC link capacitance |
| $D_s, D_m$ | Damping coefficients |
| $E_{ss}$ | Steady-state error |
| $f_{obj}$ | Objective function |
| $i_{ds}, i_{dq}, i_{dr}, i_{qr}$ | Stator and rotor $d$-$q$ currents |
| $I_{r}$ | Rated rotor current |
| $I_s$ | Rated stator current |
| $J$ | Moment of inertia |
| $J_{LQR}$ | Quadratic cost function |
| $L_f$ | Grid-side filter inductance |
| $L_m$ | Mutual inductance |
| $L_r$ | Rotor self-inductance |
| $L_{sr}$ | Stator winding leakage inductance |
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