Multi-Strategy Ensemble Whale Optimization Algorithm and Its Application to Analog Circuits Intelligent Fault Diagnosis
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Abstract: The whale optimization algorithm (WOA) is a new swarm intelligence (SI) optimization algorithm, which has the superiorities of fewer parameters and stronger searching ability. However, previous studies have indicated that there are shortages in maintaining diversity and avoiding local optimal solutions. This paper proposes a multi-strategy ensemble whale optimization algorithm (MSWOA) to alleviate these deficiencies. First, the chaotic initialization strategy is performed to enhance the quality of the initial population. Then, an improved random searching mechanism is designed to reduce blindness in the exploration phase and speed up the convergence. In addition, the original spiral updating position is modified by the Levy flight strategy, which leads to a better tradeoff between local and global search. Finally, an enhanced position revising mechanism is utilized to improve the exploration further. To testify the superiorities of the proposed MSWOA algorithm, a series of comparative experiments are carried out. On the one hand, the numerical optimization experimental results, which are conducted under nineteen widely used benchmark functions, indicate that the performance of MSWOA stands out compared with the standard WOA and six other well-designed SI algorithms. On the other hand, MSWOA is utilized to tune the parameters of the support vector machine (SVM), which is applied to the fault diagnosis of analog circuits. Experimental results confirm that the proposed method has higher diagnosis accuracy than other competitors. Therefore, the MSWOA is successfully applied as a novel and efficient optimization algorithm.
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1. Introduction

Swarm intelligence optimization algorithms (SIOAs) have consistently been one of the popular investigation fields in computer science, artificial intelligence, and machine learning [1,2]. They are many complex and challenging optimization problems existing in these research fields, and the traditional mathematical methods find it difficult to deal with these problems because of non-linearity and multimodality, while SIOAs make use of the stochastic components and are considerably efficient in resolving such issues [3,4], which has caused the research and application boom of SIOAs. Recent years have witnessed a group of SIOAs for mimicking the behaviors of animal groups in nature, such as the artificial fish-swarm algorithm (AFSA, 2002) [5], artificial bee colony algorithm (ABC, 2006) [6], firefly algorithm (FA, 2009) [7], krill herd algorithm (KH, 2012) [8], Drosophila food-search optimization algorithm (DFO, 2014) [9], grey wolf optimizer (GWO, 2014)
As electronic systems have found their way into military, medical, aerospace, and other fields, individuals put forward stricter requirements on electronic systems in terms of stability, safety, and maintainability [12–15]. Research on fault diagnosis methods of circuit systems is an effective way to increase their reliability. When an electronic system fails, it should be able to immediately and effectively identify faults to avoid more severe situations. Therefore, circuit fault diagnosis evaluation has become the focus of intense research in the field of circuit design [16,17]. Recently, numerous circuit diagnosis methods have been proposed. Among them, support vector machine (SVM) is an excellent method on account of its small sample learning ability and short training time [18–20]. Thus, SVM is frequently applied to analog circuit fault diagnosis. However, an emerging problem is how to select the parameters of SVM, which have high impacts on classification performance. Against this background, many researchers turned their eyes to SIOAs.

In [21], a new mutation enhanced binary particle swarm optimizer (PSO) was proposed to find the optimal SVM parameters. In [22], to improve the prediction accuracy, the ABC technique was employed to optimize the internal parameters of SVM. In [23], Li et al. applied GWO to adjust the kernel parameter and regularization parameter of SVM. In [24], a novel chaos embedded gravitational search algorithm (GSA) with SVM hybrid method was introduced, which hybridized the chaotic search and GSA with SVM. In [25], the cuckoo search (CS) algorithm was adopted to tune the key parameters of SVM. Despite the success of the above-mentioned SIOAs, they still struggle in escaping from local minimums when the optimization task becomes more challenging, which makes it worth exploring new approaches.

The well-designed metaheuristic algorithm—whale optimization algorithm (WOA) [26]—was proposed by Mirjalili and Lewis in 2016. Advantages abound, one of which is its strong optimization performance [27,28]. Therefore, WOA has been extensively applied to various fields, including optimal control problem [29], feature selection [30,31], image segmentation [32], reactive power scheduling problem [33], parameter extraction of solar photovoltaic models [34], etc. Petrović et al. [35] presented a new approach for optimal single mobile robot scheduling based on WOA. Peng et al. [36] described a new task scheduling optimization method for mobile equipment using WOA, which has high-grade performance on both efficiency and operational cost. Li et al. [37] employed WOA to tune the parameters of extreme learning machines, which were applied to evaluate the aging degree of an electronic component.

Although WOA has been successfully adopted in numerous areas, several works figured out that it has the drawbacks of premature convergence and local optima stagnation [38,39]. For this consideration, many scholars have taken actions to enhance the performance of WOA. As an example, Ling et al. [40] utilized Lévy Flight to promote WOA and obtained a better tradeoff between global and local search. Sun et al. [41] put forward a cosine-based dynamic parameter updating method, which facilitated the performances of WOA. Yousri et al. [42] introduced some chaotic variants where the parameters of the standard WOA were integrated with chaos maps. In [43], a novel hybrid algorithm that integrated the Tabu search with WOA was developed to improve the convergence speed and local searchability. In fact, many WOA variants can facilitate the performance of the original WOA to a certain extent. But, deficiencies still remain as most of them only improve the ability of a single aspect, e.g., exploration, or maintain diversity, etc. This motivates us to provide novel modifications for enhancing the general performance of WOA.

In this paper, a multi-strategy ensemble whale optimization algorithm (MSWOA) is proposed to compensate for the shortcomings of WOA, and it mainly contains four highlights. First, whales are initialized by chaos theory so that they are more evenly distributed in the search domain, and the possibility of obtaining the global optimum is increased. Second, the random search strategy results in a poor convergence rate and stability since whales are searching around a random individual. Thus, an improved random searching strategy was developed to resolve the inefficiency of the previous scheme. Third, WOA has a chronic deficiency in losing diversity, because the original spiral...
updating position strategy drives the whole whale swarm to the current global best individual, and the search diversity would be hampered, especially in the early stage. Hence, the Lévy flight strategy was adopted to make a good balance between global and local search. Finally, the enhanced position revising mechanism was employed in MSWOA to strengthen exploration further.

Extensive comparative experiments were conducted to investigate the effectiveness of the proposed algorithm. For a start, numerical optimization experiments were carried out on nineteen widely applied benchmark functions (seven unimodal functions, six multimodal functions, and six fixed-dimensional multimodal functions), and the proposed MSWOA was compared with one promising GWO variants and five other types of well-designed SI algorithms. Experimental results revealed that for most functions, our proposal had considerable advantages in both search accuracy and convergence speed. Moreover, we applied MSWOA to tune the penalty parameter $C$ and the kernel parameter $\gamma$ of SVM, which was adopted for the fault diagnosis of analog circuits. Comparison studies showed that, with the comparison to the PSO and WOA methods, SVM optimized by MSWOA got an extraordinary average diagnostic accuracy. Namely, MSWOA has better practicability in circuit fault diagnosis.

This paper is organized as follows: Section 2 introduces the WOA algorithm briefly; Section 3 describes the proposed MSWOA algorithm in detail; Section 4 illustrates the experimental setup of the benchmark functions and the comparison results, which prove that the proposed MSWOA has better search performance; Section 5 applies the MSWOA to two diagnostic instances and performs a detailed analysis of results; finally, Section 6 provides conclusions and future works.

2. Whale Optimization Algorithm

In 2016, Dr. Mirjalili et al. [26] proposed the well-known whale optimization algorithm (WOA) by imitating the swarm group hunting behavior of humpback whales. According to that, the WOA algorithm abstracts three procedures, including encircling prey, random searching, and spiral position updating.

2.1. Encircling Prey

In the WOA algorithm, the hunting behavior of whales is directed by the coefficient vector $A$. The larger the value of $|A|$, the greater the step size of the whale’s movement, and whales will have different predation manners. When the coefficient vector $|A|<1$, whales will approach the current best whale in small step size to encircle prey and exploit better solutions. The position update formula of the whale is defined by Equation (1).

$$x_{i+1} = x_{\text{best}} - A \cdot |C \cdot x_{\text{best}} - x|$$  \hspace{1cm} (1)

where $i$ is the current number of iterations, $x_{\text{best}} = (x_{\text{best},1}, x_{\text{best},2}, \ldots, x_{\text{best},D})$ is the position vector with best results obtained so far, $D$ is the dimension of vector, $x^i$ is the current position vector, and $A \cdot |C \cdot x_{\text{best}} - x|$ on behalf of the approaching step size. The coefficient vectors $A$ and $C$ are defined as follows:

$$A = 2a \cdot (\text{rand}_1 - 1)$$  \hspace{1cm} (2)

$$C = 2 \cdot \text{rand}_2$$  \hspace{1cm} (3)

where $\text{rand}_1$ and $\text{rand}_2$ are random numbers inside [0,1], $a$ means a convergence factor decreasing from 2 to 0 linearly, and $i_{\text{max}}$ is the maximum number of iterations:

$$a = 2 \cdot (1 - i/i_{\text{max}})$$  \hspace{1cm} (4)
2.2. Random Searching (Exploration Phase)

When the coefficient vector $|A| \geq 1$, the whale swarm will search around a random individual with a larger step size, and explore the whole search space. Its mathematical model is described by Equation (5).

$$x^{i+1} = x_{rand}^{i} - A \cdot |C \cdot x_{rand}^{i} - x^{i}|$$

(5)

where $x_{rand}^{i}$ is a randomly selected whale individual position vector.

2.3. Spiral Position Updating (Exploitation Phase)

Whales will move toward optimal individuals $x_{gbest}^{i}$ along a logarithmic spiral path. Its location update formula is defined as follows:

$$x^{i+1} = x_{gbest}^{i} + D \cdot e^{bi} \cdot \cos (2\pi l)$$

(6)

where $D = |x_{gbest}^{i} - x^{i}|$ and it denotes the distance between the current whale and the global optimal individual. $b$ is a constant term determining the shape of the logarithmic spiral, and $l$ is a random number in the range $[-1, 1]$. During the optimization process, the probability of the spiral position updating and another two behaviors is both 0.5. The mathematical model of WOA can be described as:

$$x^{i+1} = \begin{cases} x_{gbest}^{i} - A \cdot |C \cdot x_{gbest}^{i} - x^{i}| & \text{if } p < 0.5 \\ x_{gbest}^{i} + D \cdot e^{bi} \cdot \cos (2\pi l) & \text{if } p \geq 0.5 \end{cases}$$

(7)

where $p$ is generated in $[0,1]$ randomly. The pseudo-code of the conventional WOA is presented in Algorithm 1.

### Algorithm 1 The pseudo-code of conventional WOA

1. Initialize the parameters ($N$, $D$, $\tau_{max}$, and $b$)
2. Initialize the whale population $x_{j,0}$ ($j=1, 2, ..., N$)
3. Calculate the fitness of whales
4. $x_{gbest} = $ the best search agent
5. while $\text{iter} < \tau_{max}$ (maximum number of iterations)
6. for $j=1: N$ (population size)
7. Update $a$, $A$, $C$, $p$, and $l$
8. if $p < 0.5$
9. if $|i| < 1$
10. Update the current whale’s position by Equation (1)
11. else if $|i| \geq 1$
12. Update the current whale’s position by Equation (5)
13. end if2
14. else if $p \geq 0.5$
15. Update the current whale’s position by Equation (6)
16. end if1
17. end for1
18. Check if any whale goes beyond the search space and amend it
19. for $j=1: N$
20. if $f(x_{j,0}) < f(x_{gbest})$
21. $x_{gbest} = x_{j,0}$
22. end if3


3. Multi-Strategy Ensemble Whale Optimization Algorithm

Since the advent of the WOA algorithm in 2016, it has been considered a competitive algorithm with comparison to some metaheuristics. However, when it comes to complex optimization problems, it still has some drawbacks as the most population-based methods, such as premature convergence and prone to stagnation in local optimal solutions. Therefore, the multi-strategy ensemble whale optimization algorithm is proposed to overcome these shortcomings, namely MSWOA. In MSWOA, four modifications are introduced.

3.1. Chaotic Initialization Strategy

In the optimization field, it is conventionally known that the initialization of the population-based algorithm affects their search performance. Since no prior information is available, the whales in WOA are usually generated by random initialization. This strategy is useful in a sense. However, sometimes the whales are not evenly distributed in the search domain, which may make whale swarm far from the global optimal solution and result in a low convergence rate. Chaos is characterized by ergodicity, randomness, and regularity, and is a common phenomenon in nonlinear systems. Several successful attempts have been made to embed Chaos with metaheuristics [44–46]. Therefore, Chaos was employed to guarantee the quality of initialization, considering that most of the one-dimensional chaotic maps have a deficiency of generating sequences in poor dispersion. In this paper, a composite mapping that combines Chebyshev mapping and Logistic mapping was adopted, which has a more complex, chaotic characteristic and has the potential to generate sequences more evenly. The mathematical formula can be defined as follows:

\[ z^{i+1} = 1 - m \left( \cos(n \cos^{-1} z') \right)^2, \quad z' \in [-1, 1] \]  

where \( m \) and \( n \) are the control variables. When \( m = 2, n = 4 \), the composite mapping is entirely chaotic.

Figure 1 presents the initial distribution of 100 search agents produced by random initialization, logistic mapping, and composite mapping in 100×100 area, respectively. It can be observed that the initialization based on the proposed composite mapping achieved a better distribution effect.

![Figure 1. One Hundred search agents generated by three methods.](image)

3.2. Improved Random Searching Strategy

The random searching strategy enables whales to explore the search domain, and it plays a vital role in maintaining the diversity of whales. However, the whole swarm is attracted to a random whale individual during the search process. As a result of such strong randomness, the convergence rate and stability would be decreased. To address this, an improved random searching strategy that introduces the best individual as a reference target for whale position updating was proposed, and
the blindness of the original approach was reduced to some extent. The model can be expressed by
the following equation:

\[ x^{i+1} = x^i + K \cdot \text{rand}_4 \cdot \frac{1}{x_{\text{best}} - x^i} \cdot \text{rand}_3 \]  

(9)

where \( \text{rand}_3 \) and \( \text{rand}_4 \) are random numbers inside \([0,1]\), and \( K \) is a correction factor equals to 2. The
main motivation that introduces random components was to enable WOA to show more random
behaviors, which can make a noticeable difference to the exploration ability.

3.3. Modified Spiral Updating Position Strategy

The primary issue of the metaheuristic algorithms is that most of the searching agents prone to
stagnation in local optima owing to the defect in maintaining population diversity, and the
conventional WOA algorithm is no exception. In the original spiral updating position strategy, the
global optimal whale is taken as the target prey, and the other whales attempt to update their
positions according to this optimal whale. However, if the present optimal whale traps into local
optimal solution, the possibility of the whale swarm getting into local optimum will increase [28]. In
the previous studies, the Lévy flight strategy has been widely adopted by metaheuristic algorithms
because of its efficient global searchability. Therefore, we introduced the modified spiral updating
position strategy based on Lévy flight to make up for the above drawback, and it will help the whales
maintain diversity for longer and get rid of stagnation.

The random step generates by the Lévy flight strategy obeys the Lévy distribution. The levy
distribution is a type of fat-tailed distribution, and its tail is wider than Gaussian distribution. Figure
2 shows 100 consecutive steps based on Lévy distribution and Gaussian distribution. It can be seen
that Lévy flights can generate a large step occasionally, which means a stronger disturbance effect.
However, with respect to Gaussian distribution, its steps are always small.

The Lévy distribution is described as follows:

\[ L(s) \sim s^{-\beta}, 1 \leq \beta \leq 3 \]

(10)

where \( s \) is the step size of Lévy flight, and it can also express as \( \text{Levy}(\beta) \). Generally, the algorithm
proposed by Mantegna [47] was adopted to generate random steps, which have the same behavior
as Levy flights. Thus, \( s \) can be calculated by the Equations (11) and (12):

\[ s = \frac{\mu}{\sqrt{\nu}}, \mu \sim N(0, \sigma^2), \nu \sim N(0, \sigma^2) \]

(11)
\[
\sigma_i^2 = \left[ \frac{\Gamma(1+\beta)}{\beta \cdot \Gamma(1+\beta)/2} \frac{\sin(\pi \cdot \beta/2)}{2^{[\beta-1]/2}} \right]^{2/\beta}, \quad \sigma_i^2 = 1
\]

where \( N \) denotes the Gaussian distribution, and the number of \( \beta \) is 1.5. The modified spiral updating position strategy is designed as follows: when the coefficient vector \( |A| \geq 1 \), as aforementioned, it is in the exploration phase, whales are supposed to explore around themselves instead of the global optimal individual. The Lévy flight strategy was employed to generate a new movement when the position of the current whale individual is updated, and it performed the long-distance step occasionally so that the exploration ability was improved. The mathematical model can be expressed as follows:

\[
x_i^{\text{new}} = x_i^t + D \cdot e^{\sin(2\pi t) \cdot \text{levy}(\beta)}, \text{if } |A| \geq 1
\]

When the coefficient vector \( |A| < 1 \), the tendency of the searching process will turn to exploitation. Whales are expected to exploit within the encirclement centered on the current global optimal individual. This strategy also has a positive impact on achieving a better tradeoff between exploitation and exploration. It is defined by:

\[
x_i^{\text{new}} = x_i^t + D \cdot e^{\sin(2\pi t) \cdot \text{levy}(\beta)}, \text{if } |A| < 1
\]

3.4. Modified Spiral Updating Position Strategy

In the original WOA algorithm, when a new position is beyond the search bounds, it usually replaces it by the bound. The proposed variant will change it by a random movement towards the search bound, which generally contributes to exploration. The new positions of whales are modified in accordance with the Equation (15).

\[
x_i^{\text{new}} = \begin{cases} 
UB + \text{rand} \cdot \frac{UB - x_i^t}{x_i^t - UB}, & \text{if } x_i^t > UB \\
LB + \text{rand} \cdot \frac{LB - x_i^t}{x_i^t - LB}, & \text{if } x_i^t < LB 
\end{cases}
\]

where \( UB \) and \( LB \) are the upper bound and the lower bound, respectively; \( \text{rand} \) is a random number in \([0,1]\).

3.5. Whole Framework for MSWOA

The main framework of the proposed MSWOA method is illustrated in Figure 3. First, the whale swarm was initialized by the chaotic initialization strategy. Thus, the initial whales could be evenly distributed in the search domain. Then, an improved random searching strategy and a modified spiral updating position strategy were introduced to make up the drawbacks of WOA and balance exploitation and exploration. Additionally, the enhanced position revising mechanism was adopted to make the whale population further explore the search space and yields a better MSWOA.
4. Numerical Optimization Experiments

In this section, to testify the superiority of MSWOA, the proposed algorithm was compared with six well-designed algorithms based on nineteen benchmark functions. These algorithms include WOA [26], MFO [11], hybrid particle swarm optimization with spiral-shaped mechanism (HPSO-SSM) [48], GWO [10], PSO-GWO [49], and Lévy flight trajectory-based whale optimization algorithm (LWOA) [40]. The detailed information about benchmark functions, experimental settings, and simulation results are illustrated in the remaining part of this section.

4.1. Benchmark Functions

The parameter settings for the nineteen numerical benchmark functions, which are extensively used to verify the effectiveness of metaheuristics by many researchers [50–52], are presented in Table 1, where Dim, S, and $f_{\text{max}}$ represent the dimension, the range of the solution domain, and the global optimum for each benchmark function, respectively. As shown in Table 1, there are three kinds of benchmark functions: The first group is seven unimodal benchmarks, which are usually utilized to test the exploitation ability. The second group includes six multimodal benchmarks, and Figure A1 presents the landscapes of four of the multimodal functions. It can be observed that there are many local optimal solutions near the global optimum, and the number of them will increase exponentially with dimension. The existence of these local optimal solutions increases the difficulty of finding the global optimal solution, which is a test for the exploration performance of the metaheuristics. The third group contains six fixed-dimension multimodal functions.
Table 1. Benchmark functions.

| F  | Test Function | Dim | S         | $f_{\text{min}}$ | Group   |
|----|---------------|-----|-----------|------------------|---------|
| F1 | $f_1(\mathbf{x}) = \sum_{i=1}^{n} x_i^2$ | 30  | $[-100,100] \cap$ | 0 | Unimodal |
| F2 | $f_2(\mathbf{x}) = \sum_{i=1}^{n} |x_i| + \prod_{i=1}^{n} |x_i|$ | 30  | $[-10,10] \cap$ | 0 | Unimodal |
| F3 | $f_3(\mathbf{x}) = \sum_{i=1}^{n} \left( \sum_{j=1}^{i} x_j \right)^2$ | 30  | $[-100,100] \cap$ | 0 | Unimodal |
| F4 | $f_4(\mathbf{x}) = \max\{|x_i| \leq i \leq n\}$ | 30  | $[-100,100] \cap$ | 0 | Unimodal |
| F5 | $f_5(\mathbf{x}) = \sum_{i=1}^{n} \left[ 100(x_{i-1}^2 + (x_i - 1)^2) \right]$ | 30  | $[-30,30] \cap$ | 0 | Unimodal |
| F6 | $f_6(\mathbf{x}) = \sum_{i=1}^{n} (x_i + 0.5)^2$ | 30  | $[-100,100] \cap$ | 0 | Unimodal |
| F7 | $f_7(\mathbf{x}) = \sum_{i=1}^{n} a_i + \text{random}[0,1]$ | 30  | $[-1.28,1.28] \cap$ | 0 | Unimodal |
| F8 | $f_8(\mathbf{x}) = \sum_{i=1}^{n} x_i \sin(\sqrt{\pi x_i})$ | 30  | $[-500,500] \cap$ | $-12569.5$ | Multimodal |
| F9 | $f_9(\mathbf{x}) = \sum_{i=1}^{n} x_i^2 - 10\cos(2\pi x_i) + 10$ | 30  | $[-5.12,5.12] \cap$ | 0 | Multimodal |
| F10 | $f_{10}(\mathbf{x}) = -20\exp\left\{-0.2 \cdot \frac{1}{n} \sum_{i=1}^{n} x_i^2 \right\} - \exp\left\{\frac{1}{n} \sum_{i=1}^{n} \cos(2\pi x_i)\right\} + 20 + e$ | 30  | $[-32,32] \cap$ | 0 | Multimodal |
| F11 | $f_{11}(\mathbf{x}) = \sum_{i=1}^{n} \left( \frac{x_i^2}{4000} \prod_{i=1}^{n} \cos \frac{x_i}{\sqrt{n}} \right)^2 - 1$ | 30  | $[-600,600] \cap$ | 0 | Multimodal |
| F12 | $f_{12}(\mathbf{x}) = \frac{\pi}{n} \left[ 10\sin^2(\pi x_i) + \sum_{j=1}^{n} (y_j - 1)^2 \left[ 1 + 10\sin^2(\pi y_j) \right] \right]$ | 30  | $[-50,50] \cap$ | 0 | Multimodal |
| F13 | $f_{13}(\mathbf{x}) = \sum_{i=1}^{n} \left\{ k(x_i - a)^{+} x_i > a \right\} \mu(x_i, a, k, m) + \sum_{i=1}^{n} \left\{ k(x_i - a)^{-} x_i < a \right\}$ | 30  | $[-50,50] \cap$ | 0 | Multimodal |
|     | $f_{13}(\mathbf{x}) = \sum_{i=1}^{n} \left\{ 3\sin(\pi x_i) + \sum_{j=1}^{n} (x_j - 1)^2 \left[ 1 + \sin^2(3\pi x_j + 1) \right] \right\}$ | 30  | $[-50,50] \cap$ | 0 | Multimodal |
| F14 | \( f_5(x) = \left( \frac{1}{500} + \sum_{i=1}^{14} \left( \frac{1}{\sum j(x_j - a_j)^2} \right) \right)^{-1} \) | 2 | \([-6.5, 6.5]^T\) | 1 | Fixed-dimension multimodal |
| F15 | \( f_5(x) = \sum_{i=1}^{20} \left( a_i - x_i (b_i^2 + b_i x_i) \right)^2 \) | 4 | \([-5.5]^T\) | 0.00030 | Fixed-dimension multimodal |
| F16 | \( f_6(x) = 4x_1^2 - 2.1x_1^4 + \frac{1}{3}x_1^6 + x_1x_2 - 4x_2^2 + 4x_2^4 \) | 2 | \([-5.5]^T\) | -1.0316 | Fixed-dimension multimodal |
| F17 | \( f_7(x) = -\sum_{i=1}^{5} \left( a_i \exp \left( \sum_{j=1}^{6} a_j (x_j - p_j)^2 \right) \right) \) | 3 | \([0.1]^T\) | -3.86 | Fixed-dimension multimodal |
| F18 | \( f_8(x) = -\sum_{i=1}^{4} \left( a_i \exp \left( \sum_{j=1}^{6} a_j (x_j - p_j)^2 \right) \right) \) | 6 | \([0.1]^T\) | -3.32 | Fixed-dimension multimodal |
| F19 | \( f_9(x) = -\sum_{i=1}^{k} \left( (X - a_i)(X - a_i)^T + c_i \right)^2 \) | 4 | \([0.10]^T\) | -10.1532 | Fixed-dimension multimodal |
4.2. Experimental Settings

All simulation experiments in this paper were performed on a PC independently, which had the following configuration: operating system, 64-bit Windows 10; CPU, Intel Core i5-8300 2.30 GHz, and simulation software, MATLAB R2012a. The specific information and parameter settings of the examined method are presented in Table 2. In this paper, 30 simulation experiments were carried out for each benchmark function with different dimensions, as listed in Table 1, and the average values (Mean), as well as the standard deviations (S.D.), are shown in Table 3. Meanwhile, all algorithms were sorted in accordance with its mean, and the rank results are presented in Tables 3. Moreover, the population size and the maximum iteration numbers of all numerical optimization experiments were set to 40 and 500, respectively.

| Algorithms          | Population | Iteration | Others                                                      |
|---------------------|------------|-----------|-------------------------------------------------------------|
| WOA [26]            | 40         | 500       | \(c = 2 \cdot \text{rand}, b = 1, A = (2 \cdot \text{rand} - 1) \cdot (2 - 2/t_{\text{max}})\) |
| MFO [11]            | 40         | 500       | \(t \in [-2,1]\)                                           |
| HPSO-SSM [48]       | 40         | 500       | \(\mu=4, \alpha=2, t \in [-1,1]\)                         |
| GWO [10]            | 40         | 500       | \(a_0 = 2\)                                                |
| PSO-GWO [49]        | 40         | 500       | \(a_{\infty}=2, a_0 = 0, C_1 = C_2 = 2.05\)               |
| LWOA [40]           | 40         | 500       | \(c = 2 \cdot \text{rand}, b = 1, A = (2 \cdot \text{rand} - 1) \cdot (2 - 2/t_{\text{max}})\) |
| MSWOA               | 40         | 500       | \(c = 2 \cdot \text{rand}, b = 1, m = 2, \alpha = 4, k = 2, A = (2 \cdot \text{rand} - 1) \cdot (2 - 2/t_{\text{max}})\) |
| Function | Dim | Criteria | WOA       | MFO        | HPSO-SSM   | GWO        | PSO-GWO    | LWOA       | MSWOA     |
|----------|-----|----------|-----------|------------|------------|------------|------------|------------|-----------|
| F1 30    |     | Mean     | 1.45 × 10⁻⁸ | 4.00 × 10⁻¹ | 3.34 × 10⁻¹ | 5.67 × 10⁻¹ | 3.47 × 10⁻⁸ | 2.00 × 10⁻⁸ | 2.53 × 10⁻⁸ |
|          |     | S.D.     | 1.36 × 10⁻⁹ | 1.54 × 10⁻¹ | 1.12 × 10⁻¹ | 1.80 × 10⁻³ | 3.23 × 10⁻⁸ | 7.64 × 10⁻⁹ | 2.40 × 10⁻⁸ |
|          |     | Rank     | 2          | 7          | 6          | 4          | 3          | 5          | 1         |
| F2 30    |     | Mean     | 1.42 × 10⁻⁵ | 2.73 × 10⁻¹ | 3.25       | 1.17 × 10⁻¹ | 4.22 × 10⁻⁷ | 5.73 × 10⁻⁹ | 8.94 × 10⁻⁸ |
|          |     | S.D.     | 1.28 × 10⁻⁵ | 4.48 × 10⁻¹ | 5.23       | 1.62 × 10⁻¹ | 1.65 × 10⁻⁷ | 2.12 × 10⁻⁸ | 2.43 × 10⁻⁸ |
|          |     | Rank     | 2          | 7          | 6          | 5          | 3          | 4          | 1         |
| F3 30    |     | Mean     | 3.36 × 10⁻⁴ | 2.24 × 10⁻¹ | 2.95       | 4.82 × 10⁻⁸ | 2.44 × 10⁻³ | 2.31 × 10⁻⁸ | 4.88 × 10⁻⁸ |
|          |     | S.D.     | 3.06e+004  | 4.00e+004  | 5.43       | 3.05 × 10⁻⁸ | 2.09 × 10⁻³ | 3.41 × 10⁻⁸ | 2.41 × 10⁻⁸ |
|          |     | Rank     | 7          | 5          | 4          | 3          | 2          | 6          | 1         |
| F4 30    |     | Mean     | 5.59 × 10⁴  | 6.25 × 10⁰   | 9.21 × 10⁻¹ | 8.23 × 10⁻⁴ | 3.91 × 10⁻² | 6.52       | 1.45 × 10⁻⁷ |
|          |     | S.D.     | 8.72 × 10⁴  | 2.32 × 10⁰   | 1.83       | 2.86 × 10⁻² | 1.87 × 10⁻² | 1.38       | 6.84 × 10⁻⁷ |
|          |     | Rank     | 6          | 7          | 4          | 3          | 2          | 5          | 1         |
| F5 30    |     | Mean     | 2.74 × 10⁻¹ | 1.01 × 10⁰   | 6.15 × 10⁻¹ | 2.70 × 10⁻⁴ | 2.78 × 10⁻⁶ | 2.64 × 10⁻⁴ | 2.58 × 10⁰  |
|          |     | S.D.     | 1.20       | 8.47 × 10⁰   | 1.66 × 10⁻¹ | 2.22       | 1.23       | 7.38 × 10⁻⁴ | 3.45       |
|          |     | Rank     | 4          | 7          | 6          | 3          | 2          | 5          | 1         |
| F6 30    |     | Mean     | 1.74 × 10⁻¹ | 9.91 × 10⁰   | 1.80 × 10⁻² | 4.32 × 10⁻² | 3.07       | 9.73 × 10⁻³ | 1.67 × 10⁻³ |
|          |     | S.D.     | 3.52 × 10⁻¹ | 9.39 × 10⁰   | 6.20 × 10⁻² | 1.02       | 8.17 × 10⁻⁵ | 6.48 × 10⁻³ | 4.53 × 10⁻³ |
|          |     | Rank     | 4          | 7          | 6          | 3          | 2          | 5          | 1         |
| F7 30    |     | Mean     | 2.15 × 10⁻¹ | 5.36 × 10⁰   | 9.80 × 10⁻¹ | 1.24 × 10⁻³ | 8.41 × 10⁻⁴ | 2.24 × 10⁻⁸ | 2.28 × 10⁻⁴ |
|          |     | S.D.     | 6.37 × 10⁻¹ | 2.12 × 10⁰   | 7.07 × 10⁻¹ | 1.45 × 10⁻⁵ | 2.54 × 10⁻⁴ | 5.96 × 10⁻³ | 3.08 × 10⁻³ |
|          |     | Rank     | 5          | 7          | 6          | 3          | 2          | 5          | 2         |
| F8 30    |     | Mean     | -1.08 × 10⁰ | -8.78 × 10⁰  | -8.74 × 10⁰ | -6.27 × 10⁰ | -3.08 × 10³ | -1.11 × 10⁴ | -1.01 × 10⁴ |
|          |     | S.D.     | 4.46 × 10³  | 1.58 × 10⁰   | 4.79 × 10⁰  | 1.56 × 10⁰  | 1.25 × 10⁰  | 2.74 × 10⁰  | 1.60 × 10⁰  |
|          |     | Rank     | 2          | 4          | 5          | 6          | 7          | 1          | 3         |
| F9 30    |     | Mean     | 0          | 1.67 × 10²   | 7.47 × 10⁰  | 3.00       | 0          | 1.67 × 10⁰  | 0          |
|          |     | S.D.     | 0          | 1.25 × 10²   | 1.21 × 10⁰  | 1.23 × 10⁰  | 0          | 9.15 × 10⁰  | 0          |
|          |     | Rank     | 1          | 7          | 6          | 4          | 1          | 5          | 1         |
| F10 30   |     | Mean     | 5.15 × 10⁻¹⁵| 1.01 × 10⁰   | 2.76       | 5.84 × 10⁻¹⁴| 5.86 × 10⁻¹⁵| 5.42 × 10⁻⁸ | 3.25 × 10⁻¹⁵|
|          |     | S.D.     | 8.40 × 10⁻¹⁵| 2.76 × 10⁰   | 4.21       | 2.87 × 10⁻¹⁴| 5.30 × 10⁻¹⁵| 2.85 × 10⁻⁷ | 4.10 × 10⁻¹⁵|
|          |     | Rank     | 2          | 7          | 6          | 4          | 3          | 5          | 1         |
| F11 30   |     | Mean     | 1.39 × 10⁻² | 1.88 × 10⁰   | 7.35 × 10⁻² | 4.76 × 10⁻² | 0          | 8.92 × 10⁻³ | 0          |
|          |     | S.D.     | 1.31 × 10⁻² | 1.14 × 10⁰   | 3.97 × 10⁻² | 2.50 × 10⁻² | 0          | 4.87 × 10⁻² | 0          |
|          |     | Rank     | 6          | 7          | 4          | 3          | 1          | 5          | 1         |
| F12 30   |     | Mean     | 1.53 × 10⁻² | 3.73        | 3.67 × 10⁻² | 4.11 × 10⁻² | 2.90 × 10⁻⁵ | 9.55 × 10⁻⁶ | 3.13 × 10⁻⁶ |
|          |     | S.D.     | 3.10 × 10⁻² | 5.66        | 2.15e-001  | 7.04 × 10⁻² | 1.14 × 10⁻⁵ | 8.63 × 10⁻⁷ | 8.05 × 10⁻⁵ |
|          |     | Rank     | 3          | 7          | 6          | 5          | 4          | 6          | 1         |
| F13 30   |     | Mean     | 3.55 × 10⁻¹ | 1.43 × 10⁰   | 5.79 × 10⁻¹ | 4.09 × 10⁻¹ | 1.98       | 3.86 × 10⁻³ | 2.65 × 10⁻³ |
|          |     | S.D.     | 7.03 × 10⁻¹ | 3.25 × 10⁰   | 2.06       | 4.87 × 10⁻¹ | 7.82 × 10⁻³ | 1.03 × 10⁻¹ | 5.05 × 10⁻³ |
|          |     | Rank     | 3          | 7          | 5          | 4          | 6          | 1          | 2         |
| F14  | 2   | Mean  | 2.86  | 1.29  | 9.96  | 4.03  | 5.22  | $9.98 \times 10^{-1}$ | 2.96  |
|      |     | S.D.  | 8.78  | 1.44  | $1.29 \times 10^{1}$ | $1.26 \times 10^{1}$ | $1.21 \times 10^{1}$ | $5.76 \times 10^{-1}$ | 8.73  |
|      |     | Rank  | 3     | 2     | 7     | 5     | 6     | 1                  | 4     |
| F15  | 4   | Mean  | $7.44 \times 10^{-4}$ | $9.93 \times 10^{-4}$ | $1.07 \times 10^{-2}$ | $4.38 \times 10^{-3}$ | $8.60 \times 10^{-3}$ | $7.22 \times 10^{-4}$ | $4.40 \times 10^{-4}$ |
|      |     | S.D.  | $1.17 \times 10^{-3}$ | $1.13 \times 10^{-3}$ | $3.20 \times 10^{-2}$ | $2.53 \times 10^{-2}$ | $3.11 \times 10^{-2}$ | $1.19 \times 10^{-3}$ | $4.12 \times 10^{-4}$ |
|      |     | Rank  | 3     | 4     | 7     | 5     | 6     | 1                  | 4     |
| F16  | 2   | Mean  | $-1.03$ | $-1.03$ | $-1.03$ | $-1.03$ | $-1.03$ | $-1.03$ | $-0.03$ |
|      |     | S.D.  | $1.37 \times 10^{-9}$ | $5.17 \times 10^{-14}$ | $6.28 \times 10^{-14}$ | $2.57 \times 10^{-8}$ | $2.62 \times 10^{-8}$ | $1.95 \times 10^{-7}$ | $4.50 \times 10^{-15}$ |
|      |     | Rank  | 4     | 2     | 3     | 5     | 7     | 6                  | 1     |
| F17  | 3   | Mean  | $-3.85$ | $-3.86$ | $-3.86$ | $-3.86$ | $-3.85$ | $-3.85$ | $-3.86$ |
|      |     | S.D.  | $1.52 \times 10^{-2}$ | $9.93 \times 10^{-13}$ | $2.55 \times 10^{-13}$ | $7.63 \times 10^{-3}$ | $8.21 \times 10^{-3}$ | $1.33 \times 10^{-2}$ | $1.00 \times 10^{-2}$ |
|      |     | Rank  | 7     | 2     | 1     | 3     | 5     | 6                  | 4     |
| F18  | 6   | Mean  | $-3.27$ | $-3.24$ | $-3.06$ | $-3.28$ | $-2.72$ | $-3.21$ | $-3.24$ |
|      |     | S.D.  | $2.44 \times 10^{-1}$ | $1.87 \times 10^{-3}$ | $1.46$ | $1.74 \times 10^{-4}$ | $1.20$ | $3.38 \times 10^{-1}$ | $2.71 \times 10^{-1}$ |
|      |     | Rank  | 2     | 3     | 6     | 1     | 7     | 5                  | 4     |
| F19  | 4   | Mean  | $-9.12$ | $-5.66$ | $-8.39$ | $-8.63$ | $-4.87$ | $-7.11$ | $-9.64$ |
|      |     | S.D.  | $6.44$ | $1.15 \times 10^{1}$ | $8.73$ | $7.32$ | $2.55 \times 10^{-2}$ | $9.95$ | $4.83$ |
|      |     | Rank  | 2     | 6     | 4     | 3     | 7     | 5                  | 1     |

Bold is the optimal value.
4.3. Simulation Results Analysis

In this subsection, comparative numerical optimization experiments were conducted among the WOA [26], MFO [11], HPSO-SSM [48], GWO [10], PSO-GWO [49], LWOA [40], and MSWOA. Table 3 presents the mean and S.D. of the algorithms. Moreover, from Figures 4-13, we can see the convergence curves for these seven metaheuristic swarm optimization algorithms.

4.3.1. Unimodal function (F1–F7)

From Table 3, it can be indicated that the MSWOA method obtained a better performance compared with the other six optimization algorithms for most unimodal functions (F1, F2, F3, F4, and F5). Particularly, for functions F3 and F4, the average value and the standard deviation of MSWOA were significantly improved when compared with the standard WOA. This finding supports that the modified spiral updating position strategy was beneficial for MSWOA to balance the exploitation and exploration process, which cause the algorithm to have better search performance. In addition, LWOA showed strong competitiveness on function F6, and MSWOA did not perform as well as LWOA in this function but better than the standard WOA. Note that both MSWOA and LWOA adopted Levy flight in designing their search mechanism. Regarding function F7, the PSO-GWO could achieved the best value, while MSWOA came in second place.

Figures 4–7 illustrate the convergence curves of the average values of 30 runs for part of the unimodal benchmark functions (F1, F3, F5, and F7). Figure 4 shows that the MSWOA algorithm had the best search accuracy and the fastest convergence speed. Figure 5 indicates that MSWOA overtook the other six algorithms in terms of search results and convergence rate, while PSO-GWO ranked second. Figure 6 demonstrates that WOA, GWO, PSO-GWO, LWOA, and MSWOA had very close search accuracy, but the convergence speed of the proposed MSWOA was super to that of the other four algorithms. From Figure 7, it can be seen that MSWOA converged faster in the initial stage of the searching process, yet PSO-GWO obtained slightly higher search precision in the latter period.

![Figure 4. Optimization results for F1 (Dim = 30).](image-url)
4.3.2. Multimodal functions (F8–F13):

As for the multimodal functions, several observations can be obtained based on Table 3: MSWOA could locate the theoretically global optimum for functions F9 and F11. As a result of integrating the improved random searching strategy, as well as the enhanced position updating strategy, the exploration ability of MSWOA was strengthened. In addition, MSWOA outperformed the other six optimization methods on function F10, and its mean value had slight advantages when compared with WOA and PSO-GWO. On function F12 and F13, LWOA gained the best results, while the proposed MSWOA also exhibited strong competitiveness on these two multimodal functions. Moreover, WOA, LWOA, and MSWOA achieved similar mean values on function F8, which were
better than the results of the other metaheuristics, but LWOA stood out among those three algorithms.

Figures 8–10 are the convergence curves of partial multimodal functions (F10, F11, and F13). As shown in Figure 8, the MSWOA obtained a faster convergence speed and better search accuracy, and the WOA and PSO-GWO also displayed outstanding optimization results. Figure 9 demonstrates that MSWOA and PSO-GWO outperformed other methods as both of them could reach the global optimal value, but the convergence rate of MSWOA was higher. Figure 10 illustrates that all the tested algorithms, except MFO, obtained very close performances in the early stage; however, LWOA showed a promising final search accuracy.

Figure 8. Optimization results for F10 (Dim = 30).

Figure 9. Optimization results for F11 (Dim = 30).

Figure 10. Optimization results for F13 (Dim = 30).
4.3.3. Fixed-dimension multimodal functions (F14–F19):

MSWOA generally overtook the other six algorithms. More precisely, MSWOA could nearly reach the best solution on functions F15, F16, and F19, and it also exhibited great advantages on stability. With respect to function F14, LWOA was superior to the other competitors. On function F17, MFO, HPSO-SSM, GWO, and MSWOA showed little difference in search accuracy, but HPSO-SSM was more stable. In addition, GWO got a high-quality mean solution on function F18.

Figures 11–13 display the convergence graphs of three selected fixed-dimension multimodal functions (F15, F18, and F19). From Figure 11, we can see that the search results of all the algorithms were roughly the same. However, MSWOA owned the fastest convergence speed. Figure 12 presents that GWO had a better performance in search accuracy and convergence rate in the final stage. The plot in Figure 13 reveals that MSWOA possessed excellent capability in jumping out of the local optimums and converged towards the global optimum closely and quickly, while MFO and PSO-GWO reached the stagnation state prematurely, which led to poor search results.

Figure 11. Optimization results for F15 (Dim = 4).

Figure 12. Optimization results for F18 (Dim = 6).
Therefore, from the above descriptions and discussions of the simulation results of numerical optimization experiments, it can be seen that compared with other six SI algorithms, the proposed MSWOA method had better optimization accuracy and convergence speed for the majority of the nineteen classical benchmark problems, which indicates that the proposed strategies are practical and successful.

To further testify the effectiveness of the proposed variant, we applied MSWOA to analog circuits fault diagnosis, and the detailed information is presented in the next section.

5. Application of MSWOA in Fault Diagnosis of Analog Circuits

In this section, we utilized the Multisim14 software to simulate two well-known filter circuits, namely the Sallen–Key band pass filter circuit and the four-op-amp biquad high-pass filter circuit. For a start, we set the maximum deviation of components to be 40% for the soft faults. In each experiment, only one component was selected as the fault component at a time, and the parameters of other components were within the tolerance. Then, the Monte Carlo simulation analysis was conducted on each state of the test circuit. We extracted the features using a wavelet packet and then randomly divided those data into the training set and testing set. After that, the kernel parameter $\gamma$ and the penalty parameter $C$ of SVM were optimized by the proposed MSWOA method, while the diagnosis accuracy was defined as the fitness function of the MSWOA during the optimization process. Finally, we applied the trained SVM to the fault diagnosis of analog circuits.

We conducted a total of two sets of diagnosis experiments in this literature. Two different optimization methods, namely, PSO and WOA, were compared with the proposed MSWOA in each group of tests. The overall process of fault diagnosis of analog circuits based on SVM and MSWOA is illustrated in Figure 14.

5.1. Fault Diagnosis of Sallen–Key Bandpass Filter Circuit

![Figure 13. Optimization results for F19 (Dim = 4).](image)

![Figure 14. The overall process of analog circuits fault diagnosis.](image)
5.1.1. Simulation Settings

The Sallen–Key bandpass filter circuit is presented in Figure 15. Parameters of the circuit were set as follows: the resistor tolerance was rated to 5%, and the capacitance tolerance value was 10%. We applied a sinusoidal excitation signal to the circuit (amplitude 5 Vrms, period 10 kHz), and the voltage signals of the output node were collected.

![Figure 15. Sallen–Key bandpass filter circuit.](image)

As mention above, the maximum fault deviation rate was 40%, and the parameter settings of different fault categories are exhibited in Table 4, where ↑ represents the actual value was higher than the normal state, and ↓ represents the actual value was lower than the normal state. Table 4 indicates that the Sallen–Key band pass filter circuit had nine kinds of different running states, including one normal state and eight soft fault sates.

| Fault Type | Nominal | Tolerance Range | Corresponding Fault Range |
|------------|---------|----------------|--------------------------|
| Normal     | -       | -              | -                        |
| C ↓        | 5 nF    | 10%            | [3 nF, 4.5 nF]           |
| C ↑        | 5 nF    | 10%            | [5.5 nF, 7 nF]           |
| C ↓        | 5 nF    | 10%            | [3 nF, 4.5 nF]           |
| C ↑        | 5 nF    | 10%            | [5.5 nF, 7 nF]           |
| R ↓        | 2 kΩ    | 5%             | [1.2 kΩ, 1.9 kΩ]        |
| R ↑        | 2 kΩ    | 5%             | [2.1 kΩ, 2.8 kΩ]        |
| R ↓        | 2 kΩ    | 5%             | [1.8 kΩ, 2.85 kΩ]       |
| R ↑        | 2 kΩ    | 5%             | [3.15 kΩ, 4.2 kΩ]       |

5.1.2. Feature Extraction

Feature extraction is a key step for many pattern recognition problems. In this paper, we used wavelet packet to extract features from the raw data sampled from the output node of the circuits. Part of the normalized fault features are shown in Figure 16. A total of eighty sets of data were gathered for each state. We randomly selected half of them as the training set, and the others as the testing set.
5.1.3. Experimental results and analyses

In this subsection, MSWOA was compared with two other SI algorithms (PSO and WOA) by optimizing the SVM parameters for fault diagnosis. These three algorithms adopted the same initialization parameters in the experiments: The population size and the maximum number of iterations were set to 20 and 100, respectively. For a fair comparison, each of the three algorithms was executed 20 times independently to eliminate the contingency of one experimental result. The statistical results are demonstrated in Figure 17, where the B.V., W.V., and A.V. mean the best value, the worst value, and the average value of the 20 experimental results, respectively.

![Figure 16. Normalized fault features.](image)

As we can see from Figure 17, due to the strong searchability of MSWOA, the optimal value of the diagnosis result of SVM optimized by MSWOA was the greatest. Regarding the worst value, the result obtained by the MSWOA-SVM method was increased about 1.94% and 0.83% compared to that of PSO-SVM and WOA-SVM. And when it comes to the average value, the result of MSWOA-SVM was 1.07% and 0.64% higher than that of PSO-SVM and WOA-SVM, which indicates that the MSWOA algorithm improved its capacity of escaping the local optimal solution. In addition, Figure A2 presents the box plots, which include the median value, the upper and lower edges, and the 3/4 and 1/4 values in 20 results. It can be observed that the whole distribution of MSWOA was more concentrated than its competitors, which means MSWOA has stronger stability and robustness.

![Figure 17. Diagnosis results of the Sallen–Key band pass filter circuit.](image)

Figure 18 shows the diagnostic accuracy curves of SVM optimized by PSO, WOA, and MSWOA, respectively. In each of those three figures, the mean fitness curve and the best fitness curve were...
obtained by the whole population in one optimization process (100 iterations). From those figures, we can conclude that the SVM optimized by the proposed MSWOA had the best performances in accuracy and speed.

![Diagnosis curves based on PSO](image1)

![Diagnosis curves based on WOA](image2)

![Diagnosis curves based on MSWOA](image3)

Figure 18. Fault diagnosis accuracy curves of the three methods optimized support vector machine (SVM).

### 5.2. Fault Diagnosis of Four-Op-Amp Biquad High-Pass Filter Circuit

#### 5.2.1. Simulation Settings

The second group of fault diagnosis experiments was conducted on the four-op-amp biquad high-pass filter circuit, as shown in Figure 19. The parameters of which were set as follows: the value of resistor tolerance in the circuit was 5%, while the capacitance tolerance was rated to 10%. In addition, we applied a sinusoidal excitation signal (amplitude 10 Vrms, frequency 2 kHz) to this circuit, and collect the voltage signal outputs from the out node.

The maximum fault deviation rate was set to 40%, and the parameter settings of different fault types are exhibited in Table 5, where ↑ represents the actual value is higher than the normal state, and ↓ represents the actual value is lower than the normal state. It can be concluded from Table 5, there were seven kinds of different running states, including one normal state and six soft fault states, for the four-op-amp biquad high-pass filter circuit.

![Four-op-amp biquad high-pass filter circuit](image4)

Figure 19. Four-op-amp biquad high-pass filter circuit.
Table 5. Fault types of four-op-amp biquad high-pass filter circuit.

| Fault Type | Nominal | Tolerance Range  | Corresponding Fault Range |
|------------|---------|------------------|---------------------------|
| Normal     | -       | -                | -                         |
| C, ↓       | 5 nF    | 10%              | [3 nF, 4.5 nF]            |
| C, ↑       | 5 nF    | 10%              | [5.5 nF, 7 nF]            |
| R, ↓       | 6 kΩ    | 5%               | [3.6 kΩ, 5.7 kΩ]          |
| R, ↑       | 6 kΩ    | 5%               | [6.3 kΩ, 8.4 kΩ]          |
| 3R, ↓      | 6 kΩ    | 5%               | [3.6 kΩ, 5.7 kΩ]          |
| 3R, ↑      | 6 kΩ    | 5%               | [6.3 kΩ, 8.4 kΩ]          |

5.2.2. Experimental Results and Analyses

Similar to the first group of analog circuit fault diagnosis experiment described in the previous subsection, in this part, the MSWOA algorithm was compared with PSO and WOA by optimizing the SVM parameters for fault diagnosis. The initialization parameters settings for the three metaheuristic optimization algorithms were identical to the first group, i.e., the swarm size was 20, and the maximum steps of iterations were 100. To avoid the contingency of one experimental result, we performed 20 executions of each algorithm, and the statistics are presented in Figure 20, where the B.V., W.V., and A.V. mean the best value, the worst value, and the average value of the twenty experimental results, respectively.

![Circuit diagnosis accuracy (Bars denote S.D.)](image)

Figure 20. Diagnosis results of four-op-amp biquad high-pass filter circuit.

As shown in Figure 20, the proposed MSWOA method did better than the other two algorithms, which means that the proposed strategies effectively facilitate the performances of the original WOA algorithm. Besides, Figure A3 illustrates the box plots achieved by the 20 diagnosis results. It can be noticed that the MSWOA method obtained a more concentrated distribution, which indicates a lower standard deviation. Additionally, the red curves and the blue curves shown in Figure 21 are the best fitness values and the mean fitness values obtained by the whole population in one optimization process (100 iterations) of PSO, WOA, and MSWOA, respectively. From this figure, we can conclude that the classifiers optimized by the proposed MSWOA and WOA had better performances in accuracy. In general, SVM optimized by the MSWOA algorithm was more practical and efficient in circuit fault diagnosis.
6. Conclusions

Faced with complex optimization problems, the original WOA algorithm may drive the search to premature convergence or be stuck at the local optimal solutions, etc. To overcome those disadvantages, a multi-strategy ensemble whale optimization algorithm (MSWOA) was developed in this paper. The proposed MSWOA first adopted the chaotic initialization strategy so that the whale swarm could be evenly distributed in the search area. Then, two strategies of the conventional WOA was modified to facilitate its search performance. More precisely, by introducing the best search agent as a reference target, the random searching strategy was enhanced to reduce blindness and accelerate the convergence during optimization. Furthermore, the spiral updating position strategy was improved by the Levy flight, which has a high ability to balance exploration and exploitation. Finally, the enhanced position revising mechanism was designed to strengthen exploration ability further and yields a better MSWOA.

A large number of comparative experiments were conducted to validate the effectiveness of the MSWOA algorithm. For a start, we performed extensive numerical optimization simulation experiments based on nineteen classical benchmark problems, which were extensively used to test the performance of metaheuristics. Moreover, MSWOA was thoroughly compared with six well-established optimization methods. Comparison results indicated that the proposed MSWOA could achieve good results for the majority of the nineteen benchmark problems. Additionally, to further testify the performances of the MSWOA algorithm, we applied the MSWOA to the fault diagnosis of analog circuits. Empirical studies indicated that the diagnostic accuracy of the SVM optimized by the proposed MSWOA was the highest, which reflects that MSWOA possesses excellent practicability in the circuit fault diagnosis field. Therefore, the proposed MSWOA can be considered as a novel and efficient tool for addressing the numerical optimization problems and analog circuit fault diagnosis tasks.

However, for a few fixed-dimension multimodal functions, MSWOA had no obvious superiorities compared with other algorithms. Therefore, how to facilitate the MSWOA accuracy and speed for fixed-dimension multimodal functions still deserves further study.
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Appendix A

**Figure A1.** 2-Dimensional forms of the multimodal functions.

**Figure A2.** Box plots of fault diagnosis results of the Sallen–Key band pass filter circuit.
Figure A3. Box plots of fault diagnosis results of four-op-amp biquad high-pass filter circuit.
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