Abstract A clustering and classification method using a Gaussian mixture model (GMM) is used to summarize and simplify meteorological data from a numerical weather prediction (NWP) model. Each horizontal grid in the integration domain of the NWP model is characterized by a feature vector, which consists of a multivariable with multiple pressure levels. All horizontal grids at every forecast time are classified based on the GMM clustering. The classification results show that grids are clustered into air masses or disturbances with the same meteorological characteristics. This paper describes application of the proposed classification method as a framework to verify the forecast of surface solar irradiance from the NWP model. Satellite observation data are used as the reference so that verification can be performed over the integration domain of the NWP model for each air mass or disturbance that moves and changes shape over time. The mean square error (MSE) is decomposed into the square of the mean error and the MSE between variables centered on zero, the square root of which is called the centered root mean square error (CRMSE). The analyses are performed for forecast data over a 2 day forecast horizon. The change in mean error is not significant until the second day, whereas the CRMSE is maintained only during the first day. Each air mass has a different forecast error structure. The proposed framework clarifies the structure of the forecast error of the surface solar irradiance.

1. Introduction

Numerical weather prediction (NWP) models provide a large amount of meteorological forecast data. The datasets contain data about meteorological variables, which are often defined on grid points. Although much information can be obtained from these datasets, the data size is huge. However, there is redundancy in the datasets because there is a correlation between meteorological variables and atmospheric conditions on a grid are strongly connected to those on neighboring grids. When the meteorological fields are analyzed, changes in all meteorological variables in the three-dimensional grid space should be considered simultaneously. Thus, a method for simplifying and summarizing the data is needed in order to understand the characteristics of weather conditions in three dimensions.

Clustering is used to identify groups with similar characteristics with no prior information (Wilks, 2011). One aim of clustering is to provide summarized information in a simple form. Many meteorology and climatology studies have used clustering. Pernin et al. (2016) and Vrac et al. (2005) performed cluster or classification analyses of air columns to identify air masses in the global field. In their analysis vertical profiles of temperature and humidity feature air columns. Pernin et al. (2016) used copulas and Vrac et al. (2005) used a Gaussian mixture model (GMM) as core methods in their classification algorithms. In the present work, clustering with the GMM is used as a main part of the algorithm. The grids in the integration domain of the NWP model are classified into clusters with the same meteorological characteristics. As a result, air masses and disturbances can be marked up as clusters.

The forecast quality of the surface solar irradiance is verified by using the proposed method. Cloud is the most important factor determining surface solar irradiance. Cloud properties are related to the atmospheric conditions where the cloud is formed (Cotton et al., 2011), and cloud accompanies air masses and...
disturbances. Thus, the representation of cloud or surface solar irradiance should be evaluated following the air masses and disturbances. The results of the classification help to identify air masses and disturbances. Ohtake et al. (2015) and Perez et al. (2013) evaluated the forecast quality of the surface solar irradiance at fixed points, namely, at ground observation stations. However, the proposed approach gives the forecast quality for each air mass or disturbance, which enables us to understand the forecast quality information that accompanies air masses and disturbances. We show not only the evaluation of forecast quality for each air mass, but also differences in changes in forecast quality between different air masses as the forecast time progresses.

The rest of the paper is organized as follows. Section 2 presents information on the data used in this work. Clustering and classification with the GMM and the proposed algorithm are discussed in Section 3. The results of the proposed method and the framework for evaluating the forecast quality of surface solar irradiance are reported in Section 4. Section 5 gives the conclusions.

2. Data

2.1. Weather Forecast Data From the NWP Model

The grid point value (GPV) weather forecast data product provided by the Japan Meteorological Agency (JMA) from the mesoscale meteorological (MSM) model is used. The GPV forecast data of the MSM covers Japan and neighboring areas in East Asia (Figure 1). The JMA MSM model is an operational non-hydrostatic model based on a newly developed model called ASUCA (A System based on a Unified Concept for Atmosphere; Japan Meteorological Agency, 2014). Forecasting using ASUCA started in February 2017.

The meteorological variables on the three-dimensional grids in the data product are zonal, meridional, and vertical wind speed, geopotential, specific humidity, and temperature. The data for the variables at pressure levels of 300, 400, 500, 600, and 700 hPa are used. These levels are in the free atmosphere where friction from the ground can be ignored. These variables are used as the feature vector for the cluster analysis. The aim of the clustering is to survey atmospheric conditions, especially synoptic-scale weather phenomena. The variables for the lower troposphere and near surface are likely affected by smaller-scale phenomena characteristic of the local area and strongly related to the surface conditions and the topography. Thus, these variables are not used as features for cluster analysis.

Surface solar irradiance included in the data product is given as an averaged value over 1 h on horizontal grids. Forecast data for the surface solar irradiance started to be delivered in December 2017. The surface solar irradiance data is standardized using downward solar irradiance at the top of atmosphere. This standardized variable is called the clearness index (CI) (Woyte et al., 2007). Due to this modification, the diurnal and seasonal cycles related to the Earth’s rotation and revolution are reduced. The downward solar irradiance at the top of atmosphere is included in the AMATERASS data product mentioned below.

Figure 1. (a) Classification of data at FCST 3 with an initial time of 06:00 JST on May 3, 2018 and (b) filtered classification results. Colors represent clusters. Boundaries between clusters are shown as white lines.
The MSM forecast data product for the year 2018 is used. The forecast cycle of the MSM forecast for the year is eight forecasts per day. The initial times of the forecasts are every 3 h from 00:00 JST. The forecast horizon ranges from 1 to 39 h after the initial time. The forecast data intervals are 1 and 3 h for surface solar irradiance and three-dimensional variables, respectively. The forecast data at time $H$ JST is defined as the averaged value over 1 h from $H$ JST (i.e., from $H:00$ to $H:59$) in this work. For simplicity, the forecast time $f$ hours after the initial time is abbreviated as FCST $f$.

The horizontal resolution of the variables on the three-dimensional grid is about 10 km and that for the surface solar irradiance is about 5 km. The surface solar irradiance data is arranged on the 10 km grid using the smoothing and subsampling technique called image pyramids. In the procedure, the mean of the surface solar irradiance over $2 \times 2$ grids on a 5 km grid is computed and arranged on the 10 km grid, the center of which coincides with the center of the $2 \times 2$ grids. The latitude grid size is 253 and the longitude grid size is 241. The total number of horizontal grids is 60,973.

2.2. Solar Irradiance Data From Geostationary Satellite Observations

The AMATERASS dataset includes data about cloud properties, solar irradiance, meteorological variables, and photovoltaic electric output. The cloud properties and solar irradiance data are based on observations from the JMA geostationary satellite Himawari-8 (Bessho et al., 2016) and have a data interval of 2.5 min and spatial resolution of about 1 km over Japan. An advantage of the dataset is that full-resolution data for every observation can be provided. Fast computation of the surface solar irradiance is achieved by an algorithm for emulating the radiative transfer model using a neural network (Takenaka et al., 2011). The surface solar irradiance and the irradiance at the top of the atmosphere are used and rearranged on the 10 km horizontal grid to fit the three-dimensional MSM data. The averaged value over 1 h is used.

The present version of the algorithm does not include radiative effects of aerosols. The surface solar irradiance of the AMATERASS dataset has been evaluated by Damiani et al. (2018). They compared surface solar irradiance derived from AMATERRASS datasets and ground observations at four observation stations in Japan. They reported that the mean error (ME) ranged from 20 to 30 W/m², which means that Himawari-8 overestimated the ground-based observations; the root mean square error (RMSE) ranged from 80 to 100 W/m²; and the correlation coefficient was 0.95–0.96. Additionally, they evaluated the aerosol effect as 10–15 W/m² under clear-sky conditions measured with the ME. The surface solar irradiance data from the AMATERASS dataset is used as the reference for verifying the forecast quality of the NWP model. Thus, the verification results in this work may be different from those using ground observation data as a reference.

3. Methodology

3.1. Clustering With the GMM

The GMM is a linear combination of different Gaussian models. Clustering with the GMM is a model-based approach, in which the GMM is fitted to the test data, and the number of clusters is equal to the number of GMM components. The expectation–maximization (EM) algorithm is used to conduct maximum likelihood estimation for the GMM (Dempster et al., 1977). The EM algorithm consists of expectation and maximization steps, which are iterated until the likelihood reaches its maximum. In the EM algorithm, latent variables or missing variables are introduced to simplify the maximum likelihood solution. For mixture model problems, the latent variable is the indicator variable, which is a binary variable and represents from which mixture model components an observation comes. A detailed description of clustering with the GMM is given by Bishop (2006). The advantage of clustering with the GMM for meteorological data is that the correlation structure of the feature vector is considered, which decreases the redundancy of information in the feature vector.

When the GMM is used for classification, the results of the clustering are used as the classification rule. For a test data vector, the dissimilarity is measured with the probability that the test data come from a component in the GMM. The test point is assigned to the cluster with the highest probability.

To determine the number of components, the Bayesian information criterion (BIC) is used as the complexity measure. The BIC considers the fitness of the data for the estimated distribution and the complexity of the mode, and a smaller BIC indicates a more suitable model. However, the results of the analyses do not show the minimum for the testing range (Figure 2). The BIC decreases gradually as the number of components
increases. For clustering, the number of groups should not be so large as to become too complex. The procedure to determine the number of components is as follows.

1. The change in the BIC from \( n \) and \( n + 1 \) components is fitted with an inverse exponential curve as a function of the number of components, \( n \).
2. The ratios of the change in BIC to the change at \( n = 2 \) (i.e., the change from two to three components) are computed.
3. When the ratio at \( n \) becomes smaller than 0.1, \( n \) is determined as the number of components of the GMM, namely, the number of clusters.

Each feature has a different contribution to the classification. Removing features with lower contributions can increase the simplicity without degrading the classification. The relative importance of features for the classification can be evaluated using random forest classification (Breiman, 1996; Hastie et al., 2009; Louppe et al., 2013). The importance of a variable is measured with the mean decrease in impurity importance. The results of the classification of the GMM are used as the training data for the random forest, and the Gini index is used as the impurity measure.

The clustering with the GMM is performed twice in the proposed method. The classification rule and number of clusters are determined in the first clustering analysis with the GMM. The features selection using the random forest is made after the first clustering analysis. Then, the second clustering analysis is performed using a feature vector, which consists of only variables with higher importance. The classification rule and the number of clusters are updated. The results of the second cluster analysis are used in the following analyses.

The procedure for clustering and classification with the GMM is executed using Scikit-learn Python packages (Pedregosa et al., 2011).

### 3.2 Algorithm

The algorithm for the proposed method consists of three main parts (Figure 3).

![Figure 2](image-url)  
*(a) BIC as a function of the number of components of the GMM. (b) Change in BIC as the number of components increases. The number of components on the horizontal axis is that before the increase. The filled point is the point chosen according to the procedure.*

**Figure 3.** Overview of the forecast verification framework.
1. The GMM clustering is performed for data in each month. Data for four initial times, 00:00, 06:00, 12:00, and 18:00 JST, on every day of the month are used in the clustering. The training data are the forecast data 3 h after the initial time (FCST 3). Forecast data with large errors are poor training data because the classification rule is affected by the unrealistic weather conditions. It is assumed the forecast error does not inflate until FCST 3. One thousand horizontal grid points, which is about 1/60 of the total number of grids, are chosen randomly from the test data, and then feature vectors at randomly chosen grids from all test data are analyzed by the GMM clustering.

2. The results from the GMM clustering are applied as the classification rule. All grid points from all data in the month are classified according to the rule (Figure 1a).

3. The result of the GMM clustering is noisy. The two-dimensional median filter is applied five times to smooth out the data, and air masses appear (Figure 1b).

3.3. Evaluation of the Forecast Quality of Surface Solar Irradiance With the Moving Air Masses

The metrics used to measure the forecast quality over all grids in each air mass are the ME and the RMSE,

\[ \text{ME} = \frac{1}{n} \sum_{i=1}^{n} (f_i - s_i) = \bar{f} - \bar{s} \]

\[ \text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (f_i - s_i)^2} \]

where \( f_i \) and \( s_i \) are CIs from the NWP model and satellite observations at grid \( I = \{1, \ldots, n\} \) and \( n \) is the number of grids in a cluster domain.

MSE, which is the square of the RMSE, can be decomposed into four components (Murphy, 1988).

---

**Figure 4.** Summary of variables of the feature vector in each cluster. Panels (a) to (f) show features from C0 to C5. The variables are named with a letter from the abbreviation of the meteorological variable and the pressure level. The meteorological variables are abbreviated as follows: g, geopotential height; u, horizontal wind speed; t, air temperature. The pressure levels are abbreviated using the number of hundreds. For example, geopotential height at 300 hPa is abbreviated to g3.
Here, $sd_f$ and $sd_s$ are the standard deviation for the NWP forecast and satellite observation, respectively, and $r_{fs}$ is Pearson’s correlation coefficient.

Using the ratio of the standard deviation of CI from the NWP to that from the satellite observation, $\alpha = sd_f / sd_s$, MSE is written

$$\text{MSE} = (\text{ME})^2 + (1 + \alpha)sd_i^2 - 2\alpha sd_f sd_s r_{fs}$$

To remove the effect of ME from RMSE the centered root mean square error (CRMSE; RMSE for the centered or unbiased variable) is also used.

$$\text{CRMSE} = \sqrt{(\text{MSE} - \text{ME}^2)} = \sqrt{(1 + \alpha)sd_i^2 - 2\alpha sd_f^2 r_{fs}}$$

ME measures the difference in the mean surface solar irradiance and the cloud thickness over the domain. Ratio $\alpha$ measures the agreement of nonuniformity of the surface solar irradiance (cloud thickness) over the domain. The correlation coefficient summarizes the concordance of the surface solar irradiance between the NWP model and satellite observations at every grid in the domain. Consistency in cloud formation, cloud displacement, and differences in cloud thickness directly cause lower concordance.
4. Results and Applications

4.1. Detection and Tracing of Air Masses

The results of the classification in May 2018 are used in the analyses in this section. There is a seasonal cycle in the atmospheric conditions. To reduce the effect of the seasonal cycle on the cluster analysis, the cluster analysis is performed for each month. In May, the forecast quality of the surface solar irradiance from the MSM model is better than at other times during the year (Fonseca et al., 2020). However, in May, Japan often experiences aerosol events and there may be an uncertainty of about 10 W/m² in the reference data (Damiani et al., 2018).

The number of clusters is set to six according to the procedure for determining the components of GMM based on the BIC (Figure 2). Clusters 0, 1, ..., 5 are named C0, C1, ..., C5. The efficient features, which are chosen using feature selection using the random forest, are the following 12 meteorological variables: geopotential height at 300, 400, 500, 600, and 700 hPa; horizontal wind speed at 300 and 400 hPa; and temperature at 300, 400, 500, 600, and 700 hPa.

Distributions of efficient variables for the clustering are visualized using a boxplot in Figure 4. Each variable is centered on zero and standardized with its standard deviation. There are clear correlations between

Figure 6. Comparison of the mean of the CI between FCST 3 and the other forecast times for each atmospheric cluster. (a) FCST 6, (b) FCST 9, (c) FCST 27, (d) FCST 30, and (e) FCST 33. The green shaded boxes indicate that the difference is significant at the 95% confidence level with the two-tailed rank sum test.
variables at different pressure levels and the signs of the same variables at different levels are the same. This indicates that the clustering rule tends to emphasize the barotropic structure. Although the variables can be decreased further or the feature vector can be compressed into a low-dimensional vector, the decrease and compression are not performed in this work. This is because the GMM classifier considers the correlation structure between each pair of variables (Hastie 2009).

Figure 5 shows the classification results for forecast data in the daytime from FCST 3 to 33, for an initial time of 06:00 JST on May 3. The low-pressure system develops at FCST 3 (09:00 JST), moves eastward, and becomes mature after 24 h. Cluster C1 is west of the low-pressure system at the developing stage and lies in the low-pressure system at the mature stage. C1 is characterized by lower geopotential height and temperature and easterly wind speed. C2 appears from the north to east of the low-pressure system at the developed stage and surrounds the low-pressure system after the mature stage. C5, which has a higher temperature than C1, is in the southeast of the low-pressure system at the development stage, but is far from the low-pressure system at the mature stage. C4 appears in the western area of the low-pressure system.

Meteorological variables include the meridionally changing properties, such as the meridional

Figure 7. Comparison of ME between FCST 3 and the other forecast times for each atmospheric cluster. (a) FCST 6, (b) FCST 9, (c) FCST 27, (d) FCST 30, and (e) FCST 33. The green shaded boxes indicate the difference is significant at the 95% confidence level with the two-tailed rank sum test.
temperature or geopotential height gradients. Cluster masses tend to appear in a specific zone. C0 remains in the southern part of the domain. C3 tends to appear in the middle latitude of the domain, and the features in C3 are similar to the monthly means. The classification results for every 3 forecast hours from FCST 3 to FCST 33 are shown in Figure S1 of the Supporting Information.

### 4.2. Application for Evaluating the Forecast Quality of Surface Solar Irradiance

The forecast quality of the surface solar irradiance from the NWP is examined by applying the results of the classification. We focus on the changes in the forecast quality of each cluster of atmospheric conditions as the forecast time progresses. The verification at FCST3 is compared with that at other FSCTs. The results for data with an initial time of 06:00 JST are used, which cover daytime from 09:00 to 15:00 JST on two forecast days. The forecast day of the initial time is called Day d and the next day is called Day d + 1.

Results in this subsection are visualized using boxplots (Figures 4–9). Every boxplot is drawn as follows. The box is drawn from the first quartile to the third with a horizontal line at the median. Lower and upper whiskers are extended to −1.5 inner quartile range from the bottom of the box and +1.5 inner quartile range from

---

**Figure 8.** Comparison of CRMSE between FCST 3 and the other forecast times for each atmospheric cluster. (a) FCST 6, (b) FCST 9, (c) FCST 27, (d) FCST 30, and (e) FCST 33. The green shaded boxes indicate the difference is significant at the 95% confidence level with the two-tailed rank sum test.
The mean of the CI from the NWP model of each atmospheric cluster is shown in Figure 6. C4 has the strongest irradiance of all the clusters. There are grids with clear sky and thin clouds in this area (Figure 5). C3 has the smallest surface solar irradiance, although the length of the boxplot is longer, which indicates that there are variations in cloud type. Comparison of the surface solar irradiance of the same cluster between different forecast hours reveals that there is a diurnal cycle in the surface solar irradiance, in which the irradiance at 15:00 JST (i.e., FCST 9 and 33) becomes smaller than that at 09:00 JST and 12:00 JST. A similar diurnal cycle can be found in data from the satellite observations (figure is omitted).

Figure 9. Comparison of ratio $\alpha$ between FCST 3 and the other forecast times for each atmospheric cluster. (a) FCST 6, (b) FCST 9, (c) FCST 27, (d) FCST 30, and (e) FCST 33. The green shaded boxes indicate the difference is significant at the 95% confidence level with the two-tailed rank sum test.
The ME of every cluster is negative, which means that the CI from the NWP is underestimated compared with that from the satellite observations (Figure 7). The comparison of the ME between FCST 3 and other forecast times shows that the ME is maintained in almost all clusters over two forecast days. Only C3 shows a significant change at FCST 9 and 33, indicating that there is a diurnal cycle.

For the CRMSE, there is clear change in forecast quality with forecast horizon (Figure 8). The CRMSE is maintained during Day $d$. However, the forecast quality degrades for C0, C3, and C5 at all forecast times on the next day, as does C4 at 15:00 JST on the next day. The difference in the forecast quality for C1 and C2 is not substantial, although the CRMSE of both clusters on the next day is always larger than the reference forecast time. This is possibly because the number of samples is not large enough to draw statistically confident conclusions.

The change in the correlation coefficient contributes to the change in the CRMSE more than the change in ratio $\alpha$ (Figures 9 and 10). Ratio $\alpha$ does not change significantly.

| Cluster | Probability |
|---------|-------------|
| C0      | 100.0       |
| C1      | 100.0       |
| C2      | 100.0       |
| C3      | 100.0       |
| C4      | 100.0       |
| C5      | 100.0       |

Table 1: Probability of the joint event for ME

For the CRMSE, there is clear change in forecast quality with forecast horizon (Figure 8). The CRMSE is maintained during Day $d$. However, the forecast quality degrades for C0, C3, and C5 at all forecast times on the next day, as does C4 at 15:00 JST on the next day. The difference in the forecast quality for C1 and C2 is not substantial, although the CRMSE of both clusters on the next day is always larger than the reference forecast time. This is possibly because the number of samples is not large enough to draw statistically confident conclusions.

The change in the correlation coefficient contributes to the change in the CRMSE more than the change in ratio $\alpha$ (Figures 9 and 10). Ratio $\alpha$ does not change significantly.
The correlation coefficient decreases gradually with forecast time (Figure 10). Only the change in C2 is not significant at all forecast times on the next day.

The above analyses concern the distribution of each metric in different atmospheric clusters. The results can be interpreted as the persistency of the characteristics of forecast quality for each cluster. However, they do not address time sequential change in the forecast quality. The final analysis calculates the time sequential change of the probability that the difference in the metric between FCST 3 and other forecast time FCST \( f \) remains in the allowed range.

| Cluster | Probability |
|--------|-------------|
| FCST 3 | 100.0       |
| FCST 6 | 100.0       |
| FCST 9 | 100.0       |
| FCST 27| 100.0       |
| FCST 30| 100.0       |
| FCST 33| 100.0       |

The results suggest that the information about the forecast quality measured at a test time can help with decisions on whether the forecast data should be relied on after the test time. Additionally, the empirical uncertainty of the forecast for each air mass and disturbance can be learned from the results of the classification. Under the standard in this work, the information about forecast quality from both ME and CRMSE during the day is reliable, with probabilities higher than 80% for ME and 70% for CRMSE. However, the limitation of the analysis in this work is that the period of the data is for 1 year. To obtain more robust verification, data with longer periods should be analyzed. The verification results for the forecast in May are shown in Table 2.

5. Conclusions

We proposed a method to summarize and simplify the multidimensional and multivariable data from the NWP model. The method is based on clustering and classification with the GMM. The results indicate that the proposed method can be used to verify the forecast of surface solar irradiance from the NWP model.

The GMM classification can be used to detect air masses and disturbances that move and change shape over time. The forecast quality of the surface solar irradiance from the NWP model was investigated as an application of the proposed method. The forecast quality was evaluated for each cluster or moving air mass using satellite data as reference data.

The forecast quality was measured with the decomposed MSE, which allowed the factors in the forecast error to be evaluated separately. Information about the forecast quality measured with ME did not change greatly on two forecast days. However, CRMSE was only maintained during Day \( d \). The correlation term in CRMSE changed significantly with forecast time and different forecast quality characteristics were found for each atmospheric cluster.

The verification results for the forecast in May are shown in Table 2.
this paper; however, the method can be used for other months and seasons. The multi-year verification will be performed in future work.

Our method can also be used to analyze other meteorological and climatological data over other regions or globally. Modifications, such as the choice of variables and parameters in the algorithm, should be made according to the purpose of the analysis.
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