Development of Global Tropospheric Empirical Correction Model with High Temporal Resolution
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Abstract: The accuracy of global tropospheric empirical models depends on the model expression and the modeling data sources. Although the current temporal resolution of available models is usually one day, it is anticipated that this will be improved in the future. To achieve compatibility with future high temporal-resolution data sources, this study develops a new global tropospheric correction model, the Wuhan-University Global Tropospheric Empirical Model (WGTEM). Evaluation of WGTEM model expression determines that it has better precision than other models, and this is attributed to its ability to consider diurnal variations in meteorological parameters and the double-peak daily variation in air pressure, which are not concerned in other models. The external accuracy of the WGTEM was evaluated after modeling with the European Centre for Medium-range Weather Forecasts (ECMWF) ERA-Interim products, and results show its accuracy exceeds that of the current ITG model and its Zenith Tropospheric Delay (ZTD) performance is also superior.
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1. Introduction

Most of the Earth’s weather occurs in the troposphere, and as such, it is an essential component of the Earth’s space environment. It contains approximately 75% of the entire mass of the atmosphere and plays a vital role in regulating global atmospheric radiation, the energy balance, and the water cycle [1,2]. Signals from the Global Navigation Satellite System (GNSS) are affected as satellites pass through the troposphere, which results in a considerable range delay. However, this tropospheric delay can be obtained by GNSS technology and subsequently used to calculate atmospheric water vapor, and the ability to detect water vapor is now reliant on GNSS-derived water vapor [3,4]. In addition, key tropospheric parameters (such as temperature, air pressure, water vapor pressure, and atmospheric weighted average temperature) can be used to provide tropospheric delay correction for space technologies such as GNSS and Very Length Baseline Interferometry (VLBI), and also used in weather and climate change forecasts [5]. To enable Precise Point Positioning (PPP) and long-baseline relative positioning, it is necessary to estimate tropospheric delay [6–10]. As it is hard to obtain meteorological parameters because of the economic cost, the initial value of tropospheric delay is normally determined based on standard atmospheric parameters [11–14]; however, as the results obtained have a lower accuracy, a longer convergence period is always required for GNSS positioning. With the increasing application of PPP [15–19], in order to improve the convergence speed of PPP [20,21], the accuracy of the troposphere model needs to be higher.
To resolve the problem of inaccurate tropospheric delay based on standard atmospheric parameters, early research aimed to establish global empirical models that do not require meteorological parameters. For example, the University of New Brunswick (UNB) Series model, which has a 2-cm tropospheric zenith delay average error within North America, was initially proposed by Collins and Langley [22,23] for the United States wide-area augmentation system, and the European Geo-stationary Navigation Overlay System (EGNOS) model [24] was developed as a simplified UNB3 model for regions including Europe and Japan [25,26]. Additionally, Krueger et al. [27] established a tropospheric model using the Numerical Weather Model (NWM) product from the United States National Centre for Environmental Prediction (NCEP) named TropGrid. The TropGrid model achieved a horizontal resolution of $1^\circ \times 1^\circ$, which improved the global average accuracy by 25% compared to EGNOS. Schüler [28] then upgraded the TropGrid model and established a new empirical model, TropGrid2. Another widely used model, known as the Global Pressure and Temperature (GPT) model, was established by Böhm [29,30] using the NWM product ERA-40 from the ECMWF; Lagler et al. [31] then resolved some of the model’s deficiencies and constructed a new empirical model known as GPT2. Böhm et al. [32] subsequently added the water vapor reduction rate and atmospheric weighted average temperature to GPT2 to develop the GPT2w model, which is characterized by its $1^\circ \times 1^\circ$ horizontal resolution. The annual period, semi-annual period, and daily variation characteristics of tropospheric parameters were considered in the development of a new tropospheric correction model known as the Improved Tropospheric Grid (ITG) by Yao et al. [33], in which the amplitude and initial phase of daily variation items were estimated as periodic functions. The ITG model achieved a 3.73 cm Zenith Tropospheric Delay (ZTD) global average accuracy.

Two critical factors that require consideration when constructing tropospheric correction models are the model expression and the modelling of data sources. Most empirical tropospheric correction models are expressed in a global grid form, and their horizontal resolution can be improved by incorporating data sources within the global grids. The temporal resolution is vitally important in the global tropospheric empirical model, and most common global high-precision tropospheric empirical models currently use NWM products as the modeling data sources, which have a six-hourly temporal resolution. However, with the rapid development of science and technology, it will soon be possible to model data sources with a higher precision and at higher temporal and spatial resolutions, and it is thus necessary to design a model that is capable of working with such improvements. This paper therefore proposes a new global tropospheric correction model featuring piecewise modeling. Section 2 presents the construction of several existing empirical models and the new model. Model evaluations are then presented in Section 3, and the conclusion is given in Section 4.

2. Materials and Methods

This section introduces several existing tropospheric empirical models, followed by the proposed Wuhan-University Global Tropospheric Empirical Model (WGTEM).

2.1. GPT Series Model

The output parameters of the GPT model included temperature, air pressure, and mapping function coefficients in forms of nine-order nine-time spherical harmonic functions. The ERA-40 product was fitted with the least-squares principle for model coefficient estimation. The GPT model provided temperature and air pressure at the average sea level, and an elevation reduction process was required to provide values at specified altitude. The GPT2 model is an upgraded and merged version of the GPT and the Global Mapping Function (GMF), and it provides parameters such as temperature, air pressure, the temperature lapse rate, water vapor pressure, and mapping function coefficients. The GPT2 model expression is shown as

$$a = a_0 + A_1 \cos\left(\frac{\text{doy}}{365.25} \cdot 2\pi\right) + B_1 \sin\left(\frac{\text{doy}}{365.25} \cdot 2\pi\right) + A_2 \cos\left(\frac{\text{doy}}{365.25} \cdot 4\pi\right) + B_2 \sin\left(\frac{\text{doy}}{365.25} \cdot 4\pi\right)$$ (1)
where \( a \) represents the tropospheric parameter of interest; \( a_0 \) is the average annual value; \((A_1, B_1)\) and \((A_2, B_2)\) are annual and semi-annual variation amplitudes, respectively; and \( \text{doy} \) is the day of year.

The GPT2 model had a \( 5^\circ \times 5^\circ \) horizontal resolution, and the bilinear interpolation method was recommended to calculate values for any region of interest. However, although the model expression of the GPT2w model is consistent with that of GPT2, it has two more output parameters: the atmospheric weighted average temperature and the decreasing rate of water vapor. Furthermore, the GPT2w model provided a denser horizontal resolution of \( 1^\circ \times 1^\circ \) (together with one of \( 5^\circ \times 5^\circ \)).

### 2.2. TropGrid2 Model

Tropospheric parameters provided by the TropGrid2 model included temperature, air pressure, atmospheric weighted average temperature, and Zenith Wet Delay (ZWD). Based on \( 1^\circ \times 1^\circ \) grids, the TropGrid2 model considered annual and daily variations and used the amplitude and initial phase of daily variation as the parameters for annual variation. The model expression is shown in Equation (2) as:

\[
a = a_0 + b \cos \left( \frac{\text{hod} - c}{24} \right)
\]

where \( a \) represents the tropospheric parameter of interest; \( a_0 \) is the average annual value; \( \text{hod} \) is the hour of day; \((b, c)\) is the amplitude and initial phase of the daily variation item; and \( a_0, b, \) and \( c \) are annual variation change functions, which follow the computational scheme that is only sketched for \( a_0 \) here:

\[
a_0 = a_M + a_A \cos \left( \frac{\text{doy} - d_w}{365.25} \right)
\]

where \( a_M \) is the average annual value; \((a_A, d_w)\) is the amplitude and initial phase of the annual variation item.

### 2.3. ITG Model

With respect to the limitations of the GPT and TropGrid2 model, Yao et al. established a new tropospheric error correction model, the ITG model, which adopts a wide variety of modeling data sources from ECMWF Era-interim products (temperature, the temperature reduction rate, air pressure, atmospheric weighted average temperature, and ZWD). It also uses a superior model expression that contains annual variation items, semi-annual variation items, and daily variation items, as shown in Equation (4),

\[
a = a_0 + a_1 \cos \left( \frac{\text{doy} - c_1}{365.25} \right) + a_2 \cos \left( \frac{\text{doy} - c_2}{365.25} \frac{4\pi}{4} \right) + a_3 \cos \left( \frac{\text{hod} - c_3}{24} \frac{2\pi}{2} \right)
\]

where \( a_0 \) is an average annual value; \((a_1, c_1)\) is the amplitude and initial phase of the annual variation item; \((a_2, c_2)\) is the amplitude and initial phase of the semi-annual variation item; \((a_3, c_3)\) is the amplitude and initial phase of the daily variation item; and

\[
a_3 = a_M + a_A \cos \left( \frac{\text{doy} - c_{p1}}{365.25} \right) + a_A \cos \left( \frac{\text{doy} - c_{p2}}{365.25} \frac{4\pi}{4} \right)
\]

The ITG model used a grid form in for global expression, and its resolution can be customized on demand. Four grid points can be used to determine the altitude of a target station, and the bilinear interpolation method can be used for interpolation.

### 2.4. The proposed WGTEM

Three existing empirical tropospheric models are introduced above. However, they all have certain limitations. Specifically, the GPT2 series model fails to represent daily variations in tropospheric parameters; the TropGrid2 model does not consider semi-annual periodic variation and its daily variation term can only reflect simple cosine changes; and similar to the TropGrid2 model, the daily...
variation of the ITG model can only reflect simple cosine changes. To overcome these limitations, this section proposes a new global high temporal resolution tropospheric correction model, the WGTEM, and provides the model expression.

The meteorological parameters will have apparent daily periodicity due to the influence of the earth's rotation, and there will be differences in the annual and semi-annual cycle parameters at different times of the day. WGTEM is mainly composed of annual mean value, annual periodic cosine function, and semi-annual periodic cosine function. The WGTEM model reflects the daily variation characteristics of meteorological parameters by modeling data at different times of the day, as shown in Equation (6),

\[
\begin{align*}
    a_{\text{hod}1} &= a_{0,\text{hod}1} + a_{1,\text{hod}1} \cos \left( \frac{\text{day} - c_{\text{hod}1}}{365.25} \cdot 2\pi \right) + a_{2,\text{hod}1} \cos \left( \frac{\text{day} - c_{\text{hod}1}}{365.25} \cdot 4\pi \right) \\
    a_{\text{hod}2} &= a_{0,\text{hod}2} + a_{1,\text{hod}2} \cos \left( \frac{\text{day} - c_{\text{hod}2}}{365.25} \cdot 2\pi \right) + a_{2,\text{hod}2} \cos \left( \frac{\text{day} - c_{\text{hod}2}}{365.25} \cdot 4\pi \right) \\
    \vdots \quad & \quad \vdots \quad \vdots \\
    a_{\text{hod}n} &= a_{0,\text{hod}n} + a_{1,\text{hod}n} \cos \left( \frac{\text{day} - c_{\text{hod}n}}{365.25} \cdot 2\pi \right) + a_{2,\text{hod}n} \cos \left( \frac{\text{day} - c_{\text{hod}n}}{365.25} \cdot 4\pi \right)
\end{align*}
\]

where \( \text{hod}_1, \text{hod}_2, \) and \( \text{hod}_n \) are the different hours of day; and other variables have the same meanings previously defined. The number of equations in formula (6) depends on the temporal resolution of the modeling data and the diurnal variation characteristics of the meteorological parameters. When the values of the meteorological parameters to be expressed are the same at different times of the day, there will only be one equation in formula (6), and the model expression of WGTEM is the same as that of GPT2. The WGTEM model is implemented by the following steps:

1. Search for 10 adjacent modeling epochs close to the \( t \) epoch to be evaluated \( t_{i-4}, t_{i-3} \sim t_{i+5} \), the epoch \( t \) is between \( t_i \) and \( t_{i+1} \).
2. The tropospheric parameters at these 10 epochs are then calculated using the model expression (6) and the model coefficient.
3. The distance-dependent interpolation algorithm is subsequently employed to obtain the value at the \( t \) epoch.

WGTEM modeling parameters include the surface temperature, air pressure, and ZWD and temperature lapse rate coefficients. It should be noted that the calculated temperature, air pressure, and ZWD coefficients are those at the earth surface. To obtain the temperature coefficient at the user altitude, it is necessary to conduct the altitude-dependent reduction,

\[
T = T_0 + \beta(h - h_0)
\]

where \( T_0 \) is the temperature (k) at \( h_0 \) altitude (m); \( T \) is the temperature (k) at \( h \) altitude (m); \( \beta \) is the temperature lapse rate (k/m) given by the WGTEM model.

Similar to the GPT2w model (Böhm et al., 2015), the air pressure is calculated by using an exponential function to reduce the value at the earth surface to a specific altitude as

\[
p = p_0 e^{-\frac{g_m h}{R_s v_T} (h-h_0)}
\]

where \( P \) and \( P_0 \) are the air pressure (hPa) at \( h \) and \( h_0 \) altitude (m), respectively; \( g_m \) is the average gravitational acceleration with a value of 9.80655 m/s\(^2\); \( dM_t \) is the molar mass of dry air with a value of \( 28.695 \times 10^{-3} \text{ kg/mol} \); \( R_s \) is the general gas constant with a value of 8.3143 J/K-mol; \( T_v \) is the virtual temperature (K) as

\[
T_v = T_0(1 + 0.6077Q)
\]

where the temperature (Kelvin) at altitude \( h_0 \) (m) is \( T_0 \), and \( Q \) is specific humidity (kg/kg).
The WGTEM ZWD altitude reduction conforms to the same method as that used with the TropGrid2 model (Schüler et al., 2014), and it uses an exponential function to reduce ZWD at the surface to a specific altitude as

\[ ZWD = ZWD_0 e^{-\frac{h-h_0}{q_{ZWD}}} \]  

where \( ZWD \) and \( ZWD_0 \) are the Zenith Wet Delay (mm) of the elevation \( h \) and \( h_0 \) (m), respectively; \( q_{ZWD} \) is the ZWD atmospheric elevation with a value of 2000 m.

ECMWF ERA-Interim products from 2001–2010 with a spatial resolution of 2.5° × 2.5° and 6-h temporal resolution were selected to construct the WGTEM model. Model coefficients at each grid point over the globe were calculated by fitting the time series with the least-squares method.

3. Results and Discussion

This section firstly evaluates the WGTEM model expression using ECMWF ERA-Interim products and NOAA (National Oceanic and Atmospheric Administration) data as the reference, and the external accuracy of the WGTEM is then verified using a comparison with NOAA meteorological measurements and International GNSS Service (IGS) final ZTD products.

3.1. Evaluation of Model Expression

To compare the proposed WGTEM model with existing models, this study utilized the same data sources, ECMWF ERA-Interim products from 2001–2010, to re-build these models. The modeling parameters used were temperature and air pressure, and the ECMWF ERA-Interim products in 2012 were used to validate the performances.

The temperature results of annual global 10,153 grids with respect to the ECMWF data were firstly analyzed, and the statistical results for each model are shown in Table 1, where the biases of all models are seen to be similar, with a mean value of 0.06 °C. The mean Root Mean Square (RMS) of WGTEM was 2.85 °C, which was lower than that of any other model, and the accuracy of RMS accuracy had a percentage superior accuracy compared to the following models of 11% (GPT2), 8% (TropGrid2), and 1% (ITG).

| Model  | RMS (°C) | Mean | Max | Min |
|--------|----------|------|-----|-----|
| GPT2   | 3.20     | 9.32 | 0.46|     |
| TropGrid2 | 3.11    | 9.07 | 0.47|     |
| ITG    | 2.89     | 9.11 | 0.44|     |
| WGTEM  | 2.85     | 9.10 | 0.43|     |

Figure 1 shows the global distribution of WGTEM temperature accuracy and global RMS differences with respect to other models, where a negative value indicates a higher accuracy. The figure shows that the accuracy at low latitudes was superior to that at high latitudes, and the accuracy for marine areas was higher than for land areas. It can also be seen from Figure 1c that the WGTEM accuracy in land areas was greatly improved compared to GPT2 (by over 2 °C). The most significant RMS improvement is seen in Africa, i.e., the Sahara Desert with a maximum value of 4.16 °C. For marine areas, the WGTEM model results were comparable with those of GPT2, and this was due to the stable diurnal temperature difference in marine areas. WGTEM also considered diurnal variations in temperature, whereas GPT2 did not. Therefore, WGTEM was more accurate than GPT2 for land areas. Although TropGrid2 concerned the diurnal variations and believed that the daily amplitude and the peak time of diurnal variation terms have annual periodic variation, it ignored the semi-annual periodic variation in temperature, which may cause deviations when estimating other periodic item coefficients. It is also evident from Figure 1d that TropGrid2 was less accurate than WGTEM for certain
land areas, including most of the Antarctic region and part of the Arctic region (the RMS difference is 2.90 °C). This fact is mainly due to the obvious semi-annual periodic variation in temperature caused by the polar day and polar night phenomena in the Arctic. Moreover, it is worth mentioning that the TropGrid2 model was less accurate than GPT2 in most of the Arctic and Antarctic areas. In addition, WGTEM was more accurate in some areas than the ITG model.

Figure 1. Global distribution of temperature accuracy for Wuhan-University Global Tropospheric Empirical Model (WGTEM) and global RMS differences with reference to other models, validated by ECMWF data.

For the re-established air pressure model, statistical results with respect to the ECMWF reference are shown in Table 2. The global distribution of WGTEM air pressure accuracy and RMS differences are shown in Figure 2.

Table 2. RMS of air pressure results from different models validated by ECMWF data.

| Model      | RMS (mb) |
|------------|----------|
|            | Mean     | Max     | Min    |
| GPT2       | 7.04     | 16.45   | 0.82   |
| TropGrid2  | 7.10     | 16.63   | 0.77   |
| ITG        | 7.03     | 16.40   | 0.78   |
| WGTEM      | 6.95     | 16.45   | 0.75   |
Table 2. RMS of air pressure results from different models validated by ECMWF data.

| Model     | Mean | Max  | Min  |
|-----------|------|------|------|
| GPT2      | 7.04 | 16.45| 0.82 |
| TropGrid2 | 7.10 | 16.63| 0.77 |
| ITG       | 7.03 | 16.40| 0.78 |
| WGTEM     | 6.95 | 16.45| 0.75 |

(a) Bias of WGTEM
(b) RMS of WGTEM
(c) RMS of WGTEM – GPT2
(d) RMS of WGTEM – TropGrid2
(e) RMS of WGTEM – ITG

Figure 2. Global distribution of air pressure accuracy for WGTEM and global RMS differences with other models, validated by ECMWF data.

From Table 2, it can be revealed that the biases of all models were very similar, while the mean RMS value (6.95 mb) of WGTEM was the smallest and that of TropGrid2 (7.10 mb) was the largest. Figure 2 shows the overall trend in the WGTEM model’s air pressure accuracy, which demonstrates that it decreased with a rise in latitude. WGTEM improved the air pressure accuracy over GPT2 at the equator, with a maximum RMS improvement of 0.97 mb. Since it had the largest solar elevation angle close to the equator, the diurnal variation in air pressure was the most obvious, due to the effect of the sun. Therefore, the highest improvement with the WGTEM model was seen at the equator and its surrounding areas. Figure 2d displays that the WGTEM not only outperformed the TropGrid2 model at the equator, but also provided improved accuracy in the Arctic and Antarctic regions, with a maximum RMS improvement of 0.85 mb. TropGrid2 was less accurate than the other three models around the globe because it ignored the semi-annual periodic variation. The WGTEM model also had a superior air pressure accuracy over the ITG model at the equator, with a maximum RMS improvement of 0.68 mb. It is worth mentioning that there were two peaks and valleys in the daily variation of air pressure; but, the diurnal variation items of TropGrid2 and ITG can only reflect the changes in peak and valley once. Nonetheless, WGTEM can reflect two peaks and valleys in the daily variation of air pressure, which is consistent with the actual air pressure pattern. Therefore, the WGTEM model was more highly accurate in the term of air pressure.

NOAA provides surface hourly/sub-hourly meteorological data for many stations globally. The air pressure at the meteorological station in Begumpet of day of year (DOY) 250–265 in 2012 was selected.
for analysis (see Figure 3), and the air pressure value was calculated for the same location and time using the WGTEM and GPT2 model.

![Figure 3](image-url)  
**Figure 3.** Air pressure time series from National Oceanic and Atmospheric Administration (NOAA) and three models at meteorological station in Begumpet during day of year (DOY) 250–264 in 2012.

Figure 3 displays the double-peak air pressure pattern during the daytime. The GPT2 model can only reflect the overall trend of this period and ITG can only reflect the single peak and valley. In contrast, WGTEM can show the double peaks and valleys of daily air pressure. Therefore, the performance of the WGTEM model expression was superior to that of GPT2, TropGrid2, and ITG.

### 3.2. External Accuracy Evaluation of WGTEM

To further analyze the validity, applicability, and superiority of the developed WGTEM model, this section validates the WGTEM’s accuracy using external data sources as references, including NOAA meteorological measurements and IGS final ZTD products. As the ITG model had already been proven to be more accurate than the GPT2 and the TropGrid2 models (Yao et al., 2015), the following section only focuses on a comparison between the WGTEM and ITG models.

Two IGS Station located in Wuhan China and BERBERATI in Africa were selected to analyze the temperature provided by each model in 2012, as shown in Figure 4.

![Figure 4](image-url)  
**Figure 4.** Temperature series in 2012 from NOAA, GPT2 model, WGTEM, and Improved Tropospheric Grid (ITG) model at two International GNSS Service (IGS) stations.
As can be seen from Figure 4, the WGTEM model’s accuracy is 3.3 °C at Wuhan station, which is comparable with that of ITG. Both values are larger than GPT2 by 1 °C. At BERBERATI station, the WGTEM accuracy reaches 1.9 °C, whereas that of ITG is 2.2 °C and GPT2 is 4.1 °C. Therefore, the WGTEM has an 18% and 21% accuracy improvement over ITG and GPT2, respectively.

Next, we verify the WGTEM and ITG temperatures using NOAA data from 698 globally distributed meteorological stations in 2012 as a reference, and the statistical results are summarized in Table 3. Figure 5 shows the RMS of each station and the global distribution of temperature RMS differences between the WGTEM and ITG models.

Table 3. Bias and RMS of temperature statistics from WGTEM and ITG models validated by NOAA data.

| Model | Bias (°C) | RMS (°C) |
|-------|-----------|----------|
|       | Mean      | Max      | Min      | Mean | Max | Min |
| WGTEM | -0.26     | 6.86     | -9.14    | 3.81 | 10.66 | 0.67 |
| ITG   | -0.27     | 6.84     | -9.14    | 3.87 | 10.66 | 0.69 |

Figure 5. Temperature RMS from WGTEM at each station, and comparison of global temperature RMS differences between ITG model and WGTEM validated by NOAA data.

Table 3 shows that the mean RMS of WGTEM at 698 stations was 3.81 °C and the bias was −0.26 °C; therefore, its accuracy was slightly better than that of ITG model. Figure 5 clearly shows that WGTEM temperature accuracy was highly related to latitude: The accuracy in low-latitude areas was evidently higher than that in high-latitude areas. Although the ITG model already considered the various periodic characteristics of temperature, WGTEM provided superior accuracy at some stations, with a maximum improvement of over 0.5 °C.

To analyze the air pressure accuracy, the COTOBATO station in the Philippines and the CHUUKECI station in Pacific Ocean were selected. Their air pressure series changes in 2012 are shown in Figure 6. The figure shows that the annual WGTEM RMS accuracy was 1.09 hPa at COTOBATO station, whereas that of GPT2 and ITG were 1.55 hPa and 1.63 hPa, respectively. In a word, WGTEM had the highest accuracy at this station. In addition, the ITG model was less accurate than GPT2, which is probably because the ITG did not consider the double-peak characteristics of air pressure. The annual RMS for WGTEM was 1.15 hPa at CHUUKECI station, whereas that of GPT2 and ITG was 1.67 hPa and 1.65 hPa, respectively. WGTEM was therefore still the most accurate model, and the accuracies of the ITG and GPT2 model were similar to each other.
The air pressure comparison results are provided in Table 4 and Figure 7. The results in Table 4 show that the WGTEM model gave the optimal performance, with a mean/maximum/minimum bias of 
\[-0.2/7.8/−8.3\, \text{hPa}, \]
respectively. As for RMS, the mean value was 5.9 hPa, the maximum was 14.5 hPa, and the minimum was 1.1 hPa. Figure 7 shows the pattern of WGTEM air pressure is the same as that for temperature. To be specific, the accuracy decreased gradually with ascending latitude, and the accuracy at the equator reached 1.1 hPa. In addition, the model’s accuracy decreased significantly to 14.5 hPa in the Arctic owing to the dramatic dynamic change in air pressure. The negative difference between WGTEM and ITG shows that the WGTEM model was more accurate than the ITG. It is also clear that the WGTEM model’s accuracy was better than that of the ITG at some stations in the middle and low latitudes, with a maximum improvement of about 0.5 hPa.

Table 4. Bias and RMS of air pressure results from different models validated by NOAA data.

| Model  | Bias (hPa) | RMS (hPa) |
|--------|------------|-----------|
|        | Mean | Max | Min | Mean | Max | Min |
| WGTEM  | −0.2 | 7.8 | −8.3 | 5.9  | 14.5 | 1.1 |
| ITG    | −0.2 | 7.8 | −8.3 | 6.0  | 14.6 | 1.4 |

Finally, the accuracy of WGTEM ZTD was analyzed and compared with that of the ITG model. One-year ZTD products for 274 IGS stations with a 1-h time resolution were selected, and the statistical results are listed in Table 5. Figure 8 depicts the RMS global distribution map for the WGTEM’s ZTDs at all stations as well as the differences between the results and ZTD RMS of the ITG model.
Table 5. Bias and RMS of Zenith Tropospheric Delay (ZTD) results from WGTEM and ITG models validated by IGS ZTD products.

| Model    | ZTD Bias (cm) |          |          | ZTD RMS(cm) |          |          |
|----------|---------------|----------|----------|-------------|----------|----------|
|          | Mean | Max | Min | Mean | Max | Min |
| WGTEM    | 0.18 | 3.07 | −1.54 | 3.82 | 6.62 | 1.65 |
| ITG      | 0.05 | 4.71 | −4.57 | 4.04 | 6.62 | 1.70 |

Figure 8. ZTD bias and RMS from WGTEM at each station and comparison with RMS from ITG model, validated by NOAA data.

From Table 5, it is evident that the mean/maximum/minimum bias value of WGTEM ZTDs was 0.18/3.07/1.54 cm, respectively. The mean value of 0.18 for the RMS was 3.82 cm. In contrast, the mean bias of the ITG model was 0.05 cm, and the mean RMS value was 4.04 cm.

The WGTEM global bias map is shown in Figure 8a, where a positive bias indicates that the actual value was larger than empirical value and vice versa. It can be clearly seen from the figure that most stations with positive biases were located at the equator. As the highest ZHD accuracy was identified at the equator, it could be inferred that the mean empirical ZWD value is smaller than the actual value in 2012. The WGTEM global RMS map is depicted in Figure 8b. The WGTEM model had the highest accuracy in Europe, where the RMS of most stations was less than 4 cm. However, the accuracies of stations located in Asia, the east coast of the United States, and northern Australia were relatively low, with RMS values larger than 6 cm. The analysis of the ITG model in 2012 was similar to the RMS global distribution map. The differences were that the ITG model was built on ECWMF ERA-interim data, which have different accuracies in different regions around the world. A comparison between the RMS figures of WGTEM and ITG shows that the accuracy of WGTEM was superior at many stations, by a maximum of 3 cm. The accuracy was also comparatively improved at 20 stations by more than 1 cm, and by more than 0.5 cm at 47 stations. These results indicate that the WGTEM model expression was greatly improved compared to that of the ITG, with respect to ZTD.

In summary, the superiority of the WGTEM model expression makes it more accurate than the other three models described in Section 2. With the rise in accuracy and temporal resolution of data sources in the future, the WGTEM model’s accuracy will be accordingly improved due to the application of piecewise modeling.
4. Conclusions

The accuracy of tropospheric empirical model key parameters is highly reliant on the model expression and the modeling data sources employed. To ensure compatibility with high temporal resolution data sources in the future, this study proposes a new global tropospheric correction model, WGTEM, which is based on piecewise modeling. The WGTEM model expressions were evaluated using ERA-Interim and NOAA data.

Results show that the WGTEM model expressions are more accurate than the existing models including GPT2 Series Model, TropGrid2, and ITG. The external accuracy of the WGTEM model was then verified using NOAA meteorological measurements and IGS final ZTD products, and the results show that the accuracies of WGTEM temperature and air pressure are both better than those of the ITG model. At last, the ZTD accuracy was verified using IGS tracking station data, and results show that the ZTD expression of the WGTEM model is better than that of the ITG model. In addition, the mean bias and RMS of ZTD were 0.18 cm and 3.82 cm, respectively. The enhancement of the WGTEM model expression makes it more accurate than ITG model. The ITG model has an annual period term, a semi-annual period, and a daily period term, but the temporal resolution of its daily period term is very low. The temporal resolution of the ITG model is limited, and its accuracy will not increase with the temporal resolution of the modeling data sources employed. Compared with ITG, the accuracy of WGTEM can be improved mainly due to its self-adaptive temporal resolution.

When the temporal resolution of the modeling data source is improved in the future, the temporal resolution and accuracy of WGTEM can be further improved. It is also anticipated that with future improvements in the precision and temporal resolution of data sources, the accuracy and temporal resolution of WGTEM model will also steadily increase. Any reader can update the WGTEM model coefficients with new available data.
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