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Abstract

In the present paper we extend the $L^2$ Korn interpolation and second inequalities in thin domains, proven in [15], to the space $L^p$ for any $1 < p < \infty$. A thin domain in space is roughly speaking a shell with non-constant thickness around a smooth enough two dimensional surface. The inequality that we prove in $L^p$ holds for practically any thin domain $\Omega \subset \mathbb{R}^3$ and any vector field $u \in W^{1,p}(\Omega)$. The constants in the estimate are asymptotically optimal in terms of the domain thickness $h$. This in particular solves the problem of finding the asymptotics of the optimal constant in the classical Korn second inequality in $L^p$ for thin domains in terms of the domain thickness in almost full generality. The remarkable fact is that the interpolation inequality reduces the problem of estimating the gradient $\nabla u$ in terms of the strain $e(u)$ to the easier problem of estimating only the vector field $u$, which is a Korn-Poincaré inequality.

1 Introduction

Assume $h > 0$ is a small parameter and assume $S \subset \mathbb{R}^3$ is a connected and compact $C^3$ surface with a unit normal $n(x)$ for $x \in S$. While a shell of thickness $h$ is the $h/2$ neighborhood of $S$ in the normal direction, i.e., it is given by $\Omega = \{x + tn(x) : x \in S, t \in (-h/2, h/2)\}$, where the surface $S$ is called the mid-surface of the shell $\Omega$, a family of thin domains $\Omega^h$ with thickness of order $h$ is defined in terms of Lipschitz functions $g_1^h, g_2^h: S \rightarrow (0, \infty)$, as follows:

$$\Omega^h = \{x + tn(x) : x \in S, t \in (-g_1^h(x), g_2^h(x))\},$$

(1.1)

where the functions $g_1^h$ and $g_2^h$ are assumed to satisfy the uniform conditions

$$h \leq g_1^h(x), g_2^h(x) \leq c_1 h, \text{ and } |\nabla g_1^h(x)| + |\nabla g_2^h(x)| \leq c_2 h, \text{ for all } x \in S,$$

(1.2)

to ensure that the thickness of $\Omega^h$ is of order $h$ and does not have rapid oscillations as $h \rightarrow 0$. The problem of determining rigidity of thin domains is more than a century old in nonlinear elasticity. The problem has been solved for plates only\(^2\) by Friesecke, James and Müller [67]. The term "rigidity" here is the geometric rigidity of a thin domain, which is defined in terms of the geometric rigidity estimate of Friesecke, James and Müller, that reads

\(^1\)The surface $S$ does not have to be orientable.
\(^2\)Or for shells that have a flat part
as follows: Assume $\Omega \subset \mathbb{R}^3$ is open bounded connected and Lipschitz. Then there exists a constant $C_I = C_I(\Omega)$, such that for every vector field $\mathbf{u} \in H^1(\Omega)$, there exists a constant proper rotation $\mathbf{R} \in SO(3)$, such that

$$
\|\nabla \mathbf{u} - \mathbf{R}\|^2_{L^2(\Omega)} \leq C_I \int_\Omega \text{dist}^2(\nabla \mathbf{u}(x), SO(3)) \, dx.
$$

If $\Omega$ is a thin domain, then the optimal value of the constant $C_I$ in (1.3) typically has the asymptotic form $C_I = c_I h^{-\alpha}$, where $\alpha > 0$ and the constant $c_I > 0$ depends only on the mid-surface $S$ and the Lipschitz characters of the surrounding faces $g_1^h$ and $g_2^h$. The value of $\alpha$ then identifies the rigidity of $\Omega$. Depending on the problem under consideration the vector field $\mathbf{u} \in H^1(\Omega)$ may or may not satisfy boundary or normalization conditions. In the case when $\mathbf{u}$ is not required to satisfy any additional conditions other than the integrability, one typically has for the exponent $\alpha > 0$, i.e., the constant $C_I$ indeed blows up in the vanishing thickness limit $\Omega^h$, in particular one has $\alpha = 2$ for plates. One can always rotate the field $\mathbf{u}$, thus assume without loss of generality that $\mathbf{R} = \mathbf{I}$ in (1.3). The linearization of (1.3) around the identity is Korn’s first inequality without boundary conditions [22,23,20,17], which reads as follows: Assume $\Omega \subset \mathbb{R}^3$ is open bounded connected and Lipschitz. Then there exists a constant $C_{II} = C(\Omega)$, depending only on $\Omega$, such that for every vector field $\mathbf{u} \in H^1(\Omega)$ there exists a skew-symmetric matrix $\mathbf{A} \in \mathbb{R}^{3 \times 3}$, i.e., $\mathbf{A} + \mathbf{A}^T = 0$, such that

$$
\|\nabla \mathbf{u} - \mathbf{A}\|^2_{L^2(\Omega)} \leq C_{II} \|e(\mathbf{u})\|^2_{L^2(\Omega)},
$$

where $e(\mathbf{u}) = \frac{1}{2}(\nabla \mathbf{u} + \nabla \mathbf{u}^T)$ is the symmetrized gradient (the strain in linear elasticity). It is a well-known fact that one can pass from (1.3) to (1.4) and vice versa [4] if the field $\mathbf{u}$ is prescribed on the thin face of the $\Omega$, then the asymptotics of $C_{II}$ is known [9,10,11,14]. Traditionally (1.4) is proven by means of Korn’s second inequality [22,23,21], which imposes no boundary or normalization condition on the vector field $\mathbf{u} \in H^1(\Omega)$ and reads a follows: Assume $\Omega \subset \mathbb{R}^n$ is open bounded connected and Lipschitz. Then there exists a constant $C_2 = C_2(\Omega)$, depending only on $\Omega$, such that for every vector field $\mathbf{u} \in H^1(\Omega)$ there holds:

$$
\|\nabla \mathbf{u}\|^2_{L^2(\Omega)} \leq C_2(\|\mathbf{u}\|^2_{L^2(\Omega)} + \|e(\mathbf{u})\|^2_{L^2(\Omega)}).
$$

A new inequality, called Korn’s first-and-a-half inequality (later renamed Korn’s interpolation inequality and solves the problem of finding the asymptotics of the constant $C_2$ in (1.5), yielding $C_2 = ch^{-1}$ for thin domains $\Omega$. 2. It reduces the problem of proving (1.4) to proving a Korn-Poincaré estimate on the vector field $\mathbf{u}$ with $e(\mathbf{u})$ in place of $\nabla \mathbf{u}$. In the present

---

3The question of whether such a value exists is generally open.

4However the current techniques for the passage from (1.4) to (1.3) rely on local truncation of $\mathbf{u}$ and do not preserve the asymptotics of the constant $C_{II}$.
work we extend the interpolation estimate to the space $L^p$ for any $1 < p < \infty$. We do not adopt the classical strategy of proving $L^p$ estimates out of the $L^2$ ones for elliptic operators by proving a weak type $L^1$ estimate and doing Marcinkewich interpolation, but we do it directly by redoing the proof in [15][16] and modifying where necessary. Let us mention that while some of the modifications are trivial, some are highly not and require new ideas and tricks. The main difficulties occur in two key Lemmas 4.2 and 5.1. The first difficulty for instance occurs when one tries to prove the analogue of the main Lemma 4.2 in [15] in $L^p$ as the self-duality of $L^2$ has been heavily used in the original proof. In particular, in many steps it was essential that the functions under consideration belong to $L^2$ as throughout the proof of Lemma 4.2 in [15], a PDE was multiplied by a test function from the same function space and the result was integrated by parts, which certainly does not work for $p \neq 2$, as well as a modification of test functions (to make them belong to the same space $L^p$) does not seem to work. We will point the main issues out when proving an analogous estimate, or will present a sketch of proof, referring to [15] for details if the same proof works.

2 Notation

In this section we recall the main notation and definitions, from [15]. Going back to the setting (1.1)-(1.2), we assume that the mid-surface $S \subset \mathbb{R}^3$ is connected, compact, regular and of class $C^3$ up to its boundary. Another technical assumption that we make is that locally, and up to boundary, $S$ has a parametrization by means of the principal variables $\theta$ and $z$. From the compactness of $S$ we can then extract a finite atlas of patches $S \subset \bigcup_{i=1}^m \Sigma_i$ such that each patch $\Sigma_i$ can be parametrized by the principal variables $z$ and $\theta$ ($z=$constant and $\theta =$constant are the principal lines on $\Sigma_i$) that change in the ranges $z \in [z^1_i(\theta), z^2_i(\theta)]$ for $\theta \in [0, \omega_i]$, where $\omega_i > 0$ for $i = 1, 2, \ldots, m$. We also assume that the functions $z^1_i(\theta)$ and $z^2_i(\theta)$ satisfy the conditions

$$\min_{1 \leq i \leq m} \inf_{\theta \in [0, \omega_i]} [z^2_i(\theta) - z^1_i(\theta)] = l > 0, \quad (2.1)$$

which roughly speaking means that each patch does not have an infinitesimally sharp edge in the principal directions. Since there will be no condition imposed on the vector field $u \in H^1(\Omega)$, (see Theorem 3.1), we can prove the interpolation inequality locally (over a single patch) and then sum the obtained estimates in $i = 1, 2, \ldots, m$. Assume therefore in what follows that $S$ is a single patch parametrized as $r = r(\theta, z)$ in the principal variables with the new notation $\omega := \omega_1$. Denote the metric $A_z = |\frac{\partial r}{\partial z}|, A_{\theta} = |\frac{\partial r}{\partial \theta}|$ on $S$ and let $\kappa_z$ and $\kappa_{\theta}$ be the two principal curvatures. In what follows we will mainly use the notation $f,_{\alpha}$ for the partial derivative $\frac{\partial f}{\partial \alpha}$ inside gradient matrices. Also, for the normal to $S$ direction $n$ we
will use the variable \( t \). Thus we have for any \( \mathbf{u} = (u_t, u_\theta, u_z) \in H^1(\Omega, \mathbb{R}^3) \) the formula (26)

\[
\nabla \mathbf{u} = \begin{bmatrix}
  u_{t,t} & \frac{u_{t,\theta} - A_\theta \kappa_\theta u_\theta}{A_\theta(1 + t\kappa_\theta)} & \frac{u_{t,z} - A_z \kappa_z u_z}{A_z(1 + t\kappa_z)} \\
  u_{\theta,t} & \frac{A_z u_{\theta,\theta} + A_z A_\theta \kappa_\theta u_t + A_\theta u_z}{A_z A_\theta(1 + t\kappa_\theta)} & \frac{A_\theta u_{\theta,z} - A_z \theta u_z}{A_z A_\theta(1 + t\kappa_z)} \\
  u_{z,t} & \frac{A_z u_{z,\theta} - A_{z,\theta} u_\theta}{A_z A_\theta(1 + t\kappa_\theta)} & \frac{A_\theta u_{z,z} + A_z A_\theta \kappa_z u_t + A_z \theta u_\theta}{A_z A_\theta(1 + t\kappa_z)}
\end{bmatrix},
\]

in the orthonormal local basis \((\mathbf{n}, \mathbf{e}_\theta, \mathbf{e}_z)\). It is convenient to prove the estimates for the gradient restricted to the mid-surface denoted by \( \mathbf{F} \) (which is obtained from (2.2) by omitting the small terms \( t\kappa_\theta \) and \( t\kappa_z \) in the denominators of the second and third columns of \( \nabla \mathbf{u} \)), and then pass from \( \mathbf{F} \) to the actual gradient \( \nabla \mathbf{u} \) utilizing the obvious bounds \( \|e(\mathbf{F}) - e(\mathbf{u})\|_{L^p(\Omega)} \leq \|\mathbf{F} - \nabla \mathbf{u}\|_{L^p(\Omega)} \leq 2 \min(\|\mathbf{F}\|_{L^p(\Omega)}, \|\nabla \mathbf{u}\|_{L^p(\Omega)}) \).

### 3 Main results

Before formulating the main theorem, let us introduce the domain mid-surface and thickness parameters, which are the quantities \( \omega, l, Z, a, A, c_1, c_2 \) and \( k \), where \( \omega \) is defined in the previous section, \( l \) is defined in (2.1) for the situation of one patch \((m = 1)\), and \( k \) depends only on the exponent \( p \) and the domain mid-surface and thickness parameters. We use the notation \( \|f\|_p \), for the \( L^p \) norm skipping the domain of consideration whenever it creates no ambiguity. The following theorem is the Korn interpolation inequality in \( L^p \).

**Theorem 3.1** (Korn’s interpolation inequality in \( L^p \)). Let \( 1 < p < \infty \) and assume conditions (2.7) and (3.1) hold. Then there exists constants \( h_0, C > 0 \), such that Korn’s interpolation inequality holds:

\[
\|\nabla \mathbf{u}\|^2_p \leq C \left( \|u_t\|_p \cdot \|e(\mathbf{u})\|_p + \frac{\|\mathbf{u}\|^2_p + \|e(\mathbf{u})\|^2_p}{h} \right),
\]

for all \( h \in (0, h_0) \) and \( \mathbf{u} = (u_t, u_\theta, u_z) \in W^{1,p}(\Omega) \), where \( \mathbf{n} \) is the unit normal to the mid-surface \( \Sigma \). Moreover, the exponent of \( h \) in the inequality (3.2) is optimal for any thin domain \( \Omega \) satisfying (2.7) and (3.1), i.e., there exists a displacement \( \mathbf{u} \in W^{1,p}(\Omega, \mathbb{R}^3) \) realizing the asymptotics of \( h \) in (3.2).

The next theorem, that is a consequence of Theorem 3.1, provides a sharp Korn’s second inequality for thin domains.
Theorem 3.2 (Korn’s second inequality in $L^p$). Let $1 < p < \infty$ and assume conditions (2.1) and (3.1) hold. There exists constants $h_0, C > 0$, such that Korn’s second inequality holds:

$$\|\nabla u\|_p^2 \leq \frac{C}{h} (\|u\|_p^2 + \|e(u)\|_p^2),$$

(3.3)

for all $h \in (0, h_0)$ and $u = (u_t, u_\theta, u_z) \in W^{1,p}(\Omega)$. Moreover, the exponent of $h$ in the inequality (3.3) is optimal for any thin domain $\Omega$ satisfying (2.1) and (3.1), i.e., there exists a displacement $u \in W^{1,p}(\Omega, \mathbb{R}^3)$ realizing the asymptotics of $h$ in (3.3).

An important remark is as follows. It has been proven in [11,14], that in the presence of zero Dirichlet boundary conditions on the displacement field $u$ on the thin part of the boundary $\partial \Omega$, the scaling of the optimal (in terms of the asymptotics in the thickness $h$) constant $C_{II}$ in (1.4) depends only on the principal curvatures, (and in fact Gaussian curvature if it has a constant sign) of the domain mid-surface $S$. Thus we consider below the main domain-curvature situations below.

1. Parabolic surfaces: $\kappa_\theta = 0$ and $|\kappa_z| > 0$ on $S$. This includes cylindrical and conical surfaces with convex cross-sections.

2. Elliptic surfaces: $\kappa_\theta \kappa_z > 0$ on $S$.

3. Hyperbolic surfaces: $\kappa_\theta \kappa_z < 0$ on $S$.

What follows below within the ongoing section is straightforward to check by simple algebraic calculations. The Ansatz given at the end of Section 5 confirms the sharpness of both (3.2) and (3.3). However it realizes the asymptotics of the optimal constant in the rigidity estimate (1.4) only for elliptic surfaces. Meanwhile, Ansätze realizing the upper bound part in (1.4) for parabolic and elliptic surfaces $S$ are constructed in [11] and [14] respectively. It is remarkable that both of them realize the asymptotics of constants in the main estimate (3.2), and at the same time do not realize the asymptotics of the best constant in (3.3). This being said, while Korn’s second inequality is classical, the interpolation inequality (3.2) seems to be the "best" asymptotic Korn second-like inequality holding true and being sharp for all main domain-curvature situations. This suggests that when the interpolation inequality is utilized for thin domains to reduce the problem of estimating $\nabla u$ in terms of $e(u)$, to estimating just the field $u$ in terms of $e(u)$, the constants are not expected to suffer a loss in the asymptotics in $h$. Therefore, this would provide a significant reduction of complexity of (1.4).

4 Inequalities in two dimensions

First of all let us emphasize that in the ongoing section the constant $C > 0$ may depend only on $p$, $C_1$ and $C_2$ (introduced below in Lemma 4.1) unless otherwise specified. As pointed out in the introduction, we will follow the analysis in [15]. The following is a rigidity estimate for harmonic functions in two dimensional thin domains.
LEMMMA 4.1. Assume $b > 0$, $h \in (0, b/2)$ and let the Lipschitz functions $\varphi_1, \varphi_2 : [0, b] \to (0, \infty)$ and the constants $C_1, C_2 > 0$ be such that
\[ h \leq \varphi_i(y) \leq C_1 h, \quad |\nabla \varphi_i(y)| \leq C_2 h \quad \text{for all} \quad y \in [0, b], \quad i = 1, 2. \tag{4.1} \]
Denote the thin domain $D = \{(x, y) \in \mathbb{R}^2 : y \in (0, b), x \in (-\varphi_1(y), \varphi_2(y))\}$ that has a thickness of order $h$. Then there exists a constant $C > 0$, such that any harmonic function $w \in C^2(D)$ fulfills the inequality
\[ \inf_{a \in \mathbb{R}} \| \partial_y w - a \|_{L^p(D)} \leq \frac{C_b}{h} \| \partial_x w \|_{L^p(D)}. \tag{4.2} \]

Proof. The proof is based on a use of Korn’s first inequality in bulk and a clever choice of vector fields entering it, and follows the lines of the same lemma in [15], thus we will only present a sketch with little detail.

Proposition. There exists a constant $C > 0$, such that for any vector field $W = (u, v) : D \to \mathbb{R}^2$, there exists a skew-symmetric matrix $A \in \mathbb{R}^2$, such that
\[ \| \nabla W - A \|_{L^p(D)} \leq \frac{C_b}{h} \| e(W) \|_{L^p(D)}. \tag{4.3} \]

By a variable change $(x, y) \to (bx', by')$ we can assume that $b = 1$. We adopt the localization argument of Kohn and Vogelius [19] that was also successfully employed in [67]. Denote the positive whole number $N = \lfloor \frac{1}{h} \rfloor + 1$ and consider the horizontal cuts $D_k$ of $D$ by the lines $y = \frac{k-1}{N}$ and $y = \frac{k+1}{N}$ for $k = 1, 2, \ldots, N - 1$. As each of the rescaled domains $D_k$ is of order $h$ with a piecewise Lipschitz boundary, Korn’s first inequality [21 Theorem 6], that is invariant under variable recaling $x \to \lambda x'$, gives
\[ \| \nabla W - A_k \|_{L^p(D_k)} \leq C \| e(W) \|_{L^p(D_k)}, \quad k = 1, 2, \ldots, N - 1. \tag{4.4} \]
for some skew-symmetric matrices $A_k \in \mathbb{R}^{2 \times 2}$, $k = 1, 2, \ldots, N - 1$. Assume $N > 2$ otherwise done. For $1 \leq k \leq N - 2$ we have by the triangle inequality and by (4.4) the estimate
\[ \| A_k - A_{k+1} \|_{L^p(D_k \cap D_{k+1})} \leq \| \nabla W - A_k \|_{L^p(D_k)} + \| \nabla W - A_{k+1} \|_{L^p(D_{k+1})} \leq C \| e(W) \|_{L^p(D_k)} + C \| e(W) \|_{L^p(D_{k+1})}, \]
thus as the measure of $D_k \cap D_{k+1}$ is of order $h^2$, we get
\[ |A_k - A_{k+1}| \leq \frac{C}{h^{2/p}} (\| e(W) \|_{L^p(D_k)} + \| e(W) \|_{L^p(D_{k+1})}), \quad k = 1, 2, \ldots, N - 2. \tag{4.5} \]
The last inequality yields by the triangle inequality the estimate
\[ \| A_1 - A_k \|_{L^p(D_k)} \leq C \| e(W) \|_{L^p(D)}, \quad k = 1, 2, \ldots, N - 1. \tag{4.6} \]
Therefore choosing $A = A_1$ for (4.3), by an application of the triangle inequality and owing back to (4.4) and (4.6), we arrive at the desired estimate (4.3).
It remains to note that an application of the proposition for the specific vector field $W = (u, v)$, where

$$u(x, y) = w(x, y), \quad \text{and} \quad v(x, y) = -\int_0^x \partial_y w(t, y) dt + \int_0^y \partial_x w(0, z) dz,$$

(4.7)

with $a = a_{12}$ of the matrix $A$ in (13), will derive (12) from (13).

The next lemma is the key estimate in the analysis.

**Lemma 4.2.** Let $b > 0$ and $h \in (0, b/8)$. Let $\varphi_1, \varphi_2, C_1, C_2$ and the domain $D$ be as in Lemma 4.1. Then there exists a constant $C > 0$, such that any harmonic function $w \in C^2(\bar{D})$ fulfills the inequality

$$\|\partial_y w\|^2_{L^p(D)} \leq C \left( \frac{1}{h} \|w\|_{L^p(D)} \cdot \|\partial_x w\|_{L^p(D)} + \frac{1}{b^2} \|w\|^2_{L^p(D)} + \|\partial_x w\|^2_{L^p(D)} \right).$$

(4.8)

**Proof.** In the proof of the foregoing lemma all $\| \cdot \|_p$ norms will be the norm $\| \cdot \|_{L^p(D)}$ unless specified otherwise. Again, noting that (4.8) is invariant under variable scale $(x, y) \rightarrow \lambda(x', y')$, we can assume $b = 1$. We divide the proof into three steps.

**Step 1. An estimate on the narrowed domain.** There exists a constant $C > 0$ such that any harmonic function $w \in C^2(\bar{D})$ fulfills the inequality:

$$\|\partial_y w\|^2_{L^p((-h/2, h/2) \times (0,1))} \leq C \left( \frac{1}{h} \|w\|_p \cdot \|\partial_x w\|_p + \|w\|^2_p + \|\partial_x w\|^2_p \right).$$

(4.9)

**Proof of Step 1.** Let us first comment on the challenges of the case $p \neq 2$ in contrast to $p = 2$. Note that the proof technique in [15] of Step1 for $p = 2$ was first multiplying the equality $\Delta w = 0$ by a test function (basically $w$) that is in $L^2$, and then integrating by parts. However, this of course does not work for $p \neq 2$, thus we found the nontrivial replacement of that part by the interpolation inequality (4.10). Next, there are several additional terms resulting from (4.10) that one has to appropriately control (for instance $J_1$) which is another nontrivial task. The localization technique together with the classical Caccioppoli inequality in $L^p$ will come to rescue, see below.

For a fixed $z \in [h, 1/4]$ let $\varphi(y): [0, 1] \to [0, 1]$ be a smooth cutoff function supported on $(z, 1 - z)$ such that $\varphi(y) = 1$ for $y \in [2z, 1 - 2z]$, $|\varphi'(y)| \leq \frac{2}{z}$ and $|\varphi''(y)| \leq \frac{2}{z^2}$ for $y \in [0, 1]$. For any $x \in I_h = (-h/2, h/2)$ we have the interpolation inequality

$$\left( \int_0^1 |\partial_y (\varphi w(x, y))|^p dy \right)^2 \leq C \int_0^1 |\varphi w(x, y)|^p dy \int_0^1 |\partial_y^2 (\varphi w(x, y))|^p dy,$$

(4.10)

thus taking into account the choice of $\varphi$ and the inequality $|x_1 + x_2 + x_3|^p \leq 3^{p-1}(|x_1|^p + |x_2|^p + |x_3|^p)$, we get integrating (4.10) in $x$ over the interval $I_h$ the estimate

$$\left( \int_{I_h \times (2z, 1-2z)} \ |\partial_y w|^p \right)^2 \leq C(J_1 + J_2 + J_3 + J_4),$$

(4.11)
where

$$J_1 = \int_{I_h \times (z,1-z)} |w|^p \int_{I_h \times (z,1-z)} |\partial_y^2 w|^p, \quad J_2 = \left( \frac{1}{z^p} \int_{I_h \times (z,1-z)} |w|^p \right)^2, \quad (4.12)$$

$$J_3 = \frac{1}{z^p} \int_{I_h \times (z,1-z)} |w|^p \int_{I_h \times (z,2z)} |\partial_y w|^p, \quad J_4 = \frac{1}{z^p} \int_{I_h \times (z,1-z)} |w|^p \int_{I_h \times (1-2z,1-z)} |\partial_y w|^p.$$

The trickiest part is estimating the summand $J_1$ in (4.11). Note that the domain $D$ contains the rectangle $(-h, h) \times (0, 1)$, thus since $z \geq h$, we can cover the rectangle $I_h \times (z, 1-z)$ by a sequence of balls $B_i$ (discs in this case) with radii $r = h/\sqrt{2}$ and centers $O_i = (0, y_i)$, where $y_i = z + 2ir$, for $i = 1, 2, \ldots, k$ with $k = [(1 - z)/2r]$ and an additional $(k + 1)$-th ball $B_{k+1} = B_r(0, 1 - z)$ if necessary. For any point $(x, y) \in B_i$, the distance of $(x, y)$ from $\partial D$ is a least $h(1 - 1/\sqrt{2})$, thus by the Caccioppoli inequality for harmonic functions in $L^p$ we have in any ball $B_i$ the estimate

$$\int_{B_i} |\nabla (\partial_x w)|^p \leq \frac{C}{r^p} \int_{I_h \times (z,1-z)} |\partial_x w|^p = \frac{C}{h^p} \int_{B_i} |\partial_x w|^p,$$

summing which in $i$ we discover

$$\int_{I_h \times (z,1-z)} |\nabla (\partial_x w)|^p \leq \frac{C}{h^p} \int_D |\partial_x w|^p. \quad (4.14)$$

Next we have by the harmonicity of $w$, that $\partial_y^2 w = -\partial_x^2 w$, thus we have by (4.14) the bounds

$$\int_{I_h \times (z,1-z)} |\partial_y^2 w|^p = \int_{I_h \times (z,1-z)} |\partial_x^2 w|^p \leq \int_D |\nabla (\partial_x w)|^p \leq \frac{C}{h^p} \int_D |\partial_x w|^p.$$

From the last estimate we obtain

$$J_1 \leq C \left( \frac{1}{h} \|w\|_p \|\partial_x w\|_p \right)^p. \quad (4.15)$$

For $J_2$ we have the obvious inequality

$$J_2 \leq \frac{1}{z^p} \|w\|_{2p}^2. \quad (4.16)$$

For $J_3$ and $J_4$ we have by the Cauchy inequality

$$J_3 + J_4 \leq \frac{1}{2z^p} \|w\|_{2p}^p + \epsilon^2 \left( \int_{I_h \times (z,2z)} |\partial_y w|^p \right)^2 + \epsilon^2 \left( \int_{I_h \times (1-2z,1-z)} |\partial_y w|^p \right)^2, \quad (4.17)$$
where \( \epsilon > 0 \) is a parameter yet to be chosen. Combining (4.11) and (4.15)-(4.17), we arrive at

\[
\left( \int_{I_h \times (2z, 1-2z)} |\partial_y w|^p \right)^2 \leq C \left( \frac{1}{h} \|w\|_p \|\partial_x w\|_p \right)^p + \frac{C z^{2p}}{2^{2p}} \left( 1 + \frac{1}{\epsilon^2} \right) \|w\|^{2p}_p \\
+ Ce^2 \left( \int_{I_h \times (z, 1-z)} |\partial_y w|^p \right)^2 + Ce^2 \left( \int_{I_h \times (1-2z, 1-z)} |\partial_y w|^p \right)^2
\]  

(4.18)

Once one has the bound (4.18), which plays the role of (4.14) in [15], the rest of Step1 follows the appropriate lines in [15]. We present the details here for the convenience of the reader. Denote for the sake of brevity

\[
D_{z_{\text{bot}}} = \{(x, y) : y \in (0, z), x \in (-\varphi_1(y), \varphi_2(y))\}, \\
D_{z_{\text{top}}} = \{(x, y) : y \in (1 - z, 1), x \in (-\varphi_1(y), \varphi_2(y))\}.
\]

Assume now \( z \in (2h, 1/4) \) and apply Lemma 4.1 to \( w \) in the domains \( D_{z_{\text{bot}}} \) and \( D_{z_{\text{top}}} \) get for some \( a_1, a_2 \in \mathbb{R} \),

\[
\int_{D_{z_{\text{bot}}}^{\text{bot}}} |\partial_y w - a_1|^p \leq \frac{C z^p}{h^p} \int_{D_{z_{\text{bot}}}^{\text{bot}}} |\partial_x w|^p, \quad \int_{D_{z_{\text{top}}}^{\text{top}}} |\partial_y w - a_2|^p \leq \frac{C z^p}{h^p} \int_{D_{z_{\text{top}}}^{\text{top}}} |\partial_x w|^p.
\]  

(4.19)

Next the estimate (4.20) and the inequality \((s + t)^p \leq 2^{p-1}(s^p + t^p)\) for \( s, t \geq 0 \), that

\[
hz(a_1^p + a_2^p) \leq C \int_{I_h \times ((z, 2z) \cup (1-2z, 1-z))} |\partial_y w|^p + \frac{C z^p}{h^p} \int_{D_{z_{\text{bot}}}^{\text{bot}}} |\partial_x w|^p + \frac{C z^p}{h^p} \int_{D_{z_{\text{top}}}^{\text{top}}} |\partial_x w|^p.
\]  

(4.20)

Next we rewrite (4.18) for \( z/2 \in (h, 1/8) \) instead of \( z \) to have

\[
\left( \int_{I_h \times (z/2, 1-z/2)} |\partial_y w|^p \right)^2 \leq C \left( \frac{1}{h} \|w\|_p \|\partial_x w\|_p \right)^p + \frac{C z^{2p}}{2^{2p}} \left( 1 + \frac{1}{\epsilon^2} \right) \|w\|^{2p}_p \\
+ Ce^2 \left( \int_{I_h \times (z/2, 1-z/2)} |\partial_y w|^p \right)^2 + Ce^2 \left( \int_{I_h \times (1-2z, 1-z/2)} |\partial_y w|^p \right)^2.
\]  

(4.21)

Now the obvious bound

\[
\int_{I_h \times ((z, 2z) \cup (1-2z, 1-z))} |\partial_y w|^p \leq \int_{I_h \times (z, 1-z)} |\partial_y w|^p
\]

implies together with (4.20) and (4.21) the estimate

\[
(z(a_1^p + a_2^p))^2 \leq C \left( \frac{1}{h} \|w\|_p \|\partial_x w\|_p \right)^p + \frac{C z^{2p}}{1^{2p}} \int_D |\partial_x w|^p + \frac{C z^{2p}}{2^{2p}} \left( 1 + \frac{1}{\epsilon^2} \right) \|w\|^{2p}_p \\
+ Ce^2 \left( \int_{I_h \times (z/2, 1-z/2)} |\partial_y w|^p \right)^2 + Ce^2 \left( \int_{I_h \times (1-2z, 1-z/2)} |\partial_y w|^p \right)^2.
\]  

(4.22)
Thus recalling the triangle inequality the estimate (4.22) will give in combination with (4.19) the bound
\[(h(z(a_1^p + a_2^p))^2[1 - C e^2]) \leq C \left( \frac{1}{h} \|w\|_p \|\partial_x w\|_p \right)^p + C \frac{2p}{2^p} \|\partial_x w\|_p^{2p} + C \frac{1}{z^2} \|w\|_p^{2p} \tag{4.23} \]
for some \(C > 0\). Choosing now \(\epsilon = \frac{1}{2\sqrt{C}}\) in (4.23) we obtain
\[(h(z(a_1^p + a_2^p))^2 \leq C \left( \frac{1}{h} \|w\|_p \|\partial_x w\|_p \right)^p + C \frac{2p}{2^p} \|\partial_x w\|_p^{2p} + C \frac{1}{z^2} \|w\|_p^{2p}. \tag{4.24} \]
Next we combine (4.24), (4.19), and the triangle inequality to get
\[\left( \int_{D_2^{stop}, D_2^{top}} |\partial_y w|^p \right)^2 \leq C \left( \frac{1}{h} \|w\|_p \|\partial_x w\|_p \right)^p + C \frac{2p}{2^p} \|\partial_x w\|_p^{2p} + C \frac{1}{z^2} \|w\|_p^{2p}. \tag{4.25} \]
Finally putting together (4.26) and (4.18) we arrive at the key interior estimate
\[\left( \int_{I_h \times (0, 1)} |\partial_y w|^p \right)^2 \leq C \left( \frac{1}{h} \|w\|_p \|\partial_x w\|_p \right)^p + C \frac{2p}{2^p} \|\partial_x w\|_p^{2p} + C \frac{1}{z^2} \|w\|_p^{2p}. \tag{4.26} \]
In order to derive (4.19) from (4.26) one needs to minimize the right hand side or (4.26) in \(z > 0\) subject to the constraints \(2h < z < 1/4\). This is straightforward and is done by considering the relative placement of the global minimum point \(z_0 = \left( \frac{h\|w\|}{\|\partial_x w\|} \right)^{1/2} \) to the endpoints \(2h\) and \(1/4\). We omit the details here that can be found in [15].

\[\square\]

**Step 2. Estimates on \(D_h^{top}\) and \(D_h^{bot}\).** There exists a constant \(C > 0\) such that any harmonic function \(w \in C^2(D)\) fulfills inequality:
\[
\|\partial_y w\|^2_{L^p(D_h^{bot} \cup D_h^{top})} \leq C \left( \frac{1}{h} \|w\|_p \cdot \|\partial_x w\|_p + \|w\|^2_p + \|\partial_x w\|^2_p \right). \tag{4.27} 
\]

**Proof of Step 2.** The proof here follows from minimization of the right-hand-side of (4.25) in \(z \in (2h, 1/4)\) as described above for (4.26), as well as utilization of the inequality \(z > h\) for the left-hand-side of (4.25). \(\square\)

Denote next for \(z \in (0, 1/2)\) the middle part
\[D_h^{mid} = \{(x, y) : y \in (z, 1 - z), x \in (-\varphi_1(y), \varphi_2(y))\}. \]

**Step 3. Estimate on \(D_h^{mid}\).** There exists a constant \(C > 0\) such that any harmonic function \(w \in C^2(D)\) fulfills inequality:
\[
\|\partial_y w\|^2_{L^p(D_h^{mid})} \leq C \left( \frac{1}{h} \|w\|_p \cdot \|\partial_x w\|_p + \|w\|^2_p + \|\partial_x w\|^2_p \right). \tag{4.28} 
\]
Proof of Step 3. The proof of this step too follows the lines of \[15\], with the \(L^p\) versions of Lemmas 4.3 and 4.4 in \[15\], that we formulate for the convenience of the reader. Recall Lemma 3 from \[20\]:

**Lemma 4.3.** Assume \(\Omega \subset \mathbb{R}^n\) is a bounded domain. Then there exists a constant \(C_p > 0\) depending only on \(p\), such that the estimate

\[
\int_\Omega \rho^p |\nabla v|^p \, dx \leq C_p \int_\Omega |v|^p \, dx
\]

holds for any harmonic in \(\Omega\) function \(v\), where \(\rho(x)\) is the distance function from the boundary of \(\Omega\).

**Lemma 4.4.** Assume \(\lambda \in (0,1), \ a < b\) and \(f : [a, b] \to \mathbb{R}\) is absolutely continuous. Then the inequality holds:

\[
\int_a^b |f(t)|^p dt \leq \frac{2 + \lambda}{\lambda} \int_a^{\lambda(b-a)} |f(t)|^p dt + 2^p(p-1)^{p-1} \int_a^b (b-t)^p |f'(t)|^p dt.
\]

**Proof.** By change of variables we can assume without loss of generality that \(a = 0\). For any \(x \in [\lambda b, b]\) we have integrating by parts and by Young’s inequality

\[
\int_0^x |f(t)|^p dt \leq x |f(x)|^p + \int_0^x t|f(t)|^{p-1}|f'(t)| \, dt \leq x |f(x)|^p + (p-1)e^{p/(p-1)} \int_0^x |f(t)|^p dt + \frac{1}{e^{p/(p-1)}} \int_0^x |f'(t)|^p dt.
\]

Putting together (4.29) and (4.30) and keeping in mind that \(\lambda b \leq x \leq b\), we get the estimate

\[
\int_0^{\lambda b} |f(t)|^p dt \leq \frac{3 - \lambda}{1 - \lambda} \int_0^{\lambda b} |f(t)|^p dt + 2^p(p-1)^{p-1} \int_0^b |f'(t)|^p dt.
\]

It remains to note that the change of variables \(t = b - s\) and \(\mu = 1 - \lambda\) in (4.31) completes the proof of the lemma.
which we aim to extend in the horizontal direction to the entire set $D^m_{h}$ by means of Lemmas 4.3 and 4.4. To that end we fix a point $y \in (h, 1 - h)$ and apply Lemma 4.4 to the function $\partial_y w(x, y)$ on the segment $[0, \varphi_2(y)]$ for the value $\lambda = \frac{h}{2\varphi_2(y)}$. Thus we have

$$
\int_{\frac{h}{2}}^{\varphi_2(y)} |\partial_y w(x, y)|^p dx \leq C \left( \int_0^{\frac{h}{2}} |\partial_y w(x, y)|^p dx + C \int_0^{\varphi_2(y)} |(\varphi_2(y) - x)|^2 \partial_{xy} w(x, y)|^p dx \right)
$$

thus integrating in $y$ over $(h, 1 - h)$ we get

$$
\int_T |\partial_y w|^p \leq C \left( \int_{(0, h/2) \times (h, 1 - h)} |\partial_y w|^p + \int_T |(\varphi_2(y) - x)|^2 \partial_{xy} w|^p \right),
$$

where $T = \{(x, y) \ : \ y \in (h, 1 - h), x \in (0, \varphi_2(y))\}$. Observe that $\partial_y w$ is harmonic in $D$ too. On the other hand due to the bounds (4.1) and the definition of $T$, we have $|\varphi_2(y) - x| \leq C \delta(x, y)$, where $\delta(x, y)$ is the distance function from the boundary of $D$. Hence Lemma 4.3 gives the bound

$$
\int_T |(\varphi_2(y) - x)|^2 \partial_{xy} w|^p \leq C \int_D |\delta \nabla (\partial_x w)|^p \leq C \int_D |\partial_x w|^p,
$$

which yields invoking (4.33) the bound

$$
\int_T |\partial_y w|^2 \leq C \left( \int_{(0, h/2) \times (h, 1 - h)} |\partial_y w|^p + C \int_D |\partial_x w|^p \right).
$$

An analogous estimate for the left half of $D^h_{mid}$ is straightforward. Thus combining the two with (4.9) we get (4.28).

In the final step we put together (4.27) and (4.28) to get (4.8).

5 Proof of the main results

Proof of Theorem 3.1. As already mentioned we will prove the estimate (3.2) first for $F$ in place of $\nabla u$. The proof will follow the appropriate lines of [16], skipping the exactly identical calculations and presenting the modifications when necessary. Also, in what follows the norm $\| \cdot \|$ will be the $L^p$ norm $\| \cdot \|_{L^p(\Omega)}$ unless specified otherwise. We prove the estimate (3.2) block by block by freezing each of the variables $t, \theta$ and $z$ and considering the appropriate inequality on the $t, \theta, z =\text{const}$ cross sections of $\Omega$. The lemma below is a key estimate for the blocks $z = \text{const}$ and $\theta = \text{const}$.

**Lemma 5.1.** Let $h, b > 0$ with $h \in (0, b/8)$ and assume the Lipschitz functions $\varphi_1, \varphi_2 : [0, b] \to (0, \infty)$ satisfy the usual uniform conditions

$$
h \leq \varphi_i(y) \leq C_1 h, \quad |\nabla \varphi_i(y)| \leq C_2 h, \quad \text{for all} \quad y \in [0, b], i = 1, 2. \quad (5.1)
$$
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Denote the two dimensional thin domain \( D = \{(x, y) : y \in (0, b), x \in (-\varphi_1(y), \varphi_2(y))\} \). Given a displacement field \( U = (u(x, y), v(x, y)) \in W^{1,p}(D, \mathbb{R}^2) \), the vector fields \( \alpha, \beta \in W^{1,\infty}(D, \mathbb{R}^2) \) and a function \( w \in W^{1,p}(D, \mathbb{R}) \), denote

\[
M = \begin{bmatrix}
  u_x & u_y + \alpha \cdot U \\
v_x & v_y + \beta \cdot U + w
\end{bmatrix}. \tag{5.2}
\]

Then for any \( \epsilon \in (0, 1) \) the following Korn-like interpolation inequality holds:

\[
\|M\|_p^2 \leq C \left( \frac{\|u\|_p \cdot \|M^{\text{sym}}\|_p}{h} + \|M^{\text{sym}}\|_p^2 + \left( \frac{1}{\epsilon} + h^2 \right) \|U\|_p^2 + (\epsilon + h^2)(\|w\|_p^2 + \|\partial_x w\|_p^2) \right),
\]

for all \( h \in (0, h_0) \). Here \( M^{\text{sym}} = \frac{1}{2}(M + M^T) \) is the symmetric part of \( M \), the constants \( C \) and \( h_0 \) depend only on the quantities \( p, b, \|\alpha\|_{W^{1,\infty}}, \|\beta\|_{W^{1,\infty}} \), and the norm \( \cdot \| \cdot \) is the \( L^p \) norm \( \cdot \| \cdot \)

\[\text{Proof.} \]

Let us point out that the proof for the case \( p = 2 \) does not go through in its exact form in [15] and one needs to make some modifications, thus we present a complete proof here. First of all, we can assume by density that \( U \in C^2(\bar{D}) \). For functions \( f, g \in W^{1,p}(D, \mathbb{R}) \) denote by \( M_{f,g} \) the matrix

\[
M_{f,g} = \begin{bmatrix}
  u_x & u_y + f \\
v_x & v_y + g
\end{bmatrix}. \tag{5.4}
\]

Assume \( \tilde{u}(x, y) \) is the harmonic part of \( u \) in \( D \), i.e., it is the unique solution of the Dirichlet boundary value problem

\[
\begin{cases}
  \Delta \tilde{u}(x, y) = 0, & (x, y) \in D \\
  \tilde{u}(x, y) = u(x, y), & (x, y) \in \partial D.
\end{cases} \tag{5.5}
\]

As \( u - \tilde{u} \) vanishes on the lateral boundary of \( D \), then we have by the Poincaré inequality in the horizontal direction, that

\[
\|u - \tilde{u}\|_p \leq C h \|\nabla(u - \tilde{u})\|_p. \tag{5.6}
\]

A simple calculation gives the identity

\[
\Delta (u - \tilde{u}) = \Delta u = \frac{\partial}{\partial x} ((M_{f,g}^{\text{sym}})_{11} - (M_{f,g}^{\text{sym}})_{22}) + 2 \frac{\partial}{\partial y} (M_{f,g}^{\text{sym}})_{12} + \frac{\partial f}{\partial x} - \frac{\partial g}{\partial y}. \tag{5.7}
\]

Assume next the function \( w \in W^{1,p}(D, \mathbb{R}) \) is the unique solution of the Dirichlet boundary value problem

\[
\begin{cases}
  \Delta w(x, y) = \frac{\partial w}{\partial x} - \frac{\partial f}{\partial y}, & (x, y) \in D \\
  w(x, y) = 0, & (x, y) \in \partial D.
\end{cases} \tag{5.8}
\]

Introducing the vector field

\[
V = \left((M_{f,g}^{\text{sym}})_{11} - (M_{f,g}^{\text{sym}})_{22} + \frac{\partial w}{\partial x}, 2(M_{f,g}^{\text{sym}})_{12} + \frac{\partial w}{\partial y}\right),
\]
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we get from (5.7) and (5.8) that $u - \tilde{u}$ solves the problem
\[
\begin{cases}
\Delta(u - \tilde{u}) = \text{div}V, & (x, y) \in D \\
u - \tilde{u} = 0, & (x, y) \in \partial D,
\end{cases}
\tag{5.9}
\]
thus we get by the classical $L^p$ estimates for linear elliptic PDEs [24],
\[
\|\nabla(u - \tilde{u})\|_p \leq C\|V\|_p \leq C(\|M_{f,g}^{sym}\|_p + \|\nabla w\|_p).
\tag{5.10}
\]
Next we have by the Poincaré inequality in the $x$ direction, that
\[
\|w\|_p \leq Ch\|
abla w\|_p,
\tag{5.11}
\]
thus an application of the interpolation inequality $\|\nabla w\|_p^2 \leq C\|w\|_p\|\Delta w\|_p$ together with (5.8) derives from (5.11) the estimate
\[
\|\nabla w\|_p \leq Ch\|\Delta w\|_p \leq Ch(\|\partial_x g\|_p + \|\partial_y f\|_p).
\tag{5.12}
\]
Combining (5.6), (5.10) and (5.12) we obtain the key estimates
\[
\|\nabla(u - \tilde{u})\|_p \leq C \left[\|M_{f,g}^{sym}\|_p + h(\|\partial_x g\|_p + \|\partial_y f\|_p)\right],
\tag{5.13}
\]
\[
\|u - \tilde{u}\|_p \leq Ch \left[\|M_{f,g}^{sym}\|_p + h(\|\partial_x g\|_p + \|\partial_y f\|_p)\right].
\tag{5.14}
\]
By the harmonicity of $\tilde{u}$ we can apply Lemma 4.2 to it, hence doing so we have due to the bounds (5.13),
\[
\|
\partial_y u + f\|_p^2 \leq 4(\|
\partial_y u - \partial_y \tilde{u}\|_p^2 + \|
\partial_y \tilde{u}\|_p^2 + \|f\|_p^2)
\leq C \left(\|\nabla(u - \tilde{u})\|_p^2 + \frac{1}{h}\|
\tilde{u}\|_p \cdot \|
\nabla \tilde{u}\|_p + \|
\tilde{u}\|_p \cdot \|
\nabla \tilde{u}\|_p + \|f\|_p^2\right)
\leq C \left(\|\nabla(u - \tilde{u})\|_p^2 + \frac{1}{h}(\|
\nabla u\|_p + \|
\nabla \tilde{u}\|_p)(\|M_{f,g}^{sym}\|_p + \|
\nabla(u - \tilde{u})\|_p)\right)
+ C(\|
\nabla u\|_p^2 + \|
\nabla \tilde{u}\|_p^2 + \|M_{f,g}^{sym}\|_p^2 + \|
\nabla u - \tilde{u}\|_p^2 + \|f\|_p^2)
\leq C \left(\frac{1}{h}\|
\nabla u\|_p \cdot \|M_{f,g}^{sym}\|_p + \left(1 + \frac{1}{\epsilon}\right)\|
\nabla u\|_p^2 + (\epsilon + h^2)\|\partial_y f\|_p^2 + \|\partial_x g\|_p^2\right)
+ C(\|M_{f,g}^{sym}\|_p^2 + \|f\|_p^2).
\tag{5.15}
\]
Recall that in our case we have $f = \alpha \cdot U$ and $g = \beta \cdot U + w$, thus the obvious bounds hold:
\[
\|
\partial_y f\|_p + \|\partial_x g\|_p \leq C\|\nabla U\|_{W^{1,p}(D)} + \|\partial_x w\|_p
\leq C(\|M_{f,g}^{sym}\|_p + \|U\|_p + \|w\|_p + \|\partial_x w\|_p),
\tag{5.16}
\|
\partial_y f\|_p \leq C\|\nabla U\|_p.
\]
Consequently, (5.3) follows from (5.14) and (5.15) by several applications of the triangle inequality. 
\[\square\]
The block $\theta = \text{const}$. We aim to prove that for any $\epsilon > 0$ and for small enough $h$ the estimate holds:

$$\| F_{13} \|_p^2 + \| F_{31} \|_p^2 \leq C \left( \left\| u_t \right\|_p \cdot \| F_{\text{sym}} \|_p + \left\| F_{\text{sym}} \right\|_p^2 + \frac{1}{\epsilon} \left\| u \right\|_p^2 + \epsilon \left\| F_{12} \right\|_p^2 \right), \quad (5.16)$$

where $\| \cdot \|_p = \| \cdot \|_{L^p(\Omega)}$.

**Proof.** The proof is achieved by an application of Lemma 5.1 to a suitably chosen set of vector fields $U, \alpha, \beta$ and a vector $w$. Recall that the simplified gradient matrix $F$ is given by omitting the small terms in the denominators of the second and third columns of $\nabla u$ in (2.2), i.e.,

$$F = \begin{bmatrix}
  u_{t,t} & \frac{u_{t,\theta} - A_\theta \kappa_\theta u_\theta}{A_\theta} & \frac{u_{t,z} - A_z \kappa_z u_z}{A_z} \\
  u_{\theta,t} & \frac{A_z u_{\theta,\theta} + A_z A_\theta \kappa_\theta u_t + A_{\theta,z} u_z}{A_z A_\theta} & \frac{A_\theta u_{\theta,\theta} - A_\theta A_z \kappa_z u_z}{A_\theta A_z} \\
  u_{z,t} & \frac{A_z u_{z,\theta} - A_{\theta,z} u_\theta}{A_z A_\theta} & \frac{A_\theta u_{z,\theta} + A_z A_{\theta,z} u_t + A_{\theta,\theta} u_\theta}{A_\theta A_z}
\end{bmatrix}, \quad (5.17)$$

Hence, an applicable choice turns out to be $U = (u_t, A_z u_z)$ with the vector fields $\alpha = (0, -\kappa_z), \beta = (A_z^2 \kappa_z, -\frac{A_{\theta,z}}{A_z})$ and the function $w = \frac{A_z A_{\theta,\theta}}{A_\theta} u_\theta$ in the variables $t$ and $z$. Indeed, we can calculate owing back to formula (5.2) that

$$\begin{align*}
M_{11} &= u_{t,t} \\
M_{12} &= u_{t,z} + (0, -\kappa_z) \cdot (u_t, A_z u_z) \\
&= u_{t,z} - A_z \kappa_z u_z \\
M_{21} &= A_z u_{z,t} \\
M_{22} &= (A_z u_z)_z + (A_z^2 \kappa_z, -\frac{A_{\theta,z}}{A_z}) \cdot (u_t, A_z u_z) + \frac{A_z A_{\theta,\theta}}{A_\theta} u_\theta \\
&= A_z u_{z,z} + A_z^2 \kappa_z u_t + A_z A_{\theta,\theta} u_\theta \\
\partial_t w &= \frac{A_z A_{\theta,\theta}}{A_\theta} u_{\theta,t}
\end{align*}$$

thus taking into account formula (5.17) we have

$$\begin{align*}
M_{11}^{\text{sym}} &= F_{11}^{\text{sym}}, \quad M_{12}^{\text{sym}} = A_z F_{12}^{\text{sym}}, \quad M_{22}^{\text{sym}} = A_z^2 F_{33}^{\text{sym}}, \\
|w| &\leq C |u|, \quad |\partial_t w| \leq C (|F_{12}| + |u|).
\end{align*} \quad (5.19)$$

The rest follows from integrating the obtained estimates (from Lemma 5.1) in $\theta \in (0, \omega)$ and applying Höldre inequality to the product terms. \qed
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The block $z = \text{const}$. The role of the variables $\theta$ and $z$ is the completely the same, thus we have an analogous estimate

$$\|F_{12}\|_p^2 + \|F_{21}\|_p^2 \leq C \left( \frac{\|u_t\|_p \cdot \|F^{\text{sym}}\|_p}{h} + \|F^{\text{sym}}\|_p^2 + \frac{1}{\epsilon} \|u\|_p^2 + \epsilon \|F_{31}\|_p^2 \right).$$

(5.20)

Consequently adding (5.16) and (5.20) and choosing the parameter $\epsilon > 0$ small enough (independent of $h$) we discover

$$\|F_{12}\|_p^2 + \|F_{21}\|_p^2 + \|F_{13}\|_p^2 + \|F_{31}\|_p^2 \leq C \left( \frac{\|u_t\|_p \cdot \|F^{\text{sym}}\|_p}{h} + \|F^{\text{sym}}\|_p^2 + \|u\|_p^2 \right).$$

(5.21)

The block $t = \text{const}$. As in [15], we will prove an estimate on the shell

$$\Omega^h = \{(t, \theta, z) \in \Omega : t \in (-h, h)\}$$

(5.22)

and then extend it to $\Omega$ in the normal direction by means of a localization argument. Namely, we prove that

$$\|F_{23}\|_{L^p(\Omega^h)} + \|F_{32}\|_{L^p(\Omega^h)} \leq C(\|u\|_{L^p(\Omega^h)} + \|F^{\text{sym}}\|_{L^p(\Omega^h)}).$$

(5.23)

Proof.

**Lemma 5.2.** Let $E = \{(\theta, z) : \theta \in (0, \omega), z \in (z^1(\theta), z^2(\theta))\}$ and assume $\varphi = \varphi(\theta, z) \in C^1(E, \mathbb{R})$ satisfies the conditions

$$0 < c_1 \leq \varphi(\theta, z) \leq c_2, \quad |\nabla \varphi(\theta, z)| \leq c_3, \quad \text{for all} \quad (\theta, z) \in E.$$

(5.24)

For a displacement $U = (u, v) \in W^{1,p}(E, \mathbb{R}^2)$ set

$$M_\varphi = \begin{bmatrix} u_{\theta} & \varphi_u z \\ v_{\theta} & \varphi v_z \end{bmatrix}.$$  

(5.25)

Then there exists a constant $c > 0$, depending only on parameters of the domain mid-surface $S$ and $c_i$, $i = 1, 2, 3$, such that

$$\|M_\varphi\|_{L^p(E)} \leq c(\|M_\varphi^{\text{sym}}\|_{L^p(E)} + \|U\|_{L^p(E)}).$$

(5.26)

Proof. The proof follows from Korn’s second inequality [21, Theorem 2], which reads as

$$\|\nabla W\|_{L^p(E)} \leq C(\|e(W)\|_{L^p(E)} + \|W\|_{L^p(E)}),$$

applied to the auxiliary field $W = (u, \varphi v) : E \to \mathbb{R}^2$. The details are omitted here.

Estimate (5.23) now follows from applying Lemma 5.2 to the displacement field $U = (u_\theta, u_z)$, with the choice $\varphi(\theta, z) = A_\theta A_z$. We refer the reader to [15] for details.

\[\square\]
Note that as Korn’s first inequality is invariant under the variable change $\Omega_h \rightarrow \Omega_i$.

As already pointed out, it is easy to see, that by an application of the obvious bounds on all smaller parts in the normal to $S$ into small pieces of order $L^2$ the $h$-version of the following lemma has been proven in \cite{15} Lemma 5.2, the $L^p$ analog is completely analogous, the point is that Korn’s first inequality holds in $L^p$ too, thus we will skip the proof.

**Lemma 5.3.** Assume $D_1 \subset D_2 \subset \mathbb{R}^n$ are open bounded connected Lipschitz domains. By Korn’s first inequality, there exist constants $K_1$ and $K_2$ such that for any vector field $U \in W^{1,p}(D_2, \mathbb{R}^n)$, there exist skew-symmetric matrices $A_1, A_2 \in \mathbb{M}^{n \times n}$, such that

$$
\|\nabla U - A_1\|_{L^p(D_1)} \leq K_1\|e(U)\|_{L^p(D_1)}, \quad \|\nabla U - A_2\|_{L^p(D_2)} \leq K_2\|e(U)\|_{L^p(D_2)}.
$$

The assertion is that there exists a constant $C > 0$ depending only on the quantities $K_1, K_2$ and $\frac{|D_2|}{|D_1|}$, such that for any vector field $U \in W^{1,p}(D_2, \mathbb{R}^n)$ one has

$$
\|\nabla U\|_{L^p(D_1)} \leq C(\|\nabla U\|_{L^p(D_1)} + \|e(U)\|_{L^p(D_2)}).
$$

The idea is now to divide $\Omega$ into small parts with size of order $h$ and extend the existing local estimate on all smaller parts in the normal to $S$ direction to the bigger (but still of order $h$) parts containing it. Assume now $\bar{u} = (\bar{u}_1, \bar{u}_2, \bar{u}_3)$ is $u$ in Cartesian coordinates $x = (x_1, x_2, x_3)$ and denote by $\nabla$ the cartesian gradient. We divide the domains $\Omega$ and $\Omega_h$ into small pieces of order $h$. Namely for $N = \lfloor \frac{1}{h} \rfloor + 1$ denote

$$
\Omega_{i,j} = \left\{(t, \theta, z) \in \Omega : \theta \in \left(\frac{i}{N}, \frac{i+1}{N}\right), z \in \left(\frac{Nz_1 + j(z_2 - z_1)}{N}, \frac{Nz_1 + (j+1)(z_2 - z_1)}{N}\right)\right\},
$$

$$
\Omega_{i,j}^h = \{(t, \theta, z) \in \Omega_{i,j} : t \in (-h, h)\}, \quad i, j = 0, 1, \ldots, N - 1.
$$

Note that Korn’s first inequality is invariant under the variable change $x \rightarrow \lambda x$, then so is the constant $C$ in (5.30). Second, the domains $D_1 = \Omega_{i,j}$ and $D_2 = \Omega_{i,j}^h$ have uniform Lipschitz constants depending only on the parameters mid-surface $S$ and the functions $g_1^h, g_2^h$, are of order $h$, thus by the above remark and Lemma 5.2 we have the estimate

$$
\|\nabla \bar{u}\|_{L^p(\Omega_{i,j})} \leq C(\|\nabla \bar{u}\|_{L^p(\Omega_{i,j}^h)} + \|e(\bar{u})\|_{L^p(\Omega_{i,j})}), \quad i, j = 0, 1, \ldots, N - 1,
$$

summing which over $i, j = 0, 1, \ldots, N - 1$ we arrive at

$$
\|\nabla \bar{u}\|_{L^p(\Omega)} \leq C(\|\nabla \bar{u}\|_{L^p(\Omega^h)} + \|e(\bar{u})\|_{L^p(\Omega)}).
$$
It remains to notice that (5.28) and the analogous estimate with \( \mathbf{u} \) and \( \nabla \) replaced by \( \bar{\mathbf{u}} \) and \( \bar{\nabla} \) respectively are equivalent, thus (5.28) and (5.33) yield (3.2). The Ansatz proving the sharpness of (3.2) and (3.3) has been constructed in [13] and reads as:

\[
\begin{align*}
  u_t &= W(\theta \sqrt{h}, z) \\
  u_\theta &= -t W_\theta(\frac{\theta}{\sqrt{h}} z) \\
  A_{\theta} \sqrt{h} u_z &= -t W_z(\frac{\theta}{\sqrt{h}} z) \\
  A_z,
\end{align*}
\]

(5.34)

where \( W(\xi, \eta): \mathbb{R}^2 \to \mathbb{R} \) is a fixed smooth compactly supported function. The calculations that verify that the displacement field \( \mathbf{u} = (u_y, u_\theta, u_z) \) realizes the asymptotics of \( h \) in both (3.2) and (3.3) are left to the reader.

\[ \square \]
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