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Magnetic excitation in a spin dimer system on a bilayer honeycomb lattice is investigated in the presence of a zigzag edge, where disordered and ordered phases can be controlled by a quantum phase transition. In analogy with the case of graphene with a zigzag edge, a flat edge magnon mode appears in the disordered phase. In an ordered phase, a finite magnetic moment generates a mean-field potential to the magnon. Since the potential is nonuniform on the edge and bulk sites, it affects the excitation, and the dispersion of the edge mode deviates from the flat shape. We investigate how the edge magnon mode evolves when the phase changes through the quantum phase transition and discuss the similarities to ordered spin systems on a monolayer honeycomb lattice.

1. Introduction

It is well known that a flat band appears in a graphene in the presence of a zigzag edge.\(^1\) It was pointed out by Fujita and coworkers that the wavefunction of the \(\pi\) electron of the flat band is localized at the edge while showing an exponential decrease in its amplitude away from the edge.\(^1,2\) In contrast, no localized edge state appears in the case of an armchair edge. This work has attracted much interest and the investigation of the edge state in graphene has been carried out. The localized edge state was experimentally observed in the vicinity of the zigzag edge by scanning tunneling microscope measurements.\(^3,4\) Theoretically, it was pointed out that the existence of the flat edge band is related to the topological nature of the bulk system.\(^5,6\) The concept of the edge state was also applied to insulating systems such as quantum magnets. The edge magnetic excitation was also investigated from the topological viewpoint.\(^7,8\)

As in the case of graphene, a localized magnetic excitation can be expected in quantum spin systems on a honeycomb lattice with a zigzag edge. For a monolayer antiferromagnetic (AF) system, You et al. examined spin-wave excitation on the basis of Holstein–Primakoff theory and found a dispersive localized magnon near the zigzag edge.\(^9\) The Hamiltonian for graphene is described by a fermion for the \(\pi\) electron. The electron moves on the honeycomb lattice by a hopping process. The local energy of the \(\pi\) electron is assumed to be uniform in the case of graphene. In contrast, a magnetic excitation moves via the pair creation and annihilation process of bosons for the AF spin system. In addition, the local energy for the excited state is nonuniform. This is owing to the fact that the number of nearest-neighbor sites is different between the edge and bulk sites. This makes the mean-field potential different on these sites in the ordered phase. Thus, there are two differences between the graphene and the AF spin system.

In this paper, we focus on a model that can connect the two cases. A spin dimer system is a good example for studying the edge magnetic excitation for the following reason. In spin dimer systems, the magnetic excitation moves via both the hopping and pair creation and annihilation processes. Another characteristic point is that the disordered and ordered phases can be controlled by a quantum phase transition driven by applying a magnetic field or pressure. The mean-field potential is uniform in the disordered phase, while it is nonuniform in the ordered phase. Thus, to study the spin dimer systems gives variety to the investigation of the edge mode and helps us understand how the edge mode emerges and evolves in quantum spin systems when the phase changes through the quantum phase transition. For this purpose, we consider a bilayer honeycomb lattice. The interlayer interaction is assumed to be strong and spin dimers are formed perpendicular to the layer. The dimers interact with each other through interdimer interactions along the honeycomb lattice. Note that this type of spin system on an isolated bilayer honeycomb lattice was synthesized recently in \(\text{Bi}_3\text{Mn}_4\text{O}_{12}(\text{NO}_3)\).\(^{13}\) This system is an \(S = 3/2\) spin dimer system showing no magnetic phase transition down to low temperatures.\(^{13–15}\) To identify the exchange interaction parameters, the stability of the ordered phase has been investigated theoretically in connection with the phase diagram.\(^{16–18}\) The time has come to study the edge magnon in spin dimer systems on a bilayer honeycomb lattice.

In our study, we consider an \(S = 1/2\) spin dimer system on a bilayer honeycomb lattice with a zigzag edge. To concentrate on the edge magnetic excitation at zero temperature, we apply a bond operator formulation on the basis of the dimer mean-field theory developed by Shiina et al.\(^{19}\) This formulation is equivalent to the formulation applied to interacting spin dimer systems.\(^{20–22}\) We report that an edge magnon mode with a completely flat
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dispersion relation appears in the disordered phase. The wavefunction of the edge mode is examined analytically. In an ordered phase, the flat mode changes its shape to a dispersive one. We compare our results with those for graphene and monolayer spin systems and discuss the similarities and differences between them.

This paper is organized as follows. In Sect. 2, we briefly summarize a bulk property of the spin dimer system on an infinite bilayer honeycomb lattice. In Sect. 3, we give a formulation for the magnetic excitation in the presence of the zigzag edge. In Sect. 4, we study the disordered phase. A edge magnon mode with a completely flat dispersion relation is reported as a result of an analytic investigation. In Sect. 5, it is reported how the edge magnon mode evolves in the ordered phase. To understand the dispersive edge mode in the ordered phase, spin systems on a monolayer honeycomb lattice are studied in Sect. 6. Section 7 gives summary and discussion. Details of the formulation are given in the Appendices.

2. Spin Dimers on Infinite Honeycomb Lattice

Before examining the edge magnon excitation, we briefly study a bulk property of spin dimers on an infinite bilayer honeycomb lattice as shown in Fig. 1. The two layers are connected by the intradimer interaction $J$, while the interdimer interaction $J'$ is along the honeycomb lattice. The model Hamiltonian is expressed as

$$
\mathcal{H} = \mathcal{H}_{\text{intra}} + \mathcal{H}_{\text{inter}},
$$

$$
\mathcal{H}_{\text{intra}} = \sum_i \left[ J \mathbf{S}_i \cdot \mathbf{S}_i - h \cdot (\mathbf{S}_i + \mathbf{S}_r) \right],
$$

$$
\mathcal{H}_{\text{inter}} = \sum_{(ij)} J' \left( \mathbf{S}_i \cdot \mathbf{S}_j + \mathbf{S}_r \cdot \mathbf{S}_r \right). \tag{2.1}
$$

Here, $\mathbf{S}_i$ and $\mathbf{S}_r$ are $S = 1/2$ spin operators on the left and right sides of a dimer at the $i$th site, respectively. The summation $\sum_{(ij)}$ is taken over the spin pairs at the nearest-neighbor sites. $\mathcal{H}_{\text{intra}}$ and $\mathcal{H}_{\text{inter}}$ represent the intradimer and interdimer interaction parts of the Hamiltonian, respectively. $h = g\mu_B H$ represents the effective magnetic field, where $\mu_B$ and $H$ are the Bohr magneton and external magnetic field, respectively. Since the Hamiltonian has rotational symmetry, we take the $z$-axis along the external field.

For the infinite lattice, magnetic excitations are expressed analytically in the disordered phase on the basis of bond operator theory. Details are given in Appendix A. For small $J'$ and $h$, a singlet ground state is stabilized. Increasing them induces a finite magnetic moment and leads to an AF ordered phase. Figure 2 shows the phase diagram obtained by dimer mean-field theory. $h_{c1}$ is the lower critical field, above which the ordered phase appears, while $h_{c2}$ is the higher critical field, above which the moment saturates.

First, we study the case of field-induced order. We show the magnon dispersion relation in Fig. 3 for various values of $h$. At $h = 0$, there is a finite excitation gap at the $\Gamma$ point as shown in Fig. 3(a). There are two modes, reflecting the two dimer sites in the unit cell. They have the same energy at the K point. Each mode is threefold degenerate, reflecting the triplet excitation. The degeneracy is lifted by a finite field, and the ex-
citation mode splits into three branches. At the lower critical field \((h = h_{c1})\), the lowest mode becomes soft, showing a quadratic dispersion relation at the \(\Gamma\) point [see Fig. 3(b)]. In the ordered phase, a finite AF moment appears and the lowest mode shows a linear dispersion relation [see Figs. 3(c) and 3(d)]. In the ordered phase, we applied an extended spin-wave theory,19 which is also used to study the edge magnon in the subsequent sections. At the higher critical field \((h = h_{c2})\), the lowest mode shows a quadratic dispersion relation again [see Fig. 3(e)]. In the saturated phase \((h > h_{c2})\), the excitation gap opens up again [see Fig. 3(f)]. In Figs. 3(e) and 3(f), the highest modes are twofold degenerate and become dispersionless. Since the unit cell is taken, as in the ordered phase, there are two dimer sites in a unit cell and this leads to twofold degeneracy. Note that the flat modes are not edge states. For \(h \geq h_{c2}\), the local ground state is the \(|\uparrow\uparrow\rangle\) triplet state of a dimer, while the highest state is the \(|\downarrow\downarrow\rangle\) triplet state. Within the harmonic approximation in bond operator theory, the excited \(|\downarrow\downarrow\rangle\) state does not propagate under the \(|\uparrow\uparrow\rangle\) ground state and it becomes dispersionless.

The ordered phase is also stabilized even at \(h = 0\). The magnon band becomes wide when \(J'\) is increased. At the critical interdimer interaction \((J' = J'_c)\), the lowest mode becomes soft, showing a linear dispersion relation at the \(\Gamma\) point while keeping the threefold degeneracy [see Fig. 4(a)]. For \(J' > J'_c\), an AF moment appears and the magnon modes split into a twofold degenerate transverse mode (T-mode) and a longitudinal mode (L-mode or Higgs amplitude mode) as shown in Fig. 4(b). The splitting of the two modes becomes large with increasing \(J'\) [see Fig. 4(c)]. In the ordered phase under \(h = 0\), the formulation becomes simple and the dispersion relations for the L- and T-modes are given analytically in Appendix A.

### 3. Formulation for Edge Magnon Mode

#### 3.1 Model Hamiltonian

Let us consider a semi-infinite bilayer honeycomb lattice with a zigzag edge at \(i_x = 1\) as shown in Fig. 5. We represent the spin site by \(i_x\) and \(i_y\) along the \(x-\) and \(y\)-directions. 

![Fig. 4](image-url) (Color online) Magnon dispersion relation for various values of the interdimer interaction under \(h = 0\). (a) For \(J' = J'_c\). The critical interdimer interaction is defined as \(J'_c = \frac{1}{2}J\). The excitation is threefold degenerate for \(J' \leq J'_c\). (b) For \(J' = 1.2J'_c\). (c) For \(J' = 2.2J'_c\). The excitation splits into a twofold T-mode (blue dashed line) and a single L-mode (red solid line) for \(J' > J'_c\). Equation (A-36) is used for the plot.

![Fig. 5](image-url) (Color online) Schematic of a semi-infinite honeycomb lattice. Dimers are located on the lattice points. They are aligned along the \(x\)-direction. \(i_x = 1, 2, 3, \ldots\) represent the \(i_x\)-th sites. A zigzag edge is at \(i_x = 1\). There is translational symmetry along the \(y\)-direction.
y-directions, respectively. For numerical calculations, we introduce another zigzag edge at $i_x = N_x$. The semi-infinite nature is reproduced with a sufficiently large $N_x$. The model Hamiltonian is given by
\[
\mathcal{H} = \sum_i \mathcal{H}_{\text{intra}}(i) + \sum_{\langle ij \rangle} \mathcal{H}_{\text{inter}}(i, j),
\] (3.1)
with
\[
\mathcal{H}_{\text{intra}}(i) = JS_{il} \cdot S_{ir} - \mathbf{h} \cdot (S_{il} + S_{ir}),
\]
\[
\mathcal{H}_{\text{inter}}(i, j) = J'(S_{il} \cdot S_{jl} + S_{ir} \cdot S_{jr}).
\] (3.2)
We write $i \rightarrow i_x j_y$ and $j \rightarrow j_x j_y$ for simplicity.

### 3.2 Mean-field theory

The mean-field Hamiltonian for the $i$th site is expressed as
\[
\mathcal{H}_{\text{MF}}(i) = JS_{il} \cdot S_{ir} - \mathbf{h} \cdot (S_{il} + S_{ir})
\]
\[+ J' \sum_{\gamma=l,r} \sum_{\langle j \rangle} M_{i \gamma} \cdot S_{i \gamma},\] (3.3)
Here, $M_{i \gamma}$ represents the magnetic moment on the $\gamma (= l, r)$ side of a dimer at the $i$th site. The summation $\sum_{\langle j \rangle}$ is taken over the nearest-neighbors for the $i$th site. The Hamiltonian is expressed in a 4 x 4 matrix form. Energy eigenstates are obtained by diagonalizing the mean-field Hamiltonian. The magnetic moment is determined by
\[
M_{i \gamma} = \langle 0 | S_{i \gamma} | 0 \rangle,
\] (3.4)
where $| 0 \rangle$ is the mean-field ground state at the $i$th site. We solve the mean-field problem iteratively until a self-consistent solution for $M_{i \gamma}$ is obtained at each $i$th site. Since the interdimer interaction is AF on the bipartite honeycomb lattice, an AF ground state with a staggered moment is expected in the bulk region. The ground state is affected by the solution in the bulk region and we assume that the mean-field solution is independent of the position $i_y$. In general, however, there is a possibility of a ground state with broken translational invariance along the edge direction. We did not explore this possibility in the present study.

### 3.3 Magnetic excitation

The magnetic excitation is obtained for the mean-field ground and excited states. We write the energy eigenstates of the main-field Hamiltonian at the $i$th site as
\[
| im \rangle \quad (m = 0, 1, 2, 3).\] (3.5)
Here, $m = 0$ represents the mean-field ground state, while $m = 1, 2, 3$ are those for the excited states. The intradimer part of the Hamiltonian at the $i$th site is then expressed as
\[
\mathcal{H}_{\text{intra}}(i) = \sum_{m,n=0}^3 | im \rangle \langle im | \mathcal{H}_{\text{intra}}(i) | in \rangle \langle in|.\] (3.6)
At each site, we introduce the following boson, which creates the energy eigenstate out of the vacuum state:$^{23}$
\[
a_{im}^\dagger | \text{vac} \rangle = | im \rangle.\] (3.7)
The bosons are subjected to the following local constraint:
\[
\sum_{m=0}^3 a_{im}^\dagger a_{im} = 1.\] (3.8)
$\mathcal{H}_{\text{intra}}(i)$ is then expressed in terms of the bosons as$^{19}$
\[
\mathcal{H}_{\text{intra}}(i) = \sum_{m,n=0}^3 H_{mn}^{0} | im \rangle a_{im}^\dagger a_{in},\] (3.9)
where $H_{mn}^{0}$ is the matrix element defined by
\[
H_{mn}^{0} = \langle im | \mathcal{H}_{\text{intra}}(i) | in \rangle.\] (3.10)
In the same manner, the spin operator is expressed as$^{19}$
\[
S_{i \gamma} = \sum_{m,n=0}^3 S_{mn}(i, \gamma) a_{im}^\dagger a_{in},\] (3.11)
with
\[
S_{mn}(i, \gamma) = \langle im | S_{i \gamma} | in \rangle.\] (3.12)
Next, we replace the $a_{i0}$ operator for the mean-field ground state with the local constraint [Eq. (3.8)] as$^{20-22}$
\[
a_{i0}^\dagger a_{i0} \rightarrow 1 - \sum_{m=1}^3 a_{im}^\dagger a_{im},\]
\[
a_{i0}^\dagger \rightarrow \left( 1 - \sum_{m=1}^3 a_{im}^\dagger a_{im} \right)^{1/2},\]
\[
a_{i0} \rightarrow \left( 1 - \sum_{m=1}^3 a_{im} a_{im}^\dagger \right)^{1/2}.\] (3.13)
We substitute Eq. (3.13) into Eqs. (3.9) and (3.11) and eliminate the $a_{i0}$ and $a_{i0}^\dagger$ operators. $\mathcal{H}_{\text{intra}}(i)$ and $S_{i \gamma}$ are expressed in terms of the bosons for the excited states. The total Hamiltonian [Eq. (3.1)] is then written in the following form:
\[
\mathcal{H} = \mathcal{H}^{(0)} + \mathcal{H}^{(1)} + \mathcal{H}^{(2)} + \cdots.\] (3.14)
Here, $\mathcal{H}^{(0)}$ is the c-number term that corresponds to the mean-field ground state energy. The $\mathcal{H}^{(1)}$ term contains only one Bose operator of the excited state. It vanishes when we use the appropriate self-consistently determined mean-field solution. The $\mathcal{H}^{(2)}$ term contains two bosons. We neglect higher-order terms of bosons since bosons are expected to be dilute at low temperatures. The Hamiltonian is then expressed in the following form:
\[
\mathcal{H} = \mathcal{H}_{\text{local}} + \mathcal{H}_{\text{nonlocal}}.\] (3.15)
Here, $\mathcal{H}_{\text{local}}$ and $\mathcal{H}_{\text{nonlocal}}$ are the Hamiltonian for the
local and nonlocal parts defined by
\[
\mathcal{H}_{\text{local}} = \sum_{m,n=1}^{3} \sum_{i} \Lambda_{mn}^{i} a_{im}^\dagger a_{in},
\]  
\[
\mathcal{H}_{\text{nonlocal}} = \sum_{m,n=1}^{3} \sum_{(ij)} \left( \Pi_{mn}^{ij} a_{im}^\dagger a_{jn} + \Delta_{mn}^{ij} a_{im}^\dagger a_{jn} + \text{h.c.} \right),
\]
with
\[
\Lambda_{mn}^{i} = \mathcal{H}_{mn}^{0}(i) - \mathcal{H}_{00}^{0}(i) \delta_{mn} + J' \sum_{\gamma} [\mathcal{S}_{mn}(i, \gamma) - M_{i\gamma} \delta_{mn}] \cdot \sum_{(j)} M_{j\gamma},
\]
\[
\Pi_{mn}^{ij} = J' \sum_{\gamma} \mathcal{S}_{m0}(i, \gamma) \cdot \mathcal{S}_{0n}(j, \gamma),
\]
\[
\Delta_{mn}^{ij} = J' \sum_{\gamma} \mathcal{S}_{m0}(i, \gamma) \cdot \mathcal{S}_{0n}(j, \gamma).
\]

Here, the square root in Eq. (3.13) is expanded when it is substituted into Eq. (3.11). In Eq. (3.17), we used the relation \(\mathcal{S}_{m0}(i, \gamma) = M_{i\gamma}\). In Eq. (3.16), we omitted a constant term. Note that \(\Pi_{mn}^{ij}\) and \(\Delta_{mn}^{ij}\) have the following relations:
\[
\Pi_{mn}^{ij} = (\Pi_{nm}^{ij})^*, \quad \Delta_{mn}^{ij} = \Delta_{mn}^{ji}. \quad (3.18)
\]

Since there is a translational symmetry along the \(x\)-direction, as shown in Fig. 5, \(\Lambda_{mn}^{i}\), \(\Pi_{mn}^{ij}\), and \(\Delta_{mn}^{ij}\) in Eq. (3.17) depend only on the positions of \(i_{x}\) and \(j_{x}\), i.e., they are independent of \(i_{y}\) and \(j_{y}\). We then introduce the following Fourier transformation along the \(y\)-direction for the boson:
\[
a_{im} = \frac{1}{\sqrt{N_{y}}} \sum_{k} a_{ki_{x}m} e^{ik_{y}y}. \quad (3.19)
\]

Here, \(k\), \(N_{y}\), and \(y_{l}\) are the wavenumber, the number of dimer sites, and the position of the dimer along the \(y\)-direction, respectively. Substituting Eq. (3.19) into Eq. (3.15), we obtain
\[
\mathcal{H} = \sum_{k} \sum_{m,n=1}^{3} i_{x} \Lambda_{mn}^{i} a_{km}^\dagger a_{kn} + \sum_{k} \sum_{m,n=1}^{3} \sum_{(i_{x}j_{x})} \left[ \gamma_{k}^{i_{x}j_{x}} \left( \Pi_{mn}^{i_{x}j_{x}} a_{km}^\dagger a_{kj_{x}n} \right. \right.
\left. \left. + \Delta_{mn}^{i_{x}j_{x}} a_{km}^\dagger a_{kj_{x}n} + \text{h.c.} \right) \right]. \quad (3.20)
\]

Here, \(\gamma_{k}^{i_{x}j_{x}}\) represents the momentum dependence for the excited states. The specific forms of \(\Lambda_{mn}^{i}\) and \(\gamma_{k}^{i_{x}j_{x}}\) are given in Appendix B.

We next introduce the following \(3N_{x}\)-dimensional transposed vectors:
\[
a_{k}^{T} = (\cdots a_{k1m} \cdots a_{k2m} \cdots a_{kN_{x}m} \cdots),
\]
\[
a_{k}^{T} = (\cdots a_{k1m}^\dagger \cdots a_{k2m}^\dagger \cdots a_{kN_{x}m}^\dagger \cdots). \quad (3.21)
\]

Here, \(N_{x}\) is the number of dimer sites along the \(x\)-direction. Using these vectors, we introduce the following \(6N_{x}\)-dimensional vector:
\[
\hat{a}_{k} = \left( \begin{array}{c} a_{k}^\dagger \nabla \end{array} \right). \quad (3.22)
\]

Then, we obtain the following commutation relation:
\[
\mathcal{H} \hat{a}_{k} - \hat{a}_{k} \mathcal{H} = -\epsilon_{k} \hat{a}_{k}. \quad (3.23)
\]

Here, \(\epsilon_{k}\) is expressed as
\[
\epsilon_{k} = \left( \begin{array}{cc} A_{k} & -B_{k}^{*} \nabla \vspace{1mm} \\ -B_{k} \nabla & -A_{k}^{*} \end{array} \right), \quad (3.24)
\]

with
\[
A_{k} = \left( \begin{array}{cccc} \Lambda_{k}^{i} & \Pi_{k}^{12} & 0 & \cdots & 0 \\
\Pi_{k}^{21} & \Lambda_{k}^{12} & 0 & \cdots & 0 \\
0 & 0 & \cdots & \Lambda_{k}^{N_{x}-1} & \Pi_{k}^{N_{x}-1,1} \\
0 & 0 & \cdots & \Pi_{k}^{N_{x}-1,1} & \Lambda_{k}^{N_{x}} \end{array} \right), \quad (3.25)
\]
\[
B_{k} = \left( \begin{array}{cccc} \Delta_{k}^{i} & 0 & \cdots & 0 \\
0 & \Delta_{k}^{12} & 0 & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
0 & 0 & \cdots & \Delta_{k}^{N_{x}-1} & 0 \\
0 & 0 & \cdots & \Delta_{k}^{N_{x}-1,1} & 0 \end{array} \right). \quad (3.25)
\]

Here, \(\Lambda_{k}^{i}, \Pi_{k}^{12}, \Delta_{k}^{i}j_{x}\), and \(\Delta_{k}^{i}j_{x}\) are \(3 \times 3\) matrices. Their matrix elements are given by
\[
(\Lambda_{k}^{i})_{mn} = \Lambda_{mn}^{i},
\]
\[
(\Pi_{k}^{i}j_{x})_{mn} = \Pi_{m}^{i}j_{x} \delta_{kn},
\]
\[
(\Delta_{k}^{i}j_{x})_{mn} = \Delta_{m}^{i}j_{x} \delta_{kn}. \quad (3.26)
\]

In Eq. (3.25), we can see that the nearest-neighbor \(i_{x}\) and \(j_{x}\) sites are coupled, reflecting the honeycomb lattice shown in Fig. 5.

Next, we assume that the Hamiltonian has the following diagonal form:
\[
\mathcal{H} = \sum_{k} E_{k} \alpha_{k} \alpha_{k}. \quad (3.27)
\]

Here, the \(\alpha_{k}\) boson satisfies the commutation relation
\[
\mathcal{H} \alpha_{k} - \alpha_{k} \mathcal{H} = -E_{k} \alpha_{k}. \quad (3.28)
\]

We then introduce the following Bogoliubov transformation:
\[
\alpha_{k} = \tilde{X}_{k}^{T} \hat{a}_{k}. \quad (3.29)
\]

Here, \(\tilde{X}_{k}^{T}\) is a \(6N_{x}\)-dimensional transposed vector. Substituting Eq. (3.29) into Eq. (3.23), we reach the following eigenvalue equation:
\[
\tilde{E}_{k}^{T} \tilde{X}_{k} = E_{k} \tilde{X}_{k}. \quad (3.30)
\]}
When we diagonalize the $6N_x \times 6N_x$ matrix $\xi_k^T$, the energy eigenvalues are obtained as pairs of $\pm E_k$. Here, + and − correspond to the particle and hole solutions, respectively. We only take the particle (positive eigenvalue) solution. There are $3N_x$ excitation modes in the Brillouin zone reflecting the $N_x$ sites since each dimer provides three states.

4. Disordered Phase

In the disordered phase, the singlet and triplet states are the mean-field solutions. This enables us to treat the problem analytically. At each dimer site, the spin operators are expressed as Eq. (A.5). Since we retain the triplet excitation up to the second order, the singlet operator can be rewritten with $s_i \rightarrow 1$ and $s_i^\dagger \rightarrow 1$ in the inter-dimer interaction part of the Hamiltonian. The Hamiltonian is then expressed as Eq. (A.9). The Hamiltonian is divided into two parts as $\mathcal{H} = \mathcal{H}_0 + \mathcal{H}_\pm$. The former and latter contain the $t_{0\bar{0}}$ and $t_{\bar{0}0}$ bosons, respectively. The bosons appear in the $S^z = 0$ and $S^z = \pm 1$ excited triplet states, respectively. For both $\mathcal{H}_0$ and $\mathcal{H}_\pm$ in Eq. (A.9), the first term represents the local energy of the triplet state under a finite field $h$. The second term represents the hopping of the triplet excitation. The last term represents the pair creation and annihilation of the triplet excitation. In the case of graphene, the last term does not appear in the Hamiltonian. Thus, the existence of the both terms in the Hamiltonian is peculiar to the spin dimer system. Since the Hamiltonian is divided into two parts, we discuss the eigenvalue problem of Eq. (3.30) separately in terms of $\mathcal{H}_0$ and $\mathcal{H}_\pm$.

4.1 $\mathcal{H}_0$ part

In this study, we assume a semi-infinite system along the $x$-direction, i.e., there is only one zigzag edge at $t_{xz} = 1$ in Fig. 5. For $\mathcal{H}_0$, the matrices $A_k$ and $B_k$ in Eq. (3.24) are written as

$$A_k = J + M_k, \quad B_k = M_k,$$

where $M_k$ is given by

$$M_k = \begin{pmatrix} 0 & f & 0 & 0 & 0 & \cdots \\ f & 0 & g & 0 & 0 & \cdots \\ 0 & g & 0 & f & 0 & \cdots \\ 0 & 0 & f & 0 & g & \cdots \\ \vdots & \vdots & \vdots & \vdots & \vdots & \ddots \end{pmatrix}, \quad \text{with} \quad f = J' \cos\left(\frac{k}{2}\right), \quad g = \frac{1}{2}J'. \quad (4.3)$$

The eigenvalue equation [Eq. (3.30)] is then written as

$$\begin{pmatrix} J + M_k & -M_k \\ M_k & -J - M_k \end{pmatrix} \begin{pmatrix} \psi_k \\ \bar{\psi}_k \end{pmatrix} = \begin{pmatrix} E \psi_k \\ \bar{E} \bar{\psi}_k \end{pmatrix},$$

where we write

$$\bar{X}_k = \begin{pmatrix} \psi_k \\ \bar{\psi}_k \end{pmatrix} \quad \text{and used the following relations:}$$

$$A_k = A_{-k} = A_k^T, \quad B_k = B_{-k} = B_k^T. \quad (4.6)$$

In Eq. (4.4), $\psi_k$ and $\bar{\psi}_k$ are the field operators for the particle and hole, respectively.

Note that the matrix $M_k$ has the same form as that for graphene. As in Eq. (4.1), $M_k$ appears in both $A_k$ and $B_k$. Here, $M_k$ in $A_k$ and $B_k$ represents the hopping and pair creation and annihilation processes for the triplet state, respectively. This originates from the fact that the excited triplet state can move via both processes. In the case of graphene, however, there is no $B_k$ matrix. On the other hand, $M_k$ only appears in $B_k$ in case of an AF spin system on a monolayer honeycomb lattice since the excitation can move only by the pair creation and annihilation process. Note that the spin dimer system has both terms. In this sense, the spin dimer model connects the graphene and the AF spin system on a monolayer honeycomb lattice.

Following Ref. 12, we analyze the bulk and edge magnetic excitations. The eigenvectors for the particle and hole can be written as

$$\begin{pmatrix} \psi_k \\ \bar{\psi}_k \end{pmatrix} = \begin{pmatrix} a_1 \\ b_1 \\ a_2 \\ b_2 \\ \vdots \end{pmatrix}, \quad \begin{pmatrix} \bar{a}_1 \\ \bar{b}_1 \\ \bar{a}_2 \\ \bar{b}_2 \\ \vdots \end{pmatrix}. \quad (4.7)$$

Substituting Eq. (4.7) into Eq. (4.4), we obtain

$$Ja_n + gb_{n-1} + fb_n - gb_{n+1} = Ea_n, \quad \text{for} \quad a = 1, \ldots, N_x,$$

$$Jb_n + fa_n + ga_{n+1} - f\bar{a}_n - g\bar{a}_{n+1} = Eb_n, \quad \text{for} \quad b = 1, \ldots, N_x,$$

$$-J\bar{a}_n - g\bar{b}_{n-1} - f\bar{b}_n + gb_{n+1} = E\bar{a}_n, \quad \text{for} \quad a = 1, \ldots, N_x,$$

$$-J\bar{b}_n - f\bar{a}_n - g\bar{a}_{n+1} + fa_n + ga_{n+1} = E\bar{b}_n. \quad (4.8)$$

At the edge site, there is no nearest-neighbor site along the negative $x$-direction. Thus, the equations at the edge site should be

$$Ja_1 + fb_1 - f\bar{b}_1 = Ea_1,$$

$$-J\bar{a}_1 - f\bar{b}_1 + fb_1 = E\bar{a}_1. \quad (4.9)$$

First, we study the bulk solution. For the semi-infinite system, the energy region for the bulk excitation is not affected by the boundary condition. Therefore, we introduce a periodic condition along the $x$-direction and solve the eigenvalue equation by assuming

$$\begin{pmatrix} a_n \\ b_n \\ \bar{a}_n \\ \bar{b}_n \end{pmatrix} = \begin{pmatrix} a_0 \\ b_0 \\ \bar{a}_0 \\ \bar{b}_0 \end{pmatrix} z^n. \quad (4.10)$$

For extended states, $z$ is a complex number such as

$$z = e^{\pm ikx}. \quad (4.11)$$

Here, $k_x$ plays the role of a wavevector along the $x$-
direction. Substituting Eq. (4.10) into Eq. (4.8), we obtain
\[
\begin{pmatrix}
J - E & f + \frac{a}{z} & 0 & -f - \frac{a}{z} \\
\frac{f + zg}{2} & J - E & -f - zg & 0 \\
0 & \frac{f + zg}{2} & J - E & -f - \frac{a}{z} \\
f + zg & 0 & -f - zg & J - E
\end{pmatrix}
\begin{pmatrix}
a_0 \\ b_0 \\ \bar{a}_0 \\ \bar{b}_0
\end{pmatrix} = 0.
\]  
(4.12)

The energy eigenvalues are given by
\[
E = \pm \left[ J \pm 2\sqrt{f^2 + g^2 + fg \left(z + \frac{1}{z}\right)} \right].
\]  
(4.13)

Here, the positive and negative energies are for the particle and hole solutions, respectively. Equation (4.11) leads to \(z + \frac{1}{z} = 2\cos(k_x)\), which varies in the range
\[
-2 \leq z + \frac{1}{z} \leq 2.
\]  
(4.14)

Substituting Eq. (4.14) into Eq. (4.13), we obtain the following energies, which determine the boundary surrounding the bulk excitations:
\[
E_{k,1\pm} = \sqrt{J^2 + J'J} \cos \left(\frac{k}{\sqrt{2}}\right) \pm 1,
\]
\[
E_{k,2\pm} = \sqrt{J^2 - J'J} \cos \left(\frac{k}{\sqrt{2}}\right) \pm 1.
\]  
(4.15)

We next study the edge solution taking the boundary condition into account. Comparing Eqs. (4.9) and (4.8) for \(n = 1\), we notice that \(b_0 = \bar{b}_0\) must be satisfied in Eq. (4.8) for \(n = 1\). Substituting this relation in Eq. (4.12), we obtain the following energy eigenvalue and eigenvector:
\[
E = J, \quad a_0 \neq 0, \quad b_0 = \bar{a}_0 = \bar{b}_0 = 0,
\]  
(4.16)

with
\[
z = -\frac{1}{2\cos \left(\frac{k}{\sqrt{2}}\right)}.
\]  
(4.17)

This result indicates that an edge magnon mode with a completely flat dispersion relation emerges at \(E = J\) in the presence of the zigzag edge. In addition, \(\bar{a}_0 = \bar{b}_0 = 0\) means that the pair creation and annihilation term does not contribute to the wave function of the edge state. For a bound state, the wavefunction must decrease with increasing \(n\) in Eq. (4.10). To realize this, \(z\) must satisfy \(|z| < 1\). This means that the wavefunction of the edge mode decreases exponentially in the bulk region and leads to the following condition:
\[
|k| > \frac{2\pi}{3}.
\]  
(4.18)

Thus, the solution of the flat edge mode for the dimer system is exactly the same as that for the case of graphene.  

### 4.2 \(H_{\pm}\) part

For \(H_{\pm}\), the matrices \(A_k\) and \(B_k\) in Eq. (3.24) are double in size compared with the case of \(H_0\) since the Hamiltonian contains both the \(S^2 = \pm 1\) triplet states. The matrices \(A_k\) and \(B_k\) are then written as
\[
A_k = \begin{pmatrix}
J - h + M_k & 0 \\
J + h + M_k & J^2 - J M_k
\end{pmatrix},
\]
\[
B_k = \begin{pmatrix}
0 & -M_k \\
-M_k & 0
\end{pmatrix}.
\]  
(4.19)

Here, the basis functions for the matrix elements are separated by the \(S^2 = \pm 1\) triplet states. Then, we write the eigenvector as
\[
\vec{X}_k = \begin{pmatrix}
\psi_{k+} \\
\psi_{k-} \\
\psi_{k+}
\end{pmatrix}.
\]  
(4.20)

The eigenvalue equation is then separated into the following two parts:
\[
\begin{pmatrix}
J + h + M_k & M_k \\
-M_k & J - h - M_k
\end{pmatrix}
\begin{pmatrix}
\psi_{k+} \\
\psi_{k-}
\end{pmatrix} = E \begin{pmatrix}
\psi_{k+} \\
\psi_{k-}
\end{pmatrix}.
\]  
(4.21)

Since Eq. (4.21) is essentially the same as Eq. (4.4), note that the energy eigenvalue of Eq. (4.21) is simply shifted by \(h\) from that for \(H_0\).

In Fig. 6, we show the bulk and flat edge excitations for \(h = 0\) and \(h = h_{c1}\). The bulk excitations are inside the filled area, whose boundary is plotted with Eq. (4.15). In the presence of the zigzag edge, an additional flat edge mode emerges at \(E = J\). At \(h = 0\), the triplet excitation is threefold degenerate. Under a finite field, it splits into three modes. At the lower critical field \((h = h_{c1})\), the lowest excitation mode becomes soft. We verified that the
present result for the semi-infinite system is reproduced within a finite-size numerical calculation for a large system size of \( N_x \).

5. Ordered Phase

In the ordered phase, a finite magnetic moment appears and generates a nonuniform mean-field potential for the magnetic excitation. This may affect the edge magnon mode. In this section, we study how the excited state changes in the magnetically ordered phase.

In the case of a spin dimer, the ordered moment shrinks even at zero temperature. In addition, the moment size depends on the distance from the edge. Since it is difficult to treat the magnetic excitation analytically in the ordered phase for the spin dimer system, we perform a finite-size numerical calculation in this section.

5.1 Magnetic field-induced order

We first show the self-consistently determined ordered magnetic moment in Fig. 7 for a system size of \( N_x = 12 \). Here, we choose a moderate value of \( N_x \) to show the excitation mode clearly. Note that it is easy to treat a much larger system size. In the field-induced ordered phase, there are both ferromagnetic and AF moments. We can see that the moments at the edge sites \( (i_x = 1, 12) \) are reduced from those for the bulk sites. This is owing to the fact that the number of nearest-neighbor sites is two for the edge sites, while it is three for the bulk sites. This suppresses the moment size by enhancing the singlet component of the mean-field ground state at the edge sites.

Next, we show the magnon dispersion relation under various fields in Fig. 8 for both periodic and zigzag-edge boundary conditions. When the field is increased, the middle and higher branches are shifted to the higher energy region by the Zeeman effect. In the ordered phase \((h_{c1} < h < h_{c2})\), the lowest mode shows a linear dispersion relation around \( k = 0 \), reflecting the Nambu-Goldstone mode in the AF ordered state. In the saturated phase \((h > h_{c2})\), the lowest mode shows a quadratic dispersion relation with the opening of an excitation gap. For the zigzag edge, we notice that the shape of the edge mode deviates from the flat dispersion relation in the ordered phase [see Fig. 8(e)]. The deviation is distinct in the lower branch. When the field is increased, the flat mode merges with the other modes and the lowest mode separates from the others as shown in Fig. 8(f). This originates from the appearance of a finite magnetic moment in the ordered phase. The finite moment induces a mean-field potential via the interdimer interaction. At the edge site \((i_x = 1)\), the mean-field potential is different from that for the other \((i_x \neq 1)\) sites. This is because there are only two nearest-neighbor sites at the edge. This potential difference arises in the ordered phase and it affects the shape of the dispersion relation of the edge mode. Note that this behavior is also seen in the case of graphene when we introduce a nonuniform potential.7
Therefore, in the case of a dimer, the completely flat edge mode only appears in the disordered phase. In the saturated phase for \( h \geq h_{c2} \), there are two kinds of excitations above 2.5 [see Figs. 8(g) and 8(h)]. The lower is from a local excitation at the edge, while the higher is a local excitation from the bulk sites.

We next show the dynamical spin correlation function, where the formulation is given in Appendix C. In the disordered phase, one-magnon excitation is possible between the singlet-triplet states. In the ordered phase, the transition between the triplet-triplet states also participates in the process. In the vicinity of the quantum critical point, however, the latter contribution is smaller and we only consider the \( S_{\alpha\alpha}^{\sigma} \) component (singlet-triplet process) defined by Eq. (C·3). Figure 9 shows the dynamical spin correlation function at the critical field \( h = h_{c1} \). Since the magnetic field is applied along the \( z \)-direction, the \( x \)- and \( y \)-directions are equivalent (\( S_{xx}^{zz} = S_{yy}^{zz} \)) for \( h \leq h_{c1} \). There are three kinds of excitation modes, reflecting the \( S^z = 1, 0, \) and \(-1 \) states under the field. The lowest and highest branches have intensities in the correlation functions \( S_{xx}^{zz} \) and \( S_{yy}^{zz} \), while the middle one has an intensity in the correlation function \( S_{xx}^{zz} \). Figure 9(a) shows the contribution from the edge site (\( i_x = 1 \)). We can see strong intensity on the flat dispersion. As discussed in the previous section, the wavefunction of the flat mode is present only at the odd \( i_x \) sites [see \( b_0 = 0 \) in Eq. (4.16)] and it decreases exponentially with increasing \( i_x \). Thus, we can see lower intensity on the flat mode for \( i_x = 5 \) as shown in Fig. 9(b).

We show the result for the ordered phase in Fig. 10. We can see that the edge mode becomes dispersive. Although the mode loses the flat nature in its dispersion, we can see that it still keeps the bound state feature by comparing Figs. 10(a) and 10(b). In the ordered phase, the appearance of the ordered moment lifts the degeneracy in the \( x \)- and \( y \)-directions, where the former and latter are along and perpendicular to the AF moment,
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respectively. Since the correlation function $S_{yy}^{(0)}$ corresponds to the transverse fluctuation of the AF moment, it has a stronger intensity around $k = 0$. This point is clear on the bulk site [see Fig. 10(b)].

5.2 Interdimer interaction-induced order

We first show the result for the periodic boundary condition in Figs. 11(a)-11(c). In the ordered phase, the appearance of the AF moment lifts the threefold degeneracy and the modes split into the L- and T-modes as shown in Fig. 11(b). The band width of the T-mode increases with $J'$, while it decreases for the L-mode. For a large $J'$, the L-mode shifts to the high-energy region as shown in Fig. 11(c). In the presence of the zigzag edge, the flat edge mode appears [see Fig. 11(d)]. In the ordered phase, the edge mode becomes dispersive as shown in Fig. 11(e).

To see the localized nature of the edge mode, we next show the correlation function in Fig. 12 for $J' = 2.2J'_{c}$. We take the $x$-coordinate along the AF moment. Since the $y$- and $z$-directions are equivalent for $h = 0$, $S_{yy}^{(0)} = S_{zz}^{(0)}$ is satisfied. In Fig. 12(a), we can see a strong intensity on the lowest L-mode for the edge site. This is because the potential for the magnon at the edge site is less than that for the bulk site. In the case of the T-mode, the lowest mode has a stronger intensity at the edge site, especially in the region of $|k|/π > 0.5$. This means that the edge mode moves from the flat position to the lowest position when the phase becomes deep in the ordered phase. This also holds in the field-induced ordered phase. Note that the lowest mode in Fig. 8(f) also has the localized character. In the next section, we discuss this point in connection with the spin system on a monolayer honeycomb lattice.

6. Monolayer Spin System

To understand the edge mode in the ordered phase of the dimer system, we study $S = 1/2$ spin systems on a monolayer honeycomb lattice with a zigzag edge. In the case of a ferromagnet, a magnon moves by the hopping process, while it moves by the pair creation and annihilation process in the AF case. As discussed in Sect. 4, the dimer system has both processes. In the following subsections, we study how the edge mode is affected by the two processes in the presence of an ordered moment.

6.1 Ferromagnetic case

In the ferromagnetic case, the excitation moves by the hopping process. Therefore, a particle and a hole are not
Equation (6.6) leads to
\[ \delta = 0 \text{ for } \delta = \frac{1}{2}, \quad |z| = 1 \]
\[ \delta = 0, \quad |k| > \frac{2\pi}{3} \]  
(6.9)

For \( \delta = \frac{1}{2} \), the mode has a real \( z \) value; however, it is a marginal state with \( |z| = 1 \) for all \( k \). For \( \delta = 0 \), we obtain the same bulk and flat edge excitation modes as those for graphene.

### 6.2 \( S = 1/2 \) AF system

For the AF case, Eq. (4.8) reduces to \(^{12}\)
\[ \frac{3}{2} j a_n - \bar{g} n_{n-1} - f b_n = E a_n, \]
\[ -\frac{3}{2} j \bar{b} n + f a_n + g a_{n+1} = E \bar{b}_n, \]  
(6.10)
with
\[ f = J \cos \left( \frac{k}{2} \right), \quad g = \frac{1}{2} J. \]  
(6.11)
At the edge site, we write
\[ \left( \frac{3}{2} + \delta \right) J a_n - f \bar{b} = E a_n. \]  
(6.12)
Here, \( \delta \) represents the deviation of the potential term from the bulk value. \( \delta = \frac{1}{2} \) represents a uniform potential. \( \delta = 0 \) represents a uniform potential. The latter situation can be realized by applying a local magnetic field at the edge site. To understand the effect of a nonuniform potential, we study a general value of \( \delta \) here.

In the same manner as in Sect. 4, the equation for the bulk solution is given by
\[ \left( \frac{3}{2} J - E \right) \begin{pmatrix} f + z g \\ f + z g \end{pmatrix} \begin{pmatrix} a_0 \\ b_0 \end{pmatrix} = 0. \]  
(6.4)
Equation (6.4) leads to the following boundary energies for the bulk excitations:
\[ E_{k,1} = J \left[ \frac{3}{2} + \left| \frac{1}{2} \pm \cos \left( \frac{k}{2} \right) \right| \right], \]
\[ E_{k,2} = J \left[ \frac{3}{2} - \frac{1}{2} \pm \cos \left( \frac{k}{2} \right) \right]. \]  
(6.5)
For the edge solution, we compare Eqs. (6.3) and (6.1) for \( n = 1 \). We notice that the following relation must be satisfied:
\[ -\delta J a_1 + g b_0 = 0. \]  
(6.6)
Equation (6.6) leads to
\[ z = \frac{b_0}{2\delta a_0}. \]  
(6.7)
Substituting Eq. (6.7) into Eq. (6.4), we obtain
\[ \left( \frac{3}{2} + \delta \right) J - E \begin{pmatrix} f \\ f \end{pmatrix} \left( \frac{3}{2} + \frac{3}{2} J - E \right) \begin{pmatrix} a_0 \\ b_0 \end{pmatrix} = 0. \]  
(6.8)
The eigenvalue equation can be expressed analytically. The condition for the edge mode is given by \(|z| < 1\). For \( \delta = -\frac{1}{2} \) and \( \delta = 0 \), the energy eigenvalues are simplified to
\[ E_{k,\text{edge}} = \begin{cases} J \left[ 1 \pm \cos \left( \frac{k}{2} \right) \right] & (\delta = -\frac{1}{2}, \quad |z| = 1) \\ \frac{3}{2} J & (\delta = 0, \quad |k| > \frac{2\pi}{3}) \end{cases}. \]  
(6.9)
Next, we study the edge solution. Comparing Eqs. (6.12) and (6.10) for \( n = 1 \), we notice that the following relation must be satisfied:
\[ \delta J a_1 + g b_0 = 0. \]  
(6.15)
Equation (6.15) leads to
\[ z = \frac{b_0}{2\delta a_0}. \]  
(6.16)
Substituting Eq. (6.16) into Eq. (6.13), we obtain
\[ \left( \frac{3}{2} + \delta \right) J - E \begin{pmatrix} f \\ -f \end{pmatrix} \left( \frac{3}{2} + \frac{3}{2} J - E \right) \begin{pmatrix} a_0 \\ b_0 \end{pmatrix} = 0. \]  
(6.17)
We can solve the eigenvalue equation analytically. For
In spin dimer systems, the disordered phase is realized for a large intradimer interaction. This is peculiar to spin dimer systems and gives rise to the magnon mode with a completely flat dispersion relation. For integer spin systems on a monolayer system, strong easy-plane anisotropy also stabilizes the disordered phase with a single-tetrahedron spin multiplet configuration. Since the multiplet plays the role of a dimer, the flat edge magnon mode also appears in this case. Searching for the edge magnon excitation in spin dimer systems and gives rise to the magnon mode with a flat dispersion relation appears in the disordered phase. In the ordered phase, the edge mode becomes dispersive and shifts to a low-energy region with the development of an ordered moment.

The result in the ordered phase is related to the spin systems on a monolayer honeycomb lattice studied in Sect. 6. Figure 13 shows the edge mode of the $S = 1/2$ spin system in both the ferromagnetic and AF cases, where the magnon moves via the hopping and pair creation and annihilation processes, respectively. In the ferromagnetic case [see Fig. 13(a)], a flat edge mode appears in the middle of the bulk excitations under a uniform potential ($\delta = 0$). When the potential becomes nonuniform ($\delta = -1/2$), the edge mode becomes dispersive. As shown in Fig. 10(a) for a spin dimer, we can see similar behavior of the edge mode in the ordered phase. In the case of the spin dimer, both processes contribute to the motion of the excited state. The bulk excitations both below and above the edge mode are owing to the hopping term, while their asymmetry is from the pair creation and annihilation term. Thus, the dispersive edge mode in the vicinity of the quantum critical point shown in Fig. 10(a) originates from the nonuniform potential arising in the ordered phase.

When the phase is deep in the ordered phase, a large ordered moment appears, where the singlet and triplet components become comparable in the ground state. In this case, the lowest modes in Figs. 8(f) and 11(f) acquire the localized character. Under a large ordered moment, the hopping term is strongly reduced, as in Eq. (A-35) with $u \simeq v$, for instance, in the interdimer interaction-induced ordered phase. In addition, the potential term at the edge differs markedly from that at the bulk site. We notice that these properties are similar to the AF monolayer system, where the edge mode shifts to the low-energy region and is dispersive when the potential becomes strongly nonuniform [see Fig. 13(b)]. Thus, the edge mode in the deep ordered phase can be understood by the AF monolayer system. Table I summarizes the edge mode in various substances.

### Table I. Summary of the edge mode on the honeycomb lattice with a zigzag edge in various substances.

| Substance       | Potential | Movement | Edge mode               |
|-----------------|-----------|----------|-------------------------|
| graphene        | U         | hop      | flat, middle            |
| ferromagnet     | N         | hop      | dispersive, middle      |
| dimer (disordered) | U     | hop + pair | flat, middle             |
| dimer (ordered)  | N         | pair     | dispersive, below        |
| antiferromagnet | N         | pair     | dispersive, below        |

and above the edge mode are owing to the hopping term, while their asymmetry is from the pair creation and annihilation term. Thus, the dispersive edge mode in the vicinity of the quantum critical point shown in Fig. 10(a) originates from the nonuniform potential arising in the ordered phase.
pears dynamically only in the vicinity of the edge. Thus, the edge magnon can be used to control the edge magnetic moment. The existence of the edge magnon mode has potential application to future spintronics devices.
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Appendix A: Bond Operator Theory for Infinite Bilayer Honeycomb Lattice

A.1 Disordered phase

For spin dimer systems on an infinite lattice, magnetic excitations are expressed analytically in the disordered phase. The model Hamiltonian for an infinite honeycomb lattice is given by Eq. (2.1). The energy eigenstates of an isolated dimer are expressed as

\[ |s\rangle = \frac{1}{\sqrt{2}} (|\uparrow\downarrow\rangle - |\downarrow\uparrow\rangle), \]
\[ |0\rangle = \frac{1}{\sqrt{2}} (|\uparrow\uparrow\rangle + |\downarrow\downarrow\rangle), \]
\[ |+\rangle = |\uparrow\uparrow\rangle, \quad |\rangle = |\downarrow\downarrow\rangle. \tag{A-1} \]

Here, \(|\sigma\sigma'\rangle\) represents a spin state of a dimer. \(|s\rangle\) is a singlet state, while \(|m\rangle\ (m = +, 0, -)\ is a triplet state.

We introduce the following bosonic creation operators for the four states at each dimer site:

\[ |s_i\rangle = s_i^\dagger |\text{vac}\rangle, \quad |m_i\rangle = t_{im}^\dagger |\text{vac}\rangle \quad (m = +, 0, -). \tag{A-2} \]

Here, \(|\text{vac}\rangle\) represents the vacuum state, \(s_i^\dagger\) and \(t_{im}^\dagger\) are creation operators for the singlet and triplet states at the \(i\)th site, respectively. They are subjected to the following local constraint:

\[ s_i^\dagger s_i + \sum_{m = +, 0, -} t_{im}^\dagger t_{im} = 1. \tag{A-3} \]

The Hamiltonian for a dimer is then expressed as

\[ JS_{ii} \cdot S_{ir} = -\frac{3}{4} JS_{ii}^z s_i^z + \frac{1}{4} J \sum_{m = +, 0, -} t_{im}^\dagger t_{im}. \tag{A-4} \]

The spin operators are also expressed in terms of the bosons as

\[ S_{ii}^x = \frac{1}{2\sqrt{2}} \left( -t_{i+}^\dagger s_i + s_i^\dagger t_i^\dagger - t_i^\dagger t_{i0}^\dagger + t_{i0}^\dagger t_{i+}^\dagger \right) + \text{h.c.}, \]
\[ S_{ir}^x = \frac{1}{2\sqrt{2}} \left( t_{i+}^\dagger s_i - s_i^\dagger t_i^\dagger + t_i^\dagger t_{i0}^\dagger - t_{i0}^\dagger t_{i+}^\dagger \right) + \text{h.c.}, \]
\[ S_{ii}^y = \frac{-i}{2\sqrt{2}} \left( t_{i+}^\dagger s_i + s_i^\dagger t_i^\dagger + t_i^\dagger t_{i0}^\dagger - t_{i0}^\dagger t_{i+}^\dagger \right) + \text{h.c.}, \]
\[ S_{ir}^y = \frac{-i}{2\sqrt{2}} \left( t_{i+}^\dagger s_i - s_i^\dagger t_i^\dagger - t_i^\dagger t_{i0}^\dagger + t_{i0}^\dagger t_{i+}^\dagger \right) + \text{h.c.}, \]
\[ S_{ii}^z = \frac{1}{2} \left( t_{i0}^\dagger s_i + s_i^\dagger t_{i0}^\dagger + t_{i+}^\dagger t_i^\dagger + t_{i+}^\dagger t_{i0}^\dagger \right), \]
\[ S_{ir}^z = \frac{1}{2} \left( -t_{i0}^\dagger s_i - s_i^\dagger t_{i0}^\dagger + t_{i+}^\dagger t_i^\dagger - t_i^\dagger t_{i0}^\dagger \right). \tag{A-5} \]

In the disordered phase, the mean-field ground state is the singlet state at each site. This is described by Bose-Einstein condensation of the singlet boson and the singlet operators are replaced as \(s_i \rightarrow 1\) and \(s_i^\dagger \rightarrow 1\). The intradimer part of the Hamiltonian is then expressed as

\[ H_{\text{intra}} = \sum_{i} \sum_{m = +, 0, -} (J - mh) t_{im}^\dagger t_{im} + E_0. \tag{A-6} \]

Here, \(E_0 = -\frac{1}{2} J N\) and it represents the energy of the mean-field ground state with \(N\) the number of dimer sites. \(h(= g\mu_B H_z)\) represents the effective magnetic field applied along the \(z\)-direction. For the interdimer part of the Hamiltonian, the spin operators are expressed up to the first order of the triplet bosons as

\[ S_{ii}^x = S_{ir}^x = \frac{1}{2\sqrt{2}} \left( -t_{i+}^\dagger s_i + s_i^\dagger t_i^\dagger + t_i^\dagger t_{i0}^\dagger - t_{i0}^\dagger t_{i+}^\dagger \right), \]
\[ S_{ii}^y = S_{ir}^y = \frac{-i}{2\sqrt{2}} \left( t_{i+}^\dagger s_i - s_i^\dagger t_i^\dagger + t_i^\dagger t_{i0}^\dagger - t_{i0}^\dagger t_{i+}^\dagger \right), \]
\[ S_{ii}^z = S_{ir}^z = \frac{1}{2} \left( t_{i0}^\dagger s_i + s_i^\dagger t_{i0}^\dagger + t_{i+}^\dagger t_i^\dagger + t_{i+}^\dagger t_{i0}^\dagger \right) \tag{A-7} \]

Substituting Eqs. (A-6) and (A-7) into Eq. (2.1), we obtain

\[ H = H_0 + H_\pm + E_0, \tag{A-8} \]

where

\[ H_0 = \sum_i J t_{0i}^\dagger t_{0i} + \sum_{(ij)} \frac{1}{2} J' \left( t_{0i}^\dagger t_{0j} + t_{0j}^\dagger t_{0i} + h.c. \right), \]
\[ H_\pm = \sum_i \sum_{m = \pm} (J - mh) t_{im}^\dagger t_{im} \]
\[ + \sum_{(ij)} \sum_{m = \pm} \frac{1}{2} J' \left( t_{im}^\dagger t_{jm} - t_{im}^\dagger t_{jm}^\dagger + h.c. \right) \tag{A-9} \]

On each sublattice, we introduce the following Fourier transformations for the operator:

\[ t_{im} = \frac{1}{\sqrt{N}} \sum_k e^{i k r_i a_{km}} \quad (i = A), \]
\[ t_{im} = \frac{1}{\sqrt{N}} \sum_k e^{i k r_i b_{km}} \quad (i = B). \tag{A-10} \]

Here \(a_{km}\) and \(b_{km}\) are Fourier transformed operators for the A and B sublattices shown in Fig. 1, respectively. \(r_i\) represents the position of the \(i\)th dimer. Substituting Eq. (A-10) into Eq. (A-9), we obtain

\[ H_0 = \sum_k \left\{ J \left( a_{k0}^\dagger a_{k0} + b_{k0}^\dagger b_{k0} \right) \right. \]
\[ + \left[ \gamma_k \left( a_{k0}^\dagger b_{k0} + a_{k0} b_{k0}^\dagger \right) + h.c. \right] \}, \]
\[ H_\pm = \sum_{m = \pm} \sum_k \left( J - mh \right) \left( a_{km}^\dagger a_{km} + b_{km}^\dagger b_{km} \right) \]
The Hamiltonian is then diagonalized as

$$H = \sum_{\tau=\pm} \sum_{m=1,2,3} \left[ \epsilon_{k\tau\sigma} c_{k\tau\sigma}^\dagger c_{k\tau\sigma} + \frac{1}{2} \Delta_k \left( c_{k\tau\sigma}^\dagger c_{k\tau\sigma}^\dagger + \text{h.c.} \right) \right] + \frac{1}{2} \sum_{m=1,2,3} H_m^{(J)} + H_m^{(3J)} + H_m^{(J_2)}.$$  \hspace{1cm} (A.13)

where

$$\epsilon_{k\tau\sigma} = J - m\hbar + \tau |\gamma_k|,$$
$$\Delta_k = |\gamma_k|.$$  \hspace{1cm} (A.15)

To diagonalize the Hamiltonian in Eq. (A.14), we introduce the following Bogoliubov transformation:

$$c_{k\tau\sigma} = u_{k\tau} \alpha_{k\tau}^\dagger - \nu_{k\tau} \alpha_{k\tau}, \hspace{1cm} (m = \pm)$$  \hspace{1cm} (A.16)

The Hamiltonian is then diagonalized as

$$\mathcal{H} = \mathcal{H}_0 + \mathcal{H}_\pm + E_0$$

$$= \sum_{k \tau=\pm} \sum_{m=1,2,3} \left[ E_{k\tau\sigma} \alpha_{k\tau\sigma}^\dagger \alpha_{k\tau\sigma} + \frac{3}{4} J + \frac{1}{2} \left( \epsilon_{k\tau\sigma} - E_{k\tau\sigma} \right) \right] \hspace{1cm} (A.17)$$

where

$$E_{k\tau\sigma} = \sqrt{\epsilon_{k\tau\sigma}^2 - \Delta_k^2} - m\hbar,$$  \hspace{1cm} (A.18)
$$u_{k\tau} = \sqrt{\frac{1}{2} \left( \epsilon_{k\tau\sigma}/E_{k\tau\sigma} + 1 \right)}, \hspace{1cm} v_{k\tau} = \sqrt{\frac{1}{2} \left( \epsilon_{k\tau\sigma}/E_{k\tau\sigma} - 1 \right)}.$$  \hspace{1cm} (A.22)

The spin operators are then expressed as

$$S^\alpha_{ii} = \frac{1}{2} \left( t_{ia}\sigma_i s_i + s_i^\dagger t_{ia}\sigma_i^\dagger - i\epsilon_{\alpha\beta\gamma} t_{ia}\sigma_i t_{ib}\sigma_b t_{ic}\sigma_c \right)$$  \hspace{1cm} (A.23)

where $S^\alpha_{ii}$ represents the antisymmetric tensor $\alpha$, $\beta$, and $\gamma$ take $x$, $y$, and $z$. As in the disordered phase, we introduce the $t_{ia}$ bosons for the $|\alpha\rangle$ state.

We take the $z$-axis along the ordered moment here. On the up (A) site, we introduce the following transformations for the operators:

$$s_i = u a_{i0} - v a_{iL}, \hspace{1cm} t_{ia} = u a_{iL} + v a_{i0},$$  \hspace{1cm} (A.24)

Here, $a_{i0}$ is a boson for the mean-field ground state, $a_{iL}$ describes the L-mode, while $a_{i\alpha}$ and $a_{i\beta}$ describe the T-mode. $u$ and $v$ are real coefficients satisfying

$$u^2 + v^2 = 1.$$  \hspace{1cm} (A.25)
They are determined to minimize the energy of the mean-field ground state. At each site, the bosons are subjected to the following local constraint:

\[ a_{i0}^\dagger a_{i0} + \sum_{m=L,x,y} a_{im}^\dagger a_{im} = 1. \]  

(A-26)

Using this constraint, we replace the \( a_{i0} \) boson as\(^{20-22}\)

\[ a_{i0}^\dagger a_{i0} \to 1 - \sum_{m=L,x,y} a_{im}^\dagger a_{im}, \]

\[ a_{i0} \to \left( 1 - \sum_{m=L,x,y} a_{im}^\dagger a_{im} \right)^{1/2}, \]

\[ a_{i0}^\dagger \to \left( 1 - \sum_{m=L,x,y} a_{im}^\dagger a_{im} \right)^{1/2}. \]  

(A-27)

Up to the quadratic order of bosons, the spin operators are expressed as

\[ S_{il}^x = \frac{1}{2} \left[ a(i_{ix}^\dagger + a_{ix}) - i v(a_{iy}^\dagger - a_{iy}) \right], \]

\[ S_{ir}^x = \frac{1}{2} \left[ -u(a_{ix}^\dagger + a_{ix}) - i v(a_{iy}^\dagger - a_{iy}) \right], \]

\[ S_{il}^y = \frac{1}{2} \left[ u(a_{iy}^\dagger + a_{iy}) + i v(a_{ix}^\dagger - a_{ix}) \right], \]

\[ S_{ir}^y = \frac{1}{2} \left[ -u(a_{iy}^\dagger + a_{iy}) + i v(a_{ix}^\dagger - a_{ix}) \right], \]

\[ S_{il}^z = \frac{1}{2} \left[ (u^2 - v^2)(a_{il}^\dagger + a_{il}) - i(a_{ix}a_{iy} - a_{iy}a_{ix}) \right. \]

\[ + 2uv \left( 1 - 2a_{il}^\dagger a_{il} - \sum_{m=x,y} a_{im}^\dagger a_{im} \right) \right] , \]

\[ S_{ir}^z = \frac{1}{2} \left[ -(u^2 - v^2)(a_{ir}^\dagger + a_{ir}) - i(a_{ix}a_{iy} - a_{iy}a_{ix}) \right. \]

\[ - 2uv \left( 1 - 2a_{ir}^\dagger a_{ir} - \sum_{m=x,y} a_{im}^\dagger a_{im} \right) \right]. \]  

(A-28)

Note that the c-number terms in \( S_{il}^x \) and \( S_{ir}^x \) are \( uv \) and \(-uv\), respectively. They represent the ordered moment along the z-direction on the left and right sides of a dimer, respectively. The intradimer interaction is also expressed as

\[ JS_{il} \cdot S_{ir} = -\frac{3}{4} JS_{il}^x s_i + \frac{1}{4} J \sum_{m=x,y,z} t_{im}^\dagger t_{im} \]

\[ = -\frac{3}{4} Ju^2 + \frac{1}{4} Jv^2 + Ju(a_{il}^\dagger + a_{il}) \]

\[ + J(u^2 - v^2)a_{il}^\dagger a_{il} + Ju^2(a_{ix}^\dagger a_{ix} + a_{iy}^\dagger a_{iy}). \]  

(A-29)

Next, we consider the down (B) site. For the B site, we introduce the following transforms:

\[ s_i = ub_{i0} + vb_{iL}, \quad t_{iz} = ub_{iL} - vb_{i0}, \]

\[ t_{ia} = b_{ia} \quad (\alpha = x, y). \]  

(A-30)

Here, \( b_{im} \) \((m = 0, L, x, y)\) is the boson for the B site. Comparing Eqs. (A-24) and (A-30), we notice that the sign of \( v \) is reversed for the B site. This means that the ordered moment is staggered on the A and B sites. The spin operators for the B site and the intradimer interaction are then expressed in the same way as in Eqs. (A-28) and (A-29) by replacing \( v \to -v \) and \( a_{im} \to b_{im} \).

Substituting Eqs. (A-28) and (A-29) and the corresponding equations for the B site into Eq. (2.1), we obtain the following form of the Hamiltonian up to the second order of the Bose operators:

\[ \mathcal{H} = E_0 + \sum_{m=L,x,y} \mathcal{H}_m. \]  

(A-31)

Here, \( E_0 \) is the energy of the mean-field ground state. It is given by

\[ \frac{E_0}{N} = \left( -\frac{3}{4} u^2 + \frac{1}{4} v^2 \right) J - 3(uv)^2 J' \]

\[ = (J - 3J')v^2 + 3J'v^4 - \frac{3}{4} J. \]  

(A-32)

Note that \( E_0 \) corresponds to the Higgs potential. Since we choose the z-axis along the ordered moment, the phase factor has been eliminated here. The ordered phase is realized for a finite \( v \). The sign change of the coefficient of the \( v^2 \) term determines the critical value of \( J' \). It is given by \( J' = \frac{J}{4} \), identically to Eq. (A-20). For \( J' \geq J'_c \), \( E_0 \) is minimized with the following \( u \) and \( v \):

\[ u = \sqrt{\frac{1}{2} \left( 1 + \frac{J'}{J} \right)}, \quad v = \sqrt{\frac{1}{2} \left( 1 - \frac{J'}{J} \right)}. \]  

(A-33)

For \( J' \leq J'_c \), \( E_0 \) is minimized with \( u = 1 \) and \( v = 0 \). The Hamiltonian \( \mathcal{H}_m \) in Eq. (A-31) is expressed in the following form:

\[ \mathcal{H}_m = \sum_k \left[ e_m(a_{km}^\dagger b_{km} + b_{km}^\dagger a_{km}) \right. \]

\[ + (\epsilon_{km} a_{km}^\dagger b_{km} + \Delta_{km} a_{km}^\dagger b_{km}^\dagger + \text{h.c.}) \right]. \]  

(A-34)

Here, \( a_{km} \) and \( b_{km} \) are the Fourier transformed operators of \( a_{im} \) and \( b_{im} \), respectively. Note that the first-order term in the Bose operator vanishes in the Hamiltonian by means of Eq. (A-33). The coefficients in the Hamiltonian are given by

\[ e_L = (u^2 - v^2)J + 12(uv)^2 J', \]

\[ e_{kL} = (u^2 - v^2)^2 \gamma_k, \quad \Delta_{kL} = (u^2 - v^2)^2 \gamma_k, \]

\[ e_z = e_y = u^2 J + 6(uv)^2 J', \]

\[ \epsilon_{kx} = \epsilon_{ky} = (u^2 - v^2)^2 \gamma_k, \quad \Delta_{kx} = \Delta_{ky} = \gamma_k, \]  

(A-35)

where \( \gamma_k \) is defined by Eq. (A-12). \( \epsilon_{kL} \) represents the hopping term, while \( \Delta_{kL} \) is the pair creation and annihilation term for the L-mode. Similarly, \( \epsilon_{kx} \), \( \epsilon_{ky} \), \( \Delta_{kx} \), and \( \Delta_{ky} \) are the terms for the T-mode. In the disordered phase, \( u = 1 \) and \( v = 0 \). In this case, the hopping \( (\epsilon_{km}) \)
and pair $(\Delta_{km})$ terms are equivalent. In the deep ordered phase, where $\nu \simeq v$, the hopping term is greatly reduced. This is owing to the fact that the singlet and triplet components in the ground state cancel the hopping. Thus, the dispersive excitation mode is realized mainly by the pair term for the T-mode. In contrast, the pair term $(\Delta_{kL})$ is also reduced for the L-mode. Therefore, the L-mode becomes localized in the deep ordered phase.

The Hamiltonian $\mathcal{H}_m$ in Eq. (A-34) has the same form as $\mathcal{H}_0$ in Eq. (A-11). The excitation energy for the $(L, x, y)$ mode is then given by

$$E_{km\tau} = \sqrt{\epsilon_{km\tau}^2 - \Delta_{km\tau}^2} \quad (\tau = \pm), \quad (A-36)$$

where

$$\epsilon_{km\tau} = \epsilon_m + \tau |\epsilon_{km}|, \quad \Delta_{km\tau} = \tau |\Delta_{km}|. \quad (A-37)$$

$E_{kl\tau}$ is the excitation energy for the L-mode, while $E_{k\tau}$ and $E_{k\nu}$ are those for the T-mode. In the disordered phase ($u = 1$ and $v = 0$), Eq. (A-36) reduces to Eq. (A-18) when $h = 0$.

**Appendix B: Specific Forms of $\Lambda_{mn}^{i_x}$ and $\gamma_{k}^{i_x,j_x}$**

### B.1 $\Lambda_{mn}^{i_x}$

At the edge sites $(i_x = 1, N_x)$, $\Lambda_{mn}^{i_x}$ is given by

$$\Lambda_{mn}^{i_x} = \mathcal{H}_{mn}^0(1) - \mathcal{H}_{00}^0(1) \delta_{mn} \quad (B-1)$$

$$+ J' \sum_\gamma [S_{mn}(1, \gamma) - M_1 \gamma \delta_{mn}] \cdot 2M_2 \gamma,$$

$$\Lambda_{mn}^{i_x} = \mathcal{H}_{mn}^0(N_x) - \mathcal{H}_{00}^0(N_x) \delta_{mn} \quad (B-2)$$

$$+ J' \sum_\gamma [S_{mn}(N_x, \gamma) - M_{N_x} \gamma \delta_{mn}] \cdot 2M_{N_x-1} \gamma.$$

For odd $i_x$ sites, it is given by

$$\Lambda_{mn}^{i_x} = \mathcal{H}_{mn}^0(i_x) - \mathcal{H}_{00}^0(i_x) \delta_{mn} \quad (B-3)$$

$$+ J' \sum_\gamma [S_{mn}(i_x, \gamma) - M_{i_x} \gamma \delta_{mn}] \cdot [2M_{i_x+1} \gamma + M_{i_x-1} \gamma].$$

For even $i_x$ sites, it is given by

$$\Lambda_{mn}^{i_x} = \mathcal{H}_{mn}^0(i_x) - \mathcal{H}_{00}^0(i_x) \delta_{mn} \quad (B-4)$$

$$+ J' \sum_\gamma [S_{mn}(i_x, \gamma) - M_{i_x} \gamma \delta_{mn}] \cdot [2M_{i_x-1} \gamma + M_{i_x+1} \gamma].$$

### B.2 $\gamma_{k}^{i_x,j_x}$

$\gamma_{k}^{i_x,j_x}$ is given by

$$\gamma_{k}^{i_x+1,j_x} = \gamma_{k}^{i_x,j_x+1} = 2 \cos \left( \frac{k}{2} \right) \quad (\text{for odd } i_x),$$

$$\gamma_{k}^{i_x+1,j_x} = \gamma_{k}^{i_x,j_x+1} = 1 \quad (\text{for even } i_x). \quad (B-5)$$

**Appendix C: Dynamical Spin Correlation Function**

First, we introduce the following Fourier transformation for the spin operator along the $y$-direction:

$$S_{i_x \pm}^\alpha(q) = \frac{1}{\sqrt{N_y}} \sum_{i_y} e^{-i i_y q} S_{i_x i_y}^\alpha (\alpha = x, y, z), \quad (C-1)$$

where $S_{i_x}^\alpha$ and $S_{i_x}^\alpha$ are symmetric and antisymmetric components of the spin operator with respect to the left and right sides of a dimer, respectively. They are defined by

$$S_{i_x \pm}^\alpha = \frac{1}{\sqrt{2}} (S_{i_x}^\alpha \pm S_{i_x}^\alpha). \quad (C-2)$$

The symmetric (+) component connects the triplet states, while the antisymmetric (−) component connects the singlet and triplet states. To resolve the position dependence of the magnetic excitation, we introduce the following $i_x$-side-dependent dynamical spin correlation function:

$$S_{i_x \pm}^\alpha(q, \omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} dt e^{i \omega t} \langle S_{i_x \pm}^\alpha(q) S_{i_x \pm}^\alpha(-q, t) \rangle. \quad (C-3)$$

Since we are interested in the one-magnon process, the spin operator in Eq. (C-1) is written as

$$S_{m0}\alpha = \sum_{m=1}^{3} \left[ S_{m0}(i_x, \pm) a_{im} + S_{0m}(i_x, \pm) a_{im} \right], \quad (C-4)$$

with

$$S_{m0}^\alpha(i_x, \pm) = \frac{1}{\sqrt{2}} \left[ S_{m0}(i_x, l) \pm S_{0m}(i_x, r) \right]. \quad (C-5)$$

Substituting Eq. (C-4) into Eq. (C-1), we obtain

$$S_{i_x \pm}^\alpha(q) = \sum_{m=1}^{3} \left[ S_{m0}^\alpha(i_x, \pm) a_{q m} + S_{0m}^\alpha(i_x, \pm) a_{ql m} \right]. \quad (C-6)$$

Next, we replace the $a_q$ boson with the $\alpha_q$ boson using the Bogoliubov transformation. For this purpose, we write the $i_{th}$ ($i = 1, \cdots, 3N_x$) eigenvector of Eq. (3.30) as

$$\tilde{X}_{q l} = \left( \begin{array}{c} u_{q l} \\ v_{q l} \end{array} \right), \quad (C-7)$$

where $u_{q l}$ and $v_{q l}$ are $3N_x$-dimensional vectors. The eigenvectors should be normalized to satisfy the bosonic commutation relation of $\alpha_{q l}$. For the $i$th eigenvector, the normalization is carried out to satisfy

$$\sum_{n=1}^{3N_x} (|u_{q l n}|^2 - |v_{q l n}|^2) = 1. \quad (C-8)$$

From $\tilde{X}_{q l}$, we define the following $6N_x \times 6N_x$ matrix:

$$\tilde{X}_q = \left( \begin{array}{cccccc} u_{q 1} & \cdots & u_{q 3N_x} & v_{q l 1}^* & \cdots & v_{q l 3N_x}^* \\ v_{q 1} & \cdots & v_{q 3N_x} & u_{q l 1} & \cdots & u_{q l 3N_x} \end{array} \right). \quad (C-9)$$
The $a_q$ boson is then expressed as
\[
\begin{pmatrix}
a_q \\
a_{-q}^\dagger
\end{pmatrix} = (\hat{X}_q^T)^{-1}
\begin{pmatrix}
\alpha_q \\
\alpha_{-q}^\dagger
\end{pmatrix}
= \begin{pmatrix}
U_q & V_q \\
V_{-q}^* & U_{-q}^*
\end{pmatrix}
\begin{pmatrix}
\alpha_q \\
\alpha_{-q}^\dagger
\end{pmatrix}. \tag{C.10}
\]
Here, $\alpha_q$ and $\alpha_{-q}^\dagger$ are the $3N_x$-dimensional vectors corresponding to the $3N_x$ positive-energy eigenstates of Eq. (3.30). Here, $U_q$ and $V_q$ are $3N_x \times 3N_x$ matrices.

Substituting Eq. (C.10) into Eq. (C.6), we obtain the following form of the dynamical spin correlation function:
\[
S_{ix\pm}^{\alpha\beta}(q, \omega) = \sum_{l=1}^{3N_i} I_{ix\pm}^{\alpha\beta}(q, l) \delta (\omega - E_{ql}). \tag{C.11}
\]
Here, $E_{ql}$ is the excitation energy of the $l$th mode and $I_{ix\pm}^{\alpha\beta}(q, l)$ represents its intensity. The intensity is given by the following form:
\[
I_{ix\pm}^{\alpha\beta}(q, l) = \sum_{m=1}^{3N_i} \left[ S_{0m}^{\alpha}(ix, \pm) (U_q)_{m_ix} + S_{m0}^{\alpha}(ix, \pm) (V_{-q})_{m_ix} \right]
\times \sum_{n=1}^{3N_i} \left[ S_{0n}^{\beta}(ix, \pm) (U_q)_{n_ix} + S_{n0}^{\beta}(ix, \pm) (V_{-q})_{n_ix} \right]^*.
\]
Here, the matrix elements are expressed as $(\cdots)_{m_ix}$ with $m_{ix}$ depending on the $ix$ site. The explicit form is defined by
\[
m_{ix} = m + 3(ix - 1). \tag{C.13}
\]
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