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Abstract. We present a thorough study of the static properties of 2D models of spin-ice type on the square lattice or, in other words, the sixteen-vertex model. We use extensive Monte Carlo simulations to determine the phase diagram and critical properties of the finite-dimensional system. We put forward a suitable mean-field approximation, by defining the model on carefully chosen trees. We employ the cavity (Bethe–Peierls) method to derive self-consistent equations, the fixed points of which yield the equilibrium properties of the model on the tree-like graph. We compare mean-field and finite-dimensional results. We discuss our findings in the context of experiments in artificial two-dimensional spin-ice.
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1. Introduction

Many interesting classes of classical and quantum magnetic systems are highly constrained. In particular, geometric constraints lead to frustration and the impossibility of satisfying all competing interactions simultaneously. In most cases this phenomenon gives rise to the existence of highly degenerate ground states [1, 2], often associated with an excess entropy at zero temperature. Antiferromagnets on a triangular lattice and spin-ice samples are materials of this kind.

In conventional spin-ice [3] (see [4, 5] for reviews) magnetic ions form a tetrahedral structure in 3D, i.e. a pyrochlore lattice. This is the case, for instance, of the Dy$^{3+}$ ions in the Dy$_2$Ti$_2$O$_7$ compound. Since the f-electron spins have a large magnetic moment, they can be taken as classical variables at low enough temperature, say, $T < 10$ K, behaving as Ising doublets, forced to point along the axes joining the centers of the tetrahedra shared by the considered spin. The origin of geometric frustration in these systems is twofold: it arises from the non-collinearity of the crystal field and the effective ferromagnetic exchange, and from long-range couplings between the spins [5]. Since within this Ising formulation the long-range dipolar interactions are almost perfectly screened at low temperature [6, 7], in a simplified description only short-range ferromagnetic exchanges are retained [3]. Thus, topological frustration arises from the fact that the Ising axes in the unit cell are fixed and different, forced to point towards the centers of neighboring tetrahedra. The configurations that minimize the energy of each tetrahedron are the six states with two-in and two-out pointing spins.

The ground state of the system is more easily visualized by realizing that each tetrahedron in 3D can be considered as a vertex taking one out of six possible configurations on a lattice of coordination four. With this mapping the magnetic problem described above becomes equivalent to the model of water ice introduced in [8, 9]. In this context, the entropy of the ground state satisfying all the local (two-in–two-out) ice constraints, with all six vertices taken with the same statistical weight, was estimated by Pauling with a simple counting argument [9]. Pauling’s result is very close to the earlier measurements performed by Giauque and Stout [10] on water ice and to the ground-state entropy of the magnetic spin-ice sample measured in the late 1990s [11]. Experimentally, the Boltzmann weights of the six vertices can be tuned by applying pressure or magnetic fields along different crystallographic axes. Indeed, the extensions of Pauling’s ice model
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to describe more general ferroelectric systems lead to ‘ice-type models’ [12]. We will come back to this issue below.

The local constraint leads to many peculiar features, which have been studied experimentally, numerically, and analytically. In the ground state, the total spin surrounding a lattice point is conserved and constrained to vanish according to the two-in–two-out rule. This fact has been interpreted as a zero-divergence condition on an emergent vector field [7, 13]. Spins are regarded as fluxes and, quite naturally, an effective fluctuating electromagnetism emerges, where each equilibrium configuration is made of closed loops of flux. This analogy can be used to derive power-law decaying spatial correlations of the spins [14, 15], with a parameter-dependent exponent, which were recently observed experimentally via neutron scattering measurements [16]. Such criticality of the disordered ground state, also called a spin liquid or Coulomb phase, had been observed numerically first [17] (see [18] for a more general discussion). A detailed description of the Coulomb phase can be found in [19].

Thermal (or other) fluctuations are expected to generate defects, in the form of ice-breaking rule vertices. In the electromagnetic analogy described above a defect corresponds to a charge, defined as the number of out-going arrows minus the number of in-going arrows. As such, a tetrahedron with three-in and one-out spins contains a negative charge of magnitude two and the reversed configuration a positive charge, also of magnitude two. In turn, the four-in cells carry a charge minus four and the four-out ones a charge plus four. Such vertices should be present in the samples under adequate conditions. The possibility of observing magnetic monopoles and Dirac strings as being associated with defects has been proposed by Castelnovo et al [20] and investigated experimentally by a number of groups [16, 21].

Spins-ice can be projected onto 2D kagome planes by applying specially chosen magnetic fields or pressure. Recently, the interest in spin-ice physics has been boosted by the advent of artificial samples [22] on simpler square lattices. These are stable at room temperature and have magnetic moments that are large enough to be easily observed in the lab, thus giving access to the micro-states that can be directly visualized with microscopy. Following the same line of reasoning as in the previous paragraphs, such 2D ice-type systems should be modeled by the complete sixteen-vertex model on a square lattice, where all kinds of vertices are allowed.

The exact solution of the 2D ice model (i.e., the six-vertex model) [23], and some generalizations of it in which a different statistical weight is given to the six allowed vertices [24–26], was obtained by Lieb and Sutherland in the late 1960s using the transfer matrix technique with the Bethe ansatz. Soon after, Baxter developed a more powerful method to treat the generic six- and eight-vertex models [27] and found in this way the theory of integrable systems (in the eight-vertex model vertices with four in-going or four out-going arrows are allowed). The equilibrium phase diagrams of the six- and eight-vertex models are very rich: depending on the Boltzmann weight of the vertices the systems can be found in a variety of different phases, such as a quasi-long-range ordered spin liquid phase (SL), two ferromagnetic (FM) and one (or two) antiferromagnetic (AF) phases, separated by different types of transition surfaces in the phase diagram. In the six-vertex case the SL phase is critical, similarly to what is observed in the 3D Coulomb phase.

From a theoretical perspective integrable vertex models are of notable interest. Their static properties can be mapped into spin models with many-body interactions, loop
models, three-coloring problems, random tilings, surface growth, alternating sign matrices and quantum spin chains. The Coulomb gas method [28, 29] and conformal-field theory techniques [29, 30] have added significant insight into the phase transition and critical properties of these systems as well. A comprehensive discussion of these mappings goes beyond the scope of the present work. For a review the interested reader may consult [31, 32]. Some comments on these alternative representations, when useful, will be made in the text.

Much less is known about the equilibrium (and dynamic [33]–[36]) properties of the sixteen-vertex model in two and three dimensions. At present, the experimental interest in classical frustrated magnets of spin-ice type is focused on understanding the nature and the role of defects (magnetic monopoles) and their effects on the samples’ macroscopic properties [20, 16, 37]. This motivates us to revisit the generic vertex model with defects, i.e. the sixteen-vertex model, and complete its analysis. The special experimental simplicity of two-dimensional samples suggests starting from the 2D case. Moreover, it is worth trying to extend at least part of the very powerful analytic toolbox developed for the integrable six- and eight-vertex models to the (non-integrable) complete sixteen-vertex models, where all defects are allowed.

In this paper we describe the equilibrium properties of spin-ice systems with defects. We proceed in two directions. On the one hand, we study the static properties of the sixteen-vertex model on a square lattice by using Monte Carlo (MC) simulations in equilibrium. For simplicity, and in order to keep the model close to experimental realizations, we assume that the statistical weight of the defects remains relatively small (as will be explained carefully in the text). We establish its phase diagram and its critical properties, which we compare to the ones of the integrable models. On the other hand, we introduce a suitable mean-field approximation, defined on a well-chosen tree of vertices, and we adapt the cavity (Bethe–Peierls) method to derive self-consistent equations on such trees, the fixed points of which yield the exact solution of the mean-field model. This method allows us to describe all expected phases and to unveil some of their properties, such as the presence of anisotropic equilibrium fluctuations in the symmetry broken phases. We discuss the range of validity of the mean-field approximation, and we compare the analytical solution to the numerical results for the finite-dimensional system. In the conclusions we summarize our results and we briefly discuss some experimental features that we can describe with our methods [38].

2. Vertex models

In vertex models the degrees of freedom (Ising spins, $q$-valued Potts variables, etc) sit on the edges of a lattice. The interactions take place on the vertices and involve the spins of the neighboring edges. In this section we recall the definition and main equilibrium properties of Ising-like vertex models in two dimensions defined on a square lattice.

2.1. Definitions

We focus on an $L \times L$ square lattice $\mathcal{L}$ with periodic boundary conditions. We label the coordinates of the lattice sites by $(m, n)$. This lattice is bipartite, namely, it can be partitioned into two sub-lattices $A_1$ and $A_2$ such that the sites having $m + n$ even belong
Figure 1. The zero-charge six vertices of the six-vertex model. \(v_1, v_2, v_3\) and \(v_4\) are FM vertices while \(v_5\) and \(v_6\) are AF ones. Vertices are grouped in spin reversal symmetric pairs.

2.2. The six-vertex model

In the six-vertex model (i.e., 2D spin-ice) arrows (or Ising spins) sit on the edges of a coordination four square lattice and are constrained to satisfy the two-in–two-out rule \([8, 9]\). Each node on the lattice has four spins attached to it, with two possible directions, as shown in figure 1. A charge can be attributed to each single-vertex configuration, simply defined as the number of out-going minus the number of in-coming arrows. Accordingly, the six-vertex model vertices have zero charge. (Note that the charge is not the sum of the spins attached to a vertex. Such a total spin will be defined and used in section 4.)

Although in the initial modeling of spin-ice all such vertices were equivalent, the model was later generalized to describe ferroelectric systems by giving different statistical weights to different vertices: \(w_k \propto e^{-\beta \epsilon_k}\) with \(\epsilon_k\) the energy of each of the \(k = 1, \ldots, 6\) vertices. \(\beta = 1/(k_B T)\) is the inverse temperature. Spin reversal symmetry naturally imposes that \(w_1 = w_2 = a\) for the first pair of ferromagnetic (FM) vertices, \(w_3 = w_4 = b\) for the second pair of FM vertices, and \(w_5 = w_6 = c\) for the antiferromagnetic (AF) ones, see figure 1. We have here introduced the conventional names \(a, b,\) and \(c\) of the three fugacities corresponding to the Boltzmann weight of the three kinds of vertices. In the literature it is customary to parametrize the phase diagram and equilibrium properties in terms of \(a/c\) and \(b/c\). This is the choice we also make in this paper. Particular cases include: the F model of antiferroelectrics, in which the energy of the AF vertices is set to zero and all other ones are taken to be equal and positive, i.e. \(c > a = b\) [39]; the KDP model of ferroelectrics, in which the energy of a pair of FM vertices is set to zero and all other ones are equal and positive, e.g. \(a > b = c\) [12]; the Ice model, in which the energies of all vertices are equal, i.e. \(a = b = c\) [23]. It is important to note, however, that in the context of experiments in artificial spin-ice-type samples, vertex energies are fixed and the control
parameter is the temperature. In [38] we used this alternative parametrization and we compared the model predictions to experimental observations [40, 41].

The six-vertex model is integrable. The free-energy density of the model with \(a = b = c\) and periodic boundary conditions was computed by Lieb in the late 1960s with the transfer matrix technique and the Bethe ansatz to solve the eigenvalue problem [23]. The method was then extended to calculate the free-energy density of the F model [24], the KDP model [25], and also models with generic values of \(a\), \(b\), and \(c\), and periodic boundary conditions [26], and the same general case with antisymmetric [42] and domain wall boundary conditions [43]. The effect of the boundary conditions is indeed very subtle in these systems, as some thermodynamic properties depend upon them [44], in contrast to what happens in usual short-range statistical physics models. Very powerful analytic methods such as the Yang–Baxter equations have been employed in the analysis of these integrable systems [27].

An order parameter that allows one to characterize the different phases is the total direct and staggered polarization per spin\(^3\)

\[
\langle M_\pm \rangle = \frac{1}{2}(\langle |m_x^\pm| \rangle + \langle |m_y^\pm| \rangle) \tag{1}
\]

with the horizontal and vertical fluctuating components given by

\[
L^2 m_x^\pm = \sum_{(m,n) \in A_1} s_{m+1/2,n} \pm \sum_{(m,n) \in A_2} s_{m+1/2,n}, \tag{2}
\]

\[
L^2 m_y^\pm = \sum_{(m,n) \in A_1} s_{m,n+1/2} \pm \sum_{(m,n) \in A_2} s_{m,n+1/2}. \tag{3}
\]

The angular brackets \(\langle \cdots \rangle\) denote here, and throughout the rest of this paper, the statistical average. A finite value of \(\langle M_+ \rangle\) indicates the spontaneous breaking of \(Z_2\) symmetry, while a finite value of \(\langle M_- \rangle\) corresponds to the spontaneous breaking of \(Z_2\) and translational symmetry.

The four equilibrium phases are classified by the anisotropy parameter

\[
\Delta_6 = \frac{a^2 + b^2 - c^2}{2ab}, \tag{4}
\]

and they are the following.

- **a-Ferromagnetic (a-FM) phase.** \(\Delta_6 > 1\); i.e. \(a > b + c\). Vertices \(v_1\) and \(v_2\) are favored. Spin reversal symmetry is broken. The lowest energy state in the full FM phase is doubly degenerate: either all arrows point up and right or down and left (i.e. \(M_+ = 1\), with \(M_+\) the magnetization density defined in equation (1)). In this phase the system is frozen, as the only possible excitations involve a number of degrees of freedom of the order of \(L\). In all this phase the exact free energy per vertex is given by [27]

\[
f_{\text{FM}} = \epsilon_1. \tag{5}
\]

At \(a = b + c\) (\(\Delta_6 = 1\)) the system experiences a frozen-to-critical phase transition from the frozen FM to a disordered (D) or spin liquid (SL) phase, which we discuss below.

\(^3\) A different order parameter \(\Phi\) can also be introduced in the eight-vertex model. The latter can be reformulated as an Ising model with nearest, next-to-nearest and plaquette interactions between spins sitting on the sites of the dual lattice \(L^*\) [45]. The usual spontaneous magnetization of the corresponding Ising model defines the order parameter \(\Phi\) [27].
**b-Ferromagnetic (b-FM) phase.** \( \Delta_6 > 1 \); i.e. \( b > a + c \). This phase is equivalent to the previous one by replacing \( a \)- by \( b \)-vertices. The free energy is \( f_{FM} = \epsilon_3 \) and the phase transition towards the SL phase is also of frozen-to-critical type.

**Spin liquid (SL) phase.** \(-1 < \Delta_6 < 1\); i.e. \( a < b + c, \ b < a + c \) and \( c < a + b \). In this phase the averaged magnetization is zero, \( \langle M_\pm \rangle = 0 \), and one could expect the system to be a conventional paramagnet (PM). However, the ice constraints are strong enough to prevent the full decorrelation of the spins even at finite temperature. The system is in a quasi-long-range ordered phase with an infinite correlation length. At \( c = a + b \) there is a Kosterlitz–Thouless (KT) phase transition between this critical phase and an AF phase with staggered order, which is discussed below. Some particular points in parameter space belong to the SL phase as the spin-ice point \( a = b = c \) for which \( \Delta_6 = 1/2 \). At this special point the ground state is macroscopically degenerate, giving rise to the residual entropy \[ S/N = 3/2 \ln 4/3 \] (6) with \( N = L^2 \) the number of vertices in the sample.

The exact solution found by Baxter yields the free-energy density as a function of the parameters through a number of integral equations \[ f_{ex} \rightarrow \max(\epsilon_1, \epsilon_3) - \frac{1}{2} k_B T \left( \frac{b + c}{a} - 1 \right) = \max(\epsilon_1, \epsilon_3) - \frac{1}{2} k_B T t^{2-\alpha}, \] (7) with \( t \) being the reduced distance from criticality, \( t = (b + c)/a - 1 \), and \( \alpha \) an exponent that plays the role of the one of the heat capacity and takes the value \( \alpha = 1 \) here. The first derivative of \( f_{ex} \) with respect to the distance from the transition \( t \) shows a step discontinuity at the SL–FM transition, as it would in a first-order phase transition, even though the FM phase is frozen. This corresponds to a critical-to-frozen phase transition.

**Antiferromagnetic (AF) phase.** \( \Delta_6 < -1 \); i.e. \( c > a + b \). Vertices \( v_5 \) and \( v_6 \) are favored. The ground state is doubly degenerate, corresponding to the configurations \( M_- = \pm 1 \). The staggered order is not frozen, due to thermal fluctuations. This is confirmed by the exact expression of the staggered magnetization found by Baxter \[ f_{AF} \rightarrow e^{-\text{cst}/\sqrt{t}}, \] (8) with \( \text{cst} \) being a constant and \( t = (a + b)/c - 1 \) the distance from criticality, as it is typical for an infinite-order phase transition.

The transition lines are straight lines (given by \( \Delta_6 = 1 \) for the SL–FM and \( \Delta_6 = -1 \) for the SL–AF) and they are shown in figure 2 as solid (red) lines. The dashed line along the diagonal represents the range of variation of the parameters in the F model. The horizontal dashed line is for the KDP model. The intersection of these two lines corresponds to the ice model. Although the transitions are not of second order, critical exponents have been defined and are given in the first column of table 1 for the SL–FM transition. The exponent \( \alpha \) is taken from the expansion of the free energy close to the transition, see equations (7) and (8). We denote by \( \beta_0 \) the critical exponent associated with the order parameter as defined in equation (1), i.e. the polarization of the arrows on the edges of \( L \). The ratios
Figure 2. The phase diagram of the six- (red solid lines) and eight- (dashed lines) vertex models. For the eight-vertex model the curves correspond to the projection on the $d = 0$ plane. Only for $d = 0$ (six-vertex model) does the PM region become an SL (Coulomb) phase.

Table 1. Exact critical exponents of the six- and eight-vertex model with $\tan(\mu/2) = \sqrt{ab/cd}$ along the SL/PM–FM transition. In the limit $d \rightarrow 0$ the parameter $\mu \rightarrow \pi$ and the eight-vertex model exponents become those of the six-vertex model.

|                | Six-vertex | Eight-vertex |
|----------------|------------|--------------|
| $\gamma_e/\nu = \gamma_e^*$ | 2          | 1 + $\mu/\pi$ |
| $\beta_e/\nu = \beta_e^*$ | 0          | $(\pi - \mu)/(2\pi)$ |
| $(2 - \alpha)/\nu = \phi$ | 2          | 2            |
| $\alpha$ | 1          | $2 - \pi/\mu$ |
| $\beta_e$ | 0          | $(\pi - \mu)/(4\mu)$ |
| $\gamma_e$ | 1          | $(\pi + \mu)/(2\mu)$ |
| $\nu$ | 1/2        | $\pi/(2\mu)$ |

$\gamma_e = \gamma_e/\nu$, $\beta_e = \beta_e/\nu$ and $\phi = (2 - \alpha)/\nu$ are defined using the (divergent in the SL phase) correlation length $\xi$ instead of $t$ as the scaling variable [48].

2.3. The eight-vertex model

The eight-vertex model is a generalization of the six-vertex model, first introduced to get rid of some of its very unconventional properties due to the hard ice-rule constraint (frozen FM state, quasi-long-range order at infinite temperature, etc) [49, 50]. In this
model the allowed local configurations are those for which each vertex is surrounded by an even number of arrows pointing in or out, resulting in the two extra vertices with four in-going and four out-going arrows shown in figure 3 in addition to those in figure 1. The eight-vertex model can still be mapped into a loop model on the lattice in such a way that the integrability property is preserved. It was first solved by Baxter in the zero-field case (i.e., with $Z_2$ symmetry) [46, 47]. In order to do that he introduced the celebrated Star-Triangle relations (now called Yang–Baxter equations).

The phase diagram is characterized by the anisotropy parameter

$$\Delta_8 = \frac{a^2 + b^2 - c^2 - d^2}{2(ab + cd)}$$

which becomes the six-vertex one when $d = 0$. This model sets into the following five phases depending on the weight of the vertices.

- **a-Ferromagnetic phase** (a-FM). $\Delta_8 > 1$ ($a > b + c + d$). Spin reversal symmetry is broken. This ordered phase is no longer frozen and $\langle M_+ \rangle \leq 1$.

- **b-Ferromagnetic phase** (b-FM). $\Delta_8 > 1$ ($b > a + c + d$). This phase is equivalent to the previous one replacing a- by b- vertices.

- **Paramagnetic phase** (PM). $-1 < \Delta_8 < 1$ [$a, b, c, d < (a + b + c + d)/2$]. As soon as $d > 0$ this phase is truly disordered, with a finite correlation length. The averaged magnetization vanishes and $\langle M_\pm \rangle = 0$.

- **c-Antiferromagnetic phase** (c-AF). $\Delta_8 < -1$ ($c > a + b + d$). Translational symmetry is broken. The configurations are dominated by c-vertices with an alternating pattern of vertices of type $v_5$ and $v_6$ with defects; $\langle M_- \rangle \leq 1$.

- **d-Antiferromagnetic phase** (d-AF). $\Delta_8 < -1$ ($d > a + b + c$). Translational symmetry is broken. The configurations are dominated by d-vertices, with an alternating pattern of vertices $v_7$ and $v_8$ with defects. $\langle M_- \rangle$ is also different from zero in this phase. This order parameter does not allow one to distinguish the d-AF from the c-AF.

The transition lines are given by $\Delta_8 = 1$ for the PM–FM ones and $\Delta_8 = -1$ for the PM–AF ones. The projection of the critical surfaces on the $d = 0$ plane yields straight lines translated by $d/c$ with respect to those of the six-vertex model, in the direction of enlarging the PM phase, as shown by the dashed lines in figure 2.

4 Beyond the parameter $\Delta_8$, which is crucial in the classification of the phases of the eight-vertex model, a second parameter $\Gamma = (ab - cd)/(ab + cd) = (1 - r)/(1 + r)$ plays an important role [27] and can be put in relation through the ratio $r = cd/ab$ with the values of the critical exponents (see table 1).
The effect of the \( d \)-vertices on the order of the different phase transitions is very strong. As soon as \( d > 0 \), the KT line between the \( c \)-AF and the SL phases becomes ‘stronger’, i.e. second order, except at the intersection with the \( a = 0 \) or \( b = 0 \) planes when the transition is first order. In contrast, the frozen-to-critical lines between the FMs and SL phases get ‘softer’, i.e. second order, and become KT transitions on the \( a = 0 \) and \( b = 0 \) planes. Finally, the separation between the \( d \)-AF and disordered phases is second order for \( a, b, d > 0 \) and it is of KT type on the \( a = 0 \) and \( b = 0 \) planes. As we will show in section 3, this is consistent with our numerical results\(^5\).

The critical exponents can be found from the analysis of the free-energy density close to the transition planes. In the \( c \)-AF regime (referred to as ‘principal regime’) they depend explicitly on the weights of the vertices via the parameter \( \tan(\mu/2) \equiv \sqrt{cd/ab} \) [46]. The critical behavior close to the \( a \)-FM–PM transition is obtained from the principal regime by replacing the parameter \( c \) by \( a \) and \( d \) by \( b \). The critical exponents for the PM–FM transitions in this model are given in the second column of table 1. The values of \( \beta, \gamma \) and \( \phi \) for the six-vertex model given in the first column are consistent with the eight-vertex model results as the limit \( d \to 0 \) (when \( \mu = \pi \)).

2.4. The sixteen-vertex model

The most general model obtained by removing the ice-rule is the sixteen-vertex model, in which no restriction is imposed on the value of the binary variables attached to each edge of the lattice, and all the \( 2^4 = 16 \) vertex configurations can occur. There are (eight) three-in–one-out and three-out–one-in vertices added to the those already discussed, as shown in figure 4. In order to preserve the \( Z_2 \) symmetry (in absence of an external magnetic field that would break the rotational symmetry), the same statistical weight \( e \) is given to all these ‘defects’ with charge 2 and \(-2\). In the figure, vertices are ordered in pairs of spin-reversed couples (\( v_{10} \) is the spin reversed of \( v_9 \) and so on) and the difference with the following couples is a rotation by \( \pi/2 \) (\( v_{11} \) is equal to \( v_9 \) apart from a \( \pi/2 \)-rotation and so on).

The new vertices naturally entail the existence of new phases. One can envisage the existence of a critical SL phase for \( a = b = c = d = \omega_{10,12,14,16} = 0 \) and \( \omega_{9,11,13,15} > 0 \) as this new four-vertex model is equivalent to the dimer model solved by Kasteleyn [51]. It is quite easy to see that \( e \)-AF stripe order is also possible. For instance, one can build

\(^5\) In this work we will generically refer to the eight-vertex model as the model where all fugacities, \( a, b, c \) and \( d \) are different from zero, in contrast with the six-vertex model where \( d = 0 \) (or other particular cases where any of the four Boltzmann weights is zero).
an ordered configuration with alternating lines of $v_9$ and $v_{10}$ vertices, or another one with alternating columns of $v_{11}$ and $v_{12}$ vertices. Phases of this kind should appear if one favors one pair of spin-reversed related vertices by giving them a higher weight than the others, and the transition to this phase should be continuous, since local fluctuations made by elementary loops around a square plaquette are allowed.

The sixteen-vertex model loses the integrability properties [32, 52, 53]. Nonetheless, some exact results are available for a few special sets of parameters. The equivalent classical Ising model has only nearest and next-nearest neighbor two-body interactions when $a^4 = abcd$ [32, 52]. In the $c$-AF sector this condition leads to the generalized F model defined by $c = 1$, $a = b < 1$, $d = a^u$ and $e = a^v$, with the constraint $4v = u + 2$.

The model has been solved for the special cases: (i) $v = 1$ and $u = 2$ (i.e. $e = a$ and $d = a^2$), the associated spin model simplifies into an AF Ising model with only nearest neighbor interactions. This model is known to exhibit a second-order phase transition with a logarithmic divergence of the specific heat ($\alpha = 0$). (ii) Using a different approach it has been shown that for $v \to \infty$ and $u = 2$ (i.e. $e = 0$ and $d = a^2$) the system also exhibits a second-order phase transition in the same universality class as (i). Notice that the exactly solvable F model is recovered in the limit $v \to \infty$ and $u \to \infty$. In the same way, in the $a$-FM sector this leads to the generalized KDP model [54] by setting $a = 1$, $b = c < 1$, $d = b^u$, $e = b^v$ and again $4v = u + 2$. For $v = 1$ and $u = 2$ (i.e. $e = b$ and $d = b^2$) the system exhibits a second-order phase transition with the same properties of its $c$-AF analog discussed above. For $v \to \infty$ and $u = 2$ (i.e. $e = 0$ and $d = b^2$) the system also exhibits a second-order phase transition in the same universality class as the previous case.

Since the phase diagram of the generic sixteen-vertex model is rather complex, and our aim is to consider $e$ and $d$ vertices as defects having a relative small statistical weight, in this work we will focus on the effect of the presence of $e$ vertices on the phases and the phase transition lines described in figure 2.

### 2.5. Numerical simulations

The numerical analysis of the equilibrium properties of 2D-vertex models has been restricted, so far, to the study of the six- and eight-vertex cases. Single spin-flip updates break the six- and eight-vertex model constraints and cannot be used to generate new allowed configurations. Instead, as each spin configuration can be viewed as a non-intersecting (six-vertex) or intersecting (eight-vertex) loop configuration, stochastic non-local updates of the loops have been used to sample phase space [55, 56]. By imposing the correct probabilities throughout the construction of non-local moves, cluster algorithms can be designed [56, 57]. Non-trivial issues such as the effect of boundary conditions have been explored in this way [56, 58].

Loop algorithms, as usually presented in the context of quantum Monte Carlo methods, exploit the world-line representation of the partition function of a given quantum lattice model [59]. It is well known that the 2D six- and eight-vertex models are equivalent to the Heisenberg XXZ and XYZ quantum spin-1/2 chains, respectively [49, 60]. It is then not surprising to find the same kind of loop algorithms in the vertex models literature.

---

6 The transition occurs at $\epsilon/k_B T_c = 2 \ln(\sqrt{2} + 1) \approx 0.567$. Using our conjectured $\Delta_{16}$ (defined below) we get a critical temperature $\epsilon/k_B T_c \approx 0.607$.
A configuration in terms of bosonic world lines of the quantum spin chain in imaginary time can be one-to-one mapped into a vertex configuration on the square lattice, so that the same loop algorithm samples equivalently the configurations of both models.

The loop algorithms could be modified to include three-in–one-out and one-in–three-out defects for the study of spin-ice systems [61, 62]. However, the simultaneous inclusion of four-in and four-out defects makes this algorithm inefficient compared to a MC algorithm with local updates. For this reason, we will use local moves in our numerical studies, as we explain in section 3.

3. Numerical study of the sixteen-vertex model

In this section we summarize the results obtained for the sixteen-vertex model using MC simulations. We first explain the numerical algorithm. Then, we discuss the phase diagram and the critical properties of the model. All our results are for a square lattice with linear size $L$ and periodic boundary conditions.

3.1. Numerical methods

We used two numerical methods to explore the equilibrium properties of the generic model; the continuous time Monte Carlo (CTMC) method, which we briefly explain in section 3.1.1 and in appendix, and the Non-equilibrium relaxation method (NERM), which we equally briefly explain in section 3.1.2.

3.1.1. Continuous time Monte Carlo. The usual Metropolis algorithm, from now on called fixed step Monte Carlo algorithm (FSMC), is very inefficient to study the equilibrium properties of frustrated magnets. The dynamics freeze when $d, e \ll \min(a, b, c)$ and the acceptance probability for most of the single-spin-flip updates is extremely small. We implemented an algorithm which overcomes this difficulty, the CTMC algorithm [63, 64]. This method is also known by different names: Bortz–Kalos–Lebowitz [63], $n$-fold way or kinetic MC. The basic aim of this algorithm is to get rid of the time wasted due to a large number of rejections when the physics of the problem imposes a very small acceptance ratio. It is extremely useful for the study of the long-time behavior of systems with complicated energy landscapes and a large number of metastable states. The main idea behind the method is to sample stochastically the time needed to update the system and then do it without rejections. In our case, we chose to use single spin updates such that the two vertices connected by the spin are updated in the move. Details on this algorithm are given in appendix. Equilibrium can be achieved for relatively large samples. The finite size scaling analysis of the equilibrium MC data yields the thermodynamic properties of the generic model.

3.1.2. Non-equilibrium relaxation method. The fact that dynamic scaling applies during relaxation at a critical point [65] suggested using short-time dynamic measurements to extract equilibrium critical exponents with numerical methods [64, 66, 67]. With this method it is not needed to equilibrate the systems and only short-time scales are evaluated. Therefore, it is not necessary to use the CTMC version—a plain MC is sufficient. We parametrize the consecutive steps of the MC simulation with a parameter $t$ measured in
MC step units, each of these corresponding to a sweep of the single spin-flip MC algorithm over \( N \) spins taken at random on the sample. Magnetized, \( M_\pm^0 \equiv M_\pm(t = 0) \neq 0 \), and non-magnetized, \( M_\pm^0 = 0 \), configurations can be used as starting conditions and the critical relaxation

\[
M_\pm(t) \simeq t^{-\beta_e/\nu_z} F(t^{x_0/\nu_z} M_\pm^0)
\]

where \( z \) is the dynamic critical exponent, and \( F(x) \approx x \) for \( x \ll 1 \) and \( F(x) \to \text{cst} \) for \( x \to \infty \), can be used to extract either the critical parameters or the critical exponents. This expression is expected to hold for \( t^{1/z} \ll L \) and \( t^{1/z} \ll \xi_{\text{eq}} \), with \( \xi_{\text{eq}} \) the equilibrium correlation length.

### 3.2. Phase diagram and critical singularities

In this subsection we present a selected set of results from our simulations, and we describe the kinds of phases and critical properties found. The strategy to study the different phase transitions is the following. We first chose the relevant order parameter, \( \langle M_+ \rangle \) or \( \langle M_- \rangle \), to study FM or AF phases. From the finite size scaling analysis of the corresponding fourth-order reduced Binder’s cumulant

\[
K_{M_\pm} = 1 - \frac{\langle M_\pm^4 \rangle}{3\langle M_\pm^2 \rangle^2} \simeq \Phi_K(tL^{1/\nu})
\]

where \( t \) is the distance from the critical point, we extracted the critical exponent \( \nu \). From the maximum of the magnetic susceptibility

\[
\chi_\pm = L^2 \left[ \langle M_\pm^2 \rangle - \langle M_\pm \rangle^2 \right] \approx L^{\gamma_e/\nu} \Phi_\chi(tL^{1/\nu})
\]

we extracted \( \gamma_e/\nu \), then \( \gamma_e \) as \( \nu \) was already known. From the maximum of the specific heat

\[
C_E = L^{-2} \left[ \langle E^2 \rangle - \langle E \rangle^2 \right] \approx L^{\alpha/\nu} \Phi_C(tL^{1/\nu})
\]

we extracted \( \alpha/\nu \), then \( \alpha \). Here, \( E = \sum_k n_k \epsilon_k \) with \( n_k \) the number of vertices of type \( k \) and \( \epsilon_k \) their energy. The direct measurement of \( \beta_e \) is difficult, we thus deduced it from the scaling relation \( \beta_e = (1/2)(2 - \alpha - \gamma_e) \). Finally, we checked hyper-scaling, i.e. whether \( d\nu = 2 - \alpha \) is satisfied by the exponent values obtained, which we summarize in table 2 for the SL/PM–FM transition and two choices of parameters.

#### 3.2.1. The PM–FM transition

In order to reduce the number of parameters in the problem we studied the PM–FM transition for the special choice \( d = e \).

As the direct magnetization density \( \langle M_+ \rangle \) defined in equations (1)–(3) is the order parameter for the PM–FM transition in the six-vertex model, we study this quantity to investigate the fate of the FM phase in the sixteen-vertex model. In figure 5 we show \( \langle M_+ \rangle \) as a function of \( a \) for \( b = 0.5 \) and three values of the fugacity \( d = e \) (all normalized by \( c \)). The data for the 2D model (shown with colored points) demonstrate that the presence of defects tends to disorder the system and, therefore, the extent of the PM phase is enlarged for increasing values of \( d = e \). Moreover, the variation of the curves gets smoother for increasing values of \( d = e \), suggesting that the transitions are second order (instead of frozen-to-critical) in the presence of defects. The data displayed with black points for the same parameters are the result of the mean-field analysis of the model,
Figure 5. Equilibrium magnetization density, $\langle M_+ \rangle$, of the sixteen-vertex model for three different values of $d = e$ (given in the key) and $b = 0.5$ as a function of $a$ (vertices fugacities are normalized by $c$). The colored data points are the result of the numerical simulations of the 2D model for $L = 40$, while the black dots correspond to the analytic solution of the model defined on the tree of plaquettes, as explained in section 4.

Table 2. Numerical values of the critical exponents at the FM–PM transition in the sixteen-vertex model as compared to the those in the six-vertex model (first column) and 2D Ising model (fourth column). We did not include error bars in the column corresponding to $d = e = 0.1$ as our determination of $\alpha$ is not precise enough to distinguish between $\alpha = 0$ (the value used to extract the remaining exponents) and a very small but non-vanishing value.

|                      | Six-vertex | MC ($d = e = 10^{-5}$) | MC ($d = e = 0.1$) | 2D Ising |
|----------------------|------------|------------------------|---------------------|----------|
| $\gamma_e/\nu = \hat{\gamma}_e$ | 2          | 1.75 ± 0.02            | 1.75 ± 0.02         | 7/4      |
| $\beta_e/\nu = \hat{\beta}_e$ | 0          | 0.14 ± 0.05            | $\approx$0.125      | 1/8      |
| $(2 - \alpha)/\nu = \hat{\phi}$ | 2          | 2.03 ± 0.15            | $\approx$2          | 2        |
| $\alpha$          | 1          | 0.78 ± 0.23            | $\approx$0          | 0        |
| $\beta_e$        | 0          | 0.085 ± 0.014          | $\approx$0.125     | 1/8      |
| $\gamma_e$       | 1          | 1.05 ± 0.03            | 1.75 ± 0.18         | 7/4      |
| $\nu$             | 1/2        | 0.60 ± 0.02            | 1.0 ± 0.1           | 1        |
| $2\nu = 2 - \alpha?$ | Yes       | Yes                    | Yes                 | Yes      |

which will be discussed in section 4. In [33] we suggested that the equilibrium phases of the sixteen-vertex model with $d = e$ could be characterized by a generalization of the anisotropy parameter of the eight-vertex model recalled in equation (9):

$$\Delta_{16} = a^2 + b^2 - c^2 - (d + 3e)^2$$

In the same way as in the integrable cases, the proposal is that the PM phase corresponds to the region of parameter space where $|\Delta_{16}| < 1$, the FM phase corresponds to $\Delta_{16} > 1$, and the AF phase to $\Delta_{16} < -1$. It follows that the projection of the FM transition hyperplanes onto the $(a/c, b/c)$ plane should then be parallel to those of the six- and eight-vertex
models and given by $a_c = b + c + d + 3e$ (or equivalently $b_c = a + c + d + 3e$). As shown in figure 5, the numerical results are well fitted by equation (14), which is, however, not exact. As we will explain in detail in section 4, our mean-field treatment of the model defined on a tree of single vertices predicts a similar shift of the transition lines given by $a_c = b + c + d + 2e$. The parameter capturing all transition lines is, within this analytic approach,

$$
\Delta_{sv}^{16} = \frac{a^2 + b^2 - c^2 - d^2 + 2(a + b - c - d)e}{2(cd + ab + e(a + b + c + d + 2e))}
$$

(15)

(see section 4 for the technical details). For the more sophisticated tree made of ‘plaquette’ units the transition lines are not parallel to those of the six- and eight-vertex models and an analytic form of the anisotropy parameter, $\Delta_{pl}^{16}$, has not been found. Nevertheless, the transition lines can be computed numerically and their evaluation leads to the phase diagram depicted in figure 19.

Further evidence for the transition becoming second order comes from the analysis of the fourth-order cumulant defined in equation (11). Raw data on such a Binder’s cumulant across the FM–PM transition were shown in [33], where we showed that they intersect at a single point, as expected in a second-order phase transition. In figure 6 we display raw data for $d = e = 10^{-5}$ (a) and scaled data for $d = e = 0.1$ (b) as a function of $t = (a - a_c)/a_c$. In both cases $b = 0.5$ and, as above, we normalize all fugacities by $c$. From the analysis of the scaling properties we extract $a_c = 1.5$ for $d = e = 10^{-5}$ and $a_c = 1.93$ for $d = e = 0.1$. Sets of data for linear system sizes $L = 10, 20, 30, 40, 50$ are scaled quite satisfactorily by using $1/\nu = 1.65 \pm 0.05$ for the small value of $d$ and $1/\nu = 1 \pm 0.1$ for the large value of $d$.

In order to complete the analysis of this transition we studied the magnetic susceptibility (12) associated with the direct magnetization $M_+$ and its finite size scaling. Figure 7 displays $\chi_+$ for $b = 0.5$, $d = e = 10^{-5}$ (a) and $d = e = 0.1$ (b), and five linear sizes, $L = 10, 20, 30, 40, 50$. The data collapse is very accurate and it allows us to extract the exponent $\gamma_e/\nu \simeq 1.75 \pm 0.02$ in both cases. The study of the maximum of $\chi_+$ displayed in the insets confirms this estimate for $\gamma_e/\nu$. We repeated this analysis for other values of $d = e$ and we found that in all cases critical scaling is rather well obeyed and, interestingly
enough, $\gamma_e/\nu$ is, within numerical accuracy, independent of $d = e$. This is similar to what happens in the eight-vertex model where, as shown in table 1, this ratio is independent of the parameters.

The ratio $\alpha/\nu$ is obtained from the finite size analysis of the specific heat (not shown), which is consistent with $C_{\text{max}} \simeq L^{\alpha/\nu}$ (instead of $L^{D}$ for a first-order phase transition). We found $\alpha/\nu \simeq 1.30 \pm 0.06$ for $b = 0.5$ and $d = e = 10^{-5}$ and a logarithmic divergence of the heat capacity, i.e. $\alpha/\nu \approx 0$ for $d = e = 0.1$ (cf table 2), although it is very difficult to distinguish numerically a logarithmic divergence from a power-law one with a very small exponent.

The critical exponents extracted numerically at the second-order phase transition with $d = e > 0$ are compared to those of the six-vertex model and the 2D Ising model in table 2. It is interesting to note that for the very small value of $d = e$ the exponents are rather close to those of the six-vertex model while for large value of $d = e$ they approach those of the 2D Ising model. In terms of a Renormalization Group (RG) approach, this behavior suggests the existence of two fixed points, one in the $d = e = 0$ plane describing the critical behavior of the six-vertex model, and another for $d, e > 0$, belonging to the 2D Ising universality class. The first one might be unstable as soon as an infinitesimal amount of defects is allowed. A RG treatment of the model is required to confirm this guess.

The critical exponents obtained from the numerical analysis depend on the fugacity $d = e$, namely, they vary along the transition lines, as happens for the eight-vertex model. However, as shown in table 2, the ratios of critical exponents $\gamma_e$, $\beta_e$ and $\phi$ do not depend qualitatively on the choice of the parameters and are equal to those of the 2D Ising model.

The NERM yields values of the critical $a$ which are in agreement (within numerical accuracy) with those found with the conventional analysis. We do not show this analysis here.

3.2.2. The $c$-AF-PM transition. We now focus on the transition between the $c$-AF and PM phases. For the six-vertex model this is a KT transition, while for the eight-
Figure 8. Non-equilibrium relaxation of the staggered magnetization from a fully ordered initial condition $M_0 = 1$ at different values of $a = b$, for $c = 1$, $e = 10^{-3}$ and $d = 10^{-5}$. After a short transient the relaxation at the critical point follows a power law $t^{-p}$ with $p = \beta_e/(\nu z)$. We identify such a critical relaxation at $a_c = 0.46 \pm 0.01$.

The truck model is of second order as soon as $d > 0$. In this case we chose to work with $d = 10^{-5} \neq e = 10^{-3}$ and with $d = e = 10^{-5}$. We present data obtained with the NERM.

Figure 8 shows the relaxation of the staggered averaged magnetization at $b = c = 1$ and different values of $a$ given in the caption. The power-law relaxation, typical of the critical point, is clearly identifiable from the figure. We extract the critical value $a_c = 0.46 \pm 0.01$ for the $\sigma$-AF-PM phase transition. Moreover, the data demonstrate that the PM phase is not of SL-type as soon as a finite density of defects is allowed. Indeed, the relaxation of $M_\sigma$ does not follow a power law in the PM phase, the decay being exponential for $a > a_c$. Although this strategy gives a rather precise determination of $a_c$, it is very hard to determine the value of the exponent $p$, and hence of $z$, with good precision as $p$ is extremely sensitive to the choice of $a_c$.

The standard analysis of the $\sigma$-AF-PM transition is not as clean as for the FM–PM one. Figure 9(a) shows the scaling plot of the Binder cumulant of the staggered magnetization for $b = 0.5$ and, in this case, $d = e = 10^{-5}$. From it one extracts $1/\nu = 0.4 \pm 0.05$. The susceptibility fluctuates too much to draw any stringent conclusion about the exponent $\gamma_e$. The analysis of the specific heat (not shown) suggests a logarithmic divergence $\alpha \approx 0$. The dependence of the critical line on the fugacities is reasonably well described by $\Delta_{16}$.

Both $e$ and $d$ vertices make the disordered phase a conventional PM with transitions being of second order. Although $d$ does not break integrability while $e$ does, their effects, in these respects, are similar. The fact that the critical exponents in the eight-vertex model depend on the fugacities is known from the exact solution. In the sixteen-vertex model, where integrability is lost, this is not the case. Unfortunately, our numerical analysis does not allow us to draw stringent enough conclusions for the $\sigma$-AF-PM transition, since it is very hard to get a precise measurement of the observables close to the critical lines. Possibly, a RG approach would be useful in this respect.
Figure 9. Study of the c-AF-PM transition for $b = 0.5$ and $d = e = 10^{-5}$. (a) The averaged staggered magnetization as a function of $a$ for several system sizes given in the key. (b) Scaling plots across the c-AF-PM transition of the Binder cumulant of the staggered magnetization. $t$ is the distance from the critical point $t = (a - a_c)/a_c$, with $a_c = 0.5$. The best scaling of data is obtained for $1/\nu = 0.4 \pm 0.05$.

4. Bethe–Peierls mean-field approximation: vertex models on a tree

In this section we study the properties of the six-, eight- and sixteen-vertex models defined on the Bethe lattice by using the cavity method. First, we will consider a standard Bethe lattice of uniform connectivity $C = 4$ (section 4.2.1). In order to get more accurate results, we also study the model on a tree of plaquettes of $2 \times 2$ vertices (section 4.2.2), which account for local excitations and fluctuations induced on short scales by the presence of small loops.

4.1. The cavity method

The cavity method is a technique which allows one to calculate the average properties of statistical models defined on tree-like graphs in the thermodynamic limit [68, 69]. The method, which is equivalent to the Bethe–Peierls (BP) approximation, is based on the assumption that due to the tree-like structure of the lattice, in the absence of a given site (the cavity), the neighbors of that site are not correlated and their marginal joint probability factorizes.

Removing one site from the graph creates $C$ rooted trees, each one being a tree where all the sites of the bulk have the same connectivity $C$; apart from the root, which has only $C - 1$ neighbors. The evaluation of physical observables is based on the determination of the properties of the site at the root of a rooted tree. Thanks to the above-mentioned factorization property one can write relatively simple recursion equations for the marginal probabilities of the rooted sites. Such equations have to be solved self-consistently, the fixed points of which yield the free energy of the system along with all the thermodynamic observables.

The BP method can be interpreted either as the exact solution of the model on the tree, or as an approximate solution of the original model on the Euclidean lattice. In order to mimic an Euclidean lattice in $D$ dimensions the tree should have connectivity $C = 2D$. Such an approach takes into account short-scale ($O(1)$) correlations and it is expected
to give more accurate quantitative results than the standard fully connected mean-field approach. It is well known, for instance, that for the Ising model the BP method yields the mean-field critical exponents with a better estimate of $T_c$ than that obtained on the fully connected graph.

4.2. The trees

The definition of the vertices requires the selection of a particular orientation of the edges adjacent to a given site. We will define ‘horizontal’ and ‘vertical’ edges, each one with two possible orientations. With this procedure we assign a statistical weight to each vertex configuration, even in such non-Euclidean geometry. In the recursion equations this partition will translate into four different species of rooted trees, depending on the ‘position’ (left, right, down or up) of the missing edge.

4.2.1. A tree of vertices. In the models we are interested in, each site is a vertex and its coordination, which is fixed and equal to four, is the number of vertices connected to it. In order to distinguish one type of vertex from another, and to identify all possible phases, we define the analog of the two orthogonal directions of the Euclidean square lattice: each vertex has four terminals, which we call ‘up’ (u), ‘down’ (d), ‘left’ (l) and ‘right’ (r). So far, the vertices were labeled by their positions. Here, for the sake of clarity, we label them with a single latin index, say $i$, $j$, $k$, .... Vertices are connected through edges $(i^d j^u)$ and $(i^l k^r)$ which link respectively the down extremity of a vertex $i$ with the up terminal of a neighboring vertex $j$, or the left end of $i$ with the right end of its neighbor $k$. The symbols $(i^d j^u)$ and $(i^l k^r)$ denote undirected edges, so that $(i^d j^u) = (j^u i^d)$ and $(i^l k^r) = (k^r i^l)$. In this way, one creates a bipartition of the edges into horizontal (left–right $(i^d k^r)$) and vertical (up–down $(i^d j^u)$) edges. This notation gives a notion of which vertex is above $(i)$ and which one is below $(j)$ and similarly for the horizontal direction. See the sketch in figure 10.

Each edge is occupied by an arrow shared by two vertices. An arrow defined on the $(i^l k^r)$ edge is the left arrow for the $i$ vertex and the right arrow for the neighboring $k$ vertex. A similar distinction holds for the vertical $(i^d j^u)$ edges. Each arrow, as any binary variable, can be identified with a spin degree of freedom, taking values in $\{-1, 1\}$. In this construction there are two kinds of spins, those sitting on horizontal edges, $s_{i^d k^r}$, and

\[
\begin{align*}
  s_{i^l k^r} &= +1 \\
  s_{i^d j^u} &= +1
\end{align*}
\]

Figure 10. Two spins sitting on an horizontal and a vertical edge, both taking value +1.
those sitting on vertical edges, \( s_{(j,u,h)} \). Without loss of generality, we choose a convention such that \( s_{(j,u,h)} = +1 \) if the arrow points up and \(-1\) otherwise. Similarly, \( s_{(k,l,i)} = +1 \) if the arrow points right and \(-1\) otherwise, for the horizontal arrows (see figure 10). This is the analog of the convention used for the spin sign assignment in the 2D model (of course, alternative choices of the signs of the spins can be used).

The local arrow configuration defines the state of the selected vertex. With the spin definition given above, we can assign a total spin \( S_i \) to each vertex \( i \), and define it as the sum of the spins attached to it, \( S_i = \frac{1}{2} \sum_{j \in \partial i} s_{ij} \), where \( \partial i \) indicates the neighborhood of \( i \). With this assignment, the spin associated with each type of vertex is \( S_i = \pm 2 \) for type \( a \), \( S_i = 0 \) for type \( b \), \( S_i = 0 \) for type \( c \), \( S_i = 0 \) for type \( d \), and \( S_i = \pm 1 \) for type \( e \).

Consider now a site (vertex) \( i \) at the root of a rooted tree, in the absence of an edge with one of its neighbors, say site \( j \). There are four distinct rooted trees, depending on whether the missing edge with vertex \( j \) is the one on its left, right, up or down direction. By analogy with the 2D case, one could interpret these rooted trees as the result of the integration of a transfer matrix in four possible directions. This can be emphasized by taking into account the particular direction of the missing edge at the root, which we will indicate as follows: \( i^\alpha \rightarrow j^\beta \), with \( \alpha, \beta \in \{u,d,l,r\} \). For instance, an ‘up rooted tree’ is the one in which the root \( i \) has no connection to the up terminal of the vertex \( j \), i.e. the link \( i^d \rightarrow j^u \) is absent. As shown in figure 11, such a rooted tree is obtained by merging a left, an up and a right rooted tree (with root vertices \( l, h \) and \( k \) respectively) with the addition of a new vertex \( i \) through the links \( l^r \rightarrow i^l, h^d \rightarrow i^u, k^l \rightarrow i^r \) (pictorially the transfer matrix is moving down). Similarly, a ‘left rooted tree’ is obtained by merging a down, a left and an up rooted tree, and so on. The Bethe lattice is finally recovered by joining an up, a left, a down and a right rooted tree with the insertion of the new vertex. Equivalently, given a tree, one creates rooted (cavity) trees by removing an edge.

4.2.2. A tree of plaquettes. As we will show in the following, the results obtained by using the tree structure described above compare extremely well to those in 2D in many respects. In order to further improve the approximation, in particular relative to the nature of some transitions, we introduce a Bethe lattice of ‘plaquettes’ (see figure 12), where the basic doi:10.1088/1742-5468/2013/02/P02026
Figure 12. The main panel shows how to construct a Bethe lattice of individual units that can be chosen at will. In the right panel we show four different choices of such units. The image in (b) represents a single vertex, which once inserted in (a) builds the simplest Bethe lattice of vertices, described in section 4.2.1. The tetrahedron in (c) is the individual unit used for the calculations of [70, 61], as discussed in section 4.2.3. Finally panel (d) shows a plaquette of four vertices, which is the individual unit of the plaquette model, see section 4.2.2.

unit cell is not a single vertex, but a $2 \times 2$ square of vertices. This tree is constructed by connecting each plaquette to other four plaquettes (without forming loops of plaquettes), in the same way as we constructed the tree of single vertices. In this procedure one has to be careful with the orientation of each plaquette and of the vertices on it, and with the order between the two edges out-going from each side of the unit.

In the following we will refer to the first simpler geometry as the ‘single-vertex problem’ and to the second one as the ‘plaquette model’.

4.2.3. Discussion. A mean-field approximation for the pyrochlore spin-ice system in 3D, based on the same tree-like structure of single vertices described in section 4.2.1, has been already employed in [70, 61]. In these papers no distinction between the orientation (up, down, left, right) of the edges was made. This approach was suitable for dealing with the SL and FM phases [61] only. Conversely, our approach keeps track of the four different directions and allows us to simultaneously study all possible phases, including the AF ones. Within our approach it is also easier to remove the degeneracy of the vertices by introducing external magnetic fields or other kinds of perturbations.

The single-vertex BP approximation proposed in [70, 61] provides a very good qualitative and quantitative description of the transition towards the frozen FM phase (KDP problem) in pyrochlore spin-ice in 3D. This is due to the absence of fluctuations in the frozen FM phase\textsuperscript{7}. However, such a single-vertex approximation is not precise enough

\textsuperscript{7} This is also due to the fact that $D = 3$ coincides with the upper critical dimension of the problem in the absence of defects (i.e., the six-vertex model): the mean-field BP approximation is almost exact in 3D apart from logarithmic corrections.
to describe the unfrozen staggered AF order, due to thermal fluctuations. By constructing
the tree of plaquettes we will manage to capture some of these fluctuations, and to obtain
a more accurate description of the unfrozen phases.

Let us finally mention that the ice-rule for the six-vertex model, or the ‘parity’ rule
for the eight-vertex might be viewed as a particular form of constraint that forces one to
flip all the variables on an entire loop in order to go from one allowed configuration to
another. Such a form of constraints has in many respects a strong algorithmic impact,
in particular for algorithms that work with local updates. For this reason it has been
investigated in the context of combinatorial optimization, for a wide class of problems
mainly defined on tree-like graphs, with techniques similar to those adopted here for the
tree of single vertices [71].

4.3. The six- and eight-vertex models on a tree of vertices

In this subsection we study the six- and the eight-vertex models on a tree of single vertices.
We obtain the self-consistent recursive equations for the marginal probabilities along with
their fixed points. We perform the stability analysis of the solutions, compute the free
energy of the different phases, and present the resulting phase diagram.

4.3.1. Recursion equations. We call $\psi_{i}^{\alpha \rightarrow j^{\beta}}$, with $\alpha, \beta \in \{u, d, l, r\}$, the probability that
the root vertex $i$—in a rooted tree where $(i^{\alpha} j^{\beta})$ is the missing edge—be of type $\zeta \in \chi_{v}^{8} =
\{v_{1}, \ldots, v_{8}\}$. Such probabilities must satisfy the normalization condition

$$\sum_{\zeta \in \chi_{v}^{8}} \psi_{i}^{\alpha \rightarrow j^{\beta}} = 1, \quad \forall (i^{\alpha} j^{\beta}). \quad (16)$$

In the recurrence procedure we will only be concerned with the state of the arrow on
the missing edge. As a consequence, on the root vertex $i$ of a rooted tree with a missing
edge $i^{\alpha} \rightarrow j^{\beta}$, we define $\psi_{i}^{\beta} \equiv \psi_{i}^{\alpha \rightarrow j^{\beta}} (+1)$ as being the probability that the arrow that lies
on the missing edge $(i^{\alpha} j^{\beta})$ takes the value $s_{i(i^{\alpha} j^{\beta})} = +1$. Then,

$$\begin{align*}
\psi_{i}^{u} &= \psi_{v_{1}}^{u} + \psi_{v_{3}}^{u} + \psi_{v_{5}}^{u} + \psi_{v_{8}}^{u}, \\
\psi_{i}^{d} &= \psi_{v_{1}}^{d} + \psi_{v_{3}}^{d} + \psi_{v_{5}}^{d} + \psi_{v_{8}}^{d}, \\
\psi_{i}^{l} &= \psi_{v_{1}}^{l} + \psi_{v_{5}}^{l} + \psi_{v_{7}}^{l}, \\
\psi_{i}^{r} &= \psi_{v_{1}}^{r} + \psi_{v_{5}}^{r} + \psi_{v_{7}}^{r},
\end{align*} \quad (17)$$

and

$$\psi_{i}^{\alpha \rightarrow j^{\beta}} (-1) = 1 - \psi_{i}^{\alpha \rightarrow j^{\beta}} (+1) = 1 - \psi_{i}^{\beta}. \quad (18)$$

Clearly, other parameterizations are possible for these probabilities. For instance, one
could use an effective field acting on the spin $s_{i(i^{\alpha} j^{\beta})}$, i.e. $\psi_{i}^{\beta} = e^{h_{i}^{\beta}} / (e^{h_{i}^{\beta}} + e^{-h_{i}^{\beta}})$, and the
recursive equations would be equivalently written in terms of the fields $h_{i}^{\beta}$, as shown in
appendix B.

The operation of merging rooted trees allows us to obtain in a self-consistent fashion
the set of probabilities associated with the new root in terms of those of the previous
generation. In the bulk of the tree one does not expect such quantities to depend on the
precise site, since all expected phases are homogeneous. As a result, the explicit reference to the particular vertex index $i$ of the probabilities defined in equations (17) can be dropped. By so doing, the following four coupled self-consistent equations for the probabilities $\psi^\alpha$ are obtained:

\[
\begin{align*}
\psi^u &= \hat{\Psi}^u[a, b, c, d, \psi^u, \psi^d, \psi^l, \psi^r] = g^u(a, b, c, d, \psi^u, \psi^d, \psi^l, \psi^r)/z^u \\
&= \frac{1}{z^u}[a\psi^d\psi^l\psi^r + b(1 - \psi^d)\psi^u(1 - \psi^r) + c(1 - \psi^u)(1 - \psi^d)\psi^r + d\psi^l(1 - \psi^u)(1 - \psi^r)] \\
\psi^d &= \hat{\Psi}^d[a, b, c, d, \psi^u, \psi^d, \psi^l, \psi^r] = g^d(a, b, c, d, \psi^u, \psi^d, \psi^l, \psi^r)/z^d \\
&= \frac{1}{z^d}[a\psi^d\psi^d\psi^l + b(1 - \psi^d)\psi^d(1 - \psi^u) + c\psi^d(1 - \psi^d)(1 - \psi^u) + d(1 - \psi^d)(1 - \psi^d)\psi^u] \\
\psi^l &= \hat{\Psi}^l[a, b, c, d, \psi^u, \psi^d, \psi^l, \psi^r] = g^l(a, b, c, d, \psi^u, \psi^d, \psi^l, \psi^r)/z^l \\
&= \frac{1}{z^l}[a\psi^r\psi^r\psi^r + b(1 - \psi^r)\psi^r(1 - \psi^u) + c\psi^r(1 - \psi^r)(1 - \psi^u) + d(1 - \psi^u)(1 - \psi^r)\psi^r] \\
\psi^r &= \hat{\Psi}^r[a, b, c, d, \psi^u, \psi^d, \psi^l, \psi^r] = g^r(a, b, c, d, \psi^u, \psi^d, \psi^l, \psi^r)/z^r \\
&= \frac{1}{z^r}[a\psi^u\psi^r\psi^r + b(1 - \psi^u)\psi^r(1 - \psi^d) + c\psi^u(1 - \psi^r)(1 - \psi^d) + d(1 - \psi^u)(1 - \psi^r)\psi^d]
\end{align*}
\]

where $a$, $b$, $c$, and $d$ are the fugacities of the vertices, as defined in section 2 (see figures 1 and 3), and $z^\alpha$ are normalization constants that ensure the normalization of $\psi^\alpha$:

\[
z^\alpha = g^\alpha(a, b, c, d, \psi^u, \psi^d, \psi^l, \psi^r) + g^\alpha(a, b, c, d, 1 - \psi^u, 1 - \psi^d, 1 - \psi^l, 1 - \psi^r).
\]

The functions $g^\alpha$ have been defined in equations (19). The first term in this sum corresponds to the un-normalized contribution of a spin (+1) while the second term is for a spin (−1). For the sake of simplicity in equation (19) we considered the argument in the functions $\hat{\Psi}^\alpha$ to be the same for all the directions $\alpha$, although in each equation the field defined along the opposite direction does not appear explicitly.

4.3.2. Fixed points and free energy. In order to allow for a fixed-point solution associated with $c$-AF and $d$-AF staggered order we study equation (19) on a bipartite graph. We partition the graph into two distinct subsets of vertices $A_1$ and $A_2$, such that each vertex belonging to $A_1$ is only connected to vertices belonging to $A_2$ and vice versa. This amounts to doubling the fields degrees of freedom $\{\psi^u_1, \psi^d_1\}$, one for the sub-lattice $A_1$ and the other one for the sub-lattice $A_2$, and to solving the following set of coupled equations:

\[
\psi^\alpha_1 = \hat{\Psi}^\alpha[a, b, c, d, \psi^u_1, \psi^d_1, \psi^l_1, \psi^r_1], \quad \psi^\alpha_2 = \hat{\Psi}^\alpha[a, b, c, d, \psi^u_2, \psi^d_2, \psi^l_2, \psi^r_2],
\]

with $\alpha = u, d, r, l$. The FM and PM phases are characterized by $\psi^\alpha_1 = \psi^\alpha_2$, while the AF phases are characterized by $\psi^\alpha_1 \neq \psi^\alpha_2$ with $\psi^\alpha_1 = 1 - \psi^\alpha_2$. 
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Considering the solution associated with $A_1$ only, the fixed points are

$$
\psi_{\text{PM}} = (\psi^u = \frac{1}{2}, \psi^l = \frac{1}{2}, \psi^r = \frac{1}{2}, \psi^d = \frac{1}{2}),
$$

$$
\psi_{\text{a-FM}} = (\psi^u = 1, \psi^l = 1, \psi^r = 1, \psi^d = 1),
$$

$$
\psi_{\text{b-FM}} = (\psi^u = 1, \psi^l = 0, \psi^r = 0, \psi^d = 1),
$$

$$
\psi_{\text{c-AF}} = (\psi^u = 1, \psi^l = 1, \psi^r = 0, \psi^d = 0),
$$

$$
\psi_{\text{d-AF}} = (\psi^u = 1, \psi^l = 0, \psi^r = 1, \psi^d = 0),
$$

as can be checked by inserting these values into equations (19) and (21). The spin reversal symmetry implies that $\psi' = 1 - \psi$ is also a solution of the self-consistent equations. For the AF phase this corresponds to the exchange of the two sub-lattices (i.e., the exchange of $\psi_1^{a}$ with $\psi_2^{a}$). These solutions exist for any value of the vertex weights $a, b, c$ and $d$. Conversely, the stability of the solutions, which will be discussed in more detail in section 4.3.4, depends on the fugacities. The numerical iteration of the self-consistent equations, equations (19) and (21), confirms that the fixed points given in (22) are the only possible attractive solutions in the different regions of the phase diagram.

In order to calculate the free energy, it is useful to consider the contributions to the partition function coming from a vertex, an horizontal edge and a vertical edge. These quantities are defined as follows:

$$
Z_v[\psi^l, \psi^r, \psi^u, \psi^d] = a [\psi^l \psi^u \psi^r \psi^d + (1 - \psi^u)(1 - \psi^r)(1 - \psi^d)] + b[(1 - \psi^l)\psi^u (1 - \psi^r)\psi^d + \psi^l(1 - \psi^u)\psi^r (1 - \psi^d)]$$

$$
+ c[(1 - \psi^u)(1 - \psi^l)\psi^r \psi^d + \psi^u\psi^d(1 - \psi^r)(1 - \psi^d)] + d[\psi^l (1 - \psi^u)(1 - \psi^r)\psi^d + (1 - \psi^l)\psi^u \psi^r (1 - \psi^d)]
$$

and

$$
Z_{(uv)}[\psi^l, \psi^d] = \psi^l \psi^d + (1 - \psi^l)(1 - \psi^d),
$$

$$
Z_{(ud)}[\psi^u, \psi^d] = \psi^u \psi^d + (1 - \psi^u)(1 - \psi^d).
$$

The first term $Z_v$ represents the shift in the partition function brought in by the introduction of a new vertex which is connected with four rooted trees. The other terms $Z_{(uv)}$ and $Z_{(ud)}$ represent the shift in the partition function induced by the connection of two rooted trees (respectively one left and one right or one up and one down) through a link. In terms of these quantities one can compute the intensive free energy (here and in the following we normalize $f$ by the number of vertices) which characterizes the bulk properties of the system in the thermodynamic limit:

$$
\beta f[a, b, c, d, \psi_1, \psi_2] = -\frac{1}{2} \left( \ln Z_v[\psi_1] + \ln Z_v[\psi_2] + -\ln Z_{(uv)}[\psi^l, \psi^d] \right.
$$

$$
- \ln Z_{(uv)}[\psi^l, \psi^d] - \ln Z_{(uv)}[\psi^u, \psi^d] - \ln Z_{(ud)}[\psi^u, \psi^d] \right).
$$

In the lhs of the above equation and in the following expressions related to the free energy, we introduce the inverse temperature $\beta$, which enters in the definition of the fugacities once we parametrize them through the energies of the vertices $e_i$, i.e. $w_i = e^{-\beta e_i}$. The free
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energy (25) evaluated at the fixed points (22) reads as follows:

\[
\beta f_{\text{PM}} = \beta f[a, b, c, d, \psi_{\text{PM}}] = -\ln \left( \frac{a + b + c + d}{2} \right), \\
\beta f_{a-\text{FM}} = \beta f[a, b, c, d, \psi_{a-\text{FM}}] = -\ln a, \\
\beta f_{b-\text{FM}} = \beta f[a, b, c, d, \psi_{b-\text{FM}}] = -\ln b, \\
\beta f_{c-\text{AF}} = \beta f[a, b, c, d, \psi_{c-\text{AF}}] = -\ln c, \\
\beta f_{d-\text{AF}} = \beta f[a, b, c, d, \psi_{d-\text{AF}}] = -\ln d.
\]

By comparing these free-energy densities one readily determines the phase diagram along with the critical hyper-planes separating the different phases. For instance, from the condition \( f_{\text{PM}} = f_{a-\text{FM}} \) one finds \( a_c = b + c + d \). Surprisingly enough, it turns out that the critical planes have exactly the same parameter dependence as in the six- and in the eight-vertex model on the square lattice. The BP approximation yields, therefore, the exact topology of the phase diagram.

4.3.3. Order parameters. According to the definitions in equation (1), we characterize the phases by direct and staggered magnetizations. In particular, we define the following order parameters, each one associated with a particular ordered phase and all of them vanishing in the PM state:

\[
m_{a-\text{FM}} = \frac{a}{Z_v} \left[ \psi^a \psi^u \psi^r \psi^d - (1 - \psi^u)(1 - \psi^r)(1 - \psi^d) \right], \\
m_{b-\text{FM}} = \frac{b}{Z_v} \left[ (1 - \psi^d) \psi^a (1 - \psi^r) \psi^d - \psi^d (1 - \psi^a) \psi^r (1 - \psi^d) \right], \\
m_{c-\text{AF}} = \frac{c}{Z_v} \left[ \psi^a \psi^d (1 - \psi^r)(1 - \psi^d) - (1 - \psi^a)(1 - \psi^d) \psi^r \psi^d \right], \\
m_{d-\text{AF}} = \frac{d}{Z_v} \left[ (1 - \psi^d) \psi^a \psi^r (1 - \psi^d) - \psi^d (1 - \psi^a)(1 - \psi^r) \psi^d \right],
\]

where \( Z_v \) is the contribution of one vertex to the partition function defined in equation (23). The order parameters (27) are easily evaluated at the fixed points, equation (22). The PM solution \( \psi_{PM} \) yields vanishing magnetizations for all the order parameters. Conversely, any ordered solution \( \psi_{fp=\star} \) gives a saturated value of the associated magnetization \( m_{\psi_{fp=\star}} = 1 \) (and zero for the other components \( m_{\psi_{fp\neq\star}} = 0 \)), corresponding to a completely frozen ordered phase.

4.3.4. Stability analysis. The stability of the fixed points is determined by the eigenvalues of the Jacobian matrix,

\[
M \equiv \left. \frac{d\hat{\Psi}^o}{d\psi^\beta} \right|_{\psi_{fp}},
\]

which describes the derivative of the vector function \( \hat{\Psi} = (\hat{\Psi}^u, \hat{\Psi}^r, \hat{\Psi}^l, \hat{\Psi}^d) \) defined in equation (19) with respect to the fields \( \{\psi^o\} \), evaluated at the fixed point, \( \psi_{fp} \). The

---

8 This is a generalization of the definitions given in equation (1), needed in order to make the difference between FM orders dominated by \( a \) or \( b \) vertices, as well as AF orders dominated by \( c \) or \( d \). It corresponds to considering \( m_{a-\text{FM}} = 1/2(m^+_a + m^+_b) \), \( m_{b-\text{FM}} = 1/2(m^+_a - m^+_b) \), \( m_{c-\text{AF}} = 1/2(m^-_c - m^+_c) \) and \( m_{d-\text{AF}} = 1/2(m^-_c + m^+_c) \).
eigenvectors are parametrized as $\delta \psi^u, \delta \psi^d, \delta \psi^l, \delta \psi^r$. The solution $\psi_{fp}$ becomes unstable as soon as one of the eigenvalues becomes one, $|E_{\text{max}}| = 1$.

Indeed, one can easily prove that the condition $|E_{\text{max}}| = 1$ corresponds to the divergence of the magnetic susceptibility $\chi$, and allows us to identify the different phase transitions. The susceptibility to an infinitesimal homogeneous field $h$ that couples to the arrow spin polarization reads:

$$\chi = \lim_{N \to \infty} \frac{1}{N} \frac{d}{dh} \left( \sum_{ij} \langle s_{ij} \rangle \right)_{h=0} = \lim_{N \to \infty} \frac{1}{N} \sum_{ij,(kl)} \langle s_{ij}s_{kl} \rangle_c \propto \sum_{\alpha,\beta=(ud),(lr)} \sum_{r=1}^\infty \langle s_0^\alpha s_r^\beta \rangle_c$$

where in the last equality we used the homogeneity of the solution in the thermodynamic limit $N \to \infty$, and here $N$ is the number of spins. The symbol $P(r)$ indicates that the sum runs over all the paths that connect a given spin on an edge of type $\alpha$, supposed to be the center (site denoted by 0) of the tree, to all the spins that lie on edges of type $\beta$ and located at a distance $r$ from 0 (in terms of the number of edges that make the path). As the tree has no loops, such paths are uniquely defined. The above formula can be simplified by first using the fluctuation-dissipation relation

$$\langle s_0^\alpha s_r^\beta \rangle_c = \frac{d\langle s_r^\beta \rangle}{dh_0^\alpha},$$

where $h_0^\alpha$ is a field conjugated to $s_0^\alpha$, and next using the chain rule

$$\frac{d\langle s_r^\beta \rangle}{dh_0^\alpha} = \frac{d\hat{\Psi}^{\gamma_1}}{d\psi_0^\alpha} \prod_{i=2}^{r-1} \frac{d\hat{\Psi}^{\gamma_i}}{d\psi^{\gamma_i-1}} \frac{d\langle s_r^\beta \rangle}{d\psi^{\gamma_r-1}},$$

where the particular values taken by $\{\gamma_i\} \in \{u,d,l,r\}$ depend on the path followed. Each derivative is finally evaluated at the fixed point. Then, defining the vectors $|v_\alpha\rangle$ such that $v_\alpha^\beta = \frac{d\hat{\Psi}^\beta}{d\psi^\alpha}$, and $|w_\alpha\rangle$ such that $w_\alpha^\beta = \frac{d\hat{\Psi}^\alpha}{d\psi^\beta}$, one obtains

$$\chi = \sum_{\alpha,\beta=(ud),(lr)} \sum_{r=1}^\infty \sum_{P(r)} \langle s_0^\alpha s_r^\beta \rangle_c$$

$$= \sum_{\alpha,\beta=(ud),(lr)} \sum_{r=1}^\infty \sum_{P(r)} \prod_{i=2}^{r-1} \frac{d\hat{\Psi}^{\gamma_i}}{d\psi_0^\alpha} \frac{d\hat{\Psi}^{\gamma_r}}{d\psi^{\gamma_r-1}} \langle s_r^\beta \rangle$$

$$\propto \sum_{\alpha,\beta=(ud),(lr)} \sum_{r=1}^\infty \langle v_\alpha | M^{r-2} | w_\beta \rangle \simeq \sum_{r=1}^\infty \text{Tr} M^r.$$ (32)

As long as the absolute value of the eigenvalues remains smaller than one, i.e. $|E_{\text{max}}| < 1$, the series converges, yielding a finite susceptibility. Otherwise, if $|E_{\text{max}}| \geq 1$ the series diverges, yielding an infinite susceptibility.
Let us focus on the stability of the PM phase $\psi_{\text{PM}}$, i.e. $\psi^a = \psi^c = \psi^u = 1/2$. The matrix $M$ evaluated in the PM solution is

$$M_{\psi_{\text{PM}}} = \begin{bmatrix}
  a + b - c - d & a - b + c - d & -a + b + c - d \\
  a + b + c + d & a + b + c + d & a + b + c + d \\
  a - b + c - d & a + b - c - d & 0 \\
  a + b + c + d & a + b + c + d & 0 \\
  -a + b + c - d & 0 & a + b - c - d \\
  a + b + c + d & 0 & a + b + c + d \\
  0 & -a + b + c - d & a - b + c - d \\
  0 & a + b + c + d & a + b + c + d
\end{bmatrix}. \quad (33)$$

Its eigenvalues are

$$E_{1,2}^{\text{PM}} = \frac{3a - b - c - d}{a + b + c + d}, \quad E_{3,4}^{\text{PM}} = \frac{a + b - 3c + d}{a + b + c + d}, \quad E_{5,6}^{\text{PM}} = \frac{a + b - c - d}{a + b + c + d}, \quad E_{7,8}^{\text{PM}} = \frac{a + b + c + d}{a + b + c + d}. \quad (34)$$

In the order $(\delta \psi^a, \delta \psi^c, \delta \psi^d)$ the corresponding eigenvectors can be written: $v_1 = (1, 1, 1, 1)$, $v_2 = (1, -1, -1, 1)$, $v_3 = (-1, 1, -1, 1)$ and $v_4 = (-1, -1, 1, 1)$. In general, the eigenvalue $E_{1}^{\text{PM}}$ regulates the instability towards the $a$-FM, $E_{2}^{\text{PM}}$ towards the $b$-FM, $E_{3}^{\text{PM}}$ towards the $c$-AF, and $E_{4}^{\text{PM}}$ towards the $d$-AF.

One reckons that the stability of PM solution can be stated in terms of the condition

$$\left| \frac{(1 + E_{3}^{\text{PM}})(1 + E_{4}^{\text{PM}}) - (1 - E_{1}^{\text{PM}})(1 - E_{2}^{\text{PM}})}{(1 + E_{3}^{\text{PM}})(1 + E_{4}^{\text{PM}}) + (1 - E_{1}^{\text{PM}})(1 - E_{2}^{\text{PM}})} \right| < 1, \quad (35)$$

which in terms of $a, b, c, d$ reads

$$\left| \frac{a^2 + b^2 - c^2 - d^2}{2(ab + cd)} \right| = |\Delta_8| < 1. \quad (36)$$

Therefore, the stability analysis of the PM phase also yields the same condition for the phase boundaries as in the exact solution of the 2D model on the square lattice (see equation (9) and figure 2).

A similar analysis can be carried out to evaluate the stability of the FM and AF phases. One has to evaluate the matrix (28) at the ordered solutions’ fixed points. Considering the fixed point $\psi_{\text{a-FM}}$ as an example, one obtains the four eigenvalues:

$$E_{1,2}^{\text{a-FM}} = \frac{b + c + d}{a}, \quad E_{3,4}^{\text{a-FM}} = \frac{b - c - d}{a}. \quad (37)$$

and the corresponding eigenvectors are the same (in the same order) as those we have already discussed for the PM solution. From equations (37), one sees that $E_{1}^{\text{a-FM}} = 1$ as soon as $a = b + c + d$, i.e. when $\Delta_8 = 1$, while for larger values of $a$ the $a$-FM fixed point is stable. Moreover, the solution may develop multiple instabilities when some vertices are missing. Analogous results hold for the other ordered phases.
Finally, let us remark that the model also has discontinuous transition points separating ordered phases, for instance the \( a \)-FM and the \( c \)-AF at \( a = c \) and \( b = d = 0 \), the \( b \)-FM and the \( c \)-AF at \( b = c \) and \( a = d = 0 \), the \( c \)-AF and the \( d \)-AF at \( c = d \) and \( a = b = 0 \), etc.

4.3.5. The six-vertex model: phase diagram and discussion. We found four different fixed points in the six-vertex model \((d = 0)\). These characterize the (i) \( a \)-FM phase, (ii) \( b \)-FM phase, (iii) \( c \)-AF phase and (iv) PM phase (we will distinguish between the PM phase found on the tree and the SL phase in \( D = 2 \) in ways that we will describe below).

The transition lines were found in two equivalent ways. On the one hand, we compared the free energies of the PM and ordered phases as given in equation (25). On the other hand, we analyzed when one of the eigenvalues of the stability matrix becomes equal to 1, signaling the instability of the considered phase. We found that, as in the exact solution of the model in 2D, the phase transitions are controlled by the anisotropy parameter \( \Delta_6 \) defined in equation (4), with the transition lines determined by \( |\Delta_6| = 1 \). Interestingly enough, the eigenvalue \( E_{PM}^4 \) equals 1 when \( d = 0 \), \( \forall a, b, c \), meaning that the whole PM phase is critical in the sense that the magnetic susceptibility diverges for \( d = 0 \). This is reminiscent of the critical properties of the SL (or Coulomb) phase in \( D = 2 \). Analogously, if \( a = 0 \) then \( E_{PM}^1 = -1 \forall c, b, d \); if \( b = 0 \) then \( E_{PM}^2 = -1 \forall a, c, d \) and if \( c = 0 \) then \( E_{PM}^3 = 1 \forall a, b, d \). These observations suggest that in fact the PM phase becomes critical whenever one of the four kinds of vertex is absent.

The transitions between the PM and the ordered phases are all discontinuous (as it can be seen from the singular behavior of the free energy): the (possibly staggered) magnetization jumps from zero to one. The fact that the magnetization saturates at its maximum value in the whole ordered phases indicates that in the FM and AF phases the order is perfect and frozen.

Even though the transitions are discontinuous, they are characterized by the absence of metastability and hysteresis, and they are associated with a diverging susceptibility. In fact, approaching the transition from the two sides, both the PM and the FM solutions become unstable. This kind of transition corresponds to a multi-critical point of infinite order, called the KDP transition in the literature [72]. Note that if one focuses on the transition line, and plugs the critical value \( a_c = b + c \) into equation (19) and (21), assuming the homogeneity of the solution, \( \psi^\alpha = \psi \forall \alpha \), the equations take the trivial form \( \psi = \psi \), meaning that all values of \( \psi \) are solutions of the self-consistent equations and all values of magnetization are equally probable. Actually, the free energy for the same critical value of \( a_c \) does not depend on \( \psi \) and it is thus the same for all values of the magnetization. The PM–AF transition shares the same properties of the KDP transitions between the FM and the PM phases.

From equation (26) one sees that the entropy per vertex \( S = \beta^2 \partial^2 f / \partial \beta^2 \) in the spin-ice point, \( a = b = c = 1 \) is \( S_{sv} = \beta f_{PM} = \ln 3/2 \simeq 0.405 \), i.e. the Pauling result for water ice [9] (see figure 16). The superscript \( sv \) indicates that such quantity is derived within the Bethe ‘single-vertex’ approximation, to distinguish it from the results that will be obtained in the following with the tree of plaquettes.

4.3.6. The eight-vertex model: phase diagram and discussion. The addition of \( d \) vertices does not change the properties of the \( a \)-FM, \( b \)-FM and \( c \)-AF phases. As vertices of kind
are allowed, another AF phase, denoted $d$-AF, emerges, corresponding to a phase with staggered order of four-in and four-out vertices. The transition from the PM to the $d$-AF phase is also discontinuous and the $d$-AF phase is completely frozen as well. Moreover, as for the six-vertex model both the FM and the PM solutions become unstable on the transition planes. When all the fugacities are finite the four eigenvalues of the stability matrix within the PM phase all become smaller than one (except, of course, on the critical transition planes). This means that the PM phase of the eight-vertex model is no longer critical. The transition lines are altogether characterized by the condition $|\Delta_8| = 1$, as for the exact solution of the 2D model, with $\Delta_8$ given in equation (9).

4.3.7. Summary. In short, the location of the transition lines of the 2D six- and eight-vertex models are reproduced exactly by the calculations on the tree of single vertices. However, the critical properties on the tree are different from those of the 2D model. The absence of loops ‘freezes’ the ordered phases and makes all transitions discontinuous, with the (possibly staggered) magnetization equal to one in the whole ordered phases. While this is true for the PM–FM transition of the six-vertex model in 2D, this is no longer true either for the PM–FM transition of the eight-vertex model, or for the PM–AF transitions of the six- and eight-vertex models (in particular, in the former case the PM–AF transition is of KT type).

4.4. The six- and eight-vertex models on a tree of plaquettes

In this subsection we study the six- and eight-vertex models on a tree of plaquettes. The calculations proceed along the same lines as for the single-vertex tree. They become, though, more involved, since the number of configurations allowed on a plaquette is quite large.

4.4.1. Recursion equations. Each rooted tree of plaquettes has two missing edges, which means that one has to write appropriate self-consistent equations for the joint probability of the two arrows lying on those edges. The analog of $\psi^\alpha$, which in the previous section described the marginal probability of the arrow to point up (or right, depending on whether we are considering a vertical or an horizontal edge), now becomes a probability vector with four components. The marginal probability to find a pair of arrows with values $++$, $-+$, $+-$, $--$ will be denoted by $\psi^\alpha = \{\psi^\alpha_{++}, \psi^\alpha_{-+}, \psi^\alpha_{+-}, \psi^\alpha_{--}\}$. The superscript $\alpha = u, d, l, r$ denotes, just as before, whether the pair of arrows are on the missing edges of an up, down, left, right rooted tree. This is illustrated in figure 13. We keep the convention on the choice of the signs of the spins; namely, the spins take positive values if the arrows point up or right. Moreover, we assume that the first bottom index indicates the state of the arrow that is on the left, for the vertical edges, and on the top, for the horizontal ones. Consequently, the second bottom index refers to the value taken by the spin sitting on the right (respectively the bottom) edge for vertical (respectively horizontal) edges.

The weights of a vertex can be written as follows

$$w_{s_1,s_2,s_3,s_4}(a,b,c,d) = \frac{1}{4}[a'(1 + s_1 s_2 s_3 s_4) + b'(s_1 s_3 + s_2 s_4) + c'(s_1 s_4 + s_2 s_3) + d'(s_1 s_2 + s_3 s_4)]$$

(38)

In the case of the tree of simple vertices the bold symbol referred to the vector associated with the four directions $\alpha$, while here it is signaling that already for one direction one has to deal with multiple probabilities.
Figure 13. Definitions of \( \{ \psi_{\alpha}^{++}, \psi_{\alpha}^{-+}, \psi_{\alpha}^{+-}, \psi_{\alpha}^{-} \} \) used in the recursion equations for the plaquette model. First line: \( \psi_{u,d} \), where the first index \( \pm \) denotes the value of the spin on the left and the second index denotes the spin on the right. Second line: \( \psi_{l,d} \), where the first index \( \pm \) denotes the value of the spin on the top and the second index denotes the spin on the bottom.

Figure 14. Left panel: representation of the variables \( \{ s_i \} \) used in the definition of the vertex weight in equation (38). Right panel: numbering assigned to the spin/arrow variables in equations (43) and (45). We denote by \( S_P = \{ s_1, s_2, s_3, s_4, s_5, s_6, s_7, t_1, t_2, t_4 \} \) the set of spin variables on a plaquette.

where \( s_1, \ldots, s_4 \) are taken as in figure 14, and

\[
\begin{align*}
a' &= \frac{1}{2}(a + b + c + d), \\
b' &= \frac{1}{2}(a + b - c - d), \\
c' &= \frac{1}{2}(a - b + c - d), \\
d' &= \frac{1}{2}(a - b - c + d).
\end{align*}
\] (39)

Similarly, we introduce a new parametrization of the probability vector,

\[
\psi_{s_i,s_j}^{\alpha} = \frac{1}{2} \left[ (1 + s_is_j) \frac{\psi_{++}^{\alpha} + \psi_{--}^{\alpha}}{2} + (s_i + s_j) \frac{\psi_{++}^{\alpha} - \psi_{--}^{\alpha}}{2} \\
+ (1 - s_is_j) \frac{\psi_{+-}^{\alpha} + \psi_{-+}^{\alpha}}{2} + (s_i - s_j) \frac{\psi_{+-}^{\alpha} - \psi_{-+}^{\alpha}}{2} \right] \\
= \frac{1}{4} \left[ (1 + s_is_j)s^\alpha + (s_i + s_j)p^\alpha + (s_i - s_j)q^\alpha \right],
\] (40)

where we introduced a new set of variables defined as

\[
\Phi^\alpha = (p^\alpha, s^\alpha, q^\alpha) \equiv (\psi_{++}^{\alpha} - \psi_{--}^{\alpha}, \psi_{+-}^{\alpha} + \psi_{-+}^{\alpha} - \psi_{+-}^{\alpha} - \psi_{-+}^{\alpha}).
\] (41)

We exploited the fact that, due to the normalization conditions, only three variables are truly independent for each edge direction. In the PM phase there is no symmetry
breaking and \( p^\alpha = q^\alpha = 0 \). The ordered phases and the corresponding phase transitions are characterized by the spontaneous symmetry breaking associated with FM, \( p^\alpha \neq 0 \), or AF, \( q^\alpha \neq 0 \), order respectively.

For the sake of completeness we also report the inverse mapping:

\[
\begin{align*}
\psi_{++}^\alpha &= \frac{1}{4} (1 + s^\alpha + 2p^\alpha), \\
\psi_{+-}^\alpha &= \frac{1}{4} (1 - s^\alpha + 2q^\alpha), \\
\psi_{-+}^\alpha &= \frac{1}{4} (1 - s^\alpha - 2q^\alpha), \\
\psi_{--}^\alpha &= \frac{1}{4} (1 + s^\alpha - 2p^\alpha).
\end{align*}
\]

Moreover we define \( S_P \) as the set of spins lying on the 2 \( \times \) 2 plaquette of four vertices, as shown in figure 14. The self-consistent equations for the probability vector describing up, left, right and down rooted trees now read

\[
\psi_{s_{2,s_3}}^u = \hat{\psi}_{s_{2,s_3}}^u [a, b, c, d, \psi^u, \psi^l, \psi^r, \psi^d]
= \frac{1}{z^\alpha} \sum_{S_P \setminus \{s_{5,54}\}} \psi_{s_{1,2,3,4,5,6}}^u w_{s_{1,2,3,4,5,6}} \psi_{s_{3,4}}^l \psi_{s_{4,5}}^d \psi_{s_{5,6}}^r
\]
\[
\psi_{s_{5,54}}^l = \hat{\psi}_{s_{5,54}}^l [a, b, c, d, \psi^u, \psi^l, \psi^r, \psi^d]
= \frac{1}{z^\alpha} \sum_{S_P \setminus \{s_{6,7}\}} \psi_{s_{1,2,3,4,5,6}}^l w_{s_{1,2,3,4,5,6}} \psi_{s_{5,6}}^r \psi_{s_{6,7}}^u \psi_{s_{7,8}}^d
\]
\[
\psi_{s_{7,8}}^d = \hat{\psi}_{s_{7,8}}^d [a, b, c, d, \psi^u, \psi^l, \psi^r, \psi^d]
= \frac{1}{z^\alpha} \sum_{S_P \setminus \{s_{8,81}\}} \psi_{s_{1,2,3,4,5,6}}^d w_{s_{1,2,3,4,5,6}} \psi_{s_{7,8}}^u \psi_{s_{7,8}}^r \psi_{s_{8,81}}^d
\]
\[
\psi_{s_{8,81}}^r = \hat{\psi}_{s_{8,81}}^r [a, b, c, d, \psi^u, \psi^l, \psi^r, \psi^d]
= \frac{1}{z^\alpha} \sum_{S_P \setminus \{s_{8,81}\}} \psi_{s_{1,2,3,4,5,6}}^r w_{s_{1,2,3,4,5,6}} \psi_{s_{8,81}}^u \psi_{s_{7,8}}^d \psi_{s_{8,81}}^r
\]

and the normalization constants are given by \( z^\alpha = \sum_{s_{i,j}} \psi_{s_{i,j}}^\alpha \).

It is more convenient to work with the variables \( \phi^\alpha = (\phi^\alpha_1, \phi^\alpha_2, \phi^\alpha_3) = (p^\alpha, s^\alpha, q^\alpha) \) for which one can readily derive the set of self-consistent equations from equations (43),

\[
\begin{align*}
p^\alpha &= \hat{\Phi}_1^\alpha [a, b, c, d, \phi^u, \phi^l, \phi^r, \phi^d] = \hat{\psi}_{++}^\alpha - \hat{\psi}_{--}^\alpha, \\
\phi^\alpha &= \hat{\Phi}_2^\alpha [a, b, c, d, \phi^u, \phi^l, \phi^r, \phi^d] = \hat{\psi}_{+-}^\alpha - \hat{\psi}_{-+}^\alpha + \hat{\psi}_{++}^\alpha - \hat{\psi}_{--}^\alpha - \hat{\psi}_{+-}^\alpha + \hat{\psi}_{-+}^\alpha, \\
q^\alpha &= \hat{\Phi}_3^\alpha [a, b, c, d, \phi^u, \phi^l, \phi^r, \phi^d] = \hat{\psi}_{++}^\alpha - \hat{\psi}_{--}^\alpha,
\end{align*}
\]

with \( \alpha = u, l, r, d \). The argument of the functions \( \hat{\psi}_{\pm}^\alpha \) of the right hand side can be expressed in terms of the variables \( p^\alpha, s^\alpha, \) and \( q^\alpha \) using the transformations (42).

4.4.2. Free energy. The free energy per vertex can be generically written as:

\[
\beta f[a,b,c,d,\psi^u,\psi^l,\psi^r,\psi^d] = \frac{1}{4} \left( \sum_{s_{1,s_2}} \psi_{s_{1,s_2}}^d \psi_{s_{1,s_2}}^u + \sum_{s_{1,s_2}} \psi_{s_{1,s_2}}^l \psi_{s_{1,s_2}}^r - \ln Z_{pl} \right)
\]

\[\text{doi:10.1088/1742-5468/2013/02/P02026}\]
with the plaquette partition function given by
\[ Z_{pl} = \sum_{S_p} w_{s_1,s_2,t_1} w_{t_2,s_3,s_4} w_{t_4,s_5,s_6} w_{s_8,t_1,t_4,s_7} \psi_i^d \psi_j^u \psi_j^u \psi_i^d, \] (46)

where one can rewrite \( \psi^\alpha \) in terms of \( \Phi^\alpha \) via equation (42).

### 4.4.3. Order parameters.

The definitions of the order parameters (27) given in section 4.3.3 have to be generalized to take into account the \( S_p \) variables. The order parameter associated with the \( a \)-FM transition reads:

\[ m_{a-FM}[a,b,c,d,\psi^u,\psi^l,\psi^r,\psi^d] = \frac{1}{Z_{pl}} \left( \sum_{S_p} O_{a-FM}[S_p] w_{s_1,s_2,t_1} w_{t_2,s_3,s_4} w_{t_4,s_5,s_6} w_{s_8,t_1,t_4,s_7} \psi_i^u \psi_j^u \psi_j^r \psi_i^d \right), \] (47)

with \( O_{a-FM}[S_p] = (1/8) \left( \sum_{i=1\ldots,8} s_{8i}/2 + \sum_{i=1\ldots,4} t_{1i} \right) \) and \( Z_{pl} \) defined in equation (46). The other order parameters are obtained from equation (47) by substituting the quantity \( O_{a-FM} \) with other staggered magnetizations suited to capture the different ordered phases. More explicitly, they are

\[ O_{b-FM}[S_p] = \frac{1}{8} \left[ \frac{1}{2} (-s_1 + s_2 + s_3 - s_4 - s_5 + s_6 + s_7 - s_8) + t_1 - t_2 + t_3 - t_4 \right], \]
\[ O_{c-FM}[S_p] = \frac{1}{8} \left[ \frac{1}{2} (-s_1 + s_2 - s_3 - s_4 + s_5 - s_6 + s_7 + s_8) - t_1 + t_2 + t_3 - t_4 \right], \] (48)
\[ O_{d-FM}[S_p] = \frac{1}{8} \left[ \frac{1}{2} (s_1 + s_2 - s_3 + s_4 - s_5 - s_6 + s_7 - s_8) - t_1 - t_2 + t_3 + t_4 \right]. \]

### 4.4.4. Stability analysis.

Similarly to what was done for the model on the tree of vertices, we investigate the stability of the solutions by studying the stability matrix

\[ M_{ij}^{u,v} = \frac{\partial \Phi^v}{\partial \Phi^u}, \quad u,v = a,b,d,r, \quad i,j = 1,2,3. \] (49)

In general, this is a 12 × 12 matrix, but, depending on which solution one is studying, it might break into disjoint blocks. Moreover, the entries of such matrix have certain symmetry properties that simplify the calculation. From the stability analysis it turns out that the values of the fugacities where the PM solution becomes unstable also coincide with the transition planes between the different phases, corresponding to the points where the free energies of the different phases cross. We adopt the following parametrization of the 12 components of the eigenvectors

\[ \delta \varphi = (\delta p^u, \delta s^u, \delta q^u, \delta p^d, \delta s^d, \delta q^d, \delta p^l, \delta s^l, \delta q^l, \delta p^r, \delta s^r, \delta q^r). \] (50)

### 4.4.5. Fixed points.

Let us discuss each fixed-point solution—phase—separately.

**The paramagnetic phase.** The PM fixed point is of the form \( \Phi_{PM} \equiv \Phi_{PM}^u = \Phi_{PM}^l = \Phi_{PM}^d = (p_{PM} = 0, s_{PM}, q_{PM} = 0) \) with \( s_{PM} \) determined by equation (44). For convenience we introduce the quantities

\[ x = \frac{a - b}{a + b + c + d}, \quad y = \frac{c - d}{a + b + c + d}, \quad z = \frac{a + b - c - d}{a + b + c + d}. \] (51)
These relations can be easily inverted as
\[
\begin{align*}
\frac{a}{a+b+c+d} &= \frac{1}{4}(1 + z + 2x), \\
\frac{b}{a+b+c+d} &= \frac{1}{4}(1 + z - 2x), \\
\frac{c}{a+b+c+d} &= \frac{1}{4}(1 - z + 2y), \\
\frac{d}{a+b+c+d} &= \frac{1}{4}(1 - z - 2y).
\end{align*}
\] (52)
Thus the fugacities of the vertices are linear functions of \(x, y\) and \(z\) up to a normalization factor \((a + b + c + d)^{-1}\). The self-consistent equation for \(s_{\text{PM}}\) now takes the form
\[
(a + b + c + d)^4(x^2 - y^2)(1 + z^2) \left[ 1 + 2 \frac{\Upsilon + 1}{\Upsilon - 1} s_{\text{PM}} - 2 \frac{\Upsilon + 1}{\Upsilon - 1} s_{\text{PM}}^3 - s_{\text{PM}}^4 \right] = 0,
\] (53)
with
\[
\Upsilon(a, b, c, d) = \frac{4x^2 + z^2 - 1}{4y^2 + z^2 - 1} = \frac{(a + b)(c + d) - (a - b)^2}{(a + b)(c + d) - (c - d)^2}.\] (54)
Apart from the trivial solutions \(s_{\text{PM}} = 1, -1\), the PM solution is given by
\[
s_{\text{PM}} = \frac{1 - \sqrt{\Upsilon}}{1 + \sqrt{\Upsilon}}.
\] (55)
Equation (55) implies that the PM solution depends upon a single parameter \(\Upsilon\), and that it remains unchanged if the vertex weights \(a, b, c, d\) are modified without changing the value of \(\Upsilon\). The limit of infinite temperature of the eight-vertex model, i.e. \(a = b = c = d\), corresponds to \(s_{\text{PM}} = 0\), which implies \(\psi_+^\alpha = \psi_-^\alpha = \psi_+^\alpha = \psi_-^\alpha = 1/4\), \(\forall \alpha \in \{u, l, r, d\}\). We anticipate that this result will also be found in the sixteen-vertex model. This is in sharp contrast to the limit of infinite temperature of the six-vertex model \(a = b = c\) and \(d = 0\) (more generally, whenever one of the four kinds of vertices is absent) which corresponds to a non-trivial solution \(s_{\text{PM}} \neq 0\), implying \(\psi_+^\alpha = \psi_-^\alpha \neq \psi_+^\alpha = \psi_-^\alpha\).

By inserting the PM solution in the free-energy density (45) one obtains
\[
\beta f_{\text{PM}}(a, b, c, d) = -\ln \left( \frac{a + b + c + d}{2} \right) - \frac{1}{4} \ln \left[ 1 + \frac{(x^2 - y^2)^2(-3 + 2x^2 + 2y^2 - z^2)}{(-1 + 2x^2 + 2y^2 + z^2)} \right],
\] (56)
where \(x, y\) and \(z\) are given in terms of the vertex weights in equations (51). This function is clearly invariant under the exchange of \(a\) with \(b\), \(c\) with \(d\), and the simultaneous exchange of the weights of the FM vertices with the AF ones.

**Ferromagnetic phases.** In order to study the ordered phases we introduce the following functions of four variables:
\[
\nu(\{w_m\}) = \frac{w_1^2 - w_2^2 - (w_3 + w_4)^2}{w_1^2 - w_2^2 - (w_3 - w_4)^2},
\] (57)
\[
\Sigma(\{w_m\}) = \frac{1}{4} \ln \left[ \frac{w_1^2 - w_2^2 - w_3^2 - w_4^2}{2w_3w_4(w_1^2 + w_2^2) + (w_1^4 + w_3^2w_4^2)(w_1^2 - w_2^2 - w_3^2 - w_4^2)} \right],
\] (58)
with \( \{w_m\} = w_1, w_2, w_3, w_4 \), and
\[
\mu(\{w_m\}) = \frac{(w_1^2 - w_2^2 - (w_3 - w_4)^2)(w_1^2 - w_2^2 - (w_3 + w_4)^2)}{(w_1^2 - w_2^2 - w_3^2 - w_4^2)(w_1^2 - w_2^2 - w_3^2 - w_4^2)^2 - 4w_3^2w_4^2} \\
\times \frac{(2w_3^2w_4^2 + w_1^2(w_1^2 - w_2^2 - w_3^2 - w_4^2))w_1^2}{(w_1^2(w_1^2 - w_2^2 - w_3^2 - w_4^2) + 2w_3^2w_4^2)^2 - 4w_3^2w_4^2(-w_1^2 - w_2^2 + w_3^2 + w_4^2)}. \tag{59}
\]
Note that \( \nu, \Sigma \) and \( \mu \) are symmetric under the exchange of \( w_3 \) and \( w_4 \).

The \( a \)-FM phase is homogeneous along all the directions and it is given by
\[
\phi^\alpha_{a\text{-FM}} = \phi_{a\text{-FM}} = \left( p_{a\text{-FM}} = \sqrt{\nu(a, b; c, d)}, s_{a\text{-FM}} = 1, q_{a\text{-FM}} = 0 \right), \tag{60}
\]
\( \forall \alpha = u, l, r, d \). This implies that \( \psi_{\pm} = \psi_{-\pm} = 0 \). Spin reversal symmetry is spontaneously broken since \( \psi_{++} \neq \psi_{-\ldots} \). The associated free energy and magnetization read
\[
\beta f_{a\text{-FM}}(a, b, c, d) = \Sigma(a, b; c, d), \quad m_{a\text{-FM}}(a, b, c, d) = \mu(a, b; c, d). \tag{61}
\]

The extension of these results to the other FM phase is straightforward. The \( b \)-FM is characterized by the same functions, with the exchange of \( b \) and \( a \). One finds \( \phi^{\text{FM}}_{b\text{-FM}} = (p_{b\text{-FM}} = -\sqrt{\nu(b, a; c, d)}, s_{b\text{-FM}} = 1, q_{b\text{-FM}} = 0) \) for the horizontal edges while the positive sign remains on the vertical edges.

**Antiferromagnetic phases.** AF order can also be characterized by the functions \( \nu, \Sigma \) and \( \mu \) defined in equation (57)–(59). In particular, for the \( c \)-AF phase,
\[
\phi^\alpha_{c\text{-AF}} = \phi_{c\text{-AF}} = \left( p_{c\text{-AF}} = 0, s_{c\text{-AF}} = -1, q_{c\text{-AF}} = \sqrt{\nu(c, d; a, b)} \right). \tag{62}
\]
This implies \( \psi_{++} = \psi_{-\ldots} = 0 \) and a staggered order with \( \psi_{+-} \neq \psi_{-\ldots} \). Spin reversal symmetry and translational invariance are simultaneously broken. The free energy and staggered magnetization read
\[
\beta f_{c\text{-AF}}(a, b, c, d) = \Sigma(c, d; a, b), \quad m_{c\text{-AF}}(a, b, c, d) = \mu(c, d; a, b). \tag{63}
\]

The AF solution dominated by \( d \) vertices is of the same form as the one above, with the exchange of \( c \) and \( d \), and \( q_{c\text{-AF}}^{\text{FM}} = -q_{c\text{-AF}}^{\text{AF}} \) meaning that the \( c \)-AF and \( d \)-AF solutions only differ by a sign along the horizontal edges. This is due to the fact that a \( d \) vertex can be obtained from a \( c \) vertex by reversing its horizontal arrows.

### 4.4.6. The six-vertex model: phase diagram and discussion.

The PM solution, equation (55), evaluated at \( d = 0 \) describes the PM phase of the six-vertex model. The fixed point is characterized by a value of \( s_{\text{PM}} \) in the interval \(-1 \leq s_{\text{PM}} \leq 0 \). As for the model on the tree of vertices, as soon as one of the fugacities is set to zero, the stability matrix (49) has an eigenvalue whose absolute value is equal to that in the whole phase. This calculation allows one to show explicitly how the introduction of a hard constraint can drastically change the collective behavior of the system: in our case, the addition of a hard constraint turns the conventional PM phase into one with a diverging susceptibility and a soft mode. The normalized eigenvector associated with this mode is of the form
\[
\delta \varphi_{\text{PM}} = (1/2, 0, 0; -1/2, 0, 0; -1/2, 0, 0; 1/2, 0, 0).
\tag{64}
\]

The PM–FM transitions are of the same type as those found in the single-vertex problem. Equations (60) and (61) evaluated at \( d = 0 \) yield a discontinuous transition
Figure 15. Projection of the free energy in the plane \((s, p, q = 0)\), where \(p^\alpha = p\), \(s^\alpha = s\) and \(q^\alpha = 0\) \(\forall\alpha\), for some value of the fugacities for the six-vertex model. The free energy decreases from light to dark colors and the minima are in the black regions. The three panels show from left to right the PM phase \(a < b + c\), the critical point \(a = b + c\) and the FM phase \(a > b + c\). The figure shows that at the transition point the free energy has an entire line of degenerate minima.

towards a frozen phase with \(p_{a\text{-FM}} = 1\), i.e. \(\psi_{++} = 1\), at \(a_c = b + c\) (or \(b_c = a + c\)) where \(s_{PM} = 0\) \(\forall b\), \(c\), accordingly to equation (55). The free-energy density in the frozen phase, \(f_{a\text{-FM}} = -\ln a\), and the magnetization, \(m_{a\text{-FM}} = 1\), are identical to the exact results on the square lattice. At the transition, \(\beta f_{PM}(a_c, b, c) = \beta f_{a\text{-FM}}(a_c, b, c) = -\ln a_c\).

On the transition lines both the PM and FM solutions become unstable. One can check that fixing \(a = b + c\) (or equivalently \(b = a + c\)) and looking for a solution of the type \(\phi^c_{a\text{-FM}} = (p^c_{a\text{-FM}}, s^c_{a\text{-FM}}, q^c_{a\text{-FM}} = 0)\) the two equations for \(p^c_{a\text{-FM}}\) and \(s^c_{a\text{-FM}}\) become linearly dependent and simultaneously satisfied by the condition \((p^c_{a\text{-FM}})^2 - s^c_{a\text{-FM}} = 0\), which describes an entire line of fixed points joining the FM solution \((p_{a\text{-FM}} = 1, s_{a\text{-FM}} = 1)\) to the PM solution \((p_{PM} = 0, s_{PM} = 0)\). In figure 15 we show the free energy in the plane of the solutions \((s, p)\), with \(s^\alpha = s\), \(p^\alpha = p\) and \(q^\alpha = 0\) \(\forall\alpha\), and the free energy diminishes from light to dark colors. The three panels correspond to different values of the fugacities and represent from left to right a paramagnetic minimum \(|\Delta_6| < 1\), the \(a\)-FM critical point \(\Delta_6 = 1\) associated with a degenerate line of minima, and the \(a\)-FM phase with \(\Delta_6 > 1\).

The PM–AF transition for the tree of plaquettes is still placed at \(c_c = a + b\) (as for the tree of single vertex and for the exact result) but it is qualitatively different from that found with the single vertex. The small loops of four spins allow for fluctuations in the AF phase and the transition becomes a continuous one with a singularity of the second derivative of the free energy. One can indeed check that \(f_{PM}(a, b, c_c, 0)\) and \(f_{s\text{-AF}}(a, b, c_c, 0)\) have the same first derivatives with respect to the fugacities at the critical point. At the AF–PM transition the PM solution reaches the critical value \(s_{PM} = -1\), and for larger values of \(c\) the PM solution becomes imaginary. The magnetization, \(m_{c\text{-AF}}\), is given by

\[
m_{c\text{-AF}}(c; a, b) = \frac{\sqrt{2}(a + b)^3[(a + b)^2 + ab]}{\sqrt{ab}[(a + b)^4 + ab((a + b)^2 + ab)]} \sqrt{\frac{c - c_c}{c_c}} + \mathcal{O}\left(\left(\frac{c - c_c}{c_c}\right)^{3/2}\right)
\]

(65)
close to the transition line, which gives the mean-field classical exponent \(\beta = 1/2\) (see figure 17).
Figure 16. Free-energy density of the six-vertex model along the two paths sketched in the insets (red dotted lines), $a/c = b/c$ (left) and $ab = c^2$ (right). Left panel: free energy in the PM phase ($a/c > 1/2$) and AF phase ($a/c < 1/2$) on the Bethe lattice of single vertices (red curve) and plaquettes (green curve), and of the exact results on the 2D model (pink and blue lines). Right panel: free energy of the PM phase for $0.6 \lesssim a/c \lesssim 1.6$ on the Bethe lattice of single vertices (red curve), of plaquettes (blue curve) and in the 2D model (pink line). In the FM phases, both single vertex and plaquette trees lead to the same (exact) free energy (green and light blue lines).

Figure 17. The staggered magnetization, $m_{c,AF}$, on a tree of single vertices (green curves) and of plaquettes (red curves). Left panel: the six-vertex model with $a = b$. The green step shows the transition towards a completely AF ordered phase (single vertices) while the red curve shows a continuous transition (plaquettes), see equation (65). The inset shows the mean-field exponent $\beta = 1/2$, $m_{c,FM}^2 \simeq [(a-a_c)/c]$. Right panel: the eight-vertex model with $a = b$ and $d/c = 0.2$. PM-to-frozen AF transition on the single-vertex tree (green) and discontinuous behavior on the plaquette tree (red), see equation (63), showing a jump towards the AF phase (with a non-frozen staggered order due to thermal fluctuations). The dashed red line shows the continuation of the FM solution (61) beyond the transition point where the PM phase is favored.
In figure 16 we compare the free energy of the model on the tree of single vertices \( f_{sv} \), on the tree of plaquettes \( f_{pl} \), and the exact free energy of the model on the 2D square lattice \( f_{2D} \) [27]. The left panel of figure 16 shows the free energy in the PM and AF phases as a function of \( a/c \), moving along the line \( a = b \). The figure clearly shows that the discontinuity of \( f_{sv} \) at the transition is smoothed out by the inclusion of small loop fluctuations. In the right panel we show the free energy in the PM and FM phases, as a function of \( a/c \) moving along the line \( ab = c^2 \).

In the spin-ice point \( a = b = c = 1 \) the entropy per vertex \( S_{pl} \) of the six-vertex model on a tree of plaquettes is

\[
S_{pl} = -\frac{1}{4} \ln \frac{3}{16} \approx 0.418.
\]

This result is closer to the exact value obtained by Lieb for the 2D model, \( S_{2D} = \frac{3}{2} \ln(4/3) \approx 0.4315 \) (see figure 16), than the value obtained for the single-vertex tree \( S_{sv} \).

As shown in figure 16 the free energy of the frozen FM phases is the same for the square lattice model, the tree of single vertices and the tree of plaquettes. Instead, in the PM and AF phases the mean-field approach does not give the exact result. The plaquette geometry yields a better quantitative estimation of the thermodynamics properties of the model compared to the single-vertex geometry \( f_{2D} \leq f_{pl} \leq f_{sv} \).

The properties discussed so far are a general consequence of the form of the functions defined in equations (57)–(59), independently of the precise specification of their arguments. As a consequence, similar conclusions are drawn when any of the four types of vertices is missing. Note that for \( w_1 > w_2, w_3 \) and \( w_4 = 0 \) one recovers:

\[
\nu(w_1, w_2; w_3, 0) = \nu(w_1, w_2; 0, w_4) = 1,
\]

\[
\Sigma(w_1, w_2; w_3, 0) = \Sigma(w_1, w_2; 0, w_4) = -\ln w_1,
\]

\[
\mu(w_1, w_2; w_3, 0) = 1,
\]

while for \( w_2 = 0 \) and \( w_1 > w_3, w_3 \neq 0 \) they all take a non-trivial value. This means that whenever one of the fugacities of the AF vertices (\( c \) or \( d \)) vanishes, the FM phases are frozen (since \( \mu = 1 \) and \( \Sigma \equiv \text{cte} \)) while the AF transition is continuous. The same holds for the AF order, which becomes frozen, in the absence of one of the FM vertices (see equation (61)).

4.4.7. The eight-vertex model: phase diagram and discussion. For the eight-vertex model the plaquette geometry gives quite different results with respect to the tree of single vertices. Indeed, on the tree of single vertices the addition of vertices of type \( d \) does not change the nature of the transitions (which are all discontinuous and of critical-to-frozen type as explained in section 4.3), whereas on the tree of plaquettes it does. However, even though using the plaquette geometry the nature of the phase transitions are changed with respect to the tree of single vertices, their location is not modified (the location of the critical planes will still coincide with the exact solution). On the other hand, as far as the PM phase is concerned, both within the single-vertex mean-field approximation and the plaquette model, the criticality and the ‘soft modes’ disappear as soon as \( a, b, c, d \neq 0 \).

10 The mean-field approximation can be interpreted as a variational principle on the free energy of the system. As a result, a more accurate mean-field approximation yields a smaller free energy, closer to the true one of the 2D system.
When \( a, b, c, d \neq 0 \) the free energy at the transition planes shows a singularity in its first derivatives corresponding to a first-order phase transition. Indeed, one can check that

\[
f_{\text{PM}}(w_2 + w_3 + w_4, w_2; w_3, w_4) = \Sigma(w_2 + w_3 + w_4, w_2; w_3, w_4),
\]

where \( w_3 \) and \( w_4 \) are the statistical weights of FM (resp., AF) vertices if the transition under consideration is a PM–FM (resp., a PM–AF) one. Consequently, the magnetization at the transition shows a finite jump towards a non-frozen ordered phase. The \( a/c \) dependence of the staggered magnetization \( m_{c,\text{AF}} \) is displayed in the right panel of figure 17 for the tree of single vertices (green curve) and plaquettes (red curve).

Let us now analyze the \( \alpha \)-FM-PM transition and focus on the transition plane, \( a_c = b + c + d \). If we plug a solution of the type \( \phi_{\alpha,\text{FM}}^c = (p_{\alpha,\text{FM}}, s_{\alpha,\text{FM}}, q_{\alpha,\text{FM}}^c = 0) \), into the self-consistent mean-field equations, we find once again the fixed point is undetermined. The equations for \( p_{\alpha,\text{FM}}^c \) and \( s_{\alpha,\text{FM}}^c \) become dependent. The relation between \( p_{\alpha,\text{FM}}^c \) and \( s_{\alpha,\text{FM}}^c \) defines a line of fixed points joining \( \phi_{\text{PM}}[b + c + d, b, c, d] \) and \( \phi_{\alpha,\text{FM}}[b + c + d, b, c, d] \). The relation between \( p_{\alpha,\text{FM}}^c \) and \( s_{\alpha,\text{FM}}^c \) is given by the condition

\[
4 \left[ \frac{(c + d)b}{2cd} + 1 \right] (p_{\alpha,\text{FM}}^c)^2 - 4 \frac{(c + d)b}{2cd} s_{\alpha,\text{FM}}^c + (1 - s_{\alpha,\text{FM}}^c)^2 = 0.
\]

Similar considerations hold for the other transitions occurring in the model. For instance, at the transition towards the \( c \)-AF phase, \( c_c = a + b + d \), one can identify a line of fixed points of the form \( \phi_{c,\text{AF}}^c = (p_{c,\text{AF}}^c = 0, s_{c,\text{AF}}^c, q_{c,\text{AF}}^c) \), where \( s_{c,\text{AF}}^c \) and \( q_{c,\text{AF}}^c \) are constrained to fulfill a given condition, similarly to (68) for the \( \alpha \)-FM transition.

For the disordered points lying on the surfaces \( a + d = c + b \) or \( a + c = d + b \) in the PM phase we have \( s_{\text{PM}} = 0 \). The free energy at these points computed with the single-vertex tree, equation (26), is the same as the free energy obtained using the plaquette model and coincides with the exact result of the 2D model [27]. This can be understood in terms of the transformation of equation (39), which maps these particular points in the PM phase of the phase diagram into the frozen FM phase of the six-vertex model (see next section). Since the particular structure of the graph is irrelevant for the FM (frozen) phase of the six-vertex model, the free energy on the Bethe lattice coincides with the exact result on the square lattice in 2D.

### 4.5. Duality in the eight-vertex model

Both the tree of single vertices and the tree of plaquettes yield the same critical planes, given by the condition \( |\Delta_8| = 1 \), which also coincides with the exact result in 2D. This is surprising, since in general the location of the critical points depends on the characteristics of the lattice. This result can be interpreted in terms of a duality transformation connecting the disordered phase with \( a \simeq b \simeq c \simeq d \) and the ordered phase \( a \gg b, c, d \). Such a transformation is independent of the particular structure of the lattice and only depends upon the connectivity. For the 2D model on the square lattice the duality is discussed in section 10.2 of [27], and it can be easily generalized to any graph of connectivity four. It connects the partition function of the model with fugacities \( a, b, c, d \) to the model with fugacities \( a', b', c', d' \) under the mapping (39). The transformation (39) is an involution and one may express \( a, b, c, d \) in terms of \( a', b', c', d' \) exactly in the same way.

At the level of our computation with the plaquette one can note that \( \Upsilon[a', b', c', d'] = \nu[a, b, c, d] \) or, similarly, \( \Upsilon[a, b, c, d] = \nu[a', b', c', d'] \). Moreover, the duality holds for the free
energies $f_{PM}[a',b',c',d'] = f_{α-FM}[a,b,c,d]$. Then, one can map one solution into the other,

$$s_{PM}[a,b,c,d] = \frac{\psi_{PM}^{-}[a,b,c,d] - \psi_{PM}^{+}[a,b,c,d]}{\psi_{PM}^{+}[a,b,c,d] + \psi_{PM}^{-}[a,b,c,d]}$$

$$= \frac{s_{α-FM}[a',b',c',d']}{1 + p_{α-FM}[a',b',c',d']},$$

$$= \frac{\psi_{α-FM}^{-}[a',b',c',d'] - \psi_{α-FM}^{+}[a',b',c',d']}{\psi_{α-FM}^{+}[a',b',c',d'] + \psi_{α-FM}^{-}[a',b',c',d']}$$

(69)

and vice versa, as well as the thermodynamic quantities. The transition point can be recognized as the fixed point of the transformation (39), which is consistent with the exact result in 2D, $a_c = b+c+d$. Thanks to the mapping of equation (69) the infinite temperature solution $φ_{PM}[a,a,a,a]$ can be mapped into the completely ordered state $φ_{α-FM}[0,0,0]$. However, at the transition point $φ_{PM}[b+c+d,b,c,d] ≠ φ_{α-FM}[b+c+d,b,c,d]$ and the line described by equation (68) connects the two solutions. The same duality holds for the solution of the single-vertex Bethe lattice, where the free energy of the PM phase can be mapped into the free energy of the completely frozen FM solution under the mapping given by equation (39).

The fixed point of (39) gives the transition point for the $α$-FM transition. This is enough to recover the transition planes relative to the other ordered phases using the symmetries that connect the different types of ordered phases, as discussed in [27].

### 4.6. The sixteen-vertex model on a tree of vertices

In the previous sections we compared our mean-field approaches with the exact results of the six- and eight-vertex models in 2D, showing that the BP computation allows one to describe all the expected phases of the models and yields remarkably accurate results compared to the 2D case. We now focus on the mean-field analysis of the complete sixteen-vertex which includes also charge $±2$ defects, see figure 4.

#### 4.6.1. Recursion relations and fixed points.

We call $ψ^{iα−jβ}_ϕ$ the probability for the root vertex $i$ on a rooted tree with missing edge $⟨iα,jβ⟩$ of type $ϕ$ with $ϕ ∈ χ_v^A{v_1,v_2,…,v_16}$. Similarly to the analysis of the six- and eight-vertex models, we introduce the cavity probabilities $ψ^β_i ≡ ψ^{iα−jβ}_ϕ (+1)$ to find a positive spin on the missing edge of the rooted tree; these probabilities satisfy

$$ψ^u_i = ψ^{iβ−jα}_v + ψ^{iβ−jα}_v + ψ^{iβ−jα}_v + ψ^{iβ−jα}_v + ψ^{iβ−jα}_v + ψ^{iβ−jα}_v + ψ^{iβ−jα}_v + ψ^{iβ−jα}_v,$$

$$ψ^d_i = ψ^{iβ−jα}_v + ψ^{iβ−jα}_v + ψ^{iβ−jα}_v + ψ^{iβ−jα}_v + ψ^{iβ−jα}_v + ψ^{iβ−jα}_v + ψ^{iβ−jα}_v + ψ^{iβ−jα}_v,$$

$$ψ^l_i = ψ^{iβ−jα}_v + ψ^{iβ−jα}_v + ψ^{iβ−jα}_v + ψ^{iβ−jα}_v + ψ^{iβ−jα}_v + ψ^{iβ−jα}_v + ψ^{iβ−jα}_v + ψ^{iβ−jα}_v,$$

$$ψ^r_i = ψ^{iβ−jα}_v + ψ^{iβ−jα}_v + ψ^{iβ−jα}_v + ψ^{iβ−jα}_v + ψ^{iβ−jα}_v + ψ^{iβ−jα}_v + ψ^{iβ−jα}_v + ψ^{iβ−jα}_v.$$

(70)
Along the same line of reasoning outlined in section 4.3, we derive the set of self-consistent equations for the probabilities defined above:

\[
\psi^u = \hat{\psi}^u[a, b, c, d, e, \psi^n, \psi^d, \psi^l, \psi^r] = \frac{1}{z} [a \psi^l \psi^u + b (1 - \psi^d) \psi^u (1 - \psi^r) + c (1 - \psi^u) (1 - \psi^d) \psi^r + d (1 - \psi^u) (1 - \psi^r) + e (\psi^l (1 - \psi^u) + \psi^r (1 - \psi^u) + (1 - \psi^d) \psi^u + \psi^l (1 - \psi^u) (1 - \psi^r))] \\
\psi^d = \hat{\psi}^d[a, b, c, d, e, \psi^n, \psi^d, \psi^l, \psi^r] = \frac{1}{z} [a \psi^d \psi^u + b (1 - \psi^d) \psi^d (1 - \psi^u) + c \psi^d (1 - \psi^d) (1 - \psi^u) + d (1 - \psi^d) (1 - \psi^u) \psi^u + e (\psi^r (1 - \psi^u) + \psi^d (1 - \psi^d) \psi^u + \psi^r (1 - \psi^d) (1 - \psi^u))] \\
\psi^l = \hat{\psi}^l[a, b, c, d, e, \psi^n, \psi^d, \psi^l, \psi^r] = \frac{1}{z} [a \psi^l \psi^d + b (1 - \psi^d) \psi^d (1 - \psi^d) + c (1 - \psi^l) (1 - \psi^d) \psi^d + d (1 - \psi^l) (1 - \psi^d) \psi^d + e (\psi^l (1 - \psi^d) \psi^d + \psi^r (1 - \psi^d) (1 - \psi^d) + \psi^l (1 - \psi^d) (1 - \psi^d))] \\
\psi^r = \hat{\psi}^r[a, b, c, d, e, \psi^n, \psi^d, \psi^l, \psi^r] = \frac{1}{z} [a \psi^r \psi^d + b (1 - \psi^u) \psi^r (1 - \psi^u) + c \psi^r (1 - \psi^u) (1 - \psi^u) + d (1 - \psi^u) (1 - \psi^u) \psi^d + e (\psi^u (1 - \psi^r) \psi^d + \psi^u (1 - \psi^r) \psi^d + \psi^u (1 - \psi^r) \psi^d + \psi^u (1 - \psi^r) \psi^d)]
\]

where \(z^a\) are normalization constants\(^{11}\). In order to describe AF phases, these equations must be studied on bipartite graphs, as in equation (21).

For simplicity, here and in the following we consider the case in which the vertices \(v_9, \ldots, v_{16}\) have the same weight \(e\); arrow reversal symmetry holds for the statistical weights of all other vertices as well. However these assumptions could be easily released. The fixed points of equations (71) on one of the two sub-lattices, say \(A_1\), are

\[
\begin{align*}
\psi_{PM}^u &= \psi_{PM}^d = \psi_{PM}^l = \psi_{PM}^r = \frac{1}{2}, \\
\psi_{FM}^u &= \psi_{FM}^l = \psi_{FM}^d = H_+(a, b, c, d, e), \\
\psi_{FM}^u &= \psi_{FM}^d = H_-(a, b, c, d, e), \\
\psi_{AF}^u &= \psi_{AF}^l = H_+(b, a, c, d, e), \\
\psi_{AF}^u &= \psi_{AF}^d = H_-(b, a, c, d, e), \\
\psi_{AF}^d &= \psi_{AF}^l = H_+(d, b, c, a, e), \\
\psi_{AF}^d &= \psi_{AF}^l = H_-(d, b, c, a, e),
\end{align*}
\]

with

\[
H_\pm(w_1, w_2, w_3, w_4, w_5) = \frac{1}{2} \pm \frac{w_1 - w_2 - w_3 - w_4 - 2w_5}{2\sqrt{(w_1 - w_2 - w_3 - w_4)^2 - 4w_5^2}}.
\]

\(^{11}\) The \(z^a\) differ from those defined in equation (19), due to the contributions from \(e \neq 0\).
4.6.2. Free energy, stability and order parameters. In presence of vertices of kind $e$, the vertex partition function reads

$$Z_v[\psi^1, \psi^2, \psi^3, \psi^4] = a \left[ \psi^1 \psi^2 \psi^3 \psi^4 + (1 - \psi^a)(1 - \psi^b)(1 - \psi^c)(1 - \psi^d) \right] + b \left[ (1 - \psi^a) \psi^b (1 - \psi^c) \psi^d + \psi^a (1 - \psi^b) \psi^c \psi^d \right] + c \left[ (1 - \psi^a)(1 - \psi^c) \psi^b \psi^d + \psi^a \psi^b (1 - \psi^c)(1 - \psi^d) \right] + d \left[ \psi^a (1 - \psi^b)(1 - \psi^c) \psi^d + (1 - \psi^a) \psi^b \psi^c \psi^d \right] + e \left[ \psi^a (1 - \psi^b)(1 - \psi^c) \psi^d + (1 - \psi^a) \psi^b \psi^c \psi^d \right] + (1 - \psi^a) \psi^d \psi^b + (1 - \psi^a) \psi^c \psi^d + (1 - \psi^b) \psi^a \psi^d + (1 - \psi^b) \psi^a \psi^d),$$

(73)

which in the limit $e \to 0$ gives back equation (23). The free energy reads

$$\beta f[a, b, c, d, e, \psi_1, \psi_2] = -\frac{1}{2} \left( \ln Z_v[\psi_1] + \ln Z_v[\psi_2] \right) + \ln Z_{(lr)}[\psi_1^1, \psi_1^2] - \ln Z_{(lr)}[\psi_2^1, \psi_2^1] - \ln Z_{(ud)}[\psi_1^1, \psi_2^1] - \ln Z_{(ud)}[\psi_1^1, \psi_2^1],$$

(74)

where $Z_{(lr)}$ and $Z_{(ud)}$ are defined in equation (24). The free energies of the different phases are obtained by evaluating equation (74) at the fixed points given by equation (72):

$$\beta f_{\text{PM}} = \beta f[a, b, c, d, e, \psi_{\text{PM}}] = -\ln \left[ \frac{a + b + c + d + 4 e}{2} \right],$$

$$\beta f_{\text{FM}} = \beta f[a, b, c, d, e, \psi_{\text{FM}}] = -\ln \left[ \frac{2 e^2}{a + b + c + d} \right],$$

$$\beta f_{\text{AF}} = \beta f[a, b, c, d, e, \psi_{\text{AF}}] = -\ln \left[ \frac{2 e^2}{a - c + b + d} \right].$$

(75)

The order parameters are defined as in section 4.3.3, with the addition of the contributions from the new vertices. For instance, the FM order parameter $m_{\text{FM}}$ reads:

$$m_{\text{FM}} = \frac{1}{Z_v} \left[ a \left( \psi^a \psi^b \psi^c \psi^d - (1 - \psi^a)(1 - \psi^b)(1 - \psi^c)(1 - \psi^d) \right) \right] + \frac{c}{2} \left[ -\psi^r - \psi^u - \psi^d - \psi^l + 2 \psi^r \psi^u + 2 \psi^r \psi^l + 2 \psi^u \psi^l + 2 \psi^r \psi^u + 2 \psi^u \psi^l + 2 \psi^r \psi^u - 2 \psi^r \psi^u \right]$$

(76)

where the normalization is now that defined in equation (73). The other order parameters characterizing the other ordered phases have a similar expression. The PM solution $\psi_{\text{PM}}$ is the same as for the eight-vertex model and yields vanishing magnetization for all the order parameters. Differently from the six- and the eight-vertex model, where the order parameters jump discontinuously to one at the phase transition on the tree of single vertices, when $e \neq 0$ any ordered FM or AF solution is associated with a continuous transition. For instance, for the $a$-FM phase transition, plugging $\psi_{\text{AF}}$ from equations (72)
into (76) one obtains:

\[ m_{a\text{-FM}} = \frac{\sqrt{(a - b - c - d)^2 - 4e^2}}{a - b - c - d}. \] (77)

The expansion close to the critical point \( a_c = b + c + d + 2e \) yields the expected mean-field classical exponent \( \beta = 1/2 \):

\[ m_{a\text{-FM}} = \frac{\sqrt{a - a_c}}{\sqrt{e}} + \mathcal{O}[(a - a_c)^{3/2}]. \] (78)

In the limit \( e \to 0 \) one recovers from equation (77) the value \( m_{a\text{-FM}} = 1 \), characteristic of the frozen (on the tree of single vertices) ordered phase in the eight-vertex model, due to a divergence of the coefficient of the singular term \( \sqrt{a - a_c} \). The magnetizations \( m_{b\text{-FM}}, m_{c\text{-AF}} \) and \( m_{d\text{-AF}} \) are zero in the \( a\text{-FM} \) phase. Analogous results hold for the other phase transitions and the corresponding order parameters; these results can be obtained by simply exchanging the parameter \( a \) and the opportune vertex weight in equations (77) and (78).

We study the stability properties of the PM phase by analyzing the eigenvalues of the stability matrix introduced in equation (33) for \( e \geq 0 \). The eigenvalues associated with the PM solution \( \psi_{PM} \) are

\[
E_{1PM} = \frac{3a - b - c - d}{a + b + c + d + 4e},
E_{2PM} = \frac{-a + 3b - c - d}{a + b + c + d + 4e},
E_{3PM} = \frac{a + b - 3c + d}{a + b + c + d + 4e},
E_{4PM} = \frac{a + b + c - 3d}{a + b + c + d + 4e},
\] (79)

with the same eigenvectors as in section 4.3.4. Overall the stability is controlled by the condition

\[
\left| \frac{(1 + E_{3PM})(1 + E_{1PM}) - (1 - E_{1PM})(1 - E_{2PM})}{(1 + E_{3PM})(1 + E_{1PM}) + (1 - E_{1PM})(1 - E_{2PM})} \right| = |\Delta_{sv}^{16}| < 1
\] (80)

with

\[
\Delta_{sv}^{16} = \frac{a^2 + b^2 - c^2 - d^2 + 2(a + b - c - d)e}{2(cd + ab + e(a + b + c + d + 2e))}.
\] (81)

This generalized anisotropy parameter implies that, in the presence of a non-vanishing vertex weight \( e \), all the transition lines are shifted by \( 2e \) with respect to the value obtained for the eight-vertex model. This should be compared with the conjectured value for the 2D model, \( \Delta_{16} \), given in equation (14), and with the numerical results in 2D on the square lattice. The BP approach on the tree of vertices gives the correct qualitative behavior, meaning an increase of the PM phase with increasing \( e \), but it does not coincide with the numerical results. The conjectured \( \Delta_{16} \) given in equation (14) is closer to the numerics (this is not surprising, since its functional form was guessed from the analysis of the numerical results). Unfortunately, there is no exact result in 2D for the sixteen-vertex model to compare with and we are not able to draw more precise conclusions on the anisotropy parameter\(^{12}\).

\(^{12}\) Actually there is no guarantee of the existence of such a single \( \Delta_{16} \) parameter for the sixteen-vertex model.
4.7. The sixteen-vertex model on the tree of plaquettes

The procedure described in the previous sections can be easily extended to analyze the sixteen-vertex model on the tree of plaquettes. We use the definition

\[ w_{s_1 s_2 s_3 s_4}(a, b, c, d, e) = \frac{1}{4} [a'(1 + s_1 s_2 s_3 s_4) + b'(s_1 s_3 + s_2 s_4) + c'(s_1 s_4 + s_2 s_3) + d'(s_1 s_2 + s_3 s_4)] + \frac{e}{2} (1 - s_1 s_2 s_3 s_4), \]  

(82)

where \( a', b', c' \) and \( d' \) are given in equation (38). Then, equations (43) and (44) yield the fixed points, equation (45) gives the free energies of the different phases and equation (47) determines the order parameters of the sixteen-vertex model. As the expressions are rather long and involved we prefer not to write them down explicitly here.

4.7.1. Paramagnetic phase. The PM solution is of the type \( \phi_{PM} \equiv \phi_{PM}^u = \phi_{PM}^1 = \phi_{PM}^d = \phi_{PM}^r = (p_{PM} = 0, s_{PM}, q_{PM} = 0) \) and \( s_{PM} \) is the solution of the equation:

\[ (a + b + c + d)^4 (x^2 - y^2) [\lambda_4 s_{PM}^4 + \lambda_3 s_{PM}^3 + \lambda_2 s_{PM}^2 + \lambda_1 s_{PM} + \lambda_0] = 0 \]  

(83)

with

\[ \lambda_0(x, y, z, u) = (1 + u)^2 + z^2, \]
\[ \lambda_1(x, y, z, u) = -\frac{(1 + u)^4 + z^4 - 2(1 + z^2 - u^2)(x^2 + y^2)}{x^2 - y^2}, \]
\[ \lambda_2(x, y, z, u) = -12u, \]
\[ \lambda_3(x, y, z, u) = \frac{(1 - u)^4 + z^4 - 2(1 + z^2 - u^2)(x^2 + y^2)}{x^2 - y^2} = -\lambda_1(x, y, z, -u), \]
\[ \lambda_4(x, y, z, u) = -[(1 - u)^2 + z^2] = -\lambda_0(x, y, z, -u). \]

The variables \( x, y \) and \( z \) were already defined in equation (51) and \( u = 4e/(a + b + c + d) \). This equation reduces to that of the eight-vertex model, equation (53), when \( u = 0 \). The presence of a non-zero value of \( u \) implies a much more complicated dependence on the parameters, as the roots of equation (83) are more involved. We do not solve this equation explicitly; one can show that, as for the eight-vertex model, the limit of infinite temperature \( a = b = c = d = e \) corresponds to the trivial solution \( s_{PM} = 0 \). At linear order in \( u \) one obtains

\[ s_{PM} \equiv \frac{1 - \sqrt{\Upsilon}}{1 + \sqrt{\Upsilon}} + \frac{8(x^2 - y^2)}{(1 + z^2)(-1 + 4x^2 + z^2)(-1 + 4y^2 + z^2)} \]
\[ \times \frac{(1 + 4(x^4 - 6x^2y^2 + y^4) - 4(x^2 + y^2)z^2 - z^4)}{(-1 + 4y^2 + z^2 + \sqrt{-1 + 4x^2 + z^2})^2} u + O(u^2), \]  

(85)

where \( \Upsilon \) is the function defined in equation (54), which characterizes the PM phase when \( u = 0 \).

4.7.2. Ferromagnetic phase. Solving numerically equation (44) for the sixteen-vertex model one finds that the \( a \)-FM fixed point takes the general form \( p^a = p^d = p^r = p^o-FM \), \( s^a = s^d = s^r = s^o-FM \), \( q^a = q^d = q^r = q^o-FM \), with \( q^o-FM \) slightly different from zero unless \( c = d \) or \( e = 0 \). This implies that the corresponding eigenvector has a non-
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vanishing component also along the ‘direction’ of $q$. However, $q^o_{-\text{FM}}$ is very small and
influences very little the transition point, while the instability is mainly driven by the FM
component, which gives a non-zero value of $p^a_{-\text{FM}}$. Therefore, while in the numerical study
we used the exact expression of the eigenvector, in the analytic study of some asymptotic
behaviors we disregarded the components contributing to the non-zero value of $q^o_{-\text{FM}}$.
Accordingly, in order to study the stability we consider the simplified condition:

$$q^o_{-\text{FM}} (\beta) = \text{non-zero value},$$

where $\beta$ can be $u, d, l$ or $r$ (the result does not depend on $\beta$). This condition translates
into the equation:

$$\lambda_3 s^2_c + \tilde{\lambda}_2 s^2_c + \tilde{\lambda}_1 s_c + \tilde{\lambda}_0 = 0$$

with

$$\tilde{\lambda}_0 (x, y, z, u) = -(1 + u)^4 + x(1 + u)^3 + 2x(x^2 + y^2 + 2uy^2) + 2x(1 + u)^2 + (1 + u - x)y^2z + (1 + u)(1 + u + x)z^2,$$

$$\tilde{\lambda}_1 (x, y, z, u) = 4x^3(1 + z) + (y^2 - x^2)(-1 + 4u + (1 + u)^2 + (z - 1)^2 - 2z) + 2x(2y^2(-1 + z) + z(-u^2 + (1 + z)^2)),
$$

$$\tilde{\lambda}_2 (x, y, z, u) = ((u - 1)^2 - z^2)z^2 + 2(x^2 + y^2)(-1 - z)^2 - u^2 - z(1 + u) + x(1 - u)^3 + x(-1 + 2x^2(1 + z) - 2y^2(-1 + z + 2u) + (1 + z)^2 - uz(4 + z - 2u)).$$

Altogether, equations (83) and (87) give the value of $s_c$ and the critical point $a_{pl}^a$, when
the other four parameters are fixed. The FM phase has the same properties as the a-FM phase and
the solution is of the form: $p^a = -p^l = -p^r = p^b_{-\text{FM}}, s^u = s^l = s^r = s^d = s^{b_{-\text{FM}}}, q^u = q^l = q^r = q^d = q^{b_{-\text{FM}}}$ with $q^{b_{-\text{FM}}}$ very small but different
from zero unless $c = d$ or $e = 0$. If one exchanges the weights $b$ with $a$ while keeping the other
fugacities fixed then the quantities above are precisely the same as for the a-FM phase.

4.7.3. Ferromagnetic transition in the limit $a, b \gg c, d, e$. Let us focus on the FM
transition at large values of $a$ for the model on the tree of plaquettes. In order to extract
some analytic behavior we will focus now on the limit in which one of the four other
fugacities is large and, in particular, in the regime $a, b \gg c, d, e$ or $a, c \gg c, d, e$. This
situation corresponds to the cases where two types of vertices have an energy much
smaller than the others. In order to study the large $b$ behavior, on the basis of the numerical results we take $a$ to be of the form $a_{pl}^a = b + \tau_{ab}$, where $\tau_{ab}(c, d, e)$ is some (small)
function of the remaining parameters. In this limit one has $x \simeq \tau_{ab}/(2b), y \simeq (c - d)/(2b), z \simeq 1 - (c + d)/2b$ and $u \simeq 2e/b$. In the infinite $b$ limit equation (83) admits as the only
acceptable solution $s_{PM} = s_c = 0$, which does not depend on the parameters. This is also
confirmed numerically, where one sees that in the limit $a, b \gg c, d, e$ the value of $s_c$ at the
transition point goes to zero. The same result is obtained in the eight-vertex model in the
same limit. We then linearize equation (83) in $s_c$ and we expand the solution at leading
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Figure 18. Left panel: critical value $a_{c}^{pl}$ versus $b$ on the tree of plaquettes for different values of the other parameters $c$, $d$ and $e$ (solid lines) compared to $a_{c}^{sv} = b + c + d + 2e$ found on the single-vertex tree (dashed lines). The plot shows that in the large $b$ limit the FM transition is well described by $a_{c}^{sv}$. Right panel: critical value $a_{c}^{pl}$ versus $c$ on the tree of plaquette for different $b$, $d$, and $e$ (solid lines) compared to the asymptotic behavior following from equations (93) and (94) (dashed lines). The variation of the prefactor multiplying $e$ shows that a linear fit in all fugacities (as for the single-vertex approximation) does not work in this regime. Note that such non-linear effects can also be seen in the left panel, in the small $b$ regime, where $c$ is the dominating weight. The agreement with the asymptotic limit improves for increasing $c$. This proves that the behavior $a_{c}^{pl} = a_{c}^{sv} = b + c + d + 2e$ for $a, b \gg c, d, e$, (90) as for the single-vertex tree. In the left panel of figure 18 we show the comparison between the exact $a$-FM transition point for the plaquette (solid lines) and that predicted by the single vertex (dashed lines), for different values of the vertex weights $c, d$ and $e$. In the limit $a, b \gg c, d, e$ the two results turn out to be remarkably close.

4.7.4. Ferromagnetic transition in the limit $a, c \gg b, d, e$. This limit is more involved and shows a different behavior from the one found above for both $a$ and $b$ large. Supported by the numerical results we assume that the critical $a_{c}$ scales as $a_{c}^{pl} = c + \tau_{ac}$, with $\tau_{ac}(b, d, e)$ some function of the other parameters. In this limit $x \simeq 1/2 - (3b + d - \tau_{ac})/4c$, $y \simeq 1/2 - (b + 3d + \tau_{ac})/4c$, $z \simeq (b - d + \tau_{ac})/2c$ and $u \simeq 2e/c$. Plugging these results in equation (83) one sees that in limit of large $c$, differently from above, $s_{c}$ does not go to
Figure 19. Phase diagram of the sixteen-vertex model. The figure shows the projection of the transition surfaces on the plane of parameters $(a/c, b/c)$, for two fixed values of $d/c = e/c = 0.1$ and $d/c = e/c = 0.2$. Orange and red dotted lines represent the results obtained with the cavity method for the tree of plaquettes. The critical lines obtained with the tree of single vertices are not shown but they are in very good agreement with the results obtained with the plaquette for the $a$-FM and $b$-FM transitions in the regime $a, b \gg c, d, e$. Green and violet plain lines show the proposed behavior of the transition lines predicted by equation (14) for the 2D model. Blue solid lines correspond to the exact phase diagram in the limiting case $d = e = 0$ (six-vertex model). The same code of colors is used to indicate the transition points obtained with MC simulations for the model defined on the square lattice. In particular green squares are for $d/c = e/c = 0.1$, the violet star for $d/c = e/c = 0.2$ and blue triangles for $d = e = 0$. We also indicate with a black dot a $c$-AF transition point obtained with $d/c = e/c = 0.05$.

zero but rather converges towards a finite value which has to satisfy the relation

$$b - d - \tau_{ac} + 4(b + d + 4e)s_c - 4(b + d - 4e)s_c^3 + (-b + d + \tau_{ac})s_c^4 = 0.$$  \hspace{0.5cm} (91)

Even though $u$ goes to zero with $c$, the solution to this equation is not the same as that of the eight-vertex model in the limit of large $c$ and $\alpha_c^{pl} = c + \tau_{ac}$, since an explicit dependence on $e$ remains. The large $c$ limit in equation (87) yields

$$(-3b - 5d - 8e + 3\tau_{ac}) + (b - d + 3\tau_{ac})s_c + (b - d - 8e + 3\tau_{ac})s_c^2 + (b - d - \tau_{ac})s_c^3 = 0.$$  \hspace{0.5cm} (92)
We can now use equation (91) to determine \( \tau_{ac} \), obtaining

\[
\tau_{ac} = b - d + \frac{16 e s_c}{1 - s_c^2} + \frac{4 (b + d) s_c}{1 + s_c^2}
\]

which substituted in (92) gives an equation for \( s_c \):

\[
2b + d - 5e - \frac{8e}{1 + s_c} + (2b + d - 6e)s_c + (-d + e)s_c^2 - \frac{4e}{1 + s_c} - \frac{2(b + d)}{1 + s_c^2} = 0.
\]

Both equation (93) and (94) are linear in the parameters \( b, d \) and \( e \); instead, the function \( \tau_{ac} \) will generically show a non-linear behavior, brought about by the non-trivial value of \( s_c(b, d, e) \), which is the asymptotic result in the large \( c \) limit. In the right panel of figure 18 we show the critical lines for the \( a \)-FM transition obtained for the plaquette (solid lines) and from the asymptotic expressions extracted from equations (93) and (94) for different values of \( b, d \) and \( e \) (dashed lines).

Let us finally mention that another result can be obtained when \( b = c = d = 0 \) and \( e > 0 \). In this limit we take \( a_{pl}^c = \tau_{ac}e \) and, solving equations (83) and (87), one finds \( \tau_{ac} \simeq 2.34 \) and \( s_c \simeq 0.144 \). Apart from this ‘extreme’ case we did not explore the large \( e \) regime.

4.7.5. Antiferromagnetic phases and transitions. The AF phases are characterized by similar solutions. In particular the phase dominated by vertices of type \( c \) is described by the fixed point \( p^u = p' = -p^r = p^{AF}_c, s^u = s^l = s^r = s^d = s^{AF}_c, \) and \( q^u = q^l = q^d = q^{AF}_c \), with \( p^{AF}_c \) very small but different from zero, unless \( a = b \) or \( e = 0 \). As we discussed for the FM transition, in order to identify the point of instability one can disregard the component along \( p \), as it is negligible for the AF transitions, and study the quantity

\[
\tilde{E}_{c-FM} = \sum_{\alpha=u,d,r} \left. \frac{d\phi^\beta_3}{d\phi^\alpha_3} \right|_{\Phi_{PM}} = \sum_{\alpha=u,d,r} \left. \frac{d\phi^\beta_2}{dq^\alpha} \right|_{\Phi_{PM}} = 1,
\]

where \( \beta \) can be \( u, d, l \) or \( r \). Equation (95) can be obtained from equation (87) by exchanging \( a \) with \( c \) and \( b \) with \( d \) and sending \( s \) to \(-s\).

The same results discussed for the critical FM surfaces hold when one considers an AF transition (for instance the one at large \( c \)). In this case the critical value \( c_{pl}^c \) obtained with the plaquette coincides with that of single vertex in the limit in which \( c, d \gg a, b, e \), while the case \( c, a \gg b, d, e \) shows more subtle non-linearities. This is in fact the case for the AF transition lines reported in figure 19.

4.8. The sixteen-vertex model: phase diagram and discussion

In figure 19 we plot the projection of the transition lines and the resulting phase diagram of the sixteen-vertex model on the plane \((a/c, b/c)\), for two fixed values of \( d/c = e/c \), showing the \( a \)-FM, the \( b \)-FM, the \( c \)-AF and the PM phases. The transition lines within the plaquette approximation can be either extracted from the analysis of the stability matrix (49) or one can directly detect the point where the self-consistent equations develop a symmetry-breaking solution. The results obtained with the tree of plaquettes are shown with orange \((d/c = e/c = 0.1)\) and red \((d/c = e/c = 0.2)\) dotted lines; the transition lines
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obtained according to the guessed value of the anisotropy parameter given in equation (14) are drawn with green ($d/c = e/c = 0.1$) and violet ($d/c = e/c = 0.2$) straight lines while the exact phase diagram of the six-vertex model for $d = e = 0$ is shown with blue solid lines. The same code of color—green, violet and blue—is used to represent with squares, stars and triangles the results obtained by MC simulations on the 2D square lattice. In addition we also indicate with a black dot an extra point obtained by MC simulations for the $c$-AF transition with $d/c = e/c = 0.05$. The results obtained with the single vertex are not shown in figure 19, however the $a$-FM and $b$-FM transitions lines found with the plaquette are in very good agreement with those of the single vertex in the regime $a, b \gg c, d, e$.

The phase diagram of the model defined on the tree made of single vertices and of plaquettes is in qualitative agreement with the MC simulations on the 2D square lattice. All the transitions are continuous when all possible vertices are present.

The results on the tree of vertices predict a uniform shift of the critical lines, with respect to the eight-vertex model, by $2e^{13}$. This implies, for instance, that the critical value of the $a$-FM transition occurs at $a_{c}^{sv} = b + c + d + 2e$. This does not reproduce exactly the numerical results for the 2D model on the square lattice. While for small values of $d$ and $e$, one numerically finds $a_{c}^{2D} \simeq b + c + d + 3e$ (the results reported in [33]), for large values of these fugacities we see a deviation from the linear behavior. We do not have an analytic expression for the transition surfaces for the tree of plaquettes but they can be found from the numerical solution of the self-consistent equations with arbitrary precisions and their asymptotic expressions can be obtained in some particular limits. In particular, when $a, b \gg c, d, e$ for the FM transitions and when $c, d \gg a, b, e$ for the AF ones, one recovers the results of the single vertex. It would be interesting to see whether asymptotically in the same regime a similar result holds for the 2D lattice. Other cases are generically accompanied by (small) non-linearities in the fugacities. Comparing our analytical approaches with the MC data, we conclude that for the FM transition one finds $a_{c}^{sv} < a_{c}^{pl} < a_{c}^{2D}$ (where the superscripts sv, pl and 2D stand for single vertex, plaquette and 2D model respectively). Similar results hold for the other transitions.

4.9. Fluctuations in the symmetry broken phases

In this subsection we discuss the nature of thermal fluctuations in the symmetry broken phases of the sixteen-vertex model and compare them to those found in the PM phase. For simplicity we focus on the $a$-FM phase only, since the observations reported in the following can be extended to the other ordered phases, as we show in figure 22. As we have already mentioned, the solution $\phi_{a-FM}^a$ within the plaquette approximation is characterized by FM order signaled by a finite value of $p_{a-FM}$ and by a small but non-vanishing value of the AF field $q_{a-FM}$. This field does not have the same sign along all the directions, and overall it does not lead to a staggered magnetization. Moreover, it decreases upon increasing the FM order. Interestingly enough, such a small AF field plays a crucial role for thermal fluctuations in the symmetry broken phase.

In figure 20 we show some equilibrium MC configurations in the $a$-FM phase on the 2D lattice, for different values of the ratio $c/d$. The comparison between the three snapshots clearly shows that vertices $c$ and $d$ compete to form fluctuations along opposite

\[ E_a = 1. \]

This is obtained by comparing equation (79) with the criticality condition $|E_a| = 1$.
diagonal directions (in the left panel $c > d$ while in the right panel $c < d$) and that isotropy is recovered when their statistical weights are the same (central panel). One can also find fluctuations of $e$ vertices alone, which are generically unstructured, or of $b$ vertices, which consist of straight vertical and horizontal lines of defects with the same probability. In the following we concentrate on diagonal defects, which are the origin of anisotropic fluctuations and which are related to the small AF field found in the mean-field solution of the model on the tree of plaquettes.

In the $a$-FM phase, when $c > d$, fluctuations constituted of diagonal strings of defects of $c$ vertices grow along the diagonal running from the up-right corner to the down-left one. They can be mainly of two types: either one-dimensional ‘stairs’ of arrows going in the opposite direction with respect to the ordered background and extending between two vertices of type $e$; or thicker defects containing domains of FM vertices with the opposite magnetization with $c$ vertices on the boundary (see figures 20 and 21). As can be seen from figure 21, in both cases vertices of type $v_5$ are above vertices of type $v_6$ with respect to the diagonal axis that joins the two extremities of the elongated defect. Reversing all the spins of the background (this corresponds to the situation in which the opposite FM order is the dominating minimum) amounts to inverting the role of $v_5$ and $v_6$. This implies that the breaking of reversal symmetry, accompanied by the selection of a given order, is also accompanied by its own characteristic fluctuations, and by the selection of one particular pattern of AF vertices among the two equivalent ones by arrow reversal. This does not imply an overall staggered magnetization, since the defects strings correspond to patches of the two opposite AF configurations with equal probability (as in the first two upper panels in figure 21). When $d > c$ one has the very same scenario, with fluctuations organized in the perpendicular direction and made of sequences of $v_7$ and $v_8$ vertices. A
Figure 21. Anisotropic fluctuations in the $\alpha$-FM phase of the 2D sixteen-vertex model with $c > d$. We color the vertices according to the code used in figures 3 and 4. We distinguish the two vertices connected by arrow reversal symmetry by drawing a white dot in the middle. Arrows carry the color of the vertices in the background if they are compatible with the ordered phase, or the color of the neighboring vertices if they have an opposite orientation. The first and second panels show two staircase lines of defects made by an alternating sequence of $c$ vertices (orange dots) between two vertices of type $e$ (red dots). In terms of arrows such defects can be viewed as a one-dimensional domain. The staircases can also be seen as a double diagonal string of vertices along the down-left $\rightarrow$ up-right direction with $v_5$ above $v_6$ in both cases. The third panel shows a thicker defect string. The AF vertices of type $c$ with opposite orientation are now split apart and constitute the two boundaries of a domain containing FM vertices with opposite orientation with respect to the background. The two extremities of the domain are here sealed by two opposite $d$-AF vertices (green dots). In the sixteen-vertex model more complicated structures can also be found. Note that if the symmetry were broken in favor of vertices $v_2$ one would find the same type of fluctuations, with $v_5$ and $v_6$ exchanged.

Similar phenomenon leading to striped domains takes place also out-of-equilibrium for the coarsening dynamics in the $\alpha$-FM phase [33]. Such anisotropic fluctuations cause the loss of the homogeneity of the solution $\Phi_{\alpha-FM}$ in the two directions. Isotropy is recovered in the case $c = d$, when there is no preferred axis, as shown by the MC snapshots (correspondingly, the field $q_{\alpha-FM}$ vanishes in this case).

The AF field observed in the mean-field solution of the tree of plaquettes in the $\alpha$-FM phase is the signal of such fluctuations that are induced by the anisotropy and the symmetry-breaking characteristic of the ordered phase. The configurations that contribute the most are those in which one vertex of type $c$ is sitting in the lower-right corner of the plaquette or the opposite vertex $c$ is in the upper-left corner, together with another three vertices of type $\alpha$ (see figure 23).

At the level of the tree of single vertices such anisotropy can be detected by looking at the derivatives $d\psi^\alpha/d\psi^\beta|_{\psi_{\alpha-FM}}$, which take different values depending on $\alpha$ and $\beta$ and which ultimately determine the susceptibility along certain paths. In particular, the ‘diagonal’ derivatives $d\psi^\alpha/d\psi^\alpha$ and $d\psi^\alpha/d\psi^\beta$ become equal only when $c = d$, while for $c > d$ one has $d\psi^\alpha/d\psi^\beta > d\psi^\alpha/d\psi^\alpha$. Such derivatives are generically different along different
Figure 22. Anisotropic fluctuations in the c-AF phase of the 2D sixteen-vertex model. The diagonal fluctuations are now driven by $a$ vertices (for $a > b$). The first and second panels show staircases made of $v_1$ or $v_2$ vertices and ending on $e$ vertices. On the diagonal joining the two vertices $e$ there can be both of them, while away from it $v_1$ and $v_2$ occupy well defined positions that depend on the ordered phase of the background (equivalently, in the AF case the positions of $v_1$ or $v_2$ vertices depend on which of the two sub-lattices the diagonal strings belong). The third panel shows an example of a more spread domain, analogous to the one presented in the third panel in figure 21, with FM vertices on the boundary and AF ones in the interior.

Figure 23. Proposal for the anisotropic configurations of defects on the plaquette that contribute the most to create an effective (small) AF field $q_{a-FM}$ in the $a$-FM solution. Black dots represent FM vertices associated with the symmetry broken phase; orange and green dots are AF vertices, of type $c$ and $d$, that correspond to fluctuations.

directions also when evaluated in the PM solution, signaling that also the disordered phase is anisotropic (apart from some particular choices of the parameters), as shown in figure 24.

In this case, if $a > b, c, d, e$, it will be more likely to have vertices of type $a$, albeit there is no spin reversal symmetry and a finite global magnetization since vertices $v_1$ and $v_2$ appear with the same frequency. Therefore, the diagonal fluctuations at the boundary and within these domains can be either those typical of domains of $v_1$ vertices or those found in domains of $v_2$ vertices. All AF patterns (and the AF boundaries in figure 23) are equally probable and the position of $v_5$ or $v_6$ can be interchanged without any energy cost.
Figure 24. MC equilibrium PM configurations in the 2D sixteen-vertex model with \(a = 2\), \(b = 0.7\), \(c = 1.2\), \(d = e = 0.2\) and \(L = 50\). The left panel shows the lattice colored according to the vertex configurations and following the convention used in figures 3, 4 and 20, where we colored \(v_1\) vertices in black and \(v_2\) in white (note that these vertices are the ones with the largest weight). The right panel shows the same configuration, where we colored the arrow sites, in blue if \(s_{ij} = +1\) and in red otherwise. The two figures demonstrate that the PM phase is anisotropic as well. For \(a > c > d\) it is more likely to have boundaries between the domains of positive and negative arrows along the diagonal that joins the upper-right corner with the down-left one. Such boundaries are formed by \(c\) vertices (in orange in the left panel).

5. Summary and conclusions

Let us start by briefly reviewing the main results found in this paper.

Table 3 summarizes the phase transitions found in the six- and eight-vertex models on the tree of single vertices and plaquettes. The entries in blue correspond to the transitions which are of the same order on the Bethe lattice and on the 2D square lattice, while red entries correspond to the transitions that are of different type.

In the 2D six-vertex model the disordered phase is critical (a SL), the FM phases are frozen and the AF phase has fluctuations. In the tree of single vertices the PM phase (which we call sPM in the table) is similar to a critical phase in the sense that one of the eigenvalues of the stability matrix is identical to one, yielding a diverging susceptibility\(^{14}\). The FM and AF phases are frozen. In the mean-field treatment with the plaquettes the pseudo-critical nature of the PM phase is maintained, the FM phases remain frozen but the AF phase is not, as in the 2D model.

In the 2D eight-vertex model the disordered phase is no longer critical and the FM and AF phases are no longer frozen. Moreover the transitions are all continuous. In the trees of single vertices and plaquettes the PM phase is also a conventional one, meaning that the stability analysis does not lead to a critical eigenmode. As for the FM and AF phases, they are frozen on the tree of single vertices but they are not frozen on the tree.

\(^{14}\) Models defined on a tree cannot have a power-law decay of the correlation functions as in the critical phases of finite-dimensional systems, due to the fact that the number of neighbors of a given site at a given distance grows exponentially with the distance itself.
Table 3. Transitions in the six- and eight-vertex models on tree-like graphs. We call sPM the (critical) PM phases with a maximal eigenvalue of the stability matrix identical to one, which are reminiscent of the critical (Coulomb) PM phases in 2D. The comparison with the behavior of 2D models on the square lattice is encoded by the following color rule: the entries of the table are colored in blue whenever the transitions of the 2D model and on the Bethe lattice are of the same kind; in contrast, we use red when the transition of the models on the tree are not of the same type as the 2D one. We recall that in 2D the PM–AFs transition in the six-vertex model is of Kosterlitz–Thouless type while it is second order in the eight-vertex model. We stress that the plaquette model provides an important improvement compared to the single-vertex approach as, for instance, it is able to capture the anisotropic fluctuations in the ordered phases.

| 6V single vertices | 8V single vertices | 6V plaquettes | 8V plaquettes |
|--------------------|--------------------|---------------|---------------|
| PM–FM s            | Frozen-to-sPM      | Frozen-to-sPM | Discont-to-PM |
| PM–AF s            | Frozen-to-sPM      | Cont.-to-sPM  | Discont.-to-PM|

of plaquettes. With the latter improved treatment we find discontinuous transitions that are also associated with instability, as in other KDP-like transitions. However, differently from the cases encountered before, the transitions are now towards non-frozen ordered phases.

In conclusion, in these two (integrable) cases the plaquette version of the mean-field approach allows us to introduce fluctuations in the ordered phases, making the transitions softer and closer to those in the 2D case.

The locations of the transition lines for the six-vertex and the eight-vertex models are independent of the particular structure of the lattice (provided that it has coordination equal to four) and are identified by the condition $|\Delta_8| = 1$. This shows that the critical planes are insensitive to the local geometry of the lattice and to the length of the loops, since they only depend on the local connectivity of the graph. This result can be understood in terms of the duality transformation discussed in [27], which can be extended to the model on the tree. In contrast, for the sixteen-vertex model we found that the location of critical points depends on the graph, and a duality transformation such as the one that holds for the eight-vertex model is not easily generalizable to the ‘complete’ model for all values of the parameters. While in 2D the criticality condition $|\Delta_8| = 1$ is defined by the singularity of the free energy, in our mean-field approach we recover it as a special combination of the eigenvalues of the stability matrix that captures the instability towards the four possible ordered phases. We used the same procedure to extract a mean field $\Delta_{16}^{\text{sv}}$ that characterizes the critical surfaces of the sixteen-vertex model on the tree of simple vertices. Such $\Delta_{16}^{\text{sv}}$ predicts a linear shift of all the transition lines by $2\varepsilon$ with respect to the phase diagram of the eight-vertex model, in favor of the PM phase. In addition it accurately reproduces the transition lines obtained with the tree made of plaquettes in the limit in which two FM vertices or two AF vertices dominate over the others. However, in the general case, the critical surfaces obtained within this plaquette approximation present more subtle non-linearities in the vertex fugacities, as shown in
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In the finite-dimensional problem the SL–FM transition becomes second order as soon as \( d > 0 \) or \( e > 0 \). We find that the critical exponents depend on the particular values of the fugacities, although we are not able to determine their explicit dependence, due to the difficulty of the numerical analysis. A real-space RG method could be helpful in dealing with this question precisely. The fact that all transitions in the sixteen-vertex model are continuous is confirmed by the calculations on the tree of single vertices and on the tree of plaquettes (cavity method).

The results obtained with the cavity method on the Bethe lattice of single vertices generalize some of the calculations of [12, 61, 70, 73, 74] for the pyrochlore system. In particular, such a treatment was used to study the so-called Kasteleyn transition in the presence of a magnetic field [61], and to discuss the properties of multi-critical points and KDP transitions found on the pyrochlore lattice [74]. Moreover, in [73], disregarding vertices of type \( d \), a critical transition temperature towards the \( a \)-FM phase was determined, which is in agreement with our \( \sigma^{sv} \) if one imposes the same approximation. Notice that, while in [61, 73, 74] the original motivation was the study of the pyrochlore lattice, ultimately the mean-field theory that is developed is equivalent to the one that we used for the 2D lattice (when we considered the single-vertex problem and with no distinction among the different direction, thus not giving access to staggered ordered phases). This is because one ends up with a tree structure of vertices with connectivity four and spins (arrows) shared by two neighboring vertices. In contrast to these papers, our approach keeps track of the four different directions and allows us to study simultaneously all possible phases, including the AF phases that are relevant for artificial spin-ice samples in 2D [75]. More details about such experimental applications will be discussed elsewhere [38]. In addition, our approach allows us to access the inhomogeneity brought about by certain preferential paths. Indeed, as we discussed in section 4.9, we found that both the PM and the ordered phases are anisotropic (except for some special combinations of the fugacities) and domains of arrows or vertices and thermal fluctuations of string defects develop along some preferential axes. The same anisotropy is the one that drives the coarsening dynamics out-of-equilibrium, as found in [33], and should be easy to observe experimentally.
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**Appendix A. The CTMC algorithm**

In this appendix we give some details on the implementation of the continuous time Monte Carlo algorithm that we used to study the phase diagram of the sixteen-vertex model.

We chose to use single spin updates. We can easily predict the time needed to flip an arrow. Suppose that the system is in state \( \mu(t_0) \) at time \( t_0 \). The exact probability of
leaving the state $\mu$ after $\Delta t$ trials is
\[
(W(\mu \rightarrow \mu))^\Delta t (1 - W(\mu \rightarrow \mu)) = (W(\mu \rightarrow \mu))^\Delta t - (W(\mu \rightarrow \mu))^\Delta t+1.
\]
In order to get an estimate for this quantity we have to generate a random number $\xi$ uniformly distributed between 0 and 1. The latter corresponds to $\Delta t$ trials if $0 < \xi < (W_{\mu\mu})^\Delta t - (W_{\mu\mu})^\Delta t+1$ then $\Delta t + 1 < \ln \xi / \ln W_{\mu\mu} < \Delta t$. It follows that the number of steps needed to flip an arrow should be computed by
\[
\Delta t = \text{Int} \left( \frac{\ln \xi}{\ln(1 - \sum_{l=1}^{2N} W(\mu \rightarrow \mu^l))} \right) + 1. \tag{A.1}
\]

Equation (A.1) shows that we need to know the transition probabilities for all possible arrow flips at each step. This is the main difficulty for the implementation of the CTMC algorithm. A simple choice suggested by the detailed balance is
\[
W(\mu \rightarrow \mu^l) = g(\mu \rightarrow \mu^l)A(\mu \rightarrow \mu^l) \tag{A.2}
\]
where we have split the transition probabilities into an edge-selection probability
\[
g(\mu \rightarrow \mu^l) = 1/2L^2, \quad \forall I \tag{A.3}
\]
and a flip-acceptance probability
\[
A(\mu \rightarrow \mu^l) = \begin{cases} \exp\{-\beta(E(\mu^l) - E(\mu))\} & \text{if } E(\mu^l) - E(\mu) > 0 \\ 1 & \text{otherwise}. \end{cases} \tag{A.4}
\]
The transition probabilities defining the dynamics of the system can now be written as
\[
W(\mu \rightarrow \mu^l) = \frac{1}{2L^2} \min(1, e^{-\beta(E(\mu^l)) - E(\mu)}) \tag{A.5}
\]
satisfying detailed balance and ergodicity. These transition probabilities are the same as for the FSMC algorithm, but we should notice that in this case the aim is to compute the time we have to wait before we do a flip instead of sampling the configurations of the system. These transition probabilities are expressed as a function of the state of the chosen spin $I$. We have to compute the probability to stay in the same state $W(\mu \rightarrow \mu) = 1 - \sum_{l=1}^{2N} W(\mu \rightarrow \mu^l)$ to obtain $\Delta t$ using equation (A.1) and then we need to know every possible energy change a single flip can produce. In the sixteen-vertex model there are a finite number of such possible processes (and then a finite number of possible transition probabilities) independently of the system size. This procedure can then be applied by making a list of all the arrows classified by their state, denoted from now on as $l$ and defined by its neighborhood (i.e. the type of its two adjacent vertices). Since each vertex can take sixteen different configurations, there are $8 \times 8$ such states for vertical and horizontal arrows, leading to a total of 64 states for each type of arrow. Following the original name of this method [63, 64] this algorithm is the 256-fold way. The transition probability of the process $\mu \rightarrow \mu^l$ depends only on the state $l$ of the $I$th arrow before the flip. This can be clearly seen by rewriting
\[
\exp\{-\beta(E(\mu^l) - E(\mu))\} = \exp\left\{-\beta \left( E\left[ V_{1,I}^{(l)} \right] + E\left[ V_{2,I}^{(l)} \right] - E\left[ V_{1,I}^{\mu} \right] - E\left[ V_{2,I}^{\mu} \right] \right) \right\}
\]
where $E\left[ V_{1,I}^{(l)} \right]$ is the energy of the first adjacent vertex of the $I$th arrow after the flip from the state $\mu$. Knowing the types of the neighboring vertices $V_{1,I}$ and $V_{2,I}$ at state $\mu$ is
equivalent to knowing the state of the concerned arrow before the flip (the vertex types of the neighboring vertices after the flip are determined by the vertex types before the flip): the energy change after a flip depends only on its initial state. We define
\[ P_l = \frac{1}{2N} \min \left( 1, e^{-\beta \varepsilon_l} \right) \]
where \( \varepsilon_l \) is the energy difference after flipping an arrow in state \( l \). It is useful for the implementation to note that we can compute \( \Delta t \) by counting the number of arrows occupying each one of the different possible states at each step. We substitute the latter equation by
\[ Q = \sum_{l=1}^{2N} W(\mu \rightarrow \mu^{(l)}) = \sum_{l=1}^{256} g_l P_l \]  
(A.6)
where \( g_l \) is the number of arrows in state \( l \). We then need to keep a record of the state of every arrow on a list at each step. After a transition this list must be updated.

**Appendix B. Equation for the single vertex**

An alternative way to study the system of equation (19), which might be more suitable for an analytical treatment, is to identify each direction \( \alpha \) with a couple of binary indices \([i,j] \) as follows \{d,l,r,u\} \( \equiv \{-1,-1],[1,-1],[-1,1],[1,1]\} \) and define \( \psi^{[i,j]} = (e^{h^{[i,j]}})/e^{h^{[1,1]}} + e^{-h^{[i,j]}} \). In this way from (19) one obtains:
\[ h^{[i_0,j_0]} = \tanh \left[ \frac{a \sinh F_a + b \sinh F_b + c \sinh F_c + d \sinh F_d}{a \cosh F_a + b \cosh F_b + c \cosh F_c + d \cosh F_d} \right] \]  
(B.1)
with \([i_0,j_0] \in \{-1,-1],[1,-1],[-1,1],[1,1]\} \) and
\[ F_a = \sum_{[i,j] \neq [-i_0,-j_0]} h^{[i,j]} \quad F_b = \sum_{[i,j] \neq [-i_0,-j_0]} (-1)^{i+j-i_0-j_0} h^{[i,j]} \]
\[ F_c = \sum_{[i,j] \neq [-i_0,-j_0]} (-1)^{i-i_0+2j} h^{[i,j]} \quad F_d = \sum_{[i,j] \neq [-i_0,-j_0]} (-1)^{j-j_0+2i} h^{[i,j]} \]  
(B.2)
We limit ourselves to studying the PM and a-FM phases, recovering the full phase diagram by symmetry arguments. In this case we take the homogeneous solution \( h^{[i,j]} = h \) and the equation simplifies to:
\[ h = \tanh h \left( \frac{a - b - c - d + 2a \cosh 2h}{-a + b + c + d + 2a \cosh 2h} \right) \]  
(B.3)
The paramagnetic solution \( h = 0 \) is stable when \( a < b + c + d \). At the critical point \( a_c = b + c + d \) it turns out that all values of the field \( h \) are solutions of the equation and for \( a > a_c \) the stable solution is \( h = \infty \), which implies \( \psi^\alpha = 1 \forall \alpha \). In a similar manner one can study the a-PM/FM transition in the presence of vertices of type \( e \). The homogeneous equation for the field \( h \) associated with the system of equation (71) when \( \psi^\alpha = \psi \forall \alpha \) becomes:
\[ h = \tanh h \left( \frac{a - b - c - d + 2a \cosh 2h}{-a + b + c + d + 2a \cosh 2h} \right) \]  
(B.4)
and one recovers the results discussed in section 4.6.
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