Long-term monitoring of the ANTARES optical module efficiencies using $^{40}$K decays in sea water

ANTARES Collaboration

A. Albert\textsuperscript{1}, M. Andrè\textsuperscript{2}, M. Anghinolfi\textsuperscript{3}, G. Anton\textsuperscript{4}, M. Ardid\textsuperscript{5}, J.-J. Aubert\textsuperscript{6}, J. Aublin\textsuperscript{7}, T. Avgitas\textsuperscript{7}, B. Baret\textsuperscript{7}, J. Barrios-Martí\textsuperscript{8}, S. Basa\textsuperscript{9}, B. Belhorma\textsuperscript{10}, V. Bertin\textsuperscript{6}, S. Biagi\textsuperscript{11}, R. Bornmuth\textsuperscript{12,13}, J. Boumaaza\textsuperscript{14}, S. Bouret\textsuperscript{7}, M. C. Bouwhuis\textsuperscript{12}, H. Brânza\textsuperscript{15}, R. Bruijn\textsuperscript{12,16}, J. Brunner\textsuperscript{6}, J. Busto\textsuperscript{6}, A. Capone\textsuperscript{17,18}, L. Caramele\textsuperscript{15}, J. Carr\textsuperscript{6}, S. Celi\textsuperscript{17,18,19}, M. Chabab\textsuperscript{20}, R. Chiarusi\textsuperscript{4,14}, T. Chiarusi\textsuperscript{21}, M. Circella\textsuperscript{22}, J. A. B. Coelho\textsuperscript{7}, A. Coleiro\textsuperscript{7,8}, M. Colomer\textsuperscript{7,8}, R. Coniglione\textsuperscript{11}, H. Costantini\textsuperscript{6}, P. Coyle\textsuperscript{6}, A. Creusot\textsuperscript{7}, A. F. Diaz\textsuperscript{23}, A. Deschamps\textsuperscript{24}, C. Distefano\textsuperscript{11}, I. Di Palma\textsuperscript{17,18}, A. Domí\textsuperscript{13,25}, C. Donzau\textsuperscript{17,26}, D. Dornic\textsuperscript{6}, D. Drouhin\textsuperscript{1}, T. Eberl\textsuperscript{14}, I. El Bojaddaini\textsuperscript{27}, N. El Khayati\textsuperscript{14}, D. Elsässer\textsuperscript{28}, A. Enzenhöfer\textsuperscript{4,6}, A. Ettahiri\textsuperscript{14}, F. Fassi\textsuperscript{14}, I. Felis\textsuperscript{5}, G. Ferrara\textsuperscript{11}, L. A. Fusco\textsuperscript{7,29}, P. Gay\textsuperscript{7,30}, H. Glotin\textsuperscript{31}, T. Grégoire\textsuperscript{7}, R. Gracia Ruiz\textsuperscript{1}, K. Graf\textsuperscript{4,6}, S. Hallmann\textsuperscript{4}, H. van Haren\textsuperscript{32}, A. J. Heijboer\textsuperscript{12}, Y. Hello\textsuperscript{24}, J. J. Hernández-Rey\textsuperscript{8}, J. Höflit\textsuperscript{4}, J. Hofestädt\textsuperscript{4}, G. Illuminati\textsuperscript{8}, C. W. James\textsuperscript{4}, M. de Jong\textsuperscript{12,13}, M. Jongen\textsuperscript{12}, M. Kadlec\textsuperscript{28}, O. Kalekin\textsuperscript{4}, U. Katz\textsuperscript{4}, A. Kouchner\textsuperscript{7,33}, M. Kreter\textsuperscript{28}, I. Kreykenbohm\textsuperscript{34}, V. Kulikovskii\textsuperscript{3,35}, C. Lachaud\textsuperscript{7}, R. Lahmann\textsuperscript{4}, D. Lefèvre\textsuperscript{36,37}, E. Leonora\textsuperscript{49}, G. Levi\textsuperscript{21,29}, M. Lotze\textsuperscript{8}, S. Loucatos\textsuperscript{7,40}, M. Marcelin\textsuperscript{9}, A. Margiotta\textsuperscript{21,29}, A. Marinelli\textsuperscript{41,42}, J. A. Martínez-Mora\textsuperscript{5}, R. Mele\textsuperscript{43,44}, K. Meli\textsuperscript{12,16}, P. Migliozzi\textsuperscript{43}, A. Moussa\textsuperscript{27}, S. Navas\textsuperscript{45}, E. Nezri\textsuperscript{11}, A. Nuñez\textsuperscript{6,9}, M. Organokov\textsuperscript{1}, G. E. Pávala\textsuperscript{15}, C. Pellegrino\textsuperscript{21,29}, P. Piattelli\textsuperscript{41}, V. Popa\textsuperscript{15}, T. Pradier\textsuperscript{1}, L. Quin\textsuperscript{6}, C. Racca\textsuperscript{38}, N. Randazzo\textsuperscript{39}, G. Riccobene\textsuperscript{11}, A. Sánchez-Losa\textsuperscript{22}, M. Saldaña\textsuperscript{5}, I. Salvadori\textsuperscript{6,8}, D. F. E. Samtleben\textsuperscript{12,13}, M. Sanguineti\textsuperscript{3,25}, P. Sapienza\textsuperscript{11}, F. Schüssler\textsuperscript{40}, M. Spurio\textsuperscript{21,29}, Th. Stolarczyk\textsuperscript{40}, M. Taiti\textsuperscript{3,25}, Y. Tayanati\textsuperscript{14}, A. Trovato\textsuperscript{11}, B. Vallage\textsuperscript{7,40}, V. Van Elewyck\textsuperscript{7,33}, F. Versari\textsuperscript{21,29}, D. Vivolo\textsuperscript{43,44}, J. Wilms\textsuperscript{34}, D. Zaborov\textsuperscript{6}, J. D. Zornoza\textsuperscript{8}, J. Zuñiga\textsuperscript{8}

1 Université de Strasbourg, CNRS, IPHC UMR 7178, 67000 Strasbourg, France
2 Laboratory of Applied Bioacoustics, Technical University of Catalonia, Rambla Exposició, 08800, Vilanova i la Geltrú, Barcelona, Spain
3 INFN - Sezione di Genova, Via Dodecaneso 33, 16146 Genova, Italy
4 Friedrich-Alexander-Universität Erlangen-Nürnberg, Erlangen Centre for Astroparticle Physics, Erwin-Rommel-Str. 1, 91058 Erlangen, Germany
5 Institut d’Investigació per a la Gestió Integrada de les Zones Costaneres (IGIC), Universitat Politècnica de València, C/Paranimf 1, 46730 Gandia, Spain
6 Aix Marseille Univ, CNRS/IN2P3, CPPM, Marseille, France
7 UTC, Univ Paris Diderot, CNRS/IN2P3, CEA/Irfu, Obs de Paris, Sorbonne Paris Cité, Paris, France
8 IFIC - Instituto de Física Corpuscular (CSIC - Universitat de València), c/ Catedrático José Beltrán, 2, 46900 Paterna, Valencia, Spain
9 LAM - Laboratoire d’Astrophysique de Marseille, Pôle de l’Étoile Site de Château-Gombert, rue Frédéric Joliot-Curie 38, 13388 Marseille Cedex 13, France
10 National Center for Energy Sciences and Nuclear Techniques, B.P.1382, 10001 Rabat, Morocco
11 INFN - Laboratori Nazionali del Sud (LNS), Via S. Sofia 62, 95123 Catania, Italy
12 Dutch Nuclear Physics and Astrophysics Collaboration, Amsterdam, The Netherlands
13 Huygens-Kamerlingh Onnes Laboratorium, Universiteit Leiden, Leiden, The Netherlands
14 Faculty of Sciences, University Mohammed V in Rabat, B.P. 1014, 4 av. Ibn Battouta, 10000 Rabat, Morocco
15 Institute of Space Science, 077125 Bucharest, Măgurele, Romania
16 Instituut voor Hoge-Energie Fysica, Universiteit van Amsterdam, Science Park 105, 1098 XG Amsterdam, The Netherlands
17 INFN - Sezione di Roma, P.le Aldo Moro 2, 00185 Roma, Italy
18 Dipartimento di Fisica dell’Università La Sapienza, P.le Aldo Moro 2, 00185 Roma, Italy
19 Gran Sasso Science Institute, Viale Francesco Crispi 7, 06176 L’Aquila, Italy
20 L.PHEA, Faculty of Science - Semlali, Cadi Ayyad University, P.O.B. 2390, Marrakech, Morocco
21 INFN - Sezione di Bologna, Viale Berti-Pichat 6/2, 40127 Bologna, Italy
22 INFN - Sezione di Bari, Via E. Orabona 4, 70126 Bari, Italy
23 Department of Computer Architecture and Technology/ICITIC, University of Granada, 18071 Granada, Spain
24 Géozaur, UCA, CNRS, IRD, Observatoire de la Côte d’Azur, Sophia Antipolis, France
25 Dipartimento di Fisica dell’Università, Via Dodecaneso 33, 16146 Genova, Italy
26 Université Paris-Sud, 91405 Orsay Cedex, France
27 Laboratory of Physics of Matter and Radiations, University Mohammed I, B.P.717, 6000 Oujda, Morocco
28 Institut für Theoretische Physik und Astrophysik, Universität Würzburg, Emil-Fischer Str. 31, 97074 Würzburg, Germany

Published online: 22 August 2018
Abstract  Cherenkov light induced by radioactive decay products is one of the major sources of background light for deep-sea neutrino telescopes such as ANTARES. These decays are at the same time a powerful calibration source. Using data collected by the ANTARES neutrino telescope from mid 2008 to 2017, the time evolution of the photon detection efficiency of optical modules is studied. A modest loss of only 20% in 9 years is observed. The relative time calibration between adjacent modules is derived as well.

1 Introduction

The ANTARES neutrino telescope [1] aims at the exploration of the high-energy Universe by using neutrinos as cosmic probes. Three main search methods are exploited. The first one refers to searches for steady neutrino sources, through the identification of an excess of events from a given sky direction [2]. The second one searches for an excess of high-energy cosmic neutrinos over the background of atmospheric events [3]. The third method looks for temporal and/or spatial correlations with transient events observed through other probes. An example of this last method is offered by the searches for neutrinos in concomitance with GW170817 [4]. In addition, the ANTARES detector is used for particle physics studies, such as neutrino oscillations [5], search for magnetic monopoles [6], and indirect searches for dark matter [7, 8].

For all these studies, a continuous monitoring of the positioning of all parts of the detector is needed in order to preserve the precision on the reconstruction of neutrino-induced events. Moreover, it is necessary to check the stability of the optical sensors as a function of time, in order to guarantee an equable estimate of the energy released by charged particles. Studies on the performance as well as on the stability of optical sensors of this kind have been discussed also by other Collaborations (e.g. [9, 10]). The originality of the present paper relies on the use of a natural calibration tool offered by the presence of radioactive elements dissolved in sea water.

The ANTARES neutrino telescope is located in the Mediterranean Sea, 40 km off the coast of Toulon, France, at a mooring depth of about 2475 m. The detector was completed in 2008. It is composed of 12 detection lines, each one equipped with 25 storeys of 3 optical modules (OMs), except line 12 with only 20 storeys of OMs, for a total of 885 OMs. The horizontal spacing among the lines is ~ 60 m, while the vertical spacing between the storeys is 14.5 m. Each OM hosts a photomultiplier tube (PMT), whose axis points 45° downwards (see Fig. 1). The PMTs are 10-inch tubes from Hamamatsu [11]. The relative position of each OM in the detector is monitored in real time by a dedicated positioning system [12]. All signals from the PMTs that pass a threshold of 0.3 single photoelectrons (hits) are digitised and sent to the shore station [13, 14].

The decay products of radioactive elements dissolved in sea water constitute the principal source of background light for deep-sea neutrino telescopes. Among these isotopes, potassium-40 (40K) is the most abundant. Other radioactive decays (mainly from the U/Th chain) induce Cherenkov photons on the permille level compared to 40K decays and can be neglected. This process constitutes an important calibration tool as well. If a 40K nucleus decays near a storey, the result-
The detection rate, $R_s$, of Cherenkov photons from products of $^{40}$K decays on an ANTARES optical module can be factorised as:

$$R_s = B_q \cdot V_s,$$

with $B_q$ the $^{40}$K decay rate per unit volume and $V_s$ the effective volume around a single OM for detecting a single photon from a $^{40}$K decay. As there is no preferred decay direction, $V_s$ can be calculated in a semi-analytical way, by integrating over the decay positions around the OM. One obtains, for a given wavelength $\lambda$, a factorisation into a wavelength-dependent effective area $A(\lambda)$ and the corresponding photon absorption length $L_{abs}(\lambda)$ of sea water. $V_s$ can then be written as:

$$V_s = A_s \cdot L_{abs}^0,$$

with $A_s = \int A(\lambda) \Phi(\lambda) L_{abs}(\lambda) d\lambda / \Phi_{tot} L_{abs}^0$, with $\Phi(\lambda)$ containing the — arbitrarily normalised — $\lambda$ dependence of the Cherenkov photon flux (close to $1/\lambda^2$), $\Phi_{tot}$ its integral over a given wavelength range and $L_{abs}^0$ the absorption length at some reference wavelength. $A(\lambda)$ is determined by simulating an isotropic photon flux around an OM and depends on the OM properties such as the size of its photocathode, its quantum efficiency, and its angular acceptance. The PMT quantum efficiency depends on the photon wavelength and it is deduced from the product sheet as reported in [11]. The absorption length depends on the photon wavelength as well as parameterized in [16].

The integration to evaluate $A_s$ is carried out in the wavelength range 300-600 nm, yielding $A_s = 420 \pm 50$ cm$^2$. The total uncertainty is dominated by uncertainties on the mentioned PMT properties (in particular, photocathode size and angular acceptance).

If a $^{40}$K nucleus decays near a storey, the associated Cherenkov light can be recorded by two OMs almost simultaneously: this kind of signal is referred to as genuine coincidence. Its rate can be written as:

$$R_c = B_q \cdot V_c,$$

where $V_c$ is an effective volume around a pair of OMs for the detection of a coincident signal from a single $^{40}$K decay. The value of $V_c$ is derived from Geant-3 simulations, modelling $^{40}$K decays around a pair of OMs and propagating the decay products through the sea water with a full tracking of electrons, including multiple scattering and velocity dependent emission of Cherenkov light. These simulations yield $V_c = 1100 \pm 370$ cm$^3$. The relative uncertainty of $V_c$ is significantly larger compared to $A_s$ for two reasons. Firstly, uncertainties from two OMs contribute to $V_c$ whereas only
one OM contributes to \( A_s \). Secondly, as the axes of adjacent OMs are separated by 75.5°, the uncertainty on the OM angular acceptance has a much larger influence for \( V_c \). The calculation of \( A_s \), on the other hand, only depends on its integral value.

Whereas \(^{40}\text{K}\) decays can contribute to the rate of a single OM, \( R_s \), up to a distance of \( \sim L_{\text{abs}}^0 \), contributions to the rate of genuine coincidences, \( R_c \), are confined to a small volume in the vicinity of the storey, with 90% occurring within 3 m. At such a distance, the effect of absorption is below 5% and the associated uncertainties become negligible. The dominating error for \( R_c \) originates from the uncertainties on the OM properties. Therefore the measurement of the coincidence integral value.

Both \( R_s \) and \( R_c \) depend on \( B_q \), with:

\[
B_q = r_s \cdot r_K \cdot r_I \cdot \rho \cdot \frac{\ln 2}{\tau_{1/2}} \cdot \frac{N_A}{A},
\]

where \( N_A \) is the Avogadro number, \( A = 39.96 \) [17] and \( \tau_{1/2} = 1.25 \times 10^9 \) years [18] are the atomic mass and lifetime of \(^{40}\text{K}\), and \( \rho = 1.038 \) g/cm\(^3\) is the density of deep-sea water at the ANTARES site, which is derived from in situ measurements of pressure, temperature and salinity, \( r_s \). The parameter \( r_K \) is the potassium fraction in Mediterranean Sea salt and \( r_I \) is the isotope fraction of \(^{40}\text{K}\). The last three quantities can be considered stable over the lifetime of ANTARES with variations smaller than 1%. The salinity is monitored directly with the ANTARES instruments and found to be \( r_s = 3.844\% \), while \( r_K = 1.11\% \) from [19] and \( r_I = 1.17 \times 10^{-4} \) from [20].

This yields \( B_q = 13700 \pm 200 \text{ s}^{-1}\text{m}^{-3} \).

With this value, \( R_c = 35 \pm 8 \text{ kHz} \) and \( R_c = 15 \pm 5 \text{ Hz} \) are the single and genuine coincidence rates obtained from simulations. The observed single photon rates in ANTARES OMs are about 55 kHz, due to additional light from bioluminescence that cannot be filtered out at the single photon level. This phenomenon can result in variations of the single photon rates. Occasionally, this can produce short bursts (lasting few seconds) with single photon rates up to several orders of magnitude higher than due to \(^{40}\text{K}\) decays [21]. On the contrary, no variability on similar time scales is observed for the genuine coincidence rates. This seems in agreement with the fact that bioluminescence is emitted from the reaction of luciferase enzyme occurring at level of single photon emission only; in any case, bioluminescence does not produce a significant amount of correlated photons on the nanosecond level in our OMs.

Coincidence signals from low-energy muons do not exceed 1% compared to the \(^{40}\text{K}\).

\[ \odot \text{ Springer} \]

3 Detection efficiency calibration using \(^{40}\text{K}\)

Data collected from mid 2008 to December 2017 have been analysed in this work. The \(^{40}\text{K}\) trigger selects coincident photons in adjacent OMs if they are detected within a narrow time window of 50 ns.

From the completion of the detector in May 2008 until November 2009, dedicated runs with \(^{40}\text{K}\) triggers have been taken once per week, with a down-scaling factor of 4 in order not to saturate the readout data acquisition system. Runs of the same month have been merged together. In November 2009 the \(^{40}\text{K}\) trigger has been integrated into the standard data-taking setup with a down-scaling factor of 200. Now, each month of data taking has been divided into five periods each providing a data sample of similar statistics as before.

Both the genuine coincidences induced by the same \(^{40}\text{K}\) decay process and random background coincidences, which are due to distinct \(^{40}\text{K}\) decays as well as to bioluminescence effects, contribute to hit pairs on adjacent OMs with small time differences \( \Delta t \). Figure 2 shows an example of the distribution of the time difference between hits on two adjacent OMs. A Gaussian peak from genuine coincidences is clearly visible on top of a flat pedestal from uncorrelated coincidences.

The distribution of the coincidence signals is fitted with a Gaussian distribution added to a constant:

\[
f(t) = \rho + a \cdot \exp\left(-\frac{(t - t_0)^2}{2\sigma^2}\right),
\]

where \( \rho \) is the baseline, \( a \) the amplitude of the Gaussian peak due to genuine coincidences, \( \sigma \) is the peak width and \( t_0 \) the residual time offset between the hits on adjacent OMs. A value of \( \sigma \sim 4 \text{ ns} \) is expected, mainly due to the distance
between the OMs and the spatial distribution of detected $^{40}\text{K}$ coincidences around the storey. A simple estimation can be obtained by considering the difference in the time traveled by two photons emitted at the same position and detected by two different PMTs. In ANTARES the distance between the centers of photocathodes of two PMTs of the same storey is $l = 1.0 \text{ m}$ (see Fig. 1), while the photocathode diameter $d$ is about 25 cm. Therefore, neglecting light scattering, the maximum traveled path difference for two photons is $l + d = 1.25 \text{ m}$. Given the Cherenkov light velocity of $v_\text{c} = 0.217 \text{ m/ns}$, the corresponding time difference is about 5.8 ns. By averaging over all the $^{40}\text{K}$ disintegration positions which yield a genuine coincidence, a value of $\sigma = 4 \text{ ns}$ is obtained, compatible with Fig. 2.

For perfectly calibrated OMs, $t_0$ would be expected at 0 ns. Deviations from the expected value of $t_0$ are mainly due to different PMT transit times. This makes the $^{40}\text{K}$ method an integral part of the time calibration procedure, as will be discussed in more detail in Sect. 5.

It has been verified that the parameter $p$ is slightly positively correlated with the parameter $a$, but not with the product $a \cdot \sigma$. In addition, both $a \cdot \sigma$ and $p$ parameters are not correlated with $t_0$.

The fit parameters can be used to estimate the number of events corresponding to the peak area, as:

$$R = \frac{a \cdot \sigma \cdot \sqrt{2\pi}}{\Delta \tau},$$

where $\Delta \tau = 0.4 \text{ ns}$ is the bin width used for the histogram.

For each storey three coincidence rates are measured ($R_{01}$, $R_{12}$ and $R_{20}$). These quantities are directly related to the photon detection efficiency of the three OMs ($\epsilon_0$, $\epsilon_1$ and $\epsilon_2$):

$$R_{ij} = R_c^* \cdot \epsilon_i \cdot \epsilon_j,$$

where $R_c^*$ is the rate for two nominal OMs with efficiencies equal to 1. A value of $R_c^* = 15 \text{ Hz}$ is used. This value is obtained as an average detector coincidence rate at the beginning of the analysed data set, and coincides with what is found in simulation. Solving the system of three equations, the corresponding efficiencies are derived:

$$\epsilon_i = \sqrt{\frac{1}{R_c^*} \cdot \frac{R_{ij} \cdot R_{ki}}{R_{jk}}},$$

When an OM in a storey is not working for a given period, only one coincidence rate is measured, which is not sufficient to determine the two efficiencies. In this case, equal efficiencies for the two working OMs are assumed, namely:

$$\epsilon_i = \epsilon_j = \sqrt{\frac{R_{ij}}{R_c^*}}.$$

If two OMs in a storey are inactive no coincidences can be measured. In this case the average efficiency value of the line hosting that particular storey is assigned to the working OM for this period.

All coincidence histograms for all periods have been fitted according to Eq. 5. Data quality selection criteria have been applied, to ensure stable and reliable input for the subsequent efficiency calculation. A cut on the number of entries on each histogram, $N_{\text{entr}}$, excludes from the analysis all those cases for which the fit fails due to lack of statistics. This includes the cases, for instance, in which one of the two OMs is only partially active. Taking into account that there are four fitted parameters and 120 bins in each histogram, a $\chi^2$ of 116 is expected for a good fit. Histograms with $\chi^2 \geq 200$ are excluded. Additional cuts on the fitted amplitude value and its uncertainty, $\Delta a$, have been applied to ensure a clear signal above the background. Furthermore, expected values of the Gaussian mean and width are known, thus cuts on these parameters have been applied. All the selection criteria applied are reported in Table 1.

After applying these cuts, the efficiency can be determined on average for 77% of those OMs which are active in a given period. The efficiency of the remaining working OMs is derived from adjacent OMs or from the average of the corresponding detection line as described above.

### 4 Results

Histograms passing the quality criteria are then used to compute the OM photon detection efficiency, as described in Sect. 3. Figure 3 shows the photon detection efficiency as a function of time for one OM as an example. The uncertainty on the resulting photon detection efficiency of each OM has been calculated from the uncertainty on the fitted parameters and it is found to be around 3% for all analysed periods. The total uncertainty is dominated by the statistical error. The systematic uncertainties (discussed later in this section) contribute on average only about 20% of the total uncertainty.

In order to monitor the status of the whole detector over several years, the average photon detection efficiency $\overline{\epsilon}$ as

| Accepted values |
|-----------------|
| $N_{\text{entr}} > 200$ |
| $\chi^2 < 200$ |
| $a > 0.1 \text{ Hz}$ |
| $\Delta a/a < 0.1$ |
| $1.5 \text{ ns} < \sigma < 6.5 \text{ ns}$ |
| $|t_0| < 20.0 \text{ ns}$ |

| Table 1 Values of data selection criteria applied in the analysis. The parameter nomenclature corresponds to the one used in Eq. 5 |
The distribution of the detected charge is regularly monitored for all PMTs and if either a significant broadening or a shift from the nominal position of the peak due to a single photoelectron is noticed a recalibration is performed by means of high voltage tuning (HVT). The HVT procedure adjusts the effective gain of individual PMTs to the nominal one; the procedure thus prevents detection efficiency losses due to a low gain and bias on the trigger logics. The effects of the HVT procedure, which is performed once or twice per year, are evident on the time dependence of $\bar{\epsilon}$ shown in Fig. 4. From 2014 on, the observed pattern is clearly correlated to the HVT campaigns and the modest annual photon detection efficiency loss is fully recovered every year.

When averaging the efficiencies of individual PMTs over the whole detector, two statistical quantities are considered: the standard deviation and the error on the mean. The standard deviation is given by:

$$\sigma_{\text{std}} = \sqrt{\frac{1}{N-1} \sum_i (\epsilon_i - \bar{\epsilon})^2},$$

where $N$ is the total number of considered OMs for a given period and $\epsilon_i$ is the efficiency of OM $i$ in that particular period. Thanks to the HVT procedure, the $\sigma_{\text{std}}$ remains stable at the order of 10%, as can be seen in Fig. 5, where this quantity is shown for all analysed periods. This justifies the fact that we used the average efficiency of the OMs on a given line for those working OMs whose efficiency cannot be computed through the $^{40}\text{K}$ calibration.

The statistical error shown in Fig. 4 is the error on the mean, defined as:

$$\sigma_{\text{mean}} = \frac{\sigma_{\text{std}}}{\sqrt{N}}.$$
This quantity is typically of the order of 1\%.

Possible systematic uncertainties on the individual OM efficiencies, based on the assumption on the Gaussian shape for the distribution of the coincidence rates, have been considered as well. In addition to the intrinsic width of the coincidence peak due to the arrival of photons from a $^{40}$K decay process, the shape of the distribution is also affected by photon scattering and the time response of the PMTs. In order to account for these effects, the analysis considers an additional Gaussian term with a larger width compared to that already shown in Eq. 5. Using as genuine coincidence rate the sum of the areas under the two Gaussians, the systematic uncertainty has been evaluated as the difference between the resulting efficiencies from the two procedures. Generally it is found that the area under the leading Gaussian is equal to the one of the one Gaussian fit, and the area under the second Gaussian is compatible with zero within its error.

It is worth mentioning that the effects due to some known artefacts from a typical PMT response [11], such as delayed hits, remain undetectable in the narrow time window used in this work. The calculated efficiencies exclude these hits, which are later added in the ANTARES simulation chain.

5 Time calibration

In order to meet the target angular resolution of the detector, a time synchronisation between all detector components better than 1 ns is required [23]. To achieve such precision a master clock system, located onshore, provides a common reference time to all the offshore electronics, via a network of optical fibers. Further calibration is needed for the delay between the time when the hit is detected and the photon arrival time at the photocathode of the PMT. These time calibrations were performed during the detector construction and are continuously monitored on a weekly basis [23]. Two systems of external light sources are used: LED beacons located on four storeys on each detector line, and laser beacons located on the base, at the bottom of several detection lines. They allow to perform both inter-line and inter-storey time calibrations [24]. Reconstructions of tracks from downward going muons created in cosmic-ray interactions in the atmosphere are used as well to determine inter-line and inter-storey time calibrations [25]. The $^{40}$K method completes the time calibration chain by providing intra-storey timing. All three methods combined assure a precision level of 0.5 ns for each individual PMT.

In Fig. 6 the distribution of the fitted time offset, $t_0$, obtained from the $^{40}$K coincidence histogram of one OM pair is shown as a function of time.

It can be seen that between subsequent HVT procedures the time difference between two adjacent OMs is stable and its value can be monitored to better than 0.5 ns. These values, which are produced for each OM pair, serve as input for the intra-storey calibration procedure.

The standard deviation of the time offset distribution, averaged over the whole detector, is illustrated in Fig. 7. The apparent trend is an increase of the standard deviation as a function of time (from $\sim 2$ to $\sim 4.5$ ns in 9 years). This increase could be correlated to the HVT procedure, which is performed in order to keep the OM detection efficiency at their best. This procedure, in fact, adjusts each individual PMT gain by affecting their transit time, resulting in an overall increase of the standard deviation.

6 Conclusions and outlook

Using data collected by the ANTARES neutrino telescope with a dedicated $^{40}$K trigger, the photon detection efficiencies
for all OMs have been computed from mid 2008 to the end of 2017. The paper presents the stability of a PMT based detector in the hostile environment of the deep-sea, for the longest period ever recorded. It demonstrates that future underwater experiments can remain in operation for timescale of at least a decade without major efficiency degradation. An average decrease of the OM efficiency by 20%, as observed from 2008 to 2017, implies a loss of only 15% in the detection efficiency of an astrophysical signal with a full sky $E^{-2}$ spectrum. The effect of PMT ageing is surely present. The best way to test the biofouling development is the recovery of the OMs, which is planned at the end of the ANTARES physical operation, around 2020.

The results of this study serve as input for detailed Monte Carlo simulations of the ANTARES detector, which include a realistic simulation of the OM efficiencies in each data taking run. The $^{40}$K method is also part of the time calibration of the detector.

This procedure can be also exploited in KM3NeT, the next-generation neutrino telescope in the Mediterranean Sea [26]. KM3NeT will consist of two main detectors, ARCA in Sicily, devoted to high energy astroparticle physics, and ORCA in France, focused on few-GeV atmospheric neutrino studies. They both use a configuration similar to the one of ANTARES, but with 31 instead of three PMTs on each storey. This will allow to collect not only double coincidences from $^{40}$K decays, but also higher multiplicities, improving the technique to determine the photon detection efficiencies.
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