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Abstract—This work considers a communication scenario where the transmitter chooses a list of size $K$ from a total of $M$ messages to send over a noisy communication channel, the receiver generates a list of size $L$ and communication is considered successful if the intersection of the lists at two terminals has cardinality greater than a threshold $T$. In traditional communication systems $K = L = T = 1$. The fundamental limits of this setup in terms of $K$, $L$, $T$ and the Shannon capacity of the channel between the terminals are examined. Specifically, necessary and/or sufficient conditions for asymptotically error free communication are provided.

I. INTRODUCTION

In the classical formulation of communication over a noisy channel [1], the transmitter chooses a message from the set of possible messages, encodes and transmits the corresponding codeword over the channel. The receiver observes the channel output and decodes the chosen message. If the decoded message is not the same as the transmitted one, we declare an error. Alternatively, if the receiver cannot decide reliably the transmitted message, it can choose to produce a list of possible messages. This is known as list decoding, where the main goal is to achieve a trade-off between the probability of error, defined as the transmitted message not being in the list, and the list size. An excellent treatment of list decoding can be found in [2] and references therein. Error exponent of list decoding is recently presented in [3], which also includes a survey of the literature.

In this work, we introduce a more general communication setup in which the transmitter chooses a subset of size $K$ of all possible $M$ messages. The receiver forms a list (set) size $L$ and communication is considered successful if the size of the intersection of the transmitter and receiver sets is larger than a certain threshold $T$. Note that $K = L = T = 1$ corresponds to the classical approach whereas $K = T = 1$ corresponds to the list decoding approach.

This kind of communication may appear in various scenarios; for example in a wireless network to alert a user about $K$ available resource blocks among $M$ possible ones, where the user is interested in a total of $T$ of the resource blocks and is willing to go through a list of $L$. Another possible scenario can be an internet search engine generating an unordered list of links size $K$ for a query which is transmitted over a noisy channel. The user is presented with a list of $L$ links and is satisfied as long as any $T$ of the $L$ results presented are relevant to his query.

In this paper, we are interested in conditions on $M$, $K$, $L$ and $T$ that guarantee an asymptotically vanishing probability of communication failure. We investigate such necessary and sufficient conditions, and regions for which the necessary and sufficient conditions become equivalent, thereby providing tight bounds. We argue that the necessary and sufficient conditions developed in this paper depend on the channel only through its Shannon capacity.

A. Notation

The following notation will be used throughout the paper:

- We use calligraphic capital letters for sets, and bold items for vectors.
- For any positive integer $k$, $[k]$ stands for the set of all positive integers smaller or equal to $k$, i.e. $[k] = \{1, \ldots, k\}$.
- For any set $A$, and any integer $k \leq |A|$, $\binom{A}{k}$ stands for the set of all size $k$ subsets of $A$, i.e. $\binom{A}{k} = \{B : B \subseteq A, |B| = k\}$.
- We denote the set of permutations of a given set $A$ with $\Psi_A$. Explicitly, any $\psi \in \Psi_A$ is a bijective function from $A$ to itself. The corresponding element of $a \in A$ under this permutation is denoted by $\psi(a)$, and lastly for any $B \subseteq A$, $\psi(B) = \{x : x = \psi(b), b \in B\}$.
- We use the standard notation for the equality and inequality up to first exponent, with respect to the natural base $e$, i.e. $f_n \overset{\ast}{=} g_n$ stands for $\lim_{n \to \infty} \frac{1}{n} \log \frac{f_n}{g_n} = 0$, also $>, \overset{\ast}{\leq}, \overset{\ast}{\geq}$ are defined similarly as in [4].

II. PROBLEM DEFINITION

The problem setup consists of two terminals and a channel in between characterized by $(X, Y, W(y^n|x^n))$, where $X$ denotes the input alphabet, $Y$ denotes the output alphabet and $W(y^n|x^n)$ is the transition probability of the channel for a block length $n$. In the following, we will denote the channel by $(X, Y, W)$ for the sake of brevity. We assume the channel has a Shannon capacity denoted (in nats) by $C$. The first terminal (transmitter) chooses $K$ messages from the set of all possible messages, $\{1, \ldots, M\}$, and transmits a codeword of length $n$, $x^n \in X^n$, through the channel. The second terminal (receiver), observes the channel output, $y^n \in Y^n$, and generates a list of $L$ messages. Communication will be considered successful if the intersection of the estimated list and the set of chosen messages by the transmitter has cardinality larger than a given threshold $T$. We assume all the parameters $M$, $K$, $L$, $T$ are nondecreasing positive functions of block length $n$.

The following definitions formalize the above setup.
Definition 1: An $(M,K,L,T,n)$ list encoding/decoding (LED) code for a given channel $(X,Y,W)$ consists of the following:

- Set of all possible messages: $\{1, \ldots, M\}$.
- Encoding function $f_n : \binom{M}{K} \rightarrow \Lambda^n$, which maps the chosen subset to channel inputs.
- Decoding function $g_n : \Lambda^n \rightarrow \binom{[M]}{L}$, which generates the estimated message list from channel output.
- Overlap threshold: $T$, which is the success criterion for the designed code.

Remark 1: When $K=1$, we call a LED code a list decoding (LD) code. When $K=L=1$ we call a LED code a classical code.

Definition 2: An error is said to occur if and only if the set of chosen messages is smaller than the message set chosen messages is smaller than $\Lambda^n = \binom{[M]}{K}$.

 Remark 2: An error is said to occur if and only if the decoder fails to construct the correct message.

Definition 3: A family of $(M,K,L,T,n)$ codes for a given channel $(X,Y,W)$ is called a feasible family if $\lambda^{(n)}_{avg} \rightarrow 0$ as $n \rightarrow \infty$.

Our goal in this paper is to identify necessary and sufficient conditions for $(M,K,L,T,n)$ to obtain a feasible family of codes.

III. NECESSARY AND SUFFICIENT CONDITIONS FOR FEASIBILITY

In this section, we present our main results. Specifically, Theorem 1 presents a combinatorial inequality which provides a sufficient condition on code parameters for the existence of a feasible family of codes. Correspondingly, in Theorem 2 we describe a necessary condition that any feasible family of codes should satisfy, akin to converse results in classical coding. While our necessary and sufficient conditions are not tight in general, Section IV provides some important special cases for which the conditions become equivalent.

Theorem 1: (Sufficient condition for feasibility) There exists a feasible family of $(M,K,L,T,n)$ LED codes if

$$\lim_{n \rightarrow \infty} \frac{1}{n} \log \frac{\binom{M}{K}}{\sum_{i=T}^{\min\{K,L\}} \binom{K}{i} \binom{M-K}{L-i}} < C$$

where $C$ is the Shannon capacity of the channel $(X,Y,W)$.

Proof: We prove this result by constructing a fixed composition random code using a family of classical codes that achieves rate $R$ for the channel $(X,Y,W)$. We denote this code family with $\{(u_i,D_i) : i = 1, \ldots, 2^n\}$, where $u_i$'s are the codewords, $D_i$'s are the decoding regions, and $R$ is the rate of the code. Note that $R < C$.

Codebook Generation: We pick $2^nR$ size $L$ subsets of $[M]$ i.i.d. with a uniform distribution over all subsets of size $L$ and denote them with $\{N_{1i}, \ldots, N_{2^n}\}$. Note these subsets are not necessarily distinct.

Encoding: For a given encoder input $\Lambda \in \binom{[M]}{K}$, we encode $\Lambda$ to $u_i$, such that $|\Lambda \cap N_{1i}| \geq T$. If there are more than such $N_{1i}$'s we pick any one of them, and if such a $N_{1i}$ does not exist then we declare an encoding error denoted by the event $E_{enc}$.

Decoding: At the receiver if the received channel output $y^n \in D_j$, the receiver declares $N_j$ as the estimated list. Note that if $y^n \in D_j$ while the transmitted codeword is $u_i$ for some $i \neq j$, then we cannot guarantee $|\Lambda \cap N_j| \geq T$ and we declare a decoding error. This event is denoted via $E_{dec}$.

Error Analysis: The probability of error averaged over the ensemble of codes can be calculated as:

$$E \left[ \lambda^{(n)}_{avg} \right] = E \left[ \lambda^{(n)}_{[K]} \right] \leq \sum_{i=T}^{\min\{K,L\}} \binom{K}{i} \binom{M-K}{L-i} 2^{nR} \leq P(E_{dec}) + e^{-nR} \quad (3)$$

Eq. (1) and (2) follows from the symmetry of the code construction and the union bound, and (3) follows from the simple inequality: $1 - t \leq e^{-t}$ for all $t > 0$.

Since the code $\{(u_i,D_i) : i = 1, \ldots, 2^n\}$ is chosen to achieve rate $R$ for the classical communication problem, $P(E_{dec}) \rightarrow 0$ as $n \rightarrow \infty$ for $R < C$. Furthermore, the second term also converges to zero as $n$ approaches to infinity, if

$$\lim_{n \rightarrow \infty} \frac{1}{n} \log \frac{\binom{M}{K}}{\sum_{i=T}^{\min\{K,L\}} \binom{K}{i} \binom{M-K}{L-i}} < R.$$ 

Thus, under the hypothesis of the theorem, we can always pick an appropriate $R$ to satisfy both of the conditions. Since the expected probability error over the ensemble can be made asymptotically small, we conclude there exists at least one feasible code family in the ensemble with asymptotically zero error probability.

Theorem 2: (Necessary condition for feasibility) For any feasible family of $(M,K,L,T,n)$ LED codes for a channel $(X,Y,W)$ with Shannon capacity $C$, we have

$$\lim_{n \rightarrow \infty} \frac{1}{n} \log \frac{\binom{M}{K}}{\sum_{i=T}^{K} \binom{K}{i} \binom{M-K}{K-i}} \leq C$$

Furthermore, if $T = 1$, we have the tighter inequality

$$\lim_{n \rightarrow \infty} \frac{1}{n} \log \frac{M}{KL} \leq C$$

Proof: Suppose there exists a feasible family of $(M,K,L,T,n)$ LED codes for which

$$\lim_{n \rightarrow \infty} \frac{1}{n} \log \frac{M}{KL} > C.$$
Additionally assume, \( \lim_{n \to \infty} \frac{1}{n} \log \frac{M}{T} > C \) if \( T = 1 \). We denote the encoding and decoding functions of the corresponding LED codes in this family as \( \{f_n\} \) and \( \{g_n\} \). Then one can construct a LD code as described below.

**Code Generation:**

i. Choose the largest set \( \mathcal{P} \subset \binom{[M]}{L} \) such that: \( |\mathcal{P}_i \cap \mathcal{P}_j| < T \) for any \( \mathcal{P}_i, \mathcal{P}_j \in \mathcal{P}, i \neq j \). Note that, a direct application of Gilbert bounds gives a lower bound on the size of \( \mathcal{P} \) \([5]\):

\[
|\mathcal{P}| \geq \frac{(M)_K}{\sum_{i=T}^{K} (K)_i \left( M-K \right)_{K-i}}.
\]

For \( T = 1 \), the cardinality of \( \mathcal{P} \) can be calculated as \( M/K \).

ii. Generate a permutation, \( \psi \) of \( [M] \) randomly from the uniform distribution over \( \Psi_{[M]} \).

iii. Fix the message set of the LD code as \( \{1, \ldots, |\mathcal{P}|\} \).

**Encoding:** A message \( i \in \{1, \ldots, |\mathcal{P}|\} \) is encoded as \( f_n(\psi(\mathcal{P}_i)) \).

**Decoding:** After observing the channel output \( y^n \in \mathcal{Y}^n \), the receiver generates the following list:

\[
\mathcal{L}(y^n) = \{ i : |\psi^{-1}(g_n(y^n)) \cap \mathcal{P}_i| \geq T \}
\]

Since the intersection of \( \mathcal{P}_i, \mathcal{P}_j \in \mathcal{P}, i \neq j \) has size smaller than \( T \) and \( |\psi^{-1}(g_n(y^n))| = L \) for all \( y^n \), we can conclude \( |\mathcal{L}(y^n)| \leq \left( \frac{L}{T} \right) \). For the case the list size is smaller than \( \left( \frac{L}{T} \right) \), add \( \left( \frac{L}{T} \right) - |\mathcal{L}(y^n)| \) arbitrary messages to the list. Thus the final list size is fixed to \( \left( \frac{L}{T} \right) \).

**Error Analysis:** We calculate the probability of error of the constructed LD code averaged both over the transmitted messages and the choice of \( \psi \) by exploiting the symmetry introduced through the random permutation. If we denote the average probability of error for the LD code via \( \lambda_{LD}^{(n)} \) and the average probability of error of the given \( (M, K, L, T, n) \) LED code as \( \lambda_{avg}^{(n)} \), we get

\[
E \left[ \lambda_{LD}^{(n)} \right] = \lambda_{avg}^{(n)}
\]

where the expectation is taken over the choice of \( \psi \).

Since \( \lambda_{avg}^{(n)} \to 0 \) as \( n \to \infty \), we can conclude there exist at least one permutation \( \psi \in \Psi_{[M]} \) with corresponding error probability \( \lambda_{LD}^{(n)} \to 0 \). Note that the rate of the constructed LD codes are \( R = \lim_{n \to \infty} \frac{1}{n} \log |\mathcal{P}| / \left( \frac{T}{L} \right) \) where \( |\mathcal{P}| \) is the size of the message set and \( \left( \frac{T}{L} \right) \) is the length of the list generated at the decoder. The converse result for LD codes indicates that, if \( \lambda_{LD}^{(n)} \to 0 \) as \( n \to \infty \), then \( R \leq C \) \([3, 6]\).

Combining this with \([4]\) we obtain:

\[
\lim_{n \to \infty} \frac{1}{n} \log \left( \frac{M}_K / \left( \frac{T}{L} \right) \right) \leq C.
\]

This leads to a contradiction and completes the proof.

For \( T = 1 \), we use \( |\mathcal{P}| = M/K \) instead of the bound in \([4]\) and the rest of the proof follows as above.

**Remark 2:** Theorem \([1]\) and \([2]\) suggest that the necessary and sufficient conditions presented depend on the channel only through its channel capacity \( C \), and are applicable to all channels whose capacity can be determined.

**IV. Feasibility, Rate and Capacity**

In this section we examine the asymptotic tightness of the bounds presented in the previous section under different regimes representing how \( M, K, L, \) and \( T \) increase with \( n \). In particular, we assume \( K, L < M \) and their exponential rates are finite, i.e. \( \lim_{n \to \infty} \frac{1}{n} \log M < \infty \).

To simplify the presentation, we define the following quantities.

**Definition 4:** The rate of a family of \((M, K, L, T, n)\) LED codes is defined by \( R = \lim_{n \to \infty} \frac{T}{n} \log \frac{M}{K} \).

**Definition 5:** The gap for a family of \((M, K, L, T, n)\) LED codes is defined by,

\[
\mathcal{G} = \begin{cases} 
0 & T = 1 \\
\lim_{n \to \infty} \frac{T}{n} \log \frac{K}{T} & T > 1 
\end{cases}
\]

**Corollary 1:** If \( \mathcal{R} < C \) with \( C > 0 \) and finite, then there exists a feasible family of \((M, K, L, T, n)\) rate \( \mathcal{R} \) LED codes for the channel \((X, \mathcal{Y}, \mathcal{W})\) with capacity \( C \).

**Proof:** The proof is given in two parts.

1. \( 0 \leq \mathcal{R} < C \):

Note in this case, \( MT \geq KL \) since \( \mathcal{R} \geq 0 \), and \( T = O(1) \) since \( C \) is finite.

We define \( v_j = \frac{(M-K)}{(M-L)} \left( \frac{K}{L} \right) \), and consider the term \( v_T \). Using Proposition \([A,2]\) in the Appendix:

\[
v_T = \frac{1}{\sqrt{T}} \left( KLe^{MT} \right) e^{-\Delta_1},
\]

where \( \Delta_1 = \Theta \left( \frac{T}{K} + \frac{T}{L} + \frac{KL}{MT} \right) \). Since \( T \) is bounded and \( M > KL \), \( v_T = \left( \frac{KL}{M} \right)^T \).

The hypothesis of the corollary implies:

\[
e^{-nC} \leq v_T \leq \sum_{j=T}^{\min(K,L)} v_j.
\]

Finally \([6]\) and Theorem \([1]\) guarantee the existence of a feasible family of codes.

2. \( \mathcal{R} < 0 \):

For any \( j_0 = \frac{KL}{e^\alpha n} \) with some nonnegative \( \alpha \), such that \( 0 < j_0 < K \) and \( 0 < j_0 < L \), Proposition \([A,2]\) suggests that:

\[
v_{j_0} = \frac{1}{\sqrt{j_0}} e^{(1-\alpha n)} e^{\alpha n} \frac{KL}{e^\alpha n} e^{-\Delta_2},
\]

where \( \Delta_2 = \frac{KL}{e^\alpha n} (1 + o(1)) \). This implies that if \( \alpha \) is non-zero, then

\[
\lim_{n \to \infty} \frac{1}{n} \log v_{j_0} = \lim_{n \to \infty} \frac{(1-\alpha n - e^{-\alpha n}) j_0}{n} = -\infty.
\]
Also note the following always holds under the condition $R < 0$,

$$\sum_{j=0}^{\min(K,L)} v_j = 1 - \sum_{j=0}^{T-1} v_j \quad (9)$$

$$\geq 1 > e^{-nC}, \quad (10)$$

for any $C > 0$. Here (9) follows from the identity $\sum_{j=0}^{\min(K,L)} v_j = 1$, and (10) follows from the fact that all the terms in the sum decay faster than any first order exponential due to (8).

Finally, (9), (10) and Theorem 2 imply the existence of a feasible family of $(M, K, L, T, n)$ codes.

**Remark 3:** Unlike the rate of classical codes, the rate of LED codes may be negative. When the rate is negative, which could happen for example if the list sizes at the encoder and/or decoder grow fast enough, we have feasibility for any channel whose Shannon capacity is non-zero.

**Corollary 2:** If there exists a feasible family of $(M, K, L, T, n)$ rate $R$ LED codes for a channel $(\mathcal{X}, \mathcal{Y}, \mathcal{W})$ with capacity $C$, then $R - G \leq C$.

**Proof:** Note for $T = 1$, the proof immediately follows from Theorem 2. Also for $MT \leq K^2$, $R - G \leq 0$, and the Corollary follows. Hence for the rest of the proof we assume $MT > K^2$.

First define

$$J = \begin{cases} e^{\alpha n} & \text{if } K > 0 \\ K & \text{otherwise} \end{cases}$$

for any $\alpha$ such that $K \geq J \geq T$.

Then Theorem 2 suggests

$$e^{-nC} \leq \left( \frac{L}{T} \right)^K \sum_{j=T}^{K} w_j$$

where $w_j = \binom{K}{j} \binom{M-K}{K-j} / \binom{M}{j}$. By Proposition A.1 and the assumption $MT > K^2$, $w_j$ is a decreasing sequence for large $n$.

Therefore

$$e^{-nC} \leq \left( \frac{L}{T} \right) \sum_{j=T}^{J} w_j + \left( \frac{L}{T} \right) \sum_{j=j}^{K} w_j$$

$$\leq \left( \frac{L}{T} \right) J w_T + \left( \frac{L}{T} \right) K w_J.$$ 

By applying Proposition A.2 and (13), (14) in the Appendix, we get

$$e^{-nC} \leq \frac{J}{T} \left( \frac{K^2L}{MT^2} \right)^T + \frac{KL^T}{T} \left( \frac{K^2}{MT^2} \right)^{J} \quad (11)$$

Note the second term in the sum in (11) has a double exponential decay, thus:

$$e^{-nC} \leq \frac{J}{T} \left( \frac{K^2L}{MT^2} \right)^T. \quad (12)$$

i. If $T = O(1)$, then we can choose $\alpha$ arbitrarily small and (12) simplifies to:

$$e^{-nC} \leq \left( \frac{K^2L}{MT^2} \right)^T$$

which leads to $R - G \leq C$.

ii. Otherwise for $MT^2 > K^2 L$,

$$\lim_{n \to \infty} \frac{1}{n} \log \frac{J}{T} \left( \frac{K^2L}{MT^2} \right)^T = -\infty$$

and (12) cannot be true. This implies that if $T \to \infty$, then $MT^2 \leq K^2 L$ and $R - G \leq 0$.

**Remark 4:** Corollary 1 and 2 suggest that the necessary and sufficient conditions of Section III become tight for the special case $T = 1$. Hence for $T = 1$, the existence of a feasible family of LED codes can be determined by simply comparing the code rate (as in Definition 4) with the Shannon capacity of the channel.

Moreover, for feasibility the list sizes at the terminals are transferable as long as their product is conserved, since the rate only depends on the product $KL$.

**V. Conclusions**

In this paper, we have studied how to communicate a chosen subsets of messages over a noisy channel. In our treatment, we have provided fundamental limits for feasibility in terms of number of messages $(M)$, the list size at transmitter $(L)$, at the receiver $(L)$, overlap threshold $(T)$, and the Shannon capacity of the channel $(C)$. Specifically, we have derived necessary and sufficient conditions for asymptotically error free communication and argued that they depend on the channel only through its capacity. Our results have illustrated that for the special case $T = 1$ the necessary and sufficient conditions coincide and communication is possible only when rate, defined as $R = \lim_{n \to \infty} \frac{1}{n} \log \frac{MT}{L}$ is smaller than capacity.

**APPENDIX**

In this appendix we examine the asymptotic behavior of the sequence $v_j = \binom{K}{j} \binom{M-K}{L-j} / \binom{M}{L}$ for $j = 0, \ldots, \min \{K, L\}$. For the following we assume, as in the previous sections, $M$ exponentially increases with $n$, $M > K$, and $M > L$.

**Proposition A.1:** There exists a $n_0 \in \mathbb{N}$ such that the sequence $\{v_j\}$ is either unimodal or decreasing in $j$ for all $n > n_0$. If the sequence is unimodal, its maximum is reached for some $j^* \leq KL/M$.

**Proof:** First define,

$$a_j = \frac{v_{j+1}}{v_j} = \frac{(K-j)(L-j)}{(M-K-L+j+1)(j+1)}.$$ 

Since $\{a_j\}$ is a decreasing sequence in $j$, and $a_s = 0$ for $s = \min \{K, L\}$; $v_j$ is decreasing if $a_0$ is smaller than 1 and unimodal if $a_0$ is larger than 1.
Considering the following limits:

\[
\lim_{n \to \infty} a_n = \lim_{n \to \infty} \frac{KL}{M} = 1
\]

\[
\lim_{n \to \infty} a_{j_0} = \lim_{n \to \infty} \frac{KL}{Mj_0} = 1
\]

\[
\lim_{n \to \infty} a_{j_1} = \lim_{n \to \infty} \frac{j_0}{j_1} = 0
\]

for any \( j_0 = \frac{KL}{M} \) and \( j_1 > \frac{KL}{M} \).

We can argue the existence of \( n_0 \) such that for all \( n > n_0 \), \( v_j \) is decreasing if \( M > KL \), and unimodal with the maximum at some \( j^* = j_0 \) otherwise.

**Proposition A.2:** For any \( 0 < j < K \) and \( j < L \):

\[
v_j = \frac{1}{\sqrt{j}} \left( \frac{KL}{Mj} \right)^j e^{-\Delta}
\]

where

\[
\Delta = \sum_{k=1}^{\infty} \frac{1}{(k+1)!} \left( \left( \frac{(K+L-j)^{k+1} - K^j + L^j}{M^k} \right) + \frac{j^{k+1}}{k!} + \frac{j^k}{L^k} \right). \]

**Proof:** For any \( A, B, C \in \mathbb{N} \):

\[
\left( A \right)^{B+1/2} = e^{O\left( \frac{1}{B} \right)} \frac{A^{B+1/2}}{B^{B+1/2}} (A-B)^{A-B+1/2}, \quad (13)
\]

\[
\left( 1 - \frac{A}{B} \right)^C = e^{C \log(1-A/B)} = e^{-C \sum_{k=1}^{\infty} \frac{A^k}{k!}}, \quad (14)
\]

Here (13) follows from successive application of Sterling approximation [7], and (14) follows from the Taylor expansion of \( \log(1-x) \).

The proposition simply follows from application of those identities on \( v_j \). By noting \( (1 - A/B)^C \) \( = 1 \) for \( B > AC \), we have

\[
v_j = \frac{1}{\sqrt{j}} \left( \frac{KL}{Mj} \right)^j \times \left( 1 - \frac{K}{M} \right)^{M-K} \left( 1 - \frac{L}{M} \right)^{M-L} \left( \frac{(K+L-j)^{M-L} - K^j + L^j}{M^k} \right) + \frac{j^{k+1}}{k!} + \frac{j^k}{L^k} \left( 1 - \frac{K}{M} \right)^{M-K-L+j} \left( 1 - \frac{L}{M} \right)^{L-j} \]

\[
\times \left( 1 - \frac{KL}{Mj} \right)^j e^{-\Delta} = \frac{1}{\sqrt{j}} \left( \frac{KL}{Mj} \right)^j e^{-\Delta}.
\]
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