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We present a theory of cooperative-competitive intelligence (CCI), its measures, research program, and applications that stem from it. Within the framework of this theory, satisficing sub-optimal behavior is any behavior that does not promote a decrease in the prospective control of the functional action diversity/unpredictability (D/U) potential of the agent or team. This potential is defined as the entropy measure in multiple, context-dependent dimensions. We define the satisficing interval of behaviors as CCI. In order to manifest itself at individual or team level, this capacity harnesses properties such as degeneracy, pleiotropy (pluri-potentiality), synergies, and metastability. Intelligence is embodied because intelligent behavior is deeply dependent on body functionalities, defined as entropy measures. We base our theory on three principles: (a) relativity of functional entropy/information in agent (team)-environment systems, (b) tendency toward the satisficing level of D/U potential, and (c) tendency toward the non-decreasing D/U potential. The conjunction of these three principles provides existence of sub-optimal behaviors associated with CCI. First, we deal with the problem of how to reduce multidimensional behavior to a concept that accounts for the vast set of scenarios in which CCI is manifested. Secondly, we define and discuss the three interacting principles that underpin CCI behavior as well as providing an outline for a future CCI research program supported by agent-based modeling and empirical research. Finally, we provide some preliminary practical issues that stem from the theory.
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INTRODUCTION

Concepts such as game intelligence, sport intelligence, or technical/tactical intelligence are common in the scientific literature and in discussions among practitioners but are used vaguely and have rarely been elaborated (e.g., Gould et al., 2002; Blue, 2009; Memmert et al., 2010; Rosslee, 2014; Lennartsson et al., 2015). These concepts have been used primarily in team sports, while their use for individual sports is mostly absent altogether (with the exception of Blue, 2009 for golf-specific intelligence). Sport intelligence has been predominantly considered...
from the traditional trait theory perspective and from explanatory patterns belonging to and used eminently by the information-processing theory. For example, Gould et al. (2002) defined sport intelligence as a highly developed set of traits, such as decision-making, innovativeness, and quick learning. Memmert et al. (2010) used the traditional, sport-contextualized definition of intelligence as convergent tactical thinking, or more precisely, as the ability to find the best solution (e.g., best positioning). Recently, a thoroughly developed “psychometric trait” model of sport intelligence was suggested (Rosslee, 2014). This model constitutes sport intelligence as a set of six interacting sub-systems spanning over different levels, starting from the neuro-physiological up to the metaphysical level. On the other hand, psychometric research on collective intelligence traits (e.g., Woolley et al., 2010) have revealed that individual intelligence contributes far less than the properties of interpersonal interactions. This means that a psychometric (or indeed, any other lower level, such as neuro-physiological or genetic) approach to intelligence reveals a high level of dependence in the understanding of intelligence. Hence, a general conceptual framework of intelligence, valid for both the individual and the collective level, seems hard to obtain within these kinds of approaches. This state of affairs clearly points to a need for a more general conceptualization of intelligence in cooperative-competitive environments, which would be valid for the individual as well as the collective level of action. In other words, level-dependent variables, although important for each level, have to be treated as specific rather than general determinants of CCI.

Another aspect of game intelligence was captured by constructing a theoretical game model (Lennartsson et al., 2015). Within the framework of this approach, the fundamental idea is the concept of potential, that is, the difference between the probability of the offense scoring the next goal and the probability that the next goal is scored by the defense. Authors have obtained optimal strategies for both offense and defense, and one main result is that the optimal defensive strategy exists when the maximum potential of all offensive strategies is minimized.

Based on the above, it becomes clear that intelligence in competitive-cooperative environments, such as sport, can be conceptualized differently depending on the level at which it is defined (personal or collective), or on some limited behavioral properties that lack generality. This is the main reason why we have adopted a more general approach to intelligence in this paper as the tendency of living systems and their dynamic social structures (e.g., teams) to evade and escape states of reduced possibilities in what we call functional action diversity/uncertainty (D/U) potential, where the potential is expressed through the entropy concept (Hristovski, 2017). Under D/U potential, we understand action diversity/uncertainty, which consists not only of richness of the functional coordinative patterns (i.e., functional classes of action or movement forms) of the agent and/or among agents but also of the diversity/uncertainty potential in timing resolution, speed, and other skill parameters. For example, larger entropy in the variable of accuracy or acuity means larger resolution of perception-action.

A constant space with a finer-grained structure, or higher sensitivity to details, has larger entropy because of greater discriminatory ability (see Gibson and Gibson, 1955; Araújo et al., 2019). In a similar vein, D/U potential may be based on degeneracy, i.e., the capacity of agents and teams to attain a similar outcome by structurally different components, e.g., Edelman and Gally (2001), but can also be based on the capacity to functionally change the intended outcomes. Hence, these concepts are not necessarily reducible to degeneracy.

In the text that follows, we offer a general conceptualization of what we call cooperative-competitive intelligence (CCI) in order to capture current definitions of game intelligence as special cases of CCI. CCI would include a vast set of behaviors that exist in sports science literature under different names, such as: sport intelligence, game intelligence, and technical/tactical intelligence. However, it may also include a wider set of behaviors outside the immediate sports performance realm, such as strategic planning.

The CCI term is chosen because it does not tend to define intelligent behavior solely at the scale of sports performance (e.g., a competition or a match) but also captures the longer-term tendencies of strategic behavior in systems that contain cooperative-competitive interactions in general. Keeping in mind that the systems we plan to discuss are multidimensional complex adaptive systems, the first question that comes to mind is: how can we dimensionally reduce the multidimensional behavior to a concept that can be useful in a principled way in accounting for the vast set of scenarios in which CCI is manifested? Obviously, this problem needs a selection of what can be called a “common conceptual currency.”

**ENTROPY AS A COMMON CONCEPTUAL CURRENCY**

In recent research, entropy as a partial measure of performance has been extensively used either in individual or in collective sports. Researchers have investigated a large set of variables in many sports disciplines (e.g., Hristovski et al., 2006; Passos et al., 2009; Fewell et al., 2012; Vilar et al., 2013; Couceiro et al., 2014; Silva et al., 2016; Castellano et al., 2017; Gonçalves et al., 2017; Neuman et al., 2018; Lopes and Tenreiro Machado, 2019, 2020), showing that behavioral entropy, as measured by different entropy measures, has considerable effect on a number of teams and individual performance indexes. These immensely important results seem to point to a possible unifying explanation of how entropy, as a property of these systems, enters and becomes relevant for performance. We concur with the claim that behavioral entropy is a highly relevant concept for sports performance. In the text that follows, we will explain the relevance of the entropy concept for performance by showing that it underpins the CCI concept in a specific way.

The main reason why CCI can be defined in entropy terms is because it sufficiently unifies different measures of variability (e.g., variance, range, etc.), that is, variability can be put under the same measure. Moreover, it is often expressed as a logarithm of a spatial construct, line, surface, volume, and any scale.
whether physical or formal (i.e., formal scales in psychology or physiology can be cast in spatial terms). In thermodynamics, the dependence of entropy on variability and space variables are given in one of the basic relations between entropy and temperature (i.e., variability) and volume (space) (Balesku, 1975). Hence, an entropy value can be ascribed to any construct that can be expressed as a variability and/or a space. In this way, entropy enables us to work with a “common currency” in different dimensions. For example, space creation and occupation, number of possible passes, and agility can be all expressed as entropy.

In the research on perception-action, it has been convincingly argued that the information picked up by agents to control their actions can be cast as a co-variance between the distal properties of environment and the structured energy array that further co-varies with the perceptual systems of agents (Segundo-Ortin et al., 2019). Because of the co-variance relation, the ecological information can be quantified as Shannon information (defined as a reduction of entropy; e.g., de Carvalho and Rolla, 2020).

In the text below, we define and discuss the three interacting principles that underpin CCI behavior. We first discuss the relativity of the information-entropy principle and show what the adaptation of agents and teams to their environment means in terms of the increment of the functional integrative information of the system. The integrative information of the system is seen by the external observer as behavioral D/U potential. The sufficing variability principle then sets a limit to the growth of the D/U potential and is manifested as a dynamic entity dominantly constrained by the richness of environmental perturbations. The tendency toward non-decreasing action D/U potential unifies the manifestations of CCI in different dimensions and some aspects of creative behavior. Finally, we discuss some aesthetic, practical consequences and outline a research program that stems from this conceptualization of CCI. To help the interested reader grasp some of the more abstract ideas, suitable examples are provided in each subheading.

**PRINCIPLES OF THE THEORY**

**Principle 1: The Relativity of Information**

**Entropy. Non-functional and Functional Action Diversity/Uncertainty Potential**

The principle of D/U potential (Hristovski, 2017) captures two moments. First, it captures important aspects of the transition from non-functional to functional action, diversity/uncertainty of the system (agent or team). Second, it captures the relativity of the role of functional action diversity/uncertainty potential for the system when seen, on the one hand, from within, and on the other, by an external observer. The term potential signifies that the diversity or uncertainty of actions need not be manifested always and everywhere. When the context allows, the system may attain its goals using highly repetitive actions. The term “potential” means a space of individual or collective action properties, which, when needed, can be organized in order to attain a certain well-defined goal or chain of sub-goals. It also has a wider meaning than repertoire of movement forms, including perceptual and other psychomotor abilities.

This principle contends that the practice-induced transition from non-functional to functional D/U potential from the perspective of the agent or team (perspective from within) represents gaining integrative information and greater within-system certainty. Seen, however, from the external observers’ (e.g., opponent’s) perspective, it represents gaining functional entropy or functional uncertainty. This is because in a finite configuration space, the sum of the entropy and information is constant (Layzer, 1975). This means that before the occurrence of some event, its entropy (i.e., degree of uncertainty) is equal to the information one obtains after its occurrence. A gain in information is always compensated by loss in entropy and vice versa (Layzer, 1975; Serdyukov, 1987). Hence, according to this, the training process is conceptualized as a conversion of entropy into stable integrative information structured by different psychomotor dimensions (Hristovski, 1989). Integrative information is defined as information that arises from the couplings among goal-directed actions of the system. The behavior of agents in a deterministic and stable environment is then formulated as a variation principle of the least entropy (uncertainty) action. From this, it follows that in highly stable and repetitive (i.e., predictable) environments, adaptive systems will converge to a minimum uncertainty by minimizing the irrelevant action variations. However, even so-called “individual” sport competitions rarely offer highly stable environments. On the contrary, competitions create conditions where the highly demanding non-cooperative behavior of the environment is the rule rather than the exception. In such non-deterministically changing non-cooperative environments, agents (players and teams) must develop high D/U potential to increase their fitness and survival possibilities. This means that the adaptation process on long time scales, such as years, rests on a tendency of permanent increase in the D/U potential which affords the ultimate goal, the survival (winning) of the system in sports environments. In our view, therefore, cooperative intelligence would crucially depend on how the agent or team manages the adequate level of integrative information within its boundaries and the entropy (unanticipatedness or uncertainty) potential for the opponent, while being continually under their (environmental) perturbing influences. Between-team competitive intelligence would depend on the abilities of the agent or team to suppress the opponents’ integrative information and increase the non-functional entropy. Importantly, within-team competitive intelligence would be higher, if the intra-team competition brought about larger integrative information and larger entropic (uncertain) behavior potential for the opponents.

The principle is general, but let us cast it in a more familiar form for the reader, in terms of synergies and the process of reducing the bad and increasing the functional (good)
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1Information as a quantity here should be understood as arising from co-varying variables or processes and as a magnitude of integration or organization (e.g., Haken, 2006) rather than in the sense of capacity of communication channels or codes (Shannon and Weaver, 1949). On the other hand, in the text that follows, ecological information will be named as such.
variability (Latash, 2008). This example is especially important to make a distinction between non-functional and functional D/U potential. The former is present mostly in novices, and the latter, in experts. Synergy has been defined as the capacity of reciprocal compensatory intervention of component variables $V_1 - V_n$ in order to maintain the achievement of certain goal or performance variables (Latash, 2008). The co-varying and reciprocally compensating components induce necessarily a dimension reduction of the system. It has mostly been exploited in motor control literature (Schöner, 1995; Scholz and Schöner, 1999; Latash, 2008; Maldonado et al., 2018) and to a lesser degree in interpersonal, social systems literature (Dodel et al., 2010; Riley et al., 2011; Passos et al., 2018).

In the light of the principle of entropy-information relativity, agent or team adaptation may be conceptualized as an increasing disagreement between the external observer and the agent (or team) performing a task on the level of the functional uncertainty of the agent’s or team’s future policy. For simplicity, let us assume that a certain policy has to satisfy a well-defined stable task goal constraint. As depicted in Figures 1A–C, the process of adaptation may be portrayed as a sequence A→B→C; that is, as an ongoing condensation of configurations of the component actions given by variables $V_1$ and $V_2$ on the manifold (the blue line) signifying the increased frequency of attaining the task goal. One can consider that each red oval represents a task realization (a trial), which was achieved by some configuration of component variables $V_1$ and $V_2$. Panel A would represent a case where the agent, dyad, or the team very rarely comes close to attaining the goal. Accordingly, panel C would, therefore, represent an ideal case in which all trials of the agent, dyad, or the team attain the goal (e.g., scoring a point or making a successful pass).

In Figure 1, the functional variability spreads along the blue line and the non-functional variability spreads in a direction perpendicular to the blue line. One may understand it as a goodness of fit between the configurations of component values $V_1$ and $V_2$ and the blue line which represents the subset of configurations of $V_1$ and $V_2$ which satisfy the goal constraints. In other words, it represents how good the co-varying and reciprocally compensating combinations of components fit the goal. If $V_1$ and $V_2$ lie anywhere along the blue line, their synergy satisfies the goal constraint. If they lie far from the blue line, there is no functional synergy. The goal is far from being attained. Hence, there may be a large number of combinations of component actions that satisfy the goal constraints, not only one. In multidimensional spaces, more than two independent component variables may also create synergies (Latash et al., 2007). The component variables $V_1 - V_n$ may be intrapersonal (e.g., muscle activations, joint angles, moments of inertia, etc.) or interpersonal variables (see Black et al., 2007; Dodel et al., 2010; Riley et al., 2011; Passos et al., 2018).

Concerning the entropy-information relation, the initial state of scarce co-variation between elementary variables corresponds to the case of high entropy $H$ and low integrative information (I) between components $V_1$ and $V_2$ of the system (see Figure 2, oval A). As the novice learns, the synergy component variables start to co-vary, increasingly satisfying the goal constraints. Increased covariance means increased mutual information (I) among elementary variables. This gain in information is at the expense of the reduced entropy (H) of the system. A goal-attaining synergy contains large mutual (shared) information among the components $V_1$ and $V_2$ and low entropy intrinsic to the system (i.e., agent or team; Figure 2, ovals B and C). However, since there is a large amount of good variance, for an external observer, the synergistic system has a large uncertainty potential, while simultaneously being able to satisfy the goal constraint. This means that the synergies for an external observer are functionally entropic, diverse, and uncertain. “Functionally” means that the synergy satisfies the goal constraints. The synergy achieves the goal. For an external observer, the maximally functional uncertain behavior in Figure 2 would be oval C, which corresponds to Figure 1C.

Reducing maximally the variability along the blue line (Figure 1D), however, maximally increases the information and minimizes the entropy within the system as neither non-functional nor functional variability is present there (Figure 2, oval D). This can be a case for behavior in deterministic and cooperative environments in which there is only one way to attain the goal. However, for competitive and non-deterministic environments, this is quite non-adaptive behavior.

Accordingly, establishing functional couplings within the agent, agent-environment, or cooperative agent-agent system is creating integrative information or, equivalently, loss of entropy within the system. As the formation of such functional couplings within the system proceeds, the D/U potential of the system (agent or team) increases. This means that the team functionality consists of the capacity to satisfy the goal constraints in diverse ways. Because functional diversity is proportional to uncertainty (unanticipatedness), it means that the system, by becoming more diverse, becomes more functionally uncertain for the environment or external observer (e.g., opponents’ team).

It is important to see that this is valid at multiple levels, not only at the individual level. For example, the diversity of strategically constraining the game (different formations) will reflect the potential diversity of behavior of player dyads and individual players. Conversely, non-expert teams cannot be diversified much at the strategic level due to their lack of competencies on multiple levels. They cannot be sufficiently functionally diverse. In experts, in contrast, as the system becomes potentially more functionally diverse, an external observer will be less able to tell the policy, which will be used by the system to satisfy its goal constraints. The adaptive
The system will become increasingly functionally uncertain for the observer (or the opponent).

Individual Agent-Environment Level of D/U Potential

At the level of agent-environment, consider the following example: the novices’ task is to prospectively control the ball in order to drive and allocate it in the goal area. Their behavior may be very volatile and have high entropy/uncertainty within their limited space of possible action configurations. Their coupling with the ball is highly uncertain from both: their perspective and from the observers’ perspective (Figure 1A).

For example, total beginners, in their degrees-of-freedom exploratory phase of motor learning (Davids et al., 2012), will hardly successfully control the ball prospectively and each time will be surprised by the unexpected bounce of the ball off their leg. The co-ordination between their perception-action systems and the ball can be utterly uncertain from their point of view, but also from the external observer’s (see Figure 1A).

However, this uncertainty is not functional. If the novices’ actions are uncertain and functional, then novices would be highly competitive, which is a contradiction.

In this case, there is high entropy (uncertainty) within the novice-ball system as well as high uncertainty as observed from the point of view of the external observer. There is low integrative information (I) within the novice-ball-environment system and thus high non-functional entropy (H; see Figure 2, oval A). They, the novice and the observer, can concur on the high level of non-functional uncertainty of the novice-ball system.

On the other hand, after some time of practicing, during the solution, stabilization, and especially the degrees-of-freedom exploitation phase (Davids et al., 2012), the novices’ space of possible functional action configurations has expanded and they can reach the goal area in different ways of controlling the ball (Figures 1B, C). Their behaviors will still be diverse and hence uncertain (entropic) from the perspective of an external observer but highly under control (non-entropic and thus
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**Figure 1** |

Task solutions (i.e., behaviors) are given as combinations of component variables $V_1$ and $V_2$ as red ovals. Task solutions that satisfy goal constraints are given as a blue line. These solutions are functional task solutions. Intuitively, entropy decreases and information increases with the higher condensation of red ovals along the blue line. This is captured by the shape of the oval on the scatterplot. (A) Component variables $V_1$ and $V_2$ do not efficiently co-vary. They seldom lie along the blue line. Consequently, task solutions rarely satisfy goal constraints. Entropy $H$ is maximal, and hence, common integrative information within the system is minimal. The variability and uncertainty of individual or team behavior are also maximal, but rarely functional (i.e., positioned at the blue line). Thus, the diversity/uncertainty (D/U) potential is small. (B) Task solutions fit well with the blue line, which consists of the values of combinations of $V_1$ and $V_2$, which satisfy the goal constraints. There is high, although not complete, functional co-variation of component variables $V_1$ and $V_2$. The variability along the blue line is larger than the variability perpendicular to it and, therefore, the functional D/U potential is larger than that in panel A. There is lower than maximal entropy in the system and, hence, common integrative information within the system is present. (C) All the variability of task solutions lies on the blue line, meaning they all satisfy the goal constraints. Component variables maximally and functionally co-vary. This is the case of maximal functional D/U potential. (D) Only one combination of component variables $V_1$ and $V_2$ exists and satisfies the goal constraint. All trials are accumulated in the same oval. Neither variability nor functional diversity exists in this case, meaning that D/U potential is zero. This case corresponds to a maximally stable action in a deterministic environment, e.g., automatic robot devices in car factories. The entropy of the system (H) is zero and the integrative information (I) is maximal.
predictable) from their own perspective (Figure 2, oval B and C). They have attained functional diversity and uncertainty, including, but not reduced to, deceptive movements. The ex-novice and the external observer will not concur on the degree of uncertainty or surprise of the ex-novice-ball system. For the ex-novice, ball behavior will be controllable and very predictable [high integrative information (I)], but for the external observer, it will not be predictable [sufficiently high entropy or surprisal (H)]\(^1\). The ex-novice will be able to control and, hence, prospectively anticipate what will happen next to the ball she/he drives (high I), but not so the external observer (sufficiently high H). In individual sports such as gymnastics, the larger D/U potential of performers produces larger surprisal, and in track and field or swimming, a larger potential set of pacing strategies and, hence, larger potential uncertainty for co-competitors (e.g., Thiel et al., 2012; Mytton et al., 2015).

**Multi-Agent Level of D/U Potential**

Teams have been depicted as superorganisms (Duarte et al., 2012). The relativity of the information-entropy principle offers a way of explaining how a group of agents becomes a team. Consider a group of novices that attempt to keep possession of the ball. Their behavior is highly uncertain, but not functionally uncertain. The group is, to a large degree, disorganized. The uncertainty of behavior within the group (as seen by each novice inside the group) is high, as is the uncertainty of the group as seen from outside. They do not form a unit (or units), which is (are) functional (Araújo and Davids, 2016). They do not form a team (see Figure 1A).

On the other hand, a team of trained agents is functionally uncertain in the sense that they can realize their goal (e.g., score a point or make a successful pass) in different ways by means of forming temporary task-specific units based on internal, diverse inter-agent functional couplings (Figures 1B,C). In skilled agents, affordances are used for prospective (future goal-directed) control, meaning that teammates can coordinate and form synergies more successfully, if they are well attuned to each other’s affordances (see Silva et al., 2013). A team, or within-team dyad, as a functional unit, exists to the degree in which its members contribute to the decreasing entropy (increasing integrative information) within the system and the functional uncertainty of the team for external observers (e.g., opponents; Figures 1, 2). At this multi-agent level, whenever a team loses a ball due to interception by the opponent or the inaccuracy of a pass, the red oval is out of the blue line, decreasing the integrative team information (I) and increasing the non-functional entropy (H). On the contrary, when there is a successful pass, it is on the blue line and signifies the presence of integrative team information, because the combination of component variables \(V_1\) and \(V_2\) achieves the goal (i.e., satisfies the goal constraints). If the team is able to achieve the goal by passing in many different ways (combinations of \(V_1\) and \(V_2\)), then its functional diversity and uncertainty as a superorganism is high. Also, the integrative team information (I) is higher than in the group of novices (Figure 2). Figures 1, 2 help in depicting the opponents’ task, which is always to push the team from state C or B toward A. In other words, to decrease the integrative information of the team and to increase internal entropy, while the goal of the team is the opposite.

On the other hand, opposing agents and teams may also co-vary. However, they do not build synergies due to the absence of the same goal, which has to be kept stable. The opponents’ goal is different and, therefore, meaningful performance goal variables are different. In the language of synergies, the opponents’ co-variance with players tends to
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\(^1\)They can concur on the level of functional diversity, though. Both, the observer and the ex-novice will judge the functional diversity as increased.

**FIGURE 2** | Entropy (H)-Information (I) relation in synergies. Ovals A, B, C, and D refer to respective panels on Figure 1. Oval A represents minimal agent or team integrative information (I) and maximal entropy (H). This is also the case of a maximal but non-functional uncertainty (H). Oval B is a case of the system’s increased integrative information (I) and lower entropy (H). The increase in integrative information has reduced the entropy (uncertainty), but uncertainty (H) becomes partly functional. Oval C, the integrative information (I) of the agent or team is even more increased and the entropy (H) decreased. Here, entropy (H) comes solely from the functional variability along the blue line in Figure 1. This is the ideal case of the functional integration of the agent or team, and its functional D/U potential for the external observer or the opponents is maximal. Oval D represents an excessively (non-flexibly) integrated agent or team, with maximal integrative information (I) and absence of functional D/U potential (H) for the external observer or opponents.
increase the non-functionality of the team, that is, to increase the dysfunctional entropy within the opponents’ team.

### Principle 2: The Satisficing D/U Potential

Satisficing action means sufficiently satisfying behavior where the sufficiency of the outcome may be constrained by some additional criteria (Simon, 1956), for example, criteria such as dribbling past an immediate opponent, dribbling past five immediate opponents in a row, scoring a point, winning at least fifth place in an international tournament, or simply qualifying for some international championship, or winning gold medal in the world championships five times in a row. Note that the fulfillment or not of these criteria cannot be predicted beforehand but can only become clear after the fact. Controlling and fulfillment of such criteria would need a full model of agent or team behavior, which is currently not possible (Glazier and Davids, 2009a,b). Since the outcomes of individual movements are context-dependent and there are an infinite number of ever-changing contexts, it becomes impossible to predict the individually globally optimal behavioral pattern.

Sub-optimal behavior, on the other hand, is the one that is **sufficing** in its functionality for the given context (Byron, 1998). When speaking about the D/U potential, Simon’s concept of sufficing is close to the concept of requisite variety (Ashby, 1956). This concept describes the principle that states that in order to cope with a variable environment, the system (in our case the agent or team) has to be, at least, as variable as the environment. By joining the two principles, one can speak of **sufficing variability**, that is, variability that suffices for attaining the goal (Hristovski, 2017). For example, players facing an undefended space during a counterattack (i.e., having a large D/U potential) would typically use small behavioral variability (i.e., small D/U behavior), which is sufficient to conquer the space as quickly as possible and try to score a point. On the other hand, if they are approached by one or two defender players, which reduce their D/U potential, they will increase behavioral variability (i.e., the D/U behavior) to some level of sufficing in order to achieve the goal. The achievement or non-achievement of the goal will **post factum** tell whether the level of behavioral variability was sufficing. In general, whereas in stable and cooperative environments the tendency of behavior is to attain low action entropy potential – stabilizing tendency (e.g., walking on flat surfaces such as streets), in uncertain and non-cooperative environments, adaptive behavior is to sufficiently increase the action entropy potential in order to be able to satisfy the goal constraints of the organism. Learning to detect the level to which the D/U potential has to be engaged depending on the opponent is of utmost importance for the success of athlete and team performance. Specific training methodologies may be needed to develop this aspect of abilities. This process is based on permanent co-adaptation of the agent/team-environment/opponent system that sets the asymptotic level of convergence.

Wissner-Gross and Freer (2013) describe intelligence as future entropy maximization tendency. However, in biological systems, global entropy maximization may have limits due to the energy costs of such a behavior. A good example of such restriction in biological systems is the overcompensation phenomenon. It can be detected at cellular, functional, or overt performance level after a suitable amount of perturbation (training impulse) applied to the agent. Overcompensation is the evanescent state of increased functional (integrated information) potential of the organism, which vanishes if the organism is not faced with certain continuity of such perturbations. In the introduction, we defined the functional action potential as a D/U potential. Hence, due to the perturbation, i.e., fatigue, the diversity potential of the organism temporarily decreases, and the cell or organism reacts **prospectively** by a temporary increase in the diversity (integrated information) potential. It most likely anticipates, in a sense of strong anticipation (Dubois, 2003; Stepp and Turvey, 2010), the possible incoming perturbations and prepares to negotiate them with enhanced potential. This is a clear example of intelligent behavior. However, the biological system does not continue to increase the potential without limits, although there are immediate available excess resources for it that can be used (e.g., glycogen deposits). The satisficing principle is due in part to the fact that each agent has limited resources of energy for action and for **globally** maximizing the space of future action possibilities, i.e., the D/U potential, would quickly exhaust energy resources. There seems to be a trade-off of energy and entropy/information properties. If perturbations cease, the D/U potential returns to the pre-perturbation level, which it temporarily decreases. This phenomenon has been routinely detected on a macroscopic measurement scale as a daily or monthly (Verkhoshansky and Siff, 2009) time series of ability performances (see Figure 3).

Here, it is important to note that the non-decreasing D/U potential is obtained within a certain temporal window, temporal prospect, or horizon. It will continue to increase only if the environment applies a perturbation to the system, by temporarily suppressing the D/U potential. Otherwise, it remains adapted by sufficing the D/U principle to the current environmental demand. The temporary suppressing of the D/U potential, as, for example, getting fatigued during the training session, is made to prospectively increase it, which is the CCI goal within a certain temporal frame. On the contrary, excessive perturbations may cause long-term suppression of the potential, which is not the CCI goal in the said temporal frame.

Thus, it seems plausible to claim that the long-term environmental requirement of sufficing D/U potential in agents and teams is the **reason** for the emergence and evolution of properties such as degeneracy, pluripotentiality (Seifert et al., 2013), metastability (Kelso, 2012), and synergies (Latash, 2008), which, in a circular causality fashion, stabilize the development of the D/U potential. In this light, it seems that the striving toward the non-decreasing action space of possibilities is why biological degeneracy, pleiotropy, and metastability have been
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1. One can hypothesize that overcompensation is an evolutionarily stabilized instantiation of strong anticipation, a purely dynamic effect in which the “slave” system coupled to its “master” system anticipates the behavior of the latter. In this case, the master system would be the environment and the slave, the cell/agent.
evolutionarily stabilized. While degeneracy and pleiotropy (pluripotentiality) form the basis of the repertoire (set of synergies) of individual or team actions (Seifert et al., 2013; Ric et al., 2016), the dynamic mechanism of metastability is responsible for switching among them (Hristovski et al., 2009; Kelso, 2012; Bruineberg and Rietveld, 2014). The net result of the non-decreasing entropy tendency in agents and teams is attaining stability through flexibility and stability of the flexibility (defined as a part of the diversity).

Hence, the satisficing principle as a sub-optimal solution can be expressed as subject to satisfying inequality constraints (e.g., $\Delta H \geq 0$), which means that the satisficing solution for any agent or team is any average value of $\Delta H$ (change of D/U potential) that is equal to or greater than 0. This means that CCI can be conceptualized as an average behavioral tendency of agents and teams to resist their future actions to be suffocated by the environmental (opponents') perturbations. In this formulation, the upper limit of behavioral diversity/uncertainty $H$ is determined by the satisficing principle. The average here exists because, on some occasions (as in the case of overcompensation), in absence of perturbations, the D/U potential may converge to some arbitrarily given initial value after passing the period of increased potential, which will mean its local decrease. The decrease is, in fact, a re-adaptation to smaller environmental challenges (perturbations). This, however, adds another property to the CCI. In order to grow on average, more often than not, the agent or team must be subject to perturbations that will stimulate the fulfillment of CCI growth conditions. Hence, the satisficing principle puts demands on the system that needs to grow its CCI. Growth of intelligence needs perturbations in the other direction to H growth, to which the system will respond with $\Delta H > 0$ behavior. In other words, this means that the development of CCI is necessarily dependent on environmental dynamic properties. A system coupled to challenging and stimulating environments represents a system of growing CCI. The term “challenging” here means perturbations that are strong enough to provoke the growth and evade the temporary stalemate, which may, on a longer time scale, turn into a decrease in the D/U potential.

**Principle 3: The Prospective Non-decreasing Action D/U Potential**

This principle claims that a system (agent or team) tends toward non-decreasing D/U potential: the system develops a reactive force in an opposite direction to any perturbation from the environment/opponents, which reduces the previous state of D/U potential (Hristovski, 2017). What the opponent strives to do is to minimize the D/U potential of the opponent or team and simultaneously increase or at least maintain its own satisficing level of potential action entropy.

At the basic level, two forces are molding the behavior: nested goal gradients and the entropy (decrease-increase) force. These forces drive the adaptive response of the system. The nested goals may be keeping the ball in possession, in order to be able to score a point, in order to win (survive) the match. This “nestedness” already assumes a level of D/U potential that can attain these sub-goals in the face of permanent perturbations of the opponent to reduce the chances of attaining the goals by reducing the D/U potential. On the other hand, the force toward non-decreasing D/U potential can in fact be defined as a goal-setting force. The system’s general goal is always not to allow the decrease of its opportunities for action. Seen in a certain time frame, this means that, even if the system is temporarily pinned down and has reduced prospective action D/U potential, it always seeks ways to escape from this state. Moreover, in competitive environments, CCI would seek to escape from this state with a sufficing rate, given the constraints. This can be expressed as the sufficing entropy rate or production. For example, a player that has to temporarily dribble-pass one or a few opponent players, through a reduced D/U potential corridor, will negotiate this situation...
in sufficing rate by having in prospect the perceived free space (larger D/U potential) located further in the field. Otherwise, if the situation affords her/him not to succeed in this action, s/he may decide to pass the ball to a teammate, which sufficiently increases the D/U potential of the team prospectively. This is the same prospective adaptive reaction that we described earlier in relation to overcompensation. The reactive force simply acts as a negative feedback, not allowing the initially reduced D/U potential to become even more reduced in the future, so the system becomes pinned down to some minimum, which would most likely bring about non-achievement of the goal (e.g., a stolen ball, receiving a goal, losing the match, etc.). Hence, the larger the accessible time scale at which the system non-decreases its entropy, the larger its CCI. Being sensitive to constraints that play a crucial role at these time scales is a part of intelligent behavior. In general, the larger the time frame of the prospective action D/U potential (H), and the quicker one escapes from its reduced state, the larger the CCI behavior.

More generally, the co-adaptivity at multiple time scales and levels may be defined as a competition of two forces: (a) the tendency to decrease the opponent’s opportunities of action and increase their informativeness or predictability (suppression) and (b) the tendency to increase one’s own D/U potential, i.e., flourishing (see Figure 3).

In fact, in the light of the interplay of these forces, opponents and fatigue (on different time scales) play identical positive adaptive roles, temporarily reducing the potential prospective D/U potential, while pushing the agent’s organic systems, or the team, to recover or overcompensate. This non-decreasing entropy tendency is basically an anti-fragility phenomenon (Kiefer et al., 2018), claimed as a general principle in sociology, psychology, and biology from cell to society (Taleb and Douady, 2013).

Some consequences for the emergence of competitive teams stem from these principles. In general, non-decreasing D/U potential, at the level of agent or group of agents, is often only possible through social cooperation. In sports teams, social cooperation is underpinned by becoming sensitive to affordances. Thus, at performance level, becoming attuned to each other’s affordances (Silva et al., 2013) is one of the means through which the principle is realized. In other words, the tendency of non-decreasing D/U potential is the driving force of the formation and stability of social structures in general and of sports teams in particular. That is, the formation of social structures seems to be a consequence of CCI. As we mentioned above, teams exist to the degree to which their members contribute to their non-decreasing D/U potential. From this perspective, intelligent behaviors, individual, dyadic, and collective, simply emerge as a consequence of satisfying non-decreasing D/U potential constraints.

Within the framework of ecological dynamics, decisions are grounded in actions (Araújo et al., 2006, 2019). Actions are agents’ decisions. The actions of living agents are always future-oriented, i.e., prospective (Turvey, 1992), based on perceiving opportunities of action (affordances) that the environment offers and which are not only immediate but also more distant in time (Bruineberg and Rietveld, 2014; Seifert et al., 2014). Hence, CCI at performance level is fully embodied because it is not only crucially dependent on, but also to a degree consists of, bodily capacities (effectivities), which make the usable set of affordances larger, and hence, more flexible. CCI is the capacity of (individual and collective) decision-making to always non-decrease (i.e., maintain or increase) the prospective D/U potential. In other words, CCI is a tendency to keep at or grow to, the satisfying level of the prospective control of behavior within some time horizon. Creativity is one of the means to grow the D/U potential.

The game is a permanent exploration of possibilities for satisfying the sub-goal of scoring a point and consequently the main aim of winning the game, i.e., to survive. In this sense, the exploratory phase can be considered as an “incubation” period of the creative process, before the sudden emergence of the satisfying solution that leads to the scoring point (i.e., the satisfaction of the goal constraint). Whenever, the environment (opponent) temporarily suppresses the D/U action potential, the agent (individual or team) is constrained to find/create a solution to the immediate circumstances in order to recover its previous D/U state of possibilities or increase it (Hristovski et al., 2011). After a perturbation that decreases the D/U potential, the system strives to compensate or over compensate the previous potential level of action entropy. Flourishing is a process/state, characterized by an increase in the D/U potential action entropy and is based on creativity. Suppressing habitual action policy and discovering a new mode for attaining the goal is a mode of creativity, (e.g., Torrents et al., 2020). If CCI can be defined as a tendency of non-decreasing the D/U potential, then it follows that there is a tendency of (intrapersonal and inter-personal) positioning in the zone from which a large set of actions are easily achievable (switchable), that is, the zone of optimal grip on the field of affordances (Bruineberg and Rietveld, 2014).

Hence, with respect to the definition of the CCI as “finding the best solution” (Memmert et al., 2010; Memmert, 2015), from the aforementioned, it follows that only if the agent or team is not pinned down (i.e., s/he has a satisficingly large solution space in prospect), can s/he detect the sub-optimal solution (Byron, 1998) in a form of acting on affordances that sufficiently satisfies the task goal constraint. If initially cornered, then a better solution will be the one that will open his/her space of opportunities (enlarging the D/U potential). The non-decreasing D/U potential is, in fact, the goal of every CCI system. The game theory definition of game intelligence (Lennartsson et al., 2015) is the probability of the offense

---

9The time horizon at the level of performance is orders of magnitude shorter than the one characteristic for the strategic planning of matches, etc. However, the principle is valid for all these temporally nested activities.
scoring the next goal minus the probability that the next goal is scored by the defense. This definition directly follows from the principle we are currently discussing. Only an agent or team with, on average, larger D/U potential can have a larger probability of scoring a point than the opponents. Note that this is valid not only for phases of ball possession but also for phases of defense. For example, a “bunker defense” in football may effectively suppress the opponents’ attacking D/U potential (see Figure 3) by keeping opponents further from the goal area and lowering the probability of scoring a point. It also increases the undefended opponents’ space on the pitch (increased D/U potential for counter-attack). One can see that both definitions of game intelligence can be inferred as special cases of the non-decreasing D/U potential principle.

In fact, the trade-off of suppressing and flourishing (Figure 3) signifies the interplay between one type of creativity (see Torrents et al., 2020) and the CCI. Offentimes, creativity is fostered when the environment does not enhance the opportunities of action of the agent (performer or team), but instead suppresses them (Hristovski et al., 2011). This occurs when the environment (opponent) does not subside to perturbations by the agent or the team. It occurs when there is a negative feedback from the environment as a response to the agent’s actions. While co-adaptivity within the team strives to produce a positive feedback for some initial possibility enhancement, co-adaptivity between opponent teams strives to create a negative feedback that tends to suppress the initial enhancement of action entropy in the opponent’s team. Hence, CCI may be related to creativity to a degree, which, in fact, has been demonstrated in recent studies (Memmert, 2015).

**Biological Intelligence as a Non-decreasing D/U Potential**

We have already considered biological overcompensation as a fundamental expression of biological intelligence that satisfies our conceptualization of CCI. However, the suppressing-flourishing dynamics of D/U potential can also be particularly well detected in various forms of reciprocal compensations between psychomotor dimensions during the agent’s or team’s action. Psychomotor variables such as agility, power, strength, accuracy, speed, endurance, timing resolution, etc., as well as morphological variables (Hristovski and Dukovski, 1996) are self-organizing properties of the agent-environment system (Hristovski et al., 2010; Hristovski, 2017). In ecological psychology, on the one hand affordances and on the other motor abilities and morphological variables (i.e., effectivities) are complementary to each other. Affordances are body- or action-scaled (Fajen et al., 2008). For example, the endurance ability directly enables a larger diversity of immediate or time sequences of affordances, i.e., potential running tactics. These variables and their interactions are part of what may be called biological intelligence. The larger the volume within the effectivities space, the larger the field of affordances on which it can be acted (Bruineberg and Rietveld, 2014), given the rest of constraints.

Performance in all of these variables depends on the effectiveness of coordinative processes at many levels starting from the cellular metabolic to the organism-environment level. Bosch (2015) discusses this from the aspect of intra- and inter-limb coordination. What we understand here as coordination subsumes Bosch’s ideas, but also coordination among all levels. For example, the synchronization of motor units is a type of intramuscular coordination. In addition, co-adaptation between cardiorespiratory systems (Balagué et al., 2016; Garcia-Retortillo et al., 2019) is coordination, although measured at the physiological level. This does not mean that the coordination at this level is independent. On the contrary, it is constrained from below and from above (Balagué et al., 2019). Hence, a larger performance in any or all of these abilities means a larger D/U potential of coordinative patterns and, hence, can be measured as entropy variables (Hristovski, 1989; see Figure 4).

An agent with a larger strength or power has excess potential of coordinative configurations, and hence, a larger D/U potential. Also, his/her integrative information (I) is larger, signifying a larger number and better reciprocal compensatory couplings among the components of the system. Hence, the D/U potential of coordinated components is larger.

It is important to emphasize, however, that all these separate abilities are possibly always contextualized within a certain form of life (Rietveld and Kiverstein, 2014) and molded by each professional environment (e.g., sports discipline).

**FIGURE 4 | Two interpretations of measurement scales. Left panel: the traditional interpretation: individual 1 shows a larger performance or score than individual 2 in certain ability or morphology tests. Right panel: individual 1 exhibits larger entropy/information in the same ability test. Here, entropy/integrative information is measured as a logarithm of the length of the scale interval to the position of the oval. One can immediately generalize this definition to n-dimensional space (volume) spanned by n-independent measures of abilities. In a first approximation, the entropy/information will be the sum of all of them.**
As lab-tested abilities, they are often not representative of their contextualized action manifestations. However, what was said above is valid also for the more contextualized variables once they become measurable. Therefore, we hypothesize that these abilities also form mutually compensatory and co-varying (i.e., dimension reducing) synergetic sets of variables specific for each sports discipline and are specific to individual agent-environment systems. These entropy synergies arise as a consequence of the suppressing-flourishing dynamics of D/U potential and would be a part of what we call here biological intelligence.

For example, the possible synergies (reciprocal compensations) between attention focus and body acceleration may be investigated. In certain contexts, the lower acceleration ability of an agent may be compensated by his/her larger attention focus and acuity, or vice versa. Another example on an interpersonal level concerns the interplay between morphological and motor ability compensatory interplay. In order to decrease the D/U potential of the opponent, a boxer with long arms may keep the opponent with shorter arm length at a distance. Here, the length of the arms means larger/smaller potential space control, and hence, larger/smaller entropy, i.e., D/U potential (suppression/flourishing in the morphological/spatial dimension). The latter will have to reciprocally compensate his/her shorter arms disadvantage and his lowered D/U potential by an increased degree of agility performance (flourishing in agility dimension) and attempt with short unanticipated incursions to satisfy her/his goal constraints. The third example concerns the action direction (directional D/U potential) of a player and the free space (D/U) available toward the goal area: a player that has vast space available toward the goal (large D/U potential) typically moves by the shortest path (low D/U). However, when opponent players try to reduce her/his space of action potentialities (i.e., to lower her/his D/U potential) s/he switches to higher entropic (higher D/U) behavior in an attempt to dribble-pass opponents.

An intelligent response of agents to the reduction of the D/U potential in a certain dimension tends to be compensated by a future prospective increase in D/U behavior in the same or another dimension or dimensions. This reciprocal compensatory co-variation of different ability dimension entropies is, hypothetically, an instant of intelligent behavior, present also on a social (team) level. For example, a quick reallocation of the ball can be achieved not only by a very fast player but also by a well-synergized team of moderately fast players.

**ARCHETYPICAL MOTIFS OF CCI DYNAMICS**

The CCI theory enables not only scientific but also some more qualitative, philosophical research directions. In his paper “Sport as a drama” (Kreft, 2012), the author states that dramatic aspects of sport and sports games are more existentially dense and aesthetically attractive than theater dramas since the actors are real persons, taking real risks (p. 230). Concurring with Kreft, we would like to briefly comment on how the CCI theory, particularly suppression-flourishing dynamics, captures the dramatics of cooperative-competitive events (e.g., sports, games, and life itself), by containing deeply archetypical aspects of the existential striving of human beings and living forms. In sport, as in any drama, one can readily detect most, if not all, elements of Freytag’s dramatic structure (Freytag and MacEwan, 1908) such as exposition, rising action, climax, falling action, and catastrophe. As previously explained, from the aspect of CCI theory, in sports, these elements emerge spontaneously at many time scales as a result of the antagonistic action of two entropic forces, namely, the flourishing and suppressing force. In our view for the philosophy, especially the aesthetics, of sport, it would be important to analyze the content of antagonistic archetypal motifs such as: Eros vs. Thanatos, survival vs. extinction, hope vs. despair, life vs. death, freedom vs. confinement, etc. These qualitative aspects stemming from the CCI theory may be the core of Kreft’s existential density that forms the dramatics of sports competition. On the other hand, these possibly pertinent relations between quantitative entropic forces and the qualitative experience of antagonistic motifs may enable a fruitful realm of future mixed-methods research in sports philosophy, sociology, and psychology. An example of this kind of research could be the relationship between the behavioral and archetypal experiential dynamics of athletes and supporters during phases of dominant suppression and flourishing quantified as D/U potential.

**AN OUTLINE OF A FURTHER RESEARCH PROGRAM**

**Theory Predictions and Testing**

A desideratum for any scientific theory, aside from its conceptualizing and explanatory power, is to be able to make predictions about the behavior of the system it deals with. At the level of sports performance, the theory of CCI puts forward a general prediction (hypothesis) that can be formulated in the following way: all actions of the system (individual agent or team) emerge from the interplay of two forces subject to specific constraints: the entropic forces as explained above and the general goal of the system. In the text that follows, we offer two interacting strategic approaches in order to test this general prediction. Specific models and predictions (hypotheses) that stem from it can be formulated as behavioral scenarios. We also provide some examples of these scenarios.

**Theoretical Modeling Deductive Approach**

Sports behavior stems from a multidimensional dynamic system with cooperative and competitive interactions. A suitable deductive approach to understanding CCI would consist of building agent-based models (see Bonabeau, 2002). However, instead of the usual practice of providing each agent with a set of specific rules for each dimension, and scenario-dependent rules of behavior, initially agents can be constrained in fewer dimensions by the principles depicted above. For example, the motivation climate (e.g., Duda and Appleton, 2016) as a slowly changing variable (Balagué et al., 2019) may be applied.
to an individual agent-environment (Withagen, 2018) and/or at the team level as the entropy parameter. The cascade effects toward quicker processes may then be simulated down to performance level. Entropy principles, which could be applied as a “common currency” among simulated dimensions of behavior, seem more parsimonious due to the substantial reduction of the simulation cost. However, the main advantage and heuristic strength of this approach would be that, in such a scenario, predicted behavioral rules will emerge out of the interaction between the principles and the contextual constraints. For example, we saw previously that space conquering or creation, passing, dribble-passing, or invading actions can be predicted as being a consequence of the tendency of non-decreasing D/U potential. The first step would provide basic behaviors that can be simulated at the level of dyads and increasingly higher-order collectives for different scenarios. These basic predicted emergent behaviors would be the outcome of a small, partial, subset of the full set of dimensions present in real-world behaviors. The level of fidelity of these behaviors can then be validated by comparing the essential variables extracted from the simulated behavior with real-world data from identical scenarios. Based on the detected similarities and differences between simulations and real-world data, the next step would be the parametrization of the model by additional dimensions, i.e., constraints, which can also be cast in the form of satisfaction conditions of the same principles. In this iterative process, we suggest that one can finally reach high-fidelity simulations of cooperative-competitive intelligent behavior and then, by manipulating certain constraints, study the quantitative and qualitative changes of behavior. For example, intelligence defined as a tendency toward non-decreasing D/U potential may be at odds with ethics. In order to maintain or increase its options, the system may not act in coherence with some basic social values. This can be an interesting topic for future research. In this way, one can hope to genuinely understand such cooperative-competitive behaviors based on a few basic principles.

Empirical Inductive Approach

The empirical research could proceed in parallel to the deductive approach outlined above. As we saw in the text above, CCI manifests as a tendency toward non-decreasing D/U potential. Note that it is the “common currency,” that is, entropy formulation of D/U potential, which can reveal the compensatory processes of the intelligent coping of systems. As described in the previous text, oftentimes, the suppressed D/U potential in one dimension may be compensated in another dimension and enable flourishing. If we analyze the compensatory processes in their manifest dimensions (space, direction, number of possible passes, agility, etc.), we will hardly be able to detect and formulate the existence of compensatory phenomena in the space of D/U capacity. Some examples of research may include the following elementary scenarios (predictions): (1) If a certain space becomes occupied by opponent players (reducing the behavioral D/U potential of the team), a teammate demarks another spatial position in order to receive the ball (increasing the team’s behavioral D/U potential). In this case, the dimension state of numerical imbalance is transferred to a relevant spatial dimension state, and both can be formulated in entropy units. (2) The team synchronously moves into the opponent’s half of the field. Synchronization displays low entropy behavior in the direction or relative phase dimensions. However, the D/U potential of passes between teammates increases because of the synchronous movement of the team centroid to the opponents’ half. Where there are more teammates, there are more possible passes and, in general, larger D/U potential. In this case, the directional (or relative phase) dimension state is transferred into the connectivity (number of possible passes) state dimension, and both can be formulated in entropy units. (3) Another scenario is when the occupation of space by opponents would correspond to a perturbation that lowers the team’s action space and a teammate’s demarcation to the recovery compensation corresponding to increasing opportunities for action. In this case, the possibility of spatially defined (or numerical imbalance) lost action transfers into an action possibility gain of the angular dimension, and both can be formulated in entropy units. (4) As a result of conquered space by opponents, the player that possesses the ball compensates his lost space by increasing her/his entropy of actions (attempts to dribble-pass the opponents who have conquered the space). In this case, there is compensatory behavior from the spatial dimension into the individual action dimension. Both can be formulated in entropy units.

Other scenarios of such compensating synergic phenomena may also be predicted as multidimensional, spontaneously emergent, compensatory cooperative-competitive, intelligent behaviors. The results of these and similar studies would have mutually supporting and modifying interactions with results coming from the deductive approach. Big data analytical tools (multilayer neural networks, support vector machines, deep learning, and other current and future analytical techniques) coming from Machine Learning Toolbox, may be used to extract the essential macroscopic, mesoscopic, and microscopic behavioral variables. These variables can then be used in a circular regulative manner for improving the deductive modeling part of the research. In this fashion, an original and fertile research program can emerge in the future.

CONCLUDING REMARKS AND PRACTICAL ASPECTS OF THE THEORY

The full-blown detailed practical consequences of the theory can be assessed after sufficient research with content as described in the previous section. However, some preliminary notes on the practical work of coaches and athletes, or participants in cooperative-competitive activities in general, can be outlined. In the theory, CCI was conceptualized as the capacity of an agent or a team to successfully evade or escape the state of reduced sufficing D/U potential quickly enough. To successfully evade the reduction in D/U potential, one has to be able to...
prospectively negotiate environmental perturbations. To successfully escape, one has to develop the multidimensional transfer of D/U potential in the form of multidimensional synergy reorganization. Some examples for practitioners to consider are given below.

The theory of CCI fosters the development of capacity measures for escaping and evading the reduced D/U potential. At the individual CCI level, self-reliant agents (e.g., players) who are not dependent on detailed instructions of coaches may be able to unleash larger D/U potential. Hence, skill acquisition pedagogies, which promote this kind of “hands-off” approach, seem to have a greater potential for accomplishing this task (Davids et al., 2008; Chow et al., 2015; Button et al., 2020).

Pol et al. (2020) argued that the objective of the training process itself should be rethought: instead of excessively focusing on the decontextualized development of the conditional, motor, and psychological attributes or dimensions separately, work should be done on developing the context-dependent D/U potential of athletes/teams. As argued previously, the development of the D/U potential may emphasize, specific to each sport contextualization, the functional reciprocal compensations (i.e., synergies) among different dimensions (e.g., motor, conditional, psycho-affective, collective, and social). For instance, anxiety, injury, or stress in one player, which effectively reduces his/her D/U potential, can be compensated through strategic collective tactical actions prescribed by the coach. However, the work on the skills of athletes/teams to functionally self-reorganize, within the ethical norms, by finding fast multidimensional compensations would be a worthwhile long-term endeavor.

This aim also includes the development of pluripotential (i.e., pleiotropic) players in collective sports (Rangel et al., 2019), that is, players with sufficiently overlapping tactical roles. The development of sufficiently pluripotential players and teams involves work on the following sub-tasks: (i) practitioners and researchers should work jointly on determining the degree of skills and competencies overlap in the team, which is satisfying and contextualized for different types and intensities of perturbations by the opponents, (ii) working on the way in which D/U potential-reducing perturbations of different types may be dampened. For example, it can be achieved in the form of task redistribution within sub-groups of players with overlapping competencies, (iii) acquiring skills on negotiating characteristic channels within the team through which D/U-suppressing perturbations are spread by different types of opponents and perturbations, (iv) managing to negotiate the formation of characteristic “hot or task congestion spots” within the team and their characteristics for different types of opponents and perturbations, and (v) learning how to dampen further perturbations across a team in order to eliminate the decreased D/U potential hot spots or to reduce the likelihood of their formation.

In order to develop the athlete/team D/U potential, critical training zones (or zones of abundance) may be detected by experienced coaches through the manipulation of constraints (Hristovski et al., 2013). These zones are characterized by the locally maximized D/U potential of the athlete/team. Practicing in this kind of zones may provide a boost to the necessary perception-action skills of athletes.

CCI theory also suggests that working on skills for quick detection and adaptation of the satisfying D/U potential, relative to the opponents, is of key importance during training and competition. In competition, athletes and coaches often make strategic assessment of the requisite use of resources for every opponent. Objectively, more competitive athletes/teams may lose against less competitive ones because the latter often increase their D/U potential when competing against superior opponents. The often-ignored reduced anxiety and increased motivation of inferior athletes/teams when competing with more powerful adversaries should be carefully considered since it increases their D/U potential. In contrast, the lack of motivation when competing against inferior opponents may reduce the D/U of highly competitive teams too much, leading to unexpected results (Clancy et al., 2016).

The CCI theory elaborated in this paper may also prove to have strong integrative capacity since it may be used to channel the practice in relatively disparate domains of human activities. For example, in the domain of well-being, diversification through compensatory activities in different domains (i.e., dimensions) other than stressful professional ones shows an increase in well-being experiences (e.g., Conner et al., 2018). In the realm of health, activities that increase the multidimensional D/U potential and compensatory synergies may prove to be of great importance (Balagué et al., 2020). According to the theory developed in this paper, practical work on these and similar issues supports the growth of CCI in the areas of sports, health, and well-being in physical activities.
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*Some unethical (or borderline) examples of behavior aimed at reducing the D/U potential of opponents are as follows: losing time feigning injury or holding back the ball under constraints of winning.*
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