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Abstract The COVID-19 coronavirus is one of the latest viruses that hit the earth in the new century. It was declared as a pandemic by the World Health Organization in 2020. In this chapter, a model for the detection of COVID-19 virus from CT chest medical images will be presented. The proposed model is based on Generative Adversarial Networks (GAN), and a fine-tuned deep transfer learning model. GAN is used to generate more images from the available dataset. While deep transfer models are used to classify the COVID-19 virus from the normal class. The original dataset consists of 746 images. The is divided into two parts; 90% for the training and validation phase, while 10% for the testing phase. The 90% then is divided into 80% percent for the training and 20% percent for the validation after using GAN as image augmenter. The proposed GAN architecture raises the number of images in the training and validation phase to be 10 times larger than the original dataset. The deep transfer models which are selected for experimental trials are Resnet50, Shufflenet, and Mobilenet. They were selected as they include a medium number of layers on their architectures if they are compared with large deep transfer models such as DenseNet, and Inception-ResNet. This will reflect on the performance of the proposed model in terms of reducing training time, memory and CPU usage.
experimental trials show that Shufflenet is selected to be the optimal deep transfer learning in the proposed model as it achieves the highest possible for testing accuracy and performance metrics. Shufflenet achieves an overall testing accuracy with 84.9, and 85.33% in all performance metrics which include recall, precision, and F1 score.
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1 Introduction

The coronavirus disease 2019 (COVID-19) is caused by severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2/2019-nCoV) [1, 2] and is considered one of the newest and most widespread viruses on the earth which was announced in December 2019. In March 2020 the World Health Organization has declared this new virus as a pandemic, meaning that the virus had spread globally and affected the entire world. COVID-19’s clinical symptoms range from asymptomatic to acute respiratory distress syndrome and multiorgan dysfunction. The common clinical features of this viral infection are similar to other respiratory infections which makes it indistinguishable. In several patients, the disease can progress pneumonia and respiratory failure [3]. The X-ray on the chest in cases of COVID 19 typically reveals bilateral infiltrations which may be normal in early illness. Computed tomography (CT) is considered a more sensitive and specific imaging tool that can show lung infiltration, ground-glass opacities and subsegmental consolidation in asymptomatic patients and patients with no clinical evidence of lower respiratory tract involvement.

In suspicious cases with negative molecular testing, CT scans were used to diagnose COVID-19; most of these patients had positive molecular results on repeated testing [3–5]. Here is the role of Artificial Intelligence and machine learning techniques would help doctors to detect and diagnose COVID 19 accurately and speedily. Over the last decade, various techniques in machine learning were developed and improved rapidly.

These techniques were used to improve the accuracy and time for diagnosis by CAD systems. Artificial intelligence (AI) has made tremendous progress in the area of analysis of medical images. Artificial intelligence including deep-learning systems for medical imaging has been developed especially in the extraction of image characteristics and including shape and spatial relation features.

Learning from a large number of training samples is the most important capability that AI models heavily rely on [6]. Deep learning algorithms achieved impressive and dependable results for computer vision tasks. To achieve high accuracy, huge datasets are needed by these algorithms for training. However, over-fitting is the main concern with deep learning algorithms when they are trained on small datasets, due to generalization lack. This issue is likely to occur with medical images. For supervised learning algorithms, the process of medical image annotation is a time-consuming issue since images would need to be annotated manually by experts [7].
Convolutional Neural Networks have achieved remarkable accuracy and performance in various applications through training on huge-scale annotated training data. Unfortunately, obtaining such huge annotated medical images is challenging. Classical Data Augmentation (DA) techniques such as rotation are geometric/intensity transformations of original images for accurate diagnosis [8]. Generative Adversarial Networks learn deep representations from data without the need for annotated training data. Learning is achieved through deriving backpropagation signals through a competitive process involving a pair of networks [9].

In this chapter, a model that is based on Generative Adversarial Networks and fine-tuned deep transfer learning model, is used for the detection of covid-19 from CT chest medical images. GAN is used to increase the number of images in the dataset by generating more images from the available dataset. Deep transfer models are used to differentiate between the COVID-19 virus and the normal class. The remaining of this chapter is organized as follows. In Sect. 2, related work and scope work will be explored. In Sect. 3, an overview of Generative Adversarial Networks and Deep Transfer Learning will be presented. The dataset used in the proposed model is discussed in Sect. 4. In Sect. 5, the proposed model’s architecture will be presented while Sect. 6 discusses our outcomes and discussion of the chapter. Finally, Sect. 7 provides conclusions and directions for further research.

2 Related Works

The coronavirus (Covid-19) draws other researchers’ attention to better explore the effects of this infectious disease [2]. One of those ways of investigation is the detection of pneumonia from X-ray chest images. There are numerous datasets for chest X-rays for pneumonia such as [10–12], but in this research, the dataset in [12] has been selected due to the availability of data and the dataset has been used in many research to compare our work with as it will be presented in the next paragraphs.

Saraiva et al. in [13] presented a classification of images of childhood pneumonia using convolutional neural networks. The authors proposed a deep learning model with 7 convolutional layers and 3 dense layers and achieved 95.30% testing accuracy. Liang and Zheng in [14] presented a transfer learning method with a deep residual network for pediatric pneumonia diagnosis. The authors a deep learning model with 49 convolutional layers and 2 dense layers and achieved 96.70% testing accuracy. Wu et al. in [15] presented a model to predict pneumonia with chest X-ray images based on convolutional deep neural learning networks and random forest, the authors achieved 97% testing accuracy.

Loey et al. in [16] proposed Generative Adversarial Networks with deep transfer learning for coronavirus detection in limited chest x-ray images. The lack of benchmark datasets for covid-19 especially in chest x-rays images was the main for authors. The main idea is to collect all the possible images for covid-19 and use the GAN network to generate more images to help in the detection of the virus from the available x-rays images. The authors claim that Googlenet is selected to be the main deep
transfer model as it achieves 100% in testing accuracy and 99.9% in the validation accuracy. Although all of the above works have achieved great accuracy in covid-19 classifications based on the patients’ x-rays, medical doctors have proven that covid-19 is probably not detected through x-ray images.

Huang et al. [17] used the convolutional neural network architecture of U-Net and trained it on an annotated dataset of COVID-19. A total of 842 patients (all confirmed to have COVID-19) were collected retrospectively for lung opacity segmentation training and testing, who underwent chest CT scans between 10 January 2020 and 25 January 2020 in Tongji Hospital, Wuhan, China.

Jin et al. [18] built an AI system that has can analyze CT images for the detection of COVID-19 pneumonia features. The system was trained on 1136 training cases (723 positives for COVID-19) from five hospitals. The system sensitivity of was 0.974 and the specificity was 0.922 on the test dataset.

Li et al. [19] developed a 3D deep learning framework COVID-19 detection using chest CT. It can extract both 2D local and 3D global representative features. The framework consists of a RestNet50 as the backbone. It takes a series of CT slices as input and generates features for the corresponding slices. The extracted features from all slices are then combined by a max-pooling operation. The final feature map is fed to a fully connected layer and the softmax activation function to generate a probability score for each type (COVID-19, CAP, and non-pneumonia). The framework archived 90% for sensitivity and 96% for Specificity. The collected dataset has about of 4356 chest CT exams for more than 3300 patients.

Sally et al. [20] has proposed Artificial Intelligence-inspired Model for COVID-19 Diagnosis and Prediction for Patient Response to Treatment (AIMDP). The Model has two function, the Diagnosis Module and Prediction Module. The Diagnosis Module is used for detecting the patients with COVID-19, while the Prediction Module is used for predicting the ability of the patient to respond to treatment based on different factors. The authors claim that the proposed model achieved accuracy 97.14%.

3 Generative Adversarial Networks and Deep Transfer Learning

GANs consist of two different types of networks. Those networks are trained simultaneously. The first network is trained on image generation while the other is used for discrimination. GANs are considered a special type of Deep Learning model. According to [21, 22], GANs have the ability and the power to generate reasonable new images from unlabelled or labelled original images with the capability to be used in various life applications.

Academic and industry fields have focused their attention on adversarial training scheme due to its efficiency and effectiveness in the process of new image generation. GANs have made significant improvements and marvelous performance in many
applications. These applications include image synthesis, semantic image editing, image super-resolution, style transfer and classification.

3.1 GAN Architecture

The important aspect of GAN is the min-max two-player zero-sum game. In this game, one player takes advantage of the equivalent loss of the other player. Here, the players correspond to different networks of GAN called discriminator and generator. The discriminator denoted as D, the main objective is to determine whether a sample belongs to a real distribution or fake distribution [23]. On the other hand, the generator denoted as G, generates a fake sample of images to deceive the discriminator.

Discriminator generates the probability of a given sample to be a real sample one. A real sample is likely to have a higher probability value. Fake samples are indicated by the near-zero probability value. The generator may have an optimal solution when the discriminator loses its ability to differentiate real and fake samples when the probability value is near to 0.5 [23]. The general architecture of GAN is shown in Fig. 1. A multi-dimensional random sample z is given as an input to the Generator to generate samples [23].

The Generator: The Generator is a neural network that uses random noise Z for image generation. The images generated from the Generator using noise are recorded as G(z). Gaussian noise is considered the input, which is a random point in latent space. During the training process, the parameter of both neural networks G and D are updated iteratively.

The Discriminator: The Discriminator is a neural network that works on determining whether a given image belongs to a real distribution or not. It receives image X as input and produces the output D(x) [24]. The objective function of a two-person minimax game is illustrated in Eq. 1

\[
\min_{G} \max_{D} V(D, G) = \mathbb{E}_{x \sim p_{data}(x)} \left[ \log (d(x)) \right] + \mathbb{E}_{z \sim p_{z}} \left[ \log (1 - D(G(z))) \right]
\]  

(1)

![Fig. 1 Graphical representation of the generative adversarial network](image-url)
The Analysis for time complexity (time performance), any explicit measurements of classification or training time could be a misleading. As the hardware capabilities (CPU, GPU, RAM), in addition to the software libraries (Matlab, Tensorflow) and the size of used dataset may reflect a lot about secondary elements, not on the GAN itself [25]. So the time complexity for GANs could be deceptive due to the large number of parameters that may affect the discrimination and training process.

3.2 Deep Transfer Learning Networks

Deep Learning is considered a branch machine learning that depends on algorithms for data processing and thinking process simulation, or for developing abstractions [26–28]. Deep Learning maps inputs to outputs by using layers of methods to process and analyze hidden patterns in data and visually objects detection [29–31]. Data is passed through each layer of a deep network, with the output of the previous layer providing input for the next layer. The first layer is the input layer in the deep neural network, while the output layer is the final layer in the deep network. All the hidden layers are located between input layers and output layers [26, 32].

Years after, various advances in deep convolutional neural networks further reduced the error rate on the image classification competition tasks. CNN models demonstrated significant improvements in succeeding in the ImageNet Large Scale Visual Recognition Competition (ILSVRC) annual challenges. The Visual Geometry Group at Oxford (VGG) developed the VGG-16 and VGG-19 model for the ILSVRC-2014 competition with a 7.3% Top-5 error rate [33]. The winner of the ILSVRC 2014 competition was GoogleNet with a 6.7% Top-5 error rate [34]. In 2015, Residual Neural Network (ResNet) is the winner ILSVRC 2015 competition with a 3.6% Top-5 error rate [35].

4 Datasets Characteristics

The COVID-19 CT scan images dataset [36] used in this research was created and published by Zhao et al. (https://github.com/UCSD-AI4H/COVID-CT). The dataset contains subfolders for each image category (COVID/NonCOVID). There are 742 CT images and 2 categories (COVID/NonCOVID). Figure 2 presents samples of the used data set in this research.
5 Proposed Model Architecture

The proposed model consists of three main blocks, the first block is responsible for generating a new image from the original dataset. The second block is the training and the validation process based on different deep transfer models. The final block is the testing process which calculates the overall testing accuracy with the performance metrics of the proposed model. Figure 3 presents the graphical structure for the proposed model.

In the first block, GAN is used to produce new images that will be used in the second block for the training and validation. The structure of the proposed GAN architecture is presented in Fig. 4. The proposed GAN architecture consists of three main phases: The first is the generator, the augmentation strategy and the third is the discriminator. The generator network consists of 5 transposed convolutional layers, 4 ReLU layers, 4 batch normalization layers, and Tanh Layer at the end of the model, while the discriminator network consists of 5 convolutional layers, 4 leaky ReLU, and 3 batch normalization layers. All the convolutional and transposed convolutional layers used the same window size of 4*4* pixel. Samples of generated images are presented in Fig. 5.

The second block of the proposed model is the training and the validation process using deep transfer models. Three deep transfer models have been selected for investigation in this research. The three models are Resnet50, ShuffleNet, and Mobilenet. Those deep transfer models were selected as the contains a medium number of layers.
| Generator Network                      | Discriminator Network            |
|---------------------------------------|---------------------------------|
| • Input                               | • Input                          |
| • Transposed Convolution 1            | • Convolution 1                  |
| • Batch Normalization 1               | • Leaky ReLU 1                   |
| • ReLU 1                              | • Convolution 2                  |
| • Transposed Convolution 2            | • Batch Normalization 2          |
| • Batch Normalization 3               | • Leaky ReLU 2                   |
| • ReLU 2                              | • Convolution 3                  |
| • Transposed Convolution 3            | • Batch Normalization 3          |
| • Batch Normalization 3               | • Leaky ReLU 3                   |
| • ReLU 3                              | • Convolution 4                  |
| • Transposed Convolution 4            | • Batch Normalization 4          |
| • Batch Normalization 4               | • Leaky ReLU 4                   |
| • ReLU 4                              | • Convolution 5                  |
| • Transposed Convolution 5            |                                 |
| • Tanh                                |                                 |

Fig. 4 GAN proposed architecture

Fig. 5 Samples of GAN generated images for COVID-19 class
if it is compared with large deep transfer model such as DenseNet [37], and InceptionResNet [38], which consist of 201 and 164 layers. While the selected models only contain 50 layers for Resnet50 [38], 50 layers for Shufflenet [39], and 53 layers for Mobilenet [40] as illustrated in Fig. 6.

The authors of research tried first to build their deep neural networks based on the works presented in [41–43] but the testing accuracy wasn’t acceptable. So, the proposed alternative way is to use deep transfer learning models to transfer the learning weights to reduce the training time, mathematical calculations and the consumption of the available hardware resources. This alternative method was adapted in similar research in [44, 45]. The selection of 80% for the training and 20% for validation proved it is efficient in many types of research such as [44, 45].

The selected deep transfer models have been fine-tuned in the last fully connected layer to adapt the number of classes in the data set. The number of classes is two (COVID-19, Normal) class.

6 Experimental Results

The proposed model was implemented using a software package (MATLAB). The development was GPU specific. All experiment trials were conducted on a workstation with Intel Core i9 (2 GHz) as a processor and 32 GB of RAM with Titan X GPU. All experiment trials were carried out by dividing the original dataset into two parts. The first part for the training which contains 90% percent of the original dataset while the second part for testing and contains 10% of the original dataset. The 90% percent represents 673 images while 10% represents 73 images from the original dataset.

The 90% percent of the original data was augmented using GAN to be 10 times larger than the original training dataset. The number of images has been raised to 6730 images. The 6730 images were divided into two parts, the first part contains 80% percent of the data which contains 5384 for the training phase. The second part contains 20% percent which contains 1346 for the validation phase. The hyperparameters for the proposed model were set to as following (i) learning rate = 0.001, (ii) mini-batch size: 64, (iii) number of iterations = 30, (iv) early-stopping = 3 epochs, and (v) optimizer: AdaBoost [46].
6.1 Deep Transfer Model’s Accuracy and Performance Metrics Without GAN

To measure the effectiveness of using GAN as image augmenters. Experimental trials were conducted directly on the original dataset. Table 1 presents the testing accuracy and performance metrics such as recall, precision, and F1 score [47]. The deep transfer models which are investigated in this research are Resnet50, Shufflenet, and Mobilenet.

The testing accuracy and performance metrics which include recall, precision, and F1 score were calculated according to Eqs. (2–5):

\[
\text{Testing Accuracy} = \frac{(TN + TP)}{(TN + TP + FN + FP)} \tag{2}
\]

\[
\text{Precision} = \frac{TP}{TP + FP} \tag{3}
\]

\[
\text{Recall} = \frac{TP}{TP + FN} \tag{4}
\]

\[
\text{F1 Score} = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \tag{5}
\]

where TP is the count of True Positive samples, TN is the count of True Negative samples, FP is the count of False Positive samples, and FN is the count of False Negative samples from a confusion matrix.

Table 1 illustrated that the testing accuracy with other related performance measurements is quite low. The highest accuracy was achieved by Resnet50 and Shufflenet with 80.82%. The performance metrics strengths that Shufflenet achieved better performance measurements than Resnet50. Nevertheless, all the achieved accuracies are quite low. Figure 7 presents the validation accuracy for shufflenet during the training process. The figure reflects that the data is limited to be trained on, as

| Metric/Model   | Resnet50 | Shufflenet | Mobilenet |
|----------------|----------|------------|-----------|
| Testing Accuracy | 80.82%   | 80.82%     | 74.08%    |
| Precision      | 80.11%   | 80.78%     | 74.05%    |
| Recall         | 80.02%   | 80.92%     | 74.92%    |
| F1 Score       | 80.06%   | 80.85%     | 74.48%    |
the validation accuracy is away below the training accuracy. The need for GAN is mandatory in this case to generate more images.

6.2 Confusion Matrices for Deep Transfer Models with GAN

The confusion matrix illustrates the testing accuracy of every class and the overall testing accuracy for any proposed models. It also helps in deciding the most appropriate deep transfer model that fits the nature of the original dataset. Figures 8, 9, and

![Fig. 8](image_url) Confusion matrix for Resnet50

(a) validation, and (b) testing
Figures 8, 9, and 10 illustrated that the deep transfer model achieved in validation accuracy 97.8, 97.3, and 96.9% for Resnet50, Shufflenet, and Mobilenet accordingly. The highest validation accuracy achieved by Resnet50 with 97.8%. Moreover, the figures also illustrated that deep transfer models achieved testing accuracy of 84.9, 84.9, and 76.7% for Resnet50, Shufflenet, and Mobilenet accordingly. The highest validation accuracy achieved by Resnet50 and Shufflenet with 84.9%.

Another measurement to test the proposed model accuracy is the measurement of testing accuracy for every class. Table 2 presents the validation accuracy for every class for the different deep transfer models while Table 3 illustrates the testing accuracy.

Table 2 illustrates that on the validation accuracy for every class Resnet50 achieved the highest accuracy possible for Covid-19, and Normal class. While Table 3 illustrates that on the testing accuracy for every class Resnet50 achieved the highest accuracy possible for Covid-19 class with 81.1%. Shufflenet deep transfer model
Table 2  Validation accuracy for every class using different deep transfer models

| Accuracy/Model | Resnet50 | Shufflenet | Mobilenet |
|----------------|----------|------------|-----------|
| Covid-19       | 97.0%    | 96.0%      | 95.4%     |
| Normal         | 98.5%    | 98.2%      | 98.3%     |
| Total Accuracy | 97.8%    | 97.3%      | 96.9%     |

Table 3  Testing accuracy for every class using different deep transfer models

| Accuracy/Model | Resnet50 | Shufflenet | Mobilenet |
|----------------|----------|------------|-----------|
| Covid-19       | 81.1%    | 79.5%      | 69.3%     |
| Normal         | 88.9%    | 91.2%      | 68.7%     |
| Total Accuracy | 84.9%    | 84.9%      | 76.7%     |

achieved the highest accuracy possible for Normal class with 91.2%. As the main target of this research is to detect the Covid-19, so Resent50 will be the optimal model until now. The final decision will be introduced after the investigation of performance metrics in the following subsection. Figure 11 illustrates the progress

Fig. 11  Validation accuracy progress for the training phase for Shufflenet with GAN
of the validation accuracy for Resnet50. Notably, the validation accuracy has been improved when the training was conducted without GAN as presented in Fig. 7.

6.3 Performance Metrics for Deep Transfer Models with GAN

The performance metrics which are investigated in this research are the recall, precision, and F1 score. Table 4 presents the recall, precision, and F1 score metrics for the different deep transfer model using GAN in the validation phase.

Table 4 illustrated that all the deep transfer model achieved competitive results ranging from 96.84 to 98.41% for all the performance metrics in the validation phase. Resnet50 achieved the highest percentage in the performance metrics with 98.30% in precision, 98.31% in the recall metric, and 98.30% in the F1 score metric in the validation phase.

Table 5 shows the recall, precision, and F1 score metrics for the different deep transfer model using GAN in the testing phase.

Table 5 illustrates that Resnet50 and Shufflenet achieved a close result in all performance metrics in the testing phase. Shufflenet achieved the highest percentage in the performance metrics with 85.34% on all performance metrics in the testing phase. According to the achieved results in the testing phase for overall testing

| Table 4 | The recall, precision, and F1 score metrics for different deep transfer models using GAN for the validation phase |
|---------|--------------------------------------------------|
| Metric/Model | Resnet50 | Shufflenet | Mobilenet |
| Precision | 98.30% | 97.25% | 96.97% |
| Recall | 98.31% | 97.34% | 96.84% |
| F1 Score | 98.30% | 97.30% | 96.90% |

| Table 5 | The recall, precision, and F1 score metrics for different deep transfer models using GAN for the testing phase |
|---------|--------------------------------------------------|
| Metric/Model | Resnet50 | Shufflenet | Mobilenet |
| Precision | 84.98% | 85.33% | 78.22% |
| Recall | 85.14% | 85.33% | 77.45% |
| F1 Score | 85.06% | 85.33% | 77.83% |
Shufflenet is selected to be the optimal deep transfer learning model as it achieved the highest possible testing accuracy and performance metrics. Figure 12 presents samples of testing images with the achieved testing accuracy.

### 7 Conclusions and Future Works

The COVID-19 coronavirus is one of the latest viruses in the new century. It was declared as a pandemic by the World Health Organization in 2020. In this chapter, a model for the detection of the COVID-19 virus from CT chest medical images is presented. The proposed model was based on Generative Adversarial Networks (GAN), and a fine-tuned deep transfer learning model. GAN has been used to generate more images from the available dataset. While deep transfer models have been used to classify the COVID-19 virus from the normal class. The original data sets consisted of 746 images. The data set has been divided into two parts, 90% for training and
validation while 10% for testing. The 90% was divided into 80% percent for training and 20% percent for validation after using GAN. Proposed GAN architecture raised the number of images in the training and validation process to be 10 times larger than the original dataset. The deep transfer models selected for experimental trials are Resnet50, Shufflenet, and Mobilenet. They were selected as they included a medium number of layers if it is compared with a large deep transfer model such as DenseNet, and InceptionResNet. That will reflect on the performance of the proposed model in terms of reducing training time, memory and CPU usage. The experimental trials showed that Shufflenet was selected to be the optimal deep transfer learning in the proposed model as it achieved the highest possible testing accuracy and performance metrics. Shufflenet achieved an overall testing accuracy with 84.9, and 85.33% in all performance metrics which included recall, precision, and F1 score. One of the potential future works is to select deeper deep transfer learning such as DenseNet, and InceptionResNet to improve the testing accuracy of the proposed model.
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