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Abstract: The agricultural sector continues to be the backbone of the Moroccan’s economy, employing 38% of the active working population and contributing to 13% of Gross Domestic Product (GDP). However, Moroccan agriculture is subject to multiple constraints, including volatility due to climatic conditions which continue to condition the economic performance of the country as a whole, despite the decrease in the share of agriculture in the sectoral composition. The main objective of this study is to econometrically explore the causality nexus between agriculture and GDP in Morocco, especially since the sector has benefited from new development strategies. Using Moroccan time series over the period 1980 to 2017, the paper employed the Granger causality based on the vector autoregressive model (VAR) in a dynamic multivariate framework, using five macroeconomic variables: GDP per capita, agricultural GDP, investment rate, money supply, and trade openness. The empirical results from the analysis detect the presence of bidirectional Granger causality between agriculture and GDP, implying a feedback relationship, and some unidirectional causal relationships involving the other macroeconomic variables used in the VAR model. The findings have important policy implications for the government to establish effective agricultural strategies, in particular with the inauguration of the new agricultural strategy «Green Generation» in 2020.
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1. Introduction

Agriculture is a crucial sector of the Moroccan economy. It contributes to the economic activity of nearly 13% and employment of 38% of the active working population, and plays a vital role in the country's food security and poverty reduction in the rural areas where it provides 74% of total employment [1]. The sector has received renewed interest from political decision-makers and economic actors, materialized mainly by reforms and new development strategies, namely: The Green Moroccan Plan in 2008 and Green Generation in 2020. Thanks to the particular dynamic stimulated by the Green Moroccan Plan launched in 2008 over 12 years and through the mobilization of 104 billion Dirhams ¹ of private and public investments [2], the agricultural GDP recorded a substantial increase, marked by an average annual growth rate of 5.2% between 2008 and 2017 (HCP², 2020). However, despite the decrease in the share of agricultural value added in the sectoral composition from 23.44% in 1965 to 11.38% in 2019 (FAOSTAT³, 2020), the country's economic performance remains intimately linked to the agricultural sector, which is highly dependent on climatic hazards, in particular the drought. Actors always raise the relationship between the agricultural sector and economic activity. Besides, agriculture has been erected as an

---

¹ Dirham is the Moroccan currency.
² Authors' calculation based on statistics from the High Commission for Planning of Morocco.
³ Statistics of food and agriculture organization of the united nations
engine of economic growth and an effective tool in the fight against rural poverty. However, few studies have empirically examined the agriculture-GDP nexus in Morocco to verify the role attributed to the agricultural sector. Assessment of the relationship between agriculture and economic growth is of particular importance for policymakers. In fact, the sensitivity of economic activity to agriculture highlights the interest to be accorded to any inappropriate agricultural policy change whose impact will be heavy on the country’s economy. Internationally, the empirical literature on the agriculture-GDP nexus is widely discussed and presents divergent results about the causality direction between the two variables [3-6]. This work attempts to fill gaps in factual knowledge of the subject at the national context. The main purpose is to examine the causality direction between agriculture and GDP in Morocco using the Granger causality in a multivariate vector autoregressive model (VAR). The remainder of this paper is structured as follows. Section 2 discusses the existing literature on the nexus between agriculture and GDP. Section 3 reports the used data and the econometric model mobilized. Section 4 analyzes and discusses the obtained results. Finally, the conclusion and policy implications are reported in section 5.

2. Literature Review

2.1. Empirical Studies

The role of the agricultural sector has been widely debated in the economic development field [7-13]. The agricultural sector plays a significant role in several developing countries through its contribution to national GDP, job creation, food security, and foreign currency inflows. On the other hand, the upstream and downstream links between agriculture and other sectors of the economy produce a simulation effect of economic growth [14, 15]. Gardner (2003) [16] showed a positive and significant relationship between the growth of agricultural GDP per worker and national GDP per capita for 52 developing countries. The author raised the question about the direction of causality between the two variables. Tiffin and Irz (2006) [17] picked up this analysis using the Granger causality test in the panel data for 85 countries. The main finding of this work is that agricultural value-added is the causal variable in developing countries. However, the direction of causality in developed countries is unclear. A series of empirical studies have been conducted by many authors in different countries to investigate econometrically the role of the agricultural sector and to examine the hypothesis of whether a causal link exists between agriculture and GDP [3-6, 18-20]. Because of the progress accumulated in the econometric analysis, almost all of the studies are based on time series by following an appropriate technique, which is determined mainly by the statistical properties of the variables. Table 1 summarizes the main information on previous studies concerning the Agriculture-GDP nexus.

| Reference | Region | Period | Variables | Methodology | Main findings |
|-----------|--------|--------|-----------|-------------|---------------|
| [3]       | Indonesia | 1985-2017 | Economic growth, agricultural added value, and industrial added value. | Vector Error Correction Model (VECM) | Evidence of a significant impact of agricultural added value on economic growth only in the short-term; Presence of a long-term directional causality from the economic growth on the agricultural added value. |
| [4]       | Benin | 1961-2014 | GDP, agricultural output, industry output and capital. | Vector Error Correction Model (VECM) | Presence of a long-run relationship between agricultural output, industrial output, capital, and GDP; Evidence of a positive impact of agricultural output on economic growth. |
| [5]       | Namibia | 1980-2015 | Economic growth and agricultural value added. GDP, value added in the agricultural sector, government spending, inflation rate and population size. | Co-integration and pairwise Granger causality | Evidence of a unidirectional causal relationship running from agricultural value-added to economic growth. |
| [6]       | Nigeria | 1981-2015 | GDP and gross domestic product of agriculture. | Johansen co-integration test and error correction model | Absence of a significant relationship between agricultural added-value and growth in both the short and long-run. |
| [18]      | Thailand | 1961-2009 | GDP and gross domestic product of agriculture. | Toda and Yamamoto approach | Evidence of a long-run causal relationship running from agriculture to economic growth. |
| [19]      | North Cyprus | 1975-2002 | Real GDP growth and growth in agricultural value added. | Granger causality approach | Presence of a long-run relationship between agriculture and economic growth; Presence of bidirectional causality between the variables. |
| [20]      | Malaysia | 1970-2010 | GDP and agriculture output. | Johansen-Juselius co-integration test and vector error correction model | Absence of causality in the short run; Presence of a bidirectional causality relationship in the long-run. |
| [21]      | Nigeria | 1986-2015 | GDP, agricultural output, gross capital formation, and labor force. | Autoregressive Distributed Lag (ARDL) | Evidence of a significant relationship between agricultural output and economic growth. |

Table 1. Synthesis of some empirical studies.
2.2. An Overview of Agriculture in Morocco

Agriculture plays a very important socio-economic role in Morocco. It generates 13% of gross domestic product, with significant fluctuations ranging from 11% to 18%, depending on the climatic conditions of the agricultural campaign. Figure 1 represents the evolution of the weight of agriculture in the economy. Indeed, the share of agricultural value added (% GDP) is on a downward trend, marked by a negative average annual growth rate of -1.33% between 1965 and 2019 (FAOSTAT, 2020). However, the impact of this sector on the economy remains important because of its spillover effects on other economic sectors. In addition, the sector is a major provider of jobs in Morocco, providing 38% of jobs, especially in rural areas, which partly explains the economic impact of this sector [1]. Figure 2 shows the interdependence between the agricultural sector and economic activity. The troughs and peaks between the two variables synchronize over time, underscoring the vulnerability of the country's economic activity. The volatility of the agricultural sector is rooted in the heavy dependence of agricultural activity on climatic hazards. The useful agricultural area (UAA) estimated at more than 8 million hectares remains dominated by cereals, which represent 59% of the UAA [22], as shown in figure 3. 90% of cereal areas are highly dependent on rainfall, which makes Moroccan agriculture more erratic, depending on climatic conditions. Given the importance of agriculture in Morocco, the government launched a sector strategy in 2008 over a 12-year horizon, called the "Green Morocco Plan". This strategy aimed to develop the sector by overcoming the main challenges facing agricultural activity, among others low investment capacity, low participation of the banking system, low level of organization, drought, traditional management of farms, etc. The Green Morocco Plan contained two main pillars. The first has concerned modern agriculture with high added value-oriented towards export. The second pillar has targeted solidarity agriculture to reduce poverty by improving farmer incomes. During this period, the investment has reached significant levels of 104 billion dirhams [2]. Thus, the agricultural sector experienced a particular dynamic, as illustrated in figure 4. Indeed, agricultural value-added has recorded an upward trend marked by an annual growth rate of 5.2% between 2008 and 2017, much higher than that recorded between 1980 and 2007 estimated at 1.82% (HCP, 2020).

To capitalize on the achievements of the "Green Morocco Plan" strategy, the ministry of agriculture has launched a new agricultural strategy in 2020, called "Green Generation", which will expire in 2030. The latter is based on two main foundations: the first one gives priority to human capital, mainly through the emergence of an agricultural middle class, able to play a crucial role in the socio-economic balance of rural areas in Morocco. Thus, the strategy consists of the emergence of a new generation of young entrepreneurs and the emergence of a new generation of professional organizations and support mechanisms. The second foundation aims for the sustainability of agricultural development through the consolidation of agricultural sectors, the modernization of distribution chains, the strengthening of quality and innovation, and the consolidation of the resilience of agriculture.

4 Authors’ calculation based on statistics from the High Commission for Planning of Morocco
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Figure 1. Evolution of the share of agriculture (% GDP).

Figure 2. The interdependence between agriculture and GDP.

Figure 3. UAA structure in Morocco.

Figure 4. Evolution of agricultural value added in millions of dirhams.
3. Research Methodology

3.1. Analysis Strategy

The analytical framework of this study is summarized in figure 5. Indeed, the analysis involves applying an econometric methodology consisting of variables selection, stationarity analysis, lag length selection, vector autoregressive modeling, model validation, and Granger causality testing. It must be pointed out that the choice of the VAR model is guided mainly by the statistical properties of the data, in this case: the degree of integration of the variables and the absence of cointegration relations.

![Analysis process of the study.](source: Author's own elaboration)

3.2. Data

The VAR model is estimated using annual data over the period 1980-2017. The dataset comes from the directorate of statistics of the High Commission for Planning (HCP) of Morocco. All series are converted into natural logarithms. In order to investigate the agriculture-GDP nexus, other variables such as investment rate [23], money supply [24] and trade openness [25] are also used as control variables to capture the determinants of economic activity and avoid the autocorrelation of errors by omitting important variables. The description of the variables is summarized in table 2.

![Data description.](Table 2)  

| Variable                | Code | Description                                                                 |
|-------------------------|------|-----------------------------------------------------------------------------|
| GDP per capita          | GDP  | Expressed at chain-linked volume in dirhams MAD (base year: 2007)            |
| Agricultural GDP        | AGR  | Expressed at chain-linked volume in millions of dirhams (base year: 2007)   |
| Investment rate         | INV  | Expressed as a ratio of gross fixed capital formation and GDP (%)           |
| Money supply (M3)       | M3   | M3 expressed as a percentage of GDP (%)                                     |
| Trade openness          | OPN  | Measured as the sum of exports and imports in GDP (%)                       |

3.3. Econometric Analysis

3.3.1. Stationarity Test

The first step in the time series analysis is to check the stationarity of the variables under consideration because the data may have unit-roots. The main objective is to avoid spurious relationships between variables and to choose the appropriate model. The econometric literature offers several tests of stationarity, such as Augmented Dickey-Fuller (ADF), Phillips-Perron, Kwiatkowski-Phillips-Schmidt-Shin (KPSS), etc. Unit root tests detect the existence of a non-stationary and determine the type of
non-stationarity and, therefore, the correct method to remove the non-stationarity [26]. Nelson et Plosser (1982) [27] distinguish two classes of non-stationary processes: (i) Trend-Stationary (TS) processes and (ii) Difference-Stationary processes. The first class presents a deterministic non-stationary while the second one contains a stochastic non-stationary indicating the existence of unit-roots. In this study, we selected the most commonly used test, the Augmented Dickey-Fuller (ADF) test.

3.3.2. Model Specification

To analyze the relationship between agriculture and GDP, a VAR model incorporating five variables was estimated. The general form of the VAR model with k variables and p lag, (denoted VAR (p)) can be mathematically expressed in equation 1.

\[ Y_t = A_0 + A_1 Y_{t-1} + A_2 Y_{t-2} + \cdots + A_p Y_{t-p} + \epsilon_t \]  

(1)

Where \( Y_t \) is a \((k \times 1)\) vector of endogenous variables; \( A_1, \ldots, A_p \) are \((k \times k)\) matrices of lag coefficients, \( A_0 \) is a \((k \times 1)\) vector of constants and \( \epsilon_t \) is a \((k \times 1)\) white noise innovation process, with \( E(\epsilon_t) = 0 \), \( E(\epsilon_t, \epsilon_s) = \Sigma_\epsilon \) and \( E(\epsilon_t, \epsilon_s) = 0 \) (for \( t \neq s \)). Equation 1 can be written using the delay operator D as follows (Equations 2 and 3):

\[ (I - A_1D - A_2D^2 - \cdots - A_pD^p)Y_t = A_0 + \epsilon_t \]  

(2)

Or:

\[ A(D)Y_t = A_0 + \epsilon_t \]  

(3)

In the case of this work \((k=5)\), the components of the VAR model are defined as follows (4):

\[
\begin{bmatrix}
GDP_t \\
AGR_t \\
M3_t \\
INV_t \\
OPN_t
\end{bmatrix}
= \begin{bmatrix}
A_0 \\
A_1 & A_2 \\
A_3 \\
A_4 \\
A_5
\end{bmatrix}
\begin{bmatrix}
\epsilon_{t+1} \\
\epsilon_{t+2} \\
\epsilon_{t+3} \\
\epsilon_{t+4} \\
\epsilon_{t+5}
\end{bmatrix}
\]  

(4)

It should be noted that \( Y_t \) depends on the lag of itself and the lag of other endogenous variables in the system. Also, the unknown parameters of the VAR model are estimated using the maximum likelihood method. Thus, the variables introduced into the VAR model must be stationary.

3.3.3. Lag Length Selection

Selecting an optimal lag is an important step in the VAR approach. The lag chosen must be sufficient to eliminate the autocorrelation of the errors which affect the estimate. Thus, it should be mentioned that a compromise should be made between the lag selection and the degree of freedom. In this study, three commonly employed information criteria were used to select the optimal lag for the VAR model, namely:

1. Akaike information criterion (AIC (5))

\[ AIC = -\frac{2l}{T} + \frac{2n}{T} \]  

(5)

2. Schwarz criterion (SC (6)):

\[ SC = -\frac{2l}{T} + \frac{n \log(T)}{T} \]  

(6)

3. Hannan-Quinn criterion (HQ (7))

\[ HQ = \frac{-2l}{T} + \frac{2n \log(\log(T))}{T} \]  

(7)

Where \( n \) is the total number of estimated parameters in the VAR, \( T \) represents the number of observations. \( l \) is the log-likelihood value which is computed assuming a multivariate normal distribution as (8):

\[ l = -\frac{T}{2} \left( k(1 + \log 2\pi) + \log |\Sigma_\epsilon| \right) \]  

(8)

The optimal lag \( p \) selected is that which minimizes the aforementioned information criteria for the estimated VAR model. Where \( |\Sigma_\epsilon| \) is the determinant of the variance covariance matrix \( \Sigma_\epsilon \).

3.3.4. VAR Model Validation

Stability diagnosis

The stability diagnostics examine whether the parameters of the estimated model are stable across various sub-samples of the data. Consider a VAR model with k variables \( y_t = (y_{1t}, y_{2t}, \ldots, y_{kt}) \) and delay p (9):

\[ y_t = A_1 y_{t-1} + A_2 y_{t-2} + \cdots A_p y_{t-p} + \epsilon_t \]  

(9)

The stability of a VAR can be checked by calculating the root of the following formula (10):

\[ (I_k - A_1L - A_2L^2 - \cdots A_pL^p)y_t = A(L)y_{t} \]  

(10)

The characteristic polynomial is defined as (11):
\[ \pi(z) = (1 - A_1 z - A_2 z^2 - \cdots - A_p z^p) \]  

The roots of \(|\pi(z)| = 0\) give the information about the stationarity diagnostic of the process. It is important to highlight that the estimated VAR is stable (stationary) if all roots have modulus less than one and lie inside the unit circle.

If the VAR is not stable, certain results are not valid.

**Autocorrelation diagnostic**

The presence of autocorrelation in the residuals implies the omission of important information in the estimated model. The Lagrange Multiplier (LM) test has been applied to check the whiteness of the residuals. The LM test is sometimes called Breusch-Godfrey test because it was proposed by Breusch and Godfrey [28]. There are two options for the LM test: the first is for autocorrelation at lag order h and the second one is for autocorrelation for lags 1 to h. The null hypothesis of the two versions of the test is that there is no residual autocorrelation for lag order h and the second one is for autocorrelation at lag order h. The null hypothesis of the test is that there is no residual autocorrelation.

Its alternative is that the residual autocorrelation exists. The \(x^2\) distribution was found to be a poor approximation of the actual null distribution of \(\lambda_{(m,h)}\) in many situations. To overcome this problem, there are other versions of statistics, such as LRE-stat and RAO-stat [29, 30].

**Heteroscedasticity diagnostic**

The White heteroscedasticity test is a common tool for checking the variance stability in VAR models. The null hypothesis of homoscedasticity is tested against the alternative of some form of heteroscedasticity to check the goodness of the estimated model.

### 3.3.5. Granger Causality

Granger causality is a statistical concept of causality that is based on prediction, which is used to test whether one variable is useful in forecasting another variable [31]. In other words, \(y_{2t}\) is said to “Ganger-cause” \(y_{1t}\) if the forecast of \(y_{1t}\) is improved by using the past values of \(y_{2t}\). The null hypothesis that “variable \(y_{2t}\) does not Granger-cause variable \(y_{1t}\)” can be tested by a standard Wald test, granted that the variables are stationary.

In the simple case, consider the bivariate VAR (p) model for which the variables \(y_{1t}\) and \(y_{2t}\) are stationary (12):

\[
\begin{align*}
\mathbf{y}_{1t} &= \begin{bmatrix} y_{11t} \\ y_{12t} \end{bmatrix} = \begin{bmatrix} a_0^1 \\ a_0^2 \end{bmatrix} + \begin{bmatrix} a_1^1 & b_1^1 \\ a_1^2 & b_1^2 \end{bmatrix} \mathbf{y}_{1t-1} + \begin{bmatrix} a_2^1 & b_2^1 \\ a_2^2 & b_2^2 \end{bmatrix} \mathbf{y}_{1t-2} + \cdots + \begin{bmatrix} a_p^1 & b_p^1 \\ a_p^2 & b_p^2 \end{bmatrix} \mathbf{y}_{1t-p} + \begin{bmatrix} \varepsilon_{11t} \\ \varepsilon_{12t} \end{bmatrix} \\
\mathbf{y}_{2t} &= \begin{bmatrix} y_{21t} \\ y_{22t} \end{bmatrix} = \begin{bmatrix} a_0^3 \\ a_0^4 \end{bmatrix} + \begin{bmatrix} a_1^3 & b_1^3 \\ a_1^4 & b_1^4 \end{bmatrix} \mathbf{y}_{1t-1} + \begin{bmatrix} a_2^3 & b_2^3 \\ a_2^4 & b_2^4 \end{bmatrix} \mathbf{y}_{1t-2} + \cdots + \begin{bmatrix} a_p^3 & b_p^3 \\ a_p^4 & b_p^4 \end{bmatrix} \mathbf{y}_{1t-p} + \begin{bmatrix} \varepsilon_{21t} \\ \varepsilon_{22t} \end{bmatrix}
\end{align*}
\]

The null hypothesis that \(y_{2t}\) does not cause \(y_{1t}\) consists in testing the joint nullity of the parameters (13):

\[
b_1^1 = b_1^2 = \cdots = b_p^1 = 0
\]

The null hypothesis that \(y_{1t}\) does not cause \(y_{2t}\) consists in testing the joint nullity of the parameters (14):

\[
a_1^2 = a_1^3 = \cdots = a_p^2 = 0
\]

In this work, the Granger causality tests are performed within the framework of the multivariate VAR model, using five variables (which must be stationary\(^5\)) and two lags\(^6\). In order to explore the direction of causality between agriculture and GDP, the Granger causality tests are based on the following VAR (2) model (15):

\[
\begin{bmatrix}
\mathbf{y}_{1t} \\
\mathbf{y}_{2t}
\end{bmatrix} = \begin{bmatrix} a_0^1 & a_0^2 \\ a_0^3 & a_0^4 \end{bmatrix} + \begin{bmatrix} a_1^1 & b_1^1 & a_1^3 & b_1^3 \\ a_1^2 & b_1^2 & a_1^4 & b_1^4 \end{bmatrix} \mathbf{y}_{1t-1} + \begin{bmatrix} a_2^1 & b_2^1 & a_2^3 & b_2^3 \\ a_2^2 & b_2^2 & a_2^4 & b_2^4 \end{bmatrix} \mathbf{y}_{1t-2} + \cdots + \begin{bmatrix} a_p^1 & b_p^1 & a_p^3 & b_p^3 \\ a_p^2 & b_p^2 & a_p^4 & b_p^4 \end{bmatrix} \mathbf{y}_{1t-p} + \begin{bmatrix} \varepsilon_{11t} & \varepsilon_{12t} \\ \varepsilon_{21t} & \varepsilon_{22t} \end{bmatrix}
\]

### Table 3. Results of ADF test for stationarity.

| Variable\(^5\) | Level | First difference | Second difference | Remark |
|----------------|-------|------------------|-------------------|--------|
|                | ADT   | p-value          | ADT   | p-value | ADT   | p-value |        |
| GDP            | 2.22\(^*\) | 0.99              | -0.91\(^*\) | 0.32 | -12.31\(^***\) | 0.00 | DS, l(2) |
| AGR           | -5.89\(^***\) | 0.00               | -       | -       | -       | -       | TS     |
| INV            | 0.16\(^*\) | 0.73              | -6.67\(^***\) | 0.00 | -       | -       | DS, l(1) |
| OPN           | 1.02\(^*\) | 0.91              | -7.71\(^***\) | 0.00 | -       | -       | DS, l(1) |
| M3            | 1.93\(^*\) | 0.98              | -1.49\(^*\) | 0.13 | -3.13\(^***\) | 0.00 | DS, l(2) |

\(^*\), \(^*\), and \(^***\) represent models with constant and trend, with only constant and without constant and trend, respectively.

---

5 The variables GDP, AGR, INV, M3 and OPN are introduced into the VAR model after elimination of non-stationarity.
6 The lag was selected based on the information criteria. The details are provided in section 4.
7 The variables tested for stationarity are expressed in natural logarithm.
4. Results and Discussion

4.1. Stationarity Analysis

The Augmented Dickey-Fuller (ADF) test is used to check the time-series properties of the data. The results are summarized in Table 3. The ADF test confirmed a single unit root in investment rate (INV) and trade openness (OPN) series, a double unit root in GDP per capita (GDP), and money supply (M3) series. A DS process generates all these variables, and the best stationary process generates all these variables, and the best stationary model estimated in this study includes two lags. The inclusion of two lags are satisfactory. Given the above, the properties of the residuals of the VAR model with two lags, it is first necessary to validate the model. The results of the White heteroscedasticity test are presented in Table 6. The p-value (0.2358) is larger than 0.05, corresponding to the significance level. According to this, the null hypothesis (H0: Absence of heteroscedasticity) is not rejected and there is no evidence of heteroscedasticity in the residuals of the estimated VAR (2) model. Accordingly, the variance of residuals is constant.

Table 5. The results of the serial correlation LM test.

| Lag | LRE* stat | Df | Prob. | Rao F-stat | df | Prob. |
|-----|-----------|----|-------|------------|----|-------|
| 1   | 27.59373  | 25 | 0.3269| 1.131747   | (25, 53.5) | 0.3435 |
| 2   | 27.29785  | 25 | 0.3412| 1.116888   | (25, 53.5) | 0.3579 |
| 3   | 19.61918  | 25 | 0.7665| 0.754006   | (25, 53.5) | 0.7770 |

4.2. Lag Length Selection

Table 4 indicates the suggested lag length based on AIC, SC, and HQ criteria. The criteria AIC and HQ propose two lags, while the criterion SC chooses a single lag. To select the optimal lag, it is advisable to check the robustness of the results using a VAR model with a single lag versus a VAR model with two lags. The residual diagnosis of the VAR (1) and VAR (2) models reveals that the VAR model with lag = 1 shows the obvious autocorrelation of errors. On the other hand, the properties of the residuals of the VAR model with the inclusion of two lags are satisfactory. Given the above, the VAR model estimated in this study includes two lags.

Table 4. Lag length selection criteria.

| Lag | AIC | SC | HQ |
|-----|-----|----|----|
| 0   | -12.44064 | -12.21618 | -12.36409 |
| 1   | -14.70943 | -13.36264* | -14.25014 |
| 2   | -15.13352* | -12.66440 | -14.29148* |

4.3. VAR model Validation

In order to draw reliable and rigorous conclusions about the causal relationships based on the VAR model estimated with two lags, it is first necessary to validate the model.

4.3.1. Stability Diagnostic

Figure 6 shows the unit circle of the inverse roots. There are ten roots since the estimated VAR model contains five endogenous variables and two lags. The results reveal that the modulus of all inverse roots is less than 1 and lies inside the unit circle, which is an indication that the VAR satisfies the stability condition.

4.3.2. Autocorrelation Diagnostic

Table 5 presents the results of the Breusch-Godfrey Serial Correlation LM Test. Regarding the two null hypotheses, all the probabilities are greater than 0.05 related to the two statistics (LRE stat and Rao F-stat), thus revealing the robustness of the results. From Table 5, the estimated VAR (2) residuals show no evidence of serial correlation for the different lags examined. Consequently, the absence of autocorrelation of the errors indicates that there is no important information that has not been accounted for in the reduced VAR model, which highlights the goodness of fit of the VAR (2) estimated.

Table 6. VAR Residual Heteroscedasticity Tests.

| Chi-sq | df | Prob. |
|--------|----|-------|
| 317.2914 | 300 | 0.2358 |

4.4. Granger Causality

Since the VAR (2) model is stable, the residuals are not
autocorrelated and their variance is constant, the estimated VAR (2) model is econometrically appropriate to derive results about the direction of causality between the variables examined.

The results of the Granger causality tests for the multivariate framework are given in Table 7. The main information given in table 7 is the probability value. Thus, it should be noted that only significance at a 1% and 5% level of significance is considered as supporting the Granger causality test. The causality that are significant at the 1% and 5% levels are summarized in Figure 7.

The empirical finding for the Granger causality tests of the relationship between agriculture (AGR) and GDP suggests a bidirectional causal linkage. The causality from agriculture to GDP econometrically supports the significant role of agriculture in the Moroccan economy. Consequently, any change in agricultural policy could significantly impact the country's economy. In this regard, the strategies related to the agricultural sector must be well thought out and well developed to avoid any adverse economic impacts. In addition, the second direction of causality directing from GDP to agriculture (retained at a 1% level of significance) implies that the agricultural sector can be affected by changes in the economy. The results are consistent with the findings of [19] for North Cyprus and [20] for Malaysia but differ from some authors such as [5] for Namibia and [6] for Nigeria. The direction of causality between agriculture and economy differs from country to country, due to several factors, among others, stage of development, sectoral composition, investment effort in the agriculture sector, etc. There are many channels through which agriculture and the rest of the economy influence each other. Agriculture provides the resources necessary for the development of the non-agricultural sector. It is also an important market for goods produced in other sectors and generates savings that can be used for industrial investments as well as for other sectors of the economy. In addition, foreign exchange accumulated in agriculture through exports of agricultural products can be used to finance imports of capital goods relating to the non-agricultural sector. In Morocco, the export earnings of agricultural products showed an average annual growth of 8.6% between 2008 and 2018, going from 11.4 billion dirhams to 27.1 billion. Exports of agricultural and agri-food products represented 58.1 billion dirhams in 2018, contributing 13.5% to exports of goods [32]. On the other hand, the modernization of Moroccan agriculture, in particular within the framework of the agricultural strategy

Figure 7. Direction of Granger causality between variables.

Table 7. Results of Granger causality test.

| Dependent variable: GDP | Excluded | Chi-sq | df | Prob. |
|-------------------------|----------|--------|----|-------|
| AGR                     | 14.14510 | 2      | 0.0008 |
| INV                     | 3.392507 | 2      | 0.1835 |
| M3                      | 13.42555 | 2      | 0.0012 |
| OPN                     | 2.177029 | 2      | 0.3367 |
| All                     | 39.42250 | 8      | 0.0000 |

| Dependent variable: AGR | Excluded | Chi-sq | df | Prob. |
|-------------------------|----------|--------|----|-------|
| GDP                     | 16.31126 | 2      | 0.0003 |
| INV                     | 2.690785 | 2      | 0.2604 |
| M3                      | 2.622456 | 2      | 0.2695 |
| OPN                     | 0.493723 | 2      | 0.7812 |
| All                     | 17.96770 | 8      | 0.0215 |

| Dependent variable: INV | Excluded | Chi-sq | df | Prob. |
|-------------------------|----------|--------|----|-------|
| GDP                     | 8.225479 | 2      | 0.0164 |
| AGR                     | 5.696725 | 2      | 0.0579 |
| M3                      | 0.064439 | 2      | 0.9978 |
| OPN                     | 0.855095 | 2      | 0.6521 |
| All                     | 19.71338 | 8      | 0.0115 |

| Dependent variable: M3  | Excluded | Chi-sq | df | Prob. |
|-------------------------|----------|--------|----|-------|
| GDP                     | 1.244299 | 2      | 0.5368 |
| AGR                     | 5.156763 | 2      | 0.0759 |
| INV                     | 0.652874 | 2      | 0.7215 |
| OPN                     | 1.416993 | 2      | 0.4924 |
| All                     | 16.24477 | 8      | 0.0390 |

| Dependent variable: OPN | Excluded | Chi-sq | df | Prob. |
|-------------------------|----------|--------|----|-------|
| GDP                     | 6.044725 | 2      | 0.0487 |
| AGR                     | 1.715784 | 2      | 0.4241 |
| INV                     | 2.373250 | 2      | 0.3052 |
| M3                      | 0.155369 | 2      | 0.9253 |
| All                     | 8.102268 | 8      | 0.4235 |

The results show also that there is a unidirectional Granger causality that runs from money supply (M3) to economic growth at a high significance level of 1%. However, there is no causal relationship running from investment rate to GDP and also from trade openness to GDP. The empirical finding

The Green Moroccan Plan” supposes the use of new technologies and modern inputs (pesticides, machinery, fertilizers, etc.) produced by the non-agricultural sector. In this way, the agricultural and non-agricultural components influence each other. In Morocco, the upstream linkage\(^8\) relating to the agricultural sector, measured through the impact of the increase in demand addressed to the agricultural sector on the national economy, increased from a value of 1.34 to 1.41 between the two periods 2000-2007 and 2008-2016. On the other hand, the downstream effect\(^9\) of the agricultural sectors of the national economy increased from 1.71 to around 1.80 between the same periods [1]. This value is significantly higher than the average for branches of the national economy.

\(^{8}\) The term upstream linkage indicator (backward linkage) is used to indicate the link that exists between a particular branch and the upstream branches from which it purchases its inputs.

\(^{9}\) The term downstream linkage indicator (forward linkage) is used to describe the link that exists between a particular branch and the downstream branches to which it sells its output.
reveals that there is a unilateral causal relationship from GDP to investment rate as well as from GDP to trade openness. There is also evidence that the agricultural sector causes investment. The empirical explanations of these causalities have different theoretical foundations. Thus, they exceed the objectives of this work.

5. Conclusion

The current study sheds light on the causal direction between the agricultural sector and GDP in Morocco by using annual data over the period from 1980 to 2017. Thus, the study determines whether the agricultural sector leads to economic growth in Morocco and/or vice versa. The Granger causality test based on the vector autoregressive model (VAR) was applied. The empirical evidence revealed bidirectional causality, implying feedback within the agriculture–GDP nexus.

This empirical analysis provides important implications for policymakers and economic analysts. First, because of the causality running from agriculture to GDP, the special emphasis is put on the importance of developing well-thought-out and well-established agricultural development strategies to avoid any crowding-out effect on the country’s economy. Besides, the results show that GDP affects the agricultural sector. In this sense, any potential benefits of such policies should be exploited to derive the benefits of the boom period. More specifically, policymakers should try to place more emphasis on high value-added agriculture that may yield greater value-added benefits.

In addition, the nexus between agriculture and GDP raises the links between this sector and other sectors of the economy through these spillover effects which remain very apparent during periods of drought. Although the evolution of agriculture in Morocco is greatly impacted by drought periods which become more and more recurrent, the agricultural sector is relatively becoming resilient. The coefficient of variation of the growth rate of agricultural value-added decreased considerably over the period from 1981-1999 to 2000-2017. Strengthening agricultural resilience would increase the positive spillover effects on economic growth and the rest of the economic sectors.

Finally, the coordination between sector strategies should be a priority to ensure further positive effects on economic growth and to ensure a better allocation of resources that remain very limited, in particular with the inauguration of the new agricultural strategy green generation) in 2020.
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