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Abstract

The power plant resource efficiency is largely dependent on heat-resistant alloys and is limited by the standard turbine operating temperature, which is slightly greater than 1000 °C. These temperature limits are dependent on the characteristics of the heat-resistant alloys used in power plants. The current research aimed to discover new heat-resistant alloys using computer-based models to simulate the various properties of such materials. The first-principle methods were initially used in this study. These methods can determine the most important properties of alloys with a high degree of accuracy. This study presented an overview of the software used for first-principle simulation. Using RuAl as the demonstration alloy in this study, we provided step-by-step instructions on how to effectively study the properties of the heat-resistant alloys. Using the first-principle methods, the phonon spectrum and density of the phonon states of B2 RuAl were assessed. We use the parameters of the phonon spectrum to calculate the Grüneisen constant, volume coefficient of thermal expansion, Debye temperature, and temperature dependence of the heat capacity to estimate the melting temperature. Based on the RuAl alloy, the bulk moduli of the elasticity and equilibrium values of lattice parameters were calculated. The simulated results showed good agreement with the experimental data. The calculated parameters of RuAl were compared with those of the NiAl heat-resistant alloy. Using these results, we presented a method for selecting an alloy based on the replacement of ruthenium with nickel in the RuAl alloy. Selection was performed by analyzing the bulk modulus of elasticity and the electron structure of the Ru(Ni)Al alloy.
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1. Introduction

The energy efficiency and the reliability of power plants are directly correlated with the physical characteristics of the constituent materials in turbines. There is a continuous effort to study and improve the materials used in turbine composition. Due to stringent material requirements necessary to meet the performance standards, the relevance of the work presented in this study is constantly becoming more prevalent. The selection of a highly specialized heat-resistant alloy is a difficult task with significant resource costs due to both material and labor.
Since the 1980s, numerical simulation has been the prevailing resource-efficient method used in the study of such materials. The state-of-the-art simulation enables researchers to solve complex problems regarding solid-state physics. However, a defined scheme used to select heat-resistant alloys (with effective use of software and analysis of the results obtained) is not available. In this review article, the most up-to-date methods and approaches are discussed in detail. In addition, a detailed scheme is presented, providing a means to study all the model stages of the physical properties of heat-resistant alloys using the example of ruthenium and aluminum alloy (RuAl).

The RuAl alloy is of pertinent interest in research due to the rare combination of the following physical properties: high melting point; wide homogeneity range in the high-temperature region [1, 2]; and strength and thermodynamic stability [3–5]. In relation to this, the RuAl alloy is believed to be a promising candidate for the development of a new generation of heat-resistant alloys, with a set of properties superior to those of modern analogs [6–8]. At present, the most common alloys used worldwide are nickel and aluminum-based high-strength alloys (NiAl) due to their suitable mechanical properties that allow them to be used in rocket technology, turbine engineering, and aircraft engineering [9–15] with the B2 structure. However, high demands are required for heat-resistant alloys in these fields; the main demands are high operating temperature and physical strength properties as well as low thermal expansion coefficients [16–18]. At present, efforts are made to increase the temperature of parts made of NiAl-based alloys to obtain empirical evidence. However, the value of the working temperature is close to the limit for NiAl-based alloys. Currently, it is possible to increase the temperature on the surface of a blade (as an example) due to new channel configurations for penetrating cooling as well as protective coatings [16, 19, 20]. The blades are prepared using single crystals using composites with special technological solutions [21–27], resulting in the improvement of some of the technical characteristics of the blades. The cost of the blades is up to half the cost of the power unit.

Moreover, despite the high density and cost, the RuAl intermetallic alloy can help solve the problem presented by increasing the working temperature. Alloys with a high ruthenium content have the physical advantages of extremely high toughness, high creep resistance, and low-temperature value of plastic flow stress. Compared to NiAl, the RuAl alloy has a higher melting point. In addition, RuAl has a lower thermal expansion coefficient [28], which is an important parameter since it reduces the mechanical stress when working within a large temperature range. These aforementioned physical qualities must be considered when searching for new alloys. Moreover, up-to-date technological methods of simulation must be used to conduct preliminary searches for new alloys. All alloys based on Al and modifications of the NiAl alloy can be considered as promising alloys.

Relevant research materials are extremely expensive and present with some technological difficulties. Some characteristics of alloys cannot be fully investigated, which creates the need for numerical calculations. Such calculations make it possible to thoroughly cover numerous physical parameters and material conditions that would otherwise be empirically inaccessible. A considerable number of research pertaining to the thermodynamic and mechanical properties of RuAl and other alloys based on RuAl has been carried out [28–34]. The initial steps in the study of the physical properties of the RuAl intermetallic compound include the calculation of the electron structure and equilibrium parameters of the alloy. These calculations are then compared with the experimental results. This stage presents a platform for further theoretical study of the alloy’s thermodynamic properties (such as temperature dependence). In this research, understanding of the dynamics of the RuAl alloy’s crystal lattice was emphasized.

2. Materials and Methods

The density functional theory (DFT) [35–39] was used to calculate the following: total energy of the system, lattice parameter, dispersion law, electron density distribution, and density of states. The search for the cell parameter’s equilibrium value was found after assessing the total system’s energy dependence on the cell parameter. The total energy of the system was described using equation [40]:

\[ E_{\text{tot}} = E_{\text{i-1}} + T_0[n] + E_{\text{e-e}} + E_{\text{xc}}, \]  

where \( E_{\text{tot}} \) is the total energy, \( E_{\text{i-1}} \) is the ion–ion interaction energy, \( T_0[n] \) is the electron kinetic energy, \( E_{\text{e-e}} \) is the electron–electron interaction energy, and \( E_{\text{xc}} \) is the exchange–correlation energy. To determine the equilibrium lattice parameter, it is necessary to construct
the dependence of the total energy on the lattice parameter and to find the minimum energy value. The equilibrium lattice parameter corresponds to the minimum energy [12]. The equation for the dependence of the energy of the lattice on the lattice parameter usually has the form of a quadratic equation.

At this stage, it is possible to compare the discovered value of the lattice parameter with the experimentally obtained value. For such calculations, a high accuracy is required, making it necessary to vary the parameters in the search of the most optimal values. The accuracy criterion must be during a convergence in energy while at optimal resolution (accurate up to sixth decimal place). Such accuracy allows us to consider the mixing energy. The basic functions are plane waves with a maximum energy of 30 Ry. Fourier charge density components were used with an energy less than 750 Ry. Regarding integration over the Brillouin zone, a grid of \( k \)-points (with a minimum of \( 16 \times 16 \times 16 \)) should be used, whereas summation over zones must be carried out using the first-order Gauss–Hermite function of 10-mRy width [41]. To generate and carry out the inverse Fourier transform of the matrix of power constants, a set of \( 6 \times 6 \times 6 \) q-points was used. The implemented pseudopotentials were ultra-soft (USP). All calculations were carried out using the Plane-Wave Self-Consistent Field (PWSCF) package via Quantum-ESPRESSO [42–45].

The authors warn that this method has a limitation – the temperature is artificially introduced into the calculations (by varying the volume of the unit cell). However, this does not interfere with prediction of the physical properties of the alloy with great accuracy.

3. Results and Discussion

The analysis pertaining to lattice dynamics is based on the understanding of phonon oscillations and their features in a given case. Experimental studies of phonon oscillations are extremely difficult to conduct [46]. At this stage, it is necessary to use computer-based simulations. In our example, we used the PWSCF quantum computing package described above (Quantum-ESPRESSO). Fig. 1 shows the phonon spectrum obtained from the simulation. The gap between the optical and acoustic branches is visible on the dispersion plot (Fig. 1). The gap width is 57 cm\(^{-1}\). The gap arises as a result of the separation of optical and acoustic branches due to the difference in atomic masses (\( M_{Ru}/M_{Al} \approx 4 \)). The upper optical branches of vibrations are associated with light aluminum atoms. The crystallographic directions \( G_x, G_M, \) and \( G_R \) correspond to a degenerate transverse mode with two directions of the polarization vector perpendicular to the wave vector as well as a non-degenerate longitudinal mode. In the direction of \( X_M \), symmetry does not lead to degeneration, and three modes are separated. In the direction of \( X_M, G_M, \) and/or \( M_R \), the frequency of longitudinal oscillations is lower than the frequency of the transverse wave. This corresponds to a situation when longitudinal vibrations in the substance are compressed and stretched by a quasi-elastic force. This quasi-elastic force is smaller than the force leading to the bending associated with transverse waves. When the spectrum of phonon oscillations is obtained, it is possible to determine whether the lattice is stable or unstable by noting the absence of negative phonon frequencies. If negative phonon oscillations are detected, then it can be said with certainty that the lattice is unstable and that the lattice type (or its parameters) was found incorrectly. It is also possible to trace the lattice stability using phonon oscillations at different pressures and temperatures (assuming that specific temperature threshold leads to a certain expansion of the material).

An important parameter characterizing lattice dynamics is the Grüneisen constant [47]. This constant can be used to estimate the melting point of a potential alloy as well as its thermal expansion.

To determine the values of the microscopic Grüneisen constant \( \gamma(jk) \), the following equation was used:

\[
\gamma(jk) = -\frac{\partial \ln(\omega(jk))}{\partial \ln V}, \tag{2}
\]

which took the following form after simplification:

\[
\gamma(jk) = -\frac{V_0}{\omega_0(jk)}\frac{\Delta \omega(jk)}{\Delta V}, \tag{3}
\]

where \( \Delta \omega(jk) \) is the frequency difference of phonon oscillations calculated for each \( k \) value at equilibrium volume \( V_0 \) and a volume larger by 2.7\%.

Fig. 2 shows the Grüneisen constant for various crystallographic directions. It is worth noting that in the crystallographic direction \( G \) (for the acoustic branch of \( TA_2 \)), the Grüneisen constant is negative. That is, in this direction, we can expect a minimum thermal expansion of the alloy.
Fig. 1. The left part of the figure is the spectrum of phonon oscillations. The upper spectrum refers to the optical part of the phonon oscillations, and the lower spectrum refers to the acoustic part of the oscillations. The right part of the figure is the plot of the density of phonon states (DOS), where the partial contribution of Ru and Al to the total density of phonon states (RuAl) is highlighted.

Then, in the Einstein approximation [48], the mean value of the Grüneisen constant $\gamma_G$ was found using the following equation:

$$\gamma_G = \frac{1}{n} \sum \gamma(jk),$$

where $n$ is the number of the $k$-vectors used.

Thus, the average value of the constant $\gamma_G$ was 1.72. Fig. 2b shows the contribution of each phonon branch to the value of the Grüneisen constant. Acoustic branches make a smaller contribution than optical branches, since the latter can appear as a result of vibrations within the lighter aluminum. The Grüneisen constant used to compare the results was
also calculated using the Debye temperature [48–50].

For 15 different volumes (seven on the right and seven on the left of the non-equilibrium volume parameters, with a step of 2.7 % from central equilibrium volume parameter which was included also), the Debye temperature was calculated; the Grüneisen constant was determined using the following equation:

$$\gamma(jk) = -\frac{\partial \ln(V_0)}{\partial \ln V}.$$  \hspace{1cm} (5)

This method results in a value of 1.66. The approximate relationship between the high-temperature value of the Grüneisen constant is $\gamma_{HT}$ and the low-temperature value is $\gamma_{LT}$. This relationship is defined as follows:

$$\gamma_{HT} - \gamma_{LT} \approx \frac{1}{3}.$$  \hspace{1cm} (6)

According to this equation, the value of the Grüneisen constant at high temperature can be estimated as follows:

$$\gamma_{HT} \approx 2.05$$

Since the constant $\gamma(jk)$ was calculated for both acoustic and optical branches, we can estimate the contribution made by optical phonons to the value of the Grüneisen constants to as follows:

$$\gamma_A = 1.60, \quad \gamma_{A+O} = 1.72,$$

where $\gamma_A$ is the value taking into account the acoustic branches, and $\gamma_{A+O}$ is the value taking into account the acoustic and optical modes. As a result of switching on the optical modes, the Grüneisen constant increases by 7.5 %.

The Grüneisen constant found using the above-mentioned method was 1.42 (for NiAl). If the constant for NiAl is compared to that of RuAl, it is discerned that nickel aluminate has a smaller constant. This difference is due to the fact that ruthenium atoms are heavier than nickel atoms.

Knowing the value of the bulk modulus of elasticity and the Grüneisen constant, one can find the coefficients using the Morse formula [51] for an approximate calculation of the total energy depending on the lattice parameter:

$$E_{tot} = A - 2D \star e^{-\lambda(r-r_0)} + D \star e^{-2\lambda(r-r_0)}$$  \hspace{1cm} (7)

$$\lambda = \frac{2\gamma_G}{r_0},$$  \hspace{1cm} (8)

From equations (8), we identified the unknown parameters $\lambda$ and $D$.

$$\lambda, \text{ a.u.}^{-1} = 0.651, \quad D, \text{ Ry} = 1.024 \times 10^{-3}$$

It is worth noting that despite their empirical validity, the calculations carried out in equations (7) and (8) can accurately estimate the dependence of lattice energy on its parameter, which can then be compared with the results of the simulation carried out for equation (1).

Another important relation, the Debye temperature–temperature is determined by evaluating the simulation results. Figs. 3a and 3b show this dependence for the RuAl alloy. As a rule for high-temperature alloys, the Debye temperature is interesting at alloy temperatures of more than 1000 K, where the Debye temperature is already weakly dependent on the temperature of the alloy. Nevertheless, the experimental determination of the Debye temperature is possible at low temperatures. Therefore, the entire temperature range is simulated to accurately determine this dependence.

When $T < 40 \text{ K}$, the curve has a common shape. The Debye temperature first decreases with increasing $T$ and then passes through a minimum. If the oscillations were strictly harmonic, then one would expect the curve to be flatter at higher temperatures. The reason for the constant increase – which can be observed up to 150 K – is due to the anharmonic contribution. At higher temperatures, the characteristic temperature value is more likely to be approximately 528 K. NiAl alloy has a lower Debye temperature (462 K). Since the numerical values of the characteristic temperatures differ from each other, it is necessary to bring them to a form that is convenient for comparison. Fig. 4 shows two temperature dependencies for RuAl and NiAl. The ordinate axis shows the values $T_0 / \Theta_D^0$, and the ordinate axis represents the ratio $T / \Theta_D$, where $\Theta_D^0$ is the Debye temperature at 0 K.
The steepness of decreasing $\Theta_D(T)$ with increasing temperature from 0 K corresponds to the speed of deviation of the actual frequency distribution from the Debye distribution. The minimum depth indicates the magnitude of this deviation. After analyzing the type of dependence in Fig. 4, it can be concluded that the observed types of frequency distribution are similar, but the numerical value of the mode density differs. Knowing this value, one can find the average value of the second moment of the frequency of phonon oscillations using the following equation:

$$\sigma_D = \left( \frac{6\pi^2 N}{V} \right)^{1/3} c,$$

where $c$ is the speed of sound, $V$ is the crystal volume, and $N$ is the total number of modes.

The speed of sound (obtained from model calculations) is equal to $2.337 \times 10^5$ m/s. The calculated speed of sound can be compared with the experimental value, which enables us to check the accuracy of the calculation.

Another important quantity that can be experimentally tested is heat capacity.

By measuring the heat capacity, it is possible to obtain additional information regarding lattice dynamics [51–56], which can then be compared to existing data.

Heat capacity is obtained using the following equation:

$$C_V = \left( \frac{\partial E}{\partial T} \right)_V = k_B \sum_{j} \left[ \frac{\hbar \omega(j)}{k_B T} \right]^2 \left\{ \exp \left[ \frac{\hbar \omega(j)}{k_B T} \right] - 1 \right\}^2.$$

At room temperatures, the heat capacity is close to $3 Nk_B \approx 6 \text{ cal/mol}\cdot\text{K}$, where $N$ is the total number of modes. The dependence of the heat capacity on temperature in the intervals from 0 to 60 K [from equation (10)] is well approximated using the cubic equation

$$C_V(T) = 4 \cdot 10^{-6} T^3 + 3 \cdot 10^{-3} T.$$

The numerical coefficient at $T^3$ can be predicted with fairly good accuracy using the equation
\[ \Theta_0 = \left( \frac{12\pi^4 N k}{5a} \right)^{1/3}, \]  

(13)

where \(\Theta_0\) is the Debye temperature at 0 K, the numerical value (in our case) is 579 K, \(N\) is the number of atoms, \(k\) is the Boltzmann constant, and \(a\) is the coefficient in equation (11) at \(T\). The value obtained using equation (12), \(a = 2.394 \times 10^{-6} \text{cal/mol} \times \text{K}^4\), is slightly different from the value provided by equation (13) due to the fact that we took the value of \(\Theta_0\) at 2 K (instead of zero). However, this still shows a good agreement with the calculated results. In the approximation equation, the electron’s contribution to the heat capacity \(\gamma_e\) can be found as the coefficient before \(T\). The value \(\gamma_e = 3 \times 10^{-3} \text{cal/mol} \times \text{K}^2\) is not large due to the small density of electronic states at the Fermi level. Since the dependence of heat capacity on temperature is known, it is possible to estimate the zero-oscillation energy. Oscillatory energy is defined as the sum of zero and thermal oscillation energy.

Thermal energy is defined as \(E_T = \int_0^T C_v \, dT\); according to \(C_v(T)\), a graph of \(E_T(T)\) can be plotted.

By contrast, at high temperatures, thermal energy can be represented as follows:

\[ E_T = -E_Z + 3NkT \left[ 1 + \frac{1}{2!} B_2 \left( \frac{\hbar}{kT} \right)^2 - \ldots \right], \]

(14)

where \(E_T\) is the thermal energy, \(E_Z\) is the zero-oscillation energy, \(B_2\) is the Bernoulli numbers, \(\bar{\sigma}^2\) is the moment, \(N\) is the total number of modes, \(h\) is the Planck constant, \(k\) is the Boltzmann constant, and \(T\) is the temperature.

If the temperature is high, the term in square brackets approaches unity. As a result, the plot of \(E_T\) versus temperature will be a straight line. The segment cut off by the extension of this straight line at \(T = 0\) will be equal to \(E_Z\).

The calculations provide the value of \(E_Z = 0.00544 \text{Ry per cell}\) (for RuAl alloy). This value is slightly different from the value calculated directly from the phonon spectrum \(- E_Z = 0.00654 \text{Ry per cell}\) for NiAl \(- E_Z = 0.00633 \text{Ry per cell}\). The abovementioned can help us to check and compare obtained results at each stage of calculation. Verification of results is one of the tasks, and the solution of which will ensure that the modeling is carried out effectively.

It is also possible to estimate the heat of sublimation \(\Delta H_{\text{sub}}\) (at 0 K), knowing the static energy of the lattice \((E_0)\), which is calculated as a result of a self-consistent calculation:

\[ E_0 = -E_Z - \Delta H_{\text{sub}}. \]

(15)

In equation (15), we find that the heat of sublimation \(\Delta H_{\text{sub}}\) (at 0 K) is equal to 204.31 Ry per cell. Since zero oscillations occur even at temperatures comparable to 0 K, an expansion of the lattice associated with these oscillations also occurs, and it is defined by equation (16):

\[ \frac{\Delta V}{V(0^0 K)} = \frac{\chi_T(0^0 K)}{V(0^0 K)} \gamma_{\sigma} E_Z, \]

(16)

where \(V(0^0 K)\) is the lattice volume at 0 K and \(\chi_T(0^0 K)\) is the compressibility index of the lattice.

---

**Fig. 5.** a) Partial entropy versus temperature; b) Partial entropy in the temperature range from 2 to 60 K
The volumetric expansion of the lattice as a result of zero oscillations is 0.43%.

The form of dependence in Fig. 5a–5b reflects the entropy contribution from each element of the RuAl alloy. Ruthenium makes a greater contribution to the entropy due to its mass. As mentioned previously, the mass of ruthenium is about 4 times greater than that of aluminum. Ruthenium is less mobile than aluminum, which affects the oscillation properties, as depicted in Table 1.

Table 1. Partial contribution of Ru and Al as well as Ni and Al to the energy of zero oscillations and phonon density of states in RuAl and NiAl alloys, respectively

| Element | Partial contribution to zero-oscillation energy, Rydberg/atom | Partial contribution to the phonon density of states |
|---------|-------------------------------------------------------------|---------------------------------------------------|
| Al (RuAl) | 0.005430 | 3.374703 |
| Ru (RuAl) | 0.001659 | 2.628610 |
| Al (NiAl) | 0.001875 | 2.550468 |
| Ni (NiAl) | 0.004454 | 3.450339 |

In the NiAl alloy, there exists a reverse situation. That is, Ni makes a greater contribution to the oscillations and phonon density of states.

An important characteristic of heat-resistant materials is thermal expansion. In this study, the coefficient of thermal expansion was determined experimentally for the RuAl alloy [57–61]. The coefficient of volume thermal expansion is in a wide temperature range (from 400 to 1773 K), and the boundary values of thermal expansion are $5.5 \times 10^{-6} \text{ K}^{-1}$ and $11 \times 10^{-6} \text{ K}^{-1}$, respectively. Such low value can be explained by the weak contribution of lattice oscillations to thermal expansion. The advantage of using quantum modeling as a research method is that it can estimate the coefficient of thermal expansion under conditions that are not available experimentally.

In this work, thermal expansion was determined using the phonon spectrum. The value of the thermal expansion coefficient was $7.2 \times 10^{-6} \text{ K}^{-1}$ at a temperature of 400 K and $8.7 \times 10^{-6} \text{ K}^{-1}$ at 1773 K, respectively.

It is possible to estimate the coefficient of volumetric thermal expansion when knowing the elastic modulus and Grüneisen constant:

\[
\alpha = \frac{2k\gamma}{BV},
\]

where $k$ is the Boltzmann constant, $\gamma$ is the Grüneisen constant, $B$ is the bulk modulus of elasticity, and $V$ is the cell volume.

This method of evaluation gives the value of $\alpha=8.5 \times 10^{-6} \text{ K}^{-1}$.

If we assume that the oscillation and electron contribution to the volume expansion is additive, we can separate these terms to find numerical values. It is enough to straighten $\frac{\alpha(T)}{T}$ from $T^2$ in the following coordinates:

\[
\alpha(T) = \zeta T + \xi T^3,
\]

where $\zeta=10^{-8} \text{ K}^{-1}$ is the electron contribution and $\xi=9 \times 10^{-13} \text{ K}^{-3}$ is the contribution of oscillations.
Fig. 6a shows the thermal expansion coefficient's dependence on temperature. The relationship between the thermal expansion coefficient and the temperature coefficient of the modulus of elasticity is given in the equation

$$\alpha_y(T) = 2\gamma\alpha_x(T),$$  \hspace{1cm} (19)

where $\alpha_y(T)$ is the temperature coefficient of the modulus of elasticity and $\alpha_x(T)$ is the coefficient of volume thermal expansion.

The calculated view of the temperature coefficient dependence of the elasticity modulus on temperature is shown in Fig. 6b.

The obtained model dependence of the bulk modulus of elasticity on temperature can be compared with the experimental values [62–66].

A very important characteristic of a heat-resistant material is inherent melting point. There are several semi-empirical methods for estimating the melting point. A way to estimate the lower limit of the melting point through the Debye temperature is as follows:

$$T_L > \frac{T_D}{0.3}.$$  \hspace{1cm} (20)

The lowest limits of the melting point are 1927 K for RuAl and 1540 K for NiAl. The melting points (found using the abovementioned method) are in good agreement with the experimental values [67, 68]. The high melting point of the RuAl alloy distinguishes it from all other high-temperature alloys.

4. Conclusion

The prediction methods used in this study are in good agreement with experimental data, and they can be used to develop new alloys. The resource-efficient scheme for determining the physical properties of alloys presented in this paper makes it possible to optimize the use of computational and material resources associated with experiments. This scheme can be supplemented with other systems when evaluating alloys, simulating corrosion characteristics, or applying the theory of physicochemical analysis to alloys [69–71]; this includes cases of unstudied alloys. It is also possible to directly take into account temperature effects when conducting quantum calculations given that the thermodynamic uncertainty relation [72, 73] is considered when performing such calculations.
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