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ABSTRACT

Data Mining is a technology that facilitates extracting relevant and which have factors in common from the set of data. It is the process of analysis data from different perspectives and discovering problems, patterns, and correlations in data sets that are useful for predicting outcomes that help you make a correct decision. Weather Prediction is a field of meteorology that is created by collecting dynamic data related to the current state of the weather such as temperature, humidity, rainfall, wind. In this paper, we designed a system using a classification method by k-Nearest Neighbors algorithm for predict whether through previous data to determine the expected temperature and humidity the prediction results were compared with real results, the comparison was good and acceptable.
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I. INTRODUCTION

Data mining is the process of analyzing data in different ways from a different perspective collected and summarized to give useful information for use or is the process of using a variety of Data analysis tools to discover patterns and relationships between different data that can be used to make the predictions correct. It is a mixture of statistics, mathematics and computer software [1]. Data mining had perfect attendance in the computer field and in society in general in last years, due to the wide availability of big amounts of data and the great need for turning such data into useful information and knowledge. The knowledge can be used for different applications such as sales analysis, medical fields, production control and science exploration [2]. Data mining can be used in all fields, for example, in the field of finance and business it can predict profit or loss and can also be used in Credit cards and the expected risks in this area and who is the expected customer to be good and who is bad. Also, in the health field and predicting possible genetic diseases in the future, such as Diabetes, pressure, and heart disease. It can also be used in the security and military field, and it can also be used in the weather, as this paper presents [3]. The variety in the use of weather forecasts is innumerable, such as weather warnings; It protects and reduces the material loss of life and property. Weather forecasts that focus on knowing the temperature and the probability of precipitation since daily activities may change due to heavy rain, snow, wind or hail, weather forecasts can be used to plan the dates and locations of different activities during those weather conditions [4]. Data mining is one of the fastest-growing fields in computer science, and its popularity and spread came from the increasing need for tools that help analyze and comprehend large amounts of data. There are two kinds of knowledge under this amount Data Huge: First Line-On Analytical Processing OLAP (Processing Analytical) and Data Mining, DM (Mining) and both types are analytical tools based on data warehouses Fig. 1 gives an overview of the conceptual structure of a data warehouse, data mining and OLAP [3].

All data collected by organizations will not serve any purpose without knowledge discovery. Data mining helps organizations visualize hidden patterns and trends in data sets that may not have been visible before. Whatever insights are revealed will lead to clear decisions [2].

II. METHODOLOGY

This paper presented weather predicting model by using one of the most important data mining techniques the model was designed by classification using k-Nearest Neighbors algorithm, (KNN) is a simple algorithm, also is supervised machine learning algorithm that is widely used to solve classification problems. KNN algorithm assumes that similar things exist in close proximity. In other words, similar things
are near to each other, to design and implement the proposed system was used Visual Studio Environment.

III. PROCESS OF KNOWLEDGE DISCOVERY

Data mining aims to discover and extract useful patterns, and it is a useful technology that has become important with the rapid development and spread of the use of databases, and the use of data mining facilitates in all areas the ability to explore the most important information in the databases. Data mining techniques are used to build future predictions and explore behavior and trends, allowing for correct decisions to be estimated. It also answers many questions in a short time, especially questions that are difficult to answer using traditional statistical methods, especially questions that are difficult to answer using traditional statistical methods, data mining mean knowledge discovery from data, depicted in Fig. 2 and consists of an iterative sequence of the following steps:
1. Data cleaning: firstly must delete noise and inconsistent data.
2. Data integration: in this stage where combined between multiple data sources
3. Data selection: where data relevant to the analysis task are retrieved from the database
4. Data transformation: data are transformed into forms appropriate for mining by performing summary or aggregation operations.
5. Data mining: the main process to be applied in order to extract data patterns
6. Pattern evaluation: in this stage identify the truly interesting patterns representing knowledge based on some interestingness measures.
7. Knowledge presentation: using knowledge representation and visualization techniques to present the mined knowledge to the user [5].
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IV. TYPES OF DATA MINING

When we deal with data mining, we find that there are two methods that can be used in data mining
1) Description Methods
This method works to get specific patterns that describe the data, this method contains the following types:
A. Clustering
Its objective is to identify trends within the data and this type tries to find groups of elements that exist together, and it divides the data into a group of categories based on similar properties [6].

B. Association Rule Discovery
Finding new dependency rules which will predict the occurrence of an item based on occurrences of other items, based on a set of records each of which contains some number of items from a given collection data [7].

C. Sequential Pattern Discovery
Sequencing techniques use time-based analysis to extract useful information and are similar to clustering in that they are used to determine which elements occur together and which elements occur first [6].

1) Prediction Methods
This method will take real variables to predict unknown or future values of other variables, this method contains the following types:

D. Classification
Classification is used to solve many problems by analyzing a set of data and placing it in the form of categories that can be used later to predict future data [8].

E. Regression
Predict a new value of a given continuous-valued variable based on the other values of variables, assuming a linear or non-linear model of dependency [7].

F. Deviation Detection
This method checks for abnormal deviations from normal behavior applications.

V. PROPOSED SYSTEM

The operating of K-NN classifier is as follows:
1. Value of K is initialized.
2. The distance between input sample and coaching samples is calculated:
   \[ \text{dist}(x, y) = \sqrt{(x - a)^2 + (y - b)^2} \]
3. Sort the distances.
4. Take high K-nearest neighbors.
5. Apply easy majority.
6. Predict category labels with additional neighbors for input sample [9]. KNN algorithm at the training phase just stores the dataset and when it gets new data, then it classifies that data into a category that is much like the new data. The Fig 4 shown the steps of proposed system.
Weather prediction has often been a wonderful field of research because changes in climatic conditions greatly affect people, in this paper we use k-Nearest Neighbors algorithm for weather prediction. The main idea on which k-Nearest Neighbors works is that the info is connected in an exceedingly feature space. wherefore, to search out the space among knowledge points, all the points are considered in order. The distance is calculated using Euclidian distance based on the data type of data classes used. A single value of K is given, and it is used to find the total number of nearest neighbors that determine the class label for unknown sample. If the worth of K=1, then it’s referred to as the nearest neighbor classification [9]. Suppose there are two classes, i.e., class A and class B, and that we have a brand new x1, thus this information can be that of those classes. to resolve this problem, we need a K-NN algorithm. With the assistance of K-NN, we will simply determine the class or category of a specific dataset. take into account Fig 3.

The weather is predicted for today. It will be predicted using a k-Nearest Neighbors algorithm to find the distance among data points, all the points are considered in order and predicted the weather (temperature and humidity) the expected values will be displayed in Fig 6.

This system was implemented by Visual Studio, Visual Studio code could be a source-code editor created by Microsoft for Windows, Linux, and macOS. options embrace support for debugging, syntax highlight, intelligent code completion, code refactoring, and embedded Git.

| NO | Predicted Temperature | Actual Temperature |
|----|----------------------|-------------------|
| 1  | 24                   | 24                |
| 2  | 23                   | 23                |
| 3  | 23                   | 23                |
| 4  | 24                   | 25                |
| 5  | 26                   | 26                |
| 6  | 25                   | 24                |
| 7  | 24                   | 25                |
| 8  | 25                   | 25                |
| 9  | 26                   | 24                |
| 10 | 23                   | 23                |

| NO | Predicted Humidity | Actual Humidity |
|----|-------------------|-----------------|
| 1  | 31%               | 31%             |
| 2  | 33%               | 34%             |
| 3  | 33%               | 32%             |
| 4  | 34%               | 34%             |
| 5  | 30%               | 31%             |
| 6  | 34%               | 34%             |
| 7  | 32%               | 30%             |
| 8  | 33%               | 33%             |
| 9  | 33%               | 35%             |
| 10 | 34%               | 34%             |
After the results appeared, a comparison was made between the actual temperature and the predicted temperature, shown in Table I and Fig. 7, and we notice a remarkable convergence of the results.

Also, a comparison was made between the actual humidity and the predicted humidity, shown in Table II and Fig. 8, and we notice a remarkable convergence of the results. Weather prediction approaches are challenged by complex weather phenomena with limited observations and past data, for this reason, we must always improve and renew the method of weather prediction.

![Humidity comparison](image)

**Fig. 8. Humidity comparison.**

VII. CONCLUSION

Data mining is one of the highly efficient methods of analyzing and compiling data and reaching relationships that increase predictability and provide the best possible goals for knowledge exploration. This paper concludes that using Data mining techniques for weather prediction (temperature and humidity) gives good results and can be considered as an alternative to traditional metrological approaches.

A comparison is made in this paper, which shows that good results between predicted and real values the K-NN algorithm are one of best suited classifications technique for this application, one of the major concerns of Weather prediction is its accuracy and its timely output. For this reason, the main dependence in weather forecasting is on the basis of data mining techniques, such as what was presented in this paper using the KNN classification algorithm.
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