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Abstract

Identifying and mitigating safety risks is paramount in a number of industries. In addition to guidelines and best practices, many industries already have safety management systems (SMSs) designed to monitor and reinforce good safety behaviors. The analytic capabilities to analyze the data acquired through such systems, however, are still lacking in terms of their ability to robustly quantify risks posed by various occupational hazards. Moreover, best practices and modern SMSs are unable to account for dynamically evolving environments/behavioral characteristics commonly found in many industrial settings. This article proposes a method to address these issues by enabling continuous and quantitative assessment of safety risks in a data-driven manner. The backbone of our method is an intuitive hierarchical probabilistic model that explains sparse and noisy safety data collected by a typical SMS. A fully Bayesian approach is developed to calibrate this model from safety data in an online fashion. Thereafter, the calibrated model holds necessary information that serves to characterize risk posed by different safety hazards. Additionally, the proposed model can be leveraged for automated decision making, for instance solving resource allocation problems —targeted towards risk mitigation— that are often encountered in resource-constrained industrial environments. The methodology is rigorously validated on a simulated test-bed and its scalability is demonstrated on real data from large maintenance projects at a petrochemical plant.
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1. Introduction

Continuous improvement of safety performance is crucial in the construction, manufacturing, processing and other heavy industries. There have been commensurate improvements, over the past decades, with the introduction of safety management systems (SMSs) which help to identify, assess, and mitigate occupational safety hazards. In spite of these efforts, high incident rates still plague many of these industries. This is well evidenced, for example, in the construction industry, which remains hazardous and still records a high injury rate (Ringen and Englund 2006; Pinto et al., 2011). Most crucially, these industries are seeing a plateauing trend in the improvements of safety
performance (Dekker and Pitzer, 2016). It has been argued that these industries have reached a significant degree of saturation with respect to traditional safety strategies (Esmaeili and Hallowell, 2012). A contributing factor is that the critical risk-mitigation decisions are still predominantly made by humans, which is often “fraught with numerous biases and misconceptions inherent to human cognition and compounds the likelihood of misdiagnosing the riskiness of a situation” (Tixier et al., 2017). Therefore, it is imperative to consider novel approaches that objectively assess safety risks and optimally direct risk-mitigation efforts.

With the digitalization of heavy industries, there have been proposals to leverage modern sensing and information management systems to breakaway from plateauing trends of safety performance. For instance, several of these proposals pertain to the tracking of persons and equipment (see Awolusi et al. (2018) or Desvignes (2014)), which can then enable monitoring of hazardous situations. For example, when someone approaches a hazardous or restricted area, an alert can be automatically generated and broadcasted (Chae and Yoshida, 2010; Arslan et al., 2020). Such new technologies have a great potential to improve workplace safety by directly monitoring the interaction between humans and their work environments. However, they are primarily used in isolation and hardly make use of the safety data collected by modern SMSs (safety observations and incidents reports), thus lacking the context about evolving safety risks (Dekker, 2016; Neal and Griffin, 2004). Just by themselves, these technologies provide only a highly localized and limited perspective of the overall landscape of safety risks. Therefore, there is a need for analytic methods that provide an holistic assessment of safety risks from recorded safety data, which may then be augmented using the data from modern sensing systems.

There has been an increasing number of studies in recent years exploring the use of data analytics and machine learning techniques to identify leading indicators of safety incidents. A common solution approach in these studies is to first identify certain universal safety attributes (for example, using natural language processing tools to mine textual descriptions in safety reports) (Tixier et al., 2016b; Zou et al., 2017; Goh and Ubeynarayana, 2017), followed by the application of machine learning techniques to learn their relationship with the occurrence and the severity of actual safety incidents (Sarkar et al., 2020; Poh et al., 2018; Tixier et al., 2016a; Verma et al., 2018; Cheng et al., 2013). Such studies offer the benefit of being data-driven and, when calibrated on historical data, allow one to identify attributes that are most promising leading indicators of safety incidents. In spite of these efforts, there remains a significant room for improvement in existing safety analytics approaches. First, the aforementioned machine learning models are usually oblivious to the diverse set of challenges particularly encountered in analyzing safety data. While convenient to implement and calibrate on data, they lack the mechanisms to easily include a priori knowledge, which may either come from safety experts or from data acquired in disparate and yet related contexts such as different projects or work-sites. Second, many of the existing analytical approaches are designed to
work with \textit{reactive} data consisting of historical incident reports and severity levels. A recent trend in SMSs is to gather more \textit{proactive} data in the form of safety observations/inspections (Verma \textit{et al.} [2018]), to supplement the often sparse (fortunately) reactive data. However, there are no well-established approaches that combine the learnings from both reactive and proactive data in a principled and meaningful manner. Lastly, while the existing methods are helpful, their impact is limited to a snapshot in time since they are not designed to be attuned to dynamic work environments with evolving work-types and safety risks.

The proposed framework is similar to the existing ones in certain aspects, but there are several points of departure that help to overcome the aforementioned drawbacks. To be specific, the contribution of this study is threefold. \textbf{First}, a hierarchical probabilistic model of the safety data is proposed that ties in the generation of reactive and proactive data, thus providing a common platform to assess risk of safety hazards from different data types. Safety data records are temporally sparse and obtained at irregular intervals. Within the theory of random processes, such data is better characterized as point processes (Daley \textit{et al.} [1988]). Unlike the existing approaches of safety risk assessment, ours takes advantage of this viewpoint when analyzing such data. \textbf{Second}, an efficient, recursive Bayesian inference algorithm is developed to calibrate the aforementioned probabilistic model from the safety data in an online fashion. As a result, the model evolves with the changing work environment, thereby providing the ability of dynamic risk assessment. \textbf{Third}, while the assessed risks are useful in their own right (by helping safety professional identify areas to intervene upon), we demonstrate the applicability of our approach for optimal decision making for a particular resource allocation problem.

\textit{Remark:} Due to the focus of this study on continuous risk assessment from safety observations and reports, our methodology is arguably focused on \textit{behavioral} aspects of safety. These aspects tend to be more dynamic and evolve more closely in interdependence with safety culture, attitudes, and other exogenous conditions (Dekker \textit{et al.} [2016]; Curcuruto \textit{et al.} [2015]; Fugas \textit{et al.} [2012]; Wu \textit{et al.} [2011]). In contrast, systemic risks stemming from processes and equipments are usually effectively mitigated by designing appropriate safeguards and best practices, and hence are out of scope of this study.

The remainder of this paper is organized as follows. First, in Section 2 we describe the general characteristics of a SMS assumed in this work. This includes the interplay between proactive and reactive safety data that needs to be available, and the detail therein, such that it enables the assessment of safety risk. A formal problem statement is provided in Section 3. The proposed analytical methodology is then presented in Section 4, comprising the probabilistic model for dynamic risk assessment in Section 4.1, the recursive Bayesian estimation of this model in Section 4.2, and the optimization strategy for a specific resource allocation problem in Section 4.3. The methodology
is validated in a simulated environment and demonstrated for its scalability in a real-world setting in Section 5. Conclusions and considerations for future work are presented in Section 6.

2. Background on Safety Management Systems (SMSs)

Over the last decade or two, the introduction of SMSs has proven to be crucial in the improvement of workplace safety. First and foremost, these systems provide a systematic process to record safety data, which then help identify high-risk elements, which in turn leads to best practices and safeguards to mitigate them. Additionally, they have also brought to the forefront the interdependence between safety climate and safety behavior, and their ultimate effect on safety performance (Fugas et al., 2012; Wu et al., 2008, 2011). For example, a workforce general attitude toward safety is undoubtedly essential in the collection of the necessary data and the translation of recommendations into improved safety practices and behavior. This means that the success of a safety program is underpinned by the appropriate safety climate and the necessary leadership support (Sheehan et al., 2016; Fugas et al., 2012).

The risk modeling and mitigation methodology described in this study works within the framework of a general workplace SMS. There are several characteristics that must be present that we describe in this section, and also provide the rationale behind them. First of all, there must exist a substantial focus on collecting proactive safety data, typically in the form of safety observations. These not only help to dynamically assess safety risk but also serve to reinforce safety awareness and safe practices. Moreover, both positive and negative observations are needed (Grant et al., 2018) (refer to Section 2.1). Secondly, near-misses and incident report should attempt to characterize the potential injury severity and not only the actual severity incurred (see Section 2.2 for details). As will be shown, this allows for an improved assessment of safety risk. It is worth mentioning that although one could use the proposed methodology in a SMS without these characteristics, its usefulness would be limited due to the sparsity of information available through actual incidents.

2.1. Safety data: observations and incidents

As previously mentioned, the data collected by modern SMSs primarily consists of safety observations and near-miss & incident reports. Safety observations can be considered as a proactive form of data that includes assessment reports on workers’ behaviors and workplace conditions. These observations are not contingent upon safety incidents and are made regardless of them. Safety observations should capture both safe (i.e., positive) circumstances and at-risk or unsafe (i.e., negative) circumstances so as to appropriately characterize the relative frequency of these situations (Grant et al., 2018, Hollnagel, 2012). It is a common practice to group these observations into categories pertaining to work types, areas of focus, or different hazards (Verma et al., 2018, Tixier et al., 2017).
In the remainder of the paper we refer to such categories as *vulnerabilities* that, in our opinion, is a more appropriate term in the context of workplace safety.

In this study, we consider three types of safety observations: work-safety observations (WSOs), safety assessment observations (SAOs), and best-practices observations (BPOs). WSOs are general observations collected by workers and leadership capturing both safe and unsafe behaviors, practices, or situations. For example, a WSO might be submitted by a worker reflecting on how a colleague proceeded when realizing that it was lacking the proper personal protective equipment (PPE) for a task, or when a worker noticed a workplace hazard because of cabling across a path or a misplaced barrier. In both cases the observations are associated with appropriate vulnerabilities, for instance, “PPE” for the former and “Barricades” for the latter. SAOs are more formal observations in the sense that they are collected by designated safety inspectors by actively observing workers as they perform their tasks. BPOs, like SAOs, are also deliberate observations albeit focused on the execution or critical evaluation of best-practices for well-defined tasks. Like WSOs, SAOs and BPOs are associated with the vulnerabilities that become apparent during scrutiny. Because of the more deliberate nature of SAOs and BPO, they may be given higher weight when assessing the risk of vulnerabilities. On the other hand, one may argue that SAOs and BPOs can be primed towards observing more negative behaviors/situations. Regardless of the observation types, it is logical to assume that such observations are subject to biases (because of humans in the loop) and knowing the appropriate weights of each observation type is nontrivial. Our approach addresses this gap by allowing to infer weights of each observation types in a data-driven manner.

While observations reflect the general safety climate, assessing safety risk requires inferring how those observations relate to the safety incidents and near-misses. The latter is especially important because it could be a crucial leading indicator of a future incident. In the literature the importance of near-miss reports in identifying, assessing, and controlling idiosyncratic risks has also been repeatedly emphasized ([Haas et al., 2020](#) [Yorio et al., 2014](#) [Lander et al., 2011](#)). In this study we consider near-misses as yet another form of incidents. In fact, it can be argued that near-misses differ from incidents only in the severity of the actual outcome. By taking into consideration an assessment of the severity potential (Section 2.2) near-misses are indistinguishable and play a central role in assessing the overall safety risk. Therefore, in the remainder of this article “incidents” should be considered to include both near-misses and actual incidents. Lastly, like safety observations, incidents are associated with appropriately chosen vulnerabilities.

### 2.2. Incident severity (actual and potential)

The severity of an injury associated with an incident provides only partial information regarding the state (or riskiness) of a vulnerability. In reality there is substantial variability in the injury severity of incidents, including no injury in the case of near-misses. Accordingly, each incident provides an opportunity to assess the distribution of injury severities for the vulnerability in consideration.
To this end, we adopt a Hurt-based approach that has been recently proposed (Smith and Jones, 2014; Etaje et al., 2013). This approach provides a framework to consistently describe an actual injury severity and evaluate the potential (worst-case) injury severity. Moreover, this approach can be extended to qualify the outcome severity of process, property, and environmental incidents, thereby providing the means to effectively integrate learnings from common potential effects across incident types (Eggleston et al., 2014). For these reasons, the Hurt-based approach is assumed in the remainder of this paper. To be specific, the modeling method proposed in Section 4 shall assume that incidents contain an evaluation of both actual and potential injury severities. In the following, AHL (actual Hurt level) and PHL (potential Hurt level) will be used to denote the actual and potential severity of an injury following an incident, respectively. They take values along 6 levels, zero through five. A Hurt-level of zero means that no injury took place, meaning that it was a near-miss (or property or environmental incident, if considered). Intuitively, the severity rapidly escalates with increasing levels, with levels 4 and 5 corresponding to one and multiple fatalities, respectively. By definition, the PHL is always equal or greater than the AHL.

Although the modeling herein assumes that the Hurt-based approach was employed in an SMS, the model could be easily modified to work with traditional severity metrics. This is equivalent to limiting oneself to using only the AHL. This is not ideal, as discussed later, since the evaluation of PHL can be crucial for inferring the distribution of severity outcomes, and thus for accurate assessment of future safety risk.

3. Problem description

Consider an industrial work environment equipped with a SMS that records safety data, of the form discussed in Sections 2.1 and 2.2, on a daily basis. We assume that any task in this work environment is fully described by a set of $n$ unique vulnerabilities. Let $D[t]$ denote the safety data recorded at time $t$. This includes the number of incidents, the associated Hurt levels ($ahl_i[t]$, $phl_i[t]$) and the number of safety observations made of various types (WSOs, BPOs, etc.). Thus, $D[t]$ is a collection of data recorded for all the $n$ vulnerabilities at time $t$; that is,

$$D[t] = \left\{ n^i_e[t], ahl^i[t], phl^i[t], n^i_aX_1[t], n^i_aX_2[t], n^i_aX_1^{-}[t], n^i_aX_2^{-}[t] \right\}_{i=1}^n$$  \hspace{1cm} (1)$$

where, for the $i^{th}$ vulnerability, $n^i_e[t], ahl^i[t], phl^i[t]$ are the number of incidents and the vectors of corresponding AHLs and PHL values, respectively. Note that the length of vectors $ahl^i[t]$ and $phl^i[t]$ is $n^i_a[t]$. Similarly $n^i_aX_1[t]$ and $n^i_aX_2^{-}[t]$ denote the number of total and the negative observations recorded for any observation type $(X_*)$, respectively. Here we restrict to two observation types denoted as $X_1$ and $X_2$ for the ease of exposition, but the proposed framework works for an arbitrary number of observation types. Additionally, let’s assume that the total number of observations of all
types, across all vulnerabilities and at all time-steps is finite and is denoted by $m$. In other words, a fixed number of observations are made every day due to finite resources. Given this data, we have two main goals as follows.

- Continuously monitor the state of all vulnerabilities based on safety data. The state of the $i^{th}$ vulnerability is specified by two distribution viz. $p(n_i^n)$ and $p(ahl| n_i^n \neq 0)$. The former characterizes the incidence occurrence rate and the latter, the injury severity if an incident occurs. These two distributions are sufficient to yield a meaningful measure of risk for each vulnerability as discussed shortly in Section 3.1.

- Given the current state of all vulnerabilities, allocate $m$ observations across $n$ vulnerabilities. Safety observations are onerous (requires human in the loop) and scarce compared to the size of the workforce and the number of tasks being carried out in any given day. Therefore, a SMS may greatly benefit by making these observations judiciously i.e. more resources are allocated towards vulnerabilities with higher risks.

Note that it might just be sufficient to quantify the risks associated with each vulnerability (first of the two goals), and present that information to the leadership to act upon it, for instance use this information to allocate observation resources. Nevertheless, our second goal attempts to mathematically formalize that process as well for scenarios where the work environment is just too large with many moving parts, and any manual decision making is not just cumbersome but also susceptible to human error in judgment.

### 3.1. Safety risk

Safety risk is usually evaluated along two main dimensions, i.e. the incidents frequency and their severity (Baradan and Usmen, 2006). On one hand, the number of incidents, of course, tells us how often injuries are occurring, and is a reflection of the state of overall safety landscape. On the other hand, it provides an incomplete picture without the information about the incidents’ severity. In the majority of situations it is critical to avoid the occurrence of high-severity incidents, meaning that, while one may want to eliminate minor injuries, such as small cuts or scrapes, those are of drastically lower importance relative to the prevention of life-altering injuries or fatalities. Therefore, considering both dimensions is undoubtedly important to characterize safety risk.

A logical way to define safety risk is via the product of frequency and severity of incidents for every vulnerability (Tixier et al., 2017). We adhere to the same logic but define risk in probabilistic terms. Let $p(C_{ahl=j}^i)$ denote the distribution of daily counts of incidents of the Hurt level $j$ for the $i^{th}$ vulnerability. Section 4.3 details how this distribution can be obtained after calibration with the historical safety data. Associating a loss (or severity score) with each Hurt-level, a loss vector can be defined as $c = [0, 1, 10, 100, 1000, 10000]^T$. Here the associated loss values (and units) are
rather arbitrary but capture an essential feature that with each increment in the Hurt-level the corresponding increase in the loss is exponential. An alternate set of severity scores can be found elsewhere (Hallowell and Gambatese [2010]), exhibiting similar exponential behavior. With these two pieces of information the risk can be defined, for each vulnerability, as the expected-loss i.e.

\[ s_i = \sum_{j=0}^{5} c[j] \cdot E(C_{ahl=j}), \]

where \( E \) is the expectation operator with respect to the distribution \( p(C_{ahl=j}) \). Section 4 presents an in-depth exposition of how the risk can be computed and updated in an online fashion.

One may argue that the definition of risk by Tixier et al. (2017, see Equation 2) is similar to the one defined here as the expected-loss. This argument is only partly true since there are some notable differences and advantages of the latter. First, the former obtains risk values from historical incident data. This approach, while suitable in data rich scenarios, is susceptible to incorrect assessment of risk when the data is sparse, as is often the case with safety incidents. The proposed approach, on the contrary, relies on the distribution of Hurt levels which is learned not only from the (scarce) incident data but also from the observation data (proactive data) and any available prior knowledge (see Section 4 for details). Thus, the characterized risk is more robust to data sparsity and noise. Secondly, having access to the Hurt level distribution \( p(ahl) \), other risk measures, popular in financial risk management, such as value at risk (VaR) and conditional value at risk (CVaR) (Pflug [2000]) can be easily derived. These risk measures emphasizes the tail portion of the Hurt level distribution (rare, high severity incidents), and thus could be preferred by leadership (over the expected-loss) to make risk-mitigation decisions.

4. Safety Risk Management

Safety risk management involves both the assessment of various safety risks as well as their mitigation by taking proper, targeted actions. An ideal framework for the same should be able to work with sparse safety data, while being able to account for various real world uncertainties. To this end we present an approach that is grounded on probabilistic modeling and inference, and has the following salient features. The proposed approach:

- characterizes risk posed by every vulnerability based on both reactive and proactive safety data via a common hierarchical probabilistic model (refer to Section 3.1),
- works in an online fashion by maintaining the state of a vulnerability at every time point and updating it as soon as new safety data arrives,
- provides a systematic approach to incorporate potential Hurt level information to compensate for scarce actual Hurt level information from incidents,
- automatically quantifies the information content in each observation type, and
• lends itself to stochastic optimization methods for making optimal risk-mitigation decisions.

We first hypothesize a hierarchical probabilistic model that describes the generative process of the safety data $D[t]$ as described in Section 3. Once calibrated on the safety data, this generative model forms the foundation of our risk management framework. We first describe the proposed generative model in Section 4.1 and provide the intuition behind it. This model involves a few free parameters, for which a fully Bayesian parameter estimation procedure presented in Section 4.2 can be implemented in an online fashion. Lastly in Section 4.3 we define the risk scores for every vulnerability that can be easily computed from the calibrated generative model. In addition, we provide details of a stochastic optimization framework to solve a resource allocation problem aiming to minimize cumulative future risk.

4.1. Model

In the discussion henceforth we omit the time index $t$ for the readability of equations. The time index will be reintroduced in the equations when appropriate. The governing equations (eq. (2a) – eq. (2e)) completely specify the generative model for the data $D[t]$ as given in eq. (1).

\[
\begin{align*}
n_t^i \sim L(n_t^i | n_{X_1}^i, \kappa_{X_1}^i) & \quad (2a) \\
n_{X_2}^i \sim L(n_{X_2}^i | n_{X_2}^i, \kappa_{X_2}^i) & \quad (2b) \\
n_e^i \sim L(n_e^i | n_e^i, \beta^i); \text{ s.t. } \delta^i = w_{X_1} \kappa_{X_1}^i + w_{X_2} \kappa_{X_2}^i & \quad (2c) \\
ahl^i \sim L(ahl^i | n_e^i, p^i) & \quad (2d) \\
phl^i \sim L(phl^i | n_e^i, p^i, ahl^i) & \quad (2e)
\end{align*}
\]

The parameter set $\Theta = \{(\beta^i, \kappa_{X_1}^i, \kappa_{X_2}^i, p^i)\}_{i=1}^n | w_{X_1}, w_{X_2}\}$ characterizes this generative model completely. Equation (2a) (or eq. (2b)) models the number of unsafe acts recorded from observations of type $X_1$ (or $X_2$) as a Binomial process with unknown failure probability $\kappa_{X_1}^i$ (or $\kappa_{X_2}^i$). Thus, the parameters $\kappa_{X_1}^i$ (or $\kappa_{X_2}^i$) can be interpreted as the proportion of tasks, corresponding to the $i$th vulnerability, that are likely to be flagged as unsafe by the observation type $X_1$ (or $X_2$). Since, the observation processes may be biased, these parameters are, at best, noisy estimates of the actual proportion of the tasks that are being carried out unsafely. Hence, an improved estimate ($\delta^i$) of the same is obtained as a weighted combination of $\kappa_{X_1}^i$ and $\kappa_{X_2}^i$ (refer to eq. (2c)). The weights over observation types ($w_{X_1}$ and $w_{X_2}$) are assumed to be positive and sum to 1. Equation (2c) posits that the number of a incidents is a Poisson process with rate parameter $\kappa^i \times \beta^i$. The $\kappa^i$ term ties the proportion of unsafe tasks to the occurrence of incidents, in the sense that the higher the proportion of unsafe tasks the higher the incident rate. This is a key feature of our method because it provides a mechanism to explicitly tie proactive (safety observations) and reactive (safety
incidents) data, which provides an intuitive and direct explanation of safety data unlike other approaches proposed so far in the literature. The $\beta^i$ term accounts for all the other unknown factors that would determine the incident occurrence rates. Finally, given the number of incidents ($n^i_e$) for the $i^{th}$ vulnerability, eq. (2d) postulates that the corresponding AHLs are distributed according to a multinomial distribution defined by the positive parameter vector $p^i$, which sums to 1. Certain vulnerabilities are inherently riskier (or less risky) than others, and result in incidents with higher (or lower) AHL. That information is encoded in the parameter vector $p^i$. Additionally, PHLs are also distributed with the same multinomial distribution, but are conditional on the AHL values, since a PHL is always greater than or equal to the corresponding AHL.

To complete the hierarchical Bayesian model of the safety data, we specify prior distributions on the unknown parameters $\Theta = \left\{ \beta^i, \kappa^i_{X_1}, \kappa^i_{X_2}, \alpha^i \right\}_{i=1}^n, w_{X_1}, w_{X_2}$. The prior distributions have free parameters themselves (often referred to as hyper-parameters). In such hierarchical settings, a Bayesian update via the application of Bayes rule (eq. (4)) amounts to updating these hyper-parameters as we would see in the next section. For our problem we choose the following prior distributions for the unknown parameter set $\Theta$.

$$p^i \sim \pi_{pr}(p^i) = \text{Dirichlet}(p^i | \alpha^i) \tag{3a}$$

$$[w_{X_1}, w_{X_2}] = w \sim \pi_{pr}(w) = \text{Dirichlet}(w | \xi) \tag{3b}$$

$$\beta^i \sim \pi_{pr}(\beta^i) = \text{Gamma}(\beta^i | k^i, \theta^i) \tag{3c}$$

$$\kappa^i_{X_1} \sim \pi_{pr}(\kappa^i_{X_1}) = \text{Beta}(\kappa^i_{X_1} | a^i_{X_1}, b^i_{X_1}) \tag{3d}$$

$$\kappa^i_{X_2} \sim \pi_{pr}(\kappa^i_{X_2}) = \text{Beta}(\kappa^i_{X_2} | a^i_{X_2}, b^i_{X_2}) \tag{3e}$$

These are some natural choices of the prior distributions for the proposed generative model of the safety data. For instance, a commonly used prior distribution of positive vectors that sum to 1 is the Dirichlet distribution (eq. (3a) and eq. (3b)). Similarly, proportions are typically specified using Beta distribution (eq. (3d) and eq. (3e)), and positive scalars denoting intensity rate of a Poisson process as Gamma distribution (Equation eq. (3c)). For the benefit of readers we include a graphical representation, in figure 1, of the aforementioned generative model of the safety data.

4.2. Estimation

We present a fully Bayesian approach to estimate the parameters of the aforementioned model in an online fashion. The Bayes rule in eq. (4) underpins the parameter update from time $t$ to $t + 1$. Given the prior distribution $\pi_{pr}(\Theta)$ on parameters (eqs. (3b)–(3e)) and the data likelihood function $L(D[t] | \Theta)$ (eqs. (2a)–(2e)), the Bayes rule provides a mapping from the prior to the posterior...
distribution $\pi_{\text{post}}(\Theta)$.

$$\pi_{\text{post}}(\Theta) \propto \pi_{\text{pr}}(\Theta)\mathcal{L}(D[t] | \Theta) \quad (4)$$

The prior distribution at initial time step ($t = 0$) may encode domain knowledge, which then gets progressively refined in subsequent time steps as new data is observed. This is achieved by the recursive application of eq. (4), such that the posterior at the time $t$ serves as the prior for the next time step $t + 1$. Given the prior distributions (eqs. (3b)–(3e)) and the likelihood functions (eqs. (2a)–(2e)), the right hand side of eq. (4) can be written as,

$$\pi_{\text{pr}}(\Theta)\mathcal{L}(D[t] | \Theta) =$$

$$\pi_{\text{pr}}(w) \prod_{i=1}^{n} \pi_{\text{pr}}(\beta^i)\pi_{\text{pr}}(\kappa_{X_1}^i)\pi_{\text{pr}}(\kappa_{X_2}^i)\mathcal{L}(n_{aX_1}^i)\mathcal{L}(n_{aX_2}^i)\mathcal{L}(n_{e}^i)\mathcal{L}(\text{ahl}^i)\mathcal{L}(\text{phl}^i). \quad (5)$$
Rearranging eq. (5) by exploiting parameter independence, yields an unnormalized posterior that can be written as product of the two unnormalized posteriors as shown below.

\[
\pi_{pr}(\Theta) L(D[t] | \Theta) = \left[ \prod_{i=1}^{n} \pi_{pr}( \beta^{i} ) \pi_{pr}(\kappa^{i}_{X_{1}}) \pi_{pr}(\kappa^{i}_{X_{2}}) \mathcal{L}(n^{i}_{a_{x_{1}}}) \mathcal{L}(n^{i}_{a_{x_{2}}}) \mathcal{L}(n^{i}_{e}) \right] \left[ \prod_{l=1}^{n} \pi_{pr}( \beta^{i} ) \mathcal{L}(a h l^{i}) \mathcal{L}(p h l^{i}) \right]
\] (6)

The latter of the two posterior admits a closed-form representation (as detailed in Section 4.2.2) because of the conjugacy of the prior with its likelihood function. However, for the former, one needs to approximate the posterior using sampling methods. Therefore, we propose a hybrid scheme, where at each Bayesian update the hyper-parameters \(\alpha^{i}\) that characterizes the second posterior are obtained analytically (refer to Section 4.2.2), while the hyper-parameters \((\xi, k^{i}, \theta^{i}, a^{i}_{X_{1}}, b^{i}_{X_{1}}, a^{i}_{X_{2}}, b^{i}_{X_{2}})\) of the first posterior are relearned from samples obtained via HMC algorithm (refer to Section 4.2.1). The hyper-parameters so learned are then used to specify priors for the next time step. This process is repeated at every time step thereby ensuring continuous update of parameters as new safety data is acquired.

4.2.1. Simulation of \(\pi_{post}(w, \beta^{i}, \kappa^{i}_{X_{1}}, \kappa^{i}_{X_{2}} | n^{i}_{a_{x_{1}}}, n^{i}_{a_{x_{2}}}, n^{i}_{e})\)

Because of the analytical intractability of this posterior, we simulate it using the Hamiltonian Monte Carlo (HMC) algorithm using Stan (Carpenter et al., 2017), a powerful probabilistic programming language. Recent years have seen a surge in expressive probabilistic programming languages such as Stan. The primary motivation behind such languages is to make probabilistic inference easier by offering two primary benefits. First, a succinct syntax to describe complex probabilistic models that otherwise would take many lines of code in traditional programming languages, and second, the inference is automatic and does not require any additional effort. A snippet of Stan code that implements the proposed generative model for the safety data is shown in figure 2. The one-to-one correspondence between the mathematical representation of the generative model (Equations (3b)–(3e) and Equations (2a)–(2c)) and the code is specially to be noted. For the purpose of inference, Stan offers an automatic inference engine based on variational inference (Kucukelbir et al., 2015) or sampling based algorithms (Hoffman and Gelman, 2014). Results presented in the paper uses the latter. From a set of samples of \((w, \beta^{i}, \kappa^{i}_{X_{1}}, \kappa^{i}_{X_{2}})\) obtained by HMC sampling, we relearn the hyperparameters \((\xi, k^{i}, \theta^{i}, a^{i}_{X_{1}}, b^{i}_{X_{1}}, a^{i}_{X_{2}}, b^{i}_{X_{2}})\) in a maximum-likelihood setting using eqs. (3b)–(3e).
parameters{
    matrix <lower=0, upper=1> [N,0] kappa;
    vector <lower=0> [N] bet;
    simplex [0] w;
}

code{
// specify the prior on parameters
w ~ dirichlet(alpha); // prior of weights of different observation types
for (i in 1:N) {
    bet[i] ~ gamma(k[i], theta[i]); // prior on beta
    for (j in 1:O) {
        kappa[i, j] ~ beta[a[i,j], b[i,j]] ; // prior on kappa
    }
}
// specify the likelihood of field data
for (i in 1:N) {
    // kappa[i] gives the row vector of matrix kappa. w is a column vector
    lambda[i] = bet[i]*(kappa[i]*w);
    n_e[i] ~ poisson(bet[i]*(kappa[i]*w));
    for (j in 1:O) {
        n_a_minus[i, j] ~ binomial(n_a[i,j], kappa[i,j]);
    }
}
}

4.2.2. Analytical method to obtain of $\pi_{\text{post}}(p^i|a_{\text{hl}}^i, p_{\text{hl}})$

Here we describe an analytical method to update the posterior of Hurt level probabilities ($p^i$) given vectors of observed AHLs ($a_{\text{hl}}^i$) and the corresponding PHLs ($p_{\text{hl}}^i$).

$$
\pi_{\text{post}}(p^i|a_{\text{hl}}^i, p_{\text{hl}}) \propto \pi_{\text{pr}}(p^i)L(a_{\text{hl}}^i)L(p_{\text{hl}}^i) \propto \left[\pi_{\text{pr}}(p^i)L(a_{\text{hl}}^i)\right]L(p_{\text{hl}}^i) \propto \left[\pi_{\text{post}}(p^i|a_{\text{hl}}^i)\right]L(p_{\text{hl}}^i)
$$

(7a) (7b) (7c)

The prior on the $p^i$ is a Dirichlet distribution (refer to eq. (3a)) parametrized by a vector of pseudo-counts $\alpha^i$. The bracketed term in eq. (7c) admits an analytical form as a Dirichlet distribution (a standard result in Bayesian inference with a Dirichlet prior and a Multinomial likelihood),

$$
\pi_{\text{post}}(p^i|a_{\text{hl}}^i) = \text{Dirichlet}(p^i|\hat{\alpha}^i); \quad \hat{\alpha}^i = \alpha^i + C(a_{\text{hl}}^i)
$$

(8)

Here, the operator $C(\cdot)$ denotes a counting operation, returning a vector of the number of time each AHL value is observed. This closed-form posterior acts as prior that now needs to be updated based
on the PHL values. Note that PHL values are conditional on the corresponding AHL values (refer to eq. (2e)), hence updating the hyper parameters ($\hat{\alpha}^i$) of the posterior is not that straightforward. We propose an update scheme that ensures that the following two characteristics are preserved.

- A PHL value informs the tail-end of the Hurt level distribution (the portion corresponding to Hurt levels $\geq$ AHL). In other words, a PHL value gives us insight about the relative frequencies of Hurt levels greater than the AHL, since it is a result of a post-incident scenario analysis that investigates the potential of a higher incident severity than the one encountered.

- A PHL value does not impact the front-end of the Hurt level distribution (the portion corresponding to Hurt levels $<$ AHL) because by definition potentially more favorable outcomes of an incident than the observed AHL are not considered.

Let $a \in \text{ahl}^i$, $p \in \text{phl}^i$, such that $p \geq a$, be the observed AHL and PHL values of a particular incident. The hyper-parameters can be updated as follows:

$$\hat{\alpha}^i[j] = \hat{\alpha}^i[j], \forall j < a \quad (9a)$$

$$\hat{\alpha}^i[j] = \left(\frac{\rho}{\rho + 1}\right) \times \hat{\alpha}^i[j], \forall j \geq a, j \neq p \quad (9b)$$

$$\hat{\alpha}^i[j] = \left(\frac{\rho}{\rho + 1}\right) \times (\hat{\alpha}^i[j] + 1), j = p, \text{ where,} \quad (9c)$$

$$\rho = \sum_{j \geq a} \hat{\alpha}^i[j] \quad (9d)$$

Careful examination will reveal that eq. (9a) and eq. (9c) embody the two aforementioned characteristics of the Hurt level distribution update given a PHL. Note that the cumulative pseudo-counts ($\sum_j \hat{\alpha}^i[j]$) remains unchanged, as a result of which the marginal distributions of Hurt levels lower than $a$ remain unchanged. The final posterior distribution remains a Dirichlet distribution i.e.

$$\pi_{\text{post}}(p^i|\text{ahl}^i, \text{phl}^i) = \text{Dirichlet}(p^i|\hat{\alpha}^i), \text{ where } \hat{\alpha}^i \text{ is obtained via the applications of eq. (8) followed by eqs. (9a)–(9c).}$$

4.3. Risk assessment and mitigation

Given the state of vulnerabilities (in the form of posterior distributions) at any point of time, our goal is to quantify risk posed by the vulnerabilities. Toward the end of Section 3.1 we put forth the expected loss, $s^i = \mathbb{E}(c^T \text{ahl}^i)$, as one of the risk measures. Since, $c$ is a vector comprising pre-specified loss values for all Hurt level, this expectation can be written equivalently as $\sum_i c^T \mathbb{E}(\text{ahl}^i)$, where $\mathbb{E}$ is expectation operator with respect to the random variable $\text{ahl}^i$. With certain assumptions, we can obtain this expectation analytically as follows. From the proposed generative model (eq. (2e) and eq. (2d)) we can write, for the $i^{th}$ vulnerability, the joint distribution of the number of incidents
and the associated Hurt level count vector as follows.

\[ p(n^i_e, \text{ahl}^i) = \text{Poisson}(n^i_e | \kappa^i \beta^i) \ \text{Multinomial}(\text{ahl}^i | n^i_e, \mathbf{p}^i) \]  

(10)

The above joint distribution can be expanded to include the parameters \( \kappa^i, \beta^i, \mathbf{p}^i \) i.e.

\[ p(n^i_e, \text{ahl}^i, \kappa^i \beta^i, \mathbf{p}^i) = \pi_{\text{post}}(\kappa^i \beta^i) \ \pi_{\text{post}}(\mathbf{p}^i) \ \text{Poisson}(n^i_e | \kappa^i \beta^i) \ \text{Multinomial}(\text{ahl}^i | n^i_e, \mathbf{p}^i), \]  

(11)

where \( \pi_{\text{post}}(\cdot) \) represent the posterior distributions that are being updated at every time step (refer to Section 4.2). The posterior of \( \mathbf{p}^i \) is a Dirichlet distribution, with the concentration parameter \( \alpha^i \), i.e. \( \pi_{\text{post}}(\mathbf{p}^i) = \text{Dirichlet}(\mathbf{p}^i | \alpha^i) \), and is updated analytically as described in Section 4.2.2. On the other hand, the parameters \( \kappa^i \) and \( \beta^i \) are being sampled via the HMC algorithm (Section 4.2.1). We assume that the product of the later two parameters has a Gamma distribution, i.e. \( \pi_{\text{post}}(\kappa^i \beta^i) = \text{Gamma}(\kappa^i \beta^i; \bar{k}^i, \bar{\theta}^i) \), with hyperparameters \( \bar{k}^i \) and \( \bar{\theta}^i \), which can be learned from the samples in a maximum-likelihood setting. This assumption allows us to obtain the expectation of \( \text{ahl}^i \) analytically as follows.

\[ \mathbb{E}(\text{ahl}^i) = \bar{k}^i \bar{\theta}^i \left( \frac{\alpha^i}{\sum \alpha^i} \right) \]  

(12)

With this form of expectation, the expression of the risk measure (expected loss), for the \( i^{th} \) vulnerability, can be written in a straightforward manner. This risk measure can be valuable to leadership when making safety related decisions, for instance, prioritizing allocation of risk-mitigation resources.

\[ \mathbf{c}^T \mathbb{E}(\text{ahl}^i) = \bar{k}^i \bar{\theta}^i \left( \mathbf{c}^T \frac{\alpha^i}{\sum \alpha^i} \right) \]  

(13)

In the remainder of this section we demonstrate a mathematical framework for automating such risk mitigation decisions. In the previous sections, we discussed how proactive data (safety observations) can be immensely useful to understand the overall safety landscape. However, it is not always clear how to efficiently use these limited observation resources (in the form safety inspectors). Assuming we can only make a finite number of observations everyday, we seek an optimal proportion of observations that should be allocated to each vulnerability such that an overall risk of future loss is minimized. Mathematically, we can cast this resource allocation problem as an optimization problem, which when minimized (or maximized) yields an optimal proportions of resources to be allocated to each vulnerability. In the ensuing discussion we lay out the details of our proposed resource allocation method. Previously, we derived an expression for daily expected loss given by eq. (13). It is this loss that can minimized for resource allocation, and hence forms the foundation the proposed resource allocation method. It is logical to assume that intervention of any form,
for instance allocating certain number of observation resources, should transform the distribution \( p(\text{ahl}) \). Let \( r^i \) represent the proportion of the resources associated to the \( i^{th} \) vulnerability, we intend to define a conditional distribution \( p(\text{ahl}|r^i) \). We posit that the influence of such intervention manifest through the distribution of the product \( \kappa^i \beta^i \). As a result, the joint distribution in eq. (11) is now conditioned on \( r^i \) as follows,

\[
p(n^i_e, \text{ahl}^i, \kappa^i \beta^i, p^i | r^i) = \pi_{\text{post}}(\kappa^i \beta^i | r^i) \pi_{\text{post}}(p^i) \text{Poisson}(n^i_e | \kappa^i \beta^i) \text{Multinomial}(\text{ahl}^i | n^i_e, p^i). \tag{14}
\]

The eq. (14) is identical to eq. (11) except that distribution of \( \kappa^i \beta^i \) is now conditioned on the proportion of allocated resources \( r^i \). Recall from Section 4.1 that the product \( \kappa^i \beta^i \) influences the incidence occurrence rate for the \( i^{th} \) vulnerability (see eq. (2c)). Therefore, the impact of any intervention in terms of the reduction in incidence occurrence rate can be modeled by changing the distribution of \( \kappa^i \beta^i \). As just discussed, the product of \( \kappa^i \beta^i \) is characterized by a Gamma distribution with \( \bar{k}^i \) and \( \bar{\theta}^i \) as the hyperparameters .i.e. \( \pi_{\text{post}}(\kappa^i \beta^i) = \text{Gamma}(\kappa^i \beta^i | \bar{k}^i, \bar{\theta}^i) \). We modify this distribution, by making it a function of resource proportions \( r^i \), as follows

\[
\pi_{\text{post}}(\kappa^i \beta^i | r^i) = \text{Gamma}(\kappa^i \beta^i | (1 - h(r^i))^2 \bar{k}^i, (1 - h(r^i))^{-1} \bar{\theta}^i) \tag{15a}
\]

where,

\[
h(r^i) = \left(1 + \exp\left(-15(r^i - 0.34)\right)\right)^{-1}.
\]

The choice of this conditional distribution is rather ad hoc but logical, and satisfies the following characteristics. The mean value of the product \( \kappa^i \beta^i \) should decrease with the increase in resource proportion \( r^i \) without necessarily changing its variance. Additionally, with half of the resources allocated to a vulnerability \( (r^i = 0.5) \), the mean value should decrease by 90 percent. Similarly, with no resources allocated \( (r^i = 0) \), the mean value more or less remains unchanged. A careful examination of the conditional distribution in eq. (15a) would confirm it satisfies all of the aforementioned characteristics. With this conditional distribution it is easy to verify that we can write the expectation of \( \text{ahl}^i | r^i \) as follows

\[
\mathbb{E}(\text{ahl}^i | r^i) = (1 - h(r^i))\bar{k}^i\bar{\theta}^i \left(\frac{\alpha^i}{\sum \alpha^i}\right) \tag{16}
\]

Finally, the resource allocation can be cast as the following optimization problem that aims to minimize the net-Expected loss. The objective function is differentiable can be minimized using any gradient-based optimization algorithm for instance quasi-Newton algorithms [Nocedal and Wright 2006 Chapter 6]. This optimization problem is solved at every time interval (for example, everyday), with the most recently updated hyper-parameters viz. \( \bar{k}^i, \bar{\theta}^i \), and \( \alpha^i \), to yield optimal proportions
of the resources to allocated to each vulnerability.

\[
\arg\min_{r^1, r^2, \ldots, r^n} \sum_{i=1}^{n} (1 - h(r^i)) \tilde{k}^i \tilde{\theta}^i \left( \frac{e^T \alpha^i}{\sum \alpha^i} \right)
\]

such that \( r^i > 0 \) and \( \sum_i r^i = 1 \)

5. Case Studies

In this section the effectiveness of the proposed method is demonstrated using two case studies. The first study is simulation-based, whereas the second uses real dataset from a large maintenance projects at a petrochemical plant. The proposed risk-based policy is compared to a random and a heuristic-based policy. The former, as the name suggests, is not informed by the safety data and assigns safety resources across vulnerabilities indiscriminately. This provides a lower-bound that any data-driven approach should surpass. While this is an uninformed approach, there is still a benefit because observation resources are being put to use. For this reason, the random policy is not the worst policy because it is unbiased and will direct some resources to vulnerabilities needing attention even if by chance.

The heuristic-based policy, on the other hand, makes decisions in a data-driven fashion by computing a risk score of the \( i \)th vulnerability as a weighted sum of four aggregated quantitative indicators (between 0 and 1) of risk as shown in eq. (18),

\[
s_i(t) = w_{obs} Q_{obs}^i(t) + w_{inc} Q_{inc}^i(t) + w_{ahl} Q_{ahl}^i(t) + w_{phl} Q_{phl}^i(t),
\]

where \( Q_{obs}^i(t) \) denotes, for vulnerability \( i \), the ratio of the number of unsafe over all observations over a fixed period of time ending at time \( t \) (e.g., 30 days). That is,

\[
Q_{obs}^i(t) = \frac{n_{i, a}^-(t)}{n_{a, a}^-(t) + n_{a, a}^+(t)}
\]

Note that the heuristic approach does not differentiate between observation types. \( Q_{inc} \) reflects the number of incidents in the time period, including near-misses, according to

\[
Q_{inc}^i(t) = \begin{cases} 0.2 n_i^-(t), & n_i^-(t) < 5 \\ 1, & \text{otherwise} \end{cases}
\]

Then, \( Q_{ahl}^i(t) \) and \( Q_{phl}^i(t) \) account for the severity of incidents encountered. They correspond to the average Hurt-level severity (actual and potential, respectively) over the time period. The weights would be chosen by a user in a way that reflects how much they trust, or the relevance they put on observations versus incidents and number versus severity of incidents.
5.1. Validation in simulated environment

It is easy to argue that when it comes to making safety related decisions, there could be a great risk in rolling out a new decision policy directly in the field. On one hand, any unanticipated shortcoming of a new policy may manifest in increased safety incidents. On the other hand, a subpar performance on a handful of occasions may lead management to distrust a new policy, when in fact it could have significantly improved the safety performance in the long run. This is where a simulation-based study becomes critical, by allowing a systematic vetting of a new policy under many different scenarios, while accounting for various real-world uncertainties. If carefully designed, any shortcoming/benefit of a new policy should become apparent in such a study, thereby informing the management before implementing a new decision policy. At the core of such a simulation study is a safety environment simulator that mimics the patterns in the occurrence of safety incidents typical to an industrial setting. With built-in mechanisms to model external interventions, such a simulator provides an ideal and objective testbed to validate and compare different policies to make safety related decisions. One such simulation environment is proposed by Paiva and Tewari (2022), which is based on a detailed statistical model that captures various realistic and intuitive characteristics of the incidents and safety observations typical to construction and manufacturing industry. The readers should refer to the aforementioned reference for an in-depth look into the design of the simulator. Here we only provide the simulation settings under which the proposed method is tested and compared to the random and heuristic-based policies.

A few remarks on the use of a safety environment simulator to benchmark various decision policies. First, the results from such comparison should be viewed, at best, in a qualitative sense. Any quantitative conclusion drawn, runs the risk of being incorrect. This is because the simulated environment is, almost surely, not going to be a true reflection of the reality. For instance, the simulator in the ensuing discussion comprises 7 vulnerabilities, while in reality there may be many more (possibly hundreds) of the same. Therefore, if one decision policy (to allocate observation resources) shows a 20% reduction (with respect to the baseline) in a risk metric (such as expected-loss, c.f. Section 3.1), one shouldn’t expect the same level of reduction in reality. The simulation study only establishes relative trends one may expect to see if different decision policies are rolled out in the field. It is extremely hard to quantify the actual extent of the impact until after the roll out of a policy. Second, the proposed statistical model that infers safety risks from both proactive and reactive safety data is markedly different from the model used to generate the safety data in the simulator. The latter is much more detailed and assumes comprehensive knowledge of the work environment such as the task and the incident rates of various vulnerabilities, biases in different observation types, the dynamics of the safety environment’s evolution over time etc. The former, on the other hand, is a much simpler model that is postulated such that its free parameters can be inferred from scarce safety data. In other words, the model used to simulate the safety data is
Table 1: A list of parameters of a simulated safety environment with 7 vulnerabilities. These parameter values fully specify the safety environment proposed in Paiva and Tewari (2022).

| Vulnerability | $\lambda$ | $\xi_{base}$ | $\theta[0]$ | $k$ | $\alpha$ | $p_0$ | $p_1$ | $p_2$ | $p_3$ | $p_4$ | $p_5$ |
|---------------|-----------|--------------|--------------|-----|-----------|------|------|------|------|------|------|
| A             | 17        | 0.55         | 0.31         | 0.97| 0.04      | 0.5  | 0.35 | 0.13 | 0.02 | 0    | 0    |
| B             | 13        | 0.25         | 0.88         | 0.99| 0.005     | 0.6  | 0.11 | 0.11 | 0.16 | 0.02 | 0    |
| C             | 22        | 0.4          | 0.53         | 0.95| 0.01      | 0.3  | 0.05 | 0.35 | 0.28 | 0.02 | 0    |
| D             | 12        | 0.1          | 0.45         | 0.98| 0.005     | 0.2  | 0.3  | 0.25 | 0.18 | 0.04 | 0.03 |
| E             | 15        | 0.05         | 0.18         | 0.99| 0.01      | 0.2  | 0.16 | 0.16 | 0.16 | 0.16 | 0.16 |
| F             | 5         | 0.45         | 0.78         | 0.97| 0.02      | 0.4  | 0.03 | 0.08 | 0.18 | 0.26 | 0.05 |
| G             | 22        | 0.3          | 0.35         | 0.99| 0.005     | 0.65 | 0.15 | 0.08 | 0.06 | 0.04 | 0.02 |

distinctly —and rightly so— different from the model used to assess safety risks and to subsequently allocate observation resources.

Consider a work environment with 7 vulnerabilities and 3 observation types. Each of the seven vulnerabilities have distinct characteristics such as the number of tasks being carried out under them, propensity of safety incidents and their severity, and responsiveness to external intervention. These characteristics are controlled via certain parameters, which are specified in Table 1. Note that here we only specify the simulations parameters for completeness, the detailed description of the simulated environment can be found in Paiva and Tewari (2022). With these parameters, each simulation is run for 365 days, during which the internal state of the safety environment (characterized by these parameters) is maintained continuously. Similarly, the three observations types WSO, BPO and SAO (refer to Section 2.1 for the description of observation types), are characterized by certain parameters listed in Table 2. At each time step (which is 1 day), a fixed number of observations (of each type) are made for every vulnerability. The maximum allowable observations per day are fixed for each observation type (see Table 2). The actual allocation of observations to each vulnerability is determined by the policy under consideration. The random policy allocates resources in a completely random fashion, while the heuristic-based and risk-based policies take the historical data of safety incidents/observation in consideration for resource allocation. Anytime a negative observation is recorded for any vulnerability, the rate of occurrence of an incident corresponding to that vulnerability drops marginally in a pre-determined fashion (for an explanation, refer to Figure 3 in Paiva and Tewari (2022)). Logically, a good policy would allocate observation resources where the need is the most (i.e. to the vulnerabilities with high propensity of incidents or their severity or both) based on its assessment of the environment from the historical data.

During a simulation run, with each of the three policies, various metrics that reflect the risk associated with each vulnerability were recorded on daily basis. Two such metrics are the tail probability and the expected-loss. The former denotes the probability of an incident with AHL $\geq 4$ to occur every day. The latter quantifies the average daily loss that is likely to incur due to safety
Table 2: Simulation parameters with respect to each observation type. The parameters $m$ and $\delta_{a-}$ denote the number of observations made per day and the relative reduction in incident rate of a vulnerability when a negative observation is made, respectively. The parameters $\eta_{a-}$ and $\eta_{a+}$ model the biases in the observation process. In the current setting, WSO and BPO observation types are biased (the former is biased towards producing more negative observations and the latter vice versa), while SAO is unbiased.

| Observation Types | $m$ | $\delta_{a-}$ | $\eta_{a-}$ | $\eta_{a+}$ |
|-------------------|-----|---------------|-------------|-------------|
| WSO               | 2   | 0.03          | 100         | 150         |
| SAO               | 2   | 0.03          | 100         | 100         |
| BPO               | 1   | 0.03          | 120         | 100         |

incidents. We have alluded to the expected-loss risk metric in Section 3.1, but for a detailed exposition on this subject, refer to Section 3.4 in Paiva and Tewari (2022).

Figure 3 compares the performances of various policies in the aforementioned simulated environment. The baseline curves correspond to the case when no safety observations are made to monitor—and subsequently discourage—the unsafe practices and behaviors which may exist in the field. This can be considered as the worst case scenario, because without any monitoring (and feedback) the work environment’s safety continuously deteriorates at some natural rate (determined by the simulation parameters). Additionally, in the baseline scenario the two risk metrics evolve deterministically since in absence of safety observations the environment gets no feedback and thus its state evolves predictably. On the other hand, when safety observations are made (based on any policy), the resulting feedback changes the state of the environment, thus adding stochasticity to the two risk metrics. To account for this stochasticity we ran 100 independent simulations with the same initial state for all the policies in consideration. The time series plots in Figure 3 show the mean values of the two risk metrics and the 95% confidence interval around them. Evidently, the random policy and the risk-based policy fare the worst and the best, respectively, with the heuristic-based policy somewhere in between. This observation is consistent with the intuition because the resource-allocation decisions made by the random policy are not data-driven unlike the other two. Before we further analyze the relative performances of different policies a quick remark on the chosen initial state of the simulated safety environment. Note that the safety environment starts well with low values of tail probability and expected-loss metrics. Thereafter, regardless of the policy in consideration, the safety performance degrades simply because the available observation resources (refer to Table 2) are not enough to offset the natural deterioration built in the simulated safety environment. Nevertheless, risk-based policy makes better use of the limited resources over time, which progressively drives the safety performance up, as evident in the plots in Figure 3.

To further understand the superior performance of the risk-based policy compared to the heuristic policy, we would like to draw a reader’s attention to figure 4. The plots in this figure show the fraction of resource allocated (to each of the 7 vulnerability) by the two policies over the duration of one simulation. For the ease of readability we highlight the fraction of resources allocated to two
vulnerabilities viz. A (in blue) and F (in red). These two vulnerabilities are starkly different in the sense that vulnerability A represents a safety area under which numerous observations and incidents are reported (for instance hand safety), but severity of incidents is rather low (e.g. incidents like paper-cuts). On the other hand, vulnerability F represents an area that is infrequently encountered but is more prone to human errors and also results in high severity incidents (e.g. crane lift). The two policies allocate the resources very differently. The risk-based policy learns (from the historical data) the fact that vulnerability F has a higher propensity of human error and high severity incidents, and thus persistently allocates more resources to it. Similarly, vulnerability A is allocated a small fraction of resources since it is relatively inconsequential. The heuristic policy is unable to distinguish the two vulnerabilities, and in fact allocates more resources to vulnerability A than F. This is primarily because of the ad-hoc nature of this policy, which although is data-driven (by accounting for all the factors such as negative observations, incident counts, AHL and PHLs), does not explicitly model the inherent risk of each vulnerability. Additionally, the heuristic policy has a limited memory (defined by a window size) which makes it oblivious to true risks if the data in the recent history happens to show no red flags.

A useful byproduct of the risk-based approach is that it internally weighs different observation types and infers these weights from historical data in an online fashion (see eq. (2c) and exposition in section 4.2 for details). Figure 5 plots the time evolution of these weights for one run of the simulation. Starting from equal weights with high uncertainty, the approach (after 100 days)
Figure 4: The proportion of observation resources allocated to every vulnerability by the risk-based (left) and heuristic (right) policies. This plots corresponds to one simulation run. To highlight the difference between the two policies, the time series of resource proportions are accentuated for vulnerability A (blue) and F (red). The strength of risk-based policy is clearly evident by the manner in which it learns the higher risk associated with vulnerability F, thereby allocating more resources to it. The heuristic policy lacks this learning capability and is merely reactive to the safety data from recent history.

deemed SAO observations to have a higher weight in terms of their ability to explain the occurrence of incidents. Additionally, the uncertainty around the weights reduces with the passage of time as more safety data is observed. These results are inline (qualitatively) with the simulation setting, where SAO was the only unbiased observation type (refer to Table 2). Such additional piece of information can be crucial for the management to assess the efficacy of different observation processes in place.

Finally, one of the strengths offered by the proposed approach is to assimilate information from PHLs to assess the risks posed by vulnerabilities. A PHL is a product of systematic critiquing of the work environment by considering the worst case outcome of an incident. It is widely acknowledged that such information can help eliminate blind spots by being a leading indicator of incidents in future. However, including information from PHLs during risk assessment is tricky because there is no prescribed way to weigh this information along with other sources of safety information such as AHLs, incident counts and safety observations. In section 4.2.2 we detailed a systematic and logical way to incorporate PHL information to update the state of a vulnerability. The impact of having this information is quantified in our simulation study and is shown in figure 6. For the same test-bed used to generate figure 3 we run the risk-based allocation with and without incorporating the PHL information. It is evident that including PHLs improves the performance of risk-based resource allocation in a statistically significant manner. One may argue that the improvement is marginal. A counter-argument to that is even a small improvement in the area of industrial safety is highly desired, especially if that is coming with little or no additional cost. Additionally, as
Figure 5: Time evolution of weights of the three observation types as inferred by the proposed risk-based approach. Starting from an initial state, where all observation are equi-weighted, the approach continuously updates the weights of all observation types as the new safety data arrives. The line-plots show the mean value and ±1 standard deviation uncertainty band. As more data is observed the uncertainty of the weights gradually diminishes as expected.

Figure 6: Time evolution of the two health measures viz. expected loss (left) and tail probability, under the risk-based allocation approach. Two scenarios are considered i.e. when the vulnerabilities’ states are updated with and without the PHL information. One hundred simulations are used to generate the line-plots of the mean values of the two health measures. The band shows the standard error in the mean estimates. The simulation setting is identical to the one used in figure 4. 

previously mentioned, it is not recommended to draw quantitative conclusions from such simulation studies. This result merely establishes, in a qualitative sense, that including PHL information in the risk-based approach improves the safety performance.

5.2. Real industrial data

The proposed risk-based approach is now applied to a real-world scenario. Of course, in such scenarios the true underlying risks are not known, and thus the results cannot be evaluated quantitatively. Therefore, the results shown here are not be taken at face value as they may not represent the true relative risks of various workplace hazards. Such risks may greatly vary from one worksite to another, thereby necessitating some customization of the proposed method. Nonetheless, the purpose of the ensuing analysis is to show that the proposed approach systematically learns and adapts its assessments of safety risks from historical data, and the consistency and robustness
Figure 7: Real data and expected-loss risk metric over time for Project A. The different vulnerabilities are shown in the vertical axis. For each vulnerability, dots are shown for the days where observations were collected with the color of dot denoting whether the observation identified safe aspects (in green) or unsafe aspects (in orange). Near-miss incidents are shown as thin green vertical bars and incidents as thick red vertical bars. The blue line of each vulnerability denotes the expected-loss metric (eq. (13)) normalized between 0 and 1. Although the analysis comprises 60 vulnerabilities, only 16 of them are plotted for clarity.
Figure 8: Real data and expected-loss risk metric over time for Project B, as in figure 7.
of those assessments under a variety of conditions. To this end, we consider data from two large maintenance projects at a petrochemical manufacturing plant. The application in these case studies is meant to demonstrate how the presence of different vulnerabilities (60 in this study) and the number of observations and incidents influence the assessment of safety risks over time. The safety data of these maintenance projects, referred as Project A and B, is depicted in figures 7 and 8. In these figures, and for each vulnerability, the days with safety observations or incidents are shown as dots and vertical bars, respectively. As can be observed, the data is quite sparse, with very few observations, especially during earlier and later periods of the project. Thanks to the efficacy of current efforts, the number of incidents is also small. There is also substantial variability in the amount of data collected between vulnerabilities over time. As previously mentioned, these are some intrinsic challenges that a data-driven method to assess safety risks must robustly handle.

Also shown in figures 7 and 8 is the expected-loss metric (refer to eq. (13) and Section 4.3 for more details) for each vulnerability shown by the blue line. The daily expected-loss was estimated in a causal manner, meaning that the safety data up until that day was used as input to the model. The hyper-parameters of the proposed hierarchical, probabilistic model were calibrated using data from two previous maintenance projects (not shown here), and the final calibrated values were then used as the prior values for obtaining the results shown. Since the hyper-parameters are adapted from the observed data at every time step (a day in this case), at the end of a project, they more accurately capture the characteristics of each vulnerability as well as any potential biases in the way the safety data is acquired in the work environment under consideration. A quick remark on the importance of appropriate initialization of the hyper-parameters. Since these parameters quantitatively encode our prior beliefs about various safety risks, they can be initialized by a safety manager who is often equipped with a holistic knowledge of the work environment that may not be present in the limited, historical safety data. Therefore, like any other Bayesian method, a hallmark of our risk assessment approach is that it provides a great opportunity to combine subjective, yet substantive, information with the field data in a systematic fashion.

The assessed risk quantified by the expected-loss metric clearly shows certain vulnerabilities that standout from the rest. For instance, Working at Heights systematically has the highest risk throughout the duration of either project. That is a combination of the fact that incidents associated with this vulnerability have had higher severity, and that they continue to occur with relatively high likelihood. In contrast, the risk of PPE-related vulnerabilities (PPE-Base and PPE-Above Base) remains in the mid to low range, despite having the highest number of incidents but with much lower severity. This means that, although it is important to continue to reinforce PPE safe practices, in this work environment, there are other vulnerabilities of potentially higher concern. In both projects, the vulnerabilities with the second and third highest risks were Barricades and Safety Procedures. Although the two vulnerabilities have similar a priori risk and had a similar number incidents,
the observations pertaining to *Barricades* frequently identify unsafe practices or behaviors. Thus, between them, the assessed risk of the former is marginally higher than the latter.

To corroborate the consistency and robustness of the proposed method to the sparseness of safety data, consider again the two vulnerabilities *Barricades* and *Safety Procedures*. The estimated risk of the two remained comparable in both projects, and this occurs in spite of the number of observations for the latter being smaller than those for the former, especially in Project A. Another example corresponds to the assessed risk of *Cranes and Rigging*, which stabilizes at comparable levels in both projects even though there were four near-misses in Project B and only one in Project A. In reality the true underlying risks of vulnerabilities shouldn’t change drastically from one project to another unless the projects are of different nature, or the workforce has changed significantly, or the projects are far apart in time. The proposed method seems to preserve this consistency of assessed risk across different projects despite seeing different amounts of data. At the same time, if the projects do involve different work types, an ideal method should reflect that in its corresponding risk assessments. This can be noted in the assessed risks of the *Moving Equipment* and *Rigging for Lifts* vulnerabilities. In Project A, the observations in these areas are quite sparse (even zero for the latter) and there were no incidents. This could indicate that equipment handling was perhaps not a large aspect of that maintenance project. Therefore, the assessed risks of these vulnerabilities remained low throughout. On the other hand, in Project B (figure 8), there is relatively larger number of observations and corresponding near-misses, thus the model revises the corresponding risk estimates accordingly.

The assessed risk curves in figures 7 and 8 also highlight the model adaptation with different forms of safety data. If only observations (proactive data) are available, the risk estimates change over time albeit slowly because such information can be “noisy” (subject to human bias). However, once incidents (reactive data) are observed, they provide crucial and unbiased information, which is then used to revise several of the model’s parameters and the subsequent estimated risks. This aspect can be easily seen with regard to the risk curves for the *Cranes and Rigging* vulnerability, in either project. Note how the assessed risk in Project B adjusts with every near-miss incidents, however the adjustments are increasingly smaller. This happens, at least in part, because the latter incidents are better explained by the updated model, and does not lead to significant changes in its parameters. In contrast, note how the assessed risk for the same vulnerability in Project A (figure 7) was adjusted abruptly after the only near-miss because unlike Project B there was a large number of recent safe observations and yet the near-miss incident occurred. This data revealed an incongruence in the model’s assessment, resulting in a sharp revision of the risk henceforth.

Finally, an important aspect of proposed method is that it allows adaptation in a dynamic environment, thereby enabling identification of evolving risks of various occupational hazards. This is exemplified by the assessed risks of *Falling Objects*, *PPE-Base* and *Working at Heights* in Project A.
In all these cases, the risk increases (sometimes marginally) as the incoming safety data comprises of actual/near-miss incidents and negative observations. In all these cases, there are subsequent incidents in future, which could indicate that the proposed method is indeed able to identify evolving risks in a dynamic work environment.

6. Discussion and Conclusion

This paper presents a method to quantify occupational safety risks, a task central for workplace safety in heavy industries such as construction, manufacturing and processing. The method is grounded in probability theory and Bayesian statistics, and is designed to account for real-world issues that include sparse information, biased observations, dynamically evolving workplace conditions among others. By virtue of the Bayesian formalism, our modeling framework provides a systematic way of incorporating prior knowledge from safety experts and reconciling it with the safety data. Additionally, it enables us to obtain various risk measures (e.g. expected-loss or tail-probability) for all safety hazards (or vulnerabilities), which can then be monitored in real-time. Such monitoring can be immensely helpful—for instance generating a seriatim of hazards by risk—for a safety manager to make informed risk-mitigation decisions. The method is primarily intended to enhance human judgment by identifying potential blind-spots which can arise in a dynamic industrial work environment involving various occupational hazards. Nevertheless, we also outline an approach to address a commonly encountered problem of optimal resource allocation that organically leverages the proposed risk assessment model in a stochastic optimization framework. We rigorously demonstrate the effectiveness of risk-based resource allocation method over a heuristic method, representative of approaches often used in practice for their simplicity. For completeness, we also apply the proposed risk assessment model to an actual industrial problem to show its ability to process noisy, real-world data while yielding consistent and meaningful risk assessments.

Our attempt to bring the same mathematical rigor—in the assessment of safety risks—that is found in other areas such as seismology [Cornell 1968], actuarial science [Vose 2008] and epidemiology [Lawson 2018] has primarily two motivations. The first, of course, is to equip managers with tools sophisticated enough to meaningfully analyze sparse safety data and provide actionable insights. The second, perhaps equally important, is to understand the value of information in different types of safety data being collected and identify any gaps therein. In that regard, one has little control over reactive data (actual incidents and injury severity levels), leaving us with the question that how the quality of proactive data (safety field observations) can be improved so that it enhances our ability to assess and mitigate risks of safety hazards? We believe that the modeling framework presented in this work can help answer such questions. Having said that, the framework itself can be extended on several fronts and can be tailor-made for a particular work-site. For instance, a simplifying assumption made throughout is that all safety hazards are independent of each other. One
may argue against this assumption by citing examples where increased riskiness in one hazard was indicative of increased risks in others. To that end, the proposed statistical model can be modified to incorporate such dependencies via additional parameters. However, how faithfully such parameters can be inferred would greatly depend on the quality of safety data being collected. There may be other aspects of the proposed framework that could invoke questions as we transition from theory to practice. Our hope is that this work (or any derived work) provides a systematic mechanism to answer such questions with the overarching goal of improving workplace safety across all industries.
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