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Abstract

Large matrices are often accessed as a row-order stream. We consider the setting where rows are time-sensitive (i.e. they expire), which can be described by the sliding-window row-order model, and provide the first \((1 + \epsilon)\)-approximation of Schatten \(p\)-norms in this setting. Our main technical contribution is a proof that Schatten \(p\)-norms in row-order streams are smooth, and thus fit the smooth-histograms technique of Braverman and Ostrovsky (FOCS 2007) for sliding-window streams.
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1. Introduction

Many modern data-sets are viewed as matrices that have millions or even billions of dimensions. Access to such large matrices is often done in a streaming fashion, meaning that the input is a sequence of items that can be read only sequentially, usually in one pass. Algorithms in this model are restricted to have small memory compared to the input size, and cannot access earlier input portions, hence they effectively have to compress the input.

In matrix streams, three settings are often considered. In all of them, there is an underlying matrix \(A \in \mathbb{R}^{N \times m}\) initialized to the all-zeros matrix. In the row-order model, the input is a stream of non-zero entries of \(A\) presented in row-order, hence we regard it as if the input is a stream of rows of \(A\), i.e. vectors in \(\mathbb{R}^m\) (see e.g. Liberty [1]).\(^1\) In the entry-wise model, the input is a stream of non-zero entries of \(A\) in arbitrary order, and in the turnstile model, the input is a stream of additive updates to the entries of \(A\), where these updates can also be negative.

\(^1\)The definition as a stream of entries (and not rows) avoids working space linear in the size of the row, which is necessary to process an entire row.
Scenarios where the input is time-sensitive are often modeled by a sliding-window, meaning that at any point in time, the input is only the most recent \( n \) stream items (earlier items are ignored) called the active window \([2]\). Particularly, in row-order matrix streams, the input is a matrix made of the most recent \( n \) rows (and not entries). Several linear-algebra problems were addressed in this model, e.g. covariance matrix approximation, PCA \([3, 4]\), spectral approximation, \( \ell_1 \) subspace embedding and row/column subset selection \([4]\).

The spectrum of a matrix contains information related to many properties of the matrix (e.g., rank, condition number), and computing it is often a first step in data analysis. We focus on fundamental functions of the spectrum, called Schatten norms. Formally, for \( p \geq 1 \), the Schatten \( p \)-norm of a matrix \( A \in \mathbb{R}^{n \times m} \) is

\[
\|A\|_{S_p} = (\sum_i \sigma_i^p)^{1/p},
\]

where \( \sigma_1 \geq \sigma_2 \geq \ldots \geq \sigma_{\min\{n,m\}} \geq 0 \) are the singular values of \( A \). This definition extends to \( 0 \leq p < 1 \), for which it is not a norm. Special cases include \( p = 0, 1, 2, \infty \), which are the rank, the trace norm, the Frobenius norm and the spectral/operator norm, respectively. Schatten norms can be used to estimate spectral-sum functions using Chebychev polynomials, as explained in \([5]\); or to estimate the spectrum itself via the method of moments, as explained in \([6]\); or for matrix completion \([7]\). There is a long line of work on computing Schatten \( p \)-norms in a stream, see \([8, 9, 10, 11, 12]\), and the further motivation provided therein.

We focus on approximating the Schatten \( p \)-norm of a sliding-window row-order stream. Previous work on this problem achieved \((\sqrt{2} + \epsilon)\)-approximation \([13]\), and as explained next, we provide the first \((1 + \epsilon)\)-approximation.\(^2\)

1.1. Technical Contribution

A key algorithmic approach for sliding-window streams is the smooth-histograms technique of Braverman and Ostrovsky \([14]\). It is applicable to functions that (i) satisfy a certain smoothness criterion, and (ii) admit a one-pass \((1 + \epsilon)\)-approximation algorithm. The idea is to dynamically maintain several instances of that algorithm on different suffixes of the stream, altogether achieving \((1 + \epsilon)\)-approximation on the sliding-window \([14]\). Our main technical contribution is simply to prove that Schatten \( p \)-norms satisfy the smoothness criterion. An immediate corollary using the smooth-histograms technique of Braverman and Ostrovsky \([14]\) is \((1 + \epsilon)\)-approximation algorithm for Schatten \( p \)-norm in the sliding-window row-order model, whose space requirement is comparable to the row-order one-pass (not sliding-window) setting. In contrast, previous work by Krauthgamer and Reitblat \([13]\) relied on relaxing the smoothness criterion of \([14]\), which captures a more general family of functions, at the cost of a worse approximation factor \( O(1) \).

\(^2\)A \( c \)-approximation to \( x \in \mathbb{R} \) is \( y \in \mathbb{R} \) such that \( x \leq y \leq cx \) (if \( y \) is a random variable, then it should hold with high probability).
Let us recall the smooth-histograms technique, instantiating it for our context of row-order matrix streams. Let $X, Y, A$ and $C$ denote real matrices with $m$ columns and at most $n$ rows ($n$ is the size of the window), and interpret them also as row-order streams. Using this notation, the smoothness definition of Braverman and Ostrovsky [14, Definition 1] reads as follows.

**Definition 1.1.** A real-valued function $f$ defined on real matrices is called $(\alpha, \beta)$-smooth, where $0 < \beta \leq \alpha < 1$, if it satisfies the following.

1. Non-negative: for every real matrix $A$, it holds that $f(A) \geq 0$.
2. Non-decreasing: for all $A = [X \ Y]$, it holds that $f(A) \geq f(X)$.
3. Bounded: for every matrix $A$ with integral entries bounded by poly($n$), it holds that $f(A) \leq \text{poly}(n)$.
4. Smooth: for all real matrices $A = [X \ Y]$ and $C$, if $(1 - \beta)f(A) \leq f(Y)$ then $(1 - \alpha)f([A \ C]) \leq f([Y \ C])$.

Assume that the entries of the matrices are integers bounded by poly($n$).

**Theorem 1.1.** [14, Theorem 3] Let $f$ be an $(\alpha, \beta)$-smooth function. If there is a one-pass algorithm $\Lambda$ that maintains $(\epsilon, \delta)$-approximation of $f$ on a stream using $g(\epsilon, \delta)$ bits of space and performing $h(\epsilon, \delta)$ operations per stream item, then there exists an algorithm $\Lambda'$ that maintains $(\alpha + \epsilon, \delta)$-approximation of $f$ in sliding-window streams using $O\left(\frac{1}{\beta} (g(\epsilon, \delta) + \log n) \log n\right)$ bits of space and $O\left(\frac{1}{\beta} h(\epsilon, \delta \frac{\log n}{n}) \log n\right)$ operations per item.\(^3\)

We can now state our main technical result, that Schatten $p$-norms are smooth. Our proof generalizes the proof of Braverman and Ostrovsky [14, Lemma 4] that $\ell_p$-norms are smooth, using matrix analysis tools that are based on pinching and monotonicity of the trace function.

**Proposition 1.2.** For all $p \geq 2$ and $0 < \epsilon < 1$, the Schatten $p$-norm is $(\epsilon, \epsilon^{p/2})$-smooth.

**Proposition 1.3.** For all $0 < p \leq 2$ and $0 < \epsilon < 1$, the Schatten $p$-norm is $(\epsilon, \epsilon)$-smooth.

These two propositions provide the same smoothness bound for $p = 2$, which is just the Frobenius norm. In the row-order model, computing the Frobenius norm is equivalent to computing the sum of positive numbers, which in turn is known to be $(\epsilon, \epsilon)$-smooth [14].

Our smoothness bounds match the known bounds for $\ell_{p/2}$-norms of vectors under insertions (no deletions) [14, Lemma 4], i.e. where the input is a stream of items $(i, \delta) \in [m] \times \mathbb{R}_+$.

\(^3\)An $(\epsilon, \delta)$-approximation of $f$ refers to a random variable that with probability at least $1 - \delta$ is a $(1 + \epsilon)$-approximation of $f$.

\(^4\)Theorem 3 in [14] has a minor issue in the parameter settings. Although there are $O\left(\frac{1}{\beta} \log n\right)$ algorithms in the histogram at any fixed time, we might need correctness of all algorithms at every time-step to avoid adversarial failures. Hence the probability of failure needs to be $\frac{\delta \beta}{n \log n}$ rather than $\frac{\delta \beta}{\log n}$.  
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representing updates of the form $x_i \leftarrow x_i + \delta$ to a vector $x \in \mathbb{R}^m$. Further, our bounds are more general, since $\ell_{p/2}$-norms in this model can be simulated by Schatten $p$-norms in row-order streams, as follows. For an initial vector $x \in \mathbb{R}^m$, let $A \in \mathbb{R}^{m \times m}$ be a diagonal matrix with entries $\{\sqrt{x_i}\}$ on its diagonal. Then, $A^T A$ is a diagonal matrix having the entries of $x$ on its diagonal and $\|A\|_F^2 = \|A^T A\|_{sp/2} = \|x\|_{p/2}$. Maintain this property of $A^T A$, as follows.

For an item $(i, \delta)$ with the update $x_i \leftarrow x_i + \delta$, where $\delta > 0$, update $A \leftarrow \left[ \frac{A}{\sqrt{m} e_i} \right]$, where $e_i$ is the $i$-th standard basis vector. Hence, the update to $A^T A$ is $A^T A \leftarrow A^T A + \delta e_i e_i^T$. Thus, the update to the diagonal of $A^T A$ is the same as the update to $x$. This reduction shows that our smoothness bounds generalize the bounds of Braverman and Ostrovsky [14, Lemma 4] for $\ell_{p/2}$-norms (they proved that $\ell_{q}$-norm is $(\epsilon, \epsilon^q/q)$-smooth for $q \geq 1$, and $(\epsilon, \epsilon)$-smooth for $0 < q < 1$).

1.2. Main Results

Our main result follows immediately from Propositions 1.2 and 1.3 using the smooth-histograms technique (Theorem 1.1). It shows that any one-pass algorithm to $(1 + \epsilon)$-approximate the Schatten $p$-norm in a row-order stream, implies a sliding-window algorithm with almost the same space complexity.

**Corollary 1.4.** Let $\Lambda$ be a one-pass algorithm that maintains $(\epsilon, \delta)$-approximation of Schatten $p$-norm in row-order stream using $g(\epsilon, \delta)$ bits of space and performing $h(\epsilon, \delta)$ operations per stream item (i.e. a matrix row). Then there exists an algorithm $\Lambda'$ that maintains $(2\epsilon, \delta)$-approximation of Schatten $p$-norm in sliding-window row-order streams such that:

1. if $p \geq 2$, it uses $O\left(\frac{p}{\epsilon^{p/2}}(g(\epsilon, \frac{2\delta \epsilon^{p/2}}{pn \log n}) + \log n) \log n\right)$ bits of space and $O\left(\frac{p}{\epsilon^{p/2}} h(\epsilon, \frac{2\delta \epsilon^{p/2}}{pn \log n}) \log n\right)$ operations per stream item.
2. if $p < 2$, it uses $O\left(\frac{1}{\epsilon} (g(\epsilon, \frac{\delta \epsilon}{n \log n}) + \log n) \log n\right)$ bits of space and $O\left(\frac{1}{\epsilon} h(\epsilon, \frac{\delta \epsilon}{n \log n}) \log n\right)$ operations per stream item.

Thus, every one-pass $(1 + \epsilon)$-approximation algorithm for Schatten $p$-norm in row-order stream implies a sliding-window $(1 + \epsilon)$-approximation algorithm with similar space requirement. It remains open whether the overhead can be avoided. For $\ell_p$-norms, this overhead was recently removed by Woodruff and Zhou [15], who developed a new framework for sliding-window streams, which applies to smooth functions that admit a certain type of algorithms, called difference estimator. If one were to design difference estimators for Schatten $p$-norms, then this will imply almost no overhead.

Unfortunately, for $p < 2$ no non-trivial algorithm is known for row-order streams; in fact, every one-pass $(1 + \epsilon)$-approximation of Schatten $p$-norm of $n \times n$ matrices in row-order streams must use at least $\Omega(n^{1-g(\epsilon)})$ bits of space, where $g(\epsilon) \to 0$ as $\epsilon \to 0$ [11, Theorem 5.3 in arXiv version], and this lower bound extends immediately to the more restricted sliding-window model.

For $p > 2$, there are two known one-pass $(\epsilon, \delta)$-approximation algorithms for Schatten $p$-norm of $n \times n$ matrices in row-order streams: (i) for $O(1)$-sparse matrices and even integer
Table 1: Known space bounds (in bits) for one-pass \((1 + \epsilon)\)-approximation of Schatten \(p\)-norms in the row-order model and the corresponding multiplicative overhead in the sliding-window model.

| Which \(p > 0\) | One-Pass and Row-Order | Sliding-Windows Overhead |
|-----------------|------------------------|--------------------------|
| even \(p \geq 4\), sparse matrix | \(\tilde{O}_{p,\epsilon}(n^{1-\frac{1}{\left\lceil p \right\rceil}})\) | \([9, 11]\) | \(\tilde{O}_p(\epsilon^{-\frac{p}{2}})\) |
| even \(p \geq 4\), every matrix | \(\tilde{O}_{p,\epsilon}(n^{\frac{2-p}{p}})\) | \([8, 11]\) | \(\tilde{O}_p(\epsilon^{-\frac{p}{2}})\) |
| \(p\) not even | \(\Omega(n^{1-g(\epsilon)})\) | \([11]\) | - |
| even \(p \geq 4\), sparse matrix | \(\Omega(n^{1-\frac{4}{\left\lceil p \right\rceil}})\) | \([12]\) | - |

\(p \geq 4\), using \(\tilde{O}_p(n^{1-4/\left\lceil p \right\rceil}\text{poly}(\epsilon^{-1}))\) bits of space \([11, \text{Theorem 6.1 and Section 1.3 in arXiv version}]\); and (ii) for \(\text{even integer } p \geq 4\) using \(\tilde{O}_p(\epsilon^{2-n^{2-\frac{2}{p}}})\) bits of space \([11, \text{Theorems 3.3 and 3.8}]\).

These bounds are summarized in Table 1, together with the corresponding overhead of Corollary 1.4 for sliding-window streams. These algorithms are stated for \(n \times n\) matrices, but they immediately generalize to \(n \times m\) matrices with \(n > m\), and the polynomial dependence in the space bound is with respect to \(m\) (and not \(n\)). Plugging these algorithms into Corollary 1.4, we get the following.

**Corollary 1.5.** There are algorithms that maintain \((\epsilon, \delta)\)-approximation of Schatten \(p\)-norm in sliding-window row-order streams with the following space requirements.

1. for even integer \(p \geq 4\) and \(O(1)\)-sparse matrices: using \(\tilde{O}_p(n^{1-4/\left\lceil p \right\rceil}\text{poly}(\epsilon^{-1}))\) bits of space.
2. for even integer \(p \geq 4\): using \(\tilde{O}_p(\epsilon^{2-n^{2-\frac{2}{p}}})\) bits of space.

Previously, only \((\sqrt{2} + \epsilon)\)-approximation was known (with similar space requirement) \([13]\).

2. Smoothness of Schatten Norms for \(p \geq 2\)

In this section, we prove Proposition 1.2, that Schatten \(p\)-norms for \(p \geq 2\) in row-order streams are \((\epsilon, \frac{p/2}{p/4})\)-smooth. Krauthgamer and Reitblat \([13]\) showed that Schatten norms

\[\begin{align*}
\text{5} & \text{ A matrix is said to be sparse if there are } O(1) \text{ non-zero entries in every row/column. We use } [p]_4 \text{ to denote the smallest multiple of 4 that is larger or equal to } p, \text{ and similarly } [p]_4 \text{ to denote the largest multiple of 4 that is smaller or equal to } p. \\
\text{6} & \text{ The algorithms in } [11, \text{ Theorems 3.3 and 3.8}] \text{ are for integer } p \geq 2 \text{ and PSD matrices in turnstile streams, and require space } \tilde{O}_p(\epsilon^{-2n^{2-4/p}}). \text{ As mentioned in } [11], \text{ given an even integer } p \text{ and a matrix } A \text{ in row-order, one can apply these algorithms to the PSD matrix } B = A^\top A \text{ and } p' = p/2, \text{ to estimate } \|B\|_{S_{p'}} = \|A^\top A\|_{S_{p'}} = \|A\|_{S_p}^2. \text{ The updates do not require additional space, since these algorithms only rely on bilinear sketches (i.e., sketches of the form } G_1^\top B G_2 = G_1^\top A^\top A G_2).
are non-negative, non-decreasing and bounded. We complete this observation, and analyze the non-trivial property of Definition 1.1. Our proof is based on the proof for $\ell_q$ frequency moments for $q > 1$ [14, Lemma 4]. We will need two auxiliary lemmas, as follows.

The first lemma has a simple proof using a pinching technique. It is given as an exercise by Bhatia [16], and we provide its proof for completeness.

**Lemma 2.1.** [16, Problem II.5.4.] For all $p \geq 2$, real matrices $X, Y$ with the same row length and $A = \begin{bmatrix} X & Y \end{bmatrix}$,

$$\|A\|_{S_p}^p = \|X^T X + Y^T Y\|_{S_{p/2}}^{p/2} \geq \|X^T X\|_{S_{p/2}}^{p/2} + \|Y^T Y\|_{S_{p/2}}^{p/2}.$$

**Proof.** Note that

$$\|A\|_{S_p}^p = \|A^T A\|_{S_{p/2}}^{p/2} = \|AA^T\|_{S_{p/2}}^{p/2} = \left\| \begin{bmatrix} XX^T & XY^T \\ YX^T & YY^T \end{bmatrix} \right\|_{S_{p/2}}^{p/2}.$$

Now, denote $Z = \begin{bmatrix} XX^T & XY^T \\ YX^T & YY^T \end{bmatrix}$ and $U = \begin{bmatrix} I & 0 \\ 0 & -I \end{bmatrix}$. Then, $\|A\|_{S_p}^p = \|Z\|_{S_{p/2}}^{p/2}$ and

$$\begin{bmatrix} XX^T & 0 \\ 0 & YY^T \end{bmatrix} = \frac{1}{2} (Z + UZU^T).$$

Thus, by the triangle inequality,

$$\|XX^T\|_{S_{p/2}}^{p/2} + \|YY^T\|_{S_{p/2}}^{p/2} = \left\| \begin{bmatrix} XX^T & 0 \\ 0 & YY^T \end{bmatrix} \right\|_{S_{p/2}}^{p/2} \leq \left( \frac{1}{2} (\|Z\|_{S_{p/2}} + \|UZU^T\|_{S_{p/2}}) \right)^{p/2} = \|Z\|_{S_{p/2}}^{p/2},$$

where the last step holds since Schatten norms are unitarily invariant. \qed

The second lemma is a technical bound.

**Lemma 2.2.** For all $0 < \epsilon \leq 1$ and $p > 2$, it holds that $\sqrt{1 - (2\epsilon^{p/2} - \epsilon)^{2/p}} \geq 1 - \epsilon$.

**Proof.** We begin by analyzing the function $f(\epsilon) = (2 - \epsilon)^{p/2} + \epsilon^{p/2}$. Its derivative is

$$f'(\epsilon) = \frac{p}{2} (-(2 - \epsilon)^{p/2-1} + \epsilon^{p/2-1}) < 0,$$

for the given range of $\epsilon$. Hence it is decreasing, and its minimum is at $\epsilon = 1$, i.e. $f(\epsilon) \geq$
We are ready to prove Proposition 1.2.

**Proof of Proposition 1.2.** Schatten norms are non-negative, non-decreasing and bounded [13, Corollary 3.9]. Let \( p \geq 2 \) and \( X, Y, C \) real matrices with rows of length \( m \), as in Definition 1.1, such that \( A = \begin{bmatrix} X \end{bmatrix} \) satisfies \((1 - \frac{ε^2}{p/2})\|A\|_{s_p} \leq \|Y\|_{s_p}\). Since \( \|A\|_{s_p}^p = \|A^T A\|_{s_p/2}^{p/2} \), our goal is to prove that \((1 - ε)\|A^T A + C^T C\|_{s_p/2}^{1/2} \leq \|Y^T Y + C^T C\|_{s_p/2}^{1/2}\). We have

\[
\|Y\|_{s_p}^p \geq (1 - \frac{ε^2}{p/2})\|A\|_{s_p}^p \geq (1 - ε^p/2)\|A\|_{s_p}^p = (1 - 2ε^p/2 + ε^p)\|A\|_{s_p}^p.
\]

By Lemma 2.1,

\[
\|A^T A\|_{s_p/2}^{p/2} = \|X^T X + Y^T Y\|_{s_p/2}^{p/2} \geq \|X^T X\|_{s_p/2}^{p/2} + \|Y^T Y\|_{s_p/2}^{p/2}.
\]

Hence

\[
\|X\|_{s_p}^p \leq (2ε^p/2 - ε^p)\|A\|_{s_p}^p \leq (2ε^p/2 - ε^p)\|A^T A + C^T C\|_{s_p/2}^{p/2}.
\]

for any real matrix \( C \). By the definition of \( A \), triangle inequality and equation 1,

\[
\|A^T A + C^T C\|_{s_p/2} = \|X^T X + Y^T Y + C^T C\|_{s_p/2} \leq \|Y^T Y + C^T C\|_{s_p/2} + \|X^T X\|_{s_p/2} \leq \|Y^T Y + C^T C\|_{s_p/2} + (2ε^p/2 - ε^p)^{2/p}\|A^T A + C^T C\|_{s_p/2}.
\]

Hence,

\[
\|Y^T Y + C^T C\|_{s_p/2} \geq (1 - (2ε^p/2 - ε^p)^{2/p})\|A^T A + C^T C\|_{s_p/2}.
\]

By Lemma 2.2, \( \sqrt{1 - (2ε^2/2 - ε^2)^{2/p}} \geq 1 - ε \), which concludes the proof of Proposition 1.2.

3. Smoothness of Schatten Norms for \( p < 2 \)

In this section, we prove Proposition 1.3, that Schatten \( p \)-norms for \( p \leq 2 \) in row-order streams are \((ε, ε)\)-smooth. As in the \( p \geq 2 \) case, recall that Krauthgamer and Reitblat [13] showed that Schatten norms are non-negative, non-decreasing and bounded. The remaining part of the proof is based on the proof for \( \ell_q \) frequency moments for \( q \leq 1 \) [14, Lemma 4].
To prove Proposition 1.3, we will need an auxiliary lemma. It is well known that if a function \( f : \mathbb{R} \to \mathbb{R} \) is monotonically decreasing, then every two positive semidefinite (PSD) matrices \( A \succeq B \) satisfy \( \text{Tr}[f(A)] \leq \text{Tr}[f(B)] \). We need an analogous statement for the matrix function \( f : X \mapsto (X + C^T C)^q - X^q \) defined for PSD matrices \( X \), where \( C^T C \) is a fixed PSD matrix. While the desired monotonicity of the trace function does not directly apply here, the desired monotonicity still holds, as summarized in the next lemma.

**Lemma 3.1.** Let \( C \in \mathbb{R}^{n \times m} \). For all \( 0 < q < 1 \), if \( A \succeq B \succeq 0 \) then \( \text{Tr}[(A + C^T C)^q - A^q] \leq \text{Tr}[(B + C^T C)^q - B^q] \).

**Proof.** Denote the operator function \( f(X) = (X + C^T C)^q - X^q \) for \( X \succeq 0 \). Define

\[
g(t) = \text{Tr} \left[ f \left( B + t(A - B) \right) \right] = \text{Tr} \left[ (B + t(A - B) + C^T C)^q - (B + t(A - B))^q \right].
\]

Its derivative for \( t \in [0, 1] \) is

\[
g'(t) = q \text{Tr} \left[ (B + t(A - B) + C^T C)^{q-1} (A - B) - (B + t(A - B))^{q-1} (A - B) \right]
= q \text{Tr} \left[ (A - B)^{1/2} \left( (B + t(A - B) + C^T C)^{q-1} - (B + t(A - B))^{q-1} \right) (A - B)^{1/2} \right] \leq 0,
\]

where the last step is since \( (B + t(A - B) + C^T C)^{q-1} \prec (B + t(A - B))^{q-1} \) for \( q < 1 \), so the matrix inside the trace is negative semidefinite. Hence, \( \text{Tr}[f(A)] - \text{Tr}[f(B)] = \int_0^1 g'(t) dt \leq 0 \).

**Proof of Proposition 1.3.** Schatten norms are non-negative, non-decreasing and bounded \([13, \text{Corollary 3.9}]\). Let \( p \leq 2 \) and let \( X, Y, C \) be real matrices as in Definition 1.1, such that \( A = [X \ Y] \) satisfies

\[
(1 - \epsilon) \| A \|_{S_p} \leq \| Y \|_{S_p}.
\]

Note that

\[
\left\| \begin{bmatrix} Y \\ C \end{bmatrix} \right\|_{S_p}^p - \|Y\|_{S_p}^p = \text{Tr} \left[ (Y^T Y + C^T C)^{p/2} - (Y^T Y)^{p/2} \right].
\]

Now, by Lemma 3.1, and since \( A^T A = X^T X + Y^T Y \succeq Y^T Y \), then

\[
\text{Tr} \left[ (Y^T Y + C^T C)^{p/2} - (Y^T Y)^{p/2} \right] \geq \text{Tr} \left[ (A^T A + C^T C)^{p/2} - (A^T A)^{p/2} \right].
\]

Combining this with equations 2 and 3, we get the desired result,

\[
\left\| \begin{bmatrix} Y \\ C \end{bmatrix} \right\|_{S_p}^p \geq (1 - \epsilon)^p \| A \|_{S_p}^p + (1 - \epsilon)^p \text{Tr}[(A^T A + C^T C)^{p/2} - (A^T A)^{p/2}] = (1 - \epsilon)^p \left\| \begin{bmatrix} A \\ C \end{bmatrix} \right\|_{S_p}^p.
\]

\[\blacksquare\]
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