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Abstract—Developing safe automated vehicles that can be proactive, safe, and comfortable in mixed traffic requires improved planning methods that are risk-averse and that account for predictions of the motion of other road users. To consider these criteria, in this article, we propose a non-linear model-predictive trajectory generator scheme, which couples the longitudinal and lateral motion of the vehicle to steer the vehicle with minimal risk, while progressing towards the goal state. The proposed method takes into account the infrastructure, surrounding objects, and predictions of the objects’ state through artificial potential-based risk fields included in the cost function of the model-predictive control (MPC) problem. This trajectory generator enables anticipatory maneuvers, i.e., mitigating risk far before any safety-critical intervention would be necessary. The method is proven in several case studies representing both highways- and urban situations. The results show the safe and efficient implementation of the MPC trajectory generator while proving its real-time applicability.

I. INTRODUCTION

Increasing levels of vehicle automation are projected to reduce significantly the number of fatalities caused by collisions and maximize driver comfort and efficiency [1]. To achieve this, it is of great importance for automated vehicles to negotiate and navigate in all traffic situations, dangerous or not, with minimal risk. While minimal risk forms an essential argument in terms of safety, progression towards the desired destination forms a large additional factor for human acceptance of automated vehicles. For example, an excessively slow-driving vehicle, which is arguably less susceptible to risks, may severely reduce acceptance [2]. While planning the motion of a vehicle, these factors of risk and progression need to be taken into account.

Although various automated driving architectures exist, there is yet no expert consent on an optimal one. Nevertheless, in general, motion planning for an automated vehicle can be divided into global (e.g., route planning) and local planning (e.g., trajectory generation) [3]. The task of global planning, i.e., finding a route from some initial location to a destination, occurs on a large road segment level and is generally done through path search algorithms such as A* [4]. It is thereafter the task of a trajectory generator to process these global points and create drivable, safe, and comfortable trajectories to traverse the path towards the destination while satisfying the requirements of minimal risk and progression.

Optimization-based methods, more specifically MPC algorithms, are often used to solve the trajectory generation problem. These methods explicitly take into account the vehicle model, as they can optimally balance multiple objectives and various constraints. Several works deploy an MPC-based trajectory generator, where the road boundaries and dynamical object avoidance are either formulated through hard constraints [5] or through the use of artificial potential fields (APFs) [6]. Note, that the notion of risk fits well with the control-theoretic notion of artificial potential fields, first introduced in [7]. These APFs allow the analytical formulation of repulsive fields, i.e., regions to stay away from, and attractive fields, i.e., regions to be attracted towards. Several works in literature advocate the use of these APFs as a replacement for hard anti-collision constraints, due to the potential non-convexity of the constraints and, hence, a higher computational burden [8]. Moreover, artificial potential fields circumvent the issue of the potential infeasibility of the optimization problem caused by unavoidable collisions, since they act in the problem cost function and, hence, a collision would not lead to the infeasibility of the problem. In this case, a minimal-risk form of damage mitigation would result in a solution, instead of no solution at all.

Model-predictive APF-based trajectory generators have been proposed in several different contexts in literature, ranging from emergency collision avoidance [6] up to longer-term planning, e.g., highway maneuvering [9]–[11]. Many of these solutions, however, only consider relatively short horizons (e.g., 1.6s [8]) due to, e.g., the high fidelity of the used model. To make informed decisions and actions, a trajectory generator is expected to look ahead for a sufficient distance or time. For reference, a human driver would, depending on the context, look ahead and anticipate on the environment 3–4 seconds up to tens of seconds [12]. Another shortcoming in the literature is related to decision-making modules or pre-planned trajectories, which accompany the model-predictive trajectory generator, and are deployed to decide and give directions on, e.g., changing a lane [8], [11]. Involving separate components to pre-determine actions or directions of the trajectory generator may result in a loss of optimality (i.e., increased risk or reduced progression).

Our contributions: In summary, there exist various solutions for model-predictive minimal risk trajectory planning. However, there does not yet exist an approach that finds minimal risk decisions and actions in an optimal manner (i.e., without the use of additional finite state machines or
Risk-averse trajectory planning without discrete decisions or pre-defined trajectories: we propose a monolithic trajectory planner which can undertake anticipatory complex risk-averse maneuvers towards a destination without the need for discrete decisions or pre-defined trajectories to follow.

(ii) Multiple operational domains: the planner is simulated both in relevant highway scenarios, as well as an urban VRU crossing scenario, incorporating both timely and late object detection (e.g., bad weather effects on sensors). This shows its applicability to a variety of operational domains and conditions.

(iii) Real-time implementation: the algorithm is implemented in the CasADi [13] optimization framework using an interior point solver (IPOPT [14]) and is deployed in real-time, showing the feasibility of solving such a problem in experimental settings.

The outline of our work is as follows. First, in Section II, a mathematical description of the problem statement is introduced. In Section III, the optimization problem is formulated through the notions of risk and progression. In Section IV, a simulation study is presented in both highway and urban scenarios, showing the expected minimal-risk results of our scenarios and their robustness in the case of late object detections. Finally, Section V concludes the work.

II. PRELIMINARIES AND PROBLEM STATEMENT

In various on-road situations (e.g., the lane change motion tasks shown in Fig. 1a) the automated vehicle needs to plan a safe, comfortable and drivable motion. To do so, the automated vehicle is expected to obey the structured environment, (i.e., the road infrastructure, traffic rules, etc.), interact with mixed-traffic (manually driven vehicles, cyclists, pedestrians), and account for their future uncertain movements in various situations (e.g. bad light, poor road markings, bad weather, dense traffic).

The vehicle, with coordinate system \((x, y)\), is expected to drive from an initial state given by \((x_0, y_0, \theta_0, v_0)\), located on top of the coordinate system (i.e., \(x_0, y_0, \theta_0 = 0\)) towards the reference state \(r_N\) which is positioned relative to the initial condition of the vehicle and contains a planar position and longitudinal velocity \(v\) as a reference, i.e., \((x_N, y_N, \theta_N, v_N)\). Here, \(N\) denotes the horizon of the trajectory generator to be planned towards the goal state, i.e., the look-ahead time. Throughout this work, we assume that the reference state, \(r_N\), is located in the center of the rightmost lane on the road at a distance of \(N \cdot t_s \cdot \bar{v}\), where \(t_s\) represents the sampling time between each trajectory element and \(\bar{v}\) represents the maximally allowed velocity, provided by the infrastructure. Furthermore, it is assumed that this reference state is known a-priori, and could be provided by a global planner (e.g., an A* algorithm [4]). The road infrastructure is assumed in this work to be described by an integer set of polynomials, representing the boundaries of the lanes, i.e.:

\[
\tilde{y}_i = c_0^{(i)} + c_1^{(i)} \tilde{x}_i + c_2^{(i)} \tilde{x}_i^2 + c_3^{(i)} \tilde{x}_i^3
\]  

where \(i \in \mathbb{Z}\), the superscript \((i)\) selects the polynomial constants of the \(i\)-th line measurement, i.e., \(c_j^{(i)}, j \in \{0, 1, 2, 3\}\), and \((\tilde{x}, \tilde{y})\) denote the planar coordinates of the \(i\)-th line relative to the vehicle initial condition. Note, that polynomial functions of arbitrary order can be used following our methodology. Finally, the vehicle is expected to safely drive along with the infrastructure in the presence of objects (e.g., vulnerable road users (VRUs) or other vehicles). The state of the objects \(o_k \forall k \in [0 \ldots N]\) is denoted as \((x_k^o, y_k^o, \theta_k^o)\), which is measured and predicted with respect to the initial condition of the vehicle. To include the predicted motion of the object in motion planning, the state of the object is assumed to be exactly measurable/predictable up to time \(N\).

![Fig. 1: Two illustrations introduce the problem statement and show the typical trade-off between driving towards a goal versus minimal-risk driving.](image-url)
avoiding a dangerous situation with the object, meaning it will inherently not reach its reference state \( r_N \).

Next to the planar movement of the vehicle (i.e., \( x, y, \theta \)), a notion of time needs to be included to be able to incorporate the risk of moving objects. As a result, the planar movement is augmented with the longitudinal velocity of the vehicle, denoted by \( v \). The main challenge of a trajectory generator is, hence, to find a reference trajectory, \( \mathcal{T} \), for the vehicle to follow, which takes into account all the above aspects,

\[
\mathcal{T} = (x_k; y_k; \theta_k, v_k) \forall k \in \{0 \ldots N\}
\]

where the trajectory length is \( N \) and satisfies kinematic vehicle behavior and comfort-driven constraints while minimizing the risk to the passengers and surrounding road users.

### III. Model-Predictive Planning for Risk-Averse Driving

In this work, we approach the trajectory planning problem from a model-predictive control (MPC) perspective. The characteristics of an MPC are in line with our requirements, namely, minimizing risk (i.e., formulating the cost as a function of risk), while satisfying kinematic vehicle dynamical behavior and constraints (e.g., limited steering input or longitudinal acceleration).

#### A. Formulation of the vehicle model

The model, used for MPC synthesis, considered in this work is the non-linear kinematic bicycle model. This model is particularly suitable for larger sampling times, i.e., larger time horizons while maintaining numerical stability [9]. The model is depicted in Fig. 2 and is described in discrete time, using forward Euler discretization with sampling time \( t_s \).

We denote the state of the model as \( x = [x, y, \theta, v] \) and its inputs as \( u = [\delta, a] \), and the state-update rules are denoted as follows

\[
\begin{align*}
x_{k+1} &= x_k + t_s v_k \cos \theta_k , \\
y_{k+1} &= y_k + t_s v_k \sin \theta_k , \\
\theta_{k+1} &= \theta_k + t_s \frac{v_k}{L} \tan \delta_k , \\
v_{k+1} &= v_k + t_s a_k .
\end{align*}
\]

where the states \( x, y, \theta \) denote the planar movement relative to the initial condition, as denoted in Fig. 1a, \( v \) represents the velocity in the direction of the \( x \)-axis, \( \delta \) denotes the steering angle of the front axle, \( a \) denotes the acceleration in the direction of the \( x \)-axis and finally \( L \) denotes the wheelbase of the vehicle. The state vector \( x \) and the input vector \( u \) belong to the sets

\[
\begin{align*}
X &= \{ x \in \mathbb{R}^4 | x \leq \bar{x} \leq x \}, \\
U &= \{ u \in \mathbb{R}^2 | u \leq \bar{u} \leq u \},
\end{align*}
\]

respectively. The bounds of the sets are governed by infrastructural, dynamic, and comfort limitations.

#### B. Formulation of the risk

Similar to [15], we consider two sources of risk, namely, infrastructural risk and object-imposed risk. The infrastructural risk is described as the safety risk taken to travel across certain road boundaries [15]. We define the infrastructural risk, at time instance \( k \), by \( \mathcal{U}_k \). Furthermore, we define a risk-free situation, i.e., \( \mathcal{U}_k \approx 0 \) if and only if the vehicle is driving in the center of a lane and assuming that all lanes are driveable. The risk-function of the infrastructure, perceived by the vehicle at time instance \( k \), can be described as a set of structured Gaussian functions, using the polynomial road description (1), as follows

\[
\mathcal{U}_k = \sum_{i=1}^{N_f} A_i e^{-\frac{(v_k - \tilde{v}_i(t_i))^2}{2\sigma^2}}, \forall i \in \mathbb{Z}^+
\]

where \( N_f \) represents the number of road lines, \( A_i \) represents the amplitude of the risk and \( \sigma \) represents the standard deviation of the risk. The amplitude and standard deviation of the infrastructural risk are assumed constant, though may depend on the type of lanes that are divided (e.g., a lane with oncoming traffic may be riskier to drive on, hence the amplitude may be higher). This risk-field description is a slight adaption of the description in [16], where only a two-lane highway is considered. An illustrational example of an infrastructural potential field is provided in Fig. 3a.

The relative risk of dynamical objects is described using a repulsive potential field formulated as a multivariate, potentially rotated, Gaussian distribution as follows:

\[
\mathcal{U}_k^{O} = \sum_{n=1}^{N_o} A_O e^{-\frac{r^2}{2\sigma^2}},
\]

\[
f_r^{(n)}(x_k) = \left[ x_k - \hat{x}_k^{(n)} \ y_k - \hat{y}_k^{(n)} \right] \Sigma^{-1} R^T \left[ x_k - \hat{x}_k^{(n)} \\
y_k - \hat{y}_k^{(n)} \right],
\]

\[
\Sigma = \begin{bmatrix} \sigma_x^2 & 0 \\ 0 & \sigma_y^2 \end{bmatrix}, \quad R = \begin{bmatrix} \cos \hat{\theta}_k^{(n)} & -\sin \hat{\theta}_k^{(n)} \\ \sin \hat{\theta}_k^{(n)} & \cos \hat{\theta}_k^{(n)} \end{bmatrix}
\]

where \( \hat{x}_k^{(n)}, \hat{y}_k^{(n)}, \hat{\theta}_k^{(n)} \) represents the state of the \( n \)-th object, \( N_o \) represents the number of objects, \( A_O \in \mathbb{R}^N \) represents for each object the maximal risk, \( \sigma_x \) represents the longitudinal standard deviation of the perceived risk of the object and \( \sigma_y \) represents the lateral standard deviation of the perceived risk of the object. Note, again, that for simplicity...
the amplitude and standard deviations are assumed constant, though they can be varied based on the type of object (e.g., pedestrian versus a car) or for example the velocity at which the ego vehicle is driving. An illustrational example of such a risk field is provided in Fig. 3b.

C. Formulation of the risk-averse trajectory generator

Using the definition of the vehicle dynamic model (3), its limitations (4) and the definition of the risk field for the infrastructure (5) and objects (6), the optimization problem for a risk-averse trajectory generator can be composed. The cost and the constraints of a risk-averse trajectory generator are formulated by the following model-predictive program:

\[
J_{x_0}^{*,N}(x_s) = \min_{u,x} \sum_{k=1}^{N-1} \ell_x(x_k - r_k) + \sum_{k=0}^{N-1} \ell_u(u_k)
\]

\[
+ m(x_N - r_N) + U_k^2 + U_k^1, \quad \text{s.t.} \quad x_0 = x_s
\]

\[
x_{k+1} = f(x_k, u_k), \quad \forall k \geq 0
\]

\[
g(x_k, u_k) \leq 0, \quad \forall k \geq 0
\]

where, in (7a), the functions \(\ell_x(\cdot)\), \(\ell_u(\cdot)\) quadratically penalizes the control error \(x_k - r_k\), and the input \(u_k\), respectively. Furthermore, the term \(m(\cdot)\) quadratically penalizes the terminal state at time \(N\). The state \(x_s\) in (7b) represents the state at present time. The function \(f\) in (7c) represents the nonlinear dynamics as depicted in (3). Finally, the constraints in (7d) enforce the boundedness of the state \(x\) and the input \(u\) through enforcement of the sets (4). Note, that the stage cost \(\ell_x\) is not used in this work (i.e., equal to zero), due to the fact that there is only the requirement to drive to a goal at time instance \(N\), hence, only the terminal cost \(m(\cdot)\) is used to penalize the state.

IV. SIMULATION STUDY

The non-linear program is implemented in a real-time operating optimization framework CasADi [13] using the IPOPT Interior-point embedded solver [14]. The trajectory generator is deployed in four different studies, where urban- and highway driving in a risk-defined environment forms the basis. Throughout the first three simulations, the same vehicle parameter set is used to show the versatility of the algorithm without having to tune it for every separate use case. For the urban case, slight adjustments are made. The parameter-set is provided in Table I, where it has to be noted, that any parameters which are not denoted are either 0 in the case of stage weights or not set in the case of state bounds. In each of the test cases, the computational time is denoted\(^1\). The optimization problem is initiated at each instance \(t_s\), hence, by real-time we mean that the MPC trajectory generator can generate a new solution within a period of \(t_s\) seconds. Finally, in the simulation, we assume perfect tracking of the trajectory by the vehicle model.

A. Case I: single overtake

In the first case, we consider a scenario where the vehicle drives in the rightmost lane and approaches several slow-driving vehicles. The objects are driving at a velocity of 5\(\text{ms}^{-1}\) (bottom lane) and 2\(\text{ms}^{-1}\) (middle lane), respectively as typical in highway traffic jam situations. The results are shown in Fig. 4 at several interesting points in time. First, the vehicle approaches the slow-driving vehicle in the bottom lane and overtakes the vehicle. Then, the vehicle has three choices, it can either pass the object on the top or bottom lane, or it can slow down and drive behind the vehicle. In

---

\(^1\)The results are generated on an Intel Core i7-10850 2.7GHz platform.
this case, it is of minimal cost (i.e., a combination of risk and benefit) to return to the original lane, such that the vehicle can, once again, drive towards the goal point. The average computational time of the planner in this scenario is 30.4ms with a standard deviation of 5.1ms.

![Fig. 4: Simulation results of case I with two vehicles driving slowly on the two rightmost lanes, motivating a single lane change.](image)

**B. Case II: double overtake**

In the second case, we consider the scenario where the vehicle starts on the rightmost lane, overtakes a slow vehicle, and then decides whether to slow down, or to once again overtake due to a static vehicle in the middle lane. The objects are driving at a velocity of $5\text{ms}^{-1}$ (bottom lane) and $0\text{ms}^{-1}$ (middle lane), respectively. The results are shown in Fig. 5. The first overtake maneuver is identical to case I. Once the vehicle approaches the static vehicle, it can be observed that a lane change to the right would compromise the taken risk due to the proximity of the right-lane object prediction at horizon $N$ ahead. As a result, the MPC takes the anticipatory decision to take another lane change to the left, at the cost of a higher lateral distance error to the desired goal point. The average computational time of the planner in this scenario is 30.2ms with a standard deviation of 4.1ms.

![Fig. 5: Simulation results of case II with two vehicles driving slowly on the two rightmost lanes, motivating a double lane change.](image)

**C. Case III: blocked lanes, slowly driving participants**

In the third case, we consider the scenario where the three-lane road is blocked by slowly driving objects. The objects are all driving at a velocity of $5\text{ms}^{-1}$ and their longitudinal position initial condition deviates to challenge the algorithm. The results are shown in Fig. 6. It can be observed that the MPC notices that there is only one real sensible solution, which is to stay inside the lane and brake to the same velocity as the succeeding vehicles. Note, that the steady-state euclidean distance between the vehicles can be tuned using the longitudinal parameter $\sigma_x$. The average computational time of the planner in this scenario is 28.2ms with a standard deviation of 1.6ms.

**D. Case IV: VRU crossing with potential late object detection**

Whereas case I to III presented highway maneuvers, the fourth and final case will cover an urban driving setting, showing the applicability of the MPC trajectory generator for design domains other than highway driving. In this case, we consider the vehicle driving along a two-lane road. On this two-lane road, a VRU is about to cross the road as depicted in Fig. 7. This case is deemed to be highly relevant and largely responsible for VRU incidents (up to 51% [17]). The proposed simulations are twofold. First, we study how the MPC trajectory generator acts when it sees the VRU and can anticipate its actions based on these observations. Subsequently, we study how the trajectory generator acts when the VRU observation is obstructed and the detection of the VRU is late (advocated in [17] as a relevant root cause in this particular scenario). Transitioning from a highway scenario towards an urban scenario requires an adaptation of MPC parameters. The revised parameters, different from Table I, are proposed in Table II. In an urban scenario, the maneuvers likely require a higher tracking fidelity, for this reason, the sampling time is reduced and, as a result, the horizon is increased to achieve a similar look-ahead time concerning the previous cases. Moreover, the reduced longitudinal velocity results in a change of bound and a change...
in the longitudinal standard deviation of the object risk-field. Finally, an urban scenario with two-lane roads usually allows bi-directional traffic. As a result, the infrastructural potential field amplitude is increased (as shown in Table I and also in Fig. 7 by the infrastructural risk field color). The VRU crosses the road at a velocity of 1ms$^{-1}$ and the ego vehicle starts at an initial velocity of 8.33ms$^{-1}$. First, we consider the results without late VRU detection, as depicted in Fig. 8. It is clear that, from 23s onward the vehicle starts to anticipate and brake, down to a velocity of 3ms$^{-1}$, to wait for the VRU to pass. Once the VRU has passed, the vehicle accelerates back to its original velocity, which is a natural and intuitive expected behavior of the vehicle. Now, consider a late detection of the VRU (coming, e.g., from bad weather conditions) of which the results are depicted in Fig. 9. The detection occurs at around 30s (i.e., the top graph), a time at which there is only 13m of distance left concerning the object. At this time, the trajectory generator path indicates that braking is no longer an option and an evasive maneuver towards the left lane is necessary. Once the evasive maneuver is finished, the vehicle returns to its lane while a safe distance has been kept with the VRU. The average computational time of the planner for the early VRU detection is 43.5ms with a standard deviation of 4.2ms. The average computational time of the planner in the late detection case is 48.2ms with a standard deviation of 8.1ms.

| Parameter       | Description                        | Value  | Unit  |
|-----------------|------------------------------------|--------|-------|
| $t_s$           | Sampling time                       | 0.38 s |       |
| $N$             | MPC horizon                         | 20     | -     |
| $A_I$           | Infrastructure risk amplitude       | 200    | -     |
| $\sigma_x$      | Longitudinal risk deviation         | 10 m   |       |
| $\gamma, \eta$  | Lateral displacement bounds         | [1,6]  | m     |
| $v, \nu$        | Vehicle velocity bounds             | [0, 8.33] | ms$^{-1}$|

TABLE II: Changed parameters w.r.t. Table I for case IV.

The increased mean computational time can be explained largely by the fact that, due to the higher required fidelity of the path, the horizon is doubled.
V. CONCLUSION

In this work, we have proposed a monolithic model-predictive trajectory generator that, as opposed to many works in literature, does not use a set of pre-defined decisions or trajectories to decide on actions to progress towards a goal point while minimizing risk. This offers a simpler solution to trajectory generation, which can be used for longer horizons while being computationally feasible. The proposed method explicitly considers predicted trajectories of other road users and it’s shown effective in various use cases. The method is shown to be effective by demonstrating it in four relevant scenarios in which the approach shows the ability to make logical and safe decisions in both highway and urban scenarios. Furthermore, the planner is challenged in a more difficult urban scenario, where the late detection of a pedestrian (for example happening due to bad weather) is compared with the timely detection. The results show that this approach can function safely under both circumstances. Future work includes the adaptation of the MPC problem formulation and the potential fields to incorporate even more complex situations and be robust for measurement uncertainty, induced by predictions or faults (for example, the lack of fault isolability in object fault detection [18]). Moreover, adaptive potential fields will be studied to make the trajectory generator suitable for miscellaneous environments.
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