Molecular-based precision oncology clinical decision making augmented by artificial intelligence
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The rapid growth and decreasing cost of Next-generation sequencing (NGS) technologies have made it possible to conduct routine large panel genomic sequencing in many disease settings, especially in the oncology domain. Furthermore, it is now known that optimal disease management of patients depends on individualized cancer treatment guided by comprehensive molecular testing. However, translating results from molecular sequencing reports into actionable clinical insights remains a challenge to most clinicians. In this review, we discuss about some representative systems that leverage artificial intelligence (AI) to facilitate some processes of clinicians’ decision making based upon molecular data, focusing on their application in precision oncology. Some limitations and pitfalls of the current application of AI in clinical decision making are also discussed.

Introduction

Clinical decision making is a contextual, continuous, and evolving process, where data are gathered, interpreted, and evaluated in order to select an evidence-based choice of action [1]. It consists of three integrated stages: diagnosis, prognosis assessment and disease management.

Molecular tests that check for certain changes at the genomic level that may cause or affect the chance of developing a specific disease or disorder have been routinely used to assist diagnosis and treatment of infectious diseases, inherited diseases and cancer. As the world’s second largest cause of deaths, cancer refers to a group of genetic diseases that are caused by disruptive changes to the genes that control the way our cells function. The high throughput capacity of next-generation sequencing (NGS) technologies have transformed genomic testing and our understanding of cancer [2,3], making practicing precision oncology at a large scale a reality.

The field of precision oncology is concerned with developing treatments targeting the molecular characteristic of an individual’s tumor [4]. There is a growing recognition that optimal disease management of patients depends on individualized cancer treatment guided by comprehensive molecular testing [5]. A 2017 survey revealed that 75.6% of the 1281 United States oncologists surveyed utilized NGS tests to guide their treatment decisions in the 12-month period preceding the survey [6]. As large panel genomic sequencing becomes routine in many disease settings, the challenge of translating the molecular sequencing reports to actionable clinical insights is not to be underestimated.

Artificial Intelligence (AI) refers to a broad field in computer science that studies the theory, algorithms and architectures that enable machines to perform tasks that would otherwise require human intelligence. Machine learning (ML) is a subfield of AI that focuses on the development of computer systems that are able to learn and adapt without explicit instructions, but instead leverage examples to draw inferences and identify patterns computationally. Thanks to the advancement and decreasing costs of computer hardware, the past decade has seen exponential growth in the use and development of ML applications. Deep sequencing of exomes or even whole genomes has also been rapidly
integrated into clinical practice, giving rise to well-curated databases such as The Cancer Genome Atlas (TCGA) which provides annotations of clinically relevant metadata which are suitable to serve as training examples in AI systems [7,8].

In this review, we provide a general overview of the operational processes involved in using molecular-based results to guide treatment planning in precision oncology (Figure 1) and discuss about how ML technologies can be applied to facilitate some of these processes in order to augment clinicians in their decision making. We focus on the state-of-the-art systems that have been explored in clinical settings, or those having high translational potential and providing publicly-accessible resources (we have verified all of the URLs shared in this review to ensure they are functional as of the time of writing). We also discuss some current limitations in applying AI in clinical processes and present some suggestions for future work to address these concerns.

**Alteration interpretation**

Not all mutations lead to cancer progression [9]. From clinical perspective, it is now known that the efficacy of targeted therapies depends on the genetic alterations of individual patients [10]. Understanding the functional and therapeutic significance of individual alterations is therefore critical to support clinicians’ decision making.

**Computational prediction of variants’ functional effect and pathogenicity**

Since it is cost prohibitive to functionally evaluate all known mutations using validated assay, it is routine to utilize benchmark in silico tools such as PolyPhen-2, SIFT, FASMIC [11–13], to provide computational prediction on the functional effects of variants of interest. PolyPhen-2 leverages a supervised learning method, called Naïve Bayes classifier, to train their model using sequence-based feature profile derived from two pairs of data-sets that contain comprehensive repository of disease-causing mutations known to be either damaging or neutral [14] (URL: http://genetics.bwh.harvard.edu/pph2/). While tools such as PolyPhen-2, SIFT, VEST and MutationAssessor predict individual mutation’s pathogenicity on a population level [15,16], which may provide limited value to clinicians that are specialized to ascertain somatic mutations in cancer patients, several tools such as CHASM, CanDrA, fathmm and transFIC have been developed to identify cancer-specific driver mutations [17–20]. Specifically, Mao and colleagues developed a meta predictor called CanDrA by leveraging predictions on 95 structural and evolutionary features from 10 existing functional prediction algorithms including CHASM, SIFT and MutationAssessor. Through the utilization of feature optimization and support vector machine, CanDrA was shown to combat the curse of dimensionality, an issue that plagued the oncology domain, better than its counterparts and yielded better overall performance on real-world data (https://bioinformatics.mdanderson.org/public-software/candra/). Lawrence and colleagues observed that with cancer genome studies, as sample size increases, extensive false-positive findings ensue. They hypothesized that this was due to mutational heterogeneity and incorporated this aspect into their analysis. Their method, named MutSigCV, was applied to exome sequences of 3083 tumor-normal pairs and was found to eliminate most of the artefactual findings (https://software.broadinstitute.org/cancer/cga/mutsig) [21]. Dietlein et al. provided another novel methodology that was built on the observation that mutations in certain contexts provide a signal in favor of driver genes thus by combining this nucleotide context feature with signals traditionally used for driver-gene identification, their method identified 460 driver genes related to 21 cancer-related pathways when being applied on whole-exome sequencing data from 11 873 tumor-normal pairs [22]. To leverage the synergy created by utilizing multiple prediction tools, an ensemble strategy has been explored in some systems.

---

**Figure 1. Operational processes of translating patient molecular profile into clinically actionable insights.**
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Bailey et al. reported a PanCancer and PanSoftware analysis of data provided by all the projects in TCGA and 26 computational tools. The ensemble tool identified more than 3400 potential missense driver mutations supported by multiple lines of evidence [23]. Using a training set of variants across multiple genes enables ML systems such as PolyPhen-2 to be applicable as a general model, however, for specific genes, assuming well-characterized data is available (such as BRCA1, BRCA2), gene-specific models likely outperform general models [24]. Using results from validated functional assays, Hart et al. [24] iteratively trained and evaluated hundreds of ML algorithms along with the associated hyperparameters, resulting in a new optimal BRCA-ML model which yielded a system that significantly outperformed existing approaches. More recently, Martinez-Jimenez et al. systematically combined several prediction tools that aim to identify signals of positive selection of cancer driver genes in tumorigenesis and created an Integrative OncoGenomics (IntOGen) pipeline (https://www.intogen.org/search). They applied their ensemble system to somatic mutations of more than 28 000 tumors across 66 cancer types and identified 568 cancer genes that are likely contributors of tumorigenesis [25].

Literature mining of alteration actionability

While computational prediction of functional effects of alterations offers some insights about variants of unknown significance (VUSs), different prediction tools may reach different conclusions and sometimes they may not align with experimental observations [2]. Whenever available, publications reporting functionally characterized mutations are still seen as a higher level of evidence than in silico predictions. To achieve this goal at a large scale, a systematic literature mining process is expected. Furthermore, the actionability of an alteration is not only related to its functional but also therapeutic effect. Identifying evidence of therapeutic significance of mutations is largely dependent on reviewing the published biomedical literature. A combination of factors including the growing gene panel size, the enormous and rapidly expanding body of literature, and the labor-intensive nature of manual review makes utilization of informatics systems highly desirable.

To computationally assist with an assessment of an alteration’s actionability using literature mining, it is critical to accomplish two tasks: (1) named entity recognition (NER), which recognizes the key entities such as biomarkers (including genes, mutations), the effects of interest, as well as therapies and conditions (for therapeutic contexts); and (2) relationship extraction. Traditionally, NER tasks may benefit from dictionary and rule-based NLP systems, especially on specific domains where expert input is available for defining customized rules. But they may be difficult to extend to other types of entities; iterative updates of dictionaries and rules may also increase the maintenance cost.

Machine learning technologies may enable the systems to adapt and evolve with little human intervention. A sequence labeling method called conditional random fields (CRFs) is considered the state-of-the-art ML algorithm for NER tasks and is leveraged by popular systems such as ABNER, BANNER where gold standard annotations of pre-defined features were used in training the model [26,27]. More recently, deep learning methods have been explored to expand the ML models to consider non-linear features such as word embedding. Habibi et al. [28] reported impressive performance of a generic model by combining long short-term memory (LSTM) network with traditional CRFs and leveraged word embeddings to help the deep neural network to capture semantic similarities among related terms (source code and trained models are available on https://github.com/glample/tagger).

In the context of alteration actionability assessment, simply recognizing the key entities is not sufficient and the ability to automatically extract biomarker-drug relationship is critical. Lee et al. [29] developed an exceptional dictionary-based NER called Biomedical Entity Search Tool (BEST) that offers real-time retrieval of PubMed articles that mentioned the concepts in ten types of biomedical entities including mutations, genes, drugs, diseases, etc. Thanks to their creative design of the inverted indices which include entity-document pairs, BEST is able to deliver dynamic results to users with little response latency and also can accommodate conjunctive queries. In the next iteration of the system, Lee et al. leveraged the score produced by BEST as one of the features and applied deep learning technology coupled with word embedding features obtained from word2vec and achieved promising results in extracting mutation-gene-drug relationships from the PubMed literature [30]. The baseline BEST tool is publicly available at http://best.korea.ac.kr/ and is updated on a regular basis (according to the creators). To facilitate a team of professional curators’ work in reviewing clinical evidence for precision oncology, Lever et al. have developed a text mining tool which prioritizes literature predicted to be highly relevant to their mission. Logistic regression classifier was trained by pre-labeled sentences with desired relationships [31]. The data is made publicly available at http://bionlp.bcgsca.ca/civicmine/. It is worth noting that the development team prioritized precision over recall in their parameter tuning process so
while extracting some relationship (such as associated variant) yielded a recall of 0.794, the recall of extracting predictive evidence, a very important factor of alteration interpretation in precision oncology, had much room for improvement (0.141). In the commercial domain, the cognitive computing powerhouse IBM Watson developed a comprehensive literature mining pipeline called Watson for Genomics (WfG) that leveraged training data curated by subject matter experts to identify genomic-based actionability evidence [32]. Compared with a traditional molecular tumor board, WfG was shown to identify new evidence not previously discovered and do so with much higher efficiency than the manual counterpart.

Prioritization
In the case when multiple actionable alterations are identified in a patient’s molecular profile, how to prioritize is a practical concern for clinicians. The bioinformatics community has explored using supervised learning methods to identify driver mutations but cohort-level solutions often cannot sufficiently address the needs at single patient level. iCAGES leveraged curated drug association database to support a patient-level analysis on somatic mutations and copy-number data without the need for users to provide sophisticated configuration data as in tools such as OncoIMPACT and DriverNet [33–35]. More recently, PANOPLY incorporated clinical features in addition to omics data and applied random forest analysis to identify prioritized treatment given a patient’s clinical and molecular profile (http://kalarikrlab.org/Software/Panoply.html) and some anecdotal success was reported [36]. Nulsen et al. [37] developed a one-class support vector machine called sysSVM that was trained on TCGA data to create a pan-cancer detection tool for identifying driver genes at the granularity of single patients (https://github.com/ciccalab/sysSVM2). Computational validation has shown promising results in terms of low false positive rate which is very essential for the clinical utilization but none of the applications has been formally evaluated in clinical contexts. Overall, extensive clinical validation is needed before such type of informatics systems can be integrated into clinical care workflow.

Clinical trial matching and pre-screening
After identifying mutations in the patient molecular profile that are actionable (if any), the next operational task for treatment planning is to find matching therapeutics that are clinically available, i.e., approved by Food and Drug Administration (FDA), recommended by professional guidelines or under clinical development via clinical trials.

In terms of data access, FDA provides an open-access database that catalogs all pharmaceutical agents which gained the approval from this agency [38]. National Comprehensive Cancer Network (NCCN), a national leader in professional guidelines for oncologists, offers subscribers access to manually curated structured data about drugs that are referenced in their clinical guidelines, along with the corresponding biomarkers (NCCN Drugs and Biologics Compendium and Biomarker Compendium) [39]. Therefore, there is little ambiguity in data extraction from these high-level data sources and most commercial vendors include this information in their molecular sequencing reports.

However, while seventy or so molecular-matched therapies have gained FDA approval, many more are still in clinical development phase and thus are only clinically available in experimental settings as part of an ongoing clinical trial. As of the time of writing, there are over 21,000 open oncology clinical trials that are listed on ClinicalTrials.gov, the world’s largest clinical trial databank [40]. As comprehensive as ClinicalTrials.gov’s coverage is, much pertinent information such as diseases, drugs, eligibility criteria is still largely captured in unstructured format [41]. Especially for precision oncology trials which aim to assess genomically matched therapies, there are many unique characteristics and nuances in the eligibility criteria that need to be accommodated. Dedicated frameworks and workflows have been proposed in the literature to help facilitate the curation of clinical trial knowledge base which in turn is used for patient matching but most of the curation tasks remain manual thus scalability is a practical concern [42,43]. Being able to comprehensively characterize a patient’s clinical and molecular profile for accurate trial matching is also often a manual process that is laborious.

Artificial intelligence techniques have been actively explored in clinical trial matching and patient pre-screening. Generally speaking, these systems apply a combination of NLP and ML techniques to extract pertinent demographic, clinical and molecular information from patient medical records, clinical trial documents, or a combination of both. Tools like Antidote, Synergy are patient-centric while Deep6.ai, Mendel.ai and Watson for Clinical Trial Matching (WCTM) are more clinician-oriented [44–48].
Formal evaluation of these commercial systems is rare but there are some exceptions. Mendel.ai published a retrospective study using their AI-empowered tool to facilitate clinical trial matching and reported 24%–50% increase over standard practices in terms of number of patients that were correctly identified as eligible in two out of three trials but failed to identify eligible patients for a trial that was closed due to lack of accrual [49]. Their system combined ML and NLP techniques in tasks such as text recognition and clinical language understanding. A central knowledge base stores all knowledge extracted from real world data regarding patients’ profiles. WCTM published several studies where cognitive computing was used in real clinical settings, where WCTM was found to outperform manual counterparts in accuracy and yield significant increase in efficiency [47,50,51]. WCTM used NLP to process unstructured data from patient’s electronic medical records (whenever available) and further leveraged its ML component to populate patient model with pertinent disease related attributes. A similar process was utilized in intaking the clinical trial information using lessons learnt from several rounds of trial ingestion in the pilot phase.

In academic settings, utilizing NLP in conjunction with ML to automate certain processes that facilitate clinical trial matching is also extensively studied. On one hand, some efforts are related to automatically convert unstructured text describing clinical trial eligibility criteria into structured conditions that are query-able [52,53]. Notably, Liu et al. [54] have developed a tool called DQueST which creates dynamic questionnaire for clinical trial searches. They developed an integrated NLP pipeline including negation detection such as NegEx [55] and entity recognition module that applied CRFs as the ML model in their NLP module to identify clinical entity, attribute recognitions and domains leveraging annotated corpus [54]. Miotto and Weng [56] developed a novel solution which used a case-based reasoning method to establish a ‘target patient profile’ using electronic records data from patients’ who have already enrolled in a given clinical trial and to compare new patients’ profiles with the said ‘target profile’ in order to computationally predict their eligibility. While the real-life application of this approach remains to be seen, the creative use of vector-based ML method bypasses the need to literally process clinical trial documents and may inspire other related applications.

**Discussion**

With the rapid development in computer hardware and software, utilizing artificial intelligence to provide near real-time assistance to clinicians in their decision making has become a reachable goal from a purely technical sense. This review discussed some representative systems that have either been explored in some clinical settings or exhibited high translational potential. While the progress is encouraging, many challenges remain that limit a wider utilization of AI systems in clinical decision making. Here we outline a few examples of such challenges and some potential mitigation tactics.

**Data availability**

The performance of a data-driven model is directly correlated with the quality and volume of the data it analyzes. While technologies help generate a myriad of data, data do not equate knowledge. Supervised learning methods, which constitute the majority of the AI methods explored today, specifically require pre-labeled data for training their models. While publicly-accessible datasets exist, most of the granular clinical decision making processes warrant more domain-specific gold standards. Manually curating these gold standards for specific operational needs is not a trivial process. Efforts for making more of these curated datasets publicly available will help the community to grow.

**Validation**

While all studies mentioned in this review were evaluated, usually via some retrospective studies, more extensive validation is often needed before they can be embraced by the broad clinical community. Randomized trials provide more systematic evaluation and ultimate proof of clinical utility [57] Real-world validation that applies the AI systems in actual clinical care process is also important to assess the real-world benefits and limitations of such systems.

**Stakeholder acceptance**

To broaden the impact of AI in medicine, it is critical that the development of these methods is done with the human experts, who are the stakeholders, in the loop and with the intention of augmenting instead of replacing human intelligence. Some basic literacy of ML methods is critical for the clinicians and decision makers to arrive at a critical yet reasonable assessment of the technologies involved. It is important to acknowledge that
there is no universal solution and the choice and design of technologies are usually context-dependent. Generalizability, explainability, resource overhead and cost-reduction potential are some examples of important factors for stakeholders to consider in addition to the raw performance reported on some validation experiments. Interested readers can review Faes et al. [58] work which outlined a clinician’s guide to critically assess ML studies for more details.

**Regulatory development**

Due to the ethical and safety impact of all clinical decision making processes, it is important for any technology maker to consider the regulatory component early in the development phase. While the related regulatory processes remain largely elusive, some recent clinical trial guidelines for protocols involving AI systems such a SPIRIT-AI are a positive step towards the right direction [57].

**Summary**

- Next-generation sequencing technologies transformed our understanding of cancer and are actively being utilized in many disease settings to guide treatment planning for the purpose of optimizing outcomes.

- The past decade has seen exponential growth in the development of artificial intelligence (AI), machine learning (ML) applications which have the potential to augment human intelligence in a scalable fashion.

- This review discussed some state of the art systems that employed ML technologies to facilitate some processes involved in clinicians’ treatment planning using molecular data. Some challenges of AI applications in this domain are also discussed.
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