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Abstract. The purpose of this study is to propose a reliable multiple-choice or multiple-response assessment generation procedure. A question of the assessment passing threshold selection is considered. The study uses simulation for the test outcomes distribution evaluation which is used for the assessment passing threshold calculation. The relation between the number of answers and distractors in a task and assessment reliability is shown. The reliable assessment generation procedure based on simulation and statistics is proposed. The web application for students testing purposes based on the proposed approach is implemented. The proposed method can be used for online studying as well as offline ones.
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1 Context

Online multiple-choice tests, as well as multiple response tests and questions, show significant growth last few years due to the wide spreading of massive open online courses [2, 9]. It becomes even more important at the moment because of the coronavirus pandemic [6].

In the case of a remote learning situation, it is important to develop a cheating-proof and fair assessment procedure.

The vital parameter of multiple-choice tests and multiple response questions is their discrimination abilities, in other words, the ability to divide the testees into two groups, the ones who have enough knowledge, and the ones who don’t. It is also good to grade testees, to evaluate the knowledge level of a testee in comparison to the others. There are a lot of works devoted to designing good in some sense assessments [8, 11].

Using the percentage of correct answers given by a testee during the assessment procedure as a measure of testee’s knowledge, abilities and skills require a method to set up the correct threshold that divides testees into the ones who successfully passed the assessment and the ones who don’t.
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2 Purpose

The main aim of an assessment of a testee is to determine the abilities of the testee we assess to act at a given level of Bloom’s taxonomy [5]. As it was already mentioned, the assessment is a means to divide the testees into the two groups: the ones who have the required abilities, and the ones who haven’t. It is also good to have the means to compare the abilities of the testees who passed the assessment, in other words, to range the testees according to their knowledge, skills, and abilities level.

It is also important to prevent cheating during an assessment. According to if we perform the assessment online or offline using computer means, the ways to prevent cheating can be different, but there are means to reduce the cheating no matter which kind of assessment we use.

It’s obvious that passing any multiple-choice question, as well as multiple response questions, is a probabilistic procedure, and both false positive and false negative results are possible. However, it doesn’t mean that all the events (true positive assessment result, true negative assessment result, false-positive assessment result, false-negative assessment result) have to have equal probabilities, and the main feature of a good assessment is that the first two events have to be much more probable than the other two.

The goal of the work is to describe a way for an automatic generation method for multiple-choice assessments and multiple response assessment as well as their quality assurance allowing to generate assessments with a given discrimination ability, and an ability to range the testees who successfully passed the assessment according to their knowledge, skills and abilities level.

3 Basic Terms

The main aim of an assessment, either it is multiple choice or multiple response test, is to evaluate testees’ knowledge, skills, and abilities according to Bloom’s taxonomy. It includes six levels [5]:

1. remembering: retrieving, recognizing, and recalling relevant knowledge from long-term memory.
2. understanding: constructing meaning from oral, written, and graphic messages through interpreting, exemplifying, classifying, summarizing, inferring, comparing, and explaining.
3. applying: carrying out or using a procedure for executing, or implementing.
4. analyzing: breaking material into constituent parts, determining how the parts relate to one another and to an overall structure or purpose through differentiating, organizing, and attributing.
5. evaluating: making judgments based on criteria and standards through checking and critiquing.
6. creating: putting elements together to form a coherent or functional whole; reorganizing elements into a new pattern or structure through generating, planning, or producing.
It is obvious that an assessment hardly can be used at the highest levels of the taxonomy at least because it’s hard to deal at these levels without formulating consistent oral or written answers, not mentioning creation or proposing some practical solutions.

A multiple-choice test is a form of an objective assessment in which respondents are asked to select the only correct answer out of the choices from a list [7] while a standard type of multiple-response or multiple-answer question looks like an MCQ except that the student can choose more than one answer.

A typical task includes a stem (the text that describes the task itself, may include diagrams, pictures, photos), options (the options for testee to choose from, may also include diagrams, pictures, photos) which consist of answers (the options to be marked as correct) and distractors (the options not to be marked). The options chosen by the testee are called the response.

The components of the task of an assessment are shown in Fig. 1.

![Fig. 1. Task structure](image)

An assessment consists of a list of tasks. The number of the tasks in an assessment may vary, but typically an assessment consists of about 10–15 tasks.

4 Test Quality

As the goal of a test is to estimate the knowledge, abilities, and skills of a testee, a test must provide special features.

These features are:

1. validity
2. discrimination ability
3. reliability

Each feature supports assessment results in different ways.

The validity of an assessment means it estimates exactly what it is intended to estimate, or, in other words, validity is defined as the extent to which scores obtained on an assessment instrument represent true knowledge [12]. The validity of a test is defined by its content (the content of the stems and options of the tasks of the test) mostly and is set at the moment of the test tasks’ development.
The discrimination index of a test shows how it differentiates the testees who have required knowledge, skills, and abilities from the ones who haven’t.

The Classical Test Theory describes the reliability of a test in terms of observed score, true score, and random error component. It states that an examinee’s observed score \((X)\) can be decomposed into her/his true score \((T)\) and a random error component \((E)\) \((X = T + E)\) \((3)\). In fact, the less \(E\) value is, the more reliable assessment we use.

In some way, we can perceive the reliability of a test how its ability to maintain the same (or close enough) results for the same testee from an attempt to attempt. For example, if the testee passes the test a few times in a row, the results of the test would be the same (at least in terms of passing/not passing the test). In the reality the question of the reliability of a test is not that simple: the testee who passes a test few times in a row, learns from his or her own mistakes, so theoretically it is possible that the testee who had not enough knowledge before the test, would get it during the first attempts of passing the test.

The question of the reliability of a test is connected with the process of test development as we are going to see later in this article.

5 Test Result Calculation

There are a lot of ways to calculate the results of a multiple-choice assessment or multiple response assessment. In this article, we consider the approach the author uses for his own testing purposes.

The result of a test is calculated according to the following formula:

\[
S = \frac{|A \cap M| + |D \cap N|}{|A \cup D|}
\]

where \(S\) is the score of the assessment,

- \(A\) - a set of a tests’ answers,
- \(C\) - a set of the tests’ options, marked by a testee,
- \(D\) - a set of a tests’ distractors,
- \(N\) - a set of tests’ options, not marked by a testee.

In some way, this metric corresponds to the Jaccard index \([10]\), also known as Intersection over Union or the Jaccard similarity coefficient.

The formula here is modified a bit according to the fact that the answers set and the distractors set have no common elements.

Using the formula allows us to avoid the situation of cheating by marking all the possible options of a test (maximizing the number of positive answers), or not marking options at all (minimizing the number of mistakes).

This formula is applicable both for multiple-choice assessments and for multiple response assessments.
6 Test Reliability

6.1 Passing Threshold Calculation According to the Stochastic Nature of Test Passing

The main question of an assessment is how to decide whether the test is passed or not, according to the testee’s score, calculated using the formula provided earlier.

In most cases the author of a test sets the passing threshold, different authors set passing thresholds different ways. Typically the required percent to pass a test is set to 60–75%.

It is obvious that the passing of a test is a stochastic procedure. A testee may pass a test having no knowledge, skills, and abilities at all, though the probability of that event is reasonably low.

We need to establish a procedure to calculate a test passing threshold that guarantees that a test cannot be passed without having knowledge, skills, and abilities with the given probability. In other words, the threshold value has to be chosen the way that in 95% (for example) attempts a testee without knowledge, skill, and abilities fail the test.

The intention to make an assessment as cheating-proof as possible often gets tests authors to provide different tests for the different testees (generated from a common task pool), which makes it even harder to set the passing threshold.

To establish the correct passing threshold for a given test, we need to know the probability of each test outcome. To get the probabilities we can perform test passing simulation. It gives us the following pictures.

Here the distributions for different answers and distractors numbers in an assessment are presented.

The X-axis shows a test outcome calculated using the formula we discussed earlier, and the Y-axis shows the probability of the given test outcome. A is the number of answers in a task, and D is the number of distractors. All the tasks in an assessment have the same number of answers and distractors. The first column of the diagram corresponds to multiple-choice assessments, the second one corresponds to multiple-response assessments. The simulations for each answer/distractors ratios were performed for 100000 times.

As you can see, the greater numbers of answers are more preferable as they produce more possible test outcomes. Also, the probability to occasionally get higher outcomes is lower than for a lesser number of answers in tasks.

To set the passing threshold we can use the following method:

1. set the probability of occasional test passing (5% for instance)
2. starting from the highest outcomes sum the probabilities of the outcomes
3. stop when the sum is equal or higher than the required test passing probability we set
4. the outcome we found is the threshold we are looking for.

The vertical lines on the diagram above show the corresponding tests passing thresholds (Fig. 2).
In real-life scenarios, the number of answers and distractors are seldom the same for all the tasks in a test (unless the authors of a test specifically intended to create the assessment that way). In most cases, the number of answers and distractors differs from task to task so we have to check that kind of scenario too.

It is obvious, that for a reliable test the higher outcome is, the harder it is to get it answering the test tasks by random.

Unfortunately, it is not correct for the tests where the number of answers and distractors differs for different tasks of the test.

Distributions for real tests are shown below (Figs. 3 and 4).
The first column demonstrates the whole distribution picture, the second one shows the part of the distribution that corresponds to the passing test outcomes, and the last one pictures the detailed part of the distribution where the rule described above is broken.

It is obvious, that the shown assessments are not reliable in the meaning we discussed earlier, as they provide a higher score with a higher possibility to achieve it comparing to the probability of the lower outcomes.

So we as an assessment developers have to establish the procedure to generate an assessment that is reliable, the way so the probability for a testee to get a high outcome is as lower as higher the outcome is.

Also, if we are to grade the testees, the number of assessment outcomes that correspond to a successful assessment passing has to be as high as possible.

So finally we propose a reliable assessment generation procedure.
6.2 A Reliable Test Generation Procedure

To achieve all we have mentioned above the following approach is proposed:

1. Set the probability of occasional test passing (5% for instance) \( P \)
2. A given number of tasks for the assessment are extracted from a task pool (what allows us to reduce the cheating probability during the assessment, generating a unique assessment for each testee);
3. Then for the assessment we generate, the procedure of random answering is preformed for the fixed number of times, simulating the assessment passing process. It allows us to discover the distribution of the outcomes of the test.
4. The threshold is defined as a percentage of correct answers, that provides the probability to pass the assessment that is less or equal to the given value of probability \( P \):
   1. starting from the highest outcomes sum the probabilities of the outcomes.
   2. stop when the sum is equal or higher than the required test passing probability \( P \).
   3. the outcome value we found is the threshold \( T \) we are looking for.
5. For each outcome that is higher than the threshold \( T \) check if the probability to get each next assessment outcome is lower than the current one is. If it is not so, the assessment has to be rejected.
6. Then the ranging ability of the assessment is evaluated as a number of possible assessment outcomes between the calculated threshold \( T \) value and the highest possible score. If the number is less than a predefined value, the assessment is also rejected.
7. If the assessment was rejected, the generation procedure starts again.

This procedure can be also used to evaluate the reliability of an assessment. For that step 2 should be excluded from the generation procedure, the other steps are the same.

An online assessment web application based on the proposed method has been developed in the form of a python web application.

It uses JSON files as data storage.

The time for each assessment is limited.

The assessment for each student is unique in terms of the uniqueness of the task set in an assessment. Some of the tasks can be presented in more than one assessment, but the whole combination of the tasks for each assessment is unique. The more tasks we have in the task pool, the fewer common tasks each particular assessment shares with the other ones.

For each assessment, its own passing threshold is calculated according to the procedure described above. The information about each attempt is stored as a JSON file, including the date and time of the assessment creation, the time when the assessment was started and finished, all stems, all options, a list of answers and distractors, the testee’s response, the calculated passing threshold, and the distribution of the calculated outcomes.

The assessment process is shown below in the form of a sequence diagram (Fig. 5):
The application has been used for three years for assessing students of Siberian State University of Science and Technologies. A comparison between the proposed methodology results and the classic exam shows the high efficiency of the proposed approach.

7 Actual Outcomes

The proposed approach is a convenient means allowing to assess knowledge, skills, and abilities of students. It provides an objective way to generate an assessment, allowing us to evaluate its discrimination ability and its testees’ ranging ability. The discrimination and ranging abilities of assessments generated by the proposed procedure highly correlate with the ones for the traditional exams.

The on-the-fly generation of the assessment allows us to provide each testee with a unique assessment, preventing the assessment cheating by decreasing the possibility to discuss the tasks of the assessment the testee passes at the moment among the other testees or third parties.

The implementation of the system in the form of online assessment system also allows us to use the information about testee’s answering process to prevent cheating using machine learning technologies.

To overcome the proposed approach it would require consolidated testees’ efforts to collect and to answer all the tasks in the task pool. If the time window for the testing is limited, this possibility of cheating the system is also reduced.

8 Conclusions

The proposed approach can be easily integrated into an existing teaching process, especially if the online assessment systems are in use already. Using the described approach allows us to increase the objectiveness of an assessment process. The
online assessment system can be used both for scheduled surveys and for pre-exam surveys, as well as students’ exams self-preparing.

Surveys performed in the university show that the differentiation ability of the presented approach is at least at the same level comparing with more traditional approaches like colloquiums and interviews, providing the tasks of the assessment are built correctly.

As a drawback of the described approach, the complicated procedure of the assessment threshold calculation method can be mentioned. Sometimes it’s hard to explain to testees how their results have been got. The threshold calculation procedure itself also takes a noticeable time as it requires the continuously repeating answering process simulation.

One should note that the multiple-choice assessment, as well as multiple response questions, are not a substitution for traditional exams or interviews, especially because of different abilities of students in the field of communication and social interaction.
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