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Abstract

The automatic categorization of support tickets is a fundamental tool for modern businesses. Such requests are most commonly composed of concise textual descriptions that are noisy and filled with technical jargon. In this paper, we test the effectiveness of pre-trained LMs for the classification of issues related to software bugs. First, we test several strategies to produce single, ticket-wise representations starting from their BERT-generated word embeddings. Then, we showcase a simple yet effective way to build a multi-level classifier for the categorization of documents with two hierarchically dependent labels. We experiment on a public bugs dataset and compare our results with standard BERT-based and traditional SVM classifiers. Our findings suggest that both embedding strategies and hierarchical label dependencies considerably impact classification accuracy.

1 Introduction

Support tickets and incident reports are a valuable point of contact between customers and service providers (Al-Hawari and Barham, 2021). They are fundamental tools in the management of the relationship between businesses and users, allowing for the swift resolution of issues, thus leading to improved customer satisfaction, productivity, and compliance which Service-Level Agreements (SLAs) (Gupta and Sengupta, 2012). Tickets can be derived from multiple communication channels, most commonly emails, specialized web forms, phone calls, live chats, and social media platforms (Zicari et al., 2021). Help requests are therefore logged as text, which represents the most important source of information to be used for automatic ticket management. Being conversational by nature, tickets describe the issue or request in an often noisy and concise format (Cristian et al., 2019).

As a response to the increasingly high volume of these requests by customers, researchers have proposed the automation of various steps of the ticket resolution pipeline (Fuchs et al., 2022; Ali Zaidi et al., 2022). These include the classification of tickets into broad topic categories (ticket classification) (Zicari et al., 2021; Revina et al., 2020), the direct assignment of the issue to an expert capable of resolving it (expert finding) (Husain et al., 2019), as well as the direct resolution of tickets in a completely autonomous way (ticket resolution) (Zhou et al., 2017). Among these tasks, the accurate classification of incoming tickets within a pre-defined hierarchy of labels is among the most prevalent, as well as one of particular importance to ensure that these requests are dealt with swiftly. Indeed, it is common for support tickets to be framed within a multi-level hierarchy such as the one just mentioned: each level of the hierarchy describes the issue at different levels of specificity.

Contributions This work will explore Ticket Classification (TiC), a sub-task of Text Classification (TC), with the following objectives:

- Verifying the effectiveness of contextualized Language Models (LMs) (Radford et al., 2018; Marcuzzo et al., 2022) on noisy pieces of text from this particular domain;
- Exploring the impact of document embedding strategies on downstream task performance;
- Establishing how much a LM can benefit from the injection of hierarchy information for topical classification within a two-level hierarchy.

Our experiments show that both document summarization strategies and hierarchical information injection can contribute in a major way to TiC accuracy. The code and datasets utilized in this work’s experiments are made publicly available online.

https://gitlab.com/distraction/dsi-nlp-publib/-/tree/main/WNUT22

* Authors contributed equally.
2 Related work

The task of topical TiC has been explored in recent works, which we briefly outline. Relatedly, we also discuss recent advancements in the broader TC environment, as well as a short mention of dedicated hierarchical TC methods.

Ticket Classification (TiC) In the particular context of TiC, much work has been done towards the application of traditional methods, a popular example being that of Support Vector Machines (SVMs) (Boser et al., 1992) applied on simple word-count-based text representation techniques such as TF-IDF (Jones, 1972). Recent works such as Yang (2021); Revina et al. (2020) have argued for the efficacy of traditional methods, often introducing more advanced text representation techniques such as Word2Vec (Mikolov et al., 2013). There has also been recent interest in the application of Deep Neural Networks, such as Multilayer Perceptrons (Kallis et al., 2019), Convolutional Neural Networks (Zicari et al., 2021; Pistellato et al., 2018), and Recurrent Neural Networks (Mani et al., 2019; Lyubinets et al., 2018).

Text Classification (TC) In the broader environment of Natural Language Processing (NLP), all downstream tasks — including TC — have been recently revolutionized by the introduction of the Transformer architecture (Vaswani et al., 2017). This approach to text representation has allowed for much more meaningful vectorial representations for words, crucially able to discern context. Contextualized LMs based on this architecture are now the staple NLP transfer learning approach, and have showcased massive performance boosts in TC benchmarks. Among others, we focus on the influential Bidirectional Encoder Representations from Transformers (BERT) (Devlin et al., 2019), which we utilize in this work. We refer to Gasparetto et al. (2022a,b) for a thorough description of BERT’s architecture. Though succeeded by more refined LMs in recent years, it is still widely studied and utilized. BERT-based LMs have been extensively applied to NLP tasks on user-generated content, such as tweets (Polignano et al., 2019) and user reviews (Lu et al., 2020). Interestingly, recent findings suggest that BERT is quite sensible to the presence of noise in text (e.g., spelling mistakes) (Kumar et al., 2020). On the other hand, other works suggest that BERT is quite resistant to label-noise, and the application of common noise-handling methods can in fact deteriorate BERT’s performance (Zhu et al., 2022). With this work, we aim to give practitioners some insights into the usage of BERT for classification in the support ticket classification domain. While an excellent source of noisy user-generated data, we find this context to be understudied at present.

Hierarchical Text Classification As we are discussing datasets whose labels are hierarchical by nature, it would be reasonable to utilize Hierarchical TC approaches. The architecture we propose in this work is partly inspired by these approaches, in particular by the distinction between flattened classifiers (Koller and Sahami, 1997), which simplifies the hierarchy by flattening it to a single multiclass or multilabel problem, and global classifiers, which build upon these classifiers but integrate hierarchy information within their framework (Labrou and Finin, 1999). Still, we point out that the amount of overlap with hierarchical TC literature is somewhat limited by the fact that the hierarchy in ticketing systems is usually very shallow (two to three levels), while HTC systems usually operate in multilabel environments with very complex hierarchies.

3 The Linux Bugs dataset

To evaluate a TiC scenario, we experiment on a dataset of bugs crawled from the publicly available Linux kernel bug-tracker 2, as inspired by Lyubinets et al. (2018). The resulting Linux Bugs dataset contains tickets organized through the hierarchical dependent labels of “product” (e.g., Network, Drivers, etc.) and “component” (e.g., BIOS, scheduler, etc.). Therefore, we utilize the former as main labels and the latter as sub-labels. To be precise, to avoid redundancies, we utilize the flattened labels as sub-labels, such as to differentiate sub-labels that share their name across main categories (e.g., Network_Other vs Drivers_Other). Moreover, to reduce class imbalance, we discard all labels and sub-labels that appear less than 100 times. More details on the dataset, including an exemplary subset of the resulting hierarchy, reports on the labels’ frequency and an example of the content of a ticket can be found in Appendix B.

4 Methods

The aforementioned BERT LM has been one of the most popular contextualized LMs since its inception. Conceptually, BERT is a bidirectional

2https://bugzilla.kernel.org
Transformer-based neural network, made by stacking multiple encoder blocks. These blocks are entirely based on the self-attention mechanism (Bahdanau et al., 2015), eliminating the sequential bottleneck of previous recurrent models.

BERT models are pre-trained on two specifically devised language modeling tasks that allow the networks to learn semantically and contextually meaningful representations of text. These models can then be fine-tuned on specific tasks quite easily (in the case of classification, by adding a simple linear layer as a classifier) to obtain state-of-the-art performances. In our case, we utilize the models available on HuggingFace (Wolf et al., 2020), which are pre-trained on BookCorpus (Zhu et al., 2015) and English Wikipedia, and have a vocabulary of around 30,500 word segments.

4.1 Document summarization strategies

In terms of text interpretation, BERT first transforms raw text into tokens through the WordPiece sub-word tokenization algorithm (Schuster and Nakajima, 2012). The output is then passed through the stacked encoder blocks, with each layer producing an embedding for each token.

A common approach to classification using BERT is to utilize the [CLS] token as a document summary. This special symbol is pre-pended to each sequence of words and is utilized during pre-training on the Next Sentence Prediction binary classification task (NSP). Despite its popularity, several authors suggest that other “summarization strategies” for documents may be preferable (Reimers and Gurevych, 2019). For instance, Tanaka et al. (2019) experiment with the averaging of the individual word embeddings composing the sentences rather than the single [CLS] token. They utilize the output of one or more encoder blocks and combine them, highlighting classification improvements when concatenating the output of several layers. Researchers have further hinted at the phenomenon of “layer specialization” within BERT, arguing that each encoding block may focus on the extraction of linguistic features at different levels: syntactic features are mostly extracted in the first blocks, while deeper layers progressively focus on semantic features. They also discuss how information from each layer can be beneficial to downstream tasks, like classification (de Vries et al., 2020; Jawahar et al., 2019; Torsello et al., 2014).

In this work, we explore the impact of different approaches to the creation of a condensed document representation starting from BERT’s word vectors. In particular, we test several strategies, including the usage of the [CLS] token from the last layer (referred to as cls last), but also the concatenation and average of the [CLS] tokens of the last $h$ hidden layers, respectively indicated with cls $\text{concat}_h$ and cls $\text{avg}_h$. We also experiment with approaches that do not use such token, such as averaging the embeddings of all words in a document (avg), taking the maximum (max), or using their normalized sum (sum nor). A description of each strategy is given in Appendix A.

4.2 Multi-level classifiers

Our second aim in this work is to design an effective multi-level architecture able to exploit the hierarchical dependency information between labels. The following paragraphs detail the two proposed approaches. Notably, our multi-level classifiers are based on BERT LMs, but may be used with any model capable of producing contextualized word embeddings. In both frameworks, we utilize two separate LMs trained on the categorization of macro-labels (task T1) and on the categorization of flattened sub-labels (T2). A visualization of the approaches is provided in the Appendix (Fig. 1).

**ML-BERT** The Multi-Level BERT (ML—BERT) classifier is a combination of two distinct pre-trained BERT LMs, previously fine-tuned on the prediction of the T1 and T2 tasks, respectively (LM$_1$, LM$_2$). In the ML—BERT model, the weights of the two base LMs are kept frozen during the fine-tuning procedure — the output of the pre-trained classifiers is discarded. Only the word embeddings produced by each model are utilized; document representations are obtained by using the best-performing summarization strategy among the ones mentioned in Section 4.1. Embeddings from both models are then concatenated into a global ticket representation and passed through a single linear layer with a softmax activation function. Therefore, fine-tuning only requires the learning of the last layer’s weights, reducing the computational cost.

**Supported-BERT** The Supported-BERT classifier similarly utilizes a LM previously trained on T1 (LM$_1$). However, LM$_2$ is not trained in isolation but instead utilizes the fine-tuned LM$_1$ as support during its own fine-tuning. As before, the ticket embeddings from the two LMs are concatenated and passed to the output layer. Thus,
the difference from the previous setup is that LM_2 is trained directly with the output layer and with external influence, instead of being trained beforehand.

5 Experiments

We report in this section the experiments we conducted to select the most suitable summarization strategy and to determine the effectiveness of the multi-level classifiers. While the core of our experiments was performed on BERT’s base pre-trained model (i.e., “bert-base-uncased”), we also report results using a larger BERT LM (i.e., “bert-large-uncased”).

5.1 Experimental setup

We describe our experimental settings in this section, adding details on the metrics we choose to use and on how we select the model hyper-parameters.

Metrics We evaluate the models in a multiclass setting, where the ground truth label is the concatenation of the parent and child categories. Therefore, the models must predict a single class for each ticket (e.g., Networking_IPV4 is the target label for a ticket that belongs to the Networking category and IPv4 sub-category). This approach is widely utilized in the evaluation of global HTC methods, which our approaches can be seen as (Silla and Freitas, 2011). We use standard classification metrics, i.e., accuracy and F_1-score, to measure the performance. Briefly, accuracy measures the ratio of correct predictions over the total number of predictions, but can give a skewed representation of imbalanced datasets. F-score is a combination of precision and recall, which measure a model’s correctness and completeness, respectively (Gasparetto et al., 2022a, 2018). We report the F_1-score — the harmonic mean of precision and recall — in its macro-averaged version, i.e., considering all class contributions equally.

Hyper-parameter tuning We use a stratified 3-fold CV to split the dataset into training and testing subsets. Before testing BERT’s performance with different summarization strategies on the testing split, we tune the learning rate and the number of training epochs on the training split, reserving 20% of it as a validation set. We use the BERT-base model on task T2 using the standard avg last strategy with early stopping set on the loss function to determine the optimal number of epochs.

Table 1: Effect of additional processing procedures on the performance of a BERT model on the validation set.

| Model        | Clean | Weigh | Acc    | F_1    |
|--------------|-------|-------|--------|--------|
| BERT (base)  | ✓     | ✗     | 0.503 ±0.003 | 0.374 ±0.006 |
| ✓            | ✗     | 0.471 ±0.005 | 0.382 ±0.004 |
| ✓            | ✓     | 0.464 ±0.007 | 0.371 ±0.008 |

* Standard deviation over 3 runs is reported in brackets.

After validation, the BERT-base models are trained for 3 epochs with learning rate set to 2e^{-5} and batch size set to 8. The BERT-large models were similarly validated and trained with a learning rate of 1e^{-5} for 3 epochs, with batch size set to 8.

Following Lyubinets et al. (2018), we test the impact of a more comprehensive text cleaning procedure that removes most of the stack traces and memory addresses, which are quite frequent in this dataset. Listing 2 in the Appendix showcases an example of a bug report treated with the more aggressive cleaning procedure. Furthermore, because our dataset is imbalanced class-wise, we experiment with weighting classes’ contribution to the loss value based on their support. We find that neither the additional preprocessing step nor the weighting scheme improved the performance in terms of F_1 and accuracy scores using the default avg last strategy, as can be seen in Table 1. We hypothesize that, even though the representations of pieces of text such as the hexadecimal codes of Listing 1 have low syntactic and semantic value, they still provide discriminative power in the downstream classification task.

To train the multi-level models, we separately train LM_1 and LM_2 on T1 and T2 tasks respectively, and use the same hyperparameters selected for the previous tests. Moreover, we select the best learning rate and number of epochs for the final classifier using the same procedure as described above, obtaining the values of 2e^{-5} (2 epochs) and 1e^{-5} (3 epochs) for the base and large versions of BERT, respectively.

5.2 Results

In this section, we report test set results obtained with the best hyper-parameters as just described.

Document summarization Results with the different summarization strategies introduced in Section 4.1 using BERT-base on task T2 are reported in Table 2. First off, there is a considerable difference in performance between the pooled and “raw” ver-
Table 2: Test set results’ with BERT classifier on T2 comparing summarization strategies on Linux Bugs.

| Basis | Strategy | Acc     | F1     |
|-------|----------|---------|--------|
|       | last (p)† | 0.518±0.006 | 0.354±0.009 |
|       | last      | 0.566±0.012 | 0.446±0.018 |
|       | avg       | 0.531±0.010 | 0.393±0.012 |
|       | concat2   | 0.555±0.010 | 0.400±0.014 |
|       | concat3   | 0.571±0.008 | 0.456±0.013 |
|       | concat4   | 0.568±0.009 | 0.457±0.014 |
|       | concat5   | 0.565±0.012 | 0.456±0.013 |
| avg   | last      | 0.525±0.008 | 0.387±0.010 |
|       | avg       | 0.522±0.005 | 0.383±0.013 |
|       | concat2   | 0.523±0.007 | 0.390±0.009 |
| max   | last      | 0.522±0.011 | 0.385±0.014 |
|       | avg       | 0.519±0.007 | 0.375±0.013 |
|       | concat2   | 0.518±0.006 | 0.373±0.015 |
| max_min | last    | 0.522±0.010 | 0.377±0.011 |
|       | avg       | 0.522±0.009 | 0.374±0.010 |
| max_avg | last     | 0.516±0.007 | 0.381±0.012 |
|       | avg       | 0.519±0.006 | 0.379±0.007 |
| sum_nor | last   | 0.406±0.018 | 0.171±0.017 |
|       | concat2   | 0.379±0.013 | 0.135±0.019 |
|       | concat3   | 0.388±0.015 | 0.135±0.015 |

* Standard deviation over 6 runs is reported in brackets. † Pooled, using cls pooled strategy.

Table 3: Test set results’ for all models on the T2 task. BERT models utilize the cls concat3 strategy.

| Model              | Acc       | F1       |
|--------------------|-----------|----------|
| SVM                | 0.551±0.004 | 0.473±0.006 |
| ML-BERT (base)     | 0.602±0.010 | 0.500±0.014 |
| Supp-BERT (base)   | 0.611±0.007 | 0.485±0.013 |
| BERT (base)        | 0.571±0.008 | 0.456±0.013 |
| ML-BERT (large)    | 0.577±0.008 | 0.461±0.006 |
| Supp-BERT (large)  | 0.577±0.007 | 0.480±0.011 |
| BERT (large)       | 0.559±0.008 | 0.438±0.011 |

* Standard deviation over 6 runs is reported in brackets.

...sions of the cls last strategy, with the raw [CLS] token without pooling achieving considerably better results. Stacking multiple layers further improved the results: tests with cls concat3 achieved the best overall performance in terms of accuracy, precision, and recall (though macro-averaging favors cls concat3 in terms of F1 score), confirming that features extracted in other BERT hidden layers can be beneficial to the classification task (see Table 5 in the Appendix).

**Multi-level classifiers** Table 3 reports the classification performance of both ML-BERT and Supported-BERT (shortened as Supp-BERT), utilizing the previously determined best document summarization strategy (in our case, cls concat3).

The smaller ML-BERT achieves an improvement of 9.7% macro F1-score and 5.4% accuracy as compared to the BERT model trained on the flattened hierarchy of labels. Supported-BERT’s improvement amounts instead to 6.4% and 7.0% on the same metrics. While ML-BERT performed better in terms of macro F1-score, Supported-BERT resulted in the highest accuracy. The larger pre-trained BERT model showcases overall a similar trend, though with lower performance than with the base model in all experiments. Nevertheless, the multi-level models still improved results over the flat T2 classifier: ML-BERT (large) achieved 3.1% and 5.2% improvement in macro F1-score and accuracy respectively, while the performance of Supported-BERT improved by 6.8% and 9.5%.

In practice, we observed that the larger model did not converge as well as the base one. This is likely to be a consequence of the limited size of our highly skewed dataset, as well as the limited semantic significance of its composing documents (that contain many technical bits of text, like stack traces).

The SVM classifier was trained with a simple one-vs-rest strategy and also performed very well, surprisingly achieving better macro F1 than the smaller BERT model in the flattened setting. However, all base multi-level models perform better on both metrics. As is also discussed in the literature, BoW features with TF-IDF weighting are suitable representations for noisy text, effectively able to filter out many unimportant words (Das et al., 2021). On the other hand, contextualized LMs such as BERT are meant to exploit sentence structure and word context, which might be insufficiently informative in such environments.

**Error analysis** Because of time and space limitations, we do not perform an in-depth error analysis of our models in this work. However, a discussion in this regard can be found in Appendix D, in which we also discuss how we would like to address this analysis in future work.

**6 Conclusion**

In this article, we experimented with contextualized LMs for TiC, and found that different document embedding summarization strategies are a major factor in classification performance. Moreover, we devised two multi-level classification approaches based on LMs, and found further improvement by injecting information from the label hierarchy within the architecture. We hope our work can provide useful insights into the usage of BERT models for classification in a previously understudied domain.
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A Embedding summarization strategies

Table 4 describes all the summarization strategies tested in this work. The “cls last (p)” strategy refers to the one adopted in the original BERT paper, using the [CLS] token embedding passed through the NSP prediction layer, with a tanh activation, commonly referred to as “pooled” embedding. In contrast, all other cls strategies use the un-pooled embedding, meaning that it is used directly as provided by the encoder without additional processing. Table 5 reports the complete set of performance metrics measured to test the effectiveness of the summarization strategies. In the main article, only the accuracy and $F_1$-score are reported. All metrics besides accuracy refer to the macro-averaged metrics; metrics are computed separately for each label and then averaged, irrespective of the labels’ frequency.

B Details on the Linux Bugs dataset

The preprocessing procedure applied to the Linux Bugs dataset discards bug reports without a valid message text, applies lowercasing to all text, and concatenates the issue title with the message body. The final dataset, after preprocessing, contains 35,050 bug descriptions, 17 first-level labels, and 73 sub-labels. The average number of characters per-ticket is 2,026 and each ticket is labeled with exactly one label and one sub-label. The label hierarchy for a subset of 3 macro-labels is shown in Fig. 2, and histograms with the frequency of labels and sub-labels are shown in Figs. 3 and 4, respectively.

One example of a pre-processed and lowercased bug report is displayed in Listing 1, and the effect of the text cleaning procedure described in Section 5.1 on the same body of text is showcased in Listing 2. As can be seen, these tickets are rich in technical information, like stack traces and error messages, mixed with text written in natural language. Misspellings are also quite frequent, since bugs are often filed by non-native English speakers.

C Other experimental details

All tests are run using PyTorch 1.11.0 and Python 3.10 using an NVIDIA RTX 2080 Ti. We use the AdamW optimizer (Loshchilov and Hutter, 2019) during training.

BERT-large validation The BERT-large models are validated on the T2 task to find the most suitable learning rate (choosing between $1e^{-5}, 2e^{-5}, 2e^{-6}, 2e^{-7}$) and number of epochs. In this case, we use gradient accumulation to emulate this batch size value, due to the larger model size and computational limitations.

Multi-level validation We search for the best learning rate and number of epochs for the multi-level models separately, as Supported-LM contains a trainable LM, while ML-LM does not. In the first case, we validate with learning rates $1e^{-5}$ and $2e^{-5,6,4}$ with both base and large BERT, and use $2e^{-5}$ (2 epochs) and $1e^{-5}$ (3 epochs), respectively, during tests. The classification layer of the ML-LM models is validated with learning rates set to $1e^{-5,3}$ and $2e^{-5,4}$, and final tests are run with $2e^{-4}$ (1 epoch) and $1e^{-3}$ (1 epoch) respectively for the smaller and larger BERT models.
D Error analysis

We share a brief analysis of the per-class performance of our models (ML-BERT and Supported-BERT) in Table 6. In particular, the table reports per-class metrics of three of the top-performing labels, as well as of three of the worst-performing labels. The average length of tickets in that class (number of characters) and the number of samples of that class present in the test and train splits, respectively, are also displayed. The average ticket length is, in general, a good representative of actual length, as the outliers are few in this dataset, and are usually very long tickets (which will be truncated by the tokenizer in any case). Classes with a higher number of samples usually perform better, though this is not always the case (as exemplified by the Networking_Wireless category). Finally, the worst values of the F\textsubscript{1} score seem to be mostly dominated by low recall, which indicates a high number of false negatives. In this regard, it would be interesting to test different over- and under-sampling techniques, such as to verify whether this can help in the classification of these classes.

An analysis performed through specialized tools could reveal whether these classes are hard to classify because of linguistically-relevant factors, such as the lack of discriminative terms. For instance, it could be argued that certain labels are semantically similar (e.g., Drivers_Network, Drivers_network-wireless, and Networking_Wireless), and might therefore contain semantically similar tickets. We plan to expand this analysis in future work, looking into more refined tools aimed at interpreting the inner workings of LMs, such as Errudite (Wu et al., 2019), the Language Interpretability Tool (LIT) (Tenney et al., 2020) and iSEA (Yuan et al., 2022). For example, the LIT would allow to directly examine individual examples that the model performs poorly upon as well as performing an investigation of the reasoning behind the model's decisions.
### Table 4: Summarization strategies for document embeddings.

| Basis   | Strategy  | Emb. size | Description                                                                 |
|---------|-----------|-----------|-----------------------------------------------------------------------------|
| cls     | last (p)  | d         | [CLS] embedding from last layer (default strategy)                          |
|         | last      |           | [CLS] embedding from last layer without pooling                            |
|         | avg_h     |           | Average of the [CLS] embeddings (no pooling) from the last h layers         |
|         | concat_h  | d * h     | Concatenation of the [CLS] embeddings from the last h layers                |
| avg     | last      |           | Average of all embeddings* from the last layer                             |
|         | avg_h     | d         | Average of the average of embeddings from the last h layers                 |
|         | concat_h  | d * h     | Concatenation of the average of embeddings from the last h layers           |
| max     | last      |           | Column-wise maximum of all embeddings* from the last layer                  |
|         | avg_h     | d         | Average of the max of embeddings from the last h layers                     |
|         | concat_h  | d * h     | Concatenation of the max of embeddings from the last h layers               |
| max_min | last      | d * 2     | Concatenation of the max and min of embeddings from the last layer          |
|         | avg_h     |           | As above, but averaging vectors from the last h layers                      |
|         | concat_h  |           |                                                                           |
| sum_nor | last      | d         | Sum of token embeddings divided by its norm (i.e., normalized sum)          |
|         | concat_h  | d * h     | Like last but concatenating the last h layers                               |

* Excluding special symbols (e.g. [CLS] and padding).

### Table 5: Test set results* with BERT classifier on T2 comparing summarization strategies on the Linux Bugs dataset.

Best results are outlined in bold.

| Basis   | Strategy  | Acc      | F₁       | Prec     | Rec      |
|---------|-----------|----------|----------|----------|----------|
|         | last (p)† | 0.518 ± 0.006 | 0.354 ± 0.009 | 0.386 ± 0.009 | 0.365 ± 0.006 |
|         | last      | 0.566 ± 0.012 | 0.446 ± 0.018 | 0.479 ± 0.027 | 0.452 ± 0.017 |
|         | avg2      | 0.531 ± 0.010 | 0.393 ± 0.012 | 0.420 ± 0.018 | 0.398 ± 0.012 |
|         | concat2   | 0.535 ± 0.010 | 0.400 ± 0.014 | 0.426 ± 0.015 | 0.401 ± 0.012 |
|         | concat3   | 0.571 ± 0.008 | 0.456 ± 0.013 | 0.498 ± 0.013 | 0.458 ± 0.015 |
|         | concat4   | 0.568 ± 0.009 | 0.457 ± 0.014 | 0.490 ± 0.013 | 0.458 ± 0.017 |
|         | concat5   | 0.565 ± 0.012 | 0.456 ± 0.013 | 0.486 ± 0.011 | 0.458 ± 0.018 |
| avg     | last      | 0.525 ± 0.008 | 0.387 ± 0.010 | 0.420 ± 0.019 | 0.388 ± 0.010 |
|         | avg2      | 0.522 ± 0.005 | 0.383 ± 0.013 | 0.409 ± 0.021 | 0.387 ± 0.010 |
|         | concat2   | 0.523 ± 0.007 | 0.390 ± 0.009 | 0.411 ± 0.015 | 0.394 ± 0.011 |
| max     | last      | 0.522 ± 0.011 | 0.385 ± 0.014 | 0.415 ± 0.011 | 0.391 ± 0.014 |
|         | avg2      | 0.519 ± 0.007 | 0.375 ± 0.013 | 0.395 ± 0.021 | 0.387 ± 0.014 |
|         | concat2   | 0.518 ± 0.006 | 0.373 ± 0.015 | 0.401 ± 0.021 | 0.383 ± 0.012 |
| max_min | last      | 0.522 ± 0.010 | 0.377 ± 0.011 | 0.395 ± 0.019 | 0.395 ± 0.010 |
|         | avg2      | 0.522 ± 0.009 | 0.374 ± 0.010 | 0.395 ± 0.019 | 0.385 ± 0.011 |
| max_avg | last      | 0.516 ± 0.007 | 0.381 ± 0.012 | 0.406 ± 0.017 | 0.390 ± 0.012 |
|         | avg2      | 0.519 ± 0.006 | 0.379 ± 0.007 | 0.402 ± 0.011 | 0.392 ± 0.007 |
| sum_nor | concat2   | 0.379 ± 0.013 | 0.135 ± 0.019 | 0.149 ± 0.022 | 0.179 ± 0.021 |
|         | concat5   | 0.388 ± 0.015 | 0.135 ± 0.015 | 0.149 ± 0.015 | 0.180 ± 0.014 |

* Standard deviation over 6 runs is reported in brackets.
† Pooled, using cls pooled strategy.
Figure 2: Example of 3 macro-categories (in blue) and their children from the Linux Bugs dataset.

Figure 3: Frequency count of first-level labels in the Linux Bugs dataset.
Figure 4: Frequency count of second-level labels in the Linux Bugs dataset, obtained by flattening labels and sub-labels.
**Product:** Drivers  
**Component:** Network  
**Title:** kernel crashes after stop network and remove e100.  
**Description:** exact kernel version:linux-2.5.51 distribution:redhat 8.0+linux2.5.51 hardware environment:intel stl2 mother boar d problem description: compile e100 as kernel module, insmod e100 and start the network. then stop network and remove e100 together. then kernel crashes in random places. for example: use command : insmod e100 /etc/init.d/network start /etc/init.d/network stop; rmmod e100 then the kernel crashes. eflags: 00010887 eip is at cascade+0x25/0x50  
```  
eax: defe02b8 ebx: 00000001 ecx: 00000000 edx: c150a4c0 esi: c150ac4d  
edi: c150ac4d ebp: c150ac4d esp: c0559f1c ds: 0068 es: 0068 ss: 0068  
process swapper (pid: 0, threadinfo=c0558000 task=c0497f60) stack: 00000000 c0559f94 00000001 c150a4c0 ffffffd 00000000 c012abb2 c150ac40 c150ac4d c100bafe5 00000000 00000000 c0559f94 00000001 c0533d68 ffffffd 00000000 c0125bb5  
c150ac4c0 00000006 00000000 00000000 c0559f94 c01070c0 call trace: [(<c012abb2>)  
|__run_timers+0xlbl/0x202 [(<c010ba5>)] handle_irq_event+0x45/0x70 [(<c0125bb5>)]  
do_softirq+0xc5/0xd0 [(<c01070c0>)] default_idle+0x0/0x50 [(<c0116f3d>)]  
smp_apic_timer_interrupt+0xcd/0x130 [(<c01070c0>)] default_idle+0x0/0x50  
[(<c010a3a6>)] apic_timer_interrupt+0xla/0x20 [(<c01070c0>)] default_idle+0x0/0x50  
[(<c01070c0>)] default_idle+0x0/0x50 [(<c01070ea>)] default_idle+0x2a/0x50  
[(<c010718a>)] cpu_idle+0x3a/0x50 [(<c0105000>)] rest_init+0x0/0x30 code: 0f 0b  
6f 01 ba a7 41 c0 8b 18 89 44 24 04 89 3c 24 e8 a5 0c  
```  
Listing 1: A lowercased ticket from the Linux Bugs dataset; Fields “Product” and “Component” are used as labels and sub-labels respectively.

Listing 2: The same ticket from Listing 1, preprocessed with the more aggressive strategy.

---

### Table 6: Label-specific performances and statistics for three of the best performing and three of the worse performing classes. The values are calculated and averaged over the usual 3-fold CV.

| Model       | Label                             | F₁  | Prec  | Recall | Avg ticket len | # in test | # in train |
|-------------|-----------------------------------|-----|-------|--------|---------------|----------|-----------|
| ML-BERT     | Drivers_Network                   | 0.958 | 0.953  | 0.963  | 2825.49       | 379      | 1008      |
|             | Drivers_Hardware-Monitoring       | 0.891 | 0.861  | 0.925  | 1365.25       | 62       | 74        |
|             | File-System_VFS                   | 0.842 | 0.789  | 0.905  | 2494.28       | 143      | 110       |
| Supp-BERT   | Tools_Trace-cmd-Kernelshark       | 0.328 | 0.436  | 0.268  | 1429.63       | 24       | 80        |
|             | Documentation_man-pages           | 0.196 | 0.284  | 0.163  | 907.67        | 47       | 242       |
|             | Networking_Wireless               | 0.064 | 0.107  | 0.074  | 2406.04       | 45       | 434       |
|             | Drivers_Network                   | 0.961 | 0.961  | 0.965  | 2825.49       | 379      | 1008      |
|             | Drivers_Hardware-Monitoring       | 0.888 | 0.887  | 0.892  | 1365.25       | 62       | 74        |
|             | File-System_VFS                   | 0.829 | 0.767  | 0.902  | 2494.28       | 143      | 110       |
|             | Tools_Trace-cmd-Kernelshark       | 0.104 | 0.667  | 0.057  | 1429.63       | 24       | 80        |
|             | Documentation_man-pages           | 0.225 | 0.472  | 0.163  | 907.67        | 47       | 242       |
|             | Networking_Wireless               | 0.079 | 0.192  | 0.052  | 2406.04       | 45       | 434       |