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Abstract

In this work, we study the class of stochastic process that generalizes the Ornstein-Uhlenbeck processes, hereafter called by \textit{Generalized Ornstein-Uhlenbeck Type Process} and denoted by GOU type process. We consider them driven by the class of noise processes such as Brownian motion, symmetric $\alpha$-stable Lévy process, a Lévy process, and even a Poisson process. We give necessary and sufficient conditions under the memory kernel function for the time-stationary and the Markov properties for these processes. When the GOU type process is driven by a Lévy noise we prove that it is infinitely divisible showing its generating triplet. Several examples derived from the GOU type process are illustrated showing some of their basic properties as well as some time series realizations. These examples also present their theoretical and empirical autocorrelation or normalized codifference functions depending on whether the process has a finite or infinite second moment. We also present the maximum likelihood estimation as well as the Bayesian estimation procedures for the so-called Cosine process, a particular process in the class of GOU type processes. For the Bayesian estimation method, we consider the power series representation of Fox’s H-function to better approximate the density function of a random variable $\alpha$-stable distributed. We consider four goodness-of-fit tests for helping to decide which Cosine process (driven by a Gaussian or an $\alpha$-stable noise) best fit real data sets. Two applications of GOU type model are presented: one based on the Apple company stock market price data and the other based on the cardiovascular mortality in Los Angeles County data.
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1 Introduction

In this paper, we study a class of stochastic process, given in Definition 1.1, that generalizes the Ornstein-Uhlenbeck processes, the so-called OU process. Classically, the OU process has the form given in (1.5) when the integrator $L$ is the standard Brownian motion. Generalizations of this process are already known, widely studied, and applied to many areas of research. For instance, some generalizations consider the integrator $L$ in (1.5) as a Lévy process, while others a fractional Brownian motion (see [2, 10, 22, 35] and references therein). All these generalizations consider the exponential function as the integrand in (1.5). Definition 1.1 extends this subject allowing the integrand function to come from a more general class of functions satisfying the integro-differential equation (1.2).

Let us present the main object of study in this paper:

**Definition 1.1. Generalized Ornstein-Uhlenbeck Type Process**

We call a stochastic process $V=(V(t); \ t \geq 0)$ a Generalized Ornstein-Uhlenbeck Type Process, hereafter denoted as GOU type process, if it is given by

$$V(t) = V_0 \rho(t) + \int_0^t \rho(t-s)dL(s), \ \forall \ t \geq 0,$$

(1.1)

where

$$\frac{d\rho(t)}{dt} = - \int_0^t \rho(s) \ d\mu_t(s), \ \text{with} \ \rho(0) = 1.$$  

(1.2)

In (1.2), $\mu_t$ is a signed measure for each $t \geq 0$, $V(0) = V_0$ is called the initial condition and it can be either a random variable or a deterministic real constant. The function $\rho(\cdot)$ is deterministic and it is called the memory kernel function.

In (1.1), $L = (L(t); \ t \geq 0)$ is the integrator process and it can be a Brownian motion, an $\alpha$-stable process, a Lévy process, a fractional Brownian motion, a Poisson process, a semimartingale, or any other class of stochastic process such that the integral in (1.1) is well defined. The process $L$ is called the Noise Process and $V$ is said to be driven by $L$.

In Definition 1.1 we propose an approach to study the following generalization of the Langevin equation (see Kubo, 1966 and references therein)

$$\begin{cases}
\frac{dV(t)}{dt} = - \int_0^t \gamma(t-s)V(s) \ ds + \eta(t) \\
V(0) = V_0,
\end{cases}$$

(1.3)

where $\eta(\cdot)$ is a general noise process and $\gamma(\cdot)$ is a memory function. In our approach, we transfer the problem of treating the GLE given in (1.3), which would be a difficult-to-treat integro-differential stochastic equation, to a problem of studying the more easily treatable deterministic equation given in expression (1.2). In this case, the responsibility of the memory phenomena lies with the $\mu_t$ family of signed measures. Once equation (1.2) is solved, the resulting $\rho(\cdot)$ function is replaced into the stochastic process (1.1).

The existence and uniqueness of the solution of equation (1.2) is an open problem. The examples reported here reduced to a well-known ordinary differential equation and
Theorems 2.1-2.3 in Section 2 and 3.1-3.2 in Section 3 assume the existence of a unique solution for (1.2) and, therefore, the process in (1.1) is well defined.

Definition 1.1 is an improvement of an approach presented in [25] to study the generalized Langevin equation, which is well known in Statistical Mechanics. Recently this GOU type process has been studied in [39]. The GOU type process, defined above, has several dissimilarities from O.E. Barndorff-Nielsen’s theory (see [3]). Here we do not assume finiteness of the second moment for the random variable $V(t)$, for any $t \geq 0$, since we are not considering the Itô integration. Although, for each $t \geq 0$, the random variable $V(t)$ is infinitely divisible, the process $V = (V(t); t \geq 0)$ is neither time-homogeneous nor a Lévy process. In the GOU type process, the stochastic integro-differential equation generalizes both the noise and the $V_0$ component of the process.

In this work, the authors study a class of continuous-time processes arising from the solution of the generalized Langevin equation showing the properties of two dependence measures: codifference and spectral covariance. Their theoretical properties as well as their empirical counterparts were presented for the mentioned process in this work. These dependence measures replace the autocovariance function when it is not well defined. In [39] the authors also proposed the maximum likelihood estimation procedure to estimate the parameters of the process arising from the classical Langevin equation, that is, the Ornstein-Uhlenbeck process, and of the so-called Cosine process. A simulation study for particular processes arising from this class was also proposed, giving the generation, and the theoretical and empirical counterpart for both the codifference and the spectral covariance measures.

The next examples illustrate how to construct from Definition 1.1 subclasses of GOU type processes.

**Example 1.1. Ornstein-Uhlenbeck Type Process**

If in Definition 1.1 for each $t \geq 0$, we let $\mu_t = \delta_t$ be the Dirac measure concentrated at $t$ with total mass $\lambda > 0$, then (1.2) reduces to

$$\rho'(t) = -\lambda \rho(t), \text{ with } \rho(0) = 1,$$

(1.4)

which has $\rho(t) = e^{-\lambda t}, \forall \ t \geq 0$, as the unique solution. The corresponding GOU type process is given by

$$V(t) = V_0 e^{-\lambda t} + \int_0^t e^{-\lambda (t-s)} dL(s).$$

(1.5)

A class of processes as in (1.5) driven by Lévy noise has been studied in the last two decades approximately as a stochastic volatility model. In this context, such stochastic processes have been called Ornstein-Uhlenbeck type process or in short OU type process (see [2, 10, 22] and references therein). We borrow from this branch of research of Mathematical Finances our terminology of Generalized Ornstein-Uhlenbeck Type process.

When $L = W$ is the Wiener process, (1.5) becomes the classical Ornstein-Uhlenbeck process. For the statistical methods in Neuroscience, this process has been applied to study the stochastic fluctuation in the membrane potential of a neuron (see [12, 36], and references therein). We also mention that the process in (1.5) with $L = B^H$, a fractional Brownian motion with Hurst parameter $H$, has been used in Fluid Dynamics to model...
turbulent flows such as homogeneous Eulerian and Lagrangian turbulence (see [35] and references therein).

In Section 4 we return to this example considering it with the Poisson component in the noise (see Example 4.1).

**Example 1.2. GOU Type Process with Sturm, Hill, Mathieu or Airy Memory Kernel**

Consider $\mu_t = \mu$ for all $t \geq 0$ and $\mu$ is absolutely continuous with respect to the Lebesgue measure $\lambda$, that is, $d\mu_t(s) = d\mu(s) = f(s) d\lambda(s)$, for all $t, s \geq 0$, where

$$f(s) = \frac{d\mu}{d\lambda}(s)$$

is the Radon-Nikodym derivative of $\mu$ with respect to $\lambda$. In this case, equation (1.2) leads to the ordinary differential equation.

$$\begin{cases} 
\rho''(t) + f(t) \rho(t) = 0 \\
\rho'(0) = 0, \quad \rho(0) = 1
\end{cases}$$

The unique solution $\rho(\cdot)$ of this initial value problem gives the memory kernel function in the GOU type process (1.1).

Ordinary differential equations as in (1.6) are well known in the context of the Sturm separation theorem [38]. When $f(t) = a + \phi(t)$, where $a$ is a constant and $\phi(\cdot)$ is a real periodic function, equation (1.6) is known as Hill’s Equation. An important particular case of Hill’s equation is the Mathieu’s Equation in which $\phi(t) = b \cos(2t)$ where $b \neq 0$ is a constant (see [11, 21]). Another important case of (1.6) is when $f(t) = t$ and the resulting equation is called Airy Equation [41] (see Example 4.7). The authors are not aware of any application or study involving the corresponding GOU type process (1.1) in each of the sub-cases listed in this example.

In Section 4 we return to this example considering the case when $f(t) = a^2$, with Poisson component in the noise (see Example 4.2), with Gaussian (see Example 4.3) and non-Gaussian (see Example 4.5) noise. We also consider the case when $f(t) = 2a(1-2at^2)$, with Gaussian (see Example 4.4) and non-Gaussian (see Example 4.6) noise.

The remaining part of the paper is structured as follows: GOU type processes driven by the Brownian motion is considered in Section 2. In Theorem 2.1 we study the Gaussian structure of this class of processes; in Theorem 2.2 we set up necessary and sufficient conditions under the memory kernel function that says when a GOU type process with Brownian noise is time-stationary; conditions that ensure the Markov property of such process is explored in Theorem 2.3. In Section 3, we study GOU type processes driven by non-Gaussian noise. Theorem 3.1 deals with GOU type processes driven by symmetric $\alpha$-stable noises. Under the conditions exhibited there, we prove that for each $t \geq 0$, $V(t)$ has symmetric $\alpha$-stable distribution with scale parameter $\sigma_{V(t)}$ given in (3.1). Theorem 3.2 considers more general Lévy noises with given generating triplet $(G, \beta, \tau)$. In this case, we prove that $V(t)$ is infinitely divisible and its generating triplet $(A_t, \gamma_t, \nu_t)$ is given by the set of formulae in (3.4). Section 4 presents a list of seven examples, some of them are extended cases of both Examples 1.1 and 1.2. For all those examples we give some realization time series and, depending on the noise, we give the theoretical and
empirical autocorrelation or normalized codifference functions. In Section 5 we present both the maximum likelihood and the Bayesian estimation procedures for the Cosine process, studied in Examples 4.3 and 4.5. Also in Section 5 we present four goodness-of-fit tests for helping to decide which Cosine process (driven by a Gaussian or an \( \alpha \)-stable noise) best fit real data sets. Section 6 presents two applications: one based on the Apple company stock market price data and the other based on the cardiovascular mortality in Los Angeles County data. Finally, Section 7 concludes the paper.

2 GOU Type Processes Driven by Gaussian Noise

In this section we consider a GOU type process \( V \) as in (1.1) driven by the standard Brownian motion \( B = (B(t); \ t \geq 0) \). That is, \( V \) is given by

\[
V(t) = V_0 \rho(t) + \int_0^t \rho(t - s) dB(s), \ t \geq 0
\]

(2.1)

where the function \( \rho(\cdot) \) satisfies \( \rho'(t) = -\int_0^t \rho(s) d\mu_t(s), \ \rho(0) = 1 \) and \( \mu_t \) is a signed measure on the Borel \( \sigma \)-field of \( \mathbb{R} \), for each \( t \geq 0 \).

Theorem 2.1 sets up the Gaussian structure of (2.1). In Theorems 2.2 and 2.3, we establish necessary and sufficient conditions under the function \( \rho(\cdot) \) which ensures when the process in (2.1) is, respectively, time-stationary and a Markov process.

Theorem 2.1. Suppose that \( V_0 \) is a Gaussian random variable with mean 0 and variance \( \sigma^2 \). In addition, assume that for all \( t \geq 0 \), \( \sigma(V_0) \) and \( \sigma(B(s); 0 \leq s \leq t) \) are independent sigma-fields. Then, the GOU type process \( V \) given by (2.1) satisfies:

(i) For each \( t \geq 0 \), \( V(t) \) is a zero mean Gaussian random variable with variance given by

\[
\text{Var}(V(t)) = \sigma^2 \rho^2(t) + \int_0^t \rho^2(t - s) ds.
\]

(2.2)

(ii) The autocovariance function of \( V \) is given by

\[
\gamma_V(t, t + h) = \sigma^2 \rho(t) \rho(t + h) + \int_0^t \rho(u) \rho(u + h) du, \ \forall \ t \geq 0, \ h \geq 0.
\]

(2.3)

Proof: (i) It is known that the stochastic integral \( I(t) = \int_0^t \rho(t - s) dB(s) \) has Gaussian distribution with zero mean and variance \( \int_0^t \rho^2(t - s) ds \), as it can be seen for instance in section 4.3 of [16] or section 2.3 of [18]. As \( \sigma(V_0) \) and \( \sigma(B(s); 0 \leq s \leq t) \) are independent sigma-fields, it follows that \( V_0 \rho(t) \) and \( I(t) \) are independent zero mean Gaussian random variables. So, it is straightforward from (2.1) that \( V(t) \) is a zero mean Gaussian random variable with variance

\[
\text{Var}(V(t)) = \text{Var}(V_0 \rho(t)) + \text{Var}(I(t)) = \sigma^2 \rho^2(t) + \int_0^t \rho^2(t - s) ds.
\]
(ii) Consider the stochastic integrals $I(t) = \int_0^t \rho(t-s) dB(s)$ and

$$I(t+h) = \int_0^{t+h} \rho(t+h-s) dB(s).$$

Then

$$\gamma_V(t, t+h) = \text{Cov}(V(t), V(t+h)) = \mathbb{E} \left[ (V_0 \rho(t) + I(t)) (V_0 \rho(t+h) + I(t+h)) \right]$$

$$= \mathbb{E}[V_0^2 \rho(t) \rho(t+h)] + \mathbb{E}[V_0 \rho(t) I(t+h)] + \mathbb{E}[V_0 \rho(t+h) I(t)] + \mathbb{E}[I(t) I(t+h)]$$

$$= \sigma^2 \rho(t) \rho(t+h) + \mathbb{E} \left[ I(t) \left( \int_0^t \rho(t+h-s) dB(s) + \int_t^{t+h} \rho(t+h-s) dB(s) \right) \right]$$

$$= \sigma^2 \rho(t) \rho(t+h) + \mathbb{E} \left[ I(t) \int_0^t \rho(t+h-s) dB(s) \right] + \mathbb{E} \left[ I(t) \int_t^{t+h} \rho(t+h-s) dB(s) \right]$$

$$= \sigma^2 \rho(t) \rho(t+h) + \int_0^t \rho(t-s) \rho(t+h-s) ds$$

$$= \sigma^2 \rho(t) \rho(t+h) + \int_0^t \rho(u) \rho(u+h) du.$$

In the above derivation, in the fourth equality we have used that $V_0 \rho(t)$ and $I(t+h)$ are independent zero mean random variables, as well as $V_0 \rho(t+h)$ and $I(t)$ are. Second, in the third term of line 4, the integrals $I(t)$ and $\int_t^{t+h} \rho(t+h-s) dB(s)$ are independent zero mean random variables. This is a consequence of the independent increment property of the Wiener process on non-overlapping intervals, as can be seen in [16, 18]. For the second term in line 4, we observe that $I(t)$ and $\int_0^t \rho(t+h-s) dB(s)$ are Gaussian random variables with covariance $\int_0^t \rho(t-s) \rho(t+h-s) ds$ (see [16, 18]). Finally, the change of variable $u = t-s$ leads to the result. \hfill \Box

Now, in Theorem 2.2, by taking advantage of the Gaussian structure, we study the time-stationary property of the GOU type process (2.1) and present necessary and sufficient conditions on function $\rho(\cdot)$ which guarantees such property.

**Theorem 2.2.** Under the hypothesis in Theorem 2.1, the process given by (2.1) is time-stationary if, and only if, for some $\theta > 0$,

$$\rho(t) = e^{-\theta t}, \quad \forall t \geq 0 \text{ and } \sigma^2 = \frac{1}{2\theta}.$$  \hfill (2.4)

**Proof:** It's a well-known result that if

$$V(t) = V_0 e^{-\theta t} + \int_0^t e^{-\theta(t-s)} dB(s), \quad t \geq 0,$$

and $\sigma^2 = (2\theta)^{-1}$, then $V$ is a time-stationary process. This is the classical (stationary) Ornstein-Uhlenbeck process, see for instance [15], page 358.
Suppose that \( V \) is time-stationary. Then, the autocovariance function \( \gamma_V(t, t + h) \) of \( V \) does not depend on \( t \) and by (2.3) we have
\[
\gamma_V(t, t + h) = \sigma^2 \rho(t) \rho(t + h) + \psi(t, h) = \sigma^2 \frac{\partial \psi}{\partial t}(t, h) + \psi(t, h),
\]
where we define \( \psi(t, h) \equiv \int_0^t \rho(u) \rho(u + h) du \). The function \( \psi(\cdot) \) is twice differentiable since function \( \rho'(\cdot) \) satisfies expression (1.2). So, we can take derivative with respect to \( t \) on both sides of the last above equality, we obtain that \( \psi \) satisfies the partial differential equation
\[
\sigma^2 \frac{\partial^2 \psi}{\partial t^2}(t, h) + \frac{\partial \psi}{\partial t}(t, h) = 0,
\]
with the boundary condition \( \frac{\partial \psi}{\partial t}(0, h) = \rho(0) \rho(0 + h) = \rho(h), \ h \geq 0 \). Solving this equation, we have
\[
\sigma^2 \frac{\partial^2 \psi}{\partial t^2}(t, h) e^{t/\sigma^2} + \frac{\partial \psi}{\partial t}(t, h) e^{t/\sigma^2} = 0 \implies \frac{\partial}{\partial t} \left[ \sigma^2 \frac{\partial \psi}{\partial t}(t, h) e^{t/\sigma^2} \right] = 0 \implies 
\sigma^2 \frac{\partial \psi}{\partial t}(t, h) e^{t/\sigma^2} = g(h).
\]
Taking \( t = 0 \) and using the boundary condition, we have
\[
\sigma^2 \frac{\partial \psi}{\partial t}(0, h) = g(h) \implies \sigma^2 \rho(h) = g(h).
\]
Hence,
\[
\frac{\partial \psi}{\partial t}(t, h) = \rho(h) e^{-t/\sigma^2} \implies \rho(t) \rho(t + h) = \rho(h) e^{-t/\sigma^2} \implies 
\rho(t) \rho(t + 0) = \rho(0) e^{-t/\sigma^2} \implies \rho^2(t) = e^{-t/\sigma^2} \implies \rho(t) = e^{-t/2\sigma^2}.
\]
So, by denoting \( \theta = \frac{1}{2\sigma^2} \) we have the result. \( \square \)

The next theorem is on the Markov property of the GOU type process (2.1).

**Theorem 2.3.** Consider the hypothesis in Theorem 2.1 and suppose that \( \rho(t) \neq 0, \ \forall t \geq 0 \) and \( \mu_0(\{0\}) \geq 0 \). Then, the process given by (2.1) is Markovian if, and only if, for some \( \theta \geq 0 \),
\[
\rho(t) = e^{-\theta t}, \ \forall t \geq 0.
\]

**Proof:** If \( \rho(t) = e^{-\theta t} \) with \( \theta > 0 \), then \( V \) is the classical Ornstein-Uhlenbeck process. In the case of \( \theta = 0 \), we have \( \rho(t) = 1, \ \forall t \geq 0 \) and \( V \) is a non-standard Brownian motion. In both cases, \( V \) is a Markov process.

To prove the reciprocal, it is enough to show that the function \( \rho(\cdot) \) satisfies the following exponential Cauchy equation (see [14], Corollary 1.36),
\[
\rho(t + h) = \rho(t) \rho(h), \ \forall t, h \geq 0.
\]
Recall (see [13, Proposition 13.7]) that a Gaussian process $X = (X(t); t \geq 0)$ is a Markov process if, and only if,

$$\mathbb{E} [X(s)X(u)] \mathbb{E} [X^2(t)] = \mathbb{E} [X(s)X(t)] \mathbb{E} [X(t)X(u)], \; \forall \; 0 \leq s \leq t \leq u. \quad (2.7)$$

So, if $V$ is a Markov process, its autocovariance function $\gamma_V(t, t + h)$ satisfies

$$\gamma_V(0, t + h)\gamma_V(t, t) = \gamma_V(0, t)\gamma_V(t, t + h), \; \forall \; h, t \geq 0. \quad (2.8)$$

Using (2.3), we have

$$\sigma^2 \rho(0) \rho(t + h) \left[ \sigma^2 \rho^2(t) + \int_0^t \rho^2(u) du \right] = \sigma^2 \rho(0) \rho(t) \left[ \sigma^2 \rho^2(t) \rho(t + h) + \int_0^t \rho(u) \rho(u + h) du \right] \Rightarrow$$

$$\rho(t + h) \left[ \sigma^2 \rho^2(t) + \int_0^t \rho^2(u) du \right] = \rho(t) \left[ \sigma^2 \rho^2(t) \rho(t + h) + \int_0^t \rho(u) \rho(u + h) du \right] \Rightarrow$$

$$\sigma^2 \rho^2(t) \rho(t + h) + \rho(t + h) \int_0^t \rho^2(u) du = \sigma^2 \rho^2(t) \rho(t + h) + \rho(t) \int_0^t \rho(u) \rho(u + h) du \Rightarrow$$

$$\rho(t + h) \int_0^t \rho^2(u) du = \rho(t) \int_0^t \rho(u) \rho(u + h) du \Rightarrow \frac{\rho(t + h)}{\rho(t)} = \frac{\int_0^t \rho(u) \rho(u + h) du}{\int_0^t \rho^2(u) du}.$$

Taking derivative with respect to $t$ on both sides of the last above equality, we have

$$\frac{\partial}{\partial t} \left[ \frac{\rho(t + h)}{\rho(t)} \right] = \frac{\rho(t) \rho(t + h) \int_0^t \rho^2(u) du - \rho^2(t) \int_0^t \rho(u) \rho(u + h) du}{\left( \int_0^t \rho^2(u) du \right)^2} = 0.$$

So, the function $\frac{\rho(t + h)}{\rho(t)} = \psi(h)$ does not depend on $t$ and

$$\rho(t + h) = \rho(t) \psi(h), \; \forall \; h, t \geq 0.$$

Taking $t = 0$, we have $\psi(h) = \rho(h), \; \forall \; h \geq 0$. Hence,

$$\rho(t + h) = \rho(t) \rho(h), \; \forall t, h \geq 0.$$

So, $\rho(t) = e^{ct}$ for some real constant $c$. As it has to satisfy $\rho'(t) = -\int_0^t \rho(s) \, d\mu_1(s), \; \forall t \geq 0$

and $\rho(0) = 1$, we conclude that $c = -\int_0^0 e^{cs} \, d\mu_0(s) = -\mu_0(\{0\}) = -\theta$, for $\theta = \mu_0(\{0\}) \geq 0$. \hfill \Box
3 GOU Type Processes Driven by Non-Gaussian Noise

Following [32], see Definition 1.1.6 and Property 1.2.5 therein, a random variable $X$ is symmetric $\alpha$-stable with index of stability $\alpha \in (0,2]$ and scale parameter $\sigma \geq 0$ if the characteristic function of $X$ is given by

$$\mathbb{E}[e^{i\theta X}] = \exp\{-\sigma^\alpha|\theta|^\alpha\}, \forall \theta \in \mathbb{R}.$$  

This will be denoted by $X \sim S_\alpha(\sigma, 0, 0)$. A stochastic process process $L = (L(t); t \geq 0)$ is called a symmetric $\alpha$-stable Lévy motion if $L(0) = 0$ a.s., $L$ has independent increments, and $L(t) - L(s) \sim S_\alpha((t-s)^{1/\alpha},0,0)$ for any $0 \leq s < t < \infty$. We refer the reader to [32] as a standard reference to stable distributions and stable processes. Notice that the symmetric $\alpha$-stable Lévy motion is a Lévy process.

Theorem 3.1 sets up the stable structure of the process given by (1.1) driven by symmetric $\alpha$-stable Lévy motion.

**Theorem 3.1.** Suppose that the GOU type process given by (1.1) is driven by a symmetric $\alpha$-stable Lévy motion $L$ with stability index $1 < \alpha < 2$. Suppose that the sigma-fields $\sigma(V_0)$ and $\sigma(L(s); 0 \leq s \leq t)$ are independent, for each $t \geq 0$. If $V_0 \sim S_\alpha(\sigma_0,0,0)$, then

$$\mathbb{E}[V(t)] = 0 \quad \text{and} \quad V(t) \sim S_\alpha(\sigma_{V(t)},0,0),$$

where

$$\sigma^\alpha_{V(t)} = |\rho(t)|^\alpha \sigma_0^\alpha + \int_0^t |\rho(t-s)|^\alpha ds. \quad (3.1)$$

**Proof:** The assumption that $1 < \alpha < 2$ guarantees that $\alpha$-stable distributions have finite first moment, as can be seen in property 1.2.16 in [32]. Also, if $V_0 \sim S_\alpha(\sigma_0,0,0)$, then property 1.2.3 in [32] asserts that $V_0\rho(t) \sim S_\alpha(|\rho(t)|\sigma_0,0,0)$, in particular, $\mathbb{E}[V_0\rho(t)] = \rho(t)\mathbb{E}[V_0] = 0$.

By denoting $I(t) = \int_0^t \rho(t-s)dL(s)$, we have $I(t) \sim S_\alpha(\sigma_{I(t)},0,0)$, where $\sigma^\alpha_{I(t)} = \int_0^t |\rho(t-s)|^\alpha ds$ (see proposition 3.4.1 in [32]). So, $\mathbb{E}[I(t)] = 0$ and

$$\mathbb{E}[V(t)] = \mathbb{E}[V_0\rho(t)] + \mathbb{E}[I(t)] = 0.$$

The independence between the sigma-fields $\sigma(V_0)$ and $\sigma(L(s); 0 \leq s \leq t)$ for each $t \geq 0$ ensures the independence between the random variables $V_0$ and $I(t)$. So, using property 1.2.1 in [32], we have

$$V(t) = V_0\rho(t) + I(t) \sim S_\alpha(\sigma_{V(t)},0,0),$$

where $\sigma^\alpha_{V(t)} = \sigma^\alpha_{V_0\rho(t)} + \sigma^\alpha_{I(t)} = |\rho(t)|^\alpha \sigma_0^\alpha + \int_0^t |\rho(t-s)|^\alpha ds.$

□
In the next theorem, we consider a GOU type process $V$, as in \([1.1]\), driven by a Lévy process $L$ with generating triplet $(G, \beta, \tau)$. We recall that this means that for all $t \geq 0$, the characteristic function of $L(t)$ is given by
\[
\mathbb{E}[e^{izL(t)}] = e^{\psi(z)}, \quad \forall z \in \mathbb{R},
\]
where
\[
\psi(z) = -\frac{1}{2}z^2G + iz\beta + \int_\mathbb{R} [e^{izy} - 1 - izy\mathbb{I}_D(y)] \tau(dy)
\]
is the characteristic exponent of the Lévy process. Expression \((3.2)\) is the Lévy-Khintchine representation formula for the infinitely divisible distribution of $L$ measures are characterized by
\[
\text{is the characteristic exponent of the Lévy process. Expression (3.2) is the Lévy-Khintchine representation formula for the infinitely divisible distribution of $L$ measures are characterized by}
\]
\[
\int \min\{x^2, 1\} \tau(dx) = \int (x^2 \wedge 1) \tau(dx) < \infty \quad \text{and} \quad \tau(\{0\}) = 0.
\]
Finally, in \((3.2)\) and in the sequel, $\mathbb{I}_D(\cdot)$ denotes for the indicator function of the set $D = \{x \in \mathbb{R} : |x| \leq 1\}$. For further details on Lévy processes, we refer the reader to \([1, 33]\).

**Theorem 3.2.** Let the GOU type process in \((1.1)\) be driven by a Lévy noise $L$ generated by the triplet $(G, \beta, \tau)$. Suppose that $\tau(\mathbb{R}) < \infty$, $V_0 = v_0$ is deterministic and the function $\rho(\cdot)$ is continuous such that $\rho(t) \neq 0$. Then, for each $t \geq 0$, $V(t)$ is infinitely divisible and its generating triplet $(A_t, \gamma_{t,v_0}, \nu_t)$ is given by
\[
A_t = G \int_0^t \rho^2(t-s)ds,
\]
\[
\gamma_{t,v_0} = \rho(t)v_0 + \beta \int_0^t \rho(t-s)ds + \frac{\int_\mathbb{R} \tau(dy) \int_0^t y \rho(t-s) [\mathbb{I}_D(y\rho(t-s)) - \mathbb{I}_D(y)] ds}{\int_\mathbb{R} \tau(dy) \int_0^t \mathbb{I}_B(y\rho(t-s)) ds}, \quad B \in \mathcal{B}(\mathbb{R}).
\]
\[
\nu_t(B) = \int_\mathbb{R} \tau(dy) \int_0^t \mathbb{I}_B(y\rho(t-s)) ds,
\]
Finally, in \((3.2)\) and in the sequel, $\mathbb{I}_D(\cdot)$ denotes for the indicator function of the set $D = \{x \in \mathbb{R} : |x| \leq 1\}$. For further details on Lévy processes, we refer the reader to \([1, 33]\).

**Proof:** We shall consider the stochastic integration as in \([1]\). The following equality is true for any continuous $g(\cdot)$ function (see formula (14.71), page 533 of \([26]\)).
\[
\mathbb{E} \left[ \exp \left( iz \int_s^t g(u) dL(u) \right) \right] = \exp \left[ \int_s^t \psi(z g(u)) du \right].
\]
Taking $g(u) = \rho(u - s)$. for all $s \geq 0$, in \((3.5)\), we can write the characteristic function of $V(t)$ in \((1.1)\) as
\[
\mathbb{E}[e^{izV(t)}] = \exp \left[ iz\rho(t)v_0 + \int_0^t \psi(z \rho(t-s))ds \right], \quad z \in \mathbb{R}.
\]
For the term with the integral in \((3.6)\) and by using \((3.2)\), we have
\[
\int_0^t \psi(z \rho(t-s))ds = \int_0^t \left[ -\frac{1}{2}(z \rho(t-s))^2G + \int_\mathbb{R} [e^{iz\rho(t-s)y} - 1 - iz\rho(t-s)y\mathbb{I}_D(y)] \tau(dy) + i\beta z \rho(t-s) \right] ds
\]
\[
= -\frac{1}{2} \int_0^t z^2G\rho^2(t-s)ds + i \int_0^t \beta z \rho(t-s)ds + \tilde{I},
\]
where

\[ \tilde{I} = \int_0^t \int_\mathbb{R} \left[ e^{iz \rho(t-s)y} - 1 - iz \rho(t-s)y \mathbb{I}_D(y) \right] \tau(dy)ds. \]

We shall prove that \( \tilde{I} = I \), where

\[ I = \int_\mathbb{R} \left( e^{ixz} - 1 - izx \mathbb{I}_D(x) \right) \nu_t(dx) + i \int_0^t ds \int_\mathbb{R} zy \rho(t-s) (\mathbb{I}_D(y \rho(t-s)) - \mathbb{I}_D(y)) \tau(dy) \]  

(3.7)

and

\[ \nu_t(dx) = \left( \int_0^t \int_\mathbb{R} \mathbb{I}_{\{y \rho(t-s)\}}(x)ds \tau(dy) \right) dx. \]  

(3.8)

It is enough to show that

\[ \int_0^t ds \int_\mathbb{R} (e^{iz \rho(t-s)y} - 1) \tau(dy) = \]

\[ = \int_\mathbb{R} \left[ e^{ixz} - 1 - izx \mathbb{I}_D(x) \right] \nu_t(dx) + i \int_0^t ds \int_\mathbb{R} zy \rho(t-s) \mathbb{I}_D(y \rho(t-s)) \tau(dy). \]  

(3.9)

Indeed, if (3.9) is true, then subtracting \( i \int_0^t ds \int_\mathbb{R} zy(t-s) \mathbb{I}_D(y) \tau(dy) \) from both sides of this equality, we have

\[ \tilde{I} = \int_0^t ds \int_\mathbb{R} (e^{iz \rho(t-s)y} - 1) \tau(dy) - i \int_0^t ds \int_\mathbb{R} zy(t-s) \mathbb{I}_D(y) \tau(dy) = \]

\[ = \int_\mathbb{R} \left[ e^{ixz} - 1 - izx \mathbb{I}_D(x) \right] \nu_t(dx) + i \int_0^t ds \int_\mathbb{R} zy(t-s) \mathbb{I}_D(y \rho(t-s)) \tau(dy) - \]

\[ - i \int_0^t ds \int_\mathbb{R} zy(t-s) \mathbb{I}_D(y) \tau(dy) \iff \tilde{I} = I. \]

Given \( B \in \mathcal{B}(\mathbb{R}) \), the \( \sigma \)-field of Borel on \( \mathbb{R} \), using the Fubini theorem, we have

\[ \nu_t(B) = \int_\mathbb{R} \mathbb{I}_B(x) \nu_t(dx) = \int_\mathbb{R} \mathbb{I}_B(x) \int_0^t \left( \int_0^{\mathbb{I}_{\{y \rho(t-s)\}}(x)} ds \right) \tau(dy)dx \]

\[ = \int_\mathbb{R} \int_0^t \left( \int_0^{\mathbb{I}_B(x) \mathbb{I}_{\{y \rho(t-s)\}}(x)} ds \right) \tau(dy)dx = \int_\mathbb{R} \int_0^t \mathbb{I}_B(y \rho(t-s))ds \tau(dy) \]

\[ = \int_\mathbb{R} \tau(dy) \int_0^t \mathbb{I}_B(y \rho(t-s))ds. \]  

(3.10)

Note that the right-hand side of equality (3.9) can be written as

\[ \int_\mathbb{R} \left[ e^{ixz} - 1 - izx \mathbb{I}_D(x) \right] \nu_t(dx) + i \int_0^t ds \int_\mathbb{R} zy(t-s) \mathbb{I}_D(y \rho(t-s)) \tau(dy) = A - iB + iC \]

where

\[ A = \int_\mathbb{R} (e^{ixz} - 1) \nu_t(dx), \quad B = \int_\mathbb{R} zx \mathbb{I}_D(x) \nu_t(dx), \quad C = \int_0^t ds \int_\mathbb{R} zy(t-s) \mathbb{I}_D(y \rho(t-s)) \tau(dy). \]
Using (3.8) and the Fubini’s theorem in A and B, we obtain
\[
A = \int_{\mathbb{R}} e^{ixx} - 1 \int_{\mathbb{R}} \left( \int_{0}^{t} \mathbb{I}_{\{y \rho(t-s)\}}(x) ds \right) \tau(dy) dx = \int_{\mathbb{R}} \int_{0}^{t} \left( \int_{\mathbb{R}} e^{ixx} - 1 \mathbb{I}_{\{y \rho(t-s)\}}(x) dx \right) \tau(dy) ds,
\]
and
\[
B = \int_{\mathbb{R}} zx \mathbb{I}_{D}(x) \int_{\mathbb{R}} \left( \int_{0}^{t} \mathbb{I}_{\{y \rho(t-s)\}}(x) ds \right) \tau(dy) dx = \int_{\mathbb{R}} \int_{0}^{t} \left( \int_{\mathbb{R}} zx \mathbb{I}_{D}(x) \mathbb{I}_{\{y \rho(t-s)\}}(x) dx \right) \tau(dy) ds.
\]

So, \( B = C \), and we have (3.9).

To conclude, we have to prove that \( \nu_t \) is a Lévy measure, that is, \( \int_{\mathbb{R}} (x^2 \wedge 1) \nu_t(dx) < \infty \).

But
\[
\int_{\mathbb{R}} (x^2 \wedge 1) \nu_t(dx) = \int_{|x| \leq 1} x^2 \nu_t(dx) + \int_{|x| > 1} \nu_t(dx).
\]

It is enough to show that \( \int_{|x| \leq 1} x^2 \nu_t(dx) < \infty \) and \( \int_{|x| > 1} \nu_t(dx) < \infty \). First, note that \( x = y \rho(t-s) \) and \( |x| > 1 \) if, and only if, \( |y| > \frac{1}{|\rho(t-s)|} \). Now, using the Fubini’s theorem, we have
\[
\int_{|x| > 1} \nu_t(dx) = \int_{|x| > 1} \int_{\mathbb{R}} \mathbb{I}_{\{y \rho(t-s)\}}(x) ds \tau(dy) dx = \int_{\mathbb{R}} \int_{0}^{t} \mathbb{I}_{\{y \rho(t-s)\}}(x) dx \tau(dy) ds,
\]

where \( s_1 \in [0, t] \) is such that \( \mathbb{I}_{\{y > \frac{1}{|\rho(t-s)|}\}}(\cdot) \leq \mathbb{I}_{\{y > \frac{1}{|\rho(t-s)|}\}}(\cdot) \), for all \( s \in [0, t] \).

Finally and similarly
\[
\int_{|x| \leq 1} x^2 \nu_t(dx) = \int_{|x| \leq 1} x^2 \int_{\mathbb{R}} \mathbb{I}_{\{y \rho(t-s)\}}(x) ds \tau(dy) dx
\]

\[
= \int_{|x| \leq 1} \int_{\mathbb{R}} x^2 \mathbb{I}_{\{y \rho(t-s)\}}(x) dx \tau(dy) dx = \int_{\mathbb{R}} \int_{0}^{t} x^2 \mathbb{I}_{\{y \rho(t-s)\}}(x) dx \tau(dy) ds,
\]

\[
= \int_{\mathbb{R}} \int_{0}^{t} \mathbb{I}_{\{|y| \leq \frac{1}{|\rho(t-s)|}\}}(x) \rho^2(t-s) |y|^2 \tau(dy) ds = \int_{\mathbb{R}} |y|^2 \int_{0}^{t} \mathbb{I}_{\{|y| \leq \frac{1}{|\rho(t-s)|}\}}(x) \rho^2(t-s) ds \tau(dy)
\]

\[
\leq t \int_{\mathbb{R}} |y|^2 \max_{0 \leq s \leq t} \mathbb{I}_{\{|y| \leq \frac{1}{|\rho(t-s)|}\}}(x) \rho^2(t-s) \tau(dy)
\]

\[
= t \rho^2(t-s) \int_{|y| \leq \frac{1}{|\rho(t-s)|}} |y|^2 \tau(dy) < \infty.
\]
We conclude that (3.6) takes the form
\[ \varphi_{V(t)}(z) = \mathbb{E}[e^{izV(t)}] = \exp \left\{ -\frac{1}{2} z^2 \int_0^t G \rho^2(t-s) ds + iz \left[ \rho(t)v_0 + \beta \int_0^t \rho(t-s) ds + \int_0^t ds \int_\mathbb{R} y \rho(t-s) (\mathbb{I}_D(y \rho(t-s)) - \mathbb{I}_D(y)) \tau(dy) \right] + \int_\mathbb{R} (e^{izx} - 1 - izx \mathbb{I}_D(x)) \nu_t(dx) \right\}. \]

So, \( V(t) \) is infinitely divisible with generating triplet given by the set of expressions in (3.4).

\[ \square \]

4 Examples

This section is dedicated to the analysis of seven examples of processes derived from the GOU type process defined in expression (1.1): the first one considers the OU type process (see Example 1.1) with Poisson component in the noise; the second one is the Cosine process with Poisson component in the noise while Examples 4.3 and 4.5 revisited the Cosine process driven by, respectively, Gaussian and non-Gaussian noise. Examples 4.4 and 4.6 considers the quadratic OU type process driven by, respectively, Gaussian and non-Gaussian noise. Finally, Example 4.7 considers the Airy equation (see [41]) in equation (1.6). For all of them, we show how to generate and to simulate some of their basic properties.

Examples 4.3 and 4.5 will be revisited, respectively, for both the classical estimation procedure, presented in Section 5.1, and the Bayesian estimation procedure, presented in Section 5.2.

Example 4.1. OU Type Process (Example 1.1) with Poisson Component in the Noise

Consider the particular case of Example 1.1 with \( \theta > 0 \). Let the Lévy noise \( L \) be generated by the triplet \((G, \beta, \lambda \delta_1)\), where \( \delta_1 \) is the Dirac measure concentrated at 1 and \( \lambda > 0 \). For \( V_0 = x \) deterministic, let us apply Theorem 3.2 to compute the elements of the generating triplet \((A_t, \gamma_{t,x}, \nu_t)\) of \( V(t) \).

Concerning the term \( A_t \), easily we have

\[ A_t = G \int_0^t e^{-\theta(t-s)} ds = \frac{G}{2\theta}(1 - e^{-2\theta t}). \] (4.1)

Now, for the term the \( \gamma_{t,x} \)

\[ \gamma_{t,x} = \rho(t)v_0 + \beta \int_0^t \rho(t-s) ds + \int_\mathbb{R} \tau(dy) \int_0^t y \rho(t-s) [\mathbb{I}_D(y \rho(t-s)) - \mathbb{I}_D(y)] ds \]
\[ = xe^{-\theta t} + \beta \int_0^t e^{-\theta(t-s)} ds + \int_\mathbb{R} \delta_1(dy) \int_0^t y e^{-\theta(t-s)} [\mathbb{I}_D(y e^{-\theta(t-s)}) - \mathbb{I}_D(y)] ds \]
\[ = xe^{-\theta t} + \frac{\beta}{\theta}(1 - e^{-\theta t}) + \int_0^t e^{-\theta(t-s)} [\mathbb{I}_D(e^{-\theta(t-s)}) - \mathbb{I}_D(1)] ds \]
\[ = xe^{-\theta t} + \frac{\beta}{\theta}(1 - e^{-\theta t}). \]
Finally, for the Lebesgue measure, for each $B$ in the $\sigma$-field $\mathcal{B}(\mathbb{R})$ of Borel on $\mathbb{R}$, we obtain

$$\nu_t(B) = \int_{\mathbb{R}} \tau(dy) \int_0^t \mathbb{I}_B(y \rho(t-s))ds = \int_{\mathbb{R}} \lambda \delta_1(dy) \int_0^t \mathbb{I}_B(y e^{-\theta(t-s)})ds = \lambda \int_0^t \mathbb{I}_B(e^{-\theta u})du.$$  

(4.2)

As for $\theta > 0$, $0 < e^{-\theta u} \leq 1$, for all $u \geq 0$, we have

$$\nu_t(B) = 0, \quad \forall B \subset (-\infty, 0] \cup (1, \infty),$$

(4.3)

and in general,

$$\nu_t(B) = \lambda \int_0^t \mathbb{I}_B(e^{-\theta u})du, \quad B \in \mathcal{B}(\mathbb{R}).$$

(4.4)

Figure 4.1 shows three realization time series of the OU process in Example 4.1 driven by a unit Poisson noise, when the constant $\theta \in \{0.5, 1, 2\}$. In this case, the Lévy noise $L$ has generating triplet of the form $(0, 0, 1\delta_1)$, that is, $G = \beta = 0$ and $\tau = \lambda \delta_1 = 1 \delta_1$ is a Dirac measure concentrated at 1. We notice, from these three plots, that even though the noise has some jumps, the resulting process has always positive trajectories more concentrated on the abscissa axis as the value of $\theta$ increases.

![Figure 4.1](image)

**Figure 4.1:** Time series derived from the OU process driven by a unit Poisson noise: (a) $\theta = 0.5$; (b) $\theta = 1$; (c) $\theta = 2$.

**Example 4.2. Cosine Process with Poisson Component in the Noise**

Let us recall Example 1.2 with the particular function $f(t) = a^2$ for all $t \geq 0$ for some constant $a > 0$. Then, equation (1.6) becomes

$$\begin{cases} 
\rho''(t) + a^2 \rho(t) = 0 \\
\rho'(0) = 0, \quad \rho(0) = 1.
\end{cases}$$

(4.5)
which has \( \rho(t) = \cos(at), \forall \ t \geq 0 \) as single solution. The respective GOU type process is

\[
V(t) = V_0 \cos(at) + \int_0^t \cos(a(t-s))dL(s).
\]

(4.6)

It will be called *Cosine OU type process*, or simply the *Cosine Process*.

Let \( V_0 = x \) be deterministic. If this process is driven by a Lévy noise \( L \) generated by the triplet \((G, \beta, \lambda \delta_1)\), where \( \delta_1 \) is the Dirac measure concentrated at 1 and \( \lambda > 0 \), to the elements of the generating triplet \((A_t, \gamma_{t,x}, \nu_t)\) of \( V(t) \) we have

\[
A_t = G \int_0^t \cos^2(a(t-s))ds = G \left( \frac{t}{2} + \frac{\sin(2at)}{4a} \right). \tag{4.7}
\]

For the term \( \gamma_{t,x} \), we have

\[
\gamma_{t,x} = \int_{\mathbb{R}} \tau(dy) \int_0^t y \rho(t-s) \left[ I_D(y \rho(t-s)) - I_D(y) \right] ds + \rho(t)v_0 + \beta \int_0^t \rho(t-s)ds + x \cos(at) + \beta \int_0^t \cos(a(t-s))ds = x \cos(at) + \frac{\beta \sin(at)}{a} + \int_0^t \cos(a(t-s)) \left[ I_D(\cos(a(t-s))) - I_D(1) \right] ds = x \cos(at) + \frac{\beta \sin(at)}{a}, \tag{4.8}
\]

since \(-1 \leq \cos(a(t-s)) \leq 1\), for all real numbers \( st \) and \( t \).

And for the Lebesgue measure, given \( B \in \mathcal{B}(\mathbb{R}) \),

\[
\nu_t(B) = \int_{\mathbb{R}} \tau(dy) \int_0^t \mathbb{I}_B(y \rho(t-s))ds = \int_{\mathbb{R}} \delta_1(dy) \int_0^t \mathbb{I}_B(y \cos(a(t-s)))ds = \lambda \int_0^t \mathbb{I}_B(\cos(a(t-s)))ds = \lambda \int_0^t \mathbb{I}_B(\cos(au))du = \frac{\lambda}{a} \int_0^{at} \mathbb{I}_B(\cos(u))du. \tag{4.9}
\]

Since \(-1 \leq \cos(u) \leq 1\), for all \( u \), we have

\[
\nu_t(B) = 0, \quad \forall B \subset (-\infty, -1) \cup (1, \infty), \tag{4.10}
\]

but in general,

\[
\nu_t(B) = \frac{\lambda}{a} \int_0^{at} \mathbb{I}_B(\cos(u))du, \quad B \in \mathcal{B}(\mathbb{R}). \tag{4.11}
\]
Figure 4.2: Time series derived from the Cosine process driven by a unit Poisson noise: (a) $a = 0.5$; (b) $a = 1$; (c) $a = 2$.

Figure 4.2 shows three realization time series of the Cosine Process in Example 4.2 driven by a unit Poisson noise, when the constant $a \in \{0.5, 1, 2\}$. In this case, the Lévy noise $L$ has generating triplet of the form $(0, 0, 1\delta_1)$. We notice, from these three panels, that the process maintains the periodicity feature of the cosine function. The seasonality value decreases when the value $a$ increases.

Example 4.3. Cosine Process with Gaussian Noise

Consider again the process (4.6) but now with a Brownian noise $B$, that is

$$V(t) = V_0 \cos(at) + \int_0^t \cos(a(t - s)) dB(s). \quad (4.12)$$
To simulate this process we use the discrete form proposed in [39], given by

\[ V((k+1)h) = 2 \cos(ah) V(kh) - V((k-1)h) + \varepsilon_{k,h}, \]

where \( h \) is the discretization step size and \( \varepsilon_{k,h} \) is a symmetric \( \alpha \)-stable random variable, denoted by \( S_\alpha(\sigma_{\varepsilon,h}, 0, 0) \), with scale parameter \( \sigma_{\varepsilon,h} \) given by

\[ \sigma_{\varepsilon,h}^\alpha = 2 \int_0^h |\cos(as)|^\alpha ds. \]

As we are in the particular case of a Brownian motion noise, we have \( \alpha = 2 \).
Figure 4.3 shows time series, theoretical, and empirical autocorrelation functions of the Cosine process, given in (4.12), when $V_0 \equiv 0$ and the noise is a Brownian motion. The theoretical autocorrelation function is approximated very well by its empirical counterpart. Notice that the theoretical autocorrelation function does not converge to zero, while its empirical counterpart slowly does.

**Example 4.4. Quadratic OU Type Process Driven by Gaussian Noise**

Let us consider Example 1.2 with $f(t) = 2a(1 - 2at^2)$, for $a > 0$. By solving the differential equation in (1.6) we find $\rho(t) = e^{-at^2}$ and the resulting GOU type process is given by

$$V(t) = V_0 e^{-at^2} + \int_0^t e^{-a(t-s)^2} dL(s).$$

(4.15)

We shall call it the Quadratic OU type process.

To simulate the process (4.15) we consider $L = B$ a Brownian noise and use the discrete form proposed in [39], given by

$$V((k+1)h) = e^{-a((k+1)h)^2} V(kh) + W_{k,h},$$

(4.16)

where $h$ is the discretization step size and $W_{k,h}$ is a symmetric $\alpha$-stable random variable, denoted by $S_\alpha(\sigma_W, 0, 0)$, with scale parameter $\sigma_W$ given by

$$\sigma_W^\alpha = \int_0^{kh} e^{-a((kh-s)^2+(2k+1)h^2)}(e^{2ash} - 1)^\alpha \, ds + \int_{kh}^{(k+1)h} e^{-a((kh-s)^2-2ash+(2k+1)h^2)} \, ds.$$  

(4.17)

As we are in the particular case of a Brownian motion noise, we have $\alpha = 2$.

Figure 4.4 shows time series, theoretical, and empirical autocorrelation functions of the quadratic process, given in (4.15), when $V_0 \equiv 0$ and the noise is a Brownian motion. Notice that, when the value $a$ increases, the theoretical function converges quickly to zero.

**Example 4.5. Cosine Process Driven by Non-Gaussian Noise**

Consider the Cosine process, given in (4.6), when the noise is symmetric $\alpha$-stable Lévy motion. Since the autocovariance function is not well defined in the case of infinite second moment processes, we use the so-called codifference as a dependence measure and an estimator for it. The codifference function is given by

$$\tau_V(s; k, t) = \ln \left\{ E \left[ \exp \left( is(V(t+k) - V(t)) \right) \right] \right\} - \ln \left\{ E \left[ \exp \left( is(V(t+k)) \right) \right] \right\} - \ln \left\{ E \left[ \exp \left( -isV(t) \right) \right] \right\},$$

(4.18)

where $s \in \mathbb{R}$, $k \geq 0$ and $t \geq 0$.

For more details, we refer the reader to [32]. To avoid scale issues, we use the normalized codifference function obtained by setting $\tau_V(s; k, t)_{|s=0,t=t}$, for fixed $t$. We consider the codifference function estimator proposed in [31], for ARMA processes, given by

$$\hat{\tau}_V(s; k) = \sqrt{\frac{n-k}{n}} \left[ \ln \left( \frac{1}{n-k} \sum_{t=1}^{n-k} e^{is(V_{t+k} - V_t)} \right) - \ln \left( \frac{1}{n-k} \sum_{t=1}^{n-k} e^{isV_{t+k}} \right) - \ln \left( \frac{1}{n-k} \sum_{t=1}^{n-k} e^{-isV_t} \right) \right],$$

(4.19)
Figure 4.4: Time series, theoretical (theor.) and empirical (empir.) autocorrelation functions of the quadratic process, given in (4.15), when $a \in \{0.5, 1, 2\}$, $n = 1000$ and $h = 1$.

where $\{V_i\}_{i=1}^n$ is a sample of size $n$ derived from the process and $k \in \{0, \cdots, n\}$. The consistency property for this estimator was derived in [39], for stationary symmetric $\alpha$-stable processes, with $0 < \alpha \leq 2$, satisfying some conditions. The empirical normalized codifference function is obtained by setting $\frac{\hat{r}_V(s; k)}{\hat{r}_V(s; 0)}$. 
Figure 4.5: Time series, theoretical (theor.) and empirical (empir.) normalized codifference functions of the Cosine process, when the noise is a symmetric α-stable Lévy motion with α = 1.5, a ∈ {0.5, 1, 2}, n = 200 and h = 1.

Figure 4.5 shows time series, theoretical, and empirical normalized codifference functions of the Cosine process, when $V_0 \equiv 0$ and the noise is symmetric α-stable Lévy motion. We consider $s = 0.01$ chosen to be the best choice for the $s$ value by [30]. The codifference function of the Cosine process depends both on $k$ and $t$. Figure 4.5 shows the results when we fix $t = h$ in expression (4.18). Notice that when the value of $a$ increases, the theoretical codifference function presents large variability.

Example 4.6. Quadratic OU Type Process Driven by Non-Gaussian Noise

Consider the process, given in (4.15), when the noise is symmetric α-stable Lévy motion. We use again the theoretical and empirical normalized codifference functions, as
described in the previous example. Figure 4.6 shows time series, theoretical and empirical
normalized codifference functions of the quadratic process, when \( V_0 \equiv 0 \) and the noise is
a symmetric \( \alpha \)-stable Lévy motion. We consider again \( s = 0.01 \).

Figure 4.6: Time series, theoretical (theor.) and empirical (empir.) normalized codifference
functions of the quadratic process, when the noise is a symmetric \( \alpha \)-stable Lévy motion with
\( \alpha = 1.5 \), \( a \in \{0.5, 1, 2\} \), \( n = 1000 \) and \( h = 1 \).

Example 4.7. Airy Equation OU Type Process Driven by Gaussian Noise

Let us consider Example 1.2 with \( f(t) = t \). To solve the differential equation in (1.6),
we consider a power series solution of that equation given by
\[ \rho(t) = 1 + \sum_{k=1}^{\infty} \frac{t^{3k}}{(2.3)(5.6) \cdot \cdots \cdot (3k-1)(3k)}. \]

To simulate the process \([1.1]\) we consider \(L = B\) as a Brownian motion. Figure 4.7 shows three realization time series of the Airy Equation OU type process driven by a Gaussian noise, when the discretization step size is \(h = 0.01\) and the sample size is \(n \in \{100, 200, 300\}\).

![Figure 4.7](image)

(a) \(n = 100\); (b) \(n = 200\); (c) \(n = 300\).

5 Estimation

In this section, we present both the maximum likelihood (see Section 5.1) and the Bayesian (see Section 5.2) estimation procedures for the Cosine process, studied in Examples 4.3 and 4.5. In Section 5.3 we present four goodness-of-fit tests to be used in the Applications Section. These hypotheses tests shall be an important device to decide which Cosine process (driven by a Gaussian or a non-Gaussian noise) best fits a real data set.

5.1 Maximum Likelihood Estimation

Here we present the parameter estimation, based on the maximum likelihood method, for the Cosine process driven by a Brownian motion and by symmetric \(\alpha\)-stable Lévy motion, defined in Examples 4.3 and 4.5. We point out here that we are using the maximum likelihood procedure for the processes defined in Examples 4.3 and 4.5. We know that the memory function is given by \(\rho(t) = \cos(at)\), for all \(t \geq 0\) and for \(a\) a positive real constant. From [39] we consider the discretization form given by the expression \([4.13]\). It can be considered as a non-stationary AR(2) process. Let \(\eta = (\alpha, \sigma, a)^T\) be the parameter vector to be estimated and let \(\{V_{kh}\}_{k=0}^{n-1}\) be a sample of size \(n\) from the process given by the expression \([4.12]\). For more details on the estimation procedure, see [39].
Table 5.1 presents the results for the maximum likelihood estimation based on Monte Carlo simulations. With the following scenarios

- $a \in \{1, 2\}$;
- $\alpha \in \{1.1, 1.5, 2\}$;
- $n = 2000$;
- $h = 1$;
- 500 replications.

From Table 5.1 we observe that the maximum likelihood estimation procedure has a very good performance. For each parameter in the vector $\eta = (\alpha, \sigma, a)'$, this table reports the mean, the bias, the standard error (s.e.) and the confidence interval (CI) for its estimator. We observe that the estimation for the $a$ parameter is very accurate. The estimation procedure for all three parameters improves when $\alpha$ approaches to 2, the Gaussian case. By comparing all the results, it is clear that the worst scenario occurs when $\alpha = 1.1$, since the bias is slightly greater than the biases for the other cases. There is no significant difference among the results obtained for the cases $a = 1$ or $a = 2$.

### 5.2 Bayesian Estimation

In this subsection we present the Bayesian methodology to estimate all three parameters $\eta = (\alpha, \sigma, a)'$ for the Cosine process. We point out here that we are using the Bayesian methodology for the processes defined in Examples 4.3 and 4.5, based on Fox’s H-function series representation given in this subsection. We now consider both the Brownian motion and the symmetric $\alpha$-stable Lévy motion. For the Bayesian methodology we use the software JAGS for the Gibbs sampler (see, respectively, [27] and [9]) together with R software, through the package R2jags.

To obtain the posterior distribution we often deal with some complicated integrals that have no closed-form. To work around this problem an alternative way is to consider Monte Carlo methods via Markov Chain (MCMC). In this context, we may generate a sample from the posterior distribution in order to calculate estimates of interest for this distribution. The two most useful MCMC methods are the Gibbs sampler and the Metropolis-Hastings algorithms. Here we consider the Gibbs sampler to generate samples from the posterior distributions.

It is well-known that the $\alpha$-stable distribution has closed-form only for three values of $\alpha$: in the Lévy case (when $\alpha = 0.5$), in the Cauchy case (when $\alpha = 1$) and in the Gaussian case (when $\alpha = 2$). To overcome the problem of the numerical integration for others values of $\alpha$ faced when using Bayesian estimation methods we first have considered a proper bivariate probability density of $(X,Y)$, where $X$ is $\alpha$-stable distributed and $Y$ is an auxiliary random variable such that the joint density function has a known form. This idea was considered in the paper [7] where the posterior distribution can formally be obtained through the Bayes’s theorem by integrating out the unwanted random variable $Y$. Unfortunately, through this method, the chains did not converge and the samples did present a strong correlation feature leading to bad results. We have decided to consider a power series approximation for the $\alpha$-stable density by the so-called Fox’s H-function or the H-function, involving Mellin-Barnes integrals, which is a generalization of the G-function of Meijer. For more details on the H-function, we refer the reader to [23] and [29].
Table 5.1: Maximum likelihood estimation results for the Cosine process, when $a \in \{1, 2\}$, $\alpha \in \{1.1, 1.5, 2\}$, $n = 2000$, $h = 1$ and 500 replications.

| Statistic | $\alpha = 1.1$ | $\sigma = 1.5824$ | $\alpha = 1$ |
|-----------|----------------|------------------|--------------|
| mean      | 1.1294         | 1.6054           | 1.0000       |
| bias      | -0.0294        | -0.0230          | -2.8e-06     |
| s.e.      | 0.0410          | 0.0679           | 0.0001       |
| CI        | [1.0903, 1.1663] | [1.5014, 1.7132] | [0.9999, 1.0001] |

| Statistic | $\alpha = 1.1$ | $\sigma = 1.0452$ | $\alpha = 2$ |
|-----------|----------------|------------------|--------------|
| mean      | 1.1270         | 1.0586           | 1.9999       |
| bias      | -0.0270        | -0.0134          | 1.6e-06      |
| s.e.      | 0.0436          | 0.0476           | 0.0001       |
| CI        | [1.0886, 1.1638] | [0.9865, 1.1268] | [1.9999, 2.0001] |

| Statistic | $\alpha = 1.5$ | $\sigma = 1.3450$ | $\alpha = 1$ |
|-----------|----------------|------------------|--------------|
| mean      | 1.5016         | 1.3446           | 1.0000       |
| bias      | -0.0016        | 0.0004           | -6.1e-07     |
| s.e.      | 0.0383          | 0.0337           | 0.0003       |
| CI        | [1.4345, 1.5654] | [1.2779, 1.4066] | [0.9994, 1.0005] |

| Statistic | $\alpha = 1.5$ | $\sigma = 0.9467$ | $\alpha = 2$ |
|-----------|----------------|------------------|--------------|
| mean      | 1.5015         | 0.9481           | 2.0000       |
| bias      | -0.0015        | -0.0014          | -1.5e-06     |
| s.e.      | 0.0406          | 0.0392           | 0.0003       |
| CI        | [1.4348, 1.5658] | [0.8986, 0.9901] | [1.9994, 2.0006] |

| Statistic | $\alpha = 2$ | $\sigma = 1.2061$ | $\alpha = 1$ |
|-----------|--------------|------------------|--------------|
| mean      | 1.9999       | 1.2045           | 0.9999       |
| bias      | 0.0001       | 0.0016           | 1.0e-05      |
| s.e.      | 0.0015       | 0.0194           | 0.0007       |
| CI        | [1.9999,2]   | [1.1671, 1.2405] | [0.9985, 1.0014] |

| Statistic | $\alpha = 2$ | $\sigma = 0.9004$ | $\alpha = 2$ |
|-----------|--------------|------------------|--------------|
| mean      | 2.0000       | 0.8993           | 1.9999       |
| bias      | 0.0000       | 0.0011           | 6.5e-07      |
| s.e.      | 0.0005       | 0.0144           | 0.0007       |
| CI        | [1.9999, 2.0000] | [0.8718, 0.9260] | [1.9985, 2.0014] |

The H-function is defined by means of a Mellin-Barnes type integral

$$H(z) = H_{p,q}^{m,n} \left[ z \left( a_1, A_1, \ldots, (a_n, A_n), (a_{n+1}, A_{n+1}), \ldots, (a_p, A_p) \right) \left( b_1, B_1, \ldots, (b_m, B_m), (b_{m+1}, B_{m+1}), \ldots, (b_q, B_q) \right) \right]$$

$$= \frac{1}{2\pi i} \int_L \prod_{j=m+1}^{q} \Gamma(1 - b_j - B_j s) \prod_{\ell=n+1}^{p} \Gamma(a_\ell + A_\ell s) z^{-s} ds, \quad (5.1)$$

where $A_\ell$ and $B_j$ are positive real constants while $a_\ell$ and $b_j$ can be real or complex-valued.
constants, for all \( j = 1, \ldots, q \) and \( \ell = 1, \ldots, p \). The suitable contour \( L \) separates the poles of the Gamma function \( \Gamma(b_j + B_j s) \), for \( j = 1, \ldots, m \) from the poles of the Gamma function \( \Gamma(1 - a_\ell + A_\ell s) \), for \( \ell = 1, \ldots, m \).

The H-function can be approximated by a power series (see [5] and [29]). For \( z \neq 0 \), if \( \kappa > 0 \) or for \( 0 < |z| > D^{-1} \) if \( \kappa = 0 \), we have

\[
H_{m,n}^{p,q}(z) = \sum_{h=1}^{m} \sum_{v=0}^{\infty} \prod_{j=1, j \neq h}^{m} \Gamma \left( b_j + B_j \frac{b_h + v}{B_h} \right) \prod_{j=m+1}^{q} \Gamma \left( 1 - b_j + B_j \frac{b_h + v}{B_h} \right) \prod_{\ell=1}^{p} \Gamma \left( 1 - a_\ell + A_\ell \frac{b_h + v}{B_h} \right) \left( -1 \right)^v \frac{z^{b_h + v}}{v! B_h}.
\]

For \( z \neq 0 \), if \( \kappa < 0 \), or for \( |z| > D^{-1} \), if \( \kappa = 0 \), we have

\[
H_{m,n}^{p,q}(z) = \sum_{h=1}^{n} \sum_{v=0}^{\infty} \prod_{\ell=1, \ell \neq h}^{n} \Gamma \left( 1 - a_\ell + A_\ell \frac{1 - a_h + v}{A_h} \right) \prod_{\ell=n+1}^{p} \Gamma \left( a_\ell + A_\ell \frac{1 - a_h + v}{A_h} \right) \prod_{j=1}^{m} \Gamma \left( b_j + B_j \frac{1 - a_h + v}{A_h} \right) \prod_{j=m+1}^{q} \Gamma \left( 1 - b_j - B_j \frac{1 - a_h + v}{A_h} \right) \left( -1 \right)^v \frac{(1/z)^{1-a_h+v}}{v! A_h},
\]

where

\[
\kappa = \sum_{j=1}^{q} B_j - \sum_{\ell=1}^{p} A_\ell \quad \text{and} \quad D = \prod_{\ell=1}^{p} A_\ell^{A_\ell} \times \prod_{j=1}^{q} B_j^{-B_j}.
\]

By using the power series representation of the H-function, given in expressions (5.2) and (5.3), we can approximate the density function of a random variable \( \alpha \)-stable distributed. We want to give the expression of \( f_X(\cdot) \) when \( X \sim S_\alpha(\sigma, \beta, \mu) \), considering the formula given in [34].

First of all, we need to verify what is the parameterization used by [34]. From the expressions (2.1)-(2.2) in [34] considering the notation of his work, we obtain

\[
\Psi_{\alpha,\beta}(k) = -k^{\alpha} \exp \left\{ -i \frac{\pi}{2} \left( -\frac{\beta}{K(\alpha)} \right) K(\alpha) \text{sign}(k) \right\}, \quad k \geq 0,
\]

where \( \Psi_{\alpha,\beta}(k) = \overline{\Psi}_{\alpha,\beta}(-k) \), for \( k < 0 \), \( K(\cdot) \) defined as
\[ K(\alpha) = \alpha - 1 + \text{sign}(1 - \alpha) = \begin{cases} 
\alpha, & \text{if } 0 < \alpha < 1 \\
\alpha - 2, & \text{if } 1 < \alpha < 2,
\end{cases} \tag{5.5} \]

and \( \text{sign}(\cdot) \) is the sign function.

Expression (5.4) above coincides with the parameterization (B) of [42] when
\[ 0 = \lambda \gamma \equiv \mu; \quad 1 = \lambda \equiv \sigma; \quad \beta' = -\beta/K(\alpha) \quad \text{and} \quad \alpha \neq 1. \]

The author [34] does not consider \( \alpha = 1 \). Besides, in his work he considers
\[ 0 < \alpha < 1, \quad |\beta| \leq \alpha \implies |\beta'| = |\beta/K(\alpha)| \leq \alpha/\alpha = 1 \tag{5.6} \]
and
\[ 1 < \alpha < 2, \quad |\beta| \leq 2 - \alpha \implies |\beta'| = |\beta/K(\alpha)| \leq (2 - \alpha)/(2 - \alpha) = 1. \tag{5.7} \]

Hence, from (5.6) and (5.7) the symmetry parameter \( \beta' \) needs to be \( \beta' = \beta/K(\alpha) \), where \( \beta \) is the symmetry parameter of [34], in order to use his formula (2.17), for \( \alpha > 1 \), or (2.18), for \( \alpha < 1 \).

Recall that [34] considers \( X \sim S_\alpha(\sigma, \beta, \mu) \) stable random variable and \( f_{\alpha, \beta}(\cdot) \) means the density function \( f_X(\cdot, \alpha, 1, \beta, 0) \). We now will consider two cases: \( \alpha > 1 \) and \( \alpha < 1 \).

**Case 1: \( \alpha > 1 \)**

Expression (2.17) in [34] gives us
\[
f_X(x; \alpha, 1, \beta, 0) = \frac{1}{\pi} \sum_{n=1}^{\infty} \frac{\Gamma(1 + n\epsilon)}{n!} \sin(\pi n\gamma)(-x)^{n-1},
\]
for \( \alpha > 1 \), where \( \epsilon = 1/\alpha \) and \( \gamma = (\alpha - \beta)/(2\alpha) = (\alpha + \beta'K(\alpha))/(2\alpha) \), with \( K(\cdot) \) given by expression (5.5).

Since we want the above expression for any \( X \sim S_\alpha(\sigma, \beta, \mu) \), we have the following result for \( f_X(\cdot) \),
\[
f_X(x) = \frac{1}{\sigma} f_{\alpha, \beta}(x - \mu)
= \frac{1}{\pi \sigma} \sum_{n=1}^{\infty} \frac{\Gamma(1 + \frac{n}{\alpha})}{n!} \sin\left(\frac{\pi n}{2 \alpha} \frac{(\alpha + \beta'K(\alpha))}{\alpha}\right) \left(-\frac{x - \mu}{\sigma}\right)^{n-1}
= \frac{1}{\pi \sigma} \sum_{n=1}^{\infty} \frac{\Gamma(1 + \frac{n}{\alpha})}{n!} \sin\left(\frac{\pi n}{2} \frac{(\alpha + \beta'(\alpha - 2))}{\alpha}\right) \left(-\frac{x - \mu}{\sigma}\right)^{n-1}. \tag{5.8} \]

We want the expression (5.8) for \( \nu = n - 1 \) starting from zero. Hence,
\[
f_X(x) = \frac{1}{\pi \sigma} \sum_{\nu=0}^{\infty} \frac{\Gamma(1 + \frac{\nu+1}{\alpha})}{(\nu + 1)!} \sin\left(\frac{\pi (\nu + 1)}{2 \alpha} \frac{(\alpha + \beta' \alpha - 2 \beta')}{\alpha}\right) \left(-\frac{x - \mu}{\sigma}\right)^{\nu}. \tag{5.9} \]
Since \( \Gamma(n) = (n-1)! \) and \( \Gamma(x+1) = x\Gamma(x) \), expression [5.9] can be rewritten as

\[
f_X(x) = \frac{1}{\pi \sigma \alpha} \sum_{\nu=0}^{\infty} \Gamma\left(\frac{\nu+1}{\alpha}\right) \frac{\Gamma\left(\frac{\nu+1}{\alpha}\right)}{\Gamma(\nu+1)} \sin\left(\frac{\pi(\nu+1)}{2\alpha} (\alpha + \beta' \alpha - 2\beta')\right) \left(\frac{\mu - x}{\sigma}\right)^\nu, \quad x \geq \mu. \tag{5.10}
\]

If \( x < 0 \) we need to apply expression (2.7) in [34], that is, \( f_{\alpha,\beta}(-x) = f_{\alpha,-\beta}(x) \). Therefore, expression (5.10) can be rewritten as

\[
f_X(x) = \frac{1}{\pi \sigma \alpha} \sum_{\nu=0}^{\infty} \Gamma\left(\frac{\nu+1}{\alpha}\right) \frac{\Gamma\left(\frac{\nu+1}{\alpha}\right)}{\Gamma(\nu+1)} \sin\left(\frac{\pi(\nu+1)}{2\alpha} (\alpha - \beta' \alpha + 2\beta')\right) \left(\frac{x - \mu}{\sigma}\right)^\nu, \quad x < \mu. \tag{5.11}
\]

Expressions (5.10) and (5.11) give us the central part of the density function \( f_X(\cdot) \) for, respectively, \( x \geq \mu \) and \( x < \mu \). Now we want the tails of \( f_X(\cdot) \), when \( \alpha > 1 \). We consider the expression (2.18) in [34],

\[
f_{\alpha,\beta}(x) \approx \frac{1}{\pi} \sum_{n=1}^{\infty} \frac{\Gamma(1 + na)}{\Gamma(n+1)} (-1)^{n-1} \sin(\pi n \alpha \gamma)(x)^{1-n\alpha}.
\]

The equivalent expression for \( f_X(\cdot) \), when \( X \sim S_{\alpha}(\sigma, \beta, \mu) \), is given by

\[
f_X(x) \cong \frac{\alpha}{\pi} \sum_{\nu=0}^{\infty} \frac{\Gamma((\nu+1)\alpha)}{\Gamma(\nu+1)(\nu+1)} (-1)^\nu \sin\left(\frac{\pi(\nu+1)\alpha}{2\alpha} \left(\frac{\alpha + \beta' (\alpha - 2\beta')}{2}\right)\right) \left(\frac{\sigma}{x - \mu}\right)^{\nu+1}. \tag{5.12}
\]

Hence, for \( x > \mu \),

\[
f_X(x) \cong \frac{\alpha}{\pi} \sum_{\nu=0}^{\infty} \frac{\Gamma((\nu+1)\alpha)}{\Gamma(\nu+1)(\nu+1)} (-1)^\nu \sin\left(\frac{\pi(\nu+1)}{2} (\alpha + \beta' - 2\beta')(\frac{x}{x - \mu})\right) \left(\frac{\sigma}{x - \mu}\right)^{\nu+1}. \tag{5.13}
\]

Again we apply expression (2.18) in [34] to obtain expression (5.12) above, when \( x < \mu \)

\[
f_X(x) \cong \frac{\alpha}{\pi} \sum_{\nu=0}^{\infty} \frac{\Gamma((\nu+1)\alpha)}{\Gamma(\nu+1)(\nu+1)} (-1)^\nu \sin\left(\frac{\pi(\nu+1)}{2} (\alpha - \beta' + 2\beta')(\frac{x}{x - \mu})\right) \left(\frac{\sigma}{x - \mu}\right)^{\nu+1}. \tag{5.13}
\]

Case 2: \( \alpha < 1 \)

Now we want the formulas for \( \alpha < 1 \). Page 500 of [34] explains that the series expansion of \( f_{\alpha,\beta}(\cdot) \) is given by the right-hand side of (2.18) and its asymptotic behavior is given by the right-hand side of (2.17).
The series expansion of $f_X(\cdot)$, in the case $\alpha < 1$, where $K(\alpha) = \alpha$ is given by
\[
f_X(x) = 1 + \sum_{n=1}^{\infty} \frac{\Gamma(1 + n\alpha)}{n!} (-1)^{n-1} \sin(\pi n\alpha) \left(\frac{x - \mu}{\sigma}\right)^{-1-n\alpha}.
\]

\[
f_X(x) = \sum_{\nu=0}^{\infty} \frac{\Gamma(1 + (\nu + 1)\alpha)}{(\nu + 1)!} (-1)^\nu \sin\left(\pi (\nu + 1)\alpha \left(\frac{\alpha + \beta'\alpha}{2\alpha}\right)\right) \left(\frac{x - \mu}{\sigma}\right)^{-1-(\nu+1)\alpha}.
\]

\[f_X(x) = \frac{\alpha}{\pi} \sum_{\nu=0}^{\infty} \frac{\Gamma((\nu + 1)\alpha)}{\Gamma(\nu + 1)(x - \mu)} (-1)^\nu \sin\left(\frac{\pi (\nu + 1)}{2} (\alpha + \alpha')\right) \left(\frac{\sigma}{x - \mu}\right)^{(\nu+1)\alpha}.
\]

Hence, for $x > \mu$,
\[
f_X(x) = \frac{\alpha}{\pi} \sum_{\nu=0}^{\infty} \frac{\Gamma((\nu + 1)\alpha)}{\Gamma(\nu + 1)(x - \mu)} (-1)^\nu \sin\left(\frac{\pi (\nu + 1)}{2} (\alpha + \alpha')\right) \left(\frac{\sigma}{x - \mu}\right)^{(\nu+1)\alpha}.
\]

The equivalent expression when $x < \mu$, is given by
\[
f_X(x) = \frac{\alpha}{\pi} \sum_{\nu=0}^{\infty} \frac{\Gamma((\nu + 1)\alpha)}{\Gamma(\nu + 1)(x - \mu)} (-1)^\nu \sin\left(\frac{\pi (\nu + 1)}{2} (\alpha - \alpha')\right) \left(\frac{\sigma}{x - \mu}\right)^{(\nu+1)\alpha}.
\]

Now we shall give the formulas for the tails of the distribution when $\alpha < 1$. We consider the right-hand side of (2.17) in [34]. The asymptotic behavior for $f_X(\cdot)$ is given by
\[
f_X(x) \approx \frac{1}{\pi\sigma\alpha} \sum_{\nu=0}^{\infty} \frac{\Gamma(\nu + 1)}{\Gamma(\nu + 1)} \sin\left(\frac{\pi (\nu + 1)}{2} \alpha\right) \left(\frac{x - \mu}{\sigma}\right)^\nu.
\]

Hence, the expression for the tails when $\alpha < 1$ is given by
\[
f_X(x) \approx \frac{1}{\pi\sigma\alpha} \sum_{\nu=0}^{\infty} \frac{\Gamma(\nu + 1)}{\Gamma(\nu + 1)} \sin\left(\frac{\pi (\nu + 1)}{2} (1 + \beta')\right) \left(\frac{x - \mu}{\sigma}\right)^\nu, \quad x \geq \mu,
\]

and its equivalent expression when $x < \mu$ is given by
\[
f_X(x) \approx \frac{1}{\pi\sigma\alpha} \sum_{\nu=0}^{\infty} \frac{\Gamma(\nu + 1)}{\Gamma(\nu + 1)} \sin\left(\frac{\pi (\nu + 1)}{2} (1 - \beta')\right) \left(\frac{\mu - x}{\sigma}\right)^\nu, \quad x < \mu.
\]

We calculate the likelihood function based on the generated samples by considering expressions (5.10) and (5.11), or (5.12) and (5.13), for their central or tail components depending on the sign of $x - \mu$, when $\alpha > 1$. When $\alpha < 1$, we calculate the likelihood function based on the generated samples by considering expressions (5.14) and (5.15), or (5.16) and (5.17), for their central or tail components depending on the sign of $x - \mu$. For the Cosine process, the noise $\epsilon_{k,h}$ is considered to be an independent identically distributed sequence of random variables $S_\alpha(\sigma_\epsilon, 0, 0)$, with $\sigma_\epsilon^2 = 2 \int_0^h |\cos(\alpha s)|^\alpha ds$. Let $V = \{V_{kh}\}^{n-1}_{k=0}$.
be a sample from the Cosine process and $\mathbf{\eta} = (\alpha, \sigma_\varepsilon, a)'$ be the parameter vector to be estimated. Let $V_0$ and $V_1$ be two random variables $S_\alpha(\sigma_0, 0, 0)$ distributed with $\sigma_0 = 1.0$. Then, the likelihood function is given by

$$L(\mathbf{V}|\mathbf{\eta}) = \prod_{k=0}^{n-1} f(V_{(k+1)h} - 2\cos(ah)V_{kh} + V_{(k-1)h}; \sigma_0, 0, 0),$$

where $f(\cdot)$ is given by the expressions (5.10)-(5.17), depending on the values of $\alpha$ and on the sign of $x - \mu$.

By considering the independence of the parameters, we set the following non-informative priori distributions:

• $\alpha \sim \mathcal{U}([0, 2])$, that is, $\alpha$ follows a Uniform distribution on the interval $[0, 2]$;
• $a \sim \mathcal{U}([0, 3])$, that is, $a$ follows a Uniform distribution on the interval $[0, 3]$;
• $\sigma_\varepsilon \sim \Gamma(1, 2)$, that is, $\sigma_\varepsilon$ follows a Gamma distribution with parameters 1 and 2.

Therefore, the posterior distribution is given by

$$\Pi(\mathbf{\eta}|\mathbf{V}) \propto L(\mathbf{V}|\mathbf{\eta}) \pi(\mathbf{\eta}),$$

where $\pi(\cdot)$ is the priori distribution of the parameter vector $\mathbf{\eta} = (\alpha, \sigma_\varepsilon, a)'$.

We consider the following scenarios for the Bayesian estimation procedure:

• $a \in \{1, 2\}$;
• $\alpha \in \{1.1, 1.5, 2\}$;
• $n = 2000$;
• $h = 1$.

We generate 30,000 Gibbs samples for each one of the three parameters. We use a burn-in-sample of size 10,000 and we take every 10-th sample which gives a final sample of size 2,000 to be used for finding the posterior summaries of interest. Table 5.2 presents the Bayesian method results. For each parameter in the vector $\mathbf{\eta} = (\alpha, \sigma_\varepsilon, a)'$, Table 5.2 reports the mean, the bias, the standard error (s.e.) and the credibility interval (CI) for its estimator. We notice that these results present low bias values for all the estimators. However, the true $\alpha$ parameter value is not inside its credibility interval when $\alpha \in \{1.1, 2\}$. The $a$ parameter is estimated in a very accurate way. This is true for all scenarios considered here.

Similarly to the OU process, for the Cosine process we also have problems related to the initial values of the chains. To mitigate these problems we considered an approximated version of the estimated means obtained from the maximum likelihood procedure to initiate the chains.

Figure 5.1 presents the traceplot for the generated chains, the density and the autocorrelation functions for the case when $a = 1$, $\alpha = 1.1$, $n = 2000$ and $h = 1$. All other cases had similar performance and we omitted to report them here.

Remark 5.1. Although the computational time for the Bayesian estimation MCMC procedure, based on the MCMC algorithm, is much higher than for the maximum likelihood method, we would like to mention some advantages:
Table 5.2: Bayesian estimation results for the Cosine process, when $a \in \{1, 2\}$, $\alpha \in \{1.1, 1.5, 2\}$, $n = 2000$ and $h = 1$.

| Statistic | $\alpha = 1.1$ | $\sigma_x = 1.5824$ | $a = 1$ |
|-----------|----------------|----------------------|--------|
| mean      | 1.1787         | 1.6296               | 0.9999 |
| bias      | 0.0070         | 0.0469               | 0.0001 |
| s.e.      | 0.0002         | 0.0010               | 0.0000 |
| CI        | [1.1713,1.1964]| [1.5400,1.7232]      | [0.9997,1.0000] |

| Statistic | $\alpha = 1.1$ | $\sigma_x = 1.0452$ | $a = 2$ |
|-----------|----------------|----------------------|--------|
| mean      | 1.1782         | 1.0792               | 2.0000 |
| bias      | 0.0069         | 0.0623               | 0.0001 |
| s.e.      | 0.0002         | 0.0014               | 0.0000 |
| CI        | [1.1713,1.1965]| [1.0189,1.1387]      | [1.9998,2.0003] |

| Statistic | $\alpha = 1.5$ | $\sigma_x = 1.3450$ | $a = 1$ |
|-----------|----------------|----------------------|--------|
| mean      | 1.5072         | 1.3747               | 1.0001 |
| bias      | 0.0335         | 0.0340               | 0.0003 |
| s.e.      | 0.0007         | 0.0008               | 0.0000 |
| CI        | [1.4401,1.5701]| [1.3088,1.4415]      | [0.9996,1.0006] |

| Statistic | $\alpha = 1.5$ | $\sigma_x = 0.9467$ | $a = 2$ |
|-----------|----------------|----------------------|--------|
| mean      | 1.5082         | 0.9679               | 2.0002 |
| bias      | 0.0325         | 0.0229               | 0.0003 |
| s.e.      | 0.0007         | 0.0005               | 0.0000 |
| CI        | [1.4420,1.5699]| [0.9249,1.0143]      | [1.9995,2.0009] |

| Statistic | $\alpha = 2$ | $\sigma_x = 1.2061$ | $a = 1$ |
|-----------|--------------|----------------------|--------|
| mean      | 1.9927       | 1.2115               | 1.0004 |
| bias      | 0.0069       | 0.0198               | 0.0011 |
| s.e.      | 0.0002       | 0.0004               | 0.0000 |
| CI        | [1.9737,1.9998]| [1.1739,1.2505]      | [0.9983,1.0025] |

| Statistic | $\alpha = 2$ | $\sigma_x = 0.9004$ | $a = 2$ |
|-----------|--------------|----------------------|--------|
| mean      | 1.9930       | 0.9043               | 2.0010 |
| bias      | 0.0066       | 0.0148               | 0.0006 |
| s.e.      | 0.0001       | 0.0003               | 0.0000 |
| CI        | [1.9755,1.9999]| [0.8761,0.9334]      | [1.9999,2.0021] |

- the possibility of selecting the prior distribution based on a piece of known information from the literature or provided by a specialist;
- bias and standard error values for the parameters tend to be smaller when the Bayesian approach is considered;
- a sample from the posterior distribution of each parameter is obtained, rather than a single point, which makes it possible, if one wishes, to construct confidence intervals and/or perform a hypothesis test without making further assumptions on the distribution of the estimates.

However, in our simulation study, we found a disadvantage for the used Bayesian...
Figure 5.1: Traceplot for the generated chains, density and autocorrelation (acf) functions, when $a = 1$, $\alpha = 1.1$, $n = 2000$ and $h = 1$.

estimation procedure: the credibility intervals do not always contain the true parameter value for the stability index $\alpha$, when it is in the set $\{1.1, 2\}$. However, for the true parameters $a$ and $\sigma_\varepsilon$, they are always inside the credibility interval for all cases considered here.

5.3 Goodness-of-fit Tests

We present some goodness-of-fit tests that shall be used in the Applications Section. Goodness-of-fit tests are important devices to decide if an observed data set follows a specific distribution or not. It might appear that a certain real data set is better fitted by a Gaussian distribution ($\alpha = 2$), when, in fact, an $\alpha$-stable non-Gaussian distribution ($0 < \alpha < 2$) does better. We know that $\alpha$-stable distributions may represent a good fit for modeling the financial asset returns and that Normality is not a good choice (see [6]). In Application 1 we will see this fact and the Cosine Process driven by an $\alpha$-stable noise.
is the best model to fit the real data set. However, in Application 2, we will show that the Cosine Process driven by a Gaussian noise best fitted this real data set.

We shall consider the classical Kolmogorov-Smirnov (KS) and Anderson-Darling (AD) tests (see [8]). Besides these two goodness-of-fit tests we shall also consider a modified version of the Kolmogorov-Smirnov (MKS) (see [4]) and the McCulloch (MC) test, based on the estimators of [24]. The three former tests are known as empirical distribution functions (EDF) tests since they all rely on some distance between the empirical and the theoretical distribution functions. Moreover, the AD and MKS tests serve as an alternative to the classical KS test, since they give more weights to the tails than the original one (see [40] and [4]).

Let us consider the ordered sample \( X = (X_{(1)}, \cdots, X_{(n)}) \). The classical approach of goodness-of-fit tests consists on testing the null hypothesis \( H_0 \) against the alternative \( H_1 \), given by

\[
H_0 : F_n(x) = S(x) \quad \text{vs} \quad H_1 : F_n(x) \neq S(x),
\]

where \( F_n(\cdot) \) is the empirical distribution function while \( S(\cdot) \) denotes the hypothetical distribution function. When testing for Gaussian distributions, the standard procedure is to consider \( S(\cdot) = \Phi(\cdot) \), where \( \Phi(\cdot) \) denotes the cumulative distribution function of the standard Gaussian distribution \( N(0, 1) \). If

\[
\bar{X} = \frac{1}{n} \sum_{j=1}^{n} X_j \quad \text{and} \quad s_X = \sqrt{\frac{\sum_{j=1}^{n} (X_j - \bar{X})^2}{n-1}}
\]

are, respectively, the mean and standard deviation of the ordered observations \( X \), let \( Y = (Y_{(1)}, \cdots, Y_{(n)}) \) be the standardized observations, given by

\[
Y_{(j)} = \frac{X_{(j)} - \bar{X}}{s_X}, \quad \text{for} \quad j = 1, \cdots, n.
\]

As [4] noticed, there is no need to consider the parameters \( \sigma \) and \( \mu \) when testing for \( \alpha \)-stable distributions. Indeed, if \( X \sim S_\alpha(\sigma, \beta, \mu) \) then \( Y = \frac{X - \mu}{\sigma} \) is an \( \alpha \)-stable \( Y \sim S_\alpha(1, \beta, 0) \) random variable.

In Section 6, we shall use the KS, AD, MKS and MC tests based on the hypotheses given by equation (5.18), for testing \( \alpha \)-stable distributions when real data observations are of interest. Since we are considering only symmetric \( \alpha \)-stable random variables, we have \( \beta = 0 \) and the hypothetical value for \( \alpha \) is obtained by the maximum likelihood estimation procedure described in Section 5.1. Let \( F_j^n = F_n(Y_{(j)}) \) and \( \tilde{F}_j = F(Y_{(j)}; \hat{\alpha}) \), where \( F_n(\cdot) \) is the empirical distribution function of the standardized data \( Y \), given in equation (5.19), and \( F(\cdot; \alpha) \) is the distribution function of a standard symmetric \( \alpha \)-stable distribution \( (\sigma = 1, \beta = 0 = \mu) \) with stability index \( \alpha \). The goodness-of-fit statistical tests considered here are the following:

- the KS statistic

\[
D_n = \max_{j \in \{1, \cdots, n\}} \left[ \tilde{F}_j - F_j^n, F_j^n - \tilde{F}_j \right];
\]
the AD statistic
\[
A^2 = -n - \sum_{j=1}^{n} \frac{(2j - 1)}{n} \left[ \log(\hat{F}_j) + \log(1 - \hat{F}_{n-j+1}) \right]; \tag{5.21}
\]

- the MKS statistic
\[
MKS = \sqrt{n} \max_{j \in \{1, \ldots, n\}} \left[ \frac{|F_j^n - \hat{F}_j|}{\hat{F}_j \left(1 - \hat{F}_j\right) + 1/n} \right]; \tag{5.22}
\]

- the MC statistic
\[
\hat{\phi}_i(\alpha_0) = |\phi_i - \hat{\phi}_i(\alpha_0)|, \text{ for } i = 1, 2, \tag{5.23}
\]
where \(\hat{\phi}_1\) and \(\hat{\phi}_2\) are respectively the simulated values for \(\phi_1\) and \(\phi_2\) given by
\[
\phi_1 = \frac{Y[95] - Y[5]}{Y[75] - Y[25]} \quad \text{and} \quad \phi_2 = \frac{Y[95] + Y[5] - 2Y[50]}{Y[95] - Y[5]}, \tag{5.24}
\]
and \(Y[z]\) denotes the \(z\)-th quantile of the standardized data given in (5.19).

6 Applications

In this section, we consider two real data sets. The first one deals with the Apple company stock market price data while the second considers the cardiovascular mortality in Los Angeles County data.

6.1 Apple Company Stock Market Price Data

In this subsection we analyze the behavior of the Apple company stock market price data. The period of this time series is from January 04, 2010, to November 26, 2014. The trading hours are from 9:31 am to 4:00 pm (Chicago time) and the tick-by-tick frequency of the original time series is one-minute, which gives a total of 390 observations per day in a total of 1,235 days. The overall total is 481,650 observations.

For the analysis we consider four aggregated log-returns: the one-minute, the five-minute, the ten-minute and the fifteen-minute aggregated to obtain the four time series denoted, respectively, by \(R_t^{(1)}\), \(R_t^{(5)}\), \(R_t^{(10)}\) and \(R_t^{(15)}\). The one-minute log-returns are defined by
\[
R_t^{(1)} = 100 \times \ln \left( \frac{X_{t+1}}{X_t} \right),
\]
where \(t \in \{1, \cdots, 481,649\}\) and \(X_t\) is the price of the stock market of Apple company at time \(t\).

Figure 6.1 below shows both the original time series and its one-minute log-returns.

Based on the one-minute log-returns we aggregated them to obtain the five-minute, ten-minute, and fifteen-minute log-returns. Thus, we have the following four time series
• $R_t^{(1)}$, for $t \in \{1, \cdots, 481, 649\}$, with discretization step size given by $h = (390)^{-1} = 2.5641 \times 10^{-3}$;

• $R_t^{(5)} = R_{5t-4}^{(1)} + R_{5t-3}^{(1)} + \cdots + R_{5t}^{(1)}$, for $t \in \{1, \cdots, 96, 329\}$, with discretization step size given by $h = 5(390)^{-1} = 0.0128$;

• $R_t^{(10)} = R_{10t-9}^{(1)} + R_{10t-8}^{(1)} + \cdots + R_{10t}^{(1)}$, for $t \in \{1, \cdots, 48, 164\}$, with discretization step size given by $h = 10(390)^{-1} = 0.0256$;

• $R_t^{(15)} = R_{15t-14}^{(1)} + R_{15t-13}^{(1)} + \cdots + R_{15t}^{(1)}$, for $t \in \{1, \cdots, 32, 109\}$, with discretization step size given by $h = 15(390)^{-1} = 0.0385$.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure6.1}
\caption{Stock market price of Apple company, from January 04, 2010 to November 26, 2014: (a) original time series; (b) one-minute log-return time series.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure6.2}
\caption{Stock market price of Apple company: (a) five-minute log-returns; (b) ten-minute log returns; (c) fifteen-minute log-returns.}
\end{figure}

Figure 6.2 shows the three time series with, respectively, five-minute, ten-minute and fifteen-minute aggregated log-returns of the stock market price for the Apple company.
Figure 6.3 shows the normalized empirical codifference for the one-minute, five-minute, ten-minute and fifteen-minute log-return time series when \( s = 0.01 \).

To model these four log-return time series denoted, respectively, by \( R_{t}^{(1)} \), \( R_{t}^{(5)} \), \( R_{t}^{(10)} \) and \( R_{t}^{(15)} \), we consider the Cosine process, given in expression (2.1). In this case, the memory function is given by \( \rho(t) = \cos(at) \), for all \( t \geq 0 \) where \( a \) is a positive real constant. We consider the maximum likelihood estimation procedure, presented in Section 5.1, to estimate the vector parameter \( \eta = (\alpha, \sigma_{\varepsilon}, a) \). Table 6.1 presents the estimation results considering the four log-return time series, \( R_{t}^{(j)} \), based on the four respective discretization steps with sizes \( h = j (390)^{-1} \), for \( j \in \{1, 5, 10, 15\} \). We know that log-return time series are well modeled by heavy tailed processes (see, for instance, \[19\], \[20\] and \[28\]).
Figure 6.4: Residual values for the four fitted log-return time series: (a) $R_t^{(1)}$; (b) $R_t^{(5)}$; (c) $R_t^{(10)}$; (d) $R_t^{(15)}$.

Table 6.1: Maximum likelihood estimation results, based on the aggregated log-return time series $R_t^{(j)}$, with respective discretization step size $h = j \cdot (390)^{-1}$, for $j \in \{1, 5, 10, 15\}$.

| $R_t^{(j)}$ | $\hat{\alpha}$ | $\hat{\sigma}_T$ | $\hat{\alpha}$ |
|-------------|----------------|----------------|----------------|
| $R_t^{(1)}$; $h = (390)^{-1} = 2.564 \times 10^{-3}$ | 1.5132 | 0.0472 | 632.5659 |
| $R_t^{(5)}$; $h = 5(390)^{-1} = 0.0128$ | 1.4661 | 0.1010 | 124.6056 |
| $R_t^{(10)}$; $h = 10(390)^{-1} = 0.0256$ | 1.4531 | 0.1468 | 62.9701 |
| $R_t^{(15)}$; $h = 15(390)^{-1} = 0.0385$ | 1.4304 | 0.1959 | 36.6624 |
Table 6.2: Statistics values for the Kolmogorov-Smirnov (KS), Anderson-Darling (AD) and Modified Kolmogorov-Smirnov (MKS) tests, applied to four aggregated log returns of the Apple company stock market price, with their corresponding \( p \)-values (in parentheses).

|       | KS                          | AD                          | MKS                          |
|-------|-----------------------------|-----------------------------|------------------------------|
| \( R_t^{(1)}: H_0: \alpha = 2 \) | 0.1928(0.001) 48449.56(0.001) 239122.90(0.001) | \( R_t^{(1)}: H_0: \hat{\alpha} = 1.5132 \) | 0.1927(1) 49709.4 (1) 689.49(1) |
| \( R_t^{(5)}: H_0: \alpha = 2 \) | 0.1976(0.001) 9969.62(0.001) 24265.75(0.001) | \( R_t^{(5)}: H_0: \hat{\alpha} = 1.4661 \) | 0.1970(1) 10243.03(1) 306.73(1) |
| \( R_t^{(10)}: H_0: \alpha = 2 \) | 0.1840(0.001) 4344.31(0.001) 10202.57(0.001) | \( R_t^{(10)}: H_0: \hat{\alpha} = 1.4531 \) | 0.1836(1) 4514.39(1) 217.47(1) |
| \( R_t^{(15)}: H_0: \alpha = 2 \) | 0.1903(0.001) 3084.83(0.001) 5406.17(0.001) | \( R_t^{(15)}: H_0: \hat{\alpha} = 1.4304 \) | 0.1895(1) 3214.16(1) 175.30(1) |

Figure 6.4 shows the residuals obtained from the fitted Cosine model, for all four considered log-return time series. From the four panels of this figure, we can see that the Cosine process based on the original log-return time series \( R_t^{(1)} \) captures well the features of this data set. However, the one-minute log return time series with the smallest discretization step size also has the smallest standard deviation estimate and the smallest variation of the residual values. Table 6.1 presents the maximum likelihood estimation for the parameters of all four log return time series.

Table 6.2 presents the EDF tests given in Section 5.3 for the four log return time series. The statistical tests and their respective \( p \)-value (in parentheses) for testing hypotheses \( H_0 \) versus \( H_1 \), defined in expression (5.18) are in this table. For the EDF tests, the empirical distribution function is compared with the Gaussian one. This table also presents the corresponding statistics values when one considers the second hypotheses test defined as

\[
H_0 : \hat{\alpha} = \alpha_0 \quad \text{vs} \quad H_1 : \hat{\alpha} \neq \alpha_0, \tag{6.1}
\]

where \( \hat{\alpha} \) is the maximum likelihood estimate value, obtained from the procedure described in Section 5.1, for each log return time series. From the results in Table 6.2 one observes, from the two hypotheses tests, the four log return time series are considered to be best fitted by an \( \alpha \)-stable distribution with their respective \( \hat{\alpha} \) given in Table 6.1.
6.2 Cardiovascular Mortality in Los Angeles County

For this second data set, we consider the cardiovascular mortality in Los Angeles County (see [37]). This is a weekly time series from 1970 to 1979, with \( n = 508 \) observations. Since the period of this time series is 52 weeks over the 10-year period, its frequency is given by \( a = \frac{2\pi}{52} = 0.1208 \). Figure 6.5 shows the strong seasonal component in this series, corresponding to winter-summer variations and the downward trend in cardiovascular mortality.

In the analysis, we shall consider the Cosine process to adjust this data set. For the estimation procedure we consider the original time series \( X(t) \) and \( Y(t) \) resulting from two differentiations applied to the original one:

\[
Z(t) = X(t + 1) - X(t) \quad \text{and} \quad Y(t) = Z(t + 52) - Z(t). \tag{6.2}
\]

Figure 6.5(a) shows the original time series \( X(t) \), centered in its mean value while Figure 6.5(b) shows the twice-differenced time series \( Y(t) \) without the strong seasonality and the downward trend. Figures 6.5(c)-(d) present the normalized codifference for both time series \( X(t) \) and \( Y(t) \). From Figure 6.5(c) we see a strong seasonal component as well as the downward trend in the original time series.

Table 6.3 presents the maximum likelihood estimation for the parameters, for both times series \( X(t) \) and \( Y(t) \). Observe that the \( h \) value is obtained such that \( \hat{a} = 0.12 \).

We consider the goodness-of-fit tests given in Section 5.3 to analyze the appropriate adjustment for these data. Table 6.4 presents the four goodness-of-fit tests given in Section 5.3 applied to both the original and the twice-differenced time series for the cardiovascular mortality in Los Angeles County data set. This table considers the statistical tests with their respective \( p \)-values (in parentheses) for testing hypotheses \( H_0 \) versus \( H_1 \), defined in expression (5.18). It also presents the corresponding statistical values when one considers the second hypotheses test defined in equation (6.1), where \( \hat{\alpha} \) is the maximum likelihood estimate value, obtained from the procedure described in Section 5.1. From the results in Table 6.4 one observes that all four tests accepted the null hypothesis of a Gaussian distribution (\( \alpha = 2 \)). These all four tests also accepted the null hypothesis of \( \hat{\alpha} = 1.9861 \) (for \( X(t) \)) and \( \hat{\alpha} = 1.9998 \) (for \( Y(t) \)). Since these two maximum likelihood estimate values are very close to 2, the results indicate a Gaussian distribution.
Figure 6.5: Cardiovascular mortality in Los Angeles County: (a) Original time series $X(\cdot)$; (b) Twice-differenced time series $Y(\cdot)$; (c) Normalized empirical codifference function for $X(\cdot)$; (d) Normalized empirical codifference function for $Y(\cdot)$.

Table 6.3: Maximum likelihood estimation results for the original time series $X(\cdot)$ and the twice-differenced $Y(\cdot)$.

| $\hat{\alpha}$ | $\hat{\sigma}_\epsilon$ | $\hat{\sigma}$ |
|----------------|------------------------|----------------|
| $X(\cdot); h = 5.66$ | 1.9861                | 7.5509        |
| $Y(\cdot); h = 18$   | 1.9998                | 7.4668        |

7 Conclusions

In this work, we present a novel class of stochastic process that generalizes the Ornstein-Uhlenbeck processes. This novel class is hereafter called by Generalized Ornstein-Uhlenbeck Type Process and it is denoted by GOU type process. We consider them driven by several classes of noise process such as Brownian motion, symmetric $\alpha$-stable Lévy
motion, a Lévy process and a Poisson process. In Sections 2 and 3 we presented the main theoretical results, mainly, we set necessary and sufficient conditions, under the memory kernel function $\rho(\cdot)$, for the time-stationary and the Markov properties for these processes.

When the GOU type process is driven by a Lévy noise we proved it is infinitely divisible showing its generating triplet. Section 4 we dedicated to the presentation of several examples derived from the GOU type process: for each of them we showed some of their basic properties as well as some graphical time series realizations. These examples also presented their theoretical and empirical autocorrelation or normalized codifference functions depending on whether the process has a finite or infinite second moment.

Furthermore, Section 5 presented two estimation procedures: the classical maximum likelihood and the Bayesian estimation for the so-called Cosine process, a particular process in the class of GOU type processes presented in Examples 4.3 and 4.5: in Section 5.1 we considered the maximum likelihood estimation procedure for the Cosine process driven both by Brownian motion and symmetric $\alpha$-stable Lévy noise while in Section 5.2 we considered the Bayesian estimation procedure for the same Cosine process driven by the same two noise processes. For the Bayesian estimation method, we proposed a

Table 6.4: Statistics values for the Kolmogorov-Smirnov (KS), Anderson-Darling (AD), Modified Kolmogorov-Smirnov (MKS) and McCulloch (MC) tests, applied to both $X(t)$ and $Y(t)$ time series, with their corresponding $p$-values (in parentheses).

|        | KS             | AD              | MKS             | MC              |
|--------|----------------|-----------------|-----------------|-----------------|
| $X(\cdot)$: $H_0$: $\alpha = 2$ | 0.1013 (0.217) | 13.7358 (0.259) | 21.1807 (0.392) | 0.13 (0.983)    |
|        | $X(\cdot)$: $H_0$: $\hat{\alpha} = 1.9861$ | 0.1015 (0.379) | 13.8139 (0.495) | 21.2373 (0.354) | 0.105 (0.995)   |
| $Y(\cdot)$: $H_0$: $\alpha = 2$ | 0.1037 (0.176) | 12.8226 (0.14)  | 19.2001 (0.742) | 0.974 (0.071)   |
|        | $Y(\cdot)$: $H_0$: $\hat{\alpha} = 1.9998$ | 0.1037 (0.178) | 12.8234 (0.123) | 19.2015 (0.744) | 0.968 (0.046)   |
power series representation, based on Fox’s H-function, to better approximate the density function of a random variable \( \alpha \)-stable distributed. In Section 5.3 we present four goodness-of-fit tests (three of them from the EDF class and the McCulloch, 1986 test) for helping to decide which distribution best fits a particular data set.

Finally, in Section 6 we presented two applications of GOU type model: one is based on the Apple company stock market price data and the other is based on the cardiovascular mortality in Los Angeles County data. The first data set is a time series from January 04, 2010, to November 26, 2014, with an overall total of 481,650 observations. We considered four log-return time series: one-minute \( R_t^{(1)} \), five-minute \( R_t^{(5)} \), ten-minute \( R_t^{(10)} \) and fifteen-minute \( R_t^{(15)} \) log-returns. The maximum likelihood estimates for the stability index were, respectively, 1.5132, 1.4661, 1.4531, and 1.4304, and three EDF goodness-of-fit tests showed that the log-return time series are better fitted by a non-Gaussian \( \alpha \)-stable process. From the residual values obtained for the adjusted Cosine model, we concluded that the original log-return time series \( R_t^{(1)} \) captures well the features of this data set. This log-return time series has the smallest discretization step size and presented the smallest standard deviation estimate and the smallest variation of the residual values. The second data set is a weekly time series given the cardiovascular mortality in Los Angeles County from 1970 to 1979, with an overall total of 508 observations. We considered the original and the twice-differenced time series. The maximum likelihood estimate values for the stability index were, respectively, 1.9861 and 1.9998 that are both very close to 2. Four goodness-of-fit tests accepted the null hypothesis of a Gaussian distribution (\( \alpha = 2 \)). These all four tests also accepted the null hypothesis of \( \hat{\alpha} = 1.9861 \) (for the original time series) and \( \hat{\alpha} = 1.9998 \) (for the twice-differenced time series). These results indicate a Gaussian distribution. From the residual values obtained for the adjusted Cosine model, given in Example 4.3, we concluded that the twice-differenced time series has the smallest estimate value for the standard deviation and their residuals behave like a random noise around the zero mean value.
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