Gradient Flow Coupling in the SU(2) gauge theory with two adjoint fermions
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We study SU(2) gauge theory with two fermion flavors in the adjoint representation. Using a clover improved HEX smeared action and the gradient flow running coupling allows us to simulate with larger lattice size than before. We find an infrared fixed point after a continuum extrapolation in the range $4.3 \lesssim g^\ast \lesssim 4.8$. We also measure the mass anomalous dimension and find the value $0.25 \lesssim \gamma^\ast \lesssim 0.28$ at the fixed point.
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I. INTRODUCTION

The quantitative determination of the phase space of SU(N) gauge theories coupled to $N_f$ fermions in different representations of the gauge field provides a challenge in nonperturbative physics. The loss of asymptotic freedom when the number of fermion flavors is large can be understood perturbatively. Asymptotic freedom simply depends on the sign of the lowest order term in the perturbative expansion of the $\beta$-function \( \beta_1 \). Below the loss of asymptotic freedom there is a range of $N_f$ where the theory has a non-trivial infrared fixed point (IRFP). With a sufficiently small number of fermion flavors the model develops a chiral condensate, which dominates its infrared behavior. Whether the theory is chirally broken or has an IRFP depends on its behavior in the deep infrared where the coupling can be large. The question is therefore nonperturbative in nature.

The existence of gauge theories with significantly different dynamics from QCD has in the recent years generated significant interest. Infrared conformal models are also of interest for model building beyond the Standard Model. A good example is provided by technicolor theories, where the electroweak symmetry is broken by the formation of a chiral condensate in a strongly interacting sector \( \mathcal{2} \). Various approximations can be used to study the lower limit of the conformal window \( \mathcal{R} \), but lattice simulations provide the only first principles method of studying the nonperturbative dynamics of these theories.

In this work we study the SU(2) gauge theory coupled to 2 flavors of fermions transforming according to the adjoint representation of the gauge field. The model has been studied in previous works by several groups \( \mathcal{7} \) \( \mathcal{23} \). It is worth noting that results from this model can be used to constrain models with fermions in 2-index representations in a large $N_c$ approximation \( \mathcal{24} \). The model is likely to have an IRFP, but numerical estimates of scheme independent quantities such as the anomalous dimensions of the mass and the coupling carry large numerical and systematic uncertainties.

We employ the gradient flow method \( \mathcal{25} \) \( \mathcal{27} \) and measure the running coupling using a larger lattice size than before. We use the same action as in \( \mathcal{22} \), where the coupling was measured in the Schrödinger functional scheme. Since the two methods use different renormalization schemes, the values are not directly comparable. Scheme independent quantities, however, can be compared.

We measure the mass anomalous dimension at the fixed point indicated by the running of the gradient flow coupling using the data first reported in \( \mathcal{22} \). We find the value $\gamma^\ast \sim 0.27$. The result is larger than the one obtained in \( \mathcal{22} \), indicating systematic uncertainty, possibly due to the continuum extrapolation of the coupling. In section \( \mathcal{III} \) of this paper we introduce the model and describe the measurement of the running coupling. We describe the measurement of the mass anomalous dimension in section \( \mathcal{III} \) and conclude in section \( \mathcal{IV} \).

II. THE RUNNING COUPLING

We use a partially smeared Wilson plaquette action and the clover improved Wilson fermion action with hypercubic truncated stout smearing (HEX smearing) \( \mathcal{28} \) \( \mathcal{29} \). The smearing helps to reduce the discretization errors and allows simulations at larger couplings than an unsmeared action does \( \mathcal{17} \). The action is the same as in \( \mathcal{22} \).

The gauge action is a mixture of a single-plaquette Wilson action constructed out of smeared gauge field $V$ and unsmeared gauge field $U$:

$$ S_G = \beta_L \sum_{x, \mu < \nu} (1 - c_g) \mathcal{L}_{x, \mu \nu}(U) + c_g \mathcal{L}_{x, \mu \nu}(V) $$

where $\beta_L = 4/g_0^2$ and $\mathcal{L}_{x, \mu \nu}(U)$ is the Wilson gauge action for the field $U$. The properties of the gauge action
We define the quark mass $\kappa_c$ as the value of the parameter $\kappa$ where $M(t = L/2)$ vanishes. The values of $\kappa_c$ used in the simulations are given in table I.

We note that in addition to the clover term, there are order $a$ improvement terms that can be added to the action at the timelike boundaries of the lattice and to the axial current correlator $f_A$ [33]. Since we have chosen to use the tree-level value for the coefficient $c_{sw}$, improving the step scaling function only to the first order in $g^2$, we have consistently chosen to leave these improvements to the tree-level, where they have no effect.

The simulations are done using the hybrid Monte Carlo (HMC) algorithm with the 2nd order Omelyan integrator [34, 35] and the chronological initial condition for the fermion matrix inversion [36]. The length of the trajectory is fixed to 1 unit and the step size is tuned so that the acceptance rate is at least 80%. The measurements are taken after every trajectory and the numbers of trajectories generated using the largest lattice size are given in table I.

We consider lattices of size $V = (aN)^4 = L^4$ with Schrödinger functional boundary conditions. The spatial boundary conditions are periodic and at the $x_0 = 0$ and $x_0 = L$ time slices the spatial gauge links are set to $U_k(x) = 1$. The fermion fields are set to zero at the time boundaries and have twisted periodic boundary conditions in the spacial directions:

$$\psi(x + L\hat{k}) = e^{i\pi/5}\psi(x).$$  \hspace{1cm} (4)

The gradient flow coupling is defined by the action of a gauge field smoothed by a trivializing flow [25–27, 37]. We define the field $B_{t,\mu}$ by the flow equation

$$\partial_t B_{t,\mu} = -\delta S_G / \delta B_{t,\mu},$$  \hspace{1cm} (5)

$$B_{0,\mu} = A_\mu,$$  \hspace{1cm} (6)

where $S_G$ is the action in equation 1 with the gauge field replaced by the flow field $B_{t,\mu}$. The coupling is then given by

$$g^2 = t^2 \langle E(t) \rangle / N(t,a/L),$$  \hspace{1cm} (7)

$$\langle E(t) \rangle = \frac{1}{4} \langle G_{\mu\nu}(t) G_{\mu\nu}(t) \rangle.$$  \hspace{1cm} (8)

We use the clover definition for the observable $G_{\mu\nu}$.

The coefficient $N(t,a/L)$ is chosen so that the gradient flow coupling coincides with the bare coupling at tree-level for each lattice size. Since fermion loops do not affect the coupling at tree-level, it can be conveniently measured from pure gauge simulations. We measure $N(t,a/L)$ using 35 000 configurations with $\beta_L = 80$. The statistical error on the largest lattice is order per mille, and we include it in the analysis using the jackknife method described below.

We study the running of the coupling using finite size scaling. With the flow time fixed to $t = c^2L^2/8$ we vary lattice size $L$ and measure the response of the coupling. The change is quantified using the step scaling function [38]

$$\Sigma(u,a/L) = g^2(g_0,sL/a)\Big|_{g^2(g_0,L/a)=u}$$  \hspace{1cm} (9)

$$\sigma(u) = \lim_{a \to 0} \Sigma(u,a/L).$$  \hspace{1cm} (10)

In this study we choose $c = 0.4$ and $s = 2$.

Compared to the Schrödinger functional method, the gradient flow coupling tends to have good statistical accuracy allowing for shorter runs and larger lattice size. However, it tends to have long autocorrelation times. We

| $\beta_L$ | $\kappa_c$ | $aM(L/2)$ | $N_{traj}$ |
|----------|----------|----------|-----------|
| 8        | 0.125842 | -6.3(3)e-5 | 14647     |
| 4        | 0.127352 | 1(8)e-6    | 12961     |
| 2        | 0.132309 | -8(3)e-5   | 11797     |
| 1.5      | 0.136362 | -7.3(3)e-4 | 11026     |
| 1.3      | 0.13903  | -1.38(6)e-3| 10797     |
| 1.2      | 0.14073  | -1.60(8)e-3| 10048     |
| 1.1      | 0.142812 | -2.79(7)e-3| 9978      |

TABLE I. Parameter $\kappa$ used in the simulations, the PCAC mass at each $\beta_L = 4/g_0^2$ and the number of measurements performed on the largest lattice.
The measured coupling after each HMC trajectory and find an autocorrelation time of $\sim 20$. The values of the coupling and the autocorrelation times on the largest lattice are given in Table II. To propagate the error consistently we use the jackknife method with 40 blocks for each set of parameters, giving a block size significantly larger than the longest observed autocorrelation time.

We also note that, given the largest lattice sizes and couplings, topological freezing could be an issue. We measure the topological charge using the cooled gauge configurations at nonzero gradient flow time. After a period of thermalization, the topological charge settles to zero in all runs and never deviates for more than a couple of measurements. We include all generated configurations in the analysis.

The measured coupling is shown in Figure 1 as a function of the lattice size. It is clear from the figure that the coupling deviates significantly from the expected slow running on the coarsest lattice. The gradient flow coupling, as defined here, produces significant discretization effects at order $a^2$. Several ways of alleviating them have been studied in \cite{39,40} and \cite{41}. They also appear in the step scaling function at order $a^2$ and are removed by the continuum extrapolation. Higher order effects are small in comparison and cannot be distinguished from statistical errors at current accuracy.

### A. Interpolation in $g_0^2$

We use two different methods for taking the continuum limit. The first, the interpolation method, is more traditional and was first used in \cite{16}. It is based on parametrizing the data at each lattice size $L/a$ as a function of $g_0^2$ using an interpolating function. We fit the data to the polynomial function

$$g^2(g_0^2) = g_0^2 \left( 1 + \sum_{k=1}^{m} c_k g_0^{2k} \right)$$  \hspace{1cm} (11)$$

The order of the polynomial, $m = 6$, is found by minimizing the combined $\chi^2/d.o.f$ of the fit. This choice only leaves 1 degree of freedom per lattice size. The high dimension of the fit function is largely due to the quick deviation of the results from the coarsest lattice from the tree level. We study the robustness of the fit by also running the analysis with $m = 5$. The result is essentially unchanged and the difference is included in the reported systematic error. The combined $\chi^2/d.o.f$ of the fit is $\sim 1.5$.

The interpolating function allows us to calculate the step scaling function at any value of $u = g^2(g_0^2)$ and perform a continuum extrapolation using all the available lattice sizes. We expect the lowest order discretization errors to be order $a^2$ and fit the lattice step scaling function to

$$\Sigma(u, a/L) = \sigma(u) + c(u) \frac{a^2}{L^2}$$  \hspace{1cm} (12)$$

We show the continuum extrapolation on the left in Figure 2. While the scaling is steep, the second order fit describes the data through most of the fit range. However, the $\chi^2/d.o.f$ of the fit exceeds 1 at several points along the range, and has a maximum of 2.2 at $u = 4.6$. We have experimented with additional terms in the extrapolation, including term linear in $a$, but these are not favored by the data.

The systematic error of the continuum fit is estimated by excluding the smallest lattice size, $L = 6$ and by adding a third order term in the extrapolation. The continuum limit of the step scaling function is shown on the right in Figure 2 together with the result with the smallest lattice size excluded and the third order extrapolation. The different fits agree up to $g^2 \sim 5$. We find a fixed point at $g^2 \approx 4.6$. 

---

| $\beta L$ | $g^2$ | $\tau$ |
|----------|-------|-------|
| 8        | 0.569(2) | 19.66 |
| 4        | 1.194(5) | 6.115 |
| 2        | 2.42(1) | 9.328 |
| 1.5      | 3.30(2) | 10.48 |
| 1.3      | 3.93(3) | 12.51 |
| 1.2      | 4.30(4) | 14.02 |
| 1.1      | 4.73(5) | 19.06 |

Table II. The measured couplings and the autocorrelation times of the measurement and the number of measurements per jackknife block on the largest lattice size.

---

FIG. 1. The measured values of the gradient flow coupling against $L/a$ at different values of $\beta = 4/g_0^2$. The dashed line indicates the perturbative running coupling in continuum at $\beta = 4$ at $L/a = 24$. 

---

![Figure 1](image-url)
FIG. 2. Left: The continuum extrapolation of the step scaling function at a few values of $u = g^2$. Right: The scaled continuum step scaling function $\sigma(u, 2)/u$. The dashed line and the light green area depicts the second order continuum fit using all lattice sizes and the associated statistical error. The red curve with the red hashed area depicts the second order extrapolation with $L/a = 6$ excluded and the solid black curve with the light blue area gives the third order fit.

### B. Power Series Fit

The power series fit, also used in [22], allows us to leverage the data more efficiently. We represent the step scaling function and the discretization errors as a power series in $u$ and $a$ and fit to all lattice data simultaneously. Since the step scaling function at each lattice size is a smooth function of the renormalized coupling, we can use a polynomial function to represent it with a relatively small number of parameters. The method also allows us to use the known universal two loop expansion of the $\beta$ function.

The fit function has the form

$$
\frac{\sigma(u, 2)}{u} = 1 + \sum_{i=1}^{n} c_i u^i
$$

$$
\Sigma(u, 2, a/L) = \sigma(u, 2) + \sum_{k=2}^{n_a} f_k(u) \frac{a^k}{L^k}
$$

$$
f_k(u) = \sum_{i=1}^{n_k} c_{k,i} u^i.
$$

Here $c_i$ and $c_{k,i}$ are fit parameters. The fit can be further constrained by setting the parameters $c_1$ and $c_2$ to their known perturbative values.

In figure 3, we show the continuum step scaling function and the fit to the lattice results. The parameters $n$ and $n_k$ are chosen to minimize the $\chi^2/d.o.f$ of the fits and the fit is stable against variations of these parameters.

The first two panels in figure 3 show a constrained and an unconstrained fit with $n_a = 2$. The $\chi^2/d.o.f$ are $\sim 1.2$ and $\sim 1.5$ respectively and the statistical errors are found using the jackknife method. In both cases the running is slightly faster than perturbative below $g^2 = 3$. The running then becomes slower and there is an IRFP at $g^{*2} \approx 4.5(1)$. The fit shown in the third panel in figure 3 includes an $O(a^3)$ correction and the one in the fourth panel is done excluding the smallest lattice size. The $\chi^2/d.o.f$ values are $\sim 1.5$ and $\sim 0.8$ and the fits show a fixed point at $g^{*2} = 4.4(2)$ and $g^{*2} = 4.6(2)$ respectively.

As our final result for the location of the IRFP we quote the value obtained from the constrained power law fit with $n_a = 2$, $n = 5$ and $n_k^2 = 5$. $g^{*2} = 4.5(1)^{+0.3}_{-0.2}$. The first error is statistical and the second includes the range of results from different estimates of the continuum limit and from varying the parameters at each step. At the infrared fixed point, we find the anomalous dimension of the coupling,

$$
\gamma_g^* = \lim_{g \to g^*} \frac{\beta_g(g)}{g} = 0.3(0.05)^{+0.15}_{-0.08}.
$$

### III. THE MASS ANOMALOUS DIMENSION

In order to study the mass anomalous dimension in the gradient flow scheme we use the measurements first published in [22]. We summarize the method here and refer the interested reader to [22] and to [42, 43], where the method is described in more detail.

The mass anomalous dimension is measured from the running of the pseudoscalar density renormalization constant. It can be measured from the boundary to bulk
pseudoscalar correlator \( f_P(x) \) normalized by the boundary to boundary correlator \( f_1 \),
\[
Z_P(L) = \frac{\sqrt{3}f_1}{f_P(L/2)} \tag{14}
\]
The pseudoscalar step scaling function is then defined by
\[
\Sigma_P(u, 2, L/a) = \frac{Z_P(g_0^2, 2L/a)}{Z_P(g_0^2, L/a)} \bigg|_{g^2(0, L/a) = u} \tag{15}
\]
\[
\sigma_P(u, 2) = \lim_{a \to 0} \Sigma_P(u, 2, L/a) \tag{16}
\]
At the fixed point the pseudoscalar step scaling function is related to the mass anomalous dimension as
\[
\gamma^* = \tilde{\gamma}(g^{*2}), \quad \tilde{\gamma}(u) = -\frac{\log \sigma_P(u, 2)}{\log(2)} \tag{17}
\]
We use the interpolation method to take the continuum limit. First, we fit the pseudoscalar step scaling function to the interpolating function
\[
Z_P(g_0^2) = 1 + \sum_{k=1}^{m} c_k g_0^{2k} \tag{18}
\]
The \( \chi^2/d.o.f \) of the fit is minimized by \( m = 5 \) with the value \( \approx 0.930 \). The continuum limit is then found for each value of \( u \) by fitting to
\[
\gamma_L(u, 2, L/a) = \tilde{\gamma}(u, 2) + c(u) \frac{g^2}{L^2}, \tag{19}
\]
\[
\gamma_L(u, 2, L/a) = I - \frac{\log \Sigma_P(g_0^2, 2, L/a)}{\log(2)} \bigg|_{g^2(0, L/a) = u} \tag{20}
\]
The continuum limit of the scaled quantity \( \tilde{\gamma}(u) \) is shown in figure 3 along with the result form the largest lattice size. The continuum extrapolation is milder than for the step scaling function and the result at \( L/a = 12 \) agrees well with the continuum limit. The result follows the two loop perturbative result up to \( u = 2 \) and has a smaller value after that. At the fixed point we find the value \( \gamma^* = 0.263(4)^{+0.012}_{-0.015} \). The first error estimate is purely statistical and the second includes an estimate of systematic errors and the uncertainty of the location of the IRFP.

### IV. Conclusions

We have presented a lattice study of the SU(2) gauge theory with 2 flavors of fermions in the adjoint representation of the gauge group. We have measured both the running coupling and the mass anomalous dimension in the gradient flow scheme using the same lattice formulation of the theory as the one used in \[22\] to study the model in the Schrödinger functional scheme. The discretization effects present in the lattice model should therefore be the same in both studies and any difference should result from discretization effects and systematic errors in the measurables.

We have measured the coupling at a larger lattice size than before and as a result have a better control over the continuum limit. The definition of the gradient flow coupling used introduces a large discretization effect of order \( a^2 \). We observe steep approach to the continuum, but find that the \( O(a^2) \) extrapolation describes the data well and expect higher order effects to be small in comparison. Our results confirm the existence of an infrared fixed point and we find \( g^{*2} = 4.6^{+0.2}_{-0.3} \). A fixed point was also found in \[9, 12, 17\] and \[22\] in the Schrödinger functional scheme.

The mass anomalous dimension is a scheme independent quantity and can be compared between different studies. We find the value \( \gamma^* = 0.263^{+0.012}_{-0.015} \) at the fixed point. The value found in \[22\] is smaller, \( \gamma^* \approx 0.2 \pm 0.03 \). The behavior of the estimator \( \tilde{\gamma}(u) \) is similar in both studies and the difference likely arises from the uncertainty of the location of the IRFP. Our result is compatible with the value obtained in \[14\], \( \gamma^* = 0.31(6) \). In \[13\] \( \gamma^* = 0.37(2) \) was obtained using a different method.
ACKNOWLEDGMENTS

We thank K. Rummukainen and A. Ramos for useful discussion. This work is supported by the Danish National Research Foundation grant number DNRF:90. The simulations were performed on the k-computer at Riken AICS in Kobe, Japan.

[1] T. Banks and A. Zaks, Nucl. Phys. B 196, 189 (1982).
[2] S. Weinberg, Phys. Rev. D 19, 1277 (1979); L. Susskind, Phys. Rev. D 20, 2619 (1979).
[3] E. Eichten and K. D. Lane, Phys. Lett. B 90, 125 (1980).
[4] C. T. Hill and E. H. Simmons, Phys. Rept. 381, 235 (2003) [Erratum-ibid. 390, 553 (2004)] [arXiv:hep-ph/0203079].
[5] F. Sannino, arXiv:0804.0168 [hep-ph].
[6] F. Sannino and K. Tuominen, Phys. Rev. D 71 (2005) 051901 [hep-ph/0405209].
[7] S. Catterall and F. Sannino, Phys. Rev. D 76, 034504 (2007) [arXiv:0705.1664 [hep-lat]].
[8] A. J. Hietanen, J. Rantaharju, K. Rummukainen and K. Tuominen, JHEP 0905, 025 (2009) [arXiv:0812.1467 [hep-lat]].
[9] A. J. Hietanen, K. Rummukainen and K. Tuominen, Phys. Rev. D 80, 094504 (2009) [arXiv:0904.0864 [hep-lat]].
[10] L. Del Debbio, A. Patella and C. Pica, Phys. Rev. D 81, 094503 (2010) [arXiv:0905.2058 [hep-lat]].
[11] S. Catterall, J. Giedt, F. Sannino and J. Schneible, JHEP 0811 (2008) 009 [arXiv:0807.0792 [hep-lat]].
[12] F. Bursa, L. Del Debbio, L. Keegan, C. Pica and T. Pickup, Phys. Rev. D 81, 014505 (2010) [arXiv:0910.4535 [hep-ph]].
[13] L. Del Debbio, B. Lucini, A. Patella, C. Pica and A. Rago, Phys. Rev. D 80, 074507 (2009) [arXiv:0907.3896 [hep-lat]].
[14] L. Del Debbio, B. Lucini, A. Patella, C. Pica and A. Rago, Phys. Rev. D 82, 014510 (2010) [arXiv:1004.3206 [hep-lat]].
[15] L. Del Debbio, B. Lucini, A. Patella, C. Pica and A. Rago, Phys. Rev. D 82, 014509 (2010) [arXiv:1004.3197 [hep-lat]].
[16] F. Bursa, L. Del Debbio, D. Henty, E. Kerrane, B. Lucini, A. Patella, C. Pica and T. Pickup et al., Phys. Rev. D 84, 034506 (2011) [arXiv:1104.4301 [hep-lat]].
[17] T. DeGrand, Y. Shamir and B. Svetitsky, Phys. Rev. D 83, 074507 (2011) [arXiv:1102.2843 [hep-lat]].
[18] A. Patella, Phys. Rev. D 86, 025006 (2012) [arXiv:1204.4432 [hep-lat]].
[19] J. Giedt and E. Weinberg, Phys. Rev. D 85, 097503 (2012) [arXiv:1201.6262 [hep-lat]].
[20] J. Rantaharju, PoS Lattice 2013 (2014) 084 [arXiv:1311.3719 [hep-lat]].
[21] G. Bergner, P. Giudice, I. Montvay, G. Munster and S. Piemonte, arXiv:1511.05097 [hep-lat].
[22] J. Rantaharju, T. Rantalaaho, K. Rummukainen and K. Tuominen, arXiv:1510.03335 [hep-lat].
[23] L. Del Debbio, B. Lucini, A. Patella, C. Pica and A. Rago, Phys. Rev. D 93, no. 5, 054505 (2016) doi:10.1103/PhysRevD.93.054505 [arXiv:1512.08242 [hep-lat]].
[24] G. Bergner, T. A. Ryttov and F. Sannino, arXiv:1510.01763 [hep-th].
[25] M. Luscher, JHEP 1008 (2010) 071 [arXiv:1006.4518 [hep-lat]].
[26] M. Luscher and P. Weisz, JHEP 1102 (2011) 051 [arXiv:1101.0963 [hep-th]].
[27] Z. Fodor, K. Holland, J. Kuti, D. Nogradi and C. H. Wong, JHEP 1211, 007 (2012) [arXiv:1208.1051 [hep-lat]].
[28] S. Capitani, S. Durr and C. Hoelbling, JHEP 0611 (2006) 028 [hep-lat/0607006].
[29] Y. Shamir, B. Svetitsky and E. Yurkovsky, Phys. Rev. D 83, 097502 (2011) [arXiv:1012.2819 [hep-lat]].
[30] M. Luscher and P. Weisz, Nucl. Phys. B 479, 429 (1996) doi:10.1016/0550-3213(96)00448-8 [hep-lat/9606016].
[31] T. Karavirta, K. Tuominen, A. M. Mykkanen, J. Rantaharju and K. Rummukainen, PoS LATTICE 2010, 056 (2010) [arXiv:1011.2057 [hep-lat]].
[32] T. Karavirta, A. Mykkanen, J. Rantaharju, K. Rummukainen and K. Tuominen, JHEP 1106, 061 (2011) doi:10.1007/JHEP06(2011)061 [arXiv:1101.0154 [hep-lat]].
[33] M. Luscher and P. Weisz, Nucl. Phys. B 479, 429 (1996) doi:10.1016/0550-3213(96)00448-8 [hep-lat/9606016].
[34] I.P. Omelyan, I.M. Mryglod and R. Folk, Computer Physics Communications, Volume 151, Issue 3, 1 April 2003.
[35] T. Takaishi and P. de Forcrand, Phys. Rev. E 73, 036706 (2006) [hep-lat/0505020].
[36] R. C. Brower, T. Ivanenko, A. R. Levi and K. N. Orginos, Nucl. Phys. B 484, 353 (1997) [hep-lat/9509012].
[37] P. Fritzsch and A. Ramos, arXiv:1301.4388 [hep-lat].
[38] M. Luscher, R. Sommer, P. Weisz and U. Wolff, Nucl. Phys. B 413 481 (1994) [hep-lat/9309005].
[39] A. Cheng, A. Hasenfratz, Y. Liu, G. Petropoulos and D. Schaich, JHEP 1405, 137 (2014) doi:10.1007/JHEP05(2014)137 [arXiv:1404.0984 [hep-lat]].
[40] Z. Fodor, K. Holland, J. Kuti, S. Mondal, D. Nogradi and C. H. Wong, JHEP 1409, 018 (2014) doi:10.1007/JHEP09(2014)018 [arXiv:1406.0827 [hep-lat]].
[41] A. Ramos and S. Sint, arXiv:1508.05552 [hep-lat].
[42] M. Della Morte, R. Hoffmann, F. Knechtli, J. Rolf, R. Sommer, I. Wetzorke and U. Wolff [ALPHA Collaboration], Nucl. Phys. B 729, 117 (2005) [arXiv:hep-lat/0507035].
[43] S. Capitani, M. Luscher, R. Sommer and H. Wittig [ALPHA Collaboration], Nucl. Phys. B 544, 669 (1999) [arXiv:hep-lat/9810063].