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Abstract

This paper describes a novel design of a neural network-based speech generation model for learning prosodic representation. The problem of representation learning is formulated according to the information bottleneck (IB) principle. A modified VQ-VAE quantized layer is incorporated in the speech generation model to control the IB capacity and adjust the balance between reconstruction power and disentangle capability of the learned representation. The proposed model is able to learn word-level prosodic representations from speech data. With an optimized IB capacity, the learned representations not only are adequate to reconstruct the original speech but also can be used to transfer the prosody onto different textual content. Extensive results of the objective and subjective evaluation are presented to demonstrate the effect of IB capacity control, the effectiveness, and potential usage of the learned prosodic representation in controllable neural speech generation.

Index Terms: speech prosody, prosodic representation, information bottleneck principle

1. Introduction

Prosody is an essential component embedded in human speech. Carrying a full array of linguistic and paralinguistic functions, prosody manifests tone, stress, intonation, and rhythm of speech and contributes to naturalness, style, attitude, and emotion of speech [12]. Conventionally speech prosody has been studied through the analysis of pitch, intensity, and duration features, focusing on one or more specific functions of prosody. This approach does not provide a holistic representation of prosody for speech generation purposes. In recent years, neural network-based speech synthesis systems [3-5] show superior performance in terms of speech quality and naturalness and offer an effective approach to learning speech representations. The problem of prosodic representation learning has attracted particular attention in view of its potential use in prosody transfer and style control [6-9], prosody control [10].

Various approaches to unsupervised learning of prosodic representation have been proposed [6-9, 11-14]. In these studies, a neural network model is used to disentangle contributing factors of input speech and subsequently perform speech reconstruction from the disentangled factors. The prosodic representation is obtained as one of the learned factors, parallel with non-prosodic factors that correspond to content, speaker, channel, etc. In [12-15, 17], adversarial learning was applied to address the problem that the learned prosodic representation might contain substantial information related to non-prosodic factors. The use of an adversarial classifier requires the availability of the labels for one of the disentangled non-prosodic factors. The design of the adversarial classifier is specific to only one non-prosodic factor and can not be applied to other non-prosodic factors. Furthermore, the non-prosodic factors (e.g., speaker) might be related to prosody [15], while disentangling with an adversarial classifier might also result in low prosody information in the prosodic representation.

In the present study, prosodic representations learning is tackled from the perspective of information bottleneck (IB), by which a good representation is determined with the trade-off between its predictive/reconstructive power and compact representation [18]. We propose to define a good prosodic representation in three different aspects. First, it should have a good capability of capturing prosody-related information. It can reconstruct the reference speech conditioned on the other necessary factors (good reconstructive power). Second, the representation is expected to include as little as possible information about non-prosodic factors (compact representation). Third, the predicted prosodic representation should contribute to generating natural speech. The prosodic representations extracted from reference speech could be used to train a prosody predictor, which predicts the prosodic representation from the text. Specific speech generation applications (e.g., TTS) require appropriate and expressive prosody predicted from the text [10]. The predicted prosodic representation is expected to help improve the naturalness or expressiveness of the generated speech.

The contributions of this study are as follows: (1) the prosodic representation learning problem is formulated based on the IB principle; (2) a prosodic representation learning system with controllable IB capacity is developed; (3) subjective and objective evaluation results show that learned prosodic representations have good reconstructive power and can concisely capture prosody-related information by choosing appropriate IB capacity; (4) a machine-translation-based prosody predictor is proposed to realize text-to-prosody prediction. The predictor can generate prosodic representations for improving the naturalness of synthesized speech.

2. Problem Formulation

The IB principle aims to learn robust representation from data for a specific task, e.g., classification, auto-encoding [19]. Let \( Z \) denote the representation to be learned from data \( X \), and \( Y \) denote the task target\(^1\). The goal of learning is to maximize the mutual information between \( Z \) and \( Y \), and meanwhile, to discard irrelevant information about \( Y \) that might be present in the data \( X \). Let \( I(Z; Y) \) and \( I(X; Z) \) be the mutual information between \( Z \) and \( Y \) and between \( X \) and \( Z \) respectively. That is, the following objective function is to be maximized [18, 20, 21],

\[
I(Z; Y) - \beta I(X; Z) \tag{1}
\]

\(^1\)For auto-encoding, the task target \( Y \) is the same as \( X \).

\(^2\)In this paper, \( X, Y, Z, F \) are random variables and \( x, z, t \) are instances of random variables.
where $\beta$ is a Lagrange multiplier.

Recent studies [6][9][13] share similar strategies for learning prosodic representation $Z$ from speech data $X$. The learning model encodes input $X$ into prosodic representation $Z$, and reconstructs $X$ from $Z$ in conjunction with the representations of non-prosodic factors $F_i$, e.g., speaker, channel, speech content. Following the information bottleneck framework, prosodic representation learning is achieved by maximizing

$$I(Z; X | F_1, F_2, \ldots, F_n) − \beta I(X; Z).$$

With the first term in Equation 2 $Z$ is expected to have the capability of reconstructing $X$ given $F_i$. The second term in Equation 2 is introduced as a constraint to prevent $Z$ from being a direct copy of $X$. The present study is carried out with a single-speaker corpus, and it is assumed that content is the only non-prosodic factor needed.

The main challenge of applying the IB principle is on the computation of mutual information. Variational inference is regarded as a practical way to approximate the calculation [19]. In this study, variational inference is adopted to establish a lower bound on the IB objective function [19, 22] in Equation 2. Let $x$, $z$, and $t$ be the speech, prosodic representation, and content factor, respectively. $q_\phi(z|x)$ is the variational approximation of the true posterior $p_\theta(z|x)$, which is implemented by a reference encoder as described in subsection 3.1. The conditional probability $p_\theta(x|z,t)$ is modeled by a conditional decoder which aims to reconstruct speech (subsection 3.2). $p(z)$ is the variational approximation to the marginal distribution of $z$. The approximation of Equation 2 gives the objective function,

$$E_{q_\phi(z|x)}[\log p_\theta(x|z,t)] − \beta D_{KL}(q_\phi(z|x)||p(z)) \tag{3}$$

The first term in Equation 3 represents the reconstruction task. In the second term of Equation 3 $D_{KL}(q_\phi(z|x)||p(z))$ indicates the KL divergence between $q_\phi(z|x)$ and $p(z)$. The KL divergence $D_{KL}(q_\phi(z|x)||p(z))$, known as the IB capacity, is the upper bound of the mutual information $I(X; Z)$ in Equation 2 [23][24]. Control of information transmitted from speech to prosodic representation can be achieved by adjusting the IB capacity. With limited IB capacity, the prosodic representation is expected to contain mostly prosody information. As the IB capacity increases, information of other factors would be absorbed in the prosodic representation.

### 3. Model Design

The proposed system consists of a reference encoder and a conditional decoder, as shown in Figure 1. In the present study, the prosodic representation is learned at the word level. The reference encoder extracts a sequence of word-level prosodic representations with controlled IB capacity from an input mel-spectrogram. The conditional decoder reconstructs the mel-spectrogram from the prosodic representation.

#### 3.1. Reference Encoder

The reference encoder is made up of a feature extractor and a bottleneck layer. The feature extractor takes mel-spectrogram as input and generates word-level acoustic features. These features are processed by the bottleneck layer and encoded into a sequence of prosodic representations.

#### 3.1.1. Feature Extractor

The feature extractor contains four Feed-Forward Transformer (FFT) [25] blocks. Each FFT block consists of a self-attention [26] and a 1D convolutional network. The input mel-spectrogram is first added with sinusoid positional encoding, then passed through the feature extractor. The feature extractor outputs frame-level acoustic features. The frame-level features are aggregated to phoneme-level features by average pooling. In the same manner, the syllable and word-level acoustic features are obtained.

#### 3.1.2. Bottleneck Layer

The bottleneck layer takes word-level acoustic features as input and outputs prosodic representations. It aims to remove non-prosodic information (e.g., speaker, content, and channel). In [24], the bottleneck layer was implemented with the standard Variational AutoEncoder (VAE) [27]. However, this leads to a notorious issue when the bottleneck layer is trained on sequential data (e.g., speech or text): the output representation forgets all information regarding the data and has the identical distribution as the uninformative marginal prior, yielding the so-called KL vanishing problem [28]. In this paper, the bottleneck layer is implemented by a modified Vector Quantized VAE (VQ-VAE) quantized layer [29]. The VQ-VAE quantized layer has a deterministic latent representation and does not have the problem of KL vanishing. VQ-VAE realizes a bottleneck that quantizes input feature, directly limiting the amount of information embedded in learned representation. It learns a dictionary (codebook) $E \in \mathbb{R}^{K \times D}$, where $K$ is the dictionary size, and $D$ is the dimension of each code $e_i$. The continuous feature $x$ can be encoded as the discrete code $z$ using the nearest neighbor lookup. The variational posterior $q_k(z|x)$ is deterministic and defined as,

$$q_k(z = k|x) = \begin{cases} 1, & \text{for } k = \arg \min_k \|x - e_i\|_2, \\ 0, & \text{otherwise}. \end{cases} \tag{4}$$

The marginal distribution $p(z)$ based on variational approximation is assumed to be a simple uniform distribution. The KL divergence between $q_k(z|x)$ and $p(z)$ is equal to $\log K$.

The IB capacity of the VQ-VAE quantized layer (i.e., $\log K$) can be controlled by changing the dictionary size $K$. The larger the size $K$, the higher the IB capacity. However, increasing the dictionary size would cause the out-of-memory problem. The coding strategy in [30] was used to mitigate the mode collapse problem in VQ-VAE. It can increase the bottleneck IB capacity without taking up extra memory, but the IB capacity cannot be controlled and the coding strategy has not been used for learning prosodic representations. In this study, a novel prosodic representation learning system with controllable IB capacity is proposed.

The word-level prosodic representation can be encoded with multiple entries in the dictionary $E$. The acoustic feature $x \in \mathbb{R}^D$ is first divided equally into $G$ groups and arranged as a matrix $X' = [x_1, x_2, \ldots, x_j, \ldots, x_G] \in \mathbb{R}^{D/G \times G}$. Each column of $X'$ can be encoded by an integer index independently as the prosodic representation $z' = [z_1, z_2, \ldots, z_j, \ldots, z_G] \in \mathbb{Z}^{G \times G}$. The variational posterior distribution $q_k(z'\mid X')$ and marginal distribution $p(z')$ can be represented as,

$$q_k(z'\mid X') = q_k(z_1, z_2, \ldots, z_j, \ldots, z_G), \quad j = 1, \ldots, G \tag{5}$$

$$p(z') = p(z_1, z_2, \ldots, z_j, \ldots, z_G) = \prod_{j=1}^{G} p(z_j). \tag{6}$$
Then, the $D_{KL}(q_{\phi}(z' | X') || p(z'))$ can be derived as,

$$D_{KL}(q_{\phi}(z' | X') || p(z')) = \sum_{z'} q_{\phi}(z' | X') \log \frac{q_{\phi}(z' | X')}{p(z')}$$

$$= \sum_{y=1}^{N} \sum_{x=1}^{K} q_{\phi}(z_{y} | x_{g}) \log \frac{q_{\phi}(z_{y} | x_{g})}{p(z_{y})}$$

$$= G \log K. \quad (7)$$

In this paper, the group number $G$ is set as 2.

3.2. Conditional Decoder

The design of the conditional decoder follows the Fastspeech2 system with some adjustment. It comprises a text encoder and a speech decoder. The phone sequence is passed through the text encoder to obtain phone-level features. The word-level prosodic representations are up-sampled to match the granularity of phone level and concatenated to the phone-level features. The Length Regulator (LR) module further up-samples all phone-level features to frame-level features, which are presented to the speech decoder to generate mel-spectrogram. The phone-to-frame up-sampling operation requires phone duration information provided by forced alignment in the training stage. At the inference stage, the duration is predicted with a duration predictor.

4. Performance Evaluation

4.1. Experimental Setup

A series of experiments are carried out with the part of Blizzard 2013 English dataset. It contains approximately 57 hours of recordings covering a few non-fiction audiobooks in an expressive reading style. Phone-level time alignment and word-to-syllable conversion were performed using the Festival software toolkits. The Parallel WaveGAN vocoder is used to generate speech waveform from mel-spectrograms.

Different settings of IB capacities are experimented. The capacity is changed by varying the dictionary size $K$ as described in subsubsection 3.1.2. The dictionary sizes and corresponding IB capacities are shown in Table 1.

4.2. Reconstruction of Speech

In this task, the reference speech is reconstructed by the conditional decoder using the learned prosodic representations and the phone sequence from reference speech. The reconstruction performance reflects whether the learned prosodic representation carries enough prosody information. Four metrics that are related to prosody in the acoustic aspect, including Voicing Decision Error (VDE), Gross Pitch Error (GPE), F0 Frame Error (FFE), and Mel Cepstral distortion (MCD$_{22}$) are used to evaluate the reconstruction performance. The results are shown as in Table 2, where smaller values mean better performance. As the IB capacity is increased from 0nats to 8.31nats, the reconstruction performance improves. The values of all four metrics drop rapidly as the capacity starts to increase. This suggests that the information passed to the prosodic representation is most useful for reconstruction and highly related to speech prosody. As the capacity continues to increase, the degree of performance improvement becomes less significant. For the range of 6.93nats to 8.31nats, the GPE, FFE, MCD$_{22}$ fall slightly by 0.26%, 0.51%, and 0.09, respectively. It suggests that the information passed to the prosodic representation has a low correlation with prosody as the IB capacity is large. Readers are recommended to listen to demo examples.

| IB capacity(nats) | VDE(%) | GPE(%) | FFE(%) | MCD$_{22}$ |
|------------------|-------|-------|--------|-----------|
| 0                | 15.14 | 39.10 | 37.39  | 6.74      |
| 1.39             | 11.48 | 27.70 | 27.39  | 6.13      |
| 2.77             | 10.83 | 13.21 | 18.30  | 5.69      |
| 4.16             | 10.21 | 9.05  | 15.38  | 5.57      |
| 5.54             | 9.37  | 7.56  | 13.72  | 5.43      |
| 6.93             | 9.89  | 6.40  | 13.47  | 5.17      |
| 8.31             | 9.42  | 6.14  | 12.96  | 5.08      |

4.3. Mutual Information between Content and Prosodic Representation

In Section 3.2, it is noted that the IB capacity should be properly controlled to reach a balance between reconstruction per-
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performance and the efficacy of prosodic representation. Hence the mutual information between content and prosodic representation is evaluated. The phone embeddings in each word are aggregated to form a continuous-valued vector. The mutual information between this word-level vector and the respective prosodic representation is estimated by MINE [34]. The results of the evaluation are shown as in Figure 2. It can be seen that the mutual information increases mildly as the IB capacity is in the range of 0 to 5.54 nats, meaning that the prosodic representation does not entangle with much content information. The mutual information increases sharply as the IB capacity exceeds 5.54 nats. In this case, content information is leaked into the learned prosodic representation.

4.4. Cross-text Prosody Transfer

The efficacy of learned prosodic representation can be evaluated in cross-text prosody transfer, where speech is generated using the prosodic representation and a given phone sequence which is different from reference speech. If the prosodic representation is highly entangled with the content factor, the content of generated speech content would be corrupted. Subjective evaluation is highly entangled with the content factor, the content of generated speech content. The score ranges from “completely different” (1) to “completely same” (5). The other task was designed to evaluate the clearness of generated speech content. The score ranges from “completely unclear” (1) to “completely clear” (5) with five levels. The MOS result is shown as in Table 3. Compared to the case with no input to the conditional decoder (i.e., IB capacity of 0), the predicted prosodic representations with IB capacity greater than 0 could improve the naturalness of generated speech. The predicted prosodic representations with an IB capacity of 5.54 nats (dictionary size of 16) achieve the highest score among all settings. It suggests that with appropriate control of IB capacity, the predicted prosodic representation could help a TTS system improve the naturalness of output speech.

Table 3: Subjective evaluation scores of cross-text prosody transfer.

| IB capacity (nats) | prosody similarity | content clearness |
|-------------------|-------------------|-------------------|
| 0                 | 1.87 ± 0.73       | 3.61 ± 0.88       |
| 1.39              | 2.33 ± 0.84       | 3.53 ± 0.94       |
| 2.77              | 2.96 ± 0.82       | 3.50 ± 0.89       |
| 4.16              | 3.12 ± 0.86       | 3.49 ± 0.90       |
| 5.54              | 3.25 ± 0.84       | 3.49 ± 0.94       |
| 6.93              | 3.24 ± 0.86       | 3.23 ± 0.96       |
| 8.31              | 3.25 ± 0.89       | 3.17 ± 0.90       |

4.5. Predicting Prosodic Representation from Text

In a trained system for prosodic representation learning, prosodic representation can be extracted by the reference encoder. A prosody predictor is proposed to predict the prosodic representation given a text sequence. The input of the prosody predictor is given by the contextual embedding extracted from the BERT [35, 36], which incorporates rich syntactic and semantic information. The output of the prosody predictor is the prosodic representation. The prosody predictor model follows the transformer-based machine translation system [37] with both text and prosodic representation being discrete. The prosody predictor is trained with prosodic representations extracted with different IB capacities settings. The predicted prosodic representations are then passed to the conditional decoder to generate speech. A MOS test was carried out to evaluate the naturalness of generated speech. The score ranges from “completely unnatural” (1) to “completely natural” (5) with five levels. The MOS result is shown as in Table 4. Compared to the case with no input to the conditional decoder (i.e., IB capacity of 0), the predicted prosodic representations with IB capacity greater than 0 could improve the naturalness of generated speech. The predicted prosodic representations with an IB capacity of 5.54 nats (dictionary size of 16) achieve the highest score among all settings. It suggests that with appropriate control of IB capacity, the predicted prosodic representation could help a TTS system improve the naturalness of output speech.

Table 4: MOS test result.

| IB capacity (nats) | 0 | 1.39 | 2.77 | 4.16 | 5.54 | 6.93 | 8.31 |
|-------------------|---|------|------|------|------|------|------|
| MOS               | 3.75 | 3.79 | 3.80 | 3.87 | **3.93** | 3.92 | 3.85 |

5. Conclusions

The information bottleneck (IB) principle is applied to learning word-level prosodic representation from speech data. Through proper control of the IB capacity, the learned prosodic representations, on the one hand, are adequate for speech reconstruction and, on the other hand, compactly capture prosody-related information in speech. The predicted prosodic representation from the prosody predictor has shown the potential to improve the naturalness of speech for existing TTS systems. In our future work, speaker or channel factors will be investigated in the multi-speaker and multi-channel scenarios.
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