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ABSTRACT

Time-Frequency Distributions (TFDs) support the heart sound characterisation and classification in early cardiac screening. However, despite the frequent use of TFDs in signal analysis, no study comprehensively compared their performances on deep learning for automatic diagnosis. Furthermore, the combination of signal processing methods as inputs for Convolutional Neural Networks (CNNs) has been proved as a practical approach to increasing signal classification performance. Therefore, this study aimed to investigate the optimal use of TFD combined TFDs as input for CNNs. The presented results revealed that: 1) The transformation of the heart sound signal into the TF domain achieves higher classification performance than using of raw signals. Among the TFDs, the difference in the performance was slight for all the CNN models (within 1.3% in average accuracy). However, Continuous wavelet transform (CWT) and Chirplet transform (CT) outperformed the rest. 2) The appropriate increase of the CNN capacity and architecture optimisation can improve the performance, while the network architecture should not be overly complicated. Based on the ResNet or SEResNet family results, the increase in the number of parameters and the depth of the structure do not improve the performance apparently. 3) Combining TFDs as CNN inputs did not significantly improve the classification results. The findings of this study provided the knowledge for selecting TFDs as CNN input and designing CNN architecture for heart sound classification.

1. Introduction

Cardiovascular diseases (CVDs) refer to unhealthy conditions of the heart and related blood vessels [1], such as congenital heart disease, coronary artery disease, valvular heart disease, arrhythmias, heart failure, etc. According to the World Health Organization (WHO), CVDs are the leading causes of death, with a mortality rate of 32% of all global deaths [2]. Early screening and intervention can prevent CVDs from worsening into severe health issues. Auscultation is the most common and practical approach in early cardiac screening. The physician uses a stethoscope to listen to the heart sound of the patient and diagnose the heart conditions. However, it relies significantly on the medical staff’s clinical experience and listening ability. According to existing surveys, experienced cardiologists can distinguish pathological murmurs with about 80% accuracy, while inexperienced new physicians or trainees can distinguish them with less than 40% accuracy [3, 4]. On one side, misdiagnosis might occur and lead to serious health issues. On the other side, false-positive cases increase health costs because of further investigation, such as the electrocardiogram (ECG), cardiac ultrasound, computerised tomography, wasting medical resources, and reducing diagnostic efficiency for hospitals and medical staff.

Computer-aided heart sound analysis is a potential method to improve auscultation accuracy. It can overcome the clinical experience and listening limitation by using machine learning algorithms to learn the diagnostic ability on large amounts of data. The first published study on automatic heart sound classification can be traced back to 1963 when research used threshold to identify rheumatic heart disease [5]. Afterwards, more Machine Learning (ML) techniques have been explored, such as logistic regression [6], regression tree [7], K-nearest neighbours (KNN) [6, 8, 9], random forest [10], support vector machine (SVM) [6, 11, 12], hidden Markov model (HMM) [13], etc. Besides traditional ML approaches, neural network (NN) and its variants have also been applied to heart sound classification [14–16]. With the development of NN and advanced computing hardware, more dedicated and deeper NNs have been proposed, such as convolutional neural networks (CNNs). CNN focuses on image recognition; and recurrent neural network (RNN) is specialised in processing sequence data such as audio and text [17, 18]. Compared with traditional ML methods, deep learning algorithms can neglect manual feature extraction and use the raw signal as input with promising performance. After the 2016 PhysioNet/Computing in Cardiology (CinC) Challenge [19], using CNN or RNN to conduct heart sound classification became the mainstream approach [20–25].

Phonocardiogram (PCG) is the waveform of the heart sound captured by the acoustic sensors constituting the raw signal for the heart sound analysis as shown in Fig. 1a. For
healthy conditions, S1 and S2 are the two main components that represent the closure of mitral and tricuspid valves (S1) and the closure of aortic and pulmonic valves (S2), respectively. However, there could be murmurs in the waveform and according to their location and morphology, they can reflect different kinds of heart conditions. For instance, one can locate the aortic stenosis murmurs during the systole between S1 and S2. S3 and S4 are innocent components seen in children’s PCG signals but barely in adults. Since the PCG signals are low in frequency (below 70 Hz) and short in time (S1 approximate 120 ms and S2 approximate 100 ms), using time-domain representation only cannot reveal all the contained information. Therefore, in the heart sound analysis, the PCG signals are typically transformed into the time-frequency domain for better visualisation and processing, as shown in Fig. 1b for the case of the spectrogram.

![Spectrogram of the heart sound.](image)

**Figure 1**: (a) Visualisation of heart sound signal with its component locations. (b) Spectrogram of the heart sound.

Time-frequency distributions (TFDs) represent signals in the time and frequency domains, used in a wide range of signal analyses, such as optics, acoustics, and biomedicine [26]. For bio-signals, TFDs are used to analyse electroencephalography (EEG), electromyography (EMG), ECG, etc [27]. TFDs transform a 1-D signal in the time domain into a 2-D space, containing both time and frequency information. This transformation can provide a more intuitive visualisation of the frequency information. Furthermore, as inputs for CNNs, they can also reduce the difficulty of frequency information mining. For PCG classification, the murmurs are defined in time and frequency, therefore, the availability of this information to the classifier is a reasonable basis for improvement. The short-time Fourier transform (STFT) is the most commonly used transform, which is relatively simple to calculate. However, it cannot effectively track the abrupt changes because a trade-off is needed between the time and frequency windows’ size. This means that an increased time-domain resolution will worsen the resolution in the frequency domain and vice versa [28, 29]. The continuous wavelet transform (CWT) is another approach for time-frequency analysis. Compared with STFT, it can capture more local information by scaling and shifting the mother wavelet to fit the raw signal. This improves the resolution but could not provide greater frequency resolution at higher frequency bands [30]. However, due to the low-frequency characteristics of the heart sound, this drawback of CWT can be neglected. Thus, CWT is often used in PCG analysis [25, 31–33]. The Chirplet transform (CT) can be regarded as a generalisation of both STFT and CWT, including four parameters: time, frequency, scale, and chirp rate [29, 34, 35]. It also holds the advantage of detecting instantaneous frequency trajectory used in PCG analysis [34, 36]. In addition to the mentioned TFDs, Cohen’s class distributions such as Wigner-Ville distribution (WVD) and Choi-Williams distribution (CWD) were also applied in the heart sound analysis [37, 38]. They can provide higher resolution, but with cross-term issues (also known as interference terms). In [39], several TFDs were graphically compared and analysed on their ability to visualise PCG events.

With the development of computer vision, deep CNN is partially undertaking the analysis task to provide the auxiliary diagnosis. The TFDs were used as inputs to train the deep learning algorithms [20, 22–24, 40–44]. However, due to the different databases, inputs, and network architectures, it is unclear how selecting TFDs, and CNNs can affect heart sound classification. Furthermore, many studies have proved that combining different signal processing methods can improve classification performance [45–50]. Though, their combining methods differ significantly, including channel-wise stacking [48], spatial concatenation [45], hidden feature fusing [48–50] and input vector concatenation [51]. Among the combination methods, channel-wise stacking is the mainstream.

Nevertheless, this approach has received less attention in the heart sound classification field. Hence, it is necessary to investigate whether the channel-wise stacking method to combine the different TFDs can further improve the heart sound classification.

Overall, the aims of this study are: 1) to assess if the selection of the TFDs will affect heart sound classification; 2) to compare the performance of several state-of-the-art CNNs with different capacity, depth, and architecture, for different TFDs; 3) to ascertain if combined TFDs instead of single TFD as input can improve classification accuracy. Thus, the main contribution of this study is to provide insight into the selection of CNN inputs (in terms of TFDs) when designing heart sound classification methods.
2. Methodology

In this study, five TFD approaches were encompassed and compared as CNN inputs, including STFT, CWT, CT, WVD, and CWD. The CNN models were selected with different complexity and computing load, including MobileNetV3-Small/Large, ResNet-18/34/50, SEResNet-18/34/50, DenseNet-121/169. This section provides the theories and properties of the TFD methods. This section also includes a description of the CNNs models and experimental settings.

2.1. Time-frequency distribution Methods

1) Short-time Fourier transform

Fourier transform is a linear integral transform that converts the signal $x(t)$ from the time domain into the frequency domain $\hat{X}$. To provide simultaneous time and frequency information, STFT is applied with a sliding window function $\omega(t)$ on the signal conducting a fast Fourier transform (FFT) within the windows to determine the frequency variation over time. Eq. (1) defines the STFT:

$$\hat{X}_{STFT} = \int_{-\infty}^{\infty} w(t-\tau)x(\tau)e^{-j\omega t}\,d\tau$$

where the transform output $\hat{X}_{STFT}$ can be regarded as a time-dependent frequency spectrum (spectrogram), $t$ and $\omega$ are the time and frequency of the window function. The prerequisites of using STFT are signal stationarity within the window because burst or transient signals will significantly affect the performance. In this study, a Hann window of length 128 ms was applied. The overlap length was 125 ms, and the FFT was 512 samples long.

2) Continuous wavelet transform

Continuous wavelet transform (CWT) is another commonly used TFD that performs well in non-stationary signals such as EEG and ECG. It can extract better local information in both time and frequency domains. The CWT (scalogram) of signal $x(t)$ can be calculated as given in Eq. (2).

$$\hat{X}_{CWT} = \frac{1}{\sqrt{a}} \int_{-\infty}^{+\infty} x(t)\psi^a\left(\frac{t-\beta}{a}\right)\,dt$$

where $a$ is the scale parameter that is inversely related to the frequency, $\beta$ is the shifting parameter, $\psi^a(t)$ is the complex conjugate of the mother wavelet and $\psi^a(\frac{\cdot}{a})$ means the contracted and stretched mother wavelet for fitting the signal $x(t)$. In essence, the output of CWT is the convolution of the input signal with the mother wavelet. Thus, on the right-hand side equation, $X(t)$ and $\psi(\omega)$ are the Fourier transformed $x(t)$ and $\psi(t)$, respectively. Unlike STFT, which uses the same sliding window for all frequency bands, CWT can vary the window size by the scaling parameter. The mother wavelet is contracted when the scaling parameter is small, providing finer resolution. In contrast, the mother wavelet is stretched when the scaling parameter is large, providing coarser resolution. Because the scaling parameter can be regarded as the inverse frequency, the pseudo-frequency of the CWT can be approximated by Eq. (3):

$$f = \frac{f_m f_s}{a}$$

where $f_m$ is the centre frequency of the mother wavelet, $f_s$ is the sampling frequency, and $a$ stands for the scale. Ergen et al. showed that Morlet is the most appropriate mother wavelet for heart sound analysis; thus, it is also selected to generate CWT [25].

3) Chirplet transform

Chirplet transform (CT) can be regarded as an improved wavelet transform by further modifying the mother wavelet. It rotates the ‘wavelet’ in the time-frequency plane, which is equivalent to applying a nonnegative, symmetric, and normalized window $\omega_0(\omega)$ (usually a Gaussian window function) [52]. The output ‘chirplet’ is windowed ‘wavelet’ in scaling and time-shifting. In addition, another two parameters are introduced, chirping (frequency rotation operator) $\Phi^R(t)$ and frequency shifting $\Phi^M(t, t_0)$, calculated by Eq. (4):

$$\Phi^R(t) = e^{-jat^2/2}$$

$$\Phi^M(t, t_0) = e^{j\omega t_0}$$

where $j = \sqrt{-1}$, $a$ is chirp rate, and $t$ is time. The rotatory angle of the analytical associate of the signal is $\theta = \tan^{-1}(-a)$ and the shift in the frequency is from $\omega$ to $\omega + at_0$. The analytical associate $\tilde{z}(t)$ of the signal can be obtained by Hilbert transform. The chirplet transform of a signal $x(t)$ can be expressed as Eq. (5):

$$\hat{X}_{CT}(t_0, \omega, a) = \int_{-\infty}^{+\infty} \tilde{z}(t)W(\omega, t_0) e^{-j\omega t} dt$$

where $\omega$ is the frequency, $\tilde{z}(t) = z(t)\Phi^R(t)\Phi^M(t, t_0)$. The terminology of the rest variables is the same as above. This study applied a Gaussian window of 64 samples. The number of frequency axis points associated with the spectrum was set to 512.

4) Wigner-Ville distribution

Cohen’s class distributions are also known as bilinear or quadratic time-frequency distributions. Wigner–Ville distribution (WVD) is one of Cohen’s class’s most used distributions. As described, STFT needs to balance the time and frequency resolution; however, the bilinear time-frequency distributions, such as WVD, can offer excellent resolutions in the time and frequency domain without trade-offs. They convert the time and frequency of the signal into the complex conjugate signal to present the energy distribution, and their resolutions are only related to the signal length. The calculation of Cohen’s class distribution is given by Eq. (6):

$$C_x(t, f) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} A_x(\eta, \tau)\Phi(\eta, \tau) \exp(j2\pi(\eta t - f \tau))d\eta d\tau$$
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where \( A_s(n, τ) = \int_{-\infty}^{\infty} x(t + τ/2)x^*(t - τ/2)e^{-j2πfτ}dt \) is the ambiguity function and \( Φ(n, τ) \) is the kernel function (normally low-pass function) to reduce the noise. When \( Φ(n, τ) = 1 \) it is the WVD, expressed as in Eq. (7):

\[
\hat{X}_{WVD}(t, f) = \int_{-\infty}^{\infty} x(t + τ/2)x^*(t - τ/2)e^{-j2πfτ}dt \tag{7}
\]

Although WVD provides a better resolution of the signal TFD, it has the issue of cross-term (false indication of the existence of the signal components), which is a common problem of Cohen’s class distributions. Therefore, the smoothed pseudo-WVD was selected to reduce the cross-term issue in this study.

5) Choi-Williams distribution

The formal approach for reducing and eliminating the cross-term interference of Cohen’s class distributions is to select the appropriate kernel function. However, this may also corrupt the valuable information of the signal. Besides the pseudo-WVD, we also applied the Choi-Williams distribution (CWD) to allow comparison. The kernel function of the CWD is \( Φ(n, τ) = e^{-j(\partial τ^2)} \). In [38], they showed that when \( \partial = 3 \), the TFD can clearly show the time, frequency, and intensity of the heart sound component.

Before the generated TFDs inputting into the CNNs, the TFD settings were also manually checked the clarity of visualisation. Fig. 2 shows the generated TFDs from both healthy and unhealthy subjects.

![Figure 2: Visualisation of the generated TFDs. (Left) Healthy heart sound. (Right) Unhealthy heart sound.](image)

2.2. CNN Models

CNNs have developed rapidly since AlexNet surpassed the traditional methods by a large margin in ILSVRC2012, a visual recognition competition [53]. CNNs have numerous variants and differ in architecture, complexity, computation load, etc. To fairly evaluate and compare the performance of CNNs in this study, four types of CNN architectures are selected, including MobileNetV3 [54], ResNet [55], SEResNet [56], and DenseNet [57], as described below.

1) MobileNetV3

CNNs are composed of stacked convolutional blocks generally containing convolution, normalisation, and non-linear activation layers. The depth and width of CNNs have to be large to extract useful high-level visual features for prediction. However, the expensive computational load caused by the over-expansion of the CNN scale might be unaffordable for deploying such CNNs on either personal computers or mobile devices. Small-scale CNNs can alleviate the computational load but might decrease the network performance. Hence, efficient architecture design is crucial for CNNs to be deployed in mobile devices with satisfactory performance.

MobileNetV3, proposed in 2019, is a lightweight CNN architecture that enables accurate and efficient computation in mobile devices for visual recognition tasks. Till now, it has been proved that MobileNetV3 can work efficiently in many computer vision tasks, e.g., image classification, segmentation, detection, etc. Its efficient and accurate computation comes from some improvements, including depth-wise separable convolution, neural architecture searching (NAS) [58], NetAdapt [59], etc. In particular, depth-wise separable convolution is employed in all MobileNet series to reduce the number of trainable parameters by factorising traditional convolutions. NAS and NetAdapt are employed to optimise the network architecture at the block and layer levels. All these improvements make MobileNetV3 an efficient CNN architecture with fast interface time.

Besides, MobileNetV3 includes MobileNetV3-small and MobileNetV3-large, varying in depth and number of parameters. These two models have the fewest trainable parameters among all selected models in this study. Hence, MobileNetV3 acts as the baseline in this study for analysing the impact of model size in the heart sound classification.

2) ResNet

Increasing the depth can enhance CNNs’ capacity, but it will bring about the vanishing gradient problem when the networks are too deep. It means the gradient becomes infinitely small via the multiple multiplications during backward propagation. Consequently, when a model goes deeper, its performance reaches saturation and often drops rapidly. This problem, also known as model degradation, occurred before ResNet was proposed in 2015.

ResNet is one of the most novel architectures in CNNs. Its essential contribution is skip-connection, which enables deep training and dramatically alleviates the degradation problem. With the operation, the function of some redundant layers turns into identity mapping when the network saturates. The gradient of a layer thus can backwards propagate directly to its previous layer without shrinking.
Although many CNNs have been used in the heart sound classification field, there is still no evidence of whether a deeper network can improve the classification performance or decrease due to model degradation. Hence, ResNet-18/34/50 are selected in this study to analyse the network depth impact while alleviating the degradation.

3) DenseNet

As aforementioned, ResNet builds a direct connection to allow gradient propagation between two connected layers. DenseNet makes more dense connections between all layers. In other words, the input of one layer in DenseNet contains the inputs of all its preceding layers. The dense connection improves the flow of both features and gradients, making training deep neural networks easier. Furthermore, the deeper layers in a network can extract higher-level features, while lower-level features might also benefit the classification. The dense connection in DenseNet, combining features from all layers to form multi-scale convolutional feature maps, thus might help improve the heart sound classification. Notably, our study conducts experiments on DenseNet-121/169 which is affordable in terms of computational cost.

4) SEResNet

Squeeze-and-Excitation (SE) is a module that improves the network representations by modelling channel-wise interdependencies of convolutional features. It squeezes the convolutional features across the spatial dimension to produce a vector describing the channel-wise global distribution. The subsequent excitation assigns modulation weights for each channel to rescale the convolutional features.

SE can easily embed to most existing CNN structures, e.g., ResNet, VGG, MobileNet, ShuffleNet, etc., and improve their performance. However, it has not been experimented with whether SE can improve CNN performance in the heart sound classification yet. We, therefore, embed it to ResNet-18/34/50 to verify if SE can help CNNs achieve higher performance in this classification task.

5) CNN Summary

Table 1 lists the number of trainable parameters and multiply-accumulates (MACs) of all participated CNNs. By experimenting with all these CNNs, we can analyse the relationship between model capacity and classification performance in the PCG classification. Meanwhile, MACs, representing the computational cost for a CNN to process a single signal, can help find a trade-off between classification accuracy and computational cost. Besides, experiments on four kinds of network architectures can help discover whether some of them are more appropriate for this task.

### 2.3. Datasets & Pre-processing

The database used in this study was the PhysioNet database which consists of 3153 recordings, including 2488 normal and 665 abnormal cases. They were recorded by different teams using different electronic stethoscopes in both clinical and non-clinical settings. Because of the uncontrolled environment, the recording durations ranged from 5s to 120s. The subjects included children, adults, and the elderly. The abnormal cases involved various heart conditions, but the majority were coronary and valvular diseases (read more in [19]).

Referring to [60], the recordings were further segmented into 5s durations without pre-processing overlapping, generating 13015 segments (9857 normal and 3158 abnormal). Since the testing datasets were not included in the published Physionet challenge database, we randomly divided the generated segments into training, validation, and testing sets by 8 : 1 : 1. In all three sets, the distribution of the normal and abnormal segments retained approximately 3 : 1.

### 2.4. Training Settings

This study kept all the hyper-parameters consistent in all experiments for a fair comparison. The computer used one Nvidia Tesla V100 GPU card. The CNN training codes are implemented by Pytorch 1.9 [61]. All CNN backbones were implemented by the Timm library [62]. The training procedure was accelerated by automatic mixed precision (AMP) in Pytorch to save the computing memory. The results were obtained by averaging the measurements in 10 repeated experiments with different random seeds to make the comparison more convincing and alleviate randomness concerns.

The input signal images for CNNs were resized to a standard resolution of 224 × 224 in three channels (RGB), and the pixel values were normalised with zero mean and unit standard deviation. For raw signals and their log-scale form, their 2-D images were generated by projecting the sequential signal amplitude in y-axis, connecting neighboring points (equivalent to the “Plot” function), getting frame to obtain the waveform, and resizing the figure to standard resolution. Both single TFD and their combination were tested as CNN inputs. Specifically, we loaded three TFDs in greyscale and stacked the three greyscale inputs in channel dimension. The dimension of the combined TFDs is consistent with that of one single TFD, so no modification to the network architectures to fit the input size was needed.

The employed optimiser is Adamw with $10^{-2}$ weight decay. According to the cosine annealing decay schedule, the learning rate decays from an initial $10^{-2}$ to the minimum

---

**Table 1**

| Model                  | Params (M) | MACs (G) |
|------------------------|------------|----------|
| MobileNetV3-small      | 1.52       | 0.06     |
| MobileNetV3-large      | 4.20       | 0.22     |
| ResNet18               | 11.18      | 1.82     |
| ResNet34               | 21.29      | 3.67     |
| ResNet50               | 23.51      | 4.11     |
| SEResNet18             | 11.27      | 1.82     |
| SEResNet34             | 21.45      | 3.67     |
| SEResNet50             | 26.04      | 4.11     |
| DenseNet121            | 6.87       | 2.83     |
| DenseNet169            | 12.33      | 3.36     |
2.5. Performance Metrics

Accuracy is the key metric for evaluating the performance of a classification algorithm. However, the data structure in this study was not balanced (normal: abnormal is approximately 3 : 1), so the true positive rate (sensitivity, Se), true negative rate (specificity, Sp), and overall score (MAcc) were also calculated as in Eq. (8) to obtain balanced results.

\[
\begin{align*}
\text{Acc} &= \frac{TP + TN}{TP + FP + TN + FN} \\
\text{Se} &= \frac{TP}{TP + FN} \\
\text{Sp} &= \frac{TN}{TN + FP} \\
\text{MAcc} &= \frac{TP + SE + Sp}{2}
\end{align*}
\]

where TP (True Positive) and TN (True Negative) denote the correctly classified healthy and unhealthy condition cases, respectively. Similarly, FP (False Positive) and FN (False Negative) represents the false detection on the normal and abnormal sets, respectively. The overall score (MAcc) is the average of the Se and Sp.

2.6. Statistical Analysis

All CNNs were trained and tested ten times with different TFDs. In particular, the CNN training processes were set to be deterministic but with ten random seeds. The non-parametric test (Mann-Whitney U test) was conducted for statistical significance based on the experimental results. The p-value of the test can reveal whether a TFD or CNN outperforms the other objectively. If the p-value is more significant than 0.05, there is no significant difference between two TFDs or CNNs.

3. Results

3.1. TFD effects on the CNN performance

The overall performances (in MAcc, an average of 10 times) of the TFDs for 10 CNNs are illustrated in Fig. 3a. It revealed that transforming from the 1-D time domain to the 2-D time-frequency domain by TFDs can stably improve the classification performance. In particular, compared with the baseline (raw signal, 87.4%), the transform can improve the overall performance by up to 2.5%. Among the five TFDs, CWT and CT achieved around 89.9% average MAcc, surpassing the others by approximately 0.5 – 1.3% STFT and WVD achieved comparable MAcc of around 89.5%, slightly worse than CWT and CT. CWD performed the worst with 88.6%. Besides, it is worth noting that using a log-scaled raw signal can gain higher performance than the baseline raw signal, improving from 87.4% to 88.1% approximately.

Overall, CWT and CT were the two superior TFDs in our experiments, and there was no statistical difference between them (p = 0.815). STFT and WVD followed with trivial performance differences (p = 0.413). The p-values between CWT/CT and STFT/WVD were in the range of 0.012 to 0.035 in pair, indicating CWT/CT outperformed STFT/WVD statistically. CWD achieved slightly worse classification performance among the five TFDs, and its p-value concerning any other TFD was more petite than 0.001, indicating significant inferiority. Likewise, the baseline raw signal performed with the lowest MAcc, and its p-values concerning the others are all infinitely close to 0, indicating that using TFDs instead of the raw signal can improve the classification performance stably. Besides, the log-scaled raw signal achieved an intermediate performance between the baseline and the TFDs. Moreover, this can be proved objectively that its corresponding p-values approached 0 infinitely.

As aforementioned, the overall performance differences were found among the TFDs. It is worth noting that the differences are CNN model dependent. For example, Fig. 3b and Fig. 3c demonstrated the performances of ResNet18 and DenseNet121, respectively. It can be observed that the difference (> 1%) between STFT/WVD (MAcc: 89.47% / 89.96%) and CWT/CT (MAcc: 90.84% / 90.99%) existed for ResNet18. However, for DenseNet121, their performances were all around 90.8%, with differences smaller than 0.4%.

3.2. Comparison of the CNN performances

The overall performances (in MAcc, an average of 10 times) of 10 CNNs with all seven input types were illustrated...
in Fig. 4a. The models were sorted by the number of parameters from left to right. It can be observed that the lightweight MobileNets did not perform well, achieving approximately 87.50% MAcc. On the other hand, the performances of ResNet-18/34, SEResNet-18/34, and DenseNet121 were quite close, around 89.6% MAcc with differences below 0.4%. DenseNet169 outperformed all the others slightly and achieved 90.17% MAcc. Besides, ResNet50 and SEResNet50 using bottleneck block architecture achieved an unsatisfactory performance of around 88.5%.

Besides the overall performance of 10 CNNs, raw signal and CT performances were visualised on these CNNs as presented in Fig. 4b. The visualisation revealed the difference between raw signal and CT, but presented different relationships between CNNs. For example, when using raw signal, DenseNet169 achieved the highest performance, 88.60%. But when using CT, it performed slightly worse than ResNet-18/34 or SEResNet-18/34 (DenseNet169: 90.60%, others: approximately 90.90%). Fig. 4c represents the overall performance using a surface plot.

3.3. Effect of combined TFDs as CNN Input

As described in Section 3.1, there was no apparent difference in the CNN performance using the TFDs except that CWD performed slightly worse. Since the TFDs transform the raw signals into different time-frequency domains, it is meaningful to analyse whether combining TFDs can improve CNN performances. Therefore, experiments were conducted on various channel-wise combinations of different TFDs as the inputs for CNNs. Notably, three CNNs representing three different network architectures with higher depth and better performance in Section 3.2 were selected, including ResNet34, SEResNet34 and DenseNet169, to analyze the effect of the TFD combinations. MobileNets were not included because of the slightly worse performance and shallower architectures had no advantage in fitting more information. Although SE/ResNet50 were deeper in architectures, they were not selected due to poorer performance compared with SE/ResNet34. As aforementioned in Section 2.4, three out of the four TFDs (except CWD) are stacked in channel dimension to form the combined TFDs. Table 2 lists the performances (10 times average, sensitivity, specificity, and MAcc, respectively) of three CNNs using different single or combined TFDs. The results showed that combining input did not improve classification performance.

4. Discussion

This study compared several commonly used TFDs to classify the heart sound signals on ten mainstream CNNs and explored using combined TFDs as inputs to improve the classification performance. In previous heart sound analysis studies, TFDs were only discussed for providing better human visualisation or more comprehensive information. They were used individually as CNN inputs in the classification, while no study has objectively compared and analysed their performance under different CNNs. Computer-aided analysis for heart sound is the future trend that shows the potential to overcome the physician’s clinical experience and listening limitation, providing a more accurate and robust diagnosis. Thus, it is reasonably necessary to know if and how the
selection of the TFDs will affect the CNN performance. This study filled this gap and researched the input and model selection. The results revealed that using log-scale for the raw signal as input in the time domain can improve classification performance with approximately 1−2% in MAcc on MobileNetV3 but a trivial increase (< 1%) on deeper networks. On almost all the models, converting the heart sound signal from the time domain into the time-frequency domain by TFDs can improve classification performance by approximately 2.3% in MAcc.

Furthermore, the selection of TFDs was not decisive on the heart sound classification, but it will still affect the performance. As illustrated in Section 3.1, where we compared all TFDs, CT and CWT are the two superior TFDs that outperformed STFT and WVD by a small margin and outperformed CWD. We assume that the slightly worse performance (< 1% than the rest TFDs) of CWD is due to the parameter setting δ of its kernel function. Although [38] claimed that δ = 3 could provide better resolution, it may filter out useful information. Moreover, due to the different heart sound recording settings, a suitable δ may be further discussed. Even though TFDs were obtained by different mathematical calculations with different visual representations, as shown in Fig. 2, the hidden information provided was similar. Their morphological differences decrease significantly as CNN input with lower resolution (224×224), resulting in similar classification performances. Nevertheless, results suggest that CWT is more suitable than the rest TFDs as input for heart sound classification.

Secondly, the performances of different CNNs concerning TFDs were compared. It has been observed that the increase of model capacity was necessary for classifying the 2D inputs since the lightweight MobileNetV3-small/large performed worse than the other models with more parameters. However, only increasing the depth or the parameter number of CNNs without changing architecture does not guarantee a better result. This can be observed from ResNet and SEResNet family as in Fig. 4, that their classification performance remains the same when increasing depth from 18 to 34 (within 0.15% difference in MAcc, p ≤ 0.313). Meanwhile, their performance significantly drops when increasing the depth from 34 to 50 for the two CNNs. This drop may come from the convolutional block. It changes from basic to bottleneck, where the convolutional features lose effectivity in deeper layers. SE was an approach to improve network performance, while there was no observed improvement in this study. This may be due to no extra valuable features were extracted by squeezing the convolutional features across the spatial dimension.

Furthermore, DenseNet-121/169 with fewer parameters achieve comparable performance to ResNet or SEResNet. It indicates that the dense layer-wise connection in DenseNet combining multi-scale convolutional features might benefit the heart sound classification. Based on the findings above, we conclude that increasing CNN capacity appropriately and extracting multi-scale convolutional features are two significant factors for improving CNNs performance in classifying 2D heart sound signals. Although MobileNetV3 achieved lower performance than the other more extensive networks (< 3% lower in MAcc), it costs much less computational resources as listed in Table 1. This indicates that some tiny networks like MobileNetV3 can perform heart sound classification in portable devices. In contrast, the other more extensive networks are more suitable for deploying in medical institutes or high-performance computing devices.

Thirdly, we explored the TFD combinations on three CNN models, including ResNet34, SEResNet34, and DenseNet169. The TFDs selected included CT, CWT, STFT, and WVD, while CWD was excluded due to its worse performance. The combination was implemented by placing three out of the four selected TFDs in the three channels of the input image for CNNs. The results in Table 2 indicate that the combination methods did not yield better performance than using single TFD for all selected CNNs. The lack of improvement can be explained by the fact that the TFD representations as CNN inputs were similar and sometimes overlapped; thus, the combined TFDs cannot provide extra helpful information than a single TFD. Although the combination of TFDs did not improve the heart sound classification performance visibly, the performance of the CNNs and TFDs in this study is still considerable. Compared with rank 1 (0.8602 in MAcc) in the 2016 PhysioNet/Computing in Cardiology (CinC) Challenge, the performance in this study

### Table 2

Comparison of classification performance (%) between combined TFDs and single TFD (an average of 10 times).

| Model         | Combined vs. Single | Se    | Sp    | MAcc  |
|---------------|---------------------|-------|-------|-------|
|               | CT                  |       |       |       |
| ResNet34      | ✓ ✓                  | 85.83 | 95.97 | 90.90 |
|               | ✓ ✓                  | 83.85 | 95.97 | 89.80 |
|               | ✓ ✓                  | 84.17 | 95.65 | 89.91 |
|               | ✓ ✓                  | 84.81 | 95.49 | 90.15 |
|               | ✓ ✓                  | 85.51 | 95.24 | 90.38 |
|               | ✓ ✓                  | 86.11 | 95.37 | 90.74 |
|               | ✓ ✓                  | 83.44 | 94.94 | 89.19 |
|               | ✓ ✓                  | 85.80 | 95.41 | 90.61 |
| SEResNet34    | ✓ ✓                  | 86.51 | 96.27 | 90.94 |
|               | ✓ ✓                  | 85.86 | 95.91 | 90.89 |
|               | ✓ ✓                  | 83.50 | 95.56 | 89.53 |
|               | ✓ ✓                  | 84.33 | 95.56 | 89.94 |
|               | ✓ ✓                  | 86.50 | 95.35 | 90.93 |
|               | ✓ ✓                  | 86.31 | 95.91 | 91.11 |
|               | ✓ ✓                  | 83.85 | 95.32 | 89.59 |
|               | ✓ ✓                  | 84.52 | 95.50 | 90.01 |
| DenseNet169   | ✓ ✓                  | 85.76 | 95.44 | 90.60 |
|               | ✓ ✓                  | 86.11 | 95.73 | 90.92 |
|               | ✓ ✓                  | 87.29 | 96.22 | 91.76 |
|               | ✓ ✓                  | 85.25 | 95.56 | 90.41 |
|               | ✓ ✓                  | 85.92 | 96.37 | 91.14 |
|               | ✓ ✓                  | 85.57 | 96.29 | 90.93 |
|               | ✓ ✓                  | 85.89 | 95.79 | 90.84 |
|               | ✓ ✓                  | 86.66 | 96.31 | 91.48 |
(approximately 0.9 in MAcc) is higher. This showed that using the appropriate TFD and deep learning model is the optimum approach for heart sound classification.

5. Conclusion

This study revealed that when using CNN models to identify heart sound, it is beneficial to convert the raw signal from the time domain into the time-frequency domain, providing more comprehensive information to improve classification performance. Using TFDs can alleviate the need for training deeper CNNs to achieve identical performance. The effect of selecting time-frequency representations is not apparent for CNNs though they are different in human visualisation; we recommend CWT due to its stable performance in this study, generality, and understandability. For the CNN models, small-scale CNNs cannot perform as well as large-scale models (approximately 2–3% less in MAcc), but they showed potential for embedded or portable devices. Among the mainstream large-scale CNN models, only increasing the depth or the parameter number is unnecessary for performance improvement and may even cause effectiveness loss. The exploration of combining TFDs in the channel dimension as CNN input did not show improvement.
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