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SUMMARY

The cerebellum has a distinctive circuit architecture comprising the majority of neurons in the brain. Marr-Albus theory and more recent extensions1–4 demonstrate the utility of this architecture for particular types of learning tasks related to the separation of input patterns. However, it is unclear how the circuit architecture facilitates known functional roles of the cerebellum. In particular, the cerebellum is critically involved in refining motor plans even during the ongoing execution of the associated movement. Why would a cerebellar-like circuit architecture be effective at this type of ‘online’ learning problem? We build a mathematical theory, reinforced with computer simulations, that captures some of the particular difficulties associated with online learning tasks. For instance, synaptic plasticity responsible for learning during a movement only has access to a narrow time window of recent movement errors, whereas it ideally depends upon the entire trajectory of errors, from the movement’s start to its finish. The theory then demonstrates how the distinctive input expansion in the cerebellum, where mossy fibre signals are recoded in a much larger number of granule cells, mitigates the impact of such difficulties. As such, the energy cost of this large, seemingly redundantly connected circuit might be an inevitable cost of precise, fast, motor learning.
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Introduction

The cerebellar cortex has a very distinct circuit architecture characterised by a large ‘input expansion’: each mossy fibre input typically projects to 250 granule cells, a population that comprises more than half of the neurons in the brain.5 Why? This question has spurred a long line of scientific studies. A notable proposed justification for this architecture comes in the form of Marr-Albus theory1, 2 Marr, Albus, and more recent scientists, have shown how this expansion facilitates ‘pattern separation’.4, 6, 7 That is, large numbers of highly overlapping cerebellar inputs corresponding to distinct but correlated stimuli, can be accurately resolved into less-correlated patterns of cerebellar output, facilitating distinct behavioural responses. Marr-Albus theory remains highly influential, despite its age.8

Marr-Albus theory predicted that the granule cell layer activity would be highly sparse, with only around 5 − 10% of granule cells active at a time.1, 2, 9–11 Yet, recent experimental studies have found dense granule cell layer activity in motor control tasks12–16 questioning classic theories. Furthermore, there is a gap between the proposed functional role of pattern separation, and the actual functional roles that the cerebellum is known to be involved in. We know that cerebellar involvement is necessary for the precise execution and real-time calibration of movements17, 18 but not if or how a pattern separation module is useful for this.19

We bridge this gap by building an alternative theoretical account that justifies how the cerebellar input expansion facilitates online motor learning. We start by considering an influential model of motor control first proposed by Kawato et al.19 although our results are not specific to the model. Here, the cerebral sensorimotor cortex produces an approximate motor command, which is refined by cerebellar input. Cerebellar processing of motor commands is continually adapted based upon ongoing sensation of motor errors. Overall, the system allows motor commands to
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adapt on a fast timescale to new contexts that alter biomechanics (e.g. a sprained ankle or carrying an unusual object) that would otherwise result in motor errors. Conceptually, the cerebellum, in this setup, maintains a constantly updating inverse model of the musculoskeletal system: a prediction of which motor commands are required to effect a particular somatic movement. This inverse model allows the cerebellum to refine approximate motor commands sent by other brain areas to produce a desired movement.

There are limits to the efficacy of cerebellar adaptation in reducing motor errors using plausible plasticity rules, both within this model and in general. One issue is that perfect adaptation would require information on the entire trajectory of movement errors, spanning the start and end of a movement. Biologically, information on movement errors seems to be restricted to a narrow time-window of the recent past, as only these movement errors are known to be within the receptive field of climbing fibres, whose complex spikes signal movement error and induce adaptation. Another is that information available to the cerebellum as a whole may not be available to each and every plasticising synapse, due to biophysical constraints on the speed and completeness of communication between synapses. We refer to erroneous adaptations arising from these two sources as ‘information errors’ and ‘learning rule errors’ respectively.

In this work, we mathematically formalise the effect of information errors and learning rule errors on the ability of plasticity rules in the cerebellum to accurately update inverse models of the musculoskeletal system. We analytically quantify how this effect changes within a cerebellar model as extra granule cells are introduced. We show that the effect of these learning error is reduced by the expansion, in such a way that the propensities to learn fast and accurately are simultaneously increased, agnostic to the particular set of movements being learned. Our analytic work is validated by numerical simulation using the model of. Furthermore, within our simulation framework we evaluate the effect of granule cell layer activity on learning performance, finding that these type of tasks benefit from dense activities. Overall, our work suggests that the distinctive, energetically expensive, ‘input expansion’ feature of the cerebellar architecture may represent an inevitable cost of fast, precise, motor learning.

Results

A standard model of cerebellar involvement in motor control

We consider a well studied model of motor control in which the motor cortex and cerebellum combine to produce precise motor commands that can adapt to changing circumstances such as performing new movements or compensating for musculoskeletal changes from growth or injury. In this model, part of the motor system, including the motor cortex, transforms upstream neural signals, corresponding to desired somatic movements, into motor commands. The motor system can modify its motor commands by taking into account sensory information on the mismatch between the desired and actual somatic positions and movements, using negative feedback (see Methods ).

Negative feedback cannot perfectly correct for mismatches between a planned and desired movement. Biophysical delays between a movement mismatch, its sensation, and its correction can destabilise the movements as an example, imagine the overbalancing of a novice balancing on a tightrope, and correcting for leftwards sway with delayed rightwards movement. Indeed, the uncontrolled oscillation is reminiscent of the movements of a patient with cerebellar damage. In this model of motor control, the cerebellum refines motor commands by supplementing the aforementioned reactive correction (negative feedback) with a learned, predictive correction. Imagine the tightrope walker, with practice, reacting to leftwards sway with a more nuanced correction that takes into account their future, desired, movement trajectory.

Concretely, we model the cerebellum as receiving information on a movement plan extending into the future, through its mossy fibre inputs. The neural representation of the planned movement at time \( t' \) is denoted \( r(t') \), and the plan must extend into the future by some timespan \( \Delta t_{f} \) and minimally include information on intermediate timepoints with some spacing \( \delta t_{f} \). Thus, the vector of all the \( I \) mossy fibre firing rates at time \( t \) is given (Figure 1A) as

\[
m(t) = [r(t), r(t + \delta t_{f}), \ldots, r(t + \Delta t_{f})]^T. \tag{1}
\]

The cerebellum must then transform its mossy fibre input into a (possibly imperfect) modification of the motor command generated by the motor cortex. The input is first recoded in the cerebellar granule layer, consisting of \( N \) granule cells. We model the firing rate \( h_{i}(t) \) of the \( i \)th granule cell as

\[
h_{i}(t) = \phi \left( \sum_{j=1}^{I} z_{ij} m_{j}(t) + b_{i}(t) \right), \tag{2}
\]

where \( \phi \) is the nonlinear activation function, and \( z_{ij} \) is the synaptic weight strength from the \( j \)th input mossy fibre to the \( i \)th granule cell. The actual firing rate of a granule cell, given a degree of synaptic input from the mossy fibres,
depends upon unmodelled factors such as inhibition from basket and stellate cells. Such factors are lumped in the bias term $b_i(t)$, which decreases with increasing constitutive inhibition. Granule cell activity then determines the firing rate of a single output Purkinje cell:

$$p(t) = \sum_{i=1}^{N} w_i(t) h_i(t) := w^T(t)h(t),$$

where $w(t)$ is the vector of synaptic weights connecting the purkinje cell to granule cells through the parallel fibres.

Plasticity in the parallel fibre synaptic weights $w(t)$ arises from real-time mismatch between the planned movement and sensory information on the actual movement, and acts to reduce mismatch on future instantiations of the movement.\[35\][36\][37\] Biologically, this plasticity is induced by complex spikes in the climbing fibres, which activate in a narrow time window (50-200ms) following movement errors. As such, we model the error signal available to induce plasticity as the aggregate mismatch over a narrow time window $\Delta t_e$ that terminates by an amount $\Delta t_r$ in the past, reflecting biophysical delays between movement error and consequent plasticity:

$$e(t) = \frac{1}{\Delta t_e} \int_{t-\Delta t_r-e_{t-\Delta t_r}}^{t} (r(t') - r(t)) dt'.$$

(4)

We don’t know the exact plasticity rules that transmute this error signal into cerebellar adaptation. Instead, we assume that biologically plausible learning rules equate to some form of imperfect gradient descent, regardless of mechanism.\[38\] As such we can model plasticity as a combination of gradient descent and a tunable degree of noise:

$$\delta w = -\gamma e(t) h(t - \Delta t_h) + \eta \epsilon$$

(5)

where $\epsilon$ denotes a normalised vector, $0 < \gamma \ll 1$ is the degree of plasticity in the gradient descent direction, $\Delta t_h$ is the delay between purkinje cell input and climbing fibre signal that leads to synaptic plasticity. Imperfections are modelled through a vector $\epsilon$, which is componentwise Gaussian. $\eta \epsilon$ is a multiplier determining the degree of this noise term. The effective signal-to-noise ratio is then $\frac{\gamma}{\eta}$, which is kept constant. Note that the gradient portion of this learning rule equates to the well-known LMS rule,\[39\] and is local in the sense that each synapse need only respond to its peri-synaptic firing rates.

**Motivating example**

We now simulate the summarised model, showing how ongoing cerebellar plasticity iteratively refines the motor commands underlying a repeatedly practiced movement, thus increasing movement precision over time. We will also highlight changes in the speed and precision of learning arising from changes in the number of granule cells.

We consider an arbitrary movement performed over a timespan $[0, T]$. Synaptic weights in the cerebellar module, which are randomly initialised (see Methods), update according to the learning rule of (5). As the cerebellar weights are changing while the movement is being actuated, there are two continuous dynamics processes one from synaptic plasticity and one from the musculoskeletal system. To avoid interference between the two processes, they must have different timescales. Synaptic plasticity occurs at a slower timescale than the dynamics of the system. Computer simulation requires that updates are temporally discretized with some small period $\delta t_e$. For details of the simulations see Methods.

Initially, only negative feedback modulating motor commands from the motor cortex ties the actual movement to the desired movement, resulting in high degrees of mismatch. Over time, cerebellar learning decreases the mismatch, by effectively learning a predictive model of appropriate motor command modulations in response to sensed mismatch. This is visible in Figure[1]\[1\]

How could one increase the effectiveness of a learning rule? Naively, one could increase the plasticity induced by a given error signal to speed learning (increasing $\gamma$ in[5]). We refer to this as increasing the gain of the learning rule. An excessive gain can, however, slow or destabilise learning: imperfections in the plasticity direction are amplified. So at any point there is an optimal gain, which decreases with the level of learning. We hypothesise that the optimal gain is impossible to accurately compute. It requires information on the second order terms at each time step.\[37\]

This implies the existence of a trade-off between learning speed and steady state loss. Learning speed quantifies how fast the loss can be reduced at initial parts of learning and steady state loss how good the performance is at the end of learning (see Figure[1]\[1\]C and Methods ). Excessive learning gain speeds initial learning, at the cost of steady state precision. Insufficient gain has the opposite effect (Figure[2]\[2\]B)).

In Figure[2]\[2\] we iteratively increase the number of granule cells, while keeping all other aspects of the learning task constant. Each new granule cell forms input connections with $K = 4$ randomly chosen input mossy fibres, and an

---
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Figure 1: System used to model the cerebellum for motor control and learning. A) Diagram of the modeled system for the trajectory tracking task. The controlled object is the musculoskeletal system that needs to produce the reference trajectory. The feedback controller represents the part of the motor system which generates an approximate motor command. The cerebellar network transforms a motor plan into a modulatory motor command. The sum of the two motor commands constitutes the total command sent to the controlled object. B) The cerebellar cortex network learns online during the movement by modifying the output weights according to the error information carried by the climbing fibres. We choose an LMS inspired learning rule given by eq (5). Initially the actual trajectory is far from the reference trajectory. As learning progresses, the two curves come closer together. C) The task loss $L[w]$ defined in eq (6) quantifies the error between the reference and actual trajectories over the whole movement, if the weights were fixed to some value $w$. We calculate the task loss after each weight update. The task loss decreases throughout the movement until it reaches a steady state value referred as the steady state loss. The learning speed quantifies how fast the task loss decreases initially.

output connection with the single purkinje cell (see Methods ). Remarkably, both the learning speed and the steady state loss improve, although this improvement saturates (Figure 2C and D)). Thus, on our minimal example, ‘excessive’ numbers of granule cells that are not strictly required for perfect task learning, nevertheless aid learning. Is this property generic? Why does it happen?

Sources of error in online motor learning

To answer the questions raised in the previous section, we need to consider exactly what makes the cerebellum’s job of online motor learning difficult in our model. We start by introducing a performance metric for the entire movement, which we call the task loss, and which depends upon the cerebellar synaptic weights:

$$L[w] = \frac{1}{2T} \int_{t=0}^{T} ||y(t; w) - r(t)||^2 dt.$$  

(6)

This is the performance metric that synaptic plasticity should act to minimise. However, evaluating the task loss at a point in time is unlikely as

1. it requires sensing of the entire movement trajectory.
2. any online synaptic plasticity rule, such as equation (5), precludes the weights from remaining constant over the entire movement trajectory.

Learning online, while performing the movement itself, introduces a narrow time window that severely limits the information available for synaptic plasticity mechanisms to appropriately adjust synaptic weights. As mentioned previously, we expect the climbing fibres to signal an analogue of the online error (equation (4)) to induce synaptic plasticity. As such, we assume that the performance metric that the cerebellum plausibly has access to is the squared magnitude of the online error, which we call the online loss:

\[
L_o[t; w] = \frac{1}{2(\Delta t_e)} \int_{t'=t-\Delta t_r-\Delta t_e}^{t-\Delta t_r} ||y(t'; w) - r(t')||^2_2 dt'.
\]

where \(\Delta t_e\) is the online loss time window, and \(\Delta t_r\) is the online loss delay time and \(y(t; w)\) is the actual trajectory produced by the musculoskeletal system. \(\Delta t_e\) is determined by how much memory of the error the motor system has access to and \(\Delta t_r\) is determined by reaction times, and delays in the error signals carried by the climbing fibres to the cerebellar cortex.\(^{38-40}\) Note that integrating the online loss over an excessive time window \(\Delta t_e\) is not necessarily desirable. The cerebellar synaptic weights are constantly changing, and as such online errors produced further in the past are less indicative of online errors that would be produced by the current system in the same setting.
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A synaptic plasticity rule looking to decrease the online loss $L^o$ may not effectively decrease the overall task loss $L$. We can quantify this. In general, the local direction of synaptic plasticity that maximally changes a loss function $L$ is known as the gradient of $L$, and is denoted $\nabla L$. A ‘perfect’ learning rule would satisfy

$$\delta w_t \propto -\nabla L[w_t]$$

(8)

Any other learning rule would decrease the loss function by a smaller amount, for any given overall degree of synaptic plasticity.

A cerebellar learning rule only has access to the online loss, hence, in the best case scenario such a rule would perfectly reduce the online loss $L^o$. In the sense of equation (8), we would have $\delta w_t \propto -\nabla L^o[w_t]$. Realistically, $\nabla L^o$ might be hard to compute and induce perfectly. As such, we model a generic, imperfect, cerebellar learning rule as

$$\delta w_t = -\gamma_t \nabla L^o_t + \eta^{lr}_t \hat{e}^{lr}_t.$$ 

(9)

where $\hat{\cdot}$ denotes a normalised vector, $\nabla L^o_t \equiv \nabla w L[\mathbf{w}_t]$ the online gradient. Here $\hat{e}^{lr}_t$ is a normalised vector of Gaussian random variables, representing generic imperfections in the learning rule. $\eta^{lr}_t$ is a tunable scalar representing the strength of these imperfections, and we refer collectively to $\eta^{lr}_t \hat{e}^{lr}_t$ as the learning rule error. $\gamma_t$ quantifies the proportion of a weight change in the direction of the online gradient; it quantifies the sensitivity of the learning system to error signal. We will refer to learning rules acting on the online error, and belonging to the family specified by equation (9), as online learning rules.

To what extent would an online learning rule effectively reduce the task loss? To answer this question, we can rewrite equation (9) in terms of the task loss. First note that

$$\nabla L^o_t = \gamma_t \nabla L_t + \eta^o_t \hat{e}^o_t.$$ 

(10)

where $\nabla L_t \equiv \nabla w L[\mathbf{w}_t]$ is the task gradient. Here, $\hat{e}^o_t$ represents the direction of discrepancy between the online and task gradients, and $\eta^o_t$ the magnitude. Together, $\eta^o_t \hat{e}^o_t$ is referred to as the online error. Thus, we can rewrite equation (9) as

$$\delta w_t = -\gamma_t (\gamma^o_t \nabla L_t + \eta^o_t \hat{e}^o_t) + \eta^{lr}_t \hat{e}^{lr}_t.$$ 

(11)

Figure 3B) illustrates the decomposition of the change in weights.

There are two circumstances in which an online learning rule would learn as well as one directly sensing the task loss. One is where the gradients of the online and task losses correspond, and thus $\eta^o \neq 0$. Another is where $\eta^o \neq 0$, but the direction of plasticity induced by the online error is benign: it doesn’t compromise improvements in task loss. More generally, we need to consider both the degree and destructiveness of the online error component in a learning rule.

Intuitively, for an imperfect learning rule, doubling the degree of plasticity would double both the degree of ‘good’ plasticity (in the direction of the task gradient) and ‘erroneous’ plasticity (from online and learning rule errors): the signal-to-noise ratio shouldn’t change. Hence, we define the quality of an online learning rule as

$$\sigma_t := \frac{\gamma_t}{\eta^{lr}_t},$$

(12)

and note that it is independent of the magnitude of plasticity in response to a given error signal. $\sigma_t$ quantifies the quality of the learning rule determined by the biophysical systems regulating synaptic plasticity.

Learning online with a biologically plausible learning rule introduces two types of error terms for learning: the online learning error and the learning rule error. These two errors capture the two sources of limitations for learning: the online learning error arises from having limited information on the task loss to determine the optimal plasticity direction, and the learning rule error captures the difficulty to produce synaptic plasticity in that optimal synaptic plasticity direction using a local learning rule.

The geometry of the loss landscape controls learning performance

How does a plasticity change as in (11) affect task performance? Consider a change in weights $\delta \mathbf{w}_t$ over the interval $\delta t$. Synaptic plasticity is a continuous process, however, for our analysis we have to discretize it. We assume that plasticity is in the same direction over the interval $\delta t$. Consider a $\delta \mathbf{w}_t$ given by (11), it leads to a change in task loss

$$\Delta L_t = L[\mathbf{w}_t + \delta \mathbf{w}_t] - L[\mathbf{w}_t]$$

(13)

The weight update is beneficial for learning if and only if $\Delta L_t$ is negative. The change in task loss $\Delta L_t$ is determined by the geometry of the loss landscape (i.e. the relation between the task loss and the weights). Indeed, using the Taylor expansion, we can write the change in task loss

$$\Delta L_t = \delta \mathbf{w}_t^T \nabla L_t + \frac{1}{2} \delta \mathbf{w}_t^T \nabla^2 L_t \delta \mathbf{w}_t + O(||\delta \mathbf{w}_t||^3)$$

(14)
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Figure 3: Online learning limits the amount of error information accessible for synaptic plasticity mechanisms to appropriately adjust synaptic weights. 

A) The task loss $L[w]$ measures the distance between the reference and actual trajectories over the whole movement. At some time $t$ during the movement (vertical line), the system only has access to the online loss $L^o[w_t,t]$, the distance between the two trajectories over a small window of time in the past (blue shaded region). B) The task loss gradient $-\nabla L_t$ and the online loss gradient $-\nabla L^o_t$ might not be in the same direction in weight space. We refer to the difference between the two as the online error direction $\hat{\epsilon}_t^o$. The difference between the direction of change in weights $\delta w_t$ and $-\nabla L^o_t$ is called the learning rule error direction $\hat{\epsilon}_t^{lr}$. The change in weights can be decomposed as in (11). 

C) Depiction of the projection of the learning rule error (on the left) and the online gradient (on the right) onto the hessian of the task loss. We use a simplified loss function of two weights. On the top, representation of the loss landscape where the z-axis corresponds to the task loss $L[w]$. Every point on the landscape corresponds to a different network state $w$ with task loss $L[w]$. On the bottom the bird-eye view of the loss landscape. The color represents the value of the task loss. Near a local minimum the loss landscape can be approximated by a quadratic function with constant hessian with two eigenvectors $v_i$ has a large eigenvalue $\lambda_i$ and $v_j$ has smaller eigenvalue $\lambda_j$ on the y and x directions respectively. The learning rule error $\hat{\epsilon}_t^{lr}$ is uncorrelated with the task loss. It can be modelled as a random vector that could be in any direction in weight space (top diagram). On expectation, $\hat{\epsilon}_t^{lr}$ projects evenly onto all the eigenvectors of the hessian (bottom diagram). Hence, on expectation its projection onto the hessian is equal to the average curvature. The online gradient, is not independent of the task loss. It projects more strongly onto directions of larger curvature. Hence its projection onto the hessian will be larger than the average curvature.

where $H_t = \nabla^2 L[w_t]$ is the hessian of the task loss and $O$ refers to the big O notation. The first term $\delta w_t^T \nabla L_t$ quantifies the effect of the slope $||\nabla L_t||$ of the loss landscape on learning. For learning to occur, the synaptic change must anti-correlate with the task gradient $\delta w_t^T \nabla L_t < 0$ The larger the slope, the larger change in task loss. The second term quantifies the effect of the curvature of the loss landscape. If $\delta w_t$ projects onto directions of positive (upward) curvature, the second term will be positive and slow down learning (make $\Delta L_t$ less negative).

How is the change in synaptic weights given by (11) affected by the geometry of the loss landscape? As $\Delta L_t$ depends on the particular direction of the learning rule error $\hat{\epsilon}_t^{lr}$, we look at the expectation over all the directions of $\hat{\epsilon}_t^{lr}$.
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For the first term, using the fact that the online error \( \hat{e}_t^{lr} \) is perpendicular to the task gradient \( \nabla L_t \) and that on expectation the learning rule error is uncorrelated to the task gradient \( \mathbb{E}[(\hat{e}_t^{lr})^T \nabla L_t] = 0 \) (see SI for full derivation), we get

\[
\mathbb{E}[\delta w_t^T \nabla L_t] = -\gamma_t \gamma_t^o ||\nabla L_t||
\]  

(15)

where \( \mathbb{E} \) denotes the expectation over all the possible directions of \( \hat{e}_t^{lr} \). Equation (15), indicates that the change in task loss benefits from a steep slope, large \( ||\nabla L_t|| \), and a small online learning error, large \( \gamma_t^o \).

For the second term, we can show that (see SI for full derivation)

\[
\mathbb{E} \left[ \frac{1}{2} \delta w_t^T H_t \delta w_t \right] = \frac{1}{2} \gamma_t^2 \left( \nabla L_t^o^T H_t \nabla L_t^o \right) + \frac{1}{2} (\eta_t^o)^2 \mathbb{E} \left[ (\hat{e}_t^{lr})^T H_t \hat{e}_t^{lr} \right]
\]  

(16)

These terms capture the degree of curvature of the task loss landscape in the direction of \( \nabla L_t^o \) and \( \hat{e}_t^{lr} \) (first and second term respectively) at the point in weight space \( w_t \). This quantity depends on the eigenvalues of the hessian \( H_t \) and how strongly \( \nabla L_t^o \) and \( \hat{e}_t^{lr} \) project onto the different eigenvectors of the Hessian. We can make this relationship concrete and approximate the dependency of the hessian projection terms on the eigenvalues of the Hessian (see SI).

The learning rule error \( \hat{e}_t^{lr} \) is uncorrelated with the task. Thus, on expectation it will project evenly onto the eigenvectors of the hessian (see box below). It follows that \( (\hat{e}_t^{lr})^T H_t \hat{e}_t^{lr} \) depends only on the average eigenvalue of the hessian (i.e. the average curvature)

\[
\mathbb{E}[(\hat{e}_t^{lr})^T H_t \hat{e}_t^{lr}] = \frac{Tr(H_t)}{N}
\]  

(17)

where \( N \) is the number of granule-cell-to-Purkinje-cell weights and \( Tr \) denotes the trace of a matrix (Figure 3C left).

Let \( \epsilon \) be a random vector uncorrelated with the task loss. Let \( \{\lambda_i, \tilde{v}_i\}, \quad i = 1, \ldots, N \) be the eigenvalue-eigenvector pairs of the hessian \( H_t \). By symmetry of \( H_t \), we can construct an orthonormal coordinate system from the eigenvectors of the hessian \( \tilde{v}_i \). On expectation, it projects evenly onto all directions of the eigenvectors \( \epsilon = \sum_{i=1}^{N} c \tilde{v}_i \). It follows that the projection onto the hessian

\[
\hat{e}^T H_t \hat{e} = \frac{\left( \sum_{i=1}^{N} c \tilde{v}_i^T \right) H_t \left( \sum_{i=1}^{N} c \tilde{v}_i \right)}{\sum_{i=1}^{N} c \tilde{v}_i^T \sum_{i=1}^{N} c \tilde{v}_i}
\]  

(18)

\[
= \frac{\sum c^2 \lambda_i}{\sum_{i=1}^{N} c^2 \tilde{v}_i^T \sum_{i=1}^{N} c \tilde{v}_i}
\]  

(19)

\[
= \frac{\sum \lambda_i}{N}
\]  

(20)

\[
= \frac{Tr(H_t)}{N}
\]  

(21)

where \( Tr() \) denotes the trace of a matrix. In the last line we used an algebraic property of the relationship of the eigenvalues of a matrix and its trace. Hence, a random vector, uncorrelated with the task loss, projects evenly onto all the eigenvectors of the hessian.

Its projection is onto the average curvature \( \frac{Tr(H_t)}{N} \).

Unlike the learning rule error, the online gradient \( \nabla L_t^o \) doesn’t project evenly onto the eigenvectors of the hessian \( H_t \) (see Figure 3C right). In fact, as \( \nabla L_t^o \) is a biased approximation of \( \nabla L_t \), it tends to project more strongly onto the directions of large curvature of the hessian. We can show that the hessian projection falls between two bounds (see SI for full analysis):

\[
\frac{Tr(H_t)}{N} \leq \nabla L_t^o^T H_t \nabla L_t^o \leq \frac{Tr(H_t^3)}{Tr(H_t^2)}
\]  

(22)

Where exactly \( \nabla L_t^o^T H_t \nabla L_t^o \) falls in the bounds depends on multiple factors: the weight state \( w_t \) and how close it is to a local minimum, and on \( \gamma_t^o \). If the online gradient were uncorrelated with the task gradient, the hessian projection would be closer to the lower bound. As \( \gamma_t^o \) increases, then \( \nabla L_t^o \) gets closer to \( \nabla L_t \) and \( \nabla L_t^o^T H_t \nabla L_t^o \) approaches the upper bound.
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Overall, the learning rule error and online error affect learning differently, as exhibited by the analysis of the geometry of the task loss. We can say that \( (\hat{\epsilon}_t^*)^T \mathbf{H}_t \hat{\epsilon}_t^* \) depends on the average curvature (Figure 3D). As opposed to \( \nabla L_t^2 : \mathbf{H}_t \nabla L_t^2 \) which depends on a biased measure of curvature of the task loss landscape. This biased measure depends on the spread of the eigenvalues of the hessian, the more spread the higher it is. Whence, the effect of the curvature on online learning depends on how skewed the curvature of the task loss.

Effect of granule cell layer expansion on learning parameters

We have presented a model for online learning in the cerebellar cortex in the context of motor control. Online learning with a biologically plausible learning rule introduces two different types of error. We have shown how the geometry of the task loss landscape affects learning. In this section, we show how the expansion from the mossy fibres to the granule cells affects the geometry of the loss landscape, in particular, the slope, the average curvature and the biased curvature.

Raman et al. showed that certain network expansions can increase learning performance in a theoretical setting [31]. To evaluate the effect of granule cell layer size, we look at a network expansion that adds granule cells. Let the original network have \( N \) granule cells and be in a network state determined by the output weights \( \mathbf{w} \).

The network expansion maintains the number of mossy fibre inputs \( I \) and increases the number of granule cells from \( N \) to \( \hat{N} \). This increases the input expansion ratio from \( N/I \) to \( \hat{N}/I \).

Let \( q := \frac{N}{\hat{N}} = \frac{\hat{N}}{N} \) be the expansion ratio, defined as the ratio between the input expansion ratios of the two networks. Each new granule cell forms connections with \( K = 4 \) randomly chosen input mossy fibres. Hence the input weight matrix of the expanded network \( \hat{Z} \in \mathbb{R}^{I \times \hat{N}} \) is composed of the initial weights matrix \( Z \) and added columns each with \( K \) non-zero elements.

Each added granule cell forms a connection with the output purkinje cell. We assume the new connections initially have zero weight. This guarantees that the expansion preserves the input-output properties of the cerebellar-like network.

Consider the system at some time \( t \), how are the online and task gradients modified with the expansion? The gradients depend both on the dynamics of the plant and the granule cell layer activity \( \mathbf{h} \) changes \( \mathbf{h}(t) = \phi(\hat{Z}^T \mathbf{m}(t) + \mathbf{b}) \).

Consider the system at some time \( t \), how are the online and task gradients modified with the expansion? The gradients depend both on the dynamics of the plant and the granule cell layer activity \( \mathbf{h} \) changes \( \mathbf{h}(t) = \phi(\hat{Z}^T \mathbf{m}(t) + \mathbf{b}) \).

Each added granule cell forms a connection with the output purkinje cell. We assume the new connections initially have zero weight. This guarantees that the expansion preserves the input-output properties of the cerebellar-like network.

The gradient norms increase with \( \sqrt{q} \). These results are backed by simulations (see SI Figure 1). The gradient norms increase with \( \sqrt{q} \). Hence, the slope of the task loss increases with the input expansion which facilitates learning.

Second, we consider the scaling of the hessian projection terms with the network expansion. In the previous section, we stated that the projection of the online gradient onto the hessian can be bound by \( Tr(\mathbf{H}_t) / N \) and \( Tr(\mathbf{H}_t^2) / Tr(\mathbf{H}_t^2) \) as in equation \( (22) \) and the learning rule error projection only depends on \( Tr(\mathbf{H}_t) / N \) (see [17]). Thus, it suffices to evaluate how these three terms are modified with the network expansion.

Like the gradient, the hessian depends on plant dynamics and the granule cell representation (see SI). Without knowing the plant dynamics we can’t calculate directly the projections in the initial and expanded network or the hessian but we can consider how the quantities change relatively with the expansion (see SI). We find that the average eigenvalue stays constant \( Tr(\mathbf{H}_t) / \hat{N} = Tr(\mathbf{H}_t) / N \) but the spread of the eigenvalues grows at most linearly \( \frac{Tr(\mathbf{H}_t)}{Tr(\mathbf{H}_t^2)} \leq \frac{\hat{N}}{N} \), \( Tr(\mathbf{H}_t^2) \).

Hence, the projection of the online gradient onto the hessian scales at most linearly with the network expansion.

\[
\nabla \hat{L}_t^2 : \mathbf{H}_t \nabla \hat{L}_t^2 = \zeta(q) \nabla L_t^2 : \mathbf{H}_t \nabla L_t^2 \\
\zeta(q) = c_q q^\rho, \quad 0 \leq \rho \leq 1
\]
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As mentioned in the previous section, $\gamma^q_t$ determines how close the projection is to the upper or lower bound. Hence, we expect $\rho$ to increase with $\gamma^q_t$. The more online error there is, the less accurate the online gradient approximation and the smaller $\rho$ is (see SI).

The hessian projection of the learning rule error $(\hat{\epsilon}_t^r)^T \mathbf{H}_t \hat{\epsilon}_t^r$ is equal to the average eigenvalue of the hessian (see (17)) which remains constant with the expansion

$$\mathbb{E}[(\hat{\epsilon}_t^r)^T \mathbf{H}_t \hat{\epsilon}_t^r] = \mathbb{E}[(\epsilon_t^r)^T \mathbf{H}_t \epsilon_t^r]$$

(27)

We find that adding granule cells increases the slope of the task loss and the biased curvature but maintains the average curvature constant. What are the implications of the scaling of these terms on learning performance?

| Quantity                        | Scaling function | Dependence on $q$ |
|---------------------------------|------------------|-------------------|
| $||\nabla L_t||$                 | $\alpha(q)$      | $\sqrt{q}$       |
| $||\nabla L_t^o||$              | $\beta(q)$       | $\sqrt{q}$       |
| $\nabla L_t^o \mathcal{T} \nabla L_t^o$ | $\zeta(q)$ | $\rho^q$, $0 \leq \rho \leq 1$ |
| $\mathbb{E}[(\hat{\epsilon}_t^r)^T \mathbf{H}_t \hat{\epsilon}_t^r]$ | 1                | $q^0$             |

Table 1: Summary of scaling of learning parameters with respect to network expansion ratio $q = \tilde{N}/N$.

Trade-off between learning speed and steady state loss

How do we quantify learning performance in the context of online motor learning? At initial stages of learning, the synaptic weights are not optimised for the task hence the task loss is relatively large. The larger the magnitude of the change in task loss $|\Delta L_t|$, the larger the decrease in task loss. As learning goes on, the task loss decreases and the weights approach a local minimum in the loss landscape. Closer to a local minimum, the change in task loss becomes smaller. At steady state, by definition, the task loss is constant on expectation and the change in task loss fluctuates around zero.

Both learning speed and steady state performance are important in the context of motor learning. Indeed, if the musculoskeletal plant or the environment change, the internal model in the cerebellum is not well adjusted leading to a large task loss. The cerebellum must adapt rapidly to this change which requires large learning speed. At the same time, to achieve accurate movement performance, it must reach a good steady state performance.

We can define the learning speed and steady state loss with respect to the change in task loss $\Delta L_t$. The learning speed for a change in weights $\delta \mathbf{w}_t$ over a time window $\delta t$ is defined as the change in task loss per time:

$$\nu_t = -\frac{\Delta L_t}{\delta t}$$

(28)

Using the results from the previous section we can write the expected learning speed

$$\mathbb{E}[\nu_t] = \frac{1}{\delta t} \left[ \gamma_t \gamma_t^o ||\nabla L_t|| - \frac{1}{2} \gamma_t^2 \nabla L_t^o \mathbf{T} \mathbf{H}_t \nabla L_t^o - \frac{1}{2} \frac{\gamma_t}{\sigma_t^2} \mathbb{E} \left[ (\epsilon_t^r)^T \mathbf{H}_t \epsilon_t^r \right] \right]$$

(29)

Note that the learning speed is only relevant at the initial stages of learning (when the task loss is relatively large). The learning speed is positive as long as the task loss is decreasing. At steady state, we expect the change in task loss $\Delta L_t$ to be small and to fluctuate around zero. We define the steady state loss $\xi$ as the task loss when $|\Delta L_t| < \delta$, for some small $\delta$.

The relationship of the steady state loss to $\Delta L_t$ is not as straightforward (see box below). The local task difficulty is defined as

$$G_t = \frac{1}{2} \frac{\gamma_t}{||\nabla L_t||} \left[ \nabla L_t^o \mathcal{T} \nabla L_t^o + \mathbb{E} \left[ (\epsilon_t^r)^T \mathbf{H}_t \epsilon_t^r \right] \right]$$

(30)

$G_t$ determines the steady state loss $\xi$. Consider a system at steady state with loss $\xi = L_{SS}$. From the box below, at steady state the inequality (15) is broken. If the local task difficulty is reduced while maintaining $\gamma_t^o$ (for example with a network expansion), then the system keeps learning reducing the steady state loss $\xi \leq \xi$.

The subscript $t$ in (30) and (29) represents the time during the trajectory at which we evaluate each quantity. Although we can evaluate $\nu_t$ and $G_t$ for any $t$, these quantities are relevant for different regimes of learning. $\nu_t$ is relevant at initial stages of learning when $L$ is large, and $G_t$ is a proxy of steady state loss if it is evaluated at steady state, when
\( L \) is small and the weight change is as well. In these different regimes, some of the quantities, like \( \gamma^o, ||\nabla L_t|| \) and \( \nabla L_t^T H_t \nabla L_t^o \), have different values.

**Steady state loss analysis:** Consider the expected change in task loss \( \mathbb{E}[\Delta L_t] \), at some time \( t \) given a change in weights \( \delta w_t \). We can rewrite the expression in eq (14) as follows

\[
\mathbb{E}[\Delta L_t] = \gamma_t ||\nabla L_t|| [-\gamma^o + \frac{1}{2} \gamma_t \frac{1}{||\nabla L_t||} \nabla L_t^T H_t \nabla L_t^o + \frac{1}{2} \frac{(\eta^t)^2}{\gamma_t} \mathbb{E} [\hat{\epsilon}_t^*]^T H_t \hat{\epsilon}_t^*] \tag{31}
\]

\[
\frac{1}{2} \gamma_t \frac{1}{||\nabla L_t||} \nabla L_t^T H_t \nabla L_t^o + \frac{1}{2} \frac{(\eta^t)^2}{\gamma_t} \mathbb{E} [\hat{\epsilon}_t^*]^T H_t \hat{\epsilon}_t^* \quad \equiv G_t \tag{32}
\]

Learning requires a negative change in task loss, and it stops when

\[
\gamma^o \leq \frac{1}{2} \gamma_t \frac{1}{||\nabla L_t||} \nabla L_t^T H_t \nabla L_t^o + \frac{1}{2} \frac{(\eta^t)^2}{\gamma_t} \mathbb{E} [\hat{\epsilon}_t^*]^T H_t \hat{\epsilon}_t^* \equiv G_t \tag{33}
\]

We refer to the right hand side of this equation as the local task difficulty based on the definition by Raman et al.\(^{[1]}\). This inequality is bound to be satisfied as when the task loss approaches a local minimum \( ||\nabla L_t|| \) goes to zero, \( H_t \) becomes positive definite hence the hessian projections \( \nabla L_t^T H_t \nabla L_t^o \) and \( (\hat{\epsilon}_t^*)^T H_t \hat{\epsilon}_t^* \) are positive.

In the ideal learning scenario, the task loss is reduced to zero in one iteration and stays zero (one shot learning). This would correspond to zero steady state loss and maximum learning speed. However, in most learning scenarios this level of performance is not achievable as it would require exact knowledge of the geometry of the loss surface by the learning rule. In practice, there is a trade-off between learning speed and steady state loss.

Given a direction of weight plasticity \( \delta \hat{w}_t \), we can find the optimal plasticity magnitude \( ||\delta w_t||^* \) that minimises the change in task loss \( \Delta L_t \) given in eq (14) (see Methods and\(^{[22]}\))

\[
||\delta w_t||^* = \frac{-\delta \hat{w}_t^T \nabla L_t}{\delta \hat{w}_t^T H_t \delta \hat{w}_t} ||\nabla L_t|| \tag{34}
\]

(as long as \( \delta \hat{w}_t^T \nabla L_t \leq 0 \), and \( \hat{\delta} w_t^T H_t \hat{\delta} w_t > 0 \)). The optimal plasticity magnitude depends linearly on the magnitude of the gradient (i.e. the slope of the task loss surface) and is decreased by the projection of \( \delta w_t \) on the hessian of the task loss. In general, far from a local minimum (i.e when the gradient is large with respect to the curvature) the optimal plasticity magnitude is large. During learning, the gradient norm decreases with respect to the curvature hence the optimal plasticity magnitude decreases. Close to a local minimum, a large change in weights can lead to overshooting preventing a decrease in task loss (see Figure 4A). Machine learning algorithms performing gradient descent use this fact. For example, in stochastic gradient descent \( \gamma \) should decrease linearly with the number of iterations of training\(^{[22, 43]}\)

In the learning model given by eq (9), the synaptic plasticity is composed of the online gradient term \( \gamma_t \nabla L_t^o \) and learning rule error term \( \eta^t \hat{\epsilon}_t^o \). \( \gamma_t \) converts the feedback information on the loss \( \nabla L_t^o \) into the weight change \( \delta w_t \). This quantity might vary from synapse to synapse but we can think of \( \gamma_t \) in our formula as a population average. Given some \( \sigma \), there is an optimal \( \gamma^* \) (see box below).

If at each step of learning \( \gamma^* \) is used, then both learning speed and steady state loss can be optimised. However, in practice, it is computationally expensive to calculate \( \gamma^* \) as it requires calculating second order loss terms at each step. Biologically, it is unlikely that the system can compute \( \gamma^* \), as it requires knowledge of the gradient and hessian of the task loss as well as learning rule error, all of which are unknown. It is more plausible that \( \gamma \) is constant throughout learning. In that case, the question arises, how large should \( \gamma \) be for optimal learning?

On one extreme, if \( \gamma \) is too large it can lead to learning instability (i.e. task loss doesn’t decrease or reach a steady state value). If \( \gamma \) is small enough to guarantee learning stability, then we find a trade-off between learning speed and steady state loss (Figure 4A). A large \( \gamma \), means the system is very sensitive to new information and can learn fast but cannot achieve good steady state performance. On the other hand, a small \( \gamma \) leads to a slow learning speed but better steady state performance. Indeed, for small \( \gamma \), the learning speed increases with \( \gamma \) and so does the local task difficulty \( G_t \). Increasing \( \gamma \) can increase the learning speed but at the expense of decreasing steady state performance (see SI).
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We have found that having a constant $\gamma$ throughout learning introduces a trade-off between learning speed and steady state loss. Furthermore, we showed that increasing the granule cell expansion modifies the loss landscape. In this section, we link these two results together and consider how the granule cell layer expansion affects the trade-off between learning speed to steady state loss.

First, we look at how the granule cell layer expansion modifies the learning speed in (28). As the network expansion described above conserves the task loss $L_t$ and the time window $\delta t$, the scaling of the learning speed only depends on the scaling of $\Delta L_t$. We can write the learning speed in the expanded network using the results in table [1]

$$E[\hat{\nu}_t] = \frac{1}{\delta t} \left[ \tilde{\gamma} \gamma^o \alpha(q) ||\nabla L_t|| - \frac{1}{2} \tilde{\gamma}^2 \zeta(q) \nabla^T H_t \nabla L_t - \frac{1}{2} \zeta \left( \frac{1}{\sigma} \right)^2 E \left[ (\tilde{e}^r)^T H_t \tilde{e}^r \right] \right]$$

(35)

Where we have used the fact that $\tilde{\gamma}_t^o = \gamma_t^o$ and $\tilde{\sigma} = \sigma$. These coefficients are defined in the expression for $\delta w_t$ in [1] and don’t depend on the network architecture, only on the learning rule and the limitations form online learning. For instance, $\gamma_t^o$ depends on the online error time window $\Delta t_e$ and the frequency components of the reference signal which don’t change as the granule cell layer expansion is modified.

The learning speed in the expanded network depends on $\tilde{\gamma}$. $\gamma$ represents the relationship between the error information carried through climbing fibres and the resulting synaptic plasticity. We can’t rule out the possibility that neural circuits with different expansion ratios from mossy fibres to granule cells have different $\gamma$. We hence assume that $\gamma$ can vary with the input expansion $q$.

We can show that given the initial network with $\gamma$, we can find a $\tilde{\gamma}$ in the expanded network that improves learning speed $\hat{\nu}_t[\tilde{\gamma}] \geq \nu_t[\gamma]$ (see box below). $\tilde{\gamma}$ decreases with the expansion ratio $q$ at a rate determined by the scaling of the learning parameters.

**Learning speed scaling:** We can show that there is mapping from $\gamma \rightarrow \tilde{\gamma}$ that guarantees an improvement in the learning speed. The first term in $E[\hat{\nu}_t]$ (35) increases if and only if

$$\tilde{\gamma} > \frac{\gamma}{\alpha(q)}$$

(36)

The second term decreases if and only if

$$0 < \tilde{\gamma} < \frac{\gamma}{\sqrt{\zeta(q)}}$$

(37)

And the third term decreases if and only if

$$0 < \tilde{\gamma} < \gamma$$

(38)

From the table [1] we get that the scaling of $\alpha(q) \sim q^{1/2}$ and $\sqrt{\zeta(q)} \sim q^{\rho/2}$. Yet, $0 \leq \rho \leq 1$ and $q \geq 1$, hence $q^{-1/2} \leq q^{-\rho/2} \leq 0$. Thus,

If $\frac{\gamma}{\alpha(q)} \leq \tilde{\gamma} \leq \frac{\gamma}{\sqrt{\zeta(q)}}$ then $E[\hat{\nu}_t] \geq E[\nu_t]$ (39)

with the equality happening if $\rho = 1$.

Second, we can express the local task difficulty as defined in [30] in the expanded network

$$E[\tilde{G}_t] = \frac{1}{2} \tilde{\gamma} \frac{1}{||\nabla L_t||} \nabla L_t^T H_t \nabla L_t + \frac{1}{2} \tilde{\gamma} \frac{\zeta(q)}{\alpha(q)} + \frac{1}{2} \frac{\zeta}{\alpha^2} E \left[ (\tilde{e}^r)^T H_t \tilde{e}^r \right]$$

(40)

We get that $\zeta(q)/\alpha(q) \sim q^{\rho-1/2}$ so the first term increases with the expansion due to the increase in the overall curvature of the loss landscape. The second term, on the other hand, decreases with the expansion as the norm of the task gradient increases with the expansion and the average curvature is constant. Hence, the granule cell layer expansion decreases the effect of the learning rule error on learning performance.

We can find a $\tilde{\gamma}$ in the expanded network such that the first term is also reduced with the network expansion (see box).
Figure 4: The granule cell expansion navigates the trade-off between learning speed and steady state loss. A) The strength of $\gamma$ represents the sensitivity of the learning rule to new information. This quantity modulates a trade-off between learning speed and steady state loss. On the left, visualisation of a weights trajectory during learning for a small $\gamma$ (light blue) and large $\gamma$ (dark blue). A small $\gamma$ descends the loss landscape slowly (small learning speed) but can get closer to a local minimum (small steady state loss). A large $\gamma$ leads to large steps that descend the loss landscape fast but oscillate around the local minimum. On the right, steady state loss vs learning speed for different values of $\gamma$. B) Adding granule cells mitigates the trade-off between learning speed and steady state loss. On the left, steady state loss vs learning speed for different network expansion values $q$. As $q$ increases, the system can achieve better learning speed for the same steady state performance. On the right, the steady state loss (in orange) for the maximal learning speed (in blue) decreases with $q$, hence better learning speed and steady state loss can be achieved simultaneously by increasing the input expansion.

**Steady state loss scaling:** The first term in the local task difficulty decreases with the expansion if and only if

$$\tilde{\gamma} < \frac{\alpha(q)}{\zeta(q)} \gamma \sim q^{1/2-\rho}$$

(41)

and the second term decreases with the expansion if and only if

$$\tilde{\gamma} < \alpha(q) \gamma \sim q^{1/2}$$

(42)

Putting these two equations together we get

If $\tilde{\gamma} < \frac{\alpha(q)}{\zeta(q)} \gamma$, then $\mathbb{E}[\tilde{\xi}] < \mathbb{E}[\xi]$  

(43)

We can find $\gamma$ in the expanded network such that the steady state loss is reduced by the network expansion.
Combining the $\gamma \rightarrow \tilde{\gamma}$ mappings to improve learning speed and local task difficulty, we get a formula for the mapping that improves both simultaneously

$$\text{if } q^{-1/2} \sim \frac{\gamma}{\alpha(q)} \leq \tilde{\gamma} \leq \frac{\gamma}{\sqrt{\nu(q)}} \sim q^{-\rho/2} \text{ then } \tilde{\nu} \geq \nu, \quad \tilde{\xi} < \xi$$

(44)

So increasing the input expansion and reducing $\gamma$ can take advantage of the increase of the slope of the loss landscape and harness the effect from the increase of the curvature to improve learning performance. In theory, the learning performance keeps increasing as the number of granule cells increases. However, in practice, at some point, the $\gamma$ needed to improve learning performance will be too small to be plausible biologically. Indeed, such a small change in synaptic plasticity could be out-weighted by synaptic noise. This will provide a practical bound on the minimal $\gamma$ and hence on the maximum input expansion.

The bounds for the mapping are determined by the scaling functions of the gradient $\alpha$ and of the hessian projection of the online gradient $\zeta$. As mentioned previously, the scaling of the hessian projection depends on the online learning error—the correlation between the online gradient and the task gradient. Larger online learning error leads to smaller $\rho$. This means that the more online learning error there is, the less $\gamma$ needs to decrease to improve learning performance. This allows larger expansions before the biological constraints on $\gamma$ are reached. The input expansion in the cerebellar circuit is even more beneficial in learning problems with high limitations from online learning (see supplemental Figure 2).

Note that we showed that the granule cell expansion can increase learning performance but we haven’t quantified by how much. This will again depend on the parameters of the problem. In particular, the less accurate a learning rule is (i.e. smaller $\sigma$), the more benefit there is in adding granule cells to decrease steady state loss.

We have shown that the input expansion improves both learning speed and steady state loss by modifying the loss geometry in a beneficial way for online learning. No matter what the input expansion—the ratio between number of mossy fibres and granule cells—is in a cerebellar cortex module, there is a trade-off between learning speed and steady state loss regulated by $\gamma$. However, increasing the input expansion by adding granule cells relaxes the trade-off allowing the networks with larger input expansion to achieve better learning speed and steady state loss simultaneously (Figure 4 B)).

**Granule cell activity density affects learning performance**

Beyond expansion ratio from mossy fibres to granule cells, theories of the cerebellar cortex often focus on the sparseness of the granule cell layer activity. Most theoretical work focuses on static pattern classification tasks and how cerebellar architecture optimises learning in such tasks, with the exception of two recent studies that consider the effect of granule cell layer sparseness for learning continuous input-output mappings. We explore the effect of the sparseness of granule cell layer activity on learning performance in our model of online motor control.

From the definition of $h_i(t)$ in eq (2), the granule cell layer activity depends on the activation function $\phi$. In the previous sections, we assumed that the activation function was continuous and differentiable, so we chose $\tanh(x)$ for the simulations. As $\tanh$ is monotonically increasing over all its range, its output is only zero for exactly zero input. In that case, we cannot define a threshold for the granule cells or a measure of granule cell layer activity density. We now shift to using a rectified linear unit (ReLU) defined by

$$relu(x) = \begin{cases} 0, & \text{if } x < 0 \\ x, & \text{if } x \geq 0 \end{cases}$$

(45)

Unlike $\tanh$, $relu$ is zero for a large portion of its inputs. With this activation function, $-b_i$ in eq (2) represents the threshold of the granule cell. The granule cell is only active if its weighted inputs are above this value. Biologically, the threshold is determined by both the local feedforward inhibition from Golgi cells and the intrinsic excitability of the granule cell.

Using $relu$ allows us to define a measure of granule cell layer activity density which we denote by $f$ and define as the average fraction of ‘active’ granule cells. This measure is often called the ‘coding level’. Usually $f$ is measured over static patterns, in our case, we measure over the activity over the whole reference trajectory. The activity density is determined by the biases of the granule cells $b_1, b_2, \ldots, b_N$. We control $f$ by changing the distribution from which we draw the biases (see Methods). We begin by checking that the results we found in the previous sections apply for this non-differentiable activation function and for different levels of activity density at the granule cell layer. We find that the trade-off of learning speed to steady state loss is present for different $f$ and that the input expansion improves learning performance independently of how sparse the granule cell activity is (see Figure 5 A).

We next consider if $f$ affects learning performance directly. We find that both learning speed and steady state loss benefit from denser granule cell layer activity independently of the input expansion (Figure 5 B)). Learning performance
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Figure 5: The effect of granule cell layer activity density on learning performance. **A)** We test two different activation functions for the granule cells: \texttt{tanh} (on the left) and \texttt{reLu} (on the right). With \texttt{reLu} some granule cells are not active (light colored cells). \( f \) represents the average fraction of active granule cells during the whole trajectory. **B)** The effect of input expansion for sparse activity density \( f = 0.3 \). We plot the trade-off between learning speed and steady state loss for two different expansion ratios: \( q = 1 \) in blue, \( q = 7 \) in green. The shade of the color denotes the value of \( \gamma \). The networks with more granule cells can achieve better learning speed for some steady state loss. **C)** We compare the learning speed and steady state loss for networks with \texttt{reLu} activation function and different \( f \) and networks with \texttt{tanh} activation function. In each case we test two different expansion ratios (\( q = 2 \) in blue and \( q = 7 \) in green). On the left, the learning speed increases with \( f \). On the right, the steady state loss decreases with \( f \) the effect saturates for larger \( f \). In both cases, the \texttt{tanh} activation function, which has fully dense coding, achieves optimal learning performance.

is actually optimal, when the activation function is \texttt{tanh} as the granule cell layer activity is fully unconstrained. Furthermore, the activity density \( f \) affects learning speed and steady state loss differently. On the one hand, the learning speed increases linearly with \( f \), suggesting that any increase in density helps speed up online learning. On the other hand, for steady state loss, relatively sparse activity leads to relatively low learning accuracy, and even a slight increase in the density helps. However, once the activity reaches a critical density, in this case around \( f = 0.2 \), learning accuracy is relatively good and has low sensitivity to \( f \).

We saw that changing the input expansion in the cerebellar network doesn’t affect the amount of online learning error and learning rule error in the learning rule, but modifies the loss landscape in a way that benefits online learning performance. Unlike the input expansion, the granule cell layer activity density \( f \) modifies both the loss landscape and the relative amount of online learning error and learning rule error. The slope of the loss landscape is proportional to \( \sqrt{f} \), it increases with the density of the granule cell layer activity, this could account for the improvement of learning speed with \( f \). Furthermore, sparser activity leads to larger online learning error. The interplay between the changes in loss landscape and learning rule accuracy determines the effect of the activity density for online learning.
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Discussion

We have explored the relationship between the structure of excitatory feedforward networks in the cerebellar cortex and their ability to perform online motor learning. We formalised the constraints of learning while executing motor control, and examined how the expansion from mossy fibres inputs to granule cells affects learning performance. Our results show that the divergent circuit structure in the cerebellar cortex is necessary for fast and accurate motor learning. Increasing the input expansion navigates the trade-off between learning speed and accuracy while learning in real-time to control a musculo-skeletal system. Our work suggests that large input expansion can mitigate the limitations from learning fast and with limited information.

The study of the structure of cerebellar-cortex circuits in relationship to the cerebellar function has a long history. 50 years ago, Marr and Albus proposed a computational model of cerebellar cortical function in which the granule cell layer separates input activity patterns. Following work has broadened the concept of expansion recoding in cerebellar networks for pattern separation. However, it is not clear that the cerebellum only performs pattern separation. Studies of granule cell activity suggest that they might not always act as sparse coding pattern discriminators. There are very few papers that look at the effect of the granule cell layer on non pattern separation tasks. Our work expands the study of cerebellar circuits beyond pattern separation to the study of a dynamic task such as motor learning. Furthermore, previous work on the role of expansion recoding analysed either learning speed of a downstream classifier or the performance of a Hebbian classifier. In our work, we consider simultaneously learning speed and steady state loss performance. We find that in a supervised learning with fixed $\gamma$, there is a trade-off between the two quantities. Larger sensitivity to error information (i.e. larger $\gamma$) leads to faster learning but limits accuracy (Figure A).

The classical theories of expansion recoding in the cerebellum relied on the sparse coding in the granule cell layer. Indeed, they required only a few granule cells to be active at a time (per pattern). In the last five years, sparse coding has been put into question. Experimental studies have found that the granule cell population activity is much denser than previously believed. Furthermore, some work has shown that sparse coding has some theoretical limitations and trade-offs with the generalisation ability. These findings rekindled theoretical work on the granule cell representation for pattern separation. The work found that population sparsity might not be necessary for efficient pattern separation. In fact, decorrelation at the granule cell layer is the main determinant of pattern separation performance.

In a paper earlier this year, Xie et al. show that optimal coding level is dependent on the tasks. In particular, that for continuous input-output mappings, denser representations achieve better steady state loss when trained with gradient descent. Gilmer et al. find that dense activity also favours time-series learning. Our results corroborate these findings in the case of online motor learning for motor control and expand on them by looking at the effect of coding level on both learning speed and steady state loss. We find that denser granule cell activity improves both learning speed and steady state loss but has a greater benefit for fast learning. Furthermore, the effect of the input expansion on the trade-off between learning speed and steady state loss is conserved for different coding levels. Granule cell firing rates vary across cerebellar regions. Different regions could be involved in different type of tasks requiring different coding levels. However, our findings suggest that in all areas, the input expansion is beneficial for learning with limited information.

The execution of fast coordinated movements is too difficult to be solved by simple feedback control due to the delays in feedback loops and small gains. Internal models capture the input-output relationships of processes, such as the dynamics of a musculoskeletal system, in neural circuits. These models are used to make predictions about the motor apparatus and help with the execution of fast, smooth and coordinated movements. It is widely accepted that the cerebellum acquires internal models of the motor apparatus for motor control. However, the exact organization of internal models is still under debate. We chose a model in which the cerebellum learns and inverse model, the input being the aimed trajectory and the output a motor command. It is also believed that the cerebellum can learn a forward model, that maps an efference copy of the motor command to the estimate of the plant state. In fact, both forward models and inverse models can be viewed as inter-related. Acquisition of a motor act requires forward models but the acquisition process itself requires an inverse model. In the literature, we find theories of motor control that include both forward and inverse models in the cerebellum working together. Although we presented our results for a system with an inverse model, we expect the results to still apply for a forward model. Indeed, acquiring a forward model in the context of motor control, still has the limitations from online learning. So although the signals are different and the loss function is as well, the decomposition of the change in weights and the effect on the loss landscape from the expansion still applies.

We modelled the cerebellar-like network as three-layer feedforward network with a single purkinje cell output. This description is a simplification which omits interneurons and deep cerebellar nuclei. Golgi cells are excited by mossy fibres and parallel fibres and inhibit granule cells. Molecular layer interneurons provide inhibitory influence to
purkinje cells’ dendrites which can have a strong effect on the cerebellar cortex computations. Inhibition in the input layer of the cerebellar cortex can decorrelate and sparsen granule cell activity. We also omitted deep cerebellar nuclei which receive inhibitory inputs from Purkinje cell and collaterals from mossy fibres. It would be of value to assess how are results apply in a more detailed model of the cerebellar circuits. However, our model underlines the primary features of cerebellar information processing: the processing of inputs thanks to the vast divergence from mossy fibres to granule cells.

We chose model with rate coding and a simple musculoskeletal system (linear plant). This is clearly a simplification of the biological properties, it was chosen to make the analytical results more tractable. There are many instances of motor control models that include spiking cerebellar cortex models and more complex musculoskeletal systems. These models show that even with a spiking model and a complex plant, the motor control system we presented here can learn. Furthermore, we assumed that most of the learning in the cerebellar cortex originates in the plasticity of the parallel fibre to Purkinje cell synapses. There are other sites of plasticity in the cerebellum, however, those sights provide weaker and slower tuning of cerebellar outputs. Indeed, each Purkinje cell dendrites may form as many as 200,000 synapses providing a huge basis of synaptic plasticity.

We found that learning online in the cerebellum introduces constraints on the amount of information carried through the climbing fibre and hence on the learning in the cerebellar cortex. We assumed that the climbing fibre carries some signal correlated with the online task loss. In the first section we examined simulations with a local learning, LMS-like learning rule, but in the rest of the analysis we remained quite agnostic of the exact learning rule. Cerebellar learning can be quite complex. Ito proposed that parallel-fibre-to-Purkinje-cell synapses undergo long-term depression (LTD) when climbing fibres and parallel fibres are activated. Long-term potentiation (LTP) was later discovered to lead synaptic plasticity in the absence of climbing fibre inputs. Since then, multiple forms of plasticity have been found at almost every synapse in the cerebellum circuit. It would be of great interest to apply our results to a model with a more biologically detailed learning rule.

Although classically the function of the cerebellum is considered to be purely motor-related, recent imaging studies have shown the cerebellum to be involved in non-motor related cognitive functions. It is believed that the role of the cerebellum in these cognitive tasks is similar to its role in motor tasks. The cerebellum would act as a predictive machine which learns internal models of the environment, musculo-skeletal system or cerebral neural circuits with supervised learning. Depending on the inputs and outputs received by a cerebellar module it would be used for different tasks such as motor control or cognitive processes. In this work we examined the case of motor control, it would be interesting to study the effect of the network expansion on online learning in a non-motor system.

**Methods**

Full details of all simulations are provided in the Supporting Information. In this section we provide an overview. All the simulations were done on Julia.

**Motor control system**

We model the motor control system in Figure 1 C).

The feedback controller is modelled as a PID controller with gains $K_p = K_d = K_i = 0.1$. The output is given by $u_{fb}(t) = K_p e(t) + K_i \int_0^t e(\tau)\,d\tau + K_d \frac{de(t)}{dt}$, where $e(t) = r(t) - y(t)$ is the trajectory error.

The musculoskeletal system is modelled as a single input single output stable linear plant with the space state model

$$\begin{align*}
\dot{x}(t) &= Ax(t) + Bu \\
y(t) &= Cx(t)
\end{align*}$$

where

$$A = \begin{pmatrix} 0 & 1 & 0 & 0 \\ -2 & -2 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & -2 & -2 \end{pmatrix} \quad (47)$$

$$B = \begin{pmatrix} 0 \\ 1 \\ 0 \\ 1 \end{pmatrix}$$

(48)
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\[ C = \begin{pmatrix} 1 & 0 & 0 & 0 \end{pmatrix} \]  

For simulations we chose the initial conditions to be all zeros.

**The reference trajectory** is the \( r(t), t \in [0, T] \) that the system needs to learn to track. In any system there are signals that the plant won’t be able to produce because of the limitations of its dynamics. Biologically, this makes sense as there are some movements that will be too fast or too big for the musculoskeletal system to produce. We can express this limitation by a cut-off frequency \( f_c \). We assume that any signal that doesn’t have any frequencies above \( f_c \), can be actuated by the plant. We chose \( f_c = 0.1Hz \). We want an unbiased reference signal that can be learned by the system.

We define the reference signal from a Fourier series as follows

\[ r(t) = \frac{c_0}{2} + \sum_{k=1}^{N_{ref}/2} c_k \sin(2\pi f_k t + \phi_k) \]  

where \( N_{ref} \) is the number of different sinusoidals used to generate the signal. We choose by default \( N_{ref} = 200 \). The harmonic frequencies are

\[ f_k = \frac{2kf_c}{N_{ref}}, \quad \text{for } k = 1, 2, \ldots, \frac{N_{ref}}{2} \]  

This satisfies that the highest harmonic frequency matches the cut-off frequency \( f_c \). The phase shifts \( \phi_k \) are drawn from a random uniform distribution over the interval \([0, 2\pi]\). The constant coefficients \( c_k \) are selected according to the desired power spectrum. We want to approximate a filtered Ornstein-Uhlenbeck (O-U) process. The power spectrum of an O-U process is Lorentzian (*Mathematics for Neuroscientists*). Hence we draw the \( c_k \) coefficients from a Lorentzian

\[ c_k = \frac{c\tau}{2\pi^2 + (2\pi\tau k)^2} \]

where \( \tau \) is the inverse of the width and \( c \) controls the magnitude of \( c_k \).

We want \(|r(t)| < 1\) to make sure that the plant can realize the reference trajectory. Yet the steady state variance of an O-U process with coefficients \( c \) and \( \tau \) is \( \frac{c^2}{2\tau} \). We chose \( \tau = \frac{1}{N_{ref}} \) and \( c = \frac{2\pi}{N_{ref}} \). Increasing \( \tau \), decreases the strength of higher frequencies in the signal. Increasing \( c \), increases the overall magnitude (variance) of \( r(t) \).

**The inputs to the cerebellar-like network** \( m(t) \) are defined as in eq (1), where \( \Delta t_I = 0.2/f_c \) and \( \delta t_I = \Delta t_I/(I-1) \) where \( I \) is the number of inputs to the cerebellar like network. Learning is relatively sensitive to the choice of \( \Delta t_I \); if it is too small, there is no enough lookahead for the cerebellar like network to learn the inverse model. If \( \delta t_I \) is larger than one quarter of the period of the largest frequency sinusoidal, the inputs \( m \) don’t reflect the dynamics of the reference signal hence learning night not happen. We define the length of the lookahead window \( \Delta t_I \) with respect to the cut-off frequency \( \omega_c \) to make sure that the lookahead window is large enough to include some variation in the reference trajectory. Our results are robust to the choice of these parameters as long as the lookahead window includes a non-constant portion of the reference trajectory \([r(t), r(t + \Delta t_I)]\) but no more than quarter of the period of the largest frequency sinusoidal.

**Cerebellar-like network** For simulations, we initialise the network architecture to have \( I = 10 \) inputs, a single output and the number of granule cells \( N \) varies. Each granule cell passes inputs through an activation function \( \phi \). For all simulations, except in the last results section, we use the hyperbolic tangent non-linearity \( \tanh : \mathbb{R} \rightarrow \mathbb{R} \) of the form \( \tanh(x) = \frac{e^t - e^{-x}}{e^t + e^{-x}} \). The purkinje cells have a linear output.

Each granule cell receives \( K = 4 \) inputs from randomly chosen mossy fibres. The input weights are drawn from standard-normal distribution with mean 0 and standard deviation \( 1/\sqrt{K} \). Hence, the input weight matrix \( Z \) has \( N \) columns with each column having \( K \) non-zero elements. The input weights are constant throughout the trajectory.

The biases \( b_i \) are drawn from a random uniform distribution \( \mathcal{U}(-0.1/K, 0.1/K) \), except for the last results section where we draw from different uniform distributions to control the coding level. In the last results section, we select different values of \( \theta = -1, -0.5, -0.1, 0, 0.1, 0.5, 1 \) and draw the biases from the distributions \( \mathcal{U}(\theta/K, 0) \), if \( \theta < 0 \) and \( \mathcal{U}(0, \theta/K) \), if \( \theta > 0 \).

The granule cell layer to purkinje cell layer is fully connected. Each output weights is drawn from a standard normal distribution with mean zero and standard deviation \( 1/\sqrt{N} \). The output weights are plastic and are updated according to a learning rule.
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**Learning rule**  The goal of this paper is not to determine learning rules in the cerebellar cortex for motor control. However, we test different learning rules to determine the validity of our model. The weights are updated throughout the trajectory every $\delta t_c = 1$, we set this interval to be uniform for convenience. We use an adapted version of least mean squares (LMS)\textsuperscript{[29]}The weight update at each update time is given by eq (5). The vector of learning rule error $\epsilon^t$, each element is drawn independently from a random normal distribution $\mathcal{N}(0, 1)$.

The classic LMS rule is given by $\delta w_t = -\gamma h(t)(r(t) - y(t))$. The main differences between our learning rule and classic LMS are

- In classic LMS the weight update is continuous, in our case, the weights are updated at discrete points in time during the trajectory.
- The climbing fibre activity encodes the trajectory error over the time window $[t - \Delta t_c, t - \Delta t_c]$, instead of the instantaneous error. $\Delta t_c$ denotes the delay between the trajectory is executed and the climbing fibre signal arrives to the cerebellar network.
- We introduce a possible delay between the granule cell activity and the climbing fibre activity leading to synaptic plasticity. This delay is represented by $\Delta t_h$ (see\textsuperscript{[33]}).
- We include learning noise $\eta e_t$ arising from imperfections in the synaptic plasticity mechanisms or in the information on the error $e(t)$.

Unless otherwise specified we set $\Delta t_c = 1.0$, $\Delta t_r = 0.5$ and $\Delta t_h = 0.1$.

**Network expansion**

The network expansion maintains the number of mossy fibre inputs $I$ and increases the number of granule cells from $N$ to $\bar{N}$. This increases the input expansion ratio from $N/I$ to $\bar{N}/I$. Let $q \equiv \bar{N}/N$ be the expansion ratio, defined as the ratio between the input expansion ratios of the two networks. Each new granule cell forms input connections with $K = 4$ randomly chosen input mossy fibres. Hence the input weight matrix of the expanded network $\tilde{Z} \in \mathbb{R}^{I \times \bar{N}}$ is composed of the initial weights matrix $Z$ and added columns each with $K$ non-zero elements.

$$
\tilde{Z} = \left( \begin{array}{c} Z \mid \tilde{z}_{N+1} \mid \ldots \mid \tilde{z}_\bar{N} \end{array} \right)
$$

Each added granule cell forms a connection with the output purkinje cell. We assume the new connections initially have weight zero so the initially don’t contribute to the input-output properties of the network. The output weights of the expanded network are

$$
\tilde{w} = \left( -w^T - 0 \right)^T
$$

This expansion preserves the input-output properties of the cerebellar-like network before learning. Indeed the task loss of the original and expanded network are equal $L[w] = \tilde{L}[\tilde{w}]$ but the granule cell layer activity $h$ changes $h(t) = \phi(\tilde{Z}^T m(t))$.

**Details for simulations in motivating example**

We simulate the system as described in the results for a trajectory time $T = 1000$. At each time of weight update $t$, the task loss $L[w_t]$ is computed. To do so, a system identical to the one being trained, except with fixed output weights $w$ (no weight update) is defined. We compute the task loss as defined in eq (6) in this static system. Indeed, the task loss reflects the performance of the output weights $w$ on the task, over the whole trajectory. The task gradient $\nabla L_t$ is also computed in the static system.

For Figure 2 we fit the task loss $L[w_t]$ with an exponentially decaying function $f(t) = c_1 e^{-c_2 t} + c_3$. We take the learning speed $\nu = c_2$.

To compute the steady state loss we pre-train the network with gradient descent to a very low task loss (we set $T = 7000$ and $\gamma = 0.1$ for pre-training). The weights after pre-training are close to the optimal weights. We use these weights as initial weights and train with the LMS-like learning rule. During this training, the task loss initially increases—as the initial weights are very close to the local minimum—and then settles around a steady state value. We set the steady state loss to the mean of the task loss over the last 100 steps. The pre-training is important to recover the optimal steady state value without having to train the network with the LMS-like learning rule for a very long trajectory time. In the absence of pre-training the systems, especially trained with small $\gamma$ might not reach steady state.
We compute the learning speed and steady state loss values for a range of number of granule cells \( N = 10, \ldots, 90 \) and a range of \( \gamma \). We perform the network expansion as described in the results. For each network expansion explore a different range of \( \gamma \); indeed, larger networks in general require smaller \( \gamma \) for learning. For Figure 2 we have \( \gamma \in \frac{1}{\sqrt{q}}[0.01, 0.02, \ldots, 0.1] \). We normalise the values of the learning speed and steady state loss by the values for the smallest \( q \) and \( \gamma \) to emphasize the relative changes.

For Figure 2, we performed 25 simulations with different reference trajectories and different weight initialisations for the cerebellar-like network. We selected the simulations with similar initial task loss (loss before learning). In particular, we discard simulations with initial loss below the average initial loss minus 1/2 standard deviation. This filters out initialisations with very low initial loss that might not converge when trained with the upper range of \( \gamma \). After filtering out we are left with 17 simulations.

For Figures 2(C) and D), for each simulation, and for each \( q \), we compute the optimal learning speed over all \( \gamma \) and the steady state loss value for the same value of \( \gamma \). Each point represents the mean over all simulations and the error bars represent the standard error.

For Figure 2B) represents the trade-off between steady state loss and learning speed over \( \gamma \) for a single simulation. For one reference trajectory, we train for all \( N \) and \( \gamma \) starting at the same weight initialisation 20 different times. The learning rule error \( \nu^T \hat{\nu}^T \) in the weight update (5) introduces a slight variability each training simulation. We plot the learning speed vs steady state loss for \( q = 1, 7 \), for all \( \gamma \) and for all training simulations. We plot the trend line for each \( q \).

For more details on these simulations see SI.

Measuring learning parameters

For Figure 4, we compute expected learning speed \( E[\hat{\nu}] \) and local task difficulty \( E[G_t] \) as a function of expansion ratio \( q \) (see eq (35) and (40)). We first compute the value of the learning parameters and scaling functions found in the equations (35) and (40).

We train the motor control system as described in the results with a weight update given by (9) with \( \Delta t_e = 1.0 \) and \( \Delta t_r = 0.5 \). The online gradient \( \nabla L_t^\nu \) is computed using local sensitivity analysis. Note that the gradient has to be taken across the system, including the plant, proportional-integral-derivative (PID) controller and cerebellar-like network. Julia is able to compute the gradient across the whole system. Each element of learning rule error \( \hat{\nu}^T \) is drawn independently from a random normal distribution \( N(0, 1) \).

At each weight update time, we compute the task gradient \( \nabla L_t^\gamma, \nabla L_t^\nu \nabla L_t^\nu T H_t \nabla L_t^\gamma \) and \( (\hat{\nu}^T T H_t \hat{\nu})^T \). We generate expanded networks, with expansion ratios \( q = 1, 2, \ldots, 11 \). In each expanded network, we compute the learning parameters as described above. We approximate the scaling functions \( \alpha(q), \beta(q) \) and \( \zeta(q) \) fitting the variables with respect to the expansion ratio. We use a fit of the form \( f(x) = p_1 x^{p_2} \). In particular, we can get an estimate of \( \rho \), the scaling of the biased curvature.

For Figure 4, we use the scaling functions and the learning parameters found from the simulations to compute the expected learning speed \( E[\hat{\nu}] \) and local task difficulty \( E[G_t] \) as a function of expansion ratio \( q \) (see eq (35) and (40)). We use these equations to compute the learning speed and local task difficulty as we vary the expansion ratio \( q \) and the \( \gamma \). We test \( q = 1, \ldots, 20 \) and \( \gamma \in \frac{1}{\sqrt{q}}[0.01, 0.015, 0.002, \ldots, 0.3] \). We normalise the values of \( \nu \) and \( G \) for each \( q \) and \( \gamma \) by the value for \( q = 1 \) and smallest \( \gamma \).

Granule cell layer activity density simulations

For the simulations on the granule cell layer activity density, the granule cells have reLu activation function. We control the coding level of a system through the distribution from which we draw the biases. The fraction of non-zero granule cells varies along the trajectory. We compute the coding level as the mean fraction over the whole trajectory.

For Figure 5 we run simulations as described above. For Figure A) we simulated for a single reference trajectory and different bias distributions and train each system 10 different times. The scatter plot shows the results for each simulation.

For Figure B), we average the learning speed and the steady state loss for 4 simulations with different reference trajectories and weight initialisations, training each for different distributions for the biases. We train each system 5 times and average over the instances.
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**Supplemental Information**

**Expected change in task loss**

Consider the system at some time $t$ during the trajectory. The cerebellar weights have a value $w_t$ and the change in weights from the learning rule is $\delta w_t$. The change in task loss $\Delta L_t$ from the weight update $\delta w_t$ is

$$\Delta L_t[\delta w_t] = L[\delta w_t + \delta w_t] - L[\delta w_t]$$

If the system is learning, i.e. the weight update is beneficial, then $\Delta L_t[\delta w_t]$ is negative. A large change in loss at the beginning of learning leads to a large learning speed. The steady state is determined by the loss when the change in task loss becomes zero or negative.

We can use the Taylor expansion on the task loss $L[\delta w_t + \delta w_t]$ to rewrite the change in task loss

$$\Delta L_t[\delta w_t] = \delta w_t^T \nabla L_t + \frac{1}{2} (\delta w_t^T H_t \delta w_t) + O(||\delta w_t||^2)$$

where $^T$ corresponds to the transpose of a vector and we have used the shortened notation for the task loss gradient $\nabla L_t \equiv \nabla_w L[w(t)]$, and hessian of the task loss $H_t \equiv \nabla^2_w L[w(t)]$. The first term is the contribution from the gradient. It quantifies the correlation between weight update from the learning rule and the perfect gradient descent. The second term quantifies the contribution of the curvature of the task loss surface. In particular, it is proportional to the degree of curvature in the direction of the weight change $w$. The smaller this term is, the larger loss change and better learning performance. Note that the last term $O(||\delta w_t||^2)$ might not be small, but if we consider small time steps between weight updates then this term will be small compared to the first two. Hence from now on we use the second order approximation of $\Delta L_t$.  
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Using the weight update eq (9) in the second order approximation of $\Delta L_t$ we get

$$\Delta L[\delta w_t] = -\gamma_t \left[ \nabla L_t^T \nabla L_t \right] + \frac{1}{2} \gamma_t^2 \left[ \nabla L_t^T H \nabla L_t^T \right]$$

(56)

$$+ \eta_t^r \left[ (\epsilon_t^r)^T \nabla L_t \right] + \frac{1}{2} \eta_t^r \gamma_t \left[ (\epsilon_t^r)^T H \epsilon_t^r \right]$$

(57)

$$+ \frac{1}{2} \eta_t^r \gamma_t \left[ \nabla L_t^T H \epsilon_t^r \epsilon_t^r + (\epsilon_t^r)^T H \nabla L_t^r \right]$$

(58)

where $\nabla L_t^r \equiv \nabla_w L^T[t; w(t)]$ is the shortened notation for the online gradient. The first two terms are the contributions from the task relevant plasticity (i.e. the change in loss in the online gradient direction). The next two terms are the contribution from the learning rule error.

In expectation (over the learning rule error directions), $\epsilon_t^r$ is uncorrelated with the derivatives of the task loss $\nabla L_t$ and $H_t$, otherwise it would be a task-relevant term. Hence, on expectation

$$E[(\epsilon_t^r)^T \nabla L_t] = 0$$

(59)

$$E[(\epsilon_t^r)^T H_t \nabla L_t^r] = E[\nabla L_t^T H_t \epsilon_t^r] = 0$$

(60)

Hence on expectation the change in loss is as follows

$$E[\Delta L[\delta w_t]] = -\gamma_t \left[ \nabla L_t^T \nabla L_t \right] + \frac{1}{2} \gamma_t^2 \left[ \nabla L_t^T H \nabla L_t^T \right] + \frac{1}{2} \eta_t^r \gamma_t \left[ (\epsilon_t^r)^T H \epsilon_t^r \right]$$

(61)

**Hessian projections**

Consider the hessian terms $\nabla L_t^T H_t \nabla L_t^T$ and $(\epsilon_t^r)^T H_t \epsilon_t^r$. These terms capture the degree of curvature of the task loss $L$ in the direction of $\nabla L_t^T$ and $\epsilon_t^r$ at the point in weight space $w_t$. This depends on the eigenvalues of the Hessian $H_t$ and how strongly the online gradient $\nabla L_t^T$ and the direction of learning rule error $\epsilon_t^r$ project onto the different eigenvectors of the Hessian.

We can make this relationship concrete and approximate the dependency of the hessian projection terms on the eigenvalues of the Hessian. Before looking at the projection of the online loss gradient $\nabla L_t^T$, consider the projection of the task loss gradient $\nabla L_t$. Unlike the learning rule error, the task loss gradient $\nabla L_t$ won’t project evenly onto the eigenvectors of the hessian $H_t$. Consider the loss landscape near a local minimum $w^*$. The loss landscape can be approximated by a quadratic function in the weights $w$ and the hessian $H_t$ is constant and positive definite. In this case, $\nabla L_t = H_t(w_t - w^*)$. The vector $w_t - w^*$ can be decomposed in the directions of the eigenvectors of the Hessian $w_i - w^* = \sum_{i=1}^N c_i \hat{v}_i$. Where \{\lambda_i, \hat{v}_i\}, $i = 1, \ldots, N$ are the eigenvalue-eigenvector pairs of the hessian ordered from smallest eigenvalue to the largest. Hence the projection of the gradient into the hessian can be written as follows

$$\nabla L_t^T H_t \nabla L_t = (w_t - w^*)^T H_t^T H_t (w_t - w^*) \overline{(w_t - w^*)}$$

(62)

$$= \sum_{i=1}^N c_i^2 \lambda_i^3 \overline{(w_t - w^*)}$$

(63)

The hessian projection $\nabla L_t^T H_t \nabla L_t$ can range from the smallest eigenvalue $\lambda_1$ (if $w_t - w$ is in the direction of the $\hat{v}_1$) and $\lambda_N$ (if it is in the direction of $\hat{v}_N$). If the weight state $w_t$ is chosen at random in weight space, $w_t - w^*$ projects evenly onto the eigenvectors of the hessian. In that case, all the projection coefficients are equal $c_i = c_j = c \ \forall i, j = 1, \ldots, N$ and we get

$$\nabla L_t^T H_t \nabla L_t = \sum_{i=1}^N c_i^2 \lambda_i^3 \overline{(w_t - w^*)}$$

(64)

$$= \frac{\sum_{i=1}^N c_i^2 \lambda_i^3}{\sum_{i=1}^N c_i^2 \lambda_i^2}$$

(65)

Note that in general, $w_t$ is not chosen at random, it is determined by the weight trajectory from a particular learning rule. For example, if the learning rule is steepest gradient descent, the weights follow a trajectory that descends the
We consider two cases. First, close to steady state, when we have shown this bound is reasonable near a local minimum, where the task loss landscape can be approximated by a quadratic function. In that case, the hessian projections are equal. The less correlated the online gradient and the task gradient are, the smaller we expect this projection to be. Indeed, the only way the projection would increase is if the online gradient projected more strongly onto the directions of large curvature. Yet that would imply knowledge of the hessian of the task loss which is unlikely. Hence, we expect

$$\nabla L_t^o T H_t \nabla L_t^o \leq \nabla L_t^o T H_t \nabla L_t = \frac{Tr(H_t^3)}{Tr(H_t^2)}$$

(66)

We can also bound the online gradient projection from the other side. Indeed, the other extreme case occurs when the gradient of the task loss and online loss have similar forms and

$$\hat{\nabla} L_t^o T H_t \nabla L_t^o = \frac{Tr(H_t)}{N}$$. Combining these two results we obtain the following bound

$$\frac{Tr(H_t)}{N} \leq \nabla L_t^o T H_t \nabla L_t^o \leq \frac{Tr(H_t^3)}{Tr(H_t^2)}$$

(67)

We have shown this bound is reasonable near a local minimum, where the task loss landscape can be approximated by a quadratic function. In general, the task loss will can be non-linear and non-convex. Hence, it might have multiple local minima, maxima and saddle points. Let \(w^\ast\) be a local minimum in the neighborhood of \(w\). In this case, the hessian is no longer constant throughout weight space. We can write the gradient of the task loss at \(w_t\) as follows

$$\nabla L_t = M_t(w_t - w^\ast)$$

(68)

where

$$M_t = \int_0^1 \nabla^2 L[\gamma(s)] ds$$

(69)

and \(\gamma(s) = sw^\ast + (1-s)w_t, \ s \in [0, 1]\) is the parametrization of the straight line connecting \(w_t\) and \(w^\ast\). The vector \(\nabla L_t\) can be decomposed in the directions of the eigenvectors of the hessian \(M_t(w_t - w^\ast) = \sum_{i=1}^N d_i \hat{v}_i^t\). Hence the hessian projection of the gradient is

$$\hat{\nabla} L_t^o T H_t \nabla L_t = \frac{\sum_{i=1}^N d_i^2 \hat{v}_i^t}{\sum_{i=1}^N d_i^2}$$

(70)

We consider two cases. First, close to steady state, when \(||w_t - w^\ast||\) is small, then \(M_t \approx H_t\) and \(d_i = c_i \lambda_i\) and the argument from the quadratic task loss applies. The bounds in (67) still hold.

Second, as \(||w_t - w^\ast||\) grows, further away from steady state, \(M_t\) is less similar than \(H_t\). If \(M_t\) and \(H_t\) were completely independent, then the projection of the gradient onto the different eigenvectors of the hessian is approximatively even and

$$\hat{\nabla} L_t^o T H_t \nabla L_t = \frac{\sum_{i=1}^N d_i^2 \lambda_i}{\sum_{i=1}^N d_i^2} = \frac{Tr(H_t)}{N}$$

(71)

and the bounds in (67) are still valid.

Hence, for both linear and non-linear task loss functions and both at steady state and far from steady state the bounds in eq (22) are a good assumption. We make two further remarks. First, the better the online gradient approximation is (i.e. larger \(\gamma^o\)), the closer the hessian projection will be to the upper bound. Second, at the beginning of learning, when the task loss is overall decreases, we don’t expect \(\hat{\nabla} L_t^o T H_t \nabla L_t^o\) to be equal to the lower bound for long. If it were, the change in weights would be uncorrelated with the hessian and would behave like random error.

**Gradient and Hessian derivations**

Both the gradient of the task loss and online loss have similar forms

$$\nabla L_t = \frac{1}{T} \int_{t=0}^T (y(t; w) - r(t)) \nabla_w y(t; w) dt$$

(72)
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\[
\nabla L_t = \frac{1}{\Delta t_e} \int_{t-\Delta t_e}^{t} (y(t'; w) - r(t')) \nabla_w y(t'; w) \, dt'
\]

(73)

The gradients depend on the gradient of the plant output \( \nabla_w y(t; w) \). The output of the system depends on the network weights \( w \) through the input \( u \).

\[
\begin{align*}
\nabla_w y(t; w) &= \nabla_w g(x(t; w)) \\
&= \nabla_x g(x(t; w)) \nabla_w x(t; w) \\
&= \nabla_x g(x(t; w)) \int_{0}^{t} \frac{d}{du} f(x(t'), u(t'; w)) h(t') \, dt' \quad + \nabla_x f(x(t'), u(t'; w)) \nabla_w x(t) \, dt' 
\end{align*}
\]

(76)

Hence the gradient of the task loss is

\[
\nabla L_t = \frac{1}{T} \int_{0}^{T} (y(t; w) - r(t)) \nabla_x g(x(t; w)) \int_{0}^{t} \frac{d}{du} f(x(t'), u(t'; w)) h(t') \, dt' \\
+ \nabla_x f(x(t'), u(t'; w)) \nabla_w x(t) \, dt' 
\]

(77)

and the online gradient is

\[
\nabla L_t^o = \frac{1}{\Delta t_e} \int_{t-\Delta t_e}^{t} (y(t'; w) - r(t')) \nabla_x g(x(t; w)) \int_{0}^{t'} \frac{d}{du} f(x(t''), u(t''; w)) h(t'') \, dt'' \\
+ \nabla_x f(x(t''), u(t''; w)) \nabla_w x(t) \, dt'' 
\]

(79)

The hessian

\[
\begin{align*}
H &= \nabla^2_w L[w] \\
&= \int_{0}^{T} \nabla_w [(y(t; w) - r(t)) \nabla_w y(t; w)] \, dt \\
&= \int_{0}^{T} \nabla_w y(t; w) \nabla_w y(t; w)^T + (y(t; w) - r(t)) \nabla^2_w y(t; w) \, dt \\
&= \int_{0}^{T} \nabla_w y(t; w) \nabla_w y(t; w)^T + 0 \, dt \\
&= \int_{0}^{T} \nabla_w y(t; w) \nabla_w y(t; w)^T \, dt \\
&= \int_{0}^{T} \left[ \nabla_x g(x(t; w)) \int_{0}^{t} \frac{d}{du} f(x(t'), u(t'; w)) h(t') \, dt' \right] \nabla_x g(x(t; w))^T \\
&\quad + \left[ \int_{0}^{t} \frac{d}{du} f(x(t'), u(t'; w)) h(t') \, dt' \right] \left[ \int_{0}^{t} \frac{d}{du} f(x(t'), u(t'; w)) h(t') \, dt' \right]^T \, dt \\
&= \int_{0}^{T} \left( \nabla_x g(x(t; w)) \int_{0}^{t} \frac{d}{du} f(x(t'), u(t'; w)) h(t') \, dt' \right) \left( \int_{0}^{t} \frac{d}{du} f(x(t'), u(t'; w)) h(t') \, dt' \right)^T \, dt \\
&\quad + \left[ \int_{0}^{t} \nabla_x f(x(t'), u(t'; w)) \nabla_w x(t) \, dt' \right] \left[ \int_{0}^{t} \nabla_x f(x(t'), u(t'; w)) \nabla_w x(t) \, dt' \right]^T \, dt \\
&= \int_{0}^{T} \left( \text{plant dynamic terms} \right) \left[ \int_{0}^{t} h(t') \, dt' \right] \left[ \int_{0}^{t} h(t') \, dt' \right]^T \, dt 
\end{align*}
\]

(91)

Scaling of hessian projection terms

Let's define the matrix with the granule cell component of the Hessian matrix

\[
G[t] = \int_{0}^{t} h(t') \, dt' \left[ \int_{0}^{t} h(t') \, dt' \right]^T 
\]

(92)
We find that the Hessian projection

\[
\hat{\nabla} L_t^\gamma \nabla L_t^\gamma \approx \left( \frac{N}{\bar{N}} \right)^\rho \left\| \nabla L_t^\gamma \nabla L_t^\gamma \right\|
\]

with \(0 \leq \rho \leq 1\) is the coefficient determining the scaling of the hessian projection.

We find that the Hessian projection \(\nabla L_t^\gamma \nabla L_t^\gamma\) depends on \(\gamma_t^\alpha\). Indeed, the more correlated the online gradient is with the task gradient the more heavily it projects onto the directions of larger curvature. Similarly, \(\rho\) mainly depends on \(\gamma_t^\alpha\). From simulations, we find the following fit

\[
\left( \nabla L_t^\gamma \right)^T \nabla L_t^\gamma = (\gamma_t^\alpha)^2 \rho(\gamma_t^\alpha) \nabla L_t^\gamma \nabla L_t^\gamma
\]

with

\[
\rho(\gamma_t^\alpha) = \left| \frac{1}{1 + e^{-2.5\gamma_t^\alpha}} \right|
\]

Hence, the less correlated the online gradient is with the task gradient (smaller \(\gamma_t^\alpha\), the slower it scales with \(q\). Figure 1D) shows the fit.

This has an effect on the scaling of learning performance as a function of \(\gamma^\alpha\). The less correlated the online gradient is with the task gradient, the more beneficial the input expansion is for learning (Figure 2). We observe that as \(\gamma^\alpha\) increases, the learning speed increases slower with \(q\). For large \(\gamma^\alpha\), the learning speed initially increases, until it reaches a maximal value, beyond which the learning speed decreases. The larger \(\gamma^\alpha\) is, the larger the local task difficulty is. Indeed, near steady state, the effect of the curvature in the weight update is diminished when the change in weights is less correlated with the task gradient.
Figure 1: Scaling of learning parameters. A), B), C) We plot three different learning parameters for a range of expansion ratios $q = 1, \ldots, 11$, for two different simulations with different weight initialisations and reference trajectories. We fit the data points with a power curve $y = ax^b$. We recover the scaling parameters found in the results. D) We plot the normalised Hessian projection as a function of $\gamma_o$ for different expansion ratios. Each color dot represents a different $q$. We plot the fit given by equations (100) and (101).

Figure 2: Effect of $\gamma_o$ on learning speed A) and local task difficulty B). We plot the learning performance parameter as a function of the expansion ratio $q$, for different $\gamma_o$. The color of the line represents $\gamma_o$.

**Optimal plasticity magnitude**

Given a direction of plasticity as in equation (9), with fixed $\sigma = \frac{\gamma_t}{\epsilon^r}$ we can find $\gamma^*_t$ is such that $||\delta w_t||^* = -\gamma^*_t \nabla L_t + \frac{\gamma^*_t}{\sigma} \epsilon^r_l$. Using this with eq (34) we get

$$\gamma^*_t = \frac{\gamma_t^* ||\nabla L_t||}{\nabla^T L_t H_t \nabla L_t + \frac{1}{\sigma}(\epsilon^r_l)^T H_t \epsilon^r_l}$$

(102)
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If $\sigma$ is large (i.e. small learning rule error), then the second term in the square root is small and we get $\gamma^* \approx \frac{\gamma||\nabla L_t||}{\nabla L_t^T H \nabla L_t}$.

The learning rule error effectively decreases $\gamma^*$. 

At initial stages of learning, $||\nabla L_t||$ is relatively strong compared to the hessian projections, and decreases with learning. Hence $\gamma^*$ is large initially and decreases as the task loss decreases. 

Close to a local minimum, as the task gradient converges to zero, the $\gamma^*$ also converges to zero. Indeed, if the weights were at the exact local minimum the optimum change in weights would be zero. In practice, however, it is unexpected for a learning rule with errors to converge perfectly to the local minimum. Hence, $\gamma^*$ in practice will be non-zero. 

In general, the $\gamma$ that optimises learning speed $\gamma^p$ is larger than the one that optimises steady state error $\gamma^s$.

For a fixed $\gamma$ over learning, there are two regimes

- $\gamma^s \leq \gamma \leq \gamma^p$: there is a trade-off between learning speed and steady state loss. Increasing $\gamma$ makes steady state loss worse but learning speed better. 
- $\gamma^s \leq \gamma \leq \gamma^p$: both learning speed and steady state error get worse, learning can reach instability

As in the second case there might not be any learning because of instabilities, the first case is the relevant one for this analysis.

Notes on simulations

We perform simulations of learning in the motor control system to test our theoretical results. We have three sources of variability in our simulations. 

- from the reference trajectory $r(t)$. The reference trajectory for a given simulation is drawn from a family of random reference trajectories as described in the methods. The variation comes from the selection of the phase shifts $\phi_k$

$$r(t) = \frac{c_0}{2} + \sum_{k=1}^{N_r} \frac{N_r/2}{c_k \sin(2\pi f_k t + \phi_k)}$$

with

$$c_k = \frac{c \tau}{2 \cdot \left(1 + \frac{2\pi \tau}{k}\right)^2}$$

$\gamma^s(t)$ influences the task loss $L[w]$. We expect relatively little variation in the geometry of the task loss as a function of reference trajectory. More importantly, we expect the effect of the network expansion to be more significant than the variation from $r(t)$. Indeed, each reference trajectory is chosen from the same family of trajectories (fourier series with the same cut-off frequency).

- from the weight initialization of both the input weights $Z$ and the output weights $w$. This weights are initialised for each simulation according to the methods for the smallest network and then expanded for the larger networks. The value of $Z$ affects directly the task loss $L$ as it determines the mapping from the mossy fibre inputs to the granule cell layer activity $h$. Note that $Z$ are constant during the whole trajectory as learning only changes the output weights. This value of the initial output weights $w_0$ determines the initial point in the loss landscape, which determines both the initial task loss value $L[w_0]$ and the geometry around that point. We know that the optimal $\gamma^*$ depends strongly on the geometry (slope and curvature) at the weight point. Hence this initialization will have a big effect on the increase of learning speed and decrease of steady state loss with respect to learning step $\gamma$. Furthermore, it will also determine the scaling of the learning parameters (gradient hessian projections) on the expansion ratio. The qualitative evolution for each weight initialization will be the same but the exact values will vary.

- from the learning rule error $\hat{e}^r_t$ in the weight update rule (5),

$$\delta w_t = -\gamma e_{\Delta t} h(t - \Delta t_h) + \eta \hat{e}_t$$

the vector $\hat{e}_t$ is drawn from a random distribution (see methods). We are interested in the expected learning speed and steady state loss over the learning rule error $E[\hat{e}]$ and $E[\xi]$. Hence we should train multiple times starting with the same initializations but with different learning rule error during training. This will lead to different weight trajectories and task loss during learning. We expect some variability in the learning speed and the steady state loss. The variability should be weaker than the change in learning performance from the change in expansion ratio.
In Figure 2(C) D) each dot is the mean over different simulations with different $r(t)$ and weight initialisations. This guarantees that our results are not dependent on the choice of reference trajectory or weight initialisation. It just requires being in a regime in which the system is learning (decreasing the task loss). The scatter plot B) showing the trade-off between learning speed and steady state loss is plotted for a single $r(t)$ and weight initialisation but for 20 different training instances. As mentioned above the weight initialisation can have a strong effect on the geometry of the task loss and hence on the dependence of $\nu$ and $\xi$ on $\gamma$ and the scaling with respect to $q$. The results of the trade-off and will still hold but the exact factors will vary.

Figure 3: Effect of variability in simulations. A) Trade-off between steady state loss and learning speed averaged over 17 different reference trajectories and weight initialisations. Same data as in Figure 2(C) D). The variability is high. B) Learning speed and steady state loss as a function of $\gamma$ for two different simulations. For both simulations the trend in the learning variables is the same but coefficients are different. C) Trade-off of steady state loss and learning speed for a subset of 6 different simulations used for A). For each different simulation the trade-off is visible but has different values.