WHEN ARE MULTIDEGREES POSITIVE?
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ABSTRACT. Let \( k \) be an arbitrary field, \( \mathbb{P} = \mathbb{P}^{m_1}_k \times_k \cdots \times_k \mathbb{P}^{m_p}_k \) be a multiprojective space over \( k \), and \( X \subseteq \mathbb{P} \) be a closed subscheme of \( \mathbb{P} \). We provide necessary and sufficient conditions for the positivity of the multidegrees of \( X \). As a consequence of our methods, we show that when \( X \) is irreducible, the support of multidegrees forms a discrete algebraic polymatroid. In algebraic terms, we characterize the positivity of the mixed multiplicities of a standard multiprojgrated algebra over an Artinian local ring, and we apply this to the positivity of mixed multiplicities of ideals. Furthermore, we use our results to recover several results in the literature in the context of combinatorial algebraic geometry.

1. INTRODUCTION

Let \( k \) be an arbitrary field, \( \mathbb{P} = \mathbb{P}^{m_1}_k \times_k \cdots \times_k \mathbb{P}^{m_p}_k \) be a multiprojective space over \( k \), and \( X \subseteq \mathbb{P} \) be a closed subscheme of \( \mathbb{P} \). The multidegrees of \( X \) are fundamental invariants that describe algebraic and geometric properties of \( X \). For each \( n = (n_1, \ldots, n_p) \in \mathbb{N}^p \) with \( n_1 + \cdots + n_p = \dim(X) \) one can define the multidegree of \( X \) of type \( n \) with respect to \( \mathbb{P} \), denoted by \( \deg^\mathbb{P}_n(X) \), in different ways (see Definition 2.7, Remark 2.8 and Remark 2.9); in classical geometrical terms, \( \deg^\mathbb{P}_n(X) \) equals the number of points in the intersection of \( X \) with the product \( L_1 \times_k \cdots \times_k L_p \subset \mathbb{P} \), where \( L_i \subset \mathbb{P}^{m_i}_k \) is a general linear subspace of dimension \( m_i - n_i \) for each \( 1 \leq i \leq p \).

The study of multidegrees goes back to pioneering work by van der Waerden [56]. From a more algebraic point of view, multidegrees receive the name of mixed multiplicities (see Definition 2.7). More recent papers where the notion of multidegree (or mixed multiplicity) is studied are, e.g., [1, 9, 11, 23, 32, 35, 40, 41, 53].

The main goal of this paper is to answer the following fundamental question considered by Trung [53] and by Huh [25] in the case \( p = 2 \).

- For \( n \in \mathbb{N}^p \) with \( n_1 + \cdots + n_p = \dim(X) \), when do we have that \( \deg^\mathbb{P}_n(X) > 0 \)?

Our main result says that the positivity of \( \deg^\mathbb{P}_n(X) \) is determined by the dimensions of the images of the natural projections from \( \mathbb{P} \) restricted to the irreducible components of \( X \). First, we set a basic notation: for each \( J = \{j_1, \ldots, j_k\} \subseteq \{1, \ldots, p\} \), let \( \Pi_J \) be the natural projection

\[
\Pi_J : \mathbb{P} = \mathbb{P}^{m_1}_k \times_k \cdots \times_k \mathbb{P}^{m_p}_k \rightarrow \mathbb{P}^{m_{j_1}}_k \times_k \cdots \times_k \mathbb{P}^{m_{j_k}}_k.
\]

The following is the main theorem of this article. Here, we give necessary and sufficient conditions for the positivity of multidegrees.
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Theorem A (Theorem 3.11, Corollary 3.12). Let \( k \) be an arbitrary field, \( P = P_k^{m_1} \times_k \cdots \times_k P_k^{m_p} \) be a multiprojective space over \( k \), and \( X \subseteq P \) be a closed subscheme of \( P \). Let \( \mathbf{n} = (n_1, \ldots, n_p) \in \mathbb{N}^p \) be such that \( n_1 + \cdots + n_p = \dim(X) \). Then, \( \deg^P_X(\mathbf{n}) > 0 \) if and only if there is an irreducible component \( Y \subseteq X \) of \( X \) that satisfies the following two conditions:

(a) \( \dim(Y) = \dim(X) \).

(b) For each \( J = \{j_1, \ldots, j_k\} \subseteq \{1, \ldots, p\} \) the inequality

\[
 n_{j_1} + \cdots + n_{j_k} \leq \dim \left( \Pi_J(Y) \right)
\]

holds.

When \( k \) is the field of complex numbers Theorem A is essentially covered by the geometric results in [33, §2.2], however their methods do not extend to arbitrary fields. Here we follow an algebraic approach that allows us to prove the result for all fields, and hence a general version for algebras over Artinian local rings (see Theorem B). The main idea in the proof of Theorem A is the study of the dimensions of the images of the natural projections after cutting by a general hyperplane (see Theorem 3.7).

If \( X \) is irreducible, an immediate consequence of Theorem A is that the points \( \mathbf{n} \in \mathbb{N}^p \) for which \( \deg^P_X(\mathbf{n}) > 0 \) are the lattice points of certain polytope. We note that if \( p = 2 \) and \( X \) is arithmetically Cohen-Macaulay, the conclusion of Theorem A in the irreducible case also holds for \( X \) (see [53, Corollary 2.8]). In Example 5.5 we show that this is not necessarily true for \( p > 2 \).

In a more algebraic flavor, we state the translation of Theorem A to the mixed multiplicities of a standard multigraded algebra over an Artinian local ring (see Definition 2.13).

Theorem B (Corollary 3.13). Let \( A \) be an Artinian local ring and \( R \) be a finitely generated standard \( \mathbb{N}^p \)-graded \( A \)-algebra. For each \( 1 \leq j \leq p \), let \( m_j \subseteq R \) be the ideal generated by the elements of degree \( e_j \), where \( e_j \in \mathbb{N}^p \) denotes the \( j \)-th elementary vector. Let \( \mathfrak{m} = m_1 \cap \cdots \cap m_p \subseteq R \). Let \( \mathbf{n} = (n_1, \ldots, n_p) \in \mathbb{N}^p \) be such that \( n_1 + \cdots + n_p = \dim(R/\mathfrak{m}^\infty) - p \). Then, \( e(\mathbf{n}; R) > 0 \) if and only if there is a minimal prime ideal \( \mathfrak{p} \in \text{Min}(0:R \mathfrak{m}^\infty) \) of \( 0:R \mathfrak{m}^\infty \) that satisfies the following two conditions:

(a) \( \dim(R/\mathfrak{p}) = \dim(R/\mathfrak{m}^\infty) \).

(b) For each \( J = \{j_1, \ldots, j_k\} \subseteq \{1, \ldots, p\} \) the inequality

\[
 n_{j_1} + \cdots + n_{j_k} \leq \dim \left( \frac{R}{\mathfrak{p}^\infty + \sum_{j \notin J} m_j} \right) - k
\]

holds.

For a given finite set of ideals in a Noetherian local ring, such that one of them is zero-dimensional, we can define their mixed multiplicities by considering a certain associated standard multigraded algebra (see [54] for more information). These multiplicities have a long history of interconnecting problems from commutative algebra, algebraic geometry, and combinatorics, with applications to the topics of Milnor numbers, mixed volumes, and integral dependence (see, e.g., [25, 27, 52, 54]). As a direct consequence of Theorem B we are able to give a characterization for the positivity of mixed multiplicities of ideals (see Corollary 4.3). In another related result, we focus on homogeneous ideals generated in one degree; this case is of particular importance due to its relation with rational maps between projective varieties. In
When are multidegrees positive?

In this setting, we provide more explicit conditions for positivity in terms of the analytic spread of products of these ideals (see Theorem 4.4).

Going back to the setting of Theorem A, we switch our attention to the following discrete set

$$\text{MSupp}_P(X) = \{ n \in \mathbb{N}^P \mid \deg_P^n(X) > 0 \},$$

which we call the support of $X$ with respect to $P$. When $X$ is irreducible, we show that $\text{MSupp}_P(X)$ is a (discrete) polymatroid (see Proposition 5.4). The latter result was included in an earlier version of this paper when $k$ is algebraically closed, and an alternative proof is given by Brändén and Huh in [4, Corollary 10.2] using the theory of Lorentzian polynomials. An advantage of our approach is that we can describe the corresponding rank submodular functions of the polymatroids, a fact that we exploit in the applications of Section 6.

Discrete polymatroids [24] have also been studied under the names of M-convex sets [44] and integer points in generalized permutohedra [46]. Polymatroids are closely related to submodular functions, which are well studied in optimization, see [37] and [49, Part IV] for comprehensive surveys on submodular functions, their applications, and their history. There are two distinguishable types of polymatroids, linear and algebraic polymatroids, whose main properties are inherited by their representation in terms of other algebraic structures. Theorem A allows us to define another type of polymatroids, that we call Chow polymatroids, and which interestingly lies in between the other two. In the following theorem we summarize our main results in this direction.

**Theorem C (Theorem 5.8).** Over an arbitrary field $k$, we have the following inclusions of families of polymatroids

$$(\text{Linear polymatroids}) \subseteq (\text{Chow polymatroids}) \subseteq (\text{Algebraic polymatroids}).$$

Moreover, when $k$ is a field of characteristic zero, the three families coincide.

If $k$ has positive characteristic, then these types of polymatroids do not agree. In fact, there exist examples of polymatroids which are algebraic over any field of positive characteristic but never linear (see Remark 5.10).

Theorem A can be applied to particular examples of varieties coming from combinatorial algebraic geometry. In §6.1 we do so to matrix Schubert varieties; in this case the multidegrees are the coefficients of Schubert polynomials, thus our results allow us to give an alternative proof to a recent conjecture regarding the support of these polynomials (see Theorem 6.3). In §6.2 and §6.3 we study certain embeddings of flag varieties and of the moduli space $\overline{M}_{0,p+3}$, respectively (see Proposition 6.7 and Proposition 6.8). In §6.4 we recover a well-known characterization for the positivity of mixed volumes of convex bodies (see Theorem 6.9).

We now outline the contents of the article. In Section 2 we set up the notation used throughout the document. We also include key preliminary definitions and results, paying special attention to the connection between mixed multiplicities of standard multigraded graded algebras and multidegrees of their corresponding schemes. Section 3 is devoted to the proof of Theorem A and Theorem B. Our results for mixed multiplicities of ideals are included in Section 4. In Section 5 we relate our results to the theory of polymatroids. In particular, we show the proof of Theorem C. We finish the paper with Section 6 where the applications to combinatorial algebraic geometry are presented.
We conclude the Introduction with an illustrative example. The following example is constructed following the same ideas in Proposition 5.7.

**Example 1.1.** Consider the polynomial ring \( S = \mathbb{k}[v_1, v_2, v_3][w_1, w_2, w_3] \) with the \( \mathbb{N}^3 \)-grading \( \deg(v_i) = (0, 0, 0) \), \( \deg(w_i) = e_i \) for \( 1 \leq i \leq 3 \). Let \( T \) be the \( \mathbb{N}^3 \)-graded polynomial ring \( T = \mathbb{k}[x_0, \ldots, x_2][y_0, \ldots, y_3][z_0, \ldots, z_3] \) where \( \deg(x_i) = e_1, \deg(y_i) = e_2 \) and \( \deg(z_i) = e_3 \). Consider the \( \mathbb{N}^3 \)-graded \( \mathbb{k} \)-algebra homomorphism

\[
\phi = T \to S,
\]

where \( \phi \) is given by the following assignments:

- \( x_0 \mapsto w_1, \quad x_1 \mapsto v_1 w_1, \quad x_2 \mapsto v_1 w_1, \quad x_3 \mapsto v_1 w_1, \)
- \( y_0 \mapsto w_2, \quad y_1 \mapsto v_1 w_2, \quad y_2 \mapsto v_2 w_2, \quad y_3 \mapsto (v_1 + v_2) w_2, \)
- \( z_0 \mapsto w_3, \quad z_1 \mapsto v_1 w_3, \quad z_2 \mapsto v_2 w_3, \quad z_3 \mapsto v_3 w_3. \)

Note that \( \mathcal{B} = \text{Ker}(\phi) \subset T \) is an \( \mathbb{N}^3 \)-graded prime ideal. Let \( Y \subset \mathbb{P} = \mathbb{P}_k^3 \times_k \mathbb{P}_k^3 \times_k \mathbb{P}_k^3 \) be the variety corresponding to \( \mathcal{B} \). In this case, one can easily compute the dimension of the projections \( \Pi_j(Y) \) for each \( j \subseteq \{1, 2, 3\} \), and so Theorem A implies that \( \text{MSupp}_p(Y) \) is given by all \( n = (n_1, \ldots, n_3) \in \mathbb{N}^3 \) satisfying the following conditions:

\[
\begin{align*}
n_1 + n_2 + n_3 &= 3 = \dim(Y), \\
n_1 + n_2 &\leq 2 = \dim(\Pi_{\{1,2\}}(Y)), \\
n_1 + n_3 &\leq 3 = \dim(\Pi_{\{1,3\}}(Y)), \\
n_2 + n_3 &\leq 3 = \dim(\Pi_{\{2,3\}}(Y)), \\
n_1 &\leq 1 = \dim(\Pi_{\{1\}}(Y)), \\
n_2 &\leq 2 = \dim(\Pi_{\{2\}}(Y)), \\
n_3 &\leq 3 = \dim(\Pi_{\{3\}}(Y)).
\end{align*}
\]

Hence \( \text{MSupp}_p(Y) = \{(0, 0, 3), (0, 1, 2), (0, 2, 1), (1, 0, 2), (1, 1, 1)\} \subset \mathbb{N}^3 \). This set can also be represented graphically as follows:

![Graphical representation of MSupp_p(Y)](image)

Additionally, by using Macaulay2 [21] we can compute that its multidegree polynomial (see Definition 2.10) is equal to:

\[
\deg_p(Y; t_1, t_2, t_3) = t_1^3 t_2^3 + t_1^3 t_2^2 t_3 + t_1^2 t_2^3 + t_1^2 t_2 t_3 + t_1^2 t_2^2 t_3.
\]

We note that here we are following the convention that \( \text{MSupp}_p(Y) \) is given by the complementary degrees of the polynomial \( \deg_p(Y; t_1, t_2, t_3) \); for instance, the term \( t_1^2 t_2^2 \) corresponds to the point \( (3, 3, 3) - (3, 3, 0) = (0, 0, 3) \in \text{MSupp}_p(Y) \).

2. Notation and Preliminaries

In this section, we set up the notation that is used throughout the paper. We also present some preliminary results needed in the proofs of our main theorems.

Let \( p \geq 1 \) be a positive integer. If \( n, m \in \mathbb{Z}^p \) are two multi-indexes, we write \( n \geq m \) whenever \( n_i \geq m_i \), and \( n > m \) whenever \( n_i > m_i \). For each \( 1 \leq i \leq p \), let \( e_i \in \mathbb{N}^p \) be the \( i \)-th elementary vector \( e_i = (0, \ldots, 1, \ldots, 0) \). Let \( \mathbf{0} \in \mathbb{N}^p \) and \( \mathbf{1} \in \mathbb{N}^p \) be the vectors \( \mathbf{0} = (0, \ldots, 0) \) and \( \mathbf{1} = (1, \ldots, 1) \) of \( p \) copies of 0 and 1, respectively. For any \( n = (n_1, \ldots, n_p) \in \mathbb{Z}^p \), we define its weight as \( |n| = n_1 + \cdots + n_p \). Let \([p]\) denote the set \([p] := \{1, \ldots, p\}\).
For clarity of exposition we first introduce the main concepts in the theory of multidegrees over an arbitrary field. Later, we also work over Artinian local rings; we highlight important details in this more general setting in §2.2.

2.1. The case over a field. We begin by introducing a general setup for Theorem A and its preparatory results.

Setup 2.1. Let \( k \) be an arbitrary field. Let \( R \) be a finitely generated standard \( \mathbb{N}^p \)-graded algebra over \( k \), that is, \( [R]_0 = k \) and \( R \) is finitely generated over \( k \) by elements of degree \( e_i \) with \( 1 \leq i \leq p \). For each subset \( \mathfrak{J} = \{j_1, \ldots, j_k\} \subseteq [p] = \{1, \ldots, p\} \) denote by \( R_{(\mathfrak{J})} \) the standard \( \mathbb{N}^k \)-graded \( k \)-algebra given by

\[
R_{(\mathfrak{J})} := \bigoplus_{i_1 \geq 0, \ldots, i_p \geq 0} [R]_{(i_1, \ldots, i_p)};
\]

for instance, for each \( 1 \leq j \leq p \), \( R_{(j)} \) denotes the standard \( \mathbb{N} \)-graded \( k \)-algebra \( R_{(j)} := \bigoplus_{k \geq 0} [R]_{k e_j} \). For each \( 1 \leq j \leq p \), let \( m_j \subseteq R \) be the ideal \( m_j := ([R]_{e_j}). \) Let \( \mathfrak{M} \subseteq R \) be the multigraded irrelevant ideal \( \mathfrak{M} := m_1 \cap \cdots \cap m_p \). For each \( \mathfrak{J} \subseteq [p] \), let \( \mathfrak{M}_{\mathfrak{J}} \subseteq R_{(\mathfrak{J})} \) be the corresponding multigraded irrelevant ideal \( \mathfrak{M}_{\mathfrak{J}} := (\bigcap_{j \in \mathfrak{J}} m_j) \cap R_{(\mathfrak{J})} \). Let \( X \) be the multiprojective scheme \( X := \text{MultiProj}(R) \) (see Definition 2.2 below) and \( X_\mathfrak{J} \) be the multiprojective scheme \( X_\mathfrak{J} := \text{MultiProj}(R_{(\mathfrak{J})}) \) for each \( \mathfrak{J} \subseteq [p] \). To avoid trivial situations, we always assume that \( X \neq \emptyset \).

Definition 2.2. The multiprojective scheme \( \text{MultiProj}(R) \) is given by \( \text{MultiProj}(R) := \{ \mathfrak{P} \in \text{Spec}(R) \mid \mathfrak{P} \text{ is } \mathbb{N}^p \text{-graded and } \mathfrak{P} \not\supseteq \mathfrak{M} \} \), and its scheme structure is obtained by using multi-homogeneous localizations (see, e.g., [28, §1]).

The inclusion \( R_{(\mathfrak{J})} \hookrightarrow R \) induces the natural projection

\[
\Pi_\mathfrak{J} : X \to X_\mathfrak{J}, \quad \mathfrak{P} \in X \mapsto \mathfrak{P} \cap R_{(\mathfrak{J})} \in X_\mathfrak{J}.
\]

We embed \( X \) as a closed subscheme of a multiprojective space \( \mathfrak{P} := \mathfrak{P}_{k_1}^{m_{1j}} \times_k \cdots \times_k \mathfrak{P}_{k_p}^{m_{pj}} \). Then, for each \( \mathfrak{J} = \{j_1, \ldots, j_k\} \subseteq [p] \), \( \Pi_\mathfrak{J} : X \to X_\mathfrak{J} \) corresponds with the restriction to \( X \) and to \( X_\mathfrak{J} \) of the natural projection

\[
\Pi_\mathfrak{J} : \mathfrak{P} \to \mathfrak{P}_{k_1}^{m_{1j}} \times_k \cdots \times_k \mathfrak{P}_{k_p}^{m_{pj}},
\]

and \( X_\mathfrak{J} \) becomes a closed subscheme of \( \mathfrak{P}_{k_1}^{m_{1j}} \times_k \cdots \times_k \mathfrak{P}_{k_p}^{m_{pj}} \).

For any multi-homogeneous element \( x \in R \), the closed subscheme \( \text{MultiProj}(R/xR) \subseteq X \) is denoted by \( X \cap V(x) \).

Notation 2.3. From now on, \( \mathfrak{J} = \{j_1, \ldots, j_k\} \) denotes a subset of \([p]\). Set \( r := \dim(X) \) and \( r(\mathfrak{J}) := \dim(\Pi_\mathfrak{J}(X)) \) for each \( \mathfrak{J} \subseteq [p] \). For a singleton set \( \{i\} \subseteq [p] \), \( r(\{i\}) \) and \( \Pi_{\{i\}} \) are simply denoted by \( r(i) \) and \( \Pi_i \), respectively.

Note that the image of \( \Pi_\mathfrak{J} : X \to X_\mathfrak{J} \) can be described by the following isomorphism

\[
(1) \quad \Pi_\mathfrak{J}(X) \cong \text{MultiProj}
\left(\frac{R_{(\mathfrak{J})}}{R_{(\mathfrak{J})} \cap \langle \mathfrak{M}_{\mathfrak{J}} \mathfrak{P}\rangle}\right).
\]

Remark 2.4. Since \( R = R_{(\mathfrak{J})} \oplus \left( \sum_{j \not\in \mathfrak{J}} m_j \right) \), we obtain a natural isomorphism \( R_{(\mathfrak{J})} \cong \frac{R}{\sum_{j \not\in \mathfrak{J}} m_j} \) of \( \mathbb{N}^k \)-graded \( k \)-algebras where \( k = |\mathfrak{J}| \).
We now provide some preparatory results.

**Lemma 2.5.** Under Setup 2.1, the following statements hold:

(i) \( r = \dim(X) = \dim \left( \mathbb{R}/(0:_R \mathfrak{N}^\infty) \right) - p. \)

(ii) There is an isomorphism

\[
\Pi_3(X) \cong \text{MultiProj} \left( \mathbb{R}/ \left( (0:_R \mathfrak{N}^\infty) + \sum_{j \not\in \mathfrak{J}} m_j \right) \right).
\]

(iii) If \( (0:_R \mathfrak{N}^\infty) = 0 \), then \( \Pi_3(X) \cong \text{MultiProj}(R_{(\mathfrak{J})}) = X_3. \)

(iv) If \( (0:_R \mathfrak{N}^\infty) = 0 \), then \( (0:_R \mathfrak{N}^\infty)_3 = 0. \)

**Proof.** (i) This formula follows from [28, Lemma 1.2] (also, see [10, Corollary 3.5]).

(ii) From the natural maps \( R_{(\mathfrak{J})} \hookrightarrow R \twoheadrightarrow R/(0:_R \mathfrak{N}^\infty) \), we obtain a natural isomorphism

\[
R_{(\mathfrak{J})}/ \left( R_{(\mathfrak{J})} \cap (0:_R \mathfrak{N}^\infty) \right) \cong \left( R/(0:_R \mathfrak{N}^\infty) \right)_{(\mathfrak{J})}.
\]

By using **Remark 2.4** it follows that \( \left( R/(0:_R \mathfrak{N}^\infty) \right)_{(\mathfrak{J})} \cong R/(0:_R \mathfrak{N}^\infty) + \sum_{j \not\in \mathfrak{J}} m_j \). Therefore, the claimed isomorphism is obtained from (1).

(iii) It follows directly from part (ii) and **Remark 2.4**.

(iv) This part is clear. \( \square \)

Let \( P_R(t) = P_R(t_1, \ldots, t_p) \in \mathbb{Q}[t] = \mathbb{Q}[t_1, \ldots, t_p] \) be the **Hilbert polynomial** of \( R \) (see, e.g., [23, Theorem 4.1], [9, Theorem 3.4]). Then, the degree of \( P_R \) is equal to \( r \) and

\[
P_R(\nu) = \dim_k \left( [R]_\nu \right)
\]

for all \( \nu \in \mathbb{N}^P \) such that \( \nu \gg 0 \). Furthermore, if we write

\[
P_R(t) = \sum_{n_1, \ldots, n_p > 0} e(n_1, \ldots, n_p) \left( \frac{t_1 + n_1}{n_1} \right) \cdots \left( \frac{t_p + n_p}{n_p} \right),
\]

then \( 0 \leq e(n_1, \ldots, n_r) \in \mathbb{Z} \) for all \( n_1 + \cdots + n_p = r \).

**Remark 2.6.** The following are basic properties of Hilbert polynomials.

(i) Since \( \mathfrak{N}^k(0:_R \mathfrak{N}^\infty) = 0 \) for \( k > 0 \) we have \( \dim_k \left( [R]_\nu \right) = \dim_k \left( [R/(0:_R \mathfrak{N}^\infty)]_\nu \right) \) for \( \nu \gg 0 \).

Thus,

\[
P_R(t) = P_{R/(0:_R \mathfrak{N}^\infty)}(t).
\]

(ii) Let \( k(\xi) \) be a purely transcendental field extension of \( k \). Then, \( R \otimes_k k(\xi) \) is a finitely generated standard \( \mathbb{N}^P \)-graded \( k(\xi) \)-algebra and \( \dim_k \left( [R \otimes_k k(\xi)]_\nu \right) = \dim_k \left( [R]_\nu \right) \) for all \( \nu \in \mathbb{N}^P \).

Thus,

\[
P_{R \otimes k(\xi)}(t) = P_R(t).
\]

In particular, one can always assume \( k \) is an infinite field.

Under the notation of (3) we define the following invariants.

**Definition 2.7.** Let \( n = (n_1, \ldots, n_p) \in \mathbb{N}^P \) with \( |n| = r \). Then:

(i) \( e(n, R) := e(n_1, \ldots, n_p) \) is the **mixed multiplicity of** \( R \) **of type** \( n \).

(ii) \( \deg_R(X) := e(n_1, \ldots, n_p) \) is the **multidegree of** \( X = \text{MultiProj}(R) \) **of type** \( n \) **with respect to** \( P \).
As stated in the Introduction, in classical geometrical terms, \( \deg_p^n(X) \) is also equal to the number of points (counting multiplicity) in the intersection of \( X \) with the product \( L_1 \times_k \cdots \times_k L_p \subset \mathbb{P} \), where \( L_i \subset \mathbb{P}^{m_i} \) is a general linear subspace of dimension \( m_i - n_i \) for each \( 1 \leq i \leq p \) (see [56], [9, Theorem 4.7]).

The multidegrees of \( X \) can be defined easily in terms of Chow rings and in terms of Hilbert series.

**Remark 2.8.** The Chow ring of \( \mathbb{P} = \mathbb{P}^{m_1}_k \times_k \cdots \times_k \mathbb{P}^{m_p}_k \) is given by

\[
A^\ast(\mathbb{P}) = \frac{\mathbb{Z}[H_1, \ldots, H_p]}{(H_1^{m_1+1}, \ldots, H_p^{m_p+1})}
\]

where \( H_i \) represents the class of the inverse image of a hyperplane of \( \mathbb{P}^{m_i}_k \) under the natural projection \( \Pi_i : \mathbb{P} \to \mathbb{P}^{m_i}_k \). Then, the class of the cycle associated to \( X \) coincides with

\[
[X] = \sum_{0 \leq n_1 \leq m_1} \deg_p^n(X) H_1^{m_1-n_1} \cdots H_p^{m_p-n_p} \in A^\ast(\mathbb{P}).
\]

**Remark 2.9.** By considering the Hilbert series \( \text{Hilb}_R(t_1, \ldots, t_p) := \sum_{r \in \mathbb{N}^p} \dim_k ([R]_r) t_1^{r_1} \cdots t_p^{r_p} \) of \( R \), one can analogously define the notions of mixed multidegrees and multidegrees (see [42, §8.5], [9, Theorem A]). Here we quickly derive this analogous definition because we shall use it in §6.1. Let \( S = \mathbb{k}[x_{1,0}, x_{1,1}, \ldots, x_{1,m_1}] \otimes_k \cdots \otimes_k \mathbb{k}[x_{p,0}, x_{p,1}, \ldots, x_{p,m_p}] \) be the multigraded polynomial ring corresponding with \( \mathbb{P} = \mathbb{P}^{m_1}_k \times_k \cdots \times_k \mathbb{P}^{m_p}_k \), that is \( \mathbb{P} = \text{MultiProj}(S) \). By considering an S-free resolution of \( R \), we can write

\[
\text{Hilb}_R(t) = \mathcal{K}(R; t)/(1-t)^{m+1} = \mathcal{K}(R; t_1, \ldots, t_p)/(1-t_1)^{m_1+1} \cdots (1-t_p)^{m_p+1},
\]

where \( \mathcal{K}(R; t) \) is called the K-polynomial of \( R \) (see [42, Definition 8.21]). Let \( \mathcal{C}(R; t) \in \mathbb{Z}[t_1, \ldots, t_p] \) be the sum of all the terms in \( \mathcal{K}(R; 1-t) \) of total degree equal to \( \dim(S) - \dim(R) \) (see [42, Definition 8.45]). Then, if \( 0 :_R \mathfrak{m}^\infty = 0 \), we obtain the equality

\[
\mathcal{C}(R; t) = \sum_{0 \leq n_1 \leq m_1} \deg_p^n(X) t_1^{m_1-n_1} \cdots t_p^{m_p-n_p}.
\]

**Proof.** From [9, Theorem A(I)] we have \( \text{Hilb}_R(t) = \sum_{|k|=\dim(R)} Q_k(t)/(1-t)^k \) where \( Q_k(t) \in \mathbb{Z}[t] \). The assumption \( 0 :_R \mathfrak{m}^\infty = 0 \) gives that \( \dim(R) = r + p \) (see Lemma 2.5(i)). Hence, by using [9, Theorem A(II,III)] we obtain that \( \deg_p^n(X) = e(n; R) = Q_{n+1}(1) \) for all \( |n| = r \). Also, the assumption \( 0 :_R \mathfrak{m}^\infty = 0 \) and [9, Theorem 2.8(ii)] imply that \( Q_k(1) = 0 \) when \( |k| = \dim(R) \) and \( k_i = 0 \) for some \( 1 \leq i \leq p \).

After writing \( \text{Hilb}_R(t) = \sum_{|k|=\dim(R)} Q_k(t)(1-t)^{m+1-k}/(1-t)^{m+1} \), we obtain the equality

\[
\mathcal{K}(R; t) = \sum_{|k|=\dim(R)} Q_k(t)(1-t)^{m+1-k}.
\]

Making the substitution \( t_i \mapsto (1-t_i) \) and choosing the terms of total degree \( \dim(S) - \dim(R) = \sum_{i=1}^p m_i - r \), it follows that \( \mathcal{C}(R; t) = \sum_{|k|=\dim(R)} Q_k(1)t^{m+1-k} = \sum_{|n|=r} Q_{n+1}(1)t^{m-n} \). So, the result is clear. \( \square \)
Although in the proofs of Theorem A and Theorem B we do not exploit the fact that multidegrees can be defined as in Remark 2.8, we do encode the multidegrees in a homogeneous polynomial that mimics the cycle associated to $X$ in the Chow ring $A^*(\mathbb{P})$. The following objects are the main focus of this paper.

**Definition 2.10.** Let $X \subseteq \mathbb{P} = \mathbb{P}_k^{m_1} \times_k \cdots \times_k \mathbb{P}_k^{m_p}$ be a closed subscheme with $r = \dim(X)$. We denote the multidegree polynomial of $X$ with respect to $\mathbb{P}$ as the homogeneous polynomial

$$\deg_p(X; t_1, \ldots, t_p) := \sum_{0 \leq n_1 \leq m_1, \ldots, 0 \leq n_p \leq m_p} \deg^n_p(X) t_1^{m_1 - n_1} \cdots t_p^{m_p - n_p} \in \mathbb{N}[t_1, \ldots, t_p]$$

of degree $m_1 + \cdots + m_p - r$. We say that the *support of $X$ with respect to $\mathbb{P}$* is given by

$$\text{MSupp}_p(X) := \{ n \in \mathbb{N}^p \mid \deg^n_p(X) > 0 \}.$$

**Remark 2.11.** Note that under the assumption $(0 : R \mathfrak{m}^\infty) = 0$ we obtain the equality $\deg_p(X; t) = c(R; t)$.

2.2. **The case over an Artinian local ring.** In this subsection, we show how the mixed multiplicities are defined for a standard multigraded algebra over an Artinian local ring.

**Setup 2.12.** Keep the notations and assumptions introduced in Setup 2.1 and now substitute the field $k$ by an Artinian local ring $A$.

In this setting, the notion of mixed multiplicities is defined essentially in the same way as in Definition 2.7.

**Definition 2.13.** Let $P_R(t) = P_R(t_1, \ldots, t_p) \in \mathbb{Q}[t] = \mathbb{Q}[t_1, \ldots, t_p]$ be the Hilbert polynomial of $R$ (see, e.g., [23, Theorem 4.1], [9, Theorem 3.4]). Then, as before, the degree of $P_R$ is equal to $\dim(R/(0 : R \mathfrak{m}^\infty)) - p$ and

$$P_R(\nu) = \text{length}_A([R]_\nu)$$

for all $\nu \in \mathbb{N}^p$ such that $\nu \gg 0$. If we write $P_R(t) = \sum_{n_1, \ldots, n_p \geq 0} e(n_1, \ldots, n_p) t_1^{n_1} \cdots t_p^{n_p}$, then $0 \leq e(n_1, \ldots, n_p) \in \mathbb{Z}$ for all $n_1 + \cdots + n_p = \dim(R/(0 : R \mathfrak{m}^\infty)) - p$. For each $n = (n_1, \ldots, n_p) \in \mathbb{N}^p$ with $|n| = \dim(R/(0 : R \mathfrak{m}^\infty)) - p$, we set that $e(n, R) := e(n_1, \ldots, n_p)$ is the mixed multiplicity of $R$ of type $n$.

3. **A characterization for the positivity of multidegrees**

In this section, we focus on characterizing the positivity of multidegrees and our main goal is to prove Theorem A and Theorem B. Throughout this section we continue using the same notations and assumptions of Section 2.

We begin with the following result that relates the Hilbert polynomial $P_R(t) \in \mathbb{Q}[t]$ of $R$ with the dimensions $r(\mathfrak{J}) = \dim(\text{Proj}(X))$ of the schemes $\text{Proj}(X)$. It extends [53, Theorem 1.7] to a multigraded setting.

**Proposition 3.1.** Assume Setup 2.1. For each $\mathfrak{J} = \{j_1, \ldots, j_k\} \subseteq [p]$, let $\deg(P_R; \mathfrak{J})$ be the degree of the Hilbert polynomial $P_R$ in the variables $t_{j_1}, \ldots, t_{j_k}$. Then, for every such $\mathfrak{J} = \{j_1, \ldots, j_k\}$ we have that

$$\deg(P_R; \mathfrak{J}) = r(\mathfrak{J}).$$
Proof. We may assume that \((0 :_R \mathcal{N}^\infty) = 0\) and \(\mathcal{K}\) is an infinite field by Remark 2.6. Fix \(J = \{j_1, \ldots, j_k\} \subseteq [p]\) and let \(w \in \mathbb{N}\) be such that \(\dim_k((R|_n) = P_k(n)\) for every \(n = (n_1, \ldots, n_p) \geq w\).

Let \((d_1, \ldots, d_k)\) be such that \(\delta := \deg(P_k; J) = d_1 + \cdots + d_k\) and \(t_{j_1}^{d_1} \cdots t_{j_k}^{d_k}\) divides a term of \(P_k\).

Let \(q\) be a polynomial in the variables \(\{t_i \mid i \not\in J\}\) such that \(P_k - q \cdot t_{j_1}^{d_1} \cdots t_{j_k}^{d_k}\) has no term divisible by \(t_{j_1}^{d_1} \cdots t_{j_k}^{d_k}\). Let \(s = (s_i \mid i \not\in J) \in k^{P - |J|}\) be a vector of integers such that \(s \geq w\mathcal{1}\) and \(q(s) \neq 0\). Thus, if one evaluates \(t_i = s_i\) in \(P_k\) for every \(i \not\in J\) one obtains a polynomial \(Q\) on the variables \(t_{j_1}^{d_1} \cdots t_{j_k}^{d_k}\) of degree \(\delta\). On the other hand, by [9, Theorem 3.4], for \(n_{j_1}, \ldots, n_{j_k} \geq w\) this polynomial \(Q\) coincides with the Hilbert polynomial of the \(R_{(j)}\)-module generated by \([R\mathcal{K}]\), where \(s'_i = s_i\) if \(i \not\in J\) and \(s'_i = 0\) otherwise. Call this module \(M\).

Since \((0 :_R \mathcal{N}^\infty) = 0\), for every \(1 \leq i \leq p\) we have \(\text{grade}(m_i) \geq 1\), and then there exist elements \(y_i \in [R\mathcal{K}]\) which are non-zero-divisors (see, e.g., [7, Lemma 1.5.12]). From the fact that \(y_{j_1}^{s_1} \cdots y_{j_k}^{s_k} \in M\), it follows that \(\text{Ann}_{R_{(j)}}(M) = 0\). Therefore, \(\delta = \dim(\text{Supp}(M) \cap X_{(j)}) = r(j)\), by [9, Theorem 3.4], finishing the proof. \(\Box\)

In the following remark we gather some basic relations for the radicals of certain ideals.

Remark 3.2. (i) Let \(I, J, K \subset R\) be ideals. If \(J \subset \sqrt{K}\), then \(I + J \subset \sqrt{I + K}\). In particular, if \(\sqrt{J} = \sqrt{K}\), then \(\sqrt{I + J} = \sqrt{I + K}\).

(ii) For any element \(x \in m_1\), since \((x :_RM_1^\infty)\) \(m_1^k \subset (x)\) for some \(k > 0\), it follows that \(\sqrt{(x)} = \sqrt{(x :_RM_1^\infty)m_1^k} = \sqrt{(x :_RM_1^\infty) \cap m_1}\).

If \(k\) is an infinite field, then for each \(1 \leq i \leq p\) we say that a property \(P\) is satisfied by a general element in the \(k\)-vector space \([R\mathcal{K}]\), if there exists a dense open subset \(U\) of \([R\mathcal{K}]\) with the Zariski topology such that every element in \(U\) satisfies the property \(P\).

The following three technical lemmas are important steps for the proof of Theorem 3.7.

Lemma 3.3. Assume Setup 2.1 with \(k\) being an infinite field. Suppose that \(R\) is a domain. Let \(x \in [R]\mathcal{K}\) be a general element. Then, we have the equality \(\sqrt{(x :_RM_1^\infty)} = \sqrt{(x :_RM_1^\infty)}\).

Proof. Since \((0 :_R \mathcal{N}^\infty) = 0\), we have that \(\text{ht}(m_j) \geq 1\) for every \(1 \leq j \leq p\). Consider the following finite set of prime ideals

\[\mathcal{G} = \{\mathcal{P} \in \text{Spec}(R) \mid \mathcal{P} \subseteq \text{Min}(m_j)\ for some 2 \leq j \leq p and \mathcal{P} \not\subseteq m_1\}\]

By using the Prime Avoidance Lemma and the fact that \(k\) is infinite, for a general element \(x \in [R]\mathcal{K}\), we have that \(x \not\in \bigcup_{\mathcal{P} \in \mathcal{G}} \mathcal{P}\). If \(\mathcal{P} \in \text{Min}(x :_RM_1^\infty)\), then \(\text{ht}(\mathcal{P}) \leq 1\) by Krull’s Principal Ideal Theorem, and so we would have that \(\mathcal{P} \in \mathcal{G}\) whenever \(\mathcal{P} \not\subseteq m_1\) and \(\mathcal{P} \supseteq m_1\) for some \(2 \leq j \leq p\). Therefore, for any \(\mathcal{P} \in \text{Spec}(R)\) and a general element \(x \in [R]\mathcal{K}\), if \(\mathcal{P} \in \text{Min}(x :_RM_1^\infty)\), we get \(\mathcal{P} \supseteq (x :_R \mathcal{N}^\infty) = (x :_R (m_1 \cap m_2 \cap \cdots \cap m_p)^\infty)\); so, \(\sqrt{(x :_R \mathcal{N}^\infty)} = \sqrt{(x :_R m_1^\infty)}\). \(\Box\)

The lemma below is necessary for some reduction arguments in Theorem 3.7.

Lemma 3.4. Assume Setup 2.1 with \(k\) being an infinite field. Suppose that \(R\) is a domain. Let \(x \in [R]\mathcal{K}\) be a general element and set \(Z = X \cap \text{V}(x) = \text{MultiProj}(R/xR)\). Then, for each \(J = \{j_1, j_2, \ldots, j_k\} \subseteq [p]\), the following statements hold:

(i) \(\dim(\Pi_1(Z)) = \dim(X_3 \cap V(x))\), where \(X_3 \cap V(x) = \text{MultiProj}(R_{(j)}/xR_{(j)})\).

(ii) \(\dim(\Pi_\ell(Z)) = \dim(\Pi_\ell'(X_3 \cap V(x)))\), where \(\ell = \{1\}\) and \(\Pi_\ell'\) denotes the natural projection \(\Pi_\ell': P_k^{m_1} \times_k P_k^{m_2} \times_k \cdots \times_k P_k^{m_k} \rightarrow P_k^{m_1j_2} \times_k \cdots \times_k P_k^{m_kj_k}\).
Proof. For notational purposes, let $b_3 := m_1 \cap R_{(3)}$.

(i) From (2) we have that $\Pi_3(Z) \cong \text{MultiProj}(R/(x : R \mathcal{N}^\infty + \sum_{j \notin 3} m_j))$. Since we are assuming $1 \in 3$, from Remark 3.2 we obtain the natural isomorphism

$$R_{(3)}/ (x : R_{(3)} b_3^{\infty}) \cong R/(x : R \mathcal{N}^{\infty} + \sum_{j \notin 3} m_j);$$

indeed, for $\ell \geq 0$ and $y \in R_{(3)}$, one notices that $b_{3}^{\ell} \cdot y \in x R_{(3)}$ if and only if $m_{1}^{\ell} \cdot y \in x R$.

By Lemma 3.3 and Remark 3.2(i) we have $\sqrt{(x : R \mathcal{N}^{\infty} + \sum_{j \notin 3} m_j)}$, and by applying Lemma 3.3 to the ring $R_{(3)}$ we obtain $\sqrt{(x : R_{(3)} b_3^{\infty})} = \sqrt{(x : R \mathcal{N}^{\infty})}$. It follows that

$$(4) \quad R_{(3)}/ \sqrt{(x : R_{(3)} \mathcal{N}^{\infty})} \cong R/ \sqrt{(x : R \mathcal{N}^{\infty}) + \sum_{j \notin 3} m_j},$$

which gives the result.

(ii) By using (2) we obtain that $\Pi_{\ell}(Z) \cong \text{MultiProj}(R/(x : R \mathcal{N}^{\infty} + \sum_{j \notin 3} m_j + m_1))$ and that $\Pi_{\ell}'(X_3 \cap V(x)) \cong \text{MultiProj}(R_{(3)}/ (x : R_{(3)} \mathcal{N}^{\infty} + b_3))$. Since the isomorphism in (4) can be extended to

$$R_{(3)}/ \left(\sqrt{(x : R_{(3)} \mathcal{N}^{\infty}) + b_3}\right) \cong R/ \left(\sqrt{(x : R \mathcal{N}^{\infty}) + \sum_{j \notin 3} m_j + m_1}\right),$$

the result follows from Remark 3.2(i). \qed

We continue with the next auxiliary lemma that allows us to simplify the proof of Theorem 3.7.

Lemma 3.5. Assume Setup 2.1 with $\kappa$ being an infinite field. Suppose that $R$ is a domain and $r(1) \geq 1$. Let $x \in [R]_{e_1}$ be a general element and set $Z = X \cap V(x) = \text{MultiProj}(R/x R)$. Then, the following statements hold:

(i) If $1 \in 3 \subseteq [p]$, then $\dim(\Pi_3(Z)) = r(3) - 1$; in particular, $\dim(Z) = r - 1$.

(ii) If $1 \notin 3$ and $r(3) > r(3)$, where $\mathcal{R} = \{1\} \cup 3 \subseteq [p]$, then $\dim(\Pi_3(Z)) = r(3)$.

Proof. If, from Lemma 3.4(i) it suffices to compute $\dim(X_3 \cap V(x))$, where $X_3 \cap V(x) = \text{MultiProj}(R_{(3)}/ x R_{(3)})$. For $3 = \{1, j_2, \ldots, j_k\} \subseteq [p]$, note that $\Pi_1(X) \cong \Pi_1'(X_3)$, where $\Pi_1'$ denotes the natural projection $\Pi_1' : \mathbb{P}^{m_1}_{k} \times_k \mathbb{P}^{m_2}_{k} \times_k \cdots \times_k \mathbb{P}^{m_k}_{k} \to \mathbb{P}^{m_1}_{k}$. Therefore, neither the assumption nor the conclusion changes if we substitute $R$ by $R_{(3)}$ and $X$ by $X_3$, and we do so.

From the short exact sequence

$$0 \to R(-e_1) \xrightarrow{\Delta} R \to R/x R \to 0,$$

we obtain $P_{R/x R}(t) = P_{R}(t) - P_{R}(t - e_1)$. By using Proposition 3.1, $\deg(P_{R}; t_1) = r(1) \geq 1$ and so $P_{R}$ is non-constant as a univariate polynomial in the variable $t_1$. Thus, $P_{R/x R}(t) \neq 0$ which implies that $(x : R \mathcal{N}^{\infty})$ is a proper ideal. So, Krull’s Principal Ideal Theorem yields that $\text{ht}(x : R \mathcal{N}^{\infty}) = 1$ and that

$$\dim(Z) = \dim(R/(x : R \mathcal{N}^{\infty})) - p = \dim(R) - 1 - p = (r + p) - 1 - p = r - 1.$$
(ii) By using Lemma 3.4(ii), we can substitute $R$ by $R_{[\mathfrak{r}]}$ and $X$ by $X_{R}$, and we do so. So, we may assume that $\mathfrak{r} = [p]$ and $\mathfrak{J} = \{2, \ldots, p\}$. From (2) we get the isomorphism
\[
\Pi_{\mathfrak{J}}(Z) \cong \text{MultiProj} \left( \frac{R}{(x :_R \mathfrak{m}_1^\infty) + m_1} \right).
\]
The equality
\[
\sqrt{(x :_R \mathfrak{m}_1^\infty) + m_1} = \sqrt{(x :_R \mathfrak{m}_1^\infty)} + m_1
\]
follows from Lemma 3.3 and Remark 3.2(i). The assumption yields that
\[
\text{ht}(m_1) = \dim(R) - \dim(R_{(\mathfrak{J})}) = (r + p) - (r(\mathfrak{J}) + p - 1) \geq 2,
\]
then as a consequence Krull’s Principal Ideal Theorem it follows that
\[
\sqrt{(x)} = \sqrt{(x :_R \mathfrak{m}_1^\infty)};\]
therefore, Remark 3.2(i) implies that
\[
\sqrt{(x :_R \mathfrak{m}_1^\infty) + m_1} = \sqrt{m_1}.
\]
By summing up, we obtain the equalities
\[
\dim \left( \frac{R}{(x :_R \mathfrak{m}_1^\infty) + m_1} \right) = \dim \left( \frac{R}{m_1} \right) = r(\mathfrak{J}) + p - 1,
\]
and so the result follows. \hfill \Box

The next important theorem computes the dimension of the image of the projections $\Pi_{\mathfrak{J}}$ after cutting with a general hyperplane under certain conditions. For the proof of this result, we need the following version of Grothendieck’s Connectedness Theorem. For that, we recall the definitions
\[
c(R) := \min \left\{ \dim(R/a) \mid a \subset R \text{ is an ideal and } \text{Spec}(R) \setminus V(a) \text{ is disconnected} \right\},
\]
\[
s\dim(R) := \min \left\{ \dim(R/\mathfrak{M}) \mid \mathfrak{M} \in \text{Min}(R) \right\}
\]
and
\[
\text{ara}(a) := \min \{ n \mid \sqrt{\langle a_1, \ldots, a_n \rangle} = \sqrt{a} \text{ and } a_1 \in R \}
\]
for any ideal $a \subset R$.

**Lemma 3.6 (6, Proposition 2.1), [53, Lemma 2.6].** For two proper homogeneous ideals $a, b \subset R$, if $\min(\dim(R/a), \dim(R/b)) > \dim(R/(a + b))$, then
\[
\dim(R/(a + b)) \geq \min(c(R), s\dim(R) - 1) - \text{ara}(a \cap b).
\]

We are now ready to present the following theorem.

**Theorem 3.7.** Assume Setup 2.1 with $k$ being an infinite field. Suppose that $R$ is a domain and $r(1) \geq 1$. Let $x \in [R]_{x_1}$ be a general element and set $Z = X \cap V(x) = \text{MultiProj}(R/xR)$. Then, for each $\mathfrak{J} \subseteq [p]$ we have that
\[
\dim(\Pi_{\mathfrak{J}}(Z)) = \min \left\{ r(\mathfrak{J}), r(\mathfrak{J} \cup \{1\}) - 1 \right\}.
\]

**Proof.** For each $\mathfrak{J} = \{j_1, \ldots, j_k\} \subseteq \mathfrak{r} = \{h_1, \ldots, h_d\} \subseteq [p]$ we have that $\Pi_{\mathfrak{J}}(Z) = \Pi_{\mathfrak{r}}(\Pi_{\mathfrak{r}}(Z))$ where $\Pi_{\mathfrak{r}}$ denotes the natural projection $\Pi_{\mathfrak{r}} : \mathbb{P}^{m_{h_1}} \times_k \cdots \times_k \mathbb{P}^{m_{h_d}} \to \mathbb{P}^{m_{h_1}} \times_k \cdots \times_k \mathbb{P}^{m_{h_d}}$. So, from Lemma 3.5(i) it follows that the inequality "$\leq$" holds in the desired equality.

Due to Lemma 3.5, in order to show the reversed inequality "$\geq$", it suffices to show that
\[
\dim(\Pi_{\mathfrak{J}}(Z)) \geq r(\mathfrak{J}) - 1 \text{ when } 1 \notin \mathfrak{J} \text{ and } r(\mathfrak{r}) = r(\mathfrak{J}),
\]
where $\mathfrak{r} = \{1\} \cup \mathfrak{J} \subseteq [p]$. By using Lemma 3.4(ii), we assume may that $\mathfrak{r} = [p]$ and $\mathfrak{J} = \{2, \ldots, p\}$. By using Lemma 3.4(ii), we assume that $\mathfrak{r} = [p]$ and $\mathfrak{J} = \{2, \ldots, p\}$. By using (5) and (6), the proof would be complete if we prove the inequality
\[
\dim \left( \frac{R}{(x :_R \mathfrak{m}_1^\infty)} \right) \geq (r(\mathfrak{J}) - 1) + (p - 1) = r + p - 2.
\]

By using Lemma 3.3 and Lemma 3.5(i) we obtain that
\[
\dim \left( \frac{R}{(x :_R \mathfrak{m}_1^\infty)} \right) = \dim \left( \frac{R}{(x :_R \mathfrak{m}_1^\infty)} \right) = (r - 1) + p = r + p - 1,
\]
and since \( r(\overline{a}) = r \), we have
\[
\dim(R/m_1) = \dim(R/(x : R m_1^\infty)) = r(\overline{a}) + (p - 1) = r + (p - 1) = r + p - 1.
\]
Moreover, (6) and Lemma 3.5(i) yield that
\[
\dim \left( R/((x : R m_1^\infty) + m_1) \right) = \dim \left( R/((x : R m_1^\infty) + m_1) \right) \leq (r - 1) + (p - 1) = r + p - 2.
\]
Since \( x \in m_1 \), Remark 3.2(ii) gives that \( \text{ara} \left( (x : R m_1^\infty) \cap m_1 \right) = \text{ara} (\langle x \rangle) = 1 \). As \( R \) is a domain, \( c(R) = \dim(R) = r + p \). Therefore, from Lemma 3.6 we obtain that
\[
\dim \left( R/((x : R m_1^\infty) + m_1) \right) \geq \min \{ r + p, (r + p) - 1 \} - 1 = r + p - 2.
\]
So, the proof is complete. \( \square \)

**Notation 3.8.** Let \( \{x_0, \ldots, x_s\} \) be a basis of the \( k \)-vector space \([R]_{e_1}\). Consider a purely transcendental field extension \( L := k(z_0, \ldots, z_s) \) of \( k \), and set \( R_L := R \otimes_k L \) and \( X_L := X \otimes_k L = \text{MultiProj} (R_L) \subseteq P \otimes_k L = \mathbb{P}^{m_1}_L \times \mathbb{P}^{m_2}_L \times \cdots \times \mathbb{P}^{m_p}_L \). We say that \( z := z_0 x_0 + \cdots + z_s x_s \in [R_L]_{e_1} \) is the generic element of \([R_L]_{e_1}\).

In the following remark we explain that field extensions as in Notation 3.8 preserve the domain assumption.

**Remark 3.9.** Suppose that \( R \) is a domain and consider a purely transcendental field extension \( k(\xi) \). Then, \( R \otimes_k k(\xi) \) is also a domain; indeed, one can see that \( R \otimes_k k(\xi) \) is a subring of the field of fractions \( \text{Quot}(R[\xi]) \) of the polynomial ring \( R[\xi] \). So, when \( R \) is a domain one can extend \( k \) to an infinite field without loosing the assumption of \( R \) being a domain.

The lemma below shows that the Hilbert function modulo a generic element coincides with the one module a general element.

**Lemma 3.10.** Assume Notation 3.8 with \( k \) being an infinite field. Let \( x \in [R]_{e_1} \) be a general element, then
\[
\dim_k \left( [R/xR]_\nu \right) = \dim_k \left( [R_L/zR_L]_\nu \right)
\]
for all \( \nu \in \mathbb{N}^p \).

**Proof.** Let \( T \) be the polynomial ring \( T = k[z_0, \ldots, z_s] \) and consider the finitely generated \( T \)-algebra given by \( S = (R \otimes_k T)/\nu (R \otimes_k T) \) where \( \nu = z_0 x_0 + \cdots + z_s x_s \in R \otimes_k T \). From the Grothendieck’s Generic Freeness Lemma (see, e.g., [38, Theorem 24.1], [13, Theorem 14.4]) there exists an element \( 0 \neq a \in T \) such that \( S_a \) is a free \( T_a \)-module. Hence, for any \( p \in \text{Spec}(T) \) inside the dense open subset \( D(a) \subset \text{Spec}(T) \), if \( k(p) \) denotes the residue field \( k(p) = T_p/pT_p \) of \( T_p \), one has that
\[
\dim_{k(p)} \left( [S_a \otimes_T k(p)]_\nu \right) = \dim_{\text{Quot}(T)} \left( [S_a \otimes_T \text{Quot}(T)]_\nu \right) = \dim_k \left( [R_L/zR_L]_\nu \right)
\]
for all \( \nu \in \mathbb{N}^p \). Note that for any \( \beta = (\beta_0, \ldots, \beta_s) \in k^{s+1} \) with \( p_\beta = (z_0 - \beta_0, \ldots, z_s - \beta_s) \in D(a) \) one has the isomorphisms
\[
S_a \otimes_T k(p_\beta) \cong \frac{R \otimes_k T}{(z_0 x_0 + \cdots + z_s x_s, z_0 - \beta_0, \ldots, z_s - \beta_s)} \cong R/(\beta_0 x_0 + \cdots + \beta_s x_s) R.
\]
So, the result follows. \( \square \)

We now obtain Theorem A when \( X \) is an irreducible scheme.
**Theorem 3.11.** Assume Setup 2.1. Suppose that X is irreducible. Let $n = (n_1, \ldots, n_p) \in \mathbb{N}^p$ such that $|n| = r$. Then, $\deg^n_r(X) > 0$ if and only if for each $\mathcal{J} = \{j_1, \ldots, j_k\} \subseteq [p]$ the inequality $n_{j_1} + \cdots + n_{j_k} \leq r(\mathcal{J})$ holds.

**Proof.** From Proposition 3.1 it is clear that the inequalities $n_{j_1} + \cdots + n_{j_k} \leq r(\mathcal{J})$ are a necessary condition for $\deg^n_r(X) = e(n; R) > 0$. Therefore, it suffices to show that they are also sufficient.

Assume that $n_{j_1} + \cdots + n_{j_k} \leq r(\mathcal{J})$ for every $\mathcal{J} = \{j_1, \ldots, j_k\} \subseteq [p]$. We may also assume that $(0 : R N^\infty) = 0$ by Remark 2.6(i). Hence, the condition of X being irreducible implies that $\sqrt{0} \subseteq R$ is a prime ideal. Since the associativity formula for mixed multiplicities (see, e.g., [9, Lemma 2.7]) yields that

$$e(n; R) = \text{length}_{R/\sqrt{0}} \left( R/\sqrt{0} \right) \cdot e(n; R/\sqrt{0}),$$

we can assume that $R$ is a domain, and we do so. In addition, by Remark 2.6(ii), Proposition 3.1, and Remark 3.9 we may also assume that $k$ is an infinite field.

We proceed by induction on $r$. If $r = 0$, then [9, Theorem 3.10] implies $e(0; R) > 0$.

Suppose now that $r \geq 1$. Without any loss of generality, perhaps after changing the grading, we can assume that $n_1 \geq 1$. Let $L, R_L, X_L$ and $z$ be defined as in Notation 3.8. Let $x \in [R]_{e_1}$ be a general element. Set $S = R/xR, Z = X \cap V(x) = \text{MultiProj}(S), T = R_L/zR_L, W = X_L \cap V(z) = \text{MultiProj}(T)$ and $n' = n - e_1$. Then, [9, Lemma 3.9] and Lemma 3.10 yield that $e(n; R) = e(n'; S) = e(n'; T)$. From [16, Proposition 1.5.10] we obtain that $W$ is also an irreducible scheme. By the assumed inequalities and because $n_1 \geq 1$ we have that for each $\mathcal{J} = \{j_1, \ldots, j_k\} \subseteq [p]$ the following inequality holds

$$n'_{j_1} + \cdots + n'_{j_k} \leq \min \left\{ r(\mathcal{J}), r(\mathcal{J} \cup \{1\}) - 1 \right\},$$

and the latter is equal to $\dim(\Pi_3(Z))$ by Theorem 3.7. Moreover, by Lemma 3.10 and Proposition 3.1, we also have $\dim(\Pi_3(W)) = \dim(\Pi_3(Z))$; here, by an abuse of notation $\Pi_3(W)$ denotes the image of the natural projection $\Pi_3 : P \otimes_R L \to P_L^{m_1} \times_L \cdots \times_L P_L^{m_k}$ restricted to $W$.

Finally, by using the inductive hypothesis applied to the irreducible scheme $W$, we obtain that $e(n; R) = e(n'; T) > 0$, and so the result follows. \hfill $\square$

Now we are ready to show the general version of Theorem A.

**Corollary 3.12.** Assume Setup 2.1. Let $n = (n_1, \ldots, n_p) \in \mathbb{N}^p$ such that $|n| = \dim(X)$. Then, $\deg^n_r(X) > 0$ if and only if there is an irreducible component $Y \subseteq X$ of $X$ that satisfies the following two conditions:

(a) $\dim(Y) = \dim(X)$.
(b) For each $\mathcal{J} = \{j_1, \ldots, j_k\} \subseteq [p]$ the inequality $n_{j_1} + \cdots + n_{j_k} \leq \dim(\Pi_3(Y))$ holds.

**Proof.** We may assume that $(0 : R N^\infty) = 0$ by Remark 2.6(i). By the associativity formula for mixed multiplicities (see, e.g., [9, Lemma 2.7]) we get the equation

$$\deg^n_r(X) = e(n; R) = \sum_{\mathfrak{q} \in \text{Min}(R)} \text{length}_{R/\mathfrak{q}} (R_{\mathfrak{q}}) \cdot e(n; R/\mathfrak{q}).$$

Thus, $e(n; R) > 0$ if and only if $e(n; R/\mathfrak{q}) > 0$ for some minimal prime $\mathfrak{q} \in \text{Min}(R)$ of maximal dimension. So, the result is clear from Theorem 3.11. \hfill $\square$

Finally, below we have a proof for Theorem B.
Corollary 3.13. Assume Setup 2.12. Let \( \mathbf{n} = (n_1, \ldots, n_p) \in \mathbb{N}^p \) such that \( \dim \left( \frac{R}{(0:_R \mathfrak{N}^\infty)} \right) - p = |\mathbf{n}|. \) Then, \( e(\mathbf{n}; R) > 0 \) if and only if there is a minimal prime ideal \( \mathfrak{p} \in \text{Min}(0:_R \mathfrak{N}^\infty) \) of \( (0:_R \mathfrak{N}^\infty) \) that satisfies the following two conditions:
(a) \( \dim \left( \frac{R}{ \mathfrak{p} } \right) = \dim \left( \frac{R}{(0:_R \mathfrak{N}^\infty)} \right). \)
(b) For each \( \mathfrak{J} = \{j_1, \ldots, j_k\} \subseteq [p] \) the inequality \( n_{j_1} + \cdots + n_{j_k} \leq \dim \left( \frac{R}{ \mathfrak{p} + \sum_{j \in \mathfrak{J}} \mathfrak{n}_j } \right) - k \) holds.

Proof. As in Corollary 3.12, after assuming that \( (0:_R \mathfrak{N}^\infty) = 0 \) and using the associativity formula for mixed multiplicities, we obtain that \( e(\mathbf{n}; R) > 0 \) if and only if \( e(\mathbf{n}; R/\mathfrak{p}) > 0 \) for some minimal prime \( \mathfrak{p} \in \text{Min}(R) \) of maximal dimension. Note that, for each \( \mathfrak{p} \in \text{Min}(R) \), \( R/\mathfrak{p} \) is naturally a finitely generated standard \( \mathbb{N}^p \)-graded algebra over a field. So, the result follows by using Theorem 3.11. \( \square \)

4. Positivity of the Mixed Multiplicities of Ideals

In this section, we characterize the positivity of the mixed multiplicities of ideals. The results obtained here are a consequence of applying Theorem B to a certain multigraded algebra. For the particular case of ideals generated in one degree in graded domains we obtain a neat characterization in Theorem 4.4.

Throughout this section we use the following setup.

Setup 4.1. Let \( R \) be a Noetherian local ring with maximal ideal \( m \subset R \) (or a finitely generated standard graded algebra over a field \( k \) with graded irrelevant ideal \( m \subset R \)).

Let \( J_0 \subset R \) be an \( m \)-primary ideal and \( J_1, \ldots, J_p \subset R \) be arbitrary ideals (homogeneous in the graded case). The multi-Rees algebra of the ideals \( J_0, J_1, \ldots, J_p \) is given by

\[
\mathcal{R}(J_0, \ldots, J_p) := R[J_0 t_0, \ldots, J_p t_p] = \bigoplus_{i_0 \geq 0, \ldots, i_p \geq 0} J_0^{i_0} \cdots J_p^{i_p} \subset R[t_0, \ldots, t_p],
\]

where \( t_0, \ldots, t_p \) are new variables. Note that \( \mathcal{R}(J_0, \ldots, J_p) \) is naturally a standard \( \mathbb{N}^{p+1} \)-graded algebra and that, for \( 0 \leq k \leq p \), the ideal \( m_k \) generated by elements of degree \( e_k \) is given by

\[
m_k := [J_0 t_0, \ldots, J_p t_p].
\]

Let \( \mathfrak{N} := m_0 \cap \cdots \cap m_p \) be the corresponding multigraded irrelevant ideal. Since \( J_0 \) is \( m \)-primary, we obtain that

\[
T(J_0 \mid J_1, \ldots, J_p) := \mathcal{R}(J_0, \ldots, J_p) \otimes_R R/J_0 = \bigoplus_{i_0 \geq 0, \ldots, i_p \geq 0} J_0^{i_0} J_1^{i_1} \cdots J_p^{i_p}/J_0^{i_0+1} J_1^{i_1} \cdots J_p^{i_p}
\]
is a finitely generated standard \( \mathbb{N}^{p+1} \)-graded algebra over the Artinian local ring \( R/J_0 \). For simplicity of notation, throughout this section we fix \( \mathcal{R} := \mathcal{R}(J_0, \ldots, J_p) \) and \( T := T(J_0 \mid J_1, \ldots, J_p) \).

Let \( r \) be the integer \( r := \dim (\text{MultiProj}(T)) \), which coincides with the degree of the Hilbert polynomial \( P_T(u_1, \ldots, u_{p+1}) \) of the \( \mathbb{N}^{p+1} \)-graded \( R/J_0 \)-algebra \( T \). From [54, Theorem 1.2(a)] we have the equality \( r = \dim (\frac{R}{(0:_R (J_1 \cdots J_p)^{\infty})}) - 1 \).

Definition 4.2. Under the above notations, for each \( \mathbf{n} \in \mathbb{N}^{p+1} \) with \( |\mathbf{n}| = r \), we say that

\[
e_n(J_0 \mid J_1, \ldots, J_p) := e(\mathbf{n}; T)
\]
is the mixed multiplicity of \( J_0, J_1, \ldots, J_p \) of type \( \mathbf{n} \).

The main focus in this section is to characterize when \( e_n(J_0 \mid J_1, \ldots, J_p) > 0 \). As a direct consequence of Theorem B we get the following general criterion for the positivity \( e_n(J_0 \mid J_1, \ldots, J_p) \).
**Corollary 4.3.** Assume Setup 4.1 and the notations above. Let \( \mathbf{n} = (n_0, n_1, \ldots, n_p) \in \mathbb{N}^{p+1} \) such that \( |\mathbf{n}| = r \). Then, \( c_n(J_0 | J_1, \ldots, J_p) > 0 \) if and only if there is a minimal prime ideal \( \mathfrak{p} \in \text{Min}(0 : T \mathfrak{m}^\infty) \) of \( (0 : T \mathfrak{m}^\infty) \) that satisfies the following two conditions:

(a) \( \dim \left( \frac{T}{\mathfrak{p}} \right) = \dim \left( \frac{T}{(0 : T \mathfrak{m}^\infty)} \right) \).

(b) For each \( \mathfrak{q} = \{j_1, \ldots, j_k\} \subseteq \{0\} \cup [p] \) the inequality, \( n_{j_1} + \cdots + n_{j_k} \leq \dim \left( \frac{T}{\mathfrak{p}} \right) \) holds.

We now focus on the case where \( \mathcal{R} \) is a graded \( k \)-domain and each ideal \( J_i \) is generated in one degree. In this case, our characterization depends on the analytic spread of certain ideals; recall that the analytic spread of an ideal \( I \subset \mathcal{R} \) is given by \( \ell(I) := \dim \left( \frac{\mathcal{R}(I)}{\mathcal{R}(I)/m} \right) \).

**Theorem 4.4.** Let \( \mathcal{R} \) be a finitely generated standard graded domain over a field \( k \) with graded irrelevant ideal \( \mathfrak{m} \subset \mathcal{R} \). Let \( J_0 \subset \mathcal{R} \) be an \( m \)-primary ideal and \( J_1, \ldots, J_p \subset \mathcal{R} \) be arbitrary ideals. Suppose that, for each \( 0 \leq i \leq p \), \( J_i \) is generated by homogeneous elements of the same degree \( d_i > 0 \). Let \( \mathbf{n} = (n_0, n_1, \ldots, n_p) \in \mathbb{N}^{p+1} \) such that \( |\mathbf{n}| = \dim(\mathcal{R}) - 1 \). Then, \( c_n(J_0 | J_1, \ldots, J_p) > 0 \) if and only if for each \( \mathfrak{q} = \{j_1, \ldots, j_k\} \subseteq [p] \) the inequality

\[
\sum_{i_1, \ldots, i_k} h_{i_1^{j_1}} \cdots h_{i_k^{j_k}} = \ell(J_{j_1} \cdots J_{j_k}) - 1
\]

holds.

**Proof.** First, note that \( r = \dim(\mathcal{R}) - 1 \).

Since \( J_0 \) is \( m \)-primary, the kernel of the canonical map \( T \rightarrow T' := \mathcal{R} \otimes \mathcal{R} \mathfrak{m}/m \) is nilpotent. Therefore, the conditions (a),(b) in Corollary 4.3 are satisfied for \( T \) if and only if they are satisfied for \( T' \).

Consider the \( \mathbb{N}^{p+1} \)-graded domain given by

\[
\mathcal{F} := \bigoplus_{i_0, \ldots, i_p \geq 0} J_{i_0}^{i_0} \cdots J_p^{i_p} \otimes \mathcal{R} \mathfrak{m}/m \subset \mathcal{R}.
\]

Since \( J_{i_0}^{i_0} \cdots J_p^{i_p} \otimes \mathcal{R} \mathfrak{m}/m \cong J_0^{i_0} \cdots J_p^{i_p} \otimes \mathcal{R} \mathfrak{m}/m \), we have the isomorphism \( T' \cong \mathcal{F} \) and so \( T' \) is a domain.

For any \( \mathfrak{r} = \{h_1, \ldots, h_s\} \subseteq \{0\} \cup [p] \), since we have the natural isomorphism \( \mathcal{R}/\sum_{h \in \mathfrak{r}} m_h \cong \mathcal{R}(J_{h_1}, \ldots, J_{h_s}) = \mathcal{R}[J_{h_1} t_{h_1}, \ldots, J_{h_s} t_{h_s}] \), it follows that

\[
\dim \left( \frac{T'}{\sum_{h \notin \mathfrak{r}} m_h T'} \right) = \dim \left( \frac{\mathcal{R}(J_{h_1}, \ldots, J_{h_s}) \otimes \mathcal{R} \mathfrak{m}/m}{\mathcal{R}(J_{h_1}, \ldots, J_{h_s}) \otimes \mathcal{R} \mathfrak{m}/m} \right).
\]

After using the Segre embedding we get the isomorphism \( \text{MultiProj}(\mathcal{R}(J_{h_1}, \ldots, J_{h_s}) \otimes \mathcal{R} \mathfrak{m}/m) \cong \text{Proj}(\mathcal{R}(J_{h_1}, \ldots, J_{h_s}) \otimes \mathcal{R} \mathfrak{m}/m) \) and, accordingly, from Lemma 2.5(i) we have

\[
\dim \left( \mathcal{R}(J_{h_1}, \ldots, J_{h_s}) \otimes \mathcal{R} \mathfrak{m}/m \right) = \dim \left( \mathcal{R}(J_{h_1}, \ldots, J_{h_s}) \otimes \mathcal{R} \mathfrak{m}/m \right) + s - 1 = \ell(J_{h_1} \cdots J_{h_s}) + s - 1,
\]

(also, see [3, Corollary 3.10]).

So, \( c_n(J_0 | J_1, \ldots, J_p) > 0 \) if and only if for each \( \mathfrak{r} = \{h_1, \ldots, h_s\} \subseteq \{0\} \cup [p] \) the inequality

\[
n_{h_1} + \cdots + n_{h_s} \leq \dim \left( \frac{T'}{\sum_{h \notin \mathfrak{r}} m_h T'} \right) - s = \ell(J_{h_1} \cdots J_{h_s}) - 1
\]

holds.
For any \( R = \{0, h_2, \ldots, h_s\} \subseteq \{0\} \cup \{p\} \), as \( J_0 \) is m-primary, from \cite[Theorem 5.1.4, Proposition 5.1.6]{27} we obtain
\[
\dim \left( T' / \sum_{h \in R} m_h T' \right) = \dim \left( \mathcal{R}(J_0, J_{h_2}, \ldots, J_{h_s}) \otimes_R R / J_0 \right) = \dim \left( \text{gr}_{J_0 \wedge (J_{h_2} - J_{h_s})} (\mathcal{R}(J_{h_2}, \ldots, J_{h_s})) \right) = \dim(R) + s - 1.
\]

Therefore, we only need check the inequalities corresponding to the subsets \( J \subseteq [p] \), and so the result follows. \( \square \)

**Remark 4.5.** Note that in Theorem 4.4 the conditions for the positivity of \( e_n(J_0 \mid J_1, \ldots, J_p) \) do not involve the m-primary ideal \( J_0 \) (see \cite[Corollary 1.8(a)]{54}).

**Remark 4.6.** We note that if in Theorem 4.4 we have \( \ell(J_i) = \dim(R) \) for every \( 1 \leq i \leq p \), then by \cite[Lemma 4.7]{29} for each \( J = \{j_1, \ldots, j_k\} \subseteq [p] \) we also have \( \ell(J_{j_1}, \ldots, j_{j_k}) = \dim(R) \). Therefore, by Theorem 4.4 it follows that \( e_n(J_0 \mid J_1, \ldots, J_p) > 0 \) for every \( n \in \mathbb{N}^{p+1} \) such that \( |n| = \dim(R) - 1 \).

5. Polymatroids

We recall that Theorem A implies that \( \text{MSupp}_P(X) \) (see Definition 2.10) is the set of integer points in a polytope when \( X \) is irreducible. In this section we explore properties of these discrete sets.

Following standard notations, we say that \( X \) is a variety over \( \mathbb{k} \) if \( X \) is a reduced and irreducible separated scheme of finite type over \( \mathbb{k} \).

**Definition 5.1.** Let \( E \) be a finite set and \( r \) a function \( r : 2^E \to \mathbb{Z}_{\geq 0} \) satisfying the following two properties: (i) it is non-decreasing, i.e., \( r(\mathcal{I}_1) \leq r(\mathcal{I}_2) \) if \( \mathcal{I}_1 \subseteq \mathcal{I}_2 \subseteq E \), and (ii) it is submodular, i.e., \( r(\mathcal{I}_1 \cup \mathcal{I}_2) + r(\mathcal{I}_1 \cap \mathcal{I}_2) \leq r(\mathcal{I}_1) + r(\mathcal{I}_2) \) if \( \mathcal{I}_1, \mathcal{I}_2 \subseteq E \). The function \( r \) is called a rank function on \( E \). We usually let \( E = [p] \).

A (discrete) polymatroid \( \mathcal{P} \) on \( [p] \) with rank function \( r \) is a collection of points in \( \mathbb{N}^p \) of the following form
\[
\mathcal{P} = \left\{ x = (x_1, \ldots, x_p) \in \mathbb{N}^p \mid \sum_{i \in J} x_i \leq r(J), \forall J \subseteq [p], \sum_{i \in [p]} x_i = r([p]) \right\}.
\]

By definition, a polymatroid consists of the integer points of a polytope (the convex hull of \( \mathcal{P} \)), we call that polytope a base polymatroid polytope. We note that a polymatroid is completely determined by its rank function.

**Remark 5.2.** If the rank function of \( \mathcal{P} \) satisfies \( r([i]) \leq 1 \) for every \( i \in [p] \), then \( \mathcal{P} \) is called a matroid. In other words, matroids are discrete polymatroids where every integer point is an element of \( \{0, 1\}^p \). A general reference for matroids is \cite{45}.

In the following definition we consider the standard notions of linear and algebraic matroids (see \cite[Chapter 6]{45}) and adapt them to the polymatroid case.

**Definition 5.3.** Let \( \mathcal{P} \) be a polymatroid.
We say $\mathcal{P}$ is linear over a field $\mathbb{k}$ if there exists a $\mathbb{k}$-vector space $V$ and subspaces $V_i, i \in [p]$ such that for every $\mathfrak{j} \subseteq [p]$ we have $r(\mathfrak{j}) = \dim_\mathbb{k} \left( \sum_{i \in \mathfrak{j}} V_i \right)$ [45, Proposition 1.1.1]. The vector space $V$ together with the subspaces $V_i$ for $1 \leq i \leq p$, are a linear representation of $\mathcal{P}$.

We say $\mathcal{P}$ is algebraic over a field $\mathbb{k}$ if there exists a field extension $\mathbb{k} \rightarrow \mathbb{L}$ and intermediate field extensions $\mathbb{L}_i, i \in [p]$ such that for every $\mathfrak{j} \subseteq [p]$ we have $r(\mathfrak{j}) = \text{trdeg}_\mathbb{k} \left( \bigwedge_{j \in \mathfrak{j}} \mathbb{L}_j \right)$, where $\bigwedge_{j \in \mathfrak{j}} \mathbb{L}_j$ is the compositum of the subfields, i.e., the smallest subfield in $\mathbb{L}$ containing all of them [45, Theorem 6.7.1]. The field $\mathbb{L}$ together with the subfields $\mathbb{L}_i$ for $1 \leq i \leq p$, are an algebraic representation of $\mathcal{P}$.

In the following two results we connect the theory of polymatroids with $\text{MSupp}_\mathcal{P}(X)$ when $X$ is a variety.

Proposition 5.4. Let $X \subseteq \mathbb{P} = \mathbb{P}^{m_1}_k \times_k \cdots \times_k \mathbb{P}^{m_p}_k$ be a multiprojective variety over an arbitrary field $\mathbb{k}$. Then $\text{MSupp}_\mathcal{P}(X)$ is a discrete algebraic polymatroid over $\mathbb{k}$.

Proof. We consider the associated $\mathbb{N}[\mathcal{P}]$-graded $\mathbb{k}$-domain $R$. Let $\xi$ be the generic point of $X$ and set $\mathbb{L} := \mathcal{O}_{X, \xi}$. For each $\mathfrak{j} \subseteq [p]$, let $\mathcal{X}_\mathfrak{j} = \Pi_{\mathfrak{j}}(X) = \text{MultiProj}(R(\mathfrak{j}))$ and $\xi_\mathfrak{j}$ be the generic point of $\mathcal{X}_\mathfrak{j}$, and notice that

$$
\mathcal{O}_{\mathcal{X}_\mathfrak{j}, \xi_\mathfrak{j}} = \{ f/g \mid f, g \in R(\mathfrak{j}), g \neq 0, \deg(f) = \deg(g) \} \subseteq \mathbb{L}.
$$

For $1 \leq i \leq p$, let $\mathbb{L}_i := \mathcal{O}_{\mathcal{X}_{\mathfrak{i}}, \xi_{\mathfrak{i}}}$, Then, for each $\mathfrak{j} \subseteq [p]$, we have that $\mathcal{O}_{\mathcal{X}_{\mathfrak{j}}, \xi_{\mathfrak{j}}} = \bigwedge_{j \in \mathfrak{j}} \mathbb{L}_j$ and that $\dim(\mathcal{X}_\mathfrak{j}) = \text{trdeg}_\mathbb{k}(\mathcal{O}_{\mathcal{X}_{\mathfrak{j}}, \xi_{\mathfrak{j}}})$ (see, e.g., [20, Theorem 5.22], [22, Exercise II.3.20]). Finally, the result follows from Theorem A. \hfill \Box

In [53, Corollary 2.8] it is shown that the conclusion of Theorem 3.11 holds if $p = 2$ and $X$ is arithmetically Cohen-Macaulay. The following example shows that this result does not always hold for $p > 2$.

Example 5.5. Let $S = \mathbb{k}[x_1, \ldots, x_{12}, y_1, \ldots, y_{12}]$ be a polynomial rings with an $\mathbb{N}^{12}$-grading induced by $\deg(x_i) = \deg(y_i) = \mathbf{e}_i$ for $1 \leq i \leq 12$. Let $\Delta$ be the simplicial complex given by the boundary of the icosahedron. We note that $\Delta$ is a Cohen-Macaulay complex (because it is a triangulation of the sphere $S^2$ [51, Corollary II.4.4]), but it is not a (poly)matroid (see Remark 5.2) since not every restriction is pure [51, Proposition III.3.1].

Let $I_\Delta = \{(x_{i_1} + y_{i_1}) \cdots (x_{i_k} + y_{i_k}) \mid \{i_1, \ldots, i_k\} \notin \Delta\}$ and $X_\Delta = \text{MultiProj}(S/I_\Delta) \subset \mathbb{P} = \mathbb{P}^{12}_k \times_k \cdots \times_k \mathbb{P}^{12}_k$. The definition of $J_\Delta$ is a modification of the definition of $I_\Delta$, the Stanley-Reisner ideal of $\Delta$ with monomials in the variables $\{x_1, \ldots, x_{12}\}$ [42, Chapter I], [51, Chapter II]. It can be easily verified that $I_\Delta$ is the initial ideal of $J_\Delta$ with respect to any elimination order with $\{x_1, \ldots, x_{12}\} \succ \{y_1, \ldots, y_{12}\}$. Since the ideal $J_\Delta$ is obtained from $I_\Delta$ by a linear change of variables, we have a similar primary decomposition as [42, Theorem 1.7], so no component is supported on any coordinate subspace and thus $J_\Delta$ is saturated with respect to the irrelevant ideal of $S$. By [24, Corollary 3.3.5], $X_\Delta$ is arithmetically Cohen-Macaulay. Moreover, since Hilbert functions are preserved by Gröbner degenerations, the multidegree of $X_\Delta$ coincides with $\mathcal{E}(S/I_\Delta; \mathbf{t})$ (see Remark 2.9). Thus, $\text{MSupp}_\mathcal{P}(X_\Delta)$ consists of all the incidence vectors of the facets of $\Delta$ [42, Theorem 1.7] and then it is not a polymatroid.

With Proposition 5.4 in hand, we can introduce the following class of polymatroids.

Definition 5.6. A polymatroid $\mathcal{P}$ is Chow over a field $\mathbb{k}$ if there exists an irreducible variety $X \subseteq \mathbb{P} = \mathbb{P}^{m_1}_k \times_k \cdots \times_k \mathbb{P}^{m_p}_k$ such that $\text{MSupp}_\mathcal{P}(X) = \mathcal{P}$.
The following statement follows as an easy corollary of the main result in [36], when \( k \) is an infinite field. Here we give a simple direct argument for an arbitrary field \( k \).

**Proposition 5.7.** A linear polymatroid over an arbitrary field \( k \) is Chow over the same field.

**Proof.** Let \( V \) be a \( k \)-vector space and \( V_1, \ldots, V_p \) be arbitrary subspaces. Let \( S \) be the polynomial ring \( S = \text{Sym}(V) = k[x_1, \ldots, x_q] \), where \( q = \dim_k(V) \). By using the isomorphism \([S]_1 \cong V\), we identify each \( V_i \) with a \( k \)-subspace \( U_i \) of \([S]_1\). For each \( 1 \leq i \leq p \), let \( \{x_{i,1}, x_{i,2}, \ldots, x_{i,r_i}\} \subset [S]_1 \) be a basis of the \( k \)-vector space \( U_i \). Let \( T \) be the \( \mathbb{N}^p \)-graded polynomial ring
\[
T := k[y_{i,j} \mid 1 \leq i \leq p, 0 \leq j \leq r_i, \deg(y_{i,j}) = e_i].
\]
Induce an \( \mathbb{N}^p \)-grading on \( S[t_1, \ldots, t_p] \) given by \( \deg(t_i) = e_i \) and \( \deg(x_j) = 0 \). Consider the \( \mathbb{N}^p \)-graded \( k \)-algebra homomorphism
\[
\varphi = T \rightarrow S[t_1, \ldots, t_p], \quad y_{i,0} \mapsto t_i \quad \text{for} \quad 1 \leq i \leq p, \quad y_{i,j} \mapsto x_{i,j}t_i \quad \text{for} \quad 1 \leq i \leq p, 1 \leq j \leq r_i.
\]
Note that \( \mathfrak{P} := \text{Ker}(\varphi) \) is an \( \mathbb{N}^p \)-graded prime ideal. Set \( R := T/\mathfrak{P} \) and \( X := \text{MultiProj}(R) \). By construction, for each \( \mathfrak{J} \subseteq [p] \), we obtain the isomorphism
\[
R_{(\mathfrak{J})} \cong k[x_{i,j}t_i \mid i \in \mathfrak{J}, 1 \leq j \leq r_i, \deg(t_i) = e_i] \subset S[t_1, \ldots, t_p];
\]
thus, it is clear that
\[
\dim(R_{(\mathfrak{J})}) = \text{trdeg}_k(k[x_{i,j}t_i \mid i \in \mathfrak{J}, 1 \leq j \leq r_i] [t_i \mid i \in \mathfrak{J}])
\]
\[
= \text{trdeg}_k(k[x_{i,j} \mid i \in \mathfrak{J}, 1 \leq j \leq r_i] [t_i \mid i \in \mathfrak{J}])
\]
\[
= \dim_k \left( \sum_{i \in \mathfrak{J}} U_i \right) + |\mathfrak{J}| = \dim_k \left( \sum_{i \in \mathfrak{J}} V_i \right) + |\mathfrak{J}|.
\]
Therefore, Lemma 2.5 yields that \( \dim(\Pi_\mathfrak{J}(X)) = \dim_k \left( \sum_{i \in \mathfrak{J}} V_i \right) \), and so the result follows from Theorem A. \( \square \)

The following is the main theorem of this section. Here we summarize the results presented above to show that the class of Chow polymatroids lies in between the ones introduced in Definition 5.3.

**Theorem 5.8.** Over an arbitrary field \( k \), we have the following inclusions of families of polymatroids
\[
\text{(Linear polymatroids)} \subseteq \text{(Chow polymatroids)} \subseteq \text{(Algebraic polymatroids)}.
\]
Moreover, when \( k \) is a field of characteristic zero, the three families coincide.

**Proof.** The first inclusion follows from Proposition 5.7; the second from Proposition 5.4. In the characteristic zero case linear and algebraic polymatroids coincide by [30, Corollary, Page 166] (also, see Remark 5.9). \( \square \)

**Remark 5.9.** The result mentioned above from [30] is stated for matroids but the arguments go unchanged for polymatroids.

**Remark 5.10.** Over finite fields there are algebraic matroids that are not linear. An example is the Non-Pappus matroid described in [45, Page 517], it is algebraic over any field of positive characteristic but not linear over any field.
Classifying linear polymatroid rank functions is a difficult problem. For linear matroids over a field of characteristic zero, the poetically titled “The missing axiom of matroid theory is lost forever” [55] together with a recent addition [39] shows that there is no finite list of axioms that characterize which rank functions are linear. For fields of positive characteristic, Rota conjectured in 1971 that for each field there is a list of finite restrictions. A proof of Rota’s conjecture has been announced by Geelen, Gerards, and Whittle, but expected to be several hundred of pages long. Little is known about the algebraic case. In [31] there is an example of a matroid that is not algebraic over any field: the Vamos matroid $V_8$ [45, Page 511]. For these reasons we do not expect a further characterizations of Chow polymatroids.

We finish this section with the following question.

**Question 5.11.** Are all algebraic polymatroids Chow?

6. **Applications**

In this section we relate our results to several objects from combinatorial algebraic geometry.

6.1. **Schubert polynomials.** Let $\mathcal{S}_p$ be the symmetric group on the set $[p]$. For every $i \in [p−1]$ we have the transposition $s_i := (i, i + 1) \in \mathcal{S}_p$. Recall that the set $S = \{s_i, 1 \leq i < p\}$ generates $\mathcal{S}_p$. The *length* $l(\pi)$ of a permutation $\pi$ is the least amount of elements in $S$ needed to obtain $\pi$. Alternatively, the length is equal to the number of *inversions*, i.e., $l(\pi) = (i, j) \in [p] \times [p] : i < j, \pi(i) > \pi(j))$. The permutation $\pi_0 = (p, p − 1, · · · , 2, 1)$ (in one line notation) is the longest permutation, it has length $\frac{p(p−1)}{2}$.

**Definition 6.1.** The *Schubert polynomials* $\mathcal{S}_\pi \in \mathbb{Z}[t_1,\ldots, t_p]$ are defined recursively in the following way. First we define $\mathcal{S}_{s_0:t_0} := \prod_i t_i^{p−1}$, and for any permutation $\pi$ and transposition $s_i$ with $l(s_i\pi) < l(\pi)$ we let

$$\mathcal{S}_{s_i\pi} = \mathcal{S}_\pi - \mathcal{S}_s \mathcal{S}_\pi \frac{t_i − t_{i+1}}{t_i^p},$$

where $\mathcal{S}_p$ acts on $\mathbb{Z}[t_1,\ldots, t_p]$ by permutation of variables. For more information see [18, Chapter 10].

Next we define *matrix Schubert varieties* following [42, Chapter 15]. Let $\mathbb{k}$ be an algebraic closed field and $M_p(\mathbb{k})$ be the $\mathbb{k}$-vector space of $p \times p$ matrices with entries in $\mathbb{k}$. As an affine variety we define its coordinate ring as $R_p := \mathbb{k}[x_{ij} : (i, j) \in [p] \times [p]]$. Furthermore we consider an $\mathbb{N}^p$-grading on $R_p$ by letting $\deg(x_{ij}) = e_i$.

**Definition 6.2.** Let $\pi$ be a permutation matrix. The matrix Schubert variety $\overline{X}_\pi \subset M_p(\mathbb{k})$ is the subvariety

$$\overline{X}_\pi = \{ Z \in M_p(\mathbb{k}) \mid \text{rank}(Z_{m \times n}) \leq \text{rank}(\pi_{m \times n}) \text{ for all } m, n\},$$

where $Z_{m \times n}$ is the restriction to the first $m$ rows and $n$ columns. This is an irreducible variety and the prime ideal $\mathfrak{i}(\overline{X}_\pi)$ is multihomogeneous [42, Theorem 15.31]. By [42, Theorem 15.40], the Schubert polynomial $\mathcal{S}_\pi$ equals the multidegree polynomial of the variety corresponding to the ideal $\mathfrak{i}(\overline{X}_\pi)$ (see Definition 2.10).

Following [43] we say a polynomial $f = \sum_n c_n t^n \in \mathbb{Z}[t_1,\cdots, t_p]$ have the Saturated Newton Polytope property (SNP for short) if $\text{supp}(f) := \{n \in \mathbb{N}^p \mid c_n > 0\} = \text{ConvHull}(\{n \in \mathbb{N}^p \mid c_n > 0\}) \cap \mathbb{N}^p$, in other words, if the support of $f$ consist of the integer points of a polytope. In [43, Conjecture 5.5] it was conjectured that the Schubert polynomials have SNP property and
they even conjectured a set of defining inequalities for the Newton polytope in [43, Conjecture 5.13]. A. Fink, K. Mézáros, and A. St. Dizier confirmed the full conjecture in [15]. As noted by the authors of [26] the combination of Proposition 5.4 (they use the equivalent [4, Corollary 10.2]) and [42, Theorem 15.40] (which is also included in [26, Theorem 6]) is enough to give an alternative proof to [43, Conjecture 5.5].

**Theorem 6.3.** For any permutation $\pi$, the Schubert polynomial $S_\pi$ has SNP and its Newton polytope is a polymatroid polytope.

The Newton polytope of a polynomial $f$ is by definition the convex hull of the exponents in the support of $f$, however in our convention in Definition 2.10 $\text{MSupp}$ consists of the complementary exponents. This does not change the conclusion that the resulting polytope is a polymatroid polytope.

**Codimensions of projections.** We now use Theorem A to give a combinatorial interpretation for the codimensions of the natural projections of matrix Schubert varieties. First we need some terminology.

A **diagram** $D$ is a subset of a $p \times p$ grid whose boxes are indexed by the set $[p] \times [p]$. The authors of [43] define a function $\theta_D : 2^{[p]} \to \mathbb{Z}$ as follows: for a subset $J \subseteq [p]$ and $c \in [p]$, we construct a word $W^c_D(J)$ by reading the column $c$ of $[p] \times [p]$ from top to bottom and recording

- ( if $(r, c) \not\in D$ and $r \in J$,
- ) if $(r, c) \in D$ and $r \not\in J$,
- ⋆ if $(r, c) \in D$ and $r \in J$;

let $\theta^c_D(J) = \# \text{ paired "()" in } W^c_D(J) + \# ⋆ \text{ in } W^c_D(J)$, and finally $\theta_D(J) = \sum_{i=1}^{p} \theta^i_D(J)$.

**Example 6.4.** For example, let $D$ be the diagram depicted in Figure 1 and $J = \{2, 3\}$, then $\theta_D(J) = 3$.

![Figure 1](image.png)

**Figure 1.** Example of a diagram in $[5] \times [5]$

For any $\pi \in \mathfrak{S}_p$ we can define its **Rothe diagram** as

$$D_\pi := \{(i, j) | 1 \leq i, j \leq n, \pi(i) > j \text{ and } \pi^{-1}(j) > i\} \subseteq [p] \times [p].$$

For example when $\pi = 42531$ then $D_\pi$ is the diagram of Figure 1.

**Theorem 6.5.** Let $\pi \in \mathfrak{S}_p$, then for any $J \subseteq [p]$ the projection $\Pi_J(\overline{X_\pi})$ onto the rows indexed by $J$ has codimension $\theta_{D_\pi}([p]) - \theta_{D_\pi}(J')$, where $J' = [p] \setminus J$ is the complement of $J$.

**Proof.** In [15, Theorem 10] the authors give a proof of [43, Conjecture 5.13], which in our setup (recall the indexing in Definition 2.10) states that $\text{MSupp}(\overline{X_\pi})$ is equal to

$$\left\{ n \in \mathbb{N}^p \mid \sum_{j \in J} ((p - 1) - n_j) \leq \theta_{D_\pi}(J), \forall J \subseteq [p], \sum_{j \in [p]} ((p - 1) - n_j) = \theta_{D_\pi}([p]) \right\}.$$
The first inequalities can be rewritten as \((p - 1)|\mathcal{J}| - \theta_{D_\pi}(\mathcal{J}) \leq \sum_{j \in [p]} n_j\), and combining them with \((p - 1)p - \theta_{D_\pi}([p]) = \sum_{j \in [p]} n_j\) we obtain
\[
\sum_{j \in \mathcal{J}'} n_j \leq (p - 1)|\mathcal{J}'| - \left( \theta_{D_\pi}([p]) - \theta_{D_\pi}(\mathcal{J}) \right).
\]

By Theorem A we must have that codim \((\Pi_{\mathcal{J}}(\overline{X}_{\pi})) = \theta_{D_\pi}([p]) - \theta_{D_\pi}(\mathcal{J}')\) for every \(\mathcal{J} \subseteq [p]\), as we wanted to show.

\[\square\]

**Remark 6.6.** Notice that \(\theta_{D_\pi}([p])\) counts the total number of boxes in \(D_\pi\), which is equal to the length of \(\pi\) (see [42, Definition 15.13]). So the case \(\mathcal{J} = [p]\) of Theorem 6.5 above is equivalent to the well-known fact that the codimension of a matrix Schubert variety is equal to the length of the permutation (see [42, Theorem 15.31]).

### 6.2. Flag varieties

We now focus on a multiprojective embedding of flag varieties. We first review some terminology. For more information the reader is referred to [18] or [5].

In this subsection we work over an algebraically closed field \(\mathbb{k}\). Consider the **complete flag variety** \(\text{Fl}(V)\) of a \(\mathbb{k}\)-vector space \(V\) of dimension \(p + 1\). This variety parametrizes complete flags, i.e., sequences \(V_\bullet := (V_0, \cdots, V_{p+1})\) such that \(\{0\} = V_0 \subset V_1 \subset V_2 \subset \cdots \subset V_p \subset V_{p+1} = V\), and each \(V_i\) is a linear subspace of \(V\) of dimension \(i\). One can embed this variety in a product of Grassmannians \(\text{Fl}(V) \hookrightarrow \text{Gr}(1, V) \times \text{Gr}(2, V) \times \cdots \times \text{Gr}(p, V)\) as the subvariety cut out by incidence relations.

Furthermore, each Grassmannian can be embedded in a projective space via the Plücker embedding \(i_i : \text{Gr}(i, V) \rightarrow \mathbb{P}^{\binom{m_i}{i}}\) for \(1 \leq i \leq p\). By considering the product of these maps, we obtain a multiprojective embedding of \(i : \text{Fl}(V) \hookrightarrow \mathbb{P}^{\binom{m_1}{1} \times \cdots \times \binom{m_p}{p}}\). For convenience we also call \(i\) the **Plücker embedding**. The proposition below computes the corresponding multidegree support.

**Proposition 6.7.** Let \(V\) be a \(\mathbb{k}\)-vector space of dimension \(p + 1\) and let \(X\) be the image of the Plücker embedding \(i : \text{Fl}(V) \hookrightarrow \mathbb{P}^{\binom{m_1}{1} \times \cdots \times \binom{m_p}{p}}\), then
\[
(7)\quad \text{MSupp}_p(X) = \left\{ n \in \mathbb{N}^p \mid 1 \leq n_k \leq \sum_{j=1}^{k} (p - j) - \sum_{i=1}^{k-1} n_i, \ \forall k \in [p], \ \sum_{j=1}^{p} n_j = \binom{p+1}{2} \right\}.
\]

**Proof.** We need to compute the dimension of \(\Pi_{\mathcal{J}}(X)\) for each \(\mathcal{J} = \{j_1, \ldots, j_k\} \subseteq [p]\). The key observation is that \(\Pi_{\mathcal{J}}(X)\) is isomorphic to the **partial flag variety** \(\text{Fl}_{\mathcal{J}}(V)\): it parametrizes flags \(W_\bullet := \{0\} = V_0 \subset V_2 \subset V_3 \subset \cdots \subset V_{k+1} = V\), where \(\dim V_k = j_k\). Hence
\[
\dim(\Pi_{\mathcal{J}}(X)) = \dim(\text{Fl}_{\mathcal{J}}(V)) = \sum_{1 \leq i < j \leq k+1} d_i d_j = \mathcal{S}(\mathcal{J});
\]
here, for each \(\mathcal{J} = \{j_1, \ldots, j_k\} \subseteq [p]\), we set \(\mathcal{S}(\mathcal{J}) := \sum_{1 \leq i < j \leq k+1} d_i d_j\), where \(d_i := j_i - j_{i-1}\) and by convention \(j_0 := 0, j_{k+1} := p + 1\). For a proof of the second equality see [5, §1.2]. From Theorem A it follows that
\[
(8)\quad \text{MSupp}_p(X) = \left\{ n \in \mathbb{N}^p \mid \sum_{j \in \mathcal{J}} n_j \leq \mathcal{S}(\mathcal{J}), \ \forall \mathcal{J} \subseteq [p], \ \sum_{j=1}^{p} n_j = \binom{p+1}{2} \right\}.
\]
It can be checked that the description in (8) coincides with the one in (7).

\[\square\]
The pullbacks of the classes $H_i$ from $\mathbb{P}^{m_1}_k \times_k \cdots \times_k \mathbb{P}^{m_p}_k$ to $\text{Fl}(V)$ are called the Schubert divisors, so Proposition 6.7 amounts to a criterion for which powers of these classes intersect. These intersections are called Grassmannian Schubert problems in [47]. In [47, Theorem 1.2] K. Purbhoo and F. Sottile give a stronger statement by providing an explicit combinatorial formula using filtered tableau to compute the exact intersection numbers.

### 6.3. A multiprojective embedding of $\overline{M}_{0,p+3}$

The moduli space $\overline{M}_{0,p+3}$ parametrizes rational stable curves with $p+3$ marked points. Here we apply our methods to an embedding considered in [8]. The starting point is the closed embedding $\Psi_p : \overline{M}_{0,p+3} \hookrightarrow \mathbb{P}^1 \times_k \mathbb{P}^2 \times_k \cdots \times_k \mathbb{P}^p_k$ constructed by S. Keel and J. Tevelev in [34, Corollary 2.7]. By iterating this construction we obtain an embedding $\overline{M}_{0,p+3} \hookrightarrow \mathbb{P}^1 \times_k \mathbb{P}^2 \times_k \cdots \times_k \mathbb{P}^p_k$ (see [8, Corollary 3.2]). In [8], R. Cavalieri, M. Gillespie, and L. Monin computed the corresponding multidegree which turns out to be related to parking functions. As an easy consequence of our Theorem A, we can compute its support.

**Proposition 6.8.** Let $X$ be the image of $\overline{M}_{0,p+3} \hookrightarrow \mathbb{P}^p_k = \mathbb{P}^1 \times_k \mathbb{P}^2 \times_k \cdots \times_k \mathbb{P}^p_k$, then

$$\text{MSupp}_p(X) = \left\{ \mathbf{n} \in \mathbb{N}^p \mid \sum_{i=1}^{k} n_i \leq k, \forall 1 \leq k \leq p-1, \sum_{i=1}^{p} n_i = p \right\}. \tag{9}$$

**Proof.** First, as explained in [8, §3] we have $\dim(\Pi_p)(X) = \dim(\Pi_{[p]}(X)) = p$. Also, by construction $\Pi_{[p_1]}(X) \cong \overline{M}_{0,p+2}$, and thus $\dim(\Pi_{[p]}(X)) = i - 1$ for every $2 \leq i \leq p$. So, by induction one gets $\dim(\Pi_{[i]}(X)) = i$ for all $1 \leq i \leq p$.

To use Theorem A, we must compute $\dim(\Pi_{[j]}(X))$ for all $j \subseteq [p]$. Let $m := \max\{ j \mid j \subseteq [p] \}$, then as explained above we have $\dim(\Pi_{[m]}(X)) = \dim(\Pi_{[m]}(X)) = m$ and so we must have $\dim(\Pi_{[j]}(X)) = m$. By Theorem A we obtain that $\text{MSupp}_p(X)$ is equal to

$$\left\{ \mathbf{n} \in \mathbb{N}^p \mid \sum_{i \in [j]} n_i \leq \max\{ j \mid j \subseteq [p] \}, \forall [j] \subseteq [p], \sum_{i=1}^{p} n_i = p \right\},$$

but it is straightforward to check that the inequalities in (9) are enough to describe the same set. \hfill $\square$

The cardinality of $\text{MSupp}_p(X)$ is equal to the Catalan number $C_n$ (see [50, Exercise 86]). For a comprehensible survey on Catalan numbers see [50].

### 6.4. Mixed Volumes

In this subsection we assume $k$ is an algebraically closed field. We begin by reviewing the definition of mixed volumes of convex bodies, as a general reference see [14, Chapter IV]. Let $K = (K_1, \ldots, K_p)$ be a $p$-tuple of convex bodies in $\mathbb{R}^d$. The volume polynomial $v(K) \in \mathbb{Z}[w_1, \ldots, w_p]$ is defined as

$$v(K_1, \ldots, K_p) := \text{Vol}_d(w_1 K_1 + \cdots + w_p K_p).$$

This is a homogeneous polynomial of degree $d$. If the coefficients of $v(K)$ are written as $\binom{d}{n} V(K; n)w^n$, then the numbers $V(K; n)$ are called the mixed volumes of $K$. A natural question to ask is: when are mixed volumes positive? The relation between mixed volumes and toric varieties (see (10) below) together with Theorem A allows us to give another proof of a classical theorem formulated on the non-vanishing of mixed volumes [48, Theorem 5.1.8].
**Theorem 6.9.** Let $K = (K_1, \ldots, K_p)$ be a $p$-tuple of convex bodies in $\mathbb{R}^d$. Then, $V(K; n) > 0$ if and only if $\sum_{i=1}^p n_i = d$ and $\sum_{i \in J} n_i \leq \dim \left( \sum_{i \in J} K_i \right)$ for every proper subset $J \subset [p]$.

For the proof of this result we need some preliminary results about toric varieties. As an initial step, we recall some facts about basepoint free divisors; a general reference is [12, Section 6]. Let $\Sigma$ be a fan and let $P$ be a lattice polytope whose normal fan coarsens $\Sigma$. Then, $P$ induces a basepoint free divisor $D_P$ in the toric variety $Y_\Sigma$ [12, Proposition 6.2.5]. Here, being basepoint free means that the complete linear series $|D_P|$ induces a morphism $\phi_P : Y_\Sigma \to \mathbb{P}_{\mathbb{R}}^{m_1}$ for some $m_1 \in \mathbb{N}$ such that $\phi_P^*(H) = D_P \in A^*(Y_\Sigma)$, where $H$ is the class of a hyperplane in the projective space $\mathbb{P}_{\mathbb{R}}^{m_1}$.

**Lemma 6.10.** Let $K_1, \ldots, K_p$ be lattice polytopes and let $L := K_1 + \cdots + K_p$ be their Minkowski sum. Let $Y$ be the toric variety associated to $\Sigma$, the normal fan of $K$, then for each $J \subseteq [p]$ we have a map $\phi_J : Y \to \prod_{i \in J} \mathbb{P}_{\mathbb{R}}^{m_i}$ such that $\dim (\phi_J(Y)) = \dim \left( \sum_{i \in J} K_i \right)$.

**Proof.** The fan $\Sigma$ is the common refinement of the normal fans of $K_1, \ldots, K_p$ [57, Proposition 7.12], so each $K_i$ induces a basepoint free divisor $D_i$ on $Y = Y_\Sigma$ and thus also a map $\phi_i : Y \to \mathbb{P}_{\mathbb{R}}^{m_i}$. By the universal property of fiber products these maps induce a canonical map $\phi_J : Y \to \prod_{i \in J} \mathbb{P}_{\mathbb{R}}^{m_i}$ for each $J \subseteq [p]$. It remains to compute the dimensions of the images of these maps.

By composing with the Segre embedding $\varphi_J : \prod_{i \in J} \mathbb{P}_{\mathbb{R}}^{m_i} \to \mathbb{P}_{\mathbb{R}}^{m}$ we obtain a map $\varphi_J \circ \phi_J : Y \to \mathbb{P}_{\mathbb{R}}^{m}$. Let $H$ be the class of a hyperplane in $A^*(\mathbb{P}_{\mathbb{R}}^{m})$, we have that $\varphi_J^*(H) = \sum_{i \in J} H_i \in A^* \left( \prod_{i \in J} \mathbb{P}_{\mathbb{R}}^{m_i} \right)$ where each $H_i$ is the pullback of a hyperplane in the $i$-th factor (see, e.g., [22, Exercise 5.11]). Then $(\varphi_J \circ \phi_J)^*(H) = \sum_{i \in J} D_i \in A^*(Y)$. This means that the morphism $\varphi_J \circ \phi_J$ corresponds to the complete linear series $|D_K|$ where $K_J = \sum_{i \in J} K_i$, hence the image has dimension $\dim(K_J) = \dim(\sum_{i \in J} K_i)$ [12, Theorem 6.1.22].

**Lemma 6.11.** In the setup of Lemma 6.10, if $J = [p]$ then after scaling each polytope if necessary, $\phi = \phi_J$ is an embedding.

**Proof.** By construction the normal fan of $K_{[p]} = \sum_{i=1}^p K_i$ is $\Sigma$, so the corresponding divisor is ample [12, Theorem 6.1.14]. By replacing the list of polytopes by large enough scalings we obtain a very ample divisor, hence an embedding.

**Proof of Theorem 6.9.** We can reduce to the case where each convex body is lattice polytope since any convex body can be approximated by lattice polytopes (see [17, Page 120]). Let $K = K_1 + \cdots + K_p$ and let $Y$ be the toric projective variety associated to the normal fan of $K$. Each lattice polytope $K_i$ induces a basepoint free divisor $D_i$ on $Y$. As explained in [17, Eq. (2), Page 116], the fundamental connection between mixed volumes and intersection products is given by the following equation

\begin{equation}
V(K; n) = \left( D_1^{n_1} \cdots D_p^{n_p} \right) / d!,
\end{equation}

where the numerator is the intersection product of the divisors in $Y$. Notice that positivity of mixed volumes is unchanged by scaling so whenever needed we can scale each polytope.

By Lemma 6.11 we have an embedding $\phi : Y \to \prod_{i=1}^p \mathbb{P}_{\mathbb{R}}^{m_i}$ such that the pullback of each $H_i \in A^* \left( \prod_{i=1}^p \mathbb{P}_{\mathbb{R}}^{m_i} \right)$ is $D_i$. By using the projection formula [19, Proposition 2.5(c)], we can consider the product $\left( H_1^{n_1} \cdots H_p^{n_p} \right) / d!$ instead of the one in (10). From the fact that $Y$ is irreducible we are now in the Setup 2.1. So, the result follows by Remark 2.8, Theorem A, and Lemma 6.10. □
Remark 6.12. This criterion for positivity of mixed volumes is classical although it is usually stated in a different way. In [2, Theorem 2.2] the criterion is stated in the two equivalent ways: the classical mentioned above [48, Theorem 5.1.8] and the other is the same as Theorem 6.9.
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