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Abstract. The presence of Super-Apps have changed the way we think about the interactions between users and commerce. It then comes as no surprise that it is also redefining the way banking is done. The paper investigates how different interactions between users within a Super-App provide a new source of information to predict borrower behavior. To this end, two experiments with different graph-based methodologies are proposed, the first uses graph based features as input in a classification model and the second uses graph neural networks. Our results show that variables of centrality, behavior of neighboring users and transactionality of a user constituted new forms of knowledge that enhance statistical and financial performance of credit risk models. Furthermore, opportunities are identified for Super-Apps to redefine the definition of credit risk by contemplating all the environment that their platforms entail, leading to a more inclusive financial system.

Keywords: Credit Score, Graph Machine Learning, Alternative Data, Super-App

1 Introduction

Super-Apps are platforms that offer a wide range of services such as food delivery, errands, booking of flights and hotel rooms, video games, a gambling platform, and even financial services like P2P transfers, bank transfers, money withdrawals, and payments with QR. A clear example is WeChat from the Chinese giant Tencent, that started as a messaging application and now offers personal financing solutions through its Fintech WeBank [2]. Given that these platforms have a high potential to become Fintechs, specifically focused on consumer
loans, the importance of accurate descriptions of credit risk and loan allocation becomes crucial, especially for credit risk management since it is necessary to identify users who are not suitable for a loan and represent a high risk of default.

To manage default risk, financial institutions implement credit scoring systems to assess the risk associated with each loan application [20] and assign a credit score to clients that captures the estimated individual probability of default. In traditional financial entities, the credit score is based on the financial history of the individual with information that includes the number of credit lines, loan amount, installments, previous payments, and bureau score among others. This type of data is not only expensive and scarce, it also has the problem that relies solely on the financial profile of individuals, leaving anyone without a history of traditional banking products excluded from acquiring financial services. In Latin America and the Caribbean, for instance, there are more than 200 million unbanked adults (more than 10% of the unbanked worldwide) [8] who cannot access these services due to lack of financial information. That is why the main challenge is to find alternate metrics to evaluate individuals credit worthiness, in such a way that the metric of what we consider to be “worthy” does not depend exclusively in their financial history.

As an alternative, some authors have considered the data generated by users in different types of digital platforms [3]. In particular, the data degenerated by users in the different functionalities of Super-App’s have shown to capture valuable information for credit evaluation that the financial history cannot capture [22]. From the latter, it becomes apparent that the quality of the transactional data that a Super-App captures is different to that a traditional bank may record. Moreover, due to the nature of these platforms and the interactions between users and different entities such as stores, devices, products, and others, a new type of information is captured. The ecosystem generated by these interactions allow the construction of networks within the app, which provides better understanding of the users. These graphs constitute an advantage for Super-Apps, since, as it has been recently showed, these type of alternative data capture highly predictive information for problems involving fraud detection [5, 18], credit assessment [21], recommendation systems [27], among others.

There is a new trend of research that pushes for the use of these networks and the information they capture to contribute in the assessment of credit worthiness. For instance, Westland et al. [26] showed that the topology of a network based on communications and travel information from borrowers becomes relevant as it allows to improve the credit score between peers and their risk assessment. The authors identify that users who have a dense network are less likely to default. Along the same lines, Bravo and Óskarsdóttir [4] define a multi-layered network in which they study the correlated default using the personalized PageRank algorithm. The authors show that by using network theory, the propagation of default on networks can be measured and used to provide valuable information for credit assessment as network centrality scores show trends related to the default rate. Furthermore, several authors have proposed methods that take advantage of the structure of the graphs directly in order to predict the traditional
Credit scores. Jalilifard et al. [12] builds a friendship network and proposes a multi-graph embedding approach that seeks to predict traditional banking creditworthiness through the behavior of groups of close friends. Jalilifard et al. found that when using the embedding as input to a logistic regression the performance is comparable with state of the art methods, suggesting that this could be an alternative for computing traditional banking credit scores. On the other hand, Lin et al. [17] proposed a network representation framework for default prediction in which a Multiple Additive Regression Tree is used to predict the probability of default when assembling a supervised and an unsupervised module, where the first models the local structural information while the second focuses on global structural information. By creating a network of user interactions, they demonstrate that the model based on graphs exceeds the performance of the credit score prediction for new users on the platform and strengthens the benchmark models for old users.

The objective of this paper is to examine the statistical impact of graph based features and models in traditional credit risk assessment and their financial impact on the company lending profitability, as well as to motivate the need of a new way of defining credit worthiness. For this, we will construct different networks based on 5 types of user interactions within the super app: P2P transfers, relationships due to having the same card, the same device, sharing the same geolocation based on the delivery addresses, and the first six digits of a card known as BIN. From these networks, graph-based features will first be obtained and then used as input in a classification model to evaluate the statistical and financial gain that each type of interaction represents in credit risk. Then, for one of these networks, the effect of using graph neural networks as a model is explored. It is important to note that in this paper no financial information from bureaus or financial allies is considered in the construction of the features, and because there is still no financial product from the Super-App on the market a financial partner will provide the data of those users who have fallen into default.

The remainder of the paper is structured as follows: Section 2, presents the technical details of the experimental methods used in the paper; Section 3, describes the experiments, a detailed account of the data, as well as the results; Section 4, presents the results; Section 5, discuss the financial implications arise from results and, finally, in Section 6, we hold the conclusions and future directions.

2 Preliminaries

In this section we give some details on the technical aspects of the methods we are going to use on our experiments.

2.1 XGBoost

Extreme gradient boosting, or best known as XGBoost, is a scalable supervised machine learning algorithm for tree boosting Chen and Guestrin [6]. The algorithm is based on the use of different techniques to improve performance and
execution speed. It starts from the concept of boosting, an ensemble method in which the models, in this case decision trees, are built sequentially in order to learn from errors to enhance the prediction. Likewise, as its name implies, it uses gradient descent to calculate errors or residuals from an objective function that measures the difference between the prediction and the real value. With the above, along code optimization and algorithmic enhancements, the XGBoost has become one of the algorithms with the highest prediction effectiveness.

2.2 Graph Neural Networks

A key problem in Geometric Deep Learning (GDL), the branch of machine learning that tries to generalize deep neural networks to data with non-euclidean structure, is that of classification. In this subsection we hope to give a high level introduction to the semi-supervised/supervised methods in GDL used in this paper. We start by defining a graph $G = (V, A, X, L)$ to be a set of nodes $V$ with adjacency matrix $A$, together with a matrix of node features $X$, and a set of node labels $Y$. We recall that $(A)_{ij}$ corresponds to the weight of the arc going from the $i$-th vertex to the $j$-th vertex, that $D$ is the diagonal where $(D)_{i,i}$ is the degree of the $i$-th vertex, and notice that $X$ is an $n \times |V|$ matrix where $n$ is the number of features and $|V|$ the number of vertices, moreover the $i$-th column of $X$ represents the vector of features of the $i$-th vertex of $G$. We also consider the set $N_i$ of neighbors of the vertex indexed by $i$. It should be noticed that the number of nodes with a label $m$ might be less than $|V|$, in which case the problem is semi-supervised in nature, and the labels can be taken from a set $\{1, \ldots, c\}$.

**Graph Convolutional Neural Networks** Graph convolutional networks, defined by Kipf et al. in [13], are multi-layer feedforward neural networks that propagate and transform node features across a graph, its propagation rule is given by

$$X^{(k+1)} = \sigma \left( D^{-\frac{1}{2}} \tilde{A} D^{-\frac{1}{2}} X^{(k)} W^{(k)} \right),$$

where $W^{(k)}$ is a trainable weight matrix in the $k$-th layer, $\sigma(\cdot)$ is an activation function, $\tilde{A} = A + I$, and $X^{(k)}$ is the $k$-th layer node representation where $X^{(0)} = X$.

**GraphSage** GraphSage is a non-spectral approach that computes node representations in an inductive manner. It was introduced by [Hamilton et al.] as an alternative to many of the transductive methods in the literature. Graphsage considers the neighborhood of each node, and then performs a specific aggregator over it, the result then fed into a recurrent neural network in order to propagate
information between different layers of the model. This can be expressed as

\[ x^{(k+1)}_{i} = \text{aggregate} \left( \{ x^{(l)}_j : j \in \mathcal{N}_i \} \right) \]

\[ x^{(k+1)}_i = \sigma \left( W \cdot \text{concat}(x^{(k)}_i, x^{(k+1)}_{\mathcal{N}_i}) \right) \]

\[ x^{(k+1)}_i = \text{norm}(\tilde{x}^{(k+1)}_i). \]

In practice the aggregator is taken to be the average, and the normalizer to be normalization with respect to the \(l^2\) norm.

**Graph Attention Network** Graph Attention Networks (GAN) were introduced by [Velickovic et al.] in [25], as an attention-based architecture to perform node classification of graph-structured data. It consists of a stack of graph attentional layers defined by the rule

\[ x^{(k+1)}_i = \sum_{j \in \mathcal{N}_i} \alpha_{ij} W^{(k)} x^{(k)}_j \]

where the \(\alpha_{ij}\) are normalized attention coefficients, and \(W^{(k)}\) is the corresponding input linear transformation’s weight matrix. More explicitly, we have that

\[ \alpha_{ij} = \text{softmax}_j(e_{ij}) = \frac{\exp(e_{ij})}{\sum_{k \in \mathcal{N}_i} \exp(e_{ik})} \]

where \(e_{ij}\) is the attention coefficient that indicates the importance of node \(j\)’s features to node \(i\) in terms of a shared attentional mechanism \(a\), that is,

\[ e_{ij} = a(Wx_i, Wx_j). \]

**TAGCN** Topology Adaptive Graph Convolutional Networks (TAGCN) were introduced by [Du et al.] in [9], these networks are a vertex domain approach to the convolutional neural network problem on graphs where the graph convolution operation is defined in terms of a shift-invariant filter, this filter can be expressed as as a multiplication by polynomials of the graph adjacency matrix. More explicitly,

\[ x^{(k+1)} = \sigma \left( \sum_{c=1}^{C_k} \sum_{j=0}^{K} g^{(k)}_{c,j} \left( D^{-1/2} A D^{1/2} \right)^j x^{(k)}_c \right), \]

where \(\sigma\) is a ReLU activation function, \(C_k\) is the dimension of the \(k\)-th layer, \(K\) is the degree of the filter as a polynomial of the adjacency matrix, and the \(g^{(k)}_{c,j}\) are the coefficients of said polynomial. The reader should notice that \(x^{(k)}_c\) is the vector corresponding to the entries of \(c\)-th feature of each vertex in the \(k\)-th layer of the network.
2.3 Financial evaluation

Although the statistical evaluation of a model is essential to know its effectiveness, in problems such as credit risk assessment it is also necessary to evaluate the model with some performance measure that considers business costs in order to assess the profitability generated by the model. Correa Bahnsen et al. [7] presented a cost sensitive approach for credit risk assessment where the cost of a wrong prediction is not constant among the observations and is evaluated as presented in Table 1.

| Actual Positive | Actual Negative |
|-----------------|-----------------|
| Predicted Positive | $C_{TP} = 0$ | $C_{FP} = r_i + C_{FP}^a$ |
| Predicted Negative | $C_{FN} = Cl_i \cdot L_{gd}$ | $C_{TN} = 0$ |

The cost of correct predictions is zero while the cost of a false positive $C_{FP}$ is the loss over the credit line define as the credit line $Cl_i$ times the loss given default $L_{gd}$ and the cost of a false negative $C_{FN}$ is the sum of the profit $r_i$ when declining a good payer plus the cost of giving the credit to another customer $C_{FP}^a$. Once the cost-matrix is defined, the cost improvement can be expressed as the cost savings as

$$\text{Savings} = \frac{\text{Cost}_l - \text{Cost}}{\text{Cost}_l},$$

where $\text{Cost}$ is calculated as the sum of individual costs matrices for each customer

$$\text{Cost} = \sum (1 - c_i) \cdot y_i \cdot C_{FN_i} + (1 - y_i) \cdot c_i \cdot C_{FP_i},$$

and $\text{Cost}_l$ is the cost of the cost-less class overall results of a model. The financial performance of the experiments in this paper will be evaluate with the savings metric previously presented in order to identify those models that provide greater profitability.

3 Credit Scoring using Graph Machine Learning

As mentioned above, one of the biggest struggles in credit risk scoring is the lack of means to access financial data, this includes credit scores for training purposes. Because all of the credit risk information available for this paper was given to us by a financial ally of the Super-App in the country of study, the whole population was taken from a sample of those Super-App users who had a connection to the ally. For this population we then computed some Super-App market based features that hoped to model financial aptitude, as well as graph based data that captured social interactions or similarities between users. The data set used in the experiments consists of a sample of 38,342 of a Latin American Super-App.
who have defaulted on a credit product of the ally and the total default rate is 12.9%. For each user, 149 Supper-App and 11 graph-based features per graph are considered. Among the Super-App features, we consider data that captures demographic, behavioral, and transactional information about the user.

In hopes of fully taking advantage of the possibilities of the Super-App data, we decided to consider different networks that captured the behavior of the users inside the Super-App:

1. **P2P**: The graph of peer-to-peer transactions in the virtual wallet platform of the Super-App. This graph is a directed graph on the set of users, where for each edge its source is the user who initiated the transfer, and its direction points towards the user who receives the transfer. When considering all of the interactions of 38,342 users the network ends up having 88,270 vertices and 214,637 edges.

2. **BIN**: In hopes to better understand users with similar socioeconomic status we decided to construct a graph that allowed us to capture information from users with similar financial products. We decided then to construct the graph that relates users to the BINs, where we only kept those users and BINs inside the population of interest and those users that used any of said BINs at least once in October 2020. The graph has as nodes the BINs and the users, and the graph’s edges are directed edges from users to BINs. The graph has 901,366 users, 9,096 BINs, and 1,646,201 edges.

3. **GEO**: To capture users with similar sociodemographic data we decided to construct a graph whose vertices consisted of geohashes and users, and whose edges connected users with the geohashes from the delivery addresses used inside of the App. We then, as with the BIN-graph, restricted the graph to those users and geohashes related to our population of interest together with...
the users who had been in said geohashes at least once in October 2020. This graph has 276,260 users and 34,224 geohashes and 1,104,142 edges.

4. **CC**: In order to capture users with similar financial background we considered the graph that consists of users and credit cards, where the edges connect a user with one of their registered credit cards. Inside of a Super-App it is not uncommon for different users to have registered the same credit cards, in order to consider the financial behavior of those users that may share payment methods with the population given to us by the Super-App ally, we decided to inductively grow our network. The graph ended up having 136,009 users, 385,014 credit cards and 634,870 edges.

5. **DV**: Finally, we construct a graph whose vertices consist of users and devices, and where the edges relate users with their registered devices. The graph was constructed in a similar way to the CC-graph. This graph has 247,844 users, 385,014 devices and 707,948 edges.

### Table 2. Graphs structure details

| Graph   | Nodes  | Edges             |
|---------|--------|-------------------|
| P2P     | 88,270 | 214,637           |
| Credit Card | 576,042 | 634,870          |
| Devices | 632,858 | 707,948           |
| Bines   | 910,431 | 1,646,201         |
| Geohash | 310,484 | 1,104,142         |
A summary of these graphs is on Table 2 and as an example, Figures 1 and 2 present some relationships and default users. From these networks, we computed what we call graph-features, which include centrality, community, and neighborhood variables, for each of the users the population of interest:

1. **Total degree**: Total number of connections of a node.
2. **Eigenvector centrality**: Score for each node based on the importance of its neighbors, for directed graphs is obtained by finding the right leading eigenvector $x$ that satisfies $Ax = \lambda x$ where $A$ is the adjacency matrix and $\lambda$ is the largest eigenvalue of $A$.
3. **Pagerank**: Score that measures the importance of a node by randomly traversing the graph and counting incoming and outgoing edges each node weighted by their importance.
4. **Louvain**: It is a method that extracts communities inside a graph and designates which nodes belong to said communities.
5. **Average neighbors features**: In this category, for each user we compute the averages of certain variables of the Super-App over their neighborhood. For instance, in the P2P network for user A that is connected to users B and C, an example of one type of neighborhood variable of A is the average of the orders cancelled with credit card of users B and C. It is considered important to obtain information from the neighborhood as it allows to capture information on the possible behavior of the user from their peers. The variables selected are: orders canceled due to payment error, orders paid with credit card, maximum credit card score, and if the users is prime.

We then performed a set of experiments in order to train a classifier that could predict the risk of default in our population. These experiments can be divided into two types:

1. **Tabular**: For the tabular methods we used an XGBoost with 5 randomized bootstrap, trained with 70% of the data and tested with the remaining 30%, where we considered for each user their respective Super-App features and some, or none, of the graph-features. We repeated this experiment six different times, one for each graph, where in each of them one considers the Super-App and the respective graph-based features of the graphs presented above; on top of one with all the graph-features we collected for then compare them to a base modeled that only considers Super-App features.
2. **GNN**: We then decided to run different types of semi supervised graph neural networks in the P2P graph considering only numerical variables of the Super-App. For each of the experiments the same structure of GNNs is used, only the type of layer and the additional parameters that each require, change. In general all GNNs consist of 2 layers, where our hidden layer has a ReLU activation function and 16 neurons and the last layer has an output size of 2. We train our models with respect to a cross entropy loss function, the learning rate is 0.02 and are trained with 200 epochs. Given that the data is imbalanced we decided to weight the cross entropy loss so that we could improve the precision of our models.
Finally, to evaluate the models statistical performance, we use the Area Under the ROC Curve (AUC) as it provides an aggregate measure which quantifies the ability to discriminate, in this case, a good payer from a bad payer across the entire range of possible thresholds.

4 Results

For the Tabular experiment the base XGBoost model, which only considers transactional and behavioral variables of the user, an average performance of 0.687 of AUC was observed. As it can be seen in Figure 3, the models that consider variables based on graphs with relationships of P2P transfers, credit cards, devices, and geohashes do not represent gain in terms of AUC, however the interactions through BINs manage to capture information that improves the predictive capacity by having a gain of the AUC of 0.030. In addition, when considering all graph-based variables within a single model, the greatest gain is found.

Furthermore, Figure 4 shows the average savings that each model represent. Overall, the results are similar to the statistical performance as the higher savings are provided by the model that considers all the features based on graphs, the gain compared to the base model is 5.5 percentage points. Additionally, the models with only P2P transfers, credit cards, and geohashes features represents the least financial improvement as savings increases in less than a percentage point respect to the base model.

Since a black box model is used, we decided to use the Shapely Additive Explanations (SHAP) [19] technique to understand the importance and effect of the variables of the graphs in the default prediction. In Figure 5 we present the
summary plot for the model that combines all the graph-based and Supper-App features. In this Figure the features are ordered according to their importance on the y-axis, and in the x-axis the variable’s impact on the model output is recorded, where the colors represent the variable value: red is a high value and blue is low. The effects of each variable are interpreted in the following way: if the variable has high values in the positive part of the x-axis, that is, points with red colors, then a high value of the said variable increases the probability of being defaulter and low values decrease it. With this in mind, the two Super-App variables with the highest predictive value are the maximum credit card score and the average ownership score of registered cards, these have the same impact on the model output as a high value implies a lower probability of default. These variables behave as expected since they capture information related to banking history as well as any categorization given by a financial entity based on the card level.

Regarding the variables based on graphs, even though the most predictive variables come from the BINs graph, it can be identified that variables of the credit card, geohash and, P2P graphs manage to capture relevant information for the credit assessment even when in the individual models there is no significant gain. The centrality measure by the pagerank algorithm in the graph of BINs is the second most predictive variable and the greater the measure the greater the probability of default, although the eigenvector centrality also seeks to capture the importance in the graph, it is evident that this variable seems to capture a non-linear relationship with the default as the high (red) and low (blue) values are distributed both the positive and negative side of the SHAP values in Figure 5. The fact that these variables are highly predictive indicates that BINs manage to group users with a similar financial profile, even if the card is not their own, consequently a proxy for the economic capacity to acquire a loan and pay it is captured.
Other variables that show interesting results are those that obtain information from the neighborhood. First, as the neighbors of the P2P network has a higher percentage of orders canceled with a credit card, the user is less likely to default. This implies that the level of banking and the frequency of use of the credit card of the direct neighbors allow to infer about the creditworthiness. Similarly, an user has a greater probability of default if their neighbors on the credit card network have a high percentage of orders with payment error, since declined transactions may indicate liquidity problems or even abnormal behavior.

Moreover, the performance results of each GNN are shown in Table 3. TAGCN achieves the best performance with an AUC of 0.65 while GAN shows to have a significantly lower predictive capability compared to all models, including the XGBoost experiments.

Table 3. GNNs performance

| GNN    | AUC       |
|--------|-----------|
| GraphSAGE | 0.62656   |
| GCN    | 0.63578   |
| TAGCN  | 0.65815   |
| GAN    | 0.52825   |
5 Implications on Financial Inclusion

In this section we discuss the impact of the results on financial inclusion, of utter importance when considering populations of unbanked adults and young individuals with no banking history but increasing interest in financial products from alternative lenders. The importance of new sources of information becomes necessary for the evaluation of risk for these populations.

Our results show that Super-App data that arises from BINs, credit card, P2P, and geohashes graphs is particularly relevant for credit assessment. This can be of particular importance when evaluating users with banking history who have little transactionality inside the Super-App. In contrast, the impact of variables like recency in restaurants, mode of gross margin value spend, and days between an organic order demonstrates how transactionality and preferences within the app provide value when assessing credit worthiness. The same holds true for variables related to the centrality of these graphs, which have similar importance to the data involving financial products. From this we can foresee that alternative data sources from Super-Apps provide new ways to estimate the probability of default for an user, as well as a motivation for the opportunity that these Super-Apps face to better support financial institutions in methods that generate inclusion and decrease the costs of credit scoring.

Therefore, these Super-Apps should not limit their credit risk assessment to traditional financial data. Instead, they have the opportunity to redefine credit risk and create their own credit scoring that evaluates the reliability of an user based not only on payments of financial obligations but on alternative data that does not discriminate the underbanked population. We hope this paper pushes into that direction, which in countries of Latin America for example, will definitely lead to a more inclusive and sustainable credit system.

6 Conclusion

In this paper we studied the statistical and financial effects of considering variables based on graphs and the use of non-traditional models in the credit evaluation of users within a Super-App.

Overall, the XGBoost that considers all the variables outperform statistically and financially the different experiments presented. Furthermore, we find that variables derived from the BINs graph centrality seem to have a high effect in credit evaluation as well as centrality from credit card and geohashes and variables of the super-app related to the use of the credit card, use of discounts, and amount spent.

On the other hand, the GNNs on the P2P network did not perform as expected. The poor performance could be explained by the size of the data set as well as the imbalanced nature of the data. In a larger network, with a more dense structure, the GNNs may be able to capture neighboring data in a way that was not reflected in this paper. While we believe that GNNs are a piece of technology that should be exploited in financial data this paper confirms the limitations of
GNNs when dealing with imbalanced data sets, a common property of the data in the financial sector.

Lastly, we discuss how alternative data sources from Super-Apps provide new ways to estimate credit risk using graph based machine learning algorithms, providing these platforms the opportunity to better support financial inclusion and at the same time decrease the costs of credit scoring.
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