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Abstract

Self-supervised speech representation learning aims to extract meaningful factors from the speech signal that can later be used across different downstream tasks, such as speech and/or emotion recognition. Existing models, such as HuBERT, however, can be fairly large thus may not be suitable for edge speech applications. Moreover, realistic applications typically involve speech corrupted by noise and room reverberation, hence models need to provide representations that are robust to such environmental factors. In this study, we build on the so-called DistilHuBERT model, which distils HuBERT to a fraction of its original size, with three modifications, namely: (i) augment the training data with noise and reverberation, while the student model needs to distill the clean representations from the teacher model; (ii) introduce a curriculum learning approach where increasing levels of noise are introduced as the model trains, thus helping with convergence and with the creation of more robust representations; and (iii) introduce a multi-task learning approach where the model also reconstructs the clean waveform jointly with the distillation task, thus also acting as an enhancement step to ensure additional environment robustness to the representation. Experiments on three SUPERB tasks show the advantages of the proposed method not only relative to the original DistilHuBERT, but also to the original HuBERT, thus showing the advantages of the proposed method for “in the wild” edge speech applications.

1 Introduction

Self-supervised learning (SSL) enables the learning of meaningful and disentangled features from unlabeled speech data that can be used across different tasks. These representations are becoming essential and are now part of several state-of-the-art speech applications [2, 6]. Widely-used representations include wav2vec 2.0 [2] and HuBERT [6]. The latter is an SSL model that extracts features directly from the raw speech signal. Via an offline k-means clustering step, the model learns combined acoustic and language representations from masked inputs using a BERT-like reconstruction loss.

Existing models, however, have two limitations when edge applications are considered: (1) their large model sizes, and (2) their robustness to environmental conditions not seen during training. For example, pre-trained models can range from 95 million parameters to 2 billion [1], which makes training and deployment on edge devices difficult. To overcome this issue, different model compression schemes have been explored. DistilHuBERT, for example, applied knowledge distillation on the HuBERT model and was able to reduce the number of parameters to a fraction of the original [4]. LightHuBERT, in turn, proposed a 2-stage distillation approach to also reduce the size of the original HuBERT [14].
Regarding environmental robustness, commonly with in-the-wild speech applications, there is a shift in the distribution of the test data relative to the distribution of the data used to train the models. This domain shift can be detrimental to downstream task performance. The work in [7], for example, proposes the use of domain adversarial training and data augmentation to improve HuBERT robustness to unseen conditions; such system is termed Robust HuBERT.

In this study, we propose to combine several innovations to make HuBERT not only smaller, but also more robust to unseen environmental conditions. In particular, we propose to combine data augmentation, curriculum learning, and multi-task training to ensure that the extracted representation is robust. As a proof of concept, we implement these modifications on top of the DistilHuBERT model to benefit from the compression gains already achieved.

2 Proposed Methods

2.1 Building on DistilHuBERT

DistilHuBERT uses knowledge distillation on top of the HuBERT model to achieve model compression. In our case, the teacher model is the HuBERT Base model comprised of 12 Transformer layers and 95 million parameters, and the student model has only two Transformer layers and roughly four times fewer parameters. All the parameters are initialized with the values from the teacher model. Distillation occurs with the student model learning a representation which is the input to three prediction heads responsible for predicting the representations from the {4th, 8th, and 12th} layers of the teacher model. The prediction heads are discarded after training, making the model efficient and compact. In addition, the distillation mechanism is optimized for a loss function that combines reconstruction elements with a cosine similarity metric, as follows:

\[ L_{KD} = \sum_{l \in \{4,8,12\}} \sum_{t=1}^{T} \left[ \frac{1}{D} || h_t^{(l)} - \hat{h}_t^{(l)} ||_1 - \log \left( \sigma(\cos(h_t^{(l)}, \hat{h}_t^{(l)})) \right) \right]. \]  

(1)

The variable \( l \) corresponds to the layers from the teacher model to distill, \( T \) is the number of time steps, \( h_t^{(l)} \) is the \( D \)-dimensional feature vector extracted from the \( t \)th layer of the teacher model, \( \hat{h}_t^{(l)} \) is the output from the prediction head, and \( \sigma(\cdot) \) is the sigmoid function. As DistilHuBERT has shown excellent results compared to the original HuBERT model, it serves as a starting point for our work where the three proposed innovations are implemented on top.

2.2 Modification #1: Data augmentation

Most SSL models rely on learning speech representations from clean readings of audiobook data, such as LibriSpeech [10] or LibriLight [8]. Even though these models can learn essential characteristics from this type of speech, real-world deployment often involves noisy speech utterances which degrade system performance. Data augmentation has commonly been applied to improve the robustness to unseen conditions [7]. Here, we propose to perform an online contamination of the data during the distillation process. In particular, the student model receives the noisy data as input, but the network’s target is to reconstruct the clean features of the teacher model. At training time, given a batch of clean speech utterances, we uniformly sample one action to be applied to each utterance in the batch:

- \((a1)\) No changes are made to the training utterance,
- \((a2)\) Contaminate the utterance with additive noise with signal-to-noise ratio randomly chosen from \([0, 20]\) dB,
- \((a3)\) Convolve the speech waveform with a room impulse response representative of either a small, medium, or a large sized room, and
- \((a4)\) Both \((a2)\) and \((a3)\) actions are jointly applied.

2.3 Modification #2: Curriculum/Progressive Learning

Inspired by the ideas of curriculum learning [3], we propose a progressive training mechanism where the network gradually receives more deteriorated speech samples during training iterations and not
randomly from the beginning of the optimization process. Based on the literature, we expect the models trained on this regime to have better generalization capabilities, which can lead us to reinforce the model behavior in learning speech features disentangled from noise. In our work, we gradually increase the difficulty of the online contamination process by defining a custom sampling procedure instead of allowing every scenario from the beginning. This process is done until we reach half of the training steps, and after, the same regime of the previous section is applied. The pseudocode for this step is illustrated in the Supplementary Material Section.

2.4 Modification #3: Multi-task enhancement learning

Speech enhancement is a common processing method used to remove detrimental factors from the speech signal. Motivated by Wang et al. [13], we propose a multi-task learning approach, where beyond learning to reconstruct the teacher’s representations, we propose an additional enhancement head responsible to rebuild the clean speech waveform from the learned representation. The goal with this step is to enforce the upstream model to carry enough information about the speech itself and not the noise components. Here, a BiLSTM layer followed by seven transposed convolutions and GELU activation functions is used, as well as the following loss function: \( \mathcal{L} = \mathcal{L}_{\text{KD}} + \lambda \mathcal{L}_{\text{enh}} \), where \( \mathcal{L}_{\text{enh}} \) is the enhancement loss and \( \lambda \in \mathbb{R} \) is a hyperparameter that controls the importance of the enhancement step on the total loss. Notice that multiple choices can be made about what enhancement loss to use. Here, two enhancement losses are explored: (i) an L1-based reconstruction loss directly on the waveform samples and (ii) an L1-based reconstruction loss applied to the spectral magnitude of the reconstructed signal. These are denote by \( \mathcal{L}_{\text{L1-wav}} \) and \( \mathcal{L}_{\text{L1-freq}} \), respectively.

3 Experimental Setup

3.1 Datasets

The training data used is the LibriSpeech dataset [10], a corpus with 960 hours of audiobook readings with a 16 kHz sampling rate and 16-bit resolution. The training data consists of a subset of 460 hours of clean audio in a studio-like condition, while the other 500 hours do not have the same quality standard. To augment the training set, two additional noise datasets are used, namely MUSAN [12], and UrbanSound8K [11], as well as the OpenSLR28 dataset [9] of room impulse responses (RIR).

The MUSAN dataset contains 6 hours of noise recordings (16 kHz sample rate) in a wide variety of categories, including office-like noises, babble noise, and natural sounds, such as wind and animals, to name a few. The UrbanSound8K dataset contains approximately 9 hours of audio distributed across ten labels: air conditioner, car horn, children playing, dog bark, drilling, engine idling, gunshot, jackhammer, siren, and street music. We removed the children playing and street music conditions to focus on non-speech like noise sources in this first analysis. The dataset has a sample rate of 44.1 kHz, which was resampled to 16 kHz. Lastly, the openSLR28 dataset contains 325 RIRs from multiple sources, such as small meeting rooms and large churches with up to 570 m².

At test time, it is important to test the model with unseen conditions. To this end, we rely on two separate datasets to corrupt the test set. The first is the Deep Noise Suppression 4 (DNS4) challenge dataset [5], comprised of approximately 180 hours of noise extracted from 150 categories with no presence of speech. For reverberation, we used the OpenSLR26 dataset [9], which contains 60,000 simulated room impulse responses corresponding to various small-, medium-, and large-sized rooms.

3.2 Pre-training

To gauge the benefits of the different proposed modifications, four different combinations are tested. First, denoted as experiment A, explores the impact of only applying data augmentation on top of DistilHuBERT. Next, experiment B adds the progressive learning approach. Lastly, experiments C1 and C2 explore the further addition of the enhancement head where the loss functions \( \mathcal{L}_{\text{L1-wav}} \) and \( \mathcal{L}_{\text{L1-freq}} \) are used, respectively. We set \( \lambda = 10 \) and \( \lambda = 1 \) for experiments C1 and C2, respectively.

In all cases, the training recipe described in [4] is followed. Upstream models are trained using a single NVidia A100 GPU. Experiments A and B take approximately 30 hours to train, whereas experiments C1 and C2 took each roughly 43 hours to train. We use the AdamW optimizer, with
Table 1: Experimental results for keyword spotting, intent classification, and emotion recognition under clean (c), noisy (n), reverberation (r), and noise-plus-reverberation (n+r) test conditions.

| Upstream          | #params (M) | Keyword Spotting | Intent Classification | Emotion Recognition |
|-------------------|-------------|------------------|-----------------------|---------------------|
|                   |             | (c) | (n) | (r) | (n+r) | (c) | (n) | (r) | (n+r) | (c) | (n) | (r) | (n+r) |
| HuBERT Base (Teacher) | 95 | 95.30 | 96.30 | 96.30 | 96.30 | 54.90 | 54.90 | 54.90 | 54.90 | 62.70 | 62.70 | 62.70 | 62.70 |
| Robust HuBERT      | 27 | 96.11 | 96.11 | 96.11 | 96.11 | 57.12 | 57.12 | 57.12 | 57.12 | 65.20 | 65.20 | 65.20 | 65.20 |
| LightHuBERT Small  | 24 | 96.14 | 96.14 | 96.14 | 96.14 | 52.26 | 52.26 | 52.26 | 52.26 | 62.37 | 62.37 | 62.37 | 62.37 |
| DistilHuBERT       | 24 | 96.59 | 96.59 | 96.59 | 96.59 | 79.52 | 79.52 | 79.52 | 79.52 | 79.00 | 79.00 | 79.00 | 79.00 |
| Proposed (Exp. A)  | 24 | 96.56 | 96.56 | 96.56 | 96.56 | 94.15 | 94.15 | 94.15 | 94.15 | 83.79 | 83.79 | 83.79 | 83.79 |
| Proposed (Exp. B)  | 24 | 96.69 | 96.69 | 96.69 | 96.69 | 94.57 | 94.57 | 94.57 | 94.57 | 85.50 | 85.50 | 85.50 | 85.50 |
| Proposed (Exp. C1) | 24 | 96.92 | 96.92 | 96.92 | 96.92 | 93.91 | 93.91 | 93.91 | 93.91 | 81.18 | 81.18 | 81.18 | 81.18 |
| Proposed (Exp. C2) | 24 | 96.92 | 96.92 | 96.92 | 96.92 | 93.91 | 93.91 | 93.91 | 93.91 | 81.18 | 81.18 | 81.18 | 81.18 |

A batch of 24 utterances, for 200k iterations, whereas after 14k updates, the learning rate linearly decays from $2 \times 10^{-4}$ to zero. As benchmarks, we use the original HuBERT Base model, its Robust version, and two compressed models: LightHuBERT and DistilHuBERT.

### 3.3 Downstream tasks

A subset of three downstream tasks from the SUPERB benchmark [15] are chosen to evaluate the robustness of the proposed modifications, namely: keyword spotting, intent classification, and emotion recognition. For all downstream tasks, the evaluation metric is the standard accuracy score; thus, higher values are better. To test the robustness of the methods and models, four evaluation scenarios are considered: clean (c), noise-only (n), reverberation-only (r), and noise-plus-reverberation (n+r). The test set meets the same criteria as SUPERB downstream tasks in the clean setting. For the noisy test conditions, in turn, additive noise with signal-to-noise ratios ranging from [0, 20] dB are added. For the reverberation condition, a random room impulse response is uniformly sampled and applied to the test set utterance. Lastly, for the noise-plus-reverberation condition, both noise and reverberation are jointly applied to the test set, thus representing the most challenging scenario of being in a noisy room. A custom seed is applied to ensure all models are evaluated with the same degradations.

### 4 Results and Discussion

Table 1 presents the experimental results for the benchmarks and proposed methods on the three downstream tasks. As can be seen, the proposed innovations outperformed the original DistilHubERT model for all of the three SUPERB tasks, even in clean conditions. In fact, just adding data augmentation (Expt. A) improved clean speech accuracy for the keyword spotting and intent classification tasks, thus showing the benefits of data augmentation. Progressive learning, in turn, (Expt. B) showed to be particularly important for the noisy/reverberant conditions for keyword spotting and intent classification. The additional enhancement step also showed to provide additional gains, with the waveform-based loss outperforming the magnitude spectral one.

In fact, for keyword spotting in noise, reverberation, and noise-plus-reverberation conditions, the proposed methods with only 24M parameters outperformed the larger teacher and Robust HuBERT models, each comprised of 95M parameters. For the two other tasks under unseen conditions, the proposed methods outperformed the original teacher model and obtained results in line with those of Robust HuBERT, whilst requiring roughly one quarter of the number of parameters. The proposed multi-task speech enhancement step also showed to be particularly useful for when additive noise was present, especially for intent classification and emotion recognition. In the future, other perceptual losses will be explored to see if further improvements can be obtained under reverberant conditions.

### 5 Conclusions

In this work, we propose three modifications to be implemented on top of DistilHubERT. The aim is to develop a cross-task speech representation that is compact and, at the same time, robust to unseen noisy conditions. The modifications include addition of data augmentation, progressive learning, and multi-task learning where speech enhancement is jointly performed. Experiments on three SUPERB tasks, namely keyword spotting, intent classification, and emotion recognition, show the proposed model outperforming the original DistilHubERT across all tested noisy conditions,
sometimes even outperforming the original teacher HuBERT model and its robust variant. The obtained results are promising and suggest that the proposed method can be useful for future edge speech applications.
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6 Supplementary Material

Pseudocode for progressive learning experiment

Algorithm 1 shows the pseudocode to describe the progressive learning strategy adopted in this work. It is a generalization of the data augmentation strategy described in experiment A. Notice that, if $\tau = 0$ and $t = 1$, we recover the augmentation stage without curriculum learning.

Algorithm 1: Sample strategy for SNR-Progressive Learning

1. given a batch of utterances $U = \{u_i\}_{i=0}^L$, a set of noise files $U_n$, a set of room impulse responses $U_r$, the current iteration $it$, and the total number of iterations $N$;
2. for each utterance $u_i$ do
3.   a ← sample an action from the equiprobable sample space $\{a1, a2, a3, a4\}$;
4.   if $a == a2$ then
5.     $\tau \leftarrow 20 \left(1 - \frac{2it}{N}\right)$ if $it \leq N/2$ else 0; /* Lower-bound for the SNR value */
6.     $\text{snr} \leftarrow$ sample an integer number from a uniform distribution $\mathcal{U}(\tau, 20)$;
7.     $p_n \leftarrow$ sample a random number from a uniform distribution $\mathcal{U}(0, 1)$;
8.     $u_n \leftarrow$ sample from $U_n$ if $p_n \leq 0.7$ else return a narrow-band white noise $\mathcal{N}(0, 1)$;
9.     $u_i \leftarrow \text{applyNoise}(u_i, u_n, \text{snr})$
10. else if $a == a3$ then
11.     $t \leftarrow \frac{2it}{N}$ if $it \leq N/2$ else 1; /* Threshold for applying reverberation */
12.     $p_r \leftarrow$ sample a random number from a uniform distribution $\mathcal{U}(0, 1)$;
13.     if $p_r \leq t$ then
14.         $u_r \leftarrow$ uniformly sample a RIR from $U_r$;
15.         $u_i \leftarrow \text{applyReverberation}(u_i, u_r)$;
16.     end
17. else if $a == a4$ then
18.     $u_i \leftarrow$ apply the same mechanism from the action $a2$;
19.     $u_i \leftarrow$ apply the same mechanism from the action $a3$;
20. else
21.     Do nothing;
22. end
23. end