Abstract. We study cohomologies of a curve with an action of a finite $p$-group over a field of characteristic $p$. Assuming the existence of a certain “magical element” in the function field of the curve, we compute the equivariant structure of the module of holomorphic differentials and the de Rham cohomology, up to certain local terms. We show that a generic $p$-group cover has a “magical element”. As an application we compute the de Rham cohomology of a curve with an action of a finite cyclic group of prime order.

1. Introduction

Let $X$ be an algebraic curve with an action of a finite group $G$ over an algebraically closed field $k$. Studying the $k[G]$-module structure of cohomologies of $X$ is a natural and fundamental topic in algebraic geometry. In the classical case, that is, over the field of complex numbers, the equivariant structure of the module of holomorphic differentials was completely determined by Chevalley and Weil, cf. [5]. Their result remains valid when char $k \nmid \# G$ (see e.g. [13]).

When char $k = p > 0$ and $p|\# G$, the structure of $H^0(X, \Omega_X)$ becomes much more complicated. Most of previous results on this subject concern either the case when the ramification is under control (cf. e.g. [25], [34], [8] for the case of tame ramification and [26] for the case of a weakly ramified action) or focus on some special groups (see e.g. [11] for the case of cyclic groups, [33] for abelian groups or [2] for groups with a cyclic Sylow subgroup). Other results compute the structure of the space of global sections of an invertible sheaf of sufficiently large degree (cf. [4]). Even less is known about the equivariant structure of the de Rham cohomology. In the tame ramification case the de Rham–Euler characteristic class has been computed in the $K$-theory category (cf. [7] and [8]). There are also results concerning the de Rham cohomology of Deligne–Lusztig curves (cf. [29]), of Hermitian curves (cf. [9], [10] and [18]) and of Suzuki curves (cf. [28], [16, p. 2535] and [32]). In general, it is known that the Hodge–de Rham exact sequence does not split (see [22], [27] for explicit examples and [15] Main Theorem for my result that yields a more precise criterion). One should also mention, that there are several results concerning the structure of $H^1_{dR}(X)$ as a Dieudonné module for a curve $X$ with a $\mathbb{Z}/p$-action, cf. [36] and [3].

In this paper we would like to propose a new point of view on this problem. Keep the above notation. Recall that the Hodge–de Rham spectral sequence of $X$ degenerates on the first page, leading to the exact sequence:

$$0 \rightarrow H^0(X, \Omega_X) \rightarrow H^1_{dR}(X) \rightarrow H^1(X, \mathcal{O}_X) \rightarrow 0,$$
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which we call the Hodge–de Rham exact sequence. Our previous article \cite{15} concerned
the equivariant behaviour of the exact sequence (1.1). In particular, we have proven that
under some mild assumptions the difference of the dimensions of $G$-invariant subspaces
is a sum of local terms indexed by the points of the curve $X$:
\begin{equation}
\dim_k H^0(X, \Omega_X)^G + \dim_k H^1(X, \mathcal{O}_X)^G - \dim_k H^1_{dR}(X)^G = \sum_{P \in X(k)} \delta_P
\end{equation}
(cf. \cite[Proposition 3.1]{15}). The local term $\delta_P$ depends only on the completed local ring
$\mathcal{O}_{X,P}$ and measures the ramification of the action at the given point $P \in X(k)$. For
example, one can prove that $\delta_P = 0$ if and only if $G_{P,2}$, the second ramification group
at $P$, vanishes (cf. \cite[proof of Main Theorem]{15}).

The formula (1.2) is surprising, as the left hand side is defined globally and the
right hand side is a sum of local terms. We conjecture that the reason behind this
phenomenon is that the Hodge cohomology $H^1_{Hdg}(X) := H^0(X, \Omega_X) \oplus H^1(X, \mathcal{O}_X)$
and the de Rham cohomology $H^1_{dR}(X)$ decompose as $k[G]$-modules into certain global and
local parts:
\begin{align}
H^1_{Hdg}(X) & \cong (\text{global part}) \oplus \bigoplus_{P \in X(k)} H^1_{Hdg,P}, \\
H^1_{dR}(X) & \cong (\text{global part}) \oplus \bigoplus_{P \in X(k)} H^1_{dR,P}.
\end{align}

More precisely, the global part should depend only on the “topology” of the cover
$\pi: X \to X/G$ (i.e. on the curve $Y$ and the stabilizer subgroups) and be the same for
both cohomologies. The local parts $H^1_{Hdg,P}, H^1_{dR,P}$ should depend only on the completed
local rings $\mathcal{O}_{X,P}$ of a given point $P$. The decompositions (1.3) and (1.4) would yield a
formula of the form (1.2) with:
\[ \delta_P := \dim_k(H^1_{Hdg,P})^G - \dim_k(H^1_{dR,P})^G. \]

The importance of decompositions (1.3) and (1.4) is that they would allow computation
of the equivariant structure of the cohomologies using some local considerations. The
goal of this article is to prove a weaker form of the decompositions (1.3) and (1.4) for a
generic $p$-group cover.

Throughout this paper, we work in the following setup (unless specified otherwise).
Suppose that $G$ is a finite $p$-group and $k$ is an algebraically closed field of characteristic $p$.
Let $X$ be as above and denote by $\pi: X \to Y := X/G$ the canonical morphism. Let $g_Y$
be the genus of $Y$ and $B \subset Y(k)$ – the branch locus of $\pi$. For any $P \in X(k)$ denote by
$G_{P,i}$ the $i$-th ramification group at $P$ and let:
\[ d_P := \sum_{i \geq 0} (\#G_{P,i} - 1), \quad d_P' := \sum_{i \geq 1} (\#G_{P,i} - 1), \quad d_P'' := \sum_{i \geq 2} (\#G_{P,i} - 1) \]
(note that $d_P$ is the exponent of the different of $k(X)/k(Y)$ at $P$).
We assume that the cover $\pi$ satisfies the following assumptions:

(A) the stabilizer $G_P$ of $P$ in $G$ is a normal subgroup of $G$ for every $P \in X(k)$,
(B) there exists a function $z \in k(X)$ (a “magical element”) satisfying $\text{ord}_P(z) \geq -d_P'$
for every $P \in X(k)$ and $\text{tr}_{X/Y}(z) \neq 0$. 
We discuss [A] and [B] below, in Subsection Constructing magical elements. By the assumption [A] for \( Q \in Y(k) \) we may denote \( G_Q := G_P \) and \( d_Q := d_P \) for any \( P \in \pi^{-1}(Q) \). Let \( I_G := \{ \sum_{a} a \in k[ G ] : \sum_{a} a = 0 \} \) be the augmentation ideal of the group \( G \) and let \( J_G := I_G^\perp \) be the dual of \( I_G \). For any subgroup \( H \leq G \) we consider also the relative augmentation ideal \( I_{G,H} := \text{Ind}^G_H I_H \) and its dual \( J_{G,H} := \text{Ind}^G_H J_H \). Finally, the \( k[G] \)-modules \( I_{X/Y} \) and \( J_{X/Y} \) are defined by:

\[
I_{X/Y} := \ker \left( \sum_{Q \in Y(k)} I_{G,G_Q} \rightarrow I_G \right),
\]

\[
J_{X/Y} := \operatorname{coker} \left( \text{diag} : J_G \rightarrow \bigoplus_{Q \in Y(k)} J_{G,G_Q} \right).
\]

The following is the main result of this paper. It is proven in Sections 4 and 5.

**Theorem 1.1.** Keep the above assumptions. We have the following isomorphisms of \( k[G] \)-modules:

\[
H^0(X, \Omega_X) \cong k[G]^{\otimes g_Y} \oplus I_{X/Y} \oplus \bigoplus_{Q \in B} H^0_Q,
\]

\[
H^1(X, \mathcal{O}_X) \cong k[G]^{\otimes g_Y} \oplus J_{X/Y} \oplus \bigoplus_{Q \in B} H^1_Q,
\]

\[
H^1_{dR}(X) \cong k[G]^{\otimes g_Y} \oplus I_{X/Y} \oplus J_{X/Y} \oplus \bigoplus_{Q \in B} H^1_{dR,Q},
\]

where \( H^0_Q, H^1_Q, H^1_{dR,Q} \) are certain \( k[G] \)-modules that depend only on the rings \( \mathcal{O}_{X,Q} \) and on the element \( z \) (see (3.3), (3.9) and (6.12) for precise definitions).

We explain now the relation between Theorem 1.1 and the conjectural decompositions (1.3), (1.4). The terms \( k[G]^{\otimes g_Y} \oplus I_{X/Y} \), \( k[G]^{\otimes g_Y} \oplus J_{X/Y} \), \( k[G]^{\otimes g_Y} \oplus I_{X/Y} \oplus J_{X/Y} \) play role of global parts, as they depend only on \( g_Y \), \#B and \( \{ G_Q : Q \in B \} \). The candidates for local parts are the modules \( H^0_Q, H^1_Q, H^1_{dR,Q} \). However, they depend on the element \( z \) from the condition [B]. Conjecturally, one should be able to describe them only in terms of \( \mathcal{O}_{X,Q} \). We expect also that \( \dim_k H^0_Q = \frac{1}{2} \# \pi^{-1}(Q) \cdot d''_Q \) for every \( Q \in B \) (cf. Lemma 3.5 (3) for a motivation).

As an application of Theorem 1.1 we give a description of cohomologies of \( \mathbb{Z}/p \)-covers (cf. Section 7.3). Let \( J_i \) denote the unique indecomposable \( k[\mathbb{Z}/p] \)-module of dimension \( i \) for \( i = 1, \ldots, p \).

**Corollary 1.2.** Keep the above assumptions with \( G = \mathbb{Z}/p \). Suppose that \( \pi \) has a global standard form (cf. Subsection 7.2). Then, as \( k[\mathbb{Z}/p] \)-modules:

\[
H^0(X, \Omega_X) \cong H^1(X, \mathcal{O}_X) \cong J_p^{\otimes g_Y} \oplus J_p^{\otimes (\#B-1)} \oplus \bigoplus_{Q \in B} \bigoplus_{i=1}^{p-1} J_i^{\otimes \alpha_Q(i)},
\]

\[
H^1_{dR}(X) \cong J_p^{\otimes 2 g_Y} \oplus J_p^{\otimes (p-1)},
\]
where $g_Y$ is the genus of $Y$, $B \subset Y(k)$ denotes the branch locus of $\pi$, $m_Q := d'_Q/(p-1)$ and:

$$\alpha_Q(i) := \left\lfloor \frac{m_Q \cdot (i+1)}{p} \right\rfloor - \left\lfloor \frac{m_Q \cdot i}{p} \right\rfloor,$$

$$\alpha := \sum_{Q \in B} (m_Q + 1) - 2.$$

For $H^0(X, \Omega_X)$ this result was already known (cf. [41, Theorem 1]), however we don’t know of any previous results regarding the de Rham cohomology.

Theorem 1.1 allows us to give a converse of [15, Main Theorem] for covers satisfying (A) and (B).

Corollary 1.3. Keep assumptions of Theorem 1.1. Then the action of $G$ on $X$ is weakly ramified if and only if the exact sequence (1.1) splits $G$-equivariantly.

One could hope that a similar decomposition to the one in Theorem 1.1 holds in a more general context, for example for the de Rham cohomology treated as a $k[F,V]$-module (where $F$ and $V$ denote the Frobenius and Verschiebung morphisms). A result of Elkin and Pries accomplishes this in the case when $Y = \mathbb{P}^1$ and $p = 2$ (cf. [12, Theorem 1.2]). However, explicit examples show that such a decomposition is impossible in general, cf. [3, Example 7.2].

Our results leave some questions open. In which generality do the decompositions (1.3) and (1.4) hold? How to describe the modules $H^0_0, H^1_0, H^1_{dR,Q}$ without using the magical element? Is it possible to generalize the above considerations to higher dimensional varieties or to crystalline cohomology? We plan to investigate those questions in the near future.

Strategy of the proof of Theorem 1.1. We explain now the idea behind the proof of Theorem 1.1 for the module of holomorphic differentials. The proof for $H^1(X, \mathcal{O}_X)$ and $H^1_{dR}(X)$ follows the same strategy. Our approach is divided into two main steps. In both steps we use the fact that the function $z$ is a normal basis element of $k(X)/k(Y)$.

In the first step we compare the module $H^0(X, \Omega_X)$ with $H^0(X, \Omega_X(R))$, the module of differentials with logarithmic poles in the ramification locus of the cover (cf. Proposition 4.1). To this end we write any form $\omega \in \Omega_{k(X)}$ as $\sum_{g \in G} g^*(z)\omega_g$ for $\omega_g \in \Omega_{k(Y)}$ and consider the following question.

Question 1.4. Suppose that $\omega \in H^0(X, \Omega_X)$. What are the possible values of the residues $\text{res}_Q(\omega_g)$ for $Q \in B$ and $g \in G$? In other words, what is the image of $H^0(X, \Omega_X)$ under the map:

$$\text{res}_G : \Omega_{k(X)} \to \bigoplus_{Q \in B} k[Q], \quad \omega \mapsto \sum_{Q \in B} \sum_{g \in G} \text{res}_Q(\omega_g)g_Q,$$

where $g_Q \in \bigoplus_{B} k[Q]$ is the element with $g$ on the $Q$-th component and 0 on other components?

There are two conditions imposed on the residues of $\omega_g$:
(1) The first one follows from the residue theorem: $\sum_{Q \in B} \text{res}_Q(\omega_g) = 0$.

(2) The second one is imposed by the condition $\text{res}_P(\omega) = 0$ for every $P \in \pi^{-1}(B)$. The conditions (1) and (2) define the module $I_{X/Y}$. In this way we obtain an equivariant homomorphism

$$(1.5) \quad \text{res}_G : H^0(X, \Omega_X) \to I_{X/Y}.$$ 

It turns out that this homomorphism is split. One constructs a section by choosing appropriate forms in $\Omega_k(Y)$ with known residues. We can apply a similar reasoning for logarithmic differential forms, neglecting the condition (2). In this way one obtains a split homomorphism:

$$(1.6) \quad \text{res}_G : H^0(X, \Omega_X(R)) \to k[G]_B,$$

where $k[G]_B$ is the submodule of $\bigoplus_B k[G]$ defined by the condition (1). It turns out that the maps (1.5) and (1.6) have the same kernel (cf. Proposition 4.1).

In the second step we observe that we have an inclusion of sheaves of the same rank:

$$\bigoplus_{g \in G} g^*(z)\Omega_Y(B) \subset \Omega_X(R).$$

Hence, their quotient $T$ is a torsion sheaf and its global sections decompose as a sum of local parts. By applying the long exact sequence to the sequence of sheaves:

$$0 \to \bigoplus_{g \in G} g^*(z)\Omega_Y(B) \to \Omega_X(R) \to T \to 0$$

and observing that $k[G]$ is an injective $k[G]$-module, we find the $k[G]$-structure on $H^0(X, \Omega_X(R))$ (this is done at the beginning of Section 4 on page 12).

**Constructing magical elements.** It is reasonable to ask how often are the conditions $[A]$ and $[B]$ satisfied. Unfortunately, not every $p$-group cover has a magical element, cf. Subsection 7.4 for a counterexample. However, it turns out that a generic $G$-cover satisfies $[A]$ and $[B]$ To be precise, let $k$ be an algebraically closed field of characteristic $p$. Fix a finite $p$-group $G$ and an affine open subset $U$ of a smooth projective curve $Y$ over $k$. Let $M_{U,G}$ denote the moduli space of pointed $G$-covers of $Y$ unramified over $U$, as defined in [20].

**Theorem 1.5.** The set of covers satisfying $[A]$ and $[B]$ forms a dense subset of $M_{U,G}$.

The proof of Theorem 1.5 gives a way to construct inductively covers satisfying $[A]$ and $[B]$. Subsection 8.2 gives an explicit family of $E(p^3)$-covers $\pi : X \to Y$ satisfying (A) and (B), where $Y$ is an elliptic curve and $E(p^3)$ denotes the Heisenberg group mod $p$.

We discuss now main ideas behind the proof of Theorem 1.5. Suppose that $X \to Y$ factors through a Galois cover $X' \to Y$. It turns out that if both $X \to X'$ and $X' \to Y$ have magical elements, then $X \to Y$ also has a magical element (cf. Lemma 8.1). Hence everything comes down to constructing magical elements for $\mathbb{Z}/p$-covers. We prove that a global standard form of a $\mathbb{Z}/p$-cover (cf. Subsection 7.2 for a definition) yields a magical element. Moreover, every sufficiently ramified $\mathbb{Z}/p$-cover has a global standard form (cf. Lemma 7.3). Theorem 1.5 follows by noting that a generic $G$-cover can be factored into sufficiently ramified $\mathbb{Z}/p$-covers.
Outline of the paper. In Section 2 we give necessary notation and preliminaries. Section 3 proves some properties of the magical element \( z \) from the condition [B]. This allows us to prove the part of Theorem 1.1 concerning the module of holomorphic differentials and the cohomology of the structure sheaf in Section 4. In Section 5 we study the dual of the map \( \text{res}_G \). We prove the decomposition of the de Rham cohomology from Theorem 1.1 in Section 6. In Section 7 we introduce the notion of a global standard form of a \( \mathbb{Z}/p \)-cover. This allows us to construct a magical element for a large class of Artin–Schreier covers. Also, we prove Corollary 1.2. Finally, in Section 8 we prove that a generic \( p \)-group cover has a magical element and give an example of an \( E(p^3) \)-cover satisfying [A] and [B].
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2. Preliminaries

We start this section by introducing notation concerning algebraic curves used throughout the paper. For an arbitrary smooth projective curve \( Y \) over a field \( k \) we denote by \( k(Y) \) the function field of \( Y \). Also, we write \( \text{ord}_Q(f) \) for the order of vanishing of a function \( f \in k(Y) \) at a point \( Q \in Y(k) \). Let \( m^n_{Y,Q} := \{ f \in k(Y) : \text{ord}_Q(f) \geq n \} \) for any \( n \in \mathbb{Z} \). To simplify notation, we write \( \Omega_Y, \Omega_{k(Y)} \) and \( H^1_{dR}(Y/k) \) instead of \( \Omega_{k(Y)}, \Omega_{k(Y)/k} \) and \( H^1_{dR}(Y/k) \). We will often identify a finite set \( S \subset Y(k) \) with a reduced divisor in \( \text{Div}(Y) \). Thus e.g. \( \Omega_Y(S) \) will denote the sheaf of logarithmic differential forms with poles in \( S \). In the sequel we often use residues of differential forms, see e.g. [21, Remark III.7.14] for relevant facts.

Let \( G \) be a finite group and \( \pi : X \to Y \) be a finite separable \( G \)-cover of smooth projective curves over a field \( k \). In the sequel we identify \( \Omega_{k(Y)} \) with a submodule of \( \Omega_{k(X)} \) and \( k(Y) \) with a subfield of \( k(X) \). We denote the ramification index of \( \pi \) at \( P \in X(k) \) by \( e_{X/Y,P} \) and by \( G_{P,i} \) the \( i \)-th ramification group of \( \pi \) at \( P \), i.e.
\[
G_{P,i} := \{ \sigma \in G : \sigma(f) \equiv f \mod m^{i+1}_P \text{ for every } f \in O_{X,P} \}.
\]

Also, we use the following notation:
\[
d_{X/Y,P} := \sum_{i \geq 0} (\#G_{P,i} - 1), \quad d'_{X/Y,P} := \sum_{i \geq 1} (\#G_{P,i} - 1), \quad d''_{X/Y,P} := \sum_{i \geq 2} (\#G_{P,i} - 1)
\]
\((d_{X/Y,P} \text{ is the exponent of the different of } k(X)/k(Y) \text{ at } P, \text{ cf. [38] Proposition IV.§1.4})).

Recall that for any \( P \in X(k) \) and \( \omega \in \Omega_{k(Y)} \):
\[
\text{ord}_P(\omega) = e_{X/Y,P} \cdot \text{ord}_{\pi(P)}(\omega) + d_{X/Y,P}
\]
For any sheaf $F$ on $X$ and $Q \in Y(k)$ we abbreviate $(\pi_*F)_Q$ to $F_Q$. We write briefly $\text{tr}_{X/Y}$ for the trace

$$\text{tr}_{k(X)/k(Y)} : k(X) \to k(Y).$$

Note that it induces a map

$$\Omega_{k(X)} \cong k(X) \otimes_{k(Y)} \Omega_{k(Y)} \to \Omega_{k(Y)},$$

which we also denote by $\text{tr}_{X/Y}$. For a future use we note the following properties of trace:

- For $f \in k(X)$ and $Q \in Y(k)$:
  
  $$(2.2) \text{tr}_{X/Y}(f) \in m^0_{Y,Q},$$

  where $\alpha := \min\{(\text{ord}_P(f) + d_{X/Y,P})/e_{X/Y,P} : P \in \pi^{-1}(Q)\}$. For the proof see [26, Lemma 1.4 (b)].

- Let $S := \pi^{-1}(Q)$. Then:

  $$(2.3) \text{tr}_{X/Y}((\Omega_{X,Q}) \subset \Omega_{Y,Q} \text{ and } \text{tr}_{X/Y}((\Omega_{X}(S)Q) \subset \Omega_{Y}(\{Q\})Q.$$}

  Indeed, the first part of (2.3) follows by the main result of [44]. The second part is immediate by using the first part and noting that for any $f \in k(X)$, $f \neq 0$:

  $$\text{tr}_{X/Y}(df/f) = \frac{d(N_{X/Y}f)}{N_{X/Y}f},$$

  where $N_{X/Y} : k(X) \to k(Y)$ is the norm of the extension of fields $k(X)/k(Y)$.

- For any $\eta \in \Omega_{k(X)}$ and $Q \in Y(k)$:

  $$(2.4) \sum_{P \in \pi^{-1}(Q)} \text{res}_P(\eta) = \text{res}_Q(\text{tr}_{X/Y}(\eta))$$

  (see [23, Proposition 1.6] or [40, p. 154, ($R_6$)]).

In the most part of the article we will assume that $k$, $X$, $Y$ and $G$ are as in Theorem 1.1. In this situation we adopt the following notation:

- $B \subset Y(k)$ – the set of branch points of $\pi$,

- $R \subset X(k)$ – the set of ramification points of $\pi$,

- $U := Y \setminus B$, $V := \pi^{-1}(U)$,

- $e_P := e_{X/Y,P}$, $d_P := d_{X/Y,P}$, $d'_P := d'_{X/Y,P}$, $d''_P := d''_{X/Y,P}$ for $P \in X(k)$,

- $X_P := X/G_{P,0}$ is the quotient curve. We denote the image of $P$ on $X_P$ by $\overline{P}$.

Similarly, for set $S \subset X(k)$, we write $\overline{S}$ for its image on $X_P$.

Also, by abuse of notation, for $Q \in Y(k)$ we write $G_{Q,i} := G_{P,i}$, $e_Q := e_P$, $d_Q := d_P$, $X_Q := X_P$ etc. for any $P \in \pi^{-1}(Q)$. Note that these quantities don’t depend on the choice of $P$.

Recall that the map:

$$k(X) \times G \to k(X), \quad f \cdot g := g^*(f)$$

induces a natural right action on $k(X)$, since $g^*_1 \circ g^*_2 = (g_2 \cdot g_1)^*$ for any $g_1, g_2 \in G$.

Similarly, we have the structure of a right $k[G]$-module on $H^0(X, \Omega_X)$, $H^1(X, \Omega_X)$,
$H^1_{IR}(X)$, etc. Note also that $G_P = G_{P,0} = G_{P,1}$, since $k$ is algebraically closed of characteristic $p$ and $G$ is a $p$-group (cf. [38 Corollary 4.2.3., p. 67]).

3. MAGICAL ELEMENTS

Keep the assumptions of Theorem [17]. In this section we study the properties of the magical element $z \in k(X)$ satisfying the condition (B).

It turns out that the condition $\text{tr}_{X/Y}(z) \neq 0$ guarantees that $z$ is a normal element, see e.g. [6 Theorem 1]. We give a different proof for completeness.

Proposition 3.1. The set $\{g^*(z) : g \in G\}$ is a $k(Y)$-basis of $k(X)$.

Proof. The proof is based on the following identity in the ring $\mathbb{F}_p[x_g : g \in G]$ ("Group Determinant Formula"):

$$\det[x_{gh}]_{g,h \in G} = \pm \left(\sum_{g \in G} x_g\right)^\#G.$$ (3.1)

This formula follows from [14 Theorem 7]. Indeed, in the notation of [14], if $G$ is a $p$-group, one has $G = \mathcal{O}_p(G)$, $y_G = \sum_{g \in G} x_g$ and $D_G(x_g) = \det[x_{gh-1}]_{g,h \in G} = \pm \det[x_{gh}]_{g,h \in G}$ (where $h' = h^{-1}$ and $\pm$ is the sign of the permutation $h \mapsto h^{-1}$ of $G$).

See also [24 Lemma 2.2 and Corollary 2.4] and [42 Lemma 5.26(a)] for versions of this formula for abelian groups.

We show that the set $\{g^*(z) : g \in G\}$ is linearly independent over $k(Y)$. Suppose that for some $f_g \in k(Y)$:

$$0 = \sum_{g \in G} g^*(z) \cdot f_g.$$ Then for any $h \in G$:

$$0 = \sum_{g \in G} h^*(g^*(z)) \cdot f_g = \sum_{g \in G} (gh)^*(z) \cdot f_g.$$ However, by (3.1):

$$\det[(gh)^*(z)] = \pm \text{tr}_{X/Y}(z)^\#G \neq 0$$
and hence $f_g = 0$ for all $g \in G$. This ends the proof. \qed

Note that $\Omega_{k(X)}$ is a rank one $k(X)$-module and similarly $\Omega_{k(Y)}$ is a rank one $k(Y)$-module. Hence, in the light of Proposition [3.1] for any $\omega \in \Omega_{k(X)}$ there exists a unique system of differential forms $(\omega_g)_{g \in G}$ in $\Omega_{k(Y)}$ for which

$$\omega = \sum_{g \in G} g^*(z)\omega_g.$$ Note that for any $g,h \in G$:

$$h^*(\omega)_g = \omega_{gh^{-1}}.$$ (3.2)

Indeed:

$$h^*(\omega) = \sum_{g \in G} h^*(g^*(z))\omega_g = \sum_{g \in G} (g : h)^*(z)\omega_g = \sum_{g \in G} g^*(z)\omega_{gh^{-1}}.$$
For any \( g \in G \) we define the sheaf \( g^*(z)\Omega_Y \) as the image of the subsheaf \( \Omega_Y \) of the constant sheaf \( \pi_\ast \Omega_{k(X)} \) under multiplication by \( g^*(z) \in k(X) \). We use similar convention for \( \Omega_Y(B) \).

**Lemma 3.2.** We have the following inclusions of sheaves on \( Y \):

\[
\bigoplus_{g \in G} g^*(z)\Omega_Y \subset \pi_\ast \Omega_X,
\]

\[
\bigoplus_{g \in G} g^*(z)\Omega_Y(B) \subset \pi_\ast \Omega_X(R).
\]

**Proof.** Note that by (2.2) for any \( Q \in Y(k), \omega \in \Omega_{Y,Q}, g \in G \) and \( P \in \pi^{-1}(Q) \):

\[
\text{ord}_P(g^*(z)\omega) \geq -d_P' + e_P \cdot \text{ord}_Q(\omega) + d_P \geq -d_P' + d_P = e_P - 1 \geq 0.
\]

The first inclusion follows. The second inclusion may be proven analogously. \( \square \)

Observe that \( \pi_\ast \Omega_X(R) \) and \( \bigoplus_{g \in G} g^*(z)\Omega_Y(B) \) are coherent sheaves of rank \( \#G \). Therefore, their quotient is torsion and thus is isomorphic to:

\[
(3.3) \quad \pi_\ast \Omega_X(R)/\bigoplus_{g \in G} g^*(z)\Omega_Y(B) \cong \bigoplus_{Q \in Y(k)} i_Q,\ast(H_Q^0)
\]

where \( i_Q : \text{Spec} \mathcal{O}_{Y,Q} \rightarrow Y \) and:

\[
(3.4) \quad H_Q^0 := \Omega_X(R)_Q/\bigoplus_{g \in G} g^*(z)\Omega_Y(B)_Q.
\]

**Lemma 3.3.** \( z_Q := \text{tr}_{X/Y,Q}(z) \in \mathcal{O}_{X_Q,Q} \).

**Proof.** Fix a point \( P \in \pi^{-1}(Q) \). Observe that \( X_Q \rightarrow Y \) is unramified over \( Q \). Hence by (2.2):

\[
\text{tr}_{X/Q}(z) \in m_{X_Q,P}^{[−d_P'/e_P]} = \mathcal{O}_{X_Q,P}.
\]

This finishes the proof. \( \square \)

Recall that the dual basis of \( \{g^*(z) : g \in G\} \) with respect to the trace map is of the form \( \{g^*(z^\vee) : g \in G\} \) for some \( z^\vee \in k(X) \) (cf. \[19\] Theorem 3.13.19]). By definition, \( z^\vee \) satisfies for any \( g_1,g_2 \in G \):

\[
(3.5) \quad \text{tr}_{X/Y}(g_1(z) \cdot g_2(z^\vee)) = \begin{cases} 1, & g_1 = g_2, \\ 0, & g_1 \neq g_2. \end{cases}
\]

For a future use note also that

\[
(3.6) \quad \text{tr}_{X/Y}(z), \text{tr}_{X/Y}(z^\vee) \in k^\times.
\]

Indeed, by (2.2) for every \( Q \in Y(k) \) one has \( \text{tr}_{X/Y}(z) \in \mathcal{O}_{Y,Q} \). This yields \( \text{tr}_{X/Y}(z) \in \bigcap_{Q \in Y(k)} \mathcal{O}_{Y,Q} = H^0(Y,\mathcal{O}_Y) = k \) and \( \text{tr}_{X/Y}(z^\vee) \in k^\times \). Moreover by (3.5):

\[
\text{tr}_{X/Y}(z^\vee) = \frac{\text{tr}_{X/Y} \left(z^\vee \cdot \text{tr}_{X/Y}(z)\right)}{\text{tr}_{X/Y}(z)} = \frac{\text{tr}_{X/Y} \left(z^\vee \cdot \sum_{g \in G} g^*(z)\right)}{\text{tr}_{X/Y}(z)} = \frac{\sum_{g \in G} \text{tr}_{X/Y} \left(z^\vee \cdot g^*(z)\right)}{\text{tr}_{X/Y}(z)} = \frac{1}{\text{tr}_{X/Y}(z)} \in k^\times.
\]
For any \( f \in k(X) \), we will denote by \((f_g)_{g \in G}\) the unique system of functions \( f_g \in k(Y) \) such that:

\[
f = \sum_{g \in G} g^*(z^\gamma) f_g.
\]

Note that by (3.5) for any \( g \in G \), \( \omega \in \Omega_{k(X)} \) and \( f \in k(X) \):

\[
(3.7) \quad \text{tr}_{X/Y}(g^*(z^\gamma) \cdot \omega) = \omega_g \quad \text{and} \quad \text{tr}_{X/Y}(g^*(z) \cdot f) = f_g.
\]

For any \( g \in G \) define the sheaves \( g^*(z^\gamma)\mathcal{O}_Y \) and \( g^*(z^\gamma)\mathcal{O}_Y(-B) \) similarly as \( g^*(z)\mathcal{O}_Y \) and \( g^*(z)\mathcal{O}_Y(-B) \).

**Lemma 3.4.** We have the following inclusions:

\[
\begin{align*}
\pi_* \mathcal{O}_X &\subset \bigoplus_{g \in G} g^*(z^\gamma)\mathcal{O}_Y, \\
\pi_* \mathcal{O}_X(-R) &\subset \bigoplus_{g \in G} g^*(z^\gamma)\mathcal{O}_Y(-B).
\end{align*}
\]

Before the proof, note that for any \( Q \in Y(k) \) the pairing:

\[
(3.8) \quad (\cdot, \cdot) : k(Y)/\mathcal{O}_{Y,Q} \times \Omega_{Y,Q} \to k, \quad (f, \omega) \mapsto \text{res}_Q(f \cdot \omega)
\]

is non-degenerate. Indeed, if \( \omega \in \Omega_{Y,Q} \), \( \omega \neq 0 \) then \((t^{-n-1} \omega) \neq 0 \) where \( n := \text{ord}_Q(\omega) \) and \( t \in k(Y) \) is a uniformizer in \( Q \). Similarly, if \( f \in k(Y) \), \( \text{ord}_Q(f) = n < 0 \) then \((f, t^{-n-1} dt) \neq 0 \).

**Proof of Lemma 3.4.** Fix a point \( Q \in X(k) \). Suppose that \( f \in \mathcal{O}_{X,Q} \). Then, for any \( \omega \in \Omega_{Y,Q} \), using (3.7) and (2.4):

\[
\text{res}_Q(f_g \cdot \omega) = \text{res}_Q(\text{tr}_{X/Y}(g^*(z)f) \cdot \omega)
\]

\[
= \sum_{P \in \pi^{-1}(Q)} \text{res}_P(f \cdot g^*(z) \cdot \omega) = 0,
\]

where the last equality follows, since \( f \in \mathcal{O}_{X,Q} \) and \( g^*(z) \cdot \omega \in \Omega_{X,Q} \) by Lemma 3.2. Hence \( f_g \in \mathcal{O}_{Y,Q} \). The second inclusion follows analogously. \(\square\)

Lemma 3.4 implies that:

\[
\bigoplus_{g \in G} g^*(z^\gamma)\mathcal{O}_Y(-B)_{\mathcal{O}_X(-R)} \cong \bigoplus_{Q \in Y(k)} i_{Q,*}(H^1_Q),
\]

where:

\[
(3.9) \quad H^1_Q := \bigoplus_{g \in G} g^*(z^\gamma)\mathcal{O}_Y(-B)_Q/\mathcal{O}_X(-R)_Q.
\]

**Lemma 3.5.** Let \( H^0_Q \), \( H^1_Q \) be defined by (3.4) and (3.9).

\begin{enumerate}
\item \( H^1_Q \) is dual to \( H^0_Q \) as a \( k[G] \)-module.
\item If \( d''_Q = 0 \) then \( H^0_Q = H^1_Q = 0 \).
\item \( \sum_{Q \in B} \dim_k H^0_Q = \sum_{Q \in B} \dim_k H^1_Q = \sum_{Q \in B} \frac{1}{2} d''_Q \cdot \# \pi^{-1}(Q) \).
\end{enumerate}
Proof. (1) One checks that the duality pairing is induced by:
\[
\Omega_X(R)Q \times \bigoplus_{g \in G} g^*(z^\vee)O_Y(-B)_Q \to k,
\]
\[
(\omega, f) \mapsto \sum_{g \in G} \text{res}_Q(\omega_g \cdot f_g).
\]
We omit the details.

(2) Suppose that \(d'_Q = 0\). Then \(d_Q = 2 \cdot (e_Q - 1)\) and \(d'_Q = (e_Q - 1)\). Write:
\[
z^\vee = \sum_{g \in G} g^*(z) \cdot f_g \quad \text{for } f_g \in k(Y).
\]
Then (3.5) yields \(f_g = \det(a_{h_1h_2})_{h_1,h_2 \in G} / \det(\text{tr}_{X/Y}(h_1(z) \cdot h_2(z)))_{h_1,h_2 \in G}\), where:
\[
a_{h_1h_2} := \begin{cases} 
\text{tr}_{X/Y}(h_1(z) \cdot h_2(z)), & h_1 \neq g, \\
\delta_{h_2g}, & h_1 = g.
\end{cases}
\]
But the Group Determinant Formula (3.1) easily implies that
\[
\det(\text{tr}_{X/Y}(h_1(z) \cdot h_2(z)))_{h_1,h_2 \in G} = \det(\text{tr}_{X/Y}((h_1 \cdot h'_2)(z) \cdot z))_{h_1,h'_2 \in G} = \pm \text{tr}_{X/Y}(z)\hat{\pi}G \in k^\times.
\]
Moreover, (2.2) yields that
\[
\text{tr}_{X/Y}(h_1(z) \cdot h_2(z)) \in \left[\frac{-2e_Q + d_Q}{\pi_Q}\right] \cdot \text{tr}_{X/Y}(h_1(z) \cdot h_2(z)) = O_{X,Y}.
\]
Hence \(f_g \in O_{X,Y}\) and \(\text{ord}_Q(z^\vee) \geq \text{ord}_Q(z) = -d'_Q\). Thus if \(f \in O_Y(-B)_Q\), then for any \(P \in \pi^{-1}(Q)\):
\[
\text{ord}_P(g^*(z^\vee) \cdot f) \geq -d'_Q + e_Q = 1
\]
and \(g^*(z^\vee) \cdot f \in O_Y(-R)_Q\). It follows that \(H^1_Q = 0\) and thus also \(H^0_Q = 0\) by (1).

(3) This follows from (3.3) by taking global sections and applying the Riemann–Hurwitz formula and Riemann–Roch theorem. \(\Box\)

We end this section by giving some necessary conditions for \(\pi\) to have a magical element. One of the conditions will play a role in the proof of Theorem 1.1 in Section 6.

Lemma 3.6. Keep assumptions of Theorem 1.1. Then:

(1) \(\pi\) does not factor through an étale morphism \(X' \to Y\) of degree \(> 1\),
(2) \(\langle G_Q : Q \in B \rangle = G\).

Proof. (1) Suppose to the contrary that \(\pi\) factors through a non-trivial étale morphism \(X' \to Y\). Then \(z\) is also a magical element for the cover \(X \to X'\). Hence \(\text{tr}_{X/X'}(z) \in k^\times\). But then:
\[
\text{tr}_{X/X'}(z) = \text{tr}_{X'/Y}(\text{tr}_{X/X'}(z)) = [k(X') : k(Y)] \cdot \text{tr}_{X/X'}(z) = 0.
\]
Contradiction ends the proof.

(2) Note that \(X' := X/\langle G_Q : Q \in B \rangle \to Y\) is an étale subcover of \(\pi\). Thus by (1) it must be of degree 1 and \(G = \langle G_Q : Q \in B \rangle\). \(\Box\)
4. Holomorphic differentials

The goal of this section is to prove the part of Theorem 1.1 concerning $H^0(X, \Omega_X)$ and $H^1(X, \Omega_X)$. The first step in this direction is to compare holomorphic differentials and logarithmic differentials with poles in the ramification locus. This is achieved by the Proposition 4.1 below. For any $Q \in B$ and $g \in G$, let $g_Q \in \bigoplus_B k[G]$ be the element with $g$ on the $Q$-th component and 0 on other components. Define also $k[G]_B := \ker(\sum : \bigoplus_B k[G] \to k[G])$ (note that $k[G]_B \cong k[G]^{\# B - 1}$ as a $k[G]$-module).

**Proposition 4.1. Keep assumptions of Theorem 1.1** The map:

$$\text{res}_G : \Omega_{k(X)} \to \bigoplus_{Q \in B} k[G]$$

$$\omega \mapsto \sum_{Q \in B} \sum_{g \in G} \text{res}_Q(\omega_g) \cdot g_Q$$

induces split $k[G]$-linear surjections $\text{res}_G : H^0(X, \Omega_X) \to I_{X/Y}$ and $\text{res}_G : H^0(X, \Omega_X(R)) \to k[G]_B$ with the same kernel.

We first show how Proposition 4.1 implies the part of Theorem 1.1 concerning $H^0(X, \Omega_X)$ and $H^1(X, \Omega_X)$.

**Proof of Theorem 1.1** part 1. Proposition 4.1 implies that we have the following isomorphisms of right $k[G]$-modules:

$$H^0(X, \Omega_X) \oplus k[G]^{\# B - 1} \cong \ker(\text{res}_G : H^0(X, \Omega_X) \to I_{X/Y}) \oplus I_{X/Y} \oplus k[G]_B$$

$$\cong \ker(\text{res}_G : H^0(X, \Omega_X(R)) \to k[G]_B) \oplus I_{X/Y} \oplus k[G]_B$$

$$\cong H^0(X, \Omega_X(R)) \oplus I_{X/Y}.$$ 

Recall that by (3.3) we have an exact sequence of $\mathcal{O}_Y$-modules:

$$0 \to \bigoplus_{g \in G} g^*(z)\Omega_Y(B) \to \pi_*\Omega_X(R) \to \bigoplus_{Q \in Y(k)} i_{Q, *}(H^0_Q) \to 0.$$ 

Moreover, by Serre’s duality and Riemann–Roch theorem (cf. [21, Corollary III.7.7, Theorem IV.1.3]):

$$\dim_k H^0(Y, \Omega_Y(B)) = g_Y + \# B - 1,$$

$$\dim_k H^1(Y, \Omega_Y(B)) = 0.$$ 

(note that for $\# G > 1$, we have $B \neq \emptyset$ by Lemma 3.6 (1)). Hence, after taking sections:

$$0 \to k[G]^{g_Y + \# B - 1} \to H^0(X, \Omega_X(R)) \to \bigoplus_{Q \in B} H^0_Q \to 0.$$ 

Note that $k[G]$ is injective as a $k[G]$-module (see [33, Corollary 8.5.3]). Hence:

$$H^0(X, \Omega_X(R)) \cong k[G]^{g_Y + \# B - 1} \oplus \bigoplus_{Q \in B} H^0_Q.$$ 

We combine this with (3.3) to obtain:

$$H^0(X, \Omega_X) \oplus k[G]^{\# B - 1} \cong k[G]^{g_Y + \# B - 1} \oplus I_{X/Y} \oplus \bigoplus_{Q \in B} H^0_Q.$$ 

Since every $k[G]$-module has a unique decomposition into indecomposable $k[G]$-modules (cf. [33 Corollary 11.1.7.]), we may subtract $k[G]^{\# B - 1}$ from both sides of (4.2). In this way we obtain the part of Theorem 1.1 concerning $H^0(X, \Omega_X)$. Finally, by Serre’s
duality, \( H^1(X, \mathcal{O}_X) \) is the dual of \( H^0(X, \Omega_X) \). This immediately implies the part of Theorem 1.1 concerning the cohomology of the structure sheaf.

The proof of Proposition 4.1 will occupy the rest of this section. In the sequel we will need the relative augmentation ideal \( I_{G,H} \) (as defined in Section 1), where \( H \) is a normal subgroup of \( G \). We identify it with:

\[
I_{G,H} = \left\{ \sum_{g \in G} a_g g \in k[G] : \sum_{g \in g_0 H} a_g = 0 \quad \forall g_0 \in G \right\}.
\]

Recall that in order to prove Proposition 4.1 we study the image of \( H^0(X, \Omega_X) \) under the map \( \text{res}_G \). Let \( \omega \in H^0(X, \Omega_X) \). Suppose for simplicity that \( \pi^{-1}(Q) = \{P\} \) and \( \text{tr}_{X/Y}(z) = 1 \). Then by (4.3) \( \text{res}_P(g^*(z) \omega_g) = \text{res}_Q(\omega_g) \). Hence:

\[
\sum_{g \in G} \text{res}_Q(\omega_g) = \text{res}_P(\omega) = 0
\]

and \( \sum_{g \in G} \text{res}_Q(\omega_g) \cdot g \in I_{G} \). In general, if \( G_Q \neq G, \sum_{g \in G} \text{res}_Q(\omega_g) \cdot g \in I_{G,G_Q} \), which is a consequence of the following lemma.

**Lemma 4.2.** Keep assumptions of Theorem 1.1 and let \( Q \in B \).

1. For every \( \omega \in \Omega_k(X) \) and \( g_0 \in G \), the form

\[
\sum_{g \in g_0 G_Q} \omega_g
\]

can be expressed as a linear combination of forms \( g^*(\text{tr}_{X/Q}(\omega)) \) for \( g \in G \) with coefficients in \( \mathcal{O}_{X_Q} \).

2. For every \( \omega \in \Omega_X(R)_Q \) one has:

\[
\omega \in \Omega_X(Q) \iff \forall g_0 \in G \sum_{g \in g_0 G_Q} \text{res}_Q(\omega_g) = 0.
\]

**Proof.** Fix a point \( P \in \pi^{-1}(Q) \). Let \( G/G_Q = \{g_1 G_Q, \ldots, g_r G_Q\} \) and \( P_i := g_i(P) \). Define \( \omega_i := \sum_{g \in g_i G_Q} \omega_g \) for \( i = 1, \ldots, r \).

1. Observe that for any \( g \in g_i G_Q \):

\[
\text{tr}_{X/Q}(g^*(z)) = \sum_{h \in g_i G_Q} h^*(z) = \sum_{h \in g_i G_Q} h^*(z) = g_i^*(z_Q)
\]

(we used the fact that \( G_Q \) is normal in \( G \)). Hence:

\[
\text{tr}_{X/Q}(\omega) = \sum_{g \in G} \text{tr}_{X/Q}(g^*(z)) \cdot \omega_g = \sum_{i=1}^r g_i^*(z_Q) \cdot \omega_i.
\]

This implies that:

\[
g_j^*(\text{tr}_{X/Q}(\omega)) = \sum_{i=1}^r (g_i \cdot g_j)^*(z_Q) \cdot \omega_i
\]

for every \( j = 1, \ldots, r \). By the Group Determinant Formula (3.1) for the group \( G/G_Q \):

\[
\det[(g_i \cdot g_j)^*(z_Q)] = \pm \left( \sum_{i=1}^r g_i^*(z_Q) \right)^{\#G/G_Q} = \pm \text{tr}_{X/Y}(z)^{\#G/G_Q} \in k^\times.
\]
Furthermore, since \( z_Q \in \mathcal{O}_{X,Q} \) and \( G_Q \subseteq G \), we have \( g^*_i(z_Q) \in \mathcal{O}_{X,Q} \) for any \( i = 1, \ldots, r \). Therefore the system of linear equations (4.4) and Lemma 3.3 imply that \( \omega_i \) can be expressed as a combination of forms \( g^*_j(\text{tr}_{X,Q}(\omega)) \) with coefficients in \( \mathcal{O}_{X,Q} \).

(2) If \( \omega \in \Omega_{X,Q} \) then \( \text{res}_Q(\omega_i) = 0 \) for \( i = 1, \ldots, r \) by part (1) and (2.3). Suppose now that \( \omega \in \Omega_X(R)Q \) and \( \text{res}_Q(\omega_i) = 0 \) for \( i = 1, \ldots, r \). Note that \( \text{tr}_{X/Q}(\omega) \in \Omega_X(R)Q \) by (2.3). Therefore, by (1) we have \( \omega_i \in \Omega_{X,Q}(R)Q \cap \Omega_{k(Y)} = \Omega_{Y,(B)Q} \) and \( \text{res}_Q(\omega_i) = 0 \). Hence \( \omega_i \) is holomorphic at \( Q \) (it is a logarithmic form with vanishing residues). It follows that:

\[
\text{tr}_{X/Q}(\omega) = \sum_{i=1}^r g^*_i(z_Q) \cdot \omega_i \in \mathcal{O}_{X,Q}.
\]

Hence, using (2.4), \( \text{res}_P(\omega) = \text{res}_{P'}(\text{tr}_{X/Q}(\omega)) = 0 \) for every \( j \). Therefore \( \omega \) must be holomorphic.

For a future use, we prove now the following consequence of Lemma 4.2 (2).

**Corollary 4.3.** Keep assumptions of Theorem 1.1. Then for any \( Q \in Y(k) \), we have \( z_Q^\vee := \text{tr}_{X/Q}(z^\vee) \in \mathcal{O}_{X,Q} \). Moreover, \( z^\vee \in \mathcal{O}_X(V) \).

**Proof.** Before the proof note that for every \( Q \in Y(k) \) the pairing:

\[
(4.5) \quad k(X)/\mathcal{O}_{X,Q} \times \Omega_{X,Q} \to k,
\]

\[
(f, \omega) \mapsto \sum_{P \in \pi^{-1}(Q)} \text{res}_P(f \cdot \omega) = \text{res}_Q(\text{tr}_{X/Y}(f \cdot \omega))
\]

(note that we used (2.4) in the second equality) is non-degenerate. Indeed, for every \( P \in \pi^{-1}(Q) \) one can choose \( t_P \in k(X) \) such that \( \text{ord}_P(t_P) = 1 \) and \( \text{ord}_P(t_P) = 0 \) for \( P' \in \pi^{-1}(Q), \ P' \neq P \). Then \( (t_P)^{-1} \cdot \omega = \text{res}_P(t_P^{-1} \cdot \omega) \neq 0 \) for \( n = \text{ord}_P(\omega) \).

Similarly one proves that this pairing is non-degenerate on the left (cf. the proof of non-degeneracy of (3.8)).

It suffices to show that \( z_Q^\vee \in \mathcal{O}_{X,Q} \). To this end note that for any \( \omega \in \Omega_{X,Q} \):

\[
\text{res}_Q(\text{tr}_{X/Y}(z_Q^\vee \cdot \omega)) = \sum_{g \in G_Q} \text{res}_Q(\text{tr}_{X/Y}(g^*(z^\vee) \cdot \omega)) = \sum_{g \in G_Q} \text{res}_Q(\omega_g) = 0
\]

by Lemma 4.2 (2) and by (3.7). Thus \( z_Q^\vee \in \mathcal{O}_{X,Q} \) by the non-degeneracy of (4.5). For the second part, note that for any \( Q \in U, z^\vee = z_Q^\vee \in \mathcal{O}_{X,Q} \). Hence \( z^\vee \in \mathcal{O}_X(V) \).  

The following exact sequence enables to construct various differential forms on \( Y \) from “local data” (cf. [21, III.7, p. 248]):

\[
(4.6) \quad 0 \to \Omega_Y(Y) \to \Omega_k(Y) \to \bigoplus_{Q \in Y(k)} \Omega_{k(Y)} \to k \to 0,
\]

\[
(\omega_Q)_{Q \in Y(k)} \mapsto \sum_{Q \in Y(k)} \text{res}_Q(\omega_Q).
\]

Fix a point \( Q_0 \in B \). For any \( Q \in B, Q \neq Q_0 \), let \( \eta_Q \in H^0(Y, \Omega_Y(Q_0 + Q)) \) be a fixed differential form satisfying:

\[
\text{res}_Q(\eta_Q) = 1, \quad \text{res}_{Q_0}(\eta_Q) = -1
\]
(note that such a form exists by (1.6)). Denote also $\eta_{Q_0} = 0$.

**Proof of Proposition 4.1.** The proof is divided into three steps. We abbreviate $\sum_{Q \in B} \sum_{g \in G}$ to $\sum_{Q,g}$.

**Step I.** The map $\text{res}_G$ defines $k[G]$-linear homomorphisms:

$$H^0(X, \Omega_X) \rightarrow I_{X/Y} \quad \text{and} \quad H^0(X, \Omega_X(R)) \rightarrow k[G]_B.$$  

**Proof of Step I.** We check now that $\text{res}_G$ defines a map $H^0(X, \Omega_X) \rightarrow I_{X/Y}$. Let $\omega \in H^0(X, \Omega_X)$. Then for any $Q \in B$, $\sum_{g \in G} \text{res}_Q(\omega_g)g \in I_{G,G_Q}$ by Lemma 4.2 (2). Moreover:

$$\sum_{Q,g} \text{res}_Q(\omega_g)g = \sum_{g \in G} \sum_{Q \in B} \text{res}_Q(\omega_g) = 0$$

by the residue theorem (cf. [30], Corollary after Theorem 3). It follows that the image of $H^0(X, \Omega_X)$ is contained in $I_{X/Y}$. The $k$-linearity is easy to check. The map in question is $G$-equivariant, since for any $h \in G$, the form $\omega \cdot h = h^*(\omega)$ maps to:

$$\sum_{Q,g} \text{res}_Q((h^*\omega)_g) \cdot g_Q = \sum_{Q,g} \text{res}_Q(\omega_{gh^{-1}}) \cdot g_Q$$

$$\quad = \sum_{Q,g} \text{res}_Q(\omega_g) \cdot (g \cdot h)_Q$$

$$\quad = \left( \sum_{Q,g} \text{res}_Q(\omega_g) \cdot g_Q \right) \cdot h$$

(here we used (3.2)). One proves that $\text{res}_G$ defines a map $H^0(X, \Omega_X(R)) \rightarrow k[G]_B$ by applying residue theorem in a similar manner. \hfill \Box

**Step II.** The map:

$$\bigoplus_{Q \in B} k[G] \rightarrow \Omega_{k(X)}, \quad \sum_{Q,g} a_{Q,g}g_Q \mapsto \sum_{Q,g} a_{Q,g}g^*(z)\eta_Q$$

induces $k[G]$-linear homomorphisms:

$$I_{X/Y} \rightarrow H^0(X, \Omega_X) \quad \text{and} \quad k[G]_B \rightarrow H^0(X, \Omega_X(R)).$$

These maps provide sections of the homomorphisms $\text{res}_G : H^0(X, \Omega_X) \rightarrow I_{X/Y}$ and $\text{res}_G : H^0(X, \Omega_X(R)) \rightarrow k[G]_B$ respectively.

**Proof of Step II.** One easily checks that the considered map is $k[G]$-linear. Let $\sum_{Q,g} a_{Q,g}g_Q \in I_{X/Y}$ and $\omega := \sum_{Q,g} a_{Q,g}g^*(z)\eta_Q$. Then by definition $\omega \in H^0(X, \Omega_X(R))$ and $\omega_h = \sum_Q a_{Q,h}\eta_Q$ for any $h \in G$. Hence for any $Q' \in B$ and $h \in G$:

$$\text{res}_{Q'}(\omega_h) = \begin{cases} a_{Q',h}, & \text{if } Q' \neq Q_0, \\ -\sum_{Q \neq Q_0} a_{Q,h}, & \text{if } Q' = Q_0, \\ 0, & \text{otherwise}. \end{cases}$$
(the last equality follows by the fact that $\sum_{Q,g} a_{Q,g}gQ \in k[G]_B$). Thus

$$\sum_{g \in G} \text{res}_Q(\omega_g) \cdot g = \sum_{g \in G} a_{Q,g} \cdot g \in I_{G,G}$$

for any $Q \in B$ and $\omega \in \Omega_{X,Q}$ by Lemma 4.2 (2). This means that $\omega \in H^0(X, \Omega_X)$. The above reasoning shows also that $\text{res}_G(\omega) = \sum_{Q,g} a_{Q,g}gQ$, i.e. this map is a section of $\text{res}_G : H^0(X, \Omega_X) \to I_{X/Y}$. One checks that the map $k[G]_B \to H^0(X, \Omega_X(R))$ is a well-defined section of $\text{res}_G : H^0(X, \Omega_X(R)) \to k[G]_B$ in a similar manner. □

**Step III.** Note that by Lemma 4.2:

$$H^0(X, \Omega_X) = \{ \omega \in H^0(X, \Omega_X(R)) : \text{res}_G(\omega) \in I_{X/Y} \}.$$

This can be rephrased by saying that the commutative diagram:

$$
\begin{array}{ccc}
H^0(X, \Omega_X) & \longrightarrow & H^0(X, \Omega_X(R)) \\
\downarrow^{\text{res}_G} & & \downarrow^{\text{res}_G} \\
I_{X/Y} & \longrightarrow & k[G]_B
\end{array}
$$

is cartesian. Therefore vertical arrows have the same kernels (see e.g. [39, Lemma 08N3 (1)]). This ends the proof. □

### 5. Cohomology of the structure sheaf

By Serre’s duality, the dual of the map $\text{res}_G : H^0(X, \Omega_X) \to I_{X/Y}$ may be identified with a map

$$J_{X/Y} \cong I_{X/Y} \rightarrow H^0(X, \Omega_X)^\vee \cong H^1(X, \mathcal{O}_X).$$

Analogously one obtains a map $k[G]_B^\vee \rightarrow H^1(X, \mathcal{O}_X(-R))$. The goal of this section is to describe explicitly these two maps. This will be needed in the proof of the part of Theorem 1.1 concerning the de Rham cohomology. In the sequel we will identify $H^1(X, \mathcal{O}_X)$ and $H^1(X, \mathcal{O}_X(-R))$ with certain quotients of $\bigoplus_B k(X)$ (this is explained in Lemma 5.2 below). We treat $\bigoplus_B k(X)$ as a $k(X)$-module. For any $Q \in B$ denote by $\delta(Q)$ the element of $\bigoplus_B k(X)$ with 1 on the $Q$-th component and zero on other components. The following is the main result of this section.

**Proposition 5.1.** Keep assumptions of Theorem 1.1. The map:

$$\bigoplus_{Q \in B} k[G] \rightarrow \bigoplus_{Q \in B} k(X), \quad gQ \rightarrow g^*(\tilde{z}^\vee) \cdot \delta(Q)$$

induces maps:

$$\text{res}_G^\vee : J_{X/Y} \rightarrow H^1(X, \mathcal{O}_X), \quad \text{res}_G^\vee : k[G]_B^\vee \rightarrow H^1(X, \mathcal{O}_X(-R))$$

dual to the maps $\text{res}_G$.

In order to express $H^1(X, \mathcal{O}_X)$ and $H^1(X, \mathcal{O}_X(-R))$ as quotients of $\bigoplus_B k(X)$, we will use an alternative description of sheaf cohomology of sheaves on a curve. Basically, it is a variation of Čech cohomology for a cover consisting of an open set $U$ and “infinitesimal neighbourhoods” of points $Q \notin U(k)$. 


Lemma 5.2. Let $Y$ be a smooth projective curve with the generic point $\eta$ over an algebraically closed field $k$. Let $S \subset Y(k)$ be a finite non-empty set. Denote $U := Y \setminus S$. Then for any locally free sheaf $F$ of finite rank on $Y$ we have a natural isomorphism:

$$H^1(Y, F) \cong \text{coker}(F(U) \to \bigoplus_{Q \in S} F_{\eta}/F_Q).$$

Proof. Let $j : U \hookrightarrow Y$ be the open immersion. For any $Q \in Y(k)$:

$$j_*(F|_U)_Q = \lim_{V \supseteq Q} F(U \cap V) = \begin{cases} F_Q, & \text{if } Q \in U, \\ F_{\eta}, & \text{otherwise}, \end{cases}$$

(note that if $Q \in U(k)$, $U \cap V$ ranges over all open subsets of $U$ containing $Q$; otherwise $U \cap V$ ranges over all open subsets of $U$). This yields the exact sequence:

$$0 \to F \to j_*(F|_U) \to \bigoplus_{Q \in S} i_{Q,*}(F_{\eta}/F_Q) \to 0,$$

where $i_Q : \text{Spec}(O_{Y,Q}) \to Y$ is the natural morphism. Note that $U$ is an affine open subscheme by [21, Ex. IV.1.3]. In particular, $j$ is an affine morphism. Thus, using [21, Ex. III.4.1] and Serre’s criterion on affineness (cf. [21, Theorem III.3.7]) we obtain $H^1(Y, j_*(F|_U)) = H^1(U, F|_U) = 0$. Therefore the proof follows by taking the associated long exact sequence of (5.2). \hfill $\square$

Note that $H^1(X, O_X) \cong H^1(Y, \pi_*O_X)$ and $H^1(X, O_X(-R)) \cong H^1(Y, \pi_*O_X(-R))$. Therefore those two cohomology groups might be considered as quotients of $\bigoplus_B k(X)$. By abuse of notation, we often denote the element of the cohomology determined by an element of $\bigoplus_B k(X)$ by the same letter. For any $\nu \in \bigoplus_B k(X)$ and $Q \in B$ let $\nu_Q \in k(X)$ denote the $Q$-th coordinate of $\nu$. In this context, for any $D \in \text{Div}(X)$ the duality pairing

$$\langle \cdot, \cdot \rangle : H^0(X, \Omega_X(D)) \times H^1(X, O_X(-D)) \to k$$

is given by the formula:

$$\langle \omega, \nu \rangle := \sum_{Q \in S} \text{res}_Q(\text{tr}_{X/Y}(\nu_Q \cdot \omega))$$

(this can be proven using [24]; see e.g. [40, p. 158-159] for similar formulas for the Serre’s duality). In the sequel we identify $J_{G,H}$ with:

$$J_{G,H} = k[G] / \left\{ \sum_{g \in G} a_g \cdot g : a_{g_1} = a_{g_2} \text{ if } g_1H = g_2H \right\}.$$ 

Let $k[G]_B^\vee$ be the dual of the module $k[G]_B$. Note that $k[G]_B^\vee$ may be identified with the module:

$$\text{coker} \left( \text{diag} : k[G] \to \bigoplus_B k[G] \right),$$

and that $k[G]_B^\vee \cong k[G]^{\#B-1}$. For any $g \in G$ and $Q \in B$, denote the image of $g_Q$ in $J_{X/Y}$ and in $k[G]_B^\vee$ by $\overline{g_Q}$. 
Proof of Proposition 5.1. Again, we abbreviate $\sum_{Q \in B} \sum_{g \in G} \sum_{Q,g}$ to $\sum_{Q,g}$. Note that the duality pairing between $I_{X/Y}$ and $J_{X/Y}$ is given by:

$$\left\langle \sum_{Q,g} a_{Q,g} g^Q, \sum_{Q,g} b_{Q,g} \bar{g}_Q \right\rangle = \sum_{Q,g} a_{Q,g} b_{Q,g}.$$ 

For any $\omega \in H^0(X, \Omega_X)$, $\sum_{Q,g} b_{Q,g} g^Q \in \bigoplus_B \mathbb{k}[G]$, using the duality (5.3) and (3.7):

$$\left\langle \omega, \text{res}_G^\vee \left( \sum_{Q,g} b_{Q,g} g^Q \right) \right\rangle = \left\langle \omega, \sum_{Q,g} b_{Q,g} g^*(z^\vee) \delta(Q) \right\rangle$$

$$= \sum_{Q,g} b_{Q,g} \text{res}_Q (\text{tr}_{X/Y}(g^*(z^\vee) \cdot \omega))$$

$$= \sum_{Q,g} b_{Q,g} \text{res}_Q (\omega_g)$$

$$= \left\langle \sum_{Q,g} \text{res}_Q (\omega_g) g^Q, \sum_{Q,g} b_{Q,g} \bar{g}_Q \right\rangle$$

$$= \left\langle \text{res}_G^\vee (\omega), \sum_{Q,g} b_{Q,g} \bar{g}_Q \right\rangle.$$

This shows that the map (5.1) induces a map $J_{X/Y} \to H^1(X, \mathcal{O}_X)$, which is dual to $\text{res}_G : H^0(X, \Omega_X) \to I_{X/Y}$. The proof for $\text{res}_G^\vee : k[G]^\vee_B \to H^1(X, \mathcal{O}_X(-R))$ is analogous. \qed

Remark 5.3. Note since $\text{res}_G$ are split surjections, $\text{res}_G^\vee$ are split injections by duality. Moreover, the diagram:

$$\begin{array}{ccc}
H^1(X, \mathcal{O}_X(-R)) & \to & H^1(X, \mathcal{O}_X) \\
\uparrow & & \uparrow \\
k[G]^\vee_B & \to & J_{X/Y}
\end{array}$$

is cocartesian.

6. The de Rham cohomology

In this section we prove the part of Theorem 1.1 concerning the de Rham cohomology. The idea is similar as in the case of $H^0(X, \Omega_X)$. First we compare the de Rham cohomology to the logarithmic de Rham cohomology with poles in the ramification locus. Then we compare the logarithmic de Rham cohomology to its variant, which we call the “quasilogarithmic de Rham cohomology”. Finally, we decompose the quasilogarithmic de Rham cohomology into local and global parts.

Let $Y$ and $S$ be as in Lemma 5.2. Recall that $H^1_{dR,\log}(Y, S)$, the logarithmic cohomology of $Y$ with poles in $S$, is defined as the hypercohomology of the complex:

$$\Omega_Y^* (\log S) : (\mathcal{O}_Y \xrightarrow{d} \Omega_Y(S)).$$
We define the quasilogarithmic de Rham cohomology with poles in \( S \), \( H^1_{dR,qlog}(Y, S) \), as the hypercohomology of the complex:

\[
\Omega^ullet_Y(qlog S) : (\mathcal{O}_Y(-S) \xrightarrow{d} \Omega_Y(S)).
\]

Note that the spectral sequences of hypercohomology for \( \Omega_Y(qlog S) \) and \( \Omega_Y(qlog S) \) degenerate on the first page for trivial reasons (since \( d : k = H^0(Y, \mathcal{O}_Y) \to H^0(Y, \Omega_Y(S)) \) vanishes and \( H^1(Y, \Omega_Y(S)) = H^0(Y, \mathcal{O}_Y(-S)) = 0 \)). This yields “Hodge–de Rham exact sequences” for \( H^1_{dR}(Y, S) \) and \( H^1_{dR,qlog}(Y, S) \):

\[
\begin{align*}
(6.1) & \quad 0 \to H^0(Y, \Omega_Y(S)) \to H^1_{dR,qlog}(Y, S) \to H^1(Y, \mathcal{O}_Y) \to 0, \\
(6.2) & \quad 0 \to H^0(Y, \Omega_Y(S)) \to H^1_{dR,qlog}(Y, S) \to H^1(Y, \mathcal{O}_Y(-S)) \to 0.
\end{align*}
\]

The long exact sequence associated with the exact sequence:

\[
0 \to \Omega_Y(qlog S) \to \Omega_Y(qlog S) \to \mathcal{O}_Y/\mathcal{O}_Y(-S) \to 0
\]

(where we treat \( \mathcal{O}_Y/\mathcal{O}_Y(-S) \) as a complex concentrated in degree 0) provides a natural injection \( H^1_{dR}(Y) \to H^1_{dR,qlog}(Y, S) \). Similarly, there is a natural surjection \( H^1_{dR,qlog}(Y, S) \to H^1_{dR}(Y, S) \).

The following result is an analogue of Propositions 4.1 and 5.1.

**Proposition 6.1.** Keep assumptions of Theorem 1.1.

1. The maps \( \text{res}_G : H^0(X, \Omega_X) \to \mathcal{I}_{X/Y} \) and \( \text{res}_G : H^0(X, \Omega_X(R)) \to k[G]_B \) extend to split \( k[G] \)-surjections:

\[
\text{res}_G : H^1_{dR}(X) \to \mathcal{I}_{X/Y} \quad \text{and} \quad \text{res}_G : H^1_{dR,qlog}(X, R) \to k[G]_B
\]

with isomorphic kernels.

2. The maps \( \text{res}_G^\vee : J_{X/Y} \to H^1(X, \mathcal{O}_X) \) and \( \text{res}_G^\vee : k[G]_B^\vee \to H^1(X, \mathcal{O}_X(-R)) \) lift to split \( k[G] \)-injections:

\[
\text{res}_G^\vee : J_{X/Y} \to \mathcal{I}_{X/Y} \quad \text{and} \quad \text{res}_G^\vee : k[G]_B^\vee \to H^1_{dR,qlog}(X, R)
\]

with isomorphic cokernels.

We give now a description of sheaf hypercohomology, that generalizes Lemma 6.2.

**Lemma 6.2.** Keep the setup of Lemma 5.2. Let \( \mathcal{F}^\bullet = (\mathcal{F}^0 \xrightarrow{d} \mathcal{F}^1) \) be a cochain complex of locally free \( \mathcal{O}_Y \)-modules of finite rank with a \( k \)-linear differential. Then we have a natural isomorphism:

\[
\mathbb{H}^1(Y, \mathcal{F}^\bullet) \cong Z^1_S(\mathcal{F}^\bullet)/B^1_S(\mathcal{F}^\bullet),
\]

where:

\[
\begin{align*}
Z^1_S(\mathcal{F}^\bullet) & := \{ (\omega, (h_Q)_{Q \in S}) : \omega \in \mathcal{F}^1(U), h_Q \in \mathcal{F}^0_Y \cup \omega - dh_Q \in F^1_Q \}, \\
B^1_S(\mathcal{F}^\bullet) & := \{ (dh, (h + h_Q)_{Q \in S}) : h \in \mathcal{F}^0(U), h_Q \in \mathcal{F}^0_Q \}.
\end{align*}
\]

Moreover, the natural maps

\[
H^0(Y, \mathcal{F}^1) \to \mathbb{H}^1(Y, \mathcal{F}^\bullet) \quad \text{and} \quad \mathbb{H}^1(Y, \mathcal{F}^\bullet) \to H^1(Y, \mathcal{F}^0)
\]


are induced by the maps:

\[
H^0(Y, F^1) \to Z^1_S(F^\bullet) \quad \text{and} \quad Z^1_S(F^\bullet) \to \bigoplus_{Q \in S} F^0_i
\]

\[\omega \to (\omega, (0)_{Q \in S}) \quad \text{and} \quad (\omega, (h_Q)_{Q \in S}) \to (h_Q)_{Q \in S}\]

respectively.

**Proof.** Before the proof we discuss our notation concerning cochain complexes. For any object \(A\) we denote by \(A[i]^*\) the cochain complex concentrated in degree \(i\) with \(A[i]^i = A\). Given a cochain complex \(C^\bullet\), let \(C[i]^\bullet\) denote its shift by \(i\), i.e., \(C[i]^j = C^{i+j}\) for all \(j\). We denote by \(h^i(C^\bullet)\) the \(i\)-th cohomology of the cochain complex \(C^\bullet\).

The exact sequence \((6.2)\) easily implies that \(F^\bullet\) is the kernel of the map of complexes:

\[j_*(\mathcal{F}^\bullet|_U) \to \bigoplus_{Q \in S} i_{Q,*}(\mathcal{F}^0_{\eta}/\mathcal{F}^\bullet_S).\]

Let \(C^\bullet\) be the mapping cone of this map, i.e. the total complex of the double complex:

\[
\begin{array}{ccc}
\vdots & \longrightarrow & \bigoplus_{Q \in S} i_{Q,*}(\mathcal{F}^0_{\eta}/\mathcal{F}^\bullet_S) \\
\downarrow & & \downarrow \\
j_*(\mathcal{F}^1|_U) & \longrightarrow & \bigoplus_{Q \in S} i_{Q,*}(\mathcal{F}^0_{\eta}/\mathcal{F}^1_S).
\end{array}
\]

Then \(F^\bullet\) is quasi-isomorphic to \(C[-1]^\bullet\). In particular, \(H^1(Y, F^\bullet) \cong H^1(Y, C^\bullet[-1])\). Consider the hypercohomology spectral sequence \(E^1_{ij} = H^j(Y, C^\bullet[-1]) \Rightarrow H^{i+j}(Y, C^\bullet[-1])\). Note that by a similar argument as in Lemma \((5.2)\), \(E^1_{ij} = 0\) for \(j \geq 1\). Thus \(H^0(Y, C^\bullet[-1]) = h^i(H^0(Y, C^\bullet)) = h^{-1}(H^0(Y, C^\bullet))\). In particular:

\[H^1(Y, C^\bullet[-1]) = h^0(H^0(Y, C^\bullet)) = Z^1_S(F^\bullet)/B^1_S(F^\bullet).\]

The second equality follows directly from the definition of \(H^0(Y, C^\bullet)\). The second statement follows from the functoriality for the maps \(F^1[1]^\bullet \to F^\bullet\) and \(F^\bullet \to F^0[0]^\bullet\). \(\square\)

The key idea of the proof of Proposition \((6.1)\) is to decompose the differential form \(dz^Y\) into certain “local components”. We give now a brief motivation for this concept. Suppose that we lifted the map \(\text{res}_G^\vee: J_{X/Y} \to H^1(X, \mathcal{O}_X)\) to a map \(\text{res}_G^\vee: J_{X/Y} \to H^1_{dR,log}(X, R)\). Let \(e\) be the neutral element of \(G\). Then \(\text{res}_G^\vee(\xi)\) must be of the form \((\xi_Q, z^\vee - \delta(Q))\), where \(\xi_Q \in \Omega_X(V)\) is a certain differential form. The conditions defining \(J_{X/Y}\) easily imply among others that \(\sum_{Q \in B} \xi_Q = dz^Y\). It turns out that the forms \((\xi_Q)_{Q \in B}\) are used not only in the construction of \(\text{res}_G^\vee: J_{X/Y} \to H^1_{dR,log}(X, R)\), but also of \(\text{res}_G: H^1_{dR}(X) \to I_{X/Y}\). The following lemma assures the existence of the forms \((\xi_Q)_{Q \in B}\) with the desired properties.

**Lemma 6.3.** There exists a system of differential forms \((\xi_Q)_{Q \in B}\), \(\xi_Q \in \Omega_k(X)\) such that the following conditions are satisfied:

1. \(\xi_Q \equiv dz^Y \pmod{\Omega_{X,Q}}\),
2. \(\xi_Q \in \Omega_{X,Q'}\) for every \(Q' \in Y(k), Q' \neq Q\),
3. \(\sum_{g \in \text{Aut}(G)} g^*(\xi_Q) = 0\) for every \(g \in G\),
4. \(\sum_{Q \in B} \xi_Q = dz^Y\).
Proof. Denote $J' := \bigoplus_{Q \in B} J_{G,G_Q}$. We divide the proof into four steps.

**Step I**: we define the homomorphism $\psi : J' \to \bigoplus_{Q \in B} \Omega_{k(Y)/(Y)}Q$.

**Proof of Step I**: Consider the $k$-linear homomorphism:

$$\tilde{\psi} : \bigoplus_{Q \in B} k[G] \to \bigoplus_{Q \in B} \Omega_{k(Y)/(Y)}Q,$$

$$gQ \mapsto (dz^\vee)_g \cdot \delta(Q).$$

Note that $\tilde{\psi}$ induces a map:

$$\psi : J' \to \bigoplus_{Q \in B} \Omega_{k(Y)/(Y)}Q.$$

Indeed, for any $g_0 \in G, Q \in B$:

(6.3) $$\sum_{g \in g_0G_Q} (dz^\vee)_g \in \Omega_{X,Q} \cap \Omega_{k(Y)} = \Omega_{Y,Q},$$

since $\sum_{g \in g_0G_Q} (dz^\vee)_g$ may be written as a combination of forms $h^*(dz^\vee_h)$ for $h \in G$ with coefficients in $\mathcal{O}_{X,Q}$ (cf. Lemma 4.2 (1) and Corollary 4.3). Therefore:

$$\tilde{\psi} \left( \sum_{g \in g_0G_Q} gQ \right) = \sum_{g \in g_0G_Q} (dz^\vee)_g \cdot \delta(Q)$$

$$= 0 \quad \text{in} \quad \bigoplus_{Q \in B} \Omega_{k(Y)/(Y)}Q$$

and $\psi$ is well-defined.

**Step II**: let $d_g := \sum_{Q \in B} \overline{g}_Q \in J'$ for any $g \in G$, $D := \text{Span}_k(d_g : g \in G)$ and:

$$E_Q := \text{Span}_k \left( \sum_{g \in g_0G_Q} \overline{g}_Q' : g_0 \in G, Q' \in B \right) \subset J' \quad \text{for any} \ Q \in B.$$

Then $(d_g)_{g \neq e}$ is a basis of $D$ and $E_Q \cap D = \text{Span}_k \left( \sum_{g \in g_0G_Q} d_g : g_0 \in G \right)$.

**Proof of Step II**: Note that $\sum_{g \in G} d_g = 0$. It suffices to prove that that the elements $(d_g)_{g \neq e}$ are linearly independent over $k$. Suppose to the contrary that $\sum_{g \in G} a_g \cdot d_g = 0$ in $J'$ for some $a_0 \in k$, where $a_e := 0$. Then by the definition of $J'$ we have $a_{g_1} = a_{g_2}$ for any $g_1, g_2 \in G$ for which there is a $Q \in B$ such that $g_1G_Q = g_2G_Q$. But by Lemma 3.6 (2) $G = \langle G_Q : Q \in B \rangle$. Hence any $g \in G$ can be written in the form $g_1 \cdot \ldots \cdot g_m$ for $g_i \in G_{Q_i}$, $Q_i \in B$. Therefore:

$$0 = a_e = a_{g_1} = a_{g_1g_2} = \ldots = a_g.$$

Hence $(d_g)_{g \neq e}$ are linearly independent.

Suppose now that $\sum_{g \in G} a_g d_g \in E_Q$ for some $Q \in B$ and $a_g \in k$, i.e.

$$\sum_{g \in G} a_g d_g = \sum_{g \in g_0G_Q Q'} b_{g_0Q'} \sum_{g \in g_0G_Q} \overline{g}_Q'$$
for some $b_{y_0}Q' \in k$. Then (by lifting this relation to $\bigoplus_B k[G]$ and comparing the coefficients of $gQ$) one sees that $a_{g_1} = a_{g_2}$ for any $g_1, g_2 \in G$ such that $g_1GQ = g_2GQ$. Thus, if $G/GQ = \{g_1GQ, \ldots, g_nGQ\}$:

$$\sum_{g \in G} a_g d_g = \sum_{i=1}^n a_{g_i} \sum_{g \in g_iGQ} d_g,$$

which proves the second part.

**Step III:** we define the homomorphisms $\varphi_D : D \to \Omega_k(Y)$ and $\varphi : J' \to \Omega_k(Y)$.

**Proof of Step III:** Let the $k$-linear map $\varphi_D : D \to \Omega_k(Y)$ be defined by putting $\varphi_D(d_g) := (dz^\vee)_g$ for $g \neq e$. Note that then $\varphi(d_e) = (dz^\vee)_e$, since $d_e = -\sum_{g \neq e} d_g$ and by (3.4):

$$\sum_{g \in G} (dz^\vee)_g = \frac{\text{tr}_{X/Y}(dz^\vee)}{\text{tr}_{X/Y}(z)} = \frac{d \text{tr}_{X/Y}(z^\vee)}{\text{tr}_{X/Y}(z)} = 0.$$

Using multiple times Replacement Theorem (cf. [II Theorem 11.3]) one can construct a basis $B$ of the $k$-vector space $J'$ such that:

$$V = \text{Span}_k(B \cap V) \quad \text{for } V \in \{E_Q : Q \in B\} \cup \{E_Q \cap D : Q \in B\} \cup \{D\}.$$

We define the $k$-linear homomorphism $\varphi : J' \to \Omega_k(Y)$ by its values on $B$:

- for $b \in B \cap D$ we define $\varphi(b) = \varphi_D(b)$,
- for any $b \in B \setminus D$, $\varphi(b) \in \Omega_k(Y)$ is any differential form that is regular on $Y \setminus B$ and satisfies:

$$(\varphi(b))_Q \in B = \psi(b) \text{ in } \bigoplus_{Q \in B} \Omega_k(Y)/\Omega_Y(B)Q,$$

$$\text{res}_Q(\varphi(b)) = 0 \quad \text{for every } Q \in B$$

(observe that such a form exists by (110)).

Then $\varphi(\alpha) = \varphi_D(\alpha)$ for every $\alpha \in D$, since this holds on the basis $D \cap B$ of $D$. Moreover, for every $\alpha \in J'$:

$$\sum_{Q \in B} (dz^\vee)_Q = (dz^\vee)_Q \in \bigoplus_{Q \in B} \Omega_k(Y)/\Omega_Y(B)Q.$$

Indeed, for every $g \in G$:

$$((dz^\vee)_g)_Q = (dz^\vee)_Q = \sum_{Q \in B} (dz^\vee)_g \cdot \delta(Q) = \psi(d_g) \text{ in } \bigoplus_{Q \in B} \Omega_k(Y)/\Omega_Y(B)Q.$$

Hence, (6.4) holds for $\alpha \in D$. This in turn implies that (6.4) holds on basis $B$. Therefore it holds for every $\alpha \in J'$. Observe also that:

$$\text{res}_Q(\varphi(\alpha)) = 0 \quad \text{for every } Q \in B \text{ and } \alpha \in E_Q.$$

Indeed, suppose that $\alpha = \sum_{b \in B} a_b \cdot b \in E_Q$ for $a_b \in k$. Then, by the definition of $\varphi$ and $B$:

$$\text{res}_Q(\varphi(\alpha)) = \sum_{b \in B} a_b \cdot \text{res}_Q(\varphi(b)) = \sum_{b \in B \cap E_Q \cap D} a_b \cdot \text{res}_Q(\varphi(b)).$$
But \( \varphi(E_Q \cap D) \subset \Omega_{Y,Q} \), since \( E_Q \cap D = \text{Span}_k(\sum_{g \in G_Q} d_g : g \in G) \) by Step II and for any \( g_0 \in G \):

\[
\varphi \left( \sum_{g \in G_Q} d_g \right) = \sum_{g \in G_Q} (dz^\vee)_g \in \Omega_{Y,Q}
\]

(see (6.3) for the last inclusion). Thus \( \text{res}_Q(\varphi(\alpha)) = 0 \).

**Step IV:** we define \( \xi_Q \).

**Proof of Step IV:** Define for any \( Q \in B \):

\[
\xi_Q := \sum_{g \in G} g^*(z) \cdot \varphi(\overline{\eta}_Q).
\]

We check now that the forms \( \xi_Q \) satisfy the listed conditions. Note that for any \( g \in G \):

\[
(dz^\vee)_g = \varphi(d_g) = \varphi \left( \sum_{Q \in B} \overline{\eta}_Q \right) = \sum_{Q \in B} \xi_{Q,g}.
\]

Hence:

\[
\sum_{Q \in B} \xi_Q = \sum_{Q,g} g^*(z) \xi_{Q,g} = \sum_{g \in G} g^*(z) \sum_{Q \in B} \xi_{Q,g} = \sum_{g \in G} g^*(z) (dz^\vee)_g = dz^\vee,
\]

which proves (4). Moreover for any \( g_0 \in G, Q \in B \):

\[
0 = \varphi \left( \sum_{g \in G} g_0^* \xi_Q \right) = \sum_{g \in G} \xi_{Q,g}.
\]

Hence, if \( G/G_Q = \{g_1G_Q, \ldots, g_rG_Q\} \), using the normality of \( G_Q \) in \( G \) and the equality (4.3):

\[
\sum_{g \in g_0G_Q} g^*(\xi_Q) = \sum_{g \in G_Q g_0} g^*(\xi_Q) = g_0^* (\text{tr}_{X/X_Q}(\xi_Q))
\]

\[
= g_0^* \left( \sum_{i=1}^r g_i^*(z_Q) \sum_{g \in g_iG_Q} \xi_{Q,g} \right) = \sum_{i=1}^r (g_i \cdot g_0^*)^*(z_Q) \sum_{g \in g_iG_Q} \xi_{Q,g} = 0
\]

and (3) is also true.

We prove now the properties (1) and (2). Using (6.4), we have for every \( Q \in B, g \in G \):

\[
\varphi(\overline{\eta}_Q) \equiv (dz^\vee)_g \pmod{\Omega_{Y,(B)Q}}
\]

\[
\varphi(\overline{\eta}_Q) \equiv 0 \pmod{\Omega_{Y,(B)Q'}} \quad \text{for } Q' \in B, Q' \neq Q.
\]
Using Lemma 3.2 one easily deduces that \( \xi_Q \in \Omega_X(R)Q' \) for \( Q' \in B, Q' \neq Q \) and \( \xi_Q - dz^\vee \in \Omega_X(R)Q \). Moreover, for any \( g_0 \in G \) and \( Q' \in B, Q' \neq Q \), using (5.3):

\[
\sum_{g \in g_0G_{Q'}} \text{res}_{Q'}(\xi_{Q,g}) = \text{res}_{Q'} \left( \sum_{g \in g_0G_{Q'}} \varphi(\gamma_Q) \right) = \text{res}_{Q'} \left( \varphi \left( \sum_{g \in g_0G_{Q'}} \gamma_Q \right) \right) = 0,
\]

since \( \sum_{g \in g_0G_{Q'}} \gamma_Q \in E_{Q'} \). Therefore (2) holds by Lemma 4.2 (2). Analogously, for any \( Q \in B, g_0 \in G \), using (6.3):

\[
\sum_{g \in g_0G_Q} \text{res}_Q(\xi_{Q,g} - (dz^\vee)_g) = \text{res}_Q \left( \sum_{g \in g_0G_Q} \varphi(\gamma_Q) \right) - \text{res}_Q \left( \sum_{g \in g_0G_Q} (dz^\vee)_g \right) = \text{res}_Q \left( \varphi \left( \sum_{g \in g_0G_Q} \gamma_Q \right) \right) - \text{res}_Q \left( \sum_{g \in g_0G_Q} (dz^\vee)_g \right) = \text{res}_Q(0) - 0 = 0.
\]

Thus \( \xi_Q - dz^\vee \in \Omega_{X,Q} \) by Lemma 4.2 (2), which proves (1). \( \square \)

We need one more technical result before the proof of Proposition 6.1.

**Lemma 6.4.** Suppose that in an abelian category we have the following commutative diagram:

\[
\begin{array}{ccc}
A & \longrightarrow & B \\
\downarrow & & \downarrow \\
A' & \longrightarrow & B'.
\end{array}
\]

(6.6)

Assume also that:

- the map \( B \to B' \) induces an isomorphism \( \text{coker}(A \to B) \cong \text{coker}(A' \to B') \),
- the maps \( A \to C \) and \( A' \to C' \) are surjective,
- the outer rectangle of (6.6) is a cartesian diagram.

Then the right square is a cartesian diagram.

**Proof.** Note that the outer rectangle of (6.6) is cocartesian by \cite{39} Lemma 08N4 (1). Moreover, the condition \( \text{coker}(A \to B) \cong \text{coker}(A' \to B') \) implies that the left square of (6.6) is cocartesian by \cite{11} Prop. 2.12 (i) \( \iff \) (iv)]. Therefore the right square is also cocartesian, cf. the dual version of \cite{30} ex. III.4.8 (b)]. But this implies that it is also cartesian by \cite{39} Lemma 08N4 (2). \( \square \)

**Proof of Proposition 6.1**

(1) Define:

\[
\text{res}_G : Z^*_B(\pi_*\Omega^*_X) \to \bigoplus_{Q \in B} k[G],
\]

\[
(\omega, \nu) \mapsto \sum_{Q,g} (\text{res}_Q((\omega - dv_Q)_g) - \langle g^*(\xi_Q), \nu \rangle) \cdot g_Q,
\]
where \( \xi_Q \) are as in Lemma \( \text{[6.3]} \), \( \langle \cdot, \cdot \rangle \) is the duality pairing \( \text{[5.3]} \), \( \omega \in \Omega_X(V) \), \( \nu \in \bigoplus_{Q \in B} k(X) \). We'll show that \( \text{res}_G \) induces the desired homomorphisms \( H^1_{dR}(X) \to I_{X/Y} \) and \( H^1_{dR,log}(X, R) \to k'[G]_B \). We start by checking that the image of this map lies in \( I_{X/Y} \). Indeed, \( \omega - dv_Q \in \Omega_{X,Q} \) implies that

\[
\sum_{g \in G} \text{res}_Q((\omega - dv_Q)_g) \cdot g \in I_{G,G_Q}
\]

by Lemma \( \text{[1.2]} \). Moreover, by Lemma \( \text{[6.3]} \) (3):

\[
\sum_{g \in G} \langle g^*(\xi_Q), \nu \rangle \cdot g \in I_{G,G_Q}.
\]

Using Lemma \( \text{[6.3]} \) (4), \( \text{[2.4]} \), the equality \( \text{res}_P(f \cdot dh) = - \text{res}_P(h \cdot df) \) for any \( f, h \in k(X) \) and \( \text{[3.7]} \) we obtain:

\[
\sum_{Q \in B} \langle g^*(\xi_Q), \nu \rangle = \langle dg^*(z^\vee), \nu \rangle = \sum_{P \in R} \text{res}_P(\nu_{\pi(P)} \cdot dg^*(z^\vee))
\]

\[
= - \sum_{P \in R} \text{res}_P(g^*(z^\vee) \cdot d\nu_{\pi(P)}) = - \sum_{Q \in B} \text{res}_Q((dv_Q)_g)
\]

for any \( g \in G \). Hence by the residue theorem:

\[
\sum_{Q,\beta} (\text{res}_Q((\omega - dv_Q)_g) - \langle g^*(\xi_Q), \nu \rangle) \cdot g = \sum_{Q,\beta} \text{res}_Q(\omega_g) \cdot g = 0.
\]

We check now that this map vanishes on \( B^1_H(\pi_*\Omega^*_X) \). Suppose that \( h \in \mathcal{O}_X(V) \). Then \((dh, (h)_{Q \in B})\) maps to:

\[
\sum_{Q,\beta} (\text{res}_Q((dh - dh)_g) - \langle g^*(\xi_Q), (h)_{Q \in B} \rangle) \cdot g_Q = 0.
\]

Moreover, if \( \nu \in \bigoplus_{Q \in B} \mathcal{O}_{X,Q} \) then by \( \text{[2.3]} \), \( \text{[3.7]} \) and by Lemma \( \text{[6.3]} \) (1), (2):

\[
\langle g^*(\xi_Q), \nu \rangle = \sum_{Q' \in B} \sum_{P \in \pi^{-1}(Q')} \text{res}_P(\nu_{Q'} \cdot g^*(\xi_Q))
\]

\[
= \sum_{P \in \pi^{-1}(Q)} \text{res}_P(\nu_Q \cdot dg^*(z^\vee))
\]

\[
= - \sum_{P \in \pi^{-1}(Q)} \text{res}_P(g^*(z^\vee) \cdot d\nu_Q)
\]

\[
= - \text{res}_Q(\text{tr}_{X/Y}(g^*(z^\vee) \cdot d\nu_Q))
\]

\[
= - \text{res}_Q((dv_Q)_g).
\]

Hence:

\[
\text{res}_G((0, \nu)) = \sum_{Q,\beta} (\text{res}_Q((0 - dv_Q)_g) - \langle g^*(\xi_Q), \nu \rangle) \cdot g_Q = 0.
\]

This proves that \( \text{res}_G : H^0(X, \Omega_X) \to I_{X/Y} \) extends to \( \text{res}_G : H^1_{dR}(X) \to I_{X/Y} \). This map is a split surjection, since \( \text{res}_G : H^0(X, \Omega_X) \to I_{X/Y} \) has a section. Similarly one obtains a split surjection \( \text{res}_G : H^1_{dR,log}(X, R) \to k[G]_B \). Note that the assumptions of Lemma \( \text{[6.4]} \) with \( A := H^0(X, \Omega_X) \), \( B := H^1_{dR}(X) \), \( C := I_{X/Y} \), \( A' := H^0(X, \Omega_X(R)) \), \( B' := H^1_{dR,log}(X, R) \), \( C' := k[G]_B \) are satisfied. Indeed, this follows by the Hodge–de Rham sequences \( \text{[1.1]} \) and \( \text{[6.1]} \), and by the proof of Proposition \( \text{[4.1]} \). Hence the diagram:
is cartesian and the maps $\text{res}_G : H^1_{dR}(X) \to I_{X/Y}$ and $\text{res}_G : H^1_{dR,log}(X, R) \to k[G]_B$ have isomorphic kernels by Lemma 08N3 (1).

(2) Observe that for any $Q \in B$ the element

$$\Xi_Q := (\xi_Q, z^\vee \cdot \delta(Q)) \in \Omega_X(V) \times \bigoplus_B k(X)$$

belongs to $Z^1_B(\pi_*\Omega^*_X)$ by Lemma 6.3 (1) and (2). We show now that the map:

$$(6.7) \quad \bigoplus_{Q \in B} k[G] \to Z^1_B(\pi_*\Omega^*_X), \quad g_Q \mapsto g^*(\Xi_Q)$$

induces a $k[G]$-linear map $J_{X/Y} \to H^1_{dR,log}(X)$ lifting $\text{res}_G^{\vee} : J_{X/Y} \to H^1(X, \mathcal{O}_X)$. Note that by Lemma 6.3 (3) and Corollary 4.3 for any $g_0 \in G$, $Q \in B$:

$$\sum_{g \in g_0 G} g^*(\xi_Q, z^\vee \cdot \delta(Q)) = (0, g_0^*(z^\vee) \cdot \delta(Q)) \in B^1_B(\pi_*\Omega^*_X).$$

Moreover, by Lemma 6.3 (4):

$$\sum_{Q \in B} g^*(\xi_Q, z^\vee \cdot \delta(Q)) = (dg^*(z^\vee), \sum_{Q \in B} g^*(z^\vee) \delta(Q))$$

$$= (dg^*(z^\vee), (g^*(z^\vee))_{Q \in B}) \in B^1_B(\pi_*\Omega^*_X).$$

Hence in $H^1_{dR,log}(X)$:

$$\forall g_0 \in G \forall Q \in B \sum_{g \in g_0 G} g^*(\Xi_Q) = 0 \quad \text{and} \quad \forall g \in G \sum_{Q \in B} g^*(\Xi_Q) = 0,$$

which proves the claim. Analogously, one shows that the map $(6.7)$ induces a map $\text{res}_G^{\vee} : k[G]_B \to H^1_{dR,qlog}(X, R)$ lifting the map $\text{res}_G^{\vee} : k[G]_B \to H^1_X(X, \mathcal{O}_X(-R))$. Finally, the homomorphisms $\text{res}_G^{\vee} : J_{X/Y} \to H^1_{dR,log}(X, R)$ and $\text{res}_G^{\vee} : k[G]_B \to H^1_{dR,qlog}(X, R)$ have isomorphic cokernels by the dual version of Lemma 6.4. □

Proof of Theorem 1.1, part 2. Note that by Proposition 6.1 we have:

$$H^1_{dR}(X) \oplus k[G]_B \cong H^1_{dR,log}(X, R) \oplus I_{X/Y},$$

$$H^1_{dR,log}(X, R) \oplus k[G]_B^{\vee} \cong H^1_{dR,qlog}(X, R) \oplus J_{X/Y}.$$

Hence:

$$(6.8) \quad H^1_{dR}(X) \oplus k[G]_B \oplus k[G]_B^{\vee} \cong H^1_{dR,qlog}(X, R) \oplus I_{X/Y} \oplus J_{X/Y}.$$
We describe now the structure of $H^1_{dR, qlog}(X, R)$. Note that by Riemann–Roch theorem, $\dim_k H^1(Y, \mathcal{O}_Y(-B)) = g_y + \#B - 1$. Let $K_1$ be the kernel of the epimorphism:

$$
H^1_{dR, qlog}(X, R) \to H^1(X, \mathcal{O}_X(-R)) \to H^1(Y, \bigoplus_{g \in G} g^*(z^\nu)\mathcal{O}_Y(-B)) \cong \text{Ind}_1^G H^1(Y, \mathcal{O}_Y(-B)) \cong k[G]^{g_y + \#B - 1},
$$

where the first map comes from Lemma 3.2 and the second one from (6.2) lands in

$$
H^0(Y, \bigoplus_{g \in G} g^*(z^\nu)\mathcal{O}_Y(k)) = \mathcal{O}_Y(1)
$$

We describe now the structure of $H^1_{dR, qlog}(X, R)$. Note that by Riemann–Roch theorem, $\dim_k H^1(Y, \mathcal{O}_Y(-B)) = g_y + \#B - 1$. Let $K_1$ be the kernel of the epimorphism:

$$
H^1_{dR, qlog}(X, R) \to H^1(X, \mathcal{O}_X(-R)) \to H^1(Y, \bigoplus_{g \in G} g^*(z^\nu)\mathcal{O}_Y(-B)) \cong \text{Ind}_1^G H^1(Y, \mathcal{O}_Y(-B)) \cong k[G]^{g_y + \#B - 1},
$$

where the first map comes from the Hodge–de Rham exact sequence (6.1) and the second map comes from the inclusion from the Lemma 3.4 (note that the second map is surjective, since the first cohomology of a finitely supported sheaf on a curve vanishes). Then, since $k[G]^{g_y + \#B - 1}$ is a projective $k[G]$-module:

$$
(6.9) \quad H^1_{dR, qlog}(X, R) \cong K_1 \oplus k[G]^{g_y + \#B - 1}.
$$

Moreover, one can explicitly describe $K_1$ as:

$$
K_1 = \left\{ (\omega, \nu) \in \Omega_X(V) \times K_{1,1} :\omega - d\nu_Q \in \Omega_X(\mathcal{O}_X) \forall Q \in B \right\}
$$

where:

$$
K_{1,1} := \bigoplus_{Q \in B} \bigoplus_{g \in G} g^*(z^\nu)\mathcal{O}_Y(-B)_Q,
$$

$$
K_{1,2} := \mathcal{O}_X(V) \cap \bigcap_{Q \in B} \bigoplus_{g \in G} g^*(z^\nu)\mathcal{O}_Y(-B)_Q.
$$

However, by Lemma 3.4 and Lemma 3.5 (2):

$$
K_{1,2} = \bigoplus_{g \in G} g^*(z^\nu)\mathcal{O}_Y(U) \cap \bigcap_{Q \in B} \bigoplus_{g \in G} g^*(z^\nu)\mathcal{O}_Y(-B)_Q
$$

$$
= \bigoplus_{g \in G} g^*(z^\nu)\mathcal{O}_Y(-B)(Y) = 0.
$$

Hence by (3.9):

$$
(6.9) \quad K_1 = \left\{ (\omega, \nu) \in \Omega_X(V) \times K_{1,1} :\omega - d\nu_Q \in \Omega_X(\mathcal{O}_X) \forall Q \in B \right\}
$$

$$
= \left\{ (\omega, \nu) \in \Omega_X(V) \times \bigoplus_{Q \in B} H^1_0 :\omega - d\nu_Q \in \Omega_X(\mathcal{O}_X) \forall Q \in B \right\}.
$$

The Hodge–de Rham exact sequence (6.2) implies that the image of the composition

$$
H^0 \left(Y, \bigoplus_{g \in G} g^*(z)\mathcal{O}_Y(B)\right) \to H^0(X, \Omega_X(R)) \to H^1_{dR, qlog}(X, R)
$$

(where the first map comes from Lemma 3.2 and the second one from (6.2)) lands in $K_1$. Therefore we obtain a monomorphism:

$$
(6.10) \quad H^0 \left(Y, \bigoplus_{g \in G} g^*(z)\mathcal{O}_Y(B)\right) \to K_1.
$$
Let $K_2$ be the cokernel of the monomorphism \((6.10)\). Then, analogously as before, using
Riemann–Roch theorem and the injectivity of $k[G]$:

\[(6.11) \quad K_1 \cong H^0 \begin{pmatrix} Y : \bigoplus_{g \in G} g^*(\omega) \Omega_Y(B) \end{pmatrix} \oplus K_2 \cong k[G]^{g_Y + \#B - 1} \oplus K_2.\]

On the other hand:

\[
K_2 = \left\{ (\omega, \nu) \in \Omega_X(V) \times \bigoplus_{Q \in B} H^1_Q : \omega - d\nu \in \Omega_X(Q) \right\}
\]

\[
\cong \left\{ (\omega, \nu) \in \Omega_X(V) \times \bigoplus_{Q \in B} H^1_Q : \omega - d\nu \in \Omega_X(Q) \right\}
\]

Let $j : V \to X$ be the open immersion. Note that both sheaves:

\[
\frac{\pi_* \Omega_X(R)}{g \in G g^*(\omega) \Omega_Y(B)} \quad \text{and} \quad \frac{(\pi \circ j)_* \Omega_Y}{\pi_* \Omega_X(R)}
\]

have support contained in $B$. Hence $(\pi \circ j)_* \Omega_Y / \bigoplus_{g \in G} g^*(\omega) \Omega_Y(B)$ is also supported on $B$. This implies that:

\[
\frac{\Omega_X(V)}{\bigoplus_{g \in G} g^*(\omega) \Omega_Y(B)} \cong \bigoplus_{Q \in B} \frac{\Omega_{k(X)}(Q)}{\bigoplus_{g \in G} g^*(\omega) \Omega_Y(B) Q}.
\]

Therefore:

\[
K_2 \cong \bigoplus_{Q \in B} H^1_{dR,Q},
\]

where:

\[(6.12) \quad H^1_{dR,Q} := \left\{ (\omega_Q, \nu_Q) \in \frac{\Omega_{k(X)}(Q)}{\bigoplus_{g \in G} g^*(\omega) \Omega_Y(B) Q} : \omega_Q - d\nu_Q \in \Omega_X(R) \right\}
\]

(note that $\omega_Q - d\nu_Q$ is well-defined only modulo $\bigoplus_{g \in G} g^*(\omega) \Omega_Y(B) Q + d\mathcal{O}_X(-R)Q \subset \Omega_X(R)Q$). Thus by \((6.9)\) and \((6.11)\):

\[
H^1_{dR,qlog}(X, R) \cong K_1 \oplus k[G]^{g_Y + \#B - 1}
\]

\[
\cong K_2 \oplus k[G]^{2(g_Y + \#B - 1)}
\]

\[
\cong \bigoplus_{Q \in B} H^1_{dR,Q} \oplus k[G]^{2(g_Y + \#B - 1)}.
\]

One finishes the proof using \((6.8)\). □

In the sequel we will need to know the relation between $H^0_Q$, $H^1_Q$, $H^1_{dR,Q}$. This is provided by the following local analogue of the Hodge–de Rham exact sequence.

\textbf{Lemma 6.5.} For every $Q \in B$ there exists an exact sequence:

\[
0 \to H^0_Q \to H^1_{dR,Q} \to H^1_{Q} \to 0.
\]

\textit{Proof.} It is straightforward that the map $H^0_Q \to H^1_{dR,Q}$ induced by $\omega_Q \mapsto (\omega_Q, 0)$ is injective. The map $H^1_{dR,Q} \to H^1_Q$, $(\omega_Q, \nu_Q) \mapsto \nu_Q$ is surjective, since $\nu_Q$ is the image of $(d\nu_Q, \nu_Q)$. Finally, $(\omega_Q, \nu_Q)$ is in the kernel of the map $H^1_{dR,Q} \to H^1_Q$ if and only if $\nu_Q \in \mathcal{O}_X(-R)Q$, which is equivalent to $\omega_Q \in \Omega_X(R)$ (since $\omega_Q - d\nu_Q \in \Omega_X(R)Q$). □
We prove now the corollary concerning the structure of $H^1_{dR}(X)$ in the weak ramification case.

**Proof of Corollary 1.3.** The proof of [15, Main Theorem] shows that if $H^1_{dR}(X) \cong H^0(X, \Omega_X) \oplus H^1(X, \mathcal{O}_X)$ as $k[G]$-modules, then $d''_P = 0$ for every $P \in X(k)$. Suppose now that $d''_P = 0$ for every $P \in X(k)$. Then $H^0_Q = H^1_Q = H^1_{dR,Q} = 0$ for every $Q \in Y(k)$ by Lemma 3.5 and Lemma 6.5. Hence by Theorem 1.1:

$$H^1_{dR}(X) \cong k[G] \oplus 2 \cdot g_Y \oplus I_{X/Y} \oplus J_{X/Y} \cong H^0(X, \Omega_X) \oplus H^1(X, \mathcal{O}_X).$$

This implies that the Hodge–de Rham exact sequence splits by [17, Theorem 3.5 and first paragraph of §4], since we can identify $H^0(X, \Omega_X)$ with a submodule of $H^1_{dR}(X)$ using the Hodge–de Rham exact sequence (1.1). □

### 7. Artin–Schreier covers

In this subsection we construct a magical element for a large class of Artin–Schreier covers and compute their cohomology. Also, we give an example of a $\mathbb{Z}/p$-cover without a magical element.

Let $k$ be an algebraically closed field of characteristic $p$ and $Y/k$ be a smooth projective curve. Recall that the $\mathbb{Z}/p$-covers of $Y$ are in a bijection with the group $k(Y)/\wp(k(Y))$, where $\wp(f) := f^p - f$. An element of $k(Y)/\wp(k(Y))$ represented by a function $f \in k(Y)$ corresponds to a curve $X$ with the function field given by the equation:

$$y^p - y = f.$$  

(7.1)

Note that $X$ is irreducible, if and only if $f \not\in \wp(k(Y))$. The action of $G = \langle \sigma \rangle \cong \mathbb{Z}/p$ on $X$ is then given by $\sigma(y) := y + 1$. From now on we assume that $\pi : X \to Y$ is a $\mathbb{Z}/p$-cover given by an equation of the form (7.1). We say that $y$ is an **Artin–Schreier generator** of $\pi$.

#### 7.1. Local standard form.

The Artin–Schreier generator $y$ is in **local standard form at** $Q \in Y(k)$, if it satisfies an equation of the form (7.1), in which either $f$ is regular at $Q$ or $f$ has a pole of order not divisible by $p$ at $Q$. Note that for every $Q \in Y(k)$, there exists an Artin–Schreier generator of $X$ in local standard form at $Q$. Indeed, given an arbitrary equation of the form (7.1) one can repeatedly replace $y$ by $y - g$ and $f$ by $f - \wp(g)$, where $g$ is a power of a suitably chosen uniformizer at $Q$.

Denote $m_Q = \max\{i : G_{Q,i} \neq 0\}$. Then $d_Q = (m_Q + 1) \cdot (p - 1)$. It turns out that if $y$ is in local standard form at $Q$ then:

$$m_Q = m_{X/Y,Q} := \begin{cases} \text{ord}_Q(f), & \text{if } \text{ord}_Q(f) < 0, \\ 0, & \text{otherwise} \end{cases}$$

(see e.g. [15, Lemma 4.2]). The following result allows us to compute $m_Q$ without finding a local standard form in most cases.
Lemma 7.1. Let $y$ be an arbitrary Artin–Schreier generator of a $\mathbb{Z}/p$-cover of $Y$ given by (7.1). Suppose that $Q \in Y(k)$ is a pole of $f$ satisfying:

\begin{equation}
\text{ord}_Q(df) < -\frac{1}{p} \text{ord}_Q(f) - 1.
\end{equation}

Then $m_Q = -\text{ord}_Q(df) - 1$.

Proof. Note that there exist $g, h \in k(Y)$ such that $f = \varphi(g) + h$, $\text{ord}_Q(g) = \text{ord}_Q(f)/p$ and:

\[ \text{ord}_Q(h) = \begin{cases} -m_Q, & \text{if } m_Q \geq 1, \\ \geq 0, & \text{if } m_Q = 0. \end{cases} \]

Then $df + dg = dh$. Observe that $\text{ord}_Q(dg) \geq \text{ord}_Q(g) - 1 = \frac{1}{p} \text{ord}_Q(f) - 1 > \text{ord}_Q(df)$ and hence:

\[-m_Q - 1 = \text{ord}_Q(dh) = \min(\text{ord}_Q(df), \text{ord}_Q(dg)) = \text{ord}_Q(df). \quad \Box \]

7.2. Global standard form. The Artin–Schreier generator $y$ is said to be in global standard form, if it is in local standard form at every $Q \in Y(k)$ and $y^p - y \notin k$ (i.e. $\pi$ is not the trivial disconnected cover $\sqcup_{\mathbb{Z}/p} Y$). In this situation we say also that $\pi$ has a global standard form. The following result explains our interest in this notion.

Lemma 7.2. Suppose that $y$ is an Artin–Schreier generator in global standard form for $\pi$. Then $z := y^{p-1}$ is a magical element for $\pi$ and the dual of $z$ with respect to the trace pairing is $z^\vee := z - 2$.

Proof. Note that $\text{ord}_P(z) = (p - 1) \cdot \text{ord}_P(y) = -(p - 1) \cdot m_P = -d'_P$ for every $P \in R$. Moreover, by [31, §3, Proposition 3] for $i \leq 2 \cdot (p - 1)$ we have:

\begin{equation}
\text{tr}_{X/Y}(y^i) = \begin{cases} 0, & \text{if } i = 0 \text{ or } (p - 1) \nmid i, \\ -1, & \text{else}. \end{cases}
\end{equation}

This allows us to conclude that $\text{tr}_{X/Y}(z) \neq 0$ and $z^\vee$ is the dual element to $z$. \quad \Box

Not every $\mathbb{Z}/p$-cover has a global standard form. For example, connected étale $\mathbb{Z}/p$-covers do not have a global standard form (cf. [33, Subsection 3.1]). We present another example in Subsection 7.4. It turns out that every sufficiently ramified $\mathbb{Z}/p$-cover has a global standard form.

Lemma 7.3. Suppose that there exists a point $Q_0 \in Y(k)$ with $m_{Q_0} > 2g_Y \cdot p$. Then the cover $\pi$ has a global standard form.

Proof. Let $y$ be an Artin–Schreier generator for $\pi$ in local standard form at $Q_0$ and let $y^p - y = f$. Suppose that $\text{ord}_Q(f) = -j < 0$, $p|j$ for some $Q \in Y(k)$. Let $D := 2g_Y \cdot Q_0 + \frac{j}{q} \cdot Q \in \text{Div}(Y)$. Using Riemann–Roch theorem, one concludes that

\[ H^0(Y, \mathcal{O}_Y(D)) \setminus \left( H^0(Y, \mathcal{O}_Y(D - Q_0)) \cup H^0(Y, \mathcal{O}_Y(D - Q)) \right) \neq \emptyset, \]

(note that a vector space over an infinite field cannot be a union of two codimension 1 subspaces). Therefore we may choose a function $g \in k(Y)$ such that:

- $\text{ord}_{Q_0}(g) = -2g_Y$, 
- $\text{ord}_Q(g) = m_Q$ for every other point $Q \in Y(k)$, 
- $\text{ord}_Q(g) = 0$ for every other point $Q \notin Y(k)$.
\* ord_{Q}(g) = -j/p.
\* ord_{Q}(g) \geq 0 \text{ for } Q' \neq Q, Q_0.

Note that there exists \( c \in k \) such that ord\(_{Q}(f - \varphi(c \cdot g)) > -j \). Let \( y_1 := y - c \cdot g \), \( f_1 := f - \varphi(c \cdot g) \). Then \( y_1 \) is an Artin–Schreier generator of \( \pi \). Moreover:

\* \( y_1 \) is in local standard form at \( Q_0 \) – indeed, ord\(_{Q_0}(f_1) = \text{ord}_{Q_0}(f) \), since ord\(_{Q_0}(\varphi(g)) = -2gy \cdot p > -m_{Q_0} \).
\* if \( y \) is in local standard form at \( Q' \neq Q, Q_0 \), then \( y_1 \) is also in local standard form at \( Q' \).
\* ord\(_{Q}(f_1) > \text{ord}_{Q}(f) \).

Thus, by repeatedly replacing \((y, f)\) by \((y_1, f_1)\), we eventually obtain an Artin–Schreier generator of \( \pi \) in global standard form. \(\Box\)

7.3. Proof of Corollary 1.2. In this subsection we apply Theorem 7.1 to prove Corollary 1.2. Assume that \( y \) is in global standard form. By Lemma 7.2, \( z := y^{p-1} \) is a magical element for \( \pi \) and we may take \( z^\gamma = z - 2 \). Recall that every finitely dimensional indecomposable \( k[G] \)-module is of the form \( J_i = k[x]/(x-1)^i \) for some \( i = 1, \ldots, p \), where \( \sigma \) acts by multiplication by \( x \) (cf. [11] Theorem 12.1.5).

Lemma 7.4. For any \( 0 \leq i \leq p - 1 \) the \( k[G] \)-module Span\(_k(1, y, \ldots, y^i) \) is generated by \( y^i \) and is isomorphic to \( J_{i+1} \).

Proof. For every \( j = 0, \ldots, i \) we have: \( \sigma^j(y^i) = \sum_{l=0}^{i} \binom{i}{l} j^{i-l} \cdot y^l \). We treat this as a system of equations with \( y^j \) as unknowns. Using Vandermonde’s determinant we have:

\[
\det \left[ \binom{i}{l} j^{i-l} \right]_{0 \leq j, l \leq i} = \prod_{l=0}^{i} \binom{i}{l} \cdot \prod_{0 \leq j_1 < j_2 \leq i} (j_2 - j_1) \not\equiv 0 \pmod{p}.
\]

This easily implies that \( y^j \in \text{Span}_k(\sigma^j(y^i) : j = 0, \ldots, i) \) for \( l = 0, \ldots, i \). Thus \( \text{Span}_k(1, y, \ldots, y^i) \) is generated as a \( k[G] \)-module by \( y^i \) and is an irreducible \( k[G] \)-module of dimension \( i + 1 \). \(\Box\)

Lemma 7.3 implies in particular that:

\[
(7.5) \quad \text{Span}_k(1, y, \ldots, y^{p-1}) = \text{Span}_k(g^*(z) : g \in G) = \text{Span}_k(g^*(z^\gamma) : g \in G)
\]

(for the second equality note that \( \text{tr}(z) = \text{tr}(z^\gamma) = -1 \) yields \( z^\gamma = z - 2 \in \text{Span}_k(g^*(z) : g \in G) \) and \( z \in \text{Span}_k(g^*(z^\gamma) : g \in G) \)).

Fix \( Q \in B \) and denote \( m := m_{Q}, \pi^{-1}(Q) = \{P\} \). In order to prove Corollary 1.2, it suffices to compute bases of the modules \( H^0_Q, H^1_Q, H^1_{dR,Q} \), defined by (3.4), (3.9) and (6.12) respectively. To this end, we need to pick an appropriate uniformizer at \( Q \). Using the Hensel’s lemma for the polynomial \( T^m - \frac{1}{m} \in \mathcal{O}_Y, \mathcal{Q}[T] \), we can choose \( t \in k(Y) \) such that:

\[
(7.6) \quad \frac{1}{t^m} \equiv y^p - y \pmod{m_{Y,Q}^{2m}}.
\]

Proposition 7.5. Keep the above setup.

1. The elements:

\[
y^j \frac{dt}{t^d} \in \Omega_{k(X)}
\]
where $0 \leq i \leq p - 2$, $2 \leq j$, $mi + pj \leq (m + 1) \cdot (p - 1) + 1$, belong to $\Omega_X(R)_Q$.
Their images form a basis of $H^0_Q$.

(2) The elements:
$$y^i \cdot t^j \in k(X),$$
where $1 \leq i \leq p - 1$, $1 \leq j$, $-mi + pj < 1$, belong to $\bigoplus_{g \in G} g^*(z^\vee)\Omega_X(-R)_Q$.
Their images form a basis of $H^1_Q$.

(3) The elements:
$$\left(\frac{y^i dt}{t^j}, \frac{1}{(i + 1) \cdot m} y^{j+1+m+1-j}\right) \in \Omega_{k(X)} \times k(X),$$
where $0 \leq i \leq p - 2$, $2 \leq j \leq m$, belong to $\Omega_{k(X)} \times \bigoplus_{g \in G} g^*(z^\vee)\Omega_X(-R)_Q$.
Their images form a basis of $H^1_{\text{dr}, R}_Q$.

Before the proof, note that for any $\omega \in \Omega_{k(X)}$ there exists a unique system of forms $\omega_0, \ldots, \omega_{p-1} \in \Omega_{k(Y)}$ such that $\omega = \omega_0 + y \cdot \omega_1 + \ldots + y^{p-1} \cdot \omega_{p-1}$. Moreover, one has:

\begin{equation}
\text{ord}_P(\omega) = \min\{\text{ord}_P(y^i \omega_i) : i = 0, \ldots, p - 1\}.
\end{equation}

Indeed, using (2.1) we see that for any $0 \leq i < j \leq p - 1$:

$$\text{ord}_P(y^i \cdot \omega_i) - \text{ord}_P(y^j \cdot \omega_j) = (-im + p \cdot \text{ord}_Q(\omega_i) + dq) - (-jm + p \cdot \text{ord}_Q(\omega_j) + dq) = m \cdot (j - i) + p \cdot (\text{ord}_Q(\omega_i) - \text{ord}_Q(\omega_j)) \neq 0,$$

since $p \nmid m \cdot (i - j)$. Analogously, any $f \in k(X)$ is of the form $f = f_0 + y \cdot f_1 + \ldots + y^{p-1} \cdot f_{p-1}$ for some $f_0, \ldots, f_{p-1} \in k(Y)$ and

\begin{equation}
\text{ord}_P(f) = \min\{\text{ord}_P(y^i f_i) : i = 0, \ldots, p - 1\}.
\end{equation}

Proof of Proposition 7.3

(1) For any $i$, let $j_{\text{max}}(i)$ denote the largest integer satisfying $mi + pj \leq (m + 1) \cdot (p - 1) + 1$, i.e. $j_{\text{max}}(i) = m + 1 - \lceil \frac{mi+1}{p} \rceil$. By (7.7) and (2.1):

$$\omega \in \Omega_X(R)_Q \iff \text{ord}_P(y^i \cdot \omega_i) \geq -1 \text{ for every } i = 0, \ldots, p - 1$$

$$\iff \text{ord}_Q(\omega_i) \geq -j_{\text{max}}(i).$$

Hence, using (7.3):

$$H^0_Q = \frac{\Omega_X(R)_Q}{\bigoplus_{g \in G} g^*(z^\vee) \Omega_Y(B)_Q} \cong \bigoplus_{i=0}^{p-1} y^i \cdot t^{-j_{\text{max}}(i)} \Omega_Y Q \cong \bigoplus_{i=0}^{p-1} y^i \Omega_Y Q \cdot \frac{t^{-j_{\text{max}}(i)} \Omega_Y Q}{\Omega_Y(B)_Q}.$$

The statement follows easily by noting that the images of the forms $dt/t^j$ for $j = 2, \ldots, j_{\text{max}}(i)$ form a basis of $\frac{t^{-j_{\text{max}}(i)} \Omega_Y Q}{\Omega_Y(B)_Q}$.

(2) Let $j_{\text{min}}(i)$ denote the least integer satisfying the inequality $pj - mi \geq 1$, i.e. $j_{\text{min}}(i) = \left\lceil \frac{m+1}{p} \right\rceil$. Analogously, using (7.8) one obtains:

$$H^1_Q \cong \bigoplus_{i=0}^{p-1} \frac{\Omega_Y(B)_Q}{t^{j_{\text{min}}(i)} \Omega_Y Q}.$$

To finish the proof of (2), it suffices to notice that the images of the elements $t^j$ for $j = 1, \ldots, j_{\text{min}}(i) - 1$ form a basis of $\frac{\Omega_Y(B)_Q}{t^{j_{\text{min}}(i)} \Omega_Y Q}$. 
(3) In the sequel we will use several times the identity:

\[(7.9) \quad j_{\text{max}}(i) + j_{\text{min}}(i + 1) = m + 1 \] for every \(0 \leq i \leq p - 2\),

which may be obtained from explicit formulas for \(j_{\text{max}}(i)\) and \(j_{\text{min}}(i)\) given above. Note that for any \(h \in k(X)\) we have \(\text{ord}_P(dh) \geq \text{ord}_P(h) - 1\). Using this fact for \(h := y^p - y - \frac{1}{m}\) (which belongs to \(m^{2np}\) by \((7.6)\)) we obtain \(dy \equiv m \cdot dt / t^{m+1} \pmod{m^{2np-1} \Omega_X, P}\), which easily implies that:

\[y^i \cdot t^{m+1-j} dy \equiv m \cdot y^j dt / t^j \pmod{m^{(2np-1)+(m+1-j)p} \Omega_X, P}.\]

Thus, since \((2mp - 1) + (-mi + (m + 1 - j)p) \geq -1\):

\[
y^j dt \pmod{y^j dt / t^j} = -(i + 1) \cdot m + (m - j) \cdot p + (p - 1) \cdot (m + 1) \\
\geq -(p - 1) \cdot m + 0 \cdot p + (p - 1) \cdot (m + 1) \\
= p - 1 \geq 1.
\]

Hence the listed elements define valid elements of \(H^1_{dR, Q}\). Moreover:

- part (1) implies that the elements

\[
\left( \frac{y^i dt}{t^j}, \frac{1}{(i + 1) \cdot m} y^{i+1} t^{m+1-j} \right) = \left( \frac{y^i dt}{t^j}, 0 \right) \text{ in } H^1_{dR, Q}
\]

for \(i = 0, \ldots, p - 2\) and \(j = 2, \ldots, j_{\text{max}}(i)\), are images of a basis of \(H^0_Q\) through the map \(H^0_Q \to H^1_{dR, Q}\) from Lemma 6.5.

(We used here that \(y^{i+1} t^{m+1-j} = 0\) in \(H^1_Q\), since \(m+1-j \geq j_{\text{min}}(i+1)\) by \((7.9)\).)

- part (2) implies that the images of the elements:

\[
\left( \frac{y^i dt}{t^j}, \frac{1}{(i + 1) \cdot m} y^{i+1} t^{m+1-j} \right)
\]

for \(i = 0, \ldots, p - 2\) and \(j = j_{\text{max}}(i) + 1, \ldots, m\) through the map \(H^1_{dR, Q} \to H^1_Q\) form a basis of \(H^1_Q\) (we used here \((7.9)\) again).

Therefore the listed elements form a basis of \(H^1_{dR, Q}\) by Lemma 6.5. \(\square\)

Proof of Corollary 1.2. For any \(j\), let \(i_{\text{max}}(j)\) denote the largest integer satisfying \(mi + pj \leq (m + 1) \cdot (p - 1) + 1\), i.e. \(i_{\text{max}}(j) = \lfloor \frac{(m+1)(p-1)+1-pj}{m} \rfloor\). By Proposition 7.3,

\[H^0_Q = \bigoplus_{j \geq 2} \frac{dt}{t^j} \cdot \text{Span}_k (1, y, y^2, \ldots, y^{i_{\text{max}}(j)}) \cong \bigoplus_{j \geq 2} J_{i_{\text{max}}(j)+1}.\]
For any $1 \leq i \leq p - 1$:
\[
\# \{j \geq 2 : i_{\text{max}}(j) + 1 = i\} = \# \left\{ j \geq 2 : 0 < i - \frac{(m + 1) \cdot (p - 1) + 1 - pj}{m} \leq 1 \right\} 
\leq \# \left\{ j \geq 2 : (m + 1) - \frac{m \cdot (i + 1)}{p} < j \leq (m + 1) - \frac{m \cdot i}{p} \right\} 
= \left\lceil \frac{m \cdot (i + 1)}{p} \right\rceil - \left\lfloor \frac{m \cdot i}{p} \right\rfloor = \alpha_Q(i).
\]

Thus $H^0_Q = \bigoplus_{i=1}^{p-1} J^{\pi_Q(i)}_i$. This allows to find $H^1_Q$ using Lemma \[3.5\](1), since the representations $J_i$ are self-dual. We compute now $H^1_{dR,Q}$. Denote:
\[
v_{i,j} := \left( y^j dt, \frac{1}{(i+1) \cdot m} t^{j+m+1-j} \right) \in H^1_{dR,Q}
\]
for $0 \leq i \leq p - 2$ and $2 \leq j \leq m$ (note that $v_{i,j}$ define a basis of $H^1_{dR,Q}$ by Proposition \[7.4\](3)). Note that for any $2 \leq j \leq m$ we have:
\[
\text{tr}_{X/Y} (v_{p-2,j}) = \left( 0, \frac{1}{m} t^{m+1-j} \right) = (0,0),
\]
since $t^{m+1-j} \in m_{Y,Q}$. Hence, arguing as in and after the proof of Lemma \[7.4\] the $k[G]$-module generated by $v_{p-2,j}$ is $\text{Span}_k(v_{i,j} : 0 \leq i \leq p - 2) \cong J_{p-1}$. Thus, using Proposition \[7.4\]
\[
H^1_{dR,Q} = \bigoplus_{j=2}^{m} \text{Span}_k (g^*(v_{p-2,j}) : g \in G) \cong J_{p-1}^{\oplus (m-1)}.
\]
The proof follows by Theorem \[1.1\].

7.4. $\mathbb{Z}/p$-cover without a magical element. The goal of this subsection is to construct a $\mathbb{Z}/p$-cover without a magical element (and thus without a global standard form). Let $p \geq 5$ be a prime and $k = \mathbb{F}_p$. Pick a general smooth projective curve $Y/k$ of genus $g_Y \geq p/2$. Then its gonality equals $\gamma = \left\lfloor \frac{2g_Y + 3}{2} \right\rfloor$ by Brill–Noether theory, see e.g. \[35\] Proposition A.1. (v)]. Let $m$ and $M$ be integers satisfying $p \nmid m$ and:
\[
\frac{2g_Y}{p} < \frac{m}{p} < M < \gamma.
\]
One can take for example $M = \gamma - 1$ and $m = 2g_Y + 1$ or $m = 2g_Y + 2$ (depending on whether $p | 2g_Y + 1$). Fix a point $Q \in Y(k)$ and let $t \in k(Y)$ be a uniformizer at $Q$. Using the fact that $H^1(Y, \mathcal{O}_Y(2g_Y \cdot Q)) = 0$ (e.g. by Riemann–Roch theorem), we may choose a function $f \in k(Y)$ that is regular outside of $Q$ and satisfies:
\[
f \equiv 1 \frac{1}{t^M} - \frac{1}{t^M} + \frac{1}{t^m} \pmod{m_{Y,Q}^{-2g_Y}}.
\]
Indeed, by Lemma \[5.2\] for $F := \mathcal{O}_Y(2g_Y \cdot Q)$, $U := Y \setminus \{Q\}$, $S = \{Q\}$ and we have:
\[
\text{coker} \left( \mathcal{O}_Y(U) \to k(Y)/m_{Y,Q}^{-2g_Y} \right) \cong H^1(Y, \mathcal{O}_Y(2g_Y \cdot Q)) = 0.
\]
In particular, there exists $f \in \mathcal{O}_Y(U)$, which maps to $\frac{1}{t^M} - \frac{1}{t^M} + \frac{1}{t^m}$ in $k(Y)/m_{Y,Q}^{-2g_Y}$.

Let $\pi : X \to Y$ be the $\mathbb{Z}/p$-cover defined by the equation \[7.4\]. Suppose to the contrary that $z = \sum_{i=0}^{p-1} z_i \cdot y^i \in k(X)$ is a magical element. By \[3.6\] and \[7.4\] we may
assume that \( z_{p-1} = -\text{tr}_{X/Y}(z) = 1 \). Let \( \pi^{-1}(Q) = \{ P \} \). Note that for \( Q' \in Y(k) \), \( Q' \neq Q \), we have \( \text{ord}_{Q'}(y) \geq 0 \). Therefore, by (7.4) and (7.8):

\[
\text{ord}_{Q'}(y) \geq \text{ord}_{Q'}(z) + \text{tr}_{X/Y}(y^p) \in \mathcal{O}_{Y,Q'}.
\]

Observe also that \( y_1 := y - \frac{1}{t^2} \) is in local standard form at \( Q \) and \( m_Q = m \). Since \( z = y_1^{p-1} + y_2^{p-2} \cdot (z_{p-2} - \frac{1}{t^2}) + \ldots \), we deduce:

\[
\text{ord}_P( y_1^{p-1} \cdot (z_{p-2} - \frac{1}{t^2}) ) \geq \text{ord}_P(z) \geq -d'_P = -(p-1) \cdot m,
\]

where we used (7.8) for the first inequality. Thus

\[
\text{ord}_P(z_{p-2} - \frac{1}{t^2}) \geq -m/p,
\]

and \( z_{p-2} \in H^0(Y, \mathcal{O}_Y(M\cdot Q)) \), \( z_{p-2} \notin k \). On the other hand, by the definition of gonality, \( H^0(Y, \mathcal{O}_Y(D)) \subset k \) for any divisor \( D \) of degree less than \( \gamma \). This yields a contradiction with \( M < \gamma \).

8. Constructing magical elements

In this section we show that a generic \( p \)-group cover has a magical element. We prove this using the global standard form. The following observation shows that everything comes down to constructing magical elements for \( \mathbb{Z}/p \)-covers.

**Lemma 8.1.** Suppose that \( G \) is a finite \( p \)-group and \( k \) is an algebraically closed field of characteristic \( p \). Let \( \pi : X \to Y \) be a \( G \)-cover of smooth projective curves over \( k \). Suppose that \( \pi \) factors through a Galois cover \( X' \to Y \). If \( z_1 \in k(X) \) is a magical element for the cover \( X \to X' \) and \( z_2 \in k(X') \) is a magical element for \( X' \to Y \) then \( z_1 \cdot z_2 \) is a magical element for \( X \to Y \).

**Proof.** Let \( P \in \pi^{-1}(Q) \) and let \( P' \) be the image of \( P \) on \( X' \). Then:

\[
\text{ord}_P(z_1 \cdot z_2) = \text{ord}_P(z_1) + e_{X/X',P} \cdot \text{ord}_{P'}(z_2) \geq -d'_{X/X',P} - e_{X/X',P} \cdot d'_{X'/Y,P'} = -d'_P.
\]

(we used the transitivity of the different for the last equality, see e.g. [BS, §III.4, Proposition 8]). Moreover, since \( \text{tr}_{X/X'}(z_1), \text{tr}_{X'/Y}(z_2) \in k^x \) by (3.6):

\[
\text{tr}_{X'/Y}(z_1 \cdot z_2) = \text{tr}_{X'/Y}(\text{tr}_{X/X'}(z_1 \cdot z_2)) = \text{tr}_{X/X'}(z_1) \cdot \text{tr}_{X'/Y}(z_2) \neq 0.
\]

This ends the proof. \( \square \)

Let \( k, G, \pi : X \to Y \) be as in Lemma 8.1. We say that \( \pi \) has a **global standard form**, if there exist \( y_1, \ldots, y_n \in k(X) \) and a composition series

\[
0 = G_0 \trianglelefteq G_1 \trianglelefteq \ldots \trianglelefteq G_n = G
\]

such that \( y_i \) is the Artin Schreier generator in global standard form of the \( \mathbb{Z}/p \)-cover \( X/G_{i-1} \to X/G_i \) for \( i = 1, \ldots, n \). Lemmas 7.2 and 8.1 imply that in this case \( z := y_1^{p-1} \cdot \ldots \cdot y_n^{p-1} \in k(X) \) is a magical element for \( \pi \). The notion of a global standard form of a \( p \)-group cover appeared already in [BS], where it was used to construct a basis of holomorphic differentials of \( X \) in some cases.
8.1. **Generic $p$-group covers.** The goal of this subsection is to prove Theorem 1.5. Before the proof we review briefly the theory of moduli of $p$-group covers from [20].

Let $U$ be a non-empty affine open of a smooth projective curve $Y$ over $k$ and fix $u \in U(k)$. Denote $B := Y(k) \setminus U(k)$. Let $M_{U,G}$ be the moduli space of pointed étale $G$-covers of $(U,u)$, as defined by Harbater in [20]. Note that such covers correspond bijectively to pointed covers of $(Y,u)$ unramified over $U$.

In order to describe the structure of $M_{U,G}$, one proceeds inductively. Let $H \cong \mathbb{Z}/p$ be a central normal subgroup of $G$ and let $G' := G/H$. Consider the map:

$$\text{pr} : M_{U,G} \rightarrow M_{U,G'}, \quad (X \rightarrow Y) \mapsto (X/H \rightarrow Y).$$

One can show that $M_{U,G}$ is a principal $M_{U,H}$-homogenous space over $M_{U,G'}$ (see e.g. proof of [20, Theorem 1.2]). The structure of a principal homogenous space is given by the map:

$$M_{U,G} \times M_{U,H} \rightarrow M_{U,G}, \quad (X,Z) \mapsto XZ,$$

where $X : y_1^p - y_1 = f \in k(X')$, $Z : y_2^p - y_2 = g \in k(Y)$, $XZ : y_3^p - y_3 = f + g$. Moreover, one proves that the map $\text{pr}$ has a (non-canonical) section and thus $M_{U,G} \cong M_{U,G'} \times M_{U,H}$. This allows one to show that $M_{U,G}$ is a direct limit of affine spaces.

The following lemma shows that (under some mild assumptions) the cover $XZ \rightarrow X'$ is at least as ramified as the cover $Z \rightarrow Y$.

**Lemma 8.2.** Let $X'$, $X$, $Z$ and $XZ$ be as above. Let also $P \in X'(k)$ and denote by $Q$ its image on $Y$. If $m_{Z/Y,Q} > m_{X/X',P} + d_{X'/Y,P}$ then $m_{XZ/X',P} > m_{Z/Y,Q}$.

**Proof.** Assume that $y_1$ and $y_2$ are in local standard form at $P$ and $Q$ respectively. Note that (since $p \nmid \text{ord}_Q(g)$):

$$\text{ord}_P(dg/g) = e_{X'/Y,P} \cdot \text{ord}_Q(dg/g) + d_{X'/Y,P} = -e_{X'/Y,P} + d_{X'/Y,P}.$$  

Therefore:

\begin{equation}
\text{ord}_P(dg) = e_{X'/Y,P} \cdot \text{ord}_Q(g) + d_{X'/Y,P} - 1.
\end{equation}

This yields:

$$\text{ord}_P(dg) = -e_{X'/Y,P} \cdot m_{Z/Y,Q} + d_{X'/Y,P} - 1 < -m_{X/X',P} - 1 = \text{ord}_P(df)$$

and $\text{ord}_P(df + dg) = \text{ord}_P(dg)$. One easily checks that (7.3) holds for $g$ at $P$. Hence the result follows by Lemma 7.1. \hfill \Box

In order to prove Theorem 1.5 we need the following two topological lemmas.

**Lemma 8.3.** Let $f : X \rightarrow Y$ be an open continuous map between topological spaces. Suppose that $\mathcal{U} \subset X$. If there exists a dense subset $\mathcal{V} \subset Y$ such that $f^{-1}(y) \cap \mathcal{U}$ is dense in $f^{-1}(y)$ for every $y \in \mathcal{V}$, then $\mathcal{U}$ is dense in $X$. 

Proof. Let $Z$ be a non-empty open subset of $X$, we will show that $Z \cap U \neq \emptyset$. Note that $f(Z)$ is a non-empty open subset of $Y$ and hence $f(Z) \cap V \neq \emptyset$. Let $y \in f(Z) \cap V$. Then $Z \cap f^{-1}(y)$ is a non-empty open subset of $f^{-1}(y)$. By assumption, $f^{-1}(y) \cap U$ is dense in $f^{-1}(y)$. Hence:

$$(f^{-1}(y) \cap Z) \cap (f^{-1}(y) \cap U) \neq \emptyset,$$

which proves the lemma. □

Lemma 8.4. Let $A := \lim_{i \in I} A_i$ and $B := \lim_{i \in I} B_i$ be direct limits of topological spaces over a directed set $I$. Suppose that $f : A \rightarrow B$ is a direct limit of continuous open maps $f_i : A_i \rightarrow B_i$. Then $f$ is an open map.

Proof. Let $\alpha_{ij} : A_i \rightarrow A_j$, $\beta_{ij} : B_i \rightarrow B_j$ be the transition maps of the corresponding direct systems. Denote also by $\alpha_i : A_i \rightarrow A$ and $\beta_i : B_i \rightarrow B$ the natural maps to the direct limits. Let $U \subset A$ be an open subset. In order to show that $f(U)$ is open, we need to prove that $\beta_i^{-1}(f(U))$ is open in $B_i$ for every $i \in I$. This follows from the identity:

$$\beta_i^{-1}(f(U)) = \bigcup_{j > i} \beta_{ij}^{-1}(f_j(U_j)),$$

where $U_j := \alpha_{ij}^{-1}(U)$ for every $j \in I$. □

Proof of Theorem 1.5. Recall that any $G$-cover with global standard form satisfies \([B]\) (see the discussion at the beginning of Section 8). Thus it suffices to prove that the set of $G$-covers of $Y$ unramified over $U$ with global standard form that satisfy \([A]\) (which we denote by $S_{U,G}$) is dense in $M_{U,G}$. We show this by induction on $\#G$. For $\#G = 1$ this is trivial. Let $G'$ and $H$ be as above. By induction hypothesis, the set $S_{U,G'}$ is dense in $M_{U,G'}$. By Lemma 8.3 for every $X' \in S_{U,G'}$ the covers from the set

$$\mathcal{A} := \{ X \in \text{pr}^{-1}(X') : m_{X/X', p'} > 2g_{X'} \cdot p \quad \forall p' \in \text{preimage of } B \text{ in } X'(k) \}$$

have global standard form. Moreover, for every $X \in \mathcal{A}$ and $P \in X(k)$, we have $H_P = H$. Hence for every $P \in X'(k)$, $G_P$ is the preimage of $G'_{P'}$ by the map $G \rightarrow G'$ (where $P' \in X'(k)$ is the image of $P$). This implies that $G_P$ is a normal subgroup of $G$ for every $P \in X(k)$. Thus $\mathcal{A} \subset \text{pr}^{-1}(X') \cap S_{U,G}$.

On the other hand, by Lemma 8.3 the set $\mathcal{A}$ contains the set:

$$\mathcal{B} := \{ X_Z : Z \in M_{U,H}, \ m_{Z/Y, Q} > N_0 \quad \forall Q \in B \}$$

for any fixed $X \in \text{pr}^{-1}(X')$ and sufficiently large $N_0$. But the set $\{ Z \in M_{U,H} : m_{Z/Y, Q} > N_0 \quad \forall Q \in B \}$ is dense in $M_{U,H}$. Indeed, the considered subset is contained in a complement of a finite dimensional subspace in $M_{U,H}$. Finally, note that the map $\text{pr} : M_{U,G} \rightarrow M_{U,G'}$ is open. Indeed, it might be identified with the limit of projections $\lim_{m} \mathbb{A}^{n+m} \rightarrow \lim_{m} \mathbb{A}^{m}$ and all of them are open by \([39] \text{ tag 037G}\). Thus the proof follows by Lemmas 8.3 and 8.4. □

8.2. Example: Heisenberg group covers. Consider the Heisenberg group mod $p$:

$$E(p^3) = \langle a, b, c : a^p = b^p = c^p = e, c = [a, b], c \in Z(E(p^3)) \rangle.$$
Let $Y$ be a smooth projective curve over $k$ and let $f_1, f_2, f_3 \in k(Y)$. Define $X$ to be a smooth projective curve with the function field $k(Y)(y_1, y_2, y_3)$, where:

\begin{align}
&y_1^p - y_1 = f_1, \\
&y_2^p - y_2 = f_2, \\
&y_3^p - y_3 = f_3 + f_2 \cdot (y_1 - y_2).
\end{align}

Then $E(p^3)$ acts on $X$ via the formulas:

\begin{align}
a^*(y_1, y_2, y_3) &= (y_1 + 1, y_2, y_3 + y_2) \\
b^*(y_1, y_2, y_3) &= (y_1 + 1, y_2 + 1, y_3) \\
c^*(y_1, y_2, y_3) &= (y_1, y_2, y_3 - 1).
\end{align}

It turns out that every $E(p^3)$-cover of $Y$ is of this form (this follows from results of Saltman, cf. [37]).

We use now this description of $E(p^3)$-covers to give an explicit example of covers satisfying \([A]\) and \([B]\). Suppose that $p > 2$ and $Y$ is the elliptic curve:

\[ Y : w^2 = (x - \alpha_1) \cdot (x - \alpha_2) \cdot (x - \alpha_3) \]

over $k$, where $\alpha_1, \alpha_2, \alpha_3 \in k$ are any distinct elements. Pick any natural numbers $a_1, a_2, b_2, a_3, b_3, c_3$, which are non-divisible by $p$ and satisfy:

\[ a_1 > p, \quad a_2 > 4a_1 \cdot p, \quad a_3 > 4 \cdot p \cdot (a_1 + a_2 + b_2), \quad b_3 > 4b_2. \]

Define $X$ to be the $E(p^3)$-cover of $Y$ given by (8.2), where:

\begin{align}
f_1 &= (x - \alpha_1)^{-a_1}, \\
f_2 &= (x - \alpha_1)^{-a_2} \cdot (x - \alpha_2)^{-b_2}, \\
f_3 &= (x - \alpha_1)^{-a_3} \cdot (x - \alpha_2)^{-b_3} \cdot (x - \alpha_3)^{-c_3}.
\end{align}

**Corollary 8.5.** The $E(p^3)$-cover $X \to Y$ given as above satisfies the conditions \([A]\) and \([B]\). Moreover:

\[ G_{Q_1} \cong E(p^3), \quad G_{Q_2} \cong \mathbb{Z}/p \times \mathbb{Z}/p, \quad G_{Q_3} \cong \mathbb{Z}/p, \]

where $Q_i := (\alpha_i, 0) \in Y(k)$.

**Proof.** In the proof we will estimate genus of a curve in a tower of covers in the following way. If $Z \to Y$ is an Artin–Schreier cover with the equation (7.1) then Riemann–Hurwitz formula yields:

\[ g_Z < p \cdot (g_Y + \deg f), \]

where $\deg f$ is the degree of $f$ treated as a morphism $Y \to \mathbb{P}^1$.

Let $X_1$ be the $\mathbb{Z}/p$-cover of $Y$, given by $y_1^p - y_1 = f_1$ and let $X_2$ be the $\mathbb{Z}/p \times \mathbb{Z}/p$-cover of $Y$, given by:

\[ y_1^p - y_1 = f_1, \quad y_2^p - y_2 = f_2. \]

Note that by (7.2):

\[ m_{X_1/Y, Q_1} = 2a_1 > 2g_Y \cdot p \]
Therefore, by (8.1), for any $P \in X_1(k)$ in the preimage of $Q_1$:

$$m_{X_2/X_1,P} = -\ord_P(df_2) - 1$$

$$= p \cdot 2a_2 - d'_{X_1/Y,P} - 1$$

$$= p \cdot 2a_2 - (p - 1) \cdot 2a_1 - 1$$

$$> 2g_{X_1} \cdot p.$$ 

Hence, by Lemma 7.3, $X_2 \to X_1$ also has a global standard form. Note now that by (8.3):

$$g_{X_2} < p \cdot (g_{X_1} + \deg_{X_1} f_2) < 3p^2 \cdot (a_1 + a_2 + b_2).$$

Using the transitivity of the different (see e.g. [38, §III.4, Proposition 8]), the equality $m_{X_1/Y,Q_1} = 2a_1$ and inequality $m_{X_2/X_1,P} < p \cdot 2a_2$ for $P \in X_1(k)$ in the preimage of $Q_1$, we obtain:

$$d'_{X_2/Y,Q_1} = p \cdot d'_{X_1/Y,Q_1} + d'_{X_1/Q_1} < 2p^2 \cdot (a_1 + a_2).$$

Therefore, by (8.1), for any $P \in X_2(k)$ in the preimage of $Q_1$:

$$-\ord_P(df_3) = -p^2 \cdot \ord_{Q_1}(f_3) - d'_{X_2/Y,Q_1} + 1 > p^2 \cdot 2a_3 - 2p^2 \cdot (a_1 + a_2).$$

One easily checks that (7.3) is satisfied for $f_3 + (y_1 - y_2) \cdot f_2$ and that $\ord_P(d(f_3 + (y_1 - y_2) \cdot f_2)) = \ord_P(df_3)$. Hence:

$$m_{X/X_2,P} = -\ord_P(d(f_3 + (y_1 - y_2) \cdot f_2)) - 1 > 2g_{X_2} \cdot p.$$ 

Therefore $X \to Y$ has a global standard form. Also, $G_{Q_1} = E(p^3)$, which implies that $X$ is an irreducible curve (recall that any connected Artin-Schreier cover is irreducible). Moreover, one checks that $m_{X/X_2,P} > 0$ for $P \in X(k)$ in the preimage of $Q_2$. Hence $G_P = \mathbb{Z}/p \times \mathbb{Z}/p$ (since $X \to X_1$ is totally ramified over $P$ and $X_1 \to Y$ is unramified over $Q_2$). Analogously, $G_{Q_2} = \mathbb{Z}/p$. This finishes the proof. 

\[\square\]
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