Checking for model consistency in optimal fingerprinting: a comment
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Abstract

Allen and Tett (1999, herein AT99) introduced a Generalized Least Squares (GLS) regression methodology for decomposing patterns of climate change for attribution purposes and proposed the “Residual Consistency Test” (RCT) to check the GLS specification. Their methodology has been widely used and highly influential ever since, in part because subsequent authors have relied upon their claim that their GLS model satisfies the conditions of the Gauss-Markov (GM) Theorem, thereby yielding unbiased and efficient estimators. But AT99 stated the GM Theorem incorrectly, omitting a critical condition altogether, their GLS method cannot satisfy the GM conditions, and their variance estimator is inconsistent by construction. Additionally, they did not formally state the null hypothesis of the RCT nor identify which of the GM conditions it tests, nor did they prove its distribution and critical values, rendering it uninformative as a specification test. The continuing influence of AT99 two decades later means these issues should be corrected. I identify 6 conditions needing to be shown for the AT99 method to be valid.
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1 Introduction

In a highly influential paper published more than 20 years ago, Allen and Tett (1999, herein AT99) introduced a Generalized Least Squares (GLS) regression methodology for decomposing patterns of climate change across forcings for the purpose of making causal inferences about anthropogenic drivers of climate change, and proposed a “Residual Consistency Test” (RCT) to allow researchers to check the validity of the regression model. They claimed their method satisfies the conditions of the Gauss-Markov (GM) theorem, thereby yielding best (as in minimum variance) linear unbiased coefficient estimates, commonly denoted “BLUE”, a claim that has been relied upon subsequently by other authors (e.g. Allen and Stott 2003; Hegerl and Zwiers 2011). The AT99 methodology was highlighted in the subsequent Intergovernmental Panel on Climate Change Third Assessment Report (Mitchell et al. 2001) and has since then been widely used to provide statistical support for attribution of observed climatic changes to greenhouse gases and other anthropogenic factors.

AT99 made some errors in their summary of the GM conditions and made claims about the properties of their estimator that, at best, were never proven and in general are not true. Their GLS method does not satisfy the GM conditions and violates an important sufficient condition for unbiasedness. Additionally, AT99 provided no formal null hypothesis of the RCT nor did they prove its asymptotic distribution, making non-rejection against $\chi^2$ critical values uninformative for the purpose of model specification testing.

2 Gauss-Markov conditions and optimal fingerprinting

To anchor the discussion in a common application framework, suppose a climate model is available that can generate simulated annual temperatures $A_{it}$ in locations (or grid cells) $i = 1, \ldots, n$ over the time interval $t = 1, \ldots, T$ under the assumption of no forcings ($f = 0$), only natural forcings ($f = 1$), or only anthropogenic forcings ($f = 2$). Annual observed temperature anomalies $A_{it}^o$ are also available in the same grid cells. The $n$-length vector $y$ provides a measure of
the cell-specific changes (e.g. trends or differences in means) in \( A_n^o \) over the time period of interest. A matrix \( X \) is formed with \( g \) columns consisting of “signal vectors” which are created by running the model and generating \( A_n^f \) for \( f = 1, 2; \) then computing changes in the same way as for \( y \). All data are zero-centered so a constant term is not needed.\(^1\)

A linear model regressing the observed spatial pattern of changes against the model-simulated signals is written

\[
y = Xb + u
\]

where \( u \) is the regression error and the coefficient vector \( b \) measures the scaling factors necessary for the signals to explain the observed climate patterns. A significant value of an element of \( b \) implies the associated signal is “detected”.

Denote the (unobservable) covariance matrix of \( u \) as \( \Omega \), thus \( E(uu^T) = \Omega \). Note \( \Omega \) is a symmetric nonstochastic matrix with full rank. The GM Theorem states that if \( \Omega \) is conditionally (on \( X \)) homoscedastic and has zero off-diagonal elements, meaning it can be represented as a scalar multiple of the \( n \times n \) identity matrix \( I_n \), then we write

\[
E(uu^T|X) = \Omega = \sigma^2 I_n
\]

(2)

where \( \sigma^2 \) is the variance of the errors \( u \), and if the expectation of the errors conditional on \( X \) is zero:

\[
E(u|X) = 0,
\]

(3)

then the OLS estimator

\[
\hat{b}_{OLS} = (X^TX)^{-1}X^Ty
\]

is unbiased and has the minimum variance among all linear (in \( y \)) unbiased estimators (Davidson and MacKinnon 2004). In this way, an estimator of \( b \) that satisfies the GM conditions (2) and (3) can be said to be BLUE.

If GM condition (2) fails OLS coefficient estimates will still be unbiased but potentially inefficient, whereas if GM condition (3) fails OLS coefficients will be biased and inconsistent. If condition (2) fails the common remedies are feasible GLS (where ‘feasibility’ refers to use of a full rank consistent estimator) or use of White’s (1980) heteroskedasticity-consistent (HC) variance estimator.

In response to concerns that detection of greenhouse gas signals would be thwarted by heteroskedasticity, AT99 proposed the following variant on feasible GLS. They call \( \Omega \) the “climate noise” matrix and denote it \( C_N \):\(^2\)

\[
E(uu^T) = C_N.
\]

(4)

Rather than define it as the outer product of the error terms in (1) they assume it can be computed using the spatial covariances from the preindustrial (unforced) control run of a climate model. Denote the matrix root of the inverse of \( C_N \) as \( P \), so \( P^T P = C_N^{-1} \). While \( C_N \) is obtainable from a climate model, due to the limited degrees of freedom in climate models it is in practice rank deficient and its inverse does not exist. Suppose the rank of \( C_N \) is \( K < n \). They propose an estimator \( \hat{C}_N \) defined using a \( K \times n \) matrix \( P^K \) consisting of the first \( K \) eigenvectors of \( C_N \), weighted by their inverse singular values, which implies \( P^K \hat{C}_N P^{K^T} = I_K \) (the rank-K identity matrix) and \((P^K)^+ = \hat{C}_N \) where \( + \) denotes that it is the Moore–Penrose pseudo-inverse. AT99 assert that the regression

\[
p^K y = P^K Xb + P^K u
\]

(5)

yields an unbiased estimator \( \hat{b} = (X^T P^K)^{-1} X^T P^K y \) which satisfies the GM conditions as long as \( P^K \) exists, regardless of the value of \( K \), because, by definition,

\[
E(P uu^T P^T) = PC_N P^T = I_n.
\]

(6)

Equation (6) corresponds to Eq. (3) in AT99.

The assertion that (6) implies \( \hat{b} \) is BLUE depends on 5 assumptions, not all of which AT99 state: (i) \( P \) is nonstochastic; (ii) it does not matter that \( I_K \neq I_n \); (iii) there are no necessary conditions other than (6) for the GM Theorem to hold; (iv) the non-existence of \( C_N^{-1} \) has no implications for the properties of \( \hat{b} \) and (v) test statistics associated with \( \hat{b} \) do not depend on the assumption that \( C_N = \Omega \). All five assumptions are incorrect.

(i) As was observed in AT99, \( C_N \) (and \( P \)) are functions of random natural forcings so they are random matrices. Ignore for the moment the distinction between \( P \) and \( P^K \). AT99 set the randomness aside but the observation that the climate model generates “noisy” or random vectors is the motivation behind proposed refinements in Allen and Stott (2003) and elsewhere. Since \( u \) is random, if \( P \) is also random Eq. (6) is incorrect. Neither can it be the case that \( C_N = \Omega \) since one is random and the other is not. Using a standard decomposition, \( \hat{b} = b + (X^T P^T X)^{-1} X^T P^T P u \). To prove consist-

\(^1\) This set-up assumes we are focused only on explaining the spatial variation of temperature change. It would be possible to pool spatial and temporal dimensions but this would raise additional issues related to the need to test time series misspecifications so we will omit this aspect.

\(^2\) Note the \( N \) subscript stands for “noise” not the sample size, which is \( n \).
ency of the AT99 optimal fingerprinting method with random $P$ it needs to be shown (not merely assumed) that the second term on the right converges in distribution to $N(0, I_g)$, which requires proving the necessary conditions

$$\lim_{n \to \infty} \left( x^T P^T P X \right)^{-1} x^T P^T P u \bigg| X \bigg] = 0_g$$

and

$$\lim_{n \to \infty} \left( x^T P^T P X \right)^{-1/2} x^T P^T P \Omega P^T P X \left( x^T P^T P X \right)^{-1/2} = I_g$$

where the right-hand side of [N1] is a vector of $g$ zeros. Here the probability limit is over $n \to \infty$ but note that the rank of $P^{K\bar{k}}$ will be constrained to $K$ regardless of sample size, which would make proving [N1] and [N2] particularly challenging. AT99 sidestepped any discussion of these requirements by assuming $P^{K\bar{k}}$ is nonstochastic but in later literature when it was assumed to be random this issue was not revisited. This is true also of methods using regularized variance matrix estimators (see e.g. Hannart 2016) in which invertibility is achieved by using a weighted sum of $C_N$ and the $n$-dimensional identity matrix.

(ii) If $P^{K\bar{k}}$ is used in Eq. (6) the resulting identity matrix will have rank less than $n$ so GM condition (2) automatically fails and application of the AT99 method cannot yield a BLUE estimate of $b$. Even if $P$ is nonstochastic, the pseudo-inverse $(P^{K\bar{k}} P^{K\bar{k}})^+$ cannot equal $\Omega$ regardless of sample size so $\hat{C}_N$ is a biased and inconsistent estimator of $\Omega$. Using an inconsistent estimator of $\Omega$ does not necessarily prevent obtaining consistent coefficient covariances. White (1980) famously showed that under certain assumptions, if the estimator $\Omega$ consists of a diagonal matrix with the squared OLS residuals along the main diagonal it is inconsistent but $n^{-1} X^T \Omega X$ is nonetheless a consistent estimator of $n^{-1} X^T \Omega X$ (Davidson and MacKinnon 2004 p. 198). This is the so-called HC method and is a popular alternative to feasible GLS in statistics and econometrics. To obtain a comparable result, AT99 needed to show

$$\lim_{n \to \infty} (n^{-1} X^T \hat{C}_N X) = \lim_{n \to \infty} n^{-1} X^T E(\hat{u}u^T) X.$$

But even if this could be proven, and if its convergence properties could be shown to rival that of White’s method or the variants that have been proposed since then, all it would show is that the AT99 optimal fingerprinting method has the same consistency property as White’s method, which is much easier to use and does not introduce other forms of bias.

(iii) AT99 failed to state GM condition (3) and to test whether it holds or not. Failure of conditional invariance yields biased and inconsistent slope coefficients so it is critically important to detect and remedy potential violations. Adding $P$ to the model does not imply conditional invariance of $u$ or $\sigma^2$ to $X$ is no longer needed, instead it adds the requirement of invariance to $P$. Hence AT99 should have listed the analogue to Eq. (3) which in the nonstochastic $P$ case implies they needed to show

$$E(\hat{u}u^T P^T | X, P) = 0$$

Also Eq. (6) (Eq. (3) in AT99) as written was incorrect and should have been stated as

$$E(\hat{u}u^T P^T | X, P) = I_k.$$
however, that would only be the start of the matter since consistency of $\hat{b}$ depends on specific assumptions about the structure of $\Omega$ and that of the other variables in the regression model. Amemiya (1973) derived sufficient conditions for consistency and efficiency of a GLS estimator when the errors are known to follow a mixed autoregressive moving average process. But the proof depends on 5 assumptions about the numerical properties of $X$ and $u$ that might not hold in all applications. In the case of AT99 the reader is not told what assumptions about $X$ and $\hat{C}_{N}$ are necessary for $\hat{b}$ to converge in distribution to $N\left( \hat{b}, \left( X^{T} \hat{C}_{N}^{-1} X \right)^{-1} \right)$, the authors merely assert (p. 422) that it does. Especially in light of how small $K$ is in many applications, the non-existence of $\hat{C}_{N}^{-1}$ and the absence of proof of consistency means claims about the unbiasedness of optimal fingerprinting regression coefficients based on the AT99 method are conjectural. What is needed is a proof of the statement

$$[N5] \quad \sqrt{n}(\hat{b} - E(\hat{b})) \rightarrow N(0, V)$$

where $V = plim\left( n^{-1}X^{T} \hat{C}_{N}^{-1} X \right)^{-1}$. If $u$ is assumed to be Normal it would suffice to prove [N1] and [N2], otherwise a central limit theorem is required.

(v) The distribution of a test statistic under the null cannot be conditional on the null being false. Reliance on the assumption that $\hat{C}_{N} \cong C_{N} = \Omega$ creates a risk of spurious inference in the AT99 framework since it assumes that the climate model is a perfect representation of the real climate. The climate model embeds the assumption that greenhouse gases have a significant effect on the climate along with other assumptions about the magnitude and effects of natural forcings. In a typical optimal fingerprinting application, the researcher seeks to compute the distribution of a test statistic under the null hypothesis that greenhouse gases have no effect on the climate. No statistic can be constructed in the AT99 framework that maintains this assumption. Use of preindustrial control runs to generate $C_{N}$, or combining data from different climate models, does not remedy this issue since all such models, even in their preindustrial era simulations, embed the assumption that elevated greenhouse gases (if present) would have a large effect relative to those of natural forcings.

### 3 Residual consistency test

The foregoing has established that AT99 erred in claiming their method satisfies the GM conditions thereby yielding unbiased and efficient estimates. Violations of GM conditions are typically detected using standard specification tests as explained in any regression textbook. These have been missing in the optimal fingerprinting literature and instead practitioners have relied more or less exclusively on the RCT introduced in AT99. It entails obtaining an error covariance matrix $\hat{C}_{N}$ where the ′ denotes that it is from a different climate model than the one used to generate $P^{(K)}$ in Eq. (5), then using the quadratic form

$$RCT = u_{1}^{T}P^{T}P'u_{1}$$

where $P'$ is computed from $\hat{C}_{N}$ in the manner described above and $u_{1}$ is a set of residuals formed by plugging the estimated coefficients from Eq. (5) into Eq. (1). If RCT is less than the 5% critical value from the centered $\chi^{2}(K - g)$ distribution, where $g$ is the number of columns of $X$, the null hypothesis is not rejected.

But what is the null hypothesis? A difficulty in interpreting the RCT is that AT99 never stated it formally. They wrote (p. 424):

Our null-hypothesis, $H_{0}$, is that the control simulation of climate variability is an adequate representation of variability in the real world in the truncated state-space we are using for the analysis, i.e. the subspace defined by the first $K$ EOFs of the control run does not include patterns which contain unrealistically low (or high) variance in the control simulation of climate variability. Because the effects of errors in observations are not represented in the climate model, $H_{0}$ also encompasses the statement that observational error is negligible in the truncated state-space (on the spatio-temporal scales) used for detection. A test of $H_{0}$, therefore, is also a test of the validity of this assumption. If we are unable to reject $H_{0}$, then we have no explicit reason to distrust uncertainty estimates based on our analysis.

The first sentence is quite imprecise: what makes a control simulation “adequate”? It implies a bound on the bias matrix $D = \hat{C}_{N} - \Omega$ with no guidance as to how to quantify it or whether it approaches 0 as $n \to \infty$. The next two sentences imply that the null hypothesis also involves a condition on $\sigma^{2}$, namely that it is “negligible”, with no further clarification. The final sentence is meaningless at best, and in fact is untrue.

The first difficulty of interpreting the RCT is that AT99 do not formally connect it to GM conditions (7) or (8), so readers do not know which one is rejected if the RCT value is large, or which if either can be retained if the RCT is small. And since (7) and (8) are independent conditions, a small value of any single test statistic would not suffice to accept both. Moreover there can be many reasons conditions (7) and (8) fail so hypothesis tests need to be constructed against
specific alternatives. Even if we assume the regression errors are Normally distributed, alternatives not ruled out by $\mathcal{H}_0$ (for example non-linearity of the true regression equation) can yield residuals that follow a non-central $\chi^2$ distribution (see examples in Ramsey 1969) in which case use of the critical values from the central $\chi^2$ tables would be invalid. There is simply no one universal specification test. That is why standard regression textbooks recommend applying a battery of tests to check the GM conditions. Imbers et al. (2014) recommended using a somewhat wider range of specification tests but the advice has yet to be generally applied. Failure to reject the RCT has been interpreted as comprehensive support for fingerprinting model specifications, an entirely unwarranted assumption.

Thus it is not possible to assign meaning to either rejection or non-rejection of the RCT. The customary way to present a new test statistic is to state the associated null and alternative hypotheses mathematically, list all the assumptions necessary to derive its distribution, prove its distribution either exactly or asymptotically, and present evidence of its size and power either theoretically or based on simulations. A typical example (with some applicability to the RCT) is in Newey (1985). None of these steps were followed in AT99 nor in subsequent treatments of the issue. Users have thus been interpreting and relying on the RCT with no guidance as to its power, distribution or true critical values.

As a specific example of the problem, suppose that GM condition (7) does not hold and the coefficient estimates from model (5) are biased and inconsistent. This could happen if, for example, the matrix $X$ omits one or more variables on which $y$ significantly depends and which are partially correlated with one of the columns of $X$. Suppose also that the selected $C_N'$ matrix is diagonal with every entry on the diagonal, denoted $c_{ii}'$, varying in direct proportion to the corresponding squared element of $u_1$ but is always a little greater in magnitude. Then

$$\text{RCT} = \sum_{i=1}^{K} \frac{u_{i}^2}{c_{ii}'} < K.$$ 

By construction $C_N'$ satisfies $\mathcal{H}_0$ in the loose sense of being “adequate”. Since the 5% critical values for $\chi^2(K - 2)$ always exceed $K$, in the $g = 2$ case we will have $5\%$ critical value $> K > \text{RCT}$ hence the RCT would never reject. Other non-diagonal versions of $C_N'$ could be constructed which are likewise “adequate” yet as long as the elements of $P'TP'u_1$ are each a bit smaller than the corresponding values $1/u_{ii}$, RCT will not exceed $K$ even while the GM conditions fail to hold and the estimator $\tilde{b}$ is biased and inconsistent.

In sum, it is unclear what the RCT tests. This needs to be rectified by stating $\mathcal{H}_0$ formally, with specific reference to conditions (7) and (8), providing a proper derivation of the asymptotic distribution of the RCT under the null including a list of all the assumptions of the data generating process, specifying the assumed limiting properties of $D$, and presenting evidence of the RCT’s power characteristics. More specifically, to validate the use that has been made of the RCT to date requires proof of the following statement:

$$[N6] \quad [7] \ L \ [8] \iff u_1'P'TP'u_1 < \alpha_{.05}$$

where $\alpha_{.05}$ is the 5% critical value from the central $\chi^2(K - m)$ distribution.

4 Conclusion

The methodology of AT99 is seminal to the optimal fingerprinting literature (see reviews in IADAG 2005; Hegerl and Zwiers 2011; Bindoff et al. 2013 and Hannart 2016). A very large number of studies has appeared over the past two decades applying the AT99 method, or extensions thereof, to global (e.g. Hegerl et al. 1997, 2000; Tett et al. 1999; Allen and Stott 2003; Allen et al. 2006) and regional (e.g. Gillett et al. 2008) temperature indicators, as well as to other climate variables like atmospheric moisture (Santer et al. 2007), snow cover (Najafi et al. 2016), forest fires (Gillett et al. 2004) and others (see Hegerl et al. 2006). The literature resting on AT99 figures prominently in the increasing confidence with which the Intergovernmental Panel on Climate Change (IPCC 2013) and others have attributed most modern climate change to anthropogenic influences, chiefly greenhouse gases, especially since 1950. Inferences based at least in part on the AT99 methodology have driven some of the most consequential policy decisions in modern times.

Confidence in the results of the AT99 methodology rests on their claim that it satisfies the GM conditions and thereby yields unbiased and efficient coefficients, and that as long as the RCT yields a small score relative to the 5% critical values of the central $\chi^2$ distribution the variance estimator is valid. These claims are untrue. AT99 omitted a key necessary condition for the GM Theorem and misstated the others. The way the method is commonly used (with $K < n$) the GM conditions automatically fail. The omitted GM condition has never been mentioned or tested in the optimal fingerprinting literature and hence there is no assurance past fingerprinting results are unbiased or consistent. RCT values provide no assurance on this point. AT99 presented only a vaguely-worded null hypothesis and did not relate it to the GM conditions, nor did they state the necessary assumptions to derive its distribution.

Despite the long passage of time since its publication, owing to the influence of the AT99 methodology this situation should be rectified. The purpose of this comment is to encourage the authors of AT99 to do so by proving the six
necessary conditions [N1]—[N6], or alternatively to advise readers of the implications if it is not possible to do so.
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