Properties of self gravitating quasi-stationary states
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Abstract. Initially far out-of-equilibrium self-gravitating systems form, through a collisionless relaxation dynamics, quasi-stationary states (QSS). These may arise from a bottom-up aggregation of structures or in a top-down frame; their quasi-equilibrium properties are well described by the Jeans equation and are not universal, i.e. they depend on initial conditions. To understand the origin of such dependence, we present results of numerical experiments of initially cold and spherical systems characterized by various choices of the spectrum of initial density fluctuations. The amplitude of such fluctuations determines whether the system relaxes in a top-down or a bottom-up manner. We find that statistical properties of the resulting QSS mainly depend upon the amount of energy exchanged during the formation process. In particular, in the violent top-down collapses the energy exchange is large and the QSS show an inner core with an almost flat density profile and a quasi Maxwell-Boltzmann (isotropic) velocity distribution, while their outer regions display a density profile $\rho(r) \propto r^{-\alpha}$ ($\alpha > 0$) with radially elongated orbits. We analytically show that $\alpha = 4$ in agreement with numerical experiments. In the less violent bottom-up dynamics, the energy exchange is much smaller, the orbits are less elongated and $0 < \alpha(r) \leq 4$, with a density profile well fitted by the Navarro-Frenk-White behavior. Such a dynamical evolution is shown by both non-uniform spherical isolated systems and by halos extracted from cosmological simulations. We consider the relation of these results with the core-cusp problem concluding that this is naturally solved if galaxies form through a monolithic collapse.
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1. Introduction

Unlike typical short-range interacting systems, which tend to relax to thermodynamical equilibria through collisions, long-range interacting ones are driven to quasi-equilibrium configurations (or quasi-stationary states — QSS) by a mean-field collisionless relaxation dynamics. These QSS are close to virial equilibrium and their lifetime diverges with the number of particles $N$ because of the decreasing effect of two-body encounters [Lynden-Bell 1967; Padmanabhan 1994; Dauxois et al. 2002; Campa et al. 2014; Levin et al. 2014; Capuzzo-Dolcetta 2019]. A comprehension of the statistical properties of the QSS requires the understanding of how their dynamics determines the evolution of the system from an out-of-equilibrium condition to a quasi-stationary configuration.

If the long-range force at work is self-gravity, QSS are reached in two different frames, corresponding respectively to that of a finite and isolated system or to that of a system ‘embedded’ in an expanding space, this latter representing a typical cosmological case. In both cases, depending on the initial conditions (IC), the dynamics may correspond to a top-down monolithic collapse or to a bottom-up aggregation of substructures. In this work we will single out the properties of the IC determining which evolutionary path brings a certain configuration towards a QSS, regardless the system is finite and isolated or embedded in an infinite expanding background.

The top-down monolithic collapse is modeled, in the simplest way, as the progression of a gravitational instability out of the linearity, as it happens when the overdensity is such that the selfgravity dominates over the expanding background [Peebles 1980]. Actually, if the amplitude of a local overdensity is large enough then tidal effects of neighboring density perturbations can be neglected and its evolution proceeds, essentially, as that of an isolated perturbation: these are precisely the hypotheses assumed in the paradigmatic, non-linear, gravitational instability model that is analytically solvable, i.e. the spherical collapse model [Sahni & Coles 1993]. Indeed, the evolution of an isolated overdensity in an expanding background should reproduce, in
physical coordinates, that obtained in open boundary conditions without expansion (Joyce & Sylos Labini 2013). The collapse and stabilization of such an overdensity has been studied since the first numerical experiments with self-gravitating systems, in both isolated and embedded cases (Henon 1963; van Albada 1982; Aarseth et al. 1985; Aguilar & Merritt 1990; Theis & Spurzem 1999; Boily et al. 2002; Rov & Perez 2004; Boily & Athanassoula 2006; Barnes et al. 2009; Joyce et al. 2009; Sylos Labini 2012; Worrakitpoonpon 2013; Merritt & Aguilar 1985; Aguilar & Merritt 1990; Theis & Spurzem 1999; Sylos Labini 2013b; Sylos Labini et al. 2015; Benhaiem & Sylos Labini 2015; Benhaiem et al. 2016; Benhaiem & Sylos Labini 2017; Spera & Capuzzo-Dolcetta 2017).

On the other hand, a QSS can be originated from a bottom-up hierarchical aggregation process, in which smaller substructures merge to form larger and larger ones. If the system is infinite this process continues without ending while if the system is finite the aggregation eventually halts. Bottom-up structure formation is typical of standard cosmological scenarios, like the cold dark matter (CDM) one, because of the long-range nature of density correlations. In the case of cosmological systems, if the velocity dispersion is large then the collapse occurs for objects that are big enough to make their gravitational potential overcoming the ‘pressure’ due to random motions, that corresponds to the so-called hot dark matter scenarios. In this latter case, density correlations have a sharp cut-off beyond a scale which corresponds to the size of the perturbations that first become nonlinear (Peebles 1980).

The statistical properties of the QSS depend on which of the two evolutionary paths described above was actually followed by the system in exam. In particular, we will show in this paper that these properties are essentially related to the violence, in terms of the particle energy variation, of the process leading toward settling the system in a QSS: this being very quick in the case of a top-down monolithic collapse while slower for a hierarchical, bottom-up, aggregation process.

The focus of our study is the investigation of QSS with power-law density profiles and for this reason we consider cold IC that correspond to far out-of-equilibrium configurations, i.e., with a virial ratio $Q < 1$ if $Q > 1$ then the collapse is inhibited and the system relaxes gently to reach a configuration characterized by a compact core a very diluted halo (Benetti et al. 2014). We focus the attention on cold IC because only for that case a non-trivial power-law density profile is found to develop.

2. Models and methods

2.1 Isolated systems

We have considered two types of IC in our numerical experiments of finite systems. The first is represented by spherical, isolated, spatially homogeneous and cold overdensities of $N$ particles of mass $m$ with zero initial velocity in which particles are randomly distributed, i.e. have Poisson density fluctuations

$$\delta = \sqrt{\frac{\langle \Delta N^2 \rangle}{\langle N \rangle^2}} \approx N^{-1/2}.$$  

In order to explore the role of fluctuations we have let $N$ vary in the range $10^4 - 10^6$ while the total mass and size of the system are taken constant. We have chosen a normalization to an astrophysical object; the total mass is $M = 10^{10} M_\odot$, the initial radius is $R_0 = 100$ kpc so that the free-fall time

$$\tau_{ff} \approx \frac{1}{\sqrt{G \rho}} \approx 1.5 \text{ Gyr} \quad (1)$$

where $\rho = 3M/(4\pi R_0^3)$ is the system density. As mentioned in the introduction, the most violent evolution occurs, of course, when the initial velocity dispersion is zero ($Q = 0$); when the initial virial ratio is in the range $-0.5 < Q < 0$ then the collapse is less violent but, qualitatively, the dynamical evolution remains the similar to that of $Q = 0$ (Sylos Labini 2013b). For warmer IC, i.e. $-1 < Q < -0.5$, instead, when the collapse is halted by the effect of the large velocity dispersion and the system reaches a configuration characterized by a compact core and a very diluted halo (Benetti et al. 2014).
The second family of IC is still represented by isolated, almost spherical, spatially homogeneous and cold systems that have the same $M, R_0$ as before, but having initial density fluctuations larger than Poisson ones. These are generated by randomly distributing $N_c$ points in a sphere of radius $R$. Each of these points is then considered as a center of a spherical sub-system of $N_p$ particles that are also randomly distributed in a smaller spherical volume. We take the radius of each subsystem to be $r_s = 2\Lambda_c$ where $\Lambda_c$ is the average distance between the $N_c$ particles, i.e. $\Lambda_c = 0.55(3N_c/3\pi R_0^3)^{1/3}$. In this way a moderate overlap between different sub-clumps is allowed so too smooth out initial fluctuations when $N_c$ is sufficiently large, i.e. $N_c > 10^2$. The total number of particles is thus $N = N_c \times N_p \approx 10^6$. A realization can be characterized by the parameter

$$\gamma = \frac{N_c}{N}$$

where we have chosen $\gamma \in [10,10^5]$ where $\gamma = 10^5$ for the initially strongly clustered case and $\gamma = 10$ for the less clustered one. Indeed, the smaller is $N_c$, the larger is $\gamma$ and the larger are the initial fluctuations $\delta \sim N^{-1/2}_c \sim (\gamma/N)^{1/2}$ in sufficiently large scale $r > \Lambda_c$. The initial velocities are taken to be zero as in the previous case.

2.2. The code

All our simulations have been performed by means of the publicly available and widely used code Gadget-2 (Springel 2002). The gravitational interaction is evaluated by direct summation over close neighbors and via a multi-polar expansion on a larger scale. In this way, the number of computations is sensibly lower compared to the usual $N^2$ scaling, characteristic of the direct-summation $N$-body algorithms. The gravitational interaction on the small distance scale is regularized with the so-called gravitational softening $\varepsilon$; the force has its purely Newtonian value at separations greater than $\varepsilon$ ($r \geq \varepsilon$) while it is smoothed at shorter separations. The assumed functional form of the regularized potential, is a cubic spline interpolating between the exact Newtonian potential at $r = \varepsilon$ and a constant value at $r = 0$ where the mutual gravitational force vanishes (the exact expression can be found in Springel 2002). A detailed study of the parameter space of the code Gadget-2, for simulations considering only Newtonian gravity, has been reported in Joyce et al. (2009); Sylos Labini (2013b). In the simulations that we discuss in what follows we always keep energy, momentum and angular momentum conservation at a level of precision better than 1%.

The criterion for our choice of softening length $\varepsilon$ is that this is sufficiently small so the numerical results are independent of it, and we interpret our results as being representative of the limit $\varepsilon = 0$. A convergence study by varying $\varepsilon$ is presented in Joyce et al. (2003), where it was concluded that results are $\varepsilon$ independent as long the minimal radius of the system $R_{\text{min}}$ during the collapse is larger than $\varepsilon$. We take $\varepsilon = 0.05$ kpc but we have also considered experiments with $\varepsilon = 0.005$ kpc. Given that collisional effects are negligible, occurring on much longer time scales than the collapse characteristic time scale, this result can be understood as due to the fact that the system remain Newtonian as long as $R_{\text{min}} \gg \varepsilon$.

2.3. Cosmological halos

We have analyzed several halo catalogs from the Abacus project (Garrison et al. 2018, 2019). A high resolution simulation was run to produce halos with a relatively large number of particles (i.e. $N \sim 10^5 - 10^6$): this has a total of 700$^3$ particle in a box of side $L = 200$ Mpc/h. The cosmology was a CDM with a cosmological constant and neutrinos included in the background expansion. With these parameters the particle mass is $M = 2 \times 10^9 M_\odot$. Halos are identified by means of the Abacus halo finder, called the CompaSO Halo Finder.

The softening length is fixed in proper, i.e. not comoving, coordinates, and it is chosen to be $\varepsilon = 7$ kpc/h (Plummer-equivalent, although spline softening was used). Then halo catalogs were generated at a few epochs.

It should be emphasized that there is a long-standing discussion in the literature concerning small scale resolution effects in cosmological N-body which is still not clarified. Beyond issues of numerical convergence, it is important to understand the limits imposed on the accuracy of results by the use of a finite number of particles to represent the theoretical continuum density field, and the associated introduction of a smoothing scale $\varepsilon$ in the gravitational force that imposes a lower limit on the spatial resolution. The question of the suitable value of the ratio $\varepsilon/\ell$ (where $\ell$ is the initial inter-particle distance) has been the subject of long-standing controversy (see, e.g., Joyce & Sylos Labini (2013); Sylos Labini (2013a); Haashev & Barkov (2018) and references therein). The use of a softening length that is fixed in physical coordinates rather than in comoving coordinates should mitigate the resolution effects but a more detailed study is needed to proof that this is the case. Hereafter we are not going to discuss this issue: rather the point of view we adopt in this work is to study which are the physical properties of the QSs without investigating the difficult problem of whether resolution effects, especially on small scales, has modified them with respect to the ones expected in the proper continuum limit.

---

2 Data are available from https://1garrison.github.io/AbacusCosmos/
3 This is a hybrid algorithm described in https://abacussummit.readthedocs.io/en/latest/compaso.html
4 The convention that $a = 1$ at $z = 0$ was used, so the proper and comoving softening lengths are both equal to 7 kpc/h at $z = 0$. 
3. Properties of the Quasi Stationary States

3.1. Statistical estimators

Let us call $k_i$, $\phi_i$ and $e_i$ the kinetic, potential and total (i.e., $e_i = k_i + \phi_i$) energy of the $i$th particle of the system of fixed mass $n_i = m$. Let $K$, $W$ and $E = K + W$ the system kinetic, potential and total mechanical energy, and $M = Nm$ the total system mass. In absence of dissipative mechanisms, the system total energy $E(t)$ is clearly conserved along the system evolution as well as its total linear and angular momenta. Actually, as mentioned above, by monitoring the behavior of these quantities we have a global control of the accuracy of the numerical integration.

The quantity

$$\Delta(t) = \frac{1}{\langle e(0) \rangle} \left( \sum_{i=1}^{N} \frac{(e_i(t) - e_i(0))^2}{N} \right)$$

(3)

is a measure of the global exchange of the particle energies over the interval from zero and a generic time $t$, in units of the initial average energy per particle

$$\langle e(0) \rangle = \frac{1}{N} \sum_{i=1}^{N} e_i(t = 0).$$

(4)

We can consider the estimators

$$n(r,t) = \frac{1}{\Delta V} \sum_{i=1}^{\Delta N(r)} \delta(r-r_i, t),$$

(5)

$$k(r,t) = \frac{1}{\Delta N} \sum_{i=1}^{\Delta N} k_i(r, t),$$

(6)

$$\phi(r,t) = \frac{1}{\Delta N} \sum_{i=1}^{\Delta N} \phi_i(r, t),$$

(7)

that are volume averages in a sampling volume $\Delta V$ containing $\Delta N$ particles of the number density profile (in Eq 5 $\delta(r-r_i)$ is the Dirac’s delta function), and of the kinetic and potential energy. Other useful statistical indicators are the particle energy distribution, $p(e)$, and the velocity distribution $f(v)$.

The description of the QSS arising from a non-collisional dynamics can be approached in terms of the self-consistent Vlasov-Poisson system of equations (Binney & Tremaine 2008). When the long-range force is gravity and specified to stellar dynamics, the Vlasov equation turns in the Jeans equation (Jeans 1915; Binney & Tremaine 2008). In spherical symmetry, the Jeans equilibrium implies that the function

$$\psi(r) = -\frac{\langle v^2_r(r) \rangle}{\rho(r)} \frac{d\rho(r)}{dr} + \frac{d\langle v^2_r(r) \rangle}{dr} + \frac{2\beta(r)\langle v^2_r(r) \rangle}{r} \approx 1$$

(8)

where, in Eq (8) $\rho(r)$ is the mass density, $v_r(r)/v_t(r)$ the radial/tangential velocity and

$$\beta(r) = 1 - \frac{\langle v^2_r(r) \rangle}{\langle v^2_t(r) \rangle},$$

the anisotropy parameter such that $\beta = 0$ for isotropic orbits and $\beta = 1$ for radial orbits.

3.2. Power-law profiles of quasi stationary states

Numerical simulations show that the QSS formed by the collapse of an isolated, cold and initially uniform spherical overdensity has a density profile of the type (van Albada 1982; Aarseth et al. 1988; Joyce et al. 2009; Sylos Labini 2012)

$$n_{vr}(r) = \frac{n_0}{1 + \left(\frac{r}{r_0}\right)^{\gamma}},$$

(9)

where $n_0, r_0$ are two parameters which depend on the specific case under study.

On the other hand, in the context of cosmological simulations in the CDM scenario, a universal density profile nicely fits the dark matter structures in the highly non-linear regime, the so-called halos. This fitting formula is the so-called NFW profile (Navarro et al. 1997; Taylor & Navarro 2001; Navarro et al. 2004)

$$n(r) = \frac{n_0}{\left(\frac{r}{r_0}\right) \left(1 + \frac{r}{r_0}\right)^2},$$

(10)

The main difference of the profile in Eq (9) stands in its cuspy behaviour and in its shallower decay at large distances ($r \gg r_0$).

It should be noticed that the dynamical processes underlying the formation of the profiles in Eq (9) and Eq (10) are different. Indeed, in CDM models, the clustering proceeds bottom-up through the subsequent merger of structures into larger ones. This happens because initial density fluctuation field are characterized by long-range correlations: indeed, the correlation function decays as $\sim r^{-1}$ in the range of scales relevant for cosmological structure formation, and, correspondingly, the power spectrum grows as $\sim k^2$ (where $k = 2\pi/r$) (Peebles 1980). Although halos are commonly considered as the building blocks of non-linear structures formed in a cosmological context, a full theoretical understanding of their properties is still lacking (see, e.g., Theis & Spurzem 1999; Binney & Knebe 2001; Diemand et al. 2004; Levin et al. 2008).

With regard to the density profile in Eq (9) reached as QSS of an isolated monolithic collapse, it is seen that at virialization, the orbital distribution is radially biased, thing that implies a non-isotropic velocity distribution (Sylos Labini 2013b). In what follows we will derive a similar conclusion by using the Jeans equation: further we will show that this analysis can shed light on the more general case of the density profile in Eq (10) that is not characterized by a single exponent.
the number of particles in shells is small, i.e. (see Fig.1): at small distances the signal is noisy because ‘halo’ tion, in particular the differentiation between ‘core’ and properties of the QSS, that is formed after the virializa-
Joyce et al. (2009). We are now going to consider the of the particle energy change was firstly discussed by Spera & Capuzzo-Dolcetta (2017), while the mechanism played by density fluctuations during the collapse (Sylos Labini et al. 2015). The specific key-role of the QSS at this case is \( t \approx 5 \) Gyr; in particular, the three main components of the system after the collapse are highlighted: two of them constitute the actual QSS, namely the core (i.e., \( r < r_0 \)) and the outermost bound particles that forms the halo (\( r > r_0 \) and \( e < 0 \)) while the remaining component is made of free particles.

A gas under steady state conditions at a temperature \( T \) immersed in a conservative force field, is characterized by a distribution function that differs from the Maxwell-Boltzmann (MB) distribution by the exponential factor \( \exp(-\Phi(r)/kT) \), where in this case the "temperature" can be defined through the particle velocity dispersion. In this situation that the equilibrium distribution function for this case is

\[
f(r, r) = n_0 \left( \frac{m}{2\pi kT} \right)^{3/2} \exp \left( -\frac{mv^2/2 + \Phi(r)}{kT} \right).
\] (11)

Consequently, the number density for a system described by this distribution function is given by

\[
n(r) = n_0 \exp(-\Phi(r)/kT).
\] (12)

The velocity distribution function in the core (see the upper and middle panels of Fig.3) is well approximated by

3.3. The case of a uniform and isolated spherical overdensity

The collapse of an initially uniform sphere is a paradigmatic case investigated numerically by a large number of authors (Henon 1964; van Albada 1982; Aarseth et al. 1988; Aguilar & Merritt 1990; Theis & Spurzem 1999; Boily et al. 2002; Roy & Perez 2004; Boily & Athanassoula 2006; Barnes et al. 2009; Joyce et al. 2009; Sylos Labini 2012; Worrakitpoonpon 2013). The specific key-role played by density fluctuations during the collapse has been studied by, e.g., Aarseth et al. (1988) and Spera & Capuzzo-Dolcetta (2017), while the mechanism of the particle energy change was firstly discussed by Joyce et al. (2009). We are now going to consider the properties of the QSS, that is formed after the virialization, in particular the differentiation between ‘core’ and ‘halo’. The QSS is in equilibrium and indeed Eq[5] is satisfied (see Fig.4): at small distances the signal is noisy because the number of particles in shells is small, i.e. \( N < 10^2 \), and

5 Unless specified all distances are expressed in kpc and all times in Gyr. The velocities is measured in km/s.
a MB distribution. The fit has been done by defining the core in two different ways: i) all particles with \( r < r_0 \) where \( r_0 \) was estimated from the best fit of the density profile and ii) by considering an energy threshold, i.e. \( e/e_0 < -20 \) where \( e/e_0 = -20 \) corresponds to the inner peak of \( p(e) \) and \( e_0 \) is defined in Eq.3. In the latter case the fit is better than in the former one: we interpret this as due to the fact that the energy threshold selects the particles in the inner core better than the distance cut, as in that case particles that have higher energy and thus belong to the halo at a subsequent time can be confused with the core particles. The temperature \( T \) can be thought to be an effective temperature related to an isotropic and scale-independent velocity dispersion, i.e. it does not represent a real equilibrium thermodynamical temperature. Fig.5 (bottom panel) shows the almost flat density distribution in the central region where, additionally, the velocity distribution is isotropic.

Thermal equilibrium is reached in the core driven by two-body collisions. Indeed, the order of magnitude of the time scale for collisional relaxation is (Binney & Tremaine 2008)

\[
\tau_{2b} \approx \frac{N}{\log N} \tau_{dyn} \approx \frac{N}{\log N} \sqrt{\frac{\rho_0}{\rho}} \tau_{ff}
\]

where \( \tau_{ff} \) is the free fall time of the system (that has initial density \( \rho \) — see Eq.1, \( \tau_{dyn} \sim (G\rho_0)^{-1/2} \) is the dynamical time of the core with density \( \rho_0 \gg \rho \). In the core, i.e. for \( r < r_0 \), we find that \( \rho/\rho_0 \sim 10^{-3} \) and \( N/\log(N) \sim 10^2 - 10^3 \) (log is the decimal logarithm) and thus \( \tau_{2b} \approx \tau_{ff} \); two-body relaxation is efficient enough to establish thermal equilibrium in the core in a timescale of order of \( \tau_{ff} \). Note that an approximate thermal equilibrium is reached in the short timescale corresponding to the global collapse of the system \( \tau_{dyn} \) and that on a much longer timescale, driven by two-body encounters; eventually the QSS that emerges from the violent relaxation process will undergo to a gravothermal collapse.

The power law fit to the density profile is very well defined for \( r \geq 4r_0 \); such a region contains most of the system’s mass and it is surrounded by a lower density region of bound particles, still spherically symmetric distributed, in which the density displays a power-law decay and whose velocity distribution is radially biased. Given these conditions, we aim to find the relation between the exponent \( \alpha \) of the power-law fit to the density profile, i.e. \( \rho(r) \sim r^{-\alpha} \), and the anisotropy parameter \( \beta(r) \) given that the Jeans equation (Eq.8) is satisfied. We note that, under the hypotheses mentioned above, the gravitational potential decays, for \( r > r_0 \), as \( \phi(r) \sim -GM_0/r \), corresponding to a force that decays as \( r^{-2} \) (see Fig.4).

In this external zone, due to low density, the self-interaction between particles can be neglected so that the maximum speed of a particle at distance \( r \) is the local escape velocity, i.e. \( v_{esc}^2 = \sqrt{GM_0/r} \) (see the upper panel of Fig.5).

By assuming that the probability distribution function (PDF) of \( v_r(r) \) is uniform in the range \([ -v_{esc}^2(r), v_{esc}^2(r) ] \), a situation that occurs if the system is virialized (see the middle panel of Fig.5), we find

\[
v_{ff}^2(r) = \int_{-v_{esc}^2(r)}^{v_{esc}^2(r)} p(v_r) v_r^2 dv_r = \frac{1}{3} \frac{GM_0}{r}
\]

The bottom panel of Fig.5 shows that Eq.13 well approximates the measured behaviors. From Eq.8 and Eq.13 we
find that for $r > r_0$

$$\frac{1}{\rho(r)} \frac{d\rho(r)}{dr} = \frac{1}{r} \left( \frac{\phi_0}{r^2(0)} + 1 - 2\beta(r) \right) = -\frac{2(1 + \beta(r))}{r}. \quad (15)$$

If we take $\beta(r) = 1$ we find

$$\rho(r) \sim \frac{\rho_0}{r^4}, \quad (16)$$

that well approximates the power-law tail observed in numerical simulations, i.e. Eq.8.

In these same approximations we find, for $r \gg r_0$

$$\alpha \approx 2(1 + \beta) \rightarrow 4 \text{ for } \beta \rightarrow 1. \quad (17)$$

However, one should be careful in extrapolating Eq.17 for any value of $\beta, \alpha$: indeed, in general the situation is more complicated as neither Eq.14 nor $|\phi| \sim 1/r$ is satisfied when the density decays slower than $r^{-4}$ and one should consider Eq.8 instead of Eq.17 and thus $\alpha$ is expected to have a non-trivial dependence on $\beta$ and on the whole mass distribution.

In summary, in the case of a violent relaxation of an isolated, cold, spherically symmetric, uniform mass distribution we have obtained the limiting behaviors (see Fig.6)

$$\alpha \rightarrow 0 \text{ for } \beta \rightarrow 0 \quad r \leq r_0 \quad (18)$$

$$\alpha \rightarrow 2(1 + \beta) \text{ for } \beta \rightarrow 1 \quad r \gg r_0.$$

### 3.4. Isolated spherical over-densities with non-Poissonian fluctuations

As discussed Sect.2, the key parameter of the second family of IC is $\gamma$ (see Eq.2): when $\gamma = 10$ the number of centers is only ten times less than the number of particles, and thus fluctuations are slightly greater than in the purely Poissonian case. On the contrary, when $\gamma \approx 10^5$ the IC consist of sub-clumps that have collapse timescales shorter than that of the system as a whole. In this situation sub-clumps collapse almost independently from each other and, then, the different sub-structures merge. A separation of spatial and temporal scales occurs only when the IC is highly inhomogeneous, i.e. few centers. The intermediate range for $\gamma$, $10 < \gamma < 10^5$, is the most interesting to study.

Figure 7 shows the behavior of the quantity $\Delta(t)$, defined by Eq.3, that measures the amount of energy exchanged among system particles: there is a clear trend showing that the more uniform is the IC the larger is the energy variation. This trend is in line with the Poissonian
Fig. 7. Behavior with time of the quantity $\Delta(t)$ (see Eq.3) in simulations of isolated spherical over-densities with non-Poissonian fluctuations with different values of $\gamma$. The behavior for the case of the initially Poissonian spherical over-density is shown for comparison.

Fig. 8. Time evolution of the virial ratio $Q(t)$ in simulations of isolated spherical over-densities with non-Poissonian fluctuations with different $\gamma$. The case of the initially Poissonian spherical over-density is also shown for comparison (in black).

In order to clarify the statistical and dynamical properties of the QSS let us focus on the case in which initial fluctuations are large but the number of sub-clusters is still large enough so that they have a substantial overlap and thus there is not a separation of length and time scales in the collapsing phases of the whole structure and of its substructures. We thus focus on the case $\gamma = 10^4$.

Fig. 10 shows the velocity dispersions as a function of distance to the centre in the asymptotic QSS. One may identify three different regimes that correspond to:

- (i) an inner region where the dispersion slightly grows inward in an almost isotropic manner, i.e. $\langle v_r^2 \rangle \approx 2 \langle v_T^2 \rangle$, corresponding to $\beta(r) \approx 0$,
a limit in radial distance (i.e., inner regions have been done in two ways: by considering dispersion) than for the uniform case. The selection of the fit, clearly at a much lower “temperature” (i.e. velocity)

\[ \langle v^2 \rangle \]

a Maxwell Boltzmann distribution represents here a good approximation for the Poissonian IC. As for the case of the Poissonian IC, the tail is made by particles with slightly negative energy, while particles in the outermost region have

\[ e > 0. \]

Figure 12 shows the particle energy distribution: particles in the core are selected as those having \( r < r_0 \), where in this case \( r_0 \) approximately coincides with the peak of \( \langle v^2 (r) \rangle \) (see Fig.11) and the ejected particles have \( r > r_f \) where \( r_f \) is estimated to be the (time dependent) scale at which \( \langle v^2 (r) \rangle \approx \langle v^2_c (r) \rangle \). The core is populated by the most bound particles, the tail is made by particles with slightly negative energy, while particles in the outermost region have \( e > 0 \).

Equilibrium is reached driven by two-body collisions even in this case.

Figure 13 shows the velocity distribution of the inner regions of the asymptotic QSS for a the case of a very clustered IC, i.e. \( \gamma = 10^4 \). The selection has been performed in energy (i.e., \( e < 10e_0 \)) the best-fitting Maxwell-Boltzmann distribution represents here a good approximation for the Poissonian IC. As for the case of the Poissonian IC, the tail is made by particles with slightly negative energy, while particles in the outermost region have \( e > 0 \).

Figure 14 shows the density profile in the inner core of the asymptotic QSS for a the case of a very clustered IC, i.e. \( \gamma = 10^4 \); the best-fitting with Eq.12 is also shown.

- (ii) a tail where the dispersion (in all components) decreases as a function of the radial distance and \( \langle v^2 \rangle > \langle v^2_t \rangle \),
- (iii) an outermost regions where \( \langle v^2 \rangle \approx 0 \), that is where highly energetic particles move on quasi-radial orbits.
Fig. 15. Upper panel: behavior of the exponent of the density profile $\alpha(r)$ of a QSS with $\gamma = 10^4$. Bottom panel: behavior of the anisotropy parameter $\beta(r)$ as a function of the distance from the center.

Fig. 16. Absolute value of the gravitational force as a function of function of scale in the QSS in simulations with different values of $\gamma$.

ter density) is clear only when $\gamma < 10^3$. For large $\gamma$, for instance $\gamma = 10^4$, the force has a short range of radial growth to decay after $r^{-1}$ in an intermediate range of distance scales.

3.5. Cosmological halos

As mentioned in Sect. 2, we have also considered a set of data extracted from the Abacus simulations (Garrison et al. 2018, 2019) representing the so-called halos typical of cosmological simulations. Their shape is typically ellipsoidal and are characterized by several substructures. Nevertheless, we treat these systems in spherical symmetry, as the ratio between the axis is close to one, and we compute the center as the minimum of the potential energy. A certain degree of arbitrariness in the definition of the particle memberships. The radial behavior of the average square velocity resembles that observed in isolated spherical collapse models with non-Poissonian fluctuations (see Fig. 11): indeed, $\langle v^2(r) \rangle$ grows with distance reaching a maximum at $\sim r_0$ and then it decays at large distances. The radial and transverse velocity dispersion (not plotted) display a similar behavior. The radial scale $r_0$ roughly separates the two regimes.

In what follows, we report results for the three more massive halos H49850, H40661 and H965 that contain, respectively, $\sim (8, 4, 3) \times 10^5$ particles. We checked that, when considering smaller halos the results do not qualitatively change but the statistical estimators are noisier.

The density profiles of two halos are shown in upper panel of Fig. 17. The density profile slope changes from $\alpha \approx -1$ in the inner region to $\alpha = -2$ in the outer region of the system. The NFW profile (see Eq. 10) provides good fits of the behaviors but in the outermost part of the tail, where, as we noticed, there is some arbitrariness in the definition of the particle memberships. The radial behavior of the average square velocity resembles that observed in isolated spherical collapse models with non-Poissonian fluctuations (see Fig. 11): indeed, $\langle v^2(r) \rangle$ grows with distance reaching a maximum at $\sim r_0$ and then it decays at large distances. The radial and transverse velocity dispersion (not plotted) display a similar behavior. The radial scale $r_0$ roughly separates the two regimes.

The particle energy distribution in shown in Fig. 18: a small fraction of the particles has positive energy in all the three cases: this fraction clearly depends on the manner the external part of the halos has been selected. Differently from Fig. 2 and Fig. 9, in this case the energy is normalized to $e_0 = W m / M$, where $W$ is the gravitational potential energy of the system at redshift $z = 0$ (i.e., not the ini-
Fig. 18. Particle energy distribution in the three largest Abacus halos. In this case the energy is normalized to \( e_0 = W m / M \) where \( W \) is the total gravitational potential energy of the system at \( z = 0 \) (i.e., not the initial one) \( M \) is its mass and \( m \) the particle mass.

The overall shape of these \( p(e) \) is very similar to those obtained in the case of isolated spherical collapse models with non-Poissonian fluctuations and large \( \gamma \) (see Fig. 15).

The halos are close to an equilibrium condition as described by the Jeans equation (see Eq. 8), i.e. \( \psi(r) \approx 1 \) (see Fig. 19): at small distances \( \psi(r) \) has shot-noise fluctuations while the outermost region of the tail is out-of-equilibrium as particles have positive energy. In the intermediate region \( \psi(r) \) presents larger fluctuations than for the case of the uniform sphere (Fig. 11): this is probably due to the presence of more substructures and to the influence of neighboring density perturbations, as now these over-densities are not isolated as in the previous cases.

The inner region shows the velocity distribution that is well approximated by a MB distribution (see Fig. 19). Inner region particles were selected by considering a radial distance cut (i.e., \( r < r_0 \)) and, alternatively, an energy cut: in the latter case the MB distribution fits better the data, as for the cases of Fig. 3 and Fig. 13. If we use Eq. 12 to compute the density profile of the inner region we obtain a fit worse than in the cases discussed previously (see Fig. 20) but still reasonably good. On the other side, the fit is particularly rough at large radial distances: this is probably due to that the halo is not actually isolated in these simulations.

Figure 22 shows the behavior of the absolute value of the gravitational force in the three examined massive halos: this is approximately constant at small radii and then it decays as \( \sim r^{-1} \) at large distances, a behavior consistent with the density profile shown in Fig. 17. The large fluctuations in the force profile, especially for the case of the halo H49850, are due to sub-structures.

Finally, the anisotropy parameter (bottom panel of Fig. 23) is \( \beta \approx 0 \) in the inner zone (where \( n(r) \sim r^{-1} \) while \( \beta \approx 0.5 \) in the outer regions of the system (where \( n(r) \sim r^{-2} \)).
3.6. Discussion

In high-resolution simulations of CDM halos it was noticed (Taylor & Navarro 2001) that the coarse-grained phase-space density decays as

$$\frac{\rho(r)}{\langle v^2(r) \rangle^{3/2}} \sim \frac{1}{r^\mu},$$

(19)

where $\mu \approx 1.875$. We compare results of our experiment with the above behavior, starting from the violent collapse case of a uniform sphere. In this case, combining Eq.9 and Eq.14 we find $\mu = 5/2$ in the tail, while in the core $\mu \approx 0$ (see upper panel of Fig. 24). The QSS established after the collapse of spherical distributions with non-Poissonian fluctuations show a behavior that depends on the parameter $\gamma$: when $\gamma$ is small, and thus the initial fluctuations are close to Poissonian, then the slope $\mu$ is similar to the that of the Poissonian case. When instead the distribution is initially clustered, i.e., $\gamma = 10^3 - 10^4$, then the slope is $\mu \approx 1.875$ (see the middle panel of Fig. 24).

The different behavior observed for the isolated and clustered simulations in function of $\gamma$ is again a good evidence that by changing such a parameter the mean-field and collisionless dynamics that drive system to reach a QSS passes from being close to a top-down monolithic collapse to a bottom-up hierarchical aggregation process. Finally, in the cosmological halos of the Abacus simulations of the previous subsection we find $\mu \approx 1.875$, thus very similar to the isolated case with $\gamma = 10^3 - 10^4$ (see the bottom panel of Fig 24).

For the case of cosmological halos, there have been attempts to determine the slope of the density profile $\alpha$ for spherically symmetric and isotropic systems that are in Jeans equilibrium and that exhibit power-law coarse-grained phase-space density (Taylor & Navarro 2001). It was formally shown that the allowed density slopes $\alpha$ lie in the range $[1, 3]$ (Hansen 2004). It was then noticed that, in halos extracted from cosmological simulations, there a linear relationship between the density slope and the anisotropy parameter (Hansen & Moore 2006).
Hansen & Stadel 2006, Hansen et al. 2006, although with a large scattering, where for $\alpha \to 3$ for $\beta \to 0.5$ and $\alpha \to 1$ for $\beta \to 0$. These trends are similar to what we obtain examining the Abacus halos but not for case in which the more violent relaxation occurring when a monolithic collapse takes place as in this latter case $\alpha \to 0$ for $\beta \to 0$. This situation thus shows that the relation between $\alpha$ and $\beta$ is determined by the dynamical mechanism at work rather being universal as argued by Hansen & Moore 2006.

From an analytical point of view, by using the hypotheses that both the coarse-grained phase-space density and the density profile being a power-law in distance allowing for the possibility that the velocity distribution is not isotropic and the empirical linear relation between $\alpha$ and $\beta$, it is possible to solve the Jeans equations analytically and extract the relevant statistical information of the system. However, a purely power-law coarse-grained phase-space density approximates well the observed behavior only for the case of a bottom-up dynamics but not for the top-down one.

4. Conclusions

Two competing processes work to determine the dynamical evolution of finite initially spherical and cold self-gravitating systems: on one hand they undergo to a global (top-down) collapse driven by their own rapidly varying gravitational field, and, on the other hand, internal density fluctuations lead to formation of local substructures of growing size through a (bottom-up) aggregation process. Therefore, in general, there is a sort of competition between a top-down and a bottom-up mean-field collisionless dynamics. Anyway, in both cases collisional effects are negligible because of their much longer time scale respect to that giving rise to quasi-stationary states (QSS).

The properties of the QSS formed depend on the evolutionary paths they have followed, and thus on which of the above mentioned two mechanisms prevails during the relaxation from the out-of-equilibrium IC to the quasi-stationary configuration. In particular, the dynamics is different depending on the type of correlation properties between initial density perturbations. When the amplitude of initial fluctuations is small, a global collapse takes place and the system relaxes into a QSS in a very short time: the signature of this process is a wide energy exchange between particles. On the other hand, in case of large initial fluctuations, the bottom-up aggregation process becomes predominant over the global collapse and, so, clustering at small scales builds up larger and larger substructures halting, actually, the global collapse. That is, the fragmentation into large and growing substructures inhibits the occurrence of a large variation of the overall system size and, consequently, the particle energy distribution only moderately changes.

We have considered a family of simple IC representing isolated, spherical and ‘cold’ distributions of particles with different spectra of initial density fluctuations. By varying the initial amplitude of initial density perturbations we find that it is possible to select the mechanism through which the out-of-equilibrium IC are driven to form a QSS.

As we said above, for the case of a top-down (monolithic) collapse which occurs whenever the amplitude of initial density fluctuations are small, the particle energy distribution changes significantly in a rapid interval of time centered around the time of maximum system contraction (essentially the free-fall time): such variation is given by the interplay of the finite size of the system with the growth of density perturbations during the collapse. In this situation, the QSS are characterized by a compact core, that contains a significant fraction of the system mass and that shows an almost isotropic velocity distribution. The core is surrounded by a low density region where orbits are quite elongated, i.e. where the velocity anisotropy parameter $\beta$ tends to 1. By an argument based on the assumption of validity of the Jeans equation, we were able to show that the inner region of a system emerging by a violent top-down collapse is characterized by an almost flat density profile while the outer power law decay of density is $\rho(r) \sim r^{-4}$, a behavior that is actually observed in the numerical experiments of initially cold and uniform systems.

On the other hand, when initial perturbations are of large enough amplitude then a quasi-stationary state is reached through a bottom-up, hierarchical, aggregation process: small sub-structures merge to form larger and larger ones. This process is accelerated when initial density correlations are long-range. That is, at given initial fluctuations amplitude, the smaller the power-law index $n \in (-3, 0]$ of the density fluctuation power spectrum $P(k) \sim k^n$ the faster the evolution of the bottom-up mechanism of structure formation. In this latter situation, the variation of the particle energy distribution is smaller than in the former and, for this reason, the orbits in the outermost regions of the system are less radially elongated. The exponent of the density profile is $0 < \alpha \leq 4$ and the anisotropy parameter is $0 \leq \beta < 1$. When initial density perturbations are large enough the core-halo structure is not formed. In this case the profile is better fitted by a NFW behavior.

We have also demonstrated that the halos formed in cosmological N-body simulations in the standard CDM scenario, although they are not isolated but rather embedded in the tidal field of neighboring structures, show properties similar to QSS obtained in the simple isolated and spherical cases considered here, in the case of large enough initial fluctuation amplitudes. Indeed, in CDM-like cosmologies, density fluctuations are long-range correlated (i.e., $P(k) \sim k^{-2}$) and, as said above, this situation implies the development of a bottom-up aggregation process rather than a top-down scenario through the collapse of large over-densities. We can thus conclude that isolated, spherical and dynamically cold systems with different choices of initial density perturbations amplitude represent a useful tool to study the formation of QSS through a mean-field collisionless dynamics, both when
the clustering proceeds in a bottom-up and in a top-down way. The fact that systems emerging from cosmological environment have similar properties to those emerging from isolated IC imply that, when fluctuations are highly nonlinear, the evolution of a cosmological halo is well approximated by neglecting tidal interactions with neighboring structures.

To conclude, let us now consider a long-standing observational puzzle that can be related with these results. This is the core-cusp problem, i.e. the well known difference between the observed inner density profiles of dark matter in low-mass galaxies and the density profiles obtained in cosmological N-body simulations. Observations seem to indicate an approximately constant dark matter density in the inner parts of galaxies (a core), while CDM halos profiles show instead a $\sim r^{-1}$ power-law cusp at short distances (Navarro et al. 1997). This fact, known as the core/cusp controversy, stands as one of the unsolved problems in small-scale cosmology (see for a recent review De Blok 2010 and references therein). Our results suggest that a possible solution of this puzzle could be found in a violent origin of the galaxies, i.e. through something more similar to a monolithic collapse than to a bottom-up aggregation process. We refer the interested reader to Benhaiem et al. (2017, 2018) and references therein. Concerning the latter point we note that the case for galaxy formation more similar to a monolithic collapse than to a bottom-up one is advocated also by Peebles (2020).
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