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Abstract—The security issues in DNNs, such as adversarial examples, have attracted much attention. Adversarial examples refer to the examples which are capable to induce the DNNs return completely predictions by introducing carefully designed perturbations. Obviously, adversarial examples bring great security risks to the development of deep learning. Recently, some defense approaches against adversarial examples have been proposed, however, in our opinion, the performance of these approaches are still limited. In this paper, we propose a new ensemble defense approach named the Negative Correlation Ensemble (NCEn), which achieves compelling results by introducing gradient directions and gradient magnitudes of each member in the ensemble negatively correlated and at the same time, reducing the transferability of adversarial examples among them. Extensive experiments have been conducted, and the results demonstrate that NCEn can improve the adversarial robustness of ensembles effectively.
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I. INTRODUCTION

Deep Neural Networks (DNN) have achieved significant improvements in various domains, typically like image classification, face recognition and autonomous driving [1]–[9]. However, there are serious security issues in DNNs which have attracted much attention in recent years [7]. Specifically, studies have shown that DNN are vulnerable to the attacks from adversarial examples, which are generated by adding delicate and imperceptible perturbation to the benign samples, and aims to prompt the DNNs to make incorrect predictions [8].

Many algorithms have been proposed for generating adversarial examples [8]–[16]. These algorithms can be divided into white-box attacks and black-box attacks according to the accessibility. White-box attack algorithms, such as Fast Gradient Sign Method (FGSM) [8], Iterative Fast Gradient Sign Method (I-FGSM) [9], DeepFool [10] and C&W [11], exploit both the network structures, hyperparameters and other available information of the target model, to calculate the gradient and such that generate adversarial examples. On the contrary, black-box attack algorithms, such as Zero Order Optimization (ZOO) [17], Autoencoder based Zero Order Optimization (AutoZoom) [18], Boundary Attack [12], HopJumpSkippAttack [13], Momentum Iterative Fast Gradient Sign Method (MI-FGSM) [14], Diverse Input Iterative Fast Gradient Sign Method (DIM) [15] and Skip Gradient Method (SGM) [16], are capable to generate adversarial examples without accessing the all the information of the target model (e.g. not accessing the target model but leveraging a substitution model). Notably, the black-box algorithms such as MI-FGSM can also be used in white-box setting scenarios, where they can directly access the target model.

Effective defenses against adversarial examples are usually achieved by detecting adversarial perturbations or improving the robustness of the model. The approaches of detecting adversarial perturbations, such as the key-based network in [19], the MagNet framework in [20] and the feature squeezing in [21], are implemented mainly by detecting or cleaning the input data through technical means, so that can discover the adversarial examples in advance or destroy some key structures constituting the adversarial examples. Differently, the approaches of improving the robustness of the model, such as the gradient regularization [22], adversarial training [23] and the defensive distillation [11], are implemented by changing some specific properties of the target model, such that enhance the robustness of the model to small perturbations.

Recently, some studies have found that, for a same learning task, different models will learn different decision boundaries due to the differences in their model structures, initial weights, and training methods, and by which we can infer that an adversarial example which can fool one model may not be capable to fool another ones [24]. Intuitively, the vulnerability of a single model can be avoided through model ensemble. Kariyappa et al. [25] have proposed the Gradient Alignment Loss (GAL) to improve the diversity of ensemble by reducing the dimension of shared adversarial subspace (ADV-SS). Pang et al. [26] have proposed a training method named Adaptive Diversity Promoting (ADP) to make the non-maximum predictions of different members in the ensemble orthogonal to each other, so that can improve the diversity of the ensemble without compromising the prediction accuracy. What’s more, considering the influence of the gradient magnitude and the gradient angle in an ensemble, Dabouei et al. [27] have proposed joint Gradient Phase and Magnitude Regularization.
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that we can reduce the number of members that are vulnerable to adversarial examples. In 2017, Kurakin et al. [9] have proposed the Fast Gradient Sign Method (FGSM) [14] as an iterative attack method based on FGSM. In each iteration process, the perturbation of adversarial examples is improved. The advantage of FGSM is that it can generate adversarial examples quickly, and can be applied to a variety of deep neural networks. The momentum iterative FGSM (MI-FGSM) [14] is an iterative attack method based on FGSM. By adding a momentum term to the iterative attack method, the transferability of adversarial examples is improved. In 2017, Kurakin et al. [9] have proposed the basic iterative method (BIM). By limiting each pixel of the adversarial example to be within the $l_p$ field of the original example $x$, they constructed the adversarial examples in the real scenarios. Compared to FGSM, BIM makes fewer changes to the original sample and has better attack Performance.

In order to defend against the adversarial examples, a lot of methods have been proposed, such as adversarial training, networks modification, feature squeezing as well as using additional networks [11], [19]–[23], [30]–[35]. Specifically, the method of adversarial training improves the robustness of the model by generating adversarial examples and updating model parameters alternatively [7]–[10], [28]. In order to keep the effectiveness, this method needs to use high-intensity adversarial examples, and at the same time, the network should have sufficient expressive power. Therefore, such method requires a large amount of adversarial example training data, so it is also called brute force adversarial training. In addition, existing works show that adversarial training can help regularize the models and mitigate overfitting [1], [36]. However, these adversarial trained models still lack robustness to unseen adversarial examples.

### B. Adversarial Robustness of Ensembles

An efficient way to defend against adversarial examples is to use an ensemble of deep neural networks [24]–[26], [37]. By using different model structures, initial weights, and training methods for different models can significantly improve the diversity. Strauss et al. [38] have shown that neural networks can not only improve the prediction accuracy, but also improve the robustness to adversarial examples. What’s more, Tramèr et al. [39] have proposed to use the adversarial training to enhance the adversarial robustness of an ensemble.
Since the gradients of the models in the ensemble share similar directions, an adversarial example which can fool one model may also be capable to fool the others in the ensemble. For this, Kariyappa et al. [25] have proposed Gradient Alignment Loss (GAL) to improve the adversarial robustness of the ensemble by considering the diversity of gradient directions. Specifically, it focuses on training the ensemble whose members have irrelevant loss functions by using diversified training. Intuitively, GAL reduces the dimension of adversarial subspace of the models through diversified training. However, GAL does not consider the optimal geometric boundary for the diversification of gradient directions in the ensemble, and does not balance the gradient magnitude of each member in the ensemble. Based on this, Dabouei et al. [27] have proposed gradient phase and magnitude regularization (GPMR) [27]. The basic principle of GPMR is to increase the lower bound of the adversarial perturbation that changes the score of the classifier by considering the optimal geometric boundary to diversify the gradient direction in the ensemble, and to balance the gradient magnitude of the members, thereby constructing the first-order defense interaction of the members in the ensemble. However, GPMR does not fully consider the interaction between members in the ensemble. In contrast, our work builds a good ensemble defense system by considering the interaction between members in the ensemble, thereby improving the robustness of the ensemble.

C. Negative Correlation Learning

Negative correlation ensemble has been proposed by Liu and Yao in 1999 [40], [41]. Liu and Yao [40] have proposed a cooperative ensemble learning system (CELS), and the purpose is to interactively and simultaneously train all individual models in the ensemble in a single learning process through negative correlation learning (NCL). Through negative correlation learning, different models in the ensemble can learn different features of the training set, so that the ensemble can work more holistically. Theoretical and experimental results show that NCL can promote the diversity of the models as well as keeping a high prediction accuracy.

Liu et al. [42] also have tried to solve the problem of the optimal number of neural networks in the ensemble on the premise of maintaining the good interaction of individual members in the ensemble through negative correlation learning and evolutionary learning. Chan et al. [43] proposed NCCD, which implemented negative correlation learning via correlation corrected data. NCCD does not add penalty items in the training process, but adds error related information to the training data for negative correlation learning. NCCD can reduce the communication bandwidth between individual networks, and can be applied to the ensemble of any type of network structures. In addition, because NCCD does not modify the error function of the network for negative correlation learning, but modifies the training data for negative correlation learning, it can accelerate the learning speed through parallel computing.

Wang et al. [44] proposed a new negative correlation learning algorithm AdaBoost.NC. The flexibility of AdaBoost is used to overcome the shortcomings of NCL, such as sensitivity to parameters setting and long training time, and the overfitting problem of AdaBoost is solved by introducing diversity [45], [46]. The experimental results show that AdaBoost.NC has better generalization performance than NCCD, and the time cost is significantly less than CELS and NCCD.

In this paper, for the first time, we propose a defense approach against adversarial examples by leveraging the negative correlation method. We first make the gradient direction of each member in the ensemble negatively correlated. Secondly, we make the gradient magnitude of each member in the ensemble negatively correlated with the average gradient magnitude, such that help improve the diversity of the ensemble and balance the gradient magnitude of each member in the ensemble. The details will be given in the next section.

III. THE PROPOSED METHOD

The purpose of defense is to enable the classifier \( f \) give a correct prediction on examples \( x' \) which is with the adversarial perturbation. The ensemble strategy exploits multiple trained models to make decisions together. Due to the differences in structures, initial weights and training methods, different models could learn different decision boundaries. This means that an adversarial example which can fool one model may not be capable to fool the others. So the ensemble could have better adversarial robustness compared to a single model.

In this section, we will show how negative correlation theory can be utilized in ensemble training and how it can be exploited to improve the adversarial robustness.

A. On Gradient Directions of Members

The gradient of the loss to the input \( x \) refers to a direction where the directional derivative of the loss achieves a maximum along this direction, i.e., the loss changes fastest when a perturbation \( \epsilon \) is introduced along this direction. When the members in the ensemble have different gradient directions, we put the adversarial example \( x' \) with perturbation \( \epsilon \) along a certain direction into the ensemble for prediction, and \( x' \) could significantly change only the loss function of classifiers with gradient direction similar to \( \epsilon \), but not affect others.

We treat the mean value of the gradients of all members as the gradient of the ensemble, which can be represented by \( \nabla J_{\text{ensemble}} \). The adversarial perturbation added along the direction of \( \nabla J_{\text{ensemble}} \) can affect most members of the ensemble. We use \( \nabla J_i \) to represent the gradient of the \( i \)th member with respect to input \( x \). Firstly, we prompt the angle between \( \nabla J_i \) and \( \nabla J_{\text{ensemble}} \) negatively correlated with the angle between \( \nabla J_j \) (\( j \neq i \)) of other members and \( \nabla J_{\text{ensemble}} \). After negative correlation training, the gradient direction of all members in the ensemble with respect to whole dataset will be maximally different, which means that an adversarial perturbation increasing the loss function of one member will not absolutely increase the loss of other members.

In detail, we use cosine similarity (CS) to measure the gradient angle between members, and it can be calculated as Formula (1).

\[
CS(\nabla J_i, \nabla J_j) = \frac{\langle \nabla J_i, \nabla J_j \rangle}{\|\nabla J_i\|_2 \cdot \|\nabla J_j\|_2} \quad (1)
\]
The smaller the CS, the larger the angle between the gradients, and the greater the diversity among the members. This means that the loss of each member will not grow in a positive correlation manner for a same adversarial perturbation. Therefore, it is hard for an adversarial perturbation to fool all members simultaneously. Meanwhile, the ensemble with increased diversity is still capable to keep a high prediction accuracy. The relevant regularization term can be expressed as Formula (2).

$$\text{Loss}_\text{cos} = \text{CS} (\nabla J_i, \nabla J_{\text{ensemble}}) \sum_{j \neq i} \text{CS} (\nabla J_j, \nabla J_{\text{ensemble}})$$

(2)

$$\nabla J_{\text{ensemble}} = \frac{1}{k} \sum_{i=1}^{k} \nabla J_i$$

(3)

Where $\nabla J_{\text{ensemble}}$ is the averaged gradients of all members, $k$ is the number of members, and $\nabla J_i$ is the gradient of the $i^{th}$ member.

In the training process, the regularization term aims to prompt the gradient direction of each member in the ensemble negatively correlated with the others. From Fig. 1 where $\nabla J_i$ indicates the model gradient of the $i^{th}$ member ($i = 0, 1, 2$), and $\nabla J_{\text{ensemble}}$ indicates averaged gradients of all members, the follows can be observed:

- When $\sum_{j \neq i} \text{CS} (\nabla J_j, \nabla J_{\text{ensemble}})$ is greater than zero, the gradient directions of $\nabla J_j$ are closer to $\nabla J_{\text{ensemble}}$.
  In such a situation, minimizing the negative correlation formula (2) will result in a larger gradient angle between $\nabla J_i$ and $\nabla J_{\text{ensemble}}$.

- When $\sum_{j \neq i} \text{CS} (\nabla J_j, \nabla J_{\text{ensemble}})$ is negative, the gradient directions of $\nabla J_j$ is inconsistent with that of $\nabla J_{\text{ensemble}}$. In such a situation, minimizing the negative correlation formula (2) will result in the gradient direction of $\nabla J_i$ to approach the gradient direction of $\nabla J_{\text{ensemble}}$.

In both cases, the regularization term will help all members train interactively, such that facilitates the maximization of the gradient direction diversity.

We use CS as the regularization term for enhancing the adversarial robustness, and the loss function can be expressed as Formula (4), where $CE$ is the mean of the cross-entropy loss and $\lambda_{\text{cos}}$ is the weight coefficient.

$$\text{Loss} = CE + \lambda_{\text{cos}} \text{Loss}_\text{cos}$$

(4)

$$CE = \frac{1}{k} \sum_{i=1}^{k} c_{\text{eloss}}$$

(5)

The algorithm for calculating the regularization term of the $i^{th}$ member on the gradient direction using negative correlation is shown in Algorithm 1 where $k$ is the number of members in the ensemble. Firstly, it calculates the cosine similarity $cos1$ between the gradient of the $i^{th}$ member and the ensemble as well as the sum of cosine similarity $cos2$ between the gradients of the other members and the ensemble. After this, the negative correlation coefficient of $cos1$ and $cos2$ are calculated as the regularization term $Loss_{\text{cos}}$ of the $i^{th}$ member and will be minimized in the training process.

**Algorithm 1** Calculating $Loss_{\text{cos}}$ for the $i^{th}$ member

**Require:** Gradient of the $i^{th}$ member: $\nabla J_i$; Gradient of other members in the ensemble: $\nabla J_j$ ($j \neq i$); Ensemble gradient: $\nabla J_{\text{ensemble}}$; Number of models in the ensemble: $k$

**Ensure:** Regularization term of the $i^{th}$ member: $Loss_{\text{cos}}$

$\cos1 \leftarrow \text{CS}(\nabla J_i, \nabla J_{\text{ensemble}})$

$\cos2 \leftarrow 0$

for $j \leftarrow 1$ to $k$

if $j \neq i$

$\cos2 \leftarrow \cos2 + \text{CS}(\nabla J_j, \nabla J_{\text{ensemble}})$

end if

end for

$Loss_{\text{cos}} \leftarrow \cos1 \times \cos2$

Return the regularization term: $Loss_{\text{cos}}$

**B. On the Gradient Magnitudes of Members**

The gradient magnitude represents the magnitude of the change in the loss caused by the adversarial perturbation $\epsilon$. Adding an adversarial perturbation $\epsilon$ along the gradient direction will influence the loss more if there is a larger gradient magnitude. In the white-box attack scenario, the attacker can easily attack the classifiers with the largest gradient magnitude on the original input. We use $g$ to represent the mean value of the gradient magnitudes of all members, and use $\nabla J_i$ as the gradient of the $i^{th}$ member in the ensemble. According to the negative correlation principle, we make the gradient magnitude of the $i^{th}$ member and the ensemble gradient magnitude negatively correlated with the gradient magnitude of other members in the ensemble. After the training, the gradient magnitude of all members in the ensemble will be negatively correlated. This means that when the gradient magnitude of one member in the ensemble decrease, the gradient magnitude of other members will increase or decrease. However, no matter how the gradient magnitude of a single member changes, after all
members in the ensemble conduct simultaneous interactive training through negative correlation, each member will get the best gradient magnitude over dataset.

Therefore, we propose the second regularization term, which is shown in Formula (6).

\[
\text{Loss}_{\text{norm}} = \frac{1}{g^2} \left( \| \nabla J_i \|_2 - g \right) \sum_{j \neq i} \left( \| \nabla J_j \|_2 - g \right)
\]  

\[
g = \frac{1}{k} \sum_{i=1}^{k} \| \nabla J_i \|_2
\]  

Where \(g\) is the mean value of the gradient magnitudes of all members, \(k\) is the number of members in the ensemble and \(\nabla J_i\) represents the gradient of the \(i^{th}\) member. We use the \(L_2\) norm of the gradient to calculate the gradient magnitude of each member in the ensemble. By minimizing the regularization term, the gradient magnitudes of all members in the ensemble is negatively correlated, which means different members can learn better over different features.

![Figure 2: Improving the ensemble diversity from the view of the gradient magnitude](image)

Figure 2: Improving the ensemble diversity from the view of the gradient magnitude; \(\nabla J_i\) indicates model gradients in the ensemble \((i = 0, 1, 2)\), and \(g\) indicates the mean value of the gradient magnitudes of all members in the ensemble

As shown in Fig. 2, where \(g\) is the mean value of the gradient magnitudes of all members in the ensemble, and there must be some gradient magnitudes less than \(g\), so it can be inferred that the value of the regularization term will always be negative. Based on this, we can further observe that:

- When \(\sum_{j \neq i} \left( \| \nabla J_j \|_2 - g \right)\) is greater than zero, \(\| \nabla J_i \|_2\) is less than \(g\). In such a situation, minimizing the negative correlation formula (6) will result in the decrease of the gradient magnitude \(\| \nabla J_i \|_2\).
- When \(\sum_{j \neq i} \left( \| \nabla J_j \|_2 - g \right)\) is negative, \(\| \nabla J_i \|_2\) is greater than \(g\). In such a situation, minimizing the negative correlation formula (6) will result in the increase of the gradient magnitude \(\| \nabla J_i \|_2\).

Considering all members are trained simultaneously, different members can learn different features over the training dataset and have different gradient magnitudes on the same input since it is not easy to always own very small gradient magnitudes over the whole input space. Based on this, it can be avoided that the adversaries attack the ensemble successfully by attacking only a few models with larger gradient magnitude.

We use this to regularize the training for improving the ensemble diversity and the loss function can be expressed as Formula (8). Where \(CE\) is the cross-entropy loss and \(\lambda_{\text{norm}}\) is the weight coefficient.

\[
\text{Loss} = CE + \lambda_{\text{norm}} \text{Loss}_{\text{norm}}
\]  

The algorithm for calculating the \(\text{Loss}_{\text{norm}}\) with negative correlation is shown in Algorithm 2, where \(k\) is the number of members in ensemble. Firstly, we calculate the difference \(\text{norm1}\) between the gradient magnitude of the \(i^{th}\) member and the mean value \(g\) as well as the difference \(\text{norm2}\) between the gradient magnitude of other members in the ensemble and the mean value \(g\). After this, according to the negative correlation method, the \(\text{Loss}_{\text{norm}}\) of \(\text{norm1}\) and \(\text{norm2}\) is calculated and treated as a regularization term for the training.

**Algorithm 2 Calculating \(\text{Loss}_{\text{norm}}\) for the \(i^{th}\) member**

**Require:** Gradient of the \(i^{th}\) member: \(\nabla J_i\); Gradient of other members in the ensemble: \(\nabla J_j\) \((j \neq i)\); the mean value of the gradient magnitude: \(g\)

**Ensure:** Regularization term: \(\text{Loss}_{\text{norm}}\)

\[
\text{norm1} \leftarrow (\| \nabla J_i \|_2 - g) / g
\]

\[
\text{norm2} \leftarrow 0
\]

for \(j \leftarrow 1\) to \(k\) do

if \(j \neq i\) then

\[
\text{norm2} \leftarrow \text{norm2} + (\| \nabla J_j \|_2 - g) / g
\]

end if

end for

\[
\text{Loss}_{\text{norm}} \leftarrow \text{norm1} * \text{norm2}
\]

Return the regularization term: \(\text{Loss}_{\text{norm}}\)

**C. The Proposed NCEn**

We have proposed two methods to increase the adversarial robustness, however, we find that using each method alone is still limits in performance.

Specifically, if only considering the influence of the gradient direction of each member in the ensemble, an adversary can attack a few members with large gradient magnitudes to make the ensemble predict incorrectly. While if only considering the influence of the gradient magnitude of each member in the ensemble, there could be a phenomenon that the gradient directions of all members are similar. At this time, the loss of each member in the ensemble will grow positively corrected, i.e., adversarial examples generated along the gradient direction can make most members of the ensemble predict incorrectly. So that the defense performance of the ensemble is similar to that of a single model, which is not robust enough.

Therefore, we will consider both the influence of member gradient directions and the influence of member gradient magnitudes, and use two regularization terms simultaneously
to improve the adversarial robustness. The loss function is shown in Formula (9), where CE is cross-entropy loss and the combined regularization term NCE can be calculated by Formula (10).

\[
\text{Loss} = CE + NCE
\]

\[
NCE = \frac{1}{k} \sum_{i=1}^{k} (\lambda_{\text{norm}} \text{Loss}_{\text{norm}} + \lambda_{\text{cos}} \text{Loss}_{\text{cos}})
\]

The specific implementation of the ensemble training process is shown in Algorithm 3. In each epoch, we first get the predicted value \( \text{pred} \) of each member in the ensemble. Next, we use the predicted value \( \text{pred} \) and the real label \( \text{label} \) to calculate the cross entropy loss \( c_{\text{loss}} \) of each member in the ensemble. Then, we calculate the mean value CE of the cross-entropy loss of all members in the ensemble. Finally, we use Formula (10) to calculate the regularization term NCE, and by which we can update the parameters of all members.

Algorithm 3 Negative Correlation Ensemble

Require: Dataset: \( X \); Correct label for dataset \( X \): \( \text{label} \)
Ensure: Trained ensemble

Get a list of all the members in ensemble: \( f_i(i = 1, 2, ..., k) \)

for epoch ← begin_epoch to end_epoch do

for model ← \( f_1 \) to \( f_k \) do

\( \text{pred} ← \text{model}(X) \)

\( \text{ce}_{\text{loss}} ← CE(\text{pred}, \text{label}) \)

end for

Calculate CE \( \frac{1}{k} \sum_{i=1}^{k} c_{\text{ce}_{\text{loss}}} \)

Get the value of the regularization term: NCE

Back propagation using the sum of CE and NCE

Update the model parameters of each model

end for

IV. EXPERIMENTS

In this section, we conduct experiments on the FashionMNIST and CIFAR-10 datasets. We first give our experimental settings. Secondly, we compare the adversarial robustness of NCEn with different ensemble defense approaches. Furthermore, we find that NCEn is capable to reduce the transferability of adversarial examples, which proves that NCEn leverages the interactions of different members to improve the adversarial robustness. The source codes of this work are available at https://github.com/MiLabHITSZ/2022ZhangNCEn

A. Experimental Setup

In our experiments, we use three ensemble defense strategies as baselines to evaluate the performance of NCEn. The first one is the ensemble training without any regularization term, which \( \lambda_{\text{cos}} = \lambda_{\text{norm}} = 0 \). The second one is to use GAL for diversified training to improve the adversarial robustness of the ensemble \[25\]. The third one is the GPMR proposed by Dabouei et al. \[27\], which constructs the first-order defense interaction of the members in the ensemble to improve the adversarial robustness of the ensemble. Both GAL and GPMR are state-of-the-art ensemble defense strategies.

| Name     | Ensemble Structures                                                                 |
|----------|-------------------------------------------------------------------------------------|
| Ensemble1| \( k \cdot \text{ResNet}20 \)                                                        |
| Ensemble2| \( k \cdot \text{ResNet}26 \)                                                        |
| Ensemble3| \( k \cdot \text{ResNet}32 \)                                                        |
| Ensemble4| \( \left( (k - \frac{k-1}{2}) \cdot \text{ResNet}20 + \frac{k-1}{2} \right) \cdot \text{ResNet}26 + 1 \cdot \text{ResNet}32 \) |

In our experiments, we use \( k = 3, 4, 5 \) models in the ensemble respectively for analyzing the impact of the number of members, as shown in Table I. We evaluate the adversarial robustness of the ensemble on the FashionMNIST and CIFAR-10 datasets. For GAL, the coefficient of the regularization term is set to 0.5. For GPMR, \( \lambda_{\text{div}} \) of FashionMNIST is set to 0.1, \( \lambda_{\text{div}} \) of CIFAR-10 is set to 0.04, and \( \lambda_{\text{eq}} \) is set to 10 for all datasets.

We train the ensemble with Adam optimizer \[47\]. The initial learning rate is set to \( 10^{-3} \), and decays with the factor of 0.1 every 15 epochs until reaching the final learning rate \( 10^{-5} \). We train 40 epochs on FashionMNIST, and 60 epochs on CIFAR-10. In the experiments, the batch size of all training processes is set to 64. We set \( \lambda_{\text{cos}} = 0.02 \) and \( \lambda_{\text{norm}} = 0.02 \) for FashionMNIST; \( \lambda_{\text{cos}} = 0.06 \) and \( \lambda_{\text{norm}} = 0.04 \) for CIFAR-10.

In FashionMNIST, we use random cropping, and in CIFAR-10 we use random horizontal flipping and random cropping. In addition, we add a new dataset \( D_{\text{noise}} \) to the dataset \( D \), which is generated by the perturbation from the truncated normal distribution: \( N(\mu = 0, \sigma = \epsilon/2) \), \( \epsilon = 0.3 \) for FashionMNIST and \( \epsilon = 0.09 \) for CIFAR-10. We use the synthetic data set \( D + D_{\text{noise}} \) to train the ensemble. Such an operation can effectively distort the useless high-frequency features and prompt the ensemble to avoid overfitting during the training.

We use test accuracy of clean examples (ACE) and test accuracy of adversarial examples (AAE) as the evaluation metrics. AAE refers to the ratio that a new example set, which is constructed by adding adversarial perturbations to the clean examples, can still be correctly classified by the ensemble. We use the averaged CE loss of all models in the ensemble as the objective function of the attack.

B. Defense Performance

We compare the defense performance of NCEn with different defense methods, as shown in Tables II–IV, and the best defense results are bolded. We use several powerful white box attack methods to test the defense performance of ensembles, including the fast gradient sign method (FGSM) \[8\], the momentum iterative fast gradient sign method (MI-FGSM) \[14\], projected gradient descent (PGD) \[28\], the basic iterative method (BIM) \[9\]. The specific settings of attack methods are as follows. FGSM adds a perturbation with a step length of \( \epsilon \) in the gradient direction. For MI-FGSM, each step size is set to 0.01, while keeping the maximum distortion always within \( \epsilon \) of the initial point. For PGD, the number of iterations is set to 40, and the maximum perturbation and single-step attack steps are both \( \epsilon \). For BIM, the number of iterations is set to 10,
and the maximum perturbation and single-step attack steps are both $\epsilon$. All attack methods are implemented by AdveTorch.

When the number of models in the ensemble is 3, the results of different approaches on dataset FashionMNIST/CIFAR-10 are shown in Table III. Compared with BL, GAL and GPMR, the adversarial robustness of NCEn is significantly improved. When we change the ensemble model structure to Ensemble2, Ensemble3 and Ensemble4 respectively, the ACE of GAL drops below 0.8. At this time, the AAE of GAL is unworthy of consideration. Such AAE are marked with gray background as well as the corresponding ACE. Unlike GAL, NCEn can not only maintain high ACE in all ensemble model structures, but also achieve better adversarial robustness. Specifically, on FashionMNIST, except that FGSM and MI-FGSM use a large attack step, NCEn has better adversarial robustness in all ensemble structures. AAE has the highest improvement of 0.14 on Ensemble4 and MI-FGSM ($\epsilon = 0.1$). On CIFAR-10, the adversarial robustness of NCEn is better or very close to the existing best baselines, and AAE can be improved by 0.11 at most.

When the number of models in the ensemble is 4 or 5, the results of different defense strategies on FashionMNIST/CIFAR-10 are shown in Tables III-IV. The experimental results are consistent with the previous ones, and NCEn still has better adversarial robustness. Specifically, when the number of models in the ensemble is 4, the AAE score of NCEn can be increased by 0.12 on FashionMNIST. On CIFAR-10, the AAE of NCEn is higher than all baselines, and the highest AAE can be improved by 0.12. When the number of models in the ensemble is 5, the AAE of NCEn can be increased by 0.12 on FashionMNIST. On CIFAR-10, the highest AAE of NCEn can be improved by 0.11.

C. Transferability Between Members

Transferability refers to the success rate of being able to attack other models at the same time when an adversarial example is designed to attack a particular model. The less transferable the adversarial example is, the better the diversity of the models.

Therefore, we can use the transferability of adversarial examples between different models to evaluate the similarity between members in the ensemble. We perform transferability experiments using PGD [28] and MI-FGSM [14], which MI-FGSM performs well in black-box attacks and PGD is the most powerful first-order attack algorithm. We generate adversarial examples for each member, and then evaluate their transferability on other members by calculating AAE. The perturbation magnitude of all attacks is set to $\epsilon = 0.05$, we use Ensemble4 in Table I to conduct the transferability experiments, and the results are shown in Fig. 3.

As shown in Fig. 3, we use the heat map of the confusion matrix to show transferability. The $i$th row and $j$th column in the heat map represents the success rate of the adversarial examples on the $j$th member, while the adversarial examples are generated over the $i$th member. When the values of other positions in the confusion matrix are close to those of the diagonal, it means that the adversarial examples generated by the $i$th model can successfully attack other models in the ensemble. The closer the values in the confusion matrix are, the higher the transferability of the adversarial examples and the higher the similarity between members in the ensemble. On the contrary, it means that the diversity among members in the ensemble is higher, and the ensemble has better adversarial robustness. It can be seen from the confusion matrix that the transferability of adversarial examples in NCEn ensemble is poor, which indicates that NCEn has better diversity, such that it can provide better defense interactions for members.

D. Parameter Analysis

From the experiment, we can find that the weights of the regularization terms will affect the defense performance. In order to explore the relationship between the weights and the defense performance, we summarize the experimental results and plot the contour heat map on $\lambda_{\cos}$ and $\lambda_{\text{norm}}$ (see Figure 4). We use the product of ACE and AAE (which is averaged over four attack methods) in Table I to represent the intensities of the heat map. The larger the intensity, the higher the attack success rate. We use Ensemble1 in Table I and test on CIFAR-10. From Figure 4 we can get that the best results are obtained when we set $\lambda_{\cos} = 0.06$ and $\lambda_{\text{norm}} = 0.04$.

V. Conclusion

In this paper, we propose a practical and feasible adversarial examples defense scheme based on negative correlation ensemble, which is named NCEn. We use the negative correlation principle to make the gradient direction and gradient magnitude of each member in the ensemble negatively correlated, and to train all members in the ensemble interactively and simultaneously. The purpose of negative correlation training in NCEn is to produce the best defense performance for the whole ensemble. Experiments have shown that NCEn can reach a better adversarial robustness than other ensemble defense schemes. Then, we demonstrate that NCEn can reduce the transferability of adversarial examples between members in the ensemble through the confusion matrix. Finally, we discuss the influence of hyperparameters $\nabla \lambda_{\cos}$ and $\nabla \lambda_{\text{norm}}$ on defense performance, and give the best settings of hyperparameters. In general, we can conclude that NCEn is capable to improve the diversity and the robustness of the ensemble by making the gradient direction and gradient magnitude negatively correlated. However, for a given task, how to find the optimal number of the models in the ensemble is still a question. Many models could not be better. In the future, we will study how to automatically set the optimal number of the models in the ensemble.
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