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Abstract

We study the problem of learning classification functions from noiseless training samples, under the assumption that the decision boundary is of a certain regularity. We establish universal lower bounds for this estimation problem, for general classes of continuous decision boundaries. For the class of locally Barron-regular decision boundaries, we find that the optimal estimation rates are essentially independent of the underlying dimension and can be realized by empirical risk minimization methods over a suitable class of deep neural networks. These results are based on novel estimates of the $L^1$ and $L^\infty$ entropies of the class of Barron-regular functions.
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1 Introduction

In this work, we consider the estimation of functions in the context of (binary) classification problems. That is, we consider i.i.d. random variables $(X_i, Y_i)_{i=1}^m$, where $X_i \in \mathbb{R}^d$ and $Y_i \in \{0,1\}$ and where the $(X_i, Y_i)$ follow an unknown joint distribution denoted by $\rho_{X,Y}$. The task is to infer from $(X_i, Y_i)_{i=1}^m$ a classifier $g: \mathbb{R}^d \to \{0,1\}$ such that the misclassification error $\mathbb{P}(g(X) \neq Y)$ is as small as possible. It can be shown, see [12 Page 2], that there exists an optimal classifier $g_*$, i.e.,

$$g_* = \arg\min_{g: \mathbb{R}^d \to \{0,1\}} \text{measurable} \mathbb{P}(g(X) \neq Y).$$
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Setting \( D_0 := g_0^{-1}(\{0\}) \) and \( D_1 := g_0^{-1}(\{1\}) \), we observe that \( g_0 \) produces a segmentation of the input space into two so-called decision regions. We also call \( \partial D_0 = D_0 \cap D_1 = \partial D_1 \) the decision boundary of the classification problem.

In this work, we study the complexity of the learning problem associated to the given classification problem, i.e., the number of observations \( m \) that are required to find a classifier with a small error. More precisely, we will derive upper as well as lower bounds for this problem, showing that this complexity is primarily influenced by the regularity of the decision boundary. In particular, we will identify properties of the decision boundary under which the rate of decay of the generalization error (with the number of training samples going to infinity) is essentially independent of the ambient dimension.

1.1 Overview of results

We establish the following results:

1. General Lower Bounds on Estimation Problems For Classifiers: We start in Section 2 by making precise our notion of classification functions satisfying a general smoothness assumption concerning the decision boundaries. For these classification functions, we study lower bounds for the estimation problem in the realizable or noiseless case, i.e., we are given data points \((X_i, f(X_i))_{i=1}^m\) for \( f \) being the target classifier.

The reason for studying the case of noiseless (training) data is that in results with noisy training data, it is sometimes hard to understand which limits regarding the optimal learning rate result from the regularity of the function to be learned and which limits stem from the noisy nature of the samples. For instance, it is known that using noisy data, even for very simple problems like estimating the mean of a (Gaussian) probability distribution, one cannot improve on the rate \( \mathcal{O}(m^{-1/2}) \). In contrast, it was recently shown that one can estimate Sobolev functions of high smoothness with a high convergence rate, based on noise-free random samples [28]. See Subsection 1.3 for more details. Of course, both of these problems concern the problem of estimating real-valued quantities, whereas in a classification problem the samples \( Y_i \in \{0,1\} \) are discrete-valued. But in this setting, it is even more natural to consider noise-free samples.

The main result that we establish is Theorem 3.14. This result is based on classical estimation bounds by Yang and Barron [44] for the problem of density estimation: the first step in our analysis is thus to translate our setting into a density estimation problem. The obtained result shows that if one knows a priori that the decision boundary of the ground-truth classifier \( f \) is described by a function from a class \( \mathcal{C} \), and if the \( L^1 \) metric entropy of \( \mathcal{C} \) scales (up to log factors) with \( \varepsilon \downarrow 0 \) like \( \varepsilon^{-1/\alpha} \), then at least \( m \) i.i.d. observations \((X_i, f(X_i))_{i=1}^m\) are necessary to learn \( f \) up to a squared \( L^2 \)-error of order \( m^{-\alpha/(\alpha+1)} \). This hardness result applies to all possible estimation algorithms. Our result also shows that there exists a learning algorithm that essentially matches this lower bound.

2. Entropy of the Barron Class: The Barron class introduced in [4, 3, 5] has recently received increased interest due to the ability of neural networks to approximate functions from this class with a rate independent of the ambient dimension. We thus consider classification problems

\[1\]As usual, the metric entropy of \( \mathcal{C} \) is the logarithm of the cardinality of the smallest collection of \( L^1 \)-balls of radius \( \varepsilon \) that covers \( \mathcal{C} \).
where the decision boundary is Barron regular. Such classification functions were recently studied in [9], but the question of the optimal rate for learning such classification functions was left open. To apply the previous lower bounds, we need to establish precise upper and lower bounds on the entropy numbers of the class of Barron functions. In particular, we will require these estimates for the $L^1$ entropy.

In Proposition 4.6 and Proposition 4.4, we establish upper bounds on the $L^\infty$ entropy and lower bounds on the $L^1$-entropy of the Barron class. These bounds for the entropy numbers are quite sharp; the upper and lower bounds only differ by a log factor. To our knowledge, no sharp bounds on the $L^\infty$ entropy numbers of the Barron class were known up to now. Combined with our general bounds for the learning problem of sets with regular boundaries, these entropy bounds imply that the optimal estimation bounds for classification problems with Barron regular decision boundaries are essentially dimension independent. More precisely, for an optimal learning algorithm based on $m$ noise-free training samples, the squared $L^2$-error scales like $m^{-1/(1+\frac{d^2}{2})}$, where the exponent is $\approx -\frac{1}{3}$ for moderately large $d$.

3. Learning Barron Regular Boundaries by Empirical Risk Minimization Using Neural Networks:
Finally, we demonstrate in Section 5 that the lower bounds on the estimation problem of classification problems with Barron regular decision boundary can almost be realized by employing empirical risk minimization using the Hinge loss over appropriate sets of deep neural networks. This is based on combining a recent approximation result for classification functions with Barron regular boundaries [9] with a framework for quantifying the performance of empirical risk minimization with the Hinge loss that was developed in [24]. Overall, this demonstrates that deep neural network-based learning can achieve dimension independent learning rates of high-dimensional and discontinuous functions.

1.2 Functions with Barron boundary

As mentioned above, we study classifier functions with decision boundaries that are (locally) functions of Barron-regularity. The Barron class was introduced in [3, 4, 5] as the set of functions with the first Fourier moment being bounded by a fixed constant. It was then demonstrated that these functions can be approximated by shallow neural networks with sigmoidal activation functions at an approximation rate that is independent of the underlying dimension. Based on this result, several authors have interpreted the term Barron regular functions to encompass all those functions that are well approximated by few ridge functions and hence vary mainly along few designated directions. This interpretation can also be turned into a definition of generalized Barron spaces, as has been done in, e.g., [4, 15, 16, 17].

In [9], classifier functions with decision boundaries of Barron regularity were studied. Assuming Barron regular decision boundaries is natural in light of the above interpretation, since one expects the decision to which class a certain example belongs to locally mostly depend on a few features of the data.

In this context, it should be mentioned that an intuitively reasonable alternative model of high dimensional classification functions with the properties above could be set up by considering all functions $I_{\mathbb{R}^+} \circ f$, where $f$ is a classical Barron function. The decision boundaries of these functions correspond to the 0-level sets of Barron functions. However, since every compactly supported $C^\infty$ function has a finite Fourier moment, we can find for every set of points a smooth function that takes any desired sign pattern on these points and has a finite Fourier moment. Rescaling this
function will not change the sign pattern but can decrease the Fourier moment to an arbitrarily small constant. As a result, the function class introduced above will have an infinite VC-dimension and is therefore not (PAC) learnable due to the fundamental theorem of learning, see, e.g. [31, Theorem 3.20] or [37, Theorem 6.7].

1.3 Noiseless measurements

In many learning scenarios, it makes an immense difference whether one considers noisy or noise-free training data. For instance, for learning a function \( f \in C^k([0,1]^d) \) with \( \|f\|_{C^k} \leq 1 \) from noisy samples of the form \( S = \{(X_i, Y_i)\}_{i=1}^m \) with \( X_i \sim U([0,1]^d) \) and \( Y_i = f(X_i) + \varepsilon_i \) with, e.g., \( \varepsilon_i \sim N(0,\sigma^2) \) for a fixed \( \sigma > 0 \), it is known (see e.g. [40]) that the optimal rate of decay for \( \mathbb{E}_S \|f - \hat{f}_m\|_{L^q} \) (with \( q < \infty \)), where \( \hat{f}_m = \hat{f}_m(S) \) is an estimate of \( f \) based on the training sample \( S \), is \( O(m^{-k/(2k+d)}) \); in particular, even for \( k \gg d \), the error decays slower than \( m^{-1/2} \). In contrast, if in the above scenario one has \( \sigma = 0 \) (i.e., \( Y_i = f(X_i) \)), it was recently shown [28] that one can achieve \( \mathbb{E}_S \|f - \hat{f}_m\|_{L^q} \lesssim m^{-k/d} \), meaning that random points are (essentially) as good as optimally chosen deterministic sampling points \( X_i \), and that one can achieve high convergence rates if \( k \gg d \), in stark contrast to the setting of noisy measurements.

One motivation for considering the questions addressed in the present paper is to clarify whether a similarly stark contrast occurs for the problem of learning a (discrete-valued) classification function instead of a (real-valued) regression function. Intuitively, the influence of noise should be much less pronounced in this case, since one knows that \( f(X_i) \in \{0,1\} \), so that at least any bounded noise \( \varepsilon_i \) with \( |\varepsilon_i| < 1/2 \) can be easily removed. Nevertheless, to the best of our knowledge, this problem has not been explicitly considered in the literature before. The result in the literature that is most related to the findings presented here is [22], where minimax rates were developed for the problem of learning piecewise smooth functions from noisy measurements. These functions are essentially of the form \( f = g \cdot \mathbf{1}_\Omega \) (or finite sums of functions of this form), where \( g \in C^\beta([0,1]^d) \) and \( \Omega \subset [0,1]^d \) is a set with boundary of regularity \( \partial \Omega \in C^\alpha \). Our results can thus be seen as the special case where \( g \equiv 1 \), but where noise-free training samples are given.

1.4 Related work

1.4.1 Work regarding learning of classifier functions with smooth decision boundary

This article studies estimation by deep neural networks and is thus part of the literature on mathematical analysis of deep learning. Given the vast amount of literature in this area, we here only review a very small subset of this field, namely results related to the learning of classifier functions with smoothness conditions on the decision boundaries; we refer to [35, 17, 7] for broader literature reviews.

To the best of our knowledge, [30] is the first work that studies the complexity of classification through a smoothness assumption on the classification regions. These results are further developed in [31]. The main observation is that the learnability of the associated classification functions is determined by a specific notion of entropy of the underlying sets and a noise condition. In [21, 22], estimation of classifiers with locally Hölder continuous decision boundaries from noisy measurements is studied. It is shown that in many cases, classical linear estimation methods cannot achieve the optimal rates that deep neural networks yield. The lower bounds are established by invoking the results of Yang and Barron [44]. This was the main inspiration for the analysis of lower bounds in the
noiseless case that we present in this work. The paper [24] considers a somewhat similar problem, albeit with a focus on a specific learning algorithm based on the Hinge loss. For this algorithm, [24] develops estimation bounds for various types of classification problems, one of which involves a smoothness condition on the decision boundary.

Finally, our previous work [9] already studied estimation bounds for functions with Barron regular boundaries. However, in that study, a substantial gap between the upper and lower estimation bounds remained. The goal of the present paper is to close this gap.

1.4.2 Work regarding entropy numbers for Barron-type spaces

The function class(es) nowadays called Barron functions or Barron-type functions were originally introduced in [3, 4, 5]. Already in these papers, two different classes of functions were considered:

One class of functions (prominently considered in [5]) are those having a Fourier-like representation of the form

\[
    f(x) = c + \int_{\mathbb{R}^d} \left( e^{i\omega \cdot x} - 1 \right) d\mu(\omega)
\]

(1.1)

for a complex-valued measure \( \mu \) on \( \mathbb{R}^d \) satisfying \( \int_{\mathbb{R}^d} |\omega| |d\mu(\omega)| \leq C \), where often the measure \( \mu \) is assumed to be absolutely continuous with respect to the Lebesgue measure, i.e., \( d\mu(\omega) = F(\omega) d\omega \).

The second class of functions consists of the closed convex hull of the set

\[
    \{ x \mapsto \gamma \cdot \phi(w, x) + b : |\gamma| \leq C, w \in \mathbb{R}^d, b \in \mathbb{R} \},
\]

(1.2)

at least when \( \phi : \mathbb{R} \to \mathbb{R} \) is a sigmoidal (or at least bounded) activation function; for unbounded activation functions one has to restrict the magnitude of the parameters \( w, b \) suitably; see for instance [16].

The original insights of Barron were that i) due to an elementary property of convex closures in Hilbert spaces, the functions belonging to the “second Barron class” (1.2) can be approximated up to \( L^2 \) error of \( O(n^{-1/2}) \) using shallow neural networks with \( n \) neurons; see [4, Lemma 1], and ii) for sigmoidal activation functions \( \phi \), the “second Barron class” (1.2) contains the “first Barron class” (1.1). We remark, however, that this inclusion fails for other activation functions like the ReLU; see [9, Section 7] for a detailed discussion, which is partly based on observations from [16] and [26].

In Section 4 of the present paper, we derive upper and lower bounds for the (Kolmogorov metric) entropy numbers of the “first Barron class” (1.1) with respect to the \( L^\infty \) metric (for upper bounds) and the \( L^1 \) metric (for lower bounds). To the best of our knowledge, these bounds are novel results. Similar bounds for the \( L^2 \) metric (more generally, for \( L^q \) with \( q < \infty \)) instead of the \( L^\infty \) metric and for quite general “Barron-type spaces” as in (1.2) (instead of as in (1.1)) were recently obtained in [38]. Such entropy bounds are useful for a diverse range of applications in statistical learning theory; see for instance [41, 44]. Furthermore, there is a close connection between approximation results and entropy bounds; see for instance [33, Proposition 3.6], [11, Section 5.4], and [38, Theorem 9]. Precisely, approximation bounds imply upper bounds on the entropy numbers; equivalently, lower bounds on the entropy numbers entail lower bounds for approximation.

For this reason, the existing literature regarding approximation of Barron-type functions is also relevant for the question of entropy numbers considered here. The original bounds by Barron [3, 4, 5] show that Barron functions can be approximated (in \( L^2 \)) by (shallow) neural networks at a rate that is independent of the ambient dimension; namely, networks with \( n \) neurons can achieve \( L^2 \) error \( O(n^{-1/2}) \). Makovoz [29] showed for a slightly smaller set of Barron-type functions that
one can even achieve approximation error $O(n^{-\frac{1}{2} - \frac{1}{d}})\sqrt{\ln(1+n)}$ in the uniform norm. For the case where one assumes two finite Fourier moments (i.e., $\int_{\mathbb{R}^d} |\omega|^2 d\mu(\omega) < \infty$) in (1.1), it was shown in [27, Theorem 2] that networks with $n$ neurons can achieve $L^\infty$ error of $O(n^{-1/2 - 1/d})$. In [2], it was even shown that functions belonging to the “second Barron space” (1.2) associated to the ReLU can be approximated uniformly up to error $O(n^{-1/2 - 3/2d})$ using shallow ReLU networks with $n$ neurons.

We note that this provides a further proof of the fact (observed in [9, Proposition 7.4]) that the “first Barron space” from Equation (1.1) is not included in the “second Barron space” associated to the ReLU, since the approximation rate derived in [2] beats the optimal approximation rate for the “first Barron space,” as implied by our entropy results.

All these results showing that Barron-type functions can be approximated by neural networks with a dimension-independent approximation rate are usually cited as evidence that neural networks can overcome the curse of dimension. While this is certainly true, it has been noted by Candès [8, Section 7.2] that also other representation systems—and in particular the Fourier basis—achieve $L^2$ approximation error $O(n^{-1/2 - 1/d})$ for functions from the “first Barron class” (1.1). The deep results in [11] by DeVore and Temlyakov imply (after a bit of work; see Lemma 4.5 and Proposition 4.4) that a similar result also holds for $L^\infty$ approximation; this is the basis for our estimate of the $L^\infty$ entropy numbers of the Barron class.

2 Sets with regular boundaries

In this article, we are interested in upper and lower bounds for the learning problem of estimating classification functions with decision boundaries that are locally of Barron regularity. Since there are various slightly different interpretations of the term “Barron function” in the literature, we start by making a precise definition of this notion for the rest of this work.

Definition 2.1. Let $d \in \mathbb{N}$. A function $f : [0,1]^d \rightarrow [0,1]$ is said to be of Barron class with constant $C > 0$, if there exist a measurable function $F : \mathbb{R}^d \rightarrow \mathbb{C}$ and some $c \in [-C,C]$ satisfying

$$f(x) = c + \int_{\mathbb{R}^d} (e^{i(x,\xi)} - 1) \cdot F(\xi) d\xi \text{ for all } x \in [0,1]^d \text{ and } \int_{\mathbb{R}^d} |\xi| \cdot |F(\xi)| d\xi \leq C.$$ 

We write $B(C) = B_d(C)$ for the class of all such functions.

Regarding the lower bounds (i.e., hardness results) for the learning problem, we will derive these in a more general setting since this does not involve any additional difficulties and more clearly exhibits those properties of the boundary class that determine the difficulty of the learning problem. Therefore, we will formally introduce classification functions with decision boundaries that are locally of a general type of regularity; classifiers with Barron regular decision boundaries will then be a special case of this notion.

To prepare the definition of classification functions with regular decision boundaries, we first consider so-called general Horizon functions:

Definition 2.2. Let $d \in \mathbb{N}_{\geq 2}$. Given any function $b : [0,1]^{d-1} \rightarrow [0,1]$, define the associated general Horizon function as

$$h_b : [0,1]^d \rightarrow \{0,1\}, \quad x = (x_1, \ldots, x_d) \mapsto 1_{b(x_1, \ldots, x_{d-1}) \leq x_d}.$$
Given a set $\emptyset \neq \mathcal{C} \subset C([0,1]^{d-1}; [0,1])$, define the set of general horizon functions associated to $\mathcal{C}$ as

$$H_\mathcal{C} := \{ h_b : b \in \mathcal{C} \}.$$  

**Remark.** The definition above differs slightly from alternative definitions in the literature, such as [4, 9], by the additional requirement that the functions only take values in $[0,1]$. We will often use, for a given $h \in H_\mathcal{C}$, the associated function $b \in \mathcal{C}$ (called the boundary-defining function) such that $h = h_b$. Since in the setting of Definition 2.3, the map $\mathcal{C} \to H_\mathcal{C} : b \mapsto h_b$ is bijective, this operation is well-defined.

We now define classifiers with regular decision boundaries as those functions that are locally $\mathcal{C}$-regular decision boundary for general function classes $\mathcal{C}$.

**Definition 2.3.** Let $M, d \in \mathbb{N}$ with $d \geq 2$ and let $\emptyset \neq \mathcal{C} \subset C([0,1]^{d-1}; [0,1])$. A compact set $\Omega \subset [0,1]^d$ has $(\mathcal{C}, M)$-regular decision boundary if there exist (closed, axis-aligned, non-degenerate) rectangles $Q_1, \ldots, Q_M \subset [0,1]^d$ such that $\Omega \subset \bigcup_{i=1}^M Q_i$, where the $Q_i$ have disjoint interiors (i.e., $Q_i \cap Q_j = \emptyset$ for $i \neq j$) and such that either

$$1_\Omega = f_i \circ P_i \quad \text{or} \quad 1_\Omega = 1 - f_i \circ P_i \quad \text{almost everywhere on} \quad Q_i,$$

for a general horizon function $f_i \in H_\mathcal{C}$ associated to $\mathcal{C}$ and a $d$-dimensional permutation matrix $P_i$. We write $R_\mathcal{C}(d, M)$ for the class of all such sets.

Next, we define the set of all classifiers with $(\mathcal{C}, M)$-regular decision boundary as

$$\mathcal{C} \mathcal{L}_\mathcal{C}(d, M) := \{ 1_\Omega : \Omega \in R_\mathcal{C}(d, M) \}.$$  

Finally, Barron horizon functions and classifiers with Barron-regular decision boundary are the elements of $H_{B(C)}$ and $\mathcal{C} \mathcal{L}_{B(C)}(d, M)$, where $B(C)$ is as introduced in Definition 2.1.

**Remark 2.4.** Since we will apply approximation results from [4] to indicator functions from the set $\mathcal{C} \mathcal{L}_{B(C)}(d, M)$, it is important to note that there exists an absolute constant $\tau \geq 1$ such that

$$\text{if } 1_\Omega \in \mathcal{C} \mathcal{L}_{B(C)}(d, M) \quad \text{then} \quad \Omega \in \mathcal{B} \mathcal{B}_{\tau \sqrt{\pi} \mathcal{C}, M}(\mathbb{R}^d),$$

where the class $\mathcal{B} \mathcal{B}_{B,M}(\mathbb{R}^d)$ is as defined in [9] Definition 3.3]. Since the verification of this claim is mainly technical, we postpone it to Appendix A.

### 3 Lower bounds for learning sets with regular boundaries

We would like to answer the general question of how efficiently one can learn functions with $\mathcal{C}$-regular decision boundary for general function classes $\mathcal{C}$. For this, we determine general inf -- sup relations of the following form:

Let $\Lambda := [0,1]^d \times \{0,1\}$. Denote the set of estimators, i.e., the set of (measurable) maps from $\Lambda^m$ to $L^2([0,1]^d)$, by $A_m(\Lambda, L^2)$. We will establish a relation of the form

$$\kappa_1(m) \leq \inf_{A \in A_m(\Lambda, L^2)} \sup_{h \in H_\mathcal{C}} \mathbb{E}_{(X_i)_{i=1}^m} \| A((X_i, h(X_i))_{i=1}^m) - h \|^2_{L^2(\lambda)} \leq \kappa_2(m) \quad \forall m \in \mathbb{N},$$

where $\kappa_1, \kappa_2$ are functions from $\mathbb{N}$ to $\mathbb{R}^+$ and $\lambda$ is the uniform (Lebesgue) probability measure on $[0,1]^d$.  

\[7\]
Below, we will identify \( \kappa_1 \) and \( \kappa_2 \) based on properties of \( \mathcal{C} \). We will first show that instead of taking the infimum over \( A \in \mathcal{A}_m(\Lambda, L^2) \), we can study a slightly more convenient inf \( \) \( \sup \) relation where the infimum is taken over a smaller set of estimators. Then, we will relate the simplified relation to a density estimation problem, for which inf \( \) \( \sup \) relations have been established in the literature, specifically in [44] and [21].

We remark that—within this general framework—we only demonstrate lower bounds for the potentially simpler problem of learning horizon functions compared to learning general classifiers with regular decision boundaries. These lower bounds certainly also hold for the more challenging problem. However, while we will observe that in many cases \( \kappa_1, \kappa_2 \) are asymptotically very close which indicates that the lower bounds cannot be increased, this is not necessarily so for the estimation problem of general classifier functions. In other words, while the derived lower bounds will essentially be optimal for learning horizon functions, and while the lower bound also holds for the problem of estimating general classifiers with regular decision boundaries, it is not clear that these lower bounds are sharp in the general setting. For classifiers with Barron-regular decision boundary, however, we will see in Section 5 that the derived lower bound is (essentially) optimal.

### 3.1 The strict estimation problem

Given a class \( \mathcal{H} \subset L^2([0,1]^d) \) of functions that one would like to estimate based on point samples, one can either insist that the estimator produces an element of \( \mathcal{H} \) or allow more freedom, meaning that the estimator is permitted to produce arbitrary elements of \( L^2([0,1]^d) \). In the following definition, we define both kinds of estimators and the associated minimax errors. Below, we will show that the minimax errors for both classes coincide, up to a constant factor.

**Definition 3.1.** Denote by \( L^2([0,1]^d; \{0,1\}) \) the set of all functions \( f \in L^2([0,1]^d) \) taking values in \( \{0, 1\} \), i.e., indicator functions. Let \( \emptyset \neq \mathcal{H} \subset L^2([0,1]^d; \{0,1\}) \) be arbitrary and let \( \Lambda := [0,1]^d \times \{0,1\} \). For \( m \in \mathbb{N} \), denote by \( \mathcal{A}_m(\Lambda, \mathcal{H}) \) the set of all measurable maps \( \Lambda^m \to \mathcal{H} \).

For \( X = (X_1, \ldots, X_m) \in ([0, 1]^d)^m \) and \( h : [0,1]^d \to \{0,1\} \), define \( X^h := ((X_i, h(X_i)))_{i=1}^m \in \Lambda^m \).

Finally, denoting by \( \lambda^m \) the Lebesgue measure on \( ([0,1]^d)^m \cong [0,1]^{dm} \), define

\[
\varepsilon_m(\mathcal{H}) := \inf_{A \in \mathcal{A}_m(\Lambda, L^2)} \sup_{h \in \mathcal{H}} \mathbb{E}_{X \sim \lambda^m} \left\| A(X^h) - h \right\|_{L^2}^2
\]

and

\[
\varepsilon_m^{\text{strict}}(\mathcal{H}) := \inf_{A \in \mathcal{A}_m(\Lambda, \mathcal{H})} \sup_{h \in \mathcal{H}} \mathbb{E}_{X \sim \lambda^m} \left\| A(X^h) - h \right\|_{L^2}^2.
\]

The next lemma is the main technical ingredient for showing \( \varepsilon_m(\mathcal{H}) \simeq \varepsilon_m^{\text{strict}}(\mathcal{H}) \).

**Lemma 3.2.** Let \( (X, \text{dist}) \) be a metric space and let \( \emptyset \neq M \subset X \) be separable. Then for each \( \varepsilon > 0 \) there exists a measurable map \( \pi_\varepsilon : X \to M \) satisfying \( \text{dist}(x, \pi_\varepsilon(x)) \leq \varepsilon + \text{dist}(x, M) \) for all \( x \in X \).

**Proof.** Since \( M \neq \emptyset \) is separable, there exists a countable family \( (y_n)_{n \in \mathbb{N}} \subset M \) that is dense in \( M \). In particular, this implies

\[
\text{dist}(x, M) = \inf_{n \in \mathbb{N}} \text{dist}(x, y_n) \quad \forall \ x \in X.
\]

(3.2)

Now, define \( X_0 := \emptyset \) and inductively

\[
X_{n+1}^{(0)} := \{ x \in X : \text{dist}(x, y_{n+1}) \leq \varepsilon + \text{dist}(x, M) \} \quad \text{and} \quad X_{n+1} := X_{n+1}^{(0)} \setminus \bigcup_{\ell=1}^n X_{\ell}
\]
for \( n \in \mathbb{N}_0 \). By continuity of \( \text{dist}(\cdot, y_{n+1}) \) and \( \text{dist}(\cdot, M) \), it follows that each set \( X_{n+1}^{(0)} \subseteq X \) is closed; hence, each \( X_n \subseteq X \) is measurable. Furthermore, it follows from Equation (3.2) that \( X = \bigcup_{n=1}^{\infty} X_n \). Overall, this shows that

\[
\pi_{\varepsilon} : X \to M, \quad x \mapsto \sum_{n=1}^{\infty} y_n \mathbb{1}_{X_n}(x)
\]

is well-defined and measurable. Finally, given any \( \varepsilon \), letting \( \varepsilon \to 0 \), we have

\[
\lim_{n \to \infty} \mathbb{1}_{X_n}(x) = \mathbb{1}_{X}(x)
\]

and hence \( \text{dist}(x, \pi_{\varepsilon}(x)) = \text{dist}(x, y_n) \leq \varepsilon + \text{dist}(x, M) \).

Lemma 3.3. With notation as in Definition 3.4, we have

\[
\varepsilon_m(\mathcal{H}) \leq \varepsilon_m^{\text{strict}}(\mathcal{H}) \leq 4 \varepsilon_m(\mathcal{H}).
\]

Proof. Since \( \mathcal{A}_m(\Lambda, L^2) \supseteq \mathcal{A}_m(\Lambda, \mathcal{H}) \), we see \( \varepsilon_m(\mathcal{H}) \leq \varepsilon_m^{\text{strict}}(\mathcal{H}) \).

Conversely, let \( B \in \mathcal{A}_m(\Lambda, L^2) \) and \( \varepsilon > 0 \) be arbitrary. Since \( L^2([0,1]^d) \) is separable, Lemma 3.2 applied with \( X = L^2([0,1]^d) \) and \( M = \mathcal{H} \) yields a measurable map \( \pi_{\varepsilon} : L^2([0,1]^d) \to \mathcal{H} \) satisfying

\[
\| f - \pi_{\varepsilon}(f) \|_{L^2} \leq \varepsilon + \text{dist}(f, \mathcal{H})
\]

for all \( f \in L^2([0,1]^d) \).

Note that \( A := \pi_{\varepsilon} \circ B \in \mathcal{A}_m(\Lambda, \mathcal{H}) \). Furthermore, using the estimate \( (a-b)^2 = a^2 - 2ab + b^2 \), which holds for \( a, b \in \mathbb{R} \), we see that \( 2\varepsilon b = 2 \cdot \sqrt{\varepsilon} \cdot \sqrt{\varepsilon} b \leq \varepsilon + \varepsilon b^2 \) for \( b \geq 0 \), and hence \( (\varepsilon + b)^2 = \varepsilon^2 + 2\varepsilon b + b^2 \leq \varepsilon^2 + \varepsilon + (1 + \varepsilon)b^2 \). Therefore, we obtain for each \( h \in \mathcal{H} \) and \( X \in ([0,1]^d)^m \) that

\[
\| A(X^h) - h \|_{L^2}^2 \leq \left( \| A(X^h) - B(X^h) \|_{L^2} + \| B(X^h) - h \|_{L^2} \right)^2
\]

\[
\leq \left( \varepsilon + \text{dist}(B(X^h), \mathcal{H}) + \| B(X^h) - h \|_{L^2} \right)^2
\]

\[
\leq \left( \varepsilon + 2 \| B(X^h) - h \|_{L^2} \right)^2 \leq \varepsilon^2 + \varepsilon + (1 + \varepsilon) \cdot 4 \cdot \| B(X^h) - h \|_{L^2}^2.
\]

(3.3)

After taking the expectation \( \mathbb{E}_{X \sim \lambda^m} \) and the supremum \( \sup_{h \in \mathcal{H}} \), this shows

\[
\varepsilon_m^{\text{strict}}(\mathcal{H}) \leq \sup_{h \in \mathcal{H}} \mathbb{E}_{X \sim \lambda^m} \| A(X^h) - h \|_{L^2}^2 \leq \varepsilon^2 + \varepsilon + (1 + \varepsilon) \cdot 4 \cdot \sup_{h \in \mathcal{H}} \mathbb{E}_{X \sim \lambda^m} \| B(X^h) - h \|_{L^2}^2.
\]

Letting \( \varepsilon \downarrow 0 \) and noting that \( B \in \mathcal{A}_m(\Lambda, L^2) \) was arbitrary, we see \( \varepsilon_m^{\text{strict}}(\mathcal{H}) \leq 4 \varepsilon_m(\mathcal{H}) \), as claimed.

Remark 3.4. It follows from Lemma 3.3 that to provide estimates for \( \kappa_1 \) and \( \kappa_2 \) in 3.1, up to an absolute multiplicative constant, we only need to study the smaller set of estimators \( \mathcal{A}_m(\Lambda, \mathcal{H}) \).

3.2 Density estimation problems

We start by reformulating the learning problem of horizon functions as a density estimation problem. This will be based on the following notation:

Definition 3.5. Let \( d \in \mathbb{N}_{\geq 2} \). We consider \( \Lambda = [0,1]^d \times \{0,1\} \) to be equipped with the measure \( \lambda := \lambda \otimes \nu \), where \( \lambda \) is the Lebesgue measure on \([0,1]^d\) and \( \nu \) is the uniform probability measure on \([0,1]\). Furthermore, we denote by \( \mathcal{M}([0,1]^{d-1}, [0,1]) \) the set of all measurable functions \( b : [0,1]^{d-1} \to [0,1] \).

Define \( \Psi : \mathbb{R} \to [0,1], \ x \mapsto \min \{1, \max \{0, x\}\} \).
Then, given any measurable function \( f : [0,1]^d \to \mathbb{R} \), define

\[
p[f] : \Lambda \to [0,2], \quad (x,\iota) \mapsto \begin{cases} 
2\Psi(f(x)), & \text{if } \iota = 1, \\
2 - 2\Psi(f(x)), & \text{if } \iota = 0.
\end{cases}
\]

Finally, given any \( b \in \mathcal{M}([0,1]^{d-1},[0,1]) \), we define \( p_b := p[h_b] \), where \( h_b \) is the Horizon function associated to \( b \), as introduced in Definition 2.2. It is easy to see that

\[
p_b(x,\iota) = \begin{cases} 
2h_b(x), & \text{if } \iota = 1, \\
2 - 2h_b(x), & \text{if } \iota = 0
\end{cases} \quad \text{for } (x,\iota) \in \Lambda. \tag{3.4}
\]

Finally, given any set \( \mathcal{C} \subset \mathcal{M}([0,1]^{d-1},[0,1]) \), we write \( \mathcal{P}_\mathcal{C} := \{ p_b : b \in \mathcal{C} \} \).

The following lemma confirms that \( p_b \) is a probability density and identifies the associated distribution:

**Lemma 3.6.**

- With notation as in Definition 3.5, we have \( \|p[f] - p[g]\|_{L^1(\lambda)} \leq 2\|f - g\|_{L^1([0,1]^d)} \)
  for all \( f, g \in L^1([0,1]^d) \).
- If \( \Lambda \subset [0,1]^d \) is measurable, then \( p[\mathbb{1}_\Lambda] \, d\lambda \) is the distribution of the random vector \( (X, \mathbb{1}_\Lambda(X)) \), where \( X \sim U([0,1]^d) \).

**Proof.**

**Part 1:** It is easy to see \( |\Psi(x) - \Psi(y)| \leq |x - y| \) for \( x, y \in \mathbb{R} \). Hence,

\[
\|p[f] - p[g]\|_{L^1(\lambda)} = \frac{1}{2} \left( \|p[f](\bullet,0) - p[g](\bullet,0)\|_{L^1([0,1]^d)} + \|p[f](\bullet,1) - p[g](\bullet,1)\|_{L^1([0,1]^d)} \right)
\]

\[
= \frac{1}{2} \left( 2\|\Psi \circ g - \Psi \circ f\|_{L^1([0,1]^d)} + 2\|\Psi \circ f - \Psi \circ g\|_{L^1([0,1]^d)} \right)
\]

\[
\leq 2\|f - g\|_{L^1([0,1]^d)}.
\]

**Part 2:** Let \( M \subset \Lambda = [0,1]^d \times \{0,1\} \) be measurable. Then

\[
\mathbb{P}((X, \mathbb{1}_\Lambda(X)) \in M) = \int_{[0,1]^d} \mathbb{1}_M((x, \mathbb{1}_\Lambda(x))) \, dx = \int_A \mathbb{1}_M((x, 1)) \, dx + \int_{[0,1]^d \setminus A} \mathbb{1}_M((x, 0)) \, dx
\]

\[
= \frac{1}{2} \int_{[0,1]^d} \mathbb{1}_M((x, 1)) \cdot p[\mathbb{1}_\Lambda](x, 1) \, dx + \frac{1}{2} \int_{[0,1]^d} \mathbb{1}_M((x, 0)) \cdot p[\mathbb{1}_\Lambda](x, 0) \, dx
\]

\[
= \int_A \mathbb{1}_M((x,\iota)) \cdot p[\mathbb{1}_\Lambda](x,\iota) \, d\lambda(x,\iota).
\]

Next, we establish the connection between the desired bounds in (3.1) and a density estimation problem. This density estimation problem will then be studied in the framework introduced in [44].

The density estimation problem associated to \( \mathcal{P}_\mathcal{C} \) is to find (or estimate) \( p_b \in \mathcal{P}_\mathcal{C} \) based on \( m \) i.i.d. samples \( (x_i,\iota_i) \)\( \overset{\text{iid}}{\sim} p_b \). To make the connection between the density estimation problem and the learning problem (3.1), the notion of *Hellinger distance* between measurable functions \( p, q : \Lambda \to [0, \infty) \) is useful; it is defined as

\[
d_H(p,q) := \left( \int_\Lambda (\sqrt{p} - \sqrt{q})^2 \, d\lambda \right)^{1/2}. \tag{3.5}
\]

This distance is related to the regular \( L^2 \) norm of the underlying horizon functions as follows.
Lemma 3.7. Let \( d \in \mathbb{N}_{\geq 2} \). For measurable \( b_1, b_2 : [0, 1]^{d-1} \to [0, 1] \), it holds that

\[
\| h_{b_1} - h_{b_2} \|_{L^2(\lambda)}^2 = \frac{1}{2} d_H^2(p_{b_1}, p_{b_2}) = \frac{1}{2} \left( d_H(p_{b_1}, p_{b_2}) \right)^2. \tag{3.6}
\]

Proof. From the definition of \( h_b, p_b \), it follows that \( h_b \) only takes values in \( \{0, 1\} \), so that \( p_b \) only takes values in \( \{0, 2\} \), and hence \( \sqrt{p_b} = p_b/\sqrt{2} \) for any measurable \( b : [0, 1]^{d-1} \to [0, 1] \). Therefore,

\[
d_H^2(p_{b_1}, p_{b_2}) = \int_{\Lambda} (\sqrt{p_{b_1}} - \sqrt{p_{b_2}})^2 \, d\lambda
= \frac{1}{2} \int_{\Lambda} (p_{b_1} - p_{b_2})^2 \, d\lambda
= \frac{1}{4} \int_{[0,1]^d} |p_{b_1}(x, 1) - p_{b_2}(x, 1)|^2 \, d\lambda(x)
\quad + \frac{1}{4} \int_{[0,1]^d} |p_{b_1}(x, 0) - p_{b_2}(x, 0)|^2 \, d\lambda(x)
= \frac{1}{2} \int_{[0,1]^d} (2h_{b_1}(x) - h_{b_2}(x))^2 \, d\lambda(x)
= \frac{1}{2} \left\| h_{b_1} - h_{b_2} \right\|_{L^2(\lambda)}^2,
\]

where we used in \( \text{Eq. 3.7} \) that \( p_{b_1}(x, 1) - p_{b_2}(x, 1) = 2 h_{b_1}(x) - 2 h_{b_2}(x) \) and

\[
p_{b_1}(x, 0) - p_{b_2}(x, 0) = (2 - 2 h_{b_1}(x)) - (2 - 2 h_{b_2}(x)) = 2 h_{b_2}(x) - 2 h_{b_1}(x).
\]

Now we have the following equivalence of the learning problem and the density estimation problem.

Proposition 3.8. Let \( d \in \mathbb{N}_{\geq 2} \), let \( \mathcal{G} \neq \mathcal{C} \subset \mathcal{M}([0, 1]^{d-1}, [0, 1]) \), and let \( \Lambda = [0, 1]^d \times \{0, 1\} \) and the measure \( \lambda \) on \( \Lambda \) as in Definition 3.5. Denote by

\[
\mathcal{D} := \mathcal{D}_\lambda := \left\{ p : \Lambda \to [0, \infty) \mid p \text{ measurable and } \int_{\Lambda} p \, d\lambda = 1 \right\} \tag{3.8}
\]

the set of all probability densities (with respect to the measure \( \lambda \)) on \( \Lambda \), which we equip with the Borel \( \sigma \)-algebra induced by the norm \( \| \cdot \|_{L^1(\lambda)} \).

Then,

\[
\inf_{E : \Lambda^m \to \mathcal{D} \text{ measurable}} \sup_{p^* \in \mathcal{P}_\mathcal{G}} \mathbb{E}_{S=(S_1, \ldots, S_m) \sim p^*} d_H^2(E(S), p^*) \tag{3.9}
\]

\[
\sim \inf_{E : \Lambda^m \to \mathcal{P}_\mathcal{G} \text{ measurable}} \sup_{p^* \in \mathcal{P}_\mathcal{G}} \mathbb{E}_{S=(S_1, \ldots, S_m) \sim p^*} d_H^2(E(S), p^*) \tag{3.10}
\]

\[
= 2 \varepsilon_m(H_{\mathcal{G}}) \sim \varepsilon_m(H_{\mathcal{G}}). \tag{3.11}
\]

Remark. 1. As we show in Appendix A.3, the topology on \( \mathcal{D} \) induced by \( \| \cdot \|_{L^1(\lambda)} \) is identical to the topology of convergence in measure; hence, also the two induced \( \sigma \)-algebras coincide.

2. Regarding the measurability of \( E : \Lambda^m \to \mathcal{P}_\mathcal{G} \), like \( \mathcal{D} \) we also equip \( \mathcal{P}_\mathcal{G} \subset \mathcal{D} \) with the Borel \( \sigma \)-algebra induced by \( \| \cdot \|_{L^1(\lambda)} \).
Proof. The estimate \((3.9) \leq (3.10)\) is trivial. The proof of the reverse estimate is essentially identical to the proof of Lemma 3.3 and is hence omitted. The only thing one has to note here is that the notion of convergence induced by the Hellinger distance \(d_H\) (which is a metric) is weaker than convergence in \(L^1(\lambda)\) but stronger than convergence in measure. Since the latter two notions of convergence are equivalent on \(D\) (see the remark above and Appendix A.3), this means that the Hellinger distance induces the same topology (and hence \(\sigma\)-algebra) on \(D\) as the \(\| \cdot \|_{L^1(\lambda)}\) norm.

In particular, measurability of a function \(\Phi : X \to D\) is independent of whether one equips \(D\) with the \(\sigma\)-algebra induced by \(\| \cdot \|_{L^1}\) or by \(d_H\). Moreover, since \((L^1(\lambda), \| \cdot \|_{L^1})\) is well-known to be separable (see for instance [10, Proposition 3.4.5]), it follows that \((D, \| \cdot \|_{L^1(\lambda)})\) is separable, and hence so is \((D, d_H)\), as required for the application of Lemma 3.2 in the proof of Lemma 3.3.

The statement \(\varepsilon_m^{\text{strict}}(H_\mathcal{E}) \sim \varepsilon_m(H_\mathcal{E})\) in Equation (4.11) follows directly from Lemma 3.3. In the rest of the proof, we thus prove that \((3.10) = 2 \varepsilon_m^{\text{strict}}(H_\mathcal{E})\).

For given \(A \in A_m(\Lambda, H_\mathcal{E})\), we define the map \(E_A\) by

\[
E_A : \Lambda^m \to \mathcal{P}_\mathcal{E}, \quad E_A(S) = p_b[S], \quad \text{where} \quad A(S) = h_b[S].
\]

Note that \(E_A\) is well-defined, since \(b\) is uniquely determined by \(h_b\); see the discussion after Definition 2.2. Now, Lemma 3.7 shows for any \(p = p_b \in \mathcal{P}_\mathcal{E}\) that

\[
d^2_H(E_A(S), p) = 2 \| h_b - h_b \|_{L^2(\lambda)}^2 = 2 \| A(S) - h_b \|_{L^2(\lambda)}^2,
\]

where we note again by Equation (3.2) that \(h_b = p(\cdot, 1)/2\).

Next, given \(b \in \mathcal{E}\), note that \(h_b = \mathbb{1}_{M_b}\) for \(M_b = \{ x \in [0, 1]^d : h_b(x) = 1 \}\). Hence, the second part of Lemma 3.6 shows that if \(X \sim U([0, 1]^d)\), then

\[
(X, h_b(X)) = (X, \mathbb{1}_{M_b}(X)) \sim p(\mathbb{1}_{M_b}) d\lambda = p(h_b) d\lambda = p_b d\lambda.
\]

Thus, if \(X = (X_1, \ldots, X_m) \overset{iid}{\sim} \lambda\) and \(S = (S_1, \ldots, S_m) \overset{iid}{\sim} p_b\), then \(X^{h_b} \sim S\), where \(X^{h_b}\) is as in Definition 3.1. Hence,

\[
\sup_{p^* \in \mathcal{P}_\mathcal{E}} \mathbb{E}_{S = (S_1, \ldots, S_m) \overset{iid}{\sim} p^*} d^2_H(E_A(S), p^*) = 2 \sup_{h_b \in \mathcal{E}} \mathbb{E}_{X = (X_1, \ldots, X_m) \overset{iid}{\sim} h_b} \| A(S) - h_b \|_{L^2(\lambda)}^2 = 2 \sup_{h_b \in \mathcal{E}} \mathbb{E}_{X = (X_1, \ldots, X_m) \overset{iid}{\sim} h_b} \| A(X^{h_b}) - h_b \|_{L^2(\lambda)}^2 = 2 \sup_{h_b \in \mathcal{H}_\mathcal{E}} \mathbb{E}_{X = (X_1, \ldots, X_m) \overset{iid}{\sim} h_b} \| A(X^{h_b}) - h_b \|_{L^2(\lambda)}^2.
\]

Therefore, we see that

\[
(3.10) \leq 2 \sup_{h_b \in \mathcal{H}_\mathcal{E}} \mathbb{E}_{X = (X_1, \ldots, X_m) \overset{iid}{\sim} h_b} \| A(X^{h_b}) - h_b \|_{L^2(\lambda)}^2
\]

for any \(A \in A_m(\Lambda, H_\mathcal{E})\). Recalling the definition of \(\varepsilon_m^{\text{strict}}(H_\mathcal{E})\) (see Definition 3.1), we thus see that \((3.10) \leq 2 \varepsilon_m^{\text{strict}}(H_\mathcal{E})\).

To show that also \((3.10) \geq 2 \varepsilon_m^{\text{strict}}(H_\mathcal{E})\), we observe for a given measurable \(E : \Lambda^m \to \mathcal{P}_\mathcal{E}\) that we can define

\[
A_E : \Lambda^m \to H_\mathcal{E}, \quad A_E(S) = [E(S)](\mathbb{1}, 1)/2,
\]

Now, we see that for every \(A \in A_m(\Lambda, H_\mathcal{E})\), we have

\[
S_{A_E} = \mathbb{E}_{X = (X_1, \ldots, X_m) \overset{iid}{\sim} h_h} [E(X^{h_h})](\mathbb{1}, 1)/2,
\]

and hence

\[
A_E(S) = \mathbb{E}_{X = (X_1, \ldots, X_m) \overset{iid}{\sim} h_h} E(X^{h_h}) = \varepsilon_m^{\text{strict}}(H_\mathcal{E}).
\]
which is then also measurable. Then, writing \( A_E(S) = h_{\epsilon[S]} \), we have \( E(S) = p_{\epsilon[S]} \); hence, another application of Lemma 3.7 shows for any \( h = h_b \in H_E \) that

\[
2 \| A_E(S) - h_b \|_{L^2(\lambda)}^2 = 2 \| h_{\epsilon[S]} - h_b \|_{L^2(\lambda)}^2 = d_H^2(p_{\epsilon[S]}, p_b) = d_H^2(E(S), p_b).
\]

Thus, using the same arguments as above, we see

\[
2 \varepsilon_m^2(H_E) \leq 2 \sup_{h_b \in H_E} \mathbb{E}_{X=(x_1,\ldots,x_m) \sim \lambda} \| A_E(X^h) - h_b \|_{L^2(\lambda)}^2
\]

\[
= 2 \sup_{b \in V} \mathbb{E}_{X=(x_1,\ldots,x_m) \sim \lambda} \| A_E(X^{h_b}) - h_b \|_{L^2(\lambda)}^2
\]

\[
= 2 \sup_{b \in V} \mathbb{E}_{X=(x_1,\ldots,x_m) \sim \lambda} d_H^2(E(X^{h_b}), p_b)
\]

\[
= 2 \sup_{p^* \in P} \mathbb{E}_{S=(s_1,\ldots,s_m) \sim p^*} d_H^2(E(S), p_b).
\]

Taking the infimum over \( E \) then yields the result.

Quite sharp bounds for the density estimation problem in terms of the Hellinger distance have been established in [44]; we review these in Theorem 3.11 below. To properly formulate these results, however, we first need to recall the definitions of packing- and covering entropy numbers.

**Definition 3.9.** (cf. [44] Definitions 1 and 2) Let \( \mathcal{X} \neq \emptyset \) be a set and let \( d : \mathcal{X} \times \mathcal{X} \to [0, \infty] \) be a general distance function, meaning that \( d(x, x) = 0 \) for all \( x \in \mathcal{X} \) and \( d(x, y) > 0 \) for \( x, y \in \mathcal{X} \) with \( x \neq y \). Note that we do not assume that \( d \) is symmetric or satisfies a form of the triangle inequality.

For a set \( \emptyset \neq K \subset \mathcal{X} \) and \( \varepsilon > 0 \), we call a set \( N_\varepsilon \subset K \) an \( \varepsilon \)-packing set in \( K \) if for all \( x_1, x_2 \in N_\varepsilon \) with \( x_1 \neq x_2 \), it holds that \( d(x_1, x_2) > \varepsilon \). We define

\[
N_{K,d}(\varepsilon) := \max \{|N| : N \text{ is an } \varepsilon\text{-packing set for } K\} \quad \text{and} \quad M_{K,d}(\varepsilon) := \ln(N_{K,d}(\varepsilon)).
\]

We call \( M_{K,d}(\varepsilon) \) the \( \varepsilon \)-packing entropy of \( K \) (with respect to \( d \)).

Moreover, we call a set \( G_\varepsilon \subset \mathcal{X} \) an \( \varepsilon \)-net for \( K \) (in \( \mathcal{X} \)) if for every \( x \in K \) there exists \( y \in G_\varepsilon \) satisfying \( d(x, y) \leq \varepsilon \). We define

\[
G_{K,d}(\varepsilon) := \min \{|G| : G \subset \mathcal{X} \text{ is an } \varepsilon\text{-net for } K\} \quad \text{and} \quad V_{K,\mathcal{X},d}(\varepsilon) := V_{K,d}(\varepsilon) := \ln(G_{K,d}(\varepsilon)).
\]

We call \( V_{K,d}(\varepsilon) \) the \( \varepsilon \)-covering entropy of \( K \) (with respect to \( d \) in \( \mathcal{X} \)).

**Remark 3.10.** If the distance \( d \) is in fact a metric (i.e., \( d \) is symmetric and satisfies the triangle inequality), then it holds that

\[
M_{K,d}(2\varepsilon) \leq V_{K,\mathcal{X},d}(\varepsilon) \leq M_{K,d}(\varepsilon) \quad \forall \varepsilon \in (0, \infty);
\]

see e.g. [44] Page 1569.

Before we can properly state the results from [44], we need to revisit one more notion, the so-called **Kullback-Leibler divergence**, as introduced e.g. in [44] Top of Page 1569. For two probability
density functions \( p, q \in \mathcal{D}_\lambda \) (with \( \mathcal{D}_\lambda \) as in Equation (3.8)), the Kullback-Leibler divergence of \( p \) from \( q \) is defined as
\[
D(p \parallel q) := \int_\lambda p \cdot \ln(p/q) \, d\lambda,
\]
and the associated distance function is given by
\[
d_{KL}(p, q) := \sqrt{D(p \parallel q)},
\]
where we implicitly use that \( D(p \parallel q) \geq 0 \); this is well-known and reviewed for completeness in Appendix A.4. We denote the associated covering entropy of a subset \( \mathcal{P} \subset \mathcal{D}_\lambda \) in \( \mathcal{D}_\lambda \) by \( V_{\mathcal{P},KL}(\varepsilon) \). Using these notions, the main result of [44] reads as follows:

**Theorem 3.11.** (slightly simplified from [44]) Let \( (\Lambda, \lambda) \) be a probability space. Let the set \( \mathcal{D} = \mathcal{D}_\lambda \) of probability density functions as defined in Equation (3.8), and let \( \emptyset \neq \mathcal{P} \subset \mathcal{D}_\lambda \).

Let \( V, M : (0, \infty) \to [0, \infty) \) be continuous from the right and non-increasing, and with the following properties:

1. \( V_{\mathcal{P},KL}(\varepsilon) \leq V(\varepsilon) \) for all \( \varepsilon > 0 \);
2. the sequence \( (\varepsilon_n)_{n \in \mathbb{N}} \subset (0, \infty) \) is chosen such that \( \varepsilon_n^2 = V(\varepsilon_n)/n \) for all \( n \in \mathbb{N} \);
3. the packing entropy \( M_{\mathcal{P},H} \) of \( \mathcal{P} \) with respect to the Hellinger distance \( d_H \) satisfies
   \[
   M(\varepsilon) \leq M_{\mathcal{P},H}(\varepsilon) < \infty \quad \forall \varepsilon > 0;
   \]
4. \( M(\varepsilon) > 2 \ln 2 \) for \( \varepsilon > 0 \) small enough;
5. the sequence \( (\bar{\varepsilon}_n)_{n \in \mathbb{N}} \subset (0, \infty) \) is chosen such that \( M(\bar{\varepsilon}_n) = 4n \varepsilon_n^2 + 2 \ln 2 \) for all \( n \in \mathbb{N} \).

Then
\[
\frac{1}{8} \varepsilon_n^2 \leq \inf_{E : \Lambda^n \to \mathcal{D} \text{ measurable}} \sup_{p^* \in \mathcal{P}} \mathbb{E}_{S = (S_1, \ldots, S_m) \sim \rho^*} d_H^2(E(S), p^*) \leq 2 \varepsilon_n^2 \quad \forall m, n \in \mathbb{N}.
\]

In fact, for the upper estimate, it suffices if only Conditions 1 and 2 are satisfied.

**Proof.** This follows immediately from [44] Theorems 1 and 2 upon noting that \( d_H \) is a metric on \( \mathcal{D}_\lambda \) satisfying \( d_H \leq d_{KL} \); this latter condition is verified for completeness in Appendix A.4.

Typically, applying these results requires the densities \( p \in \mathcal{P} \) to never vanish (or at least to all have the same support), since otherwise \( D(p \parallel q) \) might be infinite for certain \( p, q \in \mathcal{P} \) and hence Condition 1 of Theorem 3.11 does not hold. For this reason, applications of the results in [44] in the literature have mainly considered estimation problems with measurements corrupted by Gaussian noise. In contrast, our interest is in the case of noiseless measurements. Intriguingly, [44] Lemma 2] offers a way out, as shown in (the proof of) the following proposition.

**Proposition 3.12.** Let \( d \in \mathbb{N} \) and let \( \mathcal{P} \subset \mathcal{D}_\lambda \) be a set of probability densities defined on \( \Lambda = [0, 1]^d \times \{0, 1\} \) (with respect to the measure \( \lambda \) from Definition 3.3 and \( \mathcal{D}_\lambda \) as in Equation (3.8)) such that \( \|p\|_{L^\infty} \leq 2 \) for all \( p \in \mathcal{P} \). Assume further that the packing entropy \( M_{\mathcal{P},H} \) of \( \mathcal{P} \) under the Hellinger distance satisfies for all \( 0 < \varepsilon < 1 \) that
\[
\varepsilon^{-1/\beta} \ln^b(2 + \varepsilon^{-1}) \geq M_{\mathcal{P},H}(\varepsilon) \geq \varepsilon^{-1/\alpha} / \ln^a(2 + \varepsilon^{-1})
\]
for certain $\alpha \geq \beta > 0$ and $a, b \geq 0$. Then, it holds for all $m \in \mathbb{N}$ that
\[
m^{-2\alpha/(2\beta+1) + \left(\ln(2m)\right)^{-4\alpha/(1+\beta b)/(2\beta+1) - 2\alpha}} 
\lesssim \inf_{E: \Lambda^m \to P} \sup_{p^* \in P} \mathbb{E}_{S=(S_1, \ldots, S_m) \sim p} d_H^2(E(S), p^*) 
\lesssim m^{-2\beta/(2\beta+1) + \left(\ln(2m)\right)^{2(1+\beta b)/(2\beta+1)}}.
\]

**Proof.** The idea behind the proof was to some extent already outlined on [44, Page 1579], but we will present the full argument here for the convenience of the reader.

We first recall from [44, Lemma 2] that for every density $g \in D_\Lambda$ and every $\varepsilon \in (0, \sqrt{2})$, there exists a density $\tilde{g} = \tilde{g}(g, \varepsilon) \in D_\Lambda$ such that for all $f \in D_\Lambda$ with $\|f\|_{L^\infty} \leq 2$ (and hence for all $f \in P$) satisfying $d_H(f, g) \leq \varepsilon$ it holds that
\[
d_{KL}(f, \tilde{g}) \lessapprox \sqrt{\varepsilon^2 \cdot (1 + |\ln(\varepsilon)|)}.
\]

As a result of this lemma, we have that for any Hellinger $\varepsilon$-covering set $B_\varepsilon \subset D_\Lambda$ of $P$, the set $B_\varepsilon := \{\tilde{g}(g, \varepsilon) : g \in B_\varepsilon\}$ is a $c\sqrt{\varepsilon^2 \cdot (1 + |\ln(1/\varepsilon)|)}$ covering set for $P$ with respect to the Kullback–Leibler distance, where $c > 1$ is a suitable absolute constant.

Therefore, we obtain the following upper bound on the $\varepsilon$ covering entropy of $P$ under the Kullback–Leibler distance, which we denote by $V_{P,KL}(\varepsilon)$:
\[
V_{P,KL} \left(c\sqrt{\varepsilon^2 \cdot (1 + |\ln(1/\varepsilon)|)}\right) \leq V_{P,H}(\varepsilon) \leq M_{P,H}(\varepsilon) \lessapprox \varepsilon^{-1/\beta} \ln b(2 + \varepsilon^{-1}) \quad \forall \varepsilon \in (0, 1].
\]

We denote $\gamma(x) := \sqrt{x^2 \cdot (1 + |\ln(1/x)|)}$ and observe that for $x < 1/2$
\[
2x \geq \gamma(x/(1 + \ln(1/x))
\]

Indeed,
\[
\left[\frac{\gamma(x/(1 + \ln(1/x)))}{x} \cdot \frac{1 + \ln(1/x) + \ln(1 + \ln(1/x))}{(1 + \ln(1/x))^2}\right]^2 \leq 2x^2 \leq (2x)^2,
\]

since $\ln(z) \leq z$ for all $z \geq 1$. The covering entropy $V_{P,KL}$ is a non-decreasing function. Therefore, we conclude that for all sufficiently small $\varepsilon > 0$ it holds
\[
V_{P,KL}(2\varepsilon) \leq V_{P,KL} \left(c \cdot \gamma(\varepsilon/(1 + \ln(1/\varepsilon)))\right) 
\lesssim M_{P,H} \left(\varepsilon/(1 + \ln(1/\varepsilon))\right) 
\lesssim \varepsilon^{-1/\beta} \cdot (1 + \ln(1/\varepsilon))^{1/\beta} \cdot \ln^b 2(1 + \ln(1/\varepsilon))\varepsilon 
\lesssim \varepsilon^{-1/\beta} \cdot (1 + \ln(1/\varepsilon))^{1/\beta} \cdot \ln^b (1 + 1/\varepsilon) 
\lesssim \varepsilon^{-1/\beta} \cdot \ln^{1/\beta + b}(1 + 1/\varepsilon),
\]

where we used in (3.12) that for $0 < \varepsilon < 1/2$ it holds that $1 + \ln(1/\varepsilon) \leq 1/\varepsilon$ and hence
\[
2 + (1 + \ln(1/\varepsilon))/\varepsilon \leq 2 + 1/\varepsilon^2 \leq (1 + 1/\varepsilon)^2.
\]
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Hence, after substituting $\varepsilon/2c$ for $\varepsilon$, we have shown that there exist $\varepsilon_0 > 0$ and $C^* > 0$ such that for all $\varepsilon \in (0, \varepsilon_0)$, it holds

$$V_{P,KL}(\varepsilon) \leq C^* \cdot \left( \max\{1, \varepsilon^{-1}\} \right)^{1/\beta} \cdot \ln^{1/\beta+b}(2 + \varepsilon^{-1}) =: \Gamma(\varepsilon),$$

and this estimate clearly also remains valid—after enlarging $C^*$ if necessary—for $\varepsilon \geq \varepsilon_0$. Thus, by Lemma A.1 (which will be shown independently below), we obtain that there exists a sequence $(\varepsilon_n)_{n \in \mathbb{N}}$ such that $\varepsilon_n^2 = \Gamma(\varepsilon_n)/n$ and

$$\varepsilon_n \sim \left( \frac{\ln(2n)^{1/\beta+b}}{n} \right)^{1/(2+1/\beta)} = \frac{1}{n}^{\beta/(2\beta+1)} \cdot [\ln(2n)]^{(1+\beta b)/(2\beta+1)}.$$

From Theorem 3.11, we therefore obtain the upper bound

$$\inf_{E: \Lambda^m \to \mathcal{D}} \sup_{p^* \in \mathcal{P}} \mathbb{E}_{S=(S_1, ..., S_m) \sim p^*} d_H^2(E(S), p^*) \leq 2\varepsilon_n^2 \sim n^{-2\beta/(2\beta+1)} [\ln(2n)]^{2(1+\beta b)/(2\beta+1)}.$$  \hspace{1cm} (3.14)

In addition to the upper bound, Theorem 3.11 yields a lower bound of

$$\inf_{E: \Lambda^m \to \mathcal{D}} \sup_{p^* \in \mathcal{P}} \mathbb{E}_{S=(S_1, ..., S_m) \sim p^*} d_H^2(E(S), p^*) \geq \varepsilon_m^2,$$  \hspace{1cm} (3.15)

where $\varepsilon_n$ satisfies $M(\varepsilon_n) = 4n\varepsilon_n^2 + 2 \ln 2$ for all $n \in \mathbb{N}$. Here, $M(\varepsilon)$ is a (non-increasing, continuous) lower bound on the packing entropy number $M_{P,H}(\varepsilon)$. Naturally, given the hypothesis of the current proposition, we choose $M(\varepsilon) = \tilde{c} \cdot \varepsilon^{-1/\alpha}/\ln^a(2 + \varepsilon^{-1})$ for a suitable $\tilde{c} > 0$. Note that $M$ is continuous and $M(\varepsilon) \to 0$ as $\varepsilon \downarrow 0$ and $M(\varepsilon) \to 0$ as $\varepsilon \to \infty$. Hence, by the intermediate value theorem, there exists for each $n \in \mathbb{N}$ some $\varepsilon_n \in (0, \infty)$ satisfying $M(\varepsilon_n) = 4n\varepsilon_n^2 + 2 \ln 2$. Furthermore, note that for $\mathbb{R}^+ = (0, \infty)$ and

$$\Gamma: \mathbb{R}^+ \to \mathbb{R}^+, \ x \mapsto \tilde{c} \cdot x^{-\alpha}/\ln^a(2 + x^{2\alpha})$$

it holds that

$$\Gamma(M(\varepsilon)) = \Gamma(\tilde{c} \cdot \varepsilon^{-1/\alpha}/\ln^a(2 + \varepsilon^{-1}))$$

$$= \varepsilon \ln^a(2 + \varepsilon^{-1})/\ln^a(2 + \tilde{c}^{2\alpha} \varepsilon^{-2}/\ln^a(2 + \varepsilon^{-1}))$$

$$\leq \varepsilon \ln^a(2 + \varepsilon^{-1})/\ln^a(2 + \varepsilon^{-1}) = \varepsilon$$

where the penultimate step follows since $\tilde{c}^{2\alpha} \varepsilon^{-1}/\ln^a(2 + \varepsilon^{-1})$ tends to infinity for $\varepsilon \downarrow 0$.

Now we obtain that for all $n \in \mathbb{N}$

$$\varepsilon_n \geq \Gamma(M(\varepsilon_n)) = \Gamma \left( 4n\varepsilon_n^2 + 2 \ln 2 \right)$$

(by 3.13) and since $\Gamma(x) \sim \Gamma(y)$ if $x \sim y$) $\sim \Gamma \left( 2n^{-2\beta/(2\beta+1)} [\ln(2n)]^{2(1+\beta b)/(2\beta+1)} + 2 \ln 2 \right)$

$$= \Gamma \left( 2n^{1/(2\beta+1)} [\ln(2n)]^{2(1+\beta b)/(2\beta+1)} + 2 \ln 2 \right)$$

$$\geq n^{-\alpha/(2\beta+1)} [\ln(2n)]^{-2\alpha(1+\beta b)/(2\beta+1)} [\ln(2 + 2n)]^{\alpha a}$$

$$\geq n^{-\alpha/(2\beta+1)} [\ln(2n)]^{-2\alpha(1+\beta b)/(2\beta+1) - \alpha a}.$$ 

Combining this bound with 3.13 and recalling 3.14 completes the proof.
To apply Proposition 3.12 we need to find an estimate of $M_{P_{\mathcal{C}},H}(\varepsilon)$. The following lemma establishes a convenient relation of the packing entropy of $P_{\mathcal{C}}$ (as defined in Definition 3.5) under the Hellinger distance to the packing entropy of $\mathcal{C}$ under the $L^1$ norm.

**Lemma 3.13.** Let $d \in \mathbb{N}_{\geq 2}$ and $\mathcal{C} \subset C([0,1]^{d-1}, [0,1])$. Then the packing entropy of $P_{\mathcal{C}}$ with respect to the Hellinger distance obeys for all $\varepsilon > 0$:

$$M_{P_{\mathcal{C}},H}(\varepsilon) = M_{\mathcal{C},L^1}(\varepsilon^2/2),$$

where $M_{\mathcal{C},L^1}$ denotes the packing entropy of $\mathcal{C}$ under the $L^1$ distance with the Lebesgue measure on $[0,1]^{d-1}$.

**Proof.** Let $\varepsilon > 0$, write $[k] := \{1,2,\ldots,k\}$ for $k \in \mathbb{N}$, and let

$$B_\varepsilon := \{b_\ell : \ell \in [k]\},$$

be an $\varepsilon^2/2$-packing set of $\mathcal{C}$ with respect to the $L^1$ norm, with $b_\ell \neq b_j$ for $\ell \neq j$. By (an obvious generalization of) Lemma B.1 it holds that for $b,b' \in \mathcal{C}$

$$\|h_b - h_{b'}\|_{L^2}^2 = \|b - b'\|_{L^1}^2.$$

Moreover, by Lemma 3.7 we have that for all $b,b' \in \mathcal{C}$

$$\|h_b - h_{b'}\|_{L^2}^2 = \frac{1}{2}d_H^2(p_b,p_{b'}).$$

Hence, if $\ell,j \in [k]$ satisfy $\ell \neq j$, then

$$\frac{1}{2}d_H^2(p_\ell,p_j) = \|b_\ell - b_j\|_{L^1} > \varepsilon^2/2 \quad \text{and hence} \quad d_H(p_\ell,p_j) > \varepsilon.$$

Therefore,

$$N_\varepsilon := \{p_\ell : \ell \in [k]\},$$

is an $\varepsilon$-packing set for $P_{\mathcal{C}}$ with cardinality $k$. Thus, we easily see

$$M_{P_{\mathcal{C}},H}(\varepsilon) \geq M_{\mathcal{C},L^1}(\varepsilon^2/2).$$

The inverse inequality can be obtained with the same argument but starting with an $\varepsilon$ packing set for $P_{\mathcal{C}}$ with respect to $d_H$. \qed

Based on the lemma above, we now obtain the following bound for the density estimation problem for the class $P_{\mathcal{C}}$, based on bounds for the $L^1$ packing entropy of the underlying set of functions $\mathcal{C}$.

**Theorem 3.14.** Let $d \in \mathbb{N}_{\geq 2}$ and $\mathcal{C} \subset C([0,1]^{d-1}, [0,1])$. Assume further that for all $0 < \varepsilon < 1$

$$\varepsilon^{-1/\beta} \ln^b(2 + \varepsilon^{-1}) \gtrsim M_{\mathcal{C},L^1}(\varepsilon) \gtrsim \varepsilon^{-1/\alpha} / \ln^a(2 + \varepsilon^{-1})$$

for certain $\alpha \geq \beta > 0$ and $a,b \geq 0$. Then,

$$m^{-\alpha/(\beta+1)} \cdot \ln(2m)^{-\alpha(2+\beta)/((\beta+1)) - \alpha a} \lesssim \inf_{E : \Lambda^m \rightarrow \mathcal{Y}} \sup_{p^* \in P_{\mathcal{C}}} \mathbb{E}_{S = (S_1,\ldots,S_m) \sim p^*} d_H^2(E(S),p^*) \lesssim m^{-\beta/(\beta+1)} \cdot \ln(2m)^{(2+\beta)/((\beta+1))}.$$
Proof. By Lemma \ref{lem:proof} we have for all $0 < \delta < 1$ that 
\[
\delta^{-1/\beta} \ln^b(2 + \delta^{-1}) \gtrsim M_{p, H}(\sqrt{2\delta}) \gtrsim \delta^{-1/\alpha} / \ln^a(2 + \delta^{-1})
\]
and hence 
\[
\varepsilon^{-2/\beta} \ln^b(2 + \varepsilon^{-1}) \gtrsim M_{p, H}(\varepsilon) \gtrsim \varepsilon^{-2/\alpha} / \ln^a(2 + \varepsilon^{-1})
\]
for all $0 < \varepsilon < \sqrt{2}$. The result now follows by applying Proposition \ref{prop:proposition}.

We close this section by transferring the upper and lower bounds from above to the problem of learning horizon functions from noiseless point evaluations.

Corollary 3.15. Let $d \in \mathbb{N}_{\geq 2}$ and $\mathcal{E} \subset C([0, 1]^{d-1}, [0, 1])$. Assume further that for all $0 < \varepsilon < 1$
\[
\varepsilon^{-1/\beta} \cdot \ln^b(2 + \varepsilon^{-1}) \gtrsim M_{p, H}(\varepsilon) \gtrsim \varepsilon^{-1/\alpha} / \ln^a(2 + \varepsilon^{-1})
\]
for certain $\alpha \geq \beta > 0$ and $a, b \geq 0$. Then, \eqref{eq:bound} holds with 
\[
\kappa_1(m) = C_1 \cdot m^{-\alpha/(\beta+1)} \cdot |\ln(2m)|^{-\alpha(2+\beta b)/(\beta+1) - \alpha},
\]
\[
\kappa_2(m) = C_2 \cdot m^{-\beta/(\beta+1)} \cdot |\ln(2m)|^{(2+\beta b)/(\beta+1)},
\]
for certain $C_1, C_2 > 0$.

Proof. The result follows directly from combining Theorem \ref{thm:theorem} with Proposition \ref{prop:proposition}.

4 Sets with Barron-regular boundaries

4.1 Entropy bounds for the set of Barron functions

Given $d \in \mathbb{N}$ and $C > 0$, we say that $f : [0, 1]^d \to \mathbb{R}$ is a \textit{general Barron function with constant $C$}, if there exists a (complex-valued) measure $\mu$ on $\mathbb{R}^d$ and some $c \in [-C, C]$ satisfying
\[
f(x) = c + \int_{\mathbb{R}^d} e^{2\pi i \langle x, \xi \rangle - 1} \, d\mu(\xi)
\]
for all $x \in [0, 1]^d$ and
\[
\int_{\mathbb{R}^d} |\xi| \, d|\mu|(\xi) \leq C.
\]
Here, $|\mu|$ is the total variation measure of $\mu$; see \textbf{[34]} Section 6.1. We write $\mathcal{GB}_d(C)$ for the set of all such functions.

Note that the general Barron class is indeed a generalization of the Barron class of Definition \ref{def:barron} in the following sense.

Lemma 4.1. Let $d \in \mathbb{N}$ and $C > 0$, then $B_d(C) \subset \mathcal{GB}_d(C)$.

Proof. Let $f \in B_d(C)$. Then there exists $c \in [-C, C]$ and a measurable $F : \mathbb{R}^d \to \mathbb{C}$ satisfying
\[
\int_{\mathbb{R}^d} |\xi| \cdot |F(\xi)| \, d\xi \leq C
\]
for all $x \in [0, 1]^d$.

\[
f(x) = c + \int_{\mathbb{R}^d} (e^{2\pi i \langle x, \xi \rangle} - 1) \cdot F(\xi) \, d\xi = c + \int_{\mathbb{R}^d} (e^{2\pi i \langle x, \xi \rangle} - 1) \cdot (2\pi)^d F(2\pi \xi) \, d\xi,
\]
where the second equality follows by change of variables from $\xi$ to $2\pi \xi$. We consider the measure
\[
\mu_f := (2\pi)^d F(2\pi \xi) \ d\xi
\]
and observe that
\[
\int_{\mathbb{R}^d} |\xi| d\mu_f = \int_{\mathbb{R}^d} |2\pi \xi|(2\pi)^{d-1} |F(2\pi \xi)| \ d\xi = \int_{\mathbb{R}^d} |\xi|(2\pi)^{-1} |F(\xi)| \ d\xi \leq C/(2\pi) \leq C,
\]
where we applied a change of variables of $\xi$ to $\xi/(2\pi)$. The final inequality demonstrates that $f \in GB_d(C)$.

Next, we show that one can replace the general complex measure $\mu$ in Equation (1.1) by a measure of the form $F(\xi) \ d\xi$, where $F \in L^1_w(\mathbb{R}^d)$ for the weight $w : \mathbb{R}^d \to [1, \infty)$ given by $w(\xi) = 1 + |\xi|$ and the weighted Lebesgue space
\[
L^1_w(\mathbb{R}^d) := \{ F : \mathbb{R}^d \to C : F \text{ measurable and } \| F \|_{L_w^1} := \| w \cdot F \|_{L^1} < \infty \}.
\]

**Proposition 4.2.** For any $d \in \mathbb{N}$, there exists a constant $C_0 = C_0(d) > 0$ such that for every $C > 0$ and $f \in GB_d(C)$, there exists a function $F \in L^1_w(\mathbb{R}^d)$ satisfying
\[
f(x) = \int_{\mathbb{R}^d} e^{2\pi i(x, \xi)} F(\xi) \ d\xi \quad \text{for all } x \in [0, 1]^d \quad \text{and} \quad \| F \|_{L^1_w} \leq C_0 \cdot C.
\]

**Proof.** Fix a function $\varphi \in C^\infty_c(\mathbb{R}^d)$ with $0 \leq \varphi \leq 1$ and $\varphi \equiv 1$ on a neighborhood of $[0, 1]^d$, as well as $\text{supp } \varphi \subseteq (-2, 2)^d$.

Let $f \in GB_d(C)$ and choose $c \in [-C, C]$ and a complex measure $\mu$ on $\mathbb{R}^d$ with $\int_{\mathbb{R}^d} |\xi| d\mu(|\xi|) \leq C$ and $f(x) = c + \int_{\mathbb{R}^d} e^{2\pi i(x, \xi)} - 1 \ d\mu(|\xi|)$ for all $x \in [0, 1]^d$. Note by [34] Theorem 6.12 that there exists a measurable function $\sigma : \mathbb{R}^d \to C$ satisfying $|\sigma| = 1$ and $d\mu = \sigma d|\mu|$.

Now, writing $B := B_1(0) := \left \{ \xi \in \mathbb{R}^d : |\xi| \leq 1 \right \}$, define $g, h : \mathbb{R}^d \to \mathbb{C}$ by
\[
g(x) := \int_{B} (e^{2\pi i(x, \xi)} - 1) d\mu(|\xi|) \quad \text{and} \quad h(x) := \int_{\mathbb{R}^d \setminus B} e^{2\pi i(x, \xi)} d\mu(|\xi|)
\]
and set $\tilde{c} := \int_{B} \sigma(|\xi|) d\mu(|\xi|) \in C = \int_{\mathbb{R}^d \setminus B} \sigma(|\xi|) d\mu(|\xi|)$, where we note because of $|\sigma(|\xi|)| = 1 \leq |\xi|$ for $\xi \in \mathbb{R}^d \setminus B$ that $|\tilde{c}| \leq \int_{\mathbb{R}^d \setminus B} |\xi| d\mu(|\xi|) \leq C$.

We first claim that $g$ is smooth, with $|\partial^\alpha g(x)| \leq C_1 \cdot C$ for all $x \in [-2, 2]^d$ and $\alpha \in \mathbb{N}_0^d$ with $|\alpha| \leq d + 2$, for a suitable constant $C_1 = C_1(d) > 0$. Indeed, in view of $|e^{it} - 1| = |e^{it} - e^{i0}| \leq |t|$ for $t \in \mathbb{R}$, we first see that $g$ is well-defined, with
\[
|g(x)| \leq \int_{B} |e^{2\pi i(x, \xi)} - 1| \cdot |\sigma(|\xi|)| d|\mu(|\xi|) \leq \int_{\mathbb{R}^d} 2\pi |x||\xi| d|\mu(|\xi|) \leq 2\pi C |x| \leq 4\pi C e^{|x|} \sqrt{d} \quad \text{for } x \in [-2, 2]^d.
\]

Next, we use differentiation under the integral (as in [1] Chapter X, Theorem 3.18) to deduce that $g$ is smooth with partial derivative $\partial^\alpha g$ (for $\alpha \in \mathbb{N}_0^d$, $\alpha \neq 0$) given by
\[
\partial^\alpha g(x) = \int_{B} (2\pi i \xi)^\alpha e^{2\pi i(x, \xi)} \sigma(|\xi|) d|\mu(|\xi|).
\]
Since $|\xi| \leq |\xi|^{|x|} \leq |\xi|$ for $\alpha \in \mathbb{N}_0^d \setminus \{0\}$ and $\xi \in B$, this implies
\[
|\partial^\alpha g(x)| \leq \int_{B} (2\pi)^{|\alpha|} |\xi| d|\mu(|\xi|) \leq (2\pi)^{d+2} C \quad \text{for } x \in \mathbb{R}^d \text{ and } \alpha \in \mathbb{N}_0^d \setminus \{0\} \text{ with } |\alpha| \leq d + 2.
\]
Overall, set $f_1 := \varphi \cdot (c - \bar{c} + g)$. Then a combination of the preceding estimates with the Leibniz rule (see [18 Equation (2.2.5)]) shows that $f_1 \in C^{d+2}_c(\mathbb{R}^d)$ with supp $f_1 \subset (-2, 2)^d$ and $\|\partial^\alpha f_1\|_{L^1} \leq C_2 \alpha$ for $|\alpha| \leq d + 2$, with $C_2 = C_2(d)$. By standard properties of the Fourier transform (see e.g. [18 Proposition 2.2.11]), this implies $\hat{f}_1 \in L^1_w(\mathbb{R}^d)$ with $\|\hat{f}_1\|_{L^1_w} \leq C_3 C$, for a suitable constant $C_3 = C_3(d) > 0$.

Next, define
\[
H : \mathbb{R}^d \to \mathbb{C}, \quad \xi \mapsto \int_{\mathbb{R}^d \setminus B} \hat{\varphi}(\xi - \eta) \sigma(\eta) \, d\mu(\eta).
\]
Then a computation using Tonelli’s theorem and the estimate $1 + |\xi| \leq 1 + |\xi - \eta| + |\eta| \leq |\eta| \cdot (2 + |\xi - \eta|)$, which holds for $\xi \in \mathbb{R}^d$ and $\eta \in \mathbb{R}^d \setminus B$, shows that
\[
\|H\|_{L^1_w} = \int_{\mathbb{R}^d} (1 + |\xi|) \cdot |H(\xi)| \, d\xi \leq \int_{\mathbb{R}^d \setminus B} \int_{\mathbb{R}^d} (1 + |\xi|) \cdot |\hat{\varphi}(\xi - \eta)| \, d\xi \, d\mu(\eta)
\]
\[
\quad \quad \quad \quad \leq \int_{\mathbb{R}^d \setminus B} |\eta| \int_{\mathbb{R}^d} (2 + |\xi - \eta|) \cdot |\hat{\varphi}(\xi - \eta)| \, d\xi \, d\mu(\eta)
\]
\[
\quad \quad \quad \quad \leq 2\|\hat{\varphi}\|_{L^1_w} \cdot C \leq C_4 \cdot C < \infty,
\]
for a suitable constant $C_4 = C_4(d) > 0$. Moreover, a computation using Fubini’s theorem and the Fourier inversion formula (that is, $F^{-1}\hat{\varphi} = \varphi$) shows
\[
\int_{\mathbb{R}^d} H(\xi)e^{2\pi i(x, \xi)} \, d\xi = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d \setminus B} \hat{\varphi}(\xi - \eta) \sigma(\eta) e^{2\pi i(x, \xi - \eta)} e^{2\pi i(x, n)} \, d\mu(\eta) \, d\xi
\]
\[
\quad \quad = \int_{\mathbb{R}^d \setminus B} \sigma(\eta) e^{2\pi i(x, n)} \int_{\mathbb{R}^d} \hat{\varphi}(\xi - \eta) e^{2\pi i(x, \xi - \eta)} \, d\xi \, d\mu(\eta)
\]
\[
\quad \quad = (F^{-1}\hat{\varphi})(x) \cdot \int_{\mathbb{R}^d \setminus B} e^{2\pi i(x, n)} \, d\mu(\eta) = \varphi(x) \cdot h(x).
\]
Overall, setting $F := H + \hat{f}_1$, we see that $F \in L^1_w(\mathbb{R}^d)$ with $\|F\|_{L^1_w} \leq (C_3 + C_4) \cdot C$. Furthermore, using the Fourier inversion formula (which is applicable since $f_1 \in C_c(\mathbb{R}^d) \subset L^1(\mathbb{R}^d)$ and $\hat{f}_1 \in L^1_w(\mathbb{R}^d) \subset L^1(\mathbb{R}^d)$), we see that $\int_{\mathbb{R}^d} f_1(\xi) e^{2\pi i(x, \xi)} \, d\xi = F^{-1}f_1(x) = f_1(x)$ for all $x \in \mathbb{R}^d$. Since $\varphi(x) = 1$ for $x \in [0, 1]^d$, we thus see
\[
\int_{\mathbb{R}^d} F(\xi)e^{2\pi i(x, \xi)} \, d\xi = \varphi(x) \cdot h(x) + f_1(x) = h(x) + g(x) + c - \bar{c} = c + \int_{\mathbb{R}^d} (e^{2\pi i(x, \xi)} - 1) \, d\mu(\xi) = f(x)
\]
for all $x \in [0, 1]^d$, as claimed.

### 4.1.1 Upper bounds for the entropy numbers

Using Proposition 4.2, we now show that functions in the Barron space can be represented via Fourier series with quickly decaying coefficients. This observation was essentially already previously made in [8 Section 7.2] (for functions of the form (4.2)), but without a detailed proof. For this reason, we provide a comprehensive argument.
Lemma 4.3. Let $d \in \mathbb{N}$ and consider the family $(e_n)_{n \in \mathbb{Z}^d}$ of functions $e_n : \mathbb{R}^d \to \mathbb{C}$ defined by $e_n := e^{2\pi i \langle \mathbf{w} \cdot \cdot \rangle}$. Then for every sequence $c = (e_n)_{n \in \mathbb{Z}^d} \in l^2(\mathbb{Z}^d)$, the series $\sum_{n \in \mathbb{Z}^d} e_n e_n$ is unconditionally convergent in $L^2([0,1]^d)$ with

$$\left\| \sum_{n \in \mathbb{Z}^d} e_n e_n \right\|_{L^2([0,1]^d)} \leq 2^{d/2} \|c\|_{l^2}. \quad (4.3)$$

Furthermore, there is a constant $C_0 = C_0(d) > 0$ such that for every $C > 0$, every function $f \in GB_d(C)$ has a representation

$$f = \sum_{n \in \mathbb{Z}^d} c^{(f)} e_n$$

for suitable $c^{(f)} \in \mathbb{C}$ satisfying $\sum_{n \in \mathbb{Z}^d} (1 + |n|) |c^{(f)}_n| \leq C_0 \cdot C$.

Proof. Let $Q := [0,1]^d$ and $P := [-\frac{1}{2}, \frac{1}{2}]^d$. Since $(2^{-d/2} e_n)_{n \in \mathbb{Z}^d} \subseteq L^2(P)$ is an orthonormal basis, $\sum_{n \in \mathbb{Z}^d} e_n e_n$ converges unconditionally in $L^2(P)$ and satisfies $\|\sum_{n \in \mathbb{Z}^d} e_n e_n\|_{L^2(P)} \leq 2^{d/2} \|c\|_{l^2}$ for every $c = (e_n)_{n \in \mathbb{Z}^d} \in l^2(\mathbb{Z}^d)$. Since the restriction operator $L^2(P) \to L^2(Q)$, $f \to f|_Q$ has norm 1, this proves the first claim.

To prove the second claim, fix $\varphi \in C_c^\infty(\mathbb{R}^d)$ satisfying $\text{supp} \varphi \subseteq (-\frac{1}{2}, \frac{1}{2})^d$ and $\varphi \equiv 1$ on a neighborhood of $[0,1]^d$. Let $C > 0$ and $f \in GB_d(C)$. By Proposition 4.2, there exists a constant $C_1 = C_1(d) > 0$ and a function $F \in L_1^2(\mathbb{R}^d)$ with $\|F\|_{L_1^2} \leq C_1 \cdot C$ and such that $f(x) = F^{-1} F(x)$ for all $x \in [0,1]^d$. We thus extend $f : [0,1]^d \to \mathbb{R}$ to a function $f : \mathbb{R}^d \to \mathbb{C}$ defined by $f(x) := F^{-1} F(x)$ for all $x \in \mathbb{R}^d$. Note that $f$ is continuous and bounded, with $|f(x)| \leq \|F\|_{L_1^2} \leq \|f\|_{L_1^2} \leq C_1 C$ for all $x \in \mathbb{R}^d$.

Next, for any (continuous) function $g : \mathbb{R}^d \to \mathbb{C}$, define $M_Q g : \mathbb{R}^d \to [0, \infty]$ by

$$M_Q g(x) := \sup_{q \in Q} |g(x + q)| \quad \text{for } x \in \mathbb{R}^d.$$

Note for $\lambda \in \mathbb{R}$ that

$$\{x \in \mathbb{R}^d : M_Q g(x) > \lambda\} = \bigcup_{q \in Q} \{x \in \mathbb{R}^d : |g(x + q)| > \lambda\}$$

is open; hence, $M_Q g$ is measurable.

Define $H := F \ast \hat{\varphi}$. Note that $|\hat{\varphi}(\xi)| \leq C_2 \cdot C_3 \cdot (1 + |\xi|)^{-(d+2)}$ and $|F(\xi)| \leq C_3 \cdot (1 + |\xi|)^{-(d+1)}$ for all $\xi \in \mathbb{R}^d$ and $q \in Q$ and suitable constants $C_2, C_3$ depending only on $d$. Thus, using the elementary estimate $1 + |\xi + q| = 1 + |\eta + \xi - \eta + q| \leq 1 + |\eta| + |\xi - \eta + q| \leq (1 + |\eta|) \cdot (1 + |\xi - \eta + q|)$ we see for arbitrary $q \in Q$ and $\xi \in \mathbb{R}^d$ that

$$(1 + |\xi + q|) \cdot |H(\xi + q)| \leq \int_{\mathbb{R}^d} (1 + |\eta|) \cdot |F(\eta)| \cdot (1 + |\xi + q - \eta|) \cdot |\hat{\varphi}(\xi + q - \eta)| \, d\eta$$

$$\leq (F_w) \cdot \zeta(\xi)$$

for $F_w(\xi) := (1 + |\xi|) \cdot |F(\xi)|$ and $\zeta(\xi) := C_2 C_3 \cdot (1 + |\xi|)^{-(d+1)}$. Since $F_w, \zeta \in L^1(\mathbb{R}^d)$, this implies for $H_w(\xi) := (1 + |\xi|) \cdot |H(\xi)|$ that

$$\|M_Q H_w\|_{L^1} \leq \|F_w \ast \zeta\|_{L^1} \leq \|\zeta\|_{L^1} \cdot \|F\|_{L_1^2} \leq C_1 C_3 \cdot C_4$$

for $C_4 := \|\zeta\|_{L^1}$. 21
Therefore, given any \( \delta \in (0, 1] \), we see using the estimates \( 1 + |n| = 1 + \delta^{-1}|\delta n| \leq \delta^{-1}(1 + |\delta n|) \) and \( (1 + |\delta n|) \cdot |H(\delta n)| = H_w(\delta n) \leq (M_Q H_w)(\delta n - q) \) for \( q \in [0, \delta]^d \subset Q \) that

\[
\sum_{n \in \mathbb{Z}^d} (1 + |n|) \cdot |H(\delta n)| \leq \delta^{-d-1} \sum_{n \in \mathbb{Z}^d} \int_{[0,\delta]^d} (1 + |\delta n|) \cdot |H(\delta n)| \, dq \\
\leq \delta^{-d-1} \sum_{n \in \mathbb{Z}^d} \int_{[0,\delta]^d} (M_Q H_w)(\delta n - q) \, dq \\
= \delta^{-(d+1)} \int_{\mathbb{R}^d} (M_Q H_w)(x) \, dx \leq \delta^{-(d+1)} C_1 C_4 \cdot C.
\]

Now, note that \( f_0 := \mathcal{F}^{-1} H = \mathcal{F}^{-1} (F \ast \check{\varphi}) \) satisfies \( f_0(x) = (\mathcal{F}^{-1} F)(x) \cdot \varphi(x) = f(x) \cdot \varphi(x) \), thanks to the convolution theorem and the Fourier inversion theorem. On the one hand, this implies \( \check{f}_0 \subset P \), and on the other hand \( f_0(x) = f(x) \) for all \( x \in [0, 1]^d \). Note that, \( f_0 \) is bounded and compactly supported and hence integrable; therefore, the Fourier inversion theorem shows that \( \check{f}_0 = H \), since \( H \) is continuous. Furthermore, we have

\[
\int_P f_0(x) \cdot 2^{-d/2} e_n(x) \, dx = 2^{-d/2} \int_{\mathbb{R}^d} f_0(x) \cdot e^{-2\pi i (x, \frac{n}{2})} \, dx = 2^{-d/2} \check{f}_0(n/2) = 2^{-d/2} H(n/2)
\]

and hence \( f_0 = \sum_{n \in \mathbb{Z}^d} 2^{-d/2} H(n/2) 2^{-d/2} e_n = 2^{-d} \sum_{n \in \mathbb{Z}^d} H(n/2) e_n \) as elements of \( L^2(P) \), since \( (2^{-d/2} e_n)_{n \in \mathbb{Z}^d} \) is an orthonormal basis of \( L^2(P) \). Since \( f = f_0|_{[0,1]^d} \), we thus see for \( c_n := 2^{-d} H(n/2) \) that \( f = \sum_{n \in \mathbb{Z}^d} c_n e_n \) as elements of \( L^2([0,1]^d) \), where Equation (4.4) (with \( \delta = \frac{1}{2} \)) shows

\[
\sum_{n \in \mathbb{Z}^d} (1 + |n|) \cdot |c_n| \leq 2^{-d} \sum_{n \in \mathbb{Z}^d} (1 + |n|) |H(n/2)| \leq 2^{-d+1} C_1 C_4 \cdot C < \infty.
\]

In particular, the series \( \sum_{n \in \mathbb{Z}^d} c_n e_n \) converges uniformly. Since \( f \) is continuous, this implies that the equality \( f = \sum_{n \in \mathbb{Z}^d} c_n e_n \) holds pointwise and not only in \( L^2([0,1]^d) \).

By combining the preceding result with bounds for nonlinear approximation using the discrete Fourier basis developed in [11], we will obtain the following entropy bound for the class of Barron functions:

**Proposition 4.4.** Given \( d \in \mathbb{N} \) and \( C > 0 \), there exists a constant \( C_0 = C_0(d, C) > 0 \) such that the (covering) entropy numbers of \( \mathcal{GB}_d(C) \) with respect to the \( L^\infty \)-norm on \([0,1]^d \) satisfy

\[
M_{\mathcal{GB}_d(C),L^\infty}(\varepsilon) \leq C_0 \cdot \varepsilon^{-1/(\frac{d}{2} + \frac{1}{4})} \cdot (1 + \ln(1/\varepsilon)) \quad \forall \varepsilon \in (0,1).
\]

**Remark.** We remark that a somewhat similar bound can be derived from the results in [8 Section 7.2]. Yet, [8] only considers entropy numbers and approximation in \( L^2 \), whereas we consider entropy numbers in \( L^\infty \). Similarly, the results in [38] also do not include the \( L^\infty \) case. Therefore, to the best of our knowledge, the presented entropy bound is new.

For the proof, instead of the packing entropy numbers introduced in Definition [39], we will find it easier to work with so-called (external) covering entropy numbers. To define these, let \( (X, \text{dist}) \) be a metric space, and let \( \emptyset \neq K \subset X \). Given \( \varepsilon > 0 \), we say that a subset \( G \subset X \) is an (external)
\( \varepsilon \)-net for \( K \) if \( K \subset \bigcup_{x \in X} B_\varepsilon(x) \), where \( B_\varepsilon(x) = \{ y \in X \colon \text{dist}(y, x) \leq \varepsilon \} \). The (external) \( \varepsilon \) covering entropy number \( M_{ext}^{K, dist}(\varepsilon) \) is then defined as
\[
M_{ext, X}^{K, dist}(\varepsilon) := \ln \left( \min \{|G| \colon G \subset X \text{ is an external } \varepsilon \text{-net for } K \} \right).
\]

These newly introduced entropy numbers are related to the packing entropy numbers introduced in Definition 3.9 via the following (well-known) inequalities:
\[
M_{K, dist}(\varepsilon) \leq M_{ext, X}^{K, dist}(\varepsilon/2) \quad \text{and} \quad M_{ext, X}^{K, dist}(\varepsilon) \leq M_{K, dist}(\varepsilon). \tag{4.5}
\]

For completeness, we provide the short argument. To prove the first inequality, let \( G \subset X \) be an external \( \tilde{\varepsilon} \)-net for \( K \) and let \( N \subset K \) be an \( \varepsilon \)-packing set. For each \( x \in N \subset K \), there exists \( n_x \in G \) such that \( x \in B_{\varepsilon/2}(n_x) \). We claim that \( \varphi : N \to G, x \mapsto n_x \) is injective (and hence \( |N| \leq |G| \), which easily implies the claim). To see this, note for \( x, y \in N \) with \( n_x = n_y \) that \( \text{dist}(x, y) \leq \text{dist}(x, n_x) + \text{dist}(n_y, y) \leq \varepsilon \) and hence \( x = y \), since \( N \) is \( \varepsilon \)-packing. To prove the second inequality in Equation (4.5), we can assume that \( M_{K, dist}(\varepsilon) < \infty \). Thus, we can choose an \( \varepsilon \)-packing set \( N \subset K \) of maximal (finite) cardinality. We claim that \( N \) is an external (in fact even internal) \( \varepsilon \)-net for \( K \). To see this, note that if \( x \in K \setminus \bigcup_{x \in N} B_\varepsilon(x) \), then we have \( x \notin N \), so that \( \tilde{N} := N \cup \{ x \} \) would be an \( \varepsilon \)-packing set for \( K \) of strictly larger cardinality than \( N \), which is impossible.

Using the relation (4.5), we now prove the following entropy bound for a certain class of Fourier series, from which we will then easily prove Proposition 4.3.

**Lemma 4.5.** Given \( d \in \mathbb{N} \) and \( C > 0 \), define
\[
\mathcal{F}_{d, C} := \left\{ \sum_{n \in \mathbb{Z}^d} c_n e^{2\pi i (n \cdot \cdot)} \right\} : (c_n)_{n \in \mathbb{Z}^d} \in \mathbb{C}^{\mathbb{Z}^d} \text{ with } \sum_{n \in \mathbb{Z}^d} (1 + \|n\|_\infty) |c_n| \leq C \} \subset L^\infty([0, 1]^d).
\]

Then there exists a constant \( C_0 = C_0(d, C) > 0 \) satisfying
\[
M_{\mathcal{F}_{d, C}, L^\infty([0, 1]^d)}(\varepsilon) \leq C_0 \cdot \varepsilon^{-1/(\frac{d}{2} + \frac{1}{\lambda})} \cdot (1 + \ln(1/\varepsilon)) \quad \forall \varepsilon \in (0, 1).
\]

**Proof.** Given a fixed \( \varepsilon_0 = \varepsilon_0(d, C) > 0 \), it is easy to see that we can without loss of generality assume that \( 0 < \varepsilon < \varepsilon_0 \). Moreover, it is easy to see that \( M_{\mathcal{F}_{d, C}, L^\infty} (\varepsilon) = M_{\mathcal{F}_{d, 1}, L^\infty} (\varepsilon/C) \). Therefore, it is enough to consider the case \( C = 1 \) and \( \varepsilon \in (0, 1) \).

For a suitable constant \( C_1 = C_1(d) \geq 1 \) to be specified below, let
\[
N := \lceil 3/\varepsilon \rceil, \quad \lambda := \frac{1}{2} + \frac{1}{d} \quad \text{and} \quad n := \left\lfloor \left( \frac{3^{d+1}C_1}{\varepsilon} \right)^{1/\lambda} \right\rfloor.
\]

Furthermore, set \( I_N := \{ k \in \mathbb{Z}^d \colon \|k\|_\infty \leq 2N \} \), let \( (c_k)_{k \in \mathbb{Z}^d} = (e^{2\pi i (k \cdot \cdot)})_{k \in \mathbb{Z}^d} \) denote the Fourier orthonormal basis of \( L^2([0, 1]^d) \), and define
\[
\Phi : \mathbb{C}^{I_N} \to L^\infty([0, 1]^d), \quad (c_j)_{j \in I_N} \mapsto \sum_{j \in I_N} c_j e_j.
\]

Given any subset \( J \subset I_N \), let
\[
\Omega_J := \{(c_j)_{j \in I_N} \in \mathbb{C}^{I_N} : \forall j \in I_N : |c_j| \leq 2 \cdot 1_{J}(j)\}.
\]
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Step 1: We show that for each $f \in \mathcal{F}_{d,1}$, there exists a subset $J \subset I_N$ with $|J| \leq n$ and some $c \in \Omega_J$ satisfying $\|f - \Phi(c)\|_{L^\infty} \leq \frac{\varepsilon}{3}$.

To show this, let $f = \sum_{k \in \mathbb{Z}^d} c_k e_k \in \mathcal{F}_{d,1}$ be arbitrary and define $g := \sum_{\|k\|_\infty \leq N} c_k e_k$. We then have
\[
\|f - g\|_{L^\infty} \leq \sum_{\|k\|_\infty > N} |c_k| \leq (1 + N)^{-1} \sum_{\|k\|_\infty \geq N} (1 + \|k\|_\infty) |c_k| \leq (1 + N)^{-1} \leq \frac{\varepsilon}{3}.
\]
Next, Theorem 6.1 shows (for a suitable choice of $C_1 = C_1(d) \geq 1$) that there exists a trigonometric polynomial $h$ that is a linear combination of at most $n$ of the exponential functions $e_k$ and such that $\|g - h\|_{L^\infty} \leq C_1 \cdot n^{-\lambda} \leq \frac{\varepsilon}{3\pi^d}$.

As usual in Fourier analysis, we identify $L^2([0,1]^d) \cong L^2(\mathbb{R}^d/\mathbb{Z}^d)$ and we denote the Fourier coefficients of $F \in L^1([0,1]^d)$ by $\hat{F}(k) = \int_{[0,1]^d} f(x)e^{-2\pi i k \cdot x} \, dx$ for $k \in \mathbb{Z}^d$. For $k \in \mathbb{N}$, let
\[
D_k(x) := \sum_{\ell = -k}^k e^{2\pi i \ell x}, \quad F_k := \frac{1}{k} \sum_{\ell = 0}^{k-1} D_\ell, \quad \text{and} \quad V_k := (1 + e_k + e_{-k}) \cdot F_k
\]
denote the (one-dimensional) Dirichlet kernel, Fejér kernel, and de la Vallée Poussin kernel, respectively. Extend these one-dimensional kernels to the $d$-dimensional kernels $D^d_k, F^d_k, V^d_k$ where $D^d_k(x_1, \ldots, x_d) := D_k(x_1) \cdots D_k(x_d)$ and similarly for the other kernels. It is well-known (see for instance [32] Pages 9 and 15) that $\|F_k\|_{L^1([0,1]^d)} = 1$ and that $\hat{V}_k(j) = 1$ for $|j| \leq k$. Therefore, $\|V_k\|_{L^1([0,1]^d)} \leq 3$ and $\|V^d_k\|_{L^1([0,1]^d)} \leq 3^d$ and furthermore $\hat{V}^d_k(j) = 1$ if $|j| \leq k$. This easily implies that $\hat{g} \equiv \hat{g} \hat{V}^d_k = \hat{g} \hat{V}^d_k$ and hence $g = g \hat{V}^d_k$. Furthermore, it is easy to see $V^d_k \in \text{span}\{c_\ell; \ell \in I_N\}$, and this implies (e.g. by considering the Fourier coefficients) that $F := h \hat{V}^d_k \in \text{span}\{c_\ell; \ell \in I_N\}$ is a trigonometric polynomial with at most $n$ non-zero terms. That is, there exists a subset $J \subset I_N$ such that $|J| \leq n$ and $F \in \text{span}\{c_\ell; \ell \in J\}$. Moreover,
\[
\|g - F\|_{L^\infty} = \|(g - h) \hat{V}^d_k\|_{L^\infty} \leq \|V^d_k\|_{L^1} \cdot \|g - h\|_{L^\infty} \leq \frac{\varepsilon}{3}
\]
and thus $\|f - F\|_{L^\infty} \leq \|f - g\|_{L^\infty} + \|g - F\|_{L^\infty} \leq \frac{\varepsilon}{3}$.

Finally, note by definition of $\mathcal{F}_{d,1}$ that $|\hat{f}(k)| \leq 1$ for all $k \in \mathbb{Z}^d$, which implies that
\[
|\hat{F}(k)| \leq |\hat{F}(k) - \hat{f}(k)| + |\hat{f}(k)| \leq \|F - f\|_{L^1} + 1 \leq 2.
\]
Thus, we easily see that $F = \Phi(c)$ for a suitable sequence $c \in \Omega_J$.

Step 2: We complete the proof. By [43] Corollary 4.2.13], there exists a set $E \subset \overline{B}_0(0) \subset C$ satisfying $\overline{B}_0(0) \subset \bigcup_{\varepsilon \in \mathbb{N}} \overline{B}_{1/(3\varepsilon)}(z)$—that is, $E$ is an $\varepsilon$-net for $\overline{B}_0(0)$—and such that
\[
|E| \leq \left(1 + \frac{2}{\varepsilon/(3\varepsilon)}\right)^2 \leq \left(\frac{2\varepsilon}{3\varepsilon}\right)^2.
\]
For $J \subset I_N$ with $|J| \leq n$, it is then easy to see that
\[
E_J := \{c \in \mathbb{C}^{I_N}; \forall j \in I_N: c_j \in E \text{ if } j \in J \text{ and } c_j = 0 \text{ otherwise}\} \subset \Omega_J
\]
satisfies $|E_J| \leq (7n/\varepsilon)^{2n}$ and that $E_J$ is an $\varepsilon$-net for $\Omega_J$, where we consider the $\ell^\infty$-norm on $\Omega_J$. 
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Now, given any \( f \in \mathcal{F}_{d,1} \), the preceding step produces a subset \( J \subset I_N \) with \( |J| \leq n \) and a sequence \( c \in \Omega_J \) such that \( \|f - \Phi(c)\|_{L^\infty} \leq \frac{\varepsilon}{3n} \). As just seen, we can choose \( c' \in E_J \) satisfying \( \|c - c'\|_{L^\infty} \leq \frac{\varepsilon}{3n} \) and this implies

\[
\|\Phi(c) - \Phi(c')\|_{L^\infty} \leq \sum_{j \in J} |c_j - c'_j| \|e_j\|_{L^\infty} \leq \frac{\varepsilon}{3n} |J| \leq \frac{\varepsilon}{3},
\]

and hence \( \|f - \Phi(c')\|_{L^\infty} \leq \varepsilon \).

Thus, setting \( \mathcal{L} := \{J \subset I_N : |J| \leq n\} \), we have shown that \( \mathcal{F}_{d,1} \subset \bigcup_{J \in \mathcal{L}} \bigcup_{c' \in E_J} B^L_{\varepsilon/4}(\Phi(c')) \),

and this implies

\[
M_{\mathcal{F}_{d,1},L^\infty}(\varepsilon) \leq \ln \left( \sum_{J \in \mathcal{L}} |E_J| \right) \leq \ln (|\mathcal{L}| \cdot (7n/\varepsilon)^{2n}).
\]

Next, note that \( |I_N| = \left| \mathbb{Z}^d \cap [-2N,2N]^d \right| \leq (1+4N)^d \leq (5N)^d \)

and

\[
n \leq 1 + (3^{d+1}C_1/\varepsilon)^{1/\lambda} \leq 2 \cdot (3^{d+1}C_1/\varepsilon) \leq \frac{C_2}{\varepsilon} \varepsilon^{-1/\lambda}
\]

for a suitable constant \( C_2 = C_2(d, C_1, \lambda) = C_2(d) > 0 \). Hence, [13] Exercise 0.0.5] shows

\[
|\mathcal{L}| \leq \sum_{t=0}^{\min\{n,|I_N|\}} \binom{|I_N|}{t} \left( \frac{e \cdot |I_N|}{\min\{n,|I_N|\}} \right)^{\min\{n,|I_N|\}} \leq (e \cdot |I_N|)^n \leq (5eN)^C_2 \varepsilon^{-1/\lambda}.
\]

Therefore, and since \( \varepsilon \in (0, \frac{1}{4}) \), so that \( N \leq 1 + \frac{2}{\varepsilon} \leq \frac{4}{\varepsilon} \), we see

\[
\ln (|\mathcal{L}|) \leq C_2 \cdot \varepsilon^{-1/\lambda} \cdot (\ln(5e) + \ln(4) + \ln(1/\varepsilon)) \leq C_3 \cdot \varepsilon^{-1/\lambda} \cdot (1 + \ln(1/\varepsilon))
\]

for a suitable constant \( C_3 = C_3(d) > 0 \). Similarly, recalling from above that \( n \leq \frac{C_2}{\varepsilon} \varepsilon^{-1/\lambda} \), we see

\[
\ln (\left( \frac{7n}{\varepsilon} \right)^{2n}) \leq 2n \cdot \left( \ln(7n) + \ln(1/\varepsilon) \right)
\]

\[
\leq C_2 \cdot \varepsilon^{-1/\lambda} \cdot \left( \ln(7C_2) + \frac{1}{\lambda} \ln(1/\varepsilon) + \ln(1/\varepsilon) \right)
\]

\[
\leq C_4 \cdot \varepsilon^{-1/\lambda} \cdot (1 + \ln(1/\varepsilon)).
\]

Overall, we have thus shown \( M_{\mathcal{F}_{d,1},L^\infty}(\varepsilon) \leq \ln (|\mathcal{L}| \cdot \left( \frac{7n}{\varepsilon} \right)^{2n}) \leq (C_3 + C_4) \cdot \varepsilon^{-1/\lambda} \cdot (1 + \ln(1/\varepsilon)) \)

for \( \varepsilon \in (0, \frac{1}{4}) \). As discussed at the beginning of the proof, this proves the claim.

Finally, we prove Proposition 4.4.

Proof of Proposition 4.4 Let \( C_0 = C_0(d) > 0 \) as in Lemma 4.3 Lemma 4.3 provides a constant \( C_1 = C_1(C_0, C, d) = C_1(C, d) > 0 \) such that \( M^{\text{ext},L^\infty([0,1]^d)}_{\mathcal{F}_{d,C_0C},L^\infty([0,1]^d)}(\varepsilon) \leq C_1 \cdot \varepsilon^{-1/\lambda} \cdot (1 + \ln(1/\varepsilon)) \)

for all \( \varepsilon \in (0,1) \). Thus, given \( \varepsilon \in (0,1) \), we can find an (external) \( \frac{\varepsilon}{2} \)-net \( G_\varepsilon \subset L^\infty([0,1]^d) \) for \( \mathcal{F}_{d,C_0C} \) satisfying

\[
\ln |G_\varepsilon| \leq C_1 \cdot (\varepsilon/4)^{-1/\lambda} \cdot (1 + \ln(4/\varepsilon)) \leq C_2 \cdot \varepsilon^{-1/\lambda} \cdot (1 + \ln(1/\varepsilon))
\]

for a suitable constant \( C_2 = C_2(C, d) > 0 \).
Now, setting \( e_n := e^{2\pi i(n \cdot \cdot \cdot)} \) for \( n \in \mathbb{Z}^d \), given \( f \in \mathcal{GB}_d(C) \), Lemma 4.3 shows that we can write \( f = \sum_{n \in \mathbb{Z}^d} c_n e_n \) for \( (c_n)_{n \in \mathbb{Z}^d} \subset \mathbb{C} \) satisfying \( \sum_{n \in \mathbb{Z}^d} (1 + |n|)|c_n| \leq C_0 C \). Hence, setting \( f_1 := \sum_{n \in \mathbb{Z}^d} c_{2n} e^{2\pi i(n \cdot \cdot \cdot)} \) and \( f_2 := \sum_{n \in \mathbb{Z}^d} c_{2n+1} e^{2\pi i(n \cdot \cdot \cdot)} \), we have \( f_1, f_2 \in F_{d,C,G} \) and \( f = f_1 + e_1 f_2 \). Thus, we see for suitable \( g_1, g_2 \in G_\varepsilon \) that

\[
\|f - (g_1 + e_1 g_2)\|_{L^\infty} \leq \|f_1 - g_1\| + \|e_1\|_{L^\infty} \cdot \|f_2 - g_2\|_{L^\infty} \leq \frac{\varepsilon}{4} + 1 \cdot \frac{\varepsilon}{4} = \frac{\varepsilon}{2}.
\]

Overall, this shows that \( \tilde{G}_\varepsilon := \{g + e_1 h : g, h \in G_\varepsilon\} \subset L^\infty([0, 1]^d) \) is an (external) \( \frac{\varepsilon}{2} \)-net for \( \mathcal{GB}_d(C) \) satisfying

\[
\ln |\tilde{G}_\varepsilon| \leq \ln |G_\varepsilon|^2 = 2 \ln |G_\varepsilon| \leq 2C_2 \cdot \varepsilon^{-1/(1 + \frac{d}{2})} \cdot (1 + \ln(1/\varepsilon)).
\]

Combining this with Equation (4.5), we finally see

\[
M_{\mathcal{GB}_d(C),L^\infty}(\varepsilon) \leq M_{\mathcal{GB}_d(C),L^\infty}(\varepsilon/2) \leq 2C_2 \cdot \varepsilon^{-1/(1 + \frac{d}{2})} \cdot (1 + \ln(1/\varepsilon)),
\]

as claimed in Proposition 4.4.

4.1.2 Lower bounds for the entropy numbers

In this subsection, we complement the upper bounds on the entropy numbers of the previous subsection by lower bounds. Since by Lemma 4.1, we know that the general Barron class \( \mathcal{GB}_d(C) \) is larger than the Barron class \( B_d(C) \) of Definition 2.1, lower bounds on the entropy of \( B_d(C) \) imply a lower bound on the entropy of \( \mathcal{GB}_d(C) \). We will therefore mainly study the special class \( B_d(C) \) below. We observe that this lower bound coincides with the upper bound on the entropy of \( \mathcal{GB}_d(C) \) established in Proposition 4.4 up to a logarithmic factor.

**Proposition 4.6.** For \( d \in \mathbb{N} \), and \( C > 0 \), set

\[
\mathcal{GB}^*_d(C) := \{f \in \mathcal{GB}_d(C) : 0 \leq f \leq 1\}.
\]

Then there exist \( \varepsilon^{(0)} = \varepsilon^{(0)}(d, C) > 0 \) and \( C_0 = C_0(d, C) > 0 \) such that for every \( \varepsilon \in (0, \varepsilon^{(0)}) \), we have

\[
M_{\mathcal{GB}_d(C),L^1}(\varepsilon) \geq M_{\mathcal{GB}_d(C),L^1}(\varepsilon) \geq M_{\mathcal{GB}_d(C),L^1}(\varepsilon) \geq C_0 \cdot \varepsilon^{-\frac{d+1}{2d}} = C_0 \cdot \varepsilon^{-1/(1 + \frac{d}{2})}.
\]

**Proof.**

**Step 1:** Fix \( \varphi \in C_\infty((0, 1)^d) \) with \( \varphi \geq 0 \) and \( \int_{\mathbb{R}^d} \varphi \, dx = 1 \); note that \( \varphi \) only depends on \( d \). Furthermore, fix \( \psi \in C_\infty(\mathbb{R}^d) \) with \( \psi \geq \|\varphi\|_{L^\infty} \) on \([0, 1]^d\). Again, \( \psi \) only depends on \( d \).

Fix \( N \in \mathbb{N} \) for the moment and define \( \Omega N := \{0, \ldots, N - 1\}^d \). Furthermore, for \( \Omega \subset \Omega N \) and \( \theta \in \{\pm 1\}^\Omega \), define

\[
f_{N,\Omega,\theta} := \sum_{\omega \in \Omega} [\theta_\omega \cdot \varphi(\mathbf{N} \cdot (\mathbf{1} - \frac{\omega}{N}))]
\]
and

\[
g_{N,\Omega,\theta} := \psi + f_{N,\Omega,\theta}.
\]

Note that \( \|f_{N,\Omega,\theta}\|_{L^\infty} \leq \|\varphi\|_{L^\infty} \), since the supports of the functions \( \varphi(\mathbf{N} \cdot (\mathbf{1} - \frac{\omega}{N})) \), \( \omega \in \Omega N \) are pairwise disjoint. Since the supports are also all contained in \([0, 1]^d\), this implies

\[
0 \leq g_{N,\Omega,\theta} \leq \|\varphi\|_{L^\infty} + \|\psi\|_{L^\infty} =: C_1 = C_1(d).
\]

In this step, we show that there exists a constant \( C_4 = C_4(d, C) \geq C_1 C > 0 \) such that

\[
\forall \Omega \subset \Omega N \ EXISTS \theta \in \{\pm 1\}^\Omega : \frac{C_4}{C_4} \cdot N^{-1/(1 + \frac{d}{2})} \cdot g_{N,\Omega,\theta} \in B_d(C).
\]
To prove Equation (4.7), first note that if we define the modulation \( M_\eta g \) of \( g : \mathbb{R}^d \to \mathbb{C} \) by \( \eta \in \mathbb{R}^d \) as \( M_\eta g(x) := e^{2\pi i \eta \cdot x} g(x) \), then \( \hat{f}_{N,\Omega,\theta} = N^{-d} \sum_{\omega \in \Omega} (\theta \cdot M_{N^{-1} \omega}) \hat{f}(N^{-1} \cdot) \). Now, consider \( \theta \) as a random variable that is uniformly distributed in \( \{\pm 1\}^\Omega \). Then, the Cauchy-Schwarz inequality shows that \( \mathbb{E}_\theta \left| \sum_{\omega \in \Omega} \theta \cdot a_\omega \right| \leq \left( \mathbb{E}_\theta \left| \sum_{\omega \in \Omega} \theta \cdot a_\omega \right|^2 \right)^{1/2} = \left( \sum_{\omega \in \Omega} |a_\omega|^2 \right)^{1/2} \) for all \( (a_\omega)_{\omega \in \Omega} \in \mathbb{C}^\Omega \). Combining these observations and using the change of variables \( \eta = N^{-1} \xi \) and the estimate \( |\Omega| \leq |\Omega_N| \leq N^d \), we see

\[
\mathbb{E}_\theta \left[ \int_{\mathbb{R}^d} (1 + |\xi|) \cdot |\hat{f}_{N,\Omega,\theta}(\xi)| \, d\xi \right] = N^{-d} \int_{\mathbb{R}^d} (1 + |\xi|) \cdot |\hat{f}(N^{-1} \xi)| \cdot \mathbb{E}_\theta \left| \sum_{\omega \in \Omega} \theta \cdot e^{-2\pi i \eta \cdot \omega} \right| \, d\xi 
\leq |\Omega|^{1/2} \cdot N^{-d} \int_{\mathbb{R}^d} (1 + |\xi|) \cdot |\hat{f}(N^{-1} \xi)| \, d\xi 
\leq N^{d/2} \int_{\mathbb{R}^d} (1 + |N\eta|) \cdot |\hat{f}(\eta)| \, d\eta 
\leq C_2 \cdot N^{1 + \frac{d}{2}}
\]

for a constant \( C_2 = C_2(d) > 0 \). In particular, this implies the existence of \( \theta_0 \in \{\pm 1\}^\Omega \) satisfying \( \int_{\mathbb{R}^d} (1 + |\xi|) \cdot |\hat{f}_{N,\Omega,\theta_0}(\xi)| \, d\xi \leq C_2 \cdot N^{1 + \frac{d}{2}} \) and hence

\[
\int_{\mathbb{R}^d} (1 + |\xi|) \cdot |\hat{g}_{N,\Omega,\theta_0}(\xi)| \, d\xi \leq C_2 N^{1 + \frac{d}{2}} + \int_{\mathbb{R}^d} (1 + |\xi|) \cdot |\hat{\psi}(\xi)| \, d\xi \leq C_2 N^{1 + \frac{d}{2}} + C_3 \leq \frac{C_4}{2\pi} N^{1 + \frac{d}{2}}
\]

for suitable \( C_3, C_4 > 0 \) only depending on \( d \) and \( C \), where we can without loss of generality assume that \( C_4 \geq C_1 \). By Fourier inversion, this implies for \( c := \int_{\mathbb{R}^d} \hat{g}_{N,\Omega,\theta_0}(\xi) \, d\xi \)

\[
g_{N,\Omega,\theta_0}(x) = c + \int_{\mathbb{R}^d} (e^{2\pi i (x, \xi)} - 1) \hat{g}_{N,\Omega,\theta_0}(\xi) \, d\xi = c + \int_{\mathbb{R}^d} (e^{i(x, \xi)} - 1) \frac{1}{(2\pi)^d} \hat{g}_{N,\Omega,\theta_0}(\xi/(2\pi)) \, d\xi,
\]

where we applied a change of variables from \( \xi \) to \( \xi/2\pi \). We have by change of variables from \( \xi \) to \( 2\pi \theta \) that

\[
\int_{\mathbb{R}^d} \frac{1}{(2\pi)^d} \hat{g}_{N,\Omega,\theta_0}(\xi/(2\pi)) \, d\xi = 2\pi \int_{\mathbb{R}^d} |\xi| \, \hat{g}_{N,\Omega,\theta_0}(\xi) \, d\xi \leq C_4 N^{1 + \frac{d}{2}}.
\]

By definition of \( B_d(C) \), this easily implies that \( \frac{C_4}{2\pi} N^{-(1 + \frac{d}{2})} g_{N,\Omega,\theta_0} \in B_d(C) \), as claimed in Equation (4.7).

**Step 2:** Fix \( N \in \mathbb{N} \) for this step. Define

\[
\varphi_{N,\omega} := \varphi \left(N \cdot (\omega - \frac{\omega}{N})\right) \quad \text{for} \quad \omega \in \Omega_N = \{0, \ldots, N - 1\}^d.
\]

Since \( \text{supp} \varphi \subset (0, 1)^d \), it is easy to see that the family \( \varphi_{\omega} \) has disjoint supports, all contained in \( [0, 1]^d \) and \( \|\varphi_{\omega}\|_{L^1([0, 1]^d)} = N^{-d} \kappa \) for \( \kappa := \|\varphi\|_{L^1} \). Now, for \( \Omega \subset \Omega_N \) and \( \varphi \in \{\pm 1\}^\Omega \), define \( h_{\Omega,\theta} := \frac{C_4}{2\pi} N^{-(1 + \frac{d}{2})} \cdot g_{N,\Omega,\theta} \). Then we see for \( \Omega, \Omega \subset \Omega_N \), and \( \vartheta \in \{\pm 1\}^\Omega \) as well as \( \theta \in \{\pm 1\}^\Omega \).
that

$$\|h_{\Omega, \theta} - h_{\Omega, \theta}^\prime\|_{L^1} = \frac{C}{C_4} \cdot N^{-(1+\frac{d}{4})}.\left\| \sum_{\omega \in \Omega} \theta_\omega \varphi_\omega - \sum_{\omega \in \Omega} \bar{\theta}_\omega \varphi_\omega \right\|_{L^1}$$

$$= \frac{C}{C_4} \cdot N^{-(1+\frac{d}{4})}.\left\| \sum_{\omega \in \Omega \setminus \Omega} (\theta_\omega - \bar{\theta}_\omega) \varphi_\omega + \sum_{\omega \in \Omega \setminus \Omega} \theta_\omega \varphi_\omega - \sum_{\omega \in \Omega \setminus \Omega} \bar{\theta}_\omega \varphi_\omega \right\|_{L^1}$$

$$= \frac{\kappa C}{C_4} \cdot N^{-(1+\frac{d}{4})}.\left( \sum_{\omega \in \Omega \setminus \Omega} |\theta_\omega - \bar{\theta}_\omega| + \sum_{\omega \in \Omega \setminus \Omega} |\theta_\omega| + \sum_{\omega \in \Omega \setminus \Omega} |\bar{\theta}_\omega| \right)$$

$$\geq \frac{\kappa C}{C_4} \cdot N^{-(1+\frac{d}{4})} \cdot |\Omega \setminus \bar{\Omega}|,$$

where $\Omega \setminus \bar{\Omega} = (\Omega \setminus \bar{\Omega}) \cup (\Omega \setminus \bar{\Omega})$.

**Step 3:** Now, choose $N \in \mathbb{N}$ with $16 \mid N$ and define $n := N^d$ and $r := \frac{d}{16}$, as well as $k := \frac{d}{4}$. Note that $\ln(\frac{CN}{C_4}) = \ln(\frac{CN}{C_4}) = \ln(8e) \leq 4$ and hence $k + 2r \ln(\frac{CN}{C_4}) \leq \frac{d}{4} + \frac{d}{4} \cdot 4 \leq n$. Therefore, Theorem 4.3.5 shows that there exists a set $J \subset 2^{\{1, \ldots, n\}}$ satisfying $|J| = 2^k$ and such that $|I\Delta J| > r$ for all $I, J \in J$ with $I \neq J$, where $I\Delta J = (I \setminus J) \cup (J \setminus I)$ denotes the symmetric difference of $I$ and $J$.

Let us now identify $\{1, \ldots, n\}$ with $\Omega_N = \{0, \ldots, N - 1\}^d$; this is possible since $n = N^d$. Thus, we see that there exists a set $I \subset 2^{\Omega_N}$ satisfying $|I| = 2^k = 2^{N^d/4}$ and $|\Omega \setminus \bar{\Omega}| > r = \frac{N^d}{16}$ for all $\Omega, \bar{\Omega} \in \mathcal{I}$ with $\Omega \neq \bar{\Omega}$. In combination with Equations (4.8) and (4.7), this shows that $M_N := \{h_{\Omega, \theta_\omega} : \Omega \in \mathcal{I}\} \subset B_d(C)$ is a $\delta$-packing set for $B_d(C)$ (with respect to the metric induced by $\| \cdot \|_{L^1}$) for

$$\delta := \delta_N := \frac{k C}{C_4} \cdot N^{-(1+\frac{d}{4})} \cdot \frac{N^d}{16} = \frac{k C}{16 C_4} \cdot N^{-(1+\frac{d}{4})} = C_5 \cdot N^{-(1+\frac{d}{4})},$$

where $C_5 = C_5(d, C)$. Note furthermore that Equation (4.6) shows $0 \leq h_{\Omega, \theta_\omega} \leq \frac{C_5}{C_4} \leq 1$ and hence $M_N \subset B_d(C)$. Hence, by definition of the packing entropy numbers (Definition 3.7), we see

$$M_{B_d(C), L^1}(\varepsilon) \geq \ln |M_N| = \ln |\mathcal{I}| = N^d/4.$$

**Step 4:** In this step, we complete the proof. For brevity, define $M(\varepsilon) := M_{B_d(C), L^1}(\varepsilon)$ for $\varepsilon \in (0, \infty)$. Step 3 shows for $N \in \mathbb{N}$ with $16 \mid N$ and $\varepsilon_N := C_5 \cdot N^{-(1+\frac{d}{4})}$ that $M(\varepsilon_N) \geq \frac{N^d}{4}$.

Now, set $\varepsilon(0) := \varepsilon_{16} = C_5 \cdot 16^{-(1+\frac{d}{4})}$. For $\varepsilon \in (0, \varepsilon(0)]$ there then exists $m \in \mathbb{N}$ such that $\varepsilon_{16(m+1)} < \varepsilon \leq \varepsilon_{16m}$. On the one hand, this implies for $N := 16m$ because of $m + 1 \leq 2m$ that

$$\varepsilon \geq \varepsilon_{16(m+1)} = C_5 \cdot (16(m + 1))^{-(1+\frac{d}{4})} \geq C_5 \cdot 2^{-(1+\frac{d}{4})} \cdot N^{-(1+\frac{d}{4})}$$

and hence $N^{1+\frac{d}{4}} \geq \frac{C_5}{2^{1+\frac{d}{4}}} \cdot \varepsilon^{-1}$. Because of $\frac{d}{1+\frac{d}{4}} = \frac{2d}{2d+d}$, this implies

$$N^d \geq \left(C_5 / 2^{1+\frac{d}{4}} \right)^{\frac{2d}{2d+d}} \cdot \varepsilon^{-\frac{2d}{2d+d}} =: C_6 \cdot \varepsilon^{-\frac{2d}{2d+d}}. $$

On the other hand, since $M$ is non-increasing, we see

$$M_{B_d(C), L^1}(\varepsilon) = M(\varepsilon) \geq M(\varepsilon_{16m}) = M(\varepsilon_N) \geq \frac{N^d}{4} \geq \frac{C_6}{4} \cdot \varepsilon^{-\frac{2d}{2d+d}} =: C_6 \cdot \varepsilon^{-\frac{2d}{2d+d}}. \quad \square$$

Finally, $M_{B_d(C), L^1}(\varepsilon) \geq M_{B_d(C), L^1}(\varepsilon) \geq M_{B_d(C), L^1}(\varepsilon)$ follows from Lemma 4.1.
4.2 Learning bounds for sets with Barron regular boundaries

Having established upper and lower bounds on the entropy of Barron regular functions in Propositions 4.4 and 4.6 we can now identify a fundamental bound on the problem of estimating functions with Barron regular decision boundary from noiseless point samples.

Indeed, Propositions 4.4 and 4.6 show that the assumptions of Corollary 3.15 are satisfied for $C = B^{d-1}(C)$, with

$$\alpha = \beta = \frac{1}{2} + \frac{1}{d-1} = \frac{d+1}{2(d-1)} \quad \text{and} \quad b = 1, \quad a = 0.$$  \hspace{1cm} (4.10)

This yields the following result.

**Corollary 4.7.** Let $d \in \mathbb{N}_{\geq 2}$ and $C > 0$. Let $\mathcal{C} = B^{d-1}(C)$ the associated Barron class, as introduced in Definition 2.1. Then,

$$m^{-\frac{d+1}{3d-1} \cdot \ln(2m)^{-\frac{(d+1)(3d-3)}{(3d-1)(6d-2)}}} \lesssim \inf_{A \in \mathcal{A}(m, L^2)} \sup_{h \in R^d} \mathbb{E}_{(X_i)_{i=1}^m \sim \mathcal{A}} \left| A \left( (X_i, h(X_i))_{i=1}^m \right) - h \right|_{L^2}^2$$

$$\lesssim m^{-\frac{d+1}{3d-1} \cdot \ln(2m)^{-\frac{5d+3}{3(3d-1)}}}$$

for all $m \in \mathbb{N}$.

**Proof.** The result follows directly from Corollary 3.15 by noting that (4.10) implies that:

$$\frac{\alpha}{\beta + 1} = \frac{\beta}{3d-1} \quad \frac{(d+1)(5d-3)}{(3d-1)(2d-2) \cdot \alpha(2 + \beta b)} + \alpha a = \frac{(d+1)(5d-3)}{(3d-1)(2d-2)},$$

$$\frac{2 + \beta b}{1 + \beta} = \frac{5d-3}{3d-1}. \quad \square$$

5 Upper bounds

In this section, we will derive upper bounds on the problem of learning functions with Barron regular decision boundary via empirical risk minimization over suitable sets of neural networks. We will consider only (fully-connected, feed-forward) neural networks with the so-called ReLU activation function $\varphi : \mathbb{R} \to \mathbb{R}$, $x \mapsto \max\{0, x\}$. For the precise mathematical definition of such neural networks and regarding the definitions of concepts like number of weights or number of (hidden) layers, we refer e.g. to [9, Section 1.5] or [20, Section 2.1].

The following definition introduces a short-hand notation for certain sets of neural networks.

**Definition 5.1.** Let $d \in \mathbb{N}_{\geq 2}$, $N, W \in \mathbb{N}$, and $B > 0$. We denote by $\mathcal{NN}(d, N, W, B)$ the set of (functions implemented by) ReLU neural networks with three hidden layers, $d$-dimensional input and one-dimensional output, with at most $N$ neurons per layer and with at most $W$ non-zero weights. We also assume that the weights of the neural networks are bounded in absolute value by $B$. Moreover, we set

$$\mathcal{NN}_*(d, N, W, B) := \{ f \in \mathcal{NN}(d, N, W, B) : 0 \leq f(x) \leq 1 \ \forall x \in [0, 1]^d \}. $$
Remark 5.2. It follows from [20, Lemma 6.1] (with \( \ell \equiv 3 + 1 = 4 \) and \( c \equiv [B] \) and \( n = W \)) by taking logarithms that the covering entropy \( V_{[0,1]^d, \| \cdot \|_\infty}(\delta) \) of \( \mathcal{NN}(d,N,W,B) \), which we denote here as \( V_{[0,1]^d, \| \cdot \|_\infty}(\delta;N,W,B) \), is bounded\(^2\) by

\[
V_{[0,1]^d, \| \cdot \|_\infty}(\delta;N,W,B) \leq \ln \left( \left[ \frac{44}{\delta} \cdot 4^4 \cdot ([B] \cdot \max\{d,W\})^{5} \right]^{W} \right) \\
\leq W \cdot \left( 10 + \ln(1/\delta) + 5 \ln([B]) + 5 \ln(\max\{d,W\}) \right)
\]

for \( \delta \in (0,1], d, N, W \in \mathbb{N} \) and \( B > 0 \). Since \( \mathcal{NN}_+(d,N,W,B) \subset \mathcal{NN}(d,N,W,B) \), the same bound trivially applies for the entropy numbers of \( \mathcal{NN}_+(d,N,W,B) \) with respect to the sup norm \( \| \cdot \|_\infty \) on \([0,1]^d\).

We mention that similar bounds were obtained in [36, Lemma 5] and [6, Proposition 2.8].

Next, we recall a result from [9] regarding the approximation of classifiers with Barron-regular decision boundary. We remind the reader that the notations \( B \) and \( \mathcal{C}(\mathcal{B}(R)) \) were introduced in Definitions 2.1 and 2.3.

**Theorem 5.3 ([9, Theorem 3.7]).** There exists an absolute constant \( \tau \geq 1 \) with the following property: Given arbitrary \( d \in \mathbb{N}_{\geq 2}, M, N \in \mathbb{N}, R \geq 1, \) and \( h \in \mathcal{C}(\mathcal{B}(R))(d,M) \), then, with the Lebesgue measure \( \lambda \), there exists a neural network \( \Phi_{h,N} \) such that

\[
\lambda\{ x \in [0,1]^d : h(x) \neq \Phi_{h,N}(x) \} \leq 6\tau d^2 \cdot M \cdot R \cdot \sqrt{N}. \tag{5.1}
\]

Moreover, \( \Phi_{h,N} \) is implemented by a ReLU neural network that has 3 hidden layers, at most \( M \cdot (N + 4d + 2) \) neurons per layer and at most \( 54d^2MN \) non-zero weights, all of which are bounded in absolute value by

\[
5d \cdot (1 + \tau \sqrt{dR}) + 2\sqrt{N},
\]

and \( 0 \leq \Phi_{h,N}(x) \leq 1 \) for all \( x \in \mathbb{R}^d \).

**Remark 5.4.** Note that since \( 0 \leq \Phi_{h,N} \leq 1 \) in Theorem 5.3, it holds for any \( p > 0 \) that

\[
\mathbb{E}_{X \sim U([0,1]^d)} \left[ |h(X) - \Phi_{h,N}(X)|^p \right] \leq 6\tau d^2 \cdot M \cdot R \cdot N^{-1/2}.
\]

**Proof of Theorem 5.3** Thanks to Remark 2.3 this follows immediately from [9, Theorem 3.7]. \( \square \)

Even though the learning problem that we consider is a binary classification problem, we will not perform empirical risk minimization using the 0–1-loss, but instead use the so-called **Hinge loss** for the empirical risk minimization problem. For completeness, we define the (empirical) **Hinge risk** and the associated **empirical risk minimization problem** in the following definition. The definition might seem slightly unusual at first sight; this is because we consider classifiers \( h : [0,1]^d \to \{0,1\} \) instead of \( h : [0,1]^d \to \{-1,1\} \) (which is more common for the Hinge loss). We then use the map \( t \mapsto 2t - 1 \) to map \([0,1]\) to \([-1,1]\). Regarding the notation \( \Lambda \) used in the definition below, we recall from Definition 5.1 that \( \Lambda = [0,1]^d \times \{0,1\} \).

**Definition 5.5.** Define

\[
\phi : \mathbb{R} \to \mathbb{R}, \quad \phi(x) := \max\{0,1 - x\}.
\]

\(^2\)It is not an error that the right hand side of the following estimate does not depend on \( N \).
Let \( d \in \mathbb{N} \) and let \( \mu \) be a Borel measure on \([0, 1]^d\). For a (measurable) target concept \( h : [0, 1]^d \to \{0, 1\} \), we define the Hinge risk of a (measurable) function \( f : [0, 1]^d \to [0, 1] \) as

\[
\mathcal{E}_{\phi, \mu, h}(f) := \mathbb{E}_{X \sim \mu} \left[ \phi \left( (2h(X) - 1) \cdot (2f(X) - 1) \right) \right].
\]

For a sample \( S = (x_i, y_i)_{i=1}^m \in \Lambda^m \), \( m \in \mathbb{N} \), we define the empirical \( \phi \)-risk of a function \( f : [0, 1]^d \to [0, 1] \) as

\[
\widehat{\mathcal{E}}_{\phi, S}(f) := \frac{1}{m} \sum_{i=1}^m \phi \left( (2y_i - 1) \cdot (2f(x_i) - 1) \right).
\]

Finally, for a sample \( S = (x_i, y_i)_{i=1}^m \in \Lambda^m \) and a set \( \mathcal{H} \subset \{ h : [0, 1]^d \to [0, 1] \} \), we call \( f_S \in \mathcal{H} \) an empirical \( \phi \)-risk minimizer, if

\[
\widehat{\mathcal{E}}_{\phi, S}(f_S) = \min_{f \in \mathcal{H}} \widehat{\mathcal{E}}_{\phi, S}(f).
\] (5.2)

**Remark.** It is easy to see that the minimum in (5.2) is attained if \( \mathcal{H} \subset C([0, 1]^d) \) is compact. For the sets \( \mathcal{NN}(d, N, W, B) \) and \( \mathcal{NN}_\pi(d, N, W, B) \), this is the case.

Below, we will establish bounds for estimating classification functions with Barron regular decision boundaries via empirical \( \phi \)-risk minimization over a suitable class of neural networks. The proof of these bounds will be based on the following more general result, taken from [24].

**Theorem 5.6** ([24] Theorem A.2) (adapted, simplified). Let \( \Omega \subset [0, 1]^d \) be measurable and \( h = \mathbb{1}_\Omega \). Assume that:

1. There exists a positive sequence \((a_m)_{m \in \mathbb{N}}\) with \( a_m = \mathcal{O}(m^{-\alpha_0}) \) as \( m \to \infty \) for some \( \alpha_0 > 0 \) and a sequence of function classes \((\mathcal{F}_m)_{m \in \mathbb{N}} \subseteq L^\infty([0, 1]^d)\) such that
   \[
   \forall m \in \mathbb{N} \quad \exists f_m^* \in \mathcal{F}_m^* : \quad \mathcal{E}_{\phi, \lambda, h}(f_m^*) \leq a_m.
   \]
   In addition, \( 0 \leq f_m^*(x) \leq 1 \) for all \( x \in [0, 1]^d \), \( f_m \in \mathcal{F}_m^* \), and \( m \in \mathbb{N} \).

2. There exists \( C > 0 \) and \((\delta_m^*)_{m \in \mathbb{N}} \subset (0, \infty)\) such that the \( \delta \)-covering entropy \( V_{\mathcal{F}_m, \| \cdot \|_{L^\infty}}(\delta) \) of the class \( \mathcal{F}_m^* \) with respect to the norm \( \| \cdot \|_{L^\infty} = \| \cdot \|_{L^\infty([0, 1]^d)} \) satisfies
   \[
   V_{\mathcal{F}_m, \| \cdot \|_{L^\infty}}(\delta_m^*) \leq C \cdot m \cdot \delta_m^* \quad \forall m \in \mathbb{N}.
   \]

3. There exists \( \iota > 0 \) such that the sequence \((\varepsilon_m^*)_{m \in \mathbb{N}} \subseteq \mathbb{R} \) with \( \varepsilon_m^* := \max\{a_m, \delta_m^*\}, m \in \mathbb{N} \), satisfies
   \[
   m^{1-\iota} \cdot \varepsilon_m^* \gtrsim 1 \quad \forall m \in \mathbb{N}.
   \] (5.3)

Under these assumptions, for a (random) training sample \( S = (X_i, h(X_i))_{i=1}^m \) with \( X_i \overset{iid}{\sim} \mathcal{U}([0, 1]^d) \) for \( i \in \{1, \ldots, m\} \), and \( f_S \) satisfying (5.2) with \( \mathcal{H} = \mathcal{F}_m^* \), it holds that

\[
\mathbb{E}_S \left[ \lambda \left( \{ x \in [0, 1]^d : (2h(x) - 1) \neq \text{sign}(2f_S(x) - 1) \} \right) \right] \lesssim \varepsilon_m^*,
\]

where the implied constant is independent of \( h \) and only depends on the implied constants from Conditions 7 and 3. Here, we use the convention \( \text{sign}(0) := 1 \).
Proof. This essentially follows from [24, Theorem A.2]. Since the formal proof is somewhat technical and depends on many conditions and notions introduced in [24] that are otherwise immaterial for us, we defer the formal proof to Appendix A.

The next theorem establishes the previously announced bounds for estimating classification functions with Barron regular decision boundaries via empirical $\phi$-risk minimization over a suitable class of neural networks.

**Theorem 5.7.** There is a universal constant $\tau \geq 1$ such that the following holds: Let $\kappa > 0$, $d \in \mathbb{N}_{\geq 2}$, $M \in \mathbb{N}$, and $R \geq 1$. Let $h \in \mathcal{C}_{B(R)}(d, M)$ and let $\mathcal{L}$ be the uniform (Lebesgue) measure on $[0, 1]^d$. For each $m \in \mathbb{N}$, let

$$\bar{N}(m) := \left[ 144 \tau^2 d^4 M^2 R^2 \cdot m^{2/3} \right],$$

$$N(m) := \left[ M \cdot (\bar{N}(m) + 4d + 2) \right],$$

$$W(m) := \left[ 54 d^2 \cdot M \cdot \bar{N}(m) \right],$$

$$B(m) := \left( 5d \cdot (1 + \tau \sqrt{dR}) + 2\sqrt{\bar{N}(m)} \right).$$

For each $m \in \mathbb{N}$, let $S$ be a training sample of size $m$; that is, $S = (X_i, h(X_i))_{i=1}^m$ with $X_i \overset{iid}{\sim} \mathcal{L}$ for $i \in \{1, \ldots, m\}$. Furthermore, let $\Phi_{m,S} \in \mathcal{N}_{\phi}(d, N(m), W(m), B(m))$ be an empirical Hinge-loss minimizer; that is,

$$\hat{E}_{\phi,S}(\Phi_{m,S}) = \min_{f \in \mathcal{N}_{\phi}(d, N(m), W(m), B(m))} \hat{E}_{\phi,S}(f).$$

Then, with $H := \mathbb{1}_{[1/2, \infty)}$, we have

$$\mathbb{E}_S \left[ \mathbb{E}_{X \sim \mathcal{L}} \left( |H(\Phi_{m,S}(X)) - h(X)|^2 \right) \right] = \mathbb{E}_S \left[ \mathbb{P}_{X \sim \mathcal{L}} (H(\Phi_{m,S}(X)) \neq h(X)) \right] \lesssim m^{-1/3+\kappa}, \quad (5.4)$$

where the implied constant only depends on $d, M, R, \kappa, \tau$.

Proof. We begin by proving the first part of Equation (5.4). To this end, note for $x \in \mathbb{R}^d$ that $|H \circ \Phi_{m,S}(x) - h(x)| \in \{0, 1\}$, and hence

$$\mathbb{E}_{X \sim \mathcal{L}} \left( |H(\Phi_{m,S}(X)) - h(X)|^2 \right) = \mathbb{P}_{X \sim \mathcal{L}} (H(\Phi_{m,S}(X)) \neq h(X)).$$

Now, note because of our convention $\text{sign}(0) = 1$ that $\text{sign}(x) = 2 \cdot \mathbb{1}_{[0, \infty)}(x) - 1$. Hence, we see for $y \in \{0, 1\}$ and $x \in \mathbb{R}$ that

$$\text{sign}(2x - 1) \neq 2y - 1 \iff \mathbb{1}_{[0, \infty)}(2x - 1) \neq y \iff \mathbb{1}_{[1/2, \infty)}(x) \neq y \iff H(x) \neq y.$$ 

Applying this to $x = \Phi_{m,S}(X)$ and $y = h(X)$, we thus see

$$\mathbb{P}_{X \sim \mathcal{L}} (H(\Phi_{m,S}(X)) \neq h(X)) = \mathbb{P}_{X \sim \mathcal{L}} (\text{sign}(2\Phi_{m,S}(X) - 1) \neq 2h(X) - 1). \quad (5.5)$$

Thus, it remains to verify that the assumptions of Theorem 5.6 are satisfied for

$$\mathcal{F}^* := \mathcal{N}_{\phi}(d, N(m), W(m), B(m)), \quad a_m := m^{-1/3}, \quad \delta_m := m^{-1/3+\kappa},$$

$$\mathcal{G}^* := \mathcal{N}_{\phi}(d, N(m), W(m), B(m)), \quad a_m := m^{-1/3}, \quad \delta_m := m^{-1/3+\kappa},$$
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and $\varepsilon^*_m := \max\{a_m, \delta^*_m\}$ as well as $a_0 := 1/3 > 0$. We first note that the condition $0 \leq f_m(x) \leq 1$ for all $f_m \in \mathcal{F}_m^*$ and $x \in [0,1]^d$ holds by definition of $\mathcal{NN}_*$. Moreover, by Theorem [5.3] it holds that for all $m \in \mathbb{N}$ there exists $f_m \in \mathcal{F}_m^*$ such that

$$\lambda(\{x \in [0,1]^d: h(x) \neq f_m(x)\}) \leq 6\pi d^2 MR \cdot [\bar{N}(m)]^{-1/2} \leq m^{-1/3}/2 = a_m/2.$$ 

Now, if $f_m(x) = h(x)$ then we see because of $h(x) \in \{0, 1\}$ that $\phi((2h(x)-1)(2f_m(x)-1)) = \phi(1) = 0$. Furthermore, note that $(2h(x)-1)(2f_m(x)-1) \in [-1, 1]$, since $0 \leq f_m(x) \leq 1$ and $h(x) \in \{0, 1\}$ for $x \in [0,1]^d$. Because of $0 \leq \phi(t) \leq 2$ for $t \in [-1, 1]$, we thus see overall that

$$\mathcal{E}_{\phi,h}(f_m) = \mathbb{E}_{X \sim \lambda}[\phi((2h(X)-1)(2f_m(X)-1))] \leq 2 \cdot \lambda(\{x \in [0,1]^d: h(x) \neq f_m(x)\}) \leq a_m.$$

Next, we note for $\mathcal{F}_m$ thanks to Remark [5.2] that

$$V_{\mathcal{F}_m, \|\cdot\|_{L_c}}(\delta^*_m) \leq V_{[0,1]^d, \|\cdot\|_{L_c}}(\delta^*_m; N(m), W(m), B(m))$$

$$\leq W(m) \cdot (10 + \ln(1/\delta^*_m) + 5 \ln(B(m)) + 5 \ln(\max\{d, W(m)\}))$$

$$= W(m) \cdot (10 + \ln(1/\delta^*_m) + 5 \ln(B(m)) + 5 \ln(W(m)))$$

$$\lesssim_{d,M,R,\tau_0,\kappa} m^{2/3} \cdot (1 + \ln(m) + \ln(W(m)))$$

$$\lesssim m^{2/3} \cdot (1 + \ln(m)) = m \cdot m^{-1/3+\kappa} = m \cdot \delta^*_m$$

for all $m \in \mathbb{N}$, as required in Theorem [5.6]. With the choices of $\delta^*_m$ and $a_m$ as above, we see for $\nu := \frac{2}{3} + \kappa$ that

$$\varepsilon^*_m = \delta^*_m = m^{-1/3+\kappa} = m^{-1}$$

and hence $m^{1-\nu} \cdot \varepsilon^*_m \geq 1$ for all $m \in \mathbb{N}$, establishing the third assumption of Theorem [5.6]. Thus, Theorem [5.4] shows that

$$\mathbb{P}_X \sim \lambda(\text{sign}(2\Phi_{m, S}(X) - 1) \neq 2h(X) - 1) \lesssim \varepsilon^*_m = \delta^*_m = m^{-1/3+\kappa},$$

with the implied constant only depending on $d, M, R, \kappa, \tau_0$. In view of Equation [5.5], this establishes the second part of Equation [5.3] and thus completes the proof.

**Remark 5.8.** Note that since $\kappa > 0$ can be chosen arbitrarily small, Theorem [5.7] yields an upper bound on the expected (squared) $L^2$ risk of an order as close to $m^{-1/3}$ as desired. Moreover, by Corollary [5.7] omitting logarithmic factors, the best estimation rate that can be achieved by any estimator is

$$O(m^{-\frac{d+1}{2d-1}})$$

as $m \to \infty$.

Since $\frac{d+1}{2d-1} \to 1/3$ as $d \to \infty$, this implies that for sufficiently large $d$ the upper bound of Theorem [5.7] comes arbitrarily close to the lower bound of Corollary [5.7].

### A Postponed technical results

#### A.1 Explicit scaling relation for an implicit condition of Barron and Yang

**Lemma A.1.** Let $V : (0, \infty) \to [0, \infty)$ be continuous and non-increasing and such that $V(\varepsilon) \to \infty$ as $\varepsilon \downarrow 0$. Then the following hold:
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1. For each \( n \in \mathbb{N} \), there exists a unique \( \varepsilon_n \in (0, \infty) \) satisfying \( \varepsilon_n^2 = V(\varepsilon_n)/n \). Furthermore, \( \varepsilon_n \to 0 \) as \( n \to \infty \).

2. If \( V \) is of the form
\[
V(\varepsilon) = C \cdot (\max\{1, \varepsilon^{-1}\})^\alpha \cdot \ln^\beta (2 + \varepsilon^{-1}) \tag{A.1}
\]
for certain \( C, \alpha > 0 \) and \( \beta \geq 0 \), then there exist \( c_1, c_2 > 0 \) satisfying
\[
c_1 \cdot \left( \ln^\beta (2n)/n \right)^{1/(2+\alpha)} \leq \varepsilon_n \leq c_2 \cdot \left( \ln^\beta (2n)/n \right)^{1/(2+\alpha)} \quad \forall n \in \mathbb{N}. \tag{A.2}
\]

**Proof.**

**Part 1:** Define \( W_n : (0, \infty) \to \mathbb{R}, \varepsilon \mapsto n \varepsilon^2 - V(\varepsilon) \). Then \( W_n \) is continuous and strictly increasing as the sum of a strictly increasing and a non-decreasing function. Furthermore, it is easy to see \( W_n(\varepsilon) \to -\infty \) as \( \varepsilon \downarrow 0 \) and \( W_n(\varepsilon) \geq n \varepsilon^2 - V(1) \) for \( \varepsilon \geq 1 \), and hence \( W_n(\varepsilon) \to \infty \) as \( \varepsilon \to \infty \). By the intermediate value theorem, this implies existence of \( \varepsilon_n \in (0, \infty) \) satisfying \( W_n(\varepsilon_n) = 0 \), and this is equivalent to \( \varepsilon_n^2 = V(\varepsilon_n)/n \). Finally, \( \varepsilon_n \) is unique since \( W_n \) is strictly increasing.

To see that \( \varepsilon_n \to 0 \), assume towards a contradiction that there exist \( c > 0 \) and a subsequence \((\varepsilon_{n_\ell})_{\ell \in \mathbb{N}}\) satisfying \( \varepsilon_{n_\ell} \geq c \) for all \( \ell \in \mathbb{N} \). Since \( V \) is non-increasing, this implies \( V(\varepsilon_{n_\ell}) \leq V(c) \) and hence \( c^2 \leq \varepsilon_{n_\ell}^2 = V(\varepsilon_{n_\ell})/n_{\ell} \leq V(c)/n_{\ell} \to 0 \) as \( \ell \to \infty \), which is the desired contradiction.

**Part 2:** Note that \( \varepsilon \mapsto (\max\{1, \varepsilon^{-1}\})^\alpha \) and \( \varepsilon \mapsto \ln^\beta (2 + \varepsilon^{-1}) \) are both non-increasing and positive functions, so that \( V \) given by (A.1) is non-increasing and continuous. Furthermore, it is easy to see \( V(\varepsilon) \to \infty \) as \( \varepsilon \downarrow 0 \), so that the given \( V \) satisfies the general assumptions of the lemma.

For brevity, set \( \theta := \frac{\beta}{\beta+\alpha} > 0 \) and define
\[
c_1 := \min\{1, ((\theta/2)^\beta \cdot C)^\theta\} \quad \text{and} \quad c_2 := \max\{1, ((2\theta)^\beta \cdot C)^\theta\}
\]
as well as
\[
\varepsilon_n^\flat := c_1 \cdot \left( \ln^\beta (n)/n \right)^\theta \quad \text{and} \quad \varepsilon_n^\sharp := c_2 \cdot \left( \ln^\beta (n)/n \right)^\theta \quad \text{for } n \in \mathbb{N}_{\geq 2}.
\]

It is not hard to see that there exists \( n_0 = n_0(C, \alpha, \beta) \in \mathbb{N}_{\geq 3} \) such that \( 0 < \varepsilon_n^\flat \leq \varepsilon_n^\sharp \leq \frac{1}{2} \) for all \( n \geq n_0 \). We will show below with \( W_n(\varepsilon) = n \varepsilon^2 - V(\varepsilon) \) as in the proof of the first part that there exists \( n_1 = n_1(C, \alpha, \beta) \in \mathbb{N} \) such that \( W_n(\varepsilon_n^\flat) \leq 0 \leq W_n(\varepsilon_n^\sharp) \) for \( n \geq n_1 \). Since \( W_n \) is strictly increasing with \( W_n(\varepsilon_n) = 0 \), this will then imply \( \varepsilon_n^\flat \leq \varepsilon_n \leq \varepsilon_n^\sharp \) for \( n \geq n_1 \), which easily implies validity of the target estimate (A.2), possibly after adjusting \( c_1 \) and \( c_2 \).

To see \( W_n(\varepsilon_n^\flat) \leq 0 \), first note for \( n \geq n_1 \) and \( n_1 = n_1(C, \alpha, \beta) \geq n_0 \) sufficiently large that
\[
\ln(\varepsilon_n^\flat) = -\ln c_1 - \theta \beta \ln(\ln(n)) + \theta \ln(n) \geq \frac{\theta}{2} \ln(n).
\]

Using this estimate and recalling that \( \varepsilon_n^\flat \leq \frac{1}{2} \leq 1 \), we see
\[
W_n(\varepsilon_n^\flat) = n \cdot \varepsilon_n^\flat^2 - V(\varepsilon_n^\flat)
\leq n \cdot \varepsilon_n^\flat^2 - C \cdot (\varepsilon_n^\flat)^{-\alpha} \cdot \ln^{\beta}(\varepsilon_n^\flat)^{-1}
\leq c_2^2 \cdot n^{1-2\theta} \cdot \ln^{2\theta}(n) - c_2^{-\alpha} \cdot C \cdot n^{\alpha} \cdot \ln^{-\alpha\beta}(n) \cdot (\theta/2)^{\beta} \cdot \ln^{\beta}(n)
= n^{\alpha \theta} \cdot \ln^{2\theta}(n) \cdot c_2^{-\alpha} \cdot (c_2^{2\alpha} - C \cdot (\theta/2)^{\beta}) \leq 0,
\]
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thanks to our choice of \( \theta \) and \( c_\gamma \).

On the other hand, we note for \( n \geq n_1 \geq n_0 \geq 3 \geq e \) that \( \ln(\ln(n)) \geq \ln(\ln(e)) = 0 \). In combination with \( c_\gamma \geq 1 \), this shows

\[
\ln \left( (e_n^{\ell})^{-1} \right) = -\ln(c_\gamma) - \beta \theta \ln(\ln(n)) + \theta \ln(n) \leq \theta \ln(n).
\]

Finally, recall that \( 0 < e_n^{\ell} \leq \frac{1}{2} \) and hence

\[
\ln (2 + (e_n^{\ell})^{-1}) \leq \ln \left( (e_n^{\ell})^{-2} \right) = 2 \ln((e_n^{\ell})^{-1})
\]

and \( 2 + (e_n^{\ell})^{-1} \leq 2 \cdot (e_n^{\ell})^{-1} \) for \( n \geq n_0 \). Therefore, we see overall for \( n \geq n_1 \geq n_0 \) that

\[
W_n(e_n^{\ell}) = n \cdot (e_n^{\ell})^2 - V(e_n^{\ell}) \geq c_\gamma^2 \cdot n^{-1-\theta} \cdot \ln^{2\beta\theta}(n) - 2^\beta C \cdot (e_n^{\ell})^{-\alpha} \cdot \ln^\beta((e_n^{\ell})^{-1})
\]

\[
\geq c_\gamma^2 \cdot n^{-\alpha\theta} \cdot \ln^{2\beta\theta}(n) - 2^\beta \theta^\beta C \cdot c_\gamma^{-\alpha} \cdot n^\alpha \theta \cdot \ln^{\beta(1-\alpha\theta)}(n)
\]

\[
= c_\gamma^{-\alpha} \cdot n^{-\alpha\theta} \cdot \ln^{2\beta\theta}(n) \cdot (c_\gamma^{2+\alpha} - (2\theta)^\beta C) \geq 0,
\]

by our choice of \( \theta \) and \( c_\gamma \). As seen above, this completes the proof.

\[ \square \]

\textbf{A.2 Proof of Remark 2.4}

\textbf{Proof.} Since the definition of the set \( B_{B,M}(\mathbb{R}^d) \) in [9] Definition 3.3] is somewhat involved, the proof unrolls the definition step by step.

\textbf{Step 1 (Barron functions as in [9])}: In [9] Definition 2.1], given a subset \( X \subset \mathbb{R}^d \) with non-empty interior and some \( x_0 \in X \) and \( C > 0 \), a function \( f : X \to \mathbb{R} \) is said to belong to \( B_C(X, x_0) \) if there exist a measurable function \( F : \mathbb{R}^d \to \mathbb{C} \) and some \( c \in [-C, C] \) satisfying

\[
f(x) = c + \int_{\mathbb{R}^d} (e^{i(x, \xi)} - e^{i(x_0, \xi)}) \cdot F(\xi) d\xi \quad \text{and} \quad \int_{\mathbb{R}^d} |\xi| |x, x_0| \cdot |F(\xi)| d\xi \leq C,
\]

where \( |\xi| |x, x_0| = \sup_{x \in X} |(\xi, x - x_0)| \). Now, for \( X = [0,1]^d \) and \( x_0 = 0 \), it is easy to see that \( |\xi| |x, x_0| \leq \|\xi\|_{\ell^1} \leq \sqrt{d} \|\xi\| \). Using this estimate, it follows that

\[
\pm B(C) \subset B_{\sqrt{d}C}([0,1]^d, 0).
\]

\textbf{Step 2 (Barron approximation set):} In [9] Definition 3.1], given \( X \subset \mathbb{R}^d \) with non-empty interior and \( C > 0 \), the Barron approximation set \( B_{A_{C}}(X) \subset \{ f : X \to \mathbb{R} \} \) is defined. Its precise definition is immaterial for us; we only need to know that there exists an absolute constant \( \tau > 0 \) satisfying

\[
B_C(X, x_0) \subset B_{A_{\tau C}}(X) \quad \forall x_0 \in X;
\]

this is shown in [9] Remark 3.2 a)]. Furthermore, [9] Remark 3.2 b)] shows that if \( f \in B_{AC}(X) \) and \( Y \subset X \) has non-empty interior, then \( f|_Y \in B_{AC}(Y) \). In combination with Step 1, we thus see that

\[
\forall f \in B(C) \text{ and } Q \subset [0,1]^d \text{ with non-empty interior : } (\pm f)|_Q \in B_{A_{\tau \sqrt{d}C}}(Q).
\]

\textbf{Step 3 (Sets with Barron boundary as in [9])}: For \( x \in \mathbb{R}^d \) and \( j \in \{1, \ldots, d\} \), let us write \( x^{(j)} := (x_1, \ldots, x_{j-1}, x_{j+1}, \ldots, x_d) \in \mathbb{R}^{d-1} \). Furthermore, for \( x, y \in \mathbb{R}^d \), let us write \( x \preceq y \)
if \( x_i \leq y_i \) for all \( i \in \{1, \ldots, d\} \). In Definition 3.3, given \( B > 0 \) and \( a, b \in \mathbb{R}^d \) with \( a \leq b \) and setting \( Q = [a, b] := \{ x \in \mathbb{R}^d : a \leq x \leq b \} \) and \( Q^{(j)} := [a^{(j)}, b^{(j)}] \), a function \( F : Q \to \{0, 1\} \) is said to belong to the class \( \mathcal{BH}_B(Q) \) of “Barron horizon functions” if

\[
\exists j \in \{1, \ldots, d\}, \theta \in \{\pm 1\}, \text{ and } f \in \mathcal{BA}_B([a^{(j)}, b^{(j)}]) : \forall x \in Q : F(x) = \mathbbm{1}_{\theta x_j \leq f(x^{(j)})}.
\]

Finally, a compact set \( \Omega \subset \mathbb{R}^d \) is said to belong to the set \( \mathcal{BB}_{B,M}(\mathbb{R}^d) \) of sets with “Barron class boundary”, if there exist (closed, axis-aligned, non-degenerate) rectangles \( Q_1, \ldots, Q_M \subset \mathbb{R}^d \) with pairwise disjoint interiors and with \( \Omega \subset \bigcup_{i=1}^M Q_i \) and such that \( \mathbbm{1}_{Q_i \cap \Omega} \in \mathcal{BH}_B(Q_i) \) for all \( i \in \{1, \ldots, M\} \).

**Step 4 (Completing the proof):** Let \( \Omega \subset [0,1]^d \) be compact with \( \mathbbm{1}_\Omega \in \mathcal{C}_B(d, M) \). That is, there exist (closed, axis-aligned, non-degenerate) rectangles \( Q_1, \ldots, Q_M \subset [0,1]^d \) with pairwise disjoint interiors and with \( \Omega \subset \bigcup_{i=1}^M Q_i \) and such that for each \( i \in \{1, \ldots, M\} \), there exist \( f_i \in H_B(C) \) and a permutation matrix \( P_i \in \mathbb{R}^{d \times d} \) such that

\[
\mathbbm{1}_\Omega = f_i \circ P_i \quad \text{or} \quad \mathbbm{1}_\Omega = 1 - f_i \circ P_i \quad \text{almost everywhere on } Q_i.
\]

Fix \( i \in \{1, \ldots, M\} \). Since \( f_i \in H_B(C) \), there exists \( b : [0,1]^{d-1} \to [0,1] \) satisfying \( b = b_i \in B(C) \) and \( f_i(x) = \mathbbm{1}_{B(x_{i-1}, \ldots, x_{d-1}) \cap x_d} \) for all \( x \in [0,1]^d \).

Given a permutation \( \pi \in S_d \) and \( x \in \mathbb{R}^d \), define \( x^\pi \in \mathbb{R}^d \) by \( x^\pi = x_{\pi_{i-1}}(i) \) and note \( x^{\pi \circ \sigma} = (x^\sigma)^\pi \) for permutations \( \pi, \sigma \in S_d \). We can then choose \( \pi \in S_d \) satisfying \( P_i x = x^\pi \) for all \( x \in \mathbb{R}^d \). Set \( \overline{\pi} := \pi \circ \sigma \), where \( \sigma \in S_d \) is the permutation that swaps \( d \) and \( j := \pi^{-1}(d) \) and leaves the rest of \( \{1, \ldots, d\} \) fixed. Note \( \overline{\pi}(d) = \pi(\sigma(d)) = \pi(\pi^{-1}(d)) = d \), meaning that \( \overline{\pi} \) can be seen as an element of \( S_{d-1} \). Let \( \overline{P} \in \mathbb{R}^{(d-1) \times (d-1)} \) be the associated permutation matrix satisfying \( \overline{P} z = z^\overline{\pi} \) for all \( z \in \mathbb{R}^{d-1} \).

Given \( x \in [0,1]^d \), let \( y := x^\sigma^{-1} \), noting that \( x^\pi = x^{\overline{\pi} \circ \sigma^{-1}} = (x^{\sigma^{-1}})^{\overline{\pi}} = y^\overline{\pi} \) and \( x^\overline{\pi}_d = x_{\pi^{-1}(d)} = x_j \), and furthermore

\[
(y_1, \ldots, y_{d-1}) = (x_1, \ldots, x_{j-1}, x_d, x_{j+1}, \ldots, x_{d-1}) = S(x_1, \ldots, x_{j-1}, x_{j+1}, \ldots, x_d) = S^{(j)}
\]

for a suitable permutation matrix \( S \in \mathbb{R}^{(d-1) \times (d-1)} \). Directly from Definition 2.1, it follows that \( b := b \circ \overline{P} \circ S \in B(C) \). Hence,

\[
(f_i \circ P_i)(x) = f_i(x^\pi) = \mathbbm{1}_{b(y_1, \ldots, y_{d-1}) \leq y^\overline{\pi}_d} = \mathbbm{1}_{b(y_1, \ldots, y_{d-1}) \leq x_j} = \mathbbm{1}_{b(y_1, \ldots, y_{d-1}) \leq x_j} = \mathbbm{1}_{\pi^{-1}(d) \leq (x^{(j)})} = \mathbbm{1}_{\pi^{-1}(d) \leq (x^{(j)})} = \mathbbm{1}_{\pi^{-1}(d) \leq (x^{(j)})} \quad \forall x \in [0,1]^d.
\]

Now, if \( \mathbbm{1}_\Omega = f_i \circ P_i \) almost everywhere on \( Q_i \), then we see that \( \mathbbm{1}_{\Omega \cap Q_i}(x) = \mathbbm{1}_{x_j \leq \overline{b}(x^{(j)})} \) for \( \forall x \in Q_i \), as can be seen by compactness of \( \Omega \) and continuity of \( \overline{b} \). Furthermore, as seen in Step 2, we have \((-\overline{b})|_{Q_i} \in \mathcal{BA}_{\overline{\pi} \circ \sigma \circ S}(Q_i) \) and thus \( \mathbbm{1}_{\Omega \cap Q_i} \in \mathcal{BH}_{\overline{\pi} \circ \sigma \circ S}(Q_i) \).

If otherwise \( \mathbbm{1}_\Omega = 1 - f_i \circ P_i \) almost everywhere on \( Q_i \), then

\[
\mathbbm{1}_{\Omega \cap Q_i}(x) = 1 - \mathbbm{1}_{b(x^{(j)}) \leq x_j} = \mathbbm{1}_{x_j < \overline{b}(x^{(j)})} = \mathbbm{1}_{x_j \leq \overline{b}(x^{(j)})} \quad \text{for all } x \in Q_i.
\]

for \textit{almost all} \( x \in Q_i \). By compactness of \( \Omega \) and continuity of \( \overline{b} \), this implies \( \mathbbm{1}_{\Omega \cap Q_i}(x) = \mathbbm{1}_{x_j \leq \overline{b}(x^{(j)})} \) for all \( x \in Q_i \). As above, we thus see \( \mathbbm{1}_{\Omega \cap Q_i} \in \mathcal{BH}_{\overline{\pi} \circ \sigma \circ S}(Q_i) \). Overall, we have shown as claimed that \( \Omega \in \mathcal{BB}_{\overline{\pi} \circ \sigma \circ S}(\mathbb{R}^d) \).

\[\square\]
A.3 Equivalence of convergence in $L^1$ and in measure on the set of probability densities

We show here that the topology of convergence in measure coincides with the topology induced by $\| \cdot \|_{L^1(\lambda)}$ on the set $D$ of probability density functions. Since both topologies are metrizable (see e.g. [25] Theorem 6.7 for convergence in measure), it suffices to show that the convergent sequences are the same. It is well-known (see e.g. [25] Remark 6.11) that convergence in $L^1$ implies convergence in measure. Conversely, suppose towards a contradiction that there exists a sequence $(p_n)_{n \in \mathbb{N}} \subset D$ and $p \in D$ satisfying $p_n \to p$, but $\|p_n - p\|_{L^1(\lambda)} \neq 0$. Passing to a subsequence, we can assume that $\|p_n - p\|_{L^1(\lambda)} \geq \varepsilon$ for all $n \in \mathbb{N}$ and some $\varepsilon > 0$. By passing to a further subsequence, we can assume that $p_n \to p$ almost everywhere; see e.g. [25] Corollary 6.13. Now, [25] Lemma 1.34 shows because of $\|p_n\|_{L^1(\lambda)} = \|p\|_{L^1(\lambda)}$ for all $n$ that $\|p_n - p\|_{L^1(\lambda)} \to 0$, in contradiction to $\|p_n - p\|_{L^1(\lambda)} \geq \varepsilon$ for all $n \in \mathbb{N}$. \hfill \Box

A.4 The relation between Kullback-Leibler and Hellinger distance

Recall the elementary estimate $1 + x \leq e^x$ for $x \in \mathbb{R}$. Hence, $y \leq e^{y-1}$ for $y \in \mathbb{R}$. For $y > 0$, we can take the logarithm to obtain $\ln(y) \leq y - 1$ and hence $-\ln(y) \geq 1 - y$.

Hence,

$$D(p \| q) = 2 \cdot \int -\ln(\sqrt{q}/\sqrt{p}) \cdot p \, d\lambda \geq 2 \cdot \int p \cdot (1 - \sqrt{q}/\sqrt{p}) \, d\lambda = 2 - 2 \int \sqrt{q}/\sqrt{p} \, d\lambda,$$

since $\int p \, d\lambda = 1$. Finally, note because of $\int p \, d\lambda = 1 = \int q \, d\lambda$ that

$$d_H^2(p, q) = \int (\sqrt{p} - \sqrt{q})^2 \, d\lambda = \int p + q - 2\sqrt{p}\sqrt{q} \, d\lambda = 2 - 2 \int \sqrt{p}\sqrt{q} \, d\lambda.$$

Overall, this implies that $d_H^2(p, q) \leq D(p \| q)$ and in particular that $D(p \| q) \geq 0$.

A.5 Proof of Theorem 5.6

Proof. In this proof, we show how the result stated above can be derived from [24] Theorem A.2]. The first difference between the present setting and the one in [24] is that we consider binary classification with values in $\{0, 1\}$, whereas [24] consider values in $\{\pm 1\}$. Therefore, we define $g := 2h - 1$ and $F_m := \{2f_m^* - 1 : f_m^* \in F_m^*\}$.

Furthermore, with $X \sim U([0, 1]^d)$, we let $\Pr$ be the image measure of $(X, g(X))$ on $[0, 1]^d \times \{\pm 1\}$; that is, for each Borel set $A \subset [0, 1]^d \times \{\pm 1\}$, we have

$$\Pr(A) = \lambda\{x \in [0, 1]^d : (x, g(x)) \in A\}.$$

It is then straightforward to see for any measurable $f : [0, 1]^d \to [-1, 1]$ that the $\phi$-risk defined in [24] Column 5] as

$$\mathcal{E}_\phi(f) = \mathbb{E}_{(X, Y) \sim \Pr}[\phi(Y f(X))]$$

satisfies

$$\mathcal{E}_\phi(f) = \mathcal{E}_{\phi, \lambda, \frac{1 + f}{2}}.$$

(A.3)
Furthermore, directly from the definitions it follows that \( \mathcal{E}_\phi(g) = 0 \), so that we can choose \( f^*_\phi = g \) in the notation of [24]. Thus, the excess \( \phi \)-risk of a measurable \( f : [0, 1]^d \to [-1, 1] \) as defined in [24] Column 5] is given by \( \mathcal{E}_\phi(f, f^*_\phi) = \mathcal{E}_\phi(f) - \mathcal{E}_\phi(f^*_\phi) = \mathcal{E}_\phi(f) \). Next, the Bayes classifier \( C^* : [0, 1]^d \to \{ \pm 1 \} \) associated to the given problem is easily seen to be given by \( C^*(x) = g(x) \), since this classifier has risk \( \mathbb{E}_{(X,Y) \sim \Pr} \{ 1 | C^*(X) \neq Y \} = 0 \). Finally, the conditional class probability \( \eta : [0, 1]^d \to [0, 1], \eta(x) = \Pr(Y = 1 \mid X = x) \) in our setting satisfies \( \eta(x) = \mathbb{1}_\Omega(x) \in \{ 0, 1 \} \).

We now verify the conditions of [24] Theorem A.2 in the setting from above:

i) Condition (N) from [24], i.e., the so-called Tsybakov noise condition should be satisfied, which requires that there exist \( C' > 0 \) and \( q \in [0, \infty] \) satisfying

\[
\Pr((X,Y) : |2\eta(X) - 1| \leq t) \leq C' \cdot t^q \quad \forall t \in (0, \infty).
\]

In our setting, this is satisfied with \( C' = 1 \) and \( q = \infty \), since \( \eta(X) \in \{ 0, 1 \} \) and hence \( |2\eta(X) - 1| = 1 \), so that

\[
\Pr((X,Y) : |2\eta(X) - 1| \leq t) = \begin{cases} 
0 = t^\infty, & \text{if } t < 1, \\
1 \leq t^\infty, & \text{if } t \geq 1.
\end{cases}
\]

ii) Condition (A2) in [24] is satisfied in our setting, since the considerations from above combined with the assumptions of the theorem imply that for each \( m \in \mathbb{N} \) there exists a function \( f^*_m \in \mathcal{F}_m \) satisfying \( \mathcal{E}_{\phi, \lambda, h}(f^*_m) \leq a_m \), so that \( f_m := 2f^*_m - 1 \in \mathcal{F}_m \) satisfies

\[
\mathcal{E}_\phi(f_m, f^*_m) = \mathcal{E}_\phi(f_m) = \mathcal{E}_{\phi, \lambda, h}(1 + f^*_m) = \mathcal{E}_{\phi, \lambda, h}(f^*_m) \leq a_m,
\]

where also \( a_m = O(m^{-\omega_0}) \) with \( a_0 > 0 \).

iii) Condition (A3) in [24] is satisfied for \( F_n := 1 \), since \( 0 \leq f^*_m \leq 1 \) for all \( f^*_m \in \mathcal{F}^*_m \) and hence \( \| f_m \|_{L^\infty} \leq 1 = F_n \) for all \( f_m \in \mathcal{F}_m \).

iv) Regarding condition (A5) in [24], we first note that [24] Lemma A.2 shows that condition (A4) is satisfied with \( \nu = \frac{q}{q+1} = 1 \), since \( q = \infty \) (see above). Furthermore, it is well-known that the so-called bracketing entropy (see [24] Column 18 for a definition) \( H_B(\delta, \mathcal{F}_m, \| \cdot \|_{L^2}) \) is bounded by the \( L^\infty \) covering entropy \( V_{\mathcal{F}_m, \| \cdot \|_{L^\infty}}(\delta/2) \); see for instance [24] Equation A.1] or [24] Lemma 2.1]. Therefore, setting \( \delta_m := \frac{4C}{m} \), we see by definition of \( \mathcal{F}_m = 2\mathcal{F}^*_m - 1 \) and elementary properties of entropy numbers that

\[
H_B(\delta_m, \mathcal{F}_m, \| \cdot \|_{L^\infty}) \leq V_{\mathcal{F}_m, \| \cdot \|_{L^\infty}}(\delta_m/2) \leq V_{\mathcal{F}^*_m, \| \cdot \|_{L^\infty}}(\delta_m/4) = V_{\mathcal{F}^*_m, \| \cdot \|_{L^\infty}}(\delta^*_m)
\]

\[
\leq C \cdot m \cdot \delta^*_m = 4C \cdot m \cdot \delta_m = 4C \cdot m \cdot (\delta_m/F_m)^{2-\nu},
\]

so that condition (A5) from [24] is satisfied with \( c_3 = 4C \).

Finally, as in [24] Theorem A.2, we let \( \varepsilon_m = \sqrt{\max\{a_m, \delta_m\}} \), where we note because of \( \delta_m \geq \delta^*_m \) that \( \varepsilon_m \geq \varepsilon^*_m \). Hence, recalling that \( q = \infty \), we see in view of Equation (5.3) that

\[
m \cdot (\varepsilon^2_m/F_m)^{(q+2)/(q+1)} = m \cdot \varepsilon^2_m \leq m \cdot \varepsilon^*_m \geq m' \geq \ln^2(m),
\]

as required in [24] Theorem A.2.

Overall, we can thus apply [24] Theorem A.2. By assumption of the current theorem, \( f_S \in \mathcal{F}^*_m \) satisfies Equation (5.2) with \( \mathcal{H} = \mathcal{F}^*_m \). Note that if the training sample \( S \) is as in the current
theorem, then \( T := (X, g(X)) \) satisfies \( T \overset{\text{iid}}{\sim} \text{Pr} \); furthermore, the map \( S \mapsto T \) is a bijection. In view of the obvious generalization of Equation (A.3) to the empirical risk, this easily shows that \( f_{T,m} := 2f_S - 1 \in F_m \) minimizes the empirical \( \phi \)-risk \( E_{\phi,m} \) (with respect to the training sample \( T \)) as defined in [24, Equation (2.2)]. Thus, [24, Theorem A.2] shows for the true (excess) risk

\[
E(f_{T,m}, C^*) = \text{Pr}\{(X,Y): Y \neq \text{sign}(f_{T,m}(X))\} - \text{Pr}\{(X,Y): Y \neq C^*(X)\}
\]

\[
= \lambda\{x \in [0,1]^d: g(x) \neq \text{sign}(f_{T,m}(x))\}
\]

\[
= \lambda\{x \in [0,1]^d: 2h(x) - 1 \neq \text{sign}(2f_S(x) - 1)\}
\]

of \( f_{T,m} \) that

\[
E_S[\lambda\{x \in [0,1]^d: \text{sign}(2f_S(x) - 1) \neq 2h(x) - 1\}] = E_T[E(f_{T,m}, C^*)] \lesssim \varepsilon_m^2 \leq \varepsilon_m^*,
\]

where the implied constant is independent of \( g \) (and hence of \( h \)) and only depends on the constants appearing in conditions (A2)–(A5) and (N) verified above. These constants in turn only depend on those appearing in Conditions 1–3 of Theorem 5.6. We note that it is never clearly stated in [24] what the interpretation of \( \text{sign}(0) \) is. However, the proof of [24, Theorem A.2] relies on [39, Theorem 2.31], and the convention in [39] is \( \text{sign}(0) = 1 \); see immediately below [39, Equation (2.2)].
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