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Abstract. We propose a novel Caputo fractional derivative-based optimization algorithm. Upon defining the Caputo fractional gradient with respect to the Cartesian coordinate, we present a generic Caputo fractional gradient descent (CFGD) method. We prove that the CFGD yields the steepest descent direction of a locally smoothed objective function. The generic CFGD requires three parameters to be specified, and a choice of the parameters yields a version of CFGD. We propose three versions – non-adaptive, adaptive terminal and adaptive order. By focusing on quadratic objective functions, we provide a convergence analysis. We prove that the non-adaptive CFGD converges to a Tikhonov regularized solution. For the two adaptive versions, we derive error bounds, which show convergence to integer-order stationary point under some conditions. We derive an explicit formula of CFGD for quadratic functions. We computationally found that the adaptive terminal (AT) CFGD mitigates the dependence on the condition number in the rate of convergence and results in significant acceleration over gradient descent (GD). For non-quadratic functions, we develop an efficient implementation of CFGD using the Gauss-Jacobi quadrature, whose computational cost is approximately proportional to the number of the quadrature points and the cost of GD. Our numerical examples show that AT-CFGD results in acceleration over GD, even when a small number of the Gauss-Jacobi quadrature points (including a single point) is used.
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1. Introduction. The gradient descent (GD) method to optimize a function dates back to Cauchy in 1800s [11] and is one of the the most fundamental approaches in optimization. It is an iterative algorithm to find a stationary point to an objective function. Due to its simplicity and scalability, GD and its variants have been widely used in many research fields, in particular, machine learning [10, 21]. Countless works have been devoted to GD-based methods, and the amount of literature is huge due to its importance. Interested readers can consult the large number of textbooks on the basics of optimization, e.g. [1, 16, 17].

Fractional calculus has been successfully employed in describing physical phenomena, e.g., anomalous transport, which classical models cannot capture (see [6, 5] and references therein). More recently, fractional calculus has been adapted in optimization algorithms [26, 25, 22, 18, 3]. Since fractional derivatives are extensions of integer-order derivatives, one may naturally consider fractional gradient descent (FGD) as a generalization of gradient descent method. Many variants of FGD have been proposed and shown to be effective in some applications [22, 4, 9]. Yet, many theoretical questions remain elusive. For example, GD seeks to find an optimum by taking discrete steps in the direction of steepest descent. However, which direction FGD follows is not well understood.

We briefly review the existing literature on fractional calculus-based optimization methods. It has been pointed out in [18, 25] that the set of stationary points of fractional gradient is different from the one of integer-order gradient. In prac-
In this work, we propose a novel Caputo fractional gradient-based optimization algorithm, namely, the Caputo Fractional Gradient Descent (CFGD). The Caputo fractional derivative [2] is one of the most popular fractional derivatives and is widely employed in modeling various physical phenomena, especially for initial value problems. Upon defining the Caputo fractional gradient with respect to the Cartesian coordinate [23], we define a generic CFGD algorithm (2.4). The generic CFGD requires one to choose three parameters, and a choice of the parameters yields a version of CFGD. The main findings are summarized as follows:

- We prove that each direction generated by the generic CFGD is the steepest descent direction of a local smoothing of the original objective function (Theorem 2.3). This answers the question of which direction CFGD follows towards minimizing the objective function.
- We propose three versions of CFGD – non-adaptive, adaptive terminal and adaptive order.
- By focusing on quadratic objective functions, we provide a convergence analysis.
  - (i) We prove that the non-adaptive CFGD converges linearly to a Tikhonov regularized solution, which is not a stationary point of integer-order gradient (Theorem 3.2).
  - (ii) We provide error bounds of the two adaptive versions and show convergence to integer-order stationary point under some conditions (Theorems 3.3 and 3.4).
- For quadratic objective functions, we derive an explicit formula of the Caputo fractional gradient (Corollary 3.1). We found that the adaptive terminal CFGD effectively mitigates the dependence on the condition number in the convergence rate and yields a significant acceleration.
- For non-quadratic objective functions, based on Theorem 2.4, we propose an efficient implementation of CFGD using the Gauss-Jacobi quadrature (2.7). We found that the adaptive terminal CFGD implemented by the proposed way results in acceleration over GD even when a small number of the Gauss-Jacobi quadrature points (including a single point) is used.

For quadratic objective functions, it is well known that GD converges linearly and the rate of convergence critically depends on the condition number of the objective function. A natural question is whether CFGD can mitigate the dependence on the condition number in the rate of convergence. In Figure 1, we illustrate the performance of the adaptive terminal CFGD for a simple quadratic objective function \( f(x, y) = 10x^2 + y^2 \), whose minimizer is the origin, marked as (+). The trajectories of (top) GD and (bottom) CFGD are reported and they both start at \((1, -10)\). We see that CFGD finds the optimal solution within the error of machine precision in merely four iterations. GD behaves as expected showing a linear convergence. However, since
its rate depends on the condition number, more iterations are needed to reach the machine precision error. Combined with more examples in Section 4, we found that the adaptive terminal CFGD effectively mitigates the dependence on the condition number in the convergence rate and yields a significant acceleration.

![Fig. 1. A contour graph of the objective function $f(x, y) = 10x^2 + y^2$ (black) along with trajectories of (top) GD and (bottom) adaptive terminal CFGD. Each trajectory is shown as red solid line with the cross marks ($\times$). Both methods start at $x^{(0)} = (1, -10)$.]

The rest of this paper is organized as follows. After describing the problem setup and introducing some preliminaries, the new Caputo fractional derivative-based algorithm is proposed in Section 2. A convergence analysis is presented Section 3. Numerical examples are provided in Section 4 to verify our theoretical findings and to demonstrate the effectiveness of the proposed method.

2. Problem Setup and Method. We consider the general unconstrained minimization problem:

$$\min_{x \in \mathbb{R}^d} f(x),$$

where $f(x)$ is a real-valued function.

The standard gradient descent method (GD) commences with an initial starting point $x^{(0)}$ and updates the $k$-th iterated solution according to the following rule

$$x^{(k+1)} = x^{(k)} - \eta_k \cdot \nabla_x f(x^{(k)}), \quad k = 0, 1, \ldots$$

where $\eta_k > 0$ is the learning rate (or stepsize) at the $k$-th iteration. The method is theoretically and practically well-understood. It is well-known that the GD converges linearly to a stationary point for many convex- and non-convex objective functions as long as the learning rates are appropriately chosen [1, 16, 17].
2.1. Caputo Fractional Derivative. Since the fractional derivatives are not defined in a unified manner, there exist multiple definitions. In this paper, we focus on the fractional derivative in the sense of Caputo [2] whose definition is given below.

**Definition 2.1.** For \( n \in \mathbb{N} \cup \{ 0 \} \), let \( \alpha \in (n - 1, n] \). For \( c, b \in \mathbb{R} \), let \( \mathcal{I} = [c, \infty) \) and \( I_b = (-\infty, b) \) be intervals. Let \( \mathcal{C}D_\alpha^f \) and \( D_\alpha^b \) be the sets of functions in \( C(\mathcal{I}) \) and \( C(I_b) \), respectively, such that

\[
\mathcal{C}D_\alpha^f = \{ f \in C(\mathcal{I}) : \mathcal{C}D_\alpha^f f \text{ exists and is finite in } \mathcal{I} \},
\]

\[
D_\alpha^b = \{ f \in C(I_b) : \mathcal{C}D_\alpha^b f \text{ exists and is finite in } I_b \}.
\]

Here \( \mathcal{C}D_\alpha^f \) is the left Caputo fractional derivative of \( f \) of order \( \alpha \) with the lower integral terminal \( c \) and \( \mathcal{C}D_\alpha^b \) is the right Caputo fractional derivative of \( f \) of order \( \alpha \) with the upper integral terminal \( b \), defined respectively by

\[
(Left) \quad \mathcal{C}D_\alpha^f : \mathcal{I} \ni x \mapsto \frac{1}{\Gamma(n - \alpha)} \int_c^x \frac{f^{(n)}(t)}{(x - t)^{\alpha-n+1}} dt \in \mathbb{R},
\]

\[
(Right) \quad \mathcal{C}D_\alpha^b : I_b \ni x \mapsto \frac{(-1)^n}{\Gamma(n - \alpha)} \int_x^b \frac{f^{(n)}(t)}{(t - x)^{\alpha-n+1}} dt \in \mathbb{R},
\]

where \( f^{(n)} \) is the \( n \)-th derivative of \( f \) and \( \Gamma \) is the Gamma function. For \( c \in \mathbb{R} \), we define a class \( \mathcal{D}_\alpha^c \) of functions which admit both left and right Caputo fractional derivatives with the integral terminal \( c \):

\[
\mathcal{D}_\alpha^c = \mathcal{C}D_\alpha^c \cap \mathcal{C}D_\alpha^c.
\]

**Remark 2.2.** For notational convenience, \( \mathcal{C}D_\alpha^b \) is understood as the right Caputo fractional derivative if \( x < b \).

2.2. Smoothing Effect of Caputo Fractional Derivative. Although the standard Caputo gradient descent method has been proposed and studied in several works [26, 25], the motivation of using fractional derivatives has been elusive in the context of optimization, except they are natural extensions of the integer order derivative. In this section, we provide a mathematical justification of using the Caputo fractional derivative for optimization.

In the following theorem, we show that the Caputo fractional derivative induces an implicit regularization effect in the sense that it follows the steepest descent direction of a smoothing of the objective function \( f \).

**Theorem 2.3.** Let \( f \) be a real-valued function defined on \( \mathbb{R} \) that admits a Taylor expansion around \( c \in \mathbb{R} \). For \( \alpha \in (0, 1), \beta, c \in \mathbb{R} \), let \( \mathcal{C}F_{\alpha, \beta}^f \) be a smoothing of \( f \) defined by

\[
\mathcal{C}F_{\alpha, \beta}^f(z) = f(c) + f'(c)(z - c) + \sum_{k=2}^{\infty} C_{k, \alpha, \beta} \frac{f^{(k)}(c)}{k!} (z - c)^k,
\]

where \( C_{k, \alpha, \beta} = \left( \frac{\Gamma(2 - \alpha) \Gamma(k + 1 - \alpha)}{\Gamma(k + 1 - \alpha)} + \beta \frac{\Gamma(2 - \alpha) \Gamma(k)}{\Gamma(k - \alpha)} \right) \). Then, for any \( x \neq c \), the steepest descent direction of \( \mathcal{C}F_{\alpha, \beta}^f \) at \( x \) is

\[
(\mathcal{C}F_{\alpha, \beta}^f)'(x) = \mathcal{C}D_\alpha^f \left( \frac{\mathcal{C}D_\alpha^b}{\mathcal{C}D_\alpha^b} f(x) \right) + \beta |x - c| \cdot \mathcal{C}D_\alpha^b \left( \frac{\mathcal{C}D_\alpha^b}{\mathcal{C}D_\alpha^b} f(x) \right),
\]

where \( I : \mathbb{R} \to \mathbb{R} \) is the identity map defined by \( I(x) = x \).
Proof. The proof can be found in Appendix B.

Theorem 2.3 indicates that the CFGD can be interpreted as the steepest descent method applied on a particular smoothing $\alpha F_{\alpha, \beta}$ of $f$. The parameters $\alpha, \beta$ control the degree of smoothing through the coefficients $C_{k, \alpha, \beta}$. If $\alpha = 1$ and $\beta = 0$, we recover the standard steepest descent direction of $f$.

In Figure 2, we provide an illustration of the smoothing $\alpha F_{\alpha, \beta}$ for a particular objective function $f : \mathbb{R} \rightarrow \mathbb{R}$ defined by

$$f(z) = (z - 6)(z + 4)(7z^2 + 10z + 24).$$

We set $\alpha = 0.66$, $\beta = 1$ and $c = -1$. We also plot the linear approximation $f_{\text{lin}}$ of $f$ and the linear approximation $F_{\text{lin}}$ of $\alpha F_{\alpha, \beta}$ at $x = -2.7$ (left) and $x = 0.7$ (right). We note that the slope of $f_{\text{lin}}$ corresponds to the gradient of $f$ at $x$. Similarly, the slope of $F_{\text{lin}}$ corresponds to the scaled Caputo fractional derivative (2.2) of $f$ at $x$.

![Graphs of objective function and linear approximation](image_url)

**Fig. 2.** The graphs of the objective function $f$ (black), its corresponding smoothing $\alpha F_{\alpha, \beta}$ (blue), the linear approximation $F_{\text{lin}}$ of $\alpha F_{\alpha, \beta}$ at $x$ (red) and the linear approximation $f_{\text{lin}}$ of $f$ at $x$ (green). Here $\alpha = 0.66$, $\beta = 1$ and $c = -1$. (Left) $x = -2.7$ and (Right) $x = 0.7$.

### 2.3. Caputo Fractional Gradient Descent

We define the Caputo fractional gradient by naturally extending the Caputo fractional derivative with respect to the Cartesian coordinate [23].

Let $f(x)$ be a real-valued sufficiently smooth function defined on $\mathbb{R}^d$ with $x = (x_1, \ldots, x_d)^T \in \mathbb{R}^d$. For $j = 1, \ldots, d$, let us define the functions $f_{j, x} : \mathbb{R} \rightarrow \mathbb{R}$ by $f_{j, x}(y) = f(x + (y - x_j)e_j)$ where $e_j$ denotes the vector in $\mathbb{R}^d$ with a 1 in the $j$-th coordinate and 0’s elsewhere. For a vector $c = (c_1, \ldots, c_d)^T \in \mathbb{R}^d$, following [23], we define the Caputo fractional gradient of $f$ by

$$C^\alpha_{c} \nabla f(x) := [C^\alpha_{c_1} f_{1, x}(x_1) \cdots C^\alpha_{c_d} f_{d, x}(x_d)]^T \in \mathbb{R}^d,$$

where $f_{j, x}$ is assumed to be in $D^\alpha(e_j)$ (2.1) for all $j$.

We can now introduce a Caputo fractional gradient descent method (CFGD) as follows: Starting at an initial point $x^{(0)}$, the $k$-th iterated solution is updated by

$$x^{(k+1)} = x^{(k)} - \eta_k \cdot C^\alpha_{c_k} \nabla f(x^{(k)}), \quad k = 0, 1, \ldots$$

Here, $\eta_k$ is the learning rate of the $k$-th iteration and $c_k$ is the lower/upper integral terminal at the $k$-th iteration. We assume the range of $\alpha$ being $(0, 1)$.

Motivated by Theorem 2.3, we propose a properly scaled CFGD as follows. Starting at an initial point $x^{(0)}$, the $k$-th iterated solution is updated by

$$x^{(k+1)} = x^{(k)} - \eta_k \cdot \tilde{d}_{k}, \quad k = 0, 1, \ldots$$
where $x^{(k)} = (x^k_j)$, $c_k = (c^k_j)$, $\alpha_k \in (0, 1)$, $\beta_k \in \mathbb{R}$ and

$$
(2.5) \quad \tilde{d}_k = \text{diag}(C_j \mathcal{D}_{2n}^k \Gamma(x^k_j))^{-1} \left[ \frac{C_j \nabla^\alpha f(x^{(k)}) + \beta_k \cdot \text{diag}((x^k_j - c^k_j)) \ C_j \nabla^{1+\alpha} f(x^{(k)})}{C_j \nabla^\alpha f(x^{(k)})} \right].
$$

For a vector $\mathbf{v} = (v_j) \in \mathbb{R}^d$, either $\text{diag}(\mathbf{v})$ or $\text{diag}(v_j)$ represents the diagonal matrix of size $d \times d$ whose $(j, j)$ component is $v_j$. For the rest of the paper, we study the CFGD defined by (2.4) and refer to it as the generic CFGD.

In general, computing fractional gradients is more expensive than computing integer-order gradients. However, Theorem 2.4 provides an efficient way of evaluating $\tilde{d}_k$ through the Gauss-Jacobi quadrature.

**Theorem 2.4.** Let $f(x)$ be a real-valued sufficiently smooth function defined on $\mathbb{R}^d$ and $f_{j,x}(y)$ be the function defined in (2.3). Let $\alpha_k \in (0, 1)$, $x^{(k)} = (x^k_j)$, $c_k = (c^k_j)$ and $\Delta_j = |x^k_j - c^k_j|/2$. Then, for $j = 1, \ldots, d$, we have

$$
(2.6) \quad (\tilde{d}_k)_j = C_\alpha \int_{-1}^{1} f'_{j,x}(\Delta_j^k(1 + u) + c^k_j)(1 - u)^{-\alpha} du
$$

$$
+ C_\alpha \beta_k |x^k_j - c^k_j| \int_{-1}^{1} f''_{j,x}(\Delta_j^k(1 + u) + c^k_j)(1 - u)^{-\alpha} du,
$$

where $C_\alpha = (1 - \alpha)2^{-(1 - \alpha)}$.

**Proof.** The proof can be found in Appendix C.

We observe that (2.6) involves integrals that can be accurately evaluated by the Gauss-Jacobi quadrature. Let $\{(u_l, w_l)\}_{l=1}^s$ be the Gauss-Jacobi quadrature rule of $s$ points. Then, $\tilde{d}_k$ (2.6) is approximated by $\tilde{d}^{\text{QUAD}}_{k,[s]}$ (2.7) whose $j$-th component is defined by

$$
(\tilde{d}^{\text{QUAD}}_{k,[s]})_j = C_\alpha \sum_{l=1}^s w_l f'_{j,x}(\Delta_j^k(1 + u_l) + c^k_j)
$$

$$
+ C_\alpha \beta_k |x^k_j - c^k_j| \sum_{l=1}^s w_l f''_{j,x}(\Delta_j^k(1 + u_l) + c^k_j).
$$

By replacing $\tilde{d}_k$ to $\tilde{d}^{\text{QUAD}}_{k,[s]}$ in (2.4), we can efficiently implement the CFGD. This allows the computation of fractional gradients to be embarrassingly parallel. We briefly describe the complexity of a single iteration of the CFGD. Suppose $s$ quadrature points are used and the evaluations of $f'_{j,x}$ and $f''_{j,x}$ take $\mathcal{O}(K)$ FLOPS each. Then it can be checked that computing $\tilde{d}^{\text{QUAD}}_{k,[s]}$ requires $\mathcal{O}(sKd)$ FLOPS. We note that a single iteration of the vanilla gradient descent takes $\mathcal{O}(Kd)$ FLOPS. Thus, the computational complexity of CFGD grows only linearly in both the dimension $d$ and the number of quadrature points $s$.

**Example.** In machine learning, the objective function is often defined through a set of training data and a parametric model such as neural networks. Suppose we have $m$ training data $\{(z_i, y_i)\}_{i=1}^m$, where $z_i, y_i \in \mathbb{R}$, and use a two-layer neural network $N(z; x) = \sum_{j=1}^n a_{3,j} \phi(a_{1,j} z + a_{2,j})$ to fit these data. Here $\phi$ is a nonlinear activation function (e.g., tanh and sigmoid), and $x = \{a_{1,j}, a_{2,j}, a_{3,j}\}_{j=1}^n \in \mathbb{R}^n$ is the set of network parameters with $(x)_l = a_{s,j}$ if $l = (s - 1)n + j$, $s = 1, 2, 3$, $j = 1, \ldots, n$. 

The goal is to find the optimal network parameter $x^*$ that minimizes the following objective (loss) function:

$$f(x) = \frac{1}{2} \sum_{i=1}^{m} (N(z_i; x) - y_i)^2.$$  

We discuss the computational complexity of the evaluation of $\mathbf{d}_{k}^{\text{QUAD}}$ (2.7). It suffices to calculate the complexities of $f'_j, x$ and $f''_j, x$, which turns out to be at most $K = \mathcal{O}(mn)$ FLOPS. The detailed complexity calculation is reported in Appendix G. Hence, if $s$ quadrature points are used for the evaluation of $\mathbf{d}_{k}^{\text{QUAD}}$ (2.6), the computational cost for the evaluation of (2.7) is $\mathcal{O}(smn)$ FLOPS.

The aforementioned discussion implies that CFGD is roughly $s$-times more expensive than GD. How large the number $s$ of quadrature points should be is an important question to be addressed. In Section 4.3, we investigate the sensitivity of CFGD with respect to $s$. While $\mathbf{d}_{k}^{\text{QUAD}}$ (2.7) may no longer be an accurate approximation to $\mathbf{d}_{k}$ (2.6) for small $s$ values (including $s = 1$), we empirically found that CFGD still results in acceleration over GD. See Section 4.3 for more details.

**Remark 2.5.** Another approach of evaluating fractional derivatives is to utilize a modern machine learning technique. In [13], the authors demonstrated that neural networks can learn linear and nonlinear operators. The resulting neural network is called a deep operator network (DeepONet). We can pre-train a DeepONet for the purpose of evaluating Caputo fractional gradients and utilize it in the CFGD algorithm. This deep learning approach will significantly lessen the computational cost of computing fractional gradients. We will pursue this direction in future study.

### 3. Convergence Analysis: Quadratic functions.

In this section, we present a convergence analysis of CFGD for the minimization of quadratic objective functions:

$$(3.1) \quad \min_{x} f(x) = \frac{1}{2} x^\top A x + b^\top x + c,$$

where $x, b \in \mathbb{R}^d, A = (a_{ij}) \in \mathbb{R}^{d \times d}$ and $c \in \mathbb{R}$. Here, $A$ is assumed to be symmetric positive definite. It can be checked that the unique minimizer is $x^* = -A^{-1}b$.

As a special case, we consider the following regression problem. Let

$$W = [w_1, w_2, \cdots, w_m] \in \mathbb{R}^{d \times m}, \quad w_k = \begin{bmatrix} w_{k1} \\
\vdots \\
w_{kd} \end{bmatrix} \in \mathbb{R}^d, \quad y = \begin{bmatrix} y_1 \\
\vdots \\
y_m \end{bmatrix} \in \mathbb{R}^m.$$  

The least squares problem is formulated as follows

$$(3.2) \quad \min_{x} f(x) = \frac{1}{2} \|W^\top x - y\|^2,$$

where $\| \cdot \|$ is the Euclidean norm. Assuming $W$ is of full rank with $m \geq d$, the least square solution is explicitly written as $x^* = (WW^\top)^{-1}Wy$. This is a special case of (3.1) with $A = WW^\top$ and $b = -Wy$.

For quadratic objective functions, an explicit formula of the generic CFGD can be obtained from Theorem 2.4.
Corollary 3.1. Let the objective function $f(x)$ be a quadratic function of the form (3.1). Then, the direction defined in (2.5) is explicitly given as

$$\tilde{d}_k = Ax^{(k)} + b + \gamma_{\alpha,\beta} \diag(\hat{R})(x^{(k)} - c_k),$$

where $\gamma_{\alpha,\beta} = \beta - \frac{1-\alpha}{2\alpha}$ and $\hat{R} = (\sqrt{a_{11}}, \ldots, \sqrt{a_{dd}})^T$.

Proof. The proof is readily followed from Theorem 2.4. \(\square\)

Note that the integer-order gradient of the quadratic objective function at $x^{(k)}$ is $Ax^{(k)} + b$. Hence, the computational cost of CFGD is roughly the same as the one of GD in this case. Also, the fractional order $\alpha$ and the smoothing parameter $\beta$ depend only through $\gamma_{\alpha,\beta}$. We often write $\gamma_{\alpha,\beta}$ as $\gamma$ if the context is clear.

Both GD and CFGD require one to determine appropriate learning rates (step-sizes). For quadratic functions, an optimal learning rate could be obtained by the following line search:

$$\min_\eta \frac{1}{2}(x^{(k+1)})^T Ax^{(k+1)} + b^T x^{(k+1)} + c,$$

where $x^{(k+1)} = x^{(k)} - \eta \tilde{d}_k$ for some direction vector $\tilde{d}_k$ (either integer-order gradient or fractional gradient (2.5)). It then can be checked that the first-order optimality condition yields the optimal stepsize

$$\eta^*_k = \frac{\langle Ax^{(k)} + b, \tilde{d}_k \rangle}{\tilde{d}_k A \tilde{d}_k}.$$

Depending on the choices of $\alpha_k, \beta_k, c_k$, the generic CFGD yields many variants. In what follows, we propose and analyze three versions of CFGD.

### 3.1. Non-adaptive Caputo Fractional Gradient Descent.

We consider the non-adaptive CFGD (NA-CFGD) where we set $\alpha_k = \alpha$, $\beta_k = \beta$, and $c_k = c$ for all $k$ for some $\alpha \in (0, 1)$, $\beta \in \mathbb{R}$ and $c \in \mathbb{R}^d$.

In Theorem 3.2, we will show that the stationary point of NA-CFGD is the solution to a Tikhonov regularization. For reader’s convenience and completeness, we recall Tikhonov regularization [7]:

$$\min_x \|W^T x - y\|^2 + \gamma \|R^T (x - \overline{x})\|^2,$$

where $R$ is some suitably chosen Tikhonov matrix. It can be checked that the solution is given by

$$x^*_\text{Tikh}(\gamma) = \overline{x} + (WW^T + \gamma RR^T)^{-1} W(y - W^T \overline{x}),$$

assuming $WW^T + \gamma RR^T$ is invertible.

We are now in a position to present our convergence analysis of the non-adaptive CFGD.

**Theorem 3.2.** Let the objective function $f$ have the form of (3.2). For $\alpha \in (0, 1)$ and $\beta \in \mathbb{R}$, let $\tilde{A}_{\alpha,\beta}$ be a matrix defined by

$$(\tilde{A}_{\alpha,\beta})_{ij} = \begin{cases} \left(\beta + \frac{1-\alpha}{2\alpha}\right) \sum_{k=1}^m w_{ki}^2 & \text{if } i = j, \\ \sum_{k=1}^m w_{ki} w_{kj} & \text{if } i \neq j. \end{cases}$$
Suppose $\hat{A}_{\alpha,\beta}$ is a positive definite matrix and $\sigma_{max}$ is its largest singular value. Let $\alpha_k = \alpha$, $\beta_k = \beta$, $c_k = c$ and $\eta_k = \frac{\eta}{\sigma_{max}}$ for some $0 < \eta < 2$ and $c \in \mathbb{R}^d$. Then, the $k$-th iterated solution of (2.4) satisfies

$$
\|x^{(k)} - x^{\ast}_{\text{Tik}}(\gamma)\|^2 \leq \|x^{(0)} - x^{\ast}_{\text{Tik}}(\gamma)\|^2 |1 - \frac{\eta}{\kappa_{\alpha,\beta}}|^k,
$$

where $\kappa_{\alpha,\beta}$ is the condition number of $\hat{A}_{\alpha,\beta}$ and $x^{\ast}_{\text{Tik}}$ is the solution to the Tikhonov regularization (3.4) with $x = c$, $\gamma = \beta - \frac{1}{2}\alpha$ and $R = \text{diag}(\sqrt{\sum_{k=1}^{m} w_{k,j}^2})$.

Proof. The proof can be found in Appendix D.

Theorem 3.2 shows that NA-CFGD converges linearly to the stationary point, which is the solution to a certain Tikhonov regularization. The convergence rate depends only on $A$ and $\beta + \frac{1}{2-\alpha}$. We note that when $\alpha = 1$ and $\beta = 0$, it can be checked from Corollary 3.1 that we recover gradient descent. Also, if $\beta + \frac{1}{2-\alpha} > 1$, NA-CFGD expects to converge faster than GD as the condition number of $\kappa_{\alpha,\beta}$ is smaller than $\kappa_{1,0}$. However, the fractional stationary point is not the same as the integer-order stationary point, which is often sought in practice.

With the goal of finding the integer-order stationary point, in the following two subsections, we consider two adaptive versions of CFGD. One is adaptive terminal and the other is adaptive order.

### 3.2. Adaptive Terminal Caputo Fractional Gradient Descent

We consider the adaptive terminal CFGD (AT-CFGD), which uses adaptive integral terminal $c_k = x^{(k-L)}$ for some positive integer $L$, while $\alpha_k = \alpha$ and $\beta_k = \beta$ for all $k$ for some constants $\alpha \in (0,1)$, $\beta \in \mathbb{R}$. Hence, AT-CFGD commences with $L$ initial points $\{x^{-j}\}_{j=0}^L \subset \mathbb{R}^d$.

The following theorem shows an error bound of AT-CFGD with respect to the optimum $x^\ast$ of (3.1).

**Theorem 3.3.** Let the objective function $f$ have the form of (3.1) and $x^\ast$ be the corresponding optimal solution. For $\alpha \in (0,1)$, $\beta \in \mathbb{R}$ and $L \in \mathbb{N}_{\geq 1}$, let $\gamma_{\alpha,\beta} = \beta - \frac{1}{2}\alpha$ and $\{x^{-j}\}_{j=0}^L \subset \mathbb{R}^d$ be initial points. Suppose $\alpha_k = \alpha$, $\beta_k = \beta$, $\eta_k = \eta$, $c_k = x^{(k-L)}$. Then, the $k$-th iterated solution of (2.4) satisfies

$$
\|x^{(k)} - x^\ast\| \leq \sum_{j=0}^L \|A_{k,j}\| \|x^{-j} - x^\ast\|,
$$

where $A_{k,j} \in \mathbb{R}^{d \times d}$ are matrices defined recursively by

$$
A_{k,0} = A_{k-1,0}A_{1,0} + A_{k-1,1}, \quad A_{k,L} = A_{k-1,0}A_{1,L}, \quad A_{k,j} = A_{k-1,j+1},
$$

for $1 \leq j < L$ and $k = 2, \ldots$ starting with $A_{1,0} = I - \eta(A + \gamma_{\alpha,\beta}\text{diag}(A))$, $A_{1,L} = \eta\gamma_{\alpha,\beta}\text{diag}(A)$ and $A_{1,j} = 0$ for $1 \leq j < L$. The matrix norm $\|A_{k,j}\|$ is understood as the spectral norm. Furthermore, if $\lim_{k \to \infty} \|A_{k,0}\| = 0$, we have

$$
\lim_{k \to \infty} \|x^{(k)} - x^\ast\| = 0.
$$

Proof. The proof can be found in Appendix E.

Although Theorem 3.3 provides an error bound with respect to the integer-order stationary point, further investigation is needed in understanding the dynamics of
for convergence. Yet, we empirically found that AT-CFGD not only converges but also converges significantly faster than GD. We remark that the convergence rate of AT-CFGD does not explain such a significant acceleration. As shown in Figure 1, the first two iterations of AT-CFGD do not show a significant improvement (actually no better than GD). This indicates that linear convergence (uniform rate) does not explain the accelerated convergence of AT-CFGD. More numerical tests are reported in Section 4, while we provide details of Figure 1 below.

In Figure 1, we employ AT-CFGD with $L = 1$, $\gamma = -1$, $x^{(-1)} = (-1, -1)$, and the optimal stepsize of (3.3). Note that $\alpha$ and $\beta$ depend only through $\gamma_{\alpha, \beta}$ (Corollary 3.1).

We further report the objective values versus the number of iterations in Figure 3. We see that (as expected) GD converges linearly to the optimum whose rate depends on the condition number of the model matrix. While AT-CFGD does not exhibit a linear convergence, it finds the optimal solution within the error of machine accuracy in merely four iterations.

3.3. Adaptive Order Caputo Fractional Gradient Descent. We consider the adaptive order CFGD (AO-CFGD), which uses adaptive fractional order $\alpha_k$, adaptive smoothing parameter $\beta_k$, while $c_k = c$ for some $c \in \mathbb{R}^d$ for all $k$.

Let $\{\alpha_s, \beta_s\}_{s \geq 1}$ be a sequence such that $\alpha_s \in (0, 1]$ and $\beta_s \in \left[\frac{1-\alpha_s}{2-\alpha_s}, \infty\right)$. Let $\{\gamma_s\}_{s \geq 1}$ be a nonnegative sequence defined by

$$\gamma_s = \beta_s - \frac{1 - \alpha_s}{2 - \alpha_s}.$$  

Let $\{k_s\}_{s \geq 1}$ be a sequence of positive integers. For a positive integer $s$, AO-CFGD consists of $s$ stages. The first stage starts with an initial point $x^{(0)}$ and apply the CFGD of (2.4) with $\alpha_1, \beta_1, c$ for the first $k_1$ iterations. Let us denote the $k_1$-th iterated solution by $x^{(k_1)}_1$. For $s \geq 2$, the $s$-th stage starts with $x^{(k_{s-1})}_{s-1}$ and apply the CFGD with $\alpha_s, \beta_s, c$ for the next $k_s$ iterations. The resulting solution is denoted by $x^{(k_s)}_s$.

In Theorem 3.4, we provide an error bound of AO-CFGD with respect to the optimal solution $x^*$.

**Theorem 3.4.** Let $\{\gamma_s\}$ be a nonnegative convergent sequence to 0 defined in (3.5). Let $\kappa_s$ be the condition number of $A_{\alpha_s, \beta_s}$ defined in Theorem 3.2. Let $\eta_{s,k}$ be the learning rate of the $k$-th iteration at the $s$-th stage. Let $\eta_{s,k} = \eta_s$ for some $\eta_s > 0$.
Let $R_s = |1 - \eta_s/k_s|^{k_s}/2$ for all $s$. Then, the solution to AO-CFGD after $s$ stages satisfies

$$\|x_s^{(k_s)} - x^*\| \leq \prod_{j=0}^{s-1} R_{s-j} \|x^{(0)} - x_{\text{Tik}}^{*}(\gamma_1)\| + C \left( \sum_{i=1}^{s-1} \prod_{j=0}^{i-1} R_{s-j} \|\gamma_{s-i} - \gamma_{s-i+1}\| + |\gamma_s| \right),$$

where $x_{\text{Tik}}^{*}$ is the solution to the Tikhonov regularization (3.4) and $C$ is a constant defined in Appendix F that depends only on $W$, $R$, $x^*$, $c$ and the range of $\{\gamma_s\}$. Furthermore, if $k_s = k$ and $R_s < \rho^k$ for some $\rho \in (0,1)$ for all $s$, we have

$$\lim_{k \to \infty} \|x_s^{(k)} - x^*\| \leq C|\gamma_s|, \quad \lim_{s \to \infty} \|x_s^{(k)} - x^*\| \leq C \frac{\rho^k}{1-\rho^k}, \quad \lim_{s,k \to \infty} \|x_s^{(k)} - x^*\| = 0.$$

Proof. The proof can be found in Appendix F.

We note that the idea of using adaptive fractional order appeared in [26], where multiple heuristic adaptation strategies were presented. While some promising empirical results were reported in [26], finding an optimal strategy requires more investigation and remains a challenging problem. Due to these reasons, we do not consider AO-CFGD in numerical tests in Section 4.

**4. Numerical Examples.** We present numerical examples to verify our theoretical findings and demonstrate the performance of our proposed Caputo fractional gradient descent.

The generic CFGD (2.4) involves a set of hyperparameters to be chosen – the fractional order $\alpha_k$, the smoothing parameter $\beta_k$ and the integral terminal $c_k$. We focus on two versions – non-adaptive CFGD, which is referred to as NA-CFGD and adaptive terminal CFGD, which is referred to as AT-CFGD. We recall that NA-CFGD sets all the parameters to be constants. AT-CFGD sets $\alpha_k = \alpha, \beta_k = \beta$ and $c_k = x^{(k-1)}$ for some $\alpha \in (0,1), \beta \in \mathbb{R}$ and $L \in \mathbb{N}_{\geq 1}$. Unless otherwise stated, we employ the optimal learning rate (stepsize) of (3.3) in both GD and CFGD.

**4.1. Quadratic Objective Function: Random data.** We consider quadratic objective functions of the form of (3.2). We generate a matrix $W$ of size $d \times m$ by sampling each entry independently from a normal distribution $\mathcal{N}(0,1/m)$. Similarly, we randomly generate the vector $y$ of size $m$ from $\mathcal{N}(0,I_m)$, where $I_m$ is the identity matrix of size $m$. In terms of (3.1), the model matrix $A$ is $WW^T$ and $b$ is $-Ay$.

We first verify the convergence of NA-CFGD to the solution to Tikhonov regularization. We set the integral terminal vector $c$ to a vector whose elements are all ones and the initial starting point $x^{(0)}$ to a random vector from the standard normal distribution. In Figure 4, we show the results for $d = m = 100$. On the left, the $\ell_2$ distance to the solution $x_{\text{Tik}}^{*}(\gamma)$ (3.4) is reported with respect to the number of iterations at varying $\gamma \in \{0.15, 0.25, 0.5, 0.75, 1, 10\}$. Note that gradient descent corresponds to the case of $\gamma = 0$. As expected from Theorem 3.2, we clearly see that NA-CFGD converges to $x_{\text{Tik}}^{*}$ at a significantly faster rate compared to those of GD. This is not a surprise as Tikhonov regularization induces a smaller condition number of the model matrix, that results in a fast convergence. At the same time, it shows that NA-CFGD does not find the integer-order stationary point. On the right, the objective values are reported. As expected, NA-CFGD does not decrease the objective function, while it already reaches to its own stationary point. We note that in this case, the model...
matrix $A = WW^\top$ is ill-conditioned, whose condition number is greater than $10^5$. This explains an extremely slow convergence by GD.

Next, we demonstrate the performance of adaptive terminal CFGD, which enables to reach the integer-order stationary point $x^\star$. We consider an ill-conditioned model matrix generated by the following procedure. First, we generate a random matrix $W_0$ according to the aforementioned manner. After computing a singular value decomposition $W_0 = US_0V^\top$, we consider the matrix $S$ obtained from $S_0$ by replacing the largest singular value to 10 and the smallest singular value to 0.1. We then obtain a matrix defined by $W = USV^\top$ whose condition number is at least $10^2$. Therefore, the condition number of the model matrix $A = WW^\top$ is at least $10^4$. In what follows, we set $d = m = 20$. For both GD and AT-CFGD, $x^{(0)}$ is randomly chosen from the uniform distribution of $[-1, 1]^d$. The initial points $\{x^{(-j)}\}_{j=1}^L$ for AT-CFGD are randomly chosen from the standard normal distribution.

In Figure 5, we show the $\ell_2$ distance to the stationary point $x^\star$ with respect to the number of iterations at varying parameters $(L, \gamma)$ of AT-CFGD. Specifically, we report the results of $\gamma \in \{\pm 1, \pm 0.75, \pm 0.5, \pm 0.25, 0\}$. Again, gradient descent corresponds to the special case of $\gamma = 0$. On the top, the results for $L = 1$ are shown. We found that AT-CFGD with negative $\gamma$ outperforms those with positive $\gamma$ and GD ($\gamma = 0$). In particular, AT-CFGD with $\gamma = -0.25$ performs the best among others reaching to the stationary point within the machine accuracy in $4 \times 10^4$ iterations. GD exhibits a linear convergence (as expected), however, since the model matrix $A$ is ill-conditioned (the condition number of $A$ is 90,053), the convergence speed is too slow to see a significant improvement within $10^5$ iterations. On the bottom, the results for $L = 2, 3, 4$ are reported. Unlike the case of $L = 1$, for all values of $\gamma$, AT-CFGD significantly outperforms GD. This demonstrates the effectiveness of AT-CFGD in mitigating the dependence on the condition number in the rate of convergence.

4.2. Quadratic Objective Function: Real data. We employ the dataset from UCI Machine Learning Repository’s “Gas Sensor Array Drift at Different Concentrations” [24, 20]. Specifically, we used the datasets Ethanol problem as a scalar regression task with 2565 examples, each comprising 128 features (one of the largest numeric regression tasks in the repository). The input and output data sets are normalized to have zero mean and unit variance. After the normalization, the condition
number of the input data matrix $W$ is 70,980, yielding a gigantic condition number of the model matrix $A = WW^\top$ of $(70,980)^2 \approx 5 \times 10^9$.

In Figure 6, we report the $\ell_2$ distance to the stationary point $x^*$ versus the number of iterations. We employ AT-CFGD with $L = 1$ at varying $\gamma \in [-100, -20]$. The initial point $x(-1)$ is set to zero and $x(0)$ is randomly chosen from the uniform distribution in the hypercube $[-10, 10]^d$. Gradient descent corresponds to the case of $\gamma = 0$ and its trajectories are shown as black dashed-lines. We clearly see that AT-CFGD converges significantly faster than GD. In almost all cases of $\gamma$, AT-CFGD converges to the optimum $x^*$ within the $\ell_2$ error of $10^{-5}$ in merely $3 \times 10^5$ iterations. For GD, as expected, we cannot see any significant improvement within $5 \times 10^5$ iterations. Again, this clearly demonstrates that AT-CFGD can effectively mitigate the dependence on the condition number in the rate of convergence and result in a significant acceleration over GD.

Fig. 6. (To be viewed in color) The regression results for the UCI Machine Learning Repository’s dataset of 2565 examples, which leads to a gigantic the condition number of $(70,980)^2 \approx 5 \times 10^9$. The $\ell_2$ distance to the stationary point $x^*$ with respect to the number of iterations at varying $\gamma$ and $L = 1$. Left: $\{\gamma : -80 \leq \gamma \leq -51\}$. Middle: $\{\gamma : -50 \leq \gamma \leq -20\}$. Right: $\{\gamma : -100 \leq \gamma \leq -81\}$. Gradient descent corresponds to the case of $\gamma = 0$ and its trajectories are shown as dashed-lines. Both GD and AT-CFGD employ the optimal stepsize (3.3).
4.3. Nonconvex Objective Functions: Neural Networks. We consider the training of neural network by CFGD in function approximation tasks. The test functions are
\begin{align}
    h_1(z) &= \sin(5\pi z), \\
    h_2(z) &= \sin(2\pi z) e^{-z^2}, \\
    h_3(z) &= 1_{z>0}(z) + 0.2 \sin(2\pi z),
\end{align}
whose graphs are shown in the top row of Figure 7. We employ the univariate hyperbolic tangent two-layer neural network defined as follow:
\[
    N(z; x) = \sum_{j=1}^{n} a_{3,j} \tanh(a_{1,j} z + a_{2,j}), \quad x = \{a_{1,j}, a_{2,j}, a_{3,j}\}_{j=1}^{n} \in \mathbb{R}^d,
\]
where \(d = 3n\). Given a set of training data \(\{(z_i, h(z_i))\}_{i=1}^{m}\), the objective (loss) function is defined by
\[
    f(x) = \frac{1}{2} \sum_{i=1}^{m} (N(z_i; x) - h(z_i))^2.
\]
Thanks to Theorem 2.4, the Caputo fractional gradient of \(f\) can be efficiently computed by using the Gauss-Jacobi quadrature [19].

For fixed \(\{a_{1,j}, a_{2,j}\}\), the objective function \(f\) with respect to the coefficients \(\{a_{3,j}\}\) is quadratic. Hence, we employ the optimal learning rate (3.2) for the coefficients \(\{a_{3,j}\}\). For the weights and the biases \(\{a_{1,j}, a_{2,j}\}\), we select the best learning rate among 32 selections – \(\{t \times 10^{-l} : l = 1, \ldots, 8, t = \frac{1}{2}, \frac{3}{2}, 2, \frac{5}{2}\}\) in every iteration. Here the best learning rate is the one that yields the largest decrease in the loss. For comparison, we also report the results of gradient descent (GD). Similarly, we employ the optimal learning rate (3.2) for the coefficients and the best one among 32 selections for the weights and biases. We remark that while the considered learning task is univariate function approximation, the resulting optimization problem is of dimension \(d = 3n\).

In the following tests, we set \(m = 100, n = 50\) and use 10 quadrature points. The 100 training data points are randomly uniformly drawn from \((-1, 1)\). To measure the performance of the trained neural networks, we also report the test error, which is the mean square error on another 100,000 points uniformly randomly drawn from \((-1, 1)\). AT-CFGD requires two parameters – \(\alpha\) is a fractional order and \(\gamma\) is a parameter that determines \(\beta\) such that \(\beta = \gamma + \frac{1-\alpha}{2-\alpha}\).

Figure 7 shows the training loss and the test error trajectories by GD and AT-CFGD with respect to the number of iterations. For AT-CFGD, we set \(\alpha = 0.7\) for \(h_1\), and \(\alpha = 0.4\) for \(h_2\) and \(h_3\). For each test, we choose three different values of \(\gamma\). On the left, the approximation results for \(h_1\) are reported. We observe that AT-CFGD (\(\alpha = 0.70, \gamma = 20, 40, 70\)) reaches the loss of \(2 \times 10^{-4}\) at the end of the training, while GD landed at the loss level of \(6 \times 10^{-4}\). At around \(2 \times 10^4\) iterations, we see that AT-CFGD already reduces the loss function to the level of \(10^{-3}\), while GD has not effectively decrease the loss staying at the level of \(10^{-1}\). This clearly shows the faster convergence of CFGD. In the middle and right, we show the results for \(h_2\) and \(h_3\). Again, similar behavior is observed. We clearly see that AT-CFGD consistently converges faster than GD in all cases. Furthermore, we found that AT-CFGD not only converges faster but also produces neural networks that generalize well. We see that the test errors are generally smaller than or equal to the one by GD.
Fig. 7. (To be viewed in color) Approximation results for the three test functions (4.1) - (left) \( h_1(x) = \sin(5\pi x) \), (middle) \( h_2(x) = \sin(2\pi x)e^{-x^2} \), and (right) \( h_3(x) = \mathbb{I}_{x>0}(x) + 0.2\sin(2\pi x) \). (Top) The graphs of the three test functions. (Bottom) The training loss and the test error trajectories are shown with respect to the number of iterations.

We investigate how the number of quadrature points affects the performance of AT-CFGD. In Figure 8, we report the results of AT-CFGD implemented by using \( s \) quadrature points with \( s = 1, \ldots, 10 \). For \( h_1 \), we set \( \alpha = 0.70, \gamma = 70 \). For \( h_2 \) and \( h_3 \), we set \( \alpha = 0.4 \) for both and \( \gamma = 10 \) and \( \gamma = -150 \), respectively. We clearly see that for any choices of \( s \) including \( s = 1 \), AT-CFGD outperforms GD. As discussed in Section 3, the computational cost of AT-CFGD is approximately \( s \) times higher than those of GD. Hence, even when the computational cost is taken into account (e.g. \( s = 1 \)), we see that AT-CFGD converges faster than GD. We note that when \( s \) is small, the direction \( \mathbf{d}^{\text{QUAD}}_k \) obtained by a quadrature rule may no longer be an accurate approximation to \( \mathbf{d}_k \). Yet, we empirically found that regardless of the number of quadrature points, AT-CFGD implemented by \( \mathbf{d}^{\text{QUAD}}_k \) still produces good directions for the purpose of minimizing the loss function. We defer further investigation to future work.

Lastly, we found that while AT-CFGD seems not very sensitive to the choice of the parameter \( \gamma \), there is a range of \( \gamma \) that makes AT-CFGD more effective. Understanding the effect of \( \gamma \) also requires further investigation, which is deferred to future research.

Appendix A. Basic Calculations. Here we collected all the necessary calculations involving the Caputo fractional derivative.

Lemma A.1. Let \( I : \mathbb{R} \to \mathbb{R} \) be the identity map defined by \( I(x) = x \). For \( 0 < \alpha < 1 \) and for any \( c \),

\[
\frac{C}{c} D_x^\alpha I(x) = \frac{\text{sign}(x-c)}{1-x} |x-c|^{1-\alpha}, \quad \frac{C}{c} D_x^\alpha I^2(x) = 2\frac{C}{c} D_x^\alpha x)(\gamma_\alpha(x-c) + x),
\]

where \( \gamma_\alpha = -\frac{1}{2\alpha} \). Also, we have

\[
\frac{C}{c} D_x^{1+\alpha} I(x) = 0, \quad \frac{C}{c} D_x^{1+\alpha} I^2(x) = 2 \text{sign}(x-c) \frac{C}{c} D_x^\alpha I(x).
\]
Fig. 8. (To be viewed in color) Approximation results for the three test functions (4.1) – (left) \( h_1(x) = \sin(5\pi x) \), (middle) \( h_2(x) = \sin(2\pi x)e^{-x^2} \), and (right) \( h_3(x) = 1_{x>0}(x) + 0.2\sin(2\pi x) \). The training loss and the test error trajectories are shown with respect to the number of iterations at varying the number \( s \) of the Gauss-Jacobi quadrature points. (Top) From \( s = 1 \) to \( s = 5 \). (Bottom) From \( s = 6 \) to \( s = 10 \).

**Proof.** Direct calculations lead to the results.

**Proposition A.2.** Suppose \( f \) is in \( C^\infty(\mathbb{R}) \). For \( 0 < \alpha < 1 \) and \( c \in \mathbb{R} \), we have

\[
\begin{align*}
\partial_c^\alpha x f &= (\partial_c^\alpha x f) \sum_{k=1}^{\infty} \frac{\Gamma(2 - \alpha)}{\Gamma(k + 1 - \alpha)} f^{(k)}(c)(x-c)^{k-1}, \\
|x-c| \partial_c^{1+\alpha} x f &= (\partial_c^{1+\alpha} x f) \sum_{k=2}^{\infty} \frac{\Gamma(2 - \alpha)}{\Gamma(k - \alpha)} f^{(k)}(c)(x-c)^{k-1}.
\end{align*}
\]

**Proof.** For \( x > c \), by definition and applying integration by parts, we obtain

\[
\begin{align*}
\partial_c^\alpha x f &= \frac{1}{\Gamma(1-\alpha)} \int_c^x f'(s)(x-s)^{-\alpha}ds \\
&= \frac{f'(c)}{\Gamma(2-\alpha)} (x-c)^{1-\alpha} + \frac{1}{\Gamma(2-\alpha)} \int_c^x f''(s)(x-s)^{1-\alpha}ds.
\end{align*}
\]

By repeating integration by parts, we have

\[
\begin{align*}
\partial_c^\alpha x f &= \sum_{k=1}^{\infty} \frac{f^{(k)}(c)}{\Gamma(k + 1 - \alpha)} (x-c)^{k-\alpha} \\
&= (\partial_c^\alpha x f) \frac{\Gamma(2 - \alpha)}{\Gamma(k + 1 - \alpha)} \sum_{k=1}^{\infty} \frac{f^{(k)}(c)}{\Gamma(k + 1 - \alpha)} (x-c)^{k-\alpha},
\end{align*}
\]

where the second equality uses Lemma A.1. Suppose \( x < c \). Similarly, one can check
that
\[
C^c_\alpha f = \frac{-1}{\Gamma(1-\alpha)} \int_x^c f'(s)(s-x)^{-\alpha} ds \\
= \frac{f'(c)}{\Gamma(2-\alpha)}(c-x)^{1-\alpha} + \frac{1}{\Gamma(2-\alpha)} \int_x^c f''(s)(s-x)^{1-\alpha} ds \\
= (C^c_\alpha x) f'(c) + \frac{f''(c)}{\Gamma(3-\alpha)}(c-x)^{2-\alpha} - \frac{1}{\Gamma(3-\alpha)} \int_x^c f''(s)(s-x)^{2-\alpha} ds \\
= \cdots = (C^c_\alpha x) \sum_{k=1}^{\infty} \frac{\Gamma(2-\alpha)}{\Gamma(k+1-\alpha)} f^{(k)}(x-c)^k,
\]
which gives one of the desired equations.

The other equation can be checked similarly.

Appendix B. Proof of Theorem 2.3.

Proof. Let \( f \) admit a Taylor expansion at \( c \), i.e.,
\[
f(z) = \sum_{k=0}^{\infty} \frac{f^{(k)}(c)}{\Gamma(k+1)} (z-c)^k, \quad f'(z) = \sum_{k=1}^{\infty} \frac{f^{(k)}(c)}{\Gamma(k)} (z-c)^{k-1}.
\]

For \( \alpha \in (0,1), \beta \in [0,\infty) \) and \( c \in \mathbb{R} \), let \( e F_{\alpha,\beta} \) be a smoothing of \( f \) defined by
\[
e F_{\alpha,\beta}(z) = f(c) + f'(c)(z-c) + \sum_{k=2}^{\infty} C_{k,\alpha,\beta} \frac{f^{(k)}(c)}{k!} (z-c)^k,
\]
where \( C_{k,\alpha,\beta} = \frac{\Gamma(2-\alpha)\Gamma(k)}{\Gamma(k+1-\alpha)} + \beta \frac{\Gamma(2-\alpha)\Gamma(k)}{\Gamma(k-\alpha)} \). The linear approximation of \( e F_{\alpha,\beta}(z) \) at \( x \neq c \) is given by \( e F_{\alpha,\beta}(z) = e F_{\alpha,\beta}(x) + e F^\prime_{\alpha,\beta}(x)(z-x) \). Hence, the steepest descent direction of \( e F_{\alpha,\beta}(z) \) at \( x \neq c \) is \( \vec{d} = e F_{\alpha,\beta}^\prime(x) = \frac{C^D_\alpha f}{\partial x} + \beta|\alpha| C^D_{\alpha+\beta} f \), where the second equality holds from Proposition A.2.

Appendix C. Proof of Theorem 2.4.

The proof is readily followed by the following Lemma.

Lemma C.1. Let \( f(x) \) be a real-valued \( C^2 \) function defined on \( \mathbb{R}^d \). Let \( \alpha \in (0,1) \), \( c = (c_j), x = (x_j) \) and \( \Delta_j = \frac{|x_j - c_j|}{2} \). Then, for \( j = 1, \ldots, d \), we have
\[
(C^c_\alpha I(x_j))^{-1} (C^\nabla f(x))_j = C_\alpha \int_{-1}^{1} f'_{j,x}(\Delta_j(1+u)+c_j)(1-u)^{-\alpha} du,
\]
\[
(C^c_\alpha D^\alpha x I(x_j))^{-1} (C^\nabla f(x))_j = C_\alpha \int_{-1}^{1} f''_{j,x}(\Delta_j(1+u)+c_j)(1-u)^{-\alpha} du,
\]
where \( C_\alpha = (1-\alpha)^{2^{-(1-\alpha)}} \) and \( f_{j,x} \)'s are defined in (2.3).

Proof. We will only show the case where \( c_j < x_j \) as the other case can be done similarly. By definition, we have \( (C^c_\alpha \nabla f(x^*))_j = \frac{1}{\Gamma(1-\alpha)} \int_{c_j}^{x_j} f'_{j,x}(t)(x_j^*-t)^{-\alpha} dt \).
Observe that
\[
\frac{1}{\Gamma(1-\alpha)} \int_{c_j}^{x_j} f_{j,x^*}^\prime(t)(x_j^* - t)^{-\alpha} dt \\
= (1 - \alpha) \left( \frac{x_j^* - c_j^*}{\Gamma(2-\alpha)} \right) \int_{c_j}^{x_j} f_{j,x^*}^\prime(t) \frac{(x_j^* - t)^{-\alpha}}{x_j^* - c_j^*} dt \\
= (1 - \alpha) c_j D_x^\alpha I(x_j^*) \int_0^1 f_{j,x^*}^\prime(2\Delta_j s + c_j^*)(1-s)^{-\alpha} ds,
\]
where \( \Delta_j = \frac{x_j^* - c_j^*}{2} \), \( I(x) = x \) is the identity map and the change of variable with 
\( s = \frac{t-c_j^*}{x_j^* - c_j^*} \) is used in the last equality. By further using the change of variable with 
\( u = 2s - 1 \), the above can be written as
\[
\frac{1 - \alpha}{2^{1-\alpha}} c_j D_x^\alpha I(x_j^*) \int_{-1}^1 f_{j,x^*}^\prime(\Delta_j(1 + u) + c_j^*)(1-u)^{-\alpha} du,
\]
which completes the first part of the proof.

Next, we observe that \( \left( C_c \nabla^{1+\alpha}_x f(x^*) \right)_j = \frac{1}{\Gamma(1-\alpha)} \int_{c_j}^{x_j} f_{j,x^*}^\prime(t)(x_j^* - t)^{-\alpha} dt \). It then can be checked that
\[
\frac{1}{\Gamma(1-\alpha)} \int_{c_j}^{x_j} f_{j,x^*}^\prime(t)(x_j^* - t)^{-\alpha} dt \\
= (1 - \alpha) \left( \frac{w_j^* - c_j^*}{\Gamma(2-\alpha)} \right) \int_{c_j}^{x_j} f_{j,x^*}^\prime(t) \frac{(x_j^* - t)^{-\alpha}}{x_j^* - c_j^*} dt \\
= (1 - \alpha) c_j D_x^\alpha I(x_j^*) \int_0^1 f_{j,x^*}^\prime(2\Delta_j s + c_j^*)(1-s)^{-\alpha} ds.
\]
By using the change of variable with \( u = 2s - 1 \), the above can be written as
\[
\frac{1 - \alpha}{2^{1-\alpha}} c_j D_x^\alpha I(x_j^*) \int_{-1}^1 f_{j,x^*}^\prime(\Delta_j(1 + u) + c_j^*)(1-u)^{-\alpha} du.
\]

**Appendix D. Proof of Theorem 3.2.**

**Proof.** Let \( c = (c_j) \) and \( x = (x_j) \). Let
\[
M = \text{diag}([C_{c_1} D_{x_1}^\alpha x_1 \cdots C_{c_d} D_{x_d}^\alpha x_d]) \in \mathbb{R}^{d \times d}.
\]
For \( 0 < \alpha < 1 \), it can be checked that
\[
\left( C_c \nabla_x^{\alpha} f(x) \right)_j = C_c D_{x_j}^\alpha x_j \sum_{i=1}^m \left( w_{ij}^2 \gamma_\alpha (x_j - c_j) + w_{ij} (w_{ij}^T x - y_i) \right),
\]
where the equality uses Lemma A.1 and \( \gamma_\alpha = \frac{1-\alpha}{2^{1-\alpha}} \). Then, the Caputo fractional gradient of \( f(x) \) is given by \( C_c \nabla_x^\alpha f(x) = M \left[ W(W^T x - y) + \gamma_\alpha \text{diag}(R)(x - c) \right] \). Similarly, \( \left( C_c \nabla_x^{1+\alpha} f(x) \right)_j = \text{sign}(x_j - c_j) C_c D_{x_j}^\alpha x_j \sum_{i=1}^m w_{ij}^2 \), which gives \( C_c \nabla_x^{1+\alpha} f(x) = \).
Let $E$ be written as $A$ from $\gamma$ where the proof is completed.

Here $0$ is the zero matrix of size $Ld$. We then have $d = WW^T [(I + \gamma_{\alpha, \beta} \sigma(x - (x^* + \gamma_{\alpha, \beta} \sigma c))]$, where $K = (WW^T)^{-1} \text{diag}(\hat{R})$. Let $x^* = (I + \gamma_{\alpha, \beta} \sigma)^{-1}(x^* + \gamma_{\alpha, \beta} \sigma c)$. It can then be checked that $d = (WW^T + \gamma_{\alpha, \beta} \text{diag}(\hat{R}))(x - x^*)$. Let $A_{\alpha, \beta} = WW^T + \gamma_{\alpha, \beta} \text{diag}(\hat{R})$. Note that $[A_{\alpha, \beta}]_{ij} = (\beta + \frac{1}{\alpha}) \sum_{k=1}^m w_{ki}^2$ if $i = j$ and $\sum_{k=1}^m w_{ki}w_{kj}$ otherwise. It follows from the Caputo fractional gradient descent that

$$x^{(k+1)} - x^*_{\alpha, \beta} = (I - \eta_k A_{\alpha, \beta})(x^{(k)} - x^*_{\alpha, \beta}).$$

Since $\alpha$ and $\beta$ are chosen to make $A_{\alpha, \beta}$ positive definite, let $\sigma_{\text{max}}$ be the largest singular values of $A_{\alpha, \beta}$. Let $\kappa$ be the condition number of $A_{\alpha, \beta}$. Suppose $\eta_k = \frac{\eta}{\sigma_{\text{max}}}$ for some $\eta \in (0, 2)$. Then, we have $\|x^{(k)} - x^*_{\alpha, \beta}\|^2 \leq \|x^{(0)} - x^*_{\alpha, \beta}\|^2 1 - \frac{\eta}{\kappa}$. By observing that

$$x^*_{\alpha, \beta} = c + (I + \gamma_{\alpha, \beta} \sigma K)^{-1}(x^* - c) = c + (WW^T + \gamma_{\alpha, \beta} \text{diag}(\hat{R}))^{-1}WW^T(x^* - c) = c + (WW^T + \gamma_{\alpha, \beta} \text{diag}(\hat{R}))^{-1}W(y - W^T c) = x_{\tilde{W}k}^*,
$$

the proof is completed.

### Appendix E. Proof of Theorem 3.3.

**Proof.** For a positive integer $L$, we observe that

$$\tilde{d}_k = A x^{(k)} + b + \gamma_{\alpha, \beta} \text{diag}(A)(x^{(k)} - x^{(k-L)}),$$

where $\gamma_{\alpha, \beta} = \beta - \frac{1}{2-\alpha}$ and $\text{diag}(A)$ is the diagonal matrix whose diagonal entries are from $A$. Since $x^* = -A^{-1}b$, we have

$$x^{(k+1)} - x^* = [I - \eta(A + \gamma_{\alpha, \beta} \text{diag}(A))] (x^{(k)} - x^*) + \eta \gamma_{\alpha, \beta} \text{diag}(A)(x^{(k-L)} - x^*).$$

Let $A = I - \eta(A + B)$, $B = \gamma_{\alpha, \beta} \text{diag}(A)$ and $\Delta^k = x^{(k)} - x^*$. Then, the above can be written as $E_{k+1} = M E_k$ where

$$E_k = [\Delta^k \cdots \Delta^{k-L}]^T, \quad M = \begin{bmatrix} A & B \\ I_{Ld} & 0 \end{bmatrix}, \quad \tilde{A} = [A \quad 0_{d \times (L-1)d}].$$

Here $0_{d \times (L-1)d}$ is the zero matrix of size $d \times (L-1)d$ and $I_{Ld}$ is the identity matrix of size $Ld$. We then obtain

(E.1) \[ \Delta^k = [I \quad 0_{d \times Ld}] E_k = [I \quad 0_{d \times Ld}] M^k E_0. \]

Let $M^k = [C^0_k C^1_k \cdots C^L_k]$ where $C^l_k \in \mathbb{R}^{(L+1)d \times d}$. It then can be checked that

$$[C^0_{k+1} \quad C^1_{k+1} \cdots C^L_{k+1}] = [C^0_k A + C^1_k A \cdots C^L_k A \quad C^0_k B],$$

by using the fact that $C^l_k \in \mathbb{R}^{(L+1)d \times d}$. Thus, we conclude that $E_k \in \mathbb{R}^{(L+1)d \times d}$.
which gives the following recurrent relations: Let the first $d$ rows of $M^k$ be

$$[I \ 0_{d \times Ld}] M^k = [A^0_k \ A^1_k \ \cdots \ A^L_k].$$

Then, starting with $A^0_i = A$, $A^L_i = B$ and $A^j_i = 0$ for $1 \leq j < L$, we have,

$$A^0_k = A^0_{k-1} A^1_k + A^1_{k-1} \quad \forall 1 \leq j < L, \quad A^L_k = A^0_{k-1} A^L_k,$$

for $k = 2, \ldots$. It then follows from (E.1) that $\|\Delta^k\| \leq \sum_{j=0}^L \|A^j_k\| \Delta^{-j}$.

Since $A_{k+s,L-s+1} = A_{k+1,sL} = A_{k+0,sL}$ for $s = 1, \ldots, L$, if $\|A_{k,0}\|$ converges to 0 as $k \to \infty$, AT-CFGD converges to the optimal solution to (3.1) and the proof is completed.

Appendix F. Proof of Theorem 3.4.

Proof. Let $x^*_s$ be the solution to the Tikhonov regularization (3.4), where $\gamma = \beta - \frac{1-\alpha}{2\alpha}$. Note that if $\gamma = 0$ (i.e., $\beta = \frac{1-\alpha}{2\alpha}$), we have $x^*_0 = x^*$. Let $\gamma_s = \beta_s - \frac{1-\alpha}{2\alpha}$. Note that $\gamma_s \in [0, \beta_s - 1/2]$ for all $s$ and $\lim_{s \to \infty} \gamma_s = 0$. Let $\tilde{\alpha}, \beta_s$ be the matrix defined in Theorem 3.2, and $\kappa_{\alpha, \beta}$ be its condition number.

It follows from Theorem 3.2 that for $s = 1, \ldots$,

$$||x^{(s)}(x_s) - x^*||^2 \leq r_s^k ||x^{(0)}(x_s) - x^*||^2 \quad \text{where} \quad r_s = 1 - \frac{\eta}{C_{\alpha, \beta}}.$$

Let $\mathcal{E}_s = ||x^{(0)}_s - x^*||$, $e_s = ||x^{(s)}_s - x^*||$ and $R_s = r_s^k$. Since $x^{(k_s-1)}_s = x^{(0)}_s$ for all $s$, we have $\mathcal{E}_s \leq R_s e_{s-1} + e_{s-1}$. Also, observe that $||x^{(s)}_s - x^*_s|| \leq R_s \mathcal{E}_s + ||x^*_s - x^*||$. By recursively applying $\mathcal{E}_s \leq R_{s-1} \mathcal{E}_{s-1} + e_{s-1}$, we have $R_s \mathcal{E}_s \leq \sum_{s=1}^k \left(\prod_{j=0}^{k-1} R_{s-j}\right) e_{s-k}$, where $e_0 = e_1$. This gives $||x^{(s)}(x_s) - x^*_0|| \leq \sum_{s=1}^k \left(\prod_{j=0}^{k-1} R_{s-j}\right) e_{s-k} + ||x^*_s - x^*||$.

Observe that for any $\gamma, \gamma' \in [0, \beta - 1/2],$

$$x^*_{s'} - x^*_{s} = \left((WW^T + \gamma'RR^T)^{-1} - (WW^T + \gamma RR^T)^{-1}\right) W(y - W^T c)$$

$$= (\gamma - \gamma') (WW^T + \gamma'RR^T)^{-1} RR^T (WW^T + \gamma RR^T)^{-1} WW^T (x^* - c).$$

Assuming $B_{\text{max}} = \sup_{\gamma \in [0, \beta - 1/2]} ||(WW^T + \gamma RR^T)^{-1}||$ is finite, we obtain $||x^*_{s'} - x^*_s|| \leq C ||x^* - c||$, where $C = B_{\text{max}} ||W||^2 ||R||^2 ||x^* - c||$. Therefore, $||x^*_s - x^*|| \leq C ||x^* - c||$ and $e_s \leq C ||x^* - c||$, $\forall s \geq 1$, which gives

$$||x^{(s)}(x_s) - x^*|| \leq \left(\prod_{j=0}^{s-1} R_{s-j}\right) ||x^{(0)}(x_s) - x^*|| + C \left\{ \sum_{s=1}^k \left(\prod_{j=0}^{k-1} R_{s-j}\right) ||x^{(s-k)}(x_{s-k}) - x^*|| \right\}.$$

Appendix G. Complexity Calculations. Firstly, we note that given $x$, the evaluation of the difference between the network prediction and the output data (misfit) costs $\mathcal{O}(mn)$ FLOPS as

$$\text{MISFIT}_x := W^T a_3 - y,$$
where \( (W)_{ji} = \phi(a_{1,j}z_i + a_{2,j}) \), \((y)_i = y_i\), and \((a_3)_j = a_{3,j}\). For \(j = 1, \ldots, n\), let

\[
\text{MISFIT}_{t,x}^{[i]}(u) = \sum_{l=1, l \neq j}^{n} a_{3,l} \phi(a_{1,l}z_i + a_{2,l}) - y_i + a_{3,j} \phi(u z_i + a_{2,j}), \quad \text{if } t = j,
\]

\[
\text{MISFIT}_{t,x}^{[i]}(u) = \sum_{l=1, l \neq j}^{n} a_{3,l} \phi(a_{1,l}z_i + a_{2,l}) - y_i + a_{3,j} \phi(a_{1,j}z_i + u), \quad \text{if } t = n + j,
\]

\[
\text{MISFIT}_{t,x}^{[i]}(u) = \sum_{l=1, l \neq j}^{n} a_{3,l} \phi(a_{1,l}z_i + a_{2,l}) - y_i + u \phi(a_{1,j}z_i + a_{2,j}), \quad \text{if } t = 2n + j.
\]

Observe that for \(j = 1, \ldots, n\),

\[
\text{MISFIT}_{t,x}^{[i]}(u) = \begin{cases} 
(\text{MISFIT}_{x})_i + a_{3,j} (\phi(u z_i + a_{2,j}) - \phi(a_{1,j}z_i + a_{2,j})) & \text{if } t = j, \\
(\text{MISFIT}_{x})_i + a_{3,j} (\phi(a_{1,j}z_i + u) - \phi(a_{1,j}z_i + a_{2,j})) & \text{if } t = n + j, \\
(\text{MISFIT}_{x})_i + (u - a_{3,j}) \phi(a_{1,j}z_i + a_{2,j}) & \text{if } t = 2n + j.
\end{cases}
\]

This shows that if \(\text{MISFIT}_x\) and \(W\) are already computed and stored, the function \(\text{MISFIT}_{t,x}^{[i]}(u)\) can be evaluated with almost no computational cost. Assuming evaluation of \(\phi\) takes 1 FLOPS, a single evaluation of \(\text{MISFIT}_{t,x}^{[i]}(u)\) costs at most 6 FLOPS.

With the function \(\text{MISFIT}_{t,x}^{[i]}(u)\), \(f'_t, x\) and \(f''_t, x\) are given as follows: For \(t = j\) where \(j = 1, \ldots, n\),

\[
f'_t, x(u) = \sum_{i=1}^{m} \text{MISFIT}_{t,x}^{[i]}(u) a_{4,j} \phi'(u z_i + a_{2,j}) z_i,
\]

\[
f''_t, x(u) = \sum_{i=1}^{m} \left\{ \text{MISFIT}_{t,x}^{[i]}(u) a_{3,j} \phi''(u z_i + a_{2,j}) z_i^2 + (a_{3,j} \phi'(u z_i + a_{2,j}) z_i)^2 \right\}.
\]

For \(t = n + j\) where \(j = 1, \ldots, n\),

\[
f'_t, x(u) = \sum_{i=1}^{m} \text{MISFIT}_{t,x}^{[i]}(u) a_{3,j} \phi'(a_{1,j}z_i + u),
\]

\[
f''_t, x(u) = \sum_{i=1}^{m} \left\{ \text{MISFIT}_{t,x}^{[i]}(u) a_{3,j} \phi''(a_{1,j}z_i + u) + (a_{3,j} \phi'(a_{1,j}z_i + u))^2 \right\}.
\]

For \(t = 2n + j\) where \(j = 1, \ldots, n\),

\[
f'_t, x(u) = \sum_{i=1}^{m} \text{MISFIT}_{t,x}^{[i]}(u) \phi(a_{1,j}z_i + a_{2,j}), \quad f''_t, x(u) = \sum_{i=1}^{m} \phi(a_{1,j}z_i + a_{2,j})^2.
\]

Assuming the evaluations of \(\phi, \phi', \phi''\) take 1 FLOPS each, it can be checked that a single evaluation of \(f'_t, x(u)/f''_t, x(u)\) takes at most \(13m/20m\) FLOPS.
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