Feedforward Quantum Control and Coherence Protection of Single Electron Spin in Diamond using Deep Learning
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Measurement-based realtime control is an important strategy in quantum information processing, which is applied in fields from qubit readout to error corrections. However, the time cost of quantum measurement inevitably induces a latency in the control process and limits its performance. Here we introduce the deep learning approach to relax this restriction by predicting and compensating the latency-induced control error. We experimentally implement feedforward quantum control of a single-spin system of nitrogen-vacancy (NV) center in diamond to protect the coherence of the electron spin. The new approach enhances the decoherence time as well as the the spectrum resolution of Ramsey interferometry about three times comparing with conventional scheme. This enables resolving optically indistinguishable NV centers from their magnetic spectrum with a frequency difference less than 20 kHz. A theoretical model is proposed to explain the improvement, where we show that the low-frequency magnetic noise is perfectly reduced. This scheme could be applied in general measurement schemes and extended to other quantum control systems.

INTRODUCTION

Protection of qubit coherence against noise is vital in quantum computation, quantum simulation and sensing. Many methods are proposed and implemented, including open-loop techniques such as optimal control [1, 2] and dynamical decoupling [3, 4], as well as close-loop approaches like the feedback control. Nevertheless, optimal control requires precise knowledge of the target system and cannot be applied universally. Dynamical decoupling approach, similar to a band-pass filter, removes all the signal outside the selected frequency band, and can only work with task that is commuted with the control operators, e.g., sensing of alternative-current magnetic field or nuclear spins. In contrast to open-loop approaches, feedback control can be applied generally regardless of the system model. It has been used in magnetometry for sensing signals with fixed frequency [5, 6]. But for a general time-varying signal like the fluctuating noise, the quantum-measurement-induced latency between detection and responding is thus required to be within the correlation time of the signal [7–13]. To relax this restriction, an alternative strategy is to predict the trend of the noise in the subsequent period, and compensate the latency-induced error in advance. This strategy, known as the feedforward control, could enhance the performance of measurement-based quantum control in principle, especially in the cases when qubit readout is quite slow, but practical realization of this technique remains unclear.

Machine learning is a group of methods that are well developed in computer science and has been applied in quantum control fields including Hamiltonian learning [14], qubit readout [15, 19] and experimental controls [20, 21]. Recently, the deep learning model (DL) [22] is emerging as a powerful tool, which can deal with complicated problems with multiple layers of artificial neural network such as the many-body problem [23]. Another potential application is to combine DL with quantum feedforward control by using its ability in timeseries prediction [24], which has been applied in stock-price prediction and weather forecast.

Here we propose a deep-learning-assisted feedforward control scheme and show its advantage on a solid-state single spin associated with the nitrogen-vacancy (NV) center in diamond. In our scheme, the target spin works as a quantum sensor to detect the magnetic noise used to train the DL agent. The agent learns the noise model and predicts the forthcoming value in realtime and feeds this value to correct the corresponding error on the spin. Due to the low optical detection efficiency, there’s an intrinsic latency in magnetic-noise readout process in the order of seconds. By using the new scheme, we demonstrate a feedforward Ramsey experiment and show a three-fold improvement in the line-width of its spectrum as well as the spin coherence time comparing with conventional scheme. As an application of this technique, we resolve an NV pair with a difference less than 20 kHz in resonance spectrum, enabling the possibility to use aligned NV pair as a quantum register in the future.

RESULTS

NV center in diamond has been developed as a multi-function sensor for magnetic field [25, 30], electric
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FIG. 1. (Color online) General scheme of measurement-based close-loop quantum control. a) Schematic of the control scheme and experiment setup. A frequency tracking process tracks the resonance frequency $f_i$ of electron spin using LIA or ODMR method at each time step $i$, where the microwave frequency is swept in the adjacent range $\Delta$ of an initial frequency $f_0$ and the emitting fluorescence is acquired via the avalanche photodiode (APD) accordingly. A control computer reads the detected value and feeds the detected (predicted) frequency to the measurement controller for the subsequent experiment loops. We realize three kinds of experiment schemes: feedback with ODMR (blue arrow), feedback with LIA (orange arrow), and feedforward (green arrow), respectively. b-c) Experiment results (b) and their FFT spectra (c) of Ramsey measurement comparing with that using ODMR method. Label $P$ denotes deep learning agent that predicts the future values $f_i$ based on history detections and is only used in the feedforward scheme.

field\cite{31,32} and temperature\cite{33,34}, as well as the nano-scale magnetic resonances\cite{35,39}. Besides, it also works as quantum resources\cite{40,43} for computation\cite{44-48}, simulation\cite{49,50} and network\cite{51-55}. Because of the high gyro-magnetic ratio, electron spin in NV center is quite sensitive and often suffers from low-frequency magnetic noise arising from mechanical vibrations or temperature changes, resulting in broadening of resonance lines and spin decoherence. We consider three measurement-based schemes (Fig.1A) to solve this problem and use the Ramsey measurement as an application, where the magnetic noise is obtained by tracking the electron-spin resonant frequency and compensated immediately. The first one is feedback control using conventional method without prediction. The frequency is detected by finding the peak of the optically-detected magnetic resonance (ODMR) spectrum, which usually requires scanning a wide range of microwave (MW) frequencies for a successful fitting. The result of this scheme is shown in the upper plot of Fig.1B.

In the second and third schemes, we adopt the lock-in amplifier (LIA) method to improve the efficiency of frequency detection\cite{56}. Unlike ODMR, LIA gets the resonate frequency directly by a hardware synchronization of photon counts and MW frequencies via an external oscillating reference. It scans only a small range near the resonant frequency, thus enables us updating the detection in realtime and tracking the magnetic noise continuously. The second scheme also uses the feedback strategy and the result is shown in the middle plot of Fig.1B, which has a two-fold improvement in the Ramsey measurement comparing with that using ODMR method.

Because of low photon counts of single-spin system, LIA use a detection window around 20 s in experiment to achieve a high signal-noise ratio (SNR). This latency fundamentally limits the efficiency of feedback control. In the third scheme, feedforward strategy is utilized to further improve the performance assisted with the deep-learning method. The feedforward strategy, different from feedback control that uses detected value directly, predicts the trend of noise in the future and use the forthcoming value instead to correct the error. The result is shown in the lower plot of Fig.1B, where the performance is about three-fold improved comparing with the conventional scheme. We further plot the fitted line-width (i.e., the full width of the peak at half its maximum, proportional to inverse of the coherence time $T_2^*$) of the FFT spectrum in Fig.1C to show the mentioned improvements.
FIG. 2. (Color online) Analysis of magnetic noise reduction. a) Tracking of magnetic noise using both ODMR (red line) and LIA (black line) methods. The update period $\tau$ of ODMR (LIA) method is fixed at 300 (1) s specifically. b) Noise reduction efficiency in an ideal feedback control (with no detection delay) using different update speeds $1/\tau$, which is obtained from numerical simulations based on the detected noise in (a). The filled areas in different colors represent the update speeds that can be realized in the specific control schemes, i.e., ODMR-based (blue) and LIA-based feedback (orange), as well as feedforward (green). c-f) FFT spectrum of the noise before (c) and after (d-f) feedback control, where (d-f) associate with the update speed 0.0033, 0.1, and 0.2 Hz in (b), respectively.

directly. Note that, all the schemes are realized using a uniform control sequence in Fig.1D for comparison.

To understand this improvement, we first numerically calculate the FFT spectrum of noise after time-delayed correction depending on different update periods $\tau$. Fig.2A(C) shows the experimentally-observed magnetic noise (FFT transform of the noise) via LIA detection. The updated period $\tau$ in the three experiment schemes refers to 300 s, 10 s and 5 s specifically, and the corresponding spectra after correction are shown in Fig.2D-F. One can find that the shorter the time delay is, the better the noise can be corrected (Fig.2D), which highlights the role of detection delay in measurement-based quantum control. Noted that the latency of LIA places an upper limit on the performance of the feedback control, which is about half the window (i.e., 10 s for $\tau = 20$ s). The equivalent update period of 5 s in the feedforward scheme is taken into account the prediction of the noise in advance of 5 seconds (Fig.2D).

In the feedforward scheme, we adopt the long short-term memory (LSTM)\cite{57}, i.e., an improved version of the recurrent neural network (RNN) for noise prediction. In Fig.3A, our model consists of basic LSTM cells cascading in a chain and a fully-connected (FC) network layer. As shown in Fig.3B, each basic LSTM cell get the output $h_{t-1}$ of the previous cell and current frequency $f_{j+1}$ together as input, then it calculate four inner vectors ($i_t$, $F_t$, $c_t$ and $o_t$) each by a sub-network of a FC and an activation function to generate the memory state $c_t$ and final output $h_t$ of the cell. The memory state $c_t$ maintains all the information of the cell. In every time step, forget gate $F_t$ controls how much old information remains in the cell,
FIG. 4. (Color online) Performance of noise reduction with Ramsey measurement. a) The dependence of Ramsey line-width on the update speeds. The dots fitted by the solid line are obtained from numerical simulation based on the detected noise in Fig. 2A. The shapes fitted by the dashed line are the line-widths from experimental results in Fig. 2B. The simulation and experimental results are fitted using the same mathematical function except for a residual line-width $d$. b) FFT spectra of the simulation results using Ramsey measurements in (a).

and input gate $i_t$ determines how much new information is introduced. The value generated in the current cell is set to output gate $o_t$. The weight matrices $(W_r, W_i, W_c$ and $W_o)$ of these sub-networks are obtained by training the network with given input and output from history data.

The work flow of the noise prediction is shown in Fig. 3C. In prior, history data recorded from LIA is fed to the agent to train the neural network. In experiment, the agent gets recent detected values of $M$ seconds as input and predicts $N$-second values as output, where $N (M)$ is the prediction (sequence) length. We further compare original and predicted signals directly as well as their difference in Fig. 3D with different prediction lengths $N$. The difference is shown to become larger and larger with $N$ increasing. This fact indicates a trade-off between the fidelity and prediction length $N$ to compensate the detection delay. For example, in our experiment the best noise reduction performance is achieved when $N$ is about 5 s, while the detection delay is 10 s.

To evaluate the performance of noise reduction, we simulate the Ramsey measurements and analyze the broadening of line-width when the noise in Fig. 2A is applied. For different update speeds $v = 1/\tau$, the fitted line-width $l$ is show in Fig. 2B with the corresponding spectrum in Fig. 2C, where a relation $l = 1/v^n$ is used to fit the data (the solid line). One can find that, this scheme can remove almost all the noise if the update speed exceeds the noise frequency. The experimental result matches well with this relation (the dashed line) except for a residual broadening (i.e., $l = 1/v^n + d$). This broadening $d \sim 26$ kHz comes from noises due to the high-frequency part outside the frequency range in Fig. 2C, such as the intrinsic spin-bath-induced noise.

Ramsey measurement has a wide range of applications in magnetic resonance (MR) sciences and sensing. Here as an example, we apply this method for a high-resolution spectroscopy of NV centers. As shown in Fig. 4C, our method resolves two resonant peaks with a splitting less than 20 kHz, which is not visible in conventional experiments even when the ODMR-based feedback strategy is used (Fig. 2A). Because nuclear spin is not observed in the corresponding dynamical decoupling spectroscopy [56], we deduce that this spectrum comes from an NV pair (NV2) with two centers aligned in the same direction. The tiny difference in resonate frequency is possibly because of electron-spin zero-field splitting. This method can be used to address individual NV centers of aligned NV pair by MR spectroscopy in the future.

The experiment is performed using a single Nitrogen-Vacancy (NV) center in a $^{12}$C-purified single-crystal diamond. As shown in Fig. 4A, the NV center is addressed by a home-built confocal microscope system. A 532-nm green laser passes through a 100X objective and is focused on the center. The fluorescence is emitted through the same objective and collected by an APD. The output signal of APD is detected by a time tagger for a general-purpose measurement and a mixed-signal data acquisition system for LIA frequency tracking. A static magnetic field around 50 mT is applied along the NV axis to split the sub-levels and the associated nitrogen nuclear spin is polarized as well. There are double microwave systems in the setup. The first one (Rohde&Schwarz SMIQ03B) is used to manipulate the electron-spin state for general purpose measurements. The other one (Rigol DSG3065B) outputs frequency-modulation microwave that is used for the LIA detection. These two microwave systems are bridged together and amplified by an amplifier (Mini-Circuits ZHL-42W). An impedance-matched copper slot line with an $\Omega$-type ring is used to radiate the micro-wave fields. All the electronic and microwave devices are synchronized by a 10-MHz atomic clock source.

CONCLUSION

To conclude, we propose and implement a novel feed-forward quantum control scheme by learning the knowledge of low-frequency noise and correct the corresponding error in real-time. The result shows almost all the detectable noise can be reduced in experiment. There are two ways to further improve the performance. The first way is to enhance the spin-state readout efficiency and thus the detection speed is increased and the corresponding frequency range of detectable noise is enlarged. The second way is to optimize the performance of prediction, i.e., trying more complicated deep-learning models and providing more computational resources for training and processing. Comparing with coherent feedback scheme
that often uses nuclear spins as ancillary qubits [58], or quantum memory [59], our scheme requires no extra quantum resources and can work with general-purpose measurements. This approach can find applications in spin-based quantum computation, quantum simulation and measurements. This approach can find applications in spin-based quantum computation, quantum simulation and measurements.
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