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Abstract. To study the emergence and evolution of drug resistance during treatment of HIV infection, we study a mathematical model with two strains, one drug-sensitive and the other drug-resistant, by incorporating cytotoxic T lymphocyte (CTL) immune response. The reproductive numbers for each strain with and without the CTL immune response are obtained and shown to determine the stability of the steady states. By sensitivity analysis, we evaluate how the changes of parameters influence the reproductive numbers. The model shows that CTL immune response can suppress the development of drug resistance. There is a dynamic relationship between antiretroviral drug administration, the prevalence of drug resistance, the total level of viral production, and the strength of immune responses. We further investigate the scenario under which the drug-resistant strain can outcompete the wild-type strain. If drug efficacy is at an intermediate level, the drug-resistant virus is likely to arise. The slower the immune response wanes, the slower the drug-resistant strain grows. The results suggest that immunotherapy that aims to enhance immune responses, combined with antiretroviral drug treatment, may result in a functional control of HIV infection.

1. Introduction. As of 2018, acquired immunodeficiency syndrome (AIDS) was estimated to have killed more than 32 million people. Approximately 37.9 million people were living with AIDS [60]. Human immunodeficiency virus (HIV) is the causative agent of this deadly infection. It impairs the immune system by invading cells with CD4 molecules, mainly including T4 lymphocytes, mononuclear cells, macrophages and dendritic cells [30]. If left treated, the immune system will eventually fail to play its life-sustaining role [59]. There is considerable interest in studying
HIV dynamics before and during treatment and many mathematical models have been developed and analyzed [31, 19, 29].

The basic viral dynamic model includes three variables: uninfected CD4+ T cells, productively infected CD4+ T cells, and free virus [6, 34, 35]. This basic model can capture the essence of HIV infection. It helps to estimate rate constants of the initial viral expansion and decline, and the lifespan of infected cells. However, it only includes a single strain, i.e. the wild-type strain that does not contain any mutation. As HIV is a retrovirus, the reproduction can generate errors with a certain probability in each reverse transcription process. Some mutations occur at the target of antiretroviral drugs, which can reduce the susceptibility of HIV infection and replication to drugs [10]. Some studies suggested that drug-resistant variation might be an important reason of treatment failure [41, 40]. Therefore, in order to better control HIV infection, it is necessary to understand the mechanisms underlying the emergence and development of mutant strains.

Reverse transcriptase inhibitor (RTI) and protease inhibitor (PI) are two commonly used antiretroviral drugs for the treatment of HIV infection. RTI blocks the reverse transcription from viral RNA to DNA, thus preventing target cells from being infected by free virus, while PI prevents infected cells from producing new infectious virus particles [15, 64]. The efficacy of the two drugs is often significantly compromised due to the occurrence of drug-resistant strains [10, 21]. Therefore, it is important to study the evolution of drug resistance under antiretroviral therapy (ART) for controlling the progress of HIV infection. Rong et al. [42] constructed a five-dimensional ordinary differential equation (ODE) to investigate the emergence and development of drug-resistant strains in the setting of ART. Wang et al. [57] considered a two-strain model that includes a general form of target cell density, drug resistance and intracellular delay. They showed that the rapid turnover of mutant virus mainly depends on the density of target cells. Biological insights into the evolution of drug-resistant strains have also been obtained from other mathematical models [6, 36, 44, 46, 65]. However, these studies do not include the immune response explicitly in the model. Both innate and adaptive immune responses may play a significant role in the controlling of viral replication [30].

During HIV infection, the cytotoxic T lymphocytes (CTLs) are a major component of the immune response against viral infection [7, 20, 22, 47, 54]. They can recognize and kill infected cells, and reduce the viral load by limiting viral replication in vivo. Therefore, the dynamics of HIV infection with CTL immune response have attracted much attention [9, 31, 53, 63, 68, 18]. Neither immune responses nor antiretroviral therapy can eradicate the virus [12, 14, 13]. There is a growing interest in considering both ART and immunotherapy in the treatment of HIV infection. Wang et al. [58] proposed two HIV models that combine CTL immune response with ART, and found that CTL immune response might be rebuilt through optimal antiretroviral treatment. Some other models have also been used to investigate the dynamics of the immune system and virus population under ART [3, 11, 16, 26, 62]. These models focus on how to rationally design treatment regimens to reconstruct CTL immune response when antigen stimuli are weak. In this paper, we aim to study the role of CTL immune response in the emergence and development of drug-resistant strains in the presence of treatment.

The structure of this paper is as follows. In Section 2, we formulate a model that describes the interaction between target cells, two viral strains, and the immune responses without ART. We analyze the model in Section 2.1 and 2.2, and perform
sensitivity analysis in Section 2.3. In Section 3, we study the model that includes ART. We conduct numerical investigation of the effects of ART and CTL immune responses on virus dynamics. In the last section, we present a brief discussion and conclusion.

2. The model before treatment. In this section, we develop a two-strain model of HIV infection with immune responses, which will be modified to include antiretroviral treatment in the next section. The model is built on a previous drug resistance model by including the CTL immune response [42].

Viruses have various epitopes that can be recognized by immune responses. They may differ in one epitope but coincide in other epitopes [33, 32]. We assume that the immunity is cross-reactive between the wild-type and mutant strains, i.e., wild-type virus and mutant virus can be both recognized by the immune response [30]. We also assume that cells infected by the wild-type virus become drug-resistant at a rate \( \mu \) (\( 0 < \mu < 1 \)) during the reverse transcription process from viral RNA to DNA. We ignore the backward mutation from the drug-resistant to drug sensitive virus [6]. Based on these assumptions, the model can be described by

\[
\begin{aligned}
\frac{dT(t)}{dt} &= \lambda - dT - \beta_s V_s T - \beta_r V_r T, \\
\frac{dT_s(t)}{dt} &= (1 - \mu)\beta_s V_s T - \delta T_s - kT_s Z, \\
\frac{dV_s(t)}{dt} &= p_s T_s - d_1 V_s, \\
\frac{dT_r(t)}{dt} &= \beta_r V_r T + \mu \beta_s V_s T - \delta T_r - kT_r Z, \\
\frac{dV_r(t)}{dt} &= p_r T_r - d_1 V_r, \\
\frac{dZ(t)}{dt} &= c(T_r + T_s)Z - bZ.
\end{aligned}
\]  

(1)

In equation (1), \( T(t), T_s(t) \) and \( T_r(t) \) denote uninfected CD4+ T cells, infected cells with drug-sensitive virus, and infected cells with drug-resistant virus at time \( t \), respectively. \( V_s(t) \) and \( V_r(t) \) are the drug-sensitive virus and drug-resistant virus at time \( t \), respectively. \( Z(t) \) denotes the cross-reactive immune response at time \( t \). \( \lambda \) is the production rate of uninfected CD4+ T cells and \( d \) is the death rate. \( \beta_s \) and \( \beta_r \) represent the infection rates of CD4+ T cells by wild-type and drug-resistant virus, respectively. \( \mu \) is the rate at which virus mutates during the reverse transcription process. Both types of infected cells are assumed to die at rate \( \delta \) and are further removed by the CTL immune response at rate \( k \). Wild-type and drug-resistant viruses are produced with the viral production rates \( p_s \) and \( p_r \), respectively. We assume that the wild-type and resistant viruses have the same clearance rate \( d_1 \). The parameter \( c \) is the generation rate of CTL proliferation in response to antigenic stimulation, and \( b \) is the death rate of CTLs [56]. The schematic diagram of the model (1) is given in Fig. 1. The detailed description and values of the parameters are listed in Table 1.

2.1. Reproduction numbers and equilibria. System (1) always has the disease-free equilibrium \( E^0 = (\frac{\lambda}{d}, 0, 0, 0, 0, 0) \). Using the next-generation method [51], we define the matrices of the new infection terms and the transfer terms, i.e. \( F \) and \( V \):

\[
F = \begin{pmatrix}
0 & (1 - \mu)\beta_s \lambda d & 0 & 0 & 0 \\
0 & \mu \beta_s \lambda d & 0 & \beta_r \lambda d & 0 \\
0 & 0 & \beta_r \lambda d & 0 & 0 \\
0 & 0 & 0 & \beta_r \lambda d & 0 \\
0 & 0 & 0 & 0 & \beta_r \lambda d \\
0 & 0 & 0 & 0 & 0
\end{pmatrix}, \quad V = \begin{pmatrix}
\delta & 0 & 0 & 0 & 0 \\
0 & -p_s & d_1 & 0 & 0 \\
0 & 0 & \delta & 0 & 0 \\
0 & 0 & 0 & -p_r & d_1 \\
0 & 0 & 0 & 0 & -p_r \end{pmatrix}.
\]
Figure 1. The schematic diagram of HIV transmission with wild-type and resistant virus

Table 1. Parameter descriptions and sources for their values

| Parameter | Value | Ranges     | Description                                                                 | Reference |
|-----------|-------|------------|------------------------------------------------------------------------------|-----------|
| $\lambda$ | $10^4$ | $100 \sim 200000$ | Production rate of uninfected cells                                           | [42]      |
| $d$       | 0.01   | $0.001 \sim 0.8$ | Death rate of uninfected cells                                                | [34]      |
| $\beta_s$ | $2.4 \times 10^{-8}$ | $10^{-6} \sim 2.4 \times 10^{-8}$ | Infection rate of uninfected cells by wild-type virus                        | [34]      |
| $\beta_r$ | $2.0 \times 10^{-8}$ | $10^{-6} \sim 2.0 \times 10^{-6}$ | Infection rate of uninfected cells by drug-resistant virus                    | [42]      |
| $\delta$  | 0.3    | $0.1 \sim 0.9$ | Death rate of infected cells                                                   | [42]      |
| $k_c$     | 0.002  | -           | Clearance rate of infected cells by CTL killing                               | [48, 1]   |
| $p_s$     | 900    | $90 \sim 1000$ | Generation rate of wild-type virus                                            | [8, 17]   |
| $p_r$     | 600    | $60 \sim 1000$ | Generation rate of drug-resistant virus                                       | [8, 17]   |
| $d_1$     | 23     | $10 \sim 50$  | Clearance rate of wild-type and resistant virus                               | [39]      |
| $c$       | 0.003  | $0.0 \sim 0.001$ | Generation rate of CTL                                                        | [55, 61]  |
| $b$       | 0.01   | $0.01 \sim 1$  | Death rate of CTL                                                            | [48, 61]  |
| $\epsilon_{RTI}$ | Varied | $0 \sim 1$ | Efficacy of RTI                                                              | see text  |
| $\epsilon_{PI}$ | Varied | $0 \sim 1$ | Efficacy of PI                                                               | see text  |
| $\sigma_{RTI}$ | Varied | $0 \sim 1$ | Resistance ratio of RTI                                                       | see text  |
| $\sigma_{PI}$ | Varied | $0 \sim 1$ | Resistance ratio of PI                                                       | see text  |

Therefore, the basic reproduction number can be calculated by the spectral radius of operator $\mathbf{FV}^{-1}$:

$$R_0 = \rho(\mathbf{FV}^{-1}) = \max \{ R_s, R_r \} ,$$

where

$$R_s = \frac{(1 - \mu) \beta_s p_s \lambda}{dd_1 \delta}, \quad R_r = \frac{\beta_r p_r \lambda}{dd_1 \delta} .$$

We call $R_s$ the basic reproductive number of wild-type strain and $R_r$ the basic reproductive number of drug-resistant strain. We also define the CTL immune response reproduction numbers $R_{cs}$ and $R_{cr}$ [2, 49, 19]

$$R_{cs} = \frac{c(1 - \mu) \beta_s p_s - \delta dd_s}{\delta b(1 - \mu) \beta_s p_s} = \frac{c\lambda (R_s - 1)}{b\delta R_s} , \quad R_{cr} = \frac{c\lambda (R_r - 1)}{b\delta R_r} .$$

Note that only when $R_s > 1, R_{cs} > 1, R_r > 1, R_{cr}$ exists. We introduce the CTL immune response reproduction numbers not only to distinguish from the basic reproduction number but also to classify the model dynamics. We will show that the stability of steady states is determined by $R_s, R_r, R_{cs}$ and $R_{cr}$. 
Straightforward computation shows that system (1) has three potential boundary equilibria and one positive equilibrium:

(i) The CTL immune-free equilibrium

\[ E^f = (T^f, T'_f, V'^f, T'^f, V'^f, 0) \]

\[ = \left( \frac{d_1 s}{1 - \mu}, \frac{\lambda (1 - \mu) (R_s - 1)(R_r - R_s)}{R_c \delta (1 - \mu) R_r - R_s}, \frac{\mu \lambda (1 - R_s)}{\delta (1 - \mu) R_r - R_s}, \frac{p_c}{d_1}, \frac{p_r}{d_1}, 0 \right); \]

(ii) The infected equilibrium with only drug-resistant strain

\[ E^r = (T^r, 0, 0, T'_r, V'_r, 0) = \left( \frac{d_1 s}{\beta_r p_r}, 0, 0, \frac{\lambda}{\delta} (1 - \frac{1}{R_r}), \frac{p_r}{d_1} T'_r, 0 \right); \]

(iii) The infected equilibrium with drug-resistant strain and CTL immune response

\[ E^{rc} = (T^{rc}, 0, 0, T'_r, V'_r, 0) = \left( \frac{\lambda^2 c}{(\lambda c + R_r \delta b) d}, 0, 0, \frac{b c}{d_1} T^{rc}, \frac{b R_s \delta^2 (R_{cr} - 1)}{c \lambda (k c + k b \delta R_s)} \right); \]

(iv) The positive equilibrium

\[ E^* = (T^*, T'_*, V'_*, T'^*, V'^*, Z^*) \]

\[ = \left( \frac{\lambda^2 c}{(\lambda c + R_r \delta b) d}, \frac{b}{\beta_r p_r}, \frac{b R_s (1 - \frac{1}{(1 - \mu) R_s})}{c R_r (1 - \frac{R_s}{(1 - \mu) R_s})}, \frac{p_c}{d_1}, \frac{p_r}{d_1} T'_r, \frac{b R_s \delta^2 (R_{cr} - 1)}{c \lambda (k c + k b \delta R_s)} \right). \]

Based on straightforward algebraic calculation, we have the following theorem.

**Theorem 2.1.** (1) The disease-free equilibrium \( E^0 \) always exists.

(2) The infected equilibrium with only drug-resistant strain \( E^r \) exists if and only if \( R_r > 1 \); The infected equilibrium with drug-resistant strain and CTL immune response \( E^{rc} \) exists if and only if \( R_r > 1 \) and \( R_{cr} > 1 \).

(3) The CTL immune-free equilibrium \( E^f \) exists if and only if \( R_s > 1 \) and \( \frac{R_s}{R_r} > 1 \); The positive equilibrium \( E^* \) exists if and only if \( R_s > 1 \), \( R_{cr} > 1 \) and \( \frac{R_s}{R_r} > 1 \).

2.2. **Stability results.** We study the local stability of equilibria \( E^0, E^r, E^{rc}, E^f \) and \( E^* \). Let \( \bar{E} = (\bar{T}, \bar{T}_s, \bar{V}, \bar{T}_r, \bar{V}_r, \bar{Z}) \) represent any equilibrium of system (1). We obtain the corresponding characteristic equation

\[
\begin{vmatrix}
-d - \beta_r \bar{V}_r - \mu \beta_s \bar{V}_s - \xi & 0 & -\beta_r \bar{V}_r & 0 & -\beta_r \bar{V}_r & 0 \\
0 & -\delta - k \bar{Z} - \xi & 0 & -\beta_r \bar{V}_r & 0 & -k \bar{T}_r \\
0 & 0 & -\delta - k \bar{Z} - \xi & 0 & 0 & -k \bar{T}_r \\
0 & 0 & 0 & -\delta - k \bar{Z} - \xi & 0 & -k \bar{T}_r \\
0 & 0 & 0 & 0 & -d_1 - \xi & 0 \\
\end{vmatrix} = 0,
\]

where \( \xi \) denotes the eigenvalue.

Using the Routh-Hurwitz criterion [4], we can prove the local stability of \( E^0, E^r, E^{rc}, E^f \) under some conditions involving the reproduction numbers. The proof of the theorem involves tedious algebraic computation and is given in Appendix.

**Theorem 2.2.** (1) The disease-free equilibrium \( E^0 \) is locally asymptotically stable (L.A.S) if \( R_0 < 1 \) and unstable if \( R_0 > 1 \).

(2) If \( R_r > R_s, R_r > 1 \) and \( R_{cr} < 1 \), then the infected equilibrium with only drug-resistant strain \( E^r \) is L.A.S.

(3) If \( R_r > R_s, R_r > 1 \) and \( R_{cr} > 1 \), then the infected equilibrium with drug-resistant strain and CTL immune response \( E^{rc} \) is L.A.S.
(4) If $R_s > R_r$, $R_s > 1$ and $R_{cs} < 1$, then the CTL immune-free equilibrium $E^f$ is L.A.S.

Although we do not have an analytic result for $E^\star$, numerical studies suggest that $E^\star$ is L.A.S whenever it exists, i.e. when $R_s > R_r$, $R_s > 1$ and $R_{cs} > 1$.

The stability results of the system (1) are summarized in Table 2.

### Table 2. Summary of the stability results of system (1)

| Conditions | System (1) |
|------------|------------|
| $R_0 < 1$  | $E^0$ is L.A.S |
| $R_0 > 1$, $R_s < R_r$ | $R_{cr} < 1$, $E^\star$ is L.A.S |
| $R_s > R_r$, $R_{cs} < 1$ | $E^t$ is L.A.S |
| $R_s > R_r$, $R_{cs} > 1$ | $E^f$ is L.A.S |

![Figure 2.](image)

**Figure 2.** The dynamics of infection before converging to steady states. (a) – (d) represent uninfected cells, wild-type virus, resistant virus, and CTL cells, respectively. The blue solid line is the case in which CTL cells are present. The parameters are from Table 1 and $b = 0.1$. We have $R_s = 3.13 > R_r = 1.74 > 1$, $R_{cs} = 68.1 > 1$. Solution trajectories of the system converge to the positive equilibrium $E^\star = (415257, 14994.3, 586870, 1.01219, 26.4110, 44.9845)$. The red dotted line refers to the case in which CTL cells are absent. The parameter $c$ is 0. This yields $R_s = 3.13 > R_r = 1.74 > 1$, $R_{cs} = 0 < 1$. Solution trajectories of the system converge to the CTL immune-free equilibrium $E^f = (318355, 23056.2, 902393, 1.55640, 40.6104, 0)$.  

![Table 2. Summary of the stability results of system (1)](image)
In view of the mutation-associated fitness loss [42], we expect that the wild-type virus dominates the virus population without antiretroviral therapy. This is observed in the predicted dynamics by Fig. 2. The blue solid line in Fig. 2 presents the infection dynamics in the presence of CTLs, while the red dotted line presents that without CTLs. In both cases, wild-type virus outcompetes the mutant virus. We also observe that in the absence of CTLs, the solution converges to the CTL immune-free equilibrium $E^f$, while in the presence of CTLs, the solution converges to the positive equilibrium $E^\ast$. In Fig. 2(c), the blue solid line reaches a lower peak and converges to the steady state that is also lower than the red dotted line. This suggests that the CTL immune response can limit the production of drug-resistant virus. Note that CTLs do not disappear but remain at a certain level. Thus, CTLs cells persist when the infection becomes chronic (Fig. 2(d)). The parameter values used in numerical simulation in this paper are shown in Table 1.

Figure 3. Sensitivity analysis for four reproduction numbers. (a) The PRCC of $R_s$ for seven parameters, (b) the PRCC of $R_r$ for six parameters, (c) the PRCC of $R_{cs}$ for nine parameters, and (d) the PRCC of $R_{cr}$ for eight parameters.

2.3. Sensitivity analysis. According to the above analysis, we know that the reproductive numbers play an important role in predicting the dynamics of HIV infection. In this section, we perform sensitivity analysis to determine the parameters that affect the four reproductive numbers [25, 5, 67]. The analysis is based on the Latin hypercube sampling (LHS) scheme and partial rank correlation coefficient (PRCC) method. The results of sensitivity analysis were plotted in Fig. 3.

Using LHS, 100 samples are taken from the uniform distribution in the parameter ranges. The PRCC between reproduction numbers and each parameter is calculated. PRCC falls between -1 and 1. The absolute value of PRCC close to 1 indicates that the parameter has a strong impact on the model output. More precisely, there exists a strong correlation between the input parameter and the output variable when $|PRCC| > 0.4$, the correlation is moderate when $0.2 < |PRCC| < 0.4$, and the correlation is weak when $|PRCC| < 0.2$ [19]. The sign of the PRCC represents positive or negative correlation between the input and output variables [66]. It
follows from Fig. 3(a) that the parameters that have a significant impact on $R_s$ are $\beta_s, \lambda, p_s, d, d_1$ and $\delta$, among which $\beta_s, \lambda, p_s$ are positively correlated with $R_s$, while $d, d_1, \delta$ are negatively correlated. Fig. 3(c) shows that the influence of $\lambda, \delta$ on $R_{cs}$ is similar to that on $R_s$. The parameters $c$ and $b$ can also greatly change $R_{cs}$. Comparing with the above, the influence of $\lambda, \delta, c$ and $b$ on $R_{cr}$ is similar (Fig. 3(d)). Fig. 3(b) shows that $R_r$ is highly correlated to the parameters $\beta_r, \lambda, p_r, d, d_1$ and $\delta$. The four reproduction numbers are all sensitive to the production rate of uninfected cells.

3. Model with antiretroviral therapy. In this section, we modified model (1) by including combination antiretroviral therapy (cART). A combination of reverse transcriptase inhibitors (RTI) and protease inhibitors (PI) is usually used in the treatment of HIV infection. We let $\varepsilon_{RTI}$ and $\varepsilon_{PI}$ be the effectiveness of RTI and PI for the wild-type strain, respectively. $\varepsilon_{RTI}$ and $\varepsilon_{PI}$ are between 0 and 1. Comparing with the wild-type strain, drug-resistant strain is less sensitive to the two drugs. We define the resistance ratios, $\sigma_{RTI}$ and $\sigma_{PI}$, which are between 0 and 1. Thus, $\varepsilon_{RTI}\sigma_{RTI}$ and $\varepsilon_{PI}\sigma_{PI}$ are the drug efficacy of RTI and PI for the drug-resistant strain, respectively. Note that $\varepsilon_i = 0$ (i=RTI or PI) means that the inhibitors are completely ineffective, while $\varepsilon_i = 1$ means that the inhibitors are 100% effective against the wild-type strain.

The modified model including antiretroviral drugs can be described by the following ODE system:

$$
\begin{align*}
\frac{dT(t)}{dt} &= \lambda - dT - (1 - \varepsilon_{RTI})\beta_s V_i sT - (1 - \varepsilon_{RTI}\sigma_{RTI})\beta_r V_i rT, \\
\frac{dV_i s(t)}{dt} &= (1 - \varepsilon_{RTI}) (1 - \mu) \beta_s V_i sT - \delta T s - kT s Z, \\
\frac{dV_i r(t)}{dt} &= (1 - \varepsilon_{PI}) p r T s - d_1 V_i r, \\
\frac{dV_i N t(t)}{dt} &= \varepsilon_{PI} p r T s - d_1 V_i N t, \\
\frac{dV_i N I(t)}{dt} &= (1 - \varepsilon_{RTI}\sigma_{RTI}) \beta_r V_i rT + \mu(1 - \varepsilon_{RTI}) \beta_s V_i sT - \delta T r - kT r Z, \\
\frac{dV_i N I(t)}{dt} &= (1 - \varepsilon_{PI}\sigma_{PI}) p r T r - d_1 V_i r, \\
\frac{dV_i N N I(t)}{dt} &= \varepsilon_{PI}\sigma_{PI} p r T r - d_1 V_i N N I, \\
\frac{dZ(t)}{dt} &= c(T r + T s) Z - b Z,
\end{align*}
$$

(3)

$V_i N I(t)$ and $V_i N N I(t)$ are non-infectious virus particles generated due to the effect of PIs. The total viruses of drug-sensitive and drug-resistant are $V_s = V_i s + V_i N I$ and $V_r = V_i r + V_i N N I$, respectively. Using the same method as [45] (details can be found in the Appendix), we can reduce the dimension and write the model as

$$
\begin{align*}
\frac{dT(t)}{dt} &= \lambda - dT - (1 - \eta_s)\beta_s V_s T - (1 - \eta_r)\beta_r V_r T, \\
\frac{dV_s(t)}{dt} &= (1 - \eta_s) (1 - \mu) \beta_s V_s T - \delta T s - kT s Z, \\
\frac{dV_r(t)}{dt} &= (1 - \eta_r) \beta_r V_r T + \mu(1 - \eta_s) \beta_s V_s T - \delta T r - kT r Z, \\
\frac{dV_r(t)}{dt} &= \eta_r T r - d_1 V_r, \\
\frac{dZ(t)}{dt} &= c(T r + T s) Z - b Z,
\end{align*}
$$

(4)

where $\eta_s = 1 - (1 - \varepsilon_{RTI})(1 - \varepsilon_{RTI})$ and $\eta_r = 1 - (1 - \varepsilon_{RTI}\sigma_{RTI})(1 - \varepsilon_{PI}\sigma_{PI})$ are the overall drug efficacy of wild-type and resistant virus, respectively. Antiretroviral therapy reduces the infection rates $\beta_s$ and $\beta_r$ to $(1 - \eta_s)\beta_s$ and $(1 - \eta_r)\beta_r$, respectively. Therefore, the steady states and reproduction numbers of the pretreatment model can be obtained accordingly. We change the notation from $A$ to $A'$, for
example, under treatment the steady state $E^f$ becomes $E'^f$ and the reproduction number $R_s$ becomes $R'_s$. It is clear that the incorporation of therapy does not affect our analysis of the equilibria of the model.

![Figure 4](image-url)

**Figure 4.** Predicted dynamics of system (4) under treatment. (a) – (d) represent uninfected cells, wild-type virus, resistant virus, and CTL cells, respectively. The blue solid line represents the case in which CTL cells are present. The parameters given in Table 1 are used and $b = 0.1$. This yields $R'_s = 1.57 > R'_r = 1.54 > 1$ and $R'_{cs} = 36.30 > 1$. Thus, solutions trajectories of the system converge to the interior equilibrium $E'^* = (733912, 7673.78, 243257, 13.8008, 346.384, 23.0628)$. The red dotted line refers to the case in which CTL cells are absent. Parameters from Table 1 are used and $b = 0.1, c = 0$. In this case, $R'_s = 1.57 > R'_r = 1.54 > 1$ and $R'_{cs} = 0 < 1$. Solutions trajectories of the system converge to the CTL immune-free equilibrium $E'^f = (635966, 12174.6, 476875, 21.8671, 571.018, 0)$.

During drug treatment, drug-resistant virus increases (compare Fig. 2(c) and Fig. 4(c)). This is because the therapy inhibits the replication of wild-type virus, which leads to an increase in target cells and thus the growth of drug-resistant virus. Thus, drug-resistant virus increases due to the increased availability of target cells [30]. Because the total viral load decreases in the presence of drugs, the CTL immune response eventually converges to a lower level (compare Fig. 2(d) and Fig. 4(d)). Although the CTL immune response is not strong under a low level of antigen stimulation, it can further reduce the viral load under treatment by comparing the steady states in Fig. 2 and Fig. 4, namely, $\frac{\nu_f' + \nu_{fr}'}{\nu_f' + \nu_{fr}'} > \frac{\nu_f' + \nu_{fr}'}{\nu_f' + \nu_{fr}'}$. This prediction is consistent with that found in [62, 58]. From Fig. 4(b) and (c), we also notice that the wild-type virus dominates the virus population with parameter values used in the simulation.
To obtain the condition under which the drug-resistant stain invades and outcompetes the wild-type strain, we perform the numerical simulation in Fig. 5. As stated in document [23], the overall drug efficacy may be as low as 68% for some combination therapies, meaning that $\eta_s$ is almost impossible to equal 1. Without losing generality, we assume that the maximum value of $\eta_s$ is 0.9. The dark surface shows the reproductive number of wild-type strain and the light surface is the resistant strain (Fig. 5(a)). Figure 5(b) is the projection of Fig. 5(a) on the $\beta_s - \eta_s$ plane and Fig. 5(c) is part of Fig. 5(b). For the drug-resistant strain to dominate the virus population, the reproduction number of the resistant strain needs to be greater than that of the sensitive strain. In Fig. 5(a), we observe that $R'_s$ is greater than or equal to $R'_r$ when $\eta_s$ is less than 0.51. In other words, the resistant strain may be able to invade and outcompete the wild-type strain when the drug efficacy $\eta_s$ is above the numerical threshold 0.51. This result also indicates that the resistant strain may not be an issue during treatment if the drugs are less effective. For a small infection rate $\beta_s$, $R'_r$ and $R'_s$ both become less than 1 as the overall drug efficacy of combination therapy $\eta_s$ increases to above a threshold value. This means that both strains of virus will be eradicated for a high efficacy (Fig. 5(b)).
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**Figure 5.** Invasion of drug-resistant virus. (a) Effects of the infection rate $\beta_s$ and overall drug efficacy $\eta_s$ on $R'_s$ and $R'_r$. (b) The projection of (a) on the $\beta_s - \eta_s$ plane. (c) Part of (b) when $\eta_s$ is from 0.4 to 0.6. The vertical line in magenta represents $\eta_s = 0.51$. In the simulation, we assume that $\eta_r = 0.23\eta_s$, $\beta_r = 0.83\beta_s$. The other parameters are given in Table 1.

From Fig. 5, we know that under certain conditions the resistant strain can invade the wild-type strain during treatment. Figure 6 depicts the dynamics of system (4) when $\eta_s$ is greater than 0.51 or less than 0.51. In Fig. 6(a) and (b), $\eta_s = 0.6876$ and $R'_s = 0.9778 < 1 < R'_r = 1.455$, $R'_{cr} = 312.7 > 1$. Thus, the solutions of the system
Figure 6. Predicted dynamics of system (4) when drug resistance invades during treatment. Figure (a) – (b) shows the wild-type virus and the resistant virus, respectively. \( \eta_s = 0.6876, \eta_r = 0.1635, R'_s = 0.9778 < 1 < R'_r = 1.455, R_{cr} = 312.7 > 1. \) The solutions of the system converge to the infected equilibrium with drug-resistant strain and CTL immune response \( E^{cr} = (928780, 0, 0, 1756.85, 45817.3, 52.7080). \) Figure (c) – (d) is similar to (a) – (b) except \( \eta_s = 0.4330, \eta_r = 0.0957. \) In this case, \( R'_s = 1.573 < R'_r = 1.775, R'_{cs} = 436.6 > 1. \) Both strains of virus persist and the solutions of the system converge to the interior equilibrium \( E'^* = (872574, 2744.46, 86963.0, 0.722593, 18.1288, 82.2710). \) The parameters are from Table 1.

The solutions of the system converge to the infected equilibrium with drug-resistant strain and CTL immune response \( E^{cr} = (928780, 0, 0, 1756.85, 45817.3, 52.7080). \) In Fig. 6(c) and (d), \( \eta_s = 0.4330 \) and \( R'_r = 1.573 < R'_s = 1.775, R'_{cs} = 436.6 > 1. \) The solutions of the system converge to the interior equilibrium \( E'^* = (872574, 2744.46, 86963.0, 0.722593, 18.1288, 82.2710). \) These simulations agree with the analytical stability and invasion results. Based on these results, we will study the role of CTL immune response in the evolution of drug-resistant virus in the presence of treatment (in the case that the drug-resistant strain has prevailed over the wild-type strain).

Figure 7 shows how the immune cell proliferation affects the dynamics of drug-resistant virus. Wild-type virus dominates the population before treatment and it simulates the CTL immune response [27]. Drug administration leads to the decline of the wild-type strain and the emergence of drug-resistant strain. In Fig. 7, we chose \( \eta_s = 0.5328 \) such that drug-resistant strain dominates the population. We found that the CTL immune response has a significant effect on the change of virus (especially drug-resistant virus). In the absence of CTLs (i.e. \( c = 0 \)), the wild-type virus experiences a substantial increase to the peak level, followed by a decline to extinction, while drug-resistant virus increases to a stable steady state (see Fig. 7(b,c)). Including CTLs significantly reduces the drug-resistant viral load (Fig. 7(c)). The results show that the CTL immune response can limit the development
Figure 7. Dynamics of system (4) with different values of $c$ (the proliferation rate of CTLs). Green dashed-dot line is for $c = 0$, black solid line is for $c = 0.00003$, blue dashed line is for $c = 0.0002$, and red dot line is for $c = 0.001$. We chose $\eta_s = 0.5328$, $\eta_r = 0.1221$ and the other parameters can be found in Table 1.

Figure 8. Drug resistance dynamics under different drug efficacies. (a) The immune clearance rate is $b = 0.1$ and (b) $b = 0.01$. Green curve is for $\eta_s = 0.52, \eta_r = 0.12$, red curve is for $\eta_s = 0.69, \eta_r = 0.16$, and blue curve is for $\eta_s = 0.96, \eta_r = 0.29$. $c$ is fixed at 0.001 and other parameters are given in Table 1.

of the drug-resistant strain even when the resistant virus outcompetes the wild-type strain and dominates the virus population.

Figure 8 shows how the immune decay and drug efficacy affect the drug resistance dynamics. We studied the dynamics of the resistant virus using different values of $b$ (the death rate of CTLs) and drug efficacies. In Fig. 8(a), we chose $b = 0.1$ and in Fig. 8(b), we chose a smaller value $b = 0.01$. The values of the other parameters are the same as those in Fig. 7. It is clear that the slower the immune response wanes, the slower the resistant strain arises (compare (a) with (b)). Furthermore, the decay of CTL immune responses plays an important role in the dynamics of drug-resistant virus when treatment is not very effective. Interestingly, comparing
\( \eta_s = 0.52 \) (green line) and \( \eta_s = 0.96 \) (blue line), the drug-resistant virus increases to the maximum viral load when \( \eta_s = 0.69 \) (red line). This implies that drug efficacy in the intermediate range is more likely to lead to the growth of drug-resistant virus. In fact, there is a dynamic relationship between drug efficacy and the growth of drug-resistant virus. When the drug efficacy is small, drug selection pressure is low. Wild-type virus outcompetes drug-resistant virus. The resistant virus remains at a very low level compared with the wild-type virus although two strains coexist (see Fig. 6(c,d)); when the drug efficacy is very high, wild-type virus will be completely suppressed. Drug resistant virus is suppressed, too, because we assume that drug resistant virus is still partially sensitive to the treatment.

4. Discussion and conclusion. In HIV-infected patients, ART can suppress the viral load to below the detection limit but cannot achieve viral eradication. Ongoing viral replication, particularly in patients receiving suboptimal treatment, may lead to the accumulation of drug-resistant virus and treatment failure. Mathematical models have been developed to study the prevalence of mutant variants before therapy and their competition with the wild-type virus in the presence of drug pressure [42, 43, 52, 37, 38, 50, 29]. Many models ignored the effect of CTL immune responses, which play an important role in controlling viral replication. In a recent study, Ngina et al. [29] used a ten-dimensional model to evaluate the optimal treatment strategy that minimizes the levels of drug resistant and wild type viruses. The paper also includes CD8+ T-cells in the model and found that protease inhibitor might be a very effective drug in controlling HIV infection.

In this paper, we analyze a two-strain viral dynamic model that includes the effect of CTL responses. We start with a model that describes the interaction between the two strains (mutant and wild-type) and the immune system before treatment. Before therapy, the mutant strain exists due to mutations during RNA reverse transcription. Including CTL effect in the model leads to lower levels of both wild-type and mutant virus, and a higher level of uninfected CD4+ T cell (Fig. 2). Mathematical analysis of the model shows that there are five possible steady states: infection-free equilibrium \( E^0 \), CTL immune-free equilibrium \( E^f \), infected equilibrium with only drug-resistant strain \( E^r \), infected equilibrium with drug-resistant strain and CTL immune response \( E^{rc} \) and the positive equilibrium \( E^{\ast} \) (in which all the variables are positive). The basic reproductive number \( R_0 = \max \{R_s, R_r\} \) and the CTL immune response reproduction numbers for two strains \( (R_{cs}, R_{cr}) \) are obtained. We show that the local stability of equilibria are determined by the relative magnitudes of the reproduction numbers \( R_0, R_{cs} \) and \( R_{cr} \) (Table 2). In view of the important role of the reproduction numbers \( R_0, R_{cs} \) and \( R_{cr} \) on the dynamics, we also perform the sensitivity analysis of these reproduction numbers on a few key parameters through Monte-Carlo simulation (Fig. 3).

HIV morbidity and mortality have been significantly reduced because of the administration of highly active antiretroviral therapy since the mid-1990s [28]. Drug resistance can emerge, persist, and pose a challenge for future treatment, particularly in patients with suboptimal treatment [10]. We include drug therapy in the two-strain model with CTL response. The inclusion of treatment doesn’t bring difficulty in the analysis of the model because drug efficacy is assumed to be constant. Numerical investigations show that that the combination of CTL response and drug treatment can further control HIV infection and replication (see Fig. 2 and Fig. 4). We have obtained the invasion conditions under which the drug-resistant strain can
outcompete the wild-type strain in the presence of drug pressure (Fig. 5). There is a balance between drug use, the prevalence of drug resistance, and the overall viral load. Immune response was also shown to play an important role in the control of drug resistance (Fig. 7 and Fig. 8). Immunotherapy that aims to enhance the immune response, combined with antiretroviral therapy, may result in a functional control of HIV infection.

Appendix. (i) Stability of the infection-free equilibrium.

From equation (2), we obtain the characteristic equation at $E^0$

$$(\xi + d)(\xi + b)\left(\xi^2 + (\delta + d_1)\xi + \delta d_1 - (1 - \mu)p_s \beta_s \frac{\lambda}{d}\right)\left(\xi^2 + (\delta + d_1)\xi + \delta d_1 - p_r \beta_r \frac{\lambda}{d}\right) = 0,$$

(5)

where $\xi$ is the eigenvalue. Equation (5) has two negative eigenvalues $-d$ and $-b$. The remaining four eigenvalues have negative real part if $R_0 < 1$ (i.e. $R_s < 1$ and $R_r < 1$).

(ii) Stability of the infected equilibrium with only drug-resistant strain.

The characteristic polynomial at the steady state $E^r$ is given by

$$(-d - \frac{\lambda \beta_r p_r (1 - \frac{1}{R_r})}{d_1 \delta} - \xi) \left(\xi^2 + (d_1 + \delta)\xi + \delta d_1 - (1 - \mu)\beta_s p_s \frac{\delta d_1}{\beta_r p_r}\right) \times 
\left(\frac{c\lambda (1 - \frac{1}{R_r})}{\delta} - b - \xi\right)\left(\xi^2 + (d R_r + d_1 + \delta)\xi^2 + (d_1 + \delta) d R_r \xi + \delta d_1 d(R_r - 1)\right) = 0.$$  

(6)

Equation (6) has solutions $\xi_1 = -d - \frac{\lambda \beta_r p_r (1 - \frac{1}{R_r})}{d_1 \delta}$ and $\xi_2 = \frac{c\lambda (1 - \frac{1}{R_r})}{\delta} - b$. It is clear that $\xi_1 < 0$ when $R_r > 1$, and $\xi_2 < 0$ when $R_{cr} < 1$.

Let

$$Q(\xi) = \xi^2 + (d_1 + \delta)\xi + \delta d_1 - (1 - \mu)\beta_s p_s \frac{\delta d_1}{\beta_r p_r}.$$  

(7)

We know that all the roots of $Q(\xi) = 0$ have negative real part when $R_s < R_r$.

The remaining eigenvalues are determined by the following equation

$$\xi^3 + a_1 \xi^2 + a_2 \xi + a_3 = 0,$$

(8)

where

$$a_1 = d R_r + d_1 + \delta > 0, \quad a_2 = (d_1 + \delta) d R_r > 0, \quad a_3 = \delta d_1 d(R_r - 1).$$

We have $a_3 > 0$ when $R_r > 1$. Moreover, we can verify that

$$H_1 = a_1 > 0, \quad H_2 = a_1 a_2 - a_3 > 0.$$  

(9)

By Routh-Hurwitz criterion, all the roots of equation (8) have negative real part. Therefore, $E^r$ is locally asymptotically stable (L.A.S) when $R_r > R_s, R_r > 1, R_{cr} < 1$.

(iii) Stability of the infected equilibrium with drug-resistant strain and CTL immune response.
When eigenvalues are determined by the following equation where

\[
(\xi^2 + \left(\frac{(R_r - 1)c\lambda - \delta bR_r}{c\lambda + bR_r}\delta + \delta + d_1\right)\xi + d_1(\delta + \frac{(R_r - 1)c\lambda - \delta bR_r}{c\lambda + bR_r}\delta) - (1 - \mu)\times p_s\beta_s \frac{\lambda^2 c}{(\lambda c + R_r\delta b)d}) \times \left(\xi^4 + a_1\xi^3 + a_2\xi^2 + a_3\xi + a_4\right) = 0,
\]

where

\[
a_1 = d + \delta + d_1 + \beta_r \frac{bp_r}{cd_1} + \frac{(R_r - 1)c\lambda - \delta bR_r}{c\lambda + bR_r}\delta, \\
a_2 = \frac{1}{c\lambda + R_r\delta b} \left(\left(c\lambda\delta + bd_1\delta\right)\left(d + \frac{bp_r\beta_r}{cd_1}\right) - b^2\delta^2\right)R_r + cd_1\lambda(d + \frac{bp_r\beta_r}{cd_1}) + \beta c\lambda(\delta b(R_r - 1)), \\
a_3 = \frac{1}{c\lambda + R_r\delta b} \left(b\delta(d_1 + d + \frac{bp_r\beta_r}{cd_1})(c\lambda(R_r - 1) - bR_r\delta) + \frac{p_r^2\beta_r^2\lambda^2b}{d_1}\right), \\
a_4 = \frac{1}{c\lambda + R_r\delta b} \left(d_1\delta(c\lambda(R_r - 1) - bR_r\delta)(d + \frac{bp_r\beta_r}{cd_1})\right).
\]

Let

\[
F(\xi) = \xi^2 + \left(\frac{(R_r - 1)c\lambda - \delta bR_r}{c\lambda + bR_r}\delta + \delta + d_1\right)\xi + d_1(\delta + \frac{(R_r - 1)c\lambda - \delta bR_r}{c\lambda + bR_r}\delta) - (1 - \mu)p_s\beta_s \frac{\lambda^2 c}{(\lambda c + R_r\delta b)d}.
\]

When \(R_r > R_s\), all the roots of \(F(\xi) = 0\) have negative real part. The remaining eigenvalues are determined by the following equation

\[
\xi^4 + a_1\xi^3 + a_2\xi^2 + a_3\xi + a_4 = 0,
\]

where \(a_1 > 0\) and \(a_4 > 0\). When \(R_r > 1, R_{cr} > 1\), the inequalities \(a_2 > 0, a_3 > 0\) are also valid. Moreover, we can verify that

\[
H_1 = a_1 > 0, \quad H_2 = a_1a_2 - a_3 > 0, \quad H_3 = a_1a_2a_3 - a_3^2 - a_1^2a_4 > 0, \quad H_4 = a_4H_3 > 0.
\]

Again by Routh-Hurwitz criterion, we know that all the roots of the polynomial equation (12) have negative real parts. Thus, the equilibrium \(E^{rc}\) is L.A.S when \(R_r > R_s, R_r > 1, R_{cr} > 1\).

(iv) Stability of the CTL immune-free equilibrium.

We have the following characteristic equation at \(E^f\)

\[
\left(\frac{c\lambda(R_s - 1)}{R_s\delta} - b - \xi\right)(\xi^5 + a_1\xi^4 + a_2\xi^3 + a_3\xi^2 + a_4\xi + a_5) = 0,
\]

(14)
where
\[ a_1 = 2d_1 + \delta + R_s d + \delta, \quad a_2 = (d_1 + R_s d + \delta)(d_1 + \delta) + (R_s d d_1 + \delta d_1(1 - \frac{R_r}{R_s}) + R_s d \delta), \]
\[ a_3 = (R_s - 1)d d_1 \delta + (R_s d d_1 + R_s d \delta + \delta d_1(1 - \frac{R_r}{R_s}))(d_1 + \delta) + R_s d d_1 \delta - \lambda \beta \rho, \]
\[ a_4 = (R_s - 1)d d_1 \delta(d_1 + \delta)(R_s d d_1 \delta - \lambda \beta \rho)(d_1 + \delta), \]
\[ a_5 = (1 - (1 - \mu)R_r) \frac{\delta^2 dd_1(R_s - 1)(R_r - R_s)}{(1 - \mu)R_r - R_s}. \]

We have \( \xi_1 = \frac{c \lambda (R_r - 1)}{R_r \delta} - b < 0 \) when \( R_{cr} < 1 \). The remaining eigenvalues are determined by the equation
\[ \xi^5 + a_1 \xi^4 + a_2 \xi^3 + a_3 \xi^2 + a_4 \xi + a_5 = 0, \quad (15) \]
where \( a_1 > 0 \). When \( R_s > R_r, R_s > 1 \), we further have \( a_2 > 0, a_3 > 0, a_4 > 0, a_5 > 0 \). We can also verify that
\[ H_1 = a_1 > 0, \quad H_2 = a_1 a_2 - a_3 > 0, \quad H_3 = a_1 a_2 a_3 + a_1 a_5 - a_3^2 - a_1^2 a_4 > 0, \]
\[ H_4 = a_3 H_3 + a_1 a_4 a_5 - a_2 a_3 H_2 - a_5^2 > 0, \quad H_5 = a_5 H_4 > 0. \quad (16) \]

By Routh-Hurwitz criterion, all the roots of the polynomial equation (15) have negative real part. Thus, the equilibrium \( E^I \) is L.A.S when \( R_s > R_r, R_s > 1, R_{cr} < 1 \).

(v) Simplify model (3) to model (4).

![Figure 9](image_url)

Figure 9. (a) The difference between non-infectious and infectious wild-type virus concentrations. (b) The difference between non-infectious and infectious drug-resistant virus concentrations. Shortly after initiation of potent antiretroviral therapy, the difference between non-infectious and infectious viral levels (logarithm with base 10) approaches a constant. The parameters can be found in Table 1.

From Fig. 9, we notice that the differences between infectious virus and non-infectious virus, both wild-type and drug-resistant virus, i.e., \(| \log_{10} V_{NI} - \log_{10} V^I_s | \) and \(| \log_{10} V_{NI} - \log_{10} V^I_s | \), approach a constant after a short time under protease inhibitor therapy. This result is consistent with that found in [45]. Therefore, we can simplify the model in the same way as in reference [45]. To be more precise, let
\[ \eta_h = 1 - (1 - \varepsilon_{RTI})(1 - \varepsilon_{PT}), \quad V^I_s = \alpha V^N_s, \quad V_s = V^I_s + V^N_s. \]
Hence
\[ V_s' = \frac{\alpha}{1+\alpha} V_s, \]  
and
\[ \frac{dV_s}{dt} = 1 + \frac{\alpha}{1-\varepsilon_{PI}} (p_s T_s - d_s V_s). \]  
On the other hand,
\[ \frac{dV_s}{dt} = \frac{dV_s^N}{dt} + \frac{dV_s^f}{dt} = p_s T_s - d_s V_s. \]
Comparing (18) and (19), we get
\[ (1-\varepsilon_{PI}) = \frac{\alpha}{1+\alpha}. \]
Hence
\[ (1-\varepsilon_{RTI}) V_s' = (1-\eta_s) V_s. \]
Let
\[ \eta_r = 1 - (1-\varepsilon_{RTI}) (1-\varepsilon_{PI}) \]
In the same way, we can get
\[ (1-\varepsilon_{RTI}) V_r' = (1-\eta_r) V_r. \]
Therefore, we can simplify model (3) to model (4).
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