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Abstract—In this paper, we consider a large network containing many regions such that each region is equipped with a worker with some data processing and communication capability. For such a network, some workers may become stragglers due to the failure or heavy delay on computing or communicating. To resolve the above stragglers problem, a coded scheme that introduces certain redundancy for every worker was recently proposed, and a gradient coding paradigm was developed to solve convex optimization problems when the network has a centralized fusion center. In this paper, we propose an iterative distributed algorithm, referred as Code-Based Distributed Gradient Descent algorithm (CoDGraD), to solve convex optimization problems over distributed networks. In each iteration of the proposed algorithm, an active worker shares the coded local gradient and the approximated solution of the convex optimization problem with non-straggling workers at the adjacent regions only. In this paper, we also provide the consensus and convergence analysis for the CoDGraD algorithm and we demonstrate its performance via numerical simulations.

Index Terms—distributed optimization, gradient coding, consensus, distributed networks

I. INTRODUCTION

CoN VEX optimization on a network of large size has played a significant role for solving various problems, such as big-data processing in machine learning, distributed parameter estimation in wireless sensor networks, distributed sampling and signal reconstruction, distributed design of filter banks, distributed spectrum sensing in cognitive radio networks, source localization in cellular networks [1, 2, 3, 4, 5, 6, 7]. The objective functions \( f \) in such optimization problems,

\[
    f(x) = \sum_{l=1}^{m} f_l(x), \quad x \in \mathbb{R}^N, \quad (I.1)
\]

are often the summation of some local objective functions \( f_l, 1 \leq l \leq m \), related to a partition of the network. In this paper, we consider the scenario that each region of the partition is equipped with a worker that has some data processing and communication ability, while the network has a fusion center with limited capacity or it does not have a fusion center at all.

For a network with centralized data processing facility, the following optimization problem

\[
    \bar{x} = \arg \min_{x \in \mathbb{R}^N} \sum_{l=1}^{m} f_l(x), \quad (I.2)
\]

associated with the objective function \( f = \sum_{l=1}^{m} f_l \) in (I.1) has been well studied, see [14, 15, 16, 17, 18] and references therein for various algorithms implementable in a strong fusion center or in local workers distributed over the network. Denote the gradient of \( g \) on \( \mathbb{R}^N \) by \( \nabla g \). For a network equipped with one data processing unit only, a conventional approach to the optimization problem (I.2) is the gradient descent algorithm,

\[
    x(k + 1) = x(k) - \frac{\alpha_k}{m} \sum_{l=1}^{m} \nabla f_l(x(k)), \quad k \geq 0, \quad (I.3)
\]

where \( \{\alpha_k\}_{k=0}^{\infty} \) is a positive sequence chosen appropriately [19, 20, 21, 22, 23, 24, 25, 26, 27]. Our illustrative examples of step sizes \( \alpha_k, k \geq 0 \), are

\[
    \alpha_k = (k + a)^{-\theta}, \quad k \geq 0, \quad (I.4)
\]

for some \( \theta \in (1/2, 1) \) and \( a \geq 1 \).

Several distributed versions of the gradient descent algorithm (I.3) have been proposed, including the Adapt-Then-Combine algorithm (ATC) and the Combine-Then-Adapt algorithm (CTA) [13, 16], where implementation of the worker at agent \( l \) is given by

\[
    \begin{align*}
    y_l(k) &= x_l(k) - \alpha_k \nabla f_l(x_l(k)) \\
    x_l(k + 1) &= \sum_{j \in N_l} w_{lj} x_j(k) + y_l(k)
    \end{align*}
\]

and

\[
    \begin{align*}
    y_l(k) &= \sum_{j \in N_l} w_{lj} x_j(k) + y_l(k) \\
    x_l(k + 1) &= y_l(k) - \alpha_k \nabla f_l(x_l(k))
    \end{align*}
\]

respectively, where \( N_l \) contains all adjacent agents of the agent \( l \) for data sharing, and \( (w_{lj})_{1 \leq l \leq m} \) is a consensus matrix. The above ATC and CTA algorithms may reach consensus over all nodes to the optimal solution \( \bar{x} \) in (I.2). They are essentially the same as the gradient descent algorithm (I.3) if the graph to describe topological structure of the network is complete and the consensus weights \( w_{lj} = 1/m, 1 \leq l, j \leq m \). However, comparing with the gradient descent algorithm (I.3), in the implementation of the ATC and CTA algorithms,
we circumvent the expansive evaluation of gradient $\nabla f$ of the global objective function by evaluating gradients $\nabla f_i, 1 \leq i \leq m$, of local objective functions at each worker node and then communicating local gradients to the neighbors with nonzero consensus weights.

In applications such as distributed learning and optimization over the cloud, some workers in the network may become inactive due to the failure or heavy delay on computing or communicating [28, 29, 31]. To resolve the above problem, uncoded and coded local gradients have been proposed in [32, 33, 34] to recover the full gradient from local gradients on active nodes $\Delta \subset \{1, \ldots, m\}$. Without loss of generality, we assume that $\Delta \subset \{1, \ldots, n\}$, where $n \leq m$ is the number of active nodes. In this paper, we follow the coded scheme in [32] and consider the paradigm that for every active node $i$, the global objective function can be recovered from coded objective functions $g_j$ on non-stragglers relative to node $i$, i.e.,

$$f(x) = \sum_{j=1}^{n} a(i, j) g_j(x) \quad (I.7)$$

for some decoding matrix $A = (a(i, j))_{1 \leq i, j \leq n}$. The above requirement is met if the coded scheme for non-stragglers is given by

$$g_i(x) = \sum_{l=1}^{m} b(i, l) f_l(x), \quad 1 \leq i \leq n, \quad (I.8)$$

and the coding matrix $B = (b(i, l))_{1 \leq i \leq n, 1 \leq l \leq m}$ satisfies

$$AB = \mathbf{1}_{n \times m}, \quad (I.9)$$

where $\mathbf{1}_{n \times m}$ is the $n \times m$ matrix with all entries taking value 1.

The coded scheme (I.7) and (I.8) has been used in [32] to solve the global optimization problem (I.2), where the worker at each region evaluates the coded local gradients and sends them to the worker at the master node; then the worker at the master node aggregates a weighted sum of coded local gradients to form the gradient of the global objective function, and applies a centralized gradient descent approach similar to (I.3) to update the approximation to the optimal solution $\bar{x}$ in (I.2); and finally the worker at the master node sends the updated approximation to all local workers on the network for the next iteration. In this paper, based on the coded scheme (I.7) and (I.8), we propose a distributed algorithm to solve the convex optimization problem (I.2).

A. Objectives and Contributions

Since the focus of distributed optimization is overwhelmingly occupied with first-order methods, it is worth trying to enhance such methods rather than employing methods of another type. Our initial aim of this paper is to improve the performance of distributed gradient descent algorithm through utilizing coding. In particular, we focus on the leveraging of coding on the performance of the distributed optimization algorithm and how the convergence rate of these algorithms can be better enhanced through using an appropriate coding scheme based on the network topology.

While distributed optimization is implementable through distributing the local functions among the nodes to sum up to the global optimization function as in (I.1), we follow here an alternative route. We decompose the global function among the nodes in a coded manner and try to implement an algorithm which allows optimization under such scheme (I.7). To this end, we adapt the stochastic form of the decoding matrix $A$ in our proposed algorithm, carry the negativity in some of its coefficients to the gradient operation, and then utilize gradient descent and ascent steps, see (I.6) and (I.3).

In this paper, we do not impose any algebraic structure of the coding matrix $B$ and the decoding matrix $A$, and thus our approach applies for a broader class of coding/decoding matrices as long as the allowed number of stragglers is fulfilled, except that the normalized decoding matrix $|A|$ in (I.8) is assumed to have simple eigenvalue one, see Proposition II.2. Our work has the assumptions of strongly convex global function $f$, Lipschitz continuous (coded) gradients $\nabla g_i$, and uniformly bounded (coded) gradients $\nabla g_i$. We believe that if the coding/decoding matrices have additional structure properties [36], our algorithm could converge under weak requirements on the objective functions and coded gradients.

In this paper, we utilize exact gradient coding for fusion centralized networks and investigate the implications of such coding used in a multi-agent setting. This serves well to our initial aim of showing how enhancement to the convergence rate can be accomplished, see the consensus and convergence conclusions in Sections IV and V of our proposed algorithm. The paradigm of approximate gradient coding is discussed in [35]. It could be an interesting problem to extend our convergence conclusions in the above setting.

In this paper, we work on distributed optimization problem for multi-agent systems on fixed static network topology. Thus, the active nodes are the non-straggler nodes which are fixed throughout the proposed distributed algorithm and where coded local functions are used according to the coding scheme (I.7) instead of the brute decomposition as in (I.1). We postpone the consideration of time-varying straggler networks to a later endeavor.

The implementation of distributed algorithms on static/time-varying networks with stragglers is of importance. We wish that this work may serve as a starting point for a full-fledged investigation to distributed algorithms on static/time-varying networks with stragglers, with applications to the engineering field, such as federated decentralized learning and distributed machine learning.

B. Organization and notations

In Section II we formulate our code-based distributed gradient descent algorithm (CoDGraD) to solve the optimization problem (I.2). In Section III we describe the coordinated distributed formation of the network and its data coding. Then in Sections IV and V we consider the consensus and convergence properties of the proposed CoDGraD algorithm. Afterwards, we demonstrate the performance of CoDGraD through simulation in Section VI. We conclude the paper in Section VII.
In what follows, we use bold capital letters, bold lower case letters and lower case letters for matrices, vectors and scalar variables, respectively. Denote the positive part of a real number $t$ by $t_+ = \max(t,0)$. Denote the dimension $n \times m$ with all entries taking value one by $1_{n \times m}$ (and $1_n$ when $m = 1$) and the unit matrix of size $n \times n$ by $I_n$, and the zero matrix of size $n \times m$ by $0_{n \times m}$ respectively. Denote the transpose of an matrix $A$ by $A^T$, and the transpose and standard $\ell_p$-norm of a vector $x$ by $x^T$ and $\|x\|_p$, $1 \leq p \leq \infty$, respectively.

II. A CODE-BASED DISTRIBUTED GRADIENT DESCENT ALGORITHM

Let the coded objective functions $g_j, 1 \leq j \leq n$, and the decoding matrix $A = (a(i,j))_{1 \leq i,j \leq n}$ be as in the coded scheme (I.7) and (I.8). Set decoding weights

$$w_i = \left( \sum_{j \in \Gamma_i} |a(i,j)| \right)^{-1}, \quad 1 \leq i \leq n,$$

where

$$\Gamma_i = \{ j, \ a(i,j) \neq 0 \}.$$  \hspace{1cm} (II.1)

In [30, 32], all workers not in $\Gamma_i$ are considered as “stragglers” or “non-neighboring workers” for an active node $i$, since coded information at those workers are not used to evaluate the gradient $\nabla f$ of the global objective function $f$ at the node $i$. We remark that in this paper active nodes are those workers that update the network that don’t witness delay or failure on computing or communicating. Being in a fixed static network implementation then all nodes in the graph of the network topology are considered as active nodes.

To solve the optimization problem (I.2), we propose an iterative distributed algorithm with the implementation of the worker at the region $i$ given by

$$\begin{align*}
\begin{cases}
v_i(k) = \nabla g_i(x_i(k)), \\
y_i^+(k) = x_i(k) - \alpha_k v_i(k), \\
y_i^-(k) = x_i(k) + \alpha_k v_i(k), \\
x_i(k+1) = \sum_{j \in \Gamma_i} w_i \left\{ (a(i,j)) + y_i^+(k) - a(i,j) + y_i^-(k) \right\}, \quad k \geq 0,
\end{cases}
\end{align*}$$

where initial $x_i(0)$ are chosen randomly or set zero initially, and step sizes $\alpha_k, k \geq 0$, are so chosen that

$$\sum_{k=0}^{\infty} \alpha_k = \infty \quad \text{and} \quad \sum_{k=0}^{\infty} \alpha_k^2 < \infty.$$  \hspace{1cm} (II.2)

We call this algorithm as a code-based distributed gradient descent algorithm and use CoDGraD for abbreviation. The implementation of the CoDGraD algorithm is described in Algorithm 1.

For our purpose, we consider the coded scheme (I.7) and (I.8) that matches our network topology. Here the network topology is described by an undirected graph $G = (V,E)$, where the worker in each region is represented by a vertex in $V$ and each edge $(l,l') \in E$ means that workers in the regions $l$ and $l' \in V$ have direct communication for data sharing. Therefore the topological matching property of the coded scheme (I.7) and (I.8) is satisfied if the decoding weight $a(i,j)$ takes zero value whenever there is no direct communication between active workers in the region $i$ and $j$, i.e.,

$$a(i,j) = 0 \quad \text{if} \quad (i,j) \notin E.$$

This means that any non-straggler node of any active node $i$ which is contributing in the decoding process must be a neighbor of the active node $i$ in the whole network, i.e., $\Gamma_i \subset \mathcal{N}_i$, where $\Gamma_i$ is given in (II.2). However, the converse is not necessarily true as a non-straggler node may be used in the coding procedure and does not contribute to the active node $i$.

For the above scenario of the coded scheme (I.7) and (I.8), the active worker at each region first evaluates the coded local objective functions independently with no coordination, then it updates its estimate through gradient descent/ascent step, next it shares the updated estimate approximations with neighboring active workers at the adjacent regions, henceforth updating its estimate towards the optimal solution $\bar{x}$. Hence the CoDGraD algorithm is implementable in the network that does not have a fusion center at all.

For the decoding matrix $A$ in (I.7), we define its normalized decoding matrix $A_{\text{nde}} = (\tilde{a}(i,j))_{1 \leq i,j \leq n}$ of size $n \times n$ by

$$\tilde{a}(i,j) = w_i a(i,j), \quad 1 \leq i,j \leq n,$$  \hspace{1cm} (II.5)

and its row stochastic decoding matrix $A_{\text{nde}}$ of size $2n \times 2n$ by

$$A_{\text{nde}} = \begin{pmatrix} \tilde{A}_+ & \tilde{A}_- \\ \bar{A}_+ & \bar{A}_- \end{pmatrix},$$  \hspace{1cm} (II.6)

where $w_i, 1 \leq i \leq n$, are decoding weights in (II.1), and $\tilde{A}_+ = ((\tilde{a}(i,j))^+)_{1 \leq i,j \leq n}$ and $\tilde{A}_- = ((-\tilde{a}(i,j))^+)_{1 \leq i,j \leq n}$ are positive/negative parts of the normalized decoding matrix $A = (\tilde{a}(i,j))_{1 \leq i,j \leq n}$ respectively.

In this paper, we consider the consensus and convergence properties of $x_i(k), k \geq 0$, in the proposed CoDGraD algorithm (II.3) under the following assumptions: (i) The row stochastic matrix $A_{\text{nde}}$ in (II.6) has simple eigenvalue one and all other eigenvalues contained in the open unit complex disk centered at the origin; (ii) The global objective function $f$ is a differentiable strongly convex; (iii) The (coded) local objective functions $g_j, 1 \leq j \leq n$, have bounded gradients; and (iv) the (coded) local objective functions $g_j, 1 \leq j \leq n$ are differentiable and have continuous gradients.

\begin{algorithm}
\textbf{The CoDGraD Algorithm}
\begin{algorithmic}
\State \textbf{Input:} Set tolerance value $\epsilon$ for halting the algorithm and the number of iteration $k = 0$. Initialize an estimate $x_i(0)$ of the optimal solution $\bar{x}$ and approximation error $e_i(0) = \epsilon$ at the worker $i$.
\While {$e_i(k) \geq \epsilon$} \{Halting is done at each node independently with no coordination\}
\State At the worker $i$, use (II.3) to update the estimate $x_i(k)$.
\State Find error $e_i(k+1) = \|x_i(k+1) - x_i(k)\|$ for all $1 \leq i \leq n$.
\State $k = k + 1$
\EndWhile
\State \textbf{Output:} $x_i(k)$ and $k$.
\end{algorithmic}
\end{algorithm}
A. Conditions on the Network Topology and Coding Scheme

The code-decode scheme in (1.9) presented in this paper is essentially the same as the scheme in [32], where \( n, m, s \) denote the number of workers, samples and stragglers respectively. Let \( \Gamma, 1 \leq i \leq n, \) be given in (1.2) and denote their complements by \( \Gamma^c, 1 \leq i \leq n. \) Therefore we require that stragglers to a node \( i \) are contained in \( \Gamma^c, 1 \leq i \leq n. \)

In the following, we consider two scenarios of network topology in which the matrix \( A_{\text{sde}} \) used in the CoDGraD algorithm (1.3) has simple eigenvalue one and all other eigenvalues contained in the open unit complex disk centered at the origin. The first scenario is of full cyclic assignment of the active workers after certain permutation, i.e., the decoding matrix \( A = (a(i,j))_{1 \leq i,j \leq n} \) with the first row having its first \( n-s \) entries assigned as non-zero, and as we move down the rows, the positions of the \( n-s \) non-zero entries shifting one step to the right, and cycle around until the last row. Mathematically, the decoding matrix \( A \) satisfies the following conditions:

\[
a(i,j) \neq 0 \tag{II.7}
\]

for all \( (i, j) \) satisfying either \( i \leq j \leq \min(i + n-s, n) \) or \( j + s \leq i, \) cf., [32] eq.10. For the above scenario, we have

Proposition II.1. Let \( 1 \leq s \leq n-1 \) and the decoding matrix \( A \) satisfy (II.7). Then the matrix \( A_{\text{sde}} \) used in the CoDGraD algorithm (1.3) has simple eigenvalue one and all other eigenvalues contained in the open unit complex disk centered at the origin.

Denote the normalized decoding matrix of the decoding matrix \( A \) by

\[
|A| = \frac{|a(i,j)|}{1 \leq i,j \leq n}, \tag{II.8}
\]

where \( a(i,j), 1 \leq i,j \leq n, \) are given in (1.5). By (1.5), the normalized decoding matrix \( |A| \) has row stochastic property. To prove Proposition II.1 we need an equivalence between the eigenvalue properties for the row stochastic matrices \( A_{\text{sde}} \) and \( |A|. \)

Proposition II.2. The algebraic multiplicities of nonzero eigenvalues of stochastic decoding matrices \( A_{\text{sde}} \) and \( |A| \) are the same.

The proof of the above proposition will be given in Appendix A. We assume that Proposition eigenvalueone.pr holds and we give the proof of Proposition II.1 below.

Proof of Proposition II.1

Set \( B = |A|, \) and write \( B^k = (b_k(i,j))_{1 \leq i,j \leq n}, \) \( k \geq 1, \) and also \( B = (b(i,j))_{1 \leq i,j \leq n} \) for \( k = 1. \) Then \( B \) is a row stochastic matrix with nonzero diagonal entries. By Perron-Frobenius theorem and Proposition II.2, it is suffices to prove that \( B \) is irreducible, i.e., for any \( 1 \leq i,j \leq n, \) there exists \( k \geq 1 \) such that

\[
b_k(i,j) \neq 0. \tag{II.9}
\]

By the assumption on the decode matrix \( A, \) we have

\[
b(i,j) \neq 0 \text{ if } i \leq j \leq i + n-s \text{ and if } j + s \leq i. \tag{II.10}
\]

Observe that for any \( 1 \leq i,j \leq n, \) we have

\[
b_{k+1}(i,j) = \sum_{l=1}^{n} b(b(l,j))_{1 \leq i,j \leq n} b(i,l) b_{k}(i,j) \geq \sum_{l=1}^{\min(i+n-s,n)} b(i,l) b_{k}(i,j) \geq n/2.
\]

By (II.10) and (II.11), we can prove by induction on \( k \) that \( b_k(i,j) \neq 0 \) for all \( (i,j) \) satisfying either \( i \leq j \leq \min(i + k(n-s), n) \) or \( j + k s \leq i. \) This proves (II.9) for all \( k \geq n/s \) and completes the proof.

Let \( G_A = (V, E_A) \) be the graph to describe the network topology in which there is an edge \((l,l') \in E_A\) if and only if \( a(i,j) \neq 0. \) Define the minimum out/in degree of the network graph \( G_A \) by \( \delta_{\text{out}}(G_A) = \min_{1 \leq i \leq n} \# \{ j \mid a(i,j) \neq 0 \} \) and \( \delta_{\text{in}}(G_A) = \min_{1 \leq i \leq n} \# \{ j \mid a(j,i) \neq 0 \} \) respectively. Next we consider the scenario of the network topology that

\[
\delta(G_A) : = \min (\delta_{\text{out}}(G_A), \delta_{\text{in}}(G_A)) > n/2. \tag{II.12}
\]

In the above scenario, for each active node there are at least \( \delta(G) \) non-straggler to receive information from and to send information to.

Proposition II.3. If (II.12) holds, then the matrix \( A_{\text{sde}} \) used in the CoDGraD algorithm (1.3) has simple eigenvalue one and all other eigenvalues contained in the open unit complex disk centered at the origin.

Proof. Following the argument used in the proof of Proposition II.1 it suffices to prove

\[
b_2(i,j) \neq 0 \text{ for all } 1 \leq i,j \leq n. \tag{II.13}
\]

Set \( C_1 = \{ l \mid b(l,l) \neq 0 \} \) and \( C_2 = \{ l \mid b(l,j) \neq 0 \}. \) By the assumption on the decoding matrix \( A, \) they contain at least \( \delta(G) > n/2 \) elements contained in \( C_1 \) and \( C_2 \) respectively, and hence there exists \( l_0 \in C_1 \cap C_2. \) Hence

\[
b_2(i,j) = \sum_{l=1}^{n} b(b(l,j))_{1 \leq i,j \leq n} b(i,l_0) b(l_0,j) > 0.
\]

This proves (II.13) and completes the proof.

III. Coordinated Distributed Coding

A. Network Formation

1) Network Detection: A node gets activated and decides to form a network coded CoDGraD implementation. We signify this node as the coordinator node. The coordinator node sends a message containing a label identifying the CoDGraD implementation, the transmitting node (i.e., which is itself), the accumulated path of the message (i.e., currently the node itself), and its public key. When a neighboring node receives that message it transmits a message containing the label of the received message, the current transmitting node (i.e., which is the current node), the accumulated path of message (i.e., appending previous message path with the current transmitting node) and an encrypted message block. This neighboring node also sends in its encrypted message block part; its symmetric key with its identifier both encrypted with the coordinator.
node public key. This process of transmitting a message and receiving a message then retransmitting continues henceforth until one of the two halting criteria is met.

1) If the to-be-transmitted message at a node contains in its accumulated path an edge which is traversed twice in the same direction, then this message will not be retransmitted.

2) A desired time that takes into the consideration the size of the network to be designed and its desired performance is set. After that time, the coordinator node would have received messages related to its CoDGraD implementation, that contain the label, the transmitting nodes and the accumulated paths.

Every time criterion 2 is met, the coordinator node forms from the accumulated paths the adjacency matrix of the interacting nodes. And according to the designed coding scheme and the allowed number of stragglers, the coordinator node decides on the nodes that need to join the network thus satisfying the stragglers and data partitions’ redundancy thresholds. Thus it forms the network adjacency matrix and its related coding schemes encoding and decoding matrices $A_{sde}$ and $B$, i.e., the decoding matrix used for the weighing matrix and the gradient coding matrix used for information privacy. The coordinator node will also decrypts all encrypted data in the encrypted message block of the message, thus retrieving the symmetric keys of each node of the network that were encrypted with its public key.

2) Network Forming and Coding: Following the protocol described in the preceding subsection, the coordinator node sends a new message containing the label of the network, an encrypted information containing the weights relative to the node that will join the network (i.e., $A_{sde}$ row), and also an encrypted information containing the coefficients of the coded gradients of the node to join the network (i.e., $B$ row for computing $\nabla g_j$). Subsequently, each node will recover this encrypted information through privacy symmetric keys between the coordinator node and itself.

More precisely, the coordinator node sends in the encrypted message block of the message the row of $A_{sde}$ identified with node $i$, for all nodes $i \in G$, each encrypted with the respective symmetric key of node $i$ that was decrypted in the previous step. It also sends the weight of $\nabla f_i$ (i.e., $B_{ji}$) that will be used in coding node $i$ primary gradient in its neighbor $j$ and the symmetric key of node $j$, both encrypted with the symmetric key of node $i$ which was decrypted in the previous step. It performs this operation for all nodes $i$ and their respective neighbors $j \in N_i$, accordingly. In this message there are also the transmitting node and accumulated path information as before.

This message might also contain the adjacency matrix of the designed network and the adjacency matrix of the larger network that also contains nodes that are not allowed to join the network at this time due to not meeting the straggler threshold. All this adjacency information is also encrypted in such a way that only nodes of the designed network can access this information and only the information related to their neighborhoods.

Meanwhile, the coordinator node and all other nodes of the network will separate their raw data into two parts. The primary information containing the initial raw data at the node and the secondary information containing the coded information formed from neighboring nodes due to CoDGraD coding. When the coordinator node sends the previously described message it also sends its coded primary information to its neighboring vicinity. Thus, it sends its partition of raw data weighted with the weights $B_{ji}$ for all $j \in N_1$, each encrypted with the symmetric key of node $j$ decrypted previously by the coordinator node. And obviously, the coordinator node (i.e., node 1) will have access of the row of $A_{sde}$ found in the previous step. As for the other nodes that are allowed by the coordinator node to join the network, when they receive this message they send the same message to their neighboring nodes with the new transmitting node information and the accumulated paths. They will also decrypt using their symmetric keys all the information related to them in the encrypted message block. Thus, each node $i$ will be able to decrypt the row of $A_{sde}$ identified with it, and the weight $B_{ji}$ that will be used in coding the primary data partitions (i.e., the coded gradients $\nabla g_j$) at node $j$, together with the symmetric key of its neighbor $j$, for all of its neighbors $j \in N_i$. At the first reception of this message the receiving node $i$ also transmits in conjunction to the above described message (i.e., probably in a different channel) its primary raw information weighted by weights $B_{ji}$ for all $j \in N_i$, each encrypted with the symmetric key of node $j \in N_i$ decrypted previously. In the same way when a node $j$ receives the encrypted primary raw data containing the data partitions used for evaluating the coded gradients $\nabla g_j$ from each neighboring node $i \in N_j$, it
decrypts with its symmetric key the coded data part of each of its neighbors $i$ and stores it in its secondary information.

Thus, as it was mentioned before, by now each node will be able, according to the received encrypted coded primary information from neighboring nodes and the encrypted coefficients of the coding scheme, to form its weights matrix row part (i.e., $A_{sde}$ row) and the coded secondary information needed in gradient coding (i.e., computes $\nabla g_i$).

The message at a node is not transmitted again, if as before, it contains in its accumulated path an edge crossed in the same direction twice. Meanwhile, the primary information is transmitted only once or according to a designed protocol, one example would be, when all its neighbors send a message signifying that they received that information. This process continues until the coordinator node receives all messages containing the sent encrypted information with the accumulated paths and conceives that all nodes in the desired network have coded their data and formed their weighting coefficients. Then it decides to implement the CoDGrAD algorithm.

3) Adding nodes to already formed network: While the CoDGrAD algorithm is in process, when a node detects a message from a new active node it sends an encrypted message containing the updated neighborhood of this node with the new out of network node. This new node detection can be perceived directly through the new node sensing a source different from its usual neighbors or can also be recognized if the node detects a new neighbor not in the neighborhood adjacency matrix row which was communicated to it by the coordinator node in the previous step. Note that the latter policy is usually used if the update of the new adjacency matrix is accomplished only at the coordinator node and the first if any node in the network can perform such adjacency matrix upgrade. This follows for all nodes that detect new nodes. And when these messages are received by other nodes in the network they send this encrypted information to neighboring nodes only when they receive these messages for the first time. When the coordinator node receives these updated neighborhoods in an encrypted manner it deciphers the adjacency matrix of the resulting new network and if the new nodes meet the straggler threshold they are added to the network and a new updated network is formed. Henceforth, the coordinator node, as in stage 2, sends the encrypted messages of the adjacency matrices and coding schemes and allow the formation of a new network with new coding containing the allowed new nodes and thus implementing the CoDGrAD on this new network.

It is worth mentioning that in our analysis we focused on static topology with fixed straggler nodes and thus fixed weighing and gradient coding matrices. Although we encrypted the information which allows upgrading to dynamic networks with privacy due to encrypting, however, we restrict our analysis to one weighing matrix and one coding scheme. Dynamic networks with the same nodes require protocol that uses the encoding matrix $A$ of all possible $s+1$-combinations, where $s$ is the maximum number of allowed stragglers, and the process of adding new nodes needs the use of new weighing matrices (i.e., a new coding scheme), so we will leave their analysis to a future work. Although we can also use one coding scheme and one weighting matrix for a dynamic network, the one corresponding to the $n-s$ non-straggler combinations but its performance will be considerably degraded.

Meanwhile, it is also worth noting that we could have allowed any node to upgrade the coding scheme whence it receives information about a neighborhood of a new node with the allowed straggler threshold. But we have restricted that to one node and specifically the coordinator node in order to preserve encrypted privacy keys designed due to that node. And thus not allowing the first approach since then we need to disclose the whole adjacency matrix to all nodes. By performing that we would be unable to preserve privacy through allowing only neighborhood information to be disclosed to each node of the network while keeping the whole information to the coordinator node, the CoDGrAD implementer. However, we can allow other nodes to send this information if they keep it encrypted through encrypting keys between them and the rest of the nodes.
Then the CoDGraD algorithm (II.3) can be rewritten as

\[ C \] = \begin{pmatrix} 1 & \cdots & 1 \end{pmatrix}^T \] and \( a \) is the stationary probability vector invariant under the row stochastic matrix \( A \), i.e., the left eigenvector of \( A \) associated with eigenvalue one that satisfies

\[ \tilde{A}^T A \tilde{a} \] = \[ \tilde{a}^T \tilde{1}_{2n} = 1. \] (IV.12)

Then the consensus property (IV.2) reduces to establishing

\[ \lim_{k \to \infty} \| \hat{z}(k) \|_2, \infty = 0, \] (IV.13)

where \( \| \hat{z}(k) \|_2, \infty = \sup_{1 \leq i \leq 2n} \| \hat{z}_i(k) \| \) for a vector \( \hat{z} = (z_i)_{1 \leq i \leq 2n} \) with entries \( z_i \in \mathbb{R}^N, 1 \leq i \leq 2n. \)

By (IV.11) and (IV.12), we have

\[ \| \bar{z}(k) \|_2, \infty = 0, \] (IV.13)

where \( \| \bar{z}(k) \|_2, \infty = \sup_{1 \leq i \leq 2n} \| \bar{z}_i(k) \| \) for a vector \( \bar{z} = (z_i)_{1 \leq i \leq 2n} \) with entries \( z_i \in \mathbb{R}^N, 1 \leq i \leq 2n. \)

By (IV.11) and (IV.12), we have

\[ \| \bar{z}(k) \|_2, \infty = 0, \] (IV.13)

where \( \| \bar{z}(k) \|_2, \infty = \sup_{1 \leq i \leq 2n} \| \bar{z}_i(k) \| \) for a vector \( \bar{z} = (z_i)_{1 \leq i \leq 2n} \) with entries \( z_i \in \mathbb{R}^N, 1 \leq i \leq 2n. \)

By (IV.11) and (IV.12), we have

\[ \| \bar{z}(k) \|_2, \infty = 0, \] (IV.13)

where \( \| \bar{z}(k) \|_2, \infty = \sup_{1 \leq i \leq 2n} \| \bar{z}_i(k) \| \) for a vector \( \bar{z} = (z_i)_{1 \leq i \leq 2n} \) with entries \( z_i \in \mathbb{R}^N, 1 \leq i \leq 2n. \)

By (IV.11) and (IV.12), we have

\[ \| \bar{z}(k) \|_2, \infty = 0, \] (IV.13)

where \( \| \bar{z}(k) \|_2, \infty = \sup_{1 \leq i \leq 2n} \| \bar{z}_i(k) \| \) for a vector \( \bar{z} = (z_i)_{1 \leq i \leq 2n} \) with entries \( z_i \in \mathbb{R}^N, 1 \leq i \leq 2n. \)

By (IV.11) and (IV.12), we have

\[ \| \bar{z}(k) \|_2, \infty = 0, \] (IV.13)

where \( \| \bar{z}(k) \|_2, \infty = \sup_{1 \leq i \leq 2n} \| \bar{z}_i(k) \| \) for a vector \( \bar{z} = (z_i)_{1 \leq i \leq 2n} \) with entries \( z_i \in \mathbb{R}^N, 1 \leq i \leq 2n. \)

By (IV.11) and (IV.12), we have

\[ \| \bar{z}(k) \|_2, \infty = 0, \] (IV.13)

where \( \| \bar{z}(k) \|_2, \infty = \sup_{1 \leq i \leq 2n} \| \bar{z}_i(k) \| \) for a vector \( \bar{z} = (z_i)_{1 \leq i \leq 2n} \) with entries \( z_i \in \mathbb{R}^N, 1 \leq i \leq 2n. \)
Set $\gamma = \frac{1+|\lambda_2(A\text{ade})|}{2} \in (1/2, 1)$. Applying (IV.19) to our illustrative example (IV.4) of step sizes $\alpha_k = (k+1)^{-\theta}$, $k \geq 0$ for some $1/2 < \theta \leq 1$, we can find a positive constant $C$ such that

$$
\max_{1 \leq i \leq n} \|x_i(k) - \bar{x}(k)\|_2 \\
\leq C_1 \max_{1 \leq i \leq n} \|x_i(0) - \bar{x}(0)\|_2\gamma^k \\
+ C_1 M \sum_{l=0}^{k-1} \gamma^{k-l} (k-l+a)^{\theta} (k+a)^{-\theta} \\
\leq C(k+a)^{-\theta}, \quad k \geq 0,
$$

where the first inequality follows from (IV.19) and the observation that $a \geq 1$ and $(k+a)^{\theta} \leq (l+a)^{\theta} (k-l+a)^{\theta}$, $0 \leq l \leq k$, and the second estimate holds by the boundedness of the sequence $\gamma^k (k+a)^{\theta}$, $k \geq 0$, and the convergence of the series $\sum_{m=0}^{\infty} \gamma^m (m+a)^{\theta}$.

We finish this section with the proof of Theorem IV.1.

**Proof of Theorem IV.1** By (IV.4) and (IV.17), we have

$$
\left( \sum_{k=0}^{\infty} \max_{1 \leq i \leq n} \|x_i(k) - \bar{x}(k)\|_2 \right)^{1/2} \\
\leq C_1 \left( \sum_{k=0}^{\infty} \left( \sum_{l=0}^{k-1} \left( 1 + \frac{|\lambda_2(A\text{ade})|}{2} \right)^{k-l} \alpha_l \right)^{2} \right)^{1/2} \\
+ C_1 \left( \sum_{k=0}^{\infty} \left( 1 + \frac{|\lambda_2(A\text{ade})|}{2} \right)^{2k} \right)^{1/2} \\
\times \max_{1 \leq i \leq n} \|x_i(0) - \bar{x}(0)\|_2 \\
\leq \frac{2C_1 M}{1 - |\lambda_2(A\text{ade})|} \left( \sum_{k=0}^{\infty} \alpha_k^2 \right)^{1/2} \\
+ \frac{2C_1}{\sqrt{1 - |\lambda_2(A\text{ade})|}} \max_{1 \leq i \leq n} \|x_i(0) - \bar{x}(0)\|_2, \quad (IV.21)
$$

where the first inequality is obtained from (IV.17) and the triangle inequality for the space of square-summable sequence,

$$
\left\{ \left( 1 + \frac{|\lambda_2(A\text{ade})|}{2} \right)^k \right\}_{k=0}^{\infty} \quad \text{and} \quad \left\{ \sum_{l=0}^{k-1} \left( 1 + \frac{|\lambda_2(A\text{ade})|}{2} \right)^{k-l} \alpha_l \right\}_{k=0}^{\infty}
$$

and the second estimate follows from

$$
\sum_{k=0}^{\infty} \left( 1 + \frac{|\lambda_2(A\text{ade})|}{2} \right)^{2k} = \left( 1 - \left( \frac{1 + |\lambda_2(A\text{ade})|}{2} \right)^{-1} \right)^{-1} \\
\leq \left( 1 - \left( \frac{1 + |\lambda_2(A\text{ade})|}{2} \right)^{-1} \right)^{-1} \left( 1 + \left( \frac{1 + |\lambda_2(A\text{ade})|}{2} \right)^{2} \right)^{-1} \\
\leq \frac{4}{1 - |\lambda_2(A\text{ade})|},
$$

and

$$
\sum_{l=0}^{k-1} \left( 1 + \frac{|\lambda_2(A\text{ade})|}{2} \right)^{k-l} \alpha_l \\
\leq \left( 1 - \left( \frac{1 + |\lambda_2(A\text{ade})|}{2} \right)^{-1} \right)^{-1} \left( 1 + \left( \frac{1 + |\lambda_2(A\text{ade})|}{2} \right)^{2} \right)^{-1} \\
\leq \left( \frac{1 + |\lambda_2(A\text{ade})|}{2} \right)^{k-l} \alpha_l
$$

Therefore the limit in (IV.2) follows as the sequence $\{\alpha_k\}_{k=0}^{\infty}$ is square summable by (I.4).

From (I.7) and (I.1) it follows that

$$
\|\nabla f(x)\|_2 \leq W^{-1} \sup_{1 \leq i \leq n} \|\nabla g_j(x)\|_2 \leq MW^{-1},
$$

where $W = \max_{1 \leq i \leq n} w_i$. This together with Proposition IV.2 implies that

$$
\left| f(x_i(k)) - f(\bar{x}(k)) \right| \\
\leq \sup_{0 \leq t \leq 1} \|\nabla f(tx_i(k) + (1-t)\bar{x}(k))\|_2 \|x_i(k) - \bar{x}(k)\|_2 \\
\leq C_1 M^2 W^{-1} \sum_{l=0}^{k-1} \left( 1 + \frac{|\lambda_2(A\text{ade})|}{2} \right)^{k-l} \alpha_l \\
+ C_1 MW^{-1} \left( \frac{1 + |\lambda_2(A\text{ade})|}{2} \right)^{k} \max_{1 \leq i \leq n} \|x_i(0) - \bar{x}(0)\|_2 \\
\rightarrow 0 \quad \text{as} \quad k \rightarrow \infty, \quad (IV.22)
$$

for all $1 \leq i \leq n$. Then the convergence (IV.3) of the difference $f(x_i(k)), k \geq 1$, between different $1 \leq i \leq n$ follows. \[\Box\]

**V. Convergence property of the Code-based Distributed Gradient Descent Algorithm**

In this section, we consider the convergence of $x_i(k), k \geq 1$, in the CoDGrAd algorithm (I.3),

$$
\lim_{k \rightarrow \infty} x_i(k) = x, \quad 1 \leq i \leq n, \quad (V.1)
$$

where $x$ is the solution of the optimization problem (I.2). By (IV.2), (IV.18) and (IV.21), it suffices to show that $\bar{x}(k), k \geq 1$, converges to $x$.

**Theorem V.1.** Assume that the row stochastic matrix $A\text{ade}$ in (I.6) has simple eigenvalue one and all other eigenvalues contained in the open unit complex disk centered at the origin, the sequence $\{\alpha_k\}_{k=0}^{\infty}$ satisfies (I.4), the local objective functions $g_j, 1 \leq j \leq n$, satisfy (IV.1) and

$$
\|\nabla g_i(x) - \nabla g_j(y)\|_2 \leq L \|x - y\|_2, \quad x, y \in \mathbb{R}^N, 1 \leq i \leq n, \quad (V.2)
$$

then $\bar{x}(k), k \geq 1$, converges to $x$.
for some positive constant $L$, and the global objective function $f$ is strongly convex in the sense that
\[
\langle \nabla f(x) - \nabla f(y), x - y \rangle_N \geq A\|x - y\|_2^2 \tag{V.3}
\]
for all $x, y \in B(\bar{x}, C_2)$, where $\langle \cdot, \cdot \rangle_N$ is the inner product on $\mathbb{R}^N$, $B(\bar{x}, C_2)$ is the ball with center $\bar{x}$ and radius $C_2$, and
\[
C_2 := \exp \left( \sum_{j=0}^{\infty} \alpha_j^2 \right) \left\{ \| \bar{x}(0) - \bar{x} \|_2^2 + \frac{8C_2^2L^2}{(1 - |\lambda_2(A_{sde})|)^2} \max_{1 \leq i \leq n} \| x_i(0) - \bar{x}(0) \|_2^2 + \frac{M^2(1 + 8C_2^2)}{(1 - |\lambda_2(A_{sde})|)^2} \left( \sum_{j=0}^{\infty} \alpha_j^2 \right) \right\}.
\]
Then $\bar{x}(k), k \geq 1$, in (V.18) converges to the solution $\bar{x}$ of the optimization problem (I.2),
\[
\lim_{k \to \infty} \bar{x}(k) = \bar{x}. \tag{V.4}
\]
Combining Theorems [V.1] and [V.1] we have the following result on the convergence of the proposed CoDGrDA algorithm.

**Theorem V.2.** Let the decoding matrix $A_{sde}$ and the objective function $f$ be as in (V.7) and step sizes $\{\alpha_k\}_{k=0}^{\infty}$ in the CoDGrDA algorithm satisfy (I.4). Then the sequences $\{x_i(k)\}_{k=1}^{\infty}, 1 \leq i \leq n$ in the CoDGrDA algorithm converge to the optimal point $\bar{x}$, i.e., $\lim_{k \to \infty} x_i(k) = \bar{x}, 1 \leq i \leq n$.

To prove Theorem V.1 we need a technical lemma, which follows the probability property for the vector $a_{sde}$ in (V.12). For the completeness of this paper, we include a detailed proof in Appendix [V.1]

**Lemma V.3.** Let $a_{sde}$ and $w_i, 1 \leq i \leq n$, be as in (V.12) and (I.1) respectively. Set
\[
w = (w_1, \ldots, w_n, w_1, \ldots, w_n)^T \quad \text{and} \quad \bar{w} = a_{sde}^Tw.
\]
Then
\[
0 < \min_{1 \leq i \leq n} \frac{w_i}{1 + \theta} \leq \bar{w} \leq \max_{1 \leq i \leq n} \frac{w_i}{1 + \theta}.
\]
By (IV.11) and (IV.18), we have
\[
\bar{x}(k) = a_{sde}^Tz(k). \tag{V.7}
\]
This together with (IV.9) leads to the following iterative algorithm for $\bar{x}(k), k \geq 0$:
\[
\bar{x}(k + 1) = \bar{x}(k) - \alpha_k a_{sde}^T \nabla f(\bar{x}(k)), \quad k \geq 0. \tag{V.8}
\]
For local objective functions $g_i, 1 \leq i \leq n$, with Lipschitz gradients (V.2), we observe that $a_{sde}^T \nabla f(\bar{x}(k))$ is an inexact estimate of the scaled global gradient $\bar{w}^T \nabla f(\bar{x}(k))$, see Appendix [V.2] for a detailed proof.

**Proposition V.4.** Let $A_{sde}, \lambda_2(A_{sde}), P$ and $\bar{w}$ be as in (I.6), (IV.2), (IV.11) and (V.5) respectively. Assume that the row stochastic matrix $A_{sde}$ has simple eigenvalue one and all other eigenvalues contained in the open unit disk centered at the origin, and the local objective functions $g_i, 1 \leq i \leq n$, satisfy (V.2). Then
\[
\|a_{sde}^T \nabla f(\bar{x}(k))\|_2 \leq L \|a_{sde}\|_1 \|\bar{x}(k)\|_{2,\infty}. \tag{V.9}
\]
By Proposition V.3, the iterative algorithm (V.3) can be considered as the gradient descent algorithm (I.3) with inexact gradient update. Then following a standard argument, we have the boundedness of $\bar{x}(k), k \geq 1$, when the objective function $f$ is convex, see Appendix [V.5] for a detailed proof.

**Proposition V.5.** Let the matrix $A_{sde}$, the sequence $\{\alpha_k\}_{k=0}^{\infty}$ and the local objective functions $g_j, 1 \leq j \leq n$, be as in Theorem V.1. If the global objective function $f$ is convex, then
\[
\|\bar{x}(k) - \bar{x}\|_2 \leq C_2 \quad \text{for all} \quad k \geq 0, \tag{V.10}
\]
where $C_2$ is the constant in Theorem V.1.

The estimate in (V.10) can be improved if the objective function $f$ has the strongly convex property (V.3), see Appendix [V.5] for a detailed proof.

**Proposition V.6.** Let the matrix $A_{sde}$, the sequence $\{\alpha_k\}_{k=0}^{\infty}$, the local objective functions $g_j, 1 \leq j \leq n$, and the global objective function $f$ be as in Theorem V.1. Then there exists a positive constant $C$ such that
\[
\|\bar{x}(k) - \bar{x}\|_2 \leq C \exp \left( - \bar{w}A \sum_{j=0}^{k-1} \alpha_j \right) \left\{ \| \bar{x}(0) - \bar{x} \|_2^2 + \sum_{j=0}^{k-1} \exp \left( \bar{w}A \sum_{l=0}^{j} \alpha_l \right) \left[ M^2 \alpha_j^2 + L^2 \max_{1 \leq l \leq n} \| x_l(j) - \bar{x}(j) \|_2^2 \right] \right\}. \tag{V.11}
\]
hold for all $k \geq 2$.

Applying (V.11) for the illustrative examples (I.4) of step sizes, and using (IV.20), we can find a positive constant $C$ such that
\[
\|\bar{x}(k) - \bar{x}\|_2 \leq C \exp \left( - \bar{w}A \sum_{j=0}^{k-1} \alpha_j \right) \left\{ \| \bar{x}(0) - \bar{x} \|_2^2 + \sum_{j=0}^{k-1} \exp \left( \bar{w}A \sum_{l=0}^{j} \alpha_l \right) \left[ (k + a)^{-\theta} \| x_l(j) - \bar{x}(j) \|_2^2 \right] \right\}
\leq \exp \left( - \bar{w}A \frac{(k + a)^{-\theta} - a^{-\theta}}{1 - \theta} \right) \| \bar{x}(0) - \bar{x} \|_2^2 + (M^2 + L^2 C^2) \exp \left( - \bar{w}A \frac{(k + a)^{-\theta} - a^{-\theta}}{1 - \theta} \right) \| x_l(j) - \bar{x}(j) \|_2^2
\leq \tilde{C}^2 (k + a)^{-\theta}, \quad k \geq 1, \tag{V.12}
\]
where the first estimate holds by (V.11), the second one follows from the observation
\[
\sum_{l=m}^{k-1} (l + a)^{-\theta} \leq \frac{(k + a)^{-\theta} - (m + a)^{-\theta}}{1 - \theta}
\]
for $0 \leq m \leq k - 1$, and the third one is obtained from the boundedness of the sequences $(k + a)^{\theta} \exp\left( - \frac{\bar{w}A}{1 - \theta} (k + a)^{1 - \theta} \right)$.
and \((k+a+1)^{1-\theta}-(k+a)^{1-\theta}, k \geq 0,\) and the integrability of 
\[
\int_0^\infty \exp\left(-\frac{\dot{w}A}{1-\theta} t\right) (t + 1)^3/\theta (1-\theta) dt,
\]
and the following estimate
\[
\sum_{j=0}^{k-1} \exp \left( \frac{\dot{w}A}{1-\theta} (j + 1 + a - 1)^{-\theta} \right) (j + a)^{-2\theta}
\leq 2^{2\theta} \int_0^k \exp \left( \frac{\dot{w}A}{1-\theta} (x + a + 1)^{-\theta} \right) (x + a + 1)^{-2\theta} dx.
\]

\[
\leq 2^{2\theta} (1 - \theta)^{-1} \int_0^{k+a} \exp \left( \frac{\dot{w}A}{1-\theta} (k + a + 1)^{-\theta} \right) (k + a + 1)^{-\theta}
\times \left( (k + a + 1)^{-\theta} - t \right)^{-\theta/(1-\theta)} dt.
\]

\[
\leq 2^{2\theta} (1 - \theta)^{-1} \int_0^{k+a} \exp \left( \frac{\dot{w}A}{1-\theta} (k + a + 1)^{-\theta} \right) (k + a + 1)^{-\theta}
\times \left( (k + a + 1)^{-\theta} - t \right)^{-\theta/(1-\theta)} dt.
\]

\[
\leq 3^{2\theta} (1 - \theta)^{-1} \int_0^{k+a} \exp \left( \frac{\dot{w}A}{1-\theta} (k + a + 1)^{-\theta} \right) (k + a + 1)^{-\theta}
\times \left( (k + a + 1)^{-\theta} - t \right)^{-\theta/(1-\theta)} dt.
\]

\[
\leq 3^{2\theta} (1 - \theta)^{-1} \int_0^{k+a} \exp \left( \frac{\dot{w}A}{1-\theta} (k + a + 1)^{-\theta} \right) (k + a + 1)^{-\theta}
\times \left( (k + a + 1)^{-\theta} - t \right)^{-\theta/(1-\theta)} dt.
\]

where \(a_k = (k + 1 + a)^{1-\theta} - (a + 1)^{1-\theta} \leq (k + 1 + a)^{1-\theta} - 1.\)

Therefore
\[
||\Bar{x}(k) - \Bar{x}|| \leq \hat{C}(k + a)^{-\theta/2}, k \geq 1.
\]

This implies that \(\Bar{x}(k), k \geq 0,\) has faster convergence to the limit \(\Bar{x}\) when we select larger \(\theta \in (1/2, 1)\), however comparing the convergence rate \(O(\log k/\sqrt{k})\) for the uncoded incremental gradient methods [10], the convergence rate in [V.13] is always slow, even it is very close when \(\theta\) is close to one. After careful verification in the above estimation, we observe that the constant \(\hat{C}\) could be smaller if the second eigenvalue \(\lambda_2(A_{nde})\) associated with the decoding matrix \(A\) is smaller.

Set \(W = \max_1 \leq i \leq n w_i.\) Observe that
\[
f(\Bar{x}(k)) - f(\Bar{x}) = (\nabla f(\Bar{x}(k)) + (1 - t)\Bar{x}, \Bar{x}(k) - \Bar{x})
\]
for some \(0 \leq t \leq 1,\) and that
\[
||\nabla f(\Bar{x})||_2 \leq ||\nabla f(\Bar{x}) - \nabla f(x)||_2 \leq LW^{-1} ||x - \Bar{x}||_2,
\]
where the second inequality follows from (V.2) and the row stochastic property for the matrix \(A_{nde}.\) This together with Proposition [V.6] proves that
\[
f(\Bar{x}) \leq f(\Bar{x}(k)) \leq f(\Bar{x}) + LW^{-1} ||x - \Bar{x}||_2
\]
for all \(k \geq 2.\) For the case that step size \(\alpha_k, k \geq 0\) chosen as in [L.4], we can use the similar argument used to prove (V.13) and show that
\[
|f(\Bar{x}(k)) - f(\Bar{x})| \leq C(k + a)^{-\theta}, k \geq 1,
\]
for some positive constant \(C.\)

We finish this section with the proof of Theorem [V.1] under the assumption that Proposition [V.6] holds.

Proof of Theorem [V.7] By (II.4) and (IV.21), we have
\[
\sum_{j=0}^{\infty} M^2 \alpha_j^2 + L^2 \max_{1 \leq i \leq n} ||x_i(j) - \Bar{x}(j)||_2 < \infty,
\]
and
\[
\lim_{k \to \infty} \exp \left( -\Bar{\dot{w}}A \sum_{j=1}^{k} \alpha_j \right) = 0, t \geq 0.
\]

Combining (V.11), (V.16) and (V.17) proves the desired limit in (V.4) by the dominated convergence theorem. \(\Box\)

VI. NUMERICAL SIMULATIONS

In this section, we consider the following unconstrained convex optimization problem on a network
\[
\arg \min_{x \in \mathbb{R}^n} \|Gx - y\|_2^2,
\]
where the network contains \(n\) regions with each region of the partition equipped with a worker, \(G\) is a random matrix of size \(Q \times N\) whose entries are independent and identically distributed standard normal random variables, and
\[
y = Gx_o \in \mathbb{R}^Q
\]
has entries of \(x_o\), being identically independent random variables sampled from the uniform bounded random distribution between \(-1\) and \(1\). The solution \(\Bar{x}\) of the above optimization problem is the least squares solution of the overdetermined system \(y = Gx_o\), \(x_o \in \mathbb{R}^N.\) In this section, we demonstrate the performance of the CoDGrad algorithm [II.3] to solve the convex optimization problem (VI.1) and also compare it with the performance of the conventional distributed gradient descent algorithm (DGD) under the CTA prototype [I.6].

Assume that the network has \(n\) active nodes. Then we can partition the network into \(n\) regions around those \(n\) nodes, and accordingly, the random measurement matrix \(G\), the measurement data \(y\), and the objective function \(f(x) := \|Gx - y\|_2^2\) in (VI.1) as follows,
\[
f(x) = \sum_{i=1}^m f_i(x) := \sum_{i=1}^n \|G_i x - y_i\|_2^2.
\]
In our simulations, we assume that the repartitioned regions have the same size, i.e., the number of rows in \(G_i\) and lengths of vectors \(y_i\), for all \(i\) where \(1 \leq i \leq n\) are all equal. Shown in Figure 2 are two undirected graphs to describe data exchanging structure for active nodes of a 3-node and 5-node network respectively.

In our simulations, we take \((Q, N) = (225, 75)\) for Figure 3 and \((M, N) = (250, 50)\) for Figure 4. We use absolute error
\[
AE := \max_{1 \leq i \leq n} ||x_i(k) - x_o||_2/||x_o||_2
\]
and consensus error
\[
CE := \max_{1 \leq i \leq n} ||x_i(k) - \Bar{x}(k)||_2/||x_o||_2
\]
to measure the performance of the CoDGraD algorithm (II.3) and the DGD algorithm (I.6), where \( n \) is the number of active nodes in the network.

In the first simulation where there are 3 nodes with its topology described on the left of Figure 2, we take the coding matrix \( B \) and the decoding matrix \( A \) as follows:

\[
B = \begin{pmatrix}
1 & -\frac{5}{4} & 0 \\
0 & 1 & \frac{9}{4} \\
\frac{9}{5} & 0 & 1
\end{pmatrix}
\quad \text{and} \quad
A = \begin{pmatrix}
0 & 1 & \frac{5}{9} \\
1 & \frac{9}{4} & 0 \\
-\frac{4}{9} & 0 & 1
\end{pmatrix}.
\]

The above coding/decoding matrix pair satisfies (I.9) and the corresponding row stochastic matrix in (II.6) is

\[
A_{\text{ade}} = \begin{pmatrix}
0 & 9/14 & 2/7 & 0 & 0 & 0 \\
4/13 & 9/13 & 0 & 0 & 0 & 0 \\
0 & 0 & 5/9 & 4/9 & 0 & 0 \\
0 & 9/14 & 5/14 & 0 & 0 & 0 \\
4/13 & 9/13 & 0 & 0 & 0 & 0 \\
0 & 0 & 5/9 & 4/9 & 0 & 0
\end{pmatrix}.
\]

In Figure 3, we present the performance of the CoDGraD algorithm (II.3) and the DGD algorithm (I.6) over a three active nodes network with \((Q,N) = (225,225)\) and step sizes \( \alpha_k = (k + 300)^{-0.75} \) (top) and \((k + 500)^{-0.85}, k \geq 0\) (bottom).

In the second simulation, the network has 5 active nodes with data exchanging structure described on the right of Figure 2. In that simulation, the coding/decoding matrices are given by

\[
B = \begin{pmatrix}
1 & 2 & 1/2 & 0 & 0 \\
0 & -1 & 3 & 4 & 0 \\
0 & 0 & -5/2 & -3 & 1 \\
1 & 0 & 0 & 1/5 & 13/5 \\
2 & 1 & 0 & 0 & 4
\end{pmatrix}
\quad \text{and} \quad
A = \begin{pmatrix}
1/2 & 1/4 & 0 & 0 & 1/4 \\
1 & 1 & 1 & 0 & 0 \\
0 & -1 & -8/5 & 1 & 0 \\
0 & 0 & -2/5 & -1 & 1 \\
2 & 0 & 0 & 5 & -3
\end{pmatrix}.
\]
In this paper, we proposed the Code-Based Distributed Gradient Descent algorithm (II.3) to solve a convex optimization problem over a large network with some workers being stragglers due to the failure or heavy delay on computing or communicating. The proposed algorithm is a distributed version of gradient descent algorithm with inexact gradient updating, and it has better performance in reaching consensus as we apply the row stochastic matrix associated with the coding/decoding scheme. The convergence rate of the proposed CoDGraD algorithm depends on the topological structure of the network, the second largest eigenvalue of row stochastic matrix in magnitude, and the updating step sizes in the algorithm. Moreover, our coding scheme does not necessarily comply with the conventional paradigm of decomposing the global convex function onto a summand of local convex functions and hence our coding/decoding scheme may shed new light on distributed inexact (stochastic) gradient descent algorithms. We wish that this work on CoDGraD will serves as a starting point for a full-fledged investigation on static and time-varying networks especially in the field of federated decentralized learning that we would like to continue resolving in the coming future.
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**APPENDIX**

### A. Proof of Proposition II.2

Observe that $\tilde{A}_+ + A_+ = |\tilde{A}|$. Then, in order to establish the equivalence in the proposition, it suffices to prove that for any positive integer $k \geq 1$ and nonzero complex number $\lambda$, the null space of $\left( \begin{pmatrix} A & B \\ A & B \end{pmatrix} - \lambda I_{2n} \right)^k$ and the one of $(A + B - \lambda I_n)^k$, to be denoted by $\mathcal{N}_k^1(\lambda)$ and $\mathcal{N}_k^2(\lambda)$ respectively, have the same dimension, where $A$ and $B$ are two square matrices of size $n \times n$.

Set $C = A + B$. By induction on $j \geq 1$, we can show that

$$\begin{pmatrix} A & B \\ A & B \end{pmatrix}^j = \begin{pmatrix} C^{j-1} & 0_{n \times n} \\ 0_{n \times n} & C^{j-1} \end{pmatrix} \begin{pmatrix} A & B \\ A & B \end{pmatrix}. \quad (A.1)$$

Therefore any $u \in \mathcal{N}_k^2(\lambda)$, i.e., $(C - I_n)^k u = 0_{n \times 1}$, we have

$$\begin{pmatrix} A & B \\ A & B \end{pmatrix}^k = \sum_{j=1}^{k} \binom{k}{j} \lambda^{k-j} \begin{pmatrix} A & B \\ A & B \end{pmatrix}^j u + \lambda^k u.$$

$$= \begin{pmatrix} (C - \lambda I_n)^k u \\ (C - \lambda I_n)^k u \end{pmatrix} = \begin{pmatrix} 0_{n \times 1} \\ 0_{n \times 1} \end{pmatrix}.$$
where the second equality follows from (A.1). This proves that
\[ N^1_\delta (\lambda) \supset \left\{ \begin{pmatrix} u \\ u \end{pmatrix}, \ u \in N^2_\delta (\lambda) \right\}. \] (A.2)

On the other hand, for any \( u, w \in \mathbb{C}^n \) satisfying
\[ \left( \begin{array}{cc} A & B \\ A & B \end{array} \right) - \lambda I_{2n} \left( \begin{array}{c} u \\ w \end{array} \right) = \left( \begin{array}{c} 0_{n \times 1} \\ 0_{n \times 1} \end{array} \right), \]
we obtain from (A.1) that
\[ (\lambda)^k \left( \begin{array}{c} u \\ w \end{array} \right) = - \sum_{j=1}^{k} \binom{k}{j} (\lambda)^{k-j} \left( \begin{array}{cc} A & B \\ A & B \end{array} \right)^j \left( \begin{array}{c} u \\ w \end{array} \right), \]
which implies that \( (C - \lambda I_n)^k u = 0_{n \times 1} \). Hence
\[ N^1_\delta (\lambda) \subset \left\{ \begin{pmatrix} u \\ u \end{pmatrix}, \ u \in N^2_\delta (\lambda) \right\}. \] (A.3)
Combining (A.2) and (A.3) completes the proof.

B. Proof of Proposition IV.2

Denote the spectrum of a square matrix \( A \) by \( \sigma(A) \). By the assumption on the matrix \( A_{\text{ade}} \), its spectrum \( \sigma(A_{\text{ade}}) \) satisfies
\[ \sigma(A_{\text{ade}}) \subset \{ 1 \} \cup \{ z, |z| < 1 \}, \] (A.4)
and the eigenvalue associated with eigenvalue one is given by
\[ N(A_{\text{ade}} - I) = \text{span} \{ 1_{2n} \}. \] (A.5)
Combining (IV.11), (IV.14), (A.4) and (A.5), we obtain that the spectrum of \( A_{\text{ade}} - P \) is contained in the open unit disk,
\[ \sigma(A_{\text{ade}} - P) = \{ (\sigma(A_{\text{ade}}) \setminus \{ 1 \}) \cup \{ 0 \} \} \subset \{ z, |z| \leq |\lambda_2(A_{\text{ade}})| \}. \] (A.6)
Therefore there exists a positive constant \( C_1 \) such that
\[ \| (A_{\text{ade}} - P)^k \|_{\infty} \leq C_1 \left( 1 + 2|\lambda_2(A_{\text{ade}})| \right)^k, \] (A.7)
where \( \| A \|_{\infty} = \sup_{|x| = 1} \| Ax \|_{\infty} \).
By (1.8), (1.4), (V.7) and (V.8), we have
\[ \| h(k) \|_{2,\infty} \leq \sup_{1 \leq k \leq n} \sup_{x \in \mathbb{R}^N} \| \nabla g_i(x) \|_{2} \leq M. \] (A.8)
Then combining (IV.16), (A.7) and (A.8) completes the proof.

C. Proof of Lemma V.2

By (IV.14), we have \( (A_{\text{ade}} - P)^k = A_{\text{ade}}^k - P, \ k \geq 1 \). Therefore 
\[ \lim_{k \to \infty} A_{\text{ade}}^k = P \] by (A.7). This, together with the observation that all entries of \( A_{\text{ade}}^k, k \geq 1 \) are nonnegative. Hence the required estimate implies that all entries of \( a_{\text{ade}} \) are nonnegative and the desired estimate on weights follows.

D. Proof of Proposition V.4

By (IV.7), (IV.18) and (V.2), we have
\[ \| h_i(k) - \nabla g_i(\bar{x}(k)) \|_2 = \| \nabla g_i(z_i(k)) - \nabla g_i(\bar{x}(k)) \|_2 \leq L \| z_i(k) - \bar{x}(k) \|_{2,\infty}, \] for \( 1 \leq i \leq n, \) and
\[ \| h_i(k) + \nabla g_i\alpha_n(\bar{x}(k)) \|_2 \leq L \| \bar{x}(k) \|_{2,\infty}, \]
for \( n + 1 \leq i \leq 2n \). Therefore
\[ \| h(k) - \bar{h}(k) \|_{2,\infty} \leq L \| \bar{x}(k) \|_{2,\infty}, \] (A.9)
where
\[ \bar{h}(k) = \left( \begin{array}{c} \nabla G(\bar{x}(k)) \\ -\nabla G(\bar{x}(k)) \end{array} \right) \quad \text{and} \quad \nabla G(x) = \left( \begin{array}{c} \nabla g_1(x) \\ \vdots \\ \nabla g_n(x) \end{array} \right). \]
Therefore
\[ \| a^T_{\text{ade}} h(k) - a^T_{\text{ade}} \bar{h}(k) \|_2 \leq \| a_{\text{ade}} \|_1 \| h(k) - \bar{h}(k) \|_{2,\infty} \leq L \| a_{\text{ade}} \|_1 \| \bar{x}(k) \|_{2,\infty}, \] (A.10)
where the second estimate follows from (A.9).
Observe from (1.9) that \( A_{\text{ade}} \bar{h}(k) = \nabla f(\bar{x}(k))w. \) This together with (IV.12) implies that
\[ a^T_{\text{ade}} \bar{h}(k) = a^T_{\text{ade}} A_{\text{ade}} \bar{h}(k) = w \nabla f(\bar{x}(k)). \] (A.11)
Combining (A.10) and (A.11) proves the desired estimate (V.9).

E. Proof of Proposition V.5

Set \( \beta_k = M^2 \alpha_k^2 + L^2 \| \bar{x}(k) \|_{2,\infty}^2, \ k \geq 0. \) (A.12)
By (IV.7), (IV.1), (V.8), (V.9) and (A.9), we obtain
\[ \| \bar{x}(k + 1) - \bar{x} \|_{2}^2 = \| \bar{x}(k) - \bar{x} \|_{2}^2 + \alpha_k^2 \| a^T_{\text{ade}} h(k) \|_2^2 \]
\[ -2 \alpha_k \langle a^T_{\text{ade}} h(k), \bar{x}(k) - \bar{x} \rangle_N \]
\[ = \| \bar{x}(k) - \bar{x} \|_{2}^2 + \alpha_k^2 \| a^T_{\text{ade}} h(k) \|_2^2 \]
\[ -2 \alpha_k \langle a^T_{\text{ade}} h(k), \bar{x}(k) - \bar{x} \rangle_N \]
\[ \leq \| \bar{x}(k) - \bar{x} \|_{2}^2 + M^2 \| a_{\text{ade}} \|_2^2 \alpha_k^2 \]
\[ + 2L \| a_{\text{ade}} \|_1 \alpha_k \| \bar{x}(k) \|_{2,\infty} \| \bar{x}(k) - \bar{x} \|_2 \]
\[ \leq (1 + \alpha_k^2) \| \bar{x}(k) - \bar{x} \|_{2}^2 + \beta_k, \] (A.13)
where we also use the positivity of \( \bar{w} \) in Lemma V.3
\[ \| a_{\text{ade}} \|_1 = 1 \] and the convexity of the objective function \( f, \) \[ \langle \nabla f(x), x - \bar{x} \rangle_N \geq 0, \quad x \in \mathbb{R}^N. \] (A.14)
Applying (A.13) repeatedly, we get
\[ \| \bar{x}(k + 1) - \bar{x} \|_{2}^2 \]
\[ \leq \prod_{j=0}^{k} (1 + \alpha_j^2) \| \bar{x}(0) - \bar{x} \|_{2}^2 + \beta_k + \sum_{j=0}^{k-1} \beta_j \prod_{j' \geq j+1} (1 + \alpha_j^2) \]
\[ \leq \exp \left( \sum_{j=0}^{k} \alpha_j^2 \right) \| \bar{x}(0) - \bar{x} \|_{2}^2 + \sum_{j=0}^{k} \beta_j, \]
\[ \leq \exp \left( \sum_{j=0}^{k} \alpha_j^2 \right) \| \bar{x}(0) - \bar{x} \|_{2}^2 + \sum_{j=0}^{k} \beta_j, \quad k \geq 1. \] (A.15)
This together with (1.3) and (IV.21) proves the desired bound (V.10) for the sequence \( \bar{x}(k), k \geq 0. \)
F. Proof of Proposition V.6

By (II.4), without a loss of generality, we assume that $0 \leq \alpha_k \leq \tilde{w}A$ for all $k \geq 0$. Then for $k \geq 1$, following the argument in (A.13) with the convexity (A.14) replaced by the strong convexity (V.3), we obtain that

$$
\|x(k) - \bar{x}\|^2 \leq (1 - \tilde{w}A\alpha_{k-1})\|x(k-1) - \bar{x}\|^2 + \beta_{k-1},
$$

cf. (A.13). Applying the above estimate repeatedly leads to

$$
\|x(k) - \bar{x}\|^2 \leq \prod_{j=0}^{k-1} (1 - \tilde{w}A\alpha_j)\|x(0) - \bar{x}\|^2 + \beta_{k-1}
$$

$$
+ \sum_{j=0}^{k-2} \beta_j \prod_{j'=j+1}^{k-1} (1 - \tilde{w}A\alpha_{j'})
$$

$$
\leq \exp \left( -\tilde{w}A \sum_{j=0}^{k-1} \alpha_j \right)\|x(0) - \bar{x}\|^2 + \beta_{k-1}
$$

$$
+ \sum_{j=0}^{k-2} \exp \left( -\tilde{w}A \sum_{j'=j+1}^{k-1} \alpha_j \right)\beta_j,
$$

where $\beta_j, j \geq 0$, is given in (A.12). This proves the desired estimate (V.11).
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