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Abstract

A new upscaling procedure that provides 1D representations of 2D mixing-limited reactive transport systems is developed and applied. A key complication with upscaled models in this setting is that the procedure must differentiate between interface spreading, driven by the spatially variable velocity field, and mixing, in which components contact one another and react. Our model captures the enhanced mixing caused by spreading through use of a time-dependent effective dispersion term. The early-time behavior of this dispersion is driven by flow kinematics, while at late times it reaches a Taylor-dispersion-like limit. The early-time behavior is modeled here using a very fast (purely advective) particle tracking procedure, while late-time effects are estimated from scaling arguments. The only free parameter in the model is the asymptotic effective dispersion. This quantity is determined for a few cases by calibrating 1D results to reference 2D results. For most cases, it is estimated using a fit involving a dimensionless grouping of system variables. Numerical results for bimolecular reaction systems are generated using a pseudo-spectral approach capable of resolving fronts at high Peclet numbers. Results are presented for two different types of 2D velocity fields over a wide range of parameters. The upscaled model is shown to provide highly accurate results for conversion factor, along with reasonable approximations of the spatial distribution of reaction occurrence. The model is also shown to be valid for non-reacting systems, and results for such cases can be used in the calibration step to achieve computational savings.

1 Introduction

The accurate modeling of mixing-limited reactions is computationally challenging, as it requires the numerical resolution of sharp concentration gradients for multiple components in spatially variable velocity fields. The development of efficient numerical methods and accurate coarse-grained (upscaled) representations are essential steps for the modeling of mixing-limited reactions across scales. As the occurrence of the chemical reactions depends on the reactants contacting one another, the upscaling of such processes must differentiate between spreading and mixing. Spreading, in this context, is driven by flow kinematics, specifically by a spatially variable velocity field that distorts and spreads the interface region at which reactants interact. Mixing, which occurs in the interface region itself, brings the reactants into contact and allows them to react (Valocchi et al., 2019).

In this work, we introduce a time-dependent effective dispersion representation that captures the effects of spreading on mixing in upscaled (1D) models describing 2D reactive flow systems with spatially variable velocity fields. We consider fast, irreversible bimolecular reactions under advection-dominated conditions (i.e., at high Peclet number), though our treatments should be applicable to systems involving multiple reactive components. The governing equations, in both the reference 2D and upscaled 1D systems, are solved using a pseudo-spectral method that provides accurate representations of the sharp concentration gradients (which occur at large Peclet numbers) at reasonable computational cost (Adrover et al., 2002).

A wide range of studies have addressed mixing and mixing-limited reactions at the pore and Darcy scales. Our focus here is on Darcy-scale problems; for a discussion of pore-scale studies, please see the recent review...
by Valocchi et al. (2019). Tartakovsky et al. (2009) and Battiato and Tartakovsky (2011) investigated the conditions under which an upscaled representation of the classical advection-dispersion-reaction equation is appropriate for the description of mixing-limited reactions. They showed that the classical representation, with a constant dispersion coefficient, is only applicable for such modeling in a particular range of Peclet and Damköhler numbers. In the context of Darcy flow, the application of constant macroscopic dispersion coefficients to modeling mixing-limited reactions can lead to an overestimation of the reaction rate (Molz and Widdowson, 1988; Kapoor et al., 1997), as these coefficients describe the combined effects of mixing and spreading. Within a stochastic modeling framework, Dentz et al. (2000) developed analytical expressions for a time-dependent effective dispersion coefficient that describes spreading from a point source. This model was derived under the assumptions of stationarity and small variance in log-conductivity. Dentz et al. (2000) pointed out that this effective dispersion coefficient more reliably represents physical mixing than the time-dependent macroscopic (or ensemble) dispersion coefficient, which describes the spreading of a large plume. Recognizing the local nature of the chemical reactions, Cirpka (2002) proposed to quantify mixing – and not spreading – through use of the time-dependent effective dispersion coefficients derived by Dentz et al. (2000) and Fiori and Dagan (2000). Cirpka (2002) showed that, with this approach, reaction rates were properly represented even though plume spreading was underestimated. In subsequent work, Jose and Cirpka (2004) used the same concept to model column-scale reactive transport experiments.

The deformation of mixing fronts due to flow kinematics has been studied extensively within the context of turbulent and chaotic flow modeling (Ranz, 1979; Ottino, 1989; Duplat and Villermaux, 2008). The lamella approach was developed by Ranz (1979) to quantify the interaction between fluid deformation (spreading) and mixing in laminar and turbulent flows. This treatment, implemented within a Lagrangian framework, establishes a link between the stretching along interfaces and mixing and reactions. As such, it provides a theoretical foundation for the quantification of mixing in spatially variable velocity fields. The geometry of the mixing interface has also been shown to control mixing and reaction rates at the pore (De Anna et al., 2014) and Darcy (Le Borgne et al., 2014) scales. The deformation of the mixing fronts increases their length and, as a consequence of mass conservation, enhances the concentration gradients in the direction orthogonal to the elongation. These mechanisms lead to enhanced mixing and reaction dynamics and form the basis of the upscaled model proposed in this work.

To account for late-time aggregation between lamella (i.e., diffusive coalescence), Villermaux (2012) and Le Borgne et al. (2015) considered a random aggregation process. Perez et al. (2019) developed the dispersive lamella approach, which captures the effects of early-time fluid deformation and late-time dispersive mixing in a single mathematical framework. The dispersive lamella approach is based on an approximation of the Green’s function for the advection-diffusion problem and considers a time-dependent effective dispersion coefficient that accounts for stretching enhanced diffusion at early-time and front coalescence at late time. This modeling framework was applied to the upscaling of mixing-limited reactions in Poiseuille flow (Perez et al., 2019), in which case analytical expressions for the time-dependent effective dispersion coefficient in layered systems, derived by Dentz and Carrera (2007), were employed. It has also been applied for pore-scale flows (Perez et al., 2020; Puyguiraud et al., 2020). In this case the effective dispersion coefficient is based on the width of the mixing interface as measured from experimental and/or detailed pore-scale simulations.

The upscaled model developed in this work is inspired by the studies discussed above, as it accounts for the effects of spreading on mixing and reaction through use of a time-dependent dispersion coefficient, $D^\star(t)$. In contrast to some of the previous studies, we work within an Eulerian framework, and instead of estimating $D^\star(t)$ from analytical expressions (as in Cirpka (2002) and Perez et al. (2019)), we construct the time-dependent portion of $D^\star(t)$ from flow kinematics considerations. More specifically, the length of the mixing front is estimated under purely advective conditions using a very fast particle tracking procedure. To account for late-time effects, when diffusion counteracts the stretching imposed by the spatially variable velocity field, we propose a functional form for $D^\star(t)$ that asymptotically approaches a Taylor-dispersion-like limit. This quantity, referred to as $D^\star_{\text{max}}$, is the only parameter required by the upscaled model. Given reference 2D results, $D^\star_{\text{max}}$ can be determined by solving a simple optimization problem. Through use of scaling arguments and a few ‘exact’ $D^\star_{\text{max}}$ values, we construct general fits that provide estimates of $D^\star_{\text{max}}$ for new cases involving different velocity fields and/or Peclet numbers.

The paper is organized as follows. In Section 2, the governing equations, dimensionless parameters, and velocity fields considered in this study are presented. In Section 3, we describe the upscaled model and the time-dependent effective dispersion coefficient that captures the evolution of the mixing front. The overall
workflow for applying our treatments to reactive transport problems is also provided. In Section 4, we present results demonstrating the performance of the upscaled model for two different types of spatially variable 2D velocity fields. Conclusions and suggestions for future work in this area appear in Section 5. Convergence results for the pseudo-spectral procedure used in this work are provided in an appendix.

## 2 Governing equations

We consider the bimolecular reaction

\[ A + B \rightarrow C, \]  

where the components \( A \) and \( B \) are initially segregated, such that the reaction is driven by the mixing of components \( A \) and \( B \). For a given velocity field, the mass balance equations are

\[
\begin{align*}
\frac{\partial \tilde{C}_i}{\partial t} + \tilde{\mathbf{v}} \cdot \nabla \tilde{C}_i &= \tilde{D}_0 \nabla^2 \tilde{C}_i - \tilde{k} \tilde{C}_A \tilde{C}_B, \quad 0 < \tilde{x} < \tilde{L}_x, \quad 0 < \tilde{y} < \tilde{L}_y, \quad i = A \text{ and } B, \quad (2a) \\
\frac{\partial \tilde{C}_C}{\partial t} + \tilde{\mathbf{v}} \cdot \nabla \tilde{C}_C &= \tilde{D}_0 \nabla^2 \tilde{C}_C + \tilde{k} \tilde{C}_A \tilde{C}_B, \quad 0 < \tilde{x} < \tilde{L}_x, \quad 0 < \tilde{y} < \tilde{L}_y, \quad (2b)
\end{align*}
\]

where the tildes denote dimensional quantities, \( \tilde{C}_i \) is the concentration of component \( i \) in mole \( \cdot m^{-3} \), \( \tilde{D}_0 \) is the constant isotropic diffusion/dispersion coefficient in \( m^2 \cdot s^{-1} \), \( \tilde{\mathbf{v}} = \tilde{v}_x \hat{x} + \tilde{v}_y \hat{y} \) is the 2D incompressible velocity field (\( \nabla \cdot \tilde{\mathbf{v}} = 0 \)), of units of \( m \cdot s^{-1} \), \( \tilde{k} \) is the kinetic rate constant in \( m^3 \cdot mole^{-1} \cdot s^{-1} \), and \( \tilde{L}_x \) and \( \tilde{L}_y \) are the lengths of the domain in the \( \tilde{x} \) and \( \tilde{y} \) coordinate directions. Equation 2 describes either the reactive transport problem in a free fluid, with \( \tilde{D}_0 \) the diffusion coefficient, or reactive transport problem in porous media at the Darcy scale, in which case \( \tilde{D}_0 \) is the dispersion coefficient, taken here as a constant for simplicity (Le Borgne et al., 2014; Bandopadhyay et al., 2018; Wright et al., 2017; Nijjer et al., 2019). Note that in the latter case, perfect mixing is assumed at the support scale.

The initial conditions are given in terms of a characteristic concentration \( \tilde{C}_0 \) as

\[
\begin{align*}
\tilde{C}_A(\tilde{x}, \tilde{t} = 0) &= \begin{cases} \tilde{C}_0 & \text{if } \tilde{x} < \tilde{L}_x/2 \\ 0 & \text{otherwise} \end{cases}, \quad (3a) \\
\tilde{C}_B(\tilde{x}, \tilde{t} = 0) &= \begin{cases} \tilde{C}_0 & \text{if } \tilde{x} \geq \tilde{L}_x/2 \\ 0 & \text{otherwise} \end{cases}, \quad (3b) \\
\tilde{C}_C(\tilde{x}, \tilde{t} = 0) &= 0. \quad (3c)
\end{align*}
\]

where \( \tilde{x} = (\tilde{x}, \tilde{y}) \). Defining the average velocity in the main flow direction

\[ \tilde{\mathbf{v}}_x = \frac{1}{\tilde{L}_y} \int_0^{\tilde{L}_y} \tilde{v}_x \, d\tilde{y}, \quad (4) \]

and the convective time as \( \tilde{t}_c = \tilde{L}_x/\tilde{\mathbf{v}}_x \), we can introduce the following dimensionless quantities

\[
\begin{align*}
x &= \frac{\tilde{x}}{\tilde{L}_y}, \quad v = \frac{\tilde{v}}{\tilde{\mathbf{v}}_x}, \quad t = \frac{\tilde{t}}{\tilde{t}_c}, \quad \lambda = \frac{\tilde{L}_x}{\tilde{L}_y}, \\
C_i &= \frac{\tilde{C}_i}{\tilde{C}_0}, \quad \text{for } i = A, B, \text{ and } C, \\
Pc &= \frac{\tilde{v}_x \tilde{L}_y}{\tilde{D}_0}, \quad Da = \frac{\tilde{k} \tilde{C}_0 \tilde{L}_y}{\tilde{v}_x}.
\end{align*}
\]

The Peclet number \( Pe \) represents the ratio of diffusion to advection time scales, and the advective Damköhler number represents the ratio of advection to reaction time scales. Introducing the above nondimensionalizations, the dimensionless form of Eq. 2 is
\[
\frac{\partial C_i}{\partial t} + v \cdot \nabla C_i = \frac{1}{Pe} \nabla^2 C_i - Da C_i C_B, \quad 0 < x < \lambda, \quad 0 < y < 1, \quad i = A \text{ and } B, \\
\frac{\partial C_C}{\partial t} + v \cdot \nabla C_C = \frac{1}{Pe} \nabla^2 C_C + Da C_A C_B, \quad 0 < x < \lambda, \quad 0 < y < 1,
\]

with initial conditions

\[
C_A(x, t = 0) = \begin{cases} 
1 & \text{if } x < \lambda/2 \\
0 & \text{otherwise}
\end{cases}, \\
C_B(x, t = 0) = \begin{cases} 
1 & \text{if } x \geq \lambda/2 \\
0 & \text{otherwise}
\end{cases}, \\
C_C(x, t = 0) = 0.
\]

Although we are interested in general velocity fields \(v = v(x, y)\), in this work we will consider two simplified analytical velocity fields, referred to as the oscillatory field and a modification of the ABC field (Ravu et al., 2016). For the oscillatory field, \(v_y = 0\) and

\[
v_x = 1 + a \sin (2\pi \omega y),
\]

where \(a\) is the dimensionless amplitude of the velocity fluctuations and \(\omega\) is the frequency of oscillation. For the ABC field

\[
v_x = 1 + \sum_{i=1}^{N_f} a_i \cos (2\pi (\omega_i x + \gamma_i)) \cos (2\pi (\omega_i y + \gamma_i)), \\
v_y = \bar{v}_y + \sum_{i=1}^{N_f} a_i \sin (2\pi (\omega_i x + \gamma_i)) \sin (2\pi (\omega_i y + \gamma_i)),
\]

where \(N_f\) is the number of frequencies considered in the velocity distribution and \(\gamma\) is a factor that acts to shift the alignment between different frequencies. Note that \(a_i\) and \(\omega_i\) need to be the same in the \(v_x\) and \(v_y\) expressions in order for the ABC field to maintain \(\nabla \cdot v = 0\). In the context of porous media flows, the oscillatory velocity field corresponds to a layered permeability distribution with the pressure gradient in the \(x\)-direction. The ABC velocity field does not precisely correspond to a practical Darcy flow scenario, but it provides an analytical expression for the velocity with nonzero \(x\) and \(y\) components that can be used to test our treatments in a more complicated setting.

At the high \(Pe\) and \(Da\) numbers of interest here, the solution of Eq. 6 is highly sensitive to small amounts of numerical diffusion. Thus, numerical approaches based on finite-volume techniques require a very large number of grid blocks to achieve converged results. Following Adrover et al. (2002), we solve Eq. 6 with a pseudo-spectral method that applies a Fourier approximation of the spatial derivatives and a fourth-order Runge-Kutta time integration. Periodic boundary conditions are imposed, but we only consider times prior to the point where periodic images of the concentration field interact (Bandopadhyay et al., 2017). We note that periodic boundary conditions have been widely used in subsurface flow modeling and upscaling. Specific examples include the computation of upscaled absolute permeability tensors (Durlofsky, 1991) and modeling of mixing-limited reactions (Bandopadhyay et al., 2017).

3 Upscaled model for mixing-limited reactions

As pointed out by Dentz and Carrera (2007), reactions occur where (and when) reacting species contact one another. This means that mixing, and the mechanisms that influence mixing, are controlling factors for
many reactive transport processes. De Simoni et al. (2005) demonstrated that the reaction rate for mixing-limited reactions depends on the rate at which the components mix. For the special case of equilibrium reactions, they showed that the reactive transport problem can be reformulated as a transport equation for a conservative (i.e., non-reacting) component and an analytical expression for the reaction rate. This expression depends on the mixing rate of the conservative component and a reaction factor dependent on the speciation of the species involved in the equilibrium reactions. Thus we see that an understanding of mixing processes for conservative components has direct implications for mixing-limited reactive transport processes. Based on this insight, our model for the upscaling of mixing-limited reactions starts with the development of an upscaled model for the mixing of a conservative component.

3.1 Upscaled model for mixing

We now develop an upscaled model for the advection-diffusion equation for a non-reactive component $\theta$. The 2D (fully resolved) mass balance equations reads

$$\frac{\partial C_\theta}{\partial t} + \mathbf{v} \cdot \nabla C_\theta = \frac{1}{Pe} \nabla^2 C_\theta, \quad 0 < x < \lambda, \quad 0 < y < 1. \tag{10}$$

Our goal is to capture the key aspects of this 2D system with an upscaled 1D model of the form

$$\frac{\partial \bar{C}_\theta}{\partial t} + \frac{\partial \bar{C}_\theta}{\partial x} = \frac{1}{Pe} D^*(t) \frac{\partial^2 \bar{C}_\theta}{\partial x^2}, \quad 0 < x < \lambda. \tag{11}$$

Here $D^*(t)$ is the dimensionless time-dependent effective dispersion coefficient (nondimensionalized by $\bar{D}_0$), introduced to represent the complicated 2D mixing dynamics in the 1D representation. The overbars indicate averaged (1D) quantities.

The ideas behind our upscaled model are illustrated in Figure 1. In Figure 1a, the initial distribution of component $A$, given by Eq. 7a, is shown. For illustrative purposes, the mixing front ($\Gamma$) at $x = 0.5$ is depicted with a smooth concentration gradient and a finite thickness. In Figure 1b, the initial form of the mixing front is depicted. The front is of initial length $\tilde{l}_0$, and initial width $\tilde{\delta}_0$. The finite width ($\tilde{\delta}_0$) represented in Figure 1b is in a sense a hypothetical quantity, as the initial width of the mixing front in Eq. 7 is zero. The finite width in Figure 1b can, however, be viewed as an early-time representation of a case with very large but finite $Pe$. As time proceeds, the length and width of the mixing front change due to the kinematics of the flow, as depicted in Figure 1c. Here $\tilde{L}_d$ represents the (dimensional) distance between neighboring extrema.

![Figure 1: Mixing front stretching and deformation. (a) initial condition, smoothed for illustrative purposes; (b) highlight of the mixing front with initial length $\tilde{l}_0$, and initial width $\tilde{\delta}_0$; (c) mixing front deformation due to the spatially variable velocity field, with $\tilde{L}_d$ the distance between neighboring extrema.](image)

We define $l = \tilde{l}/\tilde{L}_y$, $\delta = \tilde{\delta}/\tilde{L}_y$, and the average width as $\bar{\delta}(t) = \frac{1}{\pi \tilde{l}_0} \int_\Gamma \delta(x,t)d\Gamma$. Note that $l_0 = 1$ for the initial condition considered in this work. Under incompressible flow conditions and at early times, for which
diffusive smearing of the mixing front is not yet significant, mass conservation requires that
\[ \bar{l}(t) \bar{\delta}(t) = l_0 \delta_0 \equiv 1. \] (12)
Without loss of generality we set the initial width \( \delta_0 \) to be 1 (any value could be used for this), such that \( l_0 \delta_0 \equiv 1 \).

To properly represent the impacts of spreading on mixing, \( D^*(t) \) should be determined such that the
diffusive mass transfer rate across the mixing front, denoted by \( J \), in the 1D representation (Eq. 11) provides
a reasonable approximation of the equivalent quantity in the 2D representation (Eq. 10). The 1D quantity,
\( J_{1D} \), can be expressed as
\[ J_{1D} = \beta D^*(t) l_0 \frac{\partial \bar{C}_\theta}{\partial x}, \] (13)
where the gradient is across the mixing front and \( \beta \) is a proportionality constant that includes the original
diffusion/dispersion coefficient and the dimensionless quantities defined in Eq. 5. Note that \( \partial \bar{C}_\theta / \partial x \sim O (\Delta C_\theta / \delta_0) \), where \( \Delta C_\theta \) is the change in concentration across the front (here \( \Delta C_\theta = 1 \)).

The diffusive mass transfer in the 2D problem, \( J_{2D} \), is given by
\[ J_{2D} = \beta \int_\Gamma \frac{\partial \bar{C}_\theta}{\partial n} d\Gamma, \] (14)
with \( n \) the normal to \( \Gamma \) and \( \beta \) the same constant as in Eq. 13. This can be rewritten in terms of the length
of the mixing front and the average concentration gradient across the interface
\[ J_{2D} = \beta \bar{l}(t) \left\langle \frac{\partial \bar{C}_\theta}{\partial n} \right\rangle. \] (15)
Here we use the \( \langle \cdot \rangle \) notation (rather than an overbar) to emphasize that the full gradient is averaged. The average gradient is computed along the mixing front and can be expressed as
\[ \left\langle \frac{\partial \bar{C}_\theta}{\partial n} \right\rangle = \frac{1}{\bar{l}(t)} \int_\Gamma \frac{\partial \bar{C}_\theta}{\partial n} d\Gamma. \] (16)
Importantly, \( \partial \bar{C}_\theta / \partial n \) and \( \left\langle \partial \bar{C}_\theta / \partial n \right\rangle \) are both \( O (\Delta C_\theta / \bar{\delta}(t)) \), which is a factor of \( \delta_0 / \bar{\delta}(t) \) larger than \( \partial \bar{C}_\theta / \partial x \), the gradient in the 1D problem. With this we have
\[ \left\langle \frac{\partial \bar{C}_\theta}{\partial n} \right\rangle \approx \frac{\delta_0}{\bar{\delta}(t)} \frac{\partial \bar{C}_\theta}{\partial x}. \] (17)

There are two early-time effects in the fully resolved 2D problem – the stretching of the mixing front and the associated reduction in thickness, leading to larger concentration gradients across the interface (Ranz, 1979) – that are not captured explicitly in the 1D representation. These effects must, therefore, be incorporated into \( D^*(t) \). By equating \( J_{1D} \) in Eq. 13 to \( J_{2D} \) in Eq. 15, and using Eq. 17, we arrive at
\[ D^*_{et}(t) \approx \frac{l(t) \delta_0}{\bar{\delta}(t) l_0} = l^2(t), \] (18)
where the subscript \( et \) denotes ‘early-time.’ This 1D (upscaled) representation is valid only for times where the
diffusive smearing of the mixing front is small. Note that the appearance of a coefficient \( \xi \), such that
\( D^*_{et}(t) = \xi \times l^2(t) \) in Eq. 18, is also consistent with the scaling arguments provided above. As we will see, we achieve an accurate approximation using \( \xi = 1 \), which suggests that the variations in \( \delta \) along the 2D front have little effect on \( \left\langle \partial \bar{C}_\theta / \partial n \right\rangle \).

At later times, diffusive effects will counteract the stretching introduced by variations in the velocity
field, and \( D^*(t) \) will gradually approach an asymptotic value, \( D^*_{max} \). This quantity is analogous to the
macroscopic diffusion coefficient in Taylor dispersion theory. In order to represent the early- and late-time
behaviors, along with an intermediate regime that links them, we propose the following general form for
\( D^*(t) \)
\[ D^*(t) = \frac{D^*_{max} l^2(t)}{D^*_{max} + l^2(t) - 1}. \] (19)
Here $D_{\text{max}}^*$ is the only free parameter in the upscaled representation. Note that Eq. 19 has the proper limiting behaviors, as it gives $D^*(t = 0) = 1$, $D^*(t) \approx \tilde{L}(t)$ at early-times, and $D^*(t \to \infty) = D_{\text{max}}^*$.

We reiterate that no explicit assumptions regarding the mixing front geometry are required in the derivation of Eq. 18. We thus expect this representation to be valid for deformation patterns that differ from that in Figure 1. Indeed, even though the methodology is presented and applied here to upscale 2D problems to 1D, we expect it to also be applicable for 3D problems. In this case, the mixing front length, $l(t)$, would be replaced by a mixing front area. It is also important to note that functional forms other than Eq. 19 could be used to represent (and interpolate between) the short- and long-time behaviors we seek to capture. Although we do not claim that the precise form in Eq. 19 is optimal, the results presented in Section 4 demonstrate that it provides high levels of accuracy for the cases considered.

**Computation of $l(t)$**

We use particle tracking to construct $l(t)$ from the variable velocity field that appears in the 2D (fine-scale) problem. Our specific approach entails launching a large number of equally spaced particles along the interface $\Gamma$, and then tracking the evolution of their positions in time. A forward Euler approximation is used for this purpose

$$x(t + \Delta t) = x(t) + v(x(t)) \Delta t,$$

(20)

where $x$ denotes particle location and $\Delta t$ is the time step size, which is chosen to be the same as the time step used in the spectral solution (discussed in the appendix). At any time $t$, $l(t)$ can be directly computed by summing the distances between the positions of the particles. With this approach, $l(t)$ is obtained at very little computational cost.

**Estimates of $D_{\text{max}}^*$**

We now apply scaling procedures to relate $D_{\text{max}}^*$ to system variables. For the particular case of the oscillatory velocity field, we can obtain an exact analytical expression for $l(t)$. This expression is very well approximated by

$$l^2(t) \approx 1 + (4a\omega \lambda t)^2.$$

(21)

Although we apply particle tracking to construct $l(t)$ in all of our results, Eq. 21 is useful for the scaling arguments introduced below.

The system will reach a Taylor-dispersion-like limit when the diffusion length is of $O(\tilde{L}_d)$, where $\tilde{L}_d$ is the length between extrema in the front, shown in Figure 1c. The characteristic diffusion time ($t_d$) for this to occur is $t_d \propto \tilde{L}_d^2/\tilde{D}_0$. To express this relation in dimensionless form, we introduce $L_d = \tilde{L}_d/\tilde{L}_y$ and $t_d = \tilde{t}_d/\tilde{t}_c$. After recognizing that, for the oscillatory velocity field $L_d = 1/\omega$, we obtain

$$t_d \propto \frac{Pe}{\omega^2 \lambda}.$$

(22)

It is useful to introduce a quantity $\alpha$, defined as

$$\alpha = \frac{D^*(t_{\text{na}}) - 1}{D_{\text{max}}^* - 1},$$

(23)

where $t_{\text{na}}$ is the time required to achieve a specified fraction of the increase in $D^*(t)$ (from 1 to $D_{\text{max}}^*$). The subscript $\text{na}$ denotes near-asymptotic. The parameter $\alpha$ is user specified, though here we are interested in system behavior for $\alpha$ near 1. If we set $\alpha = 0.9$, this means that, at a time $t_{\text{na}}$, $D^*(t)$ will have reached a value of $1 + 0.9(D_{\text{max}}^* - 1)$. We expect $t_{\text{na}}$ (for $\alpha$ near 1) to be directly related to $t_d$ in Eq. 22, such that we can write $t_{\text{na}} = \kappa t_d$, where $\kappa$ is a constant.

Our goal at this point is to determine how $D_{\text{max}}^*$ scales with system parameters. Introducing the expression for $D^*(t)$ given in Eq. 19 into Eq. 23, and rearranging to provide an expression for $D_{\text{max}}^*$, we have

$$D_{\text{max}}^* = \frac{\tilde{L}^2(t_{\text{na}})[1 - \alpha] + \alpha - 1}{\alpha}.$$

(24)

Substituting Eq. 21 in Eq. 24 gives
\[ D_{\text{max}}^* \approx \frac{1 - \alpha}{\alpha} (4a\omega\lambda t_d)^2. \]  

(25)

Now, using Eq. 22 combined with the fact that \( t_{na} = \kappa t_d \), we can rewrite Eq. 25 as

\[ D_{\text{max}}^* \propto \frac{16\alpha^2 (1 - \alpha)}{\alpha} \Psi, \]

with

\[ \Psi = Pe^2 a^2 / \omega^2. \]

(26)

Importantly, Eq. 26 shows that \( D_{\text{max}}^* \) is proportional to \( \Psi \). Considering that \( D_{\text{max}}^* \) should be 1 at the limits \( Pe \to 0, a \to 0, \) and \( \omega \to \infty \), we write

\[ D_{\text{max}}^* \approx 1 + c\Psi. \]

(28)

Here \( c \) is a constant, which can be determined from reference results for a few cases, as will be explained in the next section.

3.2 Upscaling workflow for reactive transport problems

Consistent with our earlier discussion, we propose an upscaled (1D) form of Eq. 6 that relies on the upscaled model for mixing presented in Section 3.1. The effects of the variable velocity field and consequent front deformation on the reactive transport problem are captured by \( D^*(t) \). The dimensionless equations are

\[
\frac{\partial \bar{C}_i}{\partial t} + \frac{\partial \bar{C}_i}{\partial x} = \frac{D^*(t)}{Pe} \frac{\partial^2 \bar{C}_i}{\partial x^2} - D_a \bar{C}_A \bar{C}_B, \quad 0 < x < \lambda, \quad i = A \text{ and } B, \quad (29a) \\
\frac{\partial \bar{C}_C}{\partial t} + \frac{\partial \bar{C}_C}{\partial x} = \frac{D^*(t)}{Pe} \frac{\partial^2 \bar{C}_C}{\partial x^2} + D_a \bar{C}_A \bar{C}_B, \quad 0 < x < \lambda. \quad (29b)
\]

Our goal is to apply this 1D representation for a large number of cases without having to first solve the full set of 2D equations for each case. In order to accurately predict \( D_{\text{max}}^* \) (required in Eq. (19)), however, we must first determine the value of \( c \) in Eq. 28. To accomplish this, we do need to solve the full 2D system for a few select ‘training’ cases. These cases should correspond to a wide range of \( \Psi \) values.

For these training cases, we first solve Eq. 6 to obtain reference results. This is the most time-consuming step of the overall procedure. Given a 2D solution, we then solve an optimization problem to determine the value of \( D_{\text{max}}^* \) in Eq. 29 such that a relevant metric quantifying the difference between the 2D and 1D problems is minimized.

The metric used in this work is the conversion factor of the chemical reaction, denoted by \( \eta \). This is defined for the 2D and 1D problems as

\[
\eta_{2D}(t) = \frac{1}{m_{c,\text{max}}} \int_0^1 \int_0^\lambda C_C(x, y, t) \, dx \, dy, \quad (30a) \\
\eta_{1D}(t) = \frac{1}{m_{c,\text{max}}} \int_0^\lambda \bar{C}_C(x, t) \, dx, \quad (30b)
\]

where \( m_{c,\text{max}} \) is the maximum amount of component \( C \) that would be formed under 100% conversion of the reactants. The parameter \( D_{\text{max}}^* \) is now obtained by solving the optimization problem

\[
(D_{\text{max}}^*)_{\text{opt}} = \arg\min_{D_{\text{max}}^*} \left\langle \frac{1}{D_{\text{max}}^*} \left( \eta_{2D}(t) - \eta_{1D}(t) \right)^2 \right\rangle, \quad (31)
\]

where \( \langle \cdot \rangle \) represents the time average. Thus, we find \( D_{\text{max}}^* \) such that the time average of the difference between the 1D and 2D conversion factors is minimized. Results from the 1D model are linearly interpolated in time to provide solutions at the same times as the 2D model. Although \( D_{\text{max}}^* \) is determined through consideration of the conversion factors, the resulting 1D solutions also provide reasonable representations...
of the spatial distribution of the chemical reactions, as will be shown in Section 4. The single-variable minimization problem in Eq. 31 is solved using a truncated Newton method implemented in Python’s `scipy` library (Virtanen et al., 2020).

Use of this $D_{\text{max}}^*$ in Eq. 19 provides the full $D^*(t)$ needed for the upscaled representation in Eq. 29. However, as noted earlier, $D_{\text{max}}^*$ is only obtained in this way for a few (e.g., ~4) training cases. Given the training case solutions, the coefficient $c$ in Eq. 28 is determined through a linear fit. Then, for the rest of the parameter values considered, $D_{\text{max}}^*$ is assigned using Eq. 28. Thus, the need for 2D reference solutions is avoided for the large majority of cases.

To reiterate, the general workflow consists of the following steps:

- **Step 1** – Select a few training cases (i.e., values of the parameters $Pe$, $a$ and $\omega$) that span a wide range of $\Psi$ values.
- **Step 2** – Solve Eq. 6 (the full 2D system) for each training case.
- **Step 3** – Solve the optimization problem, Eq. 31, to obtain $(D_{\text{max}}^*)_{\text{opt}}$ values for each of the training cases.
- **Step 4** – Apply a linear fit to determine $c$ in Eq. 28 from the training-case $D_{\text{max}}^*$ values.
- **Step 5** – For all new parameter sets of interest, obtain $D_{\text{max}}^*$ with Eq. 28 using the calibrated value of $c$. Then solve only the upscaled 1D model given by Eq. 29.

We note finally that the upscaled model described in this section can also be applied to quantify mixing in non-reactive transport problems. In this case, the general steps presented above still apply, though the conversion factors appearing in Eq. 31 are replaced by an appropriate mixing metric. The use of the upscaled model in this setting will be considered in Section 4.1.

## 4 Results using upscaled model

We now apply our upscaling approach to two distinct types of flow fields – the oscillatory velocity field and the ABC field. Based on numerical convergence tests shown in the appendix, we use 256 grid points in each coordinate direction in the spectral solutions. This means the 2D models contain $256 \times 256 = 65,536$ points, while the upscaled models involve only 256 points. The final time is $t_f = 10$, i.e., 10 revolutions around the periodic domain. Additionally, 50,000 particles are used in the particle-tracking computation of $l(t)$. The computational cost of this is negligible compared to even the solution of the 1D models.

In each scenario we consider a large set of runs. To avoid periodicity effects, we postprocess the runs and remove cases where the concentration of a given component interacts with itself via periodicity. Cases with $\eta(t_f) > 0.9$ are also excluded, as this condition represents a near depletion of the reactants. Numerical experiments have shown that the solution of Eq. 31 is somewhat sensitive to the final time of the simulations ($t_f$). This is as expected since, if the simulation time is too short, the near-asymptotic behavior has not been reached and a reasonable estimate of $(D_{\text{max}}^*)_{\text{opt}}$ cannot be obtained. For this reason, we also eliminate cases for which near-asymptotic behavior has not been reached, namely cases where $\alpha(t_f) > \alpha_{\text{min}}$. The quantity $\alpha_{\text{min}}$ is a number close to 1 and can vary from case to case (values for $\alpha_{\text{min}}$ will be given below).

The average and maximum errors in the upscaled model in the representation of $\eta$ are as follows:

$$
\epsilon_{\text{avg}} = \frac{\langle |\eta_D(t) - \eta_1(t)| \rangle}{\eta_D(t)} \quad (32a)
$$
$$
\epsilon_{\text{max}} = \max \left( \frac{\eta_2(t) - \eta_D(t)}{\eta_2(t)} \right) \quad (32b)
$$

We are also interested in analyzing the accuracy of the upscaled model in the representation of the spatial distribution of the chemical reaction. For this, we solve a conservation equation for a component $C_s$, where the subscript $s$ indicates solid. This equation is equivalent to the conservation equation for component $C$, but without the transport terms. The deposition of $C_s$ does not affect the flow properties. Visualization of $C_s$ shows the locations in the domain where the reaction occurs, with large $C_s$ meaning strong reaction intensity.
4.1 Oscillatory velocity field

We first consider velocity fields given by Eq. 8. A total of 72 cases, spanning all possible combinations attainable with \( \omega = (4, 8, 12, 16, 20, 24) \), \( Pe = (1000, 2000, 5000, 10,000, 20,000, 40,000) \), and \( a = (0.05, 0.1) \), are simulated. With \( \alpha_{\text{min}} = 0.9 \), 43 of the 72 cases pass the filters described above. Most of the excluded runs are those for which \( \omega \) is small and \( Pe \) is large, as these runs tend to either not reach \( \alpha(t_f) > \alpha_{\text{min}} \), or they are affected by periodicity.

To illustrate some general behaviors, we present results for two cases – one that reaches near-asymptotic behavior slowly, and one that does so quickly (according to Eq. 22). Figure 2 displays the concentration of \( A \) and \( C \) at \( t = 2 \) and \( t = 8 \) for a case with \( Pe = 40,000 \) and \( \omega = 4 \). We see that, from \( t = 2 \) to \( t = 8 \), there is a significant increase in the length of the reactive front. Importantly, however, the interface has not yet ‘coalesced’ through the effects of diffusion. This demonstrates that this system requires a long time to reach near-asymptotic behavior. We will see later that \( D^*(t) \) has not yet plateaued for this case.

Different behavior is evident in Figure 3, where we show results for \( Pe = 2000 \) and \( \omega = 8 \). Here, because there are stronger diffusive effects and less distance between extrema in the front profile (\( L_d \)), the system reaches near-asymptotic behavior much faster. From \( t = 2 \) to \( t = 4 \), there is no marked increase in the length of the reactive front. Thus, even though \( l(t) \) continues to increase (as it is a purely advective quantity), the concentration profile for component \( A \) becomes smoother. Consistent with this behavior, \( D^*(t) \) reaches its plateau value at around \( t = 4 \), as will be seen below.

![Figure 2: Concentration of component A (top row) and C (bottom row) at t = 2 and t = 8 for Pe = 40,000, \( \omega = 4 \) and \( a = 0.05 \).](image-url)
We now focus on the prediction of reaction behavior from upscaled models. This first requires the determination of the fitting constant $c$ in Eq. 28. To accomplish this, four training runs, corresponding to the $\Psi$ values closest to 5, 50, 500, and 5000, are selected. Figure 4 displays a log plot of $D^*_{\text{max}}$ versus $\Psi$ for all 43 runs. The values for all 43 points are the $(D^*_{\text{max}})_{\text{opt}}$ computed from Eq. 31, i.e., from fitting 1D solutions to the 2D results. The four training runs, shown as the red points, are used to construct the fit. It is evident that the fit is highly accurate, confirming the validity of the scaling arguments presented in Section 3.1.

Using the calibrated value of $c = 0.014367$, we construct upscaled results for all 43 cases. The largest average error ($e_{\text{avg}}$ in Eq. 32) over the 39 test (predictive) cases is 3.29%, and the largest maximum error ($e_{\text{max}}$) is 7.35%. Summary results are presented in Table 1. The table provides the input parameters as well as $e_{\text{avg}}$ and $e_{\text{max}}$ for the four training cases and for five predictive cases. The latter are labeled (a)-(e) and will be referred to later. Four of the predictive cases pass the filters, while case (e) does not satisfy $\alpha(t_f) > 0.9$. The five predictive cases correspond to (a) smallest $\eta$, (b) an additional case with $a = 0.1$, (c) largest $\eta$, (d) largest $e_{\text{max}}$, and (e) a case with small $\alpha$ where the early-time approximation of Eq. 18 is
tested with large stretching effects.

Table 1: Input parameters and errors for training and predictive (test) runs with oscillatory velocity field. Predictive cases are labeled for later reference.

| Type            | $Pe$ | $a$  | $\omega$ | $\Psi$ | $e_{avg}$  | $e_{max}$  |
|-----------------|------|------|----------|--------|------------|------------|
| Training 1000   | 0.05 | 24   | 4.3      | 1.51E-03 | 1.19E-02   |
| Training 1000   | 0.05 | 8    | 39.1     | 8.85E-03 | 2.59E-02   |
| Training 5000   | 0.05 | 12   | 434.0    | 7.25E-03 | 1.92E-02   |
| Training 20,000 | 0.05 | 16   | 3906.3   | 2.11E-02 | 6.74E-02   |
| Predictive (a)  | 5000 | 0.05 | 24       | 108.5   | 2.04E-02   | 3.04E-02   |
| Predictive (b)  | 2000 | 0.10 | 8        | 625.0   | 5.61E-03   | 3.38E-02   |
| Predictive (c)  | 10,000 | 0.10 | 16       | 3906.3  | 1.94E-02   | 6.70E-02   |
| Predictive (d)  | 40,000 | 0.05 | 20       | 10,000  | 2.92E-02   | 7.35E-02   |
| Predictive (e)  | 40,000 | 0.05 | 4        | 250,000 | 1.31E-02   | 3.15E-02   |

Figure 5a displays the evolution of conversion factor with time for the five predictive runs in Table 1. In this and all subsequent figures, the solid curves depict the 1D upscaled results, while the ×’s display the 2D (fine-scale) reference results. We emphasize that these 1D results are constructed independent of their corresponding 2D reference results; i.e., they use $D_{max}^{*}$ computed from the fit (Eq. 28), not $(D_{max}^{*})_{opt}$ from fine-scale 2D simulation. Excellent agreement between the 2D and 1D representations, over a wide range of parameter values and conversion factor behavior, is clearly observed.

Figure 5b shows results for $C_s$ at $t = 10$. The 2D results are averaged in the $y$-direction, and both sets of results are normalized by the amount of $C_s$ that would be formed by uniformly reacting all of components $A$ and $B$ initially present throughout the domain. In Figure 5b we see that, even though $D_{max}^{*}$ is computed to match the time evolution of the conversion factor, the upscaled model also provides a reasonable representation of the spatial distribution of the chemical reaction. Figure 5c shows $D^{*}(t)$ in the upscaled representation. Notably, in one case $D^{*}(t)$ reaches a value greater than 100, indicating that the model is able to incorporate a very substantial amount of stretching-enhanced mixing into the upscaled dispersion coefficient.
Also of interest is the observation that $D^*(t)$ for predictive case (e) ($\Psi = 250,000$) closely follows the early-time approximation given in Eq. 18 over the entire time frame. The agreement between the fine and upscaled representations seen in the cyan curves in Figure 5a and b for this case illustrates the accuracy of the upscaled model under conditions of significant stretching of the mixing front without appreciable diffusive coalescence. It is also important to observe that, although the four training cases consider $a = 0.05$, accurate predictions are nonetheless obtained with $a = 0.1$. Additionally, the maximum $Pe$ and $\Psi$ in the training runs are 20,000 and 3906, while accurate results are achieved for $Pe = 40,000$ and $\Psi = 250,000$. These observations further demonstrate the appropriateness of our scaling arguments and treatments.

In summary, the results in Figure 5 show that our upscaled model captures the most important physical phenomena controlling the mixing and reactive transport processes, even in cases where large amounts of reactive front stretching and deformation are experienced. We note, however, that this upscaled representation will not in general provide an accurate description of the spreading of the plumes of components A, B, and C. The proper description of spreading would require an apparent dispersion coefficient that captures second moments of the concentrations. As discussed in the Introduction, a dispersion of this type would lead to the overestimation of the reaction rate. In other words, the upscaled dispersion coefficient can describe mixing or macrodispersion, but not both (Cirpka, 2002). In future work, it may be of interest to develop a two-equation representation that is able to capture both of these effects.
Mixing of a conservative component

We now demonstrate that the upscaled model can be used to model the mixing of a conservative (non-reactive) component $A$. The setup is the same as was considered above, except here we set $Da = 0$. As mentioned in Section 3.2, for the non-reactive case the conversion factor $\eta$ (in Eq. 31) is replaced by an appropriate mixing metric. Here we take this mixing metric to be the concentration variance of $A$ (Cushman and Tartakovsky, 2016), denoted $\sigma_A^2$,

$$\sigma_A^2(t) = \int_{\Omega} \left( \langle C_A(x,t) - \bar{C}_A \rangle \right)^2 d\Omega, \quad (33)$$

where $\int_{\Omega}$ represents integration over the full domain, and the average concentration is constant ($\bar{C}_A = 0.5$) as there is no chemical reaction. Note that in the minimization problem (Eq. 31) we use the relative error in this case instead of the absolute error.

We again predict $D_{max}^*$ from a fit (Eq. 28) involving the same four training runs. Figure 6a shows $D_{max}^*$ for these training runs and for the 39 test runs (again, these are the same as in Figure 4). The values of $D_{max}^*$ computed for the non-reactive case are very similar to those for the reactive case. Specifically, for the reactive case we found $c = 0.014367$, and for the non-reactive case $c = 0.013934$ – a difference of only about 3%. This suggests that the parameter $c$ can be determined at less computational cost from results for a single conservative component instead of from multicomponent reactive transport computations. This is similar to what was done by Willmann et al. (2010) to calibrate unknown parameters in a multirate mass transfer model for mixing-limited reactions. Figure 6b displays the time evolution of $\sigma_A^2$ for the five predictive cases defined in Table 1. Excellent accuracy in $\sigma_A^2$ is observed, confirming the applicability of our upscaled mixing model to a related problem involving non-reactive transport.

4.2 ABC velocity field

We now assess the performance of the upscaled model for the velocity field given by Eq. 9, with $N_f = 1$, $\bar{v}_y = 0$, and $\gamma = 0$. Although $\bar{v}_y = 0$, $v_y$ is locally nonzero. A total of 60 cases that span all possible combinations attainable with $\omega = (2, 4, 6, 8, 10, 12)$, $Pe = (1000, 2000, 5000, 10000, 20000)$, and $a = (0.35, 0.45)$ are considered. Of these 60 cases, 41 pass the filters described earlier, with $\alpha_{min} = 0.915$.

The 2D nature of the ABC velocity field leads to complex mixing front geometry, as well as an intricate spatial distribution of reaction locations ($C_s$). Results for a case with $Pe = 20,000$, $\omega = 8$ and $a = 0.35$ are shown in Figure 7. There we see substantial spreading of the front due to the complex velocity field (top and
middle rows) and the presence of reaction ‘hot spots’ along with locations where very little reaction occurs (bottom row). We will show that our upscaling approach can provide reasonable 1D representations of the complex behaviors observed in Figure 7.

Figure 7: Concentration of component A (top row), component C (middle row) and normalized $C_s$ (bottom row) at $t = 0.9, 1.8, 3.3$ and $4.8$ for $Pe = 20,000$, $\omega = 8$ and $a = 0.35$ for ABC velocity field.

Equation 28, with $\Psi = Pe^2a^2/\omega^2$, was derived through consideration of the oscillatory velocity field for which $l^2(t) \propto w^2a^2t^2$. For the ABC velocity field, $l^2(t) \propto w^2a^4t^2$, indicating the appropriate definition of $\Psi$ is $\Psi = Pe^2a^4/\omega^2$. To calibrate $c$ in Eq. 28, four training runs are selected. Two of these cases have $a = 0.35$ and two have $a = 0.45$; otherwise we select cases that have values of $\Psi$ closest to $200, 2000, 20,000$, and $200,000$. Figure 8 displays the relationship between $D^*_{max}$ and $\Psi$ for the 41 runs considered. The points are defined as in Figure 4. As was the case for the oscillatory velocity field, excellent agreement between $D^*_{max}$ obtained with the fit (Eq. 28) and by solving the minimization problem (Eq. 31) is observed. This is encouraging as it reinforces the scaling arguments underlying the model, and it demonstrates that the definition of $\Psi$ ($Pe^2a^4/\omega^2$) is appropriate for this case.
Figure 8: $D_{max}^*$ results for the ABC velocity field. The blue $\times$’s and red circles represent values of $(D_{max}^*)_{opt}$ computed from Eq. 31. The four red circles are the training (calibration) points for the fit, shown by the dashed curve.

Using the calibrated value of $c$, upscaled results are obtained for all 41 cases. The largest $e_{avg}$ observed over all cases is 4.10%, and the largest $e_{max}$ is 6.12% (these errors are as defined in Eq. 32). Input parameters and errors for the four training cases and for five predictive cases are shown in Table 2. The five predictive cases correspond to (a) largest mean error, (b) smallest $\eta$, (c) an additional case with small $\omega$ and intermediate value of $D_{max}^*$, (d) largest $\eta$, and (e) largest $\Psi$.

Table 2: Input parameters and errors for training and predictive (test) runs with ABC velocity field. Predictive cases are labeled for reference.

| Type            | $P_e$ | $\omega$ | $\Psi$ | $e_{avg}$ | $e_{max}$ |
|-----------------|-------|----------|--------|-----------|-----------|
| Training 1      | 1000  | 0.35     | 8      | 234.5     | 6.03E-03  |
| Training 2      | 2000  | 0.35     | 6      | 1667.4    | 1.08E-02  |
| Training 3      | 5000  | 0.45     | 8      | 16,018    | 8.67E-03  |
| Training 4      | 20,000| 0.45     | 12     | 113,910   | 8.12E-03  |
| Predictive (a)  | 1000  | 0.45     | 12     | 284.8     | 4.10E-02  |
| Predictive (b)  | 5000  | 0.35     | 12     | 2605.3    | 1.10E-02  |
| Predictive (c)  | 5000  | 0.35     | 6      | 10,421    | 1.64E-02  |
| Predictive (d)  | 10,000| 0.45     | 8      | 64,072    | 1.26E-02  |
| Predictive (e)  | 20,000| 0.35     | 8      | 93,789    | 3.03E-02  |

Figure 9a and b show the conversion factor and normalized $\bar{C}_s$ for the five predictive runs. Reasonable agreement between the 2D and 1D representations is obtained, though some discrepancies are evident in the reaction locations in Figure 9b. More specifically, the 1D representation is not able to capture the high-frequency oscillations in the spatial distribution of the chemical reaction ($\bar{C}_s$), though it does capture the general trends, with slight shifts in two of the cases. Figure 9c shows that $D^*(t)$ in the upscaled representation again extends over a large range, with values approaching 100.
ABC velocity field with $N_f = 4$

To explore the behavior of the upscaled model with multiple frequencies, we now consider the ABC field with $N_f = 4$ and $\omega = [\omega_1, \omega_2, \omega_3, \omega_4] = [4, 7, 11, 15]$, $\gamma = [\gamma_1, \gamma_2, \gamma_3, \gamma_4] = [0, 0.3, 0.6, 0.9]$, with each frequency having amplitude $a = 0.30$. Concentration results from reference 2D solutions for this case are shown in Figure 10. The presence of small-scale features associated with the higher frequencies are evident, especially at $t = 0.6$ and $t = 0.9$. At later times, many of the high-frequency features have coalesced due to diffusion, and only the lower-frequency features are evident.
The upscaled model relies on tracking $I(t)$ under pure advection. Thus both small and large-scale features affect $I(t)$ at all times. The $D^*(t)$ in Eq. 19 was not formulated to approximate asymptotic limits with two or more frequencies, so we would not expect the upscaled model to fully capture the complex behaviors associated with multiple frequencies over the full time frame. Reasonable predictions can be obtained, however, by recognizing that the largest-scale features control the diffusion time, and then estimating $D_{\text{max}}^*$ in Eq. (28) based on the smallest frequency involved ($\omega = 4$). Results using this approach are shown in Figure 11 as the solid black curve. It is evident that this curve closely approximates the 2D results ($\times$’s), though it does slightly overestimate the conversion factor at early times and underestimate at long times. The 1D model constructed using $(D_{\text{max}}^*)_{\text{opt}}$ (via Eq. 31), shown as the red dashed curve, provides a very similar result. We note finally that it may be possible to generalize the form of $D^*(t)$ (Eq. 19) to account for multiple frequencies, using, e.g., a superposition-like representation. This would, however, entail the specification of more than one $D_{\text{max}}^*$ parameter.
Figure 11: Conversion factor for ABC velocity field with $N_f = 4$. Black ×'s indicate the reference 2D result; black solid curve is constructed using $D_{max}$ from Eq. 28 with $c = 0.000746$ and $\omega = 4$; red dashed curve is constructed using $(D_{max})_{opt}$ from minimization problem (Eq. 31). Both 1D results use $l(t)$ from particle tracking for ABC velocity field with $N_f = 4$.

5 Concluding remarks

In this work we introduced a new upscaled model able to represent, in a 1D Eulerian setting, mixing-limited bimolecular reactions driven by variable 2D velocity fields. The key upscaled quantity in the 1D model is the time-dependent effective dispersion. To account for flow kinematics, i.e., the enhanced mixing caused by the stretching of the front due to the variable velocity field, we connect the early-time behavior of the dispersion to the length that the mixing interface would experience under purely advective conditions. This length can be readily computed for general velocity fields with particle tracking, thus providing a computationally efficient way of incorporating essential information from the 2D flow field into the 1D representation. At long times diffusion will counteract interface stretching, and our model accounts for this by introducing an asymptotic limit for the dispersion. This quantity, which represents the only free parameter in the model, is estimated using scaling arguments after calibration for a few reference cases. The governing reactive transport equations (in both 1D and 2D) are solved using a pseudo-spectral method that provides converged results at reasonable computational cost.

Detailed results were presented for 2D oscillatory and ABC velocity fields. We demonstrated that the upscaled model provides very accurate representations of the reaction conversion factor, and reasonable approximations of the spatial distribution of the chemical reaction, over a wide range of Peclet numbers and velocity-field parameters. The high level of agreement observed provides validation of the scaling arguments used in constructing the upscaled representation. It is evident from the numerical results that the early-time approximation (Eq. 18) indeed provides accurate predictions for cases where the mixing front experiences very substantial stretching (see, e.g., Figure 2 and Figure 5). We also showed that our model is applicable for non-reacting systems, and that results from this case can be used in upscaled reactive transport models. The accuracy of the upscaled model for the four-frequency ABC velocity example suggests that the model can be generalized to treat a wide range of flow fields.

There are many promising directions for future research in this area. In this work, our goal was the representation of mixing (and reaction) rates rather than spreading. It will be of interest to develop consistent two-equation representations able to treat both effects in 1D models. Restrictions resulting from our use of periodic boundary conditions did not allow us to explore model behavior for arbitrarily large plume stretching. Further investigation of the limits of applicability of the model, particularly the early-time approximation, should thus be pursued. It may also be useful to generalize the form of the time-dependent dispersion expression (i.e., consider alternatives to Eq. (19)), especially when multiple frequencies are involved. This could lead to treatments that are applicable for general velocity fields. It is also possible that further computational savings could be achieved using analytical or hybrid solutions of the 1D equations, and this...
should be considered. Finally, we note that many of the ideas and treatments presented here may be applicable to upscaling from the pore to Darcy scale. Research along these lines should be pursued.
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Appendices

A Numerical convergence analysis

The high-resolution solutions we construct, both for Eq. 6 (2D system) and Eq. 29 (1D system), would be very costly to obtain with conventional finite-volume or finite-difference methods. For this reason, as noted in the main text, we apply a pseudo-spectral method that is able to resolve the sharp fronts associated with high-Peclet-number reactive transport solutions. The method, described in detail by Adrover et al. (2002), performs numerical integration with a fourth-order Runge-Kutta scheme and applies a Fourier approximation of the spatial derivatives. Spectral convergence is observed and efficiency is achieved through the use of FFT computations. The time step size can be limited by either advective or diffusive terms, and it is determined in this work through a consideration of both effects. In the solutions presented in Section 4, we use between 4700 and 33,000 time steps to integrate from the initial state to $t_f = 10$.

The most difficult solutions correspond to Eq. 6 with large values of $Pe$, $\omega$, and $a$, as these specifications result in sharp concentration gradients that persist in time. Convergence results for conversion factor, for the oscillatory velocity field with $Pe = 40,000$, $\omega = 20$, and $a = 0.05$, are presented in Figure A.1. Two-dimensional solutions are shown with different numbers of grid points ($N$) in each coordinate direction, with $N = N_x = N_y$ ranging from 64 to 1024. The inset shows results toward the end of the run. A small offset is visible for $N = 64$, though results for $N \geq 128$ essentially collapse. By $N = 256$, which is the value used in this study, the results for conversion factor have converged to five significant figures. For the ABC velocity field, convergence is also obtained with $N = 256$. In these 2D solutions, this corresponds to a total of $N^2 = 65,536$ grid points. We note that, for all cases in this study with $N_f = 1$, fewer grid points could be used in the $y$-direction by exploiting solution periodicity (at a scale smaller than $L_y$) and then treating nonsquare domains.

Solutions for the spatial distribution of the reaction throughout the domain ($\bar{C}_s$) display oscillations, particularly near $x = 0$ and $x = 0.5$, that reduce with increasing $N$. This occurs because the initial condition is discontinuous, leading to the appearance of the Gibbs phenomenon, described by Canuto et al. (2007) in the context of spectral computations. For $N = 256$, away from $x = 0$ and $x = 0.5$, these oscillations are very small – of magnitude 0.003, which is negligible compared to the $O(1)$ $\bar{C}_s$ solution. These oscillations could be reduced by proceeding to higher $N$, though this was not necessary for the cases considered in this study.

![Figure A.1: Convergence results using the pseudo-spectral method for 2D solutions with varying numbers of grid points ($N = N_x = N_y$) for the oscillatory velocity field with $Pe = 40,000$, $\omega = 20$, and $a = 0.05$. The inset shows the solution near $t = 10$.](image-url)
References

Adrover, A., Cerbelli, S., and Giona, M. (2002). A spectral approach to reaction/diffusion kinetics in chaotic flows. *Computers & Chemical Engineering*, 26(1):125–139.

Bandopadhyay, A., Davy, P., and Le Borgne, T. (2018). Shear flows accelerate mixing dynamics in hyporheic zones and hillslopes. *Geophysical Research Letters*, 45(21):11,659–11,668.

Bandopadhyay, A., Le Borgne, T., Méheust, Y., and Dentz, M. (2017). Enhanced reaction kinetics and reactive mixing scale dynamics in mixing fronts under shear flow for arbitrary Damkohler numbers. *Advances in Water Resources*, 100:1339–1351.

Battiato, I. and Tartakovsky, D. (2011). Applicability regimes for macroscopic models of reactive transport in porous media. *Journal of Contaminant Hydrology*, 120-121:18–26.

Canuto, C., Hussaini, M. Y., Quarteroni, A., and Zang, T. A. (2007). *Spectral Methods: Fundamentals in Single Domains*. Springer Science & Business Media.

Cirpka, O. A. (2002). Choice of dispersion coefficients in reactive transport calculations on smoothed fields. *Journal of Contaminant Hydrology*, 58(3-4):261–282.

Cushman, J. H. and Tartakovsky, D. M. (2016). *The Handbook of Groundwater Engineering*. CRC Press.

De Anna, P., Dentz, M., Tartakovsky, A., and Le Borgne, T. (2014). The filamentary structure of mixing fronts and its control on reaction kinetics in porous media flows. *Geophysical Research Letters*, 41(13):4586–4593.

De Simoni, M., Carrera, J., Sanchez-Vila, X., and Guadagnini, A. (2005). A procedure for the solution of multicomponent reactive transport problems. *Water Resources Research*, 41(11).

Dentz, M. and Carrera, J. (2007). Mixing and spreading in stratified flow. *Physics of Fluids*, 19(1):017107.

Dentz, M., Kinzelbach, H., Attinger, S., and Kinzelbach, W. (2000). Temporal behavior of a solute cloud in a heterogeneous porous medium: 1. point-like injection. *Water Resources Research*, 36(12):3591–3604.

Duplat, J. and Villermaux, E. (2008). Mixing by random stirring in confined mixtures. *Journal of Fluid Mechanics*, 617:51–86.

Durlofsky, L. J. (1991). Numerical calculation of equivalent grid block permeability tensors for heterogeneous porous media. *Water Resources Research*, 27:699–708.

Fiori, A. and Dagan, G. (2000). Concentration fluctuations in aquifer transport: a rigorous first-order solution and applications. *Journal of Contaminant Hydrology*, 45(1-2):139–163.

Jose, S. C. and Cirpka, O. A. (2004). Measurement of mixing-controlled reactive transport in homogeneous porous media and its prediction from conservative tracer test data. *Environmental Science & Technology*, 38(7):2089–2096.

Kapoor, V., Gelhar, L. W., and Miralles-Wilhelm, F. (1997). Bimolecular second-order reactions in spatially varying flows: Segregation induced scale-dependent transformation rates. *Water Resources Research*, 33(4):527–536.

Le Borgne, T., Dentz, M., and Villermaux, E. (2015). The lamellar description of mixing in porous media. *Journal of Fluid Mechanics*, 770:458–498.

Le Borgne, T., Ginn, T. R., and Dentz, M. (2014). Impact of fluid deformation on mixing-induced chemical reactions in heterogeneous flows. *Geophysical Research Letters*, 41(22):7898–7906.

Molz, F. J. and Widdowson, M. A. (1988). Internal inconsistencies in dispersion-dominated models that incorporate chemical and microbial kinetics. *Water Resources Research*, 24(4):615–619.
Nijjer, J. S., Hewitt, D. R., and Neufeld, J. A. (2019). Stable and unstable miscible displacements in layered porous media. *Journal of Fluid Mechanics*, 869:468–499.

Ottino, J. (1989). *The Kinematics of Mixing: Stretching, Chaos, and Transport*, volume 3. Cambridge University Press.

Perez, L. J., Hidalgo, J. J., and Dentz, M. (2019). Upscaling of mixing-limited bimolecular chemical reactions in poiseuille flow. *Water Resources Research*, 55(1):249–269.

Perez, L. J., Hidalgo, J. J., Puyguiraud, A., Jiménez-Martínez, J., and Dentz, M. (2020). Assessment and prediction of pore-scale reactive mixing from experimental conservative transport data. *Water Resources Research*, 56(6):1–12.

Puyguiraud, A., Perez, L. J., Hidalgo, J. J., and Dentz, M. (2020). Effective dispersion coefficients for the upscaling of pore-scale mixing and reaction. *Advances in Water Resources*, 146:103782.

Ranz, W. E. (1979). Applications of a stretch model to mixing, diffusion, and reaction in laminar and turbulent flows. *AIChE Journal*, 25(1):41–47.

Ravu, B., Rudman, M., Metcalfe, G., Lester, D. R., and Khakhar, D. V. (2016). Creating analytically divergence-free velocity fields from grid-based data. *Journal of Computational Physics*, 323:75–94.

Tartakovsky, A. M., Tartakovsky, G. D., and Scheibe, T. D. (2009). Effects of incomplete mixing on multi-component reactive transport. *Advances in Water Resources*, 32(11):1674–1679.

Valocchi, A. J., Bolster, D., and Werth, C. J. (2019). Mixing-limited reactions in porous media. *Transport in Porous Media*, 130(1):157–182.

Villermaux, E. (2012). Mixing by porous media. *Comptes Rendus Mécanique*, 340(11-12):933–943.

Virtanen, P., Gommers, R., Oliphant, T. E., Haberland, M., Reddy, T., Cournapeau, D., Burovski, E., Peterson, P., Weckesser, W., Bright, J., et al. (2020). Scipy 1.0: Fundamental algorithms for scientific computing in Python. *Nature Methods*, 17(3):261–272.

Willmann, M., Carrera, J., Sanchez-Vila, X., Silva, O., and Dentz, M. (2010). Coupling of mass transfer and reactive transport for nonlinear reactions in heterogeneous media. *Water Resources Research*, 46(7).

Wright, E. E., Richter, D. H., and Bolster, D. (2017). Effects of incomplete mixing on reactive transport in flows through heterogeneous porous media. *Physical Review Fluids*, 2(11):114501.