Time-Delay Vibration Reduction Control of 3-DOF Vehicle Model with Vehicle Seat
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Abstract: Vehicles driving on the road continuously suffer low-frequency and high-intensity road excitation, which can cause the occupant feelings of tension and dizziness. To solve this problem, a three-degree-of-freedom vehicle suspension system model including vehicle seat is established and a linear function equivalent excitation method is proposed. The optimization of the random excitation is transformed into the optimization of constant force in a discrete time interval, which introduces the adaptive weighted particle swarm optimization algorithm to optimize the delay and feedback gain parameters in the feedback control of time delay. In this paper, the stability switching theory is used for the first time to analyze the stability interval of 3-DOF time-delay controlled active suspension, which ensures the stability of the control system. The numerical simulation results show that the algorithm can reduce vertical passenger acceleration and vehicle acceleration, respectively, by 13.63% and 28.38% on average, and 29.99% and 47.23% on random excitation, compared with active suspension and passive suspension based on inverse control. The effectiveness of the method to suppress road random interference is verified, which provides a theoretical reference for further study of suspension performance optimization with time-delay control.
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1. Introduction

The suspension is an important device to ensure the comfort and safety of the ride for the vehicle running on the road [1–5]. This main function is to mitigate the impact and vibration caused by uneven pavement. The road excitation to the vehicle exhibits low-frequency and high-amplitude shock vibration in all directions. Many studies have shown that long-term exposure to low frequency and high-intensity vibration will seriously affect the physical and mental health of passengers. Therefore, research on vibration reduction of vehicle body and seat is of great significance to improve the driving comfort of vehicles and the physical and mental health of occupants [6–8].

The active suspension system is modified from the passive suspension in terms of the actuator (motor, hydraulic device, cylinder, etc.). Utilizing a device generating an active force, it can actively suppress the impact of uneven road surfaces on the car body. Therefore, it has obvious advantages in vibration reduction and a wide range of application prospects [9,10]. There are unavoidable time-delay factors in the active suspension system, including the transmission delay of measurement signal from the signal sensor to a controllable computer, the calculation delay caused by calculation control method, the transmission delay of the control signal from the computer to the actuator, the actuator delay, etc. [11,12]. On the one hand, the time delay may lead to the instability of the vibration control system, and the bifurcation phenomenon, which is harmful to safety, will occur and seriously affect the vehicle’s ride comfort. On the other hand, a reasonable design of time delay can improve the control effect of the system. Some studies have been carried...
out to solve the problem of delay control. Filipovic and Olgać et al. [13–16] first proposed using time-delay feedback to control the vibration of the main system. Its basic idea is to install a delay-state-feedback shock absorber on the main system. When the external excitation frequency is consistent with the natural frequency of the system, the vibration can be completely eliminated [17–19]. Saeed et al. [20–22] integral suspended Jeffcott-rotor system is an object of research. They use the time-delay displacement feedback controller to control the lateral motion of the system and analyze the stability of the controller gain and time-delay, which uses simulation analysis to verify the effectiveness of time-delay vibration reduction. Maccari et al. [23] carried out time-delay feedback control for cantilever beams. They use the perturbation method to obtain the appropriate time-delay feedback control parameters, which can reduce the main resonance amplitude and suppress the quasi-period of the beam. Udwadia et al. [24] research on the time-delay problem of active control of torsion bars and building structures shows that introducing the hour delay into the system is helpful to improve the stability and dynamic performance of the system. Zhao and Xu et al. [25–28] considered time-delay in state feedback control. The time delay and control gain is adjusted to study the delay’s dynamic vibration absorber system. The results show that the vibration of the main system can be almost completely suppressed with appropriate hysteresis control parameters. Chen and Cai [29–32] et al. designed a flexible manipulator with time-delay feedback control by using numerical simulation and simulation experiments. They found that it had better motion than a flexible manipulator with no time delay. Phu D X et al. [33–36], to improve the comfort of car seats, proposed a new control strategy to improve ride comfort and applied it to the vibration control of automobile seat suspension with MR damper. The experimental results show the effectiveness of the proposed method.

In general, most of the current research on shock absorbers with time-delay control focuses on the determination of feedback gain of shock absorbers, time-delay parameters, and stability analysis. However, in the research into the control of time-delay vibration reduction under complex excitation, the existing methods of time-delay control parameters do not consider the external excitation in the parameter-solving process. This means that the time-delay parameter is irrelevant to the external excitation. As a result, there are no methods available to solve the time-delay control parameters for different external excitation. The time-delay control parameters obtained by the existing methods are only targeted for specific excitation but not for complex excitation.

Based on the above analysis, this paper studies a three-degree-of-freedom vehicle suspension system with a vehicle seat, which adopts a wheel-displacement feedback-control strategy. It proposes a linear function equivalent excitation method, which means that the optimization problem of random excitation is transformed into the optimization problem of the normal force in the discrete time interval. Firstly, the stability switching method is used to analyze the stability interval of the 3-DOF active suspension with time-delay control. Strum sequences are derived to ensure the stability of the control system. Secondly, the quantitative relationship between time-domain vibration response of the system, time-delay control parameters, and external excitation is designed to estimate the disturbance generated by external excitation to the body simplified model in real time. An adaptive weighted particle swarm optimization algorithm is used to obtain the optimal delay control parameters. Finally, simulation is used to analyze the control performance of the control algorithm compared with other control algorithms.

2. Vehicle Model Establishment

To understand the vibration characteristics of the vehicle under random road excitation, a vehicle model is established. The following assumptions are used to reduce a complex automobile model to a 3-DOF (mass) vibration system. Figure 1 presents a quarter-vehicle active suspension model with time-delay control. The vehicle model is simplified as a three-degree-of-freedom system. The components of the structure include passengers,
car body mass, and wheel mass. Because of its simplicity, the quarter vehicle model is usually used to evaluate the performance of active and passive suspension systems.

![Figure 1. 3-DOF seat model with time-delay control system.](image)

2.1. Vehicle Model Assumptions

When the value of suspension mass distribution coefficient $\epsilon = \rho_y^2/ab$ is close to 1, the vertical vibrations of the front and rear suspension mass are almost independent. The vehicle suspension system can be simplified to a 1/4 vehicle vibration system. The distances from the center of mass to the front and rear axes are a and b. The square of the turning radius of the body around the y-axis is $\rho_y^2$.

(1) Body, engine, frame, front, and rear axles are rigid. Body and frame are rigidly connected.

(2) The car runs in a straight line at a constant speed $v$. The tire keeps in contact with the ground without jumping.

(3) The automobile structure is symmetrical to the vertical plane. The road roughness of the left and right rut is the same. This means that the vehicle has no roll vibration, lateral displacement, or yaw motion. It only takes into account vertical vibrations.

(4) Vehicle suspension stiffness $k_2$, tire stiffness $k_3$ and seat stiffness $k_1$ are linear functions of displacement. Suspension damping and seat damping are linear functions of relative velocity. Tire damping is ignored.

(5) The contact mass of the car body $m_u$ is 0; i.e., the mass of the front and rear parts of the car body are independent of each other.

(6) The person $m_p$ is located directly above the axle and is fixed.

The simplified vehicle model is shown in Figure 1 based on the above assumptions. In Figure 1, $m_p$ is the mass of a human body; $m_s$ is the mass of the body part, including all car parts of the body spring suspension; $m_u$ is the unsprung mass, that is, the tire mass; $k_1$ is the seat stiffness; $k_2$ is the body suspension stiffness; $k_3$ is tire stiffness; $c_1$ is the seat damping; $c_2$ is the body suspension damping; $x_p$ is the seat vertical displacement; $x_s$ is the body vertical displacement; $x_u$ is the wheel axle vertical displacement; $x_r$ is the excitation unevenness displacement.

2.2. Establishment of the Equation of Motion

The dynamic differential equation of the three-mass vehicle model can be obtained according to the D’Alembert principle.
The dynamic equations of the system include seat vertical motion equation, body mass vertical motion equation, and unsprung mass vertical motion equation:

The system includes:

- **Seat vertical motion equation:**
  \[ m_p \ddot{x}_p + c_1 (\ddot{x}_p - \ddot{x}_s) + k_1 (x_p - x_s) = 0 \]  

- **Body mass vertical motion equation:**
  \[ m_s \ddot{x}_s - c_1 (\ddot{x}_p - \ddot{x}_s) - k_1 (x_p - x_s) + c_2 (\ddot{x}_s - \ddot{x}_u) + k_2 (x_s - x_u) + f = 0 \]  

- **Vertical motion equation of unsprung mass:**
  \[ m_u \ddot{x}_u - c_2 (\ddot{x}_s - \ddot{x}_u) - k_2 (x_u - x_s) - k_3 (x_u - x_r) - f = 0 \]

where \( \ddot{x}_p \) is the seat vertical beating acceleration; \( \dot{x}_p \) is the seat vertical beating speed; \( x_s \) is the body mass vertical beating acceleration; \( \ddot{x}_s \) is the body mass vertical beating speed; \( \ddot{x}_u \) is the unsprung mass vertical beating acceleration; \( x_u \) is the vertical beating speed of the unsprung mass; \( f = g x_u (t - \tau) \), where \( g \) and \( \tau \) represent the feedback gain and time-delay control amounts of the suspension active control force.

If the feedback gain of the suspension active control force and the time-delay control amount is 0, the active suspension system with time-delay control can be simplified to a traditional passive suspension system.

To transform Formulas (1)–(3), we can get:

\[
\begin{aligned}
\dot{X} &= AX + BU + Ew(t) \\
Y &= CX + DU + Fw(t)
\end{aligned}
\]

where

\[
A = \begin{bmatrix}
-\frac{c_1}{m_p} & \frac{c_1}{m_s} & 0 & -\frac{k_1}{m_p} & \frac{k_1}{m_s} & 0 \\
\frac{c_1}{m_s} & -\frac{c_1 - c_2}{m_s} & \frac{c_2}{m_s} & \frac{k_1}{m_s} & -\left(\frac{k_1 + k_2}{m_s}\right) & \frac{k_2}{m_s} \\
0 & \frac{c_2}{m_u} & -\frac{c_2}{m_u} & 0 & \frac{k_2}{m_u} & -\frac{k_3}{m_u} \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0
\end{bmatrix}
\]

\[
B = \begin{bmatrix}
0 \\
-\frac{g}{m_p} \\
0 \\
0 \\
0 \\
0
\end{bmatrix}, \quad D = \begin{bmatrix}
0 \\
\frac{1}{m_t} \\
0 \\
0 \\
0 \\
-1
\end{bmatrix}, \quad E = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}, \quad F = \begin{bmatrix}
0 \\
0 \\
0 \\
0 \\
0 \\
0
\end{bmatrix}
\]

3. Time-Delay Stability Analysis of Active Suspension with Time-Delay Control

To analyze the peaks of occupant and body movement, the Fourier change is carried out according to Equation (4), the time domain characteristics are transformed into the frequency domain to study, and the frequency domain response function \(|H| = \omega \left| \frac{X_p}{X_s(\omega)} \right| \)
of occupant acceleration to road speed and the frequency domain response function $|H2| = |\omega| \frac{X_r}{X_s(\omega)}$ of vehicle acceleration to road speed is obtained. The frequency response function curve is shown in Figure 2.

![Figure 2. Frequency response characteristic curve.](image)

It can be seen in Figure 2 that frequency response characteristic curve $|H1|$ of occupant acceleration. When there is no increase in control $g = 0$ and $\tau = 0$, the maximum amplitude-frequency characteristic of the vehicle body is generally about 6 Hz, the maximum amplitude is 15.9, and then the amplitude decreases slowly with the increase in frequency. From the frequency response characteristic curve of body acceleration $|H2|$, it can be seen that when the control $g = 0$ and $\tau = 0$ are not increased, the maximum amplitude-frequency characteristic of the body is generally within 5.9 Hz, and the maximum amplitude is 12.46. When it reaches 64.9 Hz, the body amplitude reaches the second peak value of 8.17 Hz. After that, the amplitude decreases slowly with increasing frequency.

System stability is a powerful guarantee for the safe and reliable operation of time-delay control. In this paper, the stability switching method is used to analyze the stability of time-delay feedback control [37–39].

To facilitate the analysis of system stability, the motion differential of the system, i.e., Equation (4), is normalized.

To make the analyzed physical quantities have a broader theoretical guiding significance, the following auxiliary variables are introduced:

$$
\begin{align*}
\dot{t}^* &= \sqrt{\frac{m_p}{\xi_1}} dt, \quad \zeta_1 = \frac{c_1}{\sqrt{m_p k_1}}, \quad \zeta_2 = \frac{c_2}{\sqrt{m_p k_2}}, \quad \gamma_1 = \frac{m_p}{m}, \quad \gamma_2 = \frac{m_p}{m}, \quad \kappa_1 = \frac{k_2}{k_1}, \quad \kappa_2 = \frac{k_3}{k_1},
\end{align*}
$$

$$
\begin{align*}
\gamma_1 &= \frac{g}{\xi_1}, \quad \tau^* = \sqrt{\frac{m_p}{\xi_1 \tau}}
\end{align*}
$$

For the convenience of writing, $t^*, \tau^*$ can be marked as $t, \tau$. Equations (1)–(3) can be simplified to:

$$
\begin{align*}
\ddot{x}_s + \zeta_1 (\dot{x}_s - \dot{x}_s) + (x_p - x_s) &= 0 \quad (6) \\
\ddot{x}_p - \gamma_1 \zeta_1 (x_p - \dot{x}_s) - \gamma_1 (x_p - x_s) + \gamma_1 \zeta_2 (\dot{x}_s - \dot{x}_u) + \gamma_1 \kappa_1 (x_s - \dot{x}_u) + \gamma_1 \kappa_2 x_u (t - \tau) &= 0 \quad (7) \\
\ddot{x}_u - \gamma_2 \zeta_2 (x_s - \dot{x}_u) - \gamma_2 \kappa_1 (x_s - \dot{x}_u) + \gamma_2 \kappa_2 (\dot{x}_u - x_r) + \gamma_2 \kappa_2 x_u (t - \tau) &= 0 \quad (8)
\end{align*}
$$
According to the complete discriminant system of polynomials \([40,41]\), it is assumed that \(f(x)\) is a polynomial of degree \(n\).

\[ D_1(f), D_2(f), \cdots, D_n(f) \]

is its discriminant sequence. Assume that the number of sign changes in the discriminant sequence symbol table is \(v\), where the number of non-zero terms is \(l\). If it satisfies \(D_l(f) \neq 0, D_m(f) = 0(m > l)\), then the logarithm of the complex root of \(f(x)\) is \(v\).

The number of distinct real roots of \(f(x)\) is \(l - 2v\). \(f(x)\) has multiple roots if and only if \(l < v\). The full-time-delay stability of the suspension system is solved by the full-time-delay stability judgment theorem of the time-delay dynamic system. The condition of full-delay stability for linear dynamical systems with a single delay is that the characteristic polynomial \(D(s, \tau) = P(s) + Q(s)e^{-s\tau}\), \(i = 1, 2, \cdots, n\) of the system is stable at \(\tau = 0\). The coefficient of the first term of \(P(s)\) is 1, and its degree satisfies \(\text{deg}(p) = n > \text{deg}(Q_i)\), \(i = 1, 2, \cdots, n\). In addition, at \(\tau \geq 0\), the characteristic equation of the system \(D(iw, \tau) = 0\) has no real solution.

From Equations (6)–(8), the characteristic equation can be obtained as

\[ D(s, \tau) = P(s) + Q(s)e^{-s\tau} \]  

\(9\)

The specific form is

\[ D(s, \tau) = s^6 + a_1s^5 + a_2s^4 + a_3s^3 + a_4s^2 + a_5s + a_6 \]  

\(10\)

where

\[
\begin{align*}
a_1 &= \xi_1 + \xi_1\gamma_1 + \xi_2\gamma_1 + \xi_2\gamma_2 \\
a_2 &= \xi_1\gamma_1 + \xi_1\gamma_2 + \xi_2\gamma_2 + 2\xi_1\xi_2\gamma_1 + \xi_1\xi_2\gamma_1 \\
&\quad + \xi_1\xi_2\gamma_2 - \xi_1\gamma_2e^{-s\tau} + \xi_1\xi_2\gamma_1 \gamma_2 + 1 \\
a_3 &= \xi_2\gamma_1 - \xi_1\gamma_1 + \xi_2\gamma_2 + \xi_1\xi_1\gamma_1 + \xi_1\xi_2\gamma_2 \\
&\quad + 2\xi_1\xi_2\gamma_1 - \xi_1\gamma_1\gamma_2 \gamma_2 + \xi_1\xi_2\gamma_1 \gamma_2 \\
&\quad + \xi_1\xi_2\gamma_1 \gamma_2 - \xi_1\xi_2\gamma_1 \gamma_2e^{-s\tau} \\
a_4 &= \xi_1\gamma_1 - \gamma_1 + \xi_1\gamma_2 + \xi_2\gamma_2 + 2\xi_1\xi_2\gamma_1 \gamma_2 - \xi_1\gamma_1 \gamma_2e^{-s\tau} \\
&\quad - \xi_1\xi_2\gamma_1 \gamma_2 + \xi_1\xi_2\gamma_1 \gamma_2 + 2\xi_1\xi_2\gamma_1 \gamma_2 + \xi_1\xi_2\gamma_1 \gamma_2 \\
a_5 &= 2\xi_1\xi_2\gamma_1 \gamma_2 - \xi_1\xi_1\gamma_2 + \xi_1\xi_2\gamma_1 \gamma_2 \\
&\quad + \xi_1\xi_2\gamma_1 \gamma_2 + \xi_1\xi_2\gamma_1 \gamma_2 + \xi_1\xi_2\gamma_1 \gamma_2 + \xi_1\xi_2\gamma_1 \gamma_2e^{-s\tau} \\
a_6 &= \xi_1\gamma_1 \gamma_2e^{-s\tau} - \xi_1\gamma_1 \gamma_2 - \xi_1\gamma_1 \gamma_2 + \xi_1\gamma_1 \gamma_2 \end{align*}
\]

For all \(\tau \geq 0\), \(D(iw, \tau) = 0\), there is no real number solution \(w\) if and only if the following polynomial is true:

\[ F(w) = w^{12} + b_1w^{10} + b_2w^8 + b_3w^6 + b_4w^4 + b_5w^2 + b_6 \]  

\(11\)

See Appendix A for \(b_1, b_2, \cdots, b_6\) in the formula.

According to the Strum sequence discrimination method, the Strum sequence \(F(w)\) can be calculated by computing software.

\[ D_1, D_2, D_3, D_4, D_5, D_6, D_7, D_8, D_9, D_{10}, D_{11}, D_{12} \]  

\(12\)

In the formula, the number of polynomials \(D_1, D_2, D_3, D_4, D_5, D_6, D_7, D_8, D_9, D_{10}, D_{11}, D_{12}\) is relatively high. The Maple program DISCR can be used to complete the program, as shown in Appendix A.

To realize polynomial \(F(w)\) without real roots, the sign change of the sequence of \(F(w)\) discriminant should satisfy \(l = 2v\) according to the Strum test. Based on the parameters of a certain vehicle, as shown in Table 1, this paper studies the influence of suspension damping and control gain on the system’s time-delay stability. It takes \(c_2\) as the adjustable damping to draw the values of \(c_2\) and \(g\) within a certain value range that meet the conditions. The parameter plane satisfying the condition was divided into several regions according to the full delay stability condition, as shown in Figure 3. Different regions are different discriminant sequences, as shown in Table 2.
Table 1. Vehicle suspension model parameters.

| Vehicle Parameters | Values   | Vehicle Parameters | Values   |
|--------------------|----------|--------------------|----------|
| $m_p$/kg           | 70       | $k_3/(N\cdot m^{-1})$ | 190,000  |
| $m_u$/kg           | 40.5     | $k_2/(N\cdot m^{-1})$ | 16,000   |
| $m_s$/kg           | 345      | $c_1/(N\cdot s\cdot m^{-1})$ | 800     |
| $k_1/(N\cdot m^{-1})$ | 8000    | $c_2/(N\cdot s\cdot m^{-1})$ | 1500   |

Figure 3. The time-delay stability region of the active suspension in the parameter plane $(\xi_1, \xi_2)$.

Table 2. The symbol sequence of the discriminant of active suspension and the number of real roots.

| Subarea Number | $D_1, D_2, D_3, D_4, D_5, D_6, D_7, D_8, D_9, D_{10}, D_{11}, D_{12}$ (Symbol Sequence of Discriminant) | $l-2v$ (Number of Real Roots) |
|----------------|-----------------------------------------------------------------------------------------------------|-------------------------------|
| I              | $[1, 1, 1, 1, -1, 1, 1, -1, 1, 1, 1]$                                                               | 0                             |
| II             | $[1, 1, 1, 1, -1, 1, 1, -1, 1, 1, 1]$                                                               | 4                             |
| III, IV        | $[1, 1, 1, 1, -1, 1, 1, 1, 1, 1, 1, -1, 1]$                                                         | 0                             |

Theorem 1. Assuming that the pure imaginary root of the characteristic equation of system (9) is not a solution of $Q(i\omega) = 0$, then [42]:

If $F(\omega) = 0$ has no real root, then the system is fully time-delay stable; that is, the system does not undergo stability switching.

If $F(\omega) = 0$ has only a positive single root $\omega$, then the corresponding delay-free system is asymptotically stable. There is some $\tau_c > 0$ that makes the system stable in $\tau > \tau_c$. However, it is unstable for all $\tau > \tau_c$; that is, the system has a stable switch. When the corresponding delay-free system is unstable, the system is unstable for all time delays; that is, the system does not undergo stability switching.

If $F(\omega) = 0$ has more than one positive single root, the system will undergo a finite number of stability switches. It is ultimately unstable.

When the delay gradually increases from 0 to infinity, according to Table 2 and Theorem 1, it can be concluded as follows:

(1) The regions I and PI are the full delay stability regions of the system. The corresponding system does not undergo stability switching.

(2) When the delay increases from 0 to $\tau_c$, the system undergoes a stability switch.

(3) When the delay gradually increases from $\tau_c$ to infinity, the system is ultimately unstable.
(2) The system switches between stable and unstable states as the parameter value increases in the region III at any time. After a finite number of stable alternation changes to the final instability, if all critical time-delays are arranged in order from small to large, as long as there are two adjacent values in the sequence that correspond to a large positive root of \( F(w) \), the time-delay is increased. The system no longer has a stability switch and remains unstable from then on.

4. Suspension Time-Delay Control Parameter Optimization

4.1. The Establishment Method of Objective Function

This paper presents a new optimization method. When the complex excitation is known, the linear function is used to make the complex excitation equivalent in the discrete time interval. This means dividing continuous time into small periods of time. The linear function \( g(x) = l_a x + l_b \) is equivalent to the complex excitation in each time interval. When the time interval is finely divided, the linear function can approximate the original complex excitation. In the continuous time interval, the amplitude of both is the same at each discrete time point. The optimization problem of complex excitation is transformed into the optimization problem of the normal force in the discrete time interval. This simplifies complex issues. At the same time, the external excitation is directly introduced into the solution process of time-delay control parameter optimization in the objective function. The quantitative relationship among the time-domain vibration response, time-delay control parameters, and external excitation are established.

Assume that \( f(x) \) is a complex excitation, and take the linear equivalent function \( g(x) = l_a x + l_b \). Among them, \( l_a \) and \( l_b \) are the equivalent parameters. In a small time interval of \([t_k, t_{k+1}]\), then \( f(x_k) = l_a x_k + l_b \). Of these, \( f(x) \) is known. It is only necessary to solve for the equivalent parameters of \( l_a \) and \( l_b \). Then, equivalent complex excitation \( g(x) = \sum_{k=1}^{n} l_{ak} x + l_{bk} \) is brought into Equations (1) to (3). It can solve the vibration response of the system at each time point \( t_k \) by solving the dynamic equation of the system:

\[
\begin{align*}
x_p &= \begin{bmatrix} x_{p1}, x_{p2}, \ldots, x_{pk}, \ldots, x_{pn} \end{bmatrix} \\
\dot{x}_p &= \begin{bmatrix} \dot{x}_{p1}, \dot{x}_{p2}, \ldots, \dot{x}_{pk}, \ldots, \dot{x}_{pn} \end{bmatrix} \\
x_s &= \begin{bmatrix} x_{s1}, x_{s2}, \ldots, x_{sk}, \ldots, x_{sn} \end{bmatrix} \\
\dot{x}_s &= \begin{bmatrix} \dot{x}_{s1}, \dot{x}_{s2}, \ldots, \dot{x}_{sk}, \ldots, \dot{x}_{sn} \end{bmatrix} \\
x_u &= \begin{bmatrix} x_{u1}, x_{u2}, \ldots, x_{uk}, \ldots, x_{un} \end{bmatrix} \\
\dot{x}_u &= \begin{bmatrix} \dot{x}_{u1}, \dot{x}_{u2}, \ldots, \dot{x}_{uk}, \ldots, \dot{x}_{un} \end{bmatrix}
\end{align*}
\]

where \( x_{pk}, \dot{x}_{pk} \) are the vibration displacement and velocity of the occupant at \( t_k \); \( x_{sk}, \dot{x}_{sk} \) are the vibration displacement and velocity of the body mass at \( t_k \); and \( x_{uk}, \dot{x}_{uk} \) are the vibration displacement and velocity of the unsprung mass at \( t_k \).

The vibration response of Equation (7) is brought into Equations (1)–(3) to obtain the vibration acceleration of the occupant, the body mass, and the unsprung vibration at time \( t_k \):

\[
\begin{align*}
\ddot{x}_{pn} &= \left( c_1 (\dot{x}_p - \dot{x}_s) + k_1 (x_p - x_s) \right) / m_p \\
\ddot{x}_{sn} &= \left( -c_1 (\dot{x}_p - \dot{x}_s) - k_1 (x_p - x_s) + \dot{f} \right) / m_s \\
\ddot{x}_{un} &= \left( -c_2 (\dot{x}_s - \dot{x}_u) - k_2 (x_s - x_u) + \dot{f} \right) / m_u
\end{align*}
\]

According to the vehicle’s ride comfort requirements, this paper takes the occupant vertical acceleration, body acceleration, suspension dynamic stroke, and tire dynamic load weighting as the optimization objective function and meets the ride comfort requirements to the greatest extent as the optimization objective. Due to the inconsistency of the units and magnitudes of each performance index, it will be divided by the corresponding passive suspension performance index value, and the fitness function obtained is as follows

\[
\min(f) = \mu_1 \frac{\sigma_1}{\sigma_{1_{pas}}} + \mu_2 \frac{\sigma_2}{\sigma_{2_{pas}}} + \mu_3 \frac{\sigma_3}{\sigma_{3_{pas}}} + \mu_4 \frac{\sigma_4}{\sigma_{4_{pas}}}
\]
where the weighting coefficients $\mu_1, \mu_2, \mu_3$, and $\mu_4$ are used as the weight coefficients of the evaluation function to measure the relative importance of each sub-objective function. In this paper, we take $\mu_1 = 0.3, \mu_2 = 0.3, \mu_3 = 0.2, \mu_4 = 0.2$ and $\sigma_{1\text{pas}}, \sigma_{2\text{pas}}, \sigma_{3\text{pas}}, \sigma_{4\text{pas}}$ to represent the corresponding performance of the passive suspension.

$\sigma_1$ is the root mean square value of the occupant’s vertical acceleration:

$$\sigma_1 = \sqrt{\frac{1}{n} \sum_{k=1}^{n} (\ddot{x}_{pk})^2}$$

$\sigma_2$ is the root mean square value of body acceleration:

$$\sigma_2 = \sqrt{\frac{1}{n} \sum_{k=1}^{n} (\ddot{x}_{sk})^2}$$

$\sigma_3$ is the root mean square value of suspension dynamic deflection:

$$\sigma_3 = \sqrt{\frac{1}{n} \sum_{k=1}^{n} (x_{sk} - x_{uk})^2}$$

$\sigma_4$ is the root mean square value of tire dynamic load:

$$\sigma_4 = \sqrt{\frac{1}{n} \sum_{k=1}^{n} k_1(x_{uk} - x_r)^2}$$

where $\ddot{x}_{pk}$ is the vibration acceleration of the occupant at time $t_k$, $\ddot{x}_{sk}$ is the vibration acceleration of the vehicle body at time $t_k$, $x_{sk}$ is the vertical displacement of vehicle vibration at time $t_k$, and $x_{uk}$ is the vertical displacement of wheel vibration at time $t_k$.

Optimization Constraints

For the suspension dynamic deflection constraint, in order to prevent frequent collision with the buffer block when driving on bad roads, the dynamic stroke of the suspension must meet the inequality of Equation (16) within the safe stroke range:

$$|x_s(t) - x_u(t)| \leq z_{\text{max}}$$

(16)

where the maximum travel value of the suspension is represented by $z_{\text{max}}$.

For tire grounding, in order to prevent the tire from falling off the ground during driving and cause driving safety problems, it is necessary to meet the inequality of Equation (17):

$$|k_2(x_u(t) - x_r(t))| \leq F$$

(17)

where the static load of the tire is represented by the calculation formula, which is as follows:

$$F = (m_p + m_s + m_u)g$$

(18)

The formula of the mathematical model of the optimized objective function is as follows:

$$\begin{align*}
\min(J) &= \mu_1 \sigma_1^2 + \mu_2 \sigma_2^2 + \mu_3 \sigma_3^2 \\
s.t. &= \sigma_1 < \sigma_{1\text{pas}} \\
&\quad \sigma_2 < \sigma_{2\text{pas}} \\
&\quad |x_u(t) - x_r(t)| \leq z_{\text{max}} \\
&\quad |k_2(x_u(t) - x_r(t))| \leq F \\
&\quad \tau > 0
\end{align*}$$

(19)

4.2. Time-Delay Control Parameter Optimization Based on Adaptive Weighted Particle Swarm Algorithm

Particle Swarm Optimization (PSO) is an optimization algorithm based on the iterative operation. The system is initialized as a set of random solutions. It searches for the optimal value by iteration. An information sharing mechanism exists among particles. Pbest
(individual extremum) or Gbest (global optimal solution) passes information to other particles. The particle search updates in the reciprocal flow follow the optimal solution and converge quickly. However, the PSO algorithm has the problem of “precocious” convergence and easily falls into the local best in the optimization process. To solve the problem of particle swarm, it combines the objective function characteristics established by Equation (19). In this paper, an adaptive inertia-weighted particle swarm optimization algorithm is used to optimize the delay feedback control parameters. The adaptive inertia weight particle swarm optimization (PSO) adjusts the inertia weight by using a nonlinear decreasing strategy. By balancing the global and local search capabilities of the particle swarm optimization algorithm, it can reduce the number of invalid iterations and reflect the advantages of fast convergence speed in the process of optimization [43–45].

4.2.1. Principle of the Optimization Algorithm

Because the large inertial factor is advantageous for jumping out of the local minimum point, it is convenient for global search. The smaller inertial factor is conducive to the accurate local search of the current search area, which uses algorithm convergence. Therefore, the PSO algorithm is prone to prematurity, and the oscillation phenomenon easily occurs near the global optimal solution in the late stage of the algorithm. The nonlinear dynamic inertia weight coefficient formula is used in this paper. The specific expression is as follows:

$$w = \begin{cases} \frac{w_{\text{min}} - \frac{(w_{\text{max}} - w_{\text{min}})(f - f_{\text{min}})}{(f_{\text{avg}} - f_{\text{min}})}}{w_{\text{max}}}, & f \leq f_{\text{avg}} \\ \frac{w_{\text{min}}}{w_{\text{max}}}, & f > f_{\text{avg}} \end{cases}$$

(20)

where $w_{\text{max}}$ and $w_{\text{min}}$ respectively represent the maximum and minimum values of W inertial weight coefficient, $f$ represents the current objective function value of particles, and $f_{\text{avg}}$ and $f_{\text{min}}$ represent the average and minimum target values of all particles at present, respectively. In the above equation, the inertia weight changes automatically with the objective function value of the particle, so it is called the adaptive weight.

When the target value of each particle is generally consistent or locally optimal, it will increase the inertia weight. When the target value of each particle is relatively dispersed, it will reduce the inertia weight. At the same time, for particles whose target function value is better than the average target value, the factor of the corresponding inertial weight is small and protects the particle. For the particle whose target function value is different from the average target value, its corresponding inertial weight factor can make the particle closer to a better search area.

4.2.2. The Steps of Adaptive Weighted Particle Swarm Optimization

1. The position and velocity of each particle in the population are randomly initialized.
2. The fitness of each particle is evaluated. The current position and fitness value of each particle are stored in the Pbest of each particle. The location and fitness value of all the individuals are stored with the best fitness value in Pbest in Gbest.
3. The following formula is used to update the velocity and displacement of the particle:

$$x_{ij}(t + 1) = x_{ij}(t) + v_{ij}(t + 1), j = 1, 2, \ldots, d$$
$$v_{ij}(t + 1) = w_{v}v_{ij}(t) + l_{1}r_{1}[P_{ij} - x_{ij}(t)] + l_{2}r_{2}[G_{i} - x_{ij}(t)]$$

(21)

where $v_{ij}$ is the update speed of the particle; $x_{ij}(t)$ is the updated displacement of the particle; $r_{1}$ and $r_{2}$ are random constants generated in $[0, 1]$; and $l_{1}, l_{2}$ are learning factors.
4. The weight is updated: $w = \begin{cases} \frac{w_{\text{min}} - \frac{(w_{\text{max}} - w_{\text{min}})(f - f_{\text{min}})}{(f_{\text{avg}} - f_{\text{min}})}}{w_{\text{max}}}, & f \leq f_{\text{avg}} \\ \frac{w_{\text{min}}}{w_{\text{max}}}, & f > f_{\text{avg}} \end{cases}$
5. For each particle, its fitness is compared to the best position it passes through. If the result is good, it takes it as the current best position. Comparing all current Pbest and Gbest values, Gbest is updated.
6. If the stop condition (generally the number of iterations or the preset accuracy of operation) is met, the search will stop and the results will be output. Otherwise, return to 3 to continue the search.
Flow chart of adaptive weight particle swarm optimization algorithm (as shown in Figure 4).

![Flow chart of adaptive weight particle swarm optimization algorithm](image)

**Figure 4.** Flow chart of adaptive weight particle swarm optimization algorithm.

In the optimization process, the suspension parameters of a vehicle are referred to (as shown in Table 1 [46]). To more accurately search for the optimal individual extreme value and global optimal solution, 40 particles were randomly selected for iterative optimization. The maximum inertial weight of the learning factor \( l_1 = l_2 = 1.49445 \) is 0.9, and the minimum inertial weight is 0.6. After 100 iterations, the variation diagram of the iteration number of the fitness function of the suspension performance index is shown in Figure 5. It can be seen that with the continuous evolution of the population, the fitness function value of the optimal individual decreases rapidly. The number of invalid iterations is lower, and the convergence is fast. Finally, the global optimal control parameters under harmonic excitation and random excitation are obtained: \( g = 18,815.1534673518 \), \( \tau = 0.868044394480619 \), \( g_1 = -33,108.79988701554 \), \( \tau_2 = 0.992053286298810 \) \( g_1 = \frac{g}{\sqrt{mpk_2^2}}, g_1 = \frac{g}{k_1^2} \), in which the feedback control parameters can be determined in the time-delay stability region. According to Theorem 1, the control system at this time is stable with full delay, and the system does not have stability switching; that is, the system is stable.
5. Dynamic Performance Simulation and Analysis

5.1. Suspension Dynamic Performance Analysis under Harmonic Excitation Input

At present, the evaluation index of human comfort is the weighted root mean square value of acceleration proposed by ISO2631 standard. The calculation formula of root mean square value of weighted acceleration is

\[ a_w = \left[ (1.4a_{xw})^2 + (1.4a_{yw})^2 + a_{zw} \right]^{1/2} \]  \hspace{1cm} (22)

where \( a_{xw} \) is the root mean square value of longitudinal acceleration, \( a_{yw} \) is the root mean square value of lateral acceleration, and \( a_{zw} \) is the root mean square value of vertical acceleration.

Because this paper mainly evaluates the impact of vertical vibration on comfort, only the root mean square value of vertical vibration weighted acceleration is calculated. The formula for calculating the frequency weighted value \( w(f) \) of the root mean square value of vibration-frequency-weighted acceleration at different frequencies is

\[
w(f) = \begin{cases} 
0.5 & (0.5, 2] \\
\frac{f}{4} & (2, 4] \\
1 & (4, 12.5] \\
12.5/f & (12.5, 80]
\end{cases}
\] \hspace{1cm} (23)

Figure 5. Time-delay control parameter-change diagram. (a) Time-delay parameter-change diagram under harmonic excitation. (b) Time-delay parameter-change graph under random excitation.
To verify the feasibility and effectiveness of the optimized time-delay control parameter method and the time-delay feedback-vibration-reduction control method proposed in this paper, the passive suspension, the active suspension based on backstepping control, and the time-delay active suspension with optimal parameter feedback control are combined. The performance indicators of the rack are compared by time-domain simulation, and the results of the simulation comparison are shown in Figure 6 [47]. To quantitatively analyze the damping performance of the active suspension with time-delay control, Table 3 lists the passengers of the time-delay active suspension system, passive suspension system, and back-control active suspension system under the optimal parameters. Root mean square value of acceleration, body acceleration, and suspension dynamic deflection, tire dynamic load, are used to calculate the corresponding change in percentage.

Table 3. Suspension performance root mean square value comparison table.

| Sinusoidal Excitation | Passive Suspension | Active Suspension with Backstepping Control | Active Suspension with Time-Delay | Optimized Percentage Compared to Passive Suspension | Optimized Percentage Compared to Backstepping Control |
|-----------------------|--------------------|---------------------------------------------|----------------------------------|---------------------------------------------|---------------------------------------------|
| Passenger acceleration (m/s²) | 3.1906 | 1.7677 | 0.3057 | 90.42% | 82.71% |
| Body acceleration (m/s²) | 2.4710 | 2.3319 | 0.3935 | 84.08% | 83.13% |
| Suspension dynamic displacement (m) | 0.0561 | 0.0437 | 0.0378 | 32.62% | 13.50% |
| Tire dynamic load (N) | 1093.1 | 792.6011 | 156.1892 | 85.57% | 80.29% |

As can be seen from Figure 6, the performance of the active suspension system with time-delay control under harmonic excitation is significantly improved compared with that of the passive suspension system. For the passive suspension system, the fluctuation range of passenger vertical acceleration is 3.815 m/s² ~ −3.815 m/s², and the fluctuation range of body vertical acceleration is 5.046 m/s² ~ −5.046 m/s². The fluctuation range of the suspension dynamic displacement is 0.08752 m ~ −0.08752 m, and the fluctuation range of the tire dynamic load is 1671 N ~ −1671 N. Meanwhile, for the active suspension system based on backstepping control, the fluctuation range of passenger vertical acceleration is 3.344 m/s² ~ −3.344 m/s², the fluctuation range of body vertical acceleration is 2.522 m/s² ~ −2.522 m/s², and the fluctuation range of suspension dynamic displacement is 0.0628 m ~ −0.0628 m. The range of the tire dynamic load fluctuation is 1157 N ~ −1157 N. However, the time-delay control strategy adopted in this paper determines the passenger vertical acceleration, and the vibration of the car body is completely eliminated after the vertical acceleration is stabilized. The suspension-dynamic-displacement fluctuation range is 0.05043 m ~ −0.05043 m, tire dynamic load fluctuation range is 89.77 N ~ −89.77 N. Compared with the ordinary active-suspension backstepping-control strategy, the time-delay damping control active suspension designed in this paper significantly reduces the fluctuation range of the suspension performance index.

By comparing the values in Table 3, it can be seen that the active suspension control strategy with time-delay control designed in this paper can optimize the passenger vertical acceleration by 90.42%, the body vertical acceleration by 84.08%, the suspension dynamic deflection by 32.62%, and the tire dynamic load by 85.57% compared with the passive suspension performance. Compared with the active suspension based on inverse control, the active suspension control strategy with time-delay control designed in this paper can optimize the passenger vertical acceleration by 82.71%, the body vertical acceleration by 83.13%, the suspension dynamic deflection by 13.50%, and the tire dynamic load by 80.29%. Active suspension with time-delay control improves the performance of suspension significantly. This shows that the method proposed in this paper achieves the purpose of improving suspension comfort.
Figure 6. Cont.
5.2. External Incentive Input

To further evaluate the feasibility and effectiveness of the method of optimizing the time-delay control parameters proposed in this paper, random excitation is selected as the vertical disturbance to the wheel axle, and the 3-DOF suspension established model is subjected to random excitation as an example for time-domain analysis. In this paper, a time-domain model of random excitation is established by the superposition of random sine waves. The power spectrum density of road displacement is expressed by $G_q(f)$. In time frequency $f_1 < f < f_2$, it is divided into n small intervals. The power spectrum density value $G_q(f)$ corresponding to the central frequency of each cell is taken to replace the value of the whole cell. Then, a sine wave function with an intermediate frequency $f_{\text{min}-i}(i = 1, 2, \cdots, n)$ and standard deviation $\sqrt{G_q(f_{\text{min}-i})}\Delta f_i$ is found. Such a sine wave function can be expressed as [48]:

$$
\sqrt{G_q(f_{\text{min}-i})}\Delta f_i \sin(2\pi f_{\text{min}-i}t + \theta_i)
$$  (24)

Equation (24) is superimposed on the sine wave function corresponding to each cell, and the time domain expression of the random displacement input is obtained as follows:

$$
q(t) = \sum_{i=1}^{n} \sqrt{G_q(f_{\text{min}-i})}\Delta f_i \sin(2\pi f_{\text{min}-i}t + \theta_i)
$$  (25)

where random numbers are uniformly distributed on $\theta - [0, 2\pi]$. $q(t)$ is the time domain expression of random excitation displacement.

5.3. Simulation Results

After obtaining the time-delay control parameters under random excitation through the adaptive particle swarm optimization algorithm, according to the differential equation of motion of the vehicle’s active suspension system and external excitation input, the passive suspension, the active suspension based on backstepping control, and the external excitation input are established. A simulation model of active suspension with time-delay control and a comparative analysis of its dynamic performance are provided. Under the condition of random excitation, the changed results of root mean square values of passenger acceleration, body acceleration, suspension dynamic deflection, and tire dynamic load are shown in Table 4.
Table 4. Suspension performance root mean square value comparison table.

| Sinusoidal Excitation                  | Passive Suspension | Active Suspension with Backstepping Control | Active Suspension with Time-Delay | Optimized Percentage Compared to Passive Suspension | Optimized Percentage Compared to Backstepping Control |
|----------------------------------------|--------------------|---------------------------------------------|----------------------------------|-----------------------------------------------------|-----------------------------------------------------|
| Passenger acceleration (m/s²)          | 0.2181             | 0.1768                                      | 0.1527                          | 29.99%                                              | 13.63%                                              |
| Body acceleration (m/s²)               | 0.2812             | 0.2072                                      | 0.1484                          | 47.23%                                              | 28.38%                                              |
| suspension dynamic displacement (m)    | 0.00325            | 0.00360                                     | 0.00687                         | −111.38%                                            | −90.83%                                              |
| Tire dynamic load (N)                  | 112.50             | 68.18                                       | 67.21                           | 40.26%                                              | 1.42%                                               |

By comparing the values in Table 4, it can be seen that vehicle comfort is measured by vehicle body acceleration and passenger acceleration. The two kinds of active suspension are improved to some extent compared to the passive suspension. Two kinds of active control suspension are affected by random excitation. The active suspension eliminates the external force and causes the suspension dynamic to travel a larger distance than the passive suspension dynamic travels. However, it is within the scope of the design [49]. Compared with the passive suspension system and the active suspension based on inverse control, the performance of the active suspension system with time-delay control under random excitation has been significantly improved. For the passive suspension system, the fluctuation range of passenger vertical acceleration is 0.4647 m/s² ~ 0.4585 m/s², and the fluctuation range of body vertical acceleration is 0.2876 m/s² ~ 0.2768 m/s², and the fluctuation range of tire dynamic load is 238.3 N ~ −238.6 N. For the active suspension system based on backstepping control, the fluctuation range of passenger vertical acceleration is 0.4478 m/s² ~ −0.4457 m/s², and the fluctuation range of body vertical acceleration is 0.0330 m/s² ~ −0.3309 m/s². The fluctuation range of suspension dynamic displacement is 0.01522 m ~ −0.0007869 m, and the fluctuation range of tire dynamic load is 155.1 N ~ −154.8 N. However, the time-delay control damping control strategy adopted in this paper makes the fluctuation range of passenger vertical acceleration 0.2876 m/s² ~ −0.2768 m/s², and the fluctuation range of body vertical acceleration 0.2941 m/s² ~ −0.3144 m/s². Suspension dynamic displacement fluctuation range is 0.00742 m ~ −0.007869 m, and tire dynamic load fluctuation range is 140.1 N ~ −135.5 N. Compared with the performance of the passive suspension, the active suspension control strategy with time-delay control designed in this paper can optimize passengers’ vertical acceleration by 29.99%. The body vertical acceleration was optimized by 47.23%, and the tire dynamic load was optimized by 40.26%. Compared with the active suspension based on inverse control, the active suspension control strategy with delay feedback control is designed in this paper. It can optimize passenger vertical acceleration by 13.63%, body vertical acceleration by 28.38%, and tire dynamic load by 1.42%. Through quantitative analysis, it can be concluded that the active suspension with time-delay control has better system dynamic performance and higher control precision than the active suspension with inverse control, which has an obvious effect on the improvement of suspension vibration damping performance.

6. Conclusions

In this paper, the 3-DOF quarter vehicle active suspension is employed as the control object, and the vehicle ride comfort is optimized as the target. A linear function equivalent excitation method is proposed to establish the objective function, and the optimal parameter time-delay control active suspension is designed. The adaptive weighted particle-swarm optimization algorithm is used to obtain the optimal delay feedback control parameters. The feedback control parameters are obtained by stability analysis and time-domain simulation as follows:
1. In this paper, the stability switching method is used for the first time to analyze the stability interval of 3-DOF time-delay controlled active suspension, which deduces the system stability conditions related to the Strum sequence and the feedback control parameters. The results show that the time-delay control parameters can change the stability of the system.

2. A linear excitation function is equivalent to excitation cup design. It can estimate the disturbance in real time to improve the control accuracy.

3. Through simulation analysis, the time-delay control algorithm designed in this paper is used to compare the inverse control and the passive suspension control. In the time domain of different working conditions, especially in harmonic excitation, the damping performance of vehicle acceleration and passenger acceleration is obviously improved. This can provide a useful reference for further experimental investigation.
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Appendix A

$$b_1 = \left(\frac{(45009607994638336 \times \zeta_2)}{24505705201977819495} + \left(2 \times 2^{(1/2)} \times \gamma^{(1/2)} \right) / 7 + \left(4 \times 14^{(1/2)} \right) / 65 \right)^2$$

$$-\left(3032953962491816735028543488 \times \zeta_2 \right) / 2281214007393149020720893369603117$$

$$-\left(2357352929951744 \times 2^{(1/2)} \times \gamma^{(1/2)} \times \zeta_2 \right) / 1885054246305986115 - 483716 / 5265$$

$$b_2 = \left(437939421992854749184 \times 14^{(1/2)} \times \zeta_2 \right) / 8601502525894214642745$$

$$-\left(2494909433169094361357 \times \zeta_2 \right) / 12546921063412643581440$$

$$-\left(38518242177126920959 \times 14^{(1/2)} \right) / 1024568915226787840$$

$$+\left(1439375703729688229989599876464351555764224 \times 14^{(1/2)} \times \zeta_2 \right) / 111805515935597279001974135561919136126651370437183$$

$$-\left(49 \times \zeta_2^2 \right) / 1049760000$$

$$+\left(14068430927174304171500308541734912 \times \zeta_2 \right) / 600529587446242762970477517954802055025$$

$$+\left(22997011210118744680739945076174 \right) / 3271866787039522676801536 \times \zeta_2^4$$

$$+\left(5203937347526645739649402089685642979099 \right) / 4349086412841625326096115689 + 61672233826 / 27720225$$
\[ b_3 = \frac{(5384466100038793780537 \times \zeta^2)}{4182307021137547860480} \]
\[ - (6146428328942239744 \times 14^{(1/2)} \times \zeta^2) / 20894338119581088201 \]
\[ + (9925631808464618588087 \times 14^{(1/2)}) / 82990082133639815040 \]
\[ + (469080357732121824129852637184 \times 14^{(1/2)} \zeta^2)}{22812140073931349020720893369603117 + (10759 \times g_1^2)} \]
\[ + (79206000000 \times (75997463970989074883793971314688 \times \zeta^2)) / 46194583649710981766959809073446311925 \]
\[ - (6570574631462498480211412) \]
\[ 8789069506247653439863621943296 \times \zeta^4) / 1734645782508881913216467363228547656 \]
\[ 9699811636213761138751142032038563 \]
\[ - 1261156504980139824474240413180138136179 \]
\[ / 449786366204308100622213055023922298880 \]
\[ b_4 = \frac{(311493332998801063936 \times 14^{(1/2)} \times \zeta^2))}{955722502877134960305} \]
\[ - (15300940541975618185439 \times c^2) / 12546921063412643581440 \]
\[ - (10760413116519435787 \times 14^{(1/2)}) / 5927863009526415360 \]
\[ - (75008517226956070056475230208 \times 14^{(1/2)} \zeta^2))}{22812140073931349020720893369603117 \]
\[ - (241717 \times g_1^2) / 4435236000000 \]
\[ - (13163016437721448463002387873792 \times \zeta^2) / 5638775468978805286610777012164333856 \]
\[ + (229970112011017446807399450761743271) \]
\[ 866787039522676801536 \times \zeta^4)) / 520393734752664579649402089685642979099 \]
\[ 439408612841253426096115689 \]
\[ +41617400312570282038827531178314570205377 \]
\[ / 1124665915510770251555326387559805747200 \]
\[ b_5 = \frac{(408773335242513687061 \times \zeta^2)}{250938421268528716288} \]
\[ - (74895495121868947456 \times 14^{(1/2)} \times \zeta^2) / 1720300505178842928549 \]
\[ - (25039 \times g_1^2) / 1108809000000 \]
\[ + (1866272568949903703538115128885248 \times \zeta^2)) / 240211834978497105188191007181912082201 \]
\[ -14027858991566678862359979012877542704849 \]
\[ +149928788734769366874034531841307432960 \]
\[ b_6 = \frac{8076964/123201 - (2401 \times g_1^2)}{1108809000000} \]

The discr program is as follows:
```plaintext
discr := proc(poly, var)
local f, g, tt, d, bz, iar, jm, mm, dd;

f := expand(poly): d := degree(f, var):
g := tt*var^d + diff(f, var):

with(linalg):
bz := subs(tt = 0, bezout(f, g, var)): ar := []:
for i to d do
    ar := [op(ar), row(bz, d + 1-i..d + 1-i)] od:
mm := matrix(ar): dd := []:
for j to d do
    dd := [op(dd), det(submatrix(mm, 1..j, 1..j))] od:
dd := map(primpart, dd)
end:
```
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For example, for polynomial:

\[
f(w) = w^{12} - 90.185564604585295001015765592456 \times w^{10} + 2084.1321706820326653541997075081 \times w^{8} - 2356.133261340854915033560242292 \times w^{6} + 3633.1207054265999597558379173279 \times w^{4} - 935.6346282207877038672449985576 \times w^{2} + 65.5924057859989171603949785337\]

Using discr, the discriminant sequence can be calculated as \([1, 1, 1, -1, 1, 1, -1, 1, -1, 1, -1, 1, -1, 1].\)
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