Abstract. An animal is a planar shape formed by attaching congruent regular polygons along their edges. In 1976, Harary and Harborth gave closed isoperimetric formulas for Euclidean animals. Here, we provide analogous formulas for hyperbolic animals. We do this by proving a connection between Sturmian words and the parameters of a discrete analogue of balls in the graph determined by hyperbolic tessellations. This reveals a complexity in hyperbolic animals that is not present in Euclidean animals.

1. Introduction

An animal is a planar shape with a connected interior consisting of a finite number of tiles on a regular tessellation of the plane. Using Schläfli’s notation, a \{p,q\}-tessellation consists of tiling the plane with regular p-gons with exactly q of these polygons meeting at each vertex. We call an animal living in a \{p,q\}-tessellation a \{p,q\}-animal. The polygons forming an animal are called tiles. We define the perimeter to be the number of edges that are in the boundary of the animal. Let \(P_{\min}^{p,q}(n)\) be the minimum perimeter that a \{p,q\}-animal with \(n\) tiles can have. In 1976 [1], Harary and Harborth gave the following isoperimetric formulas for Euclidean animals, that is, for all \{p,q\}-animals such that \((p - 2)(q - 2) = 4\).

\[
P_{\min}^{3,6}(n) = 2 \left\lceil \frac{1}{2} (n + \sqrt{6n}) \right\rceil - n,
\]

\[
P_{\min}^{4,4}(n) = 2 \left\lceil 2\sqrt{n} \right\rceil,
\]

\[
P_{\min}^{6,3}(n) = 2 \left\lceil 12n - 3 \right\rceil.
\]

Harary and Harborth called animals attaining minimum perimeter extremal animals. To our surprise, for almost 50 years, isoperimetric formulas for hyperbolic animals were unknown and in general extremal hyperbolic animals were unstudied. Recently [2], Malen, Roldán and Toalá-Enríquez gave a constructive way of generating a sequence of extremal hyperbolic animals that follows a spiral pattern—See Figure 1. Based on these extremal spiral animals they were able to provide a recursive way of computing \(P_{\min}^{p,q}(n)\) for hyperbolic animals. Nevertheless, a closed formula for \(P_{\min}^{p,q}(n)\) with \((p - 2)(q - 2) > 4\) was still missing. Here, we provide these closed formulas.

In our main result, we prove that for all \((p - 2)(q - 2) > 4\) and \(n > p(q - 2)\),

\[
P_{\min}^{p,q}(n) = \left( p - 2 - \frac{2}{\beta_1} \right) n + \epsilon_{p,q}(n),
\]
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where \( \epsilon_{p,q}(n) \) is an error term that we explicitly define in Theorem 1.5 and that is uniformly bounded for all \( p, q, n \). The constant \( \beta \) depends only on \( p \) and \( q \) and is given by

(1.2) \[
\beta = \frac{(p-2)(q-2) + \sqrt{(p-2)^2(q-2)^2 - 4(p-2)(q-2)}}{2(p-2)}.
\]

For \( n \leq p(q-2) \), the error term in Formula (1.1) takes a different form. For completeness, we will also provide isoperimetric formulas for these values of \( n \).

1.1. Main Results. For the rest of the paper, unless otherwise stated, we assume that \( \{p, q\} \) corresponds to a hyperbolic tessellation, that is, \((p-2)(q-2) > 4\).

Let \( \alpha \) be the solution of the quadratic equation

\[
\alpha^2 + 2\alpha + 1 = (p-2)(q-2)\alpha
\]

that fulfills \( \alpha > 1 \). The constants \( \alpha \) and \( \beta \) are related by

(1.3) \[
\beta = \frac{\alpha + 1}{p - 2} = \frac{q - 2}{\alpha^{-1} + 1}.
\]

We define the sequences \( \{n_k\} \) and \( \{l_k\} \), for \( k \geq 1 \), as

(1.4) \[
n_k = 1 + \frac{p(q-2)}{\alpha - \alpha^{-1}} \left( \frac{\alpha^k - 1}{\alpha - 1} - \frac{\alpha^{-k} - 1}{\alpha^{-1} - 1} \right), \quad \text{and} \quad l_k = \frac{n_{k+1} - n_k}{p}.
\]

Now we have all the ingredients to state our main result.

Theorem 1.5. Let \((p-2)(q-2) > 4\), \( n > p(q-2) \), \( k \) such that \( n_k < n \leq n_{k+1} \),

\[
n' = n - n_k - \left\lfloor \frac{n - n_k - 1}{l_k} \right\rfloor \cdot l_k,
\]

and

(1.6) \[
\phi_k = \begin{cases}
\alpha^{-k}(\alpha - 1) & \text{if } p = 3 \text{ and } n' \leq \frac{l_k l_{k+1}}{q-2}, \text{ or if } p = 4,
\alpha^{-k}(\alpha(\alpha - 1) + 1), & \text{if } p = 3 \text{ and } \frac{l_k l_{k+1}}{q-2} < n' \leq l_k,
\alpha^{-k}(\alpha - \beta) & \text{if } p > 4.
\end{cases}
\]

If we define

\[
\epsilon_{p,q}(n) = \frac{2n}{\beta} + 2 \left[ 1 + \frac{1}{\beta} + \frac{p}{\alpha - 1} + \frac{p\alpha^{-k}}{\alpha^{-1} - 1} + \frac{\phi_k}{\beta} + \alpha^{-k} \left( \frac{n - n_k - 1}{l_k} \right) - \frac{n}{\beta} \right] - 2 \left[ \frac{n - n_k}{n_{k+1} - n_k} \right],
\]

we have the isoperimetric formulas for these values of \( n \).
then
\begin{equation}
\mathcal{P}_{\text{min}}^{p,q}(n) = \left(p - 2 - \frac{2}{\beta}\right)n + \epsilon_{p,q}(n).
\end{equation}

Using the definition of \(n_k\), the condition \(n_k < n \leq n_{k+1}\) is equivalent to
\begin{equation}
k = \left\lfloor \log_\alpha \left( \frac{\Delta + \sqrt{\Delta^2 - 4\alpha}}{2} \right) \right\rfloor, \quad \text{where} \quad \Delta = \alpha + 1 + \frac{(n - 2)(\alpha - 1)(\alpha - \alpha^{-1})}{p(q - 2)}.
\end{equation}

This gives a formula for computing \(k\) for any \(n \geq 1\). Thus, equation (1.7) is a closed formula for \(\mathcal{P}_{\text{min}}^{p,q}(n)\) valid for \(n > p(q - 2)\). For \(n \leq p(q - 2)\) the values of \(\mathcal{P}_{\text{min}}^{p,q}(n)\) can be obtained by following the spiral construction of extremal animals defined in [2], and analyzing the increment (of either \(p - 2\) or \(p - 4\)) when a new tile is attached. This results in the following formulas
\begin{equation}
\mathcal{P}_{\text{min}}^{p,q}(n) = \begin{cases} 
p + (p - 2)(n - 1), & \text{if } 1 \leq n < q, 
p + (p - 2)\left(n - 1 - \frac{n - 2}{q - 2}\right) + (p - 4)\left\lfloor \frac{n - 2}{q - 2}\right\rfloor, & \text{if } q \leq n < p(q - 2), 
p(p - 3) + (q - 3)(p - 2)p, & \text{if } n = p(q - 2).
\end{cases}
\end{equation}

It is not clear from Theorem 1.5 what is the asymptotic behaviour of \(\mathcal{P}_{\text{min}}^{p,q}(n)\). To accomplish this, we prove in the following Theorem that \(\epsilon_{p,q}(n)\) is uniformly bounded by a constant.

**Theorem 1.9.** Let \(n > p(q - 2)\) and \(\epsilon_{p,q}(n)\) be defined as above. Then, \(0 < \epsilon_{p,q}(n) < 22\). Moreover, for \(n > n_4\),
\begin{equation}
\left| \epsilon_{p,q}(n) - 2\left(1 + \frac{1}{\beta} + \frac{p}{\alpha - 1}\right) \right| < 2.6.
\end{equation}

**Corollary 1.11.** Let \((p - 2)(q - 2) > 4\), then
\begin{equation}
\mathcal{P}_{\text{min}}^{p,q}(n) = \left(p - 2 - \frac{2}{\beta}\right)n + o(1).
\end{equation}

The rest of the paper is structured as follows: in Section 2 we describe how Sturmian words arise from the study of the degrees (i.e., the number of edges adjacent to a vertex) of the perimeter vertices of a certain sequence of extremal hyperbolic animals. In the same section, in Theorem 2.3 we give a closed formula for the values of these degrees. In Section 3 we use this formula to prove Theorem 1.5 and Theorem 1.9. For clarity of exposition, we have postponed the proof of Theorem 1.5 and some of the painful algebraic computations needed along the paper to Sections 4 and 5 respectively.

2. Extremal hyperbolic animals and Sturmian words

We use the following construction of sequences of extremal hyperbolic animals introduced in [2].

**Definition 2.1.** Denote by \(A_{p,q}(1)\) the animal with only one \(p\)-gon. Then, construct \(A_{p,q}(k)\) from \(A_{p,q}(k - 1)\) by adding precisely the tiles needed so that all the perimeter vertices of \(A_{p,q}(k - 1)\) get surrounded by \(q\) tiles. We call \(A_{p,q}(k)\) the complete \(k\)-layered \((p,q)\)-animal. Let \(d_k\) be the word obtained by concatenating the degrees of the perimeter vertices of \(A_{p,q}(k)\). Denote by \(n_k\) and \(P_k\) the number of tiles and the perimeter of \(A_{p,q}(k)\), respectively.\(^1\)

\(^1\)In Theorem 3.1 of [2] it was proven that \(n_k\) satisfies Equation (1.4).
Table 1. Table showing substitution rules for words $d_k$.

| Cases       | $p = 3$ and $q \geq 7$ | $p \geq 4$ and $q \geq 4$ | $p \geq 7$ and $q = 3$ |
|-------------|-------------------------|-----------------------------|-------------------------|
| Substitution| $2 \rightarrow 43^{q-4}$ | $2 \rightarrow 32^{p-4}(32^{p-3})^{q-3}$ | $2 \rightarrow 32^{p-4}$ |
|             | $3 \rightarrow 43^{q-5}$ | $3 \rightarrow 32^{p-4}(32^{p-3})^{q-4}$ | $32 \rightarrow 32^{p-5}$ |
|             | $4 \rightarrow 43^{q-6}$ |                             |                          |

In what follows we use the abbreviation $2^a$ to describe a string of $a$ consecutive 2’s. The expressions $3^a$, $4^a$, etc., are interpreted similarly. If $a = 0$ then we have an empty block.

On the one hand, in [2], the words $d_k$ were computed recursively in the following manner: $d_1$ is the word $2^p$; then, $d_k$ is constructed from $d_{k-1}$ by replacing each element of $d_{k-1}$ with a string according to the rules contained in Table 1. Figure 2 depicts the geometric reasoning behind these substitution rules.

Figure 2. Left: When $p = 3$, each vertex of degree $d = 3$ or 4 in $A_{p,q}(k-1)$ contributes to a vertex of degree 4 in $A_{p,q}(k)$ and $q - d - 2$ vertices of degree equal to 3. Center: When $p \geq 4$, each vertex of degree equal to 3 in $A_{p,q}(k-1)$ contributes to $q - 3$ vertices of degree 3 in $A_{p,q}(k)$ and $(q - 3)(p - 3) - 1$ vertices of degree 2. Right: When $q = 3$, each vertex of degree 3 in $A_{p,q}(k-1)$ is paired up with a vertex of degree 2 they together contribute to a vertex of degree 3 and $p - 5$ vertices of degree 2 in $A_{p,q}(k)$. The other vertices of degree 2 in $A_{p,q}(k-1)$ contribute to a vertex of degree 3 and $p - 4$ vertices of degree 2 in $A_{p,q}(k)$.

On the other hand, the substitution rules of Table 1 can be rephrased if we define the word sequences $U_k$ and $W_k$ as in Table 2. Then $d_k = (U_k)^p$ if $p > 3$, and $k \geq 1$. If $p = 3$, and $k \geq 2$, then $d_k = (U_kU_{k-1})^3$.

We will use the theory of Sturmian words to find closed formulas for the $i$-th element of $W_k$, $U_k$ and $d_k$. To do so, we relate the Sturmian word of $\beta$ with the limit word of the nested sequence of words $W_k$, that we represent by $W = \lim_{k \to \infty} W_k$.

Definition 2.2. Let $\beta$ be as in (1.2), define the sequence

$$B(i) = \lfloor (i + 1)\beta \rfloor - \lfloor i\beta \rfloor - \lfloor \beta \rfloor$$

for $i \geq 1$. Let $B$ be the word obtained by concatenating the elements of the sequence \{B(i)\}_{i \geq 1}. $B$ is known as the Sturmian word of $\beta$. 
Table 2. Table showing equations for recurrences of words $U_k$ and $W_k$.

| Cases | $p = 3$ and $q \geq 7$ | $p \geq 4$ and $q \geq 4$ | $p \geq 7$ and $q = 3$ |
|-------|------------------------|------------------|----------------|
| Recurrence | $U_1 = 3, W_1 = 4$ | $U_1 = 2, W_1 = 3$ | $U_1 = 2, W_1 = 32$ |
|          | $U_{k+1} = W_k U_k^{p-5}$ | $U_{k+1} = W_k U_k^{p-4} (W_k U_k^{p-3})^{q-3}$ | $U_{k+1} = W_k U_k^{p-5}$ |
|          | $W_{k+1} = W_k U_k^{q-6}$ | $W_{k+1} = W_k U_k^{p-4} (W_k U_k^{p-3})^{q-4}$ | $W_{k+1} = W_k U_k^{p-6}$ |

Shallit proved in 1991 [3], that $B$ can also be constructed in the following recursive way: let $[b_0; b_1, b_2, b_3, \ldots]$ be the continued fraction expansion of $\beta$, then $B$ is equal to $\lim_{k \to \infty} B_k$, where,

$$B_0 = 0,$$

$$B_1 = 0^{b_1-1},$$

$$B_k = B_k^{b_k} B_{k-2}, n \geq 2.$$

Using these two characterizations of the Sturmian word of $\beta$, we prove in Section 5 the following Theorem that gives a closed formula for the elements of $W$.

**Theorem 2.3.** Let $\beta$ be as in (1.3). The $i$-th element of $W = \lim_{k \to \infty} W_k$ is equal to

$$(2.4)\quad q - \lfloor i \beta \rfloor + \lfloor (i - 1) \beta \rfloor.$$

### 3. Proof of Theorem 1.5 and Theorem 1.9

We remind the reader that sequence of animals $A_{p,q}(k)$, that was defined in Definition 2.1 has $n_k$ tiles with

$$(3.1)\quad n_k = 1 + \frac{p(q - 2)}{\alpha - \alpha^{-1}} \left(\frac{\alpha^k - 1}{\alpha - 1} - \frac{\alpha^{-k} - 1}{\alpha^{-1} - 1}\right).$$

In [2], it was proved that $A_{p,q}(k)$ is extremal and its perimeter is

$$(3.2)\quad P_{min}^{p,q}(n_k) = \frac{p}{\alpha - \alpha^{-1}} \left(\alpha^k - \alpha^{-k} + \alpha^{k-1} - \alpha^{-(k-1)}\right).$$

To streamline the notation, in what follows we denote $P_{min}^{p,q}(n_k)$ by $P_k$. Using Equations (3.2) and (3.1) we prove the following Lemma that we use as an essential ingredient for proving Theorem 1.5.

**Lemma 3.3.** Let $k \geq 1$, the perimeter $P_k$ and number of tiles $n_k$ of $A_{p,q}(k)$ satisfy the following equation

$$(3.4)\quad P_k - (p - 2) n_k = 2 \left(\frac{p}{\alpha - 1} + \frac{p \cdot \alpha^{-k}}{\alpha^{-1} - 1} + 1 + \frac{1}{\beta} - \frac{n_k}{\beta}\right).$$

**Proof.** This follows from Equations (3.1) and (3.2). The details of these calculations can be found in Section 5. \qed

Let $n > 1$ and consider $k$ such that $n_k < n \leq n_{k+1}$. Let $m = m(n)$ be the integer number greater or equal than 0 defined by the condition

$$m = \sum_{i=1}^{m} (q - d_k(i)) \leq n - n_k - 1 < \sum_{i=1}^{m+1} (q - d_k(i)),$$
where \( d_k(i) \) denotes the \( i \)-th element of the word \( d_k \). The sum on the left is interpreted as 0 for \( m = 0 \).

Here, we prove the following closed formula for \( m \) in terms of \( n \).

**Lemma 3.6.** Consider \( k \geq 2 \), and \( n \) such that \( n_k < n \leq n_{k+1} \). Let \( l_k = \frac{n_{k+1} - n_k}{p} \), and \( n' = n - n_k - \left\lfloor \frac{n-n_k-1}{l_k} \right\rfloor \cdot l_k \). If \( m \) satisfies Equation (3.5), then

\[
(3.7) \quad m(n) = \left\lfloor \frac{n - n_k - \phi_k}{\beta} \right\rfloor - \left\lfloor \frac{n - n_k - 1}{l_k} \right\rfloor \cdot \alpha^{-k} + \left\lfloor \frac{n - n_k}{l_{k+1} - n_k} \right\rfloor.
\]

Where \( \phi_k \) is given by equation (1.6).

**Proof.** Theorem 2.3 give us a formula for the \( i \)-th element of \( W \), with this we get a formula for the \( i \)-th element of \( U_k \). Then it is possible to invert condition (3.5), thanks to the structure of \( d_k \) in terms of \( U_k \). The details of the calculations can be found in Section 5. \( \square \)

Now we have all the ingredients to prove Theorem 1.5.

**Proof of Theorem 1.5.** In [2], it is shown that

\[
(3.8) \quad \mathcal{P}^n_{\min}(n) = (p - 2)(n - n_k) + P_k - 2m.
\]

Simplifying the expression in Equation (3.8) using Lemmas 3.3 and 3.6 we obtain the expression for \( \mathcal{P}^n_{\min}(n) \) given in Equation (1.7).

The rest of this section is devoted to the proof of Theorem 1.5.

**Lemma 3.9.** For all \( p, q \), the following inequalities hold

\[
(3.10) \quad \frac{1}{\alpha} < 0.4, \quad \frac{1}{\beta} < 1.4, \quad \frac{p}{\alpha - 1} < 4.4, \quad \frac{\phi_2}{\beta} < 2.8, \quad \text{and} \quad \frac{p}{\alpha^2} < 1.1.
\]

**Proof.** We claim that the maxima of \( \frac{1}{\alpha \beta}, \frac{p}{\alpha - 1}, \frac{\phi_2}{\beta}, \frac{p}{\alpha^2} \) are attained at the smallest values of \( p, q \). Then the bounds are found by evaluating at the cases \( \{p, q\} = \{3, 7\}, \{4, 5\}, \{5, 4\}, \{7, 3\} \).

Details can be found in Section 5. \( \square \)

**Proof of Theorem 1.5.** Now we prove the bounds on \( \epsilon_{p,q}(n) \). Recall that \( \alpha > 1 \) and \( k \geq 2 \), note that

\[
\frac{\epsilon_{p,q}(n)}{2} \leq \frac{n}{\beta} + 1 + \frac{p}{\alpha - 1} + \frac{p\alpha^{-k}}{\alpha^2 - 1} + \frac{\phi_k}{\beta} + \frac{\alpha^{-k}}{l_k} - \frac{n - n_k - 1}{l_k} \leq 1 + \frac{1}{\beta} + \frac{p}{\alpha - 1} + \frac{\phi_k}{\beta} + \frac{\alpha^{-k}}{p} \leq 1 + \frac{1}{\beta} + \frac{p}{\alpha - 1} + \frac{\phi_2}{\beta} + \alpha^{-2} p.
\]

Where, we have used \( \frac{p}{\alpha^2 - 1} < 0 \) and \( \left\lfloor \frac{n-n_k-1}{l_k} \right\rfloor \leq p \). Using Lemma 3.9, we conclude

\[
\epsilon_{p,q}(n) \leq 2\left(1 + \frac{1}{\beta} + \frac{p}{\alpha - 1} + \frac{\phi_2}{\beta} + \alpha^{-2} p\right) < 2(1 + 1.4 + 4.4 + 2.8 + 1.1) < 22.
\]
Now, using Equation (3.4), we know
\[
\epsilon_{p,q}(n_{k+1}) = \mathcal{P}_{\min}(n_{k+1}) - \left(p - 2 - \frac{2}{\beta}\right)n_{k+1}
\]
\[
= 2\left(\frac{p}{\alpha - 1} + \frac{p\alpha^{-k}}{\alpha^{-1} - 1} + \frac{\phi_k}{\beta} + \alpha^{-k}\left\lfloor \frac{n - n_k - 1}{l_k}\right\rfloor - \frac{n}{\beta} - 1\right) \geq 2\left(1 + \frac{1}{\beta}\right).
\]
And for, \(n_k < n < n_{k+1}\), we get
\[
\epsilon_{p,q}(n) \geq \frac{n}{\beta} + \left(1 + \frac{1}{\beta} + \frac{p}{\alpha - 1} + \frac{p\alpha^{-k}}{\alpha^{-1} - 1} + \frac{\phi_k}{\beta} + \alpha^{-k}\left\lfloor \frac{n - n_k - 1}{l_k}\right\rfloor - \frac{n}{\beta} - 1\right) \geq \frac{1}{\beta} + \frac{p}{\alpha - 1} + \frac{p\alpha^{-k}}{\alpha^{-1} - 1} = \frac{1}{\beta} + \frac{p}{\alpha - 1} - \frac{p\alpha^{-k}}{\alpha - 1} \geq \frac{1}{\beta}.
\]
Thus, \(\epsilon_{p,q}(n) > 0\) for all \(n\).

Now we prove bound (1.10). For \(n = n_{k+1}\), and \(k \geq 2\),
\[
\left|\epsilon_{p,q}(n_{k+1}) - 2\left(1 + \frac{p}{\alpha - 1} + \frac{1}{\beta}\right)\right| = \left|\frac{2p\alpha^{-k}}{\alpha^{-1} - 1}\right| = \frac{2p\alpha^{-k}}{\alpha - 1} \leq \frac{2p}{\alpha - 1} = \frac{2p}{\alpha - 1} \cdot \frac{1}{\alpha^2} < 2 \cdot 4.4 \cdot (0.4)^2 < 1.5.
\]
For \(n_k < n < n_{k+1}\) and \(k \geq 4\),
\[
-\frac{2p\alpha^{-k}}{\alpha - 1} - 2 < \epsilon_{p,q}(n_{k+1}) - 2\left(1 + \frac{p}{\alpha - 1} + \frac{1}{\beta}\right) < \frac{2\phi_k}{\beta} + \frac{2p}{\alpha^k}
\]
\[
-\frac{2p\alpha^{-3}}{\alpha - 1} - 2 < \epsilon_{p,q}(n_{k+1}) - 2\left(1 + \frac{p}{\alpha - 1} + \frac{1}{\beta}\right) < \frac{2\phi_2}{\alpha^2\beta} + \frac{2p}{\alpha^4}
\]
\[
-1.5 \cdot 0.4 - 2 < \epsilon_{p,q}(n_{k+1}) - 2\left(1 + \frac{p}{\alpha - 1} + \frac{1}{\beta}\right) < 2 \cdot 2.8(0.4)^2 + 2 \cdot 1.1(0.4)^2
\]
\[
-2.6 < \epsilon_{p,q}(n_{k+1}) - 2\left(1 + \frac{p}{\alpha - 1} + \frac{1}{\beta}\right) < 1.3.
\]
This concludes the proof of Theorem 1.9.

\[
4. \text{ Proof of Theorem 2.3}
\]
To prove Theorem 2.3 we begin by finding the continued fraction expansion of \(\beta\). Then we use Shallit’s Theorem to prove that the Sturmian word of \(\beta\) and the word \(W\) are essentially the same. We do this in Lemmas 4.1 and 4.3 respectively.
Lemma 4.1. The continued fraction expansion of \( \beta \) is

\[
\begin{align*}
[q - 4; 1, q - 6], & \quad \text{if } p = 3 \text{ and } q \geq 7, \\
[q - 3; 2, q - 4], & \quad \text{if } p = 4 \text{ and } q \geq 5, \\
[q - 3; 1, p - 4, 1, q - 4], & \quad \text{if } p, q > 4, \\
[1; 1, p - 4, 2], & \quad \text{if } p \geq 5 \text{ and } q = 4, \\
[0; 1, p - 5, 1, p - 6], & \quad \text{if } p \geq 7 \text{ and } q = 3.
\end{align*}
\]

Proof. \( \beta \) satisfies the quadratic equation \((p - 2)\beta^2 - (p - 2)(q - 2)\beta + q - 2 = 0\), then \((p - 2)\beta^2 = (p - 2)(q - 2)\beta - (q - 2)\). If \(p, q > 4\), note that \(0 < \frac{q - 2}{(p - 2)\beta} < 1\), so

\[
\beta = q - 2 - \frac{q - 2}{(p - 2)\beta} = q - 3 + \frac{1}{\frac{(p - 2)\beta - (q - 2)}{(p - 2)\beta - (q - 2)}} = q - 3 + \frac{1}{1 + \frac{q - 2}{(p - 2)\beta - (q - 2)}} = q - 3 + \frac{1}{1 + \frac{1}{p - 3 - \frac{2}{\beta}}} = q - 3 + \frac{1}{1 + \frac{1}{p - 4 + \frac{1}{\beta}}} = q - 3 + \frac{1}{1 + \frac{1}{p - 4 + \frac{1}{1 + \frac{1}{\beta}}}}
\]

By continuing in this way we obtain \( \beta = [q - 3; 1, p - 4, 1, q - 4] \) for \( p, q > 4 \). The remaining cases are analogous. \( \square \)

Recall that \( B \) is the Sturmian word of \( \beta \)—See Definition 2.2. The following result gives us a recursive way of describing \( B \) through the continued fraction expansion of \( \beta \).

Theorem 4.2 (Shallit [3]). Let \( \beta \) be an irrational number with continued fraction expansion \([b_0; b_1, b_2, b_3, \ldots] \). Define

\[
\begin{align*}
B_0 &= 0, \\
B_1 &= 0^{b_1 - 1}, \\
B_k &= B_{k-1}^{b_k} B_{k-2}, \quad \text{for } n \geq 2.
\end{align*}
\]

Then \( B = \lim_{k \to \infty} B_k \).

We now use Shallit’s Theorem to show that \( W \) and \( B \) are closely related. To make the relation between \( W \) and \( B \) more transparent we introduce the words \( C_k, D_k \) defined by the recurrence equations contained in Table 3. Note that these are the same recurrence relations as \( U_k \) and \( W_k \), that we defined in Table 2, but starting at 1 and 0, respectively.

Let \( D = \lim_{k \to \infty} D_k \). Observe that \( D(i) = 4 - W(i) \), if \( p = 3 \), and \( D(i) = 3 - W(i) \), if \( p > 3 \).
Similarly, also true for $k > 1$.

We prove these relations by induction. The continued fraction expansion of $\beta$ for $p, q > 4$ is $[q - 3; 1, p - 4, 1, q - 4]$. Then, Shallit’s recurrence relations, stated in Theorem 4.2 for $k \geq 1$, give

\begin{align*}
B_{4k+1} &= B_{4k}B_{4k-1}, \\
B_{4k+2} &= B_{4k+1}^{p-4}B_{4k}, \\
B_{4k+3} &= B_{4k+2}B_{4k+1}, \\
B_{4k+4} &= B_{4k+3}^{q-4}B_{4k+2}.
\end{align*}

We prove these relations by induction. The continued fraction expansion of $\beta$ for $p, q > 4$ is $[q - 3; 1, p - 4, 1, q - 4]$. Then, Shallit’s recurrence relations, stated in Theorem 4.2 for $k \geq 1$, give

\begin{align*}
B_{4k+1} &= B_{4k}B_{4k-1}, \\
B_{4k+2} &= B_{4k+1}^{p-4}B_{4k}, \\
B_{4k+3} &= B_{4k+2}B_{4k+1}, \\
B_{4k+4} &= B_{4k+3}^{q-4}B_{4k+2}.
\end{align*}

Also, $B_1 = 1$, $B_2 = 1^{p-4}0$, $B_3 = 1^{p-4}01$, $B_4 = 1^{p-4}(01^{p-3})^{q-4}0$, and $D_2 = 01^{p-4}(01^{p-3})^{q-4}$. So, equations (4.4)-(4.7) hold for $k = 1$. Assume these equations are also true for $k > 1$. Then,

\begin{align*}
0B_{4k+1}D'_{k+1} &= 0B_{4k}B_{4k-1}D'_{k+1} \\
&= 0D'_{k+1}B_{4k-1}D'_{k+1} \\
&= D_{k+1}C_{k+1}.
\end{align*}

Similarly,

\begin{align*}
B_{4k+2} &= B_{4k+1}^{p-4}B_{4k} = (B_{4k}B_{4k-1})^{p-4}B_{4k} \\
&= (D'_{k+1}D_{4k-1})^{p-4}D'_{k+1} = D'_{k+1}^{p-4}D'_{k+1} = D_{k+1}^{p-4}D'_{k+1}^{p-4} \\
&= D'_{k+1}^{p-4}C_{k+1}^{p-4}.
\end{align*}
Also,

\[ 0B_{4k+3}D_{k+2} = 0B_{4k+2}B_{4k+1}D_{k+2} = 0 \left( D_{k+1} C_{k+1}^{p-4} \right) B_{4k+1} D_{k+1} C_{k+1}^{p-4} \]

\[ = D_{k+1} C_{k+1}^{p-4} \left( 0B_{4k+1} D_{k+1} \right) C_{k+1}^{p-4} \]

\[ = D_{k+1} C_{k+1}^{p-4} \left( D_{k+1} C_{k+1} \right) C_{k+1}^{p-4} \]

\[ = C_{k+2}. \]

Finally

\[ B_{4k+4} = B_{4k+3} B_{4k+2} = (B_{4k+2} B_{4k+1})^{q-4} B_{4k+2} \]

\[ \left( D_{k+1} C_{k+1}^{p-4} \right)^{q-4} D_{k+1} C_{k+1}^{p-4} = D_{k+1} C_{k+1}^{p-4} \left( 0B_{4k+1} D_{k+1} C_{k+1}^{p-4} \right)^{q-4} 0 \]

\[ = D_{k+1} C_{k+1}^{p-4} \left( D_{k+1} C_{k+1} C_{k+1}^{p-4} \right)^{q-4} 0 = D_{k+2} 0. \]

This finishes the induction.

For the cases \( \{ p = 4, q \geq 5 \}, \{ p \geq 5, q = 4 \}, \{ p = 3, q \geq 7 \}, \) and \( \{ p \geq 7, q = 3 \}, \) instead of Equations (4.4)–(4.7), the following holds

\[ 0B_{2k-1} D_{k+1} = C_{k+1}, \quad \text{if } q \neq 4, \quad \text{or} \quad D_{k+1} 0B_{2k-1} D_{k+1} = C_{k+1}, \quad \text{if } q = 4, \]

\[ B_{2k} = D_{k+1} 0. \]

A proof by induction of Equations (4.8) and (4.9) is analogous as before.

We conclude, by Equations (4.7) and (4.9), that \( D(i) = B(i-1) \) for all \( p, q. \) \( \square \)

**Proof of Theorem 2.3** From Lemma 4.3 for all \( p \) and \( q \) such that \( (p-2)(q-2) > 4, \) we have that

\[ W(i) = \begin{cases} 4 - B(i-1), & \text{if } p = 3, \\ 3 - B(i-1), & \text{if } p > 3. \end{cases} \]

From Lemma 4.1 we know that

\[ \lfloor \beta \rfloor = \begin{cases} q - 4, & \text{if } p = 3, \\ q - 3, & \text{if } p > 3. \end{cases} \]

Then, we get

\[ W(i) = q - \lfloor \beta \rfloor - B(i-1) = q - \lfloor i \beta \rfloor + \lfloor (i-1) \beta \rfloor. \]

\( \square \)
5. Proof of Lemma 3.3, Lemma 3.6 and Lemma 3.9

Proof of Lemma 3.3: We compute \( P_k - (p - 2)(n_k - 1) \) and factor by \( \alpha^k \)-terms and \( \alpha^{-k} \)-terms.

\[
(P_k - (p - 2)(n_k - 1)) \left( \frac{\alpha - \alpha^{-1}}{p} \right) = \alpha^k + \alpha^{-k} + (p - 2)(q - 2) \left( \frac{\alpha^k - 1}{\alpha - 1} \right) - \alpha^{-k} - \alpha^{-k} = (p - 2)(q - 2) \left( \frac{\alpha^k - 1}{\alpha - 1} \right)
\]

\[
= \frac{\alpha^k - 1}{\alpha - 1} + (p - 2)(q - 2) \left( \frac{\alpha^k - 1}{\alpha - 1} \right)
\]

Recall that \( \alpha \) satisfies the quadratic equation \( \alpha^2 + 2\alpha + 1 = (p - 2)(q - 2)\alpha \). It follows that \( \alpha^{k+1} + 2\alpha^k + \alpha^{-k} = (p - 2)(q - 2)\alpha^k \) for \( k \geq 1 \). Thus, when we substitute this expression we obtain

\[
(P_k - (p - 2)(n_k - 1)) \left( \frac{\alpha - \alpha^{-1}}{p} \right) = \frac{\alpha^k}{\alpha - 1} + (p - 2)(q - 2) \left( \frac{\alpha^k - 1}{\alpha - 1} \right)
\]

Now, \( n_k - 1 = \frac{p(q - 2)}{\alpha - \alpha^{-1}} \left( \frac{\alpha^k - 1}{\alpha - 1} \right) \), and \( \alpha + 2 + \alpha^{-1} = (p - 2)(q - 2) \), so

\[
P_k - (p - 2)(n_k - 1) = \frac{-2(n_k - 1)(1 + \alpha^{-1})}{q - 2} + \frac{p}{\alpha - 1} \left( \frac{\alpha - \alpha^{-1}}{\alpha - 1} - \frac{2\alpha^{-k}(\alpha^{-1} - \alpha) + \alpha - \alpha^{-1}}{\alpha - 1} \right)
\]

Finally, we use that \( \beta = \frac{q - 2}{1 + \alpha^{-1}} \) and rearrange terms to obtain

\[
P_k - (p - 2)n_k = \frac{-2(n_k - 1)}{\beta} + \frac{p}{\alpha - 1} - \frac{p}{\alpha^{-1} - 1} - (p - 2) + \frac{2p\alpha^{-k}}{\alpha - 1}.
\]

This is equivalent to (3.4). \( \square \)

Let \( \gamma_k = \frac{\alpha^k - \alpha^{-k}}{\alpha - \alpha^{-1}} \), then \( \gamma_{k+1} + 2\gamma_k + \gamma_{k-1} = (p - 2)(q - 2)\gamma_k \). Since \( \gamma_0 = 0 \) and \( \gamma_1 = 1 \), it follows that \( \gamma_k \) is an integer for all \( k \geq 1 \).
Lemma 5.1. Let $U_k$ and $W_k$ be the words defined in Table 2 and let $u_k$ and $w_k$ be their length, respectively. Then,

$$
\begin{align*}
   u_k &= \begin{cases} 
   \gamma_k, & \text{if } p = 3, q \geq 7, \\
   \gamma_k + \gamma_{k-1}, & \text{if } p, q \geq 4, \\
   \gamma_k + \gamma_{k-1}, & \text{if } p \geq 7, q = 3.
   \end{cases} \\
   w_k &= \begin{cases} 
   \gamma_k - \gamma_{k-1}, & \text{if } p = 3, q \geq 7, \\
   \gamma_k - (p - 3)\gamma_{k-1}, & \text{if } p, q \geq 4, \\
   \gamma_k - \gamma_{k-2}, & \text{if } p \geq 7, q = 3.
   \end{cases}
\end{align*}
$$

Proof. From the definition of the words $U_k$ and $W_k$, their lengths satisfy the following recurrence relations for the cases $p = 3, p, q \geq 4$, and $q = 3$, respectively.

$$
\begin{align*}
   u_{k+1} &= \begin{cases} 
   (q - 5)u_k + w_k, & \text{if } p \geq 4, q \geq 3, \\
   (q - 3)(p - 3) + (p - 4)u_k + (q - 2)w_k, & \text{if } p = 3, q \geq 7, \\
   (p - 5)u_k + w_k, & \text{if } p \geq 7, q = 3.
   \end{cases}
\end{align*}
$$

$$
\begin{align*}
   w_{k+1} &= \begin{cases} 
   (q - 6)u_k + w_k, & \text{if } p \geq 4, q \geq 3, \\
   (q - 4)(p - 3) + (p - 4)u_k + (q - 2)w_k, & \text{if } p = 3, q \geq 7, \\
   (p - 6)u_k + w_k, & \text{if } p \geq 7, q = 3.
   \end{cases}
\end{align*}
$$

Formulas (5.3) and (5.4) hold for $k = 0$. Then an induction argument proves the result for any $k \geq 1$.

\[\square\]

Proof of Lemma 3.6: Denote by $W(i), U_k(i)$ the $i$-th element of the words $W = \lim W_k, U_k$, respectively. Recall that,

$$
W_k+1 = \begin{cases} 
   W_k U_k^{q-6}, & \text{if } p = 3, q \geq 7, \\
   W_k U_k^{p-4} W_k U_k^{p-3} V_q^{q-4}, & \text{if } p, q \geq 4, \\
   W_k U_k^{p-6}, & \text{if } p \geq 7, q = 3.
   \end{cases}
$$

Combining this with formula $W(i) = q - [i\beta] + [(i - 1)\beta]$ of Theorem 2.3 we obtain,

$$
U_k(i) = \begin{cases} 
   W(i + w_k) = q - [(i + w_k)\beta] + [(i - 1 + w_k)\beta], & \text{if } p = 3 \text{ or } p > 4 \\
   W(i + 2w_k) = q - [(i + 2w_k)\beta] + [(i - 1 + 2w_k)\beta], & \text{if } p = 4
   \end{cases}
$$

Now, $d_k = (U_k)^p$, if $p > 3, k \geq 1$; and $d_k = (U_k U_{k-1})^3$ if $p = 3, k \geq 2$. In either case, $d_k$ consists of $p$ identical blocks, each of length $\gamma_k + \gamma_{k-1}$.

Recall that $m = m(n)$ satisfies:

$$
\sum_{i=1}^{m} (q - d_k(i)) \leq n - n_k - 1 < \sum_{i=1}^{m+1} (q - d_k(i)).
$$
For all \( p \), the expression \( p \cdot \sum_{i=1}^{\gamma_k + \gamma_{k-1}} (q - d_{k,i}) \) counts number of tiles in the \( k + 1 \) layer of \( A_{p,q}(k + 1) \). That is, \( \sum_{i=1}^{\gamma_k + \gamma_{k-1}} (q - d_{k,i}) = l_k \), where

\[
l_k = \frac{n_{k+1} - n_k}{p} = \frac{q - 2}{\alpha - \alpha^{-1}} \left( \frac{\alpha^{k+1} - 1}{\alpha - 1} - \frac{\alpha^{-(k+1)} - 1}{\alpha - 1} - \frac{\alpha^k - 1}{\alpha - 1} + \frac{\alpha^{-k} - 1}{\alpha - 1} \right)
\]

\[
= \frac{q - 2}{\alpha - \alpha^{-1}} \left( \frac{\alpha^{k+1} - \alpha^k}{\alpha - 1} - \frac{\alpha^{-(k+1)} - \alpha^{-k}}{\alpha - 1} \right)
\]

\[
= (q - 2) \gamma_k = \frac{\gamma_{k+1} + 2 \gamma_k + \gamma_{k-1}}{p - 2}
\]

If \( p = 3 \), we have \( \beta = \alpha + 1 \), \( u_k = \gamma_k \), \( w_k = \gamma_k - \gamma_{k-1} \). Note that \( \gamma_{k+1} - \gamma_k = \alpha^k \) and \( w_k \alpha - w_{k+1} = \alpha^{-k} (\alpha - 1) \). Thus, if \( p = 3 \),

\[
\sum_{i=1}^{\gamma_k} (q - d_{k,i}) = \sum_{i=1}^{\gamma_k} (q - U_k(i)) = [(u_k + w_k) \beta] - [w_k \beta]
\]

\[
= [u_{k+1} + w_{k+1} + u_k + w_k + \alpha^{-k} (\alpha - 2) \beta] - [w_{k+1} + w_k + \alpha^{-k} (\alpha - 1)]
\]

\[
= u_{k+1} + u_k = \gamma_{k+1} + \gamma_k = \frac{l_{k+1} + l_k}{q - 2}.
\]

Summarizing

\[
(5.6) \quad 0 \leq m \leq \gamma_k + \gamma_{k-1} \quad \implies \quad 1 \leq n - n_k \leq l_k \quad \text{if } p > 3,
\]

\[
(5.7) \quad 0 \leq m \leq \gamma_k \quad \implies \quad 1 \leq n - n_k \leq \gamma_{k+1} + \gamma_k \quad \text{if } p = 3.
\]

We now deduce a formula for \( m = m(n) \), when \( m \) and \( n \) are within the values given by (5.6) and (5.7). In this range, \( d_{k,i} = U_k(i) \) for \( i \leq m \), and we can write the condition (3.5) for \( m = m(n) \) as:

\[
\sum_{i=1}^{\gamma_k} (q - U_k(i)) \leq n - n_k - 1 < \sum_{i=1}^{\gamma_k+1} (q - U_k(i)),
\]

\[
[(m + \delta w_k) \beta] - [\delta w_k \beta] \leq n - n_k - 1 < [(m + 1 + \delta w_k) \beta] - [\delta w_k \beta].
\]

Where \( \delta = 1 \) if \( p = 3 \) or \( p > 4 \), and \( \delta = 2 \) if \( p = 4 \). The left-hand side implies,

\[
m \beta + \delta w_k \beta - 1 - [\delta w_k \beta] < n - n_k - 1,
\]

\[
m < \frac{n - n_k - \{\delta w_k \beta\}}{\beta}.
\]

Where \( \{\delta w_k \beta\} = \delta \alpha - [\delta w_k \beta] \). Similarly, the right-hand side implies,

\[
\frac{n - n_k - \{\delta w_k \beta\} - \beta}{\beta} < m.
\]

Since the difference between these bounds is 1, we arrive at the following formula:

\[
m(n) = \left\lfloor \frac{n - n_k - \{\delta w_k \beta\}}{\beta} \right\rfloor, \quad \text{for } 1 \leq n - n_k \leq l_k, \quad \text{if } p > 3,
\]

\[
1 \leq n - n_k \leq \gamma_{k+1} + \gamma_k \quad \text{if } p = 3.
\]
The explicit value of \( \{ \delta w_k \beta \} = \delta w_k \beta - [\delta w_k \beta] \) can be computed using \( \gamma_{k+1} - \gamma_k \alpha = \alpha^{-k} \) and \( \beta = \frac{\alpha^k + 1}{p-1} \), obtaining:

\[
\{ \delta w_k \beta \} = \begin{cases} 
\alpha^{-k}(\alpha - 1) & \text{if } p = 3 \text{ or } 4, \\
\alpha^{-k}(\alpha - \beta) & \text{if } p > 4.
\end{cases}
\]

Equation (5.8) is the key ingredient for Lemma 3.6. It is only left to use the structure of \( d_k \) in \( p \) blocks. When \( p > 3 \), we have \( d_k = U_k^p \), and the length of \( U_k \) is \( \gamma_k + \gamma_{k-1} \). Now, for any \( 1 \leq n - n_k < p \cdot l_k \), let

\[
j = \left\lfloor \frac{n - n_k - 1}{l_k} \right\rfloor, \\
n' = n - n_k - j \cdot l_k.
\]

Then \( 0 \leq j \leq p - 1 \) is the position of the block of \( d_k \) to which \( m(n) \) belongs, and \( n' \) is the number of the position of the \((n - n_k)\)-th tile within that block.

Let \( m' = m(n') \). If \( p > 3 \) we can apply Equation (5.8). If \( p = 3 \), then \( d_k = (U_k U_{k-1})^3 \), and we have to consider whether \( m' \) falls in a \( U_k \)-block or a \( U_{k-1} \)-block. Taking this into consideration we arrive at:

\[
m' = \begin{cases} 
n' - \alpha^{-k}(\alpha - \beta) & \text{if } p > 4, \\
n' - \alpha^{-k}(\alpha - 1) & \text{if } p = 3 \text{ and } n' \leq \gamma_{k+1} + \gamma_k \text{ or if } p = 4, \\
\left( n' - (\gamma_{k+1} + \gamma_k) - (w_{k-1} \beta) \right) + \gamma_k, & \text{if } p = 3 \text{ and } \gamma_{k+1} + \gamma_k < n' \leq l_k.
\end{cases}
\]

Finally, \( m(n) = m' + j(\gamma_k + \gamma_{k-1}) \), for all \( 1 \leq n - n_k \leq p \cdot l_k \). Now we simplify the expression for \( m' \) for the last case. For \( p = 3 \), we have \( \{ w_{k-1} \beta \} = \alpha^{-(-k)}(\alpha - 1) \), so:

\[
\left( \frac{n' - (\gamma_{k+1} + \gamma_k) - \{ w_{k-1} \beta \} \beta}{\gamma_k} \right) + \gamma_k = \left( \frac{n' - (\gamma_{k+1} + \gamma_k) - \alpha^{-(-k)}(\alpha - 1) + \beta \gamma_k}{\beta} \right)
\]

We use \( \beta = \alpha + 1 \) (valid for \( p = 3 \)) and \( \alpha \gamma_k = \gamma_{k+1} - \alpha^{-k} \):

\[
\left( \frac{n' - (\gamma_{k+1} + \gamma_k) - \{ w_{k-1} \beta \} \beta}{\gamma_k} \right) + \gamma_k = \left( \frac{n' - (\gamma_{k+1} + \gamma_k) - \alpha^{-(-k)}(\alpha - 1) + \gamma_{k+1} - \alpha^{-k} + \gamma_k}{\beta} \right)
= \left( \frac{n' - \alpha^{-k}(\alpha(\alpha - 1) + 1)}{\beta} \right)
\]

Summarizing, for any \( p \), we can write \( m \) as:

\[
m = m' + j(\gamma_k + \gamma_{k-1}) = \left( \frac{n' - \phi_k}{\beta} \right) + j(\gamma_k + \gamma_{k-1})
\]

where \( \phi_k \) is defined as in (1.6).
Now, we simplify the formula for \( m \) using the fact that 
\[
\frac{l_k}{\beta} - (\gamma_k + \gamma_{k-1}) = \alpha^{-k}.
\]

\[
m = m' + j(\gamma_k + \gamma_{k-1}),
\]
\[
= \left[ \frac{n - n_k - \frac{n-n_k-1}{l_k} \cdot l_k - \phi_k}{\beta} \right] + \left[ \frac{n - n_k - 1}{l_k} \right] (\gamma_k + \gamma_{k-1})
\]
\[
= \left[ \frac{n - n_k - \phi_k}{\beta} \right] + \left[ \frac{n - n_k - 1}{l_k} \right] (\gamma_k + \gamma_{k-1}) - \left[ \frac{n - n_k - 1}{l_k} \right] \frac{l_k}{\beta}
\]
\[
= \left[ \frac{n - n_k - \phi_k}{\beta} \right] - \left[ \frac{n - n_k - 1}{l_k} \right] \cdot \alpha^{-k}.
\]

Finally, when \( n = n_{k+1} \) there is a deficit of 1 in Equation (3.5), it gives the value of 
\[
m = p(\gamma_k + \gamma_{k-1}) - 1.
\]
This comes from the fact that, when we attach a new tile, we are counting the vertex trapped between the \( k \)th layer and the previously attached tiles. But when we attach the \( n = n_{k+1} \) tile, we are closing the \( (k + 1) \)-layer, so we surround two vertices as opposed to just one. To correct for this special case, we need to add the term \( \left[ \frac{n-n_k}{n_{k+1}-n_k} \right] \) to the previous formula, thus arriving at equation (3.7).

\[
\square
\]

Finally, we prove the bounds that we used in the proof of Lemma 3.9.

**Proof of Lemma 3.9.** We say that a function \( F = F(p, q) \) is increasing in \( p \) if \( F \) is increasing in \( p \) while \( q \) remains constant, and if \( F \) is increasing in \( q \) while \( p \) remains constant. The same convention is adopted for decreasing in \( p, q \). We use this concept to bound functions by its values at the cases \( \{p, q\} = \{3, 7\}, \{4, 5\}, \{5, 4\}, \{7, 3\} \).

For example, \( t = (p-2)(q-2) - 2 \) is increasing in \( p, q \), then so is \( \alpha = \frac{t+\sqrt{t^2-4}}{2} \). On the other hand, \( \alpha^{-1} \) is decreasing in \( p, q \), then so is \( \frac{1}{\beta} = \frac{\alpha^{-1}+1}{q-2} \). Therefore \( \frac{1}{\beta} \) is bounded by its biggest value on the cases \( \{p, q\} = \{3, 7\}, \{4, 5\}, \{5, 4\}, \{7, 3\} \). Then it can be verified that \( \frac{1}{\beta} < 1.4 \) for all \( p, q \). Similarly \( \frac{1}{p} < 0.4 \).

Next, \( \frac{t}{p} = \frac{p^2 - 2p - 2q - 2}{p} \) is increasing in \( p, q \). Similarly \( \frac{t+1}{p} \), \( \frac{t-1}{p} \) and \( \frac{t-2}{p} \) are increasing in \( p, q \). By composition of increasing functions, we obtain that

\[
\frac{\alpha}{p} = \frac{1}{2} \left( \frac{t}{p} + \sqrt{\left( \frac{t}{p} \right)^4 - \frac{4}{p}} \right)
\]

is also increasing in \( p, q \). Then, \( \frac{p}{\alpha} \) is decreasing in \( p, q \). By evaluating at the cases \( \{p, q\} = \{3, 7\}, \{4, 5\}, \{5, 4\}, \{7, 3\} \), we find that \( \frac{p}{\alpha} < 2.7 \).

Similarly

\[
\frac{\alpha - 1}{p} = \frac{1}{2} \left( \frac{t - 2}{p} + \sqrt{\left( \frac{t}{p} \right)^4 - \frac{4}{p}} \right)
\]

is increasing in \( p, q \). So \( \frac{p}{\alpha-1} \) is decreasing in \( p, q \). We find that \( \frac{p}{\alpha-1} < 4.4 \).
Now, we bound $\phi_2$ for all its cases:

$$\frac{\alpha - 1}{\alpha^2 \beta} < \frac{1}{\alpha \beta} < \frac{1}{\beta} < 1.4,$$

$$\frac{\alpha(\alpha - 1) + 1}{\alpha^2 \beta} = \frac{\alpha - 1}{\alpha \beta} + \frac{1}{\alpha^2 \beta} < \frac{2}{\beta} < 2.8,$$

$$\frac{\alpha - \beta}{\alpha \beta} = \frac{1}{\alpha} - \frac{1}{\alpha} = \frac{p + 2}{\alpha + 1} - \frac{1}{\alpha} = \frac{(p - 3) \alpha - 1}{\alpha(\alpha + 1)} < \frac{(p - 3) \alpha}{\alpha(\alpha + 1)} < \frac{p}{\alpha + 1} < \frac{p}{t} < 2.4.$$

In conclusion, $\frac{\phi_2}{\beta} < 2.8$ for all $p, q$. Finally,

$$\frac{p}{\alpha^2} = \frac{p}{\alpha} \cdot \frac{1}{\alpha} < 2.7 \cdot 0.4 < 1.1.$$
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