An analysis to multi-state manufacturing system with common cause failure and waiting repair strategy

Mangey Ram1* and Monika Manglik2

Abstract: This paper presents a mathematical model for a multi-state complex repairable manufacturing system with four types of failures such as common cause, partial, human and catastrophic incorporating waiting time to repair. As regards to repairing of the system, it has to be wait for repair due to unavailability of repair facility after common cause failure. The system may also fail due to catastrophic failure and due to incorrect start of the system, which can occur due to an untrained and inexperienced operator (human failure). The analysis is carried out using the supplementary variable technique and Laplace transformation for evaluating reliability measures such as availability, reliability, mean time to failure, mean time to repair, cost benefit analysis and sensitivity analysis of the system. Some graphical illustrations have also been taken to highlight the practical utility of the model.
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- Analysis of a mathematical model for a multi-state complex repairable manufacturing system.
- Common cause failure, partial failure, human failure and catastrophic incorporating waiting time to repair have been used.
- The analysis is carried out using the supplementary variable technique and Laplace transformation.
- Reliability, mean time to failure, mean time to repair, cost benefit analysis and sensitivity analysis of the system are evaluated.
- Graphical illustrations have been taken to highlight the practical utility of the model.
1. Introduction

At various stages of design, planning and operation, system engineer are involved in many manufacturing cells (Henoch, 1988). In context to manufacturing cell design and flexibility issues, a wide range of modeling techniques is available. A wide range of products can be manufactured in the one and the same outfit because of new techniques and production concepts in the industry by introducing flexibility into the production machines in order to obtain the desired demand for customized products (Jain, Sharma, & Baghel, 2002). Thus to achieve this flexibility, flexible manufacturing systems (FMSs) are designed to produce a trade-off between the efficiency of transfer lines and the flexibility of job shops. These systems are able to accomplish this trade-off because of their reduced level of human interaction and their ability to eliminate the set-up times between consecutive operations. Although such systems promise flexibility, they also generate new problems. Misconception in design or mistake in implementation can lead to unreliable systems with low levels of availability, inadequate production efficiency, low reliability and high operational cost. A high degree of reliability is essential to justify the investments (Altumi, Philipose, & Taboun, 2001).

2. Literature review

Reliability and availability are the most significant design issues associated with the ability of a system to perform as expected over a period of time. A reliable manufacturing system should be able to meet the reliability and availability expectations. A direct way to increase the ability of producing a part in an expected time period is to increase the manufacturing capacity (Kusiak & Lee, 1997). Reliability is regarded as the functional performance of the product. It involves not only a manufacturing system, but also product and part design. As we all are aware of the fact that failure is expected for everything in the world and manufacturing systems are no exceptions. Thus, for the analysis of reliability of manufacturing systems, it is necessary to involve all possible failure of a component or system because any type of failure (internal or external) may cause the lower reliability or lower functional possibility of the system. An effective work related to improving the development of Multi-State System has been done by (Yingkui & Jing, 2012). Authors have summarized the review about the latest studies and advances about multi-state system reliability evaluation, multi-state systems optimization and multi-state systems maintenance. Lin and Li (2015) extended a multi-state physics model (MSPM) framework for component reliability assessment by including semi-Markov and random Shock process. A Monte Carlo Simulation algorithms has been implemented to compute component state probabilities. Kumar, Varshney, and Ram (2015) studies the reliability analysis of the casting process in foundry work using a probabilistic approach. Taking this into consideration, the impact of five types of failures namely common cause, catastrophic, partial and human failure with waiting time to repair, on a multi-state repairable manufacturing system has been discussed in this paper. Lots of work has been done by the previous authors in this field, with the help of which we have categorized the work as given below.

2.1. Models with common cause failure

Common cause failure is the failure of numerous components from a common event which has been transmitted through a coupling factor. According to the earlier researchers, common cause failure is the failure of multiple, first-in-line items to execute as essential in defining decisive time period due to a single fundamental fault or substantial phenomena such that the effect is judged to be loss of one or more systems. Common cause failure analysis is important in reliability and safety studies, as common cause failures frequently govern arbitrary hardware failures. System affected by common cause failures are systems in which two or more events have the potential of occurring due to the same cause. Some typical common causes include collision, tremor, force, gravel, strain and temperature. It is an important phenomenon for a system with failure dependent parts. Dhillon and Yang (1992) presented the two developed models representing two identical unit standby systems with common cause failures. In that work, the authors did not include the catastrophic failure. Yin (2010) analyzed and compared several common cause failure models and presented a new common cause failure model for system reliability estimation based on Bayesian network. From that study, the authors concluded that the reliability models based on Bayesian network is reliable. The authors did not evaluate other reliability measures such as availability, mean time to failure (MTTF),
mean time to repair (MTTR) and sensitivity of the proposed model. Ram and Singh (2008) analyzed a complex system with common cause failure and two types of repair. In that work, the authors did not include human error and catastrophic failure in reference to the failure of such system. El-Damcese and Temraz (2012) presented a mathematical model for reliability and availability of a parallel repairable system consisting of \( n \) identical components with degradation and common cause failure. In that study, the authors did not include any other type of failure which is possible in the stated system.

2.2. Models with human error

It is well known fact that human performance has several potential benefits for the study of human-machine interaction and system design. On the other hand human error is an improper or detrimental human pronouncement or action that reduces or has the potential to reduce the efficiency, security and system concert. Human error is defined as the failure to execute a particular task that could escort to interruption of planned operations or outcome in destructing belongings and gears. There are many reasons for the happening of human errors, such as insufficient lighting in the work area, insufficient guidance or the ability of the manpower involved, deprived gear design, elevated noise levels, insufficient work arrangement, inappropriate tools, inadequately written equipment maintenance and working procedures. The human error has a key role while the error remains unobserved and uncorrected. Much focus is laid in this area of research such as; Dhillon and Yang (1992) presented the two mathematical models representing the two identical unit standby systems with human errors. The reliability of the system, MTTF, variance of time to failure, and time dependent system availability expressions has been developed. The authors did not evaluate the mean time to repair, expected profit and sensitivity of the models, which are the important measures of reliability. Giuntini (2000) developed a mathematical procedure for the estimation of the contribution of human operators in the man machine system. The effectiveness of human and performance of a task has been discussed by the author. Feng and Kapur (2009) discussed the reasons of measurement errors (inherent design of measurement systems, fluctuations of environmental elements and human error) during any inspection process. Hattori, Nakajima, and Ishida (2011) discussed the individual behavior model by using participatory modeling in traffic domain. A methodology that can stimulate prior knowledge of explaining human driving behavior in specific environment has been shown. The authors also constructed a driving behavior model based on the set of prior knowledge. In that study, the authors have analyzed the human driving behavior model under specific environment, but they did not analyze the same in specific conditions. Ram, Singh and Varshney (2013) investigated the reliability of a standby system under human failure, but the authors did not include common cause failure and catastrophic failure in their work. Gorguluarslan, Kim, Choi, and Choi (2014) developed a mathematical model for reliability estimation of washing machine spider assembly via classification.

2.3. Models with catastrophic failure

Catastrophic failure is a sudden and total failure of any system for which recovery is impossible or we can say that, a serious effect on contagion characterized by the sudden and complete loss of component performance. Catastrophic failure can be the result of deliberate degradation and discontinuous failure. Lombardo, Masnata, and Settineri (1997) proposed a cutting tool beating and chipping detection system for continuous and interruption cutting based on the analysis of cutting force components. The authors did not analyze the sensitivity of the system. Pandey, Singh, and Sharma (2008) evaluated various reliability measures such as MTTF, availability, cost and transition state probabilities of a subsystem on a website which provides the “contact us” functionality. Copula technique has been used by the authors for this analysis. In that work, the authors did not include common cause and human failure. Also, they did not analyze the sensitivity of the system. Ram and Singh (2008) discussed about the availability of a complex system consist of two repairable subsystems \( A \) and \( B \) in \((1\text{-out-of-}2: \text{F}) \) and \((1\text{-out-of-}2: \text{G}) \), subsystem \( B \) has \( n \) units in series \((1\text{-out-of-}n: \text{F}) \) with partial and catastrophic failures. The authors have analyzed that model under the preemptive resume repair policy by using the supplementary variable technique, Laplace transformation and copula. Also transition state probabilities, availability, MTTF and expected profit have been evaluated.
along with the steady state behavior of the system. In that work, the authors did not analyze the system under other multiple failures. Gamage and Xie (2009) investigated the possible defect detection methodologies and has proposed a system that is capable of real time monitoring of defects in the cost extrusion manufacturing process. Ram and Singh (2009) analyzed the reliability of an engineering system with two types of repair facilities: major and minor, by using copula approach. The authors concluded that incorporation of copula can improve the reliability of the system. The authors did not analyze that how much the system is sensitive? Ram and Singh (2010) analyzed the availability, MTTF and cost of a complex system under preemptive-repeat repair discipline by using copula technique. Supplementary variable technique and Laplace transformation have been used by the authors for that analysis. The authors did not analyze the system under multiple failures such as human, catastrophic, common cause and partial failure simultaneously. Singh, Ram, and Chaube (2011) considered a system having three units, one of them can be controlled by the controller and other two are independent. The authors assumed that two repairmen are involved in repair of the system. A mathematical model has been obtained with the help of copula approach and the system has also been examined by using Abel’s lemma for steady state behavior. In that study authors did not evaluate the other important reliability measures such as MTTF, mean time to repair expected profit and sensitivity of the system. Ram and Singh (2012) analyzed the cost benefit of a system under head-of-line repair by using the copula approach. The authors did not analyze the system under other failures.

2.4. Models with partial failure and waiting time to repair

Partially failed means the system as a whole is not failed due to the problems either in the system or in its components. In such types of failures, the functioning of the system is slow down i.e. the system is in degraded state. The reparability of any system is an important factor to ensure the reliability of the system. Since reparability problems arise not only in engineering systems, but also in manufacturing systems. Therefore, much more attention concentrates on the study of repairable systems. If the repairman is not available for repair after the instant failure, then the system has to wait for repair. Wang, Ke, and Lee (2007) analyzed the reliability and sensitivity of a repairable system with M operating, S standby units and R unreliable source stations under unit failure. Ruiz-Castro, Fernandez-Villodre, and Perez-Ocon (2009) studied a multi-component system subjected to internal and external failures. The authors assumed that the external failure may be repairable or not. The availability and conditional probability have been calculated for finite and infinite number of units. In this study, the authors did not calculate the reliability of the system. Singh and Srinivasu (1987) analyzed a single server two identical unit cold standby system. The authors assumed that the service facility is available whenever the operating unit fails, and the failed unit waits for repair for a random time due to preparation for repair. The authors used regeneration point technique to study the stochastic behavior of the system. The analysis is carried out under the supposition that failure time distribution is negative exponential, whereas inspection preparation time for repair and repair time distributions are arbitrary. In that work, the authors did not include common cause failure, which is possible in such types of systems. Hsu and Shu (2010) considered a problem of reliability assessment and determination of optimal replacement time for machine tool under wear deterioration. A non-homogeneous continuous time Markov process for modeling the tool wear process has also been proposed by the authors. El-Said and El-Sherbeny (2010) did the cost benefit analysis of a two-unit standby system with two-stage repair and waiting time. At first stage, the repairing of the unit is started, but it does not get completed and the process is completed in second stage. That analysis has been carried out by using regenerative point process techniques for the measurement of effectiveness of the system. In that work, the authors did not include catastrophic, common cause and human failure in reference to the failure of the system. Ibrahim and Saminu (2012) developed a stochastic model for identical two unit parallel system with two types of failures. The authors assumed that the system works in three modes: normal, deterioration and failure. From that study, the authors concluded that the mean time to system failure and availability of the system exposed to various degrees of deterioration decreases more that the system without deterioration. Ram, Singh and Singh (2013) investigated the reliability of a standby system under waiting repair strategy and human failure. The authors assumed that the repair of the main and standby
units follows the general distribution, whereas the repair due to human failure is obtained with the help of the copula. Various reliability measures such as availability, reliability, MTTF and profit function have been evaluated by using the supplementary variable technique and Laplace transformation. In that study, the authors did not analyze the sensitivity of the system.

To further the above mentioned research, it can be said that the situation of waiting time to repair, common cause failure, human error can arise due to immediate unavailability of repair facility, which seems to be possible in many manufacturing systems and the current economic scenario. The present paper deliberates the concept of a complex repairable manufacturing system, which can fail completely due to the common cause, human error, catastrophic failure and unavailability of repair facility. The present contribution is structured as follows: Section 2 describes the literature review related to the work, Section 3 shows the details of the mathematical model containing the nomenclature, description with assumptions, state transition diagram and formulation and solution of the proposed model. Section 4 covers the particular cases of reliability measures. And Section 5 presents the result, discussion and finally Section 6 is the conclusion of the proposed analysis.

3. Mathematical model details

3.1. Nomenclature

| Symbol | Description |
|--------|-------------|
| \( t/s/i \) | Time scale/Laplace transform variable/numeric value |
| \( S_j \) | Transition state for \( j = 0, 1, 2, 3, 4, 5 \) |
| \( P_0(t) \) | The probability that the system is in good state \( S_0 \) at an instant “t” |
| \( P_1(t) \) | The probability that the system is in failed state \( S_1 \) due to common cause failure at an instant “t” |
| \( P_3(t) \) | The probability that the system is in degraded state \( S_3 \) due to the partial failure at an instant “t” |
| \( P_l(x,t) \) | The probability density function that the system is in state \( S_m \) at epoch \( t \) and has an elapsed repair time of \( x \), where \( l = 2i, c, h \) and \( m = 2, 4, 5 \) |
| \( \bar{P}(s) \) | Laplace transformation of \( P(t) \) |
| \( P_{\text{up}}(s)/P_{\text{down}}(s) \) | Laplace transformation of the probabilities that the system is in good or degraded states/failed state |
| \( A(t) \) | Availability of the system at time \( t \) |
| \( R(t) \) | Reliability of the system at time \( t \) |
| \( \eta(x)/\psi(x)/\phi(x) \) | Repair rates from the state unavailability of repairman/catastrophic failure/human failure |
| \( \alpha/\beta/\lambda_c/\lambda_h/\omega_i \) | Failure rates of the system due to common cause failure/partial failure/catastrophic failure/human failure/waiting time to repair |
| \( E_p(t) \) | Expected profit during the interval \( [0, t) \) |
| \( K_1, K_2 \) | Revenue and service cost per unit time respectively |

3.2. Model description and assumptions

Manglik and Ram (2013) have analyzed a complex system consisting four subsystems in the series. The first three subsystems have a single unit in series, while the last subsystem has one main and two cold standby units. In that work, the authors have taken unit failure consideration. In the other work of Ram and Manglik (2014) have analyzed a complex repairable system having three units in parallel with partial failure, catastrophic failure, human failure and waiting time to repair.

In the context of these previous works, in the present paper, the authors have analyzed a complex repairable manufacturing system having multiple failures. Initially, the system is in good working
condition after common cause failure, the system goes into a failed state, where the system is waiting for repair and due to non-availability of repair facility, goes to failed state. The system goes to the degraded state due to the partial failure of its components and it can also fail from that state due to human error and catastrophic failure. Partially failed means the system as a whole is not failed due to the problems either in the hardware or the software while catastrophic failure means complete, sudden, often unexpected breakdown in a machine, electronic system, computer or network. The system can be repaired in both the cases. For the failures, the repairs are done absolutely so after the repair every subsystem is as good as new. The system configuration and state transition diagram of the proposed model has been shown in Figures 1 and 2 respectively. Failure and repair rates are implicit to be constant in general. With the help of the supplementary variable technique and Laplace transformation, following reliability measures of the system have been evaluated:

(i) Transition state probabilities of the system.
(ii) A series of reliability measures such as availability, reliability, MTTF, busy period (MTTR), sensitivity analysis and cost effectiveness of the system.

Figure 1. System configuration.

Figure 2. State transition diagram.
Some numerical examples are also presented to illustrate the model mathematically.

The state specification of the system is as given below:

| State | State description |
|-------|-------------------|
| $S_0$ | The system is in good working condition |
| $S_1$ | The system is in failed state due to common cause failure (Ram, 2010) and waiting for repair |
| $S_2$ | The system is in failed state due to the unavailability of repairman |
| $S_3$ | The system is in a degraded state due to the partial failure |
| $S_4$ | The system is in failed state due to the catastrophic failure |
| $S_5$ | The system is in failed state due to the human failure |

That is, $S_0$ is the state where the system is in good working condition. $S_1$, $S_2$, $S_4$ and $S_5$ are the states where the system is failed due to the failure of common cause, waiting time, catastrophic and human and $S_3$ is the state where the system is in degraded mode due to partial failure.

The following assumptions are associated with the model:

(i) Initially the system is in good state.
(ii) The system has three states namely good, degraded and failed.
(iii) The system has completely failed due to the common cause, human and catastrophic failure.
(iv) The system waits for repair due to the common cause failure.
(v) All failure and repair rates are constant.
(vi) The system can be repaired only, when it is in completely failed mode.
(vii) The repaired system works like a new one.

### 3.3. Formulation and solution of the mathematical model

As per Appendices 1–3, the transition state probabilities of the designed manufacturing system are:

\[
\begin{align*}
\hat{P}_0(s) &= \frac{1}{D(s)} \quad (1) \\
\hat{P}_1(s) &= -\frac{\alpha}{s + \omega_i} \hat{P}_0(s) \quad (2) \\
\hat{P}_2(s) &= \frac{\alpha \omega_i}{s + \omega_i} \hat{S}_\phi(s) \hat{P}_0(s) \quad (3) \\
\hat{P}_3(s) &= \frac{\beta}{s + \lambda_h + \lambda_c} \hat{P}_0(s) \quad (4) \\
\hat{P}_4(s) &= \lambda_h \hat{S}_\phi(s) \hat{P}_0(s) \quad (5) \\
\hat{P}_5(s) &= \left[ \lambda_c + \frac{\lambda_c \beta}{s + \lambda_h + \lambda_c} \right] \hat{S}_\phi(s) \hat{P}_0(s) \quad (6)
\end{align*}
\]

where \(D(s) = s + \lambda_c + \beta + \lambda_h + \alpha - \lambda_c \hat{S}_\phi(s) - \frac{\lambda_c \beta}{s + \lambda_h + \lambda_c} \hat{S}_\phi(s) - \frac{\omega_i}{s + \omega_i} \hat{S}_\phi(s) - \lambda_h \hat{S}_\phi(s)\). The Laplace transformations of the probabilities that the system is in the up (i.e. either good or degraded state) and failed state at any time are as follows:

\[
\hat{P}_{up}(s) = \hat{P}_0(s) + \hat{P}_3(s) = \left[ 1 + \frac{\beta}{s + \lambda_h + \lambda_c} \right] \hat{P}_0(s) \quad (7)
\]
4. Particular cases

4.1. Availability analysis

Taking the values of different parameters as \( \lambda_h = 0.045, \lambda_c = 0.035, \alpha = 0.030, \beta = 0.020, \omega_i = 0.010 \)
\( \eta(x) = \psi(x) = \varphi(x) = 1 \), putting all these values in Equation (7) and then taking the inverse Laplace transform, we get:

\[
P_{\text{down}}(s) = P_{1}(s) + P_{2}(s) + P_{h}(s) + P_{c}(s)
= \frac{\alpha}{s + \omega_i} + \frac{\alpha \omega_i}{s + \omega_i} \tilde{S}_{\psi(x)}(s) + \lambda_h \tilde{S}_{\psi(x)}(s) + \frac{\lambda_c \beta}{s + \lambda_h + \lambda_c} \tilde{S}_{\psi(x)}(s) \bigg\} \tilde{P}_0(s)
\]  
(8)

\[
P_{\text{up}}(s) = \frac{1}{\lambda_h + \lambda_c} \left( 1 + \frac{\beta}{\lambda_h + \lambda_c} \right) \left( 1 \right)
\]  
(10)

\[
A(t) = 0.07853198089e^{(-1.082926088t)} - 0.6785219105e^{(-0.9546802665t)} + 0.7865028827e^{(-0.3939619426t)} + 0.2028173275e^{(-0.2209690646t)}
\]  
(9)

Varying time unit \( t \) from 0 to 15 in Equation (9), we obtain Table 1 and correspondingly Figure 3, representing the behavior of availability of the system with respect to time.

4.2. Reliability analysis

Taking all repairs equal to zero and inverse Laplace transform of Equation (7), one may get:

\[
R(t) = \frac{\beta e^{(-(\lambda_h + \lambda_c)t)} + \alpha e^{(-(\alpha + \lambda_c + \lambda_h)t)}}{\alpha + \beta}
\]  
(10)

Let us fix the failure rates as \( \lambda_h = 0.045, \lambda_c = 0.035, \alpha = 0.030, \beta = 0.020 \). By putting all these values in Equation (7) and varying time unit \( t \) from 0 to 15, one can obtain Table 2 and Figure 4 respectively, which represents the reliability variation of the system.

4.3. Mean time to failure analysis

The MTTF can obtain as:

\[
\text{MTTF} = \lim_{s \to 0} \tilde{P}_{\text{up}}(s) = \left( 1 + \frac{\beta}{\lambda_h + \lambda_c} \right) \left( \frac{1}{\lambda_c + \beta + \lambda_h + \alpha} \right)
\]  
(11)

| Time (t) | Availability A(t) |
|---------|-------------------|
| 0       | 1.00000           |
| 1       | 0.92340           |
| 2       | 0.88177           |
| 3       | 0.85240           |
| 4       | 0.82758           |
| 5       | 0.80472           |
| 6       | 0.78293           |
| 7       | 0.76190           |
| 8       | 0.74154           |
| 9       | 0.72180           |
| 10      | 0.70266           |
| 11      | 0.68411           |
| 12      | 0.66614           |
| 13      | 0.64873           |
| 14      | 0.63188           |
| 15      | 0.61556           |
Setting $h = 0.045$, $c = 0.035$, $\alpha = 0.030$, $\beta = 0.020$ and varying $h$, $c$, $\alpha$, $\beta$ one by one respectively as 0.1 to 0.9 in 0.1 intervals in Equation (11), one may obtain the variation of MTTF with respect to failure rates (Table 3 and Figure 5).

### 4.4. Expected profit

Cost control is critical to maintain product reliability for any manufacturing system. Clearly, reliability alone will not guarantee product viability. Similarly arbitrary cost cutting can be detrimental to profit when the relating system reliabilities too low. Let the service facility be always available, then expected profit during the interval $[0, t)$ is given as:

$$
E_p(t) = K_1 \int_0^t P_{up}(t) dt - tK_2
$$

Using Equation (9) expected profit for the same set of parameters is given by:
Figure 4. Reliability as function of time.

![Graph showing reliability as a function of time.]

Table 3. MTTF as function of failure rates

| Variation in $\alpha, \beta, \lambda$, and $\lambda_h$ | MTTF with respect to failure rates |
|----------------------------------------------------|-----------------------------------|
| $\lambda_h$ | $\lambda_c$ | $\alpha$ | $\beta$ |
| 0.1 | 6.20620 | 5.83554 | 6.25000 | 10.71428 |
| 0.2 | 3.80739 | 3.66655 | 4.16666 | 11.29032 |
| 0.3 | 2.75247 | 2.67840 | 3.12500 | 11.58536 |
| 0.4 | 2.15665 | 2.11099 | 2.50000 | 11.76470 |
| 0.5 | 1.77330 | 1.74234 | 2.08333 | 11.88524 |
| 0.6 | 1.50583 | 1.48346 | 1.78571 | 11.97183 |
| 0.7 | 1.30854 | 1.29162 | 1.56250 | 12.03703 |
| 0.8 | 1.15700 | 1.14376 | 1.38888 | 12.08791 |
| 0.9 | 1.03694 | 1.02629 | 1.25000 | 12.12871 |

Figure 5. MTTF as function of failure rates.

![Graph showing MTTF as a function of failure rates.]

![Table showing MTTF variations.]

| Variations in Failure rates | MTTF |
|-----------------------------|------|
| w.r.t $\lambda_h$           |      |
| w.r.t $\lambda_c$           |      |
| w.r.t $\alpha$              |      |
| w.r.t $\beta$               |      |

![Graph showing MTTF variations.]

![Table showing MTTF variations.]
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Setting $K_1 = 1$ and $K_2 = 0.1, 0.2, 0.3, 0.4, 0.5, 0.6$, respectively in Equation (12a) and varying time unit $t$ from 0 to 9, one can get the Table 4 and Figure 6 respectively.

### Table 4. Expected profit as function of time

| Time ($t$) | $K_2 = 0.1$ | $K_2 = 0.2$ | $K_2 = 0.3$ | $K_2 = 0.4$ | $K_2 = 0.5$ | $K_2 = 0.6$ |
|------------|-------------|-------------|-------------|-------------|-------------|-------------|
| 0          | 0           | 0           | 0           | 0           | 0           | 0           |
| 1          | 0.85705     | 0.75705     | 0.65705     | 0.55705     | 0.45705     | 0.35705     |
| 2          | 1.65803     | 1.43803     | 1.23803     | 1.03803     | 0.85803     | 0.65803     |
| 3          | 2.42455     | 2.12455     | 1.82455     | 1.52455     | 1.22455     | 0.92455     |
| 4          | 3.16431     | 2.76431     | 2.36431     | 1.96431     | 1.56431     | 1.16431     |
| 5          | 3.88035     | 3.38035     | 2.88035     | 2.38035     | 1.88035     | 1.38035     |
| 6          | 4.57410     | 3.97410     | 3.37410     | 2.77410     | 2.17410     | 1.57410     |
| 7          | 5.24647     | 4.54647     | 3.84647     | 3.14647     | 2.44647     | 1.74647     |
| 8          | 5.89814     | 5.09814     | 4.29814     | 3.49814     | 2.69814     | 1.89814     |
| 9          | 6.52977     | 5.62977     | 4.72977     | 3.82977     | 2.92977     | 2.02977     |

Figure 6. Expected profit as function of time.

$$E_p(t) = K_1 \left(-0.7251832028e^{(-1.082926088t)} + 0.7107320999e^{(-0.9546802665t)}ight)$$

$$- 19.96393046e^{(-0.3939619426t)} - 91.78539442e^{(-0.2209690646t)} + 111.11111111 - tK_2$$

Setting $K_1 = 1$ and $K_2 = 0.1, 0.2, 0.3, 0.4, 0.5, 0.6$, respectively in Equation (12a) and varying time unit $t$ from 0 to 9, one can get the Table 4 and Figure 6 respectively.

### 4.5. Busy period analysis or mean time to repair

MTTR is the average time that a system will take to recover from any failure. For MTTR, taking all repairs to zero in Equation (8) as $s$ tends to zero, one can get the MTTR of the system as:

$$MTTR = \lim_{s \to 0} \bar{P}_{down}(s) = \frac{\frac{\lambda_c}{\alpha} + \lambda_h + \lambda_c + \frac{\lambda_h \beta}{\lambda_h + \lambda_c}}{\beta - \frac{\lambda_c \beta}{\lambda_h + \lambda_c}}$$

Setting $\lambda_h = 0.45$, $\lambda_c = 0.35$, $\alpha = 0.30$, $\beta = 0.20$, $\omega_i = 0.10$ and varying $\lambda_h$, $\lambda_c$, $\alpha$, $\beta$, $\omega_i$ one by one respectively in Equation (13) as 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9 one may obtain the variation of MTTR with respect to failure rates (Table 5 and Figure 7).
4.6. Sensitivity analysis

4.6.1. Sensitivity of reliability

Sensitivity analysis is a technique to predict the conclusion of a decision if a state of affairs turns out to be different compared to the key prediction. It is very useful when attempting to determine the impact the actual outcome of a fastidious variable will have, if it differs from what was previously assumed. Sensitivity analysis is used to determine how sensitive a model is to changes in the value of the parameters of the model and to change in the structure of the model. The sensitivity analysis for changes in reliability resulting from changes in the system parameters $\lambda_p, \lambda_c, \alpha, \beta$ by differentiating Equation (10) with respect to failure rates $\lambda_p, \lambda_c, \alpha$ and $\beta$ respectively and by putting $\lambda_p = 0.045$, $\lambda_c = 0.035$, $\alpha = 0.030$, $\beta = 0.020$, we get the numerical values of $\frac{\partial R(t)}{\partial \lambda_p}$, $\frac{\partial R(t)}{\partial \lambda_c}$, $\frac{\partial R(t)}{\partial \alpha}$, $\frac{\partial R(t)}{\partial \beta}$.

Now taking $t = 0$ to 10 units of time in the partial derivatives of reliability with respect to different failure rates, we have obtained the Table 6 and Figure 8 respectively.

4.6.2. Sensitivity of MTTF

Sensitivity analysis for changes in MTTF resulting from changes in system parameters i.e. system failure rates $\lambda_p, \lambda_c, \alpha$ and $\beta$. By Differentiating (11) with respect to failure rates $\lambda_p, \lambda_c, \alpha$ and $\beta$ respectively and putting the values as $\lambda_p = 0.045$, $\lambda_c = 0.035$, $\alpha = 0.030$, $\beta = 0.020$, we get the values of $\frac{\partial MTTF}{\partial \lambda_p}$, $\frac{\partial MTTF}{\partial \lambda_c}$, $\frac{\partial MTTF}{\partial \alpha}$, $\frac{\partial MTTF}{\partial \beta}$.

Varying the failure rates one by one respectively as 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, we have obtained the Table 6 and Figure 8 respectively.

| Variation in $\lambda_p, \lambda_c, \alpha, \omega_i$ | MTTR with respect to failure rates |
|-----------------------------------------------|-----------------------------------|
| $\lambda_p$                                   | $\lambda_c$                       |
| 0.1                                           | 87.87500                          | 23.75000                           | 17.66666 | 73.66666 | 37.22222 |
| 0.2                                           | 54.68750                          | 28.97222                           | 27.44444 | 37.22222 | 23.88888 |
| 0.3                                           | 43.95833                          | 34.41666                           | 37.22222 | 25.07407 | 19.44444 |
| 0.4                                           | 38.84374                          | 40.08333                           | 47.00000 | 19.44444 | 17.22222 |
| 0.5                                           | 35.97500                          | 45.97222                           | 56.77777 | 15.35555 | 15.88888 |
| 0.6                                           | 34.22916                          | 52.08333                           | 66.55555 | 12.92592 | 15.00000 |
| 0.7                                           | 33.12500                          | 58.41666                           | 76.33333 | 11.19047 | 14.36507 |
| 0.8                                           | 32.42187                          | 64.97222                           | 86.11111 | 9.88888  | 13.88888 |
| 0.9                                           | 31.98611                          | 71.74999                           | 95.88888 | 8.87654  | 13.1851 |

Figure 7. MTTR as function of failure rates.
0.7, 0.8, 0.9 in the partial derivatives of MTTF with respect to different failure rates, one can obtain the Table 7 and Figure 9 respectively.

### 4.6.3. Sensitivity of MTTR

Sensitivity analysis for changes in MTTR resulting from changes in system parameters By Differentiating (13) with respect to failure rates \( \lambda_r, \lambda_c, \alpha, \beta \) and \( \omega \) respectively and by putting the values as \( \lambda_r = 0.45, \lambda_c = 0.35, \alpha = 0.30, \beta = 0.20, \omega = 0.10 \) we get the values of \( \frac{\partial MTTR}{\partial \lambda_r}, \frac{\partial MTTR}{\partial \lambda_c}, \frac{\partial MTTR}{\partial \alpha}, \frac{\partial MTTR}{\partial \beta}, \frac{\partial MTTR}{\partial \omega} \). Now, varying the failure rates one by one respectively as 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9 in the partial derivatives of MTTR with respect to different failure rates, one can obtain the Table 8 and Figure 10 respectively.

| Time (t) | \( \frac{\partial MTTR}{\partial \lambda_r} \) | \( \frac{\partial MTTR}{\partial \lambda_c} \) | \( \frac{\partial MTTR}{\partial \alpha} \) | \( \frac{\partial MTTR}{\partial \beta} \) | \( \frac{\partial MTTR}{\partial \omega} \) |
|---------|---------------------------------|-----------------|-----------------|-----------------|-----------------|
| 0       | 0                               | 0               | 0               | 0               | 0               |
| 1       | -0.89610                        | -0.89610        | -0.88702        | 0.01339         |
| 2       | -1.60697                        | -1.60697        | -1.57399        | 0.04784         |
| 3       | -2.16265                        | -2.16265        | -2.09547        | 0.09614         |
| 4       | -2.58868                        | -2.58868        | -2.47987        | 0.15269         |
| 5       | -2.90677                        | -2.90677        | -2.75233        | 0.21315         |
| 6       | -3.13534                        | -3.13534        | -2.93238        | 0.27426         |
| 7       | -3.28998                        | -3.28998        | -3.04008        | 0.33361         |
| 8       | -3.38391                        | -3.38391        | -3.08728        | 0.38947         |
| 9       | -3.42828                        | -3.42828        | -3.08706        | 0.44064         |
| 10      | -3.43250                        | -3.43250        | -3.04956        | 0.48637         |

Figure 8. Sensitivity of reliability as function of time.
Table 7. Sensitivity of MTTF as function of failure rates

| Variation in $\lambda_h, \lambda_c, \alpha, \beta$ | $\frac{\Delta \text{MTTF}}{\lambda_h}$ | $\frac{\Delta \text{MTTF}}{\lambda_c}$ | $\frac{\Delta \text{MTTF}}{\alpha}$ | $\frac{\Delta \text{MTTF}}{\beta}$ |
|-----------------------------------------------|--------------------------------------|--------------------------------------|----------------------------------|----------------------------------|
| 0.1                                          | -39.47891                           | -34.80406                           | -31.25000                       | 8.50340                         |
| 0.2                                          | -14.62998                           | -13.55846                           | -13.88888                       | 3.90218                         |
| 0.3                                          | -7.61216                            | -7.20617                            | -7.81250                        | 2.23081                         |
| 0.4                                          | -4.66463                            | -4.46867                            | -5.00000                        | 1.44175                         |
| 0.5                                          | -3.15073                            | -3.04148                            | -3.47222                        | 1.00779                         |
| 0.6                                          | -2.27070                            | -2.20365                            | -2.55102                        | 0.74900                         |
| 0.7                                          | -1.71410                            | -1.67001                            | -1.95312                        | 0.57155                         |
| 0.8                                          | -1.33976                            | -1.30924                            | -1.54320                        | 0.45284                         |
| 0.9                                          | -1.07596                            | -1.05396                            | -1.25000                        | 0.36761                         |

Figure 9. Sensitivity of MTTF as function of failure rates.

Table 8. Sensitivity of MTTR as function of failure rates

| Variation in $\lambda_h, \lambda_c, \alpha, \beta, \omega_l$ | $\frac{\Delta \text{MTTR}}{\lambda_h}$ | $\frac{\Delta \text{MTTR}}{\lambda_c}$ | $\frac{\Delta \text{MTTR}}{\alpha}$ | $\frac{\Delta \text{MTTR}}{\beta}$ | $\frac{\Delta \text{MTTR}}{\omega_l}$ |
|-----------------------------------------------------------|--------------------------------------|--------------------------------------|----------------------------------|----------------------------------|----------------------------------|
| 0.1                                                       | -668.75000                          | 51.11111                             | 97.77777                        | -728.88888                      | -266.66666                      |
| 0.2                                                       | -163.43750                          | 53.33333                             | 97.77777                        | -182.22222                      | -66.66666                      |
| 0.3                                                       | -69.86111                           | 55.55555                             | 97.77777                        | -80.98765                      | -29.62962                      |
| 0.4                                                       | -37.10937                           | 57.77777                             | 97.77777                        | -45.55555                      | -16.66666                      |
| 0.5                                                       | -21.95000                           | 60.00000                             | 97.77777                        | -29.15555                      | -10.66666                      |
| 0.6                                                       | -13.71527                           | 62.22222                             | 97.77777                        | -20.24691                      | -7.40740                       |
| 0.7                                                       | -8.75000                            | 64.44444                             | 97.77777                        | -14.87528                      | -5.44217                       |
| 0.8                                                       | -5.52734                            | 66.66666                             | 97.77777                        | -11.38888                      | -4.16666                       |
| 0.9                                                       | -3.31790                            | 68.88888                             | 97.77777                        | -8.99862                       | -3.29218                       |
5. Result discussion

From the results as received from the analysis of the design system, one can conclude as below:

(i) The state availability is a number greater than zero and less than one. It is equal to zero when no repair is performed and equal to one when the equipment does not fail. Analysis of Table 1 gives the idea of the availability of the stated system with respect to time $t$. Critical examination of corresponding Figure 3 yields that the values of the availability decreases approximately in an even manner with the increment in time.

(ii) The numerical value of reliability $R(t)$ is always between one and zero, i.e. $R(0) = 1$, $R(\infty) = 0$ and $R(t)$ is a non-increasing function between these limits. Table 2 shows the trends of reliability of the designed system with respect to the time when all the failure and repair rates have some fixed values. From the graph (Figure 4), it is concluded that the reliability of the system decreases more sharply with the passage of time. Reliability may be improved by clarity of expression, lengthening the measure, and other informal means. However, formal psychometric analysis, called item analysis, is considered the most effective way to increase reliability.

(iii) Table 3 shows that MTTF of the system with respect to various failure rates. A critical examination of Figure 5 shows that the MTTF decreases with increment in common cause failure, catastrophic failure and human failure and increases with increment in partial failure. From this study, one can conclude that the common cause failure, catastrophic failure and human failure much more controlled during the system operation, while it seems to be uncontrolled with respect to partial failure.

(iv) Table 4 and corresponding Figure 6 represent the cost function versus time. Here, one can easily observe that the increasing service cost leads decrement into expected profit. The study shows that the minimum service cost leads to maximum expected profit. On the other hand maximum service cost leads to minimum profit. It is concluded that by controlling service cost, high profit could be attained.

(v) Table 5 and Figure 7 show the MTTR as function of failure rates. A critical examination of Figure 7 shows that the MTTR increases with increment in common cause failure and catastrophic failure, and decreases with increment partial failure, human failure and waiting time to repair. Hence the study shows that the system takes more recovery time due to the common cause failure and catastrophic failure in comparison of partial failure, human failure and waiting time to repair.
Additionally, they can be extensively used in many engineering disciplines. The results achieved in this paper are valuable in a study of improving the reliability of the systems. The research of this paper is based mainly on system reliability theory, and stochastic processes. The performance of the manufacturing system can be improved by improving the procedures, proper training of employees and proper maintenance of the system. From the hypothetical point of view, the research of this paper is based mainly on system reliability theory, and stochastic processes. The results achieved in this paper are valuable in a study of improving the reliability of the systems. Additionally, they can be extensively used in many engineering disciplines.

6. Conclusion
With the beginning of complex manufacturing systems, reliability is an important performance measure for evaluating a system. The importance of early evaluation of reliability is recognized in concurrent engineering. The manufacturing system reliability is considered for three perspectives, i.e. part design, system design and the integration of both. This paper is aimed at evaluating the various reliability measures with the help of Markov process, supplementary variable technique and Laplace transformation. It is shown that the reliability of such manufacturing systems can be predicted under various types of failures. With the help of the study authors concluded that the performance of the manufacturing system can be improved by improving the procedures, proper training of employees and proper maintenance of the system. From the hypothetical point of view, the research of this paper is based mainly on system reliability theory, and stochastic processes. The results achieved in this paper are valuable in a study of improving the reliability of the systems. Additionally, they can be extensively used in many engineering disciplines.
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Appendix 1

The probability that the system is in state $S_i$ at time $t$ and remains there in interval $(t, t+\Delta t)$ or/and if it is in some other state at time $t$ then it should be transit to the state $S_i$ in the interval $(t, t+\Delta t)$ provided transition exist between the states and $\Delta t \to 0$.

Accordingly the Equations (i) to (vi) are interpreted as:

The probability of the system to be in state $S_i$ in the interval $(t, t+\Delta t)$ is given by

$$P_i(t+\Delta t) = (1 - \lambda_i \Delta t)(1 - \beta \Delta t)(1 - \lambda_h \Delta t)(1 - \alpha \Delta t)P_i(t) + \int_0^\infty P_c(x, t)\psi(x)\Delta t dx$$

$$+ \int_0^\infty P_{i2}(x, t)\eta(x)\Delta t dx + \int_0^\infty P_{i3}(x, t)\phi(x)\Delta t dx$$

$$\Rightarrow \lim_{\Delta t \to 0} \frac{P_i(t+\Delta t) - P_i(t)}{\Delta t} + (\lambda_i + \beta + \lambda_h + \alpha)P_i(t) = \int_0^\infty P_c(x, t)\psi(x)dx + \int_0^\infty P_{i2}(x, t)\eta(x)dx + \int_0^\infty P_{i3}(x, t)\phi(x)dx$$

$$\Rightarrow \left[ \frac{\partial}{\partial t} + \lambda_i + \beta + \lambda_h + \alpha \right] P_i(t) = \int_0^\infty P_c(x, t)\psi(x)dx + \int_0^\infty P_{i2}(x, t)\eta(x)dx + \int_0^\infty P_{i3}(x, t)\phi(x)dx$$  \hspace{1cm} (i)

For state $S_1$,

$$P_1(t+\Delta t) = (1 - \omega_1 \Delta t)P_1(t) + \alpha \Delta t P_0(t)$$

$$\Rightarrow \lim_{\Delta t \to 0} \frac{P_1(t+\Delta t) - P_1(t)}{\Delta t} + \omega_1 P_1(t) = \alpha P_0(t)$$

$$\Rightarrow \left[ \frac{\partial}{\partial t} + \omega_1 \right] P_1(t) = \alpha P_0(t)$$  \hspace{1cm} (ii)

For state $S_2$,

$$P_{i2}(x+\Delta x, t+\Delta t) = \{ 1 - \eta(x)\Delta t \} P_{i2}(x, t)$$

$$\Rightarrow \lim_{\Delta t \to 0} \frac{P_{i2}(x+\Delta x, t+\Delta t) - P_{i2}(x, t)}{\Delta t} + \eta(x)P_{i2}(x, t) = 0$$

$$\Rightarrow \left[ \frac{\partial}{\partial t} + \frac{\partial}{\partial x} + \eta(x) \right] P_{i2}(x, t) = 0$$  \hspace{1cm} (iii)

For state $S_3$,

$$P_3(t+\Delta t) = (1 - \lambda_3 \Delta t)(1 - \lambda_c \Delta t)P_3(t) + \beta \Delta t P_0(t)$$

$$\Rightarrow \lim_{\Delta t \to 0} \frac{P_3(t+\Delta t) - P_3(t)}{\Delta t} + \lambda_3 P_3(t) + \lambda_c P_3(t) = \beta P_0(t)$$

$$\Rightarrow \left[ \frac{\partial}{\partial t} + \lambda_3 + \lambda_c \right] P_3(t) = \beta P_0(t)$$  \hspace{1cm} (iv)

For state $S_4$,

$$P_4(x+\Delta x, t+\Delta t) = \{ 1 - \psi(x)\Delta t \} P_4(x, t)$$
For state $S_5$

Appendix 2

From Figure 1, one have following boundary conditions:

When system is perfectly good i.e. in initial state $S_0$, then

\begin{equation}
\lim_{\Delta x \to 0} \lim_{\Delta t \to 0} \frac{P_c(x + \Delta x, t + \Delta t) - P_c(x, t)}{\Delta t} + \psi(x)P_c(x, t) = 0
\end{equation}

\begin{equation}
\left[ \frac{\partial}{\partial t} + \frac{\partial}{\partial x} + \psi(x) \right] P_c(x, t) = 0 \tag{v}
\end{equation}

For state $S_i$

\begin{equation}
\lim_{\Delta x \to 0} \lim_{\Delta t \to 0} \frac{P_i(x + \Delta x, t + \Delta t) - P_i(x, t)}{\Delta t} + \phi(x)P_i(x, t) = 0
\end{equation}

\begin{equation}
\left[ \frac{\partial}{\partial t} + \frac{\partial}{\partial x} + \phi(x) \right] P_i(x, t) = 0 \tag{vi}
\end{equation}

\textbf{Appendix 3}

Taking Laplace transformation of equations (i-vi) and (vii-ix), we get

\begin{equation}
\left[ s + \lambda_c + \beta + \lambda_h + \alpha \right] \tilde{P}_c(s) = 1 + \int_0^\infty \psi(x)\tilde{P}_c(x, s)dx + \int_0^\infty \eta(x)\tilde{P}_i(x, s)dx + \int_0^\infty \phi(x)\tilde{P}_h(x, s)dx \tag{xvi}
\end{equation}

\begin{equation}
\left[ s + \omega_i \right] \tilde{P}_i(s) = \omega P_i(s) \tag{vii}
\end{equation}

\begin{equation}
\left[ s + \frac{\partial}{\partial x} + \eta(x) \right] \tilde{P}_i(x, s) = 0 \tag{xvii}
\end{equation}

\begin{equation}
\left[ s + \lambda_h + \lambda_c \right] \tilde{P}_c(s) = \beta \tilde{P}_c(s) \tag{viii}
\end{equation}

\begin{equation}
\left[ s + \frac{\partial}{\partial x} + \phi(x) \right] \tilde{P}_i(x, s) = 0 \tag{xviii}
\end{equation}

\begin{equation}
\left[ s + \frac{\partial}{\partial x} + \psi(x) \right] \tilde{P}_c(x, s) = 0 \tag{xix}
\end{equation}

\begin{equation}
\tilde{P}_c(0, s) = \omega \tilde{P}_c(s) \tag{xi}
\end{equation}

\begin{equation}
\tilde{P}_i(0, s) = \lambda_i \left[ \tilde{P}_c(s) + \tilde{P}_h(s) \right] \tag{xii}
\end{equation}

\begin{equation}
\tilde{P}_h(0, s) = \lambda_h \left[ \tilde{P}_c(s) + \tilde{P}_h(s) \right] \tag{xiii}
\end{equation}

\begin{equation}
\tilde{P}_c(0, s) = \lambda_c \left[ \tilde{P}_c(s) + \tilde{P}_h(s) \right] \tag{xiv}
\end{equation}

\begin{equation}
\tilde{P}_h(0, s) = \beta \tilde{P}_c(s) \tag{xv}
\end{equation}

\begin{equation}
\tilde{P}_c(0, s) = \beta \tilde{P}_c(s) \tag{xvi}
\end{equation}

\begin{equation}
\tilde{P}_i(0, s) = \lambda_i \left[ \tilde{P}_c(s) + \tilde{P}_h(s) \right] \tag{xvii}
\end{equation}

\begin{equation}
\tilde{P}_h(0, s) = \lambda_h \left[ \tilde{P}_c(s) + \tilde{P}_h(s) \right] \tag{xviii}
\end{equation}

\begin{equation}
\tilde{P}_c(0, s) = \lambda_c \left[ \tilde{P}_c(s) + \tilde{P}_h(s) \right] \tag{xix}
\end{equation}

\begin{equation}
\tilde{P}_h(0, s) = \lambda_h \left[ \tilde{P}_c(s) + \tilde{P}_h(s) \right] \tag{xv}
\end{equation}

\begin{equation}
\tilde{P}_c(0, s) = \beta \tilde{P}_c(s) \tag{xvi}
\end{equation}

\begin{equation}
\tilde{P}_i(0, s) = \lambda_i \left[ \tilde{P}_c(s) + \tilde{P}_h(s) \right] \tag{xvii}
\end{equation}

\begin{equation}
\tilde{P}_h(0, s) = \lambda_h \left[ \tilde{P}_c(s) + \tilde{P}_h(s) \right] \tag{xviii}
\end{equation}

\begin{equation}
\tilde{P}_c(0, s) = \lambda_c \left[ \tilde{P}_c(s) + \tilde{P}_h(s) \right] \tag{xix}
\end{equation}
