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ABSTRACT

Simulations of the magnetorotational instability (MRI) in a homogeneous shearing box have shown that the asymptotic strength of the magnetic field declines steeply with increasing resolution. Here I model the MRI-driven dynamo as a large-scale dynamo driven by the vertical magnetic helicity flux. This growth is balanced by large-scale mixing driven by a secondary instability. The saturated magnetic energy density depends almost linearly on the vertical height of the typical eddies. The MRI can drive eddies with arbitrarily large vertical wavenumber, so the eddy thickness is either set by diffusive effects, by the magnetic tension of a large-scale vertical field component, or by magnetic buoyancy effects. In homogeneous, zero magnetic flux simulations, only the first effect applies and the saturated limit of the dynamo is determined by explicit or numerical diffusion. The exact result depends on the numerical details, but is consistent with previous work, including the claim that the saturated field energy scales as the gas pressure to the one quarter power (which we interpret as an artifact of numerical dissipation). The magnetic energy density in a homogeneous shearing box will tend to zero as the resolution of the simulation increases, but this has no consequences for the dynamo or for angular momentum transport in real accretion disks. The claim that the saturated state depends on the magnetic Prandtl number may also be an artifact of simulations in which microphysical transport coefficients set the MRI eddy thickness. Finally, the efficiency of the MRI dynamo is a function of the ratio of the Alfvén velocity to the product of the pressure scale height and the local shear. As this approaches unity from below, the dynamo reaches maximum efficiency. Farther from the disk midplane, the Parker instability will dominate the local dynamics and the dynamo process.
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1. INTRODUCTION

For almost 50 years, we have known that magnetic fields embedded in a differentially rotating flows with a negative radial gradient for the angular velocity are linearly unstable to radial perturbations (Velikkhov 1959; Chandrasekhar 1960). This instability attracted only a modest level of interest among astrophysicists until the early 1990s when Balbus and Hawley (Balbus & Hawley 1991; Hawley & Balbus 1991; for a review, see Balbus & Hawley 1998) pointed out that the magnetorotational instability (MRI) was uniquely suited to driving angular momentum transport in accretion disks. It is a robust linear instability, in the sense that the maximum growth rate is close to the local shear rate, regardless of the strength of the magnetic field and it feeds directly off the energy released by the outward transport of angular momentum. In the nonlinear limit, the angular momentum flux generated from this instability is proportional to the magnetic energy density. This is, in turn, determined by the dynamo activity generated from the turbulence. Determining how that dynamo operates, and the consequent mean value of $B^2$ in an accretion disk, then became a central issue in understanding ionized accretion disks.

Early work on this problem tended to view the dynamo as a side effect of the turbulence, with the magnetic field and the kinetic energy building up together and at similar scales. This would naturally tend to saturate as the magnetic energy density approached the thermal pressure (Balbus & Hawley 1998; Ogilvie 2003). Alternative models, inspired largely by phenomenological evidence from the study of cataclysmic variables (Meyer & Meyer-Hofmeister 1983), looked for dynamo effects which would be sensitive to the geometry of the disk, i.e., the ratio of the disk height to radius. Such models included dynamos driven by waves generated by tidal interactions at large radii (Vishniac & Diamond 1992) and the incoherent dynamo (Vishniac & Brandenburg 1997) in which the large-scale field is built up by random contributions to the electromotive force from individual eddies. However, subsequent three-dimensional numerical simulations of the MRI have failed to show evidence for a dependency on box geometry. More disturbingly, simulations tend to show evidence for saturation when the magnetic energy density is less than $10^{-2}$ times the ambient pressure (Brandenburg et al. 1995; Stone et al. 1996). Given phenomenological arguments in favor of a dimensionless viscosity close to 0.1 in dwarf novae (Bath & Pringle 1981) these results were somewhat disappointing. On the other hand, simulations with vertical structure have tended to saturate at substantially larger values (Miller & Stone 2000; Hawley & Krolik 2001). This naturally raises the question of the role of magnetic buoyancy in the dynamo, both in terms of its effects on the MRI and the possibility that the Parker instability may contribute to the dynamo (Tout & Pringle 1992; Johansen & Levin 2008).

More recently, there has been an attempt to understand the saturation value of the MRI-driven dynamo by returning to the simplest possible simulations, shearing boxes with no vertical gravity and no imposed vertical field (Sano et al. 2004; Fromang & Papaloizou 2007). These simulations show a steep dependence on numerical resolution, in the sense that at late times the magnetic energy density is inversely proportional to the number of grid elements. The obvious conclusion is that in the limit of very high resolution, or more physically, in the limit of very low viscosity and resistivity (and absent some externally imposed vertical field), the MRI-driven dynamo is a negligible effect (for a discussion of this possibility, see Pessah et al. 2007).
In this paper, we re-examine the nature of the MRI dynamo. We start from the assumption that it is a mean field dynamo effect, driven by the magnetic helicity flux created by the MRI. In Section 2.1, we derive the dynamo growth rate. In Section 2.2, we find the dominant dissipative effect, which turns out to be driven by a secondary instability driven by vertical gradients in the large-scale magnetic field and the angular momentum transport driven by the MRI. In Section 2.3, we show how the typical MRI eddy thickness controls the strength of the magnetic field and discuss how this affects simulations and realistic accretion disks. In particular, we note that magnetic buoyancy provides a minimal eddy thickness for MRI turbulence and provides a mechanism for maintaining an MRI dynamo in a zero mean flux accretion disk. We briefly discuss the possible role of the Parker instability at large distances from the disk midplane. Finally, in Section 3, we summarize our results and briefly comment on ways to test this model. We comment, where appropriate, on the possible role of an imposed vertical field, but our treatment is aimed primarily at understanding how the disk dynamo functions when such environmental effects are negligible.

2. SCALING RELATIONS FOR THE MRI DYNAMO

2.1. The Growth Rate for the MRI Dynamo

We consider simplest example of the MRI dynamo, a disk with no entrained magnetic field. In other words, the vertically averaged toroidal flux is zero and there is no imposed vertical field. In the limit where the vertical wavelength is much smaller than the vertical scale heights of pressure, density or magnetic field, the linear dispersion relation has can be found in Vishniac & Diamond (1992). The presence of shear destroys the normal modes of the system, but they can be recovered as approximate solutions in certain limits. A detailed analysis can be found in Johnson (2007). For our purposes, the essential points are: (1) for $k_z \gg k_{ph}$ one recovers the usual MRI dispersion relation (Balbus & Hawley 1991) with the characteristic frequency expressed as $k \cdot (B/\sqrt{2\pi \rho_c})$ (2) in that limit the growth rate does not depend on $k_z$, (3) a locally unstable solution will grow for roughly $k_z/k_{ph}$ e-foldings, and (4) the characteristic radial wavenumber is of order $\Omega/V_A$ for all growth rates, where $\Omega(r)$ is the angular velocity (and also the local shear) and $V_A$ is the Alfvén speed. The MRI dispersion relation predicts a growth rate $\sim \sqrt{3k_{ph}V_A}$ for small $k_{ph}$, a peak at some large fraction of $\Omega$ and a sharp cutoff at higher $k_{ph}$. The net result is that we expect MRI-driven turbulence to be characterized by radial and azimuthal wavenumbers of order $\Omega/V_A$, much larger vertical wavenumbers, and a coherence time, $\tau$, a few times $\Omega^{-1}$. Numerical simulations are generally consistent with these expectations (Brandenburg et al. 1995; Stone et al. 1996), with eddies that are significantly stretched in the azimuthal direction, consistent with the idea that $\Omega \tau$ is larger than one by some modest factor.

Here we will adopt the hypothesis that the MRI drives a dynamo through the creation of a magnetic helicity flux. The basic physics behind this kind of dynamo is set forth in Vishniac & Cho (2001; see also Brandenburg & Subramanian 2005; Subramanian & Brandenburg 2006). Here we will briefly summarize the concept and the key results.

Neglecting resistivity, the magnetic helicity, $A \cdot B$, is a conserved quantity. Even when resistivity is not negligible the tendency of magnetic helicity to undergo an inverse cascade means that it is approximately conserved, a result that has major implications for laboratory experiments (Taylor 1986). If we apply a high-pass filter, we can rewrite the magnetic helicity conservation equation in the form

$$\partial_t h + \nabla \cdot j_h + 2B \cdot (v \times b) = -2\eta (j \cdot b), \quad (1)$$

where $h \equiv (A \cdot b)$ is the magnetic helicity contained in eddy-scale structures, $\eta$ is the ohmic resistivity, and $j_h$ is the magnetic helicity flux contained in eddy-scale structures. The right-hand side describes the effects of dissipation and is usually negligible in astrophysical contexts. The third term on the left-hand side of this equation gives the transfer of magnetic helicity between scales. This expression can be used to constrain the electromotive force, $\langle v \times b \rangle$. The electromotive force contains a term proportional to the current helicity, $(j \cdot b)$, which is $\sim k^2 h$ in the Coulomb gauge. The effect of this term is to transfer magnetic helicity from small scales to large at a rate which is $\sim (B^2/b^2)$ times the eddy turnover rate. When this rate is faster than the dynamo growth rate we can neglect the $\partial_t h$ term and take

$$\langle v \times b \rangle \parallel \approx -\frac{2}{B} \nabla \cdot j_h, \quad (2)$$

where the subscript $\parallel$ denotes the component parallel to the large-scale magnetic field. For the MRI we have $\langle v^2 \rangle \sim \langle b^2 \rangle \sim B^2$ so we are always in this limit. When $j_h$ is zero, or negligibly small, we get the phenomenon of “$\alpha$ quenching” (Gruzinov & Diamond 1994).

In the presence of differential rotation, $j_h$ is not zero. On dimensional grounds, it has to be proportional to the square of the magnetic field times a transport coefficient. Neglecting constants of order unity, quasilinear estimates from Vishniac & Cho (2001) give

$$j_h \sim D_t B^2 \Omega R \hat{z}. \quad (3)$$

If we follow convention and write the electromotive force as $aB$ then this is equivalent to

$$\alpha \sim \frac{D_t}{L_B} \Omega R, \quad (4)$$

where $L_B$ is the vertical scale for the large-scale magnetic field. This implies a growth rate of

$$\Gamma \sim \sqrt{\frac{\alpha}{L_B}} \sim \frac{k_{ph} v_{turb}}{k} \sim L_B, \quad (5)$$

where $L_B$ is the vertical scale length for the large-scale magnetic field. For the MRI we have $\Omega R \sim 1$, $v_{turb} \sim B$, and $k_{ph} B \sim \Omega$. We get a dynamo growth rate of

$$\Gamma \sim \frac{\Omega}{k L_B}, \quad (6)$$

For typical eddies we have $k \sim k_z \gg \Omega/V_A$. However, since the magnetic helicity flux goes as $k^{-2}$, it is possible, even likely, that it will be dominated by modes with $k_z$ close to $\Omega/V_A$, depending on the power spectrum of the MRI-driven turbulence.

A particular solution for this kind of dynamo was discussed in Vishniac & Cho (2001), i.e., a dynamo in a periodic shearing box. This is appropriate for the MRI-driven dynamo simulations we are discussing here. Its applicability to real disks, i.e., nonperiodic systems is less clear. This solution is characterized by a constant vertical magnetic helicity flux, oscillating between $j_h$ and large-scale field components. In a real disk, a necessary
part of the dynamo process is the ejection of magnetic helicity from the top and bottom of the disk. However, in contrast to earlier suggestions (see, for example, Blackman & Field 2001), the ejected magnetic helicity can be contained in large-scale structures or eddy-scale structures and the net magnetic helicity of the system does not need to change. Since ejecting magnetic helicity bound up in large-scale structures requires much less energy, it is likely to be the preferred mode of ejection.

The implication of this work is that efficient dynamo action is possible even in a periodic box provided that the dynamo process is dominated by the magnetic helicity flux. There is some work exploring the effect of boundary conditions. We note, in particular, the work of Tobias et al. (2008) and Käpylä et al. (2008). In both cases, they found that periodic boundary conditions were significantly less favorable for the development of a large-scale field than periodic boundary conditions. However, both simulations were in the limit of a very weak large-scale field where the magnetic helicity-driven dynamo is unlikely to operate. In contrast, MRI simulations and extra components of the stress tensor by moving fluid elements with externally driven small-scale turbulence has found large parts of parameter space with strong dynamo growth and field saturation with \((B^2) > (b^2)\) (D. Shapovalov & E. T. Vishniac 2009, in preparation).

2.2. Dissipation of the Large-Scale Field

The usual estimate for the turbulent dissipation coefficient in arbitrary direction \(i\) is

\[
D_i \sim \langle v_i^2 \rangle \tau \sim \frac{1}{k_i^{-1} \tau},
\]

(7)

where \(k_i^{-1}\) is the correlation length in the \(i\) direction. In the quasilinear approximation, we equate this wavenumber with the wavenumber of the dominant eddies driven by the local instability. For the MRI, this implies a vertical diffusion coefficient which vanishes in the limit \(k_z \to \infty\). In fact, the resulting turbulent diffusion rate,

\[
\tau_{\text{diss}}^{-1} \sim \tau^{-1} \frac{1}{(k_z L_B)^2},
\]

(8)

vanishes faster than the dynamo growth rate given in Equation (6). The implication is that the vertical turbulent diffusion of the large-scale magnetic field, driven by the MRI, is a negligible effect for the high resolution shearing box simulations.

If turbulent diffusion driven by the MRI is ineffective in this case, then we need to consider other, normally subdominant effects. Given a scalar pressure and a homogeneous environment there are none. However, even in the simplified environment provided by a homogeneous shearing box simulation of the MRI, both these assumptions are violated. First, the stress tensor includes an anisotropic component of \(\rho \nu \nu j - b_i b_j (4\pi)^{-1}\). If we average this over length and timescales typical of the MRI, we are left with significant terms in the \(\hat{r} \hat{r}\), \(\hat{\phi} \hat{\phi}\), and \(\hat{r} \hat{\phi}\) directions, all positive contributions of order \(\rho V_A^2\) (see, for example, Stone et al. 1996). Second, magnetic energy stored in large vertical wavelength modes provides a natural way to break the homogeneity of the environment. Finally, we can point to the simulations of Johansen et al. (2009) which show the appearance of large-scale, axisymmetric, slowly evolving structures in MRI turbulence in stratified and unstratified shearing box simulations. Evidently, there is the potential for large-scale vertical mixing.

To gain some understanding of how these structures arise, we can look for linear modes with slow growth rates. Shearing imposes the condition

\[
k_r \gg k_\phi \frac{\Omega}{\omega},
\]

(9)

where \(\omega\) is the magnitude of the complex frequency of our hypothetical large-scale secondary instability. This suggests that we should concentrate on axisymmetric modes, or at least modes for which \(k_\phi\) is negligible. Treating the MRI only as a homogeneous process that generates extra terms in the stress tensor, we see that these terms depend on the square of the magnetic field. Assuming that the dynamo process is slow and that the magnetic field evolves only by the advection of the large-scale field, we can generate radial gradients in the extra components of the stress tensor by moving fluid elements vertically. If \(P_{ij} \equiv C_{ij} \rho V_A^2\), then our equations of motion are

\[
\partial_t v_\phi + \frac{\Omega}{2} v_r = -ik_r C_{r\phi} 2V_A \delta V_A,
\]

(10)

\[
(\partial_t + D_r k_r^2) \delta V_A = -v_z \partial_z V_A,
\]

(11)

\[
\nabla \cdot \vec{v} = 0,
\]

(12)

\[
\partial_t v_z = \frac{1}{\rho} \partial_z \delta P,
\]

(13)

and

\[
\partial_t v_r - 2\Omega v_\phi = -ik_r (\delta P + C_{rr} 2V_A \delta V_A).
\]

(14)

Here, \(\delta P\) is the perturbation to the scalar pressure, \(\delta V_A\) is the perturbation to the Alfvén velocity, the magnetic field is assumed to be entirely in the \(\phi\) direction, and \(D_r\) is the radial turbulent diffusion coefficient. Given that we expect \(\omega \ll \Omega\), we can drop the \(\partial_t v_\phi\) term in the first equation and combine the remaining equations to obtain

\[
(\partial_t + D_r k_r^2) \partial_z v_z = \frac{2k_r^2 C_{r\phi}}{\Omega} v_z \partial_z V_A^2.
\]

(15)

We also note that

\[
D_{rr} \approx C_{rr} V_A^2 \tau,
\]

(16)

where \(\tau\) is the characteristic correlation time of the MRI turbulence. If we ignore \(D_{rr}\), then we can find periodic traveling wave solutions to this equation with wavelengths less than the wavelength of the magnetic field. Multiplying both sides of Equation (15) by \(\partial_z v_z\), we see that if \(v_z \propto V_A\) then when dissipation is small \(\partial_z v_z\) increases monotonically. This is not the same as proving that we have an instability, but it indicates that taking \(v_z \propto V_A\) gives the best chance of an instability and that the traveling wave solutions are irrelevant. In order to gain further insight we take \(V_A \propto V_0 \cos(kz)\), and define two characteristic rates:

\[
\gamma_r \equiv \frac{k_r^2 V_0^2 C_{rr}}{\Omega}
\]

(17)

and

\[
\gamma_d \equiv k_r^2 V_0^2 C_{r\phi} \tau.
\]

(18)
The ratio of $\gamma_r$ to $\gamma_d$ can only be determined by appeal to numerical simulations, and $\tau$ is difficult to estimate from the published simulations. However, it should be equivalent to measuring the turbulent magnetic Prandtl number, or more properly the Schmidt number. This can be measured in simulations and the results have been reported in several simulations (Carballido et al. 2005; Johansen & Klahr 2005; Turner et al. 2006; Fromang & Papaloizou 2006; Johansen et al. 2006). The measurement varies from about 11 (Carballido et al. 2005) to values of 0.8–0.9 (Johansen & Klahr 2005). Johansen et al. (2006) pointed out that the value increases sharply with the applied vertical field and has a different dependence for the radial and vertical Schmidt numbers. For our purposes we need the former at small vertical field strengths, which brings us back to the values quoted in Johansen & Klahr (2005).

If we take $v_z(t = 0) = \cos(k_z z)$ then we can expand the solution at all times as

$$v_z = \sum_{n=1}^{\infty} a_n(t) \cos[(2n - 1)k_z z].$$

In Figure 1, we plot the $a_1(t)$ for $\gamma_d = 0, 0.1\gamma_r, \gamma_r$. The second value is a reasonably close approximation to the results of Carballido et al. whereas the last value is consistent with the work of Johansen & Klahr (2005). In all three cases, $a_1$ increases monotonically, and almost exponentially. The case with no dissipation does not look like a pure mode, but the other two cases do. In all cases the higher order coefficients are positive, although smaller, and show similar behavior. These are not pure exponential modes, but the difference does not seem significant. It is interesting to note that a small amount of radial mixing actually enhances the growth of this instability.

This linear model includes the assumption that the dynamo process is very slow. Since we are looking for a mixing process that will balance the dynamo, this is clearly unrealistic. Rather by taking this limit we are aiming for an estimate of the dissipation timescale. The actual dynamics of the magnetic field, with the dynamo and the secondary instability in statistical equilibrium, will require a more inclusive treatment, which is beyond the scope of this paper.

What do we expect in the nonlinear limit? Taking $k_z L_B \sim 1$, we should get circulation over vertical scales of order $L_B$ on times of order $L_B^2 \Omega / V_A^2$. This gives rise to an effective turbulent transport coefficient of roughly $V_A^2 \Omega^{-1}$. This is just what we would have obtained if the MRI gave rise to approximately isotropic turbulence. The corresponding rms vertical velocity is just

$$V_{\text{ripple}} \sim L_B \gamma_r \sim \frac{V_A^2}{L_B \Omega},$$

which will not affect local measurements of the rms vertical velocity provided

$$V_A^2 \leq \frac{L_B^2 \Omega^2}{k_z^2}.$$
These variations in orbital velocity will be comparable to the vertical and radial motions. Finally, we note that the slow motions driven by this rippling effect are not necessarily axisymmetric. Applying the condition in Equation (9), we have

\[ k_φ < \frac{1}{L_B} \left( \frac{V_A}{L_B Ω} \right)^2. \] (22)

Taking \( L_B \) to be something like the disk thickness, so that the right-hand side of this equation is roughly \( \frac{∂}{∂r} \), we see that these modes will be axisymmetric unless the disk radius is greater than \( H σ_{SS}^{-1} \). In the homogeneous shearing box simulations, these modes will have effectively no MRI and magnetic helicity conservation.

In terms of the evolution equation for the large-scale field, we can include this effect by adding a term \(-D_{\text{ripple}} J \sim -V_A^2 Ω^{-1} J\) to the electromotive force. This is not quite right, because this creates an extra component of the electromotive force parallel to the large-scale magnetic field. This, in turn, violates magnetic helicity conservation. In order to restrict the injection of magnetic helicity into the large-scale field to the inverse cascade from the small-scale field, we need to subtract out the part parallel to \( B \). In other words, the correction to the electromotive force is

\[ ΔE_{\text{ripple}} \sim \frac{1}{4πρΩ} [B^2 I - BB] J = \frac{1}{4πρΩ} [J × B] \times B. \] (23)

We would get the same result if we simply appealed to the force exerted by the large-scale field and assumed that it was coupled to the fluid on an eddy turnover time (a heuristic model suggested by Brandenburg & Subramanian 2000). However, despite the apparent agreement between the two approaches, there are significant physical differences between them. In our approach, the local shear \( Ω \) enters through the coriolis force. In the ambipolar approximation to large-scale field dynamics, the quantity \( Ω^{-1} \) enters as the eddy turnover time. For the MRI these give roughly the same timescale, but this is not true in general. In addition, using the ambipolar approximation for the large-scale field evolution in this way implies that we are including the pressure force exerted by the large-scale field, despite the fact that the scalar pressure is almost unperturbed everywhere for \( k_φ \sim k_λ \). This is physically incomplete. The maximum vertical wavelength, \( k_λ \), is determined by effects other than the MRI itself. In real accretion disks, \( k_λ \) may be set by the magnetic tension associated with some large-scale vertical field. In stratified disks, magnetic buoyancy will couple fluid motions at different heights and provide a lower limit to the thickness of MRI eddies. Finally, viscosity and resistivity, either as real physical effects or as the consequence of limitations in numerical calculations, will impose a maximum vertical wavenumber. In the following section, we will discuss how each of these effects determine the strength of large-scale magnetic fields, first in numerical simulations, then in real accretion disks.

2.3. The Vertical Wavenumber in Homogeneous Simulations and in Accretion Disks

In homogeneous numerical simulations, where there is no vertical gravity, the only limit on the vertical wavenumber comes from the “microphysics” of the simulation, i.e., the numerical effects which produce an effective small-scale dissipation. In the limit of infinite resolution, we expect \( k_λ \sim 0 \) and \( V_A^2 \rightarrow 0 \). In order to understand simulations with finite resolution, we need to consider the scaling laws that govern \( B^2 \) in the presence of numerical diffusion. This requires appealing to the details of the specific numerical codes used to find the saturated state of the MRI in a homogeneous shearing background. We will examine two recent attacks on this problem: Sano et al. (2004) and Fromang & Papaloizou (2007). We start with the latter because
they give a more detailed summary of their results. For their study, Papaloizou and Fromang used the ZEUS code. They reported the effect of changing resolution on the distribution of numerical dissipation in Fourier space. While the plot of numerical dissipation versus wavenumber is a bit noisy, with a broad peak, they also included fits based on an equivalent physical dissipation. These fits, presented in their Figures 9, 10, and 11, show a peak around \( k \approx 25 \), 50, and 100 for vertical grid spacings of 64, 128, and 256, respectively. This allows us to avoid modeling the numerical dissipation and simply note grid spacings of 64, 128, and 256, respectively. This allows us to avoid modeling the numerical dissipation and simply note grid spacings of 64, 128, and 256, respectively. This allows us to avoid modeling the numerical dissipation.

The magnetic energy density and angular momentum space, i.e., the factor \( \Omega / (k_c V_A) \), when estimating the magnetic helicity flux. On the other hand, Equation (29) predicts from this that the magnetic energy density and angular momentum flux should then scale as \( \Delta^{3/2} \). Fromang and Papaloizou quote a slightly steeper dependence, consistent with \( B^2 \propto \Delta \) which suggests that the magnetic helicity flux is dominated by the highest wavenumber modes. If true, this would be odd. It is more likely that once we consider the gradual flattening of the spectrum as the resolution is increased, the dependence on vertical wavenumber is consistent with our prediction. This issue could be settled by calculating the contribution to the magnetic helicity flux from different modes in a shearing box simulation. Sano et al. used a second-order Godunov-type scheme of their own devising. They did not report power spectra, or an effective vertical wavenumber cutoff. However, we can still gain some insight from their results. In their code, the time step scales with the grid spacing divided by the magnetosonic velocity, which in this case is effectively the sound speed. It can be problematic to interpret numerical dissipation in terms of an effective transport coefficient, but for this code the most reasonable approximation is to use \( D = C_0 \Delta_c \), in place of viscosity. Here \( C_0 \) is an effective scaling for the Courant condition which decreases as the Courant condition becomes more stringent. The code should be able to handle MRI-driven eddies as long as \( k_c^2 D \) is less than the MRI growth rate, or

\[
k_c \simeq \left( \frac{\Omega}{c_s \Delta} \right)^{1/2} C_{0}^{-1/2}.
\]  

In a simulation with a fixed average density, this implies \( k_c \propto \rho^{-1/4} \). Sano et al. reported a scaling of \( V_A^2 \propto \rho^{1/4} \), which implies that in their simulations as well the saturated magnetic energy density scales as \( k_c^{-1} \) rather than \( k_c^{-2/3} \). We note that in a conference paper Sano (2005) reported that the magnetic energy and stresses scaled linearly in the box size and as the square root of the grid cell dimension. This is expected from our estimate for \( k_c \) in their work and the use of Equation (27) rather than (29). As before, this result is broadly consistent with our theoretical expectations, but leaves unclear whether the deviation from Equation (29) is because \( k_c V_A / \Omega \) is not sufficiently large in these simulations, or because the magnetic helicity flux is dominated by the highest \( k_c \) modes.

There is one other issue that should be raised regarding homogeneous shearing simulations, the role of the magnetic Prandtl number. When this is large, i.e., viscosity much greater than resistivity, then \( k_c \) is determined by the viscosity and resistivity plays no role in our model. We note that simulations (Fromang et al. 2007) show that the MRI-driven dynamo operates at maximal efficiency in this regime. On the other hand, when the magnetic Prandtl number is small, or of order unity, then the right-hand side of Equation (1) is no longer negligible. Magnetic helicity is no longer a robustly conserved quantity, and the efficiency of the dynamo will be reduced (as seen in Fromang et al. 2007). Exactly how much it is reduced, and whether or not the dynamo remains viable requires us to consider the degree to which magnetic helicity will tend to cascade to higher wavenumbers instead of being transferred to very large scales. This is beyond the scope of this paper. We simply note that this effect will be large in any simulation in which resistivity is not much smaller than viscosity and in which \( k_c \) is set by these constants.

In ionized accretion disks, where the MRI is likely to be the dominant process for angular momentum transport, the resistivity and viscosity are very small and the microphysical limit on \( k_c \) is so large as to be uninteresting. Consequently, we can assume that we are in the asymptotic regime, and use Equation (29). There are two macrophysical effects which give much smaller limits on the vertical wavenumber. First, if there is a large-scale vertical field, possibly advected in from large radii, then \( k_c \) is limited by the tension of the vertical field, i.e.,

\[
k_c \sim \frac{\Omega(4\pi \rho)^{1/2}}{B_z},
\]

so that

\[
B_z^2 \sim \left( \frac{B_R^2 L_B}{4\pi \rho \Omega^2} \right)^{1/3} \frac{r \pi \rho L_B \Omega^2}{2}. \tag{32}
\]

In real disks there will be some vertical field as a consequence of the existence of large-scale magnetic domains. Since \( \nabla \cdot \mathbf{B} \) we have

\[
B_z \sim \frac{L_B}{L_R} B_r, \tag{33}
\]

where \( L_R \) is the radial magnetic domain size. This has frequently been used to argue that \( B_z \sim (H / R) B_r \) in accretion disks. However, it is unreasonable to suppose that the typical magnetic domain in an accretion disk is as big as the whole disk. From Equation (29) we can reasonably expect the dynamo to favor magnetic domains as thick as the disk, but as long as \( L_R > L_B \), all radial domain sizes are equally likely. Simple phase space considerations then suggest that \( L_R \) should typically be only slightly larger than \( L_B \). Moreover, if a strong vertical field component can enhance the local dynamo action, this limit is strongly favored. All of which leads to the expectation that typically \( B_z \) is of order \( B_r \) or roughly \( B_R(L_B k_{\rho \alpha}) \). Combining Equations (28), (29), (31), and (32), we find assuming that internally generated value of \( B_z \) determines \( k_c \) results in a trivial equality. Any constraint imposed by \( B_z \) is scale free, i.e., independent of the parameters of the problem. Since we see no evidence for such a constraint in the numerical simulations, it is reasonable to conclude that it never comes into play. This is not to say that it is completely irrelevant. We will see that in a real disk the dynamo will operate with an efficiency which depends on the distance to the midplane. The vertical component of the large-scale magnetic field constitutes a vertically nonlocal effect. An efficient dynamo operating a density scale height or more away from the midplane can boost the efficiency of the dynamo at the midplane of the disk.
Alternatively, we can consider the effects of vertical structure on the individual eddies. The MRI produces fluctuations in the local magnetic energy density of order unity, operating on timescales which are much longer than the sound travel time across an eddy. Consequently, the gas pressure will vary by an amount $\delta P \sim B^2$ and there will be fractional variations in the density of order $B^2/P$. This will give rise to differential buoyant accelerations within an individual eddy of order $(B^2/P)\zeta \Omega^2$. Since these accelerations will act coherently for an eddy turnover time, $\sim \Omega^{-1}$, this implies a minimal eddy thickness $\Delta \zeta$ of order $(B^2/P)\zeta$, or

$$k_c \sim \frac{c_s^2}{\zeta^2} \sim \frac{L_p \Omega^2}{V_A},$$

(34)

where $L_p$ is the pressure scale height. Using Equation (29) for the magnetic field strength gives

$$k_c L_B \sim \left(\frac{L_p}{L_B}\right)^3.$$

(35)

This will be enormous near the disk midplane, but will decrease rapidly as we move away from it. In terms of numerical simulations, this suggests that a background pressure scale height much larger than the size of the computational box will still be sufficient to remove the dependence on numerical resolution. For example, the highest resolution simulations of Fromang and Papaloizou had $k_c L_B \sim 100$, so a background pressure scale height $\sim 4$ times the box size or less would have been sufficient to compete with numerical resolution in setting $k_c$.

Equation (34) will be consistent with our assumption that $k \sim k_c$ if

$$k_c V_A \Omega \sim \frac{L_p \Omega}{V_A} \gg 1.$$

(36)

As $V_A$ approaches this limit from below, the MRI eddies will become increasingly isotropic and the MRI dynamo will operate with increasing efficiency. Using this same expression for $k_c$, the growth rate for the MRI dynamo is

$$\Gamma \sim \frac{\Omega}{k_{eff} L_B} \sim \frac{V_A}{L_B} \left(\frac{V_A}{L_p \Omega}\right)^{1/2}.$$  

(37)

The saturation level of the magnetic field is just

$$B^2 \sim (4\pi \rho) \left(\frac{L_B}{L_p}\right)^4 L_p^2 \Omega^2.$$  

(38)

This last result should not be taken too literally. It is based on a local balance between dissipation and the dynamo. The actual saturated state in a disk requires a global calculation, and must include the variation in the background density and temperature. The sense of this result is that the dynamo process will be much less efficient near the midplane, and will also depend on the diffusion of toroidal and vertical magnetic flux generated at larger scale heights. In the end, we expect that the magnetic energy will saturate at some modest fraction of the vertically averaged gas pressure, and that a more detailed solution requires a realistic consideration of the vertical structure of the disk. We note that an externally imposed vertical field will have an effect when $V_{A,z} \rightarrow V_A^2/(L_p \Omega)$. This means that it will have an impact first near the midplane.

We have also assumed that the magnetic pressure is smaller than the gas pressure, which is a necessary condition for the MRI (Kim & Ostriker 2000). We note that this ratio can be rewritten as

$$\frac{V_A^2}{c_s^2} = \frac{V_A^2}{L_p \zeta \Omega^2} = \left(\frac{V_A}{L_p \Omega}\right)^2 \frac{L_p}{\zeta}.$$  

(39)

This constraint is more important than $V_A \ll L_p \Omega$ only near the disk midplane. Since the MRI-driven dynamo is least efficient near the disk midplane, this suggests that this constraint is not important.

There is one other point worth mentioning in this context. We have assumed that the MRI is the only instability operating in the disk. However, in a stratified disk we also expect the appearance of the Parker instability. The linear theory (Shu 1974; Foglizzo & Tagger 1995) gives us a typical growth rate of $V_A/L_p$ for azimuthal wavelengths of at least $L_p$. Consequently, Equation (9) implies a radial wavelength comparable to $V_A/\Omega$. For $V_A \ll L_p \Omega$, this leads to the expectation that the MRI will suppress the Parker instability through radial mixing (Vishniac & Diamond 1992), consistent with the numerical results of Stone et al. (1996) who first looked for signs of the Parker instability in a simulation of the MRI in a stratified disk. On the other hand, when $V_A \gg L_p \Omega$ the Parker instability should be unaffected by the shearing of the disk. The implication is that the parameter $V_A/(L_p \Omega)$ defines a continuum marked, at small values, by an MRI-driven dynamo whose efficiency increases as $V_A \rightarrow L_p \Omega$, and at large values by a Parker instability-driven dynamo.

3. CONCLUSIONS

In this paper, we have proposed a model for the dynamo driven by the MRI. It implies that the saturation strength of the magnetic field, and the attendant Maxwell stresses, scale as $L_p^{3/2} k_c^{2/3} \Omega^2$, i.e., slightly more steeply than linearly with box height and slightly less so with the MRI eddy height. The available simulations suggest that the dependence on each is linear. We see this in the scaling with magnetic domain size in the work of Sano et al. The scaling with $k_c$ is seen most clearly in the work of Fromang & Papaloizou (2007). We tentatively suggest that the small difference between these simulations and our theoretical predictions can be blamed on the limited range of the simulations, i.e., $k_c V_A$ not much greater than $\Omega$. The difference between the reported scalings with resolution seen by Sano et al. and by Fromang and Papaloizou, and the scaling with the gas pressure reported by Sano et al. can be explained as artifacts, due to the numerical methods used in the simulations.

This model also makes specific predictions about numerical simulations of the MRI. First, the magnetic helicity flux carried by small-scale structures should arise predominantly from eddies with vertical wavenumbers close to the typical radial wavenumbers. The strength of this flux should be inversely proportional to $k_c$, the vertical wavenumber cutoff. Second, vertical turbulent diffusion should arise from slow motions on the scale of the box and should be insensitive to the vertical wavenumber cutoff. The radial scale of these motions should be close to the box height. This seems at least qualitatively similar to the numerical results of Johansen et al. (2009). The azimuthal scale will be larger by a factor of $a^{-1}$, i.e., usually these motions will be axisymmetric due to the effects of shearing.

For real accretion disks, this work implies that the behavior of the disk dynamo will be determined by whatever process sets the vertical correlation length of MRI turbulence. The most
important generic effect will be magnetic buoyancy, but the presence of a vertical field may also be important, and can lead to an increased effective $\alpha_{ss}$, especially near the disk midplane. Microphysical processes that affect magnetic buoyancy may also be important. For example, in disks with a large radiation pressure, and the diffusion of photons from individual eddies, may increase the role of magnetic buoyancy, broadening eddies, and increasing the saturation limit of the dynamo, although the same effect will increase the loss rate of magnetic flux from the disk. Finally, viscous transport coefficients that are too small to suppress MRI by a factor of order unity may lead to an increased dynamo growth rate and a larger $\alpha_{ss}$.

An important implication of this work is that homogeneous shearing box simulations cannot be used to explore the behavior of accretion disks. Without stratification and magnetic buoyancy, the eddy thickness will be determined by numerical effects and the dynamo will be increasingly weak as the numerical resolution is increased. This same criticism can be applied to claims regarding the role of the magnetic Prandtl number, albeit with less certainty.

Finally, our results suggest a deep link between the MRI-driven dynamo and the dynamo driven by the Parker instability. The scaling arguments presented here do not allow us to conclude which one accounts for the bulk of the magnetic field generation in accretion disks, but they do show that the two dynamos are complementary. The MRI-driven dynamo operates at large values of $L_P$, i.e., near the disk midplane, but with increasing efficiency as we move away from the midplane. Eventually, we come to a region where the MRI and the Parker instability are not cleanly separable from one another, and at larger heights, to a region where the Parker instability drives the disk dynamo. In this context, the simulations of Johansen & Levin (2008), which show a strong Parker instability-driven dynamo in a magnetized accretion disk, are particularly interesting.
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