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Abstract Phase retrieval (PR) is an ill-conditioned inverse problem which can be found in various science and engineering applications. Assuming sparse priority over the signal of interest, recent algorithms have been developed to solve the phase retrieval problem. Some examples include SparseAltMinPhase (SAMP), Sparse Wirtinger flow (SWF) and Sparse Truncated Amplitude flow (SPARTA). However, the optimization cost functions of the mentioned algorithms are non-convex and non-smooth. In order to fix the non-smoothness of the cost function, the SPARTA method uses truncation thresholds to calculate a truncated step update direction. In practice, the truncation procedure requires calculating more parameters to obtain a desired performance in the phase recovery. Therefore, this paper proposes an algorithm called SPRSF (Sparse Phase retrieval via Smoothing Function) to solve the sparse PR problem by introducing a smoothing function. SPRSF is an iterative algorithm where the update step is obtained by a hard thresholding over a gradient descent direction. Theoretical analyses show that the smoothing function uniformly approximates the non-convex and non-smooth sparse PR optimization problem. Moreover, SPRSF does not require the truncation procedure used in SPARTA. Numerical tests demonstrate that SPRSF performs better than state-of-the-art methods, especially when there is no knowledge about the sparsity $k$. In particular, SPRSF attains a higher mean recovery rate in comparison with SPARTA, SAMP and SWF methods, when the sparsity varies for the real and complex cases. Further, in terms of the sampling complexity, the SPRSF method outperforms its competitive alternatives.

1 Introduction

In many applications of science and engineering, it is required to recover a signal from the squared modulus of any linear transform, which is known as phase retrieval (PR). Such a task is present in optics [1], astronomical imaging [2], microscopy [3] and x-ray crystallography [4-6], where the optical sensors measure...
the intensities of the reflection, but they are not able to measure the phase of
the signal. For example, in x-ray crystallography [4], PR is used to determine
the atomic position of a crystal in a three-dimensional (3D) space [7]. Recent
approaches propose different measurement transforming systems such as over-
sampling Fourier, short-time Fourier, random Gaussian, and coded diffraction sys-
tems, which have drawn attention, since they combine some active fields such as
x-ray imaging, coded diffractive imaging and phase retrieval techniques [8,9].

Previous algorithms for PR are based on the error-reduction method [10] which
was proposed in 1970. However, these algorithms do not have theoretical guar-
antees and their rates of convergence are considerably slow [9,10]. Most recent
approaches can be grouped as convex and non-convex. In particular, a convex
formulation was proposed in [11] via Phaselift, which consists on lifting up the
original vector recovery problem from a quadratic system into a rank-1 matrix
recovery. Further, theoretical guarantees of convergence and recovery for the con-
convex approach have been developed, but its computational complexity becomes
extremely high for large signals. On the other hand, one of the non-convex formu-
lations, called Wirtinger Flow (WF), is a gradient descent method based on the
Wirtinger derivative, which was demonstrated to allow exact recovery from the
phaseless measurements up to a global unimodular constant [12]. Also, alternating
non-convex projection algorithms have been proposed such as AltMinPhase [13],
Truncated Amplitude Flow TAF [14], the Wirtinger Flow (WF) variants [12,15],
as well as trust-region-methods [16].

In [17] it was shown that some signals in PR are naturally sparse. Further,
enforcing sparsity constraints can also ensure uniqueness of the discretized one-
dimensional PR [10]. Moreover, the AltMinPhase, WF and TAF recovery methods
have been extended to PR of sparse inputs yielding solvers such as SparseAltMin-
Phase (SAMP) [13], sparse WF (SWF) [18], and the Sparse Truncated Amplitude
flow (SPARTA) [19], respectively. The SAMP, SWF and SPARTA methods use
different initializations strategies in order to guarantee exact recovery of the true
signal. In particular, SAMP uses the spectral initialization strategy introduced in
[12], SPARTA introduces the sparse orthogonally promoting initialization in [19]
and SWF proposes a variant of the spectral initialization developed in [18]. The
initialization for the SWF algorithm returns a more accurate estimation of the true
signal, in comparison with the SPARTA and the SAMP initializations. An impor-
tant characteristic of these sparse PR solvers, is that the optimization functions
are non-convex and, in the case of SPARTA and SAMP, they are also non-smooth.
Further, in order to fix the non-smoothness of the cost function, SPARTA uses
truncation thresholds to calculate a truncated step update direction. But, in prac-
tice this requires to calculate more parameters to obtain a desired performance
in recovering the phase. Further, the truncation procedure drastically modifies
the search direction update, which increases the sampling complexity to recover
the phase. In summary, the SPARTA, SWF and SAMP algorithms optimize non-
convex cost functions and also non-smooth in the case of SAMP and SPARTA.
Moreover, SPARTA requires an extra truncation procedure in the gradient step,
which requires the design of more parameters to obtain a desired performance to
recover the phase.

On the other hand, [20] introduced the concept of a smoothing function for
a non-smooth and non-convex optimization problem on a closed convex set. A
smoothing function is a smooth approximation of the original non-convex and
non-smooth optimization cost function \[20\], which in this case is the sparse PR problem. Therefore, given that the sparse PR can be formulated as a non-convex and non-smooth optimization problem, this paper proposes an algorithm called Sparse Phase Retrieval via Smoothing Function (SPRSF) to solve the sparse PR problem by introducing a smoothing function. SPRSF is an iterative algorithm where the update step is obtained by a hard thresholding over a gradient descent direction. Theoretical analyses show that the smoothing function uniformly approximates the non-convex and non-smooth sparse PR optimization problem. Moreover, it is proved that SPRSF converges linearly for any \( k \)-sparse \( n \)-long signal \((k \ll n)\) with sampling complexity \(O(k^2 \log(n))\). Moreover, SPRSF does not require the truncation procedure used in SPARTA. Numerical tests demonstrate that SPRSF performs better than state-of-the-art methods specially when there is no knowledge about the sparsity \( k \). Further, it is shown that the SPRSF method outperforms its competitive alternatives SAMP, SPARTA and SWF algorithms in terms of sampling complexity.

2 Sparse Phase Retrieval Problem

The sparse phase retrieval problem can be formulated as the solution to the system of \( m \) quadratic equations of the form

\[
y_i = |\langle a_i, x \rangle|^2, \quad i = 1, \ldots, m, \quad \text{subject to } \|x\|_0 = k,
\]

with data vector \( y := [y_1, \ldots, y_m]^T \in \mathbb{R}^m \), \( a_i \in \mathbb{R}^n / \mathbb{C}^n \) are the known sampling vectors, \( x \in \mathbb{R}^n / \mathbb{C}^n \) is the desired unknown signal, the sparsity level \( k \ll n \) is assumed to be known and \( \| \cdot \|_0 \) is the zero pseudo-norm. This work considers the complex-valued Gaussian vectors \( a_i \sim \mathcal{CN}(0, I_n) = \mathcal{N}(0, \frac{1}{2}I_n) + j\mathcal{N}(0, \frac{1}{2}I_n) \), assumed to be independently and identically distributed (i.i.d.), where \( j = \sqrt{-1} \). Then, adopting the least-squares criterium, the task of recovering a \( k \)-sparse solution from phaseless equations, as in (1), reduces to that of minimizing the amplitude-based loss function

\[
\min_{\|x\|_0 = k} f(x) = \frac{1}{m} \sum_{i=1}^{m} (f_i(x) - q_i)^2,
\]

where \( f_i(x) = |\langle a_i, x \rangle| \) and \( q_i = \sqrt{y_i} \). However, notice that the optimization problem in (2) is non-smooth and non-convex \[11\]. Thus, this work proposes an algorithm which introduces an auxiliary smooth function \( g(\cdot) \) to approximate the original objective function \( f(\cdot) \), in order to solve the non-smooth and non-convex optimization problem in (2). For this, some conditions over the auxiliary function \( g(\cdot) \) are required, but these will be discussed in Section 3.

Throughout the paper the following notations are considered. The set \( \mathbb{R}_+ = \{x \in \mathbb{R} : x \geq 0\} \) and the set \( \mathbb{R}_{++} = \{x \in \mathbb{R} : x > 0\} \). We denote \( w^H \in \mathbb{C}^n \) as the conjugate transpose version of the vector \( w \in \mathbb{C}^n \), and the distance between any two complex vectors \( w_1, w_2 \in \mathbb{C}^n \) as

\[
d_r(w_1, w_2) = \min_{\theta \in [0, 2\pi)} ||w_1 e^{-j\theta} - w_2||_2,
\]

where \( ||\cdot||_2 \) denotes the Euclidean norm. Note that the distance \( d_r(\cdot, \cdot) \) defined in (3) reduces to computing \( d_r(w_1, w_2) := \min ||w_1 \pm w_2||_2 \) for \( w_1, w_2 \in \mathbb{R}^n \).
3 Sparse Phase Retrieval algorithm

The concept of the smoothing function was presented in [20] as Definition 3, which is an important notion to the proposed algorithm. First, the concept of a locally Lipschitz continuous function is presented.

**Definition 1**  **Lipschitz continuous under the distance** $d_r(\cdot, \cdot)$: Let $f : (C^n, d_r(\cdot, \cdot)) \to \mathbb{R}$ be a function. The function $f$ is called Lipschitz continuous if there exists a constant $L > 0$ such that, for all $w_1, w_2 \in C^n$

$$|f(w_1) - f(w_2)| \leq L d_r(w_1, w_2).$$ (4)

**Definition 2**  **Locally Lipschitz continuous under the distance** $d_r(\cdot, \cdot)$: Let $f : (C^n, d_r(\cdot, \cdot)) \to \mathbb{R}$ be a function. The function $f(\cdot)$ is called Locally Lipschitz continuous if for every $w \in C^n$ exists a neighborhood $U$, such that, $f(\cdot)$ restricted to $U$ is Lipschitz continuous.

**Definition 3**  **Smoothing function**: Let $f : C^n \to \mathbb{R}$ be a locally Lipschitz continuous function. Then $g : C^n \times \mathbb{R}^+ \to \mathbb{R}$ is a smoothing function of $f(\cdot)$ if $g(\cdot, \mu)$ is smooth in $C^n$ for any given $\mu \in \mathbb{R}^+$ and

$$\lim_{\mu \downarrow 0} g(w, \mu) = f(w),$$ (5)

for any fixed $w \in C^n$.

According to Definition 3 consider the function $\varphi_\mu : \mathbb{R} \to \mathbb{R}^+$ defined as

$$\varphi_\mu(x) = \sqrt{x^2 + \mu^2},$$ (6)

where $\mu \in \mathbb{R}^+$. Notice that $\varphi_\mu(\cdot)$ approximates the function $f_i(\cdot)$ in [2], because $\varphi_0(|a_i^H x|) = f_i(x)$. Also, according to Definition 3 it is necessary to prove that the objective function $f(x)$ in [2] is locally Lipschitz continuous. Thus, Lemma 1 shows that $f(x)$ is locally Lipschitz.

**Lemma 1**  **The function** $f(x)$ in [2] **is locally Lipschitz continuous under the distance** $d_r(\cdot, \cdot)$ **with probability at least** $1 - me^{-n/2}$.

**Proof**  **The proof of this lemma can be found in Appendix A.**

The following Lemma 2 shows that $\varphi_\mu(\cdot)$ has important smooth properties to approximate the functions $f_i(\cdot)$, given that $\varphi_0(|a_i^H x|) = f_i(x)$.

**Lemma 2**  **The function** $\varphi_\mu(x)$, **defined in [6]**, **converges uniformly to** $\varphi_0(x)$ **on** $\mathbb{R}$.

**Proof**  **According to the definition of the function** $\varphi_\mu$ **in [6]**, **it can be obtained that**

$$|\varphi_\mu(x) - \varphi_0(x)| = |\sqrt{x^2 + \mu^2} - \sqrt{x^2}|.$$ (7)

Notice that by the Minkowski inequality [21], it can be expressed that $\sqrt{x^2 + \mu^2} \leq \sqrt{x^2} + \mu$, therefore

$$|\varphi_\mu(x) - \varphi_0(x)| \leq |\sqrt{x^2} + \mu - \sqrt{x^2}| \leq \mu.$$ (8)
Lemma 2 establishes that the function \( \varphi_\mu(|a^H x|) \) uniformly approximates \( \varphi_0(|a^H x|) = f_i(x) \) in (2), which is a desirable convergence, since it only depends on the value of \( \mu \). Thus, a smooth optimization problem to recover the unknown desired signal \( x \in \mathbb{C}^n / \mathbb{R}^n \) from the measurements \( q_i \) in (2) can be formulated as

\[
\min_{\|x\|_0=k} g(x, \mu) = \frac{1}{m} \sum_{i=1}^{m} \left( \varphi_\mu(|a_i^H x|) - q_i \right)^2 ,
\]

where \( g(x, \mu) \) is the smoothing function of \( f(x) \) in (2).

To solve (9), this work proposes the Sparse Phase Retrieval algorithm via Smoothing Function (SPRSF), summarized in Algorithm 1. SPRSF is a gradient thresholded descent method, which iteratively refines an initial guess solution. Specifically, in Line 2 the algorithm calculates the initial guess \( z^{(0)} \), procedure that will be explained in Subsection 3.1. Also, following the algorithm in each iteration, the thresholded step is calculated in Line 4 as will be explained in Subsection 3.2. Further, the smoothing parameter is updated to obtain a new point. That is, if \( \| \partial g(z^{(t+1)}, \mu(t)) \|_2 \geq \gamma \mu(t) \), in Line 5 is not satisfied, then the smoothing parameter is updated using the new point in Line 8. Each vector \( \partial g(z^{(t)}, \mu(t)) \) in Algorithm 1 is calculated using the Wirtinger derivative as was introduced in [22]. The following definition establishes the Wirtinger derivative of the function \( g(x, \mu) \).

**Algorithm 1** Sparse Phase Retrieval Algorithm via Smoothing Function (SPRSF)

1: **Input:** Data \( \{(a_i, q_i)\}_{i=1}^m \), sparsity level \( k \). The step size \( \tau \in (0, 1) \), control variables \( \gamma, \gamma_1 \in (0, 1) \), \( \mu(0) \in \mathbb{R}_{++} \) and number of iterations \( T \).

2: **Initialization:** \( S_0 \) set to be the set of \( k \) largest indices of \( \{\frac{1}{m} \sum_{i=1}^{m} q_i^2 \}_{1 \leq j \leq n} \). Let \( \tilde{x}^{(0)} \) be the leading eigenvector of the matrix \( Y := \frac{1}{m} \sum_{i \in S_0} a_i a_i^H \). Define the initial point as \( z^{(0)} := \lambda_0 \tilde{x}^{(0)} \), where \( \lambda_0 := \sqrt{\frac{\sum_{i=1}^{m} q_i^2}{m}}. \)

3: for \( t = 0 : T - 1 \) do
4: \( z^{(t+1)} = \mathcal{H}_a(z^{(t)} - \tau \partial g(z^{(t)}, \mu(t))) \) \( \triangleright \) Thresholded step
5: if \( \| \partial g(z^{(t+1)}, \mu(t)) \|_2 \geq \gamma \mu(t) \) then
6: \( \mu(t+1) = \mu(t) \)
7: else
8: \( \mu(t+1) = \gamma_1 \mu(t) \) \( \triangleright \) Smoothing parameter actualization
9: end if
10: end for
11: Output: \( z^{(T)} \)

**Definition 4** Wirtinger derivative [22]: The Wirtinger derivative of a real-valued function \( h(w) : \mathbb{C}^n \to \mathbb{R} \) with complex-valued argument \( w \in \mathbb{C}^n \) can be computed as

\[
\partial h(w) \triangleq 2 \frac{\partial h(w)}{\partial w^*} = 2 \left[ \frac{\partial h(w)}{\partial w_1^*}, \ldots, \frac{\partial h(w)}{\partial w_n^*} \right]^T .
\]
where $w_i^*$ denotes the conjugate of $w_i$. More details related to Wirtinger derivation can be found in [22]. Note that this derivation has been recently used in state-of-the-art methods to solve the phase retrieval problem [12, 14, 15].

SPRSF applies gradient iterations based on the Wirtinger derivative, introduced in Definition 4, to refine the initial estimate. Specifically, the Wirtinger derivative of $g(z(t), \mu(t))$ is given by

$$
\partial g(z(t), \mu(t)) = \frac{2}{m} \sum_{i=1}^{m} \left( a_i^H z(t) - q_i \frac{a_i^H z(t)}{\sqrt{|a_i^H z(t)|^2 + \mu(t)^2}} \right) a_i. \tag{11}
$$

Notice that, in contrast to the gradient update steps for the SPARTA method introduced in [19], $\partial g(z(t), \mu(t))$ in (11) is always continuous because $\mu(t) \neq 0$ for any $t \in \mathbb{N}$. Therefore, the proposed SPRSF method does not require any truncation parameter.

3.1 Initialization Stage

The initialization in PR is a crucial step in order to increase the speed of convergence and reduce the sampling complexity [19, 23]. Then, this work uses the Weighted Maximal Correlation initialization proposed in [24]. This initialization consists in calculating the vector $z(0)$ as the leading eigenvector $\tilde{x}(0)$ of the matrix

$$
Y := \frac{1}{m} \sum_{i \in I_0} \sqrt{q_i} \frac{a_i a_i^H}{\| a_i a_i^H \|^2}, \tag{12}
$$

scaled by the quantity $\lambda_0 := \sqrt{\sum_{i=1}^{m} q_i^2}$, i.e., $z(0) = \lambda_0 \tilde{x}(0)$. The set $S_0$ is the estimated support of the signal $x$ which is calculated using the same approach introduced in [19]. Specifically, $S_0$ is the set of the $k$ largest indices of $\left\{ \frac{1}{m} \sum_{i=1}^{m} q_i a_i a_i^T \right\}_{1 \leq j \leq n}$. The set $I_0$ is the collection of indices corresponding to the largest values of $\left\{ |\langle a_i, x \rangle| / \| a_i \|_2 \right\}$. The notation $|I_0|$ is the cardinality of the set $I_0$ which is usually chosen as $\left\lfloor \frac{3m}{13} \right\rfloor$, where $\lfloor w \rfloor$ denotes the largest integer number smaller than $w$.

Moreover, in [19] it was established that the distance between the initial guess $z(0)$ and the true signal $x$ is given by

$$
d_r(z(0), x) \leq \delta \| x \|_2, \tag{13}
$$

with probability not less than $1 - \exp(-C_0 m)$, providing that $m \geq c_0 k^2 \log(mn)$ for some constant $C_0$ and $c_0 > 0$ which is determined by $\delta \in (0, 1)$. The initialization procedure is calculated in Line 2 of Algorithm 1.

3.2 Thresholded Gradient Stage

The proposed Algorithm 1 solves the sparsity constraint of the optimization problem in (9) by iteratively refining the current update step $z(t)$ by a $k$-sparse hard thresholding operator $H_k(\cdot)$, as calculated in Line 4 in Algorithm 1. Specifically, $H_k(u)$ sets all the entries in the vector $u \in \mathbb{C}^n$ to zero, except for its $k$ largest absolute values.
3.3 Convergence Conditions

This subsection provides theoretical results that guarantee the convergence of the proposed method summarized in Algorithm 1. The following theorem establishes that the successive estimates of SPRSF in Line 4 of Algorithm 1 satisfy the unknown desired signal $x \in \mathbb{C}^n$ for a given value of $\mu$.

**Theorem 1** (Local error contraction): Let $x \in \mathbb{C}^n$ be any $k$-sparse ($k \ll n$) signal vector with the minimum nonzero entry on $(1/\sqrt{k})\|x\|_2$. Consider the measurements $q_i = \langle a_i, x \rangle$, where $a_i \sim \mathcal{CN}(0, I_n), \forall i = 1, \cdots, m$. With a constant step size $\tau \in (0, 1)$, successive estimates of SPRSF in Algorithm 1 satisfy

$$d_t(x^{(t+1)}, x) \leq \delta(1 - \eta)^{t+1} \|x\|_2$$

which holds with probability exceeding $1 - 2e^{-c_1 m}$ provided that $m \geq C_1 k^2 \log(mn)$. Here, $c_1, C_1 \geq 0$ and $0 < \eta < 1$ are some universal constants. The constant $\delta$ is obtained from (13).

**Proof** The proof of Theorem 1 can be found in Appendix B.

Notice that Theorem 1 only provides that the sequence $\{x^{(t)}\}_{t \geq 1}$, generated by Algorithm 1, produces a monotonically decreasing sequence $\{g(x^{(t)}, \mu)\}_{t \geq 1}$, with a given $\mu$. Moreover, the sampling complexity bound $m \geq C_1 k^2 \log(mn)$, can often be rewritten as $m \geq C_1' k^2 \log(n)$ for some constant $C_1' \geq C_1$ and large enough $n$. Thus, it can be concluded that the sampling complexity of the SPRSF algorithm is $O(k^2 \log(n))$.

On the other hand, in order to prove that the proposed method solves the original optimization problem in (1), it must be shown that $\mu(t) \rightarrow 0$ i.e. $\mu(t) \rightarrow 0$. Thus, Theorem 2 establishes the sufficient conditions to guarantee that $\mu(t) \rightarrow 0$, which are used in Theorem 3 to guarantee the convergence of Algorithm 1.

**Theorem 2** Assuming that $\text{span}(a_1, \cdots, a_m) = \{\sum_{k=1}^m \lambda_k a_k : \lambda_k \in \mathbb{C}\} = \mathbb{C}^n$, then functions $\varphi_\mu$ and $g(x, \mu)$ defined in (9) satisfy the following properties:

1. For any $(w, \mu) \in \mathbb{C}^n \times \mathbb{R}_{++}$, the level set

$$S_\mu(w) = \{z \in \mathbb{C}^n | g(z, \mu) \leq g(w, \mu)\},$$

is bounded.

2. The Wirtinger derivative $\partial g(z, \mu)$ with respect to $z$ is smooth and there exists a constant $L_g > 0$, such that, for any $w \in \mathbb{C}^n$ and a given $\mu \in \mathbb{R}_{++}$ it is satisfied that

$$d_t(\partial g(z_1, \mu), \partial g(z_2, \mu)) \leq L_g d_t(z_1, z_2),$$

for all $z_1, z_2 \in S_\mu(w)$ with probability at least $1 - m e^{-n/2}$.

**Proof** The proof of Theorem 2 can be found in Appendix C.

Finally, based on Theorem 2, Theorem 3 establishes that the sequence $\mu(t)$ tends to zero, which combined with Theorem 1 proves that Algorithm 1 solves the optimization problem in (1).

**Theorem 3** Under the setup of Theorems 1 and 2, the sequences $\{\mu(t)\}$ and $\{x^{(t)}\}$ in Algorithm 1 satisfy $\lim_{t \rightarrow \infty} \mu(t) = 0$ and $\lim \inf_{t \rightarrow \infty} \|\partial g(z^{(t)}, \mu(t-1))\|_2 = 0$.

**Proof** The proof of Theorem 3 is deferred to Appendix D.
4 Advantages of the Proposed Approach

This section is devoted to analyze why the smooth cost function in (9) does not need a truncation procedure in its update rule. Notice that the decent direction (the Wirtinger derivative) in (11) for each \(t\)-th iteration in Algorithm 1 can be rewritten as

\[
\partial g(z^{(t)}, \mu^{(t)}) = \frac{2}{m} \sum_{i=1}^{m} \left(1 - \frac{|a_i^H x|}{\sqrt{|a_i^H z^{(t)}|^2 + \mu^{(t)}_2}} \right) a_i a_i^H z^{(t)}.
\]

(17)

Then, considering the update procedure of the variable \(\mu\) in Algorithm 1 we have that

\[
\|\partial g(z^{(t)}, \mu^{(t-1)})\|_2 \leq \gamma \mu^{(t)} \leq \mu^{(t)},
\]

(18)

for some \(\gamma \in (0, 1)\). Further, in Theorem 3 it is established that from (18) the Wirtinger derivative in (17) tends to zero. Thus, from the result in Theorem 3 and inequality (18), it can be concluded that

\[
\left|1 - \frac{|a_i^H x|}{\sqrt{|a_i^H z^{(t)}|^2 + \mu^{(t)}_2}} \right| < 1,
\]

(19)

for all \(i \in \{1, \cdots, m\}\), because otherwise inequality (18) does not hold (see Appendix D). For this reason, the Wirtinger gradient in (17), used by the proposed method, does not need truncation thresholds because \(\frac{|a_i^H x|}{\sqrt{|a_i^H z^{(t)}|^2 + \mu^{(t)}_2}} < 2\) (it is bounded). Note that, if we considered \(\mu^{(t)} = 0\) for all \(t > 0\) which is the SPARTA case, this implies that the gradient are given by

\[
\partial g(z^{(t)}, 0) = \frac{2}{m} \sum_{i=1}^{m} \left(1 - \frac{|a_i^H x|}{|a_i^H z^{(t)}|} \right) a_i a_i^H z^{(t)}.
\]

(20)

Notice that (20) could leads to excessively large size because of the term \(\frac{|a_i^H x|}{|a_i^H z^{(t)}|}\), introducing bias in the update direction [14]. This fact is the main reason because (20) (the Wirtinger gradient used in SPARTA) requires a truncation procedure in order to avoid a deviation in the update direction [14,15].

On the other hand, given the fact the proposed update direction in (11) does not need truncation thresholds, then the proposed cost function \(g(z, \mu)\) is locally smooth. In fact, Theorem 4 establishes that the whole Wirtinger derivative \(\partial g(z, \mu)\) in (11) does not vary too much around of the curve of optimizers.

**Theorem 4** (Local smoothness property [12]) The Wirtinger gradient defined in (11) satisfies the following property

\[
\|\partial g(z, \mu)\|_2 \leq \beta d_r(z, x) + \frac{\rho}{m} \sum_{k=1}^{m} |a_k^H h|,
\]

(21)

where \(\rho, \beta \in \mathbb{R}_{++}\) with probability at least \(1 - me^{-n/2}\) when \(m \geq C(\epsilon_0)n\) for some constant \(C(\epsilon_0)\) depending on \(\epsilon_0 > 0\), and \(h = x - e^{-j\theta(z)}z\) with \(\theta(z) = \arg \min_{\theta \in [0, 2\pi]} \|x - e^{-j\theta}z\|_2\).
Proof The proof of the Theorem can be found in Appendix E.

Finally, considering the result in Theorem 4, we have that the local smoothness property is preserved for the whole Wirtinger derivative $\partial g(z, \mu)$. In contrast, for those methods such as SPARTA that truncates the update direction, the local smoothness property is preserved just for a piece of the direction update, introducing an important deviation of their search directions [19], which reduces its performance to solve the phase retrieval problem as illustrated in Section 5.

5 Simulations and Results

In this section, the evaluation of the performance of the proposed method relative to SparseAltMinPhase (SAMP) [13], sparse WF (SWF) [18] and Sparse Truncated Amplitude flow (SPARTA) [19] is presented. All parameters for the implementation of each algorithm are their own suggested values in [13][18][19], respectively. The performance metric used is the relative error $: = \frac{d_r(z, x)}{\|x\|_2}$; where $d_r(z, x) := \min_{\theta \in [0, 2\pi)} \|z e^{-j\theta} - x\|_2$ is the Euclidean distance modulo a global unimodular constant between two complex vectors, and $d_r(z, x) = \min \|z \pm x\|_2$ for the real case. We also evaluate the performance with the empirical success rate among 100 trial runs. For each trial, 1000 iterations for all algorithms are employed. We declare that a trial is successful when the returned estimate incurs a relative error less than $10^{-5}$. All simulations are implemented in Matlab 2017a on an Intel Core i7 3.41Ghz CPU and 32 GB of RAM.

Six different tests are performed: the first assumes that the sparsity $k$ is known, the second and third consider that the sparsity is unknown, the fourth determines how the sparsity affects the ability of the methods to solve the sparse PR problems, the fifth considers the presence of noise, and finally the sixth scenario evaluates the reconstruction of a synthetic sparse signal.

For all the experiments, the real signal is a Gaussian random vector generated as $x \sim N(0, I_{1000})$ and the sampling vectors $a_i \sim N(0, I_{1000})$ for $i = 1, \ldots, m$. For the complex Gaussian case $x \sim N(0, I_{1000}) + jN(0, I_{1000})$ and the sampling vectors $a_i \sim N(0, \frac{1}{2}I_{1000}) + jN(0, \frac{1}{2}I_{1000})$ for $i = 1, \ldots, m$. The default values of the parameters of Algorithm 1 were determined using a cross-validation strategy. They were fixed as $\tau = 0.3$ and the variables $\gamma = 0.9, \gamma_1 = 0.5, \mu(0) = 30$ and $T = 1000$.

Test 1: Known Sparsity

The first experiment analyzes the sampling complexity under a noiseless real and complex Gaussian model, assuming that the sparsity $k$ is known. Figure 1 summarizes the attained empirical success rate in terms of the number of measurements, for all algorithms under analysis. For this test, the sparsity of the signal $x$ is fixed as $k = 10$, and the ratio between $m$ and $n$ (i.e. $m/n$) is varied from 0.1 to 3, with a step size of 0.1, for both the real and the complex cases. At each ratio $m/n$, we calculate the average over 100 tests.

The simulations in Fig. 1 suggest that the proposed algorithm SPRSF requires less number of measurements to solve the sparse phase retrieval problem in comparison with the SWF, SPARTA and SAMP methods, for both the real and the
Fig. 1 Empirical success rate versus number of measurements for \( n = 1000 \), known sparsity \( k = 10 \) and \( m/n \) with a step size of 0.1 from 0.1 to 3. (a) Noiseless real-valued Gaussian model for \( x \sim \mathcal{N}(0, \mathbf{I}_{1000}) \) and \( a_i \sim \mathcal{N}(0, \mathbf{I}_{1000}) \), (b) Noiseless complex-valued Gaussian model, with \( x \sim \mathcal{N}(0, \mathbf{I}_n) + j\mathcal{N}(0, \mathbf{I}_n) \) and \( a_i \sim \mathcal{N}(0, \frac{1}{2}\mathbf{I}_n) + j\mathcal{N}(0, \frac{1}{2}\mathbf{I}_n) \).

complex cases. Moreover, notice that SPRSF achieves a success rate over 98% when \( m/n = 0.5 \) for the real case and a success rate over 95% when \( m/n = 0.6 \) for the complex case. Further, SPRSF guarantees a perfect recovery from about 0.6\( n \) and 0.7\( n \) measurements for the real and complex cases, respectively. Therefore, these results show the effectiveness of the smoothing approximation scheme to solve the sparse phase retrieval problem.

Test 2: Unknown Sparsity Boundary

In this experiment, we compare the ability of the methods to recover the signal \( x \) in terms of the sampling complexity, when the sparsity \( k \) is unknown. Specifically, from Theorem 1, it can be obtained that the sampling complexity of the SPRSF method is \( \mathcal{O}(k^2 \log(n)) \). Now, suppose that there is no knowledge about the sparsity \( k \). If we assume that the sparsity is \( k = \sqrt{n} \), the sampling complexity is given by \( \mathcal{O}(n \log(n)) \), which is considered the limit value of the unknown \( k \) when \( k \ll n \) [18]. Therefore, in this Test the sparsity of the signal \( x \) is fixed to \( k = 10 \), but the experiments, in Fig. 2, assume the sparsity of the signal \( x \) is \( \sqrt{n} \approx 32 \), since \( n = 1000 \).

Notice that, SPRSF outperforms the other algorithms when the priori sparsity \( k \) is not known correctly for both real and complex cases. Further, it can be observed that compared with Test 1 in Fig. 1, the superiority of the proposed method SPRSF with respect to SPARTA, SWF and SAMP, is more evident. Figure 2 also shows that SPRSF attains a success rate of 80% when \( m/n = 0.3 \) for the real case and a success rate of 90% when \( m/n = 0.5 \) for the complex case. Perfect recovery is attained from about 0.6\( n \) and 0.7\( n \) measurements for the real and the complex cases, respectively.

It can be concluded that this second test suggests that the proposed smoothing approximation scheme overcomes its competitive alternatives when the sparsity is assumed different to its real value.
Fig. 2 Empirical success rate versus number of measurements for \( n = 1,000 \), \( m/n \) with a step size of 0.1 from 0 to 3. The sparsity is assumed to be \( k = \sqrt{n} \approx 32 \) while the real sparsity is \( k = 10 \). (a) Noiseless real-valued Gaussian model for \( x \sim \mathcal{N}(0, I_{1000}) \) and \( a_i \sim \mathcal{N}(0, I_{1000}) \). (b) Noiseless complex-valued Gaussian model, with \( x \sim \mathcal{N}(0, I_n) + j\mathcal{N}(0, I_n) \) and \( a_i \sim \mathcal{N}(0, \frac{1}{2} I_n) + j\mathcal{N}(0, \frac{1}{2} I_n) \).

Test 3: Unknown Sparsity

In this experiment, numerical simulations are conducted to analyze the ability of the methods to solve the sparse phase retrieval problem when the sparsity \( k \) is completely unknown. For these simulations, the sparsity of the signal \( x \) was fixed as \( k = 10 \) and since the sparsity is unknown, we range \( \hat{k} \) from 35 to 180 for real and complex cases, with a step size of 5. At each \( \hat{k} \), we calculate the average of the empirical success rate over 100 tests. We called the sparsity \( \hat{k} \), the priori sparsity.

The number of measurements \( m \) was fixed to \( m = n \). All these numerical tests are summarized in Fig. 3. We omitted the SAMP simulations in Fig. 3 since from Fig. 1 it can be noticed that SAMP cannot solve the sparse PR problem when the sparsity \( k \) is known and the number of measurements \( m = n \).

Fig. 3 Empirical success rate versus number of measurements for \( n = 1000 \), \( m/n = 1 \), where the real sparsity is \( k = 10 \). The priory sparsity \( \hat{k} \) was ranged from 35 to 180, with a step size of 5. (a) Noiseless real-valued Gaussian model with \( x \sim \mathcal{N}(0, I_{1000}) \) and \( a_i \sim \mathcal{N}(0, I_{1000}) \). (b) Noiseless complex-valued Gaussian model with \( x \sim \mathcal{N}(0, I_n) + j\mathcal{N}(0, I_n) \) and \( a_i \sim \mathcal{N}(0, \frac{1}{2} I_n) + j\mathcal{N}(0, \frac{1}{2} I_n) \).

From Fig. 3 it can be observed that the proposed method SPRSF overcomes its competing alternatives because it guarantees perfect recovery when the sparsity \( k \) of the signal \( x \) is completely unknown. Further, notice that SPARTA cannot
recover the signal without prior knowledge about the sparsity from a priori sparsity $k = 55$ and $k = 140$ for the real and complex cases, respectively, when the sparsity is $k = 10$. Also, it can be concluded that SWF is superior to SPARTA for the real case, but SWF cannot recover the sparse signal from a priori sparsity $k \geq 155$. However, for the complex case SPARTA exhibits a better performance than SWF, because SPARTA cannot always recover the signal from a priority sparsity $k \geq 150$.

In summary, by combining the results from Test 2 (Fig. 2) and Test 3 (Fig. 3), it can be concluded that SPRSF is highly superior to SPARTA, SAMP and SWF in recovering the sparse signal $x$ when there is no prior knowledge about the sparsity $k$.

Test 4: Different Values of Sparsity Analysis

This section shows numerical simulations to determine the effect of different sparsity values on the performance of SAMP, SPARTA, SWF and SPRSF. For these experiments we fixed the number of measurements $m = 1.5n$ with $n = 1000$ and the sparsity of the signal varying from 10 to 100 with a step size of 5. In these cases, we assume that the sparsity $k$ is known. All the numerical results are summarized in Fig. 4.
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Figure 4 shows that the SPRSF method is superior to the SAMP, SPARTA and SWF algorithms, for both real and complex cases, since SPRSF can solve the sparse phase retrieval problem for signals with larger sparsity values, as opposed to its competitive alternatives. Also, it can be concluded that SPRSF has a mean recovery rate of about 75% and 12% when the sparsity is $k = 100$ for the real and complex cases, respectively.

Test 5: Noise Corruption Analysis

Numerical tests are conducted to demonstrate the robustness of SPRSF to noise corruption. These simulations are performed under the noisy real/complex valued Gaussian model $\hat{y}_i = |a_i^H x| + \eta$. The noisy data was generated as $q_i = \hat{y}_i$ wit a signal to noise ratio (SNR) ranging from 5dB to 70dB. The number of measurements was fixed as $m = 1.5n$ and the sparsity as $k = 10$. The results in Fig. 5 are
the average of the relative error metric $d_r(z, x)/\|x\|_2$ of 100 tests for each SNR value.

**Fig. 5** Mean of 100 NMSE test for different values of Gaussian white noise from 5dB to 70dB of SNR. (a) Noisy real-valued Gaussian model. (b) Noisy complex-valued Gaussian model.

From Fig. 5, it can be observed that SWF attains a slightly better performance in solving the sparse phase retrieval problem, compared with SPRSF for the real and complex cases, in high-noise scenarios $0 < SNR \leq 20$. However, when the noise level decreases, the proposed method overcomes that of SWF for both cases. Further, for the real and complex cases, the results show that SPRSF exhibits a better performance compared with its competitive SPARTA and SAMP alternatives for all values of noise.

**Test 6: Speed of Convergence**

Simulations are conducted to compare the speed of convergence in absence of noise, under the limit case $m = n$ for both real and complex cases. The sparsity of the signal was fixed as $k = 10$ and the priori sparsity as $\hat{k} = 32$. Table 1 reports the number of iterations and the time cost required by all the algorithms to achieve a relative error of $10^{-14}$, averaged over 100 successful trials. In Table 1, the optimal value of each column is shown in bold and the second-best result is underlined.

| Algorithms | Real Case | Complex Case |
|------------|-----------|--------------|
|            | Iterations | Time (s)     | Iterations | Time (s)     |
| SPRSF      | 85        | 0.1061       | 103        | 0.145        |
| SPARTA     | 125       | 0.093        | 128        | 0.3945       |
| SWF        | 213       | 0.1223       | 725        | 14.881       |

From Table 1, it can be observed that SPRSF is the second best algorithm in terms of computational complexity in the real case, over all methods under analysis. However, for the complex case, SPRSF is the fastest to converge to the solution compared with SPARTA and SWF. On the other hand, we omitted the SAMP simulations in Table 1 since from Fig. 5, it can be noticed that SAMP cannot solve the sparse PR problem when the sparsity $k$ is known and the number of measurements $m = n$. 
Test 7: Reconstructions

Finally, to test the performance of the proposed algorithm on synthetic data, a random sparse signal \( x \in \mathbb{R}^{1000} / \mathbb{C}^{1000} \) is employed as illustrated in Fig. 6(a). The sparsity of the signal is \( k = 10 \) and the number of measurements is fixed as \( m = n \). The sampling vectors were generated as \( a_i \sim N(0, I_{1000}) \) for \( i = 1, \ldots, m \). The different analyzed algorithms were used to reconstruct the signal assuming a priori sparsity with value \( \hat{k} = 180 \). The obtained reconstructions are shown from Fig. 6(b) to Fig. 6(d).

![Graphs showing reconstructions](image)

From Fig. 6(b) it can be observed that the proposed method SPRSF can recover perfectly the signal. In contrast, notice that the SPARTA and SWF methods can determine the real support of the original signal, but they also reconstructed nonzero values in positions in which the original signal has zero elements. Then, these numerical results suggest that the proposed method is highly superior to its competitive alternatives to solve the sparse phase retrieval problem when the sparsity is unknown.

6 Conclusion

This paper presented the Sparse Phase Retrieval Algorithm via Smoothing Function (SPRSF) to solve the sparse phase retrieval problem. SPRSF is an iterative algorithm where the update step is obtained by a hard thresholding over a gradient descent direction. Also, numerical experiments show an improvement of the
SPRSF method in terms of sampling complexity, since it requires less number of measurements when compared to state of art methods such as SAMP, SPARTA and SWF. Moreover, the results also show the ability of the proposed method to recover the signal of interest even when the sparsity is unknown. Furthermore, the SPRSF algorithm guarantees perfect recovery when there is not prior knowledge of the sparsity. Moreover, SPRSF attains a higher mean recovery rate in comparison with the analyzed state of art methods, when the sparsity varies for the real and complex cases. Additionally, the SPRSF method attains a higher performance under a noisy model with respect to SAMP, SPARTA and SWF, even in highly noisy scenarios.

7 Appendix A: Proof Lemma 1

Proof To prove the lemma, we proceed to show first that for all $i \in \{1, \ldots, m\}$ the functions $f_i(\cdot)$ in (22) are Lipschitz continuous. Let $w_1, w_2 \in \mathbb{C}^n$ be two different vectors such that

$$|f_i(w_1) - f_i(w_2)| = |\langle a_i, w_1 \rangle - |\langle a_i, w_2 \rangle||. \quad (22)$$

By using the triangle inequality on the right hand side term of (22), one can write

$$|\langle a_i, w_1 \rangle - |\langle a_i, w_2 \rangle|| \leq |\langle e^{-j\theta} w_1, a_i \rangle - \langle w_2, a_i \rangle|, \quad (23)$$

for any $\theta \in [0, 2\pi)$. Using the fact that $\langle w, a_i \rangle = a_i^H w$ and from (22) and (23), it can be expressed that

$$|f_i(w_1) - f_i(w_2)| \leq |e^{-j\theta} (a_i^H w_1) - (a_i^H w_2)| \leq \|a_i^H (e^{-j\theta} w_1 - w_2)\|. \quad (24)$$

By definition $a_i^H w = \sum_{l=1}^{n} (\pi_i)_l (w)_l$, where $(\pi_i)_l$ is the $l$-th conjugate component of $a_i$ and, $(w)_l$ is the $l$-th element of $w$. Then, using the triangle inequality, (24) can be rewritten as

$$|f_i(w_1) - f_i(w_2)| \leq \|\sum_{l=1}^{n} (\pi_i)_l (e^{-j\theta} w_1 - w_2)_l\| \leq \sum_{l=1}^{n} |(\pi_i)_l| \|e^{-j\theta} w_1 - w_2\|_1 \leq a_i^* \sum_{l=1}^{n} |(e^{-j\theta} w_1 - w_2)_l| \leq a_i^* \|e^{-j\theta} w_1 - w_2\|_1, \quad (25)$$

where $a_i^* = \max\{|(|a_i|)_l| : l = 1, \ldots, n\}$ and $\|\cdot\|_1$ is the $\ell_1$ norm. Since $\ell_1$ and $\ell_2$ are equivalent norms, there exist a constant $\rho \in \mathbb{R}_{++}$ such that $\|w\|_1 \leq \rho \|w\|_2$ for all $w \in \mathbb{R}^n/\mathbb{C}^n$ [25]. Thus, (25) becomes

$$|f_i(w_1) - f_i(w_2)| \leq a_i^* \|e^{-j\theta} w_1 - w_2\|_1 \leq (a_i^* \rho) \|e^{-j\theta} w_1 - w_2\|_2. \quad (26)$$

Notice that, for the $i.i.d.$ Gaussian vectors $a_k$, $a_k^* = \|a_k\|_\infty \leq \sqrt{2.37}$ holds with probability at least $1 - me^{-n/2}$ [14]. Further, taking the value of $\theta$ that minimizes the term $|e^{-j\theta} w_1 - w_2|_2$, (26) can be written as

$$|f_k(w_1) - f_k(w_2)| \leq (\sqrt{2.37}\rho) d_r(w_1, w_2). \quad (27)$$
Therefore, from (27) it can be concluded that each \( f_k(\cdot) \) is a Lipschitz continuous function with constant \( L_k = \sqrt{2.3n\rho} \) with probability at least \( 1 - me^{-n/2} \). Further, the function \( \frac{1}{\sqrt{m}} (f_k(x) - q_k) \) in (2) is also Lipschitz continuous with constant \( \sqrt{\frac{2.3n}{m}} \rho \) with probability exceeding \( 1 - me^{-n/2} \), because the term \( q_k \) can be considered as a constant [26].

On the other hand, take any \( w \in \mathbb{C}^n \) and define \( \mathcal{U} = \{ z \in \mathbb{C}^n : d_2(z, w) < \epsilon \} \) for \( \epsilon > 0 \). Note that \( \mathcal{U} \) is the neighborhood of \( w \) and also \( \mathcal{U} \) is a bounded set because \( ||z||_2 \leq ||w||_2 + \epsilon < \infty \), for all \( z \in \mathcal{U} \). Thus, given the fact that \( \mathcal{U} \) is a bounded set and each function \( \frac{1}{\sqrt{m}} (f_k(x) - q_k) \) is a Lipschitz continuous function, \( \frac{1}{\sqrt{m}} (f_k(x) - q_k) \) restricted to the set \( \mathcal{U} \) is a Lipschitz continuous function [26] with probability at least \( 1 - me^{-n/2} \). Hence, since \( f(x) \) defined in (2) is a sum of Lipschitz continuous functions in the set \( \mathcal{U} \), then \( f(x) \) is a Lipschitz continuous function in \( \mathcal{U} \). Thus, it can be concluded that \( f(x) \) is locally Lipschitz continuous according to Definition [2] with probability at least \( 1 - me^{-n/2} \).

**Appendix B: Proof of Theorem 1**

**Proof** Let \( h(t) = x - e^{-j\theta(t)}z(t) \) with \( z(t) \) and \( \theta(t) = \arg\min_{\theta \in [0,2\pi]} ||x - e^{-j\theta}z(t)||_2 \). Also, define

\[
d(t) = z(t) - \frac{\tau}{m} \sum_{i=1}^{m} \left( \frac{a^H_i z(t)}{||a^H_i z(t)||^2 + \mu^2_t} - q_i \right) a_i \tag{28}\]

for \( t = 0, 1, \ldots, \infty \), which stands for the prior estimate to the hard thresholding operation in Algorithm [1].

Let \( \Theta_{(t+1)} = S(t+1) \cup S^* \) be a set where \( S(t+1) \) is the support of \( z(t+1) \), and \( S^* \) is the support of the real solution \( x \). The reconstruction error \( h(t+1) \) is supported on the set \( \Theta_{(t+1)} := S^* \cup S(t+1) \); likewise, \( h(t) \) is supported on \( \Theta_{(t)} := S^* \cup S(t) \). Moreover, the difference between \( \Theta_{(t)} \) and \( \Theta_{(t+1)} \) can be defined as \( \Theta_{(t)} \setminus \Theta_{(t+1)} \), which consists of all elements of \( \Theta_{(t)} \) that are not elements of \( \Theta_{(t+1)} \). It is then clear that \( |S^*| = |S(t)| = k, |\Theta_{(t)}| \leq 2k \), and \( |\Theta_{(t)} \setminus \Theta_{(t+1)}| \leq 3k \) as well as \( |\Theta_{(t)} \cup \Theta_{(t+1)}| \leq 3k \) for all \( t \geq 0 \). When using these sets as subscript, for instance, \( d_x(\cdot, \cdot) \), we mean vectors formed by setting to zero all but those elements from the vector other than those in the set.

Note that, by definition of \( d_x(\cdot, \cdot) \) we have that

\[
d_x(z(t+1), x_{\Theta_{(t+1)}}) = \min_{\theta \in [0,2\pi]} ||x_{\Theta_{(t+1)}} - e^{-j\theta}z(t+1)||_2 \leq ||x_{\Theta_{(t+1)}} - e^{-j\theta}z(t+1)||_2 \tag{29}\]

Then, notice that by using the triangle inequality, one can write that

\[
||x_{\Theta_{(t+1)}} - e^{-j\theta}z(t+1)||_2 = ||x_{\Theta_{(t+1)}} - e^{-j\theta}z(t+1)||_2 + e^{-j\theta}d_x(t+1) \leq ||x_{\Theta_{(t+1)}} - e^{-j\theta}z(t+1)||_2 + \|e^{-j\theta}z(t+1) - e^{-j\theta}z(t+1)\|_2, \tag{30}\]
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where in the last inequality the first term is the distance of \( x_{\Theta(t+1)} \) to the estimate \( d_{\Theta(t+1)}^{(t+1)} \) before hard thresholding, and the second is the distance between \( d_{\Theta(t+1)}^{(t+1)} \) and its best \( k \)-approximation \( z_{\Theta(t+1)}^{(t+1)} \) due to \( |\Theta(t+1)| \leq 2k \). The optimality of \( z_{\Theta(t+1)}^{(t+1)} \) implies 
\[
\| e^{-j\Theta(t)}d_{\Theta(t+1)}^{(t+1)} - e^{-j\Theta(t)}d_{\Theta(t+1)}^{(t+1)} \|_2 \leq \| x_{\Theta(t+1)} - e^{-j\Theta(t)}d_{\Theta(t+1)}^{(t+1)} \|_2.
\]

Plugging the latter relationship into (30) yields
\[
\| x_{\Theta(t+1)} - e^{-j\Theta(t)}d_{\Theta(t+1)}^{(t+1)} \|_2 \leq 2\| x_{\Theta(t+1)} - e^{-j\Theta(t)}d_{\Theta(t+1)}^{(t+1)} \|_2,
\]
where the equality in (30) arises from restricting our analysis solely to the support \( \Theta(t+1) \) of \( x - e^{-j\Theta(t)}d^{(t+1)} \). Then, considering (28), the vector \( e^{-j\Theta(t)}d^{(t)} \) can be rewritten as
\[
e^{-j\Theta(t)}d^{(t+1)} = e^{-j\Theta(t)}z^{(t)} + \frac{2\tau}{m} \sum_{i=1}^{m} \left( a_i^H h^{(t)} + q_i \left( \frac{e^{-j\Theta(t)}a_i^H z^{(t)}}{\sqrt{|a_i^H z^{(t)}|^2 + \mu_i^2}} - \frac{a_i^H x}{|a_i^H x|} \right) a_i \right).
\]

Combining (31) and (32) it can be obtained that
\[
\frac{1}{2} \| h^{(t+1)} \|_2 \leq \| x_{\Theta(t+1)} - e^{-j\Theta(t)}d^{(t+1)} \|_2 = \frac{2\tau}{m} \left( a_i^H h^{(t)} \right) a_i_{\Theta(t+1)} \quad (33)
\]
\[
= \| h^{(t)}_{\Theta(t+1)} - \frac{2\tau}{m} \sum_{i=1}^{m} a_i^H h^{(t)}_{\Theta(t+1)} a_i,_{\Theta(t+1)} \|_2
\]
\[
= \frac{2\tau}{m} \sum_{i=1}^{m} a_i_{\Theta(t+1)} \left( a_i^H h^{(t)}_{\Theta(t+1) \setminus \Theta(t+1)} \right)
\]
\[
= \frac{2\tau}{m} \sum_{i=1}^{m} \left( \frac{e^{-j\Theta(t)}a_i^H z^{(t)}}{\sqrt{|a_i^H z^{(t)}|^2 + \mu_i^2}} - \frac{a_i^H x}{|a_i^H x|} \right) a_i^H h^{(t)}_{\Theta(t+1) \setminus \Theta(t+1)}
\]
where the equality follows from re-writing \( a_i^H h^{(t)} = a_i^H h^{(t)}_{\Theta(t+1)} = a_i^H h^{(t)}_{\Theta(t+1) \setminus \Theta(t+1)} + a_i^H h^{(t)}_{\Theta(t+1) \setminus \Theta(t+1) \setminus \Theta(t+1)} \). Then, from (33) we have that
\[
\frac{1}{2} \| h^{(t+1)} \|_2 \leq \| h^{(t)}_{\Theta(t+1)} - \frac{2\tau}{m} \sum_{i=1}^{m} a_i_{\Theta(t+1)} \|_2
\]
\[
+ \frac{2\tau}{m} \sum_{i=1}^{m} \left( \frac{e^{-j\Theta(t)}a_i^H z^{(t)}}{\sqrt{|a_i^H z^{(t)}|^2 + \mu_i^2}} - \frac{a_i^H x}{|a_i^H x|} \right) a_i^H h^{(t)}_{\Theta(t+1) \setminus \Theta(t+1)} \|_2
\]
\[
= \left( \frac{1}{2} \right)^{\frac{1}{2}} \| h^{(t+1)} \|_2.
\]
Notice that from (34) it can be obtained that
\[
v_1 = \left\| \left( \mathbf{I}_n - \frac{2\tau}{m} \sum_{i=1}^{m} \mathbf{a}_{i, \Theta(t+1)} \mathbf{a}_{i, \Theta(t+1)}^H \right) \mathbf{h}_{\Theta(t+1)}^{(t)} \right\|_2 \tag{35}
\]
\[
\leq \left\| \mathbf{I}_n - \frac{2\tau}{m} \sum_{i=1}^{m} \mathbf{a}_{i, \Theta(t+1)} \mathbf{a}_{i, \Theta(t+1)}^H \right\|_2 \| \mathbf{h}_{\Theta(t+1)}^{(t)} \|_2 \\
\leq \max\{1 - 2\tau, 1/2\} \| \mathbf{h}_{\Theta(t+1)}^{(t)} \|_2,
\]
where \(\| \cdot \|_2\) is the spectral norm and \(\lambda, \lambda > 0\) are the largest and the smallest eigenvalues of \(\frac{1}{m} \sum_{i=1}^{m} \mathbf{a}_{i, \Theta(t+1)} \mathbf{a}_{i, \Theta(t+1)}^H\), respectively. Then, by corollary 5.35 in [27] it can be obtained that
\[
\lambda = \max_{\Theta} \left( \frac{1}{m} \sum_{i=1}^{m} \mathbf{a}_{i, \Theta(t+1)} \mathbf{a}_{i, \Theta(t+1)}^H \right) \leq 1 + \epsilon_0, \tag{36}
\]
with high probability when \(m \geq C(\epsilon_0)2k\) for some constant \(C(\epsilon_0)\) depending on \(\epsilon_0 > 0\). Moreover, by Lemma 5 in [14] we have that
\[
\lambda = \min_{\Theta} \left( \frac{1}{m} \sum_{i=1}^{m} \mathbf{a}_{i, \Theta(t+1)} \mathbf{a}_{i, \Theta(t+1)}^H \right) \geq 1 - \zeta_1 - \epsilon_1 \tag{37}
\]
when \(m \geq C(\epsilon_1)k\) for some constant \(C(\epsilon_1)\) depending on \(\epsilon_1 > 0\). Taking the results in (36) and (37) into (35) yields
\[
v_1 \leq \max\{1 - 2\tau(1 - \zeta_1 - \epsilon_1), 2\tau(1 + \epsilon_0) - 1\} \| \mathbf{h}_{\Theta(t+1)}^{(t)} \|_2. \tag{38}
\]
For the second term \(v_2\) in (34), fix any \(\epsilon_2 > 0\). If the ratio number of measurements and unknowns \(m/3k\), exceeds some sufficiently large constant, the next holds with probability of at least \(1 - 2 \exp(-c(\epsilon_2)m)\)
\[
v_2 \leq \left\| \frac{2\tau}{m} \sum_{i=1}^{m} \mathbf{a}_{i, \Theta(t+1)} \mathbf{a}_{i, \Theta(t+1)}^H \right\|_2 \| \mathbf{h}_{\Theta(t+1) \setminus \Theta(t+1)}^{(t)} \|_2 \tag{39}
\]
\[
\leq 2\tau \left\| \mathbf{I}_n - \frac{1}{m} \sum_{i=1}^{m} \mathbf{a}_{i, \Theta(t+1) \setminus \Theta(t)} \mathbf{a}_{i, \Theta(t+1) \setminus \Theta(t)}^H \right\|_2 \| \mathbf{h}_{\Theta(t+1) \setminus \Theta(t+1)}^{(t)} \|_2 \\
\leq 2\tau(\zeta_2 + \epsilon_2) \| \mathbf{h}_{\Theta(t+1) \setminus \Theta(t+1)}^{(t)} \|_2,
\]
in which the first inequality arises from the triangle inequality. The second inequality is obtained by Lemma 1 in [28]. Similar to (35), the last inequality in (39) is obtained by using corollary 5.35 in [27] for some universal constants \(c(\epsilon_2)\) and \(C(\epsilon_2)\) such as \(m \geq C(\epsilon_2)2k\).

Considering the last term \(v_3\) in (34), define
\[
\mathbf{A} := [\mathbf{a}_{1, \Theta(t+1)}, \cdots, \mathbf{a}_{m, \Theta(t+1)}]
\]
and \(\mathbf{b}^{(t)} := [b^{(t)}_1, \cdots, b^{(t)}_m]^T\) with \(b^{(t)}_i = \frac{e^{-i\langle \mathbf{a}^{(t)}_i, \mathbf{x}^{(t)}_i \rangle}}{\sqrt{|\mathbf{a}^{(t)}_i, \mathbf{a}^{(t)}_i|^2 + \mu^{(t)}_i}} \mathbf{a}^{(t)}_i \mathbf{x}, for i = 1, \cdots, m. Then, the v_3 term in (34) can be rewritten as
\[
v_3 = \left\| \frac{2\tau}{m} \mathbf{A}_{\Theta(t+1)}^T \mathbf{b}^{(t)} \right\|_2 \leq 2\tau \left\| \frac{1}{\sqrt{m}} \mathbf{A}_{\Theta(t+1)}^T \right\|_2 \left\| \frac{1}{\sqrt{m}} \mathbf{b}^{(t)} \right\|_2 \tag{40}
\]
\[
\leq 2\tau(1 + \epsilon_3) \left\| \frac{1}{\sqrt{m}} \mathbf{b}^{(t)} \right\|_2,
\]
where the second inequality is obtained by a standard matrix concentration result for any fixed \( \epsilon_3 > 0 \), with probability \( 1 - 2 \exp(-c(\epsilon_3)m) \), provided that \( m \geq C(\epsilon_3)k \), for some sufficiently large constant \( C(\epsilon_3) > 0 \).

Notice that, from the definition of vector \( b^{(t)} \) it can be obtained that

\[
\frac{1}{m} \| b^{(t)} \|_2^2 = \frac{1}{m} m \sum_{i=1}^m \frac{e^{-j\theta(t)} a^H_i z^{(t)} - a^H_i x}{\| a^H_i z^{(t)} \|_2^2 + \mu^2(t)} |a^H_i x|^2. \tag{41}
\]

Notice that from (41) one can write that

\[
\frac{e^{-j\theta(t)} a^H_i z^{(t)}}{\| a^H_i z^{(t)} \|_2^2 + \mu^2(t)} |a^H_i x| \leq |a^H_i x| \leq \frac{e^{-j\theta(t)} a^H_i z^{(t)}}{\| a^H_i z^{(t)} \|_2^2 + \mu^2(t)} \frac{e^{-j\theta(t)} a^H_i z^{(t)}}{\| a^H_i z^{(t)} \|_2^2 + \mu^2(t)} - \frac{e^{-j\theta(t)} a^H_i z^{(t)}}{\| a^H_i z^{(t)} \|_2^2 + \mu^2(t)} - |a^H_i x| \leq \frac{\| a^H_i z^{(t)} \|_2^2 + \mu^2(t) - |a^H_i x| + |a^H_i h^{(t)}|}{|a^H_i x|}, \tag{42}
\]

in which the second inequality comes from the fact that

\[
|a^H_i x| \leq \frac{e^{-j\theta(t)} a^H_i z^{(t)}}{\| a^H_i z^{(t)} \|_2^2 + \mu^2(t)} \frac{e^{-j\theta(t)} a^H_i z^{(t)}}{\| a^H_i z^{(t)} \|_2^2 + \mu^2(t)} \leq \frac{\| a^H_i z^{(t)} \|_2^2 + \mu^2(t) - |a^H_i x|}{|a^H_i x|}, \tag{43}
\]

Then, from (43) it can be obtained that

\[
\frac{e^{-j\theta(t)} a^H_i z^{(t)}}{\| a^H_i z^{(t)} \|_2^2 + \mu^2(t)} - \frac{e^{-j\theta(t)} a^H_i z^{(t)}}{\| a^H_i z^{(t)} \|_2^2 + \mu^2(t)} - |a^H_i x| \leq \mu_0 + \frac{|a^H_i z^{(t)}| - |a^H_i x|}{\| a^H_i z^{(t)} \|_2^2 + \mu^2(t)} = \mu_0 + |a^H_i h^{(t)}|, \tag{44}
\]

in which the second line comes after the triangular inequality. Then, putting together (42) and (44) one can conclude that

\[
\frac{e^{-j\theta(t)} a^H_i z^{(t)}}{\| a^H_i z^{(t)} \|_2^2 + \mu^2(t)} - \frac{e^{-j\theta(t)} a^H_i z^{(t)}}{\| a^H_i z^{(t)} \|_2^2 + \mu^2(t)} - |a^H_i x| \leq \mu_0 + 2|a^H_i h^{(t)}|. \tag{45}
\]

Combining (41) and (45) it can be obtained that

\[
\frac{1}{m} \| b^{(t)} \|_2^2 \leq \frac{1}{m} m \sum_{i=1}^m \left( \mu_0 + 2|a^H_i h^{(t)}| \right)^2 = \frac{4}{m} m \sum_{i=1}^m |a^H_i h^{(t)}|^2 + \mu_0 c. \tag{46}
\]

where \( c = \mu_0 \left( \frac{4}{m} \sum_{i=1}^m |a^H_i h^{(t)}| + \mu_0 \right) \). Applying Lemma 7.8 in [12], we have that if \( m \geq c_0 \epsilon_4^{-2} n \), then with probability \( 1 - 2e^{-\epsilon_4^2 m/2} \)

\[
(1 - \epsilon_4) \| h^{(t)} \|_2^2 \leq \frac{1}{m} \sum_{i=1}^m |a^H_i h^{(t)}|^2 \leq (1 + \epsilon_4) \| h^{(t)} \|_2^2, \tag{47}
\]
holds for all vectors \( h^{(t)} \) and for any \( \epsilon_4 \in (0, 1) \). Then, by combining (46) and (47), it can be obtained that

\[
\frac{1}{m} \left\| b^{(t)} \right\|_2^2 \leq 4(1 + \epsilon_4) \left\| h^{(t)} \right\|_2^2 + \mu(0) c
\]

with probability at least \( 1 - 2e^{-\epsilon_4^2 m/2} \).

Notice that inequality in (48) is satisfied for all initial \( \mu(0) \in \mathbb{R}_{++} \). Then, by Theorem 1.1 in [29], one can conclude that

\[
\frac{1}{m} \left\| b^{(t)} \right\|_2^2 \leq 4(1 + \epsilon_4) \left\| h^{(t)}_{\Theta(t)} \right\|_2^2
\]

(49)

for any \( \epsilon_5 > 0 \) with probability at least \( 1 - 2e^{-\epsilon_5^2 m/2} \).

Therefore, putting together the bounds in (38), (39), (40) and (49) into (34), one can write

\[
\frac{1}{2} \left\| h^{(t+1)} \right\|_2 \leq \max \{ 1 - 2\tau(1 - \zeta_1 - \epsilon_1), 2\tau(1 + \epsilon_6 - 1) \} \left\| h^{(t)}_{\Theta(t+1)} \right\|_2
\]

\[
+ 2\tau(\zeta_2 + \epsilon_2) \left\| h^{(t)}_{\Theta(t)|\Theta(t+1)} \right\|_2 + 4\tau(1 + \epsilon_5)(1 + \epsilon_5) \left\| h^{(t)}_{\Theta(t)} \right\|_2
\]

\[
\leq \sqrt{2} \left\| h^{(t)} \right\|_2 + 4\tau(1 + \epsilon_3)(1 + \epsilon_5) \left\| h^{(t)} \right\|_2
\]

\[
\left\| h^{(t)} \right\|_2 \leq \rho \left\| h^{(t)} \right\|_2
\]

(50)

in which the second inequality results from \( \left\| h^{(t)}_{\Theta(t)} \right\|_2 + \left\| h^{(t)}_{\Theta(t)|\Theta(t+1)} \right\|_2 \leq \sqrt{2} \left\| h^{(t)} \right\|_2 \), with \( \vartheta = \max \{ 1 - 2\tau(1 - \zeta_1 - \epsilon_1), 2\tau(1 + \epsilon_6 - 1) \} \). From the last inequality it can be obtained that

\[
\rho = 2 \left( \sqrt{2} \max \{ \vartheta, 2\tau(\zeta_2 + \epsilon_2) \} + 4\tau(1 + \epsilon_3)(1 + \epsilon_5) \right)
\]

(51)

Then, to ensure linear convergence, from (51) it suffices to choose a step \( \tau > 0 \) such that \( \rho < 1 \) in (51). Letting \( \eta = 1 - \rho \in (0, 1) \), which justifies the linear convergence result in [14] with probability exceeding \( 1 - 2e^{-\epsilon_1 m} \) for some \( c_1 \geq 0 \).

### Appendix C: Proof of Theorem 2

**Proof** 1) Suppose that \( S_\mu (w) \) in Eq. (24) is unbounded, then there exists a sequence \( \{ x_\ell \} \subseteq S_\mu (w) \) such that \( \| x_\ell \|_2 \to \infty \). From the definition of the level set \( S_\mu (w) \), it can be obtained that

\[
g(x_\ell, \mu) \leq g(w, \mu) < \infty, \forall \ell \in \mathbb{N}.
\]

(52)

However, we assume that \( \text{span}(a_1, \cdots, a_m) = \mathbb{C}^n \), then the fact that \( \| x_\ell \|_2 \to \infty \) implies that the sequence \( g(x_\ell, \mu) \to \infty \) according to the definition of the function \( g \) in (4). Then \( g(x_\ell, \mu) \to \infty \) is a contradiction, because \( g(x_\ell, \mu) < \infty, \forall \ell \in \mathbb{N} \). Thus, \( S_\mu (w) \) is a bounded set.

To prove the second part of Assumption 1, we proceed to show that for each function \( h_{k,\mu}(x) = (\varphi_\mu(\|a_k^H x\|) - q_k)^2 \) its Wirtinger derivative is Lipschitz. Thus,
since \( g(x, \mu) \) is the sum of the functions \( h_{k, \mu}(x) \), then the Wirtinger derivative of \( g(x, \mu) \) is Lipschitz as it is proven in Chapter 12 in \[26\].

Notice that, the Wirtinger derivative of \( h_{k, \mu} \) at point \( w \in \mathbb{C}^n \) is given by

\[
\partial h_{k, \mu}(w) = 2 \left( \varphi_{\mu} \left( |a_k^H w| \right) - q_k \right) \frac{a_k^H w}{\varphi_{\mu}(|a_k^H w|)} a_k
\]

\[
= 2 \left( (a_k^H w)a_k - q_k \frac{a_k^H w}{\varphi_{\mu}(|a_k^H w|)} a_k \right),
\]

(53)

By definition of \( d_\varepsilon(\cdot, \cdot) \) in Eq.(3), it can be obtained that

\[
d_\varepsilon(\partial h_{k, \mu}(w_1), \partial h_{k, \mu}(w_2)) \leq \|e^{-j\theta}h_{k, \mu}(w_1) - \partial h_{k, \mu}(w_2)\|_2,
\]

(54)

for any \( w_1, w_2 \in S_\mu(w) \) and \( \theta \in [0, 2\pi) \). Then, combining (53) and (54), one can write that

\[
d_\varepsilon(\partial h_{k, \mu}(w_1), \partial h_{k, \mu}(w_2)) \leq 2\|a_k\|_2 \left| e^{-j\theta}(a_k^H w_1) - a_k^H w_2 \right|
\]

\[
+ 2q_k\|a_k\|_2 \left| \frac{e^{-j\theta}(a_k^H w_1) - a_k^H w_2}{\varphi_{\mu}(|a_k^H w_1|)} \right|
\]

\[
\leq 2\|a_k\|_2 \|e^{-j\theta}w_1 - w_2\|_2
\]

\[
+ \frac{2q_k\|a_k\|_2}{\mu^2} \left| e^{-j\theta}(a_k^H w_1)\varphi_{\mu}(|a_k^H w_2|) - (a_k^H w_2)\varphi_{\mu}(|a_k^H w_1|) \right|
\]

(55)

where the first inequality is obtained using the triangular inequality and the second comes from the fact that \( \varphi_{\mu}(t) \geq \mu > 0 \) for all \( t \in \mathbb{R} \), and using the Cauchy-Schwarz inequality. Then, from (55) it can be obtained that

\[
\left| e^{-j\theta}(a_k^H w_1)\varphi_{\mu}(|a_k^H w_2|) - (a_k^H w_2)\varphi_{\mu}(|a_k^H w_1|) \right| \leq \|a_k\|_2 \|e^{-j\theta}w_1 - w_2\|_2
\]

\[
+ M_{a_\mu} \|a_k\|_2 \left| \varphi_{\mu}(|a_k^H w_1|) - \varphi_{\mu}(|a_k^H w_2|) \right|
\]

\[
+ M_{S_\mu} \|a_k\|_2 \left| \varphi_{\mu}(|a_k^H w_1|) - \varphi_{\mu}(|a_k^H w_2|) \right|
\]

(56)

where the second inequality is obtained using the triangular inequality and the following two reasons. First, \( \varphi_{\mu}(|a_k^H z|) \) is a bounded function in \( S_\mu(w) \) for any \( z \in S_\mu(w) \), since \( S_\mu(w) \) is a bounded set as was established in the previous item, \( i.e. \varphi_{\mu}(|a_k^H z|) \leq M_{a_\mu} \), for some constant \( M_{a_\mu} \in \mathbb{R}_+ \). Second, \( S_\mu(w) \) is a bounded set, then \( \|z\|_2 \leq M_{S_\mu}, \forall z \in S_\mu(w) \) for some constant \( M_{S_\mu} \in \mathbb{R}_+ \). Hence, considering that \( \varphi_{\mu}(\cdot) \) is a Lipschitz function with constant \( L_{\varphi_{\mu}} = 1 \), then from (56) we have that

\[
\left| \varphi_{\mu}(|a_k^H w_1|) - \varphi_{\mu}(|a_k^H w_2|) \right| \leq \|a_k\|_2 \|e^{-j\theta}w_1 - w_2\|_2
\]

\[
\leq \left| a_k^H w_1 - a_k^H w_2 \right|
\]

\[
\leq \left| e^{-j\theta}(a_k^H w_1) - a_k^H w_2 \right|
\]

\[
\leq \|a_k\|_2 \|e^{-j\theta}w_1 - w_2\|_2,
\]

(57)
Then, according to Line 5 in Algorithm 1 there exists an integer \( M \) such that \( d_r(\partial h_{k,\mu}(w_1), \partial h_{k,\mu}(w_2)) \leq \tilde{L}_{h_{k,\mu}} \left\| e^{-\beta \theta} w_1 - w_2 \right\|_2 \),

with \( \tilde{L}_{h_{k,\mu}} = 2 \| a_k \|_2^2 + \frac{2 q_k M_{\theta_1} \| a_k \|_2^2}{\mu^2} + \frac{2 q_k M_{\theta_2} \| a_k \|_2^2}{\mu^2} \). Notice that, for the i.i.d. Gaussian vectors \( a_k, \| a_k \|_2^2 \leq 2.3n \) holds with probability at least \( 1 - me^{-n/2} \).

Then, we have that \( \tilde{L}_{h_{k,\mu}} \leq 4.6n + \frac{13n^2/2}{\mu^2} = L_{h_{k,\mu}} \) with probability exceeding \( 1 - me^{-n/2} \). Further, taking the value of \( \theta \) that minimizes the term \( \| e^{-\beta \theta} w_1 - w_2 \|_2 \), from (58), it can be concluded that

\[
d_r(\partial h_{k,\mu}(w_1), \partial h_{k,\mu}(w_2)) \leq L_{h_{k,\mu}} d_r(w_1, w_2).
\]

Then, since \( g(x, \mu) \) is the sum of the functions \( h_{k,\mu}(x) \), then the Wirtinger derivative of \( g(x, \mu) \) is Lipschitz as it is proven in Chapter 12 in [20]. Thus, from (59) the result holds.

**Appendix D: Proof of Theorem 3**

Before to prove Theorem 3 we need to introduce first the contraction mapping definition and the Hahn Banach Fixed Point theorem as follows.

**Definition 5** Contraction mapping: Let \( f : (C^n, d_r(\cdot, \cdot)) \to \mathbb{R} \) be a function. Then, \( f(x) \) is a contraction mapping if there is some nonnegative \( \beta \in [0, 1) \) such that

\[
d_r(f(x), f(y)) \leq \beta d_r(x, y), \forall x, y \in C^n.
\]

**Theorem 5** Hahn Banach Fixed Point: Let \( f : (C^n, d_r(\cdot, \cdot)) \to \mathbb{R} \) be a contraction mapping. Then \( f(x) \) admits a unique fixed-point \( x^* \in C^n \) (i.e. \( f(x^*) = x^* \)). (The proof of Theorem 3 can be found in [21])

**Proof** Define \( M = \{ t \mid \mu(t_{t+1}) = \gamma t \mu(t) \} \) and suppose that \( M \) is a finite set. Then, according to Line 5 in Algorithm 1 there exists an integer \( T \) such that \( \| \partial g(z^{(1)}), t_{t+1} \|_2 \geq \gamma t \mu(t-1) \) for all \( t > T \). Taking \( \bar{\mu} = \mu(T) \), the optimization problem in (1) solved by Algorithm 1 reduces to solve

\[
\min_{\| x \|_2 \leq m} \frac{1}{m} \sum_{i=1}^{m} \left( e_{\bar{\mu}}(a_i^t x_i) - q_i \right)^2.
\]

Notice that, Theorem 1 provides that the sequence \( \{ z^{(1)} \}_{t \geq 1} \), generated by Algorithm 1 in Line 4 produces a monotonically decreasing sequence \( \{ g(z^{(1)}, \bar{\mu}) \}_{t \geq 1} \), for the fixed \( \bar{\mu} \). Further, from (13) it can be obtained that

\[
d_r(z^{(t+1)}, z) \leq (1 - \eta)d_r(z^{(t)}, x), \forall t \in \mathbb{N},
\]

where \( \eta \in (0, 1) \). Then, from (62) it can be concluded that the thresholding step in Algorithm 1 is contractive according to Definition 5. Then, from Theorem 5 it
can be obtained that there exists a fixed point, which means that \( z^{(t_1+1)} = z^{(t_1)} \), for some \( t_1 \in \mathbb{N} \). Then, considering this previous condition and the thresholded step of the reduced optimization problem in (61), it can be obtained that

\[
z^{(t_1+1)} = H_h(z^{(t_1)} - \tau \partial g(z^{(t_1)}, \Pi)) = z^{(t_1)}.
\]

Thus, from (63) it can be concluded such that

\[
\lim_{t \to \infty} \| \partial g(z^{(t)}, \mu(t-1)) \|_2 = 0,
\]

which contradicts the fact that \( \| \partial g(z^{(t)}, \mu(t-1)) \|_2 \geq \gamma \mu(t-1) \). This shows that \( \mathcal{M} \) must be infinite and \( \lim_{t \to \infty} \mu(t) = 0 \). Thus, since \( \mathcal{M} \) is infinite one can assume \( \mathcal{M} = \{t_0, t_1, \cdots \} \) with \( t_0 < t_1 < \cdots \). Then, it can be expressed that

\[
\lim_{t \to \infty} \| \partial g(z^{(t)}, \mu(t-1)) \|_2 \leq \gamma \lim_{t \to \infty} \mu(t) = 0,
\]

which is the desired result.

Appendix E: Proof of Theorem 4

Proof Let \( h = e^{-j\theta(z)} z - x \) with \( \theta(z) = \arg \min_{\theta \in [0, 2\pi]} \| e^{-j\theta} z - x \|_2 \), for a given \( z \in \mathbb{C}^n \). Then, by definition of \( d_r(\cdot, \cdot) \) in (3) we have that \( d_r(z, x) = \| h \|_2 \). From (11) it can be obtained that

\[
\| \partial g(z, \mu) \|_2 = \left\| \frac{1}{m} \sum_{i=1}^m \left( a_i^H z - q_i \frac{a_i^H z}{\sqrt{|a_i^H z|^2 + \mu^2}} \right) a_i \right\|_2.
\]

Notice that (66) can be rewritten as

\[
\| \partial g(z, \mu) \|_2 = \left\| \frac{1}{m} \sum_{i=1}^m \left( e^{-j\theta(z)} a_i^H z - q_i e^{-j\theta(z)} \frac{a_i^H z}{\sqrt{|a_i^H z|^2 + \mu^2}} \right) a_i \right\|_2.
\]

Then, note that

\[
\| \partial g(z, \mu) \|_2 = \left\| \frac{1}{m} \sum_{i=1}^m \left( a_i^H h - q_i \left( \frac{e^{-j\theta(z)} a_i^H z}{\sqrt{|a_i^H z|^2 + \mu^2}} - \frac{a_i^H x}{|a_i^H x|} \right) \right) a_i \right\|_2 \\
\leq \left\| \frac{1}{m} \sum_{i=1}^m a_i a_i^H h \right\|_2 + \frac{2}{m} \sum_{i=1}^m q_i \| a_i \|_2 v_i,
\]

where \( v_i = \left| \frac{e^{-j\theta(z)} a_i^H z}{\sqrt{|a_i^H z|^2 + \mu^2}} - \frac{a_i^H x}{|a_i^H x|} \right| \). Then, from the above inequality it can be obtained that

\[
\| \partial g(z, \mu) \|_2 \leq 2 \left\| \frac{1}{m} \sum_{i=1}^m a_i a_i^H h \right\|_2 + \frac{2\sqrt{3n}}{m} \sum_{i=1}^m q_i v_i
\]

(69)
where \( \| \cdot \|_2 \rightarrow 2 \) represents the spectral norm and for the \( i.i.d \) Gaussian vectors \( a_i \), \( \max_{i \in \{1, \ldots, m\}} \| a_i \|_2 \leq \sqrt{2.3n} \) holds with probability at least \( 1 - me^{-n/2} \) [13]. Notice that by corollary 5.35 in [27] it can be obtained that

\[
\left\| \frac{1}{m} \sum_{i=1}^{m} a_i a_i^H \right\|_{2 \rightarrow 2} \leq 1 + \epsilon_0, \tag{70}
\]

with probability at least \( 1 - 2e^{-m \epsilon_0^2/2} \) when \( m \geq C(\epsilon_0) n \) for some constant \( C(\epsilon_0) \) depending on \( \epsilon_0 > 0 \). Thus, from (69) and (70) it can be concluded that

\[
\| \partial g(z, \mu) \|_2 \leq 2(1 + \epsilon_0) \| h \|_2 + \frac{2\sqrt{2.3n}}{m} \sum_{i=1}^{m} q_i v_i. \tag{71}
\]

On the other hand, notice that from (71) it can be obtained that

\[
\sum_{i=1}^{m} q_i v_i \leq \sum_{i=1}^{m} q_i \left( \frac{e^{-j \theta(z)} a_i^H z}{|a_i^H x|} - \frac{e^{-j \theta(z)} a_i^H z}{|a_i^H x|} \right) + \sum_{i=1}^{m} q_i \left( \frac{|a_i^H x|}{|a_i^H x|} \right) \leq \sum_{i=1}^{m} \frac{\sqrt{|a_i^H z|^2 + \mu^2 - |a_i^H x|^2}}{|a_i^H x|} + \sum_{i=1}^{m} a_i^H h, \tag{72}
\]

in which the second inequality comes from the fact that

\[
q_i \left( \frac{e^{-j \theta(z)} a_i^H z}{|a_i^H x|} - \frac{e^{-j \theta(z)} a_i^H z}{|a_i^H x|} \right) \leq \frac{\eta_i |a_i^H x|}{|a_i^H x| \sqrt{|a_i^H z|^2 + \mu^2 - |a_i^H x|^2}} \leq \frac{\sqrt{|a_i^H z|^2 + \mu^2 - |a_i^H x|^2}}{|a_i^H x|}. \tag{73}
\]

Then, from (73) it can be obtained that

\[
\sqrt{|a_i^H z|^2 + \mu^2 - |a_i^H x|^2} \leq \mu + \| a_i^H z - a_i^H x \| \leq \mu + | e^{-j \theta(z)} a_i^H z - a_i^H x | = \mu + |a_i^H h|, \tag{74}
\]

in which the second line comes after the triangular inequality. Thus, combining (71), (72) and (74) it can be obtained that

\[
\| \partial g(z, \mu) \|_2 \leq 2(1 + \epsilon_0) \| h \|_2 + \frac{4\sqrt{2.3n}}{m} \sum_{i=1}^{m} |a_i^H h| + 2\sqrt{2.3n} \mu. \tag{75}
\]

Note that the inequality in (75) is satisfied for all \( \mu \in \mathbb{R}^+_+ \). Then by Theorem 1.1 in [29], one can conclude that

\[
\| \partial g(z, \mu) \|_2 \leq \beta \| h \|_2 + \frac{\rho}{m} \sum_{i=1}^{m} |a_i^H h|, \tag{76}
\]

where \( \beta = 2(1 + \epsilon_0) \), \( \rho = 4\sqrt{2.3n} \), with probability \( 1 - me^{-n/2} \). Thus, given the fact that \( d_r(z, x) = \| h \|_2 \), then from (76) we can conclude that

\[
\| \partial g(z, \mu) \|_2 \leq \beta d_r(z, x) + \frac{\rho}{m} \sum_{i=1}^{m} |a_i^H h|, \tag{77}
\]

with probability at least \( 1 - me^{-n/2} \). Finally, from (77) the result holds.
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