Point symmetries of the heat equation revisited
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We derive a nice representation for point symmetry transformations of the (1+1)-dimensional linear heat equation and properly interpret them. This allows us to show that the pseudogroup of these transformations has exactly two connected components. That is, the heat equation admits a single independent discrete symmetry, which can be chosen to be alternating the sign of the dependent variable. The classification of subalgebras of the essential Lie invariance algebra of the heat equation is enhanced as well.

1 Introduction

The (1+1)-dimensional (linear) heat equation

\[ u_t = u_{xx} \]  

(1)

is one of the simplest but fundamental equations of mathematical physics. This equation became a test example in a number of branches within the theory of differential equations, including symmetry analysis of such equations. Studying symmetries and related objects of the equation (1) was initiated by Sophus Lie himself [4]. In particular, he computed its maximal Lie invariance algebra and showed that it gives a unique (modulo the point equivalence) maximal Lie-symmetry extension in the class of linear (1+1)-dimensional second-order evolution equations. In the present, the heat equation is the first standard equation for testing packages for symbolic computation of symmetries of various kinds and related objects for differential equations. It was the equation (1) that was used as the only example for introducing the concept of nonclassical reduction in [1]. Such reductions of (1) were first completely described only in [2]. To gain an impression about the state of the art in symmetry analysis of the equation (1), see, e.g., [2, 5, 6, 7], [9, Section A] and [10, p. 531–535].

In spite of the rich and diverse history of studying the equation (1), a number of basic problems related to it even within the framework of classical group analysis still require refinement. Thus, a neat description of the complete point symmetry pseudogroup \( G \) of (1) and an accurate classification of subalgebras of the essential Lie invariance algebra \( \mathfrak{g}^{\text{ess}} \) of (1) have not yet been presented in the literature. Improper interpretations of continuous and discrete symmetries of the equation (1) led to the inconsistency between the action of the essential point symmetry group \( G^{\text{ess}} \) on \( \mathfrak{g}^{\text{ess}} \) and the inner automorphism group of \( \mathfrak{g}^{\text{ess}} \). In the present work, we successfully solve the above problems using an approach from [3].

The structure of the paper is as follows. In Section 2, we present the maximal Lie invariance algebra of the equation (1) and describe its key properties. Using the direct method, in Section 3 we compute the complete point symmetry group of (1) and analyze its structure, including its decomposition and the description of its discrete elements. Section 4 is devoted to the classification of subalgebras of \( \mathfrak{g}^{\text{ess}} \).
\section{Lie invariance algebra}

The maximal Lie invariance algebra \( \mathfrak{g} \) of the equation (1) is spanned by the vector fields

\begin{align*}
\mathcal{P}^t &= \partial_t, \quad \mathcal{D} = 2t \partial_t + x \partial_x - \frac{1}{2} u \partial_u, \quad \mathcal{K} = t^2 \partial_t + tx \partial_x - \frac{1}{4} (x^2 + 2t) u \partial_u, \\
\mathcal{G}^x &= t \partial_x - \frac{1}{2} x u \partial_u, \quad \mathcal{P}^x = \partial_x, \quad \mathcal{I} = u \partial_u, \quad \mathcal{Z}(f) = f(t, x) \partial_u,
\end{align*}

where the parameter function \( f \) depends on \((t, x)\) and runs through the solution set of the equation (1).

The vector fields \( \mathcal{Z}(f) \) constitute the infinite-dimensional abelian ideal \( \mathfrak{g}^{\text{lin}} \) of \( \mathfrak{g} \), associated with the linear superposition of solutions of (1), \( \mathfrak{g}^{\text{lin}} := \{ \mathcal{Z}(f) \} \). Thus, the algebra \( \mathfrak{g} \) can be represented as a semi-direct sum, \( \mathfrak{g} = \mathfrak{g}^{\text{ess}} \oplus \mathfrak{g}^{\text{lin}} \), where

\begin{equation}
\mathfrak{g}^{\text{ess}} = (\mathcal{P}^t, \mathcal{D}, \mathcal{K}, \mathcal{G}^x, \mathcal{P}^x, \mathcal{I})
\end{equation}

is a (six-dimensional) subalgebra of \( \mathfrak{g} \), called the \textit{essential Lie invariance algebra} of (1).

Up to antisymmetry of the Lie brackets, the nonzero commutation relations between vector fields spanning \( \mathfrak{g}^{\text{ess}} \) are exhausted by

\begin{align*}
[\mathcal{D}, \mathcal{P}^t] &= -2\mathcal{P}^t, \quad [\mathcal{D}, \mathcal{K}] = 2\mathcal{K}, \quad [\mathcal{P}^t, \mathcal{K}] = \mathcal{D}, \\
[\mathcal{P}^t, \mathcal{G}^x] &= \mathcal{P}^x, \quad [\mathcal{D}, \mathcal{G}^x] = \mathcal{G}^x, \quad [\mathcal{D}, \mathcal{P}^x] = -\mathcal{P}^x, \quad [\mathcal{K}, \mathcal{P}^x] = -\mathcal{G}^x, \\
[\mathcal{G}^x, \mathcal{P}^x] &= \frac{1}{2} \mathcal{I},
\end{align*}

The algebra \( \mathfrak{g}^{\text{ess}} \) is nonsolvable. Its Levi decomposition is given by \( \mathfrak{g}^{\text{ess}} = \mathfrak{d} \oplus \mathfrak{r} \), where the radical \( \mathfrak{r} \) of \( \mathfrak{g}^{\text{ess}} \) coincides with the nilradical of \( \mathfrak{g}^{\text{ess}} \) and is spanned by the vector fields \( \mathcal{G}^x, \mathcal{P}^x \) and \( \mathcal{I} \). The Levi factor \( \mathfrak{d} = (\mathcal{P}^t, \mathcal{D}, \mathcal{K}) \) of \( \mathfrak{g}^{\text{ess}} \) is isomorphic to \( \text{sl}(2, \mathbb{R}) \), the radical \( \mathfrak{r} \) of \( \mathfrak{g}^{\text{ess}} \) is isomorphic to the rank-one Heisenberg algebra \( h(1, \mathbb{R}) \), and the real representation of the Levi factor \( \mathfrak{d} \) on the radical \( \mathfrak{r} \) coincides, in the basis \( (\mathcal{G}^x, \mathcal{P}^x, \mathcal{I}) \), with the real representation \( \rho_1 \oplus \rho_0 \) of \( \text{sl}(2, \mathbb{R}) \). Here \( \rho_n \) is the standard real irreducible representation of \( \text{sl}(2, \mathbb{R}) \) on \( \mathbb{R}^{n+1} \). More specifically, \( \rho_n(\mathcal{P}^t)_{ij} = (n-j) \delta_{i,j+1}, \rho_n(\mathcal{D})_{ij} = (n-2j) \delta_{ij}, \rho_n(-\mathcal{K})_{ij} = j \delta_{i+1,j} \), where \( i, j \in \{0, \ldots, n\} \), \( n \in \mathbb{N} \cup \{0\} \), and \( \delta_{kl} \) is the Kronecker delta, i.e., \( \delta_{kl} = 1 \) if \( k = l \) and \( \delta_{kl} = 0 \) otherwise, \( k, l \in \mathbb{Z} \). Thus, the entire algebra \( \mathfrak{g}^{\text{ess}} \) is isomorphic to the so-called special Galilei algebra \( \text{sl}(2, \mathbb{R}) \oplus \rho_1 \oplus \rho_0 \text{h}(1, \mathbb{R}) \), which is denoted by \( L_{6,2} \) in the classification of indecomposable Lie algebras of dimensions up to eight with nontrivial Levi decompositions from [8].

Another basis of \( \mathfrak{g}^{\text{ess}} \), which stems from the Iwasawa decomposition of \( \text{SL}(2, \mathbb{R}) \) and is thus more convenient in many aspects, is \((Q^+, \mathcal{D}, \mathcal{P}^t, \mathcal{G}^x, \mathcal{P}^x, \mathcal{I})\), where \( Q^+ := \mathcal{P}^t \pm \mathcal{K} \).

\section{Complete point symmetry pseudogroup}

The equation (1) belongs to the class \( \mathcal{E} \) of linear (1+1)-dimensional second-order evolution equations of the general form

\begin{equation}
u_t = A(t, x)u_{xx} + B(t, x)u_x + C(t, x)u + D(t, x) \quad \text{with} \quad A \neq 0.\end{equation}

Here the tuple of arbitrary elements of \( \mathcal{E} \) is \( \theta := (A, B, C, D) \in \mathcal{S}_E \), where \( \mathcal{S}_E \) is the solution set of the auxiliary system consisting of the single inequality \( A \neq 0 \) with no constraints on \( B, C \) and \( D \).

To find the complete point symmetry pseudogroup \( G \) of the equation (1), we start with considering the equivalence groupoid of the class \( \mathcal{E} \), which in its turn is a natural choice for a (normalized) superclass for the equation (1). We use the papers [6, 7] as reference points for known results on admissible transformations of the class \( \mathcal{E} \).
Proposition 1 ([7]). The class $\mathcal{E}$ is normalized in the usual sense. Its usual equivalence pseudogroup $G_\mathcal{E}$ consists of the transformations of the form
\begin{align}
\dot{t} &= T(t), \quad \dot{x} = X(t, x), \quad \dot{u} = U^1(t, x)u + U^0(t, x), \\
\bar{A} &= \frac{X_x^2}{T_t} A, \quad \bar{B} = \frac{X_x}{T_t} \left( B - 2 \frac{U^1}{U^1} A \right) - \frac{X_t - X_{xx} A}{T_t}, \quad \bar{C} = -\frac{U^1}{T_t} E \frac{1}{U^1},
\end{align}
where $T, X, U^0$ and $U^1$ are arbitrary smooth functions of their arguments with $T_t X_t U^1 \neq 0$, and $E := \partial_t - A \partial_{xx} - B \partial_x - C$.

The Theorem 2. The complete point symmetry pseudogroup $G$ of the (1+1)-dimensional linear heat equation (1) consists of the point transformations of the form
\begin{align}
\dot{t} &= \frac{\alpha t + \beta}{\gamma t + \delta}, \quad \dot{x} = \frac{x + \lambda_1 t + \lambda_0}{\gamma t + \delta}, \\
\dot{u} &= \sigma \sqrt{\gamma t + \delta} \exp \left( \frac{2(x + \lambda_1 t + \lambda_0)^2}{4(\gamma t + \delta)} - \frac{\lambda_1}{2} x - \frac{\lambda_1^2}{4} t \right) (u + h(t, x)),
\end{align}
where $\alpha, \beta, \gamma, \delta, \lambda_1, \lambda_0$ and $\sigma$ are arbitrary constants with $\alpha \delta - \beta \gamma = 1$ and $\sigma \neq 0$, and $h$ is an arbitrary solution of (1).

Proof. The linear heat equation (1) corresponds to the value $(1, 0, 0, 0) =: \theta^0$ of the arbitrary-element tuple $\theta = (A, B, C, D)$ of class $\mathcal{E}$. Its vertex group $G_{\theta^0} := G_\mathcal{E}(\theta^0, \theta^0)$ is the set of admissible transformations of the class $\mathcal{E}$ with $\theta^0$ as both their source and target, $G_{\theta^0} = \{ (\theta^0, \Phi, \theta^0) \mid \Phi \in G \}$. This argument allows us to use Proposition 1 in the course of computing the pseudogroup $G$.

We should integrate the equations (4), where both the source value $\theta$ of the arbitrary-element tuple and its target value $\bar{\theta}$ coincide with $\theta^0$, with respect to the parameter functions $T, X, U^1$ and $U^0$. After a simplification, the equations (4b) take the form
\begin{align}
X_x^2 &= T_t, \quad \frac{U^1}{U^1} = -\frac{X_t}{2 X_x}, \quad 0 = \frac{U^1}{T_t} E \frac{1}{U^1},
\end{align}
where $E := \partial_t - \partial_{xx}$. The first equation in (6) implies that $T_t > 0$, and the first two equations in (6) can be easily integrated to
\begin{align}
X &= \varepsilon \sqrt{T_t} x + X^0(t), \quad U^1 = \phi(t) \exp \left( -\frac{T_t}{8 T_t} x^2 - \frac{\varepsilon X^0_t}{2 \sqrt{T_t}} x \right),
\end{align}
where $\varepsilon$ takes values in $\{-1, 1\}$, and $\phi$ is a nonvanishing smooth function of $t$. Substituting these expressions for $X$ and $U^1$ into the third equation from (6) and subsequently splitting the obtained equation with respect to powers of $x$, we derive three equations, $T_{tt}/T_t - \frac{3}{2} (T_{tt}/T_t)^2 = 0$, $X^0_t T_t - X^0 T_{tt} = 0$ and $4T_t \phi_t + (T_{tt} + (X^0_t)^2) \phi = 0$, respectively considering as equations for $T, X^0$ and $\phi$. The first equation means that the Schwarzian derivative of $T$ is zero. Therefore, $T$ is a linear fractional function of $t$, $T = (\alpha t + \beta)/(\gamma t + \delta)$. Since the constant parameters $\alpha, \beta, \gamma$ and $\delta$ are defined up to a constant nonzero multiplier and $T_t > 0$, i.e., $\alpha \delta - \beta \gamma > 0$, we can assume that $\alpha \delta - \beta \gamma = 1$. Then these parameters are still defined up to a multiplier in $\{-1, 1\}$, and hence we can choose them in such a way that $\varepsilon = \text{sgn}(\gamma t + \delta)$. The equation for $X^0$ simplifies to the equation $(\gamma t + \delta) X^0_{tt} + 2 \gamma X^0_t = 0$, whose general solutions is $X^0 = (\lambda_1 t + \lambda_0)/(\gamma t + \delta)$. The equation for $\phi$ takes the form $4((\gamma t + \delta)^2 \phi_t - 2\gamma (\gamma t + \delta) \phi + (\lambda_1 \delta - \gamma \lambda_0)^2 \phi = 0$ and integrates, in view of $\phi \neq 0$, to $\phi = \sigma \sqrt{|\gamma t + \delta|} \exp \left( -\frac{1}{4} (\lambda_1 \delta - \gamma \lambda_0) X^0 \right)$ with $\sigma \in \mathbb{R} \setminus \{0\}$. Finally, the equation (4c) takes the form $((\partial_t - \partial_{xx})(U^0/U^1)) = 0$. Therefore, $U^0 = U^1 h$, where $h = h(t, x)$ is an arbitrary solution of (1).
To avoid complicating the structure of the pseudogroup \( G \), we should properly interpret transformations of the form (5) and their composition. Given a fixed transformation \( \Phi \) of the form (5), it is natural to assume that its domain \( \text{dom} \Phi \) coincides with the relative complement of the set \( M_{\gamma \delta} := \{ (t, x, u) \in \mathbb{R}^3 \mid \gamma t + \delta = 0 \} \) with respect to \( \text{dom} h \times \mathbb{R}_u, \text{dom} \Phi = (\text{dom} h \times \mathbb{R}_u) \setminus M_{\gamma \delta} \). Here \( \text{dom} F \) denotes the domain of a function \( F \). Recall that \((\gamma, \delta) \neq (0, 0)\), and note that the set \( M_{\gamma \delta} \) is the hyperplane defined by the equation \( t = -\delta/\gamma \) in \( \mathbb{R}^3_{t, x, u} \) if \( \gamma \neq 0 \), and \( M_{\gamma \delta} = \emptyset \) otherwise. Instead of the standard transformation composition, we use a modified composition for transformations of the form (5). More specifically, the domain of the standard composition \( \Phi_1 \circ \Phi_2 := \tilde{\Phi} \) of transformations \( \Phi_1 \) and \( \Phi_2 \) is usually defined as the preimage of the domain of \( \Phi_1 \) with respect to \( \Phi_2 \), \( \text{dom} \tilde{\Phi} = \Phi^{-1}_2(\text{dom} \Phi_1) \). For transformations \( \Phi_1 \) and \( \Phi_2 \) of the form (5), we have \( \tilde{\Phi} = (\text{dom} \tilde{h} \times \mathbb{R}_u) \setminus (M_{\gamma_2 \delta_2} \cup M_{\gamma_1 \delta_1}) \) where \( \gamma = \gamma_1 \alpha_2 + \delta_1 \gamma_2, \delta = \gamma_1 \beta_2 + \delta_1 \delta_2, \text{dom} \tilde{h} = ((\pi_4 \Phi_2)^{-1} \text{dom} h^1) \cap \text{dom} h^2, \pi \) is the natural projection onto \( \mathbb{R}^3_{t, x, u} \), and the parameters with indices 1 and 2 and tildes correspond \( \Phi_1, \Phi_2 \) and \( \tilde{\Phi} \), respectively. As the modified composition \( \Phi_1 \circ^m \Phi_2 \) of transformations \( \Phi_1 \) and \( \Phi_2 \), we take the continuous extension of \( \Phi_1 \circ \Phi_2 \) to the set
\[
\text{dom}^m \tilde{\Phi} := (\text{dom} \tilde{h} \times \mathbb{R}_u) \setminus M_{\gamma \delta},
\]
i.e., \( \text{dom} (\Phi_1 \circ^m \Phi_2) = \text{dom}^m \tilde{\Phi} \). In other words, we set \( \Phi_1 \circ^m \Phi_2 \) to be the transformation of the form (5) with the same parameters as in \( \Phi_1 \circ \Phi_2 \) and with natural domain. It is obvious that we redefine \( \Phi_1 \circ \Phi_2 \) on the set \( (\text{dom} \tilde{h} \times \mathbb{R}_u) \cap M_{\gamma_2 \delta_2} \) if \( \gamma_1 \gamma_2 \neq 0 \); otherwise \( \text{dom}^m \tilde{\Phi} = \text{dom} \tilde{\Phi} \) and the extension is trivial. A disadvantage of the above interpretation is that it is then common for elements of \( G \) to have different signs of their Jacobians on different connected components of their domains, but the benefits we receive due to it are more essential.

Now we can analyze the structure of \( G \). The point transformations of the form
\[
\mathcal{Z}(f): \quad \tilde{t} = t, \quad \tilde{x} = x \quad \tilde{u} = u + f(t, x),
\]
where the parameter function \( f = f(t, x) \) is an arbitrary solution of the equation (1), are associated with the linear superposition of solutions of this equation and, thus, can be considered as trivial. They constitute the normal pseudosubgroup \( G^{\text{lin}} \) of the pseudogroup \( G \). The pseudogroup \( G \) splits over \( G^{\text{lin}} \), \( G = G^{\text{ess}} \ltimes G^{\text{lin}} \), where the subgroup \( G^{\text{ess}} \) of \( G \) consists of the transformations of the form (5) with \( f = 0 \) and thus is a six-dimensional Lie group. We call the subgroup \( G^{\text{ess}} \) the essential point symmetry group of the equation (1). This subgroup itself splits over \( R, G^{\text{ess}} = F \ltimes R \). Here \( R \) and \( F \) are the normal subgroup and the subgroup of \( G^{\text{ess}} \) that are singled out by the constraints \( a = \delta = 1, \beta = \gamma = 0 \) and \( \lambda_1 = \lambda_0 = 0, \sigma = 1 \), respectively. They are isomorphic to the groups \( H(1, \mathbb{R}) \times \mathbb{Z}_2 \) and \( \text{SL}(2, \mathbb{R}) \), and their Lie algebras coincide with \( \mathfrak{g} \simeq h(1, \mathbb{R}) \) and \( \mathfrak{g} \simeq \text{sl}(2, \mathbb{R}) \). Here \( H(1, \mathbb{R}) \) denotes the rank-one real Heisenberg group. The normal subgroups \( R_e \) and \( R_d \) of \( R \) that are isomorphic to \( H(1, \mathbb{R}) \) and \( \mathbb{Z}_2 \) are constituted by the elements of \( R \) with parameter values satisfying the constraints \( \sigma > 0 \) and \( \lambda_0 = \lambda_1 = 0, \sigma \in \{-1, 1\} \), respectively. The isomorphisms of \( F \) to \( \text{SL}(2, \mathbb{R}) \) and of \( R_e \) to \( H(1, \mathbb{R}) \) are established by the correspondences
\[
\varrho_1 = (\alpha, \beta, \gamma, \delta)_{\alpha \delta - \beta \gamma = 1} \mapsto \begin{pmatrix} \alpha & \beta \\ -\gamma & \delta \end{pmatrix}, \quad (\lambda_1, \lambda_0, \sigma), \sigma > 0 \mapsto \begin{pmatrix} 1 & -\frac{1}{2} \lambda_1 \ln \sigma \\ 0 & 1 \end{pmatrix}.
\]
The isomorphism \( \varrho_1 \) is in fact the standard two-dimensional representation of \( \text{SL}(2, \mathbb{R}) \). Thus, \( F \) and \( R_e \) are connected subgroups of \( G^{\text{ess}} \), but \( R_d \) is not. The natural conjugacy action of the group \( F \) on the normal subgroup \( R \) is given by \( (\lambda_0, \lambda_1, \bar{\sigma})^T = A (\lambda_0, \lambda_1, \sigma)^T \) in the parameterization (5) of \( G \), where \( A = \varrho_1 (\alpha, \beta, \gamma, \delta) \oplus (1) \). Denoting the trivial one-dimensional representation of \( \text{SL}(2, \mathbb{R}) \) by \( \varrho_0, \varrho_0 (\alpha, \beta, \gamma, \delta) = (1) \), we can sum up that \( G^{\text{ess}} \simeq (\text{SL}(2, \mathbb{R}) \ltimes \varrho_1 \times \varrho_0 H(1, \mathbb{R})) \times \mathbb{Z}_2 \).
Transformations from the one-parameter subgroups of $G^{\text{ess}}$ that are generated by the basis elements of $g^{\text{ess}}$ given in (2) are of the following form:

$$P(t): \begin{cases} \hat{t} = t + \epsilon, & \hat{x} = x, & \hat{u} = u, \\ \mathbb{D}(\epsilon): \hat{t} = e^{2\epsilon} t, & \hat{x} = e^\epsilon x, & \hat{u} = e^{-\frac{1}{2}\epsilon} u, \\ \mathbb{K}(\epsilon): \hat{t} = \frac{t}{1 - \epsilon^2}, & \hat{x} = \frac{x}{1 - \epsilon^2}, & \hat{u} = \sqrt{|1 - \epsilon^2|} e^{\frac{\epsilon^2 t}{1 - \epsilon^2} u}, \\ \mathbb{G}(\epsilon): \hat{t} = t, & \hat{x} = x + \epsilon, & \hat{u} = e^{-\frac{1}{2}\epsilon} u, \\ \mathbb{J}(\epsilon): \hat{t} = t, & \hat{x} = x, & \hat{u} = e^\epsilon u, \end{cases}$$

where $\epsilon$ is an arbitrary constant. At the same time, using this basis of $g^{\text{ess}}$ in the course of studying the structure of the group $G^{\text{ess}}$ hides some of its important properties and complicates its study.

Although the pushforward of the pseudogroup $G$ by the natural projection of $\mathbb{R}^3_{t,x,u}$ onto $\mathbb{R}_t$ coincides with the group of linear fractional transformations of $t$ and is thus isomorphic to the group $\text{PSL}(2, \mathbb{R})$, the subgroup $F$ of $G$ is isomorphic to the group $\text{SL}(2, \mathbb{R})$, and its Iwasawa decomposition is given by the one-parameter subgroups of $G$ respectively generated by the vector fields $\mathbb{P}^+: = P^t + \mathbb{K}$, $\mathbb{D}$ and $\mathbb{P}^t$. The first subgroup, which is associated with $\mathbb{Q}^+$, consists of the point transformations

$$\Omega^+(\epsilon): \begin{cases} \hat{t} = \frac{t \cos \epsilon - \sin \epsilon}{t \sin \epsilon + \cos \epsilon}, & \hat{x} = \frac{x}{t \sin \epsilon + \cos \epsilon}, & \hat{u} = \sqrt{|t \sin \epsilon + \cos \epsilon|} e^{\frac{\epsilon^2 \sin \epsilon}{t \sin \epsilon + \cos \epsilon}} u, \end{cases}$$

where $\epsilon$ is an arbitrary constant parameter, which is defined by the corresponding transformation up to a summand $2\pi k$, $k \in \mathbb{Z}$. The Jacobian of $\Omega^+(\epsilon)$ is positive and negative for all values of $(t, x, u)$ if $\epsilon = 0$ and $\epsilon = \pi$, respectively. For $\epsilon \in (0, \pi) \cup (\pi, 2\pi)$, the transformation $\Omega^+(\epsilon)$ is not defined if $t = -\cot \epsilon$, and for the other values of $(t, x, u)$ the sign of its Jacobian coincides with $\text{sgn}(t \sin \epsilon + \cos \epsilon)$.

The equation (1) is invariant with respect to the involution $\mathcal{J}$ alternating the sign of $x$ and the transformation $\mathcal{K}'$ inverting $t$,

$$\mathcal{J}: (t, x, u) \mapsto (t, -x, u), \quad \mathcal{K}': \hat{t} = \frac{1}{t}, \quad \hat{x} = \frac{x}{t}, \quad \hat{u} = \sqrt{|t|} e^{\frac{\epsilon^2 t}{1 - \epsilon^2}} u.$$  

Note that $(\mathcal{K}')^2 = \mathbb{I}$. In the context of the one-parameter subgroups of $G^{\text{ess}}$ (resp. of $G$) that are generated by the basis elements of $g^{\text{ess}}$ listed in (2), both the transformations $\mathcal{J}$ and $\mathcal{K}'$ look like discrete point-symmetry transformations of (1), but in fact this is not the case under the above interpretation of the group multiplication in $G$. Even though the Jacobian of the involution $\mathcal{J}$ is equal to $-1$ for all values of $(t, x, u)$, this involution belongs to the one-parameter subgroup $\{\Omega^+(\epsilon)\}$ of $G$, $\mathbb{J} = \Omega^+(\pi)$, and thus it belongs to the identity component of the pseudogroup $G$. A similar claim is true for the transformation $\mathcal{K}' = \Omega^+(\frac{1}{2}\pi)$, the sign of whose Jacobian coincides with $\text{sgn}t$.

Corollary 3. A complete list of discrete point symmetry transformations of the linear $(1+1)$-dimensional heat equation (1) that are independent up to combining with each other and with continuous point symmetry transformations of this equation is exhausted by the single involution $\mathcal{J}'$ alternating the sign of $u$, $\mathcal{J}': (t, x, u) \mapsto (t, x, -u)$. Thus, the factor group of the complete point symmetry pseudogroup $G$ with respect to its identity component is isomorphic to $\mathbb{Z}_2$.

Proof. It is obvious that the entire pseudosubgroup $G^{\text{lin}}$ is contained in the connected component of the identity transformation in $G$. The same claim holds for the subgroups $F$ and $R_c$ in view of their isomorphisms to the groups $\text{SL}(2, \mathbb{R})$ and $H(1, \mathbb{R})$, respectively. Therefore, without loss of generality a complete list of independent discrete point symmetry transformations of (1) can
be assumed to consist of elements of the subgroup \( R_d \). Thus, the only discrete point symmetry transformation of (1) that is independent in the above sense is the transformation \( \mathcal{T}' \), and the identity component \( G_{id} \) of \( G \) is constituted by transformations of the form (5) with \( \sigma > 0 \).

In the notation of Theorem 2, the most general form of the transformed counterpart of a given solution \( u = f(t, x) \) under action of \( G \) (resp. \( G_{id} \)) is

\[
\tilde{u} = \frac{\sigma}{\sqrt{|\gamma t - \alpha|}} \exp\left( \frac{\gamma x^2}{4(\alpha - \gamma t)} - \frac{\lambda_1 x}{2(\alpha - \gamma t)} + \frac{\lambda_1^2 \delta t - \beta}{4 \alpha - \gamma t} + \frac{\lambda_0 \lambda_1}{2} \right)
\times f\left( \frac{\delta t - \beta}{\alpha - \gamma t} \frac{x}{\alpha - \gamma t} - \frac{\lambda_1 \delta t - \beta}{\alpha - \gamma t} - \lambda_0 \right) + h(t, x),
\]

where in addition \( \sigma > 0 \) for \( G_{id} \), cf. [5, p. 120].

4 Subalgebras of essential Lie invariance algebra

In spite of an unusualness of the above claims and Corollary 3, they are well consistent with the structure of the abstract Lie group that is isomorphic to \( G^{\text{ess}} \) and with the inner automorphism group \( \text{Inn}(g^{\text{ess}}) \) of \( g^{\text{ess}} \). More specifically, the algebra \( g^{\text{ess}} \) is the Lie algebra of the group \( G^{\text{ess}} \), and the adjoint action of \( G^{\text{ess}} \) on \( g^{\text{ess}} \) coincides with \( \text{Inn}(g^{\text{ess}}) \). In particular, under the suggested interpretation we have \( \text{Ad}(\exp(\epsilon Q^+)) = Q^+(\epsilon)_* \),

\[
Q^+(\epsilon)_*Q^- = \cos(2\epsilon)Q^- - \sin(2\epsilon)D, \quad Q^+(\epsilon)_*P^x = \cos(\epsilon)P^x - \sin(\epsilon)G^x, \\
Q^+(\epsilon)_*D = \sin(2\epsilon)Q^- + \cos(2\epsilon)D, \quad Q^+(\epsilon)_*G^x = \sin(\epsilon)P^x + \cos(\epsilon)G^x,
\]

and the inner automorphisms associated with \( \beta = Q^+(\pi) \) and \( \mathcal{K}' = Q^+(\frac{1}{2}\pi) \) allow one to map \( P^t - G^x \) and \( D - \mu \mathcal{I} \) to \( P^t + G^x \) and \( D + \mu \mathcal{I} \), respectively. Retaining these facts, we refine the classification of subalgebras of \( g^{\text{ess}} \) or, equivalently, the special Galilei algebra \( \mathfrak{sl}(2, \mathbb{R}) \mathfrak{d} \mathfrak{p}_1 \oplus \mathfrak{p}_0 \) \( h(1, \mathbb{R}) \), cf. [5, Example 3.13] and [10, p. 531–535]. The detailed proof of the classification will be presented elsewhere.

Lemma 4. A complete list of inequivalent proper subalgebras of the algebra \( g^{\text{ess}} \) is exhausted by the following subalgebras, where \( \delta \in \{-1, 0, 1\}, \mu \in \mathbb{R}_{\geq 0} \) and \( \nu \in \mathbb{R} \):

1D: \( \langle P^t + G^x \rangle, \langle P^t + \delta I \rangle, \langle D + \mu I \rangle, \langle P^t + K + \nu I \rangle, \langle P^x \rangle, \langle I \rangle \)

2D: \( \langle P^t, D + \nu I \rangle, \langle P^t + G^x, I \rangle, \langle P^t + \delta I, P^x \rangle, \langle P^t, I \rangle, \langle D + \nu I, P^x \rangle, \langle D, I \rangle, \langle P^t + K, I \rangle, \langle P^x, I \rangle \)

3D: \( \langle P^t, D, K \rangle, \langle P^t, D + \nu I, P^x \rangle, \langle P^t, D, I \rangle, \langle P^t + G^x, P^x, I \rangle, \langle P^t, P^x, I \rangle, \langle D, P^x, I \rangle, \langle G^x, P^x, I \rangle \)

4D: \( \langle P^t, D, K, I \rangle, \langle P^t, D, P^x, I \rangle, \langle P^t, G^x, P^x, I \rangle, \langle D, G^x, P^x, I \rangle, \langle P^t + K, G^x, P^x, I \rangle \)

5D: \( \langle P^t, D, G^x, P^x, I \rangle \)
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