Order of events matter: comparing discrete models for optimal control of species augmentation
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We investigate optimal timing of augmentation of an endangered/threatened species population in a target region by moving individuals from a reserve or captive population. This is formulated as a discrete-time optimal control problem in which augmentation occurs once per time period over a fixed number of time periods. The population model assumes the Allee effect growth functions in both target and reserve populations and the control objective is to maximize the target and reserve population sizes over the time horizon while accounting for costs of augmentation. Two possible orders of events are considered for different life histories of the species relative to augmentation time: move individuals either before or after population growth occurs. The control variable is the proportion of the reserve population to be moved to the target population. We develop solutions and illustrate numerical results which indicate circumstances for which optimal augmentation strategies depend upon the order of events.
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1. Introduction

Over the past three decades, much of ecological research has focused on biodiversity. Despite the efforts of many to protect and sustain certain species and ecosystems, there are still over 16,000 species considered threatened or endangered [12]. One method of reducing species loss is to augment declining or threatened populations with individuals from captive-bred or stable, wild populations. This method is known as ‘species augmentation’ and has also been called ‘stocking reintroduction’ [7]. Though the number of researchers calling for augmentation of threatened or endangered species has been increasing, and a handful of augmentation projects have been or are currently being carried out, there have been virtually no systematically developed theoretical or practical tools for studying and predicting the impact of species augmentation.
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Recently, researchers working to conserve various species have begun to recommend species augmentation as a means to bring declining wild populations up to sustainable levels and to introduce greater genetic diversity to threatened and endangered populations. For example, a 2004 study of relative density and population size of a threatened grizzly bear population in Washington and British Columbia recommended augmentation after finding that natural recovery was highly unlikely [29]. A 1998 study of huemul deer species in South America recommended augmentation along with other conservation efforts to increase the range and total number of huemul which had been reduced to a single population in Central Chile [28]. A 2006 population viability analysis (PVA) of ocelots (Leopardus pardalis) found that a combination of different recovery strategies, including augmentation, are needed to reduce ocelot extinction probability [14]. Other studies recommending augmentation as a means to promote species recovery and prevent extinction include [15,16,21,24,25,35].

Augmentation is related to the introduction, or reintroduction, of a species into an area not currently occupied by the species. Reintroduction can involve reestablishment of a population in a location it formerly occupied but from which it had been extirpated, or it could be a new introduction that might be in response to changes in environment. Climate change might lead to range shifts of species, and in some instances require active efforts to relocate or reintroduce populations to account for shifts in environmental conditions [31]. Though different in detail, the modelling approach we develop here can be used to address reintroduction.

In addition to such recommendations for augmentation, a handful of species augmentation projects have been executed and their level of success documented. Between July 1990 and October 1993, four female grizzly bears (Ursus arctos horribilis) of cub-bearing age were captured in British Columbia and translocated to the Cabinet Mountains in Montana for an augmentation effort [33]. As of 2004, three of the four females were still within their target release area, but none of the three had produced any cubs. In 2007, it was reported that there was genetic evidence that at least one of the original transplanted bears had reproduced [19]. In 2009, it was confirmed that one translocated female and her offspring were still in the target release area [38]. In 1995, eight female panthers (Puma concolor) were brought from Texas to augment the endangered Florida panther population in an effort to increase the low-genetic diversity of the Florida panther population [22]. Since the augmentation effort, the panther population has increased roughly from 30 individuals to almost 100 and there is no evidence that individuals with Texas panther ancestry have inbreeding-related defects [11,22,26].

Despite the growing need and use of species augmentation as a conservation tool, very few mathematical results or practical tools have been developed to study and predict the impact of species augmentation. The models developed to describe and predict the outcome of species augmentation, though potentially applicable to a wider range of species, do not attempt to develop any general mathematical theory for augmentation and instead focus solely on one species. Pfab and Witkowski [25] constructed a PVA which compared four management strategies, one of which was augmentation for the critically endangered succulent plant species Euphorbia clivicola confined to only two known populations in the Northern Province of South Africa. Hearne and Swart [15] constructed a nonlinear differential equation model of the black rhinoceros (Diceros bicornis) in South Africa for which their simulations gave an indication of the number and age of animals which should be translocated to maximize the growth rate of the total rhino population in southern Africa. Prior to the 1995 Florida panther augmentation, Hedrick [16] developed a population genetics model to evaluate the potential for genetic restoration via augmentation and its specific applicability to the Florida panther case. This model was then used as one of the justifications to proceed with the Florida panther augmentation project. Rout et al. [30] developed a stochastic population model of the bridled nailtail wallaby (Onychogalea fraenata) and used decision theory and stochastic dynamic programming to determine an optimal translocation strategy of how many wallabies to augment each
population, given the state of each population, in order to maximize the benefit to the entire species.

Optimal control theory has been applied to systems of ordinary differential equations and discrete-time difference equations, modelling a variety of population scenarios. See, for example, [13] for a predator-prey system, [32] for a harvesting problem for bears in a park-forest scenario, and [37] for control of pests. See the books by Eisen [10], Lenhart and Workman [40], and Sethi and Thompson [34] for other examples. Hearne and Swart [15] developed a model for the optimal translocation of an age-structured black rhino population, where the strategies of maximizing the translocation rate and maximizing the growth of a newly established population are compared. We present the first application of optimal control theory to model species augmentation in discrete time.

The scientific interest and ecological importance of species augmentation as a conservation tool merits the development of a general mathematical control framework for species augmentation which will provide mathematical modelers, ecologists, and natural resource managers with theory and tools for analysing control strategies in augmented systems. The approach we develop here is based on discrete-time dynamic optimization methods with continuous state variables. There is an extensive literature on discrete-state space and discrete-time optimization which has been applied to many population biology and behavioral ecology situations [8], utilizing statistical decision theory with dynamic programming as the solution method. There has also been considerable development of mathematical programming approaches for spatial optimization in spatially gridded systems and discrete-time control options [17,18]. Spatial considerations of reserve design have rarely considered the temporal aspects of augmentation despite considerable effort to take account of the impacts of spatial heterogeneity on the success of the design [39]. Which modelling approach is most appropriate will depend upon the context of the particular conservation problem, and the impact on order of interactions on optimal policies may depend upon the modelling approach taken.

In a discrete-time model, the order of events is crucial. See the book by Caswell [6] (Section 2.4.2) for a discussion about the timing of events and model structure for discrete models. For the augmentation models presented here, we are illustrating the effect of the order of events on results from optimal control actions. Though optimal control has been applied to a variety of discrete-time models, this is one of the first which compares the effects of different underlying orders of events on optimal control strategies and state dynamics [23,41].

In this paper, we investigate the optimal augmentation of an endangered/threatened species population in discrete time, where there are two possible orders of events at each discrete-time step. The objective is to investigate general issues of timing of augmentation relative to major components of organism life history, such as reproductive or breeding season, rather than to develop a particular case study. Our numerical results demonstrate that a difference in the order of events can lead to qualitatively different augmentation strategies, and qualitatively different short-term and long-term dynamics of the population involved in the augmentation. Thus, life history constraints interact with constraints arising from feasible conditions to carry out augmentation in determining the impacts of augmentation programs.

2. Optimal control of two models of species augmentation

We consider a system in which there are two populations of interest: \( N \), a target/endangered population, and \( R \), a reserve population. We assume that, at the initial time, the endangered population is declining due to small population size. For the reserve population to be a viable source from which to harvest individuals to augment the target population, it must be at equilibrium or growing at the initial time. Thus, in the absence of augmentation, the target and reserve populations
grow according to the logistic-type discrete difference equations

\[ N_{k+1} - N_k = rN_k \left( \frac{N_k}{K_N} - a \right) \left( 1 - \frac{N_k}{K_N} \right), \]  

\[ R_{k+1} - R_k = sR_k \left( \frac{R_k}{K_R} - b \right) \left( 1 - \frac{R_k}{K_R} \right) \]  

respectively, where \( N_k \) and \( R_k \) are the target and reserve population sizes at time step \( k \), \( r \) and \( s \) are the intrinsic growth rates of \( N \) and \( R \), respectively. The model is constructed such that, for \( N_k < aK_N \) and \( R_k < bK_R \), the endangered and reserve populations, respectively, are declining. This density-dependent population decline is known as the Allee effect.

2.1. The Allee effect

In the 1930s, Warder C. Allee wrote about the possibility of populations at low numbers having a positive relationship between any component of fitness and either the numbers or density of conspecifics [1,2,4,9,36]. Since then, this biological phenomenon has been referred to as the Allee effect. The general idea is that individuals in small populations will have lower reproduction and survival rates, but that these rates will increase with population size or density. The Allee effect is generally thought to disappear once population size or density is large enough and increased intraspecific competition (competition for resources among individuals within the population) occurs. The most obvious cause of the Allee effect in sexually reproducing species is the difficulty in finding mates at low-population sizes [4]. Other causes could be the necessity of a minimal group size for finding food, preventing predator attacks, and rearing offspring [4,9,36].

A distinction is made between what is known as a strong Allee effect and a weak Allee effect. Populations exhibiting a strong Allee effect have a critical population size or density, below which the growth rate of the population is negative and above which the population growth rate is positive. Populations exhibiting a weak Allee effect do not have this critical threshold [3].

Populations requiring augmentation are often populations small in size and on the decline. For endangered populations exhibiting a strong Allee effect, it is reasonable to assume that the populations are currently below some critical density and currently have a negative growth rate. If these populations could be augmented to be above the critical density, they would begin to grow on their own.

The underlying population model in Equations (1) and (2) is assumed to have both logistic growth and a strong Allee effect. For the remainder of this article, when we state that we are including the Allee effect, it is implied that we are using a strong Allee effect.

2.2. Order of events

In using discrete models, the order in which events take place is very important. For the underlying model described in Equations (1) and (2), there are two possibilities:

(I) At each time step, we harvest and augment, then let the populations grow;

(II) At each time step, we let the populations grow, then harvest and augment.

In some augmentation projects, it may be best to augment prior to the breeding season. In this case, the reserve population would be harvested and the target population augmented before the populations grow each year (i.e. prior to the breeding season an in Case I). Thus, in Case I, a single time step goes from just prior to the breeding season of 1 year to just prior to the breeding season of the next year. However, in other cases, wildlife managers may be limited to augmenting
when individuals become available, and this may result is a scenario more like Case II where the population is augmented after the breeding season. Thus, in Case II, a single time step goes from just after the breeding season in 1 year to just after the breeding season in the next year. These two different schemes for describing whether to augment before or after the breeding season are similar to the ‘postbreeding census’ and ‘prebreeding census’ schemes as described by Caswell [6].

We investigate how the change in the order will affect the optimal augmentation strategy and the short- and long-term population dynamics of both the target and reserve populations. In each case, we assume that the object of augmentation is to maximize the target population and the reserve population at a given final time \( T \), while minimizing the cost of translocating individuals from the reserve population to the target population. We assume that the total population \( (N + R) \) is to be maximized by the final time, with different relative weights applied to the reserve and target populations. We assume that it is not as important to maximize the reserve population as it is to maximize the target population at the final time. In each case, we have a vector of controls \( u = (u_0, \ldots, u_{T-1}) \), where \( u_k \) is the control applied (the fraction of the reserve population that is harvested and translocated to the target population) at time step \( k \).

### 2.3. Grow then augment

For this first model, we let the populations grow and then translocate individuals from the reserve population to the target population. Thus, the system in Equations (1) and (2) becomes

\[
N_{k+1} = N_k \left[ r \left( \frac{N_k}{K_N} - a \right) \left( 1 - \frac{N_k}{K_N} \right) + 1 \right] + u_k R_k \left[ s \left( \frac{R_k}{K_R} - b \right) \left( 1 - \frac{R_k}{K_R} \right) + 1 \right],
\]

\[
R_{k+1} = (1 - u_k) R_k \left[ s \left( \frac{R_k}{K_R} - b \right) \left( 1 - \frac{R_k}{K_R} \right) + 1 \right].
\]

Rescaling these two populations with respect to their carrying capacities \( x \equiv N_k/K_N \) and \( y \equiv R_k/K_R \) gives

\[
x_{k+1} = x_k [r(x_k - a)(1 - x_k) + 1] + pu_k y_k [s(y_k - b)(1 - y_k) + 1],
\]

\[
y_{k+1} = (1 - u_k) y_k [s(y_k - b)(1 - y_k) + 1],
\]

where \( p \equiv K_R/K_N \), that is, the ratio of the reserve carrying capacity to the endangered carrying capacity, and \( r \) and \( s \) are the intrinsic growth rates for the target and reserve populations, respectively. Thus, we have a vector for each state, \( x = (x_0, \ldots, x_T) \) and \( y = (y_0, \ldots, y_T) \), where \( x_k \) and \( y_k \) are the densities of the target and reserve populations, respectively, at time step \( k \), and the initial densities, \( x_0 \) and \( y_0 \), are known. Notice that since we are modelling population densities, we ignore issues that arise in discrete modelling with counting fractional individuals. We assume that the target population \( x \) has an initial density \( x_0 \) below its minimum threshold for growth \( a \), and that the reserve population \( y \) has an initial density \( y_0 \) above its minimum threshold for growth \( b \), that is, \( x_0 < a \) and \( y_0 > b \). Thus, the optimal control formulation is

\[
\max_{u \in U} \left[ x_T + By_T - \sum_{n=0}^{T-1} (A_1 u_n^2 + A_2 u_n) \right],
\]

where

\[
U = \{ u = (u_0, \ldots, u_{T-1}) | 0 \leq u_k \leq 0.9, k = 0, 1, \ldots, T - 1 \}
\]
As usual in discrete optimal control problems, the state vectors have one more component than the control vectors. Additionally, note that the maximum allowable value for $u_k$ is 0.9, indicating that at each time step, we can have no more than 90% of the entire reserve population at that time step.

We refer to the function being maximized as the objective functional, denoted

$$J(u) = x_T + By_T - \sum_{n=0}^{T-1} (A_1 u_n^2 + A_2 u_n).$$

Using this objective functional, we are maximizing the target population at the final time, minimizing the reserve population at the final time (but weighted by the constant $0 < B < 1$), and minimizing the cost associated with translocated individuals from the reserve population to the target population over the time steps $(0, 1, \ldots, T-1)$. The cost term $A_1 u_n^2$, which has quadratic dependence on $u_k$, accounts for nonlinear increases in the costs of translocation as the fraction translocated at a given time step increases. For example, the cost of labour to find and translocate suitable individuals may increase in a nonlinear fashion as more individuals are translocated at each time step since the time required to find one individual may increase nonlinearly as more individuals are sought per time step. The cost term $A_2 u_k$, which has linear dependence on $u_k$, accounts for linear increases in the costs of translocation as the fraction translocated at a given time step increases. For example, the cost of various supplies required to translocate one individual may be fixed, and thus this cost would increase linearly as the proportion of the reserve population being translocated per time step increased. Note that we assume $A_1 > 0$ and $A_2 \geq 0$.

Using a generalization of Pontryagin’s maximum principle [27], we can derive the necessary conditions that an optimal control and corresponding state must satisfy. These conditions are similar to when the underlying states are described using ordinary differential equations. We then use the necessary conditions to derive a characterization of the optimal control. The following theorem assumes that there exists an optimal control, which is valid since we have bounded controls and states for a finite number of time steps.

**Theorem 2.1** Suppose $u^* = (u_0^*, u_1^*, \ldots, u_{T-1}^*)$ is an optimal control vector containing the optimal control value $u_k^*$ at each time step $k$ for the optimal control formulation given in Equations (7)-(10). Let $x^* = (x_0^*, x_1^*, \ldots, x_T^*)$ and $y^* = (y_0^*, y_1^*, \ldots, y_T^*)$ be the corresponding state solutions. Then, there exists adjoint variables $\lambda_x = (\lambda_{x,0}, \lambda_{x,1}, \ldots, \lambda_{x,T})$ and $\lambda_y = (\lambda_{y,0}, \lambda_{y,1}, \ldots, \lambda_{y,T})$ such that

$$\lambda_{x,k} = \lambda_{x,k+1}[-3r(x_k^*)^2 + 2r(1 + a)x_k^* + (1 - ra)],$$

(12)

$$\lambda_{x,T} = 1,$$

(13)

$$\lambda_{y,k} = [pu_k^* \lambda_{x,k+1} + (1 - u_k^*) \lambda_{y,k+1}][-3s(y_k^*)^2 + 2s(1 + b)y_k^* + (1 - sb)],$$

(14)

$$\lambda_{y,T} = B.$$  

(15)

Furthermore, the optimal control is represented by

$$u_k^* = \min \left\{ 0.9, \max \left\{ 0, \frac{-A_2 + (p \lambda_{x,k+1} - \lambda_{y,k+1})[sy_k(b - y_k)(1-y_k)+y_k]}{2A_1} \right\} \right\}.$$  

(16)
Proof Suppose \( u^* = (u^*_0, u^*_1, \ldots, u^*_T) \) is an vector of optimal controls with corresponding states \( x^* = (x^*_0, x^*_1, \ldots, x^*_T) \) and \( y^* = (y^*_0, y^*_1, \ldots, y^*_T) \). Using Pontryagin’s maximum principle for optimal control formulations with discrete-time difference state equations \([34,40]\), the Hamiltonian is formed

\[
H_k = -A_1 u^2_k - A_2 u_k + \lambda_{x,k+1} x_k [r(x_k - a)(1 - x_k) + 1] + pu_k y_k s(y_k - b)(1 - y_k) + 1]
\]

and the adjoint equations are constructed

\[
\lambda_{x,k} = \frac{\partial H_k}{\partial x_k} = \lambda_{x,k+1} \{-3r(x^*_k)^2 + 2r(1 + a)x_k + (1 - ra)\},
\]

\[
\lambda_{y,k} = \frac{\partial H_k}{\partial y_k} = [pu_k^* \lambda_{x,k+1} + (1 - u^*_k)\lambda_{y,k+1}] \{-3sy^*_k^2 + 2s(1 + b)y_k + (1 - sb)\},
\]

and the transversality condition gives \( \lambda_{x,T} = 1 \) and \( \lambda_{y,T} = B \). The Hamiltonian differentiated with respect to the control is

\[
\frac{\partial H_k}{\partial u_k} = -2A_1 u_k - A_2 + (p\lambda_{x,k+1} - \lambda_{y,k+1}) y_k [s(y_k - b)(1 - y_k) + 1].
\]

For the given objective functional, we maximize the Hamiltonian with respect to \( u_k \).

On the set \( \{k | 0 < u^*_k < 0.9\} \), \( \frac{\partial H_k}{\partial u_k} = 0 \) at \( u^*_k \). Thus,

\[
\frac{\partial H_k}{\partial u_k} = -2A_1 u_k - A_2 + (p\lambda_{x,k+1} - \lambda_{y,k+1}) y_k [s(y_k - b)(1 - y_k) + 1] = 0
\]

\[
\implies u^*_k = \frac{-A_2 + (p\lambda_{x,k+1} - \lambda_{y,k+1}) y_k [s(y_k - b)(1 - y_k) + 1]}{2A_1}
\]

When \( \frac{\partial H_k}{\partial u_k} < 0 \), then \( u^*_k = 0 \) and

\[
-A_2 + (p\lambda_{x,k+1} - \lambda_{y,k+1}) y_k [s(y_k - b)(1 - y_k) + 1] < 0
\]

\[
\implies \frac{-A_2 + (p\lambda_{x,k+1} - \lambda_{y,k+1}) y_k [s(y_k - b)(1 - y_k) + 1]}{2A_1} < 0
\]

since \( A_1 > 0 \).

When \( \frac{\partial H_k}{\partial u_k} > 0 \), then \( u^*_k = 0.9 \) and

\[
-2A_1 - A_2 + (p\lambda_{x,k+1} - \lambda_{y,k+1}) y_k [s(y_k - b)(1 - y_k) + 1] > 0
\]

\[
\implies \frac{-A_2 + (p\lambda_{x,k+1} - \lambda_{y,k+1}) y_k [s(y_k - b)(1 - y_k) + 1]}{2A_1} > 1.
\]

Combining the cases when \( u^*_k = 0, 0 < u^*_k < 0.9, \) and \( u^*_k = 0.9 \), we find the characterization of optimal control is

\[
u^*_k = \min \left\{ 0.9, \max \left\{ 0, \frac{-A_2 + (p\lambda_{x,k+1} - \lambda_{y,k+1}) [s(y_k - b)(1 - y_k) + y_k]}{2A_1} \right\} \right\}.\]

\[\square\]
2.4. Augment then grow

To model the scenario where we harvest and augment first and then let the populations grow, the results after augmentation, $N_k + u_k R_k$ and $R_k - u_k R_k$, are substituted into their respective growth functions (Equations (1) and (2)),

$$
N_{k+1} = (N_k + u_k R_k) \left[ r \left( \frac{N_k + u_k R_k}{K_N} - a \right) \left( 1 - \frac{N_k + u_k R_k}{K_N} \right) + 1 \right],
$$

$$
R_{k+1} = (R_k - u_k R_k) \left[ s \left( \frac{R_k - u_k R_k}{K_R} - b \right) \left( 1 - \frac{R_k - u_k R_k}{K_R} \right) + 1 \right].
$$

Rescaling these two populations with respect to their carrying capacities ($x_k \equiv N_k/K_N$ and $y_k \equiv R_k/K_R$) gives

$$
x_{k+1} = (x_k + pu_k y_k) [r(x_k + pu_k y_k - a)(1 - x_k - pu_k y_k) + 1],
$$

$$
y_{k+1} = (y_k - u_k y_k) [s(y_k - u_k y_k - b)(1 - y_k + u_k y_k) + 1].
$$

where $p \equiv K_R/K_N$, that is, the ratio of the reserve carrying capacity to the endangered carrying capacity. Again, we assume that the target population $x$ has an initial density $x_0$ below its minimum threshold for growth $a$, and that the reserve population $y$ has an initial density $y_0$ above its minimum threshold for growth $b$, that is, $x_0 < a$ and $y_0 > b$. Thus, the optimal control formulation is given by Equations (7) and (8), and for $k = 0, 1, \ldots, T - 1$

$$
x_{k+1} = (x_k + pu_k y_k) [r(x_k + pu_k y_k - a)(1 - x_k - pu_k y_k) + 1], \quad x_0 < a,
$$

$$
y_{k+1} = (y_k - u_k y_k) [s(y_k - u_k y_k - b)(1 - y_k + u_k y_k) + 1], \quad y_0 > b.
$$

Notice that the objective functional $J(u)$ is the same as the grow then augment model, see Equation (11). Again, we will assume $A_1 > 0$ and $A_2 \geq 0$.

In order to utilize Pontryagin’s maximum principle, the Hamiltonian, $H_k$, must satisfy the concavity condition

$$
\frac{\partial^2 H_k}{\partial u_k^2} \leq 0
$$

for all time steps $k$ [5]. Note that for the case of grow then augment, where the Hamiltonian is given by Equation (17), this condition is obviously satisfied since

$$
\frac{\partial^2 H_k}{\partial u_k^2} = -2A_1
$$

for all time steps $k$ and $A_1 > 0$.

Were we to use Pontryagin’s maximum principle to determine a characterization for the optimal control, we would have to construct the Hamiltonian function

$$
H_k = -A_1 u_k^2 - A_2 u_k + \lambda_{x,k+1} (x_k + pu_k y_k) [r(x_k + pu_k y_k - a)(1 - x_k - pu_k y_k) + 1] + \lambda_{y,k+1} (1 - u_k) y_k [s((1 - u_k) y_k - b)(1 - (1 - u_k) y_k) + 1],
$$

(26)
Thus, we can write the Hamiltonian as

\[ (x_k + pu_k y_k) [r(x_k + pu_k y_k - a)(1 - x_k - pu_k y_k) + 1] \]
\[ = -rx_k^2 + r(1 + a)x_k^2 + (1 - ra)x_k \]
\[ + [-3rx_k^2 + 2r(1 + a)x_k + (1 - ra)]pu_k y_k \]
\[ - [3rx_k - r(1 + a)]p^2 u_k^2 y_k^2 - rp^3 u_k^3 y_k^3. \]

Expanding the product after \( \lambda_{y,k+1} \) in Equation (26), we get

\[ (y_k - u_k y_k) [s(y_k - u_k y_k - b)(1 - y_k + u_k y_k) + 1] \]
\[ = -sy_k^2 + s(1 + b)y_k^2 + (1 - sb)y_k + [3sy_k^2 - 2s(1 + b)y_k^2 - (1 - sb)y_k]u_k \]
\[ - [3sy_k^2 - s(1 + b)y_k^2]a_k + su_k^3 y_k^3. \]

Thus, we can write the Hamiltonian as

\[ H_k = -A_1 u_k^2 - A_2 u_k + \lambda_{x,k+1} [-rx_k^2 + r(1 + a)x_k^2 + (1 - ra)x_k \]
\[ + [-3rx_k^2 + 2r(1 + a)x_k + (1 - ra)]pu_k y_k - [3rx_k - r(1 + a)]p^2 u_k^2 y_k^2 - rp^3 u_k^3 y_k^3] \]
\[ + \lambda_{y,k+1} [-sy_k^2 + s(1 + b)y_k^2 + (1 - sb)y_k + [3sy_k^2 - 2s(1 + b)y_k^2 - (1 - sb)y_k]u_k \]
\[ - [3sy_k^2 - s(1 + b)y_k^2]a_k + su_k^3 y_k^3] \] \quad (27)

Now, let

\[ f_{A,k}(x_k, y_k, \lambda_{x,k+1}, \lambda_{y,k+1}) = -rp^3 \lambda_{x,k+1} y_k^3 + s\lambda_{y,k+1} y_k^3, \]
\[ f_{B,k}(x_k, y_k, \lambda_{x,k+1}, \lambda_{y,k+1}) = A_1 + \lambda_{x,k+1} [3rx_k - r(1 + a)]p^2 y_k^2 + \lambda_{y,k+1} [3sy_k - s(1 + b)]y_k^2, \]
\[ f_{C,k}(x_k, y_k, \lambda_{x,k+1}, \lambda_{y,k+1}) = -A_2 + \lambda_{x,k+1} [-3rx_k^2 + 2r(1 + a)x_k + (1 - ra)]py_k \]
\[ + \lambda_{y,k+1} [3sy_k^2 - 2s(1 + b)y_k - (1 - sb)]y_k, \]
\[ f_{D,k}(x_k, y_k, \lambda_{x,k+1}, \lambda_{y,k+1}) = \lambda_{x,k+1} [-rx_k^2 + r(1 + a)x_k^2 + (1 - ra)x_k] \]
\[ + \lambda_{y,k+1} [-sy_k^3 + s(1 + b)y_k^2 + (1 - sb)y_k]. \]

Thus, we can rewrite the Hamiltonian as

\[ H_k = f_{A,k} u_k^3 - f_{B,k} u_k^2 + f_{C,k} u_k + f_{D,k} \] \quad (28)

The second derivative of the Hamiltonian at time step \( k \) with respect to the control at time step \( k \) using the form of the Hamiltonian given in Equation (28) is

\[ \frac{\partial^2 H_k}{\partial u_k^2} = 6f_{A,k} u_k - 2f_{B,k}. \] \quad (29)

Since we cannot guarantee that

\[ \frac{\partial^2 H_k}{\partial u_k^2} \leq 0 \]

for all parameter sets, we cannot utilize Pontryagin’s maximum principle for this particular control problem. See [5] for an example in which the optimal control does not maximize the Hamiltonian with respect to the controls due the lack of concavity. Thus, we turn to alternative numerical methods to solve our optimal control problem.
3. Numerical methods

3.1. Grow then augment

The optimal control can be numerically calculated under various parameter sets using a discrete-time version of the forward–backward sweep method. An initial guess is made for the vector of optimal controls, \( u = (u_0, u_1, \ldots, u_{T-1}) \). Using the initial guess for \( u \), we then solve for \( x = (x_0, x_1, \ldots, x_T) \) and \( y = (y_0, y_1, \ldots, y_T) \) using Equations (9) and (10) and the given initial conditions \( x_0 \) and \( y_0 \). Then, using the vectors \( u, x, \) and \( y \), we solve for \( \lambda_x = (\lambda_{x,0}, \lambda_{x,1}, \ldots, \lambda_{x,T}) \) and \( \lambda_y = (\lambda_{y,0}, \lambda_{y,1}, \ldots, \lambda_{y,T}) \) using Equations (12) and (14) with transversality conditions \( \lambda_{x,T} = 1 \) and \( \lambda_{y,T} = B \). At this point, the optimal control is updated using the characterization for the optimal control, Equation (16), and the vectors for the state and adjoint variables. This updated control replaces the initial control and the process is repeated until the successive iterates of control vectors are sufficiently close. See the book by Kelley [20] for iterative methods for discrete control problems.

3.2. Augment then grow

Due to the fact that we cannot utilize Pontryagin’s maximum principle, we must resort to a numerical method that directly maximizes the objective functional,

\[
J(u) = x_T + By_T - \sum_{n=0}^{T-1}(A_1 u_n^2 + A_2 u_n).
\]

We discretize the range of the control and search for the control that maximizes \( J \). To accomplish this, we first define how fine the control space \( U \) will be discretized. Recall, each \( u_k \) must be in the interval \([0, 0.9]\), for \( k = 0, \ldots, T - 1 \). Let \( n \) be the number of discrete values of \( u_k \) in the interval \([0, 0.9]\), and let

\[
h = \frac{0.9 - 0}{n - 1} = \frac{0.9}{n - 1}.
\]

Thus, given an \( n \), the possible discrete values for \( u_k \) are given in the set

\[
U_{\text{mesh}} = \{0, h, 2h, 3h, \ldots, (n-2)h, 0.9\}.
\]

Next, evaluate the objective functional for all possible permutations of the components of \( u \). If, for example, \( T = 5 \) and \( n = 10 \), then

\[
u = (u_0, u_1, u_2, u_3, u_4),
\]

and there are \( 5^{10} = 9,765,625 \) possible permutations for \( u \). Note, the objective functional depends not only on \( u \), but also on \( x_T \) and \( y_T \). Thus, given a permutation of \( u \), we first solve for \( x_T \) and \( y_T \) using Equations (23) and (24), respectively. Then, using \( x_T \), \( y_T \), and \( u \), we evaluate \( J(u) \). In evaluating the objective functional for each \( u \), we can determine which \( u \) maximizes the objective functional. For this numerical method, the vector \( u \) that maximizes the objective functional will be referred to as the optimal control. For a problem with more time steps or a much finer mesh for \( U_{\text{mesh}} \), a more efficient numerical algorithm will be needed.

4. Numerical results

In considering various parameter scenarios, the parameter constraints \( x_0 < a \) and \( y_0 > b \) must be included. For the examples included here, we take the minimum threshold for growth for both the
target and reserve populations to be 0.3 (that is 30\% of each population’s carrying capacity) with $x_0 = 0.25$ and $y_0 = 0.7$. Thus, the target population is starting just below its minimum threshold for growth, and the reserve population is starting well above its minimum threshold for growth. For each of the following scenarios, we use the parameters $a = 0.30, b = 0.30, x_0 = 0.25, y_0 = 0.70, p = 1$ and vary the values of the parameters $r, s, A_1, A_2,$ and $B$. Additionally, in each the scenarios, we assume $T = 5$, where the units of $T$ correspond to the length of time from the start of one breeding season to the start of the next breeding season. We do not attempt here to display an exhaustive analysis of all parameter sets, but instead to highlight parameter scenarios for which the different order of events in the two models (grow then augment vs. augment then grow) can lead to different qualitative outcomes.

Finally, in each of the scenarios where the population is modelled by the augment then grow model, we let $n = 19$ which corresponds to $h = 0.05$, and thus

$$U_{\text{mesh}} = \{0, 0.05, 0.10, \ldots, 0.85, 0.90\}.$$ 

Since we are considering small population sizes, it is reasonable to consider 5\% increments of $u_k$. For a small population, moving some small percentage (< 5\%) would correspond to moving one individual. Furthermore, since we are looking for qualitative results, requiring a finer mesh for $U_{\text{mesh}}$ is unnecessary.

### 4.1. Scenario 1: Qualitatively different optimal augmentation strategies

In the first parameter scenario we considered, we let $a = 0.30, b = 0.30, r = 0.30, s = 0.70, p = 1, x_0 = 0.25, y_0 = 0.70, A_1 = 0.10, A_2 = 0.50,$ and $B = 0.25$ (Figure 1). Thus, in this scenario some of the cost of augmentation is quadratic with respect to the control ($A_1 = 0.10$), while some of the cost is linear ($A_2 = 0.50$). Additionally, the value of $B = 0.25$ indicates that it is 25\% as important to maximize the reserve population at the final time as it is to maximize the target population at the final time.

Figure 1(a) shows the target and reserve populations, along with the optimal control at each time step when the grow then augment model is used. Note that the values for the optimal control in this scenario (grow then augment) are

$$u = [0.10 \ 0.10 \ 0.10 \ 0.09 \ 0.09],$$

and thus a low level of augmentation occurs at each time step. For time steps $k = 0, 1,$ and 2, 10\% of the reserve population is translocated to the target population, and at time steps $k = 3$ and 4, 9\% of the reserve population is translocated. This maintained low level of augmentation is enough to augment the target population such that it rises above its minimum threshold for growth, $a = 0.3$ (see dashed black line in Figure 1(a)) by $k = 1$, and above 60\% of its carrying capacity by the final time $T = 5$.

Figure 1(b) shows the target and reserve populations, along with the optimal control at each time step when the augment then grow model is used. Note that the values for the optimal control in this simulation (augment then grow) are

$$u = [0.00 \ 0.00 \ 0.00 \ 0.50 \ 0.00],$$

and thus the only augmentation occurs at time step $k = 3$ when 50\% of the reserve population is translocated to the target population. As with the grow then augment simulation (Figure 1(a)), we see that the augmentation leads to both the target and reserve populations being above their minimum thresholds for growth ($a = b = 0.30$) at the final time.
Figure 1. Simulations for the discrete optimal control of augmentation where the population (a) grows and then is augmented at each time step and (b) the populations is augmented before growth in each time step. In both simulations, the parameters are $a = 0.30, b = 0.30, r = 0.30, s = 0.70, p = 1, x_0 = 0.25, y_0 = 0.70, A_1 = 0.10, A_2 = 0.50$, and $B = 0.25$. The graphs on the left show the density of the target (red) and reserve (blue dashed) populations at each time step. The graphs on the right show the proportion of the reserve population used to augment the target population at each time step. Note that the values for the optimal control are (a) $u = [0.10 0.10 0.10 0.09 0.09]$ and (b) $u = [0.00 0.00 0.00 0.50 0.00]$. (a) Grow then augment and (b) augment then grow.

When we compare the optimal controls for Figure 1(a) and (b), we find that they are qualitatively different. When the underlying model allows the population to grow before augmenting at each time step, the qualitative optimal control strategy in this parameter scenario is to maintain a low level of augmentation at each time step. However, when the underlying model augments the population before population growth occurs in each time step, the qualitative optimal control strategy in this parameter scenario is to only augment at one time step, $k = 3$. Thus, this parameter set demonstrates that a difference in the order of events of the underlying model for the optimal control formulation, can lead to qualitatively different optimal control strategies. It should be noted that when many other parameter scenarios were explored, the majority of them led to optimal control strategies which were generally qualitatively similar. However, there was no obvious parameter trend or parameter threshold to indicate when the optimal strategies would be qualitatively similar or different.
4.2. Scenario 2: Qualitatively different short-term population dynamics post augmentation

In the second parameter scenario we considered, we let $a = 0.30$, $b = 0.30$, $r = 0.25$, $s = 1.20$, $p = 1$, $x_0 = 0.25$, $y_0 = 0.70$, $A_1 = 1$, $A_2 = 0$, and $B = 0$ (Figure 2). Thus, in this scenario, the cost of augmentation is strictly quadratic with respect to the control ($A_1 = 1$), with none of the cost being linear ($A_2 = 0$). Additionally, the value of $B = 0$ indicates that there is no importance given to maximizing the reserve population at the final time.

Figure 2(a) shows the target and reserve populations, along with the optimal control at each time step when the grow then augment model is used. Note that the values for the optimal control
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**Figure 2.** Simulations for the discrete optimal control of augmentation where the population (a) grows and then is augmented at each time step and (b) the population is augmented before growth in each time step. In both simulations, the parameters are $a = 0.30$, $b = 0.30$, $r = 0.25$, $s = 1.20$, $p = 1$, $x_0 = 0.25$, $y_0 = 0.70$, $A_1 = 1$, $A_2 = 0$, and $B = 0$. The graphs on the left show the density of the target (red) and reserve (blue dashed) populations at each time step. The graphs on the right show the proportion of the reserve population used to augment the target population at each time step. Note that the values for the optimal control are (a) $u = [0.13 \ 0.14 \ 0.16 \ 0.21 \ 0.34]$ and (b) $u = [0.10 \ 0.10 \ 0.15 \ 0.20 \ 0.30]$. (a) Grow then augment and (b) augment then grow.
in this scenario (grow then augment) are

\[ u = [0.13\ 0.14\ 0.16\ 0.21\ 0.34], \]

and thus the augmentation starts at a low level and slowly rises over each of the time steps. This optimal augmentation strategy is such that the target population is augmented such that it rises above its carrying capacity by the final time, that is, \( x_T > 1 \). We refer to this type of strategy as ‘over-augmenting’ the target population. This is likely due to the relatively high intrinsic growth rate of the reserve population (\( s = 1.2 \)). Since the reserve population is able to sufficiently replace harvested individuals at each time step, the density of the reserve population remains high, and thus the total number of individuals translocated at each time step is large; large enough to over-augment the target population by the final time.

Figure 2(b) shows the target and reserve populations, along with the optimal control at each time step when the augment then grow model is used. Note that the values for the optimal control in this simulation (augment then grow) are

\[ u = [0.10\ 0.10\ 0.15\ 0.20\ 0.30], \]

that is, at time steps \( k = 0, 1 \), 10\% of the reserve population is translocated to the target population, at time steps \( k = 2, 3, 4 \), 15\%, 20\%, and 30\%, are translocated, respectively. Thus, like in Figure 1(a), we see that the optimal augmentation strategy is to start augmenting at a low level and slowly increase the level of augmentation over each of the time steps. This optimal augmentation strategy leads to both the target and reserve populations being above their minimum thresholds for growth (\( a = b = 0.30 \)) at the final time. However, for this underlying model (augment then grow), the target population is not over-augmented, that is, \( a < x_T < 1 \).

When we compare the optimal controls for Figure 2(a) and (b), we find that, though the optimal augmentation strategies are qualitatively similar, they lead to different short-term population dynamics after the final time \( T = 5 \). When the underlying model is to grow then augment, at the final time, the target population is above its carrying capacity and the reserve population is above its minimum threshold for growth but below its carrying capacity. Thus, if it is still appropriate to model the populations using the underlying population model given in Equations (1) and (2), then for time steps beyond \( T = 5 \), the target population will decline towards its carrying capacity, while the reserve population increases towards its carrying capacity. However, when the underlying model is augment then grow, at the final time, both the target and reserve populations are between their minimum threshold for growth and their carrying capacities. Thus, for time steps beyond \( T = 5 \), both the target and reserve populations will grow towards their carrying capacity. Thus, we see this difference in short-term dynamics given the order of events at each time step in the underlying model. In one case, we will see a small decline in the target population after the augmentation strategy is implemented (grow then augment), and in the other case, we will see the target population to continue to increase after the optimal augmentation strategy is implemented (augment then grow).

### 4.3. Scenario 3: Qualitatively different long-term population dynamics post augmentation

In the third parameter scenario we considered, we let \( a = 0.30,\ b = 0.30,\ r = 0.25,\ s = 0.30,\ p = 1,\ x_0 = 0.25,\ y_0 = 0.70,\ A_1 = 1,\ A_2 = 0,\ \text{and}\ B = 0 \) (Figure 3). Thus, in this scenario, all the parameters are the same as in the previous scenario, except the intrinsic growth rate of the reserve population which has been lowered to \( s = 0.30 \). Therefore, in this parameter scenario, the reserve population will not be able to replace harvested individuals as quickly as in the previous parameter scenario when \( s = 1.20 \).
Figure 3. Simulations for the discrete optimal control of augmentation where the population (a) grows and then is augmented at each time step and (b) the populations is augmented before growth in each time step. In both simulations, the parameters are \(a = 0.30, b = 0.30, r = 0.25, s = 0.30, p = 1, x_0 = 0.25, y_0 = 0.70, A_1 = 1, A_2 = 0,\) and \(B = 0.\) The graphs on the left show the density of the target (red) and reserve (blue dashed) populations at each time step. The graphs on the right show the proportion of the reserve population used to augment the target population at each time step. Note that the values for the optimal control are (a) \(u = [0.19\ 0.18\ 0.18\ 0.18\ 0.18]\) and (b) \(u = [0.20\ 0.20\ 0.20\ 0.15\ 0.15]\). (a) Grow then augment and (b) augment then grow.

Figure 3(a) shows the target and reserve populations, along with the optimal control at each time step when the grow then augment model is used. Note that the values for the optimal control in this scenario (grow then augment) are

\[ u = [0.19\ 0.18\ 0.18\ 0.18\ 0.18], \]

and thus a low to moderate level of augmentation occurs at each time step. Specifically, at time step \(k = 1,\) 19% of the reserve population is translocated to the target population, and at each remaining time step, 18% is translocated. This optimal augmentation strategy leads to the target population being above its minimum threshold but below its carrying capacity by the final time,
that is, $a < x_T < 1$. However, for this parameter scenario, the optimal augmentation strategy leads to the reserve population being at its minimum threshold for growth at the final time, that is, $y_T = b$.

Figure 3(b) shows the target and reserve populations, along with the optimal control at each time step when the augment then grow model is used. Note that the values for the optimal control in this simulation (augment then grow) are

$$u = [0.20 \ 0.20 \ 0.20 \ 0.15 \ 0.15],$$

and thus a low to moderate level of augmentation occurs at each time step with the amount decreasing for time steps $k = 3, 4$. This optimal augmentation strategy leads to the target population being above its minimum threshold but below its carrying capacity by the final time, that is, $a < x_T < 1$. However, for this parameter scenario, the optimal augmentation strategy leads to the reserve population being below its minimum threshold for growth at the final time, that is, $y_T < b$.

When we compare the optimal controls for Figure 3(a) and (b), we find that, though the optimal augmentation strategies are qualitatively similar, they lead to different long-term population dynamics and different population outcomes after the final time $T = 5$. If we assume that the underlying population model given in Equations (1) and (2) holds for each population after the period of augmentation ($k = [0, 1, 2, 3, 4, 5]$), then we can analyse the long-term dynamics of each population after the final time $T = 5$. When the underlying model during augmentation is to grow then augment, at the final time, the target population is between its minimum threshold for growth and its carrying capacity, while the reserve population is at its minimum threshold for growth. Thus, the target population will continue to increase to its carrying capacity, while the reserve population remains at the equilibrium $y = b$, its minimum threshold for growth. However, when the underlying model during augmentation is to augment then grow, at the final time, the target population is between its minimum threshold for growth and its carrying capacity, while the reserve population is below its minimum threshold for growth. Thus, the target population will continue to increase to its carrying capacity, while the reserve population declines to extinction. Therefore, depending on the order of events at each time step, this parameter scenario may lead to the reserve population being maintained at its minimum threshold for growth or may lead to the reserve population becoming extinct – two very different population outcomes.

5. Conclusions and future directions

The three parameter scenarios explored in Section 3 illustrated three ways in which having a different order of events in the underlying population model of the optimal control formulation can lead to qualitatively different results.

The scenarios in Figure 1 demonstrate how qualitatively different optimal augmentation strategies arise. When many other parameter scenarios were explored, the majority of them led to optimal control strategies which were qualitatively similar. However, there was no obvious parameter trend or parameter threshold to indicate when the optimal strategies would be qualitatively similar or different. Thus, for natural resource managers considering implementing species augmentation, it is important that they know which order of events best describes the populations they are considering augmenting, how they plan to perform the augmentation, and to then carefully explore different parameter scenarios.

The scenarios in Figure 2 demonstrate how order of events can lead to a difference in the short-term dynamics of the target population. The optimal control formulation presented here allowed for the possibility of over-augmenting the target population. When natural resource managers
are considering different augmentation strategies, it may be more financially prudent to seek a strategy which does not over-augment the target population, as this could be viewed as a waste of resources. One possible extension of this optimal control formulation would be to impose a condition which did not allow for the target population to be augmented above $x_k = 1$ for any given $k$. Imposing a condition of this type would resolve the issue of over-augmenting the target population, but would likely lead to qualitatively different optimal control strategies.

The scenarios in Figure 3 demonstrate how order of events can lead to a difference in the long-term dynamics of the reserve population. Note that the optimal control formulation did not place a restriction on harvesting individuals from the reserve population. The only parameter controlling the proportion harvested from the reserve population was $B$, the weight which indicated the relative importance of maximizing the reserve population with respect to the target population. A possible extension of this optimal control formulation would be to impose a condition so that the reserve population cannot be harvested below its minimum threshold for growth, that is, $y_k > b$ for all $k$. This condition would remove the possibility of the reserve population becoming extinct, however, there may be a trade-off in some parameter scenarios where the target population can then not be sufficiently augmented such that it rises above its minimum threshold for growth by the final time. Additionally, we would expect this condition to lead to qualitatively different optimal control strategies.

The methods we utilized to obtain results on the impact of order of events on optimal augmentation can readily be extended to situations involving more complex life histories. The assumptions we made were constrained to whether population growth (e.g. birth pulses) occurred before or after augmentation. This is directly connected to considerations of demographic structure and decisions about what age or size groups to translocate, seasonal aspects of birth pulses, and the sexual status of those being translocated. There are no inherent modelling constraints in extending our approach to incorporate expanded life history considerations, though the solution techniques would become more elaborate. Similarly, our emphasis here was on augmentation rather than reintroduction. Our approach inherently allows for consideration of reintroduction (or introduction if the species had not previously been present at the new location) by allowing for a time and magnitude for translocation of an initial population to the new location (i.e. $x_0 = 0$).

The methods we develop here can readily be expanded to incorporate alternative criteria for optimization. We considered only final time maximization of the target and reserve populations accounting for costs of translocation throughout the final time period. This inherently assumes that there is public concordance on a time horizon over which the planning process for conservation of the species should be considered. It is possible that such concordance is not possible and therefore an optimization criteria that incorporates benefits for target populations at various times would be appropriate. This expansion of the control methodology we developed is straightforward though potentially more computationally demanding. Another consideration we do not include is the possibility of a major external (to the model) event, such as a disease outbreak or a major storm, which could significantly reduce the target or reserve population. While this could be framed in a stochastic model, and develop risk assessments for recovery from such events, this would require explicit assumptions about the probability distributions for catastrophic event occurrences that may well be difficult to obtain. Model analysis could readily be expanded to incorporate probability of such events in a stochastic control framework, though the analysis then becomes considerably more complex and a variety of trade-offs would need to be incorporated in the optimization criteria. This would typically take into account a mean–variance trade-off for mean population sizes minus a ‘cost’ associated with high variance in population sizes. Alternatively, one could investigate a model in which the control represents the number of individuals to be translocated. Perhaps, integer programming would be an alternate reasonable solution technique to consider [17,18].
Finally, the optimization approach we consider here is intended to provide a basis for comparison of the impacts of alternative population management schemes relative to the ‘best’ that might be feasible to accomplish. Managers developing augmentation schemes would typically have a limited set of possibilities under consideration, due to many constraints that are not reflected in our model. We do not incorporate the many constraints on effort and funding that limit feasible conservation actions. These constraints would be expected to vary considerably with particular species and circumstances, and incorporating them would involve development of a more realistic, and less general framework. What our methods provide is the ability to compare how timing impacts augmentation and estimates of how far from ‘optimal’ a particular more constrained augmentation program might be.
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