This paper examines the convergence of genetic algorithms using a cluster-analytic-type procedure. The procedure is illustrated with a hybrid genetic algorithm applied to the quadratic assignment problem. Results provide valuable insight into how population members are selected as the number of generations increases and how genetic algorithms approach stagnation after many generations.
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1. Introduction

Hybrid genetic algorithms have recently become very popular metaheuristic methods (Beasley [6]). Most genetic algorithms produce offspring by mating parents and attempt to improve the population makeup by replacing existing population members with superior offspring. In contrast, hybrid genetic algorithms, sometimes called memetic algorithms (Moscato [28]), incorporate some heuristic improvement on every offspring before considering its inclusion into the population. For a plethora of introductory expositions published on the topic, see Salhi [33] or Beasley [6].

This paper examines the convergence of genetic algorithms using a cluster-analytic-type technique called the “MD procedure” (Marcoulides and Drezner [26]). The proposed procedure is illustrated with a hybrid genetic algorithm applied to the solution of the quadratic assignment problem (QAP). For a review of the QAP, see Rendl [31]. Because population members form clusters as progress is made to a solution, the clustering structure can provide a better implementation of genetic algorithms. For example, clustering structure can be used to develop better stopping criteria, for instance when the population clusters become stagnant.

In the next section we describe the MD procedure. In Section 3 we describe the quadratic assignment problem and the hybrid genetic algorithm used for its solution. In
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Section 4 we present an analysis of the procedures. Finally, Sections 5 and 6 present the results of some computational experiments and conclusions.

2. The MD procedure

The MD procedure is used to display $k$-dimensional data in two dimensions so that clusters can be easily observed. The procedure is successful in preserving distances between the various data points, thus retaining the structure of the set of points. It is based on the proposed solution for the layout problem (Drezner [12]), which is a variant of the DISCON (dispersion-concentration) procedure Drezner [11].

The layout problem is very similar to the QAP except that there are no specific locations for the facilities. While the QAP is concerned with finding the best permutation of the facilities among the given sites, the layout problem is concerned with the location of facilities of a given size anywhere in the plane. A set of weights $\{w_{ij}\}$, $w_{ij} = w_{ji}$ associated with facility pairs is given. As in the QAP, we wish that pairs of facilities with larger weights be closer to one another in the final configuration.

Drezner [12] proposed to minimize the function

$$\frac{\sum_{i\neq j=1}^{n} w_{ij}d_{ij}^2}{\sum_{i\neq j=1}^{n} d_{ij}^2} \tag{2.1}$$

which is equivalent to

$$\min\left\{ \sum_{i\neq j=1}^{n} w_{ij}d_{ij}^2 \right\} \quad \text{subject to} \quad \sum_{i\neq j=1}^{n} d_{ij}^2 = 1, \tag{2.2}$$

where $d_{ij}$ is the Euclidean distance between the unknown locations of facilities $i$ and $j$.

Since $d_{ij}^2 = (x_i - x_j)^2 + (y_i - y_j)^2$,

$$\sum_{i\neq j=1}^{n} w_{ij}d_{ij}^2 = \sum_{i\neq j=1}^{n} w_{ij}(x_i - x_j)^2 + \sum_{i\neq j=1}^{n} w_{ij}(y_i - y_j)^2$$

$$= 2 \sum_{i=1}^{n} \left\{ \sum_{j=1}^{n} w_{ij} \right\} x_i^2 - 2 \sum_{i\neq j=1}^{n} w_{ij}x_ix_j + 2 \sum_{i=1}^{n} \left\{ \sum_{j=1}^{n} w_{ij} \right\} y_i^2 - 2 \sum_{i\neq j=1}^{n} w_{ij}y_iy_j. \tag{2.3}$$

Define the matrix $S = \{s_{ij}\}$ by $s_{ii} = \sum_{j=1}^{n} w_{ij}$ and $s_{ij} = -w_{ij}$, for $i \neq j$. Our problem is equivalent to minimizing

$$\frac{x^TSx + y^TSy}{x^TEx + y^TEy}, \tag{2.4}$$

where $E$ is the matrix $S$ with all weights equal to 1.

The matrix $S$ is singular and therefore one of its eigenvalues is 0 with an associated eigenvector of $\{(1,\ldots,1)\}$. Note that adding a constant to all weights does not change (2.1) or (2.2), and thus we can guarantee that all eigenvalues of $S$ (except the zero eigenvalue) are positive. As is shown by Drezner in [12] and by Marcoulides and Drezner in [26],
the solution to (2.4) is \( x = y \), where \( x \) or \( y \) is the eigenvector associated with the smallest positive eigenvalue. This solution is on a line. To get a two-dimensional solution, we select for the \( y \)-coordinates the best solution that is orthogonal to the first solution. This second solution is the eigenvector associated with the second smallest positive eigenvalue. These \((x, y)\) coordinates provide a solution to the layout problem in the plane.

Marcoulides and Drezner [26] suggested the use of this layout algorithm to transform \( k \)-dimensional data to a two-dimensional scatter plot, while retaining the special structure of the data. They proposed to use the reciprocal of the distances between the points in the \( k \)-dimensional space as weights. In this way, points that are close to each other in the \( k \)-dimensional data will tend to be close in the solution of the layout problem. Let \( D_{ij} \) be the \( k \)-dimensional distances between points \( i \) and \( j \). Marcoulides and Drezner suggested to use \( w_{ij} = D_{ij}^{-p} \) with a positive \( p \) as the weights in (2.1), and search for the best \( p \) using the golden section search. For each value of \( p \), the correlation coefficient between the original distances \( D_{ij} \) and the calculated two-dimensional distances by the procedure \( d_{ij} \) is found, and the best \( p \) in \([0, 10]\) that maximizes this correlation coefficient is selected for implementation.

Marcoulides and Drezner [27] suggested the application of the MD procedure for cluster analysis with excellent results. They proposed to use the solution on a line (which is the projection of the scatter diagram on the \( x \)-axis). Clusters are identified as follows: the distances between successive points on the line are calculated and large distances between successive points constitute separators between clusters.

### 3. The quadratic assignment problem

The quadratic assignment problem (QAP) is considered to be one of the most difficult combinatorial optimization problems to solve. The problem is defined as follows. A set of \( n \) possible sites is given and \( n \) facilities are to be located on these sites, one facility at a site. Let \( c_{ij} \) be the cost per unit distance between facilities \( i \) and \( j \) and let \( d_{ij} \) be the distance between sites \( i \) and \( j \). A high cost between two facilities means that we wish the two facilities to be close to one another. The cost \( f \) to be minimized over all possible permutations, calculated for an assignment of facility \( i \) to site \( p(i) \) for \( i = 1, \ldots, n \), is

\[
    f = \sum_{i=1}^{n} \sum_{j=1}^{n} c_{ij} d_{p(i)p(j)}. \tag{3.1}
\]

Optimal algorithms can solve relatively small problems. Recently, Anstreicher et al. [3], Hahn and Krarup [23], Nyström [30], and Anstreicher and Brixius [2] report optimal solutions for problems with \( n = 30 \) to 36 facilities. Such optimal solutions are based on branch-and-bound algorithms which require “good” lower bounds. Gilmore [20] and Lawler [24] proposed the first lower bound based on the simple assignment problem. Anstreicher and Brixius [2] proposed a lower bound based on quadratic programming. Two lower bounds used by Hahn and Grant [21] and Hahn et al. [22] are based on a dual formulation. A dual formulation was suggested by Drezner in [13] and its implementation reported by Resende et al. in [32].
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Since optimal algorithms can solve only relatively small problems, considerable effort has been devoted to constructing heuristic algorithms. The first heuristic algorithm proposed for the solution of the QAP was CRAFT (Armour and Buffa [4]) which is a descent heuristic. More recent algorithms use metaheuristics such as Tabu search (Battiti and Tecchiolli [5]; Skorin-Kapov [34]; and Taillard [35]), simulated annealing (Burkard and Rendl [8]; Wilhelm and Ward [38]; and Connolly [10]), genetic algorithms (Ahuja et al. [1]; Fleurent and Ferland [18]; Tate and Smith [37]; and Drezner [15–17]), ant colony search (Gambardella et al. [19]), or specially designed heuristics (Drezner [14]; Li et al. [25]). For a complete discussion and list of references, see Burkard [7], Çela [9], Rendl [31], and Taillard [36].

3.1. The hybrid genetic algorithm. Genetic algorithms maintain a population of solutions. In order to create each generation, two parents are selected and merged to produce an offspring. If the produced offspring is better than the worst population member, the offspring replaces that member. The process continues for a prespecified number of generations. The best population member at the conclusion of the process is the solution of the genetic algorithm. Hybrid genetic algorithms apply an improving procedure on each offspring before considering it for inclusion in the population. Such an improvement procedure produces better offspring and the algorithm usually requires fewer generations to obtain quality solutions. The important components of a hybrid genetic algorithm are the merging process of two parents, and the postmerging improvement algorithm.

For the implementation of the genetic algorithm for the solution of the QAP, each solution (chromosome) is defined by the facilities assigned to sites #1, #2, …, #n. The Hamming distance between two solutions is the number of facilities located at different sites. We use a population of 100 solutions. As the merging procedure, the “cohesive merging procedure” (Drezner [15]) is used. The idea behind the cohesive merging procedure is to select about half of the sites that are close to one another “(cohesive)” and assigning the facilities from the first parent to this cohesive set, and to assign the facilities from the second parent to the rest of the sites. For a complete description, the reader is referred to Drezner [15]. As the postmerging procedure, we use the “short” concentric Tabu search, modified by selecting a random number of levels. The concentric Tabu search was first presented by Drezner in [14] and was used as a postmerging procedure in hybrid genetic algorithms (Drezner [15–17]). The short version was used by Drezner in [16, 17] and gave excellent results.

The postmerging procedure is summarized below. The procedure starts with a solution termed the “center” solution and attempts to find a better solution by checking solutions at increasing Hamming distance from the center solution. This process can be viewed as searching in concentric circles centered at the center solution. The concentric Tabu search (Drezner [14]) stops once one application of the radial search fails to find a better solution. In the short concentric Tabu search, the maximum radius of the concentric searches is randomly generated at \([0.3n, 0.9n]\) which is less than the maximum possible Hamming distance between two solutions \(n\). The algorithm below applies between 3 and 9 “levels.” Each level is a concentric Tabu search, but if the search fails to produce a better solution, a new center solution is selected for the next level.
3.2. The postmerging procedure for the QAP. The procedure starts with a so-called “center” solution. The Hamming distance between permutation \( p \) and the center solution is \( \Delta p \). The procedure proceeds by checking solutions with increasing Hamming distance.

(1) Set a counter \( c = 0 \). Randomly generate the number of levels \( L \) in \([3,9]\) (with probability of \( 1/7 \) for each level).

(2) Select \( R \) (the radius of the search) randomly in \([0.3n,0.9n]\).

(3) Set \( \Delta p = 0 \). \( \text{sol}_0 \) is the center solution. Empty the solutions \( \text{sol}_1 \) and \( \text{sol}_2 \) (the best found solutions for \( \Delta p + 1 \) and \( \Delta p + 2 \), resp.).

(4) All pair exchanges of \( \text{sol}_0 \) are evaluated.

(5) If the exchanged solution is better than the best found solution, the best found solution is updated and the rest of the exchanges are evaluated.

(6) If the distance of an exchanged solution is \( \Delta p \) or lower, it is in the Tabu list. Therefore, it is ignored and the rest of the exchanges are evaluated. (In this way, we force the search away from the center solution.)

(7) If its distance is \( \Delta p + 1 \) or \( \Delta p + 2 \), \( \text{sol}_1 \) or \( \text{sol}_2 \) is updated, if necessary.

(8) If a new best found solution is found by scanning all the exchanges of \( \text{sol}_0 \), the starting (center) solution is set to the new best found solution. Go to step (1).

(9) Otherwise, \( \text{sol}_0 = \text{sol}_1 \), \( \text{sol}_1 = \text{sol}_2 \), and \( \text{sol}_2 \) is emptied. Set \( \Delta p = \Delta p + 1 \).

(10) If \( \Delta p \leq R \), go to step (4).

(11) If \( \Delta p = R + 1 \), advance the counter \( c = c + 1 \), and

(i) if \( c \leq L \) and is odd, use the best solution with depth \( R \) as the new center solution and go to step (2);

(ii) if \( c \leq L \) and is even, use the best solution found throughout the scan (the previous center solution is not considered) as the new center solution and go to step (2);

(iii) if \( c = L + 1 \) stop and report the best found solution.

4. Analysis

Hybrid genetic algorithms start with a population of random solutions (each improved by a postmerging procedure) and keep improving the population members by entering better offspring and removing poorer population members. As the number of generations increases, the population members tend to cluster into groups, such that group members are “close” to one another.

In order to analyze this phenomenon, we first define a distance between population members. The Hamming distance is used. The distance between two population members is the number of variables which are different in the two solutions. Thus, two population members are at distance zero from one another if they are identical. Note that this distance measure satisfies the triangle inequality.

Suppose we perform a cluster analysis on a given population. The distance between every pair of population members is calculated and a scatter plot is generated using the MD procedure. The distance matrix is given as input to the MD procedure, and the result is a two-dimensional scatter diagram of the population members. Pairs of population members that are “close” to one another tend to be close to one another in the scatter
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diagram. We employ the weights \([D_{ij} - D_{\text{min}} + 1]^{-p}\), where \(D_{ij}\) is the Hamming distance between population members \(i\) and \(j\), and \(D_{\text{min}} = \min_{i\neq j}\{D_{ij}\}\).

We implemented this idea in the analysis of a hybrid genetic (memetic) algorithm for the solution of the quadratic assignment problem. Each solution of the quadratic assignment problem is a permutation of \(n\) facilities. Therefore, the distance between two solutions (permutations) can be between 0 (when the permutations are identical) and \(n\). Note that a distance of 1 is impossible.

4.1. Properties of the Hamming distance for the QAP

Theorem 4.1. The expected distance between two random permutations is equal to \(n - 1\).

Proof. Let \(P_n(k)\) be the probability that two random permutations of \(n\) elements have \(k\) identical elements. The number of permutations that have \(k\) members identical to permutation #1 is \(n!P_n(k)\). It is clear that \(n!P_n(k) = \binom{n}{k}(n-k)!P_{n-k}(0)\) leading to

\[
P_n(k) = \frac{P_{n-k}(0)}{k!}.
\] (4.1)

By (4.1),

\[
P_{n-1}(k-1) = \frac{P_{n-k}(0)}{(k-1)!} = kP_n(k).
\] (4.2)

Therefore,

\[
\sum_{k=1}^{n} kP_n(k) = \sum_{k=1}^{n} P_{n-1}(k-1) = 1.
\] (4.3)

We showed that the expected number of identical elements in two random permutations is 1, which proves the theorem. □

Theorem 4.1 provides us with a reference for comparison between the average distance among all population members and the expected distance if the population members were random. Thus, if the average distance between all pairs of population members is lower than \(n - 1\), then the population is not random.

5. Computational experiments

We selected three QAP problems for analysis: Nug30 (Nugent et al. [29]) of 30 facilities for which the optimum solution of 6124 is known (Anstreicher et al. [3]), Sko56 and Sko100a (Skorin-Kapov [34]) of 56 and 100 facilities, respectively, for which the best known solutions of 34458 and 152002 are not proven optimum yet. We used a population of 100 and therefore the scatter diagram consists of 100 points. Each problem was solved using \(50n\) generations, and the results after multiples of \(10n\) generations were recorded and analyzed.

In Table 5.1 we report for each problem the minimum and average distances among population members, and the minimum and average values of the objective function for
Table 5.1. Distances between population members and objective function values.

| Gen. | Nug30 | Sko56 | Sko100a |
|------|-------|-------|---------|
|       | Dist. | Obje. | Dist.    | Obje. | Dist.    | Obje. |
|      | Min.  | Aver. | Min.  | Aver. | Min.  | Aver. | Min.  | Aver. | Min.  | Aver. |
| 0    | 0     | 27.73 | 6134 | 6211.48 | 36 | 53.84 | 34512 | 34906.84 | 84 | 97.55 | 152368 | 153441.30 |
| 10n  | 0     | 26.98 | 6124 | 6160.00 | 2 | 45.35 | 34458 | 34501.96 | 2 | 41.95 | 152026 | 152097.70 |
| 20n  | 0     | 26.87 | 6124 | 6155.24 | 2 | 41.92 | 34458 | 34481.68 | 2 | 33.32 | 152026 | 152075.44 |
| 30n  | 0     | 26.83 | 6124 | 6152.54 | 2 | 41.36 | 34458 | 34479.04 | 2 | 30.32 | 152026 | 152072.46 |
| 40n  | 0     | 26.70 | 6124 | 6151.04 | 2 | 41.27 | 34458 | 34477.54 | 2 | 29.84 | 152026 | 152071.74 |
| 50n  | 0     | 26.72 | 6124 | 6149.94 | 2 | 41.55 | 34458 | 34477.24 | 2 | 29.77 | 152026 | 152071.58 |

The starting population of Nug30 (consisting of 100 population members) includes three pairs of identical population members (i.e., at a distance of zero from one another). These pairs of population members have an objective function values of 6146, 6172, and 6190, respectively. Since the hybrid genetic algorithm (Drezner [15–17]) does not allow into the population, the offspring that are identical to existing population members, no more identical population members are added to the population. After 50n generations, the worst population member has an objective function value of 6160, and thus two of the identical pairs were removed from the population, and only one of the three pairs is still a member of the population at the end of the process. The optimum solution of 6124 was obtained before 10n (300) generations are completed. It seems that the populations do not improve much after 300 iterations. The best known solution for Sko56 was also reached before 10n (560) iterations. The populations do not improve much after 20n generations. For Sko100a, the procedure obtained the value of 152026 which is slightly higher than the best known solution of 152002 after 10n generations as well. It should be noted that the best known solution for Sko100a was obtained frequently with other random seeds (see Section 5.2). The population also seems to have stabilized after 20n generations.

The average distance between population members generally declines as the number of generations increases. However it stabilizes after 20n – 40n generations. A random initial population is expected to have an average distance of $n - 1$ by Theorem 4.1. Since a postmerging procedure is applied on the initial population, the initial population is already somewhat clustered (average distance of 27.73 compared with expected of 29 for Nug30, 53.84 compared with 55 for Sko56, and 97.55 compared with 99 for Sko100a). In Figures 5.1, 5.2, and 5.3, we depict the scatter diagrams obtained by the MD procedure. The averages also confirm the scatter diagrams depicted in these figures. The scatter diagram of Nug30 (Figure 5.1) is the most scattered. Therefore, their average distance is not much lower than the expected distance for random populations. On the other hand, the scatter diagram of Sko100a (Figure 5.3) has one cluster of 97 population members. As expected, its average distance is the lowest when compared with the expected average of $n - 1$.

The starting population for Nug30 does not exhibit clear clustering. The successive scatter diagrams indicate “convergence” to five clusters. Note that the problem has exactly
four optimum solutions that are mirror images of one another and the Hamming distance between two optimum solutions is 30. It is important to note that if the scatter diagrams are projected on the $x$-axis, there are only two clusters. The separation between the two clusters is best for $G = 40n$.

Different diagrams are obtained for Sko56 and Sko100a. In Figure 5.2, we observe no clusters at the starting population (with two outliers). The amorphous “cloud” is no longer observed even for $G = 10n$. A projection on the $x$-axis for $G = 10n$ indicates that
there are two clusters. The general structure obtained for $G = 20n$ remains almost unchanged until $G = 50n$ generations are reached. The projections on the $x$-axis indicate two distinct clusters of 3 and 97 population members, respectively. The second cluster of 97 population members is divided into three clusters in the second dimension.

In Figure 5.3, we depict the scatter diagrams for Sko100a. The starting population does not exhibit any clusters. The projection on the $x$-axis indicates two clusters of 99 and 1
members each starting with $G = 10n$. From $G = 30n$ and upward, a cluster of 97 with 3 outliers is evident.

5.1. Further investigation of Sko56. The scatter plot for Sko56 (Figure 5.2) shows three main clusters and three outliers. We further investigated the Sko56 problem by recreating the scatter diagram by removing the 3 outliers and running the MD procedure on the remaining 97 population members for $G = 50n$ so that the internal structure of the three
main clusters can be observed. The resulting scatter diagram is depicted in Figure 5.4. The projection on the x-axis indicates two distinct clusters. However, the clusters of 41 and 5 members appear as two clusters in the second dimension and the cluster of 51 members reveals a “core” of 42 population members and 9 members in its vicinity with 7 of them possibly defining another cluster.

Another interesting experiment is the analysis of the values of the objective functions for the different clusters. In Table 5.2, we report the statistics for the members of each cluster for $G = 10n, 20n, 50n$. The clusters are depicted in Figure 5.2. For $G = 10n$, the cluster of one is at the top of the scatter diagram. The cluster of 56 is depicted as two or three close points at the bottom-left corner, and the close-by cluster is the cluster of 36, followed by clusters of 3 and 4.

---

**Table 5.2. Objective function values for various clusters.**

| Cluster size | 1     | 3     | 4     | 36    | 56    |
|--------------|-------|-------|-------|-------|-------|
| **$G = 10n$**|       |       |       |       |       |
| Average      | 34524.0| 34497.3| 34513.5| 34502.4| 34500.7|
| Minimum      | 34524 | 34472 | 34508 | 34462 | 34458 |
| Maximum      | 34524 | 34512 | 34518 | 34526 | 34526 |

| Cluster size | 3     | 8     | 33    | 56    | —     |
|--------------|-------|-------|-------|-------|-------|
| **$G = 20n$**|       |       |       |       |       |
| Average      | 34466.0| 34478.0| 34483.7| 34481.9| —     |
| Minimum      | 34462 | 34462 | 34458 | 34458 | —     |
| Maximum      | 34472 | 34490 | 34494 | 34494 | —     |

| Cluster size | 3     | 5     | 41    | 51    | —     |
|--------------|-------|-------|-------|-------|-------|
| **$G = 50n$**|       |       |       |       |       |
| Average      | 34466.0| 34471.2| 34478.2| 34477.7| —     |
| Minimum      | 34462 | 34462 | 34458 | 34458 | —     |
| Maximum      | 34472 | 34480 | 34486 | 34486 | —     |
It is clear that the cluster of one has almost the worst value of the objective function in the population (34524 compared with the worst value of 34526, see Table 5.2). It is removed from the population in a few generations. It is interesting that the three outliers have the best average of the value of the objective function of all clusters. Many more iterations are required before any of the members of this cluster are removed from the population. Fortunately, the best known solution is in the bigger clusters. However, it is conceivable that the best solution could fall near the cluster of three. If so, the algorithm will miss it, because it is unlikely (probability of 0.0006 per generation) that both parents will be selected from this cluster to augment it. Once the structure of the clusters is known, one can modify the parent selection accordingly in order to generate better offspring.

5.2. Is avoiding identical population members helpful? Most genetic algorithms do not check whether newly generated offspring are identical to existing population members before considering them for inclusion in the population. Such a provision is proposed and applied by Drezner in [15–17] with good results.

An offspring generated by two identical population members is identical to its parents (regardless of the merging process). The postmerging procedure cannot improve it (it could not further improve its parents at the time they were generated), and therefore the offspring joins the population and more identical members are added to the population. As the group of identical members increases in number, the likelihood of merging two identical parents increases. After some generations, more and more identical parents are merged and the population may consist of all identical members and no improvement is possible. We believe that the reason other genetic algorithms do not employ this provision is that researchers are under the impression that generating an identical offspring is very unlikely and one can ignore such a possibility.

The new tool proposed in this paper can be used to analyze the effect of such a provision. We ran the hybrid genetic 10 times each for Nug30, Sko56, and Sko100a with and without the provision (of not adding offspring identical to existing population members). With this provision in place, the optimum solution for Nug30 and the best known solution for Sko56 were found in all 10 runs. The best known solution for Sko100a was found 3 times out of 10 with the average solution being just 0.015% over the best known solution. The same hybrid genetic algorithm without the provision also found the optimum solution to Nug30 in all 10 runs, but found it only 4 times out of 10 for Sko56 with the average solution being only 0.008% above the best known solution. The best known solution of Sko100a was found four times out of ten but with the average solution being 0.022% over the best known solution.

In many of these runs, the population after 50n generations consisted of 100 identical members. In many of these cases, all population members are inferior to the best known solution. This clearly indicates an early convergence to an inferior local minimum. In Figure 5.5 we depict the clusters for Nug30. For G = 50n, all population members are optimal. The average Hamming distances are 27.73 for G = 0, 25.32 for G = 10n, 19.03, 19.54, 21.55, and 3.42 for the next checkpoints, respectively. Contrary to the scatter diagrams in Figure 5.1, convergence is observed to four clear clusters, each with identical optimal members. The cluster on the left consists of 94 members, the cluster in the
middle-right consists of 4 members, and the two clusters (one on top and one at the bottom) have one member each. We are “lucky” in this case that early convergence was to the optimum and not to an inferior local optimum. However, we were not that lucky in six runs for Sko56 and six runs of the Sko100a problem.
6. Conclusions

In this paper we proposed to investigate the structure of the population in genetic algorithms by applying the MD cluster-analytic-type procedure. By analyzing the results, valuable information and insight can be gained into the behavior and characteristics in the population as the genetic algorithm progresses. As an illustration, we analyzed the inclusion of the provision that an offspring identical to an existing population member is ignored rather than being added to the population. The resulting scatter plots show the early convergence of the algorithm, when this provision is not implemented. We also observed that the population becomes stagnant after about $20n$ generations and there is no need to perform $50n$ generations for these test problems.

In future research, we advocate use of this tool in order to construct better and more efficient genetic algorithms. Since the calculations involved in this procedure are very quick, the parameters controlling the genetic procedures can be modified during the progression of the genetic algorithm according to the results of such analyses. As we observed in our test problems, a stopping criterion based on the scatter diagrams can be established for genetic algorithms.
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