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Abstract

Recently, several studies have explored the use of neural network to solve different routing problems, which is an auspicious direction. These studies usually design an encoder-decoder based framework that uses encoder embeddings of nodes and the problem-specific context to produce node sequence(path), and further optimize the produced result on top by beam search. However, existing models can only support node coordinates as input, ignore the self-referential property of the studied routing problems, and lack the consideration about the low reliability in the initial stage of node selection, thus are hard to be applied in real-world.

In this paper, we take the orienteering problem as an example to tackle these limitations. We propose a novel combination of a variant beam search algorithm and a learned heuristic for solving the general orienteering problem. We acquire the heuristic with an attention network that takes the distances among nodes as input, and learn it via a reinforcement learning framework. The empirical studies show that our method can surpass a wide range of baselines and achieve results close to the optimal or highly specialized approach. Also, our proposed framework can be easily applied to other routing problems. Our code is publicly available\footnote{https://anonymous.4open.science/repository/7cb20ede-b50e-4a9a-99a5-c3c3626bf1a1/}.

1 Introduction

The orienteering problem (OP) is an important routing problem that originates from the sports game of orienteering. In this game, each competitor starts at a specific control point, visits control points in the tour, and will arrive at a destination point (usually the same as the start point). Each control point has an associated prize, and the travel between control points involves a certain cost. The goal is to select a sequence of points such that the total prize is maximized within the cost constraint. This problem relates to several practical applications, such as resource delivery, tourist trip guide and single-ring design in telecommunication networks (Golden et al. 1987; Souffriau et al. 2008; Thomadsen and Stidsen 2003). Golden et al. (1987) have shown the OP to be an NP-hard problem, which motivates vigorous research into the design of heuristic solvers and approximation algorithms.

A recent trend in the machine learning community for solving routing problems is using deep neural networks to learn heuristic algorithms. With the help of other meta-algorithm such as beam search, some of these methods can achieve near start-of-the-art performance on several tasks (Li et al. 2018; Kool et al. 2018; Vinyals et al. 2015; Khalil et al. 2017; Nazari et al. 2018). These tasks include the traveling salesman problem (TSP) and the orienteering problem (OP), and the vehicle routing problem (VRP). These studies deem solving such problems as a sequence generation process from the coordinates of nodes, and use recurrent neural networks (RNNs) or graph neural networks (GNNs) to build a bridge between node patterns and the policy. The OP belongs to the routing problem family and thus is fit for this methodology.

However, current learning-based algorithms have several limitations. Firstly, existing methods do not support direct input of travel cost information. They implicitly assume the travel cost, saying travel distance here, be-tween each pair of points is their Euclidean distance, and take the coordinate of each position as network input to indirectly acquire the distance information. However, the distance metric used in real-world is not limited to the Euclidean distance, thus such kind of methods has limited practicability. For the term convenience, we here define the OP which only supports coordinates as input as the \textit{coordinate orienteering problem}, and define the OP that supports direct input of costs among locations as the \textit{general orienteering problem}. Secondly, the routing problems considered in the previous works have self-referential property, but these works lack insight into it. For instance, in the orienteering problem, each step of point selection can be viewed as the initial
step in another distinct orienteering problem, in which the competitor starts from the last selected points and will choose from the rest points. Lacking consideration about such property in the existing studies might degrade the utilization of samples when training.

Besides, most existing studies usually rely on a step-by-step beam search to acquire a better solution [Kaempfer and Wolf [2018], Vinyals et al. [2015], Nowak et al. [2017]], however, it might not work well on the routing problem with relative large problem size. The step-by-step beam search at each step prunes non-promising partial solutions based on a heuristic function and stores a fix-sized set (also called beam) of best alternatives. However, as the difficulty in the early stage of a routing problem is much more than that in the later stage, the estimated heuristic score (probability or action value) to perform beam search in the initial step might also be less credible. To overcome this shortcoming, the stored partial solutions in the early stage of a search procedure should be more than those in the later stage (since the less credible heuristic scores might mislead the pruning). How to design such a search algorithm is an important issue.

In this paper, we therefore propose a novel combination of a variant beam search algorithm and the learned heuristic for solving the general orienteering problem. We acquire the heuristic with an attention network that takes both node attribute (prize) and edge attribute (cost) as input, and learn it via a reinforcement learning framework. Rather than formulating such routing tasks as sequence generation, we instead consider each step of point selection separately; that is, we view each state in the decision process as another different OP. This insight helps provide more direct reinforcement in each state and improves the utilization of training instances. The experimental result shows that our method can surpass a wide range of baselines and achieve results close to the optimal or highly specialized approach.

2 Related Work

Orienteering problem. Over the years, many challenging applications in logistics, tourism, and other fields were modeled as OP. Meanwhile, quite a few studies for orienteering problems have been conducted. Golden et al. [1987] prove that the OP is NP-hard, i.e., no polynomial-time algorithm has been designed or is expected to be developed to solve this problem to optimality. Thus the exact solution algorithms are very time consuming, and for practical applications, heuristics will be necessary. Exact solution methods (using branch-and-bound and branch-and-cut ideas) have been presented by Laporte and Martello [1990] and Ramesh et al. [1992]. Heuristic approaches, which use traditional operation research techniques, have been developed by Tsiligirdes [1984], Gendreau et al. [1998], Tang and Miller-Hooks [2005].

Applications of neural networks in routing problems. Using neural networks (NNs) for optimizing decisions in routing problems is a long-standing direction, which can date back to the early work [Hopfield and Tank [1985], Wang et al. [1995]]. These studies usually design an NN and learn a solution for each instance in an online fashion. Recent studies focus on using (D)NNs to learn about an entire class of problem instances. The critical point of these studies is to model permutation-invariant and variable-sized input appropriately.

Earlier researches leverage sequence-to-sequence models and the attention mechanism to produce path, and update network parameters via supervised or reinforcement learning [Vinyals et al. [2015], Bello et al. [2016], Nazari et al. [2018]]. More recently, several studies leverage the power of GNNs that can handle variable-sized and order-independent input to tackle the routing problems [Khaliil et al. [2017], Nowak et al. 2017, Kool et al. [2018]]. However, these studies only focus on coordinate routing problem; thus the practicability is limited in real-world. Besides, current methods usually use a set-to-sequence/node-to-sequence model to perform routing, which ignores the self-referential property of many routing problems (including the OP).

3 Problem Definition

Formally, we define each orienteering problem instance $s$ as a tuple with six elements $(V, C, R, T, v_{\text{start}}, v_{\text{end}})$. More specifically, $V = \{v_1, ..., v_M\}$ refers to the set of nodes (control points) containing the start node $v_{\text{start}}$, the prized nodes, and the end node $v_{\text{end}}$, where $M$ denotes the number of nodes. $C$ refers to the cost map where $C_{v_i, v_j}$ represents the travel cost from $v_i$ to $v_j$. $R$ is the prize map where $R_{v}$ indicates the prize collected when $v$ is visited. Therefore, the problem is to find a path from $v_{\text{start}} \in V$ to $v_{\text{end}} \in V$ such that the total cost of the path is less than the prescribed cost limit $T$, and the overall prize collected from the nodes visited is maximized. The orienteering problem can also be formalized as a mixture integer problem, which can be referenced in Gunawan et al. [2016].

For notation convenience, here we introduce some operators or functions among these elements. cost$(P)$, prize$(P)$, and last$(P)$ represent the total cost, the total prize, and the last selected point of the (partial) selected path $P$, respectively. $(P + v_i)$ represents a selected path obtained by adding a new node $v_i$ to the original path $P$. $(V - P)$ represents the node set that excludes the nodes in $P$ from $V$.

4 Method

4.1 Cost-Level Beam Search with the Learned Heuristic

Before introducing the search method proposed in this study, we first present an exact search method. We divide the maximal cost $T$ into $\lfloor T/\tau \rfloor$ intervals with the length of $\tau$. For each range, we maintain a queue to save all partial paths(solutions) with the total cost in that
interval. Starting from interval \( t = 0 \), we iteratively retrieve the incomplete solution \( P \) from the front of the queue and scan all the nodes that are unselected. For each node \( v \) scanned, if \( cost(P + v + v_{\text{end}}) \) is no greater than the cost limit \( T \), we then add the updated partial path \( (P + v) \) to the queue in interval \( t + [C_{\text{last}}(P) + v/\tau] \). Finally, from all stored paths with the end node, the path with the highest total prize is the optimal path.

This method cannot finish computation in polynomial time. As the value of \( t \) increases, the number of stored partial paths per window increases exponentially. To reduce the space and time occupied by the search, at each step of the iteration, it is practical to prune some partial paths based on a predefined heuristic score \( f(P, s) \) with the input of the current partial solution \( P \) and the problem instance \( s \). To follow up this idea, we apply the idea of beam search and replace the queue maintained in each window \( t \) by a priority queue sized \( K \), which is used to save the paths with the \( K \) highest heuristic scores in each window. We introduce a data-driven heuristic score function \( f \) to estimate the total prize that can be reached along the partial path \( P \):

\[
f(P, s) = \text{prize}(P) + \epsilon(s' ; \theta) \quad (1)
\]

where \( f \) consists of two terms, in which the term \( \text{prize}(P) \) computes the total prize of the given partial path, and the term \( \epsilon(s' ; \theta) \) is an estimation of the subsequent prize along the current path under \( \pi \) till the end of the problem. \( \epsilon(\cdot ; \theta) \) is an estimation function parameterized \( \theta \) that computes the total potential prize given by an OP under the policy \( \pi_{\theta} \) and \( s' \) represents the subproblem \( (V - P, C, S, T - \text{cost}(P), \text{last}(P), v_{\text{end}}) \) of the original OP.

A question that naturally arises here is how to obtain a reliable function \( \epsilon(\cdot ; \theta) \) to estimate the total prize of an orienteering problem. In the next section, we will present our solution with the attention-based neural networks learned by Q-learning.

### 4.2 Prize Estimation via Attention Network

Kool et al. [2018] propose a network architecture based on self-attention to model several coordinate routing problems, including TSP, OP, and several VRP variants. With the benefit of reinforcement learning, the learned heuristic achieves better performance over other learning-based heuristic methods. Following the idea of using the attention mechanism to model the node interactions with permutation-invariant property, we propose an attention-based network, named Attention Network (AN). Our proposed structure is not limited in handling coordinate OP, but can directly take all the node attributes (prize of each node), edge attributes (costs among nodes) and global attribute (the remaining cost of the agent) as input.

**Edge-Aware Graph Attention Networks Layer.** The graph attention networks (GAT) [Velickovic et al. 2017] utilize the attention mechanism to aggregate the attributes of node neighbors adaptively, and extract high-level representation feature vector of each node. We modify the original structure of GAT; thus it can aggregate information from the connected edges, as well as the node neighbors and global information:

\[
\alpha_{vk} = \frac{\exp(\text{LeakyReLU}(a^T [W[x_v][x_k][u_{vk}][g]]))}{\sum_{j \in N_v} \exp(\text{LeakyReLU}(a^T [W[x_v][x_j][u_{vj}][g]]))}
\]

\[
h_{N_v} = \sigma \left( \sum_{k \in N_v} \alpha_{vk} [W[x_v][x_k][u_{vk}][g]] \right)
\]

\[
MHA : h_{N_v} = \sigma \left( \frac{1}{M} \sum_{m=1}^{M} \sum_{k \in N_v} \alpha_{vk}^{m} [W^m[x_v][x_k][u_{vk}][g]] \right)
\]

where \( x_v \) denotes \( v \)'s node attribute (prize \( R_v \)), \( u_{vw} \) denotes the edge attribute (travel cost \( C_{v,w} \)) between node \( v \) and \( w \), and \( g \) indicates the problem-level feature (the maximal cost \( T \)). After aggregating information from connected edges and node neighbors, we obtain the intermediate representation of each node \( H = \{ h_v, 1, h_v, ..., h_{vw} \} \), where \( h_v \) is the representation of \( v \).

**Transformer Encoding Layer (TEL).** Recently, Kool et al. [2018] also demonstrates the effectiveness of the Transformer to model many routing problems dealing with coordinates of points. Following this idea, we...
use the encoding layer of the Transformer in this study to extract the node features for the intermediate representation set \( H = \{ h_{v_1}, h_{v_2}, \ldots, h_{v_M} \} \). Since the resulting node representations are invariant to the input order, we do not use a positional encoding. Feeding the immediate embeddings \( H \) into \( N \) stacked Transformer encoding layers, we obtain the updated embeddings \( H' = \{ h'_1, h'_2, \ldots, h'_{v_M} \} \).

**Linear Projection Layer.** Finally, we use the linear combination of \( v_i \)'s embedding \( h'_i \) to estimate the potential total prize \( r_i \) when selecting \( v_i \) in the next step, where \( U \in \mathbb{R}^{H} \) is a learnable weight vector. Thus, we obtain the prize estimation \( e(s; \theta) = \max_{v \in V} q(s, v; \theta) \). Although it would be more convenient here to estimate the total prize of the given OP directly, we adopt this way for the sake of facilitating Q-learning to train the networks.

### 4.3 Training via Q-learning

We use a fitted double Q-learning algorithm [Van Hasselt et al. 2016] to obtain the potential future prize of each selection. We formulate the states, actions, rewards, transitions, and policy in the reinforcement learning framework as follows:

- **States:** We define the state \( s \) as the current sub-problem of the original OP, i.e., \( (V - P, C, S, T - \text{cost}(P), \text{last}(P), v_{\text{end}}) \).
- **Actions:** The action \( v \) is a node selection of \( V \) that is in the part of the current state \( s \). Both the definition of states and actions is applicable across node set with various size.
- **Rewards:** We define the reward \( r \) of each action \( v \) as the prize collected when the node is visited.
- **Transitions:** A transition is a tuple \( \langle s_t, v_t, r_{t+1}, s_{t+1} \rangle \) which represents the agent takes action \( v_t \) in state \( s_t \) and then observes the immediate reward \( r_{t+1} \) and resulting state \( s_{t+1} \).
- **Policy:** Given the current state \( s \), we can compute the q-value \( q(s, v; \theta) \) of each unselected node \( v \) and apply a deterministic greedy policy \( \pi(v|s) = \arg\max_{v \in V} q(s, v; \theta) \).

We use double Q-learning [Van Hasselt et al. 2016] to learn a greedy policy \( \pi_d \) parametrized by the attention network and obtain the expected total prizes \( q(s, v; \theta) \) of each action \( v \) simultaneously. The network parameters can be updated by minimizing the following loss function of the transitions picked up from the replayed memory. More details can be referenced in supplementary part.

### 4.4 Discussions

**Comparison with the step-by-step beam search.** The learned heuristic score function \( f \) of [1] can also be applied to the step-by-step beam search. However, as the routing in the early stage is much complicated than that in the later stage, the estimated heuristic score in the early stage might also be less reliable. In the initial stage of step-by-step beam search, the proportion of reliable selection could be very low and thus degrade the routing performance. Compared with the step-by-step beam search, the cost-level beam search store the early partial paths as many as possible.

**Running times.** As the computation of the estimated action values in each time window is parallelizable, the presented beam search algorithm can be significantly accelerated. The basic idea is to compute the action value on the GPU or TPU.

**Extensibility to other routing problems.** By simple modification, our framework can be easy to be extended to other routing problems. Here we take the classical TSP as an example. Similar to OP, we set the learned heuristic score function as \( f(P, s) = -\text{cost}(P) - e(s', \theta) \), which represents the negative of the expected total cost of the whole tour, while the edge attribute is placed the same as those in the OP (the node and global attributes are not needed). The reward in each selection is defined as the negative of the increased cost. The cost constraint \( T \) can be set as the total travel cost given by another simple heuristic method.

### 5 Experimental Results

#### 5.1 Dataset Creation

To evaluate our proposed method against other algorithms, we generate problem instances with different settings. We sample each node \( v \)'s coordinates \( x_v \) uniformly at random in the unit square and then compute the travel cost from node \( v \) to node \( w \) by their Euclidean distance \( d(v, w) \), where \( d(v, w) \) denotes the Euclidean distance between node \( v \) and \( w \). We set the distance metrics as Euclidean distance because although many OP algorithms can handle the OP with different distance metrics, most released implementations can only support planar coordinates as input for the sake of convenience. One more to mention is that selecting the Euclidean distance metric does not mean that we will compare the performance of our approach with those specialized methods designed for coordinate OP like [Khalil et al. 2017; Kool et al. 2018], because such comparison is unfair.

For the prize distribution, we consider three different settings described by [Fischetti et al. 1998; Kool et al. 2018]. Besides, we normalize the prizes to make the normalized value fall between 0 and 1. **Uniform.**

\[ r_v' \sim \text{DiscreteUniform}(1,100); r_v = r_v'/100. \]

The prize of each node is discretized uniformed.

**Distance.**

\[ r_v = 1 + \left[ 99 \cdot \frac{d(v, x_v)}{\max_{v \in V} d(x_v, x_{v_{\text{start}}})} \right] / 100. \]

Each node has a (discretized) prize that is proportional to the distance to the start node, which is a challenging task as the node with the largest prize are the furthest away from the start node [Fischetti et al. 1998].

We choose the maximal travel cost \( T \) as a value close to half of the average optimal length of the corresponding
TSP tour. Setting approximately the half of the nodes can be visited results in the most challenging problem instances \cite{vansteenwegen2011}. Finally, we set the value of $T$ for the OP sized 20, 50, 100 as 2, 3, and 4, respectively.

### 5.2 Performance Comparison

**Comparable Methods.** We evaluate the performance of our method under the above-mentioned instance generation settings. Firstly, we compare our proposed method with an exact method Gurobi \cite{optimization2014} and a state-of-the-art heuristic method Compass \cite{kobeaga2018}. We further compare with several policy-based methods, which compute the node selection probability $p(v|s)$ or action value $q(s,v)$ in state $s$. These methods include (1) Random selection (Random), (2) Tsili \cite{tsiligirides1984}, (3) policy learned by deep Q-learning algorithm (AN-dqn), (4) policy learned by advantage actor-critic algorithm (AN-a2c). We report their results based on two meta-algorithms: (1) greedy: the node with the highest probability or action value is selected in each state. (2) beam: we apply a step-by-step beam search for some of the below methods to obtain the target path. The beam size is set as 100.

Figure 2: Model parameter/structure analysis. The x-axis is the number of episodes. The y-axis denotes the average total prize on 200 test instances with greedy policy using the estimated action values from AN. This experiment is conducted five times, and we show the average performance and the corresponding standard error.

In addition to the above methods as benchmark approaches, the comparison between $AN-a2c$, $AN-at$, and $AN-pn$ also serves to demonstrate the effectiveness of our network architecture compared with the encoder-
decoder schemes used in the previous works. This is because $AN$−$a2c$ can be view as a policy gradient version of our proposed DQN framework proposed in Section 4.3 which considers each step of node selection as a distinct OP. In contrast, $AN$−$at$ and $AN$−$pn$ view each selection is related to the previous ones (via RNN or self-attention mechanism). Lastly, we report the performance of our cost-level beam search algorithm $CS(K, \tau)$. $K$ and $\tau$ represent the beam size and cost interval, respectively.

**Comparison Results.** Table 1 reports the performance and average running time of each approach on 10K test instances. Presenting running time is not for the comparison between the efficiency of different methods. The results of different approaches might not be comparable due to the differences in their hardware usages (e.g., CPU or GPU), details of implementation (e.g., C++/Python with/without some optimizations), the settings of hyperparameters (e.g., beam size). We report the time spent mainly to show that in general, our method and implementation are time-affordable with the help of GPU acceleration.

We note that our search method with the learned heuristic ($CS$) surpasses all comparative methods except the exact approach Gurobi and the specialized genetic algorithm Compass (the gap is relatively small compared with those of other benchmarks), which demonstrates the effectiveness of our proposed methods. $AN$−$a2c$ is a competitive method concerning other baselines with attention network as a shared bottom. However, since the step-by-step beam search retains relative fewer partial paths at the start of the selection process, our search method significantly outperforms this variant.

The comparison between $AN$−$dqn$($beam$) and $CS$ demonstrates the effectiveness of the cost-level beam search.

By comparison of the result of $AN$−$a2c$, $AN$−$at$, and $AN$−$pn$ in a greedy fashion or a beam search fashion, we can find which scheme of network design works better for the OP. We find that $An$−$a2c$ significantly outperforms the rest two approaches. This shows it is necessary to take into account the self-referential property of the OP and use a non-sequential network to model this problem.

**5.3 Parameter/Structure Analysis**

We conduct sensitive analysis in this section. We present the performance of AN−dqn (greedy policy using DQN) on 200 instances in the learning process. Each instance has 50 prized nodes, and the prize of each node is proportional to its distance to the start node ($distance$). We note that by introducing multi-head, the performance increases, which shows that the multi-head helps the GAT better aggregate edge information. Following the GAT, the Transformer encoding layer (TEL) further extracts more high-level representation for nodes. From Figure 2(b), we observe that the performance improves as the number of layer increases. Lastly, we explore the relationship between the hidden size $\mathbb{R}^H$ and the quality of the learned model.

**5.4 Visualization**

Finally, we visualize the output paths generated by $AN$−$dqn$, $CS$−$p$, and $CS$−$l$ with the problem size of 50 and the prize type of distance in Figure 3. We observe that compared with the results of the greedy selection with action values ($AN$−$dqn$) or the cost-level beam search with a simple heuristic function ($CS$−$p$), the combination of our cost-level beam search and the learned heuristic ($CS$−$l$) can conduct more look-forwarding selection, thus have better performance.

![Figure 3: Visualization of the output paths by AN-dqn, and CS. The star marker denotes the start/end node, and the circle marker represents the prized node, the area of which is proportional to its prize.](image)

**6 Conclusion and Future Work**

In this paper, we solve the NP-hard problem of the general orienteering problem by conducting a novel combination of a cost-level beam search method and the learned heuristic score function. To estimate the potential prize of the current partial solution, we design an attention-based network. It first uses a variant GAT to aggregate both the edge attribute (travel cost) and the node attribute (prize), then applies stacked Transformer encoding layers to produce high-level node representations. Rather than modeling the OP in an encoder-decoder structure, we use the extracted node representations to directly estimate the target action values, which is a better scheme for the OP with the self-referential property. We further conduct sufficient experiments to show that our method surpasses most of the benchmark methods and get results close to those of the exact method and the highly optimized and specialized method. We also note that the performance of our method has been improved by introducing the deep neural network. Besides, with a simple modification, our proposed framework can also be straightforward to apply to other routing problems.
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