Construction of high-order robust theta-methods with applications in anomalous models
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Abstract: A general conversion strategy by involving a shifted parameter \( \theta \) is proposed to construct high-order accuracy difference formulas for fractional calculus operators. By converting the second-order backward difference formula with such strategy, a novel \( \theta \)-scheme with correction terms is developed for the subdiffusion problem with nonsmooth data, which is robust even for very small \( \alpha \) and can resolve the initial singularity. The optimal error estimates are carried out with essential arguments and are verified by numerical tests.
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1 Introduction

The subdiffusion transport mechanism in recent years has received much attention for the fact that some physical processes including the electron transport, thermal diffusion, and protein transport, among others, reveal that the underlying stochastic process is the continuous time random walk instead of the Brownian motion [1,2]. In this study, we develop robust time-stepping methods for the following \( \alpha \)th \((\alpha \in (0, 1))\) order subdiffusion problem

\[
\begin{aligned}
\partial^\alpha_t u(x, t) - \Delta u(x, t) &= f(x, t), \quad (x, t) \in \Omega \times (0, T), \\
u(x, t) &= 0, \quad x \in \partial\Omega, \ t \in (0, T], \\
u(x, 0) &= v(x), \quad x \in \Omega,
\end{aligned}
\] (1.1)

where the space \( \Omega \subset \mathbb{R}^d \) \((d = 1, 2, 3)\) is a bounded convex polygonal domain with the boundary denoted by \( \partial\Omega \). The operator \( \Delta : D(\Delta) \to L^2(\Omega) \) stands for the Laplacian with \( D(\Delta) = H_0^1(\Omega) \cap H^2(\Omega) \), and \( f : (0, T) \to L^2(\Omega) \) is a given function. The initial function \( v \), depending on its smoothness, belongs to \( D(\Delta) \) or \( L^2(\Omega) \). \( \partial^\alpha_t \) is the Caputo fractional operator satisfying \( \partial^\alpha_t \phi = D^\alpha_t (\phi - \phi(0)) \) for \( \alpha \in (0, 1) \), where \( D^\alpha_t \), known as the Riemann-Liouville fractional operator, is defined by

\[
(D^\alpha_t \phi)(t) = \frac{1}{\Gamma(1 - \alpha)} \frac{d}{dt} \int_0^t \frac{\phi(s)}{(t-s)^\alpha} ds.
\]

The literature on subdiffusion is vast, for example, the solution regularity exploration can be found in [3], and some numerical studies were developed in [4–10], to mention just a few. See also the overview article [1]. It is well known that the problem (1.1) is characterized by the initial singularity of its solution, which frustrates most high-order numerical methods in case the singularity is overlooked. In [4], we proposed a modified \( \theta \)-method which can preserve the optimal accuracy for \( \theta \in (0, \frac{1}{2}) \).
As mentioned in [4], the case $\theta = \frac{1}{2}$ has deserved much more our attention since the correction terms vanish when $\theta = \frac{1}{2}$, enlightening us that a carefully designed time-stepping method should automatically resolve the singularity. To sum up, our contribution in this study is twofold:

- A novel strategy is developed which can transfer known time-stepping methods such as the fractional BDF to more robust methods.
- Rigorous arguments of the optimal error estimates of the transformed fractional BDF are provided for the subdiffusion problem [11].

The rest of the article is outlined as follows. In section 2, a novel strategy is proposed to introduce fractional calculus based on generating function (GF) reformulation. Assume $\theta$-schemes

- Rigorous arguments of the optimal error estimates of the transformed fractional BDF are provided for the subdiffusion problem [11].

The rest of the article is outlined as follows. In section 2, a novel strategy is proposed to introduce fractional calculus based on generating function (GF) reformulation. Assume $\theta$-schemes
It is notable that the algorithm \((2.2)\) is efficient since \(G(\zeta)\) and \(P(\zeta)\) have finitely many nonzero coefficients, and thus the computing complexity to obtain \(\{\omega_j\}_{j=0}^N\) is of \(O(N)\).

Denote by \(u^n\) the approximation to \(u(t_n)\), and introduce the symbols for general functions \(\phi\)

\[
\phi^{n-\theta} = \sum_{j=0}^n \theta_j \phi^{n-j}, \quad D_{\tau}^{n-\theta} \phi = \tau^{-\alpha} \sum_{j=0}^n \omega_j \phi^{n-j} \tag{2.3}
\]

where \(\theta_j\) is defined in \((2.1)\) with \(\delta(\zeta) = \frac{3}{2} - 2\zeta + \frac{1}{2}\zeta^2\), and \(\omega_j\) is generated by \(\omega(\zeta) = [\delta(\zeta)]^{\alpha} e^{\delta(\zeta)}\).

In accordance with Lemma \((2.1)\) (see also Remark \((2.2)\), \(\phi^{n-\theta}\) and \(D_{\tau}^{n-\theta} \phi\) both are of second-order accuracy to their continuous counterparts. To formulate the fully discrete scheme of the model, define the finite element space as \(V_h = \{\chi_h \in \mathcal{H}_h^0(\Omega) : \chi_h|_e\text{ is a linear polynomial function, } e \in \mathcal{T}_h\}\) where \(\mathcal{T}_h\) is a shape regular, quasi-uniform triangulation of \(\Omega\).

Let \(P_h : L^2(\Omega) \rightarrow V_h\) and \(R_h : \mathcal{H}_h^0(\Omega) \rightarrow V_h\) stand for the \(L^2(\Omega)\) and Ritz projection, respectively, and define \(\Delta_h : V_h \rightarrow V_h\) as the discrete Laplacian. By replacing \(u(t)\) with \(u(t) + v(t)\) and \(f(t)\) with \(g(t) + f(0)\) in \((1.1)\), the space semi-discrete scheme then reads

\[
D_t^{\alpha} w_h(t) - \Delta_h w(t) = g_h(t) + f_h^0 + \Delta_h v_h, \tag{2.4}
\]

where \(g_h := P_h g, f_h^0 = P_h f(0)\) and \(v_h = R_h v\) if \(v \in \mathcal{D}(\Delta)\) or \(v_h = P_h v\) if \(v \in L^2(\Omega)\). Then the fully discrete scheme can be stated as finding \(W_h^n \in V_h\) such that

\[
D_{\tau}^{\alpha} W_h^n - \Delta_h W_h^n = g_h^{n-\theta} + f_h^0 + \Delta_h v_h, \quad n \geq 1, \quad \theta \in (-1, 1). \tag{2.5}
\]

In general cases, the scheme \((2.5)\) can only result first-order convergence rate at positive time due to the initial singularity of the solution. We propose a corrected scheme, with the motivation explained in the next section, by resorting to a single-step modification:

\[
D_{\tau}^{\alpha,1-\theta} W_h^n - \Delta_h W_{h}^{n-\theta} = (\theta + 3/2)(\Delta_h v_h + f_h^0) + g_h^{1-\theta}, \quad n = 1,
\]

\[
D_{\tau}^{\alpha,n-\theta} W_h^n - \Delta_h W_h^{n-\theta} = g_h^{n-\theta} + f_h^0 + \Delta_h v_h, \quad n \geq 2. \tag{2.6}
\]

We note that for \(\theta = -\frac{1}{2}\), the scheme \((2.6)\) recovers exactly \((2.5)\), indicating that \((2.5)\) can resolve the initial singularity automatically if the problem is discretized at the point \(t_{n+\frac{1}{2}}\).

### 3 Optimal error estimates

The error estimate is based on solution representation and estimates of some kernels. Denote by \(\hat{\phi}\) the Laplace transform of \(\phi\). Then, using the Laplace transform and its inverse transform, we obtain

\[
w_h(t) = -\frac{1}{2\pi i} \int_{\Gamma_{\sigma,r}} e^{zt} [K(z)(\Delta_h v_h + f_h^0)] + z K(z) \hat{g}_h(z)]dz, \tag{3.1}
\]

where \(K(z) = -z^{-1} (\zeta^{2\alpha} - \Delta_h)^{-1}\) stands for the kernel function, and the contour (with the direction of an increasing imaginary part) \(\Gamma_{\sigma,r}\) is defined by

\[
\Gamma_{\sigma,r} := \{z \in \mathbb{C} : |z| = r, \arg z \leq \sigma\} \cup \{z \in \mathbb{C} : z = re^{\pm i\sigma}, r \geq \epsilon\}.
\]

**Theorem 3.1.** For \(\alpha \in (0, 1)\) and \(\theta \in (-1, 1)\), there exist \(\sigma_0 \in (\pi/2, \pi)\) and \(\epsilon_0 > 0\) both of which are free of \(\alpha\) and \(\tau\) such that for any \(\sigma \in (\pi/2, \sigma_0)\) and any \(\epsilon < \epsilon_0\), the solution of \((2.6)\) takes the form

\[
W_h^n = -\frac{1}{2\pi i} \int_{\Gamma_{\sigma,r}} e^{zt} [\ell(e^{-z^2})K(\delta, e^{-z^2})](\Delta_h v_h + f_h^0) + \tau \delta(\epsilon, e^{-z^2})K(\delta, e^{-z^2}))g_h(e^{-z^2})]dz, \tag{3.2}
\]

where \(\Gamma_{\sigma,r} = \{z \in \Gamma_{\sigma,r} : |\Im(z)| \leq \pi/\tau\}\), \(\delta(\zeta) = \delta(\zeta)/\tau\) and \(\ell(\zeta) = \delta(\zeta)(1 + \theta + \frac{1}{2})e^{-\delta(\zeta)}\).
Proof. Multiply both sides of (2.6) by $\zeta^n$ and sum the index $n$ from 1 to $\infty$ to yield
\[
\sum_{n=1}^{\infty} \zeta^n D^n_{\tau} h_{\theta} - \sum_{n=1}^{\infty} \zeta^n \Delta_h h_{\theta} = \sum_{n=1}^{\infty} \zeta^n f^0_h + \Delta_h v_h (\sum_{n=1}^{\infty} \zeta^n + (\theta + 1/2) \zeta),
\]
which, by definitions of symbols in (2.3), leads to
\[
(\delta_\tau(\zeta) - \Delta_h) W_h(\zeta) = g_h(\zeta) + (f^0_h + \Delta_h v_h) \kappa(\zeta),
\]
where $\kappa(\zeta) = \zeta(1 + \zeta + \frac{\theta}{2}) e^{-\theta \delta(\zeta)}$. By Lemma B.1 in [5], for fixed constant $\phi_0 \in (\pi/2, \pi]$, there exists $\sigma_0 \in (\pi/2, \pi]$, which depends only on $\phi_0$, for any $\sigma \in (\pi/2, \sigma_0)$ and any $\epsilon < \epsilon_0$ where $\epsilon_0$ is small enough, $\delta_\tau(e^{-\tau z})|_{z \in \Gamma_{\tau, \epsilon}^\tau} \in \Sigma_{\phi_0} := \{ z \in \mathbb{C} : |\arg z| < \phi_0, \phi_0 \neq 0 \}$. By Cauchy integral formula, we have the expression for $W_h^n$ by
\[
W_h^n = \frac{1}{2\pi i} \int_{|z|=\epsilon} \frac{W_h(z)}{\zeta^{n+1}} \frac{e^{-\tau z}}{2\pi i} \int_{\Gamma} e^{zt} W_h(e^{-\tau z}) dz,
\]
where $\Gamma := \{ z = -\frac{1}{2} \ln y + iy : y \in \mathbb{R}, |y| \leq \pi/\tau \}$. Let $\mathcal{L}$ be the region enclosed by contours $\Gamma_{\tau, \epsilon}^\tau$, $\Gamma_{\tau}^\tau$, $\Gamma_{\tau} := \mathbb{R} \pm i\pi/\tau$ (oriented from left to right), one can check $W_h(e^{-\tau z})$ analytic for $z \in \mathbb{C}$ by using the Cauchy integral formula again, and noting that the integral values along $\Gamma_{\tau}$ and $\Gamma_{\tau}^\tau$ are opposite, the result (3.2) follows readily by taking $\ell(\zeta) = \tau \delta(\zeta) \kappa(\zeta)$. The proof is completed. \qed

Remark 3.2. The arguments for Theorem 3.1 reveal the superiority of our scheme that, on the one hand for arbitrary $\theta$, the transform function $e^{-\theta \delta(\zeta)|_{\zeta=-\tau z}}$ appeared in $\kappa(\zeta)$ is analytic for $z \in \mathbb{C}$, in contrast to the transform function $\frac{1}{\theta + z} e^{-\theta z}$ in [3] which is singular at points $z = \pm \frac{\pi}{\tau}$ when $\theta = \frac{1}{2}$ (in which case, the Crank-Nicolson scheme is excluded). See also [6, 7] for similar situations. Therefore, our scheme or numerical analysis is robust against the shifted parameter $\theta$. On the other hand, thanks to Lemma 2.1, the function $\delta_\tau(\zeta)$ appeared in (3.3) is independent of $\alpha$, allowing us to develop robust analysis even for small $\alpha$. We argue that such kind of robustness is not available for schemes in [3, 6, 7] as $\delta_\tau(\zeta)$ in those schemes are singular at $\alpha = 0$, leading to the blow-up of constants $C$ in their estimates. See Example 2 in section 4.

Lemma 3.3. Let $\Gamma_{\sigma, \epsilon}$ be the contour defined in Theorem 3.1. For given $\theta \in (-1, 1)$ and any $z \in \Gamma_{\sigma, \epsilon}$, there holds
\[
|\ell(e^{-\tau z}) - 1| \leq C \tau^2 |z|^2,
\]
where $C$ is independent of $\tau, z,$ but may depend on $\theta$.
Proof. Since $|z| \tau \leq \pi / \sin \sigma < +\infty$, we only need to prove (3.3) for sufficiently small $|z| \tau$. By the expansion of $\ell(\zeta)$ at the point $\zeta = 1$, we have $\ell(\zeta) = 1 + c(\theta)(1 - \zeta)^2 + (1 - \zeta)^3 r(\zeta)$, where $r(\zeta)$ is analytic at $\zeta = 1$. One then immediately gets $\ell(e^{-\tau z}) = 1 + c(\theta) \tau^2 |z|^2 + o(\tau^2 |z|^2)$, which completes the proof of the lemma. \qed

Theorem 3.4. Suppose $u_h(t) := w_h(t) + v_h$ is the solution of the space semi-discrete scheme of (1.1), and $U_h^n := W_h^n + v_h$ is the solution of the fully discrete scheme of (1.1). If $f \in W^{1, \infty}(0, T; L^2(\Omega))$ and $\| f \|$ denotes the $L^2$ norm, then
\[
\| U_h^n - u_h(t_n) \| \leq C \tau^2 \left( R(t_n, v) + t_n^{\alpha - 2} \| f(0) \| + t_n^{\alpha - 1} \| f'(0) \| + \int_0^{t_n} (t_n - s)^{\alpha - 1} \| f''(s) \| ds \right),
\]
where $R(t_n, v) = t_n^{\alpha - 2} \| \Delta v \|$ if $v \in D(\Delta)$ and $R(t_n, v) = t_n^{\alpha - 2} \| v \|$ if $v \in L^2(\Omega)$. The constant $C$ is independent of $\tau, \alpha, n, N$ and $f$, but may depend on $\theta$.
Proof. The arguments for this theorem is essentially based on Lemma 3.3 and the following estimates
on $\delta_\tau(\zeta)$, which can be found in [3].

$$|\delta_\tau(e^{-zt}) - z| \leq C\tau^2|z|^3, \quad |\delta_\tau^2(e^{-zt}) - z^\alpha| \leq C\tau^2|z|^{2+\alpha}, \quad C_1|z| \leq |\delta_\tau(e^{-zt})| \leq C_2|z|.$$ 

Then, the result (3.4) is followed after a lengthy but standard analysis for the contour integral, which is omitted for space reasons.

\[\square\]

**Remark 3.5.** The error $u - u_h$ of the space semi-discrete scheme (2.4) has been well studied by researchers which is not our main concern in this article. Interested readers can refer, e.g., [13] for more information.

## 4 Numerical tests

**Example 1.** Let $T = 1$. Depending on the smoothness of $v$, we consider two cases:

(i) $f = 0$, $v = \sin x \in D(\Delta)$, $\Omega = (0, \pi)$, with the exact solution $u(x, t) = E_\alpha(-t^\alpha)\sin x$;

(ii) $f = 0$, $v = \chi(0,1/2)$, $\Omega = (0, 1)$;

In Table 1 and Table 2 we present the $L^2$ error and convergence rates for different $\alpha$ and $\theta$ for schemes (2.5) and (2.6), respectively. One observes that the scheme (2.6) with correction terms results in optimal convergence rates while the scheme (2.5) is of first-order accuracy except for $\theta = -0.5$, both of which are in line with our theoretical results.

| $\alpha$ | $\theta$ | $\tau = 2^{-8}$ | $\tau = 2^{-6}$ | $\tau = 2^{-4}$ | $\tau = 2^{-2}$ | Rates | $\tau = 2^{-8}$ | $\tau = 2^{-6}$ | $\tau = 2^{-4}$ | $\tau = 2^{-2}$ | Rates |
|---------|---------|----------------|----------------|----------------|----------------|-------|----------------|----------------|----------------|----------------|-------|
| 0.1     | -0.9    | 4.33E-06       | 3.10E-06       | 6.92E-07       | 1.62E-07       | 2.09   | 7.50E-04       | 3.91E-04       | 1.96E-04       | 9.82E-05       | 1.00  |
|         | -0.5    | 1.86E-06       | 8.76E-07       | 2.65E-07       | 7.13E-08       | 1.89   | 1.86E-06       | 8.76E-07       | 2.65E-07       | 7.13E-08       | 1.89  |
|         | 0.5     | 1.47E-04       | 3.43E-05       | 8.27E-06       | 2.92E-06       | 2.03   | 2.02E-03       | 9.97E-04       | 4.95E-04       | 2.47E-04       | 1.01  |
|         | 0.9     | 2.53E-04       | 5.78E-05       | 1.38E-05       | 3.37E-06       | 2.03   | 2.87E-03       | 1.41E-03       | 6.95E-04       | 3.46E-04       | 1.01  |
| 0.5     | -0.8    | 1.15E-04       | 2.49E-05       | 5.78E-06       | 1.39E-06       | 2.05   | 3.15E-03       | 1.60E-03       | 8.04E-04       | 4.03E-04       | 1.00  |
|         | -0.5    | 3.86E-05       | 6.97E-06       | 1.44E-06       | 3.24E-07       | 2.15   | 3.86E-05       | 6.97E-06       | 1.44E-06       | 3.24E-07       | 2.15  |
|         | 0      | 2.35E-04       | 5.70E-05       | 1.40E-05       | 3.49E-06       | 2.01   | 5.49E-03       | 2.72E-03       | 1.35E-03       | 6.74E-04       | 1.00  |
|         | 0.6    | 2.35E-04       | 5.70E-05       | 1.40E-05       | 3.49E-06       | 2.01   | 1.23E-02       | 6.02E-03       | 2.98E-03       | 1.49E-03       | 1.01  |
| 0.9     | -0.5    | 2.35E-04       | 5.70E-05       | 1.40E-05       | 3.49E-06       | 2.01   | 3.05E-04       | 7.23E-05       | 1.76E-05       | 4.35E-06       | 2.02  |
|         | -0.2    | 1.28E-04       | 2.95E-05       | 7.10E-06       | 1.74E-06       | 2.03   | 6.78E-03       | 3.03E-03       | 1.63E-03       | 8.10E-04       | 1.01  |
|         | 0.3    | 3.56E-04       | 8.65E-05       | 2.14E-05       | 5.31E-06       | 2.01   | 1.78E-02       | 8.72E-03       | 4.33E-03       | 2.15E-03       | 1.01  |
|         | 0.6    | 7.64E-04       | 1.84E-04       | 4.51E-05       | 1.12E-05       | 2.01   | 2.44E-02       | 1.20E-02       | 5.95E-03       | 2.96E-03       | 1.01  |

| $\alpha$ | $\theta$ | $\tau = 2^{-8}$ | $\tau = 2^{-6}$ | $\tau = 2^{-4}$ | $\tau = 2^{-2}$ | Rates | $\tau = 2^{-8}$ | $\tau = 2^{-6}$ | $\tau = 2^{-4}$ | $\tau = 2^{-2}$ | Rates |
|---------|---------|----------------|----------------|----------------|----------------|-------|----------------|----------------|----------------|----------------|-------|
| 0.2     | -0.5    | 2.68E-06       | 7.74E-07       | 2.03E-07       | 5.14E-08       | 1.98   | 2.68E-06       | 7.74E-07       | 2.03E-07       | 5.14E-08       | 1.98  |
|         | -0.3    | 7.66E-06       | 1.92E-06       | 4.80E-07       | 1.18E-07       | 2.02   | 9.41E-05       | 4.69E-05       | 2.88E-05       | 1.07E-05       | 1.09  |
|         | 0      | 1.83E-05       | 4.39E-06       | 1.07E-06       | 2.62E-07       | 2.03   | 2.42E-04       | 1.19E-04       | 5.75E-05       | 2.68E-05       | 1.10  |
|         | 0.9    | 7.95E-05       | 1.76E-05       | 4.14E-06       | 9.97E-07       | 2.06   | 7.07E-04       | 3.40E-04       | 1.63E-04       | 7.56E-05       | 1.11  |
| 0.8     | -0.5    | 8.79E-05       | 2.12E-05       | 5.20E-06       | 1.28E-06       | 2.03   | 8.79E-05       | 2.12E-05       | 5.20E-06       | 1.28E-06       | 2.03  |
|         | 0.1    | 1.99E-04       | 4.64E-05       | 1.12E-05       | 2.71E-06       | 2.04   | 7.59E-04       | 3.95E-04       | 1.95E-04       | 9.18E-05       | 1.09  |
|         | 0.5    | 3.28E-04       | 7.47E-05       | 1.77E-05       | 4.27E-06       | 2.05   | 1.36E-03       | 6.82E-04       | 3.31E-04       | 1.54E-04       | 1.10  |
|         | 0.7    | 4.11E-04       | 9.26E-05       | 2.18E-05       | 5.25E-06       | 2.06   | 1.68E-03       | 8.29E-04       | 3.99E-04       | 1.86E-04       | 1.10  |
It seems weird that in (2.1) the term $\phi(t_n - \theta)$ is approximated by a nonlocal formula with coefficients $\theta_j$ with $j = 0, 1, \cdots, n$. We shall argue that $\theta_j$ decays exponentially as plotted in Fig. 1(b), and thus we only need the first few $\theta_j$'s.

Figure 1: (a) Comparison of $L^2$ error between our scheme and that in [4] for different $\alpha$. (b) Exponential decay of the weights $|\theta_n|$ defined in (2.1).

5 Conclusion

A general conversion strategy is proposed to develop robust and accurate difference formulas based on known ones by involving a shifted parameter $\theta$. As a demonstration, the well-known BDF2 is considered and is proved rigorously for the subdiffusion problem (1.1) showing that our scheme is robust even for very small $\alpha$ and can resolve the initial singularity of the solution.
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