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Abstract

In this paper we will define a Lagrangian for scalar and gauge fields on causal sets, based on the selection of an Alexandrov set in which the variations of appropriate expressions in terms of either the scalar field or the gauge field holonomies around suitable loops take on the least value. For these fields, we will find that the values of the variations of these expressions define Lagrangians in covariant form.

1 Introduction

Causal set theory [1, 2] is a model of discrete spacetime where the only structure is a light cone causal relation, described by partial ordering, ≺. The relation \( x \prec y \) is equivalent to the statement that \( x \) is within the past light cone of \( y \) or, equivalently, \( y \) is within the future light cone of \( x \). It has been shown that this partial ordering reproduces manifold structure up to conformal scaling [3, 4]. In discrete setting, the conformal scaling is determined by the assumption that each point takes up the same volume and, therefore, causal structure becomes identical to geometry. At the same time, due to quantum fluctuations of gravity on the small scale, the manifold structure might break down. If one speculates that the well defined partial ordering continues to exist, this would provide a way of generalizing Lagrangian densities into that setting. In general, that relation obeys the following axioms:

1) If \( x \prec y \) and \( y \prec z \) then \( z \prec z \).
2) There is no point \( x \) that satisfy \( x \prec x \).
3) If \( x \prec y \) then the number of points \( z \) satisfying \( x \prec z \prec y \) is at most finite

The axioms 1 and 2 tell us that \( \prec \) is a partial ordering. An axiom 3 tells us that spacetime is discrete. We, furthermore, define \( \preceq \) relation as follows:

**Definition** We say that \( x \preceq y \) if either \( x \prec y \) or \( x = y \).

In light of the discreteness, we have a *direct neighbor* relation given as follows:

**Definition** We say that \( x \prec^* y \) if the relation \( x \prec y \) holds and one can not find \( z \) satisfying \( x \prec z \prec y \).
The approach of causal set project is to start from the situation where the manifold structure exists, and extract the quantities that can be generalized to the situations without a manifold structure [18]. A good example is the way distances are defined [6, 7].

Consider the flat Minkowski space and suppose we are interested in a distance between two timelike separated points. We can select a coordinate system where both of these points are on the \(t\)-axis. Since the length element is \(\sqrt{dt^2 - |d\vec{x}|^2}\), the future-directed timelike curve that maximizes the distance will be the segment of the \(t\)-axis itself. That is, a straight line. This can be generalized to the curved space: a timelike geodesic is the future directed curve that maximizes the distance. This, in turn, can be generalize to the causal set. In particular, the discretized geodesic segment on a causal set is a chain of points \(a \prec c_1 \prec \cdots \prec c_{n-1} \prec b\) that is of maximal length, in a sense that if one finds some other set of points \(a \prec d_1 \prec \cdots \prec d_{m-1} \prec b\), one always has \(m \leq n\). Thus, geodesic distance is defined as

\[
\tau(a, b) = \max\{n|\exists c_1, \cdots, c_{n-1} (a \prec c_1 \prec \cdots \prec c_{n-1} \prec b)\}
\]

This equation is well defined without manifold structure. Therefore, despite the fact that it was motivated by the manifold, this definition carries over to non-manifoldlike settings.

The other ingredient in this project is to describe the otherwise-known fields and Lagrangians within this context. For example, outside of causal set theory, Lagrangians have derivative signs, which carry Lorentzian indices. Since these indices refer to coordinate axes that we no longer have, we cannot use them. Instead, they have to be replaced with something that is solely based on causal relations alone.

Some proposals regarding Delambertians on the causal set have been made [8, 9], but they encounter nonlocality issues [15]. The source of the non-locality is the fact that the Lorentzian neighborhood of any given point is the vicinity of its light cone, which stretches infinitely far coordinate-wise and has infinite volume. It is claimed, however, that the contributions coming from the “tails” of the light cone cancel each other out, while the contributions coming from “the middle” would add up, with the remainder being Lorentz invariant. While these results were confirmed numerically, on a theoretical level it is not as obvious as one might hope. For one thing, it turns out that different Delambertians are needed for different dimensions.

Another set of proposals [12, 13] was based on Alexandrov set \(\alpha(p, q) = \{r|p \preceq r \preceq q\}\) (see p.9 of [30]) which, in case of Minkowski space, looks like a diamond (see [5]). We assume that Alexandrov set is large enough to contain large number of points yet small enough for us to be able to assume that the fields behave linearly within that set. We then search for the linear combination of various integrals over the fields over that region that would result in the Lagrangians that we are looking for. Due to the fact that this region is diamond-shape, the integrals end up non-trivial. Consequently, the coefficients that would give us the result that we need are non-trivial as well. And these non-trivial integrals, as well as the coefficients, end up being dimension-dependent.

In this paper we propose to treat scalar field in such a way that is both local and dimensionally independent. By dimensional independence we mean that we do allow for the overall factor to have dimensional dependence (such is the case, for example, in (52)) but we would like to avoid having a separate dimensional dependence in the coefficient next to one of the terms. Our approach is as follows. We first determine the direction of its gradient, \(v^\mu = \partial^\mu \phi/|\partial^\mu \phi|\), and then determine its Lagrangian as \((v^\mu \partial_\mu \phi)^2\). Just like in papers [12, 13], however, it is assumed that the field behaves linearly. The advantage of this approach is that some theories of gravity predict the changes of dimensions on small scale [10, 11]. While these specific models might not be compatible with the causal set proposals...
described in this paper, the current paper might accommodate other similar situations where the dimensions would change.

The other goal of the current paper is to extend the discussion from scalar fields on the causal set to the electromagnetic fields. The only other proposals of electromagnetic fields that we are aware of are the unpublished work by the author of the current paper [24, 25]. As far as we are aware, there are no proposals of electromagnetic Lagrangians within wider causal set community. It should be acknowledged though that the current proposal utilizes the notions of “electric” and “magnetic” field that $F_{\mu\nu}$ would only reduce to in $d = 3 + 1$ case. At the same time, however, we do not have any non-trivial coefficients that are the functions of $d$. Therefore, this approach carries over to other dimensions, although it would lose its physical meaning.

2 Spin 0 Fields

2.1 Few Words About Discrete Structures

Before we proceed with the main topic of this chapter, let us clarify some points regarding the discrete structures that the reader might have. When one first encounters a causal set, one might naturally ask: what exact structure does it have? The answer will never be too specific. Essentially, any partially ordered set can be thought of as a causal set. For example, some toy models have been proposed of dynamically generating a causal set, which are known as dynamical percolation models [21] and the resulting structures do not resemble a manifold, no matter what scale one looks at. This makes them irrelevant to the kind of structures we might be interested in. One possible way of making a causal set appear like a manifold is to use a cubic lattice. However, it breaks down Lorentz invariance in a rather obvious way. The other approach is to utilize Robb’s description of axiomatizing Minkowski space [22, 23] and then adapt it to discretization and curvature. But, even in the continuum flat Minkowskian setting that list of axioms is rather complicated, so it might get even more complicated if one adds discretization and curvature into the mix. There are other, “softer” approaches to the issue. In particular, while they don’t provide exclusive criteria for a causal set being manifoldlike, they provide some statistical hallmarks of this (see, for example, [18, 29]). But since the exclusive definition of a manifoldlike causal set is not given, this is not sufficient. The other approach is to simply use Poisson process (see [31], pp 9-11). But the fact that it relies on already existing manifold seems to contradict the idea that the scattered points are the building blocks of spacetime itself, which is the spirit of discrete theories. Furthermore, the manifold on which Poisson process is performed is assumed to be continuous on all scales, in contradiction to quantum fluctuations of gravity that are predicted to occur on Planck scale. And finally, in light of the fact that Lorentzian $\epsilon$-neighborhood is nonlocal (it fills the vicinity of a light cone) every point will have infinitely many direct neighbors, most of which are arbitrarily far away coordinate-wise, which poses a big problem [15]. There were some proposals on how to curb it, made by the author of the current paper (see, for example, Section 2.2 of [26], pages 6,7 of [25], Sections 2.2 and 2.3 of [27] and most of [28]). However, those proposals are based on altering the ontology of spacetime itself in one way or the other and, therefore, they are too controversial for the current paper.

To make long story short, the exact structure of a causal set is one of the unanswered questions in causal set theory that deserves a separate paper. As far as this paper is concerned, its focus is (non-gravitational) quantum field theory on a causal set as opposed to
its geometry. Therefore we will simply not attempt to speculate as to which of these structure(s) we are working with. Instead, we will simply assume that, one way or the other, causal set approximates a manifold starting from certain scales and, one way or the other, the non-localities have been curbed. The way we would make the specifics of small-scale structures irrelevant is by relying on statistical properties of a causal set that one would expect to see on the scales where the manifold structure emerges. The way we would do that is that, instead of defining Lagrangian density based on the direct neighbors of any given point, we will define it in terms of Alexandrov sets that contain large number of points, so that statistical approximations can be reached. The density of points will be assumed to be large enough for those neighborhoods to still be regarded as very small, despite having a very large number of points.

We will enforce this idea in the following way. Instead of using direct neighbors in our definition of Lagrangian density, we will be using Alexandrov set, \( \alpha(p,q) \). We will then introduce two fundamental lengths. One, which is denoted by \( \tau_1 \), is the statistical average distance between two neighboring points, and the other, which we will denote by \( \tau_2 \), is the distance between points \( p \) and \( q \) if Alexandrov set \( \alpha(p,q) \) is to be used for the definition of Lagrangian density. If we make \( \frac{\tau_2}{\tau_1} \) very large, we would have enough points for a very good approximation to the statistical limit to be reached within \( \alpha(p,q) \) and then the specifics of the discrete structure would not be relevant. At the same time, if we also make sure that both \( \tau_1 \) and \( \tau_2 \) are very small in our scale, we would be able to use linear approximation in that region, like we do throughout this paper. In order for quantum fluctuations of gravity not to be felt on the scale \( \tau_2 \), we would have to claim that Planck scale is much smaller. For example, we could claim that Planck scale is \( \tau_1 \). Although it is also possible that Planck scale is somewhere in between \( \tau_1 \) and \( \tau_2 \). We will agree that Planck scale is some function of \( \tau_1 \) and \( \tau_2 \), but we will leave the speculation of what it might be for future research.

It is important to emphasize that this relies on the following physical assumption. Namely, we are assuming that the non-gravitational Lagrangian densities are not local but semi-local, where semi-locality is defined based on the scale of \( \tau_2 \). On the local scale, defined in terms of \( \tau_1 \), we have purely gravitational processes or lack thereof (we are leaving this for other papers). But, on the scale of \( \tau_2 \), we have the non-gravitational Lagrangian densities. And, due to the physical assumption that non-gravitational Lagrangian densities, indeed, act on the scale of \( \tau_2 \), we are able to ignore the small scale behavior of the causal set when we will be modeling those. The other assumption that is being made is that the small scale behavior does not create any anomalies that would throw away some of the implicit assumptions we are making in our geometric analysis. This is, indeed, a big assumption to make. Nevertheless, for the purposes of this paper, we will work under this assumption.

### 2.2 Real Scalar Field

Let us now proceed to defining quantum field theory on a causal set \( \mathcal{C} \) and a real scalar field \( \phi : \mathcal{C} \mapsto \mathbb{R} \). We define Lagrangian density \( \mathcal{L} \) in the following way. We will break it into two parts: one part comes from timelike separated points, \( \mathcal{L}_t \), and the other part comes from spacelike separated points, \( \mathcal{L}_s \). And then the actual Lagrangian will be the difference between the two:

\[
\mathcal{L}_t(\phi; x) = \frac{1}{\tau_2^2} \min \left\{ (\phi(q) - \phi(p))^2 | p < x < q; \tau(p,q) = \tau_2 \right\} \tag{2}
\]
\[ L_s(\phi; x) = \frac{1}{\tau_2^2} \max \left\{ \min \left\{ (\phi(r) - \phi(s))^2 \right\} \right\} \]

\[ L_t(\phi; x) = L_t(\phi; x) - L_s(\phi; x) \]

(3)

where \( \tau_2 \) is treated as a constant, which was discussed in the last two paragraphs of Section 2.1. Since the construction is invariant, we claim that \( \mathcal{L}_t \) and \( \mathcal{L}_s \), on their own, would produce Lorentz invariant expressions. The only reason we need to subtract them is that those Lorentz invariant expressions will be multiplied by step functions (see 38 and 39) and we need the subtraction in order to cancel those step functions. However, these step functions are taken over Lorentz invariant expressions and, therefore, they are Lorentz invariant. Therefore, Lorentz invariance is not the issue; the issue is that the Lorentz invariant expressions that we got happened not to be the ones we are looking for; and that’s why we subtract one of them from the other in order to fix it. In any case, let us go ahead and derive (38) and (39). We will do it by cases.

**Case 1**

The gradient of \( \phi \) is timelike. That is, \( \partial^\mu \phi \partial_\mu \phi > 0 \). For paedagogical purposes, let us derive Lagrangian in two different ways. One way is to agree upon a coordinate system, which will be simpler, and the other way is to do it for arbitrary coordinates, which would be more complicated.

**Case 1** (Conveniently selected coordinate system)

Let us start with the simpler way. Consider the coordinate system in which \( t \)-axis is parallel to the gradient of \( \phi \); that is,

\[ \partial_\mu \phi = \delta^0_\mu \partial_0 \phi \]

(5)

As always, we assume \( \phi \) is linear and, therefore, its gradient is a constant. In this case, in order to minimize \( (\phi(q) - \phi(p))^2 \), we simply have to minimize \( (q^0 - p^0)^2 \). Since our constraint is \( \tau(p, q) \approx \tau_2 \), this corresponds to the situation when

\[ q^\mu - p^\mu \approx \tau_2 \delta^\mu_0 \]

(6)

and, therefore,

\[ \phi(q) - \phi(p) \approx (q^\mu - p^\mu)\partial_\mu \phi \approx \tau_2 \delta^\mu_0 \partial_\mu \phi = \tau_2 \partial_\mu \phi = \tau_2 \sqrt{\partial^\mu \phi \partial_\mu \phi} = \tau_2 \sqrt{\partial_\mu \phi \partial_\mu \phi} \]

(7)

Consequently,

\[ \mathcal{L}_t(\phi, x) \approx \frac{1}{\tau_2^2} \left( \tau_2 \sqrt{\partial^\mu \phi \partial_\mu \phi} \right)^2 = \partial^\mu \phi \partial_\mu \phi \]

(8)

Let us now look at \( \mathcal{L}_s \). Once again, we are in a coordinate system where the gradient of \( \phi \) is parallel to \( t \)-axis,

\[ \partial_\mu \phi = \delta^0_\mu \partial_0 \phi \]

(9)

Therefore, in order to minimize \( (\phi(r) - \phi(s))^2 \), we need to minimize \( (r^0 - s^0)^2 \). Now, geometrically, the conditions that \( p \prec^* r \prec^* q \) and \( p \prec^* s \prec^* q \) imply that \( r \) and \( s \) are on the equator of Alexandrov set (where by “equator” we mean the sphere formed by intersection of two light cones). If the axis of Alexandrov set is parallel to \( t \)-axis, then the equator of the Alexandrov set will be perpendicular to \( t \)-axis and, therefore, we would have \( r^0 - s^0 = 0 \) which would imply that \( (\phi(r) - \phi(s))^2 \approx 0 \). Since, in this sub-section, we are assuming the scalar field is real, the square can’t possibly be negative. Thus, we conclude that \( 0 \) corresponds to its minimum. Since \( \mathcal{L}_s \) is defined in terms of the minimum, we conclude that

\[ \mathcal{L}_s(\phi, x) \approx 0 \]

(10)
Case 1 (General coordinate system) Let us now prove the same thing without aligning $t$-axis in any particular way. Let us start by evaluating $L_t$. We assume that $\phi$ is approximately linear throughout the region of our concern. Therefore,

$$\phi(q) - \phi(p) \approx (q^\mu - p^\mu) \partial_\mu \phi$$

(11)

Since both $q - p$ and $\partial \phi$ are timelike, the reverse Schwartz inequality applies. Thus,

$$|\phi(q) - \phi(p)| \geq |q - p| |\partial \phi| \approx \tau_2 \sqrt{\partial^\mu \phi \partial_\mu \phi}$$

(12)

We also know that $\geq$ sign is being replaced by $=$ sign when $q - p$ and $\partial \mu \phi$ are parallel. Therefore, the minimum is

$$\min \left\{|\phi(q) - \phi(p)| \mid x \in \alpha(p, q), \tau(p, q) = \tau_2\right\} \approx \tau_2 \sqrt{\partial^\mu \phi \partial_\mu \phi}$$

(13)

Substituting this into (2), we obtain

$$L_t \approx \frac{1}{\tau_2^2} (\tau_2 \sqrt{\partial^\mu \phi \partial_\mu \phi})^2 = \partial^\mu \phi \partial_\mu \phi$$

(14)

Let us now look at $L_s$. I claim that $L_s \approx 0$. Again, since the square can’t possibly be less than 0, in order to prove that the minimum is 0 it is sufficient to show at least one situation when one gets 0, and that situation would become a minimum by default. We claim that the scenario when this is approximately 0 occurs, again, when $\partial \phi$ and $q - p$ are parallel. Recall from the (3) that we are interested in the situation where

$$p \prec^* r \prec^* q$$

(15)

$$p \prec^* s \prec^* q$$

(16)

Geometrically, this means that $r$ and $s$ are on the equator of Alexandrov set while $p$ and $q$ are on the poles. The coordinate separation between points at the poles and points at the equator is large, while the Lorentzian distance is small. In such a scenario, the following calculation holds:

$$a \prec^* b \Rightarrow (a^\mu - b^\mu)(a_\mu - b_\mu) \approx 0 \Rightarrow a^\mu a_\mu - 2a^\mu b_\mu + b^\mu b_\mu \approx 0 \Rightarrow a^\mu b_\mu \approx \frac{a^\mu a_\mu + b^\mu b_\mu}{2}$$

(17)

Therefore,

$$p \prec^* r \Rightarrow p^\mu r_\mu \approx \frac{p^\mu p_\mu + r^\mu r_\mu}{2}$$

(18)

$$p \prec^* s \Rightarrow p^\mu s_\mu \approx \frac{p^\mu p_\mu + s^\mu s_\mu}{2}$$

(19)

$$r \prec^* q \Rightarrow q^\mu r_\mu \approx \frac{q^\mu q_\mu + r^\mu r_\mu}{2}$$

(20)

$$s \prec^* q \Rightarrow q^\mu s_\mu \approx \frac{q^\mu q_\mu + s^\mu s_\mu}{2}$$

(21)

We can then perform the following calculation:

$$\frac{(q^\mu - p^\mu)(r_\mu - s_\mu) = q^\mu r_\mu - q^\mu s_\mu - p^\mu r_\mu + p^\mu s_\mu}{2}$$

$$\approx \frac{q^\mu q_\mu + r^\mu r_\mu}{2} - \frac{q^\mu q_\mu + s^\mu s_\mu}{2} - \frac{p^\mu p_\mu + r^\mu r_\mu}{2} + \frac{p^\mu p_\mu + s^\mu s_\mu}{2} = 0$$

(22)

Since the square can’t be less than 0, and we just found 0, the 0 has to be a minimum. Thus, we conclude that

$$L_s(\phi; x) \approx 0$$

(23)
Case 2 Now suppose that $\partial_{\mu}\phi$ is spacelike. If we try to do it in general coordinate system, it would be more complicated than in Case 1, although it can be done. On the other hand, the method of selecting coordinate system where $x^1$-axis points along the gradient of $\phi$ is equally valid and, at the same time much simpler. So let us just stick to this method, and leave more general method as an exercise for the reader.

If we align $x^1$-axis with the direction of $\partial_{\mu}\phi$, then the maximal value of $(\phi(r) - \phi(s))^2$ is proportional to the maximal value of $(r^1 - s^1)^2$. So our goal is to minimize the maximum of $(r^1 - s^1)^2$. At the same time, such transformation can simplify things a great deal by making sure that

$$q^2 - p^2 = \cdots = q^{d-1} - p^{d-1} = 0$$

Now, the intersection of Alexandrov set with $x^0x^1$-plane will produce points $u$ and $v$ that satisfy the following equations:

$$p^1 - u^1 = u^0 - p^0$$
$$v^1 - p^1 = v^0 - p^0$$
$$q^1 - u^1 = q^0 - u^0$$
$$v^1 - q^1 = q^0 - v^0$$

By adding (25) and (27) we obtain

$$p^1 + q^1 - 2u^1 = q^0 - p^0$$

which implies that

$$u^1 = \frac{p^1 + q^1}{2} - \frac{q^0 - p^0}{2}$$

On the other hand, by adding (26) and (28) we obtain

$$2v^1 - p^1 - q^1 = q^0 - p^0$$

which implies that

$$v^1 = \frac{p^1 + q^1}{2} + \frac{q^0 - p^0}{2}$$

By subtracting (30) from (32) we obtain

$$v^1 - u^1 = q^0 - p^0$$

Now, if $q^0 - p^0 > \tau_2$ this implies that $v^1 - u^1 > \tau_2$ and, therefore, max$_{\{r^1 - s^1|p \prec^s r \prec^s q; p \prec^s s \prec^s q\}} = \tau_2$. On the other hand, if $q^0 - p^0 = \tau_2$, then $v^1 - u^1 = \tau_2$. Furthermore, $q^0 - p^0 = \tau_2$ implies $q^k - p^k = 0$ and, therefore, the equator is just a ball of radius $\frac{\tau_2}{2}$, which means that $\tau_2$ is, indeed, the maximum of $r^1 - s^1$. Since for $q^0 - p^0 = \tau_2$ the maximum is $\tau_2$ and in all other cases the maximum is greater than $\tau_2$, then we conclude that the minimum of the maximum is $\tau_2$:

$$\min[\max_{\{r^1 - s^1|p \prec^s r \prec^s q; p \prec^s s \prec^s q\}}|p < x < q; \tau(p, q) = \tau_2} = \tau_2$$

and, consequently,

$$\mathcal{L}_s = \frac{1}{\tau_2^2}(\tau_2 \partial_1 \phi)^2 = \partial_1 \phi^2 = -\partial^\mu \phi \partial_\mu \phi$$

On the other hand, if we make any choice of $p$ and $q$ such that $q^1 = p^1$, then we have $(\phi(q) - \phi(p))^2 \approx 0$. Since the square can’t be negative, we conclude that 0 must be its minimum and, therefore

$$\mathcal{L}_s(\phi; x) \approx 0$$
We can summarize the above results as follows. We introduce step function
\[
\sigma(\xi) = \begin{cases} 
0, & \xi < 0 \\
1, & \xi \geq 0
\end{cases}
\] (37)
and then we obtain the following expressions:
\[
\mathcal{L}_t(\phi; x) \approx \partial \mu \phi \partial \mu \phi \sigma(\partial \mu \phi) \tag{38}
\]
\[
\mathcal{L}_s(\phi; x) \approx \partial \mu \phi \partial \mu \phi (\sigma(\partial \mu \phi) - 1) \tag{39}
\]
which leads to
\[
\mathcal{L}_t(\phi; x) - \mathcal{L}_s(\phi; x) = \partial \mu \phi \partial \mu \phi \tag{40}
\]
Thus, we define Lagrangian as this difference:
\[
\mathcal{L}_R(\phi; x) = \frac{1}{\tau_2^2} \min \left\{ (\phi(q) - \phi(p))^2 \mid p < x < q; \tau(p, q) = \tau_2 \right\} - \frac{1}{\tau_2^2} \min \left\{ \max \left\{ (\phi(r) - \phi(s))^2 \mid p <^* r <^* q, \; p <^* s <^* q \right\} \mid \tau(p, q) = \tau_2 \right\} \tag{41}
\]

2.3 Complex Scalar Field

Let us extend our discussion from real scalar field to complex scalar field. One might be tempted to simply express complex scalar field as \( \phi = \phi_1 + i\phi_2 \), where \( \phi_1 \) and \( \phi_2 \) are both real, write \( \partial^\mu \phi^* \partial^\mu \phi = \partial^\mu \phi_1 \partial^\mu \phi_1 + \partial^\mu \phi_2 \partial^\mu \phi_2 \) and then use Section 2.2 to model each term. The problem with this approach is that taking the maxima and minima of either real or imaginary part would not respect \( U(1) \) symmetry. To counter this objection, one might argue that if we successfully reproduce each term, we would successfully reproduce the sum, and the sum would respect \( U(1) \) symmetry by default. However, there is a gap in that argument: it is not true that each term would be reproduced exactly; it will only be approximated. Therefore, up to that order of approximation the \( U(1) \) symmetry would be respected, but the error between continuum and discrete expression will not respect that symmetry. One might argue that since we assume that the above-mentioned error is too small to be detected (which is the assumption we have to make anyway) then the above violation of \( U(1) \) symmetry would not be detectable either. So if we stick to the point of view that our belief in \( U(1) \) symmetry is empirical in nature, we would be able to accept its small violations. However, for philosophical reasons, we would like to view \( U(1) \) as fundamental rather than empirical, if at all possible. So let us see if we can find a model that would allow us to do that. To make it clear: we would still have error between discretized result and the continuum result, and we are not attempting to make it smaller than it otherwise would be. The only thing we are trying to do is to make sure that the error respects \( U(1) \) symmetry.

One attempt that comes to mind is to look at \( \phi(x, \theta) = \text{Re}(e^{i\theta} \phi) \) and then find \( \theta(x) \) that would maximize \( (\partial^\mu \phi \partial^\mu \phi)^2 \) at every point \( x \), where \( \partial^\mu \) and \( \partial_\mu \) represent partial derivatives with respect to \( x \), at fixed \( \theta \). While this could have worked in \( 0 + 1 \) dimension, this would not work when the number of dimensions is higher than that. The issue is that it would produce \( |\partial^\mu \phi \partial_\mu \phi| \) instead of \( \partial^\mu \phi^* \partial_\mu \phi \). While in 1 dimension it is true that \( |\frac{\partial \phi}{\partial t} | = \frac{\partial \phi^*}{\partial t} \frac{\partial \phi}{\partial t} \), in many dimensions it is no longer true: \( |\partial^\mu \phi \partial_\mu \phi| \neq \partial^\mu \phi^* \partial_\mu \phi \). As a counter-example, consider \( \phi = 2t - ix \). Then \( |\partial^\mu \phi \partial_\mu \phi| = |4 - 1| = 3 \) while \( \partial^\mu \phi^* \partial_\mu \phi = 4 + 1 = 5 \). Even if one were to use integration by parts to replace \( \partial^\mu \phi^* \partial_\mu \phi \) with \( \phi^* \Delta \phi \), we would still have \( |\Phi \Delta \Phi| \neq \Phi^* \Delta \Phi \). So this approach wouldn’t work either way.
The approach that *would* work is to integrate over all possible choices of $\theta$. In this case, we have

$$\int_0^{2\pi} \partial^\mu \text{Re}(e^{i\theta} \phi) \partial_\mu \text{Re}(e^{i\theta} \phi) d\theta = \int_0^{2\pi} \partial^\mu (\phi_1 \cos \theta - \phi_2 \sin \theta) \partial_\mu (\phi_1 \cos \theta - \phi_2 \sin \theta) d\theta =$$

$$= \int_0^{2\pi} (\partial^\mu \phi_1 \partial_\mu \phi_1 \cos^2 \theta + \partial^\mu \phi_2 \partial_\mu \phi_2 \cos \theta \sin \theta + \partial^\mu \phi_1 \partial_\mu \phi_2 \sin \theta \cos \theta + \partial^\mu \phi_2 \partial_\mu \phi_2 \cos^2 \theta) =$$

$$= \pi \partial^\mu \phi_1 \partial_\mu \phi_1 + \pi \partial^\mu \phi_2 \partial_\mu \phi_2 = \pi \partial^\mu \phi^* \partial_\mu \phi \quad (42)$$

We then substitute $\text{Re}(e^{i\theta} \phi)$ into Section 2.2 to obtain

$$\partial^\mu \text{Re}(e^{i\theta} \phi) \partial_\mu \text{Re}(e^{i\theta} \phi) \approx \mathcal{L}_t(\text{Re}(e^{i\theta} \phi)) - \mathcal{L}_s(\text{Re}(e^{i\theta} \phi)) \quad (43)$$

which will lead us to define the Lagrangian as follows:

$$\mathcal{L}_C(\phi; x) = \frac{1}{\pi} \int_0^{2\pi} \mathcal{L}_R(\text{Re}(e^{i\theta} \phi)) d\theta$$

By substituting (41) we obtain

$$\mathcal{L}_C(\phi; x) = \frac{1}{\pi \tau^2} \int_0^{2\pi} \left( \min \left\{ (\text{Re}(e^{i\theta} \phi(q)) - \text{Re}(e^{i\theta} \phi(p)))^2 \right\| p < x < q; \tau(p, q) = \tau_2 \right) -$$

$$- \min \left\{ (\text{Re}(e^{i\theta} \phi(r)) - \text{Re}(e^{i\theta} \phi(s)))^2 \right\| p < s^* r s^* q, p < s^* s^* q \right\| \tau(p, q) = \tau_2 \right\} d\theta$$

Note that the integral over $\theta$ has not been discretized. This is because the only thing we are discretizing is spacetime manifold. Since $\theta$ does not live in a spacetime manifold, but instead it lives in $[0, 2\pi]$, we do not have to discretize it. On the other hand, the set of points over which maxima and minima are taken is discretized.

### 2.4 Complex Spin-0 Multiplet

Let us now generalize the results of Section 2.3 to multiplets. Suppose we have $n$-multiplet, which we would like to be symmetric under the symmetry group $G \supseteq SU(n)$. We will denote that multiplet by $\phi$ and we will denote its $i$-th component by $\phi_i$. Let $\pi_i$ be the projection of $\phi$ unto its $i$-th component, that leaves $i$-th component unchanged and sends the rest of the components to 0:

$$(\pi_i \phi)_j = \delta_i^j \phi_j \quad (46)$$

One can define Haar measure $\mu$ on $G$ (see [19, 20]) which would lead to the definition of its volume,

$$\mu(G) = \int_G d\mu \quad (47)$$

In particular, Eq 5.13 of [20] tells us

$$\mu(SU(n)) = \sqrt{2^{n-1}n\pi^{(n-1)(n+2)/2}} \prod_{k=1}^{n-1} \frac{1}{k!} \quad (48)$$

and Eq 5.16 of [20] tells us

$$\mu(U(n)) = \sqrt{2^{n+1}n\pi^{(n+1)/2}} \prod_{k=1}^{n-1} \frac{1}{k!} \quad (49)$$
We can then perform the following calculation:

\[ \partial_\mu \phi^\dagger \partial_\mu \phi = \frac{1}{\mu(G)} \int_G \partial_\mu (U \phi)^\dagger \partial_\mu (U \phi) d\mu(U) = \frac{1}{\mu(G)} \sum_{i=1}^n \partial_\mu (\pi_i U \phi)^\dagger \partial_\mu (\pi_i U \phi) d\mu(U) = \frac{n}{\mu(G)} \partial_\mu (\pi_1 U \phi)^\dagger \partial_\mu (\pi_1 U \phi) \]

(50)

where on the third equal sign we used the symmetry, which was produced as a consequence of integration over \( G \), in order to replace \( i \) with 1. Therefore, we propose the Lagrangian to be

\[ L = \frac{n}{\pi \mu(G)} \int_0^{2\pi} (\mathcal{L}_R(\text{Re}(e^{i\theta} \pi_1 U \phi)) d\theta \]

(51)

If we now substitute (41) into this we obtain

\[ \mathcal{L}(\phi; x) = \]

\[ = \frac{n}{\pi \tau_2^2 \mu(G)} \int_0^{2\pi} \left( \min \left\{ (\text{Re}(e^{i\theta} \pi_1 U \phi(q)) - \text{Re}(e^{i\theta} \pi_1 U \phi(p)))^2 \mid p \prec x \prec q; \tau(p, q) = \tau_2 \right\} - \right. \]

\[ - \left. \min \left\{ (\text{Re}(e^{i\theta} \pi_1 U \phi(r)) - \text{Re}(e^{i\theta} \pi_1 U \phi(s)))^2 \mid p \prec^* r, \prec^* q, p \prec^* s \prec^* q \right\} \right\} d\theta \]

(52)

3.1 Coupling Between Spin 0 Fields and Gauge Fields

Let us now discuss the gauge fields. We will start from electromagnetic field. In continuum setting with a coordinate system, we define a two-point function

\[ a(r, s) = \int_{\gamma(r, s)} A_\mu dx^\mu \]

(53)

where \( \gamma(r, s) \) is a geodesic connecting points \( r \) and \( s \). In discrete setting, without coordinate system, we no longer have \( A_\mu \) (since we can not define the Lorentz index) but we will still postulate the existence of two-point function \( a(r, s) \) (since scalar quantities will still be well defined). Thus, \( a(r, s) \) will replace \( A_\mu \) as a definition of electromagnetic field. In order to write the Lagrangian, we simply replace \( \phi(z) \) with \( e^{ia(x, z) \phi(z)} \) in (2.3). Thus, we obtain

\[ \mathcal{L}_{\text{c}}(a, \phi; x) = \]

\[ = \frac{1}{\pi \tau_2^2} \int_0^{2\pi} \left( \min \left\{ (\text{Re}(e^{i\theta} e^{ia(x, q) \phi(q)}) - \text{Re}(e^{i\theta} e^{ia(x, p) \phi(p)}))^2 \mid p \prec x \prec q; \tau(p, q) = \tau_2 \right\} - \right. \]

\[ - \left. \min \left\{ (\text{Re}(e^{i\theta} e^{ia(x, r) \phi(r)}) - \text{Re}(e^{i\theta} e^{ia(x, s) \phi(s)}))^2 \mid p \prec^* r, \prec^* q, p \prec^* s \prec^* q \right\} \right\} d\theta \]

(54)

On the other hand, if, instead of being a complex scalar, \( \phi \) is assumed to be \( n \)-multiplet, then \( a \) should be redefined as well: instead of being real-valued function it should become matrix-valued function. In other words, for any \( r \) and \( s \), the value of \( a(r, s) \) is a hermitian \( n \times n \) matrix.
\( n \) matrix. Once again, in order to define Lagrangian we will replace \( \phi(z) \) with \( e^{ia(x,z)} \phi(z) \), except that by exponential we mean matrix exponential. However, instead of substituting it into (45) we, instead, substitute it into (52) and obtain

\[
L(a, \phi; x) = \frac{n}{\pi \tau_2^2 \mu(G)} \int_0^{2\pi} \left( \min \left\{ \left| \text{Re}(e^{i\theta} \pi_1 U e^{ia(x,q)} \phi(q)) - \text{Re}(e^{i\theta} \pi_1 U e^{ia(x,p)} \phi(p)) \right|^2 \right\} \right)
\]

\[
- \min \left\{ \left| \text{Re}(e^{i\theta} \pi_1 U e^{ia(x,r)} \phi(r)) - \text{Re}(e^{i\theta} \pi_1 U e^{ia(x,s)} \phi(s)) \right|^2 \right\} \left| \tau(p,q) = \tau_2 \right) \right) - \min \left\{ \left| \text{Re}(e^{i\theta} \pi_1 U e^{ia(x,r)} \phi(r)) - \text{Re}(e^{i\theta} \pi_1 U e^{ia(x,s)} \phi(s)) \right|^2 \right\} \left| \min \left\{ \max \left\{ \left| \text{Re}(e^{i\theta} \pi_1 U e^{ia(x,r)} \phi(r)) - \text{Re}(e^{i\theta} \pi_1 U e^{ia(x,s)} \phi(s)) \right|^2 \right\} \left| \tau(p,q) = \tau_2 \right) \right) \right) \right) \right) (55)
\]

### 3.2 Discretized Circulation Over \( n \)-point Loop

So far we just done the coupling between scalar field and gauge field. Now we would like to move to the question of gauge field Lagrangian itself. As always, we go back to a continuum setting, with coordinates, where we do have \( A_\mu \). In this setting, we take the Lagrangian density – which is defined in terms of \( A_\mu \) – and re-express it in terms of \( a \). After having done that, we take our result, written in terms of \( a \), and simply copy it into the setting where we no longer have coordinates.

In the first step, where we do coordinate-based calculation, the expression in terms of \( A_\mu \) will be exact while the expression in terms of \( a \) will be an approximation. On the other hand, in the discrete setting, without coordinates, the expression in terms of \( a \) will become exact since it would be our new definition of the Lagrangian and the definitions are exact by their very nature. On the other hand, in the “special case” of the manifold-like setting, the resulting expression involving \( A_\mu \) will become an approximation. Since our construction is done in a local neighborhood, we can make an approximation where we assume the metric is Minkowskian, and the field is linear.

Since the approximation is the only thing we are interested in, we can drop approximation signs and simply assume in our calculation that the space is exactly Minkowskian and the electromagnetic field is exactly linear; and then we can drop that assumption and put approximation signs back once we get our result. Thus, throughout the following calculation, we will assume that

\[
g_{\mu\nu} = \eta_{\mu\nu} \quad A_\mu(s) = A_\mu(r) + (s^\nu - r^\nu) \partial_\nu A_\mu \quad (57)
\]

In light of Minkowskian setting, the geodesic connecting \( r \) and \( s \) will become a straight line. We can parametrize it as

\[
\gamma(\tau) = \frac{r + s}{2} + \tau \frac{s - r}{2}, \quad -1 \leq \tau \leq 1 \quad (58)
\]

Thus, \( \gamma(-1) = r \) and \( \gamma(1) = s \). If we assume \( A_\mu \) varies linearly, we can write

\[
A_\mu(\gamma(\tau)) = A_\mu \left( \frac{r + s}{2} + \tau \frac{s - r}{2} \right) = A_\mu \left( \frac{r + s}{2} \right) + \tau \frac{s^\nu - r^\nu}{2} \partial_\nu A_\mu \quad (59)
\]

If we substitute this into the integral

\[
a(r, s) = \int_{-1}^{1} A_\mu \left( \frac{r + s}{2} + \tau \frac{s - r}{2} \right) d\left( \frac{r^\mu + s^\mu}{2} + \tau \frac{s^\mu - r^\mu}{2} \right) =
\]

\( \text{International Journal of Theoretical Physics (2021) 60:1481–1506} \)
\[
\int_{-1}^{1} \left( A_\mu \left( \frac{r + s}{2} + \tau \frac{s^\nu - r^\nu}{2} \partial_\nu A_\mu \right) \right) s^\mu - r^\mu \, d\tau = \\
= \frac{s^\mu - r^\mu}{2} A_\mu \left( \frac{r + s}{2} \right) \int_{-1}^{1} d\tau + \frac{s^\nu - r^\nu}{2} \int_{-1}^{1} \tau \, d\tau = \\
= 2 \frac{s^\mu - r^\mu}{2} A_\mu \left( \frac{r + s}{2} \right) = (s^\mu - r^\mu) (A_\mu \left( \frac{r + s}{2} \right)) = \\
= (s^\mu - r^\mu) \left( A_\mu (0) + \frac{s^\nu - r^\nu}{2} \partial_\nu A_\mu \right) = \\
= (s^\mu - r^\mu) A_\mu (0) + \frac{(s^\mu - r^\mu) (s^\nu + r^\nu)}{2} \partial_\nu A_\mu \\
= (s^\mu - r^\mu) A_\mu (0) + \frac{s^\mu s^\nu - r^\mu r^\nu - r^\mu s^\nu}{2} \partial_\nu A_\mu \\
(60)
\]

Now, consider the cycle, consisting of \( n \) points. In order not to have to separately look at first and last point, we can number them by \( k(\text{mod} \ n) \) where \( cn + k(\text{mod} \ n) = k(\text{mod} \ n) \). Thus, our points would be \( r_0(\text{mod} \ n), r_1(\text{mod} \ n), \cdots, r_{n-1}(\text{mod} \ n) \), and we are looking at the sum of the form \( a(r_0(\text{mod} \ n), r_1(\text{mod} \ n)) + \cdots + a(r_{n-1}(\text{mod} \ n), r_0(\text{mod} \ n)) \). By using (60), this becomes

\[
\sum_{k=0}^{n-1} (a(r_k(\text{mod} \ n), r_{k+1}(\text{mod} \ n))) = \sum_{k=0}^{n-1} \left( \left( r_\mu^{k+1(\text{mod} \ n)} - r_\mu^{k(\text{mod} \ n)} \right) A_\mu (0) + \right. \\
+ \frac{r_\mu^{k+1(\text{mod} \ n)} r_\nu^{k(\text{mod} \ n)} + r_\mu^{k+1(\text{mod} \ n)} r_\nu^{k+1(\text{mod} \ n)} - r_\mu^{k(\text{mod} \ n)} r_\nu^{k+1(\text{mod} \ n)} - r_\mu^{k(\text{mod} \ n)} r_\nu^{k+1(\text{mod} \ n)}}{2} \partial_\nu A_\mu \\
(61)
\]

Observing that

\[
\sum_{k=0}^{n-1} (r_\mu^{k+1(\text{mod} \ n)} - r_\mu^{k(\text{mod} \ n)}) = 0 \\
(62)
\]

\[
\sum_{k=0}^{n-1} (r_\nu^{k+1(\text{mod} \ n)} r_\mu^{k(\text{mod} \ n)} - r_\mu^{k(\text{mod} \ n)} r_\nu^{k+1(\text{mod} \ n)}) = 0 \\
(63)
\]

it simplifies to

\[
\sum_{k=0}^{n-1} (a(r_k(\text{mod} \ n), r_{k+1}(\text{mod} \ n))) = \sum_{k=0}^{n-1} \left( r_\mu^{k+1(\text{mod} \ n)} r_\nu^{k(\text{mod} \ n)} - r_\mu^{k(\text{mod} \ n)} r_\nu^{k+1(\text{mod} \ n)} \right) \partial_\nu A_\mu \\
(64)
\]

Observe that

\[
r_\nu^{k+1(\text{mod} \ n)} r_\mu^{k(\text{mod} \ n)} \partial_\nu A_\mu = r_\mu^{k+1(\text{mod} \ n)} r_\mu^{k(\text{mod} \ n)} \partial_\mu A_\nu \\
(65)
\]

to do the following calculation:

\[
\sum_{k=0}^{n-1} a(r_k(\text{mod} \ n), r_{k+1}(\text{mod} \ n)) = \sum_{k=0}^{n-1} \left( r_\mu^{k+1(\text{mod} \ n)} r_\nu^{k(\text{mod} \ n)} - r_\mu^{k(\text{mod} \ n)} r_\nu^{k+1(\text{mod} \ n)} \right) \partial_\nu A_\mu = \\
= \sum_{k=0}^{n-1} \frac{r_\mu^{k+1(\text{mod} \ n)} r_\nu^{k(\text{mod} \ n)} - r_\mu^{k(\text{mod} \ n)} r_\nu^{k+1(\text{mod} \ n)}}{2} \partial_\nu A_\mu \\
= \sum_{k=0}^{n-1} \frac{r_\nu^{k+1(\text{mod} \ n)} r_\mu^{k(\text{mod} \ n)} - r_\nu^{k(\text{mod} \ n)} r_\mu^{k+1(\text{mod} \ n)}}{2} \partial_\nu A_\mu \\
= \sum_{k=0}^{n-1} \frac{r_\nu^{k+1(\text{mod} \ n)} r_\mu^{k(\text{mod} \ n)} - r_\nu^{k(\text{mod} \ n)} r_\mu^{k+1(\text{mod} \ n)}}{2} \partial_\nu A_\mu \\
(66)
\]
\[
\sum_{k=0}^{n-1} r_k^{\mu} \frac{1}{r_{k+1}^{\mu} (n)} r_{k+1}^v (n) \partial_\mu A_v - r_k^{\mu} \frac{1}{r_{k+1}^{\mu} (n)} r_{k+1}^v (n) \partial_v A_\mu
\]

\[
= \sum_{k=0}^{n-1} r_k^{\mu} \frac{1}{r_{k+1}^{\mu} (n)} r_{k+1}^v (n) \partial_\mu A_v - \partial_v A_\mu
\]

\[
= \sum_{k=0}^{n-1} r_k^{\mu} \frac{1}{r_{k+1}^{\mu} (n)} r_{k+1}^v (n) F_{\mu v}
\]

\[
= \frac{F_{\mu v}}{2} \sum_{k=0}^{n-1} r_k^{\mu} \frac{1}{r_{k+1}^{\mu} (n)} r_{k+1}^v (n)
\]

(66)

We will now use this result for the two parts of Lagrangian, one called “electric” and the other called “magnetic”, as described in Sections 3.3 and 3.4 respectively. To avoid any confusion, these names are referring to electric and magnetic fields specifically in the reference frame of Alexandrov set; in more general reference frames they represent the mixture of the two, as described in (145) and (146).

3.3 Electric Field in The Reference Frame of Alexandrov Set

Suppose we have two fixed points \( p < q \) and we are looking at all possible points \( r \in \alpha(p, q) \) and \( s \in \alpha(p, q) \). We would like to find the maxima and minima of

\[
\Phi = a(p, r) + a(r, q) + a(q, s) + a(s, p)
\]

(67)

when \( r \) and \( s \) vary while \( p \) and \( q \) are fixed. Consider the reference frame in which \( t \)-axis passes through points \( p \) and \( q \), while electric field \( \vec{E} \) points in \( x^1 \)-direction. That is,

\[
p = \left(-\frac{\tau_2}{2}, 0, \cdots, 0\right)
\]

(68)

\[
q = \left(\frac{\tau_2}{2}, 0, \cdots, 0\right)
\]

(69)

\[
F_{0k} = -F_{k0} = E\delta_k^1
\]

(70)

From (66) we have

\[
\Phi = a(p, r) + a(r, q) + a(q, s) + a(s, p) = \frac{1}{2} (F_{\mu v} p^\mu r^v + F_{\mu v} r^\mu q^v + F_{\mu v} q^\mu s^v + F_{\mu v} s^\mu p^v)
\]

\[
= \frac{1}{2} \left(F_{01} p^0 r^1 + F_{10} r^1 q^0 + F_{01} q^0 s^1 + F_{10} s^1 p^0\right)
\]

\[
= \frac{1}{2} \left(E \left(-\frac{\tau_2}{2}\right) r^1 + (-E) r^1 \frac{\tau_2}{2} + E \frac{\tau_2}{2} s^1 + (-E) s^1 \left(-\frac{\tau_2}{2}\right)\right)
\]

\[
= \frac{1}{2} \left(-E \frac{\tau_2 r^1}{2} - E r^1 \frac{\tau_2}{2} + E \frac{\tau_2 s^1}{2} + E s^1 \frac{\tau_2}{2}\right)
\]

\[
= \frac{1}{2} (-E \frac{\tau_2 r^1 + E \tau_2 s^1}{2}) = \frac{E \tau_2 (s^1 - r^1)}{2}
\]

(71)

Therefore, in order to maximize or minimize \( \Phi \), we have to maximize or minimize \( s^1 - r^1 \). Given the constraint that \( r \) and \( s \) are within the Alexandrov set, it is easy to see that maximum is described as

\[
r_{\text{max}} = \left(0, -\frac{\tau_2}{2}, 0, \cdots, 0\right)
\]

(72)

\[
s_{\text{max}} = \left(0, \frac{\tau_2}{2}, 0, \cdots, 0\right)
\]

(73)
and minimum is described as

\[ r_{min} = \left(0, \frac{r_2}{2}, 0, \ldots, 0\right) \] (74)
\[ s_{min} = \left(0, -\frac{r_2}{2}, 0, \ldots, 0\right) \] (75)

Accordingly, the maximum and minimum values of \( \Phi \) are given by

\[ \Phi_{\text{max}} = \frac{E \tau_2}{2} \left(s_{\text{max}}^1 - r_{\text{max}}^1\right) = \frac{E \tau_2}{2} \left(\frac{\tau_2}{2} - \left(-\frac{\tau_2}{2}\right)\right) = \frac{E \tau_2}{2} \tau_2 = \frac{E \tau_2^2}{2} \] (76)
\[ \Phi_{\text{min}} = \frac{E \tau_2}{2} \left(s_{\text{min}}^1 - r_{\text{min}}^1\right) = \frac{E \tau_2}{2} \left(-\frac{\tau_2}{2} - \frac{\tau_2}{2}\right) = -\frac{E \tau_2}{2} \tau_2 = -\frac{E \tau_2^2}{2} \] (77)

Since the minimum has negative sign, \( \phi^2 \) attains maximum there. Therefore, \( \phi^2 \) has two maximum points, with its common value being \( E^2 \tau_2^4/4 \). Thus,

\[ \max\{(a(p, r) + a(r, q) + a(q, s) + a(s, p))^2 | p < r < q, \ p < s < q\} = \frac{E^2 \tau_4^2}{4} \] (78)

Note that

\[ E^2 \tau_4^2 = \tau_2^2 F_{0k} F_{0k} (q^0 - p^0) (q^0 - p^0) = -\tau_2^2 F_{0\mu} F^{0\mu} (q^\mu - p^\mu) (q_\nu - p_\nu) \] (79)

So we can now go back to the general frame and write the covariant expression

\[ \max\{(a(p, r) + a(r, q) + a(q, s) + a(s, p))^2 | p < r < q, \ p < s < q\} = -\tau_2^2 F_{\mu\nu} F^{\mu\nu} (q^\mu - p^\mu) (q_\nu - p_\nu) \] (80)

### 3.4 Magnetic Field in the Reference Frame of Alexandrov Set

Once again, let us consider the situation with \( p < q \) and choose a coordinate system where \( t \)-axis passes through points \( p \) and \( q \). But, instead of looking at electric field, let us look at the magnetic field in that reference frame. The equator of Alexandrov set will simply become the intersection of \( t = 0 \) hyperplane with its surface. Thus, a point \( r \) is in equator if it is lightlike separated from points \( p \) and \( q \) at the same time. This is equivalent to saying that the Lorentzian distance from \( p \) to \( r \) as well as Lorentzian distance from \( r \) to \( q \) are both 0. The discretized version of the statement that Lorentzian distance from \( p \) to \( r \) is 0 is a statement that \( p < r \) holds, but there is no point \( s \) for which \( p < s < r \) holds. This statement is denoted by \( p \prec^* r \). Similarly, the statement that Lorentzian distance from \( r \) to \( q \) is 0 is described as \( r \prec^* q \). And, therefore, an equator of Alexandrov set consists of all points \( r \) that obey \( p \prec^* r \prec^* q \).

Let us consider 4 points, \( r_{0(\mod 4)}, r_{1(\mod 4)}, r_{2(\mod 4)} \) and \( r_{3(\mod 4)} \) placed on equator of Alexandrov set; that is,

\[ \forall k \in \{0, 1, 2, 3\} (p \prec^* r_{k(\mod 4)} \prec^* q) \] (81)

or, in coordinate-based language,

\[ \forall k \in \{0, 1, 2, 3\} \left(r_{k(\mod 4)}^0 = 0; |\vec{r}_{k(\mod 4)}|^2 = \frac{\tau_2^2}{4}\right) \] (82)

From (66) we know that

\[ \Phi = \sum_{k=0}^{3} (a(r_{k(\mod 4)}, r_{k+1(\mod 4)})) = \frac{F_{\mu\nu}}{2} \sum_{k=0}^{3} r_{k(\mod 4)}^\mu r_{k+1(\mod 4)}^\nu \] (83)
Note that
\[ \sum_{k=0}^{3} (a(r_{k+1}(mod 4), r_{k+1}(mod 4))) = - \sum_{k=0}^{3} (a(r_{k+1}(mod 4), r_{k+1}(mod 4))) \]  

and, therefore,
\[ \Phi_{min} = -\Phi_{max} \]

So our only task is to find \( \Phi_{max} \). Let’s do that by looking at variations:
\[ \frac{\partial \phi}{\partial r_{j}(mod 4)} = \frac{F_{\mu\nu}}{2} \left( \sum_{k=0}^{3} \delta_{k}^{j} \delta_{\rho}^{\mu} r_{k}(mod 4) + (\rho^{\mu} r_{j}(mod 4) \delta_{k}^{j} \delta_{\rho}^{\mu}) \right) = \]
\[ = \frac{F_{\mu\nu}}{2} \left( \sum_{k=0}^{3} \delta_{k}^{j} \delta_{\rho}^{\mu} r_{k+1}(mod 4) + (\rho^{\mu} r_{j+1}(mod 4) \delta_{k+1}^{j} \delta_{\rho}^{\mu}) \right) = \]
\[ = \frac{F_{\mu\nu}}{2} \left( r^{j+1}(mod 4) \right) + \frac{F_{\sigma\rho}}{2} r^{\sigma}_{j+1}(mod 4) \]
\[ = \frac{F_{\sigma\rho}}{2} \left( r^{j+1}(mod 4) \right) + \frac{F_{\sigma\rho}}{2} r^{\sigma}_{j+1}(mod 4) - \frac{F_{\sigma\rho}}{2} r^{\sigma}_{j+1}(mod 4) = \]
\[ = \frac{F_{\sigma\rho}}{2} \left( r^{j+1}(mod 4) - r^{\sigma}_{j+1}(mod 4) \right) \]

Since we made an assumption that \( r_{i}(mod 4) = 0 \) for all \( i \), we can replace the summation over spacetime indices \( \rho \) and \( \sigma \) with the summation over spacelike indices \( r \) and \( s \). So we obtain
\[ \frac{\partial \phi}{\partial r_{j}(mod 4)} = \frac{F_{rs}}{2} (r^{s}_{j+1}(mod 4) - r^{s}_{j+1}(mod 4)) \]

Suppose \( r_{i} \) are fixed for all \( i \neq j \), and we would like to maximize \( \Phi \) with respect to \( r_{j}(mod 4) \). Note that we have a constraint
\[ |r_{j}(mod 4)|^2 = \frac{\tau_{j}^2}{4} \]

Therefore, the maximum occurs if the gradient of \( \Phi \) with respect to \( r_{j}(mod 4) \) is parallel to the gradient of \( |r_{j}(mod 4)|^2 \) with respect to \( r_{j}(mod 4) \). But note that the gradient of \( |r_{j}(mod 4)|^2 \) with respect to \( r_{j} \) is simply \( 2r_{j}(mod 4) \). Therefore, the gradient of \( \Phi \) with respect to \( r_{j}(mod 4) \) should be parallel to \( r_{j}(mod 4) \) itself. Thus,
\[ \frac{\partial \phi}{\partial r_{j}(mod 4)} = cr_{j} \]

By substituting this into (87), we obtain
\[ cr_{j}(mod 4) = \frac{F_{rs}}{2} \left( r^{s}_{j+1}(mod 4) - r^{s}_{j+1}(mod 4) \right) \]

We can find the value of \( c \) from our knowledge that
\[ |r_{j}(mod 4)|^2 = \frac{\tau_{j}^2}{4} \]

Thus,
\[ \frac{c^2 \tau_{j}^2}{4} = \frac{F_{rs_{1}}}{2} \left( r^{s_{1}}_{j+1}(mod 4) - r^{s_{1}}_{j+1}(mod 4) \right) \]

\[ \left( r^{s_{2}}_{j+1}(mod 4) - r^{s_{2}}_{j+1}(mod 4) \right) \]

\[ \left( r^{s_{2}}_{j+1}(mod 4) - r^{s_{2}}_{j+1}(mod 4) \right) \]

\[ \left( r^{s_{2}}_{j+1}(mod 4) - r^{s_{2}}_{j+1}(mod 4) \right) \]

\[ \left( r^{s_{2}}_{j+1}(mod 4) - r^{s_{2}}_{j+1}(mod 4) \right) \]
and, therefore,

\[ c = \frac{1}{\tau_2} \sqrt{F_{rs_1} F_{rs_2} (r_{j+1}^{s_1} - r_{j-1}^{s_1}) (r_{j+1}^{s_2} - r_{j-1}^{s_2})} \]  

(93)

By going back to (90) and replacing \( j \text{ (mod 4)} \) with \( j+2 \text{ (mod 4)} \) we obtain

\[ cr_{j+2(\text{mod 4})} = \frac{F_{rs}}{2} (r_{j+3(\text{mod 4})} - r_{j+1(\text{mod 4})}) = \frac{F_{rs}}{2} (r_{j-1(\text{mod 4})} - r_{j+1(\text{mod 4})}) = -cr_{j(\text{mod 4})} \]

(94)

Thus,

\[ r_{j+2(\text{mod 4})} = -r_{j(\text{mod 4})} \]

(95)

By substituting this into (93) we obtain

\[ c = \frac{1}{\tau_2} \sqrt{F_{rs_1} F_{rs_2} (r_{j+1(\text{mod 4})} - r_{j-1(\text{mod 4})}) (r_{j+1(\text{mod 4})} - r_{j-1(\text{mod 4})})} = \]

\[ = \frac{1}{\tau_2} \sqrt{F_{rs_1} F_{rs_2} (2r_{j+1(\text{mod 4})}) (2r_{j+1(\text{mod 4})})} = \]

\[ = \frac{2}{\tau_2} \sqrt{F_{rs_1} F_{rs_2} r_{j+1(\text{mod 4})} r_{j+1(\text{mod 4})}} \]

(96)

Also, by substituting (95) into (90) we obtain

\[ cr_{j(\text{mod 4})} = \frac{F_{rs}}{2} (r_{j+1(\text{mod 4})} - r_{j-1(\text{mod 4})}) = \frac{F_{rs}}{2} (-r_{j-1(\text{mod 4})} - r_{j-1(\text{mod 4})}) = \]

\[ = \frac{F_{rs}}{2} (-2r_{j-1(\text{mod 4})}) = -F_{rs} r_{j-1(\text{mod 4})} \]

(97)

By using \( j = k + 1 \) we obtain

\[ cr_{k+1(\text{mod 4})} = -F_{rs} r_{k(\text{mod 4})} \]

(98)

and, therefore

\[ r_{k+1(\text{mod 4})} = -\frac{F_{rs}}{c} r_{k(\text{mod 4})} \]

(99)

By substituting this into (83) we obtain

\[ \Phi_{\text{max}} = \frac{F_{\mu\nu}}{2} \sum_{k=0}^{3} r_{k(\text{mod 4})} r_{k+1(\text{mod 4})} = \frac{F_{rs}}{2} \sum_{k=0}^{3} r_{k(\text{mod 4})} r_{k+1(\text{mod 4})} = \]

\[ = \frac{F_{rs}}{2} \sum_{k=0}^{3} r_{k(\text{mod 4})} \left( -\frac{F_{st}}{c} r_{k(\text{mod 4})} \right) = \]

\[ = -\frac{1}{2c} \sum_{k=0}^{3} F_{rs} F_{ts} r_{k(\text{mod 4})} r_{k(\text{mod 4})} \]

(100)

From (96) we know that, for any fixed \( k \),

\[ F_{rs} F_{ts} r_{k(\text{mod 4})} r_{k(\text{mod 4})} = \frac{c^2 \tau_2^2}{4} \]

(101)

and, therefore,

\[ \sum_{k=0}^{3} F_{rs} F_{ts} r_{k(\text{mod 4})} r_{k(\text{mod 4})} = 4 \frac{c^2 \tau_2^2}{4} = c^2 \tau_2^2 \]

(102)
Thus, we obtain
\[ \Phi_{\text{max}} = -\frac{1}{2c}c^2 \tau_2^2 = -\frac{c \tau_2^2}{2} = \tau_2^2 \sqrt{F_{r_{s_1}s_1}^s r_{s_2}^s_j(\text{mod} 4) r_{j+1(\text{mod} 4)}^s} = \]
\[ = \tau_2 \sqrt{F_{r_{s_1}s_1}^s r_{s_2}^s_j(\text{mod} 4) r_{j+1(\text{mod} 4)}} = \tau_2 \sqrt{r_{j+1(\text{mod} 4)}} (-F^2)_{s_1s_2}^s r_{j+1(\text{mod} 4)} = \tau_2 \sqrt{r_{j+1(\text{mod} 4)}} (-F^2)_{s_1s_2}^s r_{j+1(\text{mod} 4)} \] (103)

This is true for all \( j \in \{0, 1, 2, 3\} \). This is not surprising since, due to (98), the choice of location of any one of these \( r_{j(\text{mod} 4)} \) dictates the locations of all the others. If we pick \( j = 3 \), we obtain
\[ \Phi_{\text{max}} = \tau_2 \sqrt{r_{j+1(\text{mod} 4)}} (-F^2)_{s_1s_2}^s r_{j+1(\text{mod} 4)} \] (104)

We now have to determine the choice of \( r_{0(\text{mod} 4)} \) that would maximize the above expression with respect to the constraint that its magnitude is \( \tau_2 \). Let \( M \) be "magnetic" matrix, that is to be obtained from removing the first row and first column from \( F \):

\[
F = \begin{pmatrix}
0 & -E^1 & -E^2 & -E^3 \\
E^1 & 0 & B_3 & -B_2 \\
E^2 & -B_3 & 0 & B_1 \\
E^3 & B_2 & -B_1 & 0
\end{pmatrix}
\]

\[
M = \begin{pmatrix}
0 & B_3 & -B_2 \\
-B_3 & 0 & B_1 \\
B_2 & -B_1 & 0
\end{pmatrix}
\]

Since the above expression doesn’t involve any zero components, it can be rewritten as
\[ \Phi_{\text{max}} = \tau_2 \sqrt{r_{j+1(\text{mod} 4)}} (-M^2)_{s_1s_2}^s r_{j+1(\text{mod} 4)} \] (105)

In order to maximize it, we need to pick \( r_{0(\text{mod} 4)} \) to be an eigenvector of \(-M^2\) that corresponds to its largest possible eigenvalue. Let the set of eigenvalues of \(-M^2\) be given by \( \lambda_1(-M^2), \cdots, \lambda_{d-1}(-M^2) \), and maximum eigenvalue be
\[ \lambda_{\text{max}}(-M^2) = \max(\lambda_1(-M^2), \cdots, \lambda_{d-1}(-M^2)) \] (106)

Thus we obtain
\[ \Phi_{\text{max}} = \frac{\tau_2^2}{2} \sqrt{\max(\lambda_1(-M^2), \cdots, \lambda_{d-1}(-M^2))} \] (107)

Therefore, the maximum will be proportional to the square root of the largest eigenvalue of \(-F^2\), where \( F \) is \( d - 1 \times d - 1 \) matrix with only spacelike components. In other words, we remove the row and column that corresponds to electric field, and only include the parts that correspond to magnetic field. Then, for \( d = 3 \), we have
\[
M = \begin{pmatrix}
0 & B & 0 \\
-B & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}
\]

and, therefore
\[
-M^2 = -\begin{pmatrix}
0 & B & 0 \\
-B & 0 & 0 \\
0 & 0 & 0
\end{pmatrix} \begin{pmatrix}
0 & B & 0 \\
-B & 0 & 0 \\
0 & 0 & 0
\end{pmatrix} = \begin{pmatrix}
-B^2 & 0 & 0 \\
0 & -B^2 & 0 \\
0 & 0 & 0
\end{pmatrix} = \begin{pmatrix}
B^2 & 0 & 0 \\
0 & B^2 & 0 \\
0 & 0 & 0
\end{pmatrix}
\]
So the largest eigenvalue is $B^2$ and its square root is $B$. So we obtain

$$\Phi = \frac{B \epsilon_2^2}{2}$$

(108)

### 3.5 The Lorentz Invariance of The Unwanted Result

In the above two subsections we have computed electric and magnetic field separately. On the first glance, this sounds like a violation of principles of relativity. Of course, after we found $\vec{E}$ and $\vec{B}$, we can manually compute $|\vec{E}|^2 - |\vec{B}|^2$. But the question is: why doesn’t the Lorentz invariance arise naturally, given that causal structure is manifestly invariant?

In order to address this question, we first point out that the Alexandrov set we were working with does have preferred reference frame: namely, its a reference frame in which $t$-axis passes through its poles, $p$ and $q$. Indeed, the same was true for scalar fields as well. In case of scalar fields, we got rid of the preferred frame by looking at all possible choices of $p$ and $q$ that obey certain constraints (namely, that their midpoint is $x$ and that the distance between them is $\tau_2$) and did the minimization. In other words, we were minimizing the maximum. For any given Alexandrov set, we were finding a maximum, and then we were doing minimization over all possible choices of Alexandrov set obeying our constraints. We propose to repeat the same thing here.

Now, in case of gauge field, the “maxima” correspond to $|\vec{E}|^2$ and $|\vec{B}|^2$, while Alexandrov set corresponds to preferred frame. Thus “minimizing the maximum” amounts to finding the reference frame in which $|\vec{E}|^2$ and $|\vec{B}|^2$ are the smallest. Now consider the following situation. Suppose Alice and Bob are moving with different velocities, and neither of them occupy the aforementioned reference frame. On the other hand, the reference frame that minimizes the value of $|\vec{E}|^2$ is occupied by Charlie. Now, if one asks Alice and Bob “what is the value of $|\vec{E}|^2$ in your reference frame”, they will give different answers. On the other hand, if one asks them “what is the value of $|\vec{E}|^2$ in the reference frame where it is the smallest”, they will both give the same answer: namely, they will both point to Charlie’s reference frame and state the value of $|\vec{E}|^2$ that Charlie would observe. They will be able to do that without communicating to Charlie: their knowledge of $\vec{E}$ and $\vec{B}$ in their own reference frame will enable them to determine the reference frame of Charlie, as well as the values of $\vec{E}$ and $\vec{B}$ that Charlie would see. Importantly, in order to find out the value of $|\vec{E}|^2$ in Charlie’s frame, the knowledge of $\vec{E}$ in their own frame is not enough: they also need to know $\vec{B}$. This means that they will actually be computing some function of both $\vec{E}$ and $\vec{B}$ – despite the fact that they would be answering a question about electric field alone (or magnetic field alone for that matter). That function would return the same value in both of their frames, while $|\vec{E}|^2$ would not.

This leads to the question: can that function be written in Lorentz invariant form? First of all, it can’t possibly be $F_{\mu\nu}F^{\mu\nu}$ since the latter is $|\vec{E}|^2 - |\vec{B}|^2$ in Charlie’s frame, but we are looking for something that is $|\vec{E}|^2$ in Charlie’s frame. What comes to our rescue is another Lorentz invariant expression, $\epsilon_{\mu\nu\rho\sigma} F^{\mu\nu} F^{\rho\sigma}$. I claim that both $|\vec{E}|^2$ in Charlie’s frame, as well as $|\vec{B}|^2$ in Charlie’s frame are equal to some kind of linear combination of $F_{\mu\nu} F^{\mu\nu}$ and $\epsilon_{\mu\nu\rho\sigma} F^{\mu\nu} F^{\rho\sigma}$. Then, if one does the subtraction, $|\vec{E}|^2 - |\vec{B}|^2$, then $\epsilon_{\mu\nu\rho\sigma} F^{\mu\nu} F^{\rho\sigma}$ cancels out and we are left with $F_{\mu\nu} F^{\mu\nu}$. Now, we do not need it to cancel if our only goal is to have Lorentz invariance. The only purpose of cancelation is in order for us to match the experimentally verified theory.

Let us try to satisfy ourselves and explicitly show what kind of linear combinations we would get. I claim that the reference frame that minimizes $|\vec{E}|^2$ coincides with the reference frame...
frame that minimizes $|\vec{B}|^2$, and this happens to be the frame where $\vec{E}$ and $\vec{B}$ are parallel. So we need to show two things. First, we need to show that the reference frame where $\vec{E}$ and $\vec{B}$ are parallel exists. And then we have to show that this frame minimizes the values of $|\vec{E}|$ and $|\vec{B}|$.

Let us start from the reference frame where they are not parallel. and find the way we should boost it so that they would be. We will pick a coordinate system in which both $\vec{E}$ and $\vec{B}$ are on $xy$-plane. That is, \[ E_z = B_z = 0 \quad (109) \]
and we will move with velocity $v$ in $z$-direction relative to that frame. The Lorentz transformations of $\vec{E}$ and $\vec{B}$ are given by

\[ E_x' = \frac{E_x - vB_y}{\sqrt{1 - v^2}} \quad (110) \]
\[ E_y' = \frac{E_y + vB_x}{\sqrt{1 - v^2}} \quad (111) \]
\[ B_x' = \frac{B_x + vE_y}{\sqrt{1 - v^2}} \quad (112) \]
\[ B_y' = \frac{B_y - vE_x}{\sqrt{1 - v^2}} \quad (113) \]

Let’s parametrize $v$ as \[ v = \tanh \theta \quad (114) \]
then we can rewrite the above Lorentz transformations as

\[ E_x' = E_x \cosh \theta - B_y \sinh \theta \quad (115) \]
\[ E_y' = E_y \cosh \theta + B_x \sinh \theta \quad (116) \]
\[ B_x' = B_x \cosh \theta + E_y \sinh \theta \quad (117) \]
\[ B_y' = B_y \cosh \theta - E_x \sinh \theta \quad (118) \]
\[ E_z' = 0 \quad (119) \]
\[ B_z' = 0 \quad (120) \]

Now, $\vec{E}'$ is parallel to $\vec{B}'$ if and only if $E_x'B_y' - E_y'B_x' = 0$. So let us compute $E_x'B_y' - E_y'B_x'$:

\[ E_x'B_y' - E_y'B_x' = \]
\[ = (E_x \cosh \theta - B_y \sinh \theta)(B_y \cosh \theta - E_x \sinh \theta) - (E_y \cosh \theta + B_x \sinh \theta)(B_x \cosh \theta + E_y \sinh \theta) = \]
\[ = E_x B_y \cosh^2 \theta - E_x^2 \cosh \theta \sinh \theta - B_y^2 \sinh^2 \theta \cosh \theta + B_x E_x \sinh^2 \theta - \]
\[ - E_y B_x \cosh^2 \theta - E_y^2 \cosh \theta \sinh \theta - B_x^2 \sinh^2 \theta \cosh \theta - B_y E_y \sinh^2 \theta = \]
\[ = (E_x B_y - E_y B_x) \cosh^2 \theta + (B_y E_x - B_x E_y) \sinh^2 \theta - (B_x^2 + B_y^2 + E_x^2 + E_y^2) \sinh \theta \cosh \theta = \]
\[ = (E_x B_y - E_y B_x)(\cosh^2 \theta + \sinh^2 \theta) - (B_x^2 + B_y^2 + E_x^2 + E_y^2) \sinh \theta \cosh \theta = \]
\[ = (E_x B_y - E_y B_x) \cosh 2\theta - (B_x^2 + B_y^2 + E_x^2 + E_y^2) \frac{\sinh 2\theta}{2} \quad (121) \]

Therefore, they are parallel when

\[ E_x'B_y' - E_y'B_x' = 0 \iff \tanh 2\theta = \frac{2(E_x B_y - E_y B_x)}{B_x^2 + B_y^2 + E_x^2 + E_y^2} \quad (122) \]
So we would like to know whether or not there is $\theta$ that satisfies the above. Observe that

\[(E_x - B_y)^2 \geq 0 \implies E_x^2 - 2E_x B_y + B_y^2 \geq 0 \implies 2E_x B_y \leq E_x^2 + B_y^2 \quad (123)\]

\[(E_x + B_y)^2 \geq 0 \implies E_x^2 + 2E_x B_y + B_y^2 \geq 0 \implies 2E_x B_y \geq -E_x^2 - B_y^2 \quad (124)\]

\[(E_y - B_x)^2 \geq 0 \implies E_y^2 - 2E_y B_x + B_x^2 \geq 0 \implies 2E_y B_x \leq E_y^2 + B_x^2 \quad (125)\]

\[(E_x + B_x)^2 \geq 0 \implies E_x^2 + 2E_x B_x + B_x^2 \geq 0 \implies 2E_x B_x \geq -E_x^2 - B_x^2 \quad (126)\]

This implies that we have

\[|2E_x B_y| \leq E_x^2 + B_y^2 \quad (127)\]

\[|2E_y B_x| \leq E_y^2 + B_x^2 \quad (128)\]

Therefore, by triangle inequality,

\[|2(E_x B_y - E_y B_x)| \leq |2E_x B_y| + |2E_y B_x| \leq E_x^2 + B_y^2 + E_y^2 + B_x^2 \quad (129)\]

and, therefore,

\[\frac{|2(E_x B_y - E_y B_x)|}{B_x^2 + B_y^2 + E_x^2 + E_y^2} \leq 1 \quad (130)\]

Now, in order for (122) to have a solution we need to be able to replace $\leq$ sign with $<$ sign in (130). This can be done if either we replace $(E_x - B_y)^2 \geq 0$ with $(E_x - B_y)^2 > 0$, or we replace $(E_y - B_x)^2 \geq 0$ with $(E_y - B_x)^2 > 0$, or both. This, in turn, would happen if either $E_x \neq \pm B_y$ or $E_y \neq \pm B_x$ or both. If we have $+$ in place of $\pm$, then we can obtain $\neq$ by making slight rotation if we happened to be in the frame with $\pm$. But if we have $-$ in place of $\pm$ then it might be impossible in case that the two vectors happened to be orthogonal with an equal magnitude. Thus, we need to rule out the latter situation. This can be ruled out on statistical basis. Since causal set is countable, we have a zero probability of hitting a certain point in an uncountable set. Based on this argument we replace $\leq$ with $<$ and conclude that (122) always has a solution. This means that there is, indeed, a frame where $\vec{E}$ and $\vec{B}$ are parallel.

Let us now show that that frame minimizes both $|\vec{E}|^2$ and $|\vec{B}|^2$. The value of $|\vec{E}|^2$ is given by the following calculation:

\[(E_x')^2 + (E_y')^2 = (E_x \cosh \theta - B_y \sinh \theta)^2 + (E_x \cosh \theta + B_x \sinh \theta)^2 = E_x^2 \cosh^2 \theta - 2E_x B_y \cosh \theta \sinh \theta + B_y^2 \sinh^2 \theta + E_x^2 \cosh^2 \theta + 2E_x B_x \cosh \theta \sinh \theta + B_x^2 \sinh^2 \theta = (E_x^2 + E_y^2) \cosh^2 \theta + (B_x^2 + B_y^2) \sinh^2 \theta - 2 \sinh \theta \cosh \theta (E_x B_y - E_y B_x) \quad (131)\]

On the other hand, the value of $|\vec{B}|^2$ is computed as

\[(B_x')^2 + (B_y')^2 = (B_x \cosh \theta + E_y \sinh \theta)^2 + (B_y \cosh \theta - E_x \sinh \theta)^2 = B_x^2 \cosh^2 \theta + 2B_x E_y \cosh \theta \sinh \theta + E_y^2 \sinh^2 \theta + B_y^2 \cosh^2 \theta - 2B_y E_x \cosh \theta \sinh \theta + E_x^2 \sinh^2 \theta = (B_x^2 + B_y^2) \cosh^2 \theta + (E_x^2 + E_y^2) \sinh^2 \theta - 2 \sinh \theta \cosh \theta (E_x B_y - E_y B_x) \quad (132)\]

Observe that

\[\cosh^2 \theta + \sinh^2 \theta = \cosh 2\theta \quad (133)\]

\[\cosh^2 \theta - \sinh^2 \theta = 1 \quad (134)\]

and, therefore,

\[\cosh^2 \theta = \frac{1 + \cosh 2\theta}{2} \quad (135)\]
\[
\sinh^2 \theta = \frac{\cosh 2\theta - 1}{2}
\]  
(136)

By making these substitutions, we obtain

\[
(E'_x)^2 + (E'_y)^2 = (E_x^2 + E_y^2) \cosh^2 \theta + (B_x^2 + B_y^2) \sinh^2 \theta - 2 \sinh \theta \cosh \theta (E_x B_y - E_y B_x) = \\
= (E_x^2 + E_y^2) \frac{1 + \cosh 2\theta}{2} + (B_x^2 + B_y^2) \frac{\cosh 2\theta - 1}{2} - 2 \sinh \theta \cosh \theta (E_x B_y - E_y B_x) = \\
= \frac{E_x^2 + E_y^2 - B_x^2 - B_y^2}{2} + \frac{E_x^2 + E_y^2 + B_x^2 + B_y^2}{2} \cosh 2\theta - (E_x B_y - E_y B_x) \sinh 2\theta
\]
(137)

as well as

\[
(B'_x)^2 + (B'_y)^2 = (B_x^2 + B_y^2) \cosh^2 \theta + (E_x^2 + E_y^2) \sinh^2 \theta - 2 \sinh \theta \cosh \theta (E_x B_y - E_y B_x) = \\
= (B_x^2 + B_y^2) \frac{1 + \cosh 2\theta}{2} + (E_x^2 + E_y^2) \frac{\cosh 2\theta - 1}{2} - \sinh 2\theta (E_x B_y - E_y B_x) = \\
= \frac{B_x^2 + B_y^2 - E_x^2 - E_y^2}{2} + \frac{E_x^2 + E_y^2 + B_x^2 + B_y^2}{2} \cosh 2\theta - (E_x B_y - E_y B_x) \sinh 2\theta
\]
(138)

Thus, we see that \((E'_x)^2 + (E'_y)^2\) differs from \((B'_x)^2 + (B'_y)^2\) by a quantity that is constant in \(\theta\). That explains why the frame that minimizes one of them would minimize the other. The derivative of the above is given by

\[
\frac{d}{d\theta} ((E'_x)^2 + (E'_y)^2) = \frac{d}{d\theta} ((B'_x)^2 + (B'_y)^2) = \\
= \frac{E_x^2 + E_y^2 + B_x^2 + B_y^2}{2} \sinh 2\theta - 2(E_x B_y - E_y B_x) \cosh 2\theta
\]  
(139)

By comparing this to (121) we have

\[
\frac{d}{d\theta} ((E'_x)^2 + (E'_y)^2) = \frac{d}{d\theta} ((B'_x)^2 + (B'_y)^2) = -2(E_x B'_y - E'_y B_x)
\]  
(140)

Thus, the derivative is 0 if and only if \(\vec{E}\) nad \(\vec{B}\) are parallel.

Let us now return back to the Alice and Bob problem we talked about earlier. We have just shown that, in Charlies reference frame, \(\vec{E}\) and \(\vec{B}\) are parallel. In that frame, we can do the following calculations:

\[
E^2 - B^2 = F^{\mu\nu} F_{\mu\nu}
\]  
(141)

\[
E B = \frac{1}{k} \epsilon_{\alpha\beta\gamma\delta} F^{\alpha\beta} F^{\gamma\delta}.
\]  
(142)

This gives us a system of two equations and two unknowns, which means that if we solve it for \(E^2\) and \(B^2\), we will get a covariant expression for each of these terms separately. This should not surprise us. After all, when we decided to treat \(E\) and \(B\) as scalars, we were assuming that we are in a special frame where \(E\) and \(B\) are parallel. Thus, the procedure of first finding such frame and then evaluating \(E\) and \(B\) in that frame is covariant, despite the fact that \(E\) and \(B\) in an arbitrary frame are not.

Now, to satisfy ourselves, let us solve that system of equations to get an expression for \(E\) and \(B\). The second equation implies that

\[
B = \epsilon_{\alpha\beta\gamma\delta} F^{\alpha\beta} F^{\gamma\delta} / k E.
\]

Substituting this into the first equation, we get

\[
F^{\mu\nu} F_{\mu\nu} = E^2 - \frac{(\epsilon_{\alpha\beta\gamma\delta} F^{\alpha\beta} F^{\gamma\delta})^2}{k^2 E^2}.
\]  
(143)
Multiplying it by $E^2$, and moving all terms to the left-hand side, we get the following equation

$$E^4 - E^2 F^{\mu\nu} F_{\mu\nu} - \frac{(\epsilon_{\alpha\beta\gamma\delta} F^{\alpha\beta} F^{\gamma\delta})^2}{k^2 E^2} = 0 . \quad (144)$$

This solves to

$$E^2 = \frac{1}{2} \left[ F^{\mu\nu} F_{\mu\nu} + \sqrt{(F^{\mu\nu} F_{\mu\nu})^2 + \frac{4}{k^2} (\epsilon_{\alpha\beta\gamma\delta} F^{\alpha\beta} F^{\gamma\delta})^2} \right] . \quad (145)$$

Thus, first equation of the system of two equations gives us

$$B^2 = \frac{1}{2} \left[ F^{\mu\nu} F_{\mu\nu} + \sqrt{(F^{\mu\nu} F_{\mu\nu})^2 + \frac{4}{k^2} (\epsilon_{\alpha\beta\gamma\delta} F^{\alpha\beta} F^{\gamma\delta})^2} \right] - F^{\mu\nu} F_{\mu\nu} . \quad (146)$$

As we see, these are definitely covariant expressions. The reason we are not getting the answer we would like is that there is more than one covariant contraction: $F^{\mu\nu} F_{\mu\nu}$ and $\epsilon_{\alpha\beta\gamma\delta} F^{\alpha\beta} F^{\gamma\delta}$. We would like to only have the former and get rid of the latter. That is what we will do in Section 3.6.

### 3.6 Full Electromagnetic Lagrangian

Let us now summarize what we have found by writing the expressions for the full electromagnetic Lagrangian. Just like we did with scalar field, the Lagrangian has two parts, $\mathcal{L}_E$ and $\mathcal{L}_B$, while the full Lagrangian is the difference between the two. These two parts are defined as follows:

$$\mathcal{L}_E(a; \alpha(x, y)) = \frac{1}{\tau_2} \min \left\{ \max \left\{ (a(p, r) + a(r, q) + a(q, s) + a(s, p))^2 \left| \begin{array}{c} p < r < q; p < s < q \end{array} \right. \right\} \right\}$$

$$\left| \begin{array}{c} p < x < q, \tau(p, q) = \tau_2 \end{array} \right. \right\} \quad (147)$$

$$\mathcal{L}_B(a; \alpha(x, y)) = \frac{1}{\tau_2} \min \left\{ \max \left\{ \left( \sum_{k=1}^{k} a(r_k(\text{mod} \ 4), r_{k+1(\text{mod} \ 4)}) \right)^2 \forall k(p <^* r_k(\text{mod} \ 4) <^* q) \right\} \right\}$$

$$\left| \begin{array}{c} p < x < q, \tau(p, q) = \tau_2 \end{array} \right. \right\} \quad (148)$$

$$\mathcal{L}(a; x) = \mathcal{L}_E(a; \alpha(x, y)) - \mathcal{L}_B(a; \alpha(x, y)) \quad (149)$$

which, upon substitution, becomes

$$\mathcal{L}(a, x) = \frac{1}{\tau_2} \left( \min \left\{ \max \left\{ (a(p, r) + a(r, q) + a(q, s) + a(s, p))^2 \left| \begin{array}{c} p < r < q; p < s < q \end{array} \right. \right\} \right\} - \right.$$

$$\left. \min \left\{ \max \left\{ \left( \sum_{k=1}^{k} a(r_k(\text{mod} \ 4), r_{k+1(\text{mod} \ 4)}) \right)^2 \forall k(p <^* r_k(\text{mod} \ 4) <^* q) \right\} \right\} \right\}$$

$$\left| \begin{array}{c} p < x < q, \tau(p, q) = \tau_2 \end{array} \right. \right\} \quad (150)$$

In coordinate-based setting when the fields behave linearly, these result in

$$\mathcal{L}_E(a; \alpha(x, y)) \approx \frac{1}{2} \left[ F^{\mu\nu} F_{\mu\nu} + \sqrt{(F^{\mu\nu} F_{\mu\nu})^2 + \frac{4}{k^2} (\epsilon_{\alpha\beta\gamma\delta} F^{\alpha\beta} F^{\gamma\delta})^2} \right] \quad (151)$$
\[ \mathcal{L}_B(\alpha; \alpha(x, y)) \approx \frac{1}{2} \left[ F^{\mu\nu} F_{\mu\nu} + \sqrt{(F^{\mu\nu} F_{\mu\nu})^2 + \frac{4}{k^2} (\epsilon_{\alpha\beta\gamma\delta} F^{\alpha\beta} F^{\gamma\delta})^2} \right] - F^{\mu\nu} F_{\mu\nu} \]

(152)

\[ \mathcal{L}(\alpha; \alpha(x, y)) \approx F^{\mu\nu} F_{\mu\nu} \]

(153)

### 3.7 Non-abelian Gauge Theory

The group \( SU(n) \) is generated by \( n^2 - 1 \) Hermitian matrices, \( T_1, \ldots, T_{n^2-1} \). Let us denote \( F^{\mu\nu}_i T_i \) by \( F_{\mu\nu} \):

\[ F_{\mu\nu} = F^{i}_{\mu\nu} T_i \]

(154)

and, therefore,

\[ F^{i}_{\mu\nu} = \frac{1}{2} \text{tr}(F_{\mu\nu} T_i) \]

(155)

We can then perform the following calculation:

\[ F^{\mu\nu}_i F_{\mu\nu} = \frac{1}{2} \text{tr}(F^{\mu\nu} F_{\mu\nu}) = \frac{1}{2\mu(G)} \int \text{tr}((U F)^{\mu\nu}(U F)_{\mu\nu}) d\mu(U) = \]

(156)

\[ = \frac{1}{2\mu(G)} \int \sum_{k=1}^{n^2-1} \text{tr}((T_k U F)^{\mu\nu}(T_k U F)_{\mu\nu}) d\mu(U) = \]

\[ = \frac{1}{2\mu(G)} \int \sum_{k=1}^{n^2-1} \text{tr}((T_1 U F)^{\mu\nu}(T_1 U F)_{\mu\nu}) d\mu(U) = \]

\[ = \frac{1}{2\mu(G)} \left( \sum_{k=1}^{n^2-1} \right) \int \text{tr}((T_1 U F)^{\mu\nu}(T_1 U F)_{\mu\nu}) d\mu(U) = \]

\[ = \frac{n^2 - 1}{2\mu(G)} \int \text{tr}((T_1 U F)^{\mu\nu}(T_1 U F)_{\mu\nu}) d\mu(U) \]

Therefore, we will re-interpret \( a(r, s) \) as a Hermitian matrix, replace \( a(r, s) \) with \( T_1 U a(r, s) \), and then take a trace and integrate. If we start with (150) and then to the above, we obtain

\[ \mathcal{L}(a, x) = \frac{1}{2\mu(G)\tau_2^2} \left[ \min \left\{ \max \left\{ (\text{tr}(T_1 U (a(p, r) + a(r, q) + a(q, s) + a(s, p))))^2 \right\} \middle| p < r < q; p < s < q; |p < x < q, \tau(p, q) = \tau_2 \right\} \right] - \]

\[ - \min \left\{ \max \left\{ (\text{tr} \left( T_1 U \sum_{k=1}^{k} a(r_{k(mod 4)}, r_{k+1(mod 4)}) \right))^2 \right\} \middle| \forall k(p < r_{k(mod 4)} < q) \right\} \]

(157)

### 4 Conclusions

In this paper, we have accomplished two things. First of all, we have expanded the discussion of QFT on causal sets from just scalar field to gauge field. Secondly, we have found a way of treating both of these fields in such a way that avoids explicit dimensional dependence in the ratio between the coefficients. The dimensional dependence of those ratios in
other approaches made it seem like relativistic invariance was “forced”. On the other hand, in the current paper, it appeared in much more natural way. We still had to artificially insert the subtractions (see 4 and 150), but we were still able to avoid the insertion of non-trivial coefficients there. Furthermore, even without these subtractions, the results would still be Lorentz invariant, just not the ones that we like. For scalar field, they are given by (38) and (39). For electromagnetic field, they are given by (145) and (146). But then the subtraction of these equations from one another would lead to the cancelation of unwanted terms, and produce the results we are looking for.

Apart from the conceptual advantage, the fact that there are no dimension-dependent coefficients would potentially allow for the proposed model of the scalar field to be adopted into the theories where dimensionality changes in small scales [10, 11], or disappears altogether. In case of gauge field it is a bit more problematic since we assumed $3 + 1$ dimensions in some of our discussion.

One weakness in the current model, however, is the fact that maximization and minimization is nonlinear and nonquadratic. This makes it virtually impossible to compute path integrals analytically – although one can still attempt to compute them numerically. It is important to emphasize that path integrals still exists as a mathematical objects and, therefore, one still expects an interference and so forth. But those things can not be computed analytically. This, in itself, does not falsify the theory as such. For example, the lack of analytic solutions of Einstein equation does not falsify the Einstein equation as such. At the same time, however, the fact that the options that do appear quadratic exist (such as [8, 9, 12–14] among others) is a good reason to take the current model with a grain of salt. But, as we mentioned previously, these other models have non-trivial dimension-dependent coefficients, while the current model does not. So, in light of these pros and cons, we believe that all these models – along with the one proposed in the current paper – should be put side by side. This will enable the researchers to make their own decision as to which to utilize based on their specific line of research.

There was a further work done by the current author where higher order nonlinear corrections to the above model were computed [16]. This might potentially provide an empirical way of testing the theory. However it should be noted that this calculation is based on the assumption that all the functions are smooth and well behaved, which is not true when it comes to Feynmann path integral. So its predictions are classical rather than quantum mechanical. At the same time, in light of the fact that the size of Alexandrov set is very small, it is hard to think of a situation when this would be relevant for classical calculations. Therefore, as it stands, the results of [16] are really just mathematical exercises as opposed to actual physical predictions. Nevertheless, it might still provide an illustration of the kind of nonlinear effects we might be looking for in our future research of quantum version of this.

It is interesting to note that there is other work that investigates non-linearities in the context of quantum physics (see [17]). Since those nonlinearities are unrelated to causal sets, they likely take completely different form from the ones that we have. However, it is interesting to investigate whether, by some chance, there are some similarities. And, if so, what would be underlying reason for them. We are leaving it for the future research.
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