Assessing Changes in Diabetic Retinopathy Caused by Diabetes Mellitus and Glaucoma Using Support Vector Machines in Combination with Differential Evolution Algorithm
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Abstract: The aim of this study is to evaluate the changes related to diabetic retinopathy (DR) (no changes, small or moderate changes) in patients with glaucoma and diabetes using artificial intelligence instruments: Support Vector Machines (SVM) in combination with a powerful optimization algorithm—Differential Evolution (DE). In order to classify the DR changes and to make predictions in various situations, an approach including SVM optimized with DE was applied. The role of the optimizer was to automatically determine the SVM parameters that lead to the lowest classification error. The study was conducted on a sample of 52 patients: particularly, 101 eyes with glaucoma and diabetes mellitus, in the Ophthalmology Clinic I of the “St. Spiridon” Clinical Hospital of Iaşi. The criteria considered in the modelling action were normal or hypertensive open-angle glaucoma, intraocular hypertension and associated diabetes. The patients with other types of glaucoma pseudoexfoliation, pigment, cortisone, neovascular and primitive angle-closure, and those without associated diabetes, were excluded. The assessment of diabetic retinopathy changes were carried out with Volk lens and Fundus Camera Zeiss retinal photography on the dilated pupil, inspecting all quadrants. The criteria for classifying the DR (early treatment diabetic retinopathy—ETDRS) changes were: without changes (absence of DR), mild forms (nonproliferative diabetic retinopathy (the presence of a single micro aneurysm), moderate form (micro aneurysms, hemorrhages in 2–3 quadrants, venous dilatations and soft exudates in a quadrant), severe form (micro aneurysms, hemorrhages in all quadrants, venous dilatations in 2–3 quadrants) and proliferative diabetic retinopathy (disks and retinal neovascularization in different quadrants). Any new clinical element that occurred in subsequent checks, which led to their inclusion in severe nonproliferative or proliferative forms of diabetic retinopathy, was considered to be the result of the progression of diabetic retinopathy. The results obtained were very good; in the testing phase, a 95.23% accuracy has been obtained, only one sample being wrongly classified. The effectiveness of the classification algorithm (SVM), developed in optimal form with DE, and used in predictions of retinal changes related to diabetes, was demonstrated.
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1. Introduction

Diabetes is characterized by a complex disorder of the body’s energy metabolism that affects both the use of lipids, carbohydrates and proteins, as well as the other metabolisms. The most frequent complication caused by diabetes at the level of the eye is diabetic retinopathy (DR).

Diabetic retinopathy (DR) is the specific microvascular complication of DM and it affects 1 in 3 persons with DM. A Global meta-analysis study reported that 1 in 3 (34.6%) had any form of DR in the US, Australia, Europe and Asia [1].

This ocular complication arises with the passage of time and is associated with a poor glycemic control, an increase in blood pressure and blood lipids. The screening of diabetic patients [2] decreases the potential for developing diabetic retinopathy by 50%. The assessment of changes can be carried out by analyzing modifications in eye fundus and through biomicroscopy and fundus photography with a Fundus Camera. In spite of the fact that these investigations can uncover the presence of diabetic retinopathy changes (microaneurysms, exudates and ischemia), due to financial reasons, their application in diabetes screening is not fully carried out. In an attempt to prove the existing relationship between diabetes and glaucoma and, encouraged by the good results obtained with neural networks in predicting the progression of ocular changes related to diabetes in patients with glaucoma and diabetes [3], the involvement of another instrument of artificial intelligence, namely, Support Vector Machines (SVM), in combination with Differential Evolution (DE), was pursued. The methods applied in the two papers are different: respectively, the classification is made with artificial neural networks in [3] and with SVM in the present study. What is more important, though, is how to design the model. Thus, in the first approach, the neural networks are determined by successive trials, while the SVM model is determined automatically, in optimal form, by the evolutionary optimizer, DE. Determining the best model means obtaining accurate results.

The evolution of diabetic retinopathy is studied by simulation, taking into account a number of factors that influence both diabetes and glaucoma. Thus, if the predictions of the developed model are correct, this is a proof of the existence of a correlation between diabetes and glaucoma.

The use of various technologies to determine the potential evolution of diabetic retinopathy based on various cases is useful in the development of treatment plans adequately fitted to the needs of each patient. Thus, in this study, an optimized model that can predict the potential changes in diabetic retinopathy is created based on a series of parameters such as: patient age, sex, type of diabetes, HgAlc and glycemic levels.

Developed in 1992, SVM is used to train non-linear relations based on the structural risk minimization principle [4]. The support vector algorithm constructs models that are complex enough to allow a large area of applicability at reasonable computational costs and are simple enough to be analyzed mathematically [5].

The main idea behind SVM is that the training instances are considered as points in a multi-dimensional space which can be transformed so that the classes become separated with a large margin [6]. When the problem being solved is non-linear, kernels are used for mapping the data into a higher dimensional space (feature space) where the problem becomes linearly separable. This is also known as the ‘kernel trick’, the non-linear SVM retaining the efficiency of finding linear decision surfaces [7].

These properties of SVM allowed a large area of applications. In ophthalmology, it was used by a group of researchers [8–13] in order to identify the image changes that might appear on the images obtained from the optical coherence tomography (OCT) in the case of diabetic patients. The SVM classification algorithm has also been used by Zheng and collaborators [14] in order to establish whether diabetes and diabetic retinopathy affect the performance of Heidelberg Retina Tomography II in view of highlighting the presence of glaucoma. Another group of researchers [15] used relevance vector machine and SVM learning classifiers in order to separate healthy eyes and eyes affected by glaucoma, based on retinal nerve fiber layer thickness measurements obtained by scanning laser
polarimetry. The second algorithm used in this work, DE, is a powerful, population based, global optimization procedure inspired from the Darwinian principle of evolution [16,17]. The main advantages of this algorithm consist in: simple structure, ease of implementation and use, speed, robustness, few control parameters [18,19]. In the medical area, DE was successfully applied to solve different problems such as: tissue segmentation [20], hypoglycaemia episodes detection [21], diagnosis of cataract disease [12] or bronchoscope three-dimensional motion tracking [22]. To our knowledge, the combination of these two algorithms was never applied for classifying the presence of DR modifications, this aspect representing the novelty of the current study, along with SVM-DE’s own methodology. The changes related to diabetic retinopathy in patients with glaucoma and diabetes were evaluated using SVM in combination with DE. The evolutionary algorithm, DE, has the role of determining the optimal parameters of the SVM model. It can be noticed that this methodology can be easily adapted and applied to other medical problems where correlated input–output data are available.

2. Materials and Methods

2.1. Data Collection and Analysis

The study was conducted on a sample of 52 patients: more particularly, 101 eyes with primary open angle glaucoma (POAG) + diabetes mellitus (DM); and the effectiveness of the classification algorithm in assessing retinal changes related to diabetes was demonstrated. The study was approved by the Ethics Commission of the University of Medicine and Pharmacy “Grigore T. Popa”, Iasi, approval no.15626/28.07.2015, in compliance with ethical and deontological rules for medical practice. The evaluation took place in the Ophthalmology Clinic I. of the Hospital “St. Spiridon” and was made at a six monthly interval for a period of two years.

The considered criteria in this study were: normal or hypertensive open-angle glaucoma, intraocular hypertension and associated diabetes. Patients with severe and proliferative retinopathy were excluded. The patients with other types of glaucoma (pseudo exfoliation, pigment, cortisone, neovascular and primitive closed angle) and those without associated diabetes were also excluded. The criteria for diagnosing normal or hypertensive POAG were: age > 35 years, or normal IOP, or >21 mmHg without treatment, open anterior chamber angle in gonioscopy, optic nerve damage specific to glaucoma (ratio cup/disk—c/d > 0.5), abnormal visual field (through Humphrey Field Analyzer perimetry) and retinal nerve fiber layer with diffuse or localized defects (optic coherence tomography—Cirrus HD OCT Zeiss) [23]. The diagnosis of intraocular hypertension, according to the glaucoma guide, is based on the following criteria: age over 35 years, intraocular pressure (IOP) is higher than 21 mm Hg, normal visual field and optic nerve appearance [23]. The assessment of diabetic retinopathy changes was carried out with Volk lens and Fundus Camera Zeiss retinal photography, on the dilated pupil, following their presence in all quadrants. The criteria for classifying the diabetic retinopathy (DR) (Early Treatment Diabetic Retinopathy Study—ETDRS) changes were: without changes (absence of DR), mild form of nonproliferative diabetic retinopathy (the presence of a single micro aneurysm), moderate form (micro aneurysms, hemorrhages in 2–3 quadrants, venous dilatations and soft exudates in a quadrant), severe form (micro aneurysms, hemorrhages in all quadrants, venous dilatation in 2–3 quadrants) and proliferative diabetic retinopathy (disk and retinal neovascularization in different quadrants). Any new clinical element that occurred in subsequent checks, which led to their inclusion in severe nonproliferative or proliferative forms of diabetic retinopathy, was considered to be a progression of diabetic retinopathy [1].

The patient evaluation tests were performed by the same ophthalmologist and the analysis of the data collected by the SVM-DE method was made by the specialists in computer science (artificial intelligence). The interpretation of the results was made by both category of specialists.

Within the classification algorithm, the following values were selected as inclusion parameters: glaucoma duration (A), diabetes duration (B), c/d ratio (C), glycosylated
hemoglobin (D), intraocular pressure (E), patient age (F), MD—mean deviation (H) (MD is a parameter for measuring the degree of damage in glaucoma. The higher the negative value, the more important the change in glaucoma) and lens appearance (G). The appearance of the lens was coded as follows: 0—no changes and 1—with changes. The exit parameter considered was the presence or absence of diabetic retinopathy changes. In regard to the exit parameter (I), the value “1” was used to mark the presence of mild DR changes, the value “2” for moderate and severe changes and “0” for no changes.

2.2. Classification Approach

In order to classify the DR, a combination of SVM with DE algorithm was considered. The role of SVM is to classify the data, acting as classifier, while DE has the role of determining the best suited parameters of SVM, leading to maximum performance in terms of accuracy of classification. The mix of DE with SVM from the current work (which will be referred as sDE-SVM) is similar (but not identical) to the one used in [24] (called DE-SVM).

From an optimization point of view, SVM parameters determination is not a very complex process as only a reduced number of parameters need to be optimized. The difficulty consists in the large number of resources consumed by the SVM itself. In this context, two variants of DE were used: one simple—referred to as sDE-SVM and one with a slightly more complex differentiation process referred to as DE-SVM. The results obtained in both cases are compared.

The work flow of information between the database (which contains the patient information), DE and SVM is presented in Figure 1. The model, SVM, has as inputs a series of information related to the patients with DR. Parameters in SVM, that can have significant influence on the result accuracy, are optimized with DE. Consequently, the results in classification—changes or no changes in diabetic retinopathy—are provided by a model in optimal form.

sDE-SVM and DE-SVM are based on two different variants of the DE algorithm, the basic mechanisms of DE and SVM remaining unchanged.

For SVM, when given a set of N-dimensional points \((x_i, y_i), i = 1 \ldots N\) where \(x\) and \(y = \pm 1\), the goal is to estimate a function \(f\), which respects the condition \(f(x) = y\). In order for the points to be linearly separable, a class of hyper planes \((w, b)\) defined by \(w^* x + b = 0\) with the property \(y_i (x_i^* w + b) - 1 > 0\) must exist. In this context, the implementation of SVM implies solving an optimization problem in the form:

\[
f(x) = \frac{||x||^2}{2}
\] (1)
with the following constraints:

\[ g_i(x) = y_i(w \cdot x_i) - 1 \geq 0 \]  

(2)

For non-separable classes, the mapping of the input data into the feature space \( F \) is performed by a non-linear function and the kernel function has the following form:

\[ k(x, y) = \Theta(x)^T \Theta(y) \]  

(3)

The types of kernels considered in this work are linear, polynomial and radial basis function (RBF), these kernels being described by Equations (4)–(6), respectively.

\[ k(x_i, y_i) = x_i^T x_j \]  

(4)

\[ k(x_i, x_j) = (\gamma x_i^T \cdot x_j + r)^d, \gamma > 0 \]  

(5)

\[ k(x_i, x_j) = \exp(-\gamma \cdot \|x_i - x_j\|^2), \gamma > 0 \]  

(6)

where \( \gamma, d \) and \( r \) are the parameters of the kernels.

In this work, the SVM implementation is provided by the LIBSVM library [25] in two variants: \( \varepsilon \)-SVM and \( \mu \)-SVM. The difference between the two consists in a different penalty parameter.

On the other hand, DE is an optimization procedure, its scope being to determine the optimal solution \( x^* \) to a known function \( f(x) = y \). The optimal solution can be either a minimum or a maximum, depending on the characteristics of the problem being solved.

DE starts with a pool of potential solutions (which are first randomly generated using a random number generator). In this work, the initialization procedure is improved using the Opposition Based Principle (Equation (7)).

\[ x_{intermediary_i} = \text{rand}() \cdot x_i = \begin{cases} x_{intermediary_i}, & \text{if } \left( \text{fit} \left( x_{intermediary_i} \right) < \text{fit} \left( \text{OBL} \left( x_{intermediary_i} \right) \right) \right) \\ \text{OBL} \left( x_{intermediary_i} \right), & \text{otherwise} \end{cases} \]  

(7)

where

\[ \text{OBL}(x_i) = \min_{i,j} + \max_{i,j} - x_{i,j} \]  

(8)

and \( \min_{i,j}, \max_{i,j} \) are the lower and the upper limit of the jth parameter of the xi solution, and fit represents the fitness function (mean squared error—MSE).

In the next step, mutation, a new individual is created through means of differentiation. In the classical mutation step, a single differentiation term is used, but in the current work, a modified strategy is employed (Equation (9)).

\[ m_{i,j} = x_{i,j} + F \left( x_{2,j} - x_{3,j} + x_{4,j} - x_{5,j} \right) \]  

(9)

where \( x_1, x_2, x_3, x_4 \) and \( x_5 \) are randomly selected individuals ordered based on their fitness from the lowest to the largest, \( F \) is the mutation factor (one of the control parameters of DE), taking values in the interval \((0,1)\).

After that, crossover and selection are applied and the population is evolved until a stop criterion is reached. The most used types of crossover in DE are binomial (each characteristic of the trial individual is randomly copied from one of the two parents) and exponential (blocks of characteristics are inherited alternatively from the parents).

In the current work, related to the sDE-SVM procedure, the potential solutions provided by DE are represented by the SVM and kernel parameters. The role of the optimization is to determine a set of values leading to the maximization of SVM performance. The type of DE employed is represented by Best/1/Bin (where the base vector is represented by the best individual in the population, one differential term is used and the crossover type is binomial). In the DE-SVM approach, a Best/2/Bin variant is employed, this repre-
senting the main difference between the two algorithms. Both variants were applied in our approached case study with the goal to make a comparison.

3. Results

The study was performed on a sample of 52 patients: more particularly, 101 eyes with POAG + DM; and the effectiveness of the classification algorithm in assessing retinal changes related to diabetes is proven. The mean age was 64.9 ± 7.06 (between 48 and 74 years old). The distribution by age groups highlights the fact that the most increased frequency of patients with diabetic retinopathy changes can be found in the age group 70–79 years (50%), while for other patients, the frequency peak is reached in the group 60–69 years (47.2%) (Chi-square distribution = 41.93; degrees of freedom—df = 3; probability—p = 0.001). From all studied eyes, 72 eyes (71.28%) had POAG, 21 eyes (20.8%) had OHT and 8 eyes (7.92%) had normal tension glaucoma (NTG). Among patients with diabetes mellitus, 30 had DM type II, 5 had DM type I and 16 with insulin—dependent DM type II (Table 1). Among patients with diabetic retinopathy changes, the age of glaucoma was significantly increased in comparison with the control group (5.67 vs. 3.97 years; p = 0.049). In the studied cases, patients with diabetic retinopathy were predominant along with patients with glaucoma for 5–10 years (50%), out of which 1/3 were men and 1/3 aged over 65 years (p = 0.001). Regarding the changes in diabetic retinopathy, 5.94% had mild changes, 4.95% had moderate/severe DR and the rest (89.11%) did not show any changes (Figure 2).

Table 1. Characteristics of the patients included in the study.

| Characteristics | G + DM                      |
|-----------------|-----------------------------|
| Ages            | 64.9 ± 7.06                 |
| Sex             | 74.13%F, 25.87%M            |
| Glaucoma duration | 3.65 ± 3.06               |
| Diabetes duration | 7.92 ± 6.12               |
| Type diabetes   |                             |
| I               | 9.81%                       |
| II              | 58.92%                      |
| MIXT            | 31.37%                      |
| HgA1c           | 6.98 ± 1.24                 |
| Glycemic level  | 137.42 ± 23.17              |
| Without DR      | 89.11%                      |
| DR changes      |                             |
| Mild DR         | 5.94%                       |
| Moderate/severe DR | 4.95%                  |

DM = diabetes mellitus; HgA1c = glycosylated hemoglobin; G = glaucoma; DR = diabetic retinopathy; type diabetes; I = insulin dependent, II = medical treatment, Mixt = medical and insulin dependent, Glaucoma duration = “time since first diagnosis”, diabetes durations = “time since first diagnosis”.
After the data were gathered and processed, the sDE-SVM approach was applied in order to classify the output (DR) into 3 groups. As previously mentioned, the output parameter had 3 values (0—lack of modifications, 1—small modifications and 2—moderate or severe DR modifications). In the classical SVM application, for a non-binary classification, the output should be encoded using a binary approach and three different classifiers should be determined [26]. However, in the current work, due to the simple workflow considered, the recommendation was not applied and the output remained coded in decimal form.

In order to determine the performance of the sDE-SVM algorithm, a set of 10 simulations were performed, the results being provided in Table 2. Here, C and ν are the parameters of the SVM optimization problem and γ is the parameter of the kernel function. In addition, a comparison between sDE-SVM and DE-SVM is performed, the results being presented comparatively. Prior to performing the simulations, in order to determine the performance of the classifier on previously unseen data, the available dataset was split into 75% training and 25% testing. This allocation was performed in a random manner to ensure that both sub-sets cover the entire data domain.

The parameters taken into account for optimization were: type of SVM (ε-SVM, μ-SVM), type of center function (linear, polynomial, basic radial function—RBF, and sigmoid), the degree of the polynomial (only for polynomial type of the center function), C, ν, γ (for RBF and polynomial type of the center function), d (for polynomial type of the center function), r (for polynomial type of the center function). These parameters have a considerable influence on the SVM performance and they are problem dependent. Because their identification through manual tests is time consuming and does not guarantee optimality, automatic procedures such as the one proposed in this work are better suited to the task. In all the simulations, the optimal structure of the classification algorithm corresponds to a μ-type SVM and RBF type center function. Table 2 presents the results of the simulation obtained with the optimal structure of the classification algorithm.

Figure 2. Distribution changes in diabetic retinopathy. DR (diabetic retinopathy) moderate, mild and severe; without diabetic retinopathy.
As can be observed, between the two DE based variants, there are little differences in what concerns performance in terms of MSE, both in training and testing phases. For the best solutions (determined with both sDE-SVM and DE-SVM), the performance (when rounding the predicted data to the closest integer) is 100% in the case of the training data and 95.23% for the testing data. This means that from 21 examples included in the testing data, only one does not correspond to the expected value. This case is for A = 2, B = 9, C = 0.7, D = 7, E = 24, F = 72, G = −3, H = 1. This particular case represents a diabetes age of 9 years, a moderate stage glaucoma with increased IOP and, according to the retinopathy changes associated with this type of glaucoma, the classifier considers that this case should have mild associated DR changes.

4. Discussion

Diabetic retinopathy is an eye disease related to retinal blood vessels. Early detection of diabetic changes prevents impaired vision complications such as diabetic retinopathy and allows appropriate treatment faster. Jalan and Tayade, in a review focusing on KNN and SVM algorithms for the diagnosis of diabetic retinopathy, note that these algorithms are precise and reduce the time of diagnosis in diabetic retinopathy [10]. In our study, the results determined by sDE-SVM are as follows: in the training stage, correct answers were obtained in 100% of the cases, while in the validation stage, a single result was wrong, suggesting that this algorithm is able to provide fairly accurate results (correct answers in 95.23% of cases in the validation stage). This particular case, wrong classified, is for a 9-year-old diabetes patient, a moderate stage glaucoma with increased IOP and, according to the retinopathy changes frequently associated with this type of glaucoma, the classifier considers that the case should have slight modifications associated RD. The classification algorithm provided the answer 1 (slight modifications of RD) and clinical observations indicated 0 (no changes related to RD). By comparing the data obtained in the clinical evaluation with the data resulting from the classification algorithm, a very good correspondence can be observed. These results are comparable to or even better than those reported in the literature on this topic. The optimal structure of the classification algorithm corresponds to a SVM of μ-SVM type and to a core function of RBF type. In a recent study, Subramanya and collaborators used SVM algorithm combined with DE in

| MSE Training | MSE Testing | SVM Parameters |
|--------------|-------------|----------------|
| sDE-SVM      |             |                |
| 1            | $3.368 \times 10^{-5}$ | $3.066 \times 10^{-2}$ | $4.8721$ | $7.2709$ | $0.3271$ |
| 2            | $3.379 \times 10^{-5}$ | $3.062 \times 10^{-2}$ | $3.1001$ | $2.4438$ | $0.3228$ |
| 3            | $3.386 \times 10^{-5}$ | $3.065 \times 10^{-2}$ | $4.7650$ | $3.4926$ | $0.3501$ |
| 4            | $3.388 \times 10^{-5}$ | $3.066 \times 10^{-2}$ | $4.4094$ | $9.9445$ | $0.3170$ |
| 5            | $3.399 \times 10^{-5}$ | $3.059 \times 10^{-2}$ | $1.0933$ | $5.8588$ | $0.2806$ |
| 6            | $3.400 \times 10^{-5}$ | $3.064 \times 10^{-2}$ | $0.3402$ | $10.2247$ | $0.2927$ |
| 7            | $3.401 \times 10^{-5}$ | $3.058 \times 10^{-2}$ | $3.8799$ | $3.8805$ | $0.2812$ |
| 8            | $3.402 \times 10^{-5}$ | $3.061 \times 10^{-2}$ | $8.8413$ | $4.9145$ | $0.2825$ |
| 9            | $3.415 \times 10^{-5}$ | $3.066 \times 10^{-2}$ | $8.3846$ | $8.8115$ | $0.5497$ |
| 10           | $3.418 \times 10^{-5}$ | $3.068 \times 10^{-2}$ | $7.3476$ | $8.5460$ | $0.2715$ |
| DE-SVM       |             |                |
| 1            | $3.362 \times 10^{-5}$ | $3.063 \times 10^{-2}$ | $5.5698$ | $4.1191$ | $0.3315$ |
| 2            | $3.365 \times 10^{-5}$ | $3.063 \times 10^{-2}$ | $2.6365$ | $9.7748$ | $0.3249$ |
| 3            | $3.377 \times 10^{-5}$ | $3.065 \times 10^{-2}$ | $7.9958$ | $3.2262$ | $0.3217$ |
| 4            | $3.377 \times 10^{-5}$ | $3.063 \times 10^{-2}$ | $1.8798$ | $6.5041$ | $0.3187$ |
| 5            | $3.382 \times 10^{-5}$ | $3.064 \times 10^{-2}$ | $2.4621$ | $6.8102$ | $0.3228$ |
| 6            | $3.386 \times 10^{-5}$ | $3.066 \times 10^{-2}$ | $8.5290$ | $2.1454$ | $0.3713$ |
| 7            | $3.392 \times 10^{-5}$ | $3.063 \times 10^{-2}$ | $8.9921$ | $6.0292$ | $0.4377$ |
| 8            | $3.394 \times 10^{-5}$ | $3.063 \times 10^{-2}$ | $4.7260$ | $9.3380$ | $0.3780$ |
| 9            | $3.400 \times 10^{-5}$ | $3.064 \times 10^{-2}$ | $8.5781$ | $8.0649$ | $0.4068$ |
| 10           | $3.404 \times 10^{-5}$ | $3.057 \times 10^{-2}$ | $2.2856$ | $8.3969$ | $0.2809$ |
order to classify different types of kidneys based on an analysis of the images obtained through ultrasound [27]. The database they used was limited; therefore, the accuracy of the classification of different types of kidneys was between 70 and 91%. The optimal structures of the SVM classification algorithm were obtained by these authors with DE algorithm by using the cost parameter $C \in \{2^{-5}, 2^{-4}, \ldots, 25\}$ and the core function parameter $\gamma \in \{2^{-5}, 2^{-4}, \ldots, 25\}$. Jalan and Tayade, in a recent review of the studies available in the literature which used KNN and SVM algorithms in detecting the severity of retinal changes caused by diabetic retinopathy, observed that the results are highly accurate, which could help the ophthalmologist in screening for diabetic retinopathy [10]. Ein O. and collaborators [28] have recently put forth a screening method, namely, a method of differentiating open-angle glaucoma from glaucoma suspects, using neural networks and models obtained by applying the multiple logistic regression (MLR) method. The accuracy provided by the neural networks was of 84.0%, the sensitivity was of 78.3%, and the specificity was of 85.9%. The use of artificial neural networks can be an effective and low-cost screening method, as well as an effective instrument in differentiating between open-angle glaucoma and glaucoma suspects [28].

To identify changes in diabetic retinopathy, many approaches are based on the analysis of fundus images obtained with high-performance devices [29–31]. Our study uses SVM and DE algorithms to classify RD changes in patients who have associated two vascular diseases (diabetes and glaucoma) using clinical observations. Thus, the advantage of the simplicity of the procedure must be emphasized, as it is not necessary to acquire images with sophisticated equipment. A limitation of the use of clinical observations made by a single evaluator may be related to the subjectivity of the information respective to the examiner’s experience in eye fundus examination. Essential for the present approach, even in the mentioned conditions, is the fact that a good correspondence was obtained between the results given by the classification algorithm and those obtained by the observer. These results have a real practical utility, especially in the monitoring of patients with diabetes, by establishing the periodicity of the eye fundus evaluations according to the prediction of the occurrence and aggravation of the existing changes.

5. Conclusions
The evaluation of the changes of diabetic retinopathy in patients with glaucoma and diabetes was performed with a methodology including SVM and DE tools. In order to model the considered problem and to make predictions, a SVM model was generated. As there are various parameters that can influence the performance of the modeling procedure, an optimization algorithm (DE) was employed for determining the parameters values that lead to the optimal results.

The combination of DE and SVM proved to be efficient, the methodology providing good results for the problem at hand—for the training set 100% and for the testing set 95.23% accuracy being obtained. These results are comparable to those reported in the literature or even better.

There are some limitations of this study—a larger dataset would provide more precise estimates. An increased number of input parameters can help the increase of the algorithm performance (SVM) because the literature shows that the main advantage of this classification algorithm is that it can work with a large number of input parameters.
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