No Intentions in the Brain: A Wittgensteinian Perspective on the Science of Intention

Annemarie Kalis*

Utrecht University, Utrecht, Netherlands

In their paper “Why we may not find intentions in the brain,” Uithol et al. (2014) convincingly argue that “the processes underlying action initiation and control are considerably more dynamic and context sensitive than the concept of intention can allow for.” Their paper could be seen as a critical note to the widespread tendency to search for identifiable neurocorrelates of mental concepts. Their more specific suggestion is that the absence of clear neural correlates undermines the traditional understanding of intention. In this paper I will try to take their argument a step further. First of all, I will argue that our folk psychology leaves room for various understandings of intentions, and that the concept of intention discussed by Uithol et al. is an academic concept that has its roots in the causal theory of action and in functionalist approaches to cognition. I will argue that both these paradigms are contested, and that there seems to be theoretical wiggle room for alternative understandings of intention. Subsequently I outline such an alternative perspective based on Wittgensteinian philosophy of psychology, emphasizing the regulative role of intention talk. However, the proposed understanding raises the question how to think about neural realization: is intention talk “just” talk, or do intentions really exist? I will propose that intention talk should be understood as a form of pattern recognition, and that the patterns involved are extended in both space and time. The conclusion outlines some important implications for the neuroscientific investigation of intentions.
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INTRODUCTION

This paper is about the philosophical question of how to understand the concept of intention. How can we make sense of the phenomenon that we can commit ourselves to certain courses of action (such as learning Chinese, visiting one's parents or buying a new bicycle), and that such commitment actually makes a difference? Although the question how to understand intention is a philosophical question, this question has recently become urgent also for psychologists and neuroscientists. During the last 30 years, cognitive science has produced an increasing amount of studies investigating the neural underpinnings of intention formation or conscious volition (Libet, 1985; Blakemore and Decety, 2001; Haggard and Libet, 2001; Haggard and Clark, 2003; Haynes et al., 2007; Bisley and Goldberg, 2010; Gallivan et al., 2011; Haynes, 2011). Most of these build on Libet’s seminal research, which showed that the rise of a conscious intention to act is preceded by so-called readiness potentials (Libet, 1985).
These studies already worked with a certain implicit understanding of what intentions are. In Libet’s experimental setup (and in many of its spin offs), conscious intention and its timing are measured by means of self-report: participants are required to report on the precise moment at which they formed an intention to act in each trial. More precisely, they are asked to report on the first appearance of “conscious awareness of wanting to perform” the required behavior. “The experience was described as an ‘urge’ or ‘decision’ or ‘intention’ to move, though subjects usually settled for the words ‘wanting’ or ‘urge’” (Libet et al., 1983). Libet justifies this method as follows: “if a conscious intention or decision to act actually initiates a voluntary event, then the subjective experience of this intention should precede or at least coincide with the onset of the specific cerebral processes that mediate the act” (Libet, 1985, p. 529). This shows that for Libet, (1) an intention is necessarily conscious, (after all, report of conscious awareness is taken to be decisive evidence for the presence of an intention), and (2) intentions are thought to play a causal role in the bringing about of voluntary actions. What Libet took himself to have shown, is that intentions should not be seen as unmoved movers because voluntary actions are already initiated before the formation of a conscious intention – a conclusion which is often taken to have widespread implications for the free will debate.

In response to Libet’s work, another line of research has come to analyze different kinds of preparatory neural processes not as precursors of conscious intentions, but as their neural underpinnings (nowadays usually not by measuring readiness potentials, but by employing sophisticated analyses of fMRI signals such as multivoxel pattern analysis (MVPA). For example, several papers bear titles referring to the “reading” or “decoding” of intentions from brain activity (Gallivan et al., 2011; Haynes, 2011). The proclaimed aim of such studies is to increase insight in the “neural underpinnings of highly cognitive and abstract processes such as intentions” (Gallivan et al., 2011, p. 9599). What has often been shown by now, is that “extended regions of cortex prepare for upcoming movements” (Haynes, 2011, p. 11). In these studies, the notion of intention is rarely explicitly defined, but the fact that the results acquired are taken to constitute a “decoding” or “reading” (Haynes et al., 2007) of intentions implies that intentions are defined as processes preparing for, and causally contributing to, behavior. This presumed causal role played by intentions is discussed explicitly in various papers. For example, Haynes (2011, p. 16) warns in the discussion section of the paper that “it is unclear if the early predictive signals are also causally involved in the decision”. More explicitly, Haggard and Clark (2003, p. 696) refer to the “causal chain between intention and action”: they state that the “normal experience of intentional action includes an implicit content that the action occurred because, and via the intention that the agent had to perform it” (p. 696, emphasis in original).

However, some authors have recently argued that there is reason to doubt the existence of identifiable neurocorrelates of intentions, understood as discrete, causally efficacious mental states (Uithol et al., 2014; Burnston, 2015; Schurger and Uithol, 2015; Verbaarschot et al., 2016). Most notably, Uithol et al. (2014) have provided a thorough review showing that neural activity in the areas traditionally associated with action control (the lateral prefrontal cortex) is consistently found to be both informationally and dynamically complex: “the processes underlying action initiation and control are considerably more dynamic and context sensitive than the concept of intention can allow for”. For example, on the traditional understanding of intention, the intention to eat an apple is thought to be free from specific details such as which kind of apple to eat, where to eat it, with which movements to pick it up, and so on. However, Uithol and colleagues argue that activity in the IFPC is highly context-sensitive in that it integrates all kinds of perceptual information, a finding that undermines the idea that intentions are realized as context-free representational states. Secondly, the complexity of the neural activity underlying action control also undermines the idea that intentions are discrete states, in the sense that the intention initiating the action control process would be the same state as the intention that will ultimately bring the process to completion (the action into execution). In other words, so far it has proven impossible to track one specific stable state or process that guides action from beginning to end, and which thus could serve as the kind of discrete stable state an intention is supposed to be. Taken together, this picture undermines the idea that the IFPC hosts the kind of discrete higher-level neural activity that can be considered the neural instantiation of abstract, discrete intention states that causally contribute to voluntary action (Uithol et al., 2014).

Based on their analysis, Uithol et al. conclude that the notion of intention is of little value to the science of action control, and that we are in need of a reinterpretation of action control, a reinterpretation shifting “attention away from localization, as one would expect a control system of the type outlined above to be in continual and various interactions with both perceptual and motivational information” (Uithol et al., 2014, p. 137).

My aim in this paper is to build on the important insights formulated by Uithol et al., but to argue (against eliminativist conclusions one might draw on the basis of such insights) that there is no need to discard the notion of intention. Instead, I will show that neither the philosophical tradition nor our folk psychology force us to understand intentions as abstract, discrete mental states that cause our actions. Instead, I will outline an alternative Wittgensteinian approach to understanding intention, an understanding which might actually provide an interesting explanation of the findings of Uithol and colleagues. In its anti-eliminativist Wittgensteinian spirit, my approach is indebted to the general critical analysis of the relation between neuroscience and folk psychology which was developed by Bennett and Hacker (2003). In their seminal and influential book, they criticized contemporary neuroscience for generating so-called “mereological confusions” by ascribing characteristics to parts of human beings (namely brains) that can only be sensibly ascribed to human beings as wholes. For example, they argue that whereas human beings can think, argue, be angry and so on, brains cannot do any of these things...
Although their work is clearly present as inspirational background in the current paper, my aim is not so much to add to their critical analysis but to provide a positive answer to the question what intentions are (a concept which hardly occurs in Bennett and Hacker’s analysis) and what it means to ascribe intentions to human beings.

**INTENTIONS AS CAUSAL MENTAL STATES?**

According to the traditional view, intentions are relatively abstract (high-level, amodal) representations that cause our actions. For example, my intention to make coffee is understood as a mental state involving a representation with the content “make coffee”, which is abstract in that it does not specify precisely what movements I will make in making coffee (there are various ways in which I might do this). And according to this view, it is this representational state that causally explains the fact that I walk to the kitchen and start making coffee as soon as I arrive at work. This basic understanding of what intentions are, is widely employed in both the philosophy, psychology and neuroscience of intention (Davidson, 1978; Bratman, 1999; Haggard and Libet, 2001), even by those who have developed critical views on the actual causal effectiveness of such intention states (Gollwitzer, 1999; Holton, 1999, 2003; Gollwitzer and Sheeran, 2006). In their introduction, Uithol and colleagues state that this is also the “folk psychological” understanding of intention (Uithol et al., 2014, p. 130). But is that really true? Is this how “the folk” talk and think about intentions? In this section I will argue that the folk psychology of intention is multifaceted and fluid, leaving room for various theoretical interpretations. Instead, I will show that the understanding of intentions as abstract, discrete, causally effective representational states is primarily an academic notion of intention, which has its sources in the causal theory of action (Davidson, 1978; Bratman, 1999; Mele, 2009) and in certain functionalist assumptions that underlie the current psychology and neuroscience of intention (see for example Haynes et al., 2007; Gallivan et al., 2011).

So how should we characterize the folk psychology of intention (and is there even such a thing)? If one starts to think about how people use terms like intention and intending in their everyday lives, one of the first things to notice is that we use them in very different ways (Anscombe, 1957). For example, we both use intention talk to describe plans for the future (I intend to become rich one day), and to give information about past actions (I did not intend this to happen). Also, data from experimental philosophy show that intention talk is often used to communicate our moral judgments. In an empirical study, Knobe (2006) showed that if John does something which has unintended but harmful side-effects on the environment we say that John intended to harm the environment – but when the side-effect benefits the environment, we do not say that John intended to help the environment. In other words, we often use terms like intention and intending to ascribe blame. Moreover, intention talk does not develop in isolation from scientific and philosophical discourses: different theories on what intentions are (more on these below), trickle down into folk psychological use.

These brief considerations suggest that there is no such thing as one distinct and clearly defined “folk psychology” of intention. This coheres with the various strands of thinking about what folk psychology is: even though philosophers disagree on the question whether the main aim of folk psychology is prediction and explanation (Churchland, 1981; Dennett, 1987), or social regulation (McGeer, 2007; Zawidzki, 2008), both traditions acknowledge that our folk psychological use of mental concepts can have various different functions (Andrews, 2015). Therefore, there seems to be no reason to think that “the folk” think of intentions as “clearly identifiable, relatively simple mental states, free from context-specific details, that are the originating causes of subsequent action planning and motor movement” (Uithol et al., 2014 p. 130). As I will show now (a point which is also mentioned by Uithol and colleagues), that definition arose from theoretical sources in both the causal theory of action and in functionalism.

The causal theory of action (Aguilar and Buckareff, 2010) was developed in analytic philosophical circles in the 1960s as a response to the then dominant view that we should explain actions by providing reasons, and that such explanation mainly involves redescribing the action in terms of the agent’s goals (Anscombe, 1957). In his famous paper Actions, reasons and causes, Davidson (1963) objected that this way of explaining actions does not suffice: as we might have various reasons for acting in a certain way, a genuine explanation of an action requires insight in the reason for which the agent acted. According to Davidson, the primary reason for which we act is the reason that actually caused the action: rational explanation thus is causal explanation. In a later paper, Davidson (1978) argued that in order to provide such causal explanations, we need not only the concept of a reason for action but also the concept of intention – thereby introducing the notion of intention as a representational state (with the content “I will do X”) causing our actions.

Whereas the causal theory of action is still a highly influential framework in the philosophy of action, it is also contested. Its two main challenges are firstly, that the framework has given birth to the problem of mental causation (Kim, 2000; Davidson, 2001; Robb and Heil, 2018): if reasons and intentions are mental states that make a causal difference, we should be able to understand how a mental state can intervene in the physical world. The question how this is possible still constitutes one of the main problems debated in contemporary philosophy of mind. The second challenge is Davidson’s statement that reasons and intentions only explain our actions if they caused the action in the right way. This was meant to exclude cases of deviant causation: cases in which our mental states cause our actions, but only in a “weird” way. The challenge is that it has turned out to be extremely difficult to provide a satisfactory account of what it would mean for mental states to cause our actions in the right way (for some attempts see Peacocke, 1979; Sehon, 1997; Stout, 2010; Hyman, 2014) – Davidson himself...
even concluded that it was impossible to meet this challenge (Davidson, 2001). Due to the persistence of these challenges, non-causalist approaches to action explanation have become more and more influential during the past 20 years (Baker, 1989; Thompson, 2008; Aguilar and Buckareff, 2010; Ford et al., 2011).

The ascent of the causal theory of action co-evolved with the development of the functionalist paradigm, which opposed behaviorism and built on the idea that in order to identify or demarcate mental states we should not look at their structure or at the stuff they are made of, but at the functional roles they play in a cognitive system (Armstrong, 1981; Fodor, 1985; Heras-Escriban, 2019). For example: states we call intentions play the role of securing commitment to a certain path of action. Therefore, a core element of functionalism is the idea that mental states are multiply realizable: in order for a certain functional state to be characterized as an intention, belief or desire, the only thing that counts is the functional role: how exactly the state is realized does not matter. However, traditional functionalism long held on to the idea that mental states should be analyzed as internal representations (Fodor, 1985). Even though functionalist assumptions can be said to underlie much of cognitive science and cognitive neuroscience, in its traditional form functionalism is just as contested as the causal theory of action. The most important opposition has been developed from within the situated cognition movement (Clark and Chalmers, 1998; Bechtel, 2009; Hutto, 2013; Varela et al., 2017), which has argued that classical functionalism does not do justice to crucial features of cognition such as its dynamic character and context-sensitivity, the interaction between cognition and other bodily processes, and the mutual interconnectedness of perception and action.

Of course, these sketchy remarks do not even come close to a comprehensive analysis of either the causal theory of action or functionalism. However, what I have tried to show is that although both paradigms are influential and fruitful on many levels, they are also vulnerable to recurring theoretical objections: the theoretical framework for making sense of intention in science is far from completed. Also, I have shown that our folk psychology leaves room for various ways to understand intentions. Based on these considerations, and especially given the bleak picture of the neuroscience of intention sketched by Uithol and colleagues, this suggests that there might be theoretical wiggle room for alternative accounts of intention.

AN ALTERNATIVE WAY TO THINK ABOUT INTENTION

My aim for the remainder of this paper is to outline a possible alternative understanding of intention. To most neuroscientists and psychologists, the understanding I will propose will sound impossibly radical, antinaturalist and maybe even slightly ridiculous: the view can be summarized by the statement that intention might not be “a mental state nor a combination of desires and beliefs nor anything else” (Scheer, 2004). However, I hope to show that this alternative understanding has three advantages: (1) it avoids recurrent troubles associated with both the causal theory of action and functionalism, (2) it provides a plausible interpretation of the varied nature of the folk psychology of intention and (3) it provides an interesting explanation of the absence of the types of neural correlates discussed by Uithol and colleagues.

According to the alternative perspective I propose, we use terms like “intention” and “intending” to indicate which (past, current and future) actions we commit ourselves to. This understanding of intention is based on the philosophy of psychology developed by the later Wittgenstein (1953), and it also coheres with the analysis of intention provided in Anscombe’s influential book Intention (Anscombe, 1957), an approach which recently experienced a comeback as one of the serious contenders in the philosophical quest to understand human action (Vogler, 2001; Thompson, 2008; Ford et al., 2011; Van Miltenburg, 2011; Tanney, 2018). I will show how this account can shed light on the various features of our folk psychological understanding of intention as described above. Also, I will show that this account would predict precisely the kind of neuroscientific findings discussed by Uithol and colleagues, and could thus provide a possible theoretical explanation of those findings.

Paradigms such as the causal theory of action and functionalism in cognitive science are grounded in the idea that explanation requires insight in underlying causal processes. According to the Wittgensteinian approach, this quest has unfortunately also led to the reification (understanding-as-objects) of certain aspects of our psychology that do not lend themselves to such reification. In parallel to Wittgenstein, Gilbert Ryle developed this point in vivid detail in his seminal book The concept of mind (Ryle, 1949). There he argues that even though philosophers of mind have set aside the Cartesian idea that mind is a distinct type of matter, they still fail to see that “mind” is a concept of a different order than the concept “matter”.

Instead, their faulty conclusion has been that mind is in fact the usual type of matter: that mental concepts can, after all, be ultimately understood in terms of physical states and processes (Ryle, 1949, p. 22). By talking about intentions in terms of states and processes, we have come to believe that what we are talking about are localized happenings taking place inside the brains of human beings. As Wittgenstein states: “How does the philosophical problem about mental processes and states […] arise? – The first step is the one that altogether escapes notice. We talk of processes and states and leave their nature undecided. Sometime perhaps we shall know more about them – we think. But that is just what commits us to a particular way of looking at the matter. […] (The decisive movement in the conjuring trick has been made, and it was the very one that we thought quite innocent).” (Philosophical Investigations, 308).

However, from a Wittgensteinian/Rylean perspective, there are several philosophical reasons for doubting that mental concepts are realized as discrete states or processes in the brain. In Ryle’s chapter in The concept of mind on the will,
he argues forcefully that “having the intention to do something” (Ryle mostly uses the term volition here) cannot meaningfully refer to the occurrence of any kind of episode of intending or willing: “No one ever says such things as that at 10 a.m. he was occupied in willing this or that, or that he performed five quick and easy volitions and two slow and difficult volitions between midday and lunch-time” (Ryle, 1949, p. 64).

Similar ideas are found in Wittgenstein’s Philosophical Investigations, which have been developed in illuminative and concrete detail by Scheer (2004). As Scheer argues, we do not ascribe intensity nor temporal duration to intentions, something which would be a natural thing to do for mental states. We do not say things like “Charles’ intention to go to the party was twice as strong as the intention of his wife’s. Nor do we say: “from 5 PM to 8 PM he intended to go to the party, but then he revised his intention’. A second argument developed by Scheer is that whereas the starting point of our thinking about intention is the idea that intending is characterized by commitment, this is actually difficult to maintain on the view that intentions are causally efficacious mental states. The connection between intention and commitment seems to be that when we intend to wash the car, this means that we believe we will wash the car, as long as no overriding reasons to change plans come up. However, on the causal view, the self-ascription of an intention becomes a mere prediction concerning the causal efficacy of the mental states one takes oneself to have (Scheer, 2004). This leaves room for the possibility (discussed by Bratman (1987)) that one intends to wash the car even though one does not believe that one will wash the car, for instance because one knows one is prone to forgetting such chores. This possibility severes the link between intention and commitment Scheer, and many others, consider to be an essential feature of the concept of intention.

So if intentions are not discrete states or processes that are realized in the brain, what are they? Scheer seems to point at something important when he introduces the notion of commitment; however, he does not provide any arguments showing why commitment would be an important feature of intention. Taking Scheer’s suggestions a step further, my proposal is that the connection between intention and commitment is crucial because intention plays certain kinds of roles in our folk psychology, some of which cannot be covered by the causalist/functionalist understanding of intentions as discrete mental states. To be more specific: when we talk about intentions in our everyday lives we express a first-person commitment towards an action; and when others ascribe intentions to us, they thus ascribe such commitment to us. Now the crucial point is that such commitment involves adopting a normative stance: we do such expressing and ascribing in order to determine what we can expect from others and from ourselves (Moran, 2001). This suggests that the folk psychological notion of intention is thus at least partly a normative one: we use it not only to predict or explain behavior, but also to evaluate and to regulate it. This view that social regulation is one of the core functions of folk psychology has recently been developed in more philosophical detail by authors such as McGeer (2007, 2008, 2015) and Zawidzki (2008).

They argue that often, when we ascribe folk psychological mental states to others or to ourselves, we are “engaged in the activity of moulding behaviour – cajoling, encouraging, reprimanding, promising and otherwise giving ourselves over to the task of producing comprehensible patterns of well-behaved agency in ourselves and others” (McGeer, 2007, p. 149).

Such an understanding of intention cannot be covered by the causalist/functionalist paradigm because in so far as intentions are expressions of normative expectations, they do not refer to previous causal states. In fact: they do not refer to “anything at all”: this is how one should understand Scheer’s dictum that an intention is not “a mental state nor a combination of desires and beliefs nor anything else” (Scheer, 2004).

However, this raises the question: what’s the difference between Charles, whom we take to have the intention to go to the party next week, and Jane, whom we do not believe to have any such intention? Even if one accepts that the way we talk about intentions is often a way to express our normative expectations, such expectations are only warranted in so far as the agent is indeed committed. So we need to answer the question: what makes the ascription of an intention (by others or by oneself) legitimate? It cannot be the case that just because one says one has an intention, one thereby necessarily has it. As Wittgenstein already emphasized: “the most explicit expression of intention is by itself insufficient evidence of intention” (Wittgenstein, 1953, p. 641). As I will explain below, the Wittgensteinian answer (which is in a different form also found in Dennett, 1991) is to understand the ascribing of intentions as a form of pattern recognition, leading to the criterion that someone truly has an intention if and only if a certain pattern is present in the world.

### INTENTIONS AND PATTERNS

According to the Wittgensteinian approach, the statement that “Charles has the intention to go to the party next week” is true in so far as a certain pattern of phenomena is present in the world; a pattern that is extended in both space and time (Wittgenstein, 1982; Ter Hark, 2001). The notion of a pattern bears important similarities to dispositional accounts of mental states (Ryle, 1949; Schwitzgebel, 2013; Tumulty, 2014), with the important difference that the Wittgensteinian approach is manifestly non-metaphysical: where most dispositionalists identify intentions with dispositional patterns, Wittgensteinians claim that in saying “Charles intends to go to the party” we mean

---

1Whether this really applies to Ryle’s position is a matter of debate. Whereas Wittgenstein and Ryle definitely have similar views on what is wrong with the mainstream idea that intentions are realized in physical states, it is less clear to what extent their ‘positive’ accounts of mental concepts overlap. Although some consider Ryle to defend a crude form of behaviorism, others hold that he should be interpreted as defending an anti-metaphysical dispositional account, similar to Wittgenstein’s view (Park, 1994; Benham, 2000). To unravel Ryle’s position and its relation to Wittgenstein’s would require a separate investigation; therefore the analysis here focuses on Wittgenstein’s account, which is straightforwardly antimetaphysical.
to say that a certain pattern exists in the world; but this pattern is not itself the intention (Ter Hark, 2001). As we will see below, the latter point is important because it shows that from a Wittgensteinian perspective, intentions do not cause anything.

To illustrate what such a pattern indicated by intention ascriptions might entail, I will give a few examples of relevant “elements” of such a pattern: Charles has the intention to go to the party in so far as he will make preparations for the party, will not make conflicting appointments for that evening, experiences feelings of anticipation, and answers questions of others (“did you buy a gift?”) in certain ways. From this sketchy list, several things immediately become clear. First of all, the pattern on the basis of which we say that Charles has a certain intention is vague and consists of a wide variety of different elements, none of which is in itself crucial for the ascription of intention. In most situations, certain elements will be missing (for example, Charles might make a conflicting appointment for that evening because he checks the wrong date in his calendar). However, the pattern should be present to a critical extent in order for us to legitimately ascribe an intention. Just as with dispositional accounts of belief, there will be a grey area in which agents have “in-between” intentions, to borrow Eric Schwitzgebel’s notion (Schwitzgebel, 2002, 2013). In such intermediate cases (let us say for example that Charles keeps saying that he will go to the party, while he does not make any preparations and keeps forgetting about it), there is no objective fact of the matter regarding the question whether Charles intends to go to the party or not: it is indeterminate. Several Wittgensteinian philosophers have argued that such implications do not constitute a weakness in the theory, but that indeterminacy is an inherent feature of the mental (McDowell, 1992; Ammerer, 2001; Ter Hark, 2001; Child, 2011).

The fact that the pattern which makes it true that someone has a certain intention is extended also in time, implies that only over time will it become clear whether someone has an intention or not. Wittgenstein makes a similar remark about the concept of expectation:

“If I say: “I have been expecting him all day”, “expect” here doesn’t mean a persistent condition including as ingredients the person expected and his arrival, in the way that a dough may contain flour, sugar and eggs mixed into a paste. What constitutes expectation is a series of actions, thoughts and feelings.” (Wittgenstein, 1974, p. 141)

This also implies that it is impossible to have an intention over a very brief period of time, Wittgenstein makes this point about mental concepts in general, and gives the following example of love: “Could someone have a feeling of ardent love and hope for the space of a second – no matter what preceded or followed this second? – What is happening now has significance – in these surroundings. The surroundings give it its importance” (Wittgenstein, 1953, p. 583). This emphasis on the temporal extendedness of intention might be surprising: when comparing different mental concepts, precisely the phenomenon of intention seems to be a pretty local phenomenon, taking place somewhere in between a decision and an action. However, Wittgenstein emphasizes that we can actually only make sense of someone’s intentions when we look at the person in the context of his past (how this person decided and acted before) and his future (what this person did and said later).

For anyone interested in the neuroscience of intention, this account of how to understand intentions immediately raises the question: but does not all this imply that intentions just do not exist, that intention-talk is just that – only a matter of speaking? It is true that in a strong sense, according to the Wittgensteinian approach intentions do not exist: they are not things, they are not real in the way that chairs and stars and molecules are real. However, intentions do exist in the sense that there are often real facts of the matter regarding what someone intends. In this sense, Wittgensteinians can still say that people have intentions – but having intentions is more like “having a quick temper” than like “having a car”. It should be emphasized that the approach outlined here is not a form of interpretivism, which would claim that there is no truth about the intentions ascribed independent of the ascribing (Mölde, 2010). To the contrary, ascribing to Charles an intention “to go to the party” is recognizing a pattern that is already there, independent of the ascription. This also suggests that people can be misled about their own intentions: merely saying that you intend to mow the lawn does not make it so. Whether or not this truly is your intention depends on whether the pattern is present to a sufficient extent.

However, for most “scientifically oriented” philosophers this still seems a threateningly anti-naturalist position to adopt. As said, Dennett came close to developing a form of “pattern realism” in his early work (Dennett, 1991; Ter Hark, 2001). However, it was central to Dennett’s understanding of concepts such as intention that intentions were causally effective states (Slors, 2007). As a result, Dennett argued that a mental state such as an intention should be identified with a pattern, and that it is the pattern itself that is causally efficacious (where the pattern could be further explained in terms of underlying physical states and processes). In order to make this work, Dennett employed a temporally and spatially local notion of patterns which are “quite readily discernible to the naked human eye” (Dennett, 1991, p. 33), a point which invited strong criticism: “If there are “visible patterns” of bodily movements that constitute believing that Clinton is President, I, for one, am totally ignorant of what they are” (Nelkin, 1994, p. 63). The Wittgensteinian response to Dennett’s approach would be to argue that because intention ascriptions refer to patterns that are extended in both time and space, it becomes meaningless to say that the intention is the pattern, because then our mental states would no longer “belong to us” in any meaningful sense. The more plausible conclusion, for Wittgensteinians, thus comes down to the claim that intentions are not mental states at all.

But does not this overlook one of the most important features of the concept of intention, namely that the
commitment they express plays a guiding role in human action? Although the scope of this paper does not allow an extensive treatise on causation, the Wittgensteinian answer to this question boils down to saying that indeed, if intentions are not mental states, they cannot cause anything either (Scheer, 2004). This means that in order to make sense of human action, the Wittgensteinian understanding of intention requires a notion of causation that can ascribe causal powers to human agents as such. Now of course, in itself this is not a satisfying answer at all as it only solves the problem of causation-by-states by positing an equally contested form of causation-by-agents. Nevertheless it is important to emphasize that a Wittgensteinian approach does not leave room for causation-by-mental-states but, on a more positive note, that there are actually interesting recent attempts to develop views on causation that do offer possibilities for providing a Wittgensteinian answer to how intending agents could make things happen (see for example Mayr, 2011; Alvarez, 2013; Jacobs and O’Connor, 2013).

In the next section we will return to the question whether and how the patterns that legitimize intention ascriptions could possibly be objects of (neuro)scientific investigation.

**IMPLICATIONS FOR THE NEUROSCIENCE OF INTENTION**

Even though the philosophical view outlined in the previous section might sound impossibly radical to many psychologists and neuroscientists working on intention, one important reason to discuss this view is that it actually provides an interesting explanation for the neuroscientific findings discussed by Uithol et al. (2014). As discussed in the introduction, their conclusion was that brain processes underlying action control are too dynamic to count as possible neurocorrelates of a state like intention. Whereas their own suggestion was that intention might not be a useful concept for the science of action control, my proposal here is that both the philosophical literature on intention and its folk psychological characteristics leave room for different notions of intention. I argued that we might consider the possibility that the concept of intention does not refer to any identifiable state or set of underlying processes. If this is a plausible account, it would no longer be surprising that neuroscience has so far not delivered a clear picture of neural activity realizing any state of intention. In other words: maybe we have not found neuroscientific evidence of the existence of such states because such states do not exist.

However, would not such a conclusion also imply that there is no such thing as the neuroscience of intention? As said, seen from a Wittgensteinian perspective, we use the concept of intention to express normative expectations related to commitment, where such expressions refer to the existence of certain (variable and fluid) patterns in the world. The question then becomes: can we investigate such patterns in a scientific manner? The most straightforward answer is that precisely because of their variability and fluidity, such patterns do not seem to lend themselves to scientific analysis. After all, such patterns constitute “regularities, but not so regular as to be describable in terms of rules” (Johnston, 2002) – while the aim of cognitive science seems to be precisely to determine and analyze rules underlying phenomena such as perception, cognition and action. To complicate things further, the patterns consist of elements that belong to various “levels of explanation”: for example, the pattern referred to by the claim *John intends to mow the lawn* might consist of speech acts such as “I think I will get it done tonight!”, certain subjective feelings of determination and the fact that his friends will not wait for him when they leave for a football match. It is hard to think of any specific science that could take all such elements and others into its stride.

So in any direct sense, the Wittgensteinian way to understand intention does not leave much room for a (neuro)science of intention. However, I think the Wittgensteinian perspective opens up at least three possible routes of scientific investigation. First, the patterns involved in intention-talk evidently also include physical phenomena – one might think of basic phenomena like arousal and attention. And given that neuroscience is one of the core sciences studying the processes and mechanisms underlying such phenomena, it can be expected to provide novel insights in what forming, maintaining and executing intentions might involve in terms of phenomena like attention and arousal.

Secondly, as already mentioned, there has been a surge in situated cognition approaches, manifesting itself both in theoretical and in empirical work (Clark and Chalmers, 1998; Bechtel, 2009; Hutto, 2013; Varela et al., 2017). Because these approaches understand cognition in general to be embodied, embedded, extended and/or enactive, they have an inherent interest in the question how the scope of cognitive and neuroscientific analysis could be widened beyond the brain and often also beyond the body (Silberstein and Chemero, 2012; Van Orden and Stephen, 2012; Favela and Martin, 2017). This fast-developing field could thus provide invaluable methodological tools for determining to what extent a cognitive and neuroscientific analysis of the kind of complex patterns involved in intention-talk might become possible in the future.

Finally, network theory has recently established itself as an important methodological approach within the discipline of psychometrics (Borsboom and Cramer, 2013; Schmittmann et al., 2013; Dalege et al., 2016). This approach models psychological constructs as networks of causally interconnected nodes, and as such it might prove highly relevant for the scientific investigation of the kind of patterns involved in having intentions. Because the network approach has been developed as a psychometric approach, it is highly open with regard to the types of phenomena that can be integrated as nodes in such networks, and does not impose restrictions on the level at which phenomena are described or explained. This suggests that insofar as it would be possible to specify the phenomena that belong to the pattern we recognize when we ascribe intentions, and in so far as these phenomena could be quantitatively measured, it would be possible to construct a network model of such a pattern, and to analyze the pattern accordingly. Whereas the current state of network science clearly...
does not yet allow for any such a model, it would be worthwhile to examine its potential for our future understanding of intention.
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