Improving ascertainment of suicidal ideation and suicide attempt with natural language processing
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Methods relying on diagnostic codes to identify suicidal ideation and suicide attempt in Electronic Health Records (EHRs) at scale are suboptimal because suicide-related outcomes are heavily under-coded. We propose to improve the ascertainment of suicidal outcomes using natural language processing (NLP). We developed information retrieval methodologies to search over 200 million notes from the Vanderbilt EHR. Suicide query terms were extracted using word2vec. A weakly supervised approach was designed to label cases of suicidal outcomes. The NLP validation of the top 200 retrieved patients showed high performance for suicidal ideation (area under the receiver operator curve [AUROC]: 98.6, 95% confidence interval [CI] 97.1–99.5) and suicide attempt (AUROC: 97.3, 95% CI 95.2–98.7). Case extraction produced the best performance when combining NLP and diagnostic codes and when accounting for negated suicide expressions in notes. Overall, we demonstrated that scalable and accurate NLP methods can be developed to identify suicidal behavior in EHRs to enhance prevention efforts, predictive models, and precision medicine.

Accurately ascertaining self-injurious thoughts and behaviors from longitudinal clinical data remains a core challenge in prediction, phenotyping, and clinical monitoring, all of which provide clinical utility and support life-saving intervention. Widely used diagnostic classification codes for suicide-related outcomes, including suicidal ideation and suicide attempt, are frequently under-coded and under-reported1–3. Prior work has shown the positive predictive value of using diagnostic codes for suicide attempt to be as low as 58.63% in a sample of 5543 charts, though these estimates range up to near perfect performance3,4. Issues with ascertainment undermine accurate estimates of rates of suicidal outcomes, appropriate resource allocation, quality improvement, and risk assessment2,5,6.

Like other behavioral health traits, alternative ascertainment approaches via patient self-report, health information exchange, public health surveillance, and natural language processing (NLP) have been tested to assess improvement from diagnostic codes7–12. The latter, NLP, has been used to improve ascertainment of social determinants of health to augment effective sample size for clinical modeling13–15.

Suicidal ideation and suicide attempt share attributes common to clinical outcomes that lack biomarkers or reliable structured data representation. NLP provides a scalable means of extracting relevant signal to identify such outcomes using clinical unstructured text. For example, NLP was used to ascertain likelihood of adverse child events or homelessness over time at scale in an electronic health record (EHR)13.

In this study, we developed and validated NLP methodologies to ascertain (1) suicidal ideation and (2) suicide attempt from clinical notes in a large EHR repository. We compared this NLP approach to diagnostic codes using a gold standard patient cohort obtained through multi-reviewer manual chart validation.

1Department of Biomedical Informatics, Vanderbilt University Medical Center, Vanderbilt University School of Medicine, 2525 West End Avenue, Suite 1500, Nashville, TN 37232, USA. 2Department of Medicine, Vanderbilt University Medical Center, Nashville, USA. 3Division of Genetic Medicine, Department of Medicine, Vanderbilt Genetics Institute, Vanderbilt University Medical Center, Nashville, TN, USA. 4Department of Psychiatry and Behavioral Sciences, Vanderbilt University Medical Center, Nashville, TN, USA. *Email: adi.bejan@vanderbilt.edu
Methods
This study presents a scalable NLP approach that receives as input a list of text expressions describing a clinical outcome of interest (outcome query), scans all clinical notes from an EHR, and computes an outcome relevance score for each patient with input text expressions in its notes. The output of this NLP system is a ranked list of patients as potential cases for the outcome of interest such that the most relevant patients in the list are ranked at the top. All methods were performed in accordance with the relevant guidelines and regulations. The study was approved by the institutional review board (IRB) at Vanderbilt University Medical Center (VUMC) with waiver of consent (IRB #151156).

Clinical population. The clinical data used in this study were extracted from Synthetic Derivative, a research-oriented data repository that contains the de-identified version of the VUMC’s EHR16. As of December 2021, this repository stores > 200 million notes for > 3.4 million patients. Specific data elements extracted from Synthetic Derivative include clinical notes, psychiatric forms, demographics data, and International Classification of Diseases, 9th/10th Revision, Clinical Modification (ICD-9/10-CM) billing codes.

A data-driven approach to guide the selection of suicide query terms. We relied on a data-driven approach to automatically extract text expressions that describe suicidal ideation and suicide attempt. Similar to our previous work13, we used Google’s word2vec (https://code.google.com/p/word2vec/) to iteratively expand an initial list of 2 relevant seed keywords, ‘suicide’ and ‘suicidal’. Briefly, we first trained a skip-gram model of word2vec17 on 10 million notes randomly sampled from Synthetic Derivative to learn word embeddings for every word in the note collection. The preprocessing of these notes included tokenization, conversion of tokens to lowercase, and exclusion of low-frequency tokens and punctuations. For model configuration, we used a vector dimension of 100, and context window sizes of 5 and 15. Next, we computed the cosine similarity between the seed embeddings and the embeddings of all non-seed words and selected the top ranked words as new seed words and potential candidates for suicide query terms. Finally, we manually analyzed the generated seed list to propose queries for the two suicidal outcomes.

Retrieval of suicidal ideation and suicide attempt. We implemented an information retrieval model to rank patients by their relevance to each suicide query constructed in the previous step. The system architecture was designed as a vector space model where input queries and patients were represented as multidimensional vectors of words or word expressions. Each, patient vector was extracted from a meta-document that included all patient notes. The relevance score of a patient to a suicidal outcome was measured as the similarity between the corresponding patient vector and suicide query vector using the standard term frequency-inverse document frequency (TF-IDF) weighted cosine metric. Specifically, for the similarity score between a suicide query and patient j, the weight of the query term i in the meta-document of the patient j was computed as:

\[ \text{weight}_{ij} = \frac{N}{\text{df}_i} \cdot \log \left( \frac{\text{tf}_{i,j}}{\text{df}_j} \right) \]

where \( \text{tf}_{i,j} \) is the number of occurrences of term i in the meta-document of patient j (term frequency), \( \text{df}_j \) is the number of patients whose corresponding meta-documents contain the term i (document frequency), and N is the total number of patients in the EHR.

For each retrieved patient, we also implemented assertion strategies based on the frequency of negated query terms in patient notes18–20. To assess if negation improves the retrieval of suicidal ideation and suicide attempt, we extracted additional rankings in which each patient has at least one positively asserted query term in patient notes. Thus, these rankings do not contain patients for whom all the query term mentions in their notes are negated. The selection and ranking of the patients were performed using the Phenotype Retrieval (PheRe) software package, which is available at https://github.com/bejanlab/PheRe.git.

Model assessment. Model performance was assessed for both suicidal ideation and suicide attempt on patient sets extracted from three sources of information: (1) top ranked patients extracted by the NLP system, (2) randomly selected patients with ICD10CM codes for self-injurious thoughts and behaviors, and (3) randomly selected patients with psychiatric forms for suicide assessment. Only a limited set of psychiatric forms for suicide assessment was available in Synthetic Derivative because not all structured forms are currently de-identifiable at scale without risking inadvertent re-identification. Each patient was double reviewed by manual analysis (reviewers KR, RA) of the entire patient record and conflicts were resolved by a clinician with expertise in medicine and in chart validation for suicide research (CGW). The inter-reviewer agreement was measured using Cohen’s kappa statistic. Overall, a patient was manually labeled as a case if the corresponding patient notes contain any evidence of suicidal intent or intent to die from self-injurious behavior4. Patients with ICD codes for self-injurious thoughts and behaviors were also required to have supporting information in their notes to be labeled as cases. In situations where a patient denied a suicide attempt, but a clinician documented that an attempt had occurred, the chart reviewers followed the provider’s judgment and assigned a case label.

The evaluation consisted of comparing the patient assessments through manual review with the automatically generated assessments by the NLP system, ICD10CM codes, and psychiatric forms for suicide ideation and suicide attempt. For the unranked patients, we measured the performance values in terms of precision (P) or positive predictive value (PPV), recall (R), and F1 score (F1). For the ranked patient lists generated by the NLP system, we reported precision-recall curves, precision of top K highest ranked patients (P@K), and area under the precision-recall curve (AUPRC), which was estimated based on the average precision measure21. We
A weakly supervised approach to label cases of suicidal ideation and suicide attempt. The main objective of this study was to perform a high-precision extraction of suicidal ideation and suicide attempt cases from all patients extracted by the NLP system. Since we designed the NLP system to rank the most relevant patients for the two suicide-related outcomes at the top of each list, we proposed to solve this task by first finding a threshold value, K, for a given target precision, P@K, and then selecting the top K ranked patients from the patients for the two suicide-related outcomes at the top of each list, we proposed to solve this task by first finding cases from all patients extracted by the NLP system. Since we designed the NLP system to rank the most relevant patients with at least one ICD9/ICD10 code as case. Assume \( p_{CD9} = 0 \) and \( p_{CD10} = 0 \) for patients with no ICD9CM and ICD10CM, respectively.

A weakly supervised approach that assigns a case label to each patient in the list with a specific confidence value or probability (Fig. 1). This approach combines a small set of patients labeled as cases or non-cases with the remainder set of unlabeled patients in the ranked list. We defined the initial labeled set to include all patients from the ranked list. Further, based on the evaluation performed in this study and our previous work, we computed \( p_{CD9} \) and \( p_{CD10} \) as probabilities of having a suicidal outcome for every patient with at least one relevant ICD10CM.

The probability of case assignment for an unlabeled patient was computed according to its rank in the list and availability of relevant ICD codes in its record (Fig. 1, lines 13–21). Specifically, for each patient in the ranked list, we initially computed a relevance probability (denoted as \( p_{rank} \)) that is proportional to the rank position of the patient in the list as described in lines 1–8 in Fig. 1. As observed, \( p_{rank} = 1 \) for the first patient in the list; then, \( p_{rank} \) decreases monotonically to 0, which corresponds to the relevance probability of the last patient in the list. Further, based on the evaluation performed in this study and our previous work, we computed \( p_{CD9} \) and \( p_{CD10} \) as probabilities of having a suicidal outcome for every patient with at least one relevant ICD10CM.

A weakly supervised approach to label cases of suicidal ideation and suicide attempt. The main objective of this study was to perform a high-precision extraction of suicidal ideation and suicide attempt cases from all patients extracted by the NLP system. Since we designed the NLP system to rank the most relevant patients for the two suicide-related outcomes at the top of each list, we proposed to solve this task by first finding a threshold value, K, for a given target precision, P@K, and then selecting the top K ranked patients from the patients for the two suicide-related outcomes at the top of each list, we proposed to solve this task by first finding cases from all patients extracted by the NLP system. Since we designed the NLP system to rank the most relevant patients with at least one ICD9/ICD10 code as case. Assume \( p_{CD9} = 0 \) and \( p_{CD10} = 0 \) for patients with no ICD9CM and ICD10CM, respectively.
and ICD9CM, respectively. We assumed these probabilities to be zero for patients with no ICD codes for self-injurious thoughts and behaviors. When both NLP ranks and ICD codes were considered, we computed the probability of assigning patient \( k \) to a case label as \( p_{NLP+ICD}(k) = \max\left(p_{\text{rank}}(k), p_{\text{ICD9}, p_{\text{ICD10}}}\right) \) as shown by line 14 in Fig. 1. Thus, using this probability and a random variable \( u \) generated from the standard uniform distribution, the label assignment for patient \( k \) was performed as indicated by lines 15–20. Additionally, to evaluate the contribution of ICD codes to the selection of suicidal ideation and suicide attempt cases, we implemented a similar weakly supervised approach using only \( p_{\text{rank}} \) probabilities for case assignment. This NLP-based case assignment method was performed by replacing line 14 in Fig. 1 with \( p_{\text{NLP}}(k) = p_{\text{rank}}(k) \). Notably, \( p_{\text{NLP+ICD}} \) and \( p_{\text{NLP}} \) could be also set to a minimum value of 0.5 assuming that each patient in the ranked list had at least an equal chance to be randomly assigned to a case. However, this approach will not contribute to the selection of top \( K \) cases at \( P@K = 90% \) or \( P@K = 80% \) and will result in mainly increasing the number of cases in the bottom half of the ranked patient list where \( p_{\text{rank}}(k) < 0.5 \). The ICD9CM and ICD10CM codes for self-injurious thoughts and behaviors used in this study are listed in Tables S1–S4.

### Results

#### Suicide query term extraction

The top 50 keywords extracted by word2vec as semantically similar to ‘suicide’ and ‘suicidal’ under various configurations are listed in Table S5. Words from this table including ‘ideation,’ ‘self-harm,’ ‘mutilation,’ and ‘thoughts’ were added to the set of seed keywords for suicide, which was further expanded through an iterative approach involving word2vec and manual assessment. Based on this set of seed keywords, we constructed the queries for retrieving the potential cases of suicidal ideation and suicide attempt (Table S6). Additionally, during this process, we used words like ‘thinking’ and ‘wanting’ in suicide expressions to better capture suicidal ideation in notes (e.g., ‘thinking to kill herself,’ ‘wanting to end his life’); similarly, we used words including ‘attempted’ and ‘tried’ to construct more specific suicide attempt queries (e.g., ‘attempted to take her own life’).

#### Patient retrieval

Based on the queries identified from the word2vec approach described above (Table S6), the NLP system retrieved 187,047 and 52,738 potential cases of suicidal ideation and suicide attempt, respectively (Table 1). In these cohorts, only 12.9% (\( N = 24,053 \)) of patients in the suicidal ideation list and 23.5% (\( N = 12,393 \)) in the suicide attempt list had at least one ICD code for self-injurious thoughts and behaviors. Furthermore, the patients with relevant ICD codes were ranked towards the top of the two ranked lists. For example, there were 17,257 (36.9%) of 46,761 patients with relevant ICD codes in the first quartile of the suicidal ideation list compared to 4210 (9%) of 46,762 patients with relevant ICD codes in the second quartile of the same list. Here, for each list, the first quartile contained the highest ranked patients. Similarly, for the suicide attempt list, the proportion of patients with relevant ICD codes in the first quartile was 53.7% (7086 of 13,184) compared to 21.4% (2820 of 13,185) of patients with relevant ICD codes in the second quartile. For these two examples, the proportion of patients with ICD codes for self-injurious thoughts and behaviors across the two ranked lists of suicidal ideation and suicide attempt is illustrated in Fig. 2.

#### NLP-based validation

We manually reviewed and labeled each patient in the top 200 highest ranked patients of suicidal ideation and suicide attempt lists. The manual review of these patients indicated a very high performance of the NLP system (Table 2A and Fig. 3) for both suicidal ideation (\( P@200: 98.5% \); AUPRC: 98.6), 95% CI 97.1–99.5) and suicide attempt (\( P@200: 96.5% \); AUPRC: 97.3, 95% CI 95.2–98.7). As expected, the ICD-based evaluation in the top 200 highest ranked patients from these two lists suggests that patients with ICD codes for self-injurious thoughts and behaviors yield a better precision when compared with the patients without any of these codes: 100% versus 90% for suicidal ideation and 98.7% versus 90.2% for suicide attempt (Table 2B). We also assessed the role of negation in the evaluation of the two suicidal outcomes. However, all the patients in the top 200 highest ranked patients of the suicidal ideation list had at least one positively asserted suicide men-

---

**Table 1.** Characteristics of patients retrieved by the NLP system. The extraction of cases and non-cases from psychiatric forms and chart review was restricted to the patients retrieved using NLP. The cases from psychiatric forms have at least one positive field while the non-cases have all the fields negated.

| Characteristic               | SI                  | SA                  |
|-----------------------------|---------------------|---------------------|
| Total patients retrieved    | 187,047             | 52,738              |
| Patients w/ ICD codes       | 24,053              | 12,393              |
| Patients w/ 1+ positive mentions | 93,690             | 50,108              |
| Manual validation           |                     |                     |
| Cases                       | 921                 | 682                 |
| Non-cases                   | 79                  | 138                 |
| Psychiatric forms           |                     |                     |
| Cases                       | 4484                | 2164                |
| Non-cases                   | 4308                | 1380                |

Summary statistics of patients retrieved by NLP (\( N = 24,053 \) for suicidal ideation and \( N = 12,393 \) for suicide attempt). The extraction of cases and non-cases from psychiatric forms and chart review was restricted to the patients retrieved using NLP. The cases from psychiatric forms have at least one positive field while the non-cases have all the fields negated.
tion in their notes while only one patient in the top 200 highest ranked patients of the suicide attempt list had all its suicide mentions negated. This patient was manually labeled as non-case; thus, excluding this patient from the top 200 highest ranked patients further improved the precision of extracting suicide attempt cases from 96.5 to 97% (Table 2A,B).

ICD10CM-based validation. We performed an unbiased evaluation of 200 randomly selected patients with relevant ICD10CM codes for each suicidal outcome (Table 2C). The manual review involving the patients selected for ICD10CM and NLP-based validation achieved a substantial interrater agreement for both suicidal ideation (Cohen’s $\kappa = 0.72$) and suicide attempt (Cohen’s $\kappa = 0.8$). The ICD10CM-based validation revealed high precision values of 96% and 85% for suicidal ideation and suicide attempt, respectively. Notably, the precision obtained for suicide attempt significantly outperformed the precision of 58.63% we achieved in our previous ICD9CM-based evaluation of this outcome1.

Evaluation of psychiatric forms for suicide assessment. A random sample of 10 patients with psychiatric forms containing Yes/No information on suicidal ideation and suicide attempt were manually reviewed and all patients were found in perfect agreement with the data encoded in their forms. As a result, the patients with psychiatric forms on the two suicidal outcomes from the NLP-retrieved lists were labeled by the weakly supervised method as case or non-case with high confidence (Fig. 1, lines 11–13).

| Patient selection | Outcome | $P@200$ | AUPRC (95% CI) |
|-------------------|---------|---------|----------------|
| A                 |         |         |                |
| Top 200 patients retrieved by the NLP system | SI 98.5 | 98.6 (97.1—99.5) |
|                   | SA 96.5 | 97.3 (95.2—98.7) |
| Patient selection | Outcome | N | P |
| B                 |       |       |                |
| Patients in top 200 w/ relevant ICD codes | SI 170 | 100 |
|                   | SA 149 | 98.7 |
| Patients in top 200 w/o relevant ICD codes | SI 30 | 90.0 |
|                   | SA 51 | 90.2 |
| Patients in top 200 w/ 1+ positive mentions | SI 200 | 98.5 |
|                   | SA 199 | 97.0 |
| C                 |       |       |                |
| Patients with ICD10CM codes for suicide | SI 200 | 96.0 |
|                   | SA 200 | 85.0 |

Table 2. NLP and ICD10CM validation. AUPRC area under the precision-recall curve, CI confidence interval, $P@K$ precision at top $K$ retrieved patients, $P$ precision, SI suicidal ideation, SA suicide attempt.
Label assignment evaluation for suicidal ideation and suicide attempt. We ran our proposed weakly supervised approach on suicide label assignment leveraging the small set of patients manually labeled as cases or non-cases, the psychiatric forms, the NLP ranks and ICD billing codes. The label assignment over all the patients retrieved by the NLP system enabled us to: 1) assess the overall impact of negation detection in case identification, and 2) evaluate the contribution of ICD codes for the selection of cases. For example, the label assignment methods based on NLP ranks showed an increase in AUPRC for suicidal ideation (from 55.2 to 57.5) and suicide attempt (from 44.5 to 45.2) when only the patients with at least one positively asserted mention of suicide in their notes (instead of all patients) are included in the two lists retrieved by the NLP system (Table 3, \textit{NLP} and \textit{All retrieved} vs. \textit{NLP} and w/ 1 + positive columns). After excluding the patients with all their suicide mentions negated in notes, in addition to NLP ranks, ICD codes yielded an even more substantial AUPRC increase from 57.5 to 62.2 for suicidal ideation and from 45.2 to 54.1 for suicide attempt (Table 3, w/ 1+ positive and \textit{NLP} vs. w/ 1+ positive and \textit{NLP} + ICD columns; Fig. 4, top plots). This trend was also reflected in extracting the top K highest ranked patients from the NLP lists for both P@K = 90% and P@K = 80%. As a result, higher K values (e.g., for suicidal ideation and P@K = 90%, $K_{\text{NLP}} = 980$ vs. $K_{\text{NLP} + \text{ICD}} = 1321$) were obtained when negation was accounted for.

![Figure 3](https://example.com/figure3.png)

**Figure 3.** Precision-recall curves for suicidal ideation (SI) and suicide attempt (SA) evaluation of the top 200 highest ranked patients retrieved by the NLP system.

|                  | SI                        | SA                        |
|------------------|---------------------------|---------------------------|
|                  | \textit{All retrieved} (N = 187,047) | \textit{All retrieved} (N = 52,738) |
| \textit{NLP}    | 55.2                      | 44.5                      |
| \textit{NLP + ICD} | 58.5                      | 52.9                      |
| Top K for P@K = 90% | 930                      | 360                      |
| Patients w/o ICD codes | 140 (15.1%)               | 79 (21.9%)                |
| Patients w/o psychiatric forms | 676 (72.7%)               | 304 (84.4%)               |
| Top K for P@K = 80% | 2941                     | 670                      |
| Patients w/o ICD codes | 580 (19.7%)               | 1519 (26.2%)              |
| Patients w/o psychiatric forms | 2491 (84.7%)              | 5290 (91.4%)              |
|                  | w/ 1+ positive (N = 93,690) | w/ 1+ positive (N = 50,108) |
| \textit{NLP}    | 57.5                      | 45.2                      |
| \textit{NLP + ICD} | 62.2                      | 54.1                      |
| Top K for P@K = 90% | 1270                      | 384                      |
| Patients w/o ICD codes | 186 (14.6%)               | 83 (21.6%)                |
| Patients w/o psychiatric forms | 909 (71.6%)               | 134 (34.9%)               |
| Top K for P@K = 80% | 5951                     | 1420                      |
| Patients w/o ICD codes | 1581 (28.0%)              | 153 (22.5%)               |
| Patients w/o psychiatric forms | 5141 (91.1%)              | 1000 (70.4%)              |
|                  | w/ 1+ positive (N = 52,738) | w/ 1+ positive (N = 50,108) |
| \textit{NLP}    | 675 (73.0%)               | 325 (84.6%)               |
| \textit{NLP + ICD} | 996 (75.4%)               | 307 (84.1%)               |
| Top K for P@K = 90% | 2971                      | 365                      |
| Patients w/o ICD codes | 650 (66.3%)               | 119 (32.6%)               |
| Patients w/o psychiatric forms | 952 (72.1%)               | 138 (35.4%)               |
| Top K for P@K = 80% | 2971                     | 1321                      |
| Patients w/o ICD codes | 651 (28.0%)               | 134 (34.9%)               |
| Patients w/o psychiatric forms | 5951 (91.1%)              | 1000 (70.4%)              |

Table 3. Evaluation of label assignment methods for suicidal ideation (SI) and suicide attempt (SA). The "All retrieved" columns represent results of the methods using the initial lists with all the retrieved patients for SI (N = 187,047) and SA (N = 52,738). The "w/ 1+ positive" columns correspond to methods using only patients with at least one positively asserted suicide mention in their notes. "NLP" and "NLP + ICD" columns are associated with methods using $p_{\text{rank}}$ and $p_{\text{NLP+ICD}}$, respectively, for suicide label assignment.
detection together with NLP ranks and ICD codes were considered for label assignment (Table 3 and Fig. 4, bottom plots). To gain a deeper insight into accurately identifying cases, we ran the label assignment algorithm 1000 times on each ranked list and reported descriptive statistics of the top K highest ranked patients for a target precision, P@K (Fig. 5 and Table S7). For instance, leveraging the suicide attempt list of patients with positively asserted mentions of suicide, the label assignment method based on NLP ranks extracted on average 395 ± 38 cases with precision ≥ 90% whereas the method using both NLP ranks and ICD codes identified on average 527 ± 68 cases at the same level of precision (Fig. 5D). Similar trends are observed for all other configurations when cases were extracted with the same precision (Fig. 5A–C) or with precision ≥ 80% (Fig. 5E–H).

High-precision extraction of suicidal ideation and suicide attempt cases. For case extraction, we selected the method that relied on both NLP ranks and ICD codes and included only the patients with at least one positive mention of suicide in their notes. As reported above, this method achieved the best AUPRC values and identified the highest number of cases in the top K highest ranked patients for P@K = 90% and P@K = 80%. Out of the suicidal ideation cases extracted with a precision of at least 90%, 72% (N = 952) were automatically identified by the method (i.e., they were not manually reviewed) and 75% (N = 996) did not have psychiatric forms for suicide assessment. Similarly, 71% (N = 1034) of the suicide attempt cases identified with a precision of at least 80% were automatically labeled (Table 3).

To extract cases with high precision from the entire EHR repository, in addition to the highest ranked patients identified by the NLP system, we included all other patients manually labeled as cases or with positive assertions for suicidal ideation and suicide attempt in their psychiatric forms. Based on the validation results achieved in this study, we also included all the patients with relevant ICD10CM codes. Specifically, the ICD10CM-based inclusion was performed for the extraction of suicidal ideation and suicide attempt cases with a precision/PPV of
at least 96% and 85%, respectively. Conversely, from these cohorts, we excluded the patients that were manually labeled as non-cases or patients with negative assertions of the two suicidal outcomes in their psychiatric forms. For instance, to extract the suicidal ideation cases with a precision of at least 90%, we included the top 1209 highest ranked patients in the corresponding list. The number of cases increased to 22,218 after including the cases derived from manual chart review and psychiatric forms as well as patients with relevant ICD10CM codes (Tables 4, S8). Notably, most of these additional cases of suicidal ideation from Table S8 were also included in the corresponding NLP list and were ranked below 1209 (in this example, P@1209 = 90%). The patients in this specific cohort of suicidal ideation cases were predominantly females (54.9%), White (77.5%), not Hispanic or Latino (89.8%), and with a mean age of 31.7 years (Table 5).

Discussion

This study developed, validated, and compared scalable NLP methodologies to ascertain prevalent suicidal ideation and suicide attempt from longitudinal EHRs. We relied on validated methods proven in other clinical outcomes in social determinants of health, and we compared NLP to diagnostic coding, the basis for other scalable ascertainment efforts. We emphasized positive predictive value/precision as a key metric of comparison—critically important in a domain characterized by rare events and the potential for stigma from false positives. Both ICD10CM-based and NLP-based ascertainment methods performed well, with NLP demonstrating...
consistently excellent PPV (> 95% for both outcomes). The increased granularity and specificity of ICD10CM (PPV = 85%) likely contributed notably to improving on ICD9CM in prior chart validation on over 5500 charts (PPV = 58.63%)⁴. An ideal solution for ascertaining suicidal ideation and suicide attempt was provided by psychiatric forms when available in EHR. However, many centers like ours do not collect these data at scale²⁵ or perform universal screening outside of emergency departments where it’s been shown to be feasible²⁶–²⁸.

Two key methodologies leveraging NLP and ICD codes were proposed for the extraction of suicidal ideation and suicide attempt cases. First, the selection of the top K highest ranked patients as cases was motivated by the NLP-based validation results. The motivation for the “top-K” approach was reinforced by the fact that (1) patients with ICD codes for self-injurious thoughts and behaviors (as compared to the patients without relevant ICD codes) achieved better performance for the NLP-based validation and (2) patients with relevant ICD codes are ranked towards the top of the retrieved patient lists. Second, the weakly supervised approach proposed for case label assignment enabled the selection of the most relevant cases from the entire EHR repository, all of whom being extracted with a precision above a prespecified lower bound. Moreover, the weakly supervised approach allowed us to demonstrate that the results achieved by combining NLP ranks and ICD codes outperformed the results obtained by NLP ranks alone. When accounting for negation, we showed that excluding the patients with all their suicide mentions negated in their notes further increased the identification of suicidal ideation and suicide attempt cases. This improvement could be explained by a higher prevalence of patients with at least one positive mention of suicide (as compared to the prevalence of patients with all their suicide mentions negated) among (1) the manually validated cases, (2) the patients with positive assertions for suicidal ideation and suicide attempt in their psychiatric forms, and (3) the patients with relevant ICD codes. Interestingly, we also found that the proportion of patients with at least one positively asserted suicide mention in the suicide attempt list (95%) is substantially higher than the corresponding proportion in the suicidal ideation list (50%). Suicidal ideation is most often documented in the context of screening, and, enterprise-wide, that screening is often negative (e.g., ‘patient denied suicidal ideation’). A history of suicide attempt is less often screened and most often documented in the context of treatment for a suicide attempt or for its risk factors (e.g., substance use disorders or severe depression). The proportions seen here match that clinical intuition.

The primary findings of this study support the applicability of NLP to additional clinical outcomes fraught with under-coding, under-reporting, and stigma²⁹–³¹. A well-powered chart validation supported the concurrent validity of this method not just for suicide attempt but also for a related outcome, suicidal ideation. This NLP system can be applied to any unstructured clinical text common in EHRs and is feasible to apply at scale (~ 200 M notes here). This information retrieval approach would be portable to other health systems and has been used for the investigation of social determinants of health¹³–¹⁵. Clinical implications of this work include its potential to improve ascertainment of these important outcomes across heterogeneous medical systems. Suicide risk does not affect all clinical settings³² or all races³³ equally, so better, scalable ascertainment might help reduce disparities in suicide prevention through better measurement. Methods like this NLP might also inform understanding factors of risk that might help direct prevention toward actionable, modifiable concerns or supporting psychosocial determinants of health.

This study was built on prior work by adding to our understanding of the validity of ICD codes to ascertain suicidal behavior from EHRs. It added an NLP approach validated in other clinical outcomes to a novel application here for suicidal ideation and suicide attempt in order to inform both research and clinical operational

| Characteristic | SI | SA |
|---------------|----|----|
|               | %  | %  |
| Age, years*   | 31.7 | 17.4 |
| Dead          | 541 | 2.4 |
| Sex           |    |    |
| Male          | 10,026 | 45.1 |
| Female        | 12,191 | 54.9 |
| Unknown       | 1 | 0 |
| Race          |    |    |
| White         | 17,210 | 77.5 |
| Black         | 3254 | 14.6 |
| Asian         | 271 | 1.2 |
| Native        | 38 | 0.2 |
| Unknown       | 1445 | 6.5 |
| Ethnicity     |    |    |
| Not Hispanic or Latino | 19,957 | 89.8 |
| Hispanic or Latino | 919 | 4.1 |
| Unknown       | 1342 | 6.0 |

Table 5. Characteristics of suicidal ideation (SI) and suicide attempt (SA) cases identified in the EHR with a precision of at least 90%. *Reported as mean and standard deviation
work in this domain. Real-time clinical predictive studies are now underway and rely on structured data, e.g., diagnostic codes and problem lists, to track outcomes\(^2\). Because of inherent delays in diagnostic coding, systems that might review clinical text as it is entered into EHRs would enable faster and more accurate ascertainment to inform learning health systems for suicide prevention.

Strengths of this study included reliance on a validated NLP approach with clinical expertise to guide query reformulation. We applied these methods to a large repository of real-world EHRs from a major academic medical center and conducted multi-expert, unbiased chart review for validation. We compared NLP to combinations of ICD codes and structured forms to ascertain suicidal ideation and suicide attempt with high precision.

Limitations of this study included its single study nature and potential for local coding and documentation practices that might not generalize to other healthcare systems. The chart validation focused on a “top-K” unbiased analysis which provided holistic understanding of the performance at the top ranked charts via NLP, but it provided less insight into potential uncertainty in precision for charts ranked with lower relevance scores. Our analyses emphasized prevalent suicidality—events throughout one's lifetime—which are critical for precision medicine and phenotyping studies. However, clinically, incident detection systems are paramount. Longer term, we seek clinical systems that identify a new incident of, e.g., suicidal behavior, and differentiating a subsequent new event from a lifetime history or prior event remains a challenging ascertainment problem. The latter might be achieved with attention to temporal nature of clinical notes and assertions to differentiate historical behaviors from the present.

Future work should replicate this NLP approach both with and without suicide query reformulation in novel settings and on novel text corpora. Integrating systems incorporating structured and unstructured data streams requires subsequent implementation science and informatics efforts in this domain. Explainability and transparency of these algorithms will become more important as systems using them near clinical deployment.

Finally, additional research should be conducted to investigate the low prevalence of suicidal outcomes identified with ICD codes.

**Conclusion**

Scalable NLP based on information retrieval demonstrated high precision to identify suicidal ideation and suicide attempt across 200M clinical notes. A system leveraging both diagnostic coding and NLP might yield optimal ascertainment to inform phenotyping, clinical prediction, and monitoring applications in real-world healthcare systems. Future work should attempt to replicate these findings, should consider incident events in place of prevalent events, and should broach implementation needs for clinical and phenotyping research systems leveraging their potential to reach unprecedented quality and accuracy in ascertainment of suicidality.

**Data availability**

The summary statistics extracted from the Synthetic Derivative data used in this study are provided in the manuscript and supplementary material. Any request to access the Synthetic Derivative data will need to be reviewed and approved by Vanderbilt University Medical Center. Researchers will need to provide evidence of IRB approval for their study. For the approved studies, data will be released via a Data Use Agreement. The initial requests can be sent to the corresponding author.

Received: 15 April 2022; Accepted: 29 August 2022
Published online: 07 September 2022

**References**

1. Anderson, H. D. et al. Monitoring suicidal patients in primary care using electronic health records. *J. Am. Board Fam. Med.* **28**, 65–71. https://doi.org/10.3122/jabfm.2015.01.140181 (2015).
2. Randall, J. R., Roos, L. L., Lix, L. M., Katz, L. Y. & Bolon, J. M. Emergency department and inpatient coding for self-harm and suicide attempts: Validation using clinician assessment data. *Int. J. Methods Psych. Res.* **26**, 10. https://doi.org/10.1002/mpr.1559 (2017).
3. Swain, R. S. et al. A systematic review of validated suicide outcome classification in observational studies. *Int. J. Epidemiol.* **48**, 1636–1649. https://doi.org/10.1093/ije/dyz038 (2019).
4. Walsh, C. G., Ribeiro, J. D. & Franklin, J. C. Predicting risk of suicide attempts over time through machine learning. *Clin. Psychol. Sci.* **5**, 457–469. https://doi.org/10.1177/2167702617691560 (2017).
5. Kumar, P. et al. Imputation and characterization of un-coded self-harm in major mental illness using machine learning. *J. Am. Med. Inform. Assoc.* **27**, 136–146. https://doi.org/10.1093/jamia/ocz173 (2020).
6. Walsh, C. G. et al. Stigma, biomarkers, and algorithmic bias: recommendations for precision behavioral health with artificial intelligence. *JAMIA Open* **3**, 9–15. https://doi.org/10.1093/jamiaopen/ooz054 (2020).
7. Haerian, K., Salsman, H. & Friedman, C. Methods for identifying suicide or suicidal ideation in EHRs. *AMIA Ann. Symp. Proc* **2012**, 1244–1253 (2012).
8. Downs, J. et al. Detection of suicidality in adolescents with autism spectrum disorders: Developing a natural language processing approach for use in electronic health records. *AMIA Annu. Symp. Proc.* **2017**, 641–649 (2017).
9. Fernandes, A. C. et al. Identifying suicide ideation and suicidal attempts in a psychiatric clinical research database using natural language processing. *Sci. Rep.* **8**, 7426. https://doi.org/10.1038/s41598-018-25773-2 (2018).
10. Zhong, Q.-Y. et al. Screening pregnant women for suicidal behavior in electronic medical records: diagnostic codes vs. clinical notes processed by natural language processing. *BMC Med. Inform. Decis. Mak.* **18**, 30. https://doi.org/10.1186/s12911-018-0617-7 (2018).
11. Cusick, M. et al. Using weak supervision and deep learning to classify clinical notes for identification of current suicidal ideation. *J. Psychiatr. Res.* **136**, 95–102. https://doi.org/10.1016/j.jpsychires.2021.01.052 (2021).
12. Homan, S. et al. Linguistic features of suicidal thoughts and behaviors: A systematic review. *Clin. Psychol. Rev.* **95**, 102161. https://doi.org/10.1016/j.cpr.2022.102161 (2022).
13. Bejan, C. A. et al. Mining 100 million notes to find homelessness and adverse childhood experiences: 2 case studies of rare and severe social determinants of health in electronic health records. *J. Am. Med. Inform. Assoc.* 25, 61–71. https://doi.org/10.1093/jamia/ocx059 (2018).

14. Dorr, D. et al. Identifying patients with significant problems related to social determinants of health with natural language processing. *Stud. Health Technol. Inform.* 264, 1456–1457. https://doi.org/10.3233/SHTI190482 (2019).

15. Dorr, D. A. et al. Prediction of future health care utilization through note-extracted psychosocial factors. *Med. Care* https://doi.org/10.1097/MLR.0000000000001742 (2022).

16. Roden, D. M. et al. Development of a large-scale de-identified DNA biobank to enable personalized medicine. *Clin. Pharmacol. Ther.* 84, 362–369. https://doi.org/10.1038/clpt.2008.89 (2008).

17. Mikolov, T., Sutskever, I., Chen, K., Corrado, G. S. & Dean, J. in *Advances in Neural Information Processing Systems* (NIPS) (2013).

18. Bejan, C. A., Vanderwende, L., Xia, F. & Yetisgen-Yildiz, M. Assertion modeling and its role in clinical phenotype identification. *J. Biomed. Inform.* 46, 68–74. https://doi.org/10.1016/j.jbi.2012.09.001 (2013).

19. Bejan, C. A., Xia, F., Vanderwende, L., Würfel, M. M. & Yetisgen-Yildiz, M. Pneumonia identification using statistical feature selection. *J. Am. Med. Inform. Assoc.* 19, 817–823. https://doi.org/10.1136/amiajnl-2011-000752 (2012).

20. Chapman, W. W., Bridewell, W., Hanbury, P., Cooper, G. F. & Buchanan, B. G. A simple algorithm for identifying negated findings and diseases in discharge summaries. *J. Biomed. Inform.* 34, 301–310. https://doi.org/10.1016/j.jbi.2001.1029 (2001).

21. Manning, C. D., Raghavan, P. & Schütze, H. *Introduction to Information Retrieval* (Cambridge University Press, 2008).

22. Efron, B. Bootstrap methods: Another look at the Jackknife. *Ann. Stat.* 7, 1–26. https://doi.org/10.1214/aos/1176344552 (1979).

23. Boyd, K., Eng, K. H. & Page, C. D. in *European Conference on Machine Learning and Principles and Practice of Knowledge Discovery in Databases* (ECML PKDD) 446–466 (Springer, 2013).

24. Carter, G. et al. Predicting suicidal behaviours using clinical instruments: Systematic review and meta-analysis of positive predictive values for risk scales. *Br. J. Psychiatry* 210, 387. https://doi.org/10.1192/bjp.bp.116.182717 (2017).

25. LeFevre, M. L. & U.S. Preventive Services Task Force. Screening for suicide risk in adolescents, adults, and older adults in primary care: U.S. Preventive Services Task Force recommendation statement. *Ann. Intern. Med.* 160, 719–726. https://doi.org/10.7326/M14-0589 (2014).

26. Boudreaux, E. D. et al. Improving suicide risk screening and detection in the emergency department. *Am. J. Prev. Med.* 50, 445–453. https://doi.org/10.1016/j.amepre.2015.09.029 (2016).

27. King, C. A., O’Mara, R. M., Hayward, C. N. & Cunningham, R. M. Adolescent suicide risk screening in the emergency department. *Acad. Emerg. Med.* 16, 1234–1241. https://doi.org/10.1111/j.1553-2712.2009.00500.x (2009).

28. Miller, I. W. et al. Suicide prevention in an emergency department population: The ED-SAFE study. *JAMA Psychiat.* 74, 563–570. https://doi.org/10.1001/jamapsychiatry.2017.0678 (2017).

29. Jolley, R. J. et al. Validation and optimisation of an ICD-10-coded case definition for sepsis using administrative health data. *BMJ Open* https://doi.org/10.1136/bmjopen-2015-009487 (2015).

30. Peng, M., Southern, D. A., Williamson, T. & Quan, H. Under-coding of secondary conditions in coded hospital health data: Impact of co-existing conditions, death status and number of codes in a record. *Health Inform. J.* 13, 260–267. https://doi.org/10.1177/1460458216647089 (2017).

31. Cappetta, K., Lago, L., Potter, J. & Phillipson, L. Under-coding of dementia and other conditions indicates scope for improved patient management: A longitudinal retrospective study of dementia patients in Australia. *Health Inf. Manage.* https://doi.org/10.1177/133358319897928 (2020).

32. Walsh, C. G. et al. Prospective validation of an electronic health record-based, real-time suicide risk model. *JAMA Netw. Open* 4, e211428. https://doi.org/10.1001/jamanetworkopen.2021.1428 (2021).

33. Bray, M. J. C. et al. Racial differences in statewide suicide mortality trends in Maryland during the coronavirus disease 2019 (COVID-19) pandemic. *JAMA Psychiat.* 78, 444–447. https://doi.org/10.1001/jamapsychiatry.2020.3938 (2021).

Author contributions
C.A.B. and C.G.W. wrote the manuscript. C.A.B., D.M.R., and C.G.W. designed the research. C.A.B. implemented the NLP system. C.G.W. contributed to analytical tools. R.A., K.R. and C.G.W. performed the chart review. M.R., D.W., J.K., T.J.M., D.M.R., and C.G.W. provided critical suggestions and clinical insights into the analysis of suicidal outcomes. All authors contributed to the final manuscript.

Funding
This work was supported by R01 MH121455, R01 MH116269, R01 MH118233.

Competing interests
The authors declare no competing interests.

Additional information
Supplementary Information The online version contains supplementary material available at https://doi.org/10.1038/s41598-022-19358-3.

Correspondence and requests for materials should be addressed to C.A.B.

Reprints and permissions information is available at www.nature.com/reprints.

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article's Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article's Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

© The Author(s) 2022