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Abstract. We introduce a higher simplicial generalization of the linear consensus model which shares several common features. The well-known linear consensus model is a gradient flow with a sum of squares of distances between each pair of points. Our newly suggested model is also represented as a gradient flow equipped with total $n$-dimensional volume functional consisting of $n + 1$ points as a potential. In this manner, the linear consensus model coincides with the case of $n = 1$ where distance is understood as the 1-dimensional volume. From a simple mathematical analysis, one can easily show that the linear consensus model (a gradient flow with 1-dimensional volume functional) collapses to one single point, which can be considered as a 0-complex. By extending this result, we show that a solution to our model converges to an $(n - 1)$-dimensional affine subspace. We also perform several numerical simulations with an efficient algorithm that reduces the computational cost.

1. Introduction

Mathematical modeling allows us to analyze various natural phenomena and find optimal solutions. Two pioneers in this area, Kuramoto [11, 12] and Winfree [21], catalyzed studying mathematical modeling and its applications. Especially, two mathematical models introduced by these two pioneers are pairwise interaction models which can be written in the following form:

$$\dot{x}_i = \sum_{j=1}^{N} I_{ij}(x_i, x_j), \quad \forall i \in [N] := \{1, 2, \ldots, N\},$$

where $N$ is the number of the particles and $I_{ij}$ is the interaction depending on $x_i$ and $x_j$, i.e., the dynamics of $i$-th particle is determined by composition of the interactions between $i$-th and $j$-th particles for all $1 \leq j \leq N$. Inheriting this common form from two models introduced in [12, 21], a lot of researchers have focused on these pairwise interaction models [1, 3, 4, 8, 10, 14, 19]. Also, these models are applied in various areas: swarming of robots [16], pattern formation of biological groups [19], unmanned aerial vehicle [2]. However, interactions in real-world systems are more complicated than these pairwise
interaction models. Lately, to consider more complicated interactions, constructing higher-order interaction models is in the limelight. Since there are various ways to generalize the pairwise interaction model to a higher-order interaction model, lots of models are derived independently: a higher-order model has been assumed directly obtained from replacing the interaction term in (1.1) in [7], a higher-order model has been obtained from generalizing the potential function analytically in [13, 15]. Ecologists also use these higher-order models in [17, 20] practically.

Although the modeling starts from different ideas, the common form of higher-order models can be written as

\[ \dot{x}_i = \sum_{j_1, \ldots, j_m=1}^{N} I_{ij_1 \ldots j_m}(x_i, x_{j_1}, \ldots, x_{j_m}), \quad \forall i \in [N], \quad (1.2) \]

where \( I_{ij_1 \ldots j_m} \) is the interaction depends on \((m + 1)\) particles \(x_i, x_{j_1}, \ldots, x_{j_m}\). As we can compare two systems (1.1) and (1.2), the interaction term depends on more than two particles. The goal of this paper is to introduce a new interaction term \( I_{ij_1 \ldots j_m} \) which might be considered somewhat natural according to its geometrical interpretation.

As a smooth warmup, we begin with the linear consensus model as the simplest aggregation model on \(\mathbb{R}^d\):

\[
\begin{cases}
    \dot{x}_i = \frac{\kappa_1}{N} \sum_{k=1}^{N} (x_k - x_i), & t > 0, \\
    x_i(0) = x_i^0 \in \mathbb{R}^d, & \forall i \in [N],
\end{cases} \tag{1.3}
\]

where \(\kappa_1\) is a non-negative coupling strength and \(N\) is the number of particles. Recall that the linear consensus model can be considered as the Kuramoto model without the constraint of particles on the circle (refer [13]).

One of the notable features of (1.3) is that it can be represented as a gradient flow with an analytic potential. More precisely, if we define

\[
V_1(\mathcal{X}) := \frac{\kappa_1}{4N} \sum_{k, \ell=1}^{N} \|x_k - x_\ell\|^2, \quad \mathcal{X} := (x_1, \ldots, x_N) \in \mathbb{R}^{dN}, \tag{1.4}
\]

then (1.3) is written as

\[ \dot{x}_i = -\nabla_{x_i} V_1(\mathcal{X}). \]

The use of subscript 1 in \(V_1\) and \(\kappa_1\) is to use a coherent notation with the higher-order potentials in later argument. Furthermore, simple calculation straightforwardly yields the conservation of the center of mass defined by \(\bar{x} := \frac{1}{N} \sum_{k=1}^{N} x_k\), and the explicit solution to (1.3) can be obtained as follows:

\[ x_i(t) = (1 - e^{-\kappa_1 t}) x_i^0 + e^{-\kappa_1 t} x_i^0, \quad \forall i \in [N]. \]

Hence, all \(x_i\) converges exponentially to the initial center of mass and potential \(V_1(\mathcal{X})\) also vanishes exponentially. In this regard, we would say that system (1.3) is a gradient flow equipped with total distance functional as a potential, and for the asymptotic behavior, a solution to the system collapses to a common point and the potential converges to zero.

Our work is dedicated to generalizing (1.3) to a new system while preserving several similar properties of (1.3). We extend the concept of distance (or length) between to a one-dimensional volume of 1-simplex. In the same vein, the area bounded by three points can
be understood as a two-dimensional volume of 2-simplex. In this manner, we are interested in the following simple question:

(Q): “What if we consider a gradient flow with the potential as a total squared \( n \)-dimensional volume functional instead of length functional?”

The main results of this paper are three-fold. First, we introduce a new gradient flow where the distance between two points in \( \mathcal{V}_1 \) is generalized to \( n \)-dimensional volume functional between \( (n+1) \) points. More precisely, for \( n+1 \) points among \( N \) points \((n \ll N)\) in \( \mathbb{R}^d \), we consider the \( n \)-dimensional volume of those points. e.g., length for \( n = 2 \), volume for \( n = 3 \), etc. Second, we study the asymptotic behavior of the proposed system. For the linear consensus model (the case of \( n = 1 \)), it is well-known that a solution always converges to a single point. In other words, a solution to the gradient flow with 1-dimensional volume tends to a 0-simplex. Hence, since our system is a gradient flow with \( n \)-dimensional volume, it is natural to expect that a solution converges to an \( (n-1) \)-dimensional affine subspace. We indeed show that this is true. Lastly, we suggest a reduced model which exhibits similar emergent behaviors to reduce the computational cost. In order to obtain the desired convergence toward affine subspace, it suffices to consider a fewer interaction.

The rest of this paper is organized as follows. We generalize the linear consensus model’s potential and construct a new model in Section 2. Using some geometric property to represent the equilibrium set, we provide the long time behaviors of the system in Section 3. Since the computational cost is too large when we consider the higher dimensional simplex, we discuss the way to reduce the computational while preserving a similar long time behaviors in Section 4. Finally, Section 5 devotes to the conclusion of the paper.

Notations. For \( n \geq d \), we define the set of \( n \)-dimensional affine subspace in \( \mathbb{R}^d \) as follows:

\[
\mathcal{A}_d^n := \left\{ P \subset \mathbb{R}^d : P \text{ is } n\text{-dimensional affine subspace} \right\}.
\]

2. Construction of models

In this section, we introduce a new multi-particle interaction model naturally generalized from linear consensus model (1.3). Recall that the linear consensus model is formulated as a gradient flow with potential \( \mathcal{V}_1 \) (1.4), where the potential \( \mathcal{V}_1 \) is given as the sum of squared lengths between every two points. Since \textit{length} is a one-dimensional object, we generalize it to higher dimensional object. To this end, for any fixed natural number \( n \geq 1 \), let \( \text{Vol}_n(x_1, x_2, \cdots, x_{n+1}) \) be the \( n \)-dimensional volume of \( n \)-simplex consisting of \( n+1 \) points \( \{x_1, x_2, \cdots, x_{n+1}\} \). Since \( \|x_i - x_j\| \) is the length between two points \( x_i \) and \( x_j \), it can be understood as the 1-dimensional volume of 1-simplex with vertices \( x_i \) and \( x_j \). If we slightly abuse the notation, we rewrite potential \( \mathcal{V}_1 \) as

\[
\mathcal{V}_1(\mathcal{X}) = \frac{\kappa_1}{4N} \sum_{j_1, j_2=1}^{N} \text{Vol}_1(x_{j_1}, x_{j_2})^2.
\]
As the generalization of potential in (2.1), we naturally define

\[ \mathcal{V}_n(X) := \frac{\kappa_n}{2(n+1)N^n} \sum_{j_1, \cdots, j_{n+1}=1}^N \text{Vol}_n(x_{j_1}, \cdots, x_{j_{n+1}})^2, \]

(2.2)

where \( \kappa_n \) denotes the (attractive) coupling strength. Here, \( \mathcal{V}_n \) is called \( n \)-simplex potential with the coupling strength \( \kappa_n \). Then, the model reads as

\[
\begin{cases}
\dot{x}_i = -\nabla_{x_i} \mathcal{V}_n(X) = -\frac{\kappa_n}{2N^n} \sum_{j_1, \cdots, j_{n+1}=1}^N \nabla_{x_i} \text{Vol}_n(x_{j_1}, \cdots, x_{j_{n+1}}, x_i)^2, & t > 0, \\
x_i(0) = x_i^0 \in \mathbb{R}^d, & \forall i \in [N].
\end{cases}
\]

(2.3)

For newly proposed model (2.3), explicit formula for \( \text{Vol}_n(x_{j_1}, \cdots, x_{j_{n+1}}) \) is crucially required, and thanks to generalization of classical Heron’s formula and the Cayley-Menger determinant [18], we can find the desired explicit formula.

**Proposition 2.1.** For given \( n+1 \) points \( \{x_1, \cdots, x_{n+1}\} \) in \( \mathbb{R}^d \), let \( B = (B_{ij}) \) be an \( (n+1) \times (n+1) \) matrix where each element \( B_{ij} \) is given as \( B_{ij} := \|x_i - x_j\|^2 \). Then, the \( n \)-dimensional volume for the \( n \)-simplex of \( \{x_1, \cdots, x_{n+1}\} \) is given as

\[ \text{Vol}_n(x_1, \cdots, x_{n+1})^2 = \frac{(-1)^{n+1}}{2^n(n!)^2} \det(\hat{B}), \]

where \( \hat{B} \) is a matrix of size \((n+2) \times (n+2)\) obtained from \( B \) by bordering \( B \) with a top row \((0, 1, \cdots, 1)\) and a left column \((0, 1, \cdots, 1)^\top\). In other words,

\[ \hat{B} := \begin{bmatrix} 0 & 1_{n+1}^\top \\ 1_{n+1} & B \end{bmatrix}, \quad 1_{n+1} := (1, 1, \cdots, 1)^\top. \]

Below, we introduce several examples for \( \text{Vol}_n \) with small numbers \( n \).

**Example 2.1.** (1) For \( n = 2 \), \( \text{Vol}_2(x_1, x_2, x_3) \) is merely an area of the triangle whose vertex set is \( \{x_1, x_2, x_3\} \). By using the simplified notation \( d_{ij} := \|x_i - x_j\| \), Proposition 2.1 implies

\[ \text{Vol}_2(x_1, x_2, x_3)^2 = \frac{1}{16} \det \begin{pmatrix} 0 & 1 & 1 & 1 \\ 1 & 0 & d_{12}^2 & d_{13}^2 \\ d_{12}^2 & 0 & d_{23}^2 & d_{23}^2 \\ d_{13}^2 & d_{23}^2 & 0 & 0 \end{pmatrix} = \frac{1}{16} \left(-2d_{12}^2d_{23}^2 - 2d_{23}^2d_{31}^2 - 2d_{31}^2d_{12}^2 + d_{12}^4 + d_{23}^4 + d_{31}^4\right), \]

which coincides with the classical Heron’s formula.

(2) For \( n = 3 \), the volume \( \text{Vol}_3(x_1, x_2, x_3, x_4) \) is the volume of tetrahedron whose vertex set is \( \{x_1, x_2, x_3, x_4\} \), and Proposition 2.1 gives the following formula to \( \text{Vol}_3 \):

\[ \text{Vol}_3(x_1, x_2, x_3, x_4)^2 = \frac{1}{288} \det \begin{pmatrix} 0 & 1 & 1 & 1 & 1 \\ 1 & 0 & d_{12}^2 & d_{13}^2 & d_{14}^2 \\ d_{12}^2 & 0 & d_{23}^2 & d_{24}^2 & d_{23}^2 \\ d_{13}^2 & d_{23}^2 & 0 & d_{34}^2 & d_{34}^2 \\ d_{14}^2 & d_{24}^2 & d_{34}^2 & 0 & 0 \end{pmatrix}. \]
3. Emergent behaviors

In this section, we study the emergent behaviors of systems (2.3). As in the linear consensus model (1.3), our model (2.3) also conserves the center of mass.

**Proposition 3.1** (Conservation of center of mass). Let \( \mathcal{X} = \{x_i\}_{i=1}^N \) be a solution to system (2.3) for some \( n \geq 1 \). Then, the center of mass is conserved, i.e.,

\[
\frac{1}{N} \sum_{i=1}^{N} x_i(t) = \frac{1}{N} \sum_{i=1}^{N} x_i^0, \quad \text{or equivalently,} \quad \bar{x}(t) = \bar{x}^0, \quad \forall \ t \geq 0.
\]

**Proof.** Fix an arbitrary position vector \( \xi \in \mathbb{R}^d \), and consider a parameterized curve \( s \mapsto \mathcal{X}_s := (x_1 + s\xi, \ldots, x_N + s\xi) \) where \( s \in \mathbb{R} \). Then, one can easily verify that the \( n \)-simplex potential \( V_n \) satisfies

\[
V_n(\mathcal{X}_s) \equiv V_n(\mathcal{X}_0), \quad \forall \ s \in \mathbb{R}. \tag{3.1}
\]

By differentiating (3.1) with respect to \( s \), the chain rule yields

\[
\sum_{i=1}^{N} \nabla x_i V_n(\mathcal{X}_0) \cdot \xi = 0.
\]

Since \( \xi \) can be any vector in \( \mathbb{R}^d \), one has

\[
\sum_{i=1}^{N} \nabla x_i V_n(\mathcal{X}_0) \equiv 0, \quad \forall \ x_1, \ldots, x_N \in \mathbb{R}^d,
\]

which gives the desired result. \( \Box \)

Next, we show that every relative distance between two points is non-increasing along flow (2.3).

**Lemma 3.1.** Let \( \{x_i\}_{i=1}^N \) be a solution to system (2.3) for some \( n \geq 1 \). For every \( i, j \in [N] \), we have

\[
\frac{d}{dt} \|x_i(t) - x_j(t)\|^2 \leq 0, \quad t > 0.
\]

**Proof.** Since the proof of this lemma is lengthy, we provide the proof in Appendix A. \( \Box \)

We combine Proposition 3.1 and Lemma 3.1 to show that the distance toward center of mass from each particle is non-increasing along system (2.3).

**Lemma 3.2.** Let \( \mathcal{X} = \{x_i\}_{i=1}^N \) be a solution to system (2.3) for some \( n \geq 1 \) with the initial configuration \( \{x_i^0\}_{i=1}^N \). Then, for every \( i \in [N] \), we have

\[
\frac{d}{dt} \|x_i(t) - \bar{x}_i^0\|^2 \leq 0, \quad \text{where} \quad \bar{x}_i^0 = \frac{1}{N} \sum_{j=1}^{N} x_j^0.
\]

**Proof.** The proof of this lemma is introduced in Appendix B. \( \Box \)

It follows from Lemma 3.2 that \( x_i(t) \) is uniformly bounded in time. More precisely, \( x_i \) belongs to the ball centered at \( \bar{x}_i^0 \) with radius \( R := \max_{k \in [N]} \|x_k^0 - \bar{x}_i^0\| \), i.e.,

\[
x_i(t) \subseteq K := B(\bar{x}_i^0, R), \quad i \in [N], \quad t > 0.
\]

This implies \( \{x_i(t)\}_{i=1}^N \) does not escape the compact set \( K \). Since system (2.3) is a gradient system on a compact set, there exists \( x_i^\infty \) for each \( i \in [N] \) such that

\[
\lim_{t \to \infty} x_i(t) = x_i^\infty.
\]

Using the convergence of \( \{x_i(t)\}_{i=1}^N \) to an equilibrium of system (2.3), we have the following theorem.
Theorem 3.1 (Emergent behavior). Let \( \{x_i\}_{i=1}^N \) be a solution to system (2.3) for some \( n \geq 1 \). Then, there exists \( P^\infty \in \mathcal{A}_{d}^{n-1} \) such that
\[
\lim_{t \to \infty} x_i(t) =: x_i^\infty \in P^\infty, \quad \forall \ i \in [N].
\]
In other words, there exists an \((n-1)\)-dimensional affine subspace \( P^\infty \) and all particles converge to points on \( P^\infty \).

Proof. The proof of this theorem is introduced in Appendix C. \( \square \)

Remark 3.1. (1) If the set of initial data \( \mathcal{X}^0 := \{x^0_i\}_{i=1}^N \) lies on an \((n-1)\)-dimensional affine subspace \( P \), then \( \mathcal{X}^0 \) is an equilibrium solution of system (2.3). Together with Theorem 3.1, we verify that the following set becomes an equilibrium for (2.3)
\[
\mathcal{E}_n := \{ \{x_i\}_{i=1}^N : \{x_i\}_{i=1}^N \subset P, \ P \text{ is an (n-1)-dimensional affine subspace} \}.
\]
Furthermore, we observe
\[
V_n(\mathcal{X}) = 0 \iff \mathcal{X} \in \mathcal{E}_n.
\]
Thus, we classify all equilibria for (2.3) and this implies that if \( \mathcal{X} = \{x_i\}_{i=1}^N \) is a solution to system (2.3), then \( V_n(\mathcal{X}(t)) \) is a decreasing function and converges to zero.

(2) These \( \mathcal{E}_n \) are defined only for \( 1 \leq n \leq d+1 \) with the following hierarchy:
\[
\mathcal{E}_1 \subsetneq \mathcal{E}_2 \subsetneq \cdots \subsetneq \mathcal{E}_{d+1} = \mathbb{R}^d.
\]

Now, we perform numerical simulation for (2.3) to support and visualize our theoretical results. For numerical implementation, we employ the fourth-order Runge–Kutta method and use the following system parameters:
\[
\Delta t = 10^{-3}, \quad 2 \leq n \leq 3, \quad N = 40.
\]
Here, \( \circ \) and \( \ast \) marks represent the initial state and the final state, respectively.
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Figure 1. If particles \( \{x_i\}_{i=1}^N \) follows system (2.3) with \( n = 2 \), then the particles are aligned on the same line (left figure). The right graph plots the time evolution of the average area of triangles \( x_i x_j x_k \). In this simulation, we choose the initial data as the perturbed points from the line.

In Figure 1, we consider the case of \((d, n) = 2\) and initial data randomly chosen from (small) perturbation of a given line colored in red. The left figure shows that all particles
tend to align with the same line. For the right figure, we plot the temporal evolution of the averaged area of triangles with vertices $x_i, x_j, x_k$. As expected from theoretical results, we show that area of triangles converge to zero.

\begin{figure}[h]
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\includegraphics[width=\textwidth]{figure2.png}
\caption{If particles $\{x_i\}_{i=1}^N$ follows system (2.3) with $n = 3$, then the particles are aligned on the same plane (Left figure). The right graph plots the time evolution of the average volume of tetrahedrons $x_i x_j x_k x_\ell$. In this simulation, we choose the initial data as the perturbed points from the plane.}
\end{figure}

In Figure 2, we move on to the case of $(d, n) = (3, 3)$ and choose initial data as randomly perturbed from a given plane. The left figure demonstrates that all particles eventually approach to the plane. For the right figure, we plot a temporal evolution of the averaged volume of tetrahedrons with vertices $x_i, x_j, x_k, x_\ell$. We were able to numerically verify that the volume tends to zero as time goes to infinity, as our analytical proof guaranteed.

However, the computational cost of solving system (2.3) is of order

$$O(N^n d I),$$

where $N$ is the number of particles in $\mathbb{R}^d$, $d$ is the dimension of the space, and $I$ is the number of iterations. For $n \geq 2$, the total computational cost increased rapidly for larger $N \gg n$. Thus, we will provide the reduced model which exhibits similar asymptotic behavior to reduce the computational cost.

4. Reduced model

In this section, we provide an algorithm which reduces its computational cost by considering a sparse set of given $n$-simplices. Recall functional (2.2):

$$V_n(\mathcal{X}) = \frac{\kappa_n}{2(n+1)N^n} \sum_{j_1, \ldots, j_{n+1}=1}^{N} \text{Vol}_n(x_{j_1}, \ldots, x_{j_{n+1}})^2.$$ 

In this sum, we considered all volumes of $n$-simplices made of $n+1$ vectors in $\{x_1, \ldots, x_N\}$. This is why the computational cost is proportional to $N^n$. Instead of considering all volumes of $n$-simplices, we now consider fewer $n$-simplices. This idea was introduced in [5, 6, 9] as the random batch method. In these work, the network topology is changed along the time.
evolution, however, in this section will only consider that the network topology is constant along the time evolution. We denote the reduced potential of (2.2) by
\[
\psi_n^{R}(\mathcal{A}) := \frac{k_n}{2(n+1)|\mathcal{S}|} \sum_{(j_1, \ldots, j_{n+1}) \in \mathcal{S}} \text{Vol}_n(x_{j_1}, \ldots, x_{j_{n+1}})^2,
\]
where \( \mathcal{S} \in [N]^{n+1} \) is the set of ordered \((n + 1)\)-tuple which consists of the simplices used to construct the reduced potential and \(|\mathcal{S}|\) is the number of simplices in \( \mathcal{S} \). To make the model symmetric, we assume that
\[
(j_1, \ldots, j_{n+1}) \in \mathcal{S} \iff (j_{\sigma(1)}, \ldots, j_{\sigma(n+1)}) \in \mathcal{S}
\]
for all permutation \( \sigma : \{1, 2, \ldots, n + 1\} \to \{1, 2, \ldots, n + 1\} \). We also define sets \( \{\mathcal{S}_i\}_{i=1}^N \) as follows:
\[
\mathcal{S}_i := \{(j_1, \ldots, j_n) \in [N]^n : (j_1, \ldots, j_n, i) \in \mathcal{S}\}.
\]
If \( \mathcal{S}_i \) is an empty set, then the dynamics of \( \{x_1, \ldots, x_N\} \) governed by the potential (4.1) satisfies \( \dot{x}_i = 0 \). To prevent this issue, we assume that \( \mathcal{S}_i \neq \emptyset \) for all \( i \in [N] \). Obviously, if the potential (2.2) is replaced by (4.1), then we get the following reduced system:
\[
\begin{cases}
\dot{x}_i = -\nabla_{x_i} \psi_n^{R}(\mathcal{A}) = -\frac{k_n}{2|\mathcal{S}_i|} \sum_{(j_1, \ldots, j_n) \in \mathcal{S}_i} \nabla_{x_i} \text{Vol}_n(x_{j_1}, \ldots, x_{j_n}, x_i)^2, & t > 0, \\
x_i(0) = x_i^0 \in \mathbb{R}^d, & \forall \ i \in [N].
\end{cases}
\]
Then, the computational cost of our new model becomes
\[
O(|\mathcal{S}|dI),
\]
where \( N^n \) in (3.2) is reduced to \(|\mathcal{S}|\) by choosing few simplices. The only difference between (4.2) and (2.3) lies on the number in denominator that is changed from \( N^n \) to \(|\mathcal{S}|\).

We now discuss how much new system (4.2) reduces the amount computations to run compared to (2.3). Before considering \( n \geq 3 \), we start with \( n = 2 \). For \( x, y, z \in \mathbb{R}^d \),
\[
\text{Vol}_2(x, y, z) = 0 \iff \{x, y, z\} \text{ are collinear}.
\]
Hence if we have two collinearities of three points among four points, i.e.,
\[
\text{Vol}_2(x_1, x_2, x_3) = 0 \quad \text{and} \quad \text{Vol}_2(x_2, x_3, x_4) = 0,
\]
one can deduce that \( \{x_1, x_2, x_3, x_4\} \) is also collinear. In other words,
\[
\text{Vol}_2(x_1, x_2, x_3)^2 + \text{Vol}_2(x_2, x_3, x_4)^2 = 0 \implies \{x_1, x_2, x_3, x_4\} \text{ are collinear}.
\]
This indicates that even if we choose two simplices among all possible cases (in fact, \( \binom{4}{1} = 4 \) cases) in the total potential, we are able to obtain a convergence of \( \{x_1, x_2, x_3, x_4\} \) to the same line. By using a similar argument to Theorem 3.1, the following theorem can be obtained.

**Theorem 4.1.** Let \( \{x_i\}_{i=1}^N \) be a solution to system (4.2). Then, there exists \( x_i^{\infty} \) such that
\[
\lim_{t \to \infty} x_i(t) = x_i^{\infty}, \quad \forall \ i \in [N].
\]
Furthermore, if \( (j_1, \ldots, j_{n+1}) \in \mathcal{S} \), then there exists \( P^{\infty} \subset A_d^{n-1} \) such that \( \{x_{j_1}^{\infty}, \ldots, x_{j_{n+1}}^{\infty}\} \subset P^{\infty} \).
If $S = \{1, \ldots, N\}^{n+1}$, then for every $(j_1, \ldots, j_{n+1}) \in S$ we can find an $(n-1)$-dimensional affine subspace $P_\infty$ satisfying $\{x_{j_1}^\infty, \ldots, x_{j_{n+1}}^\infty\} \subset P_\infty$. Since an $(n-1)$-dimensional affine subspace can be determined by choosing $n$ points along it, we know that $\{x_1, \ldots, x_n, y\} \subset P_\infty$ and $\{x_1, \ldots, x_n, z\} \subset P_\infty$ for some $P_1, P_2 \in A_d^{n-1}$, and this leads to the existence of some $\{x_1, \ldots, x_n, y, z\} \subset P_\infty \in A_d^n$. More generally, if $\{x_1, \ldots, x_n, x_\ell\} \subset P_\infty \in A_d^n$ for all $n + 1 \leq \ell \leq N$ and if there is no $Q \in A_d^{n-2}$ which contains $\{x_1, \ldots, x_n\}$, then there exists $P \in A_d^{n-1}$ containing $\{x_1, \ldots, x_N\}$.

We choose a set of base points $\{x_{j_1}, \ldots, x_{j_n}\}$ for distinct $j_\ell \in [N]$ and put all simplices including those base points into $S$, i.e.,

$$[(j_1, \ldots, j_n)] \subset S$$

for all $i \in [N]\{j_1, \ldots, j_n\}$. This action increases the number of element of $S$ by $n! \times (N - n) = O(Nne^n)$. If $\{x_{j_1}^\infty, \ldots, x_{j_n}^\infty\}$ is contained in an $(n-2)$-dimensional affine subspace, then we cannot guarantee that $\{x_1^\infty, \ldots, x_N^\infty\}$ is contained in the same $(n-1)$-dimensional affine subspace. To prevent this issue, we have to choose more sets of base points, say, $\{(j_{k_1}^l, \ldots, j_{k_B}^l)\}$ for $1 \leq k \leq B$. Here, $B$ is the number of base points independent to the number of particles $N$. If we choose $B$ sets of base points, then we have

$$|S| \leq B \cdot n! \cdot (N - n) = O(BNne^n).$$

Here, we used inequality instead of equality since some pairs can be counted more than once. Then the computational cost introduced in (4.3) is

$$O(BNne^n dI).$$

Hence, we reduced the order of $N$ in the computational cost.

**Corollary 4.1.** Let $\{x_i^N\}_{i=1}^\infty$ be a solution to system (4.1) for some $n \geq 1$. For a given index set

$$(j_1, j_2, \ldots, j_n) \in [N]^n$$

satisfying $1 \leq j_1 < j_2 < \cdots < j_n \leq N$, suppose that $S$ contains $(j_1, j_2, \ldots, j_n, i)$ for all $i \in [N]\{j_1, \ldots, j_n\}$. Then, there exists an $(n-1)$-dimensional affine subspace $P_\infty \subset \mathbb{R}^d$ such that

$$\lim_{t \to \infty} x_i(t) =: x_i^\infty \in P_\infty, \quad \forall i \in [N]$$

for generic initial data $\{x_i^0\}_{i=1}^N$.

**Proof.** It follows from Theorem 4.1 that for any index $i \in [N]\{j_1, \ldots, j_n\}$, the set

$$\{x_{j_1}^\infty, \ldots, x_{j_n}^\infty, x_i^\infty\}$$

is contained in an $(n-1)$-dimensional affine subspace $P_i^\infty \subset \mathbb{R}^d$. Hence, we can determine an $(n-1)$-dimensional affine subspace $P_\infty$ which contains $\{x_{j_1}^\infty, \ldots, x_{j_n}^\infty\}$ uniquely, and this implies that

$$P_\infty = P_i^\infty$$

for all $i \in [N]\{j_1, \ldots, j_n\}$. Finally, we conclude $\{x_1^\infty, \ldots, x_N^\infty\} \subset P_\infty$. \(\square\)

**Example 4.1.** As an example of $S$ in Corollary 4.1, we provide the following two sets denoted by $S_2$ and $S_3$ for $n = 2$ and $n = 3$, respectively.

1. When $n = 2$, $S_2$ is defined as

$$[(i, j, k)] \subset S_2 \quad \text{if and only if} \quad (i, j, k) = (1, 2, \ell), \quad \forall 3 \leq \ell \leq N.$$
(2) Similarly for \( n = 3 \), \( S_3 \) is defined as
\[
[(i,j,k,m)] \subset S_3 \quad \text{if and only if} \quad (i,j,k) = (1,2,3,\ell), \quad \forall \ 4 \leq \ell \leq N.
\]

Now, we provide two numeric results for \( S_2 \) and \( S_3 \) introduced in Example 4.1. For numerical implementation, same parameters are chosen as in the previous section. We clearly see that Figures 3 and 4 show the exactly same asymptotic behaviors with Figures 1 and 2, respectively.

**Figure 3.** If particles \( \{x_i\}_{i=1}^N \) follows system (2.3) with \( n = 2 \) and \( S = S_2 \) introduced in Example (4.1), then the particles are aligned on the same line although the interactions are reduced (Left figure). The right graph plots the temporal evolution of the average area of triangles \( x_i x_j x_k \). In this simulation, we choose the initial data as the perturbed points from the line.

**Figure 4.** If particles \( \{x_i\}_{i=1}^N \) follows system (2.3) with \( n = 3 \) and \( S = S_3 \) introduced in Example (4.1), then the particles are aligned on the same plane although the interactions are reduced (Left figure). The right graph plots the temporal evolution of the average volume of tetrahedrons \( x_i x_j x_k x_\ell \). In this simulation, we choose the initial data as the perturbed points from the plane.
5. Conclusion

We studied a generalized linear consensus model in the way that a simplex structure becomes higher. Note that the existing linear consensus model is written as a gradient flow with the sum of squared distances between each two points, and the asymptotic behavior of the model is the convergence of all points to a single point. In this work, we interpreted the model under a higher simplicial framework. To be more specific, since distance between points would be regarded as 1-dimensional volume between 0-simplices, they can be generalized as \( n \)-dimensional volume and \((n - 1)\)-simplices. To this end, we suggested a new gradient flow on higher simplicies and show that a solution gathers to a common \((n - 1)\)-dimensional affine subspace. This result exactly coincides with the case of \( n = 1 \). Finally, we provide several numerical examples to visualize the theoretical results and reduced model with fewer interaction terms which exhibits similar asymptotic properties.
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Appendix A. Proof of Lemma 3.1

For \( n = 1 \), since (2.3) reduces to the linear consensus model, desired assertion directly follows. On the other hand for \( n = 2 \), we use Example 2.1(1) to see that (2.3) becomes

\[
\dot{x}_i = -\frac{\kappa_2}{2N^2} \sum_{k,\ell=1}^{N} \nabla x_i \text{Vol}_2(x_i, x_k, x_\ell)^2
\]

\[
= -\frac{\kappa_2}{2N^2} \sum_{k,\ell=1}^{N} \nabla x_i \left( \frac{1}{16}(2d_{ik}^2d_{kv}^2 + 2d_{i\ell}^2d_{k\ell}^2 + 2d_{ik}^2d_{i\ell}^2 - d_{ik}^4 - d_{i\ell}^4) \right)
\]

\[
= -\frac{\kappa_2}{8N^2} \sum_{k,\ell=1}^{N} \left( (d_{ik}^2 + d_{i\ell}^2 - d_{ik}^2)(x_i - x_k) + (d_{ik}^2 + d_{i\ell}^2 - d_{i\ell}^2)(x_i - x_\ell) \right)
\]

\[
= \frac{\kappa_2}{8N^2} \sum_{k,\ell=1}^{N} \left( d_{ik}^2(x_k + x_\ell - 2x_i) + (d_{i\ell}^2 - d_{ik}^2)(x_k - x_\ell) \right).
\]

Thus, we find

\[
\dot{x}_i - \dot{x}_j = \frac{\kappa_2}{8N^2} \sum_{k,\ell=1}^{N} \left( -2d_{ik}^2(x_i - x_j) + (d_{i\ell}^2 - d_{ik}^2 - d_{i\ell}^2 + d_{j\ell}^2)(x_k - x_\ell) \right). \tag{A.1}
\]

We observe from the definition \( d_{ij} = \|x_i - x_j\| \):

\[
d_{i\ell}^2 - d_{ik}^2 - d_{j\ell}^2 + d_{jk}^2 = 2(x_i - x_j, x_k - x_\ell).
\]
Then, (A.1) becomes
\[ \dot{x}_i - \dot{x}_j = \frac{\kappa_2}{4N^2} \sum_{k, \ell=1}^{N} \left( -d_{k, \ell}^2 (x_i - x_j) + \langle x_i - x_j, x_k - x_\ell \rangle (x_k - x_\ell) \right), \]
which yields
\[ \frac{d}{dt} \|x_i - x_j\|^2 = \frac{\kappa_2}{2N^2} \sum_{k, \ell=1}^{N} \left( -\|x_k - x_\ell\|^2 \|x_i - x_j\|^2 + \langle x_i - x_j, x_k - x_\ell \rangle^2 \right) \leq 0. \]

We consider the case of \( n \geq 3 \). For \( x_i, x_{j_1}, \ldots, x_{j_n} \in \mathbb{R}^d \), define the following two affine sets:
\[ P_{j_1 j_2 \ldots j_n} := \left\{ x : x = \sum_{a=1}^{n} a_\alpha x_{j_\alpha} \right\}, \]
\[ Q_{j_1 j_2 \ldots j_n} := \left\{ x : x = \sum_{a=1}^{n} a_\alpha x_{j_\alpha} \right\}, \]
We know that \( P_{j_1 j_2 \ldots j_n} \) is the minimal affine subspace of \( \mathbb{R}^d \) containing \( x_{j_1}, \ldots, x_{j_n} \),
\[ P_{j_1 j_2 \ldots j_n} - P_{j_1 j_2 \ldots j_n} = Q_{j_1 j_2 \ldots j_n}. \]
We denote \( H_{j_1 j_2 \ldots j_n}^i \) the orthogonal projection of \( x_i \) onto \( P_{j_1 j_2 \ldots j_n} \), i.e.,
\[ H_{j_1 j_2 \ldots j_n}^i := \arg\min_{y \in P_{j_1 j_2 \ldots j_n}} \|x_i - y\|. \]
Then, one can easily verify the following relation:
\[ \text{Vol}_n(x_i, x_{j_1}, \ldots, x_{j_n}) = \frac{1}{n} \text{Vol}_{n-1}(x_{j_1}, \ldots, x_{j_n}) \times \|H_{j_1 j_2 \ldots j_n}^i - x_i\|. \]
For any smooth curve \( x_i(t) : \mathbb{R} \to \mathbb{R}^d \), we observe
\[ \frac{d}{dt} \|H_{j_1 j_2 \ldots j_n}^i - x_i\|^2 = 2\langle H_{j_1 j_2 \ldots j_n}^i(t) - x_i(t), \dot{H}_{j_1 j_2 \ldots j_n}^i(t) - \dot{x}_i(t) \rangle. \]
Since \( \dot{H}_{j_1 j_2 \ldots j_n}^i(t) \in Q_{j_1 j_2 \ldots j_n} \) and the following relation holds
\[ \langle y, x_i(t) - H_{j_1 j_2 \ldots j_n}^i(t) \rangle = 0, \quad \forall y \in Q_{j_1 j_2 \ldots j_n}, \tag{A.2} \]
we calculate the gradient of \( \text{Vol}_n \)
\[ \nabla_{x_i} \text{Vol}_n(x_i, x_{j_1}, \ldots, x_{j_n})^2 = \frac{2}{n^2} \text{Vol}_{n-1}(x_{j_1}, \ldots, x_{j_n})^2 \nabla_{x_i} \|H_{j_1 j_2 \ldots j_n}^i - x_i\|^2 \]
\[ = \frac{2}{n^2} \text{Vol}_{n-1}(x_{j_1}, \ldots, x_{j_n})^2 (x_i - H_{j_1 j_2 \ldots j_n}^i). \tag{A.3} \]
Now, we substitute the relation (A.3) into system (2.3) to obtain
\[ \dot{x}_i - \dot{x}_k = -\frac{\kappa_n}{2N^n} \sum_{j_1, \ldots, j_n=1}^{N} \frac{2}{n^2} \text{Vol}_{n-1}(x_{j_1}, \ldots, x_{j_n})^2 (x_i - H_{j_1 j_2 \ldots j_n}^i - x_k + H_{j_1 j_2 \ldots j_n}^k) \]
\[ = -\frac{\kappa_n}{N^n n^2} \sum_{j_1, \ldots, j_n=1}^{N} \text{Vol}_{n-1}(x_{j_1}, \ldots, x_{j_n})^2 ((x_i - x_k) - (H_{j_1 j_2 \ldots j_n}^i - H_{j_1 j_2 \ldots j_n}^k)). \tag{A.4} \]
Since $H^i_{j_1j_2\cdots j_n} - H^k_{j_1j_2\cdots j_n}$ is an element of $Q_{j_1j_2\cdots j_n}$, one can use (A.2) to obtain

$$
\left\langle H^i_{j_1j_2\cdots j_n} - H^k_{j_1j_2\cdots j_n}, x_i - H^i_{j_1j_2\cdots j_n} \right\rangle = \left\langle H^i_{j_1j_2\cdots j_n} - H^k_{j_1j_2\cdots j_n}, x_k - H^k_{j_1j_2\cdots j_n} \right\rangle = 0,
$$
which gives

$$
\left\langle x_i - x_k, (x_i - x_k) - (H^i_{j_1j_2\cdots j_n} - H^k_{j_1j_2\cdots j_n}) \right\rangle = \left\| (x_i - x_k) - (H^i_{j_1j_2\cdots j_n} - H^k_{j_1j_2\cdots j_n}) \right\|^2.
$$
Therefore, we multiply (A.4) with $x_i - x_k$ and use (A.5) to establish the desired estimate:

$$
\frac{d}{dt}\|x_i - x_k\|^2 = -\frac{2\kappa_n}{N^nn^2} \sum_{j_1,\cdots, j_n=1}^N \text{Vol}_{n-1}(x_{j_1}, \cdots, x_{j_n})^2 \left\| (x_i - H^i_{j_1j_2\cdots j_n}) - (x_k - H^k_{j_1j_2\cdots j_n}) \right\|^2 \leq 0.
$$

**APPENDIX B. PROOF OF LEMMA 3.2**

Since each $H^i_{j_1j_2\cdots j_n}$ is an element of $P_{j_1j_2\cdots j_n}$, we get

$$
H^i_{j_1j_2\cdots j_n} - \frac{1}{N} \sum_{k=1}^N H^k_{j_1j_2\cdots j_n} \in Q_{j_1j_2\cdots j_n}, \forall i \in [N].
$$

Then, one can use (A.2) to obtain

$$
\left\langle x_\ell - H^\ell_{j_1j_2\cdots j_n}, H^i_{j_1j_2\cdots j_n} - \frac{1}{N} \sum_{k=1}^N H^k_{j_1j_2\cdots j_n} \right\rangle = 0, \forall i, \ell \in [N],
$$
which yields

$$
\left\langle x_i - x_c, (x_i - H^i_{j_1j_2\cdots j_n}) - \frac{1}{N} \sum_{k=1}^N (x_k - H^k_{j_1j_2\cdots j_n}) \right\rangle
= \left\langle (x_i - x_c) - \left( H^i_{j_1j_2\cdots j_n} - \frac{1}{N} \sum_{k=1}^N H^k_{j_1j_2\cdots j_n} \right), (x_i - H^i_{j_1j_2\cdots j_n}) - \frac{1}{N} \sum_{k=1}^N (x_k - H^k_{j_1j_2\cdots j_n}) \right\rangle
= \left\| (x_i - H^i_{j_1j_2\cdots j_n}) - \frac{1}{N} \sum_{k=1}^N (x_k - H^k_{j_1j_2\cdots j_n}) \right\|^2 \geq 0.
$$

Now, we substitute the relation (A.3) into system (2.3) to obtain

$$
\frac{d}{dt}\|x_i - \bar{x}\|^2
= -\frac{2\kappa_n}{N^nn^2} \sum_{j_1,\cdots, j_n=1}^N \text{Vol}_{n-1}(x_{j_1}, \cdots, x_{j_n})^2 \left\| (x_i - H^i_{j_1j_2\cdots j_n}) - \frac{1}{N} \sum_{k=1}^N (x_k - H^k_{j_1j_2\cdots j_n}) \right\|^2 \leq 0.
$$

Finally, since the barycenter $\bar{x}$ is a constant of motion, we can conclude the desired result.
Let $X^\infty := \{x_i^\infty\}_{i=1}^N$ be an equilibrium to (2.3). Then, it satisfies

$$\text{Vol}_{n-1}(x_{j_1}^\infty, \ldots, x_{j_n}^\infty)^2 \left\|x_i^\infty - H_{j_1j_2\cdots j_n}^i - (x_k^\infty - H_{j_1j_2\cdots j_n}^k)\right\|^2 = 0, \quad \forall i, k, j_1, \ldots, j_n.$$

We split the proof into two cases.

(i) If $\text{Vol}_{n-1}(x_{j_1}^\infty, \ldots, x_{j_n}^\infty) \neq 0$ for some $j_1, \ldots, j_n$, then

$$x_i^\infty - x_k^\infty \in Q_{j_1j_2\cdots j_n}, \quad i, k \in [N].$$

In particular, $x_i^\infty - x_j^\infty \in Q_{j_1\cdots j_n}$ and $x_i^\infty \in P_{j_1\cdots j_n}$ for all $i \in [N]$. Since this property holds for all indices $i$ and $P_{j_1\cdots j_n}$ is a subspace of $\mathbb{R}^d$ with dimension $n-1$, we set $P^\infty := P_{j_1\cdots j_n}$.

(ii) If $\text{Vol}_{n-1}(x_{j_1}^\infty, \ldots, x_{j_n}^\infty) = 0$ for all $j_1, \ldots, j_n$, we have

$$\text{Vol}_{n-1}(0, x_{j_2}^\infty - x_{j_1}^\infty, \ldots, x_{j_n}^\infty - x_{j_1}^\infty) = 0, \quad \forall j_1, \ldots, j_n \in [N]. \quad \text{(C.6)}$$

Hence, the dimension of $Q := \text{span}\{x_{j_k}^\infty - x_{j_1}^\infty : 2 \leq k \leq n\}$ is less than or equal to $n-2$. Suppose to the contrary that the dimension of $Q$ is greater than or equal to $n-1$. Then one can find $n-1$ linearly independent subset of $Q$ which spans $n-1$ dimensional subspace of $\mathbb{R}^d$, which contradicts (C.6). Since the dimension of $Q$ is $n-2$, it suffices to define $P^\infty := x_1^\infty + Q$.
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