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ABSTRACT
In this work we study the problem of measuring the fairness of a machine learning model under noisy information. Focusing on group fairness metrics, we investigate the particular but common situation when the evaluation requires controlling for the confounding effect of covariate variables. In a practical setting, we might not be able to jointly observe the covariate and group information, and a standard workaround is to then use proxies for one or more of these variables. Prior works have demonstrated the challenges with using a proxy for sensitive attributes, and strong independence assumptions are needed to provide guarantees on the accuracy of the noisy estimates. In contrast, in this work we study using a proxy for the covariate variable and present a theoretical analysis that aims to characterize weaker conditions under which accurate fairness evaluation is possible. Furthermore, our theory identifies potential sources of errors and decouples them into two interpretable parts \( \gamma \) and \( \epsilon \). The first part \( \gamma \) depends solely on the performance of the proxy such as precision and recall, whereas the second part \( \epsilon \) captures correlations between all the variables of interest. We show that in many scenarios the error in the estimates is dominated by \( \gamma \) via a linear dependence, whereas the dependence on the correlations \( \epsilon \) only constitutes a lower order term. As a result we expand the understanding of scenarios where measuring model fairness via proxies can be an effective approach. Finally, we compare, via simulations, the theoretical upper-bounds to the distribution of simulated estimation errors and show that assuming some structure on the data, even weak, is key to significantly improve both theoretical guarantees and empirical results.
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1 INTRODUCTION
As machine learning (ML) systems permeate everyday life it is of utmost importance to understand and correct for the underlying biases present in such systems. As a result there has been a significant interest in recent years in the area of algorithmic fairness \([7, 10, 25]\).

An important and often overlooked aspect of addressing biases in AI systems is the challenge of how to actually compute the fairness metric in practice. Given an ML model, fairness metrics typically involve evaluating the disparity in the model performance across different demographics and/or data slices of interest, according to a well defined metric such as false positive rate, calibration etc. However, often these criteria cannot be exactly evaluated as they require information that is only sparsely available in practical applications. How should one approach measuring fairness metrics in such situations? Our goal is to address this question from a theoretical perspective.

We focus on scenarios that involve measuring group fairness criteria where a practitioner wants to account for a covariate that is not available jointly with the group information. This challenge arises in a variety of applications. For example, consider the case of evaluating a model predicting the toxicity of an online comment, where we want to measure differences in performance of the model across toxic comments directed at different demographic groups, but we only want to compare performance within the same topic or language \([11, 19, 30, 31]\). In order to measure the performance of the model, one would ideally want access to a corpus of comments, each containing information about the demographic group, topic or language, and the prediction of the model for that comment. However, in practice such joint observations are rarely available. In this case, one would frequently use a model to predict the covariate (topic or language) for each comment, but might wonder how inaccuracies in this model of topic or language influence our measurement of a bias in the toxicity prediction. Another common occurrence is in the context of a recommender system, where a model predicts whether a user would click an item, but a practitioner might want to only consider fairness over high quality items, such as avoiding clickbait or focusing on when the user would actually be satisfied with the item \([1, 18, 26, 27]\). Again, it is unlikely that a dataset contains
together clicks, item group information, and quality or post-click engagement information; can a practitioner use a model of item quality to accurately estimate the bias in the recommender? Across all of these examples it’s important to understand the confidence in our measurements.

Group fairness has received significant attention in recent years resulting in a variety of natural fairness criteria [3] that machine learning systems should satisfy. Our work concerns two common variants, Statistical Parity [12] and Equality of opportunity [15], which measure the difference of positive rates (or true positive rates) across sub-populations. To model the presence of the confounding or mediating covariate as described in the applications above, one can extend fairness metrics by conditioning on this covariate and this approach has been used in a variety of prior works [4, 7, 17, 23, 24, 32].

We summarize our targeted fairness metric as follows. Consider a machine learning system making a prediction $y \in \{0, 1\}$, a sensitive attribute $f \in \{0, 1\}$ and a covariate $v \in \{0, 1\}$. The Conditional Statistical Parity [8] metric is defined as:

$$G_{SP} = P[y = 1|\bar{v} = 1, f = 0] - P[y = 1|\bar{v} = 1, f = 1].$$

(1)

Similarly, let $y^* \in \{0, 1\}$ be the ground truth label. Then the Conditional Equal Opportunity metric is defined as:

$$G_{EO} = P[y = 1|y^* = 1, v = 1, f = 0] - P[y = 1|y^* = 1, v = 1, f = 1].$$

(2)

For ease of exposition and reducing notation, the rest of the paper focuses on the metric defined in (1). However, all of our theoretical results trivially generalize to the case of conditional equal opportunity as well by focusing on sub-populations where $y^* = 1$.

While it is important to incorporate legitimate covariates in fairness metrics, evaluating the metrics accurately requires a large dataset that contains both the group label $f$, the covariate information $v$ and possibly the label $y^*$ (in the case of equal opportunity). As we discussed before, in practice we might only have an estimate $\hat{\delta}$ derived from either a proxy attribute in the data that is correlated with $v$, or a classifier trained to predict $v$. A natural question that comes up is whether one can output

$$\hat{G}_{SP} = P[y = 1|\bar{\hat{v}} = 1, f = 0] - P[y = 1|\bar{\hat{v}} = 1, f = 1]$$

(3)

as an estimate of the bias $G_{SP}$ of the model as in (1).

For the sake of clarity, let’s return to our example from above of a toxicity model for online comments, which predicts whether a comment contains toxic language ($y = 1$ if toxic) and for which prior works have demonstrated that these models often exhibit biases towards certain demographics [11, 19, 30, 31]. At the same time, the level of toxicity might be significantly influenced by the topic of the comment (i.e., topic is covariate $v$) and we may want to control for its impact in our fairness analysis. Following the Statistical Parity approach, a reasonable fairness metric would be given by Eq. (1). As both topic and demographic information are typically available for only a small portion of examples, a practitioner might not have access to the joint distribution of $(v, f)$ but a topic classifier $\hat{\delta}$ might be available. In that situation, how confident can a practitioner be to use $\hat{G}_{SP}$ as an estimation of its intended metric $G_{SP}$?

In the rest of the paper we study conditions under which we can bound the estimation error $|G_{SP} - \hat{G}_{SP}|$. In Section 4, we highlight through simple examples two different sources that will affect the estimation error: (a) the performance of the proxy $(\hat{\delta})$ and, (b) the joint correlations between variables $(y, v$ and $\hat{\delta})$ that can be represented as the value of the outcome value $y$ over the confusion matrix of $(\hat{\delta})$. The bulk of the theory aims to derive error bounds based on the extent to which the data distribution satisfies certain conditions that depend on the above two sources. Through this paper, parameters related to the classifier performance will be captured by $\gamma$, and parameters related to the joint correlations between variables $y, v$ and $\hat{\delta}$ will be captured by $\epsilon$. These parameters will always take values in $[0, 1]$.

In Section 5, we derive a bound on the estimation error based solely on the precision and recall of the proxy $\hat{\delta}$. If $1 - y_A$ is the lower bound on the worst case precision or recall of the proxy on any data slice, i.e., conditioned on $f = 0$ or $f = 1$, then we show that the error $|G_{SP} - \hat{G}_{SP}|$ can be bounded by $2 \cdot y_A$. However, $2 \cdot y_A$ may not always be small enough for fairness evaluation and our goal will be to progressively refine this bound by exploiting other correlations between variables $y, v, \hat{\delta}$ and $f$.

In Section 6, we identify two cases depending on correlations which might lead to “errors canceling each other”. In the first case (B1), if the precision and recall of $\hat{\delta}$ are $y_B$-close to each other (for $f = 0, 1$), then we show that the error is bounded by a linear combination of two terms $y_{B1}$ and $\epsilon_{B1}$. The term $\epsilon_{B1}$ captures how the variables of interest, i.e., $y, v$ and $\hat{\delta}$ correlated within a data slice ($f = 0$ or $f = 1$). In the second case (B2), we study how the error behaves as a function of closeness of precision across slices ($f = 0$ vs $f = 1$), and recall across slices. In this case we again show that the error depends on a linear combination of two terms $y_{B2}$ and $\epsilon_{B2}$, one capturing relative closeness of precision and recall, and the other how much the correlations between $y, v$ and $\hat{\delta}$ vary between $f = 0$ and $f = 1$.

Having identified the various sources of errors above, in Section 7, we provide a refined bound that captures how the various errors interact with each other. As a result we show in Theorem 7.1 that the final estimation error depends linearly in the $y$ parameters and quadratically in $\epsilon$ parameters. Hence, the various errors due to correlations have a multiplying effect leading to a lower order term. Our analysis thereby reveals that the properties of the proxy classifier such as precision and recall play a more important role in the final estimation error, but that the structure of the correlations through $\epsilon$ can help reduce the bound on $|G - \hat{G}|$.

Finally, we use a simulation framework to compare our theoretical bounds on estimation errors to their simulated counterparts. We show that our worst-case bounds are met when no assumption is imposed on the data generation process. Furthermore, we show how enforcing some (even weak) structure on the correlations (through the parameter $\epsilon$) can significantly improve both theoretical bounds and empirical distributions, compared to when we rely only on precision and recall.

Our work is similar in spirit to prior works on studying the effect of label noise (outcome variable $y^*$) on fairness metrics [13, 20],
as well as noise in the sensitive attribute $ℓ$. The case of label noise is captured by our theoretical analysis as one can simply take the noisy covariate to be $y^*$. The case of noise in the sensitive attributes is not directly comparable to our setting. We discuss this more in Section 2.

The rest of the paper is structured as follows. In Section 2 and Section 3 we review related work and discuss preliminaries. In Section 4 we discuss several simple cases where accurate bias estimation is possible provided certain independence assumptions hold. This section is meant to serve as a warm up to help the reader ease into the notation. In Section 5, we build our main theory by first bounding the estimation error solely based on the performance of the $\hat{\ell}$ classifier, and next identifying, in Section 6, two other conditions that affect the estimation error. We present our main theorem in Section 7 that shows that when all the conditions hold true to different extents, the estimation error can be decomposed into a linear part that captures the properties of the proxy and a quadratic part that captures the correlations. We conclude with experiments on simulated data in Section 8 and discuss conclusions in Section 9.

Note: We would like to point out that in this work we are focused on understanding the theoretical underpinnings of using proxies in evaluation, and do not advocate always using the approach of measuring the bias of model via a proxy attribute. As pointed out in prior works [2] the approach could have unintended side effects on the evaluation, and as such practitioners should carefully consider the risks of using such an approach. Our goal is to identify theoretically how errors propagate in the analysis to affect the final outcome. We hope that our work will help practitioners make more informed choices.

2 RELATED WORK

We focus on conditional metrics such as conditional statistical parity and conditional equal opportunity. Several recent works have argued the use of such metrics over or in addition to their unconditioned counterparts. For example, the works of Chouldechova [7], Corbett-Davies et al. [8], Ritov et al. [32] all explore conditioning on the number of prior convictions when measuring the bias of model via a proxy attribute. As a result we find that in our setting one can get reasonably small bounds even without strong independence assumptions.

The recent work of Awasthi et al. [2] studies what properties of the classifier used to construct the proxy affect the estimation error. They point out that accuracy of the classifier alone is not enough and advocate the use of active learning based algorithms to deal with uncertain information. We would like to point out that the above mentioned works consider noise in the sensitive attribute and are not directly comparable to our setting of noisy covariates.

As stated before, we will focus on the conditional statistical parity metric defined in Eq. (1). However all our results continue to hold for the conditional equal opportunity metric, Eq. (2), as well. Let $\ell$, $v$, $y$ denote $\{0, 1\}$-valued random variables where $\ell$ is the sensitive attribute, $v$ is the relevant covariate and $y$ is the predicted outcome.
We want to characterize conditions under which the error in our Table 1: Value of the outcome $y$ over the confusion matrix of $v, \hat{v}$, conditioned on group $\ell = l$.

| $P[y = 1|v = 0, \hat{v} = 1, \ell = l]$ | $P[y = 1|v = 1, \hat{v} = 1, \ell = l]$ |
| $P[y = 1|v = 0, \hat{v} = 0, \ell = l]$ | $P[y = 1|v = 1, \hat{v} = 0, \ell = l]$ |

Our goal is to approximate

$$ G := P[y = 1|v = 1, \ell = l] - P[y = 1|v = 1, \ell = 0]. $$

by computing

$$ \hat{G} := P[y = 1|\hat{v} = 1, \ell = l] - P[y = 1|\hat{v} = 1, \ell = 0]. $$

We want to characterize conditions under which the error in our estimates, i.e., $|G - \hat{G}|$ can be bounded. We introduce below notations for two important parameters of our system.

**Classification Performance.** We define the conditional precision and recall of the proxy $\hat{v}$ that will play an important role in our analysis.

$$ P[v = 1|\hat{v} = 1, \ell = l] = 1 - p_l $$

(6)

$$ P[\hat{v} = 1|v = 1, \ell = l] = 1 - r_l. $$

(7)

Constraints on the classifier performance will be captured by the variable $y$.

**Outcome $y$ over the confusion matrix of $\hat{v}$.** We will also study how correlations among the variables $y, v, \hat{v}$ affect the error in the measurement of $\hat{G}$. In later sections we will quantify these correlations in terms of the value of the outcome $y$ over the confusion matrix of $v, \hat{v}$ conditioned on $\ell = 0, 1$ that we define in Table 1 for group $\ell = l$. For the sake of brevity we will overload notation and use the term confusion matrix to refer to the Table above. Constraints on the confusion matrix will be captured by the variable $\ell$.

4 SIMPLE CASES

Before proceeding to our main analysis in the next sections, we state a few simple scenarios where accurate bias estimation via $\hat{v}$ is possible. The proofs from this section can be found in the Appendix.

4.1 Case 1: $y \perp \{v, \hat{v}\}|\ell$.

This condition implies that $y$ is independent of the covariate ($v$) and the proxy ($\hat{v}$) when conditioned on $\ell$. If the variables $y, v$ and $\hat{v}$ are viewed as nodes in a graphical model [33], then the above assumption encodes the graph structure in Figure 1. In this case we prove the following theorem:

**Theorem 4.1.** If the independence assumption encoded in Figure 1 holds, then

$$ G = \hat{G}. $$

The theorem is intuitive as the independence assumption makes conditioning on either $v$ or $\hat{v}$ irrelevant. A scenario where the assumption will hold is when the outcome $y$ is completely determined by the value of $\ell$, the sensitive attribute. This is typically too strong a condition to hold in practice.

4.2 Case 2: $y \perp \hat{v}|v, \ell$.

Next we consider our first non-trivial case where $y$ is independent of the proxy $\hat{v}$ when conditioned on $\ell$ and $v$. This assumption is encoded in Figure 2.

**Figure 2:** A graphical model over three random variables under the assumption that $y$ is independent of $\hat{v}$ conditioned on $v$. All the events are conditioned on $\ell$.

We will show that if the proxy $\hat{v}$ has high conditional precision $p_l$, then we will get good estimates via $\hat{G}$.

**Theorem 4.2.** If the independence assumption encoded in Figure 2 holds, and for any $\ell \in \{0, 1\}$ the conditional precision of the proxy $\hat{v}$ is at least $1 - p$, then we have that

$$ |G - \hat{G}| \leq 2p. $$

It is interesting to note that the bound does not depend on the recall of the proxy $\hat{v}$. To get an intuition behind this, notice that the errors in the estimate of $G$ involve both false positives ($v = 0, \hat{v} = 1$) and false negatives ($v = 1, \hat{v} = 0$). Indeed, we can write each term as:

$$ P[y = 1|v = 1, \ell = 0) = (1 - r_0) P[y = 1|\hat{v} = 1, v = 1, \ell = 0] $$

$$ + r_0 P[y = 1|\hat{v} = 0, v = 1, \ell = 0] $$

(8)

$$ P[y = 1|\hat{v} = 1, v = 0, \ell = 0] = (1 - p_0) P[y = 1|\hat{v} = 1, v = 1, \ell = 0] $$

$$ + p_0 P[y = 1|\hat{v} = 1, v = 0, \ell = 0]. $$

(9)

The estimation error will be small if the two terms are close (similarly for $\ell = 1$).

Due to the independence assumption, we have that $P[y = 1|v = 1, \hat{v} = 0, \ell = 0] = P[y = 1|v = 0, \hat{v} = 1, \ell = 0]$. Therefore the first equation simply becomes $P[y = 1|\hat{v} = 1, v = 1, \ell = 0]$ and the dependency on $r_0$ disappears. Only false positives ($v = 0, \hat{v} = 1$) dictate the errors which is controlled by the precision of the proxy $\hat{v}$.

One may expect the above condition to hold if the classifier for $\hat{v}$ is trained on a different independent data set and hence its errors may not be correlated with $y$. As an extreme case, the condition
would hold if for any data point, \( \hat{\delta} \) has a 1 - \( p \) chance of being correct, independently of other points.

### 4.3 Case 3: \( y \perp v[\hat{\delta}, \ell] \)

Finally, the third case that we consider in this section is the complementary case where \( y \) is independent of \( v \) when conditioned on \( \ell \) and \( \hat{\delta} \). This is encoded in Figure 3. In this case we will show that

\[
\begin{align*}
\delta_0 &= P[y=1|v=1, \ell=0] - P[y=1|\hat{\delta}=1, \ell=0] \\
&= (p_0 - r_0) \cdot (P[y=1|\hat{\delta}=0, v=1, \ell=0]) \\
&+ r_0 P[y=1|\hat{\delta}=0, v=0, \ell=0] \\
&- p_0 P[y=1|\hat{\delta}=0, v=0, \ell=0]
\end{align*}
\]

In a similar manner we can define \( \delta_1 \) that is conditioned on the slice \( \ell = 1 \). Eq. (11) represents the estimation error made on the slice \( \ell = 0 \) and has a natural interpretation. The second term is the error generated by not including \textit{false negative examples} (\( \hat{\delta} = 0, v = 1 \)) into the \( \hat{G} \) term, while the third term is the error caused by including incorrectly, the false positive examples (\( \hat{\delta} = 1, v = 0 \)). The final estimation error is the difference between these two terms:

\[
|G - \hat{G}| = |\delta_1 - \delta_0|
\]

It is easy to see that the magnitude of each term in \( \delta_0 \) and \( \delta_1 \) depends on the performance of the proxy \( \hat{\delta} \). We next investigate this dependence.

### 5.1 Case A

The first condition that we study is when the proxy \( \hat{\delta} \) has both high conditional precision and conditional recall. In this case we can bound the error in the estimates without any additional assumptions.

\[
\delta_0 = P[y=1|v=1, \ell=0] - P[y=1|\hat{\delta}=1, \ell=0] \\
\delta_1 = (p_0 - r_0) \cdot (P[y=1|\hat{\delta}=0, v=1, \ell=0]) \\
+ r_0 P[y=1|\hat{\delta}=0, v=0, \ell=0] \\
- p_0 P[y=1|\hat{\delta}=0, v=0, \ell=0]
\]

Initially, a practitioner might be willing to only make some assumptions on the performance of the proxy \( \hat{\delta} \). In this section, we will study this case and derive the associated bounds.

\[\begin{align*}
\delta_0 &= P[y=1|v=1, \ell=0] - P[y=1|\hat{\delta}=1, \ell=0] \\
&= (p_0 - r_0) \cdot (P[y=1|\hat{\delta}=0, v=1, \ell=0]) \\
&+ r_0 P[y=1|\hat{\delta}=0, v=0, \ell=0] \\
&- p_0 P[y=1|\hat{\delta}=0, v=0, \ell=0]
\end{align*}\]

From Equation (8) and (9) we get that

\[
|G - \hat{G}| = |\delta_1 - \delta_0|
\]

In the next sections, we will highlight two additional characteristics of the system in terms of \( (y, v, \hat{\delta}, \ell) \) that lead to smaller estimation errors. Finally in Section 7, we derive a refined bound that combines all the different considerations.
Note that precision and recall have to be relatively high so that the bound above can be small enough. For instance, even if the proxy has precision and recall around 0.9, the above bound will be around 0.2, which would likely be too large for fairness evaluation in practical settings. The goal of the next two sections will be to progressively refine this bound by analyzing potential correlations of \((y, v, \hat{\gamma}, \ell)\).

6 ALTERNATE BOUNDS BASED ON OTHER CORRELATIONS.

In many cases requiring high precision and recall on the proxy may not be achievable. Can one still expect the estimation error to be small? We next characterize other conditions based on correlations between the different parameters \((y, v, \hat{\gamma}, \ell)\) that enable us to bound the error. We will study cases B1 and B2, that identify two different canceling effects under which the error might be small, despite not having high precision and recall. In order to understand these it would be beneficial to refer to the confusion matrix as shown in Table 1.

6.1 Intuition for the cases.

Recall \(\delta_\ell\) defined in Equation (11) as
\[
\delta_\ell = (p_1 - r_\ell) \cdot (P[y = 1|\hat{\gamma} = 1, v = 1, \ell = 1]) \\
+ r_\ell P[y = 1|\hat{v} = 0, v = 1, \ell = 1] \\
- p_\ell P[y = 1|\hat{\gamma} = 1, \hat{v} = 0, \ell = 1]
\]

This equation above represents the estimation error made on the slice \(\ell\). Additionally, the final estimation error is equal to the difference between the errors made on each slice:
\[
|G - \hat{G}| = |\delta_1 - \delta_0|
\]

In the previous section, we bounded each term in \(\delta_0\) and \(\delta_1\) by relying on the performance of the proxy \(\hat{\gamma}\) (case A). Below we discuss alternate natural conditions that would suffice for good gap estimation:

B1. This case captures scenarios when the second and third term in \(\delta_0\) (similarly for \(\delta_1\)) approximately cancel each other, indicating that the contribution of examples wrongly ignored (false negative) is approximately equal to the examples wrongly included (false positive). Additionally, the first term is small.

B2. This case captures scenarios when \(\delta_0\) and \(\delta_1\) have similar values and therefore “cancel each other,” indicating that the correlations (between \(y, \hat{\gamma}, v\)) have a similar behavior for \(\ell = 0\) and \(\ell = 1\).

In the rest of the section, we will prove theorems that materialize the above intuition rigorously. We will decouple the effect of the the performance of the proxy (precision and recall) on the estimation error from the properties of the confusion matrix.

6.2 Case B1: Precision close to recall and closeness of diagonals

In this case we do not assume that the proxy has high precision and recall, but instead simply assume that the precisions and recalls (conditioned on \(\ell\)) are close to each other, up to \(\gamma_B\). Clearly this assumption by itself is not enough to guarantee a small error. We also assume that the diagonal entries in the confusion matrix of Table 1 are \(\epsilon_B\)-close to each other. This is made precise in the definition below.

**Definition 6.1 (Closeness of Diagonals).** There exists a small \(0 < \epsilon_B \leq 1\) such that
\[
|P[y = 1|v = 1, \hat{\gamma} = 1, \ell = 1] - P[y = 1|v = 0, \hat{\gamma} = 1, \ell = 0]| \\
\leq \epsilon_B
\]

One can expect the above condition to hold in certain scenarios. Notice that for any \(\ell\), the condition concerns the disagreement region, i.e., \(\{v = 1, \hat{\gamma} = 0\}\), and \(\{v = 0, \hat{\gamma} = 1\}\). In many cases this region could represent “hard to predict” points. The closeness on the diagonal is that the outcome \(y\) has similar behavior for both errors types of \(\hat{\gamma}\). Returning to the example from Section 1 on predicting toxicity of online comments with the topic being the covariate \(\hat{\gamma}\), the classifier \(\hat{\gamma}\) may find it hard to predict certain esoteric topics well.

It is then natural to expect that the toxicity prediction model may also perform poorly for these topics and its errors may be somewhat random, thereby making \(\epsilon_B\) small. There may also be many cases where one can indeed not expect \(\epsilon_B\) to be small. However, we will soon see in Section 7 a more refined bound that has a lower order dependence on such errors. Hence, even a weak constraint (on \(\epsilon_B\)) suffices for getting smaller bounds.

Under the closeness of diagonal condition we have the following theorem.

**Theorem 6.2.** Let \(\epsilon_{B_1} \in [0,1]\) be the smallest constant such that the closeness of diagonal condition holds with \(\epsilon_{B_1}\) and that \(|r_0 - p_0|, |r_1 - p_1|\) are bounded by \(\gamma_{B_1}\) then we have that
\[
|G - \hat{G}| \leq 2(\gamma_{B_1} + \epsilon_{B_1})
\]

As Compared to Theorem 5.1, case B1 does not require an absolute bound on the precisions and recalls and quantifies the error in terms of their relative closeness (\(\gamma_{B_1}\)). This can be advantageous in some cases; the quantities captured by \(\gamma_{B_1}\) might be smaller than \(\gamma_A\).

**Proof.** As before we will establish bounds for both \(\delta_0\) and \(\delta_1\). Let’s consider \(\delta_0\). From the analysis in the previous section we have that
\[
P[y = 1|v = 1, \ell = 0] - P[y = 1|\hat{\gamma} = 1, v = 1, \ell = 0] \\
= (p_0 - r_0) P[y = 1|v = 1, \hat{\gamma} = 1, \ell = 1] \\
+ r_0 P[y = 1|v = 0, \hat{\gamma} = 1, \ell = 0] \\
- p_\ell P[y = 1|\hat{\gamma} = 1, v = 0, \ell = 1] \\
\leq (p_0 - r_0) P[y = 1|v = 1, \hat{\gamma} = 1, \ell = 0] \\
+ r_0 P[y = 1|v = 0, \hat{\gamma} = 1, \ell = 0] \\
- p_\ell P[y = 1|\hat{\gamma} = 1, v = 0, \ell = 1] + \epsilon_{B_0} \\
\leq |p_0 - r_0| + \epsilon_{B_0} \leq \gamma_{B_1} + \epsilon_{B_1}.
\]

A similar analysis establishes that \(\delta_1 \leq \gamma_{B_1} + \epsilon_{B_1}\).
### 6.3 Case B2: Closeness of precisions/recalls and closeness of models

The previous case identified conditions under which both $\delta_0$ and $\delta_1$ achieve small values, leading to a small estimation error. This error depends on the closeness of precisions and recalls within each slice. However, in practice this may not always hold and one may prefer an alternate condition. We next identify another natural condition that allows for precision and recall within each slice to be arbitrary, and both $\delta_0$ and $\delta_1$ could be large. However, one may still expect the estimation error $|G - \hat{G}|$ to be small if the errors in $\delta_0$ and $\delta_1$ have a cancelling effect. We present such a condition next.

**Definition 6.3 (Model Closeness).** There exists $g > 0$ and a $0 < \epsilon_{B2} \leq 1$ such that for all $b, c \in \{0, 1\}$,

$$P[y = 1|\hat{y} = b, \hat{d} = c, \ell = 1] = P[y = 1|\hat{y} = b, \hat{d} = c, \ell = 0] + g \pm \epsilon_{B2}.$$

In terms of the confusion matrix defined in Table 1 the above condition requires that the entries of the confusion matrix for $\ell = 1$ are noisy translations of the entries for $\ell = 0$, $g$ representing here the gap between groups.

Notice that case B2 allows for arbitrary behavior within each slice ($\ell$). Hence, for the estimation error to be small, some assumption is needed on the correlations across slices and the model closeness condition in Definition 6.3 captures that. In practice one may expect the condition to hold if the proxy $\hat{d}$ introduces similar errors across slices. As an example, in the context of the toxicity prediction example, consider a proxy ($\hat{d}$) that was (unintentionally) trained on a corpus consisting of only one group, say $\ell = 1$. When applying $\hat{d}$ to the group $\ell = 0$ one can expect $\hat{d}$ to introduce systematic errors (captured by $g$ in the definition).

In this case we have the following theorem.

**Theorem 6.4.** Let $\gamma_{B2}, \epsilon_{B2} \in [0, 1]$ and $g$ be such that the model closeness holds with $\epsilon_{B2}$ and that $|\gamma_0 - \gamma_1|, |\gamma_0 - \gamma_1|$ are bounded by $\gamma_{B2}$. Then we have that

$$|G - \hat{G}| \leq 2 \cdot \gamma_{B2} + 3 \cdot \epsilon_{B2}.$$

Note that in the above Theorem we do not require precisions and recalls within any slice to be high.

**Proof.** We would not be able to separately analyze $\delta_0$ and $\delta_1$ since both could be high. Instead we argue about the difference. We have

$$\delta_0 - \delta_1 = T_1 + T_2 + T_3. \quad (14)$$

where

$$T_1 = (p_0 - r_0) P[y = 1|\hat{y} = 1, \hat{d} = 1, \ell = 0] - (p_1 - r_1) P[y = 1|\hat{y} = 1, \hat{d} = 1, \ell = 1],$$

$$T_2 = r_0 P[y = 1|\hat{y} = 1, \hat{d} = 0, \ell = 0] - r_1 P[y = 1|\hat{y} = 1, \hat{d} = 0, \ell = 1],$$

and

$$T_3 = p_1 P[y = 1|\hat{y} = 1, \hat{d} = 0, \ell = 1] - p_0 P[y = 1|\hat{y} = 1, \hat{d} = 1, \ell = 0].$$

Since $|r_0 - r_1|, |p_0 - p_1|$ are both bounded by $\gamma_{B2}$ and model closeness holds we have

$$T_1 = (p_0 - r_0 - p_1 + r_1) P[y = 1|\hat{y} = 1, \hat{d} = 1, \ell = 0] - (p_1 - r_1) g \pm \epsilon_{B2},$$

$$T_2 = (r_0 - r_1) P[y = 1|\hat{y} = 1, \hat{d} = 0, \ell = 0] - r_1 g \pm \epsilon_{B2},$$

and

$$T_3 = (p_1 - p_0) P[y = 1|\hat{y} = 1, \hat{d} = 1, \ell = 0] + p_1 g \pm \epsilon_{B2}.$$

Adding the above we get that $T_1 + T_2 + T_3 \leq 2 \cdot \gamma_{B2} + 3 \cdot \epsilon_{B2}$. Similarly, the negation $\delta_1 - \delta_0$ can be bounded. \(\square\)

### 7 SYNTHESIS: A REFINED BOUND.

So far we have presented three natural conditions under which the error in the estimation can be bounded. We recap them below as:

A. The first bound uses only the performance of the proxy $\hat{d}$, therefore needs high precision and recall.

B1. The second bound depends on the precision being close to the recall, in addition to the closeness of diagonals.

B2. The third bound depends on the closeness of precision and recalls between slices and the relationship between the confusion matrices of the two slices.

The bounds earlier concern each of the above conditions in isolation. As a result, they are likely to be weak except unless one of the conditions is very strong, which might not be realistic. In this section we study whether one can combine the power of the three conditions to refine the error bound that naturally adapts to the extent to which the above conditions are satisfied. Towards that end we have the following theorem.

**Theorem 7.1.** Let $\gamma_A, (\gamma_{B1}, \epsilon_{B1})$ and $(\gamma_{B2}, \epsilon_{B2})$ be the errors up to which conditions A, B1 and B2 above hold. Then we have that

$$|G - \hat{G}| \leq 2 \min(\gamma_A, \gamma_{B1}, \gamma_{B2}) + \epsilon_{B2} + (2 \gamma_A + \gamma_{B1}) + \epsilon_{B1} + \gamma_{B1}$$

This theorem combines the three conditions highlighted before and achieves a refined bound. In particular, the dependence on the parameters governing the precision/recall of the classifier ($g$) is linear, whereas in contrast to earlier theorems, the errors due to other correlations ($\delta$) have a multiplying effect. Hence, in practice even a weak estimate of the parameters $\epsilon_{B1}$ and $\epsilon_{B2}$ may suffice to get an estimate of how good $\hat{G}$ is.

**Proof.** Recalling the definitions of $T_1, T_2$ and $T_3$ from the proof of Theorem 6.4 we get that

$$T_1 = (p_0 - r_0 - p_1 + r_1) P[y = 1|\hat{y} = 1, \hat{d} = 1, \ell = 0] - (p_1 - r_1) g \pm \epsilon_{B2},$$

$$T_2 = (r_0 - r_1) P[y = 1|\hat{y} = 1, \hat{d} = 0, \ell = 0] - r_1 g \pm \epsilon_{B2} \cdot r_1,$$

and

$$T_3 = (p_1 - p_0) P[y = 1|\hat{y} = 1, \hat{d} = 1, \ell = 0] + p_1 g \pm \epsilon_{B2} \cdot r_1.$$
We proposed in Section 5 an initial bound based solely on the classifier performance and then highlighted that some constraints over the confusion matrix (captured by \( \epsilon \)) lead to errors canceling each other leading to significantly lower errors than worst-case scenarios. This above setup uses as a uniform prior over parameters and can lead to unrealistic scenarios that might be responsible for worst-case estimation errors.

In this section, we use simulations to further validate our theory. The findings of this section are summarized below.

- We will observe that our theoretical bounds from Section 5.1 that are based solely on the classifier performance represent worst-case scenarios, and that the gap in most cases is significantly smaller than our upper bounds. In particular, the 95th percentile of the distribution of errors is typically more than 2\( \times \) smaller.

- We will demonstrate the importance of making some assumptions on the error parameters via \( \epsilon \), instead of simply relying on classifier performance via \( y \). The constraint on the parameter values (\( \epsilon \)) rules out some of these worst-case scenarios.

- Finally, we will show that even weak constraints over the parameters (with \( \epsilon \)) are sufficient to significantly reduce the bound.

\[ T_3 = (p_1 - p_0) \mathbb{P}[y = 1|v = 0, \delta = 1, \ell = 0] + p_1 \eta + \epsilon B_2 \cdot p_1. \]

Adding up we get that

\[ T_1 + T_2 + T_3 \leq (p_0 - r_0 - p_1 + r_1) \mathbb{P}[y = 1|v = 1, \delta = 1, \ell = 0] + (r_0 - r_1) \mathbb{P}[y = 1|v = 1, \delta = 0, \ell = 0] + (p_1 - p_0) \mathbb{P}[y = 1|v = 0, \delta = 1, \ell = 0] + \epsilon B_2 \cdot (2\gamma_A + \gamma B_1) \]

The bound follows from noticing that

\[ p_0 - r_0 - p_1 + r_1 \leq 2 \min(\gamma_A, \gamma B_1, \gamma B_2). \]

\[ \square \]

Compared to Theorem 5.1, the first term in the bound above may be significantly smaller than 2\( \gamma_A \). Furthermore, in contrast to Theorem 6.2 and Theorem 6.4, the dependence on \( \epsilon B_2 \) and \( \epsilon B_1 \) is diminished due to multiplication by other error terms. Due to this cancelling effect and the linear dependency on the the parameters related to the proxy performance (\( y \)), our theory recommends that the focus of a practitioner should then be on minimizing the first term. We next validate our theory via experiments on simulated data.

8 SIMULATIONS

We proposed in Section 5 an initial bound based solely on the classifier performance and then highlighted that some constraints over the confusion matrix (captured by \( \epsilon \)) lead to errors canceling each other.

In this section, we use simulations to further validate our theory. The findings of this section are summarized below.

- We will observe that our theoretical bounds from Section 5.1 that are based solely on the classifier performance represent worst-case scenarios, and that the gap in most cases is significantly smaller than our upper bounds. In particular, the 95th percentile of the distribution of errors is typically more than 2\( \times \) smaller.

- We will demonstrate the importance of making some assumptions on the error parameters via \( \epsilon \), instead of simply relying on classifier performance via \( y \). The constraint on the parameter values (\( \epsilon \)) rules out some of these worst-case scenarios.

- Finally, we will show that even weak constraints over the parameters (with \( \epsilon \)) are sufficient to significantly reduce the bound.

![Figure 4: Simulated distribution of estimation errors. Each graph represent a different choice of the precision and recall of the proxy. The dashed blue line represent 95th-percentiles and the unbroken red one is the theoretical bound from Theorem 5.1.](image)

8.1 Simulated estimation errors are often smaller than the theoretical bounds.

In order to compute the estimation error, we rely on Equation (13) where we need to define both the classifier performance and the confusion matrix from Table 1. We first illustrate the scenario where we only control for classifier performance (case A) and therefore do not enforce any constraints on the values in the confusion matrix from Table 1.

**Setup:** We first set classifier-related quantities \((p_1, r_1, p_0, r_0)\). Note that we display results for a few choice of these parameters, however the observations hold across any choices made for those quantities.

Once we set the above quantities, we generate the confusion matrix, aka the six parameters, \( \mathbb{P}[y = 1|v = i, \delta = j, \ell = l] \), for \( i, j, l \in \{0, 1\} \), by sampling from a uniform prior in \([0,1], U[0,1] \). This reflects the setting where no prior structure is made on the confusion matrix. Note that \( \mathbb{P}[y = 1|v = 0, \delta = 0, \ell = l] \) are not needed.

**Results:** The results are displayed in Figure 4. First, we confirm that the bound provided by Theorem 5.1 is correct. More importantly, we observe that these bounds reflect worst-case scenarios and that the errors are typically significantly smaller: indeed, the 95th percentile is approximately 2\( \times \) smaller than the upper bound. This phenomena is due to the fact that the different terms in Equation (13) cancel each other leading to significantly lower errors than worst-case scenario.

This above setup uses as a uniform prior over parameters and can lead to unrealistic scenarios that might be responsible for worst-case estimation errors. In the next sections will focus on more realistic scenarios by restricting the range of values of the parameters following the principles highlighted by our theory. This essentially constrains the possible values that the confusion matrix in Table 1 can take.

8.2 Importance of assuming structure over the confusion matrix via \( \epsilon \).

In this section, we assume that we have a classifier with relatively good precision and recall (for instance \( r_1, p_1 \leq 0.1 \)). The bound from 5.1 is still too large for a good estimate of the error (in this case close to 0.2), and we show that assuming some structure over the correlations is key to getting better estimates.
Setup: To simulate more realistic scenarios, we now enforce some level of structure controlled by $\epsilon$. As before, we first select a well performing classifier ($p_1 = 0.07$, $r_1 = 0.09$, $p_0 = 0.05$ and $r_0 = 0.1$). We will report experiments only for this choice but the results are consistent across different choices. Then, we set a value $\epsilon_{B_1}$ and $\epsilon_{B_2}$ which reflects to what extent the contraints B1 (closeness of diagonals) and B2 (model closeness) hold. For instance, $\epsilon_{B_1} = 0$ means equal parameters and $\epsilon_{B_1} = 1$ is equivalent to having no structure.

We sample the parameters as follows:
- $g \sim U[-1, 1]$, where $U$ denotes the uniform distribution.
- $\mathbb{P}[y = 1|\nu = 1, \hat{\epsilon} = 1, \ell = l] \sim U[0, 1 - g]$, if $g \geq 0$, else $\sim U[|g|, 1]$.
- $\mathbb{P}[y = 1|\nu = 0, \hat{\epsilon} = 1, \ell = l] \sim U[0, 1 - g]$ if $g \geq 0$, else $\sim U[|g|, 1]$.
- $\mathbb{P}[y = 1|\nu = 0, \hat{\epsilon} = 1, \ell = l] = \mathbb{P}[y = 1|\nu = 1, \hat{\epsilon} = 0, \ell = l] + U[-\epsilon_{B_2}, +\epsilon_{B_2}]$.
- $\mathbb{P}[y = 1|\nu = i, \hat{\epsilon} = j, \ell = l] = \mathbb{P}[y = 1|\nu = i, \hat{\epsilon} = j, \ell = l] + g + U[-\epsilon_{B_2}, +\epsilon_{B_2}]$.

Note that the above sampling might not lead to valid probabilities (outside of $[0,1]$). If that happens, we restart again and sample all the parameters. This method ensures sampling the confusion matrix in Table 1 that satisfies our constraints.

We compute both the true and estimated gap ($G$ and $\hat{G}$) and report the distribution of errors ($\text{error} = |G - \hat{G}|$) for $N = 100000$ independent runs.

![Figure 5: Refined bound from Theorem 7.1 dominates other bounds. Each graph represents a different choice of $(\epsilon_{B_1}, \epsilon_{B_2})$. The dashed blue line represents the 95th percentile of the simulated errors. The red (solid) line comes from Theorem 5.1. The pink (resp. purple) line comes from Theorem 6.2 (resp Theorem 6.4). Finally, the green line is given by the refined bound from Theorem 7.1.](image)

Results: We report in Figure 5 the histogram of the errors, as well as the various theoretical bounds. The dashed blue line represents the 95th percentile of the simulated errors. The red (solid) line comes from Theorem 5.1 and represents the case when the practitioner does not make any assumption on the structure of the confusion matrix. The pink (resp. purple) line comes from Theorem 6.2 (resp Theorem 6.4) which focuses on one constraint on the confusion matrix. Finally, the green line is given by the refined bound from Theorem 7.1.

We observe that the bounds from Case A, B1 or B2 are all quite wide (typically above 0.2 in this scenario). Note that their ordering in the plots may differ depending on how we set each constraint. More importantly, the bound from Theorem 7.1 is significantly better than any of the individual ones thereby illustrating that by considering all the different sources of error, we are able to compute better estimates. In particular, it is important to assume some structure over the confusion matrix, through $\epsilon$, in order to prevent worst-case scenarios.

8.3 Even weak assumptions on $\epsilon$ are enough to significantly reduce the bound.

The previous experiment highlights the importance of adding some constraints on potential values of the confusion matrix from Table 1. However it might be hard to assume strong conditions (i.e., $\epsilon$ close to 0). In this section, we demonstrate that even loose estimates are enough to significantly improve our estimates.

![Figure 6: On the left (resp right) plot, we set $\epsilon_{B_2}$ (resp $\epsilon_{B_1}$) and vary $\epsilon_{B_1}$ (resp $\epsilon_{B_2}$). The blue lines represent the 95th percentile of the estimation errors. The refined bound from Theorem 7.1 (dashed orange) dominates the one from Theorem 5.1 (dotted red), even with weak constraints ($\epsilon$ does not have to be small).](image)

Setup: To that purpose, we study how the estimation errors evolve as we progressively strengthen the condition on the correlations. More precisely, we take a good classifier with $p_1 = 0.07$, $r_1 = 0.09$, $p_0 = 0.05$ and $r_0 = 0.1$ (arbitrary values for sake of simplicity). We then set one of ($\epsilon_{B_1}$, $\epsilon_{B_2}$) to some fixed value (here 0.2) and vary the other one from 0 (very strong condition) to 1 (no condition). Then we use the same approach as in the previous experiment to sample all the remaining variables. We finally analyze the resulting estimation errors, as well as theoretical bounds.

Results: Results are displayed in Figure 6. The blue lines represent the 95th percentile of the estimation errors from the simulation, the dashed orange line is the theoretical bound from Theorem 7.1 and the dotted red one from case A, i.e., Theorem 5.1.

We can see that, even in this case where the covariate classifier is relatively good ($r_1, p_1 \leq 0.1$), the bound from Theorem 5.1 remains quite large (0.2). However the refined bound in Theorem 7.1 leads to a tighter estimate (except in the case when $\epsilon_{B_2}$ becomes close to 1 in the right plot). Furthermore, both the theoretical guarantees and empirical results significantly improve when the enforced conditions become quantitatively stronger. More importantly, these graphs demonstrate that Theorem 7.1 does not require strong constraints to achieve a satisfying bound. For instance, the left graph shows that the theoretical bound is still lower than 0.1 if $\epsilon_{B_2} \leq 0.4$ (a relatively weak condition). Additionally the 95th percentile is between .02 and .03, which shows even better estimate in practice.

This demonstrates that some assumptions on $\epsilon$, even if weak, is key in getting good estimates of the error.
9 CONCLUSION
Measuring the fairness of a model might often be restricted by the data available. We analyze in this paper the common scenario of estimating a fairness metric via a proxy covariate. We identify various sources of errors that affect the use of the proxy covariate in measuring model fairness. Our theory demonstrates that the errors can be driven down not only by the performance of the proxy such as precision and recall, but also by the underlying correlations in the data distribution. We provided a refined analysis that combines the various sources of errors and highlights how these errors interact to affect the final bound. More importantly, our work shows that one does not need to make strong independence assumptions in order to study and obtain bounds for the problem of measuring model fairness via proxy covariates.

Finally we demonstrate through simulations that exploiting structure in the correlations, even if loose, is the key to obtaining better bounds on the error in measuring the fairness metrics. We believe that our work will guide practitioners towards making informed choices when designing proxy covariates for fairness evaluation, or obtaining bounds on the errors in their estimation procedures.
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A PROOFS FROM SECTION 4
Proof of Theorem 4.1. Define,

\[\delta_0 = \mathbb{P}[y = 1|v = 1, t = 0] - \mathbb{P}[y = 1|\hat{v} = 1, t = 0]\]
\[\delta_1 = \mathbb{P}[y = 1|v = 1, t = 1] - \mathbb{P}[y = 1|\hat{v} = 1, t = 1].\]

Under the independence assumption it is easy to see that

\[\mathbb{P}[y = 1|v = 1, t = 0] = \mathbb{P}[y = 1|\hat{v} = 1, t = 0].\]

This implies that \(\delta_0 = 0\), and similarly that \(\delta_1 = 0\). Hence in this case the error in our estimates is zero.

Proof of Theorem 4.2. We will show that both \(\delta_0\) and \(\delta_1\) are bounded in magnitude by at most \(p\) thereby establishing the theorem. We next show how to bound \(\delta_0\). The analysis for \(\delta_1\) will be identical. Recall that

\[\delta_0 = \mathbb{P}[y = 1|v = 1, t = 0] - \mathbb{P}[y = 1|\hat{v} = 1, t = 0].\]

Under the independence assumption we have

\[\delta_0 = \mathbb{P}[y = 1|v = 1, t = 0] - \mathbb{P}[y = 1|v = 1, t = 0] \mathbb{P}[v = 1|\hat{v} = 1, t = 0] - \mathbb{P}[y = 1|v = 0, t = 0] \mathbb{P}[v = 0|\hat{v} = 1, t = 0] \leq \mathbb{P}[y = 1|v = 1, t = 0] - \mathbb{P}[y = 1|\hat{v} = 1, t = 0] \leq r.\]

Similarly, we get that

\[-\delta_0 = \mathbb{P}[y = 1|v = 1, t = 0] \mathbb{P}[v = 1|\hat{v} = 1, t = 0] + \mathbb{P}[y = 1|v = 0, t = 0] \mathbb{P}[v = 0|\hat{v} = 1, t = 0] - \mathbb{P}[y = 1|v = 1, t = 0] \mathbb{P}[v = 0|\hat{v} = 1, t = 0] = \mathbb{P}[v = 0|\hat{v} = 1, t = 0] \leq r.\]

□

Proof of Theorem 4.3. The proof is exactly identical to the proof of Theorem 4.2 above by simply switching the role of \(v\) and \(\hat{v}\).

□
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