From rotating atomic rings to quantum Hall states
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Considerable efforts are currently devoted to the preparation of ultracold neutral atoms in the strongly correlated quantum Hall regime. However, the necessary angular momentum is very large and in experiments with rotating traps this means spinning frequencies extremely near to the deconfinement limit; consequently, the required control on parameters turns out to be too stringent. Here we propose instead to follow a dynamic path starting from the gas initially confined in a rotating ring. The large moment of inertia of the ring-shaped fluid facilitates the access to large angular momenta, corresponding to giant vortex states. The trapping potential is then adiabatically transformed into a harmonic confinement, which brings the interacting atomic gas in the desired quantum-Hall regime. We provide numerical evidence that for a broad range of initial angular frequencies, the giant-vortex state is adiabatically connected to the bosonic \( v = 1/2 \) Laughlin state.

While coherence between atoms finds its realization in Bose–Einstein condensates\(^1\)–\(^3\), quantum Hall states\(^4\) are emblematic representatives of the strongly correlated regime. The fractional quantum Hall effect (FQHE) has been discovered in the early 1980s by applying a transverse magnetic field to a two-dimensional (2D) electron gas confined in semiconductor heterojunctions\(^6\). Since then, FQHE has never stopped to intrigue the scientific community due to non-trivial transport properties and exotic topological quantum phases\(^6\). Such interest has also influenced the research in ultracold atomic gases, which in the last decade have been successfully exploited as a highly controllable playground for quantum simulations of many-body physics\(^7\). The large versatility of these setups allows one to confine atoms in 2D harmonic traps and to impose an effective magnetic field either by rapid rotation\(^7\)–\(^9\) or by laser-induced geometric gauge potentials\(^10\). In principle, such opportunity should allow one to experimentally explore the bosonic version of QHE, even if unfortunately it has been hitherto elusive.

From a theoretical point of view, a variety of interesting ground states (GS’s) have been identified for Bose gases as a function of the effective magnetic field\(^11\). At zero field, i.e., without rotation, the particles undergo Bose–Einstein condensation\(^1\)–\(^4\) and the atomic ensemble is superfluid. Differently from a rigid body, a superfluid of \( N \) particles reacts to rotation with the formation of quantized vortices, whose number \( N_v \) increases with the rotation frequency. At large filling factor \( v = N/N_v \gtrsim 10 \) an ordered vortex lattice is formed. For \( v < 10 \), the lattice melts because of quantum fluctuations, which signals the breakdown of the mean-field description and the access into the FQHE regime. The filling factor is now better defined as \( v = N/m_{\text{max}} \) with \( m_{\text{max}} \) the maximum angular momentum occupied by single particles. FQHE states are obtained for values of \( v \) of order unity, which correspond to very large total angular momenta \( L \propto N^2 \).

Like in solid-state physics, most of the preparation procedures employed so far in rotating atomic ensembles approached the GS by cooling down the system with a fixed Hamiltonian. By contrast we explore in this paper an alternative method that consists in starting from an easily preparable state (typically uncorrelated), following a dynamic route by changing an external parameter, and eventually obtaining the desired state. This strategy has been successful for the experimental investigation of the superfluid to Mott insulator transition in optical lattices\(^11\). We propose to implement it to reach quantum Hall states with the following steps: (i) We engineer a Mexican-hat trapping potential by superposing a standard harmonic trap with the repulsive potential created by a “plug” laser beam, which is focused at the center of the trap. (ii) By stirring the gas, we prepare the \( N \) bosonic atoms in a giant vortex state, corresponding to the lowest energy state of the Mexican-hat potential for a given angular momentum \( L \). (iii) The stirring is removed and the plug is adiabatically switched off. (iv) In the final harmonic trap, we obtain the GS with the initially imparted angular momentum \( L \), thanks to rotational symmetry. We show that if \( L = N(N - 1) \) then the 2-body contact interactions drive the gas into the celebrated bosonic \( v = 1/2 \) Laughlin state\(^4\).
Results

Single particle physics. In experiments with rotating atomic gases, particles are usually trapped by a harmonic potential and stirred by time-varying magnetic field or auxiliary laser beams. In the frame rotating at angular speed \( \Omega = \Omega \), the Hamiltonian of a single particle in the harmonic trap of frequencies \( (\omega_0, \omega_x, \omega_y) \) can be written as

\[
H_{\text{trap}} = \frac{1}{2M} (p - \mathbf{A})^2 + \frac{M}{2} (\omega^2 - \Omega^2) (x^2 + y^2) + \frac{M}{2} \alpha z^2,
\]

with \( A = M\Omega \times r = M\Omega (-y, x, 0) \). In the following we suppose that all relevant energies are much smaller than \( h\omega_0 \), so that the motion along the \( z \) direction is frozen and the problem is effectively two-dimensional. In the limit of centrifugal deconfinement \( \Omega \to 0 \), the system is formally equivalent to bosons of charge \( B \). In the limit of centrifugal deconfinement, the system is formally equivalent to bosons of charge \( B \).

In the limit \( \delta \ll 1 \), the quantum number \( n_\mathbf{a} \) identifies different manifolds called Landau Levels (LL). Within each LL, the states labeled by the occupation number \( n_\mathbf{a}, n_\mathbf{b} \) of the two modes, and it is denoted as \( \psi_{n_\mathbf{a}, n_\mathbf{b}} \). Note that a gauge field similar to the one entering into \( (1) \) can also be induced by geometric phases instead of rotation. The scheme outlined in the present paper should work equally well in this case, the only significant difference being that \( (1) \) is now the single-particle Hamiltonian in the laboratory frame, instead of the rotating frame.

In the limit \( \delta \ll 1 \), the quantum number \( n_\mathbf{a} \) identifies different manifolds called Landau Levels (LL). Within each LL, the states labeled by the occupation number \( n_\mathbf{a}, n_\mathbf{b} \) of the two modes, and it is denoted as \( \psi_{n_\mathbf{a}, n_\mathbf{b}} \). Note that a gauge field similar to the one entering into \( (1) \) can also be induced by geometric phases instead of rotation. The scheme outlined in the present paper should work equally well in this case, the only significant difference being that \( (1) \) is now the single-particle Hamiltonian in the laboratory frame, instead of the rotating frame.

The first key feature of our proposition is to replace the ordinary harmonic potential with a Mexican-hat one, like in Fig. 1. This can be done by shining the center of the harmonic trap with a laser beam prepared in a circular, Gaussian TEM_00 mode. When the laser frequency is chosen larger than the atomic resonance frequency (‘blue detuning’), the laser beam creates a repulsive dipole potential proportional to the light intensity. The beam is chosen to be perpendicular to the xy plane and the dipole potential is of the form

\[
u_a(x,y) = \exp \left[ -2 \left( x^2 + y^2 \right) / \omega^2 \right],
\]

where \( \omega \) is the laser waist and \( x \) is proportional to the laser intensity.

The sum of the harmonic potential \( (x^2 + y^2) / 2 \) and of \( \nu_a(x,y) \) has a bump in \( x = y = 0 \) in the laboratory frame when \( x \gg \omega^2 / 4 \).

At moderate intensities of the plug, as the ones employed in our preparation scheme, the classification of single-particle energy eigenstates in terms of LL remains valid (see Fig. 1 and Methods). In the LL the single-body energies are in good approximation:

\[
e_m = m\delta \pm \sqrt{\left( 1 + \frac{2}{\omega^2} \right)^{-(m+1)}}.
\]

At fixed laser parameters \( \omega \) and \( \delta \), the angular momentum \( m \) that minimizes \( e_m \) is a decreasing function of the rotation frequency offset \( \delta \). We denote by \( \delta_m \) the value for which the level crossing \( e_{m+1} = e_m \), whose width is

\[
I_m = \delta_m - \delta_{m-1} = 2 \left( \frac{2}{\omega^2} \right)^{2} \left( \frac{1 + \frac{2}{\omega^2}}{\left( 1 + \frac{2}{\omega^2} \right)^{-(m+2)}} \right).
\]

Later on, we will be interested in choosing a specific value \( m = \ell \) and in maximizing the width \( I_\ell \) of the stability window. This can be done, at fixed intensity \( \omega \), by choosing \( w = \ell \). The central rotation frequency in the stability window for \( \ell \) then corresponds to

\[
\delta^* = \frac{1}{2} (\delta_{\ell-1} + \delta_\ell) = \left[ 2\ell + \frac{1 + \frac{2}{\ell}}{\frac{1 + \frac{2}{\ell}}{\ell}} \right]^{-(\ell+2)}.
\]

Notice that for large values of \( \ell \), we get \( \delta^* \propto \frac{1}{\ell} \), thus if we want to keep it sizable, we have to choose \( \alpha \propto \ell \).

Figure 1 | Mexican hat potential. (a) Bosonic atoms are confined in a combined trap with (i) an isotropic harmonic confinement and (ii) the dipole potential created by a blue-detuned, gaussian laser beam that plugs the trap center and pushes the particles away from this point. The resulting potential exhibits a Mexican-hat shape. (b) Under fast rotation, the single-particle energy spectrum exhibits a Landau Level picture (red dashes), where levels are arranged in quasi-degenerate manifolds as in the case of a purely harmonic trapping (blue asterisks). The level plot has been drawn for \( \delta = 0.09, \alpha = 3.0 \) and \( w = 8.0 \), parameters that we will use in the many-body problem for \( N = 9 \). The single-particle minimum of energy can be adjusted to any desired value on angular momentum by tuning the waist and the power of the plug beam \( (m = 8 \) in the present case). (c) In order to enter FQHE regime of the many-body interacting system, we propose to switch off the plug beam, eventually recovering the usual parabolic form.
Many-body physics. In the context of cold bosonic gases in the LLL subspace, two-particles interactions can be modelled by the contact potential

\[ H_2 = c_2 \sum_{i < j} \delta^{(2)}(z_i - z_j), \]

whose strength is given by the adimensional parameter \( c_2 = \sqrt{8\pi a_s/a_c} \), where \( a_s \) is the 3D s-wave scattering length and \( a_c = \sqrt{\hbar/M_o a_s} \) is the size of the ground state in the strongly confined direction\(^5\). Within the kernel of \( H_2 \) the \( n = 1/2 \) Laughlin state

\[ \Psi_{\text{Lau}} \propto \prod_{i<j} (z_i - z_j)^2 \exp\left(-\sum_{i} |z|^2/2\right) \]

has the lowest total angular momentum \( L_{\text{Lau}} = N(N-1) \), or equivalently the angular momentum per particle \( \ell_{\text{Lau}} = N - 1 \).

We first recall the practical difficulties to attain the FQHE regime via a thermodynamic route for a pure harmonic confinement in the \( xy \) plane. In a typical experiment with \(^{87}\text{Rb} \) atoms (\( a_s = 5 \) nm), a longitudinal frequency \( \omega_L/2\pi = 50 \) kHz gives \( a_c = 50 \) nm and an interaction parameter \( c_2 = 0.5 \). Then, already for a modest number of particles, the Laughlin state is reached only for rotation frequencies \( \Omega \) extremely close to the centrifugal limit \( \omega_L \). For \( N = 9 \) and \( c_2 = 0.5 \), we find using exact numerical diagonalization that the Laughlin state is the GS only for \( \delta_{\text{Lau}} < 5.5 \times 10^{-3} \) (see figure 2a). This very low threshold makes it difficult to transfer the desired angular momentum to the gas. Indeed when the stirrer consists of a rotating anisotropic potential \( \delta(x^2 - y^2)/2 \), the corresponding anisotropy \( \varepsilon \) must be chosen smaller than \( \delta \) to avoid a dynamical instability of the center-of-mass motion\(^13\). One has thus to restrict to extremely weak stirrers, with \( \varepsilon \) in the \( 10^{-3} \) range. However one must also choose \( \varepsilon \gg u \), where \( u \) is the strength of the static anisotropy defect \( u(x^2 - y^2)/2 \), otherwise the gas cannot be effectively set in rotation. Unfortunately, in realistic traps the typical values of \( u \) are at least of the order of \( 10^{-3} \). Consequently it is quite problematic to fulfill simultaneously these various constraints. Lastly, we mention that in such a thermodynamical procedure the temperature has to be kept below \( \delta \), i.e. the gap between the Laughlin state and the GS with \( L = L_{\text{Lau}} + 1 \) (the interaction energy is zero in both cases), which is a very stringent requirement.

Here we propose a different point of view where the FQHE regime can be tackled from a dynamical perspective, with a two-step procedure. The first step is addressed in this section and it consists in the preparation of a giant vortex state of \( N \) particles in the Mexican-hat potential of Fig. 1a, with the desired angular momentum \( L = L_{\text{Lau}} \). This preparation is easier than the direct production of the Laughlin state, thanks to the favourable parameter sensitivity of the Mexican-hat potential. More precisely the increased moment of inertia of the gas enables one to reach \( L \propto N^2 \) in a relatively broad interval of \( \Omega \). The second step involves the adiabatic transformation of the giant vortex state into the Laughlin state, and it will be analyzed in the next section.

In the limit case of no interactions, every single particle in the Mexican hat potential should rotate at angular momentum \( \ell = L/N \). The bosons then condense in the giant vortex state

\[ \Psi^{(N)}(\ell) \propto \prod_{i=1}^{N} z_i^{\ell} \exp\left(-\sum_{i} |z|^2/2\right), \]

similar to those already observed in\(^{14,15}\) and theoretically analyzed in\(^{16,17}\). As shown in the previous section, the window of stability \( I(\ell_{\text{Lau}}) \) is optimized for \( w = \ell_{\text{Lau}} \). For \( N = 9 \) the constraint \( x > w^2/4 \) imposes \( x > 2 \). We choose in the following \( x = 3 \), which leads to \( \delta_{\text{Lau}} \in (0.081, 0.101) \).

In the presence of interactions, the interval of values for \( \delta \) leading to a ground state with \( L = L_{\text{Lau}} \) can be determined either from a Bogoliubov analysis or from exact diagonalization. The main role of the interactions is to deplete the contribution of the mean angular momentum \( \ell \) in favour of neighbouring ones \( \ell \pm q \), with \( q \ll \ell \). For finite systems, the giant vortex state is the unique GS of our Hamiltonian, hence it does not suffer from dynamical instabilities as in the case of rotating Bose condensates in the mean field regime\(^{18,19}\). The Bogoliubov analysis is well suited for strong plucks (\( x > 1 \)) where the depletion is small, while for intermediate regimes a full many-body numerical treatment is needed (see Methods). Thanks to the angular momentum conservation, the exact diagonalization can be performed in each \( L \) sector separately and the conjugate variable \( \delta \) simply yields the energy shifts \( \Delta \Omega \). The phase diagram as a function of \( (x, \delta) \) is presented in Fig. 2b for \( N = 9, c_2 = 0.5 \). It strongly supports the sketch drawn before for non-interacting particles. In particular the computed ground state for a Mexican-hat potential with \( x = 3 \) possesses the required angular momentum \( L_{\text{Lau}} \) for the interval \( \delta_{\text{Lau}} \in (0.084, 0.105) \), very close to the one in absence of interaction. This corresponds to a \( \sim 10\% \) frequency difference between \( \Omega \) and \( \omega_L \), which is notably larger than the typical stirrer anisotropy needed to set a gas in rotation. This ensures that the preparation of the giant vortex state with \( L = L_{\text{Lau}} \) should be rather robust.

It is important to stress that the Mexican-hat potential is employed just for the scope of injecting the right quantity of angular momentum \( L_{\text{Lau}} \) and not for producing the Laughlin state itself. The situation considered here is thus completely different from former proposals suggesting to find a tradeoff between \( \Omega \) and \( x \) that optimizes the fidelity with the Laughlin state\(^20\).

Adiabatic evolution. Once the gas has gained the desired angular momentum \( L = N(N-1) \) via equilibrating in the giant vortex state (7), the stirrer at frequency \( \Omega \) can be suppressed. The situation becomes rotationally symmetric and the total angular momentum is thus conserved. Then, the slow removal of the laser plug will result in a redistribution of particles around the mean angular momentum \( \ell_{\text{Lau}} \) by repulsive interactions. Such a redistribution reaches a paradigmatic form in the unplugged harmonic trap, where the Laughlin state (6) has no interaction energy anymore. From a
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**Figure 2** | Phase diagram for \( N = 9 \) and \( c_2 = 0.5 \). Exact diagonalization in a truncated LLL basis (\( m \leq 2N = 18 \)) is performed separately for each sector of \( L \), thanks to rotational invariance. Energies are then shifted by the total angular momentum term \( \delta \bar{L} \delta \) to draw the phase boundaries. (a) In absence of the plug beam, \( x = 0 \), the window of stability for Laughlin angular momentum \( (L_{\text{Lau}} = 72) \) is narrow and extremely close to deconfinement limit. (b) Conversely, the region with \( L_{\text{Lau}} \) opens up and drifts away from \( \delta = 0 \) as the plug power \( x \) is ramped up (at constant \( w = 8 \)); the same happens for other large angular momenta around it. For large values of \( x \) (typically larger than unity), the GS found when varying \( \delta \) are essentially non-correlated states, where all atoms accumulate in the same giant vortex state. Consequently the total angular momentum \( L \) undergoes jumps of size \( N \), corresponding to the addition of one flux quantum to each particle.
technical point of view, we note that in absence of stirring we can now look for the GS of the gas in the laboratory frame, within the subspace of the \( L_2 \) that had been imparted to the cloud during the stirring phase.

The system will follow the instantaneous GS \( \Psi_0 \) if the unplugging path can be followed slowly enough to satisfy the adiabatic condition \( \langle [\Psi_0^{|(\partial H/\partial t)}| \Psi_0] \rangle \ll \Delta^2 \), where \( \Psi_0 \) represents an excited eigenstate of energy \( E_j \) of the instantaneous Hamiltonian \( H \), and where \( \Delta_j = E_j - E_0 \). We have checked numerically that the most stringent constraint originates from the first excited state \( \Psi_1 \) and we thus focus our discussion on this state. Once the gap \( \Delta = E_1 - E_0 \) is known from exact diagonalization, the changing rate of laser intensity \( x \) and/or its rescaled cross section \( \sigma = w^2/(N - 1) \) with time \( t \) is determined by the condition

\[
F_2 dx + F_1 dt \ll \Delta,
\]

where \( F_2 = \Delta^{-1} \langle [\Psi_0^{|(\partial U_{w}/\partial x)}| \Psi_0] \rangle \) is the matrix element of the potential variation in \( x = x, \sigma \). The minimal total time \( T \) required for adiabaticity will then be the integral of those functions along the chosen path, \( T = \int [F_2 dx + F_1 dt] \). In the following, we first consider the case where the waist is kept fixed, which is experimentally straightforward since it involves only a variation of the laser intensity; then we address the general case of changing of both \( x \) and \( \sigma \).

We have performed numerical simulations for up to \( N = 10 \) particles, in a LLL truncated single-particle basis \( m \leq 2N \), in order to test the validity of the adiabatic approximation (see Methods). For the chosen test case of \( N = 9 \), \( c_2 = 0.5 \), ramping down the intensity from the initial value \( x = 4.5 \) at constant \( \sigma = 1 \), we obtain \( T = 43 \) (in units of \( \omega^{-1} \)). Such a value of \( T \) is a reasonable time in state-of-art experiments, establishing the feasibility of our scheme for \( N = 9 \), as opposed to the procedure involving a purely harmonic rotating trap.

The exponentially increasing dimension of the Hilbert space and the strong correlations involved would go much further than \( N = 10 \) particles with the exact diagonalization method. To infer the behavior of larger samples, we performed finite size scaling\(^6\) of the relevant energies using the Bogoliubov approximation (see Methods). Our scheme requires the preparation of the gas in the ring with \( \alpha \propto N \) and \( \sigma = 1 \), for which the chemical potential goes as \( \mu \propto c_2 N^{1/2}/(2\pi \sigma^{1/2}) \). The LLL approximation requires \( \mu < 2 \) and working at fixed \( \mu \) implies \( c_2 \propto N^{-1/2} \). We then deduce that the energy gap behaves like \( \Delta \propto N^{-1/2} \) and the interaction energy as \( \langle H_2 \rangle \propto N \) (see Methods). We have plotted in Fig. 3(a)-(b) the variations of the gap \( \Delta \) and the interaction energy \( \langle H_2 \rangle \) using \( c_2 = 1.5N^{-1/2} \). The expected data collapse is well verified for values of \( \alpha/\sqrt{N} \) larger than 0.1.

A finite-size scaling can be performed also for the quantity \( F_2 \) entering the adiabatic condition (8) and we plot the result at fixed waist \( \sigma \) in Fig. 3c. This function takes its largest values in the interval \( x \in (0, \chi_c) \) with \( \chi_c = 0.1N \). We can therefore decompose the adiabatic path into two successive parts. In the first part the plug laser intensity \( x \) is decreased from \( \chi_c = 0.5N \) down to \( \chi_c \) and this can be done adiabatically in a relatively short time \( T_1 = \int_{\chi_c}^{0} F_2 dx \sim 3 \), independent of the number of particles (inset of Fig. 3c). In the second part (\( 0 \leq x \leq \chi_c \)) the breakdown of the scaling \( \Delta \propto N^{-1/2} \) imposes a slowdown in the reduction of the plug intensity. Interestingly, a preliminary finite-size analysis indicates that the minima of the gap curves shown in Fig. 3a scale to zero, signalling the existence of a quantum phase transition for \( N \to \infty \). The time \( T_2 = \int_{\chi_c}^{0} F_2 dx \) needed for this second part actually show a linear increase with \( N \), hampering the feasibility for more than a few tens of bosons.

The time evolution of spatial density profiles depicted in Fig. 4 (upper row) have been obtained from a sequence of adiabatically connected instantaneous eigenstates. From such a sequence it is clear that the gas starts feeding the trap center at the end of the path. An alternative strategy to ramp down the plug consists in reducing its waist \( w \) while maintaining \( x \) constant, this being performed in practice (up to the diffraction limit) using a motorized focusing optical element. The corresponding evolution of the density profile in the trap is represented in Fig. 4 (lower row) and in our specific case.
it can be covered adiabatically in half time with respect to the above situation (see Fig. 5).

A natural extension of our analysis is to consider a simultaneous ramping of $x$ and $\sigma$, in order to minimize the total evolution time while fulfilling the adiabaticity criterion. To this aim, constrained optimization techniques can be implemented using the data of the vector $(F_{\sigma}, F_{\rho})$, represented in Fig. 5. Experimentally, another effective way of reducing the adiabatic ramp time is to increase the interaction coupling constant $c_2$, hence the gap, via either Feshbach resonances\cite{25} or a tighter longitudinal confinement $\omega_z$. For a ramp of $\sigma$ only, our numerical calculations with $N = 9$ give $T = 65, 43, 20$ for $c_2 = 0.33, 0.5, 1.0$, respectively, corresponding to the empirical scaling law $T = 20c_2^{-1}$.

Finally we briefly address the consequences of some of the unavoidable experimental imperfections on the proposed scheme. The two principal perturbations that we can foresee are the imperfect centering of the plug beam and the residual trap anisotropy. We model these defects by writing the dipole potential created by the centering of the plug beam and the residual trap anisotropy. We

The two principal perturbations that we can foresee are the imperfect centering of the plug beam and the residual trap anisotropy. Here $\nu$ and $u$ are dimensionless coefficients characterising these imperfections. These two coupling terms break the rotation symmetry: in their presence, the angular momentum is not a conserved quantity anymore and the gas will undergo a cascade from $L = L_{\text{clean}}$ down to states with no angular momentum, by populating the first excited LL. To get a conservative estimate, we impose the very stringent condition that the total angular momentum remains unchanged over the adiabatic ramp time, and we estimate the corresponding constraint on $u$ and $v$ using time-dependent perturbation theory (see Methods). The constraint on $u$ is certainly the most challenging one. We find that the maximal tolerable trap anisotropy $u_{\text{max}} \leq 2\Delta_{\text{uu}}/N \approx 0.2c_2/N$. Taking $u \sim 10^{-3}$ as a realistic trap anisotropy, we find that our scheme should be operational for atom numbers up to $N_{\text{max}} = 100$ for $c_2 = 0.5$.

**Discussion**

One of the simplest techniques to probe cold atomic setups consists of taking time-of-flight (TOF) pictures\cite{3}. The absorption image of the density profile expanded after releasing the harmonic confinement contains indeed useful informations about the initial situation in the trap. In the specific case of bosons in the LLL regime, the density profile is self-similar in time and the TOF picture simply magnifies the original particle distribution in the trap\cite{25}. Given the direct connection between single-particle angular momenta and orbital radius (see Methods), a TOF image allows one to compute the angular momentum. The $v = 1/2$ Laughlin state with $N$ particles exhibits a fairly flat profile of density 0.5 inside a rim of radius $\sim \sqrt{N}$. Observing such TOF images would be already a first hint that one has effectively reached the QHE regime.

Multi-particle correlations offer even more insight into the many-body state. These correlations are directly accessible if one uses a detection scheme that can resolve individual atoms with sub-micron resolution\cite{26, 27}. Alternatively the two-body correlation function can be tested at short distances using the resonant photo-association of spatially close pairs\cite{27}. The amount of produced molecules is indeed directly related to the correlation function $g^{(2)}(0)$, which is also in direct correspondence with the interaction energy $\braket{\mathcal{H}_2}/c_2$ (Fig. 3b). Since the Laughlin state belongs to the kernel of $\mathcal{H}_2$, its presence will be signaled by a strong suppression of two-body losses. Moreover, in a strict analogy with solid state physics, we can imagine an experiment to measure FQHE plateaus in physical quantities. Namely, by varying the rotational offset $\delta$ in the giant vortex preparation stage it is possible to change $L$ by steps of $N$, i.e. move the penetrating magnetic flux in units of single quanta. Removing now the plug, the system will fall in a sequence of incompressible FQHE states: the final $g^{(2)}(0)$ is expected to display plateaus at discrete values as a function of initial $\delta$.

**Figure 4** | Density profile during adiabatic evolution ($N = 9$). The leftmost panel corresponds to a giant vortex like structure, whereas the rightmost one depicts the flat disk shaped profile of the Laughlin state. In the upper row $\sigma = 1$ is kept constant while $x = 1, 0.5, 0.4, 0.3, 0.2, 0.1, 0$. The last part of the ramp down procedure $0 < x \lesssim 0.1$ is the slowest, due to the large value of $F_\sigma$ in this region (see Fig. 3c). In the lower row we squeeze the laser waist $\sigma = 1, 0.5, 0.25, 0.125, 0.025, 0.00625, 0$. at fixed intensity $x = 1$: particles spread towards the inner part of the trap in a different way, corresponding in a lower value of $F_\rho$ and faster allowed rates of change. For systems within LLL, density profiles after trap release and time-of-flight imaging will simply display rescalings of these pictures.

**Figure 5** | Map of adiabaticity requirements. Absolute value of the vector $(F_{\sigma}, F_{\rho})$ is plotted in the coloured map for $N = 9$, evidencing the large value of $F_\sigma$ at large $\sigma = \omega^2/(N - 1)$ and small $x$, as well as the more favorable condition if one uses a reduction in time of the beam waist. The two paths described in the text give $T = 40$ (solid blue line) and $T = 20$ (dashed blue line). Superimposed white arrows represent the directions of the vector $(F_{\sigma}, F_{\rho})$. This plot can serve for conceiving more intricate paths with the help of optimization techniques.
Production, observation and control of anyons is one of the most intriguing quests motivating the considerable efforts towards FQHE regime. Anyons are quasiparticles with the peculiar property of satisfying unusual braiding rules when moving around each other. In the Laughlin case, the anyonic excitations are quasihole Hamiltonian (11) can be rewritten in dimensionless units as

\[ H_{\text{LL}} = \frac{\xi}{\mu_0 M_0} \sum_{m,n} \frac{1}{\sqrt{\rho_m \rho_n}} \left( \frac{m}{\rho_m} + \frac{n}{\rho_n} \right) \left( \frac{m}{\rho_m} - \frac{n}{\rho_n} \right), \]

with \( a^\dagger = -\frac{\hbar}{e v_F} b^\dagger b - a a \),

\[ e^{\frac{\hbar}{e v_F} b^\dagger b - a a} \]

Methods

L. L. approximation. Freezing the longitudinal degrees of freedom by a large \( c_o \), the single-particle Hamiltonian (11) can be rewritten in dimensionless units as

\[ H_{\text{LL}} = \frac{2 \pi a + 1}{\hbar^2} \left( b^\dagger b - a a \right), \]

where \( \rho_m \) is bounded by 1% for all the simulations presented (see Fig. 1c).

Condensate in the ring. Given the noninteracting energies (3) with a minimum in \( m = 0 \), the GS of \( H_{\text{LL}} = \sum_{n=0}^{N} \delta_{n,0} a^\dagger a \) is given by the giant vortex (7). The angular momentum \( L \) gets depleted by the insertion of two body interactions (11) in favour of the nearest ones \( \ell + q, \ell - q \), with \( q < \ell \). For a condensate of \( N_o \) particles in the single \( m = \ell \), the most dominant terms in \( H_{\text{LL}} \) are

\[ H_{\text{LL}} = c_s \frac{\sqrt{\pi q}}{e^2 \epsilon} \left[ \sum_{q} \left( N_0 + \sum \delta_{n,0} b^\dagger b \right) \right]^2, \]

where new operators \( \theta_{k} \) have been defined and the Striling approximation \( n! \approx \sqrt{2\pi n} e^{-n} n^{n+\frac{1}{2}} \) employed. The coupling \( c_s \) gets renormalized by \( e^{1/2} \) as a consequence of the wavefunction localization on a ring of length 2\( \pi \ell \). Eliminating \( N_{o} \) by the number operator \( N_{o} = \sum b^\dagger b \), the overall Hamiltonian \( H_{\text{LL}} + H_{\text{LL}} \) reads

\[ H = H_{\text{LL}} + \frac{g^2}{2} \sum_{q} \left( \sum_{\ell} \rho_{\ell} \rho_{\ell - q} \right) \left( \rho_{\ell + q} \rho_{\ell} \right), \]

with \( g = \frac{c_s}{2 \sqrt{\pi} \epsilon} \) and \( \rho_{\ell} \equiv \rho_{\ell + q} - 2 \rho_{\ell} / e \) for small \( q \) and \( \epsilon \) is the exponential constant. Under the proposed scaling \( x = \ell - N = 1 \), increasing \( N \) enhances the importance of interactions with respect to single-body energies.

The quadratic bosonic model (12) can be exactly solved by the Bogoliubov transformation \( \rho_{\ell} = \text{U}_{\ell q} \rho_{\ell - q} \text{U}_{q}^\dagger \) with \( \text{U}_{q} = \text{U}_{-q} \) for which

\[ H_{\text{LL}} = H_{\text{LL}} + \frac{g^2}{2} \sum_{q} \left( \sum_{\ell} \rho_{\ell} \rho_{\ell - q} \right) \left( \rho_{\ell + q} \rho_{\ell} \right), \]

which is the decimation of particles outside the condensate,

\[ \frac{N - N_0}{N} - \frac{1}{N} \sum_{q} \left( \sum_{\ell} \rho_{\ell} \rho_{\ell - q} \right) \left( \rho_{\ell + q} \rho_{\ell} \right) \frac{g^2}{2} \sum_{q} \left( \sum_{\ell} \rho_{\ell} \rho_{\ell - q} \right) \left( \rho_{\ell + q} \rho_{\ell} \right), \]

and the chemical potential

\[ \mu = \frac{E_{\text{LL}}}{N} \left( 1 - \frac{g^2}{2} \left( \frac{N_0}{N} \right)^{1/2} \right), \]

whose leading term is the expected result from the Gross–Pitaevskii approach in the LLL. Working at constant \( \mu < 2 \), as required by LLL approximation, implies a scaling \( c_s = CN^{-1/2} \), with \( C = 2 \sqrt{\pi} / e \) (see Fig. 3). Moreover, \( x \propto N \) implies that \( Q \propto N^{1/2} \), ensuring the vanishing of the depletion fraction. The radial confinement is rather strong, since the standard deviation \( \delta \) grows only as \( N^{1/2} \), as deducted from the calculation \( \langle J_z \rangle = \sum_{q} \langle q \rangle q N \sqrt{Q} \langle q \rangle \langle q \rangle^{-1} \),

\[ \langle q \rangle = \frac{2 \sqrt{\pi} \epsilon}{e} \left( \frac{N_0}{N} \right)^{1/2}, \]

the energy gap to the first excitation \( |\phi_1 \rangle = \pi_q \eta_q \eta_{q-\ell} \phi_0 \) with the same \( L \) reads

\[ \Delta = \frac{c_s}{c_s^2} = 2 \sqrt{2 \pi} \left( Q^{1/2} - 1 \right)^2 = 1 - 2 \sqrt{2 \pi} \frac{Q}{Q}. \]

and vanishes as \( N \rightarrow 0 \) just as \( c_s \), i.e. the energy scale of the final Laughlin state (Fig. 3).

Within such Bogoliubov analysis, it is also possible to determine the scaling of many other interesting quantities: e.g. the interaction energy (Hence) = \( c_s \epsilon \left( \frac{Q}{Q} \right) \) scales as \( N \).
Robustness against trap defects. The main experimental defects that may hinder our protocol are a residual static quadrupole anisotropy \( u \) and an off-centering \( v \) of the plug beam, which are described by the single-particle potentials \( \mathcal{H}_u = u(x^2 - y^2)/2 \) and \( \mathcal{H}_v = v |x - y|/2 \). Both terms break the rotation symmetry and couple manifolds corresponding to different total angular momenta. We consider first the coupling \( \mathcal{H}_u \) since it turns out to have the largest impact for practical conditions. Its second-quantized expression can be written as

\[
\mathcal{H}_u^{(i)} = \frac{u}{4} \sum_{\nu p} \sqrt{(n+1)(n+2)} \left( d_{\nu p}|a_{\nu p}|^2 + H.c. \right),
\]

where \( d_{\nu p} \) creates a particle in the one-body state \( |\psi_{\nu p}\rangle \). In the absence of trap defects, we assume that the adiabatic approximation is valid and that the system is at any time in the instantaneous GS \( |\Psi_{\nu p}\rangle \) of the time-dependent Hamiltonian \( \mathcal{H}_u \), given by the trapping potential plus the interaction energy. The state \( |\Psi_{\nu p}\rangle \) has angular momentum \( L \), energy \( E_u \) and belongs to the LLL (\( p = 0 \)). We estimate the influence of \( \mathcal{H}_u \) by calculating perturbatively the depletion of the probability for finding the system in \( |\Psi_{\nu p}\rangle \). The states that can be reached are given at first order by the action of the various terms in \( \mathcal{H}_u \) on \( |\Psi_{\nu p}\rangle \). The first contribution \( \mathcal{H}_u^{(i)} \) induces a coupling to other LLL states having angular momentum \( L \pm 2 \). The contributions \( \mathcal{H}_u^{(i)} \) and \( \mathcal{H}_u^{(ii)} \) connect \( |\Psi_{\nu p}\rangle \) with states having both angular momentum \( L - 2 \) and belonging to the first and second excited LLL, respectively. We denote these normalized states as \( \{ j \} \). In analogy with the textbook problem of Rabi oscillations, we find that the initial state \( |\Psi_{\nu p}\rangle \) is protected from depletion towards another eigenstate \( |\Psi_{\nu p}\rangle \) of \( \mathcal{H}_u \) with energy \( E_u \) if the energy detuning \( E_u - E_l \) is much bigger than the coupling \( \Gamma_u = \langle |\Psi_{\nu p}| \langle \mathcal{H}_u^{(i)} |\Psi_{\nu p}\rangle \rangle \). In the opposite case where \( \Gamma_u \gg |E_u - E_l| \), the population of \( |\Psi_{\nu p}\rangle \) slumps down as \( 1 - \sin^2(\frac{\pi}{2} \frac{\Gamma_u}{E_u}) \). In such a resonant case, we should have \( \Gamma_u \ll |E_u - E_l| \), where \( T_a \) is the total time of evolution, to avoid any significant leakage from the initial state \( |\Psi_{\nu p}\rangle \). Once the stirring has been stopped, the dominant Hamiltonian in the laboratory frame corresponds to the single-particle motion in the trapping potential

\[
\mathcal{H}_u^{(i)} = \frac{u}{4} \sum_{\nu p} \sqrt{(n+1)(n+2)} \left( d_{\nu p}|a_{\nu p}|^2 + H.c. \right).
\]

With respect to \( \mathcal{H}_u^{(i)} \) the state \( |\Psi_{\nu p}\rangle \) has the same energy as \( |\Psi_{\nu p}\rangle \) and the coupling between these two states is thus the dominant escape route from \( |\Psi_{\nu p}\rangle \). To estimate the corresponding rate, we concentrate on the last part of the adiabatic evolution and we take \( |\Psi_{\nu p}\rangle \) equal to the Laughlin state, where \( L = \langle N - 1 \rangle \). The coupling matrix element is then

\[
\Gamma_u^{(i)} = \langle |\Psi_{\nu p}| \langle \mathcal{H}_u^{(i)} |\Psi_{\nu p}\rangle \rangle = \frac{u}{4} \sum_{\nu p} \sqrt{(n+1)(n+2)} \left( d_{\nu p}|a_{\nu p}|^2 + H.c. \right).
\]

Since \( \mathcal{H}_u^{(i)} \) and \( \mathcal{H}_u^{(ii)} \) have the same trapping energy, the detuning \( |E_u - E_l| \) originates solely from the difference in interaction energy. More precisely a lower bound for this detuning is the Laughlin gap \( \Delta_{\text{Laughlin}} = 0.1 \text{eV} \). Hence, for \( N = 10 \) and \( c_2 = 0.5 \), the non-resonant condition \( 1.1 \lesssim |E_u - E_l| \) is satisfied if the defect amplitude \( u \) is much less than \( 10^{-5} \). As for \( u = 10^{-5} \) we expect the population in \( |\Psi_{\nu p}\rangle \) to decay in a time on the order of \( 1/T_u^{(i)} \approx 20 \).

The off-centering defect \( \mathcal{H}_v \) expanded at first order in \( v \) connects \( |\Psi_{\nu p}\rangle \) only with states \( |\Psi_{\nu p}\rangle \) whose energy detuning is equal to 1. This large detuning is favourable to minimise the departure rate from \( |\Psi_{\nu p}\rangle \). Moreover, the influence of this defect fades away together with the plug during time evolution. Hence, repeating a similar analysis as for \( \mathcal{H}_u \), we eventually find that the condition \( \Gamma_u \ll |E_u - E_l| \) is safely fulfilled when \( v < 1 \) (in units of the trap length), which is not a stringent condition in practice.
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