Abstract. If $F$ is a $C^\infty$ function whose composition $F \circ \sigma$ with a blowing-up $\sigma$ belongs to a Denjoy-Carleman class $C_M$, then $F$, in general, belongs to a larger class $C_M(2)$; i.e., there is a loss of regularity. We show that this loss of regularity is sharp. In particular, loss of regularity of Denjoy-Carleman classes is intrinsic to arguments involving resolution of singularities.

1. Introduction

Quasianalytic Denjoy-Carleman classes $C_M$ go back to E. Borel [11] and were characterized (following questions of Hadamard that arose from work of Holmgren on the heat equation) by the Denjoy-Carleman theorem [15, 13]. We recall that $C_M$ is a class of $C^\infty$ functions with bounds on derivatives determined by a logarithmically convex sequence $M = (M_k)_{k \in \mathbb{N}}$. Quasianalytic classes arise in model theory as the classes of $C^\infty$ functions that are definable in a given polynomially-bounded o-minimal structure [20, 25]. Relevant background on Denjoy-Carleman and quasianalytic classes is presented in Section 2 below.

Given a (log convex) sequence $M = (M_k)_{k \in \mathbb{N}}$ and a positive integer $p$, we denote by $M^{(p)}$ the shifted sequence $(M_{pk})_{k \in \mathbb{N}}$, and by $M^p$ the sequence of $p$th powers $(M^p_k)_{k \in \mathbb{N}}$. In general, $C_M \subseteq C_{M^{(p)}} \subseteq C_{M^p}$; moreover, $C_M = C_{M^{(p)}}$ if and only if $C_M$ is the class of analytic functions. We recall that the shifted class $C_M(2)$ is the smallest Denjoy-Carleman class containing all $g \in C^\infty((0, \infty))$ such that $g(t^2) \in C_M(\mathbb{R})$ [22, Rmk. 6.2], cf. [12].

The goal of this paper is to extend this result to blowings-up. We can express the blowing up of the origin in the plane $\mathbb{R}^2$ using polar coordinates, as the mapping $\sigma : \mathbb{R}^2 \to \mathbb{R}^2$ given by

$\sigma(r, \theta) = (r \cos \theta, r \sin \theta)$

(the universal covering of the standard blowing-up). If $F \in C^\infty(\mathbb{R}^2)$ is a function such that $F \circ \sigma \in C_M(\mathbb{R}^2)$, then $F \in C_M(2)(\mathbb{R}^2)$, by [3, Lemma 3.4]. We will show that this estimate is sharp.
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Theorem 1.1 (Sharp estimate for blowing up). Let $C_M$ be a Denjoy-Carleman class closed under differentiation, such that $C_{M^2} = C_{M(2)}$. Then, for every Denjoy-Carleman class $C_N \subset C_{M(2)}$, there exists $F \in C_{M(2)}(\mathbb{R}^2)^2 \setminus C_N(\mathbb{R}^2)$ such that $F \circ \sigma \in C_M(\mathbb{R}^2)$.

Moreover, under the hypothesis that the class $C_M$ is quasianalytic, our techniques provide the following result.

Theorem 1.2 (Quasianalytic estimate for blowing up). Let $C_M$ be a quasianalytic Denjoy-Carleman class closed under differentiation. For every Denjoy-Carleman class $C_N \subset C_{M(2)}$ such that $\lim(N_k/M_k)^{1/k} = 0$, there exists $F \in C_{M(2)}(\mathbb{R}^2)^2 \setminus C_N(\mathbb{R}^2)$ such that $F \circ \sigma \in C_M(\mathbb{R}^2)$.

In particular, if $C_M$ properly contains the analytic functions, then there exists $F \in C_{M(2)}(\mathbb{R}^2)^2 \setminus C_M(\mathbb{R}^2)$ such that $F \circ \sigma \in C_M(\mathbb{R}^2)$.

Note that, if $F \circ \sigma \in C_M$, then $F$ restricts to a function of class $C_M$ on any nonsingular $C_M$ curve (since $\sigma$ restricts to an isomorphism from a lifting of any such curve); in particular, $F$ is formally of class $C_M$ at every point. Therefore the loss of regularity (i.e., the fact that $F$ belongs to the Denjoy-Carleman class $C_{M^2}$ or $C_{M(2)}$ instead of $C_M$, according to Theorems 1.1 or 1.2) is intrinsically a phenomenon of two or more variables—it cannot be observed by sampling the function on a nonsingular curve. An earlier example of a function of class $C^\infty$ (as opposed to Denjoy-Carleman) of more than one variable, which is not in $C_M$, although its restriction to any nonsingular $C_M$ curve is of class $C_M$, was constructed by Jaffe [17]. In contrast, all explicit constructions of $C_M$ functions of which we are aware (e.g., [1, 6, 11, 13, 17, 19, 21, 22, 23; cf. the historical survey 9]), are either one variable constructions or of the form $h_1 \circ h_2$, where $h_1$ is a one variable $C_M$ function and $h_2$ is real-analytic.

The hypothesis that $C_{M(2)} = C_{M^2}$ in Theorem 1.1 is mild in the sense that standard examples of quasianalytic Denjoy-Carleman classes usually satisfy this hypothesis (e.g., $M_k = \log(k)^k$, $M_k = \log(\log(k))^k$, etc.); moreover, in quasianalytic classes, the condition is verified for “almost every” $k \in \mathbb{N}$ (see Lemma 2.5 for a precise result). It is nevertheless possible to construct examples of quasianalytic classes where the hypothesis is not satisfied.

Proposition 1.3 (Classes such that $C_{M^2} \subset C_{M(2)}$). There is a Denjoy-Carleman class $C_M$ closed under differentiation, such that $C_{M^2}$ is quasianalytic and $C_{M^2} \subset C_{M(2)}$.

The paper is organized as follows. In Section 2 we provide all necessary background on quasianalytic Denjoy-Carleman classes $C_M$, including new results about shifted classes (Lemmas 2.2 and 2.3). In Section 3 we explicitly construct the main example and we prove Theorems 1.1 and 1.2. The construction relies on two preliminary steps (see §§3.2 and 3.3), where we provide tight estimates for the “bricks” and “building blocks” of the main construction. The main example is constructed in §3.4 and Theorems 1.1 and 1.2 are proved in §3.5. Finally, we prove Proposition 1.3 in Section 4.

1.1. Algebraic properties of quasianalytic classes. A Denjoy-Carleman class $C_M$ which is closed under differentiation and quasianalytic admits resolution of singularities, according to [7, 8]. Resolution of singularities is a powerful technique which, roughly speaking, associates to a function $f \in C_M(U)$ a finite composite of
Sharon estimates for blowing down Denjoy-Carleman functions

2. Preliminaries

2.1. Denjoy-Carleman classes. We use standard multiindex notation: Let \( \mathbb{N} \) denote the nonnegative integers. If \( \alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{N}^n \), we write \( |\alpha| := \alpha_1 + \cdots + \alpha_n \), \( \alpha! := \alpha_1! \cdots \alpha_n! \), \( x^\alpha := x_1^{\alpha_1} \cdots x_n^{\alpha_n} \), and \( \partial^{|\alpha|}/\partial x^\alpha := \partial^{\alpha_1+\cdots+\alpha_n}/\partial x_1^{\alpha_1} \cdots \partial x_n^{\alpha_n} \). We also write \( \partial^\alpha := \partial^{|\alpha|}/\partial x^\alpha \).

Definition 2.1 (Denjoy-Carleman classes). Let \( M = (M_k)_{k \in \mathbb{N}} \) denote a sequence of positive real numbers which is logarithmically convex; i.e., the sequence \( (M_{k+1}/M_k) \) is nondecreasing. A Denjoy-Carleman class \( C = C_M \) is a class of \( C^\infty \) functions determined by the following condition: A function \( f \in C^\infty(U) \) (where \( U \) is open in \( \mathbb{R}^n \)) is of class \( C_M \) if, for every compact subset \( K \) of \( U \), there exist constants \( A, B > 0 \) such that

\[
|\frac{\partial^{|\alpha|}f}{\partial x^\alpha}| \leq AB^{|\alpha|} M_{|\alpha|}
\]

on \( K \), for every \( \alpha \in \mathbb{N}^n \).

The logarithmic convexity assumption implies that \( M_j M_k \leq M_0 M_{j+k}, \) for all \( j, k \), and that the sequence \( ((M_k/M_0)^{1/k}) \) is nondecreasing. The first of these conditions guarantees that \( C_M(U) \) is a ring, and the second that \( C_M(U) \) contains the ring \( \mathcal{O}(U) \) of real-analytic functions on \( U \), for every open \( U \subset \mathbb{R}^n \). (If \( M_k = 1 \), for all \( k \); then \( C_M = \mathcal{O} \).) A Denjoy-Carleman class \( C_M \) is closed under composition, by Roumieu \[20].

We will always assume that \( M \) satisfies the additional assumption,

\[
\sup \left( \frac{M_{k+1}}{M_k} \right)^{1/k} < \infty;
\]

the latter implies that \( C_M \) is closed under differentiation. The converse of this statement is due to S. Mandelbrojt \[19\]. In a Denjoy-Carleman class \( C_M \), closure

blowings-up \( \sigma : V \rightarrow U \) such that \( f \circ \sigma \) is everywhere locally a monomial times a unit. This technique was explored in the last twenty years in order to study geometric and algebraic properties of quasianalytic classes \[8, 23, 22, 24, 3, 5, 4\]. Solutions of problems on Denjoy-Carleman classes \( C_M \) using resolution of singularities, in general lead to loss of regularity, in the sense that a problem involving data of class \( C_M \) has solutions in a shifted class \( C_{M(p)} \), for certain \( p \in \mathbb{N} \) \[3, 5\]. Theorem \[14\] shows that loss of regularity is an essentially unavoidable limitation of the technique of resolution of singularities. It seems important, therefore, to understand whether loss of regularity is a limitation only of the technique, or is intrinsic to geometric questions on Denjoy-Carleman classes.

For example, resolution of singularities is used in \[3\] Proposition 4.9 to show that principal ideals in a local ring of functions in a quasianalytic Denjoy-Carleman class \( C_M \) are closed, modulo loss of regularity; i.e., given \( f, g \in C_M(U) \), where \( U \) is a neighbourhood of 0 \( \in \mathbb{R}^n \), if \( f \) formally divides \( g \) at 0, then there is a function \( h \in C_M(V) \) in a neighbourhood \( V \) of 0, such that \( g = f \cdot h \), where \( p \in \mathbb{N} \) depends only on \( f \). If loss of regularity were necessary in this problem, this would imply that local rings in a quasianalytic class \( C_M \) are not, in general, Noetherian. The question of Noetherianity in quasianalytic geometry goes back to \[14\] (see also \[27\]).
under differentiation is equivalent to closure under division by a coordinate; i.e., if 
\[ f \in C_M(U) \]
then
\[ f(x_1, \ldots, x_{i-1}, a, x_{i+1}, \ldots, x_n) = 0, \]
where \( a \in \mathbb{R} \), then \( f(x) = (x_i - a)h(x) \), where \( h \in C_M(U) \).

Finally, closure under differentiation implies closure under inverse (Komatsu \cite{18}; see \cite{8} for a simple proof). More precisely, let \( \varphi : U \to V \) denote a \( C_M \)-mapping between open subsets \( U, V \) of \( \mathbb{R}^n \). Let \( a \in U \) and suppose that the Jacobian matrix \( (\partial \varphi / \partial x)(a) \) is invertible. Then there are neighbourhoods \( U' \) of \( a \) and \( V' \) of \( b := \varphi(a) \), and a \( C_M \)-mapping \( \psi : V' \to U' \) such that \( \psi(b) = a \) and \( \psi \circ \varphi \) is the identity mapping of \( U' \).

### 2.2. Comparison between Denjoy-Carleman classes.

The following criteria are due to Cartan and Mandelbrojt (see \cite{19} Thm. XI). If \( C_M, C_N \) are Denjoy-Carleman classes closed under differentiation, then:

(a) \( C_N(U) \subseteq C_M(U) \), for all \( U \), if and only if
\[
\sup_{k \in \mathbb{N}} (N_k / M_k)^{1/k} < \infty;
\]

(b) \( C_N(U) \nsubseteq C_M(U) \), for all \( U \), if and only if
\[
\sup_{k \in \mathbb{N}} (N_k / M_k)^{1/k} < \infty \quad \text{and} \quad \inf_{k \in \mathbb{N}} (N_k / M_k)^{1/k} = 0.
\]

We note that for any Denjoy-Carleman class \( C_M \), there is a function in \( C_M((0, 1)) \) which is nowhere in any smaller class (by Jaffe \cite{17} Thm. 1.1); E. Borel constructed a function in \( C_M((0, 1)) \) that is nowhere analytic \cite{10} Chapt. 2.

### 2.3. Shifted Denjoy-Carleman classes.

Given \( M = (M_j)_{j \in \mathbb{N}} \) and a positive integer \( p \), let \( M^{(p)} \) denote the sequence \( M_j^{(p)} := M_{pj} \). If \( M \) is logarithmically convex, then \( M^{(p)} \) is logarithmically convex:

\[
\frac{M_{kp}}{M_{(k-1)p}} = \frac{M_{kp}}{M_{kp-1}} \cdots \frac{M_{kp-p+1}}{M_{kp-p}} \leq \frac{M_{kp+p}}{M_{kp+p-1}} \cdots \frac{M_{kp+1}}{M_{kp}} = \frac{M_{(k+1)p}}{M_{kp}}.
\]

Therefore, if \( C_M \) is a Denjoy-Carleman class, then so is \( C_{M^{(p)}} \). Clearly, \( C_M \subseteq C_{M^{(p)}} \). Moreover, if \( C_M \) satisfies assumption (2), then the same is true for \( C_{M^{(p)}} \).

We recall that \( C_M(2) \) is the smallest Denjoy-Carleman class containing all \( g \in C^\infty(\mathbb{R}) \) such that \( g(t^2) \in C_M(\mathbb{R}) \) \cite{22} Rmk. 6.2.

In Lemma 2.2 following, we characterize sequences \( M \) such that the shifted class \( C_{M^{(2)}} \) equals \( C_{M^2} \), where \( M^2 := (M^2_k)_{k \in \mathbb{N}} \). By log-convexity, \( C_M^2 \subseteq C_{M^{(2)}} \). In order to obtain equality, we need the additional condition, \( \inf_{k \in \mathbb{N}} \left\{ \left( \frac{M_k^2}{M_{2k}} \right)^{1/k} \right\} > 0 \).

The latter is a regularity condition that complements log-convexity. More precisely, by log-convexity,

\[
\frac{M_{2k}^2}{M_{2k}} = M_k \cdot \frac{M_k}{M_{k+1}} \cdots \frac{M_{2k-1}}{M_{2k}} \leq M_k \left( \frac{M_k}{M_{k+1}} \right)^k,
\]

so that

\[
\left( \frac{M_{2k}^2}{M_{2k}} \right)^{1/k} \leq \frac{M_{k+1}^{1+1/k}}{M_{k+1}}, \quad \text{for all } k \in \mathbb{N}.
\]

\( \quad \)
The right hand side of (3) can be used to characterize sequences $M$ such that $C_{M^2} \subset C_{M(2)}$.

**Lemma 2.2.** Let $M$ be a log convex sequence with $M_0 = 1$. Then $C_{M^2} = C_{M(2)}$ if and only if

$$\inf_{k \in \mathbb{N}} \left\{ \frac{M_{k+1}^{1/k}}{M_{k+1}} \right\} > 0$$

**Proof.** The “if” direction is immediate from inequality (3). To prove the converse, note that there exists a constant $a > 0$ such that

$$M_k \geq a^{k/(k+1)} \cdot M_{k+1}^{k/(k+1)}$$

for all $k \in \mathbb{N}$.

By applying this inequality $k$ times, it therefore follows that

$$M_k \geq \prod_{j=1}^{k} a^{j/(k+j)} \cdot M_{2k}^{1/2}$$

and, using Jensen’s inequality, we get

$$\left( \frac{M_{2k}}{M_{2k}^2} \right)^{1/k} \geq \prod_{j=1}^{k} a^{2/(k+j)} \geq \exp \left( \log(a^2) \sum_{j=1}^{k} \frac{1}{k+j} \right) \geq a^k,$$

proving the converse. \qed

2.4. **Quasianalytic Denjoy-Carleman classes.** We say that a Denjoy-Carleman class $C_M$ is quasianalytic if it satisfies the following condition: if $f \in C_M(U)$ has Taylor expansion zero at $a \in U$, then $f$ is identically zero near $a$. According to the Denjoy-Carleman theorem \[16\] Thm. 1.3.8], the class $C_M$ is quasianalytic if and only if

$$\sum_{k=0}^{\infty} \frac{M_k}{(k+1)M_{k+1}} = \infty \quad \text{or, equivalently,} \quad \sum_{k=0}^{\infty} \frac{1}{(k+1)M_k^{1/k}} = \infty.$$

(Equivalence of the latter two criteria follows from log-convexity of $M$.) In the following, a quasianalytic Denjoy-Carleman class $C_M$ is always assumed to be closed under differentiation. Quasianalytic Denjoy-Carleman classes $C_M$ admit resolution of singularities by sequences of blowings-up \[7\] \[8\].

For a quasianalytic class $C_M$, the shifted sequence $M^{(2)}$ and the squared sequence $M^2$ are “almost everywhere” comparable. In order to make this statement precise, we first recall the notion of density.

**Definition 2.3** (Density of indices). Consider a set of positive integers $\Lambda$. For every $n \in \mathbb{N}$, let $A_\Lambda(n)$ denote the cardinality of the set $\{ k \in \Lambda; k \leq n \}$. The density $\delta(\Lambda)$ of the set $\Lambda$ is defined as

$$\delta(\Lambda) := \lim_{n \to \infty} \frac{A_\Lambda(n)}{n}.$$

**Remark 2.4.** By the Abel summation formula \[2\] Thm. 4.2],

$$\sum_{k \in \Lambda, k \leq n} \frac{1}{k} = \int_1^n \frac{A_\Lambda(x)}{x^2} \, dx + \frac{A_\Lambda(n)}{n}.$$
In particular, if $\delta(\Lambda) > 0$ then, for every sufficiently large $n$,

$$\sum_{k \in \Lambda, k \leq n} \frac{1}{k} > \frac{\delta(\Lambda)}{2} \log n.$$

**Lemma 2.5** (Comparison between $C_{M^2}$ and $C_{M^{(a)}}$). Let $M$ be a log convex sequence with $M_0 = 1$, such that $C_M$ is quasianalytic. Then, for every $\varepsilon \in (0, 1)$,

$$\delta(\Lambda_{\varepsilon}) = 0, \quad \text{where} \quad \Lambda_{\varepsilon} := \left\{ k \in \mathbb{N} : \left( \frac{M_k^2}{M_{2k}} \right)^{1/2k} < 1 - \varepsilon \right\}.$$

**Proof.** Assume, for the sake of contradiction, that $\Lambda_{\varepsilon}$ does not have zero density. Thus there exists a subset $\tilde{\Lambda}_{\varepsilon} \subseteq \Lambda_{\varepsilon}$ of positive density. Now, there exists an increasing sequence $(\tilde{a}_k)_{k \in \mathbb{N}} \subset \Lambda_{\varepsilon}$ such that the sets $\{ k \in \mathbb{N}; \tilde{a}_k+1 \leq 2^n \}$ have cardinality at least $\delta(\tilde{\Lambda}_{\varepsilon})2^{n-1}$, for all $n$ sufficiently large.

This means that, for $n$ large enough, at most $1/\delta(\tilde{\Lambda}_{\varepsilon})$ subsequent intervals $[2^{l-1}, 2^l)$, $l = n + 1, n + 2, \ldots$, do not contain points of $(\tilde{a}_k)$. We can, therefore, choose a subsequence $(a_k)_{k \in \mathbb{N}} \subset (\tilde{a}_k)_{k \in \mathbb{N}}$ with the following properties: $a_{k+1} \geq 2a_k$, each interval $[2^{l-1}, 2^l)$ contains at most one point $a_k$, and $\{ k \in \mathbb{N}; a_{k+1} \leq 2^n \}$ has cardinality at least $\delta(\tilde{\Lambda}_{\varepsilon})2^{n}/4$, for $n$ large enough.

Now consider $L_n = M_n^{1/2n}$ and note that, since $L$ is increasing, for sufficiently large $n$,

$$\frac{1}{L_{2^n}} \leq \prod_{a_{k+1} \leq 2^n} \frac{L_{a_k}}{L_{a_{k+1}}} \leq \prod_{a_{k+1} \leq 2^n} \frac{L_{a_k}}{L_{2a_k}} \leq \prod_{a_{k+1} \leq 2^n} (1 - \varepsilon) \leq (1 - \varepsilon)^{\delta(\tilde{\Lambda}_{\varepsilon})2^{n}/4}.$$

We conclude that

$$\sum_{n \geq 1} \frac{1}{nL_n} = \sum_{m \geq 0} \frac{1}{nL_n} \leq \sum_{m \geq 0} \frac{1}{L_{2^m}} \sum_{n=2^m}^{2^{m+1}-1} \frac{1}{n} \leq (\log 2) \sum_{m \geq 0} \frac{1}{L_{2^m}} < \infty$$

(where we use the fact that $1/L_{2^n}$ is bounded by a geometric series). This contradicts the Denjoy-Carleman criterion [4] for quasianalyticity of $C_M$. \hfill \Box

3. Construction of the main function

3.1. Ostrowski function. The Ostrowski function $\varphi_M(r)$ associated to the sequence $M$ is defined by

$$\varphi_M(r) := \sup_{n \geq 0} \frac{r^{n+2}}{M_n}$$

(see [23]). When there is no risk of confusion, we will denote $\varphi_M$ by $\varphi$. We recall the following well-known property of $\varphi_M$.

**Lemma 3.1** (Property of Ostrowski function). Let $M$ be a log convex sequence with $M_0 = 1$, and consider the sequence $m_k := M_{k+1}/M_k$, $k \in \mathbb{Z}_{\geq 0}$. The function $\varphi = \varphi_M$ satisfies the property,

$$m_{k+1}^{2+k} \varphi(m_k) = M_k. \quad (5)$$

**Proof.** Note that

$$m_{k+1}^{2+k} \varphi(m_k) = \inf_{n \geq 0} \frac{M_n}{m_k^{n-k}} = \inf_{n \geq 0} \frac{M_n}{M_k^{n-k}} \leq M_k.$$
By log-convexity of the sequence \((M_k)\) we get
\[
\frac{M_n \cdot M_{k}^{n-k}}{M_{k+1}^{n-k}} \geq \frac{M_k \cdot M_{k+1}^{n-k}}{M_{k}^{n-k}} = M_k, \quad \text{if} \ n > k,
\]
and
\[
\frac{M_n \cdot M_{k-n}^{k-n}}{M_{k}^{k-n}} \geq \frac{M_k \cdot M_{k}^{n-k}}{M_{k-n}^{n-k}} = M_k, \quad \text{if} \ n < k.
\]
It follows that (5) holds. \(\square\)

### 3.2. Brick function and a priori estimates.

It is important to get tight estimates on derivatives of the “bricks” used in this work. In this section, we derive a priori estimates via Cauchy estimates.

**Remark 3.2 (Cauchy estimate).** Let \(f : U \subset \mathbb{C}^2 \rightarrow \mathbb{C}\) be an holomorphic function. Fix a point \(x \in U\), and positive real numbers \(r_1\) and \(r_2\) such that the bi-disk
\[
\mathbb{D}_2 := \{ |z_i - x_i| \leq R_i, i = 1, 2 \}
\]
is contained in \(U\). The Cauchy estimate is given by:
\[
(6) \quad \left| \frac{\partial^\alpha f(x)}{\alpha!} \right| \leq \max_{z \in \mathbb{D}_2} \frac{|f(z)|}{R_1^{\alpha_1} R_2^{\alpha_2}}, \quad \text{for all} \ \alpha \in \mathbb{Z}_{\geq 0}^2.
\]

Given constants \(q \geq 1, m \geq 1\) and \(0 < \rho < 1\), we consider the following brick function:
\[
u_{q,m,\rho}(x) := \frac{\rho^2}{r^2 + (x_1 - \rho q)^2 + (mx_2)^2}.
\]
We will use the following to estimate the derivatives of the brick function.

**Lemma 3.3 (A priori estimate).** For every \(c \in \mathbb{R}_{>0}\) and \(\alpha = (\alpha_1, \alpha_2) \in \mathbb{Z}_{\geq 0}^2\),
\[
\left| \frac{1}{\alpha !} \cdot \partial^\alpha \left( \frac{1}{c + x_1^2 + x_2^2} \right) \right| \leq \frac{8 \cdot 8^{\alpha}}{(c + x_1^2 + x_2^2)^{1+|\alpha|/2}}.
\]

**Proof.** Consider the holomorphic function \(f(z) = (c + z_1^2 + z_2^2)^{-1}\) and a point \(x \in \mathbb{R}^2\). Let \(\mathbb{D}_2\) now denote the bi-disk
\[
\mathbb{D}_2 := \left\{ (z_1, z_2) \in \mathbb{C}^2 : |z_i - x_i| \leq \sqrt{c} \right\},
\]
and note that \(|x_1| + |x_2| \leq \sqrt{2c + x_1^2 + x_2^2}\). It follows from the triangle inequality that
\[
\max_{z \in \mathbb{D}_2} |f(z)| = \max_{z \in \mathbb{D}_2} \left( c + (z_1 - x_1 + x_1)^2 + (z_2 - x_2 + x_2)^2 \right)^{-1}\]
\[
\leq \max_{z \in \mathbb{D}_2} \left( c + x_1^2 + x_2^2 - 2|x_1| \cdot |z_1 - x_1| - 2|x_2| \cdot |z_2 - x_2| \right)\]
\[
\leq \left( (c + x_1^2 + x_2^2)^{-1} \right) = 8f(x).
\]
Using the Cauchy estimate (6), we get
\[
\left| \frac{\partial^\alpha f(x)}{\alpha!} \right| \leq \max_{z \in \mathbb{D}_2} |f(z)| \cdot \left( \frac{\sqrt{x_1^2 + x_2^2 + c}}{8} \right)^{-|\alpha|} \leq \frac{8 \cdot 8^{\alpha}}{(c + x_1^2 + x_2^2)^{1+|\alpha|/2}}. \quad \square
\]
Remark 3.4 (A priori estimate on the brick function). It follows from Lemma 3.3 that, for every $q \geq 1$, $m \geq 1$, $0 < \rho < 1$ and $\alpha = (\alpha_1, \alpha_2) \in \mathbb{Z}_{\geq 0}^2$,

$$\left| \frac{\partial^\alpha u_{q,m,\rho}(x)}{\alpha!} \right| \leq \rho^2 \cdot m^{\alpha_2} \cdot 8^{\alpha_1+1} \cdot \left( \frac{u_{q,m,\rho}(x)}{\rho^2} \right)^{1+|\alpha|/2}.$$

Now let us consider the blowing-up $\sigma: \mathbb{R}^2 \to \mathbb{R}^2$ (in polar coordinates),

$$\sigma(r, \theta) = (r \cos \theta, r \sin \theta),$$

and the composite brick function

$$v_{q,m,\rho}(r, \theta) := u_{q,m,\rho} \circ \sigma(r, \theta) = \frac{\rho^2}{\rho^2 + (r \cos \theta - \rho q)^2 + (m \cdot r \sin \theta)^2}.$$

Lemma 3.5 (A priori estimate on the blowing-up of the brick function). There is a (universal) constant $C > 0$ such that for all real numbers $q \geq 1$, $m \geq 1$, $0 < \rho < 1$, as well as all $\alpha \in \mathbb{Z}_{\geq 0}^2$, $r \geq 0$ and $|\theta| \leq \pi$,

$$\left| \frac{\partial^\alpha v_{q,m,\rho}(r, \theta)}{\alpha!} \right| \leq m^{\alpha_2} \cdot (1 + q^2)^{\alpha_1} \cdot C^{\alpha_1+1}.$$

Proof. Fix $r \geq 0$ and $\theta \in [-\pi, \pi]$, and let $x_1 = r \cos \theta - \rho q$, $x_2 = m r \sin \theta$. By Taylor approximation, there exists $A > 1$ such that for every complex number $w \in \mathbb{C}$ with $|w - \theta| \leq 1$, we have

$$(7)$$

$$| \sin \theta - \sin w | \leq A \cdot |\theta - w|,$$

$$| \cos \theta - \cos w | \leq | \sin \theta | \cdot | \theta - w | + A \cdot | \theta - w |^2.$$

We now consider the bi-disc $\mathbb{D}_2 := \{(w_1, w_2) \in \mathbb{C}^2 : |w_1 - r| \leq R_1, |w_2 - \theta| \leq R_2\}$, where the ratios are given by

$$R_1 := \frac{(64 \rho)^{-1} \sqrt{\rho^2 + x_1^2 + x_2^2}}{|\cos \theta| + m |\sin \theta|}, \quad R_2 := \min \left\{ 1, \frac{(64 \rho)^{-1} \sqrt{\rho^2 + x_1^2 + x_2^2}}{m \cdot r \cdot A + r \cdot |\sin \theta| + \sqrt{r \cdot A}} \right\},$$

and we provide estimates for $R_1$, $R_2$ and $\max_{w \in \mathbb{D}_2} |v_{q,m,\rho}(z)|$ which allow us to conclude using Cauchy estimates. Indeed, since $m > 1$ and $A > 1$,

$$\frac{1}{R_1} = 64 \rho \cdot \frac{|\cos \theta| + m |\sin \theta|}{\sqrt{(r \cos \theta - \rho q)^2 + m^2 (r \sin \theta)^2 + \rho^2}} \leq 64 \left( 1 + \frac{\rho m |\sin \theta|}{\sqrt{(r \cos \theta - \rho q)^2 + (r \sin \theta)^2 + \rho^2}} \right) \leq 128 m;$$

$$\frac{1}{R_2} = \max \left\{ 1, \frac{m \cdot r \cdot A + r \cdot |\sin \theta| + \sqrt{r \cdot A}}{\sqrt{\rho^2 + x_1^2 + x_2^2}} \right\} \leq 8^3 \cdot A \cdot m \cdot \max \left\{ 1, \frac{3 \rho r}{\sqrt{\rho^2 + x_1^2 + x_2^2}} \right\}.$$
Let \( z = w \) (where \( \text{Proposition 3.6} \)). Building block and a priori estimates. which implies that, if \( C > 8 \), we have
\[
\frac{1}{R_2} \leq 8^3 \cdot A \cdot m \cdot \max \left\{ 1, \frac{3pr}{\sqrt{\rho^2 + (r \cdot \cos(\theta) - q\rho)^2 + (mr \sin(\theta))^2}} \right\} 
\leq 8^3 \cdot A \cdot m \cdot \max \left\{ 1, \frac{3pr}{\sqrt{\rho^2 + (r \cdot \cos(\theta))^2}} \right\} 
\leq 8^4 \cdot A \cdot m \cdot (1 + \rho q).
\]
Let \( z = (z_1, z_2) \) denote the complexification of \( x \), i.e.,
\[
z_1 = w_1 \cdot \cos w_2 - q, \quad z_2 = m \cdot w_1 \sin w_2
\]
(where \( w_1, w_2, z_1, z_2 \in \mathbb{C} \)), so that, using the triangle inequality, we get
\[
|z_1 - x_1| \leq |w_1 - r| \cos w_2 - \cos \theta | + |w_1 - r|| \cos \theta |, \\
\frac{|z_2 - x_2|}{m} \leq |w_1 - r| \sin w_2 - \sin \theta | + |w_1 - r|| \sin \theta |.
\]
Now, by the choices of \( R_1 \) and \( R_2 \), for all \( w \in \bar{D}_2 \), we have
\[
|z_1 - x_1| \leq |w_1 - r| \cos \theta | + r \left( |\sin \theta | \cdot |w_2 - \theta| + A \cdot |w_2 - \theta|^2 \right) 
\leq (64\rho)^{-1} \sqrt{\rho^2 + x_1^2 + x_2^2}, \\
|z_2 - x_2| \leq m \cdot |w_1 - r| \sin \theta | + r \cdot A \cdot m \cdot |w_2 - \theta| 
\leq (64\rho)^{-1} \sqrt{\rho^2 + x_1^2 + x_2^2},
\]
which implies that, if \( w \in \bar{D}_2 \), then \( z \in D_2 \), where \( D_2 \) is the bi-disc in the proof of Lemma \( \text{3.3} \). If follows from the estimate in Lemma \( \text{3.3} \) that
\[
\max_{w \in \bar{D}_2} \left| v_{q,m,\rho}(z) \right| \leq \max_{z \in \bar{D}_2} \left| (1 + z_1^2 + z_2^2)^{-1} \right| \leq \frac{4}{1 + x_1^2 + x_2^2} \leq 4.
\]
We conclude using Cauchy estimates, taking \( C > 0 \) sufficiently big (for example, \( C = 8^4 A \)).

### 3.3. Building block and a priori estimates

**Proposition 3.6 (Base function).** Given a log convex sequence \( M \) with \( M_0 = 1 \), there exists a “base function” \( h \in C^\infty(\mathbb{R}^2) \) with the following properties:

(i) for every \( x = (x_1, x_2) \in \mathbb{R}^2 \) and \( \alpha \in \mathbb{Z}_{\geq 0}^2 \),
\[
|\partial^\alpha h(x)| \leq \frac{64 \cdot 8^{|\alpha|+1} \alpha!}{(1 + x_1^2 + x_2^2)^{|\alpha|/2}} \cdot M_{\alpha},
\]

(ii) for any \( n \in \mathbb{Z}_{\geq 0} \),
\[
\left| \frac{\partial^{2n}}{\partial x_1^n} h(0,0) \right| \geq \frac{(2n)!}{2^{2n}} \cdot M_{2n}.
\]

**Proof.** Let \( h(x) \) denote the function
\[
h(x) := \sum_{k \geq 1} m_k^2 \phi(m_k) \cdot \frac{1}{x_1^2 + (m_k x_2)^2 + 1},
\]
where \( m_k = M_{k+1}/M_k \) and \( \varphi = \varphi_M \) is the Ostrowski function. By Lemma 3.3 and the chain rule,

\[
(8) \quad |\partial^\alpha f(x)| \leq 64 \cdot 8^{|\alpha|+1} \alpha! \sum_{k \geq 1} \frac{m_k^{2+|\alpha|}}{2^k \varphi(m_k)} \frac{m_k^{\alpha_2}}{2^k} \frac{m_k^{\alpha_2}}{(x_1^2 + (m_k x_2)^2 + 1)^{1+|\alpha|/2}},
\]

for every \( \alpha \in \mathbb{Z}_\geq0^2 \). It follows from the definition of \( \varphi \) and the fact that \( m_k \geq 1 \) that

\[
|\partial^\alpha f(x)| \leq \frac{64 \cdot 8^{|\alpha|+1} \alpha!}{(x_1^2 + x_2^4 + 1)^{1+|\alpha|/2}} \sum_{k \geq 1} \frac{m_k^{2+|\alpha|}}{2^k \varphi(m_k)} \frac{m_k^{\alpha_2}}{2^k} \frac{m_k^{\alpha_2}}{(x_1^2 + (m_k x_2)^2 + 1)^{1+|\alpha|/2}},
\]

proving the upper-bound estimate (i). Next, from the Taylor expansion of \((1+z)^{-1}\), we get

\[
\frac{\partial^{2n}}{\partial x_2^{2n}} f(x,0) = (-1)^n (2n)! \sum_{k \geq 1} \frac{1}{2^k} \cdot \frac{m_k^{2n+2}}{\varphi(m_k)},
\]

and, using Lemma 3.1, we conclude that

\[
\left| \frac{\partial^{2n}}{\partial x_2^{2n}} f(x,0) \right| = (2n)! \sum_{k \geq 1} \frac{1}{2^k} \cdot \frac{m_k^{2n+2}}{\varphi(m_k)} \geq (2n)! \cdot \frac{m_k^{2n+2}}{2^{2n}} \cdot \frac{m_k^{\alpha_2}}{\varphi(m_k)} = (2n)! \cdot M_{2n},
\]

proving the lower bound estimate (ii).

Now, let \( \rho \in (0,1) \) and let \( q = (q,0) \in \mathbb{R}^2 \). We consider the function

\[
f_{q,\rho}(x) := h\left(\frac{x}{\rho} - q\right),
\]

and we denote by \( p = (\rho \cdot q,0) \) the associated centre point.

**Remark 3.7** (*A priori* estimates on the building block). It follows from Proposition 3.6 and the chain rule, that for every \( \rho > 0 \) and \( q \geq 1 \), the function \( f_{q,\rho}(x) \) satisfies the following estimates:

(i) for every \( x \in \mathbb{R}^2 \) and \( \alpha \in \mathbb{Z}_\geq0^2 \),

\[
|\partial^\alpha f_{q,\rho}(x)| \leq \frac{64 \rho^2 \cdot 8^{|\alpha|+1} \alpha! M_{\alpha_2}}{(\|x - q\rho\|^2 + \rho^2)^{1+|\alpha|/2}}.
\]

(ii) for every \( n \in \mathbb{Z}_{\geq0} \),

\[
|\partial^{2n} f_{q,\rho}(p)| \geq \frac{(2n)! \cdot M_{2n}}{4^n \cdot \rho^{2n}}.
\]

Now, let us consider the blowing-up \( \sigma : \mathbb{R}^2 \rightarrow \mathbb{R}^2 \) (in polar coordinates),

\[
\sigma(r,\theta) = (r \cos \theta, r \sin \theta).
\]

Set \( g_{\rho,q} := f_{q,\rho} \circ \sigma(r,\theta) \). We summarize the main properties of \( g_{\rho,q} \):

**Lemma 3.8** (*A priori* estimate on the blowing-up of the building block). Let \( M = (M_n) \) denote a log convex sequence starting with \( M_0 = M_1 = 1 \). Then there is a universal constant \( C > 0 \) such that, for every \( \rho \in (0,1) \), \( q \geq 1 \), \( \alpha \in \mathbb{Z}_{\geq0}^2 \), \( r > 0 \) and \( \theta \in [-\pi,\pi] \),

\[
|\partial^\alpha g_{\rho,q}(r,\theta)| \leq C^{\alpha_1+1} \cdot (1 + q\rho)^{\alpha_2} \cdot \alpha! \cdot M_{|\alpha|}.
\]
Proof. From the definitions of $h$ and $f_{q,p}$, we obtain

$$g_{q,p}(r, \theta) = \sum_{k \geq 0} \frac{m_k^2}{2^k \varphi(m_k)} \cdot \frac{\rho^2}{(r \cos \theta - q \rho)^2 + (m_k r \sin \theta)^2 + \rho^2}$$

$$= \sum_{k \geq 0} \frac{m_k^2}{2^k \varphi(m_k)} v_{q,m_k,p}(r, \theta).$$

where $v_{q,m_k,p}(r, \theta) = u_{q,m_k,p} \circ \sigma$ is the brick function. Now, by Lemma 3.3 with $m = m_k$, we get

$$|\partial^\alpha g_{q,p}| \leq C^{[\alpha]+1} \cdot (1 + q \rho)^{\alpha_2} \sum_{k \geq 0} \frac{m_k^2}{2^k \varphi(m_k)} m_k^{[\alpha]}.$$ 

and the result follows from the definition of $\varphi$. \hfill \square

3.4. A flat construction. Let $M$ be an increasing log convex sequence such that $M_0 = 1$. Let $E : [0, \infty) \to [0, 1)$ denote an increasing continuous function such that

$$E(0) = 0 \quad \text{and} \quad \lim_{r \to 0^+} \frac{E(r)}{r} = \infty.$$

Consider the sequences

$$\rho_n := M_n/M_{n+1}, \quad q_n := (E(\rho_n)/\rho_n, 0).$$

Let $\Lambda \subset 2\mathbb{N}$ be an unbounded set of indices such that $q_\lambda > 1$, for every $\lambda \in \Lambda$. We denote by $\Gamma$ the data $(\Lambda, \rho_n, q_n)$, and we consider the function

$$F_\Gamma(x, y) := \sum_{\lambda \in \Lambda} \frac{f_{q_n, \rho_n}(x)}{\varphi(\rho_n^1)^\lambda \varphi(\rho_n^1)^\lambda}.$$ 

We will provide conditions on the data $\Gamma$ in terms of the asymptotic behaviour of the sequence

$$\delta_\lambda := \text{dist} \left( q_\lambda \rho_\lambda , \{ q_\lambda \rho_\lambda \} \right) = \text{dist} \left( E(\rho_\lambda) , \{ E(\rho_\lambda) \} \right).$$

Lemma 3.9 (Regularity of $F_\Gamma$). The function $F_\Gamma$ belongs to $C_{M^2}(\mathbb{R}^2)$.

Proof. By the definition of $\varphi$ and Remark 5.7 if $x \in \mathbb{R}^2$, then

$$\left| \sum_{\lambda \in \Lambda} \frac{\partial^\alpha f_{q_n, \rho_n}(x)}{2^\lambda \varphi(\rho_n^1)^\lambda} \right| \leq 64 \cdot 8^{[\alpha]+1} \cdot \alpha ! \cdot M_{[\alpha]} \sum_{\lambda \in \Lambda} \frac{\rho_\lambda^2}{2^\lambda \varphi(\rho_n^1)^{[\alpha]+2}}$$

$$\leq 8^{[\alpha]+3} \alpha ! M_{[\alpha]} < \infty.$$ 

It follows from the Weierstrass M-test that $F_\Gamma$ is $C^\infty$ at $\mathbb{R}^2$, and the bounds above guarantee that it is in $C_{M^2}$.

Now, consider the blowing-up $\sigma(r, \theta) = (r \cos \theta, r \sin \theta)$, and set $G_\Gamma := F_\Gamma \circ \sigma(r, \theta)$. We obtain the following estimates.

Lemma 3.10 (Estimates of $F_\Gamma$ after blowing up). The function $G_\Gamma$ belongs to $C_{\hat{M}}(\mathbb{R}^2)$.

Proof. From the definitions of $F_\Gamma$ and $G_\Gamma$, we get

$$G_\Gamma(r, \theta) = \sum_{\lambda \in \Lambda} \frac{g_{q_n, \rho_n}(r, \theta)}{2^\lambda \varphi(\rho_n^1)^\lambda}.$$
so it follows from Lemma 3.8 that
\[
|\partial^\alpha G_T(r, \theta)| \leq C^{[\alpha]+1} \alpha! M_{[\alpha]} \sum_{\lambda \in \Lambda} \frac{1}{2^\lambda \varphi(\rho_\lambda)} (1 + q_\lambda \rho_\lambda)^{\alpha_2}.
\]
Since \(q_\lambda \rho_\lambda = E(\rho_\lambda)\), which is bounded by 1, and \(\varphi(\rho_\lambda^{-1}) \geq 1\) (because \(\rho_\lambda < 1\)), we obtain
\[
|\partial^\alpha G_T(r, \theta)| \leq (2C)^{[\alpha]+1} \alpha! M_{[\alpha]}.
\]  
\[\square\]

**Lemma 3.11** (Lower estimates on \(F_T\)). Suppose that the class \(Q_M\) is closed under differentiation. Then there is a constant \(B > 0\) (depending only on \(M\)) which satisfies the following property: Assume there exists \(\lambda_0 \in \Lambda\) such that \(\delta_\lambda \geq BM^{-1/\lambda}\) when \(\lambda \geq \lambda_0\) and \(\lambda \in \Lambda \subset 2\mathbb{N}\). Then there exists an infinite sequence of points \(x_\lambda \to 0\) and a constant \(\epsilon > 0\) such that
\[
|\partial_t^\lambda F_T(x_\lambda)| \geq \frac{\epsilon^\lambda \lambda! M_\lambda M_{x_\lambda}}{4^\lambda}, \text{ for } \lambda \geq \lambda_0 \text{ and } \lambda \in \Lambda \subset 2\mathbb{N}.
\]

*Proof.* Consider the sequence of points \(x_n = \rho_n q_n\), which converges to the origin. Note that
\[
|\partial_t^\lambda F_T(x_n)| \geq \frac{1}{2^\lambda \varphi(\rho_n)} |\partial_t^\lambda f_{t, \rho_n}(z_n)| - \left| \sum_{\lambda' \neq \lambda} \frac{\partial_t^\lambda f_{t, \rho_n}(z_{\lambda'})}{2^\lambda \varphi(\rho_n^{1/\lambda})} \right|.
\]
If follows from Remark 3.7 and Lemma 3.1 that
\[
|\partial_t^\lambda F_T(x_\lambda)| \geq \frac{\lambda! M_\lambda}{(2\rho_\lambda)^\lambda \varphi(\rho_\lambda)} - \frac{\lambda! M_\lambda 8^{\lambda+3}}{\delta_\lambda^3} \sum_{\lambda' \neq \lambda} \frac{1}{2^\lambda}.
\]

Now, since the class is closed under differentiation, it follows from the criterion \([2]\) that there exists \(\epsilon \in (0, 1]\) such that \(\rho_\lambda^2 M_\lambda M_{x_\lambda} \geq \epsilon^\lambda M_\lambda M_{x_\lambda}\). Let \(B = 8^\delta \epsilon^{-1}\). Under the hypothesis of the lemma, for \(\lambda \geq \lambda_0\),
\[
|\partial_t^\lambda F_T(x_\lambda)| \geq \frac{\epsilon^\lambda \lambda! M_\lambda M_{x_\lambda}}{2^\lambda} - \frac{\epsilon^\lambda \lambda! M_\lambda M_{x_\lambda}}{8^\lambda} \geq \frac{\epsilon^\lambda \lambda! M_\lambda M_{x_\lambda}}{4^\lambda}.
\]
\[\square\]

### 3.5. Proofs of the main Theorems 1.1 and 1.2.

The main technical result of this section is the following lemma.

**Lemma 3.12.** Let \(M\) denote a log convex sequence with \(M_0 = 1\), such that \(C_M\) is a Denjoy-Carleman class closed under differentiation. Let \(\Lambda' \subset \mathbb{N}\) be an infinite set of indices such that
\[
\inf_{k \in \Lambda'} \left\{ \left( \frac{M_{k_2}}{M_{2k}} \right)^{1/k} \right\} > 0.
\]
Then there exists an infinite subset \(\Lambda \subset \Lambda'\), a constant \(K \in \mathbb{R}_{>0}\), a sequence of points \((x_\lambda)_{\lambda \in \Lambda} \subset \mathbb{R}^2\) tending to \((0, 0)\), and a function \(F \in C_M(\mathbb{R}^2)\), such that \(F \circ \sigma \in C_M(\mathbb{R}^2)\) and
\[
|\partial_{x_2}^\lambda F(x_\lambda)| \geq K^\lambda \lambda! M_{2\lambda}, \quad \text{for all } \lambda \in \Lambda.
\]
Proof. Let $E$ denote a function as in (9), and let $\rho_n$ and $q_n$ denote the sequences given by (10). Let $B > 0$ be the constant (depending only on $M$) given by Lemma 3.11. The proof of the lemma is divided into two steps:

Step I. Suppose that $\Lambda' \cap 2\mathbb{N}$ is an infinite set. We construct $\Lambda$ satisfying the assumption in Lemma 3.11. By the hypothesis above and equation (3), showing that the assumption in Lemma 3.11 is satisfied.

$\xi := \inf_{\lambda \in \Lambda'} \left\{ \left( \frac{M_\lambda}{M_{\lambda + 1}} \right)^{1+1/\lambda} \right\} > 0$, and $\inf_{\lambda \in \Lambda} \left\{ \left( \frac{M_\lambda^2}{M_{2\lambda}} \right)^{1/\lambda} \right\} > 0$.

Since the sequence $(\rho_n)_{n \geq 1}$ is decreasing to zero, we can choose infinite $\Lambda \subset \Lambda'$ sparse enough that $E(\rho_\lambda) > 2E(\rho_{\lambda'})$, for any $\lambda, \lambda' \in \Lambda$ such that $\lambda < \lambda'$. We fix such $\Lambda$, and will prove that it satisfies the assumption in Lemma 3.11. Indeed, for fixed $\lambda \in \Lambda$, let $\lambda_-$ and $\lambda_+$ denote the smaller and larger neighbours of $\lambda$ (respectively); i.e.,

$$\lambda_- := \max(\Lambda \cap (0, \lambda)), \quad \lambda_+ := \min(\Lambda \cap (\lambda, +\infty)).$$

Let

$$\delta_\lambda := \min\{E(\rho_{\lambda_-}) - E(\rho_\lambda), E(\rho_\lambda) - E(\rho_{\lambda_+})\}.$$ 

Since $(\rho_n)_{n \geq 1}$ is decreasing,

$$\delta_\lambda \geq \frac{1}{2} \min\{E(\rho_{\lambda_-}), E(\rho_\lambda)\} = \frac{E(\rho_\lambda)}{2}.$$

By (9) and the first condition in (11), there exists $\lambda_0$ such that

$$\delta_\lambda \geq \frac{E(\rho_\lambda)}{2} > B\xi^{-1}\rho_\lambda = B\xi^{-1}\frac{M_\lambda}{M_{\lambda + 1}} \geq \frac{B}{M_\lambda^{1/\lambda}}, \quad \text{for } \lambda \geq \lambda_0,$$

showing that the assumption in Lemma 3.11 is satisfied.

Finally, consider the function $F_\Gamma$ determined by the data $(\Lambda, \rho_n, q_n)$. By Lemmas 3.9 and 3.10, $F \in C_{M^2}(\mathbb{R}^2) \subset C_{M^{2/3}}(\mathbb{R}^2)$ and $F_\Gamma \circ \sigma \in C_M(\mathbb{R}^2)$. By Lemma 3.11 and the second condition in (11), there exists $\epsilon > 0$ and a sequence of points $x_\lambda \to 0$ such that

$$|\partial_y^\lambda F_\Gamma(x_\lambda)| \geq \frac{e^{\epsilon\lambda}M_\lambda M_{\lambda}^2}{\delta^\lambda} \geq \frac{e^{\epsilon\lambda}M_\lambda M_{2\lambda}}{8^\lambda}, \quad \text{for } \lambda \geq \lambda_0,$$

as we wanted to prove.

Step II. Suppose that $\Lambda' \cap 2\mathbb{N}$ is a finite set. Consider the set of indexes $\tilde{\Lambda}' = \{\lambda + 1 : \lambda \in \Lambda'\}$ and note that $\tilde{\Lambda}' \cap 2\mathbb{N}$ is infinite. It follows from the Step I that there exist an infinite subset $\tilde{\Lambda} \subset \tilde{\Lambda}'$, a constant $\tilde{F} \in \mathbb{R}_{>0}$, a sequence of points $(x_\lambda)_{\lambda \in \tilde{\Lambda}} \in \mathbb{R}^2$, and a function $\tilde{F} \in C_{M^{2/3}}(\mathbb{R}^2)$, such that $F \circ \sigma \in C_M(\mathbb{R}^2)$ and

$$|\partial_x^\lambda \tilde{F}(x_\lambda)| \geq \tilde{F}^\lambda \lambda! M_{2\lambda}, \quad \text{for all } \lambda \in \tilde{\Lambda}.$$

Let $\Lambda := \{\lambda - 1 : \lambda \in \tilde{\Lambda}\} \subset \Lambda'$ and set $F := \partial_x \tilde{F}$. Since $C_{M^{2/3}}$ is closed under differentiation (cf. [2,3]), it follows that $F \in C_{M^{2/3}}(\mathbb{R}^2)$. Note that

$$F \circ \sigma = \frac{1}{r} \left( r \sin \theta \partial_r (\tilde{F} \circ \sigma) + \cos \theta \partial_\theta (\tilde{F} \circ \sigma) \right);$$
it follows that $F \circ \sigma \in \mathcal{C}_M$, since $\tilde{F} \circ \sigma \in \mathcal{C}_M$ and $\mathcal{C}_M$ is closed under differentiation and division by a monomial. Finally, note that the point $x_\lambda$ is well-defined for every $\lambda \in \Lambda$, and

$$|\partial_{x_2}^\lambda F(x_\lambda)| = |\partial_{x_2}^{\lambda+1} \tilde{F}(x_\lambda)| \geq \mathcal{K}^{\lambda+1}(\lambda + 1)! M_{2\lambda + 2} \geq \mathcal{K}^\lambda \lambda! M_{2\lambda}.$$  

for some $\mathcal{K} > 0$; this completes the proof of the second step and of the lemma.

We can now prove the main theorems.

**Proof of Theorem 1.1.** Consider $\mathcal{C}_N \subset \mathcal{C}_M(2)$. By hypothesis, $\mathcal{C}_M^2 = \mathcal{C}_M(2)$. By the criterion of §2.2(b) applied to $\mathcal{C}_N$ and $\mathcal{C}_M^2$, there exists an infinite subset $\Lambda' \subset \mathbb{N}$ such that

$$\inf_{k \in \Lambda'} \left\{ \left( \frac{N_k}{M_{2k}} \right)^{1/k} \right\} = 0$$  

and

$$\inf_{k \in \Lambda'} \left\{ \left( \frac{M_k^2}{M_{2k}} \right)^{1/k} \right\} > 0.$$  

The result follows easily from Lemma 3.12.

**Proof of Theorem 1.2.** Consider $\mathcal{C}_N \subset \mathcal{C}_M(2)$ such that $\lim_{k \to \infty} \left( \frac{N_k}{M_{2k}} \right)^{1/k} = 0$. By Lemma 2.5, there exists an infinite subset of indices $\Lambda' \subset \mathbb{N}$ such that

$$\inf_{k \in \Lambda'} \left\{ \left( \frac{M_k^2}{M_{2k}} \right)^{1/k} \right\} > 0,$$

whereas $\inf_{k \in \Lambda'} \left\{ \left( \frac{N_k}{M_{2k}} \right)^{1/k} \right\} = 0$. The result again follows easily from Lemma 3.12.

4. **Proof of Proposition 1.3**

Fix a positive increasing sequence $(v_k)$ such that $v_k \to \infty$, $v_{k+1} \uparrow 1$ and $v_{2k} \uparrow \infty$; for example, we may take $v_k = \prod_{j \leq k} (1 + 1/\sqrt{j})$, for every $k \in \mathbb{N}$. Let $\Lambda = (\lambda_n)$ be an increasing sequence of nonnegative even integers with $\lambda_0 = 0$, such that

$$|\Lambda \cap 2 \cdot \Lambda| = \infty, \quad \text{and} \quad \sum_{n > 0} \frac{\log \lambda_{n+1} - \log \lambda_n}{v_n^2} = \infty.$$  

For every $k \in \mathbb{N}$ such that $\lambda_n \leq k < \lambda_{n+1}$, set $L_k = v_n$. Finally, set $M_k = L_k^k$. Let us verify that $\mathcal{C}_M$ is the class sought:

$\mathcal{M}$ is a log convex sequence. Indeed, let $a_k = \log M_k - \log M_{k-1}$. By direct computation,

$$a_k = \log(v_n), \quad \text{if} \quad \lambda_n < k \leq \lambda_n;$$

$$a_k = \log(v_n) + (k - 1) \log \left( \frac{v_n}{v_{n-1}} \right), \quad \text{if} \quad k = \lambda_n.$$  

This implies that $(a_k)$ is an increasing sequence, and the result follows.

$\mathcal{C}_M$ is closed under differentiation. Let

$$b_k = \left( \frac{M_{k+1}}{M_k} \right)^{1/k} = \frac{L_{k+1}}{L_k} \cdot L_{k+1}^{1/k}.$$
It is enough to show that $b_k$ is bounded from above. By the inequality of arithmetic and geometric means, $b_k \leq (L_{k+1}/L_k)^2$, and direct computation shows that

$$\left( \frac{L_{k+1}}{L_k} \right)^2 = 1, \quad \text{if } \lambda_n < k + 1 \leq \lambda_n;$$

$$\left( \frac{L_{k+1}}{L_k} \right)^2 = \left( \frac{v_n}{v_{n-1}} \right)^2, \quad \text{if } k + 1 = \lambda_n,$$

so there is indeed an upper bound.

$C_{M(2)}$ is quasianalytic. Since $L_n$ is non-decreasing,

$$\sum_{n \geq 1} \frac{1}{n L_{2n}^2} \geq \sum_{n \geq 1} \frac{1}{L_{2n+1}^2} = \sum_{n \geq 1} \sum_{\lambda_n \leq 2k+1 < \lambda_{n+1}} \frac{1}{L_n^2} \geq \sum_{n \geq 1} \frac{\log \lambda_{n+1} - \log \lambda_n}{v_n^2}.$$

By assumption, the sum on the right hand side is divergent.

$C_{M^2} \subsetneq C_{M(2)}$. Observe that

$$\left( \frac{M_{k+2}^2}{M_k^2} \right)^{1/k} \leq \left( \frac{L_k}{L_{2k}} \right)^2.$$

Since $\Lambda \cap 2\Lambda$ is an infinite and $v_k / v_{2k} \to 0$, we see that zero is a partial limit of the sequence above. By construction, the partial limits of this sequence are 0 and 1. In particular,

$$\limsup_{k \to \infty} \frac{M_{2n}}{M_{2n}} \leq 1 \quad \text{and} \quad \liminf_{k \to \infty} \frac{M_{2n}}{M_{2n}} = 0.$$

The assertion follows from the criterion §2.2(b). □
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