One-point localization for branching random walk in Pareto environment
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Abstract

We consider a branching random walk on the lattice, where the branching rates are given by an i.i.d. Pareto random potential. We show a very strong form of intermittency, where with high probability most of the mass of the system is concentrated in a single site with high potential. The analogous one-point localization is already known for the parabolic Anderson model, which describes the expected number of particles in the same system. In our case, we rely on very fine estimates for the behaviour of particles near a good point. This complements our earlier results that in the rescaled picture most of the mass is concentrated on a small island.
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1 Introduction and main result

1.1 Introduction

We consider a branching process in random environment defined on $\mathbb{Z}^d$. We start the system with a single particle at the origin, which can branch and also migrate in space. Given the random potential $\xi = \{\xi(z) : z \in \mathbb{Z}^d\}$ of non-negative random variables, a particle splits into two particles at rate $\xi(z)$ when at site $z$. Furthermore, each particle moves independently according to the law of a nearest neighbour simple random walk in continuous time on $\mathbb{Z}^d$. This particular model was introduced in [4].

Most of the analysis of this model has concentrated on the expected number of particles. We fix a realization of the environment $\xi$ and denote the expected number of particles by

$$u(z, t) = E[\# \{\text{particles at site } z \text{ at time } t\}],$$
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where the expectation $E^\xi$ is only over the branching and migration mechanisms and $\xi$ is
kept fixed. Then $u(z, t)$ solves the stochastic partial differential equation, known as the
parabolic Anderson model (PAM),

$$\partial_t u(z, t) = \Delta u(z, t) + \xi(z)u(z, t), \quad \text{for } z \in \mathbb{Z}^d, t \geq 0,$$

$$u(z, 0) = 1 \mathbb{1}_{\{z=0\}} \quad \text{for } z \in \mathbb{Z}^d.$$  

Here, $\Delta$ is the discrete Laplacian defined for any function $f : \mathbb{Z}^d \to \mathbb{R}$ as

$$\Delta f(z) = \sum_{y \sim z} (f(y) - f(z)), \quad z \in \mathbb{Z}^d,$$

where we write $y \sim z$ if $y$ is a neighbour of $z$ on the lattice $\mathbb{Z}^d$.

The analysis of this model has a long history, which in the mathematics literature
began with the work of [4]. The central observation that has driven much of the research
on the PAM is that the system exhibits intermittency: most of the mass is concentrated
on a small number of islands with high potential. This effect is well understood for the
PAM: see the surveys [2, 9, 8]. In particular, the number and size of the relevant islands
depends on the decay of $\Pr(\xi(0) > x)$ as $x \to \infty$. For bounded potentials the islands grow
with $t$, and there is an intermediate regime for double exponentially distributed potential
with islands of finite size. Finally, for any potential with heavier tails, a single island of a
single point carries most of the mass.

We are particularly interested in the most extreme case, when the potential is Pareto
distributed. In this case, the evolution of the PAM is particularly well understood,
including asymptotics for the total masses, one point localization and a scaling limit: see [5, 7, 10, 11].

In general much less known is about the branching system itself (without taking
expectations). Some of the earlier results include [1] and [3], who look at the asymptotics
of the expectation (with respect to $\xi$) of higher moments of the number of particles.

The starting point for this article is our recent result [11]. We showed that—in the
Pareto case—the hitting times of sites, the number of particles, and the support in a
appropriately rescaled system are well described by a process defined purely in terms
of the environment $\xi$ (that is, given $\xi$, the process is deterministic), which we call the
lilypad process.

As one of the applications of these results, we deduced that, under the right rescaling,
the process is concentrated on a small island. However, without rescaling, the radius of
the relevant island at time $T$ is still roughly of order $T^{\frac{1}{d+\alpha}}$, i.e. growing on a superlinear
scale. In this paper, we address the question of whether these bounds can be improved
to a comparable scale to the results for the PAM. Indeed, our main result shows that the
number of particles in the branching system is also localized in a single point.

1.2 Main result

We assume from now on that $\{\xi(z), z \in \mathbb{Z}^d\}$ is a collection of independent and identically
distributed Pareto random variables. To be precise, if we denote the underlying probability measure by $\Pr(\xi)$, then we take

$$\Pr(\xi(z) > x) = x^{-\alpha} \quad \text{for all } x \geq 1,$$

for a parameter $\alpha > 0$ and any $z \in \mathbb{Z}^d$. We will also assume that $\alpha > d$, which is known
to be necessary for the total mass of the PAM to remain finite (see [4]).

For a fixed environment $\xi$, we denote by $P^\xi_0$ the law of the branching simple random
walk in continuous time with binary branching and branching rates $\{\xi(z), z \in \mathbb{Z}^d\}$.
started with a single particle at site \( y \). Finally, for any measurable set \( F \subset \Omega \), we define

\[
P_y(F \times \cdot) = \int_F P^\xi_y(\cdot) \text{Prob}(d\xi).
\]

If we start with a single particle at the origin, we omit the subscript \( y \) and simply write \( P^\xi \) and \( P \) instead of \( P^\xi_y \) and \( P_0 \).

We define \( Y(z, t) \) to be the set of particles at the point \( z \) at time \( t \), and let \( Y(t) \) be the set of all particles present at time \( t \). We are interested in the number of particles \( N(z, t) = \# Y(z, t) \) and

\[
N(t) = \# Y(t) = \sum_{z \in \mathbb{Z}^d} N(z, t).
\]

Our main result states that the system is intermittent with one relevant island consisting of a single point.

**Theorem 1.1.** There exists a stochastic process \((w_t)_{t \geq 0}\) such that

\[
\frac{N(w_t, t)}{N(t)} \to 1
\]

in probability under \( P \) as \( t \to \infty \).

This theorem says that at any large time, with probability close to 1, the overwhelming majority of the particles are situated at exactly one site. Recall that in [11], we showed that almost all the particles are contained in a "small" ball around one site. The bounds in [11] told us approximately what time each site was hit, and approximately how many particles were at each site, but were not precise enough to prove Theorem 1.1.

In fact, in proving Theorem 1.1, we will use the results in [11] to reduce the number of sites that we need to look at; and since we used a rescaled picture in that article, we will again use a rescaling here, to prove a slightly different statement from Theorem 1.1 that implies the statement above. In particular we will see that \( w_t \) is the maximizer of a functional \( m_t \), one of the quantities that form the lilypad process from [11] that we mentioned above. This will be clarified in Section 4.

**Remark 1.2.** Comparison with the PAM. In [7] it is shown that the analogous statement of Theorem 1.1 holds for the PAM, i.e. for the expected number of particles (where the expectation is taken with respect to the measure \( P^\xi \) and the potential remains random). Moreover, they show that for any time \( t \), the expected number of particles is \( \text{Prob}-almost surely \) concentrated in at most two sites. For the branching system (without taking expectations), a statement about the almost sure behaviour is beyond the scope of our current techniques. We hope to address this in future work. However, we can compare the maximizing site in our statement with the maximizing site in the PAM. Indeed, we will show that the maximizer is the maximizing site of the lilypad model defined in [11]. Moreover, these two sites (the maximizing site in the lilypad model, and the maximizing site in the PAM) were already compared in [11, Thm. 1.5(ii)], where we showed that at any time, the two sites agree with probability bounded away from 0 and 1.

It is worth noting too that our methods could be used to give a relatively short proof that the solution of the PAM is localized in one point with high probability.

In a companion paper [12], we show that the rescaled branching system converges to a Poissonian system, and as a corollary, we deduce that the maximizing site has the *aging* property.

### 1.3 The Many-to-One or Feynman-Kac formula

We suppose that under \( P^\xi_y \), we have a simple random walk \((X(t))_{t \geq 0}\), started from \( y \), independent of the environment and of the branching random walk above.
Given a particle \( v \in Y(t) \), and \( s \leq t \), we write \( X_v(s) \) for the position of the unique ancestor of \( v \) that was present at time \( s \).

We recall the Feynman-Kac formula or, as we often refer to it, the many-to-one formula. This simple result is key to our analysis, and we will use it regularly.

**Lemma 1.3 (Many-to-one / Feynman-Kac formula).** If \( f \) is measurable, then \( \text{Prob-almost surely, for any } s > 0, \)
\[
E^\xi \left[ \sum_{v \in Y(s)} f((X_v(u))_{u \in [0,s]}) \right] = E^\xi \left[ \exp \left( \int_0^s \xi(X(u))du \right) f((X(u))_{u \in [0,s]}) \right].
\]

### 1.4 Outline of the proof and layout of the paper

We now explain why Theorem 1.1 holds. We already know that almost all the particles are in a small ball around the “good site” \( w \), so really we only need to consider the behaviour of particles within that ball. Imagine, for a moment, that we begin with one particle at \( w \). The site \( w \) has very large potential, on a much larger scale than the sites around it, so to simplify the picture we imagine particles breeding only when at \( w \). Then the Feynman-Kac formula tells us that, under this simplification, the expected population size at \( z \) at time \( t \) is
\[
E^\xi_{t,w}[e^{\int_0^t \xi(u)1_{X(u) = w}du}1_{\{X(t) = z\}}].
\]

Taking \( z = w \) we see that the expected population size at \( w \) grows at least like \( e^{\xi(w)t-2dt} \), where the \( e^{-2dt} \) factor corresponds to the probability that the random walk remains at \( w \) up to time \( t \). We state this precisely in Lemma 2.2. In fact, standard methods can be used to show that in fact the population size at \( w \) (not just the expected population size) grows at least like \( e^{\xi(w)t-2dt} \), up to some small error.

Now let \( z \) instead be a neighbour of \( w \). To be at \( z \) at time \( t \), the random walk \( (X(s))_{s \leq t} \) must spend some time away from \( w \). Spending time \( s \) away from \( w \) costs \( e^{-\xi(w)s} \), which suggests we should make \( s \) small; but jumping within a time interval of length \( s \) costs at least \( s \). A simple optimization calculation suggests that we should choose \( s \) roughly of the order \( 1/\xi(w) \). We therefore guess that the size of the population at any neighbour of \( w \) should be at most \( 1/\xi(w) \) times as large as the size of the population at \( w \) itself. Similarly, at distance 2 from \( w \) we expect to see about \( 1/\xi(w)^2 \) times as many particles as at \( w \), and so on. Since \( \xi(w) > 1 \), and there are at most \( (2d)^k \) sites at distance \( k \) from \( w \), the population at \( w \) is much larger than the total population elsewhere. This statement will be made precise in Lemma 2.3.

This is the basic idea behind the result, but unfortunately there are technical difficulties. The main problem we face is that we do not only have to consider starting with one particle at \( w \). We have particles arriving at \( w \) from other sites at unpredictable times: it may be that the first particle to hit \( w \) was ahead of its time, and there is a wait before more particles pour in; or it may be that immediately after the first particle hits \( w \), a huge number more arrive hot on its tail. Besides, with huge numbers of particles to consider, some particles will show unusual behaviour: for example, some might visit \( w \) only for a very brief period, and end up with more descendants at a neighbouring site than at \( w \).

We take each particle to arrive at \( w \) (whose ancestors have not already visited \( w \)) in turn. The argument above is enough to show that the expected number — and therefore, by Markov’s inequality, the actual number — of descendants at sites other than \( w \) is much smaller than the expected number at \( w \). This is Proposition 2.1. The challenge then is to show that the number of particles at \( w \) is as large as it should be. We do this by first showing that each particle arriving at \( w \) has, with fairly large probability, a reasonable number of descendants at \( w \) at time \( t \) (not too much smaller than the expected number). This is done in Lemmas 3.2 and 3.3. Say that such particles “behave well”.
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We then break the time interval $[0,t]$ up into small chunks. Provided that a lot of particles arrive at $w$ within a chunk, the probability that at least half behave well is extremely close to 1. And if at least half behave well, then we have a good number of descendants at $w$ at time $t$. This is carried out in Lemma 3.4. There are some further technicalities that are taken care of in Lemmas 3.5 and 3.7, but this is essentially enough to show that the population at $w$ is as large as it should be (Proposition 3.1).

Combining Propositions 2.1 and 3.1 does most of the work in proving Theorem 1.1. However, just as in [11], we have to check that various events of small probability do not occur. This is done in Section 4.

1.5 Some definitions

In order to apply the heuristic above, we will need to ensure that particles cannot visit points of large potential other than $w$. This motivates the following definitions. We now work with general points $y$ and $z$, but it may be helpful to imagine $y$ as the good point $w$, and $z$ as a point nearby.

For $U \subset \mathbb{Z}^d$, $y, z \in \mathbb{Z}^d \setminus U$ and $t \geq 0$, define

$$Y(z,t;U) = \{v \in Y(z,t) : \exists s \leq t \text{ with } X_v(s) \in U \}$$

and

$$Y(z,t;U,y) = \{v \in Y(z,t) : \exists s \leq t \text{ with } X_v(s) = y, \text{ but } \exists s \leq t \text{ with } X_v(s) \in U \},$$

and let $N(z,t;U) = \# Y(z,t;U)$ and $N(z,t;U,y) = \# Y(z,t;U,y)$. For $v \in \bigcup_{s \leq t} Y(s)$, let $Y^v(z,t;U) = \{w \in Y(z,t;U) : v \leq w \}$, the set of descendants of $v$ that are in $Y(z,t;U)$, and $N^v(z,t;U) = \# Y^v(z,t;U)$; similarly for $Y^v(z,t;U,y)$ and $N^v(z,t;U,y)$. Also define the event

$$A(z,t;U) = \{X(t) = z, \exists s \leq t \text{ with } X(s) \in U \}.$$

Then for $\theta \geq 0$, define

$$U_{y,\theta} = \{z \in \mathbb{Z}^d : \xi(z) > \xi(y) - \theta \} \setminus \{y\}$$

and

$$f_\theta(y,t) = E_y[N(y,t;U_{y,\theta})].$$

One complication is that there are always particles arriving at $w$ from elsewhere, and as soon as a new particle arrives it begins contributing to the population at $w$. Controlling this precisely is difficult, and if for example a large number of particles arrive at $w$ just after $w$ is first hit, then the population at later times will be much larger than if just one particle hits $w$ significantly before any others. (Even very small fluctuations can be significant when the potential at $w$ is so large.) Instead of tackling this issue, we instead work on estimating the population at and near $w$ given the information about particles arriving at $w$ for the first time. Again we make our definitions for a general site $y$.

Let $H(y) = \inf\{t > 0 : N(y,t) \geq 1\}$, the first hitting time of $y$. For $v \in \bigcup_{t \geq 0} Y(t)$ and $y \in \mathbb{Z}^d$, let $\tau_y(v) = \inf\{s \geq 0 : X_v(s) = y\}$, the first time that the particle $v$ hits the point $y$. Define

$$L_{\theta}(y,t) = \left\{v \in \bigcup_{s \leq t} Y(y,s) \mid \exists w < v : w \in \bigcup_{s \leq t} Y(y,s) \text{ and } \exists s \leq \tau_y(v) : X_v(s) \in U_{y,\theta} \right\}.$$

That is, $L_{\theta}(y,t)$ contains only those particles that hit $y$ before $t$, but whose ancestors have not hit $y$ or visited $U_{y,\theta}$. Let $\mathcal{G}_{L_{\theta}(y,t)}$ be the $\sigma$-algebra that contains information about which particles are in $L_{\theta}(y,t)$ as well as the times that they hit $y$,

$$\mathcal{G}_{L_{\theta}(y,t)} = \sigma(L_{\theta}(y,t), \{\tau_y(v) : v \in L_{\theta}(y,t)\}).$$
If \( y \) has much larger potential than any nearby point, then the number of particles that we anticipate seeing at \( y \) at time \( t \) is (for any \( \theta \ll \xi(y) \))
\[
\sum_{v \in L_0(y,t)} f_\theta(y, t - \tau_y(v)),
\]
and by the heuristic in Section 1.4, we anticipate seeing at most a constant times
\[
\frac{1}{\xi(y)} \sum_{v \in L_0(y,t)} f_\theta(y, t - \tau_y(v))
\]
particles elsewhere. The following two sections make these statements precise, leaving a small amount of room for inaccuracies. The first, Section 2, shows that the population away from \( y \) is unlikely to be bigger than \( \xi(y)^{-9/10} \sum_{v \in L_0(y,t)} f_\theta(y, t - \tau_y(v)) \), and the second, Section 3, shows that the population at \( y \) is unlikely to be smaller than \( \xi(y)^{-4/5} \sum_{v \in L_0(y,t)} f_\theta(y, t - \tau_y(v)) \). By the argument above, these are perfectly reasonable statements, and they of course imply that the population at \( y \) is bigger than the population away from \( y \).

Throughout this paper, \( | \cdot | \) will denote the \( L^1 \)-norm on \( \mathbb{R}^d \) and \( B(x, r) \) the open ball around \( x \) of radius \( r \) in \( L^1 \).

We will encounter some rather involved conditions like \( \xi(y) \geq e^{\sqrt{256 + 100d}} \). The reader should view this as \( \xi(y) \) is large, rather than attaching any particular meaning to the specific constant used. However the proofs do rely on certain dependencies between parameters and simply saying \( \xi(y) \) is large is not enough in several places; we would have to say that \( \xi(y) \) is large enough, but small relative to something else, and so on. We feel that—although it does make some results look cluttered—it is better to give precise conditions that work rather than ask the reader to keep track of all the required dependencies.

## 2 The population away from \( y \) is not too big

Our main result in this section is the following.

**Proposition 2.1.** Take \( y \in \mathbb{Z}^d \) with \( \xi(y) \geq 2 \) and suppose that \( \theta > 10d\xi(y)^{19/20} \). Then there exists a constant \( C_d \) depending on \( d \) only such that for any \( t > 0 \),
\[
P^\xi \left( \sum_{v \in L_0(y,t)} \sum_{z \neq y} N^{\tau_y}(z, t; U_{y,\theta}) \geq \frac{1}{\xi(y)^{9/10}} \sum_{v \in L_0(y,t)} \frac{f_\theta(y, t - \tau_y(v))}{\xi(y)^{9/10}} \left| G_{L_0(y,t)} \right| \right) \leq C_d \xi(y)^{-1/20}
\]
almost surely.

To prove Proposition 2.1, we will need two fairly straightforward lemmas, which will also be useful later. The first essentially says that the population at \( y \) grows at least like \( e^{\xi(y)t-2dt} \).

**Lemma 2.2.** For any \( y, z \in \mathbb{Z}^d \), \( \theta > 0 \), and \( 0 < s < t \),
\[
E^\xi \left[ e^{\int_0^s \xi(X(u))du} 1_{A(y,s;U_{y,\theta})} \right] \leq e^{-(\xi(y)-2d)(t-s)} E^\xi \left[ e^{\int_0^s \xi(X(u))du} 1_{A(y,t;U_{y,\theta})} \right].
\]

The second lemma says that if we start with one particle at \( z \), the expected population at \( y \) decreases as \( z \) moves away from \( y \). By reversing time (which is how we will apply this lemma later) we can think of starting with one particle at \( y \), and the expected population decreasing as we look further away from \( y \).

**Lemma 2.3.** For \( y \in \mathbb{Z}^d \), let \( D_k(y) = \{ z \in \mathbb{Z}^d : |z - y| = k \} \). Suppose \( \eta \in (0, 1/(8d)) \) and \( \theta > 2d + (\log 2)/\eta \). Then for any \( y \in \mathbb{Z}^d \), \( k \geq 1 \) and \( s > \eta \),
\[
\sup_{z \in D_k(y)} E^\xi \left[ e^{\int_0^s \xi(X(u))du} 1_{A(y,s;U_{y,\theta})} \right] < 8d\eta \sup_{z \in D_{k-1}(y)} E^\xi \left[ e^{\int_0^s \xi(X(u))du} 1_{A(y,s;U_{y,\theta})} \right].
\]
In particular,
\[ \sup_{z \in \mathbb{Z}^d} E_z^\xi \left[ e^{\int_0^s \xi(X(u)) du} 1_{A(y,s;U_y,\theta)} \right] = E_y^\xi \left[ e^{\int_0^s \xi(X(u)) du} 1_{A(y,s;U_y,\theta)} \right] = f_\theta(y,s). \]

These lemmas are not difficult to prove, but we first check that they imply Proposition 2.1.

Proof of Proposition 2.1. By Markov's inequality,

\[ P^\xi \left( \sum_{v \in L_\theta(y,t)} \sum_{z \neq y} N^v(z,t;U_{y,\theta}) \geq \sum_{v \in L_\theta(y,t)} \frac{f_\theta(y,t-\tau_y(v))}{\xi(y)^{9/10}} \mathcal{G}_{L_\theta(y,t)} \right) \leq \frac{\sum_{v \in L_\theta(y,t)} \sum_{z \neq y} E^\xi[N^v(z,t;U_{y,\theta}) \mid \mathcal{G}_{L_\theta(y,t)}]}{\xi(y)^{-9/10} \sum_{v \in L_\theta(y,t)} f_\theta(y,t-\tau_y(v))} \]

almost surely. Also note that for any \( v \in L_\theta(y,t) \),

\[ E^\xi[N^v(z,t;U_{y,\theta}) \mid \mathcal{G}_{L_\theta(y,t)}] = E_y^\xi[N(z,s;U_{y,\theta})]_{s=t-\tau_y(v)} \]

so it suffices to show that

\[ \sum_{z \neq y} E^\xi_y[N(z,s;U_{y,\theta})] \leq C_d \xi(y)^{-19/20} f_\theta(y,s) \]

uniformly in \( s > 0 \).

We apply Lemma 2.3 with \( \eta = 1/(8d \xi(y)^{19/20}) \). (This is valid since by assumption \( \theta > 10d \xi(y)^{19/20} > 2d + (\log 2)/\eta \).) This tells us that for any \( k \geq 1 \),

\[ \sup_{z \in D_k(y)} E^\xi_z[\int_0^\infty \xi(X(u)) du 1_{A(y,s;U_{y,\theta})}] < \xi(y)^{-19k/20} E_y^\xi[\int_0^\infty \xi(X(u)) du 1_{A(y,s;U_{y,\theta})}] \]

Therefore, summing over the vertices \( z \in D_k(y) \) (noting that \( |D_k(y)| \leq C_d k^{-d-1} \) and then over \( k \),

\[ \sum_{z \neq y} E^\xi_z[\int_0^\infty \xi(X(u)) du 1_{A(y,s;U_{y,\theta})}] \leq \sum_{k=1}^{\infty} C_d k^{-d-1} \xi(y)^{-19k/20} E_y^\xi[\int_0^\infty \xi(X(u)) du 1_{A(y,s;U_{y,\theta})}] \leq C_d \xi(y)^{-19/20} E_y^\xi[\int_0^\infty \xi(X(u)) du 1_{A(y,s;U_{y,\theta})}] \]

Note that by time reversal and the many-to-one formula, for any \( z \in \mathbb{Z}^d \)

\[ E_y^\xi[\int_0^\infty \xi(X(u)) du 1_{A(y,s;U_{y,\theta})}] = E_y^\xi[\int_0^\infty \xi(X(u)) du 1_{A(z,s;U_{y,\theta})}] = E_y^\xi[N(z,s;U_{y,\theta})], \]

and so we have shown that

\[ \sum_{z \neq y} E^\xi_y[N(z,s;U_{y,\theta})] \leq C_d \xi(y)^{-19/20} E_y^\xi[N(y,s;U_{y,\theta})] = C_d \xi(y)^{-19/20} f_\theta(y,s) \]

uniformly in \( s \), as required.
We now prove Lemmas 2.2 and 2.3.

**Proof of Lemma 2.2.** By time reversal,

\[
E_Z \left[ e^{\int_0^t \xi(X(u)) du} 1_{A(y,t;U_{y,s})} \right] = E_Z \left[ e^{\int_0^t \xi(X(u)) du} 1_{A(z,t;U_{z,s})} \right]
\geq E_Z \left[ e^{\int_0^t \xi(X(u)) du} 1_{A(z,t;U_{z,s})} 1_{\{X(u)=y \; \forall u \leq t\}} \right].
\]

By the Markov property at time \( t-s \), this is at least

\[
e^{\xi(y)-2d(t-s)} E_Z \left[ e^{\int_0^t \xi(X(u)) du} 1_{A(z,s;U_{z,s})} \right].
\]

Reversing time again we get the result. \( \square \)

**Proof of Lemma 2.3.** Let \( J \) be the time of the first jump of our random walk, \( J = \inf \{ u > 0 : X(u) \neq X(0) \} \), and let \( B_k = \{ z \in \mathbb{Z}^d : |z - y| \geq k \} \). Then

\[
\sup_{z \in B_k} E_Z \left[ e^{\int_0^\xi \xi(X(u)) du} 1_{A(y,s;U_{y,s})} \right]
\leq \sup_{z \in B_k} E_Z \left[ e^{\int_0^\xi \xi(X(u)) du} 1_{A(y,s;U_{y,s})} 1_{\{J \leq \eta\}} \right]
+ \sup_{z \in B_k} E_Z \left[ e^{\int_0^\xi \xi(X(u)) du} 1_{A(y,s;U_{y,s})} 1_{\{J > \eta\}} \right].
\]

If \( J > \eta \) and \( X(0) \neq y \), then on \( A(y,s;U_{y,\theta}) \) we have \( \xi(X(u)) \leq \xi(y) - \theta \) for all \( u \leq \eta \).

Therefore, by the Markov property,

\[
\sup_{z \in B_k} E_Z \left[ e^{\int_0^\xi \xi(X(u)) du} 1_{A(y,s;U_{y,s})} \right]
\leq e^{\xi(y)\eta} p^Z(J \leq \eta) \sup_{z \in B_{k-1}} E_Z \left[ e^{\int_0^\xi \xi(X(u)) du} 1_{A(y,s-\eta;U_{y,s})} \right]
+ e^{\xi(y)\eta} \sup_{z \in B_k} E_Z \left[ e^{\int_0^\xi \xi(X(u)) du} 1_{A(y,s-\eta;U_{y,s})} \right].
\]

We have \( p^Z(J \leq \eta) = 1 - e^{-2d\eta} \leq 2d\eta \), so applying Lemma 2.2,

\[
\sup_{z \in B_k} E_Z \left[ e^{\int_0^\xi \xi(X(u)) du} 1_{A(y,s;U_{y,s})} \right]
\leq 2d\eta e^{2d\eta} \sup_{z \in B_{k-1}} E_Z \left[ e^{\int_0^\xi \xi(X(u)) du} 1_{A(y,s;U_{y,s})} \right]
+ e^{-\theta\eta + 2d\eta} \sup_{z \in B_k} E_Z \left[ e^{\int_0^\xi \xi(X(u)) du} 1_{A(y,s;U_{y,s})} \right].
\]

Rearranging, we obtain

\[
\sup_{z \in B_k} E_Z \left[ e^{\int_0^\xi \xi(X(u)) du} 1_{A(y,s;U_{y,s})} \right] \leq \frac{2d\eta e^{2d\eta}}{1 - e^{(2d-\theta)\eta}} \sup_{z \in B_{k-1}} E_Z \left[ e^{\int_0^\xi \xi(X(u)) du} 1_{A(y,s;U_{y,s})} \right].
\]

Note that if \( \eta < 1/(8d) \) and \( \theta > 2d + (\log 2)/\eta \), then \( \frac{2d\eta e^{2d\eta}}{1 - e^{(2d-\theta)\eta}} < 8d\eta < 1 \). Therefore either the left-hand side above is zero — in which case the result trivially holds — or the supremum on the right-hand side must be attained at some point in \( B_{k-1} \setminus B_k = D_{k-1}(y) \). The first statement in the lemma follows by induction on \( k \). The second statement follows from the first together with, for the last equality, the many-to-one formula. \( \square \)
3 The population at \( y \) is big enough

Our main aim in this section is to prove the following result.

**Proposition 3.1.** Suppose that \( y \in \mathbb{Z}^d \) satisfies \((3 + d)\xi(y)^{-1/6} \leq 1/2 \) and \( \xi(y) \geq e^{\sqrt{26d + 100d}} \). Suppose also that \( \theta \geq 2d + \log \frac{2}{16d} \). Then, if either \( t - H(y) \geq \frac{1 + \frac{1}{2} \log \xi(y)}{\xi(y)} \) or \( \#L_0(y, t) \geq \xi(y)^{1/2} \), we have

\[
P^\xi \left( \sum_{v \in L_0(y, t)} N(y, t; U_{y, v}) < \xi(y)^{-4/5} \sum_{v \in L_0(y, t)} f_0(y, t - \tau_y(v)) \left| U_{L_0(y, t)} \right| \right)
\leq (3 + d)\xi(y)^{-1/6} + \xi(y) t e^{-\frac{1}{16} \xi(y)^{1/2}}.
\]

The idea is simple: each particle that hits \( y \) for the first time gives rise to at least \( c f_0(y, t - \tau_y(v)) \) particles at \( y \) at time \( t \), for some small constant \( c \), with high probability. The conditions on \( \xi(y) \) can be read as "\( \xi(y) \) is large" (which will be true in the case we are interested in, since we will apply this result to the optimal point in the whole of \( \mathbb{Z}^d \)). Unfortunately the details are quite intricate, since there could be large fluctuations in how many particles are hitting \( y \) at different times. We proceed via a series of lemmas.

**Lemma 3.2.** For any \( y \in \mathbb{Z}^d \) with \( \xi(y) \geq 8d \), any \( \theta \geq 2d + (\log 2)/16d \), and any \( t \geq 1/\xi(y) \),

\[
P^\xi_y \left( N(y, t; U_{y, 0}) \geq \frac{1}{2} E^\xi_y \left[ N(y, t; U_{y, 0}) \right] \right) \geq 1/16.
\]

**Proof.** This is a relatively straightforward second moment calculation. Fix \( t \) and \( y \). We use the many-to-two formula [6, Section 4.2]. This says that

\[
E^\xi_y \left[ N(y, t; U_{y, 0})^2 \right] - E^\xi_y \left[ N(y, t; U_{y, 0}) \right] = \int_0^t E^\xi_y \left[ \xi(X^{1,s}(u)) e^{\int_0^u \xi(X^{1,s}(u)) du} f_1^s \xi(X^{2,s}(u)) du 1_{A^{1,s} \cap A^{2,s}} \right] ds
\]

where for each \( s \geq 0 \), \( (X^{1,s}(u))_{u \geq 0} \) and \( (X^{2,s}(u))_{u \geq 0} \) satisfy

- \( (X^{1,s}(u))_{u \geq 0} \) is a simple symmetric continuous-time random walk on \( \mathbb{Z}^d \), jumping to each neighbouring vertex at rate 1, for each \( i = 1, 2 \);
- \( X^{1,s}(u) = X^{2,s}(u) \) for all \( u \leq s \);
- \( (X^{1,s}(u + s) - X^{1,s}(s))_{u \geq 0} \) and \( (X^{2,s}(u + s) - X^{2,s}(s))_{u \geq 0} \) are independent, and for each \( i = 1, 2 \), \( A^{i,s} \) is the event

\[
A^{i,s} = \{ X^{i,s}(t) = y, \exists u \leq t \text{ with } X^{i,s}(u) \in U_{y, 0} \}.
\]

Note that on \( A^{i,s} \), we have \( \xi(X^{1,s}(u)) \leq \xi(y) \) for all \( u \leq s \leq t \), so

\[
E^\xi_y \left[ \xi(X^{1,s}(u)) e^{\int_0^u \xi(X^{1,s}(u)) du} f_1^s \xi(X^{2,s}(u)) du 1_{A^{1,s} \cap A^{2,s}} \right] 
\leq E^\xi_y \left[ \xi(y) e^{\xi(y) s} f_1^s \xi(X^{2,s}(u)) du 1_{A^{1,s} \cap A^{2,s}} \right].
\]

Also, since \( (X^{1,s}(u + s) - X^{1,s}(s))_{u \geq 0} \) and \( (X^{2,s}(u + s) - X^{2,s}(s))_{u \geq 0} \) are independent, by the Markov property the right-hand side is at most

\[
\xi(y) e^{\xi(y) s} \sup_{z \in \mathbb{Z}^d} E^\xi_z \left[ e^{f_1^s \xi(X(u)) du} 1_{A(y, t-s; U_{y, 0})} \right]^2.
\]

Thus

\[
E^\xi_y \left[ N(y, t; U_{y, 0})^2 \right] - E^\xi_y \left[ N(y, t; U_{y, 0}) \right] 
\leq \int_0^t \xi(y) e^{\xi(y) s} \sup_{z \in \mathbb{Z}^d} E^\xi_z \left[ e^{f_1^s \xi(X(u)) du} 1_{A(y, t-s; U_{y, 0})} \right]^2 ds.
\]
By Lemma 2.2, this is at most
\[
\int_0^t \xi(y)e^{(4d-\xi(y))s} \sup_{z \in \mathbb{Z}^d} E^\xi_x [\int_0^s \xi(X(u))du I_{A(y,t,U,y)}]^2 ds
\]
and by Lemma 2.3, provided \( \theta \geq 2d + (\log 2)/16d \), the supremum is achieved at \( y \), so we get
\[
E^\xi_y [N(y,t;U,y,\theta)^2] - E^\xi_y [N(y,t;U,y,\theta)] 
\leq \int_0^t \xi(y)e^{(4d-\xi(y))s}E^\xi_y [e^{\xi(s)}\xi(X(u))du I_{A(y,t,U,y)}]^2 ds
\leq \frac{\xi(y)}{\xi(y) - 4d} E^\xi_y [N(y,t;U,y,\theta)]^2.
\]
To finish off, note that by Lemma 2.2, when \( \xi(y) \geq 8d \) we have
\[
E^\xi_y [N(y,t;U,y,\theta)] \leq E^\xi_y [N(y,t;U,y,\theta)]e^{(\xi(y)-2d)t} \leq E^\xi_y [N(y,t;U,y,\theta)]^2;
\]
combining this with the estimate above we get
\[
E^\xi_y [N(y,t;U,y,\theta)^2] \leq 4E^\xi_y [N(y,t;U,y,\theta)]^2
\]
and the result follows from the Paley-Zygmund inequality. \( \square \)

**Lemma 3.3.** Suppose that \( y \in \mathbb{Z}^d \) satisfies \( \xi(y) \geq 8d \), and that \( \theta \geq 2d + \frac{\log 2}{16d} \) and \( t \geq \frac{1}{\xi(y)} + \frac{\log \xi(u)}{4\xi(y)} \). Then
\[
P^\xi_y \left( N(y,t;U,y,\theta) \leq \frac{1}{\xi(y)} \int_0^t f_\theta(y,u) du \right) \leq (3 + d)\xi(y)^{-1/16}.
\]

**Proof.** For \( s \geq 0 \), let
\[
T_s = \#\{v \in Y(y,s) : X_s(u) = y \ \forall u \leq s\}.
\]
Then \( (T_s)_{s \geq 0} \) is a birth-death process with birth rate \( \xi(y) \) and death rate \( 2d \).

Let \( D_1 \) be the time of the first death (i.e. the first time a particle leaves \( y \)), and let \( T_n = \inf\{s \geq 0 : T_s = n\} \). If \( D_1 \geq T_n \) then \( T_n \) is simply the time of the \( (n-1) \)th birth. Therefore, for any \( u \geq 0 \),
\[
P^\xi_y (u \leq T_n \leq D_1) \leq P \left( \sum_{j=1}^{n-1} V_j \geq u \right)
\]
where under \( P \), the random variables \( (V_j)_{j \geq 1} \) are independent, and \( V_j \) is exponentially distributed with parameter \( \xi(y)j \) for each \( j \). Thus
\[
P^\xi_y (u \leq T_n \leq D_1) \leq E[e^{\xi(y)\sum_{j=1}^{n-1} V_j}]e^{-\xi(y)u/2} \leq \prod_{j=1}^{n-1} (1 - \frac{1}{2j})^{-1}e^{-\xi(y)u/2}.
\]
But
\[
\prod_{j=1}^{n-1} (1 - \frac{1}{2j})^{-1} = \exp \left( - \sum_{j=1}^{n-1} \log \left( 1 - \frac{1}{2j} \right) \right) \leq \exp \left( \sum_{j=1}^{n-1} \frac{1}{j} \right) \leq n,
\]
so fixing \( n = \lceil \exp(\xi(y)u/4) \rceil \) we get
\[
P^\xi_y (u \leq T_n \leq D_1) \leq 2e^{-\xi(y)u/4}.
\]
We now concentrate on the event \( \{ T_n \leq D_1 \} \).

Applying Lemma 3.2 tells us that this is at most

\[
P_\theta^x (D_1 < u \land T_n) \leq 1 - e^{-2du} \leq 2du,
\]

so fixing \( u = \frac{\log \xi(y)}{4\xi(y)} \), we have

\[
P_y^x (T_n > D_1 \land u) \leq 2du + 2e^{-\xi(y)u/4} \leq (2+d)\xi(y)^{-1/16}.
\]

We now concentrate on the event \( \{ T_n \leq D_1 \land u \} \).

On the event \( \{ T_n \leq D_1 \land u \} \), at time \( T_n \) we have \( n \) particles at \( y \) (that have never left \( y \)). Each of these has an independent descendance, and therefore (almost surely on the event \( \{ T_n \leq D_1 \land u \} \))

\[
P_y^x \left( N(y,t;U_{y,0}) \leq \frac{1}{2^{(3+2)d/4} \xi(y)^{1/4}} \sup_{s \in [0,u]} P_y^x \left( N(y,t-s;U_{y,0}) \leq \frac{1}{2^{(3+2)d/4} \xi(y)^{1/4}} f_\theta(y,t) \right) \right)^n.
\]

Clearly \( f_\theta(y,t) \leq c\xi(y)^{\theta} f_\theta(y,t-s) \) for any \( s \in [0,t] \), and thus by our choice of \( u \), on the event \( \{ T_n \leq D_1 \land u \} \),

\[
P_y^x \left( N(y,t;U_{y,0}) \leq \frac{1}{2^{(3+2)d/4} \xi(y)^{1/4}} f_\theta(y,t) \right)^n \leq \sup_{s \in [0,u]} P_y^x \left( N(y,t-s;U_{y,0}) \leq \frac{1}{2} f_\theta(y,t-s) \right)^n.
\]

Applying Lemma 3.2 tells us that this is at most \((15/16)^n\), which is smaller than \( \xi(y)^{-1/16} \), as required.

For each \( j \geq 0 \), define

\[
L_j(z) = \{ H(z) + j/\xi(z), H(z) + j+1/\xi(z) \}
\]

and

\[
L_{j,\theta}(z,t) = \{ v \in L_\theta(z,t) : \tau_v(v) \in I_j(z) \}.
\]

**Lemma 3.4.** Suppose that \( y \in \mathbb{Z}^d \) satisfies \( \xi(y) \geq 8d \) and \( (3+d)\xi(y)^{-1/16} \leq 1/2 \), and that \( \theta \geq 2d + \frac{\log 2}{16d} \). If \( \# L_{j,\theta}(y,t) \geq \xi(y)^{1/2} \) and \( t \geq H(y) + \frac{\log \xi(y)}{4\xi(y)} \), then

\[
P( \sum_{v \in L_{j,\theta}(y,t)} N^v(y,t;U_{y,0}) < \frac{1}{86\xi(y)^{1/4}} \sum_{v \in L_{j,\theta}(y,t)} f_\theta(y,t-\tau_v(v)) \mid G_{L_\theta(y,t)}) \leq e^{-\frac{1}{32}\xi(y)^{1/2}}.
\]

**Proof.** We recall the Chernoff bound from [11, Lemma 2.6], which said that if \( Z_1, \ldots, Z_k \) are independent Bernoulli random variables and \( Z = \sum_{i=1}^k Z_i \), then

\[
P \left( Z \leq \frac{E[Z]}{2} \right) \leq \exp \left( -\frac{E[Z]}{8} \right).
\]

Lemma 3.3 tells us that for any \( v \in L_{j,\theta}(y,t) \),

\[
P^x \left( N^v(y,t;U_{y,0}) \leq \frac{1}{2^{(3+2)d/4} \xi(y)^{1/4}} f_\theta(y,t-\tau_v(v)) \mid G_{L_\theta(y,t)}) \leq (3+d)\xi(y)^{-1/16} \leq 1/2.
\]

Letting \( Z_v \) be the indicator that \( N^v(y,t;U_{y,0}) > \frac{1}{2^{(3+2)d/4} \xi(y)^{1/4}} f_\theta(y,t-\tau_v(v)) \), we get

\[
P^x \left( \# \{ v \in L_{j,\theta}(y,t) : Z_v = 1 \} \leq \frac{1}{4} \# L_{j,\theta}(y,t) \mid G_{L_\theta(y,t)} \right) \leq e^{-\frac{1}{32}\# L_{j,\theta}(y,t)} \leq e^{-\frac{1}{32}\xi(y)^{1/2}}.
\]

(3.1)

Note that if \( v \in L_{j,\theta}(y,t) \), then by Lemma 2.2

\[
f_\theta(y,t - \tau_v(v)) \geq f_\theta(y,t - H(y) - \frac{j+1}{\xi(y)}) \geq e^{-1} f_\theta(y,t - H(y) - \frac{j}{\xi(y)}).
\]
Therefore (3.1) tells us that
\[
P^\xi \left( \sum_{v \in L_j, u(y,t)} N^v(y, t; U_{y, \theta}) \leq \frac{1}{8\xi(y)^{1/4}} \sum_{v \in L_j, u(y,t)} f_\theta(y, t - H(y) - \frac{j}{\xi(y)}) \right| G_{L_\theta(y,t)} \right) \leq e^{-\frac{1}{4}\xi(y)^{1/2}}
\]
and the result follows from the fact that for any \( v \in L_j, u(y, t) \), since \( H(y) + j/\xi(y) \leq \tau_y(v) \), we have \( f_\theta(y, t - H(y) - \frac{j}{\xi(y)}) \geq f_\theta(y, t - \tau_y(v)) \).

Lemma 3.4 takes care of most values of \( j \). However we still need to consider some "boundary" cases, when either the number of particles absorbed in \( I_j(y) \) is small, or \( t - \tau_y(v) \) is small. We begin with the latter. Let
\[
\tilde{L}_\theta(y, t) = \{ v \in L_\theta(y, t) : t - \tau_y(v) \in [0, \frac{2}{\xi(y)} + \log \xi(y)] \}.
\]

**Lemma 3.5.** Suppose that \( y \in \mathbb{Z}^d \) satisfies \( \xi(y) \geq e^{\sqrt{256+100 \log \xi(y)}} \), and that \( \theta \geq 0 \). If \( \# \tilde{L}_\theta(y, t) \geq \xi(y)^{1/2} \), then
\[
P^\xi \left( \sum_{v \in \tilde{L}_\theta(y, t)} N^v(y, t; U_{y, \theta}) < \frac{1}{4e^2\xi(y)^{1/4}} \sum_{v \in \tilde{L}_\theta(y, t)} f_\theta(y, t - \tau_y(v)) \right| G_{L_\theta(y,t)} \right) \leq e^{-\frac{1}{4}\xi(y)^{1/2}}.
\]

**Proof.** The argument is, at heart, very simple: if \( v \in \tilde{L}_\theta(y, t) \), then since \( t - \tau_y(v) \) is so small, there is not enough time for any of \( v \)'s descendants to leave \( y \) before \( t \). We now provide the details.

Recall the notation from Lemma 3.3: when starting with one particle at \( y \), \( T_s \) is the number of particles that have stayed at \( y \) up to time \( s \), \( D_1 \) is the first time a particle leaves \( y \), and \( \mathcal{T}_n \) is the first time there are \( n \) particles at \( y \) who have never left. Let \( u = \frac{2}{\xi(y)} + \log \xi(y) \) and \( n = \lceil \xi(y)^{1/2} \rceil \). Then
\[
P^\xi \left( \sum_{v \in \tilde{L}_\theta(y, t)} N^v(y, t; U_{y, \theta}) < 1 \right| G_{L_\theta(y,t)} \right) \leq P^\xi_{\theta}(\mathcal{T}_u = 0).
\]

Also, if \( V_j \) is exponentially distributed with parameter \( \xi(y)j \) and \( (V_j)_{j \geq 1} \) are independent, setting \( V = \sum_{i=1}^{n-1} V_j \),
\[
P^\xi_{\theta}(T_n < u) \leq P(V < u) \leq P(|V - E[V]| > E[V] - u) \leq \frac{E[(V - E[V])^2]}{(E[V] - u)^2}.
\]

But
\[
E[(V - E[V])^2] = \sum_{i=1}^{n-1} \text{Var}(V_i) = \sum_{i=1}^{n-1} \frac{1}{\xi(y)^{2i^2}} \leq \frac{2}{\xi(y)^2},
\]

and
\[
E(V) - u = \sum_{i=1}^{n-1} \frac{1}{\xi(y)i} - u > \frac{\log n}{\xi(y)} - \frac{2}{\xi(y)} - \frac{\log \xi(y)}{4\xi(y)} \geq \frac{1}{\xi(y)} \left( \frac{1}{2} \log \xi(y) - 2 \right) \geq \frac{\log \xi(y)}{8\xi(y)}
\]

since \( \xi(y) \geq e^{16} \). Thus \( P^\xi_{\theta}(T_n < u) \leq 128/(\log \xi(y))^2 \).

Then
\[
P^\xi_{\theta}(\mathcal{T}_u = 0) \leq P^\xi_{\theta}(D_1 < u) \leq P^\xi_{\theta}(T_n < u) + P^\xi_{\theta}(D_1 < u \land T_n)
\]
\[
\leq \frac{128}{(\log \xi(y))^2} + 1 - e^{-20nu} \leq \frac{128}{(\log \xi(y))^2} + 2dnu \leq \frac{128 + 50d}{(\log \xi(y))^2} \leq \frac{1}{2}
\]
where we used the fact that $\eta \leq 25/\log^2(\eta(y))$, since $(\log(\eta(x)))^{1/2} \leq 25$ for all $x > 1$. Applying the Chernoff bound (11, Lemma 2.6) in the same way as in the proof of Lemma 3.4, we get

$$P^x\left(\#v \in \bar{L}_o(y, t) : N_v(y, t; U_{y, \theta}) \geq 1\right) < \frac{1}{4} \#\bar{L}_o(y, t) \left| G_{\bar{L}_o(y, t)} \right| \leq e^{-\frac{1}{4} \#\bar{L}_o(y, t)} \leq e^{-\frac{1}{4} \eta(y)^{1/2}}.$$

For any $v \in \bar{L}_o(y, t)$ we have $t - \tau_y(v) \leq \frac{2}{\lambda(y)} + \frac{\log(\eta(y))}{4\xi(y)}$, so

$$f_\theta(y, t - \tau_y(v)) \leq e^{\xi(y)\left(\frac{1}{4} \eta(y)^{1/2} + \frac{\log(\eta(y))}{4\xi(y)}\right)} f_\theta(y, 0) = e^{2\xi(y)}.$$

Therefore

$$P^x\left(\sum_{v \in \bar{L}_o(y, t)} N_v(y, t; U_{y, \theta}) < \frac{1}{4e^2\xi(y)\eta(y)^{1/4}} \sum_{v \in \bar{L}_o(y, t)} f_\theta(y, t - \tau_y(v)) \left| G_{\bar{L}_o(y, t)} \right| \right) \leq e^{-\frac{1}{4} \eta(y)^{1/2}}.$$

Setting

$$J(y) = \{j \in \{0, \ldots, \lfloor \xi(y)\eta(t - H(y)) \rfloor \} : \#L_{J, \theta}(y, t) \geq \xi(y)^{1/2}\},$$

we can combine Lemmas 3.4 and 3.5 to get the following corollary.

**Corollary 3.6.** Suppose that $y \in \mathbb{Z}^d$ satisfies $(3 + d)\xi(y)^{-1/10} \leq 1/2$ and $\xi(y) \geq e^{\sqrt{256 + 100d}}$, and that $\theta \geq 2d + \frac{\log(2)}{\log d}$. Then

$$P^x\left(\sum_{j \in J(y)} \sum_{v \in L_{J, \theta}(y, t)} N_v(y, t; U_{y, \theta}) < \frac{1}{4e^2\xi(y)\eta(y)^{1/4}} \sum_{j \in J(y)} \sum_{v \in L_{J, \theta}(y, t)} f_\theta(y, t - \tau_y(v)) \left| G_{L_{J, \theta}(y, t)} \right| \right) \leq \xi(y)te^{-\frac{1}{4} \eta(y)^{1/2}}.$$

**Proof.** For any $j$, either $t \geq H(y) + \frac{\xi(y)}{\xi(y)} + \frac{\log(\eta(y))}{4\xi(y)}$, in which case we apply Lemma 3.4, or $t < H(y) + \frac{\xi(y)}{\xi(y)} + \frac{\log(\eta(y))}{4\xi(y)}$, in which case for any $v \in L_{J, \theta}(y, t)$ we have $t < \tau_y(v) + \frac{2}{\lambda(y)} + \frac{\log(\eta(y))}{4\xi(y)}$ and we apply Lemma 3.5. Since $8e < 4e^2$, we get

$$P^x\left(\sum_{j \in J(y)} \sum_{v \in L_{J, \theta}(y, t)} N_v(y, t; U_{y, \theta}) < \frac{1}{4e^2\xi(y)\eta(y)^{1/4}} \sum_{v \in L_{J, \theta}(y, t)} f_\theta(y, t - \tau_y(v)) \left| G_{L_{J, \theta}(y, t)} \right| \right) \leq \xi(y)te^{-\frac{1}{4} \eta(y)^{1/2}},$$

and the result follows.

We now look after those $j$ for which the number of particles absorbed in $I_j(y)$ is small.

**Lemma 3.7.** If $y \in \mathbb{Z}^d$ satisfies $\xi(y) \geq 4d$, then

$$\sum_{j \in J(y)} \sum_{v \in L_{J, \theta}(y, t)} f_\theta(y, t - \tau_y(v)) \leq 3\xi(y)^{1/2} f_\theta(y, t - H(y)).$$

**Proof.** Note that by Lemma 2.2, for $v \in L_{J, \theta}(y, t)$,

$$f_\theta(y, t - \tau_y(v)) \leq f_\theta(y, t - H(y) - \frac{\eta}{\xi(y)}) \leq e^{-\frac{\eta}{\xi(y)}} f_\theta(y, t - H(y)) \leq e^{-1/2} f_\theta(y, t - H(y)).$$

Thus, we obtain

$$\sum_{j \in J(y)} \sum_{v \in L_{J, \theta}(y, t)} f_\theta(y, t - \tau_y(v)) \leq \sum_{j \in J(y)} \#L_{J, \theta}(y, t)e^{-\frac{1}{2}} f_\theta(y, t - H(y)) \leq \frac{1}{1 - e^{-\frac{1}{2}\eta(y)^{1/2}}} e^{-\frac{1}{2}} f_\theta(y, t - H(y)),$$

which implies the result as $\frac{1}{1 - e^{-1/2}} \leq 3$. 

---
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We are now in a position to prove Proposition 3.1. The strategy is the following. We have shown in Corollary 3.6 that the number of particles “coming from $J(y)$” cannot be much smaller than the expected number of particles “coming from $J(y)$”. We would also like to say that the number of particles “not from $J(y)$” can’t be much less than the expected number of particles “not from $J(y)$”. But this is difficult, because in a “non-$J(y)$” time interval we might—for example—have only one particle that just happens to hit $y$ very briefly and then run off before it has time to breed.

We instead show that the number of particles descended from $v_0$, defined to be the first particle to hit $y$, can’t be much less than the expected number of particles “not from $J(y)$”. To this end, we have shown that the expected number of particles “not from $J(y)$” is not much bigger than the expected number of particles descended from $v_0$ (Lemma 3.7); and that the number of particles descended from $v_0$ is not much smaller than the expected number of particles descended from $v_0$ (Lemma 3.3). Putting these elements together gives us a proof.

**Proof of Proposition 3.1.** Suppose first that $t - H(y) \in \left[0, \frac{1 + \frac{1}{4} \log \xi(y)}{\xi(y)} \right]$, but $#L_\vartheta(y, t) \geq \xi(y)^{1/2}$. In this case $L_\vartheta(y, t) = \tilde{L}_\vartheta(y, t)$ and Proposition 3.1 follows from Lemma 3.5.

Therefore we can assume that $t - H(y) \geq \frac{1 + \frac{1}{4} \log \xi(y)}{\xi(y)}$. We let $v_0$ be the first particle to hit $y$ (at time $H(y)$). We want to show that except on a set of small probability, we have

$$\sum_{v \in L_{\vartheta}(y, t)} N(y, t; U_{y, \vartheta}) \geq \xi(y)^{-4/5} \sum_{v \in L_{\vartheta}(y, t)} f_\vartheta(y, t - \tau_y(v)).$$

Since

$$\sum_{v \in L_{\vartheta}(y, t)} N^v(y, t; U_{y, \vartheta}) \geq \frac{1}{2} \sum_{j \in J} \sum_{v \in L_{j, \vartheta}(y, t)} N^v(y, t; U_{y, \vartheta}) + \frac{1}{2} N^{v_0}(y, t; U_{y, \vartheta}),$$

and by Lemma 3.7,

$$\sum_{v \in L_{\vartheta}(y, t)} f_\vartheta(y, t - \tau_y(v)) \leq \sum_{j \in J} \sum_{v \in L_{j, \vartheta}(y, t)} f_\vartheta(y, t - \tau_y(v)) + 3 \xi(y)^{1/2} f_\vartheta(y, t - H(y)).$$

it suffices to show that

$$\frac{1}{2} \sum_{j \in J} \sum_{v \in L_{j, \vartheta}(y, t)} N^v(y, t; U_{y, \vartheta}) + \frac{1}{2} N^{v_0}(y, t; U_{y, \vartheta}) \geq \xi(y)^{-4/5} \sum_{j \in J} \sum_{v \in L_{j, \vartheta}(y, t)} f_\vartheta(y, t - \tau_y(v)) + 3 \xi(y)^{-3/10} f_\vartheta(y, t - H(y)).$$

By Corollary 3.6 (noting that $8e^2 \xi(y)^{1/4} \leq \xi(y)^{4/5}$),

$$P^\xi \left( \frac{1}{2} \sum_{j \in J(y)} \sum_{v \in L_{j, \vartheta}(y, t)} N^v(y, t; U_{y, \vartheta}) \leq \xi(y)^{-4/5} \sum_{j \in J(y)} \sum_{v \in L_{j, \vartheta}(y, t)} f_\vartheta(y, t - \tau_y(v)) \right) \leq \xi(y) e^{-\frac{1}{10} \xi(y)^{1/2}},$$

and by Lemma 3.3 (using that $t - H(y) \geq \frac{1 + \frac{1}{4} \log \xi(y)}{\xi(y)}$ and $3 \xi(y)^{-3/10} \leq \frac{1}{2 \xi(y)^{1/4}}$), we get

$$P^\xi \left( \frac{1}{2} N^{v_0}(y, t; U_{y, \vartheta}) \leq 3 \xi(y)^{-3/10} f_\vartheta(y, t - H(y)) \right) \leq (3 + d) \xi(y)^{-1/16}.$$
4 Applying bounds at \( w_T(t) \)

We essentially have everything we need to prove one-point localization, by combining the results from the previous two sections with our previous work from [11]. We therefore need to recall some of the notation from [11]. We introduce a rescaling of time by a parameter \( T > 0 \). We also rescale space and the potential. If \( q = \frac{d}{d-\alpha} \), the right scaling factors for the potential, respectively space, turn out to be

\[
a(T) = \left( \frac{T}{\log T} \right)^q \quad \text{and} \quad r(T) = \left( \frac{T}{\log T} \right)^{q+1}.
\]

We now define the rescaled lattice as

\[
L_T = \{ z \in \mathbb{R}^d : r(T)z \in \mathbb{Z}^d \},
\]

and for \( z \in \mathbb{R}^d, R \geq 0 \) define \( L_T(z,R) = L_T \cap B(z,R) \) where \( B(z,R) \) is the open ball of radius \( R \) about \( z \) in \( \mathbb{R}^d \). For \( z \in L_T \), the rescaled potential is given by

\[
\xi_T(z) = \frac{\xi(r(T)z)}{a(T)},
\]

and we set \( \xi_T(z) = 0 \) for \( z \in \mathbb{R}^d \setminus L_T \).

For any site \( z \in L_T \), we set

\[
H_T(z) = \inf\{ t > 0 : N(r(T)z,tT) \geq 1 \}
\]

and

\[
h_T(z) = \inf_{y_0,\ldots,y_n \in L_T} \left( \sum_{j=1}^n q |y_j - y_{j-1}| \frac{\xi_T(y_j)}{\xi_T(y_j)} \right);
\]

we showed in [11] that these two quantities are close in a suitable sense. We also set, for \( z \in L_T \) and \( t \geq 0 \),

\[
M_T(z,t) = \frac{1}{a(T)T} \log_+ N(r(T)z,tT)
\]

and

\[
m_T(z,t) = \sup_{y \in L_T} \{ \xi_T(y)(t - h_T(y))_+ - q|z - y| \}.
\]

Again we showed that these two quantities are close.

In order to apply our results from earlier sections, we need to ensure that several irritating events do not occur. We check, via a sequence of lemmas, that these events have small probability. All these lemmas are either easy to prove, or are restatements of results from [11]. First we fix some parameters:

- \( \rho_T = \log \log T \);
- \( \nu_T = \log^{-d/16a} T \);
- \( K_T = \nu_T^{-2a} \rho_T^{-2d} = (\log T)^{d/16(\log \log T)^2d} \);
- \( \varepsilon_T = \frac{2}{q} r(T) \log^{-1/4} T \);
- \( \theta_T = \nu_T^{2+2a} a(T) \).

**Lemma 4.1.** Define

\[
A_T = \{ \exists z_1, z_2 \in L_T(0,\rho_T) : \quad z_1 \neq z_2, \quad \xi_T(z_1) \geq \nu_T/2, \quad \xi_T(z_2) \geq \nu_T/2, \quad |\xi_T(z_1) - \xi_T(z_2)| \leq \nu_T^{2+2a} \}.
\]

Then \( \mathbb{P}(A_T) \to 0 \) as \( T \to \infty \).
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Proof. Since there are at most $C_d^2 r(T)^{2d} \rho_T^{2d}$ pairs of points in $L_T(0, \nu_T)$, for any pair $z_1 \neq z_2$ we have

$$
P(A_T) \leq C_d^2 r(T)^{2d} \rho_T^{2d} \mathbb{P}(\xi_T(z_1) \geq \nu_T/2, \xi_T(z_2) \geq \nu_T/2, \xi_T(z_2) \in [\xi_T(z_1) - \nu_T^{2+2\alpha}, \xi_T(z_1) + \nu_T^{2+2\alpha}]).$$

Now, $\xi_T(z_1)$ and $\xi_T(z_2)$ are independent, and $\mathbb{P}(\xi_T(z_2) \in [x, x+y])$ is decreasing in $x$ for fixed $y$, so

$$
P(A_T) \leq C_d^2 r(T)^{2d} \rho_T^{2d} \mathbb{P}(\xi_T(z_1) \geq \nu_T/2, \xi_T(z_2) \in [\nu_T/2, \nu_T/2 + 2\nu_T^{2+2\alpha}])$$

$$
\leq C_d^2 r(T)^{2d} \rho_T^{2d} \alpha(T)^{-2\alpha} \nu_T^{-2\alpha}(1 - (1 + 2\nu_T^{2+2\alpha})^{-\alpha})$$

$$
\leq C_d^2 r(T)^{2d} \nu_T^{-2\alpha} 2^{2\alpha+1} \alpha T^{1+2\alpha} = 2^{2\alpha+1} \alpha C_d^2 \nu_T^{2d} \alpha$$

which tends to $0$ as $T \to \infty$. \hfill \square

Lemma 4.2. Let $Q = \{ z \in \mathbb{Z}^d : \xi(z) \leq \nu_T a(T)/2 \}$. Then

$$
P^\xi \left( \sum_{z \in \mathbb{Z}^d} N(z, tT; Q^c) > e^{4 \nu_T a(T)/2 T} \right) \to 0$$

$\mathbb{P}$-almost surely as $T \to \infty$.

Proof. By the many-to-one lemma,

$$
E^\xi \left[ \sum_{z \in \mathbb{Z}^d} N(z, tT; Q^c) \right] \leq e^{\nu_T a(T)/2}
$$

and the result follows from Markov’s inequality. \hfill \square

Lemma 4.3.

$$
P(\exists z_0 \in L_T(0, \nu_T) \text{ with } \xi_T(z_0) > \nu_T \text{ and } m_T(z_0, t) \geq \frac{9}{10} m_T \to 1$$

as $T \to \infty$. As a result,

$$
P \left( \sum_{z \in \mathbb{Z}^d} N(z, tT) < e^{\nu_T a(T)/2 T} \right) \to 0$$

as $T \to \infty$, and if $w \in L_T$ satisfies $m_T(w, t) \geq m_T(z, t)$ for all $z \in L_T$, then

$$
P(\xi_T(w) \leq \nu_T/2) \to 0$$

as $T \to \infty$.

Proof. By [11, Lemma 2.7(i)], we have

$$
P(\xi_T(z) \leq \nu_T \forall z \in L_T(0, \nu_T)) \leq e^{-c \nu_T^{1+\alpha}}$$

which tends to $0$ as $T \to \infty$ since $\nu_T \to 0$ and $d - \alpha < 0$. Therefore, with high probability, there exists some point $z_0 \in L_T(0, \nu_T)$ with $\xi_T(z_0) > \nu_T$. But by [11, Lemma 3.4],

$$
P(\exists z \in L_T(0, \nu_T) : h_T(z) > \frac{4q}{1 - 2^{-1/(2q+2)}} \nu_T^{1/(2q+2)} \to 0,$$

so in particular, with high probability $h_T(z_0) \leq \frac{4q}{1 - 2^{-1/(2q+2)}} \nu_T^{1/(2q+2)}$ which is less than $t/10$ for large $T$. Since

$$m_T(z_0, t) \geq \xi_T(z_0)(t - h_T(z_0)),$$
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the first part of the result follows.

By [11, Proposition 5.7], with high probability we have 
$$M_T(z_0, t) \geq \frac{1}{\nu_T} t \nu_T - \log^{-1/4} T,$$
and since 
$$\nu_T = \log^{-d/16^6} T \geq \log^{-1/16} T,$$ this is at least \(\frac{1}{2} t \nu_T\) when \(T\) is large. Therefore
$$N(r(T)z_0, tT) \geq e^{\frac{1}{2}c(T)T\nu_T/4}$$ with high probability, and the second part of the lemma follows.

The third part is a consequence of the first part, since if \(w\) maximizes \(m_T(z, t)\), then
$$m_T(w, t) = \xi_T(w)(t - h_T(w))$$ (so if \(\xi_T(w) \leq \nu_T/2\) then \(m_T(w, t) \leq \nu_T t/2 < \frac{a_T}{4} t \nu_T\). \(\square\)

Let
$$\kappa_T = \{y \in B(0, \rho_T r(T)) : \xi(y) \geq \nu_T a(T)/2\}.$$

**Lemma 4.4.**

$$P(\exists z \notin B(0, \rho_T r(T)) : h_T(z) < t \text{ or } H_T(z) < t) \to 0$$

and

$$P(\#\kappa_T > K_T) \to 0$$

and

$$P(\exists z \in L_T(0, \rho_T) : \xi(z) \geq \nu_T^{-1} a(T)) \to 0,$$

as \(T \to \infty\).

**Proof.** The first assertion holds by [11, Proposition 4.9 and (7)]. The second and third hold by [11, Lemma 2.7(ii)]. \(\square\)

**Lemma 4.5.** Let \(w = w_T(t)\) be any point in \(\mathbb{Z}^d\) such that 
$$m_T(w/r(T), t) \geq m_T(z, t)$$ for all \(z \in L_T\). Then, for any \(\varepsilon > 0\)

$$P\left(\frac{\sum_{z \in B(w, \varepsilon_T)} N(z, tT)}{\sum_{z \in \mathbb{Z}^d} N(z, tT)} \geq 1 - \varepsilon\right) \to 1$$

and

$$P(\exists z \in B(w, \varepsilon_T) \setminus \{w\} : \xi(z) \geq \nu_T a(T)/2) \to 0$$

as \(T \to \infty\).

**Proof.** The first statement is simply a rewording of [11, Theorem 1.3]. By Lemma 4.3 we may assume that \(\xi(w) > \nu_T a(T)/2\), and by the first part of Lemma 4.4 we may assume that \(w \in B(0, r(T) \rho_T)\). The second statement then follows from the fact that

$$P(\exists y \in B(0, r(T) \rho_T) : \xi(y) > \nu_T a(T)/2, \exists z \in B(y, \varepsilon_T) \text{ with } \xi(z) > \nu_T a(T)/2)$$

$$\leq C d_T(T)^d \rho_T^d P(\xi(0) > \nu_T a(T)/2)$$

$$\leq C d_T(T)^d \rho_T^d \cdot C d_T^d \cdot P(\xi(0) > \nu_T a(T)/2) \cdot P(\xi(0) > \nu_T a(T)/2)$$

$$= C d_T(T)^d \rho_T^d \cdot 2^{2d} (\log T)^d \log^{-d/8} T$$

which tends to 0 as \(T \to \infty\). \(\square\)

Recall that
$$\kappa_T = \{y \in B(0, \rho_T r(T)) : \xi(y) \geq \nu_T a(T)/2\}$$
and \(\theta_T = \nu_T^{2 + 2a} a(T)\). Moreover, we define

$$\tilde{L}_\theta(tT) = \left\{y \in \kappa_T : \#L_\theta(y, tT) \leq \xi(y)^{1/2}, tT - H(y) \in \left[0, \frac{1}{\xi(y)} \right)\right\}$$

as the points in \(\kappa_T\) that get hit fairly late for the first time and the first particle is not followed by many other particles immediately afterwards. Contributions from these points will be negligible and we first show how to control the points in the complement.
Lemma 4.6. For any $t \geq 0$,

$$\mathbb{P}(\exists y \in \kappa_T \cup \dot{L}_{\theta_T}(tT)^c : N(y, tT; U_{y, \theta_T}) < \xi(y)^{1/10} \sum_{z \neq y} N(z, tT; U_{y, \theta_T}, y)) \to 0$$

as $T \to \infty$.

Proof. For any $y \in \kappa_T \cup \dot{L}_{\theta_T}(tT)^c$, we have $\xi(y) \geq \nu_T a(T)/2$. Also, by Lemma 4.4, we can assume that $\xi(y) \leq \nu_T^{-1} a(T)$ and so in particular $\theta_T > 10d \xi(y)^{19/20}$ for $T$ sufficiently large. Therefore we may apply Propositions 2.1 and 3.1 to see that

$$\begin{align*}
\mathbb{P}^\xi \left( \sum_{v \in L_{\theta_T}(y, tT)} N^v(y, tT; U_{y, \theta_T}) < \xi(y)^{1/10} \sum_{v \in L_{\theta_T}(y, tT)} \sum_{z \neq y} N^v(z, tT; U_{y, \theta_T}) \bigg| \mathcal{G}_{L_{\theta_T}(y, tT)} \right) \\
\leq C_d \xi(y)^{-1/20} + (3 + d) \xi(y)^{-1/16} + \xi(y) t T e^{-\xi(y)^{1/2}/16}.
\end{align*}$$

But

$$\sum_{v \in L_{\theta_T}(y, tT)} N^v(y, tT; U_{y, \theta_T}) = N(y, tT; U_{y, \theta_T})$$

and

$$\sum_{v \in L_{\theta_T}(y, tT)} \sum_{z \neq y} N^v(z, tT; U_{y, \theta_T}) = \sum_{z \neq y} N(z, tT; U_{y, \theta_T}, y),$$

so

$$\begin{align*}
\mathbb{P}^\xi \left( N(y, tT; U_{y, \theta_T}) < \xi(y)^{1/10} \sum_{z \neq y} N(z, tT; U_{y, \theta_T}, y) \bigg| \mathcal{G}_{L_{\theta_T}(y, tT)} \right) \\
\leq C_d \xi(y)^{-1/20} + (3 + d) \xi(y)^{-1/16} + \xi(y) t T e^{-\xi(y)^{1/2}/16}.
\end{align*}$$

By the second part of Lemma 4.4, we may assume that there are at most $K_T$ points in $\kappa_T$, and a union bound gives the result. \qed

Finally, we can control the points in $\dot{L}_{\theta_T}(tT)$ that only get hit by a few particles that do not have much time to grow.

Lemma 4.7.

$$\mathbb{P} \left( \exists y \in \dot{L}_{\theta_T}(tT) : N(y, tT, U_{y, \theta_T}) \geq \nu(T)^{-1} a(T) \right) \to 0.$$

Proof. Let $y \in \dot{L}_{\theta_T}(tT)$. We recall that then $\xi(y) \geq \nu_T a(T)/2$, $t - H(y) \in [0, \frac{1 + \frac{1}{2} \log \xi(y)}{\xi(y)}]$ and $\# L_{\theta_T}(y, tT) \leq \xi(y)^{1/2}$. Note that by Markov’s inequality

$$\begin{align*}
\mathbb{P}^\xi \left( \sum_{v \in L_{\theta_T}(y, tT)} N^v(y, tT, U_{y, \theta_T}) \geq \xi(y) \bigg| \mathcal{G}_{L_{\theta_T}(y, tT)} \right) \\
\leq \frac{1}{\xi(y)} \sum_{v \in L_{\theta_T}(y, tT)} \mathbb{E}[N(y, s, U_{y, \theta_T})]|_{s = t T - \tau(v)} \\
\leq \frac{1}{\xi(y)} \# L_{\theta_T}(y, tT) f(y, tT - H(y)) \\
\leq \frac{1}{\xi(y)} \xi(y)^{1/2} \xi(y) \frac{1}{\xi(y)} (1 + \frac{1}{2} \log \xi(y)) \leq \frac{e}{\xi(y)^{1/4}} \leq \frac{6}{\nu_T^{1/4} a(T)^{1/4}}.
\end{align*}$$

By Lemma 4.4 we can assume that $\xi(y) \leq \nu_T^{-1} a(T)$ and that there at most $K_T$ points in $\kappa_T$, so that a union bound gives the result. \qed
Proof of Theorem 1.1. Let $\varepsilon > 0$ and let $w = w_T(t)$ be any point in $\mathbb{Z}^d$ such that $m_T(w/r(T), t) \geq m_T(z, t)$ for all $z \in L_T$. Then by the previous lemmas, with high probability we know that the following events occur:

(i) There do not exist $z_1, z_2 \in L_T(0, \rho_T)$ such that $z_1 \neq z_2$, $\xi_T(z_1) \geq \nu_T/2$, $\xi_T(z_2) \geq \nu_T/2$ and $|\xi_T(z_1) - \xi_T(z_2)| \leq \nu_T^2/2\alpha$;

(ii) $\sum_{z \in \mathbb{Z}^d} N(z, tT; Q') \leq \frac{1}{2} e^{2\nu_T a(T)tT}$, where $Q = \{z \in \mathbb{Z}^d : \xi(z) \leq \nu_T a(T)/2\}$;

(iii) For all $z \notin B(0, \rho_T(T))$, both $h_T(z) \geq t$ and $H_T(z) \geq t$;

(iv) $\sum_{z \in \mathbb{Z}^d} N(z, tT) \geq e^{2\nu_T a(T)tT}$;

(v) $(\sum_{z \in B(w, x_T)} N(z, tT))/\sum_{z \in \mathbb{Z}^d} N(z, tT)) > 1 - \varepsilon/2$;

(vi) For all $z \in B(w, x_T) \setminus \{w\}$, we have $\xi(z) < \nu_T a(T)/2$;

(vii) For all $y \in \kappa_T \cap \tilde{L}_\theta(z)T^c$, we have $N(y, tT; U_{y, \theta_T}) \geq \xi(y) \sum_{z \not\in y} N(z, tT; U_{y, \theta_T}, y)$.

(viii) For all $y \in \tilde{L}_\theta(T)$, we have $N(y, tT; U_{y, \theta_T}) \leq \nu_T^{-1} a(T)$.

For $y \in \mathbb{Z}^d$, let

$$\hat{U}_y = \{z \in B(0, r(T)\rho_T) : \xi(z) \leq \xi(y)\}.$$ 

Note that by (iii), any particle that is present at time $tT$ must either have remained within $Q$ or must have travelled via $y$ without exiting $\hat{U}_y$ for some $y \in B(0, \rho_T(T))$ with $\xi(y) \geq \nu_T a(T)/2$. By (i) and (iii), such a particle must in fact not have hit $\hat{U}_y$. Thus for any $z \in \mathbb{Z}^d$,

$$N(z, tT) \leq N(z, tT; Q') + \sum_{y \in \kappa_T} N(z, tT; U_{y, \theta_T}, y).$$

By (ii), (vi), (vii) and (viii), we get

$$\sum_{z \in B(w, x_T) \setminus \{w\}} N(z, tT) \leq \frac{1}{2} e^{2\nu_T a(T)tT} + C_d e^{d/2\nu_T a(T)} + \left(\frac{\nu_T a(T)}{2}\right)^{-1/10} \sum_{y \in \kappa_T} N(y, tT; U_{y, \theta_T}).$$

But clearly

$$\sum_{y \in \kappa_T} N(y, tT; U_{y, \theta_T}) \leq \sum_{z \in \mathbb{Z}^d} N(z, tT),$$

and by (iv), for $T$ sufficiently large,

$$e^{2\nu_T a(T)tT} + C_d e^{d/2\nu_T a(T)} \leq e^{-\nu_T a(T)tT/20} \sum_{z \in \mathbb{Z}^d} N(z, tT),$$

so

$$\sum_{z \in B(w, x_T) \setminus \{w\}} N(z, tT) \leq \left(e^{-\nu_T a(T)tT/20} + \left(\frac{\nu_T a(T)}{2}\right)^{-1/10}\right) \sum_{z \in \mathbb{Z}^d} N(z, tT).$$

Thus, for $T$ sufficiently large

$$\frac{\sum_{z \in B(w, x_T) \setminus \{w\}} N(z, tT)}{\sum_{z \in \mathbb{Z}^d} N(z, tT)} < \varepsilon/2,$$

and combining this with (v),

$$\frac{\sum_{z \in \mathbb{Z}^d \setminus \{w\}} N(z, tT)}{\sum_{z \in \mathbb{Z}^d} N(z, tT)} < \varepsilon.$$ 

Therefore we have shown that for any large $T$, with high probability, the site $w_T(t)$ satisfies

$$N(w_T(t), tT)/N(tT) > 1 - \varepsilon.$$ 

In particular taking $t = 1$ completes the proof of Theorem 1.1. \qed
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