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Abstract
With the development of industry 4.0, the credit data of SMEs are characterized by a large volume, high speed, diversity and low-value density. How to select the key features that affect the credit risk from the high-dimensional data has become the critical point to accurately measure the credit risk of SMEs and alleviate their financing constraints. In doing so, this paper proposes a credit risk feature selection approach that integrates the binary opposite whale optimization algorithm (BOWOA) and the Kolmogorov–Smirnov (KS) statistic. Furthermore, we use seven machine learning classifiers and three discriminant methods to verify the robustness of the proposed model by using three actual bank data from SMEs. The empirical results show that although no one artificial intelligence credit evaluation method is universal for different SMEs’ credit data, the performance of the BOWOA-KS model proposed in this paper is better than other methods if the number of indicators in the optimal subset of indicators and the prediction performance of the classifier are considered simultaneously. By providing a high-dimensional data feature selection method and improving the predictive performance of credit risk, it could help SMEs focus on the factors that will allow
them to improve their creditworthiness and more easily access loans from financial institutions. Moreover, it will also help government agencies and policymakers develop policies to help SMEs reduce their credit risks.
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1 **Introduction**

A default occurs when a borrower fails to repay the loan in full. Default risk identification has become one of the most important issues in the banking industry (Dia et al., 2022; Granja et al., 2022; Oreski & Oreski, 2014; Orth, 2012). Credit scoring is a common method of assessing the credit risk of loan clients and is also the basis of credit ratings, loan decisions, and risk management for financial institutions (Crone & Finlay, 2012). For example, in application scoring, lenders often use statistical or artificial-intelligence-based predictive models to estimate the probability of an applicant’s risk of default. The financial crisis of 2008 caused huge losses around the world. Since then, banks and financial institutions have continued to pay attention to the credit risk prediction (Altman et al., 2020).

Industry 4.0 is opening up a new era of information technology, bringing great convenience and challenges to risk management. The term Industry 4.0 refers to various technologies used to facilitate the development of value chains and shorter manufacturing lead times, improved product quality, and organizational performance (Kamble et al., 2018). It provides new paradigms and opportunities for the industrial management of SMEs. Supported by big data technology and artificial intelligence algorithms, it is more convenient and cheaper than traditional enterprise management systems. However, SMEs still face credit risks in Industry 4.0. In the era of Industry 4.0, credit data of SMEs comes from a wide range of sources. Governments have SMEs’ industrial and commercial registration, judicial, tax information, banks have SMEs’ credit information such as lending, repayment, guarantee and default, SMEs have their own operation, sales, employment data, and social media platforms disclose information such as public opinion related to SMEs. The existence of big data and data informatization makes information acquisition very convenient, but also often leads to noisy information of a high dimensionality (Duan et al., 2019). Credit data is often composed of multiple dimensions. The total number of indicators is large and there are many missing values. Therefore, the feature selection of high-dimensional credit data for SMEs is particularly important before establishing credit scoring models.

The feature selection approaches include the filter, wrapper, and hybrid methods (Hinton & Salakhutdinov, 2006; Sefidian & Daneshpour, 2018). Unlike the other two methods, the filter method is used separately from the classification, so that it runs quickly and efficiently but cannot be applied to measure the default-discriminating performance of the selected indicators (Freeman et al., 2015; Nakariyakul, 2018). The indicator selection of the wrapper approach is regarded as a search optimization problem. Different indicator subsets are generated using an optimization algorithm, the classification model is used to evaluate those indicator subsets, and then the best one is selected. In general, the wrapper approach is better than the filter approach (Chen et al., 2020). The hybrid technique is a compromise between the filter and wrapper techniques with low computational complexity and high model accuracy.
The above methods have played an important role in credit risk assessment, but there are few literature reports on the application of high-dimensional data reduction under the characteristics of big data.

In this paper, a novel binary opposite whale optimization algorithm (BOWOA) is proposed to screen features that have significant discrimination on SME’s credit risk. This method combines the advantages of the binary whale optimization algorithm (BWOA) with the opposition-based learning (OBL). It can quickly realize feature screening of high-dimensional credit data for SMEs.

The contributions of this paper include the development of a novel wrapper-type credit risk feature selection methodology that combines the BOWOA with the KS method. In short, we combine the advantages of these two to construct a model which can quickly identify the crucial default features for SMEs. The proposed model enables us to select the smallest subset of indicators with the most information, from the original indicator set. Another contribution of this paper is in mining the relationship between the credit characteristics and credit risk of SMEs in the context of Industry 4.0. More broadly, the empirical analysis was conducted using Chinese credit data for 2044 SMEs, with robustness tests carried out using data for 2157 SMEs and 3111 SMEs. The proposed method can greatly reduce the computational complexity of traditional artificial intelligence wrapper techniques. This study also addresses some policy implications. Bank analysts can refer to the model to quickly check the credit default features of SMEs. Managers of SMEs can use the model to conduct risk assessments of their own companies to better understand their companies’ risk status, make credit decisions, and reduce their credit risk. Moreover, as feature selection is a common problem in data mining, this model can also be used to attribute reduction of high-dimensional data in other fields.

In the remainder of the paper, related work is reviewed in Sect. 2. Then, the methodology is described in Sect. 3. Next, the empirical results are presented in Sect. 4. Finally, the discussion and conclusions are provided in Sects. 5 and 6, respectively.

2 Literature review

SMEs are the most common form of business and play an important role in economic development. Many literatures have been analyzed and reported on the study of financing status of SMEs (Bagale et al., 2021; Beck et al., 2005). Financial institutions and bank managers have always paid attention to the effective prediction of SMEs’ default risk (Ciampi et al., 2021; Edmister, 1972; Laitinen, 1993; Medina-Olivares et al., 2022; Shi et al., 2018). However, SMEs face more difficulties than larger companies in their risk management processes (Ciampi, 2015). The technology and management models used by large companies are usually not fit for SMEs because they are either too complex or too expensive (Pereira et al., 2013). Compared with larger companies, SMEs often face different challenges and dilemmas (Wadhwa, 2012). The financing needs of large enterprises have benefited from the development of information technology and artificial intelligence technology, but small enterprises have benefited less in this regard because small enterprise loans are still constrained due to the large amounts of missing credit data. Researchers have examined various opportunities and challenges faced by SMEs and found that their production, operation and scale expansion rely heavily on access to capital investment and the returns on those investments. One very important feature affecting the sustainable development of SMEs is that it is difficult to guarantee the credit funds required for operation. Moreover, SMEs are more vulnerable to risk
exposure than large companies, and should therefore be more engaged in risk management (Blanc Alquier & Lagasse Tignol, 2006). They face more challenges in accessing resources, have less diversification of economic activity, and weaker financial structures, and tend to face layoffs in the event of a crisis (Kim & Vonortas, 2014). Although, in the era of Industry 4.0 credit risk management is crucial to the development of sustainability and business value for SMEs, an effective risk management model for them is far from being adopted (Pereira et al., 2013). All these factors are encouraging more and more researchers, policymakers, and lenders to focus on ways of improving the precision of risk prediction and lowering the default rates of small enterprises (Oliveira et al., 2017). Therefore, it is necessary to build a complete credit risk management system for SMEs, and credit risk feature selection will be the cornerstone of the establishment of such a credit system.

The feature selection technique has been widely used to diminish the dimensions of data, reduce the computational complexity of models, and improve their accuracy (Mehmanchi et al., 2021). In general, feature selection involves picking an optimal subset of indicators from the original set of indicators. This optimal subset will contain fewer indicators, but still fully reflect the information of the original set (Shi et al., 2018). If the original set is assumed to have n indicators, then the computational complexity of the problem will be $2^n$, which turns into a non-deterministic polynomial (NP) problem. There is no direct method of obtaining such a subset, and most algorithms are based on approximate solutions. Scholars usually divide feature selection techniques into three categories: filter, wrapper, and hybrid (Kohavi & John, 1997; Lappas & Yannacopoulos, 2021).

The filter method is a statistical feature selection algorithm with low computational complexity. It directly filters the optimal feature subset using the statistical characteristics of the sample data. Therefore, this kind of algorithm is very suitable for data with a large sample size. Chi and Zhang (2017) built a feature selection model for SMEs using the rank-sum test, which avoids the assumption that the training data follows a normal distribution. By maximizing the Gini coefficient with nonlinear programming, Zhang et al. (2022) found the crucial credit risk indicators of Chinese SMEs. They also found that a single indicator may have a strong default discrimination ability but, when combined with other indicators, it may not necessarily have the same ability. Thus, it is important to screen the optimal combination of indicators.

The wrapper method is proposed by John et al. (1994). Compared with the filter algorithm, the wrapper algorithm is more accurate, but its computational complexity is greater. In order to seek the best subset of features, wrapper algorithms need to train themselves using classification models. These characteristics make wrapper algorithms powerless in the big data era. Maldonado and Weber (2009) constructed a wrapper algorithm with the support vector machine (SVM) model as a kernel function to screen the optimal subset of features for identifying default status. Chen and Xiang (2017) used the group least absolute shrinkage and selection operator (LASSO) method to select a group of optimal features. To get the key indicator for oil credit, Bellotti and Crook (2009) used the SVM model and compare it to logistic regression, and found the SVM model to be competitive for feature selection.

The hybrid method combines the advantages of the filter and wrapper algorithms. The idea of this kind of technique is to filter out a pool of features using the filter algorithm, and then use the wrapper method on the subsets from this pool. Therefore, the hybrid algorithm makes a trade-off between the accuracy of the model and computational complexity. Oreski and Oreski (2014) combined the genetic algorithm (GA) and neural networks, proposing a hybrid feature selection algorithm for evaluating credit risk. Chen and Li (2010) introduced a hybrid feature selection method based on the SVM, and their study shows that the hybrid method is robust. More recently, Lappas and Yannacopoulos (2021) constructed a machine
learning framework combining expert experience with the GA for hybrid feature selection for credit risk evaluation.

The techniques used for searching the characteristic space in the wrapper and hybrid strategies are different. Because of the computational complexity of the problem, artificial intelligence optimization algorithms are commonly used, such as the GA, particle swarm optimization (PSO), and the whale optimization algorithm (WOA) (Bhattacharya et al., 2018; Kaur & Arora, 2018). The WOA is an optimization algorithm that simulates the natural behavior of humpback whales (a spiral motion and bubble-net foraging). It was proposed by Mirjalili and Lewis (2016) and is used for parameter optimization and large-scale function optimization. Compared with PSO, the WOA has higher storage efficiency because it only stores the globally optimal value during the iteration. Aljarah et al. (2016) applied the WOA to the optimization of weights and biases in artificial neural networks. Compared with PSO, the GA, and back propagation (BP), the WOA can not only avoid local optimization, but also improve convergence speed. Tharwat et al. (2017) used the WOA to find the optimal model parameters of the SVM so as to reduce classification error. To prevent the WOA from becoming trapped in a local optimum, Sayed et al. (2018) applied chaos theory, using the regularity and semi-randomness of the chaotic system to improve the WOA’s global optimization ability.

Although the existing research has achieved great success in dealing with feature selection issues for credit risk, it still has some limitations. First of all, when selecting a subset of indicators, most studies only consider the accuracy of the model, and not the total number of indicators in the subset, thus neglecting to consider the calculation cost and the data collection cost. Secondly, the computational complexity of the existing wrapper algorithms is very high, and they are inefficient at dealing with large-scale data. In the Industry 4.0 era, there is little research on the use of wrapper algorithms for large-scale credit risk samples with its high-dimension datasets. Therefore, a novel feature selection model, including more optimization algorithms and performance metrics, should be proposed. It will guide banks’ credit decision-makers and help them select the most appropriate methods for their own unique datasets.

3 Methodology

In this section, we put forward a novel credit risk feature selection model for SMEs. To begin with, the original data is standardized and sample expansion is performed on the default sample. Then, the BOWOA artificial intelligence optimization algorithms and the KS statistic are used to find the optimal subset of indicators that can accurately identify the default risk of SMEs. Finally, three measures including accuracy, area under the curve (AUC) and f1 scores are utilized to evaluate the predictive performance of the model. The reasons for these steps will be discussed in the following.

The first step is to collect SMEs’ credit data. Assuming that the sample consists of $n$ indicators and $m$ customers, the SMEs’ credit data can be described as a matrix $X$ with $m$ rows and $n$ columns. We expect to select $k$ indicators from these $n$ indicators, such that using the newly obtained data matrix $X'$ to perform default prediction is better than using the original dataset. The number $k$ of indicators should be as small as possible so that when banks collect small enterprises data, they will only need to collect $k$ indicators instead of $n$. Fewer indicators mean that the banks’ data collection costs will be lower. Also, the fewer indicators there are, the faster the computer modeling will be. In addition, since normalizing
sample data can enhance the performance of machine learning classification models, after collecting the data, necessary data cleaning and data normalization are needed. Because the credit data of SMEs is often imbalanced, this could lead to the model over-identifying SMEs that do not default. Studies have shown that sample expansion techniques have an active effect on the predictive performance of models. Therefore, sample expansion is performed on the original SMEs’ credit data.

Then, a new BOWOA method is proposed to reduce features. It is well known that the WOA is an emerging artificial intelligence optimization algorithm for high-dimensional problems (Zhang & Wen, 2021). In order to apply WOA to discrete problems, Hussien et al. (2020) propose the BWOA, which differs from the WOA as it replaces the continuous whale agent with a binary whale agent. Lappas and Yannacopoulos (2021) show that the OBL method can improve the prediction performance of unbalanced credit samples. This study combines the advantages of the OBL with BWOA, and proposes the BOWOA algorithm for feature screening of high-dimensional unbalanced credit data.

Based on the motivation of this study, those indicators that have strong default discrimination power are needed. To do so, a quantity is required to measure the default discriminatory ability of the model. This study uses the KS statistic to measure the default discriminatory ability of the model. Supposing the sample data consists of n indicators, and then these n indicators generate $2^n$ subsets of indicators. When n is relatively small, all these subsets of indicators can be traversed to find the optimal indicator group. Theoretically, if it was possible to use some kind of machine learning algorithm and do an analysis on these $2^n$ subsets of indicators, the KS statistic for each subset of indicators could be obtained. It is obvious that the subset of indicators with the highest KS statistic will be the group of indicators that would be best selected. Unfortunately, when n is not small, it is impossible to traverse all $2^n$ subsets of indicators and obtain their KS statistics, as it would involve huge computational complexity. The computational complexity here is mainly due to three aspects: the high dimensionality of the data, the diversity of the indicator groups, and the complexity of machine learning models.

The model is summarized into the following three steps. Step 1. Establish the original indicator set and standardize the original data. Perform sample expansion on the default sample. Step 2. Filter default features for SMEs using the BOWOA algorithm and the KS statistic by a linear scoring model. Step 3. Evaluate the predictive performance of the model using accuracy, AUC and f1 scores.
It is worth mentioning that the linear model is chosen to calculate the KS statistics and the weight $w_j$ of the linear function of each individual indicator. In practice, users can choose the SVM, random forest (RF), or some other methods to replace the linear function. For the linear scoring model $k \sum_{j=1}^{j} w_j x_{ij}$, we already know the value of the $j$-th indicator of the $i$-th small enterprise $x_{ij}$. To evaluate the KS statistic of the given subset of indicators, the weight coefficient $w_j$ of each indicator should be determined. If there is only one indicator ($k = 1$), the weight of the indicator is 1. For multiple indicators $\{x_1, x_2, ..., x_k\} (k > 1)$, the weight $w_j$ corresponding to the $j$-th indicator is defined as follows.

$$w_j = \frac{KS(\{x_j\})}{\sum_{j \leq k} KS(\{x_j\})}$$  \hspace{1cm} (1)

In Eq. (1), $KS(\{x_j\})$ represents the value of KS statistic of the $j$-th indicator. This formula allows quick calculation of the fitness function value of the BOWOA algorithm. Although the linear function looks simple, we found it to be effective in the empirical analysis.

### 3.1 Data standardization and SMOTE sample expansion

The original data should be normalized to eliminate the influence of different dimensions of features on the selection of indicators (Chai et al., 2019). The scoring standard of qualitative indicators is usually assessed through expert investigation and rational analysis (Bai et al., 2019). The standardization formulas for the positive, negative, and interval indicators are given below.

Equation (2) shows the standardization formula for positive indicators:

$$x_{ij} = \frac{v_{ij} - \min(v_{ij})}{\max(v_{ij}) - \min(v_{ij})}$$  \hspace{1cm} (2)

where $x_{ij}$ denotes the standardized score of the $i$-th SME for the $j$-th indicator, and $v_{ij}$ denotes the raw data for the $i$-th SME and $j$-th indicator.
Equation (3) shows the standardization formula for negative indicators.

$$x_{ij} = \frac{\max(v_{ij}) - v_{ij}}{\max(v_{ij}) - \min(v_{ij})}$$

Equation (4) shows the standardization formula for interval indicators.

$$x_{ij} = \begin{cases} 
1 - \frac{q_1 - v_{ij}}{\max(q_1 - \min(v_{ij}), \max(v_{ij}) - q_2)}, & v_{ij} < q_1, \quad (a) \\
1 - \frac{v_{ij} - q_2}{\max(q_1 - \min(v_{ij}), \max(v_{ij}) - q_2)}, & v_{ij} > q_2, \quad (b) \\
1, & q_1 \leq v_{ij} \leq q_2 \quad (c)
\end{cases}$$

where \(q_1, q_2\) denote the left and right boundary of the ideal interval respectively.

The SMOTE method is a method of synthesizing new samples from a few existing samples. It has been widely used in credit risk evaluation. The main idea is to interpolate between two default sample points to obtain a new sample point without losing the original data or over-fitting.

Specifically, let \(x_1\) denote a default sample point and \(x_2\) denote another default sample point. Then, a new sample point \(x_3\) can be synthesized according to the following rules (Fernandez et al., 2018):

$$x_3 = x_1 + \text{rand}(0, 1) \times (x_2 - x_1)$$

### 3.2 Construction of indicator selection model based on BOWOA

#### 3.2.1 Initialization of population of indicator subsets based on OBL

The population of subsets of indicators needs to be initialized before using the BOWOA to find the optimal subset. The OBL algorithm proposed by Tizhoosh (2005) has often been used to optimize algorithms to improve global search performance (Ali et al., 2012; Park & Lee, 2015). Thus, OBL is used to initialize the population of subsets of indicators. By introducing OBL, we ensure that the BOWOA not only considers the subset of common indicators but also the corresponding opposite subset of indicators. This lays the foundation for the global search of the BOWOA.

To search for the optimal indicator subset in binary space, it is necessary to extend the definition of the opposite point (Wang et al., 2011) to the binary opposite point in a binary space.

**Definition 1 (Opposite Point).** Let \(X = (x_1^1, x_2^2, \ldots, x_D^D)\) denote any point in a \(D\)-dimensional space, where \(x_i^j\) is any point in the real interval \([a_i^j, b_i^j]\). Then the opposite point to \(X\) can be denoted by \(OX = (ox_1^1, ox_2^2, \ldots, ox_D^D)\), where \(ox_i^j = a_i^j + b_i^j - x_i^j, i = 1, 2, \ldots, D\).

**Definition 2 (Binary Opposite Point).** Let \(X = (x_1^1, x_2^2, \ldots, x_D^D)\) denote any point in a \(D\)-dimensional binary space, where \(x_i^j = 0\) or \(1\). Then the opposite point of \(X\) can be denoted by \(OX = (ox_1^1, ox_2^2, \ldots, ox_D^D)\), where \(ox_i^j = 1 - x_i^j, i = 1, 2, \ldots, D\).

Based on Definition 2, the basic steps for initializing the population of subsets of indicators are as follows. Firstly, the indicator subset population \(IP\) is initialized. To be specific, we randomly generate \(N\) indicator subsets \(X_i = (x_i^1, x_i^2, \ldots, x_i^D)\) as the initial indicator subset population \(IP\), where \(i = 1, 2, \ldots, N\), and \(D\) is the number of original indicators. \(x_i^D \in \{0, 1\}\),
\( x_i^D = 1 \) denotes keeping this position indicator as the indicator subset element. Secondly, the opposite indicator subset population \( OP \) is generated. According to Definition 2, we can get the opposite indicator subset \( OX_i \) of the indicator subset \( X_i \) from Step 1, and obtain the opposite indicator subset population \( OP = \{OX_1, OX_2, \ldots, OX_N\} \). Thirdly, the new initial indicator subset population \( FP \) is generated. The fitness values of the \( 2N \) indicator subsets from the above two steps are calculated and they are sorted in descending order of fitness value. The first \( N \) indicator subsets are then selected and used to construct the new initial indicator subset population, which is recorded as \( FP \).

### 3.2.2 Indicator selection based on the BOWOA

Based on the initial population of subsets of indicators, \( FP \), obtained in subsection 3.3, in this section the BOWOA is used to select indicators that are significant in identifying customer default status. The BOWOA seeks the optimal subset of indicators in two ways: exploitation and exploration (Mirjalili & Lewis, 2016). When finding the optimal subset, the BOWOA adopts the exploitation method. The process is as follows.

Let \( \Phi \) be the original set of indicators, \( \varphi \) be the optimal subset of indicators, and \( X_{gb} \) be a subset that is approximate to the optimal subset \( \varphi \).

1. **Search for the optimal subset of indicators \( \varphi \) based on the exploitation method**

   In the exploitation phase, the BOWOA uses two approaches to find the optimal subset of indicators \( \varphi \). First, “shrinking encircling” is defined, as shown in Eqs. (6–9):

   \[
   X_i(t + 1) = X_{gb}(t) - R |C \cdot X_{gb}(t) - X_i(t)| \tag{6}
   \]

   \[
   R = 2a \cdot r_1 - a \tag{7}
   \]

   \[
   C = 2 \cdot r_2 \tag{8}
   \]

   \[
   a = 2 - \frac{2t}{t_{max}} \tag{9}
   \]

   where \( t \) is the current number of iterations and \( t_{max} \) is the maximum number of iterations. \( X_i(t) \) is the \( i \)-th subset of indicators of the current iteration \( t \), \( R \) and \( C \) are coefficient vectors, and \( a \) is the convergence coefficient, which is decreased linearly from two to zero. The value of \( a \) in Eq. (9) is controlled to imitate the shrinking encircling mechanism. As the convergence factor \( a \) decreases, the fluctuation range of \( A \) decreases, and the subset of indicators \( X_i(t) \) approaches \( X_{gb}(t) \).

   Second, “spiral updating” is used, as shown in Eq. (10):

   \[
   X_i(t + 1) = |X_{gb}(t) - X_i(t)| \cdot e^{-bl} \cdot \cos(2\pi l) + X_{gb}(t) \tag{10}
   \]

   where \( b \) is a constant parameter, and \( l \) is a random real number in the interval \([-1, 1]\).

   In general, the above two ways of finding the optimal subset of indicators are implemented at the same time. To model this simultaneous behavior, it is assumed that there is a probability of 50\% of choosing the spiral updating method, and an equal probability of choosing the shrinking encircling method (Hussien et al., 2020). The mathematical model is as follows:

   \[
   X_i(t + 1) = \begin{cases} 
   X_{gb}(t) - R |C \cdot X_{gb}(t) - X_i(t)| & p < 0.5 \\
   |X_{gb}(t) - X_i(t)| \cdot e^{-bl} \cdot \cos(2\pi l) + X_{gb}(t) & p \geq 0.5 
   \end{cases} \tag{11}
   \]
When $p < 0.5$, the BOWOA searches for the optimal subset of indicators through the shrinking encircling method; otherwise, it uses the spiral method. It is worth noting that, if the updated $X_i(t + 1)$ is better than $X_{gb}$ in terms of identifying default status, we need to update $X_{gb}$ using $X_i(t + 1)$ as the approximate subset to the optimal subset of indicators for the next iteration.

(2) **Search for the optimal subset of indicators $\varphi$ based on the exploration method**

It is easy to see that the optimal subset of indicators obtained by the exploitation method may be a local optimum rather than the global optimum. To alleviate this problem, $X_{gb}$ is replaced with a random subset of indicators $X_r(t)$ to force the BOWOA to do a global search. The mathematical equation is as follows:

$$X_i(t + 1) = X_r(t) - R \cdot |C \cdot X_r(t) - X_i(t)|$$

(12)

Since this paper is searching for the optimal subset of indicators in a binary space, $X_i(t + 1)$ in Eqs. (6), and Eqs. (10, 11 and 12) to be transformed into binary form (Hussien et al., 2020). The mathematical functions are as follows:

$$S(X^{k}_{i}(t + 1)) = \frac{1}{1 + e^{-X^{k}_{i}(t+1)}}$$

(13)

$$X^{k}_{i}(t + 1) = \begin{cases} 0 & \text{rand} < S(X^{k}_{i}(t + 1)) \\ 1 & \text{rand} \geq S(X^{k}_{i}(t + 1)) \end{cases}$$

(14)

where Eq. (13) is the sigmoid function that can transform any real number into the interval $(0, 1)$, $X^{k}_{i}(t + 1)$ is the value of the $i$-th subset of indicators in the $k$-th position, and $S(X^{k}_{i}(t + 1))$ is the sigmoid value corresponding to $X^{k}_{i}(t + 1)$. Equation (14) transforms $S(X^{k}_{i}(t + 1))$ into a variable that takes either 0 and 1, achieving the purpose of the BOWOA which is to search for the optimal subset of indicators in a binary space. Algorithm 2 presents the pseudo-code of the BOWOA.
There are three reasons why the BOWOA algorithm is used for feature selection of high-dimensional credit data of SMEs. First, the BOWOA algorithm can select the optimal group of indicators with strong default identification ability. Some traditional feature selection methods, such as the RF and logistic regression, can find the importance of a single indicator, but they cannot obtain the optimal group of indicators (Zhang et al., 2022). Second, compared with other optimization algorithms, the BOWOA can quickly find the global optimal solution, and it uses stochastic optimization to avoid falling into local optimality. Third, in the age of big data, credit data often presents the characteristics of high dimensionality and noise. From the empirical analysis below, the BOWOA shows it has advantages in processing high-dimensional and imbalanced data.

### 3.2.3 Model parameter selection

1. **Fitness function**
   In the artificial intelligence optimization method, the fitness function lies at its core and directly affects the speed and effect of the optimization. The linear scoring model and the subset of indicators to predict the KS statistic are chosen as the fitness value of the
BOWOA optimization algorithm, following the definition of the KS statistic given by Rezac and Rezac (2011).

The empirical distributions of the KS statistics of the default and non-default SMEs are calculated, followed by the maximum value of the difference between the two distributions under different thresholds. Supposing that each SME has a credit score, the characteristic function of default can be defined as:

$$D(k) = \begin{cases} 1, & \text{if the } k\text{-th SME is non-default} \\ 0, & \text{if the } k\text{-th SME is default} \end{cases}$$ (15)

The empirical cumulative distribution functions of the scores of the non-default and default SMEs are as follows.

$$F_{n_1,\text{non-default}}(a) = \frac{1}{n_1} \sum_{i=1}^{n_1} I((S_i \leq q) \text{ and } (D(i) = 1))$$

$$F_{n_2,\text{default}}(a) = \frac{1}{n_2} \sum_{i=1}^{n_2} I((S_i \leq q) \text{ and } (D(i) = 0)), q \in [L, H]$$ (16)

where $S_i$ is the credit score of the $i$-th SME, $n_1$ is the number of non-default SMEs, $n_2$ is the number of default SMEs, and function $I(x)$ equals 1 if and only if statement $x$ is true. $q$ is the threshold used for judging whether a small enterprise is default. $L$ and $H$ are the lower and upper bounds of all credit scores, respectively. The KS statistic is defined as

$$KS = \max_{q \in [L, H]} |F_{n_1,\text{non-default}}(q) - F_{n_2,\text{default}}(q)|$$ (17)

As an example, Fig. 1 exhibits the estimated cumulative distribution functions for default and non-default SMEs, including a rough estimate of the KS statistic (marked by a blue line). The KS statistic measures the predictive model’s power to distinguish between

![Fig. 1 Example of KS statistic](image)
default and non-default SMEs. In general, a larger KS value implies greater discrimination power. In the credit rating of SMEs, the accuracy value and the AUC value are most often applied to judge the predictive performance of models. Few studies use the KS statistic, and we believe that the introduction of the KS statistic can give researchers a new perspective. The KS statistic measures the ability of a model to distinguish between default and non-default enterprises. This study chooses the KS statistic as the metric for three reasons. First, the credit data of SMEs is often imbalanced (Mahbobi et al., 2021). The KS statistic measures the default discrimination power of a model and can show the characteristics of imbalanced SME credit data. Second, the KS statistic is a non-parametric statistic. Its calculation depends neither on the distribution of the sample nor on the threshold used to judge default. This is more suitable for the era of Industry 4.0, with its high-dimensional and noisy data. Third, the KS statistic can reveal the default discrimination ability of a single indicator or a group of indicators (Yu et al., 2018), which makes it applicable to the feature selection problem studied in our work.

(2) Parameters settings for the BOWOA-KS model

In the BOWOA-KS model, the binary sequence needs to be initialized randomly at first to represent a subset of indicators. In order to ensure that every indicator can be randomly selected with equal probability in the screening process, following random generation rules are adopted. Every time a binary sequence is randomly generated, a positive integer N with a value from 0 to n is first generated using a uniform distribution. This represents the number of numbers with a value of 1 in the binary sequence. Then the positions in N binary sequences are randomly selected and appointed as 1. The advantage is that the total number of indicators will be obtained with the same probability, and each indicator also has equal probability of being selected.

Usually, the number of iterations of the BWOA is in the range [5, 50] (Aljarah et al., 2016), and the initial population is in the range [5,100]. If the sample has n indicators, then theoretically there should be 2n subsets. Compared to 2n, the initial population size of 100 is too small. We found that, if the initial population size was small, this led to an inability to find the optimal solution. After considering the accuracy of the model and the running speed of the program, we set the initial population of the model to 1,000 and the number of iterations to 50. The fitness function value of a population of 1,000 can be calculated quickly because the model of this paper is based on using a linear function for scoring the SMEs’ credit risk. Since the weights in the linear model can be calculated based on the fitness value of each indicator, we only need to save those fitness values in advance.

3.3 Evaluation measures

The quality of the selected subset of indicators is mainly evaluated by two aspects. The first is the total number of indicators in the subset. It is desirable to have the number of indicators to be as small as possible, because this will reduce the cost of data collection and the time required for the computer modeling. The second aspect is how well credit risk can be predicted using the subset of indicators, which is captured by metrics such as accuracy, f1 score, receiver operating characteristic curve (ROC), etc. (Rezac & Rezac, 2011). These metrics can be assessed usually based on a confusion matrix. Table 1 describes the confusion
matrix for SME credit scoring.

\[ TPR = \frac{TP}{TP + FN}, \quad \text{Precision} = \frac{TP}{TP + FP}, \quad FPR = \frac{FP}{FP + TN} \]  

(18)

where \( TP \) represents the number of non-default SMEs that are correctly identified, and \( FN \) represents non-default SMEs that are incorrectly identified. \( FP \) represents the number of default SMEs that are incorrectly identified, and \( TN \) represents the number of default SMEs that are correctly identified. Then the Accuracy can be given by Eq. (19) (Sun et al., 2022):

\[ \text{Accuracy} = \frac{TP + TP}{TP + FN + FP + FN} \]  

(19)

Studies usually use \( TPR \) and precision to evaluate the performance of binary classification model. However, when the results of these two measurement approaches are close, it is difficult for researchers to judge the performance of the prediction model. F1-score takes the advantages of precision and \( TPR \):

\[ \text{f1-score} = 2 \cdot \frac{TPR \cdot \text{Precision}}{TPR + \text{Precision}} \]  

(20)

The ROC curve is another measure, especially for models with imbalanced data (Abedin et al., 2021). It is an \( FPR-TPR \) diagram in which the abscissa indicates \( FPR \) and the ordinate indicates the \( TPR \). Due to the unbalanced characteristics of credit data with many non-default samples and few default samples, the prediction model is easy to misjudge default samples as non-default samples. ROC can effectively avoid this misjudgment caused by data imbalance. For convenience, researchers usually utilize the area under the ROC curve (AUC) to evaluate the prediction performance of the model for unbalanced samples. In the following, this paper uses three evaluation measures including accuracy, f1-score, and AUC to test the effectiveness of the BOWOA-KS model.

4 Empirical analysis

4.1 Sample and data sources

This paper uses credit data for 2,044 SMEs of a Chinese commercial bank, and conducts empirical analysis. The 2,044 SMEs consist of 228 default customers and 1,816 non-default customers. Thus, the sample imbalance ratio is 8:1, satisfying the characteristics of imbalanced data. Based on Standard & Poor’s, Fitch, and Moody’s (Standard & Poor’s Services, 2011; Fitch Ratings, 2013), the indicators used by the China Postal Savings Bank (2009) and the Agricultural Bank of China (2011), a total of 44 indicators of SMEs were selected. These
include five layers: “C\textsubscript{1} basic information of lenders”, “C\textsubscript{2} repayment ability”, “C\textsubscript{3} repayment willingness”, “C\textsubscript{4} guarantee”, and “C\textsubscript{5} macro environment”. It includes 44 indicators, as shown in column c of Table 2. Descriptive statistics of the indicators are shown in Table 3. The standardization for the quantitative and qualitative indicators described in Sect. 3.1 is adopted here to standardize the original data from Table 2. The standardized data are shown in Table 4, column e.

4.2 Solution of feature selection problem

In this study, seven machine learning classification methods were used to test the results. These methods include the K-Nearest Neighbor (KNN), linear regression (LR), SVM, decision tree (DT), RF, the gradient boosting decision tree (GBDT), and extreme gradient boosting (XGBoost), which are very commonly used in risk prediction (Abedin et al., 2021; Sun et al., 2022). These artificial intelligence classification methods were used to test whether the subset of indicators obtained using the BOWOA-KS model is reliable. Other models were also looked at for comparison. For the optimization algorithm, besides the BOWOA, the PSO algorithm was used. For the model’s fitness function, besides the KS statistic, the Gini coefficient and the AUC value were used. The accuracy or f1 score were not used because, for linear models, these two performance metrics require the default threshold to be determined. In order to avoid artificial subjectivity, models that do not require this were used as the fitness function. The RF method was also used to obtain the feature importance of each indicator in the raw data set. For a given subset of indicators, the grid search with cross validation was used to determine the hyper parameters of the machine learning classification methods (Abedin et al., 2020). Table 5 shows a list of the hyperparameters of each machine learning classification model for BOWOA-KS.

The accuracy, f1 score, AUC, and ROC curve for different subsets and machine learning methods were also obtained. The measurements of model performance are shown in Tables 6, 7 and 8, respectively. The accuracy distribution of the different machine learning methods with different numbers of indicators is shown in Fig. 2. The corresponding ROC curve of the different methods for the BOWOA-KS model is shown in Fig. 3.

In order to determine the 15 features that have the greatest impact on the 2,044 SMEs’ default risk, the RF model is adopted to screen the 44 indicators. Figure 4 shows the top 15 features.

4.3 Model robustness test

To verify the robustness of the proposed model, it was applied to two other sets of small enterprise loans in China. One of the samples contains data on 2,157 SMEs from a bank in China, with a total of 60 credit indicators, and a default ratio of about 9%. The other sample comprises 3,111 SMEs and comes from a Chinese bank, with a total of 80 credit indicators, and a default ratio of about 2%. Both samples are imbalanced. The proposed method was used to analyze these two samples and the results are shown in Tables 9, 10 and 11.

The 15 most important features from the original sets of indicators (60 and 80 indicators) are calculated in the same way as above. The results are shown in Figs. 5 and 6.
### Table 2: Original data on 2,044 SMEs

| No | (b) Criterion level | (c) Indicator | (d) Indicator type | (e) Original data for 2,044 loans $v_{ij}$ |
|----|---------------------|---------------|--------------------|------------------------------------------|
|    |                     |               |                    | Non-default SMEs | Default SMEs |
|    |                     |               |                    | (1) (1816)       | (1817) (2044) |
| 1  | C₁ Basic information of lenders | $X_1$ Age | Interval | 57...36 | 45...24 |
| ... | ... | ... | ... | ... | ... |
| 12 | C₂ Repayment ability | $X_{12}$ Skill of lenders and their families | Qualitative | 3...3 | 3...4 |
| ... | ... | ... | ... | ... | ... |
| 25 | C₃ Repayment willingness | $X_{25}$ Living conditions | Qualitative | 1...1 | 1...1 |
| ... | ... | ... | ... | ... | ... |
| 35 | C₄ Guarantee | $X_{35}$ Is there a guarantee | Qualitative | 2...1 | 0...1 |
| ... | ... | ... | ... | ... | ... |
| ... | C₅ Macro environment | ... | ... | ... | ... |
| 44 | | $X_{44}$ Engel’s coefficient | Negative | 0.373...0.364 | 0.373...0.379 |
| 45 | – | Default | – | 1...1 | 0...0 |
Table 3 Descriptive statistics of data for 2,044 SMEs

| Indicators                                      | Mean   | Var     | S.D   |
|-------------------------------------------------|--------|---------|-------|
| Age                                             | 40.932 | 70.207  | 8.379 |
| Education                                       | 3.976  | 0.976   | 0.988 |
| Marital status                                  | 1.086  | 0.240   | 0.490 |
| Gender                                          | 1.082  | 0.075   | 0.274 |
| Number of members                               | 1.634  | 0.409   | 0.640 |
| Size of labor force                             | 2.004  | 0.938   | 0.969 |
| Number of family members/Size of labor force    | 3.145  | 0.599   | 0.774 |
| Support population                              | 2.524  | 0.613   | 0.783 |
| Regional GDP growth rate                        | 18.253 | 7.195   | 2.682 |
| Consumer price index                            | 105.574| 0.599   | 0.774 |
| Resident savings deposit balance                | 5414.524| 5,157,935.048| 2271.109|
| Engel’s coefficient                             | 0.376  | 0.001   | 0.028 |

5 Discussion

To estimate the efficiency of the proposed BOWOA-KS model, the accuracy, AUC, and f1 scores were compared with those of other models, using two other credit datasets of Chinese small enterprises. By using the same initial parameters for the classifiers, a comparison of the feature selection techniques is possible. It is observed that, for different machine learning classifiers, if the number of indicators in the optimal subset of indicators and the prediction performance of the classifier are considered at the same time, the BOWOA-KS model is better (see Tables 6, 7, 8, 9, 10 and 11).

At the same time, it is evident that no artificial intelligence method is omnipotent. Specifically, the prediction performance levels of the different artificial intelligence classification methods are very close to each other. For accuracy, the prediction performances of SVM, RF, GBDT, and XGBOOST are better. If the f1 score is used for comparison, the performances of SVM and LR are worse than those of the other models. For the AUC value, the prediction performances of RF, GBDT, and XGBOOST are better. It is worth noting that, compared to the original small enterprise credit indicator set (44 indicators in total), the BOWOA-KS model established in this paper filters out fewer indicators. Although the number of indicators is reduced, we can observe that the model’s predictive power has not declined. This shows that the BOWOA-KS model established in this paper is effective. Using the PSO algorithm and the BOWOA for comparison, with the same parameter settings, we found that the indicator subset produced by the BOWOA contains fewer indicators and, except for the AUC values, has prediction performance metrics that are almost the same as for the PSO. Much to our surprise, the BOWOA-KS model finally selects only eight indicators from the original 44. That is to say, only 18% of the original set of indicators is used, but the prediction performance does not decrease. Compared with the optimal subset of indicators selected by the PSO algorithm, that selected by the BOWOA contains fewer indicators, meaning that the small enterprise default feature selection model proposed in this paper is effective and can reflect the information characteristics of the original set of indicators with fewer indicators.
| (a) No | (b) Criterion level | (c) Indicator | (d) Indicator type | (e) Standardized data for 2,044 loans $x_j$ |
|--------|-------------------|--------------|-------------------|----------------------------------|
|        |                   |              |                   | Non-default SMEs | Default SMEs |
|        |                   |              |                   | (1)    | ... | (1816) | (1817) | ... | (2044) |
| 1      | $C_1$ Basic       | $X_1$ Age    | Interval          | 0.368  | ... | 1.000  | 1.000  | ... | 0.526  |
|        | information of    |              |                   | ...    | ... | ...    | ...    | ... | ...    |
|        | lenders           |              |                   | ...    | ... | ...    | ...    | ... | ...    |
| 11     | $X_{11}$ House    |              | Positive          | 0.130  | ... | 0.285  | 0.052  | ... | 0.000  |
|        | value             |              |                   | ...    | ... | ...    | ...    | ... | ...    |
| 39     | $C_5$ Macro       | $X_{39}$ Per | Positive          | 0.089  | ... | 0.750  | 0.089  | ... | 0.205  |
|        | environment       | capita net   |                   | ...    | ... | ...    | ...    | ... | ...    |
|        |                   | income of    |                   | ...    | ... | ...    | ...    | ... | ...    |
|        |                   | rural        |                   | ...    | ... | ...    | ...    | ... | ...    |
|        |                   | households   |                   | ...    | ... | ...    | ...    | ... | ...    |
| 44     | $X_{44}$ Engel’s  |              | Negative          | 0.628  | ... | 0.701  | 0.628  | ... | 0.413  |
| 45     | Default           |              |                   | 1      | ... | 1      | 0      | ... | 0      |
### Table 5 Hyperparameters of artificial intelligence classification methods

| Methods | Parameters |
|---------|------------|
| K-NN    | $K = 5$, Euclidean distance |
| LR      | L2 penalty, 0.5 cut off |
| SVM     | Radial basis kernel function, complexity parameter $c = 1.0$, gamma = 0.1 |
| DT      | Support criterion is Gini |
| RF      | Number of trees = 200, max depth = 9, support criterion is Gini |
| GBDT    | Default booster, learning rate = 0.1, max depth = 3 |
| XGBoost | Learning rate = 0.1, max depth = 5, number of iterations = 200 |

**Fig. 2** Accuracy of different machine learning methods with different numbers of indicators

**Fig. 3** ROC curve of different methods used in the BOWOA-KS model
This provides new ideas for the selection of default characteristics of small enterprises and will reduce the cost of data collection for banks.

The interpretation of data in Tables 9, 10, and 11, shows that the model established in this paper is effective and robust. They allow fewer indicators to be used to reflect the default characteristics of the original indicator set. Moreover, the sample and subsets of indicators will largely affect the prediction performance of the machine learning classification model. The performances of the different artificial intelligence classification methods show no great differences. For the dataset of 3,111 small enterprises, the prediction performance of each classifier is better than that for the 2,157 small enterprises. The reason is that the default rate among the 3,111 small enterprises is only 2%, so the model overfits the non-default samples, resulting in high-performance metrics. In addition, it was noticed that, for these two samples, the number of indicators selected by the BOWOA is less than the number
Fig. 6 15 most important features for dataset of 3,111 SMEs using RF

Table 6 Accuracy of different models for different subsets

| Total indicators | Subset      | KNN | LR | SVM | DT | RF | GBDT | XGBoost |
|------------------|-------------|-----|----|-----|----|----|------|--------|
| 44               | Original    | 0.73| 0.63| 0.89| 0.78| 0.89| 0.89 | 0.88   |
| 13               | BOWOA-AUC   | 0.77| 0.55| 0.89| 0.8 | 0.87| 0.88 | 0.86   |
| 9                | BOWOA-GINI  | 0.79| 0.62| 0.89| 0.78| 0.87| 0.86 | 0.84   |
| 8                | BOWOA-KS    | 0.78| 0.63| 0.89| 0.78| 0.87| 0.88 | 0.87   |
| 15               | PSO-AUC     | 0.74| 0.56| 0.89| 0.77| 0.88| 0.88 | 0.86   |
| 21               | PSO-GINI    | 0.75| 0.56| 0.89| 0.79| 0.88| 0.87 | 0.87   |
| 21               | PSO-KS      | 0.71| 0.62| 0.89| 0.8 | 0.88| 0.88 | 0.87   |

Table 7 f1 scores of different models for different subsets of indicators

| Total indicators | Subset      | KNN | LR | SVM | DT | RF | GBDT | XGBoost |
|------------------|-------------|-----|----|-----|----|----|------|--------|
| 44               | Original    | 0.50| 0.50| 0.47| 0.53| 0.50| 0.54 | 0.54   |
| 13               | BOWOA-AUC   | 0.53| 0.45| 0.47| 0.56| 0.51| 0.52 | 0.51   |
| 9                | BOWOA-GINI  | 0.51| 0.49| 0.47| 0.53| 0.53| 0.53 | 0.53   |
| 8                | BOWOA-KS    | 0.5 | 0.49| 0.47| 0.52| 0.55| 0.55 | 0.57   |
| 15               | PSO-AUC     | 0.49| 0.46| 0.47| 0.52| 0.53| 0.55 | 0.54   |
| 21               | PSO-GINI    | 0.53| 0.44| 0.47| 0.57| 0.5 | 0.53 | 0.55   |
| 21               | PSO-KS      | 0.47| 0.48| 0.47| 0.54| 0.48| 0.53 | 0.54   |
Table 8 AUC of different models for different subsets of indicators

| Total indicators | Subset        | KNN | LR  | SVM | DT  | RF  | GBDT | XGBoost |
|------------------|---------------|-----|-----|-----|-----|-----|------|---------|
| 44               | Original      | 0.52| 0.59| 0.54| 0.55| 0.64| 0.62 | 0.63    |
| 13               | BOWOA-AUC     | 0.58| 0.54| 0.56| 0.57| 0.63| 0.56 | 0.6    |
| 9                | BOWOA-GINI    | 0.56| 0.53| 0.49| 0.54| 0.56| 0.57 | 0.54    |
| 8                | BOWOA-KS      | 0.57| 0.57| 0.63| 0.52| 0.59| 0.65 | 0.64    |
| 15               | PSO-AUC       | 0.52| 0.56| 0.54| 0.53| 0.65| 0.59 | 0.6    |
| 21               | PSO-GINI      | 0.56| 0.53| 0.49| 0.54| 0.56| 0.57 | 0.54    |
| 21               | PSO-KS        | 0.57| 0.57| 0.63| 0.52| 0.59| 0.65 | 0.64    |

Table 9 Accuracy of different models for different subsets of indicators

| Total indicators | Subset        | KNN | LR  | SVM | DT  | RF  | GBDT | XGBoost |
|------------------|---------------|-----|-----|-----|-----|-----|------|---------|
| Dataset of 2,157 SMEs |
| 60               | Original      | 0.69| 0.62| 0.88| 0.78| 0.89| 0.88 | 0.88    |
| 13               | BOWOA-AUC     | 0.78| 0.62| 0.89| 0.77| 0.86| 0.85 | 0.85    |
| 14               | BOWOA-GINI    | 0.78| 0.64| 0.89| 0.78| 0.86| 0.87 | 0.85    |
| 18               | BOWOA-KS      | 0.77| 0.63| 0.88| 0.77| 0.88| 0.88 | 0.88    |
| 25               | PSO-AUC       | 0.75| 0.63| 0.89| 0.78| 0.88| 0.88 | 0.87    |
| 32               | PSO-GINI      | 0.73| 0.62| 0.88| 0.77| 0.88| 0.87 | 0.87    |
| 19               | PSO-KS        | 0.74| 0.62| 0.89| 0.76| 0.89| 0.87 | 0.87    |
| Dataset of 3,111 SMEs |
| 80               | Original      | 0.97| 0.93| 0.97| 0.99| 0.99| 0.98 | 0.99    |
| 16               | BOWOA-AUC     | 0.95| 0.71| 0.97| 0.97| 0.98| 0.97 | 0.98    |
| 24               | BOWOA-GINI    | 0.97| 0.88| 0.96| 0.98| 0.98| 0.98 | 0.98    |
| 48               | BOWOA-KS      | 0.96| 0.92| 0.96| 0.98| 0.98| 0.98 | 0.98    |
| 23               | PSO-AUC       | 0.97| 0.86| 0.96| 0.98| 0.99| 0.98 | 0.98    |
| 27               | PSO-GINI      | 0.96| 0.9  | 0.96| 0.98| 0.98| 0.98 | 0.98    |
| 47               | PSO-KS        | 0.97| 0.92| 0.97| 0.99| 0.98| 0.98 | 0.99    |

selected by the PSO algorithm. This also confirms that the BOWOA established in this paper is effective. Although the BOWOA-KS model has more indicators than the BOWOA-AUC and BOWOA-GINI, careful observation reveals that each artificial intelligence classifier in the BOWOA-KS model selects a subset of indicators with higher predictive performance. This means that no model can select a subset with both a small number of indicators and high predictive performance, indicating that decision-makers need to make a trade-off between the number of indicators and the predictive performance of the model. In general, the subset of indicators selected by the BOWOA-KS model is better than the subset of indicators selected by other models.

From the above discussion, we can identify those key components that affect the performance of the BOWOA-KS model. The performance is influenced by the quality of the credit
### Table 10 f1 scores of different models for different subsets of indicators

| Total indicators | Subset       | KNN | LR  | SVM | DT  | RF  | GBDT | XGBoost |
|------------------|--------------|-----|-----|-----|-----|-----|------|---------|
| **Dataset of 2,157 SMEs** |              |     |     |     |     |     |      |         |
| 60 Original      |              | 0.50| 0.49| 0.47| 0.47| 0.47| 0.49 | 0.53    |
| 13 BOWOA-AUC     |              | 0.52| 0.51| 0.48| 0.52| 0.48| 0.49 | 0.5     |
| 14 BOWOA-GINI    |              | 0.51| 0.52| 0.47| 0.51| 0.51| 0.48 | 0.49    |
| 18 BOWOA-KS      |              | 0.53| 0.51| 0.47| 0.54| 0.53| 0.52 | 0.55    |
| 25 PSO-AUC       |              | 0.53| 0.5  | 0.52| 0.54| 0.51| 0.49 | 0.52    |
| 32 PSO-GINI      |              | 0.5 | 0.49| 0.54| 0.5  | 0.47| 0.49 | 0.5     |
| 19 PSO-KS        |              | 0.47| 0.5  | 0.47| 0.53| 0.51| 0.51 | 0.53    |
| **Dataset of 3,111 SMEs** |              |     |     |     |     |     |      |         |
| 80 Original      |              | 0.78| 0.64| 0.71| 0.85| 0.80| 0.75 | 0.83    |
| 16 BOWOA-AUC     |              | 0.63| 0.44| 0.58| 0.72| 0.73| 0.67 | 0.75    |
| 24 BOWOA-GINI    |              | 0.72| 0.58| 0.68| 0.71| 0.77| 0.77 | 0.75    |
| 48 BOWOA-KS      |              | 0.74| 0.62| 0.68| 0.85| 0.79| 0.79 | 0.83    |
| 23 PSO-AUC       |              | 0.76| 0.56| 0.7  | 0.8 | 0.81| 0.77 | 0.81    |
| 27 PSO-GINI      |              | 0.7 | 0.6  | 0.69| 0.75| 0.78| 0.79 |         |
| 47 PSO-KS        |              | 0.78| 0.6  | 0.73| 0.88| 0.77| 0.77 | 0.83    |

### Table 11 AUC of different models for different subsets of indicators

| Total indicators | Subset       | KNN | LR  | SVM | DT  | RF  | GBDT | XGBoost |
|------------------|--------------|-----|-----|-----|-----|-----|------|---------|
| **Dataset of 2,157 SMEs** |              |     |     |     |     |     |      |         |
| 60 Original      |              | 0.56| 0.62| 0.59| 0.53| 0.69| 0.63 | 0.62    |
| 13 BOWOA-AUC     |              | 0.55| 0.65| 0.54| 0.53| 0.58| 0.53 | 0.52    |
| 14 BOWOA-GINI    |              | 0.56| 0.66| 0.61| 0.51| 0.63| 0.64 | 0.57    |
| 18 BOWOA-KS      |              | 0.61| 0.66| 0.63| 0.55| 0.65| 0.63 | 0.63    |
| 25 PSO-AUC       |              | 0.6 | 0.61| 0.58| 0.55| 0.63| 0.61 | 0.6     |
| 32 PSO-GINI      |              | 0.56| 0.61| 0.57| 0.5 | 0.67| 0.63 | 0.6     |
| 19 PSO-KS        |              | 0.52| 0.64| 0.58| 0.55| 0.61| 0.59 | 0.59    |
| **Dataset of 3,111 SMEs** |              |     |     |     |     |     |      |         |
| 80 Original      |              | 0.90| 0.89| 0.9  | 0.86| 0.96| 0.94 | 0.95    |
| 16 BOWOA-AUC     |              | 0.73| 0.57| 0.55| 0.76| 0.89| 0.78 | 0.82    |
| 24 BOWOA-GINI    |              | 0.85| 0.85| 0.83| 0.74| 0.96| 0.95 | 0.95    |
| 48 BOWOA-KS      |              | 0.9 | 0.88| 0.9  | 0.88| 0.97| 0.94 | 0.96    |
| 23 PSO-AUC       |              | 0.85| 0.85| 0.86| 0.83| 0.96| 0.94 | 0.95    |
| 27 PSO-GINI      |              | 0.84| 0.89| 0.89| 0.77| 0.96| 0.92 | 0.9     |
| 47 PSO-KS        |              | 0.89| 0.88| 0.9  | 0.91| 0.96| 0.92 | 0.95    |
evaluation data, machine learning classification algorithms, and performance evaluation criteria. First, the most important factor affecting model performance is the quality of the credit evaluation data. The accuracy of the credit risk prediction using 3,111 SMEs is better than that of the predictions using the other two datasets, i.e. with 2,044 SMEs and 2,157 SMEs. The quality of the data generally includes three aspects: information capacity, missing values, and imbalance ratio. It can be observed that the more imbalanced the sample, the more accurate the model will be. A potential reason may be that the model overidentifies non-defaulting SMEs in an unbalanced sample. In addition, the more information the sample contains, the higher the accuracy of the model will be, which is consistent with our expectations. Second, the machine learning classification algorithms also affect the prediction performance, and no single machine learning classification algorithm is suitable for all data. Different datasets will be best served by different machine learning classification algorithms. Third, if multiple model performance evaluation criteria are considered simultaneously, for example, for the same dataset, the highest AUC and the highest accuracy rate will not necessarily be found for the same model. This indicates that the evaluation criteria used will also affect the performance of the model. The above analysis shows that the quality of credit data plays a dominant role in the prediction performance of any model. This has inspired us to work on establishing a multi-source SME credit database in the era of Industry 4.0. In addition, when analysts use a machine learning classification model to predict default risk, they should choose a classification model that suits the data.

We also calculated the 15 most important features of the other two samples using the RF method (as shown in Figs. 5 and 6). This shows that different sample sets have different features associated with defaults. For the sample of 2,044 SMEs, external environmental factors such as the Engel’s coefficient are significantly related to whether a small company defaults while, for the sample of 2,157 SMEs, the age of the company’s manager and the number of years for which the company has been operating are factors that significantly affect whether a company defaults. However, for the sample of 3,111 SMEs, indicators such as a company’s business scope and whether it has had many legal proceedings in the past three years are significantly linked to whether a company defaults. We recommend that banks consider these indicators comprehensively when making lending decisions.

6 Conclusions and future work

SMEs are the driving force behind a country’s economic development. In the Industry 4.0 era, the development of small enterprises is particularly important. The most crucial features of this era are intelligence, automation, and big data. Undeniably, the information age has brought many benefits to SMEs. At the same time, the development of SMEs still faces some challenges, especially in financing. During the COVID-19 pandemic, the cash flow of many SMEs has been limited, and some have been forced to close due to capital problems. An SME’s most common method of solving a cash flow shortage is to apply for a loan from a bank. However, the credit scoring system for SMEs is incomplete, and the method used for large enterprises cannot be applied directly to them. In this era of big data, knowing how to quickly and accurately identify indicators that are strongly related to SMEs’ credit risk from high-dimensional datasets is the key to easing SMEs’ financing constraints. Feature selection provides a possible way to solve this problem. By using an appropriate feature selection method, analysts can improve the accuracy of credit risk prediction models, reduce the computational complexity, and better understand the key default features of small enterprises.
This paper proposes a BOWOA-KS model for a wrapper algorithm that can quickly screen the default characteristics of SMEs. The BOWOA-KS model is used to conduct an empirical study on three different datasets in China. First, the methodology is verified using actual bank data for 2,044 SMEs. Then robustness tests are carried out using data for 2,157 SMEs and 3,111 SMEs. The results reveal that the proposed method can greatly reduce the computational complexity of traditional artificial intelligence wrapper techniques. We find that the optimal number of indicators and the optimal classification model differ among the datasets. If the total number of selected features and prediction performance of the model are considered comprehensively, the BOWOA-KS model is shown to be reliable and it can quickly and accurately identify the indicators that are significantly related to the default characteristics of SMEs.

In the age of Industry 4.0, the amount of information available is huge, and credit data has a very high dimensionality and contains a lot of noise. This makes it necessary to simplify the data structure in credit evaluation. The model for SMEs’ default feature selection provided in this paper can reduce the dimensionality of credit data effectively. When applying the model, operators should pay attention to the characteristics of their datasets, so as to select the most appropriate artificial intelligence optimization algorithm and model parameters. Meanwhile, financing constraints for SMEs in the post-COVID-19 era are severe. Constructing a novel credit evaluation model for SMEs could effectively reduce the information uncertainty of the market and aid the recovery of small enterprises.

Policy implications have been generated by this empirical study and methodology. In the context of Industry 4.0, artificial intelligence tools and big data acquisition technologies bring new opportunities for fast and accurate calculation of the credit risks of SMEs. Learning about the top features that are most likely to be exhibited by successful loans can help bankers not only identify creditworthy SMEs, but also guide them towards figuring out which data they should collect for their databases. Additionally, financial institutions can refer to the proposed method to reduce the dimensionality of their credit data, so as to reduce both the costs of data collection and those of modeling. This will also help SMEs to focus on those factors that will let them improve their creditworthiness and access to loans from financial institutions. At the same time, this work can benefit governmental agencies and policymakers by pinpointing the characteristics that can lead to the success of SMEs in the economy, helping them to develop policies to help SMEs guard against financial risks.

Despite the improvements it makes in terms of sample expansion, feature reduction, and the selection of performance evaluation indicators for classifier prediction, this research can be further expanded in the future. An interesting extension of this research would be to apply the BOWOA-KS models to other datasets and other types of credit applicants, which can help to evaluate the applicability of the methods. This study found the optimal subset of indicators based on the BOWOA artificial intelligence optimization algorithm. It would be interesting for scholars to use and compare other optimization algorithms in future research. Finally, for imbalanced datasets, the SMOTE algorithm was used to expand the data. Future research could compare the performance of different data expansion algorithms and find the best expansion imbalance ratio.
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