Improvement of Signal Reception Reliability at Satellite Spectrum Monitoring System
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ABSTRACT Extensively increasing numbers of radio electronic devices significantly complicate the electromagnetic situation under conditions of radio frequency spectrum deficiency and require improvement in the functions and mechanisms of spectrum monitoring systems. Today, in the framework of the existing ground-borne spectrum monitoring system, it is impossible to qualitatively perform the functions and problems of spectrum monitoring. Spectrum (radio) monitoring is one of the main techniques for spectrum load estimation to solve problems of perspective management of the radio frequency spectrum with the purpose of developing new radio technologies. Therefore, the problem of improving the effectiveness of spectrum monitoring does not lose relevance. When solving such problems, one of the most important factors is the extraction of an effective signal with background noise and interference. Therefore, the effectiveness of the Kalman filter application for satellite-based radio monitoring systems is considered in this study. The proposed method for detecting radio signals using Kalman filters makes it possible to make correct decisions with high accuracy. The simulation results show that Kalman filters work effectively even at a negative signal-to-noise ratio (90% and higher), adapting to the original signal at different noise dispersions in a noisy signal. It can be concluded that this method can be successfully applied to solve problems of detecting sources of radiation of a certain frequency according to the signal registered by the onboard receiver of the satellite spectrum monitoring system. The influence of the Kalman filter decision-making speed on the results of radio signal processing was estimated.

INDEX TERMS Kalman filter, low-orbit small spacecraft, satellite spectrum monitoring radio-frequency spectrum, radio monitoring.

I. INTRODUCTION Wireless technology has gained immense popularity in recent years. However, owing to the policy of fixed distribution of the radio frequency spectrum (RFS), RFS has become an increasingly deficient natural resource. Under such conditions of deficiency, RFS requires improvement in the functions and mechanisms of regulation and management [1], [2], [3], [4], [5], [6], [7]. At present, new approaches to RFS management have appeared, including dynamic/opportunistic spectrum access, spectrum sharing and licensed/unlicensed spectrum aggregation, cognitive radio, and software-defined networks. All these methods are directed toward achieving the best and most scientific use of RFS [7], [8], [9], [10]. Radio control of RFS use (spectrum radio monitoring) is one of the ways of estimating its load for solving problems of perspective management of the radio frequency spectrum, with the aim of developing new wireless technology [11]. Radio monitoring of the radio frequency spectrum is a collection, treatment, analysis, and storage of information about the state of the radio frequency spectrum and identification of violations of the rules of spectrum use. However, at present,
spectrum monitoring is performed based on ground-borne means of radio control systems [12], [13], [14]. Using ground-borne radio control means the provision of complete operative information about the real state of RFS use in conditions of megapolis is a difficult problem, and the management of RFS on the scale of the country is much more difficult. Therefore, it is necessary to improve the functions and mechanisms of spectrum monitoring. In addition, ground-borne systems have a range of drawbacks, for instance, a limited zone of radio monitoring, insufficient quantity of radio control sites, the labor-consuming procedure of radio control in adverse climatic conditions, and the condition of complex relief of the sites. In the framework of the existing ground-borne means of radio monitoring, it is impossible to qualitatively carry out the functions and problems of radio monitoring. One of the directions for improving the effectiveness of radio monitoring systems is to study the possibility of using low-orbiting small spacecraft (SS) as radio monitoring stations [15], [16], [17], [18], [19], [20]. Such systems possess a range of advantages, including high efficiency, a global view, and total coverage of the territory.

The use of Kalman filters is proposed to improve the reliability of the results of the satellite spectrum monitoring system when receiving radio signals. According to the studies and calculations of the reliability, the proposed method for detecting a radio signal using Kalman filters enables us to make correct decisions with high accuracy, increasing the reliability of the results of the satellite monitoring system. The obtained results are of practical importance for organizations engaged in the regulation of the radio frequency spectrum. It can also be used to assess the compliance of the radiation parameters of ground-based electronic means with the norms of permits for the use of the radio frequency spectrum as well as to identify illegally operating ground-based electronic devices and improve the electromagnetic environment.

The rest of the paper is organized as follows: in Section II the analysis of the radio channels of a low-orbit satellite system to assess the real signal levels is presented; in Section III signal evaluation using the Kalman filter in a satellite monitoring system, influence assessment of the decision-making speed and clarifying the position of the small spacecraft in orbit using the Kalman filter are considered. The conclusions are drawn in Section IV.

II. METHOD

In [15], an analysis of the energy budget of radio lines was carried out, and the analysis showed the possibility of applying a low-orbiting small spacecraft to fulfill radio monitoring. The analysis of the signal level at the input of the measuring onboard receiver of the radio monitoring system showed that for most ground-borne radio-electronic means, the signal-to-interference ratio is more than 10 dB, which is acceptable for satellite radio monitoring systems. However, to increase radio monitoring quality, effective methods for improving the detection reliability and recognition of radio signals from radio emission sources are required [21], [22], [23], [24], [25], [26], [27]. To estimate the detection reliability of radio signals from radio emission sources there has been carried out an analysis of telemetry signal levels of the Earth distance probing satellite system KazEOSat-2 (Figure 1), the signals were obtained as a result of measurements in a period from September, the 5th to October, the 20th, 2020 and from January to June 2021 on the base of national company "Kazakhstan Garysh Sapary".

![KazEOSat-2](image-url)

**FIGURE 1. Space system of distance probing of the Earth KazEOSat-2, the Republic of Kazakhstan.**

The technical parameters of the distance probing of Earth space system KazEOSat-2 are listed in Table 1.

| Designation                             | Parameters of space system         |
|-----------------------------------------|------------------------------------|
| Frequency of ground transmitter, MHz    | 2060                               |
| Frequency of on-board transmitter, MHz  | 2226,666                           |
| Power of ground transmitter, dBWt       | 13                                 |
| Power of on-board transmitter, dBWt     | -7,5                               |
| Factor of antenna gain (ground), dBi    | 39,5                               |
| Factor of antenna gain (on-board), dBi  | 0                                  |
| Satellite altitude, km                  | 630                                |
| Type of orbit                           | Heliosynchronous                   |
| Inclination, deg                        | 98                                 |
| Speed of data transmission, Mbit/s      | 160                                |
| Size of spacecraft, m x m x m           | 7,0 x 8,0 x 9,0                    |
| Mass of spacecraft, kg                  | 180                                |
| Term of active existence, years         | 7                                  |

The receiving and data treatment equipment of ground complex was used to monitor the radio channels of the satellite system KazEOSat-2 for signal levels assessment. The power of the ground signal transmitter was 47 dBWt.

Measurements of the telemetry signal levels in the zone of radio visibility at the input of the on-board measuring receiver range from $-85$ dBm to $-120$ dBm, and the altitude of the average resolution satellite KazEOSat-2 was 630 km.
Such a signal level is optimal from the point of view of satellite radio monitoring.

To increase the quality of radio monitoring, it is necessary to carry out an analysis of the existing methods of detection of determined signals in the background of noise and to choose the most effective method. At this point, one can orient to the real level of the signals (in the range from $-85$ dBm to $-120$ dBm) (Figure 2).

When performing the functions and tasks of a satellite monitoring system based on a single low-orbit small spacecraft, the detection of a useful signal against the background of noise and interference is required. This was performed to increase the signal-to-noise ratio. These problems are solved using matched filters, Wiener filters, Kalman filters, optimal detection of signals according to the Neumann-Pearson criteria, the least squares method, etc. [28], [29].

In addition, to determine the coordinates of radio emission sources using low-orbit small satellites based on the Doppler effect, the least squares method and various forms of the extended Kalman filter (EKF) are used [30], [31], [32], [33], [34]. Studies carried out in [20] and [35] have shown that for such purposes, it is best to use a constrained unscented Kalman filter (cUKF) because the cUKF filter demonstrates fast convergence, stability, and accuracy of results in simulation with extreme ease of implementation.

Thus, it is easier to apply restrictions to cUKF filters, which are natural when performing the tasks of determining the location of radio emission sources. In [36], the errors in determining the ephemeris and the influence of oscillator drift were considered. However, all the considered works do not take into account the rotation of the Earth, which can affect the accuracy in determining the location of radio emission sources.

In a satellite spectrum monitoring system to determine parameters and the current position of radio emission sources it is suggested to use radio receiving equipment placed onboard a small low-orbit satellite. It is assumed that at a specific time on the input of the onboard measuring receiver, the observation is fixed, which is the measured value ($z$). At this point, a useful signal ($x$) distortion owing to interference $n$ (noise) is observed. Here, $n$ is a random variable that appears in the measurement and when transmitted through the connection channel. Therefore, on the input of the measuring on-board receiver, one defines not the true values of the signal parameters (by which the radio emission source parameters are determined), but the distorted ones. The task of the on-board measuring receiver is to determine the useful signal ($x$) most reliably. However, one can only approximate the values of the radio emission source signal parameters ($x$), denoting the values as $\hat{x}$.

When receiving a signal from an on-board receiver, it is suggested that it is a product of a certain dynamic process, and correspondingly, a mathematical model of the system is in the following form:

$$\dot{x} = \frac{dx}{dt} = F(x, t)$$  \hspace{1cm} (1)

where $x$ is the vector of states of the system and $F(x, t)$ is the function describing the evolution of the system.

If the dynamics of the observed signal can be represented in the form $\dot{x}$, then the Kalman filter can be applied to extract the signal from the noises one can apply the Kalman filter [20], [36], [37].

### III. RESEARCH RESULTS

When determining radio emission source parameters using a satellite spectrum monitoring system on the basis of one low-orbit small spacecraft, let us suppose that one deals with the problem of detecting a harmonic signal (carrying oscillation), which has the following form:

$$x(t) = U\cos(\omega_0 t + \varphi_0)$$  \hspace{1cm} (2)

However, this form does not satisfy the requirements of the Kalman filter. Let us represent this in differential form. To achieve this, one needs to find differential equations that have a solution in the form of (2). Before applying Kalman filters, it is necessary to solve a transitional problem – to find a system of differential equations. Solving these differential equations, one can find function (2), and if this requirement is true, then one can use these differential equations in the logic of the Kalman filter application. Furthermore, we write an equation that describes the dynamics of the harmonic oscillator:

$$\ddot{x} + \omega_0^2 x = 0$$  \hspace{1cm} (3)

Then, the differential equation order is reduced. To reduce the order, one should introduce additional parameters, such as

$$\begin{cases}
\dot{x} = v \\
\dot{v} + \omega_0^2 x = 0
\end{cases}$$  \hspace{1cm} (4)

where $\dot{x} = v$ – speed of signal modification.

Hence,

$$\frac{dx}{dt} = v(t)$$

Here the speed is variable.
Thus, the mathematical model of the process generating a harmonic oscillator has the following form:

\[
\begin{align*}
\frac{dx}{dt} &= v(t) \\
\frac{dv}{dt} &= -\omega_0^2 x(t)
\end{align*}
\] (5)

Here \( x \) is represented as a set of discrete values.

From (5), it is necessary to obtain a differential equation that has the following form:

\[
\begin{align*}
\frac{x_{k+1} - x_k}{dt} &= v_k \\
\frac{v_{k+1} - v_k}{dt} &= -\omega_0^2 x_k
\end{align*}
\] (6)

From equation (6), one obtains a final solution that provides the possibility of defining each subsequent value of the signal. Hence, to apply the Kalman filter, one should write the equations of the signals’ real values in the following form:

\[
\begin{align*}
x_{k+1} &= x_k + v_k dt \\
v_{k+1} &= v_k - \omega_0^2 x_k dt
\end{align*}
\] (7)

Thus, the signal to be defined is represented in accordance with equation (7) in the form

\[
\begin{align*}
x_{k+1} &= x_k + v_k = k + \varepsilon_k \\
v_k &= v_k - \omega_0^2 x_k dt
\end{align*}
\] (8)

where \( \varepsilon_k \) – the model error, which is related to the mathematical model accuracy; \( \eta_k \) is a technical error related to the noise presence and imperfection of the measuring device, including errors that occur during the rotation of the Earth (\( \eta_k = \eta_k^{(1)} + \eta_k^{(2)} \); \( \eta_k^{(1)} \) - noise, \( \eta_k^{(2)} \) - error of the measuring equipment).

If the condition \( \eta_k^{(2)} \ll \eta_k^{(1)} \) is true, then \( \eta_k \) is the actual noise effect.

Hence, \( x_{k+1} = x_k + v_k dt + \varepsilon_k \) – is a mathematical model, \( z_k = x_k + \eta_k \) – measured value.

Here, \( v_k dt \) is a term that controls the evolution of the system, \( \varepsilon_k \) – model error, \( x_k \) is the real value of the signal, \( z_k \) is the value obtained from the output of the board measuring receiver, \( \eta_k \) – the noise. Where \( \varepsilon_k \) and \( \eta_k \) are random values.

The mathematical expectations of the random values \( \varepsilon_k \) and \( \eta_k \) are assumed to be as follows:

\[ E\varepsilon_k = E\eta_k = 0 \] (9)

Thus, it is assumed that the noise does not possess any constant components. Further one needs the values of dispersions of the random values \( \sigma_\varepsilon^2 \) and \( \sigma_\eta^2 \).

The Kalman filter algorithms then follow. For this, one needs to find the optimal value of signal \( y_k \) which is unknown.

If values \( x_k \) and \( z_k \) are available, then \( y_k \) is an optimal value of the golden mean between \( x_k \) and \( z_k \), and here, \( U_k = v_k dt \).

\[ x_{k+1} = x_k + U_k + \varepsilon_k \] (10)

Hence, to find the optimal value of the golden mean it is necessary to introduce weight coefficient \( k \) (optimal value of the golden mean will depend on the coefficient), here \( x_k \rightarrow 1 - k_k, z_k \rightarrow k_k \), then:

\[ y_{k+1} = k_k z_{k+1} + (1 - k_k) \cdot (y_k + U_k) \] (11)

Further one should minimize \( \varepsilon_{k+1} = x_{k+1} - y_{k+1} \). This is done in the following way:

\[
\frac{d}{dk} \sum (x_{k+1} - y_{k+1})^2 = 0
\] (12)

Having solved the equation, one obtains the following:

\[ \varepsilon_{k+1} = (1 - k) \cdot (\varepsilon_k + \eta_k) - k\eta_{k+1} \] (13)

Finally, for Kalman filter coefficient the following expression is obtained:

\[ k_{k+1} = \frac{E\varepsilon_k^2 + \sigma_\eta^2}{E\varepsilon_k^2 + \sigma_\xi^2 + \sigma_\eta^2} \] (14)

In Figures 3 and 4, graphs of the measured signal depending on time with the effect of different noise levels are illustrated. In the figure, along the horizontal axis, the numbers of signal counts are shown, the counts measure and make calculations at discrete time moments, and along the vertical axis, the model values of the signal are given. Thus, in the figures, graphs of the dependence of the signal levels on different noise levels are represented. In the graphs, the red curve denotes the initial signal, and the blue curve denotes the initial signal with noise addition.

FIGURE 3. Form of model measured signal depending on time for various noise dispersion values (\( \sigma = 0.1 \)).

When the magnitude of the root-mean-square deviation of the noise is equal to \( \sigma = 0.1 \), the level of noise generated is significantly less than the level of the initial signal. At this point, the resulting oscillation (blue curve) was similar to the initial signal. At \( \sigma = 0.5 \), the level of noise generated is insignificantly less than that of the initial signal. At this point, the resulting oscillation (blue curve) was greater than the initial signal. At \( \sigma = 1 \), the resulting oscillation (blue curve) becomes greater than the initial signal, that is, the signal-to-interference ratio decreases to a minimum value. At \( \sigma = 2 \), the resulting oscillation (blue curve) became...
FIGURE 4. Form of model measured signal depending on time for various noise dispersion values ($\sigma = 2$).

significantly greater than the initial signal, that is, the signal-to-interference ratio decreased to a negative value. Hence, the greater the root-mean-square deviation of the generated noise, the smaller the signal-to-interference ratio.

FIGURES 5 and 6 show graphs of the detection and recognition of radio signals from radio emission sources (for increasing radio monitoring quality) using the Kalman filter. When applying the Kalman filter to determination (establishing) an effective signal out of noisy signals (blue curve), the Kalman coefficient adapts quite rapidly between $x_k$ and real signal value and $z_k$ – measured value.

FIGURE 5. Representation of signals depending on time according to results of Kalman filter application at various values of noise dispersion in case of initial signal availability ($\sigma = 0.1$).

Thus, as can be seen in the graphs, the signal on the output of the Kalman filter (green line) at initial counts at value $\sigma = 0.1$ differs from the true value of the existing signal (red curve); further, in subsequent iterations, it is rapidly stabilized to the initial signal. Hence, at $\sigma = 0.5$, in the case of initial signal availability, the Kalman coefficient adapts rapidly to the initial signal, which is the detection of the initial signal. At this point, the signal on the output of the Kalman filter and initial signal coincide. At $\sigma = 1$, in the noisy signal, where the signal-to-interference ratio is significantly smaller, the Kalman filter adapts to the initial signal. At $\sigma = 2$, in the noisy signal, where the signal-to-interference ratio has a negative value, the Kalman filter adapts to the initial signal.

In Figure 7, the result of the Kalman filter works with an absent initial signal on the filter input. When an effective determined signal in the noisy signal is absent, the Kalman filter defines the absence of the initial signal by stochastic oscillation with a level close to zero. This means that the Kalman coefficient is successfully applicable when radio monitoring of radio emission sources is used to detect the effective signal availability.

FIGURE 6. Representation of signals depending on time according to results of Kalman filter application at various values of noise dispersion in case of initial signal availability ($\sigma = 2$).

FIGURE 7. Result of Kalman filter work when the initial signal is absent on the input of the filter.

For this purpose, we introduce the concept of the similarity coefficient of the filtered signal using a Kalman filter for the initial signal.

Similarity coefficient is calculated in the following way:
- the difference between the two signals is calculated (filtered and initial);
- The root-mean-square value of the difference signal was calculated.
The root-mean-square value of the difference signal is subtracted from the initial signal amplitude.

Figure 8 shows the graphs of the dependence of the similarity coefficient on the noise level. As can be seen from Figure 8, the similarity coefficient has a value greater than 0.9 at any positive value of the signal-to-interference ratio. Correspondingly, the value of 0.9 can be taken as a threshold value for deciding the availability of the initial signal in the measured signal; if in the result of calculations, the similarity coefficient is greater than 0.9, and it is decided that the initial signal is present.

From Figure 8, it is obvious that the similarity coefficient has a value not greater than 0.3 at any positive values of the signal-to-interference ratio. Correspondingly, the value of 0.3 can be taken as a threshold value for the decision about the absence of the initial signal in the measured signal; if in the result of the calculations, the similarity coefficient occurs to be less than 0.3, it is decided that the initial signal is absent.

The advantage of this method is that the similarity coefficient when the initial signal is available has a value greater than the threshold (0.9), even at negative signal-to-interference ratios.

In Figure 8, by unifying the two above-mentioned graphs of similarity coefficients, one can demonstrate the method of verification of the effective signal availability, where it is possible to introduce the upper and lower thresholds of making decisions when monitoring radio emission sources. The lower threshold excludes false alarms. The upper threshold is for the exclusion of the target dropout. Thus, at a similarity coefficient greater than 90%, one can confidently confirm the availability of an effective signal at a signal-to-interference ratio greater than zero.

As shown in Figure 9, the method reliability index has a very high value of 1 for all positive values of the signal-to-interference ratio. However, at negative values of the signal-to-interference ratio, the index sharply approaches zero and at −6 dB it achieves its possible minimum value.

In Figure 8, one can see that the method reliability index with an unavailable initial signal has virtually its maximum possible value, which means that the method works ultra-reliably in this case.

Thus, at a negative signal-to-interference ratio value, the signal level at the input of the filter was greater than 0.85 (85%). Hence, when the signal-to-interference ratio is greater than zero, the signal on the input of the on-board measuring receiver is taken with a reliability of more than 0.9 (90%). Thus, one can conclude that the probability of the signal to exist and the signal to be taken by the on-board
measuring receiver is more than 0.9 (90%) at zero and a greater signal-to-interference ratio.

We estimated the operating speed of the proposed method. As can be seen from Figure 11, when the signal-to-interference ratio is greater than 0 dB, the correct decision regarding signal availability is made during the same time interval equal to four periods of the initial signal. However, it is worth noting that if the signal level is less than 0 dB, then the correct decision about signal availability is approximately equal to five periods of the initial signal or more, depending on the signal-to-interference ratio.

Furthermore, we consider the problem of defining the emission source location using similarity coefficients. For this purpose, the satellite motion trajectory and emission source position coordinates can be represented by two parallel straight lines. This assumption is appropriate for low-orbiting satellites. In Figure 12, this assumption is illustrated.

In Figure 12, the satellite position during its motion is denoted as point A, and the emission source location corresponds to point B. At this point, the satellite moved along the OX-axis direction. To simulate the problem of defining the coordinates of the emission source for the purpose of this discussion, BC = 1, and the distance from it to the current satellite position can be found by the following formula:

\[
AB = r = \sqrt{AC^2 + BC^2} = \sqrt{1 + (X_A - X_B)^2} \tag{15}
\]

where \(X_A, X_B\) – coordinates of the satellite and emission source respectively.

Suppose that the attenuation of the signal from the emission source obeys the exponential law. Then, the root-mean-square deviation of noise at a satellite location is defined by the following formula:

\[
\sigma = \sigma_0 \exp(\alpha |1 - r|) \tag{16}
\]

where coefficient \(\alpha\) is defined by the boundary data of the problem. For instance, if we consider the following:

\[
\sigma = 0, \quad 1 at r = 1 and \sigma = 2, \quad 0 at r = 10 \tag{17}
\]

then the coefficient \(\alpha\) is equal to:

\[
\alpha = \frac{\ln 20}{9} \tag{18}
\]

Thus, the further away the satellite is from the emission source, the lower the signal-to-interference ratio will be. Correspondingly, the maximum similarity coefficient corresponds to the satellite position at point C (Figure 12). Hence, by fixing the satellite coordinates at which the similarity coefficient has its maximum values, one can define the emission source location coordinate as well.
Figure 13 shows the results of the calculations according to this algorithm in the form of graphs of the dependence of the similarity coefficient on satellite coordinates. In this diagram, the satellite coordinates are along the horizontal axis and the respective similarity coefficients are along the vertical axis. From Figure 13, the similarity coefficient has a functional dependence on the satellite coordinates. This dependence can be used to define emission source coordinates. In the example shown in Figure 13, the maximum similarity coefficient corresponds to a value of 3.6. This value 3.6 was fixed as the coordinate of the emission source in the numerical experiment. Thus, it can be concluded that this algorithm can be applied to increase the accuracy of the determination of emission source coordinates, defining the peak value of the similarity coefficient when measuring at several points in orbit.

IV. CONCLUSION
With the purpose of confirming theoretical conclusions about the creation of a satellite spectrum monitoring system and to improve the reliability of detection and recognition of radio signals due to ground-based radio emission sources, the levels of real radio signals of the distance-probing satellite KazEOSat-2 were estimated. The measurements showed that the maximum level of radio signals on the input of the onboard measuring receiver was in the range of −85 dB to −120 dB, which is acceptable for a satellite-based spectrum monitoring system. To improve the validity of the satellite spectrum monitoring results at radio signal reception, a Kalman filter is proposed for application. The representation of signals in the time domain based on the results of applying the Kalman filter at different noise dispersions in the presence of the desired signal shows that the Kalman coefficient quickly adapts to the original signal. Simultaneously, the signal at the output of the Kalman filter and the desired signal practically coincide.

Studies and calculations of the reliability index showed that the proposed method of radio signal detection using the Kalman filter offers the possibility of making correct decisions with a high degree of accuracy. It can be concluded that the probability of signal existence and the signal to be received by the onboard receiver is greater than 90% at zero and a positive value of the signal-to-interference ratio.

To improve the efficiency of the satellite spectrum monitoring system, further research will be directed toward the development of efficient antenna systems (Active Phased Array Antenna - APAA) for onboard receivers, to reduce satellite location errors, and to assess the impact of pulsed and concentrated interference when receiving weak signals.

REFERENCES
[1] D. A. Ramirez, M. Cardenas-Juarez, U. Pineda-Rico, A. Arce, and E. Solestnavarro, “Spectrum occupancy measurements in the sub-6 GHz band for smart spectrum applications,” in Proc. IEEE 10th Latin-Amer. Conf. Commun. (LATINCOM), Nov. 2018, pp. 1–6.
[2] T. Fujii and K. Umebayashi, “Smart spectrum for future wireless world,” IEICE Trans. Commun., vol. 100, no. 9, pp. 1661–1673, Mar. 2017, doi: 10.1587/transcom.2016FTP0014.
[3] J. Reed, M. Vassiliou, and S. Shah, “The role of new technologies in solving the spectrum shortage [point of view],” Proc. IEEE, vol. 104, no. 6, pp. 1163–1168, Jun. 2016.
[4] A. Navarro and J. Restrepo, “A new method for spectrum monitoring networks design,” in Proc. IEEE Antennas Propag. Soc. Int. Symp. (APSURSI), Jul. 2013, pp. 2018–2019.
[5] M. Souryal, M. Ranganathan, J. Mink, and N. E. Ouni, “Real-time centralized spectrum monitoring: Feasibility, architecture, and latency,” in Proc. IEEE Int. Symp. Dyn. Spectr. Access Netw. (DySPAN), Sep. 2015, pp. 106–112.
[6] J. Zhang, Y. Chen, Y. Liu, and H. Wu, “Spectrum knowledge and real-time observing enabled smart spectrum management,” IEEE Access, vol. 8, pp. 44153–44162, 2020.
[7] D. Chen, J. Yang, J. Wu, H. Tang, and M. Huang, “Spectrum occupancy analysis based on radio monitoring network,” in Proc. 1st IEEE Int. Conf. Commun. China (ICCC), Beijing, China, Aug. 2012, pp. 739–744, doi: 10.1109/ICCCCHINA.2012.6356981.
[8] G. Staple and K. Werbach, “The end of spectrum scarcity [spectrum allocation and utilization],” IEEE SPECTRUM, vol. 41, no. 3, pp. 48–52, Mar. 2004, doi: 10.1109/MSPEC.2004.1270548.
[9] A. Martian, I. Marcu, and I. Marghesu, “Spectrum occupancy in an urban environment: A cognitive radio approach,” in Proc. 6th Adv. Int. Conf. Telecommun. 2010, pp. 25–29, doi: 10.1109/AICT.2010.90.
[10] C. Baylis, M. Fellows, L. Cohen, and R. J. Marks, “Solving the spectrum crisis: Intelligent, reconfigurable microwave transmitter amplifiers for cognitive radar,” IEEE Microw. Mag., vol. 15, no. 5, pp. 94–107, Jul./Aug. 2014, doi: 10.1109/MMM.2014.2321253.
[11] A. E. Kulakayeva, V. O. Tikhvinskiy, A. Z. Aitmagambetov, A. Zhaksylyk, and B. A. Kozhakhmetov, “Monitoring of promising frequency ranges for 5G network development in Almaty city,” in Proc. 6th Int. Conf. Eng. MIS, 2020, pp. 1–6.
[12] H. Mazar, Radio Spectrum Management: Policies, Regulations and Techniques. Hoboken, NJ, USA: Wiley, 2016.
[13] A. M. Rembovsky, A. V. Ashikhmin, V. A. Kozmin, and S. M. Smol'skiy, Radio Monitoring: Automated Systems and Their Components. Cham, Switzerland: Springer, 2018, p. 456.
[14] Handbook on Spectrum Monitoring, Electron. Publication, Geneva, Switzerland, 2011.
[15] A. Aitmagambetov, Y. Butuzov, V. Tikhvinskiy, A. Kulakayeva, and Z. Ongenbayeva, “Energy budget and methods for determining coordinates for a radiomonitoring system based on a small spacecraft,” Indonesian J. Electr. Eng. Comput. Sci., vol. 21, no. 2, pp. 945–956, 2021.
[16] K. Sarda, N. Roth, R. Zee, D. CaJacob, and G. O. Nathan, “Making the invisible visible: Precision RF-emitter geolocation from space by the HawkEye 360 pathfinder mission,” in Proc. 4S Symp., Sorrento, Italy, May/Jun. 2018, pp. 1–11.
[17] J. N. Pelton, “Radio-frequency geo-location and small satellite constellations,” in Handbook of Small Satellites. Cham, Switzerland: Springer, Sep. 2020, pp. 811–823.
[18] C. Hao, X. Wan, D. Feng, Z. Feng, and X.-G. Xia, “Satellite-based radio spectrum monitoring: Architecture, applications, and challenges,” IEEE Netw., vol. 35, no. 4, pp. 20–27, Jul. 2021.
[19] L. Dudas, L. Szucs, and A. Gschwind, “The spectrum monitoring system by Smog-1 satellite,” in Proc. Conf. Microw. Techn. (COMITE), Apr. 2015, pp. 1–4.
[20] P. Ellis and F. Dowlah, “A single satellite geolocation solution of an RF emitter using a constrained unscented Kalman filter,” in Proc. IEEE Stat. Signal Process. Workshop (SSP), Jun. 2018, pp. 643–647.
[21] Q. Li, R. Li, K. Ji, and W. Dai, “Kalman filter and its application,” in Proc. 8th Int. Conf. Intell. Netw. Intell. Syst. (ICINIS), Nov. 2015, pp. 74–77.
[22] D. Simon and T. L. Chia, “Kalman filtering with state equality constraints,” IEEE Trans. Aerosp. Electron. Syst., vol. 38, no. 1, pp. 128–136, Jan. 2002.
[23] N. Kovvali, M. Banavar, and A. Spanias, “An introduction to Kalman filtering with MATLAB Examples,” Synth. Lectures Signal Process., vol. 6, no. 2, pp. 1–81, 2013.
[24] K. C. Ho and Y. T. Chan, “Geolocation of a known altitude object from TDOA and FDOA measurements,” IEEE Trans. Aerosp. Electron. Syst., vol. 33, no. 3, pp. 770–783, Jul. 1997.
[25] T. Amishima and N. Suzuki, “TDOA/FDOA geolocation in space radio monitoring using RLSs and gating,” IEICE Commun. Exp., vol. 8, no. 6, pp. 207–212, 2019.
[26] H. Yan, J. K. Cao, and L. Chen, “Study on location accuracy of dual-satellite geolocation system,” in Proc. ICSP, Oct. 2010, pp. 107–110, doi: 10.1109/ICOSP.2010.5656806.

[27] Y. Cao, L. Peng, J. Li, L. Yang, and F. Guo, “A new iterative algorithm for geolocating a known altitude target using TDOA and FDOA measurements in the presence of satellite location uncertainty,” Chin. J. Aeronaut., vol. 28, no. 5, pp. 1510–1518, Oct. 2015, doi: 10.1016/J.CJA.2015.08.015.

[28] A. B. Sergienko, Digital Signal Processing. Saint Petersburg, Russia: BHV, 2011.

[29] A. Oppenheim and R. Schafer, Digital Signal Processing. LitRes, 2018.

[30] R. Lopez, J. P. Malard, F. Royer, and P. Gaspar, “Improving Argos Doppler location using multiple-model Kalman filtering,” IEEE Trans. Geosci. Remote Sens., vol. 52, no. 8, pp. 4744–4755, Aug. 2014.

[31] N. Levanon and E. Weinstein, “Angle-independent Doppler velocity measurement,” IEEE Trans. Aerosp. Electron. Syst., vol. AES-9, no. 3, pp. 354–359, May 1983.

[32] W. C. Scales and R. Swanson, “Air and sea rescue via satellite systems: Even experimental systems have helped survivors of air and sea accidents, Two different approaches are discussed,” IEEE Spectr., vol. S-21, no. 3, pp. 48–52, Mar. 1984.

[33] F. Guo, “Single-satellite geolocation system based on the kinematic principle,” in Space Electronic Reconnaissance: Localization Theories and Methods, 1st ed. Singapore: Wiley, 2014, ch. 6.

[34] D. J. Nelson and J. B. McMahon, “Target location from the estimated instantaneous received frequency,” Proc. SPIE, vol. 8020, pp. 214–221, May 2011.

[35] N. Nguyen and K. Dogancay, “Algebraic solution for stationary emitter geolocation by a LEO satellite using Doppler frequency measurements,” in Proc. ICASSP, vol. 2, Mar. 2016, pp. 3341–3345.

[36] P. Ellis, D. V. Rheeden, and F. Dowla, “Use of Doppler and Doppler rate for RF geolocation using a single LEO satellite,” IEEE Access, vol. 8, pp. 12907–12920, 2020.

[37] M. S. Grewal and A. P. Andrews, “Applications of Kalman filtering in aerospace 1960 to the present,” IEEE Control Syst. Mag., vol. 30, no. 3, pp. 69–78, Jun. 2010.

KULAKAYEVA AIGUL received the Ph.D. degree from Satpayev University, Kazakhstan. She is currently a Senior Lecturer with the Radio Engineering, Electronics, and Telecommunications Department, International IT University. She has professional experience and scientific research interests include radio technologies for telecommunications and spectrum monitoring.

AITMAGAMBETOV ALTAY is currently pursuing the degree in technical sciences. He is also a Professor with the Radio Engineering, Electronics and Telecommunications Department, International IT University. He is an Academician of the International Academy of Communications. He is the author of more than 150 educational and scientific studies. He has a professional experience and scientific research interests include radio technologies for telecommunications, control, and effective usage of radio spectrum.

ONGENBAYEVA ZHADYRA received the Master of Science degree in computer engineering and software, in 2017. She is currently a Senior Lecturer with the Radio Engineering, Electronics, and Telecommunications Department, International IT University. Her research interests include programming and modeling of computer networks.

**References:**

DAINEKO YEVDENIYA graduated from the Faculty of Physics, Al-Farabi Kazakh National University. From 2004 to 2007, she worked with the Micro and Optoelectronics Laboratory, Scientific Research Institute of Experimental and Theoretical Physics, Al-Farabi Kazakh National University. From 2007 to 2011, she was a Lecturer with the Department of Solid-State Physics and Materials Science, Faculty of Physics, Al-Farabi KazNU. Since 2011, she has been working at the ITTU. Since October 2018, she has been the Head of the Department of Radio Engineering, Electronics, and Telecommunications, and since October 2019, she has been the Vice-Rector for Science and International Affairs of ITTU. More than 140 scientific publications have been published in republican and international rating journals, including articles in journals with a high impact factor, copyright certificates on the protection of intellectual property rights, and educational and teaching aids.

MEDETOV BEKBOLAT received the Ph.D. degree in the field of radio engineering, electronics, and telecommunications from S. Seifullina Kazakh Agrotechnical University. He is currently an Associate Professor with S. Seifullina Kazakh Agrotechnical University. He is the author of more than 50 scientific works. His research interests include neurodynamics, optoelectronics, fiber-optic sensors, and signal processing.

**Acknowledgments:**

VOLUME 10, 2022

101407