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Fidelity is arguably the most popular figure of merit in quantum sciences. However, many of its properties are still unknown. In this work, we resolve the open problem of maximizing average fidelity over arbitrary finite ensembles of quantum states and derive new upper bounds. We first construct a semidefinite program whose optimal value is the maximum average fidelity and then derive fixed-point algorithms that converge to the optimal state. The fixed-point algorithms outperform the semidefinite program in terms of numerical runtime. We also derive expressions for near-optimal states that are easier to compute and upper and lower bounds for maximum average fidelity that are exact when all the states in the ensemble commute. Finally, we discuss how our results solve some open problems in Bayesian quantum tomography.

1 Introduction

Comparing quantum states is not only of great practical importance but also provides novel mathematical challenges since quantum states form a constrained set of complex-valued matrices. While some methods of comparison are now ubiquitous, still much is unknown about the quantities of interest derived from them. In this paper, we consider the most commonly used comparator — namely, fidelity — and demonstrate both analytic and numerical algorithms for producing states which maximize averages of it over arbitrary finite ensembles. These algorithms can be straightforwardly applied, for example, in tomography, where optimal solutions had previously been lacking.

Concretely, suppose we are given a collection of quantum states \(\{\rho_1, \ldots, \rho_n\}\) and tasked with the problem of producing the best state to represent this ensemble. An intuitive notion of “best” is the state which is as close as possible to each state. The obvious tension is resolved by minimizing the average distance to each state in the collection. Though it is not formally a distance in the mathematical sense, the most commonly used
A measure of “closeness” for quantum states is fidelity. The fidelity between two quantum states $\rho$ and $\sigma$ is defined as [1],

$$F(\rho, \sigma) = \text{Tr} \left( \sqrt{\sigma^{1/2} \rho \sigma^{1/2}} \right).$$ (1)

The fidelity $F(\rho, \sigma)$ between two quantum states can take on any value between 0 and 1, with $F(\rho, \sigma) = 1$ if and only if $\rho = \sigma$ and 0 when the states $\rho$ and $\sigma$ are orthogonal. More generally, each state $\rho_j$ in the collection can be associated with some probability (weight) $p_j$. Then, for any state $\sigma$, the average fidelity is defined as,

$$f(\sigma) = \sum_{j=1}^{n} p_j F(\rho_j, \sigma).$$ (2)

Throughout this paper, we are concerned with maximizing average fidelity through the following optimization problem,

$$\begin{align*}
\text{maximize : } f(\sigma) &= \sum_{j=1}^{n} p_j F(\rho_j, \sigma), \\
\text{subject to : } \sigma &\geq 0, \text{ Tr}(\sigma) = 1.
\end{align*}$$ (3)

This is a well-posed convex optimization problem as we are maximizing average fidelity, a concave function, over the convex set of quantum states. The state $\sigma^\#$ which solves this optimization problem is referred to as the optimal state.

This problem arises naturally in quantum state tomography, which is the task of estimating a quantum state that has produced a given set of measurement data. There are many frameworks for addressing the tomography problem and each has within them...
many procedures which generate estimates given data. Each is referred to as an estimator, with the Maximum Likelihood Estimator (or MLE) [2] being a canonical example.

In evaluating a potential estimator, it is commonplace to run real or simulated experiments over a variety of state preparation procedures. Such randomization is desired to ensure unbiasedness, for example. The results of these experiments are the reported fidelities achieved by the estimator(s) averaged over the ensemble chosen in the experiment. Crucially, there exists an optimal estimator for this ensemble, where the probabilities are defined by the likelihood function (or Born rule). The average fidelity of the optimal estimator would provide an absolute benchmark in the evaluation of an estimator. Until now, no recipe to produce such a state has been provided.

There is a duality in the above discussion to Bayesian quantum tomography [3], where the optimal quantum state is that with maximum fidelity averaged over a posterior distribution. This state is typically called the Bayes estimator. Hence, our work also solves this open Bayesian tomography problem. In particular, we provide iterative fixed point algorithms (Eq. (9)) which converge to the optimal state for any starting point. We provide an easy-to-compute approximation for the optimal state (Eq. (10)) which is exact when all the states in the ensemble commute. We also present expressions for upper bounds on average fidelity (Eq. (11)) that are of practical and theoretical interest. We complement our theoretical findings with numerical experiments comparing the performance and quality of our results in practical scenarios.

Related work in this direction provides bounds for optimal square fidelity [4], optimal square fidelity estimators for qubit states [5], Bayes estimators for fidelity and square fidelity restricted to diagonal density matrices [6], minimization of average Bures distance over a finite ensemble of positive definite matrices [7], and minimizing Rényi entropy via Mirror descent [8]. Our work improves upon or complements these and we hope our results can serve as a model for finding Bayes estimators of other figures of merit such as trace distance, square fidelity and so on.

The remainder paper is structured as follows. In Section 2, we outline the main results. In Section 3 we discuss the preliminaries and notations required for the rest of the article. In Section 4 we formally state the results and prove them. In Section 5 we briefly discuss the application of our theoretical results to the tomography problem and verify their utility through simulated experiments. In Section 6 we provide numerical simulations relevant to our results, and we conclude in Section 7.

2 Informal statement of results

We first state the problem. Let \( \mathcal{H} = \mathbb{C}^d \) be a \( d \)-dimensional Hilbert space and \( D(\mathcal{H}) \) denote the collection of all quantum states associated with the space \( \mathcal{H} \):

\[
D(\mathcal{H}) = \{ \rho : \rho \in \text{Pos}(\mathcal{H}), \text{Tr}(\rho) = 1 \},
\]

where \( \text{Pos}(\mathcal{H}) \) is the collection of positive semidefinite operators in the space \( \mathcal{H} \). We denote the standard simplex in \( n \) dimensions, the collection of all \( n \)-dimensional vectors with non-negative entries summing up to unity, by \( \Delta_n \):

\[
\Delta_n = \left\{ p \in \mathbb{R}^n : p_i \geq 0, \sum_{i=1}^{n} p_i = 1 \right\}.
\]
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We call an element \( p \in \Delta_n \) of the standard simplex a probability vector. Given a collection of quantum states \( R = \{\rho_1, \ldots, \rho_n\} \subset D(\mathcal{H}) \) and a probability vector \( p \in \Delta_n \) over it, we define the average fidelity of any state \( \sigma \in D(\mathcal{H}) \) over the ensemble \((R, p)\) as

\[
f(\sigma) = \sum_{i=1}^{n} p_i F(\rho_i, \sigma).
\] (6)

The optimization problem of interest is then

\[
\arg\max_{\sigma \in D(\mathcal{H})} f(\sigma) = \arg\max_{\sigma \in D(\mathcal{H})} \sum_{i=1}^{n} p_i F(\rho_i, \sigma).
\] (7)

We first present a semidefinite program (SDP) which solves Problem (7) in Section 4.1. The SDP exhibits strong duality and, when all the states in the ensemble are full rank, complementary slackness. However, numerically solving SDPs can quickly grow intractable, especially since the SDP involves optimizing over matrices of dimension \((n+1)d\). This difficulty can be circumvented by the following observation. Complementary slackness of the SDP implies a fixed point equation that is satisfied by the optimal state:

\[
\sigma^\# = \frac{1}{f(\sigma^\#)} \sum_{i=1}^{n} p_i \sqrt{\sigma^\#_i} \rho_i \sigma^\#_i^{1/2}.
\] (8)

We use this to develop two fixed point iteration algorithms which converge to the optimal state for any starting point. The two algorithms are defined by the two fixed point
iteration maps $\Lambda$ and $\Omega$ of the form

$\Lambda(\sigma) = \Gamma \left( \sum_{i=1}^{n} p_i \sqrt{\sigma^{1/2} \rho_i \sigma^{1/2}} \right)$,

$\Omega(\sigma) = \Gamma \left( \sigma^{-1/2} \left( \sum_{i=1}^{n} p_i \sqrt{\sigma^{1/2} \rho_i \sigma^{1/2}} \right)^2 \sigma^{-1/2} \right)$, \hspace{1cm} (9)

where $\Gamma(A) = A / \text{Tr}(A)$ is used to normalise these positive definite matrices to density matrices. The sequence of states $\{\Lambda^k(\sigma)\}_{k=0}^{\infty}$ and $\{\Omega^k(\sigma)\}_{k=0}^{\infty}$ converges to the optimal state $\sigma^\#$ for any full rank initial state $\sigma \in \mathcal{D}(\mathcal{H})$. Here we define $\Lambda^0(\sigma) = \sigma$ and $\Lambda^k(\sigma) = \Lambda \left( \Lambda^{k-1}(\sigma) \right)$ for all integers $k \geq 1$. Similar notation is followed for the map $\Omega$. We note that the fixed point method is guaranteed to work when all the states in the ensemble are full-rank. If one is interested in optimizing over rank-deficient states, first depolarize the states by a small factor to obtain full-rank states and then use the fixed point algorithms. Alternatively, we may simply use the SDP which yields the optimum even when the states are rank-deficient.

When all the states in $R = \{\rho_i\}_{i=1}^{n}$ pairwise commute, then there exists a simple analytic expression for the optimal state $\sigma^\#$:

$\sigma^\# = \sigma' = \Gamma \left( \left( \sum_{i=1}^{n} p_i \rho_i^{1/2} \right)^2 \right)$. \hspace{1cm} (10)

The state $\sigma'$, called the Commuting estimator, can also serve as an easy-to-compute near-optimal heuristic approximation even in cases where the ensemble does not commute. Numerically we see this approximation to be quite good, better than the Mean estimator, especially when the states are close to each other, which is the case in Bayesian tomography.

We also present analytic upper bounds for the maximum value of the average fidelity $f(\sigma)$ for any state $\sigma \in \mathcal{D}(\mathcal{H})$:

$f(\sigma) \leq \sqrt{\sum_{i,j=1}^{n} p_i p_j F(\rho_i, \rho_j)} \leq \sqrt{f(\sigma_M)}$, \hspace{1cm} (11)

where $\sigma_M = \sum_{i=1}^{n} p_i \rho_i$ is the mean of the distribution $(R, p)$. We call these bounds Product bound and Average bound respectively.

Note that the average fidelity $f(\sigma')$ of the Commuting estimator $\sigma'$ is a lower bound on the maximum average fidelity. Bringing the Product bound into the picture, we have lower and upper bounds for optimal average fidelity $f(\sigma^\#)$:

$f(\sigma') \leq f(\sigma^\#) \leq \sqrt{\sum_{i=1}^{n} p_i p_j F(\rho_i, \rho_j)}$. \hspace{1cm} (12)

Both the upper and lower bounds coincide with optimal average fidelity when all the states in the ensemble commute pairwise.

3 Preliminaries

In this section, we introduce the mathematical preliminaries and notations used in our work. We use uppercase calligraphic letters $\mathcal{H}, \mathcal{X}, \mathcal{Y}, \mathcal{Z}$ to denote complex Euclidean
| symbol  | definition                                                                 |
|---------|---------------------------------------------------------------------------|
| Herm(\(\mathcal{X}\)) | Hermitian matrices on \(\mathcal{X}\) (i.e. \(\mathcal{X}^* = \mathcal{X}\)), |
| Pos(\(\mathcal{X}\)) | Positive semidefinite matrices on \(\mathcal{X}\) (i.e. \(\mathcal{X} \geq 0\)), |
| Pd(\(\mathcal{X}\)) | Positive definite matrices on \(\mathcal{X}\) (i.e. \(\mathcal{X} > 0\)), |
| D(\(\mathcal{X}\)) | Density matrices on \(\mathcal{X}\) (i.e. \(\rho \geq 0\) and \(\text{Tr}(\rho) = 1\)), |
| U(\(\mathcal{X}\)) | Unitary matrices on \(\mathcal{X}\) (i.e. \(UU^* = U^*U = 1_\mathcal{X}\)). |

Table 1: Notational conventions regarding different types of matrices. Recall that \(\mathcal{X} = \mathbb{C}^d\) for some dimension \(d\) (e.g. \(d = 2^t\) for \(t\) qubits).

(Hilbert) spaces and uppercase serif letters \(A, B, R\) to denote sets. By \(\mathcal{X} = \mathbb{C}^d\), we mean that \(\mathcal{X}\) is a \(d\)-dimensional Hilbert space. We use \(L(\mathcal{X}, \mathcal{Y})\) to denote linear operators from Hilbert spaces \(\mathcal{X}\) to \(\mathcal{Y}\) and \(L(\mathcal{X})\) to denote linear operators from \(\mathcal{X}\) to \(\mathcal{X}\). Notations for other specific classes of matrices are shown Table 1.

When the identity of the underlying space is not important, we use \(P \geq 0\) to denote the matrix \(P\) is positive semidefinite. Similarly we use \(P > 0\) to denote \(P\) is positive definite. For any positive semidefinite matrix \(P \geq 0\), we use the notation \(P^{1/2}\) or \(\sqrt{P}\) to denote the unique positive semidefinite matrix such that \(P^{1/2}P^{1/2} = P\). We also note that a matrix \(P\) is positive semidefinite if and only if it can be written as \(B^*B\) for some matrix \(B\). For two matrices \(A, B\), the statement \(A \geq B\) is equivalent to \(A - B \geq 0\). Similarly, \(A > B\) is equivalent to \(A - B > 0\).

Two norms we will frequent upon are the trace norm and the spectral norm, both of which come under a class of matrix norms called Schatten \(p\)-norms [9]. For any operator \(A \in L(\mathcal{X}, \mathcal{Y})\), the trace norm is defined as

\[
\|A\|_1 = \text{Tr}\left(\sqrt{A^*A}\right),
\]

while the spectral norm is defined as

\[
\|A\| = \max\{\|Au\| : u \in \mathcal{X}, \|u\| \leq 1\}.
\]

Any operator \(A\) with sub-unit spectral norm, \(\|A\| \leq 1\), is called a contraction.

### 3.1 Polar decomposition

Throughout this paper, we will use polar decompositions of full rank matrices. Polar decomposition allows us to write any arbitrary matrix as the product of a unitary and a positive (semi)definite matrix. Let \(A \in L(\mathcal{X})\) be an arbitrary full rank square matrix. Then the (right) polar decomposition of \(A\) is given by

\[
A = U|A|
\]

where \(U \in U(\mathcal{H})\) is a unitary matrix and \(|A| = \sqrt{A^*A} \in \text{Pd}(\mathcal{H})\) is positive definite. Equivalently, the left polar decomposition can be written as

\[
A = |A^*|U.
\]

Note that the \(U\) in (15) and (16) are the same. \(U\) is unique when \(A\) is full rank.
In this article, we will frequent upon cases where $A$ has the special form of being the product of two positive definite matrices: $A = PQ$ where $P, Q \in \mathbb{P}_d(H)$. Let $A = \rho^{1/2} \sigma^{1/2}$ for full rank states $\rho, \sigma \in \mathbb{D}(H)$. We know that

$$F(\rho, \sigma) = \text{Tr} \left( \sqrt{\sigma^{1/2} \rho \sigma^{1/2}} \right) = \text{Tr} \left( \sqrt{A^*A} \right) = \|A\|_1. \quad (17)$$

The variational property of trace norm states that for any matrix $M$,

$$\max_{\|U\| \leq 1} |\text{Tr}(UM)| = |\text{Tr}(M)|, \quad (18)$$

where $U$ is varied over all contractions, i.e., $\|U\| \leq 1$. The unitary $U$ that saturates the inequality is the inverse of the unitary factor from the polar decomposition of $M$. Using this property, we have

$$\max_{\|U\| \leq 1} \text{Tr} \left( \sigma^{1/2} \rho^{1/2} U \right) = F(\rho, \sigma). \quad (19)$$

The optimal operator $U$ is the inverse of the unitary factor from the polar decomposition of $\rho^{1/2} \sigma^{1/2}$, that is, $U = V^*$ where

$$\rho^{1/2} \sigma^{1/2} = V \left|\rho^{1/2} \sigma^{1/2} \right|. \quad (20)$$

At the risk of being obvious, but due to the ubiquity of this relation in the following sections, we note that

$$\left|\rho^{1/2} \sigma^{1/2} \right| = \sqrt{\sigma^{1/2} \rho \sigma^{1/2}} = U \rho^{1/2} \sigma^{1/2} = \sigma^{1/2} \rho^{1/2} U^*. \quad (21)$$

### 3.2 Semidefinite programs

Semidefinite programming is a field of convex optimization [10, 11], where we are concerned with optimizing a linear function over the intersection of the cone positive semidefinite matrices with an affine space. Formally, a semidefinite program (SDP) is specified by a triple $(\Phi, A, B)$ [9] where $\Phi : L(\mathcal{X}) \to L(\mathcal{Y})$ is a Hermitian preserving linear map between Hilbert spaces $\mathcal{X}$ and $\mathcal{Y}$ while $A \in \text{Herm}(\mathcal{X})$ and $B \in \text{Herm}(\mathcal{Y})$ are Hermitian operators.

Given a triple $(\Phi, A, B)$ of the above form, we may associate two optimization problems with it, which we call the **primal** and **dual problems**.

**Primal problem**

maximize : $\langle A, X \rangle$,
subject to : $\Phi(X) = B$,
$X \in \text{Pos}(\mathcal{X})$.

**Dual problem**

minimise : $\langle B, Y \rangle$,
subject to : $\Phi^*(Y) \geq A$,
$Y \in \text{Herm}(\mathcal{Y})$.

The sets of all operators that satisfy the respective constraints are called **primal feasible set** $A$ and **dual feasible set** $B$:

$$A = \{X \in \text{Pos}(\mathcal{X}) : \Phi(X) = B\},$$
$$B = \{Y \in \text{Herm}(\mathcal{Y}) : \Phi^*(Y) \geq A\}. \quad (24)$$
The primal optimum $\alpha$ and dual optimum $\beta$ are then defined as
\[
\alpha = \sup \{ \langle A, X \rangle : X \in A \},
\beta = \inf \{ \langle B, Y \rangle : Y \in B \}.
\] (25)

In the case that $A = \emptyset$ or $B = \emptyset$, we say that $\alpha = -\infty$ or $\beta = \infty$ respectively.

With semidefinite programs, there exist certain notions of duality, which manifest as weak duality and strong duality. The property of weak duality, which holds for all semidefinite programs, is that the primal optimum is always bounded above by the dual optimum: $\alpha \leq \beta$. Strong duality describes the situation where the inequality is saturated (see Fig. 1, subfigure 3 for an illustration). Note that not all SDPs admit strong duality. Slater’s condition is a sufficient condition for strong duality.

**Theorem 1** (Slater’s theorem for semidefinite programs [9]). Let $\mathcal{X}$ and $\mathcal{Y}$ be complex Euclidean spaces, let $\Phi : L(\mathcal{X}) \to L(\mathcal{Y})$ be a Hermitian-preserving map, and let $A \in \text{Herm}(\mathcal{X})$ and $B \in \text{Herm}(\mathcal{Y})$ be Hermitian operators. Letting $A, B, \alpha,$ and $\beta$ be defined as above for the semidefinite program $(\Phi, A, B)$, the following two implications hold true:

1. If $\alpha$ is finite and there exists a Hermitian operator $Y \in \text{Herm}(\mathcal{Y})$ such that $\Phi^*(Y) > A$, then $\alpha = \beta$, and moreover there exists a primal-feasible operator $X \in A$ such that $\langle A, X \rangle = \alpha$.

2. If $\beta$ is finite and there exists a positive definite operator $X \in \text{Pd}(\mathcal{X})$ such that $\Phi(X) = B$, then $\alpha = \beta$, and moreover there exists a dual-feasible operator $Y \in B$ such that $\langle B, Y \rangle = \beta$.

One must note that though the satisfaction of either of the above two statements implies strong duality $\alpha = \beta$, only if both are satisfied can we say that there exist feasible operators $X$ and $Y$ achieving this optimum value. In the case where there exists such optimal primal and dual feasible operators $X$ and $Y$ with $\langle A, X \rangle = \alpha = \beta = \langle B, Y \rangle$, there exists a certain relation between these two operators namely complementary slackness.

**Theorem 2** (Complementary slackness for semidefinite programs [9]). Let $\mathcal{X}$ and $\mathcal{Y}$ be complex Euclidean spaces, let $\Phi : L(\mathcal{X}) \to L(\mathcal{Y})$ be a Hermitian-preserving map, and let $A \in \text{Herm}(\mathcal{X})$ and $B \in \text{Herm}(\mathcal{Y})$ be Hermitian operators. Let $\Phi$ and $\Phi^*$ be the primal-feasible and dual-feasible sets associated with the semidefinite program $(\Phi, A, B)$, and suppose that $X \in A$ and $Y \in B$ are operators satisfying $\langle A, X \rangle = \langle B, Y \rangle$. It holds that
\[
\Phi^*(Y)X = AX \quad \text{and} \quad \Phi(X)Y = BY.
\] (26)

3.3 Semidefinite program for fidelity

The fidelity $F(P, Q)$ between two states (or more generally between two arbitrary positive semidefinite matrices) $P, Q \in \text{D}(\mathcal{H})$ can be formulated as a semidefinite program $(\Phi, A, B)$, see e.g. [9, Theorem 3.17]. This is a restatement of the variational characterization of trace norm as a semidefinite program. For $\mathcal{X} = \mathcal{Y} = \mathcal{H} \oplus \mathcal{H}$, define the Hermitian matrices $A$ and $B$ as
\[
A = \frac{1}{2} \begin{pmatrix}
0 & 1_{\mathcal{X}} \\
1_{\mathcal{X}} & 0
\end{pmatrix} \in \text{Herm}(\mathcal{X}) \quad \text{and} \quad B = \frac{1}{2} \begin{pmatrix}
P & 0 \\
0 & Q
\end{pmatrix} \in \text{Herm}(\mathcal{Y}),
\] (27)
and the Hermitian preserving map \( \Phi \) as

\[
\Phi \left( \begin{pmatrix} C & \cdot \\ \cdot & D \end{pmatrix} \right) = \frac{1}{2} \begin{pmatrix} C & 0 \\ 0 & D \end{pmatrix}.
\]

(28)

Here \( \cdot \) represents arbitrary block sub-matrices that are zeroed out by the action of \( \Phi \).

The semidefinite program \((\Phi, A, B)\) as defined above achieves strong duality and has the optimal value \( \alpha = \beta = F(P, Q) \). The primal optimization problem can be written as

**Primal problem**

\[
\text{maximize} : \quad \frac{1}{2} \text{Tr}(X) + \frac{1}{2} \text{Tr}(X^*) = \Re(\text{Tr}(X))
\]

subject to : 

\[
\begin{pmatrix} P & X \\ X^* & Q \end{pmatrix} \geq 0.
\]

(29)

Here we use \( \Re \) to denote the real part of the argument. This SDP always satisfies the first of Slater’s conditions. When the states \( P, Q \) are full rank, both of Slater’s conditions hold. If both of Slater’s conditions are satisfied, complementary slackness necessarily follows. The following relation between the constraint is leveraged in the construction of the above SDP [9, Lemma 3.18], [12, Proposition 1.3.2]:

\[
\begin{pmatrix} P & X \\ X^* & Q \end{pmatrix} \geq 0 \iff X = P^{1/2}UQ^{1/2} : U \in \mathcal{L}(\mathcal{H}), \|U\| \leq 1.
\]

(30)

It follows from the variational property of the trace norm (20) that the operator \( U = V^* \) where \( V \) is the unitary factor from the polar decomposition of the matrix \( Q^{1/2}P^{1/2} \):

\[
Q^{1/2}P^{1/2} = V \left| Q^{1/2}P^{1/2} \right|.
\]

(31)

4 Formal statement of results

4.1 SDP for optimal average fidelity

The semidefinite program for optimal average fidelity is a generalization of Watrous’s SDP for fidelity. We begin with formally defining the SDP whose primal optimum is the optimal average fidelity (3). Moreover, this SDP also provides the optimal state.

**Definition 3** (SDP for optimal average fidelity). Let \( R = \{\rho_1, \ldots, \rho_n\} \subset D(\mathcal{H}) \) be a collection of quantum states and \( p \in \Delta_n \) be a probability vector over \( R \). Let \( \mathcal{X} = \bigoplus_{i=1}^{n+1} \mathcal{H} \) and \( \mathcal{Y} = \bigoplus_{i=1}^{n} \mathcal{H} \oplus \mathbb{C} \) be Hilbert spaces with dimensions \((n + 1)d\) and \( nd + 1\) respectively. Define the semidefinite program \((\Phi, A, B)\) as

\[
A = \frac{1}{2} \begin{pmatrix} 0 & \cdots & 0 & p_1 \mathbb{1}_\mathcal{H} \\ \vdots & \ddots & \vdots & \vdots \\ 0 & \cdots & 0 & p_n \mathbb{1}_\mathcal{H} \\ p_1 \mathbb{1}_\mathcal{H} & \cdots & p_n \mathbb{1}_\mathcal{H} & 0 \end{pmatrix} \in \text{Herm}(\mathcal{X}),
\]

(32)

\[
B = \begin{pmatrix} p_1 & 0 & \cdots & 0 \\ 0 & \ddots & \vdots & \vdots \\ \vdots & \ddots & p_n & 0 \\ 0 & \cdots & 0 & 1 \end{pmatrix} \in \text{Herm}(\mathcal{Y}),
\]
and the Hermitian preserving map $\Phi : L(\mathcal{X}) \rightarrow L(\mathcal{Y})$ which acts as

$$
\Phi \begin{pmatrix} P_1 & \cdots & \cdots & \cdots \\ \vdots & \ddots & \vdots & \vdots \\ \vdots & \vdots & P_n & Q \\ \vdots & \cdots & \vdots & q \end{pmatrix} = \begin{pmatrix} P_1 & 0 & \cdots & 0 \\ 0 & \ddots & \vdots & \vdots \\ \vdots & \ddots & P_n & 0 \\ 0 & \cdots & 0 & \text{Tr}(Q) \end{pmatrix}.
$$

(33)

The map $\Phi$ acts like the identity on the $d \times d$ block diagonal submatrices, except the last $d \times d$ submatrix which is traced. Every other element is zeroed out. The adjoint map $(\Phi) : L(\mathcal{Y}) \rightarrow L(\mathcal{X})$ has its action defined as

$$
\Phi \begin{pmatrix} P_1 & \cdots & \cdots & \cdots \\ \vdots & \ddots & \vdots & \vdots \\ \vdots & \vdots & P_n & q \\ \vdots & \cdots & \vdots & q \end{pmatrix} = \begin{pmatrix} P_1 & 0 & \cdots & 0 \\ 0 & \ddots & \vdots & \vdots \\ \vdots & \ddots & P_n & 0 \\ 0 & \cdots & 0 & q \mathbb{1}_n \end{pmatrix},
$$

(34)

where $q \in \mathbb{C}$.

We now discuss how the optimal average fidelity $\max_{\sigma \in \mathcal{D}(\mathcal{H})} f(\sigma)$ is an upper bound for the primal objective function $\langle A, X \rangle$ of the above SDP.

**Lemma 4.** The primal objective function of the semidefinite program $(\Phi, A, B)$ from Definition 3 is bounded above by the optimal average fidelity $\max_{\sigma \in \mathcal{D}(\mathcal{H})} f(\sigma)$.

**Proof.** Under the constraint $\Phi(X) = B$, any primal feasible $X \in A$ must have the form

$$
X = \begin{pmatrix} \rho_1 & R_{12} & \cdots & R_{1n} & X_1 \\ R_{12}^* & \rho_2 & \cdots & R_{2n} & X_2 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ R_{1n}^* & R_{2n}^* & \cdots & \rho_n & X_n \\ X_1^* & X_2^* & \cdots & X_n^* & \sigma \end{pmatrix} \succeq 0.
$$

(35)

Here, each of the block submatrices $\rho_i, \sigma, X_i$, and $R_{ij} \in L(\mathcal{H})$ are square matrices, with $\rho_i$ and $\sigma$ being positive semidefinite as well, for all $i, j \in \{1, \ldots, n\}$. Let us briefly note what these square matrices are. The $\rho_i$s are the fixed quantum states in the ensemble $\mathcal{R}$ and $\sigma \in \mathcal{D}(\mathcal{H})$ is the actual objective matrix which is varied over the set of all $d$-dimensional quantum states $\mathcal{D}(\mathcal{H})$. $R_{ij}$s are matrices whose specific form we shall discuss later and the form of the matrices $X_i$s are discussed next.

The positivity of $X$ necessarily implies positivity of each principle sub-block. In particular,

$$
M_i = \begin{pmatrix} \rho_i & X_i \\ X_i^* & \sigma \end{pmatrix} \succeq 0 \quad \text{for all } i = 1, \ldots, n.
$$

(36)

By (30), we have $M_i \succeq 0$ if and only if $X_i = \rho_i^{1/2} U_i \sigma^{1/2}$ for some $U_i$ with $\|U_i\| \leq 1$. Hence, by the variational property of the trace norm (see (18)), we have that $M_i \succeq 0$ necessarily implies $\mathcal{F}(\text{Tr}(X_i)) \leq F(\rho_i, \sigma)$. Therefore for any primal feasible point $X$, we have the following inequality involving the objective function $\langle A, X \rangle$:

$$
\langle A, X \rangle = \sum_{i=1}^n p_i \mathcal{F}(\text{Tr}(X_i)) \leq \sum_{i=1}^n p_i F(\rho_i, \sigma) \leq \max_{\sigma \in \mathcal{D}(\mathcal{H})} f(\sigma) = f(\sigma^*),
$$

(37)

where $\sigma^*$ is the optimal state. That is, the value of the objective function $\langle A, X \rangle$ is bounded above by the optimal average fidelity. \qed
Essentially, the maximization happens at two levels: the first level being that each $X_i$ is varied to maximize the real part of its trace, which is constrained by the value of the variable $\sigma$ (along with the value of each fixed $\rho_i$) and the degree of freedom we allow to $\sigma$ defines the second level of maximization.

We now prove, in two different ways, that the inequality (37) is saturated. The first proof, which makes use of the form of $X$ and the fact that we are optimizing over the closed and bounded set of density matrices, culminates in the following theorem.

**Theorem 5.** For any ensemble $(R, p)$, all the inequalities in (37) is saturated by the semidefinite program $(\Phi, A, B)$.

*Proof.* We first establish that for any state $\sigma \in D(\mathcal{H})$, there exists a primal feasible point $X(\sigma) \geq 0$ such that $\langle A, X(\sigma) \rangle = f(\sigma)$. To see this, fix $\sigma \in D(\mathcal{H})$ arbitrary and consider the $(n + 1)d \times d$ matrix $Z = Z(\sigma)$ of the form

$$Z = \begin{pmatrix} \rho_1^{1/2} U_1 \\ \rho_2^{1/2} U_2 \\ \vdots \\ \rho_n^{1/2} U_n \\ \sigma^{1/2} \end{pmatrix}.$$  

(88)

Here, each $U_i$ is the optimal unitary that maximizes $\Re \left( \text{Tr} \left( \rho_i^{1/2} U_i \sigma^{1/2} \right) \right)$. Consider

$$X(\sigma) = ZZ^* = \begin{pmatrix} \rho_1 & \rho_1^{1/2} U_1^* \rho_1^{1/2} & \cdots & \rho_1^{1/2} U_1^* \rho_n^{1/2} & \rho_1^{1/2} U_1 \sigma^{1/2} \\ \rho_2^{1/2} U_2 \rho_2 & \rho_2 & \cdots & \rho_2^{1/2} U_2 \rho_n & \rho_2^{1/2} U_2 \sigma^{1/2} \\ \vdots & \vdots & & \vdots & \vdots \\ \rho_n^{1/2} U_n \rho_1 & \rho_n^{1/2} U_n \rho_2 & \cdots & \rho_n & \rho_n^{1/2} U_n \sigma^{1/2} \\ \sigma^{1/2} U_1^* \rho_1^{1/2} & \sigma^{1/2} U_1^* \rho_2^{1/2} & \cdots & \sigma^{1/2} U_1^* \rho_n & \sigma \end{pmatrix}. \quad (39)$$

We see that $X(\sigma) \geq 0$ for any state $\sigma$ and it follows that for such a choice of $X(\sigma)$, we have $\langle A, X(\sigma) \rangle = f(\sigma)$.

Noting that the set $D(\mathcal{H})$ is closed and bounded, it follows that the (continuous) function $f(\sigma)$ achieves its maximum on $D(\mathcal{H})$. Therefore there exists an optimal $\sigma_\varepsilon \in D(\mathcal{H})$ achieving the optimal average fidelity. The optimal primal feasible point $X(\sigma_\varepsilon)$ such that $\langle A, X(\sigma_\varepsilon) \rangle = f(\sigma_\varepsilon)$ can be then constructed by (39).

The second proof makes use of Slater’s condition. As we show in Theorem 6, SDP $(\Phi, A, B)$ always satisfies the first of Slater’s conditions, thereby ensuring strong duality and the existence of a primal feasible point which achieves optimal value. Moreover, when both of Slater’s conditions are satisfied, which happens when all the states in the ensemble are full rank, complementary slackness relations hold.

We formulate the satisfaction of Slater’s conditions by the SDP $(\Phi, A, B)$ as a separate theorem which also accounts for complementary slackness. The following theorem shows that the above SDP exhibits strong duality and, when all the states in $R$ are full rank, complementary slackness. The fixed point equation, and thereby the fixed-point algorithm for the optimal state, will then arise from complementary slackness.

**Theorem 6.** The semidefinite program $(\Phi, A, B)$ exhibits strong duality. Moreover, complementary slackness holds if and only if all the states in $R$ are full rank.
Proof. Recall that the first Slater’s condition requires the primal constraint to be satisfied \((A \neq \emptyset)\) and the dual constraint to be strictly satisfied \((\Phi^*(Y) > A)\). Note that for any quantum state \(\rho \in D(\mathcal{H})\), the matrix

\[
X = \begin{pmatrix}
\rho_1 & 0 & \cdots & 0 \\
0 & \ddots & & \vdots \\
\vdots & & \ddots & 0 \\
0 & \cdots & 0 & \rho_n
\end{pmatrix},
\]

is a primal feasible point as it satisfies \(\Phi(X) = B\), thereby ensuring \(A \neq \emptyset\). For the second part, consider the identity matrix

\[
Y = \begin{pmatrix}
1_{\mathcal{H}} & 0 & \cdots & 0 \\
0 & \ddots & & \vdots \\
\vdots & & \ddots & 0 \\
0 & \cdots & 0 & 1
\end{pmatrix} \in \text{Herm}(\mathcal{Y}),
\]

and note that

\[
\Phi^*(Y) - A = \begin{pmatrix}
1_{\mathcal{H}} & 0 & \cdots & -\frac{1}{2}p_11_{\mathcal{H}} \\
0 & \ddots & & \vdots \\
\vdots & & 1_{\mathcal{H}} & -\frac{1}{2}p_n1_{\mathcal{H}} \\
-\frac{1}{2}p_11_{\mathcal{H}} & \cdots & -\frac{1}{2}p_n1_{\mathcal{H}} & 1_{\mathcal{H}}
\end{pmatrix} > 0.
\]

This is by [13, Theorem 6.1.10], which states that if a Hermitian matrix \(M\) with strictly positive diagonal entries is strictly diagonally dominant i.e., \(|M(i,i)| > \sum_j |M(i,j)|\) for all rows \(i\), then \(M\) is positive definite. Since \(p_i < 1\) for any \(i \in \{1, \ldots, n\}\), we see that \(\Phi^*(Y) - A\) satisfies this criterion and therefore is positive definite. Of course, there could be the case where \(p_i = 1\) for some \(i\) and 0 for all \(j \neq i\). However in such a case the optimization problem is trivially solved by choosing the optimal state to be \(\sigma^*_z = \rho_i\) and we get \(f(\sigma^*_z) = 1\). We do not consider such a deterministic scenario.

Hence, the semidefinite program \((\Phi, A, B)\) satisfies the first Slater condition which in turn ensures strong duality. Moreover, this optimum \(\alpha\) is always achieved for some \(X^*_t \in A\). The second condition, in contrast, need not always hold. One sees that if any state \(\rho_i\) is not full rank, then there exists no \(X \in \text{Pd}(\mathcal{X})\) satisfying \(\Phi(X) = B\), as \(B\) itself is rank deficient and therefore complementary slackness will not hold. However, for the case where all states \(\{\rho_i\}\) are full rank, then the second condition is also satisfied which in turn leads to complementary slackness. To show that \(B\) is non-empty, we may use the same \(Y\) as above and \(X\) as defined above satisfies \(\Phi(X) = B\) while being positive definite for any full rank quantum state \(\rho\).

Therefore, if, and only if, all the states \(\{\rho_i\}\) are full rank, there exists primal and dual optimal operators \(X^*_t \in A\) and \(Y^*_t \in B\) such that

\[
\langle A, X^*_t \rangle = \alpha = \beta = \langle B, Y^*_t \rangle.
\]

Such a condition implies complementary slackness between primal and dual optimal points which manifests as

\[
\Phi^*(Y^*_t)X^*_t = AX^*_t.
\]
The second proof of the saturation of inequality (37) follows from the fact that the semidefinite program (Φ, A, B) exhibits strong duality. We now focus on (44), which allows us to infer insights about the properties of the optimal state σ₂, including a fixed point equation. This is formally discussed in the next theorem.

**Theorem 7** (Fixed point equation for optimal state). If all the states {ρ₁, ..., ρₙ} are full rank, the following equation holds:

\[ σ₂ = \frac{1}{f(σ₂)} \sum_{i=1}^{n} p_i ρ_i 1/2 U_i σ₂ 1/2 = \frac{1}{f(σ₂)} \sum_{i=1}^{n} p_i σ₂ 1/2 ρ_i 1/2 U_i, \]  

(45)

for certain unitaries Uᵢ ∈ U(ℋ) and optimal state σ₂. This, in turn, implies

\[ σ₂ = Φ \left( \sum_{i=1}^{n} p_i σ₂ 1/2 ρ_i 1/2 \right), \]

(46)

where the map Φ is defined as Φ(A) = A/Tr(A).

**Proof.** Let X₂ ∈ Pos(ℋ) and Y₂ ∈ Herm(ℋ) be the optimal primal and dual points satisfying

\[ ⟨A, X₂⟩ = α = β = ⟨B, Y₂⟩ = f(σ₂). \]  

(47)

Decompose X₂ and Φ*(Y₂) as

\[ X₂ = \begin{pmatrix} ρ₁ & R_{12} & \cdots & R_{1n} & X₁ \\ R_{21} & ρ₂ & \cdots & R_{2n} & X₂ \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ R_{n₁} & R_{n₂} & \cdots & ρₙ & Xₙ \end{pmatrix}, \quad Φ*(Y₂) = \begin{pmatrix} Y₁ & 0 & \cdots & 0 \\ 0 & Y₂ & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & Yₙ \end{pmatrix}, \]

(48)

where Rᵢⱼ = Rᵢⱼ*⁻¹. By complementary slackness, we have Φ*(Y₂)X₂ = AX₂, which is equivalent to demanding

\[ \begin{pmatrix} Y₁ρ₁ & Y₁R₁₂ & \cdots & Y₁Rₙ₁ & Y₁X₁ \\ Y₂R₂₁ & Y₂ρ₂ & \cdots & Y₂Rₙ₂ & Y₂X₂ \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ YₙRₙ₁ & YₙRₙ₂ & \cdots & Yₙρₙ & YₙXₙ \end{pmatrix} \begin{pmatrix} zX₁^* \\ zX₂^* \\ \vdots \\ zXₙ^* \end{pmatrix} = \frac{1}{2} \begin{pmatrix} p₁ X₁^* & p₁ X₂^* & \cdots & p₁ Xₙ^* & p₁ σ₂ \\ p₂ X₁^* & p₂ X₂^* & \cdots & p₂ Xₙ^* & p₂ σ₂ \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ pₙ X₁^* & pₙ X₂^* & \cdots & pₙ Xₙ^* & pₙ σ₂ \end{pmatrix} \begin{pmatrix} S₁ \\ S₂ \\ \vdots \\ Sₙ \end{pmatrix}, \]

(49)

where Sᵢ = pᵢ ρᵢ + ∑ₚ₌₁,ₚ≠ᵢ pᵢ Rᵢⱼ.

Note that Y₁ and ρ₁ must be full rank for all i ∈ {1, ..., n} for complementary slackness to hold. Together with the fact that \( 1/2 pᵢ Xᵢ = (1/2 pᵢ Xᵢ^*) = (Yᵢ ρᵢ)^* = ρᵢ Yᵢ \), this implies that the Xᵢs are also full rank for all i ∈ {1, ..., n}. This is a consequence of the fact that \( 1/2 pᵢ Xᵢ = ρᵢ Yᵢ \) and that the product of two full rank matrices is also full rank (see [13, Sec. 0.4.6]). By the additional equality Yᵢ Xᵢ = 1/2 pᵢ σ₂, which comes from the last column of (49), we have σ₂ to be full rank. It follows from these relations that Rᵢⱼ = pᵢ 1/2 Uᵢ Uᵢ* 1/2, which is in agreement with the forms for Rᵢⱼ (as defined in (35)) we got in (39). The last block matrix equality from (49) is of particular importance:

\[ σ₂ = \frac{1}{2z} \sum_{i=1}^{n} pᵢ Xᵢ, \]  

(50)
We will later on derive the fixed point algorithm from this relation. Note that for \((A,X)\) to achieve the optimum value \(f(\sigma_z)\), for every index \(i\) we must have \(X_i = \rho_i^{1/2} U_i \sigma_z^{1/2}\), where \(U_i = \left| \rho_i^{1/2} \sigma_z^{1/2} \right|^{-1/2} \rho_i^{-1/2}\) is the inverse of the unitary factor of the polar decomposition of \(\rho_i^{1/2} \sigma_z^{1/2}\). It follows that \(\text{Tr}(X_i) = F(\rho_i,\sigma_z)\), and tracing both sides, we obtain \(2z = f(\sigma_z)\). Hence we have

\[
\sigma_z = \frac{1}{f(\sigma_z)} \sum_{i=1}^{n} p_i \rho_i^{1/2} U_i \sigma_z^{1/2}.
\]

Left and right multiplying by \(\sigma_z^{1/2}\) and \(\sigma_z^{-1/2}\) respectively on both sides, we get

\[
\sigma_z = \frac{1}{f(\sigma_z)} \sum_{i=1}^{n} p_i \sigma_z^{1/2} \rho_i^{1/2} U_i = \frac{1}{f(\sigma_z)} \sum_{i=1}^{n} p_i \sqrt{\sigma_z^{1/2} \rho_i \sigma_z^{1/2}},
\]

where the last equality comes from (21). Equivalently, one may write

\[
\sigma_z = \Gamma \left( \sum_{i=1}^{n} p_i \sqrt{\rho_i \sigma_z^{1/2}} \right) = \Gamma \left( \sum_{i=1}^{n} \frac{p_i}{\sqrt{\rho_i}} \left| \rho_i^{1/2} \sigma_z^{1/2} \right| \right),
\]

where \(\Gamma(A) = A/\text{Tr}(A)\).

We can now use expression (53) to construct an iterative fixed-point algorithm to obtain the optimal state. This expression has the property that after each iteration, we have a convex combination of positive definite operators which is then normalized to a density matrix. Therefore, we never leave the set of density matrices during the iteration process.

### 4.2 Iterative algorithm for optimal fidelity estimator

Expression (53) can be used to construct a fixed point iterative algorithm of the form

\[
\sigma_{(k)} = \Lambda \left( \sigma_{(k-1)} \right) := \Gamma \left( \sum_{i=1}^{n} p_i \left| \rho_i^{1/2} \sigma_{(k-1)}^{1/2} \right| \right),
\]

where \(\Gamma(A) = A/\text{Tr}(A)\). We define the repeated action of \(\Lambda\) recursively as \(\Lambda^k(\rho) = \Lambda(\Lambda^{k-1}(\rho))\). This algorithm is numerically seen to converge to the optimal state \(\sigma\) for all choices of full-rank initial states \(\sigma_0\) and is much more tractable than solving the semidefinite program \((\Phi, A, B)\) numerically as we avoid optimizing over complex matrices of dimension \((n+1)d\). Though the fixed point algorithm is numerically seen to always converge to the optimal state for random initializations, a well-motivated ansatz is the Commuting estimator \(\sigma'\) (60) which is studied in the next subsection.

A second fixed point algorithm can be constructed from results in Ref. [7], where Bhatia et al. are concerned with solving the related problem of minimizing average squared Bures distance \(d_B^2(P,Q) = \text{Tr}(P + Q) - 2F(P,Q)\). That is, given a collection of positive definite matrices \(\{A_1, \ldots, A_n\} \subset \text{Pd}(\mathcal{H})\) and a probability vector \(p \in \Delta_n\) over it, they find the solution to the optimization problem

\[
\arg \min_{B \in \text{Pd}(\mathcal{H})} \sum_{i=1}^{n} p_i d_B^2(A_i, B) = \sum_{i=1}^{n} p_i \left( \text{Tr}(A_i + B) - F(A_i, B) \right).
\]

---

**4.2 Iterative algorithm for optimal fidelity estimator**

Expression (53) can be used to construct a fixed point iterative algorithm of the form

\[
\sigma_{(k)} = \Lambda \left( \sigma_{(k-1)} \right) := \Gamma \left( \sum_{i=1}^{n} p_i \left| \rho_i^{1/2} \sigma_{(k-1)}^{1/2} \right| \right),
\]

where \(\Gamma(A) = A/\text{Tr}(A)\). We define the repeated action of \(\Lambda\) recursively as \(\Lambda^k(\rho) = \Lambda(\Lambda^{k-1}(\rho))\). This algorithm is numerically seen to converge to the optimal state \(\sigma\) for all choices of full-rank initial states \(\sigma_0\) and is much more tractable than solving the semidefinite program \((\Phi, A, B)\) numerically as we avoid optimizing over complex matrices of dimension \((n+1)d\). Though the fixed point algorithm is numerically seen to always converge to the optimal state for random initializations, a well-motivated ansatz is the Commuting estimator \(\sigma'\) (60) which is studied in the next subsection.

A second fixed point algorithm can be constructed from results in Ref. [7], where Bhatia et al. are concerned with solving the related problem of minimizing average squared Bures distance \(d_B^2(P,Q) = \text{Tr}(P + Q) - 2F(P,Q)\). That is, given a collection of positive definite matrices \(\{A_1, \ldots, A_n\} \subset \text{Pd}(\mathcal{H})\) and a probability vector \(p \in \Delta_n\) over it, they find the solution to the optimization problem

\[
\arg \min_{B \in \text{Pd}(\mathcal{H})} \sum_{i=1}^{n} p_i d_B^2(A_i, B) = \sum_{i=1}^{n} p_i \left( \text{Tr}(A_i + B) - F(A_i, B) \right).
\]
The solution \( B_z \) to this problem satisfies a similar fixed point equation to ours:

\[
B_z = \sum_{i=1}^{n} p_i \sqrt{B_z^{1/2} A_i B_z^{1/2}}.
\]  

(56)

The fixed point algorithm, which provably converges to \( B_z \), is of the form

\[
B_{(k+1)} = K(B_{(k)}) = B_{(k)}^{-1/2} \left( \sum_{i=1}^{n} p_i \sqrt{B_{(k)}^{1/2} A_i B_{(k)}^{1/2}} \right)^2 B_{(k)}^{-1/2},
\]  

(57)

which reduces to (56) at the fixed point \( B_z \). We can modify this algorithm to obtain a second fixed point algorithm which we describe formally in the following theorem.

**Theorem 8** (Convergence of \( \Omega \) fixed point algorithm). Let \( R = \{\rho_1, \ldots, \rho_n\} \in \text{Pd}(H) \) be a collection of full-rank states and \( p \in \Delta_n \) be a probability vector. Consider the map \( \Omega : \text{Pd}(H) \to \text{D}(H) \) of the form

\[
\Omega(\sigma) = \Gamma(K(\sigma)) = \Gamma \left( \sigma^{-1/2} \left( \sum_{i=1}^{n} p_i \sqrt{\sigma^{1/2} \rho_i \sigma^{1/2}} \right)^2 \sigma^{-1/2} \right),
\]  

(58)

where \( \Gamma \) is defined as \( \Gamma(A) = A/\text{Tr}(A) \). Then the collection of states \( \{\Omega^k(\sigma)\}_{k=1} \), where we define \( \Omega^k(\sigma) = \Omega(\Omega^{k-1}(\sigma)) \), converges to the optimal state \( \sigma_\ast \) for any full-rank initial state \( \sigma \in \text{D}(H) \).

**Proof.** The proof is a simple extension of [7, Theorem 11], which proves that the fixed point algorithm \( K (57) \) converges to (56). By noting that \( \Gamma \) is a continuous function (as it is division by a non-zero function), it follows that the fixed point algorithm \( \Omega \) converges to \( \sigma_\ast \). \( \square \)

We numerically compare the performance of the two fixed point algorithms in terms of the total time taken for convergence in Appendix B. The results indicate they perform similarly in terms of runtime performance. Since the convergence of \( \Omega \) fixed-point algorithm can be proven theoretically, we prefer it over \( \Omega \) fixed-point algorithm. In the following sections, when we refer to simply ‘fixed-point algorithm’, we mean the \( \Omega \) fixed-point algorithm.

### 4.3 Heuristic approximations of optimal fidelity estimators

If all the states in \( R \) commute pairwise i.e., \([\rho_i, \rho_j] = 0\) for all \( i,j \in \{1, \ldots, n\} \), then there exists a simple analytic expression for the optimal state \( \sigma_\ast \). We begin with noting that when all the states commute pairwise, the problem reduces to a classical problem, as the problem can be considered in the common eigenbasis where we are now dealing with a collection of probability vectors. Hence we may take that the optimal solution is also a probability vector, or that the optimal state commutes with all \( \rho_i \in R \). We then have

\[
f(\sigma_\ast) \cdot \sigma_\ast = \sum_{i=1}^{n} p_i \sqrt{\sigma_\ast^{1/2} \rho_i \sigma_\ast^{1/2}} = \sum_{i=1}^{n} p_i \rho_i^{1/2} \sigma_\ast^{1/2}
\]  

(59)
Multiply both sides by $\sigma_z^{-1/2}$ and squaring, we obtain
\[ \sigma_z = \sigma' := \Gamma \left( \sum_{i=1}^{n} p_i \rho_i^{1/2} \right)^2, \] (60)
which we call the \textit{Commuting estimator} $\sigma'$. This expression agrees with results from [6] that deal with the problem of optimal states for fidelity restricted to commuting states. The expression (60) also serves as a heuristic approximation in the general case. To see this, recall that \[ f(\sigma_z) \cdot \sigma_z = \sum_{i=1}^{n} p_i \rho_i^{1/2} U_i \sigma_z^{1/2}. \] Since $U_j = \exp(iH_j)$ for some Hermitian $H_j \in \text{Herm}(\mathcal{H})$, we may write
\[ f(\sigma_z) \cdot \sigma_z = \sum_{j=1}^{n} p_j \rho_j^{1/2} \left( 1 + iH_j + \frac{1}{2} (iH_j)^2 + \cdots \right) \sigma_z^{1/2}. \] (61)
Taking a 0th order approximation by ignoring all terms expect $1H_j$, we obtain $\sigma'$. This approximation would make sense when all the states $\rho_i \in \mathcal{R}$ are "close by", which is the case for Bayesian state estimation which is the proposed application of these results.

4.4 Upper and lower bounds on optimal average fidelity

We now present two different upper bounds on the maximum average fidelity achievable by any state for an arbitrary ensemble $(\mathcal{R}, p)$ (that may include rank-deficient states). We call these bounds the \textit{Average bound} and the \textit{Product bound}, respectively. The Average bound states that the square root of average fidelity of the Mean estimator $\sigma_M = \sum_{i=1}^{n} p_i \rho_i$ bounds the average fidelity obtained by state $\sigma$ from above:
\[ f(\sigma) = \sum_{i=1}^{n} p_i F(\rho_i, \sigma) \leq \sqrt{f(\sigma_M)}. \] (62)
The Product bound states that for any state $\sigma$,
\[ f(\sigma) \leq \sqrt{\sum_{i,j=1}^{n} p_i p_j F(\rho_i, \rho_j)}. \] (63)
The Product bound is tighter than the Average bound. These statements are formalized below. We first prove the following lemma which deals with the scenario where all the states in the ensemble are full-rank.

\textbf{Lemma 9.} Let $\mathcal{R} = \{\rho_1, \ldots, \rho_n\} \subset \mathcal{D}(\mathcal{H})$ be a collection of full-rank states and $p \in \Delta_n$ be a probability vector. Then for any state $\sigma \in \mathcal{D}(\mathcal{H})$, it holds that
\[ f(\sigma) \leq \sqrt{\sum_{i,j=1}^{n} p_i p_j F(\rho_i, \rho_j)}. \] (64)
When all the states in the ensemble commute pairwise, the inequality is saturated.

\textbf{Proof.} By (45), we have
\[ f(\sigma_z) \cdot \sigma_z = \sum_{i=1}^{n} p_i \rho_i^{1/2} \sigma_z^{1/2} = \sum_{i=1}^{n} p_i \sigma_z^{1/2} \rho_i^{1/2} U_i. \] (65)
Squaring and then left and right multiplying by $\sigma_i^{-1/2}$, we have

$$f(\sigma_i)^2 \cdot \sigma_i = \sigma_i^{-1/2} \left( \sum_{i,j=1}^{n} p_i p_j \rho_i^{1/2} U_i U_j^* \rho_j^{1/2} \rho_i^{1/2} U_i U_j^* \rho_j^{1/2} \sigma_i \right) \sigma_i^{-1/2}$$

$$= \sum_{i,j=1}^{n} p_i p_j \rho_i^{1/2} U_i U_j^* \rho_j^{1/2}.$$  \hfill (66)

Tracing both sides, we have

$$f(\sigma_i)^2 = \text{Tr} \left( \sum_{i,j=1}^{n} p_i p_j \rho_i^{1/2} U_i U_j^* \rho_j^{1/2} \right) = \sum_{i,j=1}^{n} p_i p_j \text{Tr} \left( \rho_i^{1/2} U_i U_j^* \rho_j^{1/2} \right).$$  \hfill (67)

Noting that $\text{Re} \left( \text{Tr} \left( \rho_i^{1/2} U_i U_j^* \rho_j^{1/2} \right) \right) \leq F(\rho_i, \rho_j)$ for any unitary $V \in U(H)$, it follows that

$$f(\sigma_i)^2 \leq \sum_{i=1}^{n} p_i p_j F(\rho_i, \rho_j).$$  \hfill (68)

Taking square root over both sides, we obtain (64).

To see that the inequality is saturated in the commuting case, note that if $\rho_i$ and $\sigma_i$ commute, we have $U_i = I_H$. Hence (66) reduces to

$$f(\sigma_i)^2 = \text{Tr} \left( \sum_{i,j=1}^{n} p_i p_j \rho_i^{1/2} \rho_j^{1/2} \right)$$

$$= \sum_{i,j=1}^{n} p_i p_j \text{Tr} \left( \rho_i^{1/2} \rho_j^{1/2} \right) = \sum_{i,j=1}^{n} p_i p_j F(\rho_i, \rho_j),$$  \hfill (69)

where, for commuting states $\rho_i$ and $\rho_j$, we have $F(\rho_i, \rho_j) = \text{Tr} \left( \rho_i^{1/2} \rho_j^{1/2} \right)$. Taking square root across, inequality saturation of (64) follows. \hfill $\square$

Lemma 9 bounds optimal average fidelity in the case where all the states in the ensemble are full rank. This can be extended to ensembles with arbitrary (such as rank-deficient) states by continuity, which brings us to the Product bound for arbitrary ensemble.

**Theorem 10** (Product bound). Let $\mathcal{R} = \{\rho_1, \ldots, \rho_n\} \in D(H)$ be an arbitrary collection of quantum states and let $p \in \Delta_n$ be a probability vector. Then for any state $\sigma \in D(H)$, it holds that

$$f(\sigma) \leq \sqrt{\sum_{i=1}^{n} p_i p_j F(\rho_i, \rho_j)}.$$  \hfill (70)

**Proof.** Let $\mathcal{R}_\epsilon$ denote the ensemble obtained by depolarizing all the states in $\mathcal{R}$ by a factor of $\epsilon \in [0, 1]:$

$$\mathcal{R}_\epsilon = \{\rho'_i(\epsilon) = (1 - \epsilon)\rho_i + \epsilon I_H / d : \rho_i \in \mathcal{R}\}.$$  \hfill (71)

Let $J(\epsilon)$ denote the gap of the Product bound when the ensemble is depolarized by a factor of $\epsilon:$

$$J(\epsilon) = \sqrt{\sum_{i,j=1}^{n} p_i p_j F(\rho'_i, \rho'_j)} - \sum_{i=1}^{n} F(\rho'_i, \sigma_i).$$  \hfill (72)
where \( \sigma \) is the optimal state over the ensemble \( R_\epsilon \) and we’ve dropped the \( \epsilon \) while writing \( \rho_i' \) for brevity.

For any \( \epsilon \in (0, 1] \), all of the states in \( R_\epsilon \) are full rank and thereby \( J(\epsilon) \geq 0 \) (as the Product bound holds for full-rank states by Lemma 9). We are interested in the case where \( \epsilon = 0 \), which implies \( R_\epsilon = R \), thereby the ensemble can now contain rank-deficient states.

Note that both the terms in RHS of (72) are continuous functions of \( \epsilon \) (for \( \epsilon \in (0, 1] \)) as they’re both compositions of continuous functions (\( \rho_i' \) is continuous in \( \epsilon \) and fidelity is continuous in its arguments). Hence we have \( J(\epsilon) \) to be continuous in \( \epsilon \).

By noting that \( J(\epsilon) \) is continuous in \( \epsilon \) along with the fact that \( J(\epsilon) \geq 0 \) for \( \epsilon \in (0, 1] \), we conclude that \( J(\epsilon = 0) \geq 0 \). Equivalently, Product bound holds for arbitrary ensembles (that may include rank-deficient states).

Remark. For an ensemble \((R, p)\), the average fidelity of the Commuting estimator \( \sigma' (60) \) and the Product bound (70) are lower and upper bounds to optimal average fidelity respectively:

\[
f(\sigma') \leq f(\sigma) \leq \sqrt{\sum_{i=1}^{n} p_i p_j F(\rho_i, \rho_j)}.\]

These bounds coincide when all the states in the ensemble \( R \) commute pairwise.

We now derive the average bound, which is a consequence of joint concavity of fidelity.

Corollary 11. Let \( R = \{\rho_1, \ldots, \rho_n\} \in D(\mathcal{H}) \) be an arbitrary collection of quantum states, \( p \in \Delta_n \) be a probability vector, and \( \sigma_M = \sum_{i=1}^{n} p_i \rho_i \) be the Mean estimator. Then for any state \( \sigma \in D(\mathcal{H}) \), it holds that

\[
f(\sigma) \leq \sqrt{\sum_{i=1}^{n} p_i p_j F(\rho_i, \rho_j)} \leq f(\sigma_M).
\]

Proof. We have

\[
f(\sigma_M) = \sum_{i=1}^{n} p_i F(\rho_i, \sigma_M) = \sum_{i=1}^{n} p_i F \left( \rho_i, \sum_{j=1}^{n} p_j \rho_j \right) \geq \sum_{i=1}^{n} p_i p_j F(\rho_i, \rho_j),
\]

where the inequality comes from the (joint) concavity of fidelity [14, Property 9.2.2]. Combining (70) and (75) and taking square root across, and noting that \( f(\sigma) \leq f(\sigma) \) for any state \( \sigma \in D(\mathcal{H}) \), we obtain (74).

5 Application: tomography

In quantum tomography, we aim to reconstruct the state of a quantum system from measurement outcomes. There exists a multitude of different tomography methods such as linear inversion [15], projected least square [16], maximum likelihood estimation [2, 17], hedged maximum likelihood estimation [18], compressed sensing tomography [19, 20, 21].
and Bayesian quantum tomography \cite{22, 23}. We now discuss how our results find application in Bayesian quantum tomography.

In tomography or state estimation, we are presented with measurement data \( D = (E_k, m_k)_k \). Each \( E_k \) is part of a POVM with \( \sum_k E_k = \mathbb{1}_\mathcal{H} \) and appears in the measurement data \( m_k \) times with \( m = \sum_k m_k \) denoting the total number of measurements done. The likelihood of obtaining the data \( D \) given any true state \( \rho \) is then computed as

\[
L(D|\rho) = \Pr(D|\rho) = \frac{m!}{\prod_k (m_k!)} \prod_k \text{Tr}(E_k \rho)^{m_k}.
\]

In maximum likelihood estimation, we are concerned with finding the state that maximizes this likelihood function:

\[
\sigma_{\text{MLE}} = \arg \max_{\sigma \in \mathcal{D}(\mathcal{H})} L(D|\sigma).
\]

In practical Bayesian state estimation \cite{23}, we instead begin with a collection of states \( \mathcal{R} = \{\rho_i\}_{i=1}^n \) called particles and a prior distribution \( u \in \Delta_n \) over them. Usually the prior is taken to be as uniform as possible, but our results work for arbitrary distributions so this is not a concern here. Using Bayes’ rule we then compute the posterior distribution \( p \in \Delta_n \) as

\[
p_i \propto u_i L(D|\rho_i),
\]

with the probabilities \( p_i \) being normalised afterwards. Once we have the posterior distribution, the Bayes estimator is the state which maximizes the posterior average fidelity over the ensemble \( (\mathcal{R}, p) \).

The Bayes estimator is then reported as an estimate for the true state which generated the measurement data. The main results of this work tell us, given the posterior distribution, how to compute the Bayes estimator for fidelity, heuristic approximations for it, and bounds for the maximum average fidelity.

6 Numerical experiments

We consider four different numerical experiments in this work. First, we look at the performance (runtime) of the different methods to obtain the optimal state over random distributions of full-rank states (Fig. 2). We then simulate Bayesian tomography and showcase how our results can improve on state-of-the-art methods (Fig. 3). Finally, we numerically demonstrate the relative tightness of the bounds we derived (Fig. 4). In Appendix B, we compare the performance of two fixed-point methods \( \Lambda \) and \( \Omega \) (Fig. 5).

We consider the fixed-point methods to have converged (i.e., the stopping condition) if the spectral norm of the difference between two consecutive iterations is less than some tolerance \( \epsilon \). In Fig. 2, we choose \( \epsilon = 10^{-4} \).

We use CVXPY \cite{25, 26} to solve SDPs numerically. The numerics were done on Google Colab (single-core CPU at 2.3 GHz and approximately 12 GB RAM). The code is available on GitHub.\footnote{\url{https://github.com/afhamash/optimal-average-fidelity}}
6.1 Comparing performance of SDP and Omega FP algorithm for optimal average fidelity

The semidefinite program as defined in Definition 3 can be solved numerically using standard convex optimization libraries. However, owing to the size of the matrices over which we optimize — positive semidefinite matrices of size \((n+1)d \times (n+1)d\) — the process is quite intractable for even moderately large \(n\) and \(d\). This intractability can be partially resolved by defining an alternate SDP for optimal average fidelity which reformulates the problem into solving \(n\) SDPs over matrices of size \(2d \times 2d\) (see Appendix A). The Alternate SDP provides a more favorable scaling as the number of states \(n\) in the ensemble increases. Moreover, the runtime scales (roughly) linear in the number of states as compared to superlinear for the original SDP.

As seen in Fig. 2, the \(\Omega\) fixed point method vastly outperforms both SDPs in terms of runtime. Though both the alternate SDP and FP method scale linearly in \(n\), the FP method is orders of magnitude faster. In particular, for 5 qubit states \((d = 32)\), the FP method was faster than alternate SDP by a factor of 68 on average. The plots also show that the time taken for the FP method to obtain a solution in the 5 qubit scenario is comparable to the time it takes the alternate SDP to solve the 1 qubit case. The figure also shows how intractable solving the original SDP can be. For even just 1 qubit \((d = 2)\) and \(n = 20\) states, it takes more time than the FP method takes for 5 qubits and \(n = 20\). Moreover, the FP method can be easily parallelized at each iteration, as the \(n\) different terms (see Eq. (58)) in the sum can be computed in parallel, thereby further boosting performance.

6.2 Simulating Bayesian tomography

In the second set of experiments, we simulate Bayesian tomography. The results are presented in Fig. 3. Since simulating measurement and computing the posterior distribution is expensive and outside the scope of this paper, we assign posterior weights as follows. We begin with a randomly generated true state \(\rho_T\). In Bayesian state estimation, we begin with a set of hypothesis states and an associated distribution. The posterior distribution would be peaked near the true state and as we increase the number of measurements, the sharpness of the peak increases. To simulate this, we introduce a parameter \(\lambda \in [0, 1]\), and then for randomly generated \(\{\rho_i\}_{i=1}^n\), we choose our particles as \(\rho_i = \lambda \rho_T + (1 - \lambda) \rho_i\). As \(\lambda \to 1\), the particles \(\{\rho_i\}_{i=1}^n\) are closer to the true state \(\rho_T\). The unnormalized weights are then chosen as \(F(\rho_i, \rho_T)\), which is then normalized to serve as the weights \(p_i\):

\[
p_i \propto F(\rho_i, \rho_T), \quad \sum_{i=1}^n p_i = 1.
\]

This allows assignment of higher weights to \(\rho_i\)s that are closer to the true state \(\rho_T\). We then compute the Mean estimator \(\sigma_M = \sum_{i=1}^n p_i \rho_i\), the Commuting estimator \(\sigma' = \Gamma \left( \left( \sum_{i=1}^n p_i \rho_i^{1/2} \right)^2 \right)\) and the Bayes estimator (optimal estimator) \(\sigma\). In tomography, one is usually interested in the behaviour of infidelity with the true state as a function of the number of measurements. To simulate this, we vary \(\lambda\) from 0 to 1, as \(\lambda = 0\) would correspond to the hypothesis states being randomly initialized states (zero measurements) and \(\lambda = 1\) would correspond to all the particles being equal to the true state (infinitely many measurements). Fig. 3 plots the infidelity of the Bayes estimator, Commuting estimator, and Mean estimator with the true state for various dimensions and \(n = 20\).
For higher dimensions, we drop the Bayes estimator due to the computational costs while noting that the Commuting estimator $\sigma'$ remains a good alternative while being inexpensive to compute.

6.3 Tightness of upper bounds and other estimators with optimum

In Fig. 4, we numerically demonstrate the tightness of the two upper bounds and the fidelity achieved by the Commuting estimator and Mean estimator with the maximum average fidelity for randomly generated ensembles for various dimensions and number of states. More formally, for randomly generated ensembles $(R, p)$, we plot the quantity $|f(\sigma_z) - g|$, where

\[
g = \begin{cases} 
  \sqrt{f(\sigma_M)} & \text{(Average bound)}, \\
  \sum_{i=1}^{n} p_i p_j F(\rho_i, \rho_j) & \text{(Product bound)}, \\
  f(\sigma') & \text{(Commuting estimator)}, \\
  f(\sigma_M) & \text{(Mean estimator)}. 
\end{cases} 
\] (80)

Note that the first two are upper bounds while the last two are lower bounds on optimal average fidelity $f(\sigma_z)$. Since the average fidelity of the Mean estimator and Product bounds are different kinds of bounds (lower and upper respectively), their crossing is
not unexpected, and it simply means that the lower bound gets closer to the optimum than the upper bound. As the plots show, the Product bound and average fidelity of the Commuting estimator are quite close to the optimal average fidelity.

7 Conclusion

In this work, we present algorithms for identifying states that maximize average fidelity over arbitrary finite ensembles of quantum states. We have constructed semidefinite programs which solve this problem, from which we derive faster fixed-point algorithms for the scenario where all the states in the ensemble are full rank. The fixed point methods are orders of magnitude faster than the semidefinite programs. We also derive heuristic approximations for the optimal state which are exact when the states in the ensemble commute pairwise. Furthermore, we derive novel upper and lower bounds for maximum average fidelity achievable by any quantum state, which are saturated when all the states commute pairwise. Finally, we present numerical experiments to complement our theoretical findings. These results solve open problems in Bayesian quantum tomography and are of independent theoretical interest.

The general technique employed in this work — constructing a semidefinite program and deriving a fixed-point equation from its complementary slackness relations — may not directly translate to other figures of merit like square fidelity and trace distance. However, it would be valuable to study how to extend these ideas to maximize averages of other popular figures of merit such as square fidelity and trace distance.
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A Alternate semidefinite program for optimal fidelity

A more numerically tractable SDP (which is still not as tractable as the FP algorithm) to solve the maximization problem (3) can be constructed as follows. Let \( \{\rho_i\}_{i=1}^n \subset D(\mathcal{H}) \) be a collection of states. The alternate SDP for optimal fidelity is formulated as \( n \) different Watrous SDPs (see Eq. (29)), with the constraint that the matrix variable \( \sigma \) is the same in each of the \( n \) SDPs. That is,

\[
\begin{align*}
\text{Primal problem} & \\
\text{maximize :} & & \frac{1}{2} \sum_{i=1}^n p_i \text{Tr}(X_i + X_i^*) = \sum_{i=1}^n p_i \Re(\text{Tr}(X_i)) \\
\text{subject to :} & & \begin{pmatrix} \rho_i & X_i \\ X_i^* & \sigma \end{pmatrix} \succeq 0, \quad \text{for all } i \in \{1, \ldots, n\}.
\end{align*}
\]

(81)

This SDP also achieves the primal optimum \( \max_{\sigma \in D(\mathcal{H})} f(\sigma) \) while being more numerically tractable. We compare the performance of this SDP along with the original SDP and the FP algorithm in Fig. 2.

B Runtime comparison of fixed point algorithms

When all the states in the ensemble are full rank, numerically both the FP algorithms are seen to converge to the optimal state for any starting point. We now turn to numerics to compare the performance (runtime) of the two fixed point methods. As seen in Fig. 5, the runtime performance of \( \Omega \) fixed point algorithm (58) and \( \Lambda \) fixed point algorithm (54) are comparable. Here we choose stopping tolerance \( \epsilon = 10^{-5} \). Since the convergence of the \( \Omega \) fixed-point algorithm is theoretically guaranteed, it should be preferred over \( \Lambda \) fixed-point algorithm even though the former has a more complicated form than the latter.