Spectroscopy of spin-split Andreev levels in a quantum dot with superconducting leads
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We use a hybrid superconductor-semiconductor transmon device to perform spectroscopy of a quantum dot Josephson junction tuned to be in a spin-1/2 ground state with an unpaired quasiparticle. Due to spin-orbit coupling, we resolve two flux-sensitive branches in the transmon spectrum, depending on the spin of the quasi-particle. A finite magnetic field shifts the two branches in energy, favoring one spin state and resulting in the anomalous Josephson effect. We demonstrate the excitation of the direct spin-flip transition using all-electrical control. Manipulation and control of the spin-flip transition enable the future implementation of charging energy protected Andreev spin qubits.

In the confined geometry of a Josephson junction, the Andreev reflection of an electron into a hole at a normal-superconducting interface leads to the formation of discrete Andreev bound states (ABS) [1–3]. ABS are of fundamental importance from the perspective of mesoscopic superconductivity and are also at the basis of several qubit proposals [4–7]. In particular, when an ABS is populated by a single quasi-particle, the trapped quasi-particle can serve as the superconducting version of a spin qubit. In the presence of spin-orbit coupling, the Josephson phase difference \( \phi \) may break the degeneracy between the spin states, coupling the spin degree of freedom to the supercurrent across the junction [6, 8] and allowing for direct integration of spin qubits into superconducting circuits for remote communication, transduction, or hybrid qubit platforms [9–11].

Experimental work on InAs/Al nanowire Josephson junctions has shown the presence of the predicted spin-split ABS [12–14], culminating in the first demonstration of coherent Andreev spin qubit manipulation [15]. These remarkable experiments were operated in a regime in which the spin-1/2 occupation of the junction was an excited manifold and were thus susceptible to qubit leakage via quasiparticle escape or recombination, bringing the junction back into its spin-zero ground state. Furthermore, the direct manipulation of the spin states proved unfeasible, likely due to the smallness of relevant matrix elements [16], requiring complex excitation schemes involving auxiliary levels [15, 17].

Recently [18], we showed that by embedding a gate-controlled quantum dot in the InAs/Al Josephson junction it is possible to tune its ground state to be an odd-parity spin-1/2 ground state. In this doublet phase, the lifetime of the trapped quasi-particle can exceed 1 ms, likely benefiting from the large charging energy of the quantum dot suppressing quasiparticle poisoning events.

In this Letter, employing the same transmon techniques as in Ref. [18], we report the detection of the spin splitting of the doublet states of a quantum dot Josephson junction due to the spin-orbit interaction in InAs. The energy difference between spin states is smaller than the electron temperature, which would make it difficult to detect in transport measurements. We also demonstrate that the population of the spin-split states, as well as the spin-selective transmon frequencies, can be controlled via modest external magnetic fields smaller than 40 mT. In the presence of magnetic field, we furthermore observe the anomalous Josephson effect: a shift of the minimum of the energy-phase relation to a spin-dependent value \( \phi_0 \) which is neither 0 nor \( \pi \) [19–21]. Finally, we show that the spin states can be directly manipulated by applying microwaves to a bottom gate, via the electric dipole spin resonance (EDSR) [22–27]. Our experiment is directly comparable to, and inspired by, the theoretical proposal of Ref. [7], which we use to model the data, combined with further understanding based on a modified single-impurity Anderson model (SIAM).

At the core of our experiment lies the quantum dot Josephson junction, which is hosted in a nominally 10 µm-long InAs/Al superconductor-semiconductor nanowire with a 110 nm-wide hexagonal core and a 6 nm-thick shell covering two facets [28].
is electrostatically defined in a 200 nm-long wet-etched section of InAs using three bottom gate electrodes, and its superconducting leads are formed by the flanking InAs/Al sections [Fig. 1(a)]. The bottom gate voltages can be used to control the occupation of the quantum dot and its coupling to the superconducting electrodes. This results in two possible ground states of the quantum dot junction, which can be either a spin-zero or a spin-1/2 state. We are particularly interested in the latter case [Fig. 1(b)], where the ground state manifold is spanned by the two components $|\downarrow\rangle$ and $|\uparrow\rangle$ of a Kramers doublet, and a minimal model for the potential energy of the quantum dot junction is given by [7]

$$U(\phi) = E_0 \cos(\phi) - E_{SO} \vec{n} \cdot \vec{\sigma} \sin(\phi) + \frac{1}{2} \vec{E}_Z \cdot \vec{\sigma}.$$  \hspace{1cm} (1)

Here, $\vec{\sigma}$ is the spin operator, $\vec{n}$ is a unit vector along the polarization direction set by the spin-orbit interaction, and $E_{SO}$ and $E_0$ are the spin-dependent and spin-independent contributions to the Cooper pair tunneling rate across the quantum dot junction. Note that the term proportional to $E_0$ has a minimum at $\phi = \pi$. This $\pi$-shift originates from the odd occupancy of the junction [29, 30] and distinguishes the Josephson energy from that of a conventional tunnel junction. Finally, $\vec{E}_Z$ is a Zeeman field arising in the presence of an external magnetic field.

The energy scales $E_0$ and $E_{SO}$ can be understood as follows [7]: Cooper pair tunneling occurs via a sequence of single-electron co-tunneling processes through the quantum dot energy levels. The spin-independent component $E_0$ arises from those sequences in which both electrons co-tunnel through the same energy level. The amplitude for these sequences is the same whether the initial state of the quantum dot junction is $|\downarrow\rangle$ or $|\uparrow\rangle$. On the other hand, $E_{SO}$ arises from tunneling processes in which one electron co-tunnels through the singly-occupied level, involving a spin rotation, while the second one co-tunnels through a different level. Since in the presence of spin-orbit coupling the single-electron tunneling amplitudes can be spin-dependent, for these processes the pair tunneling amplitude may depend on the spin of the initial state.

The two potential energy branches of the doublet states at $\vec{E}_Z = 0$, $E_{SO}$ and $E_0$ $E_{SO} \sin \phi$, are sinusoids with an amplitude of $\sqrt{E_0^2 + E_{SO}^2}$ and minima at $\phi = \pi \pm \arctan(E_{SO}/E_0)$, see Fig. 1(c). If $E_{SO} = 0$, the potential energy reduces to the well-known $\pi$-junction behavior without spin-splitting. At finite $E_{SO}$, the shift of the minima away from $\phi = 0, \pi$ is a precursor to the anomalous Josephson effect [19, 20]; while at $\phi = 0$ there will be instantaneous supercurrents on timescales short compared to the spin lifetime, the time-averaged current will be zero due to thermal fluctuations. For completeness, in Fig. 1(c) we also show the potential energy $E_s$ corresponding to the lowest-energy singlet state $|0\rangle$, with its familiar minimum at $\phi = 0$, as expected for a conventional Josephson junction.

We can derive the occurrence of both $E_0$ and $E_{SO}$ within a minimally-extended SIAM with superconducting leads. The SIAM is a simple model widely used to understand quantum dot junctions, containing a single energy level coupled to the leads via spin-conserving tunneling events [29, 31–39]. We find that only two extensions to the SIAM are required to generate the spin-splitting term $E_{SO}$: (i) spin-flipping single-electron tunneling between the leads and the energy level [7, 11, 40, 41] and (ii) inter-lead tunneling, resulting from integrating out the additional energy levels of the quantum dot. These results are derived in Sec. I of the Supplementary Material, together with a validation based on numerical renormalization group calculations [42]. In view of the strong spin-orbit coupling in InAs nanowires [43, 44] and the lateral and transversal confinement on the order of 100 nm [45–47], we expect both spin-flipping and spin-conserving tunneling, as well as additional quantum dot levels, to be present in our experimental system. Note that within this model, the energy $E_0$ in Eq. (1) may have either
FIG. 2. Comparison of singlet and spin-split doublet ground states in transmon two-tone spectroscopy. (a) Transmitted microwave signal with varying external flux, $\phi_{\text{ext}}$, and transmon drive frequency $f_{\text{drive}}$ for the quantum dot junction in the singlet state. (b) Same as (a) for the junction in the doublet state, at gate configuration A. The two ground states occur for two different gate voltage settings, as detailed in Refs. [18, 42]. The comparison reveals the spin-splitting of the doublet state. Solid lines show fits to a transmon circuit model containing Eq. (1) [42].

We note that tuning the junction to a spin-1/2 ground state is not a sufficient condition to observe the spin-splitting in the transition spectrum. By tuning the quantum dot to different resonances, corresponding to a quasi-particle trapped to different levels of the quantum dot, we frequently find instances of doublets without the predicted splitting, such as the one studied in Ref. [18]. There are also doublet states that show a small, MHz-size spin-splitting comparable to the transmon linewidth, as well as doublet states with even larger splittings than shown in Fig. 2(b). This range of behaviours is shown in Sec. IV A of the Supplementary Materials [42]. We attribute the variability of spin-splittings encountered across the device to mesoscopic fluctuations [7], due to factors outside of our experimental control, such as disorder and confinement effects on the quantum dot wave functions.

The transition spectrum is affected by magnetic fields through the Zeeman interaction and depends sensitively on the direction of the applied field with respect to the spin-orbit direction $\vec{n}$, as seen in Fig. 3, which shows the behaviour for two limiting cases denoted as the $B_\parallel$ and $B_\perp$ directions. The evolution for intermediate directions and the procedure used to infer the spin-orbit direction are discussed in Supplementary Materials Sec. IV C [42]. The flux dispersion of the transition frequencies is only weakly affected by increasing $B_\parallel$ [52]. Moreover, one of the two spin branches gradually disappears [Fig. 3(a)] until at $B_\parallel \gtrsim 23$ mT only a single spectroscopic line remains visible [Fig. 3(b)]. In this regime, the minimum transition frequency of the single-valued dispersion remains away from either 0 or $\pi$, and thus the junction exhibits the anomalous Josephson effect [19–21]. In contrast, increasing the magnetic field along the $B_\perp$ direction appears to
couple the two spectroscopic lines, leading to branches with two minima per flux period [Fig. 3(c)]. At even higher fields this behaviour is lifted, and once-more only one of the two transmon branches persists [Fig. 3(d)]. In this case, however, the $\phi_0$-offset has strongly decreased.

The observed behaviour can be qualitatively understood from Eq. (1) by considering the cases in which the Zeeman field is respectively parallel or perpendicular to the spin-orbit field. A parallel Zeeman field $E_Z^\parallel$ separates the doublet potentials in energy without distorting their phase dependence [Fig. 3(e)]. As the energy separation increases, the thermal population of the higher-energy state should decrease and, with it, so should the visibility of the corresponding transmon frequency branch. As the transmon frequency is insensitive to overall shifts in the energy-phase relation, it remains largely unaffected by the $\phi$-independent field-induced energy shift. A Zeeman term $E_Z^\perp$ perpendicular to the spin-orbit direction instead couples the two states and opens up an avoided crossing in the Josephson potential energy [Fig. 3(g)].

This results in the peculiar flux dependence seen in spectroscopy for moderate fields [Fig. 3(c)]. Finally, when $E_Z^\perp$ becomes much larger than $E_{SO}$, the doublet states instead polarize along the applied field direction [Fig. 3(h)], suppressing the $\phi_0$-offset [19, 21].

We note that the $B_\parallel$ and $B_\perp$ field directions do not appear to be directly related to the orientation of the nanowire, as $B_\parallel$ points 13 degrees away from the nanowire axis [42]. This behavior is different from that of long single-gated semiconducting Josephson junctions, where the direction of the spin-orbit interaction, $\vec{n}$, is found to be perpendicular to the nanowire axis [12, 53]. Again, we attribute this to mesoscopic fluctuations, supported by the finding that the $B_\parallel$ and $B_\perp$ directions are unique to each region in gate space [42, 54].

In order to use the doublet states as a superconducting (Andreev) spin qubit [6, 7], the ability to drive transitions between the doublet states is crucial. Encouragingly, a recent work by our group indicates that spin-flip transitions of Andreev bound states are possible in the presence of an external magnetic field [51]. Further motivated by all-electrical microwave excitation of electron spins in quantum dots via EDSR [25, 26], we apply a microwave tone directly to the central bottom gate electrode to excite the doublet states. For this measurement, we tune the transmon transition frequency close to the read-out resonator mode, considerably enhancing its dispersive shift so that we can detect the state of the quantum dot junction while keeping the transmon in its ground state. In addition, we tune away from the gate configuration investigated so far (configuration A) to a parame-

FIG. 3. Magnetic field dependence of the doublet states for gate configuration A. (a-d) Two-tone spectroscopy versus $\phi_{ext}$ showing the transmon transitions for a magnetic field applied either parallel (a,b) or perpendicular (c,d) to the inferred spin-orbit direction $\vec{n}$. The vertical dashed lines indicate $\phi_{ext} = \pi$ for each panel. (e-f) Numerically calculated $\phi$ dependence of the quantum dot junction’s Josephson potential for the two doublet states, obtained by diagonalizing the model in Eq. (1), in the presence of parallel (e-f) and perpendicular (g-h) Zeeman field. Blue and red colors denote $|\downarrow\rangle$ and $|\uparrow\rangle$ spin polarization, respectively, with a blend of the two indicating mixing of the states. Note that panels (e-h) are not fits to the data of (a-d). Instead, together with the contribution from the reference junction, constitute the potentials that determine the transmon energy levels and serve to build a qualitative understanding (see text).

FIG. 4. Direct spin-flip spectroscopy for gate configuration B. (a-c) Measured flux dependence of the direct $|g, \downarrow\rangle \leftrightarrow |g, \uparrow\rangle$ transition frequency for no (a), parallel (b), and perpendicular (c) magnetic field applied relative to the spin-orbit direction. (d-f) Numerically calculated flux dependence of the $|g, \downarrow\rangle \leftrightarrow |g, \uparrow\rangle$ transition frequency for no (d), parallel (e), and perpendicular (f) Zeeman fields applied relative to the spin-orbit direction.
ter regime with a larger spin-splitting $E_{SO}/\hbar = 560$ MHz (configuration B) to maximize the visibility of the doublet splitting [42].

Applying a microwave drive to the central gate electrode, we find that a low-frequency transition of up to 1 GHz can be detected for a vanishing applied magnetic field [55], as also shown in Ref. [14], although the visibility is poor, see Fig. 4(a). This is potentially due to the large thermal population of the excited state, reducing the achievable change in dispersive shift, as well as due to the lack of magnetic field, reducing the efficacy of EDSR [23, 24]. At elevated $B$ the transition frequency rises and becomes well-resolved, with the transition now visible over almost the entire flux range [Fig. 4(b)]. For an applied perpendicular field the transition frequency increases more slowly, and its flux periodicity is half that of the transition in the parallel field direction [Fig. 4(c)].

The observed behaviour is consistent with the expected transitions between the doublet states [Fig. 4(d-f)], with the period-halving in perpendicular field being a result of the avoided crossings between the spin branches [c.f. Fig. 3(g)]. The comparison to the model furthermore allows us to estimate the effective Landé g-factor in the parallel and perpendicular directions, $g_\parallel = 11$ and $g_\perp = 3.8$ respectively. We note that the value, as well as the anisotropy, of the g-factor depend strongly on the applied gate voltages (see Supplementary Materials Sec. IV B), likely tied to an interplay of spin-orbit coupling and confinement, beyond the scope of the model considered here [56–59].

To conclude, our microwave measurements have revealed the rich spin structure of energy levels in a quantum dot Josephson junction, as well as the occurrence of the anomalous Josephson effect. These findings are promising for applications in superconducting spintronics [60, 61]. The ability to drive direct spin-flip transitions between the doublet states has strong implications for the nascent field of Andreev spin qubits [6, 7], since so far their coherent manipulation relied on fine-tuned Raman transitions through auxiliary levels [15, 17]. Having direct, all-electrical access to these transitions promises simpler and faster qubit manipulation [26, 27]. Furthermore, the polarization of the doublet states at elevated magnetic fields eliminates the unwanted excited state population observed in previous investigations [13, 15]. In fact, we have been able to implement an Andreev spin qubits exploiting these features of our setup, which will be reported in a forthcoming work. Finally, the demonstrated tunability of the transition frequency, enabled by both flux and magnetic field, is a necessary ingredient for scalable networks of such qubits [11].
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I. THEORY

To solidify our understanding of the results and of the mechanisms that govern the size of the spin splitting, we set up a minimal model that is able to reproduce the qualitative features observed experimentally. Our starting point is an extension of the single-impurity Anderson model (SIAM) for a quantum dot (QD) attached to two superconducting

* These two authors contributed equally.
leads [1, 2], see Fig. S1. Compared to the standard SIAM, our model also contains spin-flip tunneling between the impurity and the leads due to the presence of spin-orbit coupling, as well as an additional direct tunneling term between the leads. The non-interacting part of the Hamiltonian is

\[
H_0 = \sum_{\sigma} \epsilon_i c_{i,\sigma}^\dagger c_i^\sigma + \sum_{i,k} \epsilon_i c_{i,k,\sigma}^\dagger c_{i,k,\sigma} + \sum_{i,k} \Delta_i \left( e^{i\phi_i} c_{i,k,\sigma}^\dagger c_{i,k,\sigma} + \text{H.c.} \right) + \sum_{i,k} \left( V_{i,k} c_{i,k,\sigma}^\dagger d_\sigma + \text{H.c.} \right) + \sum_{k,k',\sigma} \left( t c_{l,k,\sigma}^\dagger c_{R,k',\sigma} + \text{H.c.} \right). \tag{S1}
\]

The first line describes the QD level \( \epsilon \) closest to the Fermi level (the “resonant” level), subject to an external magnetic field \( \vec{E}_Z \) with the components \( E_x, E_y \) and \( E_z \) expressed in units of energy (i.e., as Zeeman energy contributions). The operator \( d_\sigma^\dagger \) is the creation operator for an electron in the resonant level, and \( S_x, S_y, S_z \) are impurity spin operators. The second line describes two superconductors with the dispersion relation \( \epsilon_k \) and order parameters \( \Delta_k \exp(i\phi_k) \). The operator \( c_{i,k,\sigma}^\dagger \) is the creation operator for an electron in the left \( (i = L) \) or right \( (i = R) \) superconductor, in level \( k \) and with spin \( \sigma \). The third line describes the QD-superconductor hybridisation; we include both spin-preserving and spin-flipping processes with amplitudes \( V_{i,k} \) and \( W_{i,k} \), respectively. The notation \( \bar{\sigma} \) denotes spin inversion, \( \bar{\uparrow} = \downarrow, \bar{\downarrow} = \uparrow \). Alternatively, we may characterize the tunnel barriers via tunneling rates \( \Gamma_L = \pi \rho |V_{L,k,F}|^2 \) or \( \Gamma_R = \pi \rho |V_{R,k,F}|^2 \) for spin-preserving processes, and \( \gamma_L = \pi \rho |W_{L,k,F}|^2 \) or \( \gamma_R = \pi \rho |W_{R,k,F}|^2 \) for spin-flip tunneling. Here \( \rho \) is the normal-state density of states and we took the matrix elements at the Fermi level, hence at \( k = k_F \). Finally, the last line accounts for the presence of all other (“non-resonant”) levels in the QD; the electron can also cotunnel through the QD via those high-lying levels, which provides another conduction pathway through the dot. Formally, we may consider this term to arise from integrating out all other levels in the QD, so that

\[
t = \sum_{l,k,k'} V_{L,k,l}^* V_{R,k',l} \Delta_{l}^\dagger,
\]

where we sum over all “non-resonant” levels, \( V_{L/R,k,F} \) are the corresponding tunneling amplitude, while \( \Delta_{l} \) are the energy levels. (For simplicity, we are disregarding interactions and spin-flip processes.) The inter-lead hopping term makes the model resemble those for a QD embedded in a nanoscopic Aharonov-Bohm ring [3]. The model breaks down if the level spacing is too small (less than the scale of \( \Gamma_{L/R} \)): in that case one should use a multi-orbital Anderson impurity model instead.

In addition to this last term, we could also include the spin-flip tunneling through high-lying levels, however this brings about no new qualitative effect. As we will show, for what follows, the important element is that the ratio of spin-flip to spin-preserving tunneling rate is different for the resonant level and for the aggregate tunneling rate through all remaining non-resonant levels. This generic situation is expected to hold in most circumstances due to mesoscopic variability of tunneling matrix elements for different QD levels. The hopping elements, \( V_{i,k}, W_{i,k} \) and \( t \), are in general complex-valued (“directional”): if we reverse the electron flow direction, the amplitude needs to be complex conjugated.

The interacting part of the Hamiltonian is standard:

\[
H_{\text{int}} = U_{ee} n_\uparrow n_\downarrow, \tag{S3}
\]

where \( U_{ee} \) is the electron-electron repulsion on the QD and \( n_\sigma = d_\sigma^\dagger d_\sigma \) is the occupancy operator.

The model is analytically tractable in the regime \( \Delta_L, \Delta_R \gg U_{ee} \) (the “superconducting atomic limit” [4–10]) and in the regime \( \Gamma_L, \Gamma_R \ll U_{ee} \) (the perturbative limit). We find that it is particularly instructive to integrate out the superconducting electrons and compute the hybridization matrix for this Hamiltonian. This leads to relatively simple closed-form expressions that can be used to construct a highly simplified model. Such a model nevertheless seems to be sufficient to account for the full range of the observed behaviors. The analytic calculations may be verified with explicit calculations using the numerical renormalization group (NRG) techniques, probing their validity over a wide range of parameters.
Figure S1. Model diagram of the quantum dot junction. Two s-wave superconductors are connected via tunnelling rates to a single level of a quantum dot. $\Gamma_{L,R}$ and $\gamma_{L,R}$ denote, respectively, the spin-conserving and spin-flipping tunneling rates between the superconducting leads and quantum dot. $\Gamma_{L,R}$ denotes a spin-conserving effective tunneling rate between the superconducting leads via all remaining energy levels, with $\Gamma_{L,R} = \pi \rho \left| t \right|^2$.

A. Analytics

We work in the $4 \times 4$ Nambu representation with

$$d_i^a = \left( d_i^+ \ d_i^0 \ d_i^- \ d_i^0 \right). \tag{S4}$$

Similar notation is used for the $c_k$ operators in the superconducting leads. We will use indexes from the beginning of the alphabet, $a, b, \ldots$, to denote the Nambu-space index $1, 2, 3, 4$. We define the Green’s function (GF) matrices $G_{ab}(z) = \langle \langle d_a \rangle \rangle_z$ and $F_{ab,ik}(z) = \langle \langle d_a \; d_i^k \rangle \rangle_z$; here $\langle \langle A; B \rangle \rangle_z$ denotes the Laplace transform of the Green’s function, $\langle \langle A; B \rangle \rangle_z = \int_0^\infty e^{zt} \langle \langle A; B \rangle \rangle_t dt$, where $\langle \langle A(t); B(0) \rangle \rangle_t = -i \Theta(t) \langle \langle A(t), B(0) \rangle \rangle$ is the retarded GF. In this notation, the equations of motion (EOMs) take the form $z \langle \langle A; B \rangle \rangle_z = \langle \langle A, B \rangle \rangle + \langle \langle A, [H, B] \rangle \rangle_z$. The EOM for the QD take the form

$$zG(z) = I + G(z)H_0 + \sum_{i,k} F_{ik}(z)V_{ik} + U(z). \tag{S5}$$

Here the argument $z = \omega + i\delta$ is complex frequency, $I$ is the identity matrix, $H_0$ corresponds to the Nambu matrix representation of the non-interacting part of the impurity Hamiltonian:

$$H_0 = \begin{pmatrix} \epsilon + E_z/2 & 0 & (E_x - iE_y)/2 & 0 \\ 0 & -\epsilon + E_z/2 & 0 & -(E_x - iE_y)/2 \\ (E_x + iE_y)/2 & 0 & \epsilon - E_z/2 & 0 \\ 0 & -(E_x + iE_y)/2 & 0 & -\epsilon - E_z/2 \end{pmatrix}, \tag{S6}$$

$V_{ik}$ contains the hopping matrix elements:

$$V_{ik} = \begin{pmatrix} V_{i,k} & 0 & iW_{i,k} & 0 \\ 0 & -V_{i,k}^* & 0 & iW_{i,k}^* \\ iW_{i,k} & 0 & V_{i,k} & 0 \\ 0 & iW_{i,k}^* & 0 & -V_{i,k}^* \end{pmatrix}, \tag{S7}$$

and $U(z)$ contains the contributions of the interacting part of the Hamiltonian, $H_{int}$. The EOMs for mixed GFs $F_{ik}$ (dropping the frequency argument $z$ in GFs for clarity) may be written as

$$F_{Lk} \left[ zI - H_{Lk} \right] = GV_{Lk}^\dagger + F_{Rk}T^*, \quad F_{Rk} \left[ zI - H_{Rk} \right] = GV_{Lk}^\dagger + F_{Lk}T, \tag{S8}$$

with

$$H_{ik} = \begin{pmatrix} \epsilon_k & e^{i\phi_i} \Delta_i & 0 & 0 \\ e^{-i\phi_i} \Delta_i & -\epsilon_k & 0 & 0 \\ 0 & 0 & \epsilon_k & e^{i\phi_i} \Delta_i \\ 0 & 0 & e^{-i\phi_i} \Delta_i & -\epsilon_k \end{pmatrix}, \tag{S9}$$

$$T = \begin{pmatrix} t & 0 & 0 & 0 \\ 0 & -t^* & 0 & 0 \\ 0 & 0 & t & 0 \\ 0 & 0 & 0 & -t^* \end{pmatrix}. \tag{S10}$$
Using the lead propagator $G_{ik} = [zI - H_{ik}]^{-1}$, this may be rewritten as

$$F_{Lk} = GV_{Lk}^\dagger G_{Lk} + \mathcal{F}_R T^* G_{Lk},$$

$$F_{Rk} = GV_{Rk}^\dagger G_{Rk} + \mathcal{F}_L T G_{Rk}. \tag{S12}$$

We now assume that $V_{ik}$ and $W_{ik}$ do not depend on $k$, i.e., $V_{ik} \equiv V_i$ and $W_{ik} \equiv W_i$; this is a reasonable approximation for the relevant bath levels in the vicinity of the Fermi level. We define $G_i = \sum_k G_{ik}$ and we sum the EOMs over $k$:

$$\mathcal{F}_L = GV_{L}^\dagger G_{L} + \mathcal{F}_R T^* G_{L},$$

$$\mathcal{F}_R = GV_{R}^\dagger G_{R} + \mathcal{F}_L T G_{R}. \tag{S13}$$

or

$$\begin{pmatrix} \mathcal{F}_L \\ \mathcal{F}_R \end{pmatrix} \begin{pmatrix} \mathcal{I} \\ -T^* G_{L} \\ -TG_{R} \mathcal{I} \end{pmatrix} = G \begin{pmatrix} V_{L}^\dagger G_{L} \\ V_{R}^\dagger G_{R} \end{pmatrix}. \tag{S14}$$

The important observation here is that $\mathcal{F}_i$ are proportional to $G$. This means that the third term in the EOM (S5) can be written as

$$\sum_{ik} F_{ik}(z)V_{ik} = G(z)\Delta(z), \tag{S15}$$

where $\Delta(z)$ is the hybridization matrix which describes the renormalization of the QD level due to electron excursions in the superconducting leads. Eq. (S14) can be solved for each $\mathcal{F}_i$ individually, but the expressions are very lengthy and not very informative. Instead, we proceed with calculating the hybridization matrix $\Delta(z) = [G(z)]^{-1} \sum_i \mathcal{F}_i V_i$. We furthermore assume that $t$ is real and introduce the dimensionless quantity $\tilde{t} = \pi \rho t$. We also set $\phi_L = \phi/2$ and $\phi_R = -\phi/2$. Finally, we take the large-$\Delta$ limit of the lead propagator

$$G_{ik} = \frac{1}{z^2 - (\Delta_i^2 + \zeta_k^2)} \begin{pmatrix} z + \epsilon_k & e^{i\phi_i} \Delta_i & 0 & 0 \\ e^{-i\phi_i} \Delta_i & z - \epsilon_k & 0 & 0 \\ 0 & 0 & z + \epsilon_k & -e^{i\phi_i} \Delta_i \\ 0 & 0 & -e^{-i\phi_i} \Delta_i & z - \epsilon_k \end{pmatrix}, \tag{S16}$$

to obtain

$$G_i = \sum_k G_{ik} = -\pi \rho \begin{pmatrix} 0 & e^{i\phi_i} & 0 & 0 \\ e^{-i\phi_i} & 0 & 0 & 0 \\ 0 & 0 & 0 & -e^{i\phi_i} \\ 0 & 0 & -e^{-i\phi_i} & 0 \end{pmatrix}. \tag{S17}$$

With these assumptions and simplifications in place, the hybridisation matrix can be written as

$$\Delta(z) = \frac{\pi \rho}{1 + 2\tilde{t}^2 \cos \phi + \tilde{t}^4} \begin{pmatrix} -2a & b & -2c & 0 \\ b^* & 2a & 0 & 2c \\ -2c & 0 & -2a & -b \\ 0 & 2c & -b^* & 2a \end{pmatrix}, \tag{S18}$$

where we introduced the following notation

$$a = (V_i V_R + W_i W_R)\tilde{t}(\tilde{t}^2 + \cos \phi),$$

$$b_i = V_i^2 + W_i^2,$$

$$b = e^{-i\phi/2}(b_R + \tilde{t}^2 b_L) + e^{i\phi/2}(b_L + b_R \tilde{t}^2),$$

$$c = (V_R W_L - V_L W_R)\tilde{t} \sin \phi. \tag{S19}$$
The key feature of this expression is that this matrix includes terms in the out-of-diagonal $2 \times 2$ blocks. These correspond to the presence of an effective magnetic field in the $x$ direction that induces the spin polarization along this same direction. The particular direction ($x$) results from the assumed form of the spin-orbit-coupling terms in Eq. (S1) and from assuming real $V_{L,R}$, $W_{L,R}$ and $t$. In terms of second quantization operators, the hybridisation matrix corresponds to the following form:

$$\Delta_{\text{hyb}} = \frac{\pi \rho}{1 + 2t^2 \cos \phi + t^4} \left( -2a \sum_i d_i^+ d_i - 4cS_x + bd_1^+ d_1^* + b^* d_4^+ d_1 + \text{const.} \right).$$  \hspace{1cm} (S20)

Not all terms contribute in both spin sectors. The pairing terms proportional to $b$ are only relevant in the spin-singlet sector, while the effective spin-splitting terms proportional to $c$ are only relevant in the spin-doublet sector. The potential term proportional to $a$ contributes in both subspaces. Since we are interested only in the $S = 1/2$ subspace, in the following we concentrate on this particular $2 \times 2$ subspace. We find that the effective Hamiltonian of the doublet sector in the $\uparrow, \downarrow$-basis is given by

$$H_{\text{eff}} = \begin{pmatrix} \epsilon + E_c/2 & (E_x - iE_y)/2 \\ (E_x + iE_y)/2 & \epsilon - E_z/2 \end{pmatrix} - \frac{2\pi \rho}{1 + 2t^2 \cos \phi + t^4} \begin{pmatrix} a & c \\ c & a \end{pmatrix}. \hspace{1cm} (S21)$$

This model is exact in the double limit $U_{ee} \to 0$, $\Delta_{L,R} \to \infty$. In general, one expects correction factors to parameters that depend on both $\Delta_{L,R}$ and $U_{ee}$, which control the energy cost of charge fluctuations from the doublet state. These corrections can be accurately computed using the NRG method. Nevertheless, the general form remains the same, as confirmed by numerical calculations, see Sec. 1B. Most importantly, the conditions for the matrix element $c$ to be non-zero, as revealed in this calculation, hold fully generally, and are the following: $a)$ the presence of additional QD levels (i.e., nonzero parameter $t$ in the generalized SIAM), $b)$ the presence of both spin-preserving and spin-flip tunneling (so that the combination $V_{L}W_{L} - V_{R}W_{R}$ is non-zero, which is expected to be generally true except in cases of accidental cancellation), $c)$ finite phase bias $\phi$.

We need to note that in the superconducting atomic limit the doublet sector in the standard superconducting-SIAM model does not depend on the phase bias $\phi$, as can be checked by taking the limit $W_{L,R} \to 0$ and $t \to 0$ in Eq. (S21). However, away from the superconducting atomic limit an additional diagonal term $E_D \cos(\phi)$ arises, with $E_D > 0$. This term is generated by fourth-order processing in hopping (second order in hybridisation) and has a minimum at $\phi = \pi$ [11], as typical for Josephson junctions with an odd-parity ground state.

Assuming $V_{L} = V_{R} \equiv V$, $W_{L} = -W_{R} \equiv W$ (note that this sign for $W_{i}$ choice merely reflects the sign convention in the Hamiltonian and actually corresponds to the symmetric situation with the same amplitude for the left SC to QD and for the QD to right SC spin-flip tunneling), and defining

$$\Gamma_{V} = \pi \rho V^2, \quad \Gamma_{W} = \pi \rho W^2,$$

the second term of Eq. (S21) can be written as

$$\frac{2\tilde{t}}{1 + 2t^2 \cos \phi + t^4} \begin{pmatrix} (\Gamma_{V} - \Gamma_{W}) (\tilde{t}^2 + \cos \phi) & 2\sqrt{\Gamma_{V}\Gamma_{W}} \sin \phi \\ 2\sqrt{\Gamma_{V}\Gamma_{W}} \sin \phi & (\Gamma_{V} - \Gamma_{W}) (\tilde{t}^2 + \cos \phi) \end{pmatrix} \hspace{1cm} (S22)$$

Assuming that $\tilde{t} \ll 1$, we can simplify the model further by performing a series expansion to obtain

$$2\tilde{t} \begin{pmatrix} (\Gamma_{V} - \Gamma_{W}) \cos \phi & 2\sqrt{\Gamma_{V}\Gamma_{W}} \sin \phi \\ 2\sqrt{\Gamma_{V}\Gamma_{W}} \sin \phi & (\Gamma_{V} - \Gamma_{W}) \cos \phi \end{pmatrix}. \hspace{1cm} (S23)$$

Defining

$$E_{\tilde{t}} = 2\tilde{t} (\Gamma_{V} - \Gamma_{W}) , \quad E_{SO} = 4\tilde{t} \sqrt{\Gamma_{V}\Gamma_{W}}, \hspace{1cm} (S24)$$

we find the approximate small $\tilde{t}$ Hamiltonian given by (up to a constant):

$$H_{\text{eff}} = \begin{pmatrix} E_x/2 & (E_x - iE_y)/2 \\ (E_x + iE_y)/2 & -E_z/2 \end{pmatrix} - \frac{E_{\tilde{t}} \cos \phi}{E_{SO} \sin \phi} \begin{pmatrix} E_{\tilde{t}} \cos \phi \\ E_{SO} \sin \phi \end{pmatrix}. \hspace{1cm} (S25)$$

This expression takes the form of the phenomenological potential for the transmon circuit given by main text Eq. (1). Given that there is a potential cancellation of the $E_{\tilde{t}}$ term, it is prudent to include in the model an addition term of the form $E_D \cos(\phi)$ from processes that are higher-order in hybridisation. This term will combine with $-E_{\tilde{t}} \cos(\phi)$ to
produce the $+E_0 \cos(\phi)$ potential with $E_0 = E_D - E_t$ in Eq. (1). Note that $E_0$ can take either a positive or negative sign.

Within the limit considered here, we find that $E_{SO}$ depends on each of the three types of coupling in the model: spin-conserving, spin-flipping, and direct lead-lead tunneling. All three have to be present for the spin-splitting to occur. Furthermore, it may happen that the cosine term drops out if the prefactors of all contributions add up to zero, resulting in a Josephson potential shifted by $\pi/2$ compared to the singlet state. This fine-tuned situation is indeed encountered in the experiment as discussed in Sec. IV A.

It is instructive to evaluate the eigenvalues of the isolated quantum dot junction. In the simplified model of Eq. (1) these are given by

$$E_{\uparrow,\downarrow} = E_0 \cos \phi \pm \frac{1}{2} \sqrt{E_y^2 + E_z^2 + (E_x - 2E_{SO} \sin \phi)^2}. \quad (S26)$$

For $E_y = E_z = 0$, this simplifies to

$$E_{\uparrow,\downarrow} = E_0 \cos \phi \pm (E_x/2 - E_{SO} \sin \phi) \quad (S27)$$

The Zeeman field parallel to $E_{SO}$ enters as a constant offset, which does not change the curvature of the potential and does not affect the transmon frequency. Furthermore, this results in the spin-flip transition frequency given by

$$E_{\uparrow} - E_{\downarrow} = E_x - 2E_{SO} \sin \phi \quad (S28)$$

which is linear in the applied Zeeman field. Setting $E_x = E_y = 0$ instead, we find

$$E_{\uparrow,\downarrow} = E_0 \cos \phi \pm \frac{1}{2} \sqrt{E_y^2 + 4E_{SO}^2 \sin^2 \phi} \quad (S29)$$

Here the $E_z$ term does enter the curvature of the potential, thus affecting the transmon frequency. Furthermore, the resulting in the spin-flip qubit transition frequency is given by

$$E_{\uparrow} - E_{\downarrow} = \sqrt{E_x^2 + 4E_{SO}^2 \sin^2 \phi} \quad (S30)$$

The presence of the $\sin^2 \phi$ term results in the doubling in periodicity we observe in the perpendicular field dependence of main text Fig. 4(c) compared to the parallel field dependence of Fig. 4(b).

B. NRG calculations

The proposed model has very little symmetry: the spin-orbit coupling fully breaks the rotational SU(2) spin symmetry, and the BCS mean-field approximation breaks the U(1) charge conservation. The only remaining symmetry is $Z_2$ fermionic number parity (even or odd total number of electrons in the system). Furthermore, the Hamiltonian has complex-valued matrix elements. Nevertheless, the quantum impurity problem can still be solved using the conventional impurity solver, the numerical renormalization group (NRG), albeit at quite significant computational cost. The NRG method consists of discretizing the continua (two superconducting baths), their transformation into Wilson tight-binding chains, and an iterative diagonalization of the resulting chain/ladder Hamiltonian. We performed a very coarse discretization with the discretization parameter $\Lambda = 8$; nonetheless, for the purposes of computing energy splitting, this remains a surprisingly good approximation. We retain up to 3000 states in each NRG step. On 8 cores of an AMD EPYC 7452 processor, such NRG calculations take approximately 15 minutes for each parameter set. The band is assumed to have a constant density of states in the interval $[-D : D]$. In the following, all model parameters will be given in units of half-bandwidth $D$.

We first verify the findings from Supplementary Sec. I A, specifically the spin splitting induced by the combination of the spin-flip scattering, the presence of multiple levels in the QD (represented by the interdot tunneling term $t$), and finite superconducting phase difference between the two SC contacts, as described by the $E_{SO} \sin \phi$ terms in the effective Hamiltonian with $E_{SO} = 4t\sqrt{\Gamma_V \Gamma_W} = 4\Gamma V \sqrt{\Gamma_W/\Gamma_V}$, see Eqs. (S24) and (S24). In Fig. S2 we plot the dependence of the splitting $E_{\uparrow} - E_{\downarrow}$ as a function of key parameters. We indeed observe that the splitting is linear in the hybridisation $\Gamma$ for fixed $\Gamma_W/\Gamma_V$ ratio, in the ratio $W/V = \sqrt{\Gamma_W/\Gamma_V}$ and in the hopping $t$. Finally, we also ascertain the $\sin(\phi)$ dependence of the splitting. We have thus confirmed that the splitting is linear in $t$, $\Gamma$, $W/V$, and $\phi$ for small parameter values.

The dependence on other model parameters, in particular $U_{ee}$ and $\Delta$, is not simple. The parameters $U_{ee}$ and $\Delta$ control the energy cost of charge fluctuations, and the behavior depends not only on their ratio, but also on their values.
Figure S2. Scaling of the induced spin splitting in the doublet state with parameters $\Gamma_V$, $\Gamma_W$, and $t$, as well as the $\phi$-dependence. Unless stated otherwise, the parameter set is $U_{ee} = 1$, $\epsilon = -U_{ee}/2$, $\Gamma_V = 0.02$, $\Gamma_W = \Gamma_V/5$, $t = 0.1$, $\Delta = 0.01$, $\phi = \pi/4$. (a) $\Gamma_V$-dependence, demonstrating the linearity of splitting as a function of the hybridisation strength, with small non-linear corrections for large $\Gamma_V$. (b) $\Gamma_W/\Gamma_V$-dependence, demonstrating the linearity of splitting as a function of the ratio of spin-flip over spin-preserving tunneling processes to the impurity orbital in resonance. (c) $t$-dependence, demonstrating the linearity of splitting as a function of cotunneling through non-resonant impurity levels. (d) $\phi$-dependence, showing a very clean $\sin(\phi)$ behavior of the spin-splitting, as predicted by the reduced analytical model.

Figure S3. Scaling of the induced spin splitting in the doublet state with parameters $U_{ee}$ and $\Delta$. Other parameters as in Fig. S2. (a) $U_{ee}$-dependence at $\Gamma_V = 0.002$ showing the cross-over from the $U_{ee} \ll \Delta$ regime to the $U_{ee} \gg \Delta$ regime. (b) Same as a, but for stronger hybridisation $\Gamma_V = 0.02$, showing the more complex behavior away from the low-$\Gamma_V$ limit. (c) $\Delta$-dependence at $\Gamma_V = 0.02$, showing that the splitting is roughly proportional to $\Delta$ in the $U_{ee} \gg \Gamma, \Delta$ regime. (d) Same as (c), but for $\Gamma_V = 0.002$ and much smaller $U_{ee} = 10^{-5}$ (non-interacting limit), showing quadratic scaling for $\Delta \ll \Gamma$ that crosses over into linear scaling for $\Delta \gg \Gamma$.

compared to the hybridisation $\Gamma$ as well as the bandwidth $D$. The simplest case is the linear regime of small parameter $\Gamma$, where the splitting is simply inversely proportional to $1/(U_{ee}/2 + \Delta)$ to a good approximation, see Fig. S3(a). For larger $\Gamma$, we observe deviations from this simple form, see Fig. S3(b). It is also instructive to consider the dependence on $\Delta$ at fixed $U_{ee}$. The limit of small $U_{ee}$ is merely of academic interest, because the doublet state is then a (highly) excited state: we find a roughly linear dependence on $\Delta$, see Fig. S3(c). For large $U_{ee}$, however, we find a complex dependence that furthermore depends on the value of $\Gamma$, showing a cross-over from quadratic dependence for $\Delta \ll \Gamma$ to a roughly linear dependence for $\Delta \gg \Gamma$, see Fig. S3(d). From these plots we conclude that the dependence on $U_{ee}$, $\Delta$ and $\Gamma$ (when $\Gamma$ is not small) is highly non-trivial and should in general be computed numerically (e.g. using the NRG method).
Here $w$ indexes the eigenstates $|w\rangle$ with eigenenergies $E(w)$, while $\tilde{S}_i$ are the transformed spin matrices in this same basis. The basis can be truncated to a small number of levels; in many cases it is sufficient to retain solely the subgap states. This effective Hamiltonian may then be diagonalized at negligible numerical cost for arbitrary values of $E_x$, $E_y$ and $E_z$. In case where only two (subgap) states are retained one can even write down closed-form expressions for eigenenergies and eigenstates. The marginal-operator trick is a good approximation up to Zeeman energies comparable to the BCS energy gap $\Delta$, as it has been ascertained by comparisons with the NRG calculations with the Zeeman terms included from the outset, see Fig. S5. This method is clearly very generally applicable to any problem involving marginal operators in the Hamiltonian, obviating the need for costly parameter sweeps in multidimensional spaces.

C. Transmon diagonalization

Having established how to calculate an effective potential in the doublet sector, we now turn to its inclusion in the Hamiltonian of the encompassing transmon circuit [12]:

$$H = -4E_c \partial_\phi^2 + E_3 (1 - \cos \delta) + U(\phi),$$

(S32)
Figure S5. Comparison of the energies of the doublet subgap states as a function of the phase bias computed using the standard NRG procedure (solid lines) and using the “marginal-operator trick” approximation (discontinuous lines). Vertical scale is the same for all panels. Model parameters are $U_{ee} = 1.5, \Gamma_L = \Gamma_R \equiv \Gamma = 0.2, \gamma_L = \gamma_R = 0.2\Gamma, t = 0.1, \epsilon = 0.1 - U_{ee}/2, \Delta = 0.1$.

where $E_c$ and $E_J$ denote the charging energy of the transmon island and the Josephson energy of the reference junction, respectively, and $U(\phi)$ denotes the effective doublet potential of main text Eq. (1). The two phase drops across the quantum dot junction ($\phi$) and across the reference junction ($\delta$) are connected according to $\phi - \delta = \phi_{ext}$, where $\phi_{ext} = (2e/\hbar)\Phi_{ext}$ is the phase difference resulting from the externally applied magnetic flux through the SQUID loop, $\Phi_{ext}$ [Fig. 1(d)].

Following [13, 14], we numerically diagonalize (S32) in the phase basis. This results in the energy levels $E_n$ as well as the associated transition frequencies $f_{nm} = (E_m - E_n)/\hbar$, capturing both the transmon and the spin-flip transitions. Having calculated the transition frequencies, fits can be made to the data. This is done to obtain the estimates for the effective model parameters found in the main text and in the next sections, using $E_c/\hbar = 284$ MHz and $E_J/\hbar = 12.4$ GHz to $12.7$ GHz as reference junction parameters. Note that the reference junction gate voltage is generally held fixed in the experiment, and that the range in $E_J$ is the result of cross-coupling between the quantum dot and reference junction gate lines.

Here we note that the sinusoidal reference junction potential used in Eq. (S32) is that of a conventional superconductor-insulator-superconductor (SIS) tunnel junction, governed by many weakly transparent channels. Previous work has found that nanowire-based Josephson junctions are more accurately described by several or even a single transport channel, leading to a more skewed potential shape [15]. This can result in a reduction of the qubit anharmonicity, and thus an underestimation of $E_c$ when using the SIS potential. However, the inclusion of a more involved potential introduces additional fitting parameters, and obtaining unique solutions is not guaranteed. This holds in particular because the reference junction is operated far from its pinchoff voltage, such that several channels are expected to contribute to the potential (see Sec. III). We therefore choose to use the SIS potential throughout the Letter. In practice, this choice affects the value of $E_c$ that is extracted from the fit, which in turn rescales the extracted values of $E_0$ and $E_{SO}$. 
II. DEVICE AND EXPERIMENTAL SETUP

A. Device overview

The physical implementation of the device studied is shown in Fig. S6. It is analogous to that of [2], repeated here for convenience. The chip, 7 mm long and 2 mm wide, consists of four devices coupled to a single transmission line with an input capacitor to increase the directionality of the outgoing signal [Fig. S6(b)]. For the experiments performed in this Letter only two of the devices were wire-bonded: the device measured in the main text, and a second device, which was not functional.

For each device, a lumped element readout resonator is capacitively coupled to the feedline [Fig. S6(c)]. The resonator is additionally capacitively coupled to the transmon island, which is connected to ground via a SQUID loop formed by the reference and quantum dot junctions [Fig. S6(d)]. Both junctions are implemented on a single 10 \( \mu \)m-long epitaxial superconductor-semiconductor nanowire with a 100 nm-wide hexagonal InAs core and a 6 nm-thick Al shell covering two of its facets [16]. They are defined in two uncovered nanowire sections (110 nm-long for the reference junction and 200 nm-long for the quantum dot junction). A zoom-in of the quantum dot junction is shown in Fig. S6(e). The reference junction is controlled by a single 110 nm-wide electrostatic gate, set at a DC voltage \( V_J \). The quantum dot junction is defined by three 40 nm-wide gates separated from each other by 40 nm. We note that in Fig. 1(e) of the main text the gates appear wider (and the gaps between gates appear smaller) than stated due to distortion by the gate dielectric layer. The outer two gates are set at DC voltages \( V_L \) and \( V_R \). The central gate is connected to a bias-tee formed by a 100 k\( \Omega \) resistor and a 100 pF capacitor. This permits the simultaneous application of a DC signal \( V_C \) to control the level of the quantum dot junction and a microwave tone \( f_{s, drive} \) to drive the spin-flip transition.

B. Nanofabrication details

The device fabrication occurs in several steps using standard nanofabrication techniques. It is identical to that described in [2], and repeated here for the sake of completeness. The substrate consists of 525 \( \mu \)m-thick high-resistivity silicon, covered in 100 nm of low pressure chemical vapor deposited Si\(_3\)N\(_4\). On top of this, a 20 nm-thick NbTiN film is sputtered, into which the gate electrodes and circuit elements are patterned using an electron-beam lithography mask and SF\(_6\)/O\(_2\) reactive ion etching. Subsequently, 30 nm of Si\(_3\)N\(_4\) dielectric is deposited on top of the gate electrodes using plasma enhanced chemical vapor deposition and then etched with a buffered oxide etchant. The nanowire is then deterministically placed on top of the dielectric using a nanomanipulator and an optical microscope. After placement, two sections of the aluminium shell are selectively removed by wet etching with MF-321 developer. These sections form the quantum dot junction and the reference junction, with lengths 200 nm and 110 nm respectively. After the junction etch, the nanowire is contacted to the transmon island and to ground by an argon milling step followed by the deposition of 150 nm-thick sputtered NbTiN. Finally, the chip is diced into 2 by 7 millimeters, glued onto a solid copper block with silver epoxy, and connected to a custom-made printed circuit board using aluminum wirebonds.
Figure S6. **Device overview.** (a) Diagram of the microwave circuit. A coplanar waveguide transmission line with an input capacitor (green center conductor) is capacitively coupled to a grounded LC resonator. The resonator consists of an island (yellow) capacitively and inductively (pink) shunted to ground (blue). The resonator is in turn capacitively coupled to a transmon island (red), which is shunted to ground capacitively as well as via two parallel Josephson junctions. (b) Chip containing four nearly identical devices coupled to the same transmission line, which has an input capacitor, enlarged in inset. (c) False-colored optical microscope image of the device showing the qubit island, the resonator island, the resonator inductor, the transmission line, the electrostatic gates and ground. (d) False-colored scanning electron micrograph (SEM) of a nearly identical device, showing the InAs/Al nanowire into which the junctions are defined. The $B_y$ component of the magnetic field is used to tune $\Phi_{\text{ext}}$ [17]. $B_z$ is the magnetic field component parallel to the nanowire. (e) False-colored SEM of a nearly identical device, showing the quantum dot junction in which the quantum dot is gate defined. The three bottom gates have a width and spacing of 40 nm, although this is obfuscated by the dielectric layer placed on top.
Figure S7. **Measurement setup at cryogenic and room temperatures.** The device was measured in a Triton dilution refrigerator with a base temperature of 20 mK. The setup contains an input RF line, an output RF line, an additional RF line for driving the spin-flip transition, and multiple DC gate lines. The DC gate lines are filtered at base temperature with multiple low-pass filters connected in series. The input and drive RF lines contain attenuators and low-pass filters at different temperature stages, as indicated. The output RF line contains a travelling wave parametric amplifier (TWPA) at the 20 mK temperature stage, a high-electron-mobility transistor (HEMT) amplifier at the 4 K stage, and an additional amplifier at room temperature. A three-axis vector magnet (x-axis not shown) is thermally anchored to the 4 K temperature stage, with the device under study mounted at its center. The three magnet coils are controlled with Yokogawa GS610 current sources. At room temperature, a vector network analyzer (VNA) is connected to the input and output RF lines for spectroscopy at frequency $f_r$. On the input line, this signal is then combined with the transmon drive tone at frequency $f_{t,\text{drive}}$ for two-tone spectroscopy. The spin-flip drive tone at frequency $f_{s,\text{drive}}$ is sent through the additional RF line.
III. BASIC CHARACTERIZATION AND TUNE UP

This section describes how the device is tuned to its setpoints. We start by characterizing the effect of the electrostatic gates, which control each of the two Josephson junctions. Fig. S8(a) shows the basic behaviour of the reference junction versus junction gate voltage $V_J$ when the quantum dot junction is completely closed. As $V_J$ is varied, different junction channels open sequentially [18, 19], with transparencies that increase non-monotonically due to mesoscopic fluctuations. This in turn affects the $E_J$ of the transmon, allowing for in-situ tunability of its frequency, and the transmon then affects the resonator through its dispersive shift [20], resulting in the observed change in resonator frequency. We use this to choose a $V_J$ set-point which maintains a good SQUID asymmetry in all regimes of interest. The black line in Fig. S8(a) indicates $V_J = 3860 \text{ mV}$, the setpoint used in Figs. 3(a-b) in the main text. After a small non-reproducible gate jump in the reference junction the setpoint was retuned to $V_J = 4064.5 \text{ mV}$, which was used for all other data shown in the main text. For all resonances explored, we maintained $E_J/E_c > 40$.

Figure S8. Electrostatic gates characterization. Transmission amplitude as a function of frequency of a single tone $f_r$ and gate voltage. For each panel, the inset indicates which gate is being varied (orange) and which ones are set to a value above (light grey) or below (dark grey) their pinch-off value.

In Figs. S8(b-e) we show analogous measurements where we vary the quantum dot gate voltages when the reference
junction is closed. We first measure an effective pinch-off curve for all three quantum dot gates ramped together [Fig. S8(b)], before sweeping each gate separately, with the other two quantum dot gates kept at 2000 mV [Figs. S8(c-e)]. This shows that each of the three quantum dot gates can independently pinch off the quantum dot junction, even if the other gates are in the open regime, signifying strong lever arms and good gate alignment. Note that these are not pinch-off curves as encountered in conventional tunnel spectroscopy; they reflect the voltages at which there is no longer a measurable transmon transition frequency mediated by the quantum dot junction, which could either be due to low tunneling rates or a full depletion of the quantum dot.

The subsequent tuning procedure for finding an isolated quantum dot resonance is discussed in detail in Ref. [2], summarized here for the specific resonances used in the main text. First we close the reference junction and go to a point in quantum dot gate voltages near pinchoff. Fixing the readout frequency $f_r$ at the bare frequency of the resonator, one can then map out the regions where dispersive shifts occur on a two-dimensional map versus the left and right quantum dot gates, with the central gate held fixed. This signifies regions in which there is a supercurrent flowing through the quantum dot junction. After identifying such a region in $V_L$-$V_R$ space, we subsequently open the reference junction, which lifts the reference transmon frequency closer to the bare resonator frequency. This magnifies the dispersive shift of the resonator and, furthermore, brings the external flux into the picture. Fixing $\phi_{\text{ext}} = 0$ and repeating the initial measurement then reveals much stronger deviations of the resonant frequency due to the enhanced dispersive shift.

![Figure S9](image_url)

Figure S9. (a,c) Shift of the resonator resonance frequency with respect to its value when the quantum dot junction is fully closed, $\Delta f_r$, versus $V_P$ and $V_T$ at $\phi_{\text{ext}} = 0$, revealing singlet (red) and doublet (blue) ground state regions separated by sharp transitions for resonance A (a) and resonance B (c). (b,d) Same as (a,c) but for $\phi_{\text{ext}} = \pi$.

Using this approach we identify isolated quantum dot resonances, and subsequently explore their evolution versus the central quantum dot gate. This is shown in Fig. S9, where we furthermore account for cross coupling between the different quantum dot gates by defining a new set of virtual gates. For simplicity we fix $V_L$ and focus on the rotated $V_R$-$V_C$ space, denoted as the $V_P$-$V_T$-space. Note that this compensation scheme is unique for each isolated region we explore. Fixing $\phi_{\text{ext}} = 0$ and varying the central dot gate, the resonator first shows a displacement towards higher frequencies to then abruptly drop to a lower frequency, to then finally go back to the higher frequencies once more [Fig. S9(a,c)]. This behaviour is reversed for $\phi_{\text{ext}} = \pi$ [Fig. S9(b,d)], and can be identified as a singlet-doublet transition resulting from the relative level of the quantum dot is being varied by $V_P$ [2]. We note that in the $V_T$ direction we do not always find the expected dome shape characteristic of singlet-doublet transitions; while such a shape does develop for resonance B [Fig. S9(c-d)], the doublet phase of resonance A [Fig. S9(a-b)] remains open even at elevated tunnel gate voltages. This is potentially a result of a non-monotonic dependence of tunnel rates on the gate voltage.
IV. EXTENDED DATA

A. Spin-orbit splitting at different resonances

As discussed in the main text, we find a wide variety of phase-dependent splittings depending on the quantum dot resonance studied. This is shown in Fig. S10, portraying a range of resonances all the way from an even phase dependence with no splitting (panel d) to resonances that have a fully odd phase dependence (panel b). By Fitting the potentials with the transmon Hamiltonian, as discussed in Sec. 1C, we extract a set of effective parameters for each resonance, tabulated in Table I.

![Figure S10. Spin-splitting energies at different resonances. Flux dependence of transmon spectroscopy taken at different points in quantum dot gate space, indicated in Table I. In all cases, the quantum dot junction is in a doublet state. Different panels show different spin-splitting energies. (a) and (b) are gate setpoints A and B of the main text, respectively.](image)

Table I. Quantum dot junction gate voltage set points and extracted model parameters for the five panels in Fig. S10.

| Panel | $V_L$ (mV) | $V_C$ (mV) | $V_R$ (mV) | $E_0/h$ (GHz) | $E_{SO}/h$ (GHz) |
|-------|------------|------------|------------|---------------|-----------------|
| (a)   | 79.0       | 1020.0     | 363.0      | 0.18          | 0.28            |
| (b)   | 430.0      | 531.0      | 635.2      | 0.00          | 0.56            |
| (c)   | 430.0      | 520.0      | 652.0      | 0.11          | 0.56            |
| (d)   | 430.0      | 614.8      | 335.0      | 0.50          | 0.00            |
| (e)   | 430.0      | 655.2      | 305.2      | 0.23          | 0.05            |

*a Setpoint A in the main text figures.

*b Setpoint B in the main text figures.
B. Spin-orbit splitting within the same resonance

Within the extended SIAM model, \( E_{SO} \) and \( E_0 \) are expected to depend on \( \Gamma_V \), \( \Gamma_W \), and \( \tilde{t} \) (see Sec. I). One would therefore expect that these quantities can also vary within a single resonance, as the gate voltages tune the relative energy levels as well as the tunnel barriers of the quantum dot. This is indeed observed in the experiment: as shown in Fig. S11(a,b) for resonance A, we find that both effective doublet parameters vary with the rotated plunger and tunnel gates. In particular, both \( E_0 \) and \( E_{SO} \) show an increase towards the boundary of the singlet doublet transition, i.e. towards the edges of the Coulomb diamond. This is in line with the predictions of Ref. [21], as in the middle of the Coulomb diamond the energy cost of adding an electron to the quantum dot is maximal and the high energy of the intermediate states reduces the probability of Cooper pair tunneling. Additionally, contrary to initial expectation, the magnitude of the effective parameters appears to decrease for larger tunnel gate values. While the tunnel gate is expected to increase the tunnel rates, and thus the effective parameters, we note that in practice the situation is highly complex; there are up to three gate voltages that control five model parameters (\( \Gamma^L_W, \Gamma^R_W, \tilde{t} \)), with potentially non-monotonic dependencies as well as cross-coupling. A full understanding of such a system will require a more detailed study of such dependencies, which we leave for future work. At this stage we instead emphasize the gate-tunability of these quantities, allowing for in-situ fine-tuning of the model parameters.

Furthermore, we also find that the effective Landé g-factor \( g^* \) depends on gate voltage [Fig. S11(c)], in line with previous results on quantum dots in InAs nanowires, demonstrating its electric gate tunability [22]. This could be of relevance for qubit applications, as the tunability can be used to rapidly drive spin states in and out of resonance with a static magnetic field induced electron spin resonance condition. Finally, we note that the observed gate dependence of \( g^* \) is distinct from that of \( E_{SO} \) and \( E_0 \), supporting the assertion that its origin is tied to a complex interplay of spin-orbit coupling and confinement, beyond the model considered here [23–25].

![Figure S11. Gate dependence within resonance A.](image)

(a) Magnitude of \( E_0 \) extracted from transmon qubit spectroscopy at \( \phi_{ext} = 0, \pi \) versus rotated plunger and tunnel gate voltages, at a magnetic field of 18 mT applied parallel to the nanowire. (b) Same as (a) for \( E_{SO} \), extracted from spin-flip spectroscopy at \( \phi_{ext} = \pi/2, 3\pi/2 \). (c) Same as (b) for \( g^* \), extracted from the same measurement as (b).

C. Magnetic field angle dependence and determination of the spin-splitting direction

In this Section we detail the method used to determine the direction of the spin-orbit interaction at a fixed gate point (vector \( \vec{n} \) in Eq. (1) in the main text). This is done by comparing the angle dependence of transmon and spin-flip spectroscopy to the predictions of the model discussed in Sec. I. For this it is useful to define a coordinate space determined by the nanowire direction, \( Z \), the on-chip direction perpendicular to the nanowire, \( Y \), and the direction perpendicular to the chip, \( X \). We then define \( \theta \in [0, 180) \) as the polar angle with respect to the \( Z \) direction and \( \phi \in [0, 360) \) as the azimuthal angle [see Fig. S12], such that \( x = B_r \cos(\phi) \sin(\theta) \), \( y = B_r \sin(\phi) \sin(\theta) \) and \( z = B_r \cos(\theta) \). With this convention, \( \phi = 90 \) is the plane of the chip, while \( \phi = 0 \) is the plane perpendicular to the chip containing the nanowire. In each of these two planes, we first fix the magnitude of the applied magnetic field, \( B_r \), and measure the evolution of transmon and spin-flip spectroscopy while varying \( \theta \) in steps of two degrees. For each plane we determine the angle for which the applied field is perpendicular to the spin-splitting direction, \( \theta_{\perp,0} \) and \( \theta_{\perp,90} \), by comparison to the theory model. The cross product of these two directions determines the direction parallel to the spin-splitting term.

Representative data of such a measurement for resonance A is shown in Fig. S12(a-b), where we fix \( \phi = 90 \) and find \( \theta_{\perp,90} = 78 \). Performing an analogous measurement in the \( \phi = 0 \) plane, we determine \( \theta_{\perp,0} = 86 \). From these two, we
obtain \((\theta_s, \phi_s) = (167, 72)\) as the spin-splitting direction \(\vec{n}\) of resonance A. This is 13 degrees away from the nanowire axis. Furthermore, we generally find that the measured spin-split direction varies depending on which quantum dot resonance is studied; for resonance B of the main text we obtain a spin-splitting direction of \((\theta_s, \phi_s) = (72, 45)\), which is 84 degrees away from the spin-splitting direction of resonance A.

We can furthermore estimate the effective Landé g-factor from the evolution of the spin-flip transition frequency versus the angle of the magnetic field. Shown in Fig. S12(c) for resonance A, the effective g-factor varies from 3 to 11 depending on the angle, minimal for magnetic fields perpendicular to the spin-orbit direction. The measured behaviour is well-described by a simple cosine, in line with previous results on quantum dots in InAs nanowires [24].

Figure S12. Magnetic field angle dependence of resonance A. (a-b) Flux dependence of transmon (left column) and spin-flip (right column) transitions for different magnetic field directions, for a fixed total magnetic field \(B_r = 12\) mT. Each row corresponds to a different magnetic field orientation on the chip plane, \(\phi = 90\), determined by the angle \(\theta\) with respect to the nanowire direction (see diagram at the top). All panels share the same color bar. (c) Effective Landé g-factor \(g^*\) versus \(\theta\). Markers show data extracted from spin-flip spectroscopy at 12 mT, and the solid line shows a fit with a cosine.
D. Spin-flip spectroscopy enabled by spin-orbit splitting

As discussed in the main text, we do not rely on driving transitions of the transmon circuit to perform spectroscopy of the junction’s excitation spectrum. While in principle possible by using three microwave tones, this could result in limitations due to the finite transmon lifetime as well as undesired mixing processes between the different tones. Instead, we use the dispersive shift from the transmon’s ground state to induce a doublet-state-dependent shift on the resonator, similar to how the island parity of offset-charge sensitive transmon qubits can be distinguished [26, 27]. As the difference between the transmon frequencies of both doublet states is small, inducing a sizeable dispersive shift larger than the resonator’s linewidth requires us to tune the spin-dependent transmon qubit frequency close to that of the resonator [Fig. S6(a-b)]. Having done so, we can observe the spin-flip transition directly with conventional two-tone spectroscopy, where the first tone is applied at the frequency of the readout resonator, and the second tone at the spin-flip frequency [Fig. S6(c)]. The transmon, off-resonant from both tones, remains in its ground state during the measurement.

Figure S13. Spin-flip two-tone spectroscopy. (a) Flux dependence of single-tone spectroscopy showing the resonator frequency. Each of the two visible branches corresponds to a different spin state of the quantum dot junction. (b) Flux dependence of two-tone spectroscopy showing the transmon frequency. Each of the two visible branches corresponds to a different spin state of the quantum dot junction. (c) Flux dependence of two-tone spectroscopy showing the spin-flip frequency.
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