Coupling modes in high-frequency multiple scattering problems: the case of two circles
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Abstract

One can reformulate a high-frequency scattering problem as a boundary integral equation. In the presence of multiple scattering obstacles, the wave pattern becomes very complicated, but wavenumber-independent simulation schemes have been proposed based on ray tracing. In such schemes, one can note that the phases of the corresponding densities on each of the obstacles converges to an equilibrium after a few iterations. For the case of two circular scatterers, we will compute a Taylor approximation of this limiting phase, independently of the incident wave and with a computational complexity independent of the wavenumber.
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1 Introduction

Numerical simulations in acoustics are often based on a Boundary Integral equation reformulation of the Helmholtz equation, see for example [10, 21]. An incoming wave that is scattered by an obstacle with boundary $\Gamma$ results in a scattered field $u_s(x)$ that can be represented by the so-called single layer potential,

$$u_s(x) = (Sv)(x) = \int_{\Gamma} K(x, y)v(y)ds(y).$$

Here, $K(x, y)$ is the Green’s function of the Helmholtz equation with wavenumber $k$ and $v(y)$ is the unknown density function, defined on $\Gamma$. Though other representations of the scattered field exist, for the analysis in this paper, the equation above is the simplest to proceed with and sufficient to obtain the results.

So-called hybrid numerical-asymptotic methods aim to avoid refining the discretization for increasing $k$ by incorporating information about the solution from asymptotic analysis (see the review [8] and references therein). In particular, phase-extraction methods use information about the phase $g$ of the solution $v(y)$ in order to discretize only the remaining non-oscillatory part $f$ in the following factorization:

$$v(y) = f(y, k)e^{ikg(y)}.$$

Phase extraction methods are simplest for convex obstacles, and require ray-tracing or similar techniques for more complicated domains or multiple scattering configurations [2, 12, 11, 2, 13, 9, 8, 11]. For an overview, see [5, 8].

Ray tracing methods for scattering configurations with multiple obstacles at high frequencies lead to a sequence of single-scattering problems, where the phase can be extracted in each case. The first computation
is the scattering of the incoming wave by just one of the obstacles. Next, the reflected field is considered as an incoming wave for another obstacle, and so on. This process is repeated and care has to be taken to include all reflections by all obstacles until convergence. It was shown by Ecevit et al. that the sequence of single-scattering problems can be organised according to certain periodic orbits [11, 2]. Examples of these are illustrated in Figure 1. Each such orbit consists of the shortest path between a subset of obstacles, and one can intuitively understand them as follows. Rays originate in a source and reflect off obstacles in the scene. Rays that do not reflect on another obstacle leave the scene forever. For rays that do, one can repeat the reasoning on the next iteration of reflections. Fewer and fewer rays will remain, and those that do are close to the aforementioned periodic orbits. Indeed, a ray that travels exactly on the shortest path between a collection of obstacles remains trapped in the scene forever, while any other ray ultimately leaves the scene.

Rays that travel along a periodic orbit induce a density on each of the participating obstacles. We will call the corresponding density a ‘mode’, and note that it has the same structure as (2):

\[ V_j(\tau) \sim v_{j,\text{smooth}}(\tau)e^{ik\phi_j(\tau)}, \quad j = 1, \ldots, J. \]  

Here, \( J \) is the number of obstacles in the orbit. One can observe that the densities of rays travelling close to the periodic orbits converge to a limit. One can see this in for example [12, Fig. 1 & 2], although this feature was not further investigated there. We will aim to calculate the limiting phases, i.e. the functions \( \phi_j \) in the above expression.

The modes can be seen as eigenfunctions of the multiple scattering problem. Indeed, the existence of a limit indicates that a wave with the density \( V_1 \) on the first obstacle induces a density \( V_2 \) on the second obstacle, \( V_3 \) on the third obstacle and so on, such that the last density \( V_J \) induces precisely the density \( V_1 \) again on the first obstacle, up to a constant factor. This constant factor can be seen as an eigenvalue, and the collection of densities on each of the obstacles is an eigenfunction of the sequence of single scattering problems.

In our initial study, we restrict ourselves to the case of two circles, as shown in Figure 2. In this case, there is a single periodic orbit, namely the shortest path between the two circles. We analyze the limiting phase via its Taylor series around the point where the shortest path hits the boundary. Using symmetry, it is sufficient to study a single phase function. The advantage of the Taylor series approximation is that it leads to fully explicit expressions.

Our implementation of the numerical experiments in this paper is publicly available on GitHub [18] and a copy of the code can always be obtained from the authors.
2 Setting and problem statement

We formulate the problem as an eigenvalue problem for an oscillatory integral operator that represents scattering by a circle. Looking for eigenfunctions of the form (2) leads to oscillatory integrals. In order to analyze these asymptotically for a large wavenumber \( k \), we use the well-known method of steepest descent [20, 6]. It deforms the path of integration into the path of steepest descent \( h(p) \) in the complex plane such that oscillating integrands are transformed to rapidly decaying integrands.

A similar methodology was employed in [14] to find the asymptotic expansion of the solution of a scattering problem, possibly involving multiple obstacles as well. In particular, the method of steepest descent was used in [14] to track the forward propagation of rays, given an initial incoming wave. The main difference is that in our current setting, we are concerned with an eigenvalue problem instead.

The non-overlapping circles in Figure 2 are separated by a distance \( d \) and the corresponding shortest path is the periodic orbit along which rays will be trapped forever. We parametrize the circles as
\[
\Gamma_1(\tau) = r[\sin(2\pi\tau), \cos(2\pi\tau)], \quad \tau \in [0, 1],
\]
\[
\Gamma_2(\tau) = [0, d + 2r] + r[\sin(2\pi\tau), -\cos(2\pi\tau)], \quad \tau \in [0, 1],
\]
with \( r \) and \( d > 0 \) such that \( \tau = 0 \) gives the points on the circles closest to each other. The unknown phase function for the density on \( \Gamma_1 \) is denoted \( \phi_1(\tau) \). Due to symmetry, we have that \( \phi_2(\tau) = \phi_1(\pm \tau) + \nu \), where \( \nu \) is a constant phase factor. We choose \( \phi_2(\tau) = \phi_1(\tau) \).

\[\begin{align*}
\text{Figure 2:} & \quad \text{Two circles under consideration in this paper (left) and a numerical illustration of the eigenvector } V_{j,1} \text{ of the discrete operator } M, \text{ divided by different phases (right). The parameters are } k = 2^9, \\
r &= \frac{1}{2} \text{ and } d = 1.
\end{align*}\]

In order to formulate the eigenvalue problem, recall the single layer potential [11]. We shall use the notation \( S_{ij} v_i \) for its application on a density \( v_i \) defined on \( \Gamma_i \), and with the point \( x \) on \( \Gamma_j \). An incident wave on \( \Gamma_j \) is written as \( u_{inc}^j \). Disregarding the possibility of resonances, for the time being, the single layer potential leads to coupled integral equations of the first kind for a multiple scattering sound-soft Dirichlet problem,
\[
S_{11} v_1 + S_{21} v_2 = -u_{inc}^1,
\]
\[ S_{12} v_1 + S_{22} v_2 = -u_2^{\text{inc}}. \]

The operator under investigation in this paper is given succinctly by

\[ Tv = S_{11}^{-1} S_{21} S_{22}^{-1} S_{12} v, \tag{4} \]

and in particular, we look for a function \( v_1 \) of the form \( \mathcal{D} \) such that

\[ Tv_1 = \lambda v_1. \]

A discretisation of the combined multiple scattering problem leads to a BEM matrix \( A \) with the block structure form,

\[ A = \begin{pmatrix} A_{11} & A_{21} \\ A_{12} & A_{22} \end{pmatrix}. \]

Here, \( A_{11} \) and \( A_{22} \) respectively represent the self-interaction of the first and second obstacle, while \( A_{21} \) gives the action of the density on \( \Gamma_2 \) on the location of the first circle \( \Gamma_1 \). A full cycle of reflections is represented by

\[ M = A_{11}^{-1} A_{21} A_{22}^{-1} A_{12} = VDV^{-1}. \]

The discrete operator \( M \) corresponds closely to \( T \) in (4).

In order to illustrate the coupling mode between two circles, we have used a collocation discretisation with piecewise linear approximation of the density function. In this case, the first eigenvector of \( M \) is the mode we are looking for, evaluated at the collocation points on \( \Gamma_2 \). It is shown in the right panel of Figure 2. This is an oscillatory function, but factoring out the Taylor approximation of \( \phi(\tau) \) (which we will compute later on) provides a much less oscillatory function. One can also note that it is supported in the region where the circles can ‘see’ each other. The corresponding highest eigenvalue \( D_{1,1} \) equals \( \lambda \), and its phase is \( 2d \). The latter is the twice the distance between the circles in Figure 2, which is also the length of the periodic orbit studied in [11, 2] and here.

We proceed by analyzing the operator \( T \) asymptotically for large \( k \). Due to symmetry, we only have to analyze \( S_{11} \) and \( S_{21} \). We proceed with the latter first, since it does not appear with its inverse in (4).

### 3 Field scattered by the second circle onto the first circle

When we calculate the field that \( \Gamma_2 \) scatters onto the location \( \Gamma_1 \), we obtain

\[ u^s(\tau_1) = S_{21} V_2 = \int_{\Gamma_2} \frac{i}{4} H_0^{(1)}(k\delta[\tau_1, \tau_2]) V_2(\tau_2) d\Gamma_2, \]

\[ u^s(\tau_1) \sim \int_0^1 \frac{i}{4} (k\delta[\tau_1, \tau_2]\pi/2)^{-1/2} e^{ikd[\tau_1, \tau_2]-i\pi/4} v_2, \text{smooth}(\tau_2) e_{ik\phi_2(\tau_2)} \| \nabla \Gamma_2(\tau_2) \|_2 d\tau_2, \tag{5} \]

where \( \delta(\tau_1, \tau_2) = ||\Gamma_1(\tau_1) - \Gamma_2(\tau_2)||_2 \) is the Euclidean distance between two points on the circles. We have replaced the Hankel function \( H_0^{(1)} \) by the leading order term of its expansion for large arguments. More terms in the expansion can be found by substituting the full expansion, a process detailed in [14].

As is standard in asymptotic expansions of integrals [20, 15, 6], one notes that the only important contribution to an oscillatory integral originates in a region around the stationary point of the phase. This means finding a function \( \chi(\tau) \) such that

\[ \frac{\partial \delta[\tau_1, \tau_2] + \phi(\tau_2)}{\partial \tau_2} \bigg|_{\tau_2 = \chi(\tau_1)} = 0. \tag{6} \]

The phase of the resulting integral (5) will then be \( \delta[\tau_1, \chi(\tau_1)] + \phi[\chi(\tau_1)] \).

Physically, this means that the scattered field due to density \( V_2 \) on \( \Gamma_2 \) consists of rays, and that the ray hitting the point \( \tau_1 \) on \( \Gamma_1 \) comes from the point \( \chi(\tau_1) \) on \( \Gamma_2 \). In particular, we know that \( \chi(0) = 0 \), since that is precisely the periodic orbit, and we intend to study only local perturbations of this point.
4 Single scattering problem on the first circle

Next, we consider $S_{11}^{-1}$. A full computation of the asymptotic expansion of the solution to a single scattering problem, even with phase extraction, is rather involved. The computation is carried out in [14]. The problem of computing the phase of the solution is simpler since, in fact, it is known that the phase of the solution equals the phase of the incoming wave.

For completeness, the process of obtaining full asymptotics is as follows. Assuming a density of the form (3), the application of the integral operator on $\Gamma_1$ yields

$$S_{11}V_1(\tau_1) = u(\tau_1) = \int_{\Gamma_1} i k H_0^{(1)}(k||\Gamma_1(\tau) - \Gamma_1(\tau_1)||2) \left(v_{1,\text{smooth}}(\tau)e^{ik\phi(\tau)}\right) \|\nabla\Gamma_1(\tau)||2 d\tau.$$ 

A technical complication is the appearance of the logarithmically singular Hankel function, which in this case cannot be replaced by its expansion for large arguments as before in (5), where it led to a simpler oscillatory exponential. An alternative is to substitute the Hankel function by its Mehler-Sonine integral representation [16, (10.9.10)], which has a complex exponential in the integrand. After interchanging integration variables, a regular steepest descent analysis can be applied on the resulting bivariate integral [14].

The main observation to make here is that, in the absence of multiple scattering effects, the only contribution to the singular oscillatory integral originates in the singularity at $\tau_1 = \tau$. As one can apply a path of steepest descent such that the Mehler-Sonine integral representation of $H_0^{(1)}$ does not contribute to the phase of the integrand, the phase of $S_{11}V_1$ indeed equals the phase of $V_1$.

In order not to change the shape of our mode (3) after another reflection, the phase on $\Gamma_1$ should equal the phase of the integral (5) up to a constant shift $\mu$. This is expressed by the equation

$$\phi(\tau_1) + \mu = \delta[\tau_1, \chi(\tau_1)] + \phi[\chi(\tau_1)]. \quad (7)$$

The phase shift $\mu$ will correspond to half the phase of the eigenvalue, i.e. we have that $\lambda = ce^{2ik\mu}$. It must equal half the path length of the periodic orbit, and indeed $\mu = d$ follows from (7) in the special case $\tau_1 = \chi(\tau_1) = 0$ that corresponds to the shortest path.

5 Symbolic computation of Taylor coefficients of $\phi$

The system of equations that $\phi(\tau)$ and $\chi(\tau)$ should satisfy is (6)–(7). This is a non-linear system which even in the case of two circles does not seem to allow an explicit analytic solution. We resort to series expansions that do lead to fully explicit expressions for the coefficients.

We look for a Taylor series of the form

$$\phi(\tau) \sim \sum_{i=0}^{\infty} c_i \tau^i.$$

We are free to choose the constant $c_0$, since it corresponds purely to a constant phase shift and eigenfunctions are only determined up to a constant factor: we set $c_0 = d$. We expand the other relevant functions into Taylor series as well:

$$\chi(\tau_1) \sim \sum_{i=0}^{\infty} a_j \tau_1^j$$

$$\phi[\chi(\tau_1)] + \delta[\tau_1, \chi(\tau_1)] - \phi(\tau_1) \sim \sum_{i=0}^{\infty} \omega_i \tau_1^i$$

$$\frac{\partial \delta[\tau_1, \tau_2] + \phi(\tau_2)}{\partial \tau_2} \bigg|_{\tau_2 = \chi(\tau_1)} \sim \sum_{i=0}^{\infty} \psi_i \tau_1^i$$
We already know that \( a_0 = 0 \) since \( \chi(0) = 0 \). Note that the coefficients \( \omega_i \) and \( \psi_i \) can be computed explicitly in terms of \( a_i \) and \( c_i \), since we can explicitly expand the Euclidean distance function \( \delta(\tau_1, \tau_2) \) as well.

The coefficient \( \omega_0 \) may be nonzero because of (7): it is equal to \( \mu = d \). All other coefficients are computed in a recursive procedure: for each index \( i \), starting from \( i = 0 \), we solve \( \omega_{i+1} = 0 = \psi_i \) for \( a_i \) and \( c_{i+1} \). The newly found coefficients can be used in the next iteration.

For the case of the two circles, \( \omega_1 = 0 = \psi_0 \) yields
\[
 a_1 c_1 - c_1 = 0 = c_1 \Rightarrow c_1 = 0,
\]
which is intuitively correct due to symmetry. For \( i = 1 \), we obtain a system of quadratic equations
\[
0 = \frac{3}{2} \pi^2 a_1^2 - \pi^2 a_1 + a_1^2 c_2 + 3/2 \pi^2 - c_2,
\]
\[
0 = 3 \pi^2 a_1 - \pi^2 + 2 a_1 c_2
\]
from which we deduce
\[
c_2 = \sqrt{2} \pi^2, \quad a_1 = 3 - 2 \sqrt{2}.
\]
We have discarded the other solution \( a_1 = 3 + 2 \sqrt{2}, c_2 = -\sqrt{2} \pi^2 \) as the left side of Figure 3 indicates that \( c_2 > 0 \) and, furthermore, \( a_1 > 1 \) would imply moving away from the periodic orbit shown in the left part of Figure 2. For higher \( i \), the system of equations is linear in the coefficients and the solution is unambiguous. Due to symmetry, all \( a_i = 0 = c_{i+1} \) for even \( i \).

Further computation leads to the next nonzero coefficients
\[
c_4 = -\frac{11}{12} \sqrt{2} \pi^4, \quad a_3 = 7 \pi^2 (17 \sqrt{2} - 24)
\]
and
\[
 c_6 = \frac{2783 \sqrt{2} \pi^6}{2520}, \quad a_5 = \frac{\pi^4}{84} (1205811 \sqrt{2} - 1705312),
\]
\[
 c_8 = -\frac{358021}{205632} \sqrt{2} \pi^8, \quad a_7 = -\frac{\pi^6}{128520} (289615597399 \sqrt{2} - 409578202752).
\]

6 A geometric interpretation

We can assign a geometric meaning to the stationary point function \( \chi(\tau) \). Recall that \( \chi(\tau_1) \) is the point on \( \Gamma_2 \) from which a ray hits the point \( \Gamma_1(\tau_1) \). By symmetry, the converse also holds, and applying \( \chi \) again yields a point back on \( \Gamma_1 \). In the sequence \( \chi(\chi(\tau_1)), \chi(\tau_1), \tau_1 \), it should be true that the incoming and reflected ray at the middle point \( \chi(\tau_1) \) on \( \Gamma_2 \) are at equal angles with the normal direction. In our setting, this leads to the equation
\[
0 = 4 \pi \chi(\tau_1) + \arctan \left( \frac{r \sin(2 \pi \chi(\tau_1)) - r \sin(2 \pi \chi(\tau_1))}{d + 2r - r \cos(2 \pi \chi(\tau_1)) - r \cos(2 \pi \chi(\tau_1))} \right)
\]
\[
+ \arctan \left( \frac{r \sin(2 \pi \chi(\tau_1)) - r \sin(2 \pi \tau_1)}{d + 2r - r \cos(2 \pi \chi(\tau_1)) - r \cos(2 \pi \tau_1)} \right).
\]
(8)

This equation is again highly non-linear, and is hard to get a symbolic solution on account of the application of \( \chi \) on itself. Therefore, one computes a Taylor series of this expression for \( \tau_1 \) near zero, sets all coefficients equal to zero and this results in the same \( a_i \) as in the procedure described before.

One can numerically approximate \( \chi \) using (8), and can then obtain the phase in a limited range of \( \tau \) via (6):
\[
\phi(\tau) = - \left( \int \frac{\partial \delta(\tau_1, \tau_2)}{\partial \tau_2} \bigg|_{\tau_2 = \chi(\tau)} \chi'(\tau_1) d\tau_1 \bigg|_{\tau_1 = \chi^{-1}(\tau)} \right),
\]
(9)
To obtain $\phi$ in a wider domain, one notes that the phase is defined in terms of itself and the distance to a stationary point on the other obstacle, as equation (7) expresses. It is this self-referential definition of the limiting phase that complicates an analytical expression. However, one can note that phases in high-frequency wave scattering correspond to the length of the trajectory of a ray. In a homogeneous medium, rays are straight lines and phases correspond to distances. Our rays originate in a small region around the periodic orbit and reflect outward until they leave the scene, but it is easier to think of them travelling in the opposite way. The length of such a path, followed by recursive application of $\chi$, is infinite because of the infinite number of reflections. However, we already take into account a phase shift $\mu$ at each reflection in the eigenvalue $\lambda$. So, writing $\chi^r$ for the function $\chi$ applied $r$ times to the identity, a geometrical interpretation of the phase is

$$\phi(\tau) = c_0 + \sum_{r=0}^{\infty} \left( \delta(\chi^r(\tau), \chi^{r+1}(\tau)) - \mu \right).$$

(10)

7 Results

We first compute $\chi$ by applying six functional Newton iterations on (8) with an initial guess $\chi(\tau) \approx (3 - 2\sqrt{2})\tau$ in Chebfun [19]. This satisfies (8) up to machine precision and its series expansion coefficients also correspond to our $a_i$. We have added a few iterations of $\chi$ as dashed purple lines in Figure 2: the ray is nearly indistinguishable from the periodic orbit after the second reflection. Next, we compute the phase as (10) where we choose $c_0 = 1$ and we end the summation after $r = 10$ reflections as the next term is near machine precision. The series expansion coefficients of this phase also converge to our $c_i$, and $\phi(\tau)$ is not equal to $\delta(\tau, \chi(\tau))$.

In Figure 3, one can see that this phase lies in between the two physical distances $\zeta$ and $\xi$ shown in Figure 2. These are the distances from a point on $\Gamma_1$ to the point $\Gamma_2(0)$ or to the closest point on the other circle respectively. These physical distances may be suitable starting points for an iterative procedure to solve the non-linear system of equations (6)–(7) in a more general setting. In the right part of Figure 3 we also see that our Taylor expansions with coefficients $c_i$ converge with the expected orders. The phase can indeed also be computed as (9), although in a smaller domain due to the inverse of $\chi$.

Figure 3: Distances and phase $\phi(\tau)$ from (10) (left) and relative errors with respect to the latter for the former, our symbolical series expansion, $\tilde{\phi}$ and (9) (right).

In order to show that these solutions are indeed related to an eigenvalue problem, we discretized the scattering problem in a classical boundary element method. The radius $r = 1/2$, the wavenumber $k = 2^9$. 

and the number of degrees of freedom $N = 10k$ in a collocation scheme with piecewise linears. We computed the eigenvalue decomposition of the matrix $M$ and selected the eigenvector $V_{j,1}$ corresponding to the largest eigenvalue, see Figure 2.

From this vector, we compute an approximate phase $\tilde{\phi}(\tau)$ as follows. We have chosen $\phi(0) = d$, half the length of the periodic orbit. Assuming that the argument of $v_{\text{smooth}}(\tau)$ varies much more slowly than $\text{Arg}(\exp[ik\phi(\tau)])$, the estimated reference phase $\tilde{\phi}$ at other collocation points $\tau_{1,j}$ is:

$$\tilde{\phi}(\tau_{1,j}) = \tilde{\phi}(\tau_{1,j+1}) + \frac{\text{Arg}(V_{j,1}) - \text{Arg}(V_{j+1,1})}{k} - \frac{2\pi}{k} \left( \frac{\text{Arg}(V_{j,1}) - \text{Arg}(V_{j+1,1})}{2\pi} \right).$$

In the right part of Figure 3, the error of $\tilde{\phi}$ is about $10^{-6}$ due to the accuracy of $V_{j,1}$ with respect to the continuous problem and because we compute its angles. We have also been able to verify that the coefficients of polynomial approximations of $\tilde{\phi}(\tau_1)$ converge to the respective $c_i$.

8 Conclusions

At high frequencies, standard boundary element methods become computationally too expensive, while the cost of hybrid numerical-asymptotic methods can be frequency-independent. However, these require a priori information on the phase of the solution, for example via ray tracing. We note that this phase converges to some equilibrium after a number of reflections in a multiple scattering scene, and it is given by the phase of the eigenfunction of the operator representing a full cycle of reflections.

For the case of two circles, we can find all coefficients in the Taylor expansion of the phase $\phi(\tau_1)$ via a simple and recursive scheme. This phase is given by the distance to the periodic orbit via an infinite number of reflections, where one subtracts the distance between the circles at each reflection.

The scheme to compute the Taylor coefficients is not dependent on the wavenumber nor on the incident wave, an advantage when computing the ‘Radar cross section’ for example. In the future, we intend to find a series expansion of $v_{\text{smooth}}(\tau)$ as well. Though the computations in this paper were specific to the case of two circles, we also expect a similar methodology to work for arbitrary collections of more general objects.
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