The Cosmic Mach Number as an Environment Measure for the Underlying Dark Matter Density Field
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ABSTRACT
Using cosmological dark matter only simulations of a (1.6 Gpc/h)3 volume from the Legacy simulation project, we calculate Cosmic Mach Numbers (CMN) and perform a theoretical investigation of their relation with halo properties and features of the density field to gauge their use as a measure of the environment. CMNs calculated on individual spheres show correlations with both the overdensity in a region and the density gradient in the direction of the bulk flow around that region. To reduce the scatter around the median of these correlations, we introduce a new measure, the rank ordered Cosmic Mach number (\(\hat{M}_e\)), which shows a tight correlations with the overdensity \(\hat{\delta} = \frac{\hat{\rho} - \bar{\rho}}{\bar{\rho}}\). Measures of the large scale density gradient as well as other average properties of the halo population in a region show tight correlations with \(\hat{M}_e\) as well. Our results in this first empirical study suggest that \(\hat{M}_e\) is an excellent proxy for the underlying density field and hence environment that can circumvent reliance on number density counts in a region. For scales between 10 and 100 Mpc/h, Mach numbers calculated using dark matter halos (> 10^{12} M_\odot) that would typically host massive galaxies are consistent with theoretical predictions of the linear matter power spectrum at a level of 10% due to non-linear effects of gravity. At redshifts \(z \geq 3\), these deviations disappear. We also quantify errors due to missing large scale modes in simulations. Simulations of box size \(\leq 1\) Gpc/h typically predict CMNs 10-30% too small on scales of ~ 100 Mpc/h.
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1 INTRODUCTION
The current standard paradigm of structure formation assumes a Universe dominated by dark energy, cold dark matter and that is geometrically flat on large scales. The so-called \(Λ\)CDM model has been investigated and confronted with observations over the last several decades and shown to be a remarkably successful (Turner 1997; Hinshaw et al. 2013; Planck Collaboration et al. 2020).

Within this framework, structures are understood to form in a hierarchical manner, with small structures forming first, and subsequently merging to form larger ones (Davis et al. 1985a,b). Simulations have shown the distribution of dark matter halos, or halos of galaxies, within a given region. These two quantities, when averaged over a large statistical sample of regions of the same size allow to estimate the shape of the power spectrum. Their ratio, \(M \equiv u/\sigma\), is independent of the normalization of the power spectrum of density fluctuations and of galaxy bias with respect to the underlying dark matter density field. Repeated measurements of \(M\) as a function of scale then provide the shape of the power spectrum.

Ostriker & Suto (1990) used the CMN to show that the standard Cold Dark Matter (sCDM) model, popular at the time, is inconsistent with observations. Comparisons of Mach numbers between models, simulations, and observations, make it possible to rule out the sCDM model with up to 99% of confidence (Suto et al. 1992; Strauss et al. 1993). Similar results can be expected in the future, as \(M\) can distinguish between other models, such as modified gravity or massive neutrino models (Ma et al. 2011).

Although the CMN has first been used as a cosmological probe, the definition of \(M\) suggests that it depends both on local and large-scale features of the underlying density field. Therefore, it is possible
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that the Mach number of a single region can act as a measure of the properties of its local environment. In a first attempt Nagamine et al.
(2001) show that the 'local' CMN is a weakly decreasing function of overdensity and galaxy age using hydrodynamical simulations, demonstrating the use of the Mach number beyond cosmology and as a potential environment estimator and probe of galaxy formation. However, the size of the simulation volume in their study \( (L = 100 \text{ Mpc}/h)^3 \) limits the ability to probe high density environments.

The aim of this study is to revisit and extend the study of the CMN as an environment tracer and investigate further correlations with halo properties. Here we will solely focus on the idealised case of dark matter N-body simulations and report empirical findings. In doing so we introduce a new quantity, the rank ordered Mach number, which amplifies existing correlations between the CMN, halo and environmental properties of a region. As we will show in the following, the rank ordered Mach number also reveals a number of tight correlations with properties of the underlying dark matter density field.

In section 2, we give details on the theory behind the CMN and lay out the assumptions and approach in calculating it from our simulations. In section 3, we describe the Legacy simulation and the halo catalogs used to calculate \( M \). Our results are presented in section 4. Finally, we discuss our findings and summarise the main conclusions in section 5.

2 THEORETICAL FRAMEWORK

We here briefly present the Ansatz for the CMN (see for more details e.g. Peebles 1980; Ostriker & Suto 1990). The bulk flow \( u(x_0, r) \) of a sphere of radius \( r \) centered at some position \( x_0 \) is given by:

\[ u(x_0, r) = \int dx \, v(x) W(|x - x_0|, r) \tag{1} \]

Where \( W \) is the window function used to average the velocity field inside that region of characteristic size \( r \). Natural choices for the window function \( W \) are a top hat or Gaussian, or any function \( W(x) \) that is close to 1 inside of the sphere and quickly decreases towards 0 as you move away from the region. Similarly the velocity dispersion of objects in that sphere is given by:

\[ \sigma^2(x_0, r) = \int dx \, |v(x)|^2 W(|x - x_0|, r) - |u(x_0, r)|^2 \tag{2} \]

In practice we will be working with discrete data sets composed of individual tracers/halos in which case the following equations will apply:

\[ u(x_0, r) = \sum_i w_i W_i \tag{3} \]

and

\[ \sigma^2(x_0, r) = \sum_i |w_i|^2 W_i - |u(x_0, r)|^2 \tag{4} \]

In this case, the weights \( W_i \) can also represent the uncertainties associated with observational data. Indeed, it seems natural to give less weights to objects with high observational uncertainties. We here assume for \( W_i \) a top hat function.

The Cosmic Mach Number \( M(r) \) is generally defined as the ratio of the average of \( u \) and \( r \) (Ostriker & Suto 1990):

\[ M_r(r) = \sqrt{\frac{u^2(x_0, r)}{\langle r^2(x_0, r) \rangle}} \tag{5} \]

where the average is taken over all positions \( x_0 \) in space. This yields a single value of the CMN for a given radius \( r \) and describes the average flow of regions of this size. For this reason, we label it the global CMN. However, one can also define a local CMN, which describes the flow in a single sphere via:

\[ M_{l}(x_0, r) = \frac{u(x_0, r)}{\sigma(x_0, r)} \tag{6} \]

As we will see below, \( M_r \) is directly related with the overall background cosmology, and the local \( M_l \) is related to the properties and the environment of an individual given region. We further study and compare these two quantities in section 4. We use \( M \) to refer to both of these quantities.

In Fourier space, one can rewrite equation (1) as:

\[ u(x_0, r) = \int dk \, \tilde{v}(k) W(k r) e^{-ik \cdot x_0} \tag{7} \]

Where \( \tilde{v}(k) \) denotes the Fourier transform of the real-space window function \( W \), \( \tilde{v} \) the transform of the velocity, and \( k \) the modes. In the linear regime peculiar velocities and the matter overdensity are related via (e.g. Peebles 1980):

\[ \tilde{v}(k) = i f H_0 \delta(k) \frac{k}{k^2} \tag{8} \]

Where \( f \) is the linear velocity growth factor and \( H_0 \) the Hubble constant. This in turn implies that the velocity power spectrum \( P_v(k) \) is proportional to the matter power spectrum:

\[ P_v(k) = (f H_0)^2 \frac{P(k)}{k^2} \tag{9} \]

This allows the mean square bulk flow velocity \( \langle u^2(x_0, r) \rangle \) (where the average is taken over all positions \( x_0 \)) to be written as (Weinberg 2008):

\[ \langle u^2(r) \rangle = \int dk \, P_v(k) \tilde{W}^2(k r) \tag{10} \]

\[ = \int dk \, (f H_0)^2 \frac{P(k)}{k^2} \tilde{W}^2(k r) \tag{11} \]

Since \( f \sim Q_{0.55}^{0.55} \) (Linder 2005), the average bulk flow velocity and velocity dispersion (after a similar derivation) can be written as:

\[ \langle u^2(r) \rangle = \frac{H_{0}^{2} \Omega_{m}^{1.1}}{2 \pi^2} \int dk P(k) \tilde{W}^2(k r) \tag{12} \]

\[ \langle u^2(r) \rangle = \frac{H_{0}^{2} \Omega_{m}^{1.1}}{2 \pi^2} \int dk P(k)(1 - \tilde{W}^2(k r)) \tag{13} \]

The implications of these equations are relatively straightforward. \( \tilde{W} \) is close to 1 on scales larger than \( r \), and close to 0 for modes dominating on scales smaller than \( r \). Therefore, the bulk flow velocity mostly depends on the part of the power spectrum that represents large-scale fluctuations, while the velocity dispersion is sensitive to the small-scale fluctuations, given by \( k \geq \frac{1}{r} \). Both situations seem to be easily interpreted in real space, the bulk flow of groups

---

1 Methods to explicitly calculate weights given selection criteria can be found in e.g. Strauss et al. (1993); Agarwal & Feldman (2013).
of dark matter halos are expected to be dominated by large scale overdensities, whereas their individual movement diverges from the average one due to local fluctuations in the density field.

It is interesting to note that equations (12) and (13) imply that the global Mach number does not depend on cosmological parameters such as $H_0$ and $\Omega_m$, nor on the normalization of the power spectrum. Thanks to this, $M_g$ as a function of $r$ is essentially a measure of the shape of the power spectrum on scales where the linear theory still applies.

In the non-linear regime, the relation between the power spectrum and the Mach number is not as straightforward, as equation (8) does not hold strictly. To focus only on linear fluctuations the density field is generally smoothed on scales of $r_x$ large enough (typically chosen to be $\sim 5$ Mpc) to remove non-linear fluctuations (Ostriker & Suto 1990). A common choice is to use a k-space window function that is a Gaussian (Ostriker & Suto 1990):

$$\tilde{W} = e^{-\frac{(kr_x)^2}{2}}$$

We use the above equation when calculating CMNs from both theoretical power spectra and power spectra computed from the simulations. When working with catalogs of discrete objects (i.e., galaxies or halos), we divide each region into cubes of length, $r_x$, and calculate the value of any property as the mass-weighted average within the cube. For mass, we simply take the sum of virial masses. After this, we calculate the values of $\sigma$ and $u$ as the unweighted average of all cubes. In Appendix A, we examine the effect of using unweighted averages instead of mass-weighted averages for properties within each cube.

3 THE LEGACY SIMULATIONS

The Legacy project consist of a suite of cosmological N-body, dark matter (DM) only simulations run with the Gadget-4 code\(^2\) (Springel (2005), Springel et al. (2020)). Initial conditions were generated using the MUSIC code (Hahn & Abel (2011)). The cosmological parameters used in the simulations are listed in Table 1. They were chosen to be consistent with the WMAP9 results (Hinshaw et al. (2013)).

In this work we will be using the main Legacy simulation which consists of a simulation volume of side length 1600 Mpc/h and 2048\(^3\) DM particles of $5.43 \times 10^{10} \odot$ each. Gravity is softened on a scale of 5.3328 kpc/h. The simulation has been run from $z = 99.0$ to $z = 0$, and 101 snapshots with the full particle information are stored at regular intervals, evenly spaced in log of the expansion factor. On top of this halo catalogs are generated for each snapshot using the Rockstar halo finder (Behroozi et al. 2013)\(^3\). The volume and resolution of the simulation ensures to include both small and large modes that are essential for the calculation of the CMN, as we will discuss later.

In Figure 1 we show the mass functions of the Legacy simulations used in this study. Over a mass range from $10^{12.2} - 10^{15.5} \odot$ the mass function is in good agreement with the fit proposed by Tinker et al. (2008). The latter has been matched against various different

\(^2\) The repository of the code can be found here: https://gitlab.mpcdf.mpg.de/vrs/gadget4
\(^3\) The repository of the version can be accessed here: https://bitbucket.org/gfcstanford/rockstar/src/main/
Table 1. WMAP9 Cosmological parameters used in the Legacy simulations.

| $\Omega_L$ | $\Omega_m$ | $\Omega_b$ | $h$ | $\sigma_8$ | $n_S$ | $Y_{He}$ | $N_{\mu}$ | $w$ |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| 0.7150 | 0.2850 | 0.0450 | 0.6950 | 0.828 | 0.9632 | 0.2480 | 3.0400 | -1.0 |

Figure 2. Input power spectrum used to generate the initial conditions for the simulation linearly extrapolated to $z = 0$ (orange), and the power spectrum calculated from the simulation at $z = 0$ (blue). Error bars show $1 - \sigma$ errors. Deviations on small scales ($\leq 5$ Mpc/$h$, large $k$) are due to non-linear growth of structure. Overall the measured spectrum is in good agreement with the expectations from the input spectrum within errors.

4.2 The Global Cosmic Mach Number $M_g$

4.2.1 Simulation Requirements

In this section we will quantify the intrinsic errors in the calculation of the global Mach number depending on the simulation setup and show that the Legacy simulation used here minimises such errors. The CMN depends on the power spectrum across many scales, but all scales do not contain the same power. As numerical simulations cover the power spectrum only on scales from the Nyquist frequency of the simulation setup up to the size of the simulation volume, one expects this to affect CMNs measured in simulations. Too coarse resolution will result in an underestimate of the velocity dispersion $\sigma$ due to missing small scale power, and a simulation volume not covering to large enough scales will result in an underestimate of the bulk flow $u$. Figure 4.2.1 shows the global Mach numbers as predicted analytically using different integration limits $k_{\text{min}}$ and $k_{\text{max}}$ for the theoretical input power spectrum, mimicking different simulation setups. As expected, increasing the lower limit $k_{\text{min}}$ and therefore ignoring large-scale modes, result in lower Mach numbers, as these large modes contribute to the bulk flow. Eventually, the Mach number will tend towards zero, once $k_{\text{min}} \sim 1/r$ corresponding to the size of the region over which the CMN is calculated. Similarly, lowering $k_{\text{max}}$ results in higher Mach numbers, as fewer small scales are resolved and contribute to the velocity dispersion. However, the relation between the Mach number and the power spectrum strictly only holds in the linear regime, so increasing the resolution will not change the Mach numbers measured at redshift zero, as the contributions on scales smaller than $\sim 5$ Mpc$/h$ are smoothed over in our approach. A higher resolution might be useful when measuring $M$ at a larger redshift with a smaller smoothing scales, when non-linearities are still confined to small scales. Based on Fig. 4.2.1 constraints on CMNs with accuracy better than 10% are only achieved for simulations that include modes up to scales of 1000 Mpc/$h$, and at least resolve all scales in the linear regime (i.e. larger than $\sim 5$ Mpc/$h$). Mach numbers computed with the full input power spectrum from $k_{\text{min}} = 10^{-5} h$/Mpc to $k_{\text{max}} = 1000$ Mpc/$h$ are identical to those calculated with parameters consistent with the full box size of the Legacy simulation, supporting the notion that our simulation volume in this study is large enough to capture all relevant scales and to predict accurate Mach numbers. Present state-of-the-art cosmological hydrodynamics simulations like e.g. The Eagle (Crain et al. 2015; Schaye et al. 2015) or Illustris (Springel et al. 2018) use volumes of a few hundred Mpc$/h$ on the side. Therefore, one would expect CMNs calculated using these simulations to be $\sim 5\%$ smaller than what they should be on scales of $\sim 10$ Mpc$/h$, and $\sim 30\%$ smaller at scales of $\sim 100$ Mpc$/h$.

4.2.2 The CMN as a function of scale

We here show the distribution of global CMN, calculated as the average CMN of 50 randomly placed non-overlapping spheres in the simulation volume using Eq. (5).

Figure 4 shows the distribution of 500 global CMNs, calculated each averaging over 50 spheres of radius $R = 10$, 20 and 40 Mpc$/h$, respectively. The distributions are well described by Gaussians. As the radius increases, both the average and width of the distributions decrease reflecting the shape of the power spectrum and the increase in homogeneity of the universe averaging over larger scales, respectively.

Figure 5 shows the predicted CMN from the simulation for radii $R = 10 - 100$ Mpc$/h$. In order to compare with the theoretical expectations, CMNs were calculated using Equations (12) and (13) by integrating the extrapolated input power spectra shown in Figure 2, with smoothing applied over $r_s = 5$ Mpc$/h$ for both simulation data and theoretical predictions, as discussed in section 2. The power spectrum was smoothed using a Gaussian filter and the simulation data using cubes, but as noted by Suto et al. (1992) and also seen in our own tests, the actual shape of the smoothing function is not as important as the smoothing scale.

The orange solid line of Figure 5 shows CMNs obtained by integrating the theoretical power spectrum, while the blue line shows the results integrating the measured power spectrum (the orange and blue spectra of Figure 2, respectively) from $r = 10$ to 100 Mpc$/h$ in Eq. (12) and (13). The green points are obtained by calculating the average $\langle M_g \rangle$ over a hundred $M_g$. The latter are averaged over 50 spheres at each radius. Error bars are the standard deviation around the average $\langle M_g \rangle$. There is a small disagreement between the results using the theoretical input spectrum versus the measured one, which is a consequence in the slight difference in the power spectra shown in Figure 2, which lies within the errors of the measured spectrum.

4 Our tests indicate that result converge for 50 or more spheres.
Figure 3. $M_g$ as a function of the radius, for different upper and lower limits of the integration range of the power spectrum. This effectively truncates the power spectrum on one side or the other representing simulation volume and resolution limitations. Left: $M_g$ as a function of $r$ for different $k_{\text{min}}$, $k_{\text{max}}$ has been set at $1000h/\text{Mpc}$. Right: $M_g$ as a function of $r$ for different $k_{\text{max}}$, $k_{\text{min}}$ has been set, $10^{-5} h/\text{Mpc}$. The solid/dashed lines are the results for different ranges of modes. The dotted lines in the bottom panel show the relative difference, compared to the case taking the full power spectrum from being set at $r$. We confirm this in Appendix A by changing the smoothing scales systematically and finding the same deviation. A possible explanation for the deviation is that linear theory underestimates the bulk flow of structure as seen in the velocities of clusters (Colberg et al. 2000; Sheth & Diaferio 2001; Cen et al. 1994). Further support for the notion of this being related to the build-up of large scale structure in the cosmic web comes in section 4.2.4 in which we show that these deviations on large scales are systematically reduced going to higher redshift when structures on these scales are still not well developed. Deviations are also expected to some extent given that halos are not perfect tracers of the underlying matter density field. As we show in Appendix A our results improve if all dark matter particles within a region are taken into account. However, we will continue to calculate CMNs using halos in this study and not dark matter particles to allow the connection to observations which rely on galaxies whose movements follow closely those of their hosting dark matter halos. In general, the agreement between all three methods shown in Fig. 5 is good, with a maximum deviation of the measured $\langle M_g \rangle$ at scales of $\approx 100 \text{ Mpc}/h$ that leads to an error of $\approx 10\%$. As presented in section 4.2.4, our results indicate that this deviation disappears at higher redshift, when non-linearities on small scale are not developed yet.

4.2.3 Impact of non-linearities

The main assumption in the derivation of the CMN is that linear theory holds on scales of interest. While it should do so also in the mildly non-linear regime, it is interesting to gauge the impact of non-linear structure on the estimates of the CMN on different scales. As we have shown in Fig. 2 the power spectrum deviates on scales $< 5 \text{ Mpc}/h$ from the linear extrapolation. As a consequence smoothing is applied over these scales in simulations as well as in observations (Ostriker & Suto 1990). Figure 6 shows our results if we...
The results of the theoretical input spectrum. This increases to where there is a difference between the results of the halos and the results of the theoretical input spectrum. This increases to ~ 40% for the measured spectrum. On large scales, the results from the halos and the theoretical input spectrum overlap and are off-set compared to those of the measured spectrum, which includes significant excess power due to non-linearities. The agreement between $M_g$ derived from halos with the theoretical one is most likely coincidence, as linear theory, which connects the CMN calculated in real space with the power spectrum similarly see Eq. (12) and (13). If anything, the Mach numbers calculated with $M_g$ are consistent with observations, but they are significantly larger than the results obtained from the measured spectrum, highlighting the need to smooth over non-linearities.

(both without smoothing) presented in Ma et al. (2011), which reveals good agreement within albeit large uncertainties of the observations. Future surveys will be key to significantly reduce uncertainties in observations and provide stronger constraining power.

**4.2.4 Evolution with redshift**

The global CMN by construction does not show any redshift dependency, as both $\mu$ and $\sigma$ scale with the power spectrum similarly see Eq. (12) and (13). If anything, the Mach numbers calculated from dark matter halos should match more accurately the theoretical predictions at higher redshift, when non-linearities have not appeared yet. The scale at which non-linearities kick in decreases with redshift thus suggesting that the CMN provides a more accurate measure of the power spectrum at smaller scales at high redshift.

In Figure 7 we show $M_g$ as a function of radius for different redshifts $z$ as well as the results obtained doing the theoretical calculation from the corresponding power spectra, measured in the simulation. First, we see that the results at $z > 0$ agree with those at $z = 0$. This is the case both for the results measured from spheres in the simulation volume, and for those obtained by integrating the power spectra, respectively, integrating Eqs. (13) and (12). The green points are calculated using the halos in the simulation (100 groups of 50 spheres at each radius). All results were obtained using a 5 Mpc/$h$ smoothing length. Error bars are standard deviations around the mean value. The bottom panel shows the relative error between the results from the spectra and those from the spheres, e.g. $\phi_{\text{measured P(k)}} = \frac{\langle M_g \rangle_{\text{spheres}} - \langle M_g \rangle_{\text{measured P(k)}}}{\langle M_g \rangle_{\text{spheres}}}$.

![Figure 5](image1.png)

**Figure 5.** The global CMN as a function of radius. The orange and blue solid lines show the results inferred from the theoretical input and measured power spectra, respectively, integrating Eqs. (13) and (12). The green points are calculated using the halos in the simulation (100 groups of 50 spheres at each radius). All results were obtained using a 5 Mpc/$h$ smoothing length. Error bars are standard deviations around the mean value. The bottom panel shows the relative error between the results from the spectra and those from the spheres, e.g. $\phi_{\text{measured P(k)}} = \frac{\langle M_g \rangle_{\text{spheres}} - \langle M_g \rangle_{\text{measured P(k)}}}{\langle M_g \rangle_{\text{spheres}}}$.

![Figure 6](image2.png)

**Figure 6.** $M_g$ vs $r$ without smoothing on scales smaller than $r_s = 5$ Mpc/$h$. Coincidentally, the simulation results overlap with calculations using the linear input power spectrum of the simulation (orange line), while they are offset with regards to the calculations using the actual power spectrum of the simulation (blue line). The blue triangles represent the results from observations (obtained without smoothing) presented in Ma et al. (2011). Like on the previous figure, the residuals on the bottom panel are calculated via e.g. $\phi_{\text{meas. P(k)}} = \frac{\langle M_g \rangle_{\text{spheres}} - \langle M_g \rangle_{\text{measured P(k)}}}{\langle M_g \rangle_{\text{spheres}}}$.

We show that the CMNs calculated using halos are consistent with observations, but they are significantly larger than the results obtained from the measured spectrum, highlighting the need to smooth over non-linearities.
Figure 7. $M_g$ as a function of radius, for redshift 0 to 3. High redshift points are consistent with the theoretical spectrum, as non-linearities develop later. All results were obtained using a 5 Mpc/$h$ smoothing length.

Figure 8 shows the distributions of the bulk flow $u$, the velocity dispersion $\sigma$, and the local Mach number $M_l$, for one thousand spheres of radius 20 Mpc/$h$. The bulk flow is well described by a Maxwellian distribution. Each component of the average velocity of the group of halos in a sphere follows a Gaussian distribution so the bulk flow of the group follows a Maxwellian distribution (Kumar et al. 2015). The velocity dispersion does not follow a Maxwellian distribution as closely as the bulk flow, as it shows some excess at the large $\sigma$ tail, but the discrepancy is not large. The velocity dispersion is however closer to a Maxwellian distribution than the results shown by Nagamine et al. (2001). The difference can be attributed to the smoothing of non-linear small-scale fluctuations which has been omitted in Nagamine et al. (2001). The Mach number is well described by a Maxwellian distribution too, in agreement with previous findings (Nagamine et al. 2001). Randomly choosing $u$ and $\sigma$ values using their respective distributions and calculating $M_l$ produce the green dashed histogram in the third panel, which agrees very well with the measured distribution of $M_l$ in the simulation. This confirms that $u$ and $\sigma$ can be considered independent variables which is a feature of Gaussian random density fields, where modes on different scales are independent of each other.

Since the definition of $M_l$ relies only on dynamical properties of a system of halos, and dark matter dynamics are primarily driven by the the density field, we expect the Mach number to show correlations with density estimates of the local environment and its vicinity. Figure 9 shows for 4000 spheres of radius 20 Mpc/$h$ $M_l$, $u$, and $\sigma$, against the overdensity $\delta = \rho/\rho_m$, with $\rho$ as the density in a sphere and $\rho_m$ the average density in the Universe. The density $\rho$ is calculated using all the dark matter particles in the relevant region, not only those associated with dark matter halos. While the bulk flow shows no clear correlation with the overdensity, the velocity dispersion seems to be linearly related with it. As a result, $M_l$ is a decreasing function of overdensity.

The pair-wise velocity dispersion $\sigma_{12}(r)$, which is the dispersion of a pair of tracers separated by a distance $r$ shows a very similar trend. The Cosmic Virial Theorem predicts a relation between $\sigma_{12}$ and density, and this relation has been previously observed in N-body simulations (Strauss et al. 1998). It is therefore not surprising that the velocity dispersion of the groups exhibit a similar behavior. These results are overall consistent with those presented in Nagamine et al. (2001), even though the Legacy simulation includes significantly more large scale modes that are essential for the calculation of $u$, $M$, and the overdensity, as shown in Figure 4.2.1. We also note that we do not find a clear correlation between $\delta$ and the bulk flow. As for $M_l$ we find that the median of the distribution of overdensities $\delta$ systematically gets larger as $M_l$ gets smaller with an increasing scatter. Our results predict that regions with $M_l \leq 1$ have on average a matter densities corresponding to $\delta > 0$. The latter is not surprising given the positive correlation of $\sigma$ with $\delta$ and the lack of a clear correlation of the bulk flow, but it also reflects the fact that more overdense regions are typically the dominant large scale gravitational

4.3 The local Cosmic Mach Number $M_l$

As shown on Figure 4, the distributions of the CMNs are fairly wide. Given the relation of $M_g$ with the matter power spectrum, which describes the density fluctuations of the Universe, the difference between the Mach numbers at a given scale are expected to arise from differences in the "local" environment on scales over which halos are averaged. In the following sections, we investigate potential links between the Mach number of a single region and the properties of the region over which we average including their environment. The Mach numbers $M_g$ presented so far are obtained from averaging over a large number of randomly chosen non-overlapping spheres on a given scale $r$, in effect averaging over variations in $u$ and $\sigma$, and their dependence on physical properties. To investigate physical connections more directly we calculate an alternative Mach number which does not rely on ensemble averaging. We will calculate the local Mach number $M_l$ for individual spheres as the ratio of the bulk flow and the velocity dispersion of halos inside said spheres in contrast to the global Mach number $M_g$ which is computed using many such spheres. Note that $M_g \equiv \langle u \rangle / \langle \sigma \rangle$ is by construction not the average of $M_l = u/\sigma$ for individual spheres. The local nature of $M_l$ trades the clear connection to the power spectrum of the simulation for, potentially, more straightforward relations to environmental physical properties. In the following, $M_l$ will be explored.

5 We use a radius of 20 Mpc/$h$ as our fiducial value because it is small enough to guarantee efficient computing and large enough to be not affected by the smoothing over 5 Mpc/$h$. We note that our results show the same trends for e.g. larger spheres of 50 Mpc/$h$ radius.

6 The overdensities presented on this figure reach values as high as $\sim 2$, as scales of a few dozens of Mpc/$h$ show mild non-linear features. However, we note that the calculated Mach numbers are still consistent with linear theory on these scales (as shown on figure 5) and that the empirical results presented here remain unchanged in strictly linear contexts, be it at larger radii or higher redshifts.
sources in their environment and therefore do not show much bulk flow themselves but have mostly matter moving towards them. Halos in underdense regions like voids in contrast could either be moving with a large bulk velocity towards a more overdense region and hence show large $M_I$ or still be in the process of getting accelerated.

Figure 10 shows $M_I$ plotted against the average halo properties of the objects in 4000 spheres of radius 20 Mpc/h, except for the virial mass $M_{\text{vir}}$, which is the total of all halos, for the following properties: Spin, virial radius $R_{\text{vir}}$, velocity dispersion $v_{\text{rms}}$, maximum circular velocity $v_{\text{max}}$, scale of the last major merger and spin. $M_I$ does not show any strong correlation with average halo properties, except for a weak correlation with the total mass of halos, which is a tracer of the underlying density field. We find similar trends also for the average velocity dispersion $v_{\text{rms}}$ and maximum circular velocity $v_{\text{max}}$, both of which are related to the total mass of halos in a region. Interestingly, the average last major merger halos in high $M_I$ regions experience is slightly later than in low $M_I$ regions although these regions can have individually last major mergers that happen later. The intrinsic scatter of the time of the average last major merger decreases with $M_I$. The average spin parameter of halos show a very slight dependence on $M_I$ in becoming somewhat smaller for larger $M_I$.

The expectation is that a large scale bulk-flow of a region follows density fluctuations around that region so that source gradients in the
Figure 10. $M_f$ (blue points) as a function of average halo properties of halos contained in spheres of radius 20 Mpc/$h$. The studied properties are: spin, virial radius $R_{vir}$, velocity dispersion $v_{rms}$, maximum circular velocity $v_{max}$, scale of the last major merger. $M_f$ shows a broadening of the the total Mass distribution going to smaller values. The rank ordered global Mach number $\hat{M}_g$ (red points) shows tight correlations with halo properties (see section 4.4 for more details on $\hat{M}_g$).

Figure 11. Left: Environmental density fluctuation (EDF) between two nearby, diametrically opposed 60 Mpc/$h$ spheres vs local density in a 20 Mpc/$h$ sphere, for 4000 realizations. Center: $u$ vs EDF, the panel shows a positive correlation, which is expected due the relation between $u$ and the density gradient in the region. Right: $M_f$ vs the ratio of EDF to local density. $u$ depends on the EDF, which is a measure of the large scale density gradient. The EDF and $\delta$ are uncorrelated, so $M_f$ is also a measure of their ratio. Blue shows local values, while red is for rank ordered global CMN $\hat{M}_g$ obtained from averaging in groups of spheres of similar local Mach numbers (see section 4.4 for more details). In addition to the relations with local values, we observe a strong correlation between $\delta$ and the EDF, which causes the relation between the global $u$ and $\delta$ seen in Figure 9.
gravitational potential. To quantify this effect we calculate the density in two larger adjacent spheres, one in the direction of the bulk flow \( \rho_1 \), and one in the opposite direction \( \rho_2 \) (see Figure 12). We call the density difference between these two spheres \( \eta_{EDF} = \rho_1 - \rho_2 \) the environmental density fluctuation (EDF). The top right panel of Figure 11 shows how the bulk flow depends on the environmental density fluctuation. A positive correlation is clearly visible. This is explained by the fact that a large overdensity will attract our group of halos if its influence is not compensated by an overdensity in the opposite direction. However, the scatter is quite large \( \langle \Omega_{EDF} / \Omega_{EDF} \rangle \approx 3 \) for the 33\% contour), which can be explained by two factors. First, a single overdensity in a nearby region is the only simplest scenario, the two spheres are but a rough simplification of the often complex topology of the gravitational potential which drives the motion of a group of halos. Also, the environmental density fluctuation is only an approximation of the local density gradient in the direction of the bulk flow, and this gradient has been shown to strongly correlate with the bulk flow (Kumar et al. 2015). This large scatter results in cases of negative EDF for \( M_I \).

Since the velocity dispersion linearly depends on the local density, the local Mach number correlates tightly with the ratio of the environmental density fluctuation and the local density, as shown on the panel all to the right of Figure 11. The pair of large spheres do not overlap with the central small sphere in order to avoid any accidental correlation between the environmental density and the local density, as shown in Figure 12. Overall, Figure 11 shows a clear relation between the Mach number and the properties of the density field of that region. Alternative definitions of the local density gradient by Kumar et al. (2015) show similar results.

Another way of looking at the relation between \( M_I \) and the environment is to look at the local power spectrum. We calculate the power spectrum of the density field in each sphere (corresponding to scales smaller than the radius) along with the power spectrum in a cube of (120 h\(^{-1}\) Mpc\(^3\)) centered around the sphere, to measure the fluctuations on scales larger than the sphere. Figure 14 shows, for 250 spheres with the lowest local CMN \( M_I \approx 0.5 \) (blue) and highest \( M_I \approx 3.5 \) (red), the distribution of the value of the power spectrum for a typical large scale mode \( k = 0.2 h/\text{Mpc} \) (top panel) and small scale mode \( k = 0.162 h/\text{Mpc} \) (bottom panel). While the two histograms are almost identical for large scales, the distributions for small-scale fluctuations are clearly distinct, the power is typically larger for lower Mach numbers, as they typically have larger \( \sigma \). The average large scale fluctuations do not seem to affect \( M_I \) as strongly as small scale modes, suggesting \( M_I \) is a good probe of the small scale power. These results show the same trend for all small and large modes we measured.

### 4.4 The rank ordered global Mach number

As we have shown in the previous section environmental effects are not easy discernible by measuring \( M_I \) for an individual sphere as they show large scatters around general trends. To overcome this limitation we here propose to enhance any potential signal in the data by stacking spheres of similar \( M_I \) and using them to calculate a rank ordered global CMN via \( \hat{M}_g = \langle u \rangle / \langle \sigma \rangle \), where the average is taken over 50 spheres that are chosen to have similar local Mach numbers \( M_I \). The halo properties associated with these stacked spheres are calculated as the average of their value in each sphere of the stack. We focus on this ranked ordered Mach number instead of e.g. the average local Mach number, as \( M_g \) can be connected to cosmology and the fluctuations of the power spectrum (see equations 12 & 13).

We use 4000 non-overlapping spheres of the catalogs and sort them based on their local \( M_I \). Then, the 50 spheres with the highest local Mach numbers are selected and used to calculate one global \( M_g \), which is expected to be high. Another global \( M_g \) is then calculated using the next 50 spheres, and so on. Since spheres with a large \( M_I \) have a relatively large bulk flow and a small velocity dispersion we expect \( M_g \) calculated based on these \( M_I \) to be large as well. By grouping spheres in this manner, the \( M_g \) distribution covers a larger range in \( \delta \) than the \( M_g \) distribution, as we force the creation of a number of extremely low and high \( M_g \) values that would only rarely appear for \( M_g \) if the selection of spheres was kept fully random in the averaging process.

The red points of Figure 9 show the rank ordered Mach number \( M_g \), \( u \), and \( \sigma \), obtained by the selection mentioned above. The linear relation between \( \sigma \) and the local overdensity remains, but a new tight relation appears between \( u \) and \( \delta \). As a result, \( M_g \) is now strongly correlated with \( \delta \) and can be reasonably well fitted by a simple relation of the form \( M_g = \frac{1}{\alpha + \beta \delta} \), with \( \alpha = 0.895 \) and \( \beta = 2.68 \).

The red points in Figure 10 show the relations between \( \hat{M}_g \) and halo properties. Again, the selection process and the grouping reveal a number of correlations that did not clearly appear with \( M_I \) (see Figure 10 blue points). The relation between \( \hat{M}_g \) and the total halo mass \( M_{\text{tot},i} \) in the spheres, which is directly linked to \( \delta \) is becoming much clearer. Because of the relation between \( M_{\text{tot},i} \) and other halo properties, correlations with \( \hat{M}_g \) emerge. It is interesting to note that, when the global CMNs \( M_g \) are calculated using random spheres, they are likely to lie somewhere between \( \sim 1 \) and \( \sim 1.5 \), where the scatter is too large and erases most of the trends in the Figure. One particular interesting feature is the fact that \( M_g \) increases with the average scale factor at which the last major merger took place. We observe later mergers in regions with a high Mach number. This would suggest that regions with a high Mach number (and therefore a low density) evolve more slowly than denser regions as is expected in the \( \Lambda \)CDM paradigm. We provide fits for the relations between \( \hat{M}_g \) and the halo properties in table 2.

The red points in Figure 11 show again results for \( \hat{M}_g \). The trends for \( M_I \) with \( u \), and \( \sigma \) are recovered although much tighter scatter for \( \hat{M}_g \). However, a new clear anti-correlation between the

---

8 This does not depend on the choice of sizes for the adjacent spheres. We have tested this for spheres of 40 Mpc/h and 80 Mpc/h finding similar results.
environmental density fluctuation and the local density appears. This explains the trend seen in the red points of the middle panel of Figure 9. Since $u$ increases with the environmental density fluctuation, which appears to decrease with $\delta$, $u$ now decreases with $\delta$. As a result, $M_g$ is now a tight linear function of these different features of the density field. As such, it can be used as a proxy to measure them and extend the use of the CMN as a probe of structure formation in the Universe.

We highlight the impact of the rank ordering in Figure 13 which shows the environmental density fluctuation against the local density for the 4000 spheres of radius $20 \, \text{Mpc}/h$, presented in Figure 11, but color coded to represent the two groups of 50 spheres used to calculate the highest (red) and lowest (blue) global Mach numbers. The side panels show the histograms of $\delta$ and the EDF for each group. The trend shown in red on the first panel of Figure 11 is highlighted here by the selection process. Groups of high $M_g$ typically correspond to high EDF and low local densities, while lower $M_g$ lie lower on the figure, indicating a lower EDF. The average of the histograms changes with $\delta$, and the distributions of the bottom panel get wider as $M_g$ decreases. However, while there is a relation between the CMN and enclosed mass, we note that the shape of the mass function does not change significantly as $M_l$ or $M_g$ increases.

To investigate further the impact of cosmic evolution on the CMN we use the rank ordered $M_g$ and follow the exact same co-moving spheres back in time and calculate their properties. Figure 15 show how $M_g$, and the corresponding linearly extrapolated $\sigma$ and $u$ evolve as $z$ increases. At $z = 2$, the difference in $M_g$ can be as large as 20% for high-$M_g$ groups, but is close to 5% on average. In addition, the values of the linearly extrapolated bulk flow are consistent with the results at $z = 0$, but linearly extrapolating $\sigma^2$ results in an overestimate of ~20% at $z = 3$. This suggests that, although we smooth over non-linearities this does not fully remove them and that they still can impact results slightly, which complements the results shown on Figure 7. As $z$ decreases, non linearities develop. This mostly impacts the small-scale velocity fluctuations, and the difference between $\sigma(z > 0)$ and $\sigma(z = 0)$ increases as $z$ increases.

Table 2. Parameters used to fit $M_g$ to the halo properties with a linear function: $M_g = A \times \text{property} + B$

| property               | A   | B   |
|------------------------|-----|-----|
| $v_{\text{rms}}$       | -0.073 | 20.00 |
| Spin                   | -357.0 | 15.10 |
| log$_{10}(M_{\text{vir, tot}})$ | -1.774 | 27.66 |
| $R_{\text{vir}}$       | -0.047 | 16.67 |
| scale factor of last major merger | 34.71 | -17.68 |
| $v_{\text{max}}$       | -0.077 | 22.07 |
Figure 14. Distributions of the power of a small (top) and large (bottom) scale, for the 250 spheres with the highest (red) and lowest (blue) Mach numbers $M_l$. The power on large scales is measured in a cube of side $120$ Mpc $h^{-1}$, around each sphere. The power of small-scale fluctuations is clearly correlated with the local CMN $M_l$, but the large scale fluctuations are indistinguishable, suggesting the driver for the difference in $M_l$ on a given scale is the velocity dispersion of halos on that scale.

5 DISCUSSION AND CONCLUSION

In this work, we revisit the role of the Cosmic Mach Number as a probe of the environment of halos introducing new measures. We have used a large scale cosmological N-body simulation from the Legacy project to calculate global Mach numbers for scales between $10$ and $100$ Mpc $h^{-1}$, comparing the theoretical predictions using the input power spectrum of the simulation and the power spectrum measured from the matter distribution in the simulation against Mach numbers calculated using halos found in the simulation. All these methods show good agreement when the density field is smoothed over non-linear scales of $5$ Mpc $h^{-1}$. We also highlight that smoothing the field and removing non-linearities is essential to achieve good agreement in the calculation of the CMN.

Including all dark matter particles in a region, and not just dark matter halos, improves the estimates of the CMN compared to theoretical expectation from $17\%$ to $10\%$ relative error and suggest intrinsic errors for estimates from galaxy surveys of the same level. We show that simulations are intrinsically limited in the accuracy they can achieve for the CMN based on the range of modes they include. Any simulation used to calculate Mach numbers with accuracy up to $\sim 10\%$ compared to theoretical predictions must include modes as large as $\sim 1000$ Mpc $h^{-1}$ and as small as $\sim 5$ Mpc $h^{-1}$ to accurately resolve all relevant scales. Present state-of-the-art simulations such as Eagle (Crain et al. (2015), Schaye et al. (2015)) or Illustris (Springel et al. (2018)) do resolve small scale-fluctuations, but con-
massive than Mach numbers. We studied the effect of focusing on halos more shown in appendix B, our findings also suggest that focusing solely CMNs for spheres with While at low redshift we find deviations from the theoretical predicted from expectations based on the linear extrapolated power spectrum. and that manner also reveals a correlation between the enclosed density and the environmental density fluctuation. Grouping the spheres in which we provide fits in Section 2, as well as with the local density ties, such as total mass, average radius and velocity dispersion, for random sample of regions.

This suggests that \( \sigma \) would behave in similar ways. We also show that the local Mach numbers are qualitatively consistent with the power spectra in that region.

While the local Mach number shows a correlation that has a large scatter with \( \eta_{\text{LDF}} \) it does not show strong correlations with local environmental measures or average halo properties. Therefore, we introduce a new quantity, the rank ordered global Mach number \( \hat{M}_g \) by grouping spheres of similar local Mach numbers together and use them to calculate the global cosmic Mach number instead of using a random sample of regions.

\( \hat{M}_g \) shows strong empirical correlations with many halo properties, such as total mass, average radius and velocity dispersion, for which we provide fits in Section 2, as well as with the local density and the environmental density fluctuation. Grouping the spheres in that manner also reveals a correlation between the enclosed density and \( \eta_{\text{LDF}} \).

The impact of non-linearities can be seen in the deviation of \( M_g \) from expectations based on the linear extrapolated power spectrum. While at low redshift we find deviations from the theoretical predicted CMNs for spheres with \( r \geq 40 \, \text{Mpc} \) these vanish at \( z \geq 3 \) when the power spectrum on all scales follows the linearly extrapolated one. As shown in appendix B, our findings also suggest that focusing solely on massive objects does not significantly alter the derived global Mach numbers. We studied the effect of focusing on halos more massive than \( 10^{12.5} \, M_\odot \) and \( 10^{13} \, M_\odot \), and find the average CMN to be within 2% and 8%, respectively, of the value obtained using all halos above \( 10^{12.2} \, M_\odot \).

The results presented in this paper are the first part of a study exploring the suitability of the CMN as an environment probe. While we here focus on the exploration of N-body simulations, further studies will focus on the observational viability as well as on the comparison to other common environment measures. However, our results suggest that from an observational point of view the most efficient strategy to derive environmental information using the CMN on a given scale would be to group regions of similar local CMN \( M_l \) together for the calculation of their rank ordered \( \hat{M}_g \) and use such grouped spheres to investigate environmental effects of structure formation on the galaxy population. The grouping of spheres with similar \( M_l \) will allow to enhance underlying effects and allow the efficient use of peculiar velocity surveys such as 6DFGS, the SDSS peculiar velocity catalogs. Studies based on the CMN will serve as a complementary approach to classic environment measures based on e.g. number densities and have the potential to be more robust given the weak dependence on survey depths compared to number density studies. In a future study we plan to investigate correlations between the CMN and classic environmental measure in more detail, as well as extend this work to galaxies instead of halos.
Figure A1. $M_g$ vs $R$, for different smoothing lengths and averaging methods. Using the masses as weights does not seem to significantly impact the results, as the blue and red points overlap. The Mach numbers calculated with halos are consistent with theoretical predictions when the smoothing length $r_s$ is set to 5 Mpc/h, but lie consistently lower when $r_s$ is increased to 10 Mpc/h.

Figure B1. The local Mach numbers $M_l$ calculated using only halos more massive than $10^{12.5} M_\odot$ (orange points) or than $10^{13} M_\odot$ (green points) vs $M_l$ calculated with all resolved halos. The CMN calculated without the small halo are on average slightly larger than the actual CMN, with some rare rare points reaching significantly higher values. Although $\gtrsim 55\%$ (or $\gtrsim 85\%$) of the halos are lighter than $10^{12.5} M_\odot$ or $10^{13} M_\odot$, the impact on the final global ranked Mach number is small (2\% and 8\% on average) .

APPENDIX B: EFFECTS OF SAMPLE SELECTION

Observational surveys have completeness limits based on their depth. To model the impact on the CMN we here apply mass cuts to halos in our simulation volume. Figure B1 shows $M_l$ calculated after filtering out all halos less massive than $10^{12.5} M_\odot$ (orange) or $10^{13} M_\odot$ (green) plotted against $M_l$ without mass cut for the same group of spheres. We see that most Mach numbers remain virtually unchanged, which is of interest for observational measures of $M_l$. This also suggests that the small halos, (which on average account for $\sim 55\%$ of the total number of halos in these 20 Mpc/h spheres for the $10^{12.5} M_\odot$ filter and $\sim 85\%$ for the $10^{13} M_\odot$ filter), are not the main drivers of $M_l$. In the terms of the CMN massive halos are therefore accurate tracers of the underlying velocity fields and the associated matter power spectrum. First, the average $M_l$ is overestimated by 2\% (8\%) when using the $10^{12.5} M_\odot$ ($10^{13} M_\odot$) filter. Some CMNs reach extremely high values when calculated without the lighter halos: up to ten times the average. These come from spheres where the dispersion has been reduced to very small values (of the order of a dozen km/s), as only few, very massive objects remain in the region.

We note that this average systematic effect is smaller than the statistical dispersion around the average values of the CMN presented in Figure 5, and therefore do not invalidate the conclusions drawn from it. Also, this systematic effect seems to disappear at larger radii, as we show in figures B3 and B4. As few spheres are left with very small dispersion and few objects, no Mach numbers reach abnormally high values. However, they tend to decrease as the mass limit increases. Using only the most massive halos result in an overestimate of $\sim 10\%$ of the velocity dispersion, while no systematic change can be detected in $u$. This shows that smaller halos tend to more accurately follow the bulk flow formed by larger halos, which do not correctly represent the small scale fluctuations of the velocity field. Once more, this effect is roughly as strong as the observed scatter and is not likely to alter the conclusions of the previous sections.
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Figure B2. Similar to B1, but for \( u \) (top) and \( \sigma \) (bottom). On average, \( u \) and \( \sigma \) are not significantly affected by the mass filter, but the some dispersion are reduced to very small values, causing a large overestimate of the corresponding CMN.

Figure B3. Similar to B1, but for spheres of 60 Mpc/\( h \). With such large spheres, no extremely high \( M_t \) can be seen, but \( M_t \) tends to decrease by a few % as the lighter halos are removed.

Figure B4. Similar to B2, but for spheres of 60 Mpc/\( h \). \( u \) suffers no systematic changes as the mass cut increases, but \( \sigma \) tends to be overestimated by up to 10% when only keeping halos more massive than 13.5\( M_\odot \).
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