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Abstract—Nowadays, the transition from a conventional generation system to a renewable generation system is one of the most difficult challenges for system operators and companies. There are several reasons: the long-standing impact of investment decisions, the proper integration of renewable sources into the system, the present and future uncertainties, and the convenience to consider an integrated year-by-year representation of both uncertainties and investment decisions. However, recent breakthroughs in Dynamic Transmission Network Expansion Planning (DTNEP) have demonstrated that the use of robust optimization might render this problem computationally tractable for real systems. This paper intends to consider not only the capacity expansion of lines, but the construction and/or dismantling of renewable and conventional generation facilities as well. The Dynamic Transmission Network and Renewable Generation Expansion Planning (DTNRGEP) problem is formulated as an adaptive robust optimization problem with three levels. First level minimizes the investment costs of transmission network and generation expansion planning, the second level maximizes system operational costs with respect to uncertain parameters, while the third level minimizes those operational costs with respect to operational decisions. The method is tested for two cases: i) an illustrative example based on Garver IEEE system and ii) a case study using the IEEE 118-bus system. Numerical results from these examples demonstrate that the proposed model allows making optimal decisions towards reaching a sustainable power system, while overcoming problem size limitations and computational intractability for realistic cases.

Index Terms—power systems, renewable generation expansion planning, robust optimization, transmission network expansion planning.

NOMENCLATURE

This section states the main notation used in this paper for quick reference.

Indices and Sets:

\( D \) Set of indices of demand.
\( G \) Set of indices of all generation units installed at the beginning of time horizon considered which can not be removed from the system.
\( G^+ \) Set of all prospective and independent new possible generators.

\( G_g^+ \) Set of all prospective new generators which can be installed at different phases associated with group \( g \).
\( g \) Index for groups of generators built per phases.
\( G^- \) Set of all generators to be uninstalled or dismantled during the study period.
\( i \) Index related to generators.
\( j \) Index associated with loads.
\( k \) Index referring to lines.
\( l \) Counter index for each iteration.
\( \mathcal{L} \) Set of all existing transmission lines at the beginning of time horizon considered.
\( \mathcal{L}^+ \) Set of all prospective transmission lines.
\( N \) Set of all networks buses.
\( n \) Index related to buses.
\( n(i) \) Bus index where the \( i \)-th generating unit is located.
\( n(j) \) Bus index where the \( j \)-th demand is located.
\( T \) Set of indices of years.
\( \Psi_D \) Set of indices of the demand located at bus \( n \).
\( \Psi_G \) Set of indices of the generating units located at bus \( n \).
\( \mathcal{U}^{(t)} \) Set of indices of the uncertain variables for time period \( t \).

Constants:

\( b_k \) Susceptance of line \( k \) (S).
\( c_G^i \) Generator \( i \) operational cost (€/MWh).
\( c_G^{GI} \) Generator \( i \) investment cost (€).
\( c_L^k \) Line \( k \) investment cost (€).
\( c_j^e \) Line \( k \) load-shedding cost (€/MWh).
\( e_j^{(t)} \) Percentage of load shed by the \( j \)-th demand for year \( t \).
\( h_{p,j}^{(t)} \) Nominal value evolution factor for demand \( j \) and period \( t \).
\( h_{e,j}^{(t)} \) Dispersion value evolution factor for demand \( j \) and period \( t \).
\( f_{\max}^k \) Line \( k \) capacity (MW).
\( I \) Discount rate.
\( N_g \) Total number of generators built per phases in the group \( g \).
\( N_y \) Number of study periods.
\( o(k) \) Line \( k \) sending-end bus.
\( r(k) \) Line \( k \) receiving-end bus.
\( \Pi_L \) Transmission expansion investment budget (€).
\( \Pi_G \) Generation expansion investment budget (€).
\( \sigma \) Annual weighting factor (h).
for several reasons[2]. While decreasing GHG emissions. This problem is challenging to adequately service system loads over a given time horizon. Renewable generation facilities and dismantling the old ones an existing power transmission network, incorporate new planning analyze the issue of how to expand or reinforce will be built in the medium-term future. is to fight against the growing trend of worldwide average energy sources within electric systems[1]. The main reason is to consider the generation mix increases the uncertainty about the existing system. Wind power generation is continuous uncertain variables, whose behaviour is modeled thorough probability distributions. A new objective of Kyoto Protocol for reducing Greenhouse Gases (GHG) encourages the development of renewable energy sources within electric systems[1]. The main reason is to fight against the growing trend of worldwide average temperature and climate change, and thus, it is expected that vast amounts of new generation facilities, specially renewable, will be built in the medium-term future.

Transmission network and renewable generation expansion planning analyze the issue of how to expand or reinforce an existing power transmission network, incorporate new renewable generation facilities and dismantling the old ones to adequately service system loads over a given time horizon while decreasing GHG emissions. This problem is challenging for several reasons[2].

1) Transmission and generation investment decisions have a long-standing impact on the power system as a whole. 2) Transmission and generation investments, specially new generation sources, must be integrated appropriately into the existing system. 3) Consumption and renewable energy generation uncertainties, such as with wind and solar power plants, complicate the problem resolution. Note that wind power has been the most developed renewable technology in the last decade, while the next renewable technology, in constant evolution, is the photovoltaic power. The introduction of this type of renewable sources in the generation mix increases the uncertainty about the feasibility of generation. Some references attempt to reduce the uncertainty by means of synergies between renewable generators, i.e. combined wind and hydro-pump generators[3], or using physical bilateral contracts[4].

4) The expansion planning problem is by nature a multi-stage problem that entails planning a horizon of several years. Keeping the full dynamic complexity of the problem has been considered to be highly complex, mostly resulting in computationally intractable problems.

B. Literature Review

Transmission and generation expansion planning have been extensively studied areas from the beginning of power systems[5]. These problems have been carried out by means of several mathematical programming techniques, such as stochastic programming[6], genetic algorithms[7], or Adaptive Robust Optimization (ARO)[8], among others.

Transmission expansion planning was first described in 1970 by[9]. A new strategy for transmission expansion in a competitive electricity market is proposed in[10], while[11] studies the minimum load cutting problem existing in the process of transmission network expansion planning when load is uncertain within given intervals. A bi-level approach for transmission expansion planning within a market environment is proposed in[12]. In an attempt to improve computational tractability, several robust approaches are presented in[13], [14], [15], [16] by using ARO. They proved that computational tractability is possible for real-size systems. However, all these approaches take a wide spectrum of simplifying assumptions by considering static and sequential static models in an attempt to consider the year-by-year representation of investment decisions. In contrast, an alternative adaptive robust transmission network expansion planning formulation is proposed by[17], which keeps the full dynamic complexity of the problem and reaches the global optimal solution of the problem.

Regarding generation expansion planning, it was first evaluated in 1981 by[18]. Reference[19] attempted to solve the problem by using Lagrangian relaxation and probabilistic production simulation. An heuristic approach for power generation expansion planning with emission control is introduced in[20], while a modified version based on chance-constrained optimization is implemented by[21]. In contrast, in[22] a two-level game-theoretic model is used. There are also robust approaches dealing with capacity expansion planning, a two-stage robust optimization model considering the uncertainty in investment costs is developed in[23].

Finally, joint consideration of transmission and generation expansion planning under uncertainty is checked in[24] and a comprehensive review is presented in[25]. Transmission and generation expansion planning under risk using stochastic programming is provided by[26], and a market-based model with uncertainties is presented by[27]. A static (one period) robust approach is modelled in[28], where electric demand and wind power generation are continuous uncertain variables, modelled through bounded intervals. In this case, availability of units and lines is represented by means of uncertain discrete variables, whose behaviour is modeled thorough probability distributions.

C. Aims and Contributions

The purpose of this paper is three-fold:

1) To propose an effective model, which allows making optimal decisions in an integrated way to transform any
power system into a sustainable system. It would allow to make decisions about where and when new transmission lines and/or new generation facilities, such as, wind and photovoltaic power plants, should be installed during a long-term time frame of several years.

2) To extend the ARO formulation associated with the dynamic expansion planning problem proposed by [17] for considering also the construction and/or dismantling of renewable and conventional generation facilities.

3) To show that computational tractability for a year-by-year, multi-year or multi-stage representation of investment decisions (dynamic approach) associated with transmission and generation capacities is possible for real-size systems. In addition, global optimality is guaranteed.

It is worth stressing that the proposed model is highly flexible in what regards to generation capacity expansion possibilities. It is possible to dismantle conventional generation facilities reaching their lifetimes during the time period considered, it is possible to consider the construction of renewable generation facilities in different phases, and the inclusion of conventional facilities without uncertainties. In summary, the model allows to take into consideration all practical aspects required to effectively transform any power system into a sustainable power system.

D. Paper Structure

The rest of the paper is structured as follows. Section II describes the robust formulation of the DTNRGEP problem. The proposed decomposition method to solve the problem is described in Section III. Section IV provides numerical results for two examples. Finally, in Section V relevant conclusions are drawn.

II. ROBUST DYNAMIC TRANSMISSION NETWORK AND RENEWABLE GENERATION EXPANSION PLANNING FORMULATION

A detailed formulation of the robust DTNRGEP problem is as follows:

\[
\text{Minimize } \sum_{t \in T} \frac{1}{(1+I)^{t-1}} \left( \sum_{k \in L^+} c^{L(t)}_{k} x^{(t)}_{k} \right) + \sum_{i \in G^+ \cup G^+_g : \forall g} c^{G(t)}_{i} y^{(t)}_{i} + \frac{c^{(t)}_{op}}{1+I} \left(1 + \sum_{k \in L^+} c^{L(t)}_{k} x^{(t)}_{k} \right),
\]

subject to

\[
\Pi_L \geq \sum_{t \in T} \sum_{k \in L^+} \frac{1}{(1+I)^{t-1}} c^{L(t)}_{k} x^{(t)}_{k}, \quad (2)
\]

\[
\hat{x}^{(t)}_{k} = 1; \forall k \in L, \forall t \in T, \quad (3)
\]

\[
\check{x}^{(t)}_{k} = \sum_{p=t}^{\infty} x^{(p)}_{k}; \forall k \in L^+, \forall t \in T, \quad (4)
\]

\[
\sum_{t \in T} x^{(t)}_{k} \leq 1; \forall k \in L^+, \quad (5)
\]

\[
x^{(t)}_{k} \in \{0, 1\}; \forall k \in L^+, \forall t \in T, \quad (6)
\]

\[
\Pi_G \geq \sum_{t \in T} \sum_{i \in G^+ \cup G^+_g : \forall g} \frac{1}{(1+I)^{t-I}} c^{G(t)}_{i} y^{(t)}_{i}, \quad (7)
\]

\[
\check{y}^{(t)}_{i} = 1; \forall i \in G, \forall t \in T, \quad (8)
\]

\[
\hat{y}^{(t)}_{i} = \sum_{p=t}^{\infty} y^{(p)}_{i}; \forall i \in G^+ \cup G^+_g : \forall g, \forall t \in T, \quad (9)
\]

\[
\sum_{t \in T} y^{(t)}_{i} \leq 1; \forall i \in G^+ \cup G^+_g ; \forall g, \quad (10)
\]

\[
y^{(t)}_{i} \in \{0, 1\}; \forall i \in G^+ \cup G^+_g; \forall g, \forall t \in T, \quad (11)
\]

\[
\check{y}^{(t)}_{i} = 1; \forall i \in G^-, \forall t = 1, ..., t_g^-, \quad (12)
\]

\[
\hat{y}^{(t)}_{i} = 0; \forall i \in G^-, \forall t = t_g^- + 1, ..., N_g, \quad (13)
\]

\[
y^{(t)}_{i+1} \leq \check{y}^{(t)}_{i}; \forall i \in G^+_g : \forall g, \forall t \in T, \quad (14)
\]

\[
y^{(t)}_{i+1} + \hat{y}^{(t)}_{i} \leq 1; \forall i \in G^+_g : \forall g, \forall t \in T, \quad (15)
\]

where the objective function [1] is the sum of the present values of cost over the time horizon, i.e. net present cost (NPC). Equations (2) – (5) are the constraints related to the construction of lines as presented in [17], which: i) limit the maximum expansion investment [3], ii) force the line status to 1 for all existing transmission lines at the beginning [3], and iii) once the line has been constructed [4], iv) ensure that no line is constructed more than once throughout the time horizon considered [5], and v) establish the binary nature of line investment decisions [6]. Constraints (7) – (15) are novel and associated with generation facilities. Constraint (7) keeps the maximum amount of generation investment within the available budget. Constraints (8) and (9) make the generation status equal to 1 for all existing generation facilities at the beginning of the time horizon considered which will not be dismantled, and once the generation facility has been constructed, respectively, while constraint (10) ensures that no generation facility is constructed more than once. Constraint (11) establishes the binary nature of generation investment decisions. For generators to be dismantled during the study period (\(\forall i \in G^-\)), constraint (12) make the generation \(i\) status equal to 1 until the facility is dismantled, i.e. \(t \leq t_i^-\), while constraint (13) makes the status equal to 0 once it is dismantled, i.e. \(t > t_i^-\). Constraints (14) and (15) ensure that for each generation group to be constructed in consecutive phases, the order of construction is sequential according to the generator set \(G_g^+\) order, thus phase \(i + 1\) can not be constructed before phase \(i\). Note that it would be straightforward to
consider the possibility to dismantle old lines analogously to the
generation case by adapting constraints (12) and (13).

Given the values of the first-stage decision variables \( \hat{x}_k(t), \hat{y}_i(t) \), operational costs \( c_{\text{op}}(t) \) in (1) for each period \( t \); \( \forall t \in T \) are obtained using the following optimization problem. Note
that the dual variables associated with constraints are provided
separated by a colon.

\[
c_{\text{op}}(t) = \text{Maximum}_{u(t) \in U(t)} \left( \sigma \sum_{i \in G} c_i^G g_i(t) + \sum_{j \in D} c_j^S f_j(t) \right);
\]

subject to

\[
\begin{align*}
\sum g_i(t) & - \sum_{k \mid \theta_i(t) = n} f_k(t) 
+ \sum_{j \mid \theta_j(t) = n} f_j(t) 
+ \sum_{j \mid \theta_j(t) = n} r_j(t) 
= \sum_{j \mid \theta_j(t) = n} p_j(t) : \chi_n(t); \forall n \in N; \forall t \in T \quad (17) \\
\end{align*}
\]

\[
f_k(t) = b_k \hat{x}_k(t) \left( \phi_k(t) \right) ; \forall k \in L \cup L^t; \forall t \in T \quad (18)
\]

\[
\phi_n(t) = 0: \chi_n(t); n: \text{slack}; \forall t \in T \quad (19)
\]

\[
f_k(t) \leq f_k^{\text{max}} : \phi_k(t); \forall k \in L \cup L^t; \forall t \in T \quad (20)
\]

\[
f_k(t) \geq -f_k^{\text{max}} : \phi_k(t); \forall k \in L \cup L^t; \forall t \in T \quad (21)
\]

\[
\theta_n(t) \leq \pi : \xi_n(t); \forall n \in N \setminus n: \text{slack}; \forall t \in T \quad (22)
\]

\[
\theta_k(t) \geq -\pi : \xi_k(t); \forall n \in N \setminus n: \text{slack}; \forall t \in T \quad (23)
\]

\[
g_i(t) \geq 0; \forall i \in G \cup \Gamma \cup \Gamma^t \cup \gamma^t \cup \gamma^t; \forall t \in T \quad (24)
\]

\[
r_j(t) \geq 0; \forall j \in D, \forall t \in T \quad (25)
\]

\[
p_j(t) = u_j^{D(t)} : \phi_j(t); \forall j \in D, \forall t \in T \quad (26)
\]

\[
g_i(t) \leq \hat{u}_i^{G(t)} - \hat{y}_i^{G(t)} ; \forall i \in G \cup \Gamma \cup \Gamma^t \cup \gamma^t, \forall t \in T \quad (27)
\]

\[
r_j(t) \leq e_j(t) u_j^{D(t)} ; \forall j \in D, \forall t \in T \quad (28)
\]

Equation (16) represents the worst operational costs, which
maximizes generation and load-shedding costs. Constraints
(17)-(35) represent operational constraints such as setting
capacity, line flows, reference bus, flow and voltage
angle limits, etc. Check reference [17] for more details about
these constraints. Restriction (26) makes the level of demand
match the uncertain demand variable. Constraint (27) is novel
and sets the power generation to be lower than the uncertain
generation capacity variable multiplied by the binary variable
\( \hat{y}_i(t) \), which establishes if the corresponding generator is active
for period \( t \). In case it is not active, i.e. \( \hat{y}_i(t) = 0 \), the power
generation is set to zero. Constraint (28) limits load-shedding
to a percentage of the uncertain demand variable.

Constraints (29)-(34) define the polyhedral uncertainty set
analogously as it is done in [17]. Random generation capacity
\( u_i^{G(t)} \) depends on binary variable \( \hat{z}_i(t) \), if the binary variable
\( \hat{z}_i(t) = 1 \), maximum generation capacity is set to the nominal
value \( u_i^{G(t)} \) minus the maximum deviation allowed from the
nominal value \( \hat{u}_i^{G(t)} \), otherwise maximum generation capacity
is set to the nominal value \( \hat{u}_i^{G(t)} \). Analogously with uncertain
demands \( u_i^{D(t)} \), although in this particular case, demand
nominal values and dispersion are allowed to evolve during the
time horizon using parameters \( h_{\mu,j}^{l(t)} \) and \( h_{\sigma,j}^{l(t)} \). These parameters
allow to introduce the possible evolution of demands and
their uncertainties (see reference [17] for more details).
The level of uncertainty is controlled throughout the uncertainty
budgets \( \Gamma^G \) and \( \Gamma^D \), which sets the maximum number of
generators whose maximum capacity might be different from
their nominal values and the maximum load levels that might
change with respect to nominal values, respectively. However,
unlike in reference [17] where the generation uncertainty
budget was constant, in this case the uncertainty budget for
each time period \( \Gamma^G \) is a function of the number of
active generators for each period, i.e. \( \hat{y}_i(t), \forall i \). Let remind
the reader that the uncertainty budget is the maximum number of
generators whose maximum capacity is allowed to depart from
their nominal values, if the number of generator increases,
the uncertainty budget should increase to keep an analogous
level of protection against uncertainty. Note that what is the
appropriate selection of this function \( \Gamma^G \left( \hat{y}_i(t), \forall i \right) \) is out of
the scope of the paper. Finally, constraint (35) is also novel for
this work and sets the binary variables related to generators
to zero in case generators are not active at time period \( t \), thus
they can not account for uncertainty budget in (31).

III. PROPOSED DECOMPOSITION METHOD

The aim of this section is to extend the solution procedure
presented in [17] to solve the robust DTNRGEP problem
described in Section II. Since the decomposition method has
a bi-level structure, the first step is to merge the initial three-
level formulation (11)-(35) into a two-level problem.

A. Second-level formulation: subproblem

For given values for the first-stage variables \( \hat{x}_k(t) \) and \( \hat{y}_i(t) \)
for each time period, the problem set out by (16)-(35) might
be decomposed into the following single-level maximization problem for each time period $t$; $\forall t \in \mathcal{T}$:

$$ c_{\text{op}}^{(t)} = \max_{u_{l}, n_{l}, \gamma_{n}^{(t)}, \phi_{k}^{(t)}, \xi_{n}^{(t)}, n \in \mathcal{N} \setminus \text{slack}} \left\{ \sum_{k \in \mathcal{L}} \left( \phi_{k}^{(t)} - \xi_{n}^{(t)} \right) + \sum_{i \in \mathcal{G} \cup \mathcal{G}^{+} \cup \mathcal{G}^{-} \cup \mathcal{G}_{g}^{+}} u_{i} \left( n_{i} \right) \phi_{i} \right\} $$

subject to:

$$ \lambda_{i}^{(t)} + \phi_{i}^{(t)} \leq \frac{\sigma}{\left(1 + \lambda_{i}^{(t)}\right)^{2}} G_{i}; \quad \forall i \in \mathcal{G} \cup \mathcal{G}^{+} \cup \mathcal{G}^{-} \cup \mathcal{G}_{g}^{+}; \forall g; \forall t \in \mathcal{T} $$

$$ - \lambda_{i}^{(t)} + \alpha_{j}^{(t)} \leq 0; \quad \forall j \in \mathcal{D}; \forall t \in \mathcal{T} $$

$$ - \lambda_{n}^{(t)} + \phi_{k}^{(t)} \leq - \left(1 + \frac{\sigma}{\left(1 + \lambda_{n}^{(t)}\right)^{2}}\right) \phi_{k}; \quad \forall k \in \mathcal{L} \cup \mathcal{L}^{+}; \forall t \in \mathcal{T} $$

$$ + \xi_{n}^{(t)} + \xi_{n}^{(t)} = 0; \quad \forall n \in \mathcal{N} \setminus \text{slack}; \forall t \in \mathcal{T} $$

$$ - \sum_{k \mid k \mid k = n} b_{k}^{(t)} \phi_{k}^{(t)} + \sum_{k \mid k \mid k = n} b_{k}^{(t)} \phi_{k}^{(t)} = \gamma_{n}^{(t)} = 0; \quad \forall n : \text{slack}; \forall t \in \mathcal{T} $$

$$ - \infty \leq \lambda_{i}^{(t)} \leq \infty; \quad \forall i \in \mathcal{N} \setminus \mathcal{D}; \forall t \in \mathcal{T} $$

$$ - \infty \leq \phi_{k}^{(t)} \leq \phi_{k}^{(t)}; \quad \forall k \in \mathcal{L} \cup \mathcal{L}^{+}; \forall t \in \mathcal{T} $$

$$ - \infty \leq \xi_{n}^{(t)} \leq \infty; \quad \forall n : \text{slack}; \forall t \in \mathcal{T} $$

$$ \phi_{i}^{(t)} \leq 0; \quad \forall i \in \mathcal{G} \cup \mathcal{G}^{+}; \forall t \in \mathcal{T} $$

$$ \bar{\phi}_{k}^{(t)} \geq 0; \quad \forall k \in \mathcal{L} \cup \mathcal{L}^{+}; \forall t \in \mathcal{T} $$

$$ \bar{\xi}_{n}^{(t)} \leq 0; \quad \forall n \in \mathcal{N} \setminus \text{slack}; \forall t \in \mathcal{T} $$

$$ \bar{\xi}_{n}^{(t)} \geq 0; \quad \forall n \in \mathcal{N} \setminus \text{slack}; \forall t \in \mathcal{T} $$

$$ - \infty \leq \alpha_{j}^{(t)} \leq \alpha_{j}^{(t)}; \quad \forall j \in \mathcal{D}; \forall t \in \mathcal{T} $$

$$ \bar{\varphi}_{j}^{(t)} \leq 0; \quad \forall j \in \mathcal{D}; \forall t \in \mathcal{T} $$

$$ \bar{\varphi}_{j}^{(t)} \leq 0; \quad \forall j \in \mathcal{D}; \forall t \in \mathcal{T} $$

Constraints (29) - (35)

Subproblems (36) - (35) result from substituting in problem (16) - (35) for each time period $t$, the third-level problem by its dual. An important aspect for the resolution of subproblems is the linearization of bilinear terms in (36), i.e.,

$$ \sum_{i \in \mathcal{G} \cup \mathcal{G}^{+} \cup \mathcal{G}^{-} \cup \mathcal{G}_{g}^{+}} u_{i} \left( n_{i} \right) \phi_{i} + \sum_{j \in \mathcal{D}} u_{j} \alpha_{j}^{(t)} + \bar{e}_{j}^{(t)} \bar{D}_{j}^{(t)} \bar{D}_{j}^{(t)} \phi_{j} $$

The linearization process is described in more detail in (16). Note that variable $\bar{y}_{i}^{(t)}$ is considered a parameter within our subproblem. These subproblems provide the uncertain parameter values $u^{(t)}$ within the uncertainty sets to give the least desirable operational costs for each year.

The resulting formulation associated with subproblems is a mixed-integer linear programming problem, which can be solved efficiently by using state-of-the-art mixed-integer mathematical programming solvers such as CPLEX or Gurobi.

B. First-level formulation: master problem

First level formulation corresponds to the master problem. Thus, for given values of the uncertain parameter values $u^{(t)} \in \mathcal{U}^{(t)}$ for each year obtained from second-level subproblems, the master problem at iteration $\nu$ corresponds to:

$$ \min \sum_{t \in \mathcal{T}} \frac{1}{(1 + \lambda_{t})^{\nu-1}} \left( \sum_{k \in \mathcal{L} \cup \mathcal{L}^{+}} c_{k}^{(t)} x_{k}^{(t)} + \sum_{i \in \mathcal{G} \cup \mathcal{G}^{+} \cup \mathcal{G}^{-} \cup \mathcal{G}_{g}^{+}} \left( g_{i}^{(t)} - p_{i}^{(t)} - \gamma_{t}^{(t)} \right) u_{i} \left( n_{i} \right) \phi_{i} \right) $$

subject to:

$$ \gamma_{t}^{(t)} \geq \frac{\sigma}{(1 + \lambda_{t})^{\nu-1}} \sum_{i \in \mathcal{G} \cup \mathcal{G}^{+} \cup \mathcal{G}^{-} \cup \mathcal{G}_{g}^{+}} c_{i}^{(t)} g_{i}^{(t)} + \frac{\sigma}{(1 + \lambda_{t})^{\nu-1}} \sum_{i \in \mathcal{D}} s_{j}^{(t)} \phi_{j}^{(t)}; \quad \forall t \in \mathcal{T}; l = 1, \ldots, \nu - 1 $$(55)

Equations (17) - (28); $l = 1, \ldots, \nu - 1$ (58)

Constraint (55) are primal decomposition cuts, while variables $\gamma_{t}^{(t)}$ relates to year year operational costs. The master problem includes one variable $\gamma_{t}^{(t)}$ for each year and for each realization of the uncertain parameters obtained from the subproblem (36) - (35) at every iteration.

C. Solution method

The solution method consists of iteratively solving the following master and subproblems at each iteration $\nu$:

**Master problem:** For given realizations of the uncertain parameters obtained from subproblems at the previous iterations, new first-stage variables $\bar{z}_{k}^{(t)}, \bar{\gamma}_{k}^{(t)}, \alpha_{j}^{(t)}$ values are calculated by means of (34) - (58). The optimal objective function lower bound is updated $z_{(t)}^{(\nu)} = \sum_{t \in \mathcal{T}} \left( \frac{1}{(1 + \lambda_{t})^{\nu-1}} \right) \left( \sum_{k \in \mathcal{L} \cup \mathcal{L}^{+}} c_{k}^{(t)} x_{k}^{(t)} + \sum_{i \in \mathcal{G} \cup \mathcal{G}^{+} \cup \mathcal{G}^{-} \cup \mathcal{G}_{g}^{+}} \left( g_{i}^{(t)} - p_{i}^{(t)} - \gamma_{t}^{(t)} \right) u_{i} \left( n_{i} \right) \phi_{i} \right)$.

Subproblems, one for each year: For given values of the first-stage decision variables $\bar{z}_{k}^{(t)}, \bar{\gamma}_{k}^{(t)}, \alpha_{j}^{(t)}$, uncertain parameters within the uncertainty set giving the least desirable operational costs (16), i.e. $\bar{u}_{l}^{(t)}$ and $\bar{e}_{l}^{(t)}$, respectively, are calculated by solving subproblems in (36) - (35). The optimal objective function upper bound is updated $z_{(\uparrow)}^{(\nu)} = \sum_{t \in \mathcal{T}} \left( \frac{1}{(1 + \lambda_{t})^{\nu}} \right) \left( \sum_{k \in \mathcal{L} \cup \mathcal{L}^{+}} c_{k}^{(t)} x_{k}^{(t)} + \sum_{i \in \mathcal{G} \cup \mathcal{G}^{+} \cup \mathcal{G}^{-} \cup \mathcal{G}_{g}^{+}} \left( g_{i}^{(t)} - p_{i}^{(t)} - \gamma_{t}^{(t)} \right) u_{i} \left( n_{i} \right) \phi_{i} \right) + \bar{e}_{l}^{(t)} \bar{D}_{l}^{(t)} \bar{D}_{l}^{(t)} \phi_{l}^{(t)}$.

This iterative process is repeated until the absolute value of the relative difference between upper and lower bounds is
below a selected threshold. For more details about the structure of the algorithm, applied just for the capacity expansion problem, check reference [17].

The advantage of this bi-level formulation given by (53)-(58) is that it has the same problem structure than that defined by [29], and therefore the proposed column-and-constraint generation method guarantees convergence to a global optimum.

IV. EXAMPLES

In this section, the numerical results for an illustrative example based on Garver system [9] and a case study using the IEEE 118-bus test system [30] are portrayed to analyze the joint study of transmission network and generation expansion planning.

All numerical tests have been implemented and solved using CPLEX within GAMS [31] on a Windows DELL PowerEdge R920 server with two Intel Xeon E7-4820 processors clocking at 2 GHz and 768 Gb of RAM. The stopping tolerance for all cases is equal to $\epsilon = 10^{-6}$.

A. Illustrative Example. Garver’s 6-bus System

The model is initially tested in the Garver 6-bus system depicted in Figure 1. This system is composed of 6 buses, 3 generators, 5 levels of inelastic demand and 6 lines. Data for generation and demand capacities, and supply and bidding prices are given in [16]. The load-shedding cost is equal to hundred times the bidding price for each level of demand. Line data are obtained from Table I of reference [12], including construction costs.

Regarding expansion possibilities, 6 generation units and 3 transmission lines between each pair of buses could be installed. The characteristics of possible generation units, which are assumed to be wind units, are shown in Table I. The first three generation units belong to one group ($g = 1$) to be constructed and installed in phases (at different times) at the same bus 1, so in case the model decides to include them in the generation expansion planning they must be installed sequentially, i.e. $G_i^+ = \{4, 5, 6\}$. In addition, it is known that the existing generator at node 1 is going to be dismantled at time period 8 because it reaches its useful life, i.e. $G_i^- = \{1\}$. The rest of sets associated with generation are $G \equiv \{2, 3\}$ and $G^+ \equiv \{7, 8, 9\}$. Operational and investment costs for generators presented in Table I come from [3]. In what regards to the characteristics of the new possible transmission lines, they are also attained from Table I of reference [12]. The maximum available investment budget for transmission lines is 40 million euros.

The time horizon considered is 25 years and the discount rate is 10%. The weighted factor $\sigma$ is equal to the number of hours in one year, i.e. 8760, so that the load-shedding and power generation costs are related to years, which can be comparable with the annualized investment cost.

![Garver’s 6-bus test system.](image)

Fig. 1. Garver’s 6-bus test system.

| TABLE I | CANDIDATE RENEWABLE GENERATORS RELATED TO GARVER’S 6-BUS TEST SYSTEM. |
|---------|---------------------------------------------------------------|
| Gen. Bus | Power Capacity $u_i^G$ (MW) | O&M Costs $\bar{\mu}_i^G$ (€/MWh) | Investment cost $h_i^G$ (M€) |
| 4       | 1  | 50  | 17.5 | 350 |
| 5       | 1  | 70  | 17.5 | 80  |
| 6       | 1  | 40  | 17.5 | 40  |
| 7       | 2  | 150 | 16.5 | 200 |
| 8       | 4  | 200 | 15.0 | 198 |
| 9       | 5  | 100 | 17.0 | 110 |

Regarding the uncertainty sets, the maximum capacity of conventional generators can decrease a maximum of 50% with respect to their nominal values, i.e. $u_i^G = 0.5u_i^G$; $i = 1, 2, 3$, while for renewable generators their maximum capacity can decrease a 100% with respect to their nominal values, i.e. $u_i^G = 0.5u_i^G$; $i = 4, \ldots, 9$. Load levels may change a maximum of 20% with respect to their nominal values, i.e. $D_j^G = 0.8D_j^G$; $j = 1, \ldots, 5$. Finally, annual growth rates for load nominal values and dispersion are equal to 1.2%, i.e. $\bar{\delta}_{i}^{(t)} = h_{i}^{(t)} = 1.012^{(t-1)}$.

Four case studies are analyzed, considering two different combinations of uncertainty budgets associated with generation capacities and demands and two different generation investment budgets. It is worth stressing that the inclusion of new generators implies updating the uncertainty budget associated with generation, we use the following step function to define $\Gamma_i^G(\bar{u}_i^{(t)})$: if 1 or 2 generators are built, the generation uncertainty budget increases in one unit; if 3 or 4 generators are built, the uncertainty budget increases in two units; and finally, if 4 or 5 generators are built, the uncertainty budget increases in three units.

Results about investment cost, and lines and generators built for each case study using the proposed model are given...
in Table II. From this table the following observations are pertinent:

- For the first combination of uncertainty budgets, $\Gamma^G$ and $\Gamma^L$ equal to 1 and 2, lines and generators built are the same. Note that the candidate generator that remains to be built has an investment cost of 200 million euros, thus the rise considered in the generation investment budget does not allow the construction of the remaining generator and no more lines are needed.
- Total cost for cases a) and c) is 14627.918 and 64927.727 million euros, respectively. Therefore, the higher uncertainty is, the higher total cost is. Note that lines are built in earlier periods when the total cost is higher.
- Total cost for case studies b) and d) is 14627.918 and 63081.771 million euros, respectively. Note that the configuration of built generators changes and lines are built early in d) due to the higher cost.
- In case studies c) and d), the increase in investment budget for generators allows to build one more line or more generators.
- It is worth stressing the complexity of this problem. For the same uncertainty budgets, the solutions associated with different investment budgets are not incremental. Thus the necessity to consider the year-by-year dynamic of the problem.

Regarding computational tractability, the number of iteration required are 16, 15, 10 and 16, respectively, for study cases a), b), c) and d). The maximum computing time is eight hours for the case a).

**B. IEEE 118-bus test system example**

We also apply the proposed model on a bigger and more realistic case using the IEEE 118-bus test system [30]. The system is composed of 118 buses, 186 existing lines, 54 generators and 91 loads. We assume that the generator located at bus 4 stops working at period 8 because it reaches its useful life, i.e. $G^- = \{4\}$. Generation capacities and demand loads can be found in [16]. The load-shedding cost is ten times the bidding price of each level of demand. In addition, the same 61 existing lines given in [16] can be duplicated to build additional lines. Data for all lines are taken from [30]. The characteristics of new possible generators are shown in Table III and there are two groups of generators to be installed sequentially at buses 4 and 20, i.e. $G^+_1 \equiv \{56, 57, 58\}$ and $G^+_2 \equiv \{64, 65, 66\}$. The investment budgets for the generators and transmission lines are 1500 and 100 million euros, respectively. The discount rate is 10% and the time horizon is 25 years.

Due to uncertainty, conventional generators can decrease a 50% with respect to their nominal values, i.e. $\bar{G}^G_i = 0.5 \bar{a}^G_i; \; i = 1, \ldots, 54$, while for renewable generators their maximum capacity can decrease a 100% with respect to their nominal values, i.e. $\bar{G}^R_i = \bar{a}^R_i; \; i = 55, \ldots, 84$. Demand levels may change a maximum of 50% with respect to their nominal values. Annual growth rates for load nominal values and dispersion are equal to 1.2%, i.e. $h_{\mu,j}^{(t)} = h_{\sigma,j}^{(t)} = 1.012^{(t-1)}$.

### Table II

| Case Study | Input Values | Inv. Cost (ME) | New Lines | New Generators |
|------------|--------------|----------------|-----------|----------------|
| a) 1, 2, 350 | 384.802 | 1 | 3 | 4 | 8 |
| b) 1, 2, 450 | 384.802 | 2 | 6 | 1 | 1 |
| c) 2, 3, 350 | 385.190 | 3 | 5 | 1 | - |
| d) 2, 3, 450 | 475.124 | 4 | 6 | 1 | - |

### Table III

| Number | Bus | Power Capacity (MW) | O&M Cost (€/MWh) | Investment Cost (ME) |
|--------|-----|---------------------|------------------|---------------------|
| 55     | 1   | 90                  | 15.2             | 120                 |
| 56     | 4   | 50                  | 17.8             | 50                  |
| 57     | 4   | 70                  | 17.5             | 80                  |
| 58     | 4   | 40                  | 17.5             | 40                  |
| 59     | 6   | 100                 | 17.1             | 110                 |
| 60     | 10  | 180                 | 15.3             | 184                 |
| 61     | 14  | 100                 | 17.0             | 110                 |
| 62     | 14  | 90                  | 15.2             | 120                 |
| 63     | 18  | 150                 | 16.0             | 145                 |
| 64     | 20  | 50                  | 17.6             | 50                  |
| 65     | 20  | 50                  | 17.6             | 50                  |
| 66     | 20  | 60                  | 15.4             | 55                  |
| 67     | 21  | 130                 | 16.5             | 135                 |
| 68     | 22  | 200                 | 15.0             | 198                 |
| 69     | 27  | 80                  | 15.9             | 90                  |
| 70     | 38  | 110                 | 16.7             | 123                 |
| 71     | 39  | 200                 | 15.1             | 200                 |
| 72     | 50  | 90                  | 17.0             | 118                 |
| 73     | 51  | 150                 | 16.6             | 153                 |
| 74     | 62  | 110                 | 16.8             | 103                 |
| 75     | 75  | 110                 | 16.9             | 147                 |
| 76     | 80  | 170                 | 16.6             | 164                 |
| 77     | 88  | 200                 | 15.1             | 198                 |
| 78     | 93  | 100                 | 17.0             | 110                 |
| 79     | 94  | 200                 | 15.0             | 198                 |
| 80     | 96  | 140                 | 16.3             | 158                 |
| 81     | 101 | 170                 | 15.2             | 180                 |
| 82     | 114 | 190                 | 15.5             | 191                 |
| 83     | 116 | 110                 | 16.6             | 112                 |
| 84     | 118 | 90                  | 17.3             | 102                 |

### Table III

**Candidate generators related to IEEE 118-bus test system example.**

| Number | Bus | Power Capacity (MW) | O&M Cost (€/MWh) | Investment Cost (ME) |
|--------|-----|---------------------|------------------|---------------------|
| 55     | 1   | 90                  | 15.2             | 120                 |
| 56     | 4   | 50                  | 17.8             | 50                  |
| 57     | 4   | 70                  | 17.5             | 80                  |
| 58     | 4   | 40                  | 17.5             | 40                  |
| 59     | 6   | 100                 | 17.1             | 110                 |
| 60     | 10  | 180                 | 15.3             | 184                 |
| 61     | 14  | 100                 | 17.0             | 110                 |
| 62     | 14  | 90                  | 15.2             | 120                 |
| 63     | 18  | 150                 | 16.0             | 145                 |
| 64     | 20  | 50                  | 17.6             | 50                  |
| 65     | 20  | 50                  | 17.6             | 50                  |
| 66     | 20  | 60                  | 15.4             | 55                  |
| 67     | 21  | 130                 | 16.5             | 135                 |
| 68     | 22  | 200                 | 15.0             | 198                 |
| 69     | 27  | 80                  | 15.9             | 90                  |
| 70     | 38  | 110                 | 16.7             | 123                 |
| 71     | 39  | 200                 | 15.1             | 200                 |
| 72     | 50  | 90                  | 17.0             | 118                 |
| 73     | 51  | 150                 | 16.6             | 153                 |
| 74     | 62  | 110                 | 16.8             | 103                 |
| 75     | 75  | 110                 | 16.9             | 147                 |
| 76     | 80  | 170                 | 16.6             | 164                 |
| 77     | 88  | 200                 | 15.1             | 198                 |
| 78     | 93  | 100                 | 17.0             | 110                 |
| 79     | 94  | 200                 | 15.0             | 198                 |
| 80     | 96  | 140                 | 16.3             | 158                 |
| 81     | 101 | 170                 | 15.2             | 180                 |
| 82     | 114 | 190                 | 15.5             | 191                 |
| 83     | 116 | 110                 | 16.6             | 112                 |
| 84     | 118 | 90                  | 17.3             | 102                 |
Using the following uncertainty budgets $\Gamma^G = 15$ and $\Gamma^D = 20$, the DTNRGEP approach provides an investment cost of 1599.574 million euros for constructing the generators shown in Table IV and the lines 187, 189, 191, 192, 203, 204, 205, 206, 207, 211, 223, 226, 241. Lines 180 and 204 are constructed at period 15 and 3, respectively, while the rest of lines are constructed at the beginning of the time period considered. In terms of operational costs, a total of 1.069 billion euros are needed, of which 360.961 million euros belong to load-shedding.

Note that as in the previous example, the sequential installation of the corresponding generators is respected. Thus, three generators are built at periods 1, 2 and 3, respectively, at bus 20.

Regarding computational tractability, 5 iterations are required to reach convergence in a computational time of 4 hours and 28 minutes.

V. CONCLUSIONS

In this paper the use of robust optimization for solving the dynamic transmission and renewable generation expansion planning problem has been extended. The model put forward herein provides the initial design and the expansion plan as regards forthcoming years in terms of where and when new lines and/or generators have to be constructed. It is possible to assume that the probability distributions for the random variables (uncertainty sets) change between consecutive years. The proposed model provides an integrated approach reaching the global optimal solution, and overcomes the size limitations and computational intractability associated with this type of problem for realistic cases.

The proposed model constitutes a valuable tool for the difficult task of transforming conventional power systems into sustainable systems.

REFERENCES

[1] Kyoto Protocol. Available: http://unfccc.int/kyoto_protocol/items/2830.php
[2] S. Lumbreras and A. Ramos, “The new challenges to transmission expansion planning, survey of recent practice and literature review,” Electric Power Systems Research, vol. 134, pp. 19–29, 2016.
[3] A. A. Sánchez de la Nieta, J. Contreras, and J. I. Muñoz, “Optimal coordinated wind-hydro bidding strategies in day-ahead markets,” IEEE Transactions on Power Systems, vol. 28, no. 2, pp. 798–809, 2013.
[4] A. A. Sánchez de la Nieta, J. Contreras, and J. P. S. Catalao, “Optimal single wind hydro-pump storage bidding in day-ahead markets including bilateral contracts,” IEEE Transactions on Sustainable Energy, vol. 7, no. 3, pp. 1284–1294, July 2016.
[5] X. Wang and J. R. McDonald, Modern power system planning. McGraw-Hill Companies, 1994.
[6] J. R. Birge and F. Louveaux, Introduction to stochastic programming. Springer Science & Business Media, 2011.
[7] D. Whitley, “A genetic algorithm tutorial,” Statistics and computing, vol. 4, no. 2, pp. 65–85, 1994.
[8] A. Thiele, T. Terry, and M. Epelman, “Robust linear optimization with recourse,” Rapport technique, pp. 4–37, 2009.
[9] L. L. Garver, “Transmission network estimation using linear programming,” IEEE Transactions on Power Apparatus and Systems, no. 7, pp. 1688–1697, 1970.
[10] R. Fang and D. J. Hill, “A new strategy for transmission expansion in competitive electricity markets,” IEEE Transactions on power systems, vol. 18, no. 1, pp. 374–380, 2003.
[11] P. Wu, H. Cheng, and J. Xing, “The interval minimum load cutting problem in the process of transmission network expansion planning considering uncertainty in demand,” IEEE Transactions on Power Systems, vol. 23, no. 3, pp. 1497–1506, 2008.
[12] L. P. García, A. J. Conejo, R. García-Bertrand, and R. Romero, “A bilevel approach to transmission expansion planning within a market environment,” IEEE Transactions on Power Systems, vol. 24, no. 3, pp. 1513–1522, 2009.
[13] H. Yu, C. Chung, and K. Wong, “Robust transmission network expansion planning method with taguchi’s orthogonal array testing,” IEEE Transactions on Power Systems, vol. 26, no. 3, pp. 1573–1580, 2011.
[14] R. Jabr, “Robust transmission network expansion planning with uncertain renewable generation and loads,” IEEE Transactions on Power Systems, vol. 28, no. 4, pp. 4558–4567, 2013.
[15] C. Ruiz and A. J. Conejo, “Robust transmission expansion planning,” European Journal of Operational Research, vol. 242, no. 2, pp. 390–401, 2015.
[16] R. Mínguez and R. García-Bertrand, “Robust transmission network expansion planning in energy systems: Improving computational performance,” European Journal of Operational Research, vol. 248, no. 1, pp. 21–32, 2016.
[17] R. García-Bertrand and R. Mínguez, “Dynamic robust transmission expansion planning,” IEEE Transactions on Power Systems, DOI 10.1109/TPWRS.2016.2629266.
[18] G. Anders, “Generation planning model with reliability constraints,” IEEE Transactions on Power Apparatus and Systems, no. 12, pp. 4901– 4908, 1981.
[19] H. Chen, X. Wang, and X. Zhao, “Generation planning using lagrangian relaxation and probabilistic production simulation,” International journal of electrical power & energy systems, vol. 26, no. 8, pp. 597–605, 2004.
[20] J. Sirikum and A. Techanitsawad, “Power generation expansion planning with emission control: a nonlinear model and a ga-based heuristic approach,” International Journal of Energy Research, vol. 30, no. 2, pp. 81–99, 2006.
[21] M. Mazadi, W. Rosehart, O. Malik, and J. Aguado, “Modified chance-constrained optimization applied to the generation expansion problem,” IEEE Transactions on Power Systems, vol. 24, no. 3, pp. 1635–1636, 2009.
[22] V. Nanduri, T. K. Das, and P. Rocha, “Generation capacity expansion in energy markets using a two-level game-theoretic model,” IEEE Transactions on Power Systems, vol. 24, no. 3, pp. 1165–1172, 2009.
[23] S. Dehghan, N. Amjadi, and A. Kazemi, “Two-stage robust generation expansion planning: a mixed integer linear programming model,” IEEE Transactions on Power Systems, vol. 29, no. 2, pp. 584–597, 2014.
[24] B. Gorenstin, N. Campodonico, J. Costa, and M. Pereira, “Power system expansion planning under uncertainty,” IEEE Transactions on Power Systems, vol. 8, no. 1, pp. 129–136, 1993.
[25] R. Hemmati, R.-A. Hooshmand, and A. Khodabakhshian, “Comprehensive review of generation and transmission expansion planning,” IET Generation, Transmission & Distribution, vol. 7, no. 9, pp. 955–964, 2013.
[26] J. J. López, K. Ponnambalam, and V. H. Quintana, “Generation and transmission expansion under risk using stochastic programming,” IEEE Transactions on Power Systems, vol. 22, no. 3, pp. 1369–1378, 2007.
[27] J. H. Roh, M. Shahidehpour, and L. Wu, “Market-based generation and transmission planning with uncertainties,” IEEE Transactions on Power Systems, vol. 24, no. 3, pp. 1587–1598, 2009.
[28] S. Dehghan, N. Amjadi, and A. J. Conejo, “Reliability-constrained robust power system expansion planning,” IEEE Transactions on Power Systems, vol. 31, no. 3, pp. 2383–2392, 2016.
[29] B. Zeng and L. Zhao, “Solving two-stage robust generation expansion planning problems using a column-and-constraint generation method,” Operations Research Letters, vol. 41, no. 5, pp. 457–461, 2013.
[30] IEEE 118-bus system, note=Available: http://motor.ece.iit.edu/data/data 118bus.pdf.
[31] A. Brooke, D. Kendrick, A. Meeraus, and R. Raman, “GAMS/CPLEX: A Users Guide,” GAMS Development Corporation (2003).

TABLE IV
NEW GENERATORS FOR IEEE 118-BUS TEST SYSTEM EXAMPLE.

| Number | Bus | Period | Number | Bus | Period |
|--------|-----|--------|--------|-----|--------|
| 56     | 4   | 22     | 63     | 18  | 1      |
| 64     | 20  | 1      | 65     | 20  | 2      |
| 66     | 20  | 3      | 71     | 39  | 1      |
| 73     | 51  | 1      | 74     | 62  | 1      |
| 76     | 80  | 1      | 77     | 88  | 1      |
| 79     | 94  | 1      | 82     | 114 | 1      |