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Abstract—This paper proposed a low-complexity antenna-layout-aware (ALA) covariance matrix estimation method. In the estimation process, antenna layout is assumed known at the estimator. Using this information, the estimator finds antenna pairs with statistically equivalent covariance values and sets their covariance values to the average of covariance values of all these antenna pairs. ALA for both uniform linear array (ULA) and uniform planar array (UPA) is discussed. This method takes the benefit that covariance matrices do not have full degrees of freedom. Therefore, the proposed ALA covariance matrix method is applied to a multi-cell network. Simulations have demonstrated that the proposed method can provide better performance than the widely used viaQ method, with respect to mean square errors and downlink spectral efficiencies.

Index Terms—Covariance matrix estimation, channel estimation, massive multiple-input multiple-output.

I. INTRODUCTION

As a promising technique for the fifth generation (5G) cellular network, massive multiple-input multiple-output (MIMO), a MIMO system with tens or hundreds of antennas, has attracted attentions from both the academia and industry \(^1\) \(^2\). Although massive MIMO is able to maximize its usage of spatial resources due to its high spatial resolution, previous studies suggested that pilot contamination would be a key limiting factor to massive MIMO networks \(^3\), i.e., the spectral efficiency in a massive MIMO network will be bounded even if the number of antenna grows to infinity.

However, recent research progresses in massive MIMO \(^4\) have shown that massive MIMO has unlimited capacity as long as the channels satisfy a certain condition, i.e., the covariance matrices of user equipments (UEs) using the same pilot are asymptotically linearly independent. In \(^4\), the authors claimed that this condition can be satisfied in ordinary systems. Then, a multi-cell minimum mean squared error (M-MMSE) receiver was developed and it was shown that M-MMSE can achieve unbounded spectral efficiency.

Additionally, the impact of imperfect covariance matrix in massive MIMO was discussed in \(^5\), where a widely used covariance matrix estimation method known as the viaQ method was proposed. The viaQ method estimated the covariance matrix by calculating the weighted average of the sample covariance matrix and its diagonal. However, the viaQ method requires the true knowledge of the covariance matrix during estimation. Authors in \(^6\) proposed a two-step procedure to reconstruct the covariance matrix. However, this procedure requires proper pilot allocation to UEs, which increases its complexity. In the latest 5G systems, in addition to uniform linear arrays (ULAs), uniform planar arrays (UPAs) are used as well \(^7\). Performance of these covariance matrix methods for UPAs is unanswered.

Therefore, to fill these research gaps, a novel low-complexity and practical covariance matrix estimation method named the antenna-layout-aware (ALA) method is proposed in the paper. This method requires the BS to have access to the layout of its antenna array only, which can be conveniently set when a BS is deployed. The contributions of this paper are summarized as follows.

1) This proposed method has been shown effective for both ULA and UPA layouts, which is compatible to most 5G systems.

2) Most importantly, the proposed method does not require the true knowledge of the covariance matrix.

The rest of this paper is organized as follows. Section II gives a general description of the system model. The proposed ALA method for both ULA and UPA is detailed in Section III. Simulation results and analysis are presented in Section IV. Conclusions are drawn in Section V.

II. SYSTEM MODEL

This paper considers a mobile network with \(L\) base stations (BSs) in a time-division duplexing (TDD) mode, i.e., channel reciprocity is assumed. Each BS is equipped with \(N_t\) antennas and corresponds to a cell. Also, there is one single-antenna UE in each cell. All UEs are assumed to share the same pilot symbols and time-frequency resources. UEs are arranged in a way such that all UEs are at the cell edge of the center cell. Moreover, the target UE lies in the line connecting an interfering UE and a neighbor BS. These settings are as shown in Fig. I. As a result, the worst scenario, i.e., BSs experiencing the largest interference in uplink and UEs experiencing the largest interference in downlink, is considered in this paper.

Let \(g_{lk}\) be the channel vector between the \(l\) BS and the \(k\)th UE \((1 \leq l, k \leq L)\) with \(g_{lk} \sim CN(0, R_{lk})\), where \(R_{lk}\) is the corresponding spatial covariance matrix. Considering the Kronecker channel model and UPAs, \(R_{lk}\) can be presented as

\[
R_{lk} = R_{lk}^v \otimes R_{lk}^h
\]  

(1)

where \(\otimes\) denotes the Kronecker product, \(R_{lk}^v\) is the elevation covariance matrix, and \(R_{lk}^h\) is the azimuth covariance matrix.
The exponential spatial correlation model \[4\] \[8\] is used in this paper. Therefore, the element in the \(n\)th row and the \(n\)th column of \(R_{lk}\) is shown as
\[
[R_{lk}^{\text{h(v)}}]_{mn} = r_h^{\text{n-m}} \exp(j(n-m)\theta_{lk,h(v)})
\]
(2)
where \(r_{h(v)} \in [0,1]\) is the correlation factor and \(\theta_{lk,h(v)}\) is the angle of arrival (AoA) in the azimuth (elevation). In the special case of a ULA, \(\hat{R}_{lk}\) equals 1.

Assuming that the signal-to-noise ratio (SNR) between the \(l\)th BS and the \(k\)th UE is \(\rho_{lk}^{\text{UL}}\), the decorrelated received signal vector \(y_l\) is presented as
\[
y_l = \sum_{k=1}^{L} \sqrt{\rho_{lk}^{\text{UL}}} g_{lk} + n_{\text{UL}}
\]
(3)
where \(n_{\text{UL}}\) is the Gaussian noise in the uplink following \(\mathcal{CN}(0, I)\). Then, assuming that both channel estimation and data transmission phases are within the coherence time of the channel, the minimum mean squared error (MMSE) estimate \(\hat{g}_{lk}\) of the channel vector \(g_{lk}\) with ideal covariance matrix can be expressed as \[9\]
\[
\hat{g}_{lk} = R_{lk} Q_{lk}^{-1} \left( \sum_{k=1}^{L} g_{lk} + \frac{1}{\rho_{lk}^{\text{UL}}} n_{\text{UL}} \right)
\]
(4)
where \(Q_{lk}\) is the sum of covariance matrices of users using the same pilot and a scaled identity matrix, i.e.,
\[
Q_{lk} = \sum_{k=1}^{L} R_{lk} + \frac{1}{\rho_{lk}^{\text{UL}}} I.
\]
(5)

Using the orthogonality property of MMSE, the estimated channel vector \(\hat{g}_{lk}\) is distributed as \(\hat{g}_{lk} \sim \mathcal{CN}(0, \Phi_{lk})\), with covariance matrix
\[
\Phi_{lk} = R_{lk} Q_{lk}^{-1} R_{lk}^H.
\]
(6)

In practice, the assumption that BSs have knowledge of ideal covariance matrices is not realistic. The estimated covariance matrices \(R_{lk}\) and \(Q_{lk}\) can only be obtained via processing the sample covariance matrices \(f(\tilde{R}_{lk}^{\text{(sample)}})\) and \(f(\tilde{Q}_{lk}^{\text{(sample)}})\). The sample covariance matrices are calculated by
\[
\tilde{Q}_{lk}^{\text{(sample)}} = \frac{1}{N_p} y_l y_l^H
\]
and
\[
\hat{R}_{lk}^{\text{(sample)}} = \tilde{Q}_{lk}^{\text{(sample)}} - \frac{1}{N_p} y_l y_l^H
\]
(8)
where \(N_p\) is the number of pilot symbols and \(y_l'\) is the received signal excluding the associated UE’s contribution. This can be done by using two slots for channel estimation. In the first slot, all UEs in the network will transmit pilot symbols simultaneously. In the second slot, only UEs in the neighboring cells will transmit pilot symbols. The processing function \(f(.)\) is an algorithm operating on the sample covariance matrix, which will be the viaQ method \[5\] or the ALA method in this paper.

After estimating the channel in the uplink, a BS will transmit information to its UE in downlink. Meanwhile, a UE will receive both the useful signal from its associated BS and interference from neighboring BSs. Let \(\rho_{DL}^{\text{DL}}\) denote the downlink SNR between the \(l\)th BS and the \(k\)th UE, the received signal \(z_k\) of the \(k\)th UE can be expressed as
\[
z_k = \sum_{l=1}^{L} \sqrt{\rho_{lk}^{\text{DL}}} \hat{g}_{lk}^H w_l s_l + n_{\text{DL}}
\]
(9)
where \(n_{\text{DL}}\) is the zero mean unit variance Gaussian noise and \(w_l\) is the precoding vector of the \(l\)th BS.

Here, we follow the downlink precoder design in \[10\], where the sum of the signal detection error and signal leakage is minimized, i.e.,
\[
\min_{w_l, \alpha_l} \frac{1}{\rho_{lk}^{\text{DL}}} \|\alpha_l (\hat{g}_{lk}^H g_{lk}^H w_l s_l + n_{\text{DL}}) - s_l\|^2 + \sum_{q \neq l} \|\alpha_l (\hat{g}_{lk}^H g_{lk}^H w_l s_l - s_l)\|^2, \quad \text{s.t.} \quad w_l^H w_l = 1.
\]
(10)
This optimization can be solved in closed form as in \[10\] and the optimal precoding vector \(w_l^{\text{opt}}\) can be computed as
\[
w_l^{\text{opt}} = \frac{1}{\alpha_l^{\text{opt}}} (\hat{g}_{ll}^H \hat{g}_{ll} + \sum_{k=1}^{L} R_{lk} - \Phi_{lk} + I)^{-1} \hat{g}_{ll}^H
\]
(11)
where \(\alpha_l^{\text{opt}}\) is a normalization factor for the precoding vector. The downlink signal-to-noise-plus-interference ratio (SNR) \(\gamma_{DL}^{\text{DL}}\) of the \(k\)th UE with the optimal precoding vector can be expressed as
\[
\gamma_{DL}^{\text{DL}} = \frac{\|\hat{g}_{lk}^H w_l^{\text{opt}}\|^2}{\frac{1}{\rho_{lk}^{\text{DL}}} + \text{var}[\hat{g}_{lk}^H w_l^{\text{opt}}] + \sum_{k' \neq k} \frac{\rho_{lk}}{\rho_{lk}^{\text{DL}}} \|\hat{g}_{lk}^H w_{k'}^{\text{opt}}\|^2}
\]
(12)
where \(\text{var}[\cdot]\) is the variance operator. It should be mentioned that the effects of non-ideal channel estimation and spatial covariance matrix estimation have been factored in \[12\].
III. ALA Covariance Matrix Estimation

After obtaining $\hat{R}_{ik}^{\text{(sample)}}$ and $Q_{ik}^{\text{(sample)}}$, further processing can be performed to calculate the final estimated covariance matrices $\hat{R}_{ik}$ and $\hat{Q}_{ik}$ to improve the channel estimation performance. The viaQ method proposed in [5] [11] computes $Q_{ik}$ as a weighted average of $Q_{ik}^{\text{(sample)}}$ and its diagonal, i.e.,

$$\hat{Q}_{ik} = (1 - \kappa)\hat{Q}_{ik}^{\text{(sample)}} + \kappa\hat{Q}_{ik,\text{diagonal}}.$$  

(13)

It was shown in [5] and [11] that the optimal weight (regularization factor) $\kappa$ can be computed in closed form. However, during the calculation of the optimal weight, true knowledge of $Q$ and $R$ is required by the BS. This requirement is not practical.

On the contrary, the ALA method proposed in this paper does not require the true knowledge of any covariance matrices. The only additional information needed in the estimation process is the antenna layout. This can conveniently be accessed when a BS is deployed. Moreover, unlike the viaQ method, which assumes full degrees of freedom in the estimation process, the proposed ALA method takes the advantage that a covariance matrix does not have full degrees of freedom. This means that if certain antenna pairs whose relative positions are the same, then their covariance values are statistically equivalent.

As both ULA and UPA are the most widely used antenna layouts, this paper focuses on discussing the ALA covariance matrix estimation for these two layouts.

A. ULA

For a $N_t$-antenna ULA, its antennas are placed in a horizontal line. Moreover, since the antenna elements are equally spaced, the covariance matrix of a ULA is a Toeplitz matrix. In this case, elements in an off-diagonal are statistically equivalent. Let us consider two pairs of antennas, $\text{PAIR}(p, q)$ and $\text{PAIR}(p', q')$ for instance, if the two inter-element spacings are the same ($d_{pq} = d_{p'q'}$), the two covariance values will be equal, i.e., $[\hat{R}]_{pq} = [\hat{R}]_{p'q'}$. Therefore, all elements in the covariance matrix $R$ satisfying the above condition can be replaced by the average of them. Using the Toeplitz structure of a ULA covariance matrix, this is equivalent to computing the average value along off-diagonal lines, i.e.,

$$[\hat{Q}]_{pq} = \sum_{m-n=p-q} [\hat{Q}^{\text{(sample)}}]_{mn} / (M - (m - n))$$

(14)

Pseudo codes of the ALA covariance matrix estimation for ULA are shown in Fig.2 The same procedure can be used to estimate $R$.

B. UPA

For a $N_t$-antenna UPA, its antennas are arranged in a plane in a column-major manner. The location of each antenna $p$ ($p = 0, 1, \cdots, N_t - 1$) can be represented as $(x_p, y_p)$ in an $M$-by-$N$ grid, where $M$ is the number of antennas in each column and $N = N_t / M$ is the number of antennas in each row, with $0 \leq x_p \leq N - 1$ and $0 \leq y_p \leq M - 1$. An example of a 24-antenna array arranged as a 4-by-6 panel is depicted in Fig.3 Given the antenna index $p$, the coordinates $(x_p, y_p)$ can be calculated as

$$x_p = \lfloor p / M \rfloor$$

$$y_p = \text{mod}(p, M)$$

where $\lfloor x \rfloor$ is the maximum integer less than $x$ and $\text{mod}(p, M)$ is the modulo operation with respect to $M$. On the contrary, when the coordinates $(x_p, y_p)$ of an antenna are given, the antenna index $p$ can be computed as $p = y_p M + x_p$.

To describe the principles of ALA covariance matrix estimation for UPA, let us consider an antenna pair $\text{PAIR}(p, q)$. It can be noticed that, when an angular spectrum is provided, the covariance value of $\text{PAIR}(p, q)$ depends only on the relative positions of antennas $p$ and $q$. As a result, the covariance value of an antenna pair is translation-invariant in the 2D grid. An example is illustrated in Fig.3 Let us consider $\text{PAIR}(p, q)$ and $\text{PAIR}(p', q')$. The antenna relative positions in these two pairs are the same and their covariance values are statistically equivalent, i.e., $[\hat{R}]_{pq} = [\hat{R}]_{p'q'}$. However, covariance values are not rotation-invariant to antenna pairs, because the angular spread in horizontal may not be the same as that in elevation. Rotating the antenna pair will change its covariance value. Then, the estimated covariance value can be calculated as the average of all covariance values of antenna pairs with the same relative positions.

Next, assuming a given $\text{PAIR}(p, q)$, the remaining question is how to identify the set $S_{pq}$ consisting of all antenna pairs with the same relative antenna positions as $\text{PAIR}(p, q)$.
PAIR(p', q') is a translation of PAIR(p, q) if the coordinates in PAIR(p', q') can be expressed as shifted versions of coordinates in PAIR(p, q). These can be expressed as

\[
x_{p'} = x_p + \Delta x, \quad x_{q'} = x_q + \Delta x
\]

\[
y_{p'} = y_p + \Delta y, \quad y_{q'} = y_q + \Delta y
\]  

Considering that the ranges of the horizontal direction and the vertical direction are bounded by \(N\) and \(M\), the set \(S_{pq}\) can be expressed as

\[
S_{pq} = \{(x_p + \Delta x, y_p + \Delta y), (x_q + \Delta x, y_q + \Delta y) \mid -\min\{x_p, x_q\} \leq \Delta x \leq N - 1 - \max\{x_p, x_q\},
-\min\{y_p, y_q\} \leq \Delta y \leq M - 1 - \max\{y_p, y_q\}\}.
\]  

Moreover, the cardinality \(|S_{pq}|\) can be calculated as

\[
|S_{pq}| = (N - |x_p - x_q|)(M - |y_p - y_q|). \tag{18}
\]

As a result, elements in the estimated covariance matrix using ALA can be expressed as

\[
\hat{Q}_{pq} = \frac{1}{|S_{pq}|} \sum_{\text{PAIR}(p', q') \in S_{pq}} \hat{Q}^{\text{sample}}_{p'q'}.
\]  

The pseudo codes of the ALA covariance matrix estimation for UPA are shown in Fig. 4. It can be seen in Fig. 4 that a \(N_1\)-by-\(N_1\) boolean assistance matrix is used to mark which elements have been calculated. If an element has been already calculated, the loop will be skipped. This assistance matrix can be used to avoid repeated computations, minimizing the complexity.

C. General antenna layouts

Although the most two typical antenna layouts, i.e., ULA and UPA, are discussed in this paper, the proposed ALA covariance matrix estimation algorithm can be applied to more general antenna layouts as long as the following two conditions are satisfied. First, the antenna layout information needs to be provided to the estimator as prior information. Second, only antenna pairs with translation operations can contribute when calculating the average covariance value.

D. Complexity analysis of the ALA estimation method

When the number of antennas is relatively large, maintaining low complexity becomes crucial. It can be observed in Fig. 2 and Fig. 4 that each element in the covariance matrix is visited only once. Therefore, the ALA estimation method has polynomial complexity \(O(N_1^2)\).

IV. RESULTS AND ANALYSIS

Simulations are performed in a one-ring seven-cell network. Uplink power settings are assumed to be the same as [5], i.e., \(P_{i}^{UL} = -7\)dB if \(i = k\) and \(P_{i}^{UL} = -8.6\)dB if \(i \neq k\). In downlink, the SNR of the attached UE is 13 dB and the SNRs of UEs in neighbor cells are calculated proportionally to their distances to the the BS assuming the path loss exponent is 2. For example, in Fig. 1 let us assume that the distance between the BS1 and its attached UE (center UE) is \(D\) and the downlink SNR is 13 dB. Then, the distance between BS2 and the center UE is 2\(D\). With path loss exponent 2, it can be obtained that the SNR between BS2 and the center UE is 7 dB. All other SNRs are computed in the same way. Moreover, correlation factors are set as 0.5 and 0.65 for azimuth and elevation. Azimuth AoAs \(\theta_{lk,v}\) are drawn from a uniform distribution within \((-\pi, \pi)\) and elevation AoAs \(\theta_{lk,h}\) are drawn from a uniform distribution within \((-\pi/2, \pi/2)\).

The normalized channel estimation errors with different covariance matrix estimation methods, number of pilot samples, and antenna layouts are depicted in Fig. 5. The normalized channel estimation error is measured by the mean squared error (MSE) and is calculated as

\[
\text{MSE} = \mathbb{E} \left\{ \| \mathbf{g}_{lk} - \hat{\mathbf{g}}_{lk} \|^2 \right\} / \text{tr}(\mathbf{R}_{lk}) \tag{20}
\]

The MSE curves with ideal covariance matrix serve as lower bounds and remain flat in terms of \(N_p\) as expected. When \(N_p\) is relatively small (\(N_p \leq 250\)), the viaQ method outperforms the proposed ALA method. The reason for this is that multiple entries in the estimated covariance matrix of the ALA method share a common value. When this common value is not accurate enough due to insufficient number of pilots, the estimated error propagates, causing the slightly poorer performance in
the ALA method when $N_p$ is relatively small. However, when $N_p$ continues to grow, the proposed ALA method dominates and is able to close its gap to the ideal covariance matrix curve more quickly than the viaQ method. The viaQ method suffers from its nature in (13) that its off-diagonal entries are always scaled and $1 - \kappa$ times smaller than those in the sample covariance matrix. The impact of these scaled entries is shown to be significant when $N_p$ is sufficiently large.

Downlink spectral efficiency with ULA is illustrated in Fig. 6. The spectral efficiency with ideal covariance matrix serves as the upper bound and grows with the antenna number. When the antenna number is small, the ALA and viaQ achieve similar performance. However, when the antenna number is moderate and large $64 \leq N_t \leq 256$, the ALA method achieves better spectral efficiency than the viaQ method. It can also be observed that the spectral efficiency of the viaQ method starts to saturate, while the spectral efficiency of the ALA method continues to increase with antenna number.

Downlink spectral efficiency with UPA is shown in Fig. 7. Spectral efficiencies of both the ideal and ALA method show a similar trend as those using ULA. What is more, the spectral efficiency of the viaQ method is able to grow with the antenna number as well. This shows that UPA is more resilient to covariance matrix estimation errors than ULA. The reason for this can be explained in Table I. It can be seen that the viaQ $\kappa$ for ULA converges to 1 after 128 antennas, meaning that the viaQ estimated covariance matrix is fully determined by the diagonal matrix of the sample covariance matrix. On the other hand, the viaQ $\kappa$ for UPA converges much slower. As a result, the off-diagonal entries of the sample covariance matrix still contribute to the estimated covariance matrix.

V. CONCLUSIONS

A low-complexity ALA covariance matrix estimation method has been presented in this paper. Since covariance matrices do not have full degrees of freedom, the proposed ALA method can maximize the benefit of this property by allowing a BS to have knowledge of its antenna layout. It has been shown that the ALA method is effective to both ULA and UPA layouts, which are the two most widely used in practice. The proposed ALA method has been applied to a multi-cell network. Simulations have shown that the proposed ALA method has lower MSE of the estimated channel than the viaQ method when the number of pilot symbols is moderate. Additionally, the proposed ALA method significantly outperforms the viaQ method in terms of spectral efficiency. For future work, the application of the ALA method to multi-cell multi-user network in both uplink and downlink can be investigated. Moreover, impact of effects such as antenna rotations, misalignment, and imperfect knowledge of antenna geometry can be studied.
TABLE I
VALUES OF THE VIAQ REGULARIZATION FACTOR $\kappa$ IN DIFFERENT ANTENNA LAYOUTS AND NUMBERS ($N_p = 3000$).

| $N_t$ | 2  | 4  | 8  | 16 | 32 | 64 | 128 | 256 |
|------|----|----|----|----|----|----|-----|-----|
| ULA  | 0.29 | 0.29 | 0.38 | 0.45 | 0.54 | 0.60 | 0.71 | 0.84 |
| UPA  | 0.29 | 0.29 | 0.37 | 0.43 | 0.54 | 0.60 | 0.71 | 0.84 |
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