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Abstract
Several statistical approaches have been developed to analyze the sampling of huge data and information. There are three significant factors for comparison of the strength of these methods that are argued in this paper; the proposed method is a compatible approach to various types of sampling methods and applied to improve the sampling efficiency and decrease uncertainties to reach accuracy in results. In argued methods, each element just belongs to one category and/or strata, but in our approach, each element includes all groups with one exception that membership values are different. The case study results show that the proposed Fuzzy Strata Sampling (FSS) method better measures uncertainty and accuracy rate than the other existing sampling methods.
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Nomenclature

| Acronym | Description |
|---------|-------------|
| FSS     | Fuzzy Strata Sampling |
| ME      | Margin of Error |
| SE      | Standard Error |
| SRS     | Stratified Random Sampling |
| \( \mu \) | Membership value |
| \( \mu_A(x) \) | Membership value of \( x \) from group A |
| \( I \) | Iteration |
| \( N_h \) | Number of observations within each stratum |
| \( n_m \) | Number of elements in the strata m |
| \( N_i \) | Number of observations in \( i \)th strata |
| \( n_i \) | Number of elements for \( i \)th strata |
| \( \bar{x} \) | Mean of fuzzy number in each Strata |
| \( \bar{x}_m \) | Mean value of \( m \)th strata |

1. Introduction

Improving and handling uncertainty in sampling is a vital component for effective decision making. Uncertainty is insufficiently, explicitly communicated to random sampling methods [1]. The quantification and propagation of uncertainty become essential in precisely those situations where quantitative modeling cannot draw upon extensive historical, statistical or measurement data [2]. Fuzzy logic systems constitute a powerful tool for coping with ubiquitous uncertainty in many engineering applications [3].

The most important point in assessing uncertainty of gained population via sampling is to recognize that all uncertainties are not quantifiable, and therefore they should be separated from the sampling characteristics [4]. In sampling methods, if we are willing to give up some features of random sampling, notably serial independence, then variance reduction techniques may be invoked [5]. A suitable mathematical model for random variables which assume fuzzy values are so-called fuzzy random variables [6].

In standard statistics the combination of observations into an element of the sample space is trivial. But for fuzzy data this is not [7]. Since Zadeh first introduced the concept of a fuzzy set [8], Fuzzy principles have been applied to a huge and diverse range of sciences [9]. Survey sampling provides a variety of methods for selecting probability-based random samples [10]. Survey sampling is the process of selecting a probability-based sample from a finite population according to a sample design. You then collect data from these selected units and use them to estimate characteristics of the entire population [11]. The procedure can select a simple random sample or a sample according to a complex multistage sample design that includes stratification, clustering, and unequal probabilities of selection [12]. With probability sampling, each unit in the survey population has a known, positive probability of selection. This property of probability sampling avoids selection bias and enables you to use statistical theory to make valid inferences from the sample to the survey population [13].

The main purpose of most measurements is to enable decisions to be made. The credibility of these decisions...
depends on knowledge about the uncertainty of the measurement results. Uncertainty in measurement can be defined as being made up of two components: uncertainty derived from sampling a matrix and using those samples to represent the whole sampled mass; and the uncertainty derived from the analytical process \[14, 15\].

Now, the aim of this paper is to use advantages of fuzzy model to improve sampling and solve the problems that occur in probability sampling with the cross-disciplinary approaches for uncertainty analyses suitable for random number generation that is proposed by using fuzzy set theory and stratification sampling. In stratified and cluster sampling it is hard and time-consuming to separate data into categories, however after do this it is not precise. For example one element can be belonging to some categories near to that element (Figure 1).

As a result, although these methods have many benefits in sampling versus of other methods, unfortunately category based methods have many problems, because of unsuitable clustering results are not precise. A basic problem, at the present stage of the sampling methods, is how to manage the variance of sample process while taking into account its intrinsic features of uncertainty, including imprecision and vagueness. The proposed method is in fact a compatible approach to vary types of sampling methods, and applied to improving the sampling efficiency in the uncertainties, so we decrease uncertainties to reach accuracy in results.

\begin{figure}[h]
  \centering
  \includegraphics[width=\textwidth]{methods_of_element_categorizing_in_groups.png}
  \caption{Methods of element categorizing in groups}
\end{figure}

The remainder of this paper is classified as follows: section-II presents the research background on quality of survey sampling results. Section-III presents a survey on stratified random sampling method. Section-IV provides Fuzzy sampling and the application of the Fuzzy set theory and Possibility extension theorem in generating the proposed Fuzzy-Strata sampling (FSS) algorithm. Finally, the last section presents the conclusions and discussion.

\section{Quality of Survey Sampling Results}

A survey is any activity that collects information in an organized and methodical manner about characteristics of interest from some or all units of a population using well-defined concepts, methods and procedures, and compiles such information into a useful summary form \[16\]. A survey usually begins with the need for information where no data – or insufficient data – exist. Researchers often use sample survey methodology to obtain information about a large population by selecting and measuring a sample from that population \[17\]. Due to variability among items, researchers apply scientific probability-based designs to select the sample \[18\]. When researchers describe the quality of survey results, they may use one or more of the following terms: Accuracy, Precision and Margin of error \[19\]. Accuracy refers to how close a sample statistic is to a population parameter, and precision refers to how close estimates from different samples are to each other. For example, the standard error is a measure of precision. When the standard error is small, estimates from different samples will be close in value; and vice versa. Precision is inversely related to standard error. When the standard error is small, sample estimates are more precise; when the standard error is large, sample estimates are less precise. Lastly, the margin of error expresses the maximum expected difference between the true population parameter and a sample estimate of that parameter. To be meaningful, the margin of error should be qualified by a probability statement. The margin of error is equal to half of the width of the confidence interval \[19\]. Once a choice is made to use a probability sample design, one must choose the type of probability sampling to use. There are four major types of probability sample designs: Simple Random Sampling, Stratified Sampling, Systematic Sampling, and Cluster Sampling. Simple random sampling is the most recognized probability sampling procedure. Stratified sampling offers significant improvement to simple random sampling. Systematic sampling is probably the easiest one to use, and cluster sampling is most practical for large national surveys \[20\].

\section{Stratified Random Sampling}

Random stratified sampling is one of the most well-known statistical methods to study the behavior of the average population of the studied variable. And has many applications in using real data sets and data needed for simulation \[21\], and also, able to estimate the distributions via Fuzzy logics \[22\], and multilevel Monte Carlo simulations \[23\]. In some cases, this sampling method has been used to study multivariate populations to estimate population characteristics \[24\]. A survey is any activity that collects information in an organized and methodical Stratified random sampling refers to a sampling method that has the following properties:

- The population consists of \( N \) elements.
- The population is divided into \( H \) groups, called strata.
- Each element of the population can be assigned to one, and only one, stratum.
- The number of observations within each stratum \( N_h \) is known, and \( N = N_1 + N_2 + N_3 + \ldots + N_{H-1} + N_H \).
The researcher obtains a probability sample and draws a simple random sample from each stratum (Figure 2).

**Figure 2.** An example of stratified sampling

Stratified sampling offers several advantages over simple random sampling:
- A stratified sample can provide greater precision than a simple random sample of the same size.
- Because it provides greater precision, a stratified sample often requires a smaller sample, which saves money.
- A stratified sample can guard against an "unrepresentative" sample (e.g., an all-male sample from a mixed-gender population).
- We can ensure that we obtain sufficient sample points to support a separate analysis of any subgroup.

The main disadvantage of a stratified sample is that it may require more administrative effort than a simple random sample.

4. Fuzzy Sampling

In argued method each element just belongs to one category, but in our approach each element includes in all groups with one exception that membership values are different. For example, consider age ranges. (Figure 3) i.e. a man with 30 years old belongs to five groups by bloom membership values:

**Figure 3.** Demonstration of fuzzy membership function for age example

When such samples are categorized with stratified method, some errors raised for computing values like variance, mean, etc. in fuzzy approach these types of errors can be eliminated or reduced.

4.1. Proposed FSS Algorithm

Stratified sampling offers several advantages over simple random sampling [1]: Like stratified method we choose some random elements from each stratum for sampling, and then we identify the neighborhood of strata to modeling fuzzy. Let \( n_1, n_2, ..., n_m \) be the number of elements in each of the \( m \) sampled strata. Let \( \bar{x}_1, \bar{x}_2, ..., \bar{x}_m \) be the means of the sampled strata. The relative uncertainty itself can also be used without the subsequent statistical testing particularly if enough is known about the parameter being evaluated. Variance reduction techniques are methods that attempt to reduce the variance, i.e., the dispersion associated with the variations, of the parameter being evaluated. This can result in one of two outcomes. Either the variance is reduced for the same number of sampling or the number of sampling can be reduced for the same variance, the comparison of both being made when no variance reduction techniques are used. This therefore either increases the confidence in the results or reduces the computational burden. There are many forms of variance reduction techniques and a specialized text should be consulted if full details of all techniques are needed. This algorithm provides reduced variances and standard errors comparison with other traditional methods. Schematic of proposed method is shown in Figure 4.

Steps that are used for programming with use of fuzzy-stratified method are mentioned in below algorithm (Figure 4), consist of following classified steps:
1. Select \( m \) random elements from each strata
2. Determine neighborhood of between strata
3. Calculate membership values for each strata
4. Calculate mean value, variance, max confidence and min confidence from formulas and
5. Complementary outputs of the algorithm are as follows:
   a. Calculate values for each stratum with effect of strata neighbors
   b. Calculate values with effect of element neighbors in each strata
   c. Calculate values with effect of both element neighbors and strata neighbors

Formulations and relations that are used for computing the parameters such as Mean, Variance, Maximum and Minimum Confidence intervals are the same as stratified sampling formulations, in addition with fuzzy membership functions. Hence, for Mean estimator of this method we have:

To compute the overall sample mean, we need to compute the sample means for each stratum.

\[
\bar{x} = \frac{\sum x_i}{n_i}
\]  

Then;
An estimator of samples variance is given by:

\[ Variance = \frac{M - \frac{q}{M} \sum_{i=1}^{\infty} n_i \left( \mu_i - \text{Mean} \right)^2}{q - 1} \]  

(3)

Where

\[ \pi = \sum_{i=1}^{\infty} \frac{n_i}{q} \]  \text{And}  \quad q = m(\mu_{i+1} + \mu_{i-1})

Standard error (SE):

\[ SE = \left( \frac{1}{N} \right) \sqrt{\sum \left( \frac{n_i}{N} \right) \left( \frac{1 - \frac{n_i}{N}}{q} \right) \text{Variance/}n_i} \]  

(4)

Where,

\( N \) and \( N_i \) are the number of observations in the population for strata \( l \) respectively.

Margin of error (ME):

\[ ME = \text{Critical Value} \times SE = 1.96 \times SE \]  

(5)

Specify the confidence interval. The range of the confidence interval is defined by the sample statistic ± margin of error. And the uncertainty is denoted by the confidence level, using the preceding information, we construct a 95% confidence interval for Mean as follows:

Confidence Interval = Mean ± 1.96 \times Variance

(6)

For example, at the end of every school year, the state administers a reading test to a sample of graders. The school system has 50,000 graders; first to fifth graders each has 10,000 students. This year, a proportionate stratified sample was used to select 500 students for testing. Because the population has equal students for every stratum, each stratum consisted of 100 students. We modeled this method, stratified sampling and exhaustive method (real mean and variance) in a system (win 7, mat lab R2010a, 2.30 GHz, 2 GB), and then compared results are given in Table 11.

Results show that significantly error values for fuzzy method is less than stratified and also approximations of mean value for fuzzy is close to population mean (Figure 5). Fuzzy method has equal differences SE like stratified method, as results in statistical approaches we can see that this method is an effective way to compute statistical values because of sufficient precision and ME. Standard Error deviations on difference run for fuzzy and stratified sampling are shown in Figure 6.

Also, Figure 7 shows the Mean values for exact, stratified sampling, and fuzzy sampling. As obviously, the fuzzy-stratified method has less deviation from the mean exact solution rather than simple stratified method. So, this method shows less error values from the exact solve, and we can conclude that accuracy rate for fuzzy method is higher than stratified.
Figure 5. Mean improving using fuzzy sampling

Figure 6. Standard Error deviations on difference run for fuzzy and stratified sampling

Figure 7. Mean deviations of sampling
As shown in Figure 7, the purpose of this study is to show that the mean values in stratified sampling have a higher dispersion than the mean values in the fuzzy state. The values shown by the fuzzy diagram are in fact the values of the proposed fuzzy-strata method, and the strata diagram is the crude state of the strata sampling. It is clear that the deviations from the mean line in fuzzy-strata sampling is less. In Table-1 (7th column) as accuracy percentage shows the superiority of proposed method, as can be seen, the accuracy of fuzzy-strata for example for 1000 iteration is 98.161 is higher than the accuracy of the crude strata sampling (97.963). And for other number of iterations also is obvious.

V- Conclusion and Discussion

With the set of given numbers, elements or objects in the statistical approaches we can select the elements in a random way to compute values of many subjects like mean, variance and etc. There are some sampling methods in this way that argued in many publications. In the whole of these methods we assumed that the input data is precise, i.e. each data belongs to a set. For example, in stratified sampling we assume that the population of N units may be divided into m groups and the m strata are no overlapping, and then samples select from within each groups. However, in real world, examples and elements may be belonging to any groups or not precise. Even in simple random sampling or systematic way we can see some errors lead to equal probabilities of elements. In this paper we introduce new approach base on fuzzy theory combined with sampling methods. The process is to calculate the relative error or uncertainty as the simulation proceeds and, using appropriate statistical tests generally based on the fuzzy theory, calculate the confidence interval after each sampling. This is compared with the prescribed example. The case study results show that the proposed method provides better measure of uncertainty than the existing methods as unlike traditional sampling method. In this paper, in order to decrease the uncertainty of sampling, the variance reduction techniques have been used. Variance reduction techniques are methods that attempt to reduce the variance, i.e., the dispersion associated with the variances, of the parameter being evaluated.
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