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Abstract

As the demand for user privacy grows, controlled data removal (machine unlearning) is becoming an important feature of machine learning models for data-sensitive Web applications such as social networks and recommender systems. Nevertheless, at this point it is still largely unknown how to perform efficient machine unlearning of graph neural networks (GNNs); this is especially the case when the number of training samples is small, in which case unlearning can seriously compromise the performance of the model. To address this issue, we initiate the study of unlearning the Graph Scattering Transform (GST), a mathematical framework that is efficient, provably stable under feature or graph topology perturbations, and offers graph classification performance comparable to that of GNNs. Our main contribution is the first known nonlinear approximate graph unlearning method based on GSTs. Our second contribution is a theoretical analysis of the computational complexity of the proposed unlearning mechanism, which is hard to replicate for deep neural networks. Our third contribution are extensive simulation results which show that, compared to complete retraining of GNNs after each removal request, the new GST-based approach offers, on average, a \(10.38x\) speed-up and leads to a 2.6% increase in test accuracy during unlearning of 90 out of 100 training graphs from the IMDB dataset (10% training ratio).

1 Introduction

Graph classification is a learning task that frequently arises in real-world Web applications related to social network analysis (Mohammadrezaei et al., 2018; Fan et al., 2019; Li et al., 2019a; Huang et al., 2021), recommendation system development (Ying et al., 2018; Wu et al., 2020), medical studies (Li et al., 2019b; Mao et al., 2019), and drug design (Duvenaud et al., 2015; Gaudelet et al., 2021). While the availability of large sets of user training data has contributed to the deployment of modern deep learning models – such as Graph Neural Networks (GNNs) – for solving graph classification problems, deep learners mostly fail to comply with new data privacy regulations. Among them is the right of users to remove their data from the dataset and eliminate their contribution to all models trained on it. Such unlearning regulations\(^\dagger\) ensure the Right to be Forgotten, and have to be taken into consideration during the model training process. We consider for the first time the problem of removing nodes from possibly different training graphs used in graph classification models. Examples where such requests arise include users (nodes) withdrawing from some interest groups (subgraphs) in social networks, and users deleting their browsing histories for online shopping, which corresponds to the removal of an entire graph from the training set. Note that only removing user data from a dataset is insufficient to guarantee the desired level of privacy, since the training data can be potentially reconstructed from the trained models (Fredrikson et al., 2015; Veale et al., 2018). Naively, one can always retrain the model from scratch with the remaining dataset to ensure complete privacy; however, this is either computationally expensive or infeasible due to the high frequency of data removal requests.\(^\dagger\)
Another possible approach is to use differential privacy based methods to accommodate data removal during training. However, most state-of-the-art DP-GNNs focus on node classification instead of graph classification tasks, and it remains an open problem to design efficient GNNs for graph classification problem while preserving node-level privacy. Recently, the data removal problem has also motivated a new line of research on machine unlearning (Cao & Yang, 2015), which aims to efficiently eliminate the influence of certain data points on a model. While various kinds of unlearning algorithms exist, most of the existing literature, especially that pertaining to deep neural networks, does not discuss model training and unlearning in the limited training data regime, which is often the case in practice. Unlearning in this case may degrade the model performance drastically, and as a result, efficient and accurate graph classification and unlearning with limited training data is still an open problem. Throughout this paper, we use “data removal” and “unlearning” interchangeably.

Concurrently, a mathematical approach known as the Graph Scattering Transform (GST) has been used as a nontrainable counterpart of GNNs that can be applied to any type of trainable classification. GST iteratively applies graph wavelets and nonlinear activations on the input graph signals which may be viewed as forward passes of GNNs without trainable parameters. It has been shown that GSTs can not only remain stable under small perturbations of graph features and topologies (Gama et al., 2019b), but also compete with many types of GNNs on solving different graph classification problems (Gama et al., 2019a; Gao et al., 2019; Ioannidis et al., 2020; Pan et al., 2021). Furthermore, since all wavelet coefficients in GSTs are constructed analytically, GST is computationally more efficient and requires less training data compared to GNNs when combined with the same trainable classifiers. As a result, GSTs are frequently used in practice Min et al. (2020); Bianchi et al. (2021); Li et al. (2021); Pan et al. (2021), especially in the limited training data regime. Furthermore, it also allows for deriving theoretical analysis on nonlinear models for graph embedding, and the related conclusions could potentially shed some light on the design of GNNs that are more suitable for data removals.

Our contributions. We introduce the first nonlinear graph learning framework based on GSTs that accommodates an approximate unlearning mechanism with provable performance guarantees. Here, “approximate” refers to the fact that unlearning is not exact (as it would be for completely retrained models) but more akin to the parametrized notion of differential privacy (Dwork, 2011; Guo et al., 2020; Sekhari et al., 2021) (see Section 3 for more details). With the adoption of GSTs, we show that our nonlinear framework enables provable data removal (similar results are currently only available for linear models (Guo et al., 2020; Chien et al., 2022)) and provides theoretical unlearning complexity guarantees. These two problems are hard to tackle for deep neural network models like GNNs (Xu et al., 2019). Our experimental results reveal that when trained with only 10% samples in the dataset, our GST-based approach offers, on average, a 10.38x speed-up and leads to a 2.6% increase in test accuracy during unlearning of 90 out of 100 training graphs from the IMDB dataset, compared to complete retraining of a standard GNN baseline, Graph Isomorphism Network (GIN) (Xu et al., 2019), after each removal request. Moreover, we also show that nonlinearities consistently improve the model performance on all five tested datasets, with an average increase of 3.5% in test accuracy, which again emphasizes the importance of analysis on nonlinear graph learning models.

2 Related Works

Machine unlearning. The concept of machine unlearning was introduced in Cao & Yang (2015). Two unlearning criteria have been considered in the literature: Exact and approximate unlearning. Exact unlearning requires eliminating all information pertaining to the removed data, so that the unlearned model parameters have exactly the same “distribution” as the ones obtained by retraining from scratch. Examples of exact unlearning methods include sharding-based techniques (Bourtoule et al., 2021) and quantization-based methods specialized for k-means clustering problems (Ginart et al., 2019). On the other hand, approximate unlearning only requires the distribution of the unlearned model parameters to be approximately the same as retraining from scratch. One recent work (Guo et al., 2020) introduced a probabilistic definition of unlearning motivated by differential privacy (DP) (Dwork, 2011), while Sekhari et al. (2021) performs a theoretical study of generalizations of unlearning and Gokollu et al. (2020) addresses heuristic methods for deep learning models. Approximate unlearning offers a trade-off between model performance and privacy, as one is allowed...
Figure 1: The difference between removing one node from one training graph and completely removing one training graph, in the context of graph classification and when the graph embedding procedure is nontrainable. Without loss of generality, we assume that the removal requests arise in the training graph $G_n$. (a) The embedding of $G_n$ changes from $z_n$ to $z'_n$ and is used to train the new classifier $w'$. (b) The embedding of $G_n$ is no longer used for training, and the underlying unlearning problem reduces to the one studied in Guo et al. (2020). Since GST is a nontrainable feature extractor, the embeddings of all other graphs $z_i, i \neq n$ remain the same for both (a) and (b).

Graph unlearning and DP-GNNs. Only a handful of works have taken the initial steps towards machine unlearning of graphs. Chen et al. (2021) proposes a sharding-based method for exact graph unlearning, while Chien et al. (2022) introduces approximate graph unlearning methods that come with theoretical (certified) guarantees. However, these works only focus on node classification tasks and are in general not directly applicable to graph classification. Moreover, the latter method Chien et al. (2022) only considers linear model while the work described herein includes nonlinear graph transformations (i.e., GSTs). Note that although DP-GNNs (Daigavane et al., 2021; Sajadmanesh et al., 2022) can also be used to achieve graph unlearning, they not only focus on node classification, but also require a high “privacy cost” to unlearn even one single node or edge without causing significant performance degradation Chien et al. (2022). Similar observations regarding the relationship between DP and approximate unlearning were made in the context of unstructured unlearning Guo et al. (2020); Sekhari et al. (2021). Only one recent line of work considered differential privacy for graph classification Mueller et al. (2022), but the edit distance defined therein relates to the entire training graph instead of one or multiple nodes within the training graph. This approach hence significantly differs from our proposed data removal approach on graph classification tasks, and a more detailed comparative analysis is available Section 3.

Scattering transforms. Convolutional neural networks (CNNs) use nonlinearities coupled with trained filter coefficients and are well-known to be hard to analyze theoretically (Anthony & Bartlett, 2009). As an alternative, Mallat (2012); Bruna & Mallat (2013) introduced scattering transforms, nontrainable versions of CNNs. Under certain conditions, scattering transforms offer excellent performance for image classification tasks and more importantly, they are analytically tractable. The idea of using specialized transforms has percolated to the graph neural network domain as well (Gama et al. 2019a; Zou & Lerman, 2020; Gao et al., 2019; Pan et al., 2021). Specifically, the graph scattering transform (GST) proposed in Gama et al. (2019a) iteratively performs predefined graph filtering and applies element-wise nonlinear activation functions to input graph signals to obtain embeddings of graphs. It is computationally efficient compared to GNNs, and performs better than standard Graph Fourier Transform (GFT) Sandryhaila & Moura (2013) due to the adoption of nonlinearities.
3 Preliminaries

We reserve bold-font capital letters such as $X$ for matrices, bold-font lowercase letters such as $x$ for vectors, and calligraphic capital letters $G_i = (V_i, E_i)$ for graphs, where the index $i \in [n]$ stands for the $i$-th training graph with vertex set $V_i$ and edge set $E_i$. Furthermore, $[x]_i$ denotes the $i$-th element of vector $x$. The norm $\| \cdot \|$ is by default the $\ell_2$ norm for vectors and the operator norm for matrices. We consider the graph classification problem as in Xu et al. (2019), where we have $n$ graphs with possibly different sizes for training (i.e., each graph $G_i$ may represent a subgraph within the Facebook social networks). For a graph $G_i$, the “graph shift” operator is denoted as $S_i$. Graph shift operators include the graph adjacency matrix, graph Laplacian matrix, their normalized counterparts and others. For simplicity, this work focuses on symmetric graph adjacency matrices.

The graph node features are summarized in $X_i \in \mathbb{R}^{n_i \times d_i}$, where $n_i = |V_i|$ denotes the number of nodes in $G_i$ and $d_i$ the corresponding feature vector dimension. We also assume that $d_i = 1$ for all $i \in [n]$ so that $X_i$ reduces to a vector $x_i$.

For each $G_i$, we obtain an embedding vector $z_i$ either via nontrainable, graph-based transforms such as PageRank (Gleich, 2015); GFT (Shuman et al., 2013) and GST (Gama et al., 2019b), or geometric deep learning methods like GNNs (Welling & Kipf, 2016; Hamilton et al., 2017; Xu et al., 2019). For GST, the length of $z_i \in \mathbb{R}^d$ is determined by the number of nodes in the $L$-layer $J$-ary scattering tree; specifically, $d = \sum_{l=0}^{L-1} J^l J, L, J \in \mathbb{N}^+$. All $z_i$ are stacked vertically to form the data matrix $Z$, which is used along with the labels $y$ to form the dataset $D = (Z, y)$ for training a linear graph classifier. The loss equals

$$L(w, D) = \sum_{i=1}^n \left( \ell(w^T z_i, y_i) + \frac{\lambda}{2} \|w\|^2 \right),$$

where $\ell(w^T z, y)$ is a convex loss function that is differentiable everywhere. We also write $w^* = \text{argmin}_{w} L(w, D)$, and observe that the optimizer is unique whenever $\lambda > 0$ due to strong convexity. For simplicity, we only consider the binary classification problem and point out that multiclass classification can be solved using well-known one-versus-all strategies.

**Graph embedding via GST.** GST is a convolutional architecture including three basic units: 1) a bank of multiresolution wavelets $\{h_j\}_{j=1}^J$ (see Appendix E for a list of common choices of graph wavelets); 2) a pointwise nonlinear activation function $\rho$ (i.e., the absolute value function); 3) A low-pass operator $U$ (i.e., averaging operator $\frac{1}{J} \cdot 1$). Note that the graph wavelets used in GST should form a frame (Hammond et al., 2011; Shuman et al., 2015) such that for $A \leq B$ and $\forall x$, we have

$$A^2 \|x\|^2 \leq \sum_{j=1}^J \|H_j(S)x\|^2 \leq B^2 \|x\|^2,$$

where the graph shift operator $S$ has the eigenvalue decomposition $S = V\Lambda V^T$ and $H_j(S) = V\Lambda_j(S)V^T = V\text{diag}(h_j(\lambda_1), \ldots, h_j(\lambda_n))V^T$. These elements are combined sequentially to generate a vector representation $\Phi(S, x)$ of the input graph signal $x$, as shown in Figure 2. More specifically, the original signal $x$ is positioned as the root node ($0$-th layer), and then $J$ wavelets are applied to each of the nodes from the previous layer, generating $J^l$ new nodes in the $l$-th layer to which the nonlinearity $\rho$ is applied. The scalar scattering coefficient $\Phi_{p_j(l)}(S, x)$ of node $p_j(l)$ is obtained by applying $U$ to the filtered signal $\Phi_{p_j(l)}(S, x) = H_j(S)x$, where the path $p_j(l) = (j_1, \ldots, j_l)$ denotes the corresponding node in the scattering tree. The coefficients are concatenated to form the overall representation of the graph $\Phi(S, x)$, which is then used as the embedding of the graph $z$. For a scattering transform with $L$ layers, the length of $\Phi(S, x)$ is $d = \sum_{l=0}^{L-1} J^l J$, which is independent of the number of nodes in the graph. For a more detailed description of GSTs, the reader is referred to Gama et al. (2019b).

**Removal requests.** The unlearning problem considered is depicted in Figure 1(a). Without loss of generality, we assume that the removal request arises for the $g_n$-th node in the training graph $G_n$. We consider one removal request at a time, pertaining either to the removal of node features of one node ($x_n \rightarrow x'_n$) or to the removal of the entire node ($S_n \rightarrow S'_n, x_n \rightarrow x'_n$) from one training graph (instead of the removal of one whole graph). In this case, the number of (training) graphs will remain the same ($n$), and we need to investigate the
influence of the node removal on the graph embedding process (i.e., GST) to determine if removal significantly changes the embeddings of the affected graphs. Note that since GST is a nontrainable feature extractor, the embeddings of all unaffected training graphs will remain the same. On the other hand, if we are asked to unlearn the entire graph, the unlearning problem (see Figure 1(b)) reduces to the one studied in Guo et al. (2020).

Certified approximate removal. Let $A$ be a (randomized) learning algorithm that trains on $D$, the set of data points before removal, and outputs a model $h \in \mathcal{H}$, where $\mathcal{H}$ represents a chosen space of models. The data removal requests leads to a change from $D$ to $D'$. Given $\epsilon > 0$, an unlearning algorithm $M$ applied to $A(D)$ is said to guarantee an $(\epsilon, \delta)$-certified approximate removal for $A$, where $\epsilon, \delta > 0$ and $\mathcal{X}$ denotes the space of possible datasets, if $\forall T \subseteq \mathcal{H}, D \subseteq \mathcal{X}$:

$$
\mathbb{P}(M(A(D), D, D') \in T) \leq e^\epsilon \mathbb{P}(A(D') \in T) + \delta,
$$

$$
\mathbb{P}(A(D') \in T) \leq e^\epsilon \mathbb{P}(M(A(D), D, D') \in T) + \delta.
$$

This definition is related to $(\epsilon, \delta)$-DP (Dwork, 2011) except that we are now allowed to update the model based on the updated dataset $D'$ under the certified approximate removal criterion. An $(\epsilon, \delta)$-certified approximate removal method guarantees that the updated model $M(A(D), D, D')$ is approximately the same from a probabilistic point of view as the model $A(D')$ obtained by retraining from scratch on $D'$. Thus, any information about the removed data is approximately (but with provable guarantees) eliminated from the model. Note that exact removal corresponds to $(0, 0)$-certified approximate removal. Ideally, we would like to design $M$ so that it satisfies Equation (3) with a predefined $(\epsilon, \delta)$ pair and has a complexity that is significantly smaller than that of complete retraining.

Nonlinearities in the graph learning framework. Previous work Chien et al. (2022) on analyzing approximate unlearning of linearized GNNs focuses on node classification tasks within a single training graph. There, the training samples are node embeddings and the embeddings are correlated because of the graph convolution operation. The analysis of node classification proved to be challenging since propagation on graphs “mixes” node features, and thus the removal of even one feature/edge/node could lead to the change of embeddings for multiple nodes. This technical difficulty limits theoretical analyses to GNNs that do not use nonlinear activations, such as SGC Wu et al. (2019). Meanwhile, for graph classification tasks, the training samples are graph embeddings; if we use nontrainable feature extractors (i.e., GSTs) to obtain the graph embeddings, the removal requests arising for one graph will not affect the embeddings of other graphs. This feature of graph classification not only makes the analysis of approximate unlearning tractable, but also allows one to introduce nonlinearities into the graph embedding procedure (i.e., the nonlinear activation function used in GSTs), which significantly improves the model performance in practice.

![Figure 2: The embedding procedure of GST with $L = J = 3$. The scalar scattering coefficients $\phi_{p_l}(S, x)$ (red blocks) are concatenated to form the vector representation $z$ of a graph.](image)

5
4 Unlearning Graph Classifiers via GSTs

We now turn our attention to describing how the inherent stability properties of GSTs, which are nonlinear graph embedding methods, can aid in approximate unlearning without frequent retraining (a detailed discussion regarding how to replace GST with GNNs is available in Section 5).

Motivated by the unlearning approach described in Guo et al. (2020) for unstructured data, we design an unlearning mechanism \( M \) that updates the trained model from \( w^* \) to \( w' \), the latter of which represents an approximation of the unique optimizer of \( L(w, D') \). Denote the Hessian of \( L(·, D') \) at \( w^* \) as \( H_{w^*} = \nabla^2 L(w^*, D') \) and denote the gradient difference by \( \Delta = \nabla L(w^*, D) - \nabla L(w^*, D') \). The update rule is \( w' = w^* + H_{w^*}^{-1} \Delta \), which can be intuitively understood as follows. Our goal is to achieve \( \nabla L(w', D') = 0 \) for the updated model. Using a Taylor series expansion we have

\[
\nabla L(w', D') \approx \nabla L(w^*, D') + \nabla^2 L(w^*, D')(w' - w^*) = 0.
\]

Therefore, we have

\[
w' - w^* = \left[\nabla^2 L(w^*, D')\right]^{-1} \left[0 - \nabla L(w^*, D')\right]
w' = w^* + \left[\nabla^2 L(w^*, D')\right]^{-1} \left[\nabla L(w^*, D) - \nabla L(w^*, D')\right].
\]

(4)

The last equality holds due to the fact that \( \nabla L(w^*, D) = 0 \). When \( \nabla L(w', D') = 0 \), \( w' \) is the unique optimizer of \( L(·, D') \) due to strong convexity. If \( \nabla L(w', D') \neq 0 \), some amount of information about the removed data point remains. One can show that the gradient residual norm \( \|\nabla L(w', D')\| \) determines the error of \( w' \) when used to approximate the true minimizer of \( L(·, D') \) again via Taylor series expansion.

We would like to point out that the update approach from Guo et al. (2020) originally designed for unstructured unlearning can be viewed as a special case of Equation (4) when the graph \( G_n \) needs to be unlearned completely. In this case, we have \( \Delta = \nabla L(w^*, D) - \nabla L(w^*, D') = \lambda w^* + \nabla \ell((w^*)^T z_n, y_n) \), which is the same expression as the one used in Guo et al. (2020). However, when we only need to unlearn part of the nodes in \( G_n \), \( \Delta \) becomes \( \Delta = \nabla \ell((w^*)^T z_n^\prime, y_n^\prime) - \nabla \ell((w^*)^T z_n, y_n) \), where \( z_n^\prime \) is obtained via GST computed on the remaining nodes in \( G_n \). The generalized unlearning mechanism shown in Equation (4) can thus help us deal with different types of removal requests within a unified framework, and the main analytical contribution of our work is to establish bounds of the gradient residual norm for the generalized approach in the context of graph classification.

As discussed above, Equation (4) is designed to minimize the gradient residual norm \( \|\nabla L(w', D')\| \). However, the direction of the gradient residual \( L(w', D') \) may leak information about the training sample that was removed, which violates the goal of approximate unlearning. To address this issue, Guo et al. (2020) proposed to hide the real gradient residual by adding a linear noise term \( b^T w \) to the training loss, a technique known as loss perturbation Chaudhuri et al. (2011). When taking the derivative of the noisy loss, the random noise \( b \) is supposed to “mask” the true value of the gradient residual so that one cannot infer information about the removed data. The corresponding approximate unlearning guarantees for the proposed unlearning mechanism can be established by leveraging Theorem 1 below.

**Theorem 4.1** (Theorem 3 from Guo et al. 2020). Denote the noisy training loss by \( L_b(w, D) = \sum_{i=1}^n \ell(\langle w^T z_i, y_i \rangle + \frac{1}{2} \|w\|^2 + b^T w) \), and let \( \hat{A} \) be the learning algorithm that returns the unique optimum of \( L_b(w, D) \). Suppose that \( \hat{w} \) is obtained by the unlearning procedure \( M \) and that \( \|\nabla L(w', D')\| \leq \epsilon' \) for some computable bound \( \epsilon' > 0 \). If \( b \sim \mathcal{N}(0, \epsilon c\epsilon')^d \) is normally distributed with some constant \( \epsilon, c > 0 \), then \( M \) satisfies Equation (3) with \( (\epsilon, \delta) \) for algorithm \( A \) applied to \( D' \), where \( \delta = 1.5 \cdot \epsilon^2 / c^2 \).

Hence, if we can appropriately bound the gradient residual norm \( \|\nabla L(w', D')\| \) for graph classification problems, we can show that the unlearning mechanism ensures an \( (\epsilon, \delta) \)-certified approximate removal. For the analysis, we need the following assumptions on the loss function \( \ell \). These assumptions naturally hold for commonly used linear classifiers as well as linear regression and logistic regression (see Section 5).

**Assumption 4.2.** For \( \forall i \in [n] \) and \( w \in \mathbb{R}^d : 1) \|\nabla \ell(\langle w^T z_i, y_i \rangle)\| \leq C_1 ; 2) \|\ell'(\langle w^T z_i, y_i \rangle)\| \leq C_2 ; 3) \ell' \) is \( \gamma_1 \)-Lipschitz; 4) \( \ell'' \) is \( \gamma_2 \)-Lipschitz; 5) \( x_i \) for graph \( G_i \) satisfies \( \|x_i\| \leq 1, \forall j \in [g_i] \). Here, \( C_1, C_2, \gamma_1, \gamma_2 \) are positive constants.
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We show next that the gradient residual norm for graph classification can be bounded for both types of removal requests.

**Theorem 4.3.** Suppose that Assumptions 4.2 hold, and that the difference between the original dataset \( D = (Z, y) \) and the updated dataset \( D' = (Z', y) \) is in the embedding of the \( n \)-th training graph, which equals \( z_n' = \Phi(S_n, x_n') \) with \( [x_n']_{s_n} = 0 \). Let \( B \) be the frame constant for the graph wavelets used in GST (see Equation (2)). Then

\[
\|\nabla L(w', D')\| \leq \frac{\gamma_2 F^3}{\lambda^2} \min \left\{ 4C_1^2, \frac{\gamma_1 C_1 F^2 + \lambda C_2 F^2}{\lambda^2 g_n} \right\},
\]

where \( F = \sqrt{\sum_{l=0}^{L-1} B^{2l}} \). For tight energy preserving wavelets we have \( B = 1, F = \sqrt{L} \).

The proof of Theorem 4.3 can be found in Appendix A. The key idea is to use the stability property of GSTs, as we can view the change of graph signal from \( x_n \) to \( x_n' \) as a form of signal perturbation. The stability property ensures that the new embedding \( \Phi(S_n, x_n') \) does not deviate significantly from the original one \( \Phi(S_n, x_n) \), and allows us to establish the upper bound on the norm of gradient residual. Note that the second term on the RHS in Equation (3) decreases as the size \( g_n \) of the graph \( G_n \) increases. This is due to the averaging operator \( U \) used in GSTs, and thus the graph embedding is expected to be more stable under signal perturbations for large rather than small graphs.

Next, we consider a more common scenario where an entire node in \( G_n \) needs to be unlearned. This type of request frequently arises in graph classification problems for social networks, where unlearning one node corresponds to one user withdrawing from one or multiple social groups. In this case, we have the following bound on the gradient residual norm.

**Theorem 4.4.** Suppose that Assumptions 4.2 hold, and that both the features and all edges incident to the \( g_n \)-th node in \( G_n \) have to be unlearned. Then

\[
\|\nabla L(w', D')\| \leq \frac{4\gamma_2 C_1^2 F^3}{\lambda^2} \min \left\{ 4C_1^2, \frac{\gamma_1 C_1 F^2 + \lambda C_2 F^2}{\lambda^2 g_n} \right\},
\]

Remark. In this case, the norm \( \|z_n' - z_n\| \) capturing the change in the graph embeddings obtained via GST is proportional to the norm of the entire graph signal \( \|x_n\| \). The second term within the min function is independent on \( g_n \) and likely to be significantly larger than the first term. Thus, we omit the second term in Equation (6). More details are available in Appendix B.

**Batch removal.** The update rule in Equation (4) naturally supports removing multiple nodes from possibly different graphs at the same time. We assume that the number of removal requests \( m \) at one time instance is smaller than the minimum size of a training graph, i.e., \( m < \min g_i \), to exclude the trivial case of unlearning an entire graph. In this setting, we have the following upper bound on the gradient residual norm, as described in Corollary 4.5 and 4.6. The proofs are delegated to Appendix C.

**Corollary 4.5.** Suppose that Assumptions 4.2 hold, and that \( m \) nodes from \( n \) graphs have requested feature removal. Then

\[
\|\nabla L(w', D')\| \leq \frac{4\gamma_2 m^2 F^3}{\lambda^2} \min \left\{ 4C_1^2, \frac{\gamma_1 C_1 F^2 + \lambda C_2 F^2}{\lambda^2 g_n} \right\},
\]

where \( F = \sqrt{\sum_{l=0}^{L-1} B^{2l}} \).

**Corollary 4.6.** Suppose that Assumptions 4.2 hold, and that \( m \) nodes from \( n \) graphs have requested entire node removal. Then

\[
\|\nabla L(w', D')\| \leq \frac{4\gamma_2 m^2 C_2^2 F^3}{\lambda^2}, F = \sqrt{\sum_{l=0}^{L-1} B^{2l}},
\]

Data-dependent bounds. The upper bounds in Theorems 4.3 and 4.4 contain a constant factor \( 1/\lambda^2 \) which may be large when \( \lambda \) is small and \( n \) is moderate. This issue arises due to the fact that those bounds
correspond to the worst case setting for the gradient residual norm. Following an approach suggested in [Guo et al. (2020)], we also investigated data-dependent gradient residual norm bounds which can be efficiently computed and are much tighter than the worst-case bound. Note that these are the bounds we use in the online unlearning procedure of Algorithm 2 for simulation purposes.

**Theorem 4.7.** Suppose that Assumptions 4.2 hold. For both single and batch removal setting, and for both feature and node removal requests, one has

$$\|\nabla L (w', D')\| \leq \gamma_2 F \|Z'\| \|H_w^{-1}\Delta\| \|Z'H_w^{-1}\Delta\|,$$

(9)

where $Z'$ is the data matrix corresponding to the updated dataset $D'$.

**Algorithmic details.** The pseudo-codes for training unlearning models, as well as the single node removal procedure are described below. During training, a random linear term $b^T w$ is added to the training loss. The choice of standard deviation $\alpha$ determines the privacy budget $\alpha \epsilon / \sqrt{2 \log(1.5/\delta)}$ that is used in Algorithm 2.

During unlearning, $\beta$ tracks the accumulated gradient residual norm. If it exceeds the budget, then $(\epsilon, \delta)$-certified approximate removal for $M$ is no longer guaranteed. In this case, we completely retrain the model using the updated dataset $D'$.

**Algorithm 1 Training Procedure**

1. **input:** Training dataset $D = \{z_i \in \mathbb{R}^d, y_i\}_{i=1}^n$, loss $\ell$, parameters $\alpha, \lambda > 0$.
2. Sample the noise vector $b \sim N(0, \alpha^2)^d$.
3. $w^* = \arg \min_{w \in \mathbb{R}^d} \sum_{i=1}^n (\ell(w^T z_i, y_i) + \frac{1}{2} \|w\|^2) + b^T w$.
4. **return** $w^*$.

**Algorithm 2 Unlearning Procedure**

1. **input:** Training graphs $G_i$ with features $x_i$, graph shift operator $S_i$ and label $y_i$, loss $\ell$, removal requests $R_m = \{r_1, r_2, \ldots\}$, parameters $\epsilon, \delta, \gamma_2, \alpha, \lambda, F > 0$.
2. Compute the graph embeddings $z_i$ via GST($x_i, S_i$). Initiate the training set $D = \{z_i \in \mathbb{R}^d, y_i\}_{i=1}^n$.
3. Compute $w$ using Algorithm 1($D, \ell, \alpha, \lambda$).
4. Set the accumulated gradient residual norm to $\beta = 0$.
5. **for** $r \in R_m$ **do**
6. In $x_i'$, set the feature of a node to be removed to 0. Update $S_i'$ if the entire node is to be removed.
7. Compute the new graph embedding $z_i'$ with GST($x_i', S_i'$).
8. Update the training set $D'$ and $Z'$.
9. Compute $\Delta = \nabla L (w, D) - \nabla L (w, D')$, $H = \nabla^2 L (w, D')$.
10. Update the accumulated gradient residual norm as $\beta = \beta + \gamma_2 F \|Z'\| \|H^{-1}\Delta\| \|Z'H^{-1}\Delta\|$.
11. **if** $\beta > \alpha \epsilon / \sqrt{2 \log(1.5/\delta)}$ **then**
12. Recompute $w$ using Algorithm 1($D', \ell, \alpha, \lambda$), $\beta = 0$.
13. **else**
14. $w = w + H^{-1}\Delta$.
15. **end if**
16. $D = D'$.
17. **end for**
18. **return** $w$.

**5 Discussion**

**Commonly used loss functions.** For linear regression, the loss function is $\ell(w^T z_i, y_i) = (w^T z_i - y_i)^2$, while $\nabla^2 L(z_i, y_i) = z_i z_i^T$, which does not depend on $w$. Therefore, it is possible to have $\|\nabla L(w', D')\| = 0$ based on the proof in Appendix A. This observation implies that our unlearning procedure $M$ is a $(0, 0)$-certified approximate removal method when linear regression is used as the linear classifier module. Thus, the exact values of $C_1, C_2, \gamma_1, \gamma_2$ are irrelevant for the performance guarantees for $M$. 
For binary logistic regression, the loss function is defined as $\ell(w^T z_i, y_i) = -\log(\sigma(y_i w^T z_i))$, where $\sigma(x) = 1/(1 + \exp(-x))$ denotes the sigmoid function. As shown in Guo et al. (2020), the assumptions (1) and (4) in 4.2 are satisfied with $C_1 = 1$ and $\gamma_2 = 1/4$. We only need to show that (2) and (3) of 4.2 hold as well. Observe that $\ell'(x, y) = \sigma(xy) - 1$. Since the sigmoid function $\sigma(\cdot)$ is restricted to lie in $[0, 1]$, $|\ell'|$ is bounded by 1, which means that our loss satisfies (2) in 4.2 with $C_2 = 1$. Based on the Mean Value Theorem, one can show that $\sigma(x)$ is max$_x \in \mathbb{R} |\sigma'(x)|$-Lipschitz. With some simple algebra, one can also prove that $\sigma'(x) = \sigma(x)(1 - \sigma(x)) \Rightarrow \max_{x \in \mathbb{R}} |\sigma'(x)| = 1/4$. Thus the loss satisfies assumption (3) in 4.2 as well, with $\gamma_1 = 1/4$. For multiclass logistic regression, one can adapt the one-versus-all strategy which leads to the same result.

Note that it is also possible to use other loss functions such as linear SVM in Equation (1) with regularization. Choosing appropriate loss function for different applications could be another interesting future direction of this work.

**Reducing the complexity of recomputing graph embeddings.** Assume that the removal request arises in graph $G_n$. For the case of feature removal, since we do not need to update the graph shift operator $S_n$, we can reuse the graph wavelets $\{H_j(S_n)\}_{j=1}^K$ computed before the removal to obtain the new embedding $z_n'$, which is with complexity $O(dg_n^2)$.

For the case of complete node removal, we do need to update the graph wavelets $\{H_j(S_n')\}_{j=1}^K$ based on the updated $S_n'$. In general, the complexity of computing $z_n'$ in this case equals $O(dg_n^2)$, as we need to compute the eigenvalue decomposition of $S_n'$ and perform matrix multiplications multiple times. This computational cost may be too high when the size $g_n$ of $G_n$ is large. There are multiple methods to reduce this computational complexity, which we describe next.

If the wavelet kernel function $h(\lambda)$ is a polynomial function, we can avoid the computation of the eigenvalue decomposition of $S_n'$ by storing the values of all $(S_n')_k$ in advance during initial training, where $K$ is the degree of $h(\lambda)$. For example, if $h(\lambda) = \lambda - \lambda^2$, we have $H(S_n') = V'(\Lambda' - \Lambda'^2)V' = S_n' - S_n'^2$. Note that we can write the new graph shift operator as $S_n' = S_n + ES_n + S_nE$, where $E$ is a diagonal matrix (i.e., if we remove the $g_n$-th node in $G_n$, we have $E = \text{diag}(0, \ldots, 0, -1)$). In this case, $S_n'^2$ can be found as

$$S_n'^2 = S_n^2 + 2S_nES_n + S_n^2E + ES_n^2 + ES_nES_n + ES_n^2E + S_nE^2S_n + S_nES_nE.$$  

Thus, if we can store the values of all $(S_n')_k$ in advance during initial training, we can reduce the complexity of computing $(S_n')_k$ to $O(dg_n^2)$, due to the fact that whenever $E$ is involved in a matrix multiplication (i.e., $S_nES_n$), the computation essentially reduces to matrix-vector multiplication which is of complexity $O(dg_n^2)$. Therefore, the complexity of computing $(S_n')_k$ is $O(dg_n^2)$ and the overall computational complexity of obtaining $z_n'$ is $O(dg_n^2)$.

Lastly, if $h(\lambda)$ is an arbitrary function, and we need to recompute the eigenvalue decomposition of $S_n'$, the problem is related to a classical problem termed “downdating of the singular value decomposition” of a perturbed matrix (Gu & Eisenstat, 1995). The overall complexity of obtaining $z_n'$ then becomes $O(dg_n^2(\log^2 \xi + d))$, where $\xi$ is a parameter related to machine precision.

It is worth pointing out that $O(dg_n^2)$ is order-optimal with respect to the unlearning complexity of removing nodes from a graph $G_n$, since the complexity of the basic operation, graph convolution (i.e., $Sx$), is $O(dg_n^2)$. As we will show in Section 6, the unlearning complexity of using nontrainable GSTs is significantly smaller than that of using GNNs when constructing graph embeddings in the worst case. This is due to the fact that we may need to retrain GNNs frequently to eliminate the effect of removed nodes on the embedding procedure; on the other hand, we only need to recomputate the embeddings of affected training graphs when using GSTs. The GSTs for different training graphs are computed independently, which may be seen as a form of sharding with small components. However, unlike traditional sharding-based methods (Bourtoule et al. 2021; Chen et al. 2021), we do not need to carefully select the partition, and the sizes of the shards do not affect the performance of the final model.

**Using differentially-private GNNs for graph embeddings.** To ensure that the gradient residual norm does not grow excessively, we need to have control over the graph embedding procedure so that the embedding is stable with respect to small perturbations in the graph topology and features. The nontrainable GST is one
choice, but DP-GNNs can also be used for generating the graph embeddings as they may improve the overall performance of the learner. Based on Theorem 5 from Guo et al. (2020), the overall learning framework still satisfies the certified approximate removal criterion, and thus can be used as an approximate unlearning method as well. However, most state-of-the-art DP-GNNs focus on node classification instead of graph classification tasks, and it remains an open problem to design efficient GNNs for graph classification problem while preserving node-level privacy. Moreover, it has been shown in Chien et al. (2022) that DP-GNNs often require a high “privacy cost” ($\epsilon \geq 5$) (see Equation (3)) to unlearn one node without introducing significant negative effects on model performance. In contrast, we find that in practice, our proposed unlearning approach based on GSTs only requires $\epsilon = 1$. Therefore, using DP-GNNs for graph embedding in unlearning frameworks may not offer any advantages compared to alternatives.

6 Experimental Results

Settings. We test our methods on five benchmarking datasets for graph classification, including two real social networks datasets IMDB, COLLAB (Morris et al., 2020), and three other standard graph classification benchmarking datasets MNIST, PROTEINS (Dobson & Doig, 2003) Krizhevsky et al. (2009) Deng 2012 Yanardag & Vishwanathan 2015 Dwivedi et al. (2020). As we focus on the limited training data regime, we use 10 random splits for all experiments with the training/validation/testing ratio 0.1/0.1/0.8. Following Guo et al. (2020), we use LBFGS as the optimizer for all non-GNN methods due to its high efficiency on strongly convex problems. We adopt the Adam (Kingma & Ba, 2014) optimizer for GNNs following the implementation of Pytorch Geometric library benchmarking examples (Fey & Lenssen, 2019). We compare our unlearning approach (Figure 1 (a)) with a naive application of Guo et al. (2020) (Figure 1 (b)) as well as complete retraining. The tested backbone graph learning models include GST, GFT, linear-GST (i.e., GST without nonlinear activations) and GIN (Xu et al., 2019). For approximate unlearning methods we use $(\epsilon, \delta) = (1, 10^{-4})$ and privacy noise $\alpha = 0.1$ as the default parameters unless specified otherwise. Additional details can be found in Appendix F.

Performance of the backbone models. We first test the performance of all backbone graph learning models on the standard graph classification problem. The results are presented in Tables 1 and 2. We observe that GST has consistently smaller running times compared to GIN while offering matching or better accuracy. This validates the findings of Gao et al. (2019) and confirms that GST is indeed efficient and effective in the limited training data regime. Compared to linear-GSTs, we find that the nonlinearity of GST is important to achieve better accuracy, with an average increase of 3.5% in test accuracy over five datasets. In general, GST also significantly outperforms GFT with respect to accuracy with a significantly smaller running time. This is due to the fact that GST (with polynomial wavelet kernel functions as in Gao et al. (2019)) does not require an eigenvalue decomposition as GFT does, which is computationally expensive to perform for large datasets.

|          | IMDB   | PROTEINS | COLLAB   | MNIST   | CIFAR10  |
|----------|--------|----------|----------|---------|----------|
| GST      | 68.56 ± 3.52 | 68.26 ± 2.28 | 74.42 ± 0.81 | 47.59 ± 0.25 | 33.12 ± 0.40 |
| linear-GST | 68.30 ± 3.67 | 62.79 ± 4.67 | 73.84 ± 0.70 | 38.52 ± 0.26 | 31.07 ± 0.21 |
| GFT      | 50.81 ± 1.32 | 49.67 ± 1.45 | 34.58 ± 0.79 | 10.13 ± 0.22 | 10.00 ± 0.15 |
| GIN      | 66.63 ± 4.29 | 65.12 ± 1.55 | 73.11 ± 1.43 | 48.17 ± 0.45 | 30.05 ± 0.59 |

Performance of different unlearning methods. Next, we test various unlearning schemes combined with GST. In this set of experiments, we sequentially unlearn one node from each of the selected 10% training graphs. We compare our Algorithm 2 with the unstructured unlearning method (Guo et al., 2020) and complete retraining (Retrain). Note that in order to apply unstructured unlearning to the graph classification problem, we have to remove the entire training graph whenever we want to unlearn even one single node from it. The results are depicted in Figure 3. We can see that our unlearning scheme with GSTs has accuracy...
Table 2: Running time (sec) of the backbone graph learning methods for standard graph classification in the limited training data regime. The results report the mean accuracy and standard deviation. Bold font numbers indicates the best results.

|            | IMDB        | PROTEINS    | COLLAB      | MNIST       | CIFAR10     |
|------------|-------------|-------------|-------------|-------------|-------------|
| GST        | 6.47 ± 0.89 | **7.57 ± 1.79** | 10.89 ± 1.08 | 82.94 ± 5.75 | 75.36 ± 1.17 |
| linear-GST | 6.92 ± 1.50 | **7.59 ± 1.25** | 10.94 ± 1.40 | 82.23 ± 0.83 | 74.98 ± 1.07 |
| GFT        | **4.43 ± 1.04** | 9.00 ± 0.96 | 137.69 ± 1.29 | 1307.43 ± 1.29 | 4240.62 ± 2.56 |
| GIN        | 23.13 ± 1.32 | 21.94 ± 0.92 | 949.06 ± 63.68 | 1279.26 ± 30.92 | 1239.03 ± 33.06 |

comparable to that of complete retraining but much lower time complexity. Also, note that a naive application of Guo et al. (2020) (indexed “UU” for unstructured unlearning) results in complete retraining in almost all the cases (see Table 3). In addition, the method requires removing the entire training graph instead of just one node as requested, thus the accuracy can drop significantly when unlearning many requests (Figure 4).

Figure 3: Sequential unlearning results. We unlearn one node in each of the 10% of the selected training graphs. The shaded area indicates one standard deviation. All approximate unlearning methods satisfy \((1, 10^{-4})\)-certified approximate removal.

Table 3: Number of retraining from scratch during sequential unlearning one node from 10% of training graphs.

|            | IMDB | PROTEINS | COLLAB | MNIST | CIFAR10 |
|------------|------|----------|--------|-------|---------|
| GST        | 3.3  | 7.2      | 7.7    | 65.9  | 113.0   |
| GST UU     | 10.0 | 11.0     | 50.0   | 550.0 | 450.0   |
| GST Retrain| 10   | 11       | 50     | 550   | 450     |
| linear-GST | 3.0  | 6.8      | 6.3    | 54.1  | 91.6    |
| linear-GST UU | 10.0 | 11.0    | 49.6   | 532.5 | 450.0   |

We further examine the performance of these unlearning approaches in the “extreme” graph unlearning setting: Now we unlearn one node from each of the 90% training graphs sequentially. Due to the high time complexity of baseline methods, we conduct this experiment only on one small dataset, IMDB, and one medium dataset, COLLAB. We also compare completely retraining GIN on IMDB. The results are shown in Figure 4. We observe that retraining GIN is indeed prohibitively complex in practice. A naive application of Guo et al. (2020) (indexed “UU”) leads to a huge degradation in accuracy despite the high running complexity. This is
due to the fact that one has to remove the entire training graph for each node unlearning request, which is obviously wasteful. Overall, our proposed strategy combined with GST gives the best results with respect to time complexity and offers comparable test accuracy and affordable privacy costs.

![Sequential unlearning results](image)

**Figure 4:** Sequential unlearning results. We unlearn one node in each of the 90% training graphs. The shaded area indicates one standard deviation. All approximate unlearning methods satisfy \((1,10^{-4})\)-certified approximate removal.

**Bounds on the gradient residual norm.** We also examine the worst-case bounds (Theorem 4.4) and the data-dependent bounds (Theorem 4.7) of Algorithm 2 computed during the unlearning process, along with the true value of the gradient residual norm (True norm) to validate our theoretical findings from Section 4. For simplicity, we set \(\alpha = 0\) during training. Figure 5 confirms that the worst-case bounds are looser than the data-dependent bounds.

## 7 Conclusion

We studied the first nonlinear graph learning framework based on GSTs that accommodates an approximate unlearning mechanism with provable performance guarantees on computational complexity. With the adoption of the mathematically designed transform GSTs, we successfully extended the theoretical analysis on linear models to nonlinear graph learning models. Our experimental results validated the remarkable unlearning efficiency improvements compared to complete retraining.
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A Proof of Theorem 4.3

Our proof is a generalization of the proof in [Guo et al. (2020)]. For completeness, we outline every step of the proof. Let $G(w) = \nabla L(w, D')$ denote the gradient of the empirical risk on the updated dataset $D'$ at $w$. By Taylor’s expansion theorem, there exists some $\eta \in [0, 1]$ such that

$$G(w') = G(w^* + \mathbf{H}_{w^*}^{-1} \Delta) = G(w^*) + \nabla G(w^* + \eta \mathbf{H}_{w^*}^{-1} \Delta) \mathbf{H}_{w^*}^{-1} \Delta$$

$$= G(w^*) + \Delta + \mathbf{H}_{w^*} \mathbf{H}_{w^*}^{-1} \Delta - \Delta$$

$$= \mathbf{H}_{w^*} \mathbf{H}_{w^*}^{-1} \Delta - \mathbf{H}_{w^*} \mathbf{H}_{w^*}^{-1} \Delta$$

$$= (\mathbf{H}_{w^*} - \mathbf{H}_{w^*}) \mathbf{H}_{w^*}^{-1} \Delta. \quad (10)$$

In (a), we used $\mathbf{H}_{w^*} \triangleq \nabla G(w^* + \eta \mathbf{H}_{w^*}^{-1} \Delta)$, which is the Hessian at $w^* \triangleq \mathbf{H}_{w^*}^{-1} \Delta$. Equality (b) is due to our choice of $\Delta = \nabla L(w^*, D) - \nabla L(w^*, D')$ and the fact that $w^*$ is the minimizer of $L(\cdot, D)$. By the Cauchy-Schwartz inequality, we also have

$$\|G(w')\| \leq \|\mathbf{H}_{w^*} - \mathbf{H}_{w^*}\| \|\mathbf{H}_{w^*}^{-1} \Delta\|. \quad (11)$$

Note that since $\ell''$ is $\gamma_2$-Lipschitz, for all $i \in [n]$ we have

$$\left| \nabla^2 \ell \left( \mathbf{w}_{\eta}^T \mathbf{z}_i, y_i \right) - \nabla^2 \ell \left( (w^*)^T \mathbf{z}_i, y_i \right) \right| \leq \|w_{\eta} - w^*\| \|z_i\|^2 \quad (12)$$

$$\leq \|w_{\eta} - w^*\| \|z_i\|^2 \leq \gamma_2 \|\mathbf{H}_{w^*}^{-1} \Delta\| \|z_i\|^3 \quad (a)$$

$$\leq \gamma_2 F^3 \|\eta \mathbf{H}_{w^*}^{-1} \Delta\| \leq \gamma_2 F^3 \mathbf{H}_{w^*}^{-1} \Delta \leq \gamma_2 F^3 \left\| \mathbf{H}_{w^*}^{-1} \Delta \right\| \quad (13)$$

where $F = \sqrt{\sum_{l=0}^{L-1} B^{2l}}$. Here (a) follows from the frame property of graph wavelets. More specifically, the sum of energy for the $l$-th layer in the scattering tree is upper bounded by $B^{2l} \|x_i\|^2$, where $x_i$ is the input graph signal at the 0-th layer and $\|x_i\|^2$ is the corresponding energy. Suppose that we are using the low-pass averaging operator for $U_i$ in GST (i.e., $U_i = \frac{1}{g_i} I_2$, $\|U_i\| = \frac{1}{\sqrt{g_i}}$). Then

$$\|z_i\|^2 = \sum_{p_i(l)} \phi_{p_i(l)}^2 (S_i, x_i) \leq \frac{\sum_{l=0}^{L-1} B^{2l} \|x_i\|^2}{g_i} \leq \frac{L-1}{2} \|z_i\|^2, \quad (14)$$

since $\|x_i\|^2 \leq g_i$ based on Assumption 4.2. Therefore, we have $\|z_i\|^3 \leq \left( \sum_{l=0}^{L-1} B^{2l} \right)^{3/2} = F^3$. Summing the expression in Equation (12) over the updated dataset $D'$, we conclude that

$$\|\mathbf{H}_{w^*} - \mathbf{H}_{w^*}\| \leq \gamma_2 n F^3 \|\mathbf{H}_{w^*}^{-1} \Delta\|. \quad (11)$$

Replacing the above equality into Equation (11), we arrive at

$$\|G(w')\| \leq \gamma_2 n F^3 \|\mathbf{H}_{w^*}^{-1} \Delta\|^2. \quad (12)$$

Next, we bound $\|\mathbf{H}_{w^*}^{-1} \Delta\|$. Since $L(\cdot, D')$ is $(\lambda n)$-strongly convex, we have $\|\mathbf{H}_{w^*}^{-1}\| \leq \frac{1}{\lambda n}$. For $\Delta$, by definition,

$$\Delta = \nabla L(w^*, D) - \nabla L(w^*, D')$$

$$= \nabla \ell \left( (w^*)^T \mathbf{z}_n, y_n \right) - \nabla \ell \left( (w^*)^T \mathbf{z}'_n, y_n \right). \quad (13)$$
There are two ways to bound $\|\Delta\|$. First, based on Assumption 4.2, we have

$$
\|\Delta\| \leq \left\| \nabla \ell \left((\mathbf{w}^*)^T \mathbf{z}_n, y_n\right) \right\| + \left\| \nabla \ell \left((\mathbf{w}^*)^T \mathbf{z}_n', y_n\right) \right\| \leq 2C_1.
$$

In addition, we can rewrite $\Delta$ as

$$
\Delta = \nabla \ell \left((\mathbf{w}^*)^T \mathbf{z}_n, y_n\right) - \nabla \ell \left((\mathbf{w}^*)^T \mathbf{z}_n', y_n\right)
= \ell' \left((\mathbf{w}^*)^T \mathbf{z}_n, y_n\right) \mathbf{z}_n - \ell' \left((\mathbf{w}^*)^T \mathbf{z}_n', y_n\right) \mathbf{z}_n'
= \ell' \left((\mathbf{w}^*)^T \mathbf{z}_n, y_n\right) \mathbf{z}_n - \ell' \left((\mathbf{w}^*)^T \mathbf{z}_n', y_n\right) \mathbf{z}_n' \\
+ \ell' \left((\mathbf{w}^*)^T \mathbf{z}_n', y_n\right) \mathbf{z}_n - \ell' \left((\mathbf{w}^*)^T \mathbf{z}_n', y_n\right) \mathbf{z}_n'
= \left[ \ell' \left((\mathbf{w}^*)^T \mathbf{z}_n, y_n\right) - \ell' \left((\mathbf{w}^*)^T \mathbf{z}_n', y_n\right) \right] \mathbf{z}_n
+ \ell' \left((\mathbf{w}^*)^T \mathbf{z}_n', y_n\right) (\mathbf{z}_n - \mathbf{z}_n').
$$

Therefore,

$$
\|\Delta\| \leq \left| \ell' \left((\mathbf{w}^*)^T \mathbf{z}_n, y_n\right) - \ell' \left((\mathbf{w}^*)^T \mathbf{z}_n', y_n\right) \right| \|\mathbf{z}_n\|
+ \left| \ell' \left((\mathbf{w}^*)^T \mathbf{z}_n', y_n\right) \|\mathbf{z}_n - \mathbf{z}_n'\| \right|
\leq \gamma_1 \|\mathbf{z}_n - \mathbf{z}_n'\| \|\mathbf{w}^*\| \|\mathbf{z}_n\| + C_2 \|\mathbf{z}_n - \mathbf{z}_n'\|.
$$

For $\|\mathbf{w}^*\|$, we have

$$
0 = \nabla L(\mathbf{w}^*, \mathcal{D}) = \sum_{i=1}^n \nabla \ell \left((\mathbf{w}^*)^T \mathbf{z}_i, y_i\right) + \lambda n \mathbf{w}^*,
$$

which leads to

$$
\|\mathbf{w}^*\| \leq \frac{\sum_{i=1}^n \|\nabla \ell \left((\mathbf{w}^*)^T \mathbf{z}_i, y_i\right)\|}{\lambda n} \leq \frac{C_1}{\lambda}.
$$

From Theorem 1 of Pan et al. (2021), by setting $T = 1$, we have

$$
\|\mathbf{z}_n - \mathbf{z}_n'\| \leq \sqrt{\sum_{i=0}^{L-1} \frac{B_{2i}}{g_n} \|\mathbf{x}_n - \mathbf{x}_n'\|} \leq \frac{F}{\sqrt{g_n}}.
$$

Combining the above results we obtain

$$
\|\Delta\| \leq \frac{\gamma_1 C_1 F^2 + \lambda C_2 F}{\lambda \sqrt{g_n}}.
$$

Therefore,

$$
\|\mathbf{H}_{\mathbf{w}^*}^{-1} \Delta\| \leq \frac{1}{\lambda n} \cdot \min \left\{ 2C_1, \frac{\gamma_1 C_1 F^2 + \lambda C_2 F}{\lambda \sqrt{g_n}} \right\}.
$$

Replacing Equation (15) into the bound on $\|G(\mathbf{w}')\|$, we arrive at

$$
\|G(\mathbf{w}')\| \leq \frac{\gamma_2 F^3}{\lambda^2 n} \min \left\{ 4C_1, \frac{(\gamma_1 C_1 F^2 + \lambda C_2 F)^2}{\lambda^2 g_n} \right\},
$$

which completes the proof.
B Proof of Theorem 4.4

Following the same proof approach as described in Appendix A for the case of single node removal we have

\[ \|G(w')\| \leq \gamma_2 n F^3 \|H_w^{-1} \Delta\|^2. \]

The main difference between feature removal and node removal proof is that the norm of the change in the graph embeddings \(\|z_n' - z_n\|\) obtained by GST with respect to structural perturbation is proportional to the norm of the entire graph signal \(\|x_n\|\). More specifically, when the magnitude of the structural perturbation is controlled and the wavelet kernel functions satisfy certain mild conditions, from Theorem 2 of Pan et al. (2021) we have that (for \(T = 1\))

\[
\begin{align*}
\|z_n' - z_n\| &= \|\Phi(S_n', x_n') - \Phi(S_n, x_n)\| \\
&= \|\Phi(S_n', x_n') - \Phi(S_n', x_n) + \Phi(S_n', x_n) - \Phi(S_n, x_n)\| \\
&\leq \frac{F}{\sqrt{g_n}} + O\left(\sqrt{\sum_{l=0}^{L-1} l^2(B^2 J)^l} \right) \|x_n\| \\
&\leq \frac{F}{\sqrt{g_n}} + O\left(\sqrt{\sum_{l=0}^{L-1} l^2(B^2 J)^l} \right),
\end{align*}
\]

where \(\|x_n\| \leq \sqrt{g_n}\) and \(F = \sqrt{\sum_{l=0}^{L-1} B^{2l}}\). In this case, the second term in the upper bound of \(\|z_n' - z_n\|\) does not decrease when \(g_n\) increases, and \(\|\Delta\| \leq 2C_1\) is very likely a tighter upper bound than the other option. Therefore, we have \(\|G(w')\| \leq \frac{4\gamma_2 C_3^2 F^3}{\lambda^2 n}\), which completes the proof.

C Proof of Corollaries 4.5 and 4.6

The proof of Corollaries 4.5 and 4.6 follows along similar lines as that in Appendix A and B. With the same argument, we can show that \(\|G(w')\| \leq \gamma_2 n F^3 \|H_w^{-1} \Delta\|^2\). The only difference arises from the fact that there could be now at most 2\(m\) terms in \(\Delta\) instead of just 2 terms, and the worst case arises when each of these \(m\) nodes that requested removal comes from a different graph. In this case, \(\|\Delta\| \leq 2mC_1\). Therefore, for batch feature removal we have

\[
\|\nabla L(w', \mathcal{D}')\| \leq \frac{\gamma_2 m^2 F^3}{\lambda^2 n} \min \left\{ 4C_1, \frac{(\gamma_1 C_1 F^2 + \lambda C_2 F)^2}{\lambda^2 g_n} \right\},
\]

while for batch node removal, we have

\[
\|\nabla L(w', \mathcal{D}')\| \leq \frac{4\gamma_2 m^2 C_3^2 F^3}{\lambda^2 n}.
\]

Note that we require \(m < \min_i g_i\) not to unlearn the entire graph, otherwise the number of training samples in Equation 1 would be less than \(n\) and tighter bounds on gradient residual norm can be derived. Nevertheless, if we indeed need to unlearn multiple graphs completely, we can always unlearn them first based on the batch removal procedure in Guo et al. (2020), and then perform our unlearning procedure based on Equation 4 for the remaining graphs.

D Proof of Theorem 4.7

Based on the loss function defined in Equation 1, the Hessian of \(L(\cdot; \mathcal{D}')\) at \(w\) takes the form \(H_w = (Z')^T D_w Z' + \gamma n I_d\), where \(Z' \in \mathbb{R}^{n \times d}\) is the data matrix corresponding to \(\mathcal{D}'\) and \(D_w\) denotes the diagonal matrix with diagonal values \((D_w)_{ii} = \ell''(w^T z_i; y_i)\).
From the proof of Theorem 4.4 we know that
\[
\| \nabla L (w', D') \| \leq \left\| (H_{w, \gamma} - H_{w, \gamma}^-) H_{w}^{-1} \Delta \right\|
\]
\[
= \left\| (Z')^T (D_{w, \gamma} - D_{w, \gamma}^-) Z' H_{w}^{-1} \Delta \right\|
\]
\[
\leq \| Z' \| \| D_{w, \gamma} - D_{w, \gamma^-} \| \| Z' H_{w}^{-1} \Delta \|, \tag{16}
\]
where \( w_{\gamma} \triangleq w^* + \eta H_{w}^{-1} \Delta \) for some \( \eta \in [0, 1] \). Since \( D_{w, \gamma} - D_{w, \gamma^-} \) is a diagonal matrix, its operator norm corresponds to the maximum absolute value of the diagonal elements. In the proof of Theorem 4.4 we showed that for \( \forall i \in [n] \),
\[
\| \ell'' (w_{\gamma}^T z_i, y_i) - \ell'' (w^* T z_i, y_i) \| \leq \gamma_2 \| w_{\gamma} - w^* \| \| z_i \|
\]
\[
\leq \gamma_2 F \| H_{w}^{-1} \Delta \|.
\]
Thus we have that \( \| D_{w, \gamma} - D_{w, \gamma^-} \| \leq \gamma_2 F \| H_{w}^{-1} \Delta \| \). Combining this result with Equation (16) completes the proof. Note that this analysis holds for both single-removal and batch-removal, as well as both feature and node removal requests, since it does not require an explicit upper bound on the norm of gradient change \( \| \Delta \| \).

E Different Choices of Graph Wavelets

There are many off-the-shelf graph wavelets we can choose from. They are mainly used for extracting features from multiple frequency bands of the input signal spectrum. Some are listed below.

Monic Cubic wavelets. Monic Cubic wavelets (Hammond et al., 2011) use a kernel function \( h(\lambda) \) of the form
\[
h(\lambda) = \begin{cases} 
\lambda & \text{for } \lambda < 1; \\
-5 + 11\lambda - 6\lambda^2 + \lambda^3 & \text{for } 1 \leq \lambda \leq 2; \\
2/\lambda & \text{for } \lambda > 2.
\end{cases}
\]
Different scalings of the filters are implemented by scaling and translating the above kernel function.

Itersine wavelets. Itersine wavelets define the kernel function at scale \( j \) as
\[
h_j(\lambda) = \sin \left( \frac{\pi}{2} \cos^2 \left( \pi \left( \lambda - \frac{j-1}{2} \right) \right) \right) \cdot 1 \left[ \frac{j}{2} - 1 \leq \lambda \leq \frac{j}{2} \right].
\]
Itersine wavelets form tight and energy-preserving frames.

Diffusion scattering wavelets. A diffusion scattering wavelet filter bank (Gama et al., 2019a) contains a set of filters based on a lazy diffusion matrix \( S = \frac{1}{2} (I + D^{-1/2} AD^{-1/2}) \), where \( A \) is the adjacency matrix and \( D \) is the corresponding degree matrix. The filters are defined as
\[
H_j(S) = \begin{cases} 
I - S, & j = 0, \\
S^{2j-1} - S^{2j}, & j > 0.
\end{cases}
\]
Note that for diffusion scattering the low-pass operator \( U \) is defined as \( d/\|d\|_1 \), where \( d \) is the diagonal of \( D \).

Geometric scattering wavelets. The definition of geometric scattering (Gao et al., 2019) is similar as diffusion scattering, except that the lazy random walk matrix used in geometric scattering is defined as \( S = \frac{1}{2} (I + AD^{-1}) \). And geometric scattering will also record different moments of filtered signals \( H_j^q(x), \forall q \in [Q] \) as features.

Note that one is also allowed to customize the graph wavelets, as long as they form a frame and satisfy the integral Lipschitz constraint
\[
A^2 \| x \|^2 \leq \sum_{j=1}^J \| H_j x \|^2 \leq B^2 \| x \|^2, \quad |\lambda h'(\lambda)| \leq \text{const.} \forall \lambda,
\]
where \( A, B \) are scalar constants and \( h'(\cdot) \) is the gradient of the kernel function.
Additional Experimental Details

**Hyperparameters.** For all methods, we perform training with 500 epochs. For GIN, we tune the hyperparameters on the small dataset IMDB and subsequently use them on all other datasets. We use 2 layers, 64 hidden dimensions and a learning rate $10^{-4}$ in the Adam optimizer. We find that this setting works well in general. For GST, we use geometric scattering wavelets in the graph embedding procedure and fix the learning rate of the LBFGS optimizer to 0.5 for training the classifier. Other hyperparameters used for GST are described in Table 5. Here $J$ represents the number of scales for graph wavelets $\{h_j\}_{j=1}^J$, $L$ represents the number of layers in the scattering tree (with the root node at layer 0), and $Q$ represents the number of moments computed for geometric scattering wavelets (see Appendix E).

Table 4: Statistics of tested benchmark datasets. Note that for the IMDB and COLLAB datasets there are no default node features. We follow the PyG benchmarking code to generate node features based on node degrees.

|               | # Graphs | Average # Nodes | Average # Edges | # Features | # Classes |
|---------------|----------|-----------------|-----------------|------------|-----------|
| IMDB          | 1000     | 19.8            | 193.1           | 0          | 2         |
| PROTEINS      | 1113     | 39.1            | 145.6           | 3          | 2         |
| COLLAB        | 5000     | 74.5            | 4914.4          | 0          | 3         |
| MNIST         | 55000    | 70.6            | 564.5           | 3          | 10        |
| CIFAR10       | 45000    | 117.6           | 941.2           | 5          | 10        |

Table 5: The hyperparameters of GST for all experiments.

|               | Standard graph classification | Unlearned graph classification |
|---------------|-------------------------------|--------------------------------|
|               | $J$ $Q$ $L$ $\lambda$        | $J$ $Q$ $L$ $\lambda$ $\alpha$|
| IMDB          | 5 4 3 $10^{-4}$              | 4 3 3 $10^{-3}$ $10^{-1}$     |
| PROTEINS      | 5 4 3 $10^{-4}$              | 5 4 3 $10^{-4}$ $10^{-1}$     |
| COLLAB        | 3 3 2 $10^{-4}$              | 3 3 2 $10^{-4}$ $10^{-1}$     |
| MNIST         | 5 4 3 0                     | 5 4 3 $10^{-6}$ $10^{-1}$     |
| CIFAR10       | 5 4 3 0                     | 5 4 3 $10^{-6}$ $10^{-1}$     |