An ALMA study of outflow parameters of protoclusters: outflow feedback to maintain the turbulence
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ABSTRACT

With the aim of understanding the role of outflows in star formation, we performed a statistical study of the physical parameters of outflows in eleven massive protoclusters associated with ultra-compact Hα regions. A total of 106 outflow lobes are identified in these protoclusters using the ALMA CO (3–2), HCN (4–3) and HCO+ (4–3) line observations. Although the position angles of outflow lobes do not differ in these three tracers, HCN and HCO+ tend to detect lower terminal velocity of the identified outflows compared to CO. The majority of the outflows in our targets are young with typical dynamical time-scales of $10^4$–$10^5$ years, and are mostly composed of low-mass outflows along with at least one high-mass outflow in each target. An anti-correlation of outflow rate with dynamical time-scale indicates that the outflow rate possibly decreases with time. Also, a rising trend of dynamical time-scale with the mass of the associated core hints that the massive cores might have longer accretion histories than the low mass cores. Estimation of different energies in these protoclusters shows that outflows studied here cannot account for the generation of the observed turbulence, but can sustain the turbulence at the current epoch as the energy injection rate from the outflows is similar to the estimated dissipation rate.
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1 INTRODUCTION

Star formation is a complex process that involves the collapse and accretion of gas onto protostars (Lada 1985). Molecular outflows are ubiquitous in the early stages of star formation. It is expected that at the protostellar phase a fraction of the accreted material from the envelope/disk is expelled as a result of angular momentum conservation (see reviews by Frank et al. 2014; Bully 2016). The gas is typically ejected in the form of high-velocity collimated jets that sweep up the surrounding material and form molecular outflows around the jet axis (Lee et al. 2000; Arce et al. 2007; Hartmann et al. 2016, and references therein). Compared to accretion disks, these outflows are more easily detectable in star-forming clouds (Bally 2016, and references therein). Since the first-ever observational detection of a molecular outflow in Orion A (Kwan & Scoville 1976; Zuckerman et al. 1976), many outflows have been found in Galactic star-forming regions. Over the past few decades, studies of the outflows have increased
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significantly (see the review by Bally 2016), and the jets/outflows were detected in all mass regimes, starting from brown dwarfs (e.g., Whelan et al. 2005; Riaz et al. 2017) to intermediate-mass protostars (e.g., Zapata et al. 2010; Reiter et al. 2017; Takahashi et al. 2019) to high-mass protostars (e.g., Caratti o Garatti et al. 2015; Li et al. 2019, and references therein).

One of the main debates in the star formation community is whether the massive young stellar objects are a scaled-up version of low-mass young stellar objects (YSOs) where disk-accretion plays the dominating role for gaining the stellar mass. For the formation of low-mass stars, bipolar outflows driven by the accretion disks are proposed to be the basic formation mechanism theoretically (Shu et al. 1987), and are also verified observationally (e.g., Boni et al. 1996; Rich et al. 2000; Arce et al. 2007, and references therein). However, on the other hand understanding of the formation mechanism of massive stars is still elusive (Tan et al. 2014). Two major competing models for massive star formation are (i) core accretion via disk (McKee & T. Baug et al. 2020) and (ii) competitive accretion (Bonnell et al. 2001). The most obvious way to distinguish between these two models might be the detection of the accretion disk around massive protostars. But a direct detection of accreting disk is difficult because the accretion disk is small and short-lived, and also because of complicated gas dynamics at that scale (Kim & Kurtz 2006). Here, the study of the properties of molecular outflows which are the manifestation of disk-accretion in young sources, could help us to improve our understanding of the underlying formation process (Shepherd & Churchwell 1996; Beuther et al. 2002; Molinari et al. 2002; Arce et al. 2007). If it is assumed that massive stars do form via an accretion disk similar to the low-mass stars, they should generate massive and powerful outflows (see de Villiers et al. 2014, and references therein). A few recent studies (e.g., de Villiers et al. 2014; Li et al. 2018) indeed found the applicability of the same scaling between outflow activity and clump masses for both low-mass and massive objects, suggesting a similar formation mechanism. However, an extensive study of molecular outflows toward massive star-forming regions is still lacking owing to their large distances and high level of clustering. Recent interferometric observations with the ALMA enable us to target such regions thanks to its high spatial resolution and sensitivity. Studies of outflows associated with Galactic massive star-forming regions may provide us clues to better understand the launching mechanism of molecular outflows, and hence, the underlying star formation mechanism.

The outflows also inject a large amount of mechanical energy into the parent molecular cloud (Solomon et al. 1981; Lada 1985; Bachiller 1996). Such energetic feedback from young stars may significantly influence the self-regulation of star formation (Franco 1983). Feedback may provide the required turbulence to the parent molecular cloud for stabilizing it against the gravitational collapse (Shu et al. 1987; Nakamura & Li 2007; Carroll et al. 2009; Matzner & Jumper 2015). The impact of outflows on surrounding gas has been studied in several massive and low-mass star-forming regions (Arce et al. 2010; Nakamura et al. 2011; Narayanan et al. 2012; Li et al. 2015; Feddersen et al. 2020, and references therein). Majority of these studies reported that the outflows do not have sufficient energy to sustain the observed turbulence in their parent molecular clouds (see e.g., Li et al. 2020, and references therein). In a survey on Perseus molecular cloud, Arce et al. (2010) found that even though outflows have a large impact on the local clouds near the active star-forming area, the energy from outflows is not sufficient to produce the observed turbulence in the entire Perseus complex. A similar result was also found by Narayanan et al. (2012) and Li et al. (2015) for Taurus region. However, Nakamura et al. (2011) found that the protostellar outflows play a crucial role in replenishing the supersonic turbulence in ρ Ophiuchi Main Cloud. Plunkett et al. (2013) also found the outflow energy comparable to the turbulent energy in NGC 1333 star-forming region. A similar result was also obtained by Yang et al. (2018) in hundreds of star-forming clumps.

Protostellar outflows have been extensively studied using several different atomic and molecular tracers at different wavelength regime, for example, H$_2$, [Fe]$_2$, CO, SiO, HCN, HCO+, HNCO, CS, and so on (see Bally 2016, for a detailed discussion). The emission lines of CO, particularly the low-J pure rotational transitions (J ≤4) in millimeter and sub-millimeter bands are widely used as tracers of outflow activity (Shepherd & Churchwell 1996; Beuther et al. 2002; Yang et al. 2018). This is because of the high abundance of CO and also because observations of these CO lines are relatively straightforward using ground-based telescopes. In this paper, we report a study of outflow parameters derived from the CO (J = 3–2) line toward 11 Galactic massive protoclusters (1–24×10$^2$ M$_\odot$: Liu et al. 2016) using data from ALMA. The details of these 11 target regions have been presented in Table 1 of our previous paper (Baug et al. 2020, hereafter Paper I). In total, we identified 106 lobes in these 11 target regions. A study of the orientation of the outflow lobes with respect to their host filaments is already reported in Paper I. The present paper concentrates on the derived outflow parameters (e.g., outflow mass, outflow rate, mechanical luminosity, dynamical timescale of outflow, etc.), their relation with the mass of the host cores, and the energy injection by these outflows to their parent clouds.

The paper is organized in the following manner. In Section 2, we present a brief introduction to the data. Identification of outflow lobes, comparison of the outflow parameters obtained with different tracers (i.e., CO(3–2), HCN(4–3), HCO$^+$ (4–3); hereafter CO, HCN and HCO$^+$ throughout the paper), and derivation of physical parameters of the CO outflows are presented in Section 3. A comparison of the CO outflow parameters with the parameters of the host cores and analysis on the energy budget of the host clouds are presented in Section 4. A conclusion of this study is presented in Section 5.

2 DATA

2.1 ALMA observations

Details of the ALMA observations (project 2017.1.00545.S; PI: Tie Liu) have been presented in Paper I. These data were observed as a pilot project for the ALMA Three-millimeter Observations of Massive Star-forming regions (ATOMS) survey (Liu et al. 2020a,b).

3 RESULTS

3.1 Identification of Outflows

The procedure to identify outflows adopted in this work was already reported in Paper I. For clarity, we briefly mention the procedure here. First, we cropped the data for the whole spectral window into smaller cubes that only cover ±200 km s$^{-1}$ centering on the systemic velocity of each target. We carefully examined these small position-velocity (PPV) data cubes in SAOImageDS9$^1$ looking for the redshifted and blueshifted lobes around continuum sources starting from the highest velocity channels, as these channels are expected to be least contaminated by emission from the central clouds. The outflow lobes in a couple of regions are substantially crowded. There
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were a few confusing CO outflow lobes that overlap with each other. For those, we compared the outflow lobes in different tracers (i.e., CO, HCN, HCO$^+$, and SiO) to confirm their credibility. However, in this paper we do not include any analysis from SiO observations. Analysis using this particular line will be reported for the full ATOMS survey sample in a future paper. Here, we considered as separate outflow lobes only those for which the emission between the two lobes at terminal velocity is separated by more than 5 pixels in the PPV space.

The terminal velocity and extent of each outflow lobe were considered up to a 5σ level where σ is the rms measured from a few line-free channels. In addition to the bipolar outflows, we identified unipolar outflows that are associated with continuum sources, and also a few outflow lobes without having any association with detected continuum sources. Here, we report a total of 106 outflow lobes. Among them 32 are bipolar and 42 are unipolar. Note that in this paper, we report one additional lobe which was confused and thought to be associated with another lobe in Paper I.

A total of 99 and 80 outflow lobes are detected in HCN and HCO$^+$, respectively. Among the 106 lobes identified in CO, 80 are identified in HCN and 62 are identified in HCO$^+$. We also named the outflow lobes for convenience (see Tables 1 and 2). The naming of an outflow is done as follows. It contains the name of the region, followed by an alphanumeric character (that starts with the letter ‘O’) to mark the source number, and a letter if multiple outflow lobes are identified with a single core. Details of all the identified outflow lobes, such as coordinates of the continuum sources, orientations of outflow lobes on the plane of the sky, terminal velocity, and extent of each outflow are presented in Paper I and are thus not presented here. The outflow lobes identified with HCN overlaid on the 0.9 mm ALMA continuum maps for one region are presented in Figure 1. Figures for the identified outflows (in both HCN and HCO$^+$) in the remaining regions are presented in Appendix A. The outflow lobes identified in CO are also marked by arrows in Figure 1. For reference, similar figures corresponding to the CO outflows are available in Paper I.

### 3.2 Comparison of outflow lobes

In order to examine how the detected outflow lobes conform in three different tracers, we plot the position angles, velocities, and extents of the outflow lobes in Figures 2 and 3.

As seen in Figure 2, the position angles of outflow lobes do not differ much in all three tracers and have typical variations $< \pm 10^\circ$. This particular variation is of the order of uncertainties in the measurements of the position angles. Figures 3a and 3b show the projected extent of the outflow lobes in HCN and HCO$^+$ against CO emission, and the extent of the lobes against the terminal velocities of the outflow lobes in different tracers, respectively. Even though the extents of the lobes are generally found to be similar in CO and HCN (Figure 3a), a few HCO$^+$ lobes are found to be 10–20% shorter compared to the other two tracers. Also, HCN and HCO$^+$ typically have lower terminal velocities compared to those traced in CO. A similar result was noted earlier by López-Sepulcre et al. (2010). These authors found lower values of outflow momenta and kinetic energies estimated using HCO$^+$ (1–0) emission compared to the commonly used tracers like CO. Typically, HCN and HCO$^+$ trace the outflow in the vicinity of the driving source, while CO is sensitive enough to detect the low density and high-velocity outflow material. This is possibly because CO is more abundant than HCN and HCO$^+$, and also because the excitation of HCN (4–3) and HCO$^+$ (4–3) requires relatively higher temperatures compared to CO (3–2). Note that different tracers trace various components of the outflows, and that explains the variation seen in the observed outflow parameters in three different tracers (see Bally 2016, for a detailed discussion).

### 3.3 Dynamical properties of outflows

In this paper, we only calculated the parameters for the outflows that are identified in CO. The calculation of outflows parameters using HCN and HCO$^+$ are not performed in this paper. The physical properties of all the identified CO outflow lobes, such as mass

![Figure 1](image1.png) **Figure 1.** HCN outflow lobes toward the IRAS 14382-6017 region overlaid on the ALMA 0.9 mm continuum map of the region. The red and blue contours correspond to redshifted and blueshifted HCN emission integrated over carefully selected velocity ranges to depict the outflow lobes. The extents of blueshifted and redshifted outflow lobes in HCN are also marked by solid green and purple arrows, while the extent of outflow lobes identified using CO are shown by blue and red dashed arrows, respectively. The driving sources detected in the continuum map are marked in yellow ellipses.

![Figure 2](image2.png) **Figure 2.** Comparison of the position angles of the lobes in HCN (black squares) and HCO$^+$ (red circles) with respect to the position angles of the lobes in CO. The blue dashed line shows the ratio PA$_{\text{HCN/HCO}^+}$/PA$_{\text{CO}} = 1$. Grey dotted lines show the track for PA variation of $\pm 10^\circ$. 
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(\(M_{\text{out}}\)), momentum (\(P_{\text{out}}\)), energy (\(E_{\text{out}}\)), dynamical ages, outflow rate (\(\dot{M}_{\text{out}}\)), mechanical luminosity (\(L_{\text{mech}}\)), and outflow force (\(F_{\text{out}}\)) were derived following the similar procedure described in \(\text{Wang et al. (2011)}\). We first simplified the equation given in \(\text{Mangum & Shirley (2015)}\) to calculate the total CO column density of the outflows assuming that they are in local thermodynamic equilibrium and the emission is optically thin. Note that the calculated mass considering the emission to be optically thin might be underestimated by a factor of a few (see \(\text{Offner et al. (2011); Arce et al. (2013); Dunham et al. (2014)}\)). However, opacity correction for the estimated mass of the outflows is primarily crucial if the lower bound velocity of the lobes are below 3 km s\(^{-1}\) (see \(\text{Dunham et al. (2014), for a detailed discussion}.\)

We do not apply any opacity correction as the lower bound velocity of the lobes are below 3 km s\(^{-1}\). Estimated outflow parameters may vary depending on the adopted \(T_{\text{ex}}\). \(\text{Dunham et al. (2014)}\) performed a detailed calculation to estimate the correction factor for a \(T_{\text{ex}}\) range from 10–200 K. They pointed out that low-\(J\) transitions of CO (as in this study) are generally insensitive for \(T_{\text{ex}} \gtrsim 50\) K. Note that the targets in this study are massive star-forming regions associated with HII regions. Thus, a higher gas temperature is expected in these regions compared to the gas temperature typically assumed for cold clumps (10–30 K). Hence, we derived the outflow parameters in our target regions assuming a \(T_{\text{ex}}\) of 50 K. Also, this is a crude assumption to consider a single \(T_{\text{ex}}\) for all the outflows.

In fact, excitation temperatures may even vary over different parts of the lobes, and there may be very warm molecular gas in shocks (see e.g., \(\text{Green et al. (2011), and references therein}.\)). Thus, consideration of a single \(T_{\text{ex}}\) can lead to significant underestimates (by up to factors of 3–4) in the outflow kinetic energy and mechanical luminosity which are the most sensitive to the highest-velocity gas (see \(\text{Downes & Cabrit (2007); Dunham et al. (2014), for a detail discussion}.\))

As discussed by \(\text{Dunham et al. (2014)}, a different value of \(T_{\text{ex}}\) from 10–50 K might lead to a maximum variation in the outflow parameter by a factor of 1–3 which is of the order of uncertainty of these derived parameters. Here, we derived the outflow parameters using the equations given in \(\text{Wang et al. (2011)}:\)

\[
M_{\text{out}} = d^2 \left[ \frac{H_2}{\text{CO}} \right] \frac{3}{4} \int \Omega \frac{N_{\text{thinn}}}{\text{CO}}(\Omega') d\Omega',
\]

\[
E_{\text{out}} = \frac{1}{2} M_{\text{out}} v^2,
\]

\[
L_{\text{mech}} = \frac{E_{\text{out}}}{t_{\text{dyn}}},
\]

\[
F_{\text{out}} = \frac{P_{\text{out}}}{t_{\text{dyn}}}.
\]

where \(d\) is the distance to the source, \(\frac{H_2}{\text{CO}}\) is the abundance ratio of \(H_2\) to CO which is taken to be \(10^5\) (\(\text{Blake et al. (1987)}\)). The mean molecular weight, \(\overline{m_1}\), is assumed to be 2.33 \(m_H\). The parameter \(\Omega\) is the solid angle subtended by the outflow lobe, and \(v\) is the velocity of the outflow relative to the systemic velocity. The parameters \(L_{\text{flow}}\) and \(v_{\text{Lobe}}\) are the extent of the outflow lobe from the driving source and the outflow terminal velocity, respectively.

Since we only measure the radial component of the outflow velocity and the projected size of the lobe on the plane of the sky, it is important to include the corrections for the inclination. We have corrected the parameters, \(L_{\text{flow}}, P_{\text{out}}, E_{\text{out}}, t_{\text{dyn}}, M_{\text{out}}, L_{\text{mech}},\) and \(F_{\text{out}}\) multiplying by \(1/\sin i, 1/\cos i, 1/\cos^2 i, \cos i/\sin i, \sin i/\cos i, \sin i/\cos^3 i, \) and \(\sin i/\cos^2 i\), respectively, for a mean inclination angle \(i\) of 57°3 assuming all orientations are equally favorable (see \(\text{Dunham et al. (2014), for a detailed description}.\)). However, the outflow parameters estimated here should be treated only as lower limits because it might include several observational biases. The assumption for the CO line to be optically thin might not always be true, and unlike other low-density gas tracers (e.g., \(\text{C}^1\text{~157}~\mu\text{m} \)) line, CO is unable to trace the outflows in low-density regions. Also, a lower limit may be due to the limited sensitivity of our observations. Moreover, the lower bound velocity of our identified outflows is at about 5 km s\(^{-1}\) from the

\[
N_{\text{thinn}}(\text{CO}) = 4.81 \times 10^{12} (T_{\text{ex}} + 0.92) \exp\left(\frac{33.12}{T_{\text{ex}}}\right) \int T_B dv,
\]

\[
T_{\text{ex}} \text{ and } T_B \text{ are excitation temperature and brightness temperature in K, respectively, and } dv \text{ is in km s}^{-1}. \]
systemic velocity of the cloud because we could not separate out the outflow gas component from the host cloud below this velocity limit. However, this low velocity part of the outflow might have a significant contribution to the observed outflow mass (Arce & Goodman 2001; Downes & Cabrit 2007; Offner et al. 2011). Beside, it was not always possible to disentangle the overlapping emission from two nearby lobes, particularly when they approached the cloud velocity (within 2–6 km s⁻¹). Although, the minimum detectable velocity of our identified outflows is at about 5 km s⁻¹ from the cloud velocity, this effect might lead to 15-20% uncertainties to the estimated outflow mass, and hence, to other calculated parameters. Together all these biases may lead to underestimate the estimated parameter up to a factor of ~10 even after correcting the estimated parameters for the mean inclination (Dunham et al. 2014). Table 1 lists the velocity range used to derive the calculations, \( M_{\text{out}} \), and several other calculated dynamical parameters (i.e., \( P_{\text{out}} \), \( E_{\text{out}} \), \( M_{\text{out}} \), \( F_{\text{out}} \), and \( L_{\text{mech}} \)); the values are listed for all the outflows after correcting for the inclination. As mentioned before, in this paper we estimated the outflow parameters based on the CO emission. So, in Table 1 we include only the outflows detected in CO. The lobes identified in HCN or HCO⁺ but not detected in CO are not listed in the table. Additionally, in Table 1 we indicate whether the corresponding outflow is detected in either of the other two tracers. For reference, all the outflow lobes detected in all three tracers are marked in Figures 1 and A1–A4.

A histogram of \( M_{\text{out}} \) is shown in Figure 4a. It can be seen that the values \( M_{\text{out}} \) have a wide range starting from \( \sim 10^{-7} \) to \( \sim 10^{-3} \) \( M_\odot \) yr⁻¹. This provides us a unique opportunity to study the behavior of young outflows in a wide range of mass in Galactic massive protoclusters. Several authors reported that outflows associated with massive star formation are comparatively more powerful than those associated with low-mass star formation (Shepherd & Churchwell 1996; Beuther et al. 2002; Wu et al. 2004; Hatchell et al. 2007; Yang et al. 2018; Li et al. 2018). While outflows with \( M_{\text{out}} \) of 0.1–1 \( M_\odot \) and \( M_{\text{out}} \) of \( 10^{-7}–10^{-6} \) \( M_\odot \) yr⁻¹ are known as low-mass outflows, the outflows with \( M_{\text{out}} \) of 10–1000 \( M_\odot \) and \( M_{\text{out}} \) of \( 10^{-5}–10^{-3} \) \( M_\odot \) yr⁻¹ are considered as high-mass outflows (Yang et al. 2018). Thus, a wide spread in the values of physical parameters for our observed outflows indicates that these correspond to low-mass to high-mass outflows. Note that the targets in this study are massive star-forming regions. We indeed found at least one massive outflow with \( M_{\text{out}} \) more than about \( 10^{-4} \) \( M_\odot \) yr⁻¹ in almost every region (except for 114382 and 117204).

A histogram for the dynamical age of the outflows are also shown in Figure 4b. The dynamical ages of the outflows in our sample are ranging from 0.1–28×10⁴ years. These results confirm their driving sources to be young and still might be in an early phase when the matter is accreted onto the protostellar condensation.

3.4 Mass of the host cores

Smaller structures within molecular clouds are defined as clumps, cores, and substructures of a core based on their spatial extent in dust continuum and line emission maps. In this paper, we adopted the terminology recommended by Williams et al. (2000) and Wang et al. (2014): clumps have sizes \( \sim \)1 pc, dense cores have \( \sim \)0.1 pc, and substructures within cores have sizes \( \sim \)0.01 pc. Small scale structures in 0.9 mm continuum ALMA data were identified using the Python-based ASTRODENDRO-package² which uses the DENDROGRAM algorithm to identify the hierarchical structures (i.e., cores) in the

Figure 4. (a) Histogram of the outflow rate. (b) Histogram of the estimated dynamical ages of all the outflows, and (c) Histogram of the calculated mass of the host cores considering a dust temperature of 50 K and spectral index, \( \beta \), of 2.

² https://dendrograms.readthedocs.io/en/stable/index.html
| Lobe Name | $v$ (km s$^{-1}$) | $M_{\text{out}}$ ($10^{-25}$ M$_{\odot}$) | $P_{\text{out}}$ (10$^{20}$ M$_{\odot}$ km s$^{-1}$) | $E_{\text{out}}$ ($10^{55}$ erg) | $q_{\text{gas}}$ | $M_{\text{out}}$ (10$^{-2}$ M$_{\odot}$) | $P_{\text{out}}$ (10$^{16}$ erg yr$^{-1}$) | $L_{\text{bol}}$ ($10^{39}$ L$_{\odot}$) | Detected in |
|-----------|----------------|-------------------|-----------------|-----------------|----------------|-------------------|-------------------|-------------------|----------------|
| HCN       | ✓ ✓ ✓ ✓ | ✓ ✓ ✗ ✓ | ✗ ✓ ✗ ✓ | ✓ ✗ ✗ ✗ | ✗ ✗ ✗ ✗ | ✗ ✗ ✗ ✗ | ✗ ✗ ✗ ✗ | ✗ ✗ ✗ ✗ | ✓ ✓ ✓ ✓ |

| Lobes     | $v$ (km s$^{-1}$) | $M_{\text{out}}$ ($10^{-25}$ M$_{\odot}$) | $P_{\text{out}}$ (10$^{20}$ M$_{\odot}$ km s$^{-1}$) | $E_{\text{out}}$ ($10^{55}$ erg) | $q_{\text{gas}}$ | $M_{\text{out}}$ (10$^{-2}$ M$_{\odot}$) | $P_{\text{out}}$ (10$^{16}$ erg yr$^{-1}$) | $L_{\text{bol}}$ ($10^{39}$ L$_{\odot}$) | Detected in |
|-----------|----------------|-------------------|-----------------|-----------------|----------------|-------------------|-------------------|-------------------|----------------|
| HCN       | ✓ ✓ ✓ ✓ | ✓ ✓ ✗ ✓ | ✗ ✓ ✗ ✓ | ✓ ✗ ✗ ✗ | ✗ ✗ ✗ ✗ | ✗ ✗ ✗ ✗ | ✗ ✗ ✗ ✗ | ✗ ✗ ✗ ✗ | ✓ ✓ ✓ ✓ |

**Table 1. Outflow parameters (listed only those detected in CO) derived from CO**

| Lobe Name | $v$ (km s$^{-1}$) | $M_{\text{out}}$ ($10^{-25}$ M$_{\odot}$) | $P_{\text{out}}$ (10$^{20}$ M$_{\odot}$ km s$^{-1}$) | $E_{\text{out}}$ ($10^{55}$ erg) | $q_{\text{gas}}$ | $M_{\text{out}}$ (10$^{-2}$ M$_{\odot}$) | $P_{\text{out}}$ (10$^{16}$ erg yr$^{-1}$) | $L_{\text{bol}}$ ($10^{39}$ L$_{\odot}$) | Detected in |
|-----------|----------------|-------------------|-----------------|-----------------|----------------|-------------------|-------------------|-------------------|----------------|
| HCN       | ✓ ✓ ✓ ✓ | ✓ ✓ ✗ ✓ | ✗ ✓ ✗ ✓ | ✓ ✗ ✗ ✗ | ✗ ✗ ✗ ✗ | ✗ ✗ ✗ ✗ | ✗ ✗ ✗ ✗ | ✗ ✗ ✗ ✗ | ✓ ✓ ✓ ✓ |

**Notes:**
- $W$s imply well-separated outflows without contamination from nearby lobes; $Y$ and $y$ indicate the bipolar and unipolar outflows, respectively.

---
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continuum maps. A detailed discussion of the algorithm can be found in Rosolowsky et al. (2008). The astroDendro-package needs the inputs – the minimum flux level and the minimum number of pixels – to be considered. A minimum flux level of 3σ was adopted as a good value where σ is the background flux estimated from the emission-free areas in the continuum map. We considered structures having an area of more than the beam size of 25 pixels (corresponding to a spatial scale of ~0.007–0.02 pc at distances of 2.6–7.6 kpc) which is sufficient to identify dense cores. A detailed analysis of the cores will be presented in a future paper. In this paper, we only present the parameters (i.e., outflow name, coordinates of the continuum source, size, position angle, and integrated flux) of those 41 cores that are associated with outflows (see Table 2). These cores have typical sizes in the range from 0.01–0.06 pc which confirms them to be cores or smaller substructures within cores. However, from now onward we shall refer to them as cores.

We further estimated the dust mass of each core assuming the dust emission to be optically thin using the following equation:

\[
M_{\text{dust}} = \frac{F_{\nu}d^2}{B_{\nu}(T_{\text{dust}})\kappa_{\nu}},
\]

(9)

where \(F_{\nu}\) is the total dust continuum flux of the identified core at frequency \(\nu\), \(d\) is the distance to the source, \(B_{\nu}(T_{\text{dust}})\) is the Planck function at the temperature \(T_{\text{dust}}\), and \(\kappa_{\nu} = 10\left(\frac{T_{\text{dust}}}{T_{\text{dust}}^\ast}\right)^2 \text{ cm}^2 \text{ g}^{-1}\) is the dust opacity (Hildebrand 1983) where \(T_{\text{dust}}\) is the spectral index. As mentioned before the targets here are massive star-forming regions and are associated with Hii regions. In such an environment, the cores in the vicinity of Hii regions could be externally heated to a high temperature of more than 100 K (see e.g., Osorio et al. 1999; Mookerjea et al. 2007, and references therein). Conversely, in the case of a cold star-forming core, \(T_{\text{dust}}\) is typically assumed to be \(\lesssim 30\) K (e.g., Plunkett et al. 2013; Wang et al. 2014). Hence, in the absence of a line-temperature measurement, we safely considered a dust temperature \(T_{\text{dust}}\) of 50 K to calculate masses of the cores in these regions. The estimated mass of the cores for two dust emissivity spectral indices (i.e., \(\beta = 1.5\) and 2.0) are listed in Table 2 along with the other details of the identified cores. The number of outflow lobes associated with each core is also listed in the last column of Table 2. The mass estimated using \(\beta = 2.0\) is approximately a factor of 2 higher compared to the mass estimated using \(\beta = 1.5\).

A histogram for the core mass considering the \(T_{\text{dust}}\) of 50 K and \(\beta\) of 2, is shown in Figure 4c. The mass of the cores is typically up to a few tens of solar masses with a couple of sources more than one hundred solar masses. Note that the mass is estimated here assuming the emission to be optically thin which might not always hold. There is also a possibility that multiple cores are located along the line of sight, and together they may appear as a single core with considerably high mass. Such a possibility cannot be ignored given the fact that several cores in our sample drive multiple outflows (see Table 2), indicating the presence of multiple outflow driving sources within 0.1 pc scale. Hence, estimated core mass with such a large uncertainty may show a spurious relation when compared with the outflow parameters. To reduce such possibility, we defined a cleaned set of well-separated outflows (discussed in Section 4.2). This definition of well-separated outflows rejects the most massive cores in our sample which hold the highest possibility of having a companion. Although this precaution helps us to reduce contamination, we still cannot rule out the possibility of multiplicity in the identified cores as the regions are located considerably higher distances. There still might exist unresolved multiples. In an unresolved multiple, a single core may drive outflows while its companion(s) might remain inactive. Thus, the estimated core mass should be considered as an upper limit, and any derived relation or trend of outflow parameters with core masses should be treated with caution.

4 DISCUSSION

4.1 Comparison among outflow parameters

The regions studied here have shown a complex outflow morphology. Thus, estimated outflow parameters might be contaminated by the pixels of the nearby outflow lobes particularly toward the lower velocity ends. Thus, to separate out the contaminated lobes, we examined each region by overlaying the areas used to calculate the outflow parameters for all the identified lobes. Accordingly, we defined a cleaned set of well-separated outflow lobes which do not have any overlapping pixel (in the PP space) with a neighbouring lobe. The final column of Table 1 denotes whether the outflow lobe is well-separated or not. In Figure 5a, we have plotted \(M_{\text{out}}\) versus \(M_{\text{dust}}\) for all the lobes. The well-separated lobes are also marked in the figure. A nice correlation is noted between \(M_{\text{dust}}\) and \(M_{\text{out}}\) (Figure 5a) which is possibly expected as a higher gas outflow rate should inject more matter into the surrounding environments. Spearman’s rank correlation coefficients \((\rho)\) are also marked in the figure for both the sets of data. We further plotted the \(M_{\text{out}}\) with respect to the \(t_{\text{dyn}}\) of all the lobes (Figure 5b). A non-correlation \((\rho = 0.07\) for all and \(\rho = -0.08\) for all well-separated lobes) can be noted among these two parameters. A similar non-correlation trend was noted previously by Wu et al. (2004) for the high-mass clumps. However, they noted an increasing trend of the outflow mass with time for the group of low-mass clumps. This is particularly puzzling for our sample because most of the outflows in this study are low-mass outflows. For further confirmation of this non-correlation, we performed a Student’s t-test for the significance level of the null hypothesis following the similar method described in Li et al. (2003). We found that the test produces \(p\)-value greater than 0.9 which rejects the null hypothesis. This particular test indicates that the observed non-correlation might be a random result. A possible reason for this could be the comparatively smaller range of dynamical time-scales \((\sim 0.3–11 \times 10^3\) yr\) in our sample compared to that reported by Wu et al. (2004, \(\sim 1–550 \times 10^3\) yr).

We further examined the outflow rate against the dynamical time-scale. An anti-correlation trend \((\rho = -0.34\) and -0.42 for all and well-separated lobes, respectively) is noted for \(M_{\text{dust}}\) with \(t_{\text{dyn}}\) (Figure 5c). This observed trend could be due to a decrease in the outflow rate with time as also previously suggested by several authors (Motte et al. 2007; López-Sepulcre et al. 2011; Watson et al. 2016, and references therein).

Figure 5d shows the relation between the maximum dynamical time-scale \((t_{\text{dyn, max}})\) of the outflows associated with a single core and the core mass. A hint of positive correlation is found for \(t_{\text{dyn, max}}\) with the core mass (Spearman’s Rank correlation coefficient \(\rho = 0.35\) and 0.16 for all and well-separated lobes, respectively). A positive trend was observed in young infrared dark clouds by Li et al. (2020). This positive trend might indicate for the massive cores to have comparatively longer outflow dynamical timescale than their low-mass counterparts. If it is generally assumed that the dynamical time-scale of outflows reflects the accretion time-scale of the cores, then this positive trend might also hint at the possibility for the massive cores to have longer accretion history than the low mass cores in these protoclusters as also suggested by Li et al. (2020). However, as already discussed before a few cores in our sample might not be well-resolved. The presence of an unresolved companion would overestimate the core mass. Thus, this observed increasing trend might

MNRAS 000, 1–15 (2020)
vary depending on an improved core mass estimation. For a more robust explanation, it needs a comparison of $\alpha_{\text{dyn}}$ with the bolometric luminosity of the associated cores. However, the determination of bolometric luminosity requires multi-band observations of the source at a similar spatial resolution. No other observations are available for our targets at the angular resolution of ALMA, and it is thus difficult to determine the bolometric luminosity of the cores in our sample.

### 4.2 Comparison between outflow parameters and core parameters

Figure 6a shows the outflow mass plotted as a function of core mass, $M_{\text{core}}$. Note that several massive cores are found associated with multiple outflows (both bipolar and unipolar). These outflows may be driven by further small-scale cores or multiple cores along the line of sight. However, such individual driving cores/sub-cores are not resolved even at the resolution of our ALMA data, possibly because our targets are densely clustered environment located at comparatively large distances ($2.6–7.6$ kpc). Note that the presence of several outflows has been noted before in other massive star-forming regions (see e.g., Beuther et al. 2002; Zhang et al. 2007; Fernández-López et al. 2002).
In such a dense clustered environment, it is difficult to always identify bipolar signatures of outflows. For uniformity, we considered plotting the total outflow parameters (see triangles in Figure 6) driven by each identified core as that helps us to have a better comparison between the outflow and core properties. Additionally, for clarity we defined a cleaned well-defined set of outflow and their host cores. In Section 4.1, we already defined a set of well-separated lobes. Here, we further examine the well-separated outflows with respect to their host cores, and rejected those for which a host core is associated with more than one outflow (could be bipolar or unipolar). Finally, we named this cleaned set of data as well-defined outflows. We also marked these well-defined outflows in Figure 6 (see green triangles). Note that our calculated parameters are based on the emission detected in interferometric data which might lose the extended emission flux from the target. There are other additional components (i.e., assumption of optically thin emission, projection effect of outflow lobes, overlapping outflows) which underestimate the calculated parameters (see Section 3.3). Similarly, values of the cores might have a large uncertainty depending on the adopted dust temperature and the spectral index in the calculation, missing extended emission, and presence of unresolved companions (see Section 3.4).

A correlation trend ($\rho = 0.48$) is found between the outflow mass and the core mass for all the outflows (Figure 6a). Even though an increasing trend is noted, a low correlation coefficient ($\rho = 0.20$) is obtained when only well-defined outflows are considered. The general increasing trend fits to a power-law of $M_{\text{out}} \propto M_{\text{core}}^{0.5}$ and $M_{\text{out}} \propto M_{\text{core}}^{0.4}$ for all and well-defined cases, respectively. A similar proportionality is seen at clump-scale by Yang et al. (2018, $M_{\text{out}} \propto M_{\text{clump}}^{0.6}$) for massive outflows associated with hundreds of ATLASGAL clumps. However, a few other studies found a slightly steeper relation between outflow mass and the core mass (i.e., $M_{\text{out}} \propto M_{\text{core}}^{0.8}$, Beuther et al. 2002; López-Sepulcre et al. 2009; de Villiers et al. 2014). Most of the previous studies were based on a few tens of outflows. Thus, the slightly shallower slope in our sample could be a result of a large range of core mass as also pointed out by Yang et al. (2018). The ratio $M_{\text{out}} / M_{\text{core}}$ has an average value of 0.05±0.13 which implies that on average 5% of the core gas is entrained in the molecular outflow.
This entrainment ratio is comparable to the value of 4–6% reported by Beuther et al. (2002), Yang et al. (2018), and Li et al. (2018) seen at the clump-scale analysis.

Figure 6b shows $M_{\text{out}}$ plotted as a function of $M_{\text{core}}$. Despite a large scatter in the data points, a positive trend ($\rho = 0.42$ for all outflows and $\rho = 0.24$ for well-defined outflows) can be noted for the wide-range of $M_{\text{core}}$ values. A similar positive trend with a similar slope was noted in previous studies toward massive clump-scale outflows (see López-Sepulcre et al. 2010; Yang et al. 2018; Li et al. 2018, and references therein). In addition, we also plotted output energy ($E_{\text{out}}$) and mechanical luminosity of the outflow ($L_{\text{mech}}$) with respect to the core mass, $M_{\text{core}}$ (see Figure 6c,d). A positive trend is noted for $E_{\text{out}}$ with $M_{\text{core}}$ for all outflows. However, the trend is not significant when only well-defined set of outflows are considered. Similarly, the positive trend for $L_{\text{mech}}$ with $M_{\text{core}}$ is not significant, specifically for the well-defined outflows. The correlation here is not statistically significant for both well-defined and all outflows (i.e. weak or non-correlation). Overall, these results suggest that the energy of an outflow generally increases with increasing mass of the driving core, but without a tight correlation.

The mechanical force of an outflow, $F_{\text{out}}$, can be considered as a measure of the strength of the outflow, and the rate at which the outflow injects momentum (at the current epoch) into the surrounding gas (Bachiller & Gomez-Gonzalez 1992; Downes & Cabrit 2007). Several studies have already reported a positive correlation of $F_{\text{out}}$ with core/clump mass and also with the bolometric luminosities (see Shepherd & Churchwell 1996; Wu et al. 2004; Zhang et al. 2005; Yang et al. 2018, for example). Our calculated $F_{\text{out}}$ (mainly composed of low-mass outflows) is plotted against $M_{\text{core}}$ in Figure 7a. An increasing trend ($\rho = 0.39$ and 0.21 for all and well-defined outflows, respectively) is noted for $F_{\text{out}}$ against core mass over 3 orders of magnitude. A linear fit to the data points shows a slope of 0.5 for all outflows and 0.4 for the well-defined outflows.

To examine the overall clump-scale scenario, we plotted the total value of $F_{\text{out}}$ for each region against the total mass of the clump (obtained from Liu et al. 2020a) along with the parameters for more than one hundred of ATLASGAL clumps studied by Yang et al. (2018) (see Figure 7b). In the absence of bolometric luminosity of individual cores, we also plotted the total $F_{\text{out}}$ of each target against the bolometric luminosity of the whole clump (see Urquhart et al. 2018; Liu et al. 2020a, for detailed parameters) along with parameters from Yang et al. (2018) (see Figure 7c). As can be seen in Figure 7b,c, our sample typically follows a similar increasing trend that was seen by Yang et al. (2018). The data points for our eleven targets roughly fall within the parametric distribution of Yang et al. (2018).

A hint of increasing trend for $F_{\text{out}}$ with $M_{\text{core}}$ that holds for 3 orders of magnitude of core mass indicates a possible similar mechanism for driving outflows over the whole range of low-mass to massive cores. However, a slightly different slope is obtained at core-scale (slope=$0.5$ and $0.4$, Figure 7a) compared to clump-scale (slope=$0.8$, Figure 7b). A similar increasing trend was noted before for low-mass and massive clumps by Maud et al. (2015) and Yang et al. (2018) for $F_{\text{out}}$ against bolometric luminosity. These authors, however, did not exclude the possibility of observational bias between the outflow force of low-luminosity and high-luminosity sources considering that they lie at different distances. The targets of this work are massive protoclusters where we primarily detected low-mass outflows along with a few high-mass outflows. We thus conclude that the increasing trend is possibly real as both low-mass and high-mass outflows in our study are identified in the same target region.

Considering the overall trend of the outflow parameters with the parameters of the cores, a general inclination might be to believe that the stars of all different masses produce outflows by a similar mechanism. However, as also discussed by Maud et al. (2015), the outflow parameters such as $M_{\text{out}}$ and $F_{\text{out}}$ have an intrinsic dependency on the entrained mass by the outflows. Thus, these parameters can only infer the strength of the outflows, not the launching mechanism. The outflow launching mechanisms for low-mass and massive star formation could thus be substantially different.

The mass accretion rate could provide us the information on the ongoing star formation activity in the host cores. In general, an accretion rate of $\lesssim 10^{-5} M_\odot$ yr$^{-1}$ is typical for low-mass star formation, whereas a much higher accretion rates of $\gtrsim 10^{-4} M_\odot$ yr$^{-1}$ is required for massive star formation (McKee & Tan 2003). It is possible to get an estimate of the accretion rate from the derived outflow mechanical force if it assumed that (1) the observed outflows are driven by protostellar winds from accretion disks (Keto 2003), (2) the momentum is conserved between the wind and the outflow, and (3) the wind and molecular gas interface is efficiently mixed (Richer et al. 2000). Then, the accretion rate can be formulated as $\dot{M}_{\text{acc}} = k M_{\text{wind}}$, where $M_{\text{wind}}$ is the mass-loss rate of the wind which can be inferred from the $F_{\text{out}}$ ($= M_{\text{wind}} v_{\text{wind}}$). Here, $v_{\text{wind}}$ is the wind velocity which we adopted to be 500 km s$^{-1}$ (Bally 2016; Li et al. 2020) and $k$ is the ratio between the mass accretion rate and the mass ejection rate which we assumed to be 3 (Shu et al. 2000). Accordingly, the derived accretion rates range from $4.6 \times 10^{-8}$ to $3.0 \times 10^{-4} M_\odot$ yr$^{-1}$, with an average value of $2.4 \times 10^{-5} M_\odot$ yr$^{-1}$. Although the mass accretion rates derived here are typically small compared to the expected accretion rate ($10^{-4} - 10^{-3} M_\odot$ yr$^{-1}$) for high-mass star formation (McKee & Tan 2003; Wang et al. 2010), a couple of sources also show comparable accretion rates that are seen toward high-mass star-forming regions (Zhang et al. 2005; Qiu et al. 2009; Liu et al. 2016, 2017).

These typically low accretion rates of $\lesssim 10^{-5} M_\odot$ yr$^{-1}$ imply that the majority of the outflows in our studied regions are associated with low-mass star formation (see e.g., Machida & Hosokawa 2013; Frank et al. 2014; Lee 2020). In the case of low-mass star formation, it is observed that the accretion rate falls off with time at an approximate $t^{-1}$ law (Caratti o Garatti et al. 2012). Additionally, the mass accretion rates for low-mass stars depends on the mass ($M_*$) of the forming star (see Alcalá et al. 2014; Bizzzo et al. 2019, and references therein). While the determination of the stellar mass and the evolutionary stages of the observed cores is beyond the scope of this paper, we also note that uncertainties in mass accretion rates are large, resulting from the uncertainties of outflow parameters and adopted assumptions. Although this calculation prone to large uncertainty, it may still provide us the information on the general star formation scenario in these studied regions. We found that currently these regions are mostly going through an active phase of low-mass star formation.

### 4.3 Energy budgets of the clumps and dissipation rate

It is important to examine the cumulative impact of the outflows on the dynamics of their host clouds. We thus investigated whether the identified outflows have sufficient energy to drive the turbulence that counteracts the gravitational collapse of the host cloud. Estimation of the gravitational binding energy ($E_{\text{grav}} = 3 GM_{\text{cloud}}^2/5R_{\text{cloud}}$, where $G$ is gravitational constant) requires the total mass and the radius of the clouds. These values were obtained from Urquhart et al. (2018) (also see Table A1 of Liu et al. 2020a). The mass, radius, and the
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Figure 6. (a) The outflow mass versus the core mass, (b) the outflow rate versus the core mass, (c) the outflow energy versus the core mass, and (d) the mechanical luminosity of the outflow versus the core mass. The triangles represent the total outflow parameters associated with each core. The green triangles represent the well-defined outflows (see text). The green triangles with black edges correspond to the unipolar outflows while the remaining green triangles are for bipolar outflows. The red triangles are the sources that are contaminated either by driving multiple outflow lobes or the lobe has overlapping emission with a nearby lobe. The blue and green dashed lines are the linear least-square fit to all and green data points in the logarithmic scale, respectively. The Spearman’s rank correlation coefficients ($\rho$ in green for well-defined and in blue for all outflows) are also marked in all the panels.

Table 3. Energy budget of the observed protoclusters

| Source     | Rad$^a$ (pc) | Log($L_{bol}$)$^a$ | Log($M_{clump}$)$^a$ | $\Delta v$($^{12}$CO)$^b$ (km s$^{-1}$) | $E_{grav}$ | $E_{sub}$ | $E_{outflow}$ | $t_{diss}$ | $L_{sub}$ | $L_{Mech}$ |
|------------|--------------|--------------------|----------------------|---------------------------------------|------------|----------|----------------|-------------|-----------|-----------|
| I14382-6017| 1.68         | 5.2                | 3.6                  | 3.03                                  | 484        | 197      | 1              | 6.4         | 10        | 17        |
| I14498-5856| 0.74         | 4.4                | 3.0                  | 3.37                                  | 69         | 61       | 3              | 2.5         | 8         | 79        |
| I15520-5234| 0.67         | 5.1                | 3.2                  | 4.53                                  | 192        | 175      | 2              | 1.7         | 33        | 19        |
| I15596-5301| 1.81         | 5.5                | 3.9                  | 3.87                                  | 1789       | 640      | 13             | 5.4         | 38        | 373       |
| I16060-5146| 1.24         | 5.8                | 3.9                  | 5.02                                  | 2612       | 1077     | 18             | 2.8         | 120       | 104       |
| I16071-5142| 1.21         | 4.8                | 3.7                  | 5.80                                  | 1066       | 907      | 56             | 2.4         | 120       | 2286      |
| I16076-5134| 1.57         | 5.3                | 3.6                  | 4.89                                  | 518        | 512      | 9              | 3.7         | 44        | 230       |
| I16272-4837| 0.84         | 4.3                | 3.2                  | 3.66                                  | 154        | 114      | 4              | 2.6         | 14        | 48        |
| I16351-4722| 0.69         | 4.9                | 3.2                  | 4.59                                  | 187        | 180      | 13             | 1.7         | 33        | 638       |
| I17204-3636| 0.60         | 4.2                | 2.9                  | 3.11                                  | 54         | 41       | 1              | 2.2         | 6         | 7         |
| I17220-3609| 2.41         | 5.7                | 4.3                  | 4.53                                  | 8479       | 2203     | 12             | 6.1         | 114       | 156       |

$^a$ Values from Urquhart et al. (2018)

$^b$ Values from Yue et al. (private communication)
The triangles represent the total outflow parameters associated with each core. The green triangles represent the well-defined outflows whereas the red triangles are contaminated lobes (see text and caption of Figure 6). The blue and green dashed lines are the linear least-square fit to all and green data points in the logarithmic scale, respectively. (b) Total outflow force plotted against the bolometric luminosity of the clump. Red squares in panels (b) and (c) show the data points for our targets while the black diamonds are obtained from Yang et al. (2018). Blue dashed lines in both the panels represent the linear least-square fits on a logarithmic scale. The equation of the best fit lines and correlation coefficients are also indicated in each panel.

Figure 8. (a) The ratios $E_{\text{grav}}/E_{\text{turb}}$ (black squares) and $E_{\text{outflow}}/E_{\text{turb}}$ (red diamonds) plotted as a function of the turbulent energy. The dashed black line represents the ratio of one. (b) The comparison between turbulent dissipation rate and the mechanical energy injection rate. The blue dashed line represents equal rates of turbulent dissipation and mechanical energy injection, and the grey-shaded area shows a variation of one order of magnitude around the blue dashed line. The values of $E_{\text{grav}}$ are listed in Table 3. The turbulent energy of a molecular cloud is given by

$$E_{\text{turb}} = \frac{1}{2} M_{\text{cloud}} \sigma_{3d}^2,$$

where $\sigma_{3d}$ is the three-dimensional turbulent velocity dispersion, which can be calculated using

$$\sigma_{3d} = \frac{\sqrt{3}}{2 \sqrt{2 \ln 2}} \Delta V_{\text{FWHM}}.$$

where $\Delta V_{\text{FWHM}}$ is the one-dimensional velocity width of an optically thin tracer of the molecular cloud. We obtained the $\Delta V_{\text{FWHM}}$ values for all our regions from Yue et al. (private communication). They performed the C$^{17}$O (3–2) line observations of these sources using the Atacama Pathfinder Experiment (APEX) and obtained the $\Delta V_{\text{FWHM}}$ values by performing a Gaussian fit to the observed line profile. The values of $\Delta V_{\text{FWHM}}$ (i.e., $\Delta v(C^{17}$O)) and the calculated $E_{\text{turb}}$
are listed in Table 3. The table also lists the total energy of all the outflows ($E_{\text{outflow}}$) identified in each region. In Figure 8a we have shown the ratios of $E_{\text{grav}}/E_{\text{turb}}$ and $E_{\text{outflow}}/E_{\text{turb}}$ versus the turbulent energy. As can be seen in the figure, although $E_{\text{grav}}$ is generally comparable to $E_{\text{turb}}$, the total outflow energy, $E_{\text{outflow}}$, is typically 1-3 orders of magnitude smaller than the turbulent energies in these regions, and thus, cannot drive the turbulence in these protoclusters. A similar conclusion was reached for outflows in the Taurus molecular cloud by Li et al. (2015). However, the regions studied here are massive protoclusters and are mostly associated with the H II regions. Thus, a significant amount of turbulence might be contributed by the massive stars and the associated H II region. Note that the origin of such turbulence in the molecular clouds is unclear (see Larson 1981; Heyer & Brunt 2004). Hennebelle & Falgarone (2012) suggested that such turbulence could be driven by external sources, such as, supernovae explosion, large-scale H i streams (Ballesteros-Paredes et al. 1999), shocks (McKee & Ostriker 2007), or galactic differential rotation (Klessen & Hennebelle 2010; Hennebelle & Falgarone 2012).

We further estimated the total outflow energy injection rate (i.e., $L_{\text{Mech}}$) and compare it with the energy rate needed to maintain the turbulence of the clump (i.e., $L_{\text{turb}}$). The turbulent dissipation rate can be calculated as

$$L_{\text{turb}} = \frac{E_{\text{turb}}}{t_{\text{diss}}}$$

where $t_{\text{diss}}$ is the turbulent dissipation time. The turbulent dissipation time is calculated using the equation based on numerical simulations (McKee & Ostriker 2007).

$$t_{\text{diss}} \sim 0.5 \frac{D_{\text{cloud}}}{\sigma_{1d}}$$

where $D_{\text{cloud}}$ is the diameter of the clump and $\sigma_{1d}$ is the one-dimensional turbulent velocity dispersion along the line of sight (i.e., $\sigma_{1d} = \sigma/\sqrt{3}$).

The calculated turbulence dissipation time, the turbulence energy dissipation rate, and the total outflow energy rate for all the targets in our sample are listed in Table 3. Note that these values should be treated only as order-of-magnitude estimates because there are several uncertainties involved in the estimated outflow parameters as already discussed in Section 3.3. In Figure 8b, the turbulent energy dissipation rate, $L_{\text{turb}}$, is plotted with respect to the total outflow energy injection rate, $L_{\text{Mech}}$, for our eleven protoclusters. It can be seen in the figure that the $L_{\text{turb}}$ is typically comparable within an order of magnitude of the $L_{\text{Mech}}$ values for all the clumps. Thus, it seems that the outflow observed here cannot account for the generation of turbulence, but can sustain the turbulence at the current epoch as it is similar to the estimated dissipation rate, similar to what was found in low mass star forming regions (e.g., Li et al. 2015).

5 CONCLUSIONS

We studied the properties of the outflows toward 11 Galactic massive protoclusters. Outflows are identified using three different tracers, the CO (3–2), HCN (4–3), and HCO$^+$ (4–3) lines. A total of 106 outflow lobes have been detected in these regions as already reported in Paper I. About 40% of these outflows are identified with a single lobe, possibly because of the dense clustering nature of the massive protoclusters. All the physical parameters studied here are derived from CO. The main findings of this study are the following.

- Although the position angles of outflow lobes do not differ in the three tracers, HCN and HCO$^+$ generally detect outflows at lower terminal velocities compared to CO. This is possibly because CO is more sensitive to detect the low density and high-velocity outflowing material compared to the HCN and HCO$^+$.
- Identified outflows are young (typical $t_{\text{dyn}} \sim 10^2$–$10^4$ yr) and are composed of low-mass (to a few) massive outflows (e.g., $M_{\text{out}} \sim 10^{-7}$–$10^{-4} M_\odot$ yr$^{-1}$; $P_{\text{out}} \sim 10^{-3}$–$10^{-1} M_\odot$ km s$^{-1}$).
- An anti-correlation trend is noted for $M_{\text{out}}$ versus $t_{\text{dyn}}$. This particular result may indicate that the outflow rate decreases with time. Although not significant, increase of $t_{\text{dyn}}$ with the mass of the associated core probably indicates that the massive cores might have longer accretion history than the low mass cores in these protoclusters.
- The outflow mass for our sample shows a trend that increase with core mass with a power-law index of $\sim$0.4–0.5. This index is in agreement with clump-scale massive outflows reported by Yang et al. (2018), but shallower (power index $\sim$0.9) than found in a few previous findings (Beuther et al. 2002; López-Sepulcre et al. 2009; de Villiers et al. 2014; Li et al. 2018). A similar rising trend is seen for $F_{\text{out}}$ with respect to core mass which could be a result of increasing entrained mass with increasing mass of the driving source, rather than the outflow launching mechanism.
- Calculation of the energy budget reveals that the kinetic energy of outflows alone cannot balance the gravitational binding energy, and is also unable to generate the observed turbulence in the host molecular clouds of our target regions. However, the energy injection rates of outflows in most of the regions can sustain the turbulence at the current epoch.
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APPENDIX A: A. OUTFLOW LOBES FOR ALL THE REGIONS

As presented in Section 3.1, we identified the outflow lobes using three different tracers (i.e., CO, HCN, and HCO\(^+\)). An example figure for CO and HCN lobes is presented in Figure 1. Figures corresponding to the rest of the regions with HCN lobes are presented in Figures A1 and A2. The figures with HCO\(^+\) outflow lobes are also presented in Figures A3 and A4.
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Figure A1. Images of HCN outflows in the six target fields. Background grey-scale images are the ALMA 0.9 mm continuum maps. The red and blue contours correspond to redshifted and blueshifted HCN gas integrated over carefully selected velocity ranges to depict the outflow lobes. The blueshifted and redshifted outflow lobes of HCN are marked by solid green and purple arrows, respectively, while the outflow lobes identified using CO are also shown by blue and red dashed arrows, respectively. The driving sources detected in the continuum map are marked in yellow ellipses. Outflow lobes with yellow diamonds are those for which no continuum sources are identified (see caption of Figure 1).
Figure A2. Images of HCN outflows for the remaining four target fields (see caption of Figure A1).
Figure A3. Images of HCO⁺ outflows in six target fields. The red and blue contours correspond to redshifted and blueshifted HCO⁺ gas integrated over carefully selected velocity ranges to depict the outflow lobes. The blueshifted and redshifted outflow lobes of HCO⁺ are marked by solid cyan and magenta arrows, respectively. The blueshifted and redshifted outflow lobes identified using CO are shown by blue and red dashed arrows, while a few additional blueshifted and redshifted lobes that are identified only in HCN are marked by green and purple arrows, respectively. The remaining symbols are the same as shown in Figure 1 and Figure A1.
Figure A4. Images of HCO\(^+\) outflows for the remaining five target fields. For details of the markers and symbols see caption of Figure A3.