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Abstract—Shaping modulation formats in multi-dimensional (MD) space is an effective approach to harvest spectral efficiency gains in both the additive white Gaussian noise (AWGN) channel and the optical fiber channel. In the first part of this paper, existing MD geometrically-shaped modulations for fiber optical communications are reviewed. It is shown that large gains can be obtained by exploiting correlation in the dimensions or/and by increasing the cardinality of the modulation format. Practical limitations and challenges are also discussed together with efficient solutions. In the second part, we extend the recently proposed four-dimensional (4D) modulation format family based on the constraint of orthant-symmetry to high spectrum efficiencies up to 10 b/4D-sym by maximizing generalized mutual information for AWGN channel. Reach increases of up to 25% for a multi-span optical fiber transmission system are reported. Lastly, with the help of a recently introduced nonlinear interference (NLI) model, an optimization for designing nonlinear-tolerant 4D modulation formats is introduced for a single-span optical fiber system. Simulation results show that the proposed NLI model-based 4D modulation format could increase the effective SNRs by 0.25 dB with respect to the AWGN channel-optimal 4D modulation format.

Index Terms—Achievable information rates, generalized mutual information, geometric shaping, multidimensional modulation format, nonlinearities, optical fiber communication.

I. INTRODUCTION

Currently, one of the main challenges in optical fiber transmission systems is to ensure that the available capacity within the deployed systems is efficiently utilized. A key technique to achieve this is to combine forward error correction (FEC) with nonbinary modulation formats, which is known as coded modulation (CM) [2]. For a robust transmission system, a trade-off between data rate, noise tolerance, demapping-decoding computational complexity has to be made when optimizing constellations for a given transmission distance. 400 G (and emerging 800 G) optical CM transceivers use polarization-multiplexed (PM) two-dimensional (2D) constellations such as 16-ary quadrature amplitude modulation (QAM) and 64QAM, however, other alternatives exist. Signal shaping has recently been widely investigated in optical fiber communications to improve spectral efficiency (SE), and is currently implemented in commercial products via probabilistic shaping (PS) [3] and geometric shaping (GS) [4]. Both PS and GS are often used to mimic a Gaussian distribution on the symbols by either changing the probability or the position of each constellation point compared to conventional rectangular structures (i.e., QAM formats). Both techniques have distinct advantages and disadvantages. PS has been shown to offer a near-optimal linear shaping gain and a greater flexibility than GS in general [5], Section 4.2, [6]. In addition, by applying PS to a standard QAM constellation, the optimum Gray-labeling can easily employed. However, PS requires an external distribution matcher (DM) with an efficient implementation and this drawback of PS can limit its shaping gain. GS only requires straight-forward modifications of the mapper and demapper, which can be easily coupled with FEC and designed for different impairments (e.g., fiber nonlinearity [7] and laser phase noise [8]). However, the irregular constellation points of GS requires a finer digital-to-analog converter (DAC) and analog-to-digital converter (ADC) precision, and also increases the computational complexity of the demapper. Furthermore, in practical optical...
fiber system, both PS and GS suffer from rate loss due to the nonlinear effects of the fiber and practical implementation penalty. Research is therefore now dedicated to find improved PS, GS and hybrid PS/GS architectures.

The standard approach in optical fiber systems consists in encoding data independently over each polarization channel using the same 2D modulation format, leading to polarization-multiplexed 2D (PM-2D) formats. For 2D constellations, GS optimizations were already proposed in the 70's in the communication theory literature [9], [10], [11]. These optimizations were more recently revisited in the context of optical fiber transmission in [12], [13], [14], [15]. A smaller but still significant amount of work was also performed on constellation design in optical fiber channel with nonlinearities [7], [16], [17], [18], [19], [20] and laser phase noise [8], [21], [22]. By using 2D GS formats, a record transmission throughput of 178.08 Tbit/s over 40 km and a record capacity transmission of 74 Tbit/s over 6300 km were reported in [23] and [24], respectively. These 2D GS formats are listed in the first part of Table I, which is a broad, but nonexhaustive overview of existing GS works for optical communication systems.

Even though 2D geometric shaping has been shown to increase the achievable information rates (AIRs) in optical fiber systems, these modulations with a finite number of constellation points perform suboptimally in terms of AIR when compared to probabilistically-shaped QAM in the AWGN channel [5], [12]. Thus, the design of MD modulation formats has been considered as an effective approach to harvest performance gains in optical communications. These formats include for example 4D, 8D, 12D, 16D, etc., as shown in Table I.

Most of the so-called MD modulation formats in the early literature are in fact only optimized in each complex dimension independently. In this sense, they are not true MD modulation formats. This is the case of PM-2D formats, where two identical constellations are transmitted independently over two orthogonal polarizations. A true MD format is not in general generated as Cartesian products of a component 1D or 2D constellation.

One way to generate MD modulation formats with dependency between dimensions is applying Ungerboeck’s set-partitioning (SP) scheme [2], which maps binary bits onto multiple consecutive 2D symbols in a selected subset to generate a MD symbol. For example, in four-dimensional (4D) space, set-partitioning PM-16QAM has been investigated to achieve fine granularity by mapping 5–7 bits onto two consecutive QAM symbols. These formats are known as 32-ary SP 16QAM (32SP-QAM) [53], [54], 64-ary SP 16QAM (64SP-QAM) [32] and 128-ary SP 128SP-QAM [55].

| Modulation | SE | Channel | Baseline | Performance metric | Gain | Description |
|------------|----|---------|----------|--------------------|------|-------------|
| GS-16 [19] | 4 bit/2D-sym | AWGN | 16QAM | MI/OMI | SNR: 0.1-0.2 dB | Optimize for multiple SNRs |
| GS-32 [13] | 5 bit/2D-sym | AWGN/Experiments | 32QAM | GMI | SNR: 0.5 dB | SNR=11 dB |
| GS-64 [15] | 6 bit/2D-sym | AWGN/SSFM | 64QAM | MI/OMI | SNR: 0.5-0.6 dB | 250 km reach ↑ (+12%) |
| GS-128 [18] | 7 bit/2D-sym | Experiments | 128QAM | BER | SNR: 1-1.2 dB | 800 Gbps, 1 Tbps |
| GS-256 [14], [19], [27] | 8 bit/2D-sym | AWGN/SSFM | 256QAM | MI/OMI | SNR: 0.8 dB | 10%-17% reach ↑ |
| IPM-256 [12] | 8 bit/2D-sym | Experiments | 256QAM | MI | SNR: 0.8 dB | BIOM-ID, 800 km (single channel) |
| GS-1024 [10] | 10 bit/2D-sym | AWGN | 1024QAM | BER | SNR: 1 dB | 26% reach ↑ |
| GS-64/256/1024 [23] | 6-10 bit/2D-sym | Experiments | 64/256/1024QAM | GMI | SNR: 0.5-1 dB | 18% throughput ↑, 178 Tbit/s in S+C+L band |
| GS/2D/4D [28] | 3-13 bit/2D-sym | AWGN/SSFM | QAM | GMI | SNR: close to 1.53 dB | Optimize for multiple SNR |

**Table I**

**Published Gains Obtained by Geometric Shaping in Optical Fiber Communication Systems:** 2D → 4D → 8D → MD.1

1 All the reported results in Table I are compared with the baselines at the same SE and under the same FEC overhead assumption, except PS-QPSK in [29], [30], 80PSK–QPSK in [31], 4D-512-Hurwitz in [39], and the 8D formats in [42], which however do make a fair comparison by modifying symbol rate or FEC overhead.

**Note:**

- **SSFM:** split-step Fourier method.
- **MCP:** multi-core fiber.
- **DM:** dispersion-managed.
- **BIQ-ID:** all interfering coded modulation with iterative decoding.
- **↑:** increase.
- **↓:** decrease.
16QAM (128SP-QAM) [55], [56], [57]. 4D set-partitioned formats based on the $D_4$ lattice have also been investigated by using multilevel coding and multi-stage decoding [39].

One of the main advantages of performing shaping in MD space is that it can also be used to mitigate the nonlinear effects in the optical fiber channel. This insight motivates the search for modulation formats in a higher dimensional space that are tolerant to linear noise and/or nonlinear interference (NLI) [58]. Intuitively, waveforms with less intensity variation generate lower NLI. Therefore, 4D constant modulus constellations were first proposed to achieve better nonlinearity tolerance performance compared to multi-modulus ones [29], [30], [31], [33], [34], [59], [60]. For example, polarization-switched-QPSK (PS-QPSK) [29], [30] maps 3 bits onto two consecutive QPSK symbols, while 4D2A8PSK [33] maps 5–7 bits onto two consecutive 8PSK symbols in both X- and Y-polarization.

MD modulation formats in 8D [41], 12D [47], 16D [48] and 24D [49], [50], [51] have been proposed by adding proper constraints in the optimization to mitigate modulation-dependent NLI interaction and to extend the transmission reach. For example, the eight dimensions were obtained in [61] by combining two polarizations with two frequencies and in [41], [44] by using two consecutive time slots. In [42], [43], [45], [46], 8D modulation formats in two consecutive time slots were designed to further mitigate fiber nonlinear impairments using the polarization-balancing or polarization-alternating concept. 24D modulation formats in optical systems were also demonstrated based on sphere cutting of lattices and block codes (as inner codes) in [49], [51] and 15% reach increase was shown over BPSK in [50]. In [47], a 12D modulation format was demonstrated across three linearly coupled spatial modes of a multi-core fiber showing improved performance over PM-QPSK. To pack the constellation points more efficiently, ultra-large Voronoi polygons were recently proposed in [52] to show significant bit error rate (BER) and symbol error rate (SER) gains over QAM.

The approximated gains in terms of SNR for MD geometrically-shaped modulation in Table I are shown in Fig. 1 for different dimensionalities and SEs. Fig. 1 shows that (i) large constellation sizes can potentially achieve large gains, (ii) high dimensionalities can potentially achieve large gains, (iii) research has mainly focused on the optimization of constellations that have a low-dimensional space (with high SE), or on high-dimensional constellations (but with relatively low SE). As shown in Fig. 1, the current challenge is the full optimization of the constellation in a high-dimensional space with higher SEs to achieve large gains.

The contributions of this paper are three. First, we provide a review of existing multidimensional geometric shaping (MD-GS) works to provide more insights, e.g., limitations and challenges, into the employed MD-GS modulation formats in optical fiber systems. In particular, we also discuss methods for enabling efficient MD-GS performance enhancement and complexity reduction to achieve both linear shaping gains and nonlinearity tolerance. Secondly, in this paper we focus on designing 4D modulation formats for soft-decision (SD) FEC with 20%–25% overhead in bit-interleaved coded modulation (BICM) systems by maximizing the GMI and thus, increasing transmission reach. Simulation comparisons for a set of AWGN-optimized 4D formats with SEs of 5–10 bits/4D-sym, which outperform PM-QAM and the previously known 4D formats, are presented in a multi-span optical fiber communication system. Finally, to design nonlinear-tolerant modulation formats in optical fiber systems, an optimization of dual-polarization (DP) modulation based on the 4D NLI model [62] is performed to mitigate NLI in a single-span transmission scenario.

The remainder of this paper is structured as follows. In Section II, we present the system model adopted for our constellation design and introduce the performance metrics for the MD coded modulation system under consideration. In Section III, we discuss general aspects of MD geometric shaping. In Section IV, we present the methods for enabling efficient multi-dimensional modulation optimization and its implementation. The simulation results of optical fiber transmission for multi-span system and single-span system are further presented in Section V and Section VI, respectively. Finally, the paper is concluded in Section VII.

**Notations:** Bold symbols denote either row vectors (lower case) or random vectors (upper case). The elements of a vector $x$ are denoted by $x_i$, and the element at row $i$, column $j$ of a matrix $x$ are denoted by $x_{i,j}$. Expectation denoted by $\mathbb{E}[$] and the squared Euclidean of $N/2$-dimensional complex vector is defined as $||X||^2 = |X_1|^2 + |X_2|^2 + \cdots + |X_N|^2$. The set is denoted by $\mathcal{A}$ and the Cartesian product between sets is denoted by $\mathcal{A} \times \mathcal{A}$.
II. SYSTEM MODEL AND PERFORMANCE METRICS

A. System Model With Multi-Dimensional Modulation Format

In this paper, we consider the most popular bit-wise CM scheme for optical communication systems, i.e., a BICM system shown in Fig. 2. The optical channel with memory can be modeled by a conditional probability density function (PDF) \( p_{Y|X} \) with input sequence \( X \) and output sequence \( Y \). The transmitted symbols \( X \) and received symbols \( Y \) in \( X \) and \( Y \) are assumed to be MD symbols with \( N/2 \) complex dimensions (or equivalently, with \( N \) real dimensions). We use \( k \in \{1, 2, \ldots, m\} \) to indicate the bit position in a length-\( m \) binary sequence, \( j \in \{1, 2, \ldots, N/2\} \) to indicate the complex dimension and \( l \in \{1, 2, \ldots, n_s\} \) to indicate the time instant.

At the transmitter, the encoders generate coded bits \( c = [c_1; c_2; \ldots; c_m] \), where \( c_k = [c_{k,1}, c_{k,2}, \ldots, c_{k,n_s}] \), \( k = 1, 2, \ldots, m \) is the bit position and \( n_s \) is the block length in symbols. The coded bits are grouped into a length-\( m \) binary sequence and are mapped to the MD symbols

\[
\mathbf{z} = [x_1; x_2; \ldots; x_{N/2}] = \begin{bmatrix} x_{1,1} & x_{1,2} & \cdots & x_{1,n_s} \\ \vdots & \vdots & \ddots & \vdots \\ x_{N/2,1} & x_{N/2,2} & \cdots & x_{N/2,n_s} \end{bmatrix},
\]

where the \( l \)th MD symbol \([x_{1,l}; x_{2,l}; \ldots; x_{N/2,l}]\) in each column is drawn from a discrete constellation \( S \triangleq \{s_1; s_2; \ldots; s_M\} \).

Throughout this paper the \( i \)th \( N \)-dimensional constellation point is denoted by \( S/N/2 \)-dimensional complex symbol as \( s_i = [s_{i,1}, s_{i,2}, \ldots, s_{i,N/2}] \in \mathbb{C}^{N/2} \) with \( i = 1, 2, \ldots, M \). The \( i \)th constellation point \( s_i \) is labeled by a length-\( m \) binary sequence \( b_i = [b_{i,1}, b_{i,2}, \ldots, b_{i,m}] \in \{0, 1\}^m \) from a binary labeling set \( B \triangleq \{b_1, b_2, \ldots, b_M\} \) using a one-to-one mapping \( b_i \rightarrow s_i \).

As shown in Fig. 2(a), the general structure of MD mapper can be used to generate arbitrary multi-dimensional modulation formats at transmitter. There are multiple ways to map the MD modulation to generate the optical signal. The two most popular cases of 4D modulation in fiber optical communications are shown in Fig. 2(b) as examples, which correspond to coherent optical communications using two polarizations of the light (each polarization includes two real dimensions, i.e., in-phase \( I \) and quadrature \( Q \)). Each cube denote a two-dimensional real signal space, this naturally results in 4D modulation format as two cubes in Fig. 2(b). In this case, the 4D modulation \( S \) can be independently and separately transmitted in each complex dimension (polarization) as PM-2D, i.e., a single 2D modulation \( A \) is used to independently map information over two orthogonal polarization modes of the optical signal shown as two independent cubes. If \( S \neq A \times A \), the 4D modulation \( S \) in \( 2 \times 2 \)D spaces are neither identically or independently distributed, and thus, are jointly transmitted over 4D spaces shown as two bonded cubes with dependency.

In Fig. 2(a) and (b), we consider 4D modulation formats using \( N \)-dimensional space and group into \( N/4 \) wavelength to form a wavelength division multiplexing (WDM) signal over the optical fiber channel as an example. Actually, the 4D symbols (two cubes) can be also transmitted over other \( N/4 \) different dimensions, e.g., time slot, spatial mode, etc. These degrees of freedom (wavelength, time slot and spatial mode) can be used to increase the number of dimensions, it can also extend 4D modulation formats to 8D, 12D, 16D and even higher dimensional modulation formats, which are shown as multiple cubes in Fig. 2(c).

B. Performance Metrics for BICM System

Due to its simplicity and flexibility, BICM with SD-FEC is usually considered as an attractive option for optical fiber communication systems [63], and hence, the use of the information-theoretical performance metric GMI is preferred for coded modulation design [64]. Since the actual channel statistics are unknown, the actual conditional distribution \( p_{Y|X} \) must be approximated by a suboptimal mismatched channel law \( q_{Y|X} \) under the assumption of memoryless and also using bit-metric decoder [64]. The GMI is the most popular AIR for a BICM.
system and can be expressed as

$$G(S, B, q_Y | X) = \sum_{k=1}^{m} I(B_k; Y),$$

(1)

where $B = [B_1, B_2, \ldots, B_m]$ is a random vector representing the transmitted bits $c_i = \{c_{1,t}, c_{2,t}, \ldots, c_{m,t}\}$ at time instant $t$, which are mapped to the corresponding symbol $X_i$. In (1), $I(B_k; Y)$ is the mutual information (MI) between the bits and the symbols, and the notation $G(S, B, q_Y | X)$ emphasizes the dependency of the GMI on the constellation, binary labeling, and mismatched channel law. Furthermore, for any $N$-dimensional channel law, (1) can be expressed as [64], Eqs. (15)–(18)

$$G(S, B, q_Y | X) = \sum_{k=1}^{m} E_{B_k, Y} \left[ \log_2 \frac{q_{Y|B_k}(Y|B_k)}{q_Y(Y)} \right]$$

(2)

$$= m + \frac{1}{M} \sum_{k=1}^{m} \sum_{b \in \{0,1\}} \sum_{i \in T_b}^{2} \int_{C^{N/2}} q_{Y|X}(y|x_i) \log_2 \left[ \frac{\sum_{p \in \{0,1\}^k} q_{Y|X}(y|x_p)}{\sum_{p \in \{0,1\}^k} q_{Y|X}(y|x_p)} \right] dy,$$

(3)

where $T_b \subseteq \{1, 2, \ldots, M\}$ and $|T_b| = M/2$ is the set of indices of constellation points whose binary label is $b \in \{0,1\}$ at bit position $k$.

The GMI can be approximated using Monte-Carlo integration but also via Gauss-Hermite quadrature [64]. The nonlinear optical channel is a channel with memory, and thus, the GMI (1) can be considered a lower bound on the capacity of the channel [65], Section V]. Monte-Carlo integration is better suited for constellations with more dimensions or when the channel is known analytically and it matches a quadrature.

For a discrete uniformly-distributed $N$-dimensional modulation, the GMI under Gaussian noise assumption ($q_Y | X$ is a circularly symmetric Gaussian PDF with variance $\sigma^2_z$) can be estimated via Gauss-Hermite quadrature estimation as [64], (45]

$\text{GMI} \approx m - \frac{1}{M^{N/2}} \sum_{k=1}^{m} \sum_{b \in \{0,1\}} \sum_{i \in T_b}^{2} \sum_{l_j=1}^{J} \alpha_{l_1} \sum_{l_2=1}^{J} \alpha_{l_2} \ldots \sum_{l_N=1}^{J} \alpha_{l_N} \cdot g_i^{\mathcal{G}}(\xi),$  

(4)

with

$$g_i^{\mathcal{G}}(\xi) = \log_2 \frac{\sum_{p=1}^{M} \exp \left( \frac{-\|d_{p,i}\|^2 + 2\sigma_z \Re\{\xi_{l_1} + j\xi_{l_2}\}d_{p,i}}{\sigma_z^2} \right)}{\sum_{j \in \mathcal{T}_b^\mathcal{G}} \exp \left( \frac{-\|d_{j,i}\|^2 + 2\sigma_z \Re\{\xi_{l_1} + j\xi_{l_2}\}d_{j,i}}{\sigma_z^2} \right)},$$

where the quadrature nodes $\xi_j$ and the weights $\alpha_j$ can be easily found (numerically) for different values of $J$, $d_{j,i} \triangleq s_i - s_j$ denotes the difference between two MD symbols and $\sigma^2_z$ is the noise variance per complex dimension.

In this paper, we use Gauss-Hermite quadrature estimation for modulation optimization with the quadrature nodes and weights for $J = 10$ in [64], Table III. For transmission performance evaluation, the Monte-Carlo approximation in [64], (31) is used to estimate GMI for the considered modulation formats.

III. GENERAL ASPECTS OF MD GEOMETRIC SHAPING

A. GMI-Based GS Modulation Optimization

As shown in (1) and (4), the computation of the GMI requires a joint consideration of the modulation’s coordinates and its binary labeling. A GMI-based optimization under a constraint of the transmitted power $\sigma^2_z$ can be defined as

$$\{S^*, B^*\} = \text{argmax}_{S,B:E[|X|^2] \leq \sigma^2_z} G(S, B, q_Y | X),$$

(5)

where $S^*$ and $B^*$ represent the optimal constellation and labeling solution for a given channel conditional PDF $q_Y | X$.

Different optimization methods have been used to solve (5). Traditional optimizers include for example genetic algorithm [66], pairwise optimization algorithm [13] and particle swarm optimization [20]. In recent years, considering the entire communication system design as an end-to-end reconstruction task have received a lot of attention and the transmitter can be implemented as a trainable GS mapper via a neural network [16], [17], [19], [27], [67]. A key advantage of the neural network method is that it can be applied to arbitrary channel also considering transceiver hardware impairments, including hardware imperfections and nonlinear optical ones. For more details on end-to-end learning for optical communication systems, we refer the reader to [67], Table I and references therein.

For MD modulation formats, four main factors have been identified as key factors for improving performance and complexity in the optimization: (i) the SNR range where optimization is performed; (ii) the initial shape for a specific SNR region; (iii) the bit labeling of the initial constellation; (iv) the number of degrees of freedom (DOFs) of the constellation to be designed. These factors are not very important for 1D or 2D modulation optimization, but will become crucial as the dimensionality and cardinality size increase.

B. Limitations and Challenges for MD-GS Implementation

The main advantage of GS is that it only relies on the selection of the location of constellation points and the design of the corresponding detector. However, some practical limitations or challenges in realistic CM schemes must be considered that can limit the applicability of GS in optical communication systems. Some drawbacks in GS schemes have been briefly discussed for example in [68], Section I]. In this section, we will discuss some limitations and challenges of MD-GS. The focus is mainly on the AWGN channel, however most of these limitations are also applicable to the optical channel.

1) Nonconvex multi-dimensional optimization problem: One problem often overlooked when designing MD modulation formats for BICM is the difficulty of finding locations of the GS constellation points with their labeling for arbitrary channel conditions and arbitrary SEs. It has been shown that the optimization landscape for GMI-based optimization is highly nonconvex and the initialization is an important design
parameter, especially for the AWGN channel [27]. Therefore, finding optimum modulation formats with good labeling based on brute force approaches quickly fails as the constellation size grows [69]. It should be noted that none of the existing approaches give guarantees on finding the global optimum. However, the reported results of the optimized constellations do outperform their counterparts (e.g., $M$ QAM) in the considered cases. In order to efficiently solve the nontrivial optimization problem, a fast and accurate GMI computation is crucial. To support an efficient MD-GS via solving the non-trivial optimization problem in (5), GMI estimation should be accelerated and the search space $\{S^*, B^*\}$ for optimization needs to be reduced.

2) Hardware limitations: Another inherent assumption in most of existing GS works is that ideal digital-to-analog converters (DACs) and analog-to-digital converters (ADCs) are included at the transceiver. In order to generate and detect high-order modulation formats, especially for geometrically-shaped modulation formats, DACs and ADCs with a high number of resolution bits are required [70]. For commercial quantizers with 8-bit physical resolution and $\sim$5-6 effective number of bits (ENOB), the use of shaped high-order modulation formats may induce additional penalties due to the finite resolution of DAC and ADC. It has been estimated that 20% power reduction can be obtained when lowering the resolution from 8 to 4 bits [71]. However, GS in general induces higher peak of the driving signal’s amplitude, which results in a larger quantization penalty with low resolution DAC. Depending on the application, it is more meaningful to include finite resolution of DAC and ADC in the analysis and design hardware-friendly MD modulation formats.

3) Irregular Demapping: Due to the general infeasibility of Gray mapping for MD modulation formats after GS, the computational complexity of demapping symbols to soft-decision bit metrics, i.e., log-likelihood ratios (LLRs), will be increased. To alleviate the computational complexity of LLR calculation, the well-known max-log approximation is often used and particularly interesting for the AWGN channel. With this approximation, LLRs for bit-wise decoding at any time instant can be computed as follows

$$\Lambda_k \approx \log \frac{\max_{y \in S_k} qy|x (y|x)}{\max_{y \in S_k^0} qy|x (y|x)}.$$  \hspace{1cm} (6)

The max-log approximation therefore eliminates the exponential functions and reduces the number of Euclidean distance (ED) calculations in a maximum likelihood (ML) optimum demapper. For the MD AWGN channel, the max-log LLR values in (6) are calculated as

$$\Lambda_k \approx \frac{N}{\sigma^2} \left( \min_{x \in S_k^0} \|y - x\|^2 - \min_{x \in S_k^0} \|y - x\|^2 \right).$$  \hspace{1cm} (7)

For each MD received signal, the max-log demapper needs to calculate all $M = 2^m$ squared EDs in a $N$-dimensional space. In the case square QAM or PM-QAM modulation, the max-log approximation results in piece-wise linear relationships between the received symbol and the LLRs in 1D. This means the LLRs in this case can be calculated per real dimension rather than in $N$ dimensions. This in turn greatly simplifies its implementation, which is partly why the max-log approximation is very popular in practice. For non-square QAM or non-Gray-labeled modulation formats, however, this is not the case. For most of MD modulation formats, demapper complexity could be significantly increased due to the larger number of EDs calculation or larger memory requirements for pre-computed look-up table. In order to reduce the computational complexity by avoiding all possible EDs calculation, the MD modulation formats with a regular structure are preferred, e.g., lattice structures, symmetric structures and shell structures.

IV. METHODS FOR ENABLING EFFICIENT MD GEOMETRIC SHAPING AND ITS IMPLEMENTATION

In this section, four potential methods of overcoming the limitations discussed in Section III-B are shown. The first two methods aim to accelerate the GMI approximation while keeping high accuracy (Example 1 and 2). Next, symmetric constraints are added to simplify the optimization and to reduce the hardware penalty (Example 3). Finally, performance metrics for assessing modulation-dependent NLI are discussed (Example 4).

Example 1 (GPU-acceleration for GMI estimation): It is known that GMI-based optimization of large constellations with high dimensionality (i.e., the top right corner of Fig. 1) is computationally demanding. This has been considered as a challenging issue for such large constellations since the exact MI and GMI estimation requires enumerating all constellation points (Example 2 will discuss a weighted sampling method to avoid enumerating all the points.). To solve this computation issue, parallel GPU computing can be used to accelerate the computational speed of GMI by parallelizing the quadrature approximation in (4). Fig. 3 shows a comparison of GMI computation running time between CPU and GPU for 4D modulation formats with different cardinality $M = \{16, 64, 128, 256, 512, 1024, 2048, 4096, 8192\}$. The simulation was obtained with using an Intel Core i7-11700 CPU and a NVIDIA GeForce RTX 3090 GPU via Python.
The results shown in Fig. 3 indicate that the GPU-based GMI estimation is at least 100 times faster than the CPU-based when the constellation cardinality size larger than 10^3. Note that the running time of GPU-based GMI estimation also increases due to the parallelization degree limitation of the used GPU when the constellation cardinality is very large. Thus, larger speed-ups are expected when using more powerful GPUs or multi-GPUs architecture. Overall, this acceleration can greatly simplify to make the MD constellation optimization to be possible.

In the following example, the GMI estimation for very large constellations is particularized to the relevant case of Monte-Carlo integration.

**Example 2 (Low complexity GMI estimation for very large constellations):** To numerically estimate (3), the key point is to calculate \( q_Y(y) = \frac{1}{M} \sum_{x \in S} \frac{q_Y(\frac{x}{y})}{|x|^s} \), which is infeasible when \( M \) is very large. Even though Monte-Carlo techniques can somewhat estimate the GMI faster than the Gauss-Hermite method, they can be very inaccurate when the total number samples are limited, as shown in [5], Example 4.26. One way is to use a weighted sampling method, called importance sampling, which oversamples from the important region, thus making Monte-Carlo accurate [72]. The intuition behind importance sampling is that only a fraction of all constellation points contribute significantly to the sum in (3). By following the method in [72], Eqs. (22)–(23), GMI estimation base on Monte-Carlo method can be simplified but also accurate by choosing a proper important constellation set. For constellation with good structure, e.g., Voronoi constellation with around \( 10^{46} \) 32-dimensional lattice points, only \( 10^5 \) random samples for each important subset are needed for accurate GMI estimation.

The discussed methods in Example 1 and Example 2 show that the optimization in (5) for high-dimensional modulation formats can be made significantly more efficient by accelerating the GMI estimation. However, the search space for large constellations and/or for constellations with high dimensionality is still computationally very demanding due to the large continuous search space. In addition, potentially irregular formats obtained after optimization also impose strict requirements on the generation and detection of the signals, due to the need of high-resolution DACs and ADCs. To solve the multi-parameter optimization challenges of MD-GS and also to achieve a good performance-complexity trade-off, constraints such as constant modulus [33], [34], orthant-symmetry (OS) [36], X-Y symmetry and 4D shells [37], [38] have been proposed to design MD formats. These solutions have shown a small performance loss with respect to the unconstrained optimizations in AWGN channel (or linear region of optical channel), but can achieve even better performance in the nonlinear optical fiber channel.

**Example 3 (Orthant-symmetry constraint):** For an \( N \)-dimensional constellation \( S \) with \( M = 2^m = |S| \) points, each point in \( S \) has four DOFs. Thus, geometrically optimizing a 4D constellation in an unconstrained way results in \( N \cdot 2^m \) DOFs, which quickly becomes challenging as \( N \) and \( m \) increase. To reduce the number of DOF for MD geometric shaping and also to reduce the transceiver requirements, OS constraint has been proposed in [36] to reduce the dimensionality of searching space within the first orthant. Orthant-symmetric labeled constellations can be generated from any first-orthant constellation, where the constellation points are obtained by folding the first-orthant points to the remaining orthants. For a more detailed description of these concepts, we refer the reader to [36]. In addition, a recent work combining OS with X-Y symmetry and 4D shells constraints has been investigated in the context of 400ZR standard [37], [38].

By applying the OS constraint, the optimization problem in (5) can be simplified as

\[
\{S^*_1, B^*_1\} = \text{argmax}_{S_1, B_1 \in \mathcal{R}^+} \{G(S,B,q_Y|x)\}, \tag{8}
\]

where \( S^*_1 \in \mathcal{R}^+ \) and \( B_1 \) denote the first-orthant constellation points and their corresponding labelings. The obtained solution \( \{S^*_1, B^*_1\} \) can be used to obtain the complete labeled constellation \( \{S, B\} \). Therefore, the OS constraint can reduce the amount of DOFs by a factor of \( 2^N \).

The insets of Fig. 4 show 2D projections of two AWGN-optimized constellations with \( N = 4 \) and \( M = 128 \), where inset (a) is obtained via (5) (called 4D-GS128), and inset (b) is optimized with an OS constraint by solving (8) (called 4D-OS128). The amount of DOFs is reduced from \( 4 \cdot 2^7 = 256 \) to \( 4 \cdot 2^7 / 2^4 = 32 \). As shown in [73], the optimization with OS constraint is much faster to be converged and potentially avoid a suboptimal result with respect to the optimization without OS constraint. In addition, the constellation in Fig. 4(a) is not well structured, which could lead to a high penalty when using high-speed DAC with limited ENOB. Therefore, adding a proper constraint, e.g. OS, does not only increase optimization speed, but also reduces the DAC/ADC resolution requirements.

In order to compare the impact of finite-resolution DACs, three modulation formats (128SP-QAM, 4D-GS128 and 4D-OS128) are evaluated. At the transmitter, the symbol sequence at 2 samples per symbol was filtered with pulse shaping filter, and then the driving signals are linearly quantized with a variable number of quantization levels for DAC. The effect of the ADCs...
are not considered in this example. To measure the impairments of limited DAC resolution, we measured the minimum SNR required to achieve the target GMI. The results of the numerical simulations at a symbol rate of 45 GBaud over AWGN channel are shown in Fig. 4. It shows the required SNR at GMI of 5.95 b/4D-sym as function of the DAC resolution for three modulation formats. When comparing the performance at high DAC resolutions, the two 4D shaped modulation formats can provide around a gain of 0.57 dB. We can also observe that decreasing the DAC resolution below four bits results in significantly penalties for all modulation formats. Despite the small gains provided by 4D-GS128 at high DAC resolutions, when the DAC resolution is reduced to 4, the performance of 4D-GS128 (0.38 dB penalty) degrades more rapidly than 4D-OS128 (0.24 dB penalty) and 128SP-QAM (0.19 dB penalty) due to the larger quantization distortion for the neighboring points.

Example 4 (Performance metrics for nonlinearity-tolerant 4D modulation): Fig. 5 shows NLI-related performance metrics versus iteration number in the optimization process for two sets of 4D modulation formats: AWGN-optimized (blue lines) and NLI-optimized (red lines). AWGN-optimized modulation formats are obtained by maximizing GMI for a fixed SNR, while NLI-optimized formats are obtained by maximizing GMI with considering the NLI power to trade-off between shaping and nonlinearity in nonlinear channel. To evaluate the NLI effect of the optimized modulation formats in the optical channel, we consider a dual-polarized, single channel waveform over a 234 km single span SSMF. More details about the nonlinearity-tolerant 4D modulation optimization are given in Section VI. By treating the modulation-dependent NLI as Gaussian noise, the change in modulation by moving the 4D symbols during the optimization can be reflected in effective SNR as shown in Fig. 5.

In Fig. 5, the nonlinear tolerance related performance metrics for showing variations of symbol energies, i.e., peak-to-average power ratio (PAPR), kurtosis (here, we use $\Phi_2$ and $\Phi_4$ to denote the kurtosis of 2D symbols and 4D symbols, respectively), the variance of the transmitted 4D symbols’ energy $\Psi$ and the NLI power coefficient $\eta$ (see [74], Eq. (1))) are also shown for each optimized 4D formats during the iterative optimization. By comparing the optimization traces between the AWGN-optimized (blue lines) and NLI-optimized formats (red lines), we can observe that an NLI-tolerant 4D modulation format (higher effective SNR and smaller $\eta$) has in general a smaller PAPR, smaller 4D kurtosis and smaller variance of the transmitted 4D symbols’ energy, which highlights the fact that all these performance metrics are inherently related to NLI. However, PAPR only partially reflects the energy variation of symbols (depends on the few constellation points) and 2D kurtosis $\Phi_2$ neglects the 4D geometry (only takes the 2D symbol energy into account). From the optimization process shown in Fig. 5, we can see that PAPR and $\Phi_2$ can not reflect well the trend of modulation-dependent nonlinear tolerance (effective SNR and $\eta$) for dual-polarization transmission systems, and thus cannot reflect the complete nonlinear performance. These two performance metrics can only be regarded as a rough indication of nonlinearity tolerance of the 4D formats. In contrast, Kurtosis of 4D symbols $\Phi_4$ and the variance of 4D symbol energy $\Psi$ are able to capture the partial effect of dual-polarizations symbol statistics on the NLI, and thus, they are in general consistent with the trend of effective SNR and NLI power coefficient $\eta$, but they are not exactly matching. Therefore, we conjecture that $\Phi_4$ or $\Psi$ can be also considered as efficient performance metrics for designing NLI-tolerant 4D modulation formats by avoiding the complex perturbation approach for calculating the average NLI power coefficient $\eta$. The coefficient $\eta$ for DP-4D formats has been derived in [62] and demonstrated to predict the NLI in optical systems in [74].

We conclude this section by emphasizing that the four examples above showed that adding proper constraints in the optimization can reduce the transceivers complexity and penalty for implementation MD-GS modulation formats. Such constraints could allow us to design higher SE modulation formats and introduce specific correlations between different dimensions as the number of dimension increases. As we will see in the next two
sections, optimized 4D modulation formats and its optimized labeling provide an excellent transmission performance with respect to conventional QAM and SP-QAM modulation formats in optical transmission system.

**Remark 1:** All of these existing optimized modulation formats obtained with constraints have not been proven to be the best for either the AWGN channel or the optical fiber channel for the BICM paradigm. Finding the optimum modulation formats remains an open research problem. Despite this cautionary statement, the methods discussed above are known to perform well based on bit-wise decoders in terms of GMI, as shown in Section V and Section VI.

V. AWGN-OPTIMIZED 4D GEOMETRIC SHAPING FOR OPTICAL TRANSMISSION

In this section, we evaluate the performance of AWGN-optimized 4D constellations in the fibre-optic channel using SSFM simulations. To target a practical SD-FEC with 20%–25% overhead, the optimizations were performed for the AWGN channel at an SNR for which GMI ≈ 0.85 m bit/4D-sym for six different SEs: m ∈ {5, 6, 7, 8, 9, 10}. The recently proposed 4D modulation format with SE of 6 b/4D-sym, i.e., 4D-64PRS [34], is chosen for m = 6. In order to make the modulation more structured and reduce the optimization complexity as discussed in Section IV, the OS constraint is added for m = {7, 8, 9, 10}. For the transmission system and SD-FEC under consideration, the received SNR varies between 5 dB and 15 dB. Aiming at the target of GMI ≈ 0.85 m bit/4D-sym, we optimize the six modulation formats for a received SNR of 6, 8, 9, 5.10, 11 and 13 dB, respectively. The geometrically-shaped 4D modulation formats with coordinates and labeling are designed by solving (8) under the AWGN assumption and using a gradient descent algorithm with the end-to-end autoencoder-learning approach in [27].

The optimization process in detail for the geometrically-shaped 4D modulation formats is as follows. At the transmitter, binary vectors are first encoded as an “one-hot” vector as input and are mapped to constellation points via a neural network (NN). We consider a simplified NN with no hidden layers, which only consists of a fully-connected input layer and an output layer. Normalization layer is performed to ensure the power constraint after the output layer. The Gaussian–Hermite quadrature is used for computing the GMI as a cost function to remove stochastic effects and the OS constraint is added in the optimization for reducing the complexity. For a special case of all zero biases, the weights directly correspond to the coordinates of the constellation points. These weights can be initialized with random variables or specific values. However, initializing the neural network weights with Gray-labeled QAM is known to be good for BICM systems and can accelerate the learning process compared to a random initialization. Therefore, we use the first orthant of PM-QAM and SP-QAM with Gray-labeling for generating the initial constellations and pre-training the initial weights. The NN parameters are optimized using the Adam optimizer [78] with learning rate 0.01 to obtain the optimized coordinates of the constellation points. The considered system for evaluating the transmission performance of the modulation formats is a dual-polarization long-haul WDM transmission system with 11 co-propagating channels over a multi-span of SSMF with attenuation parameter α = 0.21 dB/km, dispersion parameter D = 16.9 ps · nm · km⁻¹, and nonlinear coefficient γ = 1.31 W⁻¹ · km⁻¹. Each span consists of an 80 km SSFM through a split-step Fourier solution of the nonlinear Manakov equation with 800 steps per span and is followed by an erbium-doped fiber amplifier (EDFA) with noise figure of 5 dB. Each WDM channel transmits a symbol rate of 45 Gbaud signal with channel spacing of 50 GHz and roll-off factor of 0.1 for root-raised-cosine filter. At the receiver side, the DSP includes electronic chromatic dispersion compensation and matched filtering followed by ideal phase rotation compensation. The performance of the center WDM channel is evaluated.

In Fig. 6, the maximum transmission distance and the relative reach increase in percentage at GMI = 0.85 m bit/4D-sym of twelve modulation formats are evaluated. We observe that 4D-optimized formats achieve approximately 320–2160 km (9%–25%) reach increase w.r.t PM-QAM/4D-SP-QAM at the same information rates, which are highlighted by the orange shaded region. We note from Fig. 6 that larger reach increase in percentage can be achieved w.r.t. the QAM modulations without gray labeling. Especially comparing to 4D-SP32 and 4D-SP512, the gains of 4D-optimized formats are more than 20%, which is mainly due to the superior performance of labeling.

Fig. 7 shows the optimized 4D modulation formats, i.e., 4D-32, 4D-64PRS and 4D-OSM (here, M is taken to mean M-ary constellations), for a received GMI of 0.95 × m bit/4D-sym.³ It shows the 4D symbol in each 2D projection, whereas the symbol probability in 2D is proportional to the color brightness via yellow/blue colored heatmap. It can be noticed that all the 4D modulations have symmetric shapes in each 2D, but they are not always X-pol/Y-pol symmetric. Here, X-pol/Y-pol symmetry means that for all the 4D constellation points, if \([s^x_1, s^x_2, s^y_3, s^y_4] \in S\), then \([s^x_3, s^x_4, s^y_1, s^y_2] \in S\) must be a valid 4D constellation point in \(S\). Interestingly, the asymmetries can especially be specially visible in the higher cardinality configurations, i.e., 4D-OS512 and 4D-OS1024, but also for 4D-32.

VI. NLI MODEL-AIDED 4D GEOMETRIC SHAPING

As noted in the previous section, all the modulation formats in Fig. 6 are designed for AWGN channel, with the exception of 4D-64PRS, which uses the heuristic idea of constant-modulus constraint to improve the nonlinearity tolerance. NLI model is a key tool to analyze the performance of optical communication systems and enables the design of nonlinear-tolerant modulation formats. This is the objective of this section.

³Due to the limited number of constellation points, the OS constraint is removed for optimizing 5 b/4D-sym modulation format. The 4D 32-ary Voronoi constellation [77] with an optimized initial labeling is used as the initial constellation.

The optimized constellation coordinates and bit-to-symbol mappings are available at https://github.com/TUe-ICTLab/Binary-Labeling-for-2D-and-4D-constellations.
The maximum reach of various modulation formats for multi-span optical fiber transmission. The markers show the maximum transmission distance at GMI = 0.85 m for various 4D modulation formats. PM-QAM and 4D SP-QAM are also shown as a reference.

The standard Gaussian noise (GN) model [79], [80], [81] ignores dependency of nonlinear effects on the modulation format. Other more advanced models such as the enhanced Gaussian noise (EGN) model [82], [83] and NLI noise model [84] allow more accurate analysis of non-conventional modulation formats by abandoning the gaussianity assumption of GN model. However, these models were introduced in PM systems, so they are only valid for PM-2D modulation formats. For the nonlinear fiber channel, 4D NLI model considering modulation-dependent interference for all possible dual polarization four-dimensional (DP-4D) constellations have been proposed in [62] and evaluated in [74], [85]. 4D NLI model could provide a quick computation of the NLI power as a function of the input 4D modulation, which aims at “shaping-out” the 4D modulation-dependent NLI term.

To evaluate the NLI, the effective SNR, which represents the post-DSP SNR at the receiver, is defined as

$$\Gamma \triangleq \frac{P}{\sigma_{\text{ASE}}^2 + \sigma_{\text{NLI}}^2}$$

where $P$, $\sigma_{\text{ASE}}^2$ and $\sigma_{\text{NLI}}^2$ represent the transmitted power, the variance of the amplified spontaneous emission noise (ASE) and the NLI variance, respectively.

For general 4D formats, the NLI noise term $\sigma_{\text{NLI}}^2$ in (9) can be approximated as two nonidentical NLI powers over the two polarization channels as [62], Eqs. (42) and (43)

$$\sigma_{\text{NLI}}^2 = \sigma_{\text{NLI},x}^2 + \sigma_{\text{NLI},y}^2 = \eta_x(P, S)P^3 + \eta_y(P, S)P^3$$

where $\eta_x(\cdot)$ and $\eta_y(\cdot)$ are functions of a given system configuration $P$ (fiber link parameters, launch power, etc.) and the 4D modulation format $S$, linked to the contributions of the modulation-dependent nonlinearities in the X- and Y-polarization, respectively. The expression in (10) includes X-pol and Y-pol interaction effects in the nonlinear terms $\eta_x$ and $\eta_y$, which can be calculated via first-order regular perturbation in [62], Eq. (42)-(43) and [74], Eq. (1)\(^5\).

Now that we have defined 4D modulation-dependent NLI and effective SNR, we turn our attention back to the GMI optimization in (5). Accordingly, to design a nonlinear-tolerant 4D modulation with the effective SNR under consideration, the new optimization problem for a given optical fiber channel parameters $P$ can be reformulated as

$$\{S^*, B^*\} = \arg\max_{S, B} G(S, B, \Gamma_{\text{opt}})$$

\(^5\)Note that in this paper, only signal-signal nonlinear interactions are considered along the fiber propagation in $\sigma_{\text{NLI}}^2$. For a more accurate NLI estimation, signal-noise NLI interaction with 4D-modulation dependent contributions should be also considered, e.g., as done in [85].
with

$$\Gamma_{\text{opt}} = \frac{P_\text{opt}}{\sigma_{\text{ASE}}^2 + (\eta_x(\mathcal{P}, S) + \eta_y(\mathcal{P}, S)) \frac{S}{P} + \sigma_{\text{ASE}}^2}$$  \quad \text{(12)}$$

where $\Gamma_{\text{opt}}$ denotes the optimum effective SNR for a given system configuration and depends on the modulation format. The optimum value of the launch power is obtained as $P_{\text{opt}} = \sqrt{\frac{3}{2(\eta_x(\mathcal{P}, S) + \eta_y(\mathcal{P}, S))}}$ by setting $\frac{\partial}{\partial P}$ (from (9)) to zero. Thus, the optimum effective SNR in (12) can be rewritten as

$$\Gamma_{\text{opt}} = \frac{2}{3\sqrt{3}} \left(\frac{1}{\sigma_{\text{ASE}}^2} \right)^{2/3} \left(\eta_x(\mathcal{P}, S) + \eta_y(\mathcal{P}, S)\right)^{1/3}$$  \quad \text{(13)}$$

From the analysis above, we can see that the GMI (see (11),) is not only dependent on labeled constellation $\{S, B\}$, but also the NLI noise via $\Gamma_{\text{opt}}$ in (13). Note that for a fixed parameter $\mathcal{P}$, the modulation-dependent NLI noise is also a function of $S$. Thus, the introduced NLI model-aided geometric shaping is actually only dependent on the shape of modulation formats and without the need of SNR or power optimization, which is equivalent to add a constraint and reduce the dimensionality of the optimization space.

We consider a dual-polarized, single channel waveform over a single span of SSMF. The same fiber parameters (including dispersion, attenuation and nonlinearity) as in Section V are used for both 4D NLI model and SSFM simulation. We solve (11) by adding the OS constraint and also using the end-to-end AE-learning method described before. The 4D NLI model can be considered as a surrogate channel in the end-to-end learning structure, thus, gradient descent needs to be applied to constellation coordinates and optimum effective SNR both for maximizing GMI. Similar 4D NLI model-aided 4D modulation optimization has been also done in [40], however lifting any geometrical constraint and targeting only symbol-wise coded modulation systems by maximizing MI for a multi-span transmission scenario.

In Fig. 8 and Fig. 9, the optimum effective SNR and GMI trace as a function of the optimization steps are shown for the optimization procedure. The 4D modulation formats with a SE of 7 b/4D-sym are optimized with OS constraint via end-to-end learning following [27] by maximizing GMI. The simulations are implemented by solving two optimization problems with similar effective SNRs around 10 dB: one is for the AWGN channel with SNR = 10 dB (AWGN-learned) and the other is for 4D NLI-model [62] with a single-channel, 234 km single-span transmission system (4D model-learned). PM-QPSK as a format with a good nonlinearity tolerance and 4D-128SP-QAM [55] with 7 b/4D-sym are shown as references.

Fig. 8 shows that the 4D model-learned modulation can tolerate higher nonlinearities. This can be seen from the achieved 0.25 dBgain with respect to 128SP-QAM and AWGN-learned 4D modulation in terms of SNR$_{\text{opt}}$ at 234 km. In contrast, PM-QPSK or 4D constant-modulus modulation formats show a potential effective SNR gain of 0.42 dB for nonlinearity tolerance could be provided. The 4D model-learned modulation achieves more than half of this gain, which is translated into a GMI increase as explained below.

Fig. 9 shows that in an AWGN channel with an SNR of 10 dB (dashed curves), both AWGN-learned modulation format and 4D model-learned modulation format outperform 128SP-QAM with a gain of 0.22 b/4D and 0.18 b/4D, respectively. However, by considering an optical fiber channel with length of 234 km (solid curves), the gain of the 4D model-learned modulation is increased to 0.29 b/4D compared to 128SP-16QAM, which is higher than that of the AWGN-learned format. These benefits (approximately 0.11 b/4D GMI gain) come from the improvement of SNR$_{\text{opt}}$ shown in Fig. 8 due to its excellent nonlinear-tolerant property. The relative additional shaping gain in terms of GMI for the nonlinear channel with respect to the gain in the linear channel is $(0.29 - 0.18)/0.18 = 38\%$. It well-matched to the fact that 4D model-learned modulations lead to a good trade-off between linear and nonlinear shaping gain by increasing the linear shaping gain and maintaining a fair level of nonlinearity tolerance.

In Fig. 10, we show the effective SNR and GMI performance of three modulation formats through a split-step Fourier solution of the nonlinear Manakov equation. We can observe that the 4D model-learned modulation outperforms both 128SP-QAM and
Fig. 10. Simulation results of single-span optical fiber transmission with single channel for three modulation formats: 128SP-QAM, AWGN-learned 4D modulation and 4D model-learned modulation.

AWGN-learned 4D modulation in term of effective SNR and GMI, which is close to the observed gain in 4D NLI model prediction in Fig. 8 and Fig. 9. Normally, a GS modulation format will lead to a larger SNR penalty. However, the 4D model-learned modulation format provides a larger effective SNR (0.25 dB gain) compared to 128SP-16QAM at the optimal launch power in Fig. 10(a), which is consistent with the analysis in Section II-C. In addition, both the AWGN-learned format and 128SP-QAM lead to a larger effective SNR degradation than 4D model-learned modulation format in nonlinear region (high launch power). Therefore, the shaping gain in the linear region can be increased in nonlinear region and translates into a larger reach increase. In Fig. 10(b), we can also observe that the GMI gain of AWGN-learned modulation over 4D model-learned modulation in linear region is vanished in nonlinear region.

Fig. 10(c) shows GMI as a function of transmission distance for three different modulation formats using the optimal launch power at each distance. The received symbols in 2D projection (X-pol/Y-pol) of the 4D model-learned modulation is plotted in the inset of Fig. 10(c). We can observe that the proposed 4D model-learned modulation format leads to a 4 km (2%) increase in reach relative to the 128SP-16QAM modulation format at GMI of 6.1 b/4D-sym. In addition, 4D model-learned format performs better than AWGN-learned format with a gain of about 1 km in all the distances between 220 km and 240 km.

VII. CONCLUSION

In this paper, we reviewed the existing multi-dimensional geometrically-shaped modulation formats for fiber optical communication systems and showed that they could provide potentially larger gains. The key challenges and different methods for overcoming the limitations associated with the development of MD-GS formats were presented and discussed. The main focus of this paper was on the 4D modulation formats for dual-polarization optical fiber channel. With the aid of adding efficient constraints for optimizing modulation formats, we numerically assessed a series of 4D modulation formats via numerical simulation. We showed that the 4D-optimized modulation formats can be a solution for multi-rate applications between 5 and 10 b/dual-pol with a transmission reach extension of up to 25% in multi-span systems. In addition, up to 0.25 dB NLI gains in terms of effective SNR are demonstrated for NLI model-optimized modulation over regular 4D format and Gaussian channel-optimal 4D format in a single-span transmission system. The results in this work confirm that the multi-dimensional modulations could be a good alternative for high capacity transmission systems and offer substantial potential gains in the nonlinear optical fiber channel.

Note that the performance of MD modulation also depends on which dimensions are selected. The methods described in this paper can be extended to nonlinear optical channel by jointly combing other dimensions with different correlated property and also to channels with memory. This is left for further investigation.

All the analysis presented in this paper was only considered bitwise decoder (i.e., BICM) for multi-dimensional geometric shaping. Better performance are expected if a hybrid CM with combing of BICM and multi-stage decoding are used. In these cases, we conjecture the a performance metric of combing MI and GMI to be the correct metric to design MD modulation formats. This investigation and comparison are interesting future research avenues.
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