END-TO-END LPCNET: A NEURAL VOCODER WITH FULLY-DIFFERENTIABLE LPC ESTIMATION
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\section*{Abstract}
Neural vocoders have recently demonstrated high quality speech synthesis, but typically require a high computational complexity. LPCNet was proposed as a way to reduce the complexity of neural synthesis by using linear prediction (LP) to assist an autoregressive model. At inference time, LPCNet relies on the LP coefficients being explicitly computed from the input acoustic features. That makes the design of LPCNet-based systems more complicated, while adding the constraint that the input features must represent a clean speech spectrum. We propose an end-to-end version of LPCNet that lifts these limitations by learning to infer the LP coefficients in the frame-rate network from the input features. Results show that the proposed end-to-end approach can reach the same level of quality as the original LPCNet model, but without explicit LP analysis. Our open-source\(^1\) end-to-end model still benefits from LPCNet’s low complexity, while allowing for any type of conditioning features.

\textbf{Index Terms}— neural speech synthesis, end-to-end optimization, linear prediction, LPCNet, WaveRNN

\section{1. Introduction}

Vocoder algorithms are used to synthesize intelligible speech from acoustic parameters. Over the past few years, vocoders based on deep neural networks (DNN) have vastly exceeded the capabilities of classical techniques such as linear predictive vocoders [1] and concatenative [2] synthesizers. This has resulted in significant quality improvements for text-to-speech (TTS) synthesis, speech compression, and other speech processing applications.

Many different types of neural vocoders have been proposed in the past, including autoregressive models such as WaveNet [3] and WaveRNN [4], but also GANs [5], and flow-based algorithms [6]. Most of these algorithms require either a GPU or a powerful CPU to synthesize speech in real time, limiting their use to servers or powerful devices. The LPCNet [7] vocoder, an improvement over WaveRNN, was recently introduced as a way of reducing the computational cost of neural synthesis. It uses linear prediction (LP) and the source-filter model of speech production [8] to simplify the task of the DNN model. The combination of signal processing with DNNs makes it possible to synthesize high quality speech with a complexity reducing the computational cost of ~3 GFLOPS, making LPCNet suitable for many existing phones.

LPCNet has so far been used in multiple applications, including compression [9], TTS [10] and voice conversion [11]. One limitation of the original LPCNet algorithm is that it requires explicit computation of the LP coefficients from the acoustic features at inference time. The requirement for an explicit translation makes it impossible to use an arbitrary latent feature space, or even acoustic features that do not correspond to the clean speech being synthesized. LPCNet is thus unsuitable for a range of applications that includes end-to-end speech coding [12], end-to-end TTS [13], or cases where the input does not represent a full clean spectrum, such as bandwidth extension [14].

In this work, we propose an end-to-end differentiable LPCNet (Section 2) that avoids the explicit computation of the LPs. We propose an efficient way to learn LP estimation from the input features by backpropagating the gradient from an improved loss function (Section 3). We evaluate the end-to-end LPCNet on a language-independent, speaker-independent task (Section 4). Results show that the proposed algorithm achieves the same quality as the original LPCNet (Section 5) while removing the need for the explicit LPC computation. That makes LPCNet suitable across a wide range of both applications and devices (Section 6).

\section{2. LPCNet Overview}

WaveRNN [4] predicts a discrete probability distribution function (pdf) \(P(s_t)\) for each sample \(s_t\) at time \(t\) from the past samples up to \(s_{t-1}\), as well as additional conditioning information. It uses a gated recurrent unit (GRU), followed by linear layers and a softmax activation to output the distribution. The GRU uses block-sparse weight matrices to reduce the computational requirements.

LPCNet [7] builds upon WaveRNN, using linear prediction to simplify the DNN’s task. LP coefficients \(a_i\) are explicitly computed from the input cepstral features, by first turning them back into a spectrum, from which it computes the autocorrelation, followed by the Levinson-Durbin algorithm. The LPs are then used to compute a prediction \(p_t\) based on the previous samples:

\[
p_t = \sum_{i=1}^{M} a_i s_{t-i},
\]

where \(M\) is the prediction order. For LPCNet operating at 16 kHz, we use \(M = 16\). The excitation, or residual, is then defined as

\[
e_t = s_t - p_t.
\]

The main GRU (GRU\(_A\)) can then use not only the past signal \(s_{t-1}\), but also the past excitation \(e_{t-1}\) and the prediction for the current sample \(p_t\). Similarly, the output estimates the distribution of the excitation \(P(e_t)\).

\(^1\)Source code available at \texttt{https://github.com/xiph/LPCNet/} in the lpcnet\_end2end branch.
At inference time, only the LPC computation differs from the original LPCNet.

3.1. Learning to Compute LPCs

LP coefficients are very sensitive to error – and can easily become unstable – which is why they are never directly quantized or estimated. More robust representations include reflection coefficients (RC) [15], which guarantee stability as long as they lie in the $[-1, 1]$ interval, and line spectral frequencies [16], which need to follow an alternating ordering. Between those, we choose to estimate reflection coefficients, not only because the $[-1, 1]$ interval is easily enforced by the use of a tanh() activation, but also because it can be shown that the pre-tanh "logit" is equal (up to a scaling factor) to the log-area ratio [17] representation of RCs, which is known to be more robust to error.

Reflection coefficients can be converted to direct-form LP coefficients with the Levinson recursion [18]

$$a_j^{(i)} = \begin{cases} k_i, & \text{if } j = i \\ a_j^{(i-1)} + k_ia_{j-1}^{(i-1)}, & \text{otherwise} \end{cases} \quad (4)$$

where $k_i$ are the reflection coefficients and $a_j^{(i)}$ are the $j^{th}$ prediction coefficients of order $i$. Since both (1) and (4) are differentiable, the network will be able to learn to compute reflection coefficients.

We directly use the first $M$ elements of the frame rate network condition vector $f$ (without increasing its dimensionality) as the reflection coefficients. This not only simplifies the design, but also ensures that the following sample rate network can take into account the estimated prediction coefficients. The complexity of both (4) and the cepstral-to-LPC conversion being replaced is negligible compared to the total inference complexity, therefore the proposed end-to-end system has essentially the same complexity as the original LPCNet.

The SFNet vocoder [19] also has its feature network learn the reflection coefficients that match the spectral characteristics of the target synthesized speech. In the case of LPCNet, we want to directly learn the LP representation that optimizes the final loss function.

3.2. Differentiable Embedding Layer

The inputs $p_t, s_{t-1}, e_{t-1}$ are quantized to 8-bit $\mu$-law values, which are then used to learn an input sample embedding. We find that the embedding learns a set of non-linear functions that are applied to the input, improving synthesis quality compared to directly using the signal values as input to the GRU. However, $\mu$-law quantization of the prediction and excitation prevents the gradient from backpropagating the loss all the way to the RC computation in the frame rate network. To allow the gradient backpropagation, we propose a simple embedding interpolation scheme.

Let $v_j$ be the $j^{th}$ embedding vector of the embedding matrix and $x$ be a real-valued (unquantized) $\mu$-law sample value. We can compute the interpolated embedding $v^{(i)}(x)$ as

$$f = x - \lfloor x \rfloor$$
$$v^{(i)}(x) = (1 - f) \cdot v_{\lfloor x \rfloor} + f \cdot v_{\lfloor x \rfloor + 1}. \quad (6)$$

The approach allows a gradient to propagate through the fractional interpolation coefficient $f$.

At inference time, we avoid the (small) extra complexity of the interpolation and compute $v(x) = v_\lfloor x \rfloor$, where $\lfloor \cdot \rfloor$ denotes rounding to the nearest integer.

---

Fig. 1. Proposed end-to-end LPCNet architecture. The frame rate network operates on frames and computes the conditioning features $f$, including the reflection coefficients $k_i$, to be converted to LP coefficients $a_i$. The sample rate network predicts each sample, using the previous samples, as well as the excitation and prediction.
3.3. Loss function

In the original LPCNet, the excitation can be pre-computed before the DNN training. In the proposed end-to-end LPCNet, the excitation is computed as part of the DNN architecture. The ground-truth target for the cross-entropy loss is thus no longer constant, raising two problems for our loss function. The first problem is that – as was the case for the embedding – quantizing the target μ-law excitation would not allow the gradient to backpropagate to the RC computation. We propose a similar solution to the interpolated embedding: an interpolated cross-entropy loss. Let \( e_t^{(μ)} \) be the real-valued μ-law excitation at time \( t \) and let \( \hat{P}(e_t^{(μ)}) \) be the discrete probability estimated for time \( t \). Rather than rounding to the nearest integer and using the standard cross-entropy loss

\[
\mathcal{L}_{CE} = E \left[ -\log \hat{P} \left( \left\lfloor e_t^{(μ)} \right\rfloor \right) \right],
\]

we interpolate the probability such that the loss becomes

\[
f = e_t^{(μ)} - \left\lfloor e_t^{(μ)} \right\rfloor
\]

\[
\hat{P}^{(1)} \left( e_t^{(μ)} \right) = (1 - f) \hat{P} \left( \left\lfloor e_t^{(μ)} \right\rfloor \right) + f \hat{P} \left( \left\lfloor e_t^{(μ)} \right\rfloor + 1 \right)
\]

\[
\mathcal{L}_{ICE} = E \left[ -\log \left( \hat{P}^{(1)} \left( e_t^{(μ)} \right) \right) \right],
\]

where the expectation is taken over the distribution of the data over time. Again, the interpolation coefficient \( f \) helps the gradient backpropagate.

The second problem we have with our loss – and one that still applies to (10) – has to do with the non-linear nature of the μ-law scale. The μ-law spacing is wider for large excitation values and narrower for excitation values close to zero. It means that for the same linear uncertainty, the cross-entropy is larger when the excitation is large, i.e., when the predictor is worse.

We need to minimize a cross-entropy loss corresponding to the distribution of the linear-domain excitation samples. This could be done by simply dividing \( \hat{P}^{(1)} (\cdot) \) by the linear step size corresponding to a difference of 1 in the μ-law value. Instead, since we are already interpolating to a continuous distribution, we divide by the derivative of the μ-law expansion function \( U^{-1}(\cdot) \) to obtain a compensated loss:

\[
\mathcal{L}_C = E \left[ -\log \left( \frac{\hat{P}^{(1)} \left( e_t^{(μ)} \right)}{U^{-1}(x)_{\left\lfloor e_t^{(μ)} \right\rfloor}} \right) \right].
\]

Taking advantage of the fact that \( U^{-1}(\cdot) \) is piecewise exponential and discarding any constant term in the resulting loss, we can simplify to

\[
\mathcal{L}_C = \mathcal{L}_{ICE} + E \left[ \frac{e_t^{(μ)} \log(1 + μ)}{U_{max}} \right],
\]

where the left-hand term \( \mathcal{L}_{ICE} \) is our previously-derived interpolated cross-entropy loss in (10) and the right-hand term compensates for the μ-law scale with an \( L_1 \) loss on the μ-law compounded excitation.

3.4. Regularization

We observe that using the compensated loss \( \mathcal{L}_C \) alone often leads to the optimization process diverging. To stabilize the training, we add regularization to the LPC estimation. We consider the following three different regularization variants.

3.4.1. \( L_1 \) regularization

Our μ-law compensation in (12) already includes an \( L_1 \) loss, so the obvious regularizer is to artificially increase that compensation term using

\[
\mathcal{L}_{L_1} = γ E \left[ e_t^{(μ)} \log(1 + μ) \right].
\]

We consider \( γ = 1 \), which effectively doubles the compensation term from (12) and is sufficient to stabilize the training. In effect, the regularization minimizes the prediction error in a similar way to the standard LPC analysis. Operating on the μ-law residual means that the regularization applies almost equally to high- and low-amplitude signals, which is a desirable property here.

3.4.2. Log-area ratio regularization

Another way of regularizing the LPCs is to directly attempt to match the “ground truth” LPCs that the original LPCNet uses for its prediction. Since these LPCs are only used at training time and are computed on the target speech signal, the regularization does not impose additional constraints on the end-to-end LPCNet.

As a distance metric between the estimated and ground truth LPCs, we use the log-area ratio (LAR), which is both easy to compute and representative of the difference between the two filters:

\[
\mathcal{L}_{LAR} = E \left[ \sum_i \left( \log \frac{1 - k_i}{1 + k_i} - \log \frac{1 - k_i^{(g)}}{1 + k_i^{(g)}} \right)^2 \right].
\]

where \( k_i^{(g)} \) are the ground truth RCs.

3.4.3. Log-area ratio matching

As a last option, we consider using only (14) to adapt the LPC estimation, while using the standard discrete cross-entropy (non-compensated) from (7). In that scenario, the LPCs attempt to match the ground truth LPCs without any regard for the output probability estimation process. The excitation is still computed based on the predicted LP coefficients.

4. EVALUATION

We evaluate the end-to-end LPCNet on a speaker-independent, language-independent synthesis task where the inputs features are computed directly from a reference speech signal. We train all models on 205 hours of 16-kHz speech data from a combination of TTS datasets [20, 21, 22, 23, 24, 25, 26, 27, 28]. The data includes more than 900 speakers in 34 languages and dialects.

The training procedure includes noise augmentation in a similar way to the one described in [9]. To make the synthesis more robust to different microphone impulse responses, we include random spectral augmentation filtering [29]. Training sequences span 150 ms (using 10-ms frames), with 128 sequences per batch. All models are trained for 20 epochs (767k updates). For the end-to-end models, we add an extra epoch at the end of training, where the frame rate network weights are frozen so that the sample rate network can learn based on the final LPCs.

We evaluate the models on a combination of the PTDB-TUG speech corpus [30] and the NTT Multi-Lingual Speech Database for Telephonometry. From PTDB-TUG, we use all English speakers (10 male, 10 female) and randomly pick 200 concatenated pairs of
We first compare the LPC estimation behavior of the different end-to-end variants. More specifically, we compare the response of the estimated LPCs with that of the explicit LPC analysis. Even though it necessarily results in better synthesis quality than other LPC estimation methods. We measure the log-spectral distance between the ground truth LPCs and the end-to-end models on the active frames of all 384 test samples. The results in Table 1 show that both LAR-regularized models match the ground truth LPCs closely, whereas the $L_1$-regularized models show a moderate deviation from the ground truth LPCs. This is not unexpected, since the training does not attempt to match the ground truth explicitly, but rather minimize the residual. Fig. 2 provides an example of LPC responses for the different models.

We evaluate quality using mean opinion score (MOS) [32] using the crowdsourcing methodology described in P.808 [33]. Each speech sample is evaluated by 20 randomly-selected listeners. The results in Table 2 show that both the $L_1$- and LAR-regularized models perform similarly to the original LPCNet model. On the other hand, the LAR/CE model performs significantly worse ($p < .05$) than the baseline at all sizes. Most importantly, it is especially worse at the smallest size (192) which is where linear prediction shows the greatest improvement. This demonstrates the usefulness of the compensated, interpolated cross-entropy loss in the end-to-end training process. Further, our results demonstrate the model’s output quality is not directly linked to how closely the estimated LPCs match the ground truth LPCs. Instead, network learns a set of LPCs that are optimized for the overall task at hand. We hypothesize that for other types of tasks, this can allow a model to learn LPCs that deviate significantly from traditional LPCs and are potentially better.

6. CONCLUSION

We have proposed an end-to-end version of LPCNet where the LPCs no longer need to be explicitly computed. We also demonstrated a compensated, interpolated cross-entropy loss that improves the performance of the trained end-to-end models. The end-to-end LPCNet achieves similar synthesis quality to the original LPCNet, while removing the constraint of having interpretable acoustic features for the conditioning. The resulting vocoder architecture makes it easier to use LPCNet, for a broader range of applications. We believe that this work can be extended to bring the benefits of linear prediction to other ML-based audio tasks, such as time-domain speech enhancement systems. It is an open question whether the proposed technique could also be applied to non-autoregressive neural synthesis techniques, such as GAN- and flow-based models.

5. RESULTS

Table 1. Log-spectral distance (LSD) between the end-to-end estimated LPCs and the ground truth LPCs over active frames of the evaluation set.

| Model       | LSD (dB) |
|-------------|----------|
|            | 192      | 384      | 640      |
| End-to-end $L_1$ | 3.58     | 3.64     | 3.64     |
| End-to-end LAR  | 0.34     | 0.32     | 0.46     |
| End-to-end LAR/CE| 0.87     | 0.86     | 1.07     |

Table 2. Results from the MOS quality evaluation. The confidence interval is around 0.03 for all models.

| Model       | Quality (MOS) |
|-------------|---------------|
|            | 192 | 384 | 640 |
| Baseline    | 3.81| 3.97| 4.05|
| End-to-end $L_1$ | 3.86| 3.91| 3.98|
| End-to-end LAR | 3.82| 3.94| 4.01|
| End-to-end LAR/CE | 3.74| 3.90| 4.00|
| Reference   | 4.21|
| Speex 4 kb/s | 2.75|

We refer to the latter as the estimated LPCs with that of the explicit LPC analysis. Even though to-end variants. More specifically, we compare the response of the ground truth LPCs. This is not unexpected, since the training does not attempt to match the ground truth explicitly, but rather

We have proposed an end-to-end version of LPCNet where the LPCs no longer need to be explicitly computed. We also demonstrated a compensated, interpolated cross-entropy loss that improves the performance of the trained end-to-end models. The end-to-end LPCNet achieves similar synthesis quality to the original LPCNet, while removing the constraint of having interpretable acoustic features for the conditioning. The resulting vocoder architecture makes it easier to use LPCNet, for a broader range of applications. We believe that this work can be extended to bring the benefits of linear prediction to other ML-based audio tasks, such as time-domain speech enhancement systems. It is an open question whether the proposed technique could also be applied to non-autoregressive neural synthesis techniques, such as GAN- and flow-based models.
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