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Abstract—The VirtualCube system is a 3D video conference system that attempts to overcome some limitations of conventional technologies. The key ingredient is VirtualCube, an abstract representation of a real-world cubicle instrumented with RGBD cameras for capturing the user’s 3D geometry and texture. We design VirtualCube so that the task of data capturing is standardized and significantly simplified, and everything can be built using off-the-shelf hardware. We use VirtualCubes as the basic building blocks of a virtual conferencing environment, and we provide each VirtualCube user with a surrounding display showing life-size videos of remote participants. To achieve real-time rendering of remote participants, we develop the V-Cube View algorithm, which uses multi-view stereo for more accurate depth estimation and Lumi-Net rendering for better rendering quality. The VirtualCube system correctly preserves the mutual eye gaze between participants, allowing them to establish eye contact and be aware of who is visually paying attention to them. The system also allows a participant to have side discussions with remote participants as if they were in the same room. Finally, the system sheds light on how to support the shared space of work items (e.g., documents and applications) and track participants’ visual attention to work items.

Index Terms—3D video, Teleportation, Telecollaboration

1 INTRODUCTION

In a real-life conversation, many visual cues, eye contact, and gaze direction contribute substantially to communication and thus make the conversation much more effective than video conferencing. Nevertheless, video conferences have become increasingly important because remote collaboration over long distances – either for work or for entertainment – has become commonplace. It is often simply too time-consuming and costly to bring remote parties to the same location.

Furthermore, the recent COVID pandemic has taught us that sometimes it is impossible to bring people together physically and it has made a difficult to establish eye contact with remote participants and be aware of who is paying attention to you visually. Yet head turning and mutual eye gaze is such an essential part of everyday conversation and is commonly used to manage turn-taking and floor control in in-person meetings. Another limitation of existing technologies is that it is difficult to glance sideways at and have side conversations with other participants, which are also common practices in in-person meetings.

In this work, we present the VirtualCube system that attempts to overcome some of these limitations. The key ingredient of the system is VirtualCube (or V-Cube for short), which is an abstract representation of a standardized real-world cubicle instrumented with multiple RGBD cameras for acquiring the user’s 3D geometry and texture. We only capture the user’s upper body so that we not only obtain the most important visual gestures, including facial and hand gestures, but also protect the user’s privacy to some extent. VirtualCube provides the user with a surrounding display showing life-size videos of remote participants. This surrounding display consists of three large-format screens on the front and two side walls around the user. We also segment the user from the background. Thus VirtualCube essentially represents the user’s 3D geometry and texture and the enclosing geometric cube corresponding to the physical cubicle.

An important feature of VirtualCube is that it is easy to set up most video conferences by using VirtualCubes as basic building blocks. As a result, the VirtualCube system provides a highly versatile way to conduct video conferences. With VirtualCube, we can build video conferences for the common scenarios of face-to-face meetings with two participants and round table meetings with multiple participants. We can also model the important scenario of a side-by-side meeting in which both participants and their desktops are all part of the meeting.

Conventional video conference technologies unfortunately fall short of expectations. For example, with most existing technologies it is difficult to establish eye contact with remote participants and be aware of who is paying attention to you visually. Yet head turning and mutual eye gaze is such an essential part of everyday conversation and is commonly used to manage turn-taking and floor control in in-person meetings. Another limitation of existing technologies is that it is difficult to glance sideways at and have side conversations with other participants, which are also common practices in in-person meetings.

In this work, we present the VirtualCube system that attempts to overcome some of these limitations. The key ingredient of the system is VirtualCube (or V-Cube for short), which is an abstract representation of a standardized real-world cubicle instrumented with multiple RGBD cameras for acquiring the user’s 3D geometry and texture. We only capture the user’s upper body so that we not only obtain the most important visual gestures, including facial and hand gestures, but also protect the user’s privacy to some extent. VirtualCube provides the user with a surrounding display showing life-size videos of remote participants. This surrounding display consists of three large-format screens on the front and two side walls around the user. We also segment the user from the background. Thus VirtualCube essentially represents the user’s 3D geometry and texture and the enclosing geometric cube corresponding to the physical cubicle.

An important feature of VirtualCube is that it is easy to set up most video conferences by using VirtualCubes as basic building blocks. As a result, the VirtualCube system provides a highly versatile way to conduct video conferences. With VirtualCube, we can build video conferences for the common scenarios of face-to-face meetings with two participants and round table meetings with multiple participants. We can also model the important scenario of a side-by-side meeting in which both participants and their desktops are all part of the meeting.
as if the participants were sitting next to each other working together. This last scenario is quite common in real life but receives only limited support with existing video conferencing technologies. When a video conference is constructed from a set of adjacent VirtualCubes sitting on a common floor, we call the resulting assembly of VirtualCubes a V-Cube Assembly. In essence, we can view the V-Cube Assembly as the global virtual environment of the video conference.

The VirtualCube system provides each meeting participant with real-time rendering of all remote participants on his/her surrounding display, thanks to the acquired 3D geometry and texture data of all constituent VirtualCubes of the video conference. Most importantly, the rendering correctly preserves the mutual eye gaze between participants because the VirtualCube system renders the remote participants in life-size using their positions in the global virtual environment and the local participant’s view position in the global virtual environment, just as if the local participant was seeing the remote participants through the screens of the VirtualCube. The VirtualCube system can perform such rendering since it knows both the 3D geometry of all participants and the geometry of their VirtualCubes (both their dimensions and absolute positions in the virtual environment) and thus can properly carry out all the 3D geometric transformations needed for correct rendering.

For rendering remote participants, real-time frame rates are essential. To achieve real-time performance while improving rendering quality, we develop the V-Cube View algorithm for novel view synthesis. For a given viewpoint, we adapt multi-view stereo to more accurately estimate the depth of each image pixel. To best compute the pixel color from the acquired textures, we develop the Lumi-Net rendering technique for geometry-aware texture blending based on lightfield/lumigraph principles. Both the depth estimation and Lumi-Net rendering are carefully crafted to ensure that the overall rendering process achieves real-time performance.

In summary, the VirtualCube system has the following advantages:

• Standardized and simplified, all using off-the-shelf hardware. As every VirtualCube is made the same, the VirtualCube system provides a consistent physical environment and device setup which not only simplifies the workload of device calibration but also reduces the difficulty of 3D video capturing and processing. Also, we only capture the upper body of a seated user, which greatly reduces the workload for capturing and modeling of complex human poses.

• Versatile modeling. A set of VirtualCubes can be easily assembled into a V-Cube Assembly to model different video communication scenarios, including scenarios which are poorly supported by existing technologies.

• Real-time, high-quality rendering. The real-time rendering can capture a variety of subtle surface appearances, such as glossy reflection on human faces and clothing, as shown in the accompanying video.

Our experiments with the VirtualCube system show that it can bring video conferencing significantly closer to our everyday experience of in-person meetings. The VirtualCube system allows meeting participants to establish eye contact and be aware of who is visually paying attention to them. The system also allow a participant to make side glances and side conversations to remote participants as if they are in the same room. Taken together, these abilities form the cornerstone of the notion of a personal space, a notion that we have acquired and internalized through our lifetime experience of in-person conversations.

In addition to this shared “person space”, the VirtualCube system also shows promise in supporting the shared space of work items (including documents, applications, and other artifacts). In particular, in a side-by-side meeting, both participants and their desktops are all part of the video conference, as if the two participants were sitting next to each other working together. This shared “work space”, which encompasses both the participants and work items on their desktops, is a useful addition to the shared “person space” because it lets each participant see whether the remote participant is visually attending to a specific work item as desired. For example, when a participant highlights an item on his/her desktop with the cursor, he/she can easily see whether the remote participant is visually paying attention to this item. This experience, albeit simple and very common for in-person collaboration, is not supported in conventional video conferences.

2 RELATED WORK

The techniques and systems for 3D video communication have been widely studied in many fields. In this section, we discuss the previous works that are directly related to our work, including 3D video communication systems, gaze-correction techniques for video conferencing, and free viewpoint video of human characters. For more comprehensive reviews of related techniques, the reader is referred to the latest works and surveys.

2.1 3D Video Communication

Early 3D video communication systems attempted to capture the appearance and geometry of the participants at different locations and place them in a common virtual environment. Without careful system design and setup, the mutual gaze contact among users in these systems is always poorly produced.

Many follow-up techniques have been developed for telecommunication between two sites. Although these approaches improved eye contact and user experience in two-site meetings, extending them to multiple sites is difficult.

For three-party teleconferencing, the tele-cubic systems use a cubicle with two walls. In their systems, users are difficult to establish eye contact. Their focus is to use the two walls as portals to remote users’ offices; it is not their intention to bring remote users into a common virtual meeting room as we do. Also note that the remote users are reconstructed as 3D meshes in their system. Real-time reconstruction of detailed 3D meshes that permit high-quality rendering cannot be easily achieved even with modern hardware and algorithms.

Later, a number of systems have been proposed where the participant positions in the virtual environment are predefined and fixed for maintaining mutual eye contact. However, it is unclear how to extend these systems to other seating arrangements and meetings with different numbers of participants. Also, the rendering quality of the remote participants is limited due to the fragile depth reconstruction and image warping algorithms used in these systems. In contrast, our system is designed for implementing meetings between different numbers of participants, as well as meetings with various user seating setups. To maintain mutual eye contact of the participants in different meeting setups, we develop a new deep learning based V-Cube View algorithm for capturing and rendering high-fidelity free-viewpoint video of the participants in real time.

A collection of telepresence systems have been designed for capturing and rendering a virtual or augmented-reality environment so that the participants at different sites could work together as if they were in one site. All these methods focus either on the environment capturing and 3D display or the interactions between the users and the virtual environment. They are not optimized for teleconference and thus it is difficult for them to achieve faithful mutual gaze contacts between the participants at different sites.

2.2 Gaze Correction for Video Conferencing

Many approaches have been developed to correct the gaze of the participants for better eye contact in video conferencing. Chen studied the sensitivity of eye contact in video conferencing and improved the eye contact with more accurate horizontal gaze direction. Koster et al. warped the face region of the remote participant captured by an RGBD camera and then fused the warped part into the original RGBD video frame for correcting vertical gaze direction. Later, Giger et al. extended this method for RGBD videos captured by a web camera. Hsu et al. developed a convolutional neural network to generate gaze corrected video of the participant by tracking and warping the eye region of the participant in each video frame. Tausif et al. moved a web camera behind a transparent screen according to the remote participant’s eye position for capturing videos of the
participants with correct eye-contact. All these methods are designed for video conferencing between two participants, and cannot handle eye contact for three or more participants.

Different from these approaches, our method captures 3D video of the participants and delivers natural gaze contact and other visual communications by realistically rendering life-size remote participants from the local participant’s viewpoint. Our method supports eye contact between the participants in a teleconference with two or more users.

2.3 Free Viewpoint Video of Human Characters

Numerous methods have been proposed for generating a realistic avatar of a subject. Some of them [12, 21, 24, 40, 48, 55, 60, 61, 72, 73, 80] model a 3D avatar of a subject and then drive its animation using a video sequence or speech text. However, dedicated device setup and heavily manual work are always needed for generating a realistic avatar and reconstructing the detailed appearance, subtle expressions, and gaze movement of a subject. Recent deep-learning based methods [6, 12, 30, 32, 58, 78, 79, 82, 83, 86, 88] avoid 3D avatar modeling and directly synthesize a talking head video of a subject from one source image of the subject and a video sequence. Eghabir et al. [18] developed a solution for warping the video of a subject’s face from side view to front view. Unfortunately, all these deep-learning based methods cannot support arbitrary view rendering. Also, it is unclear how to extend these methods for modeling the dynamics of the upper body.

Other methods [17, 31, 39, 44, 51, 62, 87, 91] reconstruct a complete or partial 3D geometry and texture of a dynamic character in real time and then render it from novel viewpoints. Although they provide real-time free-viewpoint rendering of the dynamic character, the reconstructed 3D geometry and texture are always imperfect or of low-resolution thus leading to inferior rendering quality.

Generic image-based rendering methods have been developed for synthesizing novel views from images or videos of a scene captured from sparse or dense views. Traditional optimization-based methods [14, 19, 20, 38, 69] rely on fragile offline processing for obtaining high quality rendering results. Deep-learning based approaches leverage neural networks to improve the robustness and speed of offline optimization and have demonstrated high-quality novel view synthesis results [14, 19, 20, 38, 69, 69, 89]. However, these methods still require at least a few seconds on a modern GPU to synthesize a novel view. Recently, several neural representations [14, 19, 20, 38, 69] have been proposed for modeling and rendering a 3D scene from a given multiview image collection. Unfortunately, the computational cost of learning and rendering these neural representations is still high. Although these image-based approaches can be applied for rendering human characters, they suffer from the trade-off between speed and quality. To the best of our knowledge, methods have not been developed for online capturing and realistic rendering in real-time.

In this work, we follow the principle of previous deep-learning based methods [14, 19, 20, 38, 69] that first predicts the target-view depth and then synthesizes texture, and develop a new V-Cube View method to achieve real-time and high-quality 3D freeview synthesis.

3 The VirtualCube System

In this section, we first provide a conceptual overview of VirtualCube and then present the implementation details. Our real-time rendering algorithm is described in Section 3.1.

3.1 VirtualCube: A Conceptual Overview

The VirtualCube system aims to provide a standardized solution for remote meeting participants to naturally communicate with one another as if they were in the same room. For simplicity, we assume that no two participants are co-located. The immersive experience of a participant is created by surrounding him with a large format display on which all other participants are rendered at life size. Meanwhile, at each meeting site, multiple cameras capture the local participant’s 3D geometry and texture, and thus allow our system to synthesize the video of this participant for all remote parties.

VirtualCube has two components: one physical and the other abstract. The physical component is an instrumented real-world cubicle enclosed by four vertical walls as shown in Fig. 2(a). The cubicle has a fixed seat in the middle for the user and a table attached to the front wall. The front and two side walls have large format screens attached for displaying life-size videos of remote meeting participants. Along the screen boundaries of the front wall a set of RGBD cameras (color and depth) are attached for capturing the user’s 3D geometry and texture. The back wall is painted solid gray for simplifying the task of segmenting the user from the background. The abstract component of VirtualCube consists of the abstract geometric cube associated with the physical cubicle and the user’s 3D geometry and texture as captured by the RGBD cameras.

The VirtualCube system only captures and renders the 3D geometry and color texture of the seated user’s upper body, defined as the body part above the table. Our reason for focusing on upper body is mainly for efficiency. The upper body of a seated person is easier to capture than the full body with unconstrained movements. Yet, it provides facial and hand gestures which are among the most important visual cues for communication. In practice, only rendering the upper body also provides a sense of privacy for the user who knows the lower body is safely off the limits and hence any lower garment can be worn.

We use VirtualCube as the basic building block of the virtual environment of our online meetings. This virtual environment is constructed as an assembly of multiple adjacent VirtualCubes on a common floor. We call this assembly the V-Cube Assembly. Figure 2(b)-(d) show a few V-Cube Assemblies in different configurations: one for a face-to-face meeting with two participants, one for a side-by-side meeting with two participants, and one for a round table meeting with multiple participants. Note that the side-by-side configuration has a special advantage of supporting not only the interaction between the participants but also the sharing of their screen content as part of the interaction.

People have different senses of personal spaces. We support this by allowing different VirtualCubes in a V-Cube Assembly to overlap. Intuitively, the overlap allows participants to sit more closely together when desired. The amount of overlap is a user-controlled parameter, which can be set by the conference organizer. As a rule of thumb, in our implementation we require the meeting participant in each VirtualCube to be outside of the other VirtualCubes in the V-Cube Assembly so that we can correctly project the remote participants on the surrounding display from the view of each participant.

The V-Cube Assembly is the basis of the global coordinate system,
which is defined as the coordinate system of the V-Cube Assembly and hence the overall virtual environment. This global coordinate system is in contrast to the local coordinate system of each individual VirtualCube. The correct 3D geometric transformations between the global and local coordinate systems (which take into consideration the physical size of VirtualCube and its display screens) is important because it is essential for correct rendering of remote participants on the video display of each meeting participant. In particular, this correct rendering is needed for achieving mutual eye gaze. Specifically, the 3D geometry transformations proceed as follows. First, when capturing the user’s 3D geometry and texture inside a VirtualCube, we use the VirtualCube’s local coordinate system. Then, after forming the V-Cube Assembly, we transform the captured 3D geometry data of all constituent VirtualCubes from their respective local coordinate systems into the global coordinate system so that all VirtualCubes’ 3D geometry data are correctly positioned in the global virtual environment to create the global 3D geometry content of the V-Cube Assembly. This global 3D geometry is what every participant sees. Finally, to render remote participants on a VirtualCube’s display, we first transform the global 3D geometry into the VirtualCube’s local coordinate system and then project the transformed global geometry onto the VirtualCube’s display.

3.2 Implementation Details

We now present our hardware setup and calibration and the resulting coordinate transformations for the video display of each VirtualCube.

Hardware setup As shown in Figure 2(d), our VirtualCube prototype is a cubic enclosed by the front and two side walls painted solid white, and a back wall covered by a curtain of solid grey color for easy segmentation of the user from the background. The floor plane dimension of VirtualCube is 1.6 × 2.0 meters. In face-to-face meetings and round-table meetings, the user faces the front display and a semi-circular table is placed between the user and the front wall. In side-by-side meetings, the user faces a side display and an L-shaped long table is placed between the user and the front and one side wall, as shown in Fig. 2(d).

For the surrounding display of a VirtualCube, we mount three 65-inch 4K flat LCD screens on the front and two side walls. The height from the bottoms of these screens to the floor is 0.7 meter, which is designed to support life-size display of the upper bodies of remote participants. For capturing the 3D video of the user, we install six Azure Kinect RGBD cameras around the front screen, with four at the corners and two at the mid-points of the upper and lower boundaries. The viewing directions of the six cameras are set towards the user seated in the center of the VirtualCube. The six cameras capture RGBD video sequences in synchronized mode, each recording 2560 × 1440 RGB frames and 640 × 576 depth frames at 30fps. The RGB and depth frames are aligned and scaled to 1280 × 960 resolution for later use.

Within VirtualCube, the front and two side screens and six RGBD cameras are connected to a PC workstation with GPUs for 3D video capturing, rendering, and display. VirtualCube instances at different sites are connected by a network.

Hardware calibration For the hardware calibration of a VirtualCube, we need to define the local coordinate system of the VirtualCube and calibrate the intrinsic/extrinsic parameters of all six RGBD cameras. We also need to compute the positions and orientations of the front and side screens in the VirtualCube’s local coordinate system.

We start by defining the VirtualCube’s local coordinate system. As shown in Fig. 2(a), we carefully adjust the orientation of the screen on the front wall so that the horizontal direction of the screen (i.e., the direction of the pixel rows) is parallel to the floor and the screen plane is perpendicular to the floor. Based on this setup, we define the X direction of the local coordinate system as the horizontal direction of the front screen and the Y direction as the upwards direction that is perpendicular to the floor plane. The Z direction is determined by the cross product of the X and Y directions accordingly. The XZ plane is the floor plane, and the origin of the local coordinate system is defined as the intersection point between the central vertical line of the front screen and the floor plane. The scale of this local coordinate system is set to be the same as the scale of the physical world.

Next we calibrate the positions and orientations of the three display screens in the local coordinate system. We measure size of each screen and adjust the two side screens so that they are perpendicular to the front screen with their side edges seamlessly aligned with the side edges of the front screen. In this way, the two side screens are parallel to the YZ plane and their positions can be easily computed.

For camera calibration, we use the intrinsic parameters of RGB and depth cameras provided by AzureKinect SDK and calibrate the extrinsic parameters (i.e., camera poses). We first calibrate the poses of the six cameras in a local coordinate system using the camera calibration toolkit in OpenCV and a checkerboard pattern. To transform the camera poses from this local coordinate system to the VirtualCube’s local coordinate system, we manually measure the distance of the camera to the surface and boundaries of the front screen and use these distances to calculate the transformation.

View positioning To compute the viewpoint of the participant in a VirtualCube, a real-time viewpoint tracker is implemented. We define the participant’s viewpoint as the middle point of the line segment joining the eye centers. To obtain the viewpoint for each frame, we first detect the 2D eye centers on the multiview RGB images using a fast facial landmark detector [11] and then lift them to 3D using linear triangulation [13]. Images with no landmark detected due to occlusion are simply discarded. With six cameras installed in a VirtualCube, the implemented method can robustly track the participant’s 3D viewpoint in real-time during video communication.

Transformation to global coordinate system When we assemble a set of VirtualCubes into a V-Cube Assembly, we define both a 3D virtual environment and a global coordinate system. Once this global...
Virtual environment is defined, we need to transform every constituent VirtualCube into the global coordinate system. To do this, we first obtain the position and orientation of each VirtualCube $C_i$ in the global coordinate system and then compute the transformation $M_{C_i \rightarrow G}$ that maps the VirtualCube $C_i$ into the global virtual environment, where $G$ refers to the global virtual environment defined by the V-Cube Assembly (as shown in Fig. 1). We assume the scale of the global virtual environment to be the same as the scale of the physical world. With this transformation, we map all local entities defined in the local coordinate system of VirtualCube $C_i$, including the user’s 3D geometry and texture, the surrounding display screens, and the user’s viewpoint, into the global coordinate system. Now for each meeting participant, we can render the remote participants and the background virtual environment with the view frustums determined by this participant’s viewpoint and three display screens in the global coordinate system. For the participant in VirtualCube $C_i$, the life-size image so rendered provides the correct positions, orientations, sizes, and perspectives of the remote participants and thus gives rise to the illusion that they are in the same room. In this way, the mutual eye gaze between participants is naturally preserved.

Workflow of the VirtualCube system As shown in Fig. 5, every VirtualCube is simultaneously a sender and receiver of rendered images. Every VirtualCube also knows the global coordinate system of the V-Cube Assembly, the local coordinate systems of all constituent VirtualCubes, and the viewpoints of all meeting participants. At the sender site, our V-Cube View rendering algorithm generates the portrait image and alpha mask of the sender site’s participant using the receiver site’s viewpoint and sends the rendered RGBA image to the receiver site. During rendering, proper coordinate transformations are performed to ensure correct rendering and mutual eye gaze: the sender VirtualCube’s 3D geometry content is first transformed into the global coordinate system for correct positioning in the global virtual environment and then transformed into the receiver VirtualCube’s local coordinate system for rendering.

In practice, we render the image of the sender site participant in VirtualCube $C_i$ for the receiver site VirtualCube $C_j$ by transforming the viewpoint of the receiver site participant into the local coordinate system of the sender site VirtualCube $C_i$ via a transformation $M_{C_j \rightarrow C_i}M_{C_i \rightarrow G}$. We then use the RGBD frames of four cameras that are close to the transformed viewpoint for rendering the image of the sender site participant. To this end, our V-Cube View algorithm renders the participant from the segmented RGBD frames and sends the rendered color image and alpha mask to receiver VirtualCube $C_j$ (as shown in Fig. 3). After receiving the portrait RGBA images from all other VirtualCubes, the receiver site generates its final rendering display by compositing all of the incoming portrait images against a common background, which is the rendering of a 3D virtual conference room enclosing the V-Cube Assembly.

The above work flow is designed to improve the rendering quality of the sender’s video. Conceptually, an alternative work flow would be to send all VirtualCubes’ 3D geometry and texture content to the receiver side and assemble the global 3D geometry of the entire virtual environment and then render this global 3D geometry. However, when a global 3D geometry model is reconstructed at the receiver site, the common practice is to build a view-independent 3D geometry model and this reconstruction often leads to the loss of geometry details. We do not perform such a 3D reconstruction, but instead we only perform the depth estimation for the receiver site’s viewpoint using the raw depth data acquired at the sender site. By doing so we maximize the utilization of the captured raw 3D geometry data, minimizes unnecessary geometry detail loss usually associated with a full 3D geometry reconstruction, and thus improve the rendering quality.

4 V-CUBE VIEW FOR REAL-TIME RENDERING

When designing a rendering algorithm for VirtualCube we face three challenging issues. The first is real-time performance. The VirtualCube acquires and segments RGBD images in real time. The rendering algorithm must also run at real-time rates for the whole VirtualCube system to function well. The second is high rendering quality. Our VirtualCube displays life-size human portrait videos on large screens where rendering flaws can be easily noticed by users. However, we are not aware of any novel view synthesis method that can perform high quality rendering in real time. Most existing methods cannot achieve online capturing and rendering, while other real-time solutions suffer from severe artifacts, producing incomplete regions or only generating low-resolution mesh textures. Finally, we have to deal with wide baselines in rendering. Due to our large screen sizes, the view difference between the cameras mounted around the screen are large and the rendering must cover a wide range of virtual viewpoints.

To address these issues we develop the V-Cube View algorithm based on a few key insights. First, we leverage depth cameras to ease the burden of virtual view geometry estimation. The acquired depth maps, although quite noisy and cannot be directly used, can provide reasonable depth initializations of the virtual view for a lightweight refinement process. Second, we observe that several computation intensive procedures can run at low resolutions to save cost. Thus the main body of our algorithm, including depth estimation and texture blending weight prediction, runs at low image resolution (quarter size), after which we blend the warped textures and apply a lightweight post-processing CNN at the full resolution. Third, we propose a novel Lumi-Net rendering weight prediction scheme. Inspired by traditional image-based rendering techniques, we incorporate view direction and depth difference priors to predict geometry-aware blending weight maps, which lead to improved rendering quality especially for our wide-baseline scenario. Finally, we observe that the fidelity of human faces are critical in video conferencing, as people are much more attuned to perceiving facial details than other content. Thus we introduce a perceptual loss on the face region during training, which significantly improves the face quality in rendering.
Then we compute an averaged depth map via $\mathbf{D} = \frac{\sum \mathbf{M}^i \cdot \mathbf{D}^i}{\sum \mathbf{M}^i}$, where $\mathbf{M}^i$ is the visibility mask of $\mathbf{D}^i$ and the calculation is done pixel-wise. This averaged depth is inaccurate and cannot be directly used for image synthesis. Instead, we use $\mathbf{D}$ as an initial, coarse estimation and apply a convolutional neural network to regress an accurate depth map. Specifically, we define a depth correction range $[-\Delta d, \Delta d]$ and generate $N$ spatially-varying depth hypotheses $\{\mathbf{D}_k\}$ by uniformly sampling depth corrections $\{\sigma_k\}$ within this range and adding them to the initial depth, i.e., $\mathbf{D}_k = \mathbf{D} + \sigma_k$, $k = 0, \ldots, N - 1$. To construct a cost volume for depth estimation, we apply a 2D CNN on the color images $\{\mathbf{I}_i\}$ to extract features, denoted as $\{\mathbf{F}_i\}$. We then warp the per-view feature map $\mathbf{F}_i$ to the virtual view with each depth hypothesis $\mathbf{D}_k$ and compute the feature variance across views, resulting in a cost volume $\mathbf{V}$ of size $H \times W \times N \times C$, where $C$ is the feature channel. A 3D CNN is applied to $\mathbf{V}$ to predict a depth probability volume $\mathbf{P}$ of size $H \times W \times N$. The final depth estimation is computed as $\mathbf{D} = \sum_{k=1}^{N} \mathbf{P}_k \cdot \mathbf{D}_k$.

The careful reader will notice that our depth prediction is different from traditional deep MVS depth estimation techniques in computer vision such as [49][33]. We derive this different technique for several reasons. First, we have to predict depth for a virtual view without a color image. Second, we have the initial depth map calculated from the input data and we do not need to use predefined sweeping planes as depth hypotheses. Instead, our depth hypotheses are dynamic and spatially varying with dependence on the initial depth map. In addition, we do not have ground truth depth in our training data and to resolve this issue we apply a weakly-supervised learning scheme that exploits photometric discrepancy of color images for supervision.

We can visualize the quality of our depth prediction by applying texture to the depth map. Given estimated virtual-view depth $\mathbf{D}$, we can warp the input-view color images $\{\mathbf{I}_i\}$ to the virtual view as $\{\mathbf{I}^v = \text{warped}(\mathbf{I}_i, \mathbf{D})\}$. The warping function is differentiable with a differentiable mesh rasterizer applied. A naive multiview fusion can be obtained by averaging the warped images as $\mathbf{I}^v = \sum \mathbf{M}^v \cdot \mathbf{I}^v$, where $\mathbf{M}^v$ is the visibility mask of $\mathbf{I}^v$ and again the calculation is done pixel-wise. As shown in Fig.8(a) and (b), the depth map so-obtained is significantly improved when compared with the initial depth, demonstrating the efficacy of our depth prediction module.

Training loss To train our method, we capture RGBD images of novel views as the training target (details can be found in Section4.3). Since the captured depth maps are inaccurate, we discard them and never use them in training. In the absence of ground-truth depth, we train the depth prediction module in a weakly-supervised fashion by exploiting photometric discrepancy.

Concretely, our training losses are the differences between the fused texture $\mathbf{I}^v$ and the warped multiview images $\{\mathbf{I}_i\}$ as well as the target image $\mathbf{I}^g$: $\mathcal{L}_{\text{color-mv}} = \sum \mathbf{M}^v \cdot \|\mathbf{I}^v(x) - \mathbf{I}_i(x)\|_1$, $\mathcal{L}_{\text{color-rg}} = \sum \mathbf{M}^v \cdot \|\mathbf{I}^v(x) - \mathbf{I}^g(x)\|_1$, where $x$ denotes image pixel, $\mathbf{M} = \cup \mathbf{M}^i$ is the valid pixel mask of $\mathbf{I}^v$, and $\| \cdot \|_1$ indicates the $l_1$ norm. We also impose a smoothness prior by adding a second-order smoothness
loss \( L_{\text{smooth}} = \sum |\nabla^2 D(x)| \) where \( \nabla^2 \) is the Laplacian operator. Note that since the whole pipeline of our V-Cube View method is differentiable and end-to-end trained, the depth prediction module also receives additional supervision signals from the later modules during training.

### 4.2 Lumi-Net Rendering

A naive way to render is texture averaging, which computes the shading of every surface point by simply averaging this point’s colors among the warped input images in which it is visible. Unfortunately, the warped textures exhibit different levels of details at different regions, depending on their visibility in the original views and their viewpoint difference to the target. Moreover, the target-view depth map cannot be estimated perfectly. The depth error will lead to different degrees of texture distortion in the warped images, especially for our wide-baseline case where viewpoint changes are large. To achieve better texture fusion quality, our Lumi-Net rendering seeks for a viewpoint and geometry-aware texture blending strategy built on two principles of Unstructured Lumigraph Rendering: resolution sensitivity and minimal angular deviation [5]. We derive a shared CNN for the warped images \( I^p \) to predict the blending weight for each pixel in the image while taking viewpoints and geometry into account.

We start with the resolution sensitivity principle [5], which is essentially a depth difference prior: textures of object surfaces closer to the camera center are of higher resolution and should be given more weight in blending to ensure sharpness. The depth difference prior is useful for unstructured cameras, especially for our wide-baseline case with large viewpoint differences. Following this principle, we compute for each pixel the depth difference to its corresponding point on an input view given the estimated virtual-view depth map \( D \). We do this by creating a new virtual-view depth map \( D^w \) as follows. For each pixel \( p \) in \( D^w \), we look up the corresponding 3D surface point using virtual-view depth map \( D \) and project the resulting point to the input view and obtain its input-view depth value, which is assigned to the pixel \( p \). With \( D^w \) so computed, we obtain the depth difference as \( \Delta D_i = D^w_i - D_i \).

Next, we examine the minimal angular deviation principle [5], which suggests that the input textures of object surfaces with smaller viewing angle difference to the target view direction should be given greater blending weights. This principle is especially important for non-Lambertian surfaces, such as human faces in video conferencing, because for such surfaces the appearance of a surface point changes significantly with respect to the viewing direction. Following the minimal angular deviation principle, we first compute normalized direction vector maps \( N \) and \( N^w \) based on \( D \) and \( D^w \) respectively. Specifically, for each pixel \( p \) of \( N \), we find the corresponding surface point using depth map \( D \) and compute the direction vector as the vector from the surface point to the virtual viewpoint. This direction vector is normalized and assigned to pixel \( p \) as its value. The computation of \( N^w \) is done similarly using \( D^w \) and the input viewpoint. We then compute the angle map between directions \( N^w_i \) and \( N_i \) denoted as \( \Delta N_i \). Adding \( \Delta N_i \) to the CNN motivates it to increase blending weights for input textures with smaller direction angle deviations.

Besides the warped images and difference maps, we also feed the per-view visibility mask \( M^w_i \) to the CNN for blending weight prediction. In summary, the input to the CNN is the concatenation of \((I^p, M^w, \Delta D, \Delta N)\) and the output is a blending weight map \( W_i \). This CNN continues to work on the 4× downsampled image resolution for efficiency. After generating all the weight maps, we apply a pixel-wise softmax operator across input views to normalize the blending weights as \( W_i = \frac{\exp(W_i)}{\sum_j \exp(W_j)} \). Then we bilinearly upsample the weight maps by 4× to the raw resolution, and obtain the blended image as \( I^p = \sum_i W_i \cdot I^p \).

Finally, we use a CNN to post-process the blended texture and predict a transparency map. It takes \( I^p \) as input and produces a four channel output consisting of the final color image \( I \) and the transparency map \( \alpha \). The post-processing runs at the full resolution of the image and the CNN has the image processing functions that clean up the blended texture and create the final image. These image processing functions include refining the silhouette boundaries and filling small holes. We also aim to improve the quality of the face region during post-processing because human faces are particularly important in video conferencing. We do this by adding a special penalty for perceptual loss of the face region. Finally, we improve the overall sharpness of the final image by adding an adversarial learning scheme [35] that is widely used for image processing and synthesis, as described below.

**Training loss** We employ a collection of carefully designed losses to train our Lumi-Net rendering module. The training loss for the blending weight prediction CNN is simple. We add direct supervision to the blended texture \( I^p \) by minimizing its difference to the ground-truth color image: \( \mathcal{L}_{\text{color}} = \sum_i M_i \cdot \| I^p_i - I^*_i \|_1 \), where \( M \) is the pixel visibility mask.

The training loss of the post-processing CNN is a bit more complex because of its variety of image processing functions, including refining the silhouette boundaries, filling small holes, improving the face region, and image sharpening. We first minimize the discrepancy between the output RGB\( \alpha \) image and the ground truth by using the loss function \( \mathcal{L}_{\text{gba-gt}} = \sum_i \| \alpha_i \cdot I_i - \alpha^*_i \cdot I^*_i \|_1 \). To stabilize the result and avoid overfitting, we also encourage the output image to preserve the input colors via \( \mathcal{L}_{\text{color-input}} = \sum_i \| \alpha_i \cdot M_i \cdot (I_i - I^*_i) \|_1 \). For better transparency prediction, we add an \( \alpha \)-map loss as \( \mathcal{L}_{\alpha} = \sum_i \| \alpha_i - \alpha^*_i \|_1 \). To improve the fidelity of the face region, we introduce a perceptual loss \( \mathcal{L}_{\text{face}} = \sum_i \| \phi(I) - \phi(I^*_i) \|_1 \), where \( \phi(\cdot) \) denotes the multi-layer features from a VGG-19 network [70] pretrained on ImageNet [60]. Finally, for image sharpening we incorporate adversarial...
learning with a PatchGAN as in [25] and use the least squares GAN loss from [26] as \( L_{adv} = \|D(I) - 1\|^2 \), where \( D \) is the discriminator network. The adversarial loss for \( D \) is \( L_{adv,D} = \frac{1}{2} \|D(I) - 0\|^2 + \frac{1}{2} \|D(I^*) - 1\|^2 \).

### 4.3 Training Data
To capture training data for our method, we setup six RGBD cameras with similar spatial arrangement to the VirtualCube. We place two additional cameras to capture the target-view images for training. We add perturbations to the camera poses during the data capture campaign to introduce view variations. Modest perturbations are added to the six cameras, whereas the target camera poses are flexibly adjusted to cover a wide range of viewpoints. To train the method, we use the left four camera as the input views and synthesize the left target view. Similarly, the right four cameras are used to generate the target view on the right. During data capture, we ask actors to sit in front of the cameras and make natural actions as in a face-to-face meeting, including face expression, body movements, and some hand gestures. We also captured side-view images by asking actors to sit towards the side screens.

We captured multiview RGBD data of 18 subjects in total. For each subject, multiple video clips are recorded at 15fps. Each subject wears 3-5 personal garments during capture. The dataset contains 920K frames in total, with 51K frames per person on average. The background matting method of [65] is used to obtain alpha map labels of the target view images. We detect face regions by the method of [10].

### 4.4 Temporal Smoothing
Since our method synthesizes images frame-by-frame, we apply temporal smoothing to the output RGB\( \alpha \) sequences to improve temporal consistency especially for boundary regions. Specifically, for the transparency map estimates, we maintain a history buffer \( \alpha_0 \) and blend the current-frame output \( \alpha \) with \( \alpha_0 \) via \( \alpha' = wx + (1 - w)\alpha_0 \), where scalar \( w \) is the blending weight (\( w = 0.5 \) in our implementation). The history buffer is updated at each frame as \( \alpha_0 = \alpha' \). We apply a similar temporal smoothing strategy for color images, except that we only process border pixels. Let \( I_0 \) be the image history buffer, we first shrink the processed transparency map \( \alpha' \) by \( n \) pixels (\( n = 10 \) in our implementation) to obtain \( \alpha_{\text{interior}} \), which is achieved by a spatial min-pooling operation with \((2n + 1) \times (2n + 1)\) kernel size. Let \( \alpha_{\text{border}} = \alpha' - \alpha_{\text{interior}} \) be the border region transparency map, we blend the current-frame color image \( I \) with \( I_0 \) via \( I' = \left( \frac{\alpha'}{\alpha_{\text{interior}}} \right) I_0 + \left( 1 - \frac{\alpha'}{\alpha_{\text{interior}}} \right) I \).

The history buffer \( I_0 \) is then updated as \( I_0 = wxI + (1 - w)\alpha_{\text{border}} I_0 \). The \((I', \alpha')\) pair will be the final RGB\( \alpha \) output of our system to be streamed to the remote users.

### 5 Experiments
We implemented three physical VirtualCube instances to evaluate our system in different video communication scenarios. The three VirtualCubes are located in one building and connected in a LAN network with 1Gbps bandwidth. For each VirtualCube, we deploy our software system on a PC with Intel Core i9-10980XE CPU, 64GB memory, and three GPU cards: two Nvidia GeForce RTX 3090 for input RGBD video processing and rendering and one Nvidia GeForce RTX 2080 for displaying the system UI and rendering results onto three screens. After the RGBD video frames are captured by six cameras and transmitted to the main memory from USB ports, our system copies all video frames to GPU. The following video segmentation, V-Cube View algorithm and smoothing algorithm are all implemented by Direct3D shaders and executed on the two 3090 GPU cards. For V-Cube View, the neural networks are converted by the NNFusion framework [20], and the 3D warping and rasterization operations are implemented as dedicated HLSL shaders. Each of the two 3090 GPUs is responsible for rendering the portrait images of the local participant for one view of the remote participants. After rendering, the generated frames are copied from GPU to CPU. We compress RGB and alpha frames into JPEG images separately and transmit them via the TCP/IP protocol. The transmission bitrate is about 7Mbps. The receiver decompresses the frames, loads them into the 2080 GPU, composes them with the rendered 3D background, and finally displays them on the screens.

Our system achieves real-time performance for meetings between either two or three participants. For a round-table meeting between three participants, the timings of all steps in our system are: 60ms for RGBD video acquisition, 40ms for rendering a portrait frame on an Nvidia GeForce RTX 3090 GPU, 30ms for copying and compressing the portrait images, 100ms for network transmission, and 40ms for decompressing the portrait images and rendering them on screen. Thus the end-to-end delay between two sites is about 300ms. Since all these steps can be executed in parallel, our system can achieve 23fps for round-table meetings among three participants and 30fps (alternative-frame processing on two GPUs) for one-one meetings between two participants. The viewpoint tracker uses 6 threads to track eye positions and an additional thread for transmission. The viewpoint can be updated at 30HZ and the network delay is 100ms. The overall delay is admissible for our meeting scenario without noticeable discomfort.

Our current system focuses on realistic portrait video rendering to establish visual attention and eye contact. For audio transmission, we use a commercial teleconference software (Microsoft Teams). In practice, we found that the video delay of our system is almost the same as the audio transmission delay so no special processing is applied.

### 5.1 VirtualCube Meeting
We apply our V-Cube system for several video communication scenarios, including face-to-face meetings between two participants, round-table meetings with three participants, and side-by-side meetings between two participants, as shown in Figure 1. Please refer to the accompanying video for video clips recorded live from a camera behind the participant in each meeting setup.

**Face-to-face meeting** As shown in the accompanying video (0’13” – 1’10”), our system faithfully preserves the gaze contact between two participants in a face-to-face meeting. In this video clip, both of the two actors are new subjects not present in the training dataset of our V-Cube View method. For comparison, we also demonstrate the same video conference using the original view of one camera (1’11”’ – 1’26”’), as done in commercial teleconference software. As the cameras are mounted around the boundary of the large screen to avoid occluding the displayed content, the camera views are far away from the participant’s view. We choose the bottom camera which is closest to the participant view in this comparison. It is clear that in this case the mutual eye gaze between participants is not preserved and the participants cannot establish eye contact.

**Round-table meeting** We also evaluate the performance of our system in a round-table meeting among three participants at three different locations. As shown in the accompanying video (1’32”’ – 3’20”), our system successfully delivers an immersive meeting experience for all three participants as if they were in the same room. Note that when one participant speaks (around 1’50”), the other two visually pay attention to the speaker and the participants naturally switch their attention to others as the speaker changes. This visual attention is important in real-world meetings for the participants to not only receive vivid visual feedback from others but also achieve smooth turn taking and floor control. We also demonstrate that a participant makes side glances and side comments to a remote participant as if they were in the same room (2’30”’ – 2’40”), which cannot be achieved by existing video-based teleconference systems. In this video clip, the male actor in yellow appeared in the training dataset of V-Cube View, while the other two actors are unseen. For comparison, we show the same video conference with commercial teleconference software in the supplementary video. Again, the participants are not able to establish eye contact, nor can the visual attention to the speaker be correctly displayed.

**Side-by-side meeting** Thanks to the flexibility of our V-Cube assembly, our system also supports side-by-side meetings between two participants at different locations (3’26”’ – 4’45”’), where the working items on the participants’ computer screens are visible and shared by both participants. During the meeting, a participant can see whether the remote participant is visually paying attention to a specific work item as desired and naturally switches his attention between his own screen and the other participant, as well as the remote participant’s screen as in...
Table 1. Quantitative evaluation of our V-Cube View method and comparison with different configurations. The *train* set contains video clips of 14 subjects. The *validation* set includes the same 14 subjects but with new video clips which do not appear in the train set. The *test* set contains another 4 subjects unseen during training. Results are averaged on evenly-sampled 19K, 6K, and 6K frames for the three sets, respectively.

| Configuration           | Image PSNR (↑) | α MSE × 10⁻³ (↑) | Face per. error (↓) |
|-------------------------|----------------|-----------------|-------------------|
| w/o depth estimation    | 26.01 25.73 27.01 | 4.37 4.78 4.60  | 0.54 0.54 0.58    |
| Lumi-Net w/o diff. maps | 27.84 27.57 28.09 | 3.41 3.71 4.26  | 0.50 0.49 0.54    |
| Lumi-Net w/o image      | 28.77 28.52 28.90 | 2.38 2.60 3.26  | 0.46 0.45 0.51    |
| Our full model          | 29.87 29.69 29.97 | 1.36 1.51 2.11  | 0.39 0.38 0.45    |

a real working environment. In this side-by-side meeting video, both of the two actors appeared in the training data of V-Cube View. Note that although side-by-side meetings are fairly common in real workplaces, there is no existing video conferencing system that can reproduce this scenario for remote users.

We have received feedback from dozens of volunteers who have used our system for both face-to-face meetings and round-table group meetings. All these participants felt that our system provides correct eye gaze and eye contact, which leads to a natural and realistic visual communication experience that they have never seen with existing video conferencing software. For round-table group meetings, several participants commented that “the two remote participants on the screen are in the same room” even though these two participants were actually in different locations. They also enjoyed using our system: “I love that the system allows one to view their partners via several angles” and “as though your partners were sitting right across your table”. Some participants commented that the VirtualCube system is “game changing” and “mind blowing”.

5.2 V-Cube View Evaluation

In this section, we further evaluate our V-Cube View method, one of the core underpinnings of the VirtualCube system.

**Quantitative evaluation**

For quantitative evaluation, we split our captured dataset of 18 subjects into three sets: *train*, *validation*, and *test*. The training and validation sets contain the same subset of 14 subjects, but differ in the video clips used for each subject. The other 4 subjects are included in the test set as *unseen* persons to verify the generalization of our trained model to new users. These 4 testing subjects have different skin colors (black, brown, white, and yellow) and contain both male and female. We train our method on the training set, and evaluate the results on all three subsets. We report three metrics: PSNR of the generated images, mean square error (MSE) of the alpha maps, and the perceptual error of the synthesized faces (see Section 4.2 for more details regarding the face perceptual error).

The evaluation results are presented in Table 1. As we can see, our method is able to generate high quality images with PSNR as high as 29.2–29 dB. It also shows that our trained model generalizes well to unseen persons: the image PSNRs are similar to the training and validation sets, while the alpha map and face perceptual errors are slightly higher.

We also conduct ablation studies to verify the effectiveness of different components. As shown in Table 1, the performance drops significantly if we remove the depth estimation module and simply use the initial depth. Table 1 also demonstrates the efficacy of our Lumi-Net design: the depth and normal difference priors lead to significantly improved rendering results.

**Qualitative evaluation**

In Fig. 9, we show some sample input and output from our method. We also show the results from other alternative solutions, including single-view image warping (best input view used here) and a multiview depth and texture fusion scheme similar to [75]. Visually inspected, our method produces realistic rendering results significantly better than the compared solutions. We also present the results of our method trained without the perceptual loss on face region, where the degraded face fidelity can be clearly observed.

We also asked randomly selected users of our system to visually inspect the rendered still images and video clips randomly drawn from our validation and test sets and compare them against the ground truth. Most of them commented that our rendering results look “very realistic” and they could not easily distinguish them from the ground truth images.

**Running time**

The V-Cube View method takes about 40ms to render one image. The depth estimation module and blending weight prediction CNN take 5ms and 2ms, respectively. The post-processing CNN takes about 20ms, which is the most time-consuming component as it runs at 1280 × 960 resolution. We have tried running all components at 1280 × 960 resolution, with which the whole method is 5× slower. The warping operations and temporal smoothing are all extremely fast (~ 1ms), thanks to our HLSL shader implementation. Other parts such as IO between CPU and GPU takes about 9ms.

6 Conclusion and Future Work

The VirtualCube system advances the state-of-art of large-format video conferencing and shows early promise of the possibility of bringing remote parties together and letting them interact as if they were in the same room. Furthermore, we show that VirtualCube can be used as the basic building blocks of video conferencing. This is a viable and versatile way to model video conferences – indeed this is a new way to think about video conferencing as well. We believe there is much more to be discovered along this direction. The fact that the VirtualCube system can be built completely with off-the-shelf hardware will inspire more people to join this research direction and build the next generation video conferencing technologies on top of our work.

One possible future work is to make VirtualCube more flexible. In this work we assume that each VirtualCube is used by one meeting participant. This assumption is made mainly for simplification and for the fact that this is one of the most common application scenarios. There is no fundamental reason to prevent more users from sharing a VirtualCube. Incorporating spatial audio into our system will also enhance the immersive meeting experience. Our current work focuses only on the visual attention aspect of video conferencing, and a commercial software is used for audio recording and transmission. Much excellent research has been done in spatial audio [23,41] and we leave it as future work. Another promising avenue for future research is to increase the ability to support complicated hand gestures. The VirtualCube currently supports common simple gestures. Handling arbitrary hand gestures is a challenging task. In particular, the Azure Kinect camera we use cannot acquire high-quality depth data for moving hands. In addition, RGB videos of fast hand gestures can be blurry. For these reasons, advances in dealing with hand gestures will require both progress in camera hardware and innovations in software algorithms.
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