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Abstract

Expression Quantitative Trait Loci (eQTL) detection is the task of identifying regulatory relationships between genes and genomic loci. Often, this is performed through a multiple testing procedure, where individual tests are based on regression p-values for gene-SNP pairs. Due to the non-Normality of residuals when raw gene expression data is used, normalizing transformations are usually applied to gene expression as a technique for controlling false discoveries. In this paper, however, we show that the most common transformations are uninterpretable in terms of biological eQTL action, or statistically unjustified with respect to real data. We propose a new model called ACME which respects biological understanding of eQTLs and is corroborated by a real data set provided by the Genotype Tissue Expression (GTEx) consortium. We derive a non-linear least-squares algorithm to fit the model and compute p-values. We argue that the use of the ACME model facilitates accurate and interpretable effect size estimation and p-value computation for the individual gene-SNP pairs relevant to current eQTL studies, and provide careful simulation analyses to ensure that Type-I error is controlled in the absence of the harsher normalizing transformations that ACME avoids. Finally, we provide some basic exploratory downstream analyses incorporating ACME-estimated effect sizes to show the model’s potential.
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1 Introduction

The discovery of expression Quantitative Trait Loci (eQTL) have become increasingly important as a way to understand the molecular mechanisms by which genetic variation gives rise to complex traits and human disease (14, 8, 9, 22). In particular, eQTL studies have been able to connect Genome-Wide Association Studies (GWAS) to gene expression in ways that acknowledge tissue variation, yielding increased power and insight over GWAS alone (7, 1). Mainly, eQTL studies focus on patterns of associations between single-nucleotide genotypes and gene expression levels, across many genomic loci and transcription sites. Methods to detect and map these associations has given insight into a wide variety of problems, particularly in linking eQTL action to other phenotypes (23). A wide array of statistical methods is now available for these efforts, ranging from standard linear regression (18) to hierarchical Bayesian methods (6). However, these past efforts have focused almost exclusively on detecting eQTL associations without characterizing them. In this paper, our focus is on potential statistical models for the effect size of an eQTL.

Estimated effect sizes of eQTLs are of interest both as a way to rank eQTLs by strength (and, presumably, importance), and as a way to understand the fundamental mechanism of eQTL action. Existing approaches have defined eQTL effect size as the correlation between genotype and expression, measured by the $R^2$ statistic derived from the model at hand (see for example (19)). Others define it as the estimated model coefficient associated with the SNP values (as in, for example, (4) and (18)). However, both the accuracy and the interpretability of these approaches depend on the ability of the underlying model to describe eQTL action. This issue is a primary component of this paper.

Careful consideration of an appropriate model for eQTL action also has the potential to affect detection accuracy, since in general p-values under a mis-specified model will be inaccurate. So far, however, the intuition that strong eQTLs will be declared significant under most reasonable models has allowed other concerns to take precedence. For instance, the need to control Type-I error has motivated rank-based transformations for gene expression, even though (as we argue in this paper) such transformations destroy relevant information about the true relationship of the eQTL. Furthermore, most approaches to eQTL analysis are restricted to models that may be fit by ordinary least-squares, which currently is the only computationally viable option for trans-eQTL (full-genome) studies (10).

In this paper we propose an eQTL model which is motivated first and foremost by the biological underpinnings of eQTL action. This model involves an additive effect of allele count and multiplicative component random noise, two features which we argue are well-supported by observed data and biological intuition. Throughout we refer to
the model with the acronym “ACME” (Additive-Contribution, Multiplicative-Error). After a logarithmic transformation, the ACME model is readily represented as a non-linear regression model. We derive an associated iterative least-squares fitting algorithm, and have software for large-scale eQTL analyses that is computationally comparable to available packages for existing models. However, due to the biological importance of ACME’s linearity in allele count on the original scale of gene expression, we refer to the model informally as being “log-of-linear” in nature.

The organization of the rest of this paper is as follows. In the remainder of this section, we expound on some existing approaches to eQTL modeling, and describe in more detail the statistical setting of eQTL analyses. In Section 2, we motivate and lay out the ACME model in detail, and conduct statistical tests on real data to show its ability to well-characterize eQTL action. In Section 3 we perform and in-depth analysis of the robustness of ACME model p-values to potential violations of model assumptions in real data. In Section 4 we provide a small example of a downstream real data analysis which is made interpretable by use of the ACME model. In Section 5 we provide a summary of our analysis and results, and discuss future research directions.

1.1 Existing approaches to gene expression modeling

In general, there are multiple ways to approach the analysis of gene expression data. First, we point out that gene expression is almost never handled on its original scale, due to heteroskedasticity and heavy-tailed errors (17). Many approaches to expression modeling, especially in cancer studies, are based on binomial, negative-binomial, or poisson generalized linear models (13, 26, 27). However, these types of models are almost never used in eQTL analyses due relatively long computation time for the associated fitting procedures.

Instead, for eQTL studies, two approaches are dominant. First, a standard linear regression model is often used in conjunction with a log-transformation of expression values (e.g. (15)). This approach is also taken in cancer studies (e.g. (16), (11)). Ultimately, count-based and log-based approaches to gene expression are closely related, due to the binomial GLM log-link function. The second common handling of gene expression in the eQTL setting is the inverse quantile-normalization transformation (e.g. (5)), applied to ensure Normality of residuals under the null (3, 20).

Each of these approaches to gene expression have drawbacks as candidates for application to eQTL effect size analyses. First, quantile-normalization is inherently rank-based, and thus when used in a regression setting can yield nearly identical p-values for very different signal-to-noise ratios (see Appendix A.4). Furthermore, rank-based regression coefficients have no relationship to the original scale of the
data, and are therefore not interpretable in terms of a particular concept of allelic
effect. These characteristics make the quantile-normalization approach inappropriate
for eQTL effect size analysis.

In contrast, the log\textsubscript{2}-transformation implies an exponential allelic effect. For in-
stance, the estimated SNP coefficient from log\textsubscript{2} regression on eQTL data is the es-
timated fold-change in expression due to the presence of an additional minor allele.
However, little has been done to verify that the fold-change interpretation is natural,
either biologically or statistically, to the eQTL setting. Is it reasonable to assume
allele presence contributes exponentially to gene expression? Questions like these the
central focus of Section 2 of this paper.

1.2 Framework and notation

The statistical setting of this paper is within a general framework for eQTL studies,
in which \textit{n} samples attain both genotype and gene read count data from a given
experiment. The gene read count data can be stored as a \(T \times n\) matrix (where \(T > 0\)
is the number of transcript sites), having general row vector \(c\) of length \(n\) giving the
number of reads per sample. We scale the columns of this matrix according to a
method described in Appendix A.1. Similarly, the genotype data can be stored as a
\(S \times n\) matrix (where \(S > 0\) is the number of genomic loci), having general row
vector \(s\) of length \(n\) giving minor allele count per sample. These genotype values may
be imputed, though for the purposes of this paper we make a rounding adjustment
described in Appendix A.1. The \(n\) samples involved in the study may also have \(p\)
covariates (like gender or batch) which can be stored as a \(p \times n\) matrix.

Throughout this paper, real data analyses will be performed only on “cis” gene-
SNP pairs, which are those pairs for which the gene transcription start or end site
is within 1 mega-base pairs of the SNP location. “Trans” gene-SNP pairs are all
other pairs outside this window. Though we have not replicated the model validation
results from this paper on trans-pairs, we find no \textit{a priori} reason to suppose they
would be drastically different. We expect that, in general, the ACME model may be
applied without regard to genome distance between gene and SNP.

2 The ACME model and diagnostics

In this section we motivate the ACME model through a short list of simpler models
that are in some way problematic for the purpose of effect size estimation. First, as
remarked in Section 1.1, the assumption that normal residuals are additive on the
original scale of expression data is unreasonable. This rules out, for instance, linear
regression models on the original scale of the data. To further support this idea, in Appendix [A.3] we give an analysis which compares normality statistics of residual vectors from the standard linear regression model to those from models involving a multiplicative noise term (which assume normality of additive errors on the log-scale). We find that both the normality and homoskedasticity assumptions are violated more commonly with the former model.

Of course, we still see many violations of normality under multiplicative error models. (For comparison, the plots in Appendix [A.3] also show results on residuals from the quantile-normalized linear model, which nearly perfectly normal.) We consider this to be somewhat unavoidable, since a proper effect-size model should include expression data on some “natural” scale which will be inherently noisy and non-normal. The effort, then, should be in finding a scale of expression data for which errors are empirically normal enough to be robust to systematic errors in estimation and inference. In Section 3, we show that the log-scale of expression data is appropriate in this sense. Thus, whatever the systematic component of the model, we assume the error component is additive and normal after a log transformation of gene expression.

2.1 Log-based models

What remains to be considered, then, is the true systematic form of allelic effect on log-expression. The focus of this section is the modeling of eQTL action for a single gene-SNP pair (though the full analysis setting involves independent estimation for millions of pairs). Therefore, following notation from Section 1.2, let \( y_i := \log(1 + c_i) \) denote the log-transformed normalized gene read count from sample \( i \leq n \). As is common practice with log transformations of gene expression, we add 1 to preserve zeros in the data. Let \( s_i \) denote the minor allele count for the SNP of sample \( i \) (\( s_i = 0 \) for genotype AA, \( s_i = 1 \) for genotype Aa or aA, and \( s_i = 2 \) for genotype aa). Define \( \epsilon_i \) as Normal(\( \mu = 0, \sigma > 0 \)) error for sample \( i \), independently and identically distributed to other samples. Finally, let \( Z_i \) denote the \( p \times 1 \) vector of covarites for the sample \( i \), and \( \gamma \) an unknown \( p \times 1 \) covariate coefficient.

In the context of log-based eQTL models, the least restrictive modeling assumption is that the mean of \( y_i \) has arbitrary, non-functional dependence on \( s_i \). In other words, each genotype yields a different mean of log-expression, and these means are in general

\[ \sigma \text{ and } \gamma \text{ are each unique to the gene-SNP pair under study, but may differ across pairs. Also, it is common practice in eQTL studies to assume that the covariate effect } Z_i^T \gamma \text{ contributes to expression on the same scale as additive, normal noise. We follow this practice for all models considered in this paper (including linear regressions with both raw and quantile-normalized gene expression).} \]
unrelated. This yields what we call the “log-ANCOVA” model, written

\[ y_i = \alpha_0 1_0(s_i) + \alpha_1 1_1(s_i) + \alpha_2 1_2(s_i) + Z^T \gamma + \epsilon_i, \quad (2.1.1) \]

where the \( \alpha_j \) parameters are unknown log-expression means corresponding to the genotypes, and \( 1_j(s_i) = 1 \) indicates that \( s_i = j \).

However, there are biological reasons to suppose that gene expression depends functionally on allele count, in a fixed direction. The simplest log-based model incorporating this assumption is linear regression of log expression on genotype and covariates, which was used in previous work mentioned in Section 1.1. We call this the “log-linear” model, written

\[ y_i = \theta_0 + \theta_1 s_i + Z^T \gamma + \epsilon_i, \quad (2.1.2) \]

where \( \theta_0 \) is the unknown “baseline” mean of log-expression, and \( \theta_1 \) is the unknown linear contribution to log-expression of each minor allele. Use of this model is, effectively, to suppose that the effect of each additional minor allele on the original scale of expression is exponential. In other words, \( \theta_1 \) is the “fold change” induced by additional minor alleles. This model is the basis of the existing “log-transformation” approaches mentioned in Section 1.1.

2.2 The ACME Model

However, the fold-change interpretation given by the log-linear model may not be biologically natural to eQTL action. We conjecture that, instead, additional minor alleles contribute additively to gene expression on its original scale, instead of exponentially. Therefore, we propose the following log-based non-linear regression model:

\[ y_i = \log(\beta_0 + \beta_1 s_i) + Z_i^T \gamma + \epsilon_i. \quad (2.2.1) \]

Above, \( \beta_0 \) is the unknown “baseline” mean of raw expression, with \( \beta_1 \) the unknown linear contribution of \( s_i \). This linearity on the original scale of expression is made apparent by exponentiating of both sides of Equation 2.2.1:

\[ c_i + 1 = (\beta_0 + \beta_1 s_i) \times \left( \exp \{ Z_i^T \gamma \} \right) \times \exp \{ \epsilon_i \}. \quad (2.2.2) \]

The above equation represents the ACME model in its most primitive form, since it makes clear the model’s asymmetry between the noise component, which is multiplicative, and the systematic component, which is additive. However, Equation 2.2.1 is a more natural representation for statistical fitting and inference, since it includes additive normal errors. To fit the ACME model, we use a Gauss-Newton-style algorithm, derived in Appendix B.

\footnote{Note that in Equation 2.2.1, \( \exp \{ \epsilon_i \} \) has the log-Normal distribution with mean 1, so the expectation of \( c_i \) is completely determined by the systematic part of the model.}
The natural effect size

We argue that it makes the most sense, from a biological perspective, to define $\beta_1/\beta_0$ as the “natural” eQTL effect size of interest. This is to interpret the effect size in “units” of the baseline expression $\beta_0$. It is often of interest to consider how much each minor allele “brings” the expression above or below baseline. In Section 4 we provide a basic exploratory data analysis with the ACME model which illuminates this issue.

The effect size $\beta_1/\beta_0$ also has a mathematically elegant interpretation in terms of a particular representation of the ACME model. Note that the log-based formulation of ACME (Equation (2.2.1)) may be written

$$y_i = \log(\beta_0) + \log\left(1 + \frac{\beta_1}{\beta_0}s_i\right) + Z_i^T\gamma + \epsilon_i. \quad (2.2.3)$$

The above formulation separates the role of $\beta_0$ in determining baseline expression and the role of $\beta_1/\beta_0$ in determining the SNP effect. Equation (2.2.3) is also particularly useful in the derivation of the fitting algorithm in Appendix B. For the rest of this paper, we take “effect size” to mean the $\beta_1/\beta_0$ parameter from this representation of ACME.

2.3 Model fit diagnostics

In this section we compare the exponential and linear assumptions for eQTL allelic effect by performing goodness-of-fit tests for the log-linear and ACME models. We sub-sampled a large eQTL data set from the GTEx Project (12). The scheme to sub-sample the data was based on intuition that model diagnostics for mis-specified models should be more revealing when signal from the true model is stronger. Since strong eQTLs are the minority, we set up a sampling scheme to over-sample strong eQTLs, based on a preliminary measure of strength. We describe this more fully in Appendix A.2.

Goodness-of-fit test statistic

As the log-linear and ACME models are each “nested” within log-ANCOVA, the log-ANCOVA model may be expressed in terms of their parameters. As a consequence, if either model is sufficient to explain variation in gene expression, the log-ANCOVA fit will be statistically indistinguishable from the fit of that model. For instance, if the true model is log-linear, then the log-ANCOVA mean estimates will fall roughly on the line given by the log-linear model.
This of course does not suggest that using log-ANCOVA is a sufficient approach regardless of whether a smaller model fits equally well. All else being equal, we should prefer parsimonious models. In particular, both log-linear and ACME are quantitative in allele count alone, whereas log-ANCOVA is categorical in genotype. So, the discovery that either model fits as well as log-ANCOVA would be grounds to investigate biological understandings of eQTL action in terms of allele count. Furthermore, a smaller model allows more degrees of freedom, which yields more statistical power.

The \( F \) statistic relating sums of squares residuals is natural to test the null assumption that a nested model is sufficient for a particular data set. Define \( SS{R_1} \) as the sum of squared residuals from the fit of log-ANCOVA, and \( SS{R_0} \) as the sum of squared residuals from the fit of any nested model. Then the test statistic in our setting is \( F = \frac{{SS{R_1} - SS{R_0}}}{{SS{R_1}/(n - p - 3)}} \) which is \( F \)-distributed with 1 and \( n - p - 3 \) degrees of freedom. A p-value for the test is then obtained from the upper-tail CDF for this \( F \) distribution.

**Results**

For both the log-linear and ACME models, we applied this test to every gene-SNP pair in the sub-sampled data. Figure 1 shows that the distribution of \( F \) p-values from log-linear tests grow increasingly non-uniform as eQTLs become stronger. As mentioned at the start of this section, this strongly suggests the log-linear model is a mis-specification, and that a fold-change interpretation of allelic effect may not be natural for most eQTLs.

In contrast, p-values for the ACME model are approximately uniform for eQTLs of all strengths, implying that fits from the ACME model are, on the whole, statistically indistinguishable from those of log-ANOVA. As mentioned at the outset of this section, this implies the ACME model is, overall, sufficient to describe eQTL action. We emphasize that these results imply no other eQTL model with two parameters which is substantially different from ACME will be sufficient in this sense. All such models will display deviation from the log-ANOVA for stronger eQTLs, as we saw with the log-linear model.

**Remark:** We replicated the results in Figure 1 by applying the same sub-sampling and testing pipeline to eight other GTEx data sets (corresponding to tissues other than Thyroid). We display some of these in Appendix D.

---

\(^3\)This statistic is asymptotically \( F \)-distributed when it involves non-linear models fit via maximum likelihood.
Figure 1: Q-Q plots of likelihood ratio test p-values for ACME and LL models, in each sector of sample data. The grey line is where we would expect the p-values (represented by the red dots) to fall if they were perfectly uniform, and the green line represents the 95% window of error around this expectation. $\lambda$ is the inflation factor.

3 Model p-values and Type I error

In this section we address in more detail the assumption of residual normality, first mentioned in Section 2. Violations of this assumption are most concerning in their effect on Type I error, which is a central issue in genomic studies. In particular, the large number of tests performed in eQTL analyses presents a special challenge for false positive control. For cis-analysis, the number of tests is typically on the order of $10^7$ (12), while for trans-analysis, the number of tests can exceed $10^{10}$. Using a Bonferroni bound for control of family-wise error at 0.05 requires p-values accurate to the order of $\alpha = 10^{-9}$ for cis-analysis and to $\alpha = 10^{-12}$ for trans-analysis.

This issue can be spoken of in terms of p-value distributions: given a hypothesis test and choice of test statistic, it is ideal to somehow ensure that p-values are uniformly distributed under the null. As mentioned in Section 1.1, this can be achieved in the eQTL setting by using p-values from a linear regression model with quantile-normalized gene expression data. However, while these p-values are correlated with those derived from the ACME model, they are different enough to produce a substantially different set of rejected eQTLs. Those eQTLs at the threshold of statistical significance are especially affected. Therefore, we propose instead to use
a p-value derived from the $F$-statistic directly associated with the ACME model. Explicitly, for each gene-SNP pair, we are interested in the hypotheses

$$H_0 : \frac{\beta_1}{\beta_0} = 0 \quad \text{vs.} \quad H_a : \frac{\beta_1}{\beta_0} \neq 0$$

After fitting the ACME model and a reduced mean-model with $\beta_1 = 0$, we compute the $F$-statistic associated with these hypotheses (which is similar to that from Section 2.3, but with $n - p - 2$ secondary degrees of freedom).

We wish to determine if, on a real eQTL data set, we can expect the above test to produce uniform p-values under the null. In general, there are two potential causes of non-uniformity. The first is that additive residuals for log-transformed gene expression may be too non-normal. As mentioned in Section 2, our results in Appendix A.3 show that residual vectors from log-based eQTL models sometimes do not pass the Wilks-Shapiro test for normality. Second, since ACME is a non-linear regression model, the $F$ test is only asymptotically exact. In the following sections we aim to show that neither of these potential sources of error are problematic in practice.

### 3.1 Empirical performance of the $F$ test

Our first method to investigate the empirical performance of the $F$ test is to simulate 1 million highly realistic null gene-SNP pair data sets. In particular, the true residual vector used to construct each pair was a residual vector from the preliminary data, estimated with the ACME model. Our complete simulation method is described in Appendix C.1. We fit both the ACME and log-linear models to the full set of simulated gene-SNP data and computed the associated $F$-statistic p-value for each. The results are shown in Figure 2.

Note that the $F$-test appears exact for the log-linear fit. This implies that any non-normality inherent to the data from the GTEx project (when expression is log-transformed) negligibly affects the performance of the $F$-test. The distribution of log-linear model p-values effectively isolates the first potential source of p-value non-uniformity described at the outset of this section. The second source of potential non-uniformity (the non-exactness of the $F$ test under non-linear maximum likelihood methods) may be isolated by comparing the ACME p-value distribution to the log-linear distribution. The deviation is noticeable only for the few lowest p-values. Overall, the inflation factors show that the distributions are indistinguishable. These observations are initial support for the robustness of the proposed $F$ test.

**Remark:** We have also explored the application of an existing method for precisely conservative permutation p-values under the null. This method is known as
Figure 2: p-value distributions from null simulated data with realistic errors and real covariate/genotype data. \( \lambda \) values are inflation factors.

Moment Corrected Correlation (MCC), introduced in (25). We briefly describe the method and its application in Appendix C.2.

3.2 Estimation of Type I error with importance sampling

The analysis in the previous section was an initial, direct approach to assess accuracy of the \( p \)-values from ACME model \( F \)-statistics. However, 1 million simulated pairs is insufficient to assess the far tail of the p-value distribution. We are unaware of any attempts via direct data simulation to quantify robustness in eQTL studies to the stringent levels described at the outset of this section, e.g. in situations in which we can expect some true-null p-values below \( 10^{-9} \). For example, the robustness investigations of (17) likewise used only \( 10^6 \) simulations for each simulation condition.

A computationally efficient way to assess Type-I error rates for massive amounts of tests is to perform importance sampling (21), in which samples are drawn from an appropriate alternative distribution (with \( \beta_1 \neq 0 \)), and then re-weighted to provide an estimated null rejection probability. For regression models, the skewness in the error distribution can affect false positive control (25). Accordingly, we used the skew-normal model (2) for the distribution of errors \( \epsilon \), with skewness determined by a parameter \( \delta \). The model elucidates the effect of skew on false positive control, with \( \delta = 0 \) corresponding to the assumed normal error model. Simulations were performed
for the relatively modest average expression $\beta_0 = 100$, with error variance of $\sigma^2 = 1$, modest minor allele frequency 0.1, and for sample sizes $n = 100, 250$ and 500. As the vast majority of gene-SNP pairs in the GTEx dataset used in this paper showed skewness values in ACME residuals between -0.5 and 0.5 (see Appendix C.3, Figure C10 for an example using Adipose GTEx pilot data), we chose the skew-normal parameter to roughly correspond to this skewness range (details in Appendix C.3). Target type I error values $\alpha$ ranged from $10^{-20}$ to $10^{-1}$.

The results for the ACME $F$-test $p$-values are shown in Appendix Figure C10, using the importance sampling approach as detailed in Appendix C.3. Some general conclusions can be made. For $n = 100$ and negative skewness in $\epsilon$ (with $\delta = -0.45$), the ACME $p$-values are noticeably conservative for $\alpha < 10^{-6}$. For positive skewness, the $p$-values are slightly anti-conservative, but comparatively more accurate than for negative skewness, due to asymmetry in the behavior of the systematic component of the ACME model. For larger $n = 250$, the conservativeness under negative skewness is less extreme, and $p$-values reasonably accurate to $\alpha = 10^{-9}$ for the skewness range shown. We conclude that $p$-values for the ACME model produce sufficient Type-I error rates for cis-eQTL analysis for $n = 250$ or greater, and can be somewhat conservative. For trans-analysis, larger sample sizes may be required. However, (24) suggested that sample sizes of $> 1000$ are necessary to reliably detect trans-eQTLs, which would presumably provide further robustness in the $p$-values.

4 Effect size and average expression

Though it is not the primary purpose of this paper is to provide novel real data analyses, in this section we provide a basic application of the ACME model. In particular, this example lacks interpretability without confidence in the reliability of effect size estimates, which we argue ACME provides. As representative data sets, we chose 10,000 cis-eQTLs uniformly at random from various tissue-specific data sets from the GTEx project, and produced ACME estimates for each pair. Figure 3 shows a basic scatter plot of the estimated effect sizes from Thyroid against the average normalized read count for each corresponding gene. The figure shows that as baseline expression increases, the magnitude of effect size goes down. This suggests that in eQTL action, it is difficult for alleles to cause practical changes in gene expression when the gene is already highly expressed. Results from more GTEx tissues are given in Appendix D.
5 Discussion

In this paper we proposed and defended ACME, a new eQTL model for individual gene-SNP pairs. The motivation for ACME is based on a careful analysis of real eQTL data and a reasonable biological conception of eQTL action. Our analyses revealed that existing approaches to eQTL analysis, while useful for some purposes, do not account for the precise functional relationship between allele count and gene expression. Using real data, we showed that the systematic component of the ACME model is the best-fitting description of eQTL action among two-parameter models involving allele count. Thus, fitting the ACME model yields reliable eQTL effect sizes that have a ready biological interpretation.

We also showed that the $F$-test corresponding to the effect size of the ACME model is robust to the magnitude of model assumption deviations seen in real data. Due to this, and the demonstrated ability of ACME to capture the functional form of eQTL action, this implies that p-values from the ACME model will be more accurate.
than those from existing eQTL models. Efforts are underway to compile a publicly available software package for the fast fitting of the ACME model on tens of millions of gene-SNP pairs. Once this is completed, the authors recommend incorporating ACME p-values into eQTL analyses in which p-values and effect sizes of individual gene-SNP pairs are relevant.

Future research directions will involve extending the ACME model to multiple SNPs, or to multiple gene expression vectors (a multiple-regression extension). More importantly, however, much future research in which reliable, interpretable eQTL effect sizes are relevant is now available on a large-scale. A major motivation of our work was the opportunity to provide a solid foundation from which to make inferences about estimated eQTL effect sizes, and their relationship to other phenotypic data. With this paper’s introduction of the ACME model, we believe this is now possible.

5.1 Acknowledgements

The GTEx data used for the analyses described in this article were from dbGaP accession number phs000424.v3.p1 (http://www.gtexportal.org). The GTEx Project was supported by the Common Fund of the Office of the Director of the National Institutes of Health (commonfund.nih.gov/GTEx). The work of various authors on this paper was supported in part by NIH R01MH101819-01, NSF DMS1310002, EPA R835802, and NHGRI HG007840. The research and analyses in this paper were spurred along by many helpful conversations and phone calls with members and working groups from the GTEx Consortium.

Appendix A

A.1 Particulars of data preparation

A few specific adjustments were made to the basic data framework described in Section 1.2:

1. We round all allele counts from their imputed values (to 0, 1, or 2). Though all models discussed throughout can in principle handle imputed SNP values, rounding them facilitates the goodness-of-fit test described in Section 2.3.

2. To account for the library size of each tissue sample, we standardize each read count matrix as follows. For a fixed tissue, denote the matrix of gene expression readings by the $T \times n$ matrix $C$. First we compute the entry-wise mean $\bar{x}_C$ of the matrix $C$. Then we scale each column of $C$ so that it sums to $n^2T\bar{x}_C$. This
results in a matrix with the same entry-wise sum, but with equivalent library sizes across patients. We assume each gene expression vector $c_t$ has been pulled from this standardized version of $C$.

### A.2 Sampling Scheme for Residual and Goodness-of-Fit Analyses

We created a sub-sampled eQTL data set comprising of equally-sized sets of null, weak, medium, and strong eQTLs. To make these demarcations, we took an \textit{a priori} measure of eQTL strength to be the p-value associated with the quantile-normalized linear regression model\footnote{As we suggest in Section \ref{section:1.1}, this measure is imperfect. However, it close enough for our purposes here.} (described in Section \ref{section:1.1}), which were provided with the data set by the GTEx Project. We divided the list of cis-eQTL pairs into four bins: “null” eQTLs with $-\log_{10}$ p-value in [0, 5), “weak” with $-\log_{10}$ p-value in [5, 10), “medium” with $-\log_{10}$ p-value in [10, 15), and “strong” with $-\log_{10}$ p-value in [15, $\infty$). To finally produce the sub-sampled data, we then sampled 10,000 pairs from each bin, uniformly-at-random.

### A.3 Tests of Normality and homoskedasticity

This section contains the results from tests for normality and homoskedasticity of residuals, for each eQTL strength bin, and for all single-pair eQTL models considered in this paper. For each of the 10,000 gene-SNP pairs in each eQTL strength bin (see in Appendix A.2), we calculated the p-value for the canonical Shapiro-Wilk test for normality, and the p-value for the canonical Bartlett test for homoskedasticity. Figure A4 displays boxplots of these p-values on the $-\log_{10}$ scale. We see that residuals for the linear model with raw gene expression (“RAW”) are less Normal and homoskedastic than for the log-based models (ACME, log-linear (“LL”), and log-ANCOVA (“ANCOVA”)). This is particularly true for weak eQTLs for which error assumptions are most important for Type I error control. The green lines represent the typical FDR cut-off applied to each bin of the data. Results from more GTEx tissues are given in Appendix D.

### A.4 Quantile-normalized regression vs. ACME regression

An understanding of the information loss brought about by quantile-normalizing gene expression in eQTL analysis can be had by considering two gene-SNP pairs whose
Figure A4: Boxplots of $-\log_{10}$ Shapiro-Wilk and Bartlett p-values from all models
eQTL actions are similar with respect to that transformation, but distinct with respect to a model relating to the natural scale of the data. Countless pairs of eQTLs from the preliminary data set (see Section 2.3 and Appendix A.2) fit this description. We chose one such pair, displayed in Figure A5. While the estimated ACME effect size of pair 2 is ten times greater than that of pair 1, the effect sizes from linear regression with quantile-normalized expression are nearly the same. Furthermore, the baseline expression of pair 1 is far greater than that of pair 2, a distinction also completely erased by quantile-normalization.

Appendix B ACME Fitting Algorithm

Here we give an iterative algorithm used to approximately maximize the likelihood of the ACME model. For a particular gene-SNP pair, this is equivalent to minimizing the sum of squares

$$
\sum_i (y_i - \log(\beta_0 + \beta_1 s_i) - (Z_i, \gamma))^2
$$

in the parameters $\beta = (\beta_0, \beta_1)$ and $\gamma$. The iterative algorithm involves least-squares regression on an approximating linear model. Denoting the natural effect size $\beta_1/\beta_0$ by $\eta$, the conditional mean of $y_i$ given $Z_i$ and $s_i$ has the representation

$$
\mathbb{E}[y_i | Z_i, s_i] = \log(\beta_0) + \log(1 + s_i \eta) + Z_i^T \gamma
$$
Figure A5: eQTL data from two choice gene-SNP pairs from Adipose tissue. The fitted lines correspond to the estimated parameters from each model.

The first-order Taylor approximation of \( E[y_i|Z_i, s_i] \) around \( \eta \) at an estimate \( \hat{\eta}^j \) is

\[
E[y_i|Z_i, s_i] \approx \log(\beta_0) + \log(1 + s_i\hat{\eta}^j) + \frac{s_i}{1 + s_i\hat{\eta}^j}(\eta - \hat{\eta}^j) + Z_i^T\gamma \tag{B.0.3}
\]

Letting \( \eta_0 := \log(\beta_0) \) and \( y^j := y - \log(1 + s_i\hat{\eta}^j) \), subtracting \( \log(1 + s_i\hat{\eta}^j) \) from each side of Equation B.0.3 yields the following linear model in \( \eta^* := \eta - \hat{\eta}^j \):

\[
y^j_i = \eta_0 + \frac{s_i}{1 + s_i\hat{\eta}^j}\eta^* + Z_i^T\gamma \tag{B.0.4}
\]

After fitting this model at the \( j \)-th iteration, we set \( \hat{\eta}^{j+1} \) to \( \hat{\eta}^* + \hat{\eta}^j \), and repeat the procedure. This is repeated until \(|\hat{\eta}^j - \hat{\eta}^{j+1}| \) is close to machine precision. Then, the final estimates of \( \eta_0 \) and \( \eta \) are used to obtain estimates of \( \beta_0 \) and \( \beta_1 \) via the equations \( \hat{\beta}_0 = \exp\{\hat{\eta}_0\} \) and \( \hat{\beta}_1 = \hat{\beta}_0\hat{\eta} \).

Remarks. We set the initial estimate of \( \eta \) to 0. If for any \( j \), \( 1 + s_i\hat{\eta}^j \) is negative for any index \( i \), we divide \( \hat{\eta}^j \) by 2 and restart the \( j \)-th iteration.
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C.1 Framework for Direct Null Simulation

The preliminary data set used in Section 2.3 contained data from 40,000 unique gene-SNP pairs. When calculating the residual diagnostics presented in that section, we saved the estimated residual vectors (computed by the ACME fit) from each gene-SNP pair. We used these to create 25 null-data replications of each of the 40,000 pairs from the preliminary data. For a fixed gene-SNP pair, we went through the following steps:

1. Recalled $s$ the real allele count vector, $\hat{\beta}_0$ the ACME-estimated value of $\beta_0$ from the preliminary data, and $\hat{\sigma}$ the ACME-estimated value of $\sigma$ from the preliminary data.

2. For $r = 1, \ldots, 25$, constructed a vector of realistic errors $\epsilon_r$ by
   
   $\epsilon_r = \hat{\sigma} \epsilon^*_r + \mathcal{N}_r(0, \hat{\sigma}/10)$

   where $\epsilon^*_r$ is a randomly selected stored residual vector from one of the 40,000 gene-SNP pairs, scaled to have variance 1. The addition of $\mathcal{N}_r(0, \hat{\sigma}/10)$ is a "jitter" (independent within $r$ and between all 40,000 pairs) to ensure that no two chosen mock-residual vectors are equivalent, while allowing them to retain any inherent non-Normality.

3. Constructed the $j$-th replication of null gene expression data
   
   $g_r = \exp \{ \log(\hat{\beta}_0) + Z\gamma_r + \epsilon_r \}$

   where $\gamma_r$ is $\mathcal{N}_p(0_p, I_p)$ and independent within $r$ and between all 40,000 pairs.

C.2 Moment Corrected Correlation (MCC)

If it is of interest to obtain precisely conservative p-values with ACME model estimates, a relatively fast method for obtaining approximate permutation p-values has been developed by Zhou et. al. in (25). This method is most powerful on linear data, but is conservative in general under the null of no association (linear or otherwise). The MCC approximation is based on higher moments of correlation under random permutation of the observed data.

We show two sets of figures to portray the usefulness of MCC. For four different tissues, and on 10,000 randomly chosen cis eQTLs within each tissue, we calculated MCC p-values, direct (random) permutation p-values, and linear regression p-values. In each case, the p-value corresponds to the association between...
log(1 + normalized read counts) and allele counts$^5$. In Figure C6, we show compare MCC p-values to those obtained from permutation. We see a very close fit, with deviation in the tails due to resolution loss for low permutation p-values. In Figure C7, we compare the log-linear regression p-values to those same permutation p-values. We see much more spread here, which verifies the success of MCC in matching the direct-permutation p-values.

Figure C6: MCC p-values vs. real permutation p-values, each method applied to log-transformed normalized read count vs. rounded allele counts (from Adipose, Artery, Heart, and Muscle, clockwise from the top left).

$^5$Though in this paper we argue treating this as a linear association is unjustified, we used this association for convenience. In fact, this gives MCC the opportunity to correct for lack-of-fit.
Figure C7: Permutation p-values vs. linear regression p-values, each method applied to log-transformed normalized read count vs. rounded allele counts (from Adipose, Artery, Heart, and Muscle, clockwise from the top left).
C.3 Framework for Importance Sampling

The basic ACME model is
\[ y = \log(\beta_0 + \beta_1 x) + \epsilon \]
and \( \epsilon \sim N(0, \sigma^2) \). The likelihood ratio and \( F \)-statistics both use maximum likelihood estimation of the parameters. For a target type I error \( \alpha \) for a single test, we wish to estimate \( \alpha_{true} \), the true probability of rejection under the null. The skew normal density for \( \epsilon \) provides a simple distribution family to investigate the effect of skew on \( p \)-value accuracy. For random variable \( Z \), we have density \( g(z) = 2 \phi(z) \Phi(\gamma z) \), and define \( \delta = \gamma / \sqrt{1 + \gamma^2} \) and \( \epsilon = (Z - \xi) / \omega \), where \( \mu \) and \( \sigma^2 \) are chosen so that \( E(\epsilon) = 0 \) and \( \text{var}(\epsilon) = \sigma^2 \). The skewness of \( \epsilon \), determined by \( \delta \), is \[ 4 - \pi^2 (\delta \sqrt{2/\pi})^3 (1 - 2\delta^2/\pi)^{3/2} \].

With importance sampling, it is feasible to estimate \( \alpha_{true} \), even for very small \( \alpha \). Let \( F_{\eta}(x, y) \) be the true joint distribution function for the vectors \( x \) and \( y \) and \( f \) its density, where \( \eta = \{\beta_0, \beta_1, \sigma^2, \delta\} \) and \( \sigma^2 \) is the variance of \( \epsilon \) and \( \delta \) is its scaled skew parameter. If \( \delta = 0 \) then \( \epsilon \) is normal, and if \( \delta > 0 \) then \( \epsilon \) is skewed right. Let \( p(x, y) \) be the \( p \)-value obtained from the \( F \)-statistic for \( x \) and \( y \). We will use \( \eta_0 \) to refer to the null model \( \{\beta_0, 0, \sigma^2, \delta\} \). We have
\[ \alpha_{true} = P_{\eta_0}(\text{reject}) = \int_x \int_y f_{\eta_0}(x, y) I[p(x, y) < \alpha] \, dx \, dy . \]
and \( I \) is the indicator function. Simple rejection sampling estimates \( \alpha_{true} \) by independently simulating from \( F_{\eta_0} \) \( K \) times. For the \( k \)th simulation, we compute \( a_k = I[p(x_k, y_k) < \alpha] \), and \( \hat{\alpha}_{true} = \sum_{k=1}^K a_k / K \). It is easy to show that \( \hat{\alpha}_{true} \) is unbiased for \( \alpha_{true} \). However, it is not very accurate unless \( K \) is extremely large.

To implement importance sampling for a fixed significance threshold \( \alpha \), we sample data from some alternative distribution \( F_{\eta'} \) which has the same support as \( F_{\eta_0} \). When sampling from \( F_{\eta'} \), let \( b_k = I[p(x_k, y_k) < \alpha] \frac{f_{\eta_0}(x_k, y_k)}{f_{\eta'}(x_k, y_k)} \). Then
\[ E_{\eta'}(b_k) = \int_x \int_y f_{\eta'}(x, y) I[p(x, y) < \alpha] \frac{f_{\eta_0}(x, y)}{f_{\eta'}(x, y)} \, dx \, dy = \alpha_{true} , \]
so the importance sampling estimate \( \hat{\alpha}_{true} = \sum_{k=1}^K b_k / K \) is also unbiased. Through a good choice of \( \eta' \), \( \hat{\alpha}_{true} \) can have a much smaller variance than \( \hat{\alpha}_{true} \) for a given number of samples \( K \).

Before going further we note that in eQTL applications \( x \) corresponds to genotype, and the outer integral in the above equations can be replaced by a sum over possible genotypes. Also, \( x \) is assumed to be unaffected by the parameter \( \eta \) in the
eQTL model, so \( f_{\eta_0}(x,y) / f_{\eta_1}(x,y) = f_{\eta_0}(y|x) / f_{\eta_1}(y|x) \) and likelihood ratios are also computed conditional on \( x \).

**Choosing \( \eta^\dagger \)**

To choose \( \eta^\dagger \), we use the heuristic approach that when sampling from \( F_{\eta^\dagger} \) we wish the \( F \)-statistic to reject with probability about 0.5. Determining an appropriate \( \eta^\dagger \) could be done by trial and error, but a faster approach is to use an approximate correspondence between model (1) and linear regression of \( y \) on \( x \), with normal errors. Although the difference between a linear model and the ACME model is of key importance for this paper, for the purpose of importance sampling only a crude correspondence needs to hold. We consider the (rare) scenario under the null hypothesis that our linear regression \( p \)-value is approximately \( \alpha \). Under such an event, the squared correlation coefficient \( r_\alpha^2 \) between \( x \) and \( y \) can be easily solved, such that the linear regression \( p \)-value equals \( \alpha \). Once \( r_\alpha^2 \) is obtained, we solve for \( \beta_{0+}, \beta_{1+} \) in the true ACME model such that the true correlation between random \( X \) and \( Y \) is exactly \( r_\alpha^2 \). We also note that even under this rare event that observed \( x \) and \( y \) appear to be correlated, the mean and variance of the vector \( y \) still tends to be near the true values of \( \log(\beta_0) \) and \( \sigma^2 \). Thus, finally, we solve for \( \beta_{0+}, \beta_{1+} \) such that

\[
E(\log(\beta_0 + \beta_1 X)) = \log(\beta_0), \quad \frac{\text{var}(\log(\beta_0 + \beta_1 X))}{\sigma^2} = r_\alpha^2. \tag{4}
\]

Equations (4) actually provide two solutions, \( \{\beta_{0-}, \beta_{1-}\}, \{\beta_{0+}, \beta_{1+}\} \), according to the sign of \( r_\alpha \), because the form of (1) is not symmetric for positive and negative \( \beta_1 \). Thus we obtain both solutions and our final importance sampler will sample from each solution with equal probability.

To summarize our approach, using (4) we obtain \( \eta_{-}^\dagger = \{\beta_{0-}, \beta_{1-}, \sigma^2, \delta\}, \eta_{+}^\dagger = \{\beta_{0+}, \beta_{1+}, \sigma^2, \delta\} \), and draw importance samples from \( F_{\eta^\dagger} = \frac{1}{2}(F_{\eta_{-}^\dagger} + F_{\eta_{+}^\dagger}) \).

To illustrate our approach to choosing \( \eta^\dagger \), we performed \( 10^5 \) simulations for the null model with skewed errors with \( \beta_0 = 100 \), \( n = 250 \), \( \sigma^2 = 1 \), and skew normal errors with parameter \( \delta = 0.97 \) (which produces a skewness of 0.78). **Supplementary Figure C9A** shows the \( p \)-values as a function of \( \hat{\beta}_1 \). The red overlay shows the \( \beta_{1+}^\dagger \) values, using each corresponding \( p \)-value as the significance level \( \alpha/2 \) for each tail. The result shows that our approach to selecting \( \beta_{1+}^\dagger \) values appears to be reasonable. **Supplementary Figure C9B** shows the corresponding \( \hat{\beta}_0 \) values, as well as the \( \beta_{0+}^\dagger \) values. Efficiency of the importance sampler requires that a non-trivial fraction (we target the range of 10%-90%) of the sampled \( p \)-values be above and below the target \( \alpha \) value. For our setup and \( \alpha = 10^{-20} \), we simulated 10,000 datasets from the corresponding \( F_{\eta^\dagger} \). The distribution of \( p \)-values (**Supplementary Figure C9C**) shows that 16% were below \( \alpha \), which is within our target range. **Supplementary Figure
Figure C8: Importance sampling results for ACME $F$-test $p$-values (see Section 3.2).
Figure C9: Supplemental figures for Appendix C.3.
Figure C10: For 10,000 randomly sample gene-SNP pairs from Adipose tissue, the sample skewnesses of eQTL residuals against $\log_{10}$ of the average normalized read counts (across patients) of the gene associated with each eQTL.
Appendix D  Results from additional GTEx tissues

Figure D11:  Additional normality test results
Figure D12: Additional homoskedasticity test results
Figure D13: Additional goodness-of-fit test results for ACME
Figure D14: Additional goodness-of-fit test results for log-linear
Figure D15: Additional effect-size/average normalized read count comparisons
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