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Abstract—Prior Internet designs encompassed the fixed, mobile and lately the “things” Internet. In a natural evolution to these, the notion of the Tactile Internet is emerging which allows one to transmit touch and actuation in real-time. With voice and data communications driving the designs of the current Internets, the Tactile Internet will enable haptic communications, which in turn will be a paradigm shift in how skills and labor are digitally delivered globally. Design efforts for both the Tactile Internet and the underlying haptic communications are in its infancy. The aim of this article is thus to review some of the most stringent design challenges, as well as proposing first avenues for specific solutions to enable the Tactile Internet revolution.
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I. INTRODUCTION

EACH Internet generation was believed to be the last, with designs pushed to near perfection. The first and original Internet, a virtually infinite network of computers, was a paradigm changer and went on to define the economies of the late 20th century. However, after that Internet came the Mobile Internet, connecting billions of smart phones and laptops, and yet again redefining entire segments of the economy in the first decade of the 21st century. Today, we witness the emergence of the Internet of Things (IoT), shortly to connect trillions of objects and starting to redefine yet again various economies of this decade.

These different embodiments of the Internet will be dwarfed by the emergence of the Tactile Internet, in which ultra-responsive and ultra-reliable network connectivity will enable it to deliver physical haptic experiences remotely. The Tactile Internet will add a new dimension to human-machine interaction through building real-time interactive systems.

Currently, the traditional wired Internet and the Mobile Internet are widely used for delivering content services such as voice telephony, text messaging, video streams, file sharing, emails, etc. The transition towards the IoT is creating a new paradigm of “control” communications. However, the Tactile Internet provides a true paradigm shift from content-delivery to skillset/labor-delivery networks, and will thereby revolutionize almost every segment of the society. As discussed in [1], the Tactile Internet will enable remote monitoring and surgery, wireless controlled exoskeletons, remote education and training, remote driving, industrial remote servicing and decommissioning, synchronization of suppliers in smart grid – among many of its application areas.

Because the Tactile Internet will be servicing really critical aspects of society, it will need to be ultra-reliable and have sufficient capacity to allow large numbers of devices to communicate with each other simultaneously. It will also need to support very low end-to-end latencies as otherwise the tactile user will experience of “cyber-sickness”, something observed with gamers and people using flight simulators over poor networks. The Tactile Internet will be able to interconnect with the traditional wired internet, the mobile internet and the internet of things – thereby forming an Internet of entirely new dimensions and capabilities.

At the very core of the design of the Tactile Internet is the 1ms-Challenge, i.e. achieving a round-trip latency of 1 ms at an outage of about 1 ms per day. Realizing the 1ms-challenge would enable the typical latencies and reliabilities required for real-time haptic interaction underpinning unrivalled mobile applications capable of steering and controlling real and virtual objects. Given state-of-the-art 4G mobile/cellular networks have a latency in the order of 20 ms, a key requirement for fifth generation (5G) mobile networks is to support a round-trip latency of 1 ms [2], [3], i.e. an order of magnitude faster than 4G.

The conventional Internet facilitates voice and data communications, and provides the medium for audio/visual transport. However, the Tactile Internet will enable haptic communications [4] as the primary application and provide the medium for transporting touch and actuation in real-time i.e., the ability of haptic control through the Internet, in addition to non-haptic control and data (like video and audio). Typically, haptic information is composed of two distinct types of feedbacks: kinesthetic feedback (providing information of force, torque, position, velocity, etc.) and tactile feedback (providing information of surface texture, friction, etc.). The former is perceived by the muscles, joints, and tendons of the body

1The term Tactile Internet had recently been coined by Prof. Gerhard Fettweis et al. [1].Whilst the term Haptic Internet would have been a more rigorous term in this context, we shall use the term accepted by the community.

2The tactile feedback should not be confused with the Tactile Internet.
The tactile support engines located closer the edge of the network, as shown in Fig. 11 provide artificial intelligence capabilities that play a critical role in stabilizing the overall system as discussed later.

It is important to distinguish between the Tactile Internet and haptic communications. Similar to traditional multimedia (voice, data, video, etc.) communications running over the wired and mobile Internets, the primary application running over the Tactile Internet would be haptic communications. Therefore, haptic communications and the Tactile Internet have a service and medium relationship, much along the lines, for example, of the relation between VoIP and the Internet.

III. Research Challenges for the Tactile Internet

In this section we outline the key research challenges and open problems in realizing the Tactile Internet from both haptic as well as networking perspectives.

A. Haptic Devices

Haptics is enabled by haptic devices which allow a user to touch, feel, and manipulate objects in real or virtual environments. Such haptic devices are now commercially available, e.g., vendors like Geomagic and Sensable have introduced devices with up-to 6 degrees of freedom (DoF). The most popular design for haptic devices is a linkage-based system which consists of a robotic arm attached to a stylus. The robotic arm tracks the position of the stylus and is capable of exerting a force on its tip. To truly realize the vision of the Tactile Internet, further developments on haptic devices are needed; particularly in increasing the DoF to meet the demands of envisioned applications and embedding the network interface for direct or indirect communication with the cellular network. Besides, the cost of such devices must be reduced for widespread adoption. Finally, most devices offer kinesthetic control only, and therefore, more research is needed to offer both kinesthetic and tactile feedbacks on same device.

B. Haptic Codecs

Over the last decade, numerous studies have appeared in literature on transmitting haptic information, mainly in tele-presence systems. As part of digitizing the haptic information, the haptic signals are typically sampled at 1 kHz leading to a fairly high packet generation rate of 1000 packets per second. Considering typical operation in bandwidth-limited networks, different techniques have been investigated for haptic data compression by exploiting the limits of human haptic perception. However, further developments are needed for realizing the vision of the Tactile Internet.

A fundamental challenge in context of the Tactile Internet is the development of a standard haptic codecs family, similar to the state-of-the-art audio (ITU-T H.264) and video (ISO/IEC MPEG-4) codecs. Embracing both kinesthetic as well as tactile information, such a codec family would be a key enabler for scalability at the network edge and universal uptake. Besides, it introduces a layered approach to haptic data (comprising multi-modal sensory information), which would be crucial for operation in typically challenging wireless environments.
C. Multi-Modal Sensory Information

Besides the haptic feedback, the Tactile Internet must account for provisioning of audio and visual feedbacks, primarily at the master domain. This is because the human brain integrates different sensory modalities [5] that lead to increased perceptual performance. A key challenge in this context is the cross-modal asynchrony which arises due to the fact that different modalities (visual, auditory, and haptic) have different requirements in terms of sampling, transmission rate, latency, etc. Therefore, a multiplexing scheme is required which is capable of exploiting priorities as well as temporal integration of different modalities. Some initial research efforts aim at addressing this challenge. For example, in [6], the authors propose an adaptive multiplexer, termed as Admux, which integrates different modalities in a statistically optimal manner. However, performance of Admux under dynamically changing environments such as wireless, and in particular the error-resiliency to packet losses, has not been investigated. Similarly, in [7], the authors propose a visual-haptic multiplexing scheme. However, the proposed scheme works specifically over constant bitrate channels. Therefore, further developments in this area are needed for truly immersive steering and control envisioned for the Tactile Internet.

D. Stability for Haptic Control

In a haptic communication system, energy is exchanged between the HSI and the teleoperator through command and feedback signals, thereby, closing a global control loop involving the human, the communication (cellular) network, and the remote environment. Hence, stability comes as a natural challenge for the development of control design. It is a well-known fact that communication induced artifacts lead to instability of a control loop system. The issue of instability become important in wireless environments where time-varying delays and packet losses are dominant. Instability of a haptic communication system strongly deteriorates the immersiveness into the remote environment. In recent years, several control architectures have been proposed to stabilize haptic systems under constant time delays. However, the issue of time-varying delays remains widely unaddressed. For realizing the Tactile Internet, stability of haptic communication systems becomes a key challenge that requires sophisticated approaches beyond traditional control methods as well as joint design of communication protocols and control architectures to account for these issues.

E. Ultra-Reliability

Reliability refers to availability/provisioning of certain level of communication service nearly 100% of the time. In cellular networks, reliability is impaired due to a number of factors [8] such as uncontrollable interference, decreased power of the useful signal, resource depletion, equipment failure, etc.

The Tactile Internet is expected to service key areas of the society, and therefore requires ultra-reliable network con-
nectivity. The term ultra-reliable can be quantified in terms of fixed-line carrier-grade reliability of seven nines i.e., an outage probability of $10^{-7}$, which translates to milliseconds of outage per day. Ultra-reliable network connectivity is critical in keeping packet losses to a minimum. In lossy environments, haptic communications is vulnerable to different types of artifacts resulting in undesirable strong forces and surface roughness (erroneous sensation of being in contact with a significantly rough surface). Such artifacts not only impair the transparency of the system but also directly interfere with operator’s activity.

In [8], an Ultra-Reliable Communication (URC) mode is proposed for 5G cellular networks. The URC mode is built around the concept of Reliable Service Composition (RSC) which refers to graceful degradation of service quality in worse communication conditions rather than absolute availability/unavailability. This implies that the communication network can offer a certain level of functionality for the service even when it is not possible to achieve full-functionality. While conventional voice and video applications naturally allow for such graceful degradation (e.g., scalable video coding), it may not work for haptic applications. This is due to the fact that delayed arrival or loss of critical haptic data may lead to instability of the system. Therefore, carrier-grade reliability for the transport of haptic sessions over cellular networks becomes a key challenge in realizing the Tactile Internet.

Such stringent reliability requirements, in turn, require a revisit of the conventional protocol stack due to specific requirements of haptic communications. From a medium access control (MAC, Layer 2) per-link point of view, reliability has to be provided through mechanisms different from ARQ and H-ARQ due to the extra delay it would incur if provided in time. From an end-to-end point of view, the use of the Transmission Control Protocol (TCP) would be desirable at the transport layer. However, TCP provides high reliability at expense of high protocol overhead. Moreover, the packet rate in haptic communications is generally not flexible, hence the congestion control of TCP is not appropriate, which also results in higher latency. On the other hand, User Datagram Protocol (UDP) provides a low-overhead alternative at the expense of reduced reliability.

Apart from the transmission of actual haptic transport streams, exchange of session information is essential. Unlike the haptic transport stream, the transmission of session information is not constrained by hard delay requirements. Compared to audio/video session establishment, haptic sessions involve a large number of parameters to be exchanged. However, reliable exchange of session parameters becomes particularly important for properly configuring the haptic system.

Another important issue from the protocol stack perspective is the small packet header to payload ratio. Haptic data is typically sampled at a constant rate with a resolution of 16 bit per DoF. Therefore, the payload of one packet for a 3-DoF haptic stream is only 6 bytes. With the ongoing transition towards IPv6, the issue becomes particularly challenging as the header size doubles from 20 bytes (in IPv4) to 40 bytes. In literature, a number of header compression techniques have been proposed, both for the wired Internet (IETF RFC 3096) as well as for the wireless links (IETF RFC 3545). Such techniques provide significant compression of the header from 40 bytes to less than 2 bytes. However, they have been designed for specific Internet protocols such as RTP, and especially TCP, and might suffer significantly from unreliable wireless links. Besides, there is an inherent trade-off between header compression and the inherent delay this process might entail. Hence, for network-based haptic communications, this issue needs to be revisited.

To summarize, haptic transport requires a reliable protocol stack with minimal protocol overhead and optimized with respect to the specific requirements of haptic communications.

F. Ultra-Responsive Connectivity

The Tactile Internet requires a round-trip latency of 1 ms, which is a mammoth task, and itself needs a number of challenges to be addressed. From the Physical layer perspective, each packet must not exceed a duration of 33 μs [2] in order to enable a one-way Physical layer transmission of 100 μs. However, the modulation used in LTE cellular networks is not viable to achieve this requirement as each OFDM symbol is approximately 70 μs long. A shorter Transmission Time Interval (TTI) is also desirable to reduce over-the-air latency. However, shorter TTI requires higher available bandwidth. Therefore, the Physical layer in 5G must be designed to cater for such critical requirements.

Each contributing factor in the end-to-end latency must be optimized to achieve the target latency requirements of the Tactile Internet. The air-interface latency is dominated by the fixed control-plane and user-plane latencies. To reduce these latencies, optimizations at different layers of the protocol stack below IP layer are required. The backhaul and core network latency is primarily operator dependent i.e., the choice of the transport network. On the other hand, core Internet latency is variable and largely dictated by queuing delays and routing policies. To summarize, innovations in the air interface, protocol stack, hardware, backhaul, core Internet, as well as in the overall network architecture are needed to meet this challenge.

Whilst the advances on hardware, protocols, and architecture are paramount in diminishing end-to-end delays, the ultimate limit is set by the finite speed of light which sets an upper bound on the maximum separation between the tactile ends.

G. Radio Resource Allocation

Radio resource management is a key feature of cellular networks. Radio resource allocation, which is a key component of radio resource management, has a direct impact on throughput, latency, reliability, quality-of-service (QoS), and the performance of higher layers. With the introduction of haptic communications into cellular networks, radio resource allocation becomes particularly challenging as available resources are shared between haptic applications and other human-to-human (H2H) or machine type communications (MTC) applications, having different and often conflicting service requirements.
Due to stringent latency requirements, radio resources must be provided on priority for haptic communications. To provide high tracking performance between master and slave domains, joint resource allocation in the uplink (UL) and the downlink (DL) is necessary. Besides, haptic communications requires symmetric resource allocation with minimum constant rate guaranteed in the UL and the DL owing to its bidirectional nature.

Novel resource allocation approaches are needed to cater for the requirements of haptic communications. Besides, for the co-existence of haptic and other vertical applications, flexible approaches to radio resource management, capable of providing on-demand functionality, would be needed in 5G networks.

H. Collaborative Multi-User Haptic Communications

In collaborative multi-user haptic communications (CMuHC), multiple users interact in a shared remote environment. CMuHC will enable unprecedented powerful applications and revolutionize the way we interact in the cyberspace.

From a networking perspective, CMuHC will inevitably require the formation of a peer-to-peer overlay in order to orchestrate the participation of multiple users in addition to the facilitation of a number of other necessary functions pertaining to the tasks of overlay maintenance and operation [9]. Such overlay creation generates a number of additional challenges on low latency haptic communications since overlay routing and IP-level routing might not be congruent entailing further delays. Also, the degree of decentralization and co-ordination between peers, i.e., the architecture of the peer-to-peer network, will play an important role in the performance of the multi-user haptic application as well as the (routing) distance between peers.

I. Area-Based Sensing and Actuation

State-of-the-art haptic devices mostly provide single-point end effectors i.e., single contact point for kinesthetic and tactile feedback. However, human beings perceive touch-based sensations across surfaces, such as the palm of the hand or parts of the body. To achieve the next level of immersion, a distributed or area-based sensing and actuation is required on the haptic device end. Although initial prototypes for haptic devices with multiple contact points (e.g., the CyberGrasp System) as well as for deformable artificial skin with built-in distributed sensor systems exist (e.g., [10]), further developments would be crucial in realizing the vision of the Tactile Internet. This, in turn, will have an important impact onto communications requirements due to increased rates and a different perception in case of data loss.

J. Objective Quality Metrics

Quality-of-Experience (QoE) evaluation for haptic communications is currently carried out through subjective tests which are performed with the involvement of human testers. Subjective testing is usually expensive to conduct. Besides, achieving high credibility is difficult owing to dependence on various factors including appropriate selection of testers, sample size, environment, etc. On the other hand, evaluation of QoE through objective testing is based on the measurement of several parameters related to service delivery. Objective QoE evaluation for haptic communications is widely unaddressed in literature. However, to accurately capture the QoE through objective testing, further developments are needed such as mapping of network performance metrics (intrinsic QoS parameters) to user experience related parameters (e.g., haptic perception) and incorporation of sophisticated models for human haptic control into the objective quality metrics, and development of joint metrics for auditory, visual, and haptic modalities.

IV. ADDRESSING THE TACTILE INTERNET CHALLENGES

In this section, we provide recommendations for addressing some of the challenges related to the Tactile Internet design highlighted above.

A. Enabling Architecture for Network Slicing

In the light of above discussion, one might be persuaded to consider the idea of having a separate network, specifically designed for haptic communications. However, this is not feasible considering capital (CAPEX) as well as operational (OPEX) expenditures. The industry has a general consensus that 5G networks must be designed in a flexible manner such that one network, based on a common physical infrastructure, is efficiently shared among different vertical applications (such
as haptic, smart grid, machine-to-machine (M2M), vehicular-to-vehicle (V2V), etc.) to meet the diverse requirements of different applications. Such sharing will be possible through greater degree of abstraction of 5G networks wherein different network slices would be allocated to different vertical application sectors. A network slice is defined as a connectivity service based on various customizable software-defined functions that govern geographical coverage area, availability, robustness, capacity, and security [11]. Such slicing approach provides more of a network on demand functionality.

In realizing this type of network architecture based on a common physical infrastructure, two technologies would be of critical importance: network function virtualization (NFV) and software defined networking (SDN). Both technologies provide the tools to design networks with greater degree of abstraction, increasing the network flexibility. NFV provides the separation of network functions from the hardware infrastructure. The network function can be managed as a software module that can be deployed in any standard cloud computing infrastructure. On the other hand, SDN provides an architectural framework wherein control and data planes are decoupled, and enables direct programmability of network control through software-based controllers. Although SDN is viewed as a tool for 5G core network, it can be extended to the radio access part as well in the form of self-organizing networking (SON) solutions [14]. By unifying NFV, SDN, and SON, we propose a novel logical network architecture [3] for 5G, which is shown in Fig. 2. The proposed architecture is built on a common programmable physical infrastructure and an NFV-enabled end-to-end network cloud that provides all protocol stack functionalities. The software implementation of network functions, termed as Virtualized Network Functions (VNFs) software, is deployed on the underlying infrastructure. The VNF management and orchestration framework is used to monitor, manage, and troubleshoot VNFs software. The SDN and SON controllers provide the functionality of programming the core and radio access network, respectively. The combination of SDN, SON, and NFV enables flexible and dynamic slicing of end-to-end network and service resources, which is particularly attractive to cater for the requirements of different vertical applications, including haptic communications, in a flexible manner.

B. Reducing End-to-End Latency

Without any doubt, OFDM is the primary Physical layer candidate for 5G. Over the last few years, several variants of OFDM have appeared in literature that aim to address its potential shortcomings. In [3], the authors highlight the concept of tunable OFDM for 5G. The key benefit of tunable OFDM is its adaptability for meeting different 5G requirements. In channels with small delay spreads (e.g., millimeter wave channels), the subcarrier spacing could increase and the FFT block size and cyclic prefix can be significantly reduced to achieve lower latency for the Physical layer transmission.

In order to reduce air-interface latency, both the control and the data planes need to be optimized. With reference to the control plane, an important issue on the air-interface is of radio link failures which may occur due to a number of factors and frequently result in loss of RRC connection. To ensure the stability of haptic system, the eNodeB must support a fast RRC connection re-establishment feature. This can be achieved by optimizing the random access procedure e.g., contention free access with some dedicated resources, and by optimizing the the RRC connection re-establishment phase through reducing the number of control messages exchanged with the eNodeB. Alternatively, for haptic sessions, the RRC state should be transparent to radio link failures and always stay in the connected mode after initial session establishment.

In the user-plane, HARQ is used to provide link-level reliability. However, HARQ is not suitable for haptic communications owing to its increased retransmission delay. By disabling HARQ for haptic communications, for reduced air-interface latency, link-level reliability must be provided through some other techniques.

One way of reducing the backhaul delay is to adopt optical transport as the backhaul medium. An attractive alternative to deploying optical fiber is a full-duplex wireless backhaul, especially in higher spectrum bands. Due to the distinct characteristics of full-duplex communications, full-duplex wireless backhaul can be realized in two distinct ways: (a) bi-directional link between the eNodeB and the core network, and (b) two unidirectional links; one from the user to the eNodeB and the other from the eNodeB to the core network.

Last, but not the least, it is important to reduce the processing delay in different nodes of the networks. The processing delay can be reducing by increasing the computational power of different nodes/entities. In [1], Highly Adaptive Energy Efficient Computing (HAEC) boxes have been envisioned. HAEC boxes provide an exa-scale of computing power and therefore, would play an important role in reducing processing delays in 5G networks.

C. Achieving Ultra-Reliable Connectivity

Ultra-reliable connectivity is not just important for haptic data transfer but also for exchange of session parameters for proper system configuration. Improving wireless connectivity to carrier-grade standard is not an invincible task. By exploiting frequency diversity over multiple uncorrelated links, carrier-grade reliability can be approached. Multiple uncorrelated links can be created through inter-band spectrum aggregation techniques as well as through coordinated multi-point (CoMP) transmissions.

Due to stringent latency requirements of haptic communications, diversity in the time domain is not feasible and therefore, techniques like HARQ cannot be applied. A possible solution for link-level reliability while eliminating re-transmissions is to provide HARQ-like functionality in the frequency or spatial domain by exploiting the concept of multiple uncorrelated channels.
The key steps of the proposed scheme are as follows.

**Customization** – In this step, resources are customized according to the service requirements of different applications. For example, dynamic scheduling might not be feasible for haptic communications due to the disproportionately large control signalling compared to haptic data. Hence, persistent scheduling schemes can be used wherein resource are allocated to haptic applications/users for a given set of sub-frames.

**Slicing Period** – The slicing period is defined as the time after which the size of each allocated slice would be recalculated. Slicing period plays an important role in ensuring the maximum utilization of scarce radio resources. In dynamic environments, the size of each slice needs to be adjusted more frequently. Hence, at the beginning of each slicing period, the resource slicing process would be repeated.

An important challenge in the proposed resource management scheme is the optimal slicing of radio resources between haptic and other applications, which is left as a future work.

### D. Virtualization-based Radio Resource Allocation Scheme

With respect to the challenges of low latency, high reliability, and radio resource allocation, we propose a flexible resource management scheme, which is based on the proposed logical architecture and the virtualization of radio resources. Virtualization enables flexible slicing, isolation\(^4\), and customization of radio resource across different applications and user devices. Such an approach not only ensures resources are allocated to tactile applications on priority but also facilitates the implementation of tactile-specific scheduling algorithms. The key steps of the proposed scheme are as follows.

**Slicing** – Initially radio resources are allocated to different slices. Generally either bandwidth-based or resource-based provisioning is used for allocating radio resources to different slices. In bandwidth-based approach, resource allocation to each slice is defined in terms of aggregate throughput that will be obtained by the flows of that slice. On the other hand, in resource-based approach, a fraction of base station’s resources are allocated to each slice. We suggest a combination of bandwidth-based and resource-based provisioning of resources to different slices that results in efficient utilization of resources.

**Isolation** – We propose an end-to-end isolation of resources between haptic applications/users and other applications/users as shown in Fig. 3. For other applications/users, resource can be managed in two distinct ways: (a) isolation of resources across user devices but not across applications, and (b) isolation of resources across applications but not across user devices. Such isolation scheme not only guarantees availability of resources for haptic applications, but also allows for customization of resources for other applications.

\(^4\)Isolation means that any change in one slice due to channel conditions, user mobility, etc. should not result in re-allocation of radio resources across other slices.

![Diagram](image.png)

**Fig. 3.** An illustration of the slicing approach based on virtualization of radio resources.

### E. Edge-Intelligence for Stability of Haptic Control

Instability in haptic control occurs primarily due the two key wireless channel impairments: latency and packet loss. Some recent studies show that latency has a higher detrimental effect on stability of the system compared to packet loss.

Recently, there has been a growing trend towards bringing intelligence closer to the edge of cellular networks. Advanced caching techniques and user-oriented traffic management at the edge of the network improve network performance by de-congestion of the core network and reduction of end-to-end latency. Such edge intelligence techniques will play a critical role in making the Tactile Internet a reality. A practical approach to reduce the impact of latency on haptic control is to deploy predictive and interpolative/extrapolative modules closer to the edge of the network in any advanced cloud infrastructure. Such tactile support engines (illustrated in Fig. 1) can enable statistically similar action to be taken autonomously whilst the actual action is on its transmission way via the network. For this purpose, different types of machine learning techniques can be adopted. This approach not only brings stability to the Tactile Internet but also helps in overcoming the fundamental limitation set by the finite speed of light by allowing a wider geographic separation between the tactile ends.

### V. Concluding Remarks

The Tactile Internet will revolutionize almost every segment of the society. It is a quantum leap prospect for global economy. The Tactile Internet creates daunting new requirements for 5G cellular networks. After introducing the connection between haptic communications and the Tactile Internet, this article reviewed some of the most important design challenges in realizing the Tactile Internet. The most critical challenge is clearly in providing the 1-ms round-trip latency which we showed to be best accomplished through cutting-edge networking design as well as providing an enhanced haptic perception. The former is best accomplished through fundamental changes to the air interface and architecture design at the wireless edge; whilst the latter is best accomplished through artificial
intelligence and predictive analytics able to understand haptic actuation. To enable these more advanced features, a standard haptic codes family is required which we identified as one of the most interesting research challenges of the coming years.
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