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MOD-$\phi$ CONVERGENCE: APPROXIMATION OF DISCRETE MEASURES AND HARMONIC ANALYSIS ON THE TORUS

by Reda CHHAIBI, Freddy DELBAEN, Pierre-Loïc MÉLIOT & Ashkan NIKEGHBALI

ABSTRACT. — In this paper, we relate the framework of mod-$\phi$ convergence to the construction of approximation schemes for lattice-distributed random variables. The point of view taken here is the one of Fourier analysis in the Wiener algebra, allowing the computation of asymptotic equivalents of the local, Kolmogorov and total variation distances. By using signed measures instead of probability measures, we are able to construct better approximations of discrete lattice distributions than the standard Poisson approximation. This theory applies to various examples arising from combinatorics and number theory: number of cycles in permutations, number of prime divisors of a random integer, number of irreducible factors of a random polynomial, etc. Our approach allows us to deal with approximations in higher dimensions as well. In this setting, we bring out the influence of the correlations between the components of the random vectors in our asymptotic formulas.

RÉSUMÉ. — Dans cet article, nous relions la théorie de la convergence mod-$\phi$ à la construction de schémas d’approximation pour des variables aléatoires à valeurs dans des réseaux. Le point de vue adopté est celui de l’analyse de Fourier dans l’algèbre de Wiener ; il permet le calcul d’équivalents asymptotiques des distances locales, de Kolmogorov et en variation totale. En utilisant des mesures signées au lieu de mesures de probabilités, nous construisons des approximations de distributions discrètes meilleures que l’approximation standard poissonniennne. Cette théorie s’applique à divers exemples issus de la combinatoire et de la théorie des nombres : nombre de cycles dans des permutations, nombre de diviseurs premiers d’un entier aléatoire, nombre de facteurs irréductibles d’un polynôme aléatoire, etc. Notre approche permet également des approximations en dimension supérieure. Dans ce cadre, nous mettons en évidence l’influence sur nos formules asymptotiques des corrélations entre les composantes des vecteurs aléatoires.
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1. Introduction

1.1. Poisson approximation of lattice-valued random variables

Consider a sequence \((B_i)_{i \geq 1}\) of independent Bernoulli random variables, with \(\mathbb{P}[B_i = 1] = p_i\) and \(\mathbb{P}[B_i = 0] = 1 - p_i\). We set

\[ X_n = \sum_{i=1}^{n} B_i. \]

The Poisson approximation ensures that if the \(p_i\)'s are small but their sum \(\lambda_n = \sum_{i=1}^{n} p_i\) is large, then the distribution of \(X_n\) is close to the distribution of a Poisson random variable with parameter \(\lambda_n = \sum_{i=1}^{n} p_i\). To make this result quantitative, one can introduce the total variation distance between two probability measures \(\mu\) and \(\nu\) on \(\mathbb{Z}\). Let us set

\[ d_{TV}(\mu, \nu) = \sum_{k \in \mathbb{Z}} |\mu(\{k\}) - \nu(\{k\})|; \]

this definition differs by a multiplicative factor 2 from the usual conventions, but otherwise we would have to keep track of a factor \(\frac{1}{2}\) in all our estimates. A first quantitative result regarding the Poisson approximation is due to Prohorov and Kerstan (see [40, 49]): if \(p_i = \frac{\lambda}{n}\) for all \(i \in [1, n]\), then

\[ d_{TV}(X_n, \mathcal{P}(\lambda)) = \sum_{k \in \mathbb{N}} \left| \mathbb{P}[X_n = k] - e^{-\lambda} \frac{\lambda^k}{k!} \right| \leq \frac{2\lambda}{n}. \]

More generally, with parameters \(p_i\) that can be distinct and with \(\lambda_n = \sum_{i=1}^{n} p_i\), Le Cam showed that

\[ \sum_{k \in \mathbb{N}} \left| \mathbb{P}[X_n = k] - e^{-\lambda_n} \frac{(\lambda_n)^k}{k!} \right| \leq 2 \sum_{i=1}^{n} (p_i)^2. \]

This is an immediate consequence of the inequality on total variation distances

\[ d_{TV}(\mu_1 * \mu_2, \nu_1 * \nu_2) \leq d_{TV}(\mu_1, \nu_1) + d_{TV}(\mu_2, \nu_2) \]

which holds for any probability measures \(\mu_1, \mu_2, \nu_1, \nu_2\) on \(\mathbb{Z}\) (cf. [14]). By using arguments derived from Stein’s method for the Gaussian approximation, Chen and later Barbour and Eagleson improved versions of this inequality, e.g.,

\[ \sum_{k \in \mathbb{N}} \left| \mathbb{P}[X_n = k] - e^{-\lambda_n} \frac{(\lambda_n)^k}{k!} \right| \leq 2 \left( 1 - e^{-\sum_{i=1}^{n} p_i} \right) \frac{\sum_{i=1}^{n} (p_i)^2}{\sum_{i=1}^{n} p_i}, \]
see [5, 19, 54]. We also refer to [20] for an extension to possibly dependent Bernoulli random variables, to [2] for results regarding the Poisson processes, and to [6] for a survey of the theory of Poisson approximations.

More generally, consider random variables $X_{n \geq 1}$ whose distributions are supported by the lattice $\mathbb{Z}^d \subset \mathbb{R}^d$, and which stem from a common probabilistic model. In many cases, the scaling properties of the model imply that when $n$ is large, $X_n$ can be approximated by a discrete infinitely divisible law $\nu_n$, the Lévy exponents of these reference laws being all proportional:

$$\hat{\nu}_n(\xi) := \sum_{k \in \mathbb{Z}^d} \nu_n(k) e^{i\langle \xi | k \rangle} = e^{\lambda_n \phi(\xi)}, \quad \lambda_n \to +\infty.$$ 

To go beyond the classical Poisson approximation, one can try in this setting to write bounds on the total variation distance $d_{TV}(X_n, \nu_n)$, or on another metric which measures the convergence in law (the local distance, the Kolmogorov distance, the Wasserstein metric, etc.). A convenient framework for this program is the notion of mod-$\phi$ convergence developed by Barbour, Kowalski and Nikeghbali in [7], see also the papers [23, 26, 27, 35, 41]. The main idea is that, given a sequence of random variables $(X_n)_{n \in \mathbb{N}}$ with values in a lattice $\mathbb{Z}^d$, and a reference infinitely divisible law $\phi$ on the same lattice, if one has sufficiently good estimates on the Fourier transform of the law $\mu_n$ of $X_n$ and on the ratio $\frac{\hat{\mu}_n(\xi)}{\hat{\nu}_n(\xi)} = \mathbb{E}[e^{\xi X_n}] e^{-\lambda_n \phi(\xi)}$,

then one can deduce from these estimates the asymptotics of the distribution of $X_n$: central limit Theorems [7, 35], local limit Theorems [23, 41], large deviations [26], speed of convergence [27], etc. In this paper, we shall use the framework of mod-$\phi$ convergence to compute the precise asymptotics of the distance between the law of $X_n$ and the reference infinitely divisible law, for various distances.

When approximating lattice-distributed random variables, another objective that one can pursue consists in finding better approximations than the one given by an infinitely divisible law. A general principle is that, if one allows signed measures instead of positive probability measures, then simple deformations of the infinitely divisible reference law can be used to get smaller distances, i.e. faster convergences. In the setting of the classical Poisson approximation of sums of independent integer-valued random variables, this idea was used in [4, Theorem 5.1]. We also refer to [8, 13, 16, 17, 18, 36, 42, 48] for other applications of the signed compound Poisson approximation (SCP). For mod-Poisson convergent random variables $(X_n)_{n \in \mathbb{N}}$, an unconditional upper bound on the distance between the
law of $X_n$ and a signed measure $\nu_n$ defined by means of Poisson–Charlier polynomials was proven in [7, Theorem 3.1]. A more general upper bound with an arbitrary reference law also appears in [7, Theorem 5.1]. In our paper, we shall set up a general approximation scheme for sequences of lattice-valued random variables, which will allow us:

- to obtain signed measure approximations whose distances to the laws of the variables $X_n$ are arbitrary negative powers of the parameter $\lambda_n$;
- to compute the asymptotics of these distances (instead of an unconditional upper bound).

Thus, this paper can be regarded as a complement to [7], with an alternative approach and an alternative goal (namely, obtaining the exact asymptotics of the distances). In [26, Proposition 4.1.1], we also used signed measures in order to approximate mod-$\phi$ convergent random variables, but with respect to a continuous infinitely divisible distribution $\phi$, and using a first-order deformation of the Gaussian distribution.

In the remainder of this introductory section, we recall the main definitions from the theory of mod-$\phi$ convergence, and we explain the general approximation scheme. In subsequent sections, this approximation scheme will yield the main hypotheses of our Theorems (Sections 2 and 3), and we shall apply it to various one-dimensional and multi-dimensional examples coming from probability, analytic number theory, combinatorics, etc. (Sections 4 and 5). We also present in this introduction the main tool that we shall use in this paper, namely, harmonic analysis in the Wiener algebra.

### 1.2. Infinitely divisible distributions and distances between probability measures

Let us start by presenting the reference infinitely divisible laws and the distances between probability distributions that we shall work with. Fix a dimension $d \geq 1$. If $X$ is a random variable with values in $\mathbb{Z}^d$, we denote $\mu_X$ its probability law

$$
\mu_X(k_1, k_2, \ldots, k_d) = \mathbb{P}[X = (k_1, k_2, \ldots, k_d)],
$$

and $\hat{\mu}_X$ its Fourier transform, which is defined on the torus $\mathbb{T}^d = (\mathbb{R}/2\pi\mathbb{Z})^d$:

$$
\hat{\mu}_X(\xi) = \mathbb{E}[e^{i\langle \xi | X \rangle}] = \sum_{k_1, \ldots, k_d \in \mathbb{Z}} \mu_X(k_1, \ldots, k_d) \exp \left( i \sum_{j=1}^d k_j \xi_j \right).
$$
Assume that the law of $X$ is infinitely divisible. Then the Fourier transform of $X$ can be written uniquely as

$$\hat{\mu}_X(\xi) = e^{\phi(\xi)},$$

where $\phi$ is a function that is $(2\pi\mathbb{Z})^d$-periodic:

$$\forall (n_1, \ldots, n_d) \in \mathbb{Z}^d, \quad \phi(\xi_1 + 2\pi n_1, \ldots, \xi_d + 2\pi n_d) = \phi(\xi_1, \ldots, \xi_d).$$

Moreover, the law $\mu_X$ is supported on $\mathbb{Z}^d$ and none of its sublattices if and only if the Lévy–Khintchine exponent $\phi$ is periodic with respect to $(2\pi\mathbb{Z})^d$ and none of its sublattices. We refer to [53] and [55, Chapter 2] for details on lattice-distributed infinitely divisible laws (in the case $d = 1$); see also the discussion of [26, Section 3.1]. Throughout this paper, we make the following assumptions on a reference infinitely divisible law $\mu_X$:

- $\mu_X$ has moments of order 2;
- $\mu_X$ is not supported on any sublattice of $\mathbb{Z}^d$.

Then, the corresponding Lévy–Khintchine exponent $\phi$ is twice continuously differentiable and one has the Taylor expansion around zero

$$\phi(\xi) = i\langle m | \xi \rangle - \frac{\xi^t \Sigma \xi}{2} + o(|\xi|^2),$$

where $m = \mathbb{E}[X]$, $\xi^t$ is the transpose of the column vector $\xi$, and $\Sigma$ is the covariance matrix of $X$, which is non-degenerate. Moreover, $\text{Re}(\phi(\xi))$ admits a unique non-degenerate global maximum on $[0, 2\pi]^d$ at $\xi = 0$.

**Remark 1.1.** — Let $(\gamma \in \mathbb{R}^d, A \in \mathcal{M}(d \times d, \mathbb{R}), \Pi)$ be the triplet of the Lévy–Khintchine representation of the Fourier transform of an infinitely divisible random variable $X$ (cf. [53, Theorem 8.1]). Then, $X$ is supported on $\mathbb{Z}^d$ and has a moment of order 2 if and only if:

1. $A = 0$ and $\gamma \in \mathbb{Z}^d$;
2. the Lévy measure $\Pi$ is supported on $\mathbb{Z}^d$ and has a second moment.

**Example 1.2.** — With $d = 1$, suppose that $X$ follows a Poisson distribution $\mathcal{P}(\lambda)$ with parameter $\lambda$. In this case,

$$\phi(\xi) = \lambda (e^{i\xi} - 1) = i\lambda \xi - \lambda \frac{\xi^2}{2} + o(\xi^2).$$

**Example 1.3.** — More generally, fix a random variable $Z$ with values in $\mathbb{Z}$, and consider the compound Poisson distribution $X = \sum_{i=1}^{\mathcal{P}(\lambda)} Z_i$, where the $Z_i$’s are independent copies of $Z$, and $\mathcal{P}(\lambda)$ is an independent Poisson variable. One obtains a new infinitely divisible law with values on the lattice.
$Z$, and the corresponding Lévy–Khintchine exponent is

$$\phi(\xi) = \lambda (\mathbb{E}[e^{i\xi Z}] - 1) = i\lambda \mathbb{E}[Z\xi] - \lambda \mathbb{E}[Z^2] \frac{\xi^2}{2} + o(\xi^2).$$

**Example 1.4.** — The previous example is generic if one restricts oneself to infinitely divisible random variables with values in $\mathbb{N} = \{0, 1, 2, 3, \ldots\}$; see [38, 52]. Thus, a random variable $X$ with values in $\mathbb{N}$ is infinitely divisible if and only if it admits a representation

$$X = \sum_{i=1}^{\mathcal{P}(\lambda)} Z_i$$

as a compound Poisson distribution. In this representation, the $Z_i$'s are independent copies of a random variable $Z$ with law

$$\mathbb{P}[Z = j] = \frac{\lambda_j}{\lambda} \text{ for all } j > 0;$$

and $\mathcal{P}(\lambda)$ is an independent Poisson variable with parameter $\lambda = \sum_{j=1}^{\infty} \lambda_j$. Then, another representation of $X$ is $X = \sum_{j=1}^{\infty} j U_j$, where the $U_j$'s are independent Poisson variables with parameters $\lambda_j$. These parameters $\lambda_j$ are the solutions of the system of equations

$$k \mathbb{P}[X = k] = \sum_{j=1}^{k} \lambda_j j \mathbb{P}[X = k - j],$$

and this system provides a numerical criterion of infinite divisibility: $X$ is infinitely divisible if and only if the solutions $\lambda_j$ are all non-negative.

Given a random variable $X$ on $\mathbb{Z}^d$, the general question that we want to tackle is: how close is the law $\mu = \mu_X$ of $X$ to an infinitely divisible law $\nu$ with exponent $\phi$? For that purpose, one can choose different distances between probability measures, the typical ones being:

- the **local distance**:

$$d_L(\mu, \nu) := \sup_{k \in \mathbb{Z}^d} |\mu(\{k\}) - \nu(\{k\})|.$$  

- the **total variation distance**:

$$d_{TV}(\mu, \nu) := 2 \sup_{A \subset \mathbb{Z}^d} |\mu(A) - \nu(A)| = \sum_{k \in \mathbb{Z}^d} |\mu(\{k\}) - \nu(\{k\})|.$$  

- and in dimension 1, the **Kolmogorov distance**:

$$d_K(\mu, \nu) := \sup_{k \in \mathbb{Z}} |\mu([-\infty, k]) - \nu([-\infty, k])|$$  

$$= \sup_{k \in \mathbb{Z}} |\mu([k, +\infty)) - \nu([k, +\infty))|,$$
where \([a, b] = \{a, a + 1, a + 2, \ldots, b\}\) denotes an integer interval. It is well known and immediate to check that
\[
d_L(\mu, \nu) \leq 2d_K(\mu, \nu) \leq d_{TV}(\mu, \nu)
\]
for any pair of signed measures \((\mu, \nu)\). The hardest distance to estimate is usually the total variation distance. Note that all the previous quantities metrize the convergence of signed measures on \(\mathbb{Z}^d\) with respect to the weak or strong topology. As recalled before in the Poisson case, many approaches for the estimation of \(d_L, d_K\) and \(d_{TV}\) can be found in the literature, the most popular ones being Stein’s method, coupling methods and semi-group methods, see \([22, 54]\). The use of characteristic functions has long been considered not so effective, until the remarkable series of papers of Hwang \([32, 33, 34]\) (see also \([30, \text{Section IX.2}]\)). In \([34]\), Hwang explained how an effective Poisson approximation can be achieved assuming the analyticity of characteristic functions. In a similar spirit, but with much weaker hypotheses, \([7]\) explored this question by using the notion of mod-\(\phi\) convergence. Our paper revisits this notion, with the purpose of showing that the phenomena at stake find their source in the harmonic analysis of the torus. While \([7]\) was devoted to the proof of unconditional upper bounds on the distances \(d_L, d_K, d_{TV}\), here we shall be interested in the asymptotics of these distances.

### 1.3. Mod-\(\phi\) convergent sequences of random variables

We consider an infinitely divisible law \(\nu\) of exponent \(\phi\) on \(\mathbb{Z}^d\), and a sequence of random variables \((X_n)_{n \in \mathbb{N}}\) on \(\mathbb{Z}^d\). Following \([23, 26, 35]\), we say that \((X_n)_{n \in \mathbb{N}}\) converges mod-\(\phi\) with parameters \(\lambda_n \to +\infty\) and limiting function \(\psi\) if
\[
\mathbb{E}\left[ e^{i\langle \xi | X_n \rangle} \right] = e^{\lambda_n \phi(\xi)} \psi_n(\xi)
\]
with
\[
\lim_{n \to \infty} \psi_n(\xi) = \psi(\xi).
\]
The precise hypotheses on the convergence \(\psi_n \to \psi\) will be made explicit when needed; typically, we shall assume it to occur in some space \(\mathcal{C}^r(\mathbb{T}^d)\) endowed with the norm
\[
\|f\|_{\mathcal{C}^r} = \sup_{|\alpha| \leq r} \sup_{\xi \in \mathbb{T}^d} |(\partial^\alpha f)(\xi)|.
\]
Let us provide a few examples which should enhance the understanding of this notion, as well as show its large scope of applications.
Example 1.5. — Consider as in Section 1.1 a sum of independent random variables

$$X_n = \sum_{i=1}^{n} B_i,$$

with $B_i$ following a law $\mathcal{B}(p_i)$: $\mathbb{P}[B_i = 1] = 1 - \mathbb{P}[B_i = 0] = p_i$. Let us assume that $\sum_{i=1}^{\infty} p_i = +\infty$ and $\sum_{i=1}^{\infty} (p_i)^2 < +\infty$. Then, setting $\lambda_n = \sum_{i=1}^{n} p_i$ and $\mu_n = \mu_{X_n}$,

$$\hat{\mu}_n(\xi) = \prod_{i=1}^{n} \left( 1 + p_i(e^{i\xi} - 1) \right) = e^{\lambda_n(e^{i\xi} - 1)} \prod_{i=1}^{n} \left( 1 + p_i(e^{i\xi} - 1) \right) e^{-p_i(e^{i\xi} - 1)}$$

$$= e^{\lambda_n(e^{i\xi} - 1)} \prod_{i=1}^{n} \left( 1 - \frac{(p_i(e^{i\xi} - 1))^2}{2} (1 + o(1)) \right) = e^{\lambda_n(e^{i\xi} - 1)} \psi_n(\xi)$$

with $\psi_n(\xi) \to \psi(\xi) = \prod_{i=1}^{\infty} \left( 1 + p_i(e^{i\xi} - 1) \right) e^{-p_i(e^{i\xi} - 1)}$. This infinite product converges uniformly on the circle because of the hypothesis $\sum_{i=1}^{\infty} (p_i)^2 < \infty$. So, one has mod-Poisson convergence with parameters $\lambda_n$.

The following two examples will later be generalized to the multidimensional setting.

Example 1.6. — If $\sigma$ is a permutation of the integers in $[1, n]$, denote $\ell(\sigma)$ its number of disjoint cycles, including the fixed points. We then set $\ell_n = \ell(\sigma_n)$, where $\sigma_n$ is taken at random uniformly among the $n!$ permutations of $\mathcal{S}_n$. Using Feller’s coupling (cf. [1]), one can show that $\ell_n$ admits the following representation in law:

$$\ell_n = \sum_{i=1}^{n} \mathcal{B}\left( \frac{1}{i} \right),$$

where the Bernoulli random variables are independent. This representation will also be made clear by the discussion of Section 5.3 in the present paper. By the discussion of the previous example, $(\ell_n)_{n \in \mathbb{N}}$ converges mod-Poisson with parameters $H_n = \sum_{i=1}^{n} \frac{1}{i}$ and limiting function

$$\prod_{i=1}^{\infty} \left( 1 + \frac{e^{i\xi} - 1}{i} \right) e^{-\frac{e^{i\xi}-1}{i}} = \frac{1}{\Gamma(e^{i\xi})} e^{\gamma(e^{i\xi} - 1)},$$

where $\gamma$ is the Euler–Mascheroni constant $\gamma = \lim_{n \to \infty} (H_n - \log n)$ (see [3] for this infinite product representation of the $\Gamma$-function, due to Weierstrass). Thus, one can also say that $(\ell_n)_{n \in \mathbb{N}}$ converges mod-Poisson with parameters $\lambda_n = \log n$ and limiting function

$$\psi(\xi) = \frac{1}{\Gamma(e^{i\xi})}.$$
Example 1.7. — As pointed out in [35, 41], mod-$\phi$ convergence is a common phenomenon in probabilistic number theory. For instance, denote $\omega(k)$ the number of distinct prime divisors of an integer $k \geq 1$, and $\omega(N_n)$ the number of distinct prime divisors of a random integer $N_n$ smaller than $n$, taken according to the uniform law. Then, it can be shown by using the Selberg–Delange method (cf. [57, Section II.5]) that

$$E[e^{z\omega(N_n)}] = \frac{1}{n} \sum_{k=1}^{n} e^{z\omega(k)} = e^{(\log \log n)(e^z - 1)} \left( \Psi(e^z) + O\left(\frac{1}{\log n}\right) \right)$$

with

$$\Psi(z) = \frac{1}{\Gamma(z)} \prod_{p \text{ prime}} \left( 1 + \frac{z - 1}{p} \right) e^{-\frac{z - 1}{p}},$$

and where the remainder $O\left(\frac{1}{\log n}\right)$ is uniform for $z$ in a compact subset of $\mathbb{C}$. Therefore, one has mod-Poisson convergence at speed $\lambda_n = \log \log n$, and with limiting function $\psi(\xi) = \Psi(e^{i\xi})$. This limiting function involves two factors: the limiting function $\frac{1}{\Gamma(e^{i\xi})}$ of the number of cycles of a random permutation (“geometric” factor), and an additional “arithmetic” factor $\prod_{p \in \mathbb{P}} (1 + \frac{e^{i\xi} - 1}{p}) \exp(-\frac{e^{i\xi} - 1}{p})$. This appearance of two limiting factors is a common phenomenon in number theory [35, 41].

Let $(X_n)_{n \in \mathbb{N}}$ be a sequence of random variables that converges mod-$\phi$ with parameters $\lambda_n$. Informally, $\psi_n(\xi) = E[e^{i\langle \xi | X_n \rangle}] e^{-\lambda_n \phi(\xi)}$ measures a deconvolution residue, and mod-$\phi$ convergence means that this residue stabilizes, allowing the computation of equivalents of $d(\mu_n, \nu_n)$, where

$$\mu_n = \text{law of } X_n;$$

$$\nu_n = \text{law of the infinitely divisible law with exponent } \lambda_n \phi$$

and $d$ is one of the distances introduced in the previous paragraph. This setting will be called the basic approximation scheme for a mod-$\phi$ convergent sequence.

1.4. The Wiener algebra and the general scheme of approximation

As explained before, we shall be interested in more general approximation schemes, with signed measures $\nu_n$ that are closer to $\mu_n$ than the basic scheme. When $d = 1$, the appearance of signed measures is natural in the setting of the Wiener algebra of absolutely convergent Fourier series (see [37, 39]):
Definition 1.8. — The Wiener algebra $\mathcal{A} = \mathcal{A} (\mathbb{T})$ is the algebra of continuous functions on the circle whose Fourier series converges absolutely. It is a Banach algebra for the pointwise product and the norm
\[
\| f \|_{\mathcal{A}} := \sum_{n \in \mathbb{Z}} |c_n(f)|,
\]
where $c_n(f)$ denotes the Fourier coefficient
\[
\int_{0}^{2\pi} f(e^{i\theta}) e^{-i n \theta} d\theta.
\]

Note that the characteristic function of any signed measure $\mu$ on $\mathbb{Z}$ belongs to the Wiener algebra, with
\[
\| \hat{\mu} \|_{\mathcal{A}} = \sum_{n \in \mathbb{Z}} |c_n(\hat{\mu})| = \sum_{n \in \mathbb{Z}} |\mu(n)| = \| \mu \|_{TV}
\]
equal to the total variation norm of the measure. Thus, $\mathcal{A}$ is the right functional space in order to use harmonic analysis tools when dealing with (signed) measures. To the best of our knowledge, this interpretation of the total variation distance as the norm of $\mathcal{A}$ has not been used before. On the other hand, another important property of the Wiener algebra is:

Proposition 1.9 (Wiener’s $\frac{1}{f}$ theorem). — Let $f \in \mathcal{A}$. Then $f$ never vanishes on the circle if and only if $\frac{1}{f} \in \mathcal{A}$.

We refer to [45] for a short proof of the Wiener theorem. As a consequence, if $X_n$ is a $\mathbb{Z}$-valued random variable and if $\nu$ is an infinitely divisible distribution with exponent $\phi$, then the deconvolution residue
\[
\psi_n(\xi) = E[e^{i\xi X_n}] e^{-\lambda_n \phi(\xi)}
\]
belongs to $\mathcal{A}$, so it is a convergent Fourier series $\psi_n(\xi) = \sum_{k=\infty}^{\infty} a_{k,n} e^{i k \xi}$. The idea is then to replace this residue $\psi_n$ by a simpler residue $\chi_n \in \mathcal{A}$, which after reconvolution by $e^{\lambda_n \phi(\xi)}$ yields a signed measure approximating the law of $X_n$. We are thus led to:

Definition 1.10. — Let $(X_n)_{n \in \mathbb{N}}$ be a sequence of random variables in $\mathbb{Z}^d$ that is mod-$\phi$ convergent with parameters $(\lambda_n)_{n \in \mathbb{N}}$. A general approximation scheme for $(X_n)_{n \in \mathbb{N}}$ is given by a sequence of discrete signed measures $(\nu_n)_{n \in \mathbb{N}}$ on $\mathbb{Z}^d$, such that
\[
\hat{\mu}_n(\xi) = E[e^{i \xi X_n}] = e^{\lambda_n \phi(\xi)} \psi_n(\xi);
\]
\[
\hat{\nu}_n(\xi) = e^{\lambda_n \phi(\xi)} \chi_n(\xi),
\]
with $\lim_{n \to +\infty} \psi_n(\xi) = \psi(\xi)$ and $\lim_{n \to +\infty} \chi_n(\xi) = \chi(\xi)$. Here, the residues $\psi_n, \psi, \chi_n$ and $\chi$ are functions on the torus $\mathbb{T}^d = (\mathbb{R}/2\pi \mathbb{Z})^d$ that have absolutely convergent Fourier series, and with $\chi_n(0) = \chi(0) = 1$ (hence,
\( \nu_n(\mathbb{Z}^d) = 1 \). The convergence of the residues \( \psi_n \to \psi \) and \( \chi_n \to \chi \) is assumed to be at least uniform on the torus, that is in the space of continuous functions \( \mathcal{C}^0(\mathbb{T}) \).

The basic approximation scheme is the case when \( \chi_n(\xi) = \chi(\xi) = 1 \). The residues \( \chi_n \) and \( \chi \) will typically be trigonometric polynomials, and they will enable us to enhance considerably the quality of our discrete approximations.

**Example 1.11.** — An important case of approximation scheme in the sense of Definition 1.10 is the approximation scheme of order \( r \geq 1 \). Suppose that \( d = 1 \) and that the functions \( \psi_n(\xi) \) can be represented on the torus as absolutely convergent series

\[
\psi_n(\xi) = 1 + \sum_{k=1}^{\infty} b_{k,n} (e^{i\xi} - 1)^k + \sum_{k=1}^{n} c_{k,n} (e^{-i\xi} - 1)^k.
\]

The coefficients \( a_{k,n} \) of \( \psi_n(\xi) \) are related to the coefficients \( b_{k,n} \) and \( c_{k,n} \) by the equations

\[
b_{k,n} = \sum_{l \geq k} \binom{l}{k} a_{l,n} ; \quad c_{k,n} = \sum_{l \geq k} \binom{l}{k} a_{-l,n}
\]

for all \( k \geq 1 \). Set then

\[
\chi_n^{(r)}(\xi) = P_n^{(r)}(e^{i\xi}) = 1 + \sum_{k=1}^{r} b_{k,n} (e^{i\xi} - 1)^k + \sum_{k=1}^{r} c_{k,n} (e^{-i\xi} - 1)^k.
\]

The \( \chi_n^{(r)}(\xi) \) are the Laurent polynomials of degree \( r \) that approximate the residues \( \psi_n \) around 0 at order \( r \geq 1 \). Then, if \( X_n \) is a random variable with law \( \mu_n \) with characteristic function \( \hat{\mu}_n(\xi) = e^{\lambda_n \phi(\xi)} \psi_n(\xi) \), the approximation scheme of order \( r \) of \( \mu_n \) is given by the signed measures \( \nu_n^{(r)} \), with

\[
\nu_n^{(r)}(\xi) = e^{\lambda_n \phi(\xi)} \chi_n^{(r)}(\xi).
\]

We shall prove in Section 3 that \( d_L(\mu_n, \nu_n^{(r)}) \), \( d_K(\mu_n, \nu_n^{(r)}) \) and \( d_{TV}(\mu_n, \nu_n^{(r)}) \) get smaller when \( r \) increases; in particular, \( \nu_n^{(r \geq 1)} \) is asymptotically a better approximation of \( \mu_n \) than the basic scheme \( \nu_n^{(0)} \).

One can give a functional interpretation to the approximation schemes of order \( r \geq 1 \). Denote as before \( P_n^{(r)} \) the Laurent approximation of order \( r \) of \( \psi_n \), and introduce the shift operator \( S \) on functions \( f : \mathbb{Z} \to \mathbb{C} \), defined by

\[
(Sf)(k) = f(k + 1).
\]
If \( \nu_n^{(r)} \) is the signed measure with Fourier transform given by
\[
\hat{\nu}_n^{(r)}(\xi) = e^{\lambda_n \phi(\xi)} P_n^{(r)}(e^{i\xi}),
\]
then for any square-integrable function \( f : \mathbb{Z} \to \mathbb{C} \), if \( \hat{f}(\xi) = \sum_{k \in \mathbb{Z}} f(k) e^{ik\xi} \), then
\[
\nu_n^{(r)}(f) = \sum_{k \in \mathbb{Z}} \nu_n^{(r)}(\{k\}) f(k) = \frac{1}{2\pi} \int_0^{2\pi} \nu_n^{(r)}(\xi) \hat{f}(\xi) \, d\xi
\]
\[
= \frac{1}{2\pi} \int_0^{2\pi} \nu_n^{(0)}(\xi) P_n^{(r)}(e^{i\xi}) \hat{f}(\xi) \, d\xi
\]
\[
= \frac{1}{2\pi} \int_0^{2\pi} \nu_n^{(0)}(\xi) (P_n^{(r)}(S)f)(\xi) \, d\xi
\]
\[
= \nu_n^{(0)}(P_n^{(r)}(S)f).
\]
Moreover, the operator \( P_n^{(r)}(S) \) is a linear combination of discrete difference operators:
\[
P_n^{(r)}(S) = \text{id} + \sum_{k=1}^{r} b_{k,n} (\Delta_+)^k + \sum_{k=1}^{r} c_{k,n} (\Delta_-)^k
\]
with
\[
(\Delta_+^k(f))(j) = \sum_{l=0}^{k} (-1)^{k-l} \binom{k}{l} f(j + l);
\]
\[
(\Delta_-^k(f))(j) = \sum_{l=0}^{k} (-1)^{k-l} \binom{k}{l} f(j - l).
\]
Therefore:

**Proposition 1.12.** — In the previous setting, if \( (\nu_n^{(r)})_{n \in \mathbb{N}} \) is the approximation scheme of order \( r \geq 1 \) of a sequence of probability measures \( (\mu_n)_{n \in \mathbb{N}} \) that is mod-\( \phi \) convergent, then for any square-integrable function \( f \),
\[
\nu_n^{(r)}(f) = \mathbb{E}[(P_n^{(r)}(S)(f))(Y_n)],
\]
where \( Y_n \) follows an infinitely divisible law with exponent \( \lambda_n \phi \). Thus, to estimate at order \( r \) the expectation \( \mu_n(f) = \mathbb{E}[f(X_n)] \):

1. one replaces \( X_n \) by an infinitely divisible random variable \( Y_n \);
2. and one also replaces the function \( f \) by \( P_n^{(r)}(S)(f) \), which is better suited for discrete approximations.
Remark 1.13. — Our notion of approximation scheme should be compared to the one of [34], which is the particular case where the reference infinitely divisible law is Poissonian, and the residues $\chi_n$ are constant equal to one. One of the main interest of our approach is that we are able to construct better schemes of approximation, by allowing quite general residues $\chi_n$ in the Fourier transform of the laws $\nu_n$ that approximate the random variables $X_n$. On the other hand, we consider only three distances among those studied in [34], but there should be no difficulty in adapting our results to the other distances, such as the Wasserstein metric and the Hellinger/Matusita metric.

Remark 1.14. — The approximation scheme of order $r \geq 1$ can be considered as a discrete analogue of the Edgeworth expansion in the central limit theorem, which is with respect to the Gaussian approximation, and thus gives results for a different scale of fluctuations [47, Chapter VI].

1.5. Outline of the paper

Placing ourselves in the setting of a general approximation scheme, one basic idea in order to evaluate the distances between the distributions $\mu_n$ and $\nu_n$ is to relate them to the distances between the two residues $\psi_n(\xi)$ and $\chi_n(\xi)$ in the Wiener algebra $\mathcal{A}([0,\infty))$. In Section 2, we prove various concentration inequalities in this algebra, and we explain how to use them in order to compute distances between distributions. In Section 3, we apply these results to obtain asymptotic estimates for the distances in the general approximation scheme (see our main Theorems 3.3, 3.6 and 3.11). In these two sections, we shall restrict ourselves to the one-dimensional setting, postponing the more involved computations of the higher dimensions $d \geq 2$ to Section 5.

In Section 4, we apply our theorem to various one-dimensional examples of mod-Poisson convergent sequences:

- In Section 4.1, we explain how to use the general theory with the toy-model of sums of independent Bernoulli random variables (classical Poisson approximation). The combinatorics of the approximation schemes of order $r \geq 1$ can be encoded in the algebra of symmetric functions, and we explain this encoding in Section 4.2, by using the theory of formal alphabets. The formal alphabets provide a simple description of the approximation schemes for all the examples hereafter, although none of them (except the toy-model) come from independent Bernoulli variables.
• In Section 4.3, we study the number of disjoint cycles in a model of random permutations which generalises the uniform and the Ewens measure (Example 1.6). The mod-Poisson convergence of this model was proven in [46], and we compute here the approximation schemes of this model.

• In Section 4.4, we show more generally how to use generating series with algebraico-logarithmic singularities to construct general approximation schemes of statistics of random combinatorial objects. We study with this method the number of irreducible factors of a random monic polynomial over the finite field $\mathbb{F}_q$ (counted with or without multiplicity), and the number of connected components of a random functional graph.

• In Section 4.5, we consider the number of distinct prime divisors of a random integer (Example 1.7). We explain how to use the form of the residue $\psi(\xi)$ of mod-Poisson convergence to construct explicit approximation schemes of the corresponding probability measures, using again the formalism of symmetric functions.

Our approach also allows us to measure the gain of the Poissonian approximation in comparison to the Gaussian approximation, when one has a sequence of random integers that behaves asymptotically like a Poisson random variable with a large parameter $\lambda_n$. In Section 5, we extend our results to the multi-dimensional setting. One of the advantages of the Fourier approach to approximation of probability measures is that it allows one to deal with higher dimensions with the exact same techniques, although the computations are more involved. There is however an important difference from the one-dimensional setting: the dependence between the coordinates of a mod-$\phi$ convergent sequence $(X_n)_{n \in \mathbb{N}}$ in $\mathbb{Z}^d$ has an influence over the asymptotics of the distances between the laws of the random variables and their approximation schemes. Note that this happens even when the reference infinitely divisible distribution corresponds to independent coordinates. We provide two examples of this phenomenon, stemming respectively from the combinatorics of the wreath products $\mathfrak{S}_n \wr (\mathbb{Z}/d\mathbb{Z})$ and from the number theory of residue classes of prime numbers.

2. Concentration inequalities in the Wiener algebra

For convenience, until Section 5, we shall focus on the one-dimensional case ($d = 1$) and the corresponding torus $T = \mathbb{R}/2\pi\mathbb{Z}$, which we view as the
set of complex numbers of modulus 1. Thus, a function on $\mathbb{T}$ will be a function of $e^{i\xi}$ with $\xi \in [0, 2\pi)$. For $p \in [1, +\infty)$, the space of complex-valued functions on $\mathbb{T}$ whose $p$-powers are Lebesgue integrable will be denoted $\mathcal{L}^p = \mathcal{L}^p(\mathbb{T})$; it is a Banach space for the norm

$$\|f\|_p := \left(\int_0^{2\pi} |f(e^{i\xi})|^p \, \frac{dt}{2\pi}\right)^{\frac{1}{p}}.$$ 

For $p = +\infty$, $\mathcal{L}^\infty(\mathbb{T})$ is the space of essentially bounded functions on the torus, with Banach space norm

$$\|f\|_\infty := \text{ess-sup}_{\xi \in [0, 2\pi]} |f(e^{i\xi})|.$$ 

In the sequel, we abbreviate sometimes the Haar integral $\int_0^{2\pi} f(e^{i\xi}) \, \frac{d\xi}{2\pi}$ by $\int_{\mathbb{T}} f(e^{i\xi})$, or simply $\int_{\mathbb{T}} f$.

### 2.1. Deconvolution residues in the Wiener algebra

Recall that the Wiener algebra $\mathcal{A}(\mathbb{T})$ is the complex algebra of absolutely convergent Fourier series, endowed with the norm $\|f\|_{\mathcal{A}} = \sum_{n \in \mathbb{Z}} |c_n(f)|$. We shall use the following property of $\mathcal{A}(\mathbb{T})$, which is akin to Poincaré’s inequality for Sobolev spaces (see [39, Section 6.2]):

**Proposition 2.1.** — There is a constant $C_H = \frac{\pi}{\sqrt{3}} = 1.814\ldots$ such that

$$\|f\|_{\mathcal{A}} \leq |c_0(f)| + C_H \|f'\|_{\mathcal{L}^2}$$

for all $f \in \mathcal{A}$.

**Proof.** — Combining the Cauchy–Schwarz inequality and the Parseval identity, we obtain

$$\|f\|_{\mathcal{A}} = |c_0(f)| + \sum_{n \neq 0} \frac{1}{n} |n c_n(f)| \leq |c_0(f)| + \sqrt{\sum_{n \neq 0} \frac{1}{n^2}} \sqrt{\sum_{n \neq 0} |n c_n(f)|^2} \leq |c_0(f)| + \sqrt{\frac{\pi^2}{3}} \|f'\|_{\mathcal{L}^2}.$$ 

Note that the inequality is sharp, and it implies that the Sobolev space $\mathcal{W}^{1,2}(\mathbb{T})$ of $\mathcal{L}^2$ functions on $\mathbb{T}$ with weak derivative in $\mathcal{L}^2$ is topologically included in the Wiener algebra. \qed
Another important tool for the computation of total variation distances is the following Lemma 2.2. Call deconvolution residue of a signed measure $\mu$ on $\mathbb{Z}$ by another signed measure $\nu$ on $\mathbb{Z}$ the function

$$\delta(\xi) := \hat{\mu}(\xi)(\hat{\nu}(\xi))^{-1}.$$ 

By Wiener’s theorem, if $\hat{\nu}$ never vanishes, which is for instance the case when it is the Fourier transform of an infinitely divisible law $\nu$ [53, Lemma 7.5], then $\hat{\nu}^{-1} \in \mathcal{A}$ and the previous deconvolution happens in the Wiener algebra: $\delta \in \mathcal{A}$. Now, in order to measure the distance between the law $\mu$ of $X$ and a reference law $\nu$, one can adopt the following point of view, which is common in signal processing. For the deconvolution residue to be considered as a small noise, $\delta$ has to be close to the constant function 1 (the Fourier transform of the Dirac distribution at zero). In particular, suppose that we are given a general scheme of approximation of a sequence of random variables $(X_n)_{n \in \mathbb{N}}$ by a sequence of laws $(\nu_n)_{n \in \mathbb{N}}$. Then, with the notation of Definition 1.10, one has a sequence of deconvolution residues

$$\delta_n(\xi) = \frac{\hat{\mu}_n(\xi)}{\hat{\nu}_n(\xi)},$$

and the quality of our scheme of approximation will be related to the speed of convergence of $(\delta_n)_{n \in \mathbb{N}}$ towards the constant function 1. More precisely:

**Lemma 2.2 (Fundamental inequality for deconvolution residues).**

Let $\mu$ and $\nu$ be two signed measures on $\mathbb{Z}$ and $\delta = \frac{\hat{\mu}}{\hat{\nu}}$ be the deconvolution residue (we assume that $\hat{\nu}$ does not vanish on $\mathbb{T}$). For any $c \in \mathcal{A}$,

$$d_{TV}(\mu, \nu) \leq \|c(\delta - 1)\hat{\nu}\|_{\mathcal{A}} + \|(\delta - 1)\hat{\nu}\|_{\mathcal{A}}.\)

**Proof.**

$$d_{TV}(\mu, \nu) = \|\hat{\mu} - \hat{\nu}\|_{\mathcal{A}} = \|(\delta - 1)\hat{\nu}\|_{\mathcal{A}}$$

$$\leq \|c(\delta - 1)\hat{\nu}\|_{\mathcal{A}} + \|(\delta - 1)(\delta - 1)\hat{\nu}\|_{\mathcal{A}}$$

$$\leq \|c(\delta - 1)\hat{\nu}\|_{\mathcal{A}} + \|(\delta - 1)\hat{\nu}\|_{\mathcal{A}}.$$

In practice, $c \in \mathcal{A}$ will be a carefully chosen cut function concentrated on regions where $\hat{\nu}$ is large. So, informally, $\nu$ is a good approximation of $\mu$ if the deconvolution residue $\delta$:

- is close to 1 where $\hat{\nu}$ is large;
- has a reasonable norm in the Wiener algebra.

Note that the fundamental inequality does rely on the algebra norm of $\mathcal{A}(\mathbb{T})$. We now quantify this idea.
2.2. Estimates of norms in the Wiener algebra

In this paragraph, we fix two discrete measures $\mu$ and $\nu$ on $\mathbb{Z}$, both being convolutions of an infinitely divisible law with exponent $\lambda \phi$ by residues $\psi$ and $\chi$:

$$\hat{\mu}(\xi) = e^{\lambda \phi(\xi)} \psi(\xi);$$
$$\hat{\nu}(\xi) = e^{\lambda \phi(\xi)} \chi(\xi).$$

In Section 3, we shall recover the setting of a general approximation scheme by adding indices $n$ to this situation. We denote $m$ and $\sigma^2$ the first two coefficients of the Taylor expansion of $\phi$ around 0:

$$\phi(\xi) = m \xi - \frac{\sigma^2 \xi^2}{2} + o(\xi^2).$$

We then fix an integer $r \geq 0$ such that:

1. the residues $\psi$ and $\chi$ are assumed to be $(r+1)$ times continuously differentiable on $[-\varepsilon, \varepsilon]$ for a certain $\varepsilon > 0$;
2. their Taylor expansion coincides at 0 up to the $r$-th order:

$$\forall s \in [0, r], \quad (\psi - \chi)^{(s)}(0) = 0.$$

In this setting, we define the non-negative quantities

$$\beta_{r+1}(\varepsilon) = \sup_{\xi \in [-\varepsilon, \varepsilon]} \left| (\psi - \chi)^{(r+1)}(\xi) \right|;$$
$$\gamma(\varepsilon) = \sup_{\xi \in [-\varepsilon, \varepsilon]} \left| \phi''(\xi) + \sigma^2 \right|;$$
$$M = \sup_{\xi \in [-\pi, \pi]} \left( \frac{\text{Re}(\phi(\xi))}{\xi^2} \right).$$

For instance, if $\phi(\xi) = e^{i\xi} - 1$ is the exponent of the standard Poisson law, then $\gamma(\varepsilon) = 2 \sin(\frac{\varepsilon}{2})$ and $M = \frac{2}{\pi^2}$. The strict positivity of $M$ as soon as $\phi$ is not the constant distribution concentrated at 0 is proven in [26, Section 3].

Note that for any $\xi \in [-\varepsilon, \varepsilon]$, one has

$$\text{Re}(\phi(\xi)) = \int_{\theta=0}^{\xi} (\xi - \theta) \text{Re}(\phi''(\theta)) \, d\theta$$
$$= -\frac{\sigma^2 \xi^2}{2} + \int_{\theta=0}^{\xi} (\xi - \theta) \text{Re}(\phi''(\theta) + \sigma^2) \, d\theta \leq \frac{(\gamma(\varepsilon) - \sigma^2) \xi^2}{2}.$$ 

On the other hand, outside the interval $[-\varepsilon, \varepsilon]$, one can use the inequality $\text{Re}(\phi(\xi)) \leq -M\xi^2$. 
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Theorem 2.3 (Norm estimate). — Take $\varepsilon$ small enough so that $\gamma(\varepsilon) \leq \frac{\sigma^2}{2}$, and suppose that $\lambda$ is large enough so that $\lambda \geq \frac{2}{\sigma^2}$. Then:

$$\|\hat{\mu} - \hat{\nu}\|_{\mathcal{A}} \leq \|\psi - \chi\|_{\mathcal{A}}\left(1 + C_H \left(\sqrt{\frac{2}{\pi \varepsilon}} + \lambda \|\phi'\|_{\infty}\right)\right)e^{-\frac{\lambda \varepsilon^2}{4}}$$

$$+ \frac{C_{r+1} \beta_{r+1}(\varepsilon) (\varepsilon^{-1} + \sqrt{5(r+1)})}{\left(\frac{\sigma^2}{2} \lambda\right)^{\frac{r+3}{2}}},$$

where $C_{r+1}$ is a constant depending only on $r$:

$$C_{r+1} = \frac{1}{(r+1)!} \sqrt{\frac{2\pi}{3}} \Gamma\left(r + \frac{3}{2}\right).$$

In order to prove this theorem, we introduce the cut function $\xi \in \mathbb{T} \mapsto c(\xi)$ that is piecewise linear, vanishes outside of $[-\varepsilon, \varepsilon]$, and is equal to 1 on $[-\frac{\varepsilon}{2}, \frac{\varepsilon}{2}]$, see Figure 2.1.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{cut_function.png}
\caption{The cut-function $c(\xi)$.}
\end{figure}

Lemma 2.4. — Under the assumptions of Theorem 2.3,

$$\| (1 - c) e^{\lambda \phi} \|_{\mathcal{A}} \leq \left(1 + C_H \left(\sqrt{\frac{2}{\pi \varepsilon}} + \lambda \|\phi'\|_{\infty}\right)\right)e^{-\frac{\lambda \varepsilon^2}{4}}.$$ 

Proof. — Note that $|(1 - c(\xi)) e^{\lambda \phi(\xi)}|$ vanishes on $[-\frac{\varepsilon}{2}, \frac{\varepsilon}{2}]$, and is smaller than $e^{-\lambda M \varepsilon^2} \leq e^{-\frac{\lambda M \varepsilon^2}{4}}$ everywhere else. We then use Proposition 2.1:

$$\| (1 - c) e^{\lambda \phi} \|_{\mathcal{A}} \leq \int_{\mathbb{T}} |1 - c| e^{\lambda \text{Re}(\phi)} + C_H \| -c' e^{\lambda \phi} + (1 - c) \lambda \phi' e^{\lambda \phi} \|_{\mathcal{L}^2}$$

$$\leq e^{-\frac{\lambda M \varepsilon^2}{4}} + C_H \|c' e^{\lambda \phi}\|_{\mathcal{L}^2} + C_H \lambda \|\phi'\|_{\infty} \| (1 - c) e^{\lambda \phi} \|_{\mathcal{L}^2}$$

Annales de l'Institut Fourier
\[
\leq e^{-\frac{\lambda M_4}{4}} + C_H \|c'\|_2 e^{-\frac{\lambda M_4}{4}} + C_H \lambda \|\phi\|_\infty e^{-\frac{\lambda M_4}{4}}
\leq \left(1 + C_H \left(\sqrt{\frac{2}{\pi \varepsilon}} + \lambda \|\phi\|_\infty\right)\right) e^{-\frac{\lambda M_4}{4}}. \quad \square
\]

**Lemma 2.5.** — Under the assumptions of Theorem 2.3, we have:

\[
\|c(\psi - \chi)e^{\lambda \phi}\|_A \leq \frac{C_{r+1} \beta_{r+1}(\varepsilon) (\varepsilon^{-1} + \sqrt{5(r + 1)})}{\left(\frac{\sigma^2}{\lambda}\right)^{\frac{r}{2} + \frac{1}{4}}}.
\]

**Proof.** — Note that the norm \(\|\cdot\|_A\) is invariant after multiplication by \(e^{ik\xi}, k \in \mathbb{Z}\). In particular,

\[
\|c(\psi - \chi)e^{\lambda \phi}\|_A = \|c(\xi)(\psi(\xi) - \chi(\xi))e^{\lambda \phi(\xi) - i\xi[\lambda m]}\|_A,
\]

where \([\cdot]\) denotes the integer part of a real number. Using again Proposition 2.1, we obtain

\[
\|c(\psi - \chi)e^{\lambda \phi}\|_A
\leq \int_T |c(\psi - \chi)e^{\lambda \phi}| + C_H \left\|c(\xi)(\psi(\xi) - \chi(\xi))e^{\lambda \phi(\xi) - i\xi[\lambda m]}\right\|_2
\]

\[
\leq \int_T |c(\psi - \chi)e^{\lambda \phi}| + C_H \left\|c' (\psi - \chi)e^{\lambda \phi}\right\|_2
\]

\[
+ C_H \left\|c(\psi - \chi)'e^{\lambda \phi}\right\|_2 + C_H \left\|c(\psi - \chi)(\lambda \phi' - i[\lambda m])e^{\lambda \phi}\right\|_2
\]

\[
\leq A + B + C + D.
\]

Let us bound separately each term. Recall that \(\int_{-\infty}^{\infty} |t|^r e^{-t^2} dt = \Gamma\left(\frac{r+1}{2}\right)\) for \(r \geq 0\).

(A) For \(\xi \in [-\varepsilon, \varepsilon]\),

\[
|\psi(\xi) - \chi(\xi)| \leq \frac{\beta_{r+1}(\varepsilon) |\xi|^{r+1}}{(r + 1)!};
\]

\[
e^{-\frac{\lambda(\sigma^2 - \gamma(0))\xi^2}{4}} \leq e^{-\frac{\lambda^2 \xi^2}{4}}
\]

the last inequality following from the assumptions on \(\varepsilon\). Consequently,

\[
A \leq \frac{\beta_{r+1}(\varepsilon)}{2\pi (r + 1)!} \int_{-\varepsilon}^{\varepsilon} e^{-\frac{\lambda^2 \xi^2}{4}} |\xi|^{r+1} d\xi = \frac{\beta_{r+1}(\varepsilon)}{2\pi (r + 1)! \left(\frac{\sigma^2}{\lambda}\right)^{\frac{r}{2} + \frac{1}{4}}} \Gamma\left(\frac{r}{2} + 1\right)
\]

\[
\leq \frac{\beta_{r+1}(\varepsilon)}{2\pi (r + 1)! \left(\frac{\sigma^2}{\lambda}\right)^{\frac{r}{2} + \frac{1}{4}}} \sqrt{\Gamma\left(\frac{r}{2} + 3\right) \Gamma\left(\frac{r}{2} + \frac{5}{4}\right)}
\]
\[ \leq \frac{\beta_{r+1}(\varepsilon)}{(r+1)! (\lambda \frac{\sigma^2}{2})^{\frac{r}{2}+\frac{1}{2}}} \left( \frac{2}{\pi} \right)^\frac{1}{4} \sqrt{\frac{1}{2\pi} \Gamma \left( r + \frac{3}{2} \right)}. \]

by using the log-convexity of the Gamma function, and the duplication formula \( \Gamma(2z) = \frac{2^{2z-1}}{\sqrt{\pi}} \Gamma(z) \Gamma(z + \frac{1}{2}) \).

(B) Since \(|c'(\xi)| \leq \frac{2}{\varepsilon} \) on \([-\varepsilon, \varepsilon]\) and vanishes outside \([-\varepsilon, \varepsilon]\), one obtains

\[ B \leq \frac{2CH \beta_{r+1}(\varepsilon)}{\varepsilon (r+1)!} \left( \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-\frac{\lambda \sigma^2 \xi^2}{2}} |\xi|^{2r+2} \, d\xi \right)^{\frac{1}{2}} \]

\[ \leq \frac{\beta_{r+1}(\varepsilon)}{(r+1)! (\lambda \frac{\sigma^2}{2})^{\frac{r}{2}+\frac{1}{4}}} \frac{2CH}{\varepsilon} \sqrt{\frac{1}{2\pi} \Gamma \left( r + \frac{3}{2} \right)}. \]

(C) For \( \xi \in [-\varepsilon, \varepsilon] \),

\[ |(\psi - \chi)'(\xi)| \leq \frac{\beta_{r+1}(\varepsilon)}{r!} |\xi|^r, \]

so as before,

\[ C \leq \frac{CH \beta_{r+1}(\varepsilon)}{r!} \left( \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-\frac{\lambda \sigma^2 \xi^2}{2}} |\xi|^{2r} \, d\xi \right)^{\frac{1}{2}} \]

\[ \leq \frac{CH \beta_{r+1}(\varepsilon)}{r! (\lambda \frac{\sigma^2}{2})^{\frac{r}{2}+\frac{1}{4}}} \sqrt{\frac{1}{2\pi} \Gamma \left( r + \frac{1}{2} \right)} \]

\[ \leq \frac{\beta_{r+1}(\varepsilon)}{(r+1)! (\lambda \frac{\sigma^2}{2})^{\frac{r}{2}+\frac{1}{4}}} \frac{CH (r+1)}{\sqrt{r + \frac{1}{2}}} \sqrt{\frac{1}{2\pi} \Gamma \left( r + \frac{3}{2} \right)}. \]

(D) Last, for \( \xi \in [-\varepsilon, \varepsilon] \), \(|\phi'(\xi) - i\mu| \leq \gamma(\delta) |\xi| \leq \frac{\sigma^2 |\xi|}{2} \), and then,

\[ |(\lambda \phi'(\xi) - i |\lambda \mu|)| \leq \frac{\lambda \sigma^2 |\xi|}{2} + |\lambda \mu - |\lambda \mu|| \leq \frac{\lambda \sigma^2 |\xi|}{2} + 1. \]

Therefore,

\[ D \leq \frac{CH \beta_{r+1}(\varepsilon)}{\sqrt{2\pi} (r+1)!} \left( \sqrt{\int_{\mathbb{R}} e^{-\frac{\lambda \sigma^2 \xi^2}{2}} |\xi|^{2r+2} \, d\xi} + \frac{\lambda \sigma^2}{2} \right) + \frac{1}{\sqrt{\int_{\mathbb{R}} e^{-\frac{\lambda \sigma^2 \xi^2}{2}} |\xi|^{2r+4} \, d\xi}} \]

\[ \leq \frac{CH \beta_{r+1}(\varepsilon)}{\sqrt{2\pi} (r+1)!} \left( \frac{1}{(\lambda \frac{\sigma^2}{2})^{\frac{r}{2}+\frac{1}{4}}} \sqrt{\Gamma \left( r + \frac{3}{2} \right)} + \frac{1}{(\lambda \frac{\sigma^2}{2})^{\frac{r}{2}+\frac{3}{4}}} \sqrt{\Gamma \left( r + \frac{5}{2} \right)} \right). \]

\[ \text{ANNALES DE L'INSTITUT FOURIER} \]
To conclude, notice that since $\lambda \frac{a^2}{2} \geq 1$, one can take in each denominator the smallest power of this quantity, namely, $(\lambda \frac{a^2}{2})^{\frac{r}{2} + \frac{1}{4}}$. One thus obtains:

$$A + B + C + D \leq \frac{\beta_{r+1}(\varepsilon)}{(r+1)! (\lambda \frac{a^2}{2})^{\frac{r}{2} + \frac{1}{4}}} \sqrt{\frac{1}{2\pi}} \Gamma\left(r + \frac{3}{2}\right)$$

$$\times \left(\frac{2}{\pi}\right) + C_H \left(\frac{2}{\varepsilon} + \frac{r + 1}{\sqrt{r + \frac{1}{2}}} + 1 + \sqrt{r + \frac{3}{2}}\right)$$

$$\leq \frac{\beta_{r+1}(\varepsilon)}{(r+1)! (\lambda \frac{a^2}{2})^{\frac{r}{2} + \frac{1}{4}}} \left(\varepsilon \sqrt{\frac{2\pi}{3}} \Gamma\left(r + \frac{3}{2}\right) \left(\frac{1}{\varepsilon} + \sqrt{5(r+1)}\right)\right)$$

by using on the last line $C_H = \frac{\pi}{\sqrt{3}}$ and

$$2\sqrt{5(r+1)} \geq \frac{r + 1}{\sqrt{r + \frac{1}{2}}} + \sqrt{r + \frac{3}{2}} + 1 + \sqrt{\frac{3}{\pi}} \left(\frac{2}{\pi}\right)^{\frac{1}{4}}. \quad \Box$$

**Proof of Theorem 2.3.** — We have

$$\|\hat{\mu} - \hat{\nu}\|_{\mathcal{A}} \leq \|\psi - \chi\|_{\mathcal{A}} \|(1 - c) e^{\lambda \phi}\|_{\mathcal{A}} + \|c(\psi - \chi) e^{\lambda \phi}\|_{\mathcal{A}},$$

and Lemmas 2.4 and 2.5 allow us to control these two terms. \(\square\)

Note that if $\varepsilon$ is fixed and $\lambda$ goes to infinity, then the dominant term in the norm inequality is the second one, because the first one decreases exponentially fast. In this case,

$$d_{TV}(\mu, \nu) = \|\hat{\mu} - \hat{\nu}\|_{\mathcal{A}} = O\left(\frac{1}{\lambda^{\frac{r}{2} + \frac{1}{4}}}\right).$$

The constant hidden in the $O(\cdot)$ depends only on $\phi$, $r$, $\|\psi - \chi\|_{\mathcal{A}}$ and the parameter $\beta_{r+1}(\varepsilon)$ introduced before. In particular, if $\phi$ is fixed and we look at families of residues $(\psi_n)_{n \in \mathbb{N}}$ and $(\chi_n)_{n \in \mathbb{N}}$ such that the corresponding quantities $\|\psi_n - \chi_n\|_{\mathcal{A}}$ and $\beta_{r+1,n}(\varepsilon)$ stay bounded, then one can take a uniform constant in the $O(\cdot)$.

**Remark 2.6.** — One can broaden slightly the scope of Theorem 2.3, if one notes that regarding the residues $\psi$ and $\chi$, one only used the bounds

$$|\psi(\xi) - \chi(\xi)| \leq \frac{\beta_{r+1}(\varepsilon) |\xi|^{r+1}}{(r + 1)!}$$

and

$$|\psi'(\xi) - \chi'(\xi)| \leq \frac{\beta_{r+1}(\varepsilon) |\xi|^r}{r!}.$$
for any \( \xi \in [-\varepsilon, \varepsilon] \). In particular, if one assumes that \( \psi \) and \( \chi \) belong to \( C^1(T) \) and that

\[
\psi'(\xi) - \chi'(\xi) = \frac{\beta_{r+1} \xi^r (1 + o_{\xi}(1))}{r!}
\]

in a neighborhood \( [-\varepsilon, \varepsilon] \) of 0, then the previous bounds are satisfied and the conclusions of Theorem 2.3 hold. We shall use this important remark in Section 3.3.

3. Asymptotics of distances for a general scheme of approximation

We now consider a general scheme of approximation of a sequence of \( Z \)-valued random variables \((X_n)_{n \in \mathbb{N}}\) by a sequence of laws \((\nu_n)_{n \in \mathbb{N}}\), with

\[
\hat{\mu}_n(\xi) = E[e^{i\xi X_n}] = e^{\lambda_n \phi(\xi)} \psi_n(\xi),
\]

\[
\hat{\nu}_n(\xi) = e^{\lambda_n \phi(\xi)} \chi_n(\xi),
\]

\[
\lim_{n \to \infty} \psi_n(\xi) = \psi(\xi) \quad \text{and} \quad \lim_{n \to \infty} \chi_n(\xi) = \chi(\xi)
\]

as in Definition 1.10. We can immediately deduce from Theorem 2.3:

**Proposition 3.1.** — Consider a general scheme of approximation such that the convergences \( \psi_n \to \psi \) and \( \chi_n \to \chi \) occur in \( C^1(T) \). Then, one has \( d_{TV}(\mu_n, \nu_n) \to 0 \), and as well for \( d_L(\mu_n, \nu_n) \) and \( d_K(\mu_n, \nu_n) \).

**Proof.** — Taking \( r = 0 \) in Theorem 2.3, we have

\[
d_{TV}(\mu_n, \nu_n) = \|\mu_n - \nu_n\|_{AF} = O\left(\frac{1}{(\lambda_n)^{\frac{1}{r-1}}}\right),
\]

where the constant in the \( O(\cdot) \) depends on \( \|\psi_n - \chi_n\|_{AF} \) and \( \|\psi_n - \chi_n\|_{C^1} \). By Proposition 2.1, both quantities are bounded by a function of \( \|\psi_n - \chi_n\|_{C^1} \), which is itself bounded since \( \psi_n - \chi_n \to \psi - \chi \) in \( C^1(T) \). For the other distances, we use the inequality \( d_L \leq 2 d_K \leq d_{TV} \). \( \square \)

If we want to improve on the rate of convergence of the distances to 0, then we need an additional assumption similar to the hypothesis of Theorem 2.3, namely:

\[
(\text{H1}) \quad \forall n \in \mathbb{N}, \quad \psi_n(\xi) - \chi_n(\xi) = \beta_n (i\xi)^{r+1} (1 + o_{\xi}(1))
\]

\[
\quad \text{and} \quad \psi(\xi) - \chi(\xi) = \beta (i\xi)^{r+1} (1 + o_{\xi}(1))
\]

with \( \lim_{n \to \infty} \beta_n = \beta \), and the \( o_{\xi}(1) \) that converges to 0 as \( \xi \) goes to 0, uniformly in \( n \). We denote this condition by (H1). It is satisfied if, for instance, the convergences \( \psi_n \to \psi \) and \( \chi_n \to \chi \) occur in \( C^{r+1}(T) \), and if
the scheme of approximation is the scheme of order \( r \) as defined in Example 1.11. However, this new condition \((H1)\) is a bit more general, as we do not assume that the residues \( \chi_n \) and \( \chi \) are Laurent polynomials of degree \( r \) in \( e^{i\xi} \).

In Section 3.1, Section 3.2 and Section 3.3, we shall consider the setting described above, and we shall establish some exact asymptotic formulas for \( d_L(\mu_n, \nu_n) \), \( d_K(\mu_n, \nu_n) \) and \( d_{TV}(\mu_n, \nu_n) \). These formulas generally follow from an application of the Laplace method to an integral representation of the distance, but we shall also use Theorem 2.3 in order to get rid of certain non dominant terms in the asymptotics. In Section 3.4, we introduce the notion of derived approximation schemes which involve simpler residues, and under appropriate assumptions, we extend the results of Sections 3.1-3.3 to these approximation schemes.

### 3.1. The local distance

Until the end of this section, \((X_n)_{n \in \mathbb{N}}\) denotes a sequence that is mod-\(\phi\) convergent with parameters \((\lambda_n)_{n \in \mathbb{N}}\), and \((\nu_n)_{n \in \mathbb{N}}\) is a scheme of approximation of it, which satisfies the hypothesis \((H1)\). The main tool in the computation of the local distance \( d_L(\mu_n, \nu_n) \) is:

**Proposition 3.2.** — The error term being uniform in \( k \in \mathbb{Z} \), one has

\[
\mu_n(\{k\}) - \nu_n(\{k\}) = \frac{(-1)^{r+1} \beta}{\sqrt{2\pi} (\sigma^2 \lambda_n)^{\frac{r}{2}+1}} \left. \frac{\partial^{r+1}}{\partial \alpha^{r+1}} \left( e^{-\frac{\alpha^2}{2}} \right) \right|_{\alpha = \frac{k-\lambda_n m}{\sigma \sqrt{\lambda_n}}} + o\left( \frac{1}{(\lambda_n)^{\frac{3}{2}+1}} \right).
\]

**Proof.** — The computations hereafter are very similar to those of [26, Section 3], but they are performed at a different scale for \( k \). We combine the Fourier inversion formula

\[
\mu_n(\{k\}) - \nu_n(\{k\}) = \int_{\mathbb{T}} (\psi_n(\xi) - \chi_n(\xi)) e^{\lambda_n \phi(\xi)} e^{-ik\xi} \frac{d\xi}{2\pi}
\]

with the Laplace method. Note that \((H1)\) implies that \( \psi_n - \chi_n \) is bounded on the whole torus \( \mathbb{T} \) by some constant \( C \). As a consequence, for any \( \varepsilon > 0 \),
The integrand is therefore dominated by $e^{-ANNALES DE L'INSTITUT FOURIER}$, this being uniform in $k$ for every $t$ and if $\varepsilon$ is small enough so that $\text{Re}(\phi(\xi)) \leq -M\varepsilon^2$ with $M > 0$, one has
\[
\frac{1}{2\pi} \left| \int_{(-\pi,\pi) \setminus (-\varepsilon,\varepsilon)} (\psi_n(\xi) - \chi_n(\xi)) e^{i\lambda_n\phi(\xi)} e^{-ik\xi} \, d\xi \right|
\leq C \exp \left( \lambda_n \sup_{\xi \in (-\pi,\pi) \setminus (-\delta,\delta)} \text{Re}(\phi(\xi)) \right)
\leq C \exp(-\lambda_n M\varepsilon^2)
= o\left( \frac{1}{(\lambda_n)^{\frac{1}{2}+1}} \right),
\]
this being uniform in $k$. Then, for $\varepsilon > 0$ small enough, one has the estimate:

\[
\int_{-\varepsilon}^{\varepsilon} (\psi_n(\xi) - \chi_n(\xi)) e^{i\lambda_n\phi(\xi)} e^{-ik\xi} \, d\xi
= \beta_n (1 + o_\varepsilon(1)) \int_{-\varepsilon}^{\varepsilon} (i\xi)^{r+1} e^{i\lambda_n\phi(\xi)-ik\xi} \, d\xi
= \beta (1 + o_\varepsilon(1)) \int_{-\varepsilon}^{\varepsilon} (i\xi)^{r+1} e^{i\lambda_n(\phi(\xi)-im\xi)} e^{-i(k-\lambda_n m)\xi} \, d\xi
= \beta (1 + o_\varepsilon(1)) \left( \frac{e^{\varepsilon\sqrt{\lambda_n}}}{(\sigma^2\lambda_n)^{\frac{1}{2}+1}} \int_{-\varepsilon\sigma\sqrt{\lambda_n}}^{\varepsilon\sigma\sqrt{\lambda_n}} (it)^{r+1} e^{\lambda_n(\phi(\frac{t}{\sqrt{\lambda_n}}) - \frac{\phi'(0) t}{\sqrt{\lambda_n}})} e^{-it\frac{k-\lambda_n m}{\sqrt{\lambda_n}}} \, dt \right)
= \beta (1 + o_\varepsilon(1)) \left( \frac{e^{\varepsilon\sqrt{\lambda_n}}}{(\sigma^2\lambda_n)^{\frac{1}{2}+1}} \int_{-\infty}^{\infty} (it)^{r+1} e^{-\frac{t^2}{2}} e^{-it\frac{k-\lambda_n m}{\sqrt{\lambda_n}}} \, dt \right).
\]

The last step uses the dominated convergence theorem. Indeed, we have the pointwise convergence:

\[
\lambda_n \left( \phi \left( \frac{t}{\sigma\sqrt{\lambda_n}} \right) - \frac{\phi'(0) t}{\sigma\sqrt{\lambda_n}} \right) \rightarrow_{n \rightarrow \infty} -\frac{t^2}{2}
\]

and if $\varepsilon$ is small enough so that $\text{Re}(\phi''(\xi)) < -\frac{\sigma^2}{2}$ for all $\xi \in [-\varepsilon, \varepsilon]$, then for every $t \in [-\varepsilon \sigma\sqrt{\lambda_n}, \varepsilon \sigma\sqrt{\lambda_n}]$:

\[
\left| e^{\lambda_n(\phi(\frac{t}{\sqrt{\lambda_n}}) - \frac{\phi'(0) t}{\sqrt{\lambda_n}})} \right| = e^{\lambda_n \text{Re} \left( \phi(\frac{t}{\sigma\sqrt{\lambda_n}}) - \frac{\phi'(0) t}{\sigma\sqrt{\lambda_n}} \right)}
\leq e^{\frac{\text{Re}(\phi''(\xi))}{\sigma \sqrt{\lambda_n}^2}} \frac{t^2}{2}\leq e^{-\frac{t^2}{4}}.
\]

The integrand is therefore dominated by $e^{-\frac{t^2}{8}} |t|^{r+1}$. Hence,

\[
\mu_n(\{k\}) - \nu_n(\{k\})
= \frac{\beta}{2\pi(\sigma^2\lambda_n)^{\frac{1}{2}+1}} \left( \int_{-\infty}^{\infty} (it)^{r+1} e^{-\frac{t^2}{2}} e^{-it\frac{k-\lambda_n m}{\sigma\sqrt{\lambda_n}}} \, dt \right) + o\left( \frac{1}{(\lambda_n)^{\frac{1}{2}+1}} \right),
\]
with a remainder uniform in \( k \in \mathbb{Z} \). Last, we use the fact that
\[
\int_{-\infty}^{\infty} e^{-\frac{t^2}{2}} e^{i\alpha t} \frac{dt}{\sqrt{2\pi}} = e^{-\frac{\alpha^2}{2}},
\]
is the Fourier transform of the standard Gaussian distribution evaluated at \( \xi = -\alpha \), and by taking the \((r+1)\)-th derivative with respect to \( \alpha \), we get:
\[
\int_{-\infty}^{\infty} (it)^{r+1} e^{-\frac{t^2}{2}} e^{i\alpha t} \frac{dt}{\sqrt{2\pi}} = (-1)^{r+1} \frac{\partial^{r}}{\partial \alpha^{r+1}} \left( e^{-\frac{\alpha^2}{2}} \right),
\]
hence the claimed result. \( \square \)

The computation of the local distance amounts then to find the maximum in \( k \in \mathbb{Z} \) of the previous quantity. Recall that the \( r \)-th Hermite polynomial \( H_r(\alpha) \) is defined by
\[
G_r(\alpha) = \frac{\partial^{r}}{\partial \alpha^{r}} \left( e^{-\frac{\alpha^2}{2}} \right) = (-1)^r H_r(\alpha) e^{-\frac{\alpha^2}{2}}.
\]
The local extremas of \( G_r \) correspond to the zeros of \( H_{r+1} \), since \( G'_r(\alpha) = (-1)^r \left( H'_r(\alpha) - \alpha H_r(\alpha) \right) e^{-\frac{\alpha^2}{2}} = (-1)^{r+1} H_{r+1}(\alpha) e^{-\frac{\alpha^2}{2}} = G_{r+1}(\alpha) \). Denote \( z_{r+1} \) the smallest absolute value of a zero of \( H_{r+1} \); it is 0 when \( r \) is even, and it can be shown that in any case it corresponds to the global extrema of \( |G_r| \); see [56, Chapter 6], and Figure 3.1 for an illustration.

![Figure 3.1. The Hermite function \( G_9(\alpha) \); it attains its global extremas at the smallest zeroes of \( H_{10} \).](image-url)
Theorem 3.3. — Under the assumptions stated at the beginning of this section (general scheme of approximation with condition \((H1)\)), one has
\[
d_L(\mu_n, \nu_n) = \frac{|\beta| |G_{r+1}(z_{r+2})|}{\sqrt{2\pi} (\sigma^2 \lambda_n)^{\frac{r}{2}+1}} + o\left(\frac{1}{(\lambda_n)^{\frac{r}{2}+1}}\right).
\]

Proof. — Denote \(Z_n = \left\{ \frac{k - \lambda_n m}{\sigma \sqrt{\lambda_n}} \mid k \in \mathbb{Z} \right\}\). The previous discussion shows that
\[
d_L(\mu_n, \nu_n) = \frac{|\beta|}{\sqrt{2\pi} (\sigma^2 \lambda_n)^{\frac{r}{2}+1}} \sup_{\alpha \in Z_n} |G_{r+1}(\alpha)| + o\left(\frac{1}{(\lambda_n)^{\frac{r}{2}+1}}\right).
\]
As \(n\) goes to infinity, the set \(Z_n\) becomes dense in \(\mathbb{R}\), and since \(G_{r+1}\) is a Lipschitz function, we have in fact
\[
d_L(\mu_n, \nu_n) = \frac{|\beta| |G_{r+1}(z_{r+2})|}{\sqrt{2\pi} (\sigma^2 \lambda_n)^{\frac{r}{2}+1}} + o\left(\frac{1}{(\lambda_n)^{\frac{r}{2}+1}}\right).
\]

Remark 3.4. — The first values of \(M_r = |G_r(z_{r+1})|\) are
\[
M_0 = |G_0(0)| = 1;
M_1 = |G_1(1)| = e^{-\frac{1}{2}} = 0.60653 \ldots;
M_2 = |G_2(0)| = 1;
M_3 = |G_3(\sqrt{3 - \sqrt{6}})| = e^{-\frac{3 - \sqrt{6}}{2}} \left(3\sqrt{6} - 6\right) = 1.38012 \ldots;
M_4 = |G_4(0)| = 3.
\]
In particular, \(M_{2r} = (2r - 1)!! = \frac{(2r)!}{2^r r!}\).

3.2. The Kolmogorov distance

To evaluate the Kolmogorov distance between \(\mu_n\) and \(\nu_n\), we use the classical integral formula
\[
\mu_n([k, +\infty]) - \nu_n([k, +\infty]) = \int_{\mathbb{T}} (\psi_n(\xi) - \chi_n(\xi)) e^{\lambda_n \phi(\xi)} \frac{e^{-i k \xi}}{1 - e^{-i \xi}} \frac{d\xi}{2\pi}.
\]
Indeed, for any \(l \geq k\), one has
\[
\mu_n([k, l]) - \nu_n([k, l]) = \sum_{j=k}^{l} \int_{\mathbb{T}} (\psi_n(\xi) - \chi_n(\xi)) e^{\lambda_n \phi(\xi)} \frac{e^{-i j \xi}}{2\pi} d\xi
\]
\[
= \int_{\mathbb{T}} (\psi_n(\xi) - \chi_n(\xi)) e^{\lambda_n \phi(\xi)} \frac{e^{-i k \xi} - e^{-i(l+1)\xi}}{1 - e^{-i \xi}} \frac{d\xi}{2\pi}.
\]
Since \( \psi_n(\xi) - \chi_n(\xi) = \beta_n(i\xi)^{r+1}(1 + o(1)) \), the quotient \( \frac{\psi_n(\xi) - \chi_n(\xi)}{1 - e^{-i\xi}} \) is actually a continuous function on the torus, hence bounded. The same holds for \( e^{\lambda_n \phi(\xi)} = E[e^{i\xi Y_n}] \), where \( Y_n \) is an infinitely divisible random variable with exponent \( \lambda_n \phi \). Thus,

\[
f(\xi) = \frac{\psi_n(\xi) - \chi_n(\xi)}{1 - e^{-i\xi}} e^{\lambda_n \phi(\xi)}
\]
is a bounded continuous function, hence in \( L^1(\mathbb{T}) \), and by the Riemann–Lebesgue lemma, one concludes that

\[
\lim_{l \to +\infty} \int_{\mathbb{T}} f(\xi) e^{-i(l+1)\xi} \frac{d\xi}{2\pi} = 0.
\]

Since \( \lim_{l \to +\infty} \mu_n([k, l]) - \nu_n([k, l]) = \mu_n([k, +\infty]) - \nu_n([k, +\infty]) \), the integral formula is indeed shown. It leads to the analogue of Proposition 3.2 for probabilities of half-lines of integers \([k, +\infty] \):

**Proposition 3.5.** — The error term being uniform in \( k \in \mathbb{Z} \), one has

\[
\mu_n([k, +\infty]) - \nu_n([k, +\infty]) = \frac{(-1)^r \beta_n i^{r+1}}{\sqrt{2\pi} (\sigma^2 \lambda_n)^{\frac{r+1}{2}}} \left. \frac{\partial^r}{\partial \alpha^r} \left( e^{-\frac{\alpha^2}{\sigma^2}} \right) \right|_{\alpha = \frac{k - \lambda_n m}{\sigma \sqrt{\lambda_n}}} + o \left( \frac{1}{(\lambda_n)^{\frac{r+1}{2}}} \right).
\]

**Proof.** — One has the Taylor expansion

\[
\frac{\psi_n(\xi) - \chi_n(\xi)}{1 - e^{-i\xi}} = \frac{\beta_n(i\xi)^{r+1}}{i\xi} (1 + o_\xi(1)) = \beta_n(i\xi)^r (1 + o_\xi(1)).
\]

Combined with the aforementioned integral formula and with the same Laplace method as in Proposition 3.2, it yields

\[
\mu_n([k, +\infty]) - \nu_n([k, +\infty]) = \frac{\beta_n (1 + o(1))}{(\sigma^2 \lambda_n)^{\frac{r+1}{2}}} \int_{-\infty}^{\infty} (it)^r e^{-\frac{t^2}{2}} e^{-it \frac{k - \lambda_n m}{\sigma \sqrt{\lambda_n}}} dt.
\]

Therefore, one has the same asymptotics as in Proposition 3.2, but with \( r \) replacing \( r + 1 \).

The same argument as in Section 3.1 gives:

**Theorem 3.6.** — Under the assumptions stated at the beginning of this section (general scheme of approximation with condition (H1)), one has

\[
d_K(\mu_n, \nu_n) = \frac{|\beta| |G_r(z_{r+1})|}{\sqrt{2\pi} (\sigma^2 \lambda_n)^{\frac{r+1}{2}}} + o \left( \frac{1}{(\lambda_n)^{\frac{r+1}{2}}} \right).
\]

**Example 3.7.** — Consider the basic scheme of approximation of a mod-\( \phi \) convergent sequence of random variables \( (X_n)_{n \in \mathbb{N}} \):

\[
\hat{\nu}_n(\xi) = e^{\lambda_n \phi(\xi)}.
\]
Hence, \( \nu_n \) is the law of an infinitely divisible random variable \( Y_n \) with Lévy–Khintchine exponent \( \lambda_n \phi \). Then, if \( \hat{\mu}_n(\xi) = e^{\lambda_n \phi(\xi)} \psi_n(\xi) \) and \( \psi_n(\xi) \to \psi(\xi) \) in \( C^1(\mathbb{T}) \), the hypothesis (H1) is satisfied with \( r = 0 \) and \( \beta_n \to \beta = \psi'(0) \). Therefore, in this setting,

\[
d_L(X_n, Y_n) = \frac{|\psi'(0)|}{\sqrt{2\pi} \sigma^2 \lambda_n} + o\left(\frac{1}{\lambda_n}\right); \\
d_K(X_n, Y_n) = \frac{|\psi'(0)|}{\sqrt{2\pi} \lambda_n} + o\left(\frac{1}{\sqrt{\lambda_n}}\right).
\]

The second result should be compared with a computation in [26, Chapter 4], which ensures that

\[
d_K(X_n, Y_n) = \frac{|\psi'(0)|}{\sqrt{2\pi} \lambda_n} + o\left(\frac{1}{\sqrt{\lambda_n}}\right)
\]

if \( (X_n)_{n \in \mathbb{N}} \) is a sequence of random real numbers that converges mod-Gaussian with parameters \( \lambda_n \), and if \( (Y_n)_{n \in \mathbb{N}} \) is a sequence of random Gaussian variables with means 0 and variances \( \lambda_n \).

### 3.3. The total variation distance

Before we estimate the total variation distance between the laws \( \mu_n \) and \( \nu_n \), let us make some observations with Proposition 3.2. Assume again that one has a general scheme of approximation which satisfies the hypothesis (H1). For any fixed interval \( I = [a, b] \), one can write

\[
d_{TV}(\mu_n, \nu_n) = \sum_{k \in \mathbb{Z}} |\mu_n(\{k\}) - \nu_n(\{k\})| \\
\geq \sum_{k=\lfloor \lambda_n m + a \sigma \sqrt{\lambda_n} \rfloor}^{\lfloor \lambda_n m + b \sigma \sqrt{\lambda_n} \rfloor} |\mu_n(\{k\}) - \nu_n(\{k\})| \\
\geq \frac{|\beta_n|}{\sqrt{2\pi} (\sigma^2 \lambda_n)^{1/4}} \frac{1}{\sqrt{2\pi} (\sigma^2 \lambda_n)^{1/2}} \int_a^b \left| H_{r+1}(\alpha) e^{-\frac{\alpha^2}{2}} \right| d\alpha + o\left(\frac{(b - a)}{(\sigma^2 \lambda_n)^{1/2}}\right) \\
(RS) \geq \frac{|\beta_n|}{\sqrt{2\pi} (\sigma^2 \lambda_n)^{1/4}} \int_a^b \left| H_{r+1}(\alpha) e^{-\frac{\alpha^2}{2}} \right| d\alpha + o\left(\frac{(b - a)}{(\sigma^2 \lambda_n)^{1/2}}\right) \
\]
by identifying a Riemann sum in (RS). Since this is true for any $a$ and $b$, and since $H_{r+1}(\alpha) e^{-\frac{\alpha^2}{2}}$ is integrable, we conclude that in general, one has

$$\liminf_{n \to \infty} \left( d_{\text{TV}}(\mu_n, \nu_n) (\sigma^2 \lambda_n)^{\frac{r+1}{2}} \right) \geq |\beta| \int_{\mathbb{R}} |H_{r+1}(\alpha)| e^{-\frac{\alpha^2}{2}} \frac{d\alpha}{\sqrt{2\pi}}.$$ 

The goal of this paragraph is to show that, under a slightly stronger hypothesis than (H1), this inequality is in fact an identity, and that the liminf above is actually a limit. To this purpose, it is convenient to introduce a third sequence $(\rho_n)_{n \in \mathbb{N}}$ of signed measures, defined by their Fourier transforms

$$\hat{\rho}_n(\xi) = e^{\lambda_n \phi(\xi)} (\psi_n(\xi) - \beta_n (e^{i\xi} - 1)^{r+1}) .$$

These signed measures have their values given by:

**Lemma 3.8.** — Denote $\nu_n^{(0)}$ the infinitely divisible discrete law on $\mathbb{Z}$ with exponent $\lambda_n \phi$. The signed measure $\rho_n$ whose Fourier transform is $\hat{\rho}_n(\xi) = e^{\lambda_n \phi(\xi)} (\psi_n(\xi) - \beta_n (e^{i\xi} - 1)^{r+1})$ is given by

$$\rho_n(\{k\}) = \mu_n(\{k\}) - \beta_n \sum_{l=0}^{r+1} (-1)^{r+1-l} \binom{r+1}{l} \nu_n^{(0)}(\{k-l\}).$$

**Proof.** — One expands the Fourier transform $(\mu_n - \rho_n)(\xi)$ in powers of $e^{i\xi}$:

$$(\mu_n - \rho_n)(\xi) = \beta_n (e^{i\xi} - 1)^{r+1} \sum_{m=-\infty}^{\infty} \nu_n^{(0)}(\{m\}) e^{im\xi}$$

$$= \beta_n \sum_{l=0}^{r+1} \sum_{m=-\infty}^{\infty} (-1)^{r+1-l} \binom{r+1}{l} \nu_n^{(0)}(\{m\}) e^{i(l+m)\xi}$$

$$= \sum_{k=-\infty}^{\infty} e^{ik\xi} \left( \beta_n \sum_{l=0}^{r+1} (-1)^{r+1-l} \binom{r+1}{l} \nu_n^{(0)}(\{k-l\}) \right)$$

$$= \sum_{k=-\infty}^{\infty} e^{ik\xi} (\mu_n(\{k\}) - \rho_n(\{k\})) .$$

The result follows by identification of the Fourier coefficients. \qed
Remark 3.9. — Suppose in particular that \( \phi(\xi) = e^{i\xi} - 1 \) is the exponent of the Poisson law \( \mathcal{P}_{(1)} \). We then have

\[
\mu_n(\{k\}) - \rho_n(\{k\}) = \beta_n \sum_{l=0}^{(r+1)k} (-1)^{r+1-l} \binom{r+1}{l} \left( \frac{(\lambda_n)^{k-l} e^{-\lambda_n}}{(k-l)!} \right) \\
= \beta_n \nu_n^{(0)}(\{k\}) \sum_{l=0}^{(r+1)k} (-1)^{r+1-l} \binom{r+1}{l} \left( \frac{(\lambda_n)^{-l} k!}{(k-l)!} \right) \\
= \beta_n \nu_n^{(0)}(\{k\}) c(r+1, k, \lambda_n),
\]

where \( c(r+1, k, \lambda_n) \) is a Poisson–Charlier polynomial, see [56, Section 2.8.1].

We now assume until the end of this paragraph that all the residues \( \psi_n, \psi, \chi_n \) and \( \chi \) are in \( C^1(T) \), and that

\((H2)\)

\[
\forall n \in \mathbb{N}, \quad \psi_n'(\xi) - \chi_n'(\xi) = i(r+1) \beta_n (i\xi)^r + i(r+2) \gamma_n (i\xi)^{r+1} (1 + o_\xi(1)) \\
\quad \text{and} \quad \psi'(\xi) - \chi'(\xi) = i(r+1) \beta (i\xi)^r + i(r+2) \gamma (i\xi)^{r+1} (1 + o_\xi(1))
\]

with \( \lim_{n \to \infty} \beta_n = \beta \) and \( \lim_{n \to \infty} \gamma_n = \gamma \). As in Equation (H1), the \( o_\xi(1) \) tend to 0 as \( \xi \to 0 \), uniformly in \( n \). We denote this new condition by (H2). Since \( \psi_n(0) = \chi_n(0) = \psi(0) = \chi(0) = 1 \), it implies by integration that

\[
\forall n \in \mathbb{N}, \quad \psi_n(\xi) - \chi_n(\xi) = \beta_n (i\xi)^{r+1} + \gamma_n (i\xi)^{r+2} (1 + o_\xi(1)) \\
\quad \text{and} \quad \psi(\xi) - \chi(\xi) = \beta (i\xi)^{r+1} + \gamma (i\xi)^{r+2} (1 + o_\xi(1))
\]

so in particular (H2) is stronger than (H1). On the other hand, the hypothesis (H2) is satisfied for instance if the convergences \( \psi_n \to \psi \) and \( \chi_n \to \chi \) occur in \( C^{r+2}(T) \), and if the scheme of approximation \( (\nu_n)_n \) is the scheme of order \( r \) as defined in Example 1.11.

Lemma 3.10. — Let \( (\nu_n)_n \) be a general approximation scheme of a mod-\( \phi \) convergent sequence \( (X_n)_n \), with the new hypothesis (H2) satisfied. Then, with \( \rho_n \) defined as in Lemma 3.8,

\[
d_{TV}(\rho_n, \nu_n) = o \left( \frac{1}{(\lambda_n)^{r+1}} \right).
\]

Moreover, \( (\rho_n)_n \) is a new general approximation scheme of \( (X_n)_n \), with the hypothesis (H2) again satisfied, with the same parameter \( r \geq 0 \) and the same sequence \( (\beta_n)_n \).
Proof. — Denote $\widetilde{\psi}_n(\xi) = \psi_n(\xi) - \beta_n (e^{i\xi} - 1)^{r+1}$, so that $\widetilde{\rho}_n(\xi) = e^{\lambda_n \phi(\xi)} \widetilde{\psi}_n(\xi)$. On the one hand, one has

$$(\widetilde{\psi}_n - \chi_n)'(\xi) = (\psi_n'(\xi) - \chi_n'(\xi)) - i(r + 1) \beta_n e^{i\xi} (e^{i\xi} - 1)^r$$

$$= i(r + 2) \left( \gamma_n - \frac{\beta_n(r + 1)}{2} \right) (i\xi)^{r+1} (1 + o(1))$$

by using the Taylor expansion $(e^{i\xi} - 1)^r = (i\xi)^r + r(i\xi)^{r+1}/2 + o(\xi^{r+1})$. By the remark following the proof of Theorem 2.3, this is a sufficient condition in order to use the norm inequality of Section 2, but with parameter $r + 1$ instead of $r$. Moreover, the sequence

$$\left( \gamma_n - \frac{\beta_n(r + 1)}{2} \right)_{n \in \mathbb{N}}$$

is convergent under the hypothesis (H2), hence bounded. As a consequence, the sequence $(\widetilde{\psi}_n - \chi_n)_{n \in \mathbb{N}}$ is bounded in $C^1(\mathbb{T})$, and therefore in $\mathcal{A}$ by Proposition 2.1. For the same reason, one has a uniform bound on the parameters

$$\beta_{r+2,n}(\varepsilon) = \sup_{\xi \in [-\varepsilon,\varepsilon]} \frac{|(\widetilde{\psi}_n - \chi_n)'(\xi)|}{|\xi|^{r+1}}.$$  

According to the discussion after Theorem 2.3, we can conclude that

$$d_{TV}(\rho_n, \nu_n) = O\left( \frac{1}{(\lambda_n)^{r+1 \over 4}} \right) = o\left( \frac{1}{(\lambda_n)^{r+1 \over 4}} \right).$$

This ends the proof of the first part of the lemma, and for the second part, we can write

$$\psi_n'(\xi) - \widetilde{\psi}_n'(\xi) = i(r + 1) \beta_n e^{i\xi} (e^{i\xi} - 1)^r$$

$$= i(r + 1) \beta_n (i\xi)^r + i(r + 2) \frac{\beta_n(r + 1)}{2} (i\xi)^{r+1} (1 + o(1)),$$

hence the hypothesis (H2) is satisfied. □

The previous Lemma shows that, if under the hypothesis (H2) one wants to obtain an estimate of $d_{TV}(\mu_n, \nu_n)$ which is $O((\lambda_n)^{-r\over 4+1})$, then one can assume without loss of generality that

$$\psi_n(\xi) - \chi_n(\xi) = \beta_n (e^{i\xi} - 1)^{r+1},$$

with $\lim_{n \to \infty} \beta_n = \beta$ (in other words, $\nu_n = \rho_n$ is given exactly by the formula of Lemma 3.8). This is now of course much easier, and one obtains:
Theorem 3.11. — Consider a general scheme of approximation \((\nu_n)_{n \in \mathbb{N}}\) of a mod-\(\phi\) convergent sequence of random variables \((X_n)_{n \in \mathbb{N}}\). We also assume that the reference law \(\phi\) has a third moment, so that in the neighborhood of 0, \(\phi(\xi) = -\frac{\sigma^2 \xi^2}{2} + O(|\xi|^3)\). If the hypothesis (H2) is satisfied, then

\[
d_{TV}(\mu_n, \nu_n) = \frac{|\beta|}{\sqrt{2\pi} (\sigma^2 \lambda_n)^{r+1/2}} \left( \int_{\mathbb{R}} |G_{r+1}(\alpha)| \, d\alpha \right) + o \left( \frac{1}{(\lambda_n)^{r+1/2}} \right).
\]

Proof. — According to the previous discussion, we have to compute the asymptotics of

\[
d_{TV}(\mu_n, \nu_n) = \|\hat{\mu}_n - \hat{\nu}_n\|_{\mathcal{A}} = \| \lambda_n \phi(\xi) (e^{i\xi} - 1)^{r+1} \|_{\mathcal{A}} = \beta_n \sum_{k \in \mathbb{Z}} \left| \int_{\mathbb{T}} e^{\lambda_n \phi(\xi)} (e^{i\xi} - 1)^{r+1} e^{-ik\xi} \frac{d\xi}{2\pi} \right|.
\]

We can here follow the arguments of [34, Proposition 1], but in the general case of a discrete reference measure with Lévy exponent \(\phi\) (instead of a Poisson distribution).

Step 1. — We remove all the terms \(k\) outside the range of the central limit theorem \(Y_n - \lambda_n m \sigma \sqrt{\lambda_n} \rightarrow \mathcal{N}(0, 1)\), where \(Y_n\) follows the infinitely divisible law with exponent \(\lambda_n \phi\). We claim that the terms \(k\) outside the interval

\[
I = I\left(\lambda_n \frac{7}{4}\right) = \left[\lfloor \lambda_n m - \sigma(\lambda_n)^{1/2} \rfloor, \lfloor \lambda_n m + \sigma(\lambda_n)^{1/2} \rfloor\right]
\]

give an exponentially small contribution to the sum. Indeed, note that

\[
\sum_{k \in \mathbb{Z}} |\mu_n(\{k\}) - \nu_n(\{k\})| = \beta_n \sum_{k \in \mathbb{Z}} \sum_{l=0}^{r+1} (-1)^{r+1-l} \binom{r+1}{l} \nu_n^{(0)}(\{k-l\})
\]

\[
= \sum_{k \in \mathbb{Z}} \left| (\Delta_{-1})^{\circ(r+1)} \nu_n^{(0)}(\{k\}) \right|
\]

\[
= \sup_{f: \mathbb{Z} \rightarrow [-1, 1]} \left( \sum_{k \in \mathbb{Z}} (\Delta_{-1})^{\circ(r+1)} \nu_n^{(0)}(\{k\}) f(k) \right)
\]

\[
= \sup_{f: \mathbb{Z} \rightarrow [-1, 1]} \left( \sum_{k \in \mathbb{Z}} \nu_n^{(0)}(\{k\}) \{\Delta_1 \}^{\circ(r+1)} f(k) \right)
\]

with the notations \(\Delta_j\) of discrete derivatives introduced at the end of Section 1.4. Indeed, \(\Delta_1\) and \(\Delta_{-1}\) are adjoint operators on \(\ell^2(\mathbb{Z})\). By the central limit theorem, for every \(f : \mathbb{Z} \rightarrow [-1, 1]\), the sum over terms \(k\) outside the
interval $I$ is now bounded by

$$2^{r+1} \Pr \left[ \left| \frac{Y_n - \lambda_n m}{\sigma \sqrt{\lambda_n}} \right| \geq (\lambda_n)^{\frac{1}{7}} \right] = o \left( \frac{1}{(\lambda_n)^p} \right)$$

for every exponent $p$, so it will not contribute in the asymptotics. Therefore,

$$d_{TV}(\mu_n, \nu_n)$$

is equal to

$$\sum_{k \in I((\lambda_n)^{\frac{1}{7}})} \left| \int_{\mathbb{T}} e^{\lambda_n \phi(\xi)} (e^{i\xi} - 1)^{r+1} e^{-ik\xi} \frac{d\xi}{2\pi} \right| + o \left( \frac{1}{(\lambda_n)^{r+1}} \right).$$

**Step 2.** We now estimate the terms with $k \in I((\lambda_n)^{1/7})$ with a more careful application of the Laplace method than in Proposition 3.2. Namely, outside the interval $(-\lambda_n^{\frac{1}{7}} - \frac{1}{2}, \lambda_n^{\frac{1}{7}} - \frac{1}{2})$, one can bound $(e^{i\xi} - 1)^{r+1}$ by $|\xi|^{r+1}$ and $e^{\lambda_n \phi(\xi)}$ by $e^{-\lambda_n M \xi^2}$, whence

$$\left| \int_{(-\pi, \pi) \setminus (-\lambda_n^{\frac{1}{7}} - \frac{1}{2}, \lambda_n^{\frac{1}{7}} - \frac{1}{2})} e^{\lambda_n \phi(\xi)} (e^{i\xi} - 1)^{r+1} e^{-ik\xi} d\xi \right|$$

$$\leq \int_{(-\pi, \pi) \setminus (-\lambda_n^{\frac{1}{7}} - \frac{1}{2}, \lambda_n^{\frac{1}{7}} - \frac{1}{2})} e^{-\lambda_n M \xi^2} |\xi|^{r+1} d\xi$$

$$\leq \frac{2}{(\lambda_n)^{\frac{r+1}{2}}} \int_{\lambda_n^{\frac{1}{7}}}^{\infty} e^{-Mu^2} u^{r+1} du.$$

This upper bound is exponentially small and will not contribute to the asymptotics, even after multiplication by the number of terms of the interval $I$, which is $O((\lambda_n)^{\frac{1}{7} + \frac{1}{7}})$. On the other hand, if $k = \lambda_n m + x \sigma \sqrt{\lambda_n}$, then

$$\frac{1}{2\pi} \int_{-(\lambda_n)^{\frac{1}{7}} - \frac{1}{2}}^{(\lambda_n)^{\frac{1}{7}} - \frac{1}{2}} e^{\lambda_n \phi(\xi)} (e^{i\xi} - 1)^{r+1} e^{-ik\xi} d\xi$$

$$= \frac{1}{2\pi} \int_{-(\lambda_n)^{\frac{1}{7}} - \frac{1}{2}}^{(\lambda_n)^{\frac{1}{7}} - \frac{1}{2}} e^{-i(k - \lambda_n m)\xi - \lambda_n \frac{u^2}{2} \xi^2 (i\xi)^{r+1} \left( 1 + O((\lambda_n)^{\frac{1}{7} - \frac{1}{2}}) \right)} d\xi$$

$$= \frac{(1 + o(1))}{2\pi (\sigma^2 \lambda_n)^{\frac{1}{2} + 1}} \int_{-\sigma(\lambda_n)^{\frac{1}{2}}}^{\sigma(\lambda_n)^{\frac{1}{2}}} e^{-ixu - \frac{u^2}{2} (iu)^{r+1}} du$$

$$= \frac{(1 + o(1))}{\sqrt{2\pi} (\sigma^2 \lambda_n)^{\frac{1}{2} + 1}} (-1)^{r+1} H_{r+1}(x) e^{-\frac{x^2}{2}},$$

with $o(1)$ being uniform in $k \in I((\lambda_n)^{1/7})$. Note that we used the hypothesis of third moment of the reference law $\phi$ in order to get the multiplicative error term $1 + O((\lambda_n)^{\frac{3}{7} - \frac{1}{2}})$. 
The proof can now be completed by using the same argument of Riemann sums as in the beginning of this paragraph, and the convergence $\beta_n \to \beta$. \hfill \Box

**Remark 3.12.** — The first values of $V_r = \int_{\mathbb{R}} |G_{r+1}(\alpha)| \, d\alpha$ are:

- $V_0 = 2$;
- $V_1 = 4 \, e^{-\frac{1}{2}}$;
- $V_2 = 2 \left(1 + 4 \, e^{-\frac{3}{2}}\right)$.

**Example 3.13.** — For the basic scheme of approximation ($\chi_n = \chi = 1$), assume that the residues $\psi_n$ converge in $C^2(T)$, which implies hypothesis (H2) with $r = 0$ and $|\beta| = |\psi'(0)|$. We get the following estimate for the total variation distance between $X_n$ and an infinitely divisible random variable $Y_n$ with exponent $\lambda_n \phi$:

$$d_{TV}(X_n, Y_n) = \frac{2 |\psi'(0)|}{\sqrt{2\pi \sigma^2 \lambda_n}} + o\left(\frac{1}{\sqrt{\lambda_n}}\right).$$

Note that this is twice the asymptotic formula for the Kolmogorov distance.

### 3.4. Derived scheme of approximation with constant residue

To conclude this section, let us simplify a bit the general setting of approximation of discrete measures presented in Definition 1.10. Until now, we have worked with measures $\nu_n$ such that

$$\hat{\nu}(\xi) = e^{\lambda_n \phi(\xi)} \chi_n(\xi),$$

where the residues $\chi_n(\xi)$ converge to a residue $\chi(\xi)$, and on the other hand approximate the residues $\psi_n(\xi)$ associated to the random variables $X_n$. For instance, $\chi_n(\xi)$ can be the Laurent polynomial of degree $r$ in $e^{i\xi}$ derived from $\psi_n(\xi)$ (scheme of approximation of order $r$). In this setting, the residues $\chi_n(\xi)$ are usually very good approximations of the residues $\psi_n(\xi)$, but on the other hand they vary with $n$, which is quite a complication for explicit computations. Hence, for applications, it is simpler to work with a constant residue $\chi(\xi)$ that does not depend on $n$. This leads to the following definition:
Definition 3.14. — Let \((\nu_n)_{n \in \mathbb{N}}\) be a general scheme of approximation of a sequence of random variables \((X_n)_{n \in \mathbb{N}}\) that converges mod-\(\phi\) with parameters \(\lambda_n\). The derived scheme of approximation with constant residue is the new scheme \((\sigma_n)_{n \in \mathbb{N}}\), defined by the Fourier transforms

\[
\widehat{\sigma}_n(\xi) = e^{\lambda_n \phi(\xi)} \chi(\xi),
\]

where \(\chi(\xi) = \lim_{n \to \infty} \chi_n(\xi)\) is the limit of the residues of the law \(\nu_n\) (with the notations of Definition 1.10).

Example 3.15. — Suppose that \(\nu_n = \nu_n^{(r)}\) is the scheme of approximation of order \(r\) of \((X_n)_{n \in \mathbb{N}}\) (see Example 1.11), and that the convergence \(\psi_n \to \psi\) occurs in \(\mathcal{C}^r(\mathbb{T})\). Then, the derived scheme with constant residue \((\sigma_n)_{n \in \mathbb{N}}\) is defined by the Fourier transforms

\[
\widehat{\sigma}_n(\xi) = e^{\lambda_n \phi(\xi)} P^{(r)}(e^{i\xi}),
\]

where \(P^{(r)}(e^{i\xi})\) is the Laurent polynomial of degree \(r\) associated to the limit \(\psi\) of the mod-\(\phi\) convergence. Thus, to compute \(\sigma_n(f)\) with \(f : \mathbb{Z} \to \mathbb{C}\), one can take a random variable \(Y_n\) with law of exponent \(\lambda_n \phi\), and then calculate

\[
\mathbb{E}[(P^{(r)}(S)f)(Y_n)]
\]

where \(T = P^{(r)}(S)\) is a fixed linear operator, which is a finite linear combination of discrete difference operators. This is clearly convenient for concrete applications.

Informally, if the derived scheme with constant residue \((\sigma_n)_{n \in \mathbb{N}}\) is sufficiently close to the initial scheme \((\nu_n)_{n \in \mathbb{N}}\), then the conclusions of Theorems 3.3, 3.6 and 3.11 hold also for \((\sigma_n)_{n \in \mathbb{N}}\) (under the appropriate condition (H1) or (H2) for \((\nu_n)_{n \in \mathbb{N}}\)). Practically, this happens as soon as the size of \(\chi_n - \chi\) is negligible in comparison to negative powers of \(\lambda_n\). More precisely, we have:

Theorem 3.16. — Let \((\nu_n)_{n \in \mathbb{N}}\) be a general scheme of approximation of a sequence \((X_n)_{n \in \mathbb{N}}\) that is mod-\(\phi\) convergent. We denote \((\sigma_n)_{n \in \mathbb{N}}\) the derived scheme with constant residue.

(1) Suppose that \((\nu_n)_{n \in \mathbb{N}}\) satisfies the hypothesis (H1). If \(\|\chi_n - \chi\|_{\infty} = o\left(\frac{1}{(\lambda_n)^{\frac{3}{2} + 1}}\right)\), then 

\[
d_L(\mu_n, \sigma_n) = \frac{|\beta| |G_{r+1}(z_{r+2})|}{\sqrt{2\pi} (\sigma^2 \lambda_n)^{\frac{s}{2} + 1} + o\left(\frac{1}{(\lambda_n)^{\frac{s}{2} + 1}}\right)}.
\]
(2) Suppose that \((\nu_n)_{n \in \mathbb{N}}\) satisfies the hypothesis (H1). If \(\|\chi'_n - \chi'\|_{\infty} = o\left(\frac{1}{(\lambda_n)^{\frac{r+1}{2}}}\right)\), then
\[
d_K(\mu_n, \sigma_n) = \frac{\|\beta\| |G_r(z_{r+1})|}{\sqrt{2\pi} (\sigma^2 \lambda_n)^{\frac{r+1}{2}}} + o\left(\frac{1}{(\lambda_n)^{\frac{r+1}{2}}}\right).
\]

(3) Suppose that \((\nu_n)_{n \in \mathbb{N}}\) satisfies the hypothesis (H2). If \(\|\chi'_n - \chi'\|_{\infty} = o\left(\frac{1}{(\lambda_n)^{\frac{r+1}{2}}}\right)\), then
\[
d_{TV}(\mu_n, \sigma_n) = \frac{|\beta|}{\sqrt{2\pi} (\sigma^2 \lambda_n)^{\frac{r+1}{2}}} \left(\int_{\mathbb{R}} |G_r+1(\alpha)| \, d\alpha\right) + o\left(\frac{1}{(\lambda_n)^{\frac{r+1}{2}}}\right).
\]

Proof. — In each case, we have to bound the distance between \(\nu_n\) and the derived scheme \(\sigma_n\). For the local distance, one has
\[
d_L(\nu_n, \sigma_n) = \sup_{k \in \mathbb{Z}} \left|\int_{\mathbb{T}} (\chi_n(\xi) - \chi(\xi)) \, e^{\lambda_n \phi(\xi)} \frac{e^{-ik\xi}}{2\pi} \, d\xi\right|
\leq \|\chi_n - \chi\|_{\infty} = o\left(\frac{1}{(\lambda_n)^{\frac{r+1}{2}}}\right),
\]
hence the estimate on \(d_L(\mu_n, \sigma_n)\). For the Kolmogorov distance, notice that
\[
\frac{|\chi_n(\xi) - \chi(\xi)|}{1 - e^{-ik\xi}} \leq \|\chi_n' - \chi'\|_{\infty} \frac{|\xi|}{1 - e^{-ik\xi}} \leq \pi \|\chi'_n - \chi'\|_{\infty}
\]
for any \(\xi \in (-\pi, \pi)\). Therefore,
\[
d_K(\nu_n, \sigma_n) = \sup_{k \in \mathbb{Z}} \left|\int_{\mathbb{T}} \frac{\chi_n(\xi) - \chi(\xi)}{1 - e^{-ik\xi}} \, e^{\lambda_n \phi(\xi)} \frac{e^{-ik\xi}}{2\pi} \, d\xi\right|
\leq \pi \|\chi'_n - \chi'\|_{\infty} = o\left(\frac{1}{(\lambda_n)^{\frac{r+1}{2}}}\right),
\]
hence the estimate on \(d_K(\mu_n, \sigma_n)\). Last, for the total variation distance, we use Proposition 2.1:
\[
d_{TV}(\nu_n, \sigma_n) = \left\|\left(\chi_n - \chi\right)(\xi) \, e^{\lambda_n \phi(\xi)}\right\|_{\mathcal{F}}
\leq \|\chi_n - \chi\|_{\infty} + C_H \left\|\left(|\chi_n' - \chi'|_{\infty} + \lambda_n \phi'(\xi) (\chi_n - \chi)(\xi)) e^{\lambda_n \phi(\xi)}\right\|_{\mathcal{L}^2}
\leq \pi \|\chi'_n - \chi'\|_{\infty} + C_H \left\|\chi'_n - \chi'\|_{\infty} + \lambda_n \|\phi'\|_{\infty} \|\chi_n - \chi\|_{\infty} \|e^{\lambda_n \phi(\xi)}\|_{\mathcal{L}^2}
\leq \|\chi'_n - \chi'\|_{\infty} \left(\pi + C_H (1 + \pi \lambda_n \|\phi'\|_{\infty}) \|e^{\lambda_n \phi(\xi)}\|_{\mathcal{L}^2}\right).
\]
Since $|e^{\phi(\xi)}| \leq e^{-M\xi^2}$, we have the estimate $\|e^{\lambda_n \phi(\xi)}\|_{L^2} = O\left(\frac{1}{(\lambda_n)^{1/4}}\right)$, so in the end
\[ d_{TV}(\nu_n, \sigma_n) = O\left(\|\chi'_n - \chi'_\|_{\infty} (\lambda_n)^{\frac{1}{2}}\right) = o\left(\frac{1}{(\lambda_n)^{1/2}}\right), \]
whence the estimate on $d_{TV}(\mu_n, \sigma_n)$. 

\section{4. One-dimensional applications}

In this section, we apply our main Theorems 3.3, 3.6 and 3.11 to various one-dimensional examples, most of them coming from number theory or combinatorics. In each case, we compute the exact asymptotics of the distances for the basic approximation scheme, and for some better approximation schemes, which are derived from the approximation schemes of order $r \geq 1$.

\subsection{4.1. Poisson approximation of a sum of independent Bernoulli variables}

As in Example 1.5, we consider a sum $X_n = \sum_{j=1}^{n} B(p_j)$ of independent Bernoulli random variables, with $\sum_{j=1}^{\infty} p_j = +\infty$ and $\sum_{j=1}^{\infty} (p_j)^2 < +\infty$. The corresponding Fourier transforms are:
\[ \hat{\mu}_n(\xi) = e^{\lambda_n (e^{i\xi} - 1)} \psi_n(\xi) \text{ with } \psi_n(\xi) = \prod_{j=1}^{n} (1 + p_j (e^{i\xi} - 1)) e^{-p_j (e^{i\xi} - 1)}. \]

It is convenient to have an exact formula for the expansion in Laurent series of the deconvolution residues $\psi_n$. Denote
\[ p_{1,n} = 0 \text{ and } p_{k \geq 2,n} = \sum_{j=1}^{n} (p_j)^k. \]
One has
\[ \psi_n(\xi) = \left(\prod_{j=1}^{n} (1 + p_j (e^{i\xi} - 1))\right) e^{-\sum_{j=1}^{n} p_j (e^{i\xi} - 1)} \]
\[ = \exp \left(\sum_{j=1}^{n} \log(1 + p_j (e^{i\xi} - 1)) - p_j (e^{i\xi} - 1)\right) \]
\begin{align*}
&= \exp \left( \sum_{j=1}^{n} \sum_{k=2}^{\infty} \frac{(-1)^{k-1}}{k} \left( p_j (e^{i\xi} - 1)^k \right) \right) \\
&= \exp \left( \sum_{k=1}^{\infty} \frac{(-1)^{k-1}}{k} p_{k,n} (e^{i\xi} - 1)^k \right).
\end{align*}

Denote \( \mathfrak{P} \) the set of integer partitions, that is to say finite non-increasing sequences of positive integers

\[ L = (L_1 \geq L_2 \geq \cdots \geq L_r > 0). \]

If \( L \) is an integer partition, we denote \( |L| = \sum_{i=1}^{r} L_i \); \( \ell(L) = r \); \( m_k(L) \) the number of parts of \( L \) of size \( k \); and \( z_L = \prod_{k \geq 1} k^{m_k(L)} \), which is the size of the centralizer of a permutation of cycle-type \( L \) in the symmetric group \( S_{|L|} \). The previous power series in \( e^{i\xi} - 1 \) expands then as

\[ \psi_n(\xi) = \sum_{L \in \mathfrak{P}} \frac{(-1)^{|L| - \ell(L)}}{z_L} p_{L,n} (e^{i\xi} - 1)^{|L|}, \]

where \( p_{L,n} = \prod_{i=1}^{\ell(L)} p_{L_i,n} \). Since \( p_{n,1} = 0 \), the sum actually runs over integer partitions without part equal to 1. In particular, one has

\[ \psi_n(\xi) = 1 - \frac{p_{2,n}}{2} (e^{i\xi} - 1)^2 + \frac{p_{3,n}}{3} (e^{i\xi} - 1)^3 + o(|\xi|^3). \]

Consider then the basic approximation scheme \( (\nu_n^{(0)})_{n \in \mathbb{N}} \) of the sequence of random variables \( (X_n)_{n \in \mathbb{N}} \), which is mod-Poisson convergent with parameters \( \lambda_n = \sum_{j=1}^{n} p_j \) and limit \( \psi(\xi) = \prod_{j=1}^{\infty} (1 + p_j (e^{i\xi} - 1)) e^{-p_j (e^{i\xi} - 1)} \). It satisfies the hypothesis (H1) with \( r = 1 \) and

\[ \beta_n = -\frac{1}{2} p_{2,n} \; ; \quad \beta = -\frac{1}{2} p_2 = -\frac{1}{2} \sum_{j=1}^{\infty} (p_j)^2. \]

By Theorems 3.3 and 3.6, if \( (Y_n)_{n \in \mathbb{N}} \) is a sequence of Poisson random variables with parameters \( \lambda_n \), then

\[ d_L(X_n, Y_n) = \frac{p_2}{2\sqrt{2\pi} (\lambda_n)^{\frac{3}{2}}} + o\left( \frac{1}{(\lambda_n)^{\frac{3}{2}}} \right); \]

\[ d_K(X_n, Y_n) = \frac{p_2}{2\sqrt{2\pi} e \lambda_n} + o\left( \frac{1}{\lambda_n} \right). \]

The sequence of infinitely divisible laws \( (\nu_n^{(0)})_{n \in \mathbb{N}} \) also satisfies the hypothesis (H2), since the expansion of \( \psi_n(\xi) \) given before is exact and can be derived term by term. So, one can apply Theorem 3.11, and

\[ d_{TV}(X_n, Y_n) = \frac{2 p_2}{\sqrt{2\pi} e \lambda_n} + o\left( \frac{1}{\lambda_n} \right). \]
This last estimate should be compared with the unconditional bound
\[
d_{TV}(X_n, Y_n) \leq 2 \frac{p_{2,n}}{\lambda_n} = 2 \frac{\sum_{j=1}^{n} (p_j)^2}{\sum_{j=1}^{n} p_j}
\]
stemming from the Chen–Stein method. On the other hand, we recover the asymptotic formula for \(d_{TV}(X_n, Y_n)\) established by Deheuvels and Pfeifer in [22], using only tools from harmonic analysis (instead of the semi-group method developed in loc. cit.).

We now look at a higher order approximation scheme, namely, the approximation scheme \((\nu_n^{(2)})_{n \in \mathbb{N}}\) of order \(r = 2\). It is defined by the Fourier transforms
\[
\hat{\nu}_n^{(2)}(\xi) = e^{\lambda_n (e^{i\xi} - 1)} \left( 1 - \frac{p_{2,n}}{2} (e^{i\xi} - 1)^2 \right).
\]
Again, the hypotheses (H1) and (H2) are satisfied, this time with \(r = 2\) and
\[
\beta_n = \frac{1}{3} p_{3,n} ; \quad \beta = \frac{1}{3} p_3 = \frac{1}{3} \sum_{j=1}^{\infty} (p_j)^3.
\]
So, applying the main theorems of Section 3, we obtain
\[
dl(X_n, \nu_n^{(2)}) = \frac{(\sqrt{6} - 2) p_3}{\sqrt{2\pi e^{3 - \sqrt{6}}} (\lambda_n)^2} + o\left( \frac{1}{(\lambda_n)^2} \right);
\]
\[
dk(X_n, \nu_n^{(2)}) = \frac{p_3}{3 \sqrt{2\pi} (\lambda_n)^{\frac{3}{2}}} + o\left( \frac{1}{(\lambda_n)^{\frac{3}{2}}} \right);
\]
\[
d_{TV}(X_n, \nu_n^{(2)}) = \frac{2(1 + 4e^{-\frac{3}{2}}) p_3}{3 \sqrt{2\pi} (\lambda_n)^{\frac{3}{2}}} + o\left( \frac{1}{(\lambda_n)^{\frac{3}{2}}} \right).
\]
Thus, \((\nu_n^{(2)})_{n \in \mathbb{N}}\) is asymptotically a better approximation scheme than the simple Poisson approximation \((\nu_n^{(0)})_{n \in \mathbb{N}}\). Moreover, if
\[
\sum_{j=n+1}^{+\infty} (p_j)^2 = o\left( (\lambda_n)^{-\frac{3}{4}} \right) = o\left( \left( \sum_{j=1}^{n} p_j \right)^{-\frac{3}{4}} \right),
\]
then all the results of Theorem 3.16 apply, and in the previous estimates one can replace \(\nu_n^{(2)}\) by \(\sigma_n^{(2)}\), defined by the Fourier transform
\[
\hat{\sigma}_n^{(2)}(\xi) = e^{\lambda_n (e^{i\xi} - 1)} \left( 1 - \frac{\sum_{j=1}^{\infty} (p_j)^2}{2} (e^{i\xi} - 1)^2 \right).
\]
with fixed residue.
Remark 4.1. — Performing the same computations as in Lemma 3.8, one can give an exact formula for \( \nu_n^{(2)}(\{k\}) \):

\[
\nu_n^{(2)}(\{k\}) = e^{-\lambda_n} \frac{(\lambda_n)^k}{k!} \left( 1 + \beta \left( 1 - \frac{2k}{\lambda_n} + \frac{k(k-1)}{(\lambda_n)^2} \right) \right),
\]

here with \( \beta = -\frac{p_{2,n}}{2} \). At first sight this might look like an important deformation of the Poisson measure with parameter \( \lambda_n \), but note that in the range \( k = \lambda_n (1 + o(1)) \) where the Poisson law \( \nu_n^{(0)} = \mathcal{P}(\lambda_n) \) has its mass concentrated, one has

\[
1 - \frac{2k}{\lambda_n} + \frac{k(k-1)}{(\lambda_n)^2} = 1 - 2(1 + o(1)) + (1 + o(1)) = o(1).
\]

More generally, assume that the remainder of the series \( \sum_{j=n+1}^{+\infty} (p_j)^2 \) is asymptotically smaller than any negative power of \( \lambda_n \). If

\[
\widehat{\sigma_n^{(r)}}(\xi) = e^{\lambda_n (e^{i\xi} - 1)} \left( \sum_{k=0}^{r} \mathcal{e}_k (e^{i\xi} - 1)^k \right),
\]

with

\[
\mathcal{e}_k = \sum_{L \text{ partition of size } k \text{ without part of size 1}} \frac{(-1)^{|L| - \ell(L)}}{z_L} p_L; \quad p_{k \geq 2} = \sum_{j=1}^{\infty} (p_j)^k,
\]

then the sequence of signed measures \( (\sigma_n^{(r)})_{n \in \mathbb{N}} \) forms a scheme of approximation of \( (X_n)_{n \in \mathbb{N}} \), with

\[
d_L(X_n, \sigma_n^{(r)}) = \left| \frac{\mathcal{e}_{r+1} G_{r+1}(z_{r+2})}{\sqrt{2\pi} (\lambda_n)^{r+1} \lambda_n} \right| + o \left( \frac{1}{(\lambda_n)^{r+1}} \right);
\]

\[
d_K(X_n, \sigma_n^{(r)}) = \left| \frac{\mathcal{e}_{r+1} G_r(z_{r+1})}{\sqrt{2\pi} (\lambda_n)^{r+1}} \right| + o \left( \frac{1}{(\lambda_n)^{r+1}} \right);
\]

\[
d_{TV}(X_n, \sigma_n^{(r)}) = \int_{\mathbb{R}} \left| \frac{\mathcal{e}_{r+1} G_{r+1}(\alpha)}{\sqrt{2\pi} (\lambda_n)^{r+1}} \right| d\alpha + o \left( \frac{1}{(\lambda_n)^{r+1}} \right).
\]

Thus, one can in this setting approximate the law of \( X_n \) up to any order (negative power of \( \lambda_n \)).

4.2. Poisson approximation schemes and formal alphabets

The description of the approximation schemes and of the asymptotic estimates for the distances by means of the parameters \( p_k \) and \( \mathcal{e}_k \) is actually possible for many other examples of discrete random variables. Thus, the
combinatorics of approximation schemes can be encoded in the **algebra of symmetric functions** \( \text{Sym} \). From an algebraic point of view, the language of \( \lambda \)-rings and **formal alphabets** make this description even more striking. Denote \( \text{Sym} \) the algebra of symmetric functions, that is to say symmetric polynomials in an infinity of variables \( \{ x_1, x_2, x_3, \ldots \} \); we refer to [43, Chapter 1] or [44, Chapter 2] for the whole discussion of this paragraph. The algebra \( \text{Sym} \) admits for algebraic basis over \( \mathbb{C} \) the power sums

\[
p_{k \geq 1} = \sum_{i} (x_i)^k
\]

and the elementary functions

\[
e_{k \geq 1} = \sum_{i_1 < i_2 < \cdots < i_k} x_{i_1} x_{i_2} \cdots x_{i_k};
\]

thus, \( \text{Sym} = \mathbb{C}[p_1, p_2, \ldots] = \mathbb{C}[e_1, e_2, \ldots] \). The two bases are related by the identity of formal series

\[
1 = \left( \prod_i (1 - t x_i) \right) \exp \left( \sum_i \log \frac{1}{1 - t x_i} \right) = \left( 1 + \sum_{k=1}^{\infty} e_k t^k \right) \exp \left( \sum_{k=1}^{\infty} p_k t^k \right),
\]

which leads to the formula

\[
e_k = \sum_{L \in \mathfrak{P}_k} \frac{(-1)^{|L| - \ell(L)}}{z_L} p_L
\]

where \( \mathfrak{P}_k \) is the set of integer partitions of size \( k \), and \( p_L = \prod_{i=1}^{\ell(L)} p_{L_i} \). This is a particular case of the Frobenius–Schur formula for Schur functions [44, Theorem 2.32].

A formal alphabet, or specialisation is a morphism of algebras \( \psi : \text{Sym} \to \mathbb{C} \). In particular, if \( A = \{ a_1, a_2, \ldots \} \) is a set of complex numbers with \( \sum_i |a_i| < +\infty \), then the map

\[
p_k \mapsto p_k(A) = \sum_i (a_i)^k
\]

can be extended to a morphism of algebras \( \text{Sym} \to \mathbb{C} \), hence a specialisation of \( \text{Sym} \) (in this case one can speak of a “true” alphabet for \( A \)). Beware that some specialisations are not of this form: indeed, a formal alphabet can send the power sums \( p_k \) to an arbitrary set of values in \( \mathbb{C} \). Still, we can agree to use the notation \( f \mapsto f(A) \) for any specialisation \( f \mapsto \psi(f) \) of the algebra \( \text{Sym} \). In particular, suppose that \( A = \{ a_1, a_2, \ldots \} \) is a set of
complex numbers, but this time with $\sum_i |a_i| = +\infty$ and $\sum_i |a_i|^2 < +\infty$. We then denote $f \mapsto f(A)$ the specialisation

$$p_1(A) = 0; \quad p_{k \geq 2}(A) = \sum_i (a_i)^k.$$ 

This definition extends indeed to a unique morphism of algebras $\text{Sym} \to \mathbb{C}$, although there is a priori no underlying “true” alphabet. Given two formal alphabets $A$ and $B$, one can define new formal alphabets $\varepsilon(A)$ and $A + B$, as follows:

$$p_k(\varepsilon(A)) = (-1)^{k-1} p_k(A); \quad p_k(A + B) = p_k(A) + p_k(B).$$

As before, these definitions extend uniquely to new morphisms of algebras $\text{Sym} \to \mathbb{C}$. If $A$ and $B$ were true alphabets, then $A + B$ is the true alphabet which is the disjoint union of $A$ and $B$. On the other hand, $\varepsilon$ is related to a certain involution of the Hopf algebra of symmetric functions.

Let us now relate the theory of symmetric functions to the approximation schemes of discrete distributions. Consider a sequence of random integer-valued variables $(X_n)_{n \in \mathbb{N}}$, whose Fourier transforms write as:

$$\mathbb{E}[e^{i\xi X_n}] = e^{\lambda_n (e^{i\xi} - 1)} \exp\left(\sum_{k=2}^{\infty} \frac{c_{k,n}}{k!} (e^{i\xi} - 1)^k\right).$$

The coefficients $\lambda_n = c_{1,n}$ and $c_{k \geq 2,n}$ are called the factorial cumulants of $X_n$, and the Poisson random variables are characterized by the vanishing of their factorial cumulants of order $k \geq 2$ (see [21, Section 5.2]). We associate to these coefficients the following specialisation of $\text{Sym}$:

$$p_1(A_n) = 0; \quad p_{k \geq 2}(A_n) = \frac{(-1)^{k-1} c_{k,n}}{(k-1)!}.$$ 

Then, the deconvolution residue $\psi_n(\xi) = \mathbb{E}[e^{i\xi X_n}] e^{-\lambda_n (e^{i\xi} - 1)}$ admits the expansion:

$$\psi_n(\xi) = \sum_{k=0}^{\infty} c_k(A_n) (e^{i\xi} - 1)^k,$$

with $c_0(A_n) = 1$ and $c_1(A_n) = 0$. The approximation scheme of order $r \geq 1$ is given by the residue

$$\chi_n^{(r)}(\xi) = \sum_{k=0}^{r} c_k(A_n) (e^{i\xi} - 1)^k.$$
The reason why this formalism is convenient is that, for all the examples that we shall look at in this section, the limiting residue
\[ \psi(\xi) = \sum_{k=0}^{\infty} \epsilon_k(A) (e^{i\xi} - 1)^k, \]
corresponds to a formal alphabet \( A \) which is explicit and which expresses in terms of “natural” parameters of the random model. These formal alphabets are given by Table 4.1.

**Table 4.1. Formal alphabets associated to the mod-Poisson convergent sequences.**

| \( X_n \) | formal alphabet \( A \) |
|---|---|
| sum of independent Bernoulli variables with parameters \( p_j \) (Section 4.1) | \( \{p_1, p_2, p_3 \ldots \} \) |
| number of cycles of a random uniform permutation (Section 4.3) | \( \mathbb{N}^* - 1 \) |
| number of cycles of a random Ewens permutation with parameter \( \theta \) (Section 4.3) | \( \Theta \) |
| number of connected components of a uniform random map (Section 4.4) | \( (2\mathbb{N} + 1)^{-1} \) |
| number of distinct irreducible factors of a random monic polynomial (Section 4.4) | \( \mathbb{N}^* - 1 + (q^{\deg J})^{-1} \) |
| number of irreducible factors of a random monic polynomial (Section 4.4) | \( \mathbb{N}^* - 1 + \varepsilon((q^{\deg J} - 1)^{-1}) \) |
| number of distinct prime divisors of a random integer (Section 4.5) | \( \mathbb{N}^* - 1 + \mathbb{P}^{-1} \) |

In this table we denote \( A^{-1} = \{ \frac{1}{a}, a \in A \} \) if \( A \) is a true alphabet, and
\[ \Theta = \left\{ 1, \frac{\theta}{\theta + 1}, \frac{\theta}{\theta + 2}, \ldots \right\}; \]
\[ q^{\deg J} = \{ q^{\deg P}, P \in J \}; \]
\[ (q^{\deg J} - 1) = \{ q^{\deg P} - 1, P \in J \}, \]
where \( J \) is the set of irreducible polynomials over the finite field \( \mathbb{F}_q \). Therefore, the asymptotic behavior of a sequence \( (X_n)_{n \in \mathbb{N}} \) in Table 4.1 is entirely encoded in:

- a sequence of parameters \( (\lambda_n)_{n \in \mathbb{N}} \),
- and a formal alphabet \( A \) which in some sense captures the geometric and arithmetic properties of the model.
In particular, the reader should notice the appearance of two contributions to the formal alphabet as soon as one studies the problem of factorization of a random element in a factorial ring.

4.3. Number of disjoint cycles of a random permutation

In this section, we study the number $\ell_n$ of disjoint cycles of a random permutation $\sigma_n \in S_n$. If the permutation $\sigma_n$ is chosen according to the uniform probability measure (Example 1.6), then the discussion of Section 4.1 applies, with the parameters $p_j$ taken equal to $\frac{1}{j}$, and

$$\lambda_n = \sum_{j=1}^{n} \frac{1}{j} = H_n \simeq \log n;$$

$$\sum_{j=n+1}^{+\infty} (p_j)^2 \simeq \frac{1}{n} = o\left(\frac{1}{(\lambda_n)^r}\right) \text{ for every } r \geq 0.$$

Therefore, if one looks for instance at the derived scheme with constant residue from the approximation scheme of order $r = 2$:

$$\hat{\sigma}_n^{(2)}(\xi) = e^{H_n(e^{i\xi} - 1)} \left(1 - \frac{\pi^2}{12} (e^{i\xi} - 1)^2\right)$$

then

$$d_L(\ell_n, \sigma_n^{(2)}) = \frac{(\sqrt{6} - 2) \zeta(3)}{\sqrt{2\pi e^{3-\sqrt{6}} (\log n)^2}} + o\left(\frac{1}{(\log n)^2}\right),$$

and one has similar estimates for the Kolmogorov distance and for the total variation distance.

One can extend this result to more general models of random permutations, namely, random permutations $\sigma_n \in S_n$ under the so-called generalized weighted measures

$$P_{\Theta, n}[\sigma_n] = \frac{1}{n! h_n(\Theta)} \prod_{k=1}^{n} (\theta_k)^{m_k(\sigma_n)},$$

where $\Theta = (\theta_k)_{k \geq 1}$ is a sequence of non-negative parameters, $m_k(\sigma)$ is the number of cycles of length $k$ in $\sigma \in S_n$, and $h_n(\Theta)$ is the normalization constant so that each $P_{\Theta, n}$ is a probability measure on $S_n$. If $\Theta = (\theta, \theta, \ldots)$ is a constant sequence, then one recovers the Ewens measures of parameter $\theta$:

$$P_n[\sigma_n] = \frac{\theta^{\ell(\sigma_n)}}{\theta(\theta + 1) \cdots (\theta + n - 1)}.$$
The generalized weighted measures have been studied previously in [10, 11, 12, 24, 46], and they are related to the quantum Bose gas of statistical mechanics. Denote as before \( \ell_n = \ell(\sigma_n) = \sum_{k=1}^{n} m_k(\sigma_n) \) the number of disjoint cycles of a random permutation under the measure \( P_{\Theta,n} \). We also introduce the generating series of the parameter \( \Theta \):

\[
g_\Theta(z) = \sum_{k=1}^{\infty} \frac{\theta_k}{k} z^k.
\]

Note that \( \exp(g_\Theta(z)) = \sum_{n=0}^{\infty} h_n(\Theta) z^n \) is the generating series of the partition functions of the models.

If \( \Theta \) is the constant sequence equal to \( \theta \), then \( g_\Theta(z) = \theta \log(\frac{1}{1-z}) \). On the other hand, in this setting, one can represent \( \ell_n \) as a sum of independent Bernoulli variables (Feller coupling):

\[
\ell_n = \sum_{j=1}^{n} B\left(\frac{\theta}{\theta + j - 1}\right).
\]

We can then use the discussion of Section 4.1, and the mod-Poisson convergence of \( (\ell_n)_{n \in \mathbb{N}} \) with parameters \( \lambda_n = \sum_{j=1}^{n} \frac{\theta}{\theta + j - 1} \simeq \theta \log n \) and limiting residue

\[
\psi(\xi) = \prod_{j=1}^{\infty} \left( 1 + \frac{\theta}{\theta + j - 1} (e^{i\xi} - 1) \right) e^{-\frac{\theta}{\theta + j - 1} (e^{i\xi} - 1)} = e^{\gamma \theta (e^{i\xi} - 1)} \frac{\Gamma(\theta)}{\Gamma(\theta e^{i\xi})}.
\]

The last formula relies on the infinite product representation

\[
\frac{1}{\Gamma(z+1)} = e^{\gamma z} \prod_{k=1}^{\infty} \left( 1 + \frac{z}{k} \right) e^{-\frac{k}{z}}.
\]

More generally, the article [46] shows that if one has a good understanding of the analytic properties of the generating series \( g_\Theta(z) \), then one can establish the mod-Poisson convergence of \( (\ell_n)_{n \in \mathbb{N}} \), with a limiting residue \( \psi(\xi) \) similar to the previous expressions. Thus:

**Theorem 4.2** ([46, Lemma 4.1]). — Assume that \( g_\Theta(z) \) is holomorphic on a domain

\[
\Delta_\theta(r, R, \phi) = \{ z \in \mathbb{C}, \ |z| < R, \ z \neq r, \ |\arg(z-r)| > \phi \}
\]

with \( 0 < r < R \) and \( \phi \in (0, \frac{\pi}{2}) \), see Figure 4.1.

Suppose moreover that the singularity of \( g_\Theta \) at \( z = r \) is logarithmic:

\[
g_\Theta(z) = \theta \log \left( \frac{1}{1 - \frac{z}{r}} \right) + K + O(\|z-r\|).
\]

Then, one has the asymptotics

\[
E_{\Theta,n}[e^{z\ell_n}] = e^{(\theta \log n + K)(e^{z} - 1) \left( \frac{\Gamma(\theta)}{\Gamma(\theta e^{z})} + O\left( \frac{1}{n} \right) \right)}.
\]
with a uniform remainder on compact subsets of $\mathbb{C}$. Hence, $(\ell_n)_{n \in \mathbb{N}}$ converges mod-Poisson with parameters $\lambda_n = \theta \log n + K$ and limit

$$\psi(\xi) = \frac{\Gamma(\theta)}{\Gamma(\theta e^{i\xi})}.$$ 

Moreover, the convergence of residues $\psi_n \to \psi$ happens in every space $C^r$, with a norm $\|\psi_n - \psi\|_{C^r}$ which is each time $O\left(\frac{1}{n}\right)$.

Note that the last part of the theorem (convergence in every space $C^r$) is an immediate consequence of the estimate of $E_{\Theta,n}[e^{\xi \ell_n}]$, and of the analyticity of all terms in

$$E_{\Theta,n}[e^{\xi \ell_n} e^{-\left(\theta \log n + K\right)(e^{i\xi} - 1)}] = \psi_n(\xi).$$

On the other hand, in the case of the Ewens measure, one has $K = 0$ and $r = 1$, and in the case of the uniform measure, one has moreover $\theta = 1$.

Because of the infinite product representation of $\frac{\Gamma(\theta)}{\Gamma(\theta e^{i\xi})}$, one can restate Theorem 4.2 as follows. If one looks at a generalized weighted measure with a generating series $g_{\Theta}(z)$ that satisfies the hypotheses of Theorem 4.2, then

$$E[e^{i\xi \ell_n}] = e^{(\theta (\log n + \gamma) + K)(e^{i\xi} - 1)} \left( \prod_{j=1}^{\infty} \left( 1 + \frac{\theta(e^{i\xi} - 1)}{\theta + j - 1} \right) e^{-\frac{\theta(e^{i\xi} - 1)}{\theta + j - 1}} + O\left(\frac{1}{n}\right) \right).$$

Therefore, in this setting, one can deal with the asymptotics of $(\ell_n)_{n \in \mathbb{N}}$ in the same way as in Section 4.1, but with parameters $\lambda_n = \theta H_n + K$, and

$$(\Theta) \quad p_1(\Theta) = 0; \quad p_{k \geq 2}(\Theta) = \sum_{j=1}^{\infty} \left( \frac{\theta}{\theta + j - 1} \right)^k.$$
Thus, one has the following:

**Theorem 4.3.** — We consider a generalized weighted measure $P_{\Theta,n}$, with a generating series $g_{\Theta}(z)$ which satisfies the hypotheses of Theorem 4.2. For any $r \geq 1$, we introduce the scheme of approximation $(\sigma_{n}^{(r)})_{n \in \mathbb{N}}$, defined by the Fourier transforms

$$
\hat{\sigma}_{n}^{(r)}(\xi) = e^{(\theta H_{n} + K)(e^{i\xi} - 1)} \left( \sum_{k=0}^{r} \varepsilon_{k}(\Theta) (e^{i\xi} - 1)^{k} \right),
$$

where $\Theta$ is the specialisation of $\text{Sym}$ specified by Equation $(\Theta)$. Note that the residue is equal to $1$ for $r = 1$ (basic scheme of approximation). One has the asymptotics:

$$
\begin{align*}
\mathcal{d}_{L}(\ell_{n}, \sigma_{n}^{(r)}) &= \frac{|e_{r+1}(\Theta) G_{r+1}(z_{r+2})|}{\sqrt{2\pi} (\theta \log n)^{r+1}} + o\left( \frac{1}{(\log n)^{r+1}} \right); \\
\mathcal{d}_{K}(\ell_{n}, \sigma_{n}^{(r)}) &= \frac{|e_{r+1}(\Theta) G_{r}(z_{r+1})|}{\sqrt{2\pi} (\theta \log n)^{r+1}} + o\left( \frac{1}{(\log n)^{r+1}} \right); \\
\mathcal{d}_{TV}(\ell_{n}, \sigma_{n}^{(r)}) &= \frac{\int_{\mathbb{R}} |e_{r+1}(\Theta) G_{r+1}(\alpha)| d\alpha}{\sqrt{2\pi} (\theta \log n)^{r+1}} + o\left( \frac{1}{(\log n)^{r+1}} \right).
\end{align*}
$$

**4.4. Mod-Poisson convergence and algebraico-logarithmic singularities**

The discussion of Section 4.3 can be extended to any statistic of a random combinatorial object, whose double generating series admits a certain form of singularity. Suppose given a combinatorial class, that is to say a sequence $C = (C_{n})_{n \in \mathbb{N}}$ of finite sets. We write $\text{card} C_{n} = |C_{n}|$. In this paragraph, we shall in particular study the following two examples, cf. [32, Section 5, Example 2] and [30, p. 449 and p. 671]:

1. $\mathcal{F}_{n} = \mathcal{F}([1, n], [1, n])$ is the set of maps from the finite set $[1, n]$ to itself. It has cardinality $n^{n}$.
2. $\mathcal{P}_{n} = (\mathbb{F}_{q}[t])_{n}$ is the set of monic polynomials of degree $n$ with coefficients in the finite field $\mathbb{F}_{q}$, where $q = p^{e}$ is some prime power. It has cardinality $q^{n}$.

This is mainly to fix the ideas, and the techniques hereafter can be applied to many other examples from the aforementioned sources. We consider a statistic $X : \bigsqcup_{n \in \mathbb{N}} C_{n} \to \mathbb{N}$, and we denote by $X_{n}$ the random variable
obtained by evaluating $X$ on an element of $C_n$ chosen uniformly at random. We introduce the bivariate generating function

$$F(z, w) = \sum_{n=0}^{\infty} \frac{z^n}{n!} \sum_{c \in C_n} w^{X(c)} = \sum_{n=0}^{\infty} \frac{z^n (\text{card } C_n)}{n!} \mathbb{E}[w^{X_n}]$$

or

$$F(z, w) = \sum_{n=0}^{\infty} z^n \sum_{c \in C_n} w^{X(c)} = \sum_{n=0}^{\infty} z^n (\text{card } C_n) \mathbb{E}[w^{X_n}].$$

Suppose that for any $w$, $F(z, w)$ is a complex analytic function on a domain $\Delta_0(r(w), R(w), \phi)$, and admits an algebraico-logarithmic singularity at $z = r(w)$, that writes as

$$F(z, w) = K(w) \left( \frac{1}{1 - \frac{z}{r(w)}} \right)^{\alpha(w)} \left( \log \frac{1}{1 - \frac{z}{r(w)}} \right)^{\beta(w)} (1 + o(1)).$$

Then, the coefficient $c_n(w)$ of $z^n$ in $F(z, w)$ has for asymptotics:

$$c_n(w) = \frac{K(w)}{\Gamma(\alpha(w))} (r(w))^{-n} n^{\alpha(w) - 1} (\log n)^{\beta(w)} \left( 1 + O\left( \frac{1}{\log n} \right) \right),$$

see [29]. Moreover, the $O\left( \frac{1}{\log n} \right)$ is actually a $O\left( \frac{1}{n} \right)$ if $\beta(w) = 0$, or if $\alpha(w) = 0$ and $\beta(w) = 1$; cf. [33]. If $w$ stays in a sufficiently small compact subset of $C$, then one can take a uniform constant in the $O(\cdot)$, which leads to an asymptotic formula for the expectations $\mathbb{E}[w^{X_n}]$:}

$$\mathbb{E}[w^{X_n}] = \frac{c_n(w)}{c_n(1)}$$

$$= \frac{K(w)}{K(1)} \frac{\Gamma(\alpha(1))}{\Gamma(\alpha(w))} \left( \frac{r(1)}{r(w)} \right)^n n^{\alpha(w) - \alpha(1)} (\log n)^{\beta(w) - \beta(1)} \left( 1 + O\left( \frac{1}{\log n} \right) \right),$$

again with a smaller remainder $O\left( \frac{1}{n} \right)$ if $\beta(w) = 0$ for all $w$. In this paragraph, we shall concentrate on this particular case; the case $\beta(w) \neq 0$ is more commonly observed in probabilistic number theory, see our next paragraph 4.5.

**Example 4.4.** — If $f \in \mathfrak{F}_n = \mathcal{F}([1, n], [1, n])$, the functional graph corresponding to $f$ is the directed graph $G(f)$ with vertex set $[1, n]$, and with edges $(k, f(k))$, $k \in [1, n]$. Since $f$ is a map, $G(f)$ is a disjoint union of cycles on which trees are grafted, see [28] and Figure 4.2. We denote $X(f)$ the number of connected components of the functional graph $G(f)$. This generalizes the notion of cycle of a permutation. If $\mathfrak{S} = (\mathfrak{S}_n)_{n \in \mathbb{N}}$ is the combinatorial class of unordered rooted labeled trees, recall that its generating function $T(z) = \sum_{n=1}^{\infty} \frac{z^n}{n!} |\mathfrak{S}_n|$ is the solution of $T(z) = z e^{T(z)}$, because a
rooted tree is constructed recursively by taking a node and connecting to it a set of trees (also, Cayley’s theorem gives \( \text{card } \mathfrak{T}_n = n^{n-1} \)).

\[
\begin{array}{c}
\text{2} \\
\downarrow \\
\text{8} \leftarrow \text{6}
\end{array}
\quad
\begin{array}{c}
\text{3} \longrightarrow \text{4} \\
\text{1} \longleftarrow \text{7}
\end{array}
\quad
\text{5}
\]

**Figure 4.2.** The functional graph associated to the function \( f : [1, 8] \rightarrow [1, 8] \) with word 38471814, here with one connected component.

The class \( \mathcal{C} = (\mathfrak{c}_n)_{n \in \mathbb{N}} \) of cycles on such trees has generating series

\[
C(z) = \sum_{n=0}^{\infty} \frac{z^n}{n!} |\mathfrak{c}_n| = \sum_{n=0}^{\infty} \sum_{k_1 + \cdots + k_r = n} \frac{|\mathfrak{c}_{k_1}| |\mathfrak{c}_{k_2}| \cdots |\mathfrak{c}_{k_r}|}{r!} \left( \frac{n}{k_1, \ldots, k_r} \right) z^n
\]

\[
= \sum_{r=1}^{\infty} \frac{1}{r} \sum_{k_1, \ldots, k_r \geq 1} \frac{|\mathfrak{c}_{k_1}| \cdots |\mathfrak{c}_{k_r}|}{(k_1)! \cdots (k_r)!} z^{k_1 + \cdots + k_r}
\]

\[
= \sum_{r=1}^{\infty} \frac{(T(z))^r}{r} = \log \left( \frac{1}{1 - T(z)} \right).
\]

On the second line of this computation, the multinomial coefficient comes from the choice of the distribution of the integers of \([1, n]\) into the \( r \) different trees, and the factor \( \frac{1}{r} \) comes from the fact that \( r \) distinct cyclic permutations of the choices yield the same cycle of trees. Finally, a functional graph is a set of cycles of trees, so,

\[
F(z) = \sum_{n=0}^{\infty} \frac{z^n}{n!} |\mathfrak{f}_n| = \exp(C(z)) = \frac{1}{1 - T(z)}.
\]
Moreover, counting connected components of functional graphs amounts to count a factor $w$ for each cycle, hence,

$$F(z, w) = \sum_{n=0}^{\infty} \frac{z^n}{n!} \sum_{f \in F_n} w^{X(f)} = \exp(wC(z)) = \left(\frac{1}{1-T(z)}\right)^w.$$  

The generating series of rooted trees is classically known to have radius of convergence $\frac{1}{e}$, and a square-root type singularity at $z = \frac{1}{e}$, see [28, Formula (11)]:

$$T(z) = 1 - \sqrt{2(1-ez)} + O(1-ez).$$  

Therefore,

$$F(z, w) = 2 - w \left(\frac{1}{1-ez}\right)^{\frac{w}{2}} (1+o(1)),$$

and the previous discussion applies with $K(w) = 2^{-\frac{w}{2}}$, $\alpha(w) = \frac{w}{2}$ and $\beta(w) = 0$. Consequently,

$$E[w^{X_n}] = e^{\frac{1}{2} \log \frac{w}{2} (w-1)} \frac{\Gamma(\frac{1}{2})}{\Gamma(\frac{w}{2})} \left(1 + O\left(\frac{1}{n}\right)\right),$$

with a remainder that is uniform if $w$ remains on the unit circle. We shall next interpret this result as a mod-Poisson convergence, and deduce from it the construction of approximation schemes.

Example 4.5. — If $P \in \mathfrak{P}_n = (\mathbb{F}_q[t])_n$, then it writes uniquely as a product of monic irreducible polynomials, each of these monic irreducible polynomials appearing with a certain multiplicity. In terms of generating series, introducing the combinatorial class $\mathfrak{J} = (\mathfrak{J}_n)_{n \in \mathbb{N}}$ of monic irreducibles, this can be rewritten as:

$$P(z) = \sum_{P \in \mathfrak{P}} z^{\deg P} = \prod_{P \in \mathfrak{J}} (1 + z^{\deg P} + z^{2 \deg P} + \cdots) = \prod_{P \in \mathfrak{J}} \frac{1}{1 - z^{\deg P}}$$

$$= \exp \left( \sum_{P \in \mathfrak{J}} \log \left( \frac{1}{1 - z^{\deg P}} \right) \right) = \exp \left( \sum_{k=1}^{\infty} \sum_{P \in \mathfrak{J}} \frac{z^{k \deg P}}{k} \right)$$

$$= \exp \left( \sum_{k=1}^{\infty} \frac{I(z^k)}{k} \right),$$

where $P(z) = \sum_{n \geq 0} |\mathfrak{P}_n| z^n$ and $I(z) = \sum_{n \geq 1} |\mathfrak{J}_n| z^n$. Similarly, if $Y(P)$ and $Z(P)$ are respectively the number of distinct irreducible factors and
the number of irreducible factors counted with multiplicity for \( P \), then

\[
P_Y(z, w) = \sum_{P \in \mathcal{P}} w^{|P|} z^{|P|} = \prod_{P \in \mathcal{P}} \frac{1 + (w - 1) z^{|P|}}{1 - z^{|P|}}
\]

\[
= \exp \left( \sum_{k=1}^{\infty} \sum_{P \in \mathcal{P}} \frac{z^{k |P|}}{k} - \left( (w - 1) z^{\deg P} \right)^k \right)
\]

\[
= \exp \left( \sum_{k=1}^{\infty} I(z^k) (1 - (1 - w)^k) \right)
\]

and

\[
P_Z(z, w) = \sum_{P \in \mathcal{P}} w^{|P|} z^{|P|} = \prod_{P \in \mathcal{P}} \frac{1}{1 - w z^{|P|}}
\]

\[
= \exp \left( \sum_{k=1}^{\infty} \sum_{P \in \mathcal{P}} \frac{w^k z^{k |P|}}{k} \right) = \exp \left( \sum_{k=1}^{\infty} \frac{w^k I(z^k)}{k} \right).
\]

Note that \( P(z) \) is simply equal to \( \sum_{n=0}^{\infty} q^n z^n = \frac{1}{1-qz} \). On the other hand, the number \( |\mathcal{J}_n| \) of irreducible monic polynomials of degree \( n \) is given by Gauss’ formula

\[
|\mathcal{J}_n| = \frac{1}{n} \sum_{d|n} \mu \left( \frac{n}{d} \right) q^d
\]

as can be seen by gathering the elements of \( \mathbb{F}_q^n \) according to their irreducible polynomials over \( \mathbb{F}_q \) (here, \( \mu \) is the arithmetic Möbius function). Consequently,

\[
I(z) = \sum_{n \geq 1} |\mathcal{J}_n| z^n = \sum_{k \geq 1} \sum_{d \geq 1} \mu(k) \frac{q^d z^{dk}}{dk} = \sum_{k \geq 1} \frac{\mu(k)}{k} \log \left( \frac{1}{1-qz^k} \right).
\]

We split \( I(z) \) into two parts: the first term \( k = 1 \) and the remainder

\[
R(z) = \sum_{k \geq 2} \frac{\mu(k)}{k} \log \left( \frac{1}{1-qz^k} \right).
\]

The remainder \( R(z) \) is an analytic function in \( z \) on the open disk of radius \( q^{-1/2} \), whereas the first term \( \log \left( \frac{1}{1-qz} \right) \) is analytic on the smaller open disk.
of radius $q^{-1}$. It follows that

$$P_Y(z, w) = \left(\frac{1}{1 - qz}\right)^w \exp\left(wR(q^{-1}) + \sum_{k \geq 2} I(q^{-k}) \frac{(1 - (1 - w)^k)}{k} + o(1)\right)$$

$$P_Z(z, w) = \left(\frac{1}{1 - qz}\right)^w \exp\left(wR(q^{-1}) + \sum_{k \geq 2} I(q^{-k}) \frac{w^k}{k} + o(1)\right)$$

in the neighborhood of the singularity $z = q^{-1}$. These algebraic singularities with exponents $\alpha(w) = w$ and $\beta(w) = 0$ lead to the asymptotic formulas

$$E[w^{Y_n}] = \frac{e^{(\log n + R(q^{-1}))(w-1)}}{\Gamma(w)} \exp\left(\sum_{k \geq 2} \frac{(-1)^{k-1}}{k} I(q^{-k}) (w - 1)^k + O\left(\frac{1}{n}\right)\right)$$

$$E[w^{Z_n}] = \frac{e^{(\log n + R(q^{-1}))(w-1)}}{\Gamma(w)} \exp\left(\sum_{k \geq 2} \frac{I(q^{-k})}{k} (w^k - 1) + O\left(\frac{1}{n}\right)\right).$$

Thus, if a statistic $X$ of a random combinatorial object has a double generating series that admits an algebraico-logarithmic singularity, then in many cases one can deduce from it the mod-Poisson convergence of $(X_n)_{n \in \mathbb{N}}$. We restate hereafter the previous computations in this framework. We note $\varphi(D)$ the Euler function (number of integers in $[1, D]$ that are coprime with $D$), which satisfies the identity $\varphi(D) = \sum_{m|D} \mu(m) \frac{D}{m}$; and

$$S(z) = \sum_{k \geq 2} \frac{\varphi(k)}{k} \log\left(\frac{1}{1 - qz^k}\right),$$

which is analytic on the open disk of radius $q^{-1/2}$.

**Theorem 4.6.** — Let $X_n$ be the number of components of a random map in $\mathcal{F}([1, n], [1, n])$, and $Y_n$ and $Z_n$ be the numbers of irreducible factors of a random monic polynomial in $(\mathbb{F}_q[t])_{n \in \mathbb{N}}$, counted respectively without and with multiplicity. The sequences of random variables $(X_n)_{n \in \mathbb{N}}$, $(Y_n)_{n \in \mathbb{N}}$ and $(Z_n)_{n \in \mathbb{N}}$ converge mod-Poisson with parameters

$$\lambda^X_n = \frac{1}{2} (\log 2n + \gamma);$$

$$\lambda^Y_n = \log n + R(q^{-1}) + \gamma;$$

$$\lambda^Z_n = \log n + S(q^{-1}) + \gamma.$$
and limiting functions $\psi^{X/Y/Z}(\xi) = \sum_{k=0}^{\infty} e_k(X/Y/Z) (e^{i\xi} - 1)^k$, where the parameters $e_k(X)$, $e_k(Y)$ and $e_k(Z)$ correspond to the specialisations of $\text{Sym}$:

$$p_{k \geq 2}(X) = \sum_{n \geq 1} \frac{1}{(2n-1)^k} ; 
\quad p_1(X) = 0 ;$$

$$p_{k \geq 2}(Y) = \zeta(k) + I(q^{-k}) ; 
\quad p_1(Y) = 0 ;$$

$$p_{k \geq 2}(Z) = \zeta(k) + (-1)^{k-1} \sum_{n \geq 1} \frac{|\mathcal{J}_n|}{(q^n - 1)^k} ; 
\quad p_1(Z) = 0 .$$

Moreover, in each case, one has $\psi_n(\xi) - \psi(\xi) = O\left(\frac{1}{n}\right)$ uniformly on the cycle.

Proof. — Each time we set $w = e^{i\xi}$ in the previous calculations, and we also rewrite the residue so that it does not involve a power of $w - 1$ equal to 1.

(1) Number of connected components of a random map. One can write the infinite products

$$\frac{\Gamma\left(\frac{1}{2}\right)}{\Gamma\left(\frac{w}{2}\right)} = e^{\frac{\gamma}{2}} (w-1) \prod_{n=1}^{\infty} \left(1 + \frac{w - 1}{2n - 1}\right) e^{-\frac{w-1}{2n}}$$

$$= e^{\frac{\gamma}{2}} (w-1) \prod_{n=1}^{\infty} \left(1 + \frac{w - 1}{2n - 1}\right) e^{-\frac{w-1}{2n}}$$

$$= e^{\left(\frac{\gamma}{2} + \log 2\right) (w-1)} \prod_{n=1}^{\infty} \left(1 + \frac{w - 1}{2n - 1}\right) e^{-\frac{w-1}{2n-1}}$$

by using the identity $\sum_{n=1}^{\infty} \frac{1}{2n-1} - \frac{1}{2n} = \log 2$. In the last infinite product, one recognizes the same form as in Section 4.1, with parameters $p_j = \frac{1}{2j-1}$.

(2) Number of distinct irreducible factors of a random monic polynomial. One rewrites the asymptotic formula for $E[w^{Y_n}]$:

$$e^{(\log n + R(q^{-1}) + \gamma)(w-1)} \left( \prod_{n=1}^{\infty} \left(1 + \frac{w - 1}{n}\right) e^{-\frac{w-1}{n}} \right)$$

$$\times \left( \prod_{k \geq 2} \frac{(-1)^{k-1} I(q^{-k})}{k} (w - 1)^k \right)$$

$$= e^{(\log n + R(q^{-1}) + \gamma)(w-1)} \left( \prod_{k \geq 2} \frac{(-1)^{k-1} (w - 1)^k}{k} \left( \sum_{n=1}^{\infty} \frac{1}{n^k} + I(q^{-k}) \right) \right) .$$
Again we recognize the formula
\[
\exp \left( \sum_{k=1}^{\infty} \frac{(-1)^k - 1}{k} p_k \right) = \sum_{k=0}^{\infty} c_k (w - 1)^k.
\]

(3) Number of irreducible factors of a random monic polynomial, counted with multiplicity. The factor $\Gamma(w)^{-1}$ is dealt with exactly as in the previous case. Therefore, we only have to deal with the term $\exp(\sum_{k \geq 2} \frac{I(q^{-k})}{k} (w^k - 1))$. However,
\[
\sum_{k \geq 2} \frac{I(q^{-k})}{k} (w^k - 1)
= \sum_{k \geq 2} \sum_{l=1}^{k} \frac{I(q^{-k})}{k} \binom{k}{l} (w - 1)^l
= \left( \sum_{k \geq 2} I(q^{-k}) \right) (w - 1) + \sum_{l=2}^{\infty} \left( \sum_{k \geq l} \binom{k}{l} \frac{I(q^{-k})}{k} \right) (w - 1)^l.
\]

The coefficient of $(w - 1)$ can be rewritten as follows:
\[
\sum_{k \geq 2} I(q^{-k}) = \sum_{k \geq 2} \sum_{m \geq 1} \frac{\mu(m)}{m} \log \left( \frac{1}{1 - q^{1-km}} \right)
= \sum_{D=km \geq 2} \log \left( \frac{1}{1 - q^{1-D}} \right) \sum_{m \mid D} \frac{\mu(m)}{m}
= \sum_{D \geq 2} \frac{\varphi(D) - \mu(D)}{D} \log \left( \frac{1}{1 - q^{1-D}} \right) = S(q^{-1}) - R(q^{-1}).
\]

On the other hand, if $l \geq 2$, then the coefficient of $(w - 1)^l$ rewrites as
\[
\sum_{k \geq l} \binom{k}{l} \frac{I(q^{-k})}{k}
= \frac{1}{l} \sum_{k \geq l} \sum_{m \geq 1} \frac{\mu(m)}{m} \binom{k-1}{l-1} \log \left( \frac{1}{1 - q^{1-km}} \right)
= \frac{1}{l} \sum_{m,n \geq 1} \frac{\mu(m)}{nm} q^n \sum_{k \geq l} \binom{k-1}{l-1} q^{-k(mn)}
= \frac{1}{l} \sum_{D \geq 1} \frac{|J_D|}{(q^D - 1)^l}
\]
by setting \( D = nm \) on the last line. We conclude that the Fourier transform \( \mathbb{E}[w^Z_n] \) has asymptotics
\[
e^{(\log n + S(q^{-1}) + \gamma)(w-1)} \times \exp \left( \sum_{l=2}^{\infty} \left( -1 \right)^{l-1} \zeta(l) + \sum_{D \geq 1} \frac{|J_D|}{(q^D - 1)^l} \right) \left( \frac{w - 1}{l} \right),
\]
and the term of degree 1 in \( (w - 1) \) is separated from the other terms. □

From Theorem 4.6, one can easily construct approximation schemes of the sequences \( (X_n)_{n \in \mathbb{N}}, (Y_n)_{n \in \mathbb{N}} \) and \( (Z_n)_{n \in \mathbb{N}} \), which yield distances that are arbitrary large negative powers of \( \log n \). For instance, suppose that one wants to approximate the law of \( Y_n \) by a signed measure \( \nu_n \), such that \( d_{TV}(\mu_n, \nu_n) = O(\frac{1}{(\log n)^r}) \). By Theorem 3.11, we can take the derived scheme of the approximation scheme of order \( r = 3 \), that is to say the sequence of measures \( (\sigma_n)_{n \in \mathbb{N}} \) with Fourier transforms
\[
\hat{\sigma}_n(\xi) = e^{(\log n + R(q^{-1}) + \gamma)(e^{i\xi} - 1)} \times \left( 1 - \frac{\zeta(2)}{2} (e^{i\xi} - 1)^2 + \frac{\zeta(3)}{3} (e^{i\xi} - 1)^3 \right).
\]
One has in this situation
\[
d_{TV}(X_n, \sigma_n) \approx \frac{1}{(\log n)^2} \left( \frac{(\zeta(2) + I(q^{-2}))^2}{8} + \frac{\zeta(4) + I(q^{-4})}{4} \right) \left( \int_{\mathbb{R}} |G_4(\alpha)| \frac{d\alpha}{\sqrt{2\pi}} \right).
\]

Remark 4.7. — A central limit theorem for the random variables \( Y_n \) has been proved by Rhoades in [51]. Our results immediately yield the speed of convergence of this analogue on function fields of the Erdős–Kac central limit theorem.

### 4.5. Number of distinct prime divisors of a random integer

As pointed out in the introduction, number theory provides another area where the phenomenon of mod-Poisson convergence is prominent; see in particular the discussion of [26, Section 7.2]. Consider as in Example 1.7 the number \( \omega(N_n) \) of distinct prime divisors of a random integer chosen
uniformly in $[1, n]$. This quantity satisfies the celebrated Erdős–Kac central limit theorem:

$$\frac{\omega(N_n) - \log \log n}{\sqrt{\log \log n}} \rightarrow \mathcal{N}(0, 1),$$

where $\mathcal{N}(0, 1)$ denotes a standard one-dimensional Gaussian distribution of mean 0 and variance 1 (cf. [25]). This Gaussian approximation actually comes from a more precise Poissonian approximation, which can be stated in the framework of mod-Poisson convergence:

**Theorem 4.8 (Rényi–Turán).** — Locally uniformly in $z \in \mathbb{C}$,

$$\mathbb{E}[e^{z \omega(N_n)}] = e^{(\log \log n + \gamma)(e^z - 1)}$$

$$\times \left( \prod_{n \in \mathbb{N}} \left( 1 + \frac{e^z - 1}{n} \right)^{-1} \prod_{p \in \mathbb{P}} \left( 1 + \frac{e^z - 1}{p} \right) e^{-\frac{e^z - 1}{p}} + O\left( \frac{1}{\log n} \right) \right).$$

This formula first appeared in [50], and it can be obtained by an application of the Selberg–Delange method, see [57, Chapter II.5]. It is actually stronger than the prime number theorem, as it requires a larger zero-free region of the Riemann zeta function than the line $\text{Re}(s) = 1$. The problem of the rate of convergence in the Erdős–Kac central limit theorem was already studied by Harper in [31] for the Kolmogorov distance to the Gaussian approximation; and by Barbour, Kowalski and Nikeghbali in [7] for the three distances to the Poissonian (or signed measure) approximation.

Note that the residue

$$\psi(\xi) = \prod_{n \in \mathbb{N}^*} \left( 1 + \frac{e^{i\xi} - 1}{n} \right) e^{-\frac{e^{i\xi} - 1}{n}} \prod_{p \in \mathbb{P}} \left( 1 + \frac{e^{i\xi} - 1}{p} \right) e^{-\frac{e^{i\xi} - 1}{p}}$$

can be rewritten as

$$\exp \left( \sum_{k \geq 2} (-1)^{k-1} \frac{p_k (N^{* - 1} + |\mathbb{P} - 1|)}{k} (e^{i\xi} - 1)^k \right),$$

where $p_k (N^{* - 1} + |\mathbb{P} - 1|) = \sum_{n=1}^{\infty} \frac{1}{n^k} + \sum_{p \in \mathbb{P}} \frac{1}{p^k}$. Therefore:

**Theorem 4.9.** — For any $r \geq 1$, we introduce the scheme of approximation $(\sigma^{(r)}_n)_{n \in \mathbb{N}}$, defined by the Fourier transforms

$$\widehat{\sigma^{(r)}_n}(\xi) = e^{(\log \log n + \gamma)(e^{i\xi} - 1)} \left( \sum_{k=0}^{r} \eta_k (N^{* - 1} + |\mathbb{P} - 1|) (e^{i\xi} - 1)^k \right),$$
where the parameters $c_k(N^*-1 + \mathbb{P}^{-1})$ correspond to the specialisation of Sym:

$$p_1(N^*-1 + \mathbb{P}^{-1}) = 0; \quad p_{k\geq 2}(N^*-1 + \mathbb{P}^{-1}) = \zeta(k) + \sum_{p \in \mathbb{P}} \frac{1}{p^k}.$$ 

With $\log_2 n := \log \log n$, one has the asymptotic formulas:

$$d_L(\omega(N_n), \sigma_n^{(r)}) = \frac{|e^{r+1}(N^*-1 + \mathbb{P}^{-1}) G_{r+1}(z_r+1)|}{\sqrt{2\pi (\log_2 n)^{r+1}}} + o\left(\frac{1}{(\log_2 n)^{r+1}}\right);$$

$$d_K(\omega(N_n), \sigma_n^{(r)}) = \frac{|e^{r+1}(N^*-1 + \mathbb{P}^{-1}) G_{r}(z_r+1)|}{\sqrt{2\pi (\log_2 n)^{r+1}}} + o\left(\frac{1}{(\log_2 n)^{r+1}}\right);$$

$$d_{TV}(\omega(N_n), \sigma_n^{(r)}) = \int_{\mathbb{R}} \frac{|e^{r+1}(N^*-1 + \mathbb{P}^{-1}) G_{r+1}(\alpha)|}{\sqrt{2\pi (\log_2 n)^{r+1}}} d\alpha + o\left(\frac{1}{(\log_2 n)^{r+1}}\right).$$

This theorem allows one to quantify how much better the Poisson approximation is in comparison to the Gaussian approximation (Erdős–Kac theorem). Indeed, since the case $r = 1$ of Theorem 4.9 is the basic scheme of approximation of $\omega(N_n)$ by a Poisson random variable $Y_n$ of parameter $\lambda_n = \log_2 n + \gamma$, one has:

$$d_K\left(\omega(N_n) - \log_2 n - \gamma, \mathcal{P}_{(\log_2 n+\gamma)} - \log_2 n - \gamma / \sqrt{\log_2 n + \gamma}\right) = d_K(\omega(N_n), \mathcal{P}_{(\log_2 n+\gamma)}) = O\left(\frac{1}{(\log_2 n)^{r+1}}\right).$$

On the other hand, the classical Berry–Esseen estimate for sums of identically distributed random variables ensures that

$$d_K\left(\mathcal{P}_{(\log_2 n+\gamma)} - \log_2 n - \gamma / \sqrt{\log_2 n + \gamma}, \mathcal{N}_\mathbb{R}(0, 1)\right) = O\left(\frac{1}{\sqrt{\log_2 n}}\right).$$

Thus, in terms of Kolmogorov distance, the Poisson approximation of the sequence $(\omega(N_n))_{n \in \mathbb{N}}$ is at distance $O\left(\frac{1}{\log_2 n}\right)$, whereas the Gaussian approximation is at distance $O\left(\frac{1}{\sqrt{\log_2 n}}\right)$. Similar remarks can be made for the statistics of random combinatorial objects previously studied.

5. The multi-dimensional case

In this last section, we extend the theoretical results of Sections 2 and 3 to the multi-dimensional case, that is to say that we are going to approximate
the laws of random variables with values in $\mathbb{Z}^{d \geq 2}$. Thus, we consider a sequence of random variables $(X_n)_{n \in \mathbb{N}}$ in $\mathbb{Z}^d$ that converges mod-$\phi$ with parameters $\lambda_n$, where $\phi$ is an infinitely divisible distribution with minimal lattice $\mathbb{Z}^d$:

$$
\mu_n(\xi) = \mathbb{E}\left[e^{i \sum_{i=1}^d \xi_i X_{n,i}}\right] = e^{\lambda_n \phi(\xi)} \psi_n(\xi_1, \ldots, \xi_d),
$$

with $\lim_{n \to \infty} \psi_n = \psi$ uniformly on the torus. In all the examples that we shall look at, the law with exponent $\phi$ enjoys the factorization property:

$$
\phi(\xi) = \phi(\xi_1, \ldots, \xi_d) = \sum_{i=1}^d \phi_i(\xi_i),
$$

where the $\phi_j$’s are infinitely divisible laws on $\mathbb{Z}$. In other words, if $Y$ is a reference random variable with law on $\mathbb{Z}^d$ with Lévy–Khintchine exponent $\phi$, then its coordinates are independent random variables on the lattice $\mathbb{Z}$. This assumption will also simplify a bit our calculations; more general distributions $\phi$ could be treated with the same techniques but more cumbersome computations. Note that the factorization property for the reference distribution $\phi$ does not mean at all that the $X_n$’s will have independent coordinates. Hence, though we shall see independence of coordinates by looking at the first order asymptotics of $X_n$ (captured by the infinitely divisible law $\phi$), the higher order asymptotics will shed light on the non-independence of the coordinates (this being captured by the limiting residue $\psi(\xi)$, which does not factorize in general).

As in Section 3, we consider a general approximation scheme $(\nu_n)_{n \in \mathbb{N}}$ of $(X_n)_{n \in \mathbb{N}}$ with Fourier transforms

$$
\widehat{\nu}_n(\xi) = e^{\lambda_n \phi(\xi)} \chi_n(\xi_1, \ldots, \xi_d),
$$

and $\lim_{n \to \infty} \chi_n = \chi$. The goal will be to compute the asymptotics of

$$
d_L(\mu_n, \nu_n) = \sup_{k \in \mathbb{Z}^d} |\mu_n(\{k\}) - \nu_n(\{k\})|;
$$

$$
d_{TV}(\mu_n, \nu_n) = \sum_{k \in \mathbb{Z}^d} |\mu_n(\{k\}) - \nu_n(\{k\})|.
$$

Note that in dimension $d \geq 2$, there is no interesting analogue of the Kolmogorov distance for discrete measures. In Section 5.1, we study the multi-dimensional Wiener algebra $\mathcal{A}(\mathbb{T}^d)$, and we establish an estimate of norms that is similar to our Theorem 2.3 (see Theorem 5.3). In Section 5.2, we deduce from this theorem the multi-dimensional analogue of the results of Section 3. Finally, in Section 5.3 and Section 5.4, we study two examples which generalize the ones of Section 4, and stem respectively from the
combinatorics of coloured permutations, and from arithmetic progressions in number theory.

Let us fix some standard notation relative to the multi-dimensional setting. The coordinates of a parameter \( \xi \in \mathbb{T}^d = (\mathbb{R}/2\pi\mathbb{Z})^d \) (respectively, \( k \in \mathbb{Z}^d \)) will be denoted \( (\xi_1, \ldots, \xi_d) \) (resp., \( (k_1, \ldots, k_d) \)). If \( \alpha \in \mathbb{N}^d \) is a multi-index, we denote \(|\alpha| = \sum_{i=1}^d \alpha_i\) and

\[
\partial^\alpha f = \frac{\partial^{|\alpha|} f(\xi_1, \ldots, \xi_d)}{\partial \xi_1^{\alpha_1} \cdots \partial \xi_d^{\alpha_d}}.
\]

In the same setting, if \( n = |\alpha| \), then the multinomial coefficient \( \binom{n}{\alpha} \) is \( \frac{n!}{\alpha_1! \cdots \alpha_d!} \). On the other hand, if \( \alpha \) and \( \beta \) are two \( d \)-tuples, we write

\[
\langle \alpha | \beta \rangle = \sum_{i=1}^d \alpha_i \beta_i.
\]

We also write \( \alpha \leq \beta \) if \( \alpha_i \leq \beta_i \) for all \( i \in [1, d] \).

### 5.1. The multi-dimensional Wiener algebra

**Definition 5.1.** — The multi-dimensional Wiener algebra \( \mathcal{A} = \mathcal{A}(\mathbb{T}^d) \) is the algebra of continuous functions on the \( d \)-torus whose Fourier series converges absolutely. It is a Banach algebra for the norm

\[
\|f\|_{\mathcal{A}} := \sum_{n \in \mathbb{Z}^d} |c_n(f)|,
\]

where \( c_n(f) \) denotes the Fourier coefficient

\[
c_n(f) = \int_{\theta_1=0}^{2\pi} \cdots \int_{\theta_d=0}^{2\pi} f(e^{i\theta_1}, \ldots, e^{i\theta_d}) e^{-i \sum_{i=1}^d n_i \theta_i} \frac{d\theta}{(2\pi)^d},
\]

where \( n = (n_1, \ldots, n_d) \).

As in the case \( d = 1 \), if \( \mu \) is a (signed) measure on \( \mathbb{Z}^d \), then its total variation norm is equal to \( \|\mu\|_{TV} = \|\hat{\mu}\|_{\mathcal{A}} \). On the other hand, one has the analogue of Proposition 2.1:

**Proposition 5.2.** — There is a constant \( C_{H,d} \) such that, for any \( f \in \mathcal{A}(\mathbb{T}^d) \),

\[
\|f\|_{\mathcal{A}} \leq C_{H,d} \sup_{|\alpha| \leq K_d} \|\partial^\alpha f\|_{L^2},
\]
where $K = K_d = \lfloor \frac{d}{2} \rfloor + 1$, and $L^2 = L^2(\mathbb{T}^d)$ is the space of square-integrable functions on the torus, endowed with the norm

$$\|f\|_{L^2} = \sqrt{\int_{\theta_1=0}^{2\pi} \cdots \int_{\theta_d=0}^{2\pi} |f(e^{i\theta_1}, \ldots, e^{i\theta_d})|^2 \frac{d\theta}{(2\pi)^d}}.$$ 

**Proof.** Note that $K_d \geq \frac{d+1}{2}$ for any $d \geq 1$. We use again the Cauchy–Schwarz inequality and the Parseval identity:

$$\|f\|_{\mathcal{A}} = \sum_{n \in \mathbb{Z}^d} |c_n(f)| = \sum_{n \in \mathbb{Z}^d} \left(1 + \sum_{i=1}^{d} (n_i)^2\right)^{K_d} |c_n(f)|$$

$$\leq \sqrt{\sum_{n \in \mathbb{Z}^d} \left(1 + \sum_{i=1}^{d} (n_i)^2\right)^{\frac{d+1}{2}}} \sqrt{\sum_{n \in \mathbb{Z}^d} \left(1 + \sum_{i=1}^{d} (n_i)^2\right)^{K_d} |c_n(f)|^2}$$

$$\leq \sqrt{\sum_{n \in \mathbb{Z}^d} \left(1 + \sum_{i=1}^{d} (n_i)^2\right)^{\frac{d+1}{2}} \sum_{\alpha_0 + \cdots + \alpha_d = K_d} \left(1 + \sum_{i=1}^{d} (n_i)^2\right)^{\frac{d+1}{2}} |\partial^{(\alpha_1, \ldots, \alpha_d)} f|^2}$$

$$\leq \sqrt{(d+1)K_d \sum_{n \in \mathbb{Z}^d} \left(1 + \sum_{i=1}^{d} (n_i)^2\right)^{\frac{d+1}{2}} \sup_{|\alpha| \leq K_d} \|\partial^\alpha f\|_{L^2}}.$$ 

hence the result since the series $(C_{H,d})^2$ under the square root sign is finite. □

This inequality leads to the analogue of Theorem 2.3 in a multi-dimensional setting. We consider two measures $\mu$ and $\nu$ on $\mathbb{Z}^d$ with Fourier transforms

$$\hat{\mu}(\xi) = e^{\lambda \phi(\xi)} \psi(\xi);$$

$$\hat{\nu}(\xi) = e^{\lambda \phi(\xi)} \chi(\xi)$$

where $\phi(\xi) = \sum_{i=1}^{d} \phi_i(\xi_i)$. We assume $\phi$ to have moments at least up to order $K_d$, and denote

$$\phi_i(\xi_i) = i m_i \xi_i - \frac{\sigma_i^2 \xi_i^2}{2} + o(\xi_i^2)$$

the Taylor expansion around 0 of each law on $\mathbb{Z}$ with Lévy exponent $\phi_i$. We fix an integer $r \geq \lfloor \frac{d}{2} \rfloor$ such that
1. the residues \( \psi \) and \( \chi \) are \( (r+1) \) times continuously differentiable on \( \mathbb{T}^d \);
2. their Taylor expansions at 0 coincide up to order \( r \):

\[
\forall |\alpha| \leq r, \ (\partial^{\alpha} (\psi - \chi))(0) = 0.
\]

A parameter \( \varepsilon \in (0,1) \) being fixed, we also introduce the non-negative quantities

\[
\beta_{r+1}(\varepsilon) = \sup_{|\alpha|=r+1} \sup_{\xi \in [-\varepsilon,\varepsilon]^d} |\partial^{\alpha} (\psi - \chi)(\varepsilon)|;
\]

\[
\gamma(\varepsilon) = \sup_{i \in [1,d]} \sup_{\theta \in [-\varepsilon,\varepsilon]} |\phi''_i(\theta) + \sigma^2_i|;
\]

\[
M = - \sup_{i \in [1,d]} \sup_{\theta \in [-\pi,\pi]} \left( \frac{\text{Re}(\phi_i(\theta))}{\theta^2} \right).
\]

The quantity \( \beta_{r+1}(\varepsilon) \) allows one to bound any derivative up to order \( (r+1) \) of \( \psi - \chi \) on \([-\varepsilon,\varepsilon]^d\). Indeed, this is obvious for exponents \( \alpha \) with \(|\alpha| = r+1\), and otherwise,

\[
|\partial^{\alpha} (\psi - \chi)(\xi)| \leq \sum_{i=1}^d |\xi_i| \left| \int_{t=0}^1 \frac{d}{dt} (\partial^{\alpha} (\psi - \chi)(t\xi)) dt \right|,
\]

which leads by descending induction on \(|\alpha|\) to the bound

\[
|\partial^{\alpha} (\psi - \chi)(\xi)| \leq \left( \sum_{i=1}^d |\xi_i| \right)^{r+1-|\alpha|} \beta_{r+1}(\varepsilon) \leq (d\varepsilon)^{r+1-|\alpha|} \beta_{r+1}(\varepsilon)
\]

for any \( \xi \in [-\varepsilon,\varepsilon]^d \).

**Theorem 5.3.** — Fix \( \varepsilon \in (0,1) \) such that \( \gamma(\varepsilon) \leq \min_{i \in [1,d]} \frac{\sigma^2_i}{\theta^2} \). There exist some positive constants \( C_1(d,c,\phi) \) and \( C_2(d,c,\phi) \), that depend only on \( d \), the cut function \( c \) and the reference distribution \( \phi \), such that

\[
\|\hat{\mu} - \hat{\nu}\|_A \leq C_1(d,c,\phi) \left( 1 + \frac{C_2(d,c,\phi)}{\sqrt{\lambda}} \right) \times \left( \frac{\lambda K e^{-\frac{\lambda M^2}{4}}}{\varepsilon} + \frac{\varepsilon^{r+1} \beta_{r+1}(\varepsilon)}{\lambda^{\frac{r+1}{2}}} \left( \sqrt{\lambda} + \frac{1}{\varepsilon} \right)^K \right)
\]

for any \( \varepsilon \in (0,1) \) and any \( \lambda > 0 \).
Since Proposition 5.2 involves higher order derivatives than Proposition 2.1, in order to prove Theorem 5.3, we shall use a smoother cut-function than in the proof of Theorem 2.3. Thus, in the following, \( c_{d,\varepsilon}(\xi) = \prod_{i=1}^{d} c(\frac{\xi_i}{\varepsilon}) \), where \( c(x) \) is a function of one variable with values in \([0, 1]\), that is of class \( C^K_d \) on \( \mathbb{R} \), with \( c(x) = 0 \) outside \([-1, 1]\) and \( c(x) = 1 \) on \([-\frac{\varepsilon}{2}, \frac{\varepsilon}{2}]\).

In particular, \( c_{d,\varepsilon} \) (respectively, \( 1 - c_{d,\varepsilon} \)) vanishes on \([-\pi, \pi]^d \setminus [-\varepsilon, \varepsilon]^d \) (resp., on \([-\frac{\varepsilon}{2}, \frac{\varepsilon}{2}]^d \)).

Lemma 5.4. — Under the assumptions of Theorem 5.3, there exists a constant \( C(d, c, \phi) \) such that

\[
\left\| (1 - c_{d,\varepsilon}) e^{\lambda \phi} \right\|_{\mathcal{A}} \leq C(d, c, \phi) \frac{\lambda K}{\varepsilon} e^{-\frac{\lambda M \varepsilon^2}{4} \left(1 + O\left(\frac{1}{\lambda}\right)\right)},
\]

where the constant hidden in the \( O(\cdot) \) also depends only on \( d, c \) and \( \phi \).

Proof. — We combine Proposition 5.2 with the rules of differentiation of functions of several variables:

\[
\left\| (1 - c_{d,\varepsilon}) e^{\lambda \phi} \right\|_{\mathcal{A}} \leq \sup_{|\alpha| \leq K_d} \left\| \partial^\alpha ((1 - c_{d,\varepsilon}) e^{\lambda \phi}) \right\|_{L^2([-\pi, \pi]^d \setminus [-\frac{\varepsilon}{2}, \frac{\varepsilon}{2}]^d)}
\leq \sup_{|\alpha| \leq K_d} \sum_{\beta \leq \alpha} \prod_{i=1}^{d} \left( \frac{\alpha_i}{\beta_i} \right) \left\| \partial^{\alpha - \beta} (1 - c_{d,\varepsilon}) \right\|_{L^2} \left\| \partial^\beta (e^{\lambda \phi}) \right\|_{L^\infty([-\pi, \pi]^d \setminus [-\frac{\varepsilon}{2}, \frac{\varepsilon}{2}]^d)}
\leq 2^K_d \left( \sup_{|\gamma| \leq K_d} \left\| \partial^\gamma (1 - c_{d,\varepsilon}) \right\|_{L^2} \right) \left( \sup_{|\beta| \leq K_d} \left\| \partial^\beta (e^{\lambda \phi}) \right\|_{L^\infty([-\pi, \pi]^d \setminus [-\frac{\varepsilon}{2}, \frac{\varepsilon}{2}]^d)} \right).
\]

Since the Lévy–Khintchine exponent \( \phi \) is assumed to have the factorization property, for any multi-index \( \beta \),

\[
\partial^\beta (e^{\lambda \phi}) = \prod_{i=1}^{d} \frac{\partial^{\beta_i} e^{\lambda \phi_i}(\xi_i)}{\partial \xi_i^{\beta_i}},
\]

and

\[
\frac{\partial^n e^{\lambda \phi_i}(\theta)}{\partial \theta^n} = e^{\lambda \phi_i}(\theta) \sum_{k=1}^{n} B_{n,k}(\lambda \phi'_i(\theta), \lambda \phi''_i(\theta), \ldots, \lambda \phi^{(n-k+1)}_i(\theta)),
\]
where $B_{n,k}(x_1, \ldots, x_{n+k-1})$ is the incomplete Bell polynomial of parameters $n$ and $k$, see [9]. More precisely,

$$B_{n,k}(x_1, \ldots, x_{n+k-1}) = \sum_{m_1+m_2+\cdots+m_{n+k-1}=k} \frac{n!}{\prod_{i=1}^{n-k+1} (i! m_i!)} (x_1)^{m_1} \cdots (x_{n+k-1})^{m_{n+k-1}}$$

and

$$|B_{n,k}(x_1, \ldots, x_{n+k-1})| \leq \left( \sup_{i \in [1,n+k-1]} |x_i| \right)^k S(n, k)$$

where $S(n, k) = B_{n,k}(1, 1, \ldots, 1)$ is the Stirling number of the second kind. As a consequence,

$$\left| \frac{\partial^n e^{\lambda \phi_i(\theta)}}{\partial \theta^n} \right| \leq |e^{\lambda \phi_i(\theta)}| T_n(\lambda \| \phi \|_{\mathcal{V}^n(\mathcal{T})}) \leq |e^{\lambda \phi_i(\theta)}| T_n(\lambda \| \phi \|_{\mathcal{V}^n(\mathcal{T}^d)}),$$

where $T_n(x) = \sum_{k=1}^{n} S(n, k) x^k$ is the $n$-th Touchard polynomial, with leading term $S(n, n) x^n = x^n$. Thus,

$$|\partial^\beta e^{\lambda \phi}| \leq |e^{\lambda \phi}| \prod_{i=1}^{d} |T_{\beta_i}(\lambda \| \phi \|_{\mathcal{V}^n(\mathcal{T}^d)})| \leq |e^{\lambda \phi}| (\lambda \| \phi \|_{\mathcal{V}^n(\mathcal{T}^d)})^{|\beta|} \left( 1 + O\left( \frac{1}{\lambda \| \phi \|_{\mathcal{V}^n(\mathcal{T}^d)}} \right) \right)$$

if $|\beta| \leq K_d$. Now, if $\xi \not\in [-\frac{\varepsilon}{2}, \frac{\varepsilon}{2}]^d$, then one of the coordinates $\xi_i$ has modulus larger than $\frac{\varepsilon}{2}$, so $|e^{\phi(\xi)}| \leq e^{-\frac{\lambda |\xi|^2}{2}}$. We conclude that

$$\| (1 - c_d) e^{\lambda \phi} \|_{\mathcal{A}} \leq 2^{K_d} C_{H,d} \left( \sup_{|\gamma| \leq K_d} \| \partial^\gamma (1 - c_{d,\varepsilon}) \|_{\mathcal{L}^2} \right) (\lambda \| \phi \|_{\mathcal{V}^n(\mathcal{T}^d)})^K e^{-\frac{\lambda |\xi|^2}{2} + O(\frac{1}{\varepsilon})},$$

where the constant in the $O(\cdot)$ only depends on $d$ and the exponent $\phi$. Finally, as soon as $\gamma \neq 0$, $\partial^\gamma (1 - c_{d,\varepsilon}) = -\frac{1}{|\varepsilon|\gamma} (\partial^\gamma c_{d,1})(\frac{\xi}{\varepsilon})$, so,

$$\| \partial^\gamma (1 - c_{d,\varepsilon}) \|_{\mathcal{L}^2} = \frac{1}{\varepsilon |\gamma|} \sqrt{\int_{[-\varepsilon, \varepsilon]^d} \left| (\partial^\gamma c_{d,1})(\frac{\xi}{\varepsilon}) \right|^2 \frac{d\xi}{(2\pi)^d}}$$

$$= \frac{1}{\varepsilon |\gamma| - \frac{d}{2}} \sqrt{\int_{[-1,1]^d} \left| (\partial^\gamma c_{d,1})(\theta) \right|^2 \frac{d\theta}{(2\pi)^d}}$$

$$= \mathcal{O}\left( \frac{1}{\varepsilon |\gamma| - \frac{d}{2}} \right).$$
We conclude by taking the maximal possible value $|\gamma| = K_d$, which gives $K_d - \frac{d}{2} = 1$ if $d$ is even, and $\frac{1}{2}$ if $d$ is odd.

**Lemma 5.5.** — Under the assumptions of Theorem 5.3, there exists another constant $C(d, c, \phi)$ such that

$$
\|c_{d, \varepsilon} (\psi - \chi) e^{\lambda \phi}\|_{\mathcal{A}} 
\leq C(d, c, \phi) \frac{\varepsilon^{r+1} \beta_{r+1}(\varepsilon)}{\lambda^d} \left( \sqrt{\lambda} + \frac{1}{\varepsilon} \right)^K \left( 1 + O\left( \frac{1}{\sqrt{\lambda}} \right) \right).
$$

Again, the constant hidden in the $O(\cdot)$ depends only on $d$, $c$ and $\phi$.

**Proof.** — The hypothesis on $\gamma(\varepsilon)$ ensures that, for any index $i \in [1, d]$ and any $\theta \in [-\varepsilon, \varepsilon]$, $\text{Re}(\phi''_i(\theta)) \leq -\sigma_i^2 / 2$ and $|\phi''_i(\theta)| \leq 2\sigma_i^2$. On the other hand, as in the case $d = 1$ dealt with by Lemma 2.5, we can shift phases by $S(\xi) = i \sum_{i=1}^d \xi_i \lfloor \lambda m_i \rfloor$:

$$
\|c_{d, \varepsilon} (\psi - \chi) e^{\lambda \phi}\|_{\mathcal{A}} 
= \|c_{d, \varepsilon} (\psi - \chi) e^{\lambda \phi - S}\|_{\mathcal{A}} 
\leq C_{H, d} \sup_{|\alpha| \leq K_d} \|\partial\alpha (c_{d, \varepsilon} (\psi - \chi) e^{\lambda \phi - S})\|_{L^2([-\varepsilon, \varepsilon]^d)} 
\leq C_{H, d} \sup_{|\alpha| \leq K_d} \left( \sum_{\beta + \gamma + \delta = \alpha} \prod_{i=1}^d \left( \frac{\alpha_i}{\beta_i, \gamma_i, \delta_i} \right) \|\partial^\beta c_{d, \varepsilon} \partial^\gamma (\psi - \chi)\|_{L^\infty([-\varepsilon, \varepsilon]^d)} \right) 
\times \|\partial^\delta e^{\lambda \phi - S}\|_{L^2([-\varepsilon, \varepsilon]^d)}.
$$

On the last line, we can bound $\|\partial^\beta c_{d, \varepsilon}\|_{L^\infty([-\varepsilon, \varepsilon]^d)}$ by $C(d, c) \varepsilon^{-|\beta|}$, and $\|\partial^\gamma (\psi - \chi)\|_{L^\infty([-\varepsilon, \varepsilon]^d)}$ by $\beta_{r+1}(\varepsilon) (d\varepsilon)^{r+1-|\gamma|}$. Thus, $\|c_{d, \varepsilon} (\psi - \chi) e^{\lambda \phi}\|_{\mathcal{A}}$ is smaller than

$$
C(d, c) \varepsilon^{r+1} \beta_{r+1}(\varepsilon) 
\times \sup_{|\alpha| \leq K_d} \left( \sum_{\rho + \delta = \alpha} \prod_{i=1}^d \left( \frac{\alpha_i}{\rho_i, \delta_i} \right) \varepsilon^{-|\rho|} \|\partial^\delta e^{\lambda \phi - S}\|_{L^2([-\varepsilon, \varepsilon]^d)} \right)
$$

where $C(d, c)$ is some positive constant depending only on $d$ and the cut function $c$.  

**Annales de l’institut Fourier**
To bound the norms $\|\partial^k e^{\lambda \phi - S}\|_{L^2([-\varepsilon, \varepsilon]^d)}$, we use the same combinatorics of Bell polynomials as in the previous lemma. Specifically, we have

$$\left| \frac{\partial^n (e^{\lambda \phi_1(\theta) - i |\lambda m_i| \theta})}{\partial \theta^n} \right| \leq e^{\lambda \phi_i(\theta)} \left| \sum_{k=1}^n B_{n,k}(\lambda \phi'_i(\theta) - i |\lambda m_i|, \lambda \phi''_i(\theta), \ldots, \lambda \phi^{(n-k+1)}_i(\theta)) \right|,$$

and the variables of the incomplete Bell polynomials that appear above are bounded as follows:

$$|\lambda \phi'_i(\theta) - i |\lambda m_i| | \leq \lambda |\phi'_i(\theta) - \phi'_i(0)| + |\lambda m_i - |\lambda m_i|| \leq \lambda \|\phi''_i\|_{L^\infty([-\varepsilon, \varepsilon])} |\theta| + 1 \leq 2 \lambda \sigma_i^2 |\theta| + 1;$$

$$|\lambda \phi^{(r\geq 2)}_i(\theta)| \leq \lambda \|\phi^{(r)}\|_{\infty} \leq \lambda \|\phi\|_{C^n(T^d)},$$

Rewriting the complete Bell polynomial $B_n = \sum_{k=1}^n B_{n,k}$ as a sum over integer partitions of size $n$, we thus obtain

$$\left| \frac{\partial^n (e^{\lambda \phi_i(\theta) - i |\lambda m_i| \theta})}{\partial \theta^n} \right| \leq \sum_{L \text{ partition of size } n} B_{n,L} \left( 2 \lambda \sigma_i^2 |\theta| + 1 \right)^{m_1(L)} \left( \lambda \|\phi\|_{C^n(T^d)} \right)^{\ell(L) - m_1(L)}.$$

where $B_{n,L} = \frac{n!}{\prod_{i=1}^n ((i!)^{m_i(L)} m_i(L)!!)}$ is the number of set partitions of $[1, n]$ whose parts have their sizes prescribed by the integer partition $L$. Consequently,

$$\sqrt{\int_{-\varepsilon}^{\varepsilon} \left| \frac{\partial^n (e^{\lambda \phi_i(\theta) - i |\lambda m_i| \theta})}{\partial \theta^n} \right|^2 \frac{d\theta}{2\pi}} \leq \sum_{L \text{ partition of size } n} B_{n,L} (\lambda \|\phi\|)^{\ell(L) - m_1(L)} \sqrt{\int_{-\varepsilon}^{\varepsilon} e^{-\frac{\lambda \sigma_i^2 \theta^2}{2}} \left( 2 \lambda \sigma_i^2 |\theta| + 1 \right)^{2m_1(L)} \frac{d\theta}{2\pi}},$$

and each integral under the square root sign is equal to

$$\sqrt{\frac{1}{2\pi \lambda \sigma_i^2}} \sum_{k=0}^{2m_1(L)} \binom{2m_1(L)}{k} (2\sqrt{\lambda} \sigma_k)^k \int_{\mathbb{R}} e^{-\frac{x^2}{2}} |x|^k \frac{dx}{\sqrt{2\pi}} = \frac{2^{m_1(L)} \sqrt{(2m_1(L) - 1)!!}}{(2\pi)^{1/4}} (\lambda \sigma_i^2)^{m_1(L)/2 - \frac{1}{4}} \left( 1 + O \left( \frac{1}{\sqrt{\lambda}} \right) \right).$$
Thus, the term corresponding to an integer partition $L$ in the previous bound on the norm

$$
\left\| \frac{\partial^n (e^{\lambda \phi_i (\theta)} - i |\lambda m_i | \theta)}{\partial \theta^n} \right\|_{L^2([-\epsilon, \epsilon])}
$$

is of order $O(\lambda^{\ell(L) - \frac{m_1(L)}{2}})$, where the constant in the $O(\cdot)$ can depend only on $n$ and $\phi$. The integer partitions that maximise the exponent $\ell(L) - \frac{m_1(L)}{2}$ among those of fixed size $n$ are those with parts 1 or 2, of the form

$$
L = (2, 2, \ldots, 2, 1, 1, \ldots, 1).
$$

Therefore,

$$
\left\| \frac{\partial^n (e^{\lambda \phi_i (\theta)} - i |\lambda m_i | \theta)}{\partial \theta^n} \right\|_{L^2([-\epsilon, \epsilon])} \lesssim \frac{1}{(2\pi \lambda \sigma_i^2)^n} \sum_{j=0}^{[\frac{n}{2}]} n! (\lambda \| \phi \| \sigma_n (\| \theta \|))^{\frac{j}{2}} 2^{n-2j} j! (n-2j)! \sqrt{(2n-4j-1)!} (\lambda \sigma_i^2)^{\frac{n}{2}-j}
$$

$$
\lesssim C(n, \phi) \lambda^{\frac{n}{2} - \frac{1}{4}},
$$

where the symbol $\lesssim$ means that the inequality holds up to a multiplicative factor $1 + O(\frac{1}{\sqrt{\lambda}})$. The constant $C(n, \phi)$ and the constant hidden in the $O(\cdot)$ depend only on $n$ and $\phi$. Finally,

$$
\| c_{d, \epsilon} (\psi - \chi) e^{\lambda \phi} \|_{\mathcal{A}} \leq C(d, c, \phi) \frac{\epsilon^{r+1} |\beta_{r+1} (\epsilon)|}{\lambda^2} \left( 1 + O \left( \frac{1}{\sqrt{\lambda}} \right) \right) \left( \sup_{|\alpha| \leq K_d} \left( \sqrt{\lambda + \frac{1}{\epsilon}} \right)^{|\alpha|} \right) \left( \frac{1}{\sqrt{\lambda}} \right) \left( 1 + O \left( \frac{1}{\sqrt{\lambda}} \right) \right).
$$

**Proof of Theorem 5.3.** — As in the one dimensional case, it suffices now to write

$$
\| \hat{\mu} - \hat{\nu} \|_{\mathcal{A}} \leq \| \psi - \chi \|_{\mathcal{A}} \left( 1 - c_{d, \epsilon} \right) e^{\lambda \phi} \|_{\mathcal{A}} + \| c_{d, \epsilon} (\psi - \chi) e^{\lambda \phi} \|_{\mathcal{A}},
$$

and to use the two previous lemmas.

**Corollary 5.6.** — With the assumptions of Theorem 5.3, for any $r \geq \lfloor \frac{d}{2} \rfloor$, there exists a positive constant $C_3(r, d, c, \phi)$ such that, if $\epsilon > 0$ is fixed and $\lambda \geq 2$ is sufficiently large (chosen according to $\epsilon$), then

$$
\| \hat{\mu} - \hat{\nu} \|_{\mathcal{A}} \leq C_3(r, d, c, \phi) \left( \| \psi - \chi \|_{\mathcal{A}} + \beta_{r+1} (\epsilon) \right) \frac{(\log \lambda)^{r+1}}{\lambda^{\frac{r}{2} + \frac{1}{4}}}. 
$$
Proof. — Set \( \varepsilon = \frac{t \log \lambda}{\sqrt{\lambda}} \) with \( t > 0 \). We then have, up to a multiplicative remainder \((1 + o(1))\), a bound on the norm \( \| \hat{\mu} - \hat{\nu} \|_{\mathcal{A}} \) equal to the sum of the two terms:

\[
C_1(d, c, \phi) \| \psi - \chi \|_{\mathcal{A}} \frac{\lambda^{K + \frac{d}{2} - \frac{r + 1}{2}}}{t \log \lambda}
\]

and

\[
C_1(d, c, \phi) \beta_{r+1}(\varepsilon) (t \log \lambda)^{r+1} \lambda^{\frac{K}{2} - \frac{r+1}{2} - \frac{d}{4}}.
\]

We set \( t = \frac{1}{M} (d + 2r + 2K + 4) \), so that the two powers of \( \lambda \) agree. Note that

\[
K \frac{d}{2} - \frac{r + 1}{2} - \frac{d}{4} = \frac{d + 1}{2} - \frac{r + 1}{2} - \frac{d}{4} = \begin{cases} -\frac{r}{2} & \text{if } d \text{ is even,} \\ -\frac{r}{2} - \frac{1}{4} & \text{if } d \text{ is odd.} \end{cases}
\]

So,

\[
\| \hat{\mu} - \hat{\nu} \|_{\mathcal{A}} \leq \left\{ \begin{array}{ll}
C_3(r, d, c, \phi) (\| \psi - \chi \|_{\mathcal{A}} + \beta_{r+1}(\varepsilon)) \frac{(\log \lambda)^{r+1}}{\lambda^{\frac{K}{2} + \frac{1}{2}}} & \text{if } d \text{ is even,} \\
C_3(r, d, c, \phi) (\| \psi - \chi \|_{\mathcal{A}} + \beta_{r+1}(\varepsilon)) \frac{(\log \lambda)^{r+1}}{\lambda^{\frac{K}{2} + \frac{1}{2}}} & \text{if } d \text{ is odd.}
\end{array} \right.
\]

If \( d \) is odd, the claim is proven. Otherwise, notice that if \( \mu \) and \( \nu \) are two measures satisfying the hypotheses of Theorem 5.3 in even dimension \( d \), then

\[
\mu^+(k_1, \ldots, k_d, k_{d+1}) = \mu(k_1, \ldots, k_d) e^{-\lambda} \lambda^{k_{d+1}} \left( \frac{e^{\lambda(k_{d+1})}}{(k_{d+1})!} \right); \\
\nu^+(k_1, \ldots, k_d, k_{d+1}) = \nu(k_1, \ldots, k_d) e^{-\lambda} \lambda^{k_{d+1}} \left( \frac{e^{\lambda(k_{d+1})}}{(k_{d+1})!} \right)
\]

are signed measures on \( \mathbb{Z}^{d+1} \) that again satisfy the hypotheses of Theorem 5.3:

\[
\widehat{\mu}^+(\xi_1, \ldots, \xi_{d+1}) = \hat{\mu}(\xi_1, \ldots, \xi_{d+1}) e^{\lambda(e^{\xi_{d+1}}-1)} \\
= e^{\lambda \Phi(x_1, \ldots, x_{d+1})} \psi(\xi_1, \ldots, \xi_d); \\
\widehat{\nu}^+(\xi_1, \ldots, \xi_{d+1}) = \hat{\nu}(\xi_1, \ldots, \xi_{d+1}) e^{\lambda(e^{\xi_{d+1}}-1)} \\
= e^{\lambda \Phi(x_1, \ldots, x_{d+1})} \chi(\xi_1, \ldots, \xi_d),
\]

where \( \Phi(\xi_1, \ldots, \xi_{d+1}) = \phi(\xi_1, \ldots, \xi_d) + e^{\lambda(e^{\xi_{d+1}}-1)} \). Since

\[
\| \hat{\mu}^+ - \hat{\nu}^+ \|_{\mathcal{A}} = \| \hat{\mu} - \hat{\nu} \|_{\mathcal{A}}
\]

we can apply our result in dimension \( d + 1 \), assuming \( r \geq \left\lceil \frac{d + 4}{2} \right\rceil \):

\[
\| \hat{\mu} - \hat{\nu} \|_{\mathcal{A}} \leq C_3(r, d + 1, c, \phi) (\| \psi - \chi \|_{\mathcal{A}} + \beta_{r+1}(\varepsilon)) \frac{(\log \lambda)^{r+1}}{\lambda^{\frac{K}{2} + \frac{1}{2}}}.
\]
However, for $d$ even, $\left\lfloor \frac{d+1}{2} \right\rfloor = \left\lfloor \frac{d}{2} \right\rfloor$, so the minimum $r$ that one can take is again $\left\lfloor \frac{d}{2} \right\rfloor$. □

In comparison to the one dimensional case, we lost a logarithmic factor $(\log \lambda)^{r+1}$ in our estimate of norms (cf. Theorem 2.3). This will not be a problem for the calculation of asymptotics of distances.

5.2. Asymptotics of distances in the multi-dimensional setting

As in the one-dimensional case, a combination of the Laplace method and of the norm estimates given by Corollary 5.6 yields under appropriate hypotheses the asymptotics of $d_L(\mu_n, \nu_n)$ and of $d_{TV}(\mu_n, \nu_n)$, where $(\nu_n)_{n \in \mathbb{N}}$ is a general scheme of approximation of the laws $\mu_n$ of the mod-$\phi$ convergent random variables $X_n$ in $\mathbb{Z}^d$. The only difference is that, for the computation of the total variation distance, we shall need to assume the order of approximation $r$ to be larger than some minimal value $\left\lfloor \frac{d}{2} \right\rfloor$.

Until the end of this paragraph, $(X_n)_{n \in \mathbb{N}}$ is a sequence of random variables with values in $\mathbb{Z}^d$, which converges mod-$\phi$ with parameters $\lambda_n \to \infty$ and limit residue $\psi(\xi_1, \ldots, \xi_d) = \chi(\xi_1, \ldots, \xi_d)$. The multi-dimensional analogue of the hypothesis (H1) is:

\[
\psi_n(\xi) - \chi_n(\xi) = \sum_{\alpha_1 + \cdots + \alpha_d = r+1} \beta_{n}^{(\alpha_1, \ldots, \alpha_d)} (i\xi_1)^{\alpha_1} \cdots (i\xi_d)^{\alpha_d} (1+o(1)); \\
\psi(\xi) - \chi(\xi) = \sum_{\alpha_1 + \cdots + \alpha_d = r+1} \beta^{(\alpha_1, \ldots, \alpha_d)} (i\xi_1)^{\alpha_1} \cdots (i\xi_d)^{\alpha_d} (1+o(1))
\]

with $\lim_{n \to \infty} \beta_{n}^{\alpha} = \beta^{\alpha}$ for any choice of index $\alpha = (\alpha_1, \ldots, \alpha_d)$ with $|\alpha| = r + 1$. On the other hand, we write in the following $\|x\|^2 = \sum_{i=1}^{d} (x_i)^2$, $H_\alpha(x) = \prod_{i=1}^{d} H_{\alpha_i}(x_i)$, $\sigma_\alpha = \prod_{i=1}^{d} (\sigma_i)^{\alpha_i}$, and finally

\[
\frac{k - \lambda_n m}{\sqrt{\lambda_n} \sigma} = \left( \frac{\lambda_k - \lambda_n m_i}{\sqrt{\lambda_n} \sigma_i} \right)_{i \in [1,d]}
\]

if $k \in \mathbb{Z}^d$. 

ANNALES DE L’INSTITUT FOURIER
Proposition 5.7. — Under the assumption (H1d) with any $r \geq 0$, one has

$$(\lambda_n)^{r+d+1 \over 2} (\mu_n(k_1, \ldots, k_d) - \nu_n(k_1, \ldots, k_d))$$

$$= \left( \sum_{|\alpha|=r+1} \beta_{\alpha}^n \left( \prod_{i=1}^{d} \frac{1}{(\sqrt{2\pi} \sigma_i)} \right)^2 e^{-\frac{1}{2} \|k - \lambda_n m\|_{\sqrt{\lambda_n \sigma}}^2} H_{\alpha} \left( \frac{k - \lambda_n m}{\sqrt{\lambda_n \sigma}} \right) \right) + o(1)$$

with a remainder that is uniform over $\mathbb{Z}^d$.

Proof. — The same arguments as in dimension 1 ($d$-dimensional Fourier inversion formula and Laplace method) yield

$$\mu_n(k_1, \ldots, k_d) - \nu_n(k_1, \ldots, k_d)$$

$$\simeq \sum_{|\alpha|=r+1} \frac{\beta_{\alpha}^n}{(2\pi)^d} \int_{[-\varepsilon, \varepsilon]^d} \left( \prod_{i=1}^{d} (\xi_i)^{\alpha_i} e^{\lambda_n (\phi_i(\xi_i) - im_i \xi_i)} e^{-i (k - \lambda_n m_i) \xi_i} \right) \frac{d\xi}{(2\pi)^d}$$

$$\simeq \sum_{|\alpha|=r+1} \frac{\beta_{\alpha}^n}{(2\pi)^{d+2}} \prod_{i=1}^{d} \left( \frac{1}{(\sqrt{\lambda_n \sigma_i})^{\alpha_i+1}} \int_{\mathbb{R}} (ix)^{\alpha_i} e^{-{x^2 \over 2}} e^{-i \left( k_i - \lambda_n n_i \right) \xi_i} \right) d\xi = o(1),$$

where the symbol $\simeq$ means that the two sides differ by a $o((\lambda_n)^{-r+d+1 \over 2})$ which does not depend on $k_1, \ldots, k_d$. We now observe that the same Hermite polynomials as in Proposition 3.2 appear.

We now use the same argument as in the proof of Theorem 3.3. The sequence of lattices $\{k - \lambda_n m \over \sqrt{\lambda_n \sigma}, n \in \mathbb{Z}^d\}$ becomes dense, therefore:

Theorem 5.8. — Under the hypothesis (H1d), one has

$$d_L(\mu_n, \nu_n)$$

$$= \sup_{x \in \mathbb{R}^d} \left( e^{-\frac{|x|^2}{2}} \sum_{|\alpha|=r+1} \frac{\beta_{\alpha}^n H_{\alpha}(x)}{\sigma^{\alpha}} \right) \times \frac{1 + o(1)}{(\prod_{i=1}^{d} \sqrt{2\pi} \sigma_i) (\lambda_n)^{r+d+1 \over 2}}.$$

The proof of the multi-dimensional analogue of Theorem 3.11 is a bit more involved, but the main difficulty was lying in the proof of the norm estimate (Corollary 5.6). In the following we fix $r \geq \lfloor d \rfloor$; then, $r+1 \geq K_d$. The multi-dimensional version of the hypothesis (H2) is the following. We assume the residues $\psi, \psi_n, \chi$ and $\chi_n$ to be of class $C^{K_d}$ on $\mathbb{T}^d$, with $\partial^\delta (\psi - \chi_n)(0) = \partial^\delta (\psi - \chi)(0) = 0$ for any $|\delta| < K_d$. We also assume that there exist families of coefficients $(\beta_{\alpha}^n)_{|\alpha|=r+1, n \in \mathbb{N}}$ and $(\gamma_{\alpha}^n)_{|\alpha|=r+2, n \in \mathbb{N}}$, such
that for any multi-index $\delta$ with $|\delta| = K_d$,

$$\partial^\delta (\psi_n - \chi_n)(\xi) = i|\delta| \left( \sum_{|\rho|=r+1-|\delta|} \beta^\rho \frac{(\rho + \delta)!}{\rho!} (i\xi)^\rho \right)$$

(H2d)

$$\partial^\delta (\psi - \chi)(\xi) = i|\delta| \left( \sum_{|\rho|=r+1-|\delta|} \beta^\rho \frac{(\rho + \delta)!}{\rho!} (i\xi)^\rho \right)$$

with $\lim_{n \to \infty} \beta^n = \beta^\alpha$ and $\lim_{n \to \infty} \gamma^n = \gamma^\alpha$. Here, given a multi-index $\alpha$, we write $\alpha! = \prod_{i=1}^d \alpha_i!$ and $(i\xi)\alpha = \prod_{i=1}^d (i\xi_i)\alpha_i$. These hypotheses are satisfied e.g. if the convergences $\psi_n \to \psi$ and $\chi_n \to \chi$ occur in $C^{r+2}(\mathbb{T}^d)$, and if $(\nu_n)_{n \in \mathbb{N}}$ is the scheme of approximation of order $r$ of the sequence of random variables $(X_n)_{n \in \mathbb{N}}$ (its definition in dimension $d \geq 2$ is similar to the definition in dimension 1 given in Example 1.11, see also the two worked examples hereafter).

Under the hypothesis (H2d), if one wants to prove a bound on $d_{TV}(\mu_n, \nu_n)$ of order $O((\lambda_n)^{-\frac{r+1}{2}})$, then one can replace $\nu_n$ with the measure $\rho_n$ defined by the Fourier transform

$$\hat{\rho}_n(\xi) = e^{\lambda_n \phi(\xi)} \left( \psi_n(\xi) - \sum_{|\alpha|=r+1} \beta^\alpha_n \prod_{i=1}^d (e^{i\xi_i} - 1)^\alpha_i \right).$$

Indeed, denoting $\tilde{\psi}_n(\xi)$ the residue associated to $\rho_n$, the hypothesis (H2d) implies that, for any $|\delta| \leq K_d$,

$$\left| \partial^\delta (\tilde{\psi}_n - \chi_n)(\xi) \right| \leq C |\xi|^{r+2-|\delta|}$$

with a constant $C$ that is uniform, and also valid for the partial derivatives $|\partial^\delta (\tilde{\psi} - \chi)(\xi)|$. This bound is the only one useful in the proof of Theorem 5.3 and its Corollary 5.6, and therefore, one can apply Corollary 5.6 with a parameter $r + 1$ instead of $r$. We thus get

$$d_{TV}(\rho_n, \nu_n) = O \left( \frac{\log \lambda_n}{\lambda_n^{\frac{r+1}{2}}} \right) = o \left( \frac{1}{\lambda_n^{\frac{r+1}{2}}} \right).$$
From there, the proofs are essentially identical to the one dimensional case (Theorem 3.11), and one obtains:

**Theorem 5.9.** — Consider a general approximation scheme \((\nu_n)_{n\in\mathbb{N}}\) of a mod-\(\phi\) convergent sequence \((X_n)_{n\in\mathbb{N}}\) in \(\mathbb{Z}^d\). We assume that \(r \geq \left\lfloor \frac{d}{2} \right\rfloor\) and that the hypothesis (H2d) is satisfied. Then,

\[
d_{TV}(\mu_n, \nu_n) = 1 + o(1) \left( \frac{(2\pi)^{\frac{d}{2}}}{(\lambda_n)^{\frac{r+1}{2}}} \left( \int_{\mathbb{R}^d} e^{-\frac{\|x\|^2}{2}} \sum_{|\alpha| = r+1} |\beta^\alpha H_\alpha(x)| \sigma^\alpha d\mu \right) \right).
\]

Last, the discussion of Section 3.4 holds *mutatis mutandis* in the multi-dimensional setting, and if \(\|\chi_n - \chi\|_{C^0}^r\) is asymptotically smaller than any negative power of \(\lambda_n\), then one can replace \((\nu_n)_{n\in\mathbb{N}}\) by the derived scheme \((\sigma_n)_{n\in\mathbb{N}}\) with constant residue and keep the conclusions of Theorems 5.8 and 5.9.

### 5.3. Cycle-type of random coloured permutations

In this section, we study random elements of the group of \(d\)-coloured permutations:

\[G_n = \mathfrak{S}_n \times (\mathbb{Z}/d\mathbb{Z}) = \mathfrak{S}_n \times (\mathbb{Z}/d\mathbb{Z})^n.\]

It can be viewed as the group of complex matrices of size \(n\) times \(n\), with one non-zero coefficient on each row and each column, and these non-zero coefficients belonging to the group of \(d\)-th roots of unity \(\mathbb{Z}/d\mathbb{Z} = \{1, \omega, \omega^2, \ldots, \omega^{d-1}\}\), with \(\omega = e^{\frac{2i\pi}{d}}\). Another alternative definition is the following: if we identify \(\mathfrak{S}_{nd}\) with \(\mathfrak{S}(\mathbb{Z}/n\mathbb{Z} \times \mathbb{Z}/d\mathbb{Z})\), then

\[G_n = \{\sigma \in \mathfrak{S}_{nd} | \forall (a, b) \in \mathbb{Z}/n\mathbb{Z} \times \mathbb{Z}/d\mathbb{Z}, \sigma(a, b + 1) = \sigma(a, b) + (0, 1)\}.
\]

From this definition, it appears that a \(d\)-coloured permutation is entirely determined by the images of the elements \((a, 0)\) with \(a \in \mathbb{Z}/n\mathbb{Z}:

\[\sigma(a, 0) = (\rho(a), k(a)) \quad \text{with} \quad \rho \in \mathfrak{S}_n = \mathfrak{S}(\mathbb{Z}/n\mathbb{Z}).\]

One then has \(\sigma(a, b) = (\rho(a), k(a) + b)\). In particular, \(\text{card } G_n = n! \cdot d^n\), the factor \(n!\) coming from the choice of \(\rho \in \mathfrak{S}_n\), and the factor \(d^n\) from the choice of the elements \(k(a)\).

Let us identify the conjugacy classes of elements of \(G_n\) (we refer to [15, Section 2.3]). Suppose that \(\sigma_2 = \tau \sigma_1 \tau^{-1}\) in \(G_n\), with \(\sigma_i\) associated to the pair \((\rho_i, k_i) \in \mathfrak{S}_n \times (\mathbb{Z}/d\mathbb{Z})^n\), and \(\tau\) associated to the pair \((\nu, l)\). Note
that \( \tau^{-1} = (\nu^{-1}, -l \circ \nu^{-1}) \), this identity coming from the product rule 
\((\rho_1, k_1)(\rho_2, k_2) = (\rho_1 \rho_2, k_1 \circ \rho_2 + k_2) \). Then,
\[
(\rho_2, k_2) = (\nu, l)(\rho_1, k_1)(\nu^{-1}, -l \circ \nu^{-1}) \times (\nu_1 \nu^{-1}, (k_1 - l) \circ \nu^{-1}) \times (\nu \rho_1 \nu^{-1}, (k_1 + l \circ \rho_1 - l) \circ \nu^{-1}),
\]
so in particular \( \rho_1 \) and \( \rho_2 \) are conjugated in \( \mathfrak{S}_n \), so they have the same cycle-type (an integer partition \( L \) of size \(|L| = n \)). Then, to determine the conjugacy class of \((\rho_1, k_1)\), taking the conjugate of \((\rho_2, k_2)\) by \((\nu^{-1}, 0)\), we can assume that \( \rho_1 = \rho_2 = \rho \), in which case
\[
\sigma_1 = (\rho, k_1) ; \quad \sigma_2 = (\rho, k_2 = k_1 + (l \circ \rho - l)),
\]
that is to say that \( k_2 \) and \( k_1 \) differ by a cocycle \( l \circ \rho - l \). This is possible if and only if, for every cycle \( c = (a = \rho^r(a), \rho(a), \rho^2(a), \ldots, \rho^{r-1}(a)) \) of \( \rho \in \mathfrak{S}_n \), one has
\[
k_1(a) + k_1(\rho(a)) + \cdots + k_1(\rho^{r-1}(a)) = k_2(a) + k_2(\rho(a)) + \cdots + k_2(\rho^{r-1}(a)).
\]
Indeed, one has
\[
\sum_{j=0}^{r-1} (l \circ \rho - l)(\rho^j(a)) = l(\rho^r(a)) - l(a) = l(a) - l(a) = 0.
\]
In the previous setting, denote \( \Sigma(c, k) = \sum_{j=0}^{r-1} k(\rho^j(a)) \), which is an element of \( \mathbb{Z}/d\mathbb{Z} \). This quantity depends only on the cycle \( c \), and not on the choice of a representative \( a \) of the corresponding orbit; it allows to one to “color” each cycle of \( \rho \). Then (cf. [15, Theorem 2.3.5], applied to the abelian case):

**Theorem 5.10.** — Two coloured permutations \( \sigma_1 = (\rho_1, k_1) \) and \( \sigma_2 = (\rho_2, k_2) \) are conjugated in \( G_n = \mathfrak{S}_n \wr (\mathbb{Z}/d\mathbb{Z}) \) if and only if:

1. the permutations \( \rho_1 \) and \( \rho_2 \) have the same lengths of cycles (encoded by an integer partition \( L \) of size \( n \));
2. and there is a size-preserving bijection \( c \mapsto \psi(c) \) between the cycles of \( \rho_1 \) and \( \rho_2 \), such that the colors are also preserved:

\[
\Sigma(c, k_1) = \Sigma(\psi(c), k_2).
\]

Consequently, the conjugacy classes of \( G_n \) are labelled by the \( d \)-uples of integer partitions \( L = (L^{(1)}, L^{(2)}, \ldots, L^{(d)}) \), such that \( \sum_{i=1}^{d} |L^{(i)}| = n \). If \( \sigma \in G_n \) is of type \( L \), then the parts of \( L^{(i)} \) are the sizes of the cycles of \( \sigma \) with color \( i \in \mathbb{Z}/d\mathbb{Z} \).
Example 5.11. — Consider the following 2-coloured permutation in the group $G_8 = \mathfrak{S}_8 \wr \mathbb{Z}/2\mathbb{Z}$:

$$\sigma = (38762415, 11010001),$$

where the first part is the word $\rho(1)\rho(2)\ldots\rho(8)$ of the permutation $\rho$ of size 8 underlying $\sigma$, and the second part is the word $k(1)k(2)\ldots k(8)$. The three disjoint cycles of $\rho$ are (1, 3, 7), (2, 8, 5) and (4, 6), and the associated colors are $1 + 0 + 0 = 1$, $1 + 1 + 0 = 0$ and $1 + 0 = 1$. Therefore, the cycle-type of $\sigma$ is

$$L^{(1)} = (3, 2), L^{(2)} = (3)$$

since the sizes of the cycles of color 1 are 3 and 2, and the size of the unique cycle of color 0 is 3. We leave the reader check that the other 2-coloured permutation

$$\sigma' = (73864512, 10011100)$$

has the same cycle-type $((3, 2), (3))$. Therefore, $\sigma$ and $\sigma'$ are conjugated in $G_n$.

In the following, we denote $\sigma_n$ a random uniform element of the wreath product $G_n$, and $\ell_n = (\ell_n^{(1)}, \ell_n^{(2)}, \ldots, \ell_n^{(d)})$ the random $d$-uple of integers that consists in the lengths of the partitions $L^{(1)}, \ldots, L^{(d)}$ of the cycle-type of $\sigma_n$. Our goal is to apply the results of the previous paragraph to these random vectors. To this purpose, it is convenient to construct a coupling of all the random permutations $(\sigma_n)_{n \in \mathbb{N}}$, which generalizes the Feller coupling in the case $d = 1$ of the Feller coupling. Algebraically, this amounts to the following:

**Lemma 5.12.** — We consider $G_n$ as a subgroup of $G_{n+1}$, by sending a pair

$$(\rho \in \mathfrak{S}_n, (k_1, \ldots, k_n) \in (\mathbb{Z}/d\mathbb{Z})^n)$$

to the pair

$$(\rho \in \mathfrak{S}_{n+1}, (k_1, \ldots, k_n, 0) \in (\mathbb{Z}/d\mathbb{Z})^{n+1}).$$

Let $\sigma_{n+1}$ be an element of $G_{n+1}$. There exists a unique element $\sigma_n \in G_n$, and a unique coloured transposition

$$\tau_n = ((j, n + 1), (0, \ldots, 0, \alpha, 0, \ldots, 0, -\alpha)) \text{ with } j \in [1, n + 1],$$

and the $\alpha \in \mathbb{Z}/d\mathbb{Z}$ at position $j$, such that $\sigma_{n+1} = \tau_n\sigma_n$. Here we agree that the trivial transposition $(n+1, n+1)$ is the identity permutation; in this case we put $\alpha$ in position $n + 1$, and there is no term $-\alpha$.
Proof. — Denote \( \sigma_{n+1} = (\rho_{n+1}, (k_1, \ldots, k_{n+1})) \). If
\[
\rho_n = \rho_{n+1} \circ (j = \rho_{n+1}^{-1}(n+1), n+1),
\]
then \( \rho_n \) sends \( n+1 \) to \( n+1 \), so it can be considered as a permutation in \( S_n \). We then have \( \rho_{n+1} = \rho_n \circ (j, n+1) \). Set
\[
\sigma_n = (\rho_n, (k_1, \ldots, k_{j-1}, k_j + k_{n+1}, k_{j+1}, \ldots, k_n)) \in G_n.
\]
We then have
\[
\sigma_n \tau_n = (\rho_n, (k_1, \ldots, k_{j-1}, 0, \ldots, 0, \alpha, 0, \ldots, 0, -\alpha)).
\]
The unicity of \( \tau_n \) comes from a cardinality argument: \( \frac{\text{card} G_{n+1}}{\text{card} G_n} = (n+1)d \), and this is the number of \( d \)-coloured transpositions
\[
((j, n+1), (0, \ldots, 0, \alpha, 0, \ldots, 0, -\alpha)). \]

We denote \( T(j, \alpha) \) the coloured transposition of the previous lemma. Then, in order to construct a random coloured permutation \( \sigma_n \in G_n \), it suffices to take random independent positive integers \( j_1 \leq 1, j_2 \leq 2, \ldots, j_n \leq n \), and random independent elements \( \alpha_1, \ldots, \alpha_n \in \mathbb{Z}/d\mathbb{Z} \), and to consider the product
\[
\sigma_n = T(j_1, \alpha_1) \circ T(j_2, \alpha_2) \circ \cdots \circ T(j_n, \alpha_n).
\]
We also denote \( (\mathcal{F}_n)_{n \in \mathbb{N}} \) the filtration of probability spaces associated to the sequence of random coloured permutations \( (\sigma_n)_{n \in \mathbb{N}} \). The interest of our construction is that one can easily follow the evolution of the cycle type of \( \sigma_n \). More precisely, if \( j_n = n \), then to construct \( \sigma_n \), one adds a cycle of length 1 to \( \sigma_{n-1} \), with color \( \alpha_n \). Thus, for every color \( i \in \mathbb{Z}/d\mathbb{Z} \), there is a probability \( \frac{1}{nd} \) to increase the length \( \ell(i) \) by one unit:
\[
\forall i \in [1, d], \quad \mathbb{P}[\ell_n = \ell_{n-1} + (0, \ldots, 0, 1_i, 0, \ldots, 0)|\mathcal{F}_{n-1}] = \frac{1}{nd}.
\]
On the other hand, if \( j_n \neq n \), then the multiplication by \( T(j_n, \alpha_n) \) increases by 1 the size of the cycle containing \( j_n \) in \( \sigma_{n-1} \), but it does not change its color, because of the terms \( \alpha_n \) and \( -\alpha_n \) that compensate one another. So,
\[
\mathbb{P}[\ell_n = \ell_{n-1}|\mathcal{F}_{n-1}] = 1 - \frac{1}{n}.
\]
We have therefore proven that $\ell_n$ is a sum of independent increments in $\mathbb{Z}^d$, with

$$P[\ell_n - \ell_{n-1} = 0] = 1 - \frac{1}{n} ; \quad P[\ell_n - \ell_{n-1} = e_i] = \frac{1}{nd},$$

where $(e_i)_{i \in [1,d]}$ is the canonical basis of the lattice $\mathbb{Z}^d$.

As an immediate consequence of the previous discussion, we have:

**Theorem 5.13.** — The sequence of random vectors $(\ell_n)_{n \in \mathbb{N}}$ converges modulo a $d$-dimensional Poisson law of exponent $\phi(\xi) = \frac{1}{d} \sum_{i=1}^{d} (e^{i\xi_i} - 1)$, with parameters $H_n$ and limiting function

$$\psi_n(\xi) = e^{\gamma \phi(\xi)} \psi_n(\xi) \text{,}$$

where $\psi_n(\xi)$ is the partial product over indices in $[1,n]$ coming from the infinite product $\psi(\xi)$.

**Proof.** — Since the increments of $\ell_n$ are independent,

$$E[e^{i\langle \xi | \ell_n \rangle}] = \prod_{j=1}^{n} \left( 1 + \frac{1}{jd} \sum_{i=1}^{d} (e^{i\xi_i} - 1) \right) = e^{H_n \phi(\xi)} \psi_n(\xi)$$

where $\psi_n(\xi)$ is the partial product over indices in $[1,n]$ coming from the infinite product $\psi(\xi)$. \qed

In particular, since the Fourier transform of $\ell_n$ does not factorize over the coordinates $\xi_i$, the coordinates of $\ell_n$ are not independent, though in the asymptotics $n \to \infty$ and at first order, $\ell_n$ looks like a $d$-uple of independent Poisson variables of parameters $H_n$. In the following, in order to simplify a bit the discussion, we assume $d = 2$, which already contains all the subtleties of the general case. We denote $(x, y)$ the coordinates in $\mathbb{R}^2$, and $(\xi, \zeta)$ the coordinates in the Fourier space. We can then write:

$$\psi_n(\xi, \zeta) = \prod_{j=1}^{n} \left( 1 + \frac{1}{j} \left( \frac{e^{i\xi} + e^{i\zeta}}{2} - 1 \right) \right) e^{-\frac{1}{2} \left( \frac{e^{i\xi} + e^{i\zeta}}{2} - 1 \right)}$$

$$= \sum_{k=0}^{\infty} \varepsilon_{k,n} \left( \frac{e^{i\xi} + e^{i\zeta}}{2} - 1 \right)^k$$

$$= 1 - \frac{p_{2,n}}{2} \left( \frac{e^{i\xi} + e^{i\zeta}}{2} - 1 \right)^2 + o(||(\xi, \zeta)||^2)$$
where the $c_{k,n}$’s are obtained from the parameters

$$p_{1,n} = 0 ; \quad p_{k \geq 2,n} = \sum_{j=1}^{n} \frac{1}{j^k}$$

by the same recipe as in Section 4. The scheme of approximation of $(\ell_n)_{n \in \mathbb{N}}$ of order $r = 1$ is the Poissonian approximation

$$\tilde{\nu}_n(\xi, \zeta) = e^{H_n \left( \frac{\xi + d\xi}{2} - 1 \right)} ; \quad \nu_n(k, l) = e^{-H_n \left( \frac{H_n}{2k+l} \right)^{k+l}}.$$

It satisfies the hypotheses (H1d) and (H2d), with

$$\beta(2,0)_n = -\frac{p_{2,n}}{8}$$

and

$$\beta(1,1)_n = -\frac{p_{2,n}}{4}.$$ Since

$$H_{(2,0)}(x, y) = x^2 - 1, \quad H_{(1,1)}(x, y) = xy$$

and $H_{(0,2)}(x, y) = y^2 - 1$, Theorems 5.8 and 5.9 ensure that

$$d_L(\mu_n, \nu_n) = \frac{\pi}{6} \left( \log n \right)^2 \sup_{(x,y) \in \mathbb{R}^2} \left| e^{-\frac{x^2+y^2}{2} (2 - (x+y)^2)} \right| + o\left( \frac{1}{(\log n)^2} \right);$$

$$d_{TV}(\mu_n, \nu_n) = \frac{\pi}{24 \log n} \left( \int_{\mathbb{R}^2} e^{-\frac{x^2+y^2}{2} |2 - (x+y)^2|} \, dx \, dy \right) + o\left( \frac{1}{(\log n)} \right)$$

since

$$\sum_{|\alpha|=2} \frac{\beta^\alpha H_{\alpha}(x)}{\sigma^\alpha} = -\frac{p_{2,n}}{2} ((x+y)^2 - 2) = \frac{\pi^2}{12} (2 - (x+y)^2).$$

Figure 5.1. The function $e^{-\frac{x^2+y^2}{2} |2 - (x+y)^2|}$. For the local distance, one checks at once that the maximum of the function $f(x, y) = e^{-\frac{x^2+y^2}{2} |2 - (x+y)^2|}$ is obtained when $x = y = 0$, so

$$d_L(\mu_n, \nu_n) = \frac{\pi}{3 (\log n)^2} (1 + o(1)),$$

see Figure 5.1. For the total variation distance, a computer algebra system (SageMath) yields the approximate value 12.162... for the integral. As in the one-dimensional case (Example 1.6 and Section 4.3), one can on
the other hand construct better schemes of approximations, which yield distances smaller than any arbitrary negative power of \( \log n \). It is important to notice that the dependence between the different coordinates of \( \ell_n \) is directly involved in these asymptotics of distances.

5.4. Distinct prime divisors counted according to their residue classes

Similar to the generalisation of Section 4.3 by the study of random coloured permutations, there is a natural generalisation of the discussion of Section 4.5 on distinct prime divisors of a random integer, which involves residue classes of prime numbers.

Fix an integer \( a \geq 2 \), and denote \( d = \varphi(a) \) the cardinality of the multiplicative group \((\mathbb{Z}/a\mathbb{Z})^*\). This quantity is the usual Euler \( \varphi \)-function, and it is equal to the number of integers in \([1, a]\) that are coprime to \( a \). We label the elements of \((\mathbb{Z}/a\mathbb{Z})^*\) as \( b_1, b_2, \ldots, b_d \). If \( n \in \mathbb{N} \) and \( i \in [1, d] \), we denote \( \omega_i(n) \) the number of distinct prime divisors of \( n \) that have residue class \( b_i \) modulo \( a \):

\[
\omega_i(n) = \text{card}\{p \in \mathbb{P}, \ p \mid n \text{ and } p \equiv b_i \mod a\}.
\]

One then has

\[
\sum_{i \in (\mathbb{Z}/a\mathbb{Z})^*} \omega_i(n) = \omega(n) - \text{card}\{p \in \mathbb{P}, \ p \mid a \text{ and } p \mid n\}.
\]

We are interested in the random vector \( \Omega(N_n) = (\omega_1(N_n), \ldots, \omega_d(N_n)) \), where \( N_n \) is a random integer chosen uniformly in \([1, n]\). In view of the theory developed in the previous sections, the asymptotics of these vectors are encoded in the multiple generating series

\[
\frac{1}{n} \sum_{i=1}^{n} (z_1)^{\omega_1(i)}(z_2)^{\omega_2(i)} \cdots (z_d)^{\omega_d(i)}.
\]

In number theory, the asymptotics of such quantities are classically related to the behavior of the Dirichlet series

\[
F(z, s) = \sum_{n=1}^{\infty} \frac{(z_1)^{\omega_1(n)}(z_2)^{\omega_2(n)} \cdots (z_d)^{\omega_d(n)}}{n^s}.
\]

In a moment we shall precise these relations, which amount to the so-called Selberg–Delange method, see [57, Chapter II.5]. Note that, though we want to study a random vector in \( \mathbb{Z}^{d \geq 2} \), the Dirichlet series written above is not a multiple Dirichlet series.
The main algebraic tool that is required in order to use Selberg–Delange method is the theory of Dirichlet characters and their $L$-series, see for instance [57, Chapter II.8]. In the following we recall the basics of this theory. The space of functions $(\mathbb{Z}/a\mathbb{Z})^* \to \mathbb{C}$ is endowed with a Hilbert structure

$$
\langle f | g \rangle = \frac{1}{\varphi(a)} \sum_{i \in (\mathbb{Z}/a\mathbb{Z})^*} f(i)\overline{g(i)},
$$

and a Hilbert basis consists of the Dirichlet characters $\chi_{a,1}, \ldots, \chi_{a,d}$, which are the morphisms of (multiplicative) groups $\chi : (\mathbb{Z}/a\mathbb{Z})^* \to \mathbb{C}^*$. In particular, there are as many Dirichlet characters as elements of the group $(\mathbb{Z}/a\mathbb{Z})^*$, i.e., $d$ distinct characters. In the following, we denote $\chi_{a,1}$ the trivial character: $\chi_{a,1}(i) = 1$ for all $i \in (\mathbb{Z}/a\mathbb{Z})^*$.

If $\chi$ is a character of $(\mathbb{Z}/a\mathbb{Z})^*$, introduce its $L$-function

$$
L(\chi, s) = \sum_{n=1}^{\infty} \frac{\chi(n)}{n^s},
$$

where the function $\chi$ is extended to $\mathbb{Z}$ by

$$
\chi(n) = \begin{cases} 
\chi(m) & \text{if } (n, a) = 1 \text{ and } m \equiv n \pmod{a}, \\
0 & \text{if } (n, a) > 1.
\end{cases}
$$

These functions admit an Euler product representation:

$$
L(\chi, s) = \prod_{p \in \mathbb{P}_a} \left( 1 - \frac{\chi(p)}{p^s} \right)^{-1},
$$

where $\mathbb{P}_a$ is the set of prime numbers that do not divide $a$. In particular, $L(\chi_{a,1}, s)$ is almost the same as Riemann’s $\zeta$-function:

$$
L(\chi_{a,1}, s) = \prod_{p \in \mathbb{P}_a} \left( 1 - \frac{1}{p^s} \right)^{-1} = \zeta(s) \prod_{p \mid a} \left( 1 - \frac{1}{p^s} \right).
$$

Therefore, the $L$-function associated to the trivial character has abscissa of convergence 1, and can be extended to a meromorphic function on the half-plane Re$(s) > 0$, with a single pole at $s = 1$. On the other hand, for the other characters $\chi_{a,2}, \ldots, \chi_{a,d}$, the corresponding $L$-functions converge simply towards holomorphic functions on the same half-plane Re$(s) > 0$.

We now form the Dirichlet series

$$
F(z, s) = \sum_{n \geq 1} \frac{(z_1)^{\omega_1(n)} \cdots (z_d)^{\omega_d(n)}}{n^s}.
$$
For any choice of parameters $z_1, \ldots, z_d \in \mathbb{C}$, the series $F(z, s)$ converges absolutely on the half-plane $\text{Re}(s) > 1$, as can be seen from the inequality
\[
\sum_{n \geq 1} \left| \frac{(z_1)^{\omega_1(n)} \cdots (z_d)^{\omega_d(n)}}{n^s} \right| \leq \prod_{p \in \mathbb{P}_a} \left( 1 + \frac{\max_{i \in [1,d]} |z_i|}{p^s - 1} \right).
\]

Given parameters $y_1, \ldots, y_d$, we set
\[
G_{\chi}(z, s) = F(z, s) \prod_{j=1}^{d} L(\chi_{a,j}, s)^{-y_j}.
\]

Let us choose the parameters $y_1, \ldots, y_d$ so that the series $G_{\chi}(z, s)$ is an holomorphic function on $\text{Re}(s) > \frac{1}{2}$. If $\text{Re}(s) > 1$, we can write without ambiguity
\[
F(z, s) = \prod_{i=1}^{d} \prod_{p \equiv b_i \mod a} \left( 1 + \frac{z_i}{p^s - 1} \right);
\]
\[
G_{\chi}(z, s) = \prod_{i=1}^{d} \prod_{p \equiv b_i \mod a} \left( 1 + \frac{z_i}{p^s - 1} \right) \prod_{j=1}^{d} \left( 1 - \frac{\chi_{a,j}(p)}{p^s} \right)^{y_j}
\]
where $i(p)$ is the unique $i \in [1,d]$ such that $p \equiv b_i \mod a$. The Taylor expansion of the term corresponding to $p \in \mathbb{P}_a$ is the previous product is
\[
1 + \frac{1}{p^s} \left( z_i(p) - \sum_{j=1}^{d} y_j \chi_{a,j}(b_i(p)) \right) + O\left( \frac{1}{p^{2s}} \right).
\]
Set $y_j = \frac{1}{d} \sum_{k=1}^{d} z_k \chi_{a,j}(b_k)$. Then, by orthogonality of the Dirichlet characters, one has:
\[
\sum_{j=1}^{d} y_j \chi_{a,j}(b_i) = \frac{1}{d} \sum_{j,k=1}^{d} z_k \chi_{a,j}(b_k) \chi_{a,j}(b_i)
\]
\[
= \frac{d}{d} \sum_{j=1}^{d} \left( \sum_{k=1}^{d} z_k b_k \right) \chi_{a,j} \langle \chi_{a,j} | b_i \rangle
\]
\[
= \frac{d}{d} \left( \sum_{k=1}^{d} z_k b_k \right) b_i = z_i.
\]

Hence, for this choice of parameters, $G_{\chi}(z, s) = \prod_{p \in \mathbb{P}_a} (1 + O(p^{-2s}))$, so $G_{\chi}(z, d)$ is an holomorphic function on $\text{Re}(s) > \frac{1}{2}$. Note that $y_1 = \frac{z_1 + \cdots + z_d}{d}$. 
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Now, by the previous discussion on $L$-series, one can remultiply $G_{\chi}(z, s)$ by $\prod_{j \neq 1} L(\chi_{a,j}, s)^{y_j}$, hence:

**Proposition 5.14. —** For any choice of complex parameters $z_1, \ldots, z_d$, the series

$$G(z, s) = F(z, s) \left( \zeta(s) \right)^{-\frac{z_1 + \cdots + z_d}{d}}$$

has an holomorphic extension on the half-plane $\Re(s) > \frac{1}{2}$.

**Proof. —** If $L(\chi_{a,1}, s) = \zeta_a(s)$ is the partial $\zeta$-function associated to the integer $a$, then we shown that $F(z, s) \left( \zeta_a(s) \right)^{-\frac{z_1 + \cdots + z_d}{d}}$ is an holomorphic function on $\Re(s) > \frac{1}{2}$. It suffices then to multiply by the missing terms

$$\prod_{p|a} \left( 1 - \frac{1}{p^s} \right)^{z_1 + \cdots + z_d}.$$ 

We can now apply Theorem 3 in [57, Chapter II.5]:

**Theorem 5.15. —** When $n$ goes to infinity,

$$\frac{1}{n} \sum_{i=1}^{n} (z_1)^{\omega_1(n)} \cdots (z_d)^{\omega_d(n)}$$

$$= (\log n)^{-\frac{z_1 + \cdots + z_d}{d} - 1} \frac{G((z_1, \ldots, z_d), 1)}{\Gamma\left( \frac{z_1 + \cdots + z_d}{d} \right)} \left( 1 + O\left( \frac{1}{\log n} \right) \right),$$

with a remainder that is locally uniform in the parameters $z_1, \ldots, z_d$.

As a corollary, the random vectors $(\Omega(N_n))_{n \in \mathbb{N}}$ of numbers of distinct prime divisors in each residue class of $(\mathbb{Z}/a\mathbb{Z})^*$ converge mod-$\phi$, where $\phi(\xi) = \frac{1}{d} \sum_{j=1}^{d} (e^{i\xi_j} - 1)$. The parameters of this mod-$\phi$ convergence are $\lambda_n = \log \log n$, and the limiting residue is

$$\psi(\xi) = \frac{G((e^{i\xi_1}, \ldots, e^{i\xi_d}), 1)}{\Gamma\left( \frac{e^{i\xi_1} + \cdots + e^{i\xi_d}}{d} \right)}.$$

Moreover, the convergence happens at speed $O\left( \frac{1}{\log n} \right)$. As a consequence, one can construct explicit schemes of approximations of the laws of the vectors $(\Omega(N_n))_{n \in \mathbb{N}}$, which yield distances that are $O\left( (\log \log n)^{-\frac{p}{2}} \right)$ with $p \geq 1$ arbitrary (see Theorems 5.8 and 5.9). The first of these schemes is the Poisson approximation:

$$\mathcal{G}_n(\xi) = e^{(\log \log n)^{\frac{1}{2}} \sum_{i=1}^{d} (e^{i\xi_i} - 1)}.$$ 

Unfortunately, it is then difficult to calculate the constants involved in these asymptotics of distances. Indeed, there are no simple expression for the values of $G((e^{i\xi_1}, \ldots, e^{i\xi_d}), 1)$ and its partial derivatives around $\xi = 0$. 
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