ASYMPTOTIC METRICS FOR SU($N$)-MONOPOLES WITH MAXIMAL SYMMETRY BREAKING
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Abstract. We compute the asymptotic metrics for moduli spaces of SU($N$) monopoles with maximal symmetry breaking. These metrics are exponentially close to the exact monopole metric as soon as, for each simple root, the individual monopoles corresponding to that root are well separated. We also show that the estimates can be differentiated term by term in natural coordinates, which is a new result even for SU(2) monopoles.

1. Introduction

It has been known since the work of Taubes [33] that an SU(2)-monopole of charge $m$ with well-separated zeros of the Higgs field approximates a collection of $m$ monopoles of charge 1. This fact is reflected in the asymptotic behaviour of the natural hyperkähler metric on the moduli space $M_m$ of charge $m$ monopoles. Namely, in the asymptotic region of $M_m$, the monopole metric is exponentially close to another hyperkähler metric, whose geodesics determine scattering of $m$ particles with electric, magnetic and scalar charges. This metric was found by Gibbons and Manton in [15] and a proof that it differs from the exact monopole metric by an exponentially small amount was given in [3]. For $m = 2$, the Gibbons-Manton metric is just the product of a flat metric and the Taub-NUT metric with a negative mass parameter.

Monopoles exist for any compact Lie group and Taubes’ estimates work equally well for SU($N$)-monopoles with maximal symmetry breaking, that is monopoles whose Higgs field has distinct eigenvalues at infinity. This time a moduli space $M_{m_1,\ldots,m_{N-1}}(\mu_1,\ldots,\mu_N)$, where $m_i$ are positive integers and $\mu_1 < \cdots < \mu_N$, is obtained by identifying gauge-equivalent framed monopoles whose Higgs field at infinity defines a map from the 2-sphere to the adjoint orbit $O$ of $\text{diag}(i\mu_1,\ldots,i\mu_N)$ and whose degree is $(m_1,\ldots,m_{N-1}) \in H_2(O,\mathbb{Z})$. We should think of particles making up the monopole as coming in $N - 1$ distinguishable types, with $m_i$ being the number of particles of type $i$.

In this paper we shall compute the asymptotic metric on $M_{m_1,\ldots,m_{N-1}}(\mu_1,\ldots,\mu_N)$ [3]. This metric turns out to be a hybrid between the Gibbons-Manton metric and the metric on the moduli space of monopoles of charge $(1,1,\ldots,1)$ which was computed in [28, 29, 10].

Particles of the same type interact as in the Gibbons-Manton metric while the particles of different types as in the (1,1,\ldots,1)-metric (i.e. neighboring types interact as in the Taub-NUT metric with a positive mass parameter and non-neighboring types do not interact). The precise formula for the asymptotic metric is given in the next section. Somewhat surprisingly, the monopole metric on $M_{m_1,\ldots,m_{N-1}}(\mu_1,\ldots,\mu_N)$ is exponentially close to the asymptotic metric as soon as, for each $i$, particles of type $i$ are far apart. Particles of

\footnote{Strictly speaking, we only show that our asymptotic metric is close to the metric on the moduli space of solutions to Nahm’s equations. Thus we can conclude that the geodesics of the monopole metric and of the asymptotic metric are close to each other (see Remark 3.5). The metrics themselves are close if the Nahm transform for SU($N$)-monopoles, $N > 2$, is an isometry.}
different types can be as close to each other as we wish (in fact sometimes they can have the same position). Moreover, as we observe in section 9, if particles of a single type, say \(i\), are far apart, then the monopole metric is likely to be exponentially close to yet another hyperkähler metric. This metric is simpler than the monopole metric, but still given by transcendental functions. It is only when the particles of each type are far apart, that the asymptotic metric becomes algebraic and we are able to compute it explicitly.

The proof uses the idea of our previous work [3], i.e. replacing solutions to Nahm’s equations corresponding to monopoles with solutions defined on half-line. This gives a new moduli space whose metric is then computed by twistor methods. The main novelty is the way the metrics are compared. We prove (in Appendix B) a general theorem which allows us to deduce the estimates on all derivatives of components (in natural coordinates) of the difference of metric tensors from one-sided estimates on the metric tensors. Such a deduction is possible for two hyperkähler metrics which are related via a complex-symplectic isomorphism providing that one of the metrics admits holomorphic coordinates in which the complex-symplectic form is standard and in which the components of the metric tensor are uniformly bounded.

The paper is organized as follows. In the next section we collect some facts about \(T^m\)-invariant hyperkähler metrics in dimension \(4m\) of which our asymptotic metric is an example. In section 3 we recall the description, due to Nahm [30] and to Hurtubise and Murray [22], of \(SU(N)\)-monopoles in terms of Nahm’s equations. We also define there the moduli space of solutions to Nahm’s equations whose metric will be the asymptotic metric. This moduli space is a hyperkähler quotient of the product of several simpler moduli spaces, and in the following four sections we compute the metrics on these. In section 8 we discuss the topology of these moduli spaces. Finally, in section 9, we put the results together to obtain an explicit formula for the asymptotic metric (Theorem 9.1). We also prove there that the rate of approximation is exponential (Theorem 9.2) and discuss the topology of the asymptotic moduli space. The appendix A deals with the question of identifying certain hyperkähler quotients with corresponding complex-symplectic quotients which is needed in section 8. In appendix B we prove the above-mentioned comparison theorem for Ricci-flat Kähler manifolds.

2. HYPERKÄHLER QUOTIENTS AND \(T^m\)-IN Variant Hyperkähler Metrics

The Gibbons-Manton metric [13, 16] is an example of a \(4m\)-dimensional (pseudo)-hyperkähler metric admitting a tri-Hamiltonian (hence isometric) action of the \(n\)-dimensional torus \(T^m\). Such metrics have particularly nice properties and were studied by several authors [27, 20, 32]. On the set where the action of \(T^m\) is free such a metric can be locally written in the form:

\[
g = \Phi d\mathbf{x} : d\mathbf{x} + \Phi^{-1}(dt + A)^2,
\]

where \(\mathbf{x}\) is the hyperkähler moment map, \(d\mathbf{t}\) is dual to the \((m \times 1)\)-matrix of Killing vector fields and the matrix \(\Phi\) and the 1-form \(A\) depend only on the \(\mathbf{x}_i\) and satisfy certain linear PDE’s. In particular, \(\Phi\) determines the metric up to a gauge equivalence. The set where the \(T^m\)-action is free can be viewed as a \(T^m\)-bundle over an open subset of \(\mathbb{R}^{3m}\). For the Gibbons-Manton metric this open subset is the configuration space of \(\tilde{C}_m(\mathbb{R}^3)\) of \(m\) distinct points in \(\mathbb{R}^3\) (i.e. \(\mathbb{R}^{3m}\) without the generalized diagonal) and

\[
\Phi_{ij} = \begin{cases} 
-\frac{1}{\nu} - \sum_{k \neq i} \frac{1}{\|\mathbf{x}_i - \mathbf{x}_k\|} & \text{if } i = j \\
\frac{1}{\|\mathbf{x}_i - \mathbf{x}_j\|} & \text{if } i \neq j.
\end{cases}
\]
Here $\nu$ is the mass parameter. We can, in particular, take $\nu = \infty$ and $m = 2$. Then the linearity of the equations for $\Phi$ and $A$ implies that, for any mapping $(i,j) \mapsto s_{ij}$ of $\{1, \ldots, m\} \times \{1, \ldots, m\}$ such that $s_{ij} = s_{ji}$ and $s_{ii} = 0$ for $i,j = 1, \ldots, m$, and for any constants $c_i$, $i = 1, \ldots, m$, the following matrix $\Phi$ defines a $T^m$-invariant (pseudo)-hyperkähler metric:

$$
\Phi_{ij} = \begin{cases} 
   c_i + \sum_{k \neq i} s_{ij} \frac{s_{ik}}{\|x_i - x_j\|} & \text{if } i = j \\
   s_{ij} & \text{if } i \neq j.
\end{cases}
$$

(2.3)

The asymptotic metric on $M_{m_1,\ldots,m_{N-1}}(\mu_1,\ldots,\mu_N)$ will turn out to be of this form. Namely $m = m_1 + \cdots + m_{N-1}$ and, if we define the type $t(i)$ of an $i \leq m$ by $t(i) = \min \{ k; i \leq \sum_{s \leq k} m_s \}$, then

$$
c_i = \mu_{k+1} - \mu_k \text{ if } t(i) = k
$$

and

$$
s_{ij} = \begin{cases} 
   -2 & \text{if } t(i) = t(j) \\
   1 & \text{if } |t(i) - t(j)| = 1 \\
   0 & \text{otherwise.}
\end{cases}
$$

(2.5)

3. Moduli spaces of solutions to Nahm’s equations

We shall define in this section several moduli spaces of solutions to Nahm’s equations. All of these spaces carry hyperkähler metrics. In particular, we shall recall, after Nahm [30] and Hurtubise and Murray [22], the description of the moduli spaces of $SU(N)$ monopoles with maximal symmetry breaking in terms of solutions to Nahm’s equations. We shall also describe the asymptotic moduli spaces. We remark that from the point of view of hyperkähler geometry many interesting metrics are obtained by replacing below the unitary group with an arbitrary compact Lie group. Such a generalization is straightforward, but, as our focus is on monopoles, we shall restrict ourselves to the unitary case.

Nahm’s equations are the following ODE’s:

$$
\dot{T}_i + [T_0, T_i] + \frac{1}{2} \sum_{j,k=1,2,3} \epsilon_{ijk} [T_j, T_k] = 0, \quad i = 1, 2, 3.
$$

(3.1)

The functions $T_0, T_1, T_2, T_3$ are defined on some interval and are skew-hermitian and analytic. If the rank of the $T_i$ is $n$, then the space of solutions is acted upon by the gauge group $G$ of $U(n)$-valued functions $g(t)$:

$$
T_0 \mapsto \text{Ad}(g)T_0 - \dot{g}g^{-1}
$$

$$
T_i \mapsto \text{Ad}(g)T_i, \quad i = 1, 2, 3.
$$

(3.2)

We define fundamental moduli spaces of $u(n)$-valued solutions $F_n(m;c)$ and $\tilde{F}_n(m;c)$. Here $m$ is a nonnegative integer less than or equal to $n$ and $c$ is a positive real number ($c$ can be negative or zero for $\tilde{F}_n(m;c)$). The moduli spaces $F_n(m;c)$ correspond to monopoles with minimal symmetry breaking and are the basic building blocks from which all moduli spaces of framed $SU(N)$-monopoles with maximal symmetry breaking can be obtained by means of the hyperkähler quotient construction. The spaces $\tilde{F}_n(m;c)$ play a similar role for the asymptotic metrics. They are defined as follows:

- Solutions in $F_n(m;c)$ are defined on $(0, c]$, while solutions in $\tilde{F}_n(m;c)$ are defined on $(0, \infty)$. 

For a solution \((T_0, T_1, T_2, T_3)\) in either \(F_n(m; c)\) or \(\tilde{F}_n(m; c)\), \(T_0\) and the \(m \times m\) upper-diagonal blocks of \(T_1, T_2, T_3\) are analytic at \(t = 0\), while the \((n - m) \times (n - m)\) lower-diagonal blocks have simple poles with residues defining the standard \((n - m)\)-dimensional irreducible representation of \(su(2)\). The off-diagonal blocks are of the form \(t^{(n-m-1)/2} \times \text{(analytic in } t)\).

A solution in \(F_n(m; c)\) is analytic at \(t = c\), while a solution in \(\tilde{F}_n(m; c)\) approaches a diagonal limit at \(+\infty\) exponentially fast. Furthermore \((T_1(+\infty), T_2(+\infty), T_3(+\infty))\) is a regular triple, i.e., its centralizer consists of diagonal matrices.

The gauge group for \(F_n(m; c)\) consists of gauge transformations \(g\) with \(g(0) = g(c) = 1\), while the gauge group for \(\tilde{F}_n(m; c)\) has the Lie algebra consisting of functions \(\rho : [0, +\infty) \to u(n)\) such that

(i) \(\rho(0) = 0\) and \(\dot{\rho}\) has a diagonal limit at \(+\infty\);

(ii) \((\dot{\rho} - \dot{\rho}(+\infty))\) and \([\tau, \rho]\) decay exponentially fast for any regular diagonal matrix \(\tau \in u(n)\);

(iii) \(c\dot{\rho}(+\infty) + \lim_{t \to +\infty}(\rho(t) - t\dot{\rho}(+\infty)) = 0\).

Remark 3.1. Alternately, the space \(\tilde{F}_n(m; c)\) can be viewed as the moduli space of solutions defined on \([-c, +\infty)\) with the gauge group given by the transformation which are exponentially close to \(\text{exp}(ht)\) for some diagonal \(h\).

The tangent space at a solution \((T_0, T_1, T_2, T_3)\) can be identified, for both \(F_n(m; c)\) and \(\tilde{F}_n(m; c)\), with the space of solutions to the following system of linear equations:

\[
\begin{align*}
\dot{t}_0 + [T_0, t_0] + [T_1, t_1] + [T_2, t_2] + [T_3, t_3] &= 0, \\
\dot{t}_1 + [T_0, t_1] - [T_1, t_0] + [T_2, t_3] - [T_3, t_2] &= 0, \\
\dot{t}_2 + [T_0, t_2] - [T_1, t_3] - [T_2, t_0] + [T_3, t_1] &= 0, \\
\dot{t}_3 + [T_0, t_3] + [T_1, t_2] - [T_2, t_1] - [T_3, t_0] &= 0.
\end{align*}
\]

\((3.3)\)

\(F_n(m; c)\) carries a hyperkähler metric is defined by

\[
\|(t_0, t_1, t_2, t_3)\|^2 = \int_0^c \sum_{i=0}^{3} \|t_i\|^2,
\]

while \(\tilde{F}_n(m; c)\) possesses an indefinite (and possibly degenerate) hyperkähler metric given by:

\[
\|(t_0, t_1, t_2, t_3)\|^2 = c \sum_{i=0}^{3} \|t_i(+\infty)\|^2 + \int_0^{+\infty} \sum_{i=0}^{3} (\|t_i(s)\|^2 - \|t_i(+\infty)\|^2) \, ds.
\]

\((3.5)\)

The moduli space \(F_n(m; c)\) has a tri-Hamiltonian action of \(U(n) \times U(m)\) given by gauge transformations \(g\) with arbitrary values at \(t = c\) and with \(g(0)\) being block-diagonal with the off-diagonal blocks equal to 0 and the \((n-m) \times (n-m)\) lower-diagonal block being identity. Both \(U(n)\) and \(U(m)\) act freely. The hyperkähler moment map for the action of \(U(n)\) is \((-T_1(c), -T_2(c), -T_3(c))\), while the one for the action of \(U(m)\) is \(\pi(T_1(0), T_2(0), T_3(0))\), where \(\pi\) denotes the projection onto the \(m \times m\) upper-diagonal block.

The moduli space \(\tilde{F}_n(m; c)\) has a similarly defined free tri-Hamiltonian action of \(U(m)\). In addition, it has a free tri-Hamiltonian action of the diagonal torus \(T^n \leq U(n)\) given by gauge transformations which are asymptotic to \(\text{exp}(-th + \lambda h)\) for a diagonal \(h\) and real \(\lambda\). The moment map for this action is \((T_1(+\infty), T_2(+\infty), T_3(+\infty))\).

We shall now consider hyperkähler quotients of various products of \(F_n(m; c)\) and \(\tilde{F}_n(m; c)\). We observe that the hyperkähler quotient construction of say, \(F_n(m; c) \times F_n(l; c')\)
matches solutions \((T_0(t), T_1(t), T_2(t), T_3(t))\) in \(F_n(m; c)\) with \((-T_0(c + c' - t), -T_1(c + c' - t), -T_2(c + c' - t), -T_3(c + c' - t))\) for a \((T_0(t), T_1(t), T_2(t), T_3(t))\) in \(\tilde{F}_n(m; c)\). The resulting space can be identified with the moduli space of solutions to Nahm’s equations on \([0, c + c']\) having appropriate poles at \(t = 0\) and at \(t = c + c'\). We recall that the triple backslash denotes hyperkähler quotient (in all our constructions the moment map is canonical and we quotient its 0-set). We have basic hyperkähler isomorphisms:

\[
\begin{align*}
(F_n(m; c) \times F_n(n; c'))///U(n) & \simeq F_n(m; c + c') \\
(F_n(m; c) \times F_n(n; c'))///U(n) & \simeq \tilde{F}_n(m; c + c').
\end{align*}
\] (3.6)

The group acts diagonally on the product. In particular all \(\tilde{F}_n(m; c)\) can be obtained from the \(F_n(n; c)\) and the \(F_n(m; c)\).

We now define auxiliary moduli spaces \(\tilde{F}_{n,m}(c, c'), \tilde{F}_{n,m}(c, c'), F_{n,n}(c, c'), F_{n,n}(c, c').\) Here \(n, m\) are arbitrary positive integers and \(c, c'\) are arbitrary positive real numbers. The spaces are defined as follows:

- if \(n < m\), then \(F_{n,m}(c, c') = (F_n(n; c) \times F_m(m; c'))///U(n)\). The spaces with a tilde over \(n\) or \(m\) are obtained by replacing the corresponding \(F\) with \(\tilde{F}\);
- if \(n > m\), then \(F_{n,m}(c, c') = (F_n(m; c) \times F_m(m; c'))///U(\mu)\) and similarly for the other spaces;
- if \(n = m\), then \(F_{n,n}(c, c')\) is the hyperkähler quotient of \(F_n(n; c) \times F_n(n; c') \times \mathbb{H}^n\) by the diagonal action of \(U(n)\).

**Remark 3.2.** Thus these moduli spaces consist of \(u(\mu\mu)-\text{valued solutions} T^+\) on \([-x, 0)\) and of \(u(\mu)-\text{valued solutions} T^-\) on \([0, y]\), where \(x = c'\) or \(-\infty\) and \(y = c\) or \(y = +\infty\), with matching conditions at \(t = 0\): if \(n > m\) (resp. \(n < m\)), then the limit of the \(m \times m\) upper-diagonal block of \(T^+\) (resp. \(T^-\)) at \(t = 0\) is equal to the limit of \(T^-\) (resp. \(T^+\)): if \(n = m\), then there exists a vector \((V, W) \in \mathbb{C}^2\) such that \((T^+_2 + iT^-_3)|_{0^+} - (T^-_2 + iT^+_3)|_{0^-}\) is \(\det(VW)\) and \(T^+_1|_{0^+} - T^-_1|_{0^-} = (|V|^2 - |W|^2)/2\). The gauge transformations \(g(t)\) satisfy similar matching conditions: if \(n \neq m\), then the upper-diagonal \(m \times m\) block is continuous, the lower-diagonal block is identity at \(t = 0\) and the off-diagonal blocks vanish to order \((n - m - 1)/2\); if \(n = m\), then \(g(t)\) is continuous at \(t = 0\).

Notice that \(F_{n,m}(c, c')\) is isomorphic, as a hyperkähler manifold, to \(F_{n,m}(c', c)\) and similarly for \(F_{n,n}(c, c')\). We can now define the moduli spaces we are really interested in. Let us fix an integer \(N\) and consider functions \(\sigma : \{1, \ldots, N - 1\} \to \mathbb{N} \sqcup \mathbb{N}\) is arbitrary and \(\mu : \{1, \ldots, N\} \to \mathbb{R}\) is increasing. We shall denote the second copy of \(\mathbb{N}\) by \(\bar{\mathbb{N}}\) and write its elements as \(\{1, 2, 3, \ldots\}\). We define the moduli space \(\tilde{F}_\sigma(\mu)\) as a hyperkähler quotient of \(F_{\sigma_1 + 1}(c_1) \times F_{\sigma_2 + 1}(c_2, c'_2) \times \cdots \times F_{\sigma_{N-1} + 1}(c_{N-1}, c'_{N-1}) \times F_{\sigma_N}(c'_N)\). Here \(c_i + c'_i = \mu(i + 1) - \mu(i), \sigma_1, \sigma_2, \sigma_3 \in \mathbb{N} \sqcup \bar{\mathbb{N}}\) and \(\sigma_i : \{1, 2\} \to \mathbb{N} \sqcup \bar{\mathbb{N}}\) for \(2 \leq i \leq N - 1\). Furthermore \(\sigma_1 = \sigma(1), \sigma_2 = \sigma(i)\) for \(2 \leq i \leq N - 1\), and \(\sigma_N = \sigma(N - 1)\). Finally \(F_{\sigma_0}(\mu)\) and \(\tilde{F}_0(\mu)\) denote \(F_0(\mu)\) and \(\tilde{F}_0(\mu)\). The group by which we quotient is a product of unitary groups and of tori acting on this product space: we take the diagonal action of \(U(n)\) on \(F_{\sigma_1 + 1}(c_1, c'_1) \times F_{\sigma_2 + 1}(c_2, c'_2) \times \cdots \times F_{\sigma_{N-1} + 1}(c_{N-1}, c'_{N-1})\) (or \(F_{\sigma_1}(c_1) \times F_{\sigma_2}(c_2, c'_2)\) for \(i = 1\) and similarly for \(i = N - 1\) if \(\sigma(i) = \sigma(N - 1)\) and the diagonal action of \(T^n\) if \(\sigma(i) = \sigma(N - 1)\)

**Remark 3.3.** The moduli space \(\tilde{F}_\sigma(\mu)\) should be viewed as consisting of solutions to Nahm’s equations on \(N - 1\) “intervals” \(I_i, i = 1, \ldots, N_1\) with matching conditions at the boundary points. If \(\sigma(i) \in \mathbb{N}\), then \(I_i = [\mu(i), \mu(i + 1)]\), while if \(\sigma(i) \in \bar{\mathbb{N}}\), then
\( I_i = [\mu(i), +\infty) \cup (-\infty, \mu(i) + 1) \) (see Remark 3.1). The solutions satisfy matching conditions of Remark 3.2 at each \( \mu_i \) and are continuous at each infinity. The gauge transformations satisfy matching conditions of Remark 3.2 at each \( \mu_i \) and are exponentially close to \( \exp(h_i t + p_i) \) near \( \pm\infty \) in \( I_i \), \( \sigma(i) \in \mathbb{N} \), for some diagonal matrices \( h_i, p_i \).

A theorem of Hurtubise and Murray [23], giving a full proof of the correspondence found by Nahm [30], and generalizing the SU(2) case due to Hitchin [19] can be phrased as follows (this formulation uses the connectivity of the moduli space of SU(N)-monopoles due to Jarvis [23]):

**Theorem 3.4.** The moduli space \( M_{m_1, \ldots, m_{N-1}}(\mu_1, \ldots, \mu_N) \) of framed SU(N) monopoles of charge \((m_1, \ldots, m_{N-1})\) and the symmetry breaking at infinity equal to \((\mu_1, \ldots, \mu_N)\), \( \mu_i \) distinct, is diffeomorphic to the moduli space \( F^\sigma(\mu) \) with \( \sigma(i) = m_i \) and \( \mu(i) = \mu_i \).

**Remark 3.5.** It is expected, but at present not known (except for \( N = 2 \) [3]), that this diffeomorphism is an isometry. Nevertheless, the twistorial character of Hurtubise and Murray’s construction shows that this diffeomorphism preserves the three complex structures and, hence, the Levi-Civita connection. Thus, the geodesics are the same.

Our aim is to show that the metric on \( F^\sigma(\mu) \) with \( \sigma(i) = m_i \) and \( \mu(i) = \mu_i \) is asymptotic to the metric on \( F^\bar{\sigma}(\mu) \) with \( \bar{\sigma}(i) = m_i \) and \( \mu(i) = \mu_i \). We shall first compute the metric on \( F^\bar{\sigma}(\mu) \).

4. Complex structures on \( F_n(m; c) \) and \( \tilde{F}_n(n; c) \)

All moduli spaces described in the previous section have an isometric action of SU(2) or SO(3) rotating the complex structures and therefore all complex structures are equivalent. We shall consider the complex structure \( I \) and describe the complex coordinates (and the complex symplectic form \( \omega_2 + i \omega_3 \)) on \( F_n(m; c) \) and \( \tilde{F}_n(n; c) \). All other moduli spaces can be described as open subsets of complex-symplectic quotients of products of these.

We set \( \alpha = T_0 + iT_1 \) and \( \beta = T_2 + iT_3 \). The Nahm equations can be then written as one complex and one real equation:

\[
\frac{d\beta}{dt} = [\beta, \alpha] \tag{4.1}
\]
\[
\frac{d}{dt}(\alpha + \alpha^*) = [\alpha^*, \alpha] + [\beta^*, \beta]. \tag{4.2}
\]

First, we consider \( F_n(m; c) \) (cf. [21, 3]).

Let \( E_1, \ldots, E_n \) denote the standard basis of \( \mathbb{C}^n \). There is a unique solution \( w_1 \) of the equation

\[
\frac{dw}{dt} = -\alpha w \tag{4.3}
\]

with

\[
\lim_{t \to 0} \left( t^{-(n-m-1)/2} w_1(t) - E_{m+1} \right) = 0. \tag{4.4}
\]

Setting \( w_1(t) = \beta^{i-1}(t) w_1(t) \), we obtain a solution to (4.3) with

\[
\lim_{t \to 0} \left( t^{-(n-m+1)/2} w_1(t) - E_{m+i} \right) = 0.
\]

In addition there are solutions \( w_1, \ldots, w_m \) to (4.3) whose last \( n-m \) components vanish to order \((n-m+1)/2\), and which are linearly independent at \( t = 0 \). The complex gauge
transformation \( g(t) \) with \( g^{-1} = (u_1, \ldots, u_m, w_1, \ldots, w_{n-m}) \) makes \( \alpha \) identically zero and sends \( \beta(t) \) to the constant matrix (cf. [21])

\[
B = \begin{pmatrix}
  0 & \ldots & 0 & g_1 \\
  \vdots & \ddots & \vdots & \vdots \\
  0 & \ldots & 0 & g_m \\
  f_1 & \ldots & f_m & 0 & \ldots & 0 & e_1 \\
  0 & \ldots & 0 & 1 & \ddots & e_2 \\
  \vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
  0 & \ldots & 0 & 0 & \ldots & 1 & e_{n-m}
\end{pmatrix}
\] (4.5)

The mapping \((\alpha, \beta) \rightarrow (g(c), B)\) gives a biholomorphism between \((F_n(m; c), I)\) and \(GL(n, \mathbb{C}) \times gl(m, \mathbb{C}) \times \mathbb{C}^{n+m} \) [3]. The action of \(GL(n, \mathbb{C})\) is given by the right translations, and the action of \(GL(m, \mathbb{C})\) is given by \(p \cdot (h, f, g, e, g(c)) = (php^{-1}, fp^{-1}, pg, e, pg(c))\), where for the last term we embedded \(GL(m, \mathbb{C})\) in \(GL(n, \mathbb{C})\) as the \(m \times m\) upper-diagonal block. We can compute the complex symplectic form \(\omega = \omega_2 + i\omega_3\). We denote by \(b, \hat{b}\) vectors tangent to the space of \(B\)'s in \([1,3]\) and by \(\rho, \hat{\rho}\) right-invariant vector fields on \(GL(n, \mathbb{C})\). We have [3]:

\[
\omega (\rho, b) = \text{tr} (\hat{\rho} b - \rho \hat{b} - B[\rho, \hat{\rho}]).
\] (4.6)

Now we consider the complex structure of \(\tilde{F}_n(n; c)\). Let \(n\) be a unipotent algebra corresponding to the Cartan algebra of diagonal matrices. We consider the open dense subset \(\tilde{F}(n)\) of \(\tilde{F}_n(n; c)\) defined as the set of all solutions \((\alpha, \beta) = (T_0 + iT_1, T_2 + iT_3)\) such that the intersection of the sum of positive eigenvalues of \(\text{ad}(iT_1(+\infty))\) with the centralizer \(C(\beta(+\infty))\) is contained in \(n\). We observe that, since \((T_1(+\infty), T_2(+\infty), T_3(+\infty))\) is a regular triple, the projection of \(T_1(+\infty)\) onto \(C(\beta(+\infty))\) is a regular element. Now, as in [3], we use results of Biquard [3] to deduce that \(\tilde{F}(n)\) is biholomorphic to an open subset of \(GL(n, \mathbb{C}) \times N \mathfrak{b}\) where \(N = \exp \mathfrak{n}\) and \(b = \mathfrak{d} + \mathfrak{n}, \mathfrak{d}\) denoting the diagonal matrices. Briefly, the element \(g\) of \(GL(n, \mathbb{C})\) is given by the value at \(t = 0\) of the complex gauge transformation \(g(t)\) which makes \((0, \beta(+\infty) + n)\) into \((\alpha, \beta)\).

The charts \(\tilde{F}(n)\) are glued as follows: \([g, d + n] \sim [g', d' + n']\) if and only if \(n \in n, n' \subset n'\), and either \(n' \subset n\) and there exists an \(m \in N\) such that \(gm^{-1} = g', \text{Ad}(m)(d + n) = d' + n'\) or vice versa (i.e. \(n \subset n'\) etc.).

We remark that \(\tilde{F}_0\) is an open dense subset biholomorphic to an open subset of \(\tilde{F}(n, \mathbb{C}) \times \mathfrak{d}\). We shall denote this subset by \(\tilde{F}^\text{reg}(n; c)\). If \(b_d, \hat{b}_d\) denote vectors tangent to the space of diagonal matrices and \(\rho, \hat{\rho}\) denote this time left-invariant vector fields on \(GL(n, \mathbb{C})\), then the form \(\omega\) is given by [3]:

\[
\omega = -\text{tr} (b_d \hat{\rho} - \rho \hat{b}_d - [\rho, \hat{\rho}]\beta_d).
\] (4.7)

All other moduli spaces \(\tilde{F}_n(m; c)\) and \(F_{\sigma}(\mu)\) can be viewed as hyperkähler quotients of products of \(F_n(m; c)\) and \(\tilde{F}_n(n; c)\). Thus, as complex-symplectic manifolds, they are isomorphic to open subsets of complex-symplectic quotients of the corresponding complex-symplectic manifolds computed above. The description of the latter quotients is straightforward. Let us remark that Hurtubise showed in [21] that if \(\sigma(i) = m_i, i = 1, \ldots, N-1\), then \(F_{\sigma}(\mu)\) (i.e. the moduli space of \(SU(N)\)-monopoles) is biholomorphic to the space of based rational maps from \(CP^1\) to \(SU(N)/T\) (maximal torus) of degree \((m_1, \ldots, m_N)\).
5. COMPLEX-SYMPLECTIC STRUCTURE OF $F_{n,m}(c,c')$, $n > m$

Our aim is to calculate the metric on $F_{s}(\mu)$ where $\sigma(i) = \tilde{m}_i$. This space has dimension $4p = 4(m_1 + \ldots + m_{n-1})$ and admits a tri-Hamiltonian action of $T^p$. By the definition of $F_{s}(\mu)$, it is a hyperkähler quotient, by a torus, of the product spaces $F_{n}(0;c)$ and $F_{n,m}(c,c')$. The metric on $\tilde{F}_{n}(0;c)$ was calculated in (3) - it is the Gibbons-Manton metric (15) with the mass parameter $-1/c$. It remains to calculate the metric on $F_{n,m}(c,c')$. For convenience we shall write

$$\tilde{F}_{n,m}(c,c') := F_{n,m}(c,c').$$

The dimension of this space is $4(n + m)$ and it has a tri-Hamiltonian action of an $(n + m)$-dimensional torus.

The space $\tilde{F}_{n,m}(c,c')$ should be thought as consisting of solutions to Nahm’s equations on $(-\infty,0) \cup (0,\infty)$, which are $u(m)$-valued on $(-\infty,0)$, $u(n)$-valued on $(0,\infty)$, and satisfy appropriate matching conditions at zero. In what follows we shall usually say "$\tilde{F}_{n,m}(c,c')$ is biholomorphic to ... " rather than "$\tilde{F}_{n,m}(c,c')$ is biholomorphic to an open subset of ... ". This never leads to any problems.

We consider the space $\tilde{F}_{n,m}(c,c')$ for $n > m$. From its description as a complex-symplectic quotient, $\tilde{F}_{n,m}(c,c')$ is given by charts of the form $\{b_\pm, (g, b_\pm) \in b \times (GL(n, \mathbb{C}) \times N, b')$ such that $g b_\pm g^{-1}$ is of the form (1.3) with $h = b_\pm$. Let us consider the chart on which $b = \delta_n$ and $b' = \delta_n$ ($\delta_m$ and $\delta_n$ denote $m \times m$ and $n \times n$ diagonal matrices). Let us write the elements of $\delta_m$ as diag$(\kappa_1, \ldots, \kappa_m)$ and the elements of $\delta_n$ as diag$(\beta_1, \ldots, \beta_n)$. Let $q_+(z) = \prod(z - \beta_i)$ and $q_-(z) = \prod(z - \kappa_i)$. We assume that the roots of both these polynomials are distinct and we consider multiplication by $z$ on $\mathbb{C}[z]/(q_+)$.

It is a linear operator which, in the basis

$$\prod_{j \neq i}(z - \beta_j) \prod_{j \neq i}(\beta_i - \beta_j), \quad i = 1, \ldots, n,$$

is the diagonal matrix diag$(\beta_1, \ldots, \beta_n)$. On the other hand, in the basis

$$\prod_{j \neq i}(z - \kappa_j) \prod_{j \neq i}(\kappa_i - \kappa_j), q_-(z), \ldots, z^{n-m-1} q_-(z), \quad i = 1, \ldots, m,$$

the multiplication by $z$ is given by a matrix of the form (4.3) with $f_i = 1/\prod_{j \neq i}(\kappa_i - \kappa_j)$.

Let $Z$ be the matrix transforming the basis (5.1) into (5.2). Then any $g$ which sends diag$(\beta_1, \ldots, \beta_n)$ to a matrix of the form (4.3) can be written as

$$\text{diag}(v_1^{-1}, \ldots, v_m^{-1}, 1, \ldots, 1) Z \text{diag}(u_1, \ldots, u_n).$$

We shall now compute $Z$. We introduce one more basis of $\mathbb{C}[z]/(q_+)$:

$$1, \ldots, z^{n-1}.$$ (5.4)

The passage from (5.1) to (5.4) is given by $V(\beta_1, \ldots, \beta_n)^{-1}$, where $V(\beta_1, \ldots, \beta_n)$ is the Vandermonde matrix, i.e. its $(i,j)$-th entry is $(\beta_i)^{-1}$. We then compute the passage from (5.4) to (5.2) as given by the matrix

$$L = \begin{pmatrix} V_n & W \\ 0 & H \end{pmatrix},$$

where $V_n = V(\kappa_1, \ldots, \kappa_m)$, $W_{ij} = (\kappa_i)^{m+j-1}$ and $H$ is upper-triangular with $H_{ij} = (-1)^{i-j} H_{i-j}$, where $H_k$ denotes the $k$-th complete symmetric polynomial in $\kappa_1, \ldots, \kappa_m$, i.e. the sum of all monomials of degree $k$. 


Remark 5.1. The factorization \( Z = LV^{-1} \) is unique only if \( \beta_i \neq \kappa_j \) for all \( i, j \). If, for instance, \( \beta_i = \kappa_i \), then the above formula can be rewritten as in \([4,5]\). The first three terms can be computed as in \([3]\) and give

\[
\frac{1}{(1-t)} - t^{i-j} + O(t^{i-j+1})
\]
for \( i > j > m \).

We calculate the complex symplectic form on \( \hat{F}_{n,m}(c, c') \). The chart where \( \beta_i \neq \beta_j, \kappa_i \neq \kappa_j \) for all \( i, j = 1, \ldots, n \), can be described as consisting of pairs \((g, \kappa_d, \beta_d)\), where \( \kappa_d = \text{diag}(\kappa_1, \ldots, \kappa_m) \), \( \beta_d = \text{diag}(\beta_1, \ldots, \beta_n) \), \( g_- = V_\kappa^{-1} \text{diag}(v_1, \ldots, v_m) \), \( g_+ = V_\beta^{-1} \text{diag}(u_1, \ldots, u_n) \). According to the formula \([1,7]\), the complex symplectic form in this chart is equal to:

\[
\omega = -\text{tr}\left(k_d \bar{\rho}_- - \rho_+ \bar{k}_d - \kappa_d [\rho_-, \bar{\rho}_+] + b_d \bar{\rho}_d - \rho_+ \bar{b}_d - \beta_d [\rho_+, \bar{\rho}_+]\right).
\]

Here \( k_d, \rho_-, \rho_+, b_d \) are dual to, respectively, \( \kappa_d, (g_-)^{-1}dg_-, d\beta_d, (g_-)^{-1}dg_+ \). The first three terms in the above formula can be computed as in \([3]\) and give

\[
\frac{1}{n} \sum_{i=1}^n \frac{dv_i}{v_i} \wedge d\kappa_i - \sum_{i<j} \frac{d\kappa_i \wedge d\kappa_j}{\kappa_i - \kappa_j},
\]
for all \( i, j = 1, \ldots, n \), \( i \neq j \).

To compute the remaining two terms let us write \( X = V_\kappa^{-1} L \) and \( Y = V_\beta^{-1} \text{diag}(u_1, \ldots, u_n) \). Then \( \rho_+ = Y^{-1} x Y + y \) and \( b_d = Y b_d Y^{-1} + Y y Y b_d^{-1} \). Thus the last three terms in the above formula can be rewritten as

\[
-\text{tr}(b_d \bar{\rho}_d - \rho_+ \bar{b}_d - \beta_d [\rho_+, \bar{\rho}_+] = -\text{tr}\left(b_d \bar{\rho}_d - \rho_+ \bar{b}_d - \beta_d [\rho_+, \bar{\rho}_+]\right).
\]

Here \( \omega = -\text{tr}(b_d \bar{\rho}_d - \rho_+ \bar{b}_d - \beta_d [\rho_+, \bar{\rho}_+] \right) \), which, again as in \([3]\), is equal to

\[
\frac{1}{n} \sum_{i=1}^n \frac{du_i}{u_i} \wedge d\beta_i - \sum_{i<j} \frac{d\beta_i \wedge d\beta_j}{\beta_i - \beta_j},
\]
for all \( i, j = 1, \ldots, n \).

The remaining terms we observe that \( d\beta_k \) is upper triangular and \( X^{-1} dX \) is strictly upper-triangular. Hence the remaining terms vanish and the complex-symplectic form on \( \hat{F}_{n,m}(c, c') \) is given by:

\[
\omega = \sum_{i=1}^n \frac{du_i}{u_i} \wedge d\beta_i - \sum_{i<j} \frac{d\beta_i \wedge d\beta_j}{\beta_i - \beta_j} + \sum_{i=1}^m \frac{dv_i}{v_i} \wedge d\kappa_i - \sum_{i<j} \frac{d\kappa_i \wedge d\kappa_j}{\kappa_i - \kappa_j}.
\]

6. Twistor space and the metric of \( \hat{F}_{n,m}(c, c') \), \( n > m \)

First, we compute the twistor space of \( F_n(m; c) \). Let \( \zeta \) be the affine coordinate on \( \mathbb{C}P^1 \). The twistor space of any hyperkähler manifold admitting an action of \( SU(2) \) rotating the complex structures can be trivialized using just two charts \( \zeta \neq \infty \) and \( \zeta \neq 0 \). For a moduli space of solutions to Nahm’s equations this is achieved by putting \( \eta = \beta + (\alpha + \alpha^*) \zeta - \beta^* \zeta^2, \ u = \alpha - \beta^* \zeta \) over \( \zeta \neq \infty \) and \( \tilde{\eta} = \beta/\zeta^2 + (\alpha + \alpha^*)/\zeta - \beta^*, \ \tilde{u} = -\alpha^* - \beta/\zeta \) over \( \zeta \neq 0 \). Then, over \( \zeta \neq 0, \infty \), we have \( \tilde{\eta} = \eta/\zeta^2, \ \tilde{u} = u - \eta/\zeta \). Moreover, the real structure is \( \zeta \mapsto -1/\zeta, \ \eta \mapsto -\eta/\zeta^2 \), \( u \mapsto u^* + \eta/\zeta^2 \) (cf. \([2,3]\)).

We consider the matrix \([1,5]\). We have

**Lemma 6.1.** The \((i, j)\)-th entry of \( \exp \frac{1}{(1-t)}(t/\zeta)^{i-j} + O(t^{i-j+1}) \) for \( i > j > m \).
Proof. We write \((Bt/\zeta)^k\) in the block form as
\[
\begin{pmatrix}
P(k) & Q(k) \\
R(k) & S(k)
\end{pmatrix}.
\]
One then checks by induction that:
\[
S(k)_{(r,s)} = \begin{cases} 
0 & \text{if } k < r - s \\
(t/\zeta)^{r-s} & \text{if } k = r - s \\
O(t^{r-s+1}) & \text{if } k > r - s
\end{cases}
\]
and similarly for the other blocks.

Therefore the \((m+1)\)-th column, denoted by \(\hat{p}_{m+1}\) of \(g^{-1}(t)\exp\{Bt/\zeta\}\) is of the form \(t^{n-m-1}p + O(t^{n-m})\), for some vector \(p\). This means that \(p\) belongs to the \(-\(n-m-1)/2\)-eigenspace of \(\hat{\text{Res} \, \hat{u}}\), and so is of the form \(aE_n\) (\(E_n\) is the \(n\)-th vector of the standard basis), for some constant \(a\). Computing the \(t^{n-m-1}\)-term of the last entry of \(\hat{p}_{m+1}\) gives \(\text{Res} \, \eta)^{n-m-1}E_{m+1}(\zeta^{n-m-1}(n-m-1)!-1 = \zeta^{-(n-m-1)}\), and so \(a = \zeta^{-(n-m-1)}\). Thus, as in \(\{1,3\}\), \(\hat{w}_1 = \zeta^{n-m-1}p_{m+1}\) is a solution \(\hat{w}_1(t)\) to \(\frac{d}{dt}\hat{w}_1 = -\hat{w}_1\) with
\[
\lim_{t \to 0} (t^{-(n-m-1)/2}w_1(t) - E_n) = 0.
\]
In the same vein we see that \(\hat{w}_1(t) = \zeta^{n-m-1+i-2i}p_{m+1}\), where \(\hat{p}_{m+1}\) is the \((m+i)\)-th column of \(g^{-1}(t)\exp\{Bt/\zeta\}\). In other words \(\hat{g}(t) = d(\zeta)\exp\{Bt/\zeta\}g(t)\) where
\[
d(\zeta) = \text{diag}\{1, \ldots, 1, \zeta^{-(n-m-1)}, \ldots, \zeta^{-(n-m-1)}\}.
\]
Similar computations show that the real structure sends \(B\) to \(-r(\zeta)(B^*/\zeta^2)\) \(r(\zeta)^{-1}\) and \(g\) to \(r(\zeta)\exp\{B^*/\zeta\}(g^*)^{-1}\) where
\[
r_{ij}(\zeta) = \begin{cases} 
0 & \text{if } i + j \neq n + m + 1 \\
(-1)^{j-i} - n + m + 1 - 2j & \text{if } i + j = n + m + 1.
\end{cases}
\]
(6.1)

Now we consider the subset of \(\hat{F}_n(n:c)\), where the eigenvalues of \(\beta(+\infty)\) are distinct. We have assigned to each element of this set the pair \((\beta(+\infty):g)\). We know that \(\beta(+\infty) = \beta(+\infty)/\zeta^2\). The argument in section 2 shows then that \(\hat{g} = g\exp\{-c\beta(+\infty)/\zeta\}\). The real structure sends \(g\) to \((g^*)^{-1}\exp\{c\beta(+\infty)/\zeta\}\).

Now we wish to calculate the twistor space of \(\hat{F}_n(m;c')\) for \(n > m\). This space is a hyperkähler quotient of \(F_n(m;1) \times \hat{F}_n(m;c-1) \times \hat{F}_n(m;c')\). On the subset corresponding to the same chart as in section 3 (i.e. \(b = \mathfrak{d}_m\) and \(b' = \mathfrak{d}_n\)), the coordinates are given by \(\beta(-\infty), \beta(+\infty)\) and \(g\) such that \(g\beta(+\infty)g^{-1}\) is of the form \(\{1,3\}\) with \(h = \beta(-\infty)\). This \(g\) can be written as \((g_3)^{-1}g_1g_2\), where \(g_1\) (resp. \(g_2\), resp. \(g_3\)) is the \(g\) considered above for \(F_n(m;1)\) (resp. \(\hat{F}_n(m;c-1)\), resp. \(\hat{F}_n(m;c')\)). It follows that
\[
\hat{g} = \exp\{c'\beta(-\infty)/\zeta\}(g_3)^{-1}d(\zeta)\exp\{B/\zeta\}g_1g_2\exp\{-c\beta(+\infty)/\zeta\}
\]
which can be rewritten as
\[
\exp\{c'\beta(-\infty)/\zeta\}d(\zeta)(g_3)^{-1}g_1g_2\exp\{-c\beta(+\infty)/\zeta\}.
\]

Therefore
\[
\hat{g} = \exp\{c'\beta(-\infty)/\zeta\}d(\zeta)g\exp\{-c\beta(+\infty)/\zeta\}.
\]

We now compute the twistor space in coordinates \(\kappa_1, \ldots, \kappa_m, v_1, \ldots, v_m, \beta_1, \ldots, \beta_n, u_1, \ldots, u_n\) of section 3. We know that \(\kappa_i = \kappa_i/\zeta^2\) and \(\beta_j = \beta_j/\zeta^2\). The matrix \(g\) is
given by \([5.3]\), where \(Z = LV^{-1}\) where \(L\) is described by \([5.3]\) and \(V\) is the Vandermonde matrix for \(\beta_1, \ldots, \beta_n\). We obtain equations (here \(v_i = \tilde{v}_i = 1\) and \(\kappa_i = \tilde{\kappa}_i = 0\) for \(i > m\)):

\[
\tilde{v}_i^{-1}\tilde{u}_j \tilde{Z}_{ij} = \exp((c'\kappa_i - c\beta_j)/\zeta) d_i(\zeta) Z_{ij} v_{-1}^{-1} u_{j}.
\]

In addition \(\tilde{Z}_{ij} = Z_{ij}\) if \(i \leq m\) and \(\tilde{Z}_{ij} = \zeta^{2i-m} Z_{ij}\) if \(i > m\). Hence

\[
\tilde{v}_i^{-1} \tilde{u}_j = \begin{cases} 
   \exp((c'\kappa_i - c\beta_j)/\zeta) v_{-1}^{-1} u_{j} & \text{if } i \leq m \\
   \zeta^{-n-m+1} \exp(-c\beta_j/\zeta) v_{-1}^{-1} u_{j} & \text{if } i > m.
\end{cases}
\]

As \(v_i = \tilde{v}_i = 1\) for \(i > m\), we finally obtain

\[
\tilde{v}_i = \zeta^{-n-m+1} \exp(-c'\kappa_i/\zeta) v_i
\]

\[
\tilde{u}_j = \zeta^{-n-m+1} \exp(-c\beta_j/\zeta) u_j.
\]

Finally, the real structure is computed as in \([3]\):

\[
\beta_i \mapsto -\tilde{\beta}_i/\zeta^2, \quad u_i \mapsto \tilde{u}_i^{-1}(1/\zeta)^{n+m-1} e^{c\tilde{\beta}_i/\zeta} \prod_{j \neq i} (\tilde{\beta}_i - \tilde{\beta}_j)^{m} \prod_{j = 1} (\tilde{\beta}_i - \tilde{\kappa}_j)
\]

\[
\kappa_i \mapsto -\tilde{\kappa}_i/\zeta^2, \quad v_i \mapsto \tilde{v}_i^{-1}(1/\zeta)^{n+m-1} e^{c\tilde{\kappa}_i/\zeta} \prod_{j \neq i} (\tilde{\kappa}_i - \tilde{\kappa}_j)^{n} \prod_{j = 1} (\tilde{\kappa}_i - \tilde{\beta}_j)
\]

We now have to calculate the real sections. First of all we have

\[
\beta_i(\zeta) = z_i + 2x_i \zeta - \bar{z}_i \zeta^2 \quad \text{for } i = 1, \ldots, n
\]

\[
\kappa_i(\zeta) = z_{n+i} + 2x_{n+i} \zeta - \bar{z}_{n+i} \zeta^2 \quad \text{for } i = 1, \ldots, m
\]

where \(p_i = (z_i, x_i) \in \mathbb{C} \times \mathbb{R}\) are such that \(p_i \neq p_j\) if \(i \neq j\). These curves of genus 0 should be thought of as spectral curves of individual monopoles. Let \(S_i\) denote either \(\beta_i\) or \(\kappa_i\). Two curves \(S_i\) and \(S_j\) intersect in a pair of distinct points \(a_{ij}\) and \(a_{ji}\), where

\[
a_{ij} = \frac{(x_i - x_j) + r_{ij}}{z_i - z_j}, \quad r_{ij} = \sqrt{(x_i - x_j)^2 + |z_i - z_j|^2}.
\]

As in \([3]\), if \(i, j \leq n\), then \(u_i\) has a zero at \(a_{ij}\) and is nonzero at \(a_{ji}\). Similarly, if \(i, j > n\), then \(v_{n-i}\) has a zero at \(a_{ij}\) and is nonzero at \(a_{ji}\). Let us consider what happens when \(i \leq n\) and \(j > n\) (and no other curves intersect \(S_i\) at \(a_{ji}\)). First of all, computing the characteristic polynomial of \([4.5]\) gives \([21]\):

\[
\det(\eta - B) = \det(\eta - h)(\eta^{n-m} - e_{n-m} \eta^{n-m-1} - \ldots - e_1) - f(\eta - h) \text{adj} g,
\]

from which we conclude that \(f_{j-n} g_{j-n}\) is zero at both \(a_{ij}\) and \(a_{ji}\). This implies, since \(f_i = v_i/\prod_{s \neq i}(\kappa_i - \kappa_s)\), that \(v_{j-n}\) is zero precisely when \(f_{j-n}\) is zero. Now, if the passage from diag(\(\beta_1, \ldots, \beta_n\)) to \([4.3]\) is given by the matrix \(G\) of the form \([5.3]\) with \(Z = LV^{-1}\), then \(G_{j-n,s} = 0\) if \(s \neq i\) and \(G_{j-n,i} = v_{j-n}\). This has two implications: 1) \(u_i\) is zero if and only if \(v_{j-n}\) is, and 2) \(g_{ji} = 0\) in \([4.5]\). Hence, in this situation, \(v_{j-n} \neq 0\). Thus \(u_i\) and \(v_{j-n}\) are zero at exactly one of the two points of intersection of \(S_i\) and \(S_j\). Furthermore, since \(\kappa_k(\zeta)\) does not intersect \(\beta_i(\zeta)\) at \(a_{ij}\) or \(a_{ji}\) if \(k \neq j - n\) or \(l \neq i\), we conclude that \(f_k g_k \neq 0\) at \(a_{ij}\) or \(a_{ji}\) if \(k \neq j - n\). Thus \(v_k(a_{ij}) \neq 0\) and \(v_k(a_{ji}) \neq 0\) for \(k \neq j - n\). Since \(G(a_{ij})\) and \(G(a_{ji})\) are invertible we also have \(u_i(a_{ij}) \neq 0\) and \(u_i(a_{ji}) \neq 0\) for \(l \neq i\).
Summing up, \( u_i(\zeta), \ i \leq n \), and \( v_i(\zeta), \ i \leq m \), are of the form:

\[
    u_i(\zeta) = A_i \prod_{j \leq n, j \neq i} (\zeta - a_{ji}) \prod_{j > n} (\zeta - c_{ij}) e^{c(x_i - \bar{z}_i \zeta)}, \tag{6.10}
\]

\[
    v_i(\zeta) = B_i \prod_{j \leq m, j \neq i} (\zeta - a_{j+n,i+n}) \prod_{j \leq n} (\zeta - c_{i+n,j}) e^{c(x_i - \bar{z}_i \zeta)}. \tag{6.11}
\]

Here \( c_{ij} \) can be either \( a_{ij} \) or \( a_{ji} \) and is at present undetermined. The reality condition implies that

\[
    A_i \tilde{A}_i = \prod_{j \leq n, j \neq i} (x_i - x_j + r_{ij}) \prod_{j > n} (\pm (x_i - x_j) + r_{ij}),
\]

\[
    B_i \tilde{B}_i = \prod_{j \leq m, j \neq i} (x_{i+n} - x_{j+n} + r_{i+n,j+n}) \prod_{j \leq n} (\pm (x_{i+n} - x_j) + r_{i+n,j}),
\]

where the undetermined signs are positive if \( c_{ij} = a_{ji} \) and negative if \( c_{ij} = a_{ij} \). By continuity, these formulae extend to the case when more than two \( S_i \) intersect at a point.

We can now compute the metric on \( F_{n,m}(c, c') \) up to the above sign indeterminacy. This metric is of the form (2.1) and it is enough to compute the matrix \( \Phi \). The complex symplectic form on the twistor space is given by the formula (5.8) and it follows from it that each factor in (6.10) (resp. (6.11)) together with the corresponding factor of \( |A_i| \) (resp. \( |B_i| \)) gives a separate contribution to \( \Phi \) (the coefficient of \( \zeta \) in the expansion of \( \omega \) is the Kähler form \( \omega_{ij} \)). The factors of \( u_i \), indexed by \( j \leq n \), together with the exponential term, describe exactly the twistor space of the Gibbons-Manton metric (2.2) with mass parameter \( -1/c \), as computed in Proposition 6.2 of [3], providing that the complex symplectic form is taken to be the first two terms of (5.8). Thus these terms contribute

\[
    c = \sum_{j \leq n, j \neq i} \frac{1}{r_{ij}}
\]

to \( \Phi_{ii}, \ i \leq n \), and \( 1/r_{ij} \) to \( \Phi_{ij} \) for \( i, j \leq n, \ i \neq j \). An exactly parallel statement holds for the factors of \( v_i \), indexed by \( j \leq m \) plus the exponential term. The remaining factors contribute terms in \( \frac{du_i}{u_i} \wedge d\beta_i \) and \( \frac{dw_i}{w_i} \wedge dk_i \). The calculation in the proof of Theorem 6.4 in [3] shows that the contribution of these factors to the matrix \( \Phi \) are Gibbons-Manton-like terms with positive or negative sign. Thus we conclude that the matrix \( \Phi \) for \( F_{n,m}(c, c') \) is given by (2.3) with

\[
    c_i = \begin{cases} 
    c & \text{if } i \leq n \\
    c' & \text{if } i > n,
    \end{cases} \tag{6.12}
\]

\[
    s_{ij} = \begin{cases} 
    -1 & \text{if } i, j \leq n \text{ or } i, j > n \\
    (-1)^{\epsilon_{ij}} & \text{if } i \leq n, j > n \text{ or } i > n, j \leq n.
    \end{cases} \tag{6.13}
\]

Here \( \epsilon_{ij} = 0 \) if \( c_{ij} = a_{ij} \) and \( \epsilon_{ij} = 1 \) if \( c_{ij} = a_{ji} \). We shall eventually see (Lemma 9.6) that all \( \epsilon_{ij} \) are equal to zero.
7. The metric on \( \tilde{F}_{n,n}(c, c') \)

This space is the hyperkähler quotient of \( \tilde{F}_{n}(n; c) \times \tilde{F}_{n}(n; c') \times \mathbb{H}^{n} \) by the diagonal action of \( U(n) \). According to section 4 its complex charts can be described as \((b_-, (g, b_+), (V, W)) \in b \times (GL(n, C) \times \mathbb{H}^{n}) \times \mathbb{C}^{2 n} \) with \( g b_+ g^{-1} = b_+ + V W^{T} \).

Our first step is to calculate the complex-symplectic form on the set where \( b = b' = \emptyset \). Let us write \( \beta_{j}^{\pm} = \text{diag}(\beta_{1}^{\pm}, \ldots, \beta_{n}^{\pm}) \) for \( b_+ \) and \( \beta_{j}^{\pm} = \text{diag}(\beta_{1}^{\mp}, \ldots, \beta_{n}^{\mp}) \) for \( b_- \) on this set. The choice of our chart implies that \( \beta_{i}^{\pm} \neq \beta_{j}^{\mp} \) for \( i \neq j \). In addition we suppose that \( \beta_{j}^{-} \neq \beta_{j}^{+} \) for all \( i, j \leq n \). Then one of \( \beta_{j}^{-}, \beta_{j}^{+} \), say \( \beta_{j}^{-} \), is invertible. Since all components of \( W \) must be nonzero (otherwise the spectra of \( \beta_{j}^{-} \) and \( \beta_{j}^{+} \) are not disjoint), \( W \) is cyclic for \( \beta_{j}^{-} \). Consider the basis given by columns of \((\beta_{j}^{-})^{n-1} W, (\beta_{j}^{+})^{n-2} W, \ldots, W)^{T} \), in which \( \beta_{j}^{-} \) is of form \((4.5) \) (with \( m = 0 \) and \( W^{T} = (0, 0, \ldots, 1) \). Thus, \( \beta_{j}^{+} \) is also of form \((4.5) \). We can therefore describe this chart as consisting of pairs \((g_-, (\beta_{j}^{+}, \beta_{j}^{-})) \) with \( g_{-} \beta_{j}^{-} (g_{-})^{-1} \) and \( g_{+} \beta_{j}^{+} (g_{+})^{-1} \) both of form \((4.5) \) (with \( m = 0 \). We have \( g_{+} = V (\beta_{1}^{+}, \ldots, \beta_{n}^{+})^{-1} \text{diag}(u_{1}^{\pm}, \ldots, u_{n}^{\pm}) \). The form \( \omega \), via the complex-symplectic quotient, can be written as \((b_{r}^{+}, \rho_{\pm} \text{ are dual to } b_{r}^{+}, (g_{+} \beta_{j}^{+} - V W^{T}) \) change from \( \zeta \neq \infty \) to \( \zeta \neq 0 \) as:

\[
\gamma_{d}^{\pm} = \beta_{j}^{\pm} / \zeta^{2}, \quad \gamma = \exp c' / \zeta^{2} \text{exp } c' / \zeta^{2} \text{exp } c' / \zeta^{2} \].

Moreover, since the twistor space of \( \mathbb{H}^{n} \) is simply \( O(1) \otimes \mathbb{C}^{2 n} \), we have

\[
\tilde{V} = V / \zeta, \quad \tilde{W} = W / \zeta.
\]

We wish to pass to coordinates \( \beta_{i}^{\pm}, u_{i}^{\pm}, i = 1, \ldots, n \). The passage from the basis in which \( \beta_{i}^{\pm} \) are diagonal to the one in which they are of the form \((4.5) \) is achieved by the matrix

\[
H = ((\beta_{j}^{-})^{n-1} W, (\beta_{j}^{+})^{-n-2} W, \ldots, W)^{T}.
\]

Thus \( g_{-} = H d \) and \( g_{+} = H d g \) for some diagonal \( d \). We have \( d = d \exp \{- c' / \zeta \} \) (\( d \) is \( g_{-} \) in the chart in which \( b_{-} \) is diagonal). On the other hand we have written \( g_{\pm} = V (\beta_{1}^{\pm}, \ldots, \beta_{n}^{\pm})^{-1} \text{diag}(u_{1}^{\pm}, \ldots, u_{n}^{\pm}) \). Comparing the two formulae in the two charts, we conclude that \( u_{i}^{\pm}(\zeta) \) changes from \( \zeta \neq \infty \) to \( \zeta \neq 0 \) as:

\[
\tilde{u}_{i}^{\pm} = \zeta^{-2 n} \exp \{- c' / \zeta \} u_{i}^{\pm}, \quad i = 1, \ldots, n,
\]

\[
\tilde{u}_{i}^{\pm} = \zeta^{-2 n} \exp \{- c' / \zeta \} u_{i}^{\pm}, \quad i = 1, \ldots, n.
\]

The real structure is given by the formulae \((6.4) \) and \((6.5) \) with \( m = n, \beta_{i} = \beta_{i}^{+}, \kappa_{i} = \beta_{i}^{+}, u_{i} = u_{i}^{+}, v_{i} = u_{i}^{-} \).

We have to know what happens to the \( u_{i}^{\pm}(\zeta) \) when two curves \( \beta_{i}^{\pm}(\zeta) \) intersect. As in the previous section we write \( S_{i}(\zeta) = \beta_{i}^{+}(\zeta) = z_{i} + 2 x_{i} \zeta - z_{i} \zeta^{2}, \quad S_{n+i}(\zeta) = \beta_{i}^{-}(\zeta) = z_{n+i} + 2 x_{n+i} \zeta - z_{n+i} \zeta^{2} \), and we denote the intersection points of \( S_{i} \) and \( S_{j} \) by \( a_{ij}, a_{ji} \).

These are given by the formulae \((6.8) \).

Consider first the intersection of \( S_{i} \) and \( S_{j} \) where both \( i \) and \( j \) are either less than or equal to \( n \) (and no other \( S_{k} \) intersect at \( a_{ij}, a_{ji} \)). We can still assume generically that the
spectra of $\beta_d^-$ and $\beta_d^+$ are disjoint and, hence, $W$ is cyclic for $\beta_d^-$. Then $H$ is invertible at $a_{ij}, a_{ji}$ and so are $g_\pm$. We compute, as in (3), that each $u^\pm_s$ has a zero at the intersection point $a_{ij}$ and is nonzero at $a_{ij}$, and all other $u^\pm_s, s \neq i, j$ are nonzero at both $a_{ij}$ and $a_{ji}$. The same argument works in the case when both $i$ and $j$ are greater than $n$.

Now consider the intersection of $S_i$ and $S_j$ where $i \leq n$ and $j > n$. In the chart in which $\beta^-$ is diagonal, we had $g \beta_d^- g^{-1} = \beta_d^- + VW^T$. Thus $\det(\beta_d^- - \beta_i^+ 1 + VW^T) = 0$. Since $VW^T$ has rank one, and so all its $k \times k, k > 1$, minors vanish, we have for any diagonal matrix $d = \text{diag}(d_1, \ldots, d_n)$ the formula

$$\det(d + VW^T) = \prod_k d_k + \sum_{k \neq k} (V_k W_k \prod_{l \neq k} d_l).$$

In our case $d_j = 0$ and $d_k \neq 0$ for $k \neq j$. We conclude that $V_j W_j$ vanish at both $a_{ij}$ and $a_{ji}$. However both $V_j$ and $W_j$ are sections of $O(1)$ and so have exactly one zero. Thus $W_j$ vanishes at either $a_{ij}$ or $a_{ji}$ (and only one of them). Furthermore, if we consider the diagonal matrix $d = \beta_d^- - \beta_i^+ 1, s \neq j$, then, by the above argument, the non-vanishing of $\det(d + VW^T)$ implies that $V_s W_s$ does not vanish at either $a_{ij}$ or $a_{ji}$ if $s \neq j$. In summary, it is precisely the $j$-th column of $H$ that vanishes at either $a_{ij}$ or $a_{ji}$. Thus the same statement holds for both $g_-$ and $g_+$ and, as $g_k = V(\beta_1^\pm, \ldots, \beta_n^\pm)^{-1} \text{diag}(u_1^\pm, \ldots, u_n^\pm)$, we conclude that both $u_j^+$ and $u_i^+$ vanish at either $a_{ij}$ or $a_{ji}$ and no other $u^+_s$ vanishes at either $a_{ij}$ or $a_{ji}$. This means that $u_1^+$ is given by the formula (6.10) and $u_i^-$ is given by the formula (6.11) (with $n = m$). Once more, the formulae extend to the non-generic case. The remainder of the previous section can be now repeated word by word, and we conclude that the metric on $\tilde{F}_{n,n}(c,c')$ is of the form (2.2) with $\Phi$ given by (2.3) where the $c_i$ and $s_{ij}$ are given by (6.12) and (6.13).

8. Topology of $\tilde{F}_{n,m}(c,c')$

We shall discuss the topology of $\tilde{F}_{n,m}(c,c')$. This space can be viewed as a moduli space of solutions to Nahm’s equations defined on $(-\infty, 0] \cup (0, +\infty)$ with the appropriate matching at 0. The tri-Hamiltonian action of $T^{n+m} = T^n \times T^m$ gives us the moment map to $\mathbb{R}^3 \otimes \mathbb{R}^{n+m}$ which is simply

$$\left((T_1(+\infty), -T_1(-\infty)), (T_2(+\infty), -T_2(-\infty)), (T_2(+\infty), -T_2(-\infty))\right).$$

Before stating the result let us recall that a basis of the second homology $H_2(\tilde{C}_p(\mathbb{R}^3), \mathbb{Z})$ of a configuration space $\tilde{C}_p(\mathbb{R}^3)$ is given by the $p(p-1)/2$ 2-spheres

$$S^2_{ij} = \{(x_1, \ldots, x_p) \in \mathbb{R}^3 \otimes \mathbb{R}^p; |x_i - x_j| = \text{const}, \ x_k = \text{const} \text{ if } k \neq i, j\}$$

where $i < j$. We have:

**Proposition 8.1.** The above moment map induces a homeomorphism between the orbit space of $\tilde{F}_{n,m}(c,c')$ and $\tilde{C}_n(\mathbb{R}^3) \times \tilde{C}_m(\mathbb{R}^3)$. The set of principal $T^{n+m}$-orbits of $\tilde{F}_{n,m}(c,c')$ maps to $\tilde{C}_{n+m}(\mathbb{R}^3)$ and as a $T^{n+m}$-bundle is determined by the element $(h_1, \ldots, h_{n+m})$ of $H^2(\tilde{C}_{n+m}(\mathbb{R}^3), \mathbb{Z}^{n+m})$ given by

$$h_k(S^2_{ij}) = \begin{cases} s_{ij} & \text{if } k = i \\ -s_{ij} & \text{if } k = j \\ 0 & \text{otherwise,} \end{cases}$$

where the $s_{ij}$ are given by (6.13).
Proof. Let us fix an element \((\tau^+, \tau^-)\) of \(\tilde{C}_n(\mathbb{R}^3) \times \tilde{C}_m(\mathbb{R}^3)\). Identify \(\tau^+\) with a regular triple \((\tau_1^+, \tau_2^+, \tau_3^+)\) of diagonal \(n \times n\) matrices and similarly \(\tau^-\) with a regular triple \((\tau_1^-, \tau_2^-, \tau_3^-)\) of diagonal \(m \times m\) matrices. As in Proposition 5.2 of \([3]\) the space of \(T^{n+m}\) -orbits mapping to \((\tau^+, \tau^-)\) can be identified with the set of solutions to Nahm’s equations with \(T_0 = 0\) and having values conjugate to \((\tau^+, -\tau^-)\) at \(+\infty\) and at \(-\infty\). If \(n > m\), this space is diffeomorphic to the hyperkähler quotient \(X\) of the product \(M(\tau_1^+, \tau_2^+, \tau_3^+) \times F_n(m; 1) \times M(\tau_1^-, \tau_2^-, \tau_3^-)\) by \(U(n) \times U(m)\), where the \(M\)'s are Kronheimer’s hyperkähler structures on \(GL(n, \mathbb{C})/(\mathbb{T}m)^\mathbb{C}\) and \(GL(m, \mathbb{C})/(\mathbb{T}n)^\mathbb{C}\) \([20]\). If \(n = m\), this space is diffeomorphic to the hyperkähler quotient \(X\) of the product \(M(\tau_1^+, \tau_2^+, \tau_3^+) \times \mathbb{H}^n \times M(\tau_1^-, \tau_2^-, \tau_3^-)\) by \(U(n)\).

The first statement will be proved if we can show that these hyperkähler quotients are single points. First we show that the corresponding complex-symplectic quotient, with respect to a generic complex structure \(I\) (i.e. one in which \(M(\tau_1^+, \tau_2^+, \tau_3^+)\) are biholomorphic to regular adjoint orbits), are single points.

1) \(n > m\). Let \(M(\tau_1^+, \tau_2^+, \tau_3^+)\) be complex-symplectic isomorphic to the adjoint orbit \(O^+\) of \(\text{diag}(\beta_i, \ldots, \beta_n^+)\) (\(\beta_i\) distinct) and \(M(\tau_1^-, \tau_2^-, \tau_3^-)\) to the adjoint orbit \(O^-\) of \(\text{diag}(\beta_i^-, \ldots, \beta_m^-)\) (\(\beta_i^\prime\) distinct). First of all, the complex symplectic quotient of \(M(\tau_1^+, \tau_2^+, \tau_3^+)\) by \(F_n(m; 1)\) can be identified with the set \(U\) of elements of \(O^+\) which are of the form \((I)\). Then the zero-set of the complex moment map for the action of \(GL(m, \mathbb{C})\) on \(U \times O^-\) can be identified with the set \(X\) of matrices of the form \((I)\) which belong to \(O^+\) and such that \(h\) belongs to \(O^-\). We have to show that \(X\) is a single orbit of \(GL(m, \mathbb{C})\). Since the \(\beta_i^-\) are distinct we can diagonalize \(h\). Then the equation \((6.9)\) shows that the \(e_i\)'s and the products \(f_jg_i\) are determined. Thus we obtain a single \((\mathbb{C}^*)^m\)-orbit.

2) \(n = m\). We make the same assumption about the complex-symplectic structure of the two \(M\)'s. The zero set of the complex moment map for the action of \(GL(n, \mathbb{C})\) on \(O^+ \times O^- \times \mathbb{C}^{2n}\) is the set \(\{ (a, b, V, W) \in O^+ \times O^- \times \mathbb{C}^n \times \mathbb{C}^n; a = b + VW^T \}\). Again we have to show that this set is a single orbit of \(GL(n, \mathbb{C})\). Let us diagonalize \(b\) and use the formula \((7.2)\) with \(d = b - \eta_1\). Substituting \(\beta_i^\prime\) for \(\eta\) shows that \(V_iW_i\) is determined, \(i = 1, \ldots, n\). We obtain a single \((\mathbb{C}^*)^n\)-orbit.

We remark that the above proof shows that the action of \(G^\mathbb{C}\), where \(G^\mathbb{C}\) is \(GL(n, \mathbb{C}) \times GL(m, \mathbb{C})\) in case (1) or \(GL(n, \mathbb{C})\) in case (2), on the zero-set of the complex moment map has closed orbits of the form \(G^\mathbb{C}/T^\mathbb{C}\) for some subtorus \(T\) of \(G\).

Thus, to prove the first statement, we have to show that the complex-symplectic and the hyperkähler quotient coincide. The proof of this requires a substantial detour from the main line of argument and will be given in the appendix A. Let us remark that Hurtubise’s argument \([21]\) for matching solutions to Nahm’s equations on two (or more) intervals cannot be adapted to the case of two half-lines (in this case his Lemma 2.19 will not provide any information).

It is clear from the description of the sections of the twistor space - formulae \((6.10)\) and \((6.11)\) - that the action is free precisely over \(\tilde{C}_{n+m}(\mathbb{R}^3)\). To determine the principal bundle, one merely has to repeat the calculation in the proof of Proposition 6.3 in \([3]\).

Corollary 8.2. The action of \(T^{n+m}\) on \(\tilde{F}_{n,m}(c, c')\) extends to the global action of \((\mathbb{C}^*)^{n+m}\) with respect to any complex structure.

Proof. This is equivalent to showing that, if we fix \(\zeta \in \mathbb{C}P^1\), then the \(u_i(\zeta)\) and \(v_j(\zeta)\) of \((6.10)\) and \((6.11)\) can take arbitrary complex values (with appropriate degenerations at the intersection points of the \(\beta_i(\zeta)\)). If, for example \(\zeta = 0\), then the \(x_i\) are fixed and one solves for the \(x_i\). One shows that a solution always exists and by the previous result the corresponding point lies in \(\tilde{F}_{n,m}(c, c')\). □
9. ASYMPTOTIC COMPARISON OF METRICS

We consider the moduli space $M_{m_1,\ldots,m_N-1}(\mu_1,\ldots,\mu_N)$ of $SU(N)$ monopoles with maximal symmetry breaking. We wish to compare the metric on $F_{m_1,\ldots,m_N-1}(\mu_1,\ldots,\mu_N)$ (whose Levi-Civita connection coincides with that on $M_{m_1,\ldots,m_N-1}(\mu_1,\ldots,\mu_N)$) with the metric on $\tilde{F}_{m_1,\ldots,m_N-1}(\mu_1,\ldots,\mu_N)$. As discussed in Remark 3.3 this space consists of solutions to Nahm's equations on the union of $I_k$ where $I_k = [\mu_k, +\infty) \cup (-\infty, \mu_k+1]$ with matching conditions at the endpoints of each $I_k$. It will be convenient to write

$$I_k = [[\mu_k, \mu_{k+1}]]$$

and denote the “middle point” $\pm\infty$ by $\infty_k$. We shall also use double brackets for any connected subset of $[[\mu_k, \mu_{k+1}]]$.

The space $F_{\tilde{m}_1,\ldots,\tilde{m}_N-1}(\mu_1,\ldots,\mu_N)$ should be thought of as consisting of $m = m_1 + \cdots + m_N - 1$ particles with phases. The positions of particles are $x^k = (x^k_1, \text{Re } z^k_1, \text{Im } z^k_1), i \leq m_k, k = 1, \ldots, N - 1$, where $\text{diag}(x^1_1, \ldots, x^{m_k}_k) = \sqrt{-1}T_1(\infty_k)$ and $\text{diag}(z^1_k, \ldots, z^{m_k}_k) = (T_2 + \sqrt{-1}T_3)(\infty_k)$. We put

$$R_k = \min\{|x^k_i - x^k_j|; i \neq j\}. \quad (9.1)$$

Let us also write

$$Z_k = \min\{|z^k_i - z^k_j|; i \neq j\}, \quad (9.2)$$

and denote by $\tilde{F}_{\tilde{m}_1,\ldots,\tilde{m}_N-1}(\mu_1,\ldots,\mu_N)$ the subset of $F_{\tilde{m}_1,\ldots,\tilde{m}_N-1}(\mu_1,\ldots,\mu_N)$ where $Z_k > 0$ for $k = 1, \ldots, N - 1$. This subset depends on the chosen complex structure (which is $I$ in the case at hand). If we write for this complex structure, as in section 4, $\alpha$ for $T_0 + iT_1$, $\beta$ for $T_2 + iT_3$, then we can define the subset $\tilde{F}_{\tilde{m}_1,\ldots,\tilde{m}_N-1}(\mu_1,\ldots,\mu_N)$ of $F_{m_1,\ldots,m_N-1}(\mu_1,\ldots,\mu_N)$ as the set of $(\alpha, \beta)$ such that the eigenvalues of $\beta$ restricted to the $k$-th interval, $k = 1, \ldots, N - 1$, are distinct.

We define subset $U(\gamma, \delta, C)$ of $F_{\tilde{m}_1,\ldots,\tilde{m}_N-1}(\mu_1,\ldots,\mu_N)$ as follows

$$U(\gamma, \delta, C) = \{x; \min_k Z_k(x) \geq \delta, \min_k R_k(x) \geq C, \text{ } \zeta^T \Phi \zeta \geq \gamma|\zeta|^2 \forall \zeta \in \mathbb{R}^m\}, \quad (9.3)$$

where $\Phi$ is given by (2.3)-(2.5) and $m = \sum m_k$.

We have canonical local complex coordinates on $\tilde{F}_{\tilde{m}_1,\ldots,\tilde{m}_N-1}(\mu_1,\ldots,\mu_N)$:

$$(w_1, \ldots, w_m) := \{z^k_i, u^k_i; i = 1, \ldots, m_k, k = 1, \ldots, N - 1\} \quad (9.4)$$

where the $u^k_i$ are given by the local $\mathbb{C}^m$-action, $m = \sum m_k$.

Let $\check{g}$ denote the metrics on $\tilde{F}_{\tilde{m}_1,\ldots,\tilde{m}_N-1}(\mu_1,\ldots,\mu_N)$ and $\tilde{F}_{\tilde{m}_1,\ldots,\tilde{m}_N-1}(\mu_1,\ldots,\mu_N)$ respectively, and let $\Sigma$ be the product of symmetric groups $\prod_{k=1}^{N-1} \Sigma_{m_k}$. We can now state the two main results of the paper.

**Theorem 9.1.** The hyperkähler metric on $F_{\tilde{m}_1,\ldots,\tilde{m}_N-1}(\mu_1,\ldots,\mu_N)$ is determined by the matrix $\Phi$ of the form (2.3) with the $c_i$ and $s_{ij}$ given by (2.4) and (2.5).

**Theorem 9.2.** There exists a complex-symplectic isomorphism $\phi$ from $\tilde{F}_{\tilde{m}_1,\ldots,\tilde{m}_N-1}(\mu_1,\ldots,\mu_N)/\Sigma$ to $\tilde{F}_{\tilde{m}_1,\ldots,\tilde{m}_N-1}(\mu_1,\ldots,\mu_N)$ with the following property:

Let us write

$$\phi^* g - \check{g} = \text{Re } \sum S_{ij} dw_i \otimes d\check{w}_j$$

in coordinates (1.4). Then, for any positive $\gamma, \delta$, there is a $C = C(\gamma, \delta)$ such that on the set $U(\gamma, \delta, C)$ defined by (1.3), we have

$$|D^i S_{ij}| \leq A \epsilon^{-\lambda R}, \quad l = 0, 1, 2, \ldots, \quad (9.5)$$
where \( R = \min\{R_k; k = 1, \ldots, N-1\} \) and \( A_1, \lambda > 0 \) are constants depending only on \( \gamma, \delta \).

Remarks. 1. For a possible generalization see the discussion at the end of the section.
2. One can alternately use the coordinates given by positions and phases of particles and obtain a completely analogous statement. This follows at once from the explicit formulae for the metric and the twistor space of \( F^\reg_{\tilde{m}_1, \ldots, \tilde{m}_{N-1}}(\mu_1, \ldots, \mu_N) \). We see that the coordinate change map and its inverse have all derivatives uniformly bounded on \( U(\gamma, \delta, C) \) (cf. \( 2 \), section 13.F for the case of Taub-NUT).

The proof of Theorems 9.1 and 9.2 will be separated into several parts. We shall write \( M \) for \( F^\reg_{\tilde{m}_1, \ldots, \tilde{m}_{N-1}}(\mu_1, \ldots, \mu_N) \) and \( \tilde{M} \) for \( F^\reg_{\tilde{m}_1, \ldots, \tilde{m}_{N-1}}(\mu_1, \ldots, \mu_N) \). As usual, we use the same letter to denote constants varying from line to line.

**Part 1: Construction of \( \phi \).** This is completely analogous to the \( SU(2) \) case. One goes via an intermediate moduli space \( M_I \) consisting of solutions \((\alpha, \beta)\) to the complex Nahm equation which are constant and diagonal on each \([[\mu_k + c, \mu_{k+1} - c]]\) for some \( c < \min\{((\mu_{k+1} - \mu_k)/2); k = 1, \ldots, N-1\} \) and satisfy appropriate matching conditions at each \( \mu_k \) modulo gauge transformations \( g(t) \) which satisfy the matching conditions of Remark 3.3. In particular \( g(t) = \exp\{h_k t - p_k\} \) near \( \infty_k \) for some complex diagonal matrices for diagonal \( h_k, p_k \). The passage from \( M_I \) to \( M \) is given by restricting these solutions to the union of \(([\mu_k, (\mu_k + \mu_{k+1})/2]) \cup [[(\mu_k + \mu_{k+1})/2, \mu_{k+1}]\), viewing them as solutions to the complex Nahm equation on \([\mu_1, \mu_{N-1}]\) and solving the real equation as in \( 2 \).

The map from \( M \) to \( M_I/\Sigma \) is defined by using a complex gauge transformation to make an element \((\alpha, \beta)\) of \( M \) constant and diagonal on each \([\mu_k + c, \mu_{k+1} - c]\), cut off at the center of each interval and extend trivially onto \([\mu_k, \mu_{k+1}]\).

The passage from \( \tilde{M} \) to \( M_I \) is given, as in section \( 3 \) by making a solution constant and diagonal on each \([((\mu_k + c, \mu_{k+1} - c)])\) by a complex gauge transformation with \( g(\infty_k) = 1 \) and \( g(t) = 1 \) on each \([\mu_k, \mu_k + c/2] \cup [\mu_{k+1} - c/2, \mu_{k+1}]\). The inverse mapping is given by first solving the real Nahm equation by a complex transformation which is exponentially close to \( \exp\{h_k t - p_k\} \) near \( \infty_k \) for some diagonal \( h_k, p_k \). To see that this can be done we argue as follows (cf. \( 3 \)). By the argument in the proof of Proposition 8.1 we can first solve the real equation on each \((\infty_{k-1}, \mu_k) \cup (\mu_k, \infty_k)\) by bounded gauge transformation \( g_k(t) \) satisfying the matching condition at \( \mu_k \). Now, from Corollary 8.2 and the definition of \( M \) as the hyperkahler (and so complex-symplectic) quotient of the \( F^\reg_{\nu, \omega}(e, c) \), we conclude that there is a global action of \((\mathbb{C}^*)^m \) on \( M \). Using this action allows us to replace the \( g_k \) by a gauge transformation \( g(t) \) which is exponentially close to \( \exp\{h_k t - p_k\} \) near each \( \infty_k \) and which also solves the real equation.

We still have to show that \( \phi \) respects complex-symplectic forms. However, \( \phi \) was constructed using only a) complex gauge transformations, and b) restriction or extension of constant solutions. Both of these operations respect the complex-symplectic forms involved.

**Part 2: Estimates on solutions.** We first obtain estimates on solutions to Nahm’s equations. Recall that the biholomorphism \( \phi \) was defined as the composition \( \phi = \phi_2 \phi_1 \) with \( \phi_1 : \tilde{M} \to M_I \) and \( \phi_2 : M_I \to M \). Let \((\alpha, \beta)\) be a solution to Nahm equations on a half-line \([x, +\infty), \) with \( \min\{|\beta_{ij}(+\infty) - \beta_{ij}(+\infty)|; i \neq j\} \geq \delta > 0 \). For any \( \epsilon > 0 \), we can assume that \( \alpha \) and \( \beta \) are lower-triangular on \([x + \epsilon/2, +\infty) \) (this is done as in \( 3 \)): one can conjugate \( \beta \) to be lower-triangular on \([x + \epsilon/2, +\infty) \) by a unitary gauge transformation; \( 4 \) implies then that \( \alpha \) is also lower-triangular. Then the apriori estimates from section 1 in \( 3 \) show that

\[
|\alpha_{ij}(t)| + |\beta_{ij}(t)| \leq M e^{-\lambda R_k t} \tag{9.6}
\]
for $i > j$ and $t \geq x + \epsilon$. Here $R_{ij} = |\text{Re} \alpha_{ii}(+\infty) - \text{Re} \alpha_{jj}(+\infty)| + |\beta_{ii}(+\infty) - \beta_{jj}(+\infty)|$ and $M, \lambda > 0$ are constants depending only on $\delta, \epsilon$ (and the Lie-algebra to which $\alpha, \beta$ belong). For the diagonal part of $\alpha$ one has the following estimate (11. end of section 1):

$$\left| \text{Re} \alpha_{ii}(t) - \text{Re} \alpha_{ii}(+\infty) \right| \leq K$$

for all $i$ and $t \geq x + \epsilon$, $K = K(\delta, \epsilon)$. Then the real Nahm equation (4.2) gives

$$\frac{d}{dt}(\text{Re} \alpha_{ii}) \leq M \sum_{i>j} R_{ij} e^{-\lambda R_{ij} t},$$

from which we conclude, that for all $i$ and $t > x + \epsilon$,

$$|\text{Re} \alpha_{ii}(t) - \text{Re} \alpha_{ii}(+\infty)| \leq M e^{-\lambda R_{ii} t}, \quad R = \min R_{ij}. \quad (9.7)$$

Notice also that we can use the gauge freedom to make $\text{Im} \alpha_{ii}$ constant on $[x + \epsilon, +\infty)$.

Now, $\phi_1$ was defined by a complex gauge transformation $p(t)$, with $p(\infty) = 1$ and $p(t) = 1$ on each $[\mu_k, \mu_k + c/2] \cup [\mu_k + 1 - c/2, \mu_k + 1]$, making $\alpha$ and $\beta$ constant and diagonal on $[\mu_k + c, \mu_k + 1 - c]$. Thus we conclude that $(\tilde{\alpha}, \tilde{\beta}) = \phi_1(\alpha, \beta)$ satisfies

$$|\tilde{\alpha}(t) - \alpha(t)| = \begin{cases} 
0 & \text{if } t \in [\mu_k, \mu_k + c/2] \cup [\mu_k + 1 - c/2, \mu_k + 1] \\
O(\exp\{-\lambda R_k t\}) & \text{if } t \in [\mu_k + c, \mu_k + 1 - c].
\end{cases} \quad (9.8)$$

and similarly for $\beta$ and for the derivative of $\alpha$. We now consider $\phi_2$. After cutting off the solutions, we obtain a solution $(\tilde{\alpha}, \tilde{\beta})$ on $[\mu_1, \mu_N]$ to the complex Nahm equation which satisfies

$$F(\tilde{\alpha}, \tilde{\beta}) := \frac{d}{dt}(\tilde{\alpha} + \tilde{\alpha}^*) + [\tilde{\alpha}, \tilde{\alpha}^*] + [\tilde{\beta}, \tilde{\beta}^*] = O(e^{-\lambda R}).$$

We know from the work of Hurtubise that there is a unique element of $G^C/G$ such that any element $g(t)$ in this orbit takes $(\tilde{\alpha}, \tilde{\beta})$ to an element of $M$. We have

**Lemma 9.3.** The gauge transformation $g$ satisfies $|g^* g - 1| = O(e^{-\lambda R})$ uniformly on $[\mu_1, \mu_N]$.

**Proof.** Using Lemma 2.10 in [13] and a simple comparison theorem (3), Lemma 2.8, one shows that the real equation can be solved on each $[\mu_k, \mu_k + 1]$ by a complex gauge transformation $g_k(t)$ with $g_k(\mu_k) = g_k(\mu_k + 1) = 1$ and $g_k^* g_k$ uniformly bounded by $O(e^{-\lambda R})$. Furthermore, near $\mu_k$, $g_k^* g_k(t) - 1 \leq (t-\mu_k) e^{-\lambda R}$ and similarly near $\mu_k + 1$. Therefore the derivative of $g_k^* g_k$ at $\mu_k, \mu_k + 1$ is bounded by $ce^{-\lambda R}$. This shows that, while the resulting $\tilde{\alpha}$ does not satisfy the matching conditions at the $\mu_k$, the jumps are of order $O(e^{-\lambda R})$.

Hurtubise shows in [12] that one can now match the solutions by a unique (complex) gauge transformation $g'$. Since both $(\tilde{\alpha}, \tilde{\beta})$ and $g'(\tilde{\alpha}, \tilde{\beta})$ satisfy the real equation, Lemma 2.10 in [13] implies that $g^* g'$ is bounded by its values at the points $\mu_k$. Let $\phi$ (resp. $-\psi$) be the logarithm of maximum (resp. minimum) of eigenvalues of $g^* g'$. The proofs of Propositions 2.20 and 2.21 in [21] show that the jumps $\Delta \phi, \Delta \psi$ of derivatives $\phi$ and $\psi$ are of order $e^{-\lambda R}$ at each $\mu_k$. We can then conclude, by going through the proof of Lemma 2.19 in [21] that at each $\mu_k$ we have $\phi(\mu_k) \leq c \Delta \phi + O(e^{-\lambda R})$ and $\psi(\mu_k) \leq c \Delta \psi + O(e^{-\lambda R})$ for some $c < 0$ (depending only on the $\mu_j$). This shows that $\phi(\mu_k)$ and $\psi(\mu_k)$ are both of order $e^{-\lambda R}$ which finishes the proof.

**Part 3: Estimates for the tangent vectors.** Recall that a tangent vector to a moduli space of solutions to Nahm’s equations is a quadruple $t_0, \ldots, t_3$ satisfying equations (123). We shall write $a = t_0 + it_1$ and $b = t_2 + it_3$. Then the equations (134) can be written as

$$\dot{a} = [\alpha^*, a] + [\beta^*, b], \quad (9.9)$$
\[ \dot{b} = [\beta, a] + [b, \alpha]. \]  

(9.10)

If the moduli space consists of solutions defined on several adjoining intervals, then \(a\) and \(b\) also satisfy appropriate matching conditions at the endpoints.

We shall need apriori estimates for solutions of the above equations in \(\tilde{F}_{n,m}(c, c')\). Let us write \(((\alpha^-, \beta^-), (\alpha^+, \beta^+))\) for a representative of \(\tilde{F}_{n,m}(0, 0)\) (and so of any \(\tilde{F}_{n,m}(c, c')\)) and then \(x_i^-, z_i^-\) (resp. \(x_i^+, z_i^+\)) for the values of \(\text{Re} \alpha^-, \beta^-\) (resp. \(\text{Re} \alpha^+, \beta^+)\) at \(-\infty\) (resp. at \(+\infty\)). Let us also write \(R^\pm = \min\{|x_i^\pm - x_j^\pm| + |z_i^\pm - z_j^\pm|; i \neq j\}\), \(Z^\pm = \min\{|z_i^\pm - z_j^\pm|; i \neq j\}\) and \(S = \min\{|x_i^- - x_j^+| + |z_i^- - z_j^+|\}\). We have

**Proposition 9.4.** For any positive \(\delta, \epsilon, \nu > 0\) there exist constants \(M, C, \lambda > 0\) depending only on \(m, n, \epsilon, \delta, \nu\) with the following property:

Let \(((\alpha^-, \beta^-), (\alpha^+, \beta^+))\) be a representative of \(\tilde{F}_{n,m}(0, 0)\) with \(Z^\pm \geq \delta > 0\), \(S \geq \nu > 0\) and \(R^+, R^- > C\). If \(((\alpha^-, \beta^-), (\alpha^+, \beta^+))\) is a tangent vector to \(\tilde{F}_{n,m}(0, 0)\) at \(((\alpha^-, \beta^-), (\alpha^+, \beta^+))\) and

\[ A^2 = |a^-(-\infty)|^2 + |b^-(-\infty)|^2 + |a^+(+\infty)|^2 + |b^+(+\infty)|^2, \]  

(9.11)

then for all \(t \geq \epsilon\)

\[ |a^-(t) - a^-(\infty) + b^-(t) - b^-(\infty)| \leq M e^{-\lambda R^{-1} t} A, \]  

(9.12)

\[ |a^+(t) - a^+(+\infty)| + |b^+(t) - b^+(+\infty)| \leq M e^{-\lambda R^+ t} A. \]  

(9.13)

**Proof.** It is enough to prove the estimates for \(A = 1\). We can assume, as in part 2 of this proof, that \(\alpha^+(t), \beta^+(t)\) are lower-triangular for \(|t| \geq \epsilon/2\). For the time being we consider only \(\alpha^+, \beta^+\) and we omit the superscript \(+\). We choose \(C\) so that the right-hand side of (9.6) is small compared to \(R_{ij}^{-1}\) and the right-hand side of (9.7) is small compared to \(R^{-1}\) at \(t = \epsilon\). Then, if we write \(y\) for the diagonal components and \(x\) for the off-diagonal components of \(a\) and \(b\), we obtain from equations (9.9) and (9.10),

\[ \dot{y} = A(t)x, \quad |A(t)| \leq M e^{-\lambda R}. \]  

(9.14)

On the other hand, if we differentiate the equations (9.9) and (9.10), we can write

\[ \ddot{x} = D(t)x + B(t)y, \quad |B(t)| \leq M e^{-\lambda R}, \exists s > 0 \forall \mu \text{ Re}(D(t)z, z) \geq s^2 R^2|z|^2. \]  

(9.15)

Let \(t_0 \in [\epsilon, +\infty)\) be the first point for which \(|x(t_0)|^2 + |y(t_0)|^2 \leq |a(+\infty)|^2 + |b(+\infty)|^2 \leq 1\). Let \(X = \sup\{|x(t)|; t \in [t_0, +\infty]\}, Y = \sup\{|y(t)|; t \in [t_0, +\infty]\}\). Both \(X\) and \(Y\) are finite. Equation (9.14) implies that

\[ |y(t) - y(t_0)| \leq \frac{MX}{R}. \]  

(9.16)

Similarly, using (9.15) and a comparison theorem (the same argument as on p. 133 in [K]), one concludes that

\[ |x(t)| \leq |x(t_0)| M e^{-\lambda R(t-t_0)} \]  

(9.17)

From this, changing \(C\) if necessary (i.e. taking larger \(R\)), we conclude that there this a constant \(P\) such that \(X + Y \leq P\). Using again (9.14), (9.17) we obtain that the estimate (9.13) holds for \(t \geq t_0\). This implies that

\[ \int_{t_0}^{+\infty} \left(|a^+(t)|^2 + |b^+(t)|^2 - |a^+(\infty)|^2 - |b^+(\infty)|^2\right) dt \leq \rho, \]  

(9.18)
where \( \rho = \rho(n, \delta, \epsilon) \) and can be made arbitrarily small by changing \( C \) (recall that \( A = 1 \)). We also have that for \( t \in [\epsilon, t_0] \) the expression under the integral sign in (9.13) is nonnegative. We can do exactly the same for \( \alpha^{-}, \beta^{-}, a^{-}, b^{-} \). Let \( s_0 \) denote the negative number with the same properties as \( t_0 \). We now compute the length \( L \) of the vector \((a^{-}, b^{-}), (a^{+}, b^{+})\) in the metric of \( \tilde{F}_{(n,m)}(\epsilon, \epsilon) \). We can write (cf. (3.5)) (the fact that below we have an inequality, rather than equality, stems from the fact that, for \( n = m \), there are additional (positive) terms):

\[
L^2 \geq \int_{-\epsilon}^{0} (|a^{-}(t)|^2 + |b^{-}(t)|^2)\, dt + \int_{0}^{\epsilon} (|a^{+}(t)|^2 + |b^{+}(t)|^2)\, dt \\
+ \int_{s_0}^{0} (|a^{-}(t)|^2 + |b^{-}(t)|^2 - |a^{-}(-\infty)|^2 - |b^{-}(-\infty)|^2)\, dt \\
+ \int_{\epsilon}^{\epsilon_0} (|a^{+}(t)|^2 + |b^{+}(t)|^2 - |a^{+}(+\infty)|^2 - |b^{+}(+\infty)|^2)\, dt \\
+ \int_{-\infty}^{0} (|a^{-}(t)|^2 + |b^{-}(t)|^2 - |a^{-}(-\infty)|^2 - |b^{-}(-\infty)|^2)\, dt \\
+ \int_{0}^{+\infty} (|a^{+}(t)|^2 + |b^{+}(t)|^2 - |a^{+}(+\infty)|^2 - |b^{+}(+\infty)|^2)\, dt. \tag{9.19}
\]

Each of the four first lines is positive, while the last two have their absolute value bounded by \( 2\rho \) with \( \rho \) as small as we wish. Let us write \( T \) for the sum of the third and fourth line. It follows that \( T \leq L^2 + 2\rho \). The explicit formula for the metric on \( F_{n,m}(\epsilon, \epsilon') \) found in sections 6 and 7 implies that \( T \leq P \), where \( P > 0 \) depends only on \( m, n, \epsilon, \nu, \delta \) (notice that this bound is independent of the actual value of \( \epsilon_{ij} \) in (9.13)). Thus \( T \leq P' \). Now, if both \( t_0 \) and \( -s_0 \) are smaller than \( 2\epsilon \), then we are done (by replacing the original \( \epsilon \) with \( 2\epsilon \)). Suppose that \( t_0 \geq 2\epsilon \). Since the integrand in the second and third line is nonnegative, we conclude from \( T \leq P' \) that there is point \( t_1 \in [\epsilon, 2\epsilon] \) with \( |a^{+}(t_1)|^2 + |b^{+}(t_1)|^2 \leq P'/\epsilon \).

We can now repeat the arguments after (9.15) and conclude that the estimate (9.13) holds for \( t \geq 2\epsilon \). We can deal similarly with the case \( s_0 \leq -2\epsilon \).

We shall also need the following strengthening of the last result:

**Lemma 9.5.** With the same assumptions and notation as in Proposition 9.4, we can replace the estimates (9.12) and (9.13) with:

\[
|a_{ij}^{-}(t)| + |b_{ij}^{-}(t)| \leq Me^{-\lambda R_{ij}^{+} t}A,
\]

\[
|a_{ij}^{+}(t)| + |b_{ij}^{+}(t)| \leq Me^{-\lambda R_{ij}^{+} t}A,
\]

for all \( i \neq j \) and \( t \geq \epsilon \). Here \( R_{ij}^{\pm} = |x_{i}^{\pm} - a_{i}^{\pm}| + |z_{i}^{\pm} - z_{j}^{\pm}| \).

**Proof.** We differentiate the equations (9.9) and (9.10) and proceed, as in Proposition 3.12 of [1] using (9.12) and (9.13).

**Part 4: Proof of Theorem 9.1.** From its definition in section 8, \( F_{n_1, \ldots, n_N}(\mu_1, \ldots, \mu_N) \) is the hyperkahler quotient, by a product of tori, of the product

\[
\tilde{F}_{m_1}(c_1) \times \tilde{F}_{m_2,m_1}(c_2, c_2') \times \cdots \times \tilde{F}_{m_{N-1},m_N}(c_{N-1}, c_{N-1}') \times \tilde{F}_{m_N}(c_N')
\]

where \( c_i + c_i' = \mu_{i+1} - \mu_i, i = 1, \ldots, N-1 \). The matrices \( \Phi \) for each factor are of the form (2.3) with the \( s_{ij} \) given by (6.13) (for the first and last factor, the metric is the Gibbons-Manton metric given by (2.4)). On the hyperkahler quotient these matrices are simply added together (after viewing each of them as a submatrix of an \( m \times m \) matrix, \( m = m_1 + \cdots + m_N \)). Thus the result is proved as soon as we show that all \( \epsilon_{ij} \) of (1.13) are zero. Let us show this.
Lemma 9.6. In the formula (9.13), all $\epsilon_{ij}$ are equal to zero.

Proof. Suppose that this is not true. Let us write the norm of vector $v$ tangent to $F_{(n,m)}(1,1)$ as in the formula (9.19) with $\epsilon = t_0 = -s_0 = 1$. From the estimates (9.12) and (9.13), it follows that $|v|^2 \geq -MA^2/R$ for a constant $M$ depending only $m,n,\delta$ and $\nu$. Here $R = \min\{R^-, R^+\}$. Thus, for a sufficiently large $R$, $|v|^2 \geq -\rho A^2$, $A$ defined by (9.11), with $\rho$ as small as we wish. However, if any $\epsilon_{ij} = 1$, then we can find a point $x$ in $F_{(n,m)}(1,1)$ with $S = S(x) \geq \nu$ and $R$ arbitrarily large such that there is a tangent vector $v$ at $x$ with $|v|^2 \leq -cA^2/\nu$ for some $c = c(n,m)$. This contradicts $|v|^2 \geq -\rho A^2$ and so the lemma is proved.

Part 5: Proof of Theorem 9.2

In appendix B we prove a general theorem we allows us to reduce the estimates to one-sided estimates on the metric tensors. This is so because the asymptotic metric is quasi-isometric to the flat metric in coordinates (9.4). This last fact follows from the explicit formula for the metric and the twistor space (cf. Remark 2 after Theorem 9.2). Thus we only have to show that

$$\phi^* g \leq (1 + Me^{-\lambda R})\hat{g}$$

(9.20)

in the region $U(\gamma, \delta, C)$ for some $C, M, \lambda > 0$ depending only on $\gamma, \delta$. Once we have this, we apply Theorem 9.2.1 (and Remark 9.2.4) to the region where $R \geq R_0$ and obtain that the estimate (9.5) with $R = R_0$, $R_0$ arbitrary, holds in the region where $R \geq R_0 + 1$, in particular for all points with $R = R_0 + 1$. Since $R_0$ is arbitrary this will prove the theorem.

Therefore we are going to show (9.20). We start with a vector $(a, b)$ tangent to $U(\gamma, \delta, C)$, where $C = C(\gamma, \delta)$ is determined by the validity of estimates below. Since $\gamma > 0$, the metric is positive-definite and, furthermore, quasi-isometric to the flat metric in coordinates (9.4) or the coordinates given by positions and phases of particles. Let us assume that the norm of $(a, b)$ is 1 in this metric. Then $\sum_k(|a(\infty_k)|^2 + |b(\infty_k)|^2) \leq B$, where $B$ depends only on $\gamma$. We also have estimates of the form (9.12) and (9.13):

$$|a(t) - a(\infty_k)| + |b(t) - b(\infty_k)| \leq Me^{-\lambda R_k}B \quad \text{if } t \in [\mu_k + \epsilon, \mu_{k+1} - \epsilon],$$

(9.21)

as well as the stronger estimates of Lemma 9.3. Also, by writing the metric as in (9.19) with $\epsilon = t_0 = c$ and using (9.21), we get

$$\sum_{k=1}^{N} \int_{\mu_k-c}^{\mu_k+c} (|a(t)|^2 + |b(t)|^2)dt \leq MB.$$  

(9.22)

The left-hand side includes the sum of Euclidean norms of pairs of vectors $u_k, v_k$ which give us the matching conditions for $(a, b)$ at $\mu_k$ in the case when $m_k-1 = m_k$.

Recall that the map $\phi$ was a composition of a $\phi_1$ and $\phi_2$. The map $\phi_1$ was given by a complex gauge transformation $p(t)$ which from part 2 of the proof can be uniformly estimated by $O(e^{-\lambda R})$. Therefore, after we conjugate $a, b$ by $p$, they still satisfy (9.21). Moreover we have $\|p(a, b)|p^{-1}\| - 1 = O(e^{-\lambda R})$. In order to obtain the vector $d\phi_1((a, b), c, \mu_k+1])$ constant and diagonal on each $\mu_k + c, \mu_{k+1}]$ and $p^{-1}$, one has to make $p(a, b)\rho^{-1}$ and $p(b)\rho^{-1}$ constant and diagonal on each $\mu_k + c, \mu_{k+1}]$ (c is defined in part 1) by an infinitesimal complex gauge transformation $p_1$ (with $p_1(\alpha \infty_k) = 0$ etc.). From the estimates (9.21) and of Lemma 9.3 on $p(a, b)$ and $p(b)$, this changes the norm of $p(a, b)\rho^{-1}$ by something of order $e^{-\lambda R}$. Furthermore the $L^2$-estimate (9.23) holds for $d\phi_1(a, b)$. At the next stage, we restrict $d\phi_1(a, b)$ to $[\mu_1, \ldots, \mu_N]$. Since $d\phi_1(a, b)$ is constant and diagonal on the union of $[\mu_k + c, \mu_{k+1} - \epsilon]$, its norm in the metric
\( \tilde{g} \) is the same as the norm of the restriction \((\hat{a}, \hat{b})\) in the metric \( g \). Now we conjugate \((\hat{a}, \hat{b})\) by the complex gauge transformation \( g(t) \) of Lemma 9.3. Using the estimate of that lemma and the estimate (9.22) for \((\hat{a}, \hat{b})\) we conclude that

\begin{align*}
\| (\tilde{g} \hat{a}^{-1}, \tilde{g} \hat{b}^{-1}) \| - 1 & \leq M e^{-\lambda R},
\end{align*}

for some \( M, \lambda > 0 \) depending only on \( \gamma \) and \( \delta \). The vector \((\tilde{g} \hat{a}^{-1}, \tilde{g} \hat{b}^{-1})\) solves the equation (9.10) but not (9.3). This is the final step: we obtain the vector \( \hat{d} \phi (a, b) \) by acting on \((\tilde{g} \hat{a}^{-1}, \tilde{g} \hat{b}^{-1})\) with a complex infinitesimal gauge transformation, so that the resulting vector solves (9.9). However, the equation (9.9) is the condition of orthogonality to complex infinitesimal gauge transformations and, hence, the norm of the vector \( \hat{d} \phi (a, b) \) is not greater than the norm of \((\tilde{g} \hat{a}^{-1}, \tilde{g} \hat{b}^{-1})\). This and (9.23) proves (9.20), and so, by the discussion above, also Theorem 9.2. \( \square \)

As remarked after the statement of the above theorem, there is a likely generalization of this result. Suppose that it is only particles of a given type, say \( k_0 \), that separate (recall that the type of particle \( i \) is the smallest \( k \) for which \( i \leq m_k \)). Then the metric on \( F_\sigma (\mu) = F_{m_1, \ldots, m_{N-1}} (\mu_1, \ldots, \mu_N) \) should get close to the metric on \( F_\sigma (\mu) \), where \( \tilde{\sigma} (k) = m_k \) if \( k \neq i_0 \) and \( \tilde{\sigma} (k_0) = n_k \). Similarly, if the particles of types \( k_1, \ldots, k_s \) separate, the metric should be close to the metric on \( F_\sigma (\mu) \), where \( \tilde{\sigma} (k) = m_k \) if \( k \neq k_1, \ldots, k_s \) and \( \tilde{\sigma} (k_j) = n_k \), for \( j = 1, \ldots, s \). All of these moduli spaces have dimension \( 4(m_1 + \cdots + m_{N-1}) \). In general the metric on \( F_\sigma (\mu) \) will be simpler than the one on \( F_\sigma (\mu) \) (it has a tri-Hamiltonian action of a \((\sum_{i=1}^s m_{k_i})\)-dimensional torus), but it is only in the case when \( \{ k_1, \ldots, k_s \} = \{ 1, \ldots, N-1 \} \) that the metric is algebraic.

Finally we shall discuss the topology of the asymptotic moduli space. First of all, from Proposition 8.1, the orbit space of \( F_{\tilde{m}_1, \ldots, \tilde{m}_{N-1}} (\mu_1, \ldots, \mu_N) \) is \( \prod \tilde{C}_{m_k} (\mathbb{R}^3) \), and so particles of different types can take the same position. Now recall from section 8 that the type \( t(i) \) of the particle \( i \) is defined as \( \min \{ k; i \leq \sum_{s=k} m_s \} \). It follows easily from Proposition 8.1 that the set of principal orbits of \( T^m, m = \tilde{m}_1 + \cdots + m_{N-1} \), on \( F_{\tilde{m}_1, \ldots, \tilde{m}_{N-1}} (\mu_1, \ldots, \mu_N) \) is a bundle \( P \) over

\begin{align*}
C = \{ (x_1, \ldots, x_m) \in \mathbb{R}^3 \otimes \mathbb{R}^m; |t(i) - t(j)| \leq 1 \Rightarrow x_i \neq x_j \}.
\end{align*}

The basis of the second integer homology of \( C \) is given by the spheres \( S_{ij} \) defined by (8.1), where now \( i, j \) run over the set \( \{ (i, j); i < j \text{ and } |t(i) - t(j)| \leq 1 \} \). As in Lemma 7.1 in \( \tilde{F} \), we obtain that the bundle \( P \) is determined by the element \((h_1, \ldots, h_m) \) of \( H^2 (C, \mathbb{Z}^m) \) such that

\begin{align*}
h_k (S_{ij}) = \begin{cases} 
  s_{ij} & \text{if } k = i \\
  -s_{ij} & \text{if } k = j \\
  0 & \text{otherwise},
\end{cases}
\end{align*}

where the \( s_{ij} \) are given by (2.3).

**Appendix A. Complex-symplectic vs. Hyperkähler Quotients**

In order to finish the proof of Proposition 8.1 we have to show that certain hyperkähler and complex-symplectic quotients coincide. This question reduces, on the zero-set of the complex moment map, to identifying the Kähler quotient with the ordinary geometric quotient, i.e. to showing that all orbits of the complexified group are stable. The following useful criteria are given in [18], Lemma 3.3, and [17], Sections A.1.3 and A.2.3.

**Proposition A.1.** Let \( H \) be a connected closed subgroup of a compact semisimple Lie group \( G \) and suppose that \( M = G^C / H^C \) is equipped with a \( G \)-invariant Kähler form \( \omega \)
defined by a global $G$-invariant Kähler potential $K$ for $\omega$. Then the single $G^C$-orbit $M$ is stable if and only if $K$ is proper.

**Proposition A.2.** Suppose that the complex torus $M = (\mathbb{C}^*)^n$ is equipped with a $T^n$-invariant Kähler form $\omega$. Then:

(i) The $T^n$-action is Hamiltonian if and only if there exists a global $T^n$-invariant Kähler potential $K$ for $\omega$;

(ii) If $K$ has a quadratic growth at infinity, as a function on $\mathbb{R}^n$ where $(\mathbb{C}^*)^n = T^n e^{\mathbb{R}^n}$, then $M$ is stable.

In order to use these criteria we shall view the spaces involved in the proof of Proposition 8.1 as hyperkähler quotients of simpler manifolds.

Recall that, for a regular triple $(\tau_1, \tau_2, \tau_3)$ of $n \times n$ diagonal matrices, $M(\tau_1, \tau_2, \tau_3)$ denotes Kronheimer’s hyperkähler structure on $GL(n, \mathbb{C})/T^n$ ($T$ is the diagonal torus in $U(n)$) with the cohomology class of $\omega_i$ equal to $\tau_i$, $i = 1, 2, 3$ (after identifying $H^2(GL(n, \mathbb{C})/T^C, \mathbb{R})$ with Lie$(T)$). We have

**Proposition A.3.** $M(\tau_1, \tau_2, \tau_3)$ is isomorphic to a hyperkähler quotient of a flat quaternionic vector space by a product $G$ of unitary groups. With respect to generic complex structure the action of $G^C$ on the zero-set of the complex moment map is free and its orbits are closed.

**Proof.** Kobak and Swann [24] show how to construct nilpotent orbits as hyperkähler quotients by a product $G$ of unitary groups. Changing the level set of the moment map, from zero to appropriate values, gives a hyperkähler manifold $N$ which, with respect to a generic complex structure, is isomorphic, as a complex-symplectic manifold, to $M(\tau_1, \tau_2, \tau_3)$ (if the levels of the complex moment map for the abelian factors of $G$ are $t_1, \ldots, t_{n-1}$, then the resulting orbit has eigenvalues $0, t_1, t_1 + t_2, \ldots, (t_1 + \cdots + t_{n-1})$). As a Riemannian manifold, $N$ is complete and the uniqueness result of [5] shows that $N \simeq M(\tau_1, \tau_2, \tau_3)$ as hyperkähler manifolds.

The flat space which we start with can be viewed as a space of matrices and the second statement follows by putting the products of matrices defining the zero set of the complex moment map into the Jordan normal form.

We can finally finish the proof of Proposition A.1. We considered there a hyperkähler quotient $X$ of the product of two $M(\tau_1, \tau_2, \tau_3)$’s and of either $\mathbb{H}^n$ or of $F_n(m; 1)$. By the above proposition, $X$ can be viewed as a hyperkähler quotient of either an $\mathbb{H}^p$ (when $n = m$), for some $p$, or of the product of $\mathbb{H}^p$ and of $F_n(m; 1)$ (when $n > m$). Furthermore, the complexification $H^C$ of the group $H$ by which we quotient acts freely and with closed orbits on the zero-set of the (generic) complex moment map. In addition the usual Kähler potential $K_1$, given by the square of the distance from the origin, on $\mathbb{C}^{2p} \simeq \mathbb{H}^p$ is proper and $Sp(p)$-invariant. Moreover it has quadratic (in fact exponential) growth on any closed orbit of a subtorus of $Sp(p, \mathbb{C})$.

Since the $H^C$-orbits are closed on the zero set of the complex moment map, Propositions A.3 and A.2 show that all these $H^C$-orbits are stable for $n = m$.

The space $F_n(m; 1)$ also has an $(U(n) \times U(m))$-invariant Kähler potential for any complex structure. This is a general phenomenon for hyperkähler manifolds with an $SU(2)$-action rotating the complex structures, see [20]. For the complex structure $I$ this Kähler potential is given by:

$$K = \int_0^1 \left(\|T_1(t)\|^2 + \|T_2(t)\|^2\right)dt.$$
Since the factor \((U(n) \times U(m))\) of \(H\) is acts diagonally on \(\mathbb{H}^p \times F_n(m; 1)\), the Kähler potential \(K_2\) on each orbit of \(GL(n, \mathbb{C}) \times GL(m, \mathbb{C})\) is the sum of the restrictions of \(K_1\) and \(K\). Since \(K_1\) is proper and has quadratic growth on each closed toral orbit and since \(K\) is positive, it follows that \(K_2\) is proper (on each orbit) and has quadratic growth on each closed toral orbit. Thus the complex-symplectic quotient coincides with the hyperkähler quotient in this case as well.

**Appendix B. A comparison theorem for Ricci-flat Kähler metrics**

Our goal is the following theorem, which, under certain assumptions, reduces the comparison of Ricci-flat Kähler metrics and their derivatives to one-sided estimates on the metric tensors.

**Theorem B.1.** Let \(V\) be an open subset of a Ricci-flat Kähler manifold \((M, g)\) and suppose that there exists a biholomorphic map \(\phi\) from a domain \(U\) in \(\mathbb{C}^n\) onto \(V\) such that \(\phi^* g\) is bounded uniformly in the Euclidean metric on \(U\) by a constant \(C\) and that \(\phi^* \omega^m = e^f \omega^m_0\) with \(f\) bounded uniformly by a constant \(K\) (here \(\omega, \omega_0\) are the Kähler forms on \(X\) and on \(\mathbb{C}^n\)). Then, for any \(r, \delta > 0\), there exist constants \(A_k = A_k(m, C, K, r, \delta), k = 0, 1, 2, \ldots\), with the following property:

Let \((M', g')\) be another Kähler manifold and \(\psi : M \to M'\) a volume-form preserving biholomorphism such that \(\psi^* g' \leq (1 + \epsilon)g\), uniformly on \(V\), where \(\epsilon \leq \delta\). Let us write \(\psi^*(\psi^* g' - g) = \Re \sum S_{ij} dz_i \otimes d\bar{z}_j\). Then, for any \(i, j \leq m\) and any \(k \geq 0\),

\[
|D^k S_{ij}| \leq A_k \epsilon
\]

uniformly on the set \(\{z \in U; \text{dist}(z, \partial U) \geq r\}\).

**Remark B.2.** In hyperkähler geometry the conditions on the volume-form are very natural. Namely, if \(M\) is hyperkähler with the complex-symplectic form \(\Omega = g(J, \cdot) + ig(JJ, \cdot)\) and \(\phi^* \Omega\) is the standard complex-symplectic form on \(\mathbb{C}^{2n}\), then \(\phi^* \omega^m = \omega^m_0\), so that we can take \(K = 0\) in the theorem. Similarly, if \(M'\) is hyperkähler and \(\psi\) respects the complex-symplectic forms, then \(\psi\) respects the volume forms.

We also remark that the assumption that \(\phi^* g\) and \(\ln(\omega^m/\omega^m_0)\) are uniformly bounded is equivalent to \(\phi\) being a quasi-isometry, i.e. to existence of a constant \(B\) such that \(B^{-1} g_0 \leq \phi^* g \leq B g_0\), where \(g_0\) is the Euclidean metric on \(\mathbb{C}^m\). The fact that one-sided estimates on the metric plus estimates on the volume form give two-sided estimates on the metric is trivial but, given Remark B.2, worth stating separately:

**Proposition B.3.** Let \((M, g), (M', g')\) be two oriented Riemannian manifolds of dimension \(n\) and let \(\psi : M \to M'\) be a volume-form preserving diffeomorphism such that \(\phi^* g' \leq B g\). Then \(B^{1-n} g \leq \phi^* g'\).

**Proof.** Choose a point \(m \in M\) and local coordinates \(x_1, \ldots, x_m\) so that \(g_m = \sum dx_i \otimes dx_i\). Write \((\phi^* g')_m = \sum X_{ij} dx_i \otimes dx_j\). Then the assumptions imply that \(\det X = 1\) and \(\zeta^T X \zeta \leq B\) for all \(\zeta \in \mathbb{R}^n\). Since \(X\) is symmetric and positive-definite we can diagonalize \(X\) by an orthogonal matrix and conclude that \(\zeta^T X \zeta \geq B^{1-n} \zeta^T \zeta\) for all \(\zeta \in \mathbb{R}^n\).

**Proof of Theorem B.1.** We write

\[
\phi^* g = \Re \sum_{i,j=1}^m Z_{ij} dz_i \otimes d\bar{z}_j, \quad \phi^* \psi^* g' = \Re \sum_{i,j=1}^m Z'_{ij} dz_i \otimes d\bar{z}_j
\]

for hermitian \(Z, Z'\). Let us fix an \(r\), so that we have to estimate the derivatives at points \(z\) such that \(B(z, r) \subset U\). We can assume, without loss of generality, that \(U = B(0, r)\) and
estimate the derivatives at the origin. Since $B(0, r)$ is strictly pseudo-convex, there are smooth real-valued functions $\Phi, \Phi'$ such that $\Phi_{z_iz_j} = Z_{ij}$ and $\Phi'_{z_iz_j} = Z'_{ij}$. In general, we shall write $L(u)$ for the complex Hessian (Levi form) $[u_{z_iz_j}]$ of a function $u$. Both $\Phi$ and $\Phi'$ satisfy the complex Monge-Ampère equation
\[
\det L(u) = e^f.
\] (B.3)

Since $M$ is Ricci-flat, $f$ is a polyharmonic function. In particular all derivatives of $g = e^f$ have uniform bounds depending only on the bound $K$ for $f$. We need the following

**Proposition B.4.** Let $u$ be a pluri-subharmonic solution to (B.3) in $B(0, r)$. Then, for any $k \geq 0$,
\[
\|L(u)\|_k \leq B_k,
\]
where $B_k$ depends only on $m, r$, $\|L(u)\|_0$ and $\|f\|_{k+2}$.

Here $\|L\|_k$ and $\|L\|_k^*$ denote, respectively, the $C^k$-norm and the interior $C^k$-norm (see [14], formula (4.17), for the definition of the latter).

**Proof.** Let $B = \|L(u)\|_0$. Since $\det L(u) = e^f$, we have (as in Proposition B.3) positive constants $\lambda$ and $\Lambda$ depending only on $m, B$ and $\|f\|_0$ such that
\[
\lambda \zeta^* \xi \leq \zeta^* L(u) \zeta \leq \Lambda \zeta^* \xi
\]
for all $\zeta \in \mathbb{C}^m$. Thus the equation (B.3) is uniformly elliptic with respect to $u$. Using the estimates on a solution of $\bar{\partial}$-problem (see, for example, [24]), we see that there is a smooth real-valued function $u'$ with $L(u') = L(u)$ and $\|u'\|_0 \leq C \|L(u)\|_0$ for a constant $C = C(r)$. Therefore, we can assume from the beginning that $u$ is bounded by some constant $C_0$ depending only on $m, r$ and $\|L(u)\|_0$. We now claim that there are constants $C_1$ and $\alpha > 0$, depending only on $m, r, \Lambda, \|f\|_2$ such that the following Hölder estimate holds
\[
\|L(u)\|_k^* \leq C_1
\] (B.4)

The proof of this is essentially the same as the proof of (17.41) in [14] (applied to the equation $\log \det L(u) = f$), but using the Hermitian analogue of Lemma 17.13 in [14]. Once we have this, we obtain inductively estimates on all derivatives of $u$ by treating the equation (B.3) and its successive linearizations in all directions as uniformly elliptic second-order linear PDE’s (with the coefficients of second-order derivatives given by the adjoint matrix of $L(u)$). The desired estimates follow from standard Schauder interior estimates. \hfill \Box

To finish the proof of Theorem B.4, we write the equation $\det L(\Phi) = \det L(\Phi')$ as
\[
F(L(\Phi - \Phi')) = 0
\] (B.5)
for a linear function $F$. The coefficients of $F$ depend only on $L(\Phi)$ and $L(\Phi')$. The function $F$ is uniformly elliptic in $B(0, 3r/4)$ with ellipticity constants depending only on $m, r, C, K, \delta$. Moreover, by the previous proposition, the derivatives of coefficients also have bounds depending only on these constants. From Proposition B.4, $v = \Phi - \Phi'$ satisfies $L(v) \leq P\epsilon$ for some constant $P$, and, as in the proof of Proposition B.4, we can use estimates (e.g. [24]) on the solution of $\bar{\partial}$-problem to conclude that there is a $v'$ with $L(v') = L(v)$ and $\|v'\|_0 \leq P'\epsilon$. We now obtain the estimates on all derivatives of $v'$ from the Schauder interior estimates applied to the equation (B.5) and its successive linearizations in all directions. \hfill \Box
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