Abstract—Expressing attack-defence trees in a multi-agent setting allows for studying a new aspect of security scenarios, namely how the number of agents and their task assignment impact the performance, e.g. attack time, of strategies executed by opposing coalitions. Optimal scheduling of agents’ actions, a non-trivial problem, is thus vital. We discuss associated caveats and propose an algorithm that syntheses such an assignment, targeting minimal attack time and using minimal number of agents for a given attack-defence tree.
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I. INTRODUCTION

Security of safety-critical multi-agent systems [1] is a major challenge. Attack-defence trees [2], [3] have been developed to evaluate the safety of systems and to study interactions between attacker and defender parties. They provide a simple graphical formalism of possible attacker’s actions to be taken in order to attack a system and the defender’s defenses employed to protect the system. Recently, it has been proposed to model attack-defence trees (ADTrees) in the formalism of asynchronous multi-agent systems (AMAS) extended with certain ADTree characteristics [4], [5]. In this setting, one can reason about attack/defence scenarios considering agent distributions over tree nodes and their impact on the feasibility and performance (quantified by metrics such as time and cost) of attacking and defending strategies executed by specific coalitions.

A. Minimal schedule with minimal number of agents

The time metric, on which we focus here, is clearly affected by both the number of available agents and their distribution over ADTree nodes. Hence, there arises the problem of optimal scheduling, i.e. obtaining an assignment that achieves the lowest possible time, while using the minimum number of agents required for an attack to be feasible. To that end, we first preprocess the input ADTree, transforming it into a Directed Acyclic Graph (DAG), where specific types of ADTree gates are replaced with sequences of nodes with normalised time (i.e. duration of either zero, or the greatest common factor across all nodes of the original ADTree). Because some ADTree constructs (namely, OR gates and defences) induce multiple alternative outcomes, we execute the scheduling algorithm itself on a number of independently considered DAG variants. For each such variant, we begin by iterating over its nodes, labeling them in accordance with their depth and height in the graph. The lowest possible attack time follows from the longest sequence of nodes in the DAG, because these actions cannot be handled any faster by executing them in parallel. In order to minimise the number of agents as well, we synthesise a schedule multiple times in a divide-and-conquer strategy, adjusting the number of agents until the lowest one that produces a valid assignment is found. Since we preserve labels during the preprocessing step, all DAG nodes are traceable back to specific gates and leaves of the original ADTree. Thus, in the final step we ensure that the same agent is assigned to nodes of the same origin, reshuffling the schedule if necessary.

While there are some clear parallels with multi-processor task scheduling, the ADTree formalism also introduces a number of unique caveats to consider. Consequently, our approach differs from that of classical process scheduling, whose techniques cannot be directly applied in this case. We expand on this comparison in Section I-C.

B. Contributions

In this paper, we: (i) present and prove the correctness of an algorithm for ADTrees which finds an optimal assignment of the minimal number of agents for all possible DAG variants of a given attack/defence scenario, (ii) show the scheduling algorithm’s complexity to be quadratic in the number of nodes of its preprocessed input DAG, (iii) implement the algorithm in our tool ADT2AMAS and evaluate experimental results.

C. Related work

ADTrees [2], [6] are a popular formalism that has been implemented in a broad range of analysis frameworks [7]–[10], comprehensively surveyed in [11], [12]. They remain extensively studied today [13]. Of particular relevance is the ADTree to AMAS translation [5], based on the semantics from [14]. Furthermore, the problem discussed in this paper is clearly related to parallel program scheduling [15], [16]. Due
to time normalisation, it falls into the category of Unit Computational Cost (UCC) graph scheduling problems, which can be effectively solved for tree-like structures [17], but cannot be directly applied to a set of DAGs. Although a polynomial solution for interval-ordered DAGs was proposed by [18], their algorithm does not guarantee the minimal number of agents. Due to zero-cost communication in all considered graphs, the problem can also be classified as No Communication (NC) graph scheduling. A number of heuristic algorithms using list scheduling were proposed [15], including Highest Levels First with No Estimated Times (HLFNET), Smallest Co-levels First with no Estimated Times (SCFNET), and Random, where nodes in the DAG are assigned priorities randomly. Variants assuming non-uniform node computation times are also considered, but are not applicable to the problem solved in this paper. Furthermore, this class of algorithms does not aim at finding a schedule with the minimal number of processors or agents. On the other hand, known algorithms that include such a limit, i.e. for the Bounded Number of Processors (BNP) class of problems, assume non-zero communication cost and rely on the clustering technique, reducing communication, and thus schedule length, by mapping nodes to processing units. Hence, these techniques are not directly applicable.

The algorithm described in this paper can be classified as list scheduling with a fusion of HLFNET and SCFNET heuristics, but with additional restriction on the number of agents used. The length of a schedule is determined as the length of the critical path of a graph. The number of minimal agents needed for the schedule is found with bisection.

Branching schedules analogous to the variants discussed in Section III have been previously explored, albeit using different models that either include probability [19] or require an additional DAG to store possible executions [20]. Zero duration nodes are also unique to the ADTree setting.

To the best of our knowledge, this is the first work dealing with agents in this context. Rather, scheduling in multi-agent systems typically focuses on agents’ choices in cooperative or competitive scenarios, e.g. in models such as BDI [21], [22].

D. Outline

The rest of the paper is structured as follows. The next section briefly recalls the ADTree formalism and its translation to multi-agent systems. In Section III, several preprocessing steps are discussed, including transforming the input tree to a DAG, normalising node attributes, and handling different types of nodes. Section IV presents steps performed by the main algorithm, as well as a proof of its correctness and optimality. The algorithm, implemented in our tool ADT2AMAS [23], is demonstrated in practice on three use cases in Section V. The final section contains conclusions and perspectives.

II. ATTACK-DEFENCE TREES

To keep the paper self-contained, we briefly recall the basics of ADTrees and their translation to a multi-agent setting.

A. Attack-defence trees

ADTrees are a well-known formalism that models security scenarios as an interplay between attacking and defending parties. Figure 1 depicts basic constructs used in examples throughout the paper. For a more comprehensive overview, we refer the reader to [5].

![ADTree constructs](https://via.placeholder.com/150)

(a) leaf (attack) (b) AND (c) OR (d) SAND
(e) leaf (defence) (f) CAND (g) NODEF (h) SCAND

Fig. 1: Basic ADTree constructs

Attacking and defending actions are depicted in red and green, respectively. Leaves represent individual actions at the highest level of granularity. Different types of gates allow for modeling increasingly broad intermediary goals, all the way up to the root, which corresponds to the overall objective. OR and AND gates are defined analogously to their logical counterparts. SAND is a sequential variant of the latter, i.e. the entire subtree $a_i$ needs to be completed before handling $a_{i+1}$. Although only shown in attacking subtrees here, these gates may refine defending goals in the same manner. Reactive or passive countering actions can be expressed using gates CAND (counter defence; successful iff $a$ succeeds and $d$ fails), NODEF (no defence; successful iff either $a$ succeeds or $d$ fails), and SCAND (failed reactive defence; sequential variant of CAND, where $a$ occurs first). We collectively refer to gates and leaves as nodes.

ADTree nodes may additionally have numerical attributes, e.g. the time needed for an attack, or its financial cost. Boolean functions over these attributes, called conditions, may then be associated with counter-defence nodes to serve as additional constraints for the success or failure of a defending action.

In the following, the treasure hunters ADTree in Figure 2 will be used as a running example. While both the gatekeeper $b$ and the door $f$ need to be taken care of to steal the treasure (ST), just one escape route (either $h$ or $e$) is needed to flee (GA), with TF enforcing sequentiality. Note the TS counter defence with an additional constraint on the police’s success $p$.

B. Translation to extended AMAS

Asynchronous multi-agent systems (AMAS) [14] are essentially networks of automata, which synchronise on shared transitions and interleave private ones for asynchronous execution. An extension of this formalism with attributes and conditional constraints to model ADTrees, and the translation of the latter to extended AMAS, were proposed in [5]. Intuitively, each node of the ADTree corresponds to a single automaton in the resulting network. Specific patterns, embedding reductions to minimise state space explosion [4], are used for different types
of ADTree constructs. As the specifics exceed the scope and space of this paper, we refer the reader to [14] for the AMAS semantics, and to [5] for the details on the translation.

In the multi-agent setting, groups of agents working for the attacking and defending parties can be considered. Note that the feasibility of an attack is not affected by the number or distribution of agents over ADTree nodes, as opposed to some performance metrics, such as time (e.g. a lone agent can handle all the actions sequentially, albeit usually much slower).

C. Assignment of agents for ADTrees

Consequently, the optimal distribution of agent coalitions is of vital importance for both parties, allowing them to prepare for multiple scenarios, depending on how many agents they can afford to recruit (thereby delaying or speeding up the completion of the main goal). For instance, the thieves in Figure 2, knowing the police response time, would have to plan accordingly by bringing a sufficiently large team and, more importantly, schedule their tasks to make the most of these numbers. Thus, we can formulate two relevant and non-trivial scheduling problems. The first one, not directly addressed here, is obtaining the assignment using a given number of agents that results in optimal operation time. The second one, on which we focus in this paper, is synthesising an assignment that achieves a particular execution time using the least possible number of agents. Typically, the minimum possible time is of interest here. As we show in Section III, this time is easily obtainable from the structure of the input ADTree itself (and, of course, the time attribute of nodes). However, our approach can also target a longer attack time if desired. In the next section, we discuss it in more detail as normalisation of the input tree is considered, along with several other preprocessing steps.

III. PREPROCESSING THE TREE

In this preprocessing step, an ADTree is transformed into DAGs (Directed Acyclic Graphs) of actions of the same duration. This is achieved by splitting nodes into sequences of such actions, mimicking the scheduling enforced by ADTrees sequential gates, and considering the different possibilities of defences. Therefore, we introduce a sequential node SEQ, which only waits for some input, processes it and produces some output. It is depicted as a lozenge (see nodes N1 and N2 in Figure 3).

In what follows, we assume one time unit is the greatest common factor of time durations across all nodes in the input ADTree, i.e. \( t_{\text{unit}} = \gcd(t_{N_1}, \ldots, t_{N_{\text{ADTree}}}) \). By time slots, we refer to fragments of the schedule whose length is \( t_{\text{unit}} \). That is, after normalisation, one agent can handle exactly one node of non-zero duration within a single time slot. Note that, during the preprocessing steps described in this section, node labels are preserved to ensure backwards traceability. Their new versions are either primed or indexed.

A. Nodes with no duration

It happens that several nodes have no time parameter set, and are thus considered to have a duration of 0. Such nodes play essentially a structuring role. Since they do not take any time, the following proposition is straightforward.

**Proposition 1.** Nodes with duration 0 can always be scheduled immediately before their parent node or after their last occurring child, using the same agent in the same time slot.

Preprocessing introduces nodes similar to SEQ but with 0 duration, called NULL and depicted as trapeziums (Fig. 4).

B. Normalising time

The first pre-processing step prior to applying the scheduling algorithm normalises the time parameter of nodes.

**Proposition 2.** Any node \( N \) of duration \( t_N = n \times t_{\text{unit}}, n \neq 0 \) can be replaced with an equivalent sequence consisting of a node \( N' \) (differing from \( N \) only in its 0 duration) and \( n \) SEQ nodes \( N_1, \ldots, N_n \) of duration \( t_{\text{unit}} \).

**Example 1.** Figure 3 shows the transformation of an AND node \( N \) with duration \( t_N = 2t_{\text{unit}} \). Both \( N_2 \) and \( N_1 \) are of duration \( t_{\text{unit}} \), while \( N' \) has a null duration.

C. Scheduling enforcement

Sequential nodes SAND enforce some scheduling. These are transformed into a sequence containing their subtrees and NULL nodes.

**Proposition 3.** Any SAND node \( N \) with children subtrees \( T_1, \ldots, T_n \) can be replaced with an equivalent sequence \( T_1, N_1, T_2, \ldots, N_{n-1}, T_n, N_n \), where each \( N_i \) is a NULL node, its

---

### Table: Attributes of nodes

| Name     | Cost | Time |
|----------|------|------|
| TS (treasure stolen) | €100 | 10 min |
| p (police)     |      |      |
| TF (thieves fleeing) |      |      |
| ST (steal treasure) | 2 min |      |
| b (bribe gatekeeper) | €500 | 1 h  |
| t (force arm. door) | €100 | 2 h  |
| GA (get away)   |      |      |
| h (helicopter)  | €500 | 3 min|
| e (emergency exit) | 10 min |      |

**Condition for TS:**

\[ \text{init\_time}(p) > \text{init\_time(ST)} + \text{time(GA)} \]
Example 2. Let us consider the SAND node \( N \) depicted on the left-hand side of Figure 4, where all other nodes have already been processed by the time normalisation. The transformation of Proposition 3 leads to the DAG on the right-hand side of Figure 4 where subtrees \( A \), \( B \) and \( C \) occur in sequence, as imposed by the NULL nodes \( N_1 \) and \( N_2 \) between them, and then action \( N_3 \) occurs.

![Fig. 4: Normalising SAND node \( N \)](image)

D. Handling defences

The scheduling we are seeking to obtain will guarantee the necessary attacks are performed. Hence, when dealing with defence nodes, we can assume that all attacks are successful. However, they may not be mandatory, in which case they should be avoided so as to obtain a better scheduling of agents.

Taking into account each possible choice of defences will lead to as many DAGs representing the attacks to be performed. This allows for answering the question: “What is the minimal schedule of attacker agents if these defences are operating?”

**Composite defences.** Defences resulting from an AND, SAND or OR between several defences are operating according to the success of their subtrees: for AND and SAND, all subtrees should be operating, while only one is necessary for OR. This can easily be computed by a boolean bottom-up labelling of nodes. Note that different choices of elementary defences can lead to disabling the same higher-level composite defence, thus limiting the number of DAGs that will need to be considered for the scheduling.

**No Defence nodes (NODEF).** A NODEF succeeds if its attack succeeds or its defence fails. Hence, if the defence is not operating, the attack is not necessary. Thus, the NODEF node can be replaced by a NULL node without children, and the children subtrees deleted. On the contrary, if the defence is operating, the attack must take place. The defence subtree is deleted, while the attack one is kept, and the NODEF node can be replaced by a NULL node, as pictured in Figure 5.

**Counter Defence (CAND) and Failed Reactive Defence (SCAND) nodes.** A CAND succeeds if its attack is successful and its defence is not. A SCAND behaves similarly but in a sequential fashion, i.e. the defence takes place after the attack. In both cases, if the defence is not operating, its subtree is deleted, while the attack one is kept, and the CAND (or SCAND) node can be replaced by a NULL node, as was the case in Figure 5c. Otherwise, the CAND (or SCAND) node is deleted, as well as its subtrees. Moreover, it transmits its failure recursively to its parents, until a choice of another branch is possible. Thus, all ancestors are deleted bottom up until an OR is reached.

Thus, we have a set of DAGs with attack nodes only.

![Fig. 5: Handling NODEF A](image)

E. Handling OR branches

OR nodes give the choice between several series of actions, only one of which will be chosen in an optimal assignment of events. However, one cannot simply keep the shortest branch of an OR node and prune all others. Doing so minimises attack time, but not necessarily the number of agents. In particular, a slightly longer, but narrower branch may require fewer agents without increasing attack time, provided there is a longer sequence elsewhere in the DAG. Consequently, only branches that are guaranteed not to lead to an optimal assignment can be pruned, which is the case when a branch is the longest one in the entire graph. All other cases need to be investigated, leading to multiple variants depending on the OR branch executed, similar to the approach for defence nodes.

F. Preprocessing the treasure hunters ADTree

Figures 6 and 7 detail the preprocessing of the treasure hunters example step by step. The time unit is one minute. Long sequences of SEQ are shortened with dotted lines. Note that when handling the defence, at step 3, we should obtain two DAGs corresponding to the case where the defence fails (see Figure 7b), or where the defence is successful. This latter case leads to an empty DAG where no attack can succeed. Therefore, we can immediately conclude that if the police is successful, there is no scheduling of agents.

IV. BEST MINIMAL AGENT ASSIGNMENT

At this stage, we have DAGs where nodes are either (i) a leaf, or of type AND, OR, or NULL, all with duration 0 or (ii) of type SEQ with duration \( t_{unit} \). Their branches mimic the possible runs in the system.

The algorithm’s input is a set of DAGs preprocessed as described in Section III, corresponding to possible configurations of defence nodes’ outcomes and choices of OR branches in the original ADTree. For each of these DAGs, \( n \) denotes the number of SEQ nodes (all other ones have 0-duration). Furthermore, nodes (denoted by \( N \) ) have some attributes: their
type; four integers depth, level, agent and slot, initially with value 0. The values of depth and level denote, respectively, the height of a node’s tallest subtree and the distance from the root (both without counting the zero duration nodes), while agent and slot store a node’s assignment in the schedule.

We first compute the nodes’ depth in Section IV-A, then compute the level of nodes in Section IV-B, and finally compute an optimal scheduling in Section IV-D.

A. Depth of nodes

Starting from the root, the procedure DEPTHNODE (Algorithm 1) explores the DAG in a DFS (depth first search) manner. During backtracking, i.e., starting from the leaves, depth is computed for the different types of nodes as follows:

LEAF node: After the time normalisation, a leaf node takes 0 time. It may still be an actual leaf, and its total duration is also 0 since it has no children (not satisfying condition at l. 3). Or, it may have a child due to scheduling enforcement, and then its time is the same as the one of its only child (l. 10).

SEQ node: Its duration is one $t_{unit}$, which must be added to the duration of its only child to obtain the minimum time of execution from the start (l. 4–5).

AND node: All children must be completed before it occurs. Therefore, its minimal time is the maximum one of all its children (l. 6–7).

OR node: One child must complete for the OR node to happen. Its time is thus the minimal one of all its children (l. 8–9).

NULL node: Note that, by construction, a NULL node may have several parents but a single child. Its duration being null, its time is the same as the one of its only child (l. 10).

Note that the condition at l. 2 avoids a second exploration of a node which has already been handled in another branch.

Algorithm 1: DEPTHNODE(node)

1. for $N \in child(node)$ do
2. if $N$ depth = 0 then DEPTHNODE(N)
3. if child(node) ≠ ∅ then
4. if node.type = SEQ then
5. node.depth ← $N$.depth + 1, s.t.
   \{N\} = child(node)
6. else if node.type = AND then
7. node.depth ← max({N.depth | $N \in child(node)\})
8. else if node.type = OR then
9. node.depth ← min({N.depth | $N \in child(node)\})
10. else node.depth ← $N$.depth, s.t. \{N\} = child(node)

B. Level of nodes

Levels are assigned recursively, starting with the root, using a DFS. The procedure LEVELNODE (Algorithm 2) computes nodes’ levels. It first assigns the node’s level (l. 1) according to the call argument. Note that in case of multiple parents (or ancestors with multiple parents), the longest path to the root is kept.

Algorithm 2: LEVELNODE(node, l)

1. node.level ← max(l, node.level)
2. for $N \in child(node)$ do
3. if node.type = SEQ then LEVELNODE(N, l + 1)
4. else LEVELNODE(N, l)
C. Number of agents: upper and lower bounds

The upper bound on the number of agents is obtained from the maximal width of the preprocessed DAG, i.e. the maximal number of SEQ nodes assigned the same value of level (that must be executed in parallel to ensure minimum time).

The minimal attack time is obtained from the number of levels \( l \) in the preprocessed DAG. Note that the longest path from the root to a leaf has exactly \( l \) nodes of non-zero duration. Clearly, none of these nodes can be executed in parallel, therefore the number of time slots cannot be smaller than \( l \). Thus, if an optimal schedule of \( l \times t_{\text{unit}} \) is realisable, the \( n \) nodes must fit in a schedule containing \( l \) time slots. Hence, the lower bound on the number of agents is \( \left\lceil \frac{n}{l} \right\rceil \). There is, however, no guarantee that it can be achieved, and introducing additional agents may be necessary depending on the DAG structure, e.g. if there are many parallel leaves.

D. Minimal schedule

The algorithm for obtaining a schedule with the minimal attack time and also minimising the number of agents is given in Algorithm 3. Input DAGs are processed sequentially, a schedule returned for each one. Not restricting the output to the overall minimum allows to avoid “no attack” scenarios where the time is 0 (e.g. following a defence failure on a root \( \text{NODEF} \) node). Furthermore, with information on the repartition of agents for a successful minimal attack time in all cases of defences, the defender is able to decide which defences to enable according to these results (and maybe the costs of defences).

The actual computation of the schedule is handled by the function \( \text{SCHEDULE} \) (Algorithm 4). Starting from the root and going top-down, all SEQ nodes at the current level are added to set \( S \). The other nodes at that level have a null duration and can be scheduled afterwards with either a parent or child. An additional check in l. 5 ensures that non-optimal variants (whose longest branch exceeds a previously encountered minimum) are discarded without needlessly computing the schedule. Nodes in \( S \) are assigned an agent and time slot, prioritising those with higher depth (i.e. taller subtrees), as long as an agent is available. Assigned nodes are removed from \( S \), and any that remains (e.g. when the bound was exceeded) is carried over to the next level iteration. Note that at this point it is possible for a parent and child node to be in \( S \) concurrently, but since higher depth takes precedence, they will never be scheduled in the wrong order. In such cases, an extra check in the while loop avoids scheduling both nodes to be executed in parallel.

Algorithm 4 calls function \( \text{RESHUFFLE} \) after the complete assignment of a time slot at l. 12 to ensure consistent assignment of sub-actions of the same ADTree node. Note that depending on depth, a sub-action may be moved to the next slot, creating an interrupted schedule where an agent stops an action for one or more time units to handle another. Alternatively, agents may collaborate, each handling a node’s action for a part of its total duration. Such assignments could be deemed unsuitable for specific scenarios, e.g. defusing a bomb, in which case manual reshuffling or adding extra agent(s) is left to the user’s discretion.

At this point, either the upper or the lower bound on the number of agents is adjusted, depending on whether the resulting schedule is valid (that is, there are no nodes left to assign at the end). Scheduling is then repeated for these updated values until the minimal number of agents is found (i.e. the two bounds are equal).

After the complete computation for a given DAG, l. 22 calls function \( \text{ZEROASSIGN} \) in order to obtain assignments for all remaining nodes, i.e. those of zero duration. Functions \( \text{RESHUFFLE} \) and \( \text{ZEROASSIGN} \) are detailed in Sections IV-E and IV-F, respectively.

Although this algorithm assumes the minimal time is of interest, it can be easily modified to increase the number of time slots, thus synthesising the minimal number of agents required for a successful attack of any given duration.

E. Uniform assignment for SEQ nodes

A separate subprocedure, given in Algorithm 5, swaps assigned agents between nodes at the same level so that the same agent handles all SEQ nodes in sequences obtained during
Proposition 4. Reshuffling the assignment by swapping the agents assigned to a pair of nodes in the same slot does not affect the correctness of the scheduling.

Proof. First, note that the procedure does not affect nodes whose parents have not yet been assigned an agent (l. 4). Hence, reshuffling only applies to SEQ nodes (since the assignment of 0 duration nodes occurs later in the main algorithm MIN_SCHEDULE). Furthermore, changes are restricted to pairs of nodes in the same time slot, so swapping assigned agents between them cannot break the execution order and does not affect the schedule correctness.

F. Assigning nodes without duration

After all non-zero duration nodes have been assigned and possibly reshuffled at each level, Algorithm 6 handles the remaining nodes.

Our choice here stems from the ADTree gate: the node originates from. We first assign zero-duration nodes to the node, and then the time normalisation step (i.e., corresponding to a single node in the original ADTree).

Algorithm 5: RESHUFFLE_SLOT(slot, num_agents)

for agent ∈ {1..num_agents} do
  current_node ← N, s.t.
  N.agent = agent ∧ N.slot = slot
  par_agent ← parent(current_node).agent
  if par_agent = agent ∧ par_agent ≠ 0 then
    if ∃N′ ≠ current_node, s.t.
      N′.agent = par_agent ∧ N′.slot = slot then
      N′.agent ← agent
      N′.slot ← slot
      current_node.agent ← par_agent
      current_node.slot ← slot

Algorithm 6: ZERO_ASSIGN(DAG)

S ← {N | N.agent = 0}  \( \triangleright \) Nodes not assigned yet
for node ∈ S do
  if N ∈ parent(node) ∧ N.type = SEQ then
    node.agent ← N.agent
    node.slot ← N.slot
    S ← S \ {N}
  for node ∈ S.t. node.type ∈ {NULL, OR, LEAF} do
    if N.type = 0 ∧ N ∈ child(node) then
      node.agent ← parent(node).agent
      node.slot ← parent(node).slot
      S ← S \ {node}
      if node.depth = 0 ∧ parent(node).agent ≠ 0 then
        node.agent ← child_node.agent
        node.slot ← child_node.slot
        S ← S \ {node}
      for node ∈ S.t. node.type = AND do
        if N.type = 0 ∧ N ∈ child(node) then
          node.agent ← child_node.agent
          node.slot ← child_node.slot
          S ← S \ {node}
child, preserving the correct execution order. Consider possible cases at each step of the algorithm:

- l. 2–6: Nodes with a SEQ parent are the final nodes of sequences obtained during time normalisation. Clearly, they can be assigned the same agent and time slot as their immediate parent without affecting the schedule.

- l. 8–19: OR nodes: in each DAG variant (see Section III-E), they are guaranteed to have a single child node and can be scheduled together with this child provided the corresponding sub-DAG has some duration. NULL and LEAF nodes have a single child if any and are handled analogously to OR, being assigned the same agent as their child. Note that LEAF nodes can have gotten this child during e.g. the scheduling enforcement step (see Section III-C).

- l. 20–30: In case all children are never able to get an assignment, i.e. they are subtrees of null duration and can be identified with a depth 0, the AND node gets the same assignment as its parent. Otherwise, AND nodes are also scheduled together with one of their children. Note that the AND condition is satisfied only if all its longest children have completed, therefore the one that occurs last, i.e. has the biggest time slot, is chosen (l. 20–30). Furthermore, note that since children subtrees with a null duration are discarded, such children of the AND node have already been assigned an agent at that point.

The pathological case of a full ADTree with no duration is not handled since the algorithm is not called for such DAGs. □

G. Complexity and correctness

We now consider the algorithm’s complexity and prove that it achieves its intended goal.

Proposition 6. Algorithm 3 is in $O(kn^2 \log n)$, where $k$ is the number of input DAG variants, and $n$ their average number of nodes.

Proof. Initially, DEPTHNODE, and LEVELNODE each visit all DAG nodes, hence $2n$ operations. In SCHEDULE, the outer while loop (l. 2) iterates over nodes of non-zero duration; its inner loop and RESHUFFLE_SLOT both operate within a single time slot. Overapproximating these numbers by $n$ puts the function at no more than $n^2$ operations. The schedule computation is repeated at most $\log n$ times in a divide-and-conquer strategy (l. 13).

Finally, ZERO_ASSIGN visits all zero duration nodes (again overapproximated by $n$), performing at most $2n$ iterations for each, for a total of $2n^2$. Thus, the complexity of processing a single DAG is $O(2n + n^2 \log n + 2n^2) = O(n^2 \log n)$, and $O(kn^2 \log n)$ for the whole input set.

Note that as per Section III, the preprocessing step introduces a number of additional nodes in resulting DAGs. However, since that factor depends on the structure and attributes of the original ADTree rather than its size, it is treated as a constant in the consideration of complexity.

Thus, while the complexity of the scheduling algorithm itself is quadratic, it is executed for $k$ input DAG variants, where $k$ is exponential in the number of OR and defence nodes in the ADTree.

Proposition 7. The assignments returned by Algorithm 3 are correct and use the minimal number of agents for each variant $DAG \in DAG_set$ to achieve the attack in minimal time.

Proof. Let $L$ denote the number of levels in an input variant $DAG \in DAG_set$, and $L_i$ the set of nodes at the $i$-th level. We need to show that the resulting assignment is 1) correct, and 2) optimal in both schedule length and number of agents.

1) SCHEDULE assigns time slot 1 to leaves at the bottom level, subsequent slots to their ancestors, and finally the last one $L$ to the root node. Thus, the execution order of nodes in $DAG$ is correct. Furthermore, it is guaranteed that there are enough agents to handle all nodes by increasing agents accordingly after an invalid assignment with unassigned nodes is discarded (l. 14), and that any nodes executed in parallel (i.e. at the same level) are assigned to different agents (l. 10). Note also that the while loop at l. 13 of MINSCHEDULE is guaranteed to terminate as the value of agents is refined from its theoretical bounds in a divide-and-conquer strategy.

2) Since the number of time slots is fixed at $L$ (Algorithm 3, l. 8), i.e. the minimal value that follows directly from the structure of $DAG$ as its longest branch (note that $L = root(DAG).depth$), it follows that the total attack time $L \times t_{unit}$ is always minimal.

To show that the number of agents is also minimal, consider the assignment of nodes at each level $L_i$ of $DAG$. The case for the top level $L_0$ is trivial: it only contains the root node, which cannot be executed in parallel with any other and thus can be assigned to any agent. By induction on subsequent levels $L_i$, we can show agents are also optimally assigned at each one. Suppose that the assignment of agents and time slots for all nodes down to and including level $L_i$ is optimal. At $L_{i+1}$, there are two possibilities to consider. If $|L_{i+1}| \leq agents$, some agents are idle in this time slot. However, this assignment cannot be improved upon: note that any lower values of agents would have already been checked during earlier cycles of the while loop (l. 13), and found to produce an invalid schedule where some nodes are left without any agent assigned (l. 16).

Conversely, if $|L_{i+1}| > agents$, some nodes will be carried over to $L_{i+2}$. Similarly, it follows from the divide-and-conquer scheme in which the final value of agents is obtained (l. 13) that decreasing the number of agents further is impossible without adding an extra slot instead.

Therefore, the assignment up to level $L_{i+1}$ cannot be improved and is optimal for a schedule containing $L$ time slots.
Note that subsequently executed subprocedures RESHUFFLE SLOT and ZEROASSIGN do not affect this in any way, since neither adds extra agents or time slots.

Thus, for any DAG ∈ DAG Set, schedule length is fixed at its theoretical minimum, and the optimality of agent assignment for this minimal length follows from the fact time slots are filled exhaustively wherever possible, but using the lowest number of agents that does not leave unassigned nodes (i.e. an invalid schedule). Since all input DAG variants are equivalent to the original ADTree w.\,r.\,t. scheduling (by Propositions 1 to 3), it also holds that the assignment is optimal for the original ADTree.

### H. Scheduling for the treasure hunters ADTree

We now apply these algorithms to the treasure hunters example. Figure 7c shows the output of the three initial subprocedures. The depth of nodes assigned by Algorithm 1 is displayed in green. The branch corresponding to attack e has been pruned as per Section III-E. Levels assigned by Algorithm 2 are displayed in blue. Finally, the agents assignment computed by Algorithm 3 is shown in Figure 8.

![Fig. 8: Treasure hunters: Assignment of Algorithm 3](image)

**V. Experiments**

We have implemented the algorithms presented in this paper in our open source tool ADT2AMAS [24], written in C++17. It allows for specifying input ADTrees either via simple-syntact text files or using an intuitive graphical user interface, and handles both their translation to extended AMAS and subsequent computation of an optimal schedule with minimal number of agents. Furthermore, intermediary steps of the algorithm can be exported as Tikz figures, allowing to easily visualise and understand them. For more detailed information on the architecture of ADT2AMAS, we refer the reader to [23]. In the following, we present its application to the use cases from [5], plus examples that feature some specific behaviour. The user can find all the figures and tables of the examples in the supplementary material of this paper, which is available at https://up13.fr/?nkPtK4eY.

**forestall**: This case study models forestalling a software instance. Depending on the active defences, 4 cases are possible. However, the DAG for no active defence or only id active is the same. All three remaining DAGs have an optimal schedule with only 1 agent, in 43 days for the no defence (or id only) case, 54 if only scr is active, and 55 if both defences occur. Although only a single agent is needed to achieve the attack in minimal time, the schedule exhibits which specific attacks must be performed to do so.

**iot-dev**: This example models an attack on an IoT device via a network. There are 4 cases, according to the active defences, but only the one with no defence leads to a DAG. Indeed, t1a causes the failure of GVC which in turn makes API and then APNS fail, independent of inc. Thus the attack necessarily fails. This is also the case if defence inc is active. The only way for an attack to succeed is that all defences fail, leading to an optimal schedule in 694 minutes with 2 agents. Hence an attacker will use 2 agents to perform the fastest attack. On the other hand, the defender knows that a single one of the two defences is sufficient to block any attack.

**gain-admin**: This third case study features an attacker trying to gain administration privileges on a computer system. There are 16 possible defences combinations, which are covered by only 3 cases: scr is not active; scr is active but not DTH; both of them are active. In all three cases, the shortest attack requires only a single agent, and can be scheduled in 2942, 4320 and 5762 minutes, respectively.

**Exhibiting particular scheduling features**: Experiments were conducted on the example used in [5] to evaluate the impact of the number of agents on the attack time and two small examples designed to exhibit particular characteristics of the schedule. Our algorithm confirms an optimal schedule in 5 minutes with 6 agents for the example of [5]. Then, interrupted shows that the scheduling algorithm can produce an interleaved execution of two attacks (b and e), assigned to the same agent. Finally, the last example provides a succession of nodes with 0 duration (a’, e’, f’, h’ and i’), and shows they are handled as expected.

**Scaling example**: In the scaling example, the first agent processes the longest path while the second agent handles all other actions. It is extended to analyse the scaling capabilities of the scheduling algorithm. For this purpose, we wrote an automatic generator of ADTrees and a notebook that processes the output of our tool in order to create Figure 9. The parameters of the generated ADTrees are the depth, the width corresponding to the number of deepmost leaves, the number of children for each AND, and the total number of nodes. All nodes have time 1 except the first leaf that has time width − 1. The results show that the number of agents is not proportional to the width of the tree (red bars - top of Figure 9), and the optimal scheduling varies according to the time of nodes (blue bars - bottom of Figure 9).

**VI. Conclusion**

This paper has presented an agents scheduling algorithm that allows for evaluating attack/defence models. It synthesises
a minimal number of agents and their schedule, providing insight to both parties as to the number of agents and actions necessary for a successful attack, and the defenses required to counter it. While the scheduling algorithm itself is optimal, further improvements can be made in the number of DAG variants it is executed on. One possible approach involves encoding configurations induced by OR and defence nodes to SAT or SMT and using a solver to find the optimal one, to be passed to the algorithm.

A natural extension is to consider characteristics other than time (e.g. cost) and, more importantly, the additional constraints on nodes, thereby obtaining a complete framework for not only analysis but also synthesis of agent configurations and schedules to achieve a given goal in a multi-agent system. Targeting more elaborate goals, expressed in the TATL logic [25], will allow for analysing more general multi-agent systems and their properties.
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**APPENDIX A**

**FORESTALL**

| Name         | Cost | Time |
|--------------|------|------|
| FS: forestalling of software | €0 | 10 d |
| IC: steal code | €0 | 0 d |
| PR: physical robbery success | €0 | 0 d |
| PR: physical robbery | €0 | 0 d |
| HA: network attack success | €0 | 0 d |
| HA: network attack | €0 | 1 d |
| BB: bribe | €0 | 3 d |
| icp: integral code in prod. | €2k | 15 d |
| dtm: deploy to market | €1k | 5 d |
| acr: secure coding rooms | €5k | 0 d |
| rfc: rob. finds code | €0 | 0 d |
| rob: rob. enters building | €500 | 3 d |
| hr: hire robber | €4k | 10 d |
| id: intrusion detection | €200 | 1 d |
| hbr: hacker exploits bug | €0 | 3 d |
| ah: system has a bug | €0 | 0 d |
| hh: hire hacker | €1k | 20 d |
| psc: program steals code | €0 | 7 d |
| bp: bribe programmer | €2k | 15 d |

---

Fig. 10: Forestall a software release (forestall)

**Fig. 11: Preprocessing the forestall ADTree.**

(a) Cases no defence or id active  
(b) Case scr active active  
(c) Case id and scr active
| slot | agent       | 1         |
|------|-------------|-----------|
| 1    | hr, hr₁     |           |
| 2    | hr₂         |           |
| 9    | hr₉         |           |
| 10   | PR₁, hr₁₀   |           |
| 11   | reb', reb₁  |           |
| 12   | reb₂        |           |
| 13   | FS₁', PR₁', PR₂', PR₃', PR₄', PR₅', PR₆', PR₇', PR₈', PR₉', PR₁₀' |   |
| 14   | icp', icp₁  |           |
| 15   | icp₂        |           |
| 27   | icp₁₄       |           |
| 28   | FS₁', icp₁₅ |           |
| 29   | dtm', dtm₁  |           |
| 30   | dtm₂        |           |
| 33   | dtm₅        |           |
| 34   | FS₁', FS₁   |           |
| 35   | FS₂         |           |
| 43   | FS₁₀        |           |

| slot | agent | 1 |
|------|-------|---|
| 1    | hh', hh₁ | |
| 2    | hh₂     | |
| 9    | hh₉     |   |
| 10   | NA₁', NA₂', hh₂₀, sb' | |
| 21   | heb', heb₁ | |
| 22   | heb₂    |   |
| 23   | heb₃    | |
| 24   | FS₁', NA₁', NAS', NA₁, SC' | |
| 25   | icp', icp₁ | |
| 26   | icp₂    | |
| 27   | icp₁₄   | |
| 28   | icp₁₅   | |
| 29   | dtm', dtm₁ | |
| 30   | dtm₂    | |
| 33   | dtm₅    | |
| 34   | FS₁', FS₁ | |
| 35   | FS₂     | |
| 43   | FS₁₀    | |

| slot | agent | 1 |
|------|-------|---|
| 1    | bp', bp₁ | |
| 2    | bp₂     | |
| 9    | bp₉     |   |
| 10   | BRB₁', br₁₅ | |
| 16   | psc', psc₁ | |
| 17   | psc₂    | |
| 22   | psc₇    | |
| 23   | BRB₂', BRB₁ | |
| 24   | BRB₂    | |
| 25   | BRB₃, FS₁', SC' | |
| 26   | icp', icp₁ | |
| 27   | icp₂    | |
| 28   | icp₁₄   | |
| 40   | FS₁', icp₁₅ | |
| 41   | dtm', dtm₁ | |
| 42   | dtm₂    | |
| 45   | dtm₅    | |
| 46   | FS₁₀    | |
| 47   | FS₂     |   |
| 48   | FS₃, FS₁ | |
| 55   | FS₁₀    | |

**TABLE I: Assignment for forestall**

(a) DAG (a)

(b) DAG (b)

(c) DAG (c)
TABLE II: Assignment for $\text{iot-dev}$

| agent | 1       | 2       |
|-------|---------|---------|
| 1     | gc', gc1|         |
| 2     | gc2     |         |
| ...   |         |         |
| 510   | gc510   | flp', flp1|
| 511   | gc511   | flp1    |
| 512   | gc512   |         |
| ...   |         |         |
| 569   | gc569   |        |
| 570   | gc570   | AL', flp1|
| 571   | gc571   | sma', sma1|
| 572   | gc572   |         |
| ...   |         |         |
| 599   | gc599   | sma29   |
| 600   | GVC', gc400| AL2', CPW', sma30|
| 601   | APN', APN1| |
| 602   | APN2    |         |
| 603   | APN3    |         |
| 604   | APNS', APNS1, CIoTD'1| |
| 605   | esv', esv1| |
| 606   | esv2    |         |
| ...   |         |         |
| 663   | esv59   |         |
| 664   | CIoTD2', esv60| |
| 665   | rms', rms1| |
| 666   | rms2    |         |
| ...   |         |         |
| 693   | rms30   |         |
| 694   | CIoTD2',rms30| |

**APPENDIX B**

**IOT-DIV**

| Name                      | Cost | Time  |
|---------------------------|------|-------|
| CIoTD: Compromise IoT device | €0   | 0 h   |
| APN1: Access private net.  | €0   | 1 m   |
| APN2: Access private net.  | €0   | 3 m   |
| GVC: Get valid credentials | €0   | 0 h   |
| CPW: Connect to private net| €0   | 0 h   |
| AL: Access LAN             | €0   | 0 h   |
| LW: Access LAN             | €0   | 0 h   |
| rms: Run malicious script  | €100 | 30 m  |
| esv: Exploit soft. vulnerab.| €10  | 1 h   |
| inc: Inform of new connect | €5   | 1 m   |
| tla: Two-level authentic.  | €5   | 1 m   |
| gc: Get credentials        | €100 | 10 h  |
| boin: Break WPA keys       | €100 | 2 h   |
| fw: Find WLAN              | €10  | 3 h   |
| sma: Spoof MAC address     | €10  | 30 m  |
| flp: Find LAN port         | €10  | 1 h   |

**Fig. 12:** Compromise IoT device ($\text{iot-dev}$)

**Fig. 13:** Preprocessing the $\text{iot-dev}$ ADTree. When either tla or inc are enabled, step 3 produces an empty DAG.
TABLE III: Assignment for gain-admin

(a) DAG (a)

| slot | agent          |
|------|----------------|
| 1    | bcc', bcc_1    |
| 2    | bcc_2          |
|      | ...            |
| 2879 | bcc_2879       |
| 2880 | ECC', bcc_2880 |
| 2881 | ECCS', ECCS_1  |
| 2882 | ECC_2          |
|      | ...            |
| 2940 | ECCS_60        |
| 2941 | ACLI', ACLI_1  |
| 2942 | ACLI_2, OAP'   |

(b) DAG (b)

| slot | agent          |
|------|----------------|
| 1    | th', th_1      |
| 2    | th_2           |
|      | ...            |
| 4319 | th_4319        |
| 4320 | GSAP', OAP', TSA', th_4320 |

(c) DAG (c)

| slot | agent          |
|------|----------------|
| 1    | co', co_1      |
| 2    | co_2           |
|      | ...            |
| 5760 | COG_5760       |
| 5761 | ACLI', ACLI_1  |
| 5762 | ACLI_2, OAP'   |

APPENDIX C

GAIN-ADMIN

| Name      | Cost | Time |
|-----------|------|------|
| GAPS      | obtain admin privileges | €0   | 0 h |
| GSAP      | get SA password         | €0   | 0 m |
| ACLI      | access c.c. CLI         | €0   | 2 m |
| TSA       | trojan horse for SA     | €0   | 0 m |
| DTH       | defence against trojans | €0   | 0 m |
| LSAS      | LSA successful          | €0   | 0 m |
| LSA       | look over SA shoulder   | €0   | 0 m |
| GAPS      | GAP successful          | €0   | 2 m |
| GAP       | get admin password      | €0   | 10 m|
| ECCS      | enter c.c. successful   | €0   | 1 h |
| ECC       | center computer center  | €0   | 0 d |
| cas       | corrupt Sys. Admin.     | €5k  | 5 d |
| efa       | E-Mail firewall         | €3k  | 0 m |
| wtd       | watchdog sys. daemon    | €2k  | 5 m |
| th        | trojan horse SA         | €100 | 3 d |
| nv        | no-visits policy        | €0   | 0 d |
| aut       | spy SA terminal         | €0   | 30 m|
| vua       | visit SA at work        | €20  | 2 d |
| bsa       | befriend Sys. Admin.    | €500 | 14 d|
| tla       | two-level authentic.    | €5   | 1 m |
| fgg       | find guessable pass.    | €0   | 1 d |
| opf       | obtain password file    | €100 | 3 d |
| scr       | secure coding rooms     | €5k  | 0 d |
| ccg       | c.c. guest unwatched    | €100 | 5 d |
| bcc       | break-in comp. centre   | €6k  | 2 d |
| co        | corrupt operator        | €4k  | 4 d |

Fig. 14: Obtain admin privileges (gain-admin)

Fig. 15: Preprocessing the gain-admin ADTree.
APPENDIX D
INTERRUPTED

Fig. 16: Interrupted schedule example (interrupted)

Fig. 17: Preprocessing the interrupted ADTree

| Name | Time |
|------|------|
| a    | 0 m  |
| b    | 2 m  |
| c    | 1 m  |
| d    | 4 m  |
| e    | 3 m  |

| slot | agent  | 1       | 2       |
|------|--------|---------|---------|
| 1    | d₁, d₂ | e₁, e₂  |
| 2    | d₂     | b₁      |
| 3    | d₃     | e₂      |
| 4    | d₄     | e₃      |
| 5    | c₁     | a₁, b₂  |

TABLE IV: Assignment for interrupted
APPENDIX E
EXAMPLE FROM [5]

Fig. 18: Scaling example (scaling-example)

Fig. 19: Preprocessing the scaling-example ADTree

| slot | agent | 1               | 2               | 3               | 4               | 5               | 6               |
|------|-------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| 1    |       | 11', 11_1      | 12', 12_1      | 13', 13_1      | 14', 14_1      | 15', 15_1      | 16', 16_1      |
| 2    | A1', A1_1 | A2', A2_1      | A3', A3_1      | A7', A7_1      |                 |                 |                 |
| 3    | A4', A4_1 | A5', A5_1      |                 |                 |                 |                 |                 |
| 4    | A6', A6_1 |                 |                 |                 | 18', 18_1      |                 |                 |
| 5    | A7', A7_1 |                 |                 |                 |                 |                 |                 |

TABLE V: Assignment for scaling-example
APPENDIX F
LAST

Fig. 20: Last example (last)

| Name | Time |
|------|------|
| a    | 0 m  |
| b    | 1 m  |
| c    | 1 m  |
| d    | 3 m  |
| e    | 0 m  |
| f    | 0 m  |
| g    | 0 m  |
| h    | 0 m  |
| i    | 0 m  |
| j    | 1 m  |
| k    | 0 m  |
| l    | 1 m  |
| m    | 0 m  |

Fig. 21: Preprocessing the last ADTree

TABLE VI: Assignment for last

| slot | agent | 1    | 2    |
|------|-------|------|------|
| 1    | d', d_i |      |      |
| 2    | d_2   |      |      |
| 3    | d_3   |      |      |
| 4    | a_i, b_i, b_1 | a', a_i, a_1, a_2 |
| depth | width | # children | —ADTree— | # agents | # slots |
|-------|-------|------------|-----------|----------|--------|
| 2     | 2     | 2          | 5         | 2        | 3      |
| 2     | 4     | 2          | 7         | 3        | 4      |
| 2     | 4     | 4          | 9         | 4        | 3      |
| 2     | 6     | 6          | 13        | 6        | 3      |
| 2     | 8     | 4          | 13        | 3        | 6      |
| 2     | 8     | 8          | 17        | 8        | 3      |
| 2     | 10    | 10         | 21        | 10       | 3      |
| 2     | 12    | 4          | 17        | 3        | 10     |
| 2     | 12    | 6          | 19        | 4        | 8      |
| 2     | 16    | 8          | 25        | 4        | 10     |
| 3     | 2     | 2          | 7         | 2        | 4      |
| 3     | 4     | 2          | 9         | 3        | 5      |
| 3     | 4     | 4          | 13        | 4        | 4      |
| 3     | 6     | 2          | 13        | 3        | 7      |
| 3     | 6     | 6          | 19        | 6        | 4      |
| 3     | 8     | 2          | 15        | 3        | 9      |
| 3     | 8     | 4          | 17        | 4        | 7      |
| 3     | 8     | 8          | 25        | 8        | 4      |
| 3     | 10    | 10         | 31        | 10       | 4      |
| 3     | 12    | 4          | 21        | 3        | 11     |
| 3     | 12    | 6          | 25        | 4        | 9      |
| 3     | 16    | 8          | 33        | 4        | 11     |
| 4     | 2     | 2          | 9         | 2        | 5      |
| 4     | 4     | 2          | 11        | 3        | 6      |
| 4     | 4     | 4          | 17        | 4        | 5      |
| 4     | 6     | 2          | 15        | 3        | 8      |
| 4     | 6     | 6          | 25        | 6        | 5      |
| 4     | 8     | 2          | 17        | 3        | 10     |
| 4     | 8     | 4          | 21        | 4        | 8      |
| 4     | 8     | 8          | 33        | 8        | 5      |
| 4     | 10    | 2          | 23        | 3        | 12     |
| 4     | 10    | 10         | 41        | 10       | 5      |
| 4     | 12    | 4          | 25        | 3        | 12     |
| 4     | 12    | 6          | 31        | 4        | 10     |
| 4     | 16    | 8          | 41        | 5        | 12     |
| 5     | 2     | 2          | 11        | 2        | 6      |
| 5     | 4     | 2          | 13        | 3        | 7      |
| 5     | 4     | 4          | 21        | 4        | 6      |
| 5     | 6     | 2          | 17        | 3        | 9      |
| 5     | 6     | 6          | 31        | 6        | 6      |
| 5     | 8     | 2          | 19        | 3        | 11     |
| 5     | 8     | 4          | 25        | 4        | 9      |
| 5     | 8     | 8          | 41        | 8        | 6      |
| 5     | 10    | 2          | 25        | 3        | 13     |
| 5     | 10    | 10         | 51        | 10       | 6      |
| 5     | 12    | 4          | 29        | 3        | 13     |
| 5     | 12    | 6          | 37        | 5        | 11     |
| 5     | 16    | 8          | 49        | 5        | 13     |

**APPENDIX G**

**SCALING EXAMPLE**

| Name | Time |
|------|------|
| a    | 1 m  |
| b    | 1 m  |
| c    | 1 m  |
| d    | 1 m  |
| e    | 3 m  |
| f    | 1 m  |
| g    | 1 m  |

Fig. 22: Scaling example (scaling)

Fig. 23: Preprocessing the scaling ADTree

| slot | agent |
|------|-------|
| 1    | e' , e_1 , g' , g_1 |
| 2    | e_2   , f' , f_1 |
| 3    | e_3   , d' , d_1 |
| 4    | b' , b_1 , c' , c_1 |
| 5    | a' , a_1 |

**TABLE VII: Assignment for scaling**