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Abstract

Most complex network analyses of transportation systems use simplified static representations obtained from existing connections in a time horizon. In static representations, travel times, waiting times and compatibility of schedules are neglected, thus losing relevant information. To obtain a more accurate description of transportation networks, we use a dynamic representation that considers synced paths and that includes waiting times to compute shortest paths. We use the shortest paths to define dynamic network, node and edge measures to analyse the topology of transportation networks, comparable with measures obtained from static representations. We illustrate the application of these measures with a toy model and a real transportation network built from schedules of a low-cost carrier.

Results show remarkable differences between measures of static and dynamic representations, demonstrating the limitations of the static representation to obtain accurate information of transportation networks.

Introduction

Complex networks theory studies global properties of systems composed by a large quantity of interconnected elements. Modelling those systems as complex networks, where the elements are the nodes and the links the connections among them, we are able to gain insight into system’s structural properties, and to learn how those systems grow and evolve. Global structural properties are described using network measures: for instance, we can say that a network has the small world property if it has a large average clustering coefficient and a small average path length [1]. On the other hand, real-world complex networks are heterogeneous, meaning that not all nodes and edges are equally relevant or central [2, 3]. To account for this, we define parameters as degree for nodes (the number of connections to the node) and betweenness for nodes and edges (nodes and edges of high betweenness are frequently present in shortest paths) as centrality measures of network elements. Node and betweenness are the most frequent measures of centrality, although other measures have been defined in the literature [4, 5].

A relevant family of complex networks are transportation systems such as roads, rail and marine or air transport. In those systems, nodes are geographical locations, and links represent connections between these locations. Application of complex networks theory to...
transportation systems allows to identify relevant locations and connections of the system, and to gain insight on properties like network robustness [6–9], jamming transitions [10, 11] or epidemic spreading [12, 13].

When studying a transportation system, the predictions and insights obtained will be as good or accurate as the model we have used to analyse them. The most usual way to construct a transportation network is to collect information about existing connections on a time horizon, and consider a pair of nodes linked by an edge if there is at least a direct connection between them. In this static representation, two nodes are connected if there is at least a path between them. In spite of its extensive use in modelling complex transportation networks [7, 14–16], static representations can be too simplistic for some purposes, specially when computing and interpreting measures obtained from shortest paths among nodes, or evaluating connectivity between two nodes (i.e., assessing which pairs of nodes are connected by a path in the network). First, static representations are frequently unweighted. Unweighted connections use topological distance, meaning that distance between two nodes is equal to the smallest number of edges required to connect them, irrespective of time or distance. When using topological distance, two paths connecting a pair of nodes with the same number of edges are considered of equal length, although reaching the destination may take longer for one of the paths. Second, most collective means of transportation use scheduled connections to aggregate travel demand. Every schedule is defined by departure and arrival times, and offers possibilities of indirect connectivity, as travellers take two or more connections to get to their destination. When building the static representation, information about schedules is lost: as a consequence, some of the possibilities of connection of static representations may not exist, as connecting schedules are not synced. This might mean that two nodes that appear connected in the static representation are not really connected. Third, time travel of a connection between two nodes may not be constant, due to traffic congestion or unexpected incidents.

The shortcomings of the static, unweighted representation of transportation systems can be overcome with more precise representations. We can achieve this by relying on temporal networks theory, which adds the moment when interactions take place to the set of elements and interactions to model complex systems [17]. Temporal networks theory allows a more precise modelling of human communications [18], human and animal proximity networks, distributed computing, citation networks and brain networks, among others (see [19] for a review). Many of these systems are contact networks, where indirect connections are carried along time-respecting paths. A path A-B-C exists if A and B contact prior to B and C. Temporal networks theory may help to build a more precise representation of transportation networks, but differences between contact and transportation networks must be taken into account. First, we can define shortest paths using temporal distance: the shortest path between two nodes will be the one that connects them in the shortest time, irrespective of the number of intermediate connections needed [20]. Temporal distance allows a definition of weighted transportation networks where the edge weight is the amount of time needed to make the connection. Note that in these weighted networks we are assigning time travel to edges, rather than intensity or frequency of connections, like in [21]. Second, when defining shortest paths in transportation networks we must take into account travel times and waiting times, unlike in contact networks. In transportation networks, shortest paths depend on schedules available at a specific time, so that temporal distance and the shortest path itself may vary along the time horizon considered, so that for any pair of nodes a temporal distance profile is considered [22]. Finally, contact networks can be much more dynamic than transportation networks, in the sense that in contact networks topology can change rapidly [23], and new nodes and edges can be added along the time horizon. [24]. This dynamic behaviour is unlikely to happen in transportation networks, as long as there are no incidents affecting the infrastructure (for instance, removal
of a link because an accident). It is more frequent, though, that time travel of specific connections experiences variations along the time horizon because of accidents or traffic congestion. The calculation of shortest paths in that situation is more complex [25], leading also to a temporal distance profile, even if there are no scheduled connections.

The inclusion of information about the time of interaction, and the computation of time-respecting paths between network nodes has allowed the definition of measures for temporal networks, although most of them have been developed for contact networks [23, 26, 27]. The aim of our paper is to define a set of dynamic measures that take into account the specificities of transportation networks. By doing this, we contribute to complex networks theory and transportation science: we enrich temporal networks theory by considering specificities of transportation networks, and transportation science by allowing a more precise evaluation of importance and centrality of nodes and edges, and of overall performance of the transportation system. The rest of the paper is organised as follows: first, we define the static and dynamic representations of transportation networks, which in turn can be weighted and unweighted, and define dynamic shortest paths. In the next section, we use the definition of shortest paths to define network, node and edge measures for dynamic representations of transportation networks. In the materials and methods section, we describe how do we compute dynamic shortest paths, and the characteristics of our case study, a transportation network defined from a sample of schedules of a low cost airline. In the applications section, we introduce the measures for each representation with a toy model, and then we compare the static and dynamic measures our case study, which allows us to illustrate how dynamic measures provide a more precise evaluation of the transportation network. The results are summarised in the conclusions section.

**Static and dynamic representations of transportation networks**

The most usual representation of transportation networks is static. In a static representation, a connection \( i \rightarrow j \) exists if there is a direct connection between \( i \) and \( j \) during a time horizon. Indirect connections are considered if a path can be established between a pair of nodes. This representation can be unrealistic, as some of the paths defining indirect connections may be constructed with non-synced schedules. A way to avoid this pitfall is to build a dynamic representation considering all existing connections with compatible schedules in the time horizon. In this representation, an indirect connection between two nodes exists if there is a temporal path of synced schedules connecting them. In unweighted graphs, the path length of an indirect connection is equal to its number of connections. For instance, a route of two intercontinental flights has the same distance as a route of two regional flights. As effectiveness of transportation networks is associated with fast connections, it can be useful to determine the time spent to reach node \( j \) from node \( i \). This can be achieved defining weighted graphs, assigning weights to edges equal to time travel. In weighted graphs, the path length of a indirect connection is equal to the sum of edge weights of the path, that is, the total travel time of the connections. When we consider edge weights, we define dynamic weighted measures, and dynamic unweighted measures otherwise. The definition of distances for static representations is straightforward. Static unweighted distance is equal to the smallest number of edges connecting nodes \( i \) and \( j \), and static weighted distance is the minimum value of sum of weights of edges connecting a pair of nodes.

For dynamic representations, distances can be defined through dynamic shortest paths [25]. The *temporal distance* \( \tau_{ij}(t) \) is the minimum time to reach \( j \) from \( i \) along temporal paths at time \( t \). As temporal distance depends on available schedules at time \( t \), we have a temporal distance profile for the time horizon, defined by the value of temporal distances for each \( t \) [22].
If we can choose the moment we depart from an interval \([t_s, t_f]\), with \(t_s, t_f \in [0, T]\) we can define the dynamic weighted distance between \(i\) and \(j\) as:

\[
\tau_{ij}^* = \min_{t \in [t_s, t_f]} \tau_{ij}(t)
\]

To obtain the number of dynamic shortest paths \(\sigma_{ij}^D\), we retain only the paths that connect \(i\) and \(j\) with time \(\tau_{ij}^*\) using the minimal number of steps. Making this choice, we take into account user’s preferences for routes of shorter travel time, shorter connection times and fewer connections [28]. This value of minimum schedules \(s_{ij}^*\) is the dynamic unweighted distance between \(i\) and \(j\). So in a dynamic representation of a transportation network we can obtain for each pair of nodes \((i, j)\):

1. The dynamic weighted distance \(\tau_{ij}^*\)
2. The dynamic unweighted distance \(s_{ij}^*\)
3. The number of dynamic shortest paths \(\sigma_{ij}^D\)

**Dynamic measures of transportation networks**

**Network measures**

There are three widely used network measures based on shortest paths: characteristic path length, diameter and efficiency. **Characteristic path length** \(L\) is equal to the average value of non-divergent (non-infinite) distances. Two dynamic measures of \(L\) can be obtained for unweighted \(U\) and weighted \(W\) graphs:

\[
L_{DU} = \frac{1}{P^D} \sum_{i \neq j, s_{ij}^* < \infty} s_{ij}^*
\]

\[
L_{DW} = \frac{1}{P^D} \sum_{i \neq j, \tau_{ij}^* < \infty} \tau_{ij}^*
\]

where \(P^D\) is the number of non-divergent dynamic paths. Accordingly, we have also two values for **network diameter**, the maximum value of non-divergent topological and temporal distances, respectively.

**Network efficiency** is equal to the harmonic mean of distances between nodes [29]. As this measure sets contributions of all non-divergent paths equal to zero, does not diverge for unconnected graphs as characteristic path length does. Efficiency measures of a network with \(N\) nodes can be computed as follows:

\[
E_{DU} = \frac{1}{N(N-1)} \sum_{i \neq j} \frac{1}{s_{ij}^*}
\]

\[
E_{DW} = \frac{1}{N(N-1)} \sum_{i \neq j} \frac{1}{\tau_{ij}^*}
\]

**Node measures**

There are two relevant node measures based on shortest paths in dynamic representations: betweenness and closeness [5]. Other measures of node centrality not based on shortest paths, such as node degree, make sense only on static representations [17]. **Node betweenness** is an important measure in transportation networks. Nodes with high betweenness represent central nodes, as they are in the middle of many scheduled connections [30], and therefore are topologically important nodes in the network. Betweenness is defined using the number of shortest paths \(\sigma_{jk}\) between \(j\) and \(k\), and the number of shortest paths between \(j\) and \(k\) that pass through node \(i\) \(\sigma_{jk}(i)\). In the dynamic representation only the existing paths that connect every
pair of nodes in minimum time, taking the minimal number of steps are considered. Therefore, dynamic node betweenness can be defined as:

\[ b^D_i = \sum_{j,k \in N, j \neq k} \frac{\sigma^D_{jk}(i)}{\sigma^D_{jk}} \]

Closeness of node \( i \) is defined as the inverse of the sum of distances from \( i \) to all other \( k \) nodes. We can define two dynamic closeness measures, unweighted and weighted:

\[ c^D_W i = \frac{1}{\sum_{j \in N} s^D_{ij}} \quad c^D_W i = \frac{1}{\sum_{j \in N} t^D_{ij}} \]

If any of the elements of the distance matrix is divergent (i.e., the corresponding pair of nodes is not connected) the definition of closeness is problematic. This can be solved using harmonic centrality, defined as:

\[ h^D_W i = \sum_{j \in N} \frac{1}{s^D_{ij}} \quad h^D_W i = \sum_{j \in N} \frac{1}{t^D_{ij}} \]

Harmonic centrality is strongly correlated with closeness [5], but naturally accounts for nodes that cannot reach \( i \), so it is more suitable for graphs that are not strongly connected [31].

**Edge measures**

For dynamic representations, a dynamic edge betweenness for a direct connection \( \ell \) between a pair of nodes can be defined as:

\[ b^D_{\ell} = \sum_{j,k \in N, j \neq k} \frac{\sigma^D_{jk}(\ell)}{\sigma^D_{jk}} \]

where \( \sigma^D_{jk}(\ell) \) is the number of dynamic shortest paths between \( j \) and \( k \) that use edge \( \ell \).

**Materials and methods**

**Computation of dynamic shortest paths**

For computing dynamic measures, we use a set of scheduled connections to build a time-node network. In this temporal network representation, there is a node for each combinations of arrivals and departures destinations and times. This node has one node for each departure or arrival, defined by the location of each event and its timestamp. To account for available connections in a location (e.g., connecting flights in an airport), we have considered a minimum connecting time. To compute the dynamic measures, we have obtained the paths of minimal duration for the resulting network. Then, we have collapsed these paths for each location to obtain the shortest paths between locations. We have retained the quickest paths that connect each pair of locations with minimal steps.

**Application to a low-cost airline**

We illustrate the computation of dynamic measures in real transportation networks with the flights scheduled by Ryanair departing from local times 06:00 AM of August 1st, 2015 to 05:59 AM of August 2nd, 2015. In this time horizon, the airline has scheduled 1,746 flights, of which 20 are non-returning flights, probably because of missing data. To obtain an undirected static
representation, we have not considered the later, so the resulting network includes 1,726 legs, leading to a static representation with 695 bidirectional connections between 158 airports. Defining the dynamic representation for a transportation network requires defining some constraints for considering shortest paths. First, we need to consider that passengers have constraints to transfer between flights. Although low-cost carriers operate on a point-to-point basis, it is frequent that passengers arrange self-hubbing connections purchasing one ticket for each flight \[32\]. Similarly to previous research on self-hubbing \[33\], we decided to allow transfer times equal or larger than 60 minutes. For this example, no maximum transfer time was considered.

**Applications**

We apply the above definitions to a toy model, and to the real air transport network of a low-cost carrier.

**Toy model**

In order to explain the above definitions, we propose a toy model with four nodes, with the connections defined in Table 1. The static representations, unweighted and weighted, of the toy model can be seen in Fig 1.

For this model, unweighted distances are equal in dynamic and static representations, but weighted distances are not. In Table 2 are presented the static and dynamic measures of closeness. In this case, we can compare closeness measures, as there is either a direct or indirect connection between any pair of nodes in both representations. Matrices $D_{SU}$, $D_{SW}$, $D_{DU}$ and $D_{DW}$ show the unweighted (U) and weighted (W) distances between nodes for the static (S) and dynamic (D) representation (note that the dynamic weighted distance matrix $D_{DW}$ is not symmetric). Table 3 presents the values of network measures for each representation.

$$
D_{SU} = \begin{pmatrix}
-1 & 1 & 2 \\
1 & 2 & 1 \\
2 & 1 & 1
\end{pmatrix}
D_{SW} = \begin{pmatrix}
-1 & 2 & 2 \\
1 & 2 & 1 \\
2 & 1 & 1
\end{pmatrix}
$$

$$
D_{DU} = \begin{pmatrix}
-1 & 1 & 2 \\
1 & 2 & 1 \\
2 & 1 & 1
\end{pmatrix}
D_{DW} = \begin{pmatrix}
-1 & 2 & 3 \\
1 & 2 & 1 \\
3 & 1 & 1
\end{pmatrix}
$$

Table 1. A set of schedules between four nodes.

| Departure | Arrival | Departure time | Arrival time |
|-----------|---------|----------------|-------------|
| A         | B       | 7              | 8           |
| A         | C       | 0              | 2           |
| B         | A       | 3              | 4           |
| B         | D       | 3              | 4           |
| C         | A       | 5              | 7           |
| C         | D       | 2              | 3           |
| D         | B       | 0              | 1           |
| D         | C       | 4              | 5           |

https://doi.org/10.1371/journal.pone.0242875.t001
A sample of a low-cost airline

We illustrate the computation of the defined dynamic transportation measures with a sample of flights of a low-cost airline (see Methods for the details). The picture of the connectivity using dynamic shortest paths is quite different than in the static representation. While in the later all connections between airports were available, in the former existed only 49.86% of possible (direct or indirect) connections. Then, the dynamic representation is directed and not strongly connected. Table 4 shows the values of network metrics for the static and dynamic representations of the network. The unweighted value of $L$ is slightly smaller in the dynamic representation, as many of the long connections in the static representation are not present in the dynamic representation. If we exclude the connections not present in the dynamic representation to compute $L$ in the static representation we obtain a value of $L = 2.0135$, smaller than the dynamic value for the same collection of routes. As for the rest of values, the dynamic values show equal or less connectivity than the static. Therefore, for this network the static representation overestimates efficiency, and underestimates weighted average shortest path length and diameter, as it only considers synced connections and takes into account waiting times between connections.

In Fig 2 the values of dynamic betweenness are compared to static unweighted (left) and static weighted (right) betweenness. Two effects can explain differences between static and dynamic measures of betweenness. On the one hand, not all unweighted shortest paths take the same time, then some paths considered in static betweenness are not included in the dynamic betweenness. This effect can lead to higher or lower values of weighted and dynamic

| | Closeness | | Betweenness |
|---|---|---|---|
| | $c^{SU}$ | $c^{SW}$ | $c^{DU}$ | $c^{DW}$ | $b^{SU}$ | $b^{SW}$ | $b^{D}$ |
| A | $\frac{1}{4}$ | $\frac{1}{5}$ | $\frac{1}{3}$ | $\frac{1}{6}$ | 1 | 0 | 1 |
| B | $\frac{1}{4}$ | $\frac{1}{5}$ | $\frac{1}{3}$ | $\frac{1}{4}$ | 1 | 2 | 0 |
| C | $\frac{1}{4}$ | $\frac{1}{5}$ | $\frac{1}{3}$ | $\frac{1}{6}$ | 1 | 0 | 2 |
| D | $\frac{1}{4}$ | $\frac{1}{5}$ | $\frac{1}{3}$ | $\frac{1}{6}$ | 1 | 2 | 1 |

Table 2. Toy model: Node closeness and betweenness.
betweenness, compared with static betweenness. On the other hand, discarding unsynced connections makes many dynamic shortest paths between two nodes take more steps, so more nodes are intermediary in dynamic shortest paths. This effect increases the dynamic betweenness of the new intermediary nodes.

Fig 3 compares static and dynamic harmonic closeness with distances measured in steps (number of edges) and time. We have used harmonic closeness, as roughly a half of dynamic shortest paths are divergent. The airports with highest values of closeness are London-Stansted (STN), Dublin (DUB), Bergamo-Orio al Serio (BGY), Brussels South Charleroi (CRL) and Barcelona-El Prat (BCN). The five first airport of the ranking are the same for the edges-static harmonic closeness, and for the time static the fourth and fifth airports are Madrid-Barajas (MAD) and Roma-Ciampino (CIA). Airports with high values of harmonic closeness are the central airports of the network (e.g., STN, DUB) or airports with a central geographic position (CRL).

Finally, in Table 5 are listed the ten routes with highest values of unweighted, weighted and dynamic edge betweenness. We can observe that routes with high edge betweenness are

| Table 3. Toy model: Network measures. | Unweighted | Weighted |
|--------------------------------------|------------|----------|
|                                      | L  | D  | E  | L  | D  | E  |
| Static                               | 1.33 | 2  | 0.83 | 1.5 | 2  | 0.75 |
| Dynamic                              | 1.33 | 2  | 0.83 | 1.66 | 3  | 0.72 |

| Table 4. Network measures for the low-cost carrier network (weighted measures in minutes). | Unweighted | Weighted |
|--------------------------------------|------------|----------|
|                                      | L  | D  | E  | L  | D  | E  |
| Static                               | 2.341 | 5  | 0.465 | 286 | 705 | 3.922e−3 |
| Dynamic                              | 2.295 | 5  | 0.246 | 518 | 1080 | 1.386e−3 |

Fig 2. Values of betweenness obtained through dynamic representation vs. betweenness obtained through unweighted (left) and weighted (right) distances for the low-cost airline network (the most central airports STN and DUB have been omitted). The values of SU, SW and D for STN are 5163, 5646 and 4561. The values for DUB are 2212, 1644 and 1990.

https://doi.org/10.1371/journal.pone.0242875.t002
between central airports, with the exception of the unweighted static representation, where the route with highest betweenness is between London-Stansted (STN) and Paphos International Airport (PFO). We can conclude that the high betweenness of this route in the static representation comes from considering connections between Greek airports that are unsynced with the existing scheduled connections.

Table 5. Routes of highest value of dynamic edge betweenness for the low-cost airline network.

| route     | unweighted value | route     | weighted value | route     | dynamic value |
|-----------|------------------|-----------|----------------|-----------|---------------|
| STN-PFO   | 254.552          | DUB-STN  | 529.500        | STN-DUB  | 590.667       |
| DUB-STN   | 236.195          | DUB-LTN  | 284            | DUB-STN  | 337.667       |
| STN-OPO   | 225.414          | DUB-LPL  | 236.500        | DUB-LPL  | 149.667       |
| BGY-STN   | 203.034          | DUB-MAN  | 212            | BCN-STN  | 128           |
| AGP-STN   | 174.980          | ATH-CIA  | 202.667        | STN-PMI  | 128           |
| STN-MRS   | 174.360          | DUB-CRL  | 191            | STN-OPO  | 123.500       |
| STN-PMO   | 161.429          | ATH-PFO  | 186.333        | LPL-DUB  | 122           |
| PFO-GPA   | 157              | STN-OPO  | 182            | DUB-CRL  | 117.417       |
| AGP-NUE   | 157              | MAD-OPO  | 177.833        | PSA-STN  | 116           |
| DUB-BSL   | 157              | DUB-BVA  | 170            | STN-LEJ  | 116           |

Fig 3. Comparison of static and dynamic values of harmonic closeness measured in steps or edges (left) and in time (right) for the low-cost airline network.

Conclusions

The most common way of modelling transportation networks in the literature is with a static representation: two nodes are connected by an edge if there is at least a direct connection between them in a specific time horizon. Time can be introduced in these models assigning weights to edges equal to the (minimal or average) time spent in a direct connection. The resulting weighted and unweighted static representations do not eliminate unsynced schedules or consider waiting times, so they are simplified representations of a transportation system.

A more realistic modelling of transportation networks can be implemented using dynamic representations, which include waiting times between connections and considers only
temporal paths with synced connections. Dynamic representations allow the calculation of dynamic shortest paths. These are obtained retaining the temporal paths that link each pair of airports in minimum time, with the minimal number of steps.

Dynamic shortest paths allow the definition of more realistic versions of network measures, based on characteristic path length, diameter and efficiency measures defined for static, unweighted complex networks. Similarly, node betweenness- and closeness-based measures are defined. There is a single measure of dynamic betweenness, based on dynamic shortest paths. This definition can also be extended to edge betweenness.

After illustrating these measures with a toy model, in the Applications section we have applied the defined measures to a sample of scheduled connections of a low-cost airline, considering a 24 hour time horizon. Dynamic measures depict a more realistic description of network behaviour. Additionally, the comparison of results obtained for different graphs and representations allow us to gain insight into network properties. The dynamic representation is a realistic definition of transportation networks as, and therefore can help to better understand the behaviour of these networks facing phenomena such as delay propagation, node vulnerability or cascading failures, among others.

**Author Contributions**

**Conceptualization:** Oriol Lordan.

**Data curation:** Oriol Lordan.

**Formal analysis:** Oriol Lordan, Jose M. Sallan.

**Investigation:** Oriol Lordan, Jose M. Sallan.

**Methodology:** Oriol Lordan.

**Project administration:** Jose M. Sallan.

**Visualization:** Oriol Lordan, Jose M. Sallan.

**Writing – original draft:** Jose M. Sallan.

**References**

1. Watts DJ. The dynamics of networks between order and randomness. Princeton university press; 1999.
2. Broido AD, Clauset A. Scale-free networks are rare. Nature Communications. 2019; 10(1):1017. https://doi.org/10.1038/s41467-019-08746-5 PMID: 30833554
3. Holme P. Rare and everywhere: Perspectives on scale-free networks. Nature Communications. 2019; 10(1):1016. https://doi.org/10.1038/s41467-019-09038-8 PMID: 30833568
4. Das K, Samanta S, Pal M. Study on centrality measures in social networks: a survey. Social Network Analysis and Mining. 2018; 8(1):13. https://doi.org/10.1007/s13278-018-0493-2
5. Oldham S, Fulcher B, Parkes L, Arnakvicilidz A, Suo C, Fornito A. Consistency and differences between centrality measures across distinct classes of networks. PLoS ONE. 2019; 14(7):1–23. https://doi.org/10.1371/journal.pone.0229061
6. Iyer S, Killingback T, Sundaram B, Wang Z. Attack Robustness and Centrality of Complex Networks. PLoS ONE. 2013; 8(4):e59613. https://doi.org/10.1371/journal.pone.0059613 PMID: 23565156
7. Lordan O, Sallan JM, Simo P, Gonzalez-Prieto D. Robustness of the air transport network. Transportation Research Part E: Logistics and Transportation Review. 2014; 68:155–163. https://doi.org/10.1016/j. tre.2014.05.011
8. Chen Z, Wu J, Xia Y, Zhang X. Robustness of Interdependent Power Grids and Communication Networks: A Complex Network Perspective. IEEE Transactions on Circuits and Systems II: Express Briefs. 2018; 65(1):115–119. https://doi.org/10.1109/TCSII.2017.2705758
9. Lordan O, Albareda-Sambola M. Exact calculation of network robustness. Reliability Engineering & System Safety. 2019; 183(November 2018):276–280. https://doi.org/10.1016/j.ress.2018.11.020

10. Lacasa L, Cea M, Zanin M. Jamming transition in air transportation networks. Physica A: Statistical Mechanics and its Applications. 2009; 388(18):3948–3954. https://doi.org/10.1016/j.physa.2009.06.005

11. Liu S, Li Z, Zhong J, Li D. Percolation transition in temporal airport network. Chinese Journal of Aeronautics. 2020; 33(1):219–226. https://doi.org/10.1016/j.cja.2019.09.020

12. Colizza V, Barrat A, Barthélémy M, Valleron AJ, Vespignani A. Modeling the worldwide spread of pandemic influenza: Baseline case and containment interventions. PLoS Medicine. 2007; 4(1):0095–0110. https://doi.org/10.1371/journal.pmed.0040013 PMID: 17253899

13. Wang W, Tang M, Eugene Stanley H, Braunein LA. Unification of theoretical approaches for epidemic spreading on complex networks. Reports on Progress in Physics. 2017; 80(3):036603. https://doi.org/10.1088/1361-6633/aa5398 PMID: 28176679

14. Hu Y, Zhu D. Empirical analysis of the worldwide maritime transportation network. Physica A: Statistical Mechanics and its Applications. 2009; 388(10):2061–2071. https://doi.org/10.1016/j.physa.2008.12.016

15. Tsiotas D, Polyzos S. Analyzing the Maritime Transportation System in Greece: a Complex Network Approach. Networks and Spatial Economics. 2015; 15(4):981–1010. https://doi.org/10.1007/s11067-014-9278-y

16. Wei S, Teng SN, Li HJ, Xu J, Ma H, Luan XI, et al. Hierarchical structure in the world’s largest high-speed rail network. PLOS ONE. 2019; 14(2):e0211052. https://doi.org/10.1371/journal.pone.0211052 PMID: 30759102

17. Holme P, Saramäki J. Temporal Networks. Physics Reports. 2011; 519(3):97–125. https://doi.org/10.1016/j.physrep.2012.03.001

18. Saramäki J, Moro E. From seconds to months: an overview of multi-scale dynamics of mobile telephone calls. The European Physical Journal B. 2015; 88(6):164. https://doi.org/10.1140/epjb/e2015-60106-6

19. Holme P. Modern temporal network theory: a colloquium. The European Physical Journal B. 2015; 88(9):234. https://doi.org/10.1140/epjb/e2015-60657-4

20. Pan RK, Saramäki J. Path lengths, correlations, and centrality in temporal networks. Physical Review E. 2011; 84(1):016105. https://doi.org/10.1103/PhysRevE.84.016105 PMID: 21867255

21. Barrat A, Barthélémy M, Pastor-Satorras R, Vespignani A. The architecture of complex weighted networks. Proceedings of the National Academy of Sciences of the United States of America. 2004; 101(11):3747–52. https://doi.org/10.1073/pnas.0400087101 PMID: 15007165

22. Kujala R, Weckström C, Miadenović MN, Saramäki J. Travel times and transfers in public transport: Comprehensive accessibility analysis based on Pareto-optimal journeys. Computers, Environment and Urban Systems. 2018; 67:41–54. https://doi.org/10.1016/j.compenvurbsys.2017.08.012

23. Kim H, Anderson R. Temporal node centrality in complex networks. Physical Review E. 2012; 85(2):026107. https://doi.org/10.1103/PhysRevE.85.026107

24. Lerman K, Ghosh R, Kang JH. Centrality metric for dynamic networks. In: Proceedings of the Eighth Workshop on Mining and Learning with Graphs—MLG’10. New York, New York, USA: ACM Press; 2010. p. 70–77. Available from: http://portal.acm.org/citation.cfm?doid=1830252.1830262.

25. Chabini I. Discrete Dynamic Shortest Path Problems in Transportation Applications: Complexity and Algorithms with Optimal Run Time. Transportation Research Record: Journal of the Transportation Research Board. 1998; 1645(9):170–175. https://doi.org/10.3141/1645-21

26. Tang J, Musolesi M, Mascolo C, Latora V. Temporal distance metrics for social network analysis. Proceedings of the 2nd ACM workshop on Online social networks—WOSN’09. 2009; p. 31. https://doi.org/10.1145/1592665.1592674

27. Nicosia V, Tang J, Mascolo C, Musolesi M, Russo G, Latora V. Graph Metrics for Temporal Networks. In: Temporal Networks: Understanding Complex Systems. Springer Berlin Heidelberg; 2013. p. 15–40. Available from: http://link.springer.com/10.1007/978-3-642-36461-7_2.

28. Cho W, Windle RJ, Dresner ME. The impact of operational exposure and value-of-time on customer choice: Evidence from the airline industry. Transportation Research Part A: Policy and Practice. 2017.

29. Latora V, Marchiori M. Efficient Behavior of Small-World Networks. Physical Review Letters. 2001; 87(19):3–6. https://doi.org/10.1103/PhysRevLett.87.198701 PMID: 11690461

30. Guimerà R, Mossa S, Turtschi A, Amaral LA. The worldwide air transportation network: Anomalous centrality, community structure, and cities’ global roles. Proceedings of the National Academy of Sciences of the United States of America. 2005; 102(22):7794–9. https://doi.org/10.1073/pnas.0407994102 PMID: 15911778
31. Boldi P, Vigna S. Axioms for Centrality. Internet Mathematics. 2014; 10(3-4):222–262. https://doi.org/10.1080/15427951.2013.865686

32. Suau-Sanchez P, Voltes-Dorta A, Rodríguez-Déniz H. Measuring the potential for self-connectivity in global air transport markets: Implications for airports and airlines. Journal of Transport Geography. 2016; 57:70–82. https://doi.org/10.1016/j.jtrangeo.2016.09.013

33. Malighetti P, Paleari S, Redondi R. Connectivity of the European airport network: “Self-help hubbing” and business implications. Journal of Air Transport Management. 2008; 14(2):53–65. https://doi.org/10.1016/j.jairtraman.2007.10.003