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We investigate the large-scale transport properties of quasi-neutrally-buoyant inertial particles carried by incompressible zero-mean periodic or steady ergodic flows. We show how to compute large-scale indicators such as the inertial-particle terminal velocity and eddy diffusivity from first principles in a perturbative expansion around the limit of added-mass factor close to unity. Physically, this limit corresponds to the case where the mass density of the particles is constant and close in value to the mass density of the fluid which is also constant. Our approach differs from the usual over-damped expansion inasmuch we do not assume a separation of time scales between thermalization and small-scale convection effects. For general incompressible flows, we derive closed-form cell equations for the auxiliary quantities determining the terminal velocity and effective diffusivity. In the special case of parallel flows these equations admit explicit analytic solution. We use parallel flows to show that our approach enables to shed light onto the behavior of terminal velocity and effective diffusivity for Stokes numbers of the order of unity.

PACS numbers: 47.51.+a
I. INTRODUCTION

The dynamics of inertial particles in flowing fluids (laminar and turbulent) is an interdisciplinary research field with important consequences on climate dynamics and hydrological cycles [1, 2], mainly in connection to: global climate changes originated by PM-induced cloud formation [3], and the intriguing issue related to the evidence of anomalous large fluctuations in the residence times of mineral dust observed in different experiments carried out in the atmosphere [4]; environmental sciences [5], in relation to pollution and deterioration of visibility; epidemiology [6], in connection to adverse health effects in humans; and, finally, classical fluid dynamics, e.g., to understand how a flow field influences the particle concentration [7–12].

Our main aim here is to focus our attention on the large-scale transport regime close to the limit of neutrally-buoyant particles. This limit is relevant in a variety of situations, in way of example related to the dispersion of particulate organic carbon in aquatic environment. By large-scale transport we mean the particle transport dynamics observed at times large compared to those characteristic of the given velocity field. In this limit, arguments based on the central-limit theorem suggest a diffusive regime for particle transport characterized by effective (enhanced) diffusion coefficients [13–16], the so-called eddy diffusivities. These coefficients incorporate all the dynamical effects played by the velocity field on the particle transport. Although the diffusive scenario with eddy diffusivities is the typical one, for inertialess particles there exist cases where superdiffusion is already observed for simple incompressible laminar flows [17] and synthetic flows [18]. Effective diffusion equations are also used in biophysics to model the substrate uptake by microorganisms in turbulently-mixed bioreactors [19].

For inertial particles, in the presence of scale separation, eddy diffusivities have been calculated by [20], exploiting a multiple-scale expansion in the scale-separation parameter. The requirement of scale separation was relaxed by [21–24], and approximate explicit expressions for the eddy diffusivities were determined. Conversely, for realistic flows, active on all space-time scales, eddy diffusivities are generally dependent on all flow characteristics and no general expression for them is known [13].

For particles with inertia [8–10, 25–28], the fluid velocity does not coincide with the particle velocity, a fact that makes the study of the large-scale transport even more difficult than in the inertialess case. The phase space is indeed larger (it involves both particle position and velocity) than in the inertialess case. In plain words, the standard Fokker–Planck equation for inertial-particle concentration involving only space variables is replaced by a Kramers equation for the case of inertial particles where both space and velocity coordinates are involved. Closed equations for the so-called marginal density (i.e., the physical-space particle density in which the velocity coordinates are averaged out) have been obtained by [29, 30] via an over-damped expansion where a separation of time scales between thermalization and small-scale convection effects was assumed.

Our principal objective is to propose a new type of expansion which allows one to focus on regimes arbitrarily far from the over-damped regime to determine terminal velocity and effective diffusivity. The expansion parameter is the departure from the limit of neutrally-buoyant particles, in term of which small-scale co-velocity and position dynamics will be resolved on the same footing. As we will see in detail, the main advantage of our expansion is that small-scale degrees of freedom can be treated by means of a regular perturbation theory rather than by a secondary multi-scale expansion as it happens for the usual over-damped expansion [31].

The paper is organized as follows. In section II we introduce the model of inertial-particle dynamics we set out to study. In section III we briefly summarize the results of multi-scale analysis of [30]. We rely on these results as starting point for our analysis. Sections IV, V, VI report the core contributions of the present paper. Namely, in section IV we describe the general setup for the perturbative solution of the inertial-particle small-scale dynamics in powers of $\alpha^{1/2}$, where $\alpha$ is the deviation from added-mass ratio equal to unity. In section V we use the expansion to determine the equations governing the asymptotic expression of the small-scale-dynamics asymptotic state. We use these results to determine the effective large-scale drift, the terminal velocity, felt by the inertial particles. In section VI we show how to determine the eddy diffusivity in an expansion in powers of $\alpha$. In section VII we apply the general results of the previous sections to the analytically solvable case of transport by a parallel flow. This is a useful test-bed for our methods since it offers the possibility to contrast some of our perturbative predictions with the exact results of [24]. This is what we do in section VII.A We report some further calculation details in the appendices following the conclusions.

II. THE MODEL AND DEFINITION OF THE LARGE-SCALE PROBLEM

We consider a very dilute suspension of point-like inertial particles in dimension $d$, subject to the gravitational acceleration $g$ and to Brownian diffusion. The particles are carried by an incompressible velocity field $u$ steady or periodic in time (with period $T$), and periodic in space with unit cell $B$ of linear size $\ell$. For proof-of-concept purposes,
we suppose that the spatial average of the velocity field vanishes over $\mathbb{B}$:

$$\int_{\mathbb{B}} d\mathbf{x} \mathbf{u}(\mathbf{x}, t) = 0 .$$

(1)

We refer the reader interested in the role played by mean currents on large-scale transport indicators to e.g. [22, 23, 32–35].

We assume that the incompressible vector field $\mathbf{u}$ is also ergodic. We will make more precise in what follows the meaning and consequences of this assumption.

We take as model for the dynamics of an individual inertial particle the stochastic differential equations with additive noise [25, 26]:

$$\begin{cases}
\mathbf{X}(t) = \mathbf{V}(t) + \beta \mathbf{u}(\mathbf{X}(t), t) + \sqrt{2D}\mathbf{\eta}(t), \\
\mathbf{V}(t) = -\frac{\mathbf{V}(t) - (1 - \beta)\mathbf{u}(\mathbf{X}(t), t)}{\tau} + (1 - \beta)\mathbf{g} + \frac{\sqrt{2\kappa}}{\tau}\mathbf{\nu}(t).
\end{cases}$$

(2)

$\mathbf{X}(t)$ denotes the particle position and $\mathbf{V}(t)$ its “co-velocity”.

In writing (2) we neglect any possible interaction with other particles or with physical boundaries. The vectors $\mathbf{\mu}(t)$ and $\mathbf{\nu}(t)$ denote independent white noises with Brownian diffusivity constants $D$ and $\kappa$. The reason for considering a non-vanishing Brownian force acting on the position process is twofold. First, it naturally occurs in the derivation of Langevin equations for arbitrarily non-linear systems interacting with Gaussian heat baths [31, 32]. Second, it yields a viscous regularization of the large-scale transport equations for the particle position process in parametric regions where homogenization analysis of (2) may become ill-defined.

The non-dimensional quantity $\beta$ in (2) is the “added-mass factor”. $\beta$ is defined as the ratio $\beta \equiv 3\rho_f/(\rho_f + 2\rho_p)$, built from the constant fluid ($\rho_f$) and particle ($\rho_p$) mass densities. The role of $\beta$ is to model the feedback of an inertial particle on the carrier flow. The feedback effectively increases the intrinsic inertia and induces a macroscopic discrepancy between the particle velocity $\dot{\mathbf{X}}(t)$ and co-velocity $\dot{\mathbf{V}}(t)$. Physically-meaningful values of $\beta$ range from $\beta = 0$, for very heavy particles such as aerosols or droplets in a gas, to $\beta = 3$, for very light particles such as bubbles in a liquid.

Finally, in (2) the Stokes time $\tau$ expresses the typical response delay of particles to flow variations. The Stokes time is defined as $\tau = \mathcal{R}^2/(3\eta\beta)$ for spherical inertial particles of radius $\mathcal{R}$ immersed in a fluid with kinematic viscosity $\eta$.

We suppose that the phase space of the process $(\mathbf{X}, \mathbf{V})$ has the form of the Cartesian product $\mathbb{B} \times \mathbb{R}^d$, with $\mathbb{B} \subset \mathbb{R}^d$. In other words, the co-velocity process can take unbounded values, whilst the position process is defined on a subset $\mathbb{B}$ of the $d$-dimensional Euclidean space. We are interested in situations where $\mathbb{B}$ either coincides with $\mathbb{R}^d$ or is a subset of $\mathbb{R}^d$ with linear size much larger than $\ell$, the linear size of the periodicity box of the velocity field $\mathbf{u}$. We denote by $\mathbf{X}(\mathbf{x}, \mathbf{v}, t)$ the coordinates of a generic point in the process phase space. The particle density $p(\mathbf{x}, \mathbf{v}, t) : \mathbb{B} \times \mathbb{R}^d \times \mathbb{R} \rightarrow \mathbb{R}_+$ evolves according to a Fokker–Planck equation [33, 42],

$$\mathcal{L}_{x, v, t} \rho = 0 ,$$

(3)

with, once we take into account that $\mathbf{u}$ is divergenceless,

$$\mathcal{L}_{x, v, t} = \partial_t + [\mathbf{v} + \beta \mathbf{u}(\mathbf{x}, t)] \cdot \partial_{\mathbf{x}} + \partial_{\mathbf{v}} \cdot \left[ \frac{1 - \beta}{\tau} \frac{\mathbf{u}(\mathbf{x}, t) - \mathbf{v}}{\tau} + (1 - \beta)\mathbf{g} \right] - D\partial_{\mathbf{x}}^2 - \frac{\kappa}{\tau^2}\partial_{\mathbf{v}}^2 .$$

(4)

Here and below, we adopt the convention to write in subscript only the variables on which $\mathcal{L}$ acts as a differential operation. We look for solutions of (3) when the largest length scale $L$ in the problem is either the linear size of $\mathbb{B}$ or, in the case $\mathbb{B} = \mathbb{R}^d$, the typical spatial decay scale of the initial conditions. In units of $L$, the microscopic scales of the problem are $\ell$ and the length scales set by the diffusivity constants and the Stokes time: $\ell_\kappa = \sqrt{\kappa \tau}$ and $\ell_D = \sqrt{D \tau}$. $\ell_\kappa, \ell_D, \ell \ll L$. We expect that in physically relevant situations $\ell \geq \ell_\kappa, \ell_D$. Thus, the natural quantifier of the separation between microscopic and macroscopic scales is the non-dimensional “scale separation parameter”

$$\varepsilon = \frac{\ell}{L} \ll 1 .$$

Our goal is to extricate the large-scale asymptotic properties, i.e. to inquire the dependence of solutions upon rescaled variables $X \equiv \varepsilon x$, $T^1 = \varepsilon t$ and $T = \varepsilon^2 t$, whilst averaging out any other functional dependence. We pursue our goal under the working hypothesis that the carrier vector field $\mathbf{u}$ is ergodic. By this we mean that the fundamental solution of (3) on the space of integrable functions over the $d$-dimensional torus $\mathbb{T}^d(\mathbb{B})$ specifies a contractive semigroup. Furthermore, any particular solution $\rho$ in this space tends towards a unique steady-state distribution $p$ satisfying

$$p(\mathbf{x}, \mathbf{v}, t + T) = p(\mathbf{x}, \mathbf{v}, t) .$$

(5)
This identity trivially holds for the equilibrium state of a steady flow. If we posit that the semigroup generated by a genuinely periodic carrier field $u$ admits a Floquet decomposition, then (5) corresponds to the eigenstate associated to unit eigenvalue of the monodromy. In both cases, we hypothesize that the operator $L^1$, adjoint to $L$ with respect to the Lebesgue measure, admits only constants as solution of $L^1 u = 0$ in $\mathbb{R}^d \times [0, T]$. The explicit uniqueness hypothesis is necessary, as the incompressibility of $u$ does not restrict a priori the kernel of $L$ to functions constant in space — see e.g. the discussion in § 14.5.2 of [43]. Given (5), we inquire perturbations in $\mathbb{B} \times \mathbb{R}^d$ of the microscopic equilibrium state coupled to the dynamics by the scale separation parameter $\varepsilon$. The technical tool to perform this analysis is a multi-scale perturbation theory [43–45] in powers of $\varepsilon$.

III. MULTI-SCALE ANALYSIS

The multi-scale expansion is very much along the lines of [30]. We briefly review here the main points. We commence by recalling that any physical indicator may depend upon dimensional quantities only through non-dimensional ratios. This fact allows us to infer that the solution of (3) in $\mathbb{B} \times \mathbb{R}^d$ can formally be written in the form

$$\rho(x, v, t) = \rho(x_0, X, v, t_0, T^1, T)$$

We denote by $x_0$ and $t_0$ any dependence of $\rho$ upon $x$ and $t$ which does not appear in the form of non-dimensional ratios involving $L$. The idea underlying multi-scale perturbation theory is to treat $(X, T^1, T)$ as independent variables from $(x_0, t_0)$. Inserting (3) in (4) yields

$$L_{x,v,t} = L_{x_0,v,t_0} + \varepsilon L'_{x_0,x,T^1} + \varepsilon^2 L''_{X,T},$$

where now

$$L'_{x_0,x,T^1} = \partial_{T^1} + \left(v + u(x_0, t)\right) \cdot \partial_X - 2D \partial_{x_0} \cdot \partial_X,$$

$$L''_{X,T} = \partial_T - D \partial_X^2.$$

The foliation allows us to look for a perturbative solution of the form

$$\rho(x, v, t) = p(x_0, v, t_0) P(X - w T^1, T) + \varepsilon q(x_0, v, t_0) \cdot \partial_X P(X - w T^1, T) + O(\varepsilon^2).$$

The useful feature of this expression is to represent $p$ as a sum of products of functions depending exclusively upon small-scale variables $x_0, v, t_0$ times functions of the large-scale variables $X, T^1, T$ alone. In particular, the function $P$ encodes the large-scale asymptotics of the full solution we are after. As usual in homogenization theory [20, 21, 29, 46], we determine $P$ by canceling secular terms from the expansion up to order $O(\varepsilon^2)$. The upshot [30] is that $P$ satisfies the diffusion equation

$$\partial_T P - K_{ij} \partial_X^i \partial_X^j P = 0,$$

whilst

$$w = \int_0^T \frac{dt}{T} \int_{\mathbb{B}} d\mathbb{x} \int_{\mathbb{R}^d} d\mathbb{v} \left[ v + \beta u(x, t) \right] p(x, v, t)$$

describes the uniform effective drift acting on the particle at large scales. We refer to $w$ as the terminal velocity [47, 48]. The effective diffusion tensor in (9) is

$$K_{ij} = D \delta_{ij} - \frac{1}{2} \sum_{\sigma} \int_0^T \frac{dt}{T} \int_{\mathbb{B}} d\mathbb{x} \int_{\mathbb{R}^d} d\mathbb{v} \left[ v_{\sigma(i)} + \beta u_{\sigma(i)}(x, t) - w_{\sigma(i)} \right] q_{\sigma(j)}(x, v, t),$$

where the sum over $\sigma$ ranges over the permutations of (i.e., symmetrizes) the indices $i, j$. Finally, the auxiliary vector field $q(x, v, t)$ in (8), (11) is specified by the solution of

$$L_{x,v,t} q(x, v, t) = -[v + \beta u(x, t) - w] p(x, v, t),$$

complemented by the solvability condition

$$\int_0^T \frac{dt}{T} \int_{\mathbb{B}} d\mathbb{x} \int_{\mathbb{R}^d} d\mathbb{v} q(x, v, t) = 0$$
in the space $L^2(T^{d+1} \times \mathbb{R}^d)$ of functions square integrable with respect to the Lebesgue measure $dt \, dx \, dv$, periodic for $(x,t) \in \mathbb{B} \times [0,T]$, i.e. defined on the torus $T^{d+1} \equiv \mathbb{T}^{d+1}(\mathbb{B} \times [0,T])$, and normalizable for $\mathbf{v} \in \mathbb{R}^d$. To neaten the notation we drop in (10) and in what follows the subscript “0” for variables defined on the $d$-dimensional torus $T^d(\mathbb{B})$.

We refer to [3, 11, 12] for further details on functional-analysis aspects of the solution space. We also refer to [3, 11, 12] for the derivation of (10) and the proof that $K_{ij}$ are indeed the components of a positive definite tensor $K$.

In summary, the explicit evaluation of terminal velocity and effective diffusivity requires the knowledge of the steady-state probability density and the solution of the vector equations (12), (13). The following observation is helpful in reference to the evaluation of the terminal velocity. In the steady state the identity

$$0 = \int_0^T dt \, \partial_t \int_{\mathbb{B}} dx \int_{\mathbb{R}^d} dv \, \mathbf{v} \mathbf{p}(x,\mathbf{v},t)$$

$$= - \int_0^T dt \, \partial_t \int_{\mathbb{B}} dx \int_{\mathbb{R}^d} dv \left[ - \frac{(1-\beta) \mathbf{u}(x,t) - \mathbf{v}}{\tau} - (1-\beta) \mathbf{g} \right] \mathbf{p}(x,\mathbf{v},t)$$

holds true for any sufficiently regular probability preserving boundary conditions. We avail us of this identity to couch the steady-state terminal velocity into the form

$$\mathbf{w} = (1-\beta) \, \mathbf{g} \, \tau + \mathbf{W},$$

where the discrepancy with respect to the bare value in still fluids is

$$\mathbf{W} \equiv \int_0^T \frac{dt}{T} \int_{\mathbb{B}} dx \int_{\mathbb{R}^d} dv \, \mathbf{u}(x,t) \, \mathbf{p}(x,\mathbf{v},t).$$  \hspace{1cm} (14)

Thus, $\mathbf{w}$ might be non-vanishing in the absence of gravity even for an advecting flow with zero spatial average.

\section*{IV. PERTURBATIVE EXPANSION OF THE SMALL-SCALE DYNAMICS}

Our goal is to set up a perturbative scheme to solve (12) on $L^2(T^{d+1} \times \mathbb{R}^d)$. To do this we consider particles whose mass density differs only slightly (either in excess or defect) from the fluid mass density [49–51]. The reason is that for $\beta = 1$ the steady state (5) reduces to the equilibrium state

$$\mathbf{p}^{(0)}(x,\mathbf{v},t) \equiv \frac{1}{T^d} \left( \frac{\mathbf{v}}{2 \pi \kappa} \right)^{d/2} \exp \left( - \frac{\mathbf{v} \cdot \mathbf{v}}{2 \kappa} \right).$$  \hspace{1cm} (15)

Also, the case $\beta = 1$ is in close resemblance with the situation described in [52] for tracers. For $\beta \approx 1$, we introduce the expansion parameter $\alpha \equiv |1-\beta| \ll 1$. It is also expedient to define $J \equiv \text{sgn}(1-\beta)$ and to suppose that the ratio

$$k \equiv \frac{\kappa}{\alpha}$$

is independent of $\alpha$. In analogy to [3, 52, 53], we introduce the change of co-velocity coordinates

$$\mathbf{v} = \alpha^{1/2} \mathbf{y} + J \alpha \mathbf{g} \mathbf{\tau},$$

and we correspondingly define the Gaussian measure with density

$$G(\mathbf{y}) = \left( \frac{\tau}{2 \pi k} \right)^{d/2} \exp \left( - \frac{\mathbf{y} \cdot \mathbf{y}}{2 k} \right).$$  \hspace{1cm} (16)

We use $G$ to perform a similarity transformation on the Fokker–Planck operator $\mathcal{L}$. The result is

$$G^{-1}(\mathbf{y}) \mathcal{L}_{x,v,t} G(\mathbf{y}) = \mathcal{L}^{(0)}_{x,y,t} + \alpha^{1/2} \mathcal{L}^{(1)}_{x,y} + \alpha \mathcal{L}^{(2)}_{x,y},$$  \hspace{1cm} (17)

with

$$\mathcal{L}^{(0)}_{x,y,t} = \partial_t + \mathbf{u}(x,t) \cdot \mathbf{\partial}_x - D \partial_x^2 + \frac{\mathbf{y}}{\tau} \mathbf{\partial}_y - \frac{k}{\tau^2} \partial_y^2,$$

$$\mathcal{L}^{(1)}_{x,y,t} = \mathbf{y} \cdot \mathbf{\partial}_x + \frac{J}{\tau} \mathbf{u}(x,t) \cdot \left( \mathbf{\partial}_y - \frac{\mathbf{y}}{k} \right),$$

$$\mathcal{L}^{(2)}_{x,y,t} = J \left[ \mathbf{g} \mathbf{\tau} - \mathbf{u}(x,t) \right] \cdot \mathbf{\partial}_x.$$  \hspace{1cm} (18a, 18b, 18c)
The decomposition \([13]\) shows that for \(\alpha \ll 1\) we may describe the dynamics of perturbations of the equilibrium state \([15]\) in terms of the operator \([18a]\) acting on \(L^2(T^{d+1} \times \mathbb{R}^d, G(y) dy \, dt)\), i.e. the space of square-integrable functions with respect to the Gaussian measure specified by \([16]\). The advantage of this description is that \([18a]\) is of the form

\[
\mathcal{L}^{(0)}_{x,v,t} = \partial_t + \mathcal{M}_x - \tau^{-1} \mathcal{N}_y
\]

where

\[
\mathcal{M}_x \equiv u(x, t) \cdot \partial_x - D \partial_x^2
\]

is the generator of an advection–diffusion process in position space and

\[
\mathcal{N}_y \equiv -y \cdot \partial_y + k \tau^{-1} \partial_y^2
\]

the generator of an Ornstein–Uhlenbeck process in co-velocity space. Hence, we can use the method of separation of constants to factorize the dependence between position and co-velocity coordinates in order to solve them in two separate steps.

The dynamics in the co-velocity space is exactly integrable. Specifically, the Ornstein–Uhlenbeck operator \([21]\) is self-adjoint in \(L^2(\mathbb{R}^d, G(y) dy)\) (i.e. with respect to the equilibrium measure). The spectrum of \(\mathcal{N}_y\) coincides with \(\mathbb{N}\) so that for each \(n \in \mathbb{N}\) the corresponding eigenvectors are Hermite polynomials \(H_n\) of order \(n\) in \(d\)-dimensions (see e.g. \([53]\) and also appendix A). Based on this fact, we reduce the problem of inverting \([18a]\) to that of determining the spectral properties of the operator \(\mathcal{M}_{x,t}\) acting on square integrable functions on the torus \(T^{d+1}(\mathbb{B} \times [0, T])\), i.e. in formulas

\[
\mathcal{M}_{x,t} f = (\partial_t + \mathcal{M}_x) f, \quad \forall f \in L^2(T^{d+1}).
\]

Heuristic considerations based on Floquet theory \([56]\) together with the ergodicity assumption give us qualitative information about the spectral properties of \(\mathcal{M}_{x,t}\) and its adjoint in \(L^2(T^{d+1})\). The property that we need is that, in consequence of the ergodicity of \(u\), the elements of the kernel of \(\mathcal{M}_{x,t}\) and \(\mathcal{M}^\dagger_{x,t}\) consist only of constant functions.

Based on the above considerations we expand the steady-state measure as

\[
p(x, v, t) = \sum_{K=0}^{\infty} \alpha^{K/2} \frac{G(y)}{\ell^d} p^{(K)}(x, y, t),
\]

with \(p^{(0)}(x, y, t) = 1\). The addends in the expansion satisfy the hierarchy of equations

\[
\mathcal{L}^{(0)} p^{(1)} = \frac{J}{\ell^d} y \cdot u,
\]

\[
\mathcal{L}^{(0)} p^{(K)} = -\mathcal{L}^{(1)} p^{(K-1)} - \mathcal{L}^{(2)} p^{(K-2)} \quad (K \geq 2),
\]

subject to the conditions

\[
\int_{\mathbb{R}^d} dv \, G(y) p^{(K)}(x, y, t) = 0 \quad \forall K > 0.
\]

Similarly, we expand the auxiliary vector

\[
q(x, v, t) = \sum_{K=0}^{\infty} \alpha^{K/2} \frac{G(y)}{\ell^d} q^{(K)}(x, y, t),
\]

and find the hierarchy

\[
\mathcal{L}^{(0)} q^{(0)} = -(u - W^{(0)}) p^{(0)},
\]

\[
\mathcal{L}^{(0)} q^{(1)} = -\mathcal{L}^{(1)} q^{(0)} - (u - W^{(0)}) p^{(1)} - (y - W^{(1)}) p^{(0)},
\]

\[
\mathcal{L}^{(0)} q^{(K)} = -\mathcal{L}^{(1)} q^{(K-1)} - \mathcal{L}^{(2)} q^{(K-2)} - u p^{(K)} - y p^{(K-1)} + J u p^{(K-2)} + \sum_{J=0}^{K} W^{(J)} p^{(K-J)} \quad (K \geq 2),
\]
complemented for any $K$ by equations for the expansion of the reduced terminal velocity in (14).

$$W^{(K)} = \int_0^T \frac{dt}{T} \int_B \int_{\mathbb{R}^d} dx \int_{\mathbb{R}^d} dv \, u(x, t) \, p^{(K)}(x, y, t) ,$$

and by the set of solvability conditions

$$\int_0^T dt \int_B \int_{\mathbb{R}^d} dv \, G(y) \, q^{(K)}(x, y, t) = 0 .$$

(28)

An analysis of the hierarchies (24), (27) leads to further simplifications. Namely, it is expedient to decompose the $y$ dependence of the $p^{(K)}$’s and $q^{(K)}$’s into Hermite polynomials. We then see that $L^{(1)}$ acts on the space $\mathcal{H}_n$ of Hermite polynomials of order $n$ as a linear combination of one unit raising and lowering operators,

$$L^{(1)} : \mathcal{H}_n \mapsto \mathcal{H}_{n-1} \oplus \mathcal{H}_{n+1} ,$$

whilst $L^{(2)}$ preserves $\mathcal{H}_n$:

$$L^{(2)} : \mathcal{H}_n \mapsto \mathcal{H}_n .$$

This means that the hierarchy (24) couples only spaces $\mathcal{H}_n$ with the same parity. We are therefore entitled to look for solutions of the form (Einstein’s convention on index contractions):

$$p^{(2K)}(x, y, t) = \sum_{J=0}^K H_{1,\ldots,2J}^{(2J)}(y) \, p_{1,\ldots,2J}^{(2J)}(x, t) ,$$

(29a)

$$p^{(2K+1)}(x, y, t) = \sum_{J=0}^K H_{1,\ldots,2J+1}^{(2J+1)}(y) \, p_{1,\ldots,2J+1}^{(2J+1)}(x, t) .$$

(29b)

For the reduced terminal velocity this result means

$$W^{(2K)} = \int_0^T \frac{dt}{T} \int_B \int_{\mathbb{R}^d} dx \, u(x, t) \, p^{(2K,0)}(x, t) ,$$

(30a)

$$W^{(2K+1)} = 0 ,$$

(30b)

which, on its turn, implies that also the hierarchy for the auxiliary vector field couples only spaces $\mathcal{H}_n$ with the same parity. As the right-hand sides of (29a) and (29b) are respectively independent and linear in the co-velocity variables, we conclude that also the $q^{(K)}$’s admit an expansion similar to (29):

$$q_i^{(2K)}(x, y, t) = \sum_{J=0}^K H_{1,\ldots,2J}^{(2J)}(y) \, Q_{i,1,\ldots,2J}^{(2J)}(x, t) ,$$

(31a)

$$q_i^{(2K+1)}(x, y, t) = \sum_{J=0}^K H_{1,\ldots,2J+1}^{(2J+1)}(y) \, Q_{i,1,\ldots,2J+1}^{(2J+1)}(x, t) .$$

(31b)

We also notice that (25) and (13) yield the conditions

$$\int_B \frac{dx}{\ell^d} \, p^{(2K,0)}(x, t) = \int_B \frac{dx}{\ell^d} \, Q_i^{(2K,0)}(x, t) = 0 .$$

These considerations imply that also the eddy-diffusivity tensor admits an expansion in powers of $\alpha$ rather than $\alpha^{1/2}$:

$$K = D 1 + \sum_{J=0}^{\infty} \alpha^J K^{(2J)} ;$$

(32)

here,

$$K_{ij}^{(2J)} = -\frac{1}{2} \sum_\sigma \int_0^T \frac{dt}{T} \int_B \int_{\mathbb{R}^d} dx \, u_{\sigma(i)}(x, t) (Q_{\sigma(j)}^{(2J,0)}(x, t) - J Q_{\sigma(j)}^{(2J-2,0)}(x, t)) + \frac{k}{T} Q_{\sigma(i)\sigma(j)}^{(2J-1,1)}(x, t)$$

(33)

with the convention $Q^{(k,0)} = 0$ for any $k < 0$.

We are thus left with the task of proving that the equations for the $P$’s and $Q$’s are generically well posed.
V. STEADY STATE AND TERMINAL VELOCITY

\( P^{(0:0)} = 1 \) and the hypothesis \( \text{(I)} \) immediately imply

\[ W^{(0)} = 0 . \]

The leading-order correction to the steady state satisfies

\[ (\hat{M}_{x,t} + \tau^{-1}) P_{\tau}^{(1:1)} = \frac{J}{K} u_{j}, \]

whilst the second order is governed by

\[ (\hat{M}_{x,t} + 2 \frac{\tau}{\tau}) P_{ij}^{(2:2)} = - \frac{1}{2} \sum_{\sigma} \left( \partial_{x_{\sigma(i)}} P_{\sigma(j)}^{(1:1)} - \frac{J}{K} u_{\sigma(i)} P_{\sigma(j)}^{(1:1)} \right) . \]

The left-hand sides of \( \text{(34)}, \text{(35a)} \) exhibit the general feature of the hierarchy. In order to determine the multi-tensor \( P^{(k,J)}_{i_{1},...,i_{t}} \) we need to invert the operator \( \hat{M}_{x,t} + J \tau^{-1} \) in \( L^{2}(\mathbb{T}^{d+1}) \). For \( J = 0 \) we need to check that non-homogeneous terms on the right-hand side of \( \text{(29)} \) be orthogonal to the kernel of \( \hat{M}_{x,t}^{\dagger} \). More explicitly, this means that the non-homogeneous terms must have zero average with respect to the uniform measure in \( \mathbb{B} \). For \( J > 0 \) we notice instead that the term \( J \tau^{-1} \) simply results in a positive shift of the real part of the spectrum of \( \hat{M}_{x,t} \). We expect therefore that for \( J > 0 \) we generically need to invert operators with empty kernel. Based on this inference we conclude that the expansion \( \text{(20)} \) in powers of \( \alpha^{3/2} \) does not bring about secular terms.

As a further illustration of the expansion, we list also the equations determining the \( O(\alpha^{2}) \) correction to the terminal velocity. From the \( O(\alpha^{3/2}) \) we need

\[ (\hat{M}_{x,t} + \frac{1}{\tau}) P_{\tau}^{(3:1)} = - \left( \partial_{x_{i}} - \frac{J}{K} u_{i} \right) P^{(2:0)} - J (g_{\tau} - u) \cdot \partial_{x_{i}} P_{\tau}^{(1:1)} - \frac{2k}{\tau} \partial_{x_{i}} P_{ij}^{(2:2)} \]

as \( P_{\tau}^{(3:1)} \) enters the non-homogeneous term in

\[ \hat{M}_{x,t} P^{(4:0)} = -J (g_{\tau} - u) \cdot \partial_{x_{i}} P^{(2:0)} - \frac{k}{\tau} \partial_{x_{i},i} P_{i}^{(3:1)} . \]

VI. EDDY DIFFUSIVITY

The results of the previous section imply that \( \text{(27a)} \) reduces to

\[ \hat{M}_{x,t} Q^{(0:0)}(x,t) = -u . \]

By the hypothesis \( \text{(I)} \) the carrier field \( u \) is orthogonal to the kernel of \( \hat{M}_{x,t}^{\dagger} \), and so is \( Q^{(0:0)} \) by \( \text{(26)} \). Hence the problem of expressing \( Q^{(0:0)} \) in terms of \( u \) is well-posed. Conversely, the expression of \( u \) in terms of \( Q^{(0:0)} \) allows us to prove that the leading order of the expansion in powers of \( \alpha \) of the eddy diffusivity is positive definite. Namely, the identity

\[ K_{ij}^{(0)} = -\frac{1}{2} \sum_{\sigma} \int_{0}^{T} dt \int_{B} \frac{d\sigma}{d\tau} u(\sigma_{(i)})(x,t) Q_{\sigma_{(j)}}^{(0:0)}(x,t) \]

\[ = D \int_{0}^{T} dt \int_{B} \frac{d\sigma}{d\tau} (\partial_{x_{i}}Q_{\sigma_{(i)}}^{(0:0)}(x,t)) (\partial_{x_{j}}Q_{\sigma_{(j)}}^{(0:0)}(x,t) \]

(38)

holds true. This is because we take advantage of the symmetry of the tensor and the periodicity of the integrand to prove that total derivatives give vanishing contribution to the integral.

Gravity appears in \( \text{(18)} \) only through \( \mathcal{L}^{(2)} \). Thus, we need to compute at least the order \( O(\alpha) \) in the expansion \( \text{(20)} \) of the auxiliary vector field \( q \) in order to inquire how \( g \) affects the eddy diffusivity.

We avail us of \( \text{(37)} \) to solve \( \text{(27b)} \). We find

\[ (\hat{M}_{x,t} + \frac{1}{\tau}) Q_{ij}^{(1:1)} = - \left( \partial_{x_{i}} - \frac{J}{K} u_{j} \right) Q_{ij}^{(0:0)} - u_{i} P_{ij}^{(1:1)} - \delta_{ij} . \]
\(Q_{ij}^{(1:1)}\) specifies the non-homogeneous term in the equations for the \(O(\alpha)\) corrections:

\[
\hat{M}_{x,t} Q_{ij}^{(2:0)} = -J(g \tau - u) \cdot \partial_x Q_{ij}^{(0:0)} - \frac{k}{\tau} \partial_{xj} Q_{ij}^{(1:1)} - \frac{k}{\tau} P_{ij}^{(1:1)} - u_i P^{(2:0)} + J u_i + W_i^{(2)}
\]  

(40a)

\[
(\hat{M}_{x,t} + \frac{2}{\tau}) Q_{ij}^{(2:2)} = -\frac{1}{2} \sum \left( \partial_{x(i)} Q_{ij}^{(1:1)} - \frac{J}{\tau} \partial_{x(i)} Q_{ij}^{(1:1)} + u_{\sigma(i)} P_{ij}^{(2:2)} \right) - P_{ij}^{(1:1)} \delta_{ij} .
\]  

(40b)

We readily verify that the right-hand side of (40a) is orthogonal to the kernel of \(\hat{M}_{x,t}^{\dagger}\). We then use (39) to eliminate \(Q_{ij}^{(1:1)}\) from the expression of the leading-order correction to the eddy diffusivity:

\[
K_{ij}^{(2)} = k \delta_{ij} + \frac{1}{2} \sum \int_0^T \frac{dt}{\tau} \int_B \frac{dx}{\ell_{\sigma(i)}} u_{\sigma(i)}(x, t) \left( k P_{ij}^{(1:1)}(x, t) - Q_{ij}^{(2:0)}(x, t) \right).
\]  

(41)

A further simplification occurs if we introduce \(R_i^{(2:0)} \equiv Q_i^{(2:0)} - k P_i^{(1:1)}\). Using (41) it is straightforward to verify that:

\[
\hat{M}_{x,t} R_i^{(2:0)} = -J(g \tau - u) \cdot \partial_x Q_i^{(0:0)} - \frac{k}{\tau} \partial_{xj} Q_{ij}^{(1:1)} - u_i P^{(2:0)} + W_i^{(2)}.
\]  

(42)

We arrive at:

\[
K_{ij}^{(2)} = k \delta_{ij} - \frac{1}{2} \sum \int_0^T \frac{dt}{\tau} \int_B \frac{dx}{\ell_{\sigma(i)}} u_{\sigma(i)}(x, t) R_{ij}^{(2:0)}(x, t).
\]

In general, we are not able to derive the explicit dependence of (41) upon gravity. Our conclusion is that the eddy diffusivity depends upon \(g\) non-trivially through the explicit form of the solution of (42).

Finally, we write the equations governing the \(O(\alpha^2)\) contribution to the eddy diffusivity. As in the case of the expansion of the steady state we need

\[
(\hat{M}_{x,t} + \frac{1}{\tau}) Q_{ij}^{(3:1)} = -\left( \partial_{xj} - \frac{J}{k} u_j \right) Q_{ij}^{(2:0)} - J(g \tau - u) \cdot \partial_x Q_{ij}^{(1:1)} - \frac{k}{\tau} \partial_{x(i)} Q_{ij}^{(2:2)} + Q_{ij}^{(2:2)}
\]

\[-u_j P_{ij}^{(3:1)} - \delta_{ij} P^{(2:0)} + (J u_j + W_j^{(2)}) P_{ij}^{(1:1)} - \frac{2k}{\tau} P_{ij}^{(2:2)}
\]

(43)

in order to then specify all terms entering

\[
\hat{M}_{x,t} Q_i^{(4:0)} = -J(g \tau - u) \cdot \partial_x Q_i^{(2:0)} - \frac{k}{\tau} \partial_{xj} Q_{ji}^{(3:1)} - \frac{k}{\tau} P_{ij}^{(3:1)} - u_i P^{(4:0)} + (J u_i + W_i^{(2)}) P^{(2:0)} + W_i^{(4)}.
\]

(44)

Lastly, we use (43) and (35b) to simplify the expression of the contribution to the eddy diffusivity. We obtain:

\[
K_{ij}^{(4)} = \frac{1}{2} \sum \int_0^T \frac{dt}{\tau} \int_B \frac{dx}{\ell_{\sigma(i)}} u_{\sigma(i)}(x, t) \left( k P_{ij}^{(3:1)}(x, t) - Q_{ij}^{(4:0)}(x, t) \right).
\]

(45)

Again, we can simplify this expression by introducing \(R_i^{(4:0)} \equiv Q_i^{(4:0)} - k P_i^{(3:1)}\). In virtue of (36), we then verify that \(R_i^{(4:0)}\) is solution of

\[
\hat{M}_{x,t} R_i^{(4:0)} = -J(g \tau - u) \cdot \partial_x Q_i^{(2:0)} - \frac{k}{\tau} \partial_{xj} Q_{ij}^{(3:1)} + \partial_x P_i^{(2:0)}
\]

\[+ J(g \tau - u) \cdot \partial_x P_i^{(1:1)} + \frac{2k}{\tau} \partial_{x(i)} P_{ij}^{(2:2)} - u_i P^{(4:0)} + W_i^{(2)} P^{(2:0)} + W_i^{(4)}.
\]

(46)

Higher-order terms are amenable to similar forms.

The results of this sections are the main findings of the present paper. In the coming sections we illustrate their application to special analytically-tractable cases.
VII. APPLICATIONS TO PARALLEL FLOWS

A flow is called parallel if it points everywhere and always into the same direction, let us say \( x_1 \). In such a case, incompressibility requires the field to be independent of \( x_1 \):

\[
\mathbf{u}(\mathbf{x}, t) = \mathbf{a}_1 u(\bar{x}, t) ,
\]

where \( \mathbf{a}_1 \) is the unit vector along \( x_1 \), and \( \bar{x} \equiv (x_2, \ldots, x_d) \) is a \((d - 1)\)-dimensional vector in the orthogonal hyperplane. Several simplifications take place for this kind of flows, due to the disappearance of the advective term in every application of the operator \( \mathcal{M}_x \) \(^{20} \), as further discussed in appendix C.

Upon introducing the \((d - 1)\)-spatial and temporal Fourier transform

\[
\hat{u}(\hat{m}, \omega, n_w) = \int \frac{dt}{T} \int \frac{d\bar{x}}{\ell^{d-1}} \exp[-i(\hat{m} \cdot \bar{x} + \omega t)]u(\bar{x}, t)
\]

with \( \hat{m} \equiv 2\pi \hat{m}/\ell \) and \( \omega \equiv 2\pi n_w/T \), all differential equations turn into algebraic ones and can be solved in the Fourier space. In particular, \(^{48} \) becomes:

\[
K^{(0)}_{ij} = \delta_{i1} \delta_{j1} \sum_{\hat{m}, n_w} D m^2(\omega^2 + Dm^4)^{-1}|\hat{u}(\hat{m}, n_w)|^2 .
\]

We thus recover the result of \(^{20} \) for the eddy diffusivity of a tracer advected by a parallel flow.

Keeping in mind that \( \hat{u}(0, n_w) = 0 \) because of \(^{11} \), we can also explicitly compute the contribution to the effective diffusivity in \(^{11} \):

\[
K^{(2)}_{ij} = k \delta_{i3} + \delta_{i1} \delta_{j1} k \sum_{\hat{m}, n_w} \frac{m^2 \tau^{-1}(\omega^2 \tau^{-1} + 3\omega^2 D m^2 - D^2 m^4 \tau^{-1} - D^3 m^6)}{(\omega^2 + D^2 m^4)(\omega^2 + (D m^2 + \tau^{-1})^2)} |\hat{u}(\hat{m}, n_w)|^2 .
\]

Gravity does not play any role at this order, due to the reality condition of the flow field which by parity symmetry cancels any contribution linear in \( \hat{m} \).

Finally, \(^{45} \) becomes:

\[
K^{(4)}_{ij} = \delta_{i1} \delta_{j1} \sum_{\hat{m}, n_w} |\hat{u}(\hat{m}, n_w)|^2 \left\{ -J^2 \tau^2 (\hat{g} \cdot \hat{m})^2 \frac{D m^2 (3\omega^2 - D^2 m^4)}{(\omega^2 + D^2 m^4)^3} + 2k^2 \tau^{-3} \omega^4 m^4 \right. \\
\left. \left( \frac{2\tau^{-2} + 5\omega^2 + D m^2 \omega^{-4} \tau^{-3} C}{(\omega^2 + D^2 m^4)^3 [\omega^2 + (D m^2 + \tau^{-1})^2]^2 [\omega^2 + (D m^2 + 2\tau^{-1})^2]} \right) \right\} ,
\]

where the function \( C \) is

\[
C = 3D^4 m^{12} \tau^4 /2 + 7D^5 m^{10} \tau^3 - (27\omega^2 \tau^2 - 23)D^4 m^8 \tau^2 /2 - (45\omega^2 \tau^2 - 8)D^3 m^6 \tau - (15\omega^4 \times \\
\times \tau^4 /2 + 55\omega^2 \tau^2 - 2)D^2 m^4 - 15(\omega^2 \tau^2 + 2)D m^2 \omega^2 \tau + (15\omega^4 \tau^4 /2 - 5\omega^2 \tau^2 /2 - 6)\omega^2 .
\]

It is useful to summarize our findings in a more conceptual form. Upon recalling that \( \kappa = \alpha k \), we can couch the eddy-diffusivity tensor in the form

\[
K = (\kappa + D) I + \mathbf{a}_1 \otimes \mathbf{a}_1 \sum |\hat{u}|^2 F_0(D) \\
+ \mathbf{a}_1 \otimes \mathbf{a}_1 \sum |\hat{u}|^2 \left[ \kappa F_1(\tau, D) + (1 - \beta)^2 g^2 \tau^2 F_{2:1}(D) + \kappa^2 F_{2:2}(\tau, D) \right] + O(\alpha^3) .
\]

The representation exhibits that the eddy-diffusivity tensor differs from the Brownian diffusivity only for the component \( K_{11} \). Such component is parallel to the flow but may have any orientation with respect to the gravitational acceleration.

The \( F \)'s functions can be reconstructed from \(^{47} \), \(^{48} \) and \(^{49} \) in the general case of an incompressible velocity field. In subsections VII B1 and VII B2 we give fully explicit expressions of the \( F \)'s in the case of Kolmogorov flows. In general, we emphasize that the second-order terms \( F_{2:1} \), \( F_{2:2} \) are coupled to the expansion in two distinct ways.

The \( F_{2:1} \) term is proportional to both the square of gravity and to \( \alpha^2 J^2 = (1 - \beta)^2 \), meaning that the diffusion tensor depends on the size of the deviation from unity of the added-mass factor but not on its sign. Gravity enters the eddy diffusivity only via this coupling, as foreseeable from the model equations \(^{4} \).

The \( F_{2:2} \) term is proportional to \( \alpha^2 k^2 = \kappa^2 \) and depends on \( \tau \) in a complicated fashion, but converges to a finite value when the Stokes time is small, due to the balancing in the power counting in \( \tau^{-1} \) and to the finite limit of \( C \) \(^{50} \).
A. Comparison with known results

Parallel flows are an interesting example also because it is possible to compare the perturbative results of section [VII] to the results obtained by different non-perturbative methods in [24]. The comparison is possible only under certain conditions. Namely we need to assume that we can analytically continue the above expressions of the eddy diffusivity to a continuum limit both in wave-number and frequency space. The conditions entail integration over an infinite time domain. We also suppose that the spectrum of the carrier velocity field is analytic in the plane defined by analytic continuation of the frequency variable. In such a case, if we perform the integral over frequencies using the Cauchy theorem the only relevant poles are those generated by the dynamics and explicitly appearing in (47)-(48).

It is straightforward to verify that

\[ K_*^{(0)} = \lim_{D \downarrow 0} K_*^{(0)} = \mathcal{F}_1 \otimes \mathcal{F}_1 \int_{\mathbb{R}^d} \, d\hat{m} \, |\hat{u}(\hat{m}, tD m^2)|^2, \]

and consequently

\[ \lim_{D \downarrow 0} K_*^{(0)} = \mathcal{F}_1 \otimes \mathcal{F}_1 \int_{\mathbb{R}^d} \, d\hat{m} \, |\hat{u}(\hat{m}, 0)|^2. \]

We are thus in the position of formally recovering the first non-trivial contribution to the eddy diffusivity appearing on the right-hand side of (13) in [24]. We emphasize the role of \( D \) in the derivation of this result. In the absence of \( D \), the sum over frequencies in (47) contains a double pole at the origin. The sum is, however, well defined when \( D \) is non-vanishing and yields the finite continuum limit (51). This fact evinces the importance of \( D \) as viscous regularization of the perturbative expansion.

We can also recover the remaining contributions to (13) in [24] from the continuum limit of (48). Computations are conceptually straightforward but involve some algebra. We only give the result. From the Cauchy theorem we get into

\[ \lim_{D \downarrow 0} K^{(2)} = i k + \mathcal{F}_1 \otimes \mathcal{F}_1 k \tau \int_{\mathbb{R}^d} \, d\hat{m} \, m^2 \left( |\hat{u}(\hat{m}, tD m^2)|^2 - |\hat{u}(\hat{m}, t(D m^2 + \tau^{-1}))|^2 \right). \]

In the limit \( D \downarrow 0 \), we recognize again after some algebra that this expression is the Fourier representation corresponding to the remaining terms on the right-hand side of (13) in [24].

B. Kolmogorov flows

A Kolmogorov flow is a specific instance of parallel flow, with spatial sinusoidal dependence on one only coordinate which can be aligned with \( x_d \) [57]. It reads:

\[ u(x, t) = \mathcal{F}_1 U \cos(m_\ell x_d) \mathcal{U}(t), \]

with \( U \) the characteristic fluid velocity scale and \( m_\ell = 2\pi/\ell \). The non-dimensional function \( \mathcal{U}(t) \) is usually taken as unity in the basic steady version, but it can also be assumed as a random function.

1. Constant flow

If \( \mathcal{U}(t) = 1 \ \forall t \), then \( \hat{u}(\hat{m}, n_\omega) = U \delta_{n_\omega, 0} \delta_{n_{m_\ell}, 0} \cdots \delta_{n_{m_{d-1}, 0}} (\delta_{n_{m_d, 1}} + \delta_{n_{m_d, -1}})/2 \). By denoting with \( \vartheta \) the angle between \( g \) and \( \mathcal{F}_f \), we get:

\[ K^{(0)}_{ij} = \delta_{i1} \delta_{j1} \frac{U^2}{2D m_\ell^2}, \]

\[ \alpha K^{(2)}_{ij} = \delta_{i1} \delta_{j1} \frac{U^2}{2D^2 m_\ell^2 (D m_\ell^2 + 1)} \kappa, \]

\[ \alpha^2 K^{(4)}_{ij} = \delta_{i1} \delta_{j1} \left[ \frac{U^2 r^2 g^2 (\cos \vartheta)^2}{2D^3 m_\ell^2} (1 - \beta)^2 + \frac{U^2 (3D m_\ell^2 \tau + 2)}{2D^3 m_\ell^2 (D m_\ell^2 + 1)^2 (D m_\ell^2 + 2)^2} \right]. \]

...
FIG. 1. Parallel component (for the constant Kolmogorov flow) of the rescaled effective diffusivity up to working order, as a function of the rescaled Stokes time, plotted for different values of the rescaled Brownian diffusivity.

It is interesting to notice that only the component of diffusivity parallel to the flow is modified, but that such a modification depends on the angle between the vertical and the \( x_d \) directions (and not on the one between gravity and \( x_1 \)). Equation (52) tells us that, for neutrally-buoyant particles, the parallel effective diffusivity is inversely proportional to the Brownian one.

The leading-order correction (53) is linear in the Brownian diffusivity \( \kappa \), and consists of an isotropic constant component minus a parallel one which is a decreasing function of both \( \tau \) and \( D \). The overall sign of (53) is not defined a priori:

\[
\alpha K^{(2)}_{11} \geq 0 \iff \tau \geq \frac{1}{Dm_\ell^2} \left( \frac{U^2}{2D^2m_\ell^2} - 1 \right).
\]

The main sub-leading correction from (54) is always positive in the parallel direction, second-order in either \( 1 - \beta \) or \( \kappa \), a growing function of gravity, maximum for \( \vartheta = 0 \) or \( \pi \) (a horizontal flow) and minimum for \( \vartheta = \pi/2 \) (surely corresponding to a vertical flow only in \( d = 2 \), but not necessarily in \( d = 3 \)). Numerically, one also infers the presence of a minimum in \( \tau \) and a monotonic dampening in \( D \).

Figure 1 shows the parallel component of the sum of expressions (52) + (53) + (54) as a function of the Stokes time. Plotted are the situations corresponding to three values of the Brownian diffusivity, all small in accordance to its character of regularization parameter. The quantities are drawn in units of \( \ell \) and \( U \): \( \bar{\tau} \equiv \tau/(\ell/U) \) and \( \bar{D} \equiv D/(\ell U) \) (and similarly for \( K \)). It is interesting to notice how modifications of \( D \) bring about radical changes in the concavity and initial slope of the curves. One of the relevant results of the present work is that it allows for the investigation at finite values of \( \tau \), without any perturbative expansion in such a parameter. As a consistency check, we verified (not shown here) that both ratios \( (\alpha^2K^{(4)}_{11})/(\alpha K^{(2)}_{11}) \) and \( (\alpha K^{(2)}_{11})/K^{(0)}_{11} \) are small in this situation.

Illustrative example. To shed more light on (52), we contrast it with the solution of (2) in the limit case \( \beta = 1 \) and \( \kappa = 0 \). In this case \( \dot{V}(t) = -V(t)/\tau \) so that the initial velocity of the particle becomes irrelevant for the computation. Assuming moreover \( D = 0 \), the inertial-particle dynamics reduces to that of a tracer in the absence of noise:

\[
\dot{X}(t) = u(X(t), t) = \mathbf{u} U \cos(m_\ell x_d(t)) .
\]

We can explicitly integrate (55). For \( X_d(t) = x_d \) and \( X_1(0) = 0 \), we get into

\[
X_1(t) = U \cos(m_\ell x_d) t .
\]
The transport properties are then defined by averages on the initial positions of the particles. In particular, averaging over the $x_d$ coordinate gives a zero terminal velocity, as expected. The effective diffusivity blows up:

$$K_{11} = \lim_{t \to +\infty} \frac{\langle X_1^2(t) \rangle - \langle X_1(t) \rangle^2}{2t} \propto \lim_{t \to +\infty} \frac{t^2}{t} = +\infty.$$ 

This infinite result is in perfect agreement with the limit $D \to 0$ in (52), and shows that deterministic flows evolving random initial data can give rise to ballistic diffusion.

2. Random flow

We now suppose that $U(t)$ is a random, stationary Gaussian process with zero mean, and correlation function \[ \mathcal{W}(t) = \langle U(t)U(0) \rangle = \exp(-\Gamma|t|)\cos(\gamma t). \]

The rates $\Gamma$ and $\gamma$ respectively measure the inverse vortex life time and the re-circulation degree. In other words, $\Gamma$ and $\gamma$ are inversely and directly proportional to the Kubo and Strohual numbers, respectively. In the spirit of a comparison with the time-periodic case, we may identify $\gamma$ with $2\pi/T$. We may, however, consider the case of an infinite temporal domain. We interpret in such a case the rate $\Gamma$ as a regularization dampening correlations. We recover the constant-Kolmogorov case of subsection VII B 1 by letting $\Gamma \to 0 \leftarrow \gamma$ and paying attention to the order of the limits in the non-diffusive case $D \to 0$. We apply the results of the previous sections, by replacing the temporal Fourier series with integrals, and also substituting time averages over one period with statistical averages. With these provisos, we replace

$$\int_0^T dt \sum_{n=m, \omega \in \mathbb{Z}} \hat{u}(\hat{n}, \omega) \hat{u}(\hat{n}, \omega) \exp[i(\omega + \omega')t] \to \int_\mathbb{R} dw |\hat{u}_*(\hat{n}, \omega)|^2,$$

with $|\hat{u}_*(\hat{n}, \omega)|^2 = U^2 \mathcal{W}(\omega) \delta_{n,0} \delta_{\omega,0} \delta_{\omega,1} \delta_{\omega,-1} \delta_{\omega,-1}/4$ and

$$\mathcal{W}(\omega) = \frac{\Gamma}{\sqrt{2\pi}} \left[ \frac{1}{\Gamma^2 + (\omega + \gamma)^2} + \frac{1}{\Gamma^2 + (\omega - \gamma)^2} \right].$$

Consequently,

$$K_{ij}^{(0)} = \delta_{i1} \delta_{j1} \frac{U^2 \Omega}{2(\Omega^2 + \gamma^2)},$$

$$\alpha K_{ij}^{(2)} = \delta_{ij} \epsilon - \delta_{i1} \delta_{j1} \frac{U^2 m^2 \Omega (\Omega^2 - 3 \gamma^2) \tau + (\Omega^2 - \gamma^2)}{2 \tau^2 (\Omega^2 + \gamma^2)^2 [\Omega + \tau - \gamma] \kappa},$$

$$\alpha^2 K_{ij}^{(4)} = \delta_{i1} \delta_{j1} \left[ U^2 \tau g^2 m^2 (\cos \theta)^2 \frac{\Omega (\Omega^2 - 3 \gamma^2)}{2(\Omega^2 + \gamma^2)^3} (1 - \beta)^2 + C \kappa^2 \right].$$

In the above expressions we defined $\Omega$ as the weighted sum of the Brownian diffusivity and of the inverse vortex life time,

$$\Omega \equiv D m^2 + \Gamma,$$

and

$$C = \frac{U^2 m^4}{2\tau^2 (\Omega^2 + \gamma^2)^3 \{[\Omega + \tau - \gamma]^2 + \gamma^2 \} \times [3\Omega(\Omega^6 - 9\Omega^4 \gamma^2 - 5\Omega^2 \gamma^4 + 5\gamma^6) + 2(7\Omega^6 - 45\Omega^4 \gamma^2 - 15\Omega^2 \gamma^4 + 5\gamma^6) \tau - \Omega \times (23\Omega^4 - 110\Omega^2 \gamma^2 - 5\gamma^4) \tau - 4(4\Omega^4 - 15\Omega^2 \gamma^2 + \gamma^4) \tau - 3 + 4\Omega (\Omega^2 - 3 \gamma^2) \tau^4].$$

Equation (56) tells us that, for neutrally-buoyant particles, the parallel effective diffusivity is a decreasing function of the re-circulation degree. Furthermore the effective diffusivity vanishes for very small or very large $\Omega$, and is maximum for $\Omega = \gamma$.

The leading correction (57) is again linear in the small parameter $\kappa$. It consists of an isotropic constant component and a parallel one which is a complicated function of $\tau, \Omega$ and $\gamma$. Its overall sign is not defined a priori.

The main sub-leading correction from (58) can have either sign in the parallel direction, is second-order in both $1 - \beta$ and $\kappa$, and is a growing function of gravity, maximum for $\vartheta = 0$ or $= \pi$ and minimum for $\vartheta = \pi/2$. 


a. **Illustrative example** Finally, it is again expedient to contrast with the solution of in the limit case \( \beta = 1 \) and \( \kappa = 0 \). Neglecting as in subsection the initial velocity and imposing \( D = 0 \), the inertial particle dynamics reduces for \( X_0(0) = x_d \) to:

\[
\dot{X}(t) = \pm U \cos(m_t x_d) U(t).
\]

Let us then focus on the following two cases.

1. Case \( \gamma \neq 0 = \Gamma \). This is a time-oscillating flow with a random phase \( \varpi \) distributed uniformly on \([0, 2\pi)\):

\[
\mathcal{U}(t) = \sqrt{2} \cos(\gamma t + \varpi) \implies \langle \mathcal{U}(t) \rangle = 0 \quad \& \quad \langle \mathcal{U}(t) \mathcal{U}(t') \rangle = \cos[\gamma(t - t')].
\]

For \( X_1(0) \), the solution of \((59)\) is

\[
X_1(t) = \sqrt{2} U \cos(m_t x_d) \frac{\sin(\gamma t + \varpi)}{\gamma}.
\]

whence we find a vanishing terminal velocity, and for the effective diffusivity

\[
K_{11} = \lim_{t \to +\infty} \frac{\langle X_1^2(t) \rangle - \langle X_1(t) \rangle^2}{2t} \propto \lim_{t \to +\infty} \frac{\text{const.}}{t} = 0.
\]

This zero result is in perfect agreement with the situation \( D = 0 = \Gamma \) in \((50)\) (i.e. \( \Omega = 0 \)) for finite \( \gamma \).

2. Case \( \Gamma \neq 0 = \gamma \). This corresponds to a telegraph process, with random initial condition \( \mathcal{U}(0) \) and only two possible states \pm 1, with the jump distribution described by a Poisson process \( \varpi(t) \) with parameter \( \Gamma/2 \):

\[
\mathcal{U}(t) = (-1)^{\mathcal{U}(0) - 1/2 + \varpi(t)} \quad \& \quad \text{prob}[\varpi(t) = I] = \exp(-\Gamma t/2) \frac{(\Gamma t/2)^I}{I!}
\]

\[
\implies \langle \mathcal{U}(t) \rangle = 0 \quad \& \quad \langle \mathcal{U}(t) \mathcal{U}(t') \rangle = \exp(-\Gamma |t - t'|).
\]

We find again as expected a zero terminal velocity. We can also use \((60)\) to derive the effective diffusivity:

\[
K_{11} = \lim_{t \to +\infty} \int_0^t dt' \langle u_1(X(t), t) u_1(X(t'), t') \rangle \propto \lim_{t \to +\infty} \frac{1 - \exp(-\Gamma t)}{\Gamma} = \Gamma^{-1}.
\]

This result is in perfect agreement with the situation \( D = 0 = \gamma \) in \((50)\) with \( \Omega = \Gamma \), and consistently implies an infinite diffusivity in the limit of vanishing \( \Gamma \).

### VIII. CONCLUSIONS

Multi-scale perturbation theory confers a precise mathematical meaning to the distinction between small- and large-scale hydrodynamic degrees of freedom. As a consequence experimentally relevant indicators such as terminal velocity and eddy diffusivity can be expressed as well-defined averages over microscopic degrees of freedom. The explicit evaluation of these quantities is of crucial importance for applications e.g. in micro-meteorology [50]. The evaluation requires, however, to resolve the small-scale dynamics. This remains a task computationally very challenging in spite of the dimensional reduction operated by multi-scale methods.

The perturbative scheme of the present contribution further simplifies this task. It differs from the over-damped expansion applied with the same purpose in \[(50)\]. Using the deviation from unity of the added-mass ratio as expansion parameter allows us to resolve small-scale co-velocity and position dynamics on the same footing. The consequent and notable difference with the over-damped expansion, is that we can handle the analysis of small-scale degrees of freedom by means of a regular perturbation theory rather than by a secondary multi-scale expansion. This is an advantage inasmuch multi-scale expansions, similarly to the classical Chapman–Enskog procedure, encounter in general obstructions at orders higher than the second. The reason relies, roughly speaking, in the generic occurrence of short-wave instabilities. In the framework of multi-scale expansions these instabilities appear in connection with the appearance of secular terms (see § 10.4.1 of [41] for an explicit illustration and [60] for a broad discussion).

Here, we compute higher-order corrections by solving well-posed equations without the need of partial resummations to cancel the occurrence of secular terms. As a consequence the expansion appears, at least formally, free of short-wave instabilities. In this sense, and in the context of inertial particles with added mass, it may be regarded as a way to circumvent short-wave instabilities affecting hydrodynamic perturbative expansions in more general contexts.

Finally, it is also possible to envisage extensions of the present methods such as considering compressible carrier flows or, a considerably more challenging task, applying it to general inertial models including Basset-type history terms, as well as other corrections due to the contributions by Faxén, Oseen and Saffman.
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Appendix A: Hermite polynomials

We write the expression in Cartesian components of the Hermite polynomials used in the text:

\[ H^{(2)}_{ij}(y) \equiv y_i y_j - k \tau^{-1} \delta_{ij}, \]

\[ H^{(3)}_{ijl}(y) \equiv y_i y_j y_l - k \tau^{-1} \sum \delta_{\sigma(i)j} \delta_{\sigma(l)\sigma(l)} + k^2 \tau^{-2} \sum \delta_{\sigma(i)j} \delta_{\sigma(l)\sigma(l)} \]

As in the main text the sum over \( \sigma \) ranges over index permutations without ordering. Hermite polynomials are orthogonal with respect to the scalar product defined by the integral with respect to the Gaussian measure (16) — see [55] for details.

Appendix B: Floquet theory

We expect that the semigroup \( G_t \) solution of

\[ \dot{\bar{M}}^i_{x,t} G_t(x, x_*) = 0, \]

\[ \lim_{t \downarrow 0} G_t(x, x_*) = \delta_\mathcal{B}(x - x_*) \]

(where \( \delta_\mathcal{B} \) is the Dirac-\( \delta \) on the torus \( \mathbb{T}^d(\mathbb{B}) \)), admits the factorization

\[ G_t(x, x_*) = \mathcal{P}_t(x, x_*) \exp(-\mathcal{F} t)(x, x_*) . \]

The semigroup \( \mathcal{P}_t \) satisfies \( \mathcal{P}_{t+\tau} = \mathcal{P}_t \) for all \( t \). The operator \( \mathcal{F} \) is time autonomous. By the ergodicity assumption \( \exp(-\mathcal{F} t) \) is contractive on \( L^2(\mathbb{T}^d) \) except when acting on constant functions, i.e. on the elements of the kernel of \( \bar{M}^i_{x,t} \) and \( \bar{M}^i_{x,t} \). These considerations lead us to expect that the spectrum (Sp) of \( \bar{M}^i_{x,t} \) on \( L^2(\mathbb{T}^{d+1}) \) satisfies

\[ \text{Sp} \bar{M}^i_{x,t} = \text{Sp} \mathcal{F} \pm \frac{2 \pi i n}{\tau} \quad \forall n \in \mathbb{N} . \]

Appendix C: Explicit calculations for parallel flows

1. Steady state

It is readily seen that the only non vanishing component of (34) becomes in Fourier space:

\[ \hat{P}_{1}^{(1:1)}(\vec{n}, n_\omega) = -(i \omega + D m^2)^{-1} J \tau^{-1} \hat{u}_1(\vec{n}, n_\omega) . \]

As \( P_1^{(1:1)} \) is divergenceless, we immediately find that:

\[ P_1^{(2:0)} = W^{(2)} = 0 . \]

Inspection of (35b) and (36) shows that

\[ \partial_x \partial_z P_1^{(2:2)} = 0 , \]

and that only \( P_1^{(3:1)} \) and \( P_1^{(2:2)} \) are non-vanishing. Using this result, we conclude:

\[ P_1^{(4:0)} = W_1^{(4)} = 0 . \]
2. Auxiliary vector

Once we take into account initial and solvability conditions, \((37)\) reduces to a diffusion equation for the first component \(Q_1^{(0,0)}\) as a function of \(\vec{x} = (x_2, \ldots, x_d)\). In Fourier space this observation transduces into

\[
\hat{Q}_1^{(0,0)}(\vec{n}_m, n_\omega) = -(i\omega + Dm^2)^{-1}\hat{u}_1(\vec{n}_m, n_\omega),
\]

whence we readily obtain \((47)\).

In order to compute the leading-order correction to the eddy diffusivity we need to compute the vector \(Q_i^{(1:1)} \equiv \partial_{x_j}Q_{ij}^{(1:1)}\). Since \(P_i^{(3:1)}\partial_{x_i}u_1 = P_1^{(3:1)}\partial_{x_1}u_1 = 0\), only \(Q_1^{(1:1)}\) is non-vanishing and obeys

\[
(\partial_t - D \partial^2_x + \tau^{-1}) Q_1^{(1:1)}(\vec{x}, t) = -\partial^2_x Q_1^{(0,0)}(\vec{x}, t).
\]

Turning to Fourier space we find:

\[
\hat{Q}_1^{(1:1)}(\vec{n}_m, n_\omega) = (i\omega + Dm^2 + \tau^{-1})^{-1} m^2 \hat{Q}_1^{(0,0)}(\vec{n}_m, n_\omega).
\]  
(C1)

Upon inserting in \((42)\), we find that the only non-vanishing contribution comes from

\[
\hat{R}_1^{(2:0)}(\vec{n}_m, n_\omega) = - (i\omega + Dm^2)^{-1}(iJ\vec{g} \cdot \vec{m} \hat{Q}_1^{(0,0)}(\vec{n}_m, n_\omega) + k\tau^{-1} \hat{Q}_1^{(1:1)}(\vec{n}_m, n_\omega)).
\]  
(C2)

Using \((C1), (C2)\) we obtain

\[
K^{(2)} = kI - \vec{x}_1 \otimes \vec{x}_1 \sum_{\vec{n}_m, n_\omega} \frac{k\tau^{-1}m^2 + iJ\tau\vec{g} \cdot \vec{m}(i\omega + Dm^2 + \tau^{-1})}{(i\omega + Dm^2)^2(i\omega + Dm^2 + \tau^{-1})} |\hat{u}(\vec{n}_m, n_\omega)|^2.
\]

From this expression we obtain \((48)\) upon exploiting the fact that \(\hat{u}(\vec{n}_m, n_\omega)\) is the Fourier transform of a real-valued vector field.

In order to compute the second-order correction we need \(Q_i^{(3:1)}(\vec{x}, t) \equiv \partial_{x_j}Q_{ij}^{(3:1)}(\vec{x}, t)\), whose only non-vanishing component is determined by the solution of

\[
(\partial_t - D \partial^2_x + \tau^{-1}) Q_{ij}^{(3:1)} = -\partial^2_x Q_j^{(2:0)} - J k^{-1} \vec{g} \cdot \partial_x \hat{Q}_1^{(1:1)} - 2k\tau^{-1} \partial_{x_j}\partial_{x_i}Q_{ij}^{(2:2)},
\]

and

\[
(\partial_t - D \partial^2_x + 2\tau^{-1})\partial_{x_i}\partial_{x_j}Q_{ij}^{(2:2)} = -\partial^2_x Q_1^{(1:1)}.
\]

Equipped with the solutions of the foregoing equations, we can explicitly determine

\[
\hat{Q}_j^{(4:0)}(\vec{n}_m, n_\omega) = -(i\omega + Dm^2)^{-1}k\tau^{-1} \hat{Q}_j^{(3:1)}(\vec{n}_m, n_\omega),
\]

and therefore

\[
K^{(4)} = -\sum_{\vec{n}_m, n_\omega} \hat{u}(-\vec{n}_m, -n_\omega) \otimes \hat{Q}_j^{(4:0)}(\vec{n}_m, n_\omega)
\]

\[
= -\vec{e}_i \otimes \vec{e}_j k\tau^{-1} \sum_{\vec{n}_m, n_\omega} (i\omega + Dm^2)^{-1}\hat{u}(-\vec{n}_m, -n_\omega) \hat{Q}_1^{(3:1)}(\vec{n}_m, n_\omega).
\]

From this expression we get into \((49)\) after some straightforward yet lengthy algebra.

[1] U. Lohmann and J. Feichter, “Global indirect aerosol effects: a review,” Atmos. Chem. Phys. 5, 715–737 (2005).
[2] S. Solomon, Climate change 2007 - the physical science basis: Working group I contribution to the fourth assessment report of the IPCC, Vol. 4 (Cambridge University Press, 2007).
[3] A. Celani, A. Mazzino, and M. Tizzi, “The equivalent size of cloud condensation nuclei,” New J. Phys. 10, 075021 (2008).
[4] C. Denjean, F. Cassola, A. Mazzino, S. Triquet, S. Chevalier, N. Grand, T. Bourrianne, G. Momboisse, K. Sellegri, A. Schwarzenbock, E. Freney, M. Mallet, and P. Formenti, “Size distribution and optical properties of mineral dust aerosols transported in the western Mediterranean,” Atmos. Chem. Phys. 16, 1081–1104 (2016).
[41] H. Risken, *The Fokker–Planck Equation: Methods of Solutions and Applications* (Springer, 1989).
[42] N. G. Van Kampen, *Stochastic Processes in Physics and Chemistry* (Elsevier, 2007).
[43] G. A. Pavliotis and A. M. Stuart, *Multiscale Methods: Averaging and Homogenization*, Texts in Applied Mathematics, Vol. 53 (Springer, 2007).
[44] C. M. Bender and S. A. Orszag, *Advanced Mathematical Methods for Scientists and Engineers* (McGraw-Hill, 1978).
[45] A. Bensoussan, J. L. Lions, and G. Papanicolaou, *Asymptotic Analysis of Periodic Structures* (North-Holland, 1978).
[46] S. Boi, A. Mazzino, and G. Lacorata, “Explicit expressions for eddy-diffusivity fields and effective large-scale advection in turbulent transport,” J. Fluid Mech. 795, 524–548 (2016).
[47] M. R. Maxey and S. Corrsin, “Gravitational settling of aerosol particles in randomly oriented cellular flow fields,” J. Atmos. Sci. 43, 1112–1134 (1986).
[48] L. P. Wang and M. R. Maxey, “Settling velocity and concentration distribution of heavy particles in homogeneous isotropic turbulence,” J. Fluid Mech. 256, 27–68 (1993).
[49] A. Babiano, J. H. E. Cartwright, O. Piro, and A. Provenzale, “Dynamics of a small neutrally buoyant sphere in a fluid and targeting in Hamiltonian systems,” Phys. Rev. Lett. 84, 5764–5767 (2000).
[50] C. Marchioli, M. Fantoni, and A. Soldati, “Influence of added mass on anomalous high rise velocity of light particles in cellular flow field: a note on the paper by Maxey (1987),” Phys. Fluids 19, 098101 (2007).
[51] T. Sapsis and G. Haller, “Instabilities in the dynamics of neutrally buoyant particles,” Phys. Fluids 20, 017102 (2008).
[52] P. Castiglione and A. Crisanti, “Dispersion of passive tracers in a velocity field with non-$\delta$-correlated noise,” Phys. Rev. E 59, 3926–3934 (1999).
[53] M. Martins Afonso, “The terminal velocity of sedimenting particles in a flowing fluid,” J. Phys. A 41, 385501 (2008).
[54] M. Martins Afonso and A. Mazzino, “Point-source inertial particle dispersion,” Geophys. Astrophys. Fluid Dyn. 105, 553–565 (2011).
[55] H. Grad, “Note on $n$-dimensional Hermite polynomials,” Comm. Pure Appl. Math. 2, 325–330 (1949).
[56] P. A. Kuchment, “Floquet theory for partial differential equations,” Russ. Math. Surv. 37, 1–60 (1982).
[57] A. M. Obukhov, “Kolmogorov flow and laboratory simulation of it,” Russ. Math. Surv. 38, 113–126 (1983).
[58] A. S. Monin and A. M. Yaglom, *Statistical Fluid Mechanics* (MIT Press, 1975).
[59] A. Glazunov, Ü. Rannik, V. Stepanenko, V. Lykosov, M. Auvinen, T. Vesala, and I. Mammarella, “Large-eddy simulation and stochastic modeling of Lagrangian particles for footprint determination in the stable boundary layer,” Geosci. Model Dev. 9, 2925–2949 (2016).
[60] A. V. Bobylev, “Instabilities in the Chapman-Enskog expansion and hyperbolic Burnett equations,” J. Stat. Phys. 124, 371–399 (2006).