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Abstract: Transport companies operate in a dynamically developing and competitive market. Maintaining the already held position and further expansion requires adjusting the level of services provided to the needs and requirements of customers, as well as continuous surveying, monitoring and adjusting the implemented strategy. There are different methods for such an analysis. This article proposes logistic regression. The research was conducted on the basis of a distribution and trade company dealing with the supply of automotive spare parts. As the most profitable group of customers are local car repair shops, it was this group that was subject to analysis.

The quality of service assessment was considered from the point of view of delivery time. The dichotomous form of the predictor taking two values - late and on-time delivery - was determined. From among the possible ones, regressors whose influence was statistically significant and whose modification was possible were selected. The research showed which of them (and how strongly) affect the dependent variable, which allowed for modification of strategy and implementation of new solutions increasing the number of satisfied customers.
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1 Introduction

The high quality of services provided is of key importance for maintaining a proper level of customer satisfaction and increasing the revenues of each company [1]. It is, however, a result of numerous elements, often difficult to measure, sometimes even to identify. The lack of quantifiable measures and limited availability of empirical data are also not conducive to its analysis, which is why some research in this area are simulation studies [2, 3].

Methods aimed at studying or measuring the achieved quality of services play an important role in the process of developing high standards of customer service and its accompanying elements. They can be used to make corrections and streamline processes carried out. The most popular method in literature is SERVQUAL [4–6] or six sigma tools [7]. In many analyses, customer satisfaction is defined as a quantitative variable, most often expressed as a percentage [8, 9]. This does not always allow for a clear and immediate assessment. The possibility of prediction is also reduced due to the requirements imposed on the form of individual variables. This applies, for example, to commonly used linear regression models [10, 11]. The answer to the limitations formulated for linear models are non-linear models [12, 13]. Due to their versatility and greater freedom in the selection of variables, they are used in many sectors [14, 15], including transport [16, 17]. Therefore, they have also become a tool used in this publication, which aimed primarily to indicate the possibility to mathematically analyze selected elements of the company’s activity affecting the quality of services provided. The method of estimation of such a model and its advantages are presented. The strength of the proposed approach lies in its practical usefulness and ability to provide information to shape the company’s strategy. It allows to introduce appropriate corrections, influencing the increase in customer satisfaction, which is particularly important in ensuring loyalty to the company and shaping long-term relations with customers.

2 Logistic regression model

Logistic regression describes and estimates the relationship between a dependent variable Y, which takes only two possible values, resulting from the occurrence or not of an event, and independent variables affecting that phenomenon. Its popularity is supported by the lack of necessity to meet many requirements for linear regression and general linear models, which include the linearity of the re-
When there is only one independent variable, the logistic function \[ f(x) = \frac{e^x}{1 + e^x} = \frac{1}{1 + e^{-x}} \] (1)

where \( e \) – Euler number, \( x \) – value of the explanatory variable \( X \).

It can be written in several ways, depending on the calculated value. If the probability of success is calculated (assuming that \( Y \) means a dichotomous variable with values of 1 for the occurrence of the event we are interested in (success) and 0 for the opposite case (failure), then the logistic regression model is described by the following equation (2):

\[
P(Y = 1 | x_1, x_2, \ldots, x_k) = \frac{e^{\beta_0 + \sum_{i=1}^{k} \beta_i x_i}}{1 + e^{\beta_0 + \sum_{i=1}^{k} \beta_i x_i}}
\]

(2)

where \( \beta_i \) \( i = 0, \ldots, k \) are logistic regression coefficients, \( x_1, x_2, \ldots, x_k \) – independent variables, which can be both measurable and qualitative.

Logistic regression can also be interpreted from the point of view of the odds of occurrence of the event studied (success):

\[
\frac{P(Y = 1 | X)}{1 - P(Y = 1 | X)} = e^{\beta_0 + \sum_{i=1}^{k} \beta_i x_i}
\]

(3)

The odds are defined as the probability of an event occurring \( P(A) \) divided by the probability of an event not occurring \( 1 - P(A) \):

\[
\text{(Odds)} \ S(A) = \frac{P(A)}{P(\text{non} - A)} = \frac{P(A)}{1 - P(A)}
\]

(4)

An important concept in this respect is also the odds ratio \( OR \). It is expressed by the ratio of the odds of an event \( S(A) \) occurring in one group to the same event \( S(B) \) occurring in another, compared group. The OR indicator determines how much greater or lesser the odds of a given event occurring are.

\[
OR_{AB} = \frac{S(A)}{S(B)} = \frac{P(A)}{1 - P(A)} \cdot \frac{P(B)}{1 - P(B)}
\]

(5)

When there is only one independent variable, the logistic regression equation takes the following form:

\[
P(Y = 1 | X) = \frac{e^{\beta_0 + \beta_1 x_1}}{1 + e^{\beta_0 + \beta_1 x_1}}
\]

(6)

After logarithmizing both sides of the equation (6) we will receive a logit form of the logistic model (7):

\[
\text{logit} \ P(Y = 1 | X) = \ln \frac{P(Y = 1 | X)}{1 - P(Y = 1 | X)} = \beta_0 + \beta_1 \cdot x_1
\]

(7)

The logistic regression model has also its own requirements. Its use is conditioned by the test sample size, which should be equal to \( n > 10(k + 1) \), where \( k \) means the number of predictors.

### 3 Characteristics of the company studied

The subject of the research is a distribution and trade company operating in the automotive industry. It deals with the sale and supply of spare parts for motor vehicles. It offers a wide range of assortment for vehicles of various brands, both passenger cars and trucks, as well as motorcycles and agricultural tractors. It also supplies additional accessories, tires, workshop tools as well as liquids and consumables.

The analysis presented here concerns one of the company’s branches dealing with sales and direct delivery of orders to local car repair shops. The deliveries are carried out with the use of the company’s own fleet, by drivers assigned to specific areas of the city within the area of branch operations. Orders are placed via customer service center and a special program with an individual account for accessing online catalog databases. Depending on the time of placement, orders are assembled and segregated into 4 areas serviced by 4 drivers in four rounds held each day. Timeliness of deliveries is one of the most important elements influencing the assessment of the level of services provided. It should be stressed, however, that the priority for the company is the quality of the sold assortment, and in particular its reliability and durability in relation to price. So far, therefore, the assessment of the delivery service itself, including its timeliness, has not been of particular interest to the company. The implementation arrangements once adopted in this area are consistently continued. Both the number of drivers, equal at any time of the day, and the division of the serviced area among them remains constant. In the case of repair shops, however, waiting time for parts is as important as quality thereof, since prolonged deliveries cause downtime for the mechanics and can reduce potential profits. Moreover, offers of competing companies in this industry often include products from the same manufacturers and similar discounts are offered to the part-purchasing companies. Therefore, any area that increases competitiveness is worth considering.

The above considerations became the genesis of the presented research. The research sample consisted of data on the completion of individual orders provided by the company. They contained information about the round
number, congestion on the road, the number of orders placed by a given customer, the total number of repair shops serviced within a given route. In addition, it was noted whether, in the context of the order placed, the goods were available at the warehouse of the branch or had to be delivered from the central warehouse and whether the delivery was made within the time limits declared by the company. An analysis of more than 2,300 orders revealed that as much as 37% of them were late. In so many cases (862 out of 2304) the order was not delivered to the customer within the declared time.

4 Diagnostics and characteristics of selected predictors

4.1 Ordering round

As mentioned above, the courses to customers are carried out in 4 rounds resulting from the time periods in which the customer orders are placed. The first-round handles orders placed between 6 p.m. and 9 a.m., the second one those placed between 9 a.m. and 1 p.m., the third - between 1 p.m. and 3 p.m. and the fourth - between 3 p.m. and 6 p.m. It is the company’s policy that items ordered after 6 p.m. should be delivered to the customer by 11 a.m. the next working day, those ordered between 9 a.m. and 1 p.m. should be delivered no later than 3 p.m., the third round should be delivered to the customer by 5 p.m., while the last round should be delivered to the repair shops by 8 p.m.

Figure 1 This has resulted in an even distribution of the number of drivers among the deliveries. Each of them at a given time is performed by 1 driver (4 trips per shift, 16 deliveries per day).

The analysis of the significance of differences in the averages of orders in particular rounds carried out using the Kruskal-Wallis test confirmed that with the assumed level of significance (α = 0.05) there are no grounds to reject the verified zero hypothesis (p = 0.3384) of the equality of averages in the groups studied. However, the analysis of late deliveries in individual hourly intervals leads to different conclusions. It shows that the most problematic group is the second one, accounting for more than 50% of all late deliveries. The results for all groups are presented in Table 1.

Table 1: Percentage share of late deliveries by individual delivery ranges.

| Round No. | 1st  | 2nd  | 3rd  | 4th  |
|-----------|------|------|------|------|
| Number of late deliveries [%] | 15.1 | 51.2 | 23.5 | 10.2 |

Therefore, the variable time of placing an order may be a factor affecting the quality of the services provided.

4.2 Location of the ordered assortment

Each of the branches of the company studied has its own warehouse, where orders are assembled and prepared for delivery within each round. However, due to the diversity and a wide range of products offered, it is not possible to guarantee the availability of all items. In such a situation, the missing goods are sent from a central warehouse located in a different district of the city, which may extend the waiting time for delivery and even cause the order to be sent in the next round. As the analysis shows, the number of late deliveries is significantly higher (almost 67% of all orders) if the ordered goods are located in the central warehouse.

4.3 Congestion on the road

The next step was to characterize the congestion factor, which may have a strong impact on the delay. Congestion on roads is caused by many factors. They are influenced by both peak hours, during which there is an increase in the number of vehicles due to commuting, but also by random events such as accidents. In the period under study, delays during heavy traffic accounted for almost 64% of all late deliveries.
Table 2: Basic descriptive statistics on the number of orders placed.

| Number of observations | Mean | Median | Minimum | Maximum | Standard deviation | Coefficient of variation [%] |
|------------------------|------|--------|---------|---------|--------------------|-----------------------------|
| 2304                   | 8.32 | 8      | 4       | 13      | 1.79               | 21.59                       |

Figure 2: Comparison of delivery times depending on the number of orders.

4.4 Number of orders and number of serviced repair shops

Two quantitative variables were also distinguished. It was the number of orders placed by a given repair shop and the number of repair shops serviced within a given round. The number of orders is not tantamount to the number of pieces of a particular assortment. It is defined as a one-time contact (by telephone or online) with a company, within which the customer can order an unlimited number of items. Often, new orders are created on an ongoing basis as part of vehicle diagnostics, after the inspection of subsequent components or cars. During the period considered, one repair shop placed an average of 8 orders per round. Other descriptive statistics are presented in Table 2.

It appears that the number of late deliveries is lower in the case of large orders (Figure 2). This may result from their value, which in the case such orders is high, which is conducive to greater care for such a customer. A comparison of the number of late orders in these two groups is shown in Figure 2. A clearly visible difference was confirmed by the results of the Mann-Whitney U test (p = 0.000), which at an assumed level of significance (α = 0.05) indicates rejection of the zero hypothesis being verified.

This is confirmed by the results of the Mann-Whitney U test (p = 0.000), which at an assumed level of significance (α = 0.05) indicate rejection of the zero hypothesis being verified.

Selection of predictors in the logistic regression model constitutes an important stage in the estimation of its parameters. It should be correct and exhaustive, therefore the selected and characterized above explanatory variables should be analyzed to determine whether the suggested relationships are strong enough (significant) to justify the use of the variable in the model. The chi-square test [20] allows for a statistical and substantive study of the relationship between variables. In all cases, the calculated test statistic did not allow to accept the zero hypothesis. It was therefore rejected in favor of the alternative hypothesis of the existence of a relationship, the strength of which was measured using Φ—the Yule’s (for binary tables) and the V-Cramér coefficient (tables more complex than 2×2). All links between variables are statistically significant. This is also confirmed by the graphs of interaction of individual dependent variables with the explained variable (Figure 4). In the absence of interaction, the lines in the graph would be parallel to each other.
5 Estimation of logistic model parameters

Calculations carried out and graphs (Figure 4) confirm that the model variables were selected correctly. This allows to estimate the parameters of the logistic regression model, the values of which are presented in Table 3.

All calculated parameters turned out to be statistically significant, which is confirmed by the calculated Wald’s statistics test value and the associated probability value $p$, which for each line is smaller than the assumed level of significance $\alpha = 0.05$. (Table 3). It can therefore be concluded that all the factors distinguished significantly contribute to the delivery being late. This is described by the logistic regression model in the following form:

$$P(\text{late delivery} = \text{yes}|X) = \frac{e^a}{1 + e^a}$$  \hspace{1cm} (8)

where:

$$a = -0.297 \times \text{number of orders}$$  \hspace{1cm} (9)
$$+ 0.062 \times \text{number of repair shops}$$
$$+ 0.579 \times \text{congestion} - 0.438 \times \text{centr. warehouse}$$
$$+ 1.221 \times \text{1st round} + 0.85 \times \text{2nd round}$$
$$+ 0.763 \times \text{3rd round}$$

The logistic regression equation presented above can also take equivalent form of a logit function:

$$\text{logit} P(\text{late delivery} = \text{yes}|X)$$  \hspace{1cm} (10)

$$= \ln \frac{P(\text{late delivery} = \text{yes}|X)}{1 - P(\text{late delivery} = \text{yes}|X)}$$
$$= -0.297 \times \text{number of orders}$$
$$+ 0.062 \times \text{number of repair shops}$$
$$+ 0.579 \times \text{congestion} - 0.438 \times \text{centr. warehouse}$$
$$+ 1.221 \times \text{1st round} + 0.85 \times \text{2nd round}$$
$$+ 0.763 \times \text{3rd round}$$

They can also be written as the odds:

$$P(\text{late delivery} = \text{yes}|X) \bigg/ (1 - P(\text{late delivery} = \text{yes}|X)) = e^a$$  \hspace{1cm} (11)

where

$$a = -0.297 \times \text{number of orders}$$  \hspace{1cm} (12)
$$+ 0.062 \times \text{number of repair shops}$$
$$+ 0.579 \times \text{congestion} - 0.438 \times \text{centr. warehouse}$$
$$+ 1.221 \times \text{1st round} + 0.85 \times \text{2nd round}$$
$$+ 0.763 \times \text{3rd round}$$

Estimated values of logistic regression coefficients are not a measure that quantifies the existing relationships between variables (as in the linear regression model). Only the sign at the estimated parameter informs whether the analyzed odds are greater (plus) or smaller (minus) in relation to the reference level. The information provided by the estimated parameters of the logistic regression model is supplemented by the odds calculated according to the equation (12). The odds ratio calculated on the basis
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Table 4: Odds ratios for individual predictors

| Effect                  | Odds ratios | Upper conf. limit 95.0% | Lower conf. limit 95.0% | p    |
|-------------------------|-------------|--------------------------|--------------------------|------|
| number of orders        | 0.743       | 0.716                    | 0.771                    | 0.000|
| number of repair shops  | 1.064       | 1.049                    | 0.131                    | 0.000|
| congestion peak         | 1.784       | 1.485                    | 2.143                    | 0.000|
| central warehouse no    | 0.645       | 0.535                    | 0.777                    | 0.000|
| round no. 1st           | 3.389       | 2.361                    | 4.865                    | 0.000|
| round no. 2nd           | 1.755       | 0.433                    | 0.000                    |      |
| round no. 3rd           | 2.144       | 1.559                    | 2.949                    | 0.000|

Theod of – equation (5) – indicates the size of the change signaled by the estimated parameters. The odds ratios calculated for the parameters studied are presented in Table 4.

The odds ratio calculated for the number of orders placed by a given repair shop is 0.74 and means that each unit increase in this number causes a 0.74-fold decrease in the odds of late delivery. The impact of the number of repair shops that are serviced within one round is opposite. A unit increase in this number causes a 1.06-fold increase in the odds of late delivery. Out of the qualitative variables, only the lack of the need to obtain goods from the central warehouse causes a 0.65-fold decrease in the odds of late delivery, which means that if the goods are not available in the branch warehouse, there is a 1.55-fold increase in the odds of late delivery. As the reference point was the 4th round, where the least late deliveries took place, the calculated odds ratios for the 1st, 2nd and 3rd round increase the odds of late delivery by 3.39, 2.34 and 2.14 times, respectively.

### 6 Logistic regression model diagnostics

The adequacy of model matching to the empirical data was verified using the Hosmer-Lemeshow test and the ROC curve [9, 21]. The Hosmer-Lemeshow test is a test that verifies the hypothesis of equality of observed and predicted values. If they are close enough to each other, it can be assumed that the model is well matched to the data. The zero hypothesis of this test is that the probabilities estimated by the model correspond to the real probabilities. The value of the H-L test statistics calculated for the analyzed model is 8.9437 and the associated p-value = 0.3471, which means that there are no grounds for rejecting H₀.

To evaluate the proposed model, the so-called cut-off point π₀ was also used. This is the value of the predictor that best divides the studied set into two groups: the group in which the studied phenomenon occurs and the group in which the phenomenon does not occur. This value falls within the range [0, 1] and is defined as follows [22], if:

\[
\hat{h}(x) = \hat{P}(Y = 1 | x) > \pi_0
\]  

it is assumed that an event has occurred (\(\hat{y} = 1\)). In the opposite situation, when

\[
\hat{h}(x) \leq \pi_0
\]  

it is assumed that an event has not occurred (\(\hat{y} = 0\)).

The notions of sensitivity and specificity are related to the cut-off point [23]. Sensitivity is the ability of a model to detect units with a distinguished feature, determines the number of correctly predicted cases in a set of all observed occurrences [24, 25]. It is expressed by the following formula:

\[
\text{Sensitivity} = \text{SE} = \frac{TP}{TP + FN}
\]  

On the other hand, accuracy determines the number of correctly predicted cases in relation to all cases.

\[
\text{Accuracy} = \text{ACC} = \frac{TP + TN}{TP + TN + FP + FN}
\]  

where: \(TP\) – number of true positive results, \(FP\) – number of true negative results, \(FN\) – number of false positive results, \(FN\) – number of false negative results.

The relationship between given model’s sensitivity and specificity is illustrated by the ROC curve [26, 27]. It is a set of values of sensitivity and specificity calculated for each possible cut-off point, marked in the coordinate system, in which (1-specificity) is represented on the axis of abscissas, while sensitivity on the axis of ordinates. The cut-off point closest to the point of coordinates (0,1) is called the optimum cut-off point. It is a value that optimally divides the set studied into two groups (in which the phenomenon occurs and in which it does not occur). It is determined using the Youden index (J) [22], according to the equation (17):

\[
J = \text{sensitivity} + \text{specificity} - 1
\]
### Table 5: Cut-off point of the logistic regression model studied.

| Observation no. | Cut-off point | True positive | True negative | False positive | False negative | SE   | 1-SP | Youden index |
|-----------------|---------------|---------------|---------------|----------------|----------------|------|------|-------------|
| 469             | 0.405         | 498           | 1079          | 363            | 364            | 0.578| 0.252| 0.326       |

**Figure 5:** ROC curve for the logistic regression model studied.

### Table 6: AUC classification

| AUC value | Score                  |
|-----------|------------------------|
| 0.9<AUC<1.0 | Excellent discrimination |
| 0.8<AUC<0.9 | Good discrimination    |
| 0.7<AUC<0.8 | Sufficient discrimination |
| 0.6<AUC<0.7 | Weak discrimination    |
| 0.5<AUC<0.6 | Insufficient discrimination |

For the proposed cut-off point, the sensitivity is 0.578, while the specificity is 0.748. There are 1,577 well classified cases (496 true positive and 1,079 true negative). There are 727 badly classified cases (363 false positive and 364 false negative cases). The ROC curve takes the form (Figure 4).

The most important parameter for assessing the ROC curve is AUC (Area Under the ROC Curve) that shows the classification quality of the analyzed diagnostic variable [28, 29]. It takes values from 0 to 1 and determines the ability of the test to distinguish between normal and abnormal results. The higher the AUC value, the better the observations are assigned to the individual groups and the better the model is. Detailed interpretation of the result based on Kleinbaum and Klein classification [30] (Table 6), shows that discrimination for the model under analysis is good (Figure 5).

The model developed can therefore be considered satisfactory. Its analysis makes it possible to assess the timeliness of deliveries from the perspective of selected predictors. They point to the need to revise the distribution strategy according to the results obtained, which can significantly reduce the number of late deliveries and increase customer satisfaction.

The model shows, first of all, the significant influence of the order execution time, i.e. the round. Despite the fact that the number of orders placed is constant in individual ranges, the probability of delay is the highest for the 1st round. Therefore, it is worth considering adding an additional course during this time. Such a driver could also deal with those deliveries that are sourced from the central warehouse so that they would be delivered on time. Special attention should also be paid to small orders. In such a situation, focusing attention only on large (expensive) deliveries may result in the loss of potential customers.

Further research should include a detailed analysis of the individual routes. Such analyses could lead to a different division of the serviced area among the drivers and, as a result, to even more favorable time conditions for deliveries.

### 7 Summary

The aim of the article was to indicate the possibility of mathematical assessment of selected elements of the company’s activity influencing the quality of services provided and basing thereof to propose changes in shaping the company’s strategy in the area of distribution. The proposed logistic regression model made it possible to analyze qualitative variables, which are often omitted from the assessment of company’s activities and used only for comparative purposes or in a general study of its performance. The presented model allows for their broader analysis and inference showing the impact of individual predictors on the analyzed variable – late delivery in the case in question.

The author’s intention was to present an alternative concept to most frequently undertaken in enterprises quantitative analyses and modeling with the use of linear models, in the case of which the requirements for variables are more restrictive. The advantage of this approach consists also in the unambiguous assessment of the explained
variable, which takes only two possible values of the delivery assessment – on time or not. Such an application does not give rise to a subjective interpretation (as in the case of the variable specified in %) and makes judgment much easier.

After collecting additional empirical data, the model can be extended by further variables and after introducing changes in the distribution area, it will allow to assess the effectiveness and efficiency of implemented solutions.
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