Learning disentangled representation for classical models
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Finding disentangled representation plays a predominant role in the success of modern deep learning applications, but the results lack a straightforward explanation. Here we apply the information bottleneck method and its $\beta$-VAE implementation to find the disentangled low-dimensional representation of classical models. For the Ising model, our results reveal a deep connection between the disentangled features and the physical order parameters, and the widely-used Bernoulli decoder is found to be learning a mean-field Hamiltonian at fixed temperature. This analogy motivates us to extend the application of $\beta$-VAE to more complex classical models with non-binary variables using different decoder neural network and propose a modified architecture $\beta^2$-VAE to enforce thermal fluctuations in generated samples. Our work provides a way to design novel physics-informed algorithm that can yield learned features in potential correspondence with real physical properties.

I. INTRODUCTION

Representation learning stands in the core of modern deep learning. With given tasks such as in supervised learning, deep learning methods have achieved unprecedented success in computer vision1–3 and deep reinforcement learning4–6. However, it is still very challenging to establish clear criteria for the learned representations3, 7. In practice, algorithmic designs are guided by some meta-priors on general premises about the relevant domain knowledge. One of the most popular and typical meta-priors is disentanglement, which in a recent line of works8–11 has been argued to be a good characteristic of representations. A key intuition of disentanglement is that a good representation requires the data to have some independent generative factors that are explainable and semantically meaningful and have the ability of reconstruction, which is also the goal of generative modeling. Two typical methods are often used for the generative model. One is the likelihood-free method which parameterizes the probability distribution directly with deep neural network12, 13. The other is the likelihood-based method14–16, which assumes an explicit probability distribution of the input data.

The most prevalent likelihood-based methods are restrictive Boltzmann machines (RBMs) and variational autoencoders (VAEs). RBMs17 and their quantum extensions18, 19 have many applications in the field of many-body physics20–22 and quantum information23–25, such as approximating wave functions26, performing quantum state tomography27, and learning the Ising model even near criticality28. By contrast, VAEs are relatively less applied in physics, although they have been extensively explored in machine learning. VAEs have the advantage of learning the latent representation and the probability distribution of the input data simultaneously29, 30, which is lacking in RBMs due to the difficulty in interpreting the latent representations and generating high-fidelity images. VAEs can also well capture the physical properties with the usage of convolutional layers31 and make further predictions.32 Their linear versions, namely principal component analysis (PCA) and its kernel extension33, have been shown to be a useful extractor to identify phase transitions34. It is therefore interesting to explore more applications of VAEs in physics.

On the other hand, combining prior knowledge into learning algorithms also plays a crucial role in designing neural network35–37. In physics, people also look for simplified representation of the complex world. The interaction of physics and representation learning may lead to potential improvement of both fields. The exploration of VAEs in physics may potentially improve the expressive power and interpretability. In fact, previous machine learning applications have mostly focused on studying raw data rather than controlling latent representations. It is natural to ask what is the disentangled representation for the physical data as reflected in the latent space, and to what extent the learned representation resembles the true physical knowledge.

To simplify the discussions, here we make the attempt to address these questions by studying the classical Ising model as an example. We apply the state-of-the-art disentanglement learning method $\beta$-VAE to approximate the sufficient statistic of configuration samples of the Ising model and show that introducing an extra hyperparameter can simultaneously improve the quality of both representation and reconstruction. This leads to better interpretability of the disentangled representation and projects different physical properties onto different axes of the latent space, and the distance in input space is protected with a well-trained encoder via maximum mean discrepancy38. We further find that the popular Bernoulli decoder can be viewed as a mean-field solver for an effective local Hamiltonian, providing a physical interpretation of the last layer of the decoder. This motivates us to propose novel physics-informed algorithm that can yield learned features in potential correspondence with real physical properties. We then apply our method to more complex models with non-binary classical variables and confirm its general applicability.
II. METHOD

We first introduce the $\beta$-VAE method recently developed based on the information bottleneck principle. The latter provides a candidate criteria for good representations and has the advantage to be approximately implemented within the framework of generative modelling.

A. Information bottleneck

A good representation of the data should satisfy the conditions of sufficiency and simplicity. Sufficiency means that the representation should well capture key properties of the data distribution. The condition of sufficiency can be realized by introducing the so-called sufficient statistic. For a given random variable $X$ with the probability distribution $P(X)$, its sufficient statistic is a random variable $Z$ that contains all the information of $X$ in the sense that $I(Z; X) = H(X)$, where $H(X)$ is the Shannon entropy of $X$ and $I(Z; X)$ is the mutual information between $Z$ and $X$ defined by

$$ I(Z; X) = \sum_{Z,X} P(Z, X) \ln \frac{P(Z, X)}{P(Z)P(X)}. \quad (1) $$

Here $P(Z, X)$ is the joint probability of $Z$ and $X$. We have $I(Z; X) = 0$ if and only if $Z$ and $X$ are independent. Thus the mutual information illustrates the correlation between a pair of random variables. Here, it is used to characterize the sufficiency of $Z$ in representing $X$.

Simplicity means that the representation should be as simple as possible. A common empirical assumption is disentanglement, where high dimensional data can be described by a hidden low dimensional set of independent factors (disentanglement). To achieve this, it was shown recently that one should also introduce explicit inductive biases referring to certain task $Y$, so that the optimal representation $Z$ may ignore some irrelevant information of $X$ but encode the most relevant information of $X$ with respect to $Y$.

Obviously, the choice of representation $Z$ is not unique. Since for any transformation $S(X)$, the mutual information satisfies the data processing inequality $I(S(X); X) \leq H(X)$, the information bottleneck principle suggests that a good representation may be found by solving the following constrained optimization problem:\textsuperscript{39,40}:

$$ Z = \arg\max_{S(X)} I(S(X); Y), \quad (2) $$

where $Y$ is the given task (e.g. classification), $I_c$ controls how much information is to be ignored, and $S(X)$ is a transformation of the random variable $X$. If the mutual information of $Z$ and $X$ equals the Shannon entropy of $X$, the optimal representation is also sufficient statistic by definition. For Gaussian distribution of $X$, the sufficient statistic is simple and well-known, i.e., its mean and variance.

But in general, it is an intractable task to obtain the exact formulation of optimal $S(X)$. We can further approximate the above optimization problem by computing

$$ Z = \arg\max_{Z} \left[ I(Z; Y) - \beta I(Z; X) \right], \quad (3) $$

where the Lagrange multiplier $\beta$ controls the relevance of $Z$ with respect to $X$. This links closely to the generative modelling where the task $Y$ is nothing but the intrinsic probability distribution of the data and the random variable $X$ obeys the empirical distribution of the samples. Thus, in the following, we will not distinguish the random variables $X$ and $Y$. The meta-prior of disentanglement appears in the assumption of the structure of the latent variable $Z$, where high dimensional data can be described by a hidden low dimensional set of independent parameters.

B. $\beta$-VAE

A direct implementation of the information bottleneck framework with generative modelling is $\beta$-VAE. As illustrated in Fig. \textsuperscript{1} $\beta$-VAE contains two neural networks: an encoder network and a decoder network. The encoder receives the input data $x$ (samples) and tries to find the latent representation $z$ satisfying the mutual information constraint, while the decoder receives $z$ and tries to generate synthetic data $\hat{x}$ to mimic the input data $x$ (reconstruction). In practice, because the mutual information $I$ is hard to calculate, the problem is approximated by minimizing the loss function\textsuperscript{39}:

$$ L = -\int p_D(x) q_\phi(z|x) \ln p_\theta(x|z) \, dx \, dz + \beta \frac{1}{N} \sum_{i=1}^{N} D_{KL}[q_\phi(z|x_i)||p(z)], \quad (4) $$

where $p_D(x)$ is the true data distribution determined by the underlying physical model, $q_\phi(z|x)$ is the posterior probability distribution approximated by the encoder neural network, $p_\theta(x|z)$ is the parameterized data

FIG. 1: An overview of $\beta$-VAE within the encoder-decoder framework. The encoder maps the input sample $x$ into the latent space subject to the mutual information constraint. The resulting latent sample $z$ satisfies the posterior distribution $q_\phi(z|x)$ usually chosen to be a disentangled multivariate Gaussian in a much lower dimension. The decoder is trained to map the latent space back to the original input space and generate a decoded sample $\hat{x}$ which is typically “slimier” or close to the input sample $x$. 

distribution implemented by the decoder, \( x_i \) denotes the sample from the dataset, \( N \) is the size of the dataset, \( p(z) \) is the prior distribution of the latent variable often chosen to be Gaussian, and \( D_{KL} \) is the so-called Kullback-Leibler (KL) divergence:

\[
D_{KL}[q_\phi(z|x_i)\|p(z)] = \int dzq_\phi(z|x_i) \ln q_\phi(z|x_i)/p(z).
\]

(5)

The posterior \( q_\phi(z|x) \) is also chosen to be Gaussian to enable the usage of reparameterization trick to avoid high gradient variance\(^\text{14,15}\). The detailed form of \( p_\theta(x|z) \) depends on the type of the data. As will be introduced later, we use the Bernoulli decoder for binary data, multinomial decoder for non-binary discrete data, and Gaussian decoder for real-valued (continuous) data.

For \( \beta = 1 \), the above formula recovers the so-called evidence lower bound (ELBO) used in VAEs\(^\text{14,15,42}\). The first term refers to the log-likelihood of the data and its value reflects the distortion of the reconstruction. The second term gives the distance of the output \( q_\phi(z|x_i) \) and the prior distribution \( p(z) \), and its value is zero when no information is encoded. New samples can be generated by running the decoder alone after training. Different choices of the hyperparameter \( \beta \) control the trade-off between exact reconstruction (first term) and the extraction of information (second term). The algorithms are hence called \( \beta \)-VAE\(^\text{14,15,42}\), where one may choose a proper value of \( \beta \) to obtain the best disentangled representation \( z \).

### III. APPLICATION TO THE ISING MODEL

We first apply the above \( \beta \)-VAE framework to the classical Ising model on a square lattice,

\[
H = -J \sum_{\langle ij \rangle} S_i S_j + h \sum_i S_i,
\]

(6)

where \( S_i = \pm 1 \) is the Ising spin, \( J \) is the exchange coupling, and \( h \) is the magnetic field. The sum over \( \langle ij \rangle \) denotes that only the nearest neighbor interaction is considered. For \( h = 0 \), the model undergoes a ferromagnetic (FM) or antiferromagnetic (AFM) phase transition at the critical temperature \( T_c/|J| \approx 2.269 \) depending on the sign of \( J \). For simplicity, we set \( |J| = 1 \) as the energy unit and generate the data set of size 100000 via Monte Carlo simulations on the square lattice of size \( L = 32 \).

The algorithm is implemented with Tensorflow\(^\text{43}\) using the Adam optimizer\(^\text{44}\), as elaborated in the Appendix. For better visualization, we set the dimension of the latent variable \( z \) to \( d_z = 2 \). We will train the network on the whole dataset including paramagnetic (PM) samples and discuss the quality of their generated samples and the latent representations with respect to the value of \( \beta \). For convenience, we will set \( h = 0 \) and use binary data \( \sigma_i \in \{0, 1\} \) to represent the up/down configuration of the Ising spins. The decoder then takes the Bernoulli form:

\[
p_\theta(x|z) = \prod_{k=1}^{L \times L} m_k^{\sigma_k} (1 - m_k)^{1 - \sigma_k},
\]

(7)

where \( x = (\sigma_1, \ldots, \sigma_{L \times L}) \) is the raw data point for a vectorized spin configuration on the square lattice, and \( \{m_k\} \) are Bernoulli parameters as well as the output of the decoder. After training, new synthetic data can be generated by sampling the random variable \( z \).

Figure 2 compares the generated data for different choices of \( \beta \). Each small square corresponds to one sampled spin configuration on the \( L \times L \) lattice and each panel contains 16 independent samples. Their different patterns correspond to the FM (black and white), AFM (checkerboard), and PM (gray) phases, respectively. Note that instead of plotting \( \{\sigma_k\} \), we take the common practice in the literature and show the Bernoulli parameters \( \{m_k\} \). The latter can be viewed as the mean value of the spins in each phase, which allows for a better evaluation of the phase learning. Each \( m_k \) should be around 1/2 in PM, and close to 0 or 1 in AFM (checkerboard) and FM (uniform). Only for \( \beta = 100 \), we see the trained model can correctly generate samples for all three phases, while for usual VAE (\( \beta = 1 \)), it fails completely. The reason can be traced back to the loss function given in Eq. (4), where the two terms try to match the output distribution \( p_\theta(x|z) \) with the initial data associated with corre-
The orthogonality of the latent representation \((|z_{FM}^T z_{AFM}| \approx 0)\) indicates different order parameters of the FM and AFM phases. To have a more intuitive visualization of the latent space, we examine the deep learned latent representations in Fig. 4. The reconstructed data capture well the main physics of the Ising model. We see a clear consistency between disentangled representation in \(\beta\)-VAE and the physical order parameters for both FM and AFM phases, where the horizontal axis corresponds to magnetization for FM and the vertical axis gives the staggered magnetization for AFM. \(\beta\)-VAE generates AFM samples with sublattices depending on the sign of the relevant latent variable.

The latent space shows certain isometry property of the encoder, namely, the relative distance in input space is protected. To see this, we may view the distribution of FM samples as a mixed distribution, \(P = \frac{1}{3} P_+ + \frac{2}{3} P_{-}\), where the subscript denotes the direction of magnetization and the coefficient reflect the \(Z_2\) symmetry. Obviously, no similar decomposition exists in the PM phase. We may measure the dissimilarity of different phases via maximum mean discrepancy (MMD)\(^{38}\) defined by

\[
\text{MMD}[F, P_x, P_y] = \sup_{f \in \mathcal{F}} E_{x \sim P_x}[f(x)] - E_{y \sim P_y}[f(y)],
\]

where \(P_x\) and \(P_y\) are the probability distribution of random variables \(X\) and \(Y\), respectively. A closed form of MMD is usually intractable, so we approximate MMD in the scaling function space \(\mathcal{F} = \{f : \mathbb{R}^N \to \mathbb{R}^N | f(x) =

Fig. 3: Comparison of the latent representations \((z)\) for \(\beta = 1, 10, 100, 2000\). Each point represents an input sample. Only at \(\beta = 100\), the disentanglement becomes axis-aligned. For \(\beta = 2000\), all samples collapse together and become overlapped.

Fig. 4: Visualization of deep representations learned by \(\beta\)-VAE for \(\beta = 100\). Each axis represents a latent variable that is seen to capture a physical order parameter. The horizontal and vertical axes correspond to the FM and AFM order parameters of the Ising model, respectively.
learned phases. The square of MMD then gives
\[
\text{MMD}^2[F, P_x, P_y] = \sup_{0 \leq c \leq 1} c^2(E_{x \sim P_x}[x] - E_{y \sim P_y}[y])^2
\]
\[
= (E_x[x] - E_y[y])^2,
\]
which is simply the square of the Euclidean norm of the difference of the first moment. For the input Ising data, the MMD is nothing but the magnetization. For the data in the latent space, it can be calculated straightforwardly from the distribution in Fig. 3(c). We see clearly the equality of distance between \( P_x \) and \( P_y \).}

The Bernoulli decoder corresponds to a mean-field solver and the hyperparameter \( \beta \) plays the role of local effective field \( h \) with \( \sigma_k = 1/(1 + e^{h_k}) \). This formula corresponds exactly to a mean-field Hamiltonian of the data and its partition function:
\[
H = - \sum_k h_k \sigma_k, \quad Z = Tr e^{-H} = \prod_k (1 + e^{h_k}),
\]
where the parameters \( \{h_k\} \) play the role of local effective fields on the lattice and are determined by the decoder neural network and latent variable \( z \). Furthermore, the functional relation between \( h_k \) and \( m_k \) is seen to exactly correspond to the sigmoid activation function \( \sigma: \mathbb{R} \to \mathbb{R}, \ x \to 1/(1 + e^{-x}) \) in the last layer, which means that the decoder neural network is learning the local effective field \( \{h_k\} \) in the last layer and then uses the activation to give the Bernoulli parameters \( \{m_k\} \) as the output. Therefore, activation is equivalent to solving the Hamiltonian \( (11) \) with \( \{m_k\} \) being the mean-field order parameter of the learned phase, albeit at a fixed temperature \( T = 1 \).

**B. The role of the hyperparameter \( \beta \)**

Given the above correspondence, the role of \( \beta \) may then be understood if we rewrite the optimization of the loss function in a stepwise manner. For fixed \( p_\theta \), the optimal condition \( \delta \mathcal{L}/\delta q_\phi|_{p_\theta} = 0 \) yields the relation
\[
q_\phi(z|x) = p(z)p_\theta(x|z)^{1/\beta}/Z_{\theta,x},
\]
where \( Z_{\theta,x} = \int dz p(z)p_\theta(x|z)^{1/\beta} \) is the normalization factor. Putting this equation back into the loss function, we find \( \mathcal{L} = -\beta (\ln Z_{\theta,x})_x \), which is a function of \( \beta \) solely. Thus, minimizing the loss function in the neural network may also be regarded as minimizing the free energy of a statistical system if we view \( Z \) as a partition function of the latent variables. In practice, we find that the encoder \( q_\phi \) always converges faster than the decoder \( p_\theta \), so that the encoder may be considered as the follower and the decoder as the leader. In this sense, \( \beta \)-VAE might be viewed as a Stackelberg game.

To clarify the role of \( \beta \), we note that the most widely-used Bernoulli, multinomial, and Gaussian distributions can all be written in a Boltzmann form with their particular energy functions. As we have seen, the Bernoulli distribution can be derived from an effective Ising Hamiltonian at a fixed temperature. Hence, we may quite generally assume a Boltzmann form for the decoder distribution, \( p_\theta(x|z) \propto e^{-E_\theta(x,z)} \). Following Eq. (12), the optimal encoder distribution then takes the form, \( q_\phi(z|x) \propto e^{-E_\theta(x,z)/\beta} \). This immediately suggests a connection between statistical physics and \( \beta \)-VAE, with \( \beta \) playing the role of an effective temperature in the latent space. This “temperature” is not a physical temperature, but reflects the overall distribution of the dataset containing different phases. For a well-trained neural network, a proper choice of the hyperparameter \( \beta \) must be able to distinguish the energy difference between these phases but in the meanwhile ignore fluctuations within each phase, so that similar samples may cluster in the latent space as demonstrated in Fig. 3. If \( \beta \) is too large, the \( \beta \)-VAE cannot distinguish different phases, but if \( \beta \) is too small, the neural network may be too sensitive to the fluctuations within each phase. This is consistent with the role of \( \beta \) in the loss function (Eq. (10)), where a very large \( \beta \) ignores the data information (first term) and a very small \( \beta \) pays too much attention to the data details and ignores their global phase feature (second term). One may then give a crude estimate of \( \beta \) based on the energy difference of different phases. For example, in the Ising model considered here, the energy difference between FM (AFM) and PM is given by \( |J|L^2/2 \), which is about 512 in our calculations for \( |J| = 1 \) and \( L = 32 \). Hence, a proper choice of \( \beta \) should be about a fraction of 512. Indeed, as shown in Fig. 3, a larger \( \beta = 2000 \) fails to learn anything, while a smaller \( \beta = 10 \) cannot capture correct phases. Only for a proper value of \( \beta = 100 \), the \( \beta \)-VAE network correctly identifies all three phases and generates good samples.
V. GENERALIZATION TO OTHER MODELS

Our interpretation of the β-VAE is not limited to the Ising model. To show its applicability in general cases, we extend it to more complex classical models with non-binary discrete data or real-valued continuous data. Depending on the type of the data, we introduce different decoder neural networks.

A. Multinomial decoder for non-binary discrete data

We consider here a system of classical spins taking $D$ discrete values. These spin values can be mapped to a $D$-dimensional vector with only one non-zero entry. For $D = 3$, the spin $\sigma_k^d$ takes values in $\{-1, 0, 1\}$ and can be represented as $(1, 0, 0)$, $(0, 1, 0)$, $(0, 0, 1)$, respectively. A multinomial decoder can then be used with the form:

$$p_\theta(x|z) = \prod_{k=1}^{L \times L} \prod_{d=1}^D m_{kd}^{\sigma_k^d}, \quad (13)$$

where the multinomial parameter $\{m_{kd}\}_{D,d}^{L,L}$ is the output of the decoder satisfying the constraint $\sum_{d=1}^D m_{kd} = 1$ for $k = 1, \ldots, L \times L$, and $\sigma_k^d$ is the classical spin in the form of a $D$-dimensional vector on the $k$-th lattice point. An illustration of its architecture is given in Fig. 5(a). If we use the channel-wise softmax activation function in the last layer of the decoder neural network,

$$m_{kd} = \frac{e^{h_{kd}^d}}{\sum_d e^{h_{kd}^d}}, \quad (14)$$

$p_\theta$ can be rewritten again in the Boltzmann form:

$$p_\theta(x|z) = \frac{e^{\sum_{k,d} h_{kd}^d \sigma_k^d}}{\prod_k \left( \sum_d e^{h_{kd}^d} \right)}, \quad (15)$$

so that we reach a mean-field model:

$$H = -\sum_{k=1}^{L \times L} \sum_{d=1}^D h_{kd}^d \sigma_k^d, \quad Z = \prod_{k=1}^{L \times L} \left( \sum_{d=1}^D e^{h_{kd}^d} \right), \quad (16)$$

where $\{h_{kd}^d\}$ is nothing but the “local effective field”, and the activation function (14) gives the mean-field solution $\{m_{kd}\}$. Compared to the Bernoulli decoder in the Ising case, both the local effective fields and the spins now take a vector form rather than a scalar.

To show the validity of this neural network, we apply it to a synthetic dataset of $D = 3$ generated using the multinomial parameters $m_{kd}^0 = \{1/3, 1/3, 1/3\}$, $(0.9, 0.05, 0.05)$, $(0.05, 0.9, 0.05)$, $(0.05, 0.05, 0.9)$, which mimick the disordered phase and three polarized phases that break the $Z_3$ symmetry, respectively. After training, the latent representation of the dataset and the generated samples (the output $m_{kd}$) are shown in Fig. 5(b) for $\beta = 65$ with the latent dimension $d_z = 2$. We see clear separation and clustering of all four phases in the latent space, with samples of the disordered phase (PM) located on a horizontal axis, and those of three polarized phases (FM) distributed on a vertical line. The generated samples are also of good quality and well captures the feature of each phase.

To explore the role of the latent dimension, we also plot the latent representation for $d_z = 3$ and $\beta = 70$ in Fig. 5(c). The data are seen to cluster on four vertices of a tetrahedron. Interestingly, we find a similar distance of all three polarized phases from the PM, which retains the $Z_3$ symmetry of the underlying model. A straightforward comparison with the latent distribution for $d_z = 2$ suggests that a better representation may be achieved by tuning the dimension of the latent space. However, for $d_z > 3$, a direct visualization of the latent distribution is impossible, so we introduce the cosine similarity defined as the inner product of two normalized vectors of the data to characterize the distribution in the latent space. A similarity matrix is plotted in Fig. 5(d) for $d_z = 4$ and $\beta = 71$. The approximate block diagonalization of the matrix indicates the approximate disentanglement of
different phases. In all cases, our $\beta$-VAE with multinomial decoder can well distinguish all four phases in the dataset.

B. Gaussian decoder for real-valued continuous data

The $\beta$-VAE network can also be applied to classical models with real-valued continuous data $x = (x_1, \ldots, x_{L \times L})$ by using the standard Gaussian decoder:

$$p_\theta(x|z) = \prod_{k=1}^{L \times L} \frac{1}{\sqrt{2\pi}} e^{-(x_k-\mu_k)^2/2}. \quad (17)$$

where $x_k$ is the $k$-th entry and $\mu_k$ is the mean of the Gaussian distribution depending on the hidden variable $z$. The neural network directly yields the output $\mu_k$ and no activation function is needed in the last layer. Similarly, the Gaussian decoder can be viewed as solving a mean-field Hamiltonian of the form:

$$H = \sum_k H_k, \quad H_k = -\mu_k x_k + \frac{1}{2} x_k^2, \quad (18)$$

where we have dropped the constant $\mu_k^2/2$.

We tested the Gaussian decoder on the Modified National Institute of Standards and Technology (MNIST) dataset of handwritten digits, where the ordered phases correspond to ten handwritten numbers 0, 1, 2, $\cdots$, 9. The latent representation for $d_z = 2$ is plotted in Fig. 6(a), where the images corresponding to the same number are seen to cluster together but hard to separate due to the low dimensionality of the latent space. For comparison, we further calculated the cosine similarity for a larger $d_z = 16$. The resulting matrix is plotted in Fig. 6(c) and divided into clear blocks. The dark blue diagonal blocks reflect the clustering of different handwritings for the same numbers, while the blue off-diagonal blocks indicate the similarity of the handwritings for two different numbers, such as numbers 9 and 4 shown in Fig. 6(d). The white off-diagonal blocks on the top left of the matrix suggest that the handwritings of 0 and 1 are well distinguishable. Interestingly, as plotted in Figs. 6(b) and 6(d), the generated samples by the decoder are meaningful for both $d_z$.

VI. DISCUSSION AND CONCLUSIONS

We have studied disentangled low-dimensional representations for the Ising model using the information bottleneck method. Compared to traditional variational autoencoder, $\beta$-VAE can generate samples of appropriate physical properties with proper hyperparameter setting. The latent representation can become axis-aligned and reveal certain isometry property of the encoder. Our results confirm the consistency between learned disentangled low-dimensional representations and FM/AFM order parameters for the Ising model. We then show the validity of our method by applying it to more general models with non-binary discrete or real-valued continuous data using multinomial or Gaussian decoders. These already cover a wide spectrum of physical models including both classical models and quantum models that can be simulated using Monte Carlo by introducing classical auxiliary variables. For example, in the determinant quantum Monte Carlo (DQMC) method, the Hubbard or periodic Anderson models are simulated in the auxiliary Ising configuration space after the Hubbard-Stratonovich transformation\(^{47-49}\). Application of our method to quantum models will be explored in future work.

Another important observation is that all three widely-used decoders can be viewed as solving a mean-field Hamiltonian at a fixed temperature $T = 1$. This indicates that the traditional decoder structure lacks a temperature scale and is therefore unable to represent thermal fluctuations in data generation. We may thus consider to improve the decoder by introducing an extra reweighing branch to detect fluctuations. For the Bernoulli decoder, this can be done by replacing the usual sigmoid activation function by $\sigma : h_k, \beta_k \rightarrow 1/(1 + e^{-\beta_k h_k})$. As illustrated in Fig. 7(a), the new neural network contains two branches: one corresponds to “local temperature” $\{\beta_k\}$ (red), and the other reflects the effective local field $\{h_k\}$ (green). Both parameters are learned jointly during the training procedure. The sigmoid function is activated only after the element-wise product of $\{\beta_k\}$ and $\{h_k\}$. The temperature branch can also be viewed as a special case of attention mechanism\(^{50-52}\). We name this physics-informed algorithm as $\beta^2$-VAE since $\beta$
FIG. 7: (a) Illustration of the $\beta^2$-VAE architecture, with both the “temperature branch” $\beta_k$ and the original branch learning a local effective field $h_k$. The symbol $\otimes$ denotes element-wise matrix multiplication. The added branch enables the model to generate samples with thermal fluctuations. (b) Comparison of generated samples for FM and PM phases and their local effective field $h_k$ and “inverse temperature” $\beta_k$ learned by $\beta^2$-VAE for $\beta = 100$ with the constraint $0 < \beta_k < 1$. 

is also a standard usage of statistical physics for the true inverse temperature.

As a proof of concept, we have performed one-phase learning with $\beta$-VAE by training it with samples from each phase alone. The implementation details can be found in the appendix. Figure 7(b) shows the generated samples, learned local effective fields $h_k$, and local “inverse temperatures” $\beta_k$. For simplicity, $\beta_k$ is valued in (0, 1). We find a larger $\beta_k$ (low temperature) in FM and a smaller $\beta_k$ (high temperature) in PM, in good agreement with physical intuition. The generated data (first row) confirm the power of reproducing correct samples within $\beta^2$-VAE. Given a generated sample, the corresponding local effective fields $h_k$ (second row) successfully discover the spontaneous magnetization in the FM phase and disorder in the PM phase. Further implementation of this idea requires more elaborated data analyses.
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Appendix A: Implementation Details

Standard CNN architecture has been used for both $\beta$-VAE and $\beta^2$-VAE as listed in Tables I and II, respectively. Both the encoder and decoder contain four layers, but $\beta^2$-VAE has two branches in the last layer. All $\alpha$ in leaky-ReLU (lReLU) are set to 0.2 and the batch size is set to 128. Here ReLU denotes linear rectification function and BN stands for batch normalization. We have used the Adam optimizer with learning rate equal to 0.001, $\beta_1 = 0.5$, and $\beta_2 = 0.999$.

| Table I: Neural network architecture for $\beta$-VAE. ReLU denotes linear rectification function and BN stands for batch normalization. |
| Encoder network |
| Input gray image $x \in \mathbb{R}^{32 \times 32 \times 1}$ |
| Conv2d, BN, $4 \times 4 \times 64$, stride=2, padding=SAME, lReLU |
| Conv2d, BN, $4 \times 4 \times 128$, stride=2, padding=SAME, lReLU |
| FC, BN, 1024 lReLU |
| FC, 2, linear; FC, 2, softplus |
| Decoder network |
| Input $z \in \mathbb{R}^2$ |
| FC, BN, 1024, ReLU |
| FC, BN, $8 \times 1024$, ReLU |
| Deconv2d, BN, $4 \times 4 \times 64$, stride=2, padding=SAME, ReLU |
| Deconv2d, $4 \times 4 \times 1$, stride=2, padding=SAME, sigmoid |

| Table II: Neural network architecture for $\beta^2$-VAE. |
| Encoder network |
| Input gray image $x \in \mathbb{R}^{32 \times 32 \times 1}$ |
| Conv2d, BN, $4 \times 4 \times 64$, stride=2, padding=SAME, lReLU |
| Conv2d, BN, $4 \times 4 \times 128$, stride=2, padding=SAME, lReLU |
| FC, BN, 1024 lReLU |
| FC, 2, linear; FC, 2, softplus |
| Decoder network |
| Input $z \in \mathbb{R}^2$ |
| FC, BN, 1024, ReLU |
| FC, BN, $8 \times 1024$, ReLU |
| Deconv2d, BN, $4 \times 4 \times 64$, stride=2, padding=SAME, ReLU |
| Deconv2d, $4 \times 4 \times 1$, stride=2, padding=SAME, sigmoid*a |

*aBlank space indicates two branches in the same layer.
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