A SEMIDEFINITE RELAXATION FOR SUMS OF HETEROGENEOUS QUADRATIC FORMS ON THE STIEFEL MANIFOLD∗
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Abstract. We study the maximization of sums of heterogeneous quadratic forms over the Stiefel manifold, a nonconvex problem that arises in several modern signal processing and machine learning applications such as heteroscedastic probabilistic principal component analysis (HPPCA). In this work, we derive a novel semidefinite program (SDP) relaxation and study a few of its theoretical properties. We prove a global optimality certificate for the original nonconvex problem via a dual certificate, which leads to a simple feasibility problem to certify global optimality of a candidate local solution on the Stiefel manifold. In addition, our relaxation reduces to an assignment linear program for jointly diagonalizable problems and is therefore known to be tight in that case. We generalize this result to show that it is also tight for close-to jointly diagonalizable problems, and we show that the HPPCA problem has this characteristic. Numerical results validate our global optimality certificate and sufficient conditions for when the SDP is tight in various problem settings.

1. Introduction. This paper studies the problem known in the literature as the maximization of sums of heterogeneous quadratic forms over the Stiefel manifold1 [17, 8, 41, 7]. Specifically, given $d \times d$ symmetric positive semidefinite (PSD) matrices $M_1, \ldots, M_k \succeq 0$ for $k \leq d$, we wish to maximize the convex objective function $\sum_{i=1}^{k} u'_i M_i u_i$ over the nonconvex constraint that $U = [u_1 \cdots u_k] \in \mathbb{R}^{d \times k}$ has orthonormal columns:

$$\max_{U \in \text{St}(k,d)} \sum_{i=1}^{k} u'_i M_i u_i,$$

where $\text{St}(k,d) = \{ U \in \mathbb{R}^{d \times k} : U'U = I_k \}$ denotes the Stiefel manifold. This problem arises in modern signal processing and machine learning applications like heteroscedastic probabilistic principal component analysis (HPPCA) [29], heterogeneous clutter in radar sensing [44], and robust sparse PCA [16]. Each of these applications involves learning a signal subspace for data possessing heterogeneous statistics.

In particular, HPPCA [29] models data collected from sources of varying quality with different additive noise variances, and estimates the best approximating low-dimensional subspace by maximizing the likelihood, providing superior estimation compared to standard PCA. Specifically, given $L$ data groups $[Y_1, \ldots, Y_L]$ with $Y_\ell \in \mathbb{R}^{d \times n_\ell}$, second-order statistics $A_\ell := \frac{1}{n_\ell} Y_\ell Y_\ell' \succeq 0$ for $\ell \in [L]$, and known positive weights $w_{\ell,i}$ for $(\ell, i) \in [L] \times [k]$, a subproblem of HPPCA involves optimizing the sum of Brockett cost functions [2, Section 4.8] with respect to a $k$-dimensional orthonormal

1 We note here that “heterogeneous” refers to the fact that the $M_i$ are distinct and the problem is not separable in each $u_i$. Indeed, the objective in (1.1) is a homogeneous polynomial in the entries of $U$ since all terms are degree 2.
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basis $U$, and can be equivalently recast in the form (1.1) as follows:

$$
\max_{U:U^TU=I} \sum_{\ell=1}^L \text{tr}(U^T A_\ell U) = \max_{U:U^TU=I} \sum_{\ell=1}^L \sum_{i=1}^k w_{\ell,i} u_i^T A_\ell u_i = \max_{U:U^TU=I} \sum_{i=1}^k u_i^T M_i u_i,
$$

(1.2)

where $W_\ell := \text{diag}(\{w_{\ell,i}\})$ for all $\ell$ and $M_i := \sum_{\ell=1}^L w_{\ell,i} A_\ell$ for all $i$. Other sensing problems such as independent component analysis (ICA) [46] and approximate joint diagonalization (AJD) [38] also model data with heterogeneous statistics and optimize objective functions of a similar form, as we discuss in Section 3.

For (1.2), the case of a single Brockett cost function ($L = 1$) has a known analytical solution obtained by the SVD or eigendecomposition [2, Section 4.8], whereas analytical solutions are not known for $L \geq 2$. Indeed, for $L \geq 2$ and general $A_\ell$, few, if any, guarantees for optimal recovery exist except in special cases, such as when the constructed $M_i$ commute [8]. Generally speaking, existing theory only gives restrictive sufficient conditions for global optimality that are typically difficult to check in practice; see [41], for example. Given that (1.1) is nontrivial and challenging in several ways—nonconvex due to the Stiefel manifold constraint, non-separable because of the weighted sum of objectives, and not readily solved by singular value or eigenvalue decomposition—many works apply iterative local solvers to (1.1).

However, given the nonconvexity of (1.1), these local approaches do not find a global maximum in general. An alternative approach is to relax problems such as (1.1) to a semidefinite program (SDP), allowing the use of standard convex solvers. While the SDP has stronger optimality guarantees, the challenge is then to derive conditions under which the SDP is tight, i.e., returns an optimal solution to the original nonconvex problem. SDP relaxations such as the “Fantope” [25, 36] exist for solving PCA-like problems, but to the best of our knowledge, no previous convex methods exist to solve (1.1).

The main contribution of this paper is a novel convex SDP relaxation of (1.1), whose constraint set is related to the Fantope but distinct. By studying this SDP and its optimality criteria, we derive sufficient conditions to certify the global optimality of a local stationary point, e.g., a candidate solution obtained from any iterative solver for the nonconvex problem. We then propose a straightforward method to certify global optimality by solving a much smaller SDP feasibility problem that scales favorably with the problem dimension. Our work also generalizes existing results for (1.1) with commuting matrices to the case with “almost commuting” matrices, showing that as long as the data matrices are within an open neighborhood of a commuting tuple of data matrices (to be defined precisely in Section 4.2), the SDP is tight and provably recovers an optimal solution of (1.1).

Notation. We use italic, boldface, upper case letters $A$ to denote matrices, $v$ to denote vectors, and $c$ for scalars. We denote the cone of $d \times d$-size symmetric positive semidefinite matrices as $S_d^+$, and use $A \succeq 0$ to denote an element $A \in S_d^+$. We denote the Hermitian transpose of a matrix as $A^\dagger$, the trace of a matrix as $\text{tr}(A)$, and the inner product of matrices (with compatible inner dimensions) $\langle A, B \rangle := \text{tr}(A^\dagger B)$. The spectral norm of a matrix is denoted by $\|A\|$ and the Frobenius norm by $\|A\|_F$. The identity matrix of size $d$ is denoted as $I_d$. Notation $i \in [k]$ means $i = 1, \ldots, k$.

2. Semidefinite program relaxation. By relaxing the considered nonconvex problem (1.1) to a convex one, the well-established principles of convex optimization permit us to study when an optimal solution of the SDP relaxation recovers a global
maximum of (1.1) and importantly, when a given local stationary point is a global maximum. After re-expressing the original problem using equivalent constraints, we lift the variables into the cone of PSD matrices, relax the nonconvex constraints to convex surrogates, and obtain an SDP.

First, we begin by slightly rewriting (1.1) and the Stiefel manifold constraints as

\[
\begin{align*}
\max_{u_1,...,u_k} & \; \text{tr} \left( \sum_{i=1}^k M_i u_i u_i' \right) \\
\text{s.t.} & \; \text{tr} (u_i u_i') = 1 \quad \forall i \in [k], \quad \text{tr} (u_i u_j') = 0 \quad \forall i \neq j.
\end{align*}
\]

(2.1)

Letting \( X_i = u_i u_i' \in \mathbb{R}^{d \times d} \), this is equivalent to the lifted problem:

\[
\begin{align*}
\max_{X_1,...,X_k} & \; \text{tr} \left( \sum_{i=1}^k M_i X_i \right) \\
\text{s.t.} & \; \lambda_j \left( \sum_{i=1}^k X_i \right) \in \{0,1\} \quad \forall j \in [d] \\
& \; \text{tr}(X_i) = 1, \quad \text{rank}(X_i) = 1, \quad X_i \succeq 0 \quad \forall i \in [k],
\end{align*}
\]

(2.2)

where \( \lambda_j(\cdot) \) indicates the \( j \)-th eigenvalue of its argument. Note that this problem is nonconvex due to the rank constraint and the constraint that the eigenvalues are binary. Similar to the relaxations in [47, 35], we relax the eigenvalue constraint in (2.2) to \( 0 \preceq \sum_{i=1}^k X_i \preceq I \) and remove the rank constraint, which yields the SDP relaxation we consider throughout the remainder of this work:

\[
\begin{align*}
p^* = & \; \min_{X_1,...,X_k} \; - \text{tr} \left( \sum_{i=1}^k M_i X_i \right) \\
\text{s.t.} & \; \sum_{i=1}^k X_i \preceq I, \quad \text{tr}(X_i) = 1, \quad X_i \succeq 0 \quad i = 1,\ldots,k.
\end{align*}
\]

(SDP-P)

Note that \( 0 \preceq \sum_{i=1}^k X_i \) can be omitted since it is already satisfied when \( X_i \succeq 0 \) for all \( i \). The feasible set of (SDP-P) is closely related to the convex set found in [47, 35, 26] called the **Fantope**. The Fantope is the convex hull of all matrices \( UU' \in \mathbb{R}^{d \times d} \) such that \( U \in \mathbb{R}^{d \times k} \) and \( U'U = I \) [25, 36]. Indeed, our relaxation can be viewed as providing a decomposition of the Fantope variable \( X \) into the sum \( X_1 + \cdots + X_k \) such that each \( X_i \) satisfies \( \text{tr}(X_i) = 1 \) and \( 0 \preceq X_i \preceq I \). This decomposition allows (SDP-P) to capture the exact form of the objective function, which sums the individual terms \( \text{tr}(M_i X_i) \). Precisely, the feasible set of (SDP-P) is a convex relaxation of the set \( \{(u_1 u_1', \ldots, u_k u_k') : U'U = I\} \). Naturally, one wonders whether our relaxation always solves the original nonconvex problem. We show in Appendix J that it does not, using a counter-example. Our work therefore studies this SDP in two ways: first, we provide a global optimality certificate; second, we study a class of “close-to jointly diagonalizable” problem instances, which includes the heteroscedastic PCA problem, and show that the SDP is tight for this class.

For dual variables \( Z_i \in \mathbb{S}^{d \times d}_+, Y \in \mathbb{S}^{d \times d}_+, \nu \in \mathbb{R}^k \), the dual of (SDP-P) (derived in Appendix F), which will play a central role in the theory of this paper, is

\[
\begin{align*}
d^* = & \; \min_{Y,Z_i,\nu} \; \text{tr}(Y) + \sum_{i=1}^k \nu_i \quad \text{s.t.} \; Y \succeq 0, \quad Y = M_i + Z_i - \nu_i I, \quad Z_i \succeq 0 \quad \forall i \in [k].
\end{align*}
\]

(SDP-D)
Since the constraint set of (SDP-P) is closed and bounded with non-empty interior, and strong duality holds by Lemma 2.4 below, there exists an optimal primal solution to (SDP-P) and optimal dual solution to (SDP-D).

**Definition 2.1 (Rank-one property (ROP)).** A feasible solution to (SDP-P) is said to have the rank-one property if \(X_1, \ldots, X_k\) are all rank-one.

We note that if a feasible solution has the rank-one property, the first singular vectors of the \(X_i\) are necessarily mutually orthogonal, and \(\sum_i X_i\) is a rank-\(k\) projection matrix, due to the constraint \(\sum_i X_i \preceq I\).

Our theoretical results require the following lemmas, whose proofs can be found in Appendix A.

**Lemma 2.2.** Assume all \(M_i\) are PSD. Then all \(\nu_i \geq 0\) at optimality.

**Lemma 2.3.** If the optimal dual variables \(Z_i\) for \(i = 1, \ldots, k\) each have rank \(d - 1\), the optimal solution \(X^* := (X_1^*, \ldots, X_k^*)\) has the rank-one property.

**Lemma 2.4.** Strong duality holds for the SDP relaxation with primal (SDP-P) and dual (SDP-D).

**Lemma 2.5.** The solution to the SDP relaxation in (SDP-P) is the optimal solution to the original nonconvex problem in (1.1) (equivalently (2.2)) if and only if the optimal \(X^* := (X_1^*, \ldots, X_k^*)\) has the rank-one property.

### 3. Related work.

There are a few important related works on the objective in (1.1), as well as many more than can be reviewed here, including ones on eigenvalue/eigenvector problems and their variations, low-rank SDPs, and nonconvex quadratics where \(M_i\) are not PSD. For the curious reader, Section D in the supplement provides a more extensive related work section. Here, we focus on the works most directly related to (1.1).

The papers [8, 41, 7] previously investigated the sum of heterogeneous quadratic forms in (1.1). The work in [8] only studied the structure of this problem when the matrices \(M_i\) were commuting. The work in [41] derived sufficient second-order global optimality conditions, but these conditions are difficult to check in general and, for example, do not seem to hold for the heteroscedastic PCA problem. Works such as [30] and [37] consider a very similar problem to (1.2), but without the eigenvalue constraint in (2.2), making their SDP a rank-constrained separable SDP; see also [35, Section 4.3]. Pataki [37] studied upper bounds on the rank of optimal solutions of general SDPs, but in the case of (SDP-P), since our problem introduces the additional constraint summing the \(X_i\), Pataki’s bounds do not guarantee rank-one, or even low-rank, optimal solutions.

Recent works have also studied convex relaxations of PCA and other low-rank subspace problems that seek to bound the eigenvalues of a single matrix [47, 45, 50], rather than the sum of multiple matrices as in our setting. The works in [11, 40] show nonconvex Burer–Monteiro factorizations [19] to solve low-rank SDPs without orthogonality constraints have no spurious local minima and that approximate second-order stationary points are approximate global optima. Other works have studied algorithms to optimize the nonconvex problem, like those in [16, 15, 44, 14, 29], using minorize-maximize or Riemannian gradient ascent algorithms, which do not come with global optimality guarantees. Our problem also has interesting connections to approximate joint diagonalization (AJD), which is well-studied and often applied to blind source separation or independent component analysis (ICA) problems [46, 10, 32, 3, 43]. See Appendix D of the supplement for further details.
4. Theoretical Results.

4.1. Dual certificate of the SDP. In practical settings for high-dimensional data, a variety of iterative local methods are often applied to solve nonconvex problems over the Stiefel manifold, from gradient ascent by geodesics [2, 23, 1] to majorization-minimization (MM) algorithms, where [16] applied MM methods to solve (1.1) with guarantees of convergence to a stationary point. While the computational complexity and memory requirements of these solvers scale well, their obtained solutions lack any global optimality guarantees. We seek to fill this gap by proposing a check for global optimality of a local solution.

By Lemma 2.5, an optimal solution of (SDP-P) with rank-one matrices $X_i$ globally solves the original nonconvex problem (1.1). In this section, given a candidate stationary point $\bar{U} = [\bar{u}_1 \cdots \bar{u}_k] \in \text{St}(k,d)$ to (1.1), we investigate conditions guaranteeing that the rank-one matrices $X_i = \bar{u}_i \bar{u}_i'$, which are feasible for (SDP-P), in fact comprise an optimal solution of (SDP-P), implying that $\bar{U}$ optimizes (1.1). Similar to [49, 24] for Fantope problems, our results yield a dual SDP certificate to verify the primal optimality of the candidates $\bar{X}_1, \ldots, \bar{X}_k$ constructed from a local solution $\bar{U}$. We show our certificate scales favorably in computation compared to the full SDP, with the most complicated computations of our algorithm requiring us to solve a feasibility problem in $k$ variables with several $d \times d$-size linear matrix inequalities (LMI).

**Theorem 4.1.** Let $\bar{U} \in \text{St}(k,d)$ be a second-order stationary point of (1.1), and let $\bar{A} = \sum_{i=1}^{k} \bar{U}' M_i \bar{U} E_i$, where $E_i \triangleq e_i e_i'$ and $e_i$ is the $i^{th}$ standard basis vector in $\mathbb{R}^k$, and $M_i \succeq 0$ for all $i \in [k]$. If there exist $\bar{\nu} = [\bar{\nu}_1 \cdots \bar{\nu}_k] \in \mathbb{R}_+^k$ such that

$$
\bar{U}(\bar{A} - D_{\bar{\nu}})\bar{U}' + \bar{\nu}_i I - M_i \succeq 0 \quad \forall i = 1, \ldots, k
$$

where $D_{\bar{\nu}} \triangleq \text{diag}(\bar{\nu}_1, \ldots, \bar{\nu}_k)$, then $\bar{U}$ is a globally optimal solution to the original nonconvex problem (1.1).

In light of Theorem 4.1, to test whether a candidate stationary point $\bar{U}$ is globally optimal, we simply assess whether system (4.1) is feasible using an LMI solver. If it is indeed feasible, then $\bar{U}$ is globally optimal. On the other hand, if (4.1) is infeasible, it indicates one of two things: 1) The SDP does not return tight, rank-one solutions $X_i$, and the SDP strictly upper bounds the original problem on the Stiefel manifold. The candidate stationary point $\bar{U}$ may or may not be globally optimal to the original nonconvex problem. 2) The SDP is tight, but the candidate stationary point $\bar{U}$ is a suboptimal local solution. The proof, found in Appendix B, constructs dual variables and verifies the KKT conditions. Section N also describes an extension of the certificate to the sum of Brocketts with additive linear terms.

**Arithmetic complexity.** While SDP relaxations of nonconvex optimization problems can provide strong provable guarantees, their practicality can be limited by the time and space required to solve them, particularly when using off-the-shelf interior-point solvers, which in our case require $\mathcal{O}(d^3)$ [5] storage and floating point operations (flops) per iteration of (SDP-D). The proposed global certificate in (4.1) significantly reduces the number of variables from $\mathcal{O}(d^2)$ in (SDP-D) (upon eliminating the variables $Z_i$) to merely $k$ variables in (4.1). Using [6, Section 6.6.3] it can be shown that computing the certificate only, based on a given $\bar{U}$, results in a substantial reduction in flops by a factor of $\mathcal{O}(d^2/k)$ over solving (SDP-D). Subsequently, an MM solver with complexity on par with standard first-order based methods [16], whose cost is $\mathcal{O}(dk^2 + k^3)$ per iteration, combined with our global optimality certificate, is
an obvious preference to solving the full SDP in (SDP-P) for large problems. See Appendix K for more details.

4.2. SDP tightness in the close-to jointly diagonalizable (CJD) case.
While Section 4.1 provides a technique to certify the global optimality of a solution to the nonconvex problem, the check will fail if the point is not globally optimal or if the SDP is not tight. General conditions on $M_i$ that guarantee tightness of (SDP-P) are still not known. However, when the matrices $M_i$ are jointly diagonalizable, our problem reduces to a linear programming (LP) assignment problem [8], and by standard LP theory, a solution with rank-one $X_i$ exists and the SDP (or equivalent LP) is a tight relaxation [8]. Our next major contribution is to show that a solution with rank-one $X_i$ exists also for cases that are close-to jointly diagonalizable (CJD).

We first give a continuity result showing there is a neighborhood around the diagonal case for which (SDP-P) is still tight. Then we show that for the HPPCA problem, the matrices $M_i$ are close-to jointly diagonalizable and can be made arbitrarily close as the number of data points $n$ grows or as the noise levels diminish or become homoscedastic. This gives strong theoretical support for the tightness of the SDP for the HPPCA problem when $n$ is large or the noise levels are small.

**Definition 4.2 (Close-to jointly diagonalizable (CJD)).**

We say that unit spectral-norm matrices $A$ and $B$ are CJD if they are almost commuting, that is, when the commuting distance between $A$ and $B$, is significantly less than 1:

$$\| [A, B] \| := \| AB - BA \| \leq \delta$$

for some $0 < \delta \ll 1$.

The matrices $A$ and $B$ are jointly diagonalizable if and only if they commute, i.e., the commuting distance is zero.

4.2.1. Continuity and tightness in the CJD case. In this section, we employ a technical continuity result for the dual feasible set to conclude that there is a neighborhood of problem instances around every diagonal instance for which (SDP-P) gives rank-one optimal solutions $X_i$. All proofs for the results in this subsection are found in Appendix C.

Given a $k$-tuple of symmetric matrices $(M_1, \ldots, M_k)$, our primal-dual pair is given by (SDP-P) and (SDP-D). Note that, without loss of generality, we may assume each $M_i$ is positive semidefinite since the primal constraint $\text{tr}(X_i) = 1$ ensures that replacing $M_i$ by $M_i + \lambda_i I \succeq 0$, where $\lambda_i$ is a positive constant, simply shifts the objective value by $\lambda_i$. In addition, we have shown in Lemma 2.2 that $M_i \succeq 0$ implies $\nu_i$ is nonnegative at dual optimality. So we assume $M_i \succeq 0$ and enforce $\nu_i \geq 0$ for all $i = 1, \ldots, k$.

For a fixed, user-specified upper bound $\mu > 0$, we define the closed convex set

$$C := \{ c = (M_1, \ldots, M_k) : 0 \preceq M_i \preceq \mu I \quad \forall i = 1, \ldots, k \},$$

to be our set of admissible coefficient $k$-tuples. We know that both (SDP-P) and (SDP-D) have interior points for all $c \in C$, so that strong duality holds for all $c \in C$. The following results draw upon the fact that (SDP-P) is an equivalent linear program (LP) when $M_1, \ldots, M_k$ are jointly diagonalizable, i.e., the problem is a diagonal SDP. While we require the assumption that the equivalent LP in the jointly diagonalizable case has a unique optimal solution, we find this is a reasonable mild assumption based on [22, Theorem 4], which proves the uniqueness property holds generically for LPs.
LEMMA 4.3. Let \( \mathbf{c} = (\mathbf{M}_1, \ldots, \mathbf{M}_k) \in \mathcal{C} \). If \( \mathbf{M}_i \) are jointly diagonalizable for \( i = 1, \ldots, k \) and the associated LP for (SDP-P) has a unique optimal solution, then there exists an optimal solution of (SDP-D) with \( \text{rank}(\mathbf{Z}_i) \geq d - 1 \) for all \( i = 1, \ldots, k \).

DEFINITION 4.4. For \( \mathbf{c} = (\mathbf{M}_1, \ldots, \mathbf{M}_k) \in \mathcal{C} \) and \( \bar{\mathbf{c}} = (\bar{\mathbf{M}}_1, \ldots, \bar{\mathbf{M}}_k) \in \mathcal{C} \), define
\[
\text{dist}(\mathbf{c}, \bar{\mathbf{c}}) \triangleq \max_{i \in [k]} \| \mathbf{M}_i - \bar{\mathbf{M}}_i \|.
\]

We are now ready to state our main result in this subsection.

THEOREM 4.5. Let \( \bar{\mathbf{c}} := (\bar{\mathbf{M}}_1, \ldots, \bar{\mathbf{M}}_k) \in \mathcal{C} \) be given such that \( \bar{\mathbf{M}}_i \), \( i = 1, \ldots, k \), are jointly diagonalizable and the associated LP, which is derived from the diagonal SDP of (SDP-P), with objective coefficients \( \bar{\mathbf{c}} \) has a unique optimal solution. Then there exists a full-dimensional neighborhood \( \bar{\mathcal{C}} \ni \bar{\mathbf{c}} \in \mathcal{C} \) such that (SDP-P) has the rank-one property for all \( \mathbf{c} = (\mathbf{M}_1, \ldots, \mathbf{M}_k) \in \bar{\mathcal{C}} \).

Proof Sketch. Using Lemma 4.3, let \( \mathbf{y}^0 := (\bar{\mathbf{Y}}, \bar{\mathbf{Z}}_i, \bar{\nu}_i) \) be the optimal solution of the dual problem (SDP-D) for \( \bar{\mathbf{c}} = (\bar{\mathbf{M}}_1, \ldots, \bar{\mathbf{M}}_k) \), which has \( \text{rank}(\bar{\mathbf{Z}}_i) \geq d - 1 \) for all \( i \). Proposition C.3 in Appendix C considers a function \( y(\mathbf{c}; \mathbf{y}^0) \) that returns the optimal solution of (SDP-D) for \( \mathbf{c} = (\mathbf{M}_1, \ldots, \mathbf{M}_k) \) closest to \( \mathbf{y}^0 \), and shows that this function is continuous. It follows that its preimage
\[
y^{-1} (\{ (\mathbf{Y}, \mathbf{Z}_i, \nu_i) : \text{rank}(\mathbf{Z}_i) \geq d - 1 \ \forall \ i \})
\]
contains \( \bar{\mathbf{c}} \) and is an open set because the set of all \( (\mathbf{Y}, \mathbf{Z}_i, \nu_i) \) with \( \text{rank}(\mathbf{Z}_i) \geq d - 1 \) is an open set. After intersecting with \( \mathcal{C} \), we have shown existence of this full-dimensional set \( \bar{\mathcal{C}} \). From complementarity of the KKT conditions of the assignment LP, \( \text{rank}(\mathbf{Z}_i) = d - 1 \) for \( i = 1, \ldots, k \). Applying Lemma 2.3 then completes the theorem.

The next corollary shows that for a general tuple of almost commuting matrices \( \mathbf{c} := (\mathbf{M}_1, \ldots, \mathbf{M}_k) \) that are CJD for small enough \( \delta \), (SDP-P) is tight and has the rank-one property. In the following results, we will then prove the HPPCA generative model for \( \mathbf{M}_i \) results in a problem that is CJD. While these are sufficient conditions, they are by no means necessary, and Appendix L gives an example of \( \mathbf{M}_i \) that are not CJD but where the convex relaxation has the rank-one property. It is important to note the results do not quantify an exact \( \delta \) for (SDP-P) to achieve the ROP, but only the existence of one such that this property holds.

COROLLARY 4.6. Let \( \mathbf{c} := (\mathbf{M}_1, \ldots, \mathbf{M}_k) \) be a tuple of matrices, where \( \| [\mathbf{M}_i, \mathbf{M}_j] \| := \| [\bar{\mathbf{M}}_i, \bar{\mathbf{M}}_j] \| \leq \delta \) for all \( i, j \in [k] \), and assume \( \| \mathbf{M}_i \| \leq 1 \) for all \( i \in [k] \). Then there exists a tuple of commuting matrices \( \mathbf{c} := (\bar{\mathbf{M}}_1, \ldots, \bar{\mathbf{M}}_k) \) such that \( \| [\mathbf{M}_i, \bar{\mathbf{M}}_j] \| = 0 \) for all \( i, j \in [k] \) where \( \text{dist}(\mathbf{c}, \bar{\mathbf{c}}) \leq O(\epsilon(\delta)) \) and \( \epsilon(\delta) \) is a function satisfying \( \lim_{\delta \to 0} \epsilon(\delta) = 0 \). Assume the associated LP, which is derived from the diagonal SDP of (SDP-P), parameterized by \( \bar{\mathbf{c}} \) has a unique optimal solution.

If \( \delta > 0 \) is such that \( \text{dist}(\mathbf{c}, \bar{\mathbf{c}}) \leq \epsilon(\delta) \) implies \( \mathbf{c} \in \bar{\mathcal{C}} \), then (SDP-P) parameterized by \( \mathbf{c} \) has the rank-one property.

4.2.2. HPPCA possesses the CJD property. Consider the heteroscedastic probabilistic PCA problem in [29] where \( L \) data groups of \( n_1, \ldots, n_L \) samples \( (n = \sum_{\ell=1}^L n_\ell) \) with known noise variances \( v_1, \ldots, v_L \) respectively are generated by the model
\[
y_{\ell,j} = \mathbf{U} \Theta z_{\ell,j} + \eta_{\ell,j} \in \mathbb{R}^d \quad \forall \ell \in [L], j \in [n_\ell].
\]
Here, \( \mathbf{U} \in \text{St}(k, d) \) is a planted subspace, \( \Theta = \text{diag}(\sqrt{\lambda_1}, \ldots, \sqrt{\lambda_k}) \) represent the known signal amplitudes, \( z_{\ell,j} \sim \mathcal{N}(0, I_k) \) are latent variables, and \( \eta_{\ell,j} \sim \mathcal{N}(0, v_\ell I_d) \)
are additive Gaussian heteroscedastic noises. Assume that \( \lambda_i \neq \lambda_j \) for \( i \neq j \in [k] \) and \( v_\ell \neq v_m \) for \( \ell \neq m \in [L] \). The maximum likelihood problem in [29, Equation 3] with respect to \( \mathbf{U} \) is then equivalently (1.2) for \( \mathbf{A}_\ell = \sum_{j=1}^{n_{\ell}} \frac{1}{v_\ell} \mathbf{y}_{\ell,j} \mathbf{y}_{\ell,j}' \) and \( w_{\ell,i} = \frac{\lambda_\ell}{\lambda_i + v_\ell} \in (0, 1) \). Using the definition of the weights \( w_{\ell,i} \) in HPPCA, it is straightforward to show that \( \mathbf{M}_1 \succeq \mathbf{M}_2 \succeq \cdots \succeq \mathbf{M}_k \). Our next result says that, as the number of samples \( n \) grows, the signal-to-noise ratio \( \lambda_i/v_\ell \) grows, or the variances are close to the median noise variance, the matrices in the HPPCA problem are almost commuting. The proof is found in Appendix C.

**Proposition 4.7.** Let \( \mathbf{c} = (\frac{1}{n} \mathbf{M}_1, \ldots, \frac{1}{n} \mathbf{M}_k) \) be the (normalized) data matrices of the HPPCA problem. Then there exists commuting \( \mathbf{c} = (\mathbf{M}_1, \ldots, \mathbf{M}_k) \) (constructed in the proof) such that for any \( \bar{v} \geq 0 \) and a universal constant \( C > 0 \) and with probability exceeding \( 1 - e^{-t} \) for \( t > 0 \),

\[
\frac{\| \frac{1}{n} \mathbf{M}_i - \bar{\mathbf{M}}_i \|}{\| \bar{\mathbf{M}}_i \|} \leq \min \left\{ \sum_{\ell=1}^{L} \frac{\bar{\gamma}_\ell}{v_\ell} + 1, C \frac{\bar{\sigma}_i}{\bar{\sigma}_1} \max \left\{ \sqrt{\frac{\bar{\xi}_i}{\bar{\sigma}_1} \log d + t}, \frac{\sqrt{\bar{\xi}_i}}{\bar{\sigma}_1} \log(n) \right\} \right\},
\]

where

\[
\bar{\gamma}_\ell := \left| \frac{\bar{v}}{v_\ell} - 1 \right|, \quad \bar{\sigma}_i := \| \bar{\mathbf{M}}_i \| = \sum_{\ell=1}^{L} \frac{\lambda_i}{v_\ell} n_{\ell} \left( \frac{\lambda_1}{v_\ell} + 1 \right),
\]

\[
\bar{\xi}_i := \text{tr}(\bar{\mathbf{M}}_i) = \sum_{\ell=1}^{L} \frac{\lambda_i}{v_\ell} n_{\ell} \left( \frac{1}{v_\ell} \sum_{i=1}^{k} \lambda_i + d \right).
\]

**Remark 4.8.** It seems natural to let \( \bar{v} = \min_{\ell} \sum_{\ell=1}^{L} |v - v_\ell| \), i.e., the median noise variance, which provides an upper bound for (4.3), i.e.,

\[
\min_{v} \sum_{\ell=1}^{L} |v - v_\ell| \leq \sum_{\ell=1}^{L} \frac{|\bar{v} - v_\ell|}{\lambda_i + v_\ell}.
\]

**5. Numerical experiments.** All numerical experiments were computed using MATLAB R2018a on a MacBook Pro with a 2.6 GHz 6-Core Intel Core i7 processor. When solving SDPs, we use the SDPT3 solver of the CVX package in MATLAB [28]. All code necessary to reproduce our experiments is available at https://github.com/kgilman/Sums-of-Heterogeneous-Quadratics. When executing each algorithm in practice, we remark that the results may vary with the choice of user specified numerical tolerances and other settings. We point the reader to Appendix M for detailed settings.

**5.1. Assessing the rank-one property (ROP).** In this subsection, we conduct experiments showing that, for many random instances of the HPPCA application, the SDP relaxation (SDP-P) is tight with optimal rank-one \( \mathbf{X}_i \), yielding a globally optimal solution of (1.1). Similar experiments for other forms of (1.1), including where \( \mathbf{M}_i \) are random low-rank PSD matrices, are found in Appendix M and give similar insights. Here, the \( \mathbf{M}_i \) are generated according to our HPPCA model in (4.2) where \( \mathbf{A}_\ell = \frac{1}{v_\ell} \sum_{\ell=1}^{n_{\ell}} \mathbf{y}_\ell \mathbf{y}_\ell' \) and weight matrices \( \mathbf{W}_\ell \) are calculated as \( \mathbf{W}_\ell = \text{diag}(w_{\ell,1}, \ldots, w_{\ell,k}) \) for \( w_{\ell,i} = \lambda_i/(\lambda_i + v_\ell) \). We make \( \lambda \) a \( k \)-length vector.
of entries uniformly spaced in the interval $[1, 4]$, and we vary the ambient dimension $d$, rank $k$, samples $n$, and variances $v$ for $L = 2$ noise groups. Each random instance is generated from a new random draw of $U$ on the Stiefel manifold, latent variables $z_{k,i}$, and noise vectors $\eta_{k,i}$.

Tables 1 and 2 show the results of these experiments for various choices of dimension $d$ and rank $k$. We solve the SDP for 100 random data instances. The table shows the fraction of trials that result in rank-one $X_i$ for all $i = 1, \ldots, k$. We compute the average error of the sorted eigenvalues of each $\bar{X}_i$ to $e_1$, i.e. $\frac{1}{k} \sum_{i=1}^{k} \| \text{diag}(\Sigma_i) - e_1 \|_2$ where $X_i = V_i \Sigma_i V_i'$, and count any trial with error greater than $10^{-5}$ as not tight. The SDP solutions possess the ROP in the vast majority of trials. As the $M_i$ concentrate to be almost commuting with increased sample sizes, the convex relaxation becomes tight in 100% of the trials, as shown in Table 1. Similarly, as we decrease the spread of the variances, Table 2 shows the fraction of tight instances increases, reaching 100% in the homoscedastic setting, as expected.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
\textbf{Fraction of 100 trials with ROP} & $k = 3$ & $k = 5$ & $k = 7$ \tabularnewline
\hline
$d = 10$ & 1 & 1 & 1 \tabularnewline
$d = 20$ & 1 & 1 & 1 \tabularnewline
$d = 30$ & 1 & 1 & 1 \tabularnewline
\hline
\end{tabular}
\end{table}

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|}
\hline
\textbf{Fraction of 100 trials with ROP} & $k = 3$ & $k = 5$ & $k = 7$ & $k = 10$ \tabularnewline
\hline
$d = 10$ & 1 & 1 & 1 & 1 \tabularnewline
$d = 20$ & 1 & 1 & 1 & 1 \tabularnewline
$d = 30$ & 1 & 1 & 1 & 1 \tabularnewline
\hline
\end{tabular}
\end{table}

Table 1: Numerical experiments showing the fraction of trials where the SDP is tight for instances of the HPPCA problem as we vary $d$, $k$, and $n$ using $L = 2$ groups with noise variances $v = [1, 4]$.

Table 2: Numerical experiments showing the fraction of trials where the SDP is tight for instances of the HPPCA problem as we vary $d$, $k$, and $v$ using $L = 2$ groups with samples $n = [10, 40]$.

5.2. Assessing global optimality of local solutions. In this section, we use the Stiefel majorization-minimization (StMM) solver with a linear majorizer from [16] to obtain a local solution $\tilde{U}_{MM}$ to (1.1) for various inputs $M_i$ and use Theorem 4.1 to certify if the local solution is globally optimal or if the certificate fails. For comparison, we obtain candidate solutions $\bar{X}_i$ from the SDP and perform a rank-one SVD of each to form $\tilde{U}_{SDP}$, i.e.

$$\tilde{U}_{SDP} = P_{\text{St}}([\bar{u}_1 \cdots \bar{u}_k]), \quad \bar{u}_i = \arg\max_{u : \|u\|_2 = 1} u' \bar{X}_i u,$$

while measuring how close the solutions are to being rank-one. In the case the SDP is not tight, the rank-one directions from the $X_i$ will not be orthonormal, so as a heuristic, we project $\tilde{U}_{SDP}$ onto the Stiefel manifold by the orthogonal Procrustes solution, denoted by the operator $P_{\text{St}}(\cdot)$ [16].
This is indeed what we observe: as the number of samples increases in Figure 3b, the accuracy of the semidefinite programming (SDP) and stochastic majorization-minimization (StMM) solvers with respect to the computed maximum commuting distance improves. We compare their results obtained using the maximum of their spectral norms, and then record the results obtained from the SDP relaxation and the StMM solver to verify their global optimality. To verify our theory from Section 4, we generate each $M_i$ in $\mathbb{R}^{d \times d}$ to be a diagonally dominant matrix resembling an approximate rank-$k$ sample covariance matrix, such that, in a similar manner to HPPCA, $M_1 \succeq M_2 \succeq \cdots \succeq M_k \succeq 0$. Specifically, we first construct $M_k = D_k + N_k$, where $D_k$ is a diagonal matrix with $k$ nonzero entries drawn uniformly at random from $[0, 1]$, and $N_k = \frac{1}{\max_i \sigma(M_i)} SS'$ for $S \in \mathbb{R}^{d \times 10d}$ whose entries are drawn i.i.d. as $\mathcal{N}(0, \sigma I)$ for varying $\sigma$. We then generate the remaining $M_i$ for $i = k-1, \ldots, 1$ as $M_i = M_{i-1} + D_i + N_i$ with new random draws of $D_i$ and $N_i$ and normalize all by $1/\max_{i\in[k]} \|M_i\|$ so that $\|M_i\| \leq 1$ for all $i \in [k]$. With this setup, when we vary $\sigma$, we sweep through a range of commuting distances, i.e. $\max_{i,j \in [k]} \|M_i M_j - M_j M_i\|$. For all experiments, we generate problems with parameters $d = 10$, $k = 3$, and run StMM for 2,000 maximum iterations or until the norm of the gradient on the manifold is less than $10^{-10}$.

Figure 1a shows the gap of the objective values between the SDP relaxation (before projection onto the Stiefel) and the nonconvex problem ($p_{SDP} - p_{StMM}$) versus the commuting distance. Figure 1b shows the distance between the two obtained solutions computed as $\frac{1}{\sqrt{d}} \|\hat{U}_{StMM} U_{SDP} - I_k\|_F$ (where $\| \cdot \|$ denotes taking the elementwise absolute value) versus commuting distance. Figure 3a shows the percentage of trials where $\hat{U}_{StMM}$ could not be certified globally optimal. Like before, we declare an SDP’s solution “tight” if the mean error of its solutions to a rank-one matrix with binary eigenvalues, i.e., $\frac{1}{k} \sum_{i=1}^k \|\lambda_i^{(i)} - e_1\|_2$, is less than $10^{-5}$, where $\lambda_i^{(i)}$ denotes the sorted eigenvalues of $X_i$ in descending order, and $e_1$ is the first standard basis vector in $\mathbb{R}^d$. Trials with the marker “x” indicate trials where global optimality was certified. The marker “x” represents trials where $\hat{U}$ was not certified as globally optimal and the SDP relaxation was not tight; “△” markers indicate trials where the SDP was tight, but (4.1) was not satisfied, implying a suboptimal local maximum. Towards the left of Figure 1a, with small $\sigma$ and the ($M_1, \ldots, M_k$) all being very close to commuting, 100% of experiments return tight rank-one SDP solutions. Interestingly, there appears to be a sharp cut-off point where this behavior ends, and the SDP relaxation is not tight in a small percentage of cases. While the large majority of trials still admit a tight convex relaxation, these results empirically corroborate the sufficient conditions derived in Theorem 4.5 and Corollary 4.6.

Where the SDP is tight, Figure 1 shows the StMM solver returns the globally optimal solution in more than 95% of the problem instances. Indicated by the “△” markers, the remaining cases can only be certified as stationary points, implying a local maximum was found. Indeed, we observe a correspondence between trials with both large objective value gap and distance of the candidate solution to the globally optimal solution returned by the SDP.

HPPCA. We repeat the experiments just described for $M_i$ generated by the model in (4.2) for $d = 50$, $\lambda = [4, 3.25, 2.5, 1.75, 1]$, and $L = 2$ noise groups with variances $v = [1, 4]$. For each of 100 trials, we draw a random model with a different generative $U$ for sample sizes $n = [n_1, 4n_1]$, where we sweep through increasing values of $n_1$ on the horizontal axis in Figure 3b. For each experiment, we normalize the $M_i$ by the maximum of their spectral norms, and then record the results obtained from the SDP and StMM solvers with respect to the computed maximum commuting distance of the $M_i$ in Figure 2. We run StMM for a maximum of 10,000 iterations, and record whether the SDP was tight and the global optimality certification of each StMM run.

Proposition 4.7 suggests that, even with poor SNR like in this example, as the number of data samples increases, the $M_i$ should concentrate to be nearly commuting. This is indeed what we observe: as the number of samples increases in Figure 3b, the
Fig. 1: Numerical simulations for synthetic CJD matrices for \( d = 10, k = 3 \) with increasing \( \sigma \) and 100 random problem instances for each setting.

Fig. 2: Numerical simulations for \( M_i \) generated by the HPPCA model in (4.2) for \( d = 50, k = 5 \), noise variances \([1, 4]\), and \( \lambda = [4, 3.25, 2.5, 1.75, 1] \) with increasing samples \( n \). The fractions not shown are tight instances certified as global.

maximum commuting distance of the \( M_i \)'s decreases, i.e., the simulations move to the left on the horizontal axes of Figures 2a and 2b. In this nearly-commuting regime, the SDP obtains tight rank-one \( X_i \) in 100\% of the trials, and interestingly, all of the StMM runs attain the global maximum, suggesting a seemingly benign nonconvex landscape. In contrast, we observed several trials in the low-sample setting where the SDP failed to be tight and a dual certificate was not attained. Also within this regime, several trials of the StMM solver find suboptimal local maxima.

5.3. Computation time. Figure 4 compares the scalability of our SDP relaxation in (SDP-P) to the StMM solver with the global certificate check in (4.1) for synthetically generated HPPCA problems of varying data dimension. We measure the median computation time across 10 independent trials of both algorithms. The experiment strongly demonstrates the computational superiority of the first-order method with our certificate compared to the full SDP. StMM+Certificate scales nearly 60
(a) Synthetic CJD matrices for $d = 10$, $k = 3$ with increasing $\sigma$.

(b) Data matrices generated by the HPPCA model in (4.2) with increasing samples $n = (n_1, 4n_1)$.

Fig. 3: Percentages of global certification of StMM solutions out of 100 trials. The fractions not shown are tight instances certified as global.

Fig. 4: Computation time of (SDP-P) versus StMM for 2000 iterations with global certificate check (4.1) for HPPCA problems as the data dimension varies. We use $v = [1, 4]$, and $n = [100, 400]$ and make $\lambda$ a $k$-length vector with entries equally spaced in the interval $[1, 4]$. Markers indicate the median computation time taken over 10 trials, and error bars show the standard deviation.

times better in computation time for the largest dimension with $k = 3$ and 15 times for $k = 10$, while offering a crucial theoretical guarantee to a nonconvex problem that may contain spurious local maxima. Thus, we can solve the nonconvex problem posed in (1.1) using any choice of solver on the Stiefel manifold and perform a fast check of its terminal output for global optimality.
6. Future Work & Conclusion. In this work, we proposed a novel SDP relaxation for the sums of heterogeneous quadratic forms problem, from which we derived a global optimality certificate to check a local solution of a nonconvex program. Our other major contribution proved a continuity result showing sufficient conditions guaranteeing the relaxation has the ROP and providing both theoretical and empirical support that a motivating signal processing application—the HPPCA problem—possesses a tight relaxation in many instances.

While the global certificate scales well compared to solving the full SDP, the LMI feasibility program still requires forming and factoring \(d \times d\) size matrices, requiring storage of \(O(d^2)\) elements. One exciting possibility is to apply recent works like [51] to our problem, which use randomized algorithms to reduce the storage and arithmetic costs for scalable semidefinite programming. Further, it remains interesting to prove a sufficient analytical certificate, in addition to proving more general sufficient conditions on the \(M_i\), to guarantee the ROP.

While we hope the work herein has a positive impact in HPPCA applications like air quality monitoring [29] or medical imaging, we acknowledge the potential for dimensionality reduction algorithms to yield disparate reconstruction errors on populations within a dataset, such as PCA on labeled faces in the wild data set (LFW), which returns higher reconstruction error for women than men even with equal population ratios in the dataset [42]; also see [45].

Appendix A. Proofs of section 2.

Proof of Lemma 2.4. The problem is convex and satisfies Slater’s condition, see Lemma A.1. Specifically, at optimality we have \((I - (\sum_{i=1}^k X_i), Y) = 0\) and therefore \(\text{tr}(Y) = (Y, \sum_{i=1}^k X_i)\). Then

\[
d^* = -\left(\sum_{i=1}^k M_i + Z_i - \nu_i I, X_i\right)\right) - \sum_{i=1}^k \nu_i = -\text{tr}\left(\sum_{i=1}^k M_i X_i\right),
\]

since \((Z_i, X_i) = 0\) and \(\sum_{i=1}^k \nu_i (1 - \text{tr}(X_i)) = 0\). Thus, \(p^* = d^*\).

Lemma A.1. The primal problem in (SDP-P) is strictly feasible for \(k < d\).

Proof. To be strictly feasible we must have \(X_i, i = 1, \ldots, k\) such that

\[
0 \prec \sum_{i=1}^k X_i \prec I, \quad \text{tr}(X_i) = 1, \quad X_i \succ 0, \quad i = 1, \ldots, k
\]

Suppose \(X_i = \frac{1}{d}I\) for all \(i\). Then \(\text{tr}(X_i) = 1\) and \(X_i \succ 0\) for all \(i\), and \(\sum_{i=1}^k X_i = \frac{k}{d}I\), satisfying \(0 \prec \sum_{i=1}^k X_i \prec I\) when \(k < d\).

Proof of Lemma 2.5. Since the problem in (SDP-P) has a larger constraint set than (1.1), any solution to (SDP-P) that satisfies the constraints of (1.1) is also a solution to this original nonconvex problem.

For the “if” direction, assume that the optimal \(X_i\) for (SDP-P) have the rank-one property. Since \(\text{tr}(X_i) = 1\) by definition of (SDP-P), when we decompose \(X_i = u_i u_i^\prime\) we have \(u_i\) that are norm-1. In order for \(\sum_{i=1}^k X_i \preceq I\), the \(u_i\) must be orthogonal. For the “only if” direction, assume that the solution to the SDP relaxation in (SDP-P) is the optimal solution to the original nonconvex problem in (1.1) in the sense that \(X_i = u_i u_i^\prime\) gives the optimal \(U = [u_1 \cdots u_k]\). Then by definition we see that the \(X_i\) have the rank-one property.
Proof of Lemma 2.2. Without loss of generality, let \( \nu_1 < 0 \) be the smallest (most negative) coordinate of \( \nu \), and rewrite the objective in terms of \( M_1 \) and eliminating \( Y \) as

\[
\begin{align*}
(A.1) \quad d^* = & \min_{\nu_1, Z_1} \text{tr}(Z_1 + M_1) - d\nu_1 + \sum_{i=1}^k \nu_i \\
\text{s.t.} \quad & M_i + Z_i \succeq \nu_1 I \quad \forall i = 1, \ldots, k \\
(A.2) \quad & M_1 + Z_1 - \nu_1 I = M_j + Z_j - \nu_j I \quad \forall j = 2, \ldots, k \\
& Z_i \succeq 0 \quad \forall i = 1, \ldots, k.
\end{align*}
\]

Now consider new variables \( \{\tilde{\nu}_i, \tilde{Z}_i\}_{i=1}^k \), where we let \( \tilde{\nu}_1 = 0, \tilde{\nu}_i = \nu_i - \nu_1 \) for \( i = 2, \ldots, k \), and with all the \( Z \) variables unchanged: \( \tilde{Z}_i = Z_i \) for all \( i \).

These new variables are still feasible. Certainly \( M_1 + \tilde{Z}_1 = M_1 + Z_1 \succeq \tilde{\nu}_1 I = 0 \) as both \( M_1, Z_1 \) are PSD. Also \( M_1 + \tilde{Z}_1 - \tilde{\nu}_1 I = M_j + \tilde{Z}_j - \tilde{\nu}_j I \), since substituting in, we have \( M_1 + Z_1 = M_j + Z_j - (\nu_j - \nu_1) I \), which was feasible for the original optimal point. From this last equation note that since \( M_1 + Z_1 \succeq 0 \), then \( M_j + Z_j - (\nu_j - \nu_1) I = M_j + \tilde{Z}_j - \tilde{\nu}_j I \succeq 0 \).

However, this yields a contradiction because we have reduced the objective value from

\[
\text{tr}(Z_1 + M_1) - d\nu_1 + \sum_{i=1}^k \nu_i \quad \text{to} \quad \text{tr}(Z_1 + M_1) - k\nu_1 + \sum_{i=1}^k \nu_i.
\]

Therefore \( \nu_1 < 0 \) cannot be optimal. \( \square \)

Lemma A.2. Suppose \( X_i \) for \( i = 1, \ldots, k \) each have trace 1 and satisfy \( \lambda_1(X_i) = 1 \), and therefore each \( X_i \) is rank 1. We decompose \( X_i = u_i u_i' \) and note that \( u_i \) are norm-1. Then \( \sum_{i=1}^k X_i \) satisfies \( 0 \preceq \sum_{i=1}^k X_i \preceq I \) if and only if \( u_i' u_j = 0 \quad \forall i \neq j \).

Proof. Forward direction: Suppose \( X = \sum_{i=1}^k X_i \) has eigenvalues in \([0, 1]\) and \( \text{tr}(X) = k \). Since \( \text{rank}(X) \leq k \) by subadditivity of rank, this implies both that \( X \) is rank-\( k \) and its eigenvalues are either zero or one. Note then that

\[
\text{tr}(XX') = k = \text{tr} \left( \sum_i u_i u_i' \sum_i u_i u_i' \right) = \sum_i (u_i' u_i)^2 + \text{tr} \left( 2 \sum_{i \neq j} (u_i' u_j)^2 \right).
\]

Since \( u_i \) are norm-1 then the sum \( \sum_i (u_i' u_i)^2 = k \). This means

\[
\text{tr} \left( 2 \sum_{i \neq j} (u_i' u_j)^2 \right) = 0,
\]

which is true if and only if \( u_i' u_j = 0 \).

The backward direction is immediate because when \( u_i' u_j = 0 \) for \( i \neq j \), \( \sum_{i=1}^k u_i u_i' \) is the singular value decomposition of \( X \) with \( k \) eigenvalues equal to one. \( \square \)

Proof of Lemma 2.3. Suppose \( Z_i \) is rank \( d - 1 \). By complementarity at optimality, we have \( Z_i X_i = 0 \quad \forall i \), which means \( X_i \) lies in the nullspace of \( Z_i \), which has dimension 1, so each \( X_i \) is rank-1. By primal feasibility, \( \text{tr}(X_i) = 1 \), so \( \lambda_1(X_i) = 1 \quad \forall i = 1, \ldots, k \). By Lemma A.2, the optimal solution is an orthogonal projection matrix, and the optimal \( X_i \) are orthogonal. \( \square \)
Appendix B. Proof of Theorem 4.1.

Lemma B.1. Let $\mathcal{F}(U)$ denote the objective function with respect to $U$ in (1.1) over $\text{St}(k,d)$. If a point $U \in \text{St}(k,d)$ is a second-order stationary point (SOSP) of $\mathcal{F}$, then

$$\Lambda = U' \sum_{i=1}^{k} M_i U E_i$$ is symmetric, and

$$- \sum_{i=1}^{k} \langle U, M_i U E_i \rangle + \langle U \Lambda, U \rangle \geq 0 \quad \forall \bar{U} \in \mathbb{R}^{d \times k} \text{ such that } \bar{U}' U + U' \bar{U} = 0.$$

Proof. Taking $\bar{\mathcal{F}}$ to be the quadratic function in (1.1) (scaled by $\frac{1}{2}$) over Euclidean space, the Euclidean gradient $\nabla \bar{\mathcal{F}}(U) = \sum_{i=1}^{k} M_i U E_i = [M_1 u_1 \cdots M_k u_k]$, where $E_i := e_i e_i' \in \mathbb{R}^{k \times k}$ and $e_i$ is the $i$th standard basis vector in $\mathbb{R}^k$. The Euclidean Hessian can also easily be derived as $\nabla^2 \bar{\mathcal{F}}(U)[U] = \sum_{i=1}^{k} M_i U E_i$. Restricting $\bar{\mathcal{F}}$ to the Stiefel manifold, let $\bar{\mathcal{F}} := \mathcal{F}|_{\text{St}(k,d)}$. If $U \in \text{St}(k,d)$ is a SOSP of (1.1), then

$$(B.1) \quad \nabla \bar{\mathcal{F}}(U) = 0 \quad \text{and} \quad \nabla^2 \bar{\mathcal{F}}(U) \preceq 0,$$

where $\nabla \bar{\mathcal{F}}$ and $\nabla^2 \bar{\mathcal{F}}$ denote the Riemannian gradient and Hessian of $\bar{\mathcal{F}}$, respectively.

From [2], the gradient on the manifold for SOSPs $U$ satisfies

$$(B.2) \quad \nabla \mathcal{F} = \nabla \bar{\mathcal{F}} - U \text{sym}(U' \nabla \bar{\mathcal{F}}(U)) = (I - U U') \nabla \bar{\mathcal{F}} + U \text{skew}(U' \nabla \bar{\mathcal{F}}),$$

$$(B.3) \quad = (I - U U') \sum_{i=1}^{k} M_i U E_i + \frac{1}{2} U \sum_{i=1}^{k} [U'M_i U, E_i],$$

$$(B.4) \quad = 0,$$

where $\text{sym}(A) = \frac{1}{2}(A + A')$, $\text{skew}(A) = \frac{1}{2}(A - A')$, and $[A,B] = AB - BA$. We note the left and right expressions of the Riemannian gradient in (B.3) lie in the orthogonal complement of $\text{Span}(U)$ and the $\text{Span}(U)$, respectively, so $\nabla \mathcal{F}$ vanishes if and only if $(I - U U') \nabla \bar{\mathcal{F}} = 0$, and $\sum_{i=1}^{k} [U'M_i U, E_i] = 0$, implying $U' \nabla \bar{\mathcal{F}} = \nabla \bar{\mathcal{F}}'.U$. Letting $\Lambda := \text{sym}(U' \nabla \bar{\mathcal{F}})$, this also implies

$$(B.5) \quad U \Lambda = \nabla \bar{\mathcal{F}} = \sum_{i=1}^{k} M_i U E_i,$$

and multiplying both sides by $U'$ yields the expression for $\Lambda$, which is symmetric as shown above so we can drop the sym$(\cdot)$ operator.

It can be shown the Riemannian Hessian is negative semidefinite if and only if

$$(B.6) \quad \langle \bar{U}, \nabla^2 \bar{\mathcal{F}}(U)[U] - \bar{U} \Lambda \rangle \leq 0$$

for all $\bar{U} \in T_U \text{St}(d,k)$, where $T_U \text{St}(d,k)$ is the tangent space of the Stiefel manifold, i.e. the set $T_U \text{St}(d,k) = \{ \bar{U} \in \mathbb{R}^{d \times k} : U' \bar{U} + U' \bar{U} = 0 \}$. Plugging in the expressions for $\Lambda$ and the Hessian of $\bar{\mathcal{F}}$ yield the main result.

The following lemma is adapted from [8, Corollary 4.2]
Lemma B.2. Let $\tilde{U} \in \mathbb{R}^{d \times k}$ be a second-order stationary point of (1.1) and $\mathbf{M}_i \succeq 0$ for all $i \in [k]$. Then $\tilde{A} = \tilde{U}' \sum_{i=1}^{k} \mathbf{M}_i \tilde{U} \tilde{E}_i$ is positive semidefinite.

**Proof.** Since $k < d$, there exists a unit vector $\mathbf{z}$ in the span of $\tilde{U}_\perp \in \mathbb{R}^{d \times d-k}$ where $\tilde{U}' \tilde{U}_\perp = 0$. Let $\mathbf{a} = [a_1, \ldots, a_k]' \in \mathbb{R}^k$ be an arbitrary nonzero vector. Let $\mathbf{z} = \mathbf{a}'$. Then clearly $\tilde{U}' \tilde{U}_\perp = 0$, and $\tilde{U}' \tilde{U} + \tilde{U}' \tilde{U}_\perp = 0$, so the second-order stationary necessary condition in Lemma B.1 applies:

\[(B.7) \quad \mathbf{a}' \tilde{A} \mathbf{a} = \langle \tilde{U} \tilde{A} \tilde{U}' \rangle \geq \sum_{i=1}^{k} \langle \tilde{U}' \mathbf{M}_i \tilde{U} \tilde{E}_i \rangle = \sum_{i=1}^{k} (a_i)' \mathbf{z}' \mathbf{z} \geq 0.\]

Therefore, since $\mathbf{a}' \tilde{A} \mathbf{a} \geq 0$ for arbitrary $\mathbf{a}$, $\tilde{A}$ is positive semidefinite. \(\square\)

**Proof of Theorem 4.1.** By Lemma 2.4, primal and dual feasible solutions of (SDP-P) and (SDP-D), $\mathbf{X}_i, \mathbf{Z}_i, \mathbf{Y}, \nu_i$ are simultaneously optimal if and only if they satisfy the following Karush-Kuhn Tucker (KKT) conditions [13], where the variables and constraints are indexed by $i \in [k]$:

- (KKT-a) $\mathbf{X}_i \succeq 0$, $\sum_{i=1}^{k} \mathbf{X}_i \succeq \mathbf{I}$, $\text{tr}(\mathbf{X}_i) = 1$
- (KKT-b) $\mathbf{Y} = \mathbf{M}_i + \mathbf{Z}_i - \nu_i \mathbf{I}$, $\mathbf{Y} \succeq 0$
- (KKT-c) $\langle \mathbf{I} - \sum_{i=1}^{k} \mathbf{X}_i, \mathbf{Y} \rangle = 0$
- (KKT-d) $\langle \mathbf{Z}_i, \mathbf{X}_i \rangle = 0$
- (KKT-e) $\mathbf{Z}_i \succeq 0$.

Similar to the work in [50], our strategy is then to construct $\bar{\mathbf{X}}_i$ and $\bar{\mathbf{Y}}, \bar{\mathbf{Z}}_i, \bar{\mathbf{\nu}}$ satisfying these conditions. Given $\tilde{\mathbf{U}}$ and $\bar{\mathbf{\nu}}$ in the statement of the theorem, we define $\bar{\mathbf{X}}_i = \bar{\mathbf{u}}_i \bar{\mathbf{u}}'_i$, $\bar{\mathbf{Y}} = \tilde{\mathbf{U}} (\tilde{\mathbf{A}} - \mathbf{D}_{\mathbf{\nu}}) \tilde{\mathbf{U}}'$, and $\bar{\mathbf{Z}}_i = \bar{\mathbf{Y}} + \bar{\mathbf{\nu}}_i \mathbf{I} - \mathbf{M}_i$. By construction, $\bar{\mathbf{X}}_i$ satisfy (KKT-a), and it is clear that $\bar{\mathbf{Y}} = \mathbf{M}_i + \mathbf{Z}_i - \bar{\mathbf{\nu}}_i \mathbf{I}$ satisfies (KKT-b). One can also verify that $\langle \mathbf{I} - \bar{\mathbf{X}}_i, \bar{\mathbf{Y}} \rangle = 0$ by construction, thus satisfying (KKT-c). So it remains to show $\bar{\mathbf{Y}} \succeq 0$, $\langle \mathbf{Z}_i, \bar{\mathbf{X}}_i \rangle = 0$, and $\bar{\mathbf{Z}}_i \succeq 0$.

The assumption that $\bar{\mathbf{A}} \succeq \mathbf{D}_{\mathbf{\nu}}$ ensures $\bar{\mathbf{Y}} \succeq 0$ (KKT-b). We note that we have shown in Lemma B.1 and Lemma B.2 that $\tilde{A}$ is symmetric PSD, which is a necessary condition for this assumption to hold, given the fact that the Lagrange multipliers $\bar{\nu}_i$ corresponding to the trace constraints are nonnegative by Lemma 2.2.

Moreover, $\bar{\mathbf{Z}}_i \succeq 0$ by the assumption in (4.1), satisfying (KKT-e). We finally verify (KKT-d), i.e. $\langle \bar{\mathbf{Z}}_i, \bar{\mathbf{X}}_i \rangle = 0$, with $\tilde{\mathbf{U}} = [\bar{\mathbf{u}}_1 \ldots \bar{\mathbf{u}}_k]$:

\[\langle \bar{\mathbf{Z}}_i, \bar{\mathbf{X}}_i \rangle = \langle \tilde{\mathbf{U}} + \bar{\mathbf{\nu}}_i \mathbf{I} - \mathbf{M}_i, \bar{\mathbf{X}}_i \rangle = \langle \tilde{\mathbf{U}} (A - D_{\mathbf{\nu}}) \tilde{U}' + \bar{\mathbf{\nu}}_i \mathbf{I} - \mathbf{M}_i, \bar{\mathbf{u}}_i \bar{\mathbf{u}}'_i \rangle\]

\[= \bar{\mathbf{u}}'_i \tilde{\mathbf{U}}' \sum_{j=1}^{k} \mathbf{M}_j \tilde{U} \tilde{E}_j \tilde{U}' \bar{\mathbf{u}}_i - \bar{\mathbf{u}}'_i \tilde{\mathbf{D}}_{\mathbf{\nu}} \tilde{U}' \bar{\mathbf{u}}_i + \bar{\mathbf{\nu}}_i - \bar{\mathbf{u}}'_i \mathbf{M}_i \bar{\mathbf{u}}_i\]

\[= \bar{\mathbf{u}}'_i \mathbf{M}_i \bar{\mathbf{u}}_i - \bar{\mathbf{\nu}}_i + \bar{\mathbf{\nu}}_i - \bar{\mathbf{u}}'_i \mathbf{M}_i \bar{\mathbf{u}}_i = 0.\]
See Appendix E for additional remarks.

**Appendix C. Proof of Theorem 4.5.**

We start this section by giving general convex analysis results that allow us to prove Theorem 4.5.

Let $C \subseteq \mathbb{R}^n$ be a closed, convex set. For all $c \in C$, consider a primal-dual pair of linear conic programs parameterized by $c$:

\begin{align}
(C.1) \\
& p(c) := \min_{x} \{c^T x : Ax = b, x \in \mathcal{K}\} \\
(C.2) \\
& d(c) := \max_{y} \{b^T y : c - A^T y \in \mathcal{K}^*\}
\end{align}

Here, the data $A \in \mathbb{R}^{m \times n}$ and $b \in \mathbb{R}^m$ are fixed; $\mathcal{K} \subseteq \mathbb{R}^n$ is a closed, convex cone; and $\mathcal{K}^* := \{s \in \mathbb{R}^n : s^T x \geq 0 \; \forall \; x \in \mathcal{K}\}$ is its polar dual. We imagine, in particular, that $\mathcal{K}$ is a direct product of a nonnegative orthant, second-order cones, and positive semidefinite cones, corresponding to linear, second-order-cone, and semidefinite programming.

Define $\text{Feas}(P) := \{x \in \mathcal{K} : Ax = b\}$ and $\text{Feas}(D; c) := \{y : c - A^T y \in \mathcal{K}^*\}$ to be the feasible sets of $(P; c)$ and $(D; c)$, respectively. We assume:

**Assumption C.0.1.** $\text{Feas}(P)$ is interior feasible, and $\text{Feas}(D; c)$ is interior feasible for all $c \in C$.

Then, for all $c$, strong duality holds between $(P; c)$ and $(D; c)$ in the sense that $p(c) = d(c)$ and both $p(c)$ and $d(c)$ are attained in their respective problems. Accordingly, we also define

$$
\text{Opt}(D; c) := \{y \in \text{Feas}(D; c) : b^T y = d(c)\}
$$

to be the nonempty, dual optimal solution set for each $c \in C$.

In addition, we assume the existence of linear constraints $f - E^T y \geq 0$, independent of $c$, such that

$$
\text{Extra}(D) := \{y : f - E^T y \geq 0\}
$$

satisfies:

**Assumption C.0.2.** For all $c \in C$, $\text{Feas}(D; c) \cap \text{Extra}(D)$ is interior feasible and bounded, and $\text{Opt}(D; c) \subseteq \text{Extra}(D)$.

In words, irrespective of $c$, the extra constraints $f - E^T y \geq 0$ bound the dual feasible set without cutting off any optimal solutions and while still maintaining interior, including interiority with respect to $f - E^T y \geq 0$. Note also that Assumption C.0.2 implies the recession cone of $\text{Feas}(D; c) \cap \text{Extra}(D)$ is trivial for (and independent of) all $c$, i.e., $\{\Delta y : -A^T \Delta y \in \mathcal{K}^*, -E^T \Delta y \geq 0\} = \{0\}$.

We first prove a continuity result related to the dual feasible set, in which we use the following definition of a convergent sequence of bounded sets in Euclidean space: a sequence of bounded sets $\{L^k\}$ converges to a bounded set $L$, written $L^k \to L$, if and only if: (i) given any sequence $\{y^k \in L^k\}$, every limit point $\bar{y}$ of the sequence satisfies $\bar{y} \in L$; and (ii) every member $y \in L$ is the limit point of some sequence $\{y^k \in L^k\}$.

**Lemma C.1.** Under Assumptions C.0.1 and C.0.2, let $\{c^k \in C\} \to c$ be any convergent sequence. Then

$$
\{\text{Feas}(D; c^k) \cap \text{Extra}(D)\} \to \text{Feas}(D; c) \cap \text{Extra}(D).
$$
Proof. See Appendix G in the supplement for the proof. \[ \square \]

**Lemma C.2.** Under Assumptions C.0.1 and C.0.2, let \( \{c^k \in C\} \rightarrow \bar{c} \) be any convergent sequence. Assume \[
\{\text{Opt}(D; c^k)\} \rightarrow \text{Opt}(D; \bar{c}).
\]

Proof. See Appendix H in the supplement for the proof. \[ \square \]

Finally, for given \( c \in C \) and fixed \( y^0 \in \mathbb{R}^m \), we define the function

\[
y(c) := y(c; y^0) = \text{argmin}\{\|y - y^0\| : y \in \text{Opt}(D; c)\},
\]

i.e., \( y(c) \) equals the point in \( \text{Opt}(D; c) \), which is closest to \( y^0 \). Since \( \text{Opt}(D; c) \) is closed and convex, \( y(c) \) is well defined. We next use Lemma C.2 to show that \( y(c) \) is continuous in \( c \).

**Proposition C.3.** Under the Assumptions C.0.1 and C.0.2, given \( y^0 \in \mathbb{R}^m \), the function \( y(c) := y(c; y^0) \) is continuous in \( c \).

Proof. We must show that, for any convergent \( \{c^k\} \rightarrow \bar{c} \), we also have convergence \( \{y(c^k)\} \rightarrow y(\bar{c}) \). This follows because \( \{\text{Opt}(D; c^k)\} \rightarrow \text{Opt}(D; \bar{c}) \) by Lemma C.2. \[ \square \]

Theorem 4.5 uses Proposition C.3 in its proof. Here we discuss how the primal-dual pair (SDP-P)-(SDP-D) satisfy the assumptions for the proposition. We would like to establish conditions under which (SDP-P) has the rank-1 property. For this, we apply the general theory developed above, specifically Proposition C.3. To show that the general theory applies, we must define the closed, convex set \( C \), which contains the set of admissible objective matrices/coefficients \( \{M_1, \ldots, M_k\} \) and which satisfies Assumptions C.0.1 and C.0.2. In particular, for a fixed, user-specified upper bound \( M > 0 \), we define \( C := \{c = (M_1, \ldots, M_k) : 0 \preceq M_i \preceq M I \quad \forall \ i = 1, \ldots, k\} \) to be our set of admissible coefficient \( k \)-tuples.

We know that both (SDP-P) and (SDP-D) have interior points for all \( c \in C \), so that strong duality holds. For the dual in particular, the equation \( \mu I = M_i + ((\mu + \epsilon)I - M_i) - \epsilon I \) shows that, for all \( \epsilon > 0 \), \( Y(\epsilon) := \mu I, \quad Z(\epsilon)_i := (\mu + \epsilon)I - M_i, \quad \nu(\epsilon)_i := \epsilon \) is interior feasible with objective value \( d \mu + k \epsilon \). In particular, the redundant constraint \( \nu \geq 0 \) is satisfied strictly. This verifies Assumption C.0.1.

We next verify Assumption C.0.2. Since the objective value just mentioned is independent of \( c = (M_1, \ldots, M_k) \), we can take \( \epsilon = 1 \) and enforce the extra constraint \( \text{tr}(Y) + \sum_{i=1}^k \nu_i \leq d \mu + k \) without cutting off any dual optimal solutions and while still maintaining interior. In particular, the solution \( (Y(\frac{1}{2}), Z(\frac{1}{2}), \nu(\frac{1}{2})) \) corresponding to \( \epsilon = \frac{1}{2} \) satisfies the new, extra constraint strictly. Finally, note that \( \text{tr}(Y) + \sum_{i=1}^k \nu_i \leq d \mu + k \) bounds \( Y \) and \( \nu \) in the presence of the constraints \( Y \succeq 0 \) and \( \nu \geq 0 \), and consequently the constraint \( Z_i = Y - M_i + \nu_i I \) bounds \( Z_i \) for each \( i \).

We now repeat the discussion leading up to Theorem 4.5 for completeness. The first lemma says that the diagonal problem has dual variables \( Z_i \) such that \( \text{rank}(Z_i) \geq d - 1 \), implying that the primal variables \( X_i \) are rank-1.

**Proof of Lemma 4.3.** Because of the jointly diagonalizable property, we may assume without loss of generality that each \( M_i \) is diagonal. So (SDP-P) is equivalent to the assignment LP

\[
\max \left\{ \sum_{i=1}^k \text{diag}(M_i)' \text{diag}(X_i) : \quad e' \text{diag}(X_i) = 1, \quad \text{diag}(X_i) \geq 0 \quad \forall \quad i = 1, \ldots, k \right\},
\]

subject to

\[
\sum_{i=1}^k \text{diag}(X_i) \leq e.
\]
where e is the vector of all ones, and (SDP-D) is equivalent to the LP
\[
\min \left\{ e' \text{diag}(Y) + \sum_{i=1}^{k} \nu_i : \begin{array}{l}
\text{diag}(Y) = \text{diag}(M_i) + \text{diag}(Z_i) - \nu_i e \\
\forall i = 1, \ldots, k \\
\text{diag}(Z_i) \geq 0 \ \forall i = 1, \ldots, k, \\
\text{diag}(Y) \geq 0
\end{array} \right\}.
\]

Since the primal is an assignment problem, its unique optimal solution has the property that each diag(Xi) is a standard basis vector (i.e., each has a single entry equal to 1 and all other entries equal to 0). By the Goldman-Tucker strict complementarity theorem for LP, there exists an optimal primal-dual pair such that diag(Xi) + diag(Zi) > 0 for each i. Hence, there exists a dual optimal solution with rank(Zi) ≥ d - 1 for each i, as desired.

**Proof of Theorem 4.5.** Using Lemma 4.3, let y0 := (\tilde{Y}, \tilde{Z}, \nu) be the optimal solution of the dual problem (SDP-D) for \(\tilde{c} = (M_1, \ldots, M_k)\), which has rank(Zi) ≥ d - 1 for all i. Then by Proposition C.3, the function \(y(c) := y(c; y^0)\), which returns the optimal solution of (SDP-D) for \(c = (M_1, \ldots, M_k)\) closest to \(y^0\), is continuous in \(c\). It follows that the preimage
\[
y^{-1}(\{(Y, Z, \nu_i) : \text{rank}(Z_i) \geq d - 1 \ \forall i\})
\]
contains \(\tilde{c}\) and is an open set because the set of all \((Y, Z, \nu_i)\) with rank(Zi) ≥ d - 1 is an open set. After intersecting with \(C\), this full-dimensional set \(\tilde{C}\) proves the theorem via the complementarity of the KKT conditions of the assignment LP, rank(Zi) = d - 1 for i = 1, ..., k, and Lemma 2.3.

The next corollary is a slightly more general version of Corollary 4.6, which shows that for a general tuple of almost commuting matrices \(c := (M_1, \ldots, M_k)\) that are CJD, (SDP-P) is tight and has the rank-1 property. The result draws upon Lin’s Theorem, given in Lemma I.1 of the supplement.

**Proof of Corollary 4.6.** The general result follows from directly applying Lemma I.1 to each \(M_i\), and for the instance of problem (1.2), we apply Lemma I.1 to each \(A_\ell\). Then there exist Hermitian symmetric matrices \(\tilde{A}_\ell\) such that \(\|[\tilde{A}_\ell, \tilde{A}_m]\| = 0\) for all \(\ell, m \in [L]\) such that \(\|A_\ell - \tilde{A}_\ell\| \leq \epsilon(\delta)\) for all \(\ell \in [L]\). Let \(\tilde{M}_i := \sum_{\ell=1}^{L} w_{\ell,i} \tilde{A}_\ell\). Then the matrices \(\tilde{M}_i\) commute and are jointly diagonalizable:
\[
(C.3) \quad [\tilde{M}_i, \tilde{M}_j] = \tilde{M}_i \tilde{M}_j - \tilde{M}_j \tilde{M}_i = 2 \sum_{\ell \neq m}^{L} w_{\ell,i} w_{m,j} (\tilde{A}_\ell \tilde{A}_m - \tilde{A}_m \tilde{A}_\ell) = 0.
\]

Now we measure the distance between each \(M_i\) and \(\tilde{M}_i\):
\[
(C.4) \quad \|M_i - \tilde{M}_i\| = \|\sum_{\ell=1}^{L} w_{\ell,i} (A_\ell - \tilde{A}_\ell)\| \leq \sum_{\ell=1}^{L} w_{\ell,i} \|A_\ell - \tilde{A}_\ell\| \leq \sum_{\ell=1}^{L} w_{\ell,i} \epsilon(\delta). \quad \square
\]

**Lemma C.4.** Let \(\tilde{M}_i := E[1/2 M_i] \in \mathbb{R}^{d \times d}\), where the expectation is taken with respect to the normalized data observations, and let \(C > 0\) be a universal constant. Then \(\|[\tilde{M}_i, \tilde{M}_j]\| = 0\), and with probability at least \(1 - e^{-t}\) for \(t > 0\)
\[
(C.5) \quad \frac{\|\frac{1}{2} M_i - \tilde{M}_i\|}{\|M_i\|} \leq C_{2} \frac{\epsilon(\delta)}{\delta} \max \left\{ \sqrt{\frac{\log d + t}{n}}, \frac{\epsilon(\delta)}{\delta} \frac{\log d + t}{n} \log(n) \right\}, \quad \text{where}
\]

\[
\bar{\sigma}_i = \|\bar{M}_i\| = \sum_{\ell=1}^L \frac{\lambda_i}{\nu_{i,\ell}} \frac{n_{\ell}}{n} \left( \frac{\lambda_i}{\nu_{\ell}} + 1 \right),
\]
\[
\bar{\xi}_i = \text{tr}(\bar{M}_i) = \sum_{\ell=1}^L \frac{\lambda_i}{\nu_{i,\ell}} \frac{n_{\ell}}{n} \left( \frac{1}{\nu_{\ell}} \sum_{i=1}^k \lambda_i + d \right).
\]

**Proof.** Let \(\bar{y}_{\ell,j} := \sqrt{w_{\ell,i}} y_{\ell,j}\) be a rescaling of the data vectors. Then \(\bar{y}_{\ell,j} \sim \mathcal{N}(0, w_{\ell,i} (\frac{1}{\nu_{\ell}} U \Theta^2 U' + I))\). After rescaling, for notational purposes let \(M_i = \frac{1}{n} \sum_{\ell=1}^L \sum_{j=1}^{n_{\ell}} \bar{y}_{\ell,j} \bar{y}_{\ell,j}'\). Taking the expectation over the data, we have
\[
\mathbb{E}[M_i] = \frac{1}{n} \sum_{\ell=1}^L \sum_{j=1}^{n_{\ell}} \mathbb{E}[\bar{y}_{m,j} \bar{y}_{m,j}'] | m = \ell = \sum_{\ell=1}^L \frac{n_{\ell}}{n} \left( \frac{1}{\nu_{\ell}} U \Theta^2 U' + I \right).
\]
Let \(U_\perp \in \mathbb{R}^{d \times d-k}\) be an orthonormal basis spanning the orthogonal complement of \(\text{Span}(U)\). Noting that \(I = UU' + U_\perp U_\perp'\), rewrite \(\mathbb{E}[M_i]\) in terms of its eigendecomposition by
\[
\mathbb{E}[M_i] = U \left( \sum_{\ell=1}^L \frac{n_{\ell}}{n} \left( \frac{1}{\nu_{\ell}} \Theta^2 + I_k \right) \right) U' + \left( \sum_{\ell=1}^L \frac{n_{\ell}}{n} \right) U_\perp U_\perp'
\]
where \(\Sigma := \sum_{\ell=1}^L \frac{n_{\ell}}{n} \left( \frac{1}{\nu_{\ell}} \Theta^2 + I_k \right)\) and \(\gamma := \sum_{\ell=1}^L \frac{n_{\ell}}{n}\), from which we obtain the expressions for \(\bar{\sigma}_i = \|\mathbb{E}[M_i]\|\) and \(\bar{\xi}_i = \text{tr}(\mathbb{E}[M_i])\). Then invoking Lemma I.2 in the supplement to bound the concentration of a normalized sample covariance matrix to its expectation with high probability yields the final result. 

**Proof of Proposition 4.7.** We argue there are two possible sets of commuting \((M_1, \ldots, M_k)\) that \((M_1, \ldots, M_k)\) can converge to, depending on the signal to noise ratios \(\frac{\lambda_i}{\nu_{i,\ell}}\) and the number of samples \(n\).

 Consider that we can scale all the \(M_i\) in (SDP-P) by a positive scalar constant without changing the optimal solution. Since all the \(M_i\) can be arbitrarily scaled in this manner, and thereby changing any distance measure, we will choose to normalize the matrices \(M_i\) and \(M_i\) by the number of samples and the largest spectral norm of the \(M_i\), which is equivalent to also normalizing the distance. For the HPPCA application, since \(M_1 \geq M_2 \ldots \geq M_k\), we normalize by \(\|n M_i\|\).

 First, if the variances are zero or all the same, i.e. noiseless or homoscedastic noisy data, then all the \(M_i\) are equal. Otherwise, in the case where each SNR \(\lambda_i/\nu_{i,\ell}\) of the \(i^{th}\) components is large or close to the same value for all \(\ell \in [L]\), the weights \(w_{\ell,i} = \lambda_i/\nu_{i,\ell}\) are very close to 1 or some constant less than 1, respectively. Therefore, let \(M := \frac{1}{n} \sum_{\ell=1}^L \bar{v} A_{\ell}^\ell\) for some \(\bar{v} \geq 0\) for all \(i \in [k]\), where recall from (4.2) that \(A_{\ell} = \sum_{j=1}^{n_{\ell}} \frac{1}{\nu_{i,\ell}} y_{\ell,j} y_{\ell,j}^\ell\). Then
\[
\frac{\|\bar{M}_i - \bar{M}\|}{\|\bar{M}\|} = \frac{\lambda_{i+1}}{\lambda_{i+1} + \sum_{\ell=1}^L \frac{1}{\lambda_{i,\ell}/\nu_{\ell} + 1} \|A_{\ell}\|} \leq \frac{\sum_{\ell=1}^L \frac{1}{\nu_{\ell} + 1} \|A_{\ell}\|}{\sum_{\ell=1}^L \|A_{\ell}\|} \leq \frac{L}{\sum_{\ell=1}^L \frac{1}{\lambda_{i,\ell} + 1}},
\]
where the last inequality above results from the fact \(\|A_{\ell}\| = \|\sum_{\ell=1}^L \frac{1}{\lambda_{i,\ell} + 1}\| \leq 1\) for all \(\ell \in [L]\) using Weyl’s inequality for symmetric PSD matrices [48].
While the bound above depends on the SNR and the gaps between the variances, it fails to capture the effects of the sample sizes, which also play an important role in how close the $M_i$ are to commuting. Even in the case where the variances are larger and more heterogeneous, since the $M_i$ form a weighted sum of sample covariance matrices, given enough samples, they should concentrate to their respective sample covariance matrices, which commute between $i,j \in [k]$. We show exactly this using the concentration of sample covariances to their expectation in [34], and choose $\bar{c} = (\bar{M}_1, \ldots, \bar{M}_k)$ for $M_i := \mathbb{E}[\frac{1}{n}M_i]$, where the expectation here is with respect to the normalized data generated by the model in (4.2).

Let $\bar{M}_i := \mathbb{E}[\frac{1}{n}M_i] \in \mathbb{R}^{d \times d}$, where the expectation is taken with respect to the normalized data observations. Then by Lemma C.4 and taking the minimum with Proof 18, we obtain the final result. ☐

Appendix D. Related Work. In this extended related work discussion, we first describe works very closely related to our problem in (1.1), and then describe works more generally related to SDP relaxations of rank or orthogonality constrained problems.

[8], [41], and [7] also previously investigated the sum of heterogeneous quadratic forms in (1.1). The work in [8] only studied the structure of this problem for some special cases where all of the matrices $M_i$ were either equal, diagonal, or commuting. [41] derived sufficient second-order global optimality conditions for the Hessian of the Lagrangian. However, these conditions are generally difficult to check in practice since the Hessian scales quickly with sizes $kd \times kd$ and, in general, is not PSD over the entire space—hence requiring verification of its positive semidefiniteness restricted to vectors on the manifold tangent space. [7] proved that the dual Lagrangian bound is exact for the case of Boolean problem variables.

Works such as [30] and [37] consider a very similar problem to (1.2), but without the constraint in (2.2), making their SDP a rank-constrained separable SDP; see also [35, Section 4.3]. Pataki studied upper bounds on the rank of optimal solutions of general SDPs, but in the case of (SDP-P), since our problem introduces the additional constraint summing the $X_i$, Pataki’s bounds do not guarantee rank-1, or even low-rank, optimal solutions.

Our problem also has interesting connections to the well-studied problem in the literature of approximate joint diagonalization (AJD), which is often applied to blind source separation or independent component analysis (ICA) problems [46, 10, 32, 3, 43]. Given a set of symmetric PSD matrices that represent second order data statistics, one seeks the matrix, usually constrained to lie in the set of orthogonal or invertible matrices, that jointly diagonalizes the set of matrices optimally, albeit approximately. When all matrices in the set commute, the diagonalizer is simply the shared eigenspace, but often in practice, due to noise, finite samples, or numerical errors, the set does not commute and can only be approximately diagonalized.

Expanding our matrix variable $U \in \mathbb{R}^{d \times k}$ to a full basis $U \in \mathbb{R}^{d \times d}$, problem (1.2) is equivalent to

\[(D.1) \min_{U \in \mathbb{R}^{d \times d}} \frac{1}{2} \sum_{\ell=1}^{L} \|U^T A_\ell U - W_\ell\|_F^2 + C,\]

where $W_\ell = \text{diag}(w_{\ell,1}, \ldots, w_{\ell,k}, 0, \ldots, 0) \succeq 0$, and $C$ is a constant. The objective functions in [38, Equation 4] and [9, Equation 8], given a fixed diagonal matrix, bear
great similarity to ours, with the difference being that the diagonal matrix $W_\ell$ above is not a function of $U$, making it a distinct problem from AJD. However, if the diagonal matrix is fixed, then AJD simplifies to (D.1). Accordingly, problems (1.2) and (D.1) can be loosely interpreted as finding the $U$ that best approximately jointly diagonalizes the data second-order statistics $A_\ell$ to each $W_\ell$. The AJD literature often employs Riemannian manifold optimization to solve the chosen objective function iteratively. To the best of our knowledge, no work has yet shown an analytical solution beyond the case when all the matrices commute nor proven global optimality criteria for these nonconvex programs.

The works in [11, 40] show nonconvex Burer–Monteiro factorizations [19] to solve low-rank SDPs have no spurious local minima and that approximate second-order stationary points are approximate global optima, but these are distinct from our problem in which the columns of the orthonormal basis are constrained together in (2.2). Other works have studied optimizers to the nonconvex problem, like those in [16, 15, 44, 14], using minorize-maximize or Riemannian gradient ascent algorithms. While efficient and scalable, these methods do not have global optimality guarantees beyond proof of convergence to a critical point. Recent works have also studied convex relaxations of PCA and other low-rank subspace problems that bound the eigenvalues of a single matrix [47, 45, 50], rather than the sum of multiple matrices as in our setting. [50, 49] study the SDP relaxation of maximizing the sum of traces of matrix quadratic forms on a product of Stiefel manifolds using the Fantope and propose a global optimality certificate. We emphasize their problem pertains to optimizing a trace sum over multiple orthonormal bases, each on a different Stiefel manifold, whereas our problem separates over the columns of a single basis on the Stiefel and is completely distinct from theirs. Extending the theory of the dual certificate from [24] to the orthogonal trace maximization problem, they propose a simple way to test the global optimality of a given stationary point from an iterative solver of the nonconvex problem. Then in [49], the same authors prove that for an additive noise model with small noise, their SDP relaxation is tight, and the solution of the nonconvex problem is globally optimal with high probability.

Many works study SDP relaxations of low-rank problems without Fantope constraints, a few of which we highlight here. The works in [31, 12, 4] study the use of Burer-Monteiro factorizations to solve SDPs for optimization problems with multiple linear constraints. From the local properties of candidate solutions, they devise dual certificates to check for global optimality. [52, 20] show for low-rank SDPs with rank-$r$ and $m$ linear constraints, no spurious local minima exist if $(r+1)(r+2)/2 > m+1$; [20] also proves convergence of the nonconvex Burer-Monteiro factorization to the optimal SDP solution, with [21] strengthening this result, showing such algorithms converge provably in polynomial time, given that $r \gtrsim \sqrt{2(1 + \eta)m}$ for any fixed constant $\eta > 0$.

Similar to our work, the authors in [39] seek to recover multiple rank-one matrices, in their case for the overcomplete ICA problem. They solve separate SDP relaxations for each atom of the dictionary, using a deflation method to find the atoms in succession. In contrast, our work estimates all of the rank-one matrices simultaneously, and requires that their first principal components form an orthonormal basis, whereas the dictionary atoms in ICA are only constrained to be unit-norm.

Appendix E. Remarks on Theorem 4.1. One may ask if there is an analytical way to verify the dual variables $\bar{Y}$ and $\bar{Z}_i$ are PSD without computing the LMI feasibility problem in (4.1). While it is possible to derive sufficient upper bounds on the feasible $\bar{\nu}_i$ to guarantee $A \succeq D_\nu$ so that $\bar{Y} \succeq 0$, this is insufficient
to certify \( Z_i \succeq 0 \) based on these bounds alone. This is in contrast to \([50]\); their particular dual certificate matrix is monotone in the Lagrange multipliers (analogous to our \( \bar{\nu}_i \)), so it is sufficient to test the positive semidefiniteness of the certificate matrix using the analytical upper bounds. Let \( \bar{U}_{\perp} \) denote an orthonormal basis for \( \text{Span}(I - \bar{u}_i \bar{u}_j') \). Here, since \( Z_i = U \bar{A} \bar{U}' - \sum_{j \neq i} \bar{\nu}_j \bar{u}_j \bar{u}_j' + \bar{\nu}_i \bar{U}_{\perp}, \bar{U}_{\perp}' - M_i \), each \( Z_i \) is monotone in \( \bar{\nu}_i \) but not in \( \bar{\nu}_j \) for \( j \neq i \). Therefore, there is tension between inflating \( \bar{\nu}_i \) and guaranteeing all the \( Z_i \) are PSD. As such, an analytical solution to check that \( \Lambda \succeq D_y \) and the \( Z_i \) are PSD remains unknown, requiring computation of the LMI feasibility problem in (4.1).

**Appendix F. Derivation of (SDP-D).**

The Lagrangian function of (SDP-P), with dual variables \( \nu \in \mathbb{R}^k, Y \in \mathbb{S}^d_+, Z_i \in \mathbb{S}^d_+ \) for \( i = 1, \ldots, k \), is

\[
(F.1) \quad \mathcal{L}(X_i, \nu, Y, Z_i) = -\text{tr} \left( \sum_{i=1}^{k} M_i X_i \right) - \sum_{i=1}^{k} \nu_i \left( 1 - \text{tr}(X_i) \right) - \text{tr} \left( Y \left( I - \sum_{i=1}^{k} X_i \right) \right) - \sum_{i=1}^{k} \text{tr}(Z_i X_i),
\]

for which the dual function is

\[
(F.2) \quad g(Y, Z_i, \nu) = \inf_{X_i} \mathcal{L}(X_i, \nu, Y, Z_i)
\]

\[
\begin{cases} 
-\text{tr}(Y) - \sum_{i=1}^{k} \nu_i & \text{ s.t. } Y = M_i + Z_i - \nu_i I \quad \forall i \in [k] \\
-\infty & \text{otherwise}
\end{cases}
\]

This yields the dual problem

\[
(F.3) \quad \max_{Y, Z_i, \nu} g(Y, Z_i, \nu) \quad \text{s.t. } Y \succeq 0, \ Z_i \succeq 0, \ Y = M_i + Z_i - \nu_i I, \ \forall i \in [k].
\]

**Appendix G. Proof of Lemma C.1.**

**Proof.** For notational convenience, define \( L^k := \text{Feas}(D; c^k) \cap \text{Extra}(D) \) and \( \bar{L} := \text{Feas}(D; c) \cap \text{Extra}(D) \). Note that \( L^k \) and \( \bar{L} \) are bounded with interior by Assumption C.0.2. We wish to show \{\( L^k \}\} \to \bar{L}.

We first note that any sequence \( \{y^k \in L^k\} \) must be bounded. If not, then \( \{\Delta y^k := y^k / \|y^k\|\} \) is a bounded sequence satisfying

\[
\|\Delta y^k\| = 1, \quad \frac{c^k}{\|y^k\|} - A^T \Delta y^k \in \mathbb{K}^*, \quad \frac{f}{\|y^k\|} - E^T \Delta y^k \geq 0
\]

and hence has a limit point \( \Delta y \) satisfying

\[
\Delta y \neq 0, \quad -A^T \Delta y \in \mathbb{K}^*, \quad -E^T \Delta y \geq 0,
\]

but this is a contradiction by the discussion after the statement of Assumption C.0.2. We thus conclude that any sequence \( \{y^k \in L^k\} \) has a limit point.

Appealing to the definition of the convergence of sets stated before the lemma, we first let \( \bar{y} \) be a limit point of any \( \{y^k \in L^k\} \) and prove that \( \bar{y} \in \bar{L} \). Since

\[
c^k - A^T y^k \in \mathbb{K}^*, \quad f - E^T y^k \geq 0
\]
for all $k$, by taking the limit of $\{c^k\}$ and $\{y^k\}$, we have $\bar{c} - A^T \bar{y} \in K^*$ and $f - E^T \bar{y} \geq 0$ so that indeed $\bar{y} \in \bar{L}$.

Next, we must show that every $\bar{y} \in \bar{L}$ is the limit point of some sequence $\{y^k \in L^k\}$. For this proof, define

$$\kappa(\bar{y}) := \min\{k : \bar{y} \in L^\ell \ \forall \ell \geq k\},$$

i.e., $\kappa(\bar{y})$ is the smallest $k$ such that $\bar{y}$ is a member of every set in the tail $L^k, L^{k+1}, L^{k+2}, \ldots$. By convention, if there exists no such $k$, we set $\kappa(\bar{y}) = \infty$.

Let us first consider the case $\bar{y} \in \text{int}(\bar{L})$. We claim $\kappa(\bar{y}) < \infty$, so that setting $y^k = \bar{y}$ for all $k \geq \kappa(\bar{y})$ yields the desired sequence converging to $\bar{y}$. Indeed, as $\bar{y}$ satisfies $\bar{c} - A^T \bar{y} \in \text{int}(K^*)$ and $f - E^T \bar{y} > 0$, the equation

$$c^k - A^T \bar{y} = (\bar{c} - A^T \bar{y}) + (c^k - \bar{c})$$

shows that $\{c^k - A^T \bar{y}\}$ equals $\bar{c} - A^T \bar{y} \in \text{int}(K^*)$ plus the vanishing sequence $\{c^k - \bar{c}\}$. Hence its tail is contained in $\text{int}(K^*)$, thus proving $\kappa(\bar{y}) < \infty$, as desired.

Now we consider the case $\bar{y} \in \text{bd}(\bar{L})$. Let $y^0 \in \text{int}(\bar{L})$ be arbitrary, so that $\kappa(y^0) < \infty$ by the previous paragraph. For a second index $\ell = 1, 2, \ldots$, define $z^\ell := (1/\ell)y^0 + (1 - 1/\ell)\bar{y} \in \text{int}(\bar{L})$. Clearly, $\kappa(z^\ell) < \infty$ for all $\ell$ and $\{z^\ell\} \to \bar{y}$. We then construct the desired sequence $\{y^k \in L^k\}$ converging to $\bar{y}$ as follows. First, set

$$k_1 := \kappa(z^1) = \kappa(y^0)$$
$$k_\ell := \max\{k_{\ell-1} + 1, \kappa(z^\ell)\} \ \forall \ \ell = 2, 3, \ldots$$

and then, for all $\ell$ and for all $k \in [k_\ell, k_{\ell+1} - 1]$, define $y^k := z^\ell$. Essentially, $\{y^k\}$ is the sequence $\{z^\ell\}$, except with entries repeated to ensure $y^k$ is in fact a member of $L^k$ for all $k$. Hence, $\{y^k\}$ converges to $\bar{y}$ as desired. \hfill \Box

**Appendix H. Proof of Lemma C.2.**

**H.1. Setup.** Let linearly independent matrices $A_1, \ldots, A_m \in \mathbb{S}^n$ be given, and define the linear function $A : \mathbb{S}^n \to \mathbb{R}^m$ by

$$A(X) = \begin{pmatrix} A_1 \bullet X \\ \vdots \\ A_m \bullet X \end{pmatrix}.$$ 

We consider the following family of spectrahedra parameterized by $b \in \mathbb{R}^m$:

$$\text{Feas}(b) := \{X \succeq 0 : A(X) = b\}.$$ 

Specifically, given a convergent sequence $\{b^k\} \to \bar{b}$, we wish to understand conditions guaranteeing that $\{\text{Feas}(b^k)\}$ converges to $\text{Feas}(\bar{b})$. (Convergence of sets is defined precisely in the paragraph after next.)

For simplicity, we assume that all sets $\{\text{Feas}(b^k)\}$ and $\text{Feas}(b)$ are bounded with interior, i.e., each contains a feasible point satisfying $X \succeq 0$ and the recession cone $\{\Delta X \succeq 0 : A(\Delta X) = 0\}$, which is common to all $\text{Feas}(b)$, is trivial. Topologically speaking, the set $\{X \succeq 0 : A(X) = b\}$ is the relative interior of $\text{Feas}(b)$.

We use the following definition of a convergent sequence of bounded sets: a sequence of bounded sets $\{L^k\}$ converges to a bounded set $\bar{L}$, written $\{L^k\} \to \bar{L}$, if and only if: (i) given any sequence $\{X^k \in L^k\}$, every limit point $\bar{X}$ of the sequence satisfies $\bar{X} \in \bar{L}$; and (ii) every member $\bar{X} \in \bar{L}$ is the limit point of some sequence $\{X^k \in L^k\}$. 

H.2. Convergence of feasible sets. Relative to \{\text{Feas}(b^k)\} and \text{Feas}(\bar{b})\), we define \(\mathcal{L}(\{\text{Feas}(b^k)\})\) to be the collection of all limit points of the sequence of sets \{\text{Feas}(b^k)\}:

\[
\mathcal{L}(\{\text{Feas}(b^k)\}) := \{\bar{X} : \exists \{X^k \in \text{Feas}(b^k)\} \text{ s.t. } \bar{X} \text{ is a limit point of } \{X^k\}\}.
\]

Then convergence \(\{\text{Feas}(b^k)\} \to \text{Feas}(\bar{b})\) is equivalent to the statement \(\mathcal{L}(\{\text{Feas}(b^k)\}) = \text{Feas}(\bar{b})\). The left-to-right containment is straightforward.

**Proposition H.1.** \(\mathcal{L}(\{\text{Feas}(b^k)\}) \subseteq \text{Feas}(\bar{b})\).

**Proof.** Let \(\bar{X} \in \mathcal{L}(\{\text{Feas}(b^k)\})\). By definition, passing to a subsequence if necessary, there exists a sequence \(\{X^k \in \text{Feas}(b^k)\}\) converging to \(\bar{X}\). The individual feasibility systems \(X^k \succeq 0, A(X^k) = b^k\) along with \(\{b^k\} \to \bar{b}\) ensure that \(\bar{X} \succeq 0, A(\bar{X}) = \bar{b}\), i.e., that \(\bar{X} \in \text{Feas}(\bar{b})\), as desired. \(\square\)

Proving the right-to-left inclusion \(\mathcal{L}(\{\text{Feas}(b^k)\}) \supseteq \text{Feas}(\bar{b})\) is more involved. We start by showing that \(\text{Relint}(\text{Feas}(\bar{b}))\) is a subset of \(\mathcal{L}(\{\text{Feas}(b^k)\})\).

**Lemma H.2.** Every sequence \(\{X^k \in \text{Feas}(b^k)\}\) has a limit point. In particular, \(\mathcal{L}(\{\text{Feas}(b^k)\})\) is nonempty.

**Proof.** We argue that \(\{X^k\}\) is bounded, so that it has a limit point \(\bar{X} \in \mathcal{L}(\{\text{Feas}(b^k)\})\). Suppose for contradiction that the sequence is unbounded. Then there exists a subsequence \(\{X^k\}\) of feasible solutions with \(|X^k|_F \to \infty\). It follows that the normalized subsequence \(\{\bar{X}^k := X^k/||X^k||_F\}\) is bounded and satisfies

\[
\bar{X}^k \succeq 0, \quad A(\bar{X}^k) = b^k/||X^k||_F, \quad ||\bar{X}^k||_F = 1.
\]

Hence, there exists a limit point \(\bar{X}\) satisfying \(\bar{X} \succeq 0, A(\bar{X}) = 0, ||\bar{X}||_F = 1\). However, this contradicts the assumption that the recession cone is trivial. \(\square\)

**Proposition H.3.** \(\text{Relint}(\text{Feas}(\bar{b})) \subseteq \mathcal{L}(\{\text{Feas}(b^k)\})\).

**Proof.** For notational convenience, define \(\mathcal{L} := \mathcal{L}(\{\text{Feas}(b^k)\})\). Let \(\bar{X} \in \text{Relint}(\text{Feas}(\bar{b}))\) be given, i.e., \(\bar{X}\) satisfies \(\bar{X} \succ 0\) and \(A(\bar{X}) = \bar{b}\). We will show \(\bar{X} \in \mathcal{L}\) by “bostrapping” it from an arbitrary \(\bar{X} \in \mathcal{L}\). Note that \(\mathcal{L} \neq \emptyset\) by the lemma—so that \(\bar{X}\) exists—and that \(\bar{X} \in \text{Feas}(\bar{b})\) by Proposition H.1. By definition, passing to a subsequence if necessary, there exists \(\{X^k \in \text{Feas}(b^k)\} \to \bar{X}\).

Define \(\Delta X := \bar{X} - X\). We claim that \(\{X^k + \Delta X\}\), which clearly converges to \(\bar{X} + \Delta X = \bar{X}\), establishes \(\bar{X} \in \mathcal{L}\). It remains to verify \(X^k + \Delta X \in \text{Feas}(b^k)\) for large \(k\). Since \(A(\Delta X) = A(\bar{X} - X) = \bar{b} - b = 0\), it holds that \(A(X^k + \Delta X) = b^k + 0 = b^k\) for all \(k\). Moreover, since \(\bar{X} \succ 0\), the tail of \(\{X^k + \Delta X\}\) must eventually satisfy \(X^k + \Delta X \succ 0\), as desired. \(\square\)

We remark that Propositions H.1 and H.3 together show \(\text{Relint}(\text{Feas}(\bar{b})) \subseteq \mathcal{L}(\{\text{Feas}(b^k)\}) \subseteq \text{Feas}(\bar{b})\). If \(\mathcal{L}(\{\text{Feas}(b^k)\})\) were a closed set, then we would have the desired result that \(\mathcal{L}(\{\text{Feas}(b^k)\}) = \text{Feas}(\bar{b})\). However, we do not have a direct proof that it is closed.

Next, we show that every extreme point of \(\text{Feas}(\bar{b})\) is a member of \(\mathcal{L}(\{\text{Feas}(b^k)\})\) with a special property. The notation \(\text{Ext}(\text{Feas}(\bar{b}))\) indicates the set of extreme points of \(\text{Feas}(\bar{b})\) for a given \(b\).

**Proposition H.4.** Let \(\bar{X} \in \text{Ext}(\text{Feas}(\bar{b}))\). Then there exists a full sequence \(\{X^k \in \text{Feas}(b^k)\}\), not just a subsequence, converging to \(\bar{X}\). In particular, \(\bar{X} \in \mathcal{L}(\{\text{Feas}(b^k)\})\).
To prove the proposition, we recall that there exists $C$ such that $X$ is the unique optimal solution of

$$v(b, C) := \min\{C \cdot X : X \in \text{Feas}(b)\}.$$ 

We also define

$$v(b^k, C) := \min\{C \cdot X : X \in \text{Feas}(b^k)\}.$$  

**Lemma H.5.** $\{v(b^k, C)\} \to v(b, C)$.

**Proof.** Note that $\{v(b^k, C)\}$ is bounded. If not, then there exists an unbounded sequence $\{X^k \in \text{Opt}(b^k, C)\}$ of optimal solutions such that $C \cdot X^k \to -\infty$ with $\|X^k\|_F \to \infty$. As in the proof of the above lemma, this contradicts that the recession cone is trivial. So in fact $\{v(b^k, C)\}$ is bounded.

Then, to prove the result, let $\hat{v}$ be an arbitrary limit point of $\{v(b^k, C)\}$. We will show $\hat{v} = v(b, C)$ using Propositions H.1 and H.3.

First, let $\{X^k \in \text{Opt}(b^k, C)\}$ be a subsequence of optimal solutions such that $C \cdot X^k = v(b^k, C) \to \hat{v}$. Passing to another subsequence if necessary, $\{X^k\}$ converges to some $\tilde{X} \in \mathcal{L}(\{\text{Feas}(b^k)\}) \subseteq \text{Feas}(b)$ by Proposition H.1. Hence, $\hat{v} = C \cdot \tilde{X} \geq v(b, C)$.

Next, let $\epsilon > 0$ be fixed, and take $x \in \text{Relint}(\text{Feas}(b^k))$ with $C \cdot x \leq v(b^k, C) + \epsilon$. Since $x \in \mathcal{L}(\{\text{Feas}(b^k)\})$ by Proposition H.3, there exists $\{X^k \in \text{Feas}(b^k)\} \to x$. It follows that

$$v(b^k, C) \leq C \cdot X^k \to C \cdot x \leq v(b, C) + \epsilon,$$

which proves $\hat{v} \leq v(b, C) + \epsilon$.

Summarizing, for every fixed $\epsilon > 0$, we have $\hat{v} \leq v(b, C) + \epsilon$. Hence, $\hat{v} \leq v(b, C)$, as desired.

Using this lemma, we can now prove Proposition H.4.

**Proof.** For all $k$, let $X^k$ be an arbitrary solution of the system

$$C \cdot X = v(b^k, C), \quad A(X) = b^k, \quad X \succeq 0,$$

i.e., an optimal solution of the $k$-th optimization. Then $\{X^k\}$ is bounded, and every limit point must be a solution of

$$C \cdot X = v(b, C), \quad A(X) = b, \quad X \succeq 0,$$

i.e., must equal $\tilde{X}$. Hence, $\{X^k\}$ converges to $\tilde{X}$.  

As a corollary, we now have our main result in this subsection.

**Corollary H.6.** $\mathcal{L}(\{\text{Feas}(b^k)\}) = \text{Feas}(b)$, i.e., $\{\text{Feas}(b^k)\}$ converges to $\text{Feas}(b)$.

**Proof.** Since every point in $\text{Feas}(b)$ is a convex combination of extreme points, we can simply take the same convex combination of full sequences converging to the extreme points to show that each $X \in \text{Feas}(b)$ is also a member of $\mathcal{L}(\{\text{Feas}(b^k)\})$.  

**H.3. Convergence of optimal sets.** Now let $C$ be an arbitrary objective matrix. For any $b$, we introduce the notation

$$v(b, C) := \min\{C \cdot X : X \in \text{Feas}(b)\},$$

$$\text{Opt}(b, C) := \{X \in \text{Feas}(b) : C \cdot X = v(b, C)\}.$$
and ask: when does \( \{\text{Opt}(b^k, C)\} \) converge to \( \text{Opt}(\bar{b}, C) \)? As with the above lemma, we have that \( \{v(b^k, C)\} \to v(\bar{b}, C) \). In analogy with the previous subsection, we also define

\[
\mathcal{L}(\{\text{Opt}(b^k, C)\}) := \{\bar{X} : \exists \{X^k \in \text{Opt}(b^k, C)\} \text{ s.t. } \bar{X} \text{ is a limit point of } \{X^k\}\}
\]

We immediately have a result, which is analogous to Proposition H.1.

**Proposition H.7.** \( \mathcal{L}(\{\text{Opt}(b^k, C)\}) \subseteq \text{Opt}(\bar{b}, C) \).

**Proof.** The proof is similar to the proof of Proposition H.1 except we conceptually replace

\[
\mathcal{A}(X) \text{ by } \begin{pmatrix} \mathcal{A}(X) \\ C \cdot X \end{pmatrix}, \quad b^k \text{ by } \begin{pmatrix} b^k \\ v(b^k, C) \end{pmatrix}, \quad \bar{b} \text{ by } \begin{pmatrix} \bar{b} \\ v(\bar{b}, C) \end{pmatrix}.
\]

Next we would like to prove a result that is analogous to Proposition H.3, but this is more challenging because \( \text{Opt}(\bar{b}, C) \) may not contain a positive definite solution as did \( \text{Feas}(b) \) in the proof of Proposition H.3. We will need an additional assumption on \( \text{Opt}(\bar{b}, C) \).

Indeed, let \( \bar{X} \in \text{Relint}(\text{Opt}(\bar{b}, C)) \) with \( r := \text{rank}(\bar{X}) \) be arbitrary. Because \( \text{Opt}(\bar{b}, C) \) is a face of \( \text{Feas}(\bar{b}) \), it is characterized by \( \text{Range}(\bar{X}) \). Specifically, let \( \bar{X} = QQ^T \) be any factorization of \( \bar{X} \) with \( Q \in \mathbb{R}^{n \times r} \). Then it is well-known that

\[
\text{Opt}(\bar{b}, \bar{C}) = \left\{ \begin{array}{c}
\mathcal{A}(X) = b \\
X : \quad X = QYQ^T \\
Y \succeq 0
\end{array} \right\}
\]

and

\[
\text{Relint}(\text{Opt}(\bar{b}, C)) = \left\{ \begin{array}{c}
\mathcal{A}(X) = b \\
X : \quad X = QYQ^T \\
Y > 0
\end{array} \right\}.
\]

Note that \( Y \) has size \( r \times r \). In particular, because \( \bar{X} \in \text{Relint}(\text{Opt}(\bar{b}, C)) \), the system

\[
(Q^T A_i Q) \cdot Y = b_i \quad \forall \ i = 1, \ldots, m \\
Y \succeq 0
\]

is interior feasible, where we have used properties of the trace inner product to write \( A_i \cdot X = A_i \cdot (QYQ^T) = (Q^T A_i Q) \cdot Y \). In words, the affine subspace defined by the \( m \) linear equations intersects the interior of the full-dimensional positive semidefinite cone.

This leads us to our assumption on \( \text{Opt}(\bar{b}, \bar{C}) \). We wish to have a condition, which will guarantee that the above system remains interior feasible even if the right-hand-side values \( \bar{b}_i \) are perturbed a bit. A sufficient condition is that the matrices \( Q^T A_i Q_i, \ i = 1, \ldots, m \), are linearly independent.

**Proposition H.8.** Suppose \( \{Q^T A_i Q\}_{i=1}^m \) are linearly independent. Then \( \text{Relint}(\text{Opt}(\bar{b}, C)) \subseteq \mathcal{L}(\{\text{Opt}(b^k, C)\}) \).

**Proof.** For notational convenience, define \( \mathcal{L} := \mathcal{L}(\{\text{Opt}(b^k, C)\}) \), and take arbitrary \( X^0 \in \text{Relint}(\text{Opt}(\bar{b}, C)) \). We wish to show \( X^0 \in \mathcal{L} \), that is, there exists a subsequence of points, each a member of \( \text{Opt}(b^k, C) \), converging to \( X^0 \). From the discussion before the proposition, there exists \( Y^0 > 0 \) such that \( X^0 = QY^0Q^T \).
To construct the desired sequence, we note from the discussion before the proposition that the linear independence of \( \{Q^TA, Q\} \) ensures that there exists a subsequence of systems
\[
(Q^TA, Q) \cdot Y = b_i^k \quad \forall i = 1, \ldots, m
\]
\[Y \succeq 0,
\]
each of which is interior feasible. Take \( \{Y^k\} \) to be such an interior-feasible subsequence with a limit point \( \hat{Y} \), and define \( \{QY^k\hat{Q}^T\} \) and \( \bar{X} := \bar{Q}Y\bar{Q}^T \). We have \( X^k \in \text{Opt}(b^k, C) \) converging to \( X \in \text{Opt}(\bar{b}, \bar{C}) \) by construction.

Given the constructed sequence \( \{X^k \in \text{Opt}(b^k, C)\} \rightarrow \bar{X} \in \text{Opt}(\bar{b}, \bar{C}) \), we will now show \( X^0 \in L \) by “bootstrapping” it from \( \bar{X} \). Define \( \Delta X := X^0 - \bar{X} \). We claim that \( \{X^k + \Delta X\} \), which clearly converges to \( X + \Delta X = X^0 \), establishes \( X^0 \in L \). It remains to verify \( X^k + \Delta X \in \text{Opt}(b^k, C) \) for large \( k \). Since
\[
C \cdot \Delta X = C \cdot (X^0 - \bar{X}) = v(b^k, C) - v(\bar{b}, \bar{C}) = 0
\]
and
\[
A(\Delta X) = A(X^0 - \bar{X}) = \bar{b} - \bar{b} = 0,
\]
it holds that
\[
C \cdot (X^k + \Delta X) = C \cdot X^k = v(b^k, C) \quad \text{and} \quad A(X^k + \Delta X) = A(X^k) = b^k,
\]
i.e., each \( X^k + \Delta X \) satisfies the linear constraints \( A(X) = b \) and attains the optimal value \( v(b^k, \bar{C}) \). We still need to show \( X^k + \Delta X \succeq 0 \) for large \( k \).

To prove this, we write
\[
X^k + \Delta X = QY^k\hat{Q}^T + \bar{Q}(Y^0 - \hat{Y})\hat{Q}^T
= Q(Y^k + Y^0 - \hat{Y})\hat{Q}^T.
\]
Since \( \{Y^k\} \rightarrow \hat{Y} \) and \( Y^0 \succ 0 \), it follows that the tail of \( X^k + \Delta X \) is positive semi-definite. \( \square \)

With Propositions H.7 and H.8 in hand, the analogies of Proposition H.4 and Corollary H.6 are proven in the same way.

**Proposition H.9.** Let \( \tilde{X} \in \text{Ext}(\text{Opt}(\bar{b})) \). Then there exists a full sequence \( \{X^k \in \text{Opt}(\bar{b}^k)\} \), not just a subsequence, converging to \( \tilde{X} \). In particular, \( \tilde{X} \in L(\{\text{Opt}(\bar{b}^k)\}) \).

**Corollary H.10.** \( L(\{\text{Opt}(\bar{b}^k)\}) = \text{Opt}(\bar{b}) \), i.e., \( \{\text{Opt}(\bar{b}^k)\} \) converges to \( \text{Opt}(\bar{b}) \).

**Lemma H.11.** Let \( \text{Opt}(\bar{m}, \bar{C}) \) be the optimal set of the dual problem (SDP-D) parameterized by \( \bar{c} = (\bar{M}_1, \ldots, \bar{M}_k) \) such that \( \bar{M}_i \) for all \( i \in [k] \) are jointly diagonalizable, and assume the associated LP of the (SDP-P) has a unique optimal solution. Then the linear independence property in Proposition H.8 holds.

**Proof.** When \( \bar{M}_i \) for all \( i \in [k] \) are jointly diagonalizable, (SDP-D) reduces to a linear program:
\[
\begin{align*}
\min & \quad p' b \\
\text{s.t.} & \quad A p = \bar{m}, \quad p \succeq 0,
\end{align*}
\]
}\]
where \( \mathbf{p} := [\mathbf{y}' \mathbf{z}_1' \cdots \mathbf{z}_k'] \) is the dual variables stacked into a single vector in \( \mathbb{R}^{dk+k+k} \), and

\[
\begin{align*}
\mathbf{b} &:= [e_d' 0_d' \cdots 0_d' e_k']', \\
\mathbf{A} &:= \begin{bmatrix}
I_d & -I_d & 0 & \cdots & 0 & e & 0 & \cdots & 0 \\
I_d & 0 & -I_d & \cdots & 0 & e & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
I_d & 0 & 0 & \cdots & -I_d & 0 & \cdots & e & 0 \\
\end{bmatrix}, \\
\mathbf{m} &:= \begin{bmatrix}
m_1' \\
m_2' \\
\vdots \\
m_k' \\
\end{bmatrix}.
\end{align*}
\]

Reexpressing the linear program as an SDP using nonnegative diagonal matrices with \( \mathbf{y}, \mathbf{z}_i \) and \( \mathbf{m}_i \) along the diagonals, the equivalent dual problem is

\[
\begin{align*}
\min_{\mathbf{X} \succeq 0} \langle \mathbf{C}, \mathbf{X} \rangle \\
\text{s.t.} \quad \langle \mathbf{A}_i, \mathbf{X} \rangle = \bar{m}_i \quad \forall i \in [dk]
\end{align*}
\]

where \( \mathbf{X} = \text{diag}([\mathbf{y}' \mathbf{z}_1' \cdots \mathbf{z}_k' \nu_1 \cdots \nu_k']) \) and \( \bar{m}_i \) is the \( i \)-th entry of the vector formed by concatenating the diagonalized data matrices, and \( \mathbf{C} := \text{diag}(\mathbf{b}) \).

The linear constraints parameterized by \( \mathbf{A}_i := \text{diag}(\mathbf{A}_{i,:}) \), where \( \mathbf{A}_{i,:} \) is the \( i \)-th row of \( \mathbf{A} \), capture the equalities \( \mathbf{y} = \mathbf{m}_i + \mathbf{z}_i - \nu_i e_d \).

Let \( \mathbf{X} \in \text{Relint}(\text{Opt}(\mathbf{m}, \mathbf{C})) \) and \( (\mathbf{y}, \mathbf{z}_1, \ldots, \mathbf{z}_k, \nu_1, \ldots, \nu_k) \) be the optimal solution to the dual LP, where \( \mathbf{y} = \text{diag}(\mathbf{Y}) \) and \( \mathbf{z}_i = \text{diag}(\mathbf{Z}_i) \) are the vectors extracted from the diagonal matrices, and \( \text{diag}(\mathbf{y}) = \mathbf{Y} \) and \( \text{diag}(\mathbf{z}_i) = \mathbf{Z}_i \) are diagonal matrices.

From Lemma 4.3, the unique optimal solution to the assignment LP has the property that each \( \text{diag}(\mathbf{X}_i) \) is a standard basis vector, and the associated dual variables \( \text{diag}(\mathbf{Z}_i) \) are rank \( d - 1 \). Combined with the the KKT complementarity condition \( \mathbf{X}_i \mathbf{Z}_i = 0 \), then each \( \text{diag}(\mathbf{Z}_i)_{j,j} = 0 \) for the single \( j \in [d] \) where \( \text{diag}(\mathbf{X}_i)_{j,j} = 1 \). A similar result using the Goldman-Tucker strict complementarity theorem for LP holds for \( \text{diag}(\mathbf{Y}) \) and \( \text{diag}(\mathbf{I} - \sum_{i=1}^{k} \mathbf{X}_i) \): there exists an optimal primal-dual pair such that \( \text{diag}(\mathbf{I} - \sum_{i=1}^{k} \mathbf{X}_i) + \text{diag}(\mathbf{Y}) > 0 \). Hence, there exists a dual optimal solution with rank(\( \mathbf{Y} \)) \( \geq k \). From KKT complementarity \( (\mathbf{I} - \sum_{i=1}^{k} \mathbf{X}_i) \mathbf{Y} = 0 \), we have necessarily that rank(\( \mathbf{Y} \)) \( = k \), and rank(\( \mathbf{Z}_i \)) \( = 0 \) for all \( j \in [d] \) such that \( \sum_{i=1}^{k} \text{diag}(\mathbf{X}_i)_{j,j} = 1 \), and zero on the remaining \( d - k \) coordinates. Therefore, rank(\( \mathbf{Y}_j \)) \( > 0 \) for all \( i \in [k], j \in [d] \) such that rank(\( \mathbf{Z}_j \)) \( = 0 \), and zero elsewhere.

Then

\[
\text{rank}(\mathbf{X}) \leq \text{nnz}(\text{diag}(\mathbf{Y})) + \sum_{i=1}^{k} \text{nnz}(\text{diag}(\mathbf{Z}_i)) + k = k(d + 1),
\]

where an additional \( k \) nonzeros are possible from the \( \nu_i \)'s. Then there exists a \( \mathbf{Q} \in \mathbb{R}^{(dk+d+k) \times r} \) for \( dk \leq r \leq dk+k \) such that \( \mathbf{X} = \mathbf{QQ}' \). Let \( \Omega \subset \{1, \ldots, dk+d+k\} \), where \( |\Omega| = r \), denote the set of nonzero entries on the diagonal of \( \mathbf{X} \).

Let \( \mathbf{Q} = \mathbf{X}_{\Omega}^{1/2} \), where \( \mathbf{X}_{\Omega} \) denotes the submatrix restriction of \( \mathbf{X} \) to columns with nonzero entries. Without loss of generality, assume \( \nu_i > 0 \) for all \( i \in [k] \). Expressing \( \{\mathbf{Q}' \mathbf{A}_i \mathbf{Q}\}_{i=1}^{dk+k} \) as a linear system of equations over the indices in \( \Omega \),

\[
\mathbf{A}_\mathbf{Q} := \begin{bmatrix}
\mathbf{A}_\mathbf{y} & \mathbf{A}_{\mathbf{z}_1} & 0 & \cdots & 0 & \nu_1 e & 0 & \cdots & 0 \\
\mathbf{A}_\mathbf{y} & 0 & \mathbf{A}_{\mathbf{z}_2} & \cdots & 0 & \nu_2 e & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
\mathbf{A}_\mathbf{y} & 0 & 0 & \cdots & \mathbf{A}_{\mathbf{z}_k} & 0 & \cdots & \nu_k e \\
\end{bmatrix}.
\]
Above, \( A_y \) denotes the diagonal matrix \( \text{diag}(y) \) restricted to its \( k \) columns with nonzero entries, and similarly each \( A_z \) denotes the diagonal matrix \( -\text{diag}(z) \) restricted to its \( d - 1 \) columns with nonzero entries. From complementarity, the first \( k + dk \) columns of \( A_Q \) contain \( k + k(d - 1) = dk \) linearly independent columns. Thus, the matrix has full row-rank, indicating the matrices \( \{Q'A_iQ\}_{i=1}^{dk} \) are linearly independent.

Appendix I. Supporting lemmas.

Lemma I.1. Lin’s Theorem [33, 27]: For all \( \epsilon > 0 \) there exists a \( \delta > 0 \) such that if \( \|A, B\| = \|AB - BA\| \leq \delta \) for Hermitian symmetric matrices \( A \) and \( B \) where \( \|A\| \leq 1 \) and \( \|B\| \leq 1 \), then there exist Hermitian symmetric, commuting matrices \( \hat{A} \) and \( \hat{B} \) in \( \mathbb{R}^{d \times d} \) such that \( \|\hat{A}, \hat{B}\| = 0 \) and \( \|A - \hat{A}\| \leq \epsilon \) and \( \|B - \hat{B}\| \leq \epsilon \).

Lemma I.2. Let \( y_1, \ldots, y_n \in \mathbb{R}^d \) be i.i.d. centered Gaussian random variables with covariance operator \( \Sigma \) and sample covariance \( \tilde{\Sigma} = \frac{1}{n} \sum_{i=1}^{n} y_i y_i' \). Then with some constant \( C > 0 \) and with probability at least \( 1 - e^{-t} \) for \( t > 0 \),

\[
\|\tilde{\Sigma} - \Sigma\| \leq C\|\Sigma\| \max \left\{ \sqrt{\frac{\hat{r}(\Sigma) \log d + t}{n}}, \frac{(\hat{r}(\Sigma) \log d + t) \log n}{n} \right\},
\]

where \( \hat{r}(\Sigma) := \text{tr}(\Sigma)/\|\Sigma\| \).

Appendix J. Counterexample for Convex-Hull Result.

By construction, the feasible set of (SDP-P) is a convex relaxation of the set

\[
\{(u_1 u_1', \ldots, u_c u_c') : U'U = I\}.
\]

Given its relationship with the Fantope, a natural question is whether our relaxation captures the convex hull of (J.1), which would guarantee that our SDP relaxation is always exact. We prove here that this is not the case. Even so, there might exist sufficient conditions on \( (M_1, \ldots, M_k) \) guaranteeing that the relaxation is exact. We do not explore such sufficient conditions in this subsection.

So let us prove formally that the feasible set of (SDP-P) in general does not capture the convex hull of (J.1). Specifically, we claim that, for \( d = 4 \) and \( k = 2 \), the matrix \( X = X_1 + X_2 \) given by

\[
X_1 := \frac{1}{2} \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}
\]

and

\[
X_2 := \frac{1}{12} \begin{pmatrix}
3 & 1 & 3 & 1 \\
1 & 3 & 1 & 3 \\
3 & 1 & 3 & 1 \\
1 & 3 & 1 & 3
\end{pmatrix}
\]

cannot be a strict convex combination of feasible points \( X^{(j)} = X_1^{(j)} + X_2^{(j)} \) for some \( j = 1, \ldots, J \) such that every \( X_i^{(j)} \) is rank-1. Said differently, \( (X_1, X_2) \) cannot be a strict convex combination of elements of (J.1). Note that \( \text{rank}(X_1) = \text{rank}(X_2) = 2 \), so that \( (X_1, X_2) \) itself is not an element of (J.1). In addition, it is easy to verify that \( \text{rank}(X) = 4 \) and \( \lambda_{\text{max}}[X] = 1 \). Our argument is based on the following proposition, whose contrapositive states that \( (X_1, X_2) \) cannot be a strict convex combination because \( \text{rank}(X) = 4 \).
Proposition J.1. Let $d \geq k = 2$ be given. Suppose $X = X_1 + X_2$ is feasible for (SDP-P) such that:

- $(X_1, X_2)$ is a strict convex combination of points in (J.1), i.e., for some integer $J \geq 2$, there exist positive scalars $\lambda_1, \ldots, \lambda_J$ and Stiefel matrices $U^{(j)} := \left( u_1^{(j)}, u_2^{(j)} \right) \in \mathbb{R}^{d \times 2}$ \quad $\forall \ j = 1, \ldots, J$

such that

$$(X_1, X_2) = \sum_{j=1}^{J} \lambda_j \left( u_1^{(j)}(u_1^{(j)})', u_2^{(j)}(u_2^{(j)})' \right), \quad \sum_{j=1}^{J} \lambda_j = 1;$$

- $\text{rank}(X_1) = \text{rank}(X_2) = 2$;
- $\lambda_{\max}[X] = 1$.

Then $\text{rank}(X) \leq 3$.

Proof. For each $i = 1, 2$, the equation

$$(J.2) \quad X_i = \sum_{j=1}^{J} \lambda_j u_1^{(j)}(u_1^{(j)})' = \left( \sqrt{\lambda_1} u_1^{(1)} \cdots \sqrt{\lambda_J} u_1^{(J)} \right) \left( \sqrt{\lambda_1} u_2^{(1)} \cdots \sqrt{\lambda_J} u_2^{(J)} \right)'$$

ensures $\text{Range}(X_i) = \text{Span}\{u_1^{(i)}, \ldots, u_1^{(J)}\}$; see Lemma 1 of [18] for example. Keeping in mind that $\text{rank}(X_1) = \text{rank}(X_2) = 2$ by assumption, we claim that, without loss of generality, we can reorder $j = 1, \ldots, J$ such that $\text{Range}(X_i) = \text{Span}\{u_1^{(i)}, u_2^{(i)}\}$ for both $i$ simultaneously. In other words, we claim that each $X_i$ “gets its rank” from the vectors $u_1^{(1)}$ and $u_2^{(2)}$.

If $J = 2$, the claim is obvious. If $J > 2$, first reorder the indices $\{1, \ldots, J\}$ such that $\text{Range}(X_1) = \text{Span}\{u_1^{(1)}, u_2^{(2)}\}$. If the claim holds for this new ordering, we are done. Otherwise, we can further reorder $\{3, \ldots, J\}$ such that

$$\text{Range}(X_1) = \text{Span}\{u_1^{(1)}, u_2^{(2)}, u_1^{(3)}\} \quad \text{with} \quad u_1^{(1)} \parallel u_1^{(2)}$$

$$\text{Range}(X_2) = \text{Span}\{u_1^{(2)}, u_2^{(2)}, u_1^{(3)}\} \quad \text{with} \quad u_2^{(1)} \parallel u_2^{(2)} \text{ and } u_2^{(1)} \parallel u_2^{(3)}.$$

We now consider two exhaustive subcases. First, if $u_1^{(1)} \parallel u_1^{(3)}$, then we see that $X_1$ gets its rank from $u_1^{(1)}$, $u_1^{(3)}$ and $X_2$ gets its rank from $u_2^{(1)}$, $u_2^{(3)}$. So by another reordering of $\{1, 2, 3\}$, the claim is proved. The second subcase $u_1^{(2)} \parallel u_1^{(3)}$ is similar.

With the claim proven, define $W_i := \text{Span}\{u_i^{(1)}, u_i^{(2)}\} = \text{Span}\{u_i^{(1)}, \ldots, u_i^{(J)}\}$ for both $i = 1, 2$. By adding the equations (J.2) for $i = 1, 2$, we also have

$$\text{rank}(X) = \dim(W_1 + W_2) = \dim(\text{Span}\{u_1^{(1)}, u_1^{(2)}, u_2^{(1)}, u_2^{(2)}\}).$$

Next, let $v$ be a maximum eigenvector of $X$ with $\|v\| = 1$ by definition. Also, for each $j$, define $V_j := \text{Span}\{u_1^{(j)}, u_2^{(j)}\} = \text{Range}(U^{(j)})$, and let

$$\alpha_j := (v^T u_1^{(j)})^2 + (v^T u_2^{(j)})^2 \leq 1$$

be the squared norm of the projection of $v$ onto $V_j$. We have

$$1 = v^T X v = \sum_{j=1}^{J} \lambda_j \left( (v^T u_1^{(j)})^2 + (v^T u_2^{(j)})^2 \right) = \sum_{j=1}^{J} \lambda_j \alpha_j.$$
Since each \( \alpha_j \leq 1 \) and since \( \lambda \) is a convex combination, it follows that \( \alpha_j = 1 \) for all \( j \), which then implies \( v \in V_j \) for all \( j \), i.e., \( v \in V_1 \cap V_2 \).

Finally, we have \( W_1 + W_2 = V_1 + V_2 \) because both Minkowski sums span the four vectors \( u^{(j)}_i \) for \( i = 1, 2 \) and \( j = 1, 2 \). Hence,

\[
\text{rank}(X) = \dim(W_1 + W_2) = \dim(V_1 + V_2) = \dim(V_1) + \dim(V_2) - \dim(V_1 \cap V_2) \leq 2 + 2 - 1 = 3.
\]

where the inequality follows because \( v \in V_1 \cap V_2 \).

**Appendix K. Arithmetic Complexity - more details.**

While SDP relaxations of nonconvex optimization problems can provide strong provable guarantees, their practicality can be limited by the time and space required to solve them, particularly when using off-the-shelf interior-point solvers. Interior-point methods are provably polynomial-time, but in our case the number of floating point operations to solve (SDP-P) grows as \( O(d^3) \) [5], which practically limits \( d \) to be in the few hundreds.

On the other hand, the study of the SDP relaxation admits improved practical tools to transfer theoretical guarantees to the nonconvex setting: that is, to investigate when the convex relaxation is tight, and if it is, when a candidate solution of the nonconvex problem is globally optimal. In comparison to the dual problem of the SDP (SDP-D) (upon eliminating the variables \( Z_i \)), the proposed global certificate significantly reduces the number of variables from \( O(d^2) \) to merely \( k \) variables. Precisely, the total computational savings can be shown using [6, Section 6.6.3], for which (SDP-D) scales in arithmetic complexity as \( O((kd)^{1/2}kd^6) \) floating point operations (flops) and the certificate scales by \( O((kd)^{1/2}k^2d^3) \) flops, showing a substantial reduction by a factor of \( O(d^3/k) \) flops. Subsequently, an MM solver in [16] with a linear majorizer, whose cost is \( O(dk^2 + k^3) \) per iteration, combined with our global optimality certificate is an obvious preference to solving the full SDP in (SDP-P) for large problems. Given the global certificate tool in Theorem 4.1, if (1.1) has a tight convex relaxation, we can reliably and cheaply certify the terminal output of a first-order solver with possibly fewer restarts and without resorting to heuristics in nonconvex optimization, which commonly entails computing many multiple algorithm runs from different initializations and taking the solution with the best objective value.

**Appendix L. Example of SDP with rank-one solutions, but \( M_i \) that are not almost commuting.** In our paper, we give sufficient conditions for when the SDP returns rank-one orthogonal primal solutions in the case the \( M_i \) matrices almost commute. However, this is not a necessary condition, and we give a counter-example here.

**Proposition L.1.** Construct \( M_i \) for \( i = 1, \ldots, k \) as follows for given length-\( d \) vectors \( v_i \), \( i = 1, \ldots, k \):

\[
M_1 = v_1v_1' + v_2v_2' + \cdots + v_kv_k' \\
M_2 = v_2v_2' + \cdots + v_kv_k' \\
\vdots \\
M_k = v_kv_k'
\]
and compute $M_k$ matrices of rank from the construction above, represent $M$ for $i = 1, \ldots, k$ need not be almost commuting, and $(X_1, \ldots, X_k) = (u_1, u_1', \ldots, u_k, u_k')$ is the optimal SDP solution with optimal value $p = \text{tr}(M_1)$.

Proof. $X_i$ are clearly feasible with objective value

\begin{align}
\text{(L.1)} & \quad p = \langle M_1, u_1u_1' \rangle + \langle M_2, u_2u_2' \rangle + \cdots + \langle M_k, u_ku_k' \rangle \\
\text{(L.2)} & \quad = \sum_{i=1}^k (v_iu_i')^2 + \sum_{i=2}^k (v_iu_i')^2 + \sum_{i=k-1}^k (v_iu_i')^2 + (v_iu_i')^2 \\
\text{(L.3)} & \quad = \sum_{i=1}^k \|v_i\|^2 = \text{tr}(M_1).
\end{align}

For any feasible solution, we have

$$\sum_{i=1}^k \langle M_i, X_i \rangle \leq \sum_{i=1}^k \langle M_1, X_i \rangle = \langle M_1, \sum_{i=1}^k X_i \rangle \leq \langle M_1, I \rangle = \text{tr}(M_1),$$

since $M_i \succeq M_1$ for all $i$ and $\sum_{i=1}^k X_i \preceq I$. So $X_i$ are optimal.

We next consider a rank-2 case to show the $M_i$ need not be almost commuting. From the construction above, represent $M_1 = v_1v_1' + v_2v_2'$ and $M_2 = v_2v_2'$. Suppose that $\|v_1\| \leq 1$ and $\|v_2\| \leq 1$. It is easy to show $\|M_1M_2 - M_2M_1\|_2 = \|v_2v_1\|v_1v_1' - v_2v_1'\|_2 \leq \|v_1\|\|v_2\|\|v_1v_1' - v_2v_1'\| \leq \sqrt{2}\|v_1\|\|v_2\|\|v_1v_1' - v_2v_1'\| \leq \sqrt{2}\sin(\theta)$, where $\theta$ is the angle between the vectors $v_1$ and $v_2$, and this bound could be as large as $\sqrt{2}$. Thus, $M_1$ and $M_2$ need not be almost commuting.

Appendix M. Extended Experiments.

M.1. Assessing the ROP: random PSD $M_i$. For $M_i$ that are random PSD matrices of rank $k$, we generate the matrix $A \in \mathbb{R}^{d \times k}$ with i.i.d. Gaussian samples and compute $M_i = AA'$.

| RadPSD | Fraction of 100 trials with ROP |
|--------|---------------------------------|
|        | $k = 3$ | $k = 5$ | $k = 7$ | $k = 10$ |
| $d = 10$ | 0.97 | 0.61 | 0.3 | 0.14 |
| $d = 20$ | 0.92 | 0.48 | 0.13 | 0 |
| $d = 30$ | 0.93 | 0.53 | 0.14 | 0 |
| $d = 40$ | 0.92 | 0.45 | 0.04 | 0 |
| $d = 50$ | 0.95 | 0.53 | 0.05 | 0 |

Table 3: Numerical experiments showing the percentage of trials where the SDP was tight for random synthetic PSD $M_i$.

M.2. Assessing the ROP: HPPCA. Table 4 and Table 5 display the full experiment results of their abbreviated versions—Table 1 and Table 2—in section 5 of the main paper.

M.3. Assessing global optimality of local solutions.
Further experiment details. For 100 random experiments of each choice of \( \sigma \), we obtain candidate solutions \( \bar{X}_i \) from the SDP and perform a rank-one SVD of each to form \( \bar{U}_{\text{SDP}} \), i.e.

\[
\bar{U}_{\text{SDP}} = [\bar{u}_1 \cdots \bar{u}_k], \quad \bar{u}_i = \arg\max_u u'\bar{X}_iu, \quad u : \|u\|_2 = 1
\]

while measuring how close the solutions are to being rank-1. In the case the SDP is not tight, the rank-1 directions of the \( \bar{X}_i \) will not be orthonormal, so as a heuristic, we project \( \bar{U}_{\text{SDP}} \) onto the Stiefel manifold by its QR decomposition. For comparison, we use the Stiefel majorization-minimization (StMM) solver with a linear majorizer [16] to obtain a candidate solution \( \bar{U}_{\text{MM}} \) and use Theorem 4.1 to certify it either as a globally optimal or as a stationary point.

When executing each algorithm in practice, we remark that the results may vary with the choice of user specified numerical tolerances and other settings. For the StMM algorithm, we choose a random initialization of \( \bar{U} \) each trial and run the algorithm either for specified maximum number of iterations or until the gradient on the Stiefel manifold is less than some tolerance threshold; here we set \( \text{tol} = 10^{-10} \). Using MATLAB’s CVX implementation to solve (SDP-P) and (4.1), we found setting \( \text{cvx.precsion} \) to \( \text{high} \) guarantees the best results for returning tight solutions and verifying global optimality. However, iterates of the StMM algorithm that converge close to a tight SDP solution may still not be sufficient for the feasibility LMI
to return a positive certificate if the solution is not numerically optimal to a high level of precision.

Appendix N. Extension to the sum of Brocketts with linear terms.

Given coefficient matrices and vectors \( \{(M_i, c_i)\}_{i=1}^k \), suppose the problem in (1.1) is augmented with linear terms giving the following optimization problem that appears in [16]:

\[
\max_{U: U'U=I} \sum_{i=1}^k u_i'M_iu_i + c_i'u_i.
\]

It is then easy to see that for the matrices

\[
\tilde{M}_i := \begin{bmatrix} M_i & c_i' \\ c_i & 0 \end{bmatrix}, \quad \tilde{X}_i := \begin{bmatrix} X_i' & u_i' \\ u_i & 1 \end{bmatrix}, \quad X_i := u_iu_i'.
\]

that \( \sum_{i=1}^k u_i'M_iu_i + c_i'u_i = (M_i, \tilde{X}_i) \). Define \( A := [I_d \ 0^d_d]' \in \mathbb{R}^{(d+1)\times d} \) and \( e_{d+1} \) to be the \((d+1)\)-standard basis vector in \( \mathbb{R}^{d+1} \). Extending (SDP-P), we obtain a generalized relaxation for the problem with linear terms:

\[
\max_{\tilde{X}_i} \sum_{i=1}^k (\tilde{M}_i, \tilde{X}_i)
\]

\[
\text{s.t.} \quad A'\sum_{i=1}^k \tilde{X}_iA \preceq I
\]

\[
\langle AA', \tilde{X}_i \rangle = 1, \quad e_{d+1}'\tilde{X}_i e_{d+1} = 1 \quad \tilde{X}_i \succeq 0.
\]

By the Schur complement, the constraint \( \tilde{X}_i \succeq 0 \) guarantees that \( X_i - u_iu_i' \succeq 0 \) and therefore also \( X_i \succeq 0 \). The linear operator \( A \) acts to impose the relevant Fantope-like constraints onto the top-left \( d \times d \) positions of the primal variables, and the added constraint on the \((d+1, d+1)\)th element of each \( \tilde{X}_i \) forces it to be 1. For dual variables \( \tilde{Z}_i \in S_{d+1}^+, \ Y \in S_d^+, \ \nu \in \mathbb{R}^k, \) and \( \xi \in \mathbb{R}, \) the KKT conditions are

\[
\tilde{X}_i \succeq 0, \quad A'\sum_{i=1}^k \tilde{X}_iA \preceq I, \quad \langle AA', \tilde{X}_i \rangle = 1, \quad e_{d+1}'\tilde{X}_i e_{d+1} = 1
\]

\[
AYA' = M_i + \tilde{Z}_i - \tilde{\nu}_i AA' - \xi e_{d+1}e_{d+1}', \quad Y \succeq 0
\]

\[
\langle I - A'\sum_{i=1}^k \tilde{X}_iA, Y \rangle = 0
\]

\[
\langle \tilde{Z}_i, \tilde{X}_i \rangle = 0
\]

\[
\tilde{Z}_i \succeq 0,
\]

which, in fact, are the same KKT conditions as before. If we denote \( Z_i := A'\tilde{Z}_iA \) to be the top \( d+1 \times d+1 \) positions of \( \tilde{Z}_i \), multiplying (N.7) by \( A' \) on the left and \( A \) on the right gives back exactly (KKT-b) for the relaxation in (SDP-P).
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