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Abstract—We examine here what type of predictive modelling, classification, or regression, using neural networks (NN), fits better the task of soft-demapping based post-processing in coherent optical communications, where the transmission channel is nonlinear and dispersive. For the first time, we present possible drawbacks in using each type of predictive task in a machine learning context, considering the nonlinear coherent optical channel equalization/soft-demapping problem. We study two types of equalizers based on the feed-forward and recurrent NNs, for several transmission scenarios, in linear and nonlinear regimes of the optical channel. We point out that even though from the information theory perspective the cross-entropy loss (classification) is the most suitable option for our problem, the NN models based on the cross-entropy loss function can severely suffer from learning problems. The latter translates into the fact that regression-based learning is typically superior in terms of delivering higher Q-factor and achievable information rates. In short, we show by empirical evidence that loss functions based on cross-entropy may not be necessarily the most suitable option for training communication systems in practical scenarios when overfitting- and vanishing gradients-related problems come into play.
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I. INTRODUCTION

To improve the performance of optical fiber systems, it is important to mitigate the detrimental impact of linear and, most importantly, nonlinear transmission impairments that cape the systems’ throughput [1]–[3]. Numerous digital signal processing (DSP) algorithms have been proposed and studied for the optical fiber channel equalization problem [3]. Over the past few years, the “conventional” equalizers/soft-demappers have started to evolve toward the designs incorporating machine learning techniques [4]–[6]. In particular, the neural network (NN) based channel equalization/demapping has recently become a topic of intensive research in optical communications, due to its capability in mitigation of linear and nonlinear impairments in optical channels and transceivers. For instance, in Refs. [7]–[10], the authors successfully applied artificial NN-based nonlinear equalizers for impairment compensation in coherent transmission links, while in Refs. [11], [12], more advanced deep learning algorithms were introduced and compared with the performance rendered by conventional DSP methods. Additionally, in Ref. [13] the authors suggested a bit-wise soft-demapper model based on bidirectional recurrent NN applied for nonlinear ISI compensation in coherent links. Recurrent NNs in the form of long short-term memory (LSTM) has shown great potential in nonlinearities mitigation [14], [15]. Additionally, the end-to-end learning designs [19] that deal with coherent constellation optimization have been intensively studied in the literature [17]–[23]: in these works, the end-to-end system is typically composed as an auto-encoder trained with the cross-entropy loss (CEL) function. Finally, we notice that the authors of Ref. [24] recently investigated the backpropagation blocking problem in training the end-to-end NN designs, showing the possible problems in using the CEL. In the same Ref. [24], a version of the mean squared error (MSE) loss, for the end-to-end systems, was proposed, where the resulting performance was better than the one delivered by the CEL-based NN models.

The most popular and, perhaps, simple approach to improving the channel capacity is the receiver-based equalizer – a special-purpose DSP device that can (partially) reverse the distortions incurred by a signal when passing over the optical channel. These equalizers are typically designed and optimized based on the minimum-mean-squared-error (MMSE) criteria. The usefulness of MMSE equalizers is stipulated for several reasons, including: (i) the MMSE is quite convenient for mathematical optimization because of convexity and differentiability of its objective function; and (ii) the MMSE equalizer is usually optimized independently of the underlying waveform or modulation format. In this paper, we call this category of NN models based on MMSE as a regression equalizer (Reg.), but we can term them as a dual-stage soft-demapping (i.e. the NN MMSE post-equalizer followed by the AWGN demapper) [25].

Another approach is to design a model incorporating the decision step, which corresponds to the classifier in the machine learning literature, see, e.g., [26] Chapter 6. Such a device is convenient insofar as the transmitted signal in digital communications is usually generated from a discrete finite-size constellation, e.g. quadrature amplitude modulation,
Fig. 1: Scheme of the three classic configurations of NN models, using the MLP as an exemplary NN core: regression (top), multi-class classification (middle), and multi-label classification (bottom), in the context of channel equalization and soft demapping in communications.

QAM. This approach has received more attention recently [13], [16], [23], [27]–[29], in view of the following reasons: (i) the classifier is optimized for the specific in-use modulation format; (ii) it directly maximizes the information rate, the main objective of the channel equalization, and outputs the likelihoods for each received symbol, a more suitable metric for the subsequent forward error correction; (iii) and, even more importantly, it can adapt itself to the correct statistical channel characteristics. In our paper, we call this category of predictive model a multi-class classifier (MC Class.), and in our communication study case, we can see them as single-stage soft demapping, in which we use the categorical CEL in the learning process.

Here, we also mention that another possible approach allows us to build on the bitwise representation of the received symbols and to train the NN model using the binary cross-entropy loss (BCEL) as a one-step setup [29]. This type of receiver model, named in machine learning as a multi-label classifier (MB Class.), is used in end-to-end learning [17], [23], [24] or for the soft-demapping in short-reach transmission scenarios [29]. In our current work, we mostly focus on the multi-class classification and the regression approaches, but in the last part of the results section, we additionally perform a comparative study for the multi-label classification, to make sure that the observed effects refer to this case as well. The NN models for the regression equalizer, multi-class classifier, and the multi-label classifier used in this paper are schematically given in Fig. 1.

It is worth mentioning at this point that the transfer of the methods developed in the field of machine learning to optical communications should be taken into account the underlying peculiarities and challenges of NN algorithms themselves, while those are often overlooked when designing the equalizers/soft-demappers in communications-related literature. From Ref. [25] we infer that cross-entropy is the most suitable loss function for communication applications, accounting for its meaning in information theory. However, in our paper, we intend to increase the researcher’s awareness of possible training problems that we observed when dealing with the CEL gradient-descent-based learning. Our case study here specifically refers to the complex problem of symbols demapping in long-haul coherent optical transmission, in which the memory from dispersion and fiber nonlinearity plays an important role; however, this may have less relevance to the short-haul/back-to-back scenarios, which, perhaps, deserve a separate study.

A fair comparison between the regression and classification is quite challenging, as these two produce different output variable types: discrete versus continuous, respectively. Such comparison studies have been carried out in theoretical machine learning-related works, where the output of the classification was analyzed with different loss functions [30]–[32]. However, to our knowledge, only in Ref. [33] directly explained the motivation to solve problems with regression instead of classification for specific tasks. In Refs. [34]–[39], it was recognized that both regression and classification tasks have potential downsides: the regression model cannot utilize the full flexibility of discriminative NN models (meaning that the statistic of the regression model is assumed to be Gaussian, while the classification model does not depend on the type of statistics, and, thus, is more flexible); the classification model, in turn, is not able to capture misclassification differences when we misinterpret the classes, which can degrade the modelling quality. Thus, in these works, the combination of regression and classification was proposed as the best problem fit, but we do not address it here.

The interest in finding the best solution between the

---

1 To get the bits out of the probabilities in the multi-label classification case, we use a simple decision block that returns 1 if the probability was higher than 0.5 and 0 otherwise.
regression- and classification-based NN models, frequently arising in different areas, prompts us to conduct the investigation of this dilemma for the development of NN-based soft-demappers in coherent optical systems. For the optical channel demapping, this comparison may be made more evident by contrasting the multi-class classifier output to that obtained with the regression, in terms of bit error rate (BER) (i.e. using a hard decision metric) or with respect to the achievable information rate (AIR), i.e. using a soft decision metric. In this paper, we compare the performance of the multi-class CEL classifier and regression MMSE predictive models and expose the potential drawbacks of each task specifically for the NN-based long-haul optical channel soft-demapping problem. Our findings and rationale behind the observed interplay between the regression and classification results can be briefly summarized as follows.

- For the MSE training process we recommend using an early stopping at the point where the achievable information rate is maximal, but not at the point of minimal MSE, as to avoid underestimation in the calculation of the achievable information rate and “jail-window” constellation patterning.

- The CEL landscape is prone to sharp local minima, revealing large gradients at the points where the training loss value is close to zero. Thus, we arrive at the overfitting of the model, where the loss value for the training is much lower than that for the testing dataset. In contrast, the MSE produces wide local minima, where we have relatively small gradients in the vicinity of the training loss minimum. It allows us to avoid overfitting more efficiently.

- The CEL was incapable of delivering sufficient training quality due to the vanishing of back-propagating gradients. In contrast to regression (with the MSE loss function), classification could not handle well the high-accuracy systems (with a very low number of errors in the training datasets) that we typically have in optical communication applications, causing the NN to rapidly converge to a local minimum, where the gradient is close to zero.

- As it was also observed in computer vision tasks, the CEL function in our case gets overwhelmed by the “easy prediction”, which is typical for the high accuracy systems.

These effects, and their consequence on the NN’s learning quality and performance, are considered in detail further. As a result, it is exactly the classifiers’ training challenges due to the aforementioned reasons, but not the optimally/suboptimality of the loss function for the demapping, that plays a crucial role in defining the performance of NN-based models. This conclusion can be somewhat counter-intuitive in view of the information theory arguments based on the optimality of the demapper, we also point out that our findings here coincide with those presented in very recent Ref. and Ref., allowing us to conclude that the observed effects can pertain not only to the NN-based equalization/demapping but also to the other types of NN-based systems (e.g. to end-to-end learning).

II. DEEP NEURAL NETWORK-AIDED SOFT-DEMPAPPING

A. Regression-based Equalizers and Multi-Class Classifiers

Equalization is the task of recovering the transmitted data $X_n$ from the received data $Y_n$. It maps $Y_n$ to the most likely transmitted data, $\hat{X}_n = f(Y_n; \Theta)$, for a given mapping function $f(\cdot)$ and the set of trainable parameters $\Theta$, optimized according to some likelihood measure. In our case of NN-based equalization, $f(\cdot; \Theta)$ denotes the NN itself, and $\Theta$ denotes its trainable weights and biases. Here, $X_n$ and $Y_n$ can denote either a single sample of transmitted and received data or the sequences of samples for either one or both of them (see the explicit explanations of our NN structure below in Subsec. II-B). For simplicity of presentation, we assume the single sample representation, and that $X_n$ is chosen from a constellation alphabet $\{c_1, c_2, ..., c_m\}$ with $c_i \in \mathbb{C}$, the complex space.

In regression-based equalization, $f(Y_n; \Theta)$ is relaxed to $f_{\text{reg}}(Y_n; \Theta)$ outputting any complex value, and its likelihood maximization boils down to the minimization of MSE, i.e. to finding the specific set of parameters $\Theta^*_\text{reg}$:

$$\Theta^*_\text{reg} = \text{argmin}_\Theta \left\{ \mathbb{E}_{X_n,Y_n} [ |X_n - f_{\text{reg}}(Y_n; \Theta)|^2 ] \right\}.\quad (1)$$

The above expectation $\mathbb{E}_{X_n,Y_n}$ is taken over the samples of transmitted data and the corresponding received data. Those samples are, in fact, distributed according to $P(X_n,Y_n) = P(X_n)P(Y_n|X_n)$, where $P(X_n)$ is the transmitted signal distribution and $P(Y_n|X_n)$ describes how likely the channel output $Y_n$ is upon the transmission of $X_n$.

In the classification-based equalization, i.e. effectively combining the regression with soft demapping into a single NN, we have: $\hat{X}_n \in \{c_1, c_2, ..., c_m\}$. In this case, $f(Y_n; \Theta)$ is relaxed to $f_{\text{cl}}(Y_n; \Theta)$ outputting a vector of posterior probabilities $(q_1, ..., q_m)$, where $q_k := Q(X_n = c_k|Y_n; \Theta)$, showing how likely $X_n = c_k$ are, given receiving $Y_n$. Then, $\hat{X}_n$ is equal to the $c_k$ that has the largest posterior probability. It turns out that the “maximum likelihood” estimation (the best effort of the model $f_{\text{cl}}(\cdot)$) is obtained if the following categorical CEL of the actual posterior $P(X_n|Y_n)$ and $Q(X_n|Y_n; \Theta)$ is minimized:

$$\mathcal{I}(P,Q; \Theta) = -\mathbb{E}_{Y_n}\left[ \sum_{k=1}^{m} P(c_k|Y_n) \log_2(Q(c_k|Y_n; \Theta)) \right].\quad (2)$$

Equivalently, one can instead maximize

$$I_{\Theta}(X_n; \hat{X}_n) = \mathbb{E}_X[\log_2(P(X_n))] - \mathcal{I}(P,Q; \Theta),\quad (3)$$

where $I_{\Theta}(X_n; \hat{X}_n)$ is the achievable information rate for the mismatched decoding rule $Q(X_n|Y_n; \Theta)$ Def. 12, [43] Theorem 2. As a result, the classification-based equalization is optimized for the following set of parameters:

$$\Theta^*_\text{cl} = \text{argmax}_\Theta \left\{ I_{\Theta}(X_n; \hat{X}_n) \right\}.\quad (4)$$

Note that $I_{\Theta}(X_n; \hat{X}_n) \leq I(X;Y)$, the true mutual information of the channel, and the equality holds if $Q(X_n|Y_n; \Theta^*_\text{cl}) = P(X_n|Y_n)$ for all $(X_n,Y_n)$. 

In the case of regression-based equalization, the AIR cannot be expressed directly from the optimization cost, Eq. (1). Instead, we computed an AIR using the Gaussian approximation of conditional probabilities (a mismatched distribution) by

$$\hat{Q}(\hat{X}_n|X_n = c_k) = \frac{1}{2\pi \sqrt{\det(\Sigma_k)}} \exp\left(-\frac{1}{2}Z_{n,k}\Sigma_k^{-1}Z_{n,k}^T\right),$$

where $Z_{n,k} = (\text{Re}\{\hat{X}_n - \mu_k\}, \text{Im}\{\hat{X}_n - \mu_k\})$ and $\Sigma_k = \mathbb{E}[Z_{n,k}^T Z_{n,k}|X_n = c_k]$, with trainable mean $\mu_k$ and covariance matrix $\Sigma_k$. Correspondingly, we define

$$\hat{I}_{\text{reg}}(X_n; \hat{X}_n) = \mathbb{E}_{X_n, Y_n}\left[\log_2 \left(\frac{\hat{Q}(\hat{X}_n|X_n)}{\sum_{k=1}^{m} P(c_k)Q(X_n|c_k)}\right)\right].$$

We use this achievable information rate to compare with the classification-based equalizer in Eq. (4). However, one should take into account that $\hat{I}_{\text{reg}}(X_n; \hat{X}_n)$ underestimates the true mutual information $I(X_n; \hat{X}_n)$.

Note that it is known that the regression-based equalization in Eq. (1) can be expressed as a classification-based one in Eq. (4) with some special $f_{\text{eq}}(Y_n; \Theta)$ outputting posterior probabilities based on a complex Gaussian distribution:

$$Q_{\text{G}}(X_n|Y_n) = \frac{1}{2\pi \sigma^2} \exp\left(-\frac{|X_n - \tilde{f}_{\text{eq}}(Y_n; \Theta)|^2}{2\sigma^2}\right),$$

with some variance of $\sigma^2$ for each real and imaginary tributary. Accordingly,

$$\log_2 Q_{\text{G}}(X_n|Y_n) = -\frac{|X_n - \tilde{f}_{\text{eq}}(Y_n; \Theta)|^2}{2\ln(2)\sigma^2} - \log_2(2\pi\sigma^2),$$

and

$$\chi(P, Q_{\text{G}}; \Theta) = \frac{1}{2\ln(2)\sigma^2} \mathbb{E}_{X_n, Y_n}\left[|X_n - \tilde{f}_{\text{eq}}(Y_n; \Theta)|^2\right] + \log_2(2\pi\sigma^2).$$

One can verify that $\chi(P, Q_{\text{G}}; \Theta)$ is minimized if $\Theta = \Theta_{\text{reg}}^*$ and we choose $\sigma_{\text{reg}}^2 = \frac{1}{2\ln(2)\sigma^2} \mathbb{E}_{X_n, Y_n}\left[|X_n - \tilde{f}_{\text{eq}}(Y_n; \Theta_{\text{reg}}^*)|^2\right]$, the MSE. However, we need to point out one important pitfall already reported in Ref. [40]. Regarding the quality of transmission metrics, when performing the regression task via the MSE, the equalization model, if not monitored, starts to distort the QAM constellation into a so-called “jail window” pattern. The consequence of this is that the AIR calculation of such a new constellation becomes underestimated if using a Gaussian demapper with $\sigma_{\text{reg}}^2$. At this point, two things can be done to solve this problem: i) we can use an optimizer (e.g., linear search algorithm) to find a new $\sigma^2$ that maximizes the achievable information rate or even embed in the original NN the demapping process to learn this step jointly using the CEL loss function; ii) we can monitor the AIR of the model for a validation dataset and apply early stopping considering not the MSE, the equalization model, if not monitored, starts to distort the QAM constellation into a so-called “jail window” pattern. The consequence of this is that the AIR calculation of such a new constellation becomes underestimated if using a Gaussian demapper with $\sigma_{\text{reg}}^2$. At this point, two things can be done to solve this problem: i) we can use an optimizer (e.g., linear search algorithm) to find a new $\sigma^2$ that maximizes the achievable information rate or even embed in the original NN the demapping process to learn this step jointly using the CEL loss function; ii) we can monitor the AIR of the model for a validation dataset and apply early stopping considering not the MSE, the equalization model, if not monitored, starts to distort the QAM constellation into a so-called “jail window” pattern. The consequence of this is that the AIR calculation of such a new constellation becomes underestimated if using a Gaussian demapper with $\sigma_{\text{reg}}^2$. At this point, two things can be done to solve this problem: i) we can use an optimizer (e.g., linear search algorithm) to find a new $\sigma^2$ that maximizes the achievable information rate or even embed in the original NN the demapping process to learn this step jointly using the CEL loss function; ii) we can monitor the AIR of the model for a validation dataset and apply early stopping considering not the MSE, the equalization model, if not monitored, starts to distort the QAM constellation into a so-called “jail window” pattern. The consequence of this is that the AIR calculation of such a new constellation becomes underestimated if using a Gaussian demapper with $\sigma_{\text{reg}}^2$. At this point, two things can be done to solve this problem: i) we can use an optimizer (e.g., linear search algorithm) to find a new $\sigma^2$ that maximizes the achievable information rate or even embed in the original NN the demapping process to learn this step jointly using the CEL loss function; ii) we can monitor the AIR of the model for a validation dataset and apply early stopping considering not the MSE, the equalization model, if not monitored, starts to distort the QAM constellation into a so-called “jail window” pattern.
the MSE, but this does not result in any additional gain in the AIR, but the AIR tendency is quite opposite because now the solution produces the “jail window” constellation. We have highlighted in Fig. 2 (a) the constellations when the model is saved on the highest validation AIR, and when the model is saved on the lowest validation MSE. To show the consequence of such a wrong early stopping in the testing performance, we have tested the model that we trained at $E_b/N_0=12$ dB, with $E_b/N_0$ varying from 2 dB to 29 dB, where we used the weights for the AIR early stopping and the “pure” MSE minimization. Fig. 2 (b) shows the result of our scrutiny, where we can see that using the model with the MSE minimization and $\sigma_{\text{reg}}^2$ for demapping produced the worst AIR value in the testing dataset than the situation when we used the model with the AIR early stopping and the same $\sigma_{\text{reg}}^2$ for the demapping. Option ii) is the method utilised by the regression models in this paper, and as seen in the Fig. 2 (b), it reached the same AIR as the Shannon limit for 16 QAM.

To show further the empirical confirmation that when using the AIR early stopping, the performance of the regression model does not get reduced compared to option i), where we have a NN model that learns the demapping jointly, we conduct the following investigation. We have simulated the simple 32 Gbd, 64-QAM transmission, where 3 km of linear fiber with the second-order dispersion parameter $D=17$ ps/(nm-km) is included to add some small amount of linear dispersion (losses and nonlinearities are not considered) and after the fiber, an AWGN is added with $E_b/N_0$ varying from 4 dB to 14 dB. At the receiver, we consider a pulse-shaping filter, and we have the same NN-based MLP as described in Section II-B, operating with 1 sample/symbol, to recover the dispersion introduced by the fiber. With this experiment, we want to show that the NN equalization based on the MSE with AIR early stopping and the NN based on the CEL will provide the same AIR and BER as we have for the system with only the AWGN and no fiber (we mark the latter as “Ideal AWGN”).

In Fig. 3 the best values of AIR and BER achieved by the NN equalizers/soft-demapping based on either the MSE or the CEL are presented for different levels of $E_b/N_0$, when using the same NN training procedure described in Sec II.D. We also plotted the equalized constellation histograms after the NN based on the MSE for an exemplary point $E_b/N_0=12$ dB using a testing dataset. This constellation shows that the symbols after the NN based on MSE retain the form of the AWGN-induced constellation points histogram. As expected, both loss functions led to learning the linear chromatic dispersion filter quite precisely, and both NNs reached the performance of the “Ideal AWGN” system. This empirical example shows that a simple linear problem governed by AWGN can be learned using either the MSE with AIR early stopping or the CEL.

At the same time, the situation in which we consider a long nonlinear fiber transmission differs from the above simple case. Since we use an optimization algorithm based on gradient descent, the training can also suffer from many NN-learning-related pitfalls. Therefore, the goal of our paper is to show that this statistical limitation/mismatch of the MSE in regression can be “less harmful” to the AIR (or any eventual quality metric used) than the gradient learning-related problems that the CEL can (and typically does) produce in the case of classification. In short, our main result is that the NN learning/training-related problems typically downgrade the ultimate quality metrics more than the MSE distribution-related mismatch, insofar as it is virtually impossible to achieve the “ideal” training in the CEL classification case in reality, and the resulting penalty “always wins” (again, in contrast to the simple 3 km linear fiber case presented above).

To make some general notes, as mentioned previously, when AWGN is the primary source of signal distortion the regression-based linear equalization with MSE loss, Eq. (1), can be quite an appropriate choice in terms of training. However, such equalizers are penalized if the distortion statistics deviate from the AWGN statistics. This typically occurs in optical communication, as the optical fiber is nonlinear and dispersive. An example of the effect of nonlinear distortions...
is shown in the received constellation in Fig. 4 where the transmission of 16-QAM data is simulated over a particular optical link. The simulation and transmission setup are detailed later in Sec. III. We observe here that because of nonlinear effects, the distortion of each constellation cluster has visually different statistics.

On the one hand, the classification-based equalizer could potentially outperform a regression-based equalizer (in a proper scenario) as it can adapt itself to any channel statistics, so, compared to the MSE regression, the classifier’s functioning does not depend on how close the resulting distribution is to the Gaussian one. In particular, \( I(X; Y) \) can approach the true \( I(X; Y) \) provided that the classification equalizer \( f_{cl}(\cdot; \Theta) \) has large enough “learning complexity/capacity” (e.g. number of parameters and flexibility of \( f_{cl}(\cdot; \Theta) \) are sufficient to represent the given phenomenon). However, a classification-based equalizer can also have drawbacks. For instance, one potential drawback is that the CEL function is independent of the spatial proximity of constellation points involved in the decision (classification) process. In other words, the CEL penalizes the misclassification between two classes with the same “cost” value with disregard to the “type” of misclassification occurrence, and this can degrade the NN learning process. This issue is discussed in more detail in Ref. [33].

Yet another disadvantage of CEL minimization is that according to Ref. [32], the CEL surfaces have fewer local minima than the square error-based losses (SEL), to which the MSE loss belongs. However, the CEL landscape is typically prone to sharp local minima, while for the MSE, these are usually the wide local minima. Such sharp local minima produced by the CEL, exhibit stronger gradients in low training error regions than the MSE does, which causes the infamous overfitting in the systems trained with the CEL, resulting in MSE having a better generalization property in almost all the cases tested in [32]. In the next section, we compare the performance and the training pitfalls related to the depth of minima for the classification and regression in the framework of soft-demapping in optical communications.

B. Deep Neural Network Design

Before moving on to the results section, we discuss how we make the comparison of regression and classification as fair as possible. First, we use two types of equalizers: the first is based on the feed-forward multi-layer perceptron (MLP) with three hidden layers, while the second one is the recurrent structure, consisting of one layer of bidirectional Long short-term memory (biLSTM). The comparison of these equalizers’ complexity and functioning is given in Ref. [15]. These two cases are taken to demonstrate that our outcomes are true for different NN architectures, but we note that the biLSTM layer has demonstrated better performance in previous studies [34]. The only differences between using each architecture for regression or classification tasks occur in i) the structure of the output layer, as shown in Fig 5 and ii) in the loss function type used for each task. In the case of regression, the output layer has two linear neurons referring to the real and imaginary parts of the recovered symbol, and the loss function used is the MSE. For the multi-class classification, the number of neurons in the output layer is determined by the modulation format cardinality (MF or \#QAM), and the NN structure ends with the softmax layer, while the loss function is the categorical CEL. We point out once again that besides these two differences, the regression and classifier models that we compare, share the same number of inputs, hidden layers, neurons in each layer, and hyperparameter values; the training/test datasets are also the same. As for the memory sizes, for both types of prediction modeling, we used the same memory length: \( M = 51 \) for the SSMF case, and \( M = 41 \) for the TWC case. The values of the NN parameters used in this study are given in Table. I. Furthermore, in terms of training and testing datasets, both NN models were trained and tested with the same datasets, where for training the original training dataset had \( 2^{20} \) input points, and at every epoch, we picked \( 2^{18} \) random input points (out of total \( 2^{20} \)) to train the NN efficiently. For testing, we used a never-seen dataset with \( 2^{18} \) input points.

As we are dealing with different loss functions, we must consider that the learning rate and the number of epochs required, may differ for the regression compared to the classification. To address this potential issue, we optimize the learning rate using values in the range \([10^{-3}, 5 \cdot 10^{-4}, 10^{-4}, 5 \cdot 10^{-5}]\), and use the early stop to obtain the architecture that performed best during the training process. In general, the early stop was...
Then, the signal is pre-shaped with a root-raised cosine (RRC) filter with 0.1 roll-off at an upsampling rate of 8 samples per symbol. In addition, the signal could have three possible modulation formats: 16 / 32 / 64-QAM. To cover different physical scenarios, we consider the following two test cases: (i) the transmission over the optical link consisting of 9×50 km true-wave classic (TWC) spans; and (ii) the transmission over 5×100 km of standard single-mode fiber (SSMF) spans. The optical signal propagation along the fiber was simulated by solving the Manakov equation via split-step Fourier method with the resolution of 1 km per step. The parameters of the TWC fiber are: the attenuation parameter $\alpha = 0.23$ dB/km, the dispersion coefficient $D = 2.8$ ps/(nm-km), and the effective nonlinearity coefficient $\gamma = 2.5$ (W-km)$^{-1}$. The SSMF parameters are: $\alpha = 0.2$ dB/km, $D = 17$ ps/(nm-km), and $\gamma = 1.2$ (W-km)$^{-1}$. The purpose of testing two different fibers is to see if the MSE-based regression task works better in the SSMF transmission because, due to the higher dispersion and lower nonlinearity, in that case, the constellation point distributions should be closer to Gaussian; for the TWC we have 6 times lower dispersion and 2 times higher nonlinearity, such that the non-Gaussian constellations should become more pronounced.

### III. Simulating Signal Propagation in Coherent Optical Transmission Systems

To illustrate the effects addressed in our work, we numerically simulated the dual-polarization (DP) transmission of a single-channel signal propagation at a 34.4 GBD rate. First, a bit sequence was generated using the Mersenne twister generator, which has a periodicity equal to $2^{19937} - 1$.

```latex
\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|}
\hline
Equalizer & Mini-Batch & $N_h$ & $N_1$ / $N_2$ / $N_3$ & Training / Testing Dataset size \\
\hline
Recurrent & 4331 & 226 & - & $10^{18}$ / $10^{18}$ \\
MLP & 4331 & - & 481 / 31 / 263 & $10^{18}$ / $10^{18}$ \\
\hline
\end{tabular}
\caption{The common regression and classification tasks NN/training/testing (hyper)parameters used in our study.}
\end{table}
```

In our model, every span is followed by an optical amplifier with the noise figure $\text{NF} = 4.5$ dB, which fully compensates for the fiber losses and adds the ASE noise. At the receiver, a standard Rx-DSP was used. It includes the full electronic chromatic dispersion compensation (CDC) using a frequency-domain equalizer, the application of a matched filter, and downsampling to the symbol rate. Finally, the received symbols were normalized (by phase and amplitude) to the transmitted ones, i.e. multiplied by a constant $K_{\text{DSP}} \in \mathbb{C}$ minimizing the mean squared error between the transmitted

\textsuperscript{3}The ultra-fine step resolution guarantees that we truly model the optical channel properties captured by the NN and do not address some by-side simulation effects.
After Rx-DSP, the output symbols were processed by an NN-based equalizer for further signal enhancement. Fig. 6 shows all the blocks involved in the transmission simulations, where we highlight regression/classification-based NN equalizers/soft-demapping with red boxes. In addition to the AIR, another performance metric used in this paper is the Q-factor calculated directly from the BER values after the hard decision as:

$$Q = 20 \log_{10} \left[ \sqrt{2} \operatorname{erfc}^{-1}(2 \times \text{BER}) \right],$$

where \(\operatorname{erfc}^{-1}\) is the inverse complementary error function. Note that the hard-decision block is optional: it is used for the Q-factor computation, but redundant when we deal with the AIR.

The NN input mini-batch shape, for both regression and classification tasks, can be defined by three dimensions \([B, M, 4]\): \((B, M, 4)\), where \(B\) is the mini-batch size, \(M\) is the memory size defined through the number of neighbours \(N\) as \(M = 2N + 1\), and 4 is the number of features for each symbol, referring to the real and imaginary parts of two polarization components. For the regression, the output target is to recover the real and imaginary parts of the \(k\)-th symbol in one of the polarization, so the shape of the NN output batch can be expressed as \((B, 2)\). In the case of multi-class classification, the output will provide the vector probability of a received symbol to belong to a certain class, and so the output batch shape is equal to \((B, \text{MF})\). Here, we would like to draw your attention to the fact that, since the NN model comes after the traditional Rx-DSP chain, it will only take care of some residual memory and its coupling with the nonlinearity, not the full memory. Finally, we note that different random seeds were used to produce training and testing datasets, ensuring their independence and avoiding overestimation, with the cross-correlation not exceeding 0.02.

IV. COMPARISON OF SOFT-DEMAPPING BASED ON REGRESSION OR CLASSIFICATION

A. Performance Comparison

To test the importance of differentiating the output label misclassification, which takes place in the regression as opposed to the multi-class classification, we numerically simulated different modulation formats (16-QAM, 32-QAM, and 64-QAM) transmissions of a single-channel (SC) DP 34.4 Gbd signal with RRC 0.1 roll-off pulse over a system consisting of 5 \(\times\) 100 km SSMF spans at 6 and 10 dBm launch power. In this first test, since only the modulation format changes, but we do not have any difference in nonlinearity strength, the goal is to show that when we increase the modulation format, the MC classifier’s performance degrades because the categorical cross-entropy loss loses the information related to the miss-classification of different label types and values every misclassification occurrence equally.

The comparison of regression-based and multi-class classification-based systems’ performance for different modulation format orders is depicted in Fig. 7. From the results of Fig. 7(a) and (c), one can see the impact on the MC classifier’s performance when increasing the number of classes in the problem (i.e. increasing the modulation format order), in terms of the Q-factor for 6 and 10 dBm, respectively.

For the biLSTM architecture, the percentage of how higher the Q factor is after regression equalization compared to the multi-class classification one was roughly 8%, 31%, and 31% for the 16-QAM, 32-QAM, and 64-QAM scenarios, respectively, for the 6 dBm test case in Fig. 7 (a), and 22%, 29%, and 50% for the 16-QAM, 32-QAM, and 64-QAM scenarios, respectively, for the 10 dBm test case in Fig. 7(c). For the MLP architecture, as compared to the multi-class classification output in 16-QAM, 32-QAM, and 64-QAM scenarios, the regression equalization always delivered better results, yielding 14%, 18%, and 15% Q-factor improvement, respectively for the 6 dBm test case, Fig. 7 (a), and 7%, 11%, and 19% Q-factor improvement, respectively, for the 10 dBm test case, Fig. 7(c). When using the biLSTM layer, we can observe a greater difference between the regression and classification for different modulation formats, because the biLSTM layer, on average, performs much better than just MLP layers \([15],[24]\). So, in the biLSTM case, we can see better how much the classification loss function gets degraded by ignoring the difference between distinct miss-classification occurrences.

When evaluating the performance in terms of AIR, almost the same behavior was observed: the results are depicted in Fig. 7(b) and (d) for 6 and 10 dBm, respectively. In the case of the biLSTM architecture, the difference between the AIR obtained by regression and the multiclass classifier for 16-, 32-, and 64-QAM was approximately 0.0008, 0.029, and 0.21, for 6 dBm; and 0.13, 0.33, and 0.63, for 10 dBm. Again, by increasing the order of the modulation format, the regression achieved better results than the multi-class classifier.  

In the case of 6 dBm with the MLP architecture, the same trend appeared again: the AIR difference was larger when the modulation order increased. The difference between AIR for regression vs. multi-class classification was 0.006, 0.057, and 0.21, for modulation formats 16-, 32-, and 64-QAM, respectively. However, for the 10dBm with MLP 64 QAM case (Fig. 7(d)), the regression and multiclass classifier AIR bars are nearly identical. We believe that this can be interpreted as a learning limitation of the MLP architecture, and given that the true regression-based AIR value is underestimated, we can confidently state that the overall tendency discovered for all cases studied remains valid.

\(^6\)This trend was also observed in Ref. [24] in which they showed that the performance of CEL (classifiers) is worse when increasing the order of the QAM modulation format. In Ref. [25], they concluded that more accurate gradients are needed for the case of the higher-order constellation, and with the sigmoid function and noisy gradient estimation, the BCE failed to optimize the high-dimensional parameters.
Now we turn to the issue of overfitting in the multi-class classification equalizer, addressing two cases: i) the case of a low dispersion fiber (SC-DP 16QAM 34.4 Gbd over 9x50km TWC fiber), and ii) the case of a conventional SSMF fiber (SC-DP 64QAM 34.4 Gbd over 5x100km SSMF fiber). To reveal the overfitting, for both the biLSTM and MLP equalizers, we present the Q-factor/AIR values for the training and test (validation) datasets. The difference between the values obtained in training and testing is the qualitative measure of the overfitting strength: the larger the difference, the stronger the overfitting. Therefore, the comparison of multi-class classification and regression training and testing results will reveal which approach generalizes better. Fig. 8 shows the results of our analysis where the solid green line is the Q-factor/AIR after only linear equalization (regular DSP), the solid blue and red lines indicate the Q-factor/AIR of the multi-class classification and regression models evaluated with the testing dataset, respectively, and the dashed blue and red lines depict the Q-factor/AIR of the multi-class classification and regression models evaluated with the training dataset.

When we use the CEL in our equalizers, we see the same trend of higher overfitting levels as was observed in Ref. [32]. As can be seen in all four panels, the Q-factor curves of training and testing for the multi-class classifiers show a significant difference (since this metric gives the logarithmic measure), suggesting the presence of noticeable overfitting in the classification model. Then, we can see that, in comparison to the multi-class classifier’s result, the training and testing output curves, when using the regression, behave almost identically. It means that the regression model using MSE generalizes much better for all of our test cases (two different NN equalizers and two different transmission setups), which, again, complies with the conclusions reached in Ref. [32]. Furthermore, we were able to see that, by using regression
equalizers, the Q-factor level after equalization was still higher than with the classification, due to the better generalization of the regression NN models. When we look at the AIR values, we see that the multi-class classifier’s training performance was overfitted, yielding virtually the maximum AIR attainable for each scenario, but in the case of regression, the training and testing curves followed the same trend, indicating a better generalization of the problem. Also, we notice that in the 64-QAM 5x100 SSMF transmission scenario, we have an even more reduced classification performance, with no increase in Q-factor observed for both biLSTM and MLP equalizers.

Finally, we would like to note that when we lowered the learning rate, we saw a reduction in overfitting in the classification task. Fig. 9 shows the example case of 32-QAM at 10 dBm using the SSMF link, where training and testing AIR curves for the biLSTM equalizer are shown for
the three learning rates: $10^{-3}$, $10^{-4}$, and $5 \times 10^{-5}$. As can be seen, for $10^{-3}$ the overfitting is much more intense than when using lower learning rates. However, even with such low learning rates as $5 \times 10^{-5}$, the performance after 5000 epochs of training, was not better than that with either the regression or compared to the best case with the classification with $10^{-3}$ learning rate. Also, the overfitting could still be seen, as the training AIR level grew faster than the testing level. The maximum AIR measured with the test dataset is shown by the black dashed line in Fig. 9. It is evident from this figure that lowering the learning rate did not result in any dramatic improvement in AIR for our test case. Next, we begin the investigation of the possible causes of the training challenges for the multi-class and multi-label classifiers using the learning rate equal to $10^{-4}$.

B. Training Pitfalls and Overfitting Investigation

In this final subsection, we outline the NN training process employed in this paper, taking into account not only the problem of overfitting but also the possible reasons why the classifiers struggled during learning and did not generalize well to the testing dataset. Once again, we emphasize that the CEL is the ideal loss function from the information theory viewpoint and that all of the performance degradation impacts we saw are directly attributable to the classifiers’ gradient descent learning.

First, it is important to note that one possible criticism could be that the representation capability of the NN part may turn out to be insufficient to perform the demapping in the case of the classifier, while the regression could emerge as a “simpler task”, such that the NN part is sufficient and does its job better in the latter case. Even though we do not discard that it
might, potentially, play some role in specific cases (though it does not do in this current study), in this paper, we show that some fundamental machine learning-related issues underlie the worsening in the performance of classifiers as compared to the regression-based predictive modelling. Therefore, we claim that the NN’s capacity in the classification case is not the main problem, but the overfitting and gradient-related issues are the true cause. According to the literature [see, e.g., Ref. [26], Chapter 5.2], when an NN model is overfitting, our adding an extra complexity/capacity (say, in the form of additional hidden layers or neurons) would only worsen the overfitting effect. As a form of regularization, it is commonly suggested to do quite the opposite: to reduce the NN size for the sake of mitigating the strong overfitting effects. We have tested increasing the number of neurons in the classifier and observed a similar behaviour (for the same number of epochs) as we had had for the initial number of layers/weights, and Q-factor stayed around the “original” value. Additionally, we notice that even in the original case presented in Fig. 5, the complexity of the regression-based equalizer and classifier is, in fact, not the same, despite their sharing the same NN part. In the regression, we have only two outputs, and in the MC classification, we have QAM-order-number neurons plus the softmax activation function that is responsible for the decision process, making the classification more complex than the regression in terms of multiplications number.

Having understood that the NN’s capacity is not the problem’s source, we now present the new results to show the true reason why the classifiers have high overfitting and demonstrate poorer performance in our study. The first and common hypothesis of such strong overfitting is that it occurs due to the lack of data (insufficient diversity) used in the training. To show that this is not the root cause of our problems, we have trained the NN classifier and regression equalizers, gradually enlarging the training data size from $2^{14}$ to $2^{19}$ symbols\(^9\). In Fig. 10 we show the difference in the Q factor between the training and testing runs, depending on the size of the dataset. As it is clear from this result, the strong overfitting was observed for the regression when training the system with a lower amount of data, and by increasing the dataset, the difference decreased to approximately 0.5 dB in both SSMF and TWC cases. The latter value can be reckoned as “an acceptable margin” to allow the system’s generalization: training and testing give approximately the same result. However, when dealing with the classification, we see that increasing the dataset size is not enough: the difference between the training and testing results was still significant. Even though both regression and classification were trained with the same datasets, we can see that classification overfitting is much more pronounced, especially for the SSMF case. Therefore, the important question raised in our work is: What can be the cause of this overfitting inclination in the classification case?

Since, as we saw, the lack of data and the NN complexity/capacity, are not the main inducement for the classification system overfitting\(^9\), we believe that the reason for such a behaviour is different. For the classification, the poor performance comes from the fact that for such high levels of accuracy as we have in the communications, the CEL produces really sharp local landscape minima that will cause the infamous problem of vanishing back-propagating gradients, making the classifier effectively cease learning. The fact of the sharp minima appearance in the CEL landscape can be shown by following the same method as in Ref. [32]. To demonstrate this, we plot the gradient norm of the NN structure over the training loss value to evaluate whether a particular local minimum is sharp or wide. Our results are summarized in Fig. 11 (a), (b), and (c), for the regression, multi-class, and multi-label classification, respectively. Thus, in these figures, we recognize the same pattern as observed in Ref. [32]: the CEL revealed multiple points of high gradient close to the loss minima (in our case the gradient norm reaches 0.8, and in Ref. [32] it reached 0.5), and it is

\(^9\)Note that the overfitting problem can be rectified if a very large amount of training data is used or if we apply regularization procedures. However, the above measures do not address the gradient-related issues that are the genuine source of learning degradation for classifiers discussed in this section.

---

**Fig. 10:** Difference between training and testing performance over different training dataset sizes to evaluate the overfitting behavior. The MLP was applied for 3dBm 34.4GBd SC-DP, 9x50km TWC and 5x100km SSMF fiber links.
(a) Total Grad Norm (Reg.)
(b) Total Grad Norm (MC Class.)
(c) Total Grad Norm (ML Class.)

Fig. 11: Gradient norm versus Training loss for the Regression model (a), Multi-Class Classifier (b), and Multi-Label Classifier (c) to investigate the gradient close to the minimum loss.

exactly the very indication of a sharp minimum in the loss landscape. On the other hand, the MSE was much less prone to overfitting due to weaker gradients close to the minima (in our case, those ranged from 0.01 to 0.04, in Ref. [32] it reached 0.05). Therefore, our analysis demonstrates the sheer difference in the classification and regression cases: we have sharp local minima in the CEL landscape and do not have those for the MSE loss.

In addition to this analysis, a practical way to demonstrate that local minima cause the CEL learning problem is to verify that the gradient norm shrinks to some “insignificant” values along with the training, as described in Ref. [26, Chapter 8.2.2]. In Fig. 12 we present the training and testing loss value over the epochs and the gradient norm of the first layer of each model as a function of the epoch number: the regression (MSE loss) in panels (a), (d), multi-class – in (b), (e), multi-label

–in panes (c), (f). In the lower row, we explicitly highlight the minimal gradient value over the epochs. In this gradient study, we consider only the MLP architecture applied to the SSMF fiber case. From this figure, we can clearly see that the gradient, when using the CEL, vanishes, whereas the same did not happen in the MSE loss case. When using the CCEL, the minimum gradient in the first layer reached $7.4e-5$, and when using the BCEL, it dropped further to $1.7e-5$; but, when using the MSE, the minimal gradient was around $0.003$. Here, we emphasize that the gradient value of $10^{-5}$ order is a clear indication of a vanishing gradient problem. Now, looking at the total gradient norm over the entire model (the absolute value of the sum of gradients for all MLP layers), we checked two cases: i) the gradient value at the epoch, where the testing loss value was lowest; ii) the gradient value after 2000 epochs. For the MSE case, the gradient norm in i) was 0.017, and in

(a) Loss vs. Epochs (Reg.)
(b) Loss vs. Epochs (MC Class.)
(c) Loss vs. Epochs (ML Class.)

(d) Grad Norm of 1° layer (Reg.)
(e) Grad Norm of 1° layer (MC Class.)
(f) Grad Norm of 1° layer (ML Class.)

Fig. 12: Overfitting and Gradient Vanishing investigation for the Regression model (a/d), Multi-Class Classifier (MC Class.) (b/e), and Multi-Label Classifier (MB Class.) (c/f).
ii) it was 0.010; in the case of CCEL, the gradient norm in i) was 0.083, and in ii) it was 1.17e-04. Eventually, in the case of BCEL, the gradient norm in i) was 0.024, and in ii) it was 3.12e-05. With this result, we can see that the “gradient shrinking to insignificant values along the training” behaviour mentioned in Ref. [26], for both the CCEL and BCEL cases. Also, we point out that the gradient vanishing problem in the softmax with CCEL was observed in Ref. [55], and the same for the sigmoid with the BCEL, was reported in Ref. [24]. We claim that the same phenomenon happens in communications due to the high accuracy (low error) levels in input datasets that we have to work with, stipulating the difference in the performance of classification and regression-based predictive modelling that we report here.

Additionally, for this same transmission case, Fig. [12] we could see that the original MSE before the NN, was 0.0066, and the CCEL before the NN, assuming the Gaussian distributions of constellation points, was 0.057. After the NN, the MSE of the regression was reduced to 0.0027 (59% drop in loss), and the CCEL of the multi-class classifier fell down to 0.049 (15% drop in loss). This fact, together with the gradient analyses, shows that for such high accuracy systems, where at the beginning of the training the loss function value is already very small, the MSE can still avoid vanishing of gradients, while the CEL falls in really sharp local minima and stops learning due to the vanishing gradient problem. Furthermore, we tried to address the overfitting issue with traditional methods (increasing the training dataset size, adding a dropout layer, batch normalization layer, and introducing a regularizer). However, even though the overfitting was partially mitigated, the Q-factor on a testing dataset was still almost the same because the vanishing gradients issue had not been solved with those measures.

Finally, we would like to show the Q-factor performance of the multi-label classification using the BCEL. As we could see in Figs. [11] [12] the BCEL plus sigmoid suffered from the same problems as the CCEL plus a softmax layer, and this translated into the degradation of performance as well. In terms of performance, when the MLP with a learning rate of 0.0001, was applied to the 64QAM, 3dBm, SC-DP, 5×100 km 34.4 Gb/s SSMF link, the maximal Q-factor achieved by the regression was 9.6 dB, for the multi-class classifier it was 8.8dB, and for the multi-label classifier it was just 8.7 dB, showing that the change in the loss function and the addition of one extra layer did not help improve BER. Also, we appended the results in Fig 7 a) with those referring to the multi-label classification: it is depicted in Fig. [13]. There, we can see a trend similar to that reported in Ref. [24]: the regression equalization always delivered better results, yielding 14%, 18%, and 15% Q-factor improvement for 16-QAM, 32-QAM, and 64-QAM, respectively, compared to the multi-class classification output. Turning to the BCEL case (multi-label classifier), this difference becomes even greater: the regression equalization improved the Q-factor by 15%, 23%, and 18%, for the 16-QAM, 32-QAM, and 64-QAM scenarios, respectively.

We conclude this section with a comparison to a typical computer vision challenge and our view on the next steps in studying the loss function landscape occurring in communications-related applications. In computer vision, it was discovered that when an image is processed, the bulk of the pixies describes a graphic background, and only a few pixels pertain to the genuine objects in the image. This resulted in inefficient training because most parts of the image correspond to “an easy prediction” (which means that they can be easily labeled as background by the detector) and therefore offer little relevant learning. Although they individually provide tiny contributions to the loss value, when we combine those contributions, they can overwhelm the loss and computed gradients, resulting in a degraded model’s prediction performance, since easy predictions (detections with high probabilities, or, in our context, the correct classifications following a simple hard decision) account for a large share of inputs. To address this issue, in Ref. [41] Facebook A. I. developed a new modified approach named focal loss (FL), by adding a weighting factor to the cross-entropy loss. The FL gives a higher weight to cases that are hardly misclassified: in communications, it would correspond to the cases that got misclassified after the hard-decision (HD) process. We believe that the difficulty of the “dataset imbalance” (meaning that just a small fraction of the dataset corresponds to the wrong HD predictions) exists in the high-accuracy communication-related equalization/demapping problem. As a toy example, consider a system where an initial SER after the HD, is equal to 10^-3. Training the NN-classifier, in this case, will mean that a 99.9% fraction of the training dataset corresponds to “an easy prediction”, and the remaining 0.1% will be the “hard prediction” members. Therefore, to improve the performance of classifiers, we expect that a similar focal loss function, as in computer vision, must be created for the communications application.
V. CONCLUSION

In this work, we compared the performance and training peculiarities of the regression and classification predictive models, addressing the NN-based soft-demapping in coherent optical communication. We considered several transmission scenarios, including three different modulation formats, on two different optical link test benches with different nonlinear and dispersion responses. The applied NN models were based on two different architectures: the feedforward and recurrent NNs. For the regression equalizer and the multi-class classifier, the model had the same structure, except for the configuration of the last layer conditioned by the particular predictive modeling tasks. In most of the scenarios studied in this work, the soft-demapping based on regression outperforms the one based on classification providing higher Q-factor and achievable information rate. We have further observed that the soft-demapping based on cross-entropy learning required was more prone to overfitting than the regression-based counterparts. This observation regarding overfitting is in line with findings from Ref. [32] showing the performance advantage of regression models over classification models in a different context, due to the better generalization capability of the former.

We should emphasize that both the regression and classification tasks have certain limitations. The regression loss function (the MSE) is a special case of the classification loss function (the CEL), in which the stochastic component of the output variables is assumed to be signal-independent and normally distributed. Therefore, the MSE does not take into account the signal-dependent stochastic contribution, which is, obviously, present in the true nonlinear optical channel.

Nevertheless, we underline that from the machine learning methods’ application perspective, the classification loss function (the CEL) landscape typically involves very sharp local minima, which can cause the NN model to generalize much worse than the regression model with the loss based on the Euclidean distance. Additionally, we show that due to the high accuracy transmissions involved in communications, the CEL tends to vanish the gradients while the MSE can still maintain a staple gradient landscape that makes the NN learn more effectively.

Finally, although we have observed a common performance trend between these two predictive models, a general conclusion cannot be made. For instance, some advanced problem-specific loss functions or data pre-processing/mining may potentially hinder the training problems in the classification case. However, the scope of this work was to evaluate the performance of the typical classifier and regression architectures with their conventional loss function and we leave it to future investigation on how to improve the training process on NN classifiers in the task of soft demapping.
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