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Abstract
We represent the genus two free energy of an arbitrary semisimple Frobenius manifold as a sum of contributions associated with dual graphs of certain stable algebraic curves of genus two plus the so-called "genus two G-function". Conjecturally the genus two G-function vanishes for a series of important examples of Frobenius manifolds associated with simple singularities as well as for \( \mathbb{P}^1 \)-orbifolds with positive Euler characteristics. We explain the reasons for such Conjecture and prove it in certain particular cases.
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1 Introduction

Let \((M, \cdot, \langle , \rangle, e, E)\) be a semisimple Frobenius manifold of dimension \(n\). With such an object\(^1\) one can associate (see [5]) a formal series

\[
F = \sum_{g \geq 0} \epsilon^{2g-2} F_g(t)
\]  

(1.1)
called free energy of the Frobenius manifold (in the framework of the theory of Gromov–Witten invariants its exponential is also called total descendent potential). Here

\[t = (t^{\alpha,p}), \quad \alpha = 1, \ldots, n, \quad p = 0, 1, 2, \ldots\]

are coordinates on the large phase space. They coincide with the time variables of the associated integrable hierarchy of topological type (see [5], [7]). The particular coordinate \(x := t^{1,0}\) plays the role of the spatial variable of the integrable hierarchy. The independent parameter \(\epsilon\) in physics literature is called string coupling constant. Restricting the free energy onto the small phase space

\[F_g(t^{1,0}, \ldots, t^{n,0}) := F_g(t)|_{t^{\gamma,p} = 0} (p > 0),\]

one obtains the generating function of the genus \(g\) Gromov–Witten invariants. In particular the function \(F_0(t)\), \(t = (t^{1,0}, \ldots, t^{n,0})\), coincides with the potential of the Frobenius manifold.

Denote

\[v_\alpha(t) = \frac{\partial^2 F_0(t)}{\partial t^{1,0} \partial t^{\alpha,0}}, \quad \alpha = 1, \ldots, n\]

a particular set of the genus zero correlators. A remarkable property of the genus expansion (1.1) says that the higher genus terms can be represented in the form

\[F_g(t) = \hat{F}_g\left(v(t), v_x(t), \ldots, v^{(3g-2)}(t)\right), \quad g \geq 1\]  

(1.2)

where

\[v(t) = (v^1(t), \ldots, v^n(t))\]

(raising of the indices is done with the help of the flat metric on \(M\)). Existence of such a representation first conjectured in [8] follows from vanishing of certain intersection numbers on the moduli space of stable maps [16]; in a more general setting it can also be derived from the bihamiltonian recursion relation of the associated integrable hierarchy of topological type [5]. The functions \(\hat{F}_g\left(v, v_x, \ldots, v^{(3g-2)}\right)\) for \(g \geq 2\) depend rationally on the jet variables \(v_x, \ldots, v^{(3g-2)}\) while the expression for \(\hat{F}_1(v, v_x)\) involves also logarithms (see the formula (2.11) below). In sequel the hats will be omitted.

In [5] an algorithm was developed for computing \(\hat{F}_g\left(v, v_x, \ldots, v^{(3g-2)}\right)\) with \(g \geq 1\) by recursively solving the so-called loop equation. In particular an explicit formula for the genus two free energy \(F_2 = \hat{F}_2(v, v_x, v^{(2)}, v^{(3)}, v^{(4)})\) is given for any semisimple Frobenius manifold. This formula (for convenience of the reader we reproduce it in the Appendix B below) is represented in terms of the Lamé coefficients, rotation coefficients and the canonical coordinates of the Frobenius

---

\(^1\)It also depends on the choice of a so-called calibration of the Frobenius manifold, i.e., the choice of a basis of horizontal sections of the deformed flat connection on \(M\). See [5] for the details.
manifold, which are not easy to compute for a concrete example. In this paper, we show that \( F_2 \) can be rewritten as summation of two parts: the first part is given by correlation functions which is easy to compute in the flat coordinates, while the second part is still represented in terms of the rotation coefficients and the canonical coordinates, but it vanishes in many examples such as the simple singularities and the \( \mathbb{P}^1 \)-orbifolds of ADE type.

Let us proceed to formulation of the main statements of the present paper.

**Theorem 1.1** Let \( M \) be a semisimple Frobenius manifold of dimension \( n \). Denote \( F_2 \) the genus two free energy for \( M \) given by the formula (3.10.114) from [5], see the formula given in Appendix B. Then

\[
F_2 = \sum_{p=1}^{16} c_p Q_p + G^{(2)}(u, u_x, u_{xx}).
\]  

(1.3)

Here each term \( Q_p \) corresponds to one of the following sixteen graphs

\[ Q_1 \quad Q_2 \quad Q_3 \]
\[ Q_4 \quad Q_5 \quad Q_6 \]
\[ Q_7 \quad Q_8 \quad Q_9 \]
\[ Q_{10} \quad Q_{11} \quad Q_{12} \]
The constants $c_p$ read

\[
\begin{align*}
    c_1 &= 0, 
    c_2 &= -\frac{1}{960}, 
    c_3 &= \frac{1}{5760}, 
    c_4 &= \frac{1}{1152}, 
    c_5 &= \frac{1}{2880}, 
    c_6 &= 0, 
    c_7 &= \frac{1}{1920}, 
    c_8 &= -\frac{1}{2880}, 
    c_9 &= -\frac{1}{1920}, 
    c_{10} &= \frac{1}{1920}, 
    c_{11} &= \frac{1}{1920}, 
    c_{12} &= -\frac{1}{960}, 
    c_{13} &= -\frac{1}{60}, 
    c_{14} &= \frac{1}{48}, 
    c_{15} &= -\frac{7}{240}, 
    c_{16} &= \frac{7}{10}.
\end{align*}
\]

The function $G^{(2)}(u, u_x, u_{xx})$ called the genus two $G$-function of the Frobenius manifold. An explicit expression (A.1) of this function in the canonical coordinates $u_1, \ldots, u_n$ is given in the Appendix [A].

Before formulating the rules for computing the contributions of the sixteen graphs let us explain their realization as dual graphs of stable curves of (arithmetic) genus 2. Recall (see, e.g., [20]) that dual graphs are used to encode a certain class of singular algebraic curves with marked points. Vertices of the graph correspond to the irreducible components of the curve. The genus of the normalization of such a component is called the genus of the vertex. On our sixteen graphs the components of genus zero are shown with bullets; the components of genus 1 are shown with circles. All singularities of a stable curve are at most double points. Points of intersection or self-intersection of these components correspond to the edges of the dual graph while the marked points are associated with the legs. The arithmetic genus of the stable curve is equal to the sum of genera of the vertices plus the first Betti number of the dual graph.

We are now ready to formulate the rules for computing the contribution of a dual graph. Let $F_g = F_g(t)$ be the genus $g = 0, 1$ free energy of $M$, and

\[
\frac{\partial}{\partial t^{\alpha, p}}, \quad \alpha = 1, \ldots, n, \quad p \geq 0
\]

be the tangent vector fields on the big phase space. We introduce a matrix

\[
M_{\alpha\beta} = \frac{\partial^2 F_g}{\partial t^{1\alpha} \partial t^{\alpha, 0} \partial t^{\beta, 0}},
\]
and denote \((M^{-1})^{\alpha\beta}\) its inverse. Here and in sequel summation w.r.t. repeated upper and lower indices is assumed. The diagram rules are formulated in the following way:

i) Bullets (●) correspond to \(F_0\);

ii) Circles (○) correspond to \(F_1\);

iii) Edges correspond to \((M^{-1})^{\alpha\alpha'} \frac{\partial}{\partial x^{\alpha}} \otimes \frac{\partial}{\partial x^{\alpha'}}\);

iv) Legs correspond to \(\frac{\partial}{\partial t}\).

It is understood that all differential operators corresponding to the edges and legs act first on the vertices \(F_0\) or \(F_1\) and all contractions with the matrix \(M^{-1}\) have to be added at the very end. So, for example, the terms \(Q_1, Q_2, Q_{15}, Q_{16}\) are given by

\[
Q_1 = \frac{\partial^2 F_0}{\partial t_{1,0} \partial t_{1,0}} (M^{-1})^{\alpha\alpha'} (M^{-1})^{\beta\beta'}, \quad (1.4)
\]

\[
Q_2 = \frac{\partial^4 F_0}{\partial t_{1,0} \partial t_{1,0} \partial t_{0,0} \partial t_{0,0}} (M^{-1})^{\alpha\alpha'} (M^{-1})^{\beta\beta'} (M^{-1})^{\gamma\gamma'} \times \frac{\partial^2 F_0}{\partial t_{1,0} \partial t_{1,0} \partial t_{0,0} \partial t_{0,0}}, \quad (1.5)
\]

\[
Q_{15} = \frac{\partial^4 F_0}{\partial t_{1,0} \partial t_{0,0} \partial t_{0,0} \partial t_{1,0}} (M^{-1})^{\alpha\alpha'} (M^{-1})^{\beta\beta'} \frac{\partial^2 F_1}{\partial t_{1,0} \partial t_{0,0} \partial t_{0,0}}, \quad (1.6)
\]

\[
Q_{16} = \frac{\partial^2 F_1}{\partial t_{1,0} \partial t_{1,0} \partial t_{0,0}} (M^{-1})^{\alpha\alpha'} \frac{\partial F_1}{\partial t_{1,0} \partial t_{0,0}}. \quad (1.7)
\]

Other \(Q_p\)'s can be computed in a similar way.

Let us now describe the characteristic properties of the above sixteen graphs that distinguish them from other graphs. For a graph \(Q\), denote \(N_v(Q), N_e(Q), N_l(Q)\) the number of its vertices, edges and legs respectively. Let \(v_1, \ldots, v_m\) with \(m = N_v(Q)\) be the vertices of the graph. We also denote \(g(v_i), n(v_i)\) the genus and valence of the vertex \(v_i\). Finally, \(B_1(Q)\) will denote the first Betti number of the graph \(Q\).

The above sixteen graphs are selected from the set of connected graphs by requiring that each of these graphs satisfies the following properties:

1. It is the dual graph of a stable curve of arithmetic genus two. This property is equivalent to the conditions that the graph is planar, and the valence and genus of its vertices satisfy the constraint \(2g(v_i) - 2 + n(v_i) > 0\) and

\[
\sum_{i=1}^{m} (g(v_i) + B_1(Q)) = 2.
\]

2. The number of edges and the number of legs are equal to \(N_e(Q) + B_1(Q) - 1\). This property is equivalent to the Euler formula for the graph

\[
N_e(Q) - N_v(Q) + 1 = B_1(Q)
\]

together with the condition that the function associated to \(Q\), defined as above, must have degree two with respect to the jet variables \(\partial_x^{\alpha}\), i.e.

\[
\sum_{i=1}^{m} (2g(v_i) - 2 + n(v_i)) - N_v(Q) = 2.
\]
Recall that, according to \[1, 3\] such a function can be represented as a rational function of the jet variables $\partial^p_x v^\alpha$, $p \geq 1$, and its degree is defined by assigning degree $p$ to $\partial^p_x v^\alpha$, $\alpha = 1, \ldots, n$. We also note that

$$\sum_{i=1}^{m} n(v_i) = 2N_e(Q) + N_l(Q).$$

3. Cutting of an edge connecting two genus zero vertices does not destroy the connectivity of the graph. A graph with this property is called to be one-particle irreducible (1PI) in physics literature.

4. There is at most one vertex with valence $n(v_i) = 3 - 2g(v_i)$ in the graph. Moreover, if the graph contains only one genus one vertex, then the valence of each of its vertices $v_i$ satisfies $n(v_i) > 3 - 2g(v_i)$.

Remark 1.2 If a graph $\tilde{Q}$ is obtained from a graph $Q$ by adding a genus zero vertex with a leg in the middle of an edge of $Q$, then the functions associated to $\tilde{Q}$ and $Q$ are equal. This follows immediately from the above definitions. So we will view the new graph $\tilde{Q}$ as same as the old one $Q$.

The main point of the decomposition (1.3) of the genus two free energy into a sum of 16+1 terms is the following

**Lemma 1.3** The restrictions of the terms $Q_1, \ldots, Q_{16}$ onto the small phase space vanish.

The proof of the lemma easily follows from the above explicit expressions, the following rules of restricting the jets

$$v_x|_{\text{small phase space}} = e, \quad v^{(k)}|_{\text{small phase space}} = 0 \text{ for } k \geq 2,$$

and the identity

$$\partial_x G = 0$$

(see details in [5]). Here $e$ is the unit of the Frobenius manifold and $G$ is the $G$-function of the Frobenius manifold that appears in (2.11) below.

Thus, the part of the free energy “responsible” for the would-be genus two Gromov–Witten invariants (i.e., with no descendents) is entirely contained in our genus two $G$-function.

Another important feature of the genus two $G$-function can be observed in the analysis of important examples coming from singularity theory and orbifold Gromov–Witten invariants. In the present paper we consider the two classes of examples: first, the case of simple singularities and, the second, the Gromov–Witten invariants of $\mathbb{P}^1$-orbifolds with positive Euler characteristic. Both classes of examples are associated with Dynkin diagrams of $ADE$ type. The connection of the simple singularities with the $ADE$ Weyl groups is well known. The Frobenius structure on the base of universal unfolding in this case can be constructed with the help of K. Saito theory of primitive forms [23]. The integrable hierarchies of topological type coincide with the Drinfeld–Sokolov $ADE$ hierarchies [15, 6, 27]. The associated cohomological field theory was constructed in [26, 12, 13, 14, 15, 11].
The case of $\mathbb{P}^1$-orbifolds is relatively more recent. In this case one deals with the $\mathbb{P}^1$-orbifolds of positive Euler characteristic. Hence there are at most three orbifold points with multiplicities $p$, $q$ and $r$. These positive integers must satisfy

$$\frac{1}{p} + \frac{1}{q} + \frac{1}{r} > 1.$$  

Such an inequality has only finite number of solutions given in the following table

| $(p, q, r)$ | Dynkin diagram |
|-------------|----------------|
| $(p, q, 1)$ | $\tilde{A}_{p,q}$ |
| $(2, 2, r)$ | $\tilde{D}_{r+2}$ |
| $(2, 3, r)$ | $\tilde{E}_{r+3}$ |

The second column of this table refers to the so-called extended affine Weyl groups of $ADE$ type. The Frobenius manifolds in these cases were constructed in \cite{2}. The construction depends on the choice of a vertex of the Dynkin diagram. A connection between these Frobenius manifolds and the orbifold quantum cohomology of the $\mathbb{P}^1$-orbifolds was discovered in \cite{21} for the $\tilde{A}_{p,q}$ case and in \cite{22} for other Dynkin diagrams. Also an important connection of these Frobenius manifolds with Frobenius structures on the spaces of the so-called tri-polynomials (see below) was established in \cite{22} (the role of tri-polynomials in the homological mirror symmetry was unraveled in \cite{25}).

The main conjecture of the present paper is the following

**Conjecture 1.4** If $M$ is the Frobenius manifold obtained from the genus zero Fan–Jarvis–Ruan–Witten (FJRW) invariants theory for $ADE$ singularities, or the genus zero Gromov–Witten invariants theory for $\mathbb{P}^1$-orbifolds of $ADE$ type, then

$$G^{(2)}(u, u_x, u_{xx}) = 0.$$  

(1.8)

**Remark 1.5** In FJRW theory there is also involved a symmetry group $G$. We assume that the singularities and their symmetry groups are chosen so that the corresponding Frobenius manifolds coincide with the usual ones constructed from the singularities of the same type \cite{1}. In particular, when the singularities are of $A$ and $E$ type, or $D$ type with even Milnor number, the group $G$ can be chosen as the minimal one (J). For the singularities of $D$ type with odd Milnor number, one need to start with the mirror of $D_n$, i.e. $D_n^* = x^{n-1}y + y^2$, and choose the group $G$ to be the maximal one $G_{\text{max}}$. The reason is that the FJRW theory is a $A$-model theory, while the construction given in \cite{1} from singularities to Frobenius manifolds is on the $B$-side, so there is mirror symmetry phenomenons between them. For more details, see \cite{13, 15}.

The main conjecture can also be formulated in the following way.

**Conjecture 1.6** If $M$ is a Frobenius manifold associated to an $ADE$ singularity or an extended affine Weyl groups of $ADE$ type, then

$$G^{(2)}(u, u_x, u_{xx}) = 0.$$  

(1.9)

The validity of this Conjecture has been verified in many examples; the main goal of the present paper is to explain the tools relevant for such a verification.
Remark 1.7 In [9, 10] formulae for the genus two free energies for the Frobenius manifolds associated to $A_2$ singularity and to the extended affine Weyl group $\tilde{W}(A_1)$ are given. They have the following graph representations respectively

$$F_2 = \frac{1}{1152}Q_1 - \frac{1}{360}Q_2 - \frac{1}{1152}Q_3 + \frac{1}{360}Q_4,$$

$$F_2 = \frac{1}{1152}Q_1 - \frac{1}{360}Q_2 - \frac{1}{1152}Q_3 + \frac{1}{360}Q_4 - \frac{1}{480}W_1 + \frac{7}{5760}W_2 + \frac{11}{5760}W_3.$$

Here $W_1, W_2, W_3$ are the graphs

\[ \begin{align*}
W_1 & \quad W_2 \\
W_3 & \end{align*} \]

When computing the coefficients $c_p$ for our examples, we find the following interesting identity.

Theorem 1.8 If $M$ is the Frobenius manifold obtained from the genus zero FJRW invariants theory for $ADE$ singularities, or the genus zero Gromov–Witten invariants theory for $\mathbb{P}^1$-orbifolds of $AD$ type, then

$$(Q_1 - Q_6) + 2(Q_7 - Q_5) + 3(Q_8 - Q_2) + 4(Q_9 - Q_3) + 6(Q_4 + Q_{10} - Q_{11} - Q_{12}) = 0. \quad (1.10)$$

The identity (1.10) holds also true for an arbitrary two-dimensional semisimple Frobenius manifold (i.e., for a topological field theory with two primary fields in the terminology of [10]) as well as for the three-dimensional Frobenius manifolds on the orbit spaces of Coxeter groups of type $B_3$ or $H_3$. It is interesting to find out in general the necessary and sufficient conditions for validity of this identity.

The paper is organized as follows. In Section 2.1 we recall first some basic properties of semisimple Frobenius manifolds and their genus zero, one and two free energies. Then we give a proof of Theorem 1.1. In Section 2.2 we prove the Theorem 1.8. In Section 2.3 and 2.4 we give some general formulae in order to calculate the rotation coefficients for Frobenius manifolds arising in singularity theory. In Section 3 we present more explicit formulae for the rotation coefficients case by case for simple singularities of $ADE$ type and for $\mathbb{P}^1$ orbifolds of $A$ and $D$ type, and provide evidences to support the validity of the conjectures. In the Appendices we give the formulae for the function $G^{(2)}(u, u_x, u_{xx})$ that appear in (1.3) and for the genus two free energy of semisimple Frobenius manifolds that is given in [5].
2 General Results

2.1 Proof of Theorem 1.1

For a semisimple Frobenius manifold $M^n$, we denote $v^1, \ldots, v^n$ the flat coordinates, $(\cdot, \cdot)$ its flat metric,

$$\left< \frac{\partial}{\partial v^\alpha}, \frac{\partial}{\partial v^\beta} \right> = \eta_{\alpha\beta}, \quad (\eta^{\alpha\beta}) = (\eta_{\alpha\beta})^{-1},$$

and $F(u) = F(v^1, \ldots, v^n)$ its potential. The canonical coordinates $u_1, \ldots, u_n$ are defined so that the multiplication table defined on the tangent spaces is given by

$$\frac{\partial}{\partial u_i} \cdot \frac{\partial}{\partial u_j} = \delta_{ij} \frac{\partial}{\partial u_i}.$$

In the canonical coordinates the flat metric takes the diagonal form

$$\sum_{\alpha, \beta} \eta_{\alpha\beta} dv^\alpha dv^\beta = \sum_{i=1}^n \eta_{ii}(u) du_i^2.$$

Denote

$$h_i = h_i(u) = \sqrt{\eta_{ii}}, \quad i = 1, \ldots, n$$

the Lamé coefficients of the diagonal metric for some choice of the signs of the square roots. Define the rotation coefficients $\gamma_{ij} = \gamma_{ji}$ by

$$\gamma_{ij} = \frac{1}{h_i} \frac{\partial h_j}{\partial u_i} \quad \text{for} \quad i \neq j, \quad \gamma_{ii} = 0.$$

The nonzero Christoffel symbols of the Levi-Civita connection for the flat metric in the canonical coordinates are written in the following table

$$\Gamma^k_{ij} = \begin{cases} -\sum_{l=1}^n \gamma_{il} \frac{h_l}{h_i}, & i = j = k; \\
\gamma_{ij} \frac{h_j}{h_i}, & k = i \neq j; \\
\gamma_{ik} \frac{h_k}{h_i}, & k = j \neq i; \\
-\gamma_{ik} \frac{h_k}{h_i}, & k \neq i = j. \end{cases} \quad (2.1)$$

The canonical and the flat coordinates of the Frobenius manifold are related by the following equations

$$\frac{\partial^2 v^\alpha}{\partial u_i \partial u_j} = \sum_{k=1}^n \Gamma^k_{ij} \frac{\partial v^\alpha}{\partial u_k}. \quad (2.2)$$

We denote

$$\psi^\alpha_i(u) = \frac{1}{h_i(u)} \frac{\partial v^\alpha(u)}{\partial u_i}, \quad \psi_{\alpha} = \eta_{\alpha\beta} \psi^\beta,$$

where summation w.r.t. repeated upper and lower Greek indices is assumed. Assuming that the unit vector field of the Frobenius manifold is $e = \frac{\partial}{\partial v^1}$, then

$$\psi_{11} = h_1 \quad (2.3)$$
and
\[ c_{\alpha\beta\gamma} = \frac{\partial^3 F(v)}{\partial v^\alpha \partial v^\beta \partial v^\gamma} = \sum_{i=1}^{n} \frac{\psi_{i\alpha} \psi_{i\beta} \psi_{i\gamma}}{\psi_i}, \] (2.4)

The following formulae \[ 1 \] will be used below to represent the correlation functions in terms of the canonical coordinates
\[ \frac{\partial v^\alpha}{\partial u_i} = \psi_{i\alpha}, \quad \frac{\partial u_i}{\partial v^\alpha} = \frac{1}{\psi_i}, \]
\[ \frac{\partial \psi_{i\alpha}}{\partial u_k} = \gamma_{ik} \psi_{k\alpha}, \quad i \neq k, \]
\[ \frac{\partial \psi_{i\alpha}}{\partial u_i} = -\sum_{k=1}^{n} \gamma_{ik} \psi_{k\alpha}; \] (2.5)
\[ \frac{\partial \gamma_{ij}}{\partial u_k} = \gamma_{ik} \gamma_{kj}, \quad i,j,k \text{ distinct}, \]
\[ \frac{\partial \gamma_{ij}}{\partial u_i} = \sum_{k=1}^{n} (u_j - u_k) \gamma_{ik} \gamma_{kj} - \gamma_{ij}. \]

The principal hierarchy associated to the Frobenius manifold is a hierarchy of integrable Hamiltonian systems of hydrodynamic type
\[ \frac{\partial v^\alpha}{\partial t^\beta, q} = \eta_{\alpha\gamma} \frac{\partial}{\partial x} \left( \frac{\partial \theta^\beta_{\gamma,q+1}}{\partial v^\gamma} \right), \quad \alpha, \beta = 1, \ldots, n, \quad q \geq 0. \]

Here \( \theta_\alpha(v;z) = \sum_{p \geq 0} \theta_\alpha,p(v) z^p, \alpha = 1, \ldots, n \) are related to the flat coordinates of the deformed flat connection of the Frobenius manifold. They satisfy the conditions
\[ \theta_\alpha(v;0) = \eta_{\alpha\gamma} v^\gamma, \]
\[ (\nabla \theta_\alpha(v,-z), \nabla \theta_\alpha(v,z)) = \eta_{\alpha\beta}, \]
\[ \partial_\alpha \partial_\beta \theta_\gamma(v;z) = z \delta_\alpha^k \delta_\beta^j \theta_\gamma(v;z), \]
\[ E \left( \partial_\beta \theta_{\alpha,p}(v) \right) = p \partial_\beta \theta_{\alpha,p}(v) + \tilde{\mu}_\alpha^p \partial_\gamma \theta_{\gamma,p}(v) + \tilde{\mu}_\beta^p \partial_\gamma \theta_{\alpha,p}(v) \]
\[ \quad + (R_0)^\gamma_{\beta} \partial_\gamma \theta_{\alpha,p}(v) + \sum_{k=0}^{p} \partial_\beta \theta_{\gamma,p-k}(v) (R_k)^\gamma_{\alpha}, \]
where \( E \) is the Euler vector field of the Frobenius manifold which has the following representations in the flat coordinates and in the canonical coordinates respectively
\[ E = \sum_{\alpha=1}^{n} E^\alpha(v) \frac{\partial}{\partial v^\alpha} = \sum_{i=1}^{n} u_i \frac{\partial}{\partial u_i}, \]
and \( \tilde{\mu} \) and \( R_0 \) are the semisimple and nilpotent parts of the antisymmetric constant matrix \( V = (V^\alpha_\beta) \) with
\[ V^\alpha_\beta = \frac{2 - d}{2} \delta^\alpha_\beta - \frac{\partial E^\alpha(v)}{\partial v^\beta}. \]

The constant matrices \( R_0, R_1, \ldots, R_m \) (\( m \) is a certain integer depending on the Frobenius manifold) form part of the monodromy data of the Frobenius manifold at \( z = 0 \) (see \[ 1 \] for detail), they have the properties
\[ (R_k)^\gamma_\alpha \eta_{\gamma\beta} = (-1)^{k+1} (R_k)^\gamma_\beta \eta_{\gamma\alpha}, \quad [\tilde{\mu}, R_k] = k R_k, \quad k = 0, 1, \ldots, m. \]
The potential \( F(v) \) can be chosen in such a way that the functions \( \theta_{\alpha, 1}(v) \) have the expression
\[
\theta_{\alpha, 1}(v) = \partial_\alpha F(v), \quad \partial_\alpha = \frac{\partial}{\partial v^\alpha}.
\]
Thus the first set of equations of the principal hierarchy reads
\[
\frac{\partial v^\alpha}{\partial t^0} = \eta^\alpha\beta c_{\xi\beta}(v)v_x^\beta \quad \text{with} \quad \frac{\partial v^\alpha}{\partial t^1} = v^\alpha_x, \quad \alpha, \beta = 1, \ldots, n.
\]
By using the above formulae we get the following formula for solutions of the principal hierarchy:
\[
\frac{\partial u_i}{\partial t^0} = \frac{\partial u_i}{\partial t^0} \psi_{i1} = \left\{ \begin{array}{ll} u_{i,x}, & \text{if } i = j, \\ 0, & \text{if } i \neq j. \end{array} \right. \tag{2.6}
\]
Moreover, for higher jets \( u_i^{(p)} = \partial^p_x u_i \) denote
\[
U_{j}^{i,p} = \frac{\partial u_i^{(p)}}{\partial t^0} \frac{\partial v^\alpha}{\partial u_j} = \left( \begin{array}{cc} u_{i,x}, & \text{if } i = j, \\ 0, & \text{if } i \neq j. \end{array} \right. \tag{2.7}
\]
Then the following recursion relation holds true
\[
U_{j}^{i,p} = \partial_x U_{j}^{i,p-1} - \sum_k \Gamma_{kj}^{is} u_{k,x} U_{s}^{i,p-1}, \quad i, j = 1, \ldots, n, \ p \geq 1. \tag{2.8}
\]
Using this recursion relation one can represent \( U_{j}^{i,p} \) in terms of jets \( u_i^{(m)} \) with \( m \geq 1 \), the rotation coefficients \( \gamma_{ij} \) and the Lamé coefficients \( h_i \), starting from \( U_{j}^{i,0} = \delta_{ij} u_{i,x} \). Such expressions will be useful in dealing with differential operators of the form
\[
\frac{\partial v^\alpha}{\partial u_i} = \sum_{p \geq 0} \sum_{s} U_{j}^{s,p} \frac{\partial}{\partial u_j^{(p)}}.
\]
The topological solution \( v(t) = (v^1(t), \ldots, v^n(t)) \) of the principal hierarchy is determined from the system of \( n \) equations
\[
\sum \tilde{t}^{\alpha,p} \nabla \theta_{\alpha,p} = 0, \quad \tilde{t}^{\alpha,p} = t^{\alpha,p} - \delta_{11}^{\alpha} \delta_{1}^{p}.
\]
By using the topological solution \( v(t) \) one can define the genus zero free energy \( F_0 = F_0(t) \) of the Frobenius manifold satisfying the equations
\[
\frac{\partial^3 F_0(t)}{\partial u^{(1)}_{\alpha} \partial u^{(1)}_{\beta} \partial u^{(1)}_{\gamma}} = c_{\xi\beta}(v(t)) M_{\xi\gamma}, \quad \alpha, \beta, \gamma = 1, \ldots, n, \tag{2.9}
\]
where
\[
M_{\xi\gamma} = c_{\xi\gamma}(v(t)) v_x^\rho.
\]

Remark 2.1 By taking \( \alpha = 1 \) in (2.9), we see that the matrix \( M_{\beta\gamma} \) coincides with the one appeared in the definition of the sixteen diagrams of Theorem 1.1, so we use the same notation.
Observe the following useful formula for the entries of the inverse matrix

\[
(M^{-1})^{\alpha \beta} = \sum_{i=1}^{n} \frac{1}{h_i^2 u_{i,x}} \frac{\partial v^{\alpha}}{\partial u_i} \frac{\partial v^{\beta}}{\partial u_i}.
\]  

(2.10)

We also need to use the genus one free energy \( F^1(t) \) which is defined for a semisimple Frobenius manifold by the following expression

\[
F^1(t) = F^1(u,u_x)|_{v^{\alpha} = v^{\alpha}(t)} \quad \text{with} \quad F^1(u,u_x) = \frac{1}{24} \sum_{i=1}^{n} \log u_{i,x} + G(u),
\]  

(2.11)

where the function \( G \) is called the G-function of the Frobenius manifold. It is given by a quadrature due to the following equations \[3\]

\[
\frac{\partial G(u)}{\partial u_i} = \frac{1}{2} \sum_{j \neq i} (u_i - u_j) \gamma_{ij} \frac{1}{24} \sum_{k \neq i} \gamma_{ik} \left( \frac{h_i}{h_k} - \frac{h_k}{h_i} \right).
\]  

(2.12)

In order to write down the correlation functions in terms of canonical coordinates, let us introduce the following notation

\[
C_{i_1,i_2,\ldots,i_m} = \frac{\partial^m F_0(t)}{\partial u_{i_1} \partial v^{\alpha_1} \partial v^{\alpha_2} \cdots \partial v^{\alpha_m}},
\]

\[
D_{i_1,i_2,\ldots,i_m} = \frac{\partial^m F_1(t)}{\partial u_{i_1} \partial v^{\alpha_1} \partial v^{\alpha_2} \cdots \partial v^{\alpha_m}}
\]

for the indices \( 1 \leq i_1, \ldots, i_m \leq n \). Then we have

\[
C_{i_1,i_2,i_3} = \begin{cases} 
\frac{h_i^2 u_{i_1,x}}{x}, & \text{if } i_1 = i_2 = i_3 \\
0, & \text{other cases} 
\end{cases}, \quad D_i = \sum_{p=0}^{1} U_{j,p} \frac{\partial F_1(u,u_x)}{\partial u_{(p)}}. 
\]  

(2.13)

By using the relation \( [2.2] \) we obtain the following recursive formula

\[
X_{i_1,i_2,\ldots,i_{m+1}} = \sum_{k=1}^{n} \sum_{p=0}^{m-2} \frac{\partial X_{i_1,\ldots,i_m}}{\partial u_{k}^{(p)}} X_{i_{m+1}}^{k,p} \]

\[
- \sum_{k=1}^{m} X_{i_1,\ldots,i_{k-1},s,i_{k+1},\ldots,i_{m}} \Gamma_{i_k i_{m+1}}^{s} u_{i_{m+1},x}
\]

(2.14)

which is valid for \( X = C \) and \( X = D \).

**Proof of Theorem 1.1.** Since the genus two free energy \( F_2 \) given in \[3\] is represented as a rational function of the canonical coordinates \( u_i \), their \( x \)-derivatives \( u_{i,x}^{(p)} = \partial_{x}^{p} u_i \), the rotation coefficients \( \gamma_{ij} \) and the Lamé coefficients \( h_i \), in order to prove the theorem we need to represent the functions \( Q_1, \ldots, Q_{16} \) that are associated to the 16 dual graphs as rational functions of the above mentioned
variables. In fact, for the functions \( Q_1 \) and \( Q_{16} \) defined in (1.4), (1.7) we have

\[
Q_1 = \sum_{j_1,j_2=1}^n \frac{\partial F_0}{\partial t^{1,0} \partial t^{0,0} \partial \alpha_0} \frac{\partial}{\partial u_{j_1}} \frac{1}{h_{j_2}^2} \frac{\partial}{\partial u_{j_2}} \frac{1}{h_{j_2}^2} \frac{\partial}{\partial v_{\beta}} \frac{1}{h_{j_2}^2} \frac{\partial}{\partial v_{\alpha}}
\]

and

\[
Q_{16} = \sum_{i,j=1}^n \frac{\partial^2 F_1}{\partial t^{1,0} \partial \alpha_0} \frac{\partial}{\partial u_{i}} \frac{1}{h_{i}^2} \frac{\partial}{\partial u_{i}} \frac{1}{h_{i}^2} \frac{\partial}{\partial \gamma_{ij}}
\]

Here we used the identity

\[
\sum_{i=1}^n \frac{\partial}{\partial u_i} = \frac{\partial}{\partial v^1} = \delta^1_0,
\]

since the unit vector field \( \epsilon \) of the Frobenius manifold equals \( \frac{\partial}{\partial v^1} = \sum_{i=1}^n \frac{\partial}{\partial u_i} \).

From the formulae (2.5)–(2.14) it follows that the functions \( C_{i_1,i_2,j_1,j_2,j_3,j_4} \) and \( D_{i,j} \) can also be represented as rational functions of the canonical coordinates \( u_i \), their \( x \)-derivatives \( u_i^{(x)} = \frac{\partial}{\partial x} u_i \), the rotation coefficients \( \gamma_{ij} \) and the Lamé coefficients \( h_i \). In a similar way we can similar expressions for other functions \( Q_2, \ldots, Q_{15} \). Now by subtracting the linear combination of the 16 functions \( Q_1, \ldots, Q_{16} \) that appear at the r.h.s of (1.3) from the one given by the l.h.s. of (1.3), we get the needed expression for \( G^{(2)}(u, u_x, u_{xx}) \) by a tedious but straightforward computation. The theorem is proved.

### 2.2 Proof of Theorem [1.8]

In this section, we reduce the identity (1.16) to an easier one (2.17).

**Lemma 2.2** Let \( \Gamma \) be a dual graph, and \( x = t^{1,0} \). Then

\[
\partial_x \Gamma = \sum_{v: \text{vertex of } \Gamma} \Gamma_v - \sum_{e: \text{edge of } \Gamma} \Gamma_e,
\]

where \( \Gamma_v \) is the dual graph obtained from \( \Gamma \) by adding a new leg on the vertex \( v \), and \( \Gamma_e \) is the dual graph obtained from \( \Gamma \) by adding a new vertex of genus zero with two legs on the edge \( e \).
Proof The dual graph $\Gamma$ corresponds to the product of several multi-point correlation functions and the inverse of the matrix $M$. According to the Leibniz rule, when the operator $\partial_x$ acts on multi-point correlation functions, we obtain terms that appear in the first summation of the r.h.s. of (2.15), and when it acts on the inverse of $M$, we obtain terms that appear in the second summation.

The lemma is proved. □

Let us introduce the following dual graphs:

![Diagram](image)

The we have the following lemma.

Lemma 2.3 The following identities hold true

\[
\begin{align*}
\partial_x P_1 &= Q_1 - 2Q_3, \\
\partial_x P_2 &= Q_1 + Q_5 - Q_7 - 2Q_9, \\
\partial_x P_3 &= Q_4 + Q_8 + Q_{10} - 2Q_{11} - 2Q_{12}, \\
\partial_x P_4 &= Q_6 + Q_2 - 3Q_{10}, \\
\partial_x P_5 &= 2Q_2 - 3Q_4, \\
\partial_x O_1 &= P_1 - 2P_2, \\
\partial_x O_2 &= P_4 + P_5 - 3P_3,
\end{align*}
\]

hence

\[
(Q_1 - Q_6) + 2(Q_7 - Q_5) + 3(Q_8 - Q_2) + 4(Q_9 - Q_3) + 6(Q_4 + Q_{10} - Q_{11} - Q_{12}) = \partial_x^2 (O_1 - O_2).
\] (2.16)
Lemma 2.4 For any semisimple Frobenius manifold, the following identity holds true
\[ O_1 - O_2 = \sum_{1 \leq i < j \leq n} \gamma_{ij} \frac{(h_i^2 + h_j^2)^2}{h_i^4 h_j^4}. \] (2.17)

Proof The functions \( O_1, O_2 \) have the following expression.
\[
O_1 = \sum_{1 \leq j_1, j_2 \leq n} \frac{C_{j_1, j_2}}{h_{j_1}^2 h_{j_2}^2 u_{j_1, x} u_{j_2, x}}, \quad O_2 = \sum_{1 \leq j_1, j_2, j_3 \leq n} \frac{C_{j_1, j_2, j_3}}{h_{j_1}^2 h_{j_2}^2 h_{j_3}^2 u_{j_1, x} u_{j_2, x} u_{j_3, x}}.
\]
By using the formulae (2.13), (2.14) one can obtain that
\[
O_1 = \sum_{1 \leq i < j \leq n} \frac{\gamma_{ij} (h_i^4 u_{j, x} + h_j^4 u_{i, x})^2 - (h_i^4 + h_j^4)(u_{i, x} - u_{j, x})^2}{h_i^3 h_j^3 u_{i, x} u_{j, x}} + \sum_{i=1}^{n} \frac{u_{i, xx}}{h_i^4 i_i^2},
\]
\[
O_2 = \sum_{1 \leq i < j \leq n} \frac{\gamma_{ij} (h_i^4 u_{i, x} - h_j^4 u_{j, x})(u_{j, x} - u_{i, x})}{h_i^3 h_j^3 u_{i, x} u_{j, x}} + \sum_{i=1}^{n} \frac{u_{i, xx}}{h_i^4 i_i^2}.
\]
Then one can easily see that the difference \( O_1 - O_2 \) equals the r.h.s. of (2.17). The lemma is proved.

To prove Theorem 1.8 one only need to prove the following lemma.

Lemma 2.5 For a Frobenius manifold associated to ADE singularities, or \( \mathbb{P}^1 \)-orbifolds of AD type, the difference \( O_1 - O_2 \) is always a constant.

We will give the proof of the above lemma case by case in Section 3.

2.3 Rotation coefficients for simple singularities

Let \( f \) be a polynomial on \( \mathbb{C}^m \) which has an isolated critical point at \( 0 \in \mathbb{C}^m \) of ADE type. Let \( n \) be the Milnor number of \( f \). The coordinates in \( \mathbb{C}^m \) are \( z = (z^1, \ldots, z^m) \). We denote \( \partial_{\alpha} \) or \( \partial_{\alpha} \) the partial derivatives \( \frac{\partial}{\partial z^\alpha} \).

Let \( F : \mathbb{C}^m \times B \to \mathbb{C}, \ (z, t) \mapsto F(z, t) \) be a miniversal unfolding of \( f \) (avoid confusions with the potential of the Frobenius manifold!) where \( B \) is an open ball in \( \mathbb{C}^n \). Let \( C \subset B \) be the caustic. For a given point \( t \) in the complement \( B \setminus C \) the function \( F(z, t) \) has \( n \) Morse critical points \( z^{(i)}(t) = (z^{(i), 1}, \ldots, z^{(i), m}) \ (i = 1, \ldots, n) \),
\[
\partial_{\alpha} F(z, t)|_{z = z^{(i)}(t)} = 0, \ \alpha = 1, \ldots, m.
\]
Define the canonical coordinates \( u_i \) on \( B \setminus C \) as the critical values
\[
u_i(t) = F(z^{(i)}(t), t), \quad i = 1, \ldots, n.
\] (2.18)
We will often use short notations \( \partial_i \) or \( \partial_{u_i} \) for the partial derivatives \( \frac{\partial}{\partial z^i} \).

There is a semisimple Frobenius manifold structure on the base space \( B \setminus C \). The flat metric \( \langle \cdot, \cdot \rangle \) is defined by
\[
\langle \partial', \partial'' \rangle_t = - \text{Res}_{z=\infty} \frac{(\partial' F(z, t))(\partial'' F(z, t))}{\partial z^1 \cdots \partial z^m} \ dz^1 \wedge \cdots \wedge dz^m \] (2.19)
for any \( \partial', \partial'' \in T_B \). We denote \( h_{\alpha\beta}(z, t) = \partial_\alpha \partial_\beta F(z, t) \), \( H(z, t) = \det(h_{\alpha\beta}(z, t)) \). Let \( (h^{\alpha\beta}) \) be the inverse matrix of \( (h_{\alpha\beta}) \). Then from the residue theorem it follows that

\[
\langle \partial', \partial'' \rangle_t = \left. \frac{n}{H(z, t)} \frac{(\partial' F(z, t)) (\partial'' F(z, t))}{z=z^{(k)}(t)} \right|_{z=z^{(k)}(t)}. \tag{2.20}
\]

Denote

\[
\eta^{ij}(t) = H(z^{(i)}(t), t), \quad \eta_{ij}(t) = \left( H(z^{(i)}(t), t) \right)^{-1}. \tag{2.21}
\]

Then by using (2.20) and the identity

\[
\partial_i F(z, t)|_{z=z^{(k)}(t)} = \delta_{ik} \tag{2.22}
\]

we obtain

\[
\langle \partial_i, \partial_j \rangle_t = \left. \frac{n}{H(z, t)} \frac{(\partial_i F(z, t)) (\partial_j F(z, t))}{z=z^{(k)}(t)} \right|_{z=z^{(k)}(t)} = \delta_{ij} \eta_{ij}(t). \tag{2.23}
\]

From the definition of the critical points \( z^{(k)}(t) \) it follows that

\[
\partial_i \partial_\alpha F(z, t)|_{z=z^{(k)}(t)} = -h_{\alpha\beta}(z^{(k)}(t), t) \partial_i z^{(k), \beta}(t), \tag{2.24}
\]

\[
\partial_t z^{(k), \beta}(t) = -h^{\alpha\beta}(z^{(k)}(t), t) \partial_t \partial_\alpha F(z, t)|_{z=z^{(k)}(t)}. \tag{2.25}
\]

By using these equations and the identity

\[
\partial_x \det A(x) = \det A(x) \mathrm{Tr}(A^{-1}(x) \partial_x A(x))
\]

for any nondegenerate matrix function \( A(x) \), we obtain

\[
\frac{\partial \eta^{kk}}{\eta_{kk}} = \left( h^{\alpha\beta}(z, t) \partial_\alpha h_{\alpha\beta}(z, t) - h^{\alpha\beta}(z, t) \partial_\beta h_{\alpha\beta}(z, t) h^{\gamma\sigma}(z, t) \partial_\sigma \partial_\gamma F(z, t) \right) |_{z=z^{(k)}(t)}
\]

\[
= \left( h^{\alpha\beta}(z, t) \partial_\alpha h_{\alpha\beta}(z, t) + \partial_\alpha h^{\alpha\sigma} \partial_\sigma \partial_\beta F(z, t) \right) |_{z=z^{(k)}(t)}
\]

\[
= \partial_\alpha \left( h^{\alpha\beta}(z, t) \partial_\beta \partial_\alpha F(z, t) \right) |_{z=z^{(k)}(t)}. \tag{2.26}
\]

As above we denote \( h_i = \sqrt{\eta_i} \) the Lamé coefficients and \( \gamma_{ki} = \frac{\partial_i h_k}{h_k} \) the rotation coefficients of the metric \( \sum_{i=1}^n \eta_{ii}(du_i)^2 \). Of the Christoffel symbols of the metric we will often use the coefficients \( \Gamma_{ki}^k \) with \( k \neq i \), so we introduce a notation for these coefficients

\[
\Gamma_{ki} := \Gamma_{ki}^k = \frac{\partial_i \eta_{kk}}{2 \eta_{kk}} = -\frac{1}{2} \partial_\alpha \left( h^{\alpha\beta}(z, t) \partial_\beta \partial_\alpha F(z, t) \right) |_{z=z^{(k)}}. \tag{2.27}
\]

Then

\[
\gamma_{ki} = \frac{h_k}{h_i} \Gamma_{ki}. \tag{2.28}
\]

**Remark 2.6** The equations [2.12] satisfied by the G-function of the Frobenius manifold can be rewritten as

\[
\partial_i G(u) = \frac{1}{2} \sum_{k \neq i} (u_i - u_k) \Gamma_{ki} - \frac{1}{24} \sum_{k \neq i} (\Gamma_{ki} - \Gamma_{ik}). \tag{2.29}
\]
The explicit expressions of $\Gamma_{ki}$ given in Sec.3 for the Frobenius manifolds associated to ADE singularities can be used to re-derive the known explicit formulae $G = 0$ [24] for the $G$-functions of this class of Frobenius manifolds. We can also obtain the explicit formulae (3.21), (3.23) for the $G$-functions of the Frobenius manifolds defined on the orbit spaces of the extended affine Weyl groups of AD type. I. Strachan proved the formula (3.21) (see below) and conjectured the formula (3.23) in [24].

The equations (2.27) and (2.28) give us a formula for computing the rotation coefficients of the Frobenius manifold. However, one also needs to compute the derivatives of $F(z,t)$ w.r.t. the canonical coordinates. To this end, starting from this point we assume that the miniversal deformation $F(z,t)$ is given by

$$F(z,t) = f(z) + \sum_{j=1}^{n} t^{j} \phi_{j}(z),$$

where $\phi_{1}(z), \ldots, \phi_{n}(z)$ is a basis of the Milnor ring. Define $W : (\mathbb{C}^{m})^{n} \rightarrow \mathbb{C}$

$$W(z_{1}, \ldots, z_{n}) = \det(\phi_{j}(z_{i})).$$

**Lemma 2.7**

$$\partial_{i}F(z,t) = \frac{W(z^{(1)}, \ldots, z^{(i-1)}, z^{(i+1)}, \ldots, z^{(n)})}{W(z^{(1)}, \ldots, z^{(n)})}.$$ (2.30)

**Proof** From (2.22) it follows that

$$\sum_{j=1}^{n} \partial^{j}_{u_{i}} \phi_{j}(z^{(k)}(t)) = \delta_{ik}.$$ 

So we have

$$\frac{\partial u_{i}}{\partial t^{j}} = \phi_{j}(z^{(i)}(t)).$$

Next, let us consider the following system of linear equations for partial derivatives $\partial_{i}F(z,t) = \frac{\partial F(z,t)}{\partial u_{i}}$

$$\phi_{j}(z) = \frac{\partial F(z,t)}{\partial u_{i}} = \partial_{i}F(z,t) \frac{\partial u_{i}}{\partial t^{j}} = \phi_{j}(z^{(i)})\partial_{i}F(z,t), \ j = 1, \ldots, n.$$ 

The statement of the lemma now follows by using Cramer’s rule. □

2.4 Rotation coefficients for $\mathbb{P}^{1}$-orbifolds

Let $p, q, r$ are positive integers satisfying

$$\frac{1}{p} + \frac{1}{q} + \frac{1}{r} > 1.$$ 

It is shown in [22] that the quantum cohomology of the $\mathbb{P}^{1}$-orbifold $\mathbb{P}^{1}_{p,q,r}$ is isomorphic to the Frobenius structure on the space of tri-polynomials of type $(p, q, r)$. 
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We take $m = 3$, $n = p + q + r - 1$. A tri-polynomial is a function $F : \mathbb{C}^m \times B \to \mathbb{C}$, $(z, t) \mapsto F(z, t)$,

$$F(z, t) = -z^1 z^2 z^3 + P_1(z_1) + P_2(z_2) + P_3(z_3),$$  \hspace{1cm} (2.31)

$$P_1(z_1) = \sum_{i=1}^{p-1} t_i z_1^i + z_1^p,$$  \hspace{1cm} (2.32)

$$P_2(z_2) = \sum_{i=1}^{q-1} t_{p-1+i} z_2^i + z_2^p,$$  \hspace{1cm} (2.33)

$$P_3(z_3) = \sum_{i=0}^{r} t_{p+q-1+i} z_3^i,$$  \hspace{1cm} (2.34)

where $B$ is an open set in $\mathbb{C}^{n-1} \times \mathbb{C}^*$ defined by the condition $t^n \neq 0$. Let $C \subset B$ be the caustic. Like in the previous section the critical values

$$u_i(t) = F(z^{(i)}(t), t), \quad i = 1, \ldots, n.$$  \hspace{1cm} (2.35)

define the canonical coordinates $u^i$ on $B \setminus C$.

The flat metric of the Frobenius structure on the space of tri-polynomial is also defined by (2.19). One can easily see that all lemmas from the previous section hold true also for tri-polynomials.

3 Examples

3.1 The $A_n$ singularities

In this case, $m = 1$, $f(z) = z^{n+1}$, $\phi_j = z^{n-j}$.

Lemma 3.1

$$\partial_i F(z, t) = \frac{1}{z - z^{(i)}} \frac{F'(z, t)}{F''(z^{(i)}, t)},$$  \hspace{1cm} (3.1)

Proof By using the identities

$$F'(z, t) = (n + 1) \prod_{k=1}^{n} (z - z^{(k)}(t)),$$

$$F''(z^{(i)}, t) = (n + 1) \prod_{k \neq i}^{n} (z^{(i)}(t) - z^{(k)}(t))$$

and Lemma [2.7], the lemma can be easily proved. \hfill \Box

Lemma 3.2

$$\Gamma_{ki}(t) = \frac{1}{(z^{(k)}(t) - z^{(i)}(t))^2 F''(z^{(i)}(t), t)}.$$  \hspace{1cm} (3.2)

Proof It follows from (2.26) and Lemma [3.1] \hfill \Box

Remark 3.3 By applying the residues theorem to the following two meromorphic functions

$$m(z) = \frac{F(z) - F(z^{(i)})}{F'(z)(z - z^{(i)})^2}, \quad \tilde{m}(z) = \frac{F''(z) - F''(z^{(i)})}{F'(z)(z - z^{(i)})^2},$$

one can easily prove that the $G$-functions of $A_n$ singularities vanish.
Now let us use the formula (3.2) to verify the validity of Conjecture 1.4 for $A_n$ singularities. We use the critical points $z^{(1)}, \ldots, z^{(n)}$ and an additional parameter $z^{(0)}$ to represent $F(z, t) = z^{n+1} + t^1 z^{n-1} + \cdots + t^n$ as

$$F(z, t) = \lambda(z) = \int_0^z (n + 1) \prod_{k=1}^{n} (\xi - z^{(k)}) d\xi + z^{(0)} \quad (3.3)$$

Note that $z^{(1)}, \ldots, z^{(n)}$ are not independent as they satisfy

$$z^{(n)} = - \sum_{k=1}^{n-1} z^{(k)}. \quad (3.4)$$

We have

$$u_i = \lambda(z^{(i)}), \quad h_i = \psi_{i,1} = \frac{1}{\sqrt{\lambda''(z^{(i)})}}, \quad \gamma_{ij} = \frac{h_i h_j}{(z^{(i)} - z^{(j)})^2}. \quad (3.5)$$

By substituting these expressions into the formula (A.1) for $G^{(2)}(u, u_x, u_{xx})$, we obtain a rational function of $z^{(0)}, \ldots, z^{(n-1)}$. For $n \leq 8$ one can check with the help of a suitable symbolic computations software that this rational functions vanishes, so the Conjecture 1.4 holds true for such cases.

**Proof of Lemma 2.5 for $A_n$ singularities.** Let us denote $z^{(i)}$ by $z_i$ for $i = 1, \ldots, n$. By using the formulae given in (3.5) we obtain

$$\sum_{1 \leq i < j \leq n} \gamma_{ij} \left( \frac{h_i^2 + h_j^2}{h_i^4 h_j^4} \right)^2 = \sum_{1 \leq i < j \leq n} \frac{1}{(z_i - z_j)^2} \left( \frac{\lambda''(z_i)}{\lambda''(z_j)} + \frac{\lambda''(z_j)}{\lambda''(z_i)} + 2 \right)$$

$$= \sum_{1 \leq i < j \leq n} \frac{\lambda''(z_i) + \lambda''(z_j)}{(z_i - z_j)^2 \lambda''(z_i)}$$

For fixed $i$ one has

$$\sum_{j \neq i} \frac{\lambda''(z_i) + \lambda''(z_j)}{(z_i - z_j)^2 \lambda''(z_j)} = \sum_{j \neq i} \text{Res}_{z=z_j} \frac{\lambda''(z) + \lambda''(z_i)}{(z - z_i)^2 \lambda''(z)}$$

$$= - \text{Res}_{z=z_i} \frac{\lambda''(z) + \lambda''(z_i)}{(z - z_i)^2 \lambda''(z)} = - \frac{1}{6} \frac{\lambda^{(4)}(z_i)}{\lambda''(z_i)}.$$
3.2 The $D_n$ singularities

In this case, $m = 2$. Denote $x = z^1, y = z^2$ and $f(z) = x^{n-1} + xy^2$. A basis in the Milnor ring is given by

$$\phi_j = x^{n-j-1} \ (j = 1, \ldots, n-1), \ \phi_n = y.$$ 

The critical points are determined from the following equations

$$F_x = (n-1)x^{n-2} + \cdots + t^{n-2} + y^2 = 0,$$
$$F_y = 2xy + t^n = 0,$$

or, equivalently,

$$y = -\frac{t^n}{2x}, \ (n-1)x^{n-2} + \cdots + t^{n-2} + \frac{(t^n)^2}{4x^2} = 0.$$ 

We introduce a function

$$\lambda(x, t) = x^{n-1} + \sum_{j=1}^{n-1} t^j \phi_j - \frac{(t^n)^2}{4x},$$

then the critical points and the critical values of $F(z, t)$ are given by the ones of $\lambda(x, t)$. We denote $z^{(i)} = (x_i, y_i)$.

Lemma 3.4

$$\partial_i F(z, t) = 1 - \frac{t^n}{2x_i} + \frac{\lambda'(x)}{x_i} \lambda''(x_i) + \frac{t^n(2xy + t^n)}{4x_i^2 \lambda''(x_i)}.$$ (3.6)

Proof. We need to compute the denominator and the numerator of the right hand side of (3.30).

Since $y_i = -\frac{t^n}{2x_i}$, the denominator can be converted to a Vandermonde determinant

$$W(z^{(1)}, \ldots, z^{(n)}) = -\frac{t^n}{2x_1 \cdots x_n} \prod_{1 \leq k < l \leq n} (x_k - x_l).$$

To compute the numerator, we rewrite $y$ as

$$y = \left( -\frac{t^n}{2x} \right) + \left( y + \frac{t^n}{2x} \right),$$

then split the determinant into two parts,

$$W(z^{(1)}, \ldots, z^{(i-1)}, z, z^{(i+1)}, \ldots, z^{(n)}) = \begin{vmatrix} x_1^{n-2} & x_1^{n-3} & \cdots & x_1 & 1 & \frac{t^n}{2x_1} \\ \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\ x_n^{n-2} & x_n^{n-3} & \cdots & x_n & 1 & \frac{t^n}{2x_n} \end{vmatrix} + \begin{vmatrix} x_1^{n-2} & x_1^{n-3} & \cdots & x_1 & 1 & -\frac{t^n}{2x_1} \\ \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\ x_n^{n-2} & x_n^{n-3} & \cdots & x_n & 1 & -\frac{t^n}{2x_n} \end{vmatrix}.$$ 
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The first determinant is similar to the denominator, while the second one, by
the Laplace expansion, is again a Vandermonde determinant, so we have
\[ W(z^{(1)}, \ldots, z^{(i-1)}, z, z^{(i+1)}, \ldots, z^{(n)}) = -\frac{t^n}{2x_1 \cdots x_n} \prod_{1 \leq k < l \leq n} (x_k - x_l) \frac{x - x_k}{x_i - x_k} - (-1)^n \left(y + \frac{t^n}{2x}\right) \prod_{1 \leq k < l \leq n} (x_k - x_l) \frac{1}{x_i - x_k}. \]

By using Lemma 2.7, we have
\[ \partial_i F(z, t) = \frac{x_i}{x} \prod_{k \neq i} \frac{x - x_k}{x_i - x_k} + (-1)^n \frac{2x_1 \cdots x_n}{t^n} \prod_{k \neq i} (x_i - x_k) \left(y + \frac{t^n}{2x}\right). \]

With the help the following simple identities
\[ x^2 \lambda'(x) = \prod_{k=1}^{n} (x - x_k), \quad x^2 \lambda''(x_i) = \prod_{k \neq i} (x_i - x_k), \]
\[ x_1 \cdots x_n = (-1)^n \left(\frac{t^n}{n}\right)^2 \frac{2x_1 \cdots x_n}{x^2 \lambda''(x_i)}. \]
the proof of the lemma can be completed in a straightforward way. \(\square\)

**Lemma 3.5**
\[ \Gamma_{ki} = \frac{x_k + x_i}{(x_k - x_i)^2 x_i \lambda''(x_i)}. \] (3.7)

**Proof** It follows from eq. (2.26) and Lemma 3.4. \(\square\)

**Remark 3.6** By computing residues of the meromorphic functions
\[ m(x) = \frac{(\lambda(x) - \lambda(x))((x + x_i)^2}{(x-x_i)^4 x \lambda'(x)}, \quad \tilde{m}(x) = \frac{(x \lambda''(x) - x \lambda''(x_i))(x + x_i)}{(x-x_i)^2 x \lambda'(x)}, \]
one can easily prove that the G-functions of \(D_n\) singularities vanish.

To verify Conjecture 1.4 for \(D_n\) singularities, let us represent \(\lambda(x) = \lambda(x, t)\) in terms of \(x_1, \ldots, x_{n-1}\) and \(x_0\) in the form
\[ \lambda(x) = \int_0^x (n-1)\xi^{-2} \prod_{k=1}^{n} (\xi - x_k) d\xi + x_0 \] (3.8)

Here \(\frac{1}{x_0} = -\sum_{k=1}^{n-1} \frac{1}{x_k}. \) Then we have
\[ u_i = \lambda(x_i), \quad h_i = \psi_{i,1} = \frac{1}{\sqrt{2x_i \lambda''(x_i)}}, \quad \gamma_{ij} = \frac{(x_i + x_j)h_i h_j}{(x_i - x_j)^2}. \] (3.9)

By using these data, one can verify the Conjecture 1.4 for the \(D_n\) singularity case for \(n \leq 8.\)
Proof of Lemma 2.5 for $D_n$ singularities
From (3.9) it follows the formula
\[
\sum_{1 \leq i < j \leq n} \gamma_{ij} \left( \frac{h_i^2 + h_j^2}{h_i^3 h_j^3} \right) = \sum_{i=1}^{n} \sum_{j \neq i} \frac{x_i + x_j}{(x_i - x_j)^2} \frac{x_i \lambda''(x_i) + x_j \lambda''(x_j)}{x_j \lambda''(x_j)}.
\]
Now for fixed $i$ we have
\[
\sum_{j \neq i} \frac{x_i + x_j}{(x_i - x_j)^2} \frac{x_i \lambda''(x_i) + x_j \lambda''(x_j)}{x_j \lambda''(x_j)} = \sum_{j \neq i} \text{Res}_{z=x_j} \frac{z + x_i}{(z - x_i)^2} \frac{z \lambda''(z) + x_i \lambda''(x_i)}{z \lambda'(z)}
\]
\[
= -\left( \text{Res}_{z=0} + \text{Res}_{z=x_i} \right) \frac{z + x_i}{(z - x_i)^2} \frac{z \lambda''(z) + x_i \lambda''(x_i)}{z \lambda'(z)}
\]
\[
= \frac{2}{x_i} \frac{\lambda''(x_i)}{\lambda'(x_i)} - \frac{3 x_i \lambda(4)(x_i)}{\lambda''(x_i)},
\]
so we obtain
\[
\sum_{i=1}^{n} \sum_{j \neq i} \frac{x_i + x_j}{(x_i - x_j)^2} \frac{x_i \lambda''(x_i) + x_j \lambda''(x_j)}{x_j \lambda''(x_j)} = \sum_{i=1}^{n} \left( \frac{1}{x_i} - \frac{\lambda''(x_i)}{\lambda'(x_i)} - \frac{3 x_i \lambda(4)(x_i)}{\lambda''(x_i)} \right)
\]
\[
= \sum_{i=1}^{n} \frac{1}{x_i} + \left( \text{Res}_{z=0} + \text{Res}_{z=\infty} \right) \left( \frac{\lambda''(z)}{\lambda(z)} + \frac{3 z \lambda(4)(z)}{\lambda'(z)} \right)
\]
\[
= 0 + 0 + 0 + 0 + 0 = 0.
\]
The lemma is proved. \[\square\]

3.3 The $E_6$ and $E_8$ singularities
In this case $m = 2$ and
\[
E_6 : f(x, y) = x^3 + y^4,
E_8 : f(x, y) = x^3 + y^5.
\]
Let $\nu = n/2$, then $f(x, y) = x^3 + y^{\nu+1}$, and the miniversal deformation $F$ reads
\[
F(z, t) = x^3 + p(y) x + q(y),
\]
where
\[
p(y) = \sum_{k=1}^{\nu} t_k y^{\nu-k}, \quad q(y) = y^{\nu+1} + \sum_{k=1}^{\nu} t_{\nu+k} y^{\nu-k}.
\]
Here the indices of $t$'s are written as subscripts for convenience. The critical points are determined from the following equations
\[
F_x = 3 x^2 + p(y) = 0,
F_y = p'(y) x + q'(y) = 0.
\]
So we have \( x = -q'(y)/p'(y) \), and
\[
R(y) := R(F_x, F_y, x) = 3q'(y)^2 + p(y)p'(y)^2 = 0.
\]
Here and below \( R(f_1(u), f_2(u), u) \) stands for the resultant of polynomials \( f_1 \) and \( f_2 \) with respect to the variable \( u \). \( R(y) \)'s roots give us the \( y \)-components of all the critical points \( z^{(k)} = (x_k, y_k) \) \( (k = 1, \ldots, n) \). The corresponding \( x \)-components \( x_k \)'s can be obtained from
\[
x_k = -q'(y_k)/p'(y_k), \quad k = 1, \ldots, n.
\]

**Lemma 3.7** Let \( \Delta = R(q(y), p'(y), y) \). Then
\[
W(z^{(1)}, \ldots, z^{(n)}) = (-1)^\nu \frac{(\nu + 1)2^{\nu - 2}}{\Delta} \prod_{1 \leq k < l \leq n} (y_k - y_l). \tag{3.11}
\]

**Proof** By definition
\[
W(z^{(1)}, \ldots, z^{(n)}) = \begin{vmatrix}
  x_1 y_1^{\nu - 1} & x_1 y_1^{\nu - 2} & \cdots & x_1 y_1^1 & 1 \\
  \cdots & \cdots & \cdots & \cdots & \cdots \\
  x_2 y_2^{\nu - 1} & x_2 y_2^{\nu - 2} & \cdots & x_2 y_2^1 & 1
\end{vmatrix}
\]
So we have
\[
(-1)^\nu \left( \prod_{k=1}^n p_k \right) W(z^{(1)}, \ldots, z^{(n)})
\]
\[
= \begin{vmatrix}
  q_1 y_1^{\nu - 1} & q_1 y_1^{\nu - 2} & \cdots & q_1 y_1^1 & p_1 \\
  \cdots & \cdots & \cdots & \cdots & \cdots \\
  q_{2\nu} y_{2\nu}^{\nu - 1} & q_{2\nu} y_{2\nu}^{\nu - 2} & \cdots & q_{2\nu} y_{2\nu}^1 & p_{2\nu}
\end{vmatrix},
\]
\[
= [U \cdot V] = |U| \cdot |V|.
\]
Here \( p_i' = p'(y_i) \) and \( q_i' = q'(y_i) \), and the matrices \( U, V \) read
\[
U = \begin{pmatrix}
  y_1^{\nu - 1} & y_1^{\nu - 2} & \cdots & y_1^1 & 1 \\
  \vdots & \vdots & \ddots & \vdots & \vdots \\
  y_n^{\nu - 1} & y_n^{\nu - 2} & \cdots & y_n^1 & 1
\end{pmatrix}, \quad \nu = 3,
\]
\[
V = \begin{pmatrix}
  4 & 0 & 0 & 0 & 0 & 0 \\
  0 & 4 & 0 & 0 & 0 & 0 \\
  2t_4 & 0 & 4 & 2t_1 & 0 & 0 \\
  t_5 & 2t_4 & 0 & t_2 & 2t_1 & 0 \\
  0 & t_5 & 2t_4 & 0 & t_2 & 2t_1 \\
  0 & 0 & t_5 & 0 & 0 & t_2
\end{pmatrix}, \quad \nu = 4.
\]
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The matrix $U$ is just the Vandermonde matrix of $y_1, \ldots, y_n$, so
\[
|U| = \prod_{1 \leq k < l \leq n} (y_k - y_l).
\]

Then by the determinant formula for the resultant $R(q'(y), p'(y), y) = \Delta$ one obtain,
\[
|V| = (\nu + 1)^2 \Delta.
\]

On the other hand, according to the properties of resultant, we have
\[
\prod_{k=1}^{n} p_k = \left(\frac{\Delta}{(\nu + 1)^{\nu - 2}}\right)^2.
\]

So the lemma is proved. \(\square\)

Lemma 3.8 We have
\[
\partial_i F = \frac{1}{(y - y_i) R'(y_i) p'(y)} \left( R(y) - 3 F_y(x, y) \Sigma \right) \tag{3.12}
\]
where $\Sigma$ reads
\[
\Sigma = \left\{ \begin{array}{ll}
F_y(x, y), & \nu = 3, \\
F_y(x, y) + \frac{\Delta}{2}(y - y_i)p'(y), & \nu = 4.
\end{array} \right.
\]

Proof According to Lemma 2.7, $\partial_i F = W_2/W_1$, where
\[
W_1 = W(z^{(1)}, \ldots, z^{(n)}), \quad W_2 = W(z^{(1)}, \ldots, z^{(i-1)}, z, z^{(i+1)}, \ldots, z^{(n)}).
\]

We now have to compute $W_2$.

First we rewrite $W_2$ in the following form
\[
W_2 = A(x - \tilde{x}) + B,
\]
where $\tilde{x} = q'(y)/p'(y)$, and
\[
A = \begin{vmatrix}
x_1 y_1^{\nu-1} & x_1 y_1^{\nu-2} & \cdots & x_1^2 & y_1^{\nu-2} & \cdots & 1 \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
x_2 y_2^{\nu-1} & x_2 y_2^{\nu-2} & \cdots & x_2^2 & y_2^{\nu-2} & \cdots & 1
\end{vmatrix},
\]
\[
B = \begin{vmatrix}
x_1 y_1^{\nu-1} & x_1 y_1^{\nu-2} & \cdots & x_1^2 & y_1^{\nu-2} & \cdots & 1 \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
x_2 y_2^{\nu-1} & x_2 y_2^{\nu-2} & \cdots & x_2^2 & y_2^{\nu-2} & \cdots & 1
\end{vmatrix}.
\]

The determinant $B$ is very similar to $W_1$, so one can obtain that
\[
B = \frac{1}{(y - y_i) R'(y_i) p'(y)} R(y) W_1.
\]
The determinant $A$ is less easy to compute. By using Laplace expansion, one can obtain that

$$A = (-1)^{\nu+1} \frac{(\nu + 1)^{2\nu-4}}{\Delta^2} p'(y_i) \sum_{j=1}^{\nu} C_{ij} y^{\nu-j},$$

where $C_{ij}$ is the $(i,j)$-th cofactor of the matrix $U \cdot V$.

Let $U_{kl}$ and $V_{kl}$ be the $(k,l)$-th minor of the matrices $U, V$ respectively. Then the Binet–Cauchy formula implies that

$$C_{ij} = (-1)^{i+j} \sum_{k=1}^{n} U_{ik} V_{kj}.$$

The minors $U_{ik}$ are similar to the Vandermonde determinants,

$$U_{ik} = \prod_{1 \leq s < t \leq n} (y_s - y_t) (-1)^{i-1} \prod_{s \neq i} (y_i - y_s) e_{k-1}^{y_i},$$

where $e_k(y_i)$ is the $k$-th elementary symmetric polynomial of $y_1, \ldots, y_n$. Note that $y_1, \ldots, y_n$ are roots of the polynomial $R(y)$, so these elementary symmetric polynomials can be expressed as polynomials of $y_i$ and coefficients of $R(y)$. It is also easy to compute the minors $V_{kj}$. Their explicit expressions are simple but not illuminating, so we omit them here.

By using the above results, we obtain that

$$\partial_i F = \frac{1}{(y - y_i) R'(y_i)} \frac{p'(y_i)}{p'(y)} \left( R(y) - 3 F_y(x, y) \Sigma \right),$$

where

$$\Sigma = \frac{y - y_i}{\Delta} \sum_{j=1}^{\nu} \sum_{k=1}^{n} (-1)^{i+1} e_{k-1}^{y_i} V_{kj} y^{\nu-j}.$$  

When $\nu = 3$, it is easy to show that $\Sigma = F_y(x_i, y)$. When $\nu = 4$, after a very lengthy computation, one can obtain that

$$\Sigma = F_y(x_i, y) + \frac{t^2}{5} (y - y_i) p'(y).$$

The lemma is proved.

\textbf{Remark 3.10} The vanishing of the G-functions of $E_6, E_8$ singularities can also be proved by the residue theorem, but the computation procedure becomes very long.
Although for $E_6$, $E_8$ we obtain the formula \[ 3.13 \] for the rotation coefficients, we still do not have a simple way to relate the variables $y_i$, with $t_i$, as we did for the $A_n$ and $D_n$ cases. So at this moment we can only check the validity of the conjecture for the $E_6$, $E_8$ singularities numerically. We first randomly generate the complex values of $t_1, \ldots, t_n$, and solve the equations $F_x = 0, F_y = 0$ numerically to obtain the values of the critical points $z^{(1)}, \ldots, z^{(n)}$. Then one can determine the data $u^i$, $h_i$, $\gamma_{ij}$. Our computation shows that Conjecture \[ 1.4 \] is valid in this numerical sense for the $E_6$, $E_8$ cases.

**Proof of Lemma \[ 2.9 \] for $E_6$, $E_8$ singularities** First we have

\[
\sum_{1 \leq i < j \leq n} \gamma_{ij} \left( \frac{h_i^2 + h_j^2}{h_i h_j} \right)^2 = 3 \sum_{1 \leq i < j \leq n} \frac{x_i + x_j}{(y_i - y_j)^2} \left( \frac{h_i^2}{h_j} + \frac{h_j^2}{h_i} \right)^2
\]

\[
= -3 \sum_{i=1}^{n} \sum_{j \neq i} (y_i - y_j)^2 \left( \frac{q'(y_j) R'(y_i)}{p'(y_i) R'(y_j)} + \frac{p'(y_j) q'(y_i) R'(y_j)}{p'(y_j)^2 R'(y_j)} + 2 \frac{q'(y_i)}{p'(y_i)} \right),
\]

then for fixed $i$,

\[
- \sum_{j \neq i} \frac{1}{(y_i - y_j)^2} \frac{q'(y_j)}{R'(y_j)} = \text{Res}_{y=y_i} \frac{q'(y)}{(y - y_i)^2 R(y)},
\]

\[
- \sum_{j \neq i} \frac{1}{(y_i - y_j)^2} \frac{p'(y_j)}{R'(y_j)} = \text{Res}_{y=y_i} \frac{p'(y)}{(y - y_i)^2 R(y)},
\]

\[
- \sum_{j \neq i} \frac{1}{(y_i - y_j)^2} = \lim_{y \to y_i} \frac{d}{dy} \left( \frac{R'(y)}{R(y)} - \frac{1}{y - y_i} \right),
\]

so we have

\[
\sum_{1 \leq i < j \leq n} \gamma_{ij} \left( \frac{h_i^2 + h_j^2}{h_i h_j} \right)^2 = 3 \sum_{i=1}^{n} \text{Res}_{y=y_i} \frac{q'(y)}{(y - y_i)^2 R(y)}
\]

\[+ 3 \sum_{i=1}^{n} \frac{q'(y_i) R'(y_i)}{p'(y_i)^2} \text{Res}_{y=y_i} \frac{p'(y)}{(y - y_i)^2 R(y)}
\]

\[+ 6 \sum_{i=1}^{n} \frac{q'(y_i)}{p'(y_i)} \lim_{y \to y_i} \frac{d}{dy} \left( \frac{R'(y)}{R(y)} - \frac{1}{y - y_i} \right)
\]

\[= \sum_{i=1}^{n} \text{Res}_{y=y_i} g(y) = - \left( \text{Res}_{y=\infty} + \text{Res}_{y=\text{roots of } p'(y)} \right) g(y),
\]

where

\[
g(y) = \left( \frac{3}{2} \frac{p'(y) q'''(y) + p'''(y) q'(y)}{p'(y)^2} \frac{R'(y)}{R(y)} \right.
\]

\[\left. - 3 \frac{p'(y) q''(y) + p''(y) q'(y)}{p'(y)^2} \frac{R''(y)}{R(y)} + \frac{q'(y) R'''(y)}{p'(y) R(y)} \right).
\]

When $n = 6$, $p'(y)$ has one root $y = -\frac{t_1}{2}$. One can derive that

\[
\text{Res}_{y=\infty} g(y) = \frac{12}{t_1}, \quad \text{Res}_{y=-\frac{t_1}{2}} g(y) = -\frac{12}{t_1},
\]
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Lemma 3.12

Let \( E \) miniversal deformation of the

so the \( n = 6 \) case is proved. When \( n = 8 \), denote \( a_1, a_2 \) the two roots of \( p'(y) \).

We have

\[
\text{Res}_{y=a_1} g(y) = - \text{Res}_{y=a_2} g(y) = \frac{8(10t_2t_3 + 9t_1t_2t_5 - 9t_1^2t_6)}{9t_1^3(a_1 - a_2)^3},
\]

and \( \text{Res}_{y=\infty} g(y) = 0 \), so the \( n = 8 \) case is also proved. \( \Box \)

3.4 The \( E_7 \) singularity

In this case \( m = 2 \) and

\( f(x, y) = x^3 + xy^3 \).

The miniversal deformation can be chosen in the form

\[
F(x, y) = x^3 + p(y) x^2 + q(y) x + r(y),
\]

where

\[
p(y) = t_1 y + t_2, \quad q(y) = y^3 + t_3 y + t_4, \quad r(y) = t_5 y^2 + t_6 y + t_7.
\]

The critical points are determined from the following equations

\[
F_x = 3x^2 + 2p(y) x + q(y) = 0, \\
F_y = p'(y) x^2 + q'(y) x + r'(y) = 0,
\]

which imply \( x = \frac{Q}{R} \), and \( R(y) = R(F_x, F_y, x) = Q^2 - P S = 0 \), here

\[
P = 2pp' - 3q', \quad Q = 3r' - p' q, \quad S = qq' - 2p r'.
\]

Lemma 3.11 We have

\[
\partial_i F = \frac{1}{(y - y_i)R'(y_i)} \frac{P(y_i)}{P(y)} \left( R(y) - (P(y) x_i - Q(y))(P(y) x - Q(y)) \right)
\]

\[
+ \frac{P(y_i)}{R'(y_i)} \left( 3(y + y_i)F_x - \frac{5t_1}{3} F_y \right).
\]

(3.14)

The proof of the above lemma is very similar to the one of Lemma 3.8, so we omit it.

By using the above lemma and eq. (2.26), one can prove the following

Lemma 3.12 Let \( \bar{x}_k = x_k + \frac{1}{3} p(y_k) \). Then

\[
\Gamma_{ki} = 3 \frac{\bar{x}_i + \bar{x}_k}{(y_i - y_k)^2} \eta_{ii}
\]

(3.15)

where \( \eta_{ii} = P(y_i)/R'(y_i) \).

The above expression of \( \Gamma_{ki} \) is similar to the one of the \( E_8 \) case. This fact has an interesting explanation. Let us first introduce a modification of the miniversal deformation of the \( E_7 \) singularity

\[
\tilde{F} = x^3 + p(y) x^2 + q(y) x + \tilde{r}(y), \quad \text{where} \quad \tilde{r}(y) = r(y) + t_8 y^5.
\]

Make a coordinate transformation

\[
\tilde{x} = x + \frac{1}{3} p(y), \quad \tilde{y} = \tau \left( y - \frac{t_1}{15t_8} \right), \quad \text{where} \quad \tau = (t_8)^{\frac{1}{5}},
\]
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Then in these new coordinates the deformation $\tilde{F}$ reads

$$
\tilde{F} = \tilde{x}^3 + \tilde{y}^5 + \left(\tilde{t}_1 \tilde{y}^3 + \tilde{t}_2 \tilde{y}^2 + \tilde{t}_3 \tilde{y} + \tilde{t}_4\right) \tilde{x} + \tilde{t}_5 \tilde{y}^3 + \tilde{t}_6 \tilde{y}^2 + \tilde{t}_7 \tilde{y} + \tilde{t}_8,
$$

which is a miniversal deformation of an $E_8$-type singularity. Here $\tilde{t}_i$ ($i = 1, \ldots, 8$) are certain rational functions of $t_i$ ($i = 1, \ldots, 7$) and $\tau$, we omit their explicit expressions here.

Now let us take the limit $\tau \to 0$. Then it is easy to see that one of the canonical coordinates, say $u_8$, goes to $\infty$, and the other seven ones become the canonical coordinates of the original $E_7$ singularity. By comparing Lemma 3.9 and 3.12, one can also prove that the Christoffel symbols $\tilde{\Gamma}_{ki}$ associated to the $E_8$ singularity also tend to the Christoffel symbols $\Gamma_{ki}$ associated to the $E_7$ singularity, whenever $k, i = 1, \ldots, 7$.

By using the above observation, it is easy to see that if the $G$-function of the $E_8$ singularity vanishes, so does the $G$-function of the $E_7$ singularity. Similarly, if Lemma 2.5 had been proved for the $E_8$ singularity, it also holds true for the $E_7$ singularity.

### 3.5 The $\mathbb{P}^1$-orbifold of $\tilde{A}_{p,q}$ type

In this case, $m = 3$, $(p, q, r) = (p, q, 1)$, so $n = p + q$. The tri-polynomial $F(z, t)$ reads

$$
F(z, t) = -z^1 z^3 + P_1(z^1) + P_2(z^2) + t_{n-1} + t_n z^3,
$$

Its critical points are determined from the following equations

$$
\partial_z F = -z^2 z^3 + P'_1(z^1), \\
\partial_{z^1} F = -z^1 z^2 + P'_2(z^2), \\
\partial_{z^2} F = -z^1 z + t_n.
$$

(3.16) (3.17) (3.18)

We introduce an auxiliary function

$$
\lambda(z) = P_1(z) + P_2\left(\frac{t_n}{z}\right) + t_{n-1},
$$

and denote $z_1, \ldots, z_n$ its critical points. It is easy to see that $z_i$ coincides with the first component of the critical point $z^{(i)}$ of $F(z, t)$, and the critical values of $\lambda(z)$ also coincide with the critical values of $F$, so we have $u^i = \lambda(z_i)$.

The Hessian for $F$ reads

$$
H = P''_1(z^1) P''_2(z^2) P''_3(z^3) - 2 z^1 z^2 z^3 - (z^1)^2 P''_1(z^1) - (z^2)^2 P''_2(z^2) - (z^3)^2 P''_3(z^3).
$$

Then by using (3.16) – (3.18), one obtains

$$
\eta^{ii} = H(z^{(i)}(t), t) = -z_i^2 \lambda''(z_i).
$$

Lemma 3.13

$$
\partial_i \lambda(z) = \frac{z \lambda'(z)}{z_i(z - z_i) \lambda''(z_i)},
$$

(3.19)
Proof. Introduce
\[ R(z) = \prod_{i=1}^{n}(z - z_i) = \frac{z^{q+1}}{p} \lambda'(z). \]
By using eq. (2.22) and the Lagrange interpolation formula, one obtains
\[ \partial_i (z^q \lambda(z)) = z^q \frac{R(z)}{(z - z_i)R'(z_i)} \]
which implies the formula (3.19) immediately. So we proved the lemma. □

Lemma 3.14
\[ \Gamma_{k i} = \frac{z_k}{(z_k - z_i)^2 z_i \lambda''(z_i)}. \] (3.20)

Proof. The proof of this lemma is very similar to the derivation of eq. (2.26). We omit the details here. □

By using the above lemma we can verify, as we did in the \( A_n \) and \( D_n \) singularity cases, the Conjecture 1.4 for \( n \leq 8 \) in the present case.

Lemma 3.15
\[ G(t) = -\log \frac{t_n}{24}. \] (3.21)

Proof. By using the residue theorem, one obtains that
\[ \partial_i G = \frac{\eta_{i i}}{24}. \]
On the other hand, comparison of the coefficients of \( z^{-q} \) in \( \lambda(z) \) and \( \partial_i \lambda(z) \) yields
\[ \partial_i \log t_n = -\eta_{i i}. \]
The lemma is proved. □

Lemma 3.16
\[ O_1 - O_2 = \frac{1}{6}(p^3 + q^3 - p - q). \] (3.22)

Proof. Note that
\[ h_i^{-2} = -z_i^2 \lambda''(z_i), \quad \gamma_{ij} = -\frac{h_i h_j z_i z_j}{(z_i - z_j)^2}, \]
so one can prove the lemma by using the residue theorem. □

3.6 The \( \mathbb{P}^1 \)-orbifold of \( \tilde{D}_{r+2} \) type

In this case, \( m = 3 \), \( (p, q, r) = (2, 2, r) \), so \( n = r + 3 \). The tri-polynomial \( F(z, t) \) reads
\[ F(z, t) = -z^1 z^2 z^3 + (z^1)^2 + t_1 z^1 + (z^2)^2 + t_2 z^2 + P_3(z^3), \]
Its critical points are determined from the following equations
\[ \partial_{z^1} F = -z^2 z^3 + 2z^1 + t_1 \]
\[ \partial_{z^2} F = -z^1 z^3 + 2z^2 + t_2 \]
\[ \partial_{z^3} F = -z^1 z^2 + P_3'(z^3). \]
Introduce an auxiliary function
\[ \lambda(z) = P_3(z) + \frac{t_1^2 + z t_1 t_2 + t_2^2}{z^2 - 4}, \]
and denote \( z_1, \ldots, z_n \) its critical points. Similarly to the \( \tilde{A}_{p,q} \) cases, we have \( u^i = \lambda(z_i) \).

The following lemmas are similar to the ones for the \( \tilde{A}_{p,q} \) cases, so we omit their proofs. It allows us to verify the Conjecture 1.4 for \( n \leq 8 \) in the present case.

**Lemma 3.17**
\[
\begin{align*}
\eta^{ii} &= (4 - z_i^2) \lambda''(z_i), \\
\partial_i \lambda(z) &= \frac{4 - z^2}{4 - z_i^2} \frac{\lambda'(z)}{(z - z_i) \lambda''(z_i)}, \\
\Gamma_{ki} &= \frac{4 - z_k z_i}{\eta^{ii}(z_k - z_i)^2}.
\end{align*}
\]

**Lemma 3.18**
\[ G(t) = \frac{-\log t_n}{24 r} \quad (3.23) \]

**Lemma 3.19**
\[ O_1 - O_2 = \frac{1}{6} (r^3 - r) + 2. \quad (3.24) \]

According to the results of Lemma 3.15, 3.16, 3.18, 3.19 we have the following conjecture.

**Conjecture 3.20** For \( P^1 \)-orbifolds of ADE type, we have
\[ G(t) = \frac{-\log t_n}{24 r}, \quad O_1 - O_2 = \frac{1}{6} (p^3 + q^3 + r^3 - p - q - r). \quad (3.25) \]

For \( P^1 \)-orbifolds of \( E \) type, we were unable to verify validity of the conjectures, even numerically, because the numerical errors are too large in these cases.

### 3.7 Some other examples

**Example 3.26** If the dimension of the Frobenius manifold equals 2, then it is easy to see that
\[ O_1 - O_2 = \frac{1}{6} \frac{(h_1^2 + h_2^2)^2}{h_1^2 h_2^2} = 0, \]

since \( h_1^2 + h_2^2 = 0 \). By using the formulae
\[ h_1 = \sqrt{-1} h_2, \quad \gamma_{12} = -\frac{\sqrt{-1} \mu_1}{u_1 - u_2}, \]
one can easily prove the following
Lemma 3.21 The genus two G-function vanishes if and only if
\[ \mu_1 = \frac{1}{2}, \frac{1}{3}, \frac{1}{6}, \]
which correspond to \( A_1 \times A_1, A_2 \) and \( \tilde{A}_{1,1} \) respectively.

Note that the above three cases are also the only cases such that the genus one G-function \( G(t) \) is analytic on the caustics.

Example 3.26 Let \( M \) be the Frobenius manifold corresponding to the quantum cohomology of \( \mathbb{P}^n \) \((n \geq 2)\). Then \( G^{(2)}(u, u_x, u_{xx}) \neq 0 \).

Indeed, the restrictions of the \( Q_p \) terms onto the small phase space vanish, while the restriction of \( F_2 \) on the small phase space does not vanish in general. More generally, we obtain the following criterion.

Lemma 3.22 The restriction of \( F_2 \) on the small phase space vanishes if and only if \( G^{(2)}|_{u^i_x=1, u^i_{xx}=0, 1 \leq i \leq n} \neq 0 \).

Since \( \mathbb{P}^n \) has non-trivial genus two Gromov–Witten invariants, so in this case \( G^{(2)}(u, u_x, u_{xx}) \neq 0 \).

4 Conclusion

It would be interesting to elucidate the geometric meaning of the genus two G-function \( G^{(2)} \). In particular, the conditions for the vanishing of \( G^{(2)} \equiv 0 \) are of interest. Last but not least, finding of a higher genus \( g \geq 3 \) generalization of the decomposition (1.3) is the main challenge. We plan to address these problems in a subsequent publication.
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A The genus two G-function

The genus two G-function \( G^{(2)}(u, u_x, u_{xx}) \) depends rationally on the \( x \)-jets of the canonical coordinates
\[
G^{(2)}(u, u_x, u_{xx}) = \sum_{i=1}^{n} G^{(2)}_i(u, u_x)u^i_{xx} + \sum_{i \neq j} G^{(2)}_{ij}(u) \frac{(u^i_x)^3}{u^i_x} \]
\[+ \frac{1}{2} \sum_{i, j} P^{(2)}_{ij}(u) u^i_x u^j_x + \sum_{i=1}^{n} Q^{(2)}_i(u) \left(u^i_x\right)^2 \]
(A.1)
with coefficients written in terms of the Lamé coefficients $h_i = h_i(u)$ and rotation coefficients $\gamma_{ij} = \gamma_{ij}(u)$ of the semisimple Frobenius manifold. To simplify the expressions of these coefficients, we use the function

$$H_i = \frac{1}{2} \sum_{j \neq i} u_{ij} \gamma_{ij}^2, \quad 1 \leq i \leq n$$

with $u_{ij} = u_i - u_j$, these functions are given by the gradients of the isomonodromic tau function of the Frobenius manifold [31, 4]. Then we have

$$G_{ij}^{(2)} = \frac{\partial_i h_i H_i}{60 u_{i,x} h_i^3} - \frac{3 \partial_i h_i H_i}{40 h_i^3} + \frac{19 (\partial_i h_i)^2}{2880 h_i^3} - \frac{7 \partial_i h_i \partial_i h_i}{5760 u_{i,x} h_i^3}$$

$$- \sum_k \left[ \frac{\gamma_{ik} H_i}{120 h_i h_k} + \frac{\gamma_{ik} H_k}{120 h_i h_k} \right] \left( \frac{u_{k,x}}{u_{k,x}} + \frac{7}{2880} \right) - \frac{\gamma_{ik} \partial_i h_k}{384 h_i^3} + \frac{\partial_k \gamma_{ik} h_k}{384 h_i^3} + \frac{\partial_i \gamma_{ik} h_k u_{k,x}}{1920 u_{i,x} h_i^3}$$

$$+ \frac{\partial_j \gamma_{ik}}{2880 h_i h_k} + \frac{\partial_j \gamma_{ik}}{5760 u_{i,x} h_k h_k} + \frac{\partial_k \gamma_{ik}}{2880 h_k h_k} \left( \frac{u_{k,x}}{u_{k,x}} + \frac{7}{2880} \right) + \frac{\gamma_{ik} \partial_j h_k}{2880 h_k^4} \right)$$

$$- \frac{\gamma_{ik}^2}{h_i^3} \left( \frac{7 u_{k,x}}{1152 u_{k,x}} + \frac{19}{720} \right) + \frac{\gamma_{ik}^2}{1440 h_i^3} \right] - \sum_{k,j} \left( \frac{h_{i,j} \gamma_{ik} h_k}{2880 h_k h_i^3} + \frac{u_{k,x} h_{k,i} \gamma_{ik} h_k}{1920 u_{i,x} h_i^3} \right),$$

$$G_{ij}^{(2)} = \frac{-\gamma_{ij} \gamma_{ij}}{120 h_j^3} + \frac{\gamma_{ij}^2}{480 h_i h_j} - \frac{\gamma_{ij}^2}{5760 h_i^3} \left( \frac{\partial_i \gamma_{ij}}{h_i^3} + \frac{\partial_j \gamma_{ij}}{h_j^3} \right) + \frac{\gamma_{ij}^2}{5760} \left( \frac{\partial_i h_i}{h_i^3} + \frac{3 \partial_j h_j}{h_j^3} \right)$$

$$+ \sum_k \left( \frac{\gamma_{ij} \gamma_{ik} h_k}{5760 h_k h_i} + \frac{\gamma_{ij}^2}{5760 h_k h_k} \right),$$

$$P_{ij}^{(2)} = \frac{-2 \gamma_{ij} H_i H_j}{5 h_i h_j} + \frac{\gamma_{ij} \partial_i h_i H_j}{20 h_i h_j^3} + \frac{\gamma_{ij} \partial_j h_j H_i}{20 h_i^3} - \frac{19 \gamma_{ij}^2 H_j}{30 h_j^3} - \frac{\partial_{\gamma_{ij}} H_j}{h_i h_j}$$

$$+ \frac{41 \gamma_{ij}^2}{240 h_i h_j} - \frac{41 \gamma_{ij} \partial_i \gamma_{ij}}{1440 h_i^3} + \frac{\partial_i \gamma_{ij} \partial_j \gamma_{ij}}{1440 h_j^3} + \frac{79 \gamma_{ij}^2 \partial_j h_j}{720 h_i^2 h_j^2} - \frac{7 \gamma_{ij} \partial_i \partial_j h_i}{288 h_i^3 h_j}$$

$$+ \frac{\gamma_{ij} \gamma_{ij} h_i h_j}{60 h_i h_j} - \frac{\gamma_{ik} \gamma_{jk} h_i h_j h_k}{60 h_i h_j^2 h_k} + \frac{\gamma_{ij} \gamma_{jk} h_i h_j h_k}{60 h_i h_j^2 h_k} - \frac{7 \gamma_{ij} \gamma_{jk} h_i h_k}{60 h_i h_j^2 h_k}$$

$$+ \frac{\gamma_{ij} \gamma_{ij} h_i h_j}{720 h_i^2 h_j^2 h_k} + \frac{\gamma_{ij} \gamma_{jk} h_i \partial_j h_i}{240 h_i^3 h_k} + \frac{\gamma_{ik} \gamma_{jk} h_i \partial_j h_i}{1440 h_i^2 h_j^2 h_k} + \frac{\gamma_{ij} \gamma_{jk} h_i \partial_j h_i}{720 h_i^2 h_j^2 h_k} + \frac{\gamma_{ij} \gamma_{jk} h_i \partial_j h_i}{288 h_i^2 h_j^2 h_k}$$

$$+ \frac{\gamma_{ij} \gamma_{ij} h_i h_j}{1440 h_i h_k h_j} - \frac{h_{i,j} \gamma_{ij}}{360 h_i h_k} - \frac{h_{i,j} \gamma_{ij}}{1440 h_i h_k} + \frac{h_{j}(3 \gamma_{ij} \partial_j h_i + 2 \gamma_{ij} \partial_i h_j)}{1440 h_i^2 h_k} - \frac{7 \gamma_{ij} \partial_i h_k (h_k^{-1} h_{ik})}{1440 h_i^2 h_k}$$

$$- \frac{h_{i,j} \gamma_{ij} \partial_j h_k}{480 h_i h_k} + \frac{\gamma_{ij} \gamma_{ij} h_i h_j}{120 h_i h_j} + \frac{7 \gamma_{ij} \gamma_{ij} h_j}{2880 h_k^2} + \frac{11 \gamma_{ij} \gamma_{ij} h_j}{96 h_k^3} + \frac{h_{j} \gamma_{ij} \gamma_{ij} h_j}{96 h_k^3}$$

$$+ \sum_{k,l} \left( \frac{h_{i,j} \gamma_{ij} \gamma_{ik} h_l}{720 h_k h_i^3} \right),$$

$$+ \sum_{k,l} \left( \frac{h_{i,j} \gamma_{ij} \gamma_{ik} h_l}{720 h_k h_i^3} \right),$$
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In this formula derived in [5] the following notations are used

\[ Q^{(2)} = \frac{4H_i^4}{5h_i^4} + \frac{7(H_i h_i)^2}{10h_i^4} + \frac{(\partial h_i H_i)^3}{120h_i^4} + \sum_k \left( \frac{7\gamma_{ik} H_i H_k}{10h_i h_k} - \frac{\gamma_{ik} \partial h_i H_k}{120h_i^2h_k} \right) \]

\[ + \frac{7\partial_k \left( h_i^{-1} \gamma_{ik} \right) H_i}{240h_i} - \frac{7\gamma_{ik} \partial h_i H_k}{240h_i h_k} + \frac{\gamma_{ik} H_k}{576 u_{ik} h_i h_k} + \frac{(2H_i + 7H_k)\partial \gamma_{ik}}{240h_i h_k} \]

\[ + \frac{\gamma_{ik} h_k H_i}{576 u_{ik} h_i^3} - \frac{3\gamma_{ik} h_i H_i}{144 h_i^2} + \frac{\gamma_{ik} (\partial h_i H_i)^2}{5760h_i h_k} + \frac{\gamma_{ik} \partial h_i h_i}{960 h_i^2 h_k} - \frac{\gamma_{ik} h_i h_k}{2880 h_i^3} \]

\[ - \frac{7\partial_k \left( h_i^{-1} \gamma_{ik} \right) \partial h_i}{1920 h_i^2} - \frac{7\partial_k \gamma_{ik} \partial h_i h_k}{5760 h_i h_k} + \frac{41 \partial_k \gamma_{ik} \partial h_i h_k}{5760 h_i^2} + \frac{\partial_k \gamma_{ik}}{2880 h_i} \]

\[ - \frac{113 \gamma_{ik} \partial \gamma_{ik}}{5760 h_i^4} + \frac{(3 \partial \gamma_{ik} + \partial_k \gamma_{ik}) \gamma_{ik}}{1440 h_i^2} - \frac{\partial \gamma_{ik} h_k}{576 u_{ik} h_i h_k} - \frac{\partial \gamma_{ik} h_k}{576 u_{ik} h_i h_k} - \frac{\gamma_{ik}^2}{240 h_i h_k} \]

\[ + \sum_{k,l} \left( -\frac{\gamma_{kl} \partial \gamma_{lik}}{2880 h_i h_k h_l} + \frac{\gamma_{ik}^2 \gamma_{kl}}{2880 h_i h_k h_l} - \frac{\gamma_{kl} \gamma_{ik}}{240 h_i h_k} - \frac{\gamma_{kl} \partial \gamma_{ik}}{2880 h_i h_k} + \frac{u_{ik} u_{ik} \partial \gamma_{kl}}{1152 u_{ik} h_i h_l} \right) \]

\[ + \frac{u_{kl} \gamma_{ik} h_k \partial \gamma_{ik}}{144 h_i^2} + \frac{h_k \gamma_{ik} h_k \partial \gamma_{ik}}{1440 h_i^2 h_k} + \frac{h_k u_{ik} \gamma_{kil} \partial \gamma_{il}}{1152 u_{ik} h_i h_l} + \frac{h_i u_{ik} \gamma_{ik} \partial \gamma_{ik}}{40 h_i^3} \].

In these expressions, the summations are taken over indices such that the denominators do not vanish.

B  General formula for the genus two free energy

In this formula derived in [5] the following notations are used

\[ V_{ij} = (u_j - u_i)\gamma_{ij}, \quad u_{ij} = u_i - u_j. \]
A summation over repeated indices is assumed in each term of the formula provided the denominators do not vanish.

\[
F_2 = \frac{1}{152} \frac{u_i^V}{u_i^2 h_i^{\frac{3}{2}}} - \frac{7}{1920} \frac{u_i^V u_i^{''}}{u_i^{4} h_i^2} + \frac{1}{360} \frac{u_i^{'''}}{u_i^4 h_i^{2}} + \frac{1}{40} \frac{V_i^V}{u_i^2 h_i^2}
+ \frac{1}{640} \frac{V_i^V V_i h_j^2}{u_i^2 h_i^2} + \frac{19}{2880} \frac{V_i^V u_i^{''} h_j^2}{u_i^2 h_i^2} + \frac{1}{1152} \frac{V_i^V u_i^{'''} h_j^2}{u_i^2 h_i^2} + \frac{7}{40} \frac{V_i^V V_i h_k^2}{u_i^2 h_i^2} + \frac{1}{40} \frac{V_i^V V_i^V h_i^2}{u_i^2 h_i^2}
+ \frac{1}{240} \frac{V_i^V V_i^V h_k^2}{u_i^2 h_i^2} (32 u_i^3 - 7 u_i^3) + \frac{1}{5760} \frac{V_i^V V_i^V h_k^2}{u_i^2 h_i^2} (u_i^4 - 2 u_i^4)
+ \frac{3}{576} \frac{V_i^V u_i^{''}}{u_i^3 h_i^3} - \frac{11}{5760} \frac{V_i^V u_i^{''}}{u_i^3 h_i^3} + \frac{29}{5760} \frac{V_i^V V_i h_j^2}{u_i^3 h_i^3} (u_i^4 - 2 u_i^4)
+ \frac{1}{384} \frac{V_i^V V_i h_k^2}{u_i^3 h_i^3} (2 u_i^{''} - u_i^{''}) + \frac{1}{5760} \frac{V_i^V V_i h_k^2}{u_i^3 h_i^3} (27 u_i^4 + u_i^4)
+ \frac{1920}{5760} \frac{V_i^V V_i h_k^2}{u_i^3 h_i^3} + \frac{1}{5760} \frac{V_i^V V_i h_k^2}{u_i^3 h_i^3} (54 u_i^4 - 25 u_i^4 - u_i^4 - u_i^4)
+ \frac{1}{288} \frac{V_i^V V_i h_k^2}{u_i^3 h_i^3} + \frac{1}{5760} \frac{V_i^V V_i h_k^2}{u_i^3 h_i^3} (11 u_i^4 - 5 u_i^4)
+ \frac{1}{5760} \frac{V_i^V V_i h_k^2}{u_i^3 h_i^3} (4 u_i^4 - 3 u_i^4)
+ \frac{7}{20} \frac{V_i^V V_i h_k^2}{u_i^3 h_i^3} + \frac{1}{40} \frac{V_i^V V_i h_k^2}{u_i^3 h_i^3} (3 u_i^4 - u_i^4)
+ \frac{1}{40} \frac{V_i^V V_i h_k^2}{u_i^3 h_i^3} (3 u_i^4 + u_i^4)
+ \frac{5}{96} \frac{V_i^V V_i h_k^2}{u_i^3 h_i^3} (4 u_i^4 - u_i^4 - u_i^4)
\]
\[
\begin{align*}
+ \frac{1}{144} V_{ij} V_{ik} V_{jl} V_{kl} u'^2_i & - \frac{1}{144} V_{ij} V_{ik} V_{jl} u'^2_i - \frac{1}{48} V_{ij} V_{ik} V_{kl} u'_i u'_l \\
+ \frac{29}{1920} V_{ij} V_{ik} V_{jl} h_k h_l \left( u'_k u'_l - u'_k u'_l + 2 u'_i u'_j - 2 u'_i u'_j \right) \\
- \frac{29}{5760} V_{ij} V_{ik} V_{jl} h_k h_l (2 u'_k u'_l + 2 u'_i u'_j - u'_k u'_l - 4 u'_i u'_j) \\
- \frac{1}{1152} V_{ij} V_{ik} V_{jl} h_k h_l (4 u'_k u'_l - 4 u'_i u'_l + u'_k u'_l) \\
- \frac{1}{384} V_{ij} V_{ik} V_{jl} u'_i u'_k h^4_k \\
+ \frac{1}{1152} V_{ij} V_{ik} V_{jl} u'_i u'_k h^4_k \\
- \frac{1}{5760} V_{ij} V_{ik} V_{jl} h_k h_l (2 u'_i - u'_k) \\
+ \frac{1}{7} V_{ij} V_{ik} V_{jl} h_k h_l (8 u'_i - 12 u'_i u'_j - u'_k u'_l + 6 u'_i u'_j u'_k) \\
- \frac{1}{1440} u_{ik} u_{jl} h^4_l u'_i \\
- \frac{1}{1152} u_{ik} u_{jl} h^4_l u'_i \\
- \frac{53}{1920} V_{ij} V_{ik} V_{jl} u'_i u'_k \\
- \frac{1}{320} u_{ik} u_{jl} h^4_l \\
- \frac{1}{320} V_{ij} V_{ik} V_{jl} u'_i u'_k h^4_l \\
+ \frac{1}{48} u_{ik} u_{jl} h^4_l h^3_k + \frac{1}{1440} u_{ik} u_{jl} h^4_l h^3_k \\
- \frac{1}{29} V_{ij} V_{ik} V_{jl} h_k h_l (3 u'_i u'_k + 3 u'_i u'_k + 6 u'_i u'_j - 6 u'_i u'_j - 2 u'_j^2) \\
\end{align*}
\]
\[ V_{ij} V_{ik} h_k \left( -u_i' u_k'^2 + u_i'^3 - 6 u_j'^2 u_k'^2 \right) + \frac{1}{384} V_{ij} V_{ik} h_k u_i'^2 u_k'^2 \]

\[ + \frac{1}{288} V_{ij} V_{ik} h_k \left( 4 u_i' u_k'^2 + u_k'^2 - 2 u_i'^2 + 3 u_j'^2 \right) - \frac{1}{576} V_{ij} V_{ik} u_i' u_k' h_j h_k \]

\[ + \frac{1}{384} V_{ij} V_{ik} h_k \left( 2 u_i' u_k'^2 - u_i'^2 u_k'^2 - u_k'^3 \right) + \frac{1}{288} u_i' u_j' h_j'^3 \]

\[ + \frac{1}{1152} u_i' u_j' h_j'^3 + 10 u_i' u_j' h_j'^2 - 3 u_j'^2 h_i'^2 + 11 u_j'^2 h_j'^2 \]

\[ - \frac{1}{576} V_{ij} h_j \left( 4 u_i'^3 + 4 u_i' u_j'^2 - 6 u_i'^2 u_j' - u_j'^3 \right) + \frac{1}{576} u_i' u_j' h_i h_j. \]
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