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Abstract

We give a determination of the phenomenological value of the Wilson (or gradient) flow scales $t_0$ and $w_0$ for $2 + 1$ flavours of dynamical quarks. The simulations are performed keeping the average quark mass constant, which allows the approach to the physical point to be made in a controlled manner. $O(a)$ improved clover fermions are used and together with four lattice spacings this allows the continuum extrapolation to be taken.

1 Introduction

Numerical lattice QCD simulations naturally determine dimensionless quantities such as mass ratios and matrix element ratios, however determining a physical value requires the introduction of a scale, usually taken from experiment. A hadron mass, such as the proton mass, or decay constant, such as the pion decay constant, are often used for this purpose. We discuss here setting the scale using flavour-singlet quantities, which in conjunction with simulations keeping the average quark mass constant allow $SU(3)$ flavour breaking expansions to be used. This is illustrated here using $2 + 1$ clover fermions, and a determination of the Wilson flow scales $t_0$ and $w_0$ is given. These are ‘secondary’ scales and are not experimentally accessible and thus they have to be matched to physical quantities. These flow scales are cheap to compute from lattice simulations (for example they do not require a knowledge of quark propagators) and accurate (for example they do not require a determination of the potential which requires the limit of a large distance). So once the phenomenological value of the flow scales is known the determination of physical values becomes more tractable.

Flow and flow variables were introduced by Lüscher, [1]. We follow him here, [2], in particular in our brief discussion of the $t_0$ scale. Flow represents a smoothing of the gauge fields. We denote the flow time by $t$, and the link variables at this time by $U_\mu(x, t) = \exp(i T^a \theta^a_\mu(x, t))$ which evolve according to

$$\frac{dU_\mu(x, t)}{dt} = iT^a \frac{\delta S_{\text{flow}}[U]}{\delta \theta^a_\mu(x, t)} U_\mu(x, t),$$

with $U_\mu(x, 0) = U_\mu(x)$, (1)

with $S_{\text{flow}}[U]$ being the flow action, which does not have to be the same as the action used to generate the gauge variable. ($x$ is just the normal 4-dimensional Euclidean space-time.) Setting

$$F(t) \equiv t^2 \langle E(t) \rangle, \quad \text{where} \quad E(t) = \frac{1}{4} F_{\mu \nu}^a(t),$$

then we define the $t_0$ scale by

$$F(t)|_{t=t_0(c)} = c.$$
Alternatively, [3] define the $w_0$ scale as

$$t\frac{d}{dt}F(t)\bigg|_{t=w_0^2(c)} = c,$$

where in both definitions $c$ is a constant, conventionally taken as $c = 0.3$. We require a value of $c$ such that $a \ll \sqrt{8t_0} \ll L$, $L$ being the lattice size and this value was found to be a suitable choice, [2]. Alternative suggestions have been made, see e.g. [4, 5].

In this article we shall give a determination of $\sqrt{t_0}$ and $w_0^\exp$. There have been several determinations for different numbers of flavours. These include quenched $n_f = 0$ or quenched, [5, 6]; $n_f = 2$, [7, 8]; $n_f = 2 + 1$, [9, 10]; $n_f = 2 + 1 + 1$, [11, 12, 13]. We have also published preliminary results, [14].

The plan of this article is as follows. In section 2 we describe our method of approaching the physical quark mass starting from a point on the $SU(3)$ flavour symmetric line, [15, 16]. We also discuss the general property of singlet quantities, that they have a stationary point about this $SU(3)$ flavour symmetric line. Section 3 gives examples of singlet quantities both hadronic and gluonic (i.e. in this case $t_0$ and $w_0$) and also discusses their $SU(3)$ flavour breaking expansions. Section 4 first gives our lattice conventions, ensembles used and numerical values of the singlet quantities. This is followed by section 5 in which the $\sqrt{t_0}$ and $w_0$ scales are determined for several lattice spacings. In the next section, section 6 we take the continuum result to give the final result. Finally in section 7 we compare our result with other results for $n_f = 2 + 1$ flavours and give our conclusions.

## 2 Extrapolating flavour singlet quantities

We consider extrapolations to the physical point from a point on the $SU(3)$ flavour symmetric line keeping the average quark mass fixed, [15, 16],

$$\bar{m} = \frac{1}{3}(m_u + m_d + m_s) = \text{const.}. \quad (5)$$

This means that as the pion mass tends downwards to its physical value, the kaon mass increases upwards to its physical value. (In particular the kaon mass is never larger than its physical value.) Possible scenarios are sketched in Fig. 1 for a path from a point on the $SU(3)$ flavour symmetric line to the physical point for the case of mass degenerate $u$ and $d$ quarks $m_t$, see eq. (12). (For non-mass degenerate $u$ and $d$ quarks we would have instead a plane.) Shown in Fig. 1 are the bare and renormalised quark masses for the case discussed here of clover fermions. (Because the singlet and non-singlet pieces renormalise differently the renormalised quark axes are not orthogonal to each other, as further discussed in [16]. For chiral fermions this would not be the case.) In the left hand panel one
common trajectory is sufficient, while in the right hand panel it depends on the singlet quantity used, [16].

With the condition of eq. (5) flavour singlet quantities turn out to have a stationary point in the quark mass starting from a given point on the $SU(3)$ flavour symmetric line. As we shall see this potentially allows simpler extrapolations to the physical point. This property may be shown by considering small changes about a given point on the $SU(3)$ flavour symmetric line. Let $X_S(m_u, m_d, m_s)$ be a flavour singlet object i.e. $X_S$ is invariant under the quark permutation symmetry between $u, d$ and $s$. Then Taylor expanding $X_S$ about a point $m_0$ on the $SU(3)$ flavour symmetric line $m_u = m_d = m_s = m_0 \equiv \overline{m}$,

$$m_q = \overline{m} + \delta m_q,$$

(6)
gives

$$X_S(\overline{m} + \delta m_u, \overline{m} + \delta m_d, \overline{m} + \delta m_s) = X_S(\overline{m}, \overline{m}, \overline{m}) + \left. \left. \frac{\partial X_S}{\partial m_u} \right|_0 \delta m_u + \left. \left. \frac{\partial X_S}{\partial m_d} \right|_0 \delta m_d + \left. \left. \frac{\partial X_S}{\partial m_s} \right|_0 \delta m_s + O((\delta m_q)^2) \right).$$

(7)

But on the symmetric line we have

$$\left. \frac{\partial X_S}{\partial m_u} \right|_0 = \left. \frac{\partial X_S}{\partial m_d} \right|_0 = \left. \frac{\partial X_S}{\partial m_s} \right|_0,$$

(8)

and on our chosen trajectory, eq. (5)

$$\delta m_u + \delta m_d + \delta m_s = 0,$$

(9)
which together imply that
\[ X_S(m + \delta m_u, m + \delta m_d, m + \delta m_s) = X_S(m, m, m) + O((\delta m_q)^2). \]  

(10)

In other words, the effect at first order of changing the strange quark mass is cancelled by the change in the light quark mass, so we know that \( X_S \) must have a stationary point on the \( SU(3) \) flavour symmetric line.

Thus provided the quadratic terms in eq. (10) are small it will not matter which singlet quantity we use, all are equivalent to keeping \( m = \text{const.} \), the scenario of the left hand panel of Fig. [1].

3 Defining singlet quantities

We shall consider here hadronic singlet quantities, such as independent averages with respect to quark permutations of the pseudoscalar, vector and nucleon octets, [15, 16], and also gluonic quantities derived from the Wilson flow, [2, 3]. In particular we shall consider

\[ X^2_\pi = \frac{1}{6} (M_{K^+}^2 + M_{K^0}^2 + M_{\pi^+}^2 + M_{\pi^-}^2 + M_{K^+}^2 + M_{K^0}^2) = \frac{1}{3} (2M_{K^+}^2 + M_{\pi^+}^2) \]

\[ X^2_\rho = \frac{1}{6} (M_{K^0}^2 + M_{K^*}^2 + M_{\rho^+}^2 + M_{\rho^-}^2 + M_{K^*0}^2 + M_{K^*-}^2) = \frac{1}{3} (2M_{K^*}^2 + M_{\rho^+}^2) \]

\[ X^2_N = \frac{1}{6} (M_{p}^2 + M_{n}^2 + M_{\Sigma^+}^2 + M_{\Sigma^-}^2 + M_{\Xi_0}^2 + M_{\Xi^-}^2) = \frac{1}{3} (M_N^2 + M_{\Sigma^+}^2 + M_{\Xi^0}^2) \]

\[ X^2_t_0 = \frac{1}{t_0} \]

\[ X^2_w_0 = \frac{1}{w_0^2}. \]  

(11)

(The charge conjugate mesons have the same masses, at least for pure QCD. For example \( M_{\pi^+} = M_{\pi^-}, M_{K^+} = M_{K^-} \) and \( M_{K^0} = M_{\bar{K}^0} \), obviously no such similar result holds for the baryons.) The second expressions are the masses for mass degenerate \( u \) and \( d \) quarks,

\[ m_u = m_d \equiv m_l. \]  

(12)

Except for \( X^2_\pi \), which is naturally an average over quadratic masses, it does not matter whether we consider linear or quadratic averages -- quadratic averages were found to give slightly better fits for heavy partially quenched masses (up to the charm quark); in the small quark mass range considered here this is less important. Note also that for the Wilson flow singlets we consider the inverse of the flow variable as then all singlet quantities have the same dimensions.

Other possibilities, as discussed in [16] include the further nucleon octet singlet

\[ X^2_\Lambda = \frac{1}{2} (M_{\Lambda^0}^2 + M_{\Xi^0}^2) = \frac{1}{2} (M_{\Lambda^0}^2 + M_{\Sigma^0}^2), \]  

(13)

and baryon decuplet singlets

\[ X^2_\Delta = \frac{1}{3} (M_{\Delta^+}^2 + M_{\Delta^-}^2 + M_{\Omega^-}^2) = \frac{1}{3} (2M_{\Delta}^2 + M_{\Omega}^2) \]

\[ X^2_{\Xi^-} = \frac{1}{6} (M_{\Xi^+}^2 + M_{\Xi^0}^2 + M_{\Xi^*}^2 + M_{\Xi^*0}^2 + M_{\Xi^-}^2 + M_{\Xi^-0}^2) = \frac{1}{3} (M_{\Xi^-}^2 + M_{\Xi^*}^2 + M_{\Xi^-0}^2) \]

\[ X^2_{\Xi^-0} = M_{\Xi^-}^2. \]  

(14)
Singlet quantity | GeV
---|---
$X_{\pi}^{\exp}$ | 0.4126
$X_{\rho}^{\exp}$ | 0.8562
$X_{N}^{\exp}$ | 1.1610
$X_{\Delta}^{\exp}$ | 1.1548
$X_{\Delta}^{\exp}$ | 1.3944(12)
$X_{\Xi}^{\exp}$ | 1.3837(1)
$X_{\Sigma}^{\exp}$ | 1.3888(6)

**Table 1:** Experimental values for various singlet quantities, averaging over (masses)\(^2\) (to 4 decimal places).

Further possibilities can be constructed from ‘fictitious’ particles, such as a ‘nucleon’, $N_8$, with three mass degenerate quarks at the strange quark mass. At the $SU(3)$ flavour symmetric points, all the baryon octet hadrons are mass degenerate (at least from a QCD perspective), so we expect that away from this point there is no (or very little) difference between $X_N^2$ and $X_{\Lambda}^2$, i.e. $X_N = X_{\Lambda}$. The same argument holds for the various baryon decuplet possibilities, i.e. $X_{\Delta} = X_{\Xi^*} = X_{\Sigma^*}$.

How far does this extend? Let us consider the experimental (or phenomenological) singlet hadron mass results\(^3\) as given in Table 1\(^2\). It is seen that even after the extrapolation from the $SU(3)$ flavour line to the experimental point, then $X_N^{\exp} \approx X_{\Lambda}^{\exp}$ and $X_{\Delta}^{\exp} \approx X_{\Xi}^{\exp} \approx X_{\Sigma}^{\exp}$ the worst discrepancy (between $X_{\Xi}^{\exp}$ and $X_{\Sigma}^{\exp}$) is only a fraction of a percent. This indicates that quite likely the $X_S$ are constant over a large interval.

However as the baryon decuplet possibilities are numerically substantially noisier, we shall only use the baryon octet hadrons here.

An equivalent statement (for singlet quantities built from hadron masses) is found by considering the $SU(3)$ flavour breaking expansion. As discussed in \cite{15, 16} we have for the octet mesons, $\pi^+(ud)$, $\pi^-(d\bar{u})$, $K^+(us)$, $K^-(s\bar{u})$, $K^0(d\bar{s})$ and $\bar{K}^0(s\bar{d})$ not lying at the centre of the octet

$$M^2(ab) = M_0^2 + \alpha_{\pi}(\delta m_u + \delta m_d) + O((\delta m_q)^2), \quad (15)$$

where $a$ and $b$ are $u$, $d$ or $s$ quarks. Similar results hold for the vector mesons. For the $p(udd)$, $n(ddu)$, $\Sigma^+(uus)$, $\Sigma^-(dds)$, $\Xi^0(ssu)$, $\Xi^-(ssd)$ baryons on the outer

1Only when necessary and for clarity do we distinguish between experimental and lattice masses – $X_S^{\exp}$ and $X_S^{\text{lat}}$ respectively.

2As we are not considering mass differences, then the effect of electromagnetic effects is small, and so we can disregard them here. For example for the lightest particles – the pseudoscalar octet, the value given in Table 1\(^1\) for $X_{\pi}$ is to be compared with the value upon using Dashen’s theorem which gives 0.4116 GeV (see e.g. \cite{19}). This is a $\lesssim 0.2\%$ difference. For the baryons for $X_N$ it is $\lesssim 0.1\%$
ring of the baryon octet, we have

\[ M^2(aab) = M^2_{0N} + A_1(2\delta m_a + \delta m_b) + A_2(\delta m_b - \delta m_a) + O((\delta m_q)^2). \]  

(16)

All the expansion coefficients are functions of \( m \). It is easy to check that this means that \( X_S^2 = M^2_{0S} + O((\delta m_l)^2), \) \( S = \pi, \rho \) and \( N \) in agreement with eq. (10).

‘Fan’ plots from the symmetric point down to the physical point are well described by the linear behaviour of eqs. (15) and (16) as shown in [15, 16, 19, 20] which further supports the earlier statement that \( X_S \) is constant over a large quark mass range.

Although in our extrapolations, we shall not be using chiral perturbation theory, \( \chi \)PT, it is natural to ask about its relationship to the SU(3) flavour breaking expansion. This also allows a check on eq. (10), assuming we are in a region where \( \chi \)PT is valid. This was investigated in [15, 16] for hadron mass singlets and we now extend the argument to \( t_0 \) (and \( w_0 \)), using the result of [21].

Using the notation of this paper and for mass degenerate \( u \) and \( d \) quark masses we find

\[ t_0 = T(\overline{\chi}) \left[ 1 + \frac{1}{(4\pi f_0)^2} \left( \frac{5}{6} k_2 + \frac{1}{4} k'_2 \right) (\chi_s - \chi_l)^2 + \cdots \right], \]

(17)

where

\[ T(\overline{\chi}) = t_{0,\text{ch}} \left[ 1 + \frac{3k_1}{(4\pi f_0)^2} \overline{\chi} + \frac{8k_2}{(4\pi f_0)^4} \overline{\chi}^2 \ln \frac{\overline{\chi}}{\Lambda^2} + \frac{9k'_4}{(4\pi f_0)^4} \overline{\chi}^2 \right] \]

(18)

being the value of \( t_0 \) on the symmetric line (\( t_{0,\text{ch}} \) is the value in the chiral limit). \( k_i \) are constants, \( f_0 \) the pion decay constant again in the chiral limit and \( \chi_l = B_0 m_l, \chi_s = B_0 m_s, \overline{\chi} = \frac{1}{3}(2\chi_l + \chi_s). \)

As expected, there is no linear term, and the first term we see is quadratic in the \( SU(3) \) breaking. Further details are given in Appendix A.

4 Lattice matters

4.1 General

We consider 2+1 non-perturbatively \( O(a) \) improved clover fermions, as described in [17]. The relation between the bare quark masses \( m_q \) in lattice units and the lattice mass parameters \( \kappa_q \) is given by [15, 16]

\[ m_q = \frac{1}{2} \left( \frac{1}{\kappa_q} - \frac{1}{\kappa_{0c}} \right) \quad \text{with} \quad q \in \{ l, s, 0 \}, \]

(19)

For non-degenerate \( u \) and \( d \) quark mass, the Lambda and Sigma particles mix. This mixing is however very small. This was investigated in [20], where using the notation there, it was shown that \( \frac{1}{2} (M^2_\Lambda + M^2_\Sigma) = P_{A_1} = M^2_{0N} + O((\delta m_q)^2), \) i.e. again we have no linear term in the quark mass. Note also that when the \( u \) and \( d \) quark masses are degenerate, then no mixing occurs.
Table 2: Parameters for $\beta = 5.80$. Each block has the same $\kappa_0$, i.e. constant $\overline{m}$.

| $\beta$ | $V$   | $\kappa_0$ | $\kappa_l$ | $\kappa_s$ | $M_\pi L$ | $L$ [fm] |
|---------|-------|------------|-------------|-------------|------------|----------|
| 5.80    | $48^3 \times 96$ | 0.122760   | 0.122760    | 0.122760    | 6.95       | 2.82     |
| 5.80    | $48^3 \times 96$ | 0.122810   | 0.122810    | 0.122810    | 6.11       | 2.82     |
| 5.80    | $48^3 \times 96$ | 0.122810   | 0.122880    | 0.122670    | 5.11       | 2.82     |
| 5.80    | $48^3 \times 96$ | 0.122810   | 0.122940    | 0.122551    | 4.01       | 2.82     |
| 5.80    | $48^3 \times 96$ | 0.122810   | 0.122940    | 0.122551    | 4.01       | 2.82     |

Table 3: Parameters for $\beta = 5.65$. The entries in italics have $M_\pi L < 4$.

| $\beta$ | $V$   | $\kappa_0$ | $\kappa_l$ | $\kappa_s$ | $M_\pi L$ | $L$ [fm] |
|---------|-------|------------|-------------|-------------|------------|----------|
| 5.65    | $32^3 \times 64$ | 0.121975   | 0.121975    | 0.121975    | 4.99       | 2.19     |
| 5.65    | $32^3 \times 64$ | 0.122005   | 0.122005    | 0.122005    | 4.67       | 2.19     |
| 5.65    | $32^3 \times 64$ | 0.122005   | 0.122078    | 0.121859    | 4.00       | 2.19     |
| 5.65    | $32^3 \times 64$ | 0.122005   | 0.122130    | 0.121756    | 3.44       | 2.19     |
| 5.65    | $32^3 \times 64$ | 0.122030   | 0.122030    | 0.122030    | 4.32       | 2.19     |
| 5.65    | $32^3 \times 64$ | 0.122050   | 0.122050    | 0.122050    | 4.03       | 2.19     |

where in simulations we have mass degenerate $u$ and $d$ quarks, i.e. $m_u = m_d \equiv m_l$ and the $s$ quark has mass $m_s$. Along the $SU(3)$ flavour mass degenerate line, the common quark mass is denoted by $m_0$ (or equivalently by $\kappa_0$) and where vanishing of the quark mass along this line determines $\kappa_{0c}$. Along the $\overline{m} = m_0 = \text{constant}$ line gives from eqs. (6) and (19) the $SU(3)$ flavour breaking mass parameter as

$$
\delta m_q = \frac{1}{2} \left( \frac{1}{\kappa_q} - \frac{1}{\kappa_0} \right). \tag{20}
$$

We see that $\kappa_{0c}$ has dropped out of this equation, so we do not need its explicit value here. Along this trajectory the choice of quark masses is restricted and we have

$$
\kappa_s = \frac{1}{\frac{3}{\kappa_0} - \frac{2}{\kappa_l}}, \tag{21}
$$

so once we have decided on a $\kappa_0$, then a given $\kappa_l$ determines $\kappa_s$.

We consider four beta values $\beta = 5.8, 5.65, 5.50, 5.40$ (where $\beta = 10/g_0^2$ with our conventions). In Tables 2, 3, 4 and 5 we give parameters of the runs. The entries in italics have $M_\pi L < 4$.

For example we consider $\beta = 5.50$ on $32^3 \times 64$ lattices with degenerate quark masses of $\kappa_0 = 0.120900, 0.120920, 0.120950$ and $0.120990$ which, as we will see, encompasses the initial $SU(3)$ flavour symmetric point on the constant $\overline{m}$ trajectory to the physical point. As can be seen for some of the $\kappa_0$ values we have
Table 4: Parameters for $\beta = 5.50$.

| $\beta$  | $V$       | $\kappa_0$ | $\kappa_l$ | $\kappa_s$ | $M_\pi L$ | $L$ [fm] |
|----------|-----------|-------------|-------------|-------------|-----------|----------|
| 5.50     | $32^3 \times 64$ | 0.120900    | 0.120900    | 0.120900    | 5.59      | 2.37     |
| 5.50     | $32^3 \times 64$ | 0.120900    | 0.121040    | 0.120620    | 4.32      | 2.37     |
| 5.50     | $32^3 \times 64$ | 0.120900    | 0.121095    | 0.120512    | 3.72      | 2.37     |
| 5.50     | $32^3 \times 64$ | 0.120900    | 0.121145    | 0.120413    | 3.10      | 2.37     |
| 5.50     | $48^3 \times 96$ | 0.120900    | 0.121166    | 0.120371    | 4.10      | 3.55     |
| 5.50     | $32^3 \times 64$ | 0.120920    | 0.120920    | 0.120920    | 5.27      | 2.37     |
| 5.50     | $32^3 \times 64$ | 0.120920    | 0.121050    | 0.120661    | 4.10      | 2.37     |
| 5.50     | $32^3 \times 64$ | 0.120950    | 0.120950    | 0.120950    | 4.83      | 2.37     |
| 5.50     | $32^3 \times 64$ | 0.120950    | 0.120995    | 0.120995    | 3.72      | 1.96     |

Table 5: Parameters for $\beta = 5.40$.

| $\beta$  | $V$       | $\kappa_0$ | $\kappa_l$ | $\kappa_s$ | $M_\pi L$ | $L$ [fm] |
|----------|-----------|-------------|-------------|-------------|-----------|----------|
| 5.40     | $24^3 \times 48$ | 0.119860    | 0.119860    | 0.119860    | 4.98      | 1.96     |
| 5.40     | $24^3 \times 48$ | 0.119895    | 0.119895    | 0.119895    | 4.54      | 1.96     |
| 5.40     | $24^3 \times 48$ | 0.119930    | 0.119930    | 0.119930    | 4.11      | 1.96     |
| 5.40     | $24^3 \times 48$ | 0.120048    | 0.119695    | 0.120048    | 3.35      | 1.96     |
| 5.40     | $24^3 \times 48$ | 0.120000    | 0.120000    | 0.120000    | 3.25      | 1.96     |

extended the constant $m = m_0$ trajectories down in the direction of the physical point.

While changing the $\beta$ value gives the greatest change to the singlet terms, smaller effects occur on the $SU(3)$ flavour symmetric line as we change $m_0$. This will help us to locate the initial $\kappa_0$, the starting point for the trajectory in the $m_s-m_l$ plane leading to the physical point. Note that if $m$ is held constant, then a further advantage of this condition is that for clover fermions the $O(a)$ improved coupling constant remains unchanged as

$$\tilde{g}_0^2 = g_0^2 (1 + b_g (g_0) a m), \quad (22)$$

although this is unlikely to lead to any large effect.

For orientation the $SU(3)$ symmetric point has a pion mass of about $\sim 450$ MeV and we reach down to about $\sim 260$ MeV.

The specific components used in the flow discretisation here are:

$$f[low], g[auge action], o[bservable]$$

$^4$The flow Wilson action here means $S_{flow}[U] = \sum \text{Re} \text{Tr}[1 - U^{plaq}]$.  
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\[ F(t) \bigg|_{t=t_{\text{imp}(c)}} = c \quad \Rightarrow \quad t_{\text{imp}} = t_0 \left( 1 + C_2 \frac{F_0}{F_0'} t_0^2 + \ldots \right). \] (24)

Inverting this and relabelling \( t_{\text{imp}} \rightarrow t_{\text{cont}} \) gives

\[ t_0 = t_{\text{cont}} \left( 1 - C_2 \frac{F_{0\text{cont}}}{F_{0\text{cont}}'} \frac{a^2}{t_{0\text{cont}}} + \ldots \right), \] (25)

where \( F_x = F(t_x) \), \( F_x' = \frac{dF(t)}{dt}|_{t_x} \), with \( x \equiv 0 \) or 0 cont. At tree level for the case here \( (fgo) = (WSC) \), \( C_2 = -\frac{7}{72} \) \[18\] so we expect the gradient to be +ve.

### 4.2 Singlet quantities

We first investigate the constancy of the singlet quantities \( X^2_S \), as discussed in section \[2\] In Fig. 2 and 3 we plot \( X^2_S \) for \( S = t_0, N, w_0, \rho \) and \( \pi \) against \( M_{\pi}^2/X_\pi^2 \)

**Figure 2**: Top to bottom \((X_{\text{lat}}^2)^2\) for \( S = t_0 \) (circles), \( N \) (right triangles), \( w_0 \) (squares), \( \rho \) (left triangles) and \( \pi \) (up triangles) for \((\beta, \kappa_0) = (5.80, 0.122810)\) with constant fits.
(which is equivalent to $1/\kappa_l$). The value at $M_\pi^2/X_\pi^2 = 1$ corresponds to the $SU(3)$ symmetric point and the vertical dashed lines correspond to the physical point.

No structure or trend is seen in the results and they are compatible with $(X_{\text{lat}}^S)^2$ (and hence $X_{\text{lat}}^S$) a constant down to the vicinity of the physical point. The constant fits exclude points with $M_\pi L < 4$. However these additional points all have $M_\pi L > 3$ and are completely consistent with the fitted points. Thus the constancy of $X_S$ as discussed in sections 2 and 3 is supported by the numerical results.

Furthermore any (significant) quadratic term would mean that each quantity $S$ starts at a slightly different point on the $SU(3)$ flavour symmetric line (but all with the same gradient) and the trajectories would then all focus at the experimental point. We have considered the partially quenched expansion (up to cubic terms in the quark mass) and have determined that along the unitary line considered here these higher order terms are negligible – only when the quark mass is in the vicinity of the charm quark mass do these non-linear terms become appreciable. Thus practically we have a unique starting point on the $SU(3)$ flavour symmetric line for the trajectory to the physical point, i.e. we have the situation for at least $S = t_0$, $N$, $w_0$, $\rho$ and $\pi$ of the left panel of Fig. 1. To check this an alternative description is provided by a re-arrangement
of \( X_\pi^2 / X_S^2 = (2M_K^2 + M_\pi^2) / X_S^2 \) to give

\[
\frac{2M_K^2 - M_\pi^2}{X_S^2} = \frac{X_\pi^2}{X_S^2} - 2 \frac{M_\pi^2}{X_S^2},
\]

(26)

for \( S = N, \rho, t_0, w_0 \). So plotting \((2M_K^2 - M_\pi^2) / X_S^2\) against \( M_\pi^2 / X_S^2 \) with constant gradient \(-2\) should describe the data for all \( S \). Hence in Fig. 1 left panel the gradient is \(-2\) while for the right panel, we would have an initial gradient of \(-2\) and then some curvature, but all meeting at the physical point.

In Figs. 4 and 5 we present fits of eq. (26) to numerical results of \((2M_K^2 - M_\pi^2) / X_S^2\) versus \( M_\pi^2 / X_S^2 \) with \( S = N, \rho, t_0, w_0 \) for the same data sets as in Fig. 2 and 3. Again straight lines (from the fit function) describe the data very well. However as can be seen the lines for the \( S = N \) and \( \rho \) cases do not quite go through their physical points (denoted by stars). This is because the \( \kappa_0 \) used while close is not quite the value required for the correct path. We shall in future denote this point by \( \kappa_0^* \). For example, it can be seen that the \( \beta = 5.80, \kappa_0 = 0.12281 \) lines are closer to the physical point, i.e. \( \kappa_0 = 0.122810 \) is closer to \( \kappa_0^* \) than for the \( \beta = 5.50, \kappa_0 = 0.120900 \) data. Again the picture is best described by the left panel of Fig. 1. So at least for all these quantities we only have to slightly tune to find the appropriate \( \kappa_0^* \) giving the beginning of the path from the \( SU(3) \) flavour symmetric line to the physical point.

Figure 4: \((2M_K^2 - M_\pi^2) / X_S^2\) against \( M_\pi^2 / X_S^2 \) with \( S = N \) (right triangles), \( \rho \) (left triangles), \( t_0 \) (circles) and \( w_0 \) (squares). The stars correspond to the experimental values for \( S = \rho \), \( N \) upper and lower respectively.
Using these results we now take $X_S = \text{const.}$ to define the scale, i.e. we set

$$X^\text{lat}_S = \text{const.} = a_S X^\text{exp}_S.$$  \hspace{1cm} (27)

We take the experimental hadron mass results as given in Table I. As $X_{t_0}, X_{w_0}$ are secondary quantities, i.e. $X^\text{exp}_{t_0}, X^\text{exp}_{w_0}$ are not experimentally known, they have to be determined.

If we now normalise

$$a^2_S(\kappa_0) = \frac{(X^\text{lat}_S(\kappa_0))^2}{(X^\text{exp}_S)^2},$$  \hspace{1cm} (28)

this provides an estimate for the lattice spacing using the singlet quantity $S$, which is also a function of the point on the $SU(3)$ flavour symmetric line, i.e. $\kappa_0$ (we have indicated this by writing $a_S(\kappa_0)$ for the lattice spacing).

We now vary $\kappa_0$, searching for the location where the various $a_S(\kappa_0)$ cross, providing a value for the common lattice spacing $a$ (and $\kappa^*_0$). While ideally we would wish the crossing of all the lines to occur at a single point leading to a common lattice spacing, this, of course, does not quite happen. So we consider pairs of singlet quantities and determine the crossing points, together with the associated (bootstrap) error. In particular we apply this to the pairs

$$(\pi, N), (\pi, \rho).$$  \hspace{1cm} (29)

Figure 5: $(2M^2_K - M^2_\pi)/X^2_S$ against $M^2_\pi/X^2_S$, together with the fit from eq. (26) for $(\beta, \kappa_0) = (5.50, 0.120900)$ and $S = N, \rho, t_0, w_0$. The notation is as for Fig. I. Opaque points are not included in the fit as they have $M_\pi L < 4$.

5 Scale setting

Using these results we now take $X_S = \text{const.}$ to define the scale, i.e. we set

$$X^\text{lat}_S = \text{const.} = a_S X^\text{exp}_S.$$  \hspace{1cm} (27)

We take the experimental hadron mass results as given in Table I. As $X_{t_0}, X_{w_0}$ are secondary quantities, i.e. $X^\text{exp}_{t_0}, X^\text{exp}_{w_0}$ are not experimentally known, they have to be determined.

If we now normalise

$$a^2_S(\kappa_0) = \frac{(X^\text{lat}_S(\kappa_0))^2}{(X^\text{exp}_S)^2},$$  \hspace{1cm} (28)

this provides an estimate for the lattice spacing using the singlet quantity $S$, which is also a function of the point on the $SU(3)$ flavour symmetric line, i.e. $\kappa_0$ (we have indicated this by writing $a_S(\kappa_0)$ for the lattice spacing).

We now vary $\kappa_0$, searching for the location where the various $a_S(\kappa_0)$ cross, providing a value for the common lattice spacing $a$ (and $\kappa^*_0$). While ideally we would wish the crossing of all the lines to occur at a single point leading to a common lattice spacing, this, of course, does not quite happen. So we consider pairs of singlet quantities and determine the crossing points, together with the associated (bootstrap) error. In particular we apply this to the pairs

$$(\pi, N), (\pi, \rho).$$  \hspace{1cm} (29)
We now use these crossings to adjust $X_{t_0}$ and $X_{w_0}$ so they also go through these points. This determines $\sqrt{t_0^\text{exp}}, \ w_0^\text{exp}$. For example we have

$$ (w_0^\text{exp})^2 \equiv \frac{1}{(X_{w_0}^\text{exp})^2} = \frac{a^2}{(X_{w_0}^\text{lat})^2}. \tag{30} $$

For example in Figs. 6 and 7 we plot $a_S^2(\kappa_0)$ from eq. (28) (in fm$^2$) against

**Figure 6:** $a_S^2$ against $1/\kappa_0$ for $S = \pi$ (up triangles), $N$ (right triangles) and $t_0$ (circles), $w_0$ (squares) together with linear fits for $\beta = 5.80$. $

\kappa_0$ for $\beta = 5.80$ and 5.50 for the singlet quantities $S = \pi$ and $N$ together with $S = t_0$ and $w_0$. Where we have three $\kappa_0$ values a linear fit in $1/\kappa_0$ is made, while if there are four $\kappa_0$ values available then a quadratic fit is made. (However it made very little difference to the later results whether the results from the linear or quadratic fit is used, as mainly interpolations between the $X_{S}^\text{lat}$ data is sufficient.) Also plotted is $S = t_0$ and $w_0$, again together with appropriate fits. The lattice values have been adjusted with a common factor so these singlet quantities also cross at the same value as $S = (\pi, N)$, which is equivalent to a determination of $\sqrt{t_0^\text{exp}}$ and $w_0^\text{exp}$ as indicated in eq. (30). This procedure is then repeated for the pair $(\pi, \rho)$.

For completeness we also take a weighted average of both the $(\pi, N)$ and $(\pi, \rho)$ crossings to determine the best $(1/\kappa_0^*, a^2)$. These values are given in Table 6.
Table 6: Determined values of $1/\kappa_0$ and $a^2$ [fm$^2$]. For completeness in the third and fourth columns we also give $\kappa_0^*$ and $a$ [fm] directly.

6 Continuum results

We are now in a position to perform the last, continuum, extrapolation. In Figs. [8, 9], we show these extrapolations from the pairs $(\pi, N)$ and $(\pi, \rho)$. As anticipated the gradients in $a^2$, while small, are positive (c.f. eq. (25)) with the $(\pi, \rho)$ results being slightly larger than the $(\pi, N)$ results.

Finally a weighted average from these continuum results (i.e. for $a^2 = 0$) gives our final results

$$\sqrt{t_0^{\exp}} = 0.1511(22)(06)(05)(03) \text{ fm}, \quad w_0^{\exp} = 0.1808(23)(05)(06)(04) \text{ fm}. \quad (31)$$

The first error is statistical, while the second (finite volume), the third ($SU(3)$ flavour breaking expansion) and fourth (scale) are systematic errors as discussed in Appendix [3].
Figure 8: $\sqrt{\tau_0}$ and $w_0$ (in fm) against $a^2$ (in fm$^2$) from the $(\pi, N)$ crossing together with a linear fit.

Figure 9: $\sqrt{\tau_0}$ and $w_0$ (in fm) against $a^2$ (in fm$^2$) from the $(\pi, \rho)$ crossing together with a linear fit.
7 Conclusions

In this article we have described a method for determining the trajectory to approach the physical point, and demonstrated (theoretically and numerically) that singlet quantities remain constant as we approach this point. This enables us by considering pairs of singlet quantities to determine ‘best’ lattice spacings and starting values for the path. By matching these results to the flow variables $t_0$ and $w_0$ this enables a determination of their physical values, see eq. (31).

In Fig. 10 we compare these results with other determinations for $n_f = 2 + 1$ flavours, namely BMW 12 [3], HotQCD 14 [9], RBC-UKQCD 14 [10], together with the present results. (The given errors are taken in quadrature.) Reasonable consistency is found between the different determinations.

In conclusion we have determined in this article the flow scales for $t_0$ and $w_0$. These are ‘secondary’ scales and while having the advantage of being cheap and accurate to determine from lattice simulations are not directly experimentally accessible and thus have to be matched to physical quantities.
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Appendix

A Singlet chiral perturbation theory: Wilson flow

We want to check that the chiral perturbation theory results for the Wilson flow, as given in [21] are consistent with the $SU(3)$ flavour symmetry expansion [16].

A.1 Pseudoscalar Meson masses

First we need to set out some notation. The quark masses for the 2 + 1 case are best denoted by $\chi_q$, defined through

$$
\chi_l \equiv B_0 m_l, \\
\chi_s \equiv B_0 m_s.
$$

To simplify expressions, it is useful to define some additional $\chi$ variables:

$$
\chi \equiv \frac{1}{3}(2\chi_l + \chi_s) \\
\chi_{\pi} \equiv \chi_l \\
\chi_K \equiv \frac{1}{2}(\chi_s + \chi_l) \\
\chi_{\eta} \equiv \frac{1}{3}(2\chi_s + \chi_l),
$$

and a logarithmic function

$$
\mu_P \equiv \frac{\chi_{P}}{(4\pi f_0)^2} \ln \frac{\chi_{P}}{\Lambda^2} \approx \frac{M_P^2}{(4\pi f_0)^2} \ln \frac{M_P^2}{\Lambda^2}, \quad P \in \pi, K, \eta.
$$

In this notation the NLO pseudoscalar meson masses are [22]

$$
M_{\pi}^2 = \chi_{\pi} \left\{ 1 + q_1 \chi + q_2 \chi_{\pi} + \mu_{\pi} - \frac{1}{3} \mu_{\eta} \right\}
$$
\[ M_K^2 = \chi_K \left\{ 1 + q_1 \chi + q_2 \chi_K + \frac{2}{3} \mu_\eta \right\} \]

\[ M_\eta^2 = \chi_\eta \left\{ 1 + q_1 \chi + q_2 \chi_\eta + 2 \mu_K - \frac{4}{3} \mu_\eta \right\} \]

\[ + \chi_\pi \left\{ -\mu_\pi + \frac{2}{3} \mu_K + \frac{1}{3} \mu_\eta \right\} + q_3 (\chi_s - \chi_l)^2 \]  \hspace{1cm} (35)

where

\[ q_1 = \frac{48}{f_0^2} (2L_6 - L_4) \]
\[ q_2 = \frac{16}{f_0^2} (2L_8 - L_5) \]
\[ q_3 = \frac{128}{9f_0^2} (3L_7 + L_8). \]  \hspace{1cm} (36)

A.2 Wilson Flow scale, \( t_0 \)

In [21], eq.(4.10), B"{a}r and Golterman give the form expected for the quantity \( t_0 \) at NNLO in chiral perturbation theory.

\[ t_0 = t_{0,ch} \left[ 1 + \frac{k_1}{(4\pi f_0)^2} (2M_K^2 + M_\pi^2) \right. \]
\[ + \left. \frac{1}{(4\pi f_0)^2} \left( 3k_2 - k_1 \right) M_\pi^2 \mu_\pi + 4k_2 M_K^2 \mu_K + \frac{k_1}{3} (M_\pi^2 - 4M_K^2) \mu_\eta + k_2 M_\eta^2 \mu_\eta \right) \]
\[ + \frac{k_4}{(4\pi f_0)^4} (2M_K^2 + M_\pi^2)^2 + \frac{k_5}{(4\pi f_0)^4} (M_K^2 - M_\pi^2)^2 \]  \hspace{1cm} (37)

The free parameters in this expression are \( k_1, k_2, k_4, k_5 \). Most terms in the expression are obviously symmetric, but the \( k_1 \) term has been written in a way that obscures its symmetry.

Using eqs. (35) to translate eq. (37) into \( \chi \) variables, \[ t_0 = t_{0,\text{ch}} \left[ 1 + \frac{3k_1}{(4\pi f_0)^2} \chi + \frac{k_2}{(4\pi f_0)^2} (3\chi_\pi \mu_\pi + 4\chi_K \mu_K + \chi_\eta \mu_\eta) \right. \]
\[ + \left. \frac{9k_4}{(4\pi f_0)^4} \chi^2 + \frac{k_5'}{4(4\pi f_0)^4} (\chi_s - \chi_l)^2 \right] \]  \hspace{1cm} (38)

with

\[ k_4' = k_4 + \frac{1}{3} (4\pi f_0)^2 k_1 (q_1 + q_2) \]
\[ k_5' = k_5 + \frac{2}{3} (4\pi f_0)^2 k_1 q_2. \]  \hspace{1cm} (39)

\(^5\)In this Appendix we work to order \( \chi^2 \), dropping terms of order \( \chi_\eta^3 \).
The expression in eq. (38) is simpler and more explicitly symmetric than eq. (37).

As usual, we get a further simplification if we restrict ourselves to the line of constant \( \chi \),

\[
t_0 = T \left[ 1 + \frac{k_2}{(4\pi f_0)^4} \left( 3\chi^2 \ln \frac{\chi}{\Lambda} + 4\chi K \ln \frac{\chi_K}{\Lambda} + \chi^2 \ln \frac{\chi}{\Lambda} \right) + \frac{k''}{4(4\pi f_0)^4} (\chi_s - \chi_l)^2 \right]
\]

(40)

with

\[
k'' = k' + \frac{20}{9} k_2 \ln \frac{\chi}{\Lambda^2}
\]

(41)

and

\[
T = t_{0,\text{ch}} \left[ 1 + \frac{3k_1}{(4\pi f_0)^2} \chi + \frac{8k_2}{(4\pi f_0)^4} \chi^2 \ln \frac{\chi}{\Lambda^2} + \frac{9k'_4}{(4\pi f_0)^4} \chi^2 \right]
\]

(42)

being the value of \( t_0 \) on the symmetric line. We can Taylor expand eq. (40) about the symmetric point, the result is

\[
t_0 = T \left[ 1 + \frac{1}{(4\pi f_0)^4} \left( \frac{5}{6} k_2 + \frac{1}{4} k'' \right) \chi_s(\chi_l - \chi_l)^2 + \cdots \right]
\]

(43)

As expected, there is no linear term, and the first term we see is quadratic in the \( SU(3) \) breaking.

B Systematic errors

We follow here the more general discussion given in Appendix A of [19].

B.1 Finite lattice volume

Clearly the argument given in section 2 that \( X_S \) is flat along the \( SU(3) \) flavour symmetric point holds for any volume. As discussed in [16] for an estimate of finite volume effects, a suitable expression is given by

\[
X^2_S(L) = X^2_S \left( 1 + c_S \frac{1}{2} [f_L(M_\pi) + 2f_L(M_K)] \right)
\]

(44)

Lowest order \( \chi \)PT, [25, 26] indicates that reasonable functional forms for \( f_L(M) \) are

\[
f_L(M) = (aM)^2 \frac{e^{-ML}}{(ML)^{3/2}}, \quad \text{meson},
\]

\[
f_L(M) = (aM)^2 \frac{e^{-ML}}{(X_N L)}, \quad \text{baryon}.
\]

(45)
Figure 11: \((X^\text{lat}_S)^2\) versus \((f_L(M_\pi) + 2f_L(M_K))/3\) for \((\beta, \kappa_0) = (5.50, 0.120900)\), with \(N\) (squares), \(\rho\) (diamonds) and \(\pi\) (upper triangles). The left-most clusters of points are from the \(32^3 \times 64\) and \(48^3 \times 96\) lattices, while the right cluster is from \(24^3 \times 48\) lattices. The dashed lines are linear fits.

In Fig. 11 we plot \((f_L(M_\pi) + 2f_L(M_K))/3\) against \((X^\text{lat}_S)^2\) for \(S = N, \rho\) and \(\pi\) on \(48^3 \times 96, 32^3 \times 64\) and additionally \(24^3 \times 48\) lattices for \(\beta = 5.50\) and \(\kappa_0 = 0.120900\). The fits are linear, with reasonable agreement to the data. Little finite size effect is seen between the larger lattice volume results used in the previous analysis and the extrapolated value here. For the case considered here for \((X_\pi, X_N, X_\rho)\) the changes are about \((1.3, 2.9, 1.5)\)%. Taking this as an increase in errors for all the data sets and performing the same analysis gives the change in the central values and errors, taken as the systematic error as given in eq. (31).

B.2 \(SU(3)\) flavour breaking expansion

We first note that in Figs. 2–3 from the \(SU(3)\) flavour symmetric line down to the physical point lies in the range \(|\delta m_l| \lesssim 0.01\) (and \(|\delta m_s| \lesssim 0.02\), e.g. [20] and that mass ‘fan plots’ (e.g. Fig. 5 of [20]) show little curvature. This is in agreement with the \(SU(3)\) flavour breaking expansion, eq. (15) or (16). The next order in the expansion is multiplied by a further \(\delta m_q\). So we expect that every increase in the order leads to a decrease by an order of magnitude or more (often by a factor \(\sim 20\)) in the series. So we believe that convergence is very good for hyperons. (Such an expansion is good compared to most approaches available to QCD.) Nevertheless we have, however, made tests with a linear or quadratic
fit for example for the nucleon in Fig. 3 and followed this through the analysis. The final change in central value for $\sqrt{t_0}$ and $w_0$ was not large, we include it as a (second) systematic error.

B.3 Physical scale

As mentioned in footnote 2 physical values of hadron masses have a small electromagnetic component. Although we disregard this in our analysis, we make a small allowance here, and take $\sqrt{t_0}^{exp}$, $w_0^{exp}$ to also have a similar error as $X_\pi$, i.e. a systematic error of $\sim 0.2\%$ due to electromagnetic effects.
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