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Abstract

This paper presents my submission for Tasks 1 and 2 for the Social Media Mining of Health (SMM4H) 2022 Shared Tasks competition. I first describe the background behind each of these tasks, followed by the descriptions of the various subtasks of Tasks 1 and 2, then present the methodology. Through model ensembling, this methodology was able to achieve higher results than the mean and median of the competition for the classification tasks.

1 Introduction

Social media has grown to be an essential communication platform. Massive platforms like Facebook have billions of users (Heath, 2022), enabling it to gauge public sentiment about a plethora of topics, two of them being pharmacovigilance and health mandates. Pharmacovigilance is the assessment of adverse effects from medical drugs (WHO, 2022). In the past, pharmacovigilance information were gathered from marketing clinical trials, or post-marketing reporting by physicians, which pose limitations on information quantity. (O’Connor et al., 2014). Platforms like Twitter are also a key tool to gauge sentiment about public events, such as health mandates during a public health crisis. Understanding public sentiment is pertinent to get everyone on the same page.

The issue with Twitter data, however, is its lack of uniformity, making it hard to automate sentiment classification. This is where Natural Language Processing (NLP) and this competition comes into play. Hosting for the seventh time (Weissenbacher et al., 2022), this Shared Tasks competition, like in previous years, tackles many social media data related tasks, including pharmacovigilance (Magge et al., 2021a). This system builds upon state-of-the-art models to further improve results for classification tasks.

1.1 Task Description

Task 1 is a pharmacovigilance task consisting of three subtasks, building upon one another:

• **Task 1a - ADE Classification:** Classify whether a tweet is about an Adverse Event of a drug (ADE) or not (noADE).

• **Task 1b - ADE Span Detection:** Given an ADE classified tweet, detect the span that pertains to such ADE.

• **Task 1c - ADE Entity Normalization:** Given an ADE span prediction, map that to its respective MedDRA concept ID Label.

Task 2 is a health mandate related task. Given three health mandate labels: face masks, stay at home orders, and school closures, the two subtasks are:

• **Task 2a - Stance Detection:** Classify whether the tweet of a particular label is in FAVOR, AGAINST, or NONE opinion of the mandate.

• **Task 2b - Premise Classification:** Detect whether the tweet has a premise pertaining to the label (labeled 1), or not (labeled 0).

Tasks 1a, 2a, and 2b are classification tasks, sharing similar methodology, while Tasks 1b (span detection), and 1c (entity normalization) take a different approach.

2 Datasets

The dataset used for Task 1 is Version 2 of the DeepADEMiner dataset from Magge et al. (2021b), while the dataset used for Task 2 is the stance detection dataset from Davydova and Tutubalina (2022). The training and validation sets have labels for training and validation, respectively, while the testing sets did not. Tables 1 and 2 shows the distribution of tweets for Tasks 1 and 2, respectively.
### Table 1: Distribution of Task 1’s ADE and noADE classes. Since the test set is unlabeled, the distribution is unknown.

| Dataset   | ADE | noADE | Total |
|-----------|-----|-------|-------|
| Training  | 1214| 15960 | 17174 |
| Validation| 65  | 844   | 909   |
| Test      | —   | —     | 10969 |

### Table 2: Distribution of Task 2’s stance and premise classes. Since the test set is unlabeled, the distribution is unknown.

| Dataset | AGAINST | FAVOR | NONE | 1 | 0 | Total |
|---------|---------|-------|------|---|---|-------|
| Training| 874     | 1546  | 1336 | 1331| 2225| 3556  |
| Validation| 158  | 244   | 198  | 220 | 380 | 600   |
| Test    | —     | —     | —    | —  | —   | 2000  |

Task 1’s distribution of labels are unbalanced, skewing towards more noADE class tweets. Task 2 has roughly equal distribution across its stance and premise classes.

### 3 Methodology

#### 3.1 Pre-Processing

No pre-processing was performed besides merging the dataset file of the Tweet IDs and its labels together for training and validation for the classification tasks. For Task 1b, a different transformer model from the HuggingFace library was used (BERTForTokenClassification instead of AutoModelForSequenceClassification), and the label tokens were set up as 0/1/2: 0 being an irrelevant word in the sentence, 1 being the relevant span in the sentence, and 2 being padding for outside the sentence. This approach was adapted from Batcha (2021)’s Kaggle guide.

#### 3.2 Models Used

For all tasks, the BERT language model (Devlin et al., 2019) was used, as it is a state-of-the-art language model that can be fine-tuned for many different tasks. The classification tasks were also trained with the RoBERTa language model (Liu et al., 2019), which improves upon BERT with tweaks in its training method. BERT\textsubscript{BASE}\textunderscore uncased and RoBERTa\textsubscript{BASE} were used to get a baseline performance metric. After that, the datasets were trained on BERT\textsubscript{LARGE}\textunderscore uncased and RoBERTa\textsubscript{LARGE} as the larger models improve on accuracy than the base models.

The base models were trained on the training datasets for 5 iterations and 15 epochs per iteration across all classification tasks. The large models were trained on the training datasets for 3 iterations for Task 1a and 5 iterations for Tasks 2a and 2b, all with 15 epochs per iteration.

The methods to calculate the F1, precision, and recall metrics were different across subtasks as well. Task 1a requires the F1-score, precision, and recall for the ADE class only, while Task 2 requires the macro F1 score for the AGAINST and FAVOR classes only for Task 2a, and for both classes 1 (premise) and 0 (no premise) for Task 2b. In addition, Task 2 uses this formula to calculate the F1-score: $F_{total} = \frac{1}{n} \sum_{c \in C} F_{relc}$, with $C$ being the different labels (face masks, stay at home orders, school closures), and $n = 3$ being the size of set $C$. This means that after generating the predictions of the validation set, the results were split by label to find their individual F1 scores first, then combined together to find the total F1-score. Table 3 shows the baseline results of the F1, precision and recall of the classification tasks.

For Task 1b, only BERT\textsubscript{LARGE}\textunderscore uncased was used, as specific parsing of its tokens was required during post-processing. The model was trained on the training datasets for 5 iterations and 20 epochs per iteration, keeping the last epoch per iteration. No metrics were measured for Tasks 1b and 1c due to time constraints.

#### 3.3 Span Detection Post-Processing

Although the classification tasks did not require post-processing before model ensembling, it was necessary for the span detection task to perform post-processing, to convert the predicted tokens to a predicted span string with beginning and end indices for where it is in the original sentence. Here is an explanation of how the post-processing code works:

1. Convert the original and predicted token ids
into word tokens.

2. If predicted span list IS empty, then predicted span string = "", begin and end indices = 0.

3. ELSE if the predicted span list is NOT empty:

(a) Process original tweet, removing all punctuation and capitalization.

(b) Retrieve the first and last word in predicted span list

(c) Search for that word (removing ## if it is a partial word) in the full processed tweet using regex. This returns the beginning of the span.

(d) If the beginning of the span is empty, then start index = 0, otherwise retrieve start index.

(e) If predicted span list has ONLY one token: retrieve end index of that begin span.

(f) ELSE if predicted token token list has more than one token:

i. Reduce the processed full tweet to start at the begin span’s start index.

ii. Find first word that matches token (removing ## if it is a partial word), then retrieve end index of that span.

Once a predicted span string, begin and end indices have been generated, model ensembling occurs.

3.4 Model Ensembling

After the models have been trained, a series of ensembling methods were conducted to improve the accuracy of the predictions. This includes: majority-vote, unweighted average, and weighted average of all 10 large models, and separately by model. The unweighted average was calculated with this equation: \( \left\lfloor \frac{\sum x}{n} \right\rfloor \), with \( x \) being the prediction and \( n \) being the number of models used in the ensemble, rounded to the nearest digit. The weighted average was calculated with this equation: \( \left\lfloor \frac{\sum xf}{c} \right\rfloor \), with \( f \) being the F1 score of the particular model, and \( c \) being the sum of all the models’ F1-score used in the ensemble, rounded to the nearest digit.

Ultimately, a majority ensemble using RoBERTa\textsubscript{LARGE} models only was used for Tasks 1a and 2a, while a weighted average ensemble with BERT\textsubscript{LARGE}-uncased models was used for Task 2b. Table 4 shows the F1, precision, and recall metrics after ensembling for the classification tasks.

| Metric Task | F1-Score | Precision | Recall |
|-------------|----------|-----------|--------|
| Task 1a     | 0.838    | 0.803     | 0.877  |
| Task 2a     | 0.771    | —         | —      |
| Task 2b     | 0.816    | —         | —      |

Table 4: Performance metric on model ensembles for classification tasks. NOTE: Tasks 2a and 2b do not have the overall precision and recall scores calculated, as only the overall F1-score is used.

For Task 1b, the span with the median span length out of all 5 models is chosen. This enables the filling an answer for any tweets a particular model was unable to predict. If after ensembling there is no prediction, the entire tweet will be used as the prediction, as it helps with the overlapping performance metric.

The model ensembling method is used because multiple models generating a prediction together is proven to be effective in further increasing accuracy of predictions compared to a singular model (Jayanthi and Gupta, 2021).

3.5 Task 1c Post-Processing

Due to time constraints, entity normalization was not performed for Task 1c. Using the predicted span strings from Task 1b, the NLTK framework was used to remove the stop words from the span. Then, each remaining word in the span is searched in the MedDRA library, and the first match found for the span is submitted as the prediction.

4 Results

Table 5 on the next page shows the metrics on test data for Tasks 1 and 2. The classification tasks performed better than the mean and median scores of the competition across all metrics.

However, Task 1b (span prediction) performed at or above the mean in overlapping metrics while worse in strict metrics. This concurs with the submitted system, as it only takes the start index of the first word and last index of the last word in the predicted token list to build the predicted span, meaning that any gaps in between the predicted tokens are included in the final span. This was done to account for multiple spans in the same tweet in the training data.

For Task 1c (entity normalization), the first-term approach, as expected, performed worse than the mean metrics across the board.
Table 5: Performance Metrics on Test Data for Tasks 1 and 2. NOTE: For Tasks 1b and 1c, the values on the left are overlapping metrics while the values in the right in parenthesis are strict metrics. The values in bold are the higher value in the specific category and/or subtask.

5 Conclusion

As shown in the results section, better results were achieved than the baseline through model ensembling. This resulted in our system performing better than the mean and median metrics of the competition for all of the classification tasks and on-par with the overlapping metrics for Task 1b.

Further work can be done to improve this system. For the classification tasks, pre-processing of the dataset, such as removing extraneous punctuation or hashtags, may generate better results. For Task 1b, keeping the best epoch based on F1-score in addition to getting rid of the gaps in the span prediction may help especially in the strict metrics.

Lastly, having the opportunity to conduct entity normalization properly may help improve Task 1c metrics as well.
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