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Abstract

According to the well-known Heyde theorem the class of Gaussian distributions on the real line is characterized by the symmetry of the conditional distribution of one linear form of independent random variables given the other. We study analogues of this theorem for some locally compact Abelian groups X containing an element of order 2. We prove that if X contains an element of order 2, this can lead to the fact that a wide class of non-Gaussian distributions on X is characterized by the symmetry of the conditional distribution of one linear form given the other. In so doing coefficients of linear forms are topological automorphisms of X.
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1 Introduction

In [13], see also [15 §13.4.1], C.C. Heyde proved the following characterization theorem for the class of Gaussian distributions on the real line.

Heyde’s theorem Let \( \xi_j, j = 1, 2, \ldots, n, n \geq 2, \) be independent random variables with distributions \( \mu_j. \) Let \( a_j, b_j \) be nonzero real numbers satisfying the conditions \( b_i a_j^{-1} + b_j a_i^{-1} \neq 0 \) for all \( i, j. \) Assume that the conditional distribution of the linear form \( L_2 = b_1 \xi_1 + \cdots + b_n \xi_n \) given \( L_1 = a_1 \xi_1 + \cdots + a_n \xi_n \) is symmetric. Then all distributions \( \mu_j \) are Gaussian, possibly degenerate.

In the case when independent random variables take values in a locally compact Abelian group \( X, \) and coefficients of linear forms are topological automorphisms of \( X, \) some analogues of Heyde’s theorem were studied in [3 5]9, 12, 16, 18, see also [6, Chapter VI]. In this article we continue to study group analogues of Heyde’s theorem. We consider locally compact Abelian groups that contain an element of order 2. Elements of order 2 play an important role in Heyde’s theorem. We prove that if a group \( X \) contains an element of order 2, it can lead to the fact that a wide class of non-Gaussian distributions on \( X \) is characterized by the symmetry of the conditional distribution of one linear form of independent random variables given the other. The proofs of the corresponding theorems are reduced to solving some functional equations in the class of continuous positive definite functions on the character group of the group \( X. \)

Let \( X \) be a second countable locally compact Abelian group. Denote by \( \text{Aut}(X) \) the group of topological automorphisms of \( X, \) and by \( I \) the identity automorphism of a group. Denote by \( Y \) the character group of the group \( X, \) and by \( (x, y) \) the value of a character \( y \in Y \) at an element \( x \in X. \) If \( K \) is a closed subgroup of \( X, \) denote by \( \text{Ann}(Y, K) = \{ y \in Y : (x, y) = 1 \text{ for all } x \in K \} \) its annihilator. Let \( X_1 \) and \( X_2 \) be locally compact Abelian groups with the character groups \( Y_1 \) and \( Y_2 \) respectively. Let \( \alpha : X_1 \to X_2 \) be a continuous homomorphism. The adjoint homomorphism \( \tilde{\alpha} : Y_2 \to Y_1 \) is defined by the formula \( (\alpha x_1, y_2) = (x_1, \tilde{\alpha} y_2) \) for all \( x_1 \in X_1, \) \( y_2 \in Y_2. \) Note that \( \alpha \in \text{Aut}(X) \) if and only if \( \tilde{\alpha} \in \text{Aut}(Y). \) Put \( X_2^{(2)} = \{ x \in X : 2x = 0 \}, \) \( X_1^{(2)} = \{ 2x : x \in X \}. \) Denote by \( \mathbb{R} \) the group of real numbers, by \( \mathbb{Z} \) the group of integers, by \( \mathbb{Z}(2) = \{ 0, 1 \} \) the group of residue classes modulo 2, and by \( \mathbb{T} \) the circle group, i.e. the multiplicative group of all complex numbers with absolute value 1.
Denote by $M^1(X)$ the convolution semigroup of probability distributions on the group $X$. Let $\mu \in M^1(X)$. Denote by
\[
\hat{\mu}(y) = \int_X (x, y) d\mu(x), \quad y \in Y,
\]
the characteristic function (Fourier transform) of the distribution $\mu$, and by $\sigma(\mu)$ the support of $\mu$. The characteristic function of a signed measure on $X$ is defined in the same way. Define the distribution $\hat{\mu} \in M^1(X)$ by the formula $\hat{\mu}(B) = \mu(-B)$ for any Borel subset $B$ of $X$. Then $\hat{\mu}(y) = \overline{\hat{\mu}(y)}$. If $G$ is a Borel subgroup of $X$, we denote by $M^1(G)$ the subsemigroup of $M^1(X)$ of distributions concentrated at $G$. Denote by $E_x$ the degenerate distribution concentrated at an element $x \in X$ and by $m_K$ the Haar distribution on a compact subgroup $K$ of the group $X$. The characteristic function of a distribution $m_K$ is of the form
\[
\hat{m}_K(y) = \begin{cases} 
1, & y \in A(Y, K), \\
0, & y \notin A(Y, K).
\end{cases}
\]

A distribution $\gamma \in M^1(X)$ is called Gaussian ([19] Chapter IV, §6, see also [1]) if its characteristic function is represented in the form
\[
\hat{\gamma}(y) = (x, y) \exp\{-\varphi(y)\}, \quad y \in Y,
\]
where $x \in X$, and $\varphi(y)$ is a continuous nonnegative function on the group $Y$ satisfying the equation
\[
\varphi(u + v) + \varphi(u - v) = 2[\varphi(u) + \varphi(v)], \quad u, v \in Y.
\]

Denote by $\Gamma(X)$ the set of Gaussian distributions on the group $X$. According to the definition the degenerate distributions are Gaussian. Note that the support of a Gaussian distribution is a coset of a connected subgroup of $X$.

2 Heyde’s characterization theorem for the group $\mathbb{R} \times \mathbb{Z}(2)$

The simplest locally compact Abelian group containing an element of order 2 where there are nondegenerate Gaussian distributions is the group $X = \mathbb{R} \times \mathbb{Z}(2)$. In this section we study an analogue of Heyde’s theorem for the group $X$. We prove that the class of distributions on $X$ which is characterized by the symmetry of the conditional distribution of one linear form of independent random variables given the other, generally speaking, is much wider than the class $\Gamma(\mathbb{R}) \ast M^1(\mathbb{Z}(2))$.

Denote by $x = (t, k)$, $t \in \mathbb{R}$, $k \in \mathbb{Z}(2)$, elements of the group $X$. The group $Y$ is topologically isomorphic to the group $X$, i.e. $\mathbb{R} \times \mathbb{Z}(2)$. Denote by $y = (s, l)$, $s \in \mathbb{R}$, $l \in \mathbb{Z}(2)$, elements of the group $Y$. Every automorphism $a \in \text{Aut}(X)$ is of the form $a(t, k) = (c_at, k)$, where $c_a$ is a nonzero real number. In order not to complicate the notation, if $a \in \text{Aut}(X)$, then we will write $a(t, k) = (at, k)$ and assume that $a \in \mathbb{R}$, $a \neq 0$. Obviously, $a = \bar{a}$.

Let $\mu$ be a distribution on the group $X$, and let $\mu \in \Gamma(\mathbb{R}) \ast M^1(\mathbb{Z}(2))$, i.e. $\mu = \gamma \ast \omega$, where $\gamma \in \Gamma(\mathbb{R})$, $\omega \in M^1(\mathbb{Z}(2))$. Then the characteristic function of the distribution $\mu$ is of the form
\[
\hat{\mu}(s, l) = \begin{cases} 
\exp\{-\sigma s^2 + i\beta s\}, & s \in \mathbb{R}, \ l = 0, \\
\kappa \exp\{-\sigma s^2 + i\beta s\}, & s \in \mathbb{R}, \ l = 1,
\end{cases}
\]
where $\sigma \geq 0$, $\beta, \kappa \in \mathbb{R}$, $|\kappa| \leq 1$. We consider now a class of distributions on the group $X$ which is wider than the class $\Gamma(\mathbb{R}) \ast M^1(\mathbb{Z}(2))$. This class of distributions first appeared in [12] in connection with the study of Heyde’s theorem on $\alpha$-adic solenoids. We need the following statement.
Lemma 2.1 (12) Let $X = \mathbb{R} \times \mathbb{Z}(2)$, and let $f(s, l)$ be a function on the group $Y$ of the form
\[ f(s, l) = \begin{cases} 
\exp\{-\sigma s^2 + i\beta s\}, & s \in \mathbb{R}, \ l = 0, \\
\kappa \exp\{-\sigma' s^2 + i\beta' s\}, & s \in \mathbb{R}, \ l = 1,
\end{cases} \tag{4} \]
where $\sigma \geq 0$, $\sigma' \geq 0$, $\beta, \beta', \kappa \in \mathbb{R}$. Then $f(s, l)$ is the characteristic function of a signed measure $\mu$ on the group $X$. Moreover, $\mu$ is a probability distribution if and only if either $0 < \sigma' < \sigma$ and $0 < |\kappa| \leq \sqrt{\frac{\sigma}{\sigma'}} \exp \left\{ -\frac{(\beta - \beta')^2}{4(\sigma - \sigma')^2} \right\}$ or $\sigma = \sigma'$, $\beta = \beta'$ and $|\kappa| \leq 1$. In the last case $\mu \in \Gamma(\mathbb{R}) \ast M^1(\mathbb{Z}(2))$.

Definition 2.2 Let $X = \mathbb{R} \times \mathbb{Z}(2)$, and let $\mu \in M^1(\mathbb{X})$. We say that $\mu \in \Theta$ if the characteristic function $\hat{\mu}(s, l)$ is represented in the form (4), where either $0 < \sigma' < \sigma$ and $0 < |\kappa| \leq \sqrt{\frac{\sigma}{\sigma'}} \exp \left\{ -\frac{(\beta - \beta')^2}{4(\sigma - \sigma')^2} \right\}$ or $\sigma = \sigma'$, $\beta = \beta'$ and $|\kappa| \leq 1$.

Introduce into consideration another class of probability distributions on the group $X$. Let $\mu \in M^1(X)$. Define a distribution $\mu_\mathbb{R} \in M^1(\mathbb{R})$ by the formula $\mu_\mathbb{R}(E) = \mu(E \times \mathbb{Z}(2))$, where $E$ is a Borel subset of $\mathbb{R}$.

Definition 2.2 Let $X = \mathbb{R} \times \mathbb{Z}(2)$, and let $\mu \in M^1(\mathbb{X})$. We say that $\mu \in \Lambda$ if $\mu_\mathbb{R} \in \Gamma(\mathbb{R})$. In other words, $\mu \in \Lambda$ if and only if $\hat{\mu}(s, 0)$ is the characteristic function of a Gaussian distribution on the real line, possibly degenerate.

Obviously, all distributions $\mu \in \Lambda$ can be obtained as follows. Let $\gamma$ be a Gaussian distribution on $\mathbb{R}$ with the characteristic function $\hat{\gamma}(s) = e^{-\sigma s^2 + i\beta s}$, $s \in \mathbb{R}$, where $\sigma \geq 0$, $\beta \in \mathbb{R}$. Let $\gamma = \lambda + \omega$, where $\lambda$ and $\omega$ are measures on $\mathbb{R}$. Define a distribution $\mu \in M^1(X)$ as follows
\[ \mu(E \times \{k\}) = \begin{cases} 
\lambda(E), & k = 0, \\
\omega(E), & k = 1,
\end{cases} \]
where $E$ is a Borel subset of $\mathbb{R}$. Then $\mu \in \Lambda$, and $\mu_\mathbb{R} = \gamma$. We note that the classes $\Theta$ and $\Lambda$ are subsemigroups of $M^1(\mathbb{X})$, and $\Theta \subset \Lambda$.

The following statement can be viewed as an analogue of Heyde’s theorem for independent random variables with values in the group $X = \mathbb{R} \times \mathbb{Z}(2)$.

Theorem 2.1 Let $X = \mathbb{R} \times \mathbb{Z}(2)$, and let $a_j, b_j$, $j = 1, 2, \ldots, n$, $n \geq 2$, be topological automorphisms of the group $X$ satisfying the conditions $b_ja_j^{-1} + b_ja_j^{-1} \neq 0$ for all $i, j$. Let $\xi_j$ be independent random variables with values in $X$ with distributions $\mu_j$. Assume that the conditional distribution of the linear form $L_2 = b_1\xi_1 + \cdots + b_n\xi_n$ given $L_1 = a_1\xi_1 + \cdots + a_n\xi_n$ is symmetric. Then the following alternative holds.

1. All distributions $\mu_j$ belong to the class $\Lambda$, and at least one of the distributions $\mu_j$ is represented in the form $\mu_j = \gamma_j \ast m_{\mathbb{Z}(2)}$, where $\gamma_j \in \Gamma(\mathbb{R})$.
2. All distributions $\mu_j$ belong to the class $\Theta$, and their characteristic functions do not vanish.

To prove Theorem 2.1 we need some lemmas.

Lemma 2.2 (5 Lemma 16.1) Let $X$ be a locally compact Abelian group, and let $\alpha_j, \beta_j$, $j = 1, 2, \ldots, n$, $n \geq 2$, be topological automorphisms of the group $X$. Let $\xi_j$ be independent random variables with values in $X$ and distributions $\mu_j$. The conditional distribution of the linear form $L_2 = \beta_1\xi_1 + \cdots + \beta_n\xi_n$ given $L_1 = \alpha_1\xi_1 + \cdots + \alpha_n\xi_n$ is symmetric if and only if the characteristic functions $\hat{\mu}_j(y)$ satisfy the equation
\[ \prod_{j=1}^n \hat{\mu}_j(\hat{\alpha}_j u + \hat{\beta}_j v) = \prod_{j=1}^n \hat{\mu}_j(\hat{\alpha}_j u - \hat{\beta}_j v), \quad u, v \in Y. \]
It is convenient for us to formulate as lemmas the following well known statements (see e.g. [6 §2]).

**Lemma 2.3** Let \( X \) be a locally compact Abelian group, and let \( \mu \in M^1(X) \). Then the set \( E = \{ y \in Y : \hat{\mu}(y) = 1 \} \) is a closed subgroup of \( Y \), and \( \sigma(\mu) \subset A(X,E) \).

**Lemma 2.4** Let \( X \) be a locally compact Abelian group, and let \( G \) be a Borel subgroup of \( X \). Assume \( \mu \in M^1(G) \), and \( \mu = \mu_1 \ast \mu_2 \), where \( \mu_j \in M^1(X) \). Then the distributions \( \mu_j \) may be replaced by their shifts \( \lambda_1 = \mu_1 \ast E_x \), \( \lambda_2 = \mu_2 \ast E_{-x} \), \( x \in X \), in such a manner that \( \lambda_j \in M^1(G) \), \( j = 1, 2 \).

We formulate as a lemma the following statement which can be easily verified (see e.g. [2, Lemma 6.9]).

**Lemma 2.5** Let \( X = \mathbb{R} \times G \), where \( G \) is a locally compact Abelian group. Let \( H \) be the character group of the group \( G \). Denote by \( (s,h) \), \( s \in \mathbb{R} \), \( h \in H \), elements of the group \( Y \). Let \( \mu \in M^1(X) \). Assume that the characteristic function \( \hat{\mu}(s,0) \) can be extended to the complex plane as an entire function in \( s \). Then for each fixed \( h \in H \) the function \( \hat{\mu}(s,h) \) can be also extended to the complex plane as an entire function in \( s \). Moreover, the following inequality

\[
\max_{\|s\| \leq r} |\hat{\mu}(s,h)| \leq \max_{\|s\| \leq r} |\hat{\mu}(s,0)|, \quad h \in H,
\]

holds.

We need the following particular case of a Linnik–Rao result ([15, Lemma 1.5.1]).

**Lemma 2.6** Let \( \varepsilon > 0 \). Consider the equation

\[
\sum_{j=1}^{n} \psi_j(s_1 + c_js_2) = 0,
\]

where \( |s_1| < \varepsilon \), \( |s_2| < \varepsilon \), all numbers \( c_j \) are pairwise distinct, and the complex valued functions \( \psi_j(s) \) in real variable \( s \) are continuous. Then the functions \( \psi_j(s) \) are polynomials in a neighborhood of zero.

We need the fact that if a distribution with a nonvanishing characteristic function belongs to the class \( \Theta \), then its divisors also belong to the class \( \Theta \).

**Lemma 2.7** ([12]) Let \( X = \mathbb{R} \times \mathbb{Z}(2) \). Suppose that a distribution \( \mu \) on the group \( X \) with a nonvanishing characteristic function belongs to the class \( \Theta \). If \( \mu = \mu_1 \ast \mu_2 \), where \( \mu_j \in M^1(X) \), then \( \mu_j \in \Theta \), \( j = 1, 2 \).

**Proof of Theorem 2.1** Passing to the new random variables \( \zeta_j = a_j \xi_j \) we reduce the proof of the theorem to the case when \( L_1 \) and \( L_2 \) are of the form \( L_1 = \xi_1 + \cdots + \xi_n \) and \( L_2 = b_1 \xi_1 + \cdots + b_n \xi_n \), and topological automorphisms \( b_j \) satisfy the conditions \( b_i + b_j \neq 0 \) for all \( i, j \). By Lemma 2.2, the characteristic functions \( \hat{\mu}_j(s,l) \) satisfy Eq. (5) which takes the form

\[
\prod_{j=1}^{n} \hat{\mu}_j(s_1 + b_js_2, l_1 + l_2) = \prod_{j=1}^{n} \hat{\mu}_j(s_1 - b_js_2, l_1 + l_2), \quad s_1, s_2 \in \mathbb{R}, \ l_1, l_2 \in \mathbb{Z}(2).
\]

Substituting \( l_1 = l_2 = 0 \) in (7), we get

\[
\prod_{j=1}^{n} \hat{\mu}_j(s_1 + b_js_2, 0) = \prod_{j=1}^{n} \hat{\mu}_j(s_1 - b_js_2, 0), \quad s_1, s_2 \in \mathbb{R}.
\]
Taking into account Lemma 2.2 and Heyde’s theorem, (8) implies that
\[
\tilde{\mu}_j(s, 0) = e^{-\sigma_j s^2 + i\beta_j s}, \quad s \in \mathbb{R}, \quad j = 1, 2, \ldots, n,
\]  
(9)
where \(\sigma_j \geq 0, \beta_j \in \mathbb{R}\). Substituting (9) into (8), we obtain
\[
\sum_{j=1}^{n} b_j \sigma_j = 0, \quad \sum_{j=1}^{n} b_j \beta_j = 0.
\]  
(10)
It follows from (9) that \(\mu_j \in \Lambda, \ j = 1, 2, \ldots, n\). Denote by \(\gamma_j\) the Gaussian distribution on the group \(X\) with the characteristic function
\[
\hat{\gamma}_j(s, l) = \tilde{\mu}_j(s, 0), \quad s \in \mathbb{R}, \quad l \in \mathbb{Z}(2), \quad j = 1, 2, \ldots, n.
\]  
(11)
Since \(\hat{\gamma}_j(0, l) = 1\) for all \(l \in \mathbb{Z}(2)\), by Lemma 2.3 \(\sigma(\gamma_j) \subset A(X, \mathbb{Z}(2)) = \mathbb{R}\), i.e. \(\gamma_j \in \Gamma(\mathbb{R})\). Note that, since \(A(Y, \mathbb{Z}(2)) = \mathbb{R}\), it follows from (11) that
\[
\hat{m}_{\mathbb{Z}(2)}(s, l) = \begin{cases} 
1, & s \in \mathbb{R}, \quad l = 0, \\
0, & s \in \mathbb{R}, \quad l = 1.
\end{cases}
\]  
(12)
Substituting \(l_1 = 1, l_2 = 0\) in (7), we obtain
\[
\prod_{j=1}^{n} \tilde{\mu}_j(s_1 + b_j s_2, 1) = \prod_{j=1}^{n} \tilde{\mu}_j(s_1 - b_j s_2, 1), \quad s_1, s_2 \in \mathbb{R}.
\]  
(13)
Assume that at least for one \(j = j_0\) we have \(\tilde{\mu}_{j_0}(0, 1) = 0\). Substituting \(s_1 = b_{j_0} s, s_2 = s\) in (13), we receive
\[
\prod_{j=1}^{n} \tilde{\mu}_j((b_{j_0} + b_j)s, 1) = 0, \quad s \in \mathbb{R}.
\]  
(14)
By Lemma 2.5, it follows from (9) that \(\tilde{\mu}_j(s, 1), \ j = 1, 2, \ldots, n\), are entire functions. Since by the assumption \(b_i + b_j \neq 0\) for all \(i, j\), we find from (11) that \(\tilde{\mu}_j(s, 1) = 0\) for all \(s \in \mathbb{R}\), for at least one of the characteristic functions \(\tilde{\mu}_j(s, l)\). Taking into account (11) and (12), this characteristic function can be represented in the form \(\tilde{\mu}_j(s, l) = \hat{\gamma}_j(s, l) \hat{m}_{\mathbb{Z}(2)}(s, l)\). Hence, \(\mu_j = \gamma_j * m_{\mathbb{Z}(2)}\).

Assume now that \(\tilde{\mu}_j(0, 1) \neq 0\) for all \(j = 1, 2, \ldots, n\). Then there exists \(\varepsilon > 0\) such that \(\tilde{\mu}_j(s, 1) \neq 0, \ j = 1, 2, \ldots, n\), for \(|s| < \varepsilon\). Put
\[
\psi_j(s) = \log \tilde{\mu}_j(s, 1), \quad |s| < \varepsilon, \quad j = 1, 2, \ldots, n,
\]
(we consider the principal branch of the logarithm). It follows from (13) that in a neighbourhood of zero the continuous functions \(\psi_j(s)\) satisfy the equation
\[
\sum_{j=1}^{n} (\psi_j(s_1 + b_j s_2) - \psi_j(s_2 - b_j s_2)) = 0, \quad s_1, s_2 \in \mathbb{R}.
\]  
(15)
Assume first that all numbers \(b_j\) are pairwise distinct. Since by assumption \(b_i + b_j \neq 0\) for all \(i, j\), we may apply Lemma 2.6 and it follows from (15) that in a neighbourhood of zero the continuous functions \(\psi_j(s)\) are polynomials. Since \(\tilde{\mu}_j(s, 1)\) are entire functions, we have the representation
\[
\tilde{\mu}_j(s, 1) = e^{\psi_j(s)}, \quad j = 1, 2, \ldots, n,
\]
in the complex plane. By Lemma 2.3, it follows from (3) and (9) that the entire functions \( \hat{\mu}_j(s,1) \) are of at most order 2. For this reason the degrees of the polynomials \( \psi_j(s) \) are at most 2. Taking into account that \( \hat{\mu}_j(-s,1) = \overline{\hat{\mu}_j(s,1)} \) and \( |\hat{\mu}_j(s,1)| \leq 1 \) for all \( s \in \mathbb{R} \), we get from (3) and (9) the representation

\[
\hat{\mu}_j(s,1) = \kappa_j e^{-\sigma_j' s^2 + i\beta_j' s}, \quad s \in \mathbb{R}, \quad j = 1, 2, \ldots, n, \tag{16}
\]

where \( 0 \leq \sigma_j' \leq \sigma_j, \beta_j', \kappa_j \in \mathbb{R}, |\kappa_j| \leq 1, \kappa_j \neq 0 \). It follows from (9) and (16) that \( \mu_j \in \Theta, j = 1, 2, \ldots, n \), and all the characteristic functions \( \hat{\mu}_j(s,l) \) do not vanish. Hence, in the case when all numbers \( b_j \) are pairwise distinct, the theorem is proved.

Get rid of the restriction that all numbers \( b_j \) are pairwise distinct. Assume that \( b_1 = \cdots = b_{j_1}, b_{j_1+1} = \cdots = b_{j_2}, \ldots, b_{j_{l-1}+1} = \cdots = b_{j_l} = b_n \), where the numbers \( b_{j_1}, b_{j_2}, \ldots, b_{j_l} \) are pairwise distinct. Put \( \eta_1 = \xi_1 + \cdots + \xi_{j_1}, \eta_2 = \xi_{j_1+1} + \cdots + \xi_{j_2}, \ldots, \eta_l = \xi_{j_{l-1}+1} + \cdots + \xi_{j_l} \). Then \( \eta_1, \ldots, \eta_l \) are independent random variables with values in the group \( X \) and distributions \( \nu_1 = \mu_1 \ast \cdots \ast \mu_{j_1}, \nu_2 = \mu_{j_1+1} \ast \cdots \ast \mu_{j_2}, \ldots, \nu_l = \mu_{j_{l-1}+1} \ast \cdots \ast \mu_{j_l} \). The linear forms \( L_1 \) and \( L_2 \) of independent random variables \( \eta_j \) have the form \( L_1 = \eta_1 + \cdots + \eta_l \) and \( L_2 = b_{j_1}\eta_1 + \cdots + b_{j_l}\eta_l \). Since the numbers \( b_{j_1}, b_{j_2}, \ldots, b_{j_l} \) are pairwise distinct, as proved above, \( \nu_j \in \Theta, j = 1, 2, \ldots, l \). Obviously, the characteristic functions of the distributions \( \nu_j \) do not vanish. By Lemma 2.7 this implies that \( \mu_j \in \Theta, j = 1, 2, \ldots, n \), and the characteristic functions \( \hat{\mu}_j(s,l) \) do not vanish.

**Corollary 2.1** Assume that in Theorem 2.1 \( a_j = 1 \) and \( b_j > 0, j = 1, 2, \ldots, n \). Then some shifts of the distributions \( \mu_j \) are supported in \( \mathbb{Z}(2) \).

**Proof** It follows from (10) that \( \sigma_1 = \cdots = \sigma_n = 0 \). Put \( \nu_j = \mu_j * \hat{\mu}_j \). Then \( \hat{\nu}_j(s,0) = 1 \) for all \( s \in \mathbb{R} \). By Lemma 2.3 this implies that \( \sigma(\nu_j) \subset A(X,\mathbb{R}) = \mathbb{Z}(2), j = 1, 2, \ldots, n \). The required assertion follows from Lemma 2.4.

**Remark 2.1** Let \( X = \mathbb{R} \times \mathbb{Z}(2) \), and let \( b_j \in \text{Aut}(X), j = 1, 2, \ldots, n \). Then we can construct distributions \( \mu_j \) such as in items 1 and 2 of Theorem 2.1 with the following property: if \( \xi_j \) are independent random variables with values in the group \( X \) and distributions \( \mu_j \), then the conditional distribution of the linear form \( L_2 = b_1\xi_1 + \cdots + b_n\xi_n \) given \( L_1 = \xi_1 + \cdots + \xi_n \) is symmetric.

1. Consider a distribution \( \mu_1 \) on the group \( X \) of the form \( \mu_1 = \gamma_1 \ast m_{\mathbb{Z}(2)} \), where \( \gamma_1 \) is a Gaussian distribution on \( \mathbb{R} \) with the characteristic function \( \hat{\gamma}_1(s) = e^{-\sigma_1 s^2 + i\beta_1 s}, s \in \mathbb{R} \), where \( \sigma_1 > 0, \beta_1 \in \mathbb{R} \). Let \( \gamma_j \) be a Gaussian distribution on \( \mathbb{R} \) with the characteristic function \( \hat{\gamma}_j(s) = e^{-\sigma_j s^2 + i\beta_j s}, s \in \mathbb{R} \), where \( \sigma_j > 0, \beta_j \in \mathbb{R}, j = 2, 3, \ldots, n \). Assume that conditions (10) hold. Let \( \gamma_j = \lambda_j + \omega_j \), where \( \lambda_j, \omega_j \) are measures on \( \mathbb{R} \). Define distributions \( \mu_j \in M^1(X), j = 2, \ldots, n \), as follows

\[
\mu_j(E \times \{k\}) = \begin{cases} 
\lambda_j(E), & k = 0, \\
\omega_j(E), & k = 1,
\end{cases}
\]

where \( E \) is a Borel subset of \( \mathbb{R} \). It is obvious that all \( \mu_j \in \Lambda, \) and \( (\mu_j)_k = \gamma_j \). Taking into account that \( \mu_j(s,0) = \hat{\gamma}_j(s), s \in \mathbb{R}, \) and (12), it is easy to see that the characteristic functions \( \hat{\mu}_j(s,l) \) satisfy Eq. (7). By Lemma 2.2 this implies that the conditional distribution of the linear form \( L_2 = b_1\xi_1 + \cdots + b_n\xi_n \) given \( L_1 = \xi_1 + \cdots + \xi_n \) is symmetric.

2. Let \( \mu_j \in \Theta, j = 1, 2, \ldots, n \). Assume that the characteristic functions \( \hat{\mu}_j(s,l) \) are of the form

\[
\hat{\mu}_j(s,l) = \begin{cases} 
\exp\{-\sigma_j s^2 + i\beta_j s\}, & s \in \mathbb{R}, \quad l = 0, \\
\kappa_j \exp\{-\sigma_j' s^2 + i\beta_j' s\}, & s \in \mathbb{R}, \quad l = 1.
\end{cases}
\]
Assume that conditions (10) hold and the equalities
\[ \sum_{j=1}^{n} b_j \sigma_j' = 0, \quad \sum_{j=1}^{n} b_j \beta_j' = 0 \] (17)
are fulfilled. It follows from (10) and (17) that the characteristic functions \( \hat{\mu}_j(s, l) \) satisfy Eq. (7). By Lemma 2.2 this implies that the conditional distribution of the linear form \( L_2 = b_1 \xi_1 + \cdots + b_n \xi_n \) given \( L_1 = \xi_1 + \cdots + \xi_n \) is symmetric.

Thus, we can not narrow the class of distributions in Theorem 2.1 which is characterized by the symmetry of the conditional distribution of one linear form of independent random variables given the other.

Assume that the number of independent random variables in Theorem 2.1 is equal to 2. It is clear that we may suppose without loss of generality that \( L_1 \) and \( L_2 \) are of the form \( L_1 = \xi_1 + \xi_2 \), \( L_2 = \xi_1 + a \xi_2 \), where \( a \in \text{Aut}(X) \), and \( a \neq -1 \). Discuss now what happens when \( a = -1 \). The following general assertion holds.

**Proposition 2.1** Let \( X \) be a locally compact Abelian group, and let \( G = X(2) \). Suppose \( G \) is topologically isomorphic to the group \( Z(2) \). Let \( \xi_1 \) and \( \xi_2 \) be independent random variables with values in \( X \) and distributions \( \mu_1 \) and \( \mu_2 \). The conditional distribution of the linear form \( L_2 = \xi_1 - \xi_2 \) given \( L_1 = \xi_1 + \xi_2 \) is symmetric if and only if either \( \mu_2 = \mu_1 * \omega_1 \) or \( \mu_1 = \mu_2 * \omega_2 \), where \( \omega_j \in M^1(G) \).

**Proof** Proposition 2.1 was proved in [12] in the case when the characteristic functions of the distributions \( \mu_j \) do not vanish. The case when the characteristic functions of the distributions \( \mu_j \) can vanish slightly differs from the considered one.

Necessity. Let \( y_0 \notin \overline{Y(2)} \). Since the character group of the factor-group \( Y/Y(2) \) is isomorphic to the annihilator \( A(X, Y(2)) \) and \( A(X, Y(2)) = X(2) = G \), a decomposition of the group \( Y \) with respect to the subgroup \( Y(2) \) is of the form \( Y = Y(2) \cup (y_0 + Y(2)) \). Since \( A(Y, G) = Y(2) \), it follows from (11) that
\[ \hat{m}_G(y) = \begin{cases} 
1, & y \in Y(2), \\
0, & y \in y_0 + Y(2). 
\end{cases} \] (18)

By Lemma 2.2 the characteristic functions \( \hat{\mu}_j(y) \) satisfy equation (5) which takes the form
\[ \hat{\mu}_1(u + v)\hat{\mu}_2(u - v) = \hat{\mu}_1(u - v)\hat{\mu}_2(u + v), \quad u, v \in Y. \] (19)

Substituting in (19) \( u = v = y \), we get \( \hat{\mu}_1(2y) = \hat{\mu}_2(2y), \ y \in Y \), and hence
\[ \hat{\mu}_1(y) = \hat{\mu}_2(y), \quad y \in \overline{Y(2)}. \] (20)

Substituting in (19) \( u = y_0 + y, \ v = y \), we find
\[ \hat{\mu}_1(y_0 + 2y)\hat{\mu}_2(y_0) = \hat{\mu}_1(y_0)\hat{\mu}_2(y_0 + 2y), \ y \in Y. \] (21)

Assume that there exists an element \( y_0 \notin \overline{Y(2)} \) such that either \( \hat{\mu}_1(y_0) \neq 0 \) or \( \hat{\mu}_2(y_0) \neq 0 \). Suppose for definiteness that \( \hat{\mu}_1(y_0) \neq 0 \). If in this case \( \hat{\mu}_2(y_0) = 0 \), then (21) implies that \( \hat{\mu}_2(y) = 0 \) for all \( y \in y_0 + \overline{Y(2)} \). Then it follows from (18) and (20) that \( \hat{\mu}_2(y) = \hat{\mu}_1(y)\hat{m}_G(y), \ y \in Y \). Hence \( \mu_2 = \mu_1 * m_G \). Therefore, assume that \( \hat{\mu}_2(y_0) \neq 0 \). Let \( |\hat{\mu}_2(y_0)| \leq |\hat{\mu}_1(y_0)| \). Put \( d_1 = \hat{\mu}_2(y_0)/\hat{\mu}_1(y_0) \). It follows from (21) that \( d_1 \) is a real number and
\[ \hat{\mu}_2(y) = d_1 \hat{\mu}_1(y), \quad y \in y_0 + \overline{Y(2)}. \] (22)
Let $\omega_1$ be a distribution on the group $G$ with the characteristic function

$$\hat{\omega}_1(y) = \begin{cases} 1, & y \in Y^{(2)}, \\ d_1, & y \in y_0 + Y^{(2)}. \end{cases}$$

(23)

We find from (20), (22) and (23) that $\hat{\mu}_2(y) = \hat{\mu}_1(y)\hat{\omega}_1(y)$, $y \in Y$. Hence, $\mu_2 = \mu_1 * \omega_1$. If $|\hat{\mu}_1(y_0)| \leq |\hat{\mu}_2(y_0)|$, we reason similarly, define $d_2$, $\omega_2$ and get that $\mu_1 = \mu_2 * \omega_2$.

Assume now that there is no an element $y_0 \notin Y^{(2)}$ such that either $\hat{\mu}_1(y_0) \neq 0$ or $\hat{\mu}_2(y_0) \neq 0$. Then $\hat{\mu}_1(y) = \hat{\mu}_2(y) = 0$ for all $y \notin Y^{(2)}$. Taking into account (20), this implies that $\mu_1 = \mu_2$. Moreover, it follows from (18) that $\mu_1 = \mu_2 * m_G$ or $\mu_2 = \mu_1 * m_G$.

Sufficiency implies from Lemma 2.2.

Consider the group $X = \mathbb{R} \times \mathbb{Z}(2)^2$. It is interesting to note that a group analogue of Heyde’s theorem on the group $X = \mathbb{R} \times \mathbb{Z}(2)^2$ may look completely different than on the group $X = \mathbb{R} \times \mathbb{Z}(2)$. We study the case of two independent random variables and assume that their characteristic functions do not vanish. The following assertion is true (compare with statement 2 of Theorem 2.1).

**Proposition 2.2** Let $X = \mathbb{R} \times G$, where $G = (\mathbb{Z}(2))^2$, and let $\alpha$ be a topological automorphism of the group $X$ satisfying the condition

$$\text{Ker}(I + \alpha) = \{0\}.$$  

(24)

Let $\xi_1$ and $\xi_2$ be independent random variables with values in $X$ and distributions $\mu_1$ and $\mu_2$ with nonvanishing characteristic functions. If the conditional distribution of the linear form $L_2 = \xi_1 + \alpha \xi_2$ given $L_1 = \xi_1 + \xi_2$ is symmetric, then $\mu_j \in \Gamma(\mathbb{R}) * M^1(G), \ j = 1, 2$.

Obviously, condition (21) implies that $I \pm \alpha \in \text{Aut}(X)$. For this reason Proposition 2.2 follows from Heyde’s theorem for a locally compact Abelian group containing no subgroup topologically isomorphic to the circle group $\mathbb{T}$ (7). Here we give another proof of Proposition 2.2 independent of the results [7]. Bearing in mind the description of distributions, which are characterized by the symmetry of the conditional distribution of one linear form of independent random variables with values in a group given the other, the fundamental difference between the groups $X = \mathbb{R} \times \mathbb{Z}(2)$ and $X = \mathbb{R} \times (\mathbb{Z}(2))^2$ is that on the group $X = \mathbb{R} \times \mathbb{Z}(2)$ there are no topological automorphisms $\alpha$ satisfying condition (24), but on the group $X = \mathbb{R} \times (\mathbb{Z}(2))^2$ such topological automorphisms exist.

**Proof of Proposition 2.2** The group $Y$ is topologically isomorphic to the group $\mathbb{R} \times H$, where $H$ is the character group of the group $G$. The group $H$ is topologically isomorphic to the group $(\mathbb{Z}(2))^2$. Denote by $x = (t, g)$, $t \in \mathbb{R}$, $g \in G$, elements of the group $X$, and by $(s, h)$, $s \in \mathbb{R}$, $h \in H$, elements of the group $Y$. Obviously, every automorphism $\alpha \in \text{Aut}(X)$ is of the form $\alpha(t, g) = (at, \alpha_g g)$. In view of (24) $a \neq -1$ and $\alpha_g g \neq g$ for all $g \in G$, $g \neq 0$. Put $\beta = \alpha_g$. It is obvious that $\beta h \neq h$ for all $h \in H, h \neq 0$. Denote by $p, q, p + q$ nonzero elements of the group $H$. It is clear that without loss of generality we may suppose that

$$\beta p = q, \ \beta q = p + q.$$  

(25)

By Lemma 2.2, the characteristic functions $\hat{\mu}_j(s, h)$ satisfy Eq. (3) which takes the form

$$\hat{\mu}_1(s_1 + s_2, h_1 + h_2)\hat{\mu}_2(s_1 + as_2, h_1 + \beta h_2)$$

$$= \hat{\mu}_1(s_1 - s_2, h_1 + h_2)\hat{\mu}_2(s_1 - as_2, h_1 + \beta h_2), \ s_1, s_2 \in \mathbb{R}, \ h_1, h_2 \in H.$$  

(26)

Substituting $h_1 = h_2 = 0$ in (2) we obtain

$$\hat{\mu}_1(s_1 + s_2, 0)\hat{\mu}_2(s_1 + as_2, 0)$$
\[ = \hat{\mu}_1(s_1 - s_2, 0)\hat{\mu}_2(s_1 - as_2, 0), \quad s_1, s_2 \in \mathbb{R}. \]  

(27)

Hence, taking into account Lemma 2.2, it follows from Heyde’s theorem that

\[ \hat{\mu}_j(s, 0) = e^{-\sigma_j s^2 + i\beta_j s}, \quad s \in \mathbb{R}, \quad j = 1, 2, \]  

(28)

where \( \sigma_j \geq 0, \beta_j \in \mathbb{R} \). Substituting (28) into (2) we get \( \beta_1 + a\beta_2 = 0 \). For this reason replacing the distributions \( \mu_j \) with their shifts \( \mu_j * E_{-\beta_j} \), we can suppose that \( \beta_1 = \beta_2 = 0 \) in (28), i.e.

\[ \hat{\mu}_j(s, 0) = e^{-\sigma_j s^2}, \quad s \in \mathbb{R}, \quad j = 1, 2, \]  

(29)

is fulfilled from the very beginning. By Lemma 2.3 for each fixed \( h \in H \) the functions \( \hat{\mu}_j(s, h) \) can be extended to the complex plane as entire functions in \( s \). It is easy to see that Eq. (2) holds for all complex \( s_j \) and \( h_j \in H \). It also follows from (2) that the functions \( \hat{\mu}_j(s, h) \) do not vanish in the complex plane. Hence, we have the representation

\[ \hat{\mu}_j(s, h) = \exp\{\psi_j(s, h)\}, \quad s \in \mathbb{R}, \quad h \in H, \quad j = 1, 2, \]  

(30)

where \( \psi_j(s, h) \) are entire functions in \( s \). By Lemma 2.3 (29) implies that for each fixed \( h \in H \) the functions \( \hat{\mu}_j(s, h) \) are entire functions in \( s \) of the order at most 2. For this reason it follows from (30) that

\[ \psi_j(s, h) = a_{jh}s^2 + b_{jh}s + c_{jh}, \quad s \in \mathbb{R}, \quad h \in H, \quad j = 1, 2, \]  

(31)

where \( a_{jh}, b_{jh}, c_{jh} \) are some complex constants. Substituting (30) into (2) and taking into account (31) from the resulting equation, we find

\[ a_{1,h_1+h_2}(s_1 + s_2)^2 + a_{2,h_1+\beta h_2}(s_1 + as_2)^2 \]

\[ = a_{1,h_1+h_2}(s_1 - s_2)^2 + a_{2,h_1+\beta h_2}(s_1 + as_2)^2, \quad s_1, s_2 \in \mathbb{R}, \quad h_1, h_2 \in H. \]  

(32)

Substituting in succession \( h_1 = h_2 = 0 \), then \( h_1 = h_2 = p \), then \( h_1 = h_2 = q \), then \( h_1 = h_2 = p + q \) in (2). Taking into account (25) and equating in the left and right sides of each of the obtained equations the coefficients at \( s_1s_2 \), we get

\[ a_{1,0} + aa_{2,0} = 0, \quad a_{1,0} + aa_{2,p+q} = 0, \quad a_{1,0} + aa_{2,p} = 0, \quad a_{1,0} + aa_{2,q} = 0. \]  

(33)

In view of (29), it follows from (33) that

\[ a_{2,h} = -\sigma_2, \quad h \in H. \]  

(34)

Arguing similarly, substitute in succession \( h_1 = h_2 = 0 \), then \( h_1 = p, \quad h_2 = p + q \), then \( h_1 = q, \quad h_2 = p \), then \( h_1 = p + q, \quad h_2 = q \) in (2). Taking into account (29), we find

\[ a_{1,h} = -\sigma_1, \quad h \in H. \]  

(35)

Substituting (30) into (2) and taking into account (31), from the resulting equation, we find

\[ b_{1,h_1+h_2}(s_1 + s_2) + b_{2,h_1+\beta h_2}(s_1 + as_2) \]

\[ = b_{1,h_1+h_2}(s_1 - s_2) + b_{2,h_1+\beta h_2}(s_1 - as_2), \quad s_1, s_2 \in \mathbb{R}, \quad h_1, h_2 \in H. \]  

(36)

Reasoning as above, equating in the left and right sides of Eq. (2) the coefficients at \( s_2 \), and taking into account (29), we find

\[ b_{1,h} = b_{2,h} = 0, \quad h \in H. \]  

(37)
From (34), (35) and (37) we get that \( \psi_j(s, h) = -\sigma_j s^2 + c_{jh}, \) \( j = 1, 2. \) Hence,

\[
\hat{\mu}_j(s, h) = \exp\{-\sigma_j s^2 + c_{jh}\}, \quad s \in \mathbb{R}, \quad h \in H, \quad j = 1, 2. \tag{38}
\]

Denote by \( \gamma_j \) the Gaussian distribution on \( \mathbb{R} \) with the characteristic function \( \hat{\gamma}_j(s) = \exp\{-\sigma_j s^2\}, \) and by \( \omega_j \) the distribution on the group \( G \) with characteristic function

\[
\hat{\omega}_j(h) = \exp\{c_{jh}\}, \quad h \in H, \quad j = 1, 2. \tag{39}
\]

It follows from (38) and (39) that \( \hat{\mu}_j(s, h) = \hat{\gamma}_j(s) \hat{\omega}_j(h), \) \( s \in \mathbb{R}, h \in H. \) Hence, \( \mu_j = \gamma_j * \omega_j, j = 1, 2, \) which proves the proposition. \( \blacksquare \)

**Remark 2.2** Heyde’s theorem is similar to the well-known Skitovich–Darmois theorem, where the class of Gaussian distributions on the real line is characterized by the independence of two linear forms of independent random variables (see e.g. [15], Chapter 3).

**The Skitovich–Darmois theorem** Let \( \xi_j, j = 1, 2, \ldots, n, n \geq 2, \) be independent random variables with distributions \( \mu_j. \) Let \( a_j, b_j \) be nonzero real numbers. Assume that the linear forms \( L_1 = a_1 \xi_1 + \cdots + a_n \xi_n \) and \( L_2 = b_1 \xi_1 + \cdots + b_n \xi_n \) are independent. Then all distributions \( \mu_j \) are Gaussian, possibly degenerate.

Compare Theorem 2.1 with an analogue of the Skitovich–Darmois theorem for the group \( \mathbb{R} \times \mathbb{Z}(2). \) It is not difficult to prove that the following assertion holds.

**The Skitovich–Darmois theorem for the group \( \mathbb{R} \times \mathbb{Z}(2) \)** Let \( X = \mathbb{R} \times \mathbb{Z}(2), \) and let \( a_j, b_j, \) \( j = 1, 2, \ldots, n, n \geq 2, \) be topological automorphisms of the group \( X. \) Let \( \xi_j \) be independent random variables with values in \( X \) and distributions \( \mu_j. \) Assume that the linear forms \( L_1 = a_1 \xi_1 + \cdots + a_n \xi_n \) and \( L_2 = b_1 \xi_1 + \cdots + b_n \xi_n \) are independent. Then all distributions \( \mu_j \) are Gaussian.

We see that on the one hand, the class of Gaussian distributions on the real line is characterized both by the independence of two linear forms of independent random variables and by the symmetry of the conditional distribution of one linear form given the other. On the other hand, on the group \( X = \mathbb{R} \times \mathbb{Z}(2) \) the independence of two linear forms of independent random variables characterizes only Gaussian distributions, whereas the symmetry of the conditional distribution of one linear form given the other characterizes much wider class of distributions (see Theorem 2.1).

## 3 Heyde’s characterization theorem for the group \( \mathbb{R} \times \mathbb{T} \)

Let \( X = \mathbb{R} \times \mathbb{T}. \) Denote by \( x = (t, z), t \in \mathbb{R}, z \in \mathbb{T}, \) elements of the group \( X. \) The group \( Y \) is topologically isomorphic to the group \( \mathbb{R} \times \mathbb{Z}. \) Denote by \( y = (s, n), s \in \mathbb{R}, n \in \mathbb{Z}, \) elements of the group \( Y. \) It is easy to verify that each automorphism \( \alpha \in \text{Aut}(X) \) is defined by a matrix \( \begin{pmatrix} a & b \\ 0 & \pm 1 \end{pmatrix}, \) where \( a, b \in \mathbb{R}, a \neq 0, \) and \( \alpha \) is given by the formula

\[
\alpha(t, z) = (at, e^{ibt}z^\pm1), \quad t \in \mathbb{R}, \quad z \in \mathbb{T}.
\]

Then the adjoint automorphism \( \tilde{\alpha} \in \text{Aut}(Y) \) is of the form

\[
\tilde{\alpha}(s, n) = (as + bn, \pm n), \quad s \in \mathbb{R}, \quad n \in \mathbb{Z}.
\]

We will identify the automorphisms \( \alpha \) and \( \tilde{\alpha} \) with with the corresponding matrix \( \begin{pmatrix} a & b \\ 0 & \pm 1 \end{pmatrix}. \)
Denote by $G$ the subgroup of $X$ generated by the element of order 2. Let $\alpha \in \text{Aut}(X)$. Assume that $\alpha$ is of the form $\alpha = \begin{pmatrix} a & b \\ 0 & 1 \end{pmatrix}$, where $a \neq 1$. Define the continuous monomorphism $\tau: \mathbb{R} \times \mathbb{Z}(2) \to X$ by the formula

$$\tau(t,k) = \left(t, (-1)^k e^{\frac{\omega t}{a}} \right), \quad t \in \mathbb{R}, \ k \in \mathbb{Z}(2).$$

Put $F = \tau(\mathbb{R})$. Then $F$ is a close subgroup of $X$ and $F$ is topologically isomorphic to $\mathbb{R}$. Note that $\tau(\mathbb{Z}(2)) = G$. We retain the notation $G$, $\tau$ and $F$ throughout this section.

In this section we study an analogue of Heyde’s theorem for two independent random variables with values in the group $X$. Without loss of generality, we can assume that the linear forms $L_1$ and $L_2$ are $L_1 = \xi_1 + \xi_2$, $L_2 = \xi_1 + \alpha \xi_2$, where $\alpha \in \text{Aut}(X)$. The following statement can be viewed as an analogue of Heyde’s theorem for two independent random variables with values in the group $X$ in the case when $\alpha = \begin{pmatrix} a & b \\ 0 & 1 \end{pmatrix}$.

It turns out that in this case the description of possible distributions that are characterized by the symmetry of the conditional distribution of the linear form $L_2 = \xi_1 + \alpha \xi_2$ given $L_1 = \xi_1 + \xi_2$ depends only on $a$.

**Theorem 3.1** Let $X = \mathbb{R} \times \mathbb{T}$, and let $\alpha = \begin{pmatrix} a & b \\ 0 & 1 \end{pmatrix} \in \text{Aut}(X)$. Let $\xi_1$ and $\xi_2$ be independent random variables with values in the group $X$ and distributions $\mu_1$ and $\mu_2$. If the conditional distribution of the linear form $L_2 = \xi_1 + \alpha \xi_2$ given $L_1 = \xi_1 + \xi_2$ is symmetric, then the following statements hold.

1. If $a < 0$ and $a \neq -1$, then there is the following alternative.
   1a. The distributions $\mu_j$ are represented in the form $\mu_j = \tau(M_j) \ast E_{x_j}$, where $x_j \in X$, and $M_j$ are distributions on the group $\mathbb{R} \times \mathbb{Z}(2)$ belonging to the class $\Lambda$, and at least one of the distributions $\mu_j$ is represented in the form $\mu_j = \gamma_j \ast m_G \ast E_{x_j}$, where $\gamma_j \in \Gamma(F)$.
   1b. The distributions $\mu_j$ are represented in the form $\mu_j = \tau(M_j) \ast E_{x_j}$, where $x_j \in X$, and $M_j$ are distributions on the group $\mathbb{R} \times \mathbb{Z}(2)$ belonging to the class $\Theta$, and the characteristic functions $\hat{\mu}_j(y)$ do not vanish.

2. If $a = -1$, then the distributions $\mu_j$ are of the form $\mu_j = \lambda_j \ast E_{x_j}$, where $x_j \in X$, and $\lambda_j \in M^1(F \times G)$. Furthermore either $\lambda_2 = \lambda_1 \ast \omega_1$ or $\lambda_1 = \lambda_2 \ast \omega_2$, where $\omega_j \in M^1(G)$.

3. If $a > 0$, then some shifts of the distributions $\mu_j$ are supported in $G$.

The proof of Theorem 3.1 is based on the following statement.

**Lemma 3.1** Let $X = \mathbb{R} \times \mathbb{T}$, and let $\alpha = \begin{pmatrix} a & b \\ 0 & 1 \end{pmatrix} \in \text{Aut}(X)$. Let $\xi_1$ and $\xi_2$ be independent random variables with values in the group $X$ and distributions $\mu_1$ and $\mu_2$. Assume that the conditional distribution of the linear form $L_2 = \xi_1 + \alpha \xi_2$ given $L_1 = \xi_1 + \xi_2$ is symmetric. Then there exist elements $x_j \in X$ such that if $a \neq 1$, then the distributions $\lambda_j = \mu_j \ast E_{x_j}$ are supported in the subgroup $F \times G$, and if $a = 1$, then $\lambda_j$ are supported in the subgroup $G$. Moreover, if $\eta_j$ are independent random variables with values in the group $X$ and distributions $\lambda_j$, then the conditional distribution of the linear form $N_2 = \eta_1 + \alpha \eta_2$ given $N_1 = \eta_1 + \eta_2$ is symmetric.

**Proof** Put $L = \text{Ker}(I - \bar{\alpha})$. It is obvious that $L = \{(s,n) : (1-a)s - bn = 0\}$. Put $K = A(X,L(2))$. By Lemma 2.2 the characteristic functions $\hat{\mu}_j(y)$ satisfy Eq. (5) which takes the form

$$\hat{\mu}_1(u + v) \hat{\mu}_2(u + \bar{\alpha}v) = \hat{\mu}_1(u - v) \hat{\mu}_2(u - \bar{\alpha}v), \quad u, v \in Y.$$

Consider the restriction of Eq. (41) to the subgroup $L$. Since $\bar{\alpha}y = y$ for all $y \in L$, we have

$$\hat{\mu}_1(u + v) \hat{\mu}_2(u + v) = \hat{\mu}_1(u - v) \hat{\mu}_2(u - v), \quad u, v \in L.$$
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that automorphism. Hence, for all \( \lambda \in \mathbb{R} \) we get that the characteristic functions \( X \rightarrow R \) of \( \eta = \{ \eta_j \} \) variables with values in the group \( K_t = \{ e^{it} \} \) implies that we can put \( x \in \{ j, 2 \} \). Put \( \hat{x} = (1, e^{ibt} \} \in K \). Verify that \( x_1 = p_1 - \hat{x} \) and \( x_2 = -p_1 + \hat{x} \) are the required elements.

Consider the distributions \( \lambda_j = \mu_j \ast E_{-x_j} \). It follows from \( p_1 + p_2, \hat{x} \in K \) that \( \hat{\lambda}_1(y) = \hat{\lambda}_2(y) = 1 \) for all \( y \in L(2) \). By Lemma 2.3 this implies that \( \sigma(\lambda_j) \subset A(X, L(2)) = K, j = 1, 2 \). It is obvious that \( x_j \in T \). Note that the restriction of the automorphism \( \alpha \) to the subgroup \( T \) is the identity automorphism. Hence, \( x_1 + \alpha x_2 = 0 \). This implies that the functions \( (-x_1, y) \) and \( (-x_2, y) \) satisfy Eq. (41). Since the characteristic functions \( \hat{\mu}_j(y) \) satisfy Eq. (41), we obtain that the characteristic functions \( \hat{\lambda}_j(y) \) also satisfy Eq. (41). Let \( \eta_j \) be independent random variables with values in the group \( X \) and distributions \( \lambda_j \). Then by Lemma 2.2 the conditional distribution of the linear form \( N_2 = \eta_1 + \alpha \eta_2 \) given \( N_1 = \eta_1 + \eta_2 \) is symmetric.

2. Let \( a = 1, b = 0 \), i.e. \( \alpha = I \). Hence, \( L = Y \), and then \( K = A(X, L(2)) = G \). It is easy to see that we can put \( x_j = p_j, j = 1, 2 \).

3. Let \( a = 1, b \neq 0 \). Then \( L = \{ (s,0) \} : s \in \mathbb{R} \} = \mathbb{R} \), and hence, \( K = A(X, \mathbb{R}) = \mathbb{T} \). This implies that \( t_1 + t_2 = 0 \). Put \( \hat{x} = (0, z_1 z_2 e^{-ibt_1}) \) and \( x_1 = p_1 - \hat{x}, x_2 = p_2 \). Consider the distributions \( \lambda_j = \mu_j \ast E_{-x_j} \). Since \( \hat{x} \in T \), we obtain from (41) that \( \hat{\lambda}_1(s,0) = 1 \) for all \( s \in \mathbb{R} \). By Lemma 2.3 it follows from this that \( \sigma(\lambda_j) \subset A(X, \mathbb{R}) = \mathbb{T}, j = 1, 2 \). It is obvious that \( x_1 + \alpha x_2 = 0 \). Taking this into account, and taking into account the fact that the characteristic functions \( \hat{\mu}_j(y) \) satisfy Eq. (41), we get that the characteristic functions \( \hat{\lambda}_j(y) \) also satisfy Eq. (41). Let \( \eta_j \) be independent random variables with values in the group \( X \) and distributions \( \lambda_j \). By Lemma 2.2 the conditional distribution of the linear form \( N_2 = \eta_1 + \alpha \eta_2 \) given \( N_1 = \eta_1 + \eta_2 \) is symmetric. Taking into account that the restriction of the automorphism \( \alpha \) to the subgroup \( T \) is the identity automorphism, we reduce the proof to the case when \( X = \mathbb{T} \) and \( \alpha = I \). To complete the proof we argue in the same way as in case 2.

**Proof of Theorem 3.1.** Assume that \( a \neq 1 \). We apply Lemma 3.1 and get independent random variables \( \eta_j \) with values in the group \( X \) and distributions \( \lambda_j \). Put \( K = F \times G \). Since \( \sigma(\lambda_j) \subset K \), we may consider \( \eta_j \) as independent random variables with values in the group \( K \). It is easy to see that the restriction of the automorphism \( \alpha \) to the subgroup \( K \) is a topological automorphism of the subgroup \( K \), and \( \alpha \) operates on the elements of \( K \) as follows

\[
\alpha \left( t, \pm e^{\frac{ibt}{a-1}} \right) = \left( at, \pm e^{\frac{ibt}{a-1}} \right), \quad t \in \mathbb{R}.
\]
We also note that since \( \tau \) is a topological isomorphism of the groups \( \mathbb{R} \times \mathbb{Z}(2) \) and \( K \). Moreover, \( \tau \) generates in a natural way an isomorphism of the convolution semigroups of probability distributions \( M^1(\mathbb{R} \times \mathbb{Z}(2)) \) and \( M^1(K) \). We keep the notation \( \tau \) for this isomorphism of the convolution semigroups \( M^1(\mathbb{R} \times \mathbb{Z}(2)) \) and \( M^1(K) \).

Let us prove statement 1. Put \( \zeta_j = \tau^{-1}\eta_j \). Then \( \zeta_j \) are independent random variables with values in the group \( \mathbb{R} \times \mathbb{Z}(2) \). Denote by \( M_j \) the distribution of the random variable \( \zeta_j \). Then \( \lambda_j = \tau(M_j) \), \( j = 1, 2 \). It follows from (45) that \( \tau^{-1}\alpha = a\tau^{-1} \), and hence \( \tau^{-1}\alpha\eta_j = a\zeta_j \). The symmetry of the conditional distribution of the linear form \( N_2 = \eta_1 + a\eta_2 \) given \( N_1 = \eta_1 + \eta_2 \) implies the symmetry of the conditional distribution of the linear form \( P_2 = \zeta_1 + a\zeta_2 \) given \( P_1 = \zeta_1 + \zeta_2 \). Since \( \tau(\Gamma(\mathbb{R})) = \Gamma(\mathbb{F}) \) and \( \tau(m_{\mathbb{Z}(2)}) = m_G \), statement 1 follows from Theorem 3.1.

Let us prove statement 2. Since \( a = -1 \), it follows from (45) that the restriction of the automorphism \( \alpha \) to the subgroup \( K \) coincides with \( -I \). It means that if we consider \( \eta_j \) as independent random variables with values in the group \( K \), then the conditional distribution of the linear form \( N_2 = \eta_1 - \eta_2 \) given \( N_1 = \eta_1 + \eta_2 \) is symmetric. Applying Proposition 2.1 to the group \( K \), to the independent random variables \( \eta_1 \) and \( \eta_2 \), and to the linear forms \( N_1 \) and \( N_2 \), we prove statement 2.

Let us prove statement 3. It follows from Lemma 3.1 that it suffices to consider the case when \( a \neq 1 \). We retain the notation used in the proof of statement 1. Applying Corollary 2.1 to the random variables \( \zeta_j \) and linear forms \( P_1 \) and \( P_2 \), we obtain that some shifts of the distributions \( M_j \) are supported in the subgroup \( \mathbb{Z}(2) \). Since the convolution semigroups \( M^1(\mathbb{R} \times \mathbb{Z}(2)) \) and \( M^1(K) \) are isomorphic and \( \tau(\mathbb{Z}(2)) = G \), some shifts of the distributions \( \lambda_j \) are supported in the subgroup \( G \). Hence, some shifts of the distributions \( \mu_j \) are also supported in \( G \).

**Remark 3.1** Let \( X = \mathbb{R} \times T \). Suppose that \( \alpha = \begin{pmatrix} a & b \\ 0 & 1 \end{pmatrix} \in \text{Aut}(X) \), where \( a \) is such as in each of statements 1–3 of Theorem 3.1. Then we can construct distributions \( \mu_1 \) and \( \mu_2 \) such as in the corresponding statement of Theorem 3.1 with the following property: if \( \xi_1 \) and \( \xi_2 \) are independent random variables with values in the group \( X \) and distributions \( \mu_1 \) and \( \mu_2 \), then the conditional distribution of the linear form \( L_2 = \xi_1 + \alpha\xi_2 \) given \( L_1 = \xi_1 + \xi_2 \) is symmetric. Thus, we can not narrow the class of distributions in Theorem 3.1 which is characterized by the symmetry of the conditional distribution of one linear form of independent random variables given the other.

**Remark 3.2** Let \( X = \mathbb{R} \times T \), and let the continuous homomorphism \( \tau: \mathbb{R} \times \mathbb{Z}(2) \rightarrow X \) be defined by formula (40). Then the adjoint homomorphism \( \tilde{\tau}: \mathbb{R} \times \mathbb{Z} \rightarrow \mathbb{R} \times \mathbb{Z}(2) \) is of the form \( \tilde{\tau}(s, n) = \left(s + \frac{bn}{a-1}, n \mod 2 \right) \). Assume that in statement 1b of Theorem 3.1 the distributions \( \mu_j \) are represented in the form \( \mu_j = \tau(M_j) \), where \( M_j \in \Theta \), and the characteristic functions \( \tilde{M}_j(s, l) \) are of the form

\[
\tilde{M}_j(s, l) = \begin{cases} e^{-\sigma_j s^2 + i\beta_j s}, & s \in \mathbb{R}, \ l = 0, \\
\kappa_j e^{-\sigma_j s^2 + i\beta_j s}, & s \in \mathbb{R}, \ l = 1,
\end{cases}
\]

then the characteristic functions \( \tilde{\mu}_j(s, n) \) can be written as follows

\[
\tilde{\mu}_j(s, n) = \begin{cases} \exp \left\{ -\sigma_j \left(s + \frac{bn}{a-1} \right)^2 + i\beta_j \left(s + \frac{bn}{a-1} \right) \right\}, & s \in \mathbb{R}, \ n \in \mathbb{Z}(2), \\
\kappa_j \exp \left\{ -\sigma_j \left(s + \frac{bn}{a-1} \right)^2 + i\beta_j \left(s + \frac{bn}{a-1} \right) \right\}, & s \in \mathbb{R}, \ n \in \mathbb{Z} \setminus \mathbb{Z}(2).
\end{cases}
\]

Let \( X = \mathbb{R} \times T \), and let \( \alpha = \begin{pmatrix} a & b \\ 0 & 1 \end{pmatrix} \in \text{Aut}(X) \). Theorem 3.1 gives us a complete description of possible distributions of independent random variables \( \xi_1 \) and \( \xi_2 \) with values in the group \( X \) on the
assumption that the conditional distribution of the linear form \( L_2 = \xi_1 + \alpha \xi_2 \) given \( L_1 = \xi_1 + \xi_2 \) is symmetric.

Now we will discuss what happens when \( \alpha = \begin{pmatrix} a & b \\ 0 & -1 \end{pmatrix} \in \text{Aut}(X) \).

Let either \( a > 0 \) or \( a = -1 \) and \( b = 0 \). Assume that \( \xi_1 \) and \( \xi_2 \) are independent random variables with values in the group \( X \) and distributions \( \mu_1 \) and \( \mu_2 \). Suppose that the conditional distribution of the linear form \( L_2 = \xi_1 + \alpha \xi_2 \) given \( L_1 = \xi_1 + \xi_2 \) is symmetric. What can we say about the distributions \( \mu_j \)? By Lemma 2.2, the characteristic functions \( \hat{\mu}_j(y) \) satisfy Eq. (41), which takes the form

\[
\hat{\mu}_1(s_1 + s_2, n_1 + n_2)\hat{\mu}_2(s_1 + as_2 + bn_2, n_1 - n_2) = \hat{\mu}_1(s_1 - s_2, n_1 - n_2)\hat{\mu}_2(s_1 - as_2 - bn_2, n_1 + n_2), \quad s_1, s_2 \in \mathbb{R}, \quad n_1, n_2 \in \mathbb{Z}. \tag{46}
\]

1. Let \( a > 0 \). Substitute \( n_1 = n_2 = 0 \) in (43). It follows from Lemma 2.2 and Heyde’s theorem that

\[
\hat{\mu}_j(s,0) = \exp\{-\sigma_j s^2 + i\beta_j s\}, \quad s \in \mathbb{R}, \quad j = 1, 2,
\]

where \( \sigma_j \geq 0, \beta_j \in \mathbb{R} \). Furthermore, \( \sigma_1 + a\sigma_2 = 0 \) and \( \beta_1 + a\beta_2 = 0 \). Since \( a > 0 \), we have \( \sigma_1 = \sigma_2 = 0 \). Thus,

\[
\hat{\mu}_j(s,0) = \exp\{i\beta_j s\}, \quad s \in \mathbb{R}, \quad j = 1, 2.
\]

Put \( \lambda_j = \mu_j * E(\beta_j,1) \). Since the characteristic functions \( \hat{\mu}_j(s,n) \) satisfy Eq. (43) and \( \beta_1 + a\beta_2 = 0 \), the characteristic functions \( \hat{\lambda}_j(s,n) \) also satisfy Eq. (43). Let \( \eta_j \) be independent random variables with values in the group \( X \) and distributions \( \lambda_j \). By Lemma 2.2, the conditional distribution of the linear form \( N_2 = \eta_1 + \alpha \eta_2 \) given \( N_1 = \eta_1 + \eta_2 \) is symmetric. It is obvious that \( \hat{\lambda}_1(s,0) = \hat{\lambda}_2(s,0) = 1 \) for all \( s \in \mathbb{R} \). By Lemma 2.3, it follows from this that \( \sigma(\lambda_j) \subset \mathcal{A}(X,\mathbb{R}) = \mathbb{T} \), \( j = 1, 2 \). Note that the restriction of the automorphism \( \alpha \) to the subgroup \( \mathbb{T} \) coincides with \(-I\). Hence, if we consider \( \eta_j \) as independent random variables with values in the circle group \( \mathbb{T} \) and distributions \( \lambda_j \), then the conditional distribution of the linear form \( N_2 = \eta_1 - \eta_2 \) given \( N_1 = \eta_1 + \eta_2 \) is symmetric. Applying Proposition 2.1 to the circle group \( \mathbb{T} \), to the independent random variables \( \eta_1 \) and \( \eta_2 \), and to the linear forms \( N_1 \) and \( N_2 \), we obtain that either \( \lambda_2 = \lambda_1 * \omega_1 \) or \( \lambda_1 = \lambda_2 * \omega_2 \), where \( \omega_j \in M^1(G) \).

2. Let \( a = -1 \) and \( b = 0 \). Then \( \alpha = -I \), and the description of the distributions \( \mu_j \) follows from Proposition 2.1.

We see that in cases 1 and 2 the description of possible distributions of independent random variables \( \xi_j \) which are characterized by the symmetry of the conditional distribution of the linear form \( L_2 = \xi_1 + \alpha \xi_2 \) given \( L_1 = \xi_1 + \xi_2 \) is reduced to the case when \( L_2 = \xi_1 - \xi_2 \), i.e. to Proposition 2.1.

Now suppose that either \( a = -1 \) and \( b \neq 0 \) or \( a < 0 \) and \( a \neq -1 \). In each of these cases we construct distributions \( \mu_1 \) and \( \mu_2 \) with the following property: if \( \xi_1 \) and \( \xi_2 \) are independent random variables with values in the group \( X \) and distributions \( \mu_1 \) and \( \mu_2 \), then the conditional distribution of the linear form \( L_2 = \xi_1 + \alpha \xi_2 \) given \( L_1 = \xi_1 + \xi_2 \) is symmetric.

3. Let \( a = -1 \) and \( b \neq 0 \). In this case we construct two different types of distributions \( \mu_j \).

3a. Consider the subgroup \( H = \text{Ker}(I + \alpha) \). Then \( H = \{ (\frac{n}{b}, z) : n \in \mathbb{Z}, z \in \mathbb{T} \} \) and \( H \) is topologically isomorphic to the group \( \mathbb{Z} \times \mathbb{T} \). Let either \( \mu_2 = \mu_1 * \omega_1 \), where \( \mu_1 \in M^1(H), \omega_1 \in M^1(G) \) or \( \mu_1 = \mu_2 * \omega_2 \), where \( \mu_2 \in M^1(H), \omega_2 \in M^1(G) \). By Proposition 2.1 if \( \xi_1 \) and \( \xi_2 \) are independent random variables with values in the group \( H \) and distributions \( \mu_1 \) and \( \mu_2 \), then the conditional distribution of the linear form \( L_2 = \xi_1 - \xi_2 \) given \( L_1 = \xi_1 + \xi_2 \) is symmetric. Note that the restriction of the automorphism \( \alpha \) to the subgroup \( H \) coincides with \(-I\). Hence, if we consider \( \xi_1 \) and \( \xi_2 \) as independent random variables with values in the group \( X \), then the conditional distribution of the linear form \( L_2 = \xi_1 + \alpha \xi_2 \) given \( L_1 = \xi_1 + \xi_2 \) is also symmetric.
3b. Let \( \{c_n\}_{n \in \mathbb{Z}} \) be a sequence of complex numbers satisfying the conditions
\[
c_0 = 1, \ c_{-n} = c_n, \ n \in \mathbb{Z}, \quad \sum_{n \in \mathbb{Z}, \ n \neq 0} |c_n| < 1.
\]

It follows from this that
\[
\rho(z) = \sum_{n \in \mathbb{Z}} c_n z^n > 0, \ z \in \mathbb{T}, \quad \int_{\mathbb{T}} \rho(z) dm_\mathbb{T}(z) = 1.
\]

Assume that \( c_{2n} = 0 \) for all \( n \in \mathbb{Z}, \ n \neq 0 \). Denote by \( \lambda \) the distribution on the circle group \( \mathbb{T} \) with the density \( \rho(z) \) with respect to \( m_\mathbb{T} \). Then \( \lambda(2n) = 0 \) for all \( n \in \mathbb{Z}, \ n \neq 0 \). Let \( \mu \) be an arbitrary distribution on the group \( \mathbb{R} \). Consider the groups \( \mathbb{R} \) and \( \mathbb{T} \) as subgroups of \( X \) and put \( \mu_1 = \mu * m_\mathbb{T}, \ \mu_2 = \mu * \lambda \). We have then
\[
\hat{\mu}_1(s, 0) = \hat{\mu}_2(s, 0) = \hat{\mu}(s), \ s \in \mathbb{R}, \quad (47)
\]
\[
\hat{\mu}_1(s, n) = \hat{\mu}_2(s, 2n) = 0, \ s \in \mathbb{R}, \ n \in \mathbb{Z}, \ n \neq 0. \quad (48)
\]

It is not difficult to check that the characteristic functions \( \hat{\mu}_j(s, n) \) satisfy the equation
\[
\hat{\mu}_1(s_1 + s_2, n_1 + n_2)\hat{\mu}_2(s_1 - s_2 + bn_2, n_1 - n_2) = \hat{\mu}_1(s_1 - s_2, n_1 - n_2)\hat{\mu}_2(s_1 + s_2 - bn_2, n_1 + n_2), \ s_1, s_2 \in \mathbb{R}, \ n_1, n_2 \in \mathbb{Z}. \quad (49)
\]

Indeed, if \( n_1 = n_2 = 0 \), then taking into account \( (47), (3) \) turns into the equality
\[
\hat{\mu}(s_1 + s_2)\hat{\mu}(s_1 - s_2) = \hat{\mu}(s_1 - s_2)\hat{\mu}(s_1 + s_2), \ s_1, s_2 \in \mathbb{R}.
\]

If either \( n_1 \neq 0 \) or \( n_2 \neq 0 \), then \( (48) \) implies that both parts of Eq. (3) are equal to zero. Let \( \xi_1 \) and \( \xi_2 \) be independent random variables with values in the group \( X \) and distributions \( \mu_1 \) and \( \mu_2 \). By Lemma 2.2, it follows from (3) that the conditional distribution of the linear form \( L_2 = \xi_1 + \alpha \xi_2 \) given \( L_1 = \xi_1 + \xi_2 \) is symmetric.

4. Let \( a < 0 \) and \( a \neq -1 \). In this case we construct four different types of distributions \( \mu_j \).

4a. Consider the subgroup \( H = \text{Ker}(I + \alpha) \). Then \( H = \{(0, z) : z \in \mathbb{T}\} = \mathbb{T} \). In this case we argue as in case 3a.

4b. Let \( \gamma_j \) be Gaussian distributions on the group \( \mathbb{R} \) with the characteristic functions \( \hat{\gamma}_j(s) = \exp\{-\sigma_j s^2\}, \ j = 1, 2 \). Assume that
\[
\sigma_1 + a \sigma_2 = 0. \quad (50)
\]

Consider the groups \( \mathbb{R} \) and \( \mathbb{T} \) as subgroups of \( X \) and put \( \mu_1 = \gamma_1 * m_\mathbb{T}, \ \mu_2 = \gamma_2 * \lambda \), where \( \lambda \) is the distribution on the circle group \( \mathbb{T} \) constructed in case 3b. Then the characteristic functions \( \hat{\mu}_j(s, n) \) satisfy Eq. (3). Indeed, taking into account that \( \hat{\mu}_1(s, 0) = \hat{\gamma}_j(s), \ j = 1, 2, (50) \) implies that (3) holds for \( n_1 = n_2 = 0 \). If either \( n_1 \neq 0 \) or \( n_2 \neq 0 \), then \( (48) \) implies that both parts of Eq. (3) are equal to zero.

4c. Let \( d \geq \frac{b^2}{(a+1)^2} \) and \( \sigma > 0 \). Consider the matrices
\[
A = \sigma \begin{pmatrix} -a & -ab/a+1 \\ -ab/a+1 & d - ab/a+1 \end{pmatrix}, \quad B = \sigma \begin{pmatrix} 1 & b/a+1 \\ b/a+1 & d \end{pmatrix}.
\]

It is easy to check that the matrices \( A \) and \( B \) are positive semidefinite and the equality
\[
A + B \hat{\alpha} = 0
\]
\[
(51)
\]
holds. Denote by $\langle ., . \rangle$ the scalar product in $\mathbb{R}^2$. Consider Gaussian distributions $\mu_1$ and $\mu_2$ on the group $X$ with the characteristic functions

\[
\hat{\mu}_1(s,n) = \exp\{-\langle A(s,n),(s,n) \rangle\}, \quad \hat{\mu}_2(s,n) = \exp\{-\langle B(s,n),(s,n) \rangle\}, \quad s \in \mathbb{R}, \ n \in \mathbb{Z}.
\]

It follows from (51) that the characteristic functions $\hat{\mu}_j(s,n)$ satisfy Eq. (3).

4d. Define the continuous monomorphism $\theta: \mathbb{R} \times \mathbb{Z}(2) \rightarrow X$ by the formula

\[
\theta(t,k) = (t, (-1)^k e^{\frac{4 \pi i}{n+1}}), \quad t \in \mathbb{R}, \ k \in \mathbb{Z}(2).
\]

Put $S = \theta(\mathbb{R} \times \mathbb{Z}(2))$. Then $S$ is a close subgroup of $X$, and $S$ is topologically isomorphic to $\mathbb{R} \times \mathbb{Z}(2)$. It is easy to see that the restriction of the automorphism $\alpha$ to the subgroup $S$ is a topological automorphism of the group $S$. Let $\lambda_j \in \Theta$, $j = 1, 2$. Assume that the characteristic functions $\hat{\lambda}_j(s,l)$ are of the form

\[
\hat{\lambda}_j(s,l) = \begin{cases} 
\exp\{-\sigma_j s^2\}, & s \in \mathbb{R}, \ l = 0, \\
\kappa_j \exp\{-\sigma'_j s^2\}, & s \in \mathbb{R}, \ l = 1.
\end{cases}
\]

Assume that the equalities $\sigma_1 + a \sigma_2 = 0$ and $\sigma'_1 + a \sigma'_2 = 0$ hold. Put $\mu_j = \theta(\lambda_j)$. It is not difficult to verify that the characteristic functions $\hat{\mu}_j(s,n)$ satisfy Eq. (3).

Let $\xi_1$ and $\xi_2$ be independent random variables with values in the group $X$ and distributions $\mu_1$ and $\mu_2$, where $\mu_j$ constructed in cases 4b–4d. Since the characteristic functions $\hat{\mu}_j(s,n)$ satisfy Eq. (3), by Lemma 2.2 the conditional distribution of the linear form $L_2 = \xi_1 + \alpha \xi_2$ given $L_1 = \xi_1 + \xi_2$ is symmetric.

Obviously, cases 1–4 exhaust all possibilities for $a$ and $b$, when $\alpha = \begin{pmatrix} a & b \\ 0 & -1 \end{pmatrix} \in \text{Aut}(X)$. The examples of distributions $\mu_j$ constructed in case 3 and case 4 show that when either $a = -1$ and $b \neq 0$ or $a < 0$ and $a \neq -1$ we can hardly expect to get a reasonable description of distributions which are characterized by the symmetry of the conditional distribution of the linear form $L_2 = \xi_1 + \alpha \xi_2$ given $L_1 = \xi_1 + \xi_2$.

From what has been said above, when we considered cases 1–4, and Theorem 3.1 we get the following assertion.

**Proposition 3.1** Let $X = \mathbb{R} \times \mathbb{T}$. There is no topological automorphism $\alpha$ of the group $X$ such that the following statements hold.

1. If $\xi_1$ and $\xi_2$ are independent random variables with values in the group $X$ and distributions $\mu_1$ and $\mu_2$ with nonvanishing characteristic functions, then the symmetry of the conditional distribution of the linear form $L_2 = \xi_1 + \alpha \xi_2$ given $L_1 = \xi_1 + \xi_2$ implies that $\mu_j = \gamma_j * \rho_j$, where $\gamma_j$ are Gaussian distributions on $X$, and $\rho_j \in M^1(G)$.

2. There are independent random variables $\xi_1$ and $\xi_2$ with values in the group $X$ and distributions $\mu_j = \gamma_j * \rho_j$, where $\gamma_j$ are nondegenerate Gaussian distributions on $X$ and $\rho_j \in M^1(G)$, such that the conditional distribution of the linear form $L_2 = \xi_1 + \alpha \xi_2$ given $L_1 = \xi_1 + \xi_2$ is symmetric.

It is interesting to note that if $X = \mathbb{T}^2$ and $G$ is the subgroup of $X$ generated by all elements of $X$ of order 2, then there is a topological automorphism $\alpha$ of the group $X$ such that statements 1 and 2 of Proposition 3.1 are fulfilled (see [1]).

**4** Heyde’s characterization theorem for the group $\Sigma_\mathcal{a} \times \mathbb{T}$

Recall the definition of an $\mathcal{a}$-adic solenoid $\Sigma_\mathcal{a}$. Let $\Delta_\mathcal{a}$ be the group of $\mathcal{a}$-adic integers, where $\mathcal{a} = (a_0, a_1, \ldots)$ is a sequence of integers all greater than 1. Consider the group $\mathbb{R} \times \Delta_\mathcal{a}$, and denote by $B$ the subgroup of $\mathbb{R} \times \Delta_\mathcal{a}$ of the form $B = \{(n, nu) : n \in \mathbb{Z}\}$, where $u = (1, 0, \ldots, 0, \ldots)$. The
factor-group $\Sigma_a = (\mathbb{R} \times \Delta_a)/B$ is called an $a$-adic solenoid. The group $\Sigma_a$ is compact, connected and has dimension 1 (\cite[(10.12), (10.13), (24.28)]{14}). The character group of the group $\Sigma_a$ is topologically isomorphic to the discrete group of the form

$$H_a = \left\{ \frac{m}{a_0 a_1 \ldots a_n} : n = 0,1,\ldots; m \in \mathbb{Z} \right\}.$$  

We identify $H_a$ with the character group of the group $\Sigma_a$. It is convenient for us to consider $H_a$ as a subset of $\mathbb{R}$.

Let $X$ be a locally compact Abelian group, and $n$ be an integer, $n \neq 0$. Denote by $f_n : X \to X$ an endomorphism of the group $X$, defined by the formula $f_n x = nx$, $x \in X$. Each topological automorphism $a$ of the group $\Sigma_a$ can be written in the form $a = f_pf_q^{-1}$ for some mutually prime $p$ and $q$, where $f_p, f_q \in \text{Aut}(\Sigma_a)$. We identify $a$ with the real number $\frac{p}{q}$. Since $\tilde{a} = a$, we also identify $\tilde{a}$ with the real number $\frac{p}{q}$.

Consider the group $X = \Sigma_a \times \mathbb{T}$. The group $Y$ is topologically isomorphic to the group $H_a \times \mathbb{Z}$. In order not to complicate the notation we assume that $Y = H_a \times \mathbb{Z}$. Denote by $x = (g, z)$, $y = (r, n)$, $\alpha \in \text{Aut}(\Sigma_a), \beta \in H_a, n \in \mathbb{Z}$, elements of the group $Y$. We assume that the group $Y$ is embedded in a natural way into the group $\mathbb{R} \times \mathbb{Z}$. It is easy to verify that each automorphism $\alpha \in \text{Aut}(X)$ is defined by a matrix

$$\begin{pmatrix} a & b \\ 0 & \pm 1 \end{pmatrix},$$

where $a \in \text{Aut}(\Sigma_a), b \in H_a$, and $\alpha$ is given by the formula

$$\alpha(g, z) = (ag, (g, b)z^{\pm 1}), \quad g \in \Sigma_a, \quad z \in \mathbb{T}.$$  

Then the adjoint automorphism $\tilde{\alpha} \in \text{Aut}(Y)$ is of the form

$$\tilde{\alpha}(r, n) = (ar + bn, \pm n), \quad r \in H_a, \quad \alpha \in \mathbb{Z}.$$  

We identify the automorphisms $\alpha$ and $\tilde{\alpha}$ with the corresponding matrix $\begin{pmatrix} a & b \\ 0 & \pm 1 \end{pmatrix}$.

It follows from \cite{2} and \cite{3} that the characteristic function of a Gaussian distribution $\gamma$ on an $a$-adic solenoid $\Sigma_a$ is of the form

$$\hat{\gamma}(r) = (g, r) \exp\{-\sigma r^2\}, \quad r \in H_a,$$

where $g \in \Sigma_a, \sigma \geq 0$.

In this section, based on Theorem 3.1, we will prove a statement which can be viewed as an analogue of Heyde’s theorem for the group $X = \Sigma_a \times \mathbb{T}$ for two independent random variables $\xi_1$ and $\xi_2$ with values in $X$ and linear forms $L_1 = \xi_1 + \xi_2, L_2 = \xi_1 + \alpha \xi_2$, where $\alpha \in \text{Aut}(X)$, and $\alpha$ is of the form $\alpha = \begin{pmatrix} a & b \\ 0 & 1 \end{pmatrix}$.

**Theorem 4.1** Let $X = \Sigma_a \times \mathbb{T}$, where the $a$-adic solenoid $\Sigma_a$ contains no elements of order 2. Let $G$ be the subgroup of $X$ generated by the element of order 2. Let $\alpha \in \text{Aut}(X)$, and let $\alpha = \begin{pmatrix} a & b \\ 0 & 1 \end{pmatrix}$, where $\text{Ker}(I + a) = \{0\}$. Let $\xi_1$ and $\xi_2$ be independent random variables with values in the group $X$ and distributions $\mu_1$ and $\mu_2$ with nonvanishing characteristic functions. Assume that the conditional distribution of the linear form $L_2 = \xi_1 + \alpha \xi_2$ given $L_1 = \xi_1 + \xi_2$ is symmetric. If $a < 0$, then there is a continuous monomorphism $\phi : \mathbb{R} \times \mathbb{Z}(2) \to X$ such that the distributions $\mu_j$ are represented in the form $\mu_j = \phi(M_j) * E_{x_j}$, where $x_j \in X$, and $M_j$ are distributions on the group $\mathbb{R} \times \mathbb{Z}(2)$ belonging to the class $\Theta$. If $a > 0$, then some shifts of the distributions $\mu_j$ are supported in $G$.

To prove Theorem 4.1 we need the following lemma, which deals with arbitrary locally compact Abelian groups.
Lemma 4.1 (10) Let $X$ be a locally compact Abelian group containing no elements of order 2. Let $\alpha$ be a topological automorphism of the group $X$ satisfying the condition $\ker(I + \alpha) = \{0\}$. Let $\xi_1$ and $\xi_2$ be independent random variables with values in $X$ and distributions $\mu_1$ and $\mu_2$ with nonvanishing characteristic functions. Then the symmetry of the conditional distribution of the linear form $L_2 = \xi_1 + \alpha \xi_2$ given $L_1 = \xi_1 + \xi_2$ implies that $\mu_1$ and $\mu_2$ are Gaussian distributions.

Proof of Theorem 4.1 By Lemma 2.2, the characteristic functions $\hat{\mu}_j(y)$ satisfy Eq. (53). Put $\nu_j = \mu_j \ast \hat{\mu}_j$. Then $\hat{\nu}_j(y) = |\hat{\mu}_j(y)|^2 > 0, y \in Y, j = 1, 2$. Obviously, the characteristic functions $\hat{\nu}_j(y)$ also satisfy Eq. (5) which takes the form

$$
\hat{\nu}_1(r_1 + r_2, n_1 + n_2)\hat{\nu}_2(r_1 + ar_2 + bn_2, n_1 + n_2) = \hat{\nu}_1(r_1 - r_2, n_1 - n_2)\hat{\nu}_2(r_1 - ar_2 - bn_2, n_1 - n_2), \quad r_1, r_2 \in H_\alpha, \quad n_1, n_2 \in \mathbb{Z}.
$$

(52)

Substituting $n_1 = n_2 = 0$ in (4) we get

$$
\hat{\nu}_1(r_1 + r_2, 0)\hat{\nu}_2(r_1 + ar_2, 0) = \hat{\nu}_1(r_1 - r_2, 0)\hat{\nu}_2(r_1 - ar_2, 0), \quad r_1, r_2 \in H_\alpha.
$$

(53)

Applying Lemmas 2.2 and 4.1 to the $a$-adic solenoid $\Sigma_a$, we obtain from (53) that

$$
\hat{\nu}_j(r, 0) = e^{-\sigma_j r^2}, \quad r \in H_\alpha,
$$

(54)

where $\sigma_j \geq 0, j = 1, 2$.

Note that the inequality

$$
|\hat{\nu}(u) - \hat{\nu}(v)|^2 \leq 2(1 - \Re \hat{\nu}(u - v)), \quad u, v \in Y,
$$

holds for each characteristic function $\hat{\nu}(y)$ on the group $Y$. Taking this into account, it follows from (54) that the characteristic functions $\hat{\nu}_j(r, n)$ are uniformly continuous on $Y$ in the topology induced on $Y$ by the topology of the group $\mathbb{R} \times \mathbb{Z}$. This implies that the characteristic functions $\hat{\nu}_j(r, n)$ can be extended by continuity to some continuous positive definite functions $g_j(s, n)$ on the group $\mathbb{R} \times \mathbb{Z}$.

By the Bochner theorem, there are distributions $\lambda_j$ on the group $\mathbb{R} \times \mathbb{T}$ such that $\lambda_j(s, n) = g_j(s, n), s \in \mathbb{R}, n \in \mathbb{Z}, j = 1, 2$. Denote by $\iota$ the natural embedding of the group $Y = H_\alpha \times \mathbb{Z}$ into the group $\mathbb{R} \times \mathbb{Z}$. Put $v = \iota$. Then $v : \mathbb{R} \times \mathbb{T} \to \Sigma_a \times \mathbb{T}$ is a continuous homomorphism, and $\nu_j = v(\lambda_j), j = 1, 2$. Since the image $v(Y)$ is dense in the group $\mathbb{R} \times \mathbb{Z}, v$ is a monomorphism.

It follows from (2) that the characteristic functions $\lambda_j(s, n)$ satisfy the equation

$$
\hat{\lambda}_1(s_1 + s_2, n_1 + n_2)\hat{\lambda}_2(s_1 + as_2 + bn_2, n_1 + n_2) = \hat{\lambda}_1(s_1 - s_2, n_1 - n_2)\hat{\lambda}_2(s_1 - as_2 - bn_2, n_1 - n_2), \quad s_1, s_2 \in \mathbb{R}, \quad n_1, n_2 \in \mathbb{Z}.
$$

(55)

We retain the notation $G$ for the subgroup of $\mathbb{R} \times \mathbb{T}$ generated by the element of order 2 and the notation $\alpha$ for the topological automorphism of the group $\mathbb{R} \times \mathbb{T}$ which is defined by the matrix $\begin{pmatrix} a & b \\ 0 & 1 \end{pmatrix}$. Let $\eta_1$ and $\eta_2$ be independent random variables with values in the group $\mathbb{R} \times \mathbb{T}$ and distributions $\lambda_1$ and $\lambda_2$. By Lemma 2.2, (4) implies that the conditional distribution of the linear form $P_2 = \eta_1 + \alpha \eta_2$ given $P_1 = \eta_1 + \eta_2$ is symmetric.

Let $a < 0$. It follows from $\ker(I + a) = \{0\}$ that $a \neq -1$. Since the characteristic functions $\hat{\nu}_j(y)$ do not vanish, by Theorem 3.1 $\lambda_j = \tau(M_j)$, where a continuous monomorphism $\tau : \mathbb{R} \times \mathbb{Z}(2) \to \mathbb{R} \times \mathbb{T}$ is defined by formula (10), and $M_j \in \Theta$. Put $\phi = v \tau$. Then $\phi : \mathbb{R} \times \mathbb{Z}(2) \to \Sigma_a \times \mathbb{T}$ is a continuous monomorphism. It follows from the Suslin theorem that images of Borel sets under the mapping $\phi$ are
also Borel sets, so that $\phi$ induces an isomorphism of the convolution semigroups $M^1(\mathbb{R} \times \mathbb{Z}(2))$ and $M^1(\mathbb{R} \times \mathbb{Z}(2))$. We have $\mu_j = \phi(M_j)$, $j = 1, 2$. Applying Lemmas 2.23 and 2.27 we get that some shifts of the distributions $\mu_j$ are images under the action of $\phi$ of distributions on the group $\mathbb{R} \times \mathbb{Z}(2)$ belonging to the class $\Theta$. Thus, in the case when $a < 0$, the theorem is proved.

Let $a > 0$. Substituting (53) into (55) we get $\sigma_1 + a\sigma_2 = 0$. Hence $\sigma_1 = \sigma_2 = 0$, and (54) implies that $\rho_j(r, 0) = 1$ for all $r \in H_a$, $j = 1, 2$. Applying Lemma 2.3 we get that $\sigma(\nu_j) \subset A(X, H_a) = \mathbb{T}$. Let $\zeta_j$ be independent random variables with values in the group $X$ and distributions $\nu_j$. By Lemma 2.2 it follows from (11) that the conditional distribution of the linear form $Q_2 = \zeta_1 + \alpha \zeta_2$ given $Q_1 = \zeta_1 + \zeta_2$ is symmetric. Note that the restriction of the automorphism $\alpha$ to the subgroup $\mathbb{T}$ is the identity automorphism. Thus, if we consider $\zeta_j$ as independent random variables with values in the circle group $\mathbb{T}$, then the conditional distribution of the linear form $Q_2 = \zeta_1 + \zeta_2$ given $Q_1 = \zeta_1 + \zeta_2$ is symmetric. By Lemmas 2.2 and 2.3 this implies that $\sigma(\nu_j) \subset G$. By Lemma 2.3 some shifts of the distributions $\mu_j$ are supported in $G$.

Let $X = \Sigma_a \times \mathbb{T}$, where the $a$-adic solenoid $\Sigma_a$ does not contain an element of order 2. We note that $\Sigma_a$ is a connected compact Abelian group, multiplication by 2 is an epimorphism of the group $\Sigma_a$. It follows from this that if the group $\Sigma_a$ does not contain an element of order 2, then $\Sigma_a$ and $H_a$ are groups with unique division by 2. Let $\alpha \in \text{Aut}(X)$, and let $\alpha = \begin{pmatrix} a & b \\ 0 & 1 \end{pmatrix}$. Omit in Theorem 1.1 the condition $\text{Ker}(I + a) = \{0\}$, and consider the case when $\text{Ker}(I + a) = \Sigma_a$. The following statement holds.

**Proposition 4.1** Let $X = \Sigma_a \times \mathbb{T}$, where the $a$-adic solenoid $\Sigma_a$ does not contain an element of order 2. Let $G$ be the subgroup of $X$ generated by the element of order 2. Let $\alpha = \begin{pmatrix} -1 & b \\ 0 & 1 \end{pmatrix} \in \text{Aut}(X)$. Let $K$ be a subgroup of $X$ of the form $K = \{ (g, \pm (-g, \frac{j}{2})) : g \in \Sigma_a \}$. Let $\xi_1$ and $\xi_2$ be independent random variables with values in the group $X$ and distributions $\mu_1$ and $\mu_2$. Assume that the conditional distribution of the linear form $L_2 = \xi_1 + \alpha \xi_2$ given $L_1 = \xi_1 + \xi_2$ is symmetric. Then the distributions $\mu_j$ are of the form $\mu_j = \lambda_j * \xi_j$, where $\lambda_j \in M^1(K)$, $x_j \in X$. Moreover, either $\lambda_2 = \lambda_1 * \omega_1$ or $\lambda_1 = \lambda_2 * \omega_2$, where $\omega_j \in M^1(G)$.

**Proof** We observe that $G = \{(0, \pm 1)\} \subset K$. Let $L = \text{Ker}(I - \tilde{a})$. Obviously, $L = \{(r, n) : 2r - bn = 0\} = \{(bn, n) : n \in \mathbb{Z}\}$, and hence $L^{(2)} = \{(bn, 2n) : n \in \mathbb{Z}\}$. It follows from this that $K = A(X, L^{(2)})$. Arguing as in the proof of Lemma 3.1 we obtain that $\tilde{\mu}(y) = (p_j, y)$, $y \in L^{(2)}$, $p_j \in X$, $j = 1, 2$. Moreover $p_1 + p_2 \in L$. Let $p_j = (g_j, z_j)$, $j = 1, 2$. Put $\tilde{x} = \left( g_1, \left( -g_1, \frac{j}{2} \right) \right)$, $x_1 = p_1 - \tilde{x}$, $x_2 = -p_1 + \tilde{x}$, $\lambda_j = \mu_j * \xi_{-x_j}$, $j = 1, 2$. Denote by $\eta_j$ independent random variables with values in the group $X$ and distributions $\lambda_j$. As in the proof of Lemma 3.1 we verify that the conditional distribution of the linear form $N_2 = \eta_1 + \alpha \eta_2$ given $N_1 = \eta_1 + \eta_2$ is symmetric, and $\sigma(\lambda_j) \subset K$, $j = 1, 2$. It is easy to see that the automorphism $\alpha$ acts on $K$ as $-I$. Thus, if we consider $\eta_j$ as independent random variables with values in the group $K$, then the conditional distribution of the linear form $N_2 = \eta_1 - \eta_2$ given $N_1 = \eta_1 + \eta_2$ is symmetric. Applying Proposition 2.1 to the group $K$ and independent random variables $\eta_j$, we obtain that either $\lambda_2 = \lambda_1 * \omega_1$ or $\lambda_1 = \lambda_2 * \omega_2$, where $\omega_j \in M^1(G)$, $j = 1, 2$. The proposition follows from this.

Theorems 3.1 and 4.1 imply the following statement.

**Proposition 4.2** Let either $X = \mathbb{R} \times \mathbb{T}$ or $X = \Sigma_a \times \mathbb{T}$, where the $a$-adic solenoid $\Sigma_a$ does not contain an element of order 2. Let $\alpha \in \text{Aut}(X)$. Denote by $G$ the subgroup of $X$ generated by the element of order 2. Assume that

$$\text{Ker}(I + \alpha) = G.$$  

(56)
Let $\xi_1$ and $\xi_2$ be independent random variables with values in the group $X$ and distributions $\mu_1$ and $\mu_2$ with nonvanishing characteristic functions. If the conditional distribution of the linear form $L_2 = \xi_1 + \alpha \xi_2$ given $L_1 = \xi_1 + \xi_2$ is symmetric, then there is a continuous monomorphism $\pi : \mathbb{R} \times \mathbb{Z}(2) \to X$ such that the distributions $\mu_j$ are represented in the form $\mu_j = \pi(M_j) \ast E_{x_j}$, where $M_j$ are distributions on the group $\mathbb{R} \times \mathbb{Z}(2)$ belonging to the class $\Theta$, and $x_j \in X$.

**Proof** It follows from (56) that $\alpha = \begin{pmatrix} a & b \\ 0 & 1 \end{pmatrix}$. Really, suppose $\alpha = \begin{pmatrix} a & b \\ 0 & -1 \end{pmatrix}$. Then $\text{Ker}(I + \alpha) \supset \mathbb{T}$, contrary to (56). Let the continuous monomorphisms $\tau$ and $\phi$ be the same as in Theorems 3.1 and 4.1 respectively.

Let $X = \mathbb{R} \times \mathbb{T}$. Then (56) holds if and only if $a \neq -1$. Indeed, if $a = -1$, then $\text{Ker}(I + \alpha) = F \times G$, contrary to (56). The converse is obvious. Thus, $a \neq -1$. Taking into account that the characteristic functions $\hat{\mu_j}(y)$ do not vanish, in Theorem 3.1 only cases 1b and 3 are possible, and we can put $\pi = \tau$.

Let $X = \Sigma_a \times \mathbb{T}$. Then (56) holds if and only if $\text{Ker}(I + a) = \{0\}$. Indeed, if $\text{Ker}(I + a) \neq \{0\}$, then $G$ is a proper subgroup of $\text{Ker}(I + \alpha)$, contrary to (56). The converse is obvious. Thus, $\text{Ker}(I + a) = \{0\}$, we are in the conditions of Theorem 4.1 and can put $\pi = \phi$. ■

It is interesting to note that if $X = \Sigma_a$, where the $a$-adic solenoid $\Sigma_a$ contains an element of order 2, then Proposition 4.2 holds for the group $X$ ([12]).
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