PERIODIC WAVES FOR THE CUBIC-QUINTIC NONLINEAR SCHRODINGER EQUATION: EXISTENCE AND ORBITAL STABILITY
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Abstract. In this paper, we prove existence and orbital stability results of periodic standing waves for the cubic-quintic nonlinear Schrödinger equation. We use the implicit function theorem to construct a smooth curve of explicit periodic waves with dnoidal profile and such construction can be used to prove that the associated period map is strictly increasing in terms of the energy levels. The monotonicity is also useful to obtain the behaviour of the non-positive spectrum for the associated linearized operator around the wave. Concerning the stability, we prove that the dnoidal waves are orbitally stable in the energy space restricted to the even functions.

1. Introduction

In this work, we establish the existence of explicit solutions and orbital stability results of positive and periodic standing waves for the nonlinear Schrödinger equation

\[ iu_t + u_{xx} + |u|^2u + |u|^4u = 0, \]  

(1)

where \( u : \mathbb{R} \times \mathbb{R}_+ \rightarrow \mathbb{C} \) is an \( L \)-periodic function in the spatial variable. Equation (1) is a particular case of a more general equation

\[ iu_t + u_{xx} + a|u|^2u + b|u|^4u = 0, \]  

(2)

where \( a, b \) are real constants satisfying \( a^2 + b^2 \neq 0 \). In a general context, the nonlinear Schrödinger equation has many applications in physics and engineering as in nonlinear optics, quantum mechanics, and nonlinear waves. More specifically, the cubic-quintic NLS equation (CQNLS henceforth) (2) appears in the interaction of boson gas and nonlinear optics (see [4]). In a mathematical point of view, the cubic-quintic nonlinearity in (2) is an interesting model since the double power gives us the absence of scaling invariance.
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This fact establishes some difficulties for obtaining the critical exponent in $L^2$, a very important feature concerning the existence of global solutions in the energy space $H^1$. It is well known that either $a = 1$ and $b = 0$ or $a = 0$ and $b = 1$, the NLS equation (2) enjoys this important property and, in the latter case, it is called mass-critical NLS equation.

Standing wave solutions for the equation (2) are given by the formula

$$u(x, t) = e^{i\omega t} \phi(x),$$  \hspace{1cm} (3)

where $\omega \in \mathbb{R}$ and $\phi$ is a $L$-periodic smooth function. By substituting this kind of solution into (2), we obtain the second order nonlinear ordinary differential equation

$$-\phi'' + \omega \phi - a|\phi|^3 - b|\phi|^5 = 0.$$  \hspace{1cm} (4)

Formally, equation (2) conserves the energy

$$E(u) = \frac{1}{2} \int_0^L |u_x|^2 - \frac{a|u|^4}{2} - \frac{b|u|^6}{3} dx.$$  \hspace{1cm} (5)

and the mass

$$F(u) = \frac{1}{2} \int_0^L |u|^2 dx.$$  \hspace{1cm} (6)

In addition, equation (2) can be seen as a (real) Hamiltonian system which is a good feature to study the orbital stability of standing waves. In fact, writing $u = P + iQ$ and separating real and imaginary parts, we see that (2) can be reduced to a single evolution system of equations as

$$\frac{d}{dt} U(t) = JE'(U)$$  \hspace{1cm} (7)

where $E'$ represents the Fréchet derivative of $E$ with respect to $U = \begin{pmatrix} P \\ Q \end{pmatrix}$, and $J$ is the skew-symmetric matrix $J = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}$. Using (4), we see that $E'((\phi, 0)) + \omega F'((\phi, 0)) = 0$, that is, $\Phi = (\phi, 0)$ is a critical point of the Lyapunov functional $G = E + \omega F$. As far as we know, the orbital stability of the wave $\Phi$ can be determined by minimizing the functional $E$ under a fixed constrained momentum $F$. Thus, since $\Phi$ is a critical point of the smooth functional $G$, it is intuitive to think that the "stability" can be determined by proving that the second derivative of $G$ at the point $\Phi$, and denoted by $G''(\Phi)$, is strictly positive in some sense. To be more specific, let us consider the linear operator

$$\mathcal{L} = \begin{pmatrix} -\partial_x^2 + \omega - 3a\phi^2 - 5b\phi^4 & 0 \\ 0 & -\partial_x^2 + \omega - a\phi^2 - b\phi^4 \end{pmatrix}.$$  \hspace{1cm} (8)

It is possible to show $\mathcal{L} = G''(\Phi)$ and we obtain by (4) that $\mathcal{L}(\phi', 0) = (0, 0)$ and $\mathcal{L}(0, \phi) = (0, 0)$, that is, $\mathcal{L}$ has at least two null directions. Moreover, denoting $(\cdot, \cdot)_{L^2_{per}}$ the inner product in $L^2_{per} = L^2_{per} \times L^2_{per}$ (see more information for notations in the next section) and considering $a, b > 0$, we obtain
(LΦ, Φ)_{L_{\text{per}}} = -2a \int_0^L \phi^4 \, dx - 4b \int_0^L \phi^6 \, dx < 0 \text{ and } L \text{ has negative directions at the wave } \Phi. \text{ The question which naturally arises is: how to obtain the positivity of } L \text{ by considering this inconvenient scenario with null and negative directions?}

To overcome this difficult and at least in our context, the pioneer work in [11] established that in a non-favourable setting as presented above, it is possible to obtain the positiveness of L by taking, for example, only one negative direction which needs to be ”compensated” with only one positive direction of the hessian matrix associated to the function \(d(\omega) = E(\Phi) + \omega F(\Phi)\). In addition, the quantity of null directions need to be considered according to the quantity of symmetries present in the evolution equation. In our context and since we are considering standing waves of the form \(u(x,t) = e^{i\omega t} \phi(x)\), we need to consider only the rotation symmetry for the equation (2), so that the quantity of null directions needs to be one (see Remark 1 ahead). However, besides the rotation symmetry, it is well known that (2) is invariant under translations acting in the whole energy space \(H^1_{\text{per}}\). Thus, it is convenient to consider a suitable space where the translation invariance fails. Considered here will be \(H^1_{\text{per}}\) restricted to the even periodic functions and denoted by \(H^1_{\text{per,e}}\).

Summarizing our considerations for obtaining the orbital stability of standing waves in our context, we need to obtain the following sufficient set of conditions:

(i) there exists a smooth curve of solution for (4), \(\omega \in I \subset \mathbb{R} \mapsto \phi_\omega \in H^2_{\text{per,e}}([0,L])\), where each \(\phi := \phi_\omega\) has period \(L\).

(ii) The linearized operator \(L\) defined in (8) and restricted to the space of even periodic functions has only one negative eigenvalue which is simple and zero is a simple eigenvalue associated to the eigenfunction \((0,\phi)\).

(iii) The hessian matrix of \(d : I \to \mathbb{R}\) and defined by \(d(\omega) = E(\Phi) + \omega F(\Phi)\) is positive definite, that is,

\[
d''(\omega) = \frac{1}{2} \frac{d}{d\omega} \int_0^L \phi^2 \, dx > 0. \tag{9}
\]

In addition, according to the conditions above and since operator \(J\) in (7) is invertible with bounded inverse, we can conclude from [11] that the wave \(\phi\) is orbitally unstable if \(d''(\omega) < 0\).

We describe how to obtain (i)-(iii) in our case. First, we consider equation (11) and the reason for that is to study the orbital stability of positive and symmetric periodic waves which turns around the equilibrium point and they are bounded by the homoclinic solution. As we will see below, cases \(a = 0, b = 1\) and \(a = 1, b = 0\) have the same kind of periodic solutions and we describe with details the results concerning these cases in the next paragraphs.

Item (i) is obtained by using the quadrature method and the implicit function theorem (see [1] and [13]). We construct, for a fixed period \(L > 0\), a
smooth curve of periodic waves $\phi$ depending on $\omega$ with dnoidal profile as

$$
\phi(x) = \frac{\sqrt{\alpha_3} \operatorname{dn} \left( \frac{2}{\sqrt{3g}} x, k \right)}{\sqrt{1 + \beta^2 \operatorname{sn}^2 \left( \frac{2}{\sqrt{3g}} x, k \right)}}
$$

where parameters $g$, $\beta$ and the modulus $k$ are

$$
g = \frac{2}{\sqrt{\alpha_3(\alpha_2 - \alpha_1)}}, \quad \beta^2 = -\frac{\alpha_3}{\alpha_1} k^2 > 0, \quad k^2 = -\frac{\alpha_1(\alpha_2 - \alpha_2)}{\alpha_3(\alpha_2 - \alpha_1)}.
$$

Parameters $\alpha_i$, $i = 1, 2, 3$, are the non-zero roots of the polynomial $P(s) = -s^4 - 3s^3 + 3\omega s^2 + 3Bs$ where $B$ is the second constant of integration which appears in the quadrature form associated to the equation \((11)\) given by

$$
(\phi')^2 = -\frac{\phi^6}{3} - \frac{\phi^4}{2} + \omega \phi^2 + B,
$$

Another important fact obtained by the construction of smooth periodic waves is the spectral information required in item (ii). In fact, the construction of smooth periodic waves is crucial in our analysis since one obtains that the period map $\Psi : \Omega \rightarrow \mathbb{R}$ defined in a convenient open subset $\Omega \subset \mathbb{R}^2$ and given by

$$
\Psi(\alpha, \omega) = \frac{\sqrt{83^{\frac{1}{4}}}}{\sqrt{\alpha(16\omega - 4\alpha^2 - 4\alpha + 3)^{\frac{1}{4}}}} K(k(\omega, \alpha)),
$$

is smooth in terms of the pair $(\alpha, \omega)$. Here, $K = K(k)$ indicates the complete elliptic integral of first kind (see [6]). We have that $\alpha$ makes the role of $\alpha_3$ and to be more precisely, $\alpha$ is the square of the initial condition $\phi(0)$ and it has an intrinsic relation with the constant $B$ according with the equality \((12)\). For a fixed $\omega_0$ and $B$ varying in the interval $(B_{\omega_0}, 0)$ where $B_{\omega_0} := \frac{1 - (4\omega_0 + 1)^2 + 6\omega_0}{12} < 0$, we obtain that $\Psi(\cdot, \omega_0)$ is strictly increasing in terms of the constant $B \in (B_{\omega_0}, 0)$ and this fact is crucial to obtain that $\mathcal{L}$ defined in \([5]\) and restricted to the space of even periodic functions has only one negative eigenvalue which is simple and zero is a simple eigenvalue associated to the eigenfunction $(0, \phi)$. To do so, we use the approaches in \([19]\) and \([20]\) which give a precise information of the non-positive spectrum concerning the linear operators in the main diagonal of $\mathcal{L}$ in \([5]\).

Finally, to obtain \((9)\) we need to use some computations concerning the smooth curve $\omega \in I \mapsto \phi$ of periodic waves solutions with fixed period. In our analysis, it is crucial to know the derivative of the constant $B$ in \((12)\) in terms of $\omega$. An important characteristic in our work is that we do not use numerical plots as in \([11]\) and \([12]\) to justify, for a fixed period $L > 0$, that $d''(\omega) > 0$ for all $\omega \in \left( \frac{1}{8} \left( \frac{\sqrt{L^2 + 16\pi}}{L} + \frac{8\pi}{L^2} - 1 \right), +\infty \right)$. Summarizing all facts described above, we are enabled to enunciate our main theorem:

**Theorem 1.1** (Orbital stability of the dnoidal waves for the CQNLS equation). Let $L > 0$ be fixed. If \(\omega \in \left( \frac{1}{8} \left( \frac{\sqrt{L^2 + 16\pi}}{L} + \frac{8\pi}{L^2} - 1 \right), +\infty \right)\), where $\phi$ is
the dnoidal solution given in (10), then the standing wave \( u(x, t) = e^{i\omega t} \phi(x) \) is orbitally stable in \( H^1_{\text{per}} \).

**Literature Overview.** For the case \( a = 1 \) and \( b = 0 \), equation in (2) is the well known cubic nonlinear Schrödinger equation and it admits positive and sign changing periodic waves. For positive waves and using the approach in [5] and [22], the author in [3] established the orbital stability of periodic standing waves solutions with dnoidal profile very similar to (10) with \( \beta = 0 \) (see also [8] and [15]). For periodic sign changing waves with cnoidal profile, we have the following contributions: existence of a smooth curve of periodic waves depending on \( \omega \) with cnoidal profile of the form \( \phi(x) = \alpha \text{cn}(bx, k) \) has also been reported in [3]. By using the techniques introduced in [10] and [11], the cnoidal waves were shown to be stable in [8] and [9] with respect to anti-periodic perturbations. Spectral stability with respect to bounded or localized perturbations were also reported in [8]. For \( \omega \) in some interval \((0, \omega_1)\), the authors in [15] have established spectral stability results for the cnoidal waves with respect to perturbations with the same period \( L \) and orbital stability results in the space constituted by anti-periodic functions with period \( L/2 \). The orbital stability of periodic cnoidal waves was determined in [16] in the same interval \((0, \omega_1)\) as above. However, the authors have restricted the analysis over the Sobolev space \( H^1_{\text{per}} \) constituted by zero mean periodic functions.

For the case \( a = 0 \) and \( b = 1 \), we have the work [1] where, for a fixed \( L > 0 \), the authors showed the existence of a unique \( \omega_2 > \pi^2 L^2 \) such that the periodic wave with dnoidal profile very similar to (10) is orbitally stable for all \( \omega \in (\pi^2 L^2, \omega_2) \) and orbitally unstable for all \( \omega \in (\omega_2, +\infty) \). A different value \( \omega_3 \) compared with \( \omega_2 \) in [1] has been reported in [12] for the same equation to prove the spectral stability/instability of periodic waves with a similar profile as in (10). The discrepancy between \( \omega_2 \) and \( \omega_3 \) can have been occasioned by a numerical error in the computational approach. However, this fact is irrelevant since in both cases the authors obtained ”stability” for small values of \( \omega \) and ”instability” for large ones.

In the case \( a = b = 1 \), the author in [13] established the orbital stability of periodic standing waves of the form (3) in the whole energy space \( H^1_{\text{per}} \) by using the classical approaches [10]-[11]. The spectral analysis was borrowed of [2] and to calculate \( d''(\omega) \) the author employed some numerical computations with Maple program to plot the graphic of \( d''(\omega) \) in terms of the modulus \( k \in (0, 1) \) and \( L > 0 \). Our method is different since we use the monotonicity of the period map in (13) in terms of the initial data \( \alpha \) to obtain the spectral analysis and the evaluation for \( d''(\omega) \) seems more clear since we use an analytical argument.

**Remark 1.1.** It is important to highlight that the abstract theories in [10]-[11] can not be directly applied to conclude the orbital stability in the whole energy space \( H^1_{\text{per}} \) when the simple standing wave of the form (3) is considered for the equation (2). In fact, the abstract approach [10] can be applied to deduce
the orbital stability in the whole energy space $\mathbb{H}^1_{\text{per}}$ when it is considered a periodic wave containing both translation and rotation symmetries while only works by considering one symmetry only. Following the arguments in (see also [3] and [19]), it is possible to consider standing waves of the form (3) to prove the orbital stability in $\mathbb{H}^1_{\text{per}}$ by considering the two basic symmetries. However and according to our best knowledge, global solutions in time are needed to this end. As far as we know, local solutions for the initial value problem associated to (1) can be determined (see [14, Chapter 5]) while global solutions are not expected because of the presence of the critical power nonlinearity $|u|^4u$ which gives a blow up phenomena in finite time in $\mathbb{H}^1_{\text{per}}$. Thus, the correct space to use the approach [11] by considering only local solutions is $\mathbb{H}^1_{\text{per},e}$, not the whole space $\mathbb{H}^1_{\text{per}}$.

To finish our revision of literature: by considering several cases of $a, b \in \mathbb{R}$ and more general double-power nonlinearities in equation (2), the orbital stability/instability of solitary standing waves has been studied in details in [21]. To do so, the author employed the fact that explicit solutions depending on the hyperbolic functions can be determined. This information is very useful to apply the classical Sturm-Liouville theory to obtain the spectral information of the non-positive spectrum of the associated linear operator (8) in the infinite wavelength scenario. After that, the stability/instability can be determined by a direct application of [10] and [11] by calculating the value of $d''(\omega)$ for each solitary wave. In particular, for the case $a = b = 1$, the explicit solitary wave solution depending on $\omega$ and given by

$$\phi(x) = \sqrt{\frac{12\omega}{3 + \sqrt{48\omega + 9 \cosh(2\sqrt{\omega}x)}}}, \quad \omega > 0.$$  \tag{14}$$

is orbitally stable.

Our paper is organized as follows: Section 2 has some basic notations used in paper. In Section 3, we present the existence of periodic waves with fixed period. Section 4 is devoted to the spectral analysis of the linear operator $\mathcal{L}$ in (8). Finally in Section 5, we present the orbital stability/instability result.

2. Notation

Here we introduce the basic notation concerning the periodic Sobolev spaces. For a more complete introduction to these spaces we refer the reader to [14]. By $L^2_{\text{per}} := L^2_{\text{per}}([0, L])$, $L > 0$, we denote the space of all square integrable functions which are $L$-periodic. For $s \geq 0$, the Sobolev space $H^s_{\text{per}} := H^s_{\text{per}}([0, L])$ is the set of all periodic distributions such that

$$\|f\|_{H^s_{\text{per}}}^2 := L \sum_{k=\pm \infty} (1 + |k|^2)^s |\hat{f}(k)|^2 < \infty,$$

where $\hat{f}$ is the periodic Fourier transform of $f$. The space $H^s_{\text{per}}$ is a Hilbert space with natural inner product denoted by $\langle \cdot, \cdot \rangle_{H^s_{\text{per}}}$. When $s = 0$, the space
$H^s_{\text{per}}$ is isometrically isomorphic to the space $L^2_{\text{per}}$, that is, $L^2_{\text{per}} = H^0_{\text{per}}$ (see, e.g., [13]). The norm and inner product in $L^2_{\text{per}}$ will be denoted by $\| \cdot \|_{L^2}$ and $(\cdot, \cdot)_{L^2}$.

In addition, to simplify notation we set

$$H^s_{\text{per}} := H^s_{\text{per}} \times H^s_{\text{per}}, \quad L^2_{\text{per}} := L^2_{\text{per}} \times L^2_{\text{per}},$$

endowed with their usual norms and scalar products. When necessary and since $\mathbb{C}$ can be identified with $\mathbb{R}^2$, notations above can also be used in the complex/vectorial case in the following sense: for $f \in H^s_{\text{per}}$ we have

$$f = f_1 + if_2 \equiv (f_1, f_2),$$

where $f_i \in H^s_{\text{per}}$. For $s \geq 0$, the space $H^s_{\text{per,e}}$ is the Sobolev space $H^s_{\text{per}}$ constituted by even periodic functions. Similarly, we can define $H^s_{\text{per,e}}$.

3. Existence of periodic waves

3.1. Periodic waves with fixed period. This section is devoted to establish the existence of a smooth curve of periodic solutions for the equation (2).

To do so, we use the quadrature method and similar arguments as in [1] and used thereafter in [13] to construct periodic waves of the form (10) for the same model (1). However, it is important to mention that we fill in some gaps left in the construction of periodic waves in [13] since some points in the proof are not totally clear. We see that (10) can be expressed in a quadrature form as

$$(\phi')^2 = -\frac{\phi^6}{3} - \frac{\phi^4}{2} + \omega \phi^2 + B,$$ \hspace{1cm} (15)

where $B$ is an integration constant.

In order to obtain positive and periodic solutions, let us assume that $\psi = \phi^2$. We obtain a new quadrature form in terms of $\psi$ given by

$$(\psi')^2 = -\frac{4}{3} \psi^4 - 2 \psi^3 + 4 \omega \psi^2 + 4B \psi = \frac{4}{3} P(\psi),$$ \hspace{1cm} (16)

where $P(s)$ indicates the quartic polynomial given by $P(s) = -s^4 - \frac{3s^3}{2} + 3\omega s^2 + 3Bs$.

By (16), we see that 0 is a root of $P$. To obtain positive and periodic explicit solutions, we assume that the roots of $P$, named as $\alpha_1, \alpha_2, \alpha_3$, are real numbers and satisfying $\alpha_1 < 0 < \alpha_2 < \alpha_3$. Thus, $P$ can be factorized as $p(s) = s(s - \alpha_1)(s - \alpha_2)(s - \alpha_3)$, so that

$$(\psi')^2 = \frac{4}{3} \psi(\psi - \alpha_1)(\psi - \alpha_2)(\psi - \alpha_3).$$ \hspace{1cm} (17)

Since $\psi > 0$, we can consider $\alpha_1 < 0 < \alpha_2 < \psi < \alpha_3$. All the roots $\alpha_i$ need to satisfy, by (16) and (17), the following system of nonlinear equations

$$\begin{cases} 
\alpha_1 + \alpha_2 + \alpha_3 = -\frac{3}{2} \\
\alpha_1 \alpha_2 + \alpha_1 \alpha_3 + \alpha_2 \alpha_3 = -3\omega \\
\alpha_1 \alpha_2 \alpha_3 = 3B. 
\end{cases}$$ \hspace{1cm} (18)
Using [6, Formula 257.00] in the quadrature form (17), we obtain the following explicit periodic solution depending on the Jacobi elliptic function of *dnoidal* type as

$$\psi(x) = \alpha_3 d_n^2 \left(\frac{2}{\sqrt{3g}} x, k \right) / \left(1 + \beta^2 s_n^2 \left(\frac{2}{\sqrt{3g}} x, k \right)\right),$$

where *sn* indicates the elliptic function of *snoidal* type. Thus, since $\psi = \phi^2$, it follows that

$$\phi(x) = \sqrt{\alpha_3 d_n \left(\frac{2}{\sqrt{3g}} x, k \right)} / \sqrt{1 + \beta^2 s_n^2 \left(\frac{2}{\sqrt{3g}} x, k \right)}$$

where parameters $g$ and $k$ are expressed by

$$g = \frac{2}{\sqrt{\alpha_3 (\alpha_2 - \alpha_1)}}, \quad k^2 = -\frac{\alpha_1 (\alpha_3 - \alpha_2)}{\alpha_3 (\alpha_2 - \alpha_1)},$$

and $\beta^2 = -\frac{\alpha_1 k^2}{\alpha_3} > 0$.

Now, since the *dnoidal* function has fundamental period $2K$, it follows that $\phi$ in (19) has fundamental period $T_\phi$ given by

$$T_\phi(\alpha_1, \alpha_2, \alpha_3, k) = \frac{2\sqrt{3}K(k)}{\sqrt{\alpha_3 (\alpha_2 - \alpha_1)}},$$

By (18), we can obtain $\alpha_1$ and $\alpha_2$ in terms of $\alpha_3$ as

$$\alpha_1 = -\sqrt{3} \sqrt{q(\alpha_3) + 2\alpha_3 + 3} \frac{4}{4}, \quad \alpha_2 = \sqrt{3} \sqrt{q(\alpha_3) - 2\alpha_3 - 3} \frac{4}{4},$$

where $q$ is polynomial defined by $q(\alpha_3) = 16\omega - 4\alpha_3^2 - 4\alpha_3 + 3$ which we would like to conclude that it is positive to make sense the expressions in (22). In fact, function $\alpha_2(\alpha_3)$ defined in (22) is strictly decreasing in terms of $\alpha_3$ and its maximum value occurs at the point $\alpha_3 = \sqrt{\frac{1 + \sqrt{\omega} - 1}{2}}$. Since $0 < \alpha_2 < \alpha_3$, we have

$$0 < \alpha_2 < \frac{\sqrt{1 + 4\omega - 1}}{2} < \alpha_3 < \frac{\sqrt{48\omega + 9}}{4}.$$  

It is possible to determine the roots of $q$ in terms of $\omega$ and they are given by $x_\omega = -\frac{2\sqrt{1 + \sqrt{\omega} + 1}}{2}$ and $y_\omega = \frac{2\sqrt{1 + \sqrt{\omega} - 1}}{2}$. Since $0 < \alpha_3 < \frac{\sqrt{48\omega + 9} - 3}{4} < 2\sqrt{1 + \sqrt{\omega} - 1}$, we obtain that $q(\alpha_3) > 0$ as desired. Next, using the expressions $\alpha_1$ and $\alpha_2$ in (22), we obtain by (18) that $B$ is negative and it can be given in terms of $\alpha_3$ and $\omega$ as

$$B = -\alpha_3 \omega + \frac{\alpha_3^3}{3} + \frac{\alpha_2^2}{2}.$$  

We shall give some asymptotic behaviours concerning the period map $T_\phi$ in (21) and the periodic wave in (19). First, we see that

$$T_\phi > \frac{2\pi}{\sqrt{4\omega + 1} \sqrt{\sqrt{4\omega + 1} - 1}}.$$
In fact, we have that $\alpha_3 \to \frac{\sqrt{3} + 1}{2}$ implies by (22) that $\alpha_2 \to \frac{\sqrt{4\omega+1} - 1}{2}$ and $\alpha_1 \to -\frac{1}{2} + \frac{\sqrt{4\omega+1} - 1}{2}$. Since $k^2 = \frac{\alpha_3 - \alpha_1}{\alpha_3 (\alpha_2 - \alpha_1)}$, we obtain $k \to 0^+$, $K(k) \to \pi/2^+$ and by (21), we have $T_\phi \to \frac{\pi}{2\sqrt{4\omega+1-1}}$. This last fact gives us by (19) and the facts $dn(u, 0^+) \sim 1$ and $sn(u, 0^+) \sim \sin(u)$ that $\phi(x) = \frac{\sqrt{4\omega+1 - 1}}{2}$ is the equilibrium solution for (11). On the other hand, $\alpha_3 \to \frac{\sqrt{3\omega+9} - 3}{4}$ implies $\alpha_2 \to 0$ and $\alpha_1 \to -\frac{\sqrt{3\omega+9} + 3}{4}$. Since in this case we have $k \to 1^-$ and $K(k) \to +\infty$, it follows that $T_\phi \to +\infty$. Next, the period-map $T_\phi$ is strictly increasing in terms of $\alpha_3$ (see Theorem 3.1 below) and we obtain the estimate (24) as required.

The elliptic functions of dnoidal and snoidal type have an asymptotic behaviour in this special case of infinite wavelength scenario. In fact, since with $dn(u, 1^-) \sim \text{sech}(u)$ and $sn(u, 1^-) \sim \tanh(u)$, we obtain that our periodic waves converge exactly to the solitary wave as reported in [21] and given by

$$
\phi(x) = \frac{12\omega}{\sqrt{3 + \sqrt{48\omega + 9} \cosh(2\sqrt{\omega}x)}}, \quad \omega > 0.
$$

(25)

It is important to notice that the modulus $k$ (20) and the fundamental period $T_\phi$ in (21) can both be seen as functions of $\alpha_3$ and $\omega$. In fact, by (22) we have

$$
T_\phi(\alpha_3, \omega) = \frac{\sqrt{3} K(k)}{\sqrt{\alpha_3 q(\alpha_3)^{3/4}}} \quad k^2(\alpha_3, \omega) = \frac{\sqrt{3} \alpha_3 \sqrt{q(\alpha_3)} - 12\omega + 6\alpha_3^2 + 9\alpha_3}{2\sqrt{3} \alpha_3 \sqrt{q(\alpha_3)}}.
$$

(26)

Analysis above allows us to obtain a dnoidal wave solution for equation (2) with a fixed period $L > 0$. Indeed, let $L > 0$ be fixed and consider

$$
\omega > \frac{1}{8} \left( \frac{\sqrt{L^2 + 16\pi}}{L} + \frac{8\pi}{L^2 - 1} \right).
$$

Since the map $\alpha \in (\frac{1 + 4\omega - 1}{2}, \frac{\sqrt{4\omega + 9} - 3}{4}) \mapsto T_\phi(\alpha, \omega)$ is strictly increasing in terms of $\alpha$, we see by the implicit function theorem that there exists a unique $\alpha_3 = \alpha_3(\omega) \in (\frac{1 + 4\omega - 1}{2}, \frac{\sqrt{4\omega + 9} - 3}{4})$, such that the fundamental period of the dnoidal wave (11) is $T_\phi(\alpha_3(\omega), \omega) = L$ (for the proof, see Theorem 3.1 below).

Let $L > 0$ be fixed. In the next result, we show the existence of a smooth curve of $L-$periodic dnoidal waves solutions for the equation (11) depending smoothly on $\omega$.

**Theorem 3.1.** Let $L > 0$ be fixed. For $\omega > \frac{1}{8} \left( \frac{\sqrt{L^2 + 16\pi}}{L} + \frac{8\pi}{L^2 - 1} \right)$, consider the unique $\alpha_{3,0} = \alpha_3(\omega_0) \in (\frac{1 + 4\omega_0 - 1}{2}, \frac{\sqrt{4\omega_0 + 9} - 3}{4})$ such that $T_\phi(\alpha_{3,0}, \omega_0) = L$. Then,
(1) there exist an interval $I_1$ around $\omega_0$, an interval $I_2$ around $\alpha_{3,0}$ and a unique smooth function $\Lambda : I_1 \mapsto I_2$, such that $\Lambda(\omega_0) = \alpha_{3,0}$ such that

$$T\phi(\alpha_3(\omega), \omega) = \frac{\sqrt{83^{3/2}} K(k)}{\sqrt{\alpha_3(q(\alpha_3))}^{3/2}} = L,$$

where $\omega \in I_1$, $\alpha_3(\omega) := \Lambda(\omega) \in I_2$ and $k^2 = k^2(\omega) \in (0, 1)$ is defined by (27).

(2) The dnoidal wave solution in [14], $\phi_\omega := \phi_\omega(\cdot, \alpha_3(\omega))$, determined by $\alpha_3(\omega)$, has fundamental period $L$ and satisfies (4). Moreover, the mapping

$$\omega \in I_1 \mapsto \phi_\omega \in H^n_{\text{per}}([0, L])$$

is a smooth function for all $n \in \mathbb{N}$.

(3) The interval $I_1$ can be chosen as

$$\left(\sqrt{\frac{L^2 + 16 \pi}{8L} + \frac{\pi}{L^2} - \frac{1}{8}}, +\infty\right).$$

Proof. We apply the implicit function theorem by following similar ideas as in [1]. First, let us consider the open set

$$\Omega = \{(\alpha, \omega); \omega > 0, \alpha \in \left(\sqrt{\frac{1 + 4\omega - 1}{2}}, \sqrt{\frac{18\omega + 9 - 3}{4}}\right)\} \subset \mathbb{R}^2$$

and define the so-called period map $\Psi : \Omega \rightarrow \mathbb{R}$ by

$$\Psi(\alpha, \omega) = \frac{\sqrt{83^{3/2}}}{\sqrt{\alpha(q(\alpha))}^{3/2}} K(k(\omega, \alpha)),$$

where $k^2$ is defined in (26) and by hypothesis, we have $\Psi(\alpha_{3,0}, \omega_0) = L$. We show that $\frac{\partial \Psi}{\partial \alpha}(\alpha, \omega) > 0$ in $\Omega$. In fact, we have that

$$\frac{\partial \Psi}{\partial \alpha}(\alpha, \omega) = \frac{\sqrt{83^{3/2}}}{(\alpha^2 q(\alpha))^{5/4}} \left[\alpha^2 q(\alpha) \frac{dK}{dk} \frac{dk}{d\alpha} - \alpha K(k) \left(\frac{16\omega - 8\alpha^2 - 6\alpha + 3}{2}\right)\right].$$

On the other hand,

$$\frac{dk}{d\alpha} = \frac{1}{2k} \frac{12\alpha^3 + 18\alpha^2 - 36\omega_0\alpha + 96\omega^2 + 18\omega}{\sqrt{3} q(\alpha)^{3/2} \alpha^2} = \frac{r(\alpha)}{k \sqrt{3} q(\alpha)^{3/2} \alpha^2},$$

where $r(\alpha) = 6\alpha^3 + 9\alpha^2 - 18\omega_0\alpha + 48\omega^2 + 9\omega$. Since $\alpha > 0$, we obtain $r(\alpha) > 0$ and thus, $\frac{dk}{d\alpha} > 0$. 


By (30) and (31), we can write

\[
\left(\frac{\alpha^2 q(\alpha)}{\sqrt{83^4}}\right)^{5/4} \frac{\partial \Psi}{\partial \alpha}(\alpha, \omega) = \alpha^2 q(\alpha) \frac{dK}{dk} \frac{dk}{d\alpha} - \alpha K(k) \left(\frac{16\omega - 8\alpha^2 - 6\alpha + 3}{2}\right)
\]

\[
= \alpha^2 q(\alpha) \frac{dK}{dk} \frac{r(\alpha)}{k\sqrt{3}q(\alpha)^{7/2} \alpha^2} - \alpha K(k) \left(\frac{16\omega - 8\alpha^2 - 6\alpha + 3}{2}\right)
\]

\[
= \frac{dK}{dk} \frac{r(\alpha)}{k\sqrt{3}q(\alpha)} - \alpha K(k) \left(\frac{16\omega - 8\alpha^2 - 6\alpha + 3}{2r(\alpha)}\right)
\]

\[
> \frac{r(\alpha)}{\sqrt{3}q(\alpha)} \left(\frac{dK}{dk} \frac{1}{k} - K(k)\right)
\]

where we are using the fact that \(\frac{\alpha \sqrt{3q(\alpha)(16\omega - 8\alpha^2 - 6\alpha + 3)}}{2r(\alpha)} < 1\) over the set \(\Omega\).

Since \(\frac{dK}{dk} \frac{1}{k} - K(k) > 0\), one has \(\frac{\partial \Psi}{\partial \omega} > 0\) for every \((\alpha, \omega) \in \Omega\). By the implicit function theorem, there exists an interval \(I_1\) around \(\omega_0\), an interval \(I_2\) around \(\alpha_{3,0}\) and a unique smooth function \(\Lambda : I_1 \rightarrow I_2\) such that \(\Psi(\Lambda(\omega), \omega) = L\) for every \(\omega \in I\). This fact allows to conclude the first two items in theorem.

Since \(\omega\) was chosen arbitrarily in the interval \(I_1\), it follows from the uniqueness of the function \(\Lambda\) that \(I_1\) can be extended to \(\left(\frac{\sqrt{L^2 + 16\pi}}{8\pi} + \frac{\pi}{2} - \frac{1}{8}, +\infty\right)\).

This completes the proof of the theorem.

**Corollary 3.1.** Let \(\Lambda : I_1 \rightarrow I_2\) be given in Theorem 3.1. Thus, \(\alpha_3(\omega) = \Lambda(\omega)\) is a strictly increasing function in \(I_1\). Moreover, the modulus function given by

\[
k^2(\omega) = \frac{\sqrt{5} \alpha_3 \sqrt{q(\alpha_3)} - 12\omega + 6\alpha_3^2 + 9\alpha_3}{2\sqrt{3} \alpha_3 \sqrt{q(\alpha_3)}},
\]

is a strictly decreasing function.

**Proof.** Using the proof of Theorem 3.1, we can differentiating the equality \(\Psi(\Lambda(\omega), \omega) = L\) in terms of \(\omega\) to obtain

\[
\frac{d\Lambda}{d\omega} = -\frac{\partial \Psi}{\partial \omega}.
\]

Since \(\frac{\partial \Psi}{\partial \alpha} > 0\), we only need to calculate \(\frac{\partial \Psi}{\partial \omega}\). In fact, we have by (29) that

\[
\frac{\partial \Psi}{d\omega} = \frac{\sqrt{83^4}}{(\alpha^2 q(\alpha))^{5/4}} \left[\alpha^2 q(\alpha) \frac{dK}{dk} \frac{dk}{d\omega} - 4\alpha^2 K(k)\right].
\]

We need to establish a convenient expression for \(\frac{dk}{d\omega}\) in (33). In fact, we get

\[
\frac{dk}{d\omega} = -\frac{\sqrt{3}}{k\alpha q(\alpha)^{7/2}}(2\alpha + 8\omega + 3) < 0.
\]
Combining (32), (33) and (34) we obtain $\frac{d\alpha}{d\omega} > 0$. This completes the proof. 

\[ \square \]

**Remark 3.1.** Using the relations in (22) and Corollary 3.1, it follows that $\alpha_1'(\omega) > 0$ and $\alpha_2'(\omega) < 0$ for all $\omega \in I_1$. Moreover, it is possible to obtain the value of $B$ in terms of $\alpha_1$ and $\omega$ as

\[ B = -\alpha_1 \omega + \frac{\alpha_3^3}{3} + \frac{\alpha_2^2}{2}. \]  

(35)

### 3.2. Characterization of positive and periodic waves.

Next, let $\omega_0 > 0$ be fixed. In what follows, let us define the period map in Theorem 3.1 in terms of $\alpha \in \left( \sqrt{\frac{1 + 4\omega_0 - 1}{2}}, \sqrt{\frac{48\omega_0 + 9 - 3}{4}} \right) := I_3$, by $T(\alpha) := \Psi(\alpha, \omega_0)$. We see that $T : I_3 \rightarrow \left( \frac{2\pi}{\sqrt[4]{4\omega_0 + 1}} \sqrt[4]{\sqrt{4\omega_0 + 1} - 1}, +\infty \right)$, 

(36)

is a smooth strictly increasing function according to the proof of Theorem 3.1. In addition, using the standard ODE theory, we obtain for $\alpha \in I_3$ that all positive even periodic waves satisfy the IVP

\[ \begin{cases} 
-\phi'' + \omega_0 \phi - \phi^3 - \phi^5 = 0, \\
\phi(0) = \sqrt{\alpha}, \\
\phi'(0) = 0.
\end{cases} \]  

(37)

By (15), we have at $x = 0$ that $\alpha$ and $B$ must satisfy the equality

\[ -\frac{\alpha_3^3}{3} - \frac{\alpha_2^2}{2} + \omega_0 \alpha + B = 0, \]  

(38)

so that $\alpha : \left[ \frac{1 - (4\omega_0 + 1)^{\frac{3}{2}} + 6\omega_0}{12}, 0 \right) \rightarrow I_3$ can be seen as a smooth function depending on $B$. Let us consider $B_{\omega_0} := \frac{1 - (4\omega_0 + 1)^{\frac{3}{2}} + 6\omega_0}{12} < 0$. By the chain rule, we deduce that the period map $T$ is also smooth in terms of $B \in (B_{\omega_0}, 0)$. In addition, we have

\[ \frac{dT}{dB} = \frac{dT}{d\alpha} \frac{d\alpha}{dB}. \]  

(39)

We need to know the monotonicity behaviour of $\frac{dT}{dB}$. Indeed, differentiating the initial condition $\phi(0) = \sqrt{\alpha}$ in (37) with respect to $B$, we obtain $\frac{d\alpha}{dB} = 2\phi(0) \frac{d\phi}{dB}(0)$. This last fact enables to differentiate equality (38) in terms of $B$ to get

\[ (-\phi(0)^5 - \phi(0)^3 + \omega_0 \phi(0)^2) \frac{d\phi}{dB}(0) = -1. \]  

(40)

Since $\phi''(0) = -\phi(0)^5 - \phi(0)^3 + \omega_0 \phi(0)^2$ by (4), we obtain from the fact $\phi(0) = \sqrt{\alpha}$ is the maximum point of the periodic wave $\phi$ that $\phi''(0) < 0$. This last fact allows to conclude by (40) that $\frac{d\alpha}{dB} > 0$. Thus, using (39) joint with the fact $\frac{dT}{dB} > 0$ (see Theorem 3.1), we obtain $\frac{dT}{dB} > 0$ for all $B \in (B_{\omega_0}, 0)$. Summarizing the arguments above, we have
Proposition 3.1. Let $\omega_0 > 0$ be fixed. The period map

$$T : (B_0, 0) \mapsto \left( \frac{2\pi}{\sqrt{4\omega_0 + 1} \sqrt{4\omega_0 + 1} - 1}, +\infty \right),$$

is a smooth function in terms of $B \in (B_0, 0)$ and $\frac{dT}{dB} > 0$.

Combining the results in Theorem 3.1 and Proposition 3.1, we obtain the following result:

Theorem 3.2. Let $L > 0$ be fixed and consider $\omega > \frac{1}{8} \left( \frac{\sqrt{L^2 + 16\pi} + 8\pi}{L} - 1 \right)$. All positive and even periodic solution associated to the equation (4) for the case $a = b = 1$ has the dnoidal profile in (19).

Proof. Under the assumptions of the proposition, we obtain by the monotonicity of the period map $T : (B_0, 0) \mapsto \left( \frac{2\pi}{\sqrt{4\omega_0 + 1} \sqrt{4\omega_0 + 1} - 1}, +\infty \right)$ the existence of a unique $B_0 \in (B_0, 0)$ such that $T(B_0) = L$. This unique $B_0$ corresponds to a unique $\alpha_0 := \alpha_{3,0} \in I_3$ by using (38) and the fact that $\frac{d\alpha}{dB} > 0$ for all $B \in (B_0, 0)$. The result is then established by a direct application of Theorem 3.1.

4. Spectral Properties.

4.1. Floquet theory framework. Our intention is to recall some basic facts about Floquet’s theory (for further details, see [7] and [17]). In what follows, let $Q$ be a smooth $T$-periodic function. Consider $\mathcal{P}$ the Hill operator defined in $L^2_{\text{per}}([0, T])$, with domain $D(\mathcal{P}) = H^2_{\text{per}}([0, T])$ as

$$\mathcal{P} = -\partial_x^2 + Q(x).$$

It is well known that the spectrum of $\mathcal{P}$ is formed by an unbounded sequence of real eigenvalues

$$\lambda_0 < \lambda_1 \leq \lambda_2 < \lambda_3 \leq \lambda_4 < \cdots < \lambda_{2n-1} \leq \lambda_{2n} \cdots,$$

(41)

where equality means that $\lambda_{2n-1} = \lambda_{2n}$ is a double eigenvalue. In addition, according with the classical Oscillation Theorem, we see that the spectrum of $\mathcal{P}$ can be characterized by the number of zeros of the associated eigenfunctions. In fact, if $\varphi$ is an eigenfunction associated to either $\lambda_{2n-1}$ or $\lambda_{2n}$, then $\varphi$ has exactly $2n$ zeros in the half-open interval $[0, T)$. In particular, the even eigenfunction associated to the first eigenvalue $\lambda_0$ has no zeros in $[0, T]$.

Let $\varphi$ be a non-trivial $T$-periodic solution of the Hill equation

$$-f'' + Q(x)f = 0.$$  

(42)

Consider $y$ the another solution of (42) which is linearly independent with $\varphi$. There exists a constant $\theta$ (depending on $y$ and $\varphi$) such that

$$y(x + T) = y(x) + \theta \varphi(x).$$

(43)
Thus, we see that $\theta = 0$ is a necessary and sufficient condition to become $y$ as a periodic solution for (42).

Next result gives that it is possible to decide the exact position of the zero eigenvalue by knowing the precise sign of $\theta$ in (43).

**Lemma 4.1.** Let $\theta$ be the constant given by (43) and suppose that $\varphi$ is an $T$–periodic solution for the equation (42) containing only two zeros over $[0, T)$. The eigenvalue $\lambda = 0$ is simple if and only if $\theta \neq 0$. Moreover, if $\theta < 0$, then $\lambda_1 = 0$ if $\theta < 0$, and $\lambda_2 = 0$ if $\theta > 0$.

*Proof.* See [19] and [20].

**4.2. Spectral analysis for the operator $L$.** In this subsection, we study the linearized operator $L$ defined in (8). First of all, we see that $L$ is a diagonal operator and thus, it is possible to obtain the spectral information concerning the non-positive spectrum of $L$ by analysing separately the non-positive spectrum of the following linear operators

$$L_1 = -\partial_x^2 + \omega - 3\varphi^2 - 5\varphi^4, \quad (44)$$

and

$$L_2 = -\partial_x^2 + \omega - \varphi^2 - \varphi^4. \quad (45)$$

Concerning $L_2$, we have the following result:

**Lemma 4.2.** Let $L > 0$ be fixed and consider $\omega > \frac{1}{8} \left( \frac{\sqrt{L^2 + 16\pi}}{L} + \frac{8\pi}{L^2} - 1 \right)$. Operator $L_2$ in (45) defined in $L^2_{\text{per}}([0, L])$ with domain in $H^2_{\text{per}}([0, L])$ is a non-negative operator. Zero is a simple eigenvalue with eigenfunction $\varphi$. Moreover, the remainder of the spectrum of $L_2$ is constituted by a discrete set of eigenvalues bounded away from zero.

*Proof.* By (4), we see that $L_2\varphi = 0$. Since $\varphi > 0$, we obtain by the classical Floquet theory that $\lambda_0 = 0$ is the first eigenvalue for $L_2$ which is clearly simple by (41).

Before giving the behaviour of the non-positive spectrum of $L_1$, we need some preliminary tools. First of all for the solution $\varphi$ obtained by Theorem 3.2, we have that $\varphi'$ is a solution of the Hill equation $L_1\varphi' = 0$ by deriving equation (4) with respect to $x$. In addition, the dnoidal solution in (19) is positive and $\varphi'$ is an odd function having two zeros in the interval $[0, L)$. By the classical Floquet theory, we see that $\lambda_1 = 0$ or $\lambda_2 = 0$. We show that $\lambda_1 = 0$ and it results to be simple.

**Lemma 4.3.** We have, $\frac{dT}{dB} = -\frac{\theta}{2}$, where $\theta$ is the constant in (43).

*Proof.* In a general setting, consider $\{\varphi', \bar{y}\}$ a fundamental set of solutions for the Hill equation $L_1y = 0$, where $y \in C^\infty([0, T])$. Thus, we have that $\bar{y}$ and $\varphi'$ satisfies the equation (42) for $y = \bar{y}$ and $\varphi = \varphi'$. In addition, the Wronskian $W$ associated to fundamental set satisfies $W(\varphi'(x), \bar{y}(x)) = 1$ for all $x \in [0, T]$. Since $\varphi'$ is odd and periodic, we obtain that $\bar{y}$ is even and it satisfies the following IVP
\[
\begin{cases}
- y'' + \omega y - 3\phi^2 y - 5\phi^4 y = 0, \\
y(0) = -\frac{1}{\phi'(0)}, \\
y'(0) = 0.
\end{cases}
\tag{46}
\]

The smoothness of \(\phi'\) in terms of the parameter \(B\) enables us to take the derivative of \(\phi'(T) = 0\) with respect to \(B\) to obtain

\[
\phi''(T) \frac{dT}{dB} + \partial \phi' \partial B(T) = 0.
\tag{47}
\]

Deriving equation (15) with respect to \(B\) and taking \(x = 0\) in the final result, we obtain by (4) at the point \(x = 0\) that \(\partial \phi' / \partial B(0) = -\frac{1}{2\phi'(0)}\). In addition, since \(\phi'\) is odd one has that \(\partial \phi' / \partial B\) is also odd and thus, \(\partial \phi' / \partial B(0) = 0\). The existence and uniqueness theorem for classical ODE applied to the problem (46) enables us to deduce that \(\bar{y} = 2\frac{\partial \phi'}{\partial B}\). Therefore, we can combine (43) with (47) to obtain that \(\frac{dT}{dB} = -\frac{\theta}{2}\).

By Proposition 3.1, Theorem 3.2, Lemma 4.1, and Lemma 4.3, we obtain the following result about the non-positive spectrum of \(L_1\) defined in (44):

**Lemma 4.4.** Let \(L \geq 0\) be fixed and consider \(\omega > \frac{1}{8} \left( \frac{\sqrt{L^2 + 16\pi}}{L} + \frac{8\pi}{L^2} - 1 \right)\). Operator \(L_1\) in (44) defined in \(L^2_{\text{per}}([0, L])\) with domain in \(H^2_{\text{per}}([0, L])\) has a unique negative eigenvalue which is simple and zero is a simple eigenvalue with eigenfunction \(\phi'\). Moreover, the remainder of the spectrum of \(L_1\) is constituted by a discrete set of eigenvalues bounded away from zero.

The results established in Lemma 4.2 and Lemma 4.4 allow to conclude the following theorem concerning the behaviour of the non-positive spectrum of \(L\) defined in (8):

**Theorem 4.1.** Let \(L > 0\) be fixed and consider \(\omega > \frac{1}{8} \left( \frac{\sqrt{L^2 + 16\pi}}{L} + \frac{8\pi}{L^2} - 1 \right)\). Operator \(L\) in (8) defined in \(L^2_{\text{per}}\) with domain in \(H^2_{\text{per}}\) has a unique negative eigenvalue which is simple and zero is a double eigenvalue with corresponding eigenfunctions \((\phi', 0)\) and \((0, \phi)\). Moreover, the remainder of the spectrum of \(L\) is constituted by a discrete set of eigenvalues bounded away from zero.

5. Orbital Stability - Proof of Theorem 1.1

We establish a result of orbital stability in this section. It is well known that (2) has two basic symmetries, namely, translation and rotation. Indeed, if \(u = u(x, t)\) is a solution of (2), so are \(e^{-i\theta}u\) and \(u(x - r, t)\) for any \(\theta, r \in \mathbb{R}\). Considering \(U = P + iQ \equiv (P, Q)\), we obtain that (2) is invariant under the transformations

\[
S_1(\theta)U := \begin{pmatrix}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{pmatrix}
\begin{pmatrix}
P \\
Q
\end{pmatrix}
\tag{48}
\]
and
\[ S_2(r)U := \begin{pmatrix} P(\cdot - r, \cdot) \\ Q(\cdot - r, \cdot) \end{pmatrix}. \] (49)

The actions \( S_1 \) and \( S_2 \) define unitary groups in \( \mathbb{H}_\text{per}^1 \) with infinitesimal generators given by
\[ S_1'(0)U := \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \begin{pmatrix} P \\ Q \end{pmatrix} = J \begin{pmatrix} P \\ Q \end{pmatrix} \]
and
\[ S_2'(0)U := \partial_x \begin{pmatrix} P \\ Q \end{pmatrix}. \]

A standing wave solution as in (3) is then of the form
\[ U(x, t) = \begin{pmatrix} \phi(x) \cos(\omega t) \\ \phi(x) \sin(\omega t) \end{pmatrix}. \]

Taking into account that the NLS equation is invariant by the actions of \( S_1 \) and \( S_2 \), we define the orbit generated by \( \Phi = (\phi, 0) \) as
\[ O_\Phi = \{ S_1(\theta)S_2(r)\Phi; \theta, r \in \mathbb{R} \} = \left\{ \begin{pmatrix} \cos \theta & \sin \theta \\ -\sin \theta & \cos \theta \end{pmatrix} \begin{pmatrix} \phi(\cdot - r) \\ 0 \end{pmatrix} ; \theta, r \in \mathbb{R} \right\}. \]

We introduce the pseudometric \( d \) in \( \mathbb{H}_\text{per}^1 \) by
\[ d(f, g) := \inf\{ \| f - S_1(\theta)S_2(r)g \|_{\mathbb{H}^1} ; \theta, r \in \mathbb{R} \}. \]

In particular, the distance between \( f \) and \( g \) is the distance between \( f \) and the orbit generated by \( g \) under the action of rotation and translation. In particular, \( d(f, \Phi) = d(f, O_\Phi) \).

We present now our notion of orbital stability.

**Definition 5.1.** Let \( L > 0 \) be fixed. Consider \( \Theta(x, t) = (\phi(x) \cos(\omega t), \phi(x) \sin(\omega t)) \) be a standing wave for (7), where \( \omega > \frac{1}{8} \left( \frac{\sqrt{L^2 + 16\pi^2}}{L} + \frac{8\pi}{L^2} - 1 \right) \). We say that \( \Theta \) is orbitally stable in \( \mathbb{H}_\text{per}^1 \) provided that, given \( \varepsilon > 0 \), there exists \( \delta > 0 \) with the following property: if \( U_0 \in \mathbb{H}_\text{per}^1 \) satisfies \( \| U_0 - \Phi \|_{\mathbb{H}^1} < \delta \), then the local solution \( U(t) \) defined in a local interval \( [0, t_0) \) can be continued to a solution in \( 0 \leq t < \infty \) and satisfies
\[ d(U(t), O_\Phi) < \varepsilon, \quad \text{for all } t \geq 0. \]

Otherwise, we say that \( \Theta \) is orbitally unstable in \( \mathbb{H}_\text{per}^1 \).

Important to notice that the definition of stability in 5.1 prescribes a local well-posedness result in the energy space \( \mathbb{H}_\text{per}^1 \). Thus, we have

**Proposition 5.1.** Consider \( U_0 \in \mathbb{H}_\text{per}^s \). If \( s > \frac{1}{2} \), then there exist a \( t_0 > 0 \) and a unique \( U \in C([0, t_0); \mathbb{H}_\text{per}^s) \) such that \( U \) solves the initial value problem
\[
\begin{align*}
iU_t + U_{xx} + |U|^2U + |U|^4U &= 0, \\
U(x, 0) &= U_0(x).
\end{align*}
\] (50)

In addition, the data mapping solution
\[ U_0 \in \mathbb{H}^s_{\text{per}} \mapsto U \in C([0, t_0); \mathbb{H}^s_{\text{per}}) \]

is continuous.

**Proof.** See [14, Chapter 5]. \qed

We have briefly mentioned in Remark 1.1 that the solution obtained in Proposition 5.1 cannot be extended to the whole semi-interval \([0, +\infty)\) because of the lack of *a priori estimates* in the energy space \(\mathbb{H}^s_{\text{per}}\), occasioned by the presence of the critical quintic power in (50). In addition, it has been reported in the same remark that the pioneer work in [22] (see also [18]) could be applied to obtain the orbital stability concerning the two symmetries \(S_1\) and \(S_2\) in (48) and (49), respectively, and by considering only standing wave solutions of the form (3). To obtain the orbital stability using this method, the existence of global solutions in the energy space is a crucial point in the proof. Because of this, we shall use [11] by considering only the rotation symmetry (that is, \(r = 0\) in the orbit \(O_\Phi\)) and we prove the orbital stability in the restricted energy space \(\mathbb{H}^1_{\text{per}, e}\) constituted by even periodic functions. With this restriction, Proposition 5.1 can be considered in the new space \(\mathbb{H}^1_{\text{per}, e}\) without further problems and Theorem 4.1 reads as follows:

**Proposition 5.2.** Let \(L > 0\) be fixed and consider \(\omega > \frac{1}{8} \left( \frac{\sqrt{L^2 + 16\pi} + 8\pi L}{L^2} - 1 \right)\).

Operator \(L\) in (8) defined in \(\mathbb{L}^2_{\text{per}, e}\) with domain in \(\mathbb{H}^2_{\text{per}, e}\) has a unique negative eigenvalue which is simple and zero is a simple eigenvalue with corresponding eigenfunction and \((0, \phi)\). Moreover, the remainder of the spectrum of \(L\) is constituted by a discrete set of eigenvalues bounded away from zero. \qed

We proceed to the proof of Theorem 1.1. Before that, we need a basic result:

**Proposition 5.3.** Let \(L > 0\) be fixed. We have that \(\frac{dB}{d\omega} < 0\) for all \(\omega \in I_1\).

**Proof.** From (23) and Theorem 3.1 we have \(B = -\Lambda(\omega)\omega + \frac{\Lambda(\omega)^3}{3} + \frac{\Lambda(\omega)^2}{2}\). In addition, \(\Lambda\) is a positive smooth function defined in \(I_1\) and

\[
\frac{dB}{d\omega} = -\Lambda(\omega) - (\omega - \Lambda(\omega)^2 - \Lambda(\omega))\Lambda'(\omega).
\]

By Corollary 3.1, we determined \(\Lambda'(\omega) > 0\) for all \(\omega \in I_1\) and to prove that \(\frac{dB}{d\omega} < 0\), it is enough to establish \(\omega - \Lambda(\omega)^2 - \Lambda(\omega) > 0\) for all \(\omega \in I_1\). Indeed, for each \(\omega \in I_1\), we obtain by Theorem 3.1 that \(\Lambda(\omega) \in I_2 \subset \left( \frac{\sqrt{1 + 4\omega - 1} - \sqrt{4\omega + 9 - 3}}{4}, \frac{\sqrt{1 + 4\omega - 1} + \sqrt{4\omega + 9 - 3}}{4} \right)\). The roots of the equation \(\omega - \Lambda^2 - \Lambda = 0\) in terms of \(\omega\) are \(-1 - \sqrt{4\omega + 1} < 0\) and \(-1 + \sqrt{4\omega + 1} > 0\). Since \(0 < \Lambda(\omega) < \frac{\sqrt{48\omega + 9 - 3}}{4} < -1 + \sqrt{4\omega + 1}\), we see that \(\omega - \Lambda^2(\omega) - \Lambda(\omega) > 0\) for all \(\omega \in I_1\), as desired. \qed

Next, let \(L > 0\) be fixed. By Theorem 3.1, we obtain

\[ \omega \in I_1 \mapsto \Phi = (\phi, 0) \in \mathbb{H}^m_{\text{per}, e}([0, L]), \]
is smooth for all $n \in \mathbb{N}$. Using Proposition 5.2, we see that the number of negative eigenvalues is one and zero is a simple eigenvalue with associated eigenfunction $(0, \phi)$. According to the properties (i)-(iii) on page 3, we can decide if the periodic wave $\Phi$ is stable or not by calculating $d''(\omega)$ in (9). In fact, deriving equation (4) with respect to $\omega$, we obtain

$$-\eta'' + \omega \eta - 3\phi^2 \eta - 5\phi^4 \eta = -\phi,$$

where $\eta = \frac{d}{d\omega} \phi$ is clearly even. Multiplying equation (52) by $\phi$ and integrating over $[0, L]$, we deduce by (4)

$$\frac{1}{2} \frac{d}{d\omega} \int_0^L \phi^2 dx + \frac{2}{3} \frac{d}{d\omega} \int_0^L \phi^6 dx = \int_0^L \phi^2 dx.$$

(53)

In equation (11), we multiply it by $\phi$ and integrate the result over $[0, L]$ to get

$$\frac{1}{2} \int_0^L \phi^2 dx + \frac{\omega}{2} \int_0^L \phi^2 dx - \frac{1}{2} \int_0^L \phi^4 dx - \frac{1}{2} \int_0^L \phi^6 dx = 0.$$

(54)

On the other hand, integrating the quadrature form in (15) over $[0, L]$ and using (54), we have

$$2\omega \int_0^L \phi^2 dx - \frac{3}{2} \int_0^L \phi^4 dx - \frac{4}{3} \int_0^L \phi^6 dx + BL = 0.$$

(55)

Deriving equation (55) in terms of $\omega$, we conclude by (53) that

$$2\omega \frac{d}{d\omega} \int_0^L \phi^2 dx = \frac{1}{2} \frac{d}{d\omega} \int_0^L \phi^4 dx - \frac{dB}{d\omega} L.$$

(56)

To obtain a convenient expression for $\frac{d}{d\omega} \int_0^L \phi^4 dx$, we need to multiply equation (11) by $\frac{1}{\phi^2}$ to get, after integration by parts

$$-\int_0^L \frac{\phi^2 dx}{\phi^2} + \omega L - \int_0^L \phi^2 dx - \int_0^L \phi^4 dx = 0,$$

(57)

where we are using the fact $\phi > \sqrt{\alpha_2} > 0$ to make sense the first term in (57).

Next, we can multiply the quadrature form in (13) by $\frac{1}{\phi^2}$ and integrate the result over $[0, L]$ to have by (57), the following equality

$$\frac{1}{2} \int_0^L \phi^2 dx + \frac{2}{3} \int_0^L \phi^4 dx + B \int_0^L \frac{1}{\phi^2} dx = 0.$$

(58)

In equation (58), we derive it in terms of $\omega$ to obtain by (56), the final expression

$$\left(2\omega + \frac{3}{8}\right) \frac{d}{d\omega} \int_0^L \phi^2 dx = -3 \frac{dB}{4 \omega} \int_0^L \frac{1}{\phi^2} dx - \frac{dB}{d\omega} L - \frac{3B}{4} \frac{d}{d\omega} \int_0^L \frac{1}{\phi^2} dx.$$

(59)

Using Proposition 5.3, we obtain that the first two terms in the RHS of (59) are positive. In fact, let us determine a convenient expression for $\int_0^L \frac{1}{\phi^2} dx$ using the explicit solution in (19). Using the standard equalities of elliptic...
functions given by \( k^2 sn^2 = 1 - dn^2 \) and \( k'nd = \sqrt{1 - k'^2 nd} = dn(\cdot + K(k)) \), we obtain

\[
\int_0^L \frac{1}{\varphi^2} \, dx = \int_0^L \frac{1 + \beta^2 sn^2 \left( \frac{2K(k)x}{L}, k \right)}{\alpha_3dn^2 \left( \frac{2K(k)x}{L}, k \right)} \, dx
\]

\[
= \frac{L}{K(k)\alpha_3} \int_0^K \left( 1 + \frac{\beta^2}{k^2} \right) \frac{1}{dn^2(x, k)} - \frac{\beta^2}{k^2} \right] \, dx
\]

\[
= \frac{L}{K(k)\alpha_3} \left( 1 + \frac{\beta^2}{k^2} \right) \int_0^K dn^2(x, k) \, dx - \frac{\beta^2L}{k^2\alpha_3}
\]

where we are using the fact that \( \beta^2 = -\frac{\alpha_3}{\alpha_1}k^2 \). Since the expression for \( k^2 \) in (20) establishes the basic equality \( \frac{\alpha_1 - \alpha_2}{k^2\alpha_1\alpha_3} = \frac{\alpha_1 - \alpha_2}{\alpha_1\alpha_2} > 0 \), we obtain by (60)

\[
\int_0^L \frac{1}{\varphi^2} \, dx = \frac{L}{\alpha_1} - \frac{E(k)}{K(k)\alpha_1} + \frac{E(k)}{K(k)\alpha_2}.
\]

(61)

We need to analyse the monotonicity of both terms \( \alpha_1^{-1} \left[ 1 - \frac{E(k)}{K(k)} \right] \) and \( \alpha_2^{-1} \frac{E(k)}{K(k)} \) with respect to \( \omega \). First, we see that

\[
\frac{d}{d\omega} \left( \alpha_1^{-1} \left[ 1 - \frac{E(k)}{K(k)} \right] \right) = -\frac{\alpha'_1}{\alpha_1^2} + \frac{E(k)}{K(k)} \frac{\alpha'_1}{\alpha_1^2}
\]

\[
+ \alpha_1^{-1} \frac{d}{dk} \left[ \frac{K(k) - E(k)}{K(k)} \right] \, dk \frac{d\omega}{dk}.
\]

(62)

where \( \alpha'_1 \) represents the derivative of \( \alpha_1 \) with respect to \( \omega \). By Remark 3.1 we see that \( \alpha'_1 > 0 \) and the first term in the RHS of (62) is negative while the second one is positive. To handle with the third term in the RHS, we notice that \( \frac{d}{dk} \left[ \frac{K(k) - E(k)}{K(k)} \right] > 0 \) for all \( k \in (0, 1) \) and \( \frac{d\omega}{dk} < 0 \) by Corollary 3.1. The fact that \( \alpha_1 < 0 \) enables us to deduce \( \alpha_1^{-1} \frac{d}{dk} \left[ \frac{K(k) - E(k)}{K(k)} \right] \frac{d\omega}{dk} > 0 \). Next, we analyse the monotonicity of \( \alpha_2^{-1} \frac{E(k)}{K(k)} \). In fact, since \( k \in (0, 1) \Rightarrow \frac{E(k)}{K(k)} \) is strictly decreasing, \( \frac{d\alpha_2^{-1}}{d\omega} > 0 \), by Remark 3.1 and \( \frac{d\omega}{dk} < 0 \), by Corollary 3.1 we obtain \( \frac{d}{d\omega} \left[ \alpha_2^{-1} \frac{E(k)}{K(k)} \right] > 0 \).

We see that the first term in the RHS of (62) is negative. Since \( B \) is also negative, the product of them will be positive and by (59), the quantity
\[
\frac{d}{d\omega} \int_0^L \phi^2 \, dx \text{ can be eventually negative. Moreover, the first term } \frac{L}{\alpha_1} \text{ in the RHS of (61) is the only negative term and the remainder of the quantities are positive. Thus, by (59) we only need to handle with terms containing factors of } \alpha_1 \text{ which can become negative the value of } \frac{d}{d\omega} \int_0^L \phi^2 \, dx. \text{ First, we handle with } -\frac{\alpha'}{\alpha_1} \text{ in (62) and } B \text{ in (35) (we omit the prefactor } L \text{ to simplify the notation). In fact, we have}
\]

\[
R_1 = - \frac{3}{4} B \left( \frac{-\alpha'_1}{\alpha_1} \right) = - \frac{3}{4} \frac{\alpha'_1 \omega}{\alpha_1} + \frac{3}{8} \frac{\alpha'_1}{\alpha_1}. \quad (63)
\]

Next, we deal with the second term in the RHS of (59) to get, by (35),

\[
R_2 = - \frac{dB}{d\omega} = - ( - \alpha'_1 \omega - \alpha_1 + \alpha_1^2 \alpha'_1 + \alpha_1 \alpha'_1). \quad (64)
\]

Finally, we handle with \( \frac{L}{\alpha_1} \) in the first term in the RHS of (61) and \( \frac{dB}{d\omega} \). Omitting the prefactor \( L \) by convenience, we obtain

\[
R_3 = \frac{3}{4} \frac{dB}{d\omega} \frac{1}{\alpha_1} = \frac{3}{4} \frac{\alpha'_1 \omega}{\alpha_1} + \frac{3}{4} - \frac{3}{4} \alpha_1 \alpha'_1 - \frac{3}{4} \alpha'_1. \quad (65)
\]

Thus, by (63), (64) and (65) we have

\[
R = \sum_{i=1}^{3} R_i = - \frac{dB}{d\omega} + \frac{3}{4} - \alpha'_1 \left( \frac{1}{2} \alpha_1 + \frac{3}{8} \right). \quad (66)
\]

For a fixed \( L > 0 \), the value of \( \omega \) is positive. Since \( \sqrt{\frac{48\omega + 9 + 3}{4}} > \frac{3}{2} \), it follows that \( \alpha_1 < - \sqrt{\frac{48\omega + 9 + 3}{4}} < -\frac{3}{2} < -\frac{3}{4} \text{ and } \frac{1}{2} \alpha_1 + \frac{3}{8} < 0 \). Thus \( R \) in (66) is positive and since the remainder of terms in (62) are positive, we obtain by (59) that \( \frac{d}{d\omega} \int_0^L \phi^2 \, dx > 0 \). Thus, \( d''(\omega) > 0 \) and this fact finishes the proof of Theorem 1.1.
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