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Abstract—Trust among the users of a social network plays a pivotal role in item recommendation, particularly for the cold start users. Due to the sparse nature of these networks, trust information between any two users may not be always available. To infer the missing trust values, one well-known approach is path based trust estimation, which suggests a user to believe all of its neighbors in the network. In this context, we propose two threshold-based heuristics to overcome the limitation of computation for the path based trust inference. It uses the propagation phenomena of trust and decides a threshold value to select a subset of users for trust propagation. While the first heuristic creates the inferred network considering only the subset of users, the second one is able to preserve the density of the inferred network coming from all users selection. We implement the heuristics and analyze the inferred networks with two real-world datasets. We observe that the proposed threshold based heuristic can recover up to 70% of the paths with much less time compared to its deterministic counterpart. We also show that the heuristic based inferred trust is capable of preserving the recommendation accuracy.
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I. INTRODUCTION

Social Network is an interconnected structure among a group of interacting entities. Now-a-days these social networks are used by E-Commerce houses for different applications such as recommendation [1], target advertisement [2], and viral marketing [3]. In each of these applications, a crucial factor is the trust among the users, which is a measurement of belief one has with the other. In real world, the social network is sparse in nature and the trust value between any two specified user may not always be available. Naturally, the question arises, given a social network how to infer these missing trust values? This question forms the main basis of this paper.

There exist two approaches for trust inference: 1) graph theoretic [4], [5], and 2) machine learning based [6]. One important property of trust is its propagation through social ties [4], [5]. This follows transitive nature; i.e., if a person A trusts a person B and B trusts another person C, then A also trusts C. Now, the trust weight value decays as the connecting path length between two users increases [7], [8] and diminishes after certain propagation length [9], [10]. The trust between two users’ gets stronger if the connecting path between them passes through the highly influential nodes where the influence is the global reputation of a user in the whole system [10]. This incorporation of users global reputation for maximizing the local inferred trust gives better recommendation accuracy [10]. However, the key issue in this context is while maximizing the inferred trust, it has to search all the possible connecting paths between two users, up to certain prespecified length. In this work, we propose threshold based heuristics to reduce this search space and get the prediction of inferred trust as close as possible to its deterministic counterpart. We use this inferred trust values for the recommendation in two real-world datasets. We show empirically that around 70% of the trust can be recovered from its enumeration based counterpart. Our contributions in this paper are fourfold:

- Two heuristics are proposed for path based trust inference.
- One new node threshold function is proposed based on both trust network and the rating data.
- Comparison of all the heuristics are done for different propagation length and different node threshold cut-off.
- Effect in recommendation accuracy is analyzed using the proposed heuristics.

The paper is organized as follows. In Sec. II, some of the key related works are mentioned from the literature. The proposed methodology and the experimental results are given in Sec. III and IV, respectively. Finally, Sec. V concludes the work.

II. RELATED WORK

This section briefs the literature in two parts, firstly, the related work in trust inference and, secondly, the review of trust-aware recommender systems. First work in this direction is trust inference from explicit binary trust network considering its linear decay with the connecting path length [11]. In [7], the authors proposed a path-based inference method in weighted trust graph settings. This method does the average of trust weights coming from all its incoming path from source to destination (MoleTrust). In [8], the same concept is used for trust inference between two users with the constraint of path capacity to limit the trust propagation (TidalTrust). In [9], the authors mentioned the trust propagation length as the average path length of the network. The authors also empirically showed that beyond this length, trust propagation does not lead to any further improvement in recommendation accuracy. In [12], the authors proposed an incremental method for trusted neighbor selection from the inferred trust network using their developed reliability metric to improve recommendation accuracy. All these studies inferred the local trust obtained from the connecting path. However, none of them considered the individual node influence in the trust inference. In [10], the authors took into account this individual influence in local trust inference. The main intuition in their study is that ‘trust more a user if it is already trusted by a larger number of users’. There is also algebraic methods of trust inference where partial order relation of trust is in forced [13]. In this paper, we propose threshold based heuristics for trust inference using individual node influence. We also design
a metric to capture this node influence from trust network and rating data.

Now, Trust-aware or social recommender system (TARS) has also two types of settings for rating prediction problem. One is the use of inferred trust in memory based collaborative filtering where the trust is used in place of user-user similarity for rating prediction [7], [8], [9], [10], [11], [12]. The other one is the incorporation of social or trust information in model-based collaborative filtering technique. These methods are based on the addition of trust or social relation as the regularization in the existing matrix factorization model that considers trust matrix having low rank. Based on the mapping techniques of latent features from the social users and rating information, different models are available in literature [14], [15], [16], [17]. In this study, we use our inferred trust in the memory based TARS.

### III. PROPOSED PATH BASED TRUST INFERENCE METHODOLOGY

We consider the social network to be represented by a vertex as well as edge weighted, directed graph \(G(U,E,T,\theta)\). Here, \(\mathcal{U}(G) = \{u_1,u_2,\ldots,u_n\}\) is the set of users, \(\mathcal{E}(G)\) is the set of directed social ties among the users, i.e., \(\mathcal{E}(G) \subseteq \mathcal{U}(G) \times \mathcal{U}(G)\), \(\mathcal{T}\) is the edge weight function, which maps each edge to a fraction between 0 and 1; i.e.; \(\mathcal{T}: \mathcal{E}(G) \to [0,1]\). For a particular social tie \((u_i,u_j) \in \mathcal{E}(G)\), we denote its tie strength as \(t_{ij}\), which signifies the amount of local trust, the user \(u_i\) has on \(u_j\). \(\theta\) is the vertex weight function, which maps each user of the network to a real value; i.e.; \(\theta: \mathcal{U}(G) \to \mathbb{R}^+\). For the node \(u_i \in \mathcal{U}(G)\), its vertex weight (often called as reputation or trustworthiness) is denoted by \(\theta_i\). It signifies the amount of influence the user \(u_i\) has in the whole system. The symbols and notations with their meanings are discussed in Table 1.

| Symbols   | Definitions                                                                 |
|-----------|-----------------------------------------------------------------------------|
| \(U, \mathcal{U}\) | Given and inferred social network                                           |
| \(E, T, \theta\) | The set of users, the \(i\)-th user and the node weight of \(u_i\),          |
| \(P_{ij}, L_{ij}\) | Path between any arbitrary two nodes and length of that path                |
| \(\mathcal{P}(t_{ij})\) | Penalty function and its value for the length \(L_{ij}\)                    |
| \(B\) | Benefit function                                                            |
| \(B(\theta)\) | Benefit from a path with all of its intermediate nodes’ weight              |
| \(L_{max}\) | Maximum allowable propagation length                                          |
| \(t_{ij}, L_{ij}\) | Trust, inferred trust value from user \(u_i\) to \(u_j\)                    |
| \(N_{ij}\) | The neighbors of user \(u_i\) in \(G\) at distance \(l\)                   |
| \(\beta\) | Cut-off threshold to select a set of nodes for propagation                  |
| \(\mathcal{X}\) | A subset of nodes from \(G\) for propagation                               |
| \(\lambda_{ij}\) | The set of items, the \(i\)-th item                                         |
| \(r_{ij}\) | Rating, predicted rating user \(u_i\) to item \(i\)                         |
| \(\tilde{r}_i\) | Average rating of user \(u_i\)                                              |

As mentioned previously, real life social networks are extremely sparse. Hence, local trust value between two arbitrary users may not be available. However, it can be computed using some inference mechanism. Now, we formally state the trust inference problem from the literature [10]. Suppose, for two arbitrary users \(u_i, u_j \in \mathcal{U}(G)\), their local trust \(t_{ij}\) needs to be inferred. Assume, \(u_i\) and \(u_j\) are connected by \(K\) number of simple paths \(p_1, p_2, \ldots, p_K\) (each path \(p_k \equiv \{u_i, u_{i1}, u_{i2}, \ldots, u_{in}, u_j\}\) with the corresponding length \(l_1, l_2, \ldots, l_k, \ldots, l_K\), where \(2 \leq l_k \leq L_{max}\) (maximum allowable propagation length). Now, the local trust inferred from each path is associated with two factors: 1) the penalty \(\mathcal{P}(l_k)\), an increasing function on the path length and 2) the benefit \(B(\theta)\) from all the intermediate nodes in that path. We want that the inferred trust between any two users is as large as possible among \(K\) paths. It leads to the following mathematical formulation of the problem (Equation 1) where \(l_k = length(p_k)\).

\[
t_{ij} = \arg\max_{ps \in \{p_1, \ldots, p_K\}} \left\{ 1 - \mathcal{P}(l_k) + \sum_{u_x \in p_k} B(\theta_x) \right\}
\]

\(\mathcal{P}(l_k)\) is the penalty incurred for taking path \(p_k\) and \(1 - \mathcal{P}(l_k)\) represents the gain for choosing the path \(p_k\). Also, \(\sum B(\theta_x)\) adds more value on \(t_{ij}\) to rank the neighbors of \(u_i\) at length \(l_k\). Thus, Equation 1 captures the contributions in the inferred trust between any two nodes from both, the path length and the individual node influence in that path.

Considering linear decay along the path, \(\mathcal{P}(l_k)\) is chosen as \((l_k - 1)/L_{max}\) [9], [10], [11], [12]. \(L_{max}\) is chosen as the average path length of the network in the previous studies [9], [12], [10]. The concept of \(B(\theta)\) is introduced by the authors of [10], which enforces to search all the possible paths between two users. In absence of \(B(\theta)\), \(t_{ij}\) comes from the shortest path [9], [11], [12]. Incorporating influence of the intermediate nodes and sometimes going beyond the shortest path actually helps in improving the recommendation accuracy [10]. Now, in this problem setting the main drawback is its scalability. As the path lengths increase, an exponential growth of the problem complexity is observed. To overcome this situation, we introduce two threshold based heuristic methods to reduce the search space of the number of paths.

#### A. Heuristic Based on Threshold Cut-Off

In searching all possible paths between the nodes \(u_i\) and \(u_j\), one trivial approach is to start from the node \(u_i\) and find its \(G^{\theta}_1(u_i)\), \(G^{\theta}_2(u_i)\), \ldots, \(G^{\theta}_{L_{max}}(u_i)\), where \(G^{\theta}_k(u_i)\) denotes the neighbors at distance \(l\) from \(u_i\). Here, in every propagation, the direct neighbors of \(G^{\theta}_k(u_i)\) build \(G^{\theta}_{k+1}(u_i)\). Hence, the purpose of the heuristic is to get a subset \(\mathcal{X}\) of \(G^{\theta}_k(u_i)\) at every propagation, which is to be used in building \(G^{\theta}_{k+1}(u_i)\). As \(|\mathcal{X}| < |G^{\theta}_k(u_i)|\), this will definitely reduce the search space. Now, the question arises how to get these subsets in every propagation? As the intuition is to get the maximum \(t_{ij}\), it has to pass through more influential nodes (higer \(\theta\) value), so that, the contribution of \(B(\theta)\) becomes higher. For this purpose, we define a cut-off threshold value \(\theta^\ast\) at every propagation starting from a node \(u_i\), and the nodes having higher \(\theta\) than the cut-off constitutes the subset for the next propagation. Mathematically, the subset \(\mathcal{X}\) at the propagation length \(l\) starting from \(u_i\) is \(\{w : \theta_w \geq \theta^\ast, \forall w \in G^{\theta}_k(u_i)\}\). As, at every propagation it greedily chooses the higher \(\theta\) valued nodes, the inferred trust from the heuristic \(t_{ij}^\ast\) will be closer to the optimal \(t_{ij}\) from Equation 1. In this heuristic, the value of \(\theta^\ast\) at every step is computed as the average of the nodes weights in the current nodes immediate neighborhood, given in Equation 2.
\[
\theta^c = \frac{c_{th} \left( \sum_{w \in \Gamma^I_G(u_i)} \theta_w \right)}{|\Gamma^I_G(u_i)|}
\]

Here, \(c_{th}\) is a constant to scale the cut-off threshold value.

### B. Different Types of Vertex Weight Function

Based on different intuition, several vertex weight functions can be designed in this regard. Here, we present three ways to set the \(\theta\) value for a node.

1) **Indegree as Weight:** The intuition here is if a user is trusted by many users, it implicitly signifies the user has higher influence or reputation in the whole system. Hence, user can be considered as more trustworthy. Therefore, we propose that the in-degree of a vertex can be used as the vertex weight \(\theta\), i.e., \(\theta_i := \text{indeg}(u_i)\). This brings down our problem into a more general setting of finding a path between two nodes of certain length passing through the high degree vertices.

2) **Degree-of-Trustworthiness as Weight:** The intuition mentioned in Sec. III-B1 is captured in a metric named degree-of-trustworthiness \((\delta_i)\) [10]. The authors define \(\delta_i\) as Equation 3. Here, we propose to use the weight \(\theta_i\) for a user node \(u_i\) as degree-of-trustworthiness, \(\delta_i\).

\[
\delta_i = \frac{q \cdot \text{indeg}(u_i)}{(\max(\text{indeg}(G)) + \epsilon)} \quad \epsilon \geq 0, \quad 0 < q \leq 1/L_{\text{max}}
\]

3) **Degree-of-TrustNPurchase as Weight:** Here, we present a new vertex weight function influenced by both degree-of-trustworthiness and users purchase pattern. Along with trusted by many others, if a user purchases more items, believing in that user is more helpful. Now, in purchase pattern, we try to capture users’ significance based on the different category of items selection. We divide the whole item set \(I\) into three categories, heavily rated items \(I^H\), average rated items \(I^A\), and cold start items \(I^C\). The set of heavily rated, average rated and cold start items purchased by the user \(u_i\) is denoted by \(I^H_{u_i}, I^A_{u_i}\), and \(I^C_{u_i}\) respectively. Now, the Degree-of-TrustNPurchase for the user \(u_i\) and symbolized by \(\gamma_i\), can be calculated as Equation 4 and \(\theta_i := \gamma_i\).

\[
\gamma_i = \frac{|I^H_{u_i}|}{\max_{u_i \in U} |I^H_{u_i}|} + \frac{|I^A_{u_i}|}{\max_{u_i \in U} |I^A_{u_i}|} + \frac{|I^C_{u_i}|}{\max_{u_i \in U} |I^C_{u_i}|} + \frac{\text{indeg}(u_i)}{\max(\text{indeg}(G))}
\]

The individual item category plays a pivotal role. Like, heavy rated items are less in the count, so the ratio is more likely to be greater. This captures it’s more likeliness to other users. Whereas, cold rated items are more in number, so it is very likely to have less value in that ratio. However, large ratio value from cold item part signifies that the user has potential to be more trusted.

Now, we discuss about \(B(\theta)\) from the vertex weight of the intermediate nodes. For the weight functions mentioned in Sec. III-B1, III-B2, \(B(\theta_i)\) is used as the degree-of-trustworthiness \((\delta_i)\). For the Degree-of-TrustNPurchase in Sec. III-B3, \(B(\theta) = \sigma\left(\sum_{u_x} \gamma_x\right)/L_{\text{max}},\) where \(u_x\) is an intermediate node of the connecting path. Sigmoid \((\sigma)\) function is used to bring the value in \([0,1]\).
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**Figure 1:** Example for a sequence of propagation in the threshold based heuristic. Starting from node 1, all the green colored nodes are reached using heuristic of Algorithm 1 and added into \(hPaths\). The red marked arrows signify to neglect the nodes for further propagation. In the diagram, all the nodes are presented with their decreasing vertex weight \(\theta\), from left to right.

### C. Algorithm For Threshold Based Heuristic

In this section, Algorithm 1 describes the procedure for finding the paths between any two nodes in the social network \(G\) using the threshold based heuristic (mentioned in Sec. III-A).

#### Algorithm 1: Algorithm for calculating heuristic based paths up to length \(L_{\text{max}}\) in social network \(G\)

**Data:** Social Network \(G\), integer \(L_{\text{max}}\)

**Result:** List of paths indexed with vertex pair, \(hPaths\)

**global** \(hPaths = \text{NULL}\)

**Function** addNeighbor \((sNode, cNode, G, L, path)\):  
1. if \(L == 1\) then  
   2. return:

3. Calculate \(\theta^c\) from \(G, \text{successors}(cNode)\) // Eq. 2
4. if \(i \neq sNode\) and \(i \notin G, \text{successors}(cNode)\) do

5. tempPath = path;
6. tempPath.append(i);

7. if ! \(G, \text{hasEdge}(sNode, i)\) then

8. \(hPaths[sNode, i].append(tempPath)\);

9. if \(c_{th}, \theta_i \geq \theta^c\) then

10. addNeighbor \((sNode, i, G, L - 1, tempPath)\);

11. for each node \(i \in G, \text{nodes()}\) do

12. if \(j \in G, \text{successors}(i)\) do  

13. path = [i, j]; // List of nodes  

14. addNeighbor \((i, j, G, L_{\text{max}}, path)\);

For each node in the network \(G\), the recursive function \(\text{addNeighbor()}\) is called for all of its immediate successors or neighbors. The function \(\text{addNeighbor()}\) has five input parameters, the starting node \((sNode)\), the current node from which direct neighbors has to be found \((cNode)\), the network \(G\), distance to propagate further \((L)\), list of nodes in the path from \(sNode\) to \(cNode\) (path). In each function call, it computes the cut of threshold from \(cNode\); adds each immediate neighbors of \(cNode\) to the \(path\) and makes an entry to the global dictionary \(hPaths\) with index \((sNode, neighbor)\); finally, calls the recursive function with \(L - 1\) for all the nodes in the subset.
Algorithm 2: Algorithm for creating inferred network \( \hat{G} \)

**Data:** Social Network \( G \), \( hPaths \)

**Result:** Inferred social network \( \hat{G} \)

1. \( \hat{G} \leftarrow G; \)
2. for each vertex pair \((i,j)\) in \( hPaths.indices() \) do
   3. \( t_{ij} = 0; \)
   4. for path \( k \in pathList \) do
      5. \( \hat{G}.addEdge(i, j, t_{ij}); \)

From the paths build in Algorithm 1, the inferred social network \( \hat{G} \) is constructed with the additional edges in Algorithm 2. Here, for each index vertex pair in \( hPaths \), maximum \( t_{ij} \) is computed from all the possible heuristic paths in \( hPaths[(i,j)] \). Now, \( P(\text{len}(k)) \) is calculated as \( (\text{len}(k) - 1)/L_{\text{max}} \) and \( B(\theta) \) is computed as mentioned in the previous discussion. Considering all propagation, the number of paths is \( O(n d L_{\text{max}}) \). However, applying the heuristic, this count becomes \( o(n d L_{\text{max}}) \). As it has to traverse all the paths in \( hPaths \), the complexity of the algorithm becomes \( o(n d L_{\text{max}}) \).

D. Heuristic Covering All Possible Edges

In every recursive call of Algorithm 1 based on the value of \( \theta \), some of the vertices are not considered for further propagation. Due to this, some of the edges are missed out in \( \hat{G} \) and if they are reached from the source only via the left out vertices. Now, to recover all possible edges from enumeration techniques (if the heuristic is not applied), we modify the Algorithm 1 by adding the function \( \text{checkPath()} \) mentioned in Algorithm 3. \( \text{checkPath()} \) is called at else part of the if condition at Line number 12 of the Algorithm 1. The function \( \text{checkPath()} \) works in the similar way as the \( \text{addNeighbor()} \) function does in the Algorithm 1. However, it only adds an entry in \( hPaths \), if it has not been found yet. This process preserves the same density as of its enumeration counterpart with comparatively less time.

E. Recommendation using Inferred \( \hat{G} \)

In memory based trust-aware recommendation [7], [8], [10], [12], the rating is predicted in similar to the user-based collaborative filtering [18]. The trust weight is used in place of user-user similarity score and the weighted average is taken from the user’s trusted neighbors in \( \hat{G} \). The predicted rating \( \hat{r}_{i,j} \) for an user \( u_i \in U \) to an item \( i_j \in I \) is given in Equation 5, where \( \hat{r}_{i} \) is the mean rating of user \( u_i \).

\[
\hat{r}_{i,j} = \hat{r}_{i} + \frac{\sum_{u_k \in \Gamma_G(u_i)} t_{i,k} \cdot (r_{u,j} - \hat{r}_{i})}{\sum_{u_k \in \Gamma_G(u_i)} t_{i,k}}
\]

IV. EXPERIMENTAL RESULTS AND DISCUSSIONS

In this section, we discuss the experimental setup, datasets description, obtained results and their analysis. All the experiments are carried out on Intel Xeon 40-core processor, 64GB memory server.

a) Datasets Used: In our experiment, we use two publicly available and real-world datasets (downloaded from librec data\(^2\)). For Epinions, we start with random 5000 users. In both the datasets users are selected, if present in both the rating data and the social network data. The items are selected if rated by at least two users. The statistics of the datasets are given in Table II.

| Dataset   | #users | #items | #rating | #social tie | density |
|-----------|--------|--------|---------|-------------|---------|
| FilmTrust | 5207   | 13395  | 132015  | 26303       | 0.0022  |
| Epinions  | 3434   | 14890  | 78017   | 26303       | 0.0022  |

b) Experimental Setup: In all the datasets, we create inferred network \( \hat{G} \) in the following three ways, 1) using all path enumeration techniques (All Path), 2) using the threshold based heuristic (H1), (Algorithm 1) mentioned in Section III-A, and 3) using the heuristic covering all edges (H2), (Algorithm 1 + 3) mentioned in Section III-D. In both the heuristics, we apply the threshold on three different weight selection in-degree (indeg). Degree-of-Trustworthiness(\( \delta \)) and Degree-of-Trust\( \text{NPurchase} \) \( \gamma \). The results for the mentioned methods are denoted as H1-Th-indeg, H1-Th-\( \delta \), likewise. We construct the graphs for different \( L_{\text{max}} \) starting from length 2, to compare the processing time. For FilmTrust, we take the maximum length as 6. Whereas for Epinions, we compute up to the length 4 due to the time constraint. Now, for \( \theta_{c} \) calculation, \( c_{th} \) is chosen

\(^2\)https://www.librec.net/datasets.html
### Table III: RESULTS OF DIFFERENT METRICS IN THE INFERRED NETWORK

| Dataset | $L_{max}$ | Metric | All Path | H1-θ indeg | H1-θ-δ | H1-θ-γ | H2-θ indeg | H2-θ-δ | H2-θ-γ |
|---------|-----------|--------|----------|------------|--------|--------|------------|--------|--------|
| FilmTrust | 5 | Duration (sec) | 0.0440 | 0.0600 | 0.7100 | 0.8930 | 1.0000 | 0.9620 | 0.9090 |
| | 3 | Path Count | 102896 | 84961 | 89396 | 80426 | 90472 | 93640 | 87023 |
| | 3 | #Edges | 32072 | 29043 | 30124 | 28772 | 32972 | 32972 | 32972 |
| | 3 | Density | 0.1176 | 0.1049 | 0.1074 | 0.1026 | 0.1176 | 0.1176 | 0.1176 |
| | 3 | Edges Missed (%) | - | 10.8243 | 8.6376 | 12.7381 | 0.0 | 0.0 | 0.0 |
| | 3 | Score (%) | - | 11.0943 | 8.9075 | 13.1445 | 0.6005 | 0.4276 | 1.7863 |
| | 3 | Mean Error | 0.5398 | 0.5559 | 0.5942 | 0.7019 | 0.0786 | 0.0127 |
| | 4 | Duration (sec) | 8.1935 | 5.3565 | 6.2094 | 5.5853 | 6.0694 | 5.8964 | 7.2314 |
| | 4 | Path Count | 929541 | 590491 | 666159 | 515271 | 612606 | 682746 | 537706 |
| | 4 | #Edges | 60512 | 46749 | 50899 | 48549 | 60512 | 60512 | 60512 |
| | 4 | Density | 0.2158 | 0.1667 | 0.1815 | 0.1732 | 0.2158 | 0.2158 | 0.2158 |
| | 4 | Edges Missed (%) | - | 22.7442 | 15.8661 | 19.7696 | 0.0 | 0.0 | 0.0 |
| | 4 | Score (%) | - | 24.7224 | 18.2971 | 26.3974 | 6.3974 | 4.8222 | 9.7650 |
| | 4 | Mean Error | - | 5.3013 | 0.4835 | 0.4761 | 0.1081 | 0.0974 | 0.1272 |
| Epinions | 5 | Duration (sec) | 78.0303 | 38.1192 | 47.2987 | 34.3739 | 36.1122 | 62.0356 | 56.4992 |
| | 5 | Path Count | 7986967 | 3843896 | 4683858 | 3101015 | 3889438 | 4716654 | 3145202 |
| | 5 | #Edges | 83180 | 58547 | 68621 | 64700 | 83180 | 83180 | 83180 |
| | 5 | Density | 0.2967 | 0.2088 | 0.2447 | 0.2308 | 0.2967 | 0.2967 | 0.2967 |
| | 5 | Edges Missed (%) | - | 29.6141 | 17.5030 | 22.2169 | 0.0 | 0.0 | 0.0 |
| | 5 | Score (%) | - | 34.7030 | 24.4758 | 29.6502 | 19.4542 | 12.5944 | 18.5429 |
| | 5 | Mean Error | - | 0.4816 | 0.3952 | 0.4174 | 0.1228 | 0.0999 | 0.1580 |
| | 6 | Duration (sec) | 5296.0235 | 259.1278 | 3939.9437 | 214.1842 | 448.5976 | 314.3984 | 392.3445 |
| | 6 | Path Count | 6505612 | 2312507 | 30951589 | 17631853 | 23189934 | 30998839 | 17696655 |
| | 6 | #Edges | 96884 | 68768 | 82098 | 75846 | 96884 | 96884 | 96884 |
| | 6 | Density | 0.3456 | 0.2435 | 0.2928 | 0.2705 | 0.3456 | 0.3456 | 0.3456 |
| | 6 | Edges Missed (%) | - | 29.0203 | 15.2615 | 21.7146 | 0.0 | 0.0 | 0.0 |
| | 6 | Score (%) | - | 39.8745 | 27.7693 | 33.4802 | 29.8336 | 20.2293 | 26.0491 |
| | 6 | Mean Error | - | 0.4371 | 0.3223 | 0.3851 | 0.1418 | 0.1069 | 0.1803 |
| | 4 | Duration (sec) | 4724.0824 | 2445.1803 | 2432.3924 | 1800.3410 | 3388.3601 | 3666.4240 | 3404.3793 |
| | 4 | Path Count | 401023321 | 191137540 | 200378186 | 146794807 | 149370171 | 212757611 | 1595530 |
| | 4 | #Edges | 3574955 | 3778982 | 4298313 | 3726220 | 5741955 | 5741955 | 5741955 |
| | 4 | Density | 0.4837 | 0.3183 | 0.3563 | 0.3139 | 0.4837 | 0.4837 | 0.4837 |
| | 4 | Edges Missed (%) | - | 34.1865 | 2278134 | - | 34.1865 | 2278134 | - |
| | 4 | Score (%) | - | 46.3414 | 39.9751 | 48.0078 | 29.8498 | 21.6222 | 26.2018 |
| | 4 | Mean Error | - | 0.3336 | 0.3028 | 0.3850 | 0.1071 | 0.0914 | 0.0846 |

as 1 for indegree as weight and 10 * $L_{max}$ for other two weight functions. For recommendation using $G$, we perform an offline experiment using leave-one-out mechanism and evaluate the performance using MAE, RMSE and Coverage [10]. These terms are defined as follows,

$$MAE = \frac{\sum |r_{ij} - \hat{r}_{ij}|}{\mathcal{R}},$$

$$RMSE = \sqrt{\frac{\sum (r_{ij} - \hat{r}_{ij})^2}{\mathcal{R}}},$$

$$Coverage = (1 - \frac{R_{np}}{\mathcal{R}}) * 100\%,$$

where $\mathcal{R}$ is the total number of ratings and $R_{np}$ is the total number of ratings that the recommendation algorithm is unable to predict.

c) Goals of the Experiment: In the context of different heuristic, the observations are based on the properties of the inferred graphs which have a significant role in the recommendation. We want to study the following facts:

- How the duration and the total path counts in hPaths varies for each propagation length.
- How the edge-count and density of $\hat{G}$ changes across different length and heuristic-threshold combination.
- The average error in maximum $t_{ij}$ from the heuristic-based techniques.
- For a particular vertex weight, how the variation of threshold changes the inferred graph structure.
- Observe the changes in recommendation accuracy.

d) Results and Discussion: The results of seven metrics are reported for the comparison of different inferred graphs in Table III. For analysis, we discuss them across different length and heuristic, first metric wise, then dataset wise.

The first two metrics, the duration of computing the paths along with graph creation, and the total path count in hPaths, both are dependent on each other. Though the path count is independent of implementation. As the maximum propagation length grows, the path count increases exponentially, which is obvious (shown in Figure 2). Now, heuristic wise, H1 can discover less number of paths than H2. Also, along with $L_{max}$, the difference of the PathCount in the heuristic base methods and ‘All Path’ method increases. This directly impacts on the
duration which also increases exponentially with $L_{\text{max}}$.

Next, the number of edges and the density both are dependent on each other. One of them is discussed, and the other one is same. Along with path length, the density increases linearly (shown in Figure 2). In, all the threshold based heuristics of H1, the density becomes less than ‘All Path’ and H2, where H2 preserves the same density with ‘All Path’. Now, as the edges are missed in H1, we capture the percentage of missed out edges. We observe that around 30% edges are missed when the value of $L_{\text{max}}$ is 6 for FilmTrust dataset and 4 for Epinions data. This percentage increases along with $L_{\text{max}}$.

Next is another two related metric Score(%) and Mean Error. Score defines the percentage of edge-count for which suboptimal inferred trust is obtained due to the heuristic based trust propagation. Here, the optimal signifies the maximum trust coming from all possible paths. Mean Error gives the average error in suboptimal trust. As the absence of an edge means 0 trust value, the Score value is higher in H1 than H2. Also, another important point to notice here is that, the Mean Error increases along with $L_{\text{max}}$ in H2 but decreases in H1. However, the Score is always increasing along with $L_{\text{max}}$ for both H1 and H2 (shown in Figure 3).

As the Epinions dataset is comparatively larger than FilmTrust, the PathCount becomes significantly huge for smaller value of $L_{\text{max}}$. So, the proposed heuristics work much faster and gives better approximation of all the possible inferred edges.

e) Sensitivity Analysis of Different Threshold Selection: Here, we do an experiment by setting the different threshold for subset $\mathcal{X}$ construction. We choose indegree as the vertex weight function. For every propagation from cNode, the sorted indegree list is computed from its immediate neighbors’ indegree. Then, from the list, the threshold degree is chosen as the $\alpha$ percentile of the degree values. The nodes having indegree greater than the threshold degree is propagated further. We conduct the experiments on FilmTrust and Epinions datasets with length 4 and length 3 inferred graph respectively. Figure 4 plots the results on density comparison with $\alpha$ from 10 to 90 percentile. If the value of $\alpha$ is less, then the threshold becomes smaller, which leads to larger subset $\mathcal{X}$ for trust propagation. Now, in comparison with the respective density mentioned in Table III, Figure 4 shows that H1-Th-indeg reaches similar density at around 70 percentile in both the datasets.

f) Comparison with Recommendation Accuracy: Using the inferred social network coming from all the heuristics and ‘All Path’, the rating is predicted, as in TARS. The $L_{\text{max}}$ is chosen as the maximum one from the respective datasets. The results of MAE, RMSE and coverage is shown in Table IV. Coverage determines the percentage of ratings the algorithm is able to predict. If it is unable, then the predicted rating is replaced with the global mean rating. Compared to FilmTrust,
in Epinions dataset, TARS shows better performance in all the evaluation metrics. In FilmTrust dataset, all the methods perform similarly. This signifies that the heuristics are able to maintain the recommendation accuracy. The only difference is noticed in the coverage of H1. However, this small variation in coverage can be neglected. All the H1 methods have higher MAE, RMSE than ‘All Path’ and H2, which is caused due to difference in density. Whereas, H2 is able to maintain almost same prediction accuracy with ‘All Path’. This signifies that H2 works much accurately than H1 in a large graph with the cost of slightly more time.

V. CONCLUSION

In this paper, we have proposed two threshold based heuristics for trust inference in a social network. We have also presented a cut-off threshold selection strategy on the three proposed vertex weight consideration. We have analyzed different metrics in the inferred graph. The reported results confirm that the heuristic-based methods are able to recover approximately 70% of the edges from the all possible path selection strategy. We have also used the inferred trust values for recommendation and observed that the heuristic methods are capable of preserving recommendation accuracy. The tighter bound on time complexity of the proposed algorithms can be investigated further. In the heuristic based trust inference, along with the trust values, distrust among users can also be incorporated.
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