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Abstract

This paper presents a novel repeater insertion algorithm for interconnect power minimization. The novelty of our approach is in the judicious integration of an analytical solver and a dynamic programming based method. Specifically, the analytical solver chooses a concise repeater library and a small set of repeater location candidates such that the dynamic programming algorithm can be performed fast with little degradation of the solution quality. In comparison with previously reported repeater insertion schemes, within comparable runtimes, our approach achieves up to 37% higher power savings. Moreover, for the same design quality, our scheme attains a speedup of two orders of magnitude.

1. Introduction

This paper presents a novel hybrid repeater insertion technique for low-power global interconnect designs. Given a two-pin interconnect and its timing budget, our algorithm derives the number of repeaters, and the width and location of each repeater so that the timing constraint is satisfied and power dissipation is minimized. The hybrid nature of our scheme stems from its judicious combination of an analytical repeater insertion solver and a dynamic programming (DP) based approach. Specifically, our algorithm proceeds in three steps. First, an initial repeater insertion solution is derived using DP with a very coarse repeater library. Second, an analytical procedure is applied to refine the initial solution and derive a new repeater library and a set of location candidates that fit the current design. Finally, the DP algorithm is repeated with the new library and location set for the low-power repeater insertion solution.

Our hybrid algorithm maintains the advantages of both analytical and DP-based schemes, producing high-quality interconnect designs efficiently. Furthermore, it is highly practical due to the adoption of a realistic interconnect model. Specifically, the interconnects are represented as a sequence of wire segments with fixed lengths and distinct RC characteristics, as derived from a routing procedure. Moreover, our algorithm can handle forbidden zones, i.e., parts of interconnects through macrocells in which no repeater can be placed, and is thus applicable to nets routed in real design scenarios.

We have implemented our repeater insertion algorithm into a software tool, called RIP, and applied it to the design of low-power global interconnects. In comparison with the conventional DP algorithms, our scheme achieves power reductions of up to 37% with comparable runtimes. Moreover, for the same design quality, RIP achieves shorter runtimes by two orders of magnitude.

The remainder of the paper is organized as follows. Section 2 describes previous research on repeater insertion. The problem of low-power repeater insertion for multi-layer two-pin interconnects is formulated in Section 3. In Section 4, analytical constraints on the repeater widths and locations are derived that must be satisfied to minimize repeater power dissipation. Our algorithm is presented in Section 5. Section 6 presents our experimental results. Section 7 summarizes our paper.

2. Previous Work on Repeater Insertion

Extensive work on repeater insertion has appeared in the literature [4, 19]. Repeater insertion has been applied to interconnect designs with various objectives such as delay minimization [3, 12, 17] and power minimization [5, 10, 13, 15, 16]. Several circuit models have been proposed to compute the delay and power dissipation of repeaters such as the switch-level RC model [8] and moment matching model [1]. In analytical repeater insertion schemes, the optimization objectives are described using analytical functions of repeater width and location. The optimal repeater insertion solutions can be derived by setting the derivatives of these functions to zero and solving the ensuing equations [6, 7]. Analytical schemes assume that the repeater widths and/or locations can be continuously changed. In actual designs, however, repeater widths are discrete due to layout design rules. In addition, the repeater locations are restricted to areas not occupied by circuit blocks. Consequently, when practical interconnects are considered, the analytical objective functions become very complex or even intractable.

To address the limitation of analytical schemes, a repeater insertion algorithm based on DP was proposed in [11] and improved in [20] for interconnect delay minimization. This algorithm has been modified for interconnect power reduction [14, 18, 21]. In these DP schemes, the possible widths and locations of the repeaters are discrete and finite. The algorithms choose the best solution out of all the possibilities. As a result, the efficiency of the DP
schemes may be significantly affected by the given repeater library and potential repeater locations. Specifically, if the allowable repeater widths and locations are too limited, the quality of the interconnect may degrade substantially. On the other hand, when the numbers of repeater widths and locations are large, the DP algorithms become very time-consuming [14].

DP algorithms perform well for interconnect delay reduction, since the delay of a min-delay interconnect design is insensitive to its repeater widths and locations [9]. Consequently, a small-size coarse-granularity repeater library can be derived and applied to all interconnect designs with limited performance loss [2]. However, when power reduction is considered, i.e., the problem addressed in this paper, DP schemes become less effective. Power dissipation of repeaters is sensitive to repeater widths, since at a first order approximation, gate capacitance depends linearly on repeater widths. Consequently, fine granularities are needed for repeater widths, so that repeater widths close to the optimal can be used. However, the runtime complexity of DP schemes becomes pseudo-polynomial when power minimization is considered [14]. The use of fine granularities leads to large numbers of possible repeater widths, resulting in excessively long runtimes.

3. Problem Formulation

Figure 1 shows the structure of a multi-layer two-pin interconnect. The sizes of the driver and load are equal to \( w_d \) and \( w_r \), respectively. The interconnect is made of \( m \) segments connected in a linear order as derived by a routing tool. The \( i \)-th segment has a given length \( l_i \), and the resistance and capacitance per unit length are \( r_i \) and \( c_i \), respectively. In a realistic interconnect routing scenario, the interconnect may go through some macro-blocks, in which no repeater can be placed. The portions of interconnect within the macro-blocks are represented as forbidden zones, whose ranges are labeled by \((z_{si}, z_{ei})\), \( i = 1, \ldots, b \).

The problem of low-power repeater insertion for multi-layer two-pin interconnects can be described as follows:

**Problem LPRI** Let \( m \) be the number of interconnect segments, and let \( l_i \), \( r_i \) and \( c_i \) be the length, resistance per unit length, and capacitance per unit length of the segment \( i \in \{1, 2, \ldots, m\} \), respectively. Furthermore, let \( b \) be the number of forbidden zones and \((z_{si}, z_{ei})\), \( i = 1, \ldots, b \) be the range of each zone \( i \). Given the widths of the driver and receiver \((w_d, w_r)\) and a timing target \( \tau_i \), compute the number of repeaters \( n \) and the width \( w_j \) and location \( x_j \) of each repeater \( j \in \{1, 2, \ldots, n\} \) such that \( \forall \ j, x_j \notin (z_{si}, z_{ei}) \), \( i = 1, \ldots, b \), the delay of the interconnect is equal to or less than \( \tau_i \), and the total power \( P \) of the repeaters is minimized.

4. Low-power Repeater Insertion Analysis

4.1. Repeater delay and power

In our analysis of repeater delays, we use the widely adopted Elmore delay model, although more accurate analytical delay models can be used by replacing the Elmore delay with the corresponding delay functions. Figure 2 shows the circuit model of a single repeater stage in which the driving repeater is represented using the switch-level RC model. Each interconnect segment is described using the lumped-RC model. The receiving repeater is modeled as a capacitor. The Elmore delay of such a stage is derived as:

\[
\tau_i = R_s C_p + \frac{R_s}{w_f} \left( \sum_{j=1}^{k_j} l_{ij} c_{ij} + C_{o} w_{i+1} \right) + \sum_{j=1}^{k_j} l_{ij} r_{ij} C_{o} w_{i+1} + \sum_{j=1}^{k_j} \left( \sum_{h=1}^{k_h} l_{ih} c_{ih} \right) r_{ij} l_{ij},
\]

(1)

where \( R_s \), \( C_o \), \( C_p \) are the output resistance, input capacitance, and output capacitance of a unit-size repeater, \( k_i \) is the number of segments between the repeaters i and i + 1, and \((r_{ij}, c_{ij}, l_{ij})\) are the unit length resistance, unit length capacitance, and length of segment \( j \in \{1, 2, \ldots, k_i\} \). When \( n \) repeaters are inserted into a multi-layer two-pin net as shown in Figure 3, the total delay can be written as:

\[
\tau_{total} = \sum_{i=0}^{n} \tau_i,
\]

(2)

where \( \tau_i \) is the Elmore delay of each stage. Note that, to simplify Equation (2), we denote the widths of the interconnect driver \( w_d \) and receiver \( w_r \) as \( w_{0} \) and \( w_{n+1} \), respectively.

From [5], the short-circuit power of repeaters is very small for advanced VLSI technologies. The total power of repeaters can therefore be approximated by the sum of the dynamic power and leakage power and is given by:

\[
P = \sum_{i=0}^{n} P_d + P_l.
\]
\[ P = \alpha v_{dd}^2 f C_{total, \text{load}} + \sum_{i=1}^{n} \beta w_i , \]  
\[ P = c + \gamma \sum_{i=1}^{n} w_i , \]

where \( \alpha \) is the signal activities, \( C_{total, \text{load}} \) is the total gate capacitance, and \( \beta \) is a constant. Since \( C_{total, \text{load}} \) is a linear function of the total repeater width, Equation (3) can be rewritten as follows:

\[ \frac{\partial \Delta \tau_{total}}{\partial \Delta x_i} = 0. \]

and

\[ \Delta \tau_{total} = 0. \]

Combining Equations (9) and (10), we have

\[ \frac{\partial \Delta \tau_{total}}{\partial \Delta x_i} = 0. \]

where \( \Delta \tau_{total} = \tau_i - \tau_{total} \). Specifically, if \( \Delta \tau_{total} < \tau_i \), the repeater widths can then be further decreased to reduce power. As a result, we can use Lagrange relaxation to analyze the optimal repeater insertion solutions. In particular, we define

\[ L = p + \lambda (\tau_{total} - \tau_i) . \]

When power is minimized, we should have

\[ \frac{\partial L}{\partial w_i} = 0 , \quad i = 1, \ldots, n . \]

Similarly, the delayed and capacitive load switches from the output to the input side of repeater \( \Delta \tau_{total} = \Delta \tau_{total} \).

The total delay change due to the repeater movement can then be derived by combining Equations (14) and (15) as follows:

\[ \Delta \tau_{total} = \Delta \tau_{total} \]
where \( r_{i(-1)k_{i-1}} \) and \( e_{i(-1)k_{i-1}} \) are the resistance and capacitance per unit length of the interconnect at the input of repeater \( i \).

For the repeater insertion solution that minimizes power dissipation, the total repeater width cannot be further reduced, namely

\[
\sum_{i=1}^{n} \Delta w_i \geq 0 . \tag{19}
\]

Consequently, from Equation (13), we have

\[
\lambda \sum_{i=1}^{n} \frac{\partial \tau_{total}}{\partial x_i} \Delta x_i \geq 0 . \tag{20}
\]

Furthermore, since the movements of repeaters are independent from each other, we have

\[
\forall i, \quad \lambda \frac{\partial \tau_{total}}{\partial x_i} \Delta x_i \geq 0 . \tag{21}
\]

Therefore, we have

\[
\lambda (\frac{\partial \tau_{total}}{\partial x_i})_+ \geq 0 , \tag{22}
\]

\[
\lambda (\frac{\partial \tau_{total}}{\partial x_i})_- \leq 0 . \tag{23}
\]

When repeater \( i \) is located inside an interconnect segment, we have \( r_{i1} = r_{i(-1)k_{i-1}} \) and \( e_{i1} = e_{i(-1)k_{i-1}} \). It follows that \((\frac{\partial \tau_{total}}{\partial x_i})_+ = (\frac{\partial \tau_{total}}{\partial x_i})_-\), and consequently, Inequalities (22) and (23) can be rewritten as

\[
C_i r_{i1}(w_i - w_{i+1}) + R_i c_{i1}(\frac{1}{w_{i+1}} - \frac{1}{w_i}) + c_{i1} R_{i-1} - r_{i1} C_i = 0 . \tag{24}
\]

5. Low-Power Repeater Insertion Algorithm
5.1. Analytical insertion

Solving the constraints in Section 4 for the optimal repeater widths and locations remains challenging, since \( \tau_{total} \) is not an explicit analytical function of \( x_i \). Furthermore, Relations (22) and (23) are inequalities. We next present algorithm REFINE, an iterative scheme that can derive a low-power repeater insertion solution from an initial solution.

Figure 5 shows the pseudocode of our algorithm REFINE. Given the specification of a multi-layer two-pin net and an initial repeater insertion solution, REFINE derives a new solution so that the total repeater width is minimized. Specifically, in Line 1, REFINE calculates the optimal repeater widths of the initial solution by solving the non-linear Equations (5) and (8) using Newton-Raphson method. The parameter \( \lambda \) is also computed concurrently. It then calculates the total repeater width and initializes the loop-control variable \( \varepsilon \) in Line 2. The optimization procedure is performed iteratively using the while loop in Lines 3–10. In Line 4, the left-hand and right-hand partial derivatives of \( \tau_{total} \) with respect to the repeater location are computed for each repeater using Equations (17) and (18). If Relation (22) (or (23)) does not hold, repeater \( i \) is moved downstream (or upstream) by a preselected distance. Based on Equation (13), such a movement results in the reduction of total repeater width. (If both relations do not hold, the moving direction is chosen for larger reduction.) A repeater will not be moved if the movement places the repeater inside a forbidden zone. After the movement, the lumped RC loads driven by each repeater are updated in Line 6. In Line 7, REFINE recalculates the width of each repeater and \( \lambda \) using Equations (5) and (8). The total repeater width is then updated in Line 8. The iteration continues until the improvement is smaller than a preselected threshold \( \varepsilon_0 \). REFINE returns the repeater insertion solution in Line 10.

5.2. Repeater insertion heuristic

Though algorithm REFINE can quickly derive low-power repeater solutions, it assumes that the repeater width is continuously changeable, which is not practical. Furthermore, it requires an initial solution. In this section, we address these issues by combining REFINE with a DP algorithm.

RIP

1 Run DP with a coarse repeater library and locations
2 Run algorithm REFINE using the result from Line 1
3 Create a new library \( B \) and a set of candidate locations \( S \)
4 Run DP with \( B \) and \( S \).

Figure 6. Repeater Insertion Algorithm RIP.

The pseudocode of our hybrid algorithm, called RIP, is given in Figure 6. RIP first performs a DP algorithm with coarse repeater widths and location candidates to derive an initial solution. Algorithm REFINE is then used to improve the initial solution in Line 2. In Line 3, RIP generates a new repeater library by rounding each repeater width from REFINE to its nearest valid discrete width. RIP also creates a small set of repeater location candidates by choosing several locations around the ones from REFINE. In Line 4, the DP algorithm is performed again with the new repeater library and location set to compute the final solution.
6. Experimental Evaluation

We have applied Algorithm RIP to various interconnect designs to demonstrate its effectiveness. Our interconnects and repeaters were generated using 0.18μm technology. Since our technique was used for global interconnects, each net was routed on metal4 and metal5 only. The number of segments for each net varied from 4 to 10. The length of each segment ranged from 1000 μm to 2500 μm. A single forbidden zone was created for each net. The length of the zone ranged from 20% to 40% of the total interconnect length. The location of forbidden zone was uniformly distributed along the corresponding interconnect.

During the application of RIP, a DP algorithm was performed in conjunction with a library of 5 repeaters. The smallest repeater width and the width granularity were set to 80μ, where u is the minimal repeater width. The candidate locations were uniformly distributed along the interconnects with a granularity of 200 μm, excluding the forbidden zone. The ensuing results were then improved using our analytical solver REFINES. The repeater widths and locations of the refined solution were used to generate a new repeater library and a new set of location candidates. In particular, we rounded each repeater size to the nearest width in a repeater library with a granularity of 10u. The possible locations of repeaters included the locations derived by REFINES plus 10 locations before and after, with granularity 50 μm. Finally, the DP algorithm was performed using the new library and location set.

As a comparison, we used the DP algorithm in [14], one of the most prevalent and well cited schemes, to derive low-power repeater insertion solutions for the same interconnects and timing targets. We chose a repeater library of size 10 so that the total runtime of the DP scheme was comparable with that of our proposed scheme. We set the minimum repeater width to 10u and changed the granularity of the repeater widths. The candidate locations were uniformly distributed along the interconnects with a granularity of 200 μm, except for the forbidden zone.

Table 1 shows the experimental results from 20 interconnect designs. We designed each interconnect 20 times with timing targets ranging from 1.05 τ_{min} to 2.05 τ_{min}, where τ_{min} is the minimum delay of the net. Columns 2–3 compare our scheme with the DP scheme in [14] with library size 10 and granularity g = 10u. As can be seen, our scheme can achieve maximal power savings Δ_{Max} up to 37.14%. Our scheme always succeeded in deriving solutions that satisfy the timing constraint, whereas the DP scheme resulted in several violations (6 out of 20 on the average), as shown in Column 3. When the library granularity g increases to 20u and 40u, the DP scheme can derive valid repeater insertion solutions for all the timing targets. As shown in Columns 5 and 7, our scheme achieves average power reductions Δ_{Mean} of 3.6% and 9.5% over the DP scheme, on the average.

Figure 7 reveals the relation between the timing targets and the power savings of our approach over the DP scheme with a repeater library of size 10. When the repeater granularity is small, large-size repeaters are missing in the library. As a result, the DP scheme fails to find any valid solution when the timing target is very tight, as shown by zone I in Figure 7(a). When the timing target is very loose, i.e., zone III, the DP scheme performs as well as our approach, since large-size repeaters are not required. In fact, there exist a limited number of cases when the DP scheme provides better solutions. Our scheme achieves the best power savings when the timing target is in zone II. On the other hand, if the repeater library has a coarse width granularity, our
scheme always outperforms the DP scheme as shown in Figure 7(b). The power savings increase when the timing target becomes loose, since such interconnect designs require various small-size repeaters, which seldom exist in a coarse-granularity library.

To demonstrate the favorable runtime-quality tradeoff of our scheme, we compared Algorithm RIP with the DP scheme that used a repeater library with a fixed width range of (10u, 400u). The repeater width granularity $g_{DP}$ varied from 40u to 10u, resulting in different numbers of repeaters in the library. Table 2 shows that, when $g_{DP}$ decreases, the average power savings ($\Delta$) of our scheme over the DP scheme reduces from 14.2% to 0.3%. However, the runtime $T_{DP}$ increases significantly. The average runtime of our scheme is about 0.17 seconds, more than 200 times faster than the DP scheme when both schemes produce comparable results. It is worth mentioning that when $g_{DP} = 10u$, the DP scheme used the same repeater library as that of RIP. Still, Algorithm RIP achieved slightly better power savings than the DP scheme. Such a seemingly surprising result is due to the fact that RIP judiciously chooses the candidate repeater locations, which have a smaller local granularity than that of the DP scheme.

| $g_{DP}(u)$ | $\Delta$(%) | $T_{DP}$ (s) | Speedup |
|------------|-------------|-------------|---------|
| 40         | 14.2        | 1.0         | 6       |
| 30         | 7.8         | 1.9         | 11      |
| 20         | 4.0         | 5.8         | 34      |
| 10         | 0.3         | 34.45       | 203     |

Table 2. Power savings and speedup tradeoff.

7. Conclusion

In this paper, we propose a hybrid repeater insertion algorithm for interconnect power minimization. The novelty of our scheme is its judicious combination of an analytical solver with a DP scheme. Specifically, the analytical solver provides a concise repeater library and limited repeater location candidates, facilitating the efficient execution of the DP scheme. Our approach is highly practical, capable of handling multi-layer nets with forbidden zones. When applied to two-pin interconnects, our approach achieves up to 37% greater power savings or a speedup of more than 2 orders of magnitude in comparison with conventional DP schemes.

Our greedy analytical solver REFINE can be improved in several ways. Specifically, better power savings may be achieved if repeaters are allowed to move across small-size forbidden zones. Moreover, REFINE may be performed several times for further power reduction. We are currently extending our hybrid scheme to the design of low-power interconnect trees.
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