Random walks and Laplacians on hypergraphs: When do they match?
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Abstract

We develop a general theory of random walks on hypergraphs which includes, as special cases, the different models that are found in literature. In particular, we introduce and analyze general random walk Laplacians for hypergraphs, and we compare them to hypergraph normalized Laplacians that are not necessarily related to random walks, but which are motivated by biological and chemical networks. We show that, although these two classes of Laplacians coincide in the case of graphs, they appear to have important conceptual differences in the general case. We study the spectral properties of both classes, as well as their applications to Coupled Hypergraph Maps: discrete-time dynamical systems that generalize the well-known Coupled Map Lattices on graphs. Our results also show why for some hypergraph Laplacian variants one expects more classical results from (weighted) graphs to generalize directly, while these results must fail for other hypergraph Laplacians.

1 Introduction

Random walks on graphs were introduced in the seminal paper [13]. Since then, the theory of random walks on graphs has been developed by many people, and profound connections to other fields have been established, see for instance [17].

Recently, hypergraphs have received much attention, constituting a more general framework than graphs that is more adequate for the modelling of many empirical interaction data [3, 5, 6, 14, 22, 32, 35]. Therefore, it seems natural to also investigate random processes on hypergraphs. In [2, 8, 10], different models for random walks on hypergraphs have been introduced and analyzed. Here, we present a systematic account of random walks on hypergraphs, by developing it from general principles. We study, in particular, general random walk Laplacians for hypergraphs, and we compare them to other known types of hypergraph Laplacians, which are motivated by biological and chemical networks. We find that none of these classes of Laplacians is to be preferred over the other, as they encode complementary information. We analyze and compare the
spectral properties of the different Laplacians, and we investigate their applications to
discrete-time dynamical systems. We remark that in this paper, for simplicity and in line
with most of the literature, we do not consider lazy random walks, although it is not overly
difficult to extend our considerations to those. That is, we assume that a random walker
is not allowed to remain at a vertex, but is required to move to one the neighbors during
the next time step.

The paper is structured as follows. In Section 2, we recall the main terminology con-
cerning random walks on both simple graphs and weighted, directed graphs. We discuss, in
particular, the theoretical details of the corresponding random walk Laplacian. For a graph
Γ on N nodes, this is an operator that can be written, in matrix form, as $L = \text{Id} - D^{-1}A$, where
\text{Id} is the $N \times N$ identity matrix, $A$ is the adjacency matrix and $D$ is the diagonal
degree matrix of the graph. Hence, if $v_1, \ldots, v_N$ denote the vertices of $\Gamma$, then for $i \neq j$,

$$-L_{ij} = \frac{A_{ij}}{d(v_i)}$$

is the probability that a random walker goes from $v_i$ to $v_j$. It is therefore not surprising
that the spectrum of $L$, i.e., the multiset of its eigenvalues, is strictly related to the
properties of this random walk. But additionally, it is also well-known that this spectrum
encodes qualitative and structural properties of the graph that do not necessarily have to
do with its corresponding random walk. This is why the study of the spectral properties
of $L$ is widely present in graph theory, and it also finds many applications, as for instance
in dynamical systems and data analysis [11].

In Section 3 we discuss the conceptual differences between the various random walks
on hypergraphs that generalize the classical ones on graphs. We suggest, in particular,
that a hypergraph random walk is preferable if it takes the hyperedge sizes (therefore, not
only the pairwise connections between vertices) into account. We then develop, in Section
4 a general theory of hypergraph random walks, which includes the examples from Section
3 as special cases. In particular, for any given random walk on a hypergraph, we consider
the random walk Laplacian $\mathcal{L}$ such that

$$\mathcal{L}_{ij} = \begin{cases} 1 & \text{if } i = j \\ -\mathbb{P}(v_i \rightarrow v_j) & \text{if } i \neq j, \end{cases}$$

so that its entries encode, as in the case of graphs, the probabilities of the random process.
We show that, since the probabilities are pairwise relations between vertices, every hyper-
graph random walk Laplacian $\mathcal{L}$ coincides with the random walk Laplacian of a (possibly
weighted and directed) graph. As a consequence, we show how the spectral properties
of such Laplacians can be inferred from the results that are known for graphs. Moreover,
Section 5 is devoted to the comparison between the hypergraph random walk Laplacians
and the normalized Laplacians for oriented hypergraphs that were motivated by chemical
interactions and introduced in [19]; for investigations into properties of these hypergraph
Laplacians see e.g. [4, 20, 24, 29, 30]. We observe that, while these latter operators do
not encode properties of random walks in general, their spectrum is nevertheless capable
of encoding qualitative properties of the hypergraph that are not encoded by the spectra
of the random walk Laplacians. Thus, these two classes of hypergraph Laplacians are
complementary to each other.

Finally, in Section 6 we study mathematical foundations of Coupled Hypergraph Maps
(CHMs): dynamical systems on hypergraphs that were introduced in [4] as a generalization
of Coupled Map Lattices (CMLs) [21]. CHMs are based on Laplacian-type coupling,
therefore the generated dynamics changes when a different type of Laplace operator is considered. There are actually two main motivations, why it is crucial to study the impact of different hypergraph operators. From a theoretical perspective, there are many mathematical methods one wants to generalize to CHMs such as the renormalization group [24], which require precise algebraic statements about invariance and commutation properties of the hypergraph coupling operator. From a more application-oriented perspective, there is an ongoing debate, under which conditions one can reduce, or cannot reduce, dynamical systems on hypergraphs to the case of graphs [3, 23, 31, 34]. Our results for CHMs clearly show that already on an algebraic level of invariance and commutation properties, the precise choice of hypergraph Laplacian is crucial, whether or not one can expect to generalize results about dynamics on graphs to hypergraphs.

2 Random walks on graphs

Since the ultimate interest of [13] was in the discretization of partial differential equations, they considered only regular graphs. On regular graphs, in a terminology to be explained in a moment, the forward and the backward operator coincide. Of course, since then, the general case has been treated in the literature. We follow here the simple presentation in [18].

All graphs will be connected. In particular, we exclude isolated vertices, as they cannot participate in random processes in a nontrivial way. We start with an undirected and unweighted graph $\Gamma$ with vertex set $V$ and write $w \sim v$ and call the vertices $v, w$ neighbors, if they are connected by an edge. The degree $d(v)$ of $v$ is the number of its neighbors.

The rule for a random walker is simple. When at time $n \in \mathbb{N}$ at vertex $v$, she chooses one of the neighbors of $v$ with equal probability as her position at time $n + 1$. Thus, let $p(n, w, v)$ be the probability that when starting at $v$ at time $0$, she reaches $w$ at time $n$. Then we have the forward equation

$$p(n + 1, w, v) = \sum_{z \sim w} \frac{1}{d(z)} p(n, z, v)$$

and the backward equation

$$p(n + 1, w, v) = \frac{1}{d(v)} \sum_{u \sim v} p(n, w, u).$$

Eq. (1) says that whatever reaches $w$ after $n + 1$ steps from $v$ must have reached one of its neighbors after $n$ steps. Eq. (2) says that whatever reaches $w$ after $n + 1$ steps from $v$ must reach $w$ after $n$ steps from one of the neighbors of $v$. We therefore have a forward process

$$p(n + 1, w, v) - p(n, w, v) = \sum_{z \sim w} \frac{1}{d(z)} p(n, z, v) - p(n, w, v) =: -L^*p(n, w, v)$$

and a backward process

$$p(n + 1, w, v) - p(n, w, v) = \frac{1}{d(v)} \sum_{u \sim v} p(n, w, u) - p(n, w, v) =: -Lp(n, w, v),$$

where the operator

$$Lf(v) = f(v) - \frac{1}{d(v)} \sum_{u \sim v} f(u)$$
operates on the variable v, and
\[ L^* g(w) = g(w) - \sum_{z \sim w} \frac{1}{d(z)} g(z) \]  
(6)
operates on w. We write \( L^* \) here because the two operators are adjoints with respect to the scalar product
\[ \langle f, g \rangle_V := \sum_v f(v) g(v) \]
for functions on V. We note, however, that L is self-adjoint with respect to the product
\[ \langle f, g \rangle_V := \sum_v d(v) f(v) g(v). \]
Thus, L has a real spectrum, and the two operators \( L^* \) and L are isospectral.

This can be easily generalized to weighted graphs. If \( \omega_{vw} = \omega_{wu} \geq 0 \) is the weight of the edge between v and w (we may put \( \omega_{vw} = 0 \) if \( w \sim v \)), the probability of a random walker moving from v to w is proportional to the weight \( \omega_{vw} \). Putting
\[ d(v) := \sum_w \omega_{vw}, \]
the generators then remain as in (5), (6). We may also allow for self-loops, that is, for the possibility that \( \omega_{ww} > 0 \). In that case, the walker stays at v with probability \( \frac{d(v)}{d(v)} \), and moves to some neighboring vertex with probability \( \frac{d(v) - \omega_{vv}}{d(v)} \) only. One speaks of a lazy random walker in that situation.

So far, we have assumed that the graph is undirected, that is, \( \omega_{uv} = \omega_{vu} \). Of course, a random walk is still possible on a directed graph, that is, when that symmetry need not hold. When \( \omega_{vw} \) is the weight of the edge from v to w, we put
\[ d_{\text{out}}(v) := \sum_w \omega_{vw}, \quad d_{\text{in}}(v) := \sum_u \omega_{uw}. \]
The generators then are
\[ Lf(v) = f(v) - \frac{1}{d_{\text{out}}(v)} \sum_{u \sim v} f(u) \]  
(7)
and
\[ L^* g(w) = g(w) - \sum_{z \sim w} \frac{1}{d_{\text{in}}(z)} g(z). \]  
(8)
In this case, however, L needs no longer be self-adjoint, and it may have imaginary eigenvalues.

When we assume
\[ \sum_v p(0, v, v) = 1 \quad \text{and} \quad p(0, w, v) = 0 \quad \text{for} \ w \neq v, \]
then
\[ \sum_w p(n, w, v) = 1 = \sum_v p(n, w, v) \quad \text{for all} \ v, w \in V, n \in \mathbb{N}, \]
(9)
that is, the total probability for the location and for the origin of the random walker remains 1 for the processes (3), (4) governed by L, \( L^* \).
The processes need not converge to constant limits. This is already seen for the simplest graph, consisting of two vertices $v_1, v_2$ connected by an edge. If $p(0, v_1, v_1) = 1$, that is, the random walker starts at $v_1$, then $p(n, v_1, v_1) = 1, p(n, v_2, v_1) = 0$ for even $n$, and $p(n, v_1, v_1) = 0, p(n, v_2, v_1) = 1$ for odd $n$, that is, the random walker is always at $v_1$ at even times and at $v_2$ at odd times. More generally, an oscillatory pattern occurs if and only if $\Gamma$ is bipartite. Otherwise, the process does converge to a constant equilibrium.

**Remark 2.2.** In graph theory, often the unnormalized Laplacian

$$\Lambda f(v) = d(v)f(v) - \sum_{u \sim v} f(u)$$

is considered. That operator, however, does not allow for a probabilistic interpretation because a process governed by it in general does not satisfy (9).

Besides the random walk, there is another natural process that can be defined on graphs, the diffusion. Here, we have some substance with concentration $f(0, v)$ at time 0. On a graph, the rule is simply that whatever is at $v$ at time $n$ is distributed among its neighbors $w$ at time $n+1$ (in proportion to the weights $\omega_{vw}$ when the graph is weighted or directed), and likewise what accumulates at $w$ at time $n+1$ is received from its neighbors. Therefore, the resulting process $f(n, w, v)$ follows the evolution equations (1), (2). This is completely analogous to the relation between Brownian motion and heat conduction in the continuous case in, say, Euclidean spaces.

## 3 Random walks on hypergraphs

Let $\Gamma = (V, E)$ be a hypergraph with vertex set $V$ and hyperedge set $E$, again unweighted and undirected to start with. Now, there are various possibilities for defining a random walk. In the simplest case, a walker that is at $v$ has two options for choosing her next position:

1) Go to a vertex $w$ that is connected to $v$ with a probability that depends on the number of hyperedges that $v$ and $w$ have in common, but not on the sizes of such hyperedges.

2) First choose among the hyperedges containing $v$ with equal probability, and when one such hyperedge is selected, go to any of its vertices other than $v$ with equal probability.

The second choice seems preferable as the first one does not take the hyperedge sizes, therefore the hypergraph structure, into account. The process would be the same if we replaced any hyperedge by a complete graph, that is, replace the hypergraph by a multigraph with the same connectivity pattern.

This second choice also originates from a different model. Replace the hypergraph by a bipartite graph, with one class $A$ of vertices corresponding to those of the hypergraphs, and the other class $B$ corresponding to the hyperedges. And when the hypergraph is directed, that resulting graph would also be directed. In that graph, we then consider a two-step
random process. Start at a node from \( A \), go with equal probability to one of the vertices in \( B \) to which it has a (directed) connection, and then from such a vertex in \( B \) seek one of the vertices in \( A \) to which it has a (directed) connection with equal probability. In the undirected case, there then is the possibility that the random walker returns to its starting vertex in \( A \), which would correspond to a slight modification of the hypergraph random walk, making it a lazy random walk. In the directed case, however, the two processes are equivalent. The point is that in this process, two probabilistic choices are made, one for a hyperedge, and the other for a vertex in that hyperedge, and that is translated into the two-step random walk in the bipartite graph.

The directed case just discussed also covers the situation of oriented hypergraphs. In fact, as argued in [19], we should include more structure in order to have a good theory of Laplace type operators, generalizing (5), (6), on hypergraphs. The vertex set of each hyperedge \( e \) should be grouped into two disjoint (and not necessarily non-empty) classes \( V_{in}(e) \) and \( V_{out}(e) \), like the reactants and products of a chemical reaction that is represented by the hyperedge \( e \). In that case, rule 2) would become

3) If a hyperedge with \( v \in V_{in}(e) \) is chosen, take one of the vertices in \( V_{out}(e) \) with equal probability, and conversely. That is, a random walker is not allowed to move from an input (output) to another input (output) of a hyperedge.

Remark 3.1. When the vertices of a hyperedge are classified into in- and outputs, we may call that hyperedge oriented. Changing the orientation then means exchanging in- and outputs. The concept of an oriented hypergraph is to be distinguished from that of a directed one, because in such an oriented hypergraph, for each oriented hyperedge, we find one orientation but both directions.

Remark 3.2. On a graph, an orientation of an edge is fixed if we declare one of the vertices as in- and the other as output. Changing the orientation of an edge does not change a random walk or the Laplacian of the graph.

Remark 3.3. Diffusion on hypergraphs can be defined as in the case of graphs. The analogy between random walks and diffusion processes pertains to hypergraphs.

We now make an important observation. A random walk on a hypergraph as conceived here is defined in terms of transition probabilities between vertices, that is, by probabilities for going from one vertex to another one. But this is a pairwise relation between vertices, and any pairwise relation between vertices can be encoded by an ordinary graph. Therefore, the random walks defined here all possess equivalent representations in terms of weighted graphs, as will be formally stated and proved in Theorem 4.3. Therefore, in particular, the generators of such random walks, the Laplace operators to be studied in the next section, have to satisfy all the properties that normalized graph Laplacians enjoy, like the maximum principle. The most important such properties will be listed in Corollary 4.7 below.

4 Hypergraph random walk Laplacians

We now develop a general theory of random walks and random walk Laplacians for hypergraphs. We say that a discrete-time random process is a random walk on a hypergraph \( \Gamma = (V, E) \) if it is a path of vertices \((v_0, v_1, v_2, \ldots)\) such that:

- For each \( k \geq 1 \), \( v_k \) is chosen with a certain probability that only depends on \( v_{k-1} \), i.e., the process is a Markov chain;
Given any two vertices \( v_i \neq v_j \), the probability \( P(v_i \rightarrow v_j) \) of going from \( v_i \) to \( v_j \) is such that

\[ P(v_i \rightarrow v_j) \neq 0 \iff \exists e \in E : v_i, v_j \in e. \]

We say that an \( N \times N \) matrix \( L \) is a random walk Laplacian if there exist a connected hypergraph \( \Gamma = (V, E) \) on \( N \) vertices \( v_1, \ldots, v_N \) and a random walk on \( \Gamma \) such that

\[
L_{ij} = \begin{cases} 
1 & \text{if } i = j \\
-P(v_i \rightarrow v_j) & \text{if } i \neq j.
\end{cases}
\] (10)

Given a random walk Laplacian \( L \) and a corresponding random walk, let \( D \) be an \( N \times N \) diagonal matrix with positive diagonal entries, and \( A \) be an \( N \times N \) non-negative matrix with zeros on the diagonal, such that, for \( i \neq j \),

\[ P(v_i \rightarrow v_j) = \frac{A_{ij}}{D_{ii}}. \] (11)

Note that this is always possible if no further assumptions are made. In fact, one can always let \( D = \text{Id} \) be the \( N \times N \) identity matrix, and let \( A_{ij} = P(v_i \rightarrow v_j) \). However, if one requires \( A \) to be symmetric, it is not always possible to find \( A \) and \( D \) that satisfy (11). Moreover, in general, \( A \) and \( D \) that satisfy (11) are not uniquely determined.

Now, let \( A \) and \( D \) that satisfy (11), with no further assumptions. For each \( i \),

\[ 1 = \sum_j P(v_i \rightarrow v_j) = \sum_j \frac{A_{ij}}{D_{ii}}, \] (12)

therefore \( D^{-1}A \) is a 1-row sum matrix. Moreover, we can write

\[ L = \text{Id} - D^{-1}A. \]

Its transpose is

\[ L^T = \text{Id} - AD^{-1}, \]

hence

\[
L^T_{ij} = \begin{cases} 
1 & \text{if } i = j \\
-P(v_j \rightarrow v_i) & \text{if } i \neq j.
\end{cases}
\]

Therefore, while \( L \) describes where something goes to, as the operators (5) and (7) in the case of graphs, its transpose \( L^T \) says where something comes from, as the operators (6) and (8) in the case of graphs. Also, \( L \) is a zero-row sum matrix, while \( L^T \) is a zero-column sum matrix. And since they are transpose of each other, \( L \) and \( L^T \) are isospectral.

**Example 4.1.** If we consider the first random walk process described in Section 3, then

\[ D_{ii} := \sum_{e \in E : v_i \in e} |e| - 1 \]

and

\[
A_{ij} := \begin{cases} 
0 & \text{if } i = j \\
|\{ e \in E : v_i, v_j \in e \}| & \text{otherwise}
\end{cases}
\]

satisfy (11). Also, the corresponding random walk Laplacian is the one that has been studied in [8].
Example 4.2. If we consider the second random walk process described in Section 3, then \( D_{ii} := |\{e \in E : v_i \in e\}| \) and

\[
A_{ij} := \begin{cases} 
0 & \text{if } i = j \\
\frac{1}{\sum_{e \in E : v_i, v_j \in e} |e| - 1} & \text{otherwise}
\end{cases}
\]
satisfy (11). In fact, in this case,

\[
\mathbb{P}(v_i \rightarrow v_j) = \sum_{e \in E : v_i, v_j \in e} \mathbb{P}(\text{going from } v_i \text{ to } e) \cdot \mathbb{P}(\text{going from } e \text{ to } v_j|v_i \rightarrow e) = \frac{A_{ij}}{D_{ii}}.
\]

The corresponding random walk Laplacian is the one that has been studied by Banerjee in [2].

Example 4.3. If we consider the random walk process that has been introduced in [10], then \( D_{ii} := \sum_{j \neq i} \sum_{e \in E : v_i, v_j \in e} |e| - 1 \) and

\[
A_{ij} := \begin{cases} 
0 & \text{if } i = j \\
\frac{1}{\sum_{e \in E : v_i, v_j \in e} |e| - 1} & \text{otherwise}
\end{cases}
\]
satisfy (11).

Remark 4.1. All three examples above coincide with the classical random walk process on undirected graphs that we described in Section 2. In particular, in all these cases, the corresponding random walk Laplacian coincides with the operator in (5). In the more general case of hypergraphs, the three processes in the examples and the corresponding operators are not necessarily equivalent.

Example 4.4. If we consider the third random walk process described in Section 3, then \( D_{ii} := |\{e \in E : v_i \in e\}| \) and

\[
A_{ij} := \begin{cases} 
0 & \text{if } i = j \\
\frac{1}{\sum_{e \in E : v_i, v_j \in e} w \text{ anti-oriented in } e} & \text{otherwise}
\end{cases}
\]
satisfy (11). In fact, in this case,

\[
\mathbb{P}(v_i \rightarrow v_j) = \sum_{e \in E : v_i, v_j \in e} \mathbb{P}(\text{going from } v_i \text{ to } e) \cdot \mathbb{P}_o(\text{going from } e \text{ to } v_j|v_i \rightarrow e) = \frac{A_{ij}}{D_{ii}},
\]

where \( \mathbb{P}_o \) indicates that the random walker can only go from \( v_i \) through the hyperedge \( e \) to an anti-oriented vertex. Note that, with this construction, \( A \) is not necessarily symmetric.
Now, given any random walk on a hypergraph, the corresponding Laplacian coincides with the random walk Laplacian of a weighted (and possibly directed) graph, as shown by the next theorem.

**Theorem 4.5.** Let \( \Gamma = (V, E) \) be a hypergraph. Given a random walk on \( \Gamma \), let \( L \) be the corresponding Laplacian and let \( A \) and \( D \) that satisfy \( (11) \). Let also \( G := (V, E, \omega) \) be the weighted (and possibly directed) graph which is defined by letting

\[
(v_i, v_j) \in E \iff A_{ij} > 0
\]

and \( \omega_{v_i,v_j} := A_{ij} \). Then, \( L \) coincides with the normalized Laplacian associated with \( G \). We say that \( G \) is an effective underlying graph of the random process.

**Proof.** The degree of a vertex in the weighted graph \( G \) is

\[
d(v_i) = \sum_j \omega_{v_i,v_j} = \sum_j A_{ij} = D_{ii},
\]

where the last equality follows by \( (12) \). Hence, the degree matrix of \( G \) is \( D \), while the adjacency matrix of \( G \) is \( A \). Therefore, \( L = \text{Id} - D^{-1}A \) coincides with the normalized Laplacian associated with \( G \).

![Figure 1: Visualization of Theorem 4.5](image)

As a consequence of Theorem 4.5, we can recover the properties of the random walks on hypergraphs from the theory of random walks on weighted graphs. In the particular case when one can choose the matrix \( A \) to be symmetric, there exists a corresponding underlying graph that is undirected, and Corollary 4.7 below holds. Before stating it, we recall the Courant–Fischer–Weyl min-max principle, which allows to characterize the eigenvalues of self-adjoint linear operators.

**Theorem 4.6** (Courant–Fischer–Weyl min-max principle). Let \( W \) be an \( n \)-dimensional vector space with a positive definite scalar product \( (.,.) \). Let \( W_k \) be the family of all \( k \)-dimensional subspaces of \( W \). Let \( M : W \to W \) be a self-adjoint linear operator. Then the eigenvalues \( \lambda_1 \leq \ldots \leq \lambda_n \) of \( M \) can be obtained by

\[
\lambda_k = \min_{W_k} \max_{g \neq 0 \in W_k} \frac{(Mg,g)}{(g,g)} = \max_{W_{n-k+1}} \min_{W_{n-k+1}} g \neq 0 \in W_{n-k+1} \frac{(Mg,g)}{(g,g)}.
\]

The vectors \( g_k \) realizing such a min-max or max-min then are corresponding eigenvectors, and the min-max spaces \( W_k \) are spanned by the eigenvectors for the eigenvalues \( \lambda_1, \ldots, \lambda_k \),
and analogously, the max-min spaces $W_{n-k+1}$ are spanned by the eigenvectors for the eigenvalues $\lambda_k, \ldots, \lambda_n$. Thus, we also have

$$\lambda_k = \min_{g \in W_{(g,g)}=0 \text{ for } j=1,\ldots,k-1} \frac{(Mg,g)}{(g,g)} = \max_{g \in V_{(g,g)}=0 \text{ for } l=k+1,\ldots,n} \frac{(Mg,g)}{(g,g)}$$

(13)

In particular,

$$\lambda_1 = \min_{g \in W} \frac{(Mg,g)}{(g,g)}, \quad \lambda_n = \max_{g \in W} \frac{(Mg,g)}{(g,g)}.$$

The quantity $RQ_M(g) := \frac{(Qg,g)}{(g,g)}$ in Theorem 4.6 is called the Rayleigh quotient of $g$.

We can now state the following:

**Corollary 4.7.** Let $L$ be a random walk Laplacian on a connected hypergraph $\Gamma = (V,E)$. Assume that there exist $A$ and $D$ that satisfy (11), with $A$ symmetric and such that $A_{ij} = A_{ji} \neq 0 \iff i \neq j$ and $v_i \sim v_j$, where $v_i \sim v_j$ indicates that there exists one hyperedge containing both $v_i$ and $v_j$. Then,

1. The spectrum of $L$ consists of $N$ real eigenvalues that are contained in $[0,2]$.

2. $2$ is an eigenvalue for $L$ if and only if $\Gamma$ is a bipartite graph. In this case, let the vertex set be correspondingly partitioned into $V_1, V_2$, and let $f$ be an eigenfunction for the eigenvalue $2$. Then, $f$ equals some constant $c$ on $V_1$ and $-c$ on $V_2$.

3. The eigenvalues of $L$ can be characterized, with the Courant–Fischer–Weyl min-max principle, via the Rayleigh quotients

$$RQ_L(f) = \frac{\sum_{v_i \sim v_j} A_{ij} (f(v_i) - f(v_j))^2}{\sum_i D_{ii} f(v_i)^2},$$

for functions $f : V \rightarrow \mathbb{R}$.

**Proof.** It follows from Theorem 4.5 and from the spectral properties of the normalized Laplacian for weighted undirected graphs in [7, 11].

We conclude this section by discussing, in details, the maximum principles for Laplacians. They hold for a class of Laplacians that include the random walk Laplacians, but for instance also the algebraic Laplacians often employed in graph theory. Let $G$ be an $N \times N$ diagonal matrix with positive diagonal entries, and $A$ be an $N \times N$ non-negative matrix, such that

$$G_{ii} = 1, \quad A_{ij} = A_{ij}.$$

(14)

We define the corresponding Laplacian as

$$\Lambda = G - A,$$

that is,

$$\Lambda f(v_i) = G_{ii} f(v_i) - \sum_j A_{ij} f(v_j).$$

(15)

This includes the random walk Laplacians of the form (10). We put $G_{ii} = 1$, $A_{ij} = \frac{A_{ij}}{D_{ii}}$ and recall (12). It also includes the corresponding non-normalized Laplacian, putting $G_{ii} = D_{ii}$, $A_{ij} = A_{ij}$.
Proposition 4.8. If \( \Lambda f_0 = 0 \),
then \( f_0 \) is constant on every connected component of \( \Gamma \).

Proof. Let \( v_i \) be a vertex where \( f_0 \) achieves its maximum. Then
\[
f_0(v_i) \geq \sum_{v_j \sim v_i} \frac{A_{ij}}{G_{ii}} f_0(v_j),
\]
and because of (14) and the non-negativity of the \( A_{ij} \), we can have equality only if
\( f_0(v_j) = f_0(v_i) \) for every \( j \) with \( A_{ij} > 0 \). By (15), \( f_0 \) therefore is also maximal on every vertex \( v_j \)
connected with \( v_i \). By iteration, it is then constant on the component of \( v_i \). This yields
the claim, since \( f \) has to assume a maximum at some vertex of the finite graph \( \Gamma \).

When we look at Dirichlet (or other) boundary value problems, e.g., consider a random
walker on a (hyper)graph with boundary, that is, we select some boundary vertex set
\( V_0 \subseteq V \), with \( V \setminus V_0 \) being connected, the corresponding equation
\[
\Lambda f(v) = 0 \quad (16)
\]
would be required only for \( v \in V \setminus V_0 \). A solution \( f \) of (16) is called harmonic.

Corollary 4.9. When a solution \( f \) of (16) achieves a local maximum or minimum at
some \( v \in V \setminus V_0 \), it is constant.

Proof. This follows from the proof of Proposition 4.8. \( \square \)

5 The chemical Laplacian

We now recall the normalized Laplacian for oriented hypergraphs introduced in [19],
that we shall call the chemical Laplacian, since it was introduced with the idea of studying
chemical reaction networks. In contrast to the random walk and diffusion Laplacians
discussed above that relate individual vertices, it relates subsets of vertices, the inputs and
the outputs of oriented hyperedges. As introduced in Section 3 in an oriented hypergraph,
the hyperedges have inputs and outputs, but in contrast to directed hypergraphs, it is
assumed that both directions are present. Hence, the relations between inputs and outputs
of an hyperedge are symmetric, and because of that symmetry, the spectrum remains real.

Fix an oriented hypergraph \( \Gamma = (V, E) \). The chemical Laplacian is based on the
boundary operator
\[
\delta f(e) := \sum_{v_i \text{ input of } e} f(v_i) - \sum_{v_j \text{ output of } e} f(v_j)
\]
for a function \( f : V \to \mathbb{R} \), as well as on its adjoint operator
\[
\delta^*(\gamma)(v) = \frac{\sum_{e_{\text{in}:v}} \gamma(e_{\text{in}}) - \sum_{e_{\text{out}:v}} \gamma(e_{\text{out}})}{t(v)}, \quad (17)
\]
for functions \( \gamma \) on oriented hyperedges, where the degree of a vertex \( v \) is
\[
t(v) := |e \in E : v \in e|.
\]
The underlying scalar products are
\[
(f, g)_V := \sum_{v \in V} t(v) \cdot f(v) \cdot g(v)
\]
for $f, g : V \to \mathbb{R}$, and

$$(\omega, \gamma)_E := \sum_{e \in E} \omega(e) \cdot \gamma(e)$$

or $\omega, \gamma : E \to \mathbb{R}$. The resulting chemical Laplace operator then is

$L^o f(v) := \delta^* \delta(v)$

$$= \sum_{e_{\text{in}} : \text{input}} \left( \sum_{v' \text{ input of } e_{\text{in}}} f(v') - \sum_{w' \text{ output of } e_{\text{in}}} f(w') \right) \frac{t(v)}{t(v)}$$

$$- \sum_{e_{\text{out}} : \text{output}} \left( \sum_{v' \text{ input of } e_{\text{out}}} f(v') - \sum_{w' \text{ output of } e_{\text{out}}} f(w') \right) \frac{\hat{t}(v)}{t(v)}.$$  \hfill (18)

There is still some degree of freedom in the choice of normalization in (17) and therefore also in (18). Thus, one may consider variants with different normalizations, but this does not affect its essential conceptual and mathematical properties.

The rich dynamics generated by coupling various dynamical systems on hypergraphs via this operator have been explored in [29] and in [4]. Moreover, a slight generalization of this operator has been offered in [20] and its spectral theory has been recently applied, in [28], for studying networks of genetic expression.

As shown in Theorem 4.5, the random walk Laplacians that we have defined all can be represented as Laplacians on weighted graphs, as the transition happens between vertices and the probabilities depend on how these vertices are connected. This is no longer true for the chemical Laplacian $L^o$ which encodes relations between sets of vertices. It therefore does not possess an interpretation in terms of random walks or diffusion processes between vertices. While $L^o$ therefore does not capture any random walk on the hypergraph, it seems to capture some other hypergraph properties in a more precise way than a random walk Laplacian $L$. For instance, if the assumptions of Corollary 4.7 are satisfied,

- The eigenvalues of $L$ are contained in $[0, 2]$, as in the case of graphs, while the eigenvalues of $L^o$ are — more generally — contained in $[0, \Psi]$, where $\Psi$ is the largest hyperedge cardinality.

- The largest eigenvalue of $L$ attains its largest possible value 2 if and only if $\Gamma$ is a bipartite graph, while the largest eigenvalue of $L^o$ attains its largest possible value $\Psi$ if and only if $\Gamma$ is $\Psi$-uniform (meaning that all its hyperedges have cardinality $\Psi$) and it is a bipartite hypergraph, as shown in [27].

- The eigenvalues of $L$ are characterized via the Rayleigh quotients

  $$\text{RQ}_L(f) = \frac{\sum_{v_i \sim v_j} A_{ij} (f(v_i) - f(v_j))^2}{\sum_i D_{ii} f(v_i)^2},$$

  while the eigenvalues of $L^o$ are characterized via the Rayleigh quotients

  $$\text{RQ}_{L^o}(f) = \frac{\sum_{e \in E} \left( \sum_{v_i \in e_{\text{in}}} f(v_i) - \sum_{v_j \in e_{\text{out}}} f(v_j) \right)^2}{\sum_i \hat{t}(v_i) f(v_i)^2},$$

  as shown in [19]. By looking at these quantities, it becomes clear that the Rayleigh quotients for $L^o$ are better capturing the hypergraph structure.
• While we can recover the properties of $\mathcal{L}$ from the theory of random walks on weighted graphs, nothing similar can be done for the chemical Laplacian $L^o$. We cannot recover the properties of $L^o$ by constructing an auxiliary weighted graph. This is clear, for instance, from the fact that the spectrum of $L^o$ for a hypergraph may be contained in a larger interval than the spectrum of the Laplacian for a graph.

We also observe that a random walk Laplacian has 0 as its smallest eigenvalue, and if, as we always assume, the hypergraph is connected, the only eigenfunctions for that eigenvalue are the constants. This follows directly from Theorem 4.5 and from the well-known fact that, for a connected graph, the only eigenfunctions of the eigenvalue 0 are the constants [11]. In contrast, as shown in [19], there exist connected hypergraphs where $L^o$ does not possess the eigenvalue 0, and others where $L^o$ has non-constant eigenfunctions for that eigenvalue, thus violating the maximum principle in Proposition 4.8. This shows again, that $L^o$ cannot be interpreted as a random walk Laplacian. More generally, Proposition 4.8 tells us that, since $L^o$ does not satisfy a maximum principle, it cannot be reduced to a non-normalized, e.g., algebraic graph Laplacian either.

In fact, from [13], we can easily infer the geometric meaning of $L^o$. For an oriented hyperedge, it compares what flows in at the input vertices of a hyperedge and what flows out at its output vertices with what flows out at the input vertices and what flows in at the output vertices. In particular, all the input vertices of a hyperedge contribute in parallel, and so do all its output vertices. Therefore, when the input set or the output set contains more than one vertex, the maximum principle need not hold. Consider, for instance, a hypergraph with a single oriented hyperedge with $v_1$, $v_2$ as input vertices and $v_3$ as output vertex. Then any $f$ with $f(v_1) + f(v_2) = f(v_3)$ satisfies $L^o f = 0$. Changing the orientation of the hyperedge does not affect this.

As a next step, it is naturally important to go beyond static properties and investigate the impact that a choice of hypergraph Laplacian can make on dynamics.

6 Coupled Hypergraph Maps

In [4], Coupled Hypergraph Maps (CHMs) were defined as a generalization of the well-known Coupled Map Lattices (CMLs) [21], which are discrete-time dynamical systems on graphs. CHMs can be described as follows. Given a connected hypergraph $\Gamma = (V, E)$ on $N$ nodes, we assume that each node $i$ evolves according to a time-discrete map $f : I \to I$, where $I$ is a compact interval. Two key examples are: the logistic map given by

$$g(x) := \mu x(1 - x), \quad \mu \in (0, 4],$$

and the tent map defined by

$$f(x) := \frac{\mu}{2} \min\{x, 1 - x\}, \quad \mu \in (0, 4].$$

Note carefully that the parametric assumption $\mu \in (0, 4]$ entails that both maps leave the interval $I = [0, 1]$ invariant so that they yield well-defined dynamical systems defined in forward discrete time via iteration of the map, e.g., $x_{t+1} = f(x_t)$. Both maps are unimodal with a single global maximum on $[0, 1]$. In particular, one can view the tent map as an analytically more tractable variant of the logistic map, so we focus on the tent map in this work, which can already show complicated periodic and chaotic behaviour [1]. To represent complex network dynamics, it is natural to study coupled iterated maps [21].
Given a vertex \( i \) and a time \( t \in \mathbb{N} \), we let \( x_t(i) \in \mathbb{R} \) denote the state of node \( i \) at time \( t \), and we assume that \( x_t(i) \) is updated via the main dynamical iteration rule

\[
x_{t+1}(i) = f(x_t(i)) - \varepsilon (O f)(x_t(i)),
\]

where for classical CMLs one uses the graph Laplacian, while for CHMs \( O \) is a hypergraph Laplacian associated with \( \Gamma \), and \( \varepsilon \) is a parameter controlling the coupling strength. We can also write (19) more compactly using the vector notation \( \mathbf{x}_t := (x_t(1), \ldots, x_t(N)) \) and by setting

\[
C := C(O) = \text{Id} - \varepsilon O,
\]

so that

\[
\mathbf{x}_{t+1} = (C f)(\mathbf{x}_t),
\]

where we now understand the action of \( f \) as component-wise extension if it takes a vector, i.e. \( f(\mathbf{x}_t) = (f(x_t(1)), \ldots, f(x_t(N))) \). Ideally, we would like to analyze the dynamics of (20) by generalizing techniques from the classical theory of one-dimensional iterated maps such as the logistic or tent map [1, 12, 15]. One important technique are is to characterize invariance properties of intervals. Recall that we know \( f(I) \subseteq I \). In fact, one can often even make finer statements regarding proper sub-intervals \( f(I_{a_1}) \subseteq I_{a_2} \), where \( I_{a_1}, I_{a_2} \subset I \). This forms the basis of symbolic dynamics, i.e., coding the behaviour of the iterated map purely in terms of recording via symbols [33], in which sets a trajectory lands at each time step. A second important technique is renormalization [10], which can be used to study the full bifurcation diagram of the tent map upon parameter variation of \( \mu \). Renormalization is a more global technique not tracking individual trajectories but it exploits the self-similarity of the map. For example, the \( k \)-th order iterates of the graph of the tent map correspond (in this case exactly, for the logistic map only locally) to \( k \) horizontally compressed and vertically stretched copies of the tent map. This self-similarity can be made precise using a renormalization group (RG) operator on the entire parametric family of maps. For CMLs, it is known that the RG approach can be generalized on a formal level [24, 25]. Yet, additional problems already appear for CMLs, where one eventually needs commutation properties. More precisely, iterating a shifted graph Laplacian should commute with iterating the map on suitable sub-intervals. To demonstrate that our framework provides some partial steps to analyze the dynamics of CHMs, we want to to check, which properties of the map \( f \) are inherited by the operator \( C \). In particular, we consider two important natural questions:

1. When does it hold that \( C f(\mathbf{x}) \in \mathcal{I}^N \), i.e., under which conditions does the dynamics (20) leave the \( N \)-dimensional hypercube \( \mathcal{I}^N \) invariant?

2. Consider the map \( C \circ f \) defining the dynamics, say for the tent map. Does it hold true that

\[
(C \circ f)^2|_{\mathcal{I}_a} = C^2 \circ f^2|_{\mathcal{I}_a},
\]

for some non-trivial sub-interval \( \mathcal{I}_a \subset \mathcal{I} \), i.e. do we have some form of commutativity?

In order to further develop the mathematical foundations of CHMs, we answer the above questions for the hypergraph Laplacians that have been discussed in the previous sections.

\textbf{Theorem 6.1.} Let \( \mathcal{I} = [a, b] \), with \( 0 \leq a < b \). Let \( \mathcal{L} \) be an \( N \times N \) random walk Laplacian and let \( C := \text{Id} - \varepsilon \mathcal{L} \). Then, given \( \mathbf{x} \in \mathcal{I}^N \),

\[
C f(\mathbf{x}) \in \mathcal{I}^N \text{ for each } f : \mathcal{I} \to \mathcal{I} \iff \varepsilon \in [0, 1].
\]
Moreover, given \( f: \mathcal{I} \to \mathcal{I} \), if \( \varepsilon > 1 \) then
\[
C f(x) \in [b(1 - \varepsilon) + a\varepsilon, a(1 - \varepsilon) + b\varepsilon]^N.
\]
If \( \varepsilon < 0 \), then
\[
C f(x) \in [a(1 - \varepsilon) + b\varepsilon, b(1 - \varepsilon) + a\varepsilon]^N.
\]
Informally speaking, the first result simply follows from the averaging property of random walk Laplacians.

**Proof.** Fix two matrices \( A \) and \( D \) that satisfy (11), so that \( L = \text{Id} - D^{-1}A \). Then, by (12),
\[
\sum_j \frac{A_{ij}}{D_{ii}} = 1,
\]
for each \( i \). Also, \( C = \text{Id} - \varepsilon \text{Id} + \varepsilon D^{-1}A \), therefore
\[
C_{ij} = \begin{cases} 1 - \varepsilon & \text{if } i = j \\ \frac{\varepsilon A_{ij}}{D_{ii}} & \text{if } i \neq j. \end{cases}
\]
Hence, \( C f(x) \in \mathcal{I}^N \) if and only if
\[
a \leq f(x_i)(1 - \varepsilon) + \sum_{j \neq i} f(x_j) \cdot \frac{\varepsilon A_{ij}}{D_{ii}} \leq b, \tag{22}
\]
for each \( i = 1, \ldots, N \).

If \( \varepsilon \in [0, 1] \), then
\[
f(x_i)(1 - \varepsilon) + \sum_{j \neq i} f(x_j) \cdot \frac{\varepsilon A_{ij}}{D_{ii}} \leq \max_k f(x_k) \cdot \left(1 - \varepsilon + \varepsilon \sum_{j \neq i} A_{ij} D_{ii}^{-1}\right) = \max_k f(x_k)
\]
and similarly
\[
f(x_i)(1 - \varepsilon) + \sum_{j \neq i} f(x_j) \cdot \frac{\varepsilon A_{ij}}{D_{ii}} \geq \min_k f(x_k) \cdot \left(1 - \varepsilon + \varepsilon \sum_{j \neq i} A_{ij} D_{ii}^{-1}\right) = \min_k f(x_k),
\]
hence
\[
a \leq \min_k f(x_k) \leq (C f(x))_i \leq \max_k f(x_k) \leq b.
\]
Therefore (22) holds true.

If \( \varepsilon \notin [0, 1] \), assume that \( f(x_i) = a \) while \( f(x_j) = b \) for all \( j \neq i \). Then,
\[
(C f(x))_i = a(1 - \varepsilon) + b\varepsilon
\]
is not in \( \mathcal{I} \). In fact,

- If \( \varepsilon > 1 \), then
  \[
a(1 - \varepsilon) + b\varepsilon > b(1 - \varepsilon) + b\varepsilon = b.
  \]

- If \( \varepsilon < 0 \), then
  \[
a(1 - \varepsilon) + b\varepsilon < a(1 - \varepsilon) + a\varepsilon = a.
  \]
In both cases, 
\[ (Cf(x))_i = a(1 - \varepsilon) + b \varepsilon \notin I. \]
This proves the first claim.

Now, if \( \varepsilon > 1 \), then \( 1 - \varepsilon < 0 \). Therefore, for each \( i \),
\[ f(x_i)(1 - \varepsilon) + \sum_{j \neq i} f(x_j) \cdot \frac{\varepsilon A_{ij}}{D_{ii}} \leq a(1 - \varepsilon) + b \varepsilon + \left( \sum_{j \neq i} \frac{A_{ij}}{D_{ii}} \right) = a(1 - \varepsilon) + b \varepsilon, \]
and similarly
\[ f(x_i)(1 - \varepsilon) + \sum_{j \neq i} f(x_j) \cdot \frac{\varepsilon A_{ij}}{D_{ii}} \geq b(1 - \varepsilon) + a \varepsilon + \left( \sum_{j \neq i} \frac{A_{ij}}{D_{ii}} \right) = b(1 - \varepsilon) + a \varepsilon. \]

If \( \varepsilon < 0 \), then \( 1 - \varepsilon > 1 \). Therefore
\[ f(x_i)(1 - \varepsilon) + \sum_{j \neq i} f(x_j) \cdot \frac{\varepsilon A_{ij}}{D_{ii}} \leq b(1 - \varepsilon) + a \varepsilon + \left( \sum_{j \neq i} \frac{A_{ij}}{D_{ii}} \right) = b(1 - \varepsilon) + a \varepsilon, \]
and
\[ f(x_i)(1 - \varepsilon) + \sum_{j \neq i} f(x_j) \cdot \frac{\varepsilon A_{ij}}{D_{ii}} \geq a(1 - \varepsilon) + b \varepsilon + \left( \sum_{j \neq i} \frac{A_{ij}}{D_{ii}} \right) = a(1 - \varepsilon) + b \varepsilon. \]

Hence, if \( \varepsilon > 1 \),
\[ Cf(x) \in [b(1 - \varepsilon) + a \varepsilon, a(1 - \varepsilon) + b \varepsilon]_N. \]
If \( \varepsilon < 0 \),
\[ Cf(x) \in [a(1 - \varepsilon) + b \varepsilon, b(1 - \varepsilon) + a \varepsilon]_N. \]

\[ \square \]

**Remark 6.1.** If, instead of a random walk Laplacian, we consider the chemical Laplacian \( L^o \) that we discussed in Section [5] or its variant in [4], Theorem 6.1 does not hold. To see this, we fix an oriented hypergraph \( \Gamma = (V, E) \) with nodes \( v_1, \ldots, v_N \) and we write \( L^o \) in matrix form as
\[ L^o = 1d - T^{-1}A^o, \]
where \( T = (t(v_1), \ldots, t(v_N)) \) is the diagonal matrix with entries
\[ t(v_i) = |e \in E : v_i \in e|, \]
and \( A^o = (A^o_{ij}) \) is the oriented adjacency matrix with entries \( A^o_{ii} := 0 \) for each \( i \) and
\[ A^o_{ij} := |\{\text{hyperedges in which } v_i \text{ and } v_j \text{ are anti-oriented}\}| - |\{\text{hyperedges in which } v_i \text{ and } v_j \text{ are co-oriented}\}|, \]
for \( i \neq j \). Similarly, we write the chemical Laplacian in [4] in matrix form as
\[ \Delta^o = D^{-1}T - D^{-1}A^o, \]
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where \( D = (d(v_1), \ldots, d(v_N)) \) is the diagonal matrix with entries
\[ d(v_i) := \sum_{e \in E : v_i \in e} (|e| - 1). \]

The off-diagonal entries of \( L^o \) and \( \Delta^o \) are such that
\[ L^o_{ij} = \frac{A^o_{ij}}{t(v_i)} \in [-1, 1] \quad \text{and} \quad \Delta^o_{ij} = \frac{A^o_{ij}}{d(v_i)} \in [-1, 1] \quad \text{for} \ i \neq j, \]
while their diagonal entries are such that
\[ 0 < \Delta^o_{ii} = \frac{t(v_i)}{d(v_i)} \leq 1 = L^o_{ii}, \]
and the two operators coincide in the case of graphs. Also, both these Laplacians are not necessarily zero-row sum matrices, in contrast to the case of the random walk Laplacians.

Now, as in Theorem 6.1, let \( \mathcal{I} = [a, b] \), with \( 0 \leq a < b \). Let \( f : \mathcal{I} \to \mathbb{I} \) and, given \( \varepsilon \in [0, 1] \), consider \( C(L^o) = \text{Id} - \varepsilon L^o \). Then, given \( \mathbf{x} \in \mathcal{I}^N \), \( C(L^o)f(\mathbf{x}) \) is not necessarily contained in \( \mathcal{I}^N \). In fact, observe that
\[ C(L^o)_{ij} = \begin{cases} 1 - \varepsilon & \text{if} \ i = j \\ \frac{\varepsilon A^o_{ij}}{t(v_i)} & \text{if} \ i \neq j. \end{cases} \]

Hence, \( C(L^o)f(\mathbf{x}) \in \mathcal{I}^N \) if and only if, for each \( i = 1, \ldots, N \),
\[ a \leq f(x_i)(1 - \varepsilon) + \sum_{j \neq i} f(x_j) \cdot \frac{\varepsilon A^o_{ij}}{t(v_i)} \leq b. \tag{23} \]

In the particular case where all vertices of \( \Gamma \) are inputs for each hyperedge in which they are contained, one has
\[ A^o_{ij} = -|\{ e \in E : v_i, v_j \in e \}|, \quad \text{if} \ i \neq j, \]
therefore
\[ \sum_{j} \frac{A^o_{ij}}{t(v_i)} = -\frac{d(v_i)}{t(v_i)} \leq -1. \]

Hence, if there exists \( i \) such that \( f(x_i) = a \) and \( f(x_j) = b \) for all \( j \) such that \( v_j \sim v_i \), then
\[ f(x_i)(1 - \varepsilon) + \sum_{j \neq i} f(x_j) \cdot \frac{\varepsilon A^o_{ij}}{t(v_i)} \leq a(1 - \varepsilon) - b \varepsilon < a(1 - \varepsilon) - a \varepsilon \leq a. \]

Therefore, (23) does not hold in this case, implying that, in general, \( C(L^o)f(\mathbf{x}) \) is not necessarily contained in \( \mathcal{I}^N \). This can be shown, in a similar way, also for \( C(\Delta^o) \).

Before stating the next theorem pertaining to our second question, we make an observation regarding Eq. (21).

Remark 6.2. Let \( \mathcal{I} = [a, b] \), with \( 0 \leq a < b \). Let \( f : \mathcal{I} \to \mathcal{I} \) and let \( C = \text{Id} - \varepsilon \mathcal{O} \), for some \( N \times N \) Laplacian matrix \( \mathcal{O} \). Let also \( \mathbf{x} = (x_1, \ldots, x_N) \in \mathcal{I}^N \), so that \( f(\mathbf{x}) = (f(x_1), \ldots, f(x_N)) \in \mathcal{I}^N \). Then,
\[ (C \circ f)^2(\mathbf{x}) = (C \circ f)(C(f(\mathbf{x}))_i)_{i=1,...,N} \]
Figure 2: To illustrate Theorem 6.1, we perform numerical simulations of the iterated map (20) on an oriented hypergraph $\Gamma = (V, E)$ that is shown in (a). Here, $V = \{v_1, v_2, v_3, v_4\}$ and $E = \{e_1, e_2, e_3\}$. A node $v_i$ is classified as an input (output) of an hyperedge $e_j$ if there is a plus (minus) sign in the respective color of $e_j$ next to $v_i$. We choose $I = [0, 1]$, $f$ to be the tent map with $\mu = 3.8$ and $\varepsilon = 0.3$. (b) shows simulation results with $L$ being a random walk Laplacian for $10^6$ different uniformly distributed initial conditions in $I^4$. In fact, the green, red, blue and magenta bars at $t = 0$ in (b) depict the marginals of this uniform distribution projected to the first, second, third and fourth component, respectively. For $t > 0$ all of these bars are still contained in $I$, which illustrates Theorem 6.1. (c) shows the exact same simulation except that here $L$ is not a random walk Laplacian but instead given by $L^\circ$ from (18). (b)-(c) show the clear dynamical difference of using different hypergraph Laplacians for CHMs.

Hence, for $k = 1, \ldots, N$,

$$(C \circ f)^2(x) = f(z_k)(1 - \varepsilon O_{kk}) - \sum_{l \neq k} f(z_l) \cdot \varepsilon O_{kl}, \quad (24)$$

where

$$z_i := f(x_i)(1 - \varepsilon O_{ii}) - \sum_{j \neq i} f(x_j) \cdot \varepsilon O_{ij}.$$
Hence, for $k = 1, \ldots, N$,

$$
\left( C^2 \circ f^2(x) \right)_k = y_k(1 - \varepsilon O_{ii}) - \sum_{l \neq k} y_l \cdot \varepsilon O_{il},
$$

(25)

where

$$
y_i := f^2(x_i)(1 - \varepsilon O_{ii}) - \sum_{j \neq i} f^2(x_j) \cdot \varepsilon O_{ij}.
$$

Hence, (21) holds if and only if (24) is equal to (25), for all $k = 1, \ldots, N$.

This is true if, for all $i = 1, \ldots, N$,

$$
f \left( f(x)_i(1 - \varepsilon O_{ii}) - \sum_{j \neq i} f(x)_j \cdot \varepsilon O_{ij} \right) = f^2(x_i)(1 - \varepsilon O_{ii}) - \sum_{j \neq i} f^2(x_j) \cdot \varepsilon O_{ij}.
$$

(26)

**Theorem 6.2.** Let $I = [0, 1]$ and let $f : I \to I$ be a tent map, for some parameter $\mu \in [0, 4]$. Let $L$ be an $N \times N$ random walk Laplacian and let $C := \text{Id} - \varepsilon L$. Then, for $I_a = [0, \frac{1}{4}]$, we have that

$$
(C \circ f^2|_{I_a}) = C^2 \circ f^2|_{I_a}.
$$

**Proof.** Fix two matrices $A$ and $D$ that satisfy (11), so that $L = \text{Id} - D - \frac{1}{A}$. Observe that, for each $x \in I_a$, $x \leq \frac{1}{4} \leq \frac{1}{\mu}$, therefore

$$
f(x) = \frac{\mu}{2} \cdot x \leq \frac{1}{2}
$$

and hence

$$
f^2(x) = \frac{\mu}{2} \cdot f(x) = \frac{\mu^2}{4} \cdot x.
$$

Therefore, the right-hand side of (26) in this case can be re-written as

$$
f^2(x)_i(1 - \varepsilon) + \sum_{j \neq i} f^2(x)_j \cdot \varepsilon A_{ij} \cdot D_{ii} = \frac{\mu^2}{4} \left( x_i(1 - \varepsilon) + \sum_{j \neq i} x_j \cdot \varepsilon A_{ij} \cdot D_{ii} \right),
$$

while the left-hand side of (26) is

$$
f \left( f(x)_i(1 - \varepsilon) + \sum_{j \neq i} f(x)_j \cdot \varepsilon A_{ij} \cdot D_{ii} \right) = f \left( \frac{\mu}{2} \cdot \left( x_i(1 - \varepsilon) + \sum_{j \neq i} x_j \cdot \varepsilon A_{ij} \cdot D_{ii} \right) \right)
$$

$$
= \frac{\mu}{2} \cdot \left( \frac{\mu}{2} \cdot \left( x_i(1 - \varepsilon) + \sum_{j \neq i} x_j \cdot \varepsilon A_{ij} \cdot D_{ii} \right) \right),
$$

where the last equality follows from the fact that

$$
\frac{\mu}{2} \cdot \left( x_i(1 - \varepsilon) + \sum_{j \neq i} x_i \cdot \varepsilon A_{ij} \cdot D_{ii} \right) \leq \frac{\mu}{2} \cdot \max_k x_k \leq \frac{\mu}{2} \cdot \frac{1}{\mu} = \frac{1}{2}.
$$

Hence, (26) holds. By Remark 6.2, the claim follows.

**Acknowledgments:** RM was supported by The Alan Turing Institute under the EPSRC grant EP/N510129/1. CK was supported a Lichtenberg Professorship of the VolkswagenStiftung. TB thanks the TUM Institute for Advanced Study (TUM-IAS) for support through a Hans Fischer Fellowship awarded to Chris Bick. TB also acknowledges support of the TUM TopMath elite study program. JJ is supported by GIF Research Grant No. I-1514-304.6/2019.
References

[1] K. T. Alligood, T. D. Sauer, and J. A. Yorke. *Chaos: An Introduction to Dynamical Systems*. Springer, 1996.

[2] A. Banerjee. On the spectrum of hypergraphs. *Linear Algebra and its Applications*, 614:82–110, 2021. Special Issue ILAS 2019.

[3] F. Battiston, G. Cencetti, I. Iacopini, V. Latora, M. Lucas, A. Patania, J.-G. Young, and G. Petri. Networks beyond pairwise interactions: structure and dynamics. *Physics Reports*, 2020.

[4] T. Böhle, C. Kuehn, R. Mulas, and J. Jost. Coupled Hypergraph Maps and Chaotic Cluster Synchronization. arXiv:2102.02272.

[5] Á. Bodó, G. Y. Katona, and P. L. Simon. Sis epidemic propagation on hypergraphs. *Bulletin of mathematical biology*, 78(4):713–735, 2016.

[6] S. Bradde and G. Bianconi. The percolation transition in correlated hypergraphs. *Journal of Statistical Mechanics: Theory and Experiment*, 2009(07):P07028, 2009.

[7] S. Butler and F. Chung. Spectral graph theory. *Handbook of linear algebra*, page 47, 2006.

[8] T. Carletti, F. Battiston, G. Cencetti, and D. Fanelli. Random walks on hypergraphs. *Phys. Rev. E*, 101:022308, Feb 2020.

[9] T. Carletti, D. Fanelli, and R. Lambiotte. Random walks and community detection in hypergraphs. *Journal of Physics: Complexity*, 2(1):015011, 2021.

[10] T. Carletti, D. Fanelli, and S. Nicoletti. Dynamical systems on hypergraphs. *Journal of Physics: Complexity*, 1(3):035006, 2020.

[11] F. Chung. Spectral graph theory. *American Mathematical Society*, 1997.

[12] P. Collet and J. P. Eckmann. *Iterated Maps of the Interval as Dynamical Systems*. Birkhäuser, 1980.

[13] R. Courant, K. Friedrichs, and H. Lewy. Über die partiellen Differentialgleichungen der mathematischen Physik. *Math. Ann.*, 100:32–74, 1928.

[14] G. F. de Arruda, G. Petri, and Y. Moreno. Social contagion models on hypergraphs. *Physical Review Research*, 2(2):023032, 2020.

[15] W. De Melo and S. Van Strien. *One-dimensional Dynamics*. Springer, 2012.

[16] M. J. Feigenbaum. Quantitative universality for a class of nonlinear transformations. *J. Stat. Phys.*, 19(1):25–52, 1978.

[17] G. Grimmett. *Probability on graphs*. Cambridge Univ. Press, 2010.

[18] J. Jost. *Mathematical methods in biology and neurobiology*. Berlin: Springer, 2014.

[19] J. Jost and R. Mulas. Hypergraph Laplace operators for chemical reaction networks. *Advances in Mathematics*, 351:870–896, 2019.
[20] J. Jost and R. Mulas. Normalized Laplace Operators for Hypergraphs with Real Coefficients. *J. Complex Netw.*, 9(1):cnab009, 2021.

[21] K. Kaneko. *Theory and Applications of Coupled Map Lattices*. Wiley, 1993.

[22] S. Klamt, U.-U. Haus, and F. Theis. Hypergraphs and cellular networks. *PLoS Comput Biol*, 5(5):e1000385, 2009.

[23] C. Kuehn and C. Bick. A universal route to explosive phenomena. *Sci. Adv.*, 7(16):eabe3824, 2021.

[24] A. Lemaître and H. Chaté. Nonperturbative renormalization group for chaotic map lattices. *Phys. Rev. Lett.*, 80(25):5528–5531, 1998.

[25] A. Lemaître and H. Chaté. Renormalization group for strongly coupled maps. *J. Stat. Phys.*, 96(5):915–962, 1999.

[26] R. Mulas. A Cheeger Cut for Uniform Hypergraphs. *Graphs and Combinatorics*, 2021.

[27] R. Mulas. Sharp bounds for the largest eigenvalue. *Mathematical notes*, 109:102–109, 2021.

[28] R. Mulas and M. J. Casey. Estimating cellular redundancy in networks of genetic expression. arXiv:2106.03663.

[29] R. Mulas, C. Kuehn, and J. Jost. Coupled dynamics on hypergraphs: Master stability of steady states and synchronization. *Phys. Rev. E*, 101:062313, 2020.

[30] R. Mulas and D. Zhang. Spectral theory of Laplace Operators on oriented hypergraphs. *Discrete Math.*, 344(6):112372, 2021.

[31] L. Neuhäuser, A. Mellor, and R. Lambiotte. Multibody interactions and nonlinear consensus dynamics on networked systems. *Phys. Rev. E*, 101(3):032310, 2020.

[32] S. Ranshous, C. A. Joslyn, S. Kreyling, K. Nowak, N. F. Samatova, C. L. West, and S. Winters. Exchange pattern mining in the bitcoin transaction directed hypergraph. In *International Conference on Financial Cryptography and Data Security*, pages 248–263. Springer, 2017.

[33] R. C. Robinson. *An Introduction to Dynamical Systems: Continuous and Discrete*. AMS, 2013.

[34] P. S. Skardal and A. Arenas. Higher-order interactions in complex networks of phase oscillators promote abrupt synchronization switching. *Commun. Phys.*, 3(1):1–6, 2020.

[35] H. Sun and G. Bianconi. Higher-order percolation processes on multiplex hypergraphs. arXiv:2104.05457.