Bayesian peak bagging analysis of 19 low-mass low-luminosity red giants observed with Kepler
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1. Improved ellipsoidal sampling

In Corsaro et al. (2015a), we used the Bayesian estimation code DIAMONDS for a peak-bagging analysis of 19 oscillating red giants. DIAMONDS uses the nested sampling method in which the prior is sampled under the hard constraint that the likelihood of each new point must be better than the one of the worst point, after which the latter is discarded from the “live” sample. To avoid a high rejection rate by sampling low-likelihood regions, the algorithm only samples inside ellipsoids around the most interesting regions of the parameter space. These ellipsoids are constructed using the covariance matrix of live points, but since they do not exactly coincide with the true iso-likelihood contours, they are enlarged by a factor $f$ to avoid missing relevant parts of the sampling space. To boost the performance, this enlargement is then gradually phased out as the “live” sample concentrates on the high-likelihood regions and the ellipsoids are becoming a progressively better approximation of the iso-likelihood contours.

It turns out that in the configuration of DIAMONDS used in Corsaro et al. (2015a), the law adopted to estimate the initial enlargement factor as a function of the number of free parameters (see Corsaro 2018) was leading to ellipsoidal sampling regions that were too small in the final stages of the computation. Although none of the estimates of the peak bagging parameters are affected, their Bayesian credible intervals (i.e. the errors on the model parameters estimated from the marginal probability distributions) are affected by roughly a factor of two. We therefore recalibrated the relation between the initial enlargement fraction $f_0$, and the number of free fit parameters $k$ that define the inference problem. The new relations are:

$$f_0^{(500)} = 0.369 \cdot k^{0.574}, \quad (1)$$

$$f_0^{(1000)} = 0.310 \cdot k^{0.598}, \quad (2)$$

for $N_\text{live} = 500$ and 1000, respectively. Both laws are defined for an optimal number of clusters, $N_\text{clust}$ in the range 3–4, assume a shrinking rate $\alpha = 0$, a maximum number of drawing attempts from the prior distribution of $M_\text{attempts} = 5 \times 10^{5}$, and a value of $\delta_\text{final} = 1$ for the termination condition (see Corsaro & De Ridder 2014 for more details on the configuring parameters of the code).

2. Assessing the new calibration

To prove that the new calibration provides trustworthy results, we compare the newly estimated credible intervals of the mode frequencies with the theoretical errors on the frequencies of isolated $\ell = 0$ modes as derived by Libbrecht (1992); Ballot et al. (2008):

$$\sigma^2 = \frac{\Gamma}{4 \pi T} \sqrt{\beta + 1} \left( \sqrt{\beta + 1} + \sqrt{\beta} \right)^3 , \quad (3)$$

where $T$ is the total observing time of the original time-series, $\Gamma$ the linewidth of the $\ell = 0$ mode considered, and $\beta$ is the ratio between the background level evaluated for the frequency $\nu_0$ and the corresponding height of the peak (or equivalently the inverse of the signal-to-noise ratio of the oscillation peak).

To show how well the Bayesian credible intervals estimated by DIAMONDS agree with the theoretical errors as a function of the dimension of the parameter space, we use KIC 12008916 as a test case. The solid lines in Fig. 1 show the new calibration of $f_0$ as a function of the number of fit parameters, for live sample sizes 500 and 1000 (see Eqs. (1) and (2)). On top of these curves we show the $f_0$ values used by DIAMONDS for 37 independent peak-bagging computations, each one using a different number of peaks (and thus different values of $k$) in the Fourier spectrum of KIC 12008916. The ratio between the theoretical frequency error and the one computed by the newly calibrated DIAMONDS is near perfect for parameter spaces with up to $k = 40$ dimensions\textsuperscript{1}. The derived frequency credible intervals (not the frequencies themselves!) only start to deviate somewhat from the theoretical ones for a parameter space with $k > 40$, but still giving acceptable results up to $k \sim 60$. We have also tested

\textsuperscript{1} More details on the derivation of the new calibration are also available in the latest release of the user guide manual of the code, which can be downloaded from the public GitHub repository of DIAMONDS https://github.com/EnricoCorsaro/DIAMONDS.
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As mentioned before, the frequencies, amplitudes, and linewidths published by Corsaro et al. (2015a) are unaffected by

the new calibration, but their Bayesian credible intervals were underestimated. To overcome this issue, one has to multiply the published Bayesian credible intervals of each oscillation mode parameter (i.e., frequency, amplitude, linewidth, and independently of the angular degree) by an average correction factor $\langle \varepsilon_{\text{corr}} \rangle$, which we computed for each of the 19 stars of the sample by considering all its significant $\ell = 0$ modes, and by comparing the published intervals with the theoretical errors from Eq. (3). In Table 1 we list the average correction factors for all the 19 stars analyzed by Corsaro et al. (2015a). After the correction is applied, the Bayesian credible intervals appear in line with the errors predicted from theory, as shown in Fig. 2.

3. Correction factors

As mentioned before, the frequencies, amplitudes, and linewidths published by Corsaro et al. (2015a) are unaffected by

the relation with $N_{\text{live}} = 500$ on a different star, the red clump KIC 5112373, by fitting up to $k = 54$ free parameters, and we found that the Bayesian credible intervals are in good agreement with expected errors from theory (on average within 10%).

![Fig. 1. Initial enlargement fraction $f_0$ used in DIAMONDS, as a function of the number of dimensions involved in the inference problem, $k$. The 37 independent computations shown in the plot (one for each symbol) are performed using a peak-bagging analysis on the test star KIC 12008916 and a number of live points of $N_{\text{live}} = 500$ (squares) and $N_{\text{live}} = 1000$ (circles). The color of the symbols indicates the ratio $\varepsilon_{\text{corr}}$ between the theoretical (Eq. 3) and computed error (the latter obtained from the Bayesian inference performed with DIAMONDS) on the $\ell = 0$ mode frequencies involved in the fit. For $\varepsilon_{\text{corr}} = 1$ we have perfect agreement between predicted and computed errors. The dashed vertical line delimits a transition to a high-dimensional regime in which the calibration of $f_0$ becomes more critical and the computed errors can be underestimated with respect to the prediction by more than 30%.

![Fig. 2. Effect of the correction on the Bayesian credible intervals of the $\ell = 0$ mode frequencies published by Corsaro et al. (2015a). The credible intervals rescaled by the corresponding linewidth $\Gamma$ of each peak are shown as a function of their signal-to-noise ratio $\beta^{-1}$. The red squares show the values before the correction, the blue circles show the values after the correction. The thick red line is the theoretical prediction using Eq. (3).]

### Table 1. Average correction factors per star $\langle \varepsilon_{\text{corr}} \rangle$ (for the parameters of the peak bagging analysis) and $\langle \varepsilon_{\text{corr},2} \rangle$ (for the parameters of the acoustic glitch analysis) indicating the factors for which the Bayesian credible intervals published by Corsaro et al. (2015a) and by Corsaro et al. (2015b), respectively, have to be multiplied.

| KIC ID     | $\langle \varepsilon_{\text{corr}} \rangle$ | $\langle \varepsilon_{\text{corr},2} \rangle$ | $\tau_{\text{He II}}$ (s) |
|------------|---------------------------------------------|----------------------------------------------|---------------------------|
| 03744043   | 2.477                                       | 1.177                                        | 17 726±220                |
| 06117517   | 2.308                                       | 1.919                                        | –                         |
| 06144777   | 3.062                                       | 2.435                                        | –                         |
| 07060732   | 2.884                                       | 2.635                                        | –                         |
| 07619745   | 3.536                                       | 2.088                                        | –                         |
| 08366239   | 3.366                                       | 3.046                                        | –                         |
| 08475025   | 2.714                                       | 2.764                                        | –                         |
| 08718745   | 2.683                                       | 3.545                                        | –                         |
| 09145955   | 2.851                                       | 2.604                                        | –                         |
| 09267654   | 2.953                                       | 2.686                                        | –                         |
| 09475697   | 2.574                                       | 2.688                                        | –                         |
| 09882316   | 2.037                                       | 0.483                                        | 11 275±176               |
| 10123207   | 2.204                                       | –                                             | –                         |
| 10200377   | 2.698                                       | 2.237                                        | –                         |
| 10257278   | 2.588                                       | 0.475                                        | 13 862±89               |
| 11353313   | 2.659                                       | 2.378                                        | –                         |
| 11913545   | 3.178                                       | 2.445                                        | 15 924±1116             |
| 11968334   | 2.933                                       | 3.306                                        | –                         |
| 12008916   | 2.212                                       | 1.779                                        | –                         |

Notes. The last column lists the values of the acoustic depth, $\tau_{\text{He II}}$, for those stars for which a re-estimation was necessary.
We have thus estimated the new acoustic depths for these targets and reported their corrected values in Table 1. These corrected acoustic depths are now well in agreement with the predicted values from modeling obtained by Pérez Hernández et al. (2016; see their Fig. 13). The new Bayesian credible intervals, as corrected in this work, yield an average precision of \~{}5\% in the acoustic depth, so about two times that previously published by Corsaro et al. (2015b).

We emphasize that all these correction factors are only to be applied to the Bayesian credible intervals of the fit parameters published by Corsaro et al. (2015a) and Corsaro et al. (2015b), and not to any future peak-bagging analysis done with DIAMONDS. As mentioned in the previous section, the new calibration of the current version of DIAMONDS already mitigates the problem.
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