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Abstract—This work proposes an uncertainty-informed bid adjustment framework for integrating variable renewable energy sources (VRES) into electricity markets. This framework adopts a bilevel model to compute the optimal VRES day-ahead bids. It aims to minimize the expected system cost across day-ahead and real-time stages and approximate the cost efficiency of the stochastic market design. However, solving the bilevel optimization problem is computationally challenging for large-scale systems. To overcome this challenge, we introduce a novel technique based on strong duality and McCormick envelopes, which relaxes the problem to a linear program, enabling large-scale applications. The proposed bilevel framework is applied to the 1576-bus NYISO system and benchmarked against a myopic strategy, where the VRES bid is the mean value of the probabilistic power forecast. Results demonstrate that, under high VRES penetration levels (e.g., 40%), our framework can significantly reduce system costs and market-price volatility, by optimizing VRES quantities efficiently in the day-ahead market. Furthermore, we find that when transmission capacity increases, the proposed bilevel model will still reduce the system cost, whereas the myopic strategy may incur a much higher cost due to over-scheduling of VRES in the day-ahead market and the lack of flexible conventional generators in real time.
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NOMENCLATURE

A. Sets and Indices

\( \Lambda \) Set of transmission lines, indexed by \((n,m)\), where \(n/m\) is sending/receiving end of a transmission line.

\( \Omega \) Set of VRES generation scenarios, indexed by \(\omega\).

\( \mathcal{T} \) Set of conventional units, indexed by \(i\) or \(j\).

\( \mathcal{T}_{FS} \) Subset of \( \mathcal{T} \) with fast-startup generation units.

\( N \) Set of market operation time slots, indexed by \(n\).

\( T \) Set of market operation time slots, indexed by \(t\).

\( \mathcal{I} \) Subset of \( \mathcal{I} \) with slow-startup generation units.

\( \mathcal{K} \) Set of VRES generation units, indexed by \(k\).

\( \mathcal{B} \) Set of grid buses, indexed by \(b\).

\( C \) Set of conventional units, indexed by \(c\).

\( K \) Set of conventional units, indexed by \(k\).

\( L \) Set of transmission lines, indexed by \(l\).

\( P \) Real-time VRES power realization.

\( W \) VRES power bids.

B. Parameters

\( C_i \) Variable generation cost of conventional units.

\( C_0^t \) No-load cost of conventional units.

\( C_{SU}^n \) Start-up cost of conventional units.

\( C_{sh}^l \) Cost of load shedding (value of lost load).

\( C_{UP/UD}^i \) Real-time up-/downward re-dispatch costs.

\( F_{n,m} \) Transmission line capacities.

\( L_{n,t} \) Day-ahead load forecast.

\( P_{i,t,\omega} \) Real-time demand realization.

\( P_{i,t} \) Maximum generation capacity of conventional units.

\( P_{c,t,\omega} \) Minimum generation capacity of conventional units.

\( \tilde{P}_{i,t,\omega} \) Upward/downward ramping capacity of conventional units.

\( \tilde{P}_{i,t} \) Real-time VRES power realization.

\( \tilde{W}_{k,t,\omega} \) VRES power capacity.

\( \tilde{x}_{n,m} \) Transmission line reactance.

C. Decision Variables

\( \delta_{DA}^{n,t} \) Day-ahead voltage angle.

\( \delta_{DA}^{n,t,\omega} \) Day-ahead start-up cost of conventional units.

\( \delta_{DA}^{n,t} \) Day-ahead generation of conventional units.

\( \delta_{DA}^{n,t,\omega} \) Day-ahead commitment status of conventional units.

\( \delta_{RT}^{n,t,\omega} \) Day-ahead bidding quantity of VRES units.

\( \delta_{RT}^{n,t,\omega} \) Real-time voltage angle.

\( \delta_{RT}^{n,t,\omega} \) Real-time start-up cost of conventional units.

\( \delta_{RT}^{n,t,\omega} \) Real-time shedding of electrical loads.

\( \delta_{RT}^{n,t,\omega} \) Real-time VRES power curtailment.

\( \delta_{RT}^{n,t,\omega} \) Real-time up-/downward re-dispatch of conventional units.

\( \delta_{RT}^{n,t,\omega} \) Real-time commitment status of conventional units.

I. INTRODUCTION

The appeal for a transition to zero-carbon power systems has motivated the large-scale deployment of variable renewable energy sources (VRES). From 2010 to 2020, the globally installed solar PV capacity increased from about 40 GW to 760 GW, while the wind energy capacity grew from...
about 200 GW to 740 GW [2]. In many regions, this transition takes place in restructured electricity markets. For instance, in the USA, New York Independent System Operator (NYISO) is mandated to reach 70% renewable electricity by 2030 [3] and California Independent System Operator (CAISO) is taking actions to align with the state’s policy to supply 100% zero-emission electricity by 2045 [4].

The existing electricity market design is tailored to the technical and economic characteristics of dispatchable fossil-fueled generators. However, the increasing levels of VRES pose challenges to achieving market efficiency and reliability due to inherent variability and uncertainty. As a result, there are ongoing discussions around revisiting the electricity market design to address these challenges [5].

Current short-term electricity markets are typically arranged in two stages [6]: a day-ahead market (DAM) cleared before actual operations to establish initial generation schedules and prices, and a real-time market (RTM) that runs close to actual delivery to compensate for any imbalances from the day-ahead schedule. However, in the DAM, the uncertainty information about VRES generations is usually summarized in a single-valued point forecast, typically the conditional expectation of the predicted probability distribution [7]. This myopic approach does not account for the re-dispatch cost under generation uncertainty, thus leading to inefficient coordination between the day-ahead and real-time operations.

To improve the coordination between day-ahead and real-time stages, there is extensive literature adopting stochastic optimization, chance-constraint optimization, and robust optimization in the electricity market design to account for uncertainty from VRES sources. The works in [8], [9], [10], [11] cleared the market by means of scenario-based stochastic optimization, which usually guarantees the least system cost in the expected fashion. However, this approach relies on accurate probability distributions of random variables. Also, it is demonstrated that scenario-based stochastic optimization has difficulty in achieving revenue adequacy and cost recovery for each scenario individually [12]. Some papers [13], [14] proposed market mechanisms based on the chance-constraint optimization. The chance-constraint optimization can internalize the stochasticity of VRES using statistical moments (e.g., mean and standard deviation). Although the chance constraints can easily control risk tolerance in the market, the underlying assumptions to reformulate chance constraints are restrictive (i.e., they require a linear dependency of optimization variables on random forecast errors) and may lead to sub-optimal, conservative solutions, as shown in [15].

The works in [16], [17] adopted robust optimization to clear the market. Robust optimization seeks a solution that minimizes the worst-case cost, without explicitly modeling probability distributions of VRES. However, it only optimizes the worst case and may not achieve good performance for other cases. Besides, it is generally challenging to solve robust optimization problems due to its non-convex nature, which makes it difficult to support market operations.

However, the literature above all cleared the DAM and RTM in a joint manner to determine the DAM schedule, which is not directly compatible with the deterministic two-settlement market structure. To address this issue, Morales et al. [18] proposed an adjustment of day-ahead wind-energy quantities using bilevel optimization, which approximates the stochastic market solution within the sequential deterministic energy-only market design. Follow-up work in [19], [20], [21] extended this bilevel approach to reserve and energy co-optimization.

For practical large-scale power systems, however, solving bilevel problems efficiently is generally difficult due to their non-convex nature. In this work, our bilevel model is bilevel linear programming that has linear objectives and constraints at both lower and upper levels. The works [18], [19], [20], [21] solved bilevel linear programming for market clearing by formulating mixed-integer linear programming (MILP) problems based on Karush–Kuhn–Tucker (KKT) conditions. However, these methods were only tested on small-scale systems, such as a 24-bus system [18]. For large-scale systems, MILP problems can still be challenging to solve, making it difficult to support practical market operations. For instance, on the NYISO system with over one thousand buses, the reformulated MILP problem cannot compute results within two hours for economic dispatch problems [1]. Therefore, alternative methods are necessary to address the computational complexity of bilevel programming for larger-scale systems.

While bilevel linear programming has been extensively studied, there is no guarantee of efficient approaches for large-scale problems [22]. Among proposed techniques, enumerative methods search for extreme points with iterative linear programming (LP) problems [23], [24], [25]. Other heuristic algorithms lack theoretical guarantees and require solving many intermediate optimization problems [26], [27]. In the domain of energy and power systems, the most common approach involves replacing the lower-level problem with KKT conditions [19], [20], [21], [22], [28]. This reformulated problem can be solved using commercial MILP solvers [29], branch-and-bound algorithms [30], Benders decomposition [28], or penalty function methods [31]. However, at scale, these methods either introduce a large number of binary variables or require many iterations of large-scale optimization problems, making them computationally expensive.

One alternative method for bilevel problems is to replace complementarity conditions in KKT conditions with equivalent strong-duality conditions [32]. However, the strong-duality constraint will introduce non-convex bilinear items. In power and energy research, Zhou et al. [33] and Yang et al. [34] discretized variables to transform bilinear items of strong-duality conditions in bilevel pricing problems, which creates a large number of binary variables. Cerisola et al. utilized McCormick envelopes [35] to relax bilinear functions in hydrothermal models [36].

In this work, we combine the strong-duality condition and McCormick envelope together on the bilevel LP problem, which relaxes it into an LP problem. We demonstrate that this approach is scalable for large-scale systems, while it can achieve significant economic benefits. We present the technical contributions of this work as follows:

1) Bilevel optimization of VRES bids for unit-commitment problems: We present a bilevel-dispatch framework (BiD) to
adjust VRES bidding quantities in the day-ahead unit commitment (UC) problem, which can guarantee the minimum expected system cost in the context of a deterministic two-settlement market structure. Relative to [18], [19], [20], [21], which primarily focuses on the European market settlements, we include the UC constraints and fit the framework into the scope of US electricity markets. We compare BiD with two benchmarks: (i) a myopic-dispatch strategy (MyD) where VRES producers bid the forecast (expected) value in the DAM. (ii) a stochastic-dispatch framework (StD) that jointly optimizes DAM and RTM, and attains the least expected cost.

2) Efficient algorithm for practical large-scale systems: Solving large-scale bilevel optimization problems is computationally expensive. The conventional method of reformulating a MILP problem based on KKT conditions cannot solve the large-scale NYISO system within two hours for economic dispatch problems [1]. To address this scalability issue, we propose a new approach based on the strong-duality condition and McCormick-envelope relaxation. We design proper relaxation bounds for McCormick envelopes. This method is computationally efficient for the NYISO system as it only requires solving a linear program. Meanwhile, it can achieve significant economic benefits compared with MyD.

3) Large-scale application: We conduct numerical studies on a 1576-bus NYISO system. Under a high VRES penetration level (e.g., 40%) and current generator settings (73% fast-startup generation capacity) in NYISO, the results demonstrate significant economic benefits of BiD compared to MyD. By efficiently optimizing VRES bidding quantities in DAM, BiD can (i) substantially reduce the expected system cost (by over 20%), (ii) decrease the volatility of market prices and VRES producers’ revenues, and (iii) effectively prevent negative market revenues for VRES producers. Furthermore, increasing transmission capacities may incur a much higher system cost under MyD than BiD. The reason is that excessive renewable energy is scheduled in DAM without adequate flexible generators in RTM to address uncertainty. Notably, these benefits depend upon the penetration levels of VRES and generator flexibility. For instance, if all generators can start up fast in RTM, MyD can achieve similar economic benefits to BiD and StD.

Notably, this work focuses on the system perspective, which establishes benchmark bidding quantities in a centralized way by minimizing the expected system cost. We expect that the benchmark bidding quantities can also serve as a tool to guide, monitor, or regulate the bidding strategies of private suppliers. For example, by comparing the benchmark results with the forecast values, a risk score can be developed to adjust and guide how much suppliers should bid in the market. We next discuss two important future extensions for this work.

First, one future direction is to compare this centralized manner with the case that suppliers make bidding strategies by themselves. We briefly discussed two possible cases: price-taking and price-making bidding strategies. If the private suppliers just make decisions as price-takers based on the DAM and RTM price estimation, one of our previous papers [37] shows that under certain assumptions, the profit-seeking suppliers should either bid zero or maximum wind quantity in the DAM. This result may not be efficient from the system perspective. To reach the system optimum in a decentralized way, the impact of bids on prices needs to be considered in the suppliers’ decisions. It is necessary to adopt a dynamic and smart framework to coordinate and guide private suppliers to make decisions. One possible direction is to design a decentralized algorithm or incentive for suppliers based on the centralized bilevel model.

Second, although we use stochastic optimization to formulate the bilevel framework in a risk-neutral way, we can also extend this work by adopting different risk-aversion approaches to deal with uncertainty. For example, we can modify the objective in the upper level based on the conditional value of risk (CVaR). In addition, we can impose chance constraints into upper and lower levels to formulate a chance-constraint optimization problem. We can set up an uncertainty set and optimize the worst scenario in the upper-level objective using robust optimization. In these cases, the risk-aversion factor can be reflected while the deterministic two-settlement market structure can still be maintained. We leave these risk-aversion extensions as future work.

The rest of the paper is organized as follows. We first introduce the standard deterministic market-clearing model in Section II. Then, we formulate a bilevel framework for VRES quantity adjustments in Section III and present the solution method in Section IV. Finally, we present the results of different case studies and conclude in Sections V and VI.

II. Two-Settlement Market Clearing

This section provides optimization models for the day-ahead and real-time unit commitment market dispatch. In terms of modeling assumptions, the network topology is included considering linear DC power flows. We assume a linear operation cost for conventional generation units and zero operation cost for VRES. The system demand is inelastic with a large value of lost load (VoLL). To maintain convexity in the market-clearing models, we relax binary commitment decisions and build a relaxed version of the UC problem [41]. We differentiate the fast and slow start-up generators, and omit minimum on- and off-times for simplicity. For system uncertainty, we use the scenario set $\Omega$ to model the discrete probability distribution of real-time VRES generations and system demands.

1The Independent System Operators (ISOs) in the US leverage the DC Optimal Power Flow (DCOPF) formulation to settle and clear the DAM and RTM [38]. More detailed feasibility checks (e.g. with AC models) can still be performed outside the market clearing formulation, similar to the practice in current electricity markets.

2We use the synthetic data of NYISO systems developed by [39], which model linear operation costs of thermal units. Our model can easily be generalized to step-wise cost curves of thermal units since the DAM and RTM clearing models still exhibit linear structures. Such a format of step-wise cost curves is adopted in the NYISO [40].

3We leave demand response modeling and market participation to future work. In fact, we can easily generalize our model to incorporate step-wise demand curves to provide a more detailed representation of load reductions, where the DAM and RTM clearing models still exhibit linear structures. Demand curves can indicate the elasticity of demand, e.g., a low cost of load reductions shows high elasticity while a high cost shows low elasticity.

4In Appendix B, we show that this relaxation well approximates the binary setting, where the non-discrete UC solutions in the range (0,1) make up less than 1% of the total number of UC solutions.
A. Day-Ahead Market

The day-ahead market-clearing problem takes the form:

\[
\min_{\phi_{DA}} f^{DA}(\phi_{DA}) := \sum_{i \in I} \sum_{t \in T} C_i \cdot p_{i,t}^C + u_{i,t}^{DA} \cdot C_0^{DA} + c_{i,t}^{DA} \tag{1a}
\]

subject to:

\[
\sum_{m:(n,m) \in \Lambda} \frac{\delta_{n,t} - \delta_{m,t}}{x_{n,m}} = 0 ; x_{n,t}^b, \tag{1b}
\]

\[
-F_{n,m} \leq \frac{\delta_{n,t} - \delta_{m,t}}{x_{n,m}} \leq F_{n,m} ; x_{n,m}^b, \tag{1c}
\]

\[
u_c^{DA} \leq u_{i,t}^{DA} \leq \nu_u^{DA} ; \nu_c^{DA} \leq \nu_u^{DA}, \tag{1d}
\]

\[
u_c^{DA} \leq \nu_c^{DA} \leq 1 ; \nu_u^{DA}, \tag{1e}
\]

\[
u_c^{DA} \leq \nu_c^{DA} \leq 1 ; \nu_u^{DA}, \tag{1f}
\]

\[
u_c^{DA} \leq \nu_c^{DA} \leq 1 ; \nu_u^{DA}, \tag{1g}
\]

\[
u_c^{DA} \leq \nu_c^{DA} \leq 1 ; \nu_u^{DA}, \tag{1h}
\]

\[
u_c^{DA} \leq \nu_c^{DA} \leq 1 ; \nu_u^{DA}, \tag{1i}
\]

\[
u_c^{DA} \leq \nu_c^{DA} \leq 1 ; \nu_u^{DA}, \tag{1j}
\]

where the total dispatch cost \( f^{DA} \) includes the variable, no-load, and startup costs of conventional generation units. The decision variable set \( \phi_{DA} \) comprises the day-ahead decisions for each conventional unit, i.e., \( p_{i,t}^{DA}, u_{i,t}^{DA}, c_{i,t}^{DA} \), and each VRES unit, i.e., \( p_{k,t}^{VRES} \), as well as the voltage angles \( \delta_{n,t}^{DA} \) for each bus. Constraint (1b) guarantees the day-ahead power balance at each bus. Power flow constraints (1c) are enforced to satisfy transmission limits. The generation limits of renewable and conventional power producers are enforced using constraints (1d) and (1e), respectively, where the latter accounts for the UC decisions. A final set of constraints (1f)–(1j) model the relaxed UC decisions, UC costs, and ramping limits. Note that the subscript \( t = 0 \) denotes the initial states of variables before the operation horizon \( T \).

For VRES in constraint (1d), we define the VRES quantity offer \( W = (W_{k,t}, \forall k \in K, \forall t \in T) \). We denote by \( \lambda^{DA}(W) \) the constraint set constructed by (1b)–(1j) parameterized by VRES offer \( W \). We list the dual variables after the column signs in (1b)–(1j), and gather them in vector \( \lambda \). Finally, we will denote the optimal day-ahead solution by \( \phi_{DA}^* \).

In the baseline dispatch, \( W \) is set to the mean value of the VRES forecast. Later in Section III, we will introduce the bilevel model which optimizes \( W \) to achieve better coordination between the day-ahead and real-time markets.

B. Real-Time Market

Closer to real-time operations, any deviation from the day-ahead schedule \( \phi_{DA}^* \) is compensated for by balancing actions. For a specific realization \( \omega \in \Omega \) of renewable generation \( W_{k,t,\omega} \) and demand \( L_{k,\omega,\omega} \), the system operator decides the optimal re-dispatch by minimizing the re-dispatch cost \( f_{RT}^{\omega} \), which includes the upward/downward adjustment cost of conventional generators, startup cost and fixed operational cost of new online generators, and the cost of lost load:

\[
\min_{\phi_{RT}^{\omega}} f_{RT}^{\omega}(\phi_{RT}^{\omega}, \phi_{DA}^*) := \sum_{i \in I} \sum_{t \in T} \left( C_i^{U} \cdot r_{i,t,\omega} - C_i^{D} \cdot r_{i,t,\omega} \right) \tag{2a}
\]

subject to:

\[
-F_{n,m} \leq \frac{\delta_{n,t} - \delta_{m,t}}{x_{n,m}} \leq F_{n,m} ; x_{n,m}^b, \tag{2b}
\]

\[
u_c^{U} \leq u_{i,t}^{U} \leq \nu_u^{U} ; \nu_c^{U}, \tag{2c}
\]

\[
u_c^{RT} \leq \nu_c^{RT} \leq 1 ; \nu_u^{RT}, \tag{2d}
\]

\[
u_c^{RT} \leq \nu_c^{RT} \leq 1 ; \nu_u^{RT}, \tag{2e}
\]

\[
u_c^{RT} \leq \nu_c^{RT} \leq 1 ; \nu_u^{RT}, \tag{2f}
\]

\[
u_c^{RT} \leq \nu_c^{RT} \leq 1 ; \nu_u^{RT}, \tag{2g}
\]

\[
u_c^{RT} \leq \nu_c^{RT} \leq 1 ; \nu_u^{RT}, \tag{2h}
\]

\[
u_c^{RT} \leq \nu_c^{RT} \leq 1 ; \nu_u^{RT}, \tag{2i}
\]

\[
u_c^{RT} \leq \nu_c^{RT} \leq 1 ; \nu_u^{RT}, \tag{2j}
\]

where \( \phi_{RT}^{\omega} \) includes the re-dispatch variables of each conventional unit, i.e., \( (r_{i,t,\omega}, \forall i \in I, \forall t \in T) \), curtailment of each VRES producer \( P_{k,t,\omega} \), and lost load \( L_{k,\omega,\omega} \), as well as the voltage angles \( \delta_{n,t}^{RT} \) at each bus. Constraint (2b) ensures the power balance. Constraints (2c) and (2d) give shedding load feasibility and transmission limits, respectively. The first entry in constraint (2e) allows the fast startup generators that are not committed in the DAM to be dispatched in the RTM. On the other hand, the commitment status of slow-startup generators in the RTM remains the same as in the DAM as per the second entry in (2e). Constraint (2f) is the capacity limit
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on the re-dispatch of conventional generators. Constraint (2g) yields the startup cost. Constraints (2h), (2i) and (2j) ensure the ramping-rate limits, the feasibility of upward/downward adjustment of conventional generators, and real-time VRES curtailment, respectively.

We denote by $X^\omega (\Phi^\text{DA})$ the constraint set constructed by (2b)–(2j), which is coupled with day-ahead schedule $\Phi^\text{DA}$. Note that both optimization problems for the day-ahead and real-time dispatch are LP problems.

### III. Uncertainty-Informed Quantity Adjustments

Building on the sequential DAM and RTM problems (1)–(2), we develop a bilevel-dispatch framework (BiD) to factor in the uncertainty of renewable generation and reveal the optimal quantity offers of VRES producers, which improves the coordination between the two markets in terms of the dispatch cost. We also introduce two benchmark dispatch frameworks to assess the performance of the proposed framework.

#### A. Bilevel Optimization Framework

The framework BiD is based on bilevel optimization problems. In the upper level, the system operator decides the day-ahead VRES bidding quantities $W$. In the lower level, the day-ahead schedule $\Phi^\text{DA}$ is optimized for a fixed value $W$ provided from the upper problem. Sourcing the optimal day-ahead dispatch $\Phi^\text{DA}$ from the lower-level problem, the system operator in the upper level also optimizes the real-time re-dispatch $\Phi^\text{RT}$ for different uncertainty realizations. The overall goal is to minimize the total system cost, i.e., the sum of DAM and expected RTM costs. The bilevel problem takes the following form:

**Problem BiD: Bilevel optimization problem for day-ahead VRES quantity offer**

\[
S^\text{BiD} := \min_{\Phi^\text{RT} \cup \Omega} f^\text{DA}(\Phi^\text{DA}^*) + \mathbb{E}_{\omega \in \Omega} \left[ f^\text{RT}(\Phi^\text{RT}_\omega, \Phi^\text{DA}_\omega) \right]
\]  
\[
\text{s.t. } \Phi^\text{RT}_\omega \in \mathcal{X}^\text{RT}(\Phi^\text{DA}^*), \forall \omega \in \Omega, 
\]  
\[
\Phi^\text{DA}^* \in \arg \left\{ \min_{\Phi^\text{DA}} f^\text{DA}(\Phi^\text{DA}) \right\} \quad \text{s.t. } \Phi^\text{DA} \in \mathcal{X}^\text{DA}(W),
\]  

Once the optimal bid $W^*$ is obtained from Problem BiD, the system operator first clears the DAM (1) using $W^*$, and then, closer to real time, clears the RTM (2) for a particular realization of renewable generation. The expected system cost is denoted by $S^\text{BiD}$.

#### B. Dispatch Benchmarks

We consider two dispatch benchmarks for BiD:

1) **Myopic Dispatch (MyD):** Each VRES producer $k$ offers the bidding quantity at the expected value of the forecast, i.e., $W_{k,t} = \mathbb{E}_{\omega \in \Omega}[\tilde{W}_{k,t,\omega}]$ in (1d). Then, the DAM is cleared, followed by the RTM clearing. The system cost $S^\text{MyD}$ is calculated by $f^\text{DA} + \mathbb{E}_{\omega \in \Omega}[f^\text{RT}]$ following the market clearing problems (1) and (2).

2) **Stochastic Dispatch (StD):** The system operator co-optimizes the day-ahead schedule and real-time re-dispatch by minimizing the total expected costs across the two markets. Note that instead of clearing DAM and RTM separately, the model of StD jointly optimized DAM and RTM, which is not directly compatible with the two-settlement market structure.

**Problem StD: Stochastic dispatch**

\[
S^\text{StD} := \min f^\text{DA}(\Phi^\text{DA}) + \mathbb{E}_{\omega \in \Omega} \left[ f^\text{RT}(\Phi^\text{RT}_\omega, \Phi^\text{DA}_\omega) \right]
\]
\[
\text{s.t. } \Phi^\text{RT}_\omega \in \mathcal{X}^\text{RT}(\Phi^\text{DA}), \forall \omega \in \Omega,
\]
\[
\Phi^\text{DA} \in \mathcal{X}^\text{DA}(W),
\]
\[
\text{var: } \Phi^\text{DA}, \Phi^\text{RT}.
\]

**System cost comparison:** In terms of the system costs under StD, BiD and MyD, we have the following comparison.

**Proposition 1:** The system costs satisfy $S^\text{MyD} \geq S^\text{BiD} \geq S^\text{StD}$.

The reason is that the solution of MyD is one feasible solution to Problem BiD while the optimal solution to Problem BiD is also one feasible solution to Problem StD. The two benchmarks serve as the upper bound and lower bound for the proposed bilevel framework.

The inequality $S^\text{MyD} \geq S^\text{BiD}$ is straightforward. We elaborate more on $S^\text{BiD} \geq S^\text{StD}$. Notably, Problem BiD and Problem StD have the same objective but different constraint sets. In Problem BiD, the day-ahead dispatch $\Phi^\text{DA}$ is the optimal solution to the deterministic DAM market clearing problem. However, in Problem StD, we do not require that $\Phi^\text{DA}$ is the optimal solution to the DAM clearing problem. If $\Phi^\text{DA}$ is feasible in Problem BiD, it means that $\Phi^\text{DA}$ satisfies $\Phi^\text{DA} \in \mathcal{X}^\text{DA}(W)$. Then, $\Phi^\text{DA}$ will also satisfy $\Phi^\text{DA} \in \mathcal{X}^\text{DA}(W)$ in Problem StD. In other words, the solution space of Problem BiD is a subset of Problem StD. Therefore, Problem StD always induces a lower system cost than Problem BiD.

### IV. Solution Method

The bilevel Problem BiD is non-convex and challenging to solve. The conventional method is to replace the lower-level problem using KKT conditions and transform the problem into a MILP problem [18]. While this method works well on a small-scale system (e.g., IEEE 118-bus system), it does not solve a large-scale system (e.g., NYISO) in a reasonable time [1]. As a solution, we propose a method based on the strong duality of LP and a McCormick-envelope relaxation.

#### A. Strong Duality Transformation

Based on the strong-duality property of LP, we derive a single-objective optimization problem.
First, the lower-level LP problem, can equivalently be represented through the set of its KKT conditions, including primary feasibility, dual feasibility, stationary conditions, and complementarity slackness constraints. For LP, the strong-duality condition is equivalent to complementarity slackness constraints [32]. The KKT conditions then take the form:

i) Primary feasibility: (1b)–(1j);

ii) Dual feasibility:

\[ \hat{\lambda} \geq 0, \]  

where \( \hat{\lambda} \) includes the set of dual variables \( \lambda \) except those associated with the power balance constraint (1b);

iii) Stationary conditions, i.e., the first-order conditions with respect to variables \( \hat{p}_{i,t}^C, \hat{p}_{i,t}^D, \hat{u}_{i,t}, \hat{v}_{k,t}, \) and \( \hat{q}_{n,t}^D \),

\[ \frac{\partial L}{\partial \hat{p}_{i,t}^C} = C_{i,t} - \lambda_n - \lambda_C + \lambda_C, \]

\[ - \hat{\lambda}_{i,t+1} + \hat{\lambda}_{i,t+1} + \hat{\lambda}_{i,t} = 0, \quad \forall n \in N, \forall i \in I, \forall t \in T, \]

\[ \frac{\partial L}{\partial \hat{q}_{i,t}^D} = 1 - \hat{\lambda}_{i,t} - \hat{\lambda}_{i,t} = 0, \quad \forall i \in I, \forall t \in T; \]

\[ \frac{\partial L}{\partial \hat{u}_{i,t}} = C_0 + \hat{\lambda}_{i,t} + \hat{\lambda}_{i,t} + \hat{\lambda}_{i,t} - \hat{\lambda}_{i,t} = 0; \]

\[ \forall i \in I, \forall t \in T, \]

\[ \frac{\partial L}{\partial \hat{p}_{k,t}} = - \hat{\lambda}_{n,t} - \hat{\lambda}_{n,t} = 0, \quad \forall n \in N, \forall k \in K, \forall t \in T, \]

\[ \frac{\partial L}{\partial \hat{p}_{n,t}^D} = \sum_{m:(m,m) \in \Lambda} \frac{\frac{\partial L}{\partial \hat{p}_{n,t}^D}}{x_{m,n}} \sum_{m:(m,m) \in \Lambda} \frac{\frac{\partial L}{\partial \hat{p}_{n,t}^D}}{x_{m,n}} \]

\[ \forall n \in N, \forall t \in T; \]

iv) Strong-duality condition:

\[ f^{DA}(\hat{p}^{DA}) = g^{DA}(\lambda), \]  

where the dual objective function is defined by

\[ g^{DA}(\lambda) := \sum_{n \in N, t \in T} b_{n,t} \cdot L_{n,t} - \sum_{n,m \in N} (\hat{\lambda}_{n,m,t} + \hat{\lambda}_{n,m,t}), \]

\[ F_{n,m} = \sum_{\tau \in I} \sum_{\tau \in I} \hat{\lambda}_{i,t} + \sum_{k \in K} \sum_{t \in T} \hat{\lambda}_{k,t} \cdot W_{k,t}. \]

Then, equivalent to Problem BiD, the single-level optimization Problem BiD-S takes the following form:

\[ \text{Problem BiD-S: Equivalence with strong duality} \]

\[ \min f^{DA}(\hat{p}^{DA}) + E_{\omega \in \Omega} \left[ f^{RT}(\hat{p}^{RT}, \hat{q}^{DA}) \right], \quad (9a) \]

\[ \text{s.t. } \hat{p}^{RT} \in \Lambda^{RT}(\hat{p}^{DA}), \forall \omega \in \Omega, \quad (9b) \]

\[ \hat{q}^{DA} \in \Lambda^{DA}(W), \quad (9c) \]

Equations (5), (6), (7),

\[ \text{var : } \hat{p}^{RT}, \hat{q}^{DA}, W, \lambda, \quad (9d) \]

However, Problem BiD-S has the only bilinear term \( \hat{\lambda}_{k,t} \cdot W_{k,t} \) in the strong-duality constraint (7). Next, we adopt the McCormick envelope to relax this bilinear item.

### B. McCormick-Envelope Relaxation

We will first formulate the McCormick-envelope relaxation, and then explain how we choose the bounds for the envelope.

1) Convex Relaxation: We let \( \hat{z}_{k,t} = \hat{\lambda}_{k,t} \cdot W_{k,t} \) in (8) and change \( g^{DA}(\lambda) \) into \( g^{DA}(\lambda, z) \), which transforms (7) into

\[ f^{DA}(\hat{p}^{DA}) = g^{DA}(\lambda, z). \]

Given some variable bounds \( \alpha_{k,t}^W \leq \hat{\lambda}_{k,t} \leq \beta_{k,t}^W \) and \( \alpha_{k,t}^W \leq W_{k,t} \leq \beta_{k,t}^W \), the McCormick envelope gives the following convex relaxation for \( z_{k,t} \) [35].

\[ z_{k,t} \geq \alpha_{k,t}^W \cdot W_{k,t} + \alpha_{k,t}^W \cdot \hat{\lambda}_{k,t} - \beta_{k,t}^W \cdot \hat{\lambda}_{k,t}, \quad (11a) \]

\[ z_{k,t} \geq \beta_{k,t}^W \cdot W_{k,t} + \beta_{k,t}^W \cdot \hat{\lambda}_{k,t} - \alpha_{k,t}^W \cdot \hat{\lambda}_{k,t}, \quad (11b) \]

\[ z_{k,t} \leq \beta_{k,t}^W \cdot W_{k,t} + \alpha_{k,t}^W \cdot \hat{\lambda}_{k,t} - \beta_{k,t}^W \cdot \hat{\lambda}_{k,t}, \quad (11c) \]

\[ z_{k,t} \leq \alpha_{k,t}^W \cdot W_{k,t} + \beta_{k,t}^W \cdot \hat{\lambda}_{k,t} - \alpha_{k,t}^W \cdot \hat{\lambda}_{k,t}, \quad (11d) \]

This leads to the following relaxed LP counterpart Problem BiD-McCormick of Problem BiD-S:

\[ \text{Problem BiD-McCormick: Relaxed problem} \]

\[ \min f^{DA}(\hat{p}^{DA}) + E_{\omega \in \Omega} \left[ f^{RT}(\hat{p}^{RT}, \hat{q}^{DA}) \right], \quad (12a) \]

\[ \text{s.t. } \hat{p}^{RT} \in \Lambda^{RT}(\hat{p}^{DA}), \forall \omega \in \Omega, \quad (12b) \]

\[ \hat{q}^{DA} \in \Lambda^{DA}(W), \quad (12c) \]

Equations (5), (6), (10), (11),

\[ \text{var : } \hat{p}^{DA}, \hat{p}^{RT}, W, \lambda, z. \]

2) Bounds Choice: It is important to choose proper lower and upper bounds for \( W_{k,t} \) and \( \hat{\lambda}_{k,t} \). In numerical studies, for \( W_{k,t} \), we choose the bounds \( \alpha_{k,t}^W = 0 \) as \( 0 \leq W_{k,t} \). We set

\[ \beta_{k,t}^W = \gamma \cdot E_{\omega}[\hat{W}_{k,t,\omega}], \forall k \in K, \forall t \in T, \]

\[ \gamma = \frac{\beta_{k,t}^W}{\hat{W}_{k,t,\omega}} \]
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where we adjust the parameter $\gamma$ for the upper bounds around the mean value of VRES forecast to test the performance. For $\lambda_{W,k,t}^W$, we let $\alpha_{W,k,t} = 0$ as $0 \leq \lambda_{W,k,t}^W$. We set $\beta_{W,k,t} = \lambda_{W,k,t}(0)$, where $\lambda_{W,k,t}(0)$ denotes the dual solution of $\lambda_{W,k,t}$ in the DAM schedule when all VRES producers bid zero quantity. Based on (6d), when $\lambda_{W,k,t}^W > 0$, we have $\lambda_{W,k,t}^W = \lambda_{W,k,t}^W$, $\forall k \in K_w$. Since VRES have zero marginal cost in the DAM, more renewable energy at one bus indicates lower locational marginal prices. Thus, the dual value $\lambda_{W,k,t}^W(0)$ can roughly indicate the upper bound for $\lambda_{W,k,t}^W$, which is always feasible in simulations.

3) System Cost $S^{BD}$ Calculation: After obtaining the quantity $W^*$ from Problem $BiD-McCormick$, the system operator will first clear the DAM (1) and obtain the DAM cost $f^{DA}$ given $W^*$, and then sequentially clear the RTM (2) and obtain the RTM cost $f^{RT}$, based on which we calculate the system cost $S^{BD}$ by $f^{DA} + \mathbb{E}_{\omega \in \Omega} [f^{RT}]$. We use the same scenario set to calculate $S^{BD}$ as in Problem $BiD-McCormick$. Note that we are not using the optimal objective value in Problem $BiD-McCormick$ as the system cost for $S^{BD}$.

4) Approximation Error of McCormick Envelope: Note that for Problem $BiD$, the KKT-condition-based reformulation is equivalent to the original problem. However, we may not be able to numerically solve the problem for a large-scale system, e.g., the NYISO system that we use in Section V. Therefore, we cannot use this result as a benchmark for our McCormick-envelope relaxation. Besides, we cannot theoretically characterize a bound for the relaxation error, which is a topic for future research.

However, we have shown that $StD$ provides a natural lower bound for $BiD$ in terms of the expected system cost. Hence the approximation error (in system cost) of the McCormick-envelope relaxation for the bilevel model is upper-bounded by the difference between Problem $BiD-McCormick$ and Problem $StD$. We use such an upper bound of the error to evaluate the performance of Problem $BiD-McCormick$, which is usually less than 6% in the simulations in Section V.

5) Application to Other Problems: The proposed McCormick-envelope relaxation method can be applied to other bilevel optimization problems. First, as long as the lower-level problem is a linear program, we can use the strong-duality condition to obtain the equivalent transformations. Second, the strong-duality condition brings bilinear terms. It is important to choose proper upper bounds and lower bounds for the McCormick envelope. We select upper and lower bounds based on our insights into the VRES scheduling problem. When we apply this method to other applications, proper upper and lower bounds need to be selected considering their specific physical meanings.

Lastly, this method can work well on a specific problem if it has good accuracy performance, which is the case for our application as shown later in Section V. However, if the accuracy performance is poor for a specific problem, we can try multi-segment McCormick envelopes, which introduce piece-wise linear constraints instead of linear constraints. In this case, the tradeoff between accuracy and complexity needs to be evaluated.

In the next section, we will show that even if the selected lower and upper bounds for $W_{k,t}$ and $\lambda_{W,k,t}^W$ are in wide ranges, they can still achieve system costs that are much lower than $MyD$ and close to $StD$ as shown in Section V-B. Besides, the relaxed Problem $BiD-McCormick$ is an LP problem that can be efficiently solved even on large-scale systems.

V. NUMERICAL STUDIES

We test our $BiD$ framework on the NYISO system [39]. We will first show a good performance of the proposed algorithm based on strong-duality conditions and McCormick envelopes. Then, we demonstrate the economic benefits of $BiD$ compared with the baseline $MyD$, e.g., reducing system costs, improving robustness under out-of-sample tests for uncertainty scenarios, reducing volatility of market prices and revenues, and preventing revenue loss for VRES producers.

A. Modeling Setup

NYISO system: The tested NYISO system has 1576 buses, 2359 transmission lines, 1564 load centers, 345 conventional generation units, and 27 wind farms [39]. We use the wind and load data on August 2, 2019. For illustration, we adopt the operation window from 7:00 am to 10:00 am. We generate 20 joint scenarios for the probability distribution of wind and load forecast using PGscen [42]. The simulations on 24-hour operations and a large number of scenarios are computationally challenging. We give one example of 24-hour schedule results based on 4-hour rolling horizons in Appendix A. We present out-of-sample tests for 20 scenarios in Section V-D.

Wind-energy generators: We have 27 wind farms in NYISO with 20 scenarios representing uncertainty in their generations. Since the original capacity of wind farms is small, i.e., it only meets 4.4% of the total demand, we will gradually increase the capacity of wind farms to achieve penetration levels of 10%, 40%, and 70%, relative to system demand on average. To accommodate more renewable energy, we also increase transmission-line capacities by factors $\times 2$ and $\times 4$.

Flexibility of conventional generators: We classify conventional generators into fast-startup and slow-startup technologies: those using steam turbines and combined-cycle systems are regarded as slow-startup generators and the rest, including gas turbines, internal combustion, and hydro, are fast-startup generators. In the NYISO system, there are 582 conventional units, among which there are 126 slow-startup units whose capacity makes up 26% of the total generation capacity. In the interest of experiments, we also consider varying flexibility for the conventional generation units.

5 Although we solve the whole problem by linear relaxation, what we aim to obtain is the optimal bidding quantity of VRES. Given the optimal bidding quantity, we re-run the DAM (lower-level problem) and RTM models to clear the market. Therefore, the market-clearing solutions in the lower level and upper level, as resulting from these market simulations, are always feasible.

6 For a small-scale system like IEEE 118-bus system, as shown in the previous conference paper [1], the gap is no greater than 2% between the McCormick-envelope-based method and accurate KKT-condition-based method.
We use notation \( xR \) and \( yL \) to indicate the \( \pm \% \) percentage increase of VRES power capacity and multiplicative factor \( y \) for the scaled transmission line capacity, respectively. For example, \( 70\% \) wind power penetration with line capacities scaled by a factor of 2 in terms of varying generation flexibility, we use \( mF\text{l}x \) to denote the current state of medium generator flexibility, \( IF\text{l}x \) to denote the low flexibility case with all the generators as slow start-up units, and \( hF\text{l}x \) to denote the high flexibility case where all the generators are fast-startup units.

We simulate on a MacBook Pro (2020) with a 2.3 GHz Quad-Core Intel Core i7 processor. We use the solver Gurobi to solve the LPs in Julia/JuMP.

### B. Performance of BiD-McCormick

We show that the proposed relaxation technique for BiD can achieve good performance in accuracy and scalability.

We simulate a case of high levels of VRES at \( 40R-1L-mF\text{l}x \). Fig. 1(a) and (b) show the expected system costs and day-ahead scheduled VRES amounts, respectively, where we adjust the upper bound parameter \( \gamma \) in (13). Different curves represent \( StD \), \( BiD \), and \( MyD \), respectively. Table I shows the computation time for different scenarios and operation times.

#### Accuracy

As we increase \( \gamma \) in a wide range from 0.2 to 1.4, in Fig. 1(a), the expected system cost under \( BiD \) (blue curve) is very close to \( StD \) (green curve) within a gap of 6%, but lower than \( MyD \) (red curve) by over 20%. This shows that \( BiD \) can achieve a performance close to the least-cost benchmark \( StD \), which is also robust under the bound choice of \( \gamma \). As shown in Fig. 1(b), the day-ahead scheduled VRES quantities under \( StD \) and \( BiD \) are more conservative than \( MyD \) to reduce the re-dispatch cost in the RTM. We also discuss the impact of the upper bound of dual variables in the McCormick envelope in Appendix D.

#### Scalability

Our preliminary results [1] have shown that the conventional method of reformulating a MILP problem based on KKT conditions cannot solve the large-scale NYISO system within two hours, even for an economic dispatch problems with only 5 wind scenarios. In our extended UC problem, Table I shows that \( BiD \) can still compute the result within 20 minutes for 20 scenarios and 4 operation hours. However, we acknowledge that as the number of scenarios and operation hours increases, both \( BiD \) and \( StD \) may face computational challenges.

To further facilitate the computation of large-scale stochastic linear programs, some decomposition techniques can be potentially applied to decompose across scenarios and hours so that the problem can be solved more efficiently in a distributed manner. These methods include progressive hedging algorithms to decompose scenarios [43], [44], the Lagrangian relaxation method for temporal decomposition [45], and the alternating direction method of multipliers (ADMM) to decompose network and temporal constraints [46]. In addition to conventional optimization techniques, machine learning methods are now also gaining popularity in efficiently solving large-scale optimization problems, e.g., using neural networks to solve DC power flow problems [47] or directly solve bilevel programs [48]. These machine learning techniques can be explored in the future to solve the bilevel and linear programs more efficiently in power systems.

#### C. \( BiD \) Performance: System Cost Reduction

We show that the \( BiD \) framework can substantially reduce the expected system cost compared with MyD. However, this benefit is affected by the factors of VRES amounts and generator flexibility levels. Overall, a higher VRES penetration level and a lower flexibility level of generators will increase the performance gap between \( BiD \) and \( MyD \). Furthermore, increasing transmission-line capacities may result in a much higher system cost under \( MyD \) (while a lower cost under \( BiD \)) because of the lack of flexible generators in real-time to deal with uncertainty.

In Fig. 2, we demonstrate the expected system costs under different parameter settings. The error bars show the standard deviation (std) of the results. In Fig. 2(a), we fix the flexibility level of generators at \( mF\text{l}x \). We show the expected system costs under \( StD \), \( BiD \), and \( MyD \), respectively, considering different VRES amounts and transmission-line capacities in Fig. 2(b), we fix the VRES amounts and transmission-line capacity at 70R-1L and vary different flexibility levels of generators. In Table II, we show the values of system cost reduction when comparing \( BiD \) with \( MyD \).

In Fig. 3, under different parameters, we show the load-serving power amounts (average over hours and scenarios) from different sources. Fig. 3(a) shows DAM scheduled quantities of conventional generators and wind energy. Fig. 3(b) shows actual power amounts from conventional generators, wind energy, and load shedding, to serve real-time load. We have the following observations.

#### System cost reduction

\( BiD \) can substantially reduce the expected system cost and its volatility compared with \( MyD \).

\[^{3}\text{Different values of } \gamma \in [0, 1.6]\text{ do not change running time significantly.}\]
particularly under high VRES generation amounts and limited flexibility of conventional generators. MyD cannot account for real-time re-dispatch costs, which prevents it from achieving market efficiency under high VRER amounts and lower flexibility levels of generators. In particular, under 70R-2L-mFlx (Fig. 2(a)) or 70R-1L-lFlx (Fig. 2(b)), the system cost can be very high under MyD due to the lost load in real-time as shown in Fig. 3(b).

Impact of VRES penetration levels: A higher VRES penetration level will reduce the system cost under BiD and StD, but can increase the system cost under MyD if the system lacks flexible generators. As shown in Fig. 2(a), the system cost under BiD and StD always decreases as the VRES amount or the transmission-line capacity increases. However, the system cost under MyD does not. For instance, when we increase the transmission line capacity from 1 L to 2 L in Fig. 2(a), the system cost rises significantly under MyD. The reason is that the increased line capacity allows more VRES to be dispatched in the DAM and keeps more slow-startup generators offline in the DAM. Then, it leads to load shedding (Fig. 3(b): 70R-2L-mFlx) in real time due to the lack of flexible resources. Furthermore, note that although the wind-energy generation amount makes up 70% of the total demand, the transmission limit will lead to the curtailment of renewable energy in RTM. For example, under the case of 70R-2L-hFlx, the maximum amount serving the demand is about 50% in DAM (Fig. 3(a)) and 30% in RTM (Fig. 3(b)).

Impact of generator flexibility: Increasing the flexibility level of generators (assuming unchanged generation costs) will reduce the expected system cost for each dispatch framework. MyD can achieve market efficiency close to BiD and StD if there is high flexibility. As shown in Fig. 2(b), for each dispatch framework, the increasing flexibility levels reduce the system cost (Fig. 2(b): hFlx) and similar real-time energy-source supply mix (Fig. 3(b): 70R-2L-hFlx), despite the different DAM schedule results (Fig. 3(a): 70R-2L-hFlx). Under the current flexibility level mFlx, i.e., 126 slow-startup units among 582 conventional generators, MyD does not work well under high penetration levels of VRES.

TABLE II

| BiD vs MyD: System Cost Reduction |
|-----------------------------------|
| **Under mFlx** | **System cost reduction** |
| 10R-1L | 0.3% |
| 40R-1L | 25% |
| 70R-1L | 23% |
| 70R-2L | 84% |
| **Under 70R-1L** | **System cost reduction** |
| hFlx | 93% |
| lFlx | 23% |
| mFlx | -0.4% |
The reason to do the can achieve more robust results in terms of system costs and generates exhibit less volatility. MyD
in 4(a). Additionally, and shows results based on (blue solid curve), and and is effective in reducing the volatility BiD and (green solid curve), respectively. The dashed flat curves show that (b) are similar. MyD 40R-1L-mFlx (b) 70R-1L-mFlx shows 4(c) than BiD achieves more robust results than 5. BiD and StD can achieve more robust results in terms of system costs under different scenario samples, compared with MyD. MyD schedules more VRES in DAM and brings more uncertainty. In addition, we discuss the impact of the number of scenarios on the out-of-sample test in Appendix E.

D. Out-of-Sample Test

Our work optimizes the DAM bidding strategies of VRES based on the given probability distributions of VRES generators. Different probability distributions will lead to different solutions. The uncertainty of VRES is initially modeled by continuous probability distributions. The newly generated scenarios for out-of-sample testing are sampled from the same continuous probability distribution as the original scenarios based on the Monte Carlo method.

We show that BiD achieves more robust results than MyD in out-of-sample tests. Recall that Fig. 2 shows results based on the initial 20 scenarios of wind power and load forecast. Now, we will test the day-ahead schedule obtained under the initial scenario set on other scenario sets.

In the out-of-sample test, we still use PGscen to generate different scenario sets of wind energy and load. Note that PGScen uses the Monte Carlo method to generate scenarios. For each test, we randomly generate 20 scenarios. Given the day-ahead schedule under the initial scenario set in Section V, we compute the re-dispatch result under the newly generated scenario set and calculate the total system cost. We run 50 tests in total and focus on the setting of 40R-1L-mFlx.

In Fig. 5, we show the system costs under different test samples for MyD (red solid curve), BiD (blue solid curve), and StD (green solid curve), respectively. The dashed flat curves show the system cost under the original scenario set in Section V. The std values (k$) of system costs under MyD, BiD, and StD are 39.3, 7.9, and 8.6, respectively. Fig. 5 shows that BiD and StD can achieve more robust results in terms of system costs under different scenario samples, compared with MyD. MyD schedules more VRES in DAM and brings more uncertainty. In addition, we discuss the impact of the number of scenarios on the out-of-sample test in Appendix E.

E. BiD Performance: Prices and Revenues

We demonstrate that BiD is effective in reducing the volatility of various market factors when compared to MyD. By bringing more conventional generators online in the DAM, BiD can decrease the volatility of market prices and wind producers’ revenues across scenarios. Additionally, BiD can help to prevent negative revenues for VRES.

In Fig. 4(a) and (b), we set the parameters at 40R-1L-mFlx. We show the market prices at different nodes (average in scenarios) and different scenarios (average in nodes), respectively. The solid and dotted curves show the DAM and RTM prices, respectively. The blue curves show the BiD result and the orange ones are for MyD. In Fig. 4(c), we show the revenues for wind producers under different parameter settings.

Volatility reduction: BiD can reduce the volatility of market prices and VRES producers’ revenues. As shown in Fig. 4(a) and (b), the market prices under BiD exhibit less volatility across nodes and scenarios. Moreover, under BiD, the RTM prices fluctuate around the DAM prices, whereas MyD generates higher RTM prices than DAM in almost all scenarios and nodes. In Fig. 4(c), under high VRES amounts and limited generator flexibility (i.e., 40R-1L-mFlx and 70R-1L-mFlx), the std values of revenues are much smaller under BiD than MyD. However, with lower VRES amounts and higher generator flexibility, the std values under BiD and MyD are similar.

Revenue uplift for VRES: BiD can effectively prevent revenue loss for VRES producers compared with MyD. Fig. 4(c) shows that under conditions of high VRES amounts and limited generator flexibility (e.g., 40R-1L-mFlx and 70R-1L-mFlx), wind...
producers experience negative profits under $\text{MyD}$. This is due to high RTM prices and low DAM prices (in Fig. 4(a) and (b)), despite more scheduled VRES in the DAM.

VI. CONCLUSION

In this paper, we propose a computationally efficient mechanism for adjusting the quantity of VRES in the DAM, which takes into account uncertain real-time imbalance costs while remaining compatible with the existing sequential market-clearing structure. To efficiently solve the bilevel optimization problems involved, we propose a linear relaxation technique based on strong duality and McCormick envelopes. This method can be applied to the relaxed unit-commitment problem for large-scale systems, where the conventional approach for bi-level optimization based on MILP fails. We evaluate our bilevel framework on the 1576-bus NYISO system and compare it with the myopic strategy where VRES producers bid the expected forecast value in the DAM. Numerical studies demonstrate that, in the future market with high penetration levels of VRES, our bilevel framework can achieve significant economic benefits by efficiently adjusting VRES dispatch in the DAM. For example, it can significantly reduce the expected system cost, and volatility of market prices and revenues.

The proposed bilevel framework can provide a market-efficiency benchmark for VRES bidding quantities in the DAM. It can also potentially assist in market monitoring of VRES bidding strategies. In future work, we plan to explore decomposition methods to further improve computational efficiency and investigate how to effectively incorporate this framework into current electricity market designs.

APPENDIX

A. 24-Hour Scheduling Horizon

We present the result of the 24-hour schedule of market-clearing models. Due to computation complexity, we solve the models of $\text{MyD}$, $\text{BiD}$, and $\text{StD}$, respectively, for every 4-hour horizon, and roll into 24 hours eventually. We use the parameter setting $40R-1L-mFlx$ as one example.

In Fig. 6(a), we show the scenarios of system wind energy (in blue) and load (in red) over 24 hours (on day August 2, 2019), where the highlighted curves show the average profiles.

In Fig. 6(b), we present the 24-hour expected system costs for $\text{MyD}$ (in red), $\text{BiD}$ (in blue), and $\text{StD}$ (in green), respectively. Fig. 6(c) simulates the DAM (solid curves) and RTM prices (dashed curves) for $\text{MyD}$ (in red) and $\text{BiD}$ (in blue).

As shown in Fig. 6, when the system load is high, e.g., around 15:00, the system cost under $\text{MyD}$ is much higher than that under $\text{BiD}$. When the load is low, e.g., around 24:00, the system costs under $\text{MyD}$ and $\text{BiD}$ are very close because we can have adequate flexible generators to deal with real-time uncertainty. In contrast, the system cost under $\text{BiD}$ is always close to $\text{StD}$. Furthermore, in terms of market prices, RTM prices under $\text{MyD}$ can be very high in the mid-day while under $\text{BiD}$, RTM and DAM prices are close.

B. Performance of Relaxed Unit Commitment Problems

In Section II of the main text, we relaxed binary variables of unit commitment into continuous variables $[0,1]$ to maintain the convexity of the lower-level problem. In this appendix, we show that this relaxation can well approximate the binary variable modeling. We focus on the setting of $40R-1L-mFlx$.

First, we show that under the relaxation model, most of the unit-commitment solutions are either 0 or 1. In Fig. 7(a), we show the frequency of relaxed DAM unit commitment solutions $u_{\text{DAC}}^*$ (all hours and conventional generators) under $\text{BiD}$. In Fig. 7(b), we show the frequency of relaxed RTM unit commitment solutions $u_{\text{RT}}$ (all hours, scenarios, and conventional generators) under $\text{BiD}$. As shown in Fig. 7(a) and (b), the solutions of 1 and 0 absolutely dominate all the solution outcomes. For DAM, the UC solutions lying in (0,1) only make up 0.77%
of the total number of variables. For RTM, the UC solutions lying in (0,1) only make up 0.89%.

Second, we show that given the obtained bidding quantities of VRES, the relaxed model and the accurate binary model induce similar system costs. Although the bilevel model is based on relaxed unit-commitment decisions, the main purpose is to obtain the optimal bidding quantities of VRES. Hence, the system operator can continue to clear the DAM and RTM market using an accurate unit-commitment model with binary variables. To investigate this in more detail, we test the accurate unit-commitment model based on the optimal bidding quantities of VRES, which shows a system cost very similar to the relaxed unit-commitment model. Specifically, based on the relaxed unit-commitment model, we have the system costs (per hour) for NYISO: The DAM cost = 303 K$; the expected RTM cost = −3 K$; the total system cost = 300 K$. For the system costs based on the accurate unit-commitment model with binary variables, we have the DAM cost = 305 K$; the expected RTM cost = −5 K$; the total system cost = 300 K$.

C. Volatility Reduction

We show the volatility reduction for conventional generators’ revenues and RTM re-dispatch amounts.

In Fig. 8, under different system parameter settings, we show (a) revenues of all conventional generators, and (b) upward adjustments in RTM. The blue and orange bars show the results under BiD and MyD, respectively. We demonstrate the average values in terms of scenarios and hours, where the error bars show the std in scenarios.

Revenue volatility reduction: BiD can reduce the volatility of conventional generators’ revenues and RTM upward adjustments. In Fig. 8(a) and (b), under high VRES amounts and limited generator flexibility (i.e., 40R-1L-mFlx and 70R-1L-mFlx), the std values of conventional units’ revenues and RTM upward adjustments are much smaller under BiD than under MyD. However, with lower VRES amounts and higher generator flexibility, the std values under BiD and MyD are similar.

Fig. 8. BiD vs MyD: (a) All conventional generators’ profits; (b) RTM upward adjustments. Both are average in hours.

Upward-adjustment reduction: Compared with MyD, BiD can significantly reduce the upward adjustment in the RTM. As shown in Fig. 8(b), MyD requires higher upward adjustment in RTM, compared with BiD, particularly under 40R-1L-mFlx and 70R-1L-mFlx. The reason is that with limited flexibility, BiD tends to be more conservative in dispatching wind energy in DAM. Thus, BiD brings more conventional generators online, which mitigates the impact of VRES uncertainty in real time and reduces the requirement for upward adjustment.

D. Upper Bound Choices of Dual Variables in the McCormick Envelope

In Fig. 1, we show how the upper bounds of bidding quantities in the McCormick envelope impact the result. We now further demonstrate simulation results by varying the upper bound of the dual variables in the McCormick envelope. The results show that a lower upper bound can lead to infeasible solutions. However, when there are feasible solutions, the solutions are robust when we increase the upper bound of the dual variables. For demonstration, we use 5 scenarios to save computation time.

Recall that we have the bilinear item $z_{k,t} = \lambda^W_{k,t} \cdot W_{k,t}$. In Fig. 1, we have discussed the impact of the upper bound of $W_{k,t}$. For the lower bounds and upper bounds of $\lambda^W_{k,t}$, i.e., $0 \leq \lambda^W_{k,t} \leq \beta^W_{k,t}$, we set the upper bound $\beta^W_{k,t} = \xi \cdot \lambda^W_{k,t}(0)$, where $\lambda^W_{k,t}(0)$ denotes the dual solution of $\lambda^W_{k,t}$ in the DAM schedule when all VRES producers bid zero quantity. In the simulation results of Section V, we let $\xi = 1$. In this simulation, we vary $\xi$ between [0,2]. We find that when $0 \leq \xi \leq 0.6$, there is no feasible solution. However, when $0.8 \leq \xi \leq 2$, the solutions, e.g., system cost (Fig. 9(a)) and DAM wind schedule amount (Fig. 9(b)) will remain robust. This shows that the upper bound of the dual variables may have a limited impact on the solution.
accuracy while the upper bound of wind bidding quantities has a larger impact as shown in Fig. 1.

### E. Impact of Number of Scenarios on Out-of-Sample Test

We demonstrate how the number of scenarios impacts the out-of-sample performance of the model.

We test the cases of 10, 20, and 30 scenarios, respectively. We first obtain the optimal bidding quantities of VRES based on the 10, 20, and 30 scenarios, respectively. Then, in the out-of-sample test, for each case, we randomly generate 30 scenarios for VRES actual generations and examine the expected system cost under the newly generated 30 scenarios. We randomly generate 30 scenarios by 50 times to evaluate variations.

We show the mean value and the standard deviation (std) values among 50 tests for each case in Table III. A larger number of scenarios perform better in the out-of-sample test with lower expected system costs and lower std values.

| # Scenarios | mean ($k$) | std ($k$) |
|-------------|------------|-----------|
| 10          | 310.00     | 6.73      |
| 20          | 303.89     | 6.70      |
| 30          | 302.71     | 5.95      |
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