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Abstract

Object detection is a computer vision task of predicting a set of bounding boxes and category labels for each object of interest in a given image. The category is related to a linguistic symbol such as ‘dog’ or ‘person’ and there should be relationships among them. However, the object detector only learns to classify the categories and does not treat them as the linguistic symbols. Multi-modal models often use the pre-trained object detector to extract object features from the image, but the models are separated from the detector and the extracted visual features do not change with their linguistic input. We rethink the object detection as a vision-and-language reasoning task. We then propose targeted detection task, where detection targets are given by a natural language and the goal of the task is to detect only all the target objects in a given image. There are no detection if the target is not given. Commonly used modern object detectors have many hand-designed components like anchor and it is difficult to fuse the textual inputs into the complex pipeline. We thus propose Language-Targeted Detector (LTD) for the targeted detection based on a recently proposed Transformer-based detector. LTD is an encoder-decoder architecture and our conditional decoder allows the model to reason about the encoded image with the textual input as the linguistic context. We evaluate detection performances of LTD on COCO object detection dataset and also show that our model improves the detection results with the textual input grounding to the visual object.

1. Introduction

Object detection is a computer vision task of predicting a set of bounding boxes and category labels for each object of interest in a given image [1]. Each category is related to a linguistic symbol such as ‘dog’ or ‘person’, and there should be relationships among them. However, the object detector only learns to classify the categories and does not treat them as the linguistic symbols. On the other hand, humans can ground the linguistic symbols to the visual objects and detect the various objects targeted by a natural language. We might also change the way of reasoning depending on what we detect, i.e., detection target. For example, if we are asked to count the number of dogs, we focus on dog-like shapes, or if we need to distinguish between sheep and cows, we pay attention to the differences. From the above aspect, we rethink the object detection as a vision-and-language reasoning task. As a first step, we propose targeted detection task, where detection targets are given by a natural language as a linguistic context and the goal of the task is to detect only all the target objects in a given image.

On the targeted detection, grounding the linguistic targets to the visual objects in a detection pipeline is a key challenge. Commonly used modern object detectors [7, 24] adopt multi-stage structure and have many hand-designed
components like anchors [17]. It is difficult to fuse the textual inputs into the complex pipeline. A recently proposed Transformer-based detector [1] has significantly simplified the pipeline. However there are no report how to design a multi-modal Transformer for the object detection.

The targeted detection is similar to referring expressions, which are natural language utterances that indicate particular objects within a scene, e.g., “the dog on the sofa” [29]. Kazemzadeh et al. have proposed referring expression comprehension [13], which is a task to localize the object mentioned by the given natural referring expression. However this task is typically formulated as selecting the best region from a set of proposals in an image with a textual input [20, 29]. Thus, this task does not fit for detecting multiple objects in an image, e.g., two dogs might be on the sofa. Moreover, since most works use a pre-trained object detector to generate the region proposals from the image [3, 16], the detector does not treat the textual input.

We propose Language-Targeted Detector (LTD) for the targeted detection task, as shown in Fig. 1. A main feature of LTD is to have a textual input for specifying what objects to detect. Thus, there are no detection if the target is not given as the input. Unlike the referring expression comprehension, the targeted detection task is required to detect multiple objects with multiple targets given by the textual input. Instead of using the pre-trained object detector, we train our detection model with the textual input in end-to-end manner. We evaluate LTD on the most popular object detection dataset, COCO [2]. We show that 1) our detection model dynamically changes detected objects depending on the targets given in a natural language, and 2) by using the textual input as a context, our model improves the detection results compared to the normal object detectors. We believe the targeted detection task has the promising potential that allows the detectors to consider more complex contexts on the vision-and-language reasoning tasks.

Our contributions are as follows:

• We propose targeted detection task, where detection targets are given by a natural language as a linguistic context and the goal of the task is to detect only all the target objects in a given image.

• We then propose a new object detector with a textual input for the task, and the model demonstrates that the given linguistic targets change how the detector attends to the encoded image and improve the object detection.

2. Related Work

2.1. Object Detection

After the success of deep learning on image classification [8, 14], deep learning has been applied to object detection and many studies have continuously improved their detection performances [7, 24]. Deep learning-based object detectors use deep convolutional neural network (CNN) [8, 10, 25] to extract visual features from an image. These object detectors can be categorized into two-stage, one-stage, and end-to-end ones.

Two-stage detectors such as Faster R-CNN [24] suffer from high computational cost but achieve higher accuracy than one-stage ones, and thus their pre-trained model is often used to extract regional object features from the image for vision-and-language reasoning tasks. Since one-stage detectors such as YOLO [23] and SSD [18] are faster than the two-stage ones, they fit for the real-time detection. Both two-stage and one-stage methods need complicated and hand-designed post-processing to generate the final bounding box predictions.

Recently, Transformer-based object detection method [1] has proposed and it has significantly simplified object detection pipeline by removing the hand-crafted anchor and non-maximum suppression. The Transformer-based detector directly predicts a set of bounding box and object category end-to-end with Hungarian bipartite matching. It is a transformer encoder-decoder architecture and can reason about the relations of objects in the image by the attention mechanism.

These object detectors are single-modal model and take only an image as an input. They cannot alter detection targets after the training with defined object categories. Unlike them, we propose a targeted detector which enables the model to alter the detection targets by giving the targets in natural language as a linguistic context.

2.2. Multi-Modal Transformer

Recent studies have shown significant improvements in natural language processing (NLP) tasks with a multi-layer Transformer [28], such as GPT [22], BERT [4], and RoBERTa [19]. Motivated by these promising results, the multi-layer Transformer has been utilized in multi-modal models for vision-and-language tasks. UNITER [3] and Unicoder-VL [16] proposed a single-stream architecture like BERT, which fuses two modalities. ViLBERT [20] consists of two single-modal streams, and has a language Transformer followed by a cross-modal Transformer. These Transformer-based multi-modal models outperform conventional state-of-the-art models [5, 15] on most vision and language tasks such as VQA and NLVR.

The multi-modal Transformer takes both visual features and textual tokens as input sequences. These input sequences are encoded to the image embeddings and linguistic embeddings. These embeddings are then fed into the multi-layer Transformer as an encoder. Then, they treat the above multi-modal tasks as a classification task and output answer probabilities based on the final hidden state of the Transformer encoder. Most works use a frozen pre-
trained object detector to extract the regional visual features [3, 16, 20], and the object detectors does not consider the linguistic inputs. Consequently, the final performances on the down-stream tasks depend on the extracted visual features. Therefore, instead of using outputs of the object detector, several works input grid features [12] or pixel features [11] directly obtained from the stacked CNN layers to the Transformer encoder. Transformer is also used for image captioning [9]. This model is a encoder-decoder architecture and has a decoder to output a caption of a given image in addition to the encoder for the image. We treat object detection as a vision-and-language task and propose a multi-modal decoder that conditions the detected objects by a textual input.

2.3. Referring Expression Comprehension

The referring expressions are natural language utterances that indicate particular objects within a scene, e.g., “the dog on the sofa” or “the book on the table”. Kazemzadeh et al. have proposed referring expression comprehension [13], which is a task to localize the object mentioned by the given natural referring expression. To solve this task, some work uses CNN-LSTM structure [21, 29] to encode visual and linguistic inputs. The multi-layer Transformer is also used as a multi-modal encoder and has achieved state-of-the-art result [3, 20]. However these works formulate this task as selecting the best region from a set of proposals with a textual input expression and use the pre-trained object detector to generate the region proposals from a given image. Thus, the object detector is separated from the textual input. Moreover, this task does not fit for detecting multiple objects in the image.

3. Language-Targeted Detector

In this section, we first describe the architecture and overall pipeline of Language-Targeted Detector (LTD) and then introduce a conditional decoder.

3.1. Model Architecture

An architecture overview of Language-Targeted Detector (LTD) is shown in Fig. 2. LTD is mainly consists of a ResNet backbone, a Transformer encoder, a conditional Transformer decoder, and shared prediction heads. Most parts of the architecture inherit the Transformer-based object detector, DETR [1]. A main feature of LTD is the conditional decoder, which will be described in the section 3.2.

LTD uses a Convolution Neural Network (CNN) to extract visual feature maps \( f \in \mathbb{R}^{C \times H \times W} \) from an input image \( I \in \mathbb{R}^{3 \times H_0 \times W_0} \) (3 color channels), where \( H, W \) and \( H_0, W_0 \) are the height and width of the input image and the visual feature map, respectively. \( C \) is an output channel of the visual feature map.

The model flattens the extracted visual features and compresses the channel \( C \) into a smaller dimensional representations \( z \in \mathbb{R}^{d \times L} \) by \( 1 \times 1 \) convolution to suppress the computational cost, where \( d \) is a dimension of the input visual feature \( z_0 \) and \( L \) is its length \( (L = HW) \). The model collapse the spatial information of the 2D visual representation by this transformation, hence the model supplements it with a positional encoding before passing it into a Transformer encoder.

The encoder is a multi-layer Transformer. Each encoder layer has a standard Transformer block and consists of a multi-head self-attention module and a feed forward network (FFN). The encoder outputs the final representation of the visual features.

The decoder is a stack of a self-attention layer and a target-attention layer. Each self-attention and target-attention layer are a standard Transformer architecture using multi-head attention mechanisms. Unlike DETR, our decoder takes target queries as an additional linguistic input to condition detection targets, in addition to the object queries. We design the conditional decoder to ground the target texts (e.g., ‘dog’) to the visual objects. The textual input is encoded to the token embeddings using a pre-trained
BERT embeddings [4].

The model have three shared prediction heads to compute the final prediction of a bounding box, a class category, and a target index. The target index indicates which object instance belongs to which target text. The bounding box is predicted by a 3-layer perceptron with ReLU activation function, whereas a linear projection layer and softmax function are used to predict the class category and the target index, respectively.

3.2. Conditional Decoder

A challenge in designing language-targeted detector is how to control the objects to be detected by a linguistic input. To fuse the visual input and the linguistic input, most previous studies on the multi-modal Transformer have extended the encoder to allow both inputs [16, 20] as described in Sec 2.2. Unlike these studies, we proposed a multi-modal decoder which conditions the detected objects by the linguistic target, as shown in Fig. 3. This design is based on the following two reasons.

First, looking back on the Transformer-based object detector, the authors hypothesize that the encoder separates object instances in an image via global attention and simplifies object extraction and localization for the decoder, then the decoder only needs to attend to the object extremities such as heads or legs to extract the class and object boundaries [1]. We suppose that when the target object changes, the boundary of each object instance might not change, but the boundaries of interest change. In addition, the linguistic targets should be ground to the visual features at the object level not the pixel level to control the detected objects efficiently because the pixel level grounding is more difficult than the object level [11, 27].

Then, a disadvantage of extending the encoder is the increase in a computational cost. The computational cost of the Transformer attention mechanisms is highly depend on a length of an input sequence. Compared with most multi-modal Transformer which treats object features with a typical maximum sequence length of 100 [3, 20] as the visual inputs, the encoder of Transformer-based detector takes much longer sequence (over 1500) as the input [1]. Thus, we avoid further computational load due to the additional textual input for the encoder since the encoder is computationally intensive component.

The decoder is $L$ stacks of a decoder layer composed of a self-attention layer and a target-attention layer. Each decoder layer decodes the $N$ objects with the $K$ textual tokens in parallel. The self-attention layer transforms both object queries and target queries to ground the textual tokens to the visual objects. The target-attention only treats the object queries as its attention queries. The model predicts box coordinates, class labels, and target index using only the final output of the object queries.

Figure 3. Conditional decoder with linguistic target. The decoder is $L$ stacks of a decoder layer composed of a self-attention layer and a target-attention layer. Each decoder layer decodes the $N$ objects with the $K$ textual tokens in parallel. The self-attention layer transforms both object queries and target queries to ground the textual tokens to the visual objects. The target-attention only treats the object queries as its attention queries. The model predicts box coordinates, class labels, and target index using only the final output of the object queries.
Object detection (original) Targeted detection (ours) 'cat', 'dog'
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Targets No target text
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Annotations
Instance 1, Bounding Box 1, Category 16
Instance 2, Bounding Box 2, Category 3
Instance 3, Bounding Box 3, Category 9
Instance 10, Bounding Box 10, Category 16

Sample 5 class categories
0, Category 16
1, Category 3

Target instances
Instance 1, Bounding Box 1, Category 16
Instance 2, Bounding Box 2, Category 3
Instance 10, Bounding Box 10, Category 16

Make labels
0, Bounding Box 1, Target Index 0
1, Bounding Box 2, Target Index 1
2, Bounding Box 10, Target Index 0

Convert category IDs to input words
0, 'bird' (Category 16)
1, 'cat' (Category 3)

Figure 4. Data preparation procedure for the targeted detection. Target instances \( \{o_1, o_2, \ldots, o_R\} \) that belong to the randomly sampled \( S \) categories are extracted from the original annotation for the image \( I \). The category ID of each target object is converted to its name to obtain the target text \( T \). Target index indicates which target instance belongs to which target text. We can simply choose one instance with its text annotation (i.e., class label or description) as the target instance in the image if the target dataset has no class category annotations.

Figure 5. Examples of data conversion from the object detection to the targeted detection.

4. Learning Targeted Detection

In this section, we will describe our approach to learn the targeted detection task, where the detection targets are given by a natural language and the task is to detect only all the target objects in a given image.

The model finally predicts box coordinates, class labels, and target indexes using only the final output of the \( N \) object queries.

The detailed procedure of the preparation are as follows.

1) The number of category samples \( S (1 \leq S \leq M) \) is randomly choose, where \( M \) is the total number of categories in the image \( I \).

2) We randomly sample \( S \) categories from the list of categories. The categories \( \{c_1, c_2, \ldots, c_S\} \) are the targets.

3) We then extract all instances that belong to the target categories from the original annotation for the image \( I \). Because there might be multiple instances that belong to the same category. These extracted instances \( \{o_1, o_2, \ldots, o_R\} \) are the target objects to be detected, where \( R \) is the number of target objects \( (R \geq S) \).

4) To obtain the input target text \( T \), the category ID of each target object is converted to its name (e.g., 16 \( \rightarrow \) 'bird'). The obtained target texts are then tokenized as described in Sec. 3.2.

5) Finally, target index is added to the labels to indicate which target instance belongs to which target text.

The class label of the each targeted object is optional. In the steps 1) - 3), we simply choose one instance with its text annotation (i.e., class label or description) as the target instance in the image if the target dataset has no class annotations. Thus, the targeted detection can be applied to not only object detection datasets such as MS COCO but also other vision-and-language datasets such as Visual Genome, which have images with regional descriptions but does not have class annotations.

Figure 5 shows a comparison of normal object detection and our targeted detection. Only \( R \) instances in the images must be detected with the target text \( T \) for the targeted detection task, whereas all instances of interest are the targets to be detected for the object detection task.

LTD can also learn special tokens to detect specific targets. In this paper, we use a special \([\text{all}]\) token to detect all objects of interest in the original annotation of the object detection (i.e., the input tokens are \([\text{[CLS]}, [\text{all}], [\text{SEP}]] \)).
| Model              | Detection target | AP | AP_{50} | AP_{75} | AP_{S} | AP_{M} | AP_{L} |
|-------------------|------------------|----|---------|---------|--------|--------|--------|
| Faster RCNN-FPN   |                  | 40.2 | 61.0 | 43.8 | 24.2 | 43.5 | 52.0 |
| DETR              |                  | 42.0 | 62.4 | 44.2 | 20.5 | 45.8 | 61.1 |
| LTD-IDX-PT        |                  | 42.4 | 62.1 | 45.2 | 21.1 | 46.0 | 60.9 |
| LTD-PT            |                  | 42.2 | 62.2 | 44.9 | 20.9 | 46.1 | 60.5 |
| LTD               |                  | 40.6 | 60.9 | 43.0 | 19.6 | 43.5 | 59.5 |
| LTD-IDX-PT        | targeted only    | 47.4 | 70.1 | 50.1 | 25.0 | 50.4 | 66.5 |
| LTD-PT            |                  | 47.1 | 69.3 | 49.9 | 24.8 | 50.1 | 66.2 |
| LTD               |                  | 45.8 | 69.0 | 48.1 | 24.2 | 48.4 | 66.1 |

Table 1. Performance comparison of the object detection on the COCO validation set. The top section shows comparison with Faster R-CNN and DETR with the same ResNet-50 backbone. We give the special token to our model to detect all the objects of interest in this comparison. The bottom section shows the targeted detection performances. -PT denotes the model initialized with the pre-trained weights of DETR and -IDX denotes the model trained with the target index prediction.

| LTD-IDX-PT | AP | AP_{50} | AP_{75} | AP_{S} | AP_{M} | AP_{L} |
|------------|----|---------|---------|--------|--------|--------|
|            | 38.4 | 58.4 | 41.4 | 18.9 | 46.3 | 76.6 |

Table 2. Performance of the target index prediction on the COCO validation set. The model predicts the target index of each detected object, i.e., which detected instance belongs to which target text.

5. Experiments

In this section, we first detail the experimental settings and then show that LTD learns to detect targeted object with the textual input as the context. We also analyze the conditional decoder of the LTD to understand the behaviors.

5.1. Experimental Settings

**Dataset.** We validate our proposed LTD on COCO 2017 detection dataset, which contains 118k training images and 5k validation images, respectively. We report mAP for performance evaluation following previous research [1]. We make the target texts and the labels to be predicted from the original dataset as described in Sec. 4. When there is no annotated object in a given image, the target text is none and the input tokens are set to [[CLS],[SEP]]. To compare the detection performances with the normal object detectors, we set a special [all] token as the target text and simply use the all objects of interest as the targets in the image with a probability of 50%.

**Implementation details.** We follow the experimental settings in the original DETR [1]. The number of the encoder layers and the decoder layers is 6 each. We use a pre-trained ResNet-50 as our backbone and an extracted 2048 dimensional visual feature is compressed to 256 dimensional input to the encoder. Our evaluation model have 100 object queries and 40 target queries. We use a pre-trained BERT-BASE tokenizer and embeddings to obtain the token embeddings from the target text. The final output of each object query is used for predicting the bounding box, the class category, and the target index. The model is trained by minimizing a L1 loss of the bounding box and a cross-entropy classification loss of the class category and the target index. The learning rate is set as $10^{-4}$ for the Transformer encoder-decoder and $10^{-5}$ for the pre-trained ResNet backbone and optimized by AdamW optimizer. All models are trained for 300 epochs on 32 V100 GPUs with 16GB memory within 3 days.

5.2. Detection Performances

We first compare the accuracy with Faster R-CNN and DETR to investigate the effect of the textual input. Table 1 shows the results, where all models use the same ResNet-50 backbone. -PT denotes the model initialized with the pre-trained weights of DETR. -IDX denotes the model trained with the target index classification. We give the special token [all] to detect all the objects of interest in this comparison (denoted as ‘all’ in the Detection target column). The results show that our models achieve comparable performances to the normal object detection models and no significant performance drop by the textual input. The initialization with the pre-trained weights of DETR is benefit for our model to speed up the training.

The bottom section in Table 1 shows the accuracy on the targeted detection task. The performances on this task are significantly better than the ones on the normal object detection on all metrics. Note that LTD learns to detects all objects of interest with the special token and does not simply refer the target text to classify the objects. Table 2 shows the accuracy of the target index prediction on the targeted detection. The model predicts which detected instance belongs to which target text. This prediction seems to be more difficult than the category classification because grounding the target text to the visual object is required.

As shown in Fig. 6, LTD dynamically changes the detected objects depending on the target text. LTD can detect all objects with the special token (left) and specific targets (center). Unlike just filtering the detected objects, our
Figure 6. LTD dynamically changes the detected objects depending on the target text. LTD can detect all objects with a special token (left) and a specific target (center). Unlike just filtering the detected objects, our model detects the objects in consideration of the linguistic context (left vs right). With the target text of ‘bowl’, LTD detects more bowls because the model targets them.

Figure 7. DETR misclassifies the objects in the foreground (left, two sheep are misclassified as cows). LTD also outputs the same incorrect results when we give the special token to detect all objects (center). On the other hand, LTD can also use the target text as the context (i.e., the targets are sheep or cows) to lead the correct answer (right).

5.3. Analysis of Conditional Decoder

The main feature of LTD is the conditional decoder described in 3.2. To understand its behavior, we visualize the target-attention map of the last decoder layer in Fig. 8 and the self-attention map of the middle decoder layer in Fig. 9, respectively.

In Fig. 8, each column represents an object query extracted from a total of 100 queries (here queries 0, 16, 40, 42, 48th). Each object query learns to specialize on certain areas and box sizes [1]. In this example, with a special input token [all] to detect all objects, LTD detects five objects, which correspond to the bottom five pictures and the five images above them that represent the predicted bounding box and the attention map of each object query. The text below each image denotes the predicted class category. The objects are not detected when there is no text there. The attention maps show that each query mostly attends to the object extremities and boundaries. Our decoder has the linguistic target and thus the attention maps change depend on the target text. When we give the target text cat, the decoder seems to attend to cat-like shapes because the attention map of 0th and 16th queries looks similar to those of 16th and 42th queries which are classified as a cat.

Figure 9 shows the attention weights between the object queries and target queries when we give the target text cat. Each image correspond to the attention weight of each query (0, 16, 40, 42th). The 40th and 42th queries strongly attend to the target queries (≥ 100th) and they are detected as the cat. We hypothesize that by using the linguistic targets grounding to the objects, each object query can trans-
Figure 8. Each column represents an object query (queries 0, 16, 40, 42, 48th). With a special input token ‘[all]’, LTD detects five objects, which correspond to the bottom five pictures and the five images above them that represent the predicted bounding box and the attention map of each object query. The text below each image denotes the predicted class category and the objects are not detected when there is no text there. When we give the target text ‘cat’, the decoder seems to attend to cat-like shapes.

Figure 9. Self-attention weights of the object queries (0, 16, 40, 42th) when we give the target text ‘cat’. The 40th and 42th queries strongly attend to the target queries (≥ 100th) and they are detected as the cat.

We introduced the linguistic contexts into the object detection and proposed targeted detection task, where detection targets are given by natural language and the goal of the task is to detect only all the target objects in an image. We also proposed Language-Targeted Detector (LTD) for the proposed task based on the recently proposed Transformer-based detector. We evaluate LTD on COCO object detection dataset and show that our model improves the detection performances using the target text grounding to the visual objects as the linguistic context. Unlike the conventional uni-modal detectors, the conditional decoder of LTD allows the model to reason about the encoded image with the linguistic targets and dynamically control the detected objects. We expect the object detector with the linguistic context is a new direction for the vision-and-language reasoning tasks.

6. Conclusions

We form itself into a representation suitable for detecting the target, and also they can check whether they are the target.
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Appendix

A. Dataset Statistics

|                      | Object detection | Targeted detection |
|----------------------|------------------|--------------------|
| Validation images    | 5,000            | 5,000              |
| Total annotated instances | 36,781         | 24,790             |
| Categories per image | 2.93             | 1.97               |
| Instances per image  | 7.36             | 4.96               |
| Instances per category | 2.51          | 2.51               |

Table 3. Main properties of COCO object detection dataset and our targeted detection data. We randomly sample the object instances from the original annotation on the object detection, thus the number of instances and categories are slightly decreased.

We show the properties of the validation data for the target detection task. The training and evaluation data are both based on COCO object detection dataset [2]. The data preparation procedure is described in Sec. 4 in the main paper.

Table 3 shows comparisons of the main properties of COCO object detection dataset and our targeted detection. Both are validation data. Original COCO object detection dataset has 36,781 annotated instances on the validation data, whereas our targeted detection data has 24,790 instances. We randomly sample the object instances from the original annotation on the object detection, thus the number of instances and categories are slightly decreased (about 33%). Both data contains the same 5,000 images for the validation. On average COCO dataset contains 2.93 categories and 7.36 instances per image. Our targeted detection data contains 1.97 categories and 4.96 instances per image. The number of instances per category are almost same for both data (2.51).

Figure 10 shows the total number of the instances per category and Fig. 11 shows the ratio of the instances per category of object detection and targeted detection. These results mean that the distribution of the instances in each category does not change from the original COCO dataset and the number of ‘person’ instances is very large compared to others.

Figure 12 shows ratio of the number of instances per target on our targeted detection data. Most images contains 5 or less instances for each target and about 58% of the targets are 1 instance. Only one image contains 23 instances for a specific target.

B. Object Detection Conditioned on Context

A goal of the language-targeted detector is to improve the object detection accuracy with a linguistic context, like an object label, a referring expression, or a question. Current SOTA multi-modal models typically use a pre-trained object detector and their performances heavily rely on the detector [30]. The detector is trained to avoid misdetection but whether the confusing object (e.g., small or occluded object) should be detected depends on the context. For instance, if the model is asked about a dog, the detector should extract the dog-like objects even if they are blurry. However the traditional detector extracts regions of interest from an image regardless of the given linguistic context and this makes it challenging to detect the confusing object.

As a first step, we have proposed a new object detector that detects objects conditioned on target labels and investigated how the linguistic context helps the object detection.

C. Comparison with Traditional Detector

Although a main advantage of our language-targeted detector (LTD) is to detect objects in an image conditioned on target texts, in ‘all’ setting in Table 1, we give a constant target text ‘[all]’ regardless of the input image to verify the baseline accuracy of LTD. This setting means our model is not conditioned on the target text, thus the performances in this setting must be comparable with DETR. [6] reports that the DETR suffers from slow convergence. Our LTD is based on the DETR and needs longer training epoch than the original DETR. Thus, we use a pre-trained weights of DETR. Without it (LTD in Table 1), the performances slightly drop due to lack of the training.

LTD detects the objects conditioned on target texts. In ‘targeted only’ setting in Table 1, LTD uses the given target text to change how the detector attends to the encoded image (Fig. 8) and thus LTD improves the object detection accuracy. Unlike just filtering regions output by the traditional detector, with the target text (e.g., ‘bowl’), LTD can detect small objects that are missed without conditioning (Fig. 6). Note that the object instances in the image are randomly sampled (line 503-520) and the category distribution is the same as one of the original dataset (Fig. 11 in Appendix). We do not choose the easy instances.

In the training, we randomly set ‘[all]’ token as the target text to detect all objects of interest in the image with a probability of 50% (see 5.1). Thus, LTD does not just use the target text as a hint to predict a class category. In Fig. 7, without conditioning (i.e., target text is ‘[all]’), LTD misclassifies the sheep as cow. When the target texts are ‘sheep’ and ‘cow’, although these cannot be a direct hints, LTD uses the textual input and correctly predicts the object categories (see also Fig. 9).

Thank you for suggesting several tests to verify our LTD. We have already conducted some of them. We would like to add those results in the final paper. First, in ‘targeted only’ setting, we add deceptive targets that does not appear in the image. The number of the deceptive targets are set to $max(1, N \times r)$ where $N$ is the number of the ground-truth
targets and \( r \) is rate. The accuracy dropped by around 1 point with 10% rate. There is no further drop at 20%. Then, in 'all' setting, we give all ground-truth targets that appear in each image as the context. The accuracy increases by around 5 points and reaches the same as performances in 'targeted only' setting because of the same data distribution.

D. Experimental Settings and Others

D.1. Target texts

Target text such as 'dog' or 'bird' is sampled from the ground-truth annotations (see Fig.4). We described the detection performances with the deceptive target that does not appear in the ground-truth above.

D.2. Training objectives

Prediction of the class category is optional but we use it during the training of LTD because it improve the convergence speed. We use the class category in COCO for performance comparisons. The total loss can be written as follows:

\[
L = k_C L_C + k_B L_B + k_I L_I
\]

(1)

where \( L_n, k_n(n = C, B, I) \) are a loss and a coefficient of the class category, the bounding box, and the target index.

D.3. Generalization of model

To easily extend LTD for referring expression comprehension on Flickr30K Entities and Visual Genome, we use BERT to encode the textual input to token embeddings (see 3.2). LTD can take not only the object labels but also longer text like sentences as an input.
Figure 12. Ratio of the number of instances per target on targeted detection.