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Abstract

We study the existence and nonexistence of maximizers for variational problem concerning to the Moser–Trudinger inequality of Adimurthi–Druet type in $W^{1,N}(\mathbb{R}^N)$

$$MT(N, \beta, \alpha) = \sup_{u \in W^{1,N}(\mathbb{R}^N), \|\nabla u\|_N^N + \|u\|_N^N \leq 1} \int_{\mathbb{R}^N} \Phi_N(\beta(1 + \alpha\|u\|_N^N)^{\frac{1}{N-1}}|u|^{\frac{N}{N-1}})dx,$$

where $\Phi_N(t) = e^t - \sum_{k=0}^{N-2} \frac{t^k}{k!}$, $0 \leq \alpha < 1$ both in the subcritical case $\beta < \beta_N$ and critical case $\beta = \beta_N$ with $\beta_N = N\omega_N^{\frac{1}{N-1}}$ and $\omega_{N-1}$ denotes the surface area of the unit sphere in $\mathbb{R}^N$. We will show that $MT(N, \beta, \alpha)$ is attained in the subcritical case if $N \geq 3$ or $N = 2$ and $\beta \in (\frac{2(1+2\alpha)}{(1+\alpha)B_2}, B_2)$ with $B_2$ is the best constant in a Gagliardo–Nirenberg inequality in $W^{1,2}(\mathbb{R}^2)$. We also show that $MT(2, \beta, \alpha)$ is not attained for $\beta$ small which is different from the context of bounded domains. In the critical case, we prove that $MT(N, \beta_N, \alpha)$ is attained for $\alpha \geq 0$ small enough. To prove our results, we first establish a lower bound for $MT(N, \beta, \alpha)$ which excludes the concentrating or vanishing behaviors of their maximizer sequences. This implies the attainability of $MT(N, \beta, \alpha)$ in the subcritical case. The proof in the critical case is based on the blow-up analysis method. Finally, by using the Moser sequence together the scaling argument, we show that $MT(N, \beta_N, 1) = \infty$. Our results settle the questions left open in [15, 16].
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1 Introduction

It is known that the embedding \( W^1,0_0(\Omega) \hookrightarrow L^{N\over N-1}(\Omega) \) holds if \( 1 \leq p < N \) where \( W^1,0_0(\Omega) \) and \( L^p(\Omega) \) denote the usual Sobolev space and \( L^p \) space on \( \Omega \) respectively. Thus inequality plays an important role in many branches of mathematics such as analysis, geometric, partial differential equations, calculus of variations, etc. In the critical case \( p = N \), it is well known that the embedding \( W^{1,N}_0(\Omega) \hookrightarrow L^{N^1/N}(\Omega) \) does not hold. In this case, the Moser–Trudinger inequality is a perfect replacement. The Moser–Trudinger inequality was proved independently by Yudovič [49], Pohoţaev [33] and Trudinger [40] which asserts the existence of a number \( \beta_0 \) such that

\[
\sup_{u \in W^{1,N}_0(\Omega), \|\nabla u\|_N \leq 1} \int_{\Omega} e^{\beta_0\|u\|_N^N} \, dx < \infty, \quad (1.1)
\]

for any \( \beta \leq \beta_0 \), here \( \|\nabla u\|_N = \left( \int_{\Omega} |\nabla u|^N \, dx \right)^{1/N} \) denote the usual \( L^p \) norm of distributional gradient of \( u \). Later, Moser [31] sharpened this inequality by finding the best constant \( \beta_0 \). More precisely, he proved that the supremum in (1.1) is finite for any \( \beta \leq \beta_N := N\omega_1^{1/(N-1)} \) with \( \omega_{N-1} \) denotes the surface area of the unit sphere in \( \mathbb{R}^N \), and is infinite if \( \beta > \beta_N \). The sharp Moser–Trudinger inequality is a crucial tool in studying the partial differential equation with exponential nonlinearity. Because of its importance, the sharp Moser–Trudinger inequality was generalized to the Heisenberg groups, complex sphere, Riemannian compact manifolds, and hyperbolic space [10,11,24,41].

Suggested by the concentration–compactness principle due to Lions [29], the following improvement of the sharp Moser–Trudinger inequality was proposed by Adimurthi and Druet [3] for \( N = 2 \), and by Yang [44,45] for \( N \geq 3 \),

\[
\sup_{u \in W^{1,N}_0(\Omega), \|\nabla u\|_N \leq 1} \int_{\Omega} e^{\beta_N(1+\alpha\|u\|^N) \frac{N-1}{\alpha} |u|^{N-1}} \, dx < \infty \quad (1.2)
\]

for any \( \alpha < \lambda_1(\Omega) := \inf \{\|\nabla u\|_N^N : u \in W^{1,N}_0(\Omega), \|u\|_N \leq 1\} \). Moreover, the supremum in (1.2) will be infinite if \( \alpha \geq \lambda_1(\Omega) \). We refer the reader to the paper [46] for a generalization of this result to compact Riemannian manifold, and to [38] for an improvement of (1.2) in dimension two.

The Moser–Trudinger inequality was extended to unbounded domains by Adachi and Tanaka [1], Cao [7], do Ó [12], Ruf [34] and Li and Ruf [26], namely

\[
\sup_{u \in W^{1,N}(\mathbb{R}^N), \|u\|_{W^{1,N}(\mathbb{R}^N)} \leq 1} \int_{\mathbb{R}^N} \Phi_N(\beta |u|^{N-1}) \, dx < \infty, \quad (1.3)
\]

for any \( \beta \leq \beta_N \) where \( \|u\|_{W^{1,N}(\mathbb{R}^N)} = (\|\nabla u\|_N^N + \|u\|_N^N)^{1/N} \) denotes the full Sobolev norm on \( W^{1,N}(\mathbb{R}^N) \) and

\[
\Phi_N(t) = e^t - \sum_{k=0}^{N-2} \frac{t^k}{k!}.
\]
The supremum in (1.3) will be infinite if $\beta > \beta_N$. The sharp Moser–Trudinger inequality on entire space was then extended to a singular version general cases by Adimurthi and Yang [4], and to entire Heisenberg group by Lam and Lu [23].

In recent paper [13], do Ó, de Souza, Medeiros, and Severo proved a result on the weak compactness of the Moser–Trudinger functional defined in $W^{1,N}(\mathbb{R}^N)$, which is a version of the concentration–compactness principle due to Lions for unbounded domains (see also [32] for the analogue result for Adams inequality [2] which is the version of higher order of derivative of Moser–Trudinger inequality). More precisely, if $u_n$ is a sequence in $W^{1,N}(\mathbb{R}^N)$ such that $\|u_n\|_{W^{1,N}(\mathbb{R}^N)} = 1$, $u_n \rightharpoonup u_0$ weakly in $W^{1,N}(\mathbb{R}^N)$, and $u_0 \not\equiv 0$, then the inequality (1.3) can be improved along the sequence $u_n$ by a constant larger than $\beta_N$, i.e., for any $1 < p < (1 - \|u_0\|_{W^{1,N}(\mathbb{R}^N)}^N)^{-1/(N-1)}$, we have

$$\sup_{n \geq 1} \int_{\mathbb{R}^N} \Phi_N(\beta_N \|u_n\|_{W^{1,N}(\mathbb{R}^N)}^N)dx < \infty. \tag{1.4}$$

Suggested by the concentration–compactness type principle (1.4), do Ó and de Souza proved in [14] for $N = 2$ and in [15] for $N \geq 3$ the following Moser–Trudinger type inequality

$$\sup_{u \in W^{1,N}(\mathbb{R}^N), \|u\|_{W^{1,N}(\mathbb{R}^N)} \leq 1} \int_{\mathbb{R}^N} \Psi_N(\beta_N (1 + \alpha \|u\|_{W^{1,N}(\mathbb{R}^N)}^N)^{\frac{1}{N-1}}|u|^{\frac{N}{N-1}})dx < \infty. \tag{1.5}$$

for any $0 \leq \alpha < 1$, where

$$\Psi_N = e^t - \sum_{k=0}^{N-1} \frac{t^k}{k!} = \Phi_N(t) - \frac{t^{N-1}}{(N-1)!}.$$ 

As a corollary, do Ó and de Souza obtained the following improved version of (1.3) in the spirit of Adimurthi, Druet and Yang in [15,16]

$$MT(N, \beta, \alpha) := \sup_{u \in W^{1,N}(\mathbb{R}^N), \|u\|_{W^{1,N}(\mathbb{R}^N)} \leq 1} \int_{\mathbb{R}^N} \Phi_N(\beta (1 + \alpha \|u\|_{W^{1,N}(\mathbb{R}^N)}^N)^{\frac{1}{N-1}}|u|^{\frac{N}{N-1}})dx < \infty. \tag{1.6}$$

for any $\beta \leq \beta_N$ and $0 \leq \alpha < 1$. When $\alpha = 0$, (1.6) reduces to (1.3), and for $\alpha > 0$, (1.6) is stronger than (1.3). We mention here that a similar result to (1.6) was proved by do Ó and de Souza in [14] on the whole plane for the subspace of $W^{1,2}(\mathbb{R}^2)$

$$E_V = \left\{ u \in W^{1,2}(\mathbb{R}^2) : \int_{\mathbb{R}^2} V(x)u^2(x)dx < \infty \right\},$$

where $V$ is nonnegative, bounded away from zero, radially increasing and coercive, i.e., $V(x) \to \infty$ as $|x| \to \infty$. These assumptions on $V$ ensure the compactness of the embedding $E_V \hookrightarrow L^s(\mathbb{R}^2)$ for any $2 \leq s < \infty$ which plays an important role in the proof in [14].
As usual, the proof of (1.5) given in [15, 16] is based on the blow-up analysis method. However, it is easy to see that it can be deduced from (1.3). Indeed, for any $\tau > 0$, by scaling argument $u_\tau(x) = u(\tau^{1/N}x)$, we get that

$$C_\tau = \sup_{u \in W^{1,N}(\mathbb{R}^N), \|\nabla u\|_N^{N} + \tau \|u\|_N^{N} \leq 1} \int_{\mathbb{R}^N} \Phi_N(\beta N |u|_{N^{1-\tau}}^N) dx$$

$$= \frac{1}{\tau} \sup_{u \in W^{1,N}(\mathbb{R}^N), \|u\|_N^{N} \leq 1} \int_{\mathbb{R}^N} \Phi_N(\beta N |u|_{N^{1-\tau}}^N) dx = \frac{C_1}{\tau},$$

thus is finite by (1.3). Choosing $\tau = 1 - \alpha$, and for $u \in W^{1,N}(\mathbb{R}^N)$ with $\|u\|_{W^{1,N}(\mathbb{R}^N)} \leq 1$, define

$$w = \frac{u}{(\|\nabla u\|_N^{N} + \tau \|u\|_N^{N})^{1/N}}.$$

We then have $\|\nabla w\|_N^{N} + \tau \|w\|_N^{N} = 1$. From the observation above, we have

$$\int_{\mathbb{R}^N} \Phi_N(\beta N |w|_{N^{1-\tau}}^N) dx \leq C_\tau = \frac{C_1}{1 - \alpha}. \quad (1.7)$$

Remark that $|u|_{N^{1-\tau}}^N \leq (1 - \alpha \|u\|_N^{N})^{\frac{1}{N^{1-\tau}}} |w|_{N^{1-\tau}}^N$ by the choice of $\tau$. Hence, we get

$$(1 + \alpha \|u\|_N^{N})^{\frac{1}{N^{1-\tau}}} |u|_{N^{1-\tau}}^N \leq |w|_{N^{1-\tau}}^N,$$

which together (1.7) implies (1.6).

An interesting problem on the Moser–Trudinger inequality is whether extremal functions exist or not. Existence of extremal functions for the Moser–Trudinger inequality (1.1) was proved by Carleson and Chang [8] when $\Omega$ is the unit ball, by Struwe [36] when $\Omega$ is close to the ball in the sense of measure, by Flucher [19] and Lin [28] when $\Omega$ is a general smooth bounded domain, and by Li [24] for compact Riemannian surfaces. For recent developments, we refer the reader to [25, 43, 44, 46–48]. The existence of extremal functions for the Moser–Trudinger inequality (1.3) was studied by Ruf [34] for $N = 2$ and $\beta = \beta_2$, by Li and Ruf [26] for $N \geq 3$ and $\beta = \beta_N$, and by Ishiwata [21] for $N = 2$, $\beta \leq \beta_2$ and $N \geq 3$, $\beta < \beta_N$. The existence results in [21, 26, 34] say that the extremal functions for (1.3) exist for $N \geq 3$, $\beta \leq \beta_N$ and for $N = 2$, $\epsilon_0 \leq \beta \leq \beta_2$, for some $\epsilon_0 \in (0, \beta_2)$. Moreover, it was proved by Ishiwata [21] in dimension two that for $\beta > 0$ sufficiently small, the extremal function for (1.3) do not exist. We refer reader to [27] for more recent result on the existence of extremal functions for the singular Moser–Trudinger inequality in whole space $\mathbb{R}^N$, $N \geq 2$.

Concerning to the extremal functions of (1.5) and (1.6), it was proved in [15, 16] that extremal functions for (1.5) exist for any $0 \leq \alpha < 1$. Note that $\Psi_N$ is obtained from $\Phi_N$ by subtracting the term corresponding to the $L^N$ norm. This modification allows us to gain the compactness necessary of the maximizing sequence to prove the the attainability of the supremum in (1.5). The question on the extremal functions of (1.6) was left open in [15, 16]. Our main aim of this paper is to settle this question. Moreover, we study the
existence of extremal functions for (1.6) both in the subcritical case $\beta < \beta_N$ and in the critical case $\beta = \beta_N$. Note that the existence of extremal functions for the subcritical case is also nontrivial since the problem suffers from the lack of compactness due to the unboundedness of domain. To state our first main result, let us denote

$$B_2 = \sup_{\phi \in W^{1,2}(\mathbb{R}^2), \phi \neq 0} \frac{\|\phi\|_{4}^4}{\|\nabla \phi\|_{2}^2\|\phi\|_{2}^2}$$

the best constant in the Gagliardo–Nirenberg inequality in $W^{1,2}(\mathbb{R}^2)$. It is known that $B_2$ is attained and $B_2 > 1/(2\pi)$ (see, e.g., [5, 42]). Our first main result of this paper reads as follows

**Theorem 1.1.** Let $N \geq 2$ and $0 \leq \alpha < 1$. There exists $u \in W^{1,N}(\mathbb{R}^N)$ such that

$$\|u\|_{W^{1,N}(\mathbb{R}^N)} = 1$$

in the following cases:

(i) (subcritical case) For any $0 \leq \alpha < 1$ and $\beta < \beta_N$ if $N \geq 3$ and $\frac{2(1+2\alpha)}{(1+\alpha)^2}B_2 < \beta < \beta_2$ if $N = 2$.

(ii) (critical case) For $\beta = \beta_N$ and for any $0 \leq \alpha < \alpha_0 \in (0, 1)$ for some $\alpha_0 \in (0, 1)$.

Moreover, $MT(2, \beta, \alpha)$ is not attained if $\beta \ll 1$ for any $0 \leq \alpha < 1$.

Since $B_2 > 1/(2\pi)$ and $\beta_2 = 4\pi$ then our assumption of Theorem 1.1 makes sense in the dimension two.

It was shown in [15, 16] that $MT(N, \beta_N, \alpha) = \infty$ for any $\alpha > 1$. It was also asked in those papers that $MT(N, \beta_N, 1)$ is finite or not as an open problem. In this paper, by using the Moser sequence [1, 31] together the scaling argument, we will prove that $MT(N, \beta_N, 1) = \infty$. Thus 1 is the critical threshold of $\alpha$ for which $MT(N, \beta, \alpha)$ is finite.

**Theorem 1.2.** For any $N \geq 2$, it holds $MT(N, \beta_N, 1) = \infty$.

Let us give the outline of the proof of our main Theorems. By a rearrangement argument, we can restrict ourselves to the decreasing radially, symmetric, nonnegative functions in $W^{1,N}(\mathbb{R}^N)$ to prove Theorem 1.1. The proof in the subcritical case $\beta < \beta_N$ is inspired by the recent paper of Ishiwata [21]. Following the argument of Ishiwata, we prove an useful lower bound for $MT(N, \beta, \alpha)$ (see Proposition 2.1 below) which excludes the concentration or the vanishing behavior of maximizing sequences in the subcritical case. From this, we obtain the attainability of $MT(N, \beta, \alpha)$ for $\beta < \beta_N$. The attainability of $MT(N, \beta_N, \alpha)$ is proved by the blow–up analysis method as done in [15, 16] for the Moser–Trudinger type inequality concerning to function $\Psi_N$. For more about the blow–up analysis method, we refer the reader to the book [17] and to the papers [3, 8, 14–16, 24–27, 41, 43, 44, 46–48].
prove Theorem 1.2, as mentioned before, we use the Moser sequence together the scaling argument.

Let us mention here that after this work was done and submitted to arXiv, the author was informed the work of Lu and Zhu [30] (also on arXiv) in which they proved the statement (ii) of Theorem 1.1 and Theorem 1.2. Although these two works are based on the blow-up analysis method, however there is still difference in our proofs. Indeed, in this paper, the author proves the existence of the extremal functions for the subcritical inequalities in the entire space $\mathbb{R}^N$ (this result is nontrivial as mentioned above), and then performs the blow-up process in the entire space $\mathbb{R}^N$. The work of Lu and Zhu [30] follows the traditional strategy in [15, 26]. They first prove the existence of extremal functions for the subcritical inequality in balls centered at origin with radius tending to infinity, and then perform the blow-up process for the sequence of these extremal functions. Note that the existence of extremal functions for the subcritical inequality in the ball is more easily proved than the one in the entire space. Moreover, it seems that there is an incomplete proof in the proof of Lemma 4.3 in [30] to exclude the case where the weak limit $u$ of $u_k$ is zero function. Indeed, in [30], Lu and Zhu only excluded the situation where $u_k$ is a Sobolev-normalized concentrating sequence. However, there is other situation where $\|u_k\|_N \neq 0$, for example, when $u_k$ is normalized vanishing sequence (see [21]). In this situation, the conclusion $\int_{\mathbb{R}^N} \Phi(\alpha_k u_k^{n-1})dx \to \int_{\mathbb{R}^N} \Phi(\alpha_n u_n^{n-1})dx = 0$ of Lu and Zhu does not hold. This is one of the main difficulties of this problem and is the reason why do ´O and de Souza considered the modification of $\Phi_N$, that is the function $\Psi_N$ above, to gain the compactness in their arguments. This difficulty was overcome by the author in Lemma 3.2 below.

We conclude this introduction by introducing some notation used throughout this paper. For a subset $\Omega$ of $\mathbb{R}^N$, $p \geq 1$ and $u$ is a function defined on $\Omega$, we use $\|u\|_{p,\Omega}$ and $\|\nabla u\|_{p,\Omega}$ to denote the $L^p$ norms of $u$ and $\nabla u$ with respect to the Lebesgue measure on $\Omega$ respectively, i.e., $\|u\|_{p,\Omega} = (\int_{\Omega} |u|^p dx)^{1/p}$ and $\|\nabla u\|_{p,\Omega} = (\int_{\Omega} |\nabla u|^p dx)^{1/p}$. When $\Omega = \mathbb{R}^N$, we simply denote by $\|u\|_p$ and $\|\nabla u\|_p$. The full Sobolev norm of a function $u$ in $W^{1,N}(\mathbb{R}^N)$ is defined by $\|u\|_{W^{1,N}(\mathbb{R}^N)} = (\|\nabla u\|_N^N + \|u\|_N^N)^{1/N}$.

The rest of this paper is organized as follows. In the next sections §2, we prove Theorem 1.1 in the subcritical case $\beta < \beta_N$, and consequently we obtain a maximizing sequence of decreasing radially symmetric nonnegative functions for $MT(N, \beta_N, \alpha)$ for $0 \leq \alpha < 1$. We also prove a nonexistence result in section §2. In section §3, we prove the attainability of $MT(N, \beta_N, \alpha)$ for any $\alpha > 0$ small by using the method of blow-up analysis. In the last section §4, we use the Moser sequence and the scaling argument to prove that $MT(N, \beta_N, 1) = \infty$ for any $N \geq 2$. 
The subcritical case and a nonexistence result in dimension two

In this section, we consider the case $\beta < \beta_N$. We note that the existence result in this subcritical case is nontrivial since the lacking of compactness due to the unboundedness of the domain of this problem. Indeed, due to this difficulty in the subcritical case, the nonexistence occurs for small $\beta$ when $N = 2$.

Let $\{u_n\}_n \subset W^{1,N}(\mathbb{R}^N)$ be a maximizing sequence for $MT(N, \beta, \alpha)$. By Pólya–Szegő principle [6], we can assume that $u_n$ is decreasing radially symmetric, nonnegative around. Abusing of notation, we will write $u_n(r)$ for $u_n(x)$ with $r = |x|$ for simplifying notation. By Rellich–Kondrachov theorem, we can assume in addition that $u_n \rightharpoonup u_0$ weakly in $W^{1,N}(\mathbb{R}^N)$, $u_n \to u_0$ in $L^p_{\text{loc}}(\mathbb{R}^N)$ for any $p < \infty$ and $u_n \to u_0$ a.e. in $\mathbb{R}^N$.

We first prove a lower bound for $MT(N, \beta, \alpha)$. This bound plays a crucial role in our analysis below. Indeed, it excludes the concentration and vanishing behavior of the maximizing sequence $u_n$.

**Proposition 2.1.** Let $N \geq 2$, $\alpha \in [0, 1)$ and $\beta \in (0, \beta_N]$. It holds that

$$MT(N, \beta, \alpha) > \frac{\beta^{N-1}}{(N-1)!}(1 + \alpha)$$

for $\beta \in (0, \beta_N]$ when $N \geq 3$ and for $\beta \in \left(\frac{2(1+2\alpha)}{(1+\alpha)^2B_2}, \beta_2\right]$ when $N = 2$ where $B_2$ is given by

$$B_2 = \sup_{v \in W^{1,2}(\mathbb{R}^2), v \neq 0} \frac{\|\nabla v\|_2^4}{\|\nabla v\|_2^2\|v\|_2^2}.$$

**Proof.** We follow the argument of Ishiwata [21]. For $v \in W^{1,N}(\mathbb{R}^N)$ and $t > 0$, we introduce a family of functions $v_t$ by

$$v_t(x) = t^{\frac{N}{p}}v(t^{\frac{N}{p}}x).$$

We can easily check that

$$\|\nabla v_t\|_N^N = t\|\nabla v\|_N^N, \quad \|v_t\|_p^p = t^{\frac{p-N}{N}}\|v\|_N^N,$$

for $p \geq N$. Using this relation, and the inequality $\Phi_N(t) \geq \frac{\beta^{N-1}}{(N-1)!}t^{N-1} + \frac{\beta^N}{N!}t^N$ we have

\[
MT(N, \beta, \alpha) \geq \int_{\mathbb{R}^N} \Phi_N \left( \beta \left( 1 + \alpha \frac{\|v_t\|_N^N}{\|v\|_{W^{1,N}(\mathbb{R}^N)}} \right) \frac{1}{t^{N-1}} \frac{v_t^N}{\|v_t\|_{W^{1,N}(\mathbb{R}^N)}} \right) dx \\
\geq \frac{\beta^{N-1}}{(N-1)!} \left( 1 + \frac{\alpha\|v\|_N^N}{t\|\nabla v\|_N^N + \|v\|_N^N} \right) \frac{\|v\|_N^N}{t\|\nabla v\|_N^N + \|v\|_N^N} \\
+ \frac{\beta^N}{N!} \left( 1 + \frac{\alpha\|v\|_N^N}{t\|\nabla v\|_N^N + \|v\|_N^N} \right) \frac{t^{N-1}\|v\|_N^N}{(t\|\nabla v\|_N^N + \|v\|_N^N)^{\frac{N-1}{N}}}.
\]
It is easily to see that

\[
\frac{\beta^{N-1}}{(N-1)!} \left( 1 + \frac{\alpha \|v\|^N_N}{t \|
abla v\|^N_N + \|v\|^N_N} \right) t \|
abla v\|^N_N + \|v\|^N_N = \frac{\beta^{N-1}}{(N-1)!} (1 + \alpha) - t^{\frac{\beta^{N-1}}{(N-1)!} (1 + 2\alpha) \frac{\|
abla v\|^N_N}{\|v\|^N_N} + o(t)
\]

and

\[
\frac{\beta^N}{N!} \left( 1 + \frac{\alpha \|v\|^N_N}{t \|
abla v\|^N_N + \|v\|^N_N} \right)^{\frac{N}{N-1}} \frac{t^{\frac{1}{N-1}} \|v\|^N_N}{\|v\|^N_N} = \frac{\beta^N}{N!} (1 + \alpha) \frac{\|v\|^N_N}{\|v\|^N_N} t^{\frac{1}{N-1}} + O(t^{\frac{N}{N-1}}).
\]

as \( t \to 0 \). Thus we get the conclusion when \( N \geq 3 \) by choosing \( t > 0 \) small enough. In the case \( N = 2 \), we have from estimates above that

\[
MT(N, \beta, \alpha) \geq \beta(1 + \alpha) + \frac{\beta}{2} \left( \beta - \frac{2(1 + 2\alpha) \frac{\|
abla v\|_o^2}{\|v\|_o^2} \frac{\|v\|_o^2}{\|v\|_o^2}}{(1 + \alpha)^2} \right) \frac{\|v\|_o^2}{\|v\|_o^2} + o(t).
\]

It is well known that \( B_2 \) is attained by a function \( u = U \in W^{1,2}(\mathbb{R}^2) \) (see [42]). By taking \( v = U \), we obtain the conclusion when \( N = 2 \).

We next recall the following radial lemma for radial function in \( W^{1,N}(\mathbb{R}^N) \).

**Lemma 2.2.** Let \( u \in W^{1,N}(\mathbb{R}^N) \) be a radial function, then

\[ |u^N(r)| \leq \frac{C}{r^{N-1}} \|u\|_{W^{1,N}(\mathbb{R}^N)} \]

for any \( r > 0 \), where \( C \) is constant depending only on \( N \).

**Proof.** Since \( u \in L^N(\mathbb{R}^N) \), then there exists \( r_n \to \infty \) such that \( u(r_n) \to 0 \). We have

\[ u^N(r) = u(r_n)^N - N \int_r^{r_n} u(s)^{N-1} u'(s) ds. \]

Hence

\[
|u(r)|^N \leq |u(r_n)|^N + \int_r^{r_n} |u(s)|^{N-1} |u'(s)| ds
\leq |u(r_n)|^N + r^{-N+1} \int_r^{r_n} |u(s)|^{N-1} s^{ \frac{(N-1)^2}{N} } |u'(s)| s^{ \frac{N-1}{N} } ds.
\]

Letting \( n \to \infty \) and applying Hölder inequality, we get

\[ |u(r)|^N \leq \frac{C_1}{r^{N-1}} \|
abla u\|_N^\frac{1}{N} \|u\|_N^{\frac{N-1}{N}}, \]

with \( C_1 \) depends only on \( N \). Using Young’s inequality, we get the conclusion. \( \square \)
With Proposition 2.1 and Lemma 2.2 in hand, we are ready to prove the attainability of $MT(N, \beta, \alpha)$ for $\beta < \beta_N$. The argument below is inspired by the paper of Ishiwata [21]. However, our argument is simpler than the one in [21].

**Proof of Theorem 1.1 in the subcritical case.** Since $0 < \|u_n\|_N^N \leq 1$, we can assume by subtracting a subsequence that $\|u_n\|_N^N \rightarrow a \in [0,1]$. For any $R > 1$, let us denote $B_R = \{x : |x| < R\}$ and $B_R^c = \mathbb{R}^N \setminus B_R$. We define the new function $v_{n,R}$ on $B_R$ by

$$v_{n,R}(r) = u_n(r) - u_n(R), \quad r < R,$$

then $v_{n,R} \in W_0^{1,N}(B_R)$ and

$$\|\nabla v_{n,R}\|_N^N = \int_{B_R} |\nabla u_n|^N dx = 1 - \int_{B_R} |\nabla u_n|^N dx - \int_{B_R} u_n^N dx \leq 1 - \|u_n\|_N^N,$$

and

$$u_n(r) \frac{1}{N} \leq (1 + \delta)v_{n,R}(r) \frac{1}{N} + (1 - (1 + \delta) \frac{1}{N})^{1-N}u_n(R) \frac{N}{r}$$

$$\leq (1 + \delta)v_{n,R}(r) \frac{1}{N} + (1 - (1 + \delta) \frac{1}{N})^{1-N}C \frac{R}{r}, \quad (2.1)$$

for any $\delta > 0$ and $0 < r < R$, here we use Lemma 2.2.

Denote $w_{n,R} = v_{n,R}/\|\nabla v_{n,R}\|_N$, we have from (2.1) that

$$\Phi_N(\beta(1 + \alpha\|u_n\|_N) \frac{1}{N} \frac{\frac{1}{N}u_n^N}{N-1}) \leq e^{\beta(1+\alpha\|u_n\|_N) \frac{1}{N} \frac{u_n^N}{N-1}}$$

$$\leq e^{\beta(1+\alpha)(1-(1+\delta) \frac{1}{N})^{1-N}C \frac{R}{r} e^{\beta(1+\delta)(1+\alpha\|u_n\|_N) \frac{1}{N} \frac{u_n^N}{N-1}}}$$

$$\leq e^{\beta(1+\alpha)(1-(1+\delta) \frac{1}{N})^{1-N}C \frac{R}{r} e^{\beta(1+\delta)w_{n,R}^N \frac{N}{r}}},$$

on $B_R$. Choosing $\delta > 0$ sufficiently small such that $\beta(1 + \delta) < \beta_N$. By classical Moser–Trudinger inequality (1.1), we conclude that $e^{\beta(1+\delta)\frac{u_n^N}{N-1}}$ is bounded in $L^q(B_R)$ for some $q > 1$. Consequently, $\Phi_N(\beta(1 + \alpha\|u_n\|_N) \frac{1}{N-1} \frac{u_n^N}{N})$ is bounded in $L^q(B_R)$ for some $q > 1$. Since $\|u_n\|_N^N \rightarrow a$ and $u_n \rightarrow u_0$ a.e., then we have

$$\lim_{n \rightarrow \infty} \int_{B_R} \Phi_N(\beta(1 + \alpha\|u_n\|_N) \frac{1}{N-1} \frac{u_n^N}{N}) dx = \int_{B_R} \Phi_N(\beta(1 + \alpha a) \frac{1}{N-1} \frac{u_0^N}{N}) dx. \quad (2.2)$$

Obviously,

$$\lim_{n \rightarrow \infty} \int_{B_R(0)} (1 + \alpha\|u_n\|_N) u_n^N dx = (1 + \alpha a) \int_{B_R(0)} u_0^N dx. \quad (2.3)$$
In the other hand, using again Lemma 2.2, we have for \( r \geq R \)
\[
\Phi_N(\beta(1 + \alpha\|u_n\|_N^N)^{\frac{1}{N-1}}u_n(r)^{\frac{N}{N-1}}) - \frac{\beta^{N-1}}{(N-1)!}(1 + \alpha\|u_n\|_N^N)u_n(r)^N
\]
\[
= \sum_{k=N}^{\infty} \frac{\beta^k}{k!}(1 + \alpha\|u_n\|_N^N)^{\frac{k}{N-1}}u_n(r)^{\frac{kN}{N-1}}
\]
\[
\leq \sum_{k=N}^{\infty} \frac{\beta^k}{k!}(1 + \alpha)^{\frac{k}{N-1}} \left( \frac{C}{R^{N-1}} \right)^{\frac{kN+1}{N-1}}u_n(r)^N
\]
\[
\leq \frac{1}{CR}e^{\beta(1+\alpha)^{\frac{1}{N-1}}CN^{\frac{1}{N-1}}}u_n(r)^N
\]
\[
= C'u_n(r)^N,
\]
with \( C' \) independent of \( n \) and \( R \). This implies
\[
\lim_{R \to \infty} \lim_{n \to \infty} \int_{B_R} \left( \Phi_N(\beta(1 + \alpha\|u_n\|_N^N)^{\frac{1}{N-1}}u_n^{\frac{N}{N-1}}) - \frac{\beta^{N-1}}{(N-1)!}(1 + \alpha\|u_n\|_N^N)u_n^N \right) dx = 0. \quad (2.4)
\]
Since,
\[
\int_{\mathbb{R}^N} \left( \Phi_N(\beta(1 + \alpha\|u_n\|_N^N)^{\frac{1}{N-1}}u_n^{\frac{N}{N-1}}) - \frac{\beta^{N-1}}{(N-1)!}(1 + \alpha\|u_n\|_N^N)u_n^N \right) dx
\]
\[
= \int_{B_R} \left( \Phi_N(\beta(1 + \alpha\|u_n\|_N^N)^{\frac{1}{N-1}}u_n^{\frac{N}{N-1}}) - \frac{\beta^{N-1}}{(N-1)!}(1 + \alpha\|u_n\|_N^N)u_n^N \right) dx
\]
\[
+ \int_{B_R^c} \left( \Phi_N(\beta(1 + \alpha\|u_n\|_N^N)^{\frac{1}{N-1}}u_n^{\frac{N}{N-1}}) - \frac{\beta^{N-1}}{(N-1)!}(1 + \alpha\|u_n\|_N^N)u_n^N \right) dx.
\]
Letting \( n \to \infty \) and then \( R \to \infty \), and using (2.2), (2.3) and (2.4), we obtain
\[
MT(N, \beta, \alpha) = \int_{\mathbb{R}^N} \Phi_N(\beta(1 + \alpha a)^{\frac{1}{N-1}}u_0^{\frac{N}{N-1}})dx + \frac{\beta^{N-1}}{(N-1)!}(1 + \alpha a)(a - \|u_0\|_N^N). \quad (2.5)
\]
If \( u_0 \equiv 0 \), then
\[
MT(N, \beta, \alpha) = \frac{\beta^{N-1}}{(N-1)!}(1 + \alpha a) \leq \frac{\beta^{N-1}}{(N-1)!}(1 + \alpha),
\]
which is impossible by Proposition 2.1. Hence \( u_0 \neq 0 \). Define \( \tau^N = a/\|u_0\|_N^N \geq 1 \), and \( v_0(x) = u_0(x/\tau) \). We have
\[
\|v_0\|_N^N = \|u_0\|_N^N \tau^N = a, \quad \text{and} \quad \|\nabla v_0\|_N^N = \|\nabla u_0\|_N^N.
\]
Hence
\[ 1 = \liminf_{n \to \infty} (\|\nabla u_n\|_N^N + \|u_n\|_N^N) \geq \liminf_{n \to \infty} \|\nabla u_n\|_N^N + \lim_{n \to \infty} \|u_n\|_N^N \geq \|v_0\|_{W^{1,N}(\mathbb{R}^N)}^N. \]
Hence
\[
MT(N, \beta, \alpha) \geq \int_{\mathbb{R}^N} \Phi_N(\beta(1 + \alpha \|v_0\|_N^N) \frac{1}{N-1} u_0^N) dx
= \tau^N \int_{\mathbb{R}^N} \Phi_N(\beta(1 + \alpha \|v_0\|_N^N) \frac{1}{N-1} u_0^N) dx
= \int_{\mathbb{R}^N} \Phi_N(\beta(1 + \alpha \|v_0\|_N^N) \frac{1}{N-1} u_0^N) dx + (\tau^N - 1) \frac{\beta^N}{(N-1)!} (1 + \alpha \|v_0\|_N^N)
+ (\tau^N - 1) \int_{\mathbb{R}^N} \left( \Phi_N(\beta(1 + \alpha \|v_0\|_N^N) \frac{1}{N-1} u_0^N) - \frac{\beta^N}{(N-1)!} (1 + \alpha \|v_0\|_N^N) \right) dx
= \int_{\mathbb{R}^N} \Phi_N(\beta(1 + \alpha \|v_0\|_N^N) \frac{1}{N-1} u_0^N) dx
\]
here we use (2.5). Since $u_0 \neq 0$ then $\tau = 1$, or $\alpha = \|u_0\|_N^N$. Using again (2.5), we have
\[ MT(N, \beta, \alpha) = \int_{\mathbb{R}^N} \Phi_N(\beta(1 + \alpha \|v_0\|_N^N) \frac{1}{N-1} u_0^N) dx. \]
This together the fact $\|u_0\|_{W^{1,N}(\mathbb{R}^N)} \leq 1$ implies $\|u_0\|_{W^{1,N}(\mathbb{R}^N)} = 1$ and hence $u_0$ is a maximizer for $MT(N, \beta, \alpha)$. \hfill \Box

We conclude this section by proving the nonexistence of extremal functions for (1.6) in dimension two when $\beta > 0$ sufficiently small. We follow the argument in [21].

**Proof of nonexistence result in dimension two.** Let us recall the Moser–Trudinger type inequality in $\mathbb{R}^2$ of Adachi and Tanaka (see [1]),
\[ C_\beta = \sup_{u \in W^{1,2}(\mathbb{R}^2), u \neq 0} \frac{\|\nabla u\|_2^2}{\|u\|_2^2} \int_{\mathbb{R}^2} \left( e^{\frac{\beta^2}{\|\nabla u\|_2^2}} - 1 \right) dx < \infty, \]
for any $0 < \beta < 4\pi$ and $C_\beta$ depends only on $\beta$. From this we have
\[ \frac{\beta^j}{j!} \frac{\|u\|_2^{2j}}{\|\nabla u\|_2^{2j}} \leq C_\beta \frac{\|u\|_2^2}{\|\nabla u\|_2^2}, \]
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for any \( j \geq 1 \), or equivalently
\[
\|u\|_{2j}^{2j} \leq C_{\beta} \frac{\|\nabla u\|_{2}^{2j-4}\|u\|_{2}^{2j}}{\beta j}, \quad j \geq 1.
\] (2.6)

Let \( \mathcal{M} = \{ u \in W^{1,2}(\mathbb{R}^2) : \|u\|_{W^{1,2}(\mathbb{R}^2)} = 1 \} \). For any \( v \in \mathcal{M} \), define for \( t > 0 \)
\[
v_t(x) = t^{\frac{2}{r}}v(t^{\frac{2}{r}}x), \quad w_t = \frac{v_t}{\|v_t\|_{W^{1,2}(\mathbb{R}^2)}}.
\]

Then \( w_t \in \mathcal{M} \). Denote
\[
J[u] = \int_{\mathbb{R}^2} \left( e^{\beta(1+\alpha\|u\|^2)\|v\|^2} - 1 \right) dx.
\]

If \( v \) is a maximizer for \( MT(2, \beta, \alpha) \) then \( v \in \mathcal{M} \). Note that \( w_t \) is a curve in \( \mathcal{M} \), \( w_1 = v \), hence
\[
\frac{d}{dt} J[w_1] \bigg|_{t=1} = 0.
\] (2.7)

From the definition of \( v_t \), we have \( \|v_t\|\|v\| = t^{\frac{2}{r}}\|v\| \), \( \|\nabla v_t\|_2 = t\|\nabla v\|_2 \), we then have
\[
J[w_t] = \sum_{j=1}^{\infty} \frac{\beta^j}{j!} \left( 1 + \alpha \frac{\|v\|^2_2}{t\|\nabla v\|_2^2} \right)^j \frac{t^{j-1}\|v\|_{2j}^{2j}}{(t\|\nabla v\|_2^2 + \|v\|_2^2)^j}.
\]

Hence, in view of \( \|v\|_{W^{1,2}(\mathbb{R}^2)} = 1 \) and (2.6) we have
\[
\frac{d}{dt} J[w_t] \bigg|_{t=1} = \sum_{j=1}^{\infty} \frac{\beta^j}{j!} \left( 1 + \alpha \|v\|_{2j}^{2j} \right) \left( -j\|v\|_{2j}^{2j} + (j-1)(1 + \alpha \|v\|_{2j}^{2j}) \right)
\]
\[
\leq \|v\|_{2j}^{2j} \|\nabla v\|_2^2 \sum_{j\geq2} \frac{(2\beta)^j}{(j-1)!} \|v\|_{2j}^{2j} \leq \|v\|_{2j}^{2j} \|\nabla v\|_2^2 \left( -\beta + \sum_{j\geq2} \frac{(2\beta)^j}{(j-1)!} C_{\gamma} \frac{j!}{\gamma^j} \|v\|_{2j}^{2j-4} \right)
\]
\[
\leq \|v\|_{2j}^{2j} \|\nabla v\|_2^2 \left( -\beta + C_{\gamma} \sum_{j\geq2} \frac{(2\beta)^j}{\gamma^j} \right)
\]
\[
\leq \beta \|v\|_{2j}^{2j} \|\nabla v\|_2^2 \left( -1 + \beta \frac{4C_{\gamma}}{\gamma^j} \sum_{j\geq0} (j + 2) \frac{2^{j}}{3^j} \right) = \beta \|v\|_{2j}^{2j} \|\nabla v\|_2^2 (\beta + C_{\gamma})
\]

for any \( 0 < \gamma < 4\pi \). Choose \( \gamma = 3\pi \), for \( \beta < \pi \), we then have
\[
\frac{d}{dt} J[w_t] \bigg|_{t=1} \leq \beta \|v\|_{2j}^{2j} \|\nabla v\|_2^2 \left( -1 + \beta \frac{4C_{\gamma}}{\gamma^j} \sum_{j\geq0} (j + 2) \frac{2^{j}}{3^j} \right) = \beta \|v\|_{2j}^{2j} \|\nabla v\|_2^2 (\beta + C_{\gamma}),
\]
with \( C = \frac{4C_{2d}}{(3\pi)^d} \sum_{j \geq 0} (j + 2)^{2j} \). Hence,

\[
\frac{d}{dt} J[w_t] \bigg|_{t=1} < 0
\]

for any \( \beta < \max\{\pi, 1/C\} \). This contradicts with (2.7), hence there is no \( v \) which is critical point of \( J \) in \( \mathcal{M} \). This completes our proof. \( \square \)

### 3 The critical case

For \( \epsilon > 0 \) small enough, we have known that \( MT(N, \beta_N - \epsilon, \alpha) \) is attained by a function \( u_\epsilon \in H^{1,N}(\mathbb{R}^N) \) with \( \|u_\epsilon\|_{H^{1,N}(\mathbb{R}^N)} = 1 \) and

\[
MT(N, \beta_N - \epsilon, \alpha) = \int_{\mathbb{R}^N} \Phi_N((\beta_N - \epsilon)(1 + \alpha\|u_\epsilon\|_N^N)[\|u_\epsilon\|_N^N]^{-\frac{\alpha}{N-1}}) dx.
\]

We can assume that \( u_\epsilon \) is decreasing radially symmetric, nonnegative. We use again the notation \( u_\epsilon(r) \) instead of \( u_\epsilon(x) \) with \( r = |x| \). A straightforward computation shows that the Euler–Lagrange equation of \( u_\epsilon \) is given by

\[
\begin{cases}
-\Delta_N u_\epsilon + u_\epsilon^{N-1} = \frac{\alpha}{N} u_\epsilon^{N-1} \Phi_N'(\beta_\epsilon (1 + \alpha\|u_\epsilon\|_N^{N})^{\frac{1}{N-1}} u_\epsilon^{-\frac{\alpha}{N-1}}) + \gamma_\epsilon u_\epsilon^{N-1} \quad \text{in} \quad \mathbb{R}^N, \\
u_\epsilon \in W^{1,N}(\mathbb{R}^N), \quad u_\epsilon > 0, \quad \|\nabla u_\epsilon\|_N + \|u_\epsilon\|_N = 1, \\
\beta_\epsilon = \beta_N - \epsilon, \quad \alpha_\epsilon = \frac{1+\alpha\|u_\epsilon\|_N}{1+2\alpha\|u_\epsilon\|_N}, \quad \gamma_\epsilon = \frac{\alpha}{1+2\alpha\|u_\epsilon\|_N}, \\
\lambda_\epsilon = \int_{\mathbb{R}^N} \Phi_N'(\beta_\epsilon (1 + \alpha\|u_\epsilon\|_N^{N})^{\frac{1}{N-1}} u_\epsilon^{-\frac{\alpha}{N-1}}) u_\epsilon^{-\frac{\alpha}{N-1}} dx,
\end{cases}
\]

here \( -\Delta_N u_\epsilon = \text{div}(\nabla u_\epsilon^{N-2} \nabla u_\epsilon) \) denotes the \( N \)-Laplace of \( u_\epsilon \). Applying the standard elliptic estimates (see, e.g., [35,39]) to (3.1) we have \( u_\epsilon \in C^1(\mathbb{R}^N) \).

First we prove that \( \lambda_\epsilon \) is bounded away from zero. More precisely, we will prove the following.

**Lemma 3.1.** Let \( \lambda_\epsilon \) be defined as in (3.1). Then it holds \( \liminf_{\epsilon \to 0} \lambda_\epsilon > 0 \).

**Proof.** We first claim that

\[
\lim_{\epsilon \to 0} MT(N, \beta_\epsilon, \alpha) = MT(N, \beta_N, \epsilon). \tag{3.2}
\]

Indeed, it is evident that \( MT(N, \beta_\epsilon, \alpha) \leq MT(N, \beta_N, \alpha) \), then

\[
\limsup_{\epsilon \to 0} MT(N, \beta_\epsilon, \alpha) \leq MT(N, \beta_N, \alpha). \tag{3.3}
\]

In the other hand, for any \( u \in W^{1,N}(\mathbb{R}^N) \) with \( \|u\|_{W^{1,N}(\mathbb{R}^N)} \leq 1 \), applying Fatou’s lemma we get

\[
\liminf_{\epsilon \to 0} \int_{\mathbb{R}^N} \Phi_N'(\beta_\epsilon (1 + \alpha\|u\|_N^{N})^{\frac{1}{N-1}} u|u|^{N-1}) dx \geq \int_{\mathbb{R}^N} \Phi_N'(\beta_N (1 + \alpha\|u\|_N^{N})^{\frac{1}{N-1}} u|u|^{N-1}) dx,
\]
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which implies
\[
\liminf_{\epsilon \to 0} MT(N, \beta, \alpha) \geq \int_{\mathbb{R}^N} \Phi_N(\beta N(1 + \alpha \|u\|_N^\frac{N}{N-1} |u|_N^\frac{N}{N-1})) - \frac{\beta N}{(N-1)!} (1 + \alpha \|u\|_N^\frac{N}{N-1}) dx.
\]
Taking the supremum over \( u \in W^{1,N}(\mathbb{R}^N) \) with \( \|u\|_{W^{1,N}(\mathbb{R}^N)} \leq 1 \), we get
\[
\liminf_{\epsilon \to 0} MT(N, \beta \epsilon, \alpha) \geq MT(N, \beta N, \alpha).
\] (3.4)
Combining (3.3) and (3.4), we obtain our claim (3.2).

Note that
\[
t \Phi_N'(t) = \sum_{k=N-1}^{\infty} \frac{t^k}{(k-1)!} \geq \sum_{k=N-1}^{\infty} \frac{t^k}{k!} = \Phi_N(t), \quad t \geq 0,
\]
which then implies
\[
\lambda_\epsilon = \int_{\mathbb{R}^N} \Phi_N'(\beta \epsilon (1 + \alpha \|u_\epsilon\|_N^\frac{N}{N-1} |u_\epsilon|_N^\frac{N}{N-1})) u_\epsilon^\frac{N}{N-1} dx
\]
\[
\geq \frac{1}{\beta_\epsilon (1 + \alpha \|u_\epsilon\|_N^\frac{N}{N-1})} MT(N, \beta \epsilon, \alpha)
\]
\[
\geq \frac{1}{\beta_\epsilon (1 + \alpha \|u_\epsilon\|_N^\frac{N}{N-1})} MT(N, \beta \epsilon, \alpha),
\]
here we use \( \|u_\epsilon\|_N^\frac{N}{N-1} \geq 1 \). Letting \( \epsilon \to 0 \) and using our claim (3.2), we obtain
\[
\liminf_{\epsilon \to 0} \geq \frac{1}{\beta N (1 + \alpha \|u_\epsilon\|_N^\frac{N}{N-1})} MT(N, \beta N, \alpha) > 0,
\]
as wanted. \( \square \)

Since \( \{u_\epsilon\}_\epsilon \) is bounded in \( W^{1,N}(\mathbb{R}^N) \), we can assume that \( u_\epsilon \rightharpoonup u_0 \) weakly in \( W^{1,N}(\mathbb{R}^N) \), \( u_\epsilon \to u_0 \) in \( L^p_{\text{loc}}(\mathbb{R}^N) \) for any \( p < \infty \), \( u_\epsilon \rightharpoonup u_0 \) a.e. in \( \mathbb{R}^N \), and \( \|u_\epsilon\|_N^\frac{N}{N-1} \to a \in [0,1] \). In the sequel, we do not distinguish the sequence and subsequence, the interest reader should understand it from the context. Let
\[
c_\epsilon = u_\epsilon(0) = \max_{x \in \mathbb{R}^N} u_\epsilon(x).
\]
We have the following result.

**Lemma 3.2.** If \( c_\epsilon \) is bounded, then \( MT(N, \beta N, \alpha) \) is attained.

**Proof.** Since \( c_\epsilon \) is bounded, we have \( u_\epsilon \rightharpoonup u_0 \) in \( C^1_{\text{loc}}(\mathbb{R}^N) \) by applying standard elliptic estimates to (3.1). For any \( R > 0 \) using Lemma 2.2 and the argument in proof of (2.4), we get
\[
\lim_{R \to \infty} \lim_{\epsilon \to 0} \int_{B_R} \left( \Phi_N(\beta \epsilon (1 + \alpha \|u_\epsilon\|_N^\frac{N}{N-1} |u_\epsilon|_N^\frac{N}{N-1})) - \frac{\beta N-1}{(N-1)!} (1 + \alpha \|u_\epsilon\|_N^\frac{N}{N-1}) u_\epsilon^\frac{N}{N-1} \right) dx = 0. \quad (3.5)
\]
Since \( u_\varepsilon \to u_0 \) in \( C^1(\overline{B_R}) \), then it holds

\[
\lim_{R \to \infty} \lim_{\varepsilon \to 0} \int_{B_R} \left( \Phi_N(\beta_N(1 + \alpha \|u_\varepsilon\|_N^{\frac{1}{N-1}} u_\varepsilon^{\frac{N}{N-1}}) - \frac{\beta_N^{N-1}}{(N-1)!} (1 + \alpha \|u_\varepsilon\|_N) u_\varepsilon^N \right) \, dx
\]

\[
= \lim_{R \to \infty} \int_{B_R} \left( \Phi_N(\beta_N(1 + \alpha a) \frac{1}{N-1} u_0^{\frac{N}{N-1}}) - \frac{\beta_N^{N-1}}{(N-1)!} (1 + \alpha a) u_0^N \right) \, dx
\]

Combining (3.5) and (3.6), we have

\[
MT(N, \beta_N, \alpha) = \int_{\mathbb{R}^N} \Phi_N(\beta_N(1 + \alpha a) \frac{1}{N-1} u_0^{\frac{N}{N-1}}) \, dx + \frac{\beta_N^{N-1}}{(N-1)!} (1 + \alpha a)(a - \|u_0\|_N^N) \tag{3.7}
\]

If \( u_0 \equiv 0 \), then

\[
MT(N, \beta_N, \alpha) = \frac{\beta_N^{N-1}}{(N-1)!} (1 + \alpha a) \leq \frac{\beta_N^{N-1}}{(N-1)!} (1 + \alpha),
\]

which contradicts with Proposition 2.1. Hence \( u_0 \not\equiv 0 \). Denote \( \tau_N = a/\|u_0\|_N \geq 1 \), and define the new function \( v_0(x) = u_0(x/\tau) \) then \( \|v_0\|_N^N = \tau^N \|u_0\|_N^N = a \) and using the lower semi-continuity of the Sobolev norm under the weak convergence, we have \( \|v_0\|_{W^{1,N}(\mathbb{R}^N)} \leq 1 \). By definition of \( MT(N, \beta_N, \alpha) \), we then have

\[
MT(N, \beta_N, \alpha) \geq \int_{\mathbb{R}^N} \Phi_N(\beta_N(1 + \alpha \|v_0\|_N^{\frac{1}{N-1}} v_0^{\frac{N}{N-1}})) \, dx
\]

\[
= \tau^N \int_{\mathbb{R}^N} \Phi_N(\beta_N(1 + \alpha a) \frac{1}{N-1} v_0^{\frac{N}{N-1}}) \, dx
\]

\[
= \int_{\mathbb{R}^N} \Phi_N(\beta_N(1 + \alpha a) \frac{1}{N-1} v_0^{\frac{N}{N-1}}) \, dx + (\tau^N - 1) \frac{\beta_N^{N-1}}{(N-1)!} (1 + \alpha a) \|v_0\|_N^N
\]

\[
+ (\tau^N - 1) \int_{\mathbb{R}^N} \left( \Phi_N(\beta_N(1 + \alpha a) \frac{1}{N-1} v_0^{\frac{N}{N-1}}) - \frac{\beta_N^{N-1}}{(N-1)!} (1 + \alpha a) v_0^N \right) \, dx
\]

\[
= MT(N, \beta_N, \alpha) + (\tau^N - 1) \int_{\mathbb{R}^N} \left( \Phi_N(\beta_N(1 + \alpha a) \frac{1}{N-1} v_0^{\frac{N}{N-1}}) - \frac{\beta_N^{N-1}}{(N-1)!} (1 + \alpha a) v_0^N \right) \, dx,
\]
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here we use (3.7). Since $u_0 \not\equiv 0$, hence $\tau = 1$ or equivalently $a = \|u_0\|_N^N$. Using again (3.7), we get
\[ MT(N, \beta_N, \alpha) = \int_{\mathbb{R}^N} \Phi_N(\beta_N(1 + \alpha\|u_0\|_N^N)^{\frac{1}{2}}u_0^N)dx. \quad (3.8) \]
Note that $\|u_0\|_{W^{1,N}(\mathbb{R}^N)} \leq 1$ by the lower semi-continuity of the Sobolev norm under the weak convergence. This fact together with (3.8) implies $\|u_0\|_{W^{1,N}(\mathbb{R}^N)} = 1$ and hence $u_0$ is a maximizer for $MT(N, \beta_N, \alpha)$. This finishes our proof. \qed

In the sequel, we assume that $c_\epsilon \to \infty$. Under this assumption, we have the following result.

**Lemma 3.3.** It holds $|\nabla u_\epsilon|^N dx \to \delta_0$ weakly in the sense of measure. Consequently, we have $u_0 \equiv 0$, $\alpha_\epsilon \to 1$ and $\gamma_\epsilon \to \alpha$ as $\epsilon \to 0$.

**Proof.** Indeed, if $|\nabla u_\epsilon|^N dx \not\to \delta_0$ weakly in the sense of measure, then there exists $R > 0$ and $\mu < 1$ such that
\[ \lim_{\epsilon \to 0} \int_{BR} |\nabla u_\epsilon|^N dx < \mu < 1. \]
Define $v_{\epsilon,R}(r) = u_\epsilon(r) - u_\epsilon(R)$ for $r < R$. We have $v_{\epsilon,R} \in W^{1,N}_0(B_R)$,
\[ \int_{BR} |\nabla v_{\epsilon,R}|^N dx = \int_{BR} |\nabla u_\epsilon|^N dx \]
and by Lemma 2.2
\[ u_\epsilon(r) = (1 + \delta)u_{\epsilon,R}(r) + (1 - (1 + \delta)^{\frac{1}{1-N}})u_\epsilon(R) \leq (1 + \delta)u_{\epsilon,R}(r) + (1 - (1 + \delta)^{\frac{1}{1-N}})^{1-N} \frac{C}{R} \]
for any $\delta > 0$.

Define $w_{\epsilon,R} = v_{\epsilon,R}/\|\nabla v_{\epsilon,R}\|_N$. On $B_R$, we have
\begin{align*}
\Phi_N'(\beta_N(1 + \alpha\|u_\epsilon\|_N^N)^{\frac{1}{2}}u_\epsilon^N) &\leq e^{\beta_N(1+\alpha\|u_\epsilon\|_N^N)^{\frac{1}{2}}u_\epsilon^N} N^{-1} w_{\epsilon,R}^N \\
&\leq e^{\beta_N(1+\alpha)(1-(1+\delta)^{\frac{1}{1-N}})^{1-N} C \frac{N}{R}} e^{\beta_N(1+\alpha\|u_\epsilon\|_N^N)^{\frac{1}{2}}u_\epsilon^N} \frac{N}{R} w_{\epsilon,R}^N \\
&\leq C_N(R, \delta) e^{\beta_N(1+\alpha\|u_\epsilon\|_N^N)^{\frac{1}{2}}u_\epsilon^N} \frac{N}{R} w_{\epsilon,R}^N,
\end{align*}
with
\[ C_N(R, \delta) = e^{\beta_N(1+\alpha)(1-(1+\delta)^{\frac{1}{1-N}})^{1-N} C \frac{N}{R}}. \]
Note that
\[ (1 + \alpha\|u_\epsilon\|_N^N)\|\nabla v_{\epsilon,R}\|_N^N = (1 + \alpha - \alpha\|\nabla u_\epsilon\|_N^N)\|\nabla v_{\epsilon,R}\|_N^N \leq (1 + \alpha - \alpha\|\nabla v_{\epsilon,R}\|_N^N)\|\nabla v_{\epsilon,R}\|_N^N \leq (1 + \alpha - \alpha\|\nabla v_{\epsilon,R}\|_N^N)\|\nabla v_{\epsilon,R}\|_N^N. \]
We then have
\[
\lim_{\epsilon \to 0} \beta_\epsilon (1 + \delta) (1 + \alpha \| u_\epsilon \|_N^N) \| \nabla v_{\epsilon,R} \|_N^N \leq \beta_N (1 + \delta) (1 + \alpha - \alpha \mu) \mu < \beta_N.
\]

for \( \delta > 0 \) small enough since \( \alpha, \mu < 1 \). Applying the classical Moser–Trudinger inequality (1.1), we get that \( e^{\beta (1 + \delta) (1 + \alpha \| u_\epsilon \|_N^N) \| \nabla v_{\epsilon,R} \|_N^N} \) is bounded in \( L^q(B_R) \) for some \( q > 1 \).

Therefore, \( \Phi'_N (\beta_\epsilon (1 + \alpha \| u_\epsilon \|_N^N)^{\frac{1}{N-1}} u_\epsilon^{\frac{N}{N-1}} - u_\epsilon^{\frac{N-1}{N-1}}) \) is bounded in \( L^q(B_R) \) for some \( q > 1 \). Since \( u_\epsilon \) is bounded in \( L^p(B_R) \) for any \( p < \infty \). This together Hölder inequality shows that the function
\[
f_\epsilon = \frac{\alpha_\epsilon}{\lambda_\epsilon} u_\epsilon^{\frac{1}{N-1}} \Phi'_{\epsilon} (\beta_\epsilon (1 + \alpha \| u_\epsilon \|_N^N)^{\frac{1}{N-1}} u_\epsilon^{\frac{N}{N-1}} - u_\epsilon^{\frac{N-1}{N-1}}) + (\gamma_\epsilon - 1) u_\epsilon^{N-1}
\]
is bounded in \( L^s(B_R) \) for some \( s > 1 \), here we use Lemma 3.1. By the standard elliptic estimates to (3.1), \( u_\epsilon \) is uniformly bounded in \( B_{R/2} \) which contradicts to \( c_\epsilon \to \infty \). Then \( |\nabla u_\epsilon|^N dx \to \delta_0 \) weakly in the sense of measure.

Since \( \| \nabla u_\epsilon \|^N_N + \| u_\epsilon \|_N^N = 1 \), we then have \( \| u_\epsilon \|_N^N \to 0 \) as \( \epsilon \to 0 \). Hence \( u_\epsilon \to 0 \) in \( L^N (\mathbb{R}^N) \) which forces \( u_0 \equiv 0 \). Consequently, \( \alpha_\epsilon \to 1 \) and \( \gamma_\epsilon \to \alpha \) as \( \epsilon \to 0 \).

Define
\[
r_\epsilon^N = \frac{\lambda_\epsilon}{\alpha_\epsilon} e^{-\frac{\gamma_\epsilon}{N-1}} e^{-\beta_\epsilon (1 + \alpha \| u_\epsilon \|_N^N)^{\frac{1}{N-1}} u_\epsilon^{\frac{N}{N-1}} - u_\epsilon^{\frac{N-1}{N-1}}}. \]

We claim that

**Lemma 3.4.** It holds \( \lim_{\epsilon \to 0} r_\epsilon^N = 0 \).

**Proof.** For any \( 0 < \gamma < \beta_N \) and \( R > 0 \), we have

\[
r_\epsilon^N e^{-\gamma_\epsilon} e^{\beta_\epsilon} = \frac{\alpha_\epsilon}{\lambda_\epsilon} \int_{B_R} u_\epsilon^{\frac{N}{N-1}} \Phi'_N (\beta_\epsilon (1 + \alpha \| u_\epsilon \|_N^N)^{\frac{1}{N-1}} u_\epsilon^{\frac{N}{N-1}} - u_\epsilon^{\frac{N-1}{N-1}}) dx
\]

\[
+ \frac{\alpha_\epsilon}{\lambda_\epsilon} \int_{B_R} u_\epsilon^{\frac{N}{N-1}} \Phi'_N (\beta_\epsilon (1 + \alpha \| u_\epsilon \|_N^N)^{\frac{1}{N-1}} u_\epsilon^{\frac{N}{N-1}} - u_\epsilon^{\frac{N-1}{N-1}}) dx
\]

\[
= I + II. \tag{3.9}
\]

We first estimate \( I \). Since \( \| u_\epsilon \|_N \to 0 \) and \( \beta_\epsilon \to \beta_N \), then for \( \epsilon > 0 \) small enough, we have

\[
I \leq \frac{\alpha_\epsilon}{\lambda_\epsilon} \int_{B_R} u_\epsilon^{\frac{N}{N-1}} e^{\beta_\epsilon (1 + \alpha \| u_\epsilon \|_N^N)^{\frac{1}{N-1}} u_\epsilon^{\frac{N}{N-1}} - u_\epsilon^{\frac{N-1}{N-1}}} dx
\]

\[
\leq \frac{1}{\alpha_\epsilon} \int_{B_R} u_\epsilon^{\frac{N}{N-1}} e^{\gamma_\epsilon} e^{\beta_\epsilon (1 + \alpha \| u_\epsilon \|_N^N)^{\frac{1}{N-1}} u_\epsilon^{\frac{N}{N-1}} - u_\epsilon^{\frac{N-1}{N-1}}} dx.
\]

Denote \( v_\epsilon = u_\epsilon - u_\epsilon(R) \). We have \( v_\epsilon \in W_0^{1,N} (B_R) \), \( \| \nabla v_\epsilon \|_N \leq 1 \) and by Lemma 2.2, there exists \( C \) depends only on \( N \) such that

\[
u_\epsilon(r)^{\frac{N}{N-1}} \leq (1 + \delta) v_\epsilon^{\frac{N}{N-1}} + (1 - (1 + \delta)^{\frac{1}{N-1}}) (1 - \frac{N}{R}) C.
\]
for any $\delta > 0$. Therefore

$$I \leq \frac{C_N(\delta, R)}{\alpha_\epsilon} \int_{B_R} u_\epsilon^N \frac{e^{\gamma(1+\delta)u_\epsilon^{N-1}}}{\epsilon} \, dx,$$

with

$$C_N(\delta, R) = e^{\gamma(1-(1+\delta)\frac{1}{N})} \frac{e^{-\frac{C_R}{R}}}{\epsilon}.$$

Choosing $\delta > 0$ small enough such that $\delta \gamma < \beta_N$, and then applying Hölder inequality, the classical Moser–Trudinger inequality and the facts $u_\epsilon \to 0$ in $L^p_{\text{loc}}(\mathbb{R}^N)$ for any $p < \infty$ and $\alpha_\epsilon \to 1$, we see that

$$I = o_\epsilon(R), \quad (3.10)$$

here $o_\epsilon(R)$ means that $\lim_{\epsilon \to 0} o_\epsilon(R) = 0$ for $R$ is fixed.

For $II$, we note that

$$t \Phi'_N(t) = \sum_{k=N-1}^{\infty} \frac{t^k}{(k-1)!}.$$

Hence, for any $A > 0$, there exists $C(A)$ such that $t \Phi'_N(t) \leq C(A)t^k$ for any $t \leq A$. Applying Lemma 2.2, there exists $C$ depending only on $N$ such that

$$u_\epsilon^N(r) \leq \frac{C}{R},$$

for any $r \geq 0$. Since $\beta_\epsilon (1 + \alpha \|u_\epsilon\|_N^{\frac{1}{N-1}}) \leq 2^{\frac{1}{N-1}} \beta_N$, then there exists $C_N(R)$ depending only on $N$ and $R$ such that

$$u_\epsilon^N \Phi'_N(\beta_\epsilon (1 + \alpha \|u_\epsilon\|_N^{\frac{1}{N-1}}) u_\epsilon^{N-1}) dx \leq C_N(R) u_\epsilon^N, \quad \text{on} \quad B_R^c.$$

Thus, we get

$$II \leq C_N(R) \frac{e^{(\gamma - \beta_\epsilon (1 + \alpha \|u_\epsilon\|_N^{\frac{1}{N-1}}) u_\epsilon^{N-1})}}{\alpha_\epsilon} = o_\epsilon(R). \quad (3.11)$$

Combining (3.10) and (3.11), we get

$$\lim_{\epsilon \to 0} r_\epsilon^N c_\epsilon^{\frac{N}{N-1}} e^{\gamma c_\epsilon^{\frac{N-1}} - 1} = 0, \quad (3.12)$$

for any $0 < \gamma < \beta_N$ which proves this lemma.

We next define two new sequences of functions on $\mathbb{R}^N$ by

$$\psi_\epsilon(x) = \frac{u_\epsilon(r_\epsilon x)}{c_\epsilon}, \quad \varphi_\epsilon(x) = c_\epsilon^{\frac{1}{N-1}} (u_\epsilon(r_\epsilon x) - c_\epsilon), \quad x \in \mathbb{R}^N. \quad (3.13)$$
From (3.1) and definition of $r_\varepsilon$, we see that $\psi_\varepsilon$ satisfies

$$-\Delta_N \psi_\varepsilon = \frac{1}{c_\varepsilon} \psi_\varepsilon^{\frac{N}{N-1}} e^{\beta_\varepsilon c_\varepsilon^{\frac{N}{N-1}} (1+\alpha \|u_\varepsilon\|_N^N) \psi_\varepsilon^{\frac{N}{N-1}}} (\psi_\varepsilon^{\frac{N}{N-1}} - 1) + (\gamma_\varepsilon - 1) r_\varepsilon^N \psi_\varepsilon^{N-1}$$

$$- e^{-\beta_\varepsilon (1+\alpha \|u_\varepsilon\|_N^N) \psi_\varepsilon^{\frac{N}{N-1}}} \psi_\varepsilon^{\frac{1}{N-1}} \sum_{k=0}^{N-3} \frac{\beta^k_\varepsilon (1+\alpha \|u_\varepsilon\|_N^N) \psi_\varepsilon^{\frac{k}{N-1}}}{k!} r_\varepsilon^N \psi_\varepsilon^{\frac{k}{N-1}}$$

with remark that the last term does not appear if $N = 2$. Since $\psi_\varepsilon \leq 1$, applying the standard elliptic estimates to (3.14), we get that $\psi_\varepsilon \to \psi$ in $C^1_{\text{loc}}(\mathbb{R}^N)$ with $\psi$ satisfies $-\Delta_N \psi = 0$. Obviously, $0 \leq \psi \leq 1$, applying Liouville-type theorem for $N-$harmonic function, we conclude that $\psi \equiv 1$. Thus we have proved

**Lemma 3.5.** It holds $\psi_\varepsilon \to 1$ in $C^1_{\text{loc}}(\mathbb{R}^N)$.

Similarly, $\varphi_\varepsilon$ satisfies

$$-\Delta_N \varphi_\varepsilon = \frac{1}{c_\varepsilon} \varphi_\varepsilon^{\frac{N}{N-1}} e^{\beta_\varepsilon c_\varepsilon^{\frac{N}{N-1}} (1+\alpha \|u_\varepsilon\|_N^N) \varphi_\varepsilon^{\frac{N}{N-1}}} (\varphi_\varepsilon^{\frac{N}{N-1}} - 1) + (\gamma_\varepsilon - 1) r_\varepsilon^N c_\varepsilon u_\varepsilon^{N-1}$$

$$- e^{-\beta_\varepsilon (1+\alpha \|u_\varepsilon\|_N^N) \varphi_\varepsilon^{\frac{N}{N-1}}} \varphi_\varepsilon^{\frac{1}{N-1}} \sum_{k=0}^{N-3} \frac{\beta^k_\varepsilon (1+\alpha \|u_\varepsilon\|_N^N) \varphi_\varepsilon^{\frac{k}{N-1}}}{k!} r_\varepsilon^N \varphi_\varepsilon^{\frac{k}{N-1}}$$

with the remark that the last term does not appear if $N = 2$. Recall that $\psi_\varepsilon \leq 1$. Applying (3.12) and the standard elliptic estimates to (3.15), we get that $\varphi_\varepsilon \to \varphi$ in $C^1_{\text{loc}}(\mathbb{R}^N)$ for some function $\varphi \in C^1(\mathbb{R}^N)$. Fix $R > 0$, we have known that

$$\sup_{x \in B_R} |\psi_\varepsilon(x) - 1| = o_\varepsilon(R).$$

We also have

$$c_\varepsilon^{\frac{N}{N-1}} (\psi_\varepsilon(x)^{\frac{N}{N-1}} - 1) = \frac{N}{N-1} \varphi_\varepsilon + O(|\varphi_\varepsilon(x)| \psi_\varepsilon(x) - 1)$$

for $x \in B_R$, hence

$$c_\varepsilon^{\frac{N}{N-1}} (\psi_\varepsilon(x)^{\frac{N}{N-1}} - 1) \to \frac{N}{N-1} \varphi,$$

uniformly on $B_R$. Thus, we obtain from (3.15) that

$$-\Delta_N \varphi = e^{-\frac{N}{N-1} \beta N \varphi}.$$

In the other hand, for any $R > 0$, we have $u_\varepsilon(x) = c_\varepsilon (1 + o_\varepsilon(R))$ uniformly on $B_{Rr_\varepsilon}$ by Lemma 3.5. Thus, for any $p$, we have

$$\frac{\int_{B_{Rr_\varepsilon}} u_\varepsilon^p dx}{\int_{B_{Rr_\varepsilon}} e^{\beta_\varepsilon (1+\alpha \|u_\varepsilon\|_N^N) \varphi_\varepsilon^{\frac{N}{N-1}}} u_\varepsilon^{\frac{N}{N-1}} dx} = o_\varepsilon(R),$$
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here we use again (3.12). Therefore
\[
\int_{B_R} e^{-\frac{N}{N-1} \beta_N \varphi} \, dx = \lim_{\epsilon \to 0} \int_{B_{R\epsilon}} e^{\beta_r (1 + \alpha \|u_r\|_N^N) \frac{1}{N-1} (u_r(r, x) \frac{N}{N-1} e^{-\frac{N}{N-1} \epsilon})} \, dx
\]
\[
= \lim_{\epsilon \to 0} \frac{\alpha_c c_i^N \frac{N}{N-1} \int_{B_{R\epsilon}} e^{\beta_r (1 + \alpha \|\epsilon\|_N^N) \frac{1}{N-1} \epsilon} \, dx}{\int_{B_{R\epsilon}} \epsilon^{\beta_r (1 + \alpha \|\epsilon\|_N^N) \frac{1}{N-1} \epsilon} \, dx}
\]
\[
\leq \lim_{\epsilon \to 0} \frac{\alpha_c \int_{B_{R\epsilon}} \epsilon^{\beta_r (1 + \alpha \|\epsilon\|_N^N) \frac{1}{N-1} \epsilon} \, dx}{\int_{B_{R\epsilon}} \epsilon^{\beta_r (1 + \alpha \|\epsilon\|_N^N) \frac{1}{N-1} \epsilon} \, dx}
\]
\[
= \lim_{\epsilon \to 0} \frac{\int_{B_{R\epsilon}} \epsilon^{\beta_r (1 + \alpha \|\epsilon\|_N^N) \frac{1}{N-1} \epsilon} \, dx}{\int_{B_{R\epsilon}} \epsilon^{\beta_r (1 + \alpha \|\epsilon\|_N^N) \frac{1}{N-1} \epsilon} \, dx}
\]
\[
= 1,
\]
here we use (3.18) and the estimate \( u_r = c_r (1 + o_r(R)) \) uniformly on \( B_{R\epsilon} \). Let \( R \to \infty \), we get
\[
\int_{R^N} e^{\frac{N}{N-1} \beta_N \varphi} \, dx \leq 1.
\] (3.19)

It is obvious that \( \varphi(x) \leq \varphi(0) = 0 \). Repeating the argument in [44] or using a recent classification result for the quasi-linear Liouville equation of Esposito [18], we conclude that
\[
\varphi(x) = -\frac{N-1}{\beta_N} \ln \left( 1 + \frac{\omega_{N-1}}{N} \right) \frac{1}{N-1} |x|^\frac{N}{N-1},
\] (3.20)
and
\[
\int_{R^N} e^{\frac{N}{N-1} \beta_N \varphi} \, dx = 1.
\] (3.21)

Remark that when \( N = 2 \), the representation of \( \varphi \) is given by the classification result of Chen and Li [9]. Thus, we have proved

**Lemma 3.6.** It holds \( \varphi_r \to \varphi \) in \( C^1_{loc}(R^N) \), with \( \varphi \) is given by (3.20).

We next consider the asymptotic behavior of \( u_r \) away from zero. For \( c > 1 \), let us denote \( u_{r,c} = \min\{u_r, c_r/c\} \). We have the following result.

**Lemma 3.7.** It holds \( \lim_{\epsilon \to 0} \int_{R^N} |\nabla u_{r,c}|^N \, dx = \frac{1}{c} \) for any \( c > 1 \).
Proof. Using (3.1) and the fact \( \|u_\epsilon\|_N = o_\epsilon(1) \), we have
\[
\int_{\mathbb{R}^N} |\nabla u_{\epsilon,c}|^N dx = \int_{\mathbb{R}^N} |\nabla u_\epsilon|^{N-2} \nabla u_\epsilon \cdot \nabla u_{\epsilon,c} dx \\
= -\int_{\mathbb{R}^N} \Delta_N u_\epsilon u_{\epsilon,c} dx \\
= o_\epsilon(1) + \frac{\alpha_\epsilon}{\lambda_\epsilon} \int_{\mathbb{R}^N} u_\epsilon^{\frac{N}{N-1}} \Phi'_N(\beta_\epsilon (1 + \alpha \|u_\epsilon\|_N^{\frac{1}{N-1}})) u_{\epsilon,c} dx.
\]
Fix \( R > 0 \), since \( u_\epsilon = c_\epsilon (1 + o_\epsilon(R)) \) uniformly on \( B_{Rr} \), then for \( \epsilon > 0 \) small enough we have \( B_{Rr} \subset \{ u_\epsilon \geq c_\epsilon / c \} \). Hence
\[
\int_{\mathbb{R}^N} |\nabla u_{\epsilon,c}|^N dx \geq o_\epsilon(1) + \frac{\alpha_\epsilon c_\epsilon^{\frac{N}{N-1}}}{c} (1 + o_\epsilon(R)) \int_{B_{Rr}} \Phi'_N(\beta_\epsilon (1 + \alpha \|u_\epsilon\|_N^{\frac{1}{N-1}})) u_{\epsilon}^{\frac{N}{N-1}} dx, \\
\]
here we use (3.18). Making the change of variable \( x = r_\epsilon y \), and using (3.16), we get
\[
\int_{\mathbb{R}^N} |\nabla u_{\epsilon,c}|^N dx \geq o_\epsilon(1) + \frac{1}{c} (1 + o_\epsilon(R)) \int_{B_R} e^{(1+o_\epsilon(R)) \frac{N}{N-1} \beta_N \varphi} dy.
\]
Let \( \epsilon \to 0 \), then let \( R \to \infty \) and using (3.21) we obtain
\[
\liminf_{\epsilon \to 0} \int_{\mathbb{R}^N} |\nabla u_{\epsilon,c}|^N dx \geq \frac{1}{c}.
\] (3.22)
Similarly, we have
\[
\liminf_{\epsilon \to 0} \int_{\mathbb{R}^N} \left| \nabla \left( u_\epsilon - \frac{c_\epsilon}{c} \right) + \right|^N dx \geq 1 - \frac{1}{c}.
\] (3.23)
Since \( \|u_\epsilon\|_N = o_\epsilon(1) \), then
\[
\int_{\mathbb{R}^N} |\nabla u_{\epsilon,c}|^N dx + \int_{\mathbb{R}^N} \left| \nabla \left( u_\epsilon - \frac{c_\epsilon}{c} \right) + \right|^N dx = \|\nabla u_\epsilon\|_N^N = 1 + o_\epsilon(1).
\] (3.24)
Combining (3.22), (3.23) and (3.24), we conclude the lemma. \( \square \)

Lemma 3.8. We have
\[
MT(N, \beta_N, \alpha) = \lim_{\epsilon \to 0} \frac{\lambda_\epsilon}{c_\epsilon^{\frac{N}{N-1}}}.
\] (3.25)
As consequently, for any \( \theta < N/(N-1) \), we have \( \lambda_\epsilon / c_\epsilon^\theta \to \infty \) as \( \epsilon \to 0 \). Furthermore, \( c_\epsilon^{\frac{N}{N-1}} / \lambda_\epsilon \) is bounded.
Proof. For any $c > 1$, denote $u_\varepsilon = \min\{u_\varepsilon, c/\varepsilon\}$. We have

\[
MT(N, \beta_\varepsilon, \alpha) = \int_{\{u_\varepsilon \leq c/\varepsilon\}} \Phi_N(\beta_\varepsilon(1 + \alpha\|u_\varepsilon\|_N^N)|u_\varepsilon|_{N-1}^N)dx + \int_{\{u_\varepsilon > c/\varepsilon\}} \Phi_N(\beta_\varepsilon(1 + \alpha\|u_\varepsilon\|_N^N)|u_\varepsilon|_{N-1}^N)dx
\]

\[
\leq \int_{\mathbb{R}^N} \Phi_N(\beta_\varepsilon(1 + \alpha\|u_\varepsilon\|_N^N)|u_{\varepsilon,c}|_{N-1}^N)dx + \frac{c^{N-1}}{c^{N-1}_\varepsilon} \int_{\mathbb{R}^N} u_{\varepsilon,c}^{\frac{N}{N-1}} \Phi_N(\beta_\varepsilon(1 + \alpha\|u_\varepsilon\|_N^N)|u_{\varepsilon,c}|_{N-1}^N)dx + \frac{\lambda_\varepsilon}{c^{N-1}_\varepsilon},
\]

here we use the inequality $\Phi_N(t) \leq \Phi'_N(t)$ for $t \geq 0$. By Lemma 3.7, we have

\[
\lim_{\varepsilon \to 0} (\|\nabla u_{\varepsilon,c}\|_N^N + \|u_{\varepsilon,c}\|_N^N) = \frac{1}{c} < 1. \tag{3.26}
\]

Repeating the proof of (2.2) and (2.3) with the help of (3.26), the classical Moser–Trudinger inequality (1.1), and the fact $\|u_\varepsilon\|_N^N = \alpha(1)$, we conclude that

\[
\lim_{\varepsilon \to 0} \int_{\mathbb{R}^N} \Phi_N(\beta_\varepsilon(1 + \alpha\|u_\varepsilon\|_N^N)|u_{\varepsilon,c}|_{N-1}^N)dx = 0.
\]

Letting $\varepsilon \to 0$ and then $c \downarrow 1$, we obtain

\[
MT(N, \beta_\varepsilon, \alpha) = \liminf_{\varepsilon \to 0} MT(N, \beta_\varepsilon, N) \leq \liminf_{\varepsilon \to 0} \frac{\lambda_\varepsilon}{c^{N-1}_\varepsilon}. \tag{3.27}
\]

In the other hand, we have $\Phi'_N(t) = \Phi_N(t) + t^{N-2}/(N-2)!$, hence

\[
\lambda_\varepsilon = \int_{\mathbb{R}^N} u_{\varepsilon,c}^{\frac{N}{N-1}} \Phi_N(\beta_\varepsilon(1 + \alpha\|u_\varepsilon\|_N^N)|u_\varepsilon|_{N-1}^N)dx + \frac{\beta_\varepsilon^{N-2}(1 + \alpha\|u_\varepsilon\|_N^N)^{\frac{N-2}{N-1}}}{(N-2)!} \|u_\varepsilon\|_N^N
\]

\[
\leq c^{N-1}_\varepsilon MT(N, \beta_\varepsilon, \alpha) + \frac{\beta_\varepsilon^{N-2}(1 + \alpha\|u_\varepsilon\|_N^N)^{\frac{N-2}{N-1}}}{(N-2)!} \|u_\varepsilon\|_N^N,
\]

which then implies

\[
\limsup_{\varepsilon \to 0} \frac{\lambda_\varepsilon}{c^{N-1}_\varepsilon} \leq MT(N, \beta_\varepsilon, \alpha). \tag{3.28}
\]

Combining (3.27) and (3.28), we get (3.25).

The rest of this lemma is immediate consequence of (3.25). Indeed, if otherwise, we then have $MT(N, \beta_\varepsilon, \alpha) = 0$ which is impossible. \qed
Lemma 3.9. For any $\phi \in C_0^0(\mathbb{R}^N)$, we have
\[
\lim_{\epsilon \to 0} \int_{\mathbb{R}^N} \frac{c_\epsilon \alpha_\epsilon}{\lambda_\epsilon} u_\epsilon^{-\frac{1}{N}} \Phi'_N(\beta_\epsilon (1 + \alpha \|u_\epsilon\|_N^{-1} u_\epsilon^{-\frac{1}{N}})) \phi \, dx = \phi(0).
\tag{3.29}
\]

Proof. Fix $c > 1$ and $R > 0$, we divide $\mathbb{R}^N$ into three parts as follows
\[
\Omega_1 = \{u_\epsilon \leq c_\epsilon/c\}, \quad \Omega_2 = \{u_\epsilon > c_\epsilon/c\} \setminus B_{Rr}, \quad \Omega_3 = \{u_\epsilon > c_\epsilon/c\} \cap B_{Rr}.
\]
Note that $\Omega_3 = B_{Rr}$ for $\epsilon > 0$ small enough by Lemma 3.5. Denote
\[
g_\epsilon = \frac{c_\epsilon \alpha_\epsilon}{\lambda_\epsilon} u_\epsilon^{-\frac{1}{N}} \Phi'_N(\beta_\epsilon (1 + \alpha \|u_\epsilon\|_N^{-1} u_\epsilon^{-\frac{1}{N}})) \quad \text{and} \quad M = \max_{x \in \mathbb{R}^N} |\phi(x)|
\]
for simplifying notation. It is easy to see that $\int_{\mathbb{R}^N} u_\epsilon^{N-1} |\phi| \, dx = o_\epsilon(1)$. Thus we have on $\Omega_1$ that
\[
\left| \int_{\Omega_1} g_\epsilon \phi \, dx \right| \leq \frac{c_\epsilon \alpha_\epsilon}{\lambda_\epsilon} M \int_{\mathbb{R}^N} u_\epsilon^{-\frac{1}{N}} \Phi_N(\beta_\epsilon (1 + \alpha \|u_\epsilon\|_N^{-1} u_\epsilon^{-\frac{1}{N}})) \, dx + o_\epsilon(1).
\]
Arguing as in the proof of (2.2) and (2.3) with the help of (3.26), the classical Moser–Trudinger inequality (1.1), the fact $\|u_\epsilon\|_N = o_\epsilon(1)$ and Lemma 3.8, we then get
\[
\int_{\Omega_1} g_\epsilon \phi \, dx = o_\epsilon(1).
\tag{3.30}
\]
We next claim that
\[
\lim_{R \to \infty} \lim_{\epsilon \to 0} \frac{c_\epsilon}{\lambda_\epsilon} \int_{B_{Rr}} u_\epsilon^{-\frac{1}{N}} \Phi'_N(\beta_\epsilon (1 + \alpha \|u_\epsilon\|_N^{-1} u_\epsilon^{-\frac{1}{N}})) \, dx = 1.
\tag{3.31}
\]
Indeed, by Lemma 3.5, we have $u_\epsilon = c_\epsilon(1 + o_\epsilon(R))$ uniformly on $B_{Rr}$. This together (3.16) and (3.18) gives
\[
\frac{c_\epsilon}{\lambda_\epsilon} \int_{B_{Rr}} u_\epsilon^{-\frac{1}{N}} \Phi'_N(\beta_\epsilon (1 + \alpha \|u_\epsilon\|_N^{-1} u_\epsilon^{-\frac{1}{N}})) \, dx
\]
\[
= (1 + o_\epsilon(R)) \frac{c_\epsilon}{\lambda_\epsilon} \int_{B_{Rr}} e^{\beta_\epsilon (1 + \alpha \|u_\epsilon\|_N^{-1} u_\epsilon^{-\frac{1}{N}})} \, dx
\]
\[
= (1 + o_\epsilon(R)) \int_{B_R} e^{\beta_\epsilon (1 + \alpha \|u_\epsilon\|_N^{-1} c_\epsilon^N (\psi_\epsilon(x) \beta_N^{-1}) \, dx
\]
\[
= (1 + o_\epsilon(R)) \int_{B_R} e^{(1 + o_\epsilon(R)) \beta_N^{-\frac{1}{N}}} \, dx.
\]
Let $\epsilon \to 0$ and then $R \to \infty$ we get our claim (3.31).
On $\Omega_2$ we have
\[
\left| \int_{\Omega_2} g_\varepsilon \phi dx \right| \leq \frac{\alpha \varepsilon}{\lambda \varepsilon} M \int_{\Omega_2} u_\varepsilon^{\frac{1}{N-1}} \Phi_N'(\beta_\varepsilon (1 + \alpha \|u_\varepsilon\|_N^{N} \varepsilon^{-1} u_\varepsilon^{-\frac{N}{N-1}}))dx \\
\leq M \alpha \varepsilon \int_{\Omega_2} u_\varepsilon^{\frac{N}{N-1}} \Phi_N'(\beta_\varepsilon (1 + \alpha \|u_\varepsilon\|_N^{N} \varepsilon^{-1} u_\varepsilon^{-\frac{N}{N-1}}))dx \\
\leq M \alpha \varepsilon \left(1 - \frac{1}{\lambda \varepsilon} \int_{B_{R_{\varepsilon}}} u_\varepsilon^{\frac{1}{N-1}} \Phi_N'(\beta_\varepsilon (1 + \alpha \|u_\varepsilon\|_N^{N} \varepsilon^{-1} u_\varepsilon^{-\frac{N}{N-1}}))dx \right) \\
= o_\varepsilon(R) + o_\varepsilon(1) \quad (3.32)
\]
with $o_\varepsilon(1) \to 0$ as $R \to \infty$, here we use (3.31) and the fact $u_\varepsilon = c_\varepsilon (1 + o_\varepsilon(R))$ uniformly on $B_{R_{\varepsilon}}$.

On $\Omega_3 = B_{R_{\varepsilon}}$, we have by (3.31) that
\[
\left| \int_{\Omega_3} g_\varepsilon (\phi - \phi_0) \right| \leq \sup_{x \in B_{R_{\varepsilon}}} |\phi(x) - \phi(0)| \frac{\alpha \varepsilon}{\lambda \varepsilon} \int_{B_{R_{\varepsilon}}} u_\varepsilon^{\frac{1}{N-1}} \Phi_N'(\beta_\varepsilon (1 + \alpha \|u_\varepsilon\|_N^{N} \varepsilon^{-1} u_\varepsilon^{-\frac{N}{N-1}}))dx \\
\text{which then implies} \\
\int_{\Omega_3} g_\varepsilon \phi dx = \phi(0) + o_\varepsilon(R) + o_\varepsilon(1). \quad (3.33)
\]
Combining (3.30), (3.32) and (3.33), we obtain (3.29). \hfill \square

**Lemma 3.10.** $c_\varepsilon^{\frac{1}{N-1}} u_\varepsilon \to G_\alpha$ in $C_{\text{loc}}^1(\mathbb{R}^N)$ and weakly in $W_{\text{loc}}^{1,q}(\mathbb{R}^N \setminus \{0\})$ for any $1 < q < N$, where $G_\alpha$ is a distributional solution to
\[
- \Delta_N G_\alpha + G_\alpha^{N-1} = \delta_0 + \alpha G_\alpha^{N-1}. \quad (3.34)
\]
Moreover $G_\alpha \in W^{1,N}(\mathbb{R}^N \setminus B_R)$ for any $R > 0$ and takes the form
\[
G_\alpha(x) = -\frac{N}{\beta_N} \ln |x| + A_\alpha + w(x), \quad (3.35)
\]
where $A_\alpha$ is constant, and $w \in C^1(\mathbb{R}^N)$ satisfies $w(x) = O(|x|^N \ln^{N-1} |x|)$ as $x \to 0$.

**Proof.** Denote $w_\varepsilon = c_\varepsilon^{\frac{1}{N-1}} u_\varepsilon$. It follows from (3.1) that $w_\varepsilon$ satisfies
\[
- \Delta_N w_\varepsilon + w_\varepsilon^{N-1} = \frac{\alpha \varepsilon}{\lambda \varepsilon} c_\varepsilon^{\frac{1}{N-1}} \Phi_N'(\beta_\varepsilon (1 + \alpha \|u_\varepsilon\|_N^{N} \varepsilon^{-1} u_\varepsilon^{-\frac{N}{N-1}})) + \gamma_\varepsilon w_\varepsilon^{N-1}. \quad (3.36)
\]
Denote $f_\varepsilon = \frac{\alpha \varepsilon}{\lambda \varepsilon} c_\varepsilon^{\frac{1}{N-1}} \Phi_N'(\beta_\varepsilon (1 + \alpha \|u_\varepsilon\|_N^{N} \varepsilon^{-1} u_\varepsilon^{-\frac{N}{N-1}}))$. By Lemma 3.9, the sequence $f_\varepsilon$ is bounded in $L_{\text{loc}}^1(\mathbb{R}^N)$. We first prove that the sequence $w_\varepsilon$ is bounded in $W_{\text{loc}}^{1,q}(\mathbb{R}^N)$ for any $1 < q < N$. We will need the following result of Yang [44, 45]: Let $\Omega$ be a smooth bounded domain in $\mathbb{R}^N$. Let $g_\varepsilon$ be a bounded sequence in $L^1(\Omega)$ and $v_\varepsilon \in C^1(\overline{\Omega}) \cap W_{0}^{1,N}(\Omega)$ satisfy
\[
- \Delta_N v_\varepsilon = g_\varepsilon, \quad \text{in} \quad \Omega.
\]
Then for any $1 < q < N$, there exists a constant $C$ depending only on $N, q, \Omega$ and the upper bound of $\|g_{\epsilon}\|_{1,\Omega}$ such that $\|\nabla v_{\epsilon}\|_{q, \Omega} \leq C$.

We claim that $w_{\epsilon}$ is bounded in $L_{\text{loc}}^{N-1}(\mathbb{R}^N)$. Indeed, if otherwise, there exists $R > 0$ such that $\|w_{\epsilon}\|_{N-1, B_R} \to \infty$ as $\epsilon \to 0$. Denote $v_{\epsilon} = w_{\epsilon}/\|w_{\epsilon}\|_{N-1, B_R}$, we have

$$-\Delta_N v_{\epsilon} = \frac{f_{\epsilon}}{\|w_{\epsilon}\|_{N-1, B_R}^{N-1}} + (\gamma_{\epsilon} - 1)v_{\epsilon}^{N-1} =: g_{\epsilon}.$$ 

Note that $\|g_{\epsilon}\|_{1, B_R}$ is bounded. Let $\tilde{v}_{\epsilon} = v_{\epsilon} - v_{\epsilon}(R)$ then $\tilde{v}_{\epsilon} \in C^1(\overline{B_R}) \cap W_{0}^{1,N}(B_R)$ and $-\Delta_N \tilde{v}_{\epsilon} = g_{\epsilon}$ in $B_R$. Applying the observation above, we get $\|\nabla v_{\epsilon}\|_{q, B_R} = \|\nabla \tilde{v}_{\epsilon}\|_{q, B_R}$ is bounded by a constant depending only on $q, R$ and $N$. Since $\|v_{\epsilon}\|_{N-1, B_R} = 1$ for all $\epsilon$, then by Sobolev inequality, we get that $v_{\epsilon}$ is bounded in $W^{1,q}(B_R)$ for any $1 < q < N$. Thus $v_{\epsilon} \to v_0$ weakly in $W^{1,q}(B_R)$ for any $1 < q < N$ and in $L^{N-1}(B_R)$. Obviously, we have $\|v_0\|_{N-1, B_R} = 1$ and

$$-\Delta_N v_0 = (\alpha - 1) v_0 \quad \text{in} \quad B_R.$$ 

Note that $v_0$ is a decreasing radially symmetric function on $B_R$, applying the standard elliptic regularity to the equation above, we have $v_0 \in C^1(B_R)$ and is bounded. Taking $v_0$ as a test function, we get

$$\left(\alpha - 1\right)\|v_0\|_{N-1, B_R}^{N-1} = - \int_{B_R} \Delta_N v_0 v_0 dx = \int_{\partial B_R} |\nabla v_0|^{N-1} v_0 ds \geq 0,$$

which forces $v_0 \equiv 0$ since $\alpha < 1$, here $ds$ denotes the surface area measure on the sphere $\partial B_R$. This contradicts to $\|v_0\|_{N-1, B_R} = 1$. Hence our claim is proved.

Back to (3.36), we see that $-\Delta_N w_{\epsilon}$ is bounded in $L_{\text{loc}}^{1}(\mathbb{R}^N)$. Repeating the argument above for $v_{\epsilon}$, we then get the boundedness of $\|\nabla w_{\epsilon}\|_{q, B_R}$ for any $1 < q < N$ and for any $R > 0$. Since $w_{\epsilon}$ is bounded in $L_{\text{loc}}^{N-1}(\mathbb{R}^N)$, by Sobolev inequality, we get that $w_{\epsilon}$ is bounded in $W_{\text{loc}}^{1,q}(\mathbb{R}^N)$. Thus $w_{\epsilon} \to G_\alpha$ weakly in $W_{\text{loc}}^{1,q}(\mathbb{R}^N)$ for any $1 < q < N$.

From Lemma 3.8 and radial lemma, we see that $f_{\epsilon} \to 0$ uniformly on $B_R^c$ for any $R > 0$, hence $-\Delta_N w_{\epsilon}$ is bounded in $L_{\text{loc}}^{p}(\mathbb{R}^N \setminus \{0\})$. Applying standard elliptic estimates to (3.36), we get that $w_{\epsilon} \to G_\alpha$ in $C_{\text{loc}}^{1}(\mathbb{R}^N \setminus \{0\})$.

Let $\epsilon \to 0$ and using Lemma 3.9, we easily obtain from (3.36) that $G_\alpha$ satisfies the equation (3.34). Multiplying both side of (3.36) by $w_{\epsilon}$, integrating on $B_R^c$ and using the inequality $t\Phi'_N(t) \leq t^{N-1}e^t$, we get

$$\int_{B_R^c} \left( |\nabla w_{\epsilon}|^N + (1 - \gamma_{\epsilon}) w_{\epsilon}^N \right) dx$$

$$= \int_{\partial B_R} |\nabla w_{\epsilon}|^{N-1} w_{\epsilon} ds + \frac{\alpha_c e^{\frac{N}{N-1}}}{\lambda_{\epsilon}} \int_{B_R^c} u_{\epsilon}^{\frac{N}{N-1}} \Phi'_{\epsilon}(1 + \alpha \|u_{\epsilon}\|_{N}^{-\frac{N}{N-1}}) u_{\epsilon}^{\frac{N}{N-1}} dx$$

$$\leq \int_{\partial B_R} |\nabla w_{\epsilon}|^{N-1} w_{\epsilon} ds + \frac{\alpha_c e^{\frac{N}{N-1}}}{\lambda_{\epsilon}} \beta_{N}^{N-2}(1 + \alpha)\frac{e^{-\beta_{N}(1+\alpha)\frac{1}{N-1}}}{} u_{\epsilon}(R) \int_{B_R^c} u_{\epsilon}^{\frac{N}{N-1}} dx. \quad (3.37)$$
The last term on right hand side of (3.37) tends to zero because of Lemma 3.8 and the fact $\|u_\epsilon\|_N \to 0$. Using Fatou’s lemma, we get
\[
\int_{B_R^c} (|\nabla G_\alpha|^N + (1 - \alpha)G_\alpha^N) \, dx \leq \int_{\partial B_R} |\nabla G_\alpha|^{N-1}G_\alpha \, ds.
\]
Since $\alpha < 1$, we then have $G_\alpha \in W^{1,N}(\mathbb{R}^N \setminus B_R)$ for any $R > 0$. The form (3.35) of $G$ follows from the Lemma 3.8 of Li and Ruf (see [26]).

We proceed by proving an upper bound for $MT(N, \beta_N, \alpha)$ under the assumptions that $c_\epsilon \to \infty$. More precisely, we have the following

**Lemma 3.11.** Under the assumption $c_\epsilon \to \infty$, we have
\[
MT(N, \beta_N, \alpha) \leq \omega_{N-1} e^{\beta_N A_\alpha + \frac{1}{2} + \cdots + \frac{1}{N-1}},
\]
where $A_\alpha$ given in (3.35).

**Proof.** For any $\delta > 0$, from the proof of Lemma 3.10, we see that
\[
\frac{\alpha_\epsilon c_\epsilon^{N-1}}{\lambda_\epsilon} \int_{B_\delta} u_\epsilon^{1/N} \Phi_N'(\beta_\epsilon(1 + \alpha\|u_\epsilon\|_N^{N-1}u_\epsilon^{N-1}))dx = o_\epsilon(\delta),
\]
where $o_\epsilon(\delta) \to 0$ as $\epsilon \to 0$ and $\delta$ is fixed. Since $G_\alpha \in W^{1,N}_{loc}(\mathbb{R}^N \setminus 0)$ then
\[
\int_{B_R} (|\nabla G_\alpha|^N + (1 - \alpha)G_\alpha^N) \, dx = \int_{\partial B_R} |\nabla G_\alpha|^{N-1}G_\alpha \, ds.
\]
Hence
\[
\lim_{R \to \infty} \int_{\partial B_R} |\nabla G_\alpha|^{N-1}G_\alpha \, ds = 0.
\]
This together (3.37) and (3.39) implies
\[
\lim_{R \to \infty} \lim_{\epsilon \to 0} \int_{B_R} |w_\epsilon|^N \, dx = 0.
\]
Consequently, we have $w_\epsilon \to G_\alpha$ in $L^N(\mathbb{R}^N)$ since $w_\epsilon \to G_\alpha$ in $L^N_{loc}(\mathbb{R}^N)$. Using (3.37) with $R$ replaced by $\delta$, we have
\[
\int_{B_\delta} (|\nabla u_\epsilon|^N + u_\epsilon^N) \, dx = \frac{1}{c_\epsilon^{N-1}} \left( \int_{\partial B_\delta} |\nabla G_\alpha|^{N-1}G_\alpha \, ds + \alpha\|G_\alpha\|_N^{\frac{N}{N-1}} + o_\epsilon(\delta) + o_\delta(1) \right)
\]
\[
= \frac{1}{c_\epsilon^{N-1}} \left( -\frac{N}{\beta_N} \ln \delta + A_\alpha + \alpha\|G_\alpha\|_N^{\frac{N}{N-1}} + o_\epsilon(\delta) + o_\delta(1) \right).
\]
Note that
\[
\int_{B_\delta} |u_\epsilon|^N dx = \frac{1}{c_\epsilon^N} \left( \int_{B_\delta} G_\alpha^N dx + o_\epsilon(\delta) \right) = \frac{1}{c_\epsilon^N} \left( o_\delta(1) + o_\epsilon(\delta) \right).
\]
Combining two previous estimates together the fact \( \|\nabla u_\epsilon\|_N^N + \|u_\epsilon\|_N^N = 1 \), we get
\[
\int_{B_\delta} |\nabla u_\epsilon|^N dx = 1 - \frac{1}{c_\epsilon^N} \left( -\frac{N}{\beta_N} \ln \delta + A_\alpha + \alpha \|G_\alpha\|_N^N + o_\epsilon(\delta) + o_\delta(1) \right). \tag{3.40}
\]
Denote \( \tau_{\epsilon,\delta} = \|\nabla u_\epsilon\|_{N,B_\delta}^N \), and \( u_{\epsilon,\delta} = u_\epsilon - u_\epsilon(\delta) \). Obviously, \( u_{\epsilon,\delta} \in W_0^{1,N}(B_\delta) \). Using the result of Carleson and Chang [8], we have
\[
\limsup_{\epsilon \to 0} \frac{1}{\tau_{\epsilon,\delta}} \int_{B_\delta} \left( e^{\frac{\beta_N u_{\epsilon,\delta}^N}{\tau_{\epsilon,\delta}}} - 1 \right) dx \leq \delta^N \frac{\omega_{N-1}}{N} e^{1 + \frac{1}{N} + \cdots + \frac{1}{N}}. \tag{3.41}
\]
For a fixed \( R > 0 \), we have \( B_{R\epsilon_\tau} \subset B_\delta \) for \( \epsilon \) small. We know from Lemma 3.5 that \( u_\epsilon = c_\epsilon(1 + o_\epsilon(R)) \) uniformly on \( B_{R\epsilon_\tau} \). From (3.40), we have \( \tau_{\epsilon,\delta} \leq 1 \) for \( \epsilon \) and \( \delta > 0 \) small. This together Lemma 3.8 and Lemma 3.10 leads to on \( B_{R\epsilon_\tau} \) that
\[
\beta_\epsilon(1 + \alpha \|u_\epsilon\|_N^N)^{\frac{1}{N-1}} u_\epsilon^{\frac{N}{N-1}} \leq \beta_N u_\epsilon^{\frac{N}{N-1}} + \frac{\alpha \beta_N}{N-1} \|u_\epsilon\|_N^N u_\epsilon^{\frac{N}{N-1}}
\]
\[
= \beta_N (u_{\epsilon,\delta} + u_\epsilon(\delta))^\frac{N}{N-1} + \frac{\alpha \beta_N}{N-1} \|G_\alpha\|_N^N + o_\epsilon(R)
\]
\[
= \beta_N u_{\epsilon,\delta}^{\frac{N}{N-1}} + \frac{N \beta_N}{N-1} u_{\epsilon,\delta}^{\frac{1}{N-1}} u_\epsilon(\delta) + \frac{\alpha \beta_N}{N-1} \|G_\alpha\|_N^N + o_\epsilon(R) + o_\epsilon(\delta)
\]
\[
= \frac{u_{\epsilon,\delta}^{\frac{N}{N-1}}}{\tau_{\epsilon,\delta}} - N \ln \delta + \beta_N A_\alpha + o_\epsilon(\delta) + o_\epsilon(R) + o_\delta(1).
\]
Since \( \Phi(t) \leq e^t \) with \( t \geq 0 \), then
\[
\int_{B_{R\epsilon_\tau}} \Phi_N(\beta_\epsilon(1 + \alpha \|u_\epsilon\|_N^N)^{\frac{1}{N-1}} u_\epsilon^{\frac{N}{N-1}}) dx \leq \delta^{-N} e^{\beta_N A_\alpha + o_\epsilon(\delta) + o_\epsilon(R) + o_\delta(1)} \int_{B_{R\epsilon_\tau}} e^{\frac{\beta_N u_{\epsilon,\delta}^N}{\tau_{\epsilon,\delta}}} dx
\]
\[
= \delta^{-N} e^{\beta_N A_\alpha + o_\epsilon(\delta) + o_\epsilon(R) + o_\delta(1)} \int_{B_{R\epsilon_\tau}} \left( e^{\beta_N u_{\epsilon,\delta}^{\frac{N}{N-1}}} / \tau_{\epsilon,\delta} - 1 \right) dx + o_\epsilon(\delta)
\]
\[
\leq \delta^{-N} e^{\beta_N A_\alpha + o_\epsilon(\delta) + o_\epsilon(R) + o_\delta(1)} \int_{B_\delta} \left( e^{\beta_N u_{\epsilon,\delta}^{\frac{N}{N-1}}} / \tau_{\epsilon,\delta} - 1 \right) dx + o_\epsilon(\delta).
\]
This together (3.41) implies by letting \( \epsilon \to 0 \) and \( \delta \to 0 \)
\[
\limsup_{\epsilon \to 0} \frac{1}{\tau_{\epsilon,\delta}} \int_{B_{R\epsilon_\tau}} \Phi_N(\beta_\epsilon(1 + \alpha \|u_\epsilon\|_N^N)^{\frac{1}{N-1}} u_\epsilon^{\frac{N}{N-1}}) dx \leq \frac{\omega_{N-1}}{N} e^{\beta_N A_\alpha + 1 + \frac{1}{N} + \cdots + \frac{1}{N}} \tag{3.42}
\]

for any \( R > 0 \). In the other hand, using (3.18) and making the change of variable, we have
\[
\int_{B_{R \varepsilon}} \Phi_N(\beta \epsilon (1 + \alpha \|u_\varepsilon\|_N^N) \frac{1}{N^{\frac{N}{N-1}}} u_\varepsilon^N) dx
\]
\[
= (1 + o_\epsilon(R)) \int_{B_{R \varepsilon}} e^{\beta \epsilon (1 + \alpha \|u_\varepsilon\|_N^N) \frac{1}{N^{\frac{N}{N-1}}} u_\varepsilon^N} dx
\]
\[
= (1 + o_\epsilon(R)) \int_{B_R} \frac{\lambda \epsilon}{C \epsilon} e^{\beta \epsilon (1 + \alpha \|u_\varepsilon\|_N^N) \frac{1}{N^{\frac{N}{N-1}}} (\psi_\varepsilon^N)^{-1}} dx
\]
\[
= (1 + o_\epsilon(R)) \int_{B_R} \frac{\lambda \epsilon}{C \epsilon} e^{(1 + o_\epsilon(R)) \beta N \frac{1}{N^{\frac{N}{N-1}}}} \psi dx,
\]
here the last equality comes from (3.16). Letting \( \epsilon \to 0 \) and \( R \to \infty \) we obtain (3.38) by using (3.42) and (3.25). Our proof is finished. \( \square \)

To finish the proof of Theorem 1.1 in the critical case, we will construct a sequence of test functions \( \phi \) such that \( \|\phi_\varepsilon\|_{W^1,N(\mathbb{R}^N)} = 1 \) such that
\[
\int_{\mathbb{R}^N} \Phi_N(\beta \epsilon (1 + \alpha \|\phi_\varepsilon\|_N^N) \frac{1}{N^{\frac{N}{N-1}}} |\phi_\varepsilon|_N^N dx > \frac{\omega_{N-1}}{N} c^{\beta N} \alpha^{N+1} \cdots + \frac{1}{N}, \quad (3.43)
\]
holds for \( \alpha, \epsilon > 0 \) small.

For this purpose, let us define
\[
\phi_\varepsilon(x) = \begin{cases} 
    c + \frac{1}{c^N} \left( -\frac{N-1}{\beta N} \ln \left( 1 + c_N \left( \frac{|x|}{\bar{x}} \right)^{\frac{N}{N-1}} \right) + A \right), & |x| \leq R \epsilon, \\
    \frac{1}{c^N} G_\alpha, & |x| > R \epsilon,
\end{cases} \quad (3.44)
\]
where \( c_N = \beta_N / N^{\frac{1}{N-1}}(N-1) = (\omega_{N-1}/N)^{1/(N-1)} \), \( R = -\ln \epsilon \) and \( b, c \) are constants determined later. To ensure \( \phi_\varepsilon \in W^1,N(\mathbb{R}^N) \) we must have
\[
c + \frac{1}{c^N} \left( -\frac{N-1}{\beta N} \ln \left( 1 + c_N R^{\frac{N}{N-1}} \right) + A \right) = \frac{1}{c^N} G_\alpha(R \epsilon).
\]
Using the form (3.35) of \( G_\alpha \) and \( R = -\ln \epsilon \), we get
\[
c^N = \frac{1}{\beta N} \ln \frac{\omega_{N-1}}{N} + A - \frac{N}{\beta N} \ln \epsilon - O(R^{-\frac{N}{N-1}}). \quad (3.45)
\]
Integration by parts together (3.34) and (3.35) gives
\[
\int_{B_{R \varepsilon}} (|\nabla \phi_\varepsilon|^N + |\phi_\varepsilon|^N) dx = \int_{B_{R \varepsilon}} \left[ \alpha \|G_\alpha\|_N^N - \frac{N}{\beta N} \ln R \epsilon + A \alpha + O\left((-R \ln R \epsilon)^N\right) \right]. \quad (3.46)
\]
A straightforward computation shows that
\[
\int_{B_{R \varepsilon}} |\nabla \phi_\varepsilon|^N dx = \frac{1}{c^N} \left( \frac{N}{\beta N} \ln R + \frac{1}{\beta N} \ln \frac{\omega_{N-1}}{N} - \frac{N-1}{\beta N} \sum_{k=1}^{N-1} \frac{1}{k} + O(R^{-\frac{N}{N-1}}) \right). \quad (3.47)
\]
Using (3.45), we can easily check that
\[
\int_{B_{Re}} |\phi_\epsilon|^N dx = \frac{1}{c^{N-1}} O((-Re \ln(Re))^N). \tag{3.48}
\]

Putting (3.46), (3.47) and (3.48) together, we get
\[
\|\phi_\epsilon\|_N^N = \frac{1}{c^{N-1}} \left( \|G_\alpha\|_N^N + O((-Re \ln(Re))^N) \right)
\tag{3.49}
\]
and
\[
\|\phi_\epsilon\|_{W^{1,N}(\mathbb{R}^N)}^N = \frac{1}{c^{N-1}} \left( \alpha \|G_\alpha\|_N^N - \frac{N}{\beta_N} \ln \epsilon + A_\alpha + \frac{1}{\beta_N} \ln \frac{\omega_{N-1}}{N} - \frac{N-1}{\beta_N} \sum_{k=1}^{N-1} \frac{1}{k} + O(R^{-\frac{N}{N-1}}) \right).
\tag{3.50}
\]

Hence, for \(\epsilon\) small, we can choose \(c\) such that \(\|\phi_\epsilon\|_{W^{1,N}(\mathbb{R}^N)} = 1\), and
\[
c^{-\frac{N}{N-1}} = \alpha \|G_\alpha\|_N^N - \frac{N}{\beta_N} \ln \epsilon + A_\alpha + \frac{1}{\beta_N} \ln \frac{\omega_{N-1}}{N} - \frac{N-1}{\beta_N} \sum_{k=1}^{N-1} \frac{1}{k} + O(R^{-\frac{N}{N-1}}). \tag{3.51}
\]

We continue by estimating the integral of \(\Phi_N(\beta_N(1+\alpha\|\phi_\epsilon\|_N^N)|\phi_\epsilon|_N^N)\) on \(\mathbb{R}^N\). Using the inequality \(\Phi_N(t) \geq t^{N-1}/(N-1)!\), \(t \geq 0\), we have
\[
\int_{B_{Re}} \Phi_N(\beta_N(1+\alpha\|\phi_\epsilon\|_N^N)|\phi_\epsilon|_N^N) dx
\geq \frac{\beta_{N-1}^N(1+\alpha\|\phi_\epsilon\|_N^N)}{(N-1)!} \int_{B_{Re}} |\phi_\epsilon|^N dx
= \frac{\beta_{N-1}^N}{(N-1)!} \frac{(1+\alpha\|\phi_\epsilon\|_N^N) \left( \|G_\alpha\|_N^N + O((-Re \ln(Re))^N) \right)}{c^{N-1}}
= \frac{\beta_{N-1}^N}{(N-1)!} \frac{\|G_\alpha\|_N^N}{c^{N-1}} + O(R^{-\frac{N}{N-1}}), \tag{3.52}
\]
here we use (3.49) and (3.50) and \(R = -\ln \epsilon\).

For \(\epsilon > 0\) small, we have \(\phi_\epsilon > 0\) on \(B_{Re}\). It is easy to check that \((1+t)^a \geq 1 + at\) for any \(t > -1\) and \(a \in (1,2]\). Applying this inequality, we get on \(B_{Re}\)
\[
\phi_\epsilon^{-\frac{N}{N-1}} \geq c^{-\frac{N}{N-1}} + \frac{N}{N-1} \left( -\frac{N-1}{\beta_N} \ln \left( 1 + c_N \left( \frac{|x|}{\epsilon} \right)^{-\frac{N}{N-1}} \right) + A \right).
\]
Plugging (3.45) and (3.50) into this estimate, we get
\[
\phi_{\epsilon}^{N} \geq -\frac{\alpha}{N - 1} \|G_{\alpha}\|_{N}^{N} + A_{\alpha} + \frac{1}{\beta_{N}} \ln \frac{\omega_{N-1}}{N} + \frac{1}{\beta_{N}} \sum_{k=1}^{N-1} 1 + \frac{N}{\beta_{N}} R + \frac{N}{N - 1} \phi \left( \frac{x}{\epsilon} \right)
\]
\[
= c^{N-1} - \frac{N}{N - 1} \alpha \|G_{\alpha}\|_{N}^{N} + \frac{N}{\beta_{N}} \sum_{k=1}^{N-1} 1 + \frac{N}{N - 1} \phi \left( \frac{x}{\epsilon} \right),
\]
here the equality is obtained by using again (3.50). This together (3.51) leads to
\[
(1 + \alpha \|\phi_{\epsilon}\|_{N}^{N})^{\frac{1}{N-1}} \phi_{\epsilon}^{N} \geq -\frac{N}{\beta_{N}} \ln \epsilon + A_{\alpha} + \frac{1}{\beta_{N}} \ln \frac{\omega_{N-1}}{N} + \frac{1}{\beta_{N}} \sum_{k=1}^{N-1} 1 \\
+ \frac{N}{N - 1} \left( \sum_{k=1}^{N-1} \frac{1}{k} \right) \frac{\alpha \|G_{\alpha}\|_{N}^{N}}{c^{N-1}} - \frac{N^{2} - N + 2 \alpha^{2} \|G_{\alpha}\|_{2N}^{2N}}{2(N - 1)^{2}} \frac{N}{c^{N-1}} \\
+ \left( 1 + \frac{\alpha \|G_{\alpha}\|_{N}^{N}}{(N - 1)c^{N-1}} \right) \frac{N}{N - 1} \phi \left( \frac{x}{\epsilon} \right)
\]
(3.53)

From the definition of $\phi_{\epsilon}$ and (3.45), we have
\[
\int_{B_{R}} \phi_{N} \beta_{N} (1 + \alpha \|\phi_{\epsilon}\|_{N}^{N})^{\frac{1}{N-1}} \phi_{\epsilon}^{N} \, dx = \int_{B_{R}} e^{\beta_{N} (1 + \alpha \|\phi_{\epsilon}\|_{N}^{N})^{\frac{1}{N-1}} \phi_{\epsilon}^{N}} \, dx + O(R^{-\frac{N}{N-1}}). \quad (3.54)
\]

Plugging (3.53) into (3.54) and using (3.20), we get
\[
\int_{B_{R}} \phi_{N} \beta_{N} (1 + \alpha \|\phi_{\epsilon}\|_{N}^{N})^{\frac{1}{N-1}} \phi_{\epsilon}^{N} \, dx \\
\geq \frac{\omega_{N-1}}{N} e^{\beta_{N} A_{\alpha} + \sum_{k=1}^{N-1} \frac{1}{k} R_{k}^{N} \sum_{k=1}^{N-1} \frac{1}{k} \frac{\alpha \|G_{\alpha}\|_{N}^{N}}{e^{N-1}}} - \frac{(N^{2} - N + 2) \beta_{N} \alpha \|G_{\alpha}\|_{2N}^{2N}}{(N - 1)^{2}} \times \\
\times \int_{B_{R}} \left( 1 + c_{N} |x|^{\frac{N}{N-1}} \right)^{-N} \left( 1 + \frac{\alpha \|G_{\alpha}\|_{N}^{N}}{(N - 1)c^{N-1}} \right) \, dx + O(R^{-\frac{N}{N-1}}). \quad (3.55)
\]

It is easy to check that
\[
\int_{B_{R}} \left( 1 + c_{N} |x|^{\frac{N}{N-1}} \right)^{-N} \left( 1 + \frac{\alpha \|G_{\alpha}\|_{N}^{N}}{(N - 1)c^{N-1}} \right) \, dx \\
= \int_{\mathbb{R}^{N}} \left( 1 + c_{N} |x|^{\frac{N}{N-1}} \right)^{-N} \left( 1 + \frac{\alpha \|G_{\alpha}\|_{N}^{N}}{(N - 1)c^{N-1}} \right) \, dx + O(R^{-\frac{N}{N-1}})
\]
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and

\[
\int_{\mathbb{R}^N} \left(1 + c_N |x|^{N-1}\right)^{-N} \left(1 + \frac{\alpha \|G_\alpha\|_N^N}{(N-1) c_N^{N-1}}\right) dx = \frac{\Gamma \left(1 + \frac{N \alpha \|G_\alpha\|_N^N}{(N-1) c_N^{N-1}}\right)}{\Gamma \left(N + \frac{N \alpha \|G_\alpha\|_N^N}{(N-1) c_N^{N-1}}\right)} \Gamma(N) \bigg(1 - \frac{N^2}{2(N-1)!} \frac{\alpha \|G_\alpha\|_N^N}{c_N^{N-1}}\bigg) + O(R^{-\frac{N}{N-1}}).
\]

These two estimates and (3.55) imply

\[
\int_{B_R} \Phi_N(\beta_N(1 + \alpha \|\phi_\epsilon\|_N^N)^{N-1} \phi_\epsilon^{N-1}) dx \geq \frac{\omega_{N-1}}{N} e^{\beta_N A_\alpha + \sum_{k=1}^{N-1} \frac{k}{N-1}} \left[1 + \left(\frac{N \beta_N}{N-1} \sum_{k=1}^{N-1} \frac{1}{k} - \frac{N^2}{2(N-1)!}\right) \frac{\alpha \|G_\alpha\|_N^N}{c_N^{N-1}} - \frac{(N^2 - N + 2) \beta_N \alpha^2 \|G_\alpha\|_N^{2N}}{2(N-1)^2} \right] + O(R^{-\frac{N}{N-1}}) \tag{3.56}
\]

Combining (3.52), (3.56) and (3.50), we obtain

\[
\int_{\mathbb{R}^N} \Phi_N(\beta_N(1 + \alpha \|\phi_\epsilon\|_N^N)^{N-1} \phi_\epsilon^{N-1}) dx \geq \frac{\omega_{N-1}}{N} e^{\beta_N A_\alpha + \sum_{k=1}^{N-1} \frac{k}{N-1}} + \|G_\alpha\|_N^N \left[\frac{\beta_N^{N-1}}{(N-1)!} + \frac{\omega_{N-1}}{N} e^{\beta_N A_\alpha + \sum_{k=1}^{N-1} \frac{k}{N-1}} \times \alpha \left(\frac{N \beta_N}{N-1} \sum_{k=1}^{N-1} \frac{1}{k} - \frac{N^2}{2(N-1)!}\right) - \frac{\alpha \|G\|_N^N (N^2 - N + 2) \beta_N}{2(N-1)^2}\right] + \alpha(1). \tag{3.57}
\]

Since both \(\|G_\alpha\|_N^N\) and \(A_\alpha\) depend on \(\alpha\). This makes the difficulties to determine the sign of the term in the bracket in (3.57). However, we have the following.

**Lemma 3.12.** There exists \(\alpha_0 \in (0, 1)\) such that

\[
\frac{\beta_N^{N-1}}{(N-1)!} + \frac{\omega_{N-1}}{N} e^{\beta_N A_\alpha + \sum_{k=1}^{N-1} \frac{k}{N-1}} \alpha \times \frac{N \beta_N}{N-1} \sum_{k=1}^{N-1} \frac{1}{k} - \frac{N^2}{2(N-1)!} \frac{(N^2 - N + 2) \beta_N}{2(N-1)^2} > 0
\]

for any \(0 < \alpha < \alpha_0\).

**Proof.** Let \(G_0\) be solution of (3.34) corresponding to \(\alpha = 0\), i.e., \(G_0\) is the distributional solution of

\[-\Delta_N G_0 + G_0^{N-1} = \delta_0.\]
Note that
\[-\Delta_N G_\alpha + (1 - \alpha)G^{N-1}_\alpha = \delta_0.\]
A simple scaling argument shows that \(G_\alpha(x) = G_0((1 - \alpha)^{1/N}x)\) which implies
\[A_\alpha = A_0 - \frac{1}{\beta_N} \ln(1 - \alpha), \quad \|G_\alpha\|_N^N = (1 - \alpha)^{-1}\|G_0\|_N^N.\]

Hence
\[e^{\beta_N A_\alpha + \sum_{k=1}^{N-1} \frac{1}{k} \alpha (\frac{N\beta_N}{N-1} \sum_{k=1}^{N-1} \frac{1}{k} - \frac{N^2}{2(N-1)!} - \frac{\alpha}{1 - \alpha} \|G_\alpha\|_N^N (\frac{N^2 - N + 2)\beta_N}{2(N-1)^2}) \right) = e^{\beta_N A_0 + \sum_{k=1}^{N-1} \frac{1}{k} \alpha (\frac{N\beta_N}{N-1} \sum_{k=1}^{N-1} \frac{1}{k} - \frac{N^2}{2(N-1)!} - \frac{\alpha}{1 - \alpha} \|G_0\|_N^N (\frac{N^2 - N + 2)\beta_N}{2(N-1)^2}) \right).\]

By this equality, we easily obtain the conclusion of this lemma. \(\square\)

Let \(\alpha_0\) be the number in Lemma 3.12. (3.57) together Lemma 3.12 implies (3.43) for any \(0 \leq \alpha < \alpha_0\) when \(\epsilon > 0\) small.

We now have all ingredients to prove Theorem 1.1 in the critical case.

\[\text{Proof of Theorem 1.1 in the critical case. Let } \alpha_0 \in (0, 1) \text{ as in Lemma 3.12, we have (3.43) for } \phi_\epsilon \text{ defined by (3.44) and } \epsilon > 0 \text{ small enough. In the light of Lemma 3.11, the sequence } c_\epsilon \text{ is bounded, and hence we can use Lemma 3.2 to finish our proof.} \square\]

4 Proof of Theorem 1.2

This section is devoted to prove Theorem 1.2, that is, \(MT(N, \beta_N, 1) = \infty\). Our main tools are the Moser sequence used by Moser [31] and by Adachi and Tanaka [1] together the scaling argument. We first recall an exchange of functions between function on \(\mathbb{R}\) and the radial function on \(\mathbb{R}^N\). Let \(u\) be a radial function on \(\mathbb{R}^N\), as before, we write \(u(r)\) instead of \(u(x)\) with \(|x| = r\). Following the idea of Moser, we define a new function \(w\) on \(\mathbb{R}\) by
\[w(t) = N^{1-\frac{1}{\beta_N}} \omega_{N-1}^\frac{1}{\beta_N} u(e^{\frac{-t}{\beta_N}}).\] (4.1)

Then we have the following relation
\[\int_{\mathbb{R}^N} \Phi_N(\beta |u(x)|^{\frac{1}{\beta_N}}) dx = \frac{\omega_{N-1}}{N} \int_{\mathbb{R}} \Phi_N \left( \frac{\beta}{\beta_N} |w(t)|^{\frac{1}{\beta_N}} \right) e^{-t} dt.\] (4.2)

For \(k \geq 1\), we consider the sequence \(u_k\) of functions in \(W^{1,N}(\mathbb{R}^N)\) defined by
\[u_k(x) = \begin{cases} 0 & \text{if } |x| \geq 1, \\
-\omega_{N-1}^\frac{1}{\beta_N} \left( \frac{k}{N} \right)^{-\frac{1}{\beta_N}} \ln |x| & \text{if } e^{-\frac{k}{N}} \leq |x| < 1, \\
\omega_{N-1}^\frac{1}{\beta_N} \left( \frac{k}{N} \right)^{-\frac{1}{\beta_N}} \ln |x| & \text{if } 0 \leq |x| < e^{-\frac{k}{N}}. \end{cases}\] (4.3)
Note that \( \| \nabla u_k \|_N = 1 \) and
\[
\int_{\mathbb{R}^N} u_k(x)^N dx = \frac{N!}{N^N k} + O(k^{-1} e^{-k}). \tag{4.4}
\]

For \( R > 0 \), define \( u_{k,R}(x) = u_k(x/R) \), and \( \tilde{u}_{k,R} = u_{k,R}/\|u_{k,R}\|_{W^{1,N}(\mathbb{R}^N)} \). It is obvious that \( \| \nabla u_{k,R} \|_N = 1 \) and by (4.4)
\[
\int_{\mathbb{R}^N} |u_{k,R}|^N dx = R^N \int_{\mathbb{R}^N} |u_k|^N dx = R^N \left( \frac{N!}{N^N k} + O(k^{-1} e^{-k}) \right),
\]
which implies
\[
\frac{1 + \| \tilde{u}_{k,R} \|_N^N}{\| u_{k,R} \|_{W^{1,N}(\mathbb{R}^N)}} = \frac{1 + 2 \| u_{k,R} \|_N^N}{(1 + 2 \| u_{k,R} \|_N^N)^2} = 1 + O(\| u_{k,R} \|_N^{2N}) = 1 + R^N O(k^{-2}). \tag{4.5}
\]

Let \( w_k \) be the function determined from \( u_k \) by (4.1), we then have
\[
w_k(t) = \begin{cases} 
0 & \text{if } t \leq 0, \\
\frac{k^{N-1} t}{k} & \text{if } 0 < t \leq k, \\
\frac{k^{N-1}}{t} & \text{if } t > k.
\end{cases} \tag{4.6}
\]

Since \( \| \tilde{u}_{k,R} \|_{W^{1,N}(\mathbb{R}^N)} = 1 \), from (4.2), (4.5), (4.6) and integration by parts, we get
\[
MT(N, \beta_N, 1) \geq \int_{\mathbb{R}^N} \Phi_N (\beta_N (1 + \| \tilde{u}_{k,R} \|_N^{N-1} w_k^{N-1})) dx
\]
\[
= \int_{\mathbb{R}^N} \Phi_N \left( \beta_N \left( 1 + \frac{\| \tilde{u}_{k,R} \|_N^N}{\| u_{k,R} \|_{W^{1,N}(\mathbb{R}^N)}} \right)^{\frac{1}{N-1}} u_k^{\frac{N}{N-1}} \right) dx
\]
\[
= R^N \int_{\mathbb{R}^N} \Phi_N \left( \beta_N \left( 1 + \frac{\| \tilde{u}_{k,R} \|_N^N}{\| u_{k,R} \|_{W^{1,N}(\mathbb{R}^N)}} \right)^{\frac{1}{N-1}} u_k^{\frac{N}{N-1}} \right) dx
\]
\[
= R^{N\omega_N-1} \int_{\mathbb{R}} \Phi_N \left( \left( 1 + R^N O(k^{-2}) \right)^{\frac{1}{N-1}} w_k^{\frac{N}{N-1}} \right) e^{-t} dt
\]
\[
= R^{N\omega_N-1} \int_{\mathbb{R}} \Phi_N \left( \left( 1 + R^N O(k^{-2}) \right) w_k^{\frac{N}{N-1}} \right) e^{-t} dt
\]
\[
\geq R^{N\omega_N-1} \int_{k}^{\infty} \Phi_N \left( \left( 1 + R^N O(k^{-2}) \right) w_k^{\frac{N}{N-1}} \right) e^{-t} dt
\]
\[
= R^{N\omega_N-1} \Phi_N \left( (1 + R^N O(k^{-2})) k \right) e^{-k}
\]
\[
= R^{N\omega_N-1} e^{-k} \left( e^{k+R^N O(k^{-1})} - \sum_{j=0}^{N-2} \frac{(k + R^N O(k^{-1}))^j}{j!} \right). \]
Let $k \to \infty$ we obtain

$$MT(N, \beta_N, 1) \geq \frac{R^\frac{N}{2} N - 1}{N},$$

for any $R > 0$, hence $MT(N, \beta_N, 1) = \infty$. This finishes our proof.
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