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ABSTRACT

Precision medicine has emerged as a disrupting medical model to transform a historically reactive medicine into a proactive one that focuses on delivering individualized treatment. A relevant challenge of precision medicine is to integrate the large amount of omics data that exists. This data has a high degree of heterogeneity, dispersion, and isolation. In addition, there is a lack of a solid ontological commitment regarding domain concepts and definitions, and a unified guideline of how to transform data into knowledge is missing. In this work, we report our experience applying conceptual modeling to deal with these challenges in a specific genomics dimension, i.e., Precision Medicine. To do so, we have applied conceptual modeling techniques. The use of these techniques allows us to create representations of the world (i.e., conceptual schemes) that can be used for the purposes of understanding, communicating, and problem-solving. They also help to establish a common ontological framework to facilitate both communication and knowledge evolution in complex domains. We identify a set of limitations that emerged after working in a precision medicine context, and we describe how we have solved them using conceptual modeling. Thus, the main contribution of this work is to present the subsequent Conceptual Schema that allowed us to overcome these limitations, which provides a better representation of proteomics data and eases its integration.
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I. INTRODUCTION

Getting a precise understanding of how life works is a titanic task, which is as complex as exciting. One of the fields that focuses on achieving this purpose is genomics, a novel interdisciplinary field of biology. Although our knowledge of this field is still quite limited, we have already begun to take advantage of this knowledge in several domains, such as agrifood and precision medicine.

The practice of medicine is currently undergoing a paradigm shift thanks to precision medicine, transforming a reactive medicine into a proactive one that focuses on individualized disease diagnosis, treatment, and prevention. To this aim, precision medicine can be tackled using a computational approach that attempts to integrate and interpret genomics data. Despite the high use of the term precision medicine in the literature, its exact meaning remains unclear [31]. Precision medicine is a concept that is closely related to “personalized medicine”. Initially, precision medicine was defined as how molecular diagnostics allows doctors to diagnose the cause of a disease unambiguously [64]. Both terms (i.e., personalized medicine and precision medicine) have so much overlap that they were often used indistinctly. Over time, precision medicine has gained more popularity because of multiple reasons. First, “personalized” means to devise a different treatment for each individual patient, which is how medicine is practiced every day [27].

More recent approaches have tried to provide a more comprehensive definition of precision medicine. These approaches treat precision medicine as a standardized process [31]. Indeed, the personalized approach is inherent to the doctor-patient relationship, but being able to exploit new
data adds a considerable amount of information that is beyond observable signs and symptoms. Precision medicine incorporates clinical data, lifestyle, or genomics information, among others. Commonly used definitions of precision medicine can be summarized as the stratification of patients using novel approaches [3]. The novelty of this new stratification is that it is not based on classical symptoms. Instead, it is based on identified “treatable” traits.1 The result of this stratification is the identification of subgroups of patients whose treatment can be improved because of more precise drugs related to the recognition of these treatable traits.

As we have mentioned above, plenty of new data is taken into account in precision medicine, being genomics data the one the we are interested in. Genomics is a field that focuses on studying the genomes of organisms. Genomics includes, among other fields, the study of i) DNA sequences [37], ii) the functionality of genes [28], or iii) how our genome contributes to the development of the nervous system [6]. Genomics is part of what is called omics. Omics is a term that includes several fields of biology whose names end with the suffix omics and focus on specific fields of life. For instance, genomics focuses on the study of the genome, proteomics focuses on the study of proteins, metabolomics focuses on the study of the metabolism, etc. All these fields are relevant and provide precision medicine with very valuable data that can be converted into knowledge and, consequently, into better treatments. In this work, we have focused on how to improve the representation of the three fields of omics mentioned above, namely, proteomics (Section III-A), genomics (Section III-B), and metabolomics (Section III-C).

The rise of precision medicine is closely related to our ability to generate large amounts of omics data: we can sequence a whole human genome for one thousand dollars, but the cost was twenty times bigger a decade ago. In line with that, the speed at which we identify and sequence omics data has risen with the advent of Next Generation Sequencing (NGS) techniques. NGS is also called second-generation sequencing, and they dropped the sequencing costs [5] and increased sequencing speed [21] dramatically. The reason for that is parallelism: NGS techniques can parallelize many of the reactions carried out in sequencing, increasing throughput [24], [36]. Another difference is that NGS techniques use light detection methods whereas previous sequencing techniques used chemical methods.

The lack of a solid ontological commitment that is shared across the scientific community and the existing data problems that are inherent to genomics complicate the achievement of this goal. Some of the causes of the problems mentioned above include the following: the increasing sequencing capacity thanks to NGS techniques [54]; the lack of a unified guideline of how to transform data into knowledge [58]; and the high degree of heterogeneity, dispersion, and isolation that exist in genomic data [41]. The issue of domain heterogeneity stems from the fact that there are many different standards and formats. The issue of dispersion is due to the fact that there are hundreds of different relevant genomic databases, many of which are created or removed every year [48]. The isolation issue arises because it is difficult to integrate or interconnect genomics data because of the two problems mentioned above. These problems are globally referred to as genomic data chaos.

We face these challenges by applying Conceptual Modeling (CM) techniques and using their advantages to solve most of the problems that hinder the possibility of making precision medicine a reality in clinical practice. CM is defined as the activity of creating mental representations of the world (i.e., conceptual models) to be used for the purposes of understanding, communicating, and problem-solving [38]. Conceptual models are intuitive, direct, and natural representations of a domain that allows us to answer fundamental questions by identifying relevant concepts and their relationships with each other. Thus, they help to establish a common ontological framework that facilitates both communication and knowledge evolution in complex domains [10].

The use of CM has provided us with a solution to deal with one of the most complex tasks of current genomics research, the understanding of the human genome from a holistic perspective. This solution is the Conceptual Schema of the Human Genome (CSHG). The initial approach of the CSHG, which was centered only on the human genome, has been re-engineered to be transformed into a species-independent Conceptual Schema (CSG). More details regarding this re-engineering work and its validation can be found in [50]. Our CSG has been used in several real-world use cases, which can be grouped into two contexts. The first context is the genetic improvement of crops. The second context is precision medicine. We have identified a set of limitations of the CSG when we used it in the most recent use cases of precision medicine. These limitations need to be addressed in order to provide stakeholders with the best experience when using the CSG. Besides, the complexity and dynamism of genomics require the CSG to be in constant evolution and improvement.

In this work, we describe the identified limitations, and we show how we have expanded the CSG to solve them. This expansion of the CSG includes improving the representation of proteins, the addition of the clinical actionability concept, and improving the representation of pathways and their biological entities. In addition, we report the results of the subsequent discussions, focusing on the ontological commitments established. Thus, the main contribution of the work is to present an extended version of the CSG. This version has been improved and expanded enough to work with our most recent real-world use cases, which are associated with precision medicine practices.

The rest of the paper is structured as follows: Section II-A describes our previous work regarding the design of a holistic Conceptual Schema of the Human Genome. This section presents the CSHG and its evolution, from its initial version to the final one. Section II-B briefly describes the re-engineering

1This process is also known as deep phenotyping.
A conceptual schema that is species-independent. Section III discusses the changes that we have made to the CSG to obtain the latest working version. Section IV ends with our conclusions and addresses further work.

II. BACKGROUND

In this Section, we report our previous work when modeling the Genome. First, we describe how the CSHG has been updated over the years, from its first working version, to the last one: version 3. Second, we motivate the need for creating a conceptual schema that is species-independent.

A. EVOLUTION OF THE CONCEPTUAL SCHEMA OF THE HUMAN GENOME

For years, our CSHG has provided us with a holistic perspective of the human genome. It constitutes the conceptual background needed to define and describe the relevant genomic components, and it makes the understanding of the human genome a viable task. Understanding the genome is a complex task because it is a domain that is under constant evolution, and even the most basic concepts are under discussion. In addition, there are plenty of polysemic terms, and selecting the appropriate meaning for a given context is not trivial. The decisions taken have a direct impact on the data analysis strategies that are associated with precision medicine.

The CSHG has evolved along with the advances of the ontological commitments that are associated with genomics. Initially, the main goal of the CSHG was to decipher life and understand the internals of genomics. Although this goal still exists, we have expanded our vision with the rise of precision medicine. The first versions were developed to understand the inner of the genome. But the later versions have been updated over the years, from its first working version, to the last one: version 3. Second, we motivate the need for creating a conceptual schema that is species-independent.

1) CSHG VERSION 1

The goal of this preliminary version was to model the most basic concepts that play a crucial role in genomics from a unified and holistic perspective. In this version, we proposed a gene-centered vision. In that vision, the notion of gene is the central and most important concept, and its DNA sequence constitutes the structural unit of description. We focused on studying individual genes, the mutations that may affect them, and the consequences of these mutations from a holistic perspective.

Version 1 was divided into three main views: the “Gene-mutation view”, the “Genome view”, and the “Transcription view”. The Gene-mutation view represents the structure of the genes and their allelic variations. The “Genome view” describes the variations that may be present in individual genomes when compared to the reference genome (i.e., individual-specific variations). The “Transcription view” models two dimensions. The first dimension is the set of basic components that participate in the protein synthesis process. The second dimension is the way they are affected by allelic variations in the genes that codify these proteins. More details regarding Version 1 can be found in [42].

2) CSHG VERSION 1.1

The main contribution of this version was the “Phenotype view”. We characterized phenotypic information in order to provide more consistency and completeness to the model. It reinforced the holistic perspective of our CSG by explicitly establishing the link between phenotype and genotype. The “Phenotype view” represents the different phenotypes, their classification, and their severity. It also connects them to the variations that are responsible for their expression. More details regarding Version 1.1 can be found in [49].

3) CSHG VERSION 2

The third update of the CSHG completely changed how the genome is represented. While the previous versions were focused on gene sequences, this version focused on analyzing chromosome sequences. There are three reasons for this decision. The first reason is that domain experts work with DNA sequences whose origin is other genome structures that are different from genes (e.g., promoters, intergenic regions, etc.) The second reason is that the study of RNA sequences and amino acid sequences is as frequent and relevant as studying DNA sequences. The third reason is that there is a lack of consensus regarding the precise definition of the gene.

Consequently, Version 2 changed from a gene-centered to a chromosome-centered perspective. A new concept, called chromosome element was defined to easily model any relevant genome component as a part of a chromosome, providing its sequence. More details regarding Version 2 can be found in [45].

4) CSHG VERSION 3

The most recent update of the CSHG comprised a large number of updates. The first update consisted of conceptually refactoring a set of concepts that were too tied to specific solutions (i.e., databases or data types) in order to increase the genericity of the model. The second update consisted of including the notion of assembly and its implications regarding chromosomes and chromosome elements. The third update consisted of expanding the representation of the transcription process. The fourth update expanded the “Variation view” by updating how variations are characterized hierarchically. The fifth update was centered on...
representing the structural changes that variants cause at the DNA, RNA, and amino acid levels.

Version 3 is divided into five views: i) the “Structural view”, which describes the structure of the human genome; ii) the “Transcription view” which models protein synthesis; iii) the “Variation view” which characterizes changes in the sequence of the human genome regarding a reference sequence; iv) the “Bibliography view” which details information and sources related to the elements of the conceptual schema; and v) a new view, called “Pathway view”, which represents human metabolic pathways, thereby increasing the holistic perspective of the conceptual schema. More details regarding Version 3 can be found in [16]

B. TOWARDS A SPECIES-INDEPENDENT CONCEPTUAL SCHEMA OF THE GENOME: THE CSG

After updating and extending the CSHG to Version 3, we have used it in real-world use cases related to precision medicine. However, since we have expanded the scope of our research to new genomic domains, we studied the suitability of applying the Conceptual Modeling techniques used to develop the CSHG to design a conceptual schema that could be useful in representing the genome of other species. Two characteristics are shared by every species. The first characteristic is that every organism is made of cells, and these cells contain genetic information in the form of DNA or RNA. The second characteristic is that life is just a set of chemical reactions at the molecular level.

Thus, an opportunity arose to check the validity of our assumptions. We collaborated with a research institute that studies the genome of the genus citrus. In this collaboration, we created a new Conceptual Schema that precisely captures the relevant concepts of this particular domain and their relationships with each other. We called it the Conceptual Schema of the Citrus Genome (CSCG). A Genome Information System was developed using the CSCG as the ontological foundation [17].

After validating our previous insights, we ended up with two different conceptual schemes: the CSHG and the CSCG. Although there are differences between the two conceptual schemes, there are strong similarities in their concepts (e.g., the structural parts of the DNA sequence or the synthesis of proteins). Therefore, we proposed a novel hypothesis: if the genome at its most elemental level is the same, then the species from which the genome is being studied in a specific use case does not matter. This hypothesis was validated by creating the Conceptual Schema of the Genome (CSG) to precisely capture the genome components that are common across species. The CSG is CS that is generic enough from which specific conceptual views can be generated. These views are tailored to the particularities and idiosyncrasies of the use cases that we might face, making the working species just another particularity. Several challenges had to be faced to create the CSG, such as modeling the concepts of species and ortholog group. These additions allowed us to interconnect the different genomic components between species. The resulting conceptual schema was empirically validated to ensure its quality and correctness. More details regarding the generation of the CSG and its validation can be found in [15], [50]

III. EXPANDING THE CONCEPTUAL SCHEMA OF THE GENOME TO IMPROVE ITS USE IN PRECISION MEDICINE

As we mentioned in Section II-B, the most recent use cases where we have used the CSG required expanding some parts. Specifically, the transcription view, the variation view, and the pathway view. For the transcription view, we found that the representation of proteins required adding some new concepts. Three topics that are a matter of study in precision medicine are missing in the CSG: i) the description of protein function and the identification of protein-protein interactions [25], [33]; ii) the existence of protein isoforms [35]; and iii) the description of protein structure [51].

For the variation view, determining the clinical importance of variants is a crucial aspect. This process is known as variant interpretation. It consists of the classification of the variants according to standards and guidelines, such as the ACMG/AMP [47] or Sherloc [40]. However, the way some genomic databases handle variant interpretations can be improved. For example, some databases integrate all of the interpretations a variant has for different phenotypes to create an aggregate value that can lead to misinterpretations, which worsens precision medicine diagnoses [34].

For the pathway view, there is a need to improve the characterization of the different physical entities that take part in pathways. In addition, the view needs to be expanded to allow stakeholders to i) locate the places where pathways are carried out and ii) describe the changes that occur in the cell functionality because of these pathways.

A. EXTENDING AND IMPROVING THE REPRESENTATION OF PROTEINS

Proteins are macromolecules that play a fundamental role within every cell and metabolic reaction. For example, protein kinases are known to enable learning and memory [19], high concentrations of C-reactive protein (CRP) are associated with an increased risk of heart diseases [7], etc. The previous version of the CSG represented proteins as a type of entity that is characterized by an identifier, a name, and a description. Some proteins can be enzymes, which have a commission number. Proteins can take part in processes as an input, an output, or a regulator, and the combination of these processes represents biological pathways.

Although this approach captures the role of proteins in metabolic reactions with an appropriate level of detail, four challenges arose that are related to lower-level protein structure and functionality.

The first challenge is related to the existence of protein isoforms and precursor proteins. Protein isoforms are generated as a consequence of four events: alternative promoter usage [30], alternative splicing [28], alternative initiation [56], and ribosomal frameshifting [8]. In the previous
version of the CSG, protein isoforms were not modeled. Consequently, there was a loss of knowledge. For example, the Epidermal Growth Factor Receptor (EGFR) protein has four isoforms, but isof orm 2 has relevant differences compared to the other ones. These specific isoforms may act as an antagonist of the epidermal growth factor. They are expressed in ovarian cancers [22], and their length is 405 amino acids instead of the 1,210 amino acids of the canonical isof orm [44]. Another example is the Vascular Endothelial Growth Factor A (VEGFA) protein, which has seventeen isoforms. While some VEGFA isof orms are expressed widely, others are not [53]. A precursor protein is a protein that requires additional processing to become mature. This processing is called Post-translational Modifications (PTMs). PTMs include the extent of peptides, the cleavage of the initiator methionine, or the covalent binding of a lipid group. For example, the Apolipoprotein E (APOE) protein undergoes multiple glycosylations [39], although they are not required for proper expression and secretion [60]. The reported information could not be represented in the CSG; thus, the characterization and addition of these concepts are needed.

The second challenge is related to the physical structure of proteins. The amino acid sequence of proteins has a three-dimensional arrangement in space. This arrangement is stabilized by polar hydrophilic hydrogen, ionic bond interactions and internal hydrophobic interactions between non-polar amino acid side chains [13]. A protein’s three-dimensional structure dictates its biological function. Knowing a protein structure provides a better understanding of how it works, which, in turn, allows us to hypothesize about how to affect it or modify it. This knowledge is of crucial importance in pharmacoproteomics [61]. However, experimentally identifying the structure of a protein is a complex process that requires a large amount of money, time, and expertise. The rate at which proteins are discovered and sequenced is much higher when compared to the discovery of protein structures. Currently, there are 1,500 times more protein sequences than structures. All in all, the availability of new protein sequence data continues to outpace the availability of experimental protein structure data by far, only increasing the need for accurate protein modeling tools [61]. Therefore, we determined that the CSG should model protein structure, including the secondary structure, the super-secondary structure, and the tertiary structure. This addition allows us to identify potential changes in protein structure due to the presence of variations in coding sequences of the DNA. Besides, Conceptual Modeling (CM) also helps to establish common ontological frameworks that facilitate both communication and knowledge evolution in complex domains such as genomics and proteomics because it answers fundamental questions regardless of the research area by identifying what concepts are relevant and their relationships with each other [10]. It also provides a means to make mental representations of the world explicit. Therefore, we believe that the use of CM will help develop more accurate protein modeling tools, which is a relevant addition to the existing body of knowledge.

The third challenge is related to the biophysical and chemical properties of proteins. These properties also alter how they interact with the environment. In the previous version of the CSG, we modeled proteins as components that took part in processes in a static way (i.e., they will always perform the same way); but this approach is incomplete since they are not isolated entities. They are affected by the environment. There is a set of protein properties that alters their functionality: the wavelength at which photo-reactive proteins show maximal light absorption; the optimum pH at which proteins perform their activity; and the enzyme’s maximal velocity (i.e., the rate attained when the site of an enzyme saturates with a substrate). As examples, the optimum pH for the Phosphatidylserine lipase (ABHD16A) enzyme is between 7.2 and 8.0 [52], and the Pyruvate kinase (PKM) enzyme has a Michaelis constant (KM) value of 2.7 mM for phosphoenolpyruvate at 32 degrees Celsius [12]. We conclude that these properties and context-dependent properties are required in the CSG in order to improve its holistic representation of proteomics.

To achieve our goal of integrating this information into our CSG, we started by studying the knowledge that is currently available in the domain. To do this, we decided to perform an in-depth study of the Universal Protein Resource (UniProt) database [55]. UniProt provided us with valuable information regarding protein-related knowledge and how data is stored. For the challenge described above, UniProt contains detailed information on protein isoforms, precursor proteins, and the PTMs that transform a precursor protein into a mature one. It also describes the secondary and tertiary structure of proteins, including motifs and functional domains, and their location in the amino acid sequence. Uniprot also offers contextual information on proteins. It provides data regarding protein light absorption, kinetic parameters, pH dependence, redox potential, and temperature dependence. Great effort was required to obtain the level of knowledge from Uniprot that is needed to expand our CSG, which resulted in the generation of a conceptual schema of UniProt. More details regarding the obtention of such a schema can be found in [32], where the conceptualization process is reported in detail.

Once we obtained a deep understanding of how protein knowledge is represented in UniProt, we started the next step: integrating this knowledge into the CSG in order to effectively overcome the challenges described above. The resulting conceptual schema is shown in Figure 1. For the first challenge, we created the concept of ISOFORM, which is defined as one of the sets of different versions that a PROTEIN can have. Each isoform is characterized by an identifier, a name, its sequence, its status (which is used to indicate whether the reported information has been manually validated by expert curators), and its level of existence (which is used to indicate to what extent its existence has been confirmed). Isoforms can either be MATURE or PRECURSOR ones. While precursor isoforms require further processing to
become mature, not every mature isoform is derived from a precursor protein. Finally, one of the existing isoforms of a protein (either mature or precursor) is the canonical isoform, which is defined as the most prevalent one.

For the second challenge, we modeled the physical arrangement of proteins in space through their primary, secondary, and tertiary structures. The primary structure of a protein is its sequence of amino acids, which is an attribute of the isoform class. Also, the primary structure of the canonical isoform of a protein can contain a set of SEQUENCE FEATURES. They are defined as specific parts of the amino acid sequence that are considered to be of interest. Two types of sequence features can be identified: SITES and REGIONS. Sites describe single amino acid sequences such as cleavage, inhibitory, or breakpoint sites. Regions describe sequences of more than one amino acid with a functional or biological interest, e.g., a region that mediates transcriptional activity.

Then, we characterized the concepts of SECONDARY STRUCTURE and SUPER SECONDARY STRUCTURE. Secondary structures are recurring arrangements in space of adjacent amino acids [20]. They arise from the identified regions of interest in the sequence. This allows connecting the primary and the secondary structures in the model since secondary structures are the three-dimensional form of regions that are identified in the primary structure. Secondary structures are characterized by a name, a description, and their dihedral angles. The dihedral angle is the internal angle of an amino acid sequence at which two adjacent planes meet. The \( \phi \) and the \( \psi \) angles are used. They have a limited number of possible values due to the existing chemical effects inside the protein structure (the possible values are identified in Ramachandran plots). The main secondary structures are sheets, turns, and helices, with helices being the most complex ones to characterize. While the sheet is characterized by its direction and the turn by the separation between the last two residues, the helix is characterized by its type, amino acids per turn, translation, radius, pitch, and hydrogen bond. The type indicates whether it is right-handed or left-handed. The value for amino acids per turn indicates the number of amino acids needed per turn of helix, and the turn per amino acid (i.e., the turn in degrees caused per amino acid) is derived from this value. The translation indicates the translation distance (in nm) per amino acid. The radius indicates the radius (in nm), of the helix. The pitch indicates the vertical distance (in nm) between two turns. The hydrogen bond indicates the type of hydrogen bond of the helix. Table 1 shows a set of helices as an example of how secondary structures can be instantiated using this characterization.

A super secondary structure is a combination of multiple secondary structures [20]. For example, a \( \beta \)-barrel is a super secondary structure that is obtained from a tandem repeat of \( \beta \)-sheets. Some super secondary structures are motifs, which are three-dimensional structures shared by a variety of different and evolutionarily unrelated proteins. For example, a helix-loop-helix is a motif that is composed of two \( \alpha \)-helices connected by a turn.

Finally, we characterized the concept of TERTIARY STRUCTURE, which refers to the overall three-dimensional arrangement of a protein in space [20]. A tertiary structure is characterized by a name and a description. Tertiary structures are defined by the secondary and super secondary structures that compose them. Protein domain identification is relevant because the presence of a specific set of secondary or super secondary structures in a protein does not necessarily
indicate a specific functionality. Thus, two proteins may share common secondary structures with unrelated functionality. A tertiary structure can also be specialized into a DOMAIN. Protein domains are the smallest functional unit of a protein. They are self-stabilizing regions that fold independently and have specific functionality. Domains are the building blocks of the proteins, and they can be part of several of them. They are also used to infer protein-protein interactions (PPIs) because domains are directly involved in intermolecular interactions. A huge number of domains have been identified, each with a specific cellular function [57]. This approach allows us to model the three-dimensional arrangement of proteins in space and to locate variations in the structural and functional units that shape proteins.

Even though motifs and domains are made of secondary elements, they have a completely different nature. Motifs are formed by the connection of helices and sheets through turns. They mainly have a structural function, although sometimes they can perform similar biological functions in a particular protein family, and they are not independently stable. Domains can contain both secondary and super secondary structures and are formed by disulfide bridges, ionic bonds, and hydrogen bonds. Each domain has a unique function, and they are independently stable.

For the third challenge, we included the identified parameters into the protein and enzyme entities, and we defined the concept of kinetic context. In proteins, we added the following attributes:

- Maximal light absorption: the wavelength (in nm) at which photo-reactive proteins show their maximal light absorption.
- Optimum pH: the optimum pH for protein activity.
- Redox potential: the tendency of a protein (in mV) to gain or lose electrons.

In enzymes, we included the minimal and maximal temperature, which indicates the upper and lower limit of temperature (in Celsius) where an enzyme can perform its action. Enzymes also have two kinetic properties, the Michaelis–Menten kinetics (KM CONSTANT) and the MAXIMAL VELOCITY. The KM constant represents the substrate concentration at which half of the enzyme’s active sites are occupied (this constant is used to measure the affinity of an enzyme for a substrate). It is the value of the substrate concentration at half of the maximal velocity. The maximal velocity of a reaction is reached when the enzyme sites are saturated by a substrate.

The values of the kinetic properties of the enzyme can change and are dependent on an external context that is dynamic. This context refers to the substrate that saturates the sites of an enzyme and two conditions that are optional: the temperature and the pH. Our approach models the default maximal velocity and KM constant of an enzyme for a specific substrate and modifies these values depending on the temperature and the pH. Substrates are represented in the model as COFACTORS, a specific type of the basic element entity. Cofactors can be organic or non-organic, water-soluble, or lipid-soluble.

Apart from the three additions mentioned above, we also defined the concept of ROLE. According to the data available at the UniProt database, proteins can play a specific role in a phenotype, and this role is altered when variations in the DNA appear. For example, there is evidence suggesting that protein misfolding causes several degenerative and neurodegenerative disorders such as Alzheimer’s disease or Parkinson’s disease [9]. We generalized this concept in the CSG so that every biological entity can have a role in a given phenotype. Roles are characterized by the role type, a description, and a level of certainty (which indicates to what extent this link is valid). There are two types of roles, the DEFAULT ROLE, and the ALTERED ROLE. The default role indicates the expected role of an entity for a phenotype. The altered role emerges when changes in the DNA appear. The altered role can be linked to a set of variations that cause it. An example of an altered role is a protein with decreased efficiency due to a premature stop codon. To illustrate, the Optineurin protein is coded by the OPTN gene, and it plays an important role in the maintenance of the Golgi complex, in membrane trafficking, and in exocytosis [14]. The expression of the Optineurin protein is regulated by intraocular pressure [59], which is an example of the default role of the protein; however, altered roles may arise because of different variants in the genome. For example, Optineurin may selectively promote cell death of retinal ganglion [46] or increase the risk of suffering Normal Pressure Glaucoma (NPG) [46], which are examples of altered roles of the protein.

These changes allowed us to overcome the three challenges reported above. We can describe the existence of precursor proteins and protein isoforms with a high level of detail and clarity. The physical structure of proteins has been included in the model; the primary, secondary, and tertiary structure of proteins have been identified and characterized. Finally, the most relevant biophysical and chemical properties of proteins have been identified and represented in the CSG.

In summary, the number of modifications applied to the model are the following: 23 classes have been created, and five attributes have been added to existing classes.
B. CREATING THE CONCEPT OF CLINICAL ACTIONABILITY

One of the pillars of the Precision Medicine (PM) approach is genetic diagnosis. It is based on determining the practical importance of each DNA variant according to its role in the development of a disease, i.e., identifying if a variant is disease-causing or increases the risk of suffering it. The role of a variant for a given phenotype is known as “clinical significance”. The interpretation of the clinical significance of a variant is a challenging process that requires gathering and assessing the available evidence. Several publicly available databases, such as ClinVar, Ensembl, ClinGen, or CIViC, provide the clinical significance of variants.

Inspired by the approach that is provided by these data sources, the CSHG (and the CSG) modeled variants so that they can be associated with multiple clinical interpretations, and each clinical interpretation links a variation to a phenotype (see Fig. 2). Each variant (represented by the Variation class) may have multiple clinical interpretations provided by the scientific community (represented by the Significance class) for each Phenotype. The interpretations are described by the “ClinicalSignificance” and the “levelOfCertainty” attributes. The “ClinicalSignificance” attribute determines the practical importance of the variant (i.e., the variant’s pathogenicity) while the “levelOfCertainty” represents the relevance of the evidence used by each expert to assess that importance (i.e., the reliability of the clinical significance). The level of certainty is crucial in genetic diagnosis since it provides clinicians with a means to determine whether to include or discard variants.

Clinical significance is a helpful tool in genetic diagnosis, and it allows the scientific community to transform existing data into relevant information. However, we have identified a number of challenges related to the use of the clinical significance that is provided by these repositories (i.e., ClinVar, Ensembl, etc.). These challenges can be summarized as follows:

- The clinical significance of variants tends to be reported as a whole rather than at a phenotype level. This representation has a direct impact on the selection of variants. For example, a variant whose clinical significance is pathogenic for a given phenotype but benign for another will be reported as a conflicting variant. This interpretation is correct if both clinical significances refer to the same phenotype, but it is incorrect if they refer to different phenotypes. Thus, the clinical significance must be analyzed at a phenotype level.
- The management of conflicts between different interpretations for a variant is imprecise and deficient.

This management is, in part, a consequence of the item described above. The existing conflicts are not well-treated because they are annotated as conflicting without trying to solve them.

As a consequence of these problems, clinical experts are forced to review and analyze each interpretation in order to identify the correct role of variants. This review process frequently conforms to a tedious, manual, and error-prone working process that diminishes the added value of Information Systems in developing efficient precision medicine. The most problematic situation occurs when domain experts disagree about the role of a variant in the development of disease (i.e., one expert considers the variant as pathogenic and another one benign). This has led to the need to provide a new and improved solution.

We started by making a precise characterization of clinical significance. We characterized the existing types of clinical significance, and we determined how the conflicts that might arise among experts are managed. For the existing types of clinical significance, we have identified thirteen possible values:

1) **Pathogenic**: increases the susceptibility of predisposition to a certain Mendelian disorder.
2) **Benign**: reduces the susceptibility of predisposition to a certain Mendelian disorder.
3) **Likely Benign**: strong evidence in favor of reducing the susceptibility of predisposition to a certain Mendelian disorder.
4) **Likely Pathogenic**: strong evidence in favor of increasing the susceptibility of predisposition to a certain Mendelian disorder.
5) **Affects**: causes a non-disease phenotype, such as lactose intolerance.
6) **Drug Response**: alters a specific drug response in some way.
7) **Confers Sensitivity**: confers Sensitivity to a specific drug.
8) **Association**: identified the association to a disorder in a GWAS study.
9) **Uncertain Significance**: limited evidence regarding pathogenicity.
10) **Protective**: Decrease the risk of suffering a disorder.
11) **Conflicting data from submitters**: groups within a consortium have conflicting interpretations of a variant.
12) **Not Provided**: no clinical significance reported.
13) **Other**: any other possible value.

The existing clinical significances can be simplified and grouped according to their likelihood of causing a potentially significant effect.

---

**FIGURE 2. Clinical Significance in the Conceptual Schema of the Human Genome.**
damaging phenotype. We have used this approach as a basis to create an aggregate value for each phenotype that is associated with a variant. We call it “Clinical Actionability”. It is obtained by grouping the different interpretations that exist into a single term that integrates them. Clinical actionability provides a more precise assessment of the clinical significance of variants by integrating them and providing clinical actionability on a per-phenotype basis. It also precisely manages conflicts regarding the clinical significance of variants.

As shows in Fig. 3, in this version of the CSG, we have included the new “Actionability” class. This class is associated to a Variation, a Phenotype, and a set of Significances. The clinicalActionability attribute is the practical importance of the variant effect, i.e., it determines whether a variant is truly actionable for a phenotype based on the existing clinical significance. For each phenotype of a variant, the clinical actionability is calculated as an aggregate of the different clinical significance provided by experts. Only one clinical actionability is allowed for each Variation-Phenotype pair, which is represented as a data constraint to ensure data integrity and correctness. The clinicalActionability attribute can take five different values:

1) Disorder causing or risk factor: The variant is the cause of the phenotype or increases the likelihood of presenting it. This group includes the interpretations whose clinical significance is pathogenic, likely pathogenic, affects, risk factor, or association.

2) Uncertain role: The role of the variant in the development of the phenotype is not clear. This group includes the interpretations whose clinical significance is uncertain significance, or when conflicts between interpretations are present.

3) Not disorder causing or protective effect: The variant is not the cause of the phenotype nor does it provide a protective effect against it. This group includes the interpretations whose clinical significance is benign, likely benign, association not found, or protective.

4) Affects drugs or treatment response: The variant affects the sensitivity or response to the specified drug or treatment. This group includes the interpretations whose clinical significance is drug response or confers sensitivity.

5) Not provided: The variant does not have interpretations, and, as a consequence the clinical significance is unknown. This group includes the interpretations whose clinical significances is either unknown or not provided.

The impact of the changes described above (i.e., including the new actionability class and its relationships in the CSG) can be summarized as:

- Abstraction of the different variant effects according to their likelihood of being disease causing or protective.
- Being able to evaluate the clinical impact of variants for each associated phenotype.
- Decreasing the effort required for the evaluation of conflicts between interpretations.
- Decreasing the effort required to add new data sources that use different terms to classify the clinical significance.

To illustrate, the c.2843G>A variant [1] is considered a conflicting variation, but this situation is caused because of the missing clinical actionability concept. When this variation is analyzed at a phenotype level, we see that there is no conflict regarding the interpretations of the variant (see Table 2). This variation is not a rare case. We performed an analysis of the variations stored in the ClinVar database (which can be accessed in [2]) in order to understand the magnitude of the problem. The result is that 41,433 out of 776,454 variants (i.e., 5%) have a conflicting clinical significance. Although it is a small percentage, these variants are located in 2,589 genes and affect 5,067 phenotypes. The most

---

**TABLE 2.** The list of clinical significances associated to the c.2843G>A variation in ClinVar.

| Interpretation | Phenotype |
|----------------|-----------|
| Pathogenic     | Leber congenital amaurosis 8 |
|                | Retinal dystrophy |
|                | Retinitis pigmentosa 12 |
|                | Pigmented paravenous chorioretinal atrophy |
|                | CRB1-Related Disorders |
|                | Abnormality of the eye |
|                | Retinitis pigmentosa |
| Benign          | Pigmented paravenous chorioretinal atrophy |
affected phenotypes are cardiopathies, cancer, and different types of muscular dystrophy. These variants are more likely to be discarded from genetic diagnosis because they are labeled as conflicting even though their exclusion could lead to missing important information that could have a high impact on disease diagnosis and treatment.

In summary, the number of modifications applied to the model are the following: one class, three relationships, and one integrity constraint have been created.

C. METABOLIC PATHWAYS AND THEIR BIOLOGICAL ENTITIES

The pathway view of the CSG represents the metabolic reactions that take part in the organism of eukaryotic species. These reactions constitute a vast network of molecular interactions, where molecules are created, modified, combined, and destroyed. The pathway view represents all of these interactions as events in which input entities are transformed into output entities. The events can be regulated by regulator entities since they act as enhancers, promoters, catalysts, etc. Events are temporarily dependent on each other, which allows us to determine their temporal structure (i.e., the previous and later events of a given event). There are two types of events. The first type is the Process, which represents an atomic event that cannot be decomposed into more basic steps. The second type is the Pathway, which represents a complex event that is composed of a sequence of other events (either processes or pathways).

What is an entity? What kind of entities are defined? Figure 4 show our previous characterization of entities. We defined four types of entities: Simple, Complex, Polymer, and Entity Set. Simple entities represent the elementary entities that take part in processes. We have characterized simple entities based on the biological molecules that compose them. There are simple entities that are made of DNA (dna_e), RNA (rna_e), or amino acids (protein_e). Also, we have characterized the building blocks of these entities, i.e., the amino acid (aminoacid_e) and nucleotide (nucleotide_e) entities. Finally, there is another simple entity that is used to identify chemical compounds such as water or ATP (basic_e). The classes with “_e” are used as a dictionary to represent real biological elements. Therefore, the protein_e class is a dictionary class that represents the biological concept of the protein.

Simple entities can act together to perform biological activities, creating entities that can be Complex, Entity Set, or Polymer. Complex entities are created when at least two entities of any type are combined, such as protein complexes. Since each Entity plays a specific role in the complex, the role of a specific Entity in a Complex is represented through the Component class, which associates them and specifies the interaction type.

Entity Set entities are created when a set of entities of any type can be used indistinctly because they play an equivalent role. This type of entity is used to create aggregates of entities to reduce the granularity of pathways.

Polymer entities are created when at least two entities are concatenated. Unlike Complex and Entity Set entities, a Polymer must be composed of only one type of entity.

We conducted a workshop with a group of biologists and bioinformaticians to check the suitability of this representation and identify conceptual weaknesses. The result of this workshop can be summarized in the following points:

- There are some design decisions regarding the characterization of the Entity that requires further clarification. Are polymer entities a type of complex entity? Should the catalysis be a subtype of the regulator class? Do we really need to model the concepts of transcript and protein two times (using the rna_e and protein_e classes)? Why are the dna_e, rna_e, and the elements that compose them (i.e., the nucleotide_e class) represented at the same level of hierarchy? Should oligopeptides and...
FIGURE 5. Representation of the Pathway view of the Conceptual Schema of the Genome. The image shows a simplification of the CSG where only the modified concepts and those directly related to them are shown. Additions are represented in green. Modified concepts are shown in light orange.

polipeptides be modeled also? Should saccharides be modeled also?

• There is no way to determine the location where the events are produced. This also refers to distinguishing an entity that can be in different locations (e.g., how to differentiate between extracellular glucose and cytosolic glucose).

• This characterization can only represent changes that modify entities, but it cannot represent other changes such as the movement of an entity in a cell or changes in intracellular pH.

• It would be interesting to provide a means to represent the high-level role of entities in phenotypes because the reasons at the level of the chemical reaction might be unknown.

• Gene Ontology (GO) [4], [18] is one of the most commonly used databases for annotating the functionality of genes and their products. Workshop members indicated that they use GO extensively, so integrating GO data into the CSG should be one of our priorities. In line with that, it would be interesting to provide a means to determine the role that genes and their products play in a phenotype.

To deal with these points, we started by studying Reactome,\(^2\) since it is one of the most commonly used databases for working with reactions, proteins, and pathways. We downloaded the full Reactome data-set of information.\(^3\)

The data is stored in a graph-oriented database that is implemented using Neo4J.

After a thorough study of Reactome data, we started updating our CSG to address the points summarized above. Fig. 5 shows the resulting conceptual schema. The most notable change is that we have generalized the concept of ENTITY, and now every entity of the structural view and the transcription view is an entity. The number of subtypes of entities has been reduced to two: COMPLEX and SIMPLE. The notion of complex entity remains unchanged. It is defined as a class that represents the combination of two entities (either complex or simple). The notion of simple entity is more generic, and there are three types of simple entities: MONOMER, POLYMER, and BASIC.

A monomer entity represents the molecules that can react together to form larger entities (i.e., polymer entities). For example, nucleotides (i.e., a monomer) form nucleic acid (polymer). Monomers are characterized by a physical structure (i.e., cyclic or linear), a polarity (i.e., polar or non-polar), and a skeletal formula. There are three monomer entities in our model since they are the most representatives in life forms [26]. These are the amino acid, the monosaccharide, and the nucleotide.

A polymer entity represents the larger entities that are composed of a set of monomer entities of the same type. There are three types of polymer entities since we have three monomer entities. The first type of polymer is the PEPTIDE, which is made of amino acids. A peptide can be an Oligopeptide if it made of at most fifty amino acids; otherwise, it is a PROTEIN [62]. The second type of polymer

\(^{2}\)https://reactome.org

\(^{3}\)https://reactome.org/download-data
is the SACCHARIDE, which is made of monosaccharides. A saccharide can be a disaccharide if it is made of two monosaccharides, an oligosaccharide if it is made of between two and twenty monosaccharides [11]; otherwise, it is a polysaccharide. The third type of polymer is the NUCLEIC ACID, which is made of nucleotides. A nucleic acid can be DNA if it is double-stranded and contains Thymine, or RNA if it is single-stranded and contains Uracil.

A basic entity represents chemical compounds that can be used in biological processes, such as water or Adenosine Triphosphate (ATP). Some basic entities can be required by enzymes to perform their catalytic activity. They are called COFACTORS. Cofactors can be water soluble/ lipid soluble, and they can be organic/inorganic. For example, Vitamin C is an organic, water-soluble cofactor; Vitamin A is an organic, lipid-soluble cofactor; and Zinc is an inorganic cofactor.

The ENTITY SET concept has been reevaluated, and it is no longer a type of entity. Conceptually speaking, it groups a set of entities that can be used indistinctly in a process because they play an equivalent role, but it is not a subtype of entity. We have also linked it to the event in which the entities are interchangeable.

We have characterized the concept of LOCATION to indicate where a protein functions (e.g., the CFTR protein, which is known to cause Cystic fibrosis [29], functions in the pancreas, the lung, and the cell membrane, among other locations). Our initial approach was to change the link between the location and the protein. We moved it upwards in the hierarchy so that the location is linked to the entity. However, we detected some situations that forced us to reevaluate this approach. There are entities that have i) different roles in the same location, ii) the same role in different locations, iii) different roles in different locations, or iv) the same role in different locations. Moreover, the role of an entity changes depending on the process where it intervenes. Consequently, we decided to link the location to the takes_part class. Now, entities play a given role for a process in a specific location, which is a much more precise conceptualization of how the biological components of life work.

When we dive into the pathway view, we observe that the representation of the result of an event is limited to the output entities of the processes that compose it, which is a useful and correct approach, but it is not complete. There are events whose result is not limited to a set of entities, but that also include a change in our body. For example, in the transportation of bicarbonate through the ion channels event, we would model bicarbonate as a basic entity that has an output role in the extracellular medium location. However, this event is related to additional changes in our bodies that are not linked to entities, like maintaining a normal pH regulation.

In the CSG, we have included the EFFECT class, which is characterized by a name and a description. This class allows the pathway view to be enriched in order to represent the changes produced by the events that do not involve entities. To clarify, maintaining a normal pH regulation is an effect of the transportation of bicarbonate through the ion channels event with this approach. Effects complement the changes of entities in the processes that compose an event.

Our last concern is the role that entities (especially genes and their products) play regarding a phenotype. For example, the CD22 gene codes the B-cell receptor CD22 protein. The default role of this protein is to disrupt microglia cell function, but an altered role causes detritus accumulation in the brain, which produces Alzheimer’s [43], [63]. Being able to annotate such roles of entities is crucial in establishing genotype-phenotype associations and in being able to precisely characterize how our body works. It also has important implications in precision medicine.

Our approach for characterizing these entity roles consists of defining the ENTITYROLE concept, which is characterized by a name and a description. Additionally, we indicate the level of certainty with which the role has been established. This attribute allows us to discriminate computationally predicted roles from manually revised ones. The notion of ENTITYROLE establishes entity-phenotype pairs with a descriptor. There are two types of roles. The first role is the DEFAULTROLE, e.g., the disruption of microglial cells. The second role is the ALTEREDROLE, e.g., the accumulation of detritus. Altered roles can be linked to the variants that cause them if this knowledge is available. In other words, we can identify the genetic variants that disrupt the normal function of an entity regarding a phenotype, and these disruptions include a level of certainty that provides additional context.

These changes have allowed us to correct the five conceptual weaknesses that were identified by the group of biologists and bioinformaticians. The concept of the entity and its specialization classes has been completely reworked. We have complemented the representation of events by including the location where they are produced. The representation of events has been expanded to represent additional changes in the organism that are not related to entities. The high-level role that entities have in phenotypes has been included to provide an additional layer of knowledge and contextual information.

In summary, the number of modifications applied to the model are the following: ten classes have been created, and three classes have been reevaluated.

IV. CONCLUSION AND FUTURE WORK

Precision medicine is crucial in providing a more correct and individualized diagnosis, treatment, and prevention of human disease. The challenges that precision medicine presents can be overcome (and their outcomes greatly improved) by using techniques that help experts to acquire a deep understanding of the context as well as the ability to communicate effectively. We have shown that CM techniques are positioned as one of the most appropriate tools for improving precision medicine. In this work, we demonstrate the benefits of using CM. First, it allows us to communicate effectively with the stakeholders. Second, it provides an ontological commitment that is shared by stakeholders. Consequently, more efficient
exploitation of the information can be achieved, which leads to a more precise and helpful result.

Our CSG must be updated continuously in order to deal with the complexity and variability of the domain. In this work, we have presented the experience and the knowledge that we have accumulated during the elaboration of the different versions of the CSG. The initial version, which was centered on the human genome (CSHG), focused on creating a semantic and content description of the most relevant concepts of the domain based on a gene-centered vision. Version 2 changed to a chromosome-centered one to simplify the CS and to provide a more flexible approach. Version 3 increased its flexibility by expanding the interactions among the different parts of the CS and including new, sound domain information that was missing. The first version of the CSG provided us with a new CS that can work with any eukaryotic species. With the second version of the CSG, we have improved and expanded several views in order to boost its potential application in precision medicine.

We also want to emphasize that these changes respond to real domain-user needs that were requested. The changes described in Section III-A allow proteins to be studied in more detail, including their physical structure and their interactions with the body. The changes described in Section III-B improve how variants pathogenicity is handled, which eases data management and potentially improves the selection of relevant variants. Finally, the changes described in Section III-C provide a more detailed representation of human pathways, which opens a wide range of analyses regarding their function and how they are linked to diseases.

The previous versions of the CSHG and the CSG have been validated by i) domain expert validation and ii) design and implementation of model-driven development (MDD) tools. We aim to follow the same approach with this new version of the CSG. On the one hand, we have met several times with domain experts (i.e., physicians and bioinformatics) while generating this new working version. In these meetings, we gathered their requirements and discussed our proposed solutions. Thus, we can assert that the CSG has been validated from a theoretical point of view. On the other hand, we plan to develop a platform that implements a genomic pipeline [41] following an MDD approach with this conceptual schema as future work.

Other future work is oriented towards enriching the model semantics and introducing new relevant concepts. First, we will expand and characterize the concept of location further to differentiate between more general locations, such as organs, and more specific locations, such as the components of a cell. Second, we will start studying how to include somatic variants in the CSG and their link to cancer.
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