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Abstract

Inference on the minimum clinically important difference, or MCID, is an important practical problem in medicine. The basic idea is that a treatment being statistically significant may not lead to an improvement in the patients’ well-being. The MCID is defined as a threshold such that, if a diagnostic measure exceeds this threshold, then the patients are more likely to notice an improvement. Typical formulations use an underspecified model, which makes a genuine Bayesian solution out of reach. Here, for a challenging personalized MCID problem, where the practically-significant threshold depends on patients’ profiles, we develop a novel generalized posterior distribution, based on a working binary quantile regression model, that can be used for estimation and inference. The advantage of this formulation is two-fold: we can theoretically control the bias of the misspecified model and it has a latent variable representation which we can leverage for efficient Gibbs sampling. To ensure that the generalized Bayes inferences achieve a level of frequentist reliability, we propose a variation on the so-called generalized posterior calibration algorithm to suitably tune the spread of our proposed posterior.
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1 Introduction

In clinical trials, statistical significance is widely used to infer treatment effects. It is well-known, however, that statistically significant results may not accurately reflect the patients’ experiences from receiving treatment. For example, even if it is determined that the treatment significantly reduces, e.g., blood pressure, the patient might feel little or no improvement after receiving the treatment, hence the treatment would not be considered is not practically or clinically significant. The so-called minimum clinically important difference (MCID), first proposed in Jaeschke et al. (1989), aimed to incorporate patients’ experiences into the evaluation of a treatment. The basic idea or objective is to identify a cutoff such that, if the diagnostic measure (the one commonly used to determine statistical significance) exceeds this cutoff, then patients are expected to experience a
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change associated with the treatment. This is accomplished by incorporating a “patient-reported” treatment outcome into the analysis along with the diagnostic measure. With this additional information and change in objective, the MCID cutoff could end up being considerably different than that used to determine statistical significance. In any case, the MCID is a relevant quantity and, as such, methods to estimate and quantify uncertainty about the MCID are needed.

Early efforts were made, largely in the medical statistics literature, to estimate the MCID, but the methods were somewhat ad hoc (Copay et al. 2008; Parker et al. 2012). A systematic investigation appeared only relatively recently, in Hedayat et al. (2015), where the MCID was defined formally in terms of a classification problem, in particular, as a minimizer of a suitably defined misclassification error. This formulation, described in more detail in Section 2, allows for rather complex relationships between the patient-reported outcomes, the diagnostic measures, and the MCID. The simplest case, what Hedayat et al. (2015) call the population MCID problem, is where the MCID is simply a scalar cutoff, the same for all patients, a “one size fits all” level for clinical significance. The more interesting and challenging case is what they called the personalized MCID, where the MCID cutoff can be expressed as a function of some patient-specific covariates. In this way, the clinically significant cutoff can vary from patient to patient.

The framework put forward in Hedayat et al. (2015), and subsequently taken up by Jiwei Zhao and his group (e.g., Zhou et al. 2021, 2020a,b), put the MCID problem on a firm statistical foundation, through the theory of M-estimation (e.g., Stefanski and Boos 2002). But the fact that the loss function linking the patient-reported outcomes and corresponding diagnostic measures to the MCID threshold is not-smooth creates some challenges. To avoid this, and to make the corresponding objective function more amenable to numerical and theoretical analyses, a natural idea is to suitably smooth the inherently discontinuous MCID loss. While this smoothing helps in some ways, it hurts in others; in particular, smoothing changes the original optimization problem, which generally creates bias. An advantage of a generalized Bayes framework over empirical risk minimization is that sampling from the (possibly relatively rough) generalized posterior distribution is often easier than optimization. Indeed, for the population MCID problem, Syring and Martin (2017) developed a so-called Gibbs posterior distribution for estimation and valid inference, no smoothing required. For the personalized MCID problem, the added dimension creates some computational challenges for both optimization and sampling. Hedayat et al. (2015) and Zhou et al. (2020b) describe smoothing strategies for risk minimization in the personalized MCID problem. However, smoothing strategies designed to simplify optimization do not directly assist with sampling from the corresponding Gibbs posterior distribution. That is, simply replacing a not-smooth loss with a smooth version does not imply existence of an efficient posterior sampling algorithm. This begs the question: what kind of smoothing will induce an efficient sampling algorithm? To our knowledge, this has not been considered in the literature, at least not in the MCID literature. This paper aims to fill this gap.

A go-to computational strategy is data-augmentation, the introduction of latent variables in a principled way so that computations in the higher-dimensional problem are simpler and more efficient than a more complicated algorithm working on the lower-dimensional problem (e.g., Tanner and Wong 1987). A classical example of this is in binary regression, where Gaussian auxiliary variables are introduced for the purpose of
fitting a probit model (e.g. Albert and Chib 1993). More recently, Polson and Scott (2011) developed a similar data-augmentation strategy for Bayesian-like inference in support vector machines, another type of binary regression/classification problem. This work inspired us to consider a similar strategy for the personalized MCID problem. Following some background on the MCID problem in Section 2, our jumping off point is the seminal work of Manski (1985) and others on binary quantile regression or BQR (e.g., Benoit and Van den Poel 2012; Mollica and Petrella 2017). In particular, in Section 3 we show that, first, replacing the original MCID loss/empirical risk achieves a degree of smoothing superior to those in the aforementioned references, while still allowing for control on the bias introduced. Second, this binary quantile regression formulation admits a latent variable representation that naturally leads to an efficient Gibbs sampling algorithm for drawing from our proposed generalized Bayes posterior for the MCID.

Based on these developments, we have a clear path forward to defining a generalized posterior distribution for the personalized MCID. Roughly, we simply use the likelihood function of this purposely-misspecified binary quantile regression model as a working likelihood in a typical Bayesian formulation. It is important to recognize, however, that this model is surely misspecified, so, as Kleijn and van der Vaart (2012) make clear, we cannot count on the asymptotic calibration enjoyed by Bayesian posterior distributions under correctly-specified models to ensure that, e.g., our generalized posterior credible intervals are valid. In other words, it is up to us to ensure that validity is achieved and, for this, we use (a variation on) the generalized posterior calibration (GPC) strategy originally developed in Syring and Martin (2019). Section 4 provides the details of our proposed generalized posterior construction, calibration, and computation. Then, in Section 5, we present some numerical results to compare the performance of our proposed generalized posterior distribution based on the working binary quantile regression model and GPC and the state of the art method for estimation and inference on the linear personalized MCID developed by Zhou et al. (2021) and implemented in their R package MCID (Zhou and Zhao 2021). We show that our proposed “BQR + GPC” strategy has superior performance in terms of both estimation accuracy and credible interval coverage probability and average length across a range of examples. Some concluding remarks are given in Section 6 and some additional technical details are presented in the Appendix.

2 Background

2.1 Problem formulation

Consider data $(X, Y) \sim P$, where $Y \in \{-1, +1\}$ denotes the patient-reported outcome, with $Y = 1$ indicating the patient felt the treatment was effective, and $X \in \mathbb{R}$ denotes some diagnostic measure, e.g., a change in blood pressure between before and after treatment. As mentioned above, recall that the MCID is intuitively defined a threshold on the diagnostic measure beyond which the patients are likely to feel that the treatment was beneficial. Based on this intuition, Hedayat et al. (2015) formally defined the (population) MCID as the minimizer of the risk or expected (weighted) loss function

$$R(\theta) = \mathbb{E}\{w(Y) \ell_\theta(X, Y)\},$$

where $w(Y)$ is the weight function reflecting the patient’s opinion about the outcome, and $\ell_\theta(X, Y)$ is the loss function.

Based on this definition, we can formulate the personalized MCID problem as finding the threshold $\theta$ that minimizes the risk $R(\theta)$. The challenge is then to find an efficient way to estimate $\theta$ from the data $(X, Y)$.

The key idea is to use a binary quantile regression (BQR) model to estimate the conditional quantiles of the loss function $\ell_\theta(X, Y)$ given the diagnostic measure $X$. This allows us to approximate the risk function $R(\theta)$ and find the threshold $\theta$ that minimizes it.

The BQR model is specified as

$$\mathbb{E}\{w(Y) \ell_\theta(X, Y)\} = F^{-1}(\theta; X),$$

where $F^{-1}(\cdot; X)$ is the inverse of the cumulative distribution function (CDF) of the loss function evaluated at $X$.

By estimating the CDF $F^{-1}(\cdot; X)$ from the data, we can approximate the risk function and find the threshold $\theta$ that minimizes it. This is achieved through a data-augmentation strategy that involves simulating latent variables and using a Gibbs sampling algorithm to draw from the posterior distribution of $\theta$.

The resulting posterior distribution of $\theta$ can be used to construct credible intervals and make inferences about the personalized MCID. The key advantage of this approach is that it allows for control on the bias introduced by the misspecified model, while still providing a degree of smoothing superior to that of the original MCID loss/empirical risk.

In the next section, we will provide the details of our proposed generalized posterior construction, calibration, and computation. We will also present some numerical results to compare the performance of our proposed “BQR + GPC” strategy with the state of the art method for estimation and inference on the linear personalized MCID.
where
\[
\ell_\theta(x, y) = \frac{1}{2} \{1 - y \text{sign}(x - \theta)\}, \quad (x, y) \in \mathbb{R} \times \{-1, +1\}, \quad \theta \in \mathbb{R},
\]
and the expectation is with respect to the joint distribution, \(P\), of \((X, Y)\).

Hedayat et al. (2015) take \(w(y) \equiv 1\), whereas Zhou et al. (2021, 2020a) work with \(w\) that satisfies
\[
w(-1) = (1 - \varpi)^{-1} \quad \text{and} \quad w(+1) = \varpi^{-1},
\]
where \(\varpi = P(Y = +1)\) is the marginal probability of a positive patient reported outcome under \(P\). There are several equivalent ways to characterize the MCID, \(\theta^* = \arg \min \mathbb{E}[R(\theta)]\), the solution to the above risk minimization problem. The version that we find most intuitive relies on the function
\[
m(x) = P(Y = 1 \mid X = x), \quad x \in \mathbb{R},
\]
the conditional probability of a positive patient reported outcome, given \(X = x\), under \(P\). For the two formulations, Hedayat et al. and Zhou et al., the MCID is shown to be \(\theta^* = \inf \{x : m(x) \geq \frac{1}{2}\}\) and \(\theta^* = \inf \{x : m(x) \geq \varpi\}\), respectively. Clearly, if \(\varpi = \frac{1}{2}\), i.e., if the design is balanced in the sense that positive and negative patient reported outcomes occur in equal proportions, then both formulations are targeting the same MCID. In general, these two definitions correspond to two distinct interpretations:

- under Hedayat et al.’s formulation, \(m(x) \geq \frac{1}{2}\) means that a patient with \(X = x\) is more likely than not to report the treatment is beneficial;
- under Zhou et al.’s formulation, \(m(x) \geq \varpi\) means that a patient with \(X = x\) is more likely to report the treatment is beneficial than a typical patient.

Our view is that both of these interpretations, and corresponding versions of the MCID, are meaningful and potentially relevant in a given application. In this paper, however, we focus on the latter version, based on Zhou et al.’s formulation. Of course, in the balanced case where \(\varpi = \frac{1}{2}\), the two approaches and corresponding MCIDs agree.

Since \(P\) is unknown, so too is the true MCID, \(\theta^* = \arg \min_\theta R(\theta)\). However, if iid data \((X_i, Y_i)\), for \(i = 1, \ldots, n\), is available from \(P\), then this can be used to estimate the MCID in a very natural way. That is, define the estimator \(\hat{\theta}_n \in \arg \min_\theta R_n(\theta)\), where
\[
R_n(\theta) = \frac{1}{n} \sum_{i=1}^n w(Y_i) \ell_\theta(X_i, Y_i),
\]
is the empirical version of the risk function. This \(\hat{\theta}_n\) defined above is an M-estimator, or an empirical risk minimizer, and its statistical properties have been studied in Hedayat et al. (2015), Syring and Martin (2017), and Zhou et al. (2020a).

Beyond the population version of the MCID problem, Hedayat et al. (2015) proposed a practically relevant and technically interesting extension. Suppose, in addition to diagnostic measure \(X\) and the patient-reported outcomes \(Y\), we also have access to a covariate
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\[\text{Zhou et al.} (2020a)\] argue in general favor their MCID by claiming that Hedayat et al.’s version is “incompatible with imbalance,” which we disagree with. It is true that Hedayat et al.’s MCID is not well-defined when \(m\) is uniformly greater than or less than \(\frac{1}{2}\), but this is not implied by \(\varpi \neq \frac{1}{2}\). Moreover, FDA guidance on patient-reported outcomes studies [https://www.fda.gov/media/77832/download] states that, roughly, the design should be such that \(m\) spans most/all of the interval [0, 1].
that provides additional information about the patient’s profile. For example, in a knee surgery to repair torn cartilage, possible covariates would include patient’s gender, age, treatment assignment, stage of knee damage, etc. Then this patient-level information encoded in Z can be used to tailor a MCID threshold to the individual patients, a so-called personalized MCID. That is, consider a new loss function

\[ \ell_\theta(x, y, z) = \frac{1}{2} [1 - y \text{sign}\{x - \theta(z)\}], \]

where now \( \theta \) corresponds a function of the covariate. Then the personalized MCID, \( \theta^* \), is still the minimizer of the expected loss, but now it is a function, and inference on the MCID cutoff for a patient having covariate level fixed at, say, \( \tilde{z} \), can be made. Some theory for the empirical risk minimizer in the context of a nonparametric personalized MCID can be found in Hedayat et al. (2015) and Zhou et al. (2020b).

Of course, estimating a genuine “MCID function” in practical applications might be too ambitious, but there are other ways this patient covariate information can be incorporated. Indeed, a very natural approach is to consider a linear function, where the MCID function is determined by a finite-dimensional parameter vector, i.e.,

\[ \theta(z) = \beta^\top z. \]

This formulation has been adopted in Zhou et al. (2020a,b), and is the approach we will consider here. This shifts the initial focus off the MCID function, to the parameter \( \beta \) that determines it; any inferences that can be drawn about \( \beta \) can readily be translated back to the MCID, the quantity of interest. To be clear, there is a subtle shift in the notation, and now we express the loss function as

\[ \ell_\beta(x, y, z) = \frac{1}{2} [1 - y \text{sign}\{x - \beta^\top z\}], \quad \beta \in \mathbb{R}^q. \]

Then Zhou et al. (2020a,b) consider the risk function

\[ R(\beta) = \mathbb{E}\{w(Y) \ell_\beta(X, Y, Z)\} \]

as above, and \( \hat{\beta}_n \) the corresponding risk minimizer, which determines the personalized MCID, or MCID function, \( \theta^*(z) = \beta^*^\top z \). The estimator \( \hat{\beta}_n \) can be defined accordingly as a minimizer of the empirical risk

\[ R_n(\beta) = n^{-1} \sum_{i=1}^n w(Y_i) \ell_\beta(X_i, Y_i, Z_i), \]

based on iid data \( D_i = (X_i, Y_i, Z_i), \) for \( i = 1, \ldots, n \) from \( P \).

As an alternative to the M-estimation framework, one can similarly construct a Gibbs posterior distribution for (probabilistic) inference about \( \beta \). This Gibbs posterior distribution is defined by the density function

\[ \beta \mapsto \frac{e^{-cnR_n(\beta)} \pi(\beta)}{\int e^{-cnR_n(b)} \pi(b) \, db}, \]

where \( \pi \) is a prior density for \( \beta \) and \( c > 0 \) is a constant that needs to be carefully specified. See Martin and Syring (2022) for some general background on the Gibbs posterior distributions, which is also relevant to the developments here. Some theory for Gibbs posteriors specifically in (Hedayat et al.’s version of) the MCID problem can be found in Syring and Martin (2017, 2020). Computation of both the M-estimator \( \hat{\beta}_n \) and the Gibbs posterior would be non-trivial, however, thanks to the non-smooth loss function. One option, of course, is to replace the not-smooth loss with a smooth surrogate, which we discuss in Section 2.2 below. But simply smoothing the loss function will not make sampling from the Gibbs posterior distribution any easier, so we take an altogether different approach in Section 3.
2.2 Loss function smoothing

The presence of the sign function makes the original MCID loss function not smooth and, consequently, the empirical risk function is difficult to optimize. This is not a major concern in the population MCID case, but it is more serious in the personalized MCID case thanks to the increased dimension. As is often the case in computational problems, if the to-be-optimized function is unpleasant for some reason, then one can consider replacing it with something similar but also easier to manage. In our present MCID application, a surrogate loss function of the following form has been used, in Hedayat et al. (2015) and Zhou et al. (2020b):

\[ \ell_{\delta}^{(\delta)}(x, y, z) = s_{\delta}(y(x - \beta^T z)), \]

where \( s_{\delta}(u) = \min\{1 - u/\delta, 1\} \), with \( x_+ = \max(0, x) \) the positive part, and \( \delta > 0 \) a parameter that controls the smoothness. Another slightly different form of the function \( s_{\delta} \) has been used in Zhou et al. (2020a) and Zhou et al. (2021), in particular,

\[ s_{\delta}(u) = \begin{cases} 
1 & u \leq 0 \\
1 - 2(u/\delta)^2 & 0 < u \leq \delta/2 \\
2(1 - u/\delta)^2 & \delta/2 < u \leq \delta \\
0 & u \geq \delta.
\end{cases} \]

As Figure 1 makes clear, for small \( \delta \), the surrogate loss functions are close to the original MCID loss function. Moreover, solving the optimization problem defined by the surrogate loss function is much simpler, and the above authors make use of a representation of the surrogate loss in terms of a difference of convex functions, and they employ a version of the difference-of-convex-functions algorithm (Le Thi Hoai and Tao 1997).

The downside to the use of a surrogate loss is that it potentially affects the quality of inferences that can be made. That is, when the loss is redefined to be smooth, the
M-estimator would typically be asymptotically normal, but the center of the limit distribution would not be, in this case, $\beta^*$, but some other value, say, $\beta_0^\dagger$. Typically, as $\delta \to 0$, $\beta_0^\dagger \to \beta^*$, but if one takes $\delta \to 0$, then there is a price one pays in terms of variance. That is, when $\delta \to 0$, the bias goes down but the variance goes up; see Syring and Martin (2017, Sec. 2.3) for more details. Zhou et al. (2020b) side-step this challenge by showing, under certain conditions, that their smoothing strategy introduces no bias, even when $\delta > 0$, and they establish a corresponding asymptotic normality result. We do, however, still have some concerns: in addition to some technical questions about the role the smoothing parameter plays in their asymptotic variance formula, we found that the coverage probability of their proposed asymptotic normality-based confidence interval falls well short of the nominal level in some of our simulations; see Section 5. Therefore, we opt for an entirely different strategy to ensure our proposed generalized Bayes inference is calibrated, or reliable in a frequentist sense.

3 MCID and binary quantile regression

3.1 Smooth loss via a working model

One generalization of the ordinary linear regression model is for binary responses. A common example is probit regression which, in our present context, would look like

\[
m_z(x) := \mathbb{P}(Y = +1 \mid X = x, Z = z) = \Phi(x - \beta^\top z),
\]

(2)

where $\Phi$ is the standard normal distribution function. The relevant computations needed to fit this model to data are most conveniently done via data-augmentation, the introduction of a continuous latent response variable (e.g., Albert and Chib 1993). Our experience is that this probit regression model relies too heavily on the Gaussian form in (2) and, therefore, is not ideal for inference on the MCID in general. But the data-augmentation strategy will still prove to be useful.

Another variation on classical linear regression model expresses the $\tau$th conditional quantile of the response, $\tau \in (0, 1)$, as a function of covariates, rather than the conditional mean. The original formulation of this quantile regression, in Koenker and Bassett Jr (1978), was based on replacing squared-error loss with the so-called check-loss

\[
\rho_\tau(u) = u(\tau - 1_{\{u<0\}}), \quad u \in \mathbb{R}, \quad \tau \in (0, 1).
\]

Manski (1985) combined the above two ideas, where the “$x - \beta^\top z$” term represents the conditional median or, more generally, a conditional $\tau$th quantile of the latent response variable. This is generally referred to as binary quantile regression. Benoit and Van den Poel (2012) developed a Bayesian version that combines Manski’s binary quantile formulation, the usual Bayesian approach to quantile regression (Yu and Moyeed 2001) via the asymmetric Laplace distribution, and its data-augmentation version (Kozumi and Kobayashi 2011). The asymmetric Laplace distribution (Yu and Zhang 2005) has distribution function

\[
F_\tau(u) = \begin{cases} 
\tau \exp\{-\rho_\tau(u)\} & \text{if } u \leq 0 \\
1 - (1 - \tau) \exp\{-\rho_\tau(u)\} & \text{if } u > 0,
\end{cases}
\]
where $\tau \in (0, 1)$ controls the skewness and $\rho_\tau$ is as above. When $\tau = \frac{1}{2}$, the asymmetric Laplace distribution simplifies to an ordinary/symmetric Laplace distribution. This model can be augmented with a location and scale parameter as usual.

In our personalized MCID context involving a binary outcome $Y$, a continuous diagnostic measure $X$, and a covariate $Z$, a binary quantile regression model assumes that $Y$ is determined by $\text{sign}(U)$, where the conditional distribution of $U$, given $X = x$ and $Z = z$, is asymmetric Laplace with skewness parameter $\tau$, location parameter $x - \beta^\top z$, and scale parameter $\eta > 0$ to be specified. That is, the working model for the response $Y$, given $X$ and $Z$, assumes

$$g_\beta(x, z) := \Pr(Y = +1 \mid X = x, Z = z) = \Pr(U > 0 \mid \tau, X = x, Z = z) = 1 - F_\tau \left( \frac{\beta^\top z - x}{\eta} \right) = F_{1-\tau} \left( \frac{x - \beta^\top z}{\eta} \right) = \begin{cases} (1 - \tau)e^{-\tau|x - \beta^\top z|/\eta} & \text{if } x \leq \beta^\top z \\ 1 - \tau e^{-(1-\tau)|x - \beta^\top z|/\eta} & \text{if } x > \beta^\top z. \end{cases}$$

(3)

Note that $x \mapsto g_\beta(x, z)$ is increasing for fixed $(\beta, z)$, which is consistent with the interpretation that larger values of the diagnostic measure increase the chance that the patient will feel that the treatment was effective. We want to emphasize that we are not treating this as a genuine “model” for the data-generating process, e.g., we do not assume that there are true $\tau$ and $\eta$ values to be estimated. Nevertheless, the above conditional probability determines a (possibly incorrectly specified) joint distribution for $(X, Y, Z)$, depending on the parameter $\beta$, with density

$$h_\beta(x, y, z) = g_\beta(x, z)^{(1+y)/2} \{1 - g_\beta(x, z)\}^{(1-y)/2} p(x, z),$$

where $g_\beta(x, z)$ is as in (3), $p$ denotes the joint density of $(X, Z)$ supported on $\mathbb{R} \times Z$, with $Z \subseteq \mathbb{R}^q$, which does not depend on $\beta$ and can be effectively ignored, and the dependence throughout on $\eta$ and $\tau$ is implicit in the notation. Again, we do not treat this as a proper “model” describing our beliefs about the data-generating process. We are primarily interested in whether

$$\ell^{\text{bqr}}_\beta (x, y, z) := -\log h_\beta(x, y, z),$$

(4)

could be treated as a smoothed version of the MCID loss function. The next subsection answers this question in the affirmative.

### 3.2 Fisher consistency

As we show below, under the symmetry condition in Assumption S below, the function $\ell^{\text{bqr}}_\beta$ above does indeed serve as suitable smoothed version of the original MCID loss.

**Assumption S.** The conditional distribution of $X$, given $(Y, Z)$, has a density

$$\psi_{y,z}(x) = \begin{cases} \psi(x - a_1 z) & \text{if } y = -1 \\ \psi(x - a_1 z) & \text{if } y = +1, \end{cases}$$

(5)
where \( \psi \) is a symmetric density strictly increasing on \((-\infty, 0)\) and strictly decreasing on \((0, \infty)\), and the vectors \( a_- \) and \( a_+ \) satisfy the component-wise inequality \( a_+ > a_- \).

Under Assumption S, Zhou et al. (2021, Lemma 1) establish that the “true MCID,” i.e., the unrestricted minimum of the risk function over all MCID functions \( \theta \), is a linear function of the form \( \theta^*(z) = \beta^\top z \), where \( \beta^* = \frac{1}{2}(a_- + a_+) \). Therefore, this \( \beta^* \) effectively determines the personalized MCID, so we would want our risk minimizer to be equal to, or at least near, this \( \beta^* \) value. Proposition 1 below shows that, under the same condition\(^2\), the risk function

\[
R^\text{bqr}_\eta(\beta) := \mathbb{E}\{\ell^\text{bqr}_\beta(X,Y,Z)\},
\]

\(^6\)with \( \ell^\text{bqr}_\beta \) defined in \((4)\), has the same minimizer, \( \beta^* \), as Zhou et al.’s risk function, at least as \( \eta \to 0 \). In other words, under Assumption S, the risk \( R^\text{bqr}_\eta \) based on the BQR-driven surrogate loss is Fisher consistent at \( \beta^* \) (e.g., Cox and Hinkley 1974, p. 287).

**Proposition 1.** Let \( \psi_{y,z} \) denote the conditional density of \( X \), given \( Y \) and \( Z \), which need not satisfy the symmetry conditions in Assumption S. As \( \eta \to 0 \), the minimizer of \( R^\text{bqr}_\eta(\beta) \) is the solution to the equation

\[
\tau \varpi \int_{\mathbb{R}} z \int \psi^\top_{+1,z}(x) \, dx \, dz = (1 - \tau)(1 - \varpi) \int_{\mathbb{R}} z \int_{-\infty}^{\infty} \psi_{-1,z}(x) \, dx \, dz. \tag{7}
\]

In particular, if Assumption S holds and \( \tau = 1 - \varpi \), then \( R^\text{bqr}_\eta(\beta) \) is Fisher consistent at \( \beta^* \) as \( \eta \to 0 \). If \( \tau = 1 - \varpi = \frac{1}{2} \), then \( R^\text{bqr}_\eta(\beta) \) is Fisher consistent at \( \beta^* \) for each \( \eta > 0 \).

**Proof.** See Appendix A.1 \( \square \)

Next we give a brief illustration of the result in Proposition 1. For simplicity and ease of visualization, we focus on the population MCID case with no covariate \( Z \) and a scalar MCID \( \theta \). Suppose that the conditional density of \( X \), given \( Y = y \), is \( \psi_{y}(x) = \mathcal{N}(x \mid y, 2^2) \), a normal density with mean \( \pm 1 \), depending on \( y \in \{-1, +1\} \), and standard deviation 2.

We consider two cases: \( \varpi = 0.7 \) and \( \varpi = 0.5 \). Note that the latter is the special case highlighted in Proposition 1, where Hedayat et al.’s and Zhou et al.’s definitions of the MCID coincide and our risk function is exactly Fisher consistent at this common MCID value. Having specified the marginal distribution of \( Y \) and the conditional distribution of \( X \), given \( Y \), we have all we need to evaluate the various risk functions. Figure 2 plots the (scaled\(^3\)) risk functions corresponding to Hedayat et al.’s loss, Zhou et al.’s loss, and our BQR-based surrogate loss with \( \eta = 0.1 \). Panel (a) corresponds to \( \tau = 1 - \varpi = 0.3 \) so we see that ours and Zhou et al.’s risk functions are minimized at \( \theta = 0 \) while, as expected, Hedayat et al.’s risk is minimized at a different location, roughly \( \theta = -1.8 \). Panel (b) corresponds to the case \( \tau = 1 - \varpi = 0.5 \) and, as predicted by Proposition 1, all three risk functions share the same minimizer.

To follow up on the previous illustration, in Figure 3, we plot the empirical risk functions based on the three losses discussed above, along with smoothed versions of

---

\(^2\)Technically, the proof of Proposition 1 only requires symmetry of \( \psi \) in \((5)\), the monotonicity conditions are not needed. We formulate the result using Assumption S to maintain the connection to the expression for \( \beta^* \) given in Zhou et al. (2021) under those conditions.

\(^3\)The risk functions have different scales, so we divide by their respective minima to force the minimum value to be 1 in the plot. This rescaling does not affect the risk function’s shape or minimizer.
Hedayat et al.’s and Zhou et al.’s. These results are based on a sample of size $n = 250$ from the two joint distributions of $(X,Y)$ described above. As expected, the behavior here mirrors that in Figure 2 but there are some additional insights to be gleaned here. The basic empirical risk functions for the Hedayat et al. and Zhou et al. formulations are clearly very rough and would be virtually impossible to optimize if this were a higher-dimensional personalized MCID scenario. The motivation for smoothing is to simplify the optimization and, as the figure shows, the smoothed versions are indeed smoother and, consequently, easier to optimize. Remarkably, the BQR-based empirical risk points in the right direction and is very smooth, very easy to optimize. Moreover, as we show below, the real advantage of our proposed formulation of the loss in (4) is that it leads to relatively straightforward generalized posterior computations.

One additional remark concerning Proposition 1 is in order. In particular, we only establish Fisher consistency when $\tau$ depends on the probability $\varpi := P(Y = +1)$. But $\varpi$ is unknown in applications, so we cannot expect to have $\tau = 1 - \varpi$ exactly. We can, of course, get an empirical estimate $\hat{\varpi}$ based on the observed data, and then take $\tau = 1 - \hat{\varpi}$. Zhou et al.’s solution depends on $\varpi$ too, so they also recommend using a plug-in estimator. When it is not possible to take $\tau = 1 - \varpi$ exactly, the characterization of the solution in (7) can be helpful for investigating the bias this introduces.

### 3.3 Latent variable formulation

An advantage to the proposed binary quantile regression-based loss function is that it is smooth, as is clear from the plots presented in the previous subsection. A further advantage is that the underlying binary quantile regression model admits a latent variable formulation which facilitates efficient computation. In particular, this representation can be used to develop Markov chain Monte Carlo algorithms for (generalized) posterior
Figure 3: Plots of the (scaled) empirical risk functions for the two different \( \varpi \) values as described in the main text. Red, green, and black lines are the risks based on Zhou et al.’s loss, Hedayat et al.’s loss, and our BQR-based loss with \( \eta = 0.1 \). Dashed lines correspond to the smoothed versions, with \( \delta = 0.25 \).

The Bayesian quantile regression model was first developed and implemented in [Benoit and Van den Poel (2012)] by assuming an asymmetric Laplace distribution latent variables and a Metropolis-within-Gibbs sampling algorithm for posterior inference. But these computations can still be expensive. The various computational challenges were overcome in [Mollica and Petrella (2017)] by re-expressing the standard asymmetric Laplace distribution error as a mixture of exponential and Gaussian distributions. That is, in our formulation, we have

\[
U = x - \beta^T z + \eta \varepsilon,
\]

where the error \( \varepsilon \) has an asymmetric Laplace distribution with skewness parameter \( \tau \). Mollica and Petrella observed that \( \varepsilon \) could be re-expressed as

\[
\varepsilon = c_1 V_1 + c_2 V_1^{1/2} V_2,
\]

where the coefficients are \( c_1 = \frac{1-2\tau}{\tau(1-\tau)} \) and \( c_2 = \frac{2}{\tau(1-\tau)} \), and \( V_1 \) and \( V_2 \) are independent random variables with \( V_1 \sim \text{Exp}(1) \) and \( V_2 \sim \text{N}(0, 1) \). If it happens that \( \tau = \frac{1}{2} \), then \( c_1 = 0 \) and the above simplifies a bit.

Then the key idea is as follows. We can write a complete-data likelihood for \( \beta \) and the latent variables \( (U_i, V_{1i}) \) given the observations \( (X_i, Y_i, Z_i) \) as

\[
L_n(\beta, u, v_1) \propto \prod_{i=1}^n \left[ \{(1 + y_i)1_{\{u_i \geq 0\}} + (1 - y_i)1_{\{u_i < 0\}}\} \times \text{N}(u_i | \text{mean}_i(\eta), \text{var}_i(\eta)) \text{Exp}(v_{1i} | 1) \right],
\]
where, for \( i = 1, \ldots, n \),

\[
\text{mean}_i(\eta) = (x_i - \beta^T z_i) + \eta c_1 v_{1i},
\]

\[
\text{var}_i(\eta) = \eta^2 c_2^2 v_{1i},
\]

and the dependence on \( \eta \) and \( \tau \) is mostly implicit in the notation. Having this complete-data likelihood for the parameter and latent variables creates an opportunity to design an EM algorithm for maximizing the likelihood for \( \beta \) in the working model, i.e., finding our proposed empirical risk minimizer, and to develop a Gibbs sampler for generalized posterior inference. We focus on the latter in Section 4 below.

4 A generalized posterior for the MCID

4.1 Definition

We have shown that our surrogate loss function, based on a purposely misspecified binary quantile regression model, admits a risk function that, under certain conditions, roughly centers around the MCID-determining value \( \beta^* \) defined above. Here we present the details of our proposed generalized posterior for inference on the personalized MCID and, in particular, the Gibbs sampling algorithm we use to compute the posterior.

To start, the definition of our generalized posterior distribution is simple to state. Given a prior distribution for \( \beta \) with density \( \pi \) supported on \( \mathbb{R}^q \), define

\[
\pi_n^{(\eta)}(\beta) \propto \exp\{-n\hat{R}^{\text{BQR}}_\eta(\beta)\} \pi(\beta), \quad \beta \in \mathbb{R}^q,
\]

where \( \hat{R}^{\text{BQR}}_\eta \) is the \( \eta \)-dependent empirical risk function corresponding to the risk function \( R^{\text{BQR}}_\eta \) in (6), i.e.,

\[
\hat{R}^{\text{BQR}}_\eta(\beta) = \frac{1}{n} \sum_{i=1}^{n} \ell^{\text{BQR}}_{\beta}(X_i, Y_i, Z_i),
\]

where \( \ell^{\text{BQR}}_{\beta} \) is the loss defined in (4). The dependence of \( \pi_n^{(\eta)} \) on \( \tau \) is implicit.

This is different from the Gibbs posterior distribution formulation taken in Syring and Martin (2020) because here we are not directly using the loss function that defines the MCID, we have a surrogate loss based on a purposely-misspecified model. Also, the role played by \( \eta \) here is different than that of the learning rate parameter in Syring and Martin (2020), though we will handle its data-driven selection in a similar manner; see Section 4.3 below. The key point, the reason for considering this alternative formulation in the first place, is that the original loss functions do not admit generalized posterior distributions that can be efficiently sampled from. Here we take advantage of the latent variable formulation discussed in Section 3.3 to design an efficient Gibbs sampler for generating realizations from the generalized posterior \( \pi_n^{(\eta)} \) above.

4.2 Gibbs sampler

The idea is to start with a posterior distribution determined by the complete-data likelihood presented in Section 3.3, the one that involves both the parameter \( \beta \) and the latent
variables \((U_i, V_{1i})\), \(i = 1, \ldots, n\). Then the generalized posterior for \(\beta\) will drop out from the corresponding joint posterior for \((\beta, U, V)\) by the usual marginalization process.

Here we suppose that \(\beta\) has a \(N(\mu_0, \Sigma_0)\) prior distribution. Then the joint posterior density for \((\beta, V, V_1)\) is given by

\[
\pi_n^{(n)}(\beta, u, v_1) \propto \exp\left(-\frac{1}{2}(\beta - \mu_0)^\top \Sigma_0^{-1}(\beta - \mu_0)\right) \times \frac{1}{\prod_{i=1}^{n} \sqrt{v_{1i}}} \exp\left\{-\frac{\sum_{i=1}^{n} (u_i - \text{mean}_i(\eta))^2}{2\text{var}_i(\eta)}\right\} \times \exp\left(-\sum_{i=1}^{n} v_{1i}\right) \prod_{i=1}^{n} (1 + y_i) 1_{\{u_i \geq 0\}} + (1 - y_i) 1_{\{u_i < 0\}}.
\]

From this joint probability model for \((\beta, u, v)\), it is possible to write down the full conditionals and, in turn, develop a Gibbs sampling algorithm. Indeed, following [Mollica and Petrella (2017)], we have the following full conditionals:

\[
\begin{align*}
(u_i \mid v_{1i}, x_i, y_i, \beta) &\sim \begin{cases} 
\text{trN}_{[0, \infty)}(\text{mean}_i(\eta), \text{var}_i(\eta)) & y_i = +1 \\
\text{trN}_{(-\infty, 0)}(\text{mean}_i(\eta), \text{var}_i(\eta)) & y_i = -1,
\end{cases} \\
(v_{1i} \mid u_i, x_i, y_i, \beta) &\sim \text{GIG}(\frac{1}{2}, \{u_i - (x_i - \beta^\top z_i)\}^2/\eta^2 c_2^2, 2 + c_1^2/c_2^2), \\
(\beta \mid u_i, v_{1i}, y_i, x_i) &\sim N_p(\mu_n, \Sigma_n),
\end{align*}
\]

where \(\text{trN}_A(m, s^2)\) denotes a normal distribution with mean \(m\) and variance \(s^2\) truncated to the interval \(A\),

\[
\begin{align*}
\Sigma_n^{-1} &= \eta^{-2} c_2^{-2} Z^\top \Lambda^{-1} Z + \Sigma_0^{-1} \\
\mu_n &= \Sigma_n \{\Sigma_0^{-1} \mu_0 - \eta^{-2} c_2^{-2} Z^\top \Lambda^{-1} (u - \eta c_1 v_1 - X)\} \\
\Lambda &= \text{diag}(v_{11}, \ldots, v_{1n}),
\end{align*}
\]

and \(\text{GIG}(\nu, a, b)\) denotes the generalized inverse Gaussian distribution ([Jorgensen 2012]) with density function given by

\[
x \mapsto \frac{(b/a)^{\nu/2}}{2\kappa_{\nu}(\sqrt{ab})} x^{\nu-1} \exp\left(-\frac{ax^{-1} + bx}{2}\right), \quad x > 0,
\]

where \(\kappa_{\nu}\) is the modified Bessel function (e.g., [Watson 1995]). Recall that \(c_1\) and \(c_2\) implicitly capture the generalized posterior distribution’s dependence on \(\tau\).

Then the Gibbs sampler algorithm proceeds by iteratively sampling from these full conditionals, which results in a collection of samples

\[
(\beta^{(m)}, u^{(m)}, v_1^{(m)}), \quad m = 1, \ldots, M,
\]

where \(M\) is the designated Monte Carlo sample size. Our interest is in the corresponding marginal posterior distribution for the MCID-determining coefficient vector \(\beta\), so we simply ignore the \((u, v_1)\) components, leaving us with

\[
\{\beta^{(m)} : m = 1, \ldots, M\}\quad (8)
\]

as an approximate sample from the Gibbs posterior \(\pi_n^{(n)}\). With this we can proceed to make inference on \(\beta\) or on the MCID \(\beta^\top z_{\text{new}}\) for some relevant value \(z_{\text{new}}\) of \(Z\).
4.3 Calibration-focused choice of $\eta$

As we showed above, our proposed binary quantile regression-based loss function, $\ell_{bqr}$ leads to risk function that is minimized in roughly the right place. However, we readily acknowledge that this is not a correctly specified model and, therefore, some appropriate tuning of the scale/learning rate parameter $\eta$ is necessary in order to have calibrated generalized Bayes posterior inferences. Here we follow the generalized posterior calibration (GPC) strategy in Syring and Martin (2019) to tune the learning rate in such a way that calibration is achieved. In this present application, the generalized posterior’s dependence on the tuning parameter is more complicated than in previous applications of GPC (e.g., Bhattacharya and Martin 2022; Syring and Martin 2017; Wang and Martin 2020; Wu and Martin 2022). This highlights the GPC algorithm’s versatility.

Recall that we have data $D^n = (D_1, \ldots, D_n)$, where each $D_i = (X_i, Y_i, Z_i)$ consists of a diagnostic measure, a binary patient-reported outcome, and a patient profile/covariate, respectively. Now suppose that we have another patient profile, $\tilde{z}$, and that the goal is inference on $\tilde{\theta} = \beta^\top \tilde{z}$, the MCID for a patient having profile $\tilde{z}$. Let $\tilde{\Pi}_n(\eta)$ denote the marginal posterior for $\tilde{\theta} = \beta^\top \tilde{z}$ based on the generalized posterior for $\beta$ and the given $\tilde{z}$. That is, for the samples $\beta^{(m)}$ in (8), we get

$$\tilde{\theta}^{(m)} = \beta^{(m)^\top} \tilde{z}, \quad m = 1, \ldots, M.$$ 

Of course, this distribution depends on $D^n$, $\eta$, and $\tilde{z}$, as well as the other prior inputs. Fix a significance level $\alpha \in (0, 1)$ and let $C(\eta)(D^n)$ denote the corresponding 100(1 - $\alpha$)% posterior credible interval for $\tilde{\theta}$. The goal of the GPC strategy is to choose $\eta$ such that the 100(1 - $\alpha$)% generalized posterior credible interval is also (at least approximately) a 100(1 - $\alpha$)% confidence interval. That is, GPC aims to choose $\eta$ to solve the equation

$$c_\alpha(\eta) = 1 - \alpha,$$ (9)

where

$$c_\alpha(\eta) = P\{C(\eta)(D^n) \ni \beta^\top z\}$$

is the coverage probability of the aforementioned credible intervals. A relevant question is if a solution to the above equation even exists. In previous applications of the GPC, it was clear that the generalized posterior was centering around an empirical risk minimizer that did not directly depend on the choice of $\eta$, so that adjusting $\eta$ largely only affected the spread of the posterior. In such cases, it is easy to convince oneself that at least an approximate solution can be found. In the present case, however, we technically cannot rule out the possibility that the minimizer of $R_{bqr}^\eta$ depends on $\eta$, which suggests that $\eta$ might affect both the center and spread of our generalized posterior distribution. As we show in Appendix A.2, however, in our experience, the posterior center depends only mildly on $\eta$, so we have every reason to expect that (a slight variation on) the GPC strategy can at least approximately solve the equation (9).

Our variation on the GPC strategy proceeds as follows. The idea is to bootstrap to approximate the coverage probability function $c_\alpha$, and then use a stochastic approximation scheme to solve (9). For $b = 1, \ldots, B$, let $D^n_b$ denote an iid sample of size $n$ from the empirical distribution of $D^n$, i.e., a sample with replacement from the data points in
At a given \( \eta \), the coverage probability can be approximated by
\[
\hat{c}_\alpha(\eta) = \frac{1}{B} \sum_{b=1}^{B} 1\{C_\alpha^{(\eta)}(D^n) \ni \hat{\beta}_\eta ^T \tilde{z}\},
\]
where \( \hat{\beta}_\eta \) denotes the (\( \eta \)-dependent) generalized posterior mean based on the original data \( D^n \). To solve the aforementioned equation, this process needs to be repeated at several strategically-chosen \( \eta \) values. We use the Robbins–Monro stochastic approximation scheme to adaptively choose those \( \eta \) values according to the updates
\[
\eta_{t+1} = \eta_t + k_t \{\hat{c}_\alpha(\eta_t) - (1 - \alpha)\}, \quad t \geq 0,
\]
where \( \eta_0 \) is some initial guess. The stochastic approximation updates in this GPC algorithm are terminated when some pre-specified convergence criterion is met, at which point a value \( \tilde{\eta} \) is returned. Then our inferences about the \( \tilde{z} \)-dependent MCID, \( \tilde{\theta} = \beta^T \tilde{z} \), are based on posterior samples from \( \tilde{\Pi}_{\eta}^{(\eta)} \).

Computationally, this can be expensive because each evaluation of the posterior credible interval requires a run of the data-augmentation-based Gibbs sampler described in Section 4.2. Indeed, the Gibbs sampler approach on binary quantile regression model requires generating \( n \) latent variables, and the GPC algorithm requires these evaluations for each bootstrap sample and at each iteration \( t \) in the Robbins–Monro updates. To save on computation time, our implementation uses the \texttt{Rcpp} package in R. It is also possible to do the \( B \)-many posterior computations at a given \( \eta \) in parallel.

5 Numerical examples

5.1 Models, methods, and metrics

Here we consider two pairs of simulation examples. Since our primary goal is to compare the performance of our method with that of Zhou et al., we use their same examples. It happens that these examples all consider balanced cases, i.e., where \( \varpi = \frac{1}{2} \), so the target MCID is the “MCID” as defined by Zhou et al. and by Hedayat et al.

The first pair of examples considered here are those used for illustration in Zhou et al. (2021). In both cases, the marginal distribution of \( Y \) is given by
\[
Y \sim 2 \text{Ber}(0.5) - 1.
\]
They differ in the specification of the marginal distribution for \( Z \) and conditional distribution of \( X \) given \((Y,Z)\).

Example 1. The marginal distribution for \( Z \) is
\[
Z \sim \text{N}(1,0.1^2),
\]
and the conditional distribution of \( X \), given \((Y,Z)\) is
\[
(X \mid Y,Z) \sim \begin{cases} 
\text{N}(a_0 + a_1 Z, 0.1^2) & Y = +1 \\
\text{N}(b_0 + b_1 Z, 0.1^2) & Y = -1,
\end{cases}
\]
where \( a = (a_0, a_1) = (0.1, 0.55) \) and \( b = (b_0, b_1) = (-0.1, 0.45) \).
Example 2. The marginal distribution for $Z$ is

$$Z \sim N_2(1_2, 0.1^2 I_2),$$

bivariate normal, and the conditional distribution of $X$, given $(Y,Z)$ is

$$(X \mid Y,Z) \sim \begin{cases} N(a_0 + a_1 Z_1 + a_2 Z_2, 1) & Y = +1 \\ N(b_0 + b_1 Z_1 + b_2 Z_2, 1) & Y = -1, \end{cases}$$

where $a = (a_0, a_1, a_2) = (0.05, 0.55, 1.05)$ and $b = (b_0, b_1, b_2) = (-0.05, 0.49, 0.95)$.

The next two examples are exactly those used for illustration in Zhou et al. (2020b).

In both cases, the data $(X, Y, Z)$ has $Y$ marginal given by

$$(Y \mid X, Z) \sim 2 \text{Ber}\{F_X(z \mid x)\} - 1,$$

where $F_X(z \mid x)$ denotes the conditional distribution function of $X$, given $Z$. The marginal distribution for $Z$ is bivariate normal, $Z \sim N_2(0_2, I_2)$. What differs between the two examples is $F_X(z \mid x)$.

Example 3. The conditional distribution of $X$, given $Z$ is

$$(X \mid Z) \sim N(\beta_0 + \beta_1 Z_1 + \beta_2 Z_2, 1)$$

where $a = (a_0, a_1, a_2) = (0, 1, 2)$.

Example 4. The conditional distribution of $X$, given $Z$ is

$$(X \mid Z) \sim N(\beta_0 + \beta_1 Z_1 + \beta_2 Z_2 - \beta_1 Z_1^2 - \beta_2 Z_2^2, 1)$$

where $(a_0, a_1, a_2) = (0, 1, 2)$.

Suppose that we have a new patient profile $\tilde{z}$, the true MCID in the four examples is $\beta^\top \tilde{z}$. Our goal here is to investigate the performance of different methods on estimating this MCID. Here we compare our proposed method—generalized posterior based on binary quantile regression + GPC—with the method proposed in Zhou et al. (2021).

The metrics we base these comparisons on are

- coverage probability of the 95% credible interval for the new patient’s MCID;
- bias of the new patient’s MCID;
- mean square error of the new patient’s MCID.

The metrics are evaluated by averaging across $R = 250$ replications, each with sample size $n = 200$. For the Zhou et al. (2021), we follow the recommendations in the MCID package in R (Zhou and Zhao, 2021) and set the grid points for $\lambda = 10^{-3+0.1i}$, for $i = 1, \ldots, 60$, and $\delta \in \{0.1, 0.2, 0.3\}$. Zhou et al.’s tuning parameters, $\lambda$ and $\delta$, are selected using cross-validation. For our proposed binary quantile regression + GPC method, we proceed by introducing a Gaussian prior for $\beta$, which is $N_p(0, I_p)$. Our expectation is that Zhou et al.’s method will be able to estimate the MCID parameter with small bias, but might not have a satisfactory coverage probability.
Table 1: Comparison of the method in Zhou et al. (2021) with our proposed method (BQR + GPC) in terms of coverage probability and mean length of the 95% interval estimates for the MCID, as well as bias and mean square error (MSE), for Examples 1–4 described in the text, based on sample size $n = 200$ and 250 replications.

| Example | Method         | $\eta$ | Coverage | Interval length | Bias    | MSE    |
|---------|----------------|--------|----------|-----------------|---------|--------|
| 1       | Zhou et al. (2021) | –      | 0.97     | 0.093 (0.101)   | 0.0013  | 0.0002 |
|         | BQR + GPC      | 0.02   | 0.94     | 0.041 (0.008)   | 0.0007  | 0.0001 |
| 2       | Zhou et al. (2021) | –      | 0.51     | 0.185 (0.279)   | 0.0073  | 0.0479 |
|         | BQR + GPC      | 0.30   | 0.95     | 0.402 (0.055)   | 0.0155  | 0.0094 |
| 3       | Zhou et al. (2021) | –      | 0.41     | 0.259 (0.281)   | 0.130   | 0.080  |
|         | BQR + GPC      | 0.37   | 0.95     | 0.794 (0.139)   | 0.034   | 0.044  |
| 4       | Zhou et al. (2021) | –      | 0.34     | 0.179 (0.290)   | 0.206   | 0.545  |
|         | BQR + GPC      | 0.38   | 0.94     | 0.924 (0.206)   | 0.06    | 0.079  |

5.2 Results

A first question is: what should we expect $\eta$ to be? Since this is a simulation study, we can simulate from the true data-generating process to find an “oracle” learning rate value, $\eta^*$, i.e., the value that would make the true coverage probability equal to $1 - \alpha = 0.95$. We performed this simulation for Examples 1–4 and the results are displayed in Figure 4. The plot shows (a Monte Carlo estimate of) the coverage probability of our 95% generalized posterior credible intervals as a function of $\eta$. In all four cases, the coverage probability is increasing in $\eta$, which is to be expected. We also see that there exists an $\eta^*$ value—where the black and (solid) red lines intersect—that makes the coverage probability roughly 0.95 in each case. So our hope is that GPC will select a learning rate value that tends to be near these oracle values in the respective examples; if so, then we would expect the generalized posterior distribution for the MCID, based on our proposed BQR + GPC method, to be approximately calibrated. The $(x,y)$ coordinates of the red “X” in these plots represents the average $\hat{\eta}$ value chosen by GPC and the empirical coverage probability across replications. This demonstrates that GPC is selecting $\hat{\eta}$ values sufficiently near the oracle $\eta^*$, and that our corresponding generalized posterior inference for the MCID is calibrated, or at least approximately so.

As we see in Table 1, the coverage probability of BQR + GPC is, indeed, right on the advertised level. The asymptotic confidence interval proposed in Zhou et al. (2021), on the other hand, is far less reliable. Only in Example 1 does it achieve the nominal coverage probability—in the other examples, it falls well short of the 0.95 target. The bias of the two estimators is comparable in the first two examples, but Zhou et al.’s estimator is much more severely biased in the second two examples, which is sure to be a major contributor to the under-coverage of the corresponding confidence intervals. Overall, it is clear that our proposed BQR + GPC-based generalized posterior inference is superior in these four examples.
Figure 4: Coverage probability of the generalized posterior credible interval for the MCID in the four examples as a function of $\eta$. Solid horizontal lines in both plots represent the target 95% coverage probability, and the dashed line represent the two Monte Carlo standard errors around the target 0.95. The red X corresponds to the average $\hat{\eta}$ value and the empirical coverage probability attained by our BQR + GPC credible intervals.

6 Conclusion

In this paper we proposed a new strategy for inference on the personalized MCID, use a generalized posterior distribution based on a purposely-misspecified binary quantile regression model. This formulation is advantageous for at least two reasons. First, like the various existing strategies in the literature, it appropriately smooths the (empirical version) of the expected loss that defines the MCID. Second, this smoothing is done in such a way that it admits a convenient data-augmentation-based posterior sampling algorithm. This model formulation depends on a parameter $\eta$, which, despite needing to be handled carefully, turns out to be a blessing. Indeed, it is through careful tuning of this $\eta$ scale parameter, through the proposed GPC strategy, that we can ensure the generalized posterior credible intervals are reliable in a frequentist sense. As our simulation experiments make clear, the personalized MCID problem is challenging, so achieving even approximately valid uncertainty quantification is apparently no small feat.

There remains some interesting open questions that deserve further investigation.
First, while the proposed method has strong empirical performance, there is still no formal proof that the GPC method provides valid uncertainty quantification.

Second, asymptotic properties of our generalized posterior would also be interesting to explore. The asymptotics for the original binary quantile regression method proposed by Manski are non-standard and highly non-trivial (Benoit and Van den Poel 2012; Kim and Pollard 1990; Manski 1985; Mollica and Petrella 2017) and, while smoothing the objective function can tame some of that, the effect of even some basic smoothing like in (Zhou et al. 2020b) is not yet fully understood in this application. It would be interesting to see if our strategy of smoothing via a purposely-misspecified model would have any general advantages when it comes to asymptotic theory.

Finally, it would be of interest to see if/how our proposed method for solving the MCID problem could be extended to higher dimensions. Bayesian lasso binary quantile regression in Benoit et al. (2013), together with GPC, is one reasonable idea. That is, can a suitable choice of \( \eta \) ensure the binary quantile regression with a suitable multivariate Laplace prior on \( \beta \) ensure that credible interval of MCID achieves the nominal coverage probability? In the higher dimensional MCID problem, our proposed strategy would surely require paralleling the bootstrap replicates in the GPC algorithm, along with perhaps other efficiency-focused adjustments.
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A Appendix

A.1 Proof of Proposition

Recall that the goal is to characterize the minimizer of the BQR-based risk function \( \beta \mapsto R_{qr}^{\beta}(\beta) \), which is defined as

\[
R_{qr}^{\beta}(\beta) = \mathbb{E}\{\ell_{qr}^\beta(X, Y, Z)\},
\]

where

\[
\ell_{qr}^\beta(x, y, z) = -\log h_\beta(x, y, z) = \frac{1}{2} \left[ (1 + y) \log g_\beta(x, z) + (1 - y) \log \left(1 - g_\beta(x, z)\right) \right] + \log p(x, z),
\]

with the form of \( g_\beta \)—including the implicit dependence on \( \eta \) and on \( \tau \)—given explicitly in (3). Since our goal is to minimize this risk function with respect to \( \beta \), and since the joint density \( p(x, z) \) of \((X, Z)\) under \( P \) does not depend on \( \beta \), we henceforth ignore this term in the loss function. After dropping this additive constant, our goal is to minimize

\[
R_{qr}^\eta(\beta) = -\{A(\beta) + B(\beta) + C(\beta) + D(\beta)\},
\]
where
\[
A(\beta) = \int_{\mathbb{Z}^\top}^{\beta_T} \int_{-\infty}^{z} \{\log(1 - \tau) - \tau(\beta_T z - x)/\eta\} m_z(x) p(x, z) \, dx \, dz
\]
\[
B(\beta) = \int_{\mathbb{Z}^\top}^{\beta_T} \int_{-\infty}^{\infty} \log\{1 - \tau e^{-(1-\tau)(x-\beta_T z)/\eta}\} m_z(x) p(x, z) \, dx \, dz
\]
\[
C(\beta) = \int_{\mathbb{Z}^\top}^{\beta_T} \int_{-\infty}^{\infty} \log\{1 - (1 - \tau)e^{-\tau(\beta_T z-x)/\eta}\} \{1 - m_z(x)\} p(x, z) \, dx \, dz
\]
\[
D(\beta) = \int_{\mathbb{Z}^\top}^{\beta_T} \int_{-\infty}^{\infty} \log(\tau - (1 - \tau)(x - \beta_T z)/\eta) \{1 - m_z(x)\} p(x, z) \, dx \, dz.
\]

It is straightforward, albeit tedious, to differentiate each of these terms with respect to \(\beta\) (using Leibniz’s integral rule), and we obtain
\[
\dot{A}(\beta) = \log(1 - \tau) \int_{\mathbb{Z}^\top}^{\beta_T} z m_z(\beta_T z) p(\beta_T z, z) \, dz
\]
and where Bayes’s formula has been used to introduce a joint distribution of \((X, Y)\), given \(Z = z\), of the form \(\varpi \psi_{+1, z}(x)\) and \((1 - \varpi)\psi_{-1, z}(x)\).

It is not at all obvious from looking at the above expressions, but it turns out that the risk function is convex. Specifically, this implies that if we can find a \(\beta\) that solves the equation \(\text{LHS} = \text{RHS}(\eta)\), then that is the only such solution. That the risk function is convex might be expected based on the plots shown in Figure 2. A detailed proof requires some lengthy expressions, but the idea is clear so we only give a sketch. Start with

\[
-A(\beta) = \frac{\varpi \tau}{\eta} \int_{\mathbb{R}} z \int_{-\infty}^{\beta^T z} \psi_{+1, z}(x) \, dx \, dz + \text{(cancels)}. 
\]

The parenthetic term at the end can be ignored because it gets canceled when the four derivatives are summed up. The derivative of the above expression with respect to \(\beta\) is

\[
\frac{\varpi \tau}{\eta} \int_{\mathbb{R}} z z^T \psi_{+1, z}(\beta^T z) \, dz.
\]

Next, look at

\[
-\dot{B}(\beta) = \frac{\varpi(1 - \tau)}{\eta} \int_{\mathbb{R}} z \int_{\beta^T z}^{\infty} \frac{\tau e^{-(1 - \tau)(x - \beta^T z)/\eta}}{1 - \tau e^{-(1 - \tau)(x - \beta^T z)/\eta}} \psi_{+1, z}(x) \, dx \, dz + \text{(cancels)}.
\]

The derivative of this expression with respect to \(\beta\) is

\[
\frac{\varpi(1 - \tau)}{\eta} \int_{\mathbb{R}} z z^T \psi_{+1, z}(\beta^T z) \, dz + \frac{\varpi(1 - \tau)}{\eta} \int_{\mathbb{R}} z \int_{\beta^T z}^{\infty} \{\cdots\} \psi_{+1, z}(x) \, dx \, dz,
\]

where the term in curly braces is the derivative of the ratio in the previous display with respect to \(\beta\). On the stated range of integration, that ratio is an increasing function of \(\beta\), so the derivative is a positive function times \(z^T\). Putting these two pieces together

\[
-A(\beta) - \dot{B}(\beta) = \frac{\omega}{\eta} \int_{\mathbb{R}} z z^T \psi_{+1, z}(\beta^T z) \, dz \\
+ \frac{\omega(1 - \tau)}{\eta} \int_{\mathbb{R}} z z^T \int_{\beta^T z}^{\infty} \{\text{positive function}\} \psi_{+1, z}(x) \, dx \, dz,
\]

which is positive definite. The same thing happens when we consider \(\dot{C}(\beta)\) and \(\dot{D}(\beta)\), so we conclude that the second derivative of the risk is positive definite, hence the convexity—and uniqueness of the solution—claim follows.

Back to solving the equation in (10), as the notation above indicates, only the right-hand side term depends on \(\eta\), and the claim is that \(\text{RHS}(\eta) \rightarrow 0\) as \(\eta \rightarrow 0\). Showing this will prove the first claim of Proposition 1. The key point is that those two ratios involving exponential terms are bounded functions of \(\eta\) and both converge pointwise to 0 as \(\eta \rightarrow 0\). Then it follows from the dominated convergence theorem that \(\text{RHS}(\eta) \rightarrow 0\) as \(\eta \rightarrow 0\). Therefore, the risk minimizer is Fisher consistent for the (unique) solution to the equation (7), which proves the first claim of the proposition.

For the proposition’s second claim, when \(\tau = 1 - \varpi\), the expression in (7) simplifies to

\[
\int_{\mathbb{R}} z \int_{-\infty}^{\beta^T z} \psi_{+1, z}(x) \, dx \, dz = \int_{\mathbb{R}} z \int_{\beta^T z}^{\infty} \psi_{-1, z}(x) \, dx \, dz.
\]
If Assumption S holds, then it is easy to see that
\[
\int_{-\infty}^{\beta^\top z} \psi_{\cdot,1,z}(x) \, dx = \int_{\beta^\top z}^{\infty} \psi_{\cdot,-1,z}(x) \, dx, \quad \text{for all } z,
\]
where \( \beta^* = \frac{1}{2}(a_{+1} + a_{-1}) \) is the MCID-determining coefficient presented in Zhou et al. (2021). This establishes the claimed asymptotic Fisher consistency of our proposed risk minimizer at Zhao et al.’s MCID.

Finally, when \( \tau = 1 - \varpi = \frac{1}{2} \), we have that RHS(\( \eta \)) can be simplified as
\[
\frac{1}{4\eta} \int_{z} \int_{-\infty}^{\infty} \frac{1}{2} e^{-|x - \beta^\top z|/2\eta} \{ \psi_{\cdot,1,z}(x) 1_{x \leq \beta^\top z} - \psi_{\cdot,+1,z}(x) 1_{x \geq \beta^\top z} \} \, dx \, dz.
\]
By the symmetry in Assumption S, along with the symmetry of that ratio inside the integral, it follows that the inside integral vanishes when \( \beta = \beta^* \) for all \( z \) and for all \( \eta \).

Therefore, in this fully symmetric case, \( \beta^* \) is the minimizer of \( R_{\eta} bqr(\beta) \) for all \( \eta > 0 \).

### A.2 Additional simulation results

In the so-called balanced case, where \( \varpi = \frac{1}{2} \), Proposition 1 states that the minimizer of the risk function \( R_{\eta} bqr \) is the true MCID for all \( \eta > 0 \). In the unbalanced case, i.e., \( \varpi \neq \frac{1}{2} \), we can conclude that the risk minimizer is the true MCID only for sufficiently small \( \eta > 0 \), and for \( \eta \) that are not “sufficiently small,” the shape of that risk function would be different. That the risk function’s shape depends on \( \eta \) implies that, when we use the empirical version of that risk to construct our generalized posterior distribution, both the center and the spread may depend on \( \eta \) in a potentially non-trivial way. And if the center of the generalized posterior varies with \( \eta \), then a slight modification to the GPC algorithm, as first presented in Syring and Martin (2019), is needed. We discussed that slight modification in Section 4.3 and its justification was based on the claim that the generalized posterior center’s dependence on \( \eta \) is rather mild, so our proposed modification is no more than a superficial change and should not impact the strong performance of GPC as demonstrated elsewhere. Here we provide some numerical evidence to justify that aforementioned claim.

Here we revisit the population MCID example in Section 3.2 and carry out a simulation study to demonstrate that the center of the generalized posterior distribution, as measured by the corresponding posterior mean, depends very mildly on the scalar \( \eta \). Our choice to focus on the population MCID case is to make it easy to draw plots to justify our claims. Consider an imbalanced case where the joint distribution of \((X,Y)\) is described hierarchically as
\[
Y \sim 2 \text{Ber}(0.7) - 1, \quad (X \mid Y = y) \sim N(y, 2^2), \quad y = \pm 1.
\]
As explained in Section 3.2, the true (population) MCID being estimated is \( \theta^* = 0 \). Throughout the following investigations, each sample consists of \( n = 200 \) pairs of \((X,Y)\) generated from the above joint distribution, and this process is replicated 250 times.

First, we want to investigate the sensitivity of the generalized posterior distribution’s center to the choice of \( \eta \). Figure 5 shows histograms of the 250 generalized posterior
means for three different $\eta$ values, namely, $\eta = 1, 0.25, \text{ and } 0.06$, from left to right. When $\eta$ is relatively large, it is clear that there is some degree of bias in the posterior mean; however, as Proposition 1 predicts, when $\eta$ is small, the generalized posterior mean zeros in on the true MCID. So, as long as $\eta$ is relatively small, the bias induces by the dependence on $\eta$ is rather mild, as we claimed. Second, it is of interest to consider what $\eta$ value the GPC algorithm is targeting. Figure 6(a) plots the coverage probability of the 95% generalized posterior credible interval for $\theta^*$ as a function of $\eta$. Clearly, the coverage probability is of the nominal level when $\eta$ is in the vicinity of 0.5 or 0.6. Figure 6(b) plots a histogram of the $\hat{\eta}$ values that were actually selected by (our slight variation on) the GPC algorithm over the 250 replications and, indeed, these concentrate in the 0.4–0.6 range, around 0.47 on average. Therefore, we conclude that the coverage probability realized by the proposed BQR + GPC generalized posterior credible intervals should be approximately equal to the nominal level, as confirmed in the simulation results presented in Section 5 above.
References

Albert, J. H. and Chib, S. (1993). Bayesian analysis of binary and polychotomous response data. *Journal of the American Statistical Association*, 88(422):669–679.

Benoit, D. F., Alhamzawi, R., and Yu, K. (2013). Bayesian Lasso binary quantile regression. *Computational Statistics*, 28(6):2861–2873.

Benoit, D. F. and Van den Poel, D. (2012). Binary quantile regression: a Bayesian approach based on the asymmetric Laplace distribution. *Journal of Applied Econometrics*, 27(7):1174–1188.

Bhattacharya, I. and Martin, R. (2022). Gibbs posterior inference on multivariate quantiles. *Journal of Statistical Planning and Inference*, 218:106–121.

Copay, A. G., Glassman, S. D., Subach, B. R., Berven, S., Schuler, T. C., and Carreon, L. Y. (2008). Minimum clinically important difference in lumbar spine surgery patients: a choice of methods using the Oswestry disability index, medical outcomes study questionnaire short form 36, and pain scales. *The Spine Journal*, 8(6):968–974.

Cox, D. R. and Hinkley, D. V. (1974). *Theoretical Statistics*. Chapman and Hall, London.

Hedayat, A., Wang, J., and Xu, T. (2015). Minimum clinically important difference in medical studies. *Biometrics*, 71(1):33–41.

Jaeschke, R., Singer, J., and Guyatt, G. H. (1989). Measurement of health status: ascertaining the minimal clinically important difference. *Controlled Clinical Trials*, 10(4):407–415.

Jorgensen, B. (2012). *Statistical Properties of the Generalized Inverse Gaussian Distribution*, volume 9. Springer Science & Business Media.

Kim, J. and Pollard, D. (1990). Cube root asymptotics. *The Annals of Statistics*, pages 191–219.

Kleijn, B. J. and van der Vaart, A. W. (2012). The Bernstein-Von-Mises theorem under misspecification. *Electronic Journal of Statistics*, 6:354–381.

Koenker, R. and Bassett Jr, G. (1978). Regression quantiles. *Econometrica: journal of the Econometric Society*, pages 33–50.

Kozumi, H. and Kobayashi, G. (2011). Gibbs sampling methods for Bayesian quantile regression. *Journal of Statistical Computation and Simulation*, 81(11):1565–1578.

Le Thi Hoai, A. and Tao, P. D. (1997). Solving a class of linearly constrained indefinite quadratic problems by dc algorithms. *Journal of Global Optimization*, 11(3):253–285.

Manski, C. F. (1985). Semiparametric analysis of discrete response: Asymptotic properties of the maximum score estimator. *Journal of Econometrics*, 27(3):313–333.
Martin, R. and Syring, N. (2022). Direct Gibbs posterior inference on risk minimizers: construction, concentration, and calibration. In Handbook of Statistics: Advancements in Bayesian Methods and Implementation, to appear; arXiv:2203.09381.

Mollica, C. and Petrella, L. (2017). Bayesian binary quantile regression for the analysis of bachelor-to-master transition. Journal of Applied Statistics, 44(15):2791–2812.

Parker, S. L., Adogwa, O., Mendenhall, S. K., Shau, D. N., Anderson, W. N., Cheng, J. S., Devin, C. J., and McGirt, M. J. (2012). Determination of minimum clinically important difference (mcid) in pain, disability, and quality of life after revision fusion for symptomatic pseudoarthrosis. The Spine Journal, 12(12):1122–1128.

Polson, N. G. and Scott, S. L. (2011). Data augmentation for support vector machines. Bayesian Analysis, 6(1):1–23.

Stefanski, L. A. and Boos, D. D. (2002). The calculus of M-estimation. The American Statistician, 56(1):29–38.

Syring, N. and Martin, R. (2017). Gibbs posterior inference on the minimum clinically important difference. Journal of Statistical Planning and Inference, 187:67–77.

Syring, N. and Martin, R. (2019). Calibrating general posterior credible regions. Biometrika, 106(2):479–486.

Syring, N. and Martin, R. (2020). Gibbs posterior concentration rates under sub-exponential type losses. arXiv preprint arXiv:2012.04505.

Tanner, M. A. and Wong, W. H. (1987). The calculation of posterior distributions by data augmentation. Journal of the American Statistical Association, 82(398):528–540.

Wang, Z. and Martin, R. (2020). Model-free posterior inference on the area under the receiver operating characteristic curve. Journal of Statistical Planning and Inference, 209:174–186.

Watson, G. N. (1995). A Treatise on the Theory of Bessel Functions. Cambridge University Press.

Wu, P.-S. and Martin, R. (2022). A comparison of learning rate selection methods in generalized Bayesian inference. Bayesian Analysis, to appear, arXiv:2012.11349.

Yu, K. and Moyeed, R. A. (2001). Bayesian quantile regression. Statistics & Probability Letters, 54(4):437–447.

Yu, K. and Zhang, J. (2005). A three-parameter asymmetric Laplace distribution and its extension. Communications in Statistics—Theory and Methods, 34(9-10):1867–1879.

Zhou, Z., Bisson, L. J., and Zhao, J. (2021). A statistical inference framework to assess clinical importance. arXiv preprint arXiv:2108.11589.

Zhou, Z. and Zhao, J. (2021). MCID: estimating the minimal clinically important difference. R package version 0.1.0.
Zhou, Z., Zhao, J., and Bisson, L. J. (2020a). Estimation of data adaptive minimal clinically important difference with a nonconvex optimization procedure. *Statistical Methods in Medical Research*, 29(3):879–893.

Zhou, Z., Zhao, J., and Kluczynski, M. (2020b). Interval estimation for minimal clinically important difference and its classification error via a bootstrap scheme. *Statistical Theory and Related Fields*, 4(2):135–145.