A mobile robot path planning algorithm based on improved A* 
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Abstract. Global path planning of mobile robot aims to provide a safe and smooth path for mobile robot navigation. Traditional A * algorithm is planning the path of more turns, and not smooth. Moreover, for the u-shaped terrain, the path stick to the obstacles. Aiming at the shortcomings of A* algorithm, cosine distance is selected as the heuristic function, and direction information is added and normalized. The 36-order neighborhood search matrix is selected to solve the problem of fitting u-bend. In addition, a post-processing method based on Bessel curve is proposed. Make the planned path curvature change continuously. Simulation results show the effectiveness of the improved algorithm.

1. Introduction
Path planning is one of the key technologies of mobile robot autonomous navigation. It is to search for an optimal non-collision path from the starting point to the target point[1]. Grid-based path planning algorithms mainly include: Dijkstra algorithm[2], A*[3], D*[4], where Dijkstra algorithm can search for the optimal path, but the search’s efficiency is low. D* series algorithms are mainly aimed at autonomous navigation in dynamic environment. Global path planning for a known static environment, A* algorithm can more efficiently and quickly solve the shortest path between the starting point and the target point [5]. It is widely used in mobile robots [6].

2. A* algorithm
A* algorithm as classic heuristic search algorithm, the core of A* algorithm is the valuation function, in which heuristic value is added, so that the search process from heuristic substitution value to the target state continuously. Therefore, it may save a lot of computational process and improve the efficiency of the algorithm[7].

2.1 Traditional A*

\[ f(s) = g(s) + h(s) \] (1)

Where, \( f(s) \) is the estimated value of node \( s \). \( g(s) \) represents the connected generation value from initial state \( s_{\text{start}} \) to state \( s \), and \( h(s) \) represents the heuristic value from state \( s \) to target state \( s_{\text{goal}} \).

Search process as shown in figure 1, A * algorithm, A is the starting point and B is the target point. The path search starts from the starting point A, and the current node is the parent node in the process,
search its child nodes connected area, through the formula 1 each child nodes are calculated separately, and the value f, select the minimum value f of the search for the next node, and calculate its parent, until the search for the target point B, finally from the target point B reverse back its parent to obtain a path.

![Fig1. A* algorithm search process](image)

Usually, the heuristic function selects the straight-line distance (Euclidean distance) from the node to the target point as the heuristic cost[8],

$$h(s) = \sqrt{(X_G - X_s)^2 + (Y_G - Y_s)^2}$$  \hspace{1cm} (2)

Where, \((X_G, Y_G)\) is the coordinate of target point G, and \((X_s, Y_s)\) is the coordinate of node S.

2.2 Problems of A* algorithm

A* algorithm still has the following problems.

- The search path has lots of turns;
- in the search process, the robot is simplified into particle points and the actual size of it is ignored;
- although the planned path can effectively avoid impassable obstacles, it is short of obstacles. In practical applications, the robot cannot follow the path well and is prone to collision;
- the planned path smoothness is poor.

3. Improved A* algorithm

3.1 Improved heuristic function

Traditional heuristic functions of A* only have distance information[9], as shown in formula 2. On this basis, cosine similarity and direction information are introduced to make the search direction more close to the target direction. The improved heuristic function is shown in formula 3.

$$h(s) = u \cdot L + v \cdot \cos \alpha + w \cdot \sin \alpha$$  \hspace{1cm} (3)

Where u, v and w represent static weights.

L represents the distance information contained in the traditional A*. As shown in formula 2 above, Euclidean distance function is selected to estimate the distance information of two nodes.

\(\alpha\) is the vector from the starting point to the target point, and the Angle between the parent node and the vector of the current child node.

\(\cos \alpha\) represents the cosine similarity of two vectors. Cosine similarity measures the similarity between two vectors by measuring the cosine of the Angle between them. Cosine of 0 degrees is 1, and cosine of any other Angle is less than 1; And its minimum value is negative 1. So the cosine of the Angle between the two vectors determines whether the two vectors point roughly in the same direction. When two vectors have the same direction, the cosine similarity value is 1; When the Angle between the two vectors is 90°, the cosine similarity value is 0. When two vectors point in opposite directions, the cosine similarity is negative 1.

\(\sin \alpha\) indicates direction information.

Taking the combination of distance information, cosine similarity and direction information as heuristic functions, there exists the problem of unit disunity, so the distance and Angle need to be
normalized. After processing, only the contribution of the two to the path is considered to avoid the problem of unit disunity.

3.2.36 Search the neighborhood matrix

The search neighborhood of A* algorithm is designed as the matrix shown in the figure, and an 11*11 matrix is established centering on the search of child nodes. At this time, if all the points marked as 1 in the matrix are free nodes, the current node is considered passable, and vice versa. In practical applications, search matrix of appropriate size should be selected according to the robot's own size and map resolution to determine the distance between the path and obstacles, so as to ensure the safety of the robot during its operation.

![Search the neighborhood matrix](image)

Fig. 2 36 Search the neighborhood matrix

4. Path smoothing method

Bézier curve [10] by Bernstein polynomial (Bernstein polynomial) evolved. Bézier curve was used to smooth the path of the improved A* algorithm.

The N order of Bernstein polynomials has the following form:

\[ b(t) = \sum_{i=0}^{n} \beta_i \cdot B_{ni}(t), \quad t \in [0, 1] \]  

Among i = 0, 1, ..., n, and

\[ \binom{n}{i} = \frac{n!}{i!(n-i)!} \]  

It's the binomial coefficient. Bernstein n - order polynomials form a basis for exponential polynomials of n - order. In general, Bernstein polynomials can be expressed as

\[ B_n(t) = \sum_{i=0}^{n} \beta_i \cdot B_{ni}(t) \]  

Where the \( \beta_i \) is called the Bernstein coefficient, the Bernstein polynomials become bézier curve when the Bernstein coefficients are a series of fixed points in a two-dimensional plane[11].

Combining the bézier curve with global path planning, the total number of path points generated by the global path planning A* algorithm is n+1, and the \( \beta_i \) Bernstein coefficient is set as the ith path point Pi generated by the global path planning A* algorithm, where i = 0, 1, ..., n.

\[ B_n(t) = \sum_{i=0}^{n} p_i \cdot b_{ni}(t) \]  

Bézier curve has the following properties:

- the starting and ending points of the fitting curve coincide with the starting and ending points of the characteristic polygon;
- once the position of the points of the feature polygon is defective, the fitting curve is unique

After smoothing, the efficiency and flexibility of the actual movement of the robot can be improved.
5. Simulation Results
As shown in figure 3, the figure is a two-dimensional static global environment with a map size of 400*400. The dark areas are walls and obstacles, the upper right dot is the starting point A, and the lower right dot is the target point B.

![Static global map](image)

Fig3. Static global map

Fig4. The result of A* algorithm planning
As shown in figure 4, it is the path searched by the traditional A* algorithm. It can be clearly seen that this path is relatively close to the obstacle and has many turns.

![A* algorithm planning](image)

Fig5. Improved path planning of A* algorithm
6. Conclusion

It can be seen from the simulation experiment that the improved A* algorithm can well consider the relationship between the robot body and obstacles, solve the problem that the traditional A* path fits the obstacles, and process the generated path through the bézier curve, achieving the smooth path effect. The improved A* can better play a global guiding role in robot autonomous navigation.
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