SHAPE SENSITIVITY OF A 2D FLUID-STRUCTURE INTERACTION PROBLEM BETWEEN A VISCOUS INCOMPRESSIBLE FLUID AND AN INCOMPRESSIBLE ELASTIC STRUCTURE.
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Abstract. We study the shape differentiability of a general functional depending on the solution of a bidimensional stationary Stokes-Elasticity system, with respect to the reference domain of the elastic structure immersed in a viscous fluid. The differentiability with respect to reference elastic domain variations are considered under shape perturbations with diffeomorphisms. The shape-derivative is then calculated with the use of the velocity method. This derivative involves the material derivatives of the solution of this Fluid-Structure Interaction problem. The adjoint method is used to obtain a simplified expression for the shape derivative.
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1. Introduction

Fluid Structure Interaction (FSI) problems model physical systems in which a solid body (rigid or deformable) interacts with a fluid (internal or external to the body). In this work, we consider an elastic body in plain strain, clamped to a rigid support in its interior and immersed in a viscous incompressible fluid. The system is infinite in the anti-plane dimension. From the mathematical point of view, we consider a system of bi-dimensional stationary PDEs which involves on one hand the Stokes equations for the fluid flow and, on the other hand, an incompressible linearized elastic equations for the deformation of the structure. These two sub-systems are coupled through a boundary condition on the interface between the solid and the fluid, by imposing the forces continuity across the interface.

In this paper, we are interested in a shape optimization issue for this fluid-structure interaction problem. We aim to study the shape sensibility with respect to the reference domain $\Omega_0$ of the elastic body, also called the reference configuration (i.e. the domain at rest, before deformation) of a given shape functional. This functional depends on the elastic reference domain $\Omega_0$ as well as on the corresponding solution of the full PDEs system. We point out that in this context, we do not directly control the shape of the deformed elastic body which actually interacts with the fluid.

The goal of this paper is to show the differentiability of a broad family of shape functionals (e.g. energy functional, drag functional,..) in which the shape is the reference configuration $\Omega_0$ of the elastic body and also to calculate the associated shape derivatives. The differentiability is tackled with respect to the reference configuration $\Omega_0$ by considering a class of perturbations of $\Omega_0$ by diffeomorphisms. We also provide formulas for the associated shape derivatives. These derivatives would be useful in a numerical shape optimisation procedure (as e.g. steepest descent methods) to determine an optimal elastic reference domain that minimizes a given shape functional (see e.g. [2, 33, 24, 44]).

Dealing with an FSI problem, the first mathematical issue is proving existence of solutions. Early important contributions can be found in [4, 5, 17] in which the authors study stationary flows in nonlinear elastic shells and also nonlinear elastic tubes and shells.
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under external flow for which the velocity is prescribed. In the early 2000, mathematicians started to investigate more intensely the interaction of a viscous liquid with elastic bodies in steady and unsteady regime. For steady-state problems, one can cite [37, 25, 7, 40, 23] and for the unsteady case, we refer for example to [26, 19, 15, 10, 9, 34]. One of the difficulties in the study of these kind of FSI problems is that the fluid, described in Eulerian coordinates, turns to be defined on a domain depending on the structure displacement, which is instead described in Lagrangian coordinates. For the FSI problem under consideration in this paper, we will first establish the existence and uniqueness of the solution.

The second issue in FSI problems is to find optimal structures which optimize a suitable desired efficiency in fluid dynamics, possibly under constraint. Great interest has been shown in the minimization of the drag in fluid mechanics optimisation (see e.g., [6, 33, 24]), in the shape minimization of the dissipated energy in a pipe (see e.g., [28, 8]) or in the optimisation of fluid flow with or without body forces (see e.g., [18]). In all this mentioned works, the shape or the geometry in which PDEs lie, are fixed and known. Shape optimisation applied to FSI problems, where the geometry is one of the unknowns, is more recent. One can cite [44, 43, 31, 3, 30] where level-set methods are used to characterize the fluid and the structure domains, and also [35, 36, 32] in which the FSI problem is relaxed by a density design variable. The work presented in this paper is an extension of what is done in [38] where the shape differentiability of a simplified free-boundary one-dimensional problem is studied and for which it is proved that the shape optimisation problem is well-posed. In the recent papers [21, 20], the shape and topological optimisation of a multiphysics thermal-fluid-structure interaction problem is studied with a velocity and adjoint method, for which the structure domain is assumed to be fixed. In [42], differentiability results are shown for the solutions of a stationary fluid-structure interaction problem in an ALE framework. The differentiability is considered with respect to variations of the given data (volume forces and boundary values) but not with respect to the reference domain of the elastic structure, as it is done in this present paper. Finally, we mention the work of Haubner et al [27] where the method of mappings is used for proving differentiability results with respect to domain variations, for unsteady fluid-structure interaction problems that couple the Navier–Stokes equations and the Lamé system.

The paper is organized as follows: we start, in Section 2, with a presentation of the FSI problem under study. In Section 3 we prove existence and uniqueness result for the FSI problem, first by analyzing separately the fluid equations and the structure problem, and finally by coupling the two subsystems through a fixed point procedure. Then, in Section 4, after an introduction to the calculus of shape derivatives by the velocity method, we apply this approach to our FSI problem: the sensitivity analysis allows us to show that the solutions of the FSI system are shape-differentiable. The last part in Section 5, is devoted to the calculation of the shape derivative of an abstract shape functional. Using the adjoint method, we also give a simplified expression of the shape derivative, not depending on the material derivatives of the solutions of the FSI problem but involving the solutions of adjoint problems.

2. A two-dimensional FSI model with a shape optimisation problem

In this section, we first present the FSI model under study and then the related shape optimisation problem that will be addressed in this paper. The FSI model couples the Stokes equations with the elasticity equation and follows essentially [25] and [38]. The difference with respect to the literature is the assumption of linear incompressible elasticity for the structure, which results in a divergence free condition for the structure's displacement.
2.1. Notations. In this preliminary paragraph we fix the notations that will be used throughout the paper. Let \( \{e_1, \ldots, e_n\} \) be the canonical orthogonal basis of \( \mathbb{R}^n \), \( n \geq 2 \). Let \( u \) and \( v \) be two vectors of \( \mathbb{R}^n \), \( A \) and \( B \) be two second order tensors of \( \mathbb{R}^n \). Using the Einstein summation convention, we set

\[
AB = A_{ik}B_{kj} e_i \otimes e_j, \\
A : B = A_{ij}B_{ij}, \\
Au = A_{ij}u_j e_i, \\
u \cdot v = u_i v_i,
\]

where \( \{e_i \otimes e_j\}_{i,j} \) forms the canonical basis of the second order tensors on \( \mathbb{R}^n \). Denoting by \( I \) the identity matrix, we define the trace \( \text{tr}(A) \) of a matrix \( A \) by

\[
\text{tr}(A) = I : A,
\]

its symmetric part by

\[
A^s := \frac{1}{2} \left( A + A^\top \right),
\]

and its norm \( |A| \) by

\[
|A| = (A : A)^{1/2}.
\]

Moreover, if \( A \) is an invertible matrix, we define the cofactor matrix of \( A \) by

\[
\text{cof}(A) = \text{det}(A)A^{-\top}.
\]

Let \( \Omega \) be an open subset of \( \mathbb{R}^n \), \( n \geq 2 \). The functions or fields involved in the equations we study in this paper belong to Sobolev spaces \( W^{m,p}(\Omega) \), for \( m \geq 0 \) a positive integer, and \( 1 \leq p \leq +\infty \). With this convention, \( W^{0,p}(\Omega) \) stands for the Lebesgue space of \( L^p(\Omega) \). The norm in \( W^{m,p}(\Omega) \) is denoted by \( \| \cdot \|_{m,p,\Omega} \), or, when no ambiguity may arise, simply by \( \| \cdot \|_{m,p} \). Finally, the space \( W^{m,2}(\Omega) \) will simply be denoted by \( H^m(\Omega) \).

2.2. The Fluid-Structure Interaction model. We consider a two-dimensional elastic body (the structure) immersed in an incompressible viscous fluid and clamped from a part of its boundary, while applying volume forces to both fluid and elastic parts. This results in the deformation of the free boundary of the elastic body, which is the interface where the interaction between the elastic body and the fluid takes place (see Figure 1).

In order to describe this setting, we fix three simply connected bounded open sets \( \omega, D_0, D \subset \mathbb{R}^2 \), such that \( \omega \subset \subset D_0 \subset \subset D \). We denote by \( \Gamma_0 \) and \( \Gamma_\omega \) the boundaries of \( D_0 \) and \( \omega \), respectively. The annular domain

\[
\Omega_0 := D_0 \setminus \overline{\omega}
\]

represents the region occupied by the elastic body, that we assume to be clamped on the boundary part \( \Gamma_\omega \). The complementary set in the box \( D \), namely the annular domain

\[
\Omega_0^c := D \setminus \overline{D_0},
\]

is the region occupied by the fluid, that we take incompressible. The elastic body and the fluid interact through the interface \( \Gamma_0 \), which is deformable.

The fluid and the structure are subject to volume forces which result in a deformation of the elastic part. In our analysis, we assume that the system is at equilibrium, in particular, the time variable will not appear in the model.

The deformed elastic body, denoted by \( \Omega_S \), is described in Lagrangian coordinates, that is, through a function defined in the reference configuration:

\[
\Omega_S := T(w)(\Omega_0),
\]

with

\[
T(w) : \Omega_0 \to D \setminus \overline{\omega}, \quad T(w) = \text{id}_{\mathbb{R}^2} + w,
\]
where $\text{id}_{\mathbb{R}^2}$ is the identity in $\mathbb{R}^2$ and $w$ is the elastic displacement field in $\Omega_0$. Accordingly, the deformed fluid-structure interface is

$$\Gamma_{FS} := T(w)(\Gamma_0) = (\text{id}_{\mathbb{R}^2} + w)(\Gamma_0).$$  \hfill (12)

On the other hand, the fluid is described in Eulerian coordinates, namely through functions defined in the region surrounding the deformed elastic body

$$\Omega_F := D \setminus \overline{\Omega_S \cup \omega}. \hfill (13)$$

The functions describing the fluid are the velocity field $u : \Omega_F \to \mathbb{R}^2$ and the pressure field $p : \Omega_F \to \mathbb{R}$.

In the following paragraphs, we will specify the PDEs governing the two phases of the system, and their interaction.

2.2.1. Fluid equations. In the framework of incompressibility, the velocity field $u$ and the pressure field $p$ are governed by Stokes equations:

$$\begin{cases} - \text{div } \varsigma(u, p) = f & \text{in } \Omega_F, \\ \text{div } u = 0 & \text{in } \Omega_F, \\ u = 0 & \text{on } \partial \Omega_F. \end{cases} \hfill (14)$$

In the system, $f : \mathbb{R}^2 \to \mathbb{R}^2$ is the applied force, defined in the whole space, whereas $\varsigma$ is the Cauchy stress tensor, defined by

$$\varsigma(u, p) := 2\nu \nabla^s u - pI, \hfill (15)$$

with $\nu > 0$ the viscosity of the fluid. We recall that the superscript $s$ stands for the symmetrization operator (see (6)).

2.2.2. Structure equations. We suppose that the elastic body is attached to the rigid support $\omega$ via its boundary $\Gamma_\omega$. This assumption results in a Dirichlet boundary condition for the elastic displacement $w$:

$$w = 0 \quad \text{on } \Gamma_\omega. \hfill (16)$$

A given volume force $g$ is applied to the structure in $\Omega_0$ and the elastic displacement $w$ satisfies the elasticity equation

$$- \text{div } \sigma(w) = g \quad \text{in } \Omega_0, \hfill (17)$$

where $\sigma$ is the linearized stress tensor (also called the second Piola-Kirchoff stress tensor) or simply stress tensor

$$\sigma(w) := 2\mu \nabla^s w + \lambda (\text{div } w)I. \hfill (18)$$
Here $\lambda$ and $\mu$ are the so-called Lamé coefficients (see e.g. [16]). Furthermore, we impose the equilibrium of the surface forces on the free boundary $\Gamma_0$ which reads as

$$
\int_{\Gamma_0} \sigma(w)n_0 \cdot (v \circ (\text{id}_{\mathbb{R}^2} + w)) d\Gamma_0 = \int_{\Gamma_{FS}} \varsigma(u,p)n_{FS} \cdot v \ d\Gamma_{FS},
$$

(19)

for all function $v$ defined on $\Omega_F$. In the above relation, $\Gamma_{FS}$ is defined in (12) and denotes the boundary between the fluid domain $\Omega_F$ and the deformed elastic body $\Omega_S$, whereas $d\Gamma_0$ and $d\Gamma_{FS}$ are the length elements of the boundaries $\Gamma_0$ and $\Gamma_{FS}$ respectively, and finally $n_0$ and $n_{FS}$ are the outer unit normal vectors to $\Gamma_0$ and $\Gamma_{FS}$ respectively. Recalling that $\Gamma_{FS}$ is the image of $\Gamma_0$ via $T(w) = \text{id}_{\mathbb{R}^2} + w$, cf. (11)-(12), we infer (see e.g. [16]) that

$$
n_{FS}d\Gamma_{FS} = [\text{det}(\nabla(T(w))) \nabla(T(w))^T n_0] d\Gamma_0.
$$

(20)

Thus, using $T(w)$ for a change of variables in (19) together with (20), we get the following boundary condition

$$
\sigma(w)n_0 = (\varsigma(u,p) \circ T) \text{cof}(\nabla T)n_0 \quad \text{on } \Gamma_0,
$$

(21)

where

$$
\text{cof}(\nabla T) = \text{det}(\nabla T)(\nabla T)^{-T}.
$$

(22)

In this paper, we consider the special case of linear incompressible elasticity for the structure, by imposing the following equation for the displacement:

$$
div w = 0.
$$

(23)

We introduce a Lagrange multiplier function $s$ associated to the incompressibility constraint (23). Then, the structure equation (17) together with the continuity condition of forces (21) become for $(w,s)$:

$$
\begin{cases}
- \text{div} \sigma(w) + \nabla s = g & \text{in } \Omega_0, \\
(\sigma(w) - s\text{I})n_0 = (\varsigma(u,p) \circ T) \text{cof}(\nabla T)n_0 & \text{on } \Gamma_0.
\end{cases}
$$

(24)

2.2.3. Full FSI coupled system. Using the fact that both the velocity $u$ and the displacement $w$ are divergence free, the FSI system for $(u,p)$ and $(w,s)$ that we consider in this paper is the following:

$$
\begin{cases}
-\nu \text{div}(\nabla u) + \nabla p = f & \text{in } \Omega_F, \\
\text{div} u = 0 & \text{in } \Omega_F, \\
u w = 0 & \text{on } \partial \Omega_F,
\end{cases}
$$

(25)

and

$$
\begin{cases}
-\mu \text{div}(\nabla w) + \nabla s = g & \text{in } \Omega_0, \\
\text{div} w = 0 & \text{in } \Omega_0, \\
w = 0 & \text{on } \Gamma_\omega \\
(\mu \nabla w - s\text{I})n_0 = ((\nu \nabla u - p\text{I}) \circ T) \text{cof}(\nabla T)n_0 & \text{on } \Gamma_0.
\end{cases}
$$

(26)

**Remark 1.** We point out that if we consider the general linear elastic equation (17) in place of the special incompressible case given by (23) and (24), we have to add an area preserved constraint for the displacement $w$, due to the incompressibility of the fluid. This extra constraint reads as:

$$
|\Omega_S| = \int_{\Omega_0} \text{det}(1 + \nabla w) \ dx = |\Omega_0|,
$$

(27)

where $|\cdot|$ denotes the Lebesgue measure for domains. We have that

$$
\text{det}(1 + \nabla w) = 1 + \text{div}(w) + \text{det}(\nabla w) = 1 + \text{div}(w) + O\left(||\nabla w||^2_{\infty}\right).
$$

(28)
So, under the condition that $\text{div} \; w = 0$ and neglecting the second order terms in (28), we obtain that the area constraint (27) is satisfied.

We can observe that the coupling of the FSI problem (25)-(26) is twofold:

- the structure displacement $w$ affects and defines the domain $\Omega_F$ on which the fluid equations are posed and where the velocity $u$ and the pressure $p$ are defined,
- the velocity $u$ and the pressure $p$ of the fluid give rise to a surface force which influences the calculation of the displacement $w$.

One of the main difficulties lies in the fact that there are two kinds of variables under consideration. On the one hand, the FSI problem involves Eulerian variables with the fluid velocity $u$ and pressure $p$, and on the other hand, the elastic displacement $w$ and the multipliers $s$ are Lagrangian variables.

Moreover, the domain $\Omega_F$ on which the fluid equations are written is unknown. To overcome these difficulties, we need to transport the fluid equations into a reference domain matching with the elastic reference domain $\Omega_0$.

2.3. Fixed domain formulation of the FSI problem. In order to tackle the FSI problem (25)-(26), we transpose the fluid equations (25) posed on the fluid domain $\Omega_F$ onto the fixed domain $\Omega^c_0$ defined by

$$\Omega^c_0 := D \setminus \overline{\Omega_0 \cup \omega}. \quad (29)$$

Thus, we need a $C^1$-diffeomorphism which maps $\Omega^c_0$ to $\Omega_F$. To this aim, we consider an extension of the map $T$, initially defined on $\Omega_0$ in (11), to the whole box $D$. With a slight abuse of notation, we use the same letter $T$ and we set

$$T(w) = \text{id}_{\mathbb{R}^2} + P(w), \quad (30)$$

where $w$ is a displacement field defined in the initial elastic body domain $\Omega_0$, and $P$ is an extension operator from $\Omega_0$ to $D$, such that $P(w)$ is defined in $D$ and $T(w)$ is one to one in $D$. This allows us to consider the fluid domain $\Omega_F$ defined as:

$$\Omega_F = T(w)(\Omega^c_0), \quad (31)$$

where $\Omega^c_0$ is defined in (29) (see also Figure 1). We will go through this extension procedure in details later on, to give a rigorous definition of $T$.

In the same way as in [25], we can define the transported velocity and pressure fields

$$v := u \circ T(w), \quad (32)$$
$$q := p \circ T(w). \quad (33)$$

With these new variables, we can write the fluid equations transported onto the reference domain $\Omega^c_0$, (e.g., by using the variational formulation as in [12], Section 3.2.2), and the complete FSI problem reads as:

$$\begin{cases}
-\nu \text{div}(\nabla v F(w)) + G(w) \nabla q = (f \circ T(w)) J(w) & \text{in } \Omega^c_0, \\
\text{div}(G(w)^\top v) = 0 & \text{in } \Omega^c_0, \\
v = 0 & \text{on } \partial \Omega^c_0, \\
-\mu \text{div}(\nabla w) + \nabla s = g & \text{in } \Omega_0, \\
\text{div} w = 0 & \text{in } \Omega_0, \\
w = 0 & \text{on } \Gamma_\omega, \\
(\mu \nabla w - s I)n_0 = \nu(\nabla v F(w)n_0 - qG(w)n_0) & \text{on } \Gamma_0,
\end{cases} \quad (34)$$
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where we have set

\[ F(w) := (\nabla T(w))^{-1} \operatorname{cof}(\nabla T(w)), \]
\[ G(w) := \operatorname{cof}(\nabla T(w)), \]
\[ J(w) := \det(\nabla T(w)). \]

The boundary condition on \( \Gamma_0 \) appearing in (34) comes from the computation of the surface force applied on the structure, given in (21) by \( (\varsigma(u, p) \circ T) \operatorname{cof}(\nabla T)n_0 \), in terms of the new variables \( v \) and \( q \):

\[ (\varsigma(u, p) \circ T) \operatorname{cof}(\nabla T)n_0 = (\nu(\nabla v)F(w) - qG(w))n_0. \]

We point out that the FSI problem (34) is a sort of hybrid model compared to [25], coming from the linearization of the equilibrium equation of the structure (that is to say the Piola-Kirchhoff stress tensor) and the area constraint (27). This has been done in order to simplify the shape optimisation analysis performed in this paper. Moreover, we do not have linearized the terms arising from the fluid equations change of variables, i.e., \( J(w) \), \( G(w) \), and \( F(w) \), because we want to compute shape derivatives by keeping as much information as possible, for possible further applications and calculation purposes for a general system.

2.4. Optimisation of the FSI system. The shape sensitivity analysis of the FSI model (34) carried out in this article, is motivated by a shape optimisation problem. This problem consists in seeking for an optimal shape of the elastic reference domain \( \Omega_0 \) that minimizes a functional depending on the solution of the FSI system associated to \( \Omega_0 \). The shape optimisation problem we consider is of the following form:

\[ \min_{\Omega_0 \in U_{ad}} J(\Omega_0), \quad (39) \]

where \( J(\Omega_0) \) is a quite general shape functional depending on the initial elastic domain defined by

\[ J(\Omega_0) = \int_{\Omega_0} j_S(Y, w(Y), \nabla w(Y)) \, dY + \int_{\Omega_F} j_F(x, u(x), \nabla u(x)) \, dx, \quad (40) \]

where \( j_F \) and \( j_S \) are smooth functions depending respectively on \( u = v \circ T(w)^{-1} \) and \( w \). The fields \( v \) and \( w \) are the velocity and the displacement solutions of the FSI problem (34) posed on \( \Omega_0 \cup \Omega_0^c \). The domain \( \Omega_0 \in U_{ad} \) belongs to a class \( U_{ad} \) of smooth domains admissible for the FSI problem. For example, we can consider

\[ U_{ad} := \{ A \subset \mathbb{R}^2, A = B \setminus \omega \text{ with } B \text{ smooth,} \]
\[ \text{simply connected, } \omega \subset B \subset D \text{ and } |A| = |\Omega_0| \}. \]

In this paper, we do not go as far as to solve the complete optimisation problem (39). We will restrict our study to the shape sensitivity analysis of the FSI model (34).

3. Existence and uniqueness result for the FSI problem

In this section, we establish an existence and uniqueness result written in Theorem 1 for the FSI problem (34). In [25], an existence result is obtained for the Navier-Stokes equations coupled with a St Venant-Kirchhoff material in 3D. For volume forces regular and small enough, the author finds a solution, not necessarily unique, to the FSI problem by applying a fixed point procedure. For our purpose, the uniqueness of the solution is required to address the associated optimisation problem and its shape sensitivity analysis. For the same reason, we need higher regularity results for the data and the solutions of Problem (61). The existence and uniqueness result for our semi-linearized model is obtained by adapting what is done in [25].
Theorem 1. Let $D$, $\Omega_0$ and $\omega$ be domains of the form (9)-(10) with boundary components $\partial D$ and $\Gamma_\omega$ of class $C^3$ and $\Gamma_0$ of class $C^{3,1}$. Let $f \in (H^2(\mathbb{R}^2))^2$ and $g \in (H^1(\Omega_0))^2$. There exists a positive constant $C$ such that if $\|f\|_{2,2} \leq C$ and $\|g\|_{1,2} \leq C$, then there exists a unique solution

$$(v, q, w, s) \in (H^3_0(\Omega_0) \cap H^3(\Omega_0))^2 \times (L^2(\omega_0) \cap H^2(\omega_0)) \times (H^1_0, \Gamma_\omega(\Omega_0) \cap H^3(\Omega_0))^2 \times H^2(\Omega_0)$$

(41)

to the FSI problem (34). Furthermore, there exists a positive constant $C_{FS}$ such that

$$\|v\|_{3,2,\omega_0} + \|q\|_{2,2,\omega_0} + \|w\|_{3,2,\omega_0} + \|s\|_{2,2,\omega_0} \leq C_{FS}(\|f\|_{2,2,\mathbb{R}^2} + \|g\|_{1,2,\omega_0}).$$

(42)

Before going through the proof of Theorem 1, let us introduce some preliminary elements that allow to well define the bijective map $T$ introduced in (30).

3.1. Preliminaries. Let $b$ be a vector field belonging to $(H^3(\Omega_0))^2$. We define the following transformation map:

$$T : (H^3(\Omega_0))^2 \quad \rightarrow \quad (H^3(\Omega_0))^2, \quad b \mapsto \text{id}_{\mathbb{R}^2} + \mathcal{R}(\gamma(b)),$$

(43)

where $\gamma$ is the trace operator on $\Gamma_0$:

$$\gamma : H^3(\Omega_0) \rightarrow H^3(\Gamma_0),$$

(44)

and $\mathcal{R}$ is a lifting operator from $\Gamma_0$ to $\Omega_0^c$:

$$\mathcal{R} : H^{3-1/2}(\Gamma_0) \rightarrow H^{3}(\Omega_0^c).$$

(45)

We note that $\gamma$ and $\mathcal{R}$ are continuous linear operators. The extension operator $P = \mathcal{R} \circ \gamma$ can then be used to define the transformation map $T(w)$ introduced in (30). This map has to be a $C^1$-diffeomorphism, which requires some regularity property of the displacement field $w$. The following Lemma ensures that for a function $b$ regular enough, the map $T(b)$ defined in (43) can be used as a change of variable in the Stokes equations. A proof of this result can be found in [25].

Lemma 1. There exists a positive constant $M$ such that if $b \in (H^3(\Omega_0))^2$ satisfies

$$\|b\|_{H^3(\Omega_0)} \leq M,$$

(46)

then the following properties hold true:

(i) $\nabla (\text{id}_{\mathbb{R}^2} + \mathcal{R}(\gamma(b))) = I + \nabla \mathcal{R}(\gamma(b))$ is an invertible matrix in $(H^2(\Omega_0))^2 \times 2$,

(ii) $T(b) = \text{id}_{\mathbb{R}^2} + \mathcal{R}(\gamma(b))$ is one to one on $\Gamma_0^c$,

(iii) $T(b)$ is a $C^1$-diffeomorphism from $\Omega_0^c$ onto $T(b)(\Omega_0^c)$.

Note that the change of variables in the Stokes equations shows up some terms such as $(\nabla v)F(w))$ or $G(w)\nabla q$, see (34). If we want them to be well-defined, we still need higher regularity for $w$, and we need an algebra structure allowing products of functions. This is done with the following result offering an algebra structure for Sobolev spaces (see [1, Theorem 4.39, p. 106]).

Lemma 2. Let $\Omega$ be a bounded domain of $\mathbb{R}^2$ of class $C^1$. There exists a positive constant $C_a$ such that for all $u, v \in H^2(\Omega)$, we have $uv \in H^2(\Omega)$ and

$$\|uv\|_{2,2,\Omega} \leq C_a \|u\|_{2,2,\Omega} \|v\|_{2,2,\Omega}.$$ 

(47)

Furthermore, for all $w \in H^1(\Omega)$ and $u \in H^2(\Omega)$, we have $uv \in H^1(\Omega)$ and

$$\|uv\|_{1,2,\Omega} \leq C_a \|u\|_{2,2,\Omega} \|w\|_{1,2,\Omega}.$$ 

(48)
Now, we define the set
\[ B_M := \{ b \in (H^3(\Omega_0))^2 \mid \| b \|_{3,2} \leq M \}. \] (49)

Then, from the two preceding Lemmas, the following maps are well-defined:
\[ J : (H^3(\Omega_0))^2 \to H^2(\Omega_0^0) \]
\[ J(b) = \det(\nabla T(b)), \] (50)
\[ G : B_M \to (H^2(\Omega_0^0))^{2 \times 2} \]
\[ G(b) = \text{cof}(\nabla T(b)), \] (51)
and
\[ F : B_M \to (H^2(\Omega_0^0))^{2 \times 2} \]
\[ F(b) = (\nabla T(b))^{-1} \text{cof}(\nabla T(b)). \] (52)

Now we give a result concerning the regularity of \( J, G, F \) (see [25]).

**Lemma 3.** The mapping \( J \) is of class \( C^\infty \) in \((H^3(\Omega_0))^2\). The mappings \( G \) and \( F \) are infinitely differentiable everywhere in \( B_M \) defined in (49).

We conclude the paragraph with some remarks which will turn out useful in Sections 3.5 and 4.5. From Lemmas 2 and 3 we have that \( J \) defined from \( B_M \) into \( H^2(\Omega_0^0) \) and \( G \) and \( F \) defined from \( B_M \) into \((H^2(\Omega_0^0))^{2 \times 2}\) are of class \( C^\infty \), and the norms of their derivatives are bounded on \( B_M \). We set
\[ \| DJ \|_M := \sup_{b \in B_M} \| DJ(b) \|_{L(H^3(\Omega_0), H^2(\Omega_0^0))}, \] (53)
\[ \| DG \|_M := \sup_{b \in B_M} \| DG(b) \|_{L(H^3(\Omega_0), (H^2(\Omega_0^0))^{2 \times 2})}, \] (54)
\[ \| DF \|_M := \sup_{b \in B_M} \| DF(b) \|_{L(H^3(\Omega_0), (H^2(\Omega_0^0))^{2 \times 2})}. \] (55)

Noting that \( J(0) \equiv 1, \nabla T(0) \equiv I \), and that from Sobolev Injection Theorem, \( H^2(\Omega_0^0) \) is continuously embedded into \( L^\infty(\Omega_0^0) \), we can choose \( M \) small enough in (49), so that there exists two positive constants \( 0 < C_1 < C_2 \), such that for all \( b \in B_M \) we have
\[ C_1 \leq \| J(b) \|_{2,2}, \| J(b)^{-1} \|_{2,2}, \| \nabla T(b) \|_{2,2}, \| \nabla T(b)^{-1} \|_{2,2} \leq C_2 \] (56)
and
\[ C_1 \leq \| J(b) \|_{0,\infty}, \| J(b)^{-1} \|_{0,\infty}, \| \nabla T(b) \|_{0,\infty}, \| \nabla T(b)^{-1} \|_{0,\infty} \leq C_2. \] (57)

Finally, let \( \eta \in H^1(\mathbb{R}^2) \). In view of Lemma 1, \( T(b) \) is a \( C^1 \)-diffeomorphism. Thus, we have \( \eta \circ T(b) \in H^1(\Omega_0^0) \) and \( \nabla (\eta \circ T(b)) = ((\nabla \eta) \circ T(b)) \nabla T(b) \), where \( \nabla T(b) \) is bounded in \( H^2(\Omega_0^0) \) and then in \( L^\infty(\Omega_0^0) \). It follows that for all \( b \in B_M \),
\[ \| \eta \circ T(b) \|_{1,2,\Omega_0^0} \leq C \| \eta \|_{1,2,\mathbb{R}^2}, \] (58)
for all \( \eta \in H^1(\mathbb{R}^2) \), where \( C \) is a positive constant depending on \( \Omega_0, C_1, \) and \( C_2 \).

Furthermore, we recall a useful calculus property called Piola’s identity (see e.g., [16]). For \( 1 \leq n < p \), and \( \Psi \in (W^{2,p})^n \), we have
\[ \text{div} (\text{cof} \nabla \Psi) = 0. \] (59)
3.2. Fixed point procedure. The proof of Theorem 1 for the existence and uniqueness of the solution of the FSI problem (34) relies on a fixed point argument that we present in this subsection, by first considering the two following problems.

1. Let $f \in (H^2(\mathbb{R}^2))^2$, and $(v(b), q(b))$ be the solution of the system

$$
\begin{cases}
-\nu \text{div}((\nabla v(b))F(b)) + G(b)\nabla q(b) = J(b)(f \circ T(b)) & \text{in } \Omega_0^c, \\
\text{div}(G(b)^T v(b)) = 0 & \text{in } \Omega_0^c, \\
v(b) = 0 & \text{on } \partial \Omega_0^c,
\end{cases}
$$

(60)

where the maps $J$, $G$ and $F$ are defined by (50)–(52).

2. Let $g \in (H^1(\Omega_0))^2$, and $(w(b), s(b))$ be the solution of the system

$$
\begin{cases}
-\mu \text{div}(\nabla w(b)) + \nabla s(b) = g & \text{in } \Omega_0, \\
\text{div} w(b) = 0 & \text{in } \Omega_0, \\
w(b) = 0 & \text{on } \Gamma_\omega, \\
(\mu\nabla w(b) - s(b)I)n_0 = (\nu\nabla v(b)F(b) - q(b)G(b))n_0 & \text{on } \Gamma_0.
\end{cases}
$$

(61)

For a fixed $b$ small enough, we will show that the problem (60) admits a unique solution $(v(b), q(b))$, and then that the problem (61) depending on $(v(b), q(b))$ admits also a unique solution denoted by $(w(b), s(b))$. In particular we will see that $w(b)$ belongs to $H^3(\Omega_0)$. Thus we will be able to define a map

$$
S : B_M \rightarrow (H^3(\Omega_0))^2,
$$

and we will show in Section 3.5 that this map is actually a contraction, so that we can apply the Banach Fixed Point Theorem, and deduce that the solution we search for the FSI problem is unique and is given by the fixed point of $S$.

In the next subsection, we present some useful results for the resolution of problems (60) and (61), which are investigated in §3.3 and §3.4, respectively. The last part of the section, §3.5, is devoted to the proof of the contraction character of $S$.

3.3. Resolution of the fluid problem. Problem (60) is a slightly perturbed incompressible Stokes problem with non-slip boundary condition. Let us introduce the null mean-value pressure space

$$
L^2_0(\Omega_0^c) = \left\{ q \in L^2(\Omega_0^c) \mid \int_{\Omega_0^c} q \, dx = 0 \right\}.
$$

(63)

The following result extends the standard, and well-known, Stokes existence and uniqueness result for the fluid problem (60).

**Theorem 2.** Let $\Omega$ be a bounded domain of $\mathbb{R}^2$, having a $C^3$ boundary $\partial \Omega$. Let $f_F \in (H^1(\Omega))^2$, $h_F \in H^2(\Omega)$ be such that

$$
\int_\Omega h_F \, dx = 0,
$$

(64)

and $A, B \in (H^2(\Omega))^{2 \times 2}$ be two matrix fields. We assume that there exists $\psi \in (H^3(\Omega))^2$ such that

$$
B = \text{cof} \nabla \psi.
$$

(65)

There exists a positive constant $C_{\text{pert}}$ such that, if

$$
\|I - A\|_{(H^2(\Omega))^{2 \times 2}} \leq C_{\text{pert}}, \quad \text{and} \quad \|I - B\|_{(H^2(\Omega))^{2 \times 2}} \leq C_{\text{pert}},
$$

(66)
then there exists a unique solution \((v, p) \in (H^1_0(\Omega) \cap H^3(\Omega))^2 \times (L^2_0(\Omega) \cap H^2(\Omega))\) of the perturbed Stokes system:

\[
\begin{aligned}
-\nu \text{div}(\nabla v)A + B\nabla p &= f_F \quad \text{in } \Omega, \\
\text{div}(B^\top v) &= h_F \quad \text{in } \Omega, \\
v &= 0 \quad \text{on } \partial \Omega,
\end{aligned}
\]

(67)

and there exists a positive constant \(C_F\) such that

\[
\|v\|_{3,2,\Omega} + \|p\|_{2,2,\Omega} \leq C_F(\|f_F\|_{1,2,\Omega} + \|h_F\|_{2,2,\Omega}).
\]

(68)

We refer to [25] where the proof of this result is entirely given. The demonstration relies on a fixed point argument – leading to conditions (66) –, and on the classical regularity result of Stokes problem (see e.g. [11]). For a complete proof of well-posedness and regularity for Stokes problem, we may refer to [13] for the 3-dimensional case, and to [41, Proposition 2.3 p. 35] for the 2-dimensional case. A complete development on these questions is carried out in [22].

3.4. Resolution of the structure problem. Now we solve the structure problem (61). Under the assumptions we have made, the elastic material is incompressible, and the state equation is linear, so that it can be described by Stokes-like equations. The only difference with the behaviour of the fluid is that we do not impose a non-slip boundary condition on \(\Gamma_0\) for the structure displacement \(w\). Instead of that, the equilibrium of the surface forces leads to a stress boundary condition on \(\Gamma_0\).

Usually, the Dirichlet condition for the Stokes problem implies that we have a solution for which the pressure field is defined up to a constant (which is often chosen such that the pressure has a zero mean value), whereas pure Neumann or pure stress condition brings to a solution for which the velocity field is defined up to a constant. In the case of a mixed boundary condition, i.e with Dirichlet condition on a part of the boundary and stress condition on the rest of the boundary, we will note that the velocity together with the pressure are completely determined, and no zero mean value has to be imposed for the pressure.

Given a bounded connected open set \(\mathcal{O}\) in \(\mathbb{R}^2\) with boundary \(\Gamma\) and given a connected open subset \(\omega \subset \subset \mathcal{O}\) with boundary \(\Gamma_\omega\), we define the annular domain

\[
\Omega := \mathcal{O} \setminus \omega,
\]

(69)

with boundary \(\partial \Omega = \Gamma \cup \Gamma_\omega\). For such a domain, we introduce the subspace of \(H^1\) functions, vanishing on the boundary component \(\Gamma_\omega\): we set

\[
H^1_{0,\Gamma_\omega}(\Omega) := \{u \in H^1(\Omega) \mid u = 0 \text{ on } \Gamma_\omega\}.
\]

(70)

We give an existence, uniqueness and regularity result for the solution to the structure problem when the stress boundary condition on \(\Gamma\) is given.

**Theorem 3.** Let \(\Omega\) be a domain of the form (69) with boundary components \(\Gamma\) and \(\Gamma_\omega\) of class \(C^{3,1}\), and let \((g, h_S, f_b) \in (H^1(\Omega))^2 \times H^2(\Omega) \times (H^{3/2}(\Gamma))^2\). Let \(A, B \in (H^2(\Omega))^2 \times 2\) such that there exists \(\psi \in (H^3(\Omega))^2\) satisfying

\[
B = \text{cof } \nabla \psi.
\]

(71)

There exists a positive constant \(C_{\text{pert,2}}\) such that, if

\[
\|I - A\|_{(H^2(\Omega))^2 \times 2} \leq C_{\text{pert,2}}, \quad \text{and} \quad \|I - B\|_{(H^2(\Omega))^2 \times 2} \leq C_{\text{pert,2}},
\]

(72)
then there exists a unique pair \((w, s)\) in \((H^1_{0, \Gamma^w}(\Omega) \cap H^3(\Omega))^2 \times H^2(\Omega)\) solution of the problem:

\[
\begin{aligned}
-\mu \text{div}((\nabla w)A) + B\nabla s &= g & \text{in } \Omega, \\
\text{div}(B^\top w) &= h_S & \text{in } \Omega, \\
w &= 0 & \text{on } \Gamma^w, \\
(\mu(\nabla w)A - sB)n &= f_b & \text{on } \Gamma,
\end{aligned}
\]  

(73)

where \(n\) is the outward normal vector to \(\Gamma\). Furthermore, there exists a positive constant \(C_s\) depending only on \(\Omega\) such that

\[
\|w\|_{3,2,\Omega} + \|s\|_{2,2,\Omega} \leq C_s(\|g\|_{1,2,\Omega} + \|h_S\|_{2,2,\Omega} + \|f_b\|_{H^{1/2}(\Gamma)}).
\]  

(74)

Problem (73) involves non standard boundary conditions of different types. In the case where the stress boundary condition lies on the whole boundary \(\partial\Omega\). From there, Theorem 3 can be proved in exactly the same way as Theorem 2, with a fixed point argument.

3.5. Proof of Theorem 1. Now, we turn to the proof of Theorem 1 for the existence and uniqueness of the solution of the FSI problem (34) by means of the fixed point procedure introduced in subsection 3.2. From now on, we will denote by \(C\) any generic positive constant depending only on \(\Omega_0\) and on the constants \(C_1\) and \(C_2\) appearing in inequalities (56) and (57). The proof is divided into 3 steps.

- **Step 1: continuity of the fluid problem.** We start to prove that Problem (60) possesses a unique solution. We have that \(G(0) = F(0) = I\). For \(b \in B_M\) (see (49)), we deduce from Lemma 3 that if \(\mathcal{M}\) is small enough, we have then that \(G(b)\) and \(F(b)\) are such that \(\|1 - F(b)\|_{(H^2(\Omega))^{2 \times 2}} \leq C_{\text{pert}}\) and \(\|1 - G(b)\|_{(H^2(\Omega))^{2 \times 2}} \leq C_{\text{pert}}\), where \(C_{\text{pert}} > 0\) is the positive constant from inequalities (66) of Theorem 2. Moreover, from Lemma 1 we know that \(T(b)\) is a \(C^1\)-diffeomorphism and consequently \(f \circ T(b) \in (H^1(\Omega_0^b))^{2}\). Since \(J(b) \in H^2(\Omega_0^b)\), we deduce from (47) in Lemma 2 that \(J(b)(f \circ T(b)) \in (H^1(\Omega_0^b))^{2}\). Thus, we can apply Theorem 2 with \(f_F = J(b)f \circ T(b)\) and \(h_F \equiv 0\) for Problem (60): for all \(b \in B_M\) with \(\mathcal{M}\) small enough, Problem (60) admits a unique solution \((v(b), q(b)) \in (H^1_0(\Omega_0^b) \cap H^3(\Omega_0^b))^{2} \times (L^2(\Omega_0^b) \cap H^2(\Omega_0^b))\), satisfying the following estimate:

\[
\|v(b)\|_{3,2,\Omega_0^b} + \|q(b)\|_{2,2,\Omega_0^b} \leq C_F(J(b)(f \circ T(b)))_{1,2,\Omega_0^b}.
\]  

(75)

Now, we prove a continuity property for the solutions of Problem (60). Let then \((v(b_1), q(b_1))\) and \((v(b_2), q(b_2))\) be the solutions of Problem (60) for respectively \(b_1\) and \(b_2\) in \(B_M\). We set \(\delta v := v(b_1) - v(b_2)\) and \(\delta q := q(b_1) - q(b_2)\). We want to estimate \(\|\delta v\|_{3,2,\Omega_0^b}^{\delta}\) and \(\|\delta q\|_{2,2,\Omega_0^b}^{\delta}\) with respect to the difference \(\|b_1 - b_2\|_{3,2,\Omega_0}\). In view of (60), by difference, we infer that the pair \((\delta v, \delta q)\) solves

\[
\begin{aligned}
-\nu \text{div}(\nabla(\delta v)F(b_1)) + G(b_1)\nabla \delta q &= f_F & \text{in } \Omega_0^b, \\
\text{div}(G(b_1)^\top \delta v) &= h_F & \text{in } \Omega_0^b, \\
\delta v &= 0 & \text{on } \partial \Omega_0^b,
\end{aligned}
\]  

(76)

where now \(f_F\) and \(h_F\) are defined by

\[
\begin{aligned}
f_F := J(b_1)f \circ T(b_1) - J(b_2)f \circ T(b_2) + \nu \text{div}(\nabla(v(b_2)))(F(b_1) - F(b_2)), \\
- (G(b_1) - G(b_2))\nabla q(b_2), \\
-h_F := - \text{div}((G(b_1) - G(b_2))^\top v(b_2)).
\end{aligned}
\]  

(77)

(78)

The compatibility condition (64) for \(h_F\) is valid because of the homogeneous Dirichlet condition satisfied by \(v(b_2)\). In view of the regularity of \(b_1, b_2, v(b_2)\) and \(q(b_2)\), we can
For the first term of the right-hand side of (84), we have from Lemma 2 and (58):

\[ H \text{div}((v(b_2) - F(b_2))) \text{ is in } H^1(\Omega_0^c). \]

From the second part (48) of Lemma 2, \((G(b_1) - G(b_2)) \nabla q(b_2)\) belongs to \(H^1(\Omega_0^c)\). As a result from (77), we deduce that \(f_F \in (H^1(\Omega_0^c))^2\) and we can apply Theorem 2 for Problem (76). Thus, for all \(b_1, b_2 \in B_M\), the solution \((\delta v, \delta q)\) of Problem (76) belongs to \((H^1(\Omega_0^c) \cap H^2(\Omega_0^c))^2 \times (L^2(\Omega_0^c) \cap H^2(\Omega_0^c))\) and satisfies

\[ \|\delta v\|_{2,2,\Omega_0^c} + \|\delta q\|_{2,2,\Omega_0^c} \leq C_F \left( \|f_F\|_{1,2,\Omega_0^c} + \|h_F\|_{2,2,\Omega_0^c} \right). \quad (79) \]

Let us first estimate the term \(f_F\), starting by considering the terms depending on \(v(b_2)\) and \(q(b_2)\) in (77). From Theorem 2 applied to problem (60) written for \(b_2\), we have the estimate

\[ \|\nabla v(b_2)\|_{2,2,\Omega_0^c} + \|\nabla q(b_2)\|_{1,2,\Omega_0^c} \leq C_F \|J(b_2)(f \circ T(b_2))\|_{1,2,\Omega_0^c}. \quad (80) \]

In view of Lemma 2, and inequalities (56) and (58), we have, up to taking a smaller \(M\),

\[ \|J(b_2)(f \circ T(b_2))\|_{1,2,\Omega_0^c} \leq CC_a \|f\|_{1,2,\mathbb{R}^2}. \quad (81) \]

From Lemma 2 with (80), (81) and (55), we deduce:

\[ \|\nabla v(b_2)(F(b_1) - F(b_2))\|_{2,2,\Omega_0^c} \leq C_a \|\nabla v(b_2)\|_{2,2,\Omega_0^c} \|F(b_1) - F(b_2)\|_{2,2,\Omega_0^c} \leq CC_a^2 C_F \|f\|_{1,2,\mathbb{R}^2} \|DF\|_{M} \|b_1 - b_2\|_{3,2,\Omega_0}, \quad (82) \]

and similarly we find

\[ \|(G(b_1) - G(b_2)) \nabla q(b_2)\|_{2,2,\Omega_0^c} \leq CC_a^2 C_F \|f\|_{1,2,\mathbb{R}^2} \|DG\|_{M} \|b_1 - b_2\|_{3,2,\Omega_0}. \quad (83) \]

In order to obtain a bound for \(f_F\), we also need to treat the first two terms in the right-hand side of (77), which we rewrite as follows:

\[ \|J(b_1)f \circ T(b_1) - J(b_2)f \circ T(b_2)\|_{1,2,\Omega_0^c} \leq \|(J(b_1) - J(b_2))f \circ T(b_1)\|_{1,2,\Omega_0^c} + \|J(b_2)(f \circ T(b_1) - f \circ T(b_2))\|_{1,2,\Omega_0^c}. \quad (84) \]

For the first term of the right-hand side of (84), we have from Lemma 2 and (58):

\[ \|(J(b_1) - J(b_2))f \circ T(b_1)\|_{1,2,\Omega_0^c} \leq CC_a \|f\|_{1,2,\mathbb{R}^2} \|D\|_{M} \|b_1 - b_2\|_{3,2,\Omega_0}. \quad (85) \]

For the second term of the right-hand side of (84), we rely on Lemma 5.3.9 from [29]. Let us remark that it is at this stage, i.e. for the application of this Lemma, that we need more regularity for \(f\) when normally \(H^1\)-regularity would have been enough to solve the fluid problem. Indeed, this lemma states that if \(f \in H^2(\mathbb{R}^2)\), then the map

\[ (W^{1,\infty}(\mathbb{R}^2))^2 \ni \theta \mapsto f \circ (\text{id}_{\mathbb{R}^2} + \theta) \in H^1(\mathbb{R}^2) \]

is of class \(C^1\) in the vicinity of 0, and the differential is given by \(D(f \circ (\text{id}_{\mathbb{R}^2} + \theta))\xi = (\nabla f) \circ (\text{id}_{\mathbb{R}^2} + \theta) \cdot \xi\) for all \(\xi\) in \((W^{1,\infty}(\mathbb{R}^2))^2\). Yet we have that \(T(b)\) defined in (43) can in fact be defined as \(T(b) = \text{id}_{\mathbb{R}^2} + R(\gamma(b))\) with \(B_M \ni b \mapsto R(\gamma(b)) \in H^3(\mathbb{R}^2)\). From Sobolev embedding, we have that \((H^3(\mathbb{R}^2))^2\) is continuously embedded into \((W^{1,\infty}(\mathbb{R}^2))^2\), and we denote by \(C_{\infty}\) the embedding constant. We also note that \(b \mapsto T(b)\) is continuously affine and then smooth. As a consequence we have that the map

\[ B_M \ni b \mapsto f \circ T(b) \in (H^1(\mathbb{R}^2))^2 \]

is well-defined and is of class \(C^1\) in the vicinity of 0. Its differential is given by \(D_b(f \circ T(b))\xi = (\nabla f) \circ T(b) \cdot R(\gamma(\xi))\) for all \(\xi\) in \((H^3(\Omega_0))^2\). In view of Lemma 2 with \(f \in (H^2(\mathbb{R}^2))^2\), \(D_b(f \circ T(b))\xi\) is indeed in \((H^1(\mathbb{R}^2))^2\) and

\[ \|D_b(f \circ T(b))\|_{L((H^3(\Omega_0))^2,(H^1(\mathbb{R}^2))^2)^2} \leq CC_{R}\gamma C_{\infty} \left\| (\nabla f) \circ T(b) \right\|_{1,2,\mathbb{R}^2}. \quad (87) \]
where $C_{R_\gamma}$ stands for the continuity constant of the operator $R \circ \gamma$. Thus, for $f \in (H^2(\mathbb{R}^2))^2$, we have
\[
\| f \circ T(b_1) - f \circ T(b_2) \|_{1,2,\Omega_0} \leq CC_{R_\gamma}C_{\infty} \sup_{b \in B_M} \left\{ \| (\nabla f) \circ T(b) \|_{1,2,\mathbb{R}^2} \right\} b_1 - b_2 \|_{3,2,\Omega_0}.
\]

In light of (58), we have similarly for all $b \in B_M$:
\[
\| (\nabla f) \circ T(b) \|_{1,2,\mathbb{R}^2} \leq C \| f \|_{2,2,\mathbb{R}^2},
\]
and then by arguing in the same way as for (81) we have
\[
\| J(b_2)(f \circ T(b_1) - f \circ T(b_2)) \|_{1,2,\Omega_0} \leq CC_{\alpha}C_{R_\gamma}C_{\infty} \| f \|_{2,2,\mathbb{R}^2} \| b_1 - b_2 \|_{3,2,\Omega_0}.
\]

We recall that if $f_F$ is given by (77). We have completely estimated $\| f_F \|_{1,2}$ by combining (82), (83), (85), and (91). We obtain
\[
\| f_F \|_{1,2,\Omega_0} \leq \| f \|_{1,2,\mathbb{R}^2} \left( CC_{\alpha}C_F(\nu\|DF\|_{M} + \|DG\|_{M}) + CC_{\alpha}\|DJ\|_{M} \right) \| b_1 - b_2 \|_{3,2,\Omega_0}
\] + $CC_{\alpha}C_{R_\gamma}C_{\infty} \| f \|_{2,2,\mathbb{R}^2} \| b_1 - b_2 \|_{3,2,\Omega_0},
\]
and finally we have a constant $C_1 = C_1(C_F, C_{\alpha}, C_{\infty}, C_{R_\gamma}, M)$ such that
\[
\| f_F \|_{1,2,\Omega_0} \leq C_1 \| f \|_{2,2,\mathbb{R}^2} \| b_1 - b_2 \|_{3,2,\Omega_0}.
\]

Let us now pass to the estimate of $\| h_F \|_{2,2}$. We recall that in view of Piola’s identity (59) we can write
\[
h_F = - \text{div}((G(b_1) - G(b_2)) \nabla v(b_2)) = -(G(b_1) - G(b_2)) : \nabla v(b_2),
\]
so that in a similar manner as for (82), we have
\[
\| h_F \|_{2,2,\Omega_0} \leq C_{\alpha} C_{\gamma} \| G(b_1) - G(b_2) \|_{2,2,\Omega_0} \| \nabla v(b_2) \|_{2,2,\Omega_0}
\] \leq CC_{\gamma}^2 C_F \| f \|_{1,2,\mathbb{R}^2} \| DG \|_{M} \| b_1 - b_2 \|_{3,2,\Omega_0}.
\]

At this point we have computed two upper bounds for the norms of $f_F$ and $h_F$. Thus, by combining (79), (93), and (95), we finally obtain that there exists a constant $C_F = C_F(C_F, C_{\alpha}, C_{\infty}, C_{R_\gamma}, M)$ such that for all $b_1, b_2 \in B_M$:
\[
\| \delta v \|_{2,2,\Omega_0} + \| \delta q \|_{2,2,\Omega_0} \leq C_F \| f \|_{2,2,\mathbb{R}^2} \| b_1 - b_2 \|_{3,2,\Omega_0}.
\]

*Step 2: continuity of the structure problem.* We first prove that Problem (61) has a unique solution. For $b \in B_M$, Problem (61) involves the source term on $\Gamma_0$:
\[
f_b = [\nu \nabla v(b) F(b) - q(b) G(b)]_{n_0},
\]
where $(v(b), q(b))$ is the unique solution of the fluid equations (60) studied in Step 1. In view of the regularity of the fields involved in the expression (97) and from Lemma 2, we have that
\[
\| \nabla v(b) F(b) - q(b) G(b) \|_{2,2,\Omega_0} \in H^2(\Omega_0).
\]

Thus $f_b$ belongs to $(H^{3/2}(\Gamma_0))^2$ and Theorem 3 for $A = B = I$ can be applied: for all $b \in B_M$, there exists a unique solution $(w(b)), s(b)) \in (H^1_0, (\Omega_0) \cap H^2(\Omega_0))^2 \times H^2(\Omega_0)$ of Problem (61) and there exists a positive constant $C_s$ such that
\[
\| w(b) \|_{3,2,\Omega_0} + \| s(b) \|_{2,2,\Omega_0} \leq C_s \left( \| g \|_{1,2,\Omega_0} + \| f_b \|_{H^{3/2}(\Gamma_0)} \right).
\]

Now, we establish a continuity property for Problem (61). Let $(w(b_1), s(b_1))$ and $(w(b_2), s(b_2))$ be the solutions of problem (61) for respectively $b_1$ and $b_2$ in $B_M$ (note that in the system $v(b_i)$ are given and solve the fluid equation studied in Step 1). We set
\[ \delta w := w(b_1) - w(b_2) \] and \[ \delta s := s(b_1) - s(b_2) . \] In view of (61), by difference, we infer that the pair \((\delta w, \delta s)\) solves

\[
\left\{ \begin{array}{ll}
-\mu \text{div}(\nabla \delta w) + \nabla \delta s = 0 & \text{in } \Omega_0, \\
\delta w = 0 & \text{in } \Omega_0, \\
\delta w = 0 & \text{on } \Gamma_\omega, \\
(\mu \nabla \delta w - \delta s)\nu_0 = f_b & \text{on } \Gamma_0,
\end{array} \right.
\] (100)

with \(f_b\) the surface force on \(\Gamma_0\),

\[
f_b = [\nu \nabla v(b_1)F(b_1) - \nu \nabla v(b_2)F(b_2) - q(b_1)G(b_1) + q(b_2)G(b_2)]n_0.
\] (101)

In view of (98), \(f_b \in (H^{3/2}(\Gamma_0))^2\) and Theorem 3 applies giving the a priori estimate

\[
\|\delta w\|_{3,2} + \|\delta s\|_{2,2} \leq C\|f_b\|_{H^{3/2}(\Gamma_0)}.
\] (102)

Let us further bound from above the right-hand side, in order to make the norm of the difference \(b_1 - b_2\) appear. The first two terms of \(f_b\) (see expression (101)) satisfy

\[
\| (\nabla v(b_1)F(b_1) - \nabla v(b_2)F(b_2) )n_0 \|_{3/2,2,\Gamma_0}
\]

\[
\leq C \left( \|\nabla v(b_2)(F(b_1) - F(b_2))\|_{2,2,\Omega_0} + \| (\nabla v(b_1) - \nabla v(b_2))F(b_1)\|_{2,2,\Omega_0}\right) .
\] (103)

We bound the two terms of the right-hand side of (103) by using respectively (82) and (96), and noting that \(H^2\) norm of \(F(b)\) is bounded in \(B_M\) by a positive constant \(C_2 = C_2(\mathcal{M})\). This gives:

\[
\nu \| (\nabla v(b_1)F(b_1) - \nabla v(b_2)F(b_2) )n_0 \|_{3/2,2,\Gamma_0}
\]

\[
\leq \nu \left( C C_a^2 C_F \| DF \|_{\mathcal{M}} + C a C_F C_2 \| f \|_{2,2,\mathbb{R}^2} \right) \|b_1 - b_2\|_3,2.
\] (104)

In a same manner, exploiting (83), (96), and a bound \(C_3 = C_3(\mathcal{M})\) of the \(H^2\) norm of \(G(b)\) for \(b\) in \(B_M\), we get

\[
\| (q(b_1)G(b_1) - q(b_2)G(b_2))n_0 \|_{3/2,2,\Gamma_0}
\]

\[
\leq (C C_a^2 C_F \| DG \|_{\mathcal{M}} + C a C_F C_3 \| f \|_{2,2,\mathbb{R}^2}) \|b_1 - b_2\|_3,2.
\] (105)

By combining (102), (104), and (105), we conclude that there exists a positive constant \(C_{M} = C_{M}(C_F, C_a, C_\infty, C_{R'}, \mathcal{M})\) such that:

\[
\|w(b_1) - w(b_2)\|_{3,2} + \|s(b_1) - s(b_2)\|_{2,2} \leq C_{M} \|f\|_{2,2,\mathbb{R}^2} \|b_1 - b_2\|_3,2.
\] (106)

• Step 3: contraction property. In the sequel we prove that the map \(S : b \mapsto w(b)\) defined in (62) is a contraction. From estimate (106), we have that there exists a positive constant \(C_I\) with \(C_I C_{M} < 1\) such that if \(\|f\|_{2,2,\mathbb{R}^2} < C_I\), then \(S\) is a contraction in \(B_M\). From (99), we deduce that there exists a constant \(C_{II}\) such that if \(\|f\|_{1,2,\mathbb{R}^2} < C_{II}\) and \(\|g\|_{1,2,\Omega_0} < C_{II}\), then

\[
\|w(b)\|_{3,2} + \|s(b)\|_{2,2} \leq \mathcal{M}.
\] (107)

By defining

\[
C_S = \min(C_I, C_{II}),
\] (108)

we have that if \(\|f\|_{2,2,\mathbb{R}^2} < C_S\) and \(\|g\|_{1,2,\Omega_0} < C_S\), then the map \(S\) is a contraction which maps \(B_M\) onto \(B_M\). Thus, the Banach fixed-point theorem ensures that \(S\) admits a unique fixed point in \(B_M\) denoted by \(w\). It results that the solution \((v(w), q(w), w, s(w))\) is the unique solution to the Fluid Structure Interaction problem (34). Finally, combining (75), (97), (99), and (107), we obtain estimate (42). The proof of Theorem 1 is then complete.
4. Velocity method and shape differentiability of the FSI system

After having proved the existence of solutions of the FSI system for a prescribed reference configuration, we now address the so called shape sensitivity analysis: we analyse the behavior of the solutions with respect to infinitesimal perturbations of the reference configuration. The section is organized as follows: we start, in §4.1, by introducing the classical velocity method. Then, in §4.2 and §4.3, we perform some preliminary computations, preparatory to the main result of this section: the shape differentiability of the solutions of the FSI problem, stated in §4.5, Theorem 4.

4.1. Presentation of the method. We are interested in the study of the behavior of a shape functional $J(\Omega)$ with respect to infinitesimal variations of its argument, the set $\Omega$. This topic, referred to as shape derivative or shape sensitivity analysis, is now a standard tool in shape optimization. See, e.g., [39, Chapter 2], [29, Section 5.1], or [2, Chapter 6].

Let us present the classical approach: the velocity method. Given an admissible domain $\Omega_0$ for $J$, we consider a 1-parameter family of shapes $(\Omega_0, t)$ of the form

$$\Omega_0, t := \Phi_t(\Omega_0),$$

(109)

where $(\Phi_t)$ is family of diffeomorphisms, chosen with the following properties:

- at $t = 0$ there holds $\Phi_0 = \text{id}_{\mathbb{R}^2}$;
- the map $t \mapsto \Phi_t$ is of class $C^1$;
- each diffeomorphism $\Phi_t$ preserves the imposed geometrical constraints on $\Omega_0$, so that every $\Omega_0, t$ is admissible for $J$.

If the function $t \mapsto J(\Omega_0, t)$ is differentiable at $t = 0$, then it admits the following development in $t$:

$$J(\Omega_0, t) = J(\Omega_0) + tJ'(\Omega_0) + o(t).$$

The coefficient $J'(\Omega_0)$ of $t$ is the so-called shape derivative of $J$ at $\Omega_0$ with respect to the deformations $(\Phi_t)_t$.

In the literature, it is classical to take diffeomorphisms of the form

$$\Phi_t = \text{id}_{\mathbb{R}^2} + tV,$$

(110)

for a suitable vector field $V$, representing the velocity (when $t$ is seen as the time) of $\Phi_t$ at $t = 0$.

In order to write the expression of $J'(\Omega_0)$, it is useful to introduce the notion of material derivative of a family of functions $(\varphi_t)_t$ defined on the family of transformed domains $(\Omega_{0,t})_{t \geq 0}$ given by (109). By definition, $\varphi_t \circ \Phi_t$ are all defined in the fixed domain $\Omega_0$. If the map $t \mapsto \varphi_t \circ \Phi_t$ is differentiable at $t = 0$, we define the material derivative $\dot{\varphi}$ of $\varphi_t$ at $t = 0$ as the coefficient of $t$ in the expansion

$$\varphi_t \circ \Phi_t = \varphi_0 + t\dot{\varphi} + o(t).$$

Note that $\varphi_0$ and $\dot{\varphi}$ do not depend on $t$.

4.2. Shape transformation of the FSI problem. In order to apply the velocity method in our framework, let us start by specifying the transformations $\Phi_t$ that we choose. We consider $t \geq 0$ small (the threshold will be specified later) and

$$\Phi_t := \text{id}_{\mathbb{R}^2} + tV.$$

(110)

Here $V$ is taken in the space

$$\Theta := \left\{ V \in H^3(\mathbb{R}^2, \mathbb{R}^2) : \text{supp} V \subset \subset D \setminus \overline{\omega} \right\}.$$

(111)

Let $\Omega_0$ be defined as in Section 2, namely the reference configuration of an elastic body contained into $D$ and attached to the rigid support $\omega$. For $t \geq 0$ (small), we set

$$\Omega_{0,t} := \Phi_t(\Omega_0), \quad \Omega_{0,t}^c := \Phi_t(\Omega_0^c), \quad \text{and} \quad \Gamma_{0,t} = \Phi_t(\Gamma_0).$$

(112)
We recall that $\Omega^c_0$ is the open complementary of $\Omega_0$ in $D \setminus \varpi$ (see Figure 2). The assumptions on $\Theta$ ensure that every $\Omega_{0,t}$ is contained into $D$ and its boundary is the union of $\Gamma_{0,t}$ and $\Gamma_\omega$. Let $(u_t, p_t, w_t, s_t)$ be the solution of the coupled FSI problem (see (25)-(26)) posed on the perturbed elastic body $\Omega_{0,t}$ and on the perturbed fluid domain $\Omega_{F,t}$, defined by

\begin{align}
\Omega_{F,t} &:= D \setminus (\Omega_{S,t} \cup \omega) \\
\Omega_{S,t} &:= (\text{id}_{\mathbb{R}^2} + w_t)(\Omega_{0,t}).
\end{align}

The map $\text{id}_{\mathbb{R}^2} + w_t$ is one to one from $\Omega_{0,t}$ to $\Omega_{S,t}$ for a $w_t$ small enough (see Lemma 1). Thus $\Omega_{S,t}$ and $\Omega_{F,t}$ represent respectively the shape of the elastic body and the incompressible fluid after resolution of the coupled problem. In the same way as in Section 2.3, we can transport the fluid equations on the reference domain $\Omega^c_0$. In principle, we could repeat the very same steps, by replacing $\Omega_0$ with $\Omega_{0,t}$ and by introducing suitable lifting and trace operators which depend on $t$. An alternative approach, that we follow here, consists in exploiting the change of variables $\Phi_t$, which allows to use the lifting and trace operators defined in (44)-(45) constructed starting from $\Omega_0$, which of course do not depend on $t$:

\begin{align}
R : H^{3-1/2}(\Gamma_0) &\rightarrow H^3(\Omega^c_0), \\
\gamma : H^3(\Omega_0) &\rightarrow H^{3-1/2}(\Gamma_0).
\end{align}

We set

\begin{align}
T_t := \text{id}_{\mathbb{R}^2} + R(\gamma(w_t \circ \Phi_t)) \circ \Phi_t^{-1},
\end{align}
where \( w_t \in H^3(\Omega_{0,t}) \) is the displacement solving the fluid-structure problem and \( \Phi_t \) is defined in (110). The transformation \( T_t \) maps the domain \( \Omega_{0,t} \) onto \( \Omega_{S,t} \) and the domain \( \Omega^c_{0,t} \) onto \( \Omega^c_{F,t} \) (see Figure 2).

Now we can define the Lagrangian fluid velocity and pressure variables
\[
\begin{align*}
v_t &:= u_t \circ T_t, \\
q_t &:= p_t \circ T_t,
\end{align*}
\]
and we find that the transported FSI problem for \((v_t, q_t, w_t, s_t)\) can be written as follows (see (34)):
\[
\begin{cases}
-\nu \text{div}((\nabla v_t) F(T_t)) + G(T_t) \nabla q_t = (f \circ T_t) J(T_t) & \text{in } \Omega^c_{0,t}, \\
\text{div}(G(T_t)^T v_t) = 0 & \text{in } \Omega^c_{0,t}, \\
v_t = 0 & \text{on } \partial \Omega^c_{0,t}, \\
-\mu \text{div}(\nabla w_t) + \nabla s_t = g & \text{in } \Omega_{0,t}, \\
\text{div}w_t = 0 & \text{in } \Omega_{0,t}, \\
w_t = 0 & \text{on } \Gamma_\omega, \\
(\mu \nabla w_t - s_t I) n_{0,t} = \nu (\nabla v_t) F(T_t) n_{0,t} - q_t G(T_t) n_{0,t} & \text{on } \Gamma_{0,t},
\end{cases}
\]
where we formally define for any vector field \( \varphi \):
\[
\begin{align*}
F(\varphi) &= (\nabla \varphi)^{-1} \text{cof}(\nabla \varphi), \\
G(\varphi) &= \text{cof}(\nabla \varphi), \\
J(\varphi) &= \text{det}(\nabla \varphi).
\end{align*}
\]
It has to be noted that these maps, which will be used in the rest of the article, differ from the ones defined in (50), (51), and (52) and used in Section 3. Nevertheless, we still denote them by \( F, G, \) and \( J \) for the sake of readability.

Now we want to investigate in Section 4.5 the shape differentiability at 0 of the solutions of the family of FSI problems (120)-(121), for \( t \geq 0 \). In particular, we want to show the existence of the material derivative at 0 of \((v_t, q_t, w_t, s_t)\), which amounts to study the differentiability of \((v_t, q_t, w_t, s_t) \circ \Phi_t\). For this, we transport in the following Section 4.3 the fields which are defined on the transformed domains \( \Omega_{0,t} \) and \( \Omega^c_{0,t} \) onto the reference domains \( \Omega_0 \) and \( \Omega^c_0 \).

4.3. Formulation in a fixed domain.

4.3.1. Fluid equations. In Section 4.2, we have written the Stokes equations transported onto the reference domain \( \Omega^c_{0,t} \), by setting new variables \( v_t = u_t \circ T_t \) and \( p_t = q_t \circ T_t \) (see (118) and (119)). The variational formulation of problem (120) can be written as follows.
\[
\begin{align*}
\text{Find } & (v_t, q_t) \in (H^1_0(\Omega^c_{0,t}))^2 \times L^2(\Omega^c_{0,t}), \\
& \text{such that } \forall (v, q) \in (H^1_0(\Omega^c_{0,t}))^2 \times L^2(\Omega^c_{0,t}) : \\
& \nu \int_{\Omega^c_{0,t}} \nabla(v_t) F(T_t) : \nabla v - \int_{\Omega^c_{0,t}} q_t (G(T_t)^T : \nabla v) = \int_{\Omega^c_{0,t}} f_t J(T_t) \cdot v, \\
& \int_{\Omega^c_{0,t}} q(G(T_t)^T : \nabla v_t) = 0,
\end{align*}
\]
where \( f_t := f \circ T_t \) and \( F(T_t) = (\nabla T_t)^{-1} \text{cof}(\nabla T_t) \), \( G(T_t) = \text{cof}(\nabla T_t) \), and \( J(T_t) = \text{det}(\nabla T_t) \) (see (122), (123), and (124)), with \( T_t \) defined by (117) for \( w_t \) being the displacement solution of the structure part of problem (120)-(121). In (125), we have used the Piola identity (59) which yields \( \text{div}(G(T_t)^T v) = G(T_t) : \nabla v \). Let us recall that \( \Phi_t \)
defined in (110) is such that \( \Phi_t(\Omega^c_0) = \Omega^c_{0,t} \). Let \((v, q) \in (H^1_0(\Omega^c_0))^2 \times L^2_0(\Omega^c_0)\). We rewrite the problem (125) with the test functions \((v \circ \Phi_t^{-1}, q \circ \Phi_t^{-1})\). We have that the following relations hold

\[
\nabla \Phi_t^{-1}(F(T_t) \circ \Phi_t) \nabla \Phi_t^{-\top} J(\Phi_t) = F(T_t \circ \Phi_t),
\]

\[
G(T_t) \circ \Phi_t \nabla \Phi_t^{-\top} J(\Phi_t) = G(T_t \circ \Phi_t),
\]

\[
J(T_t) \circ \Phi_t J(\Phi_t) = J(T_t \circ \Phi_t),
\]

where \( F, G, \) and \( J \) are defined such as in (122), (123), and (124).

Then we transport the integrals from (125) onto \( \Omega^c_0 \) by means of the change of variable \( X_t = \Phi_t(X) \), and we introduce

\[
v^t := v_t \circ \Phi_t, \tag{129}
\]

\[
q^t := q_t \circ \Phi_t. \tag{130}
\]

After a simplification using (126), (127), and (128), we obtain that \((v^t, q^t)\) is the solution of the following problem:

\[
\begin{align*}
\text{Find } (v^t, q^t) \text{ in } (H^1_0(\Omega^c_0))^2 \times L^2(\Omega^c_0), \\
\text{such that } \forall (v, q) \in (H^1_0(\Omega^c_0))^2 \times L^2(\Omega^c_0) : \\
a^F_t(w^t; v^t, v) + b^F_t(w^t; v, q^t) = f^F_t(w^t; v), \\
b^F_t(w^t; v^t, q) = 0,
\end{align*}
\]

where we have defined for all \( v, q \) in \( H^1_0(\Omega^c_0) \) and for all \( q \) in \( L^2(\Omega^c_0) \):

\[
a^F_t(w^t; v, v) := \nu \int_{\Omega^c_0} (\nabla v)(F(T_t \circ \Phi_t)) : \nabla v, \tag{132}
\]

\[
b^F_t(w^t; v, q) := -\int_{\Omega^c_0} q(G(T_t \circ \Phi_t)) : \nabla v, \tag{133}
\]

\[
f^F_t(w^t; v) := \int_{\Omega^c_0} (J(T_t \circ \Phi_t)f \circ \Phi_t) \cdot v, \tag{134}
\]

and where, by recalling that \( w_t \) is the structure displacement solution of problem (120)–(121) for \( t \geq 0 \), \( w^t \) is defined by

\[
w^t := w_t \circ \Phi_t. \tag{135}
\]

We see from definition of \( T_t \) in (117) that we have

\[
T_t \circ \Phi_t = \Phi_t + \mathcal{R}(\gamma(w^t)). \tag{136}
\]

The weak formulation (131) corresponds to the following problem for \((v^t, q^t)\) posed in the domain \( \Omega^c_0 \).

\[
\begin{cases}
-\nu \text{div}((\nabla v^t)(F(T_t \circ \Phi_t)) + G(T_t \circ \Phi_t) \nabla q^t = (f \circ T_t \circ \Phi_t) J(T_t \circ \Phi_t) & \text{in } \Omega^c_0, \\
\text{div}(G(T_t \circ \Phi_t)^\top v^t) = 0 & \text{in } \Omega^c_0, \\
v^t = 0 & \text{on } \partial \Omega^c_0.
\end{cases}
\]

4.3.2. Structure equations. With the notations introduced right above, the surface force applied by the fluid on the structure can be expressed with respect to \( v_t \) and \( q_t \) by \((\nu(\nabla v_t) F(T_t) - q_t G(T_t)) n_{0,t}\). Let us then write the variational formulation of the structure
problem (121).

\[
\begin{aligned}
\text{Find } (w_t, s_t) \in (H^1_{0,\Gamma_w}(\Omega_{0,t}))^2 \times L^2(\Omega_{0,t}), \\
\text{such that } \forall (\mathbf{w}, \mathbf{s}) \in (H^1_{0,\Gamma_w}(\Omega_{0,t}))^2 \times L^2(\Omega_{0,t}) : \\
\mu \int_{\Omega_{0,t}} \nabla w_t : \nabla \mathbf{w} - \int_{\Omega_{0,t}} s_t \text{div } \mathbf{w} = \int_{\Omega_{0,t}} g \cdot \mathbf{w} \\
+ \int_{\Gamma_{0,t}} \mathbf{w} \cdot (\nu(\nabla v_t) F(T_t) - q_t G(T_t)) n_{0,t} \, d\Gamma_{0,t},
\end{aligned}
\]

(138)

where \( H^1_{0,\Gamma_w}(\Omega_{0,t}) \) is defined for all \( t \geq 0 \) such as in (70) by \( H^1_{0,\Gamma_w}(\Omega_{0,t}) := \{ u \in H^1(\Omega_{0,t}) \mid u = 0 \text{ on } \Gamma_w \} \).

Let \((\mathbf{w}, \mathbf{s})\) be in \((H^1_{0,\Gamma_w}(\Omega_0))^2 \times L^2(\Omega_0)\). We insert \((\mathbf{w} \circ \Phi_t^{-1}, \mathbf{s} \circ \Phi_t^{-1})\) as test functions into (138), and then we transport the integrals onto \( \Omega_0 \) or \( \Gamma_0 \) by means of the change of variable \( Y_t = \Phi_t(Y) \). We recall that we have (see e.g. [16]):

\[
n_{0,t} \, d\Gamma_{0,t} = [\det(\nabla \Phi_t) \nabla \Phi_t^\top n_0] \, d\Gamma_0,
\]

(139)

where \( d\Gamma_0 \) and \( d\Gamma_{0,t} \) are the length elements of the surfaces \( \Gamma_0 \) and \( \Gamma_{0,t} \) respectively, and \( n_0 \) and \( n_{0,t} \) are the normal vectors to \( \Gamma_0 \) and \( \Gamma_{0,t} \) respectively. We also recall that \( v_t = v^t \circ \Phi_t^{-1} \) (see (129)), and consequently we have

\[
\nabla v_t = (\nabla v^t) \nabla \Phi_t^{-1}.
\]

(140)

Thus the surface term in (138) is transported as follows

\[
\int_{\Gamma_{0,t}} \mathbf{w} \circ \Phi_t^{-1} \cdot (\nu(\nabla v_t) F(T_t) - q_t G(T_t)) n_{0,t} \, d\Gamma_{0,t} =
\]

\[
\int_{\Gamma_0} \mathbf{w} \cdot (\nu(\nabla v^t) \nabla \Phi_t^{-1}(F(T_t) \circ \Phi_t) \nabla \Phi_t^\top - q^t(G(T_t) \circ \Phi_t) \nabla \Phi_t^\top) \right|_{T=0} J(\Phi_t) n_0 \, d\Gamma_0,
\]

(141)

where we recall that \( q_t \circ \Phi_t = q^t \) (see (130)). In view of (126) and (127), we can rewrite (141) as

\[
\int_{\Gamma_{0,t}} \mathbf{w} \circ \Phi_t^{-1} \cdot (\nu(\nabla v_t) F(T_t) - q_t G(T_t)) n_{0,t} \, d\Gamma_{0,t} =
\]

\[
\int_{\Gamma_0} \mathbf{w} \cdot (\nu(\nabla v^t) F(T_t \circ \Phi_t) - q^t G(T_t \circ \Phi_t)) n_0 \, d\Gamma_0.
\]

(142)

With \( w^t \) defined in (135) and \( s^t \) defined by

\[
s^t := s_t \circ \Phi_t,
\]

(143)

we have thus that \((w^t, s^t)\) is solution of the problem:

\[
\begin{aligned}
\text{Find } (w^t, s^t) \in (H^1_{0,\Gamma_w}(\Omega_0))^2 \times L^2(\Omega_0), \\
\text{such that } \forall (\mathbf{w}, \mathbf{s}) \in (H^1_{0,\Gamma_w}(\Omega_0))^2 \times L^2(\Omega_0) : \\
a^t_S(w^t, \mathbf{w}) + b^t_S(\mathbf{w}, s^t) = f^t_S(w^t; v^t; q^t; \mathbf{w}), \\
b^t_S(w^t, \mathbf{s}) = 0,
\end{aligned}
\]

(144)

with \( v^t \) and \( q^t \) solutions of the weak formulation (131) and where, for all \( w, \mathbf{w} \) in \((H^1_{0,\Gamma_w}(\Omega_0))^2\), and for all \( s \) in \( L^2(\Omega_0)\):

\[
a^t_S(w, \mathbf{w}) := \mu \int_{\Omega_0} [(\nabla w) \nabla \Phi_t^{-1}] : [(\nabla \mathbf{w}) \nabla \Phi_t^{-1}] J(\Phi_t),
\]

(145)
\[ b^r_S(w,s) := -\int_{\Omega_0} s(I : (\nabla w)\nabla \Phi_t^{-1})J(\Phi_t), \tag{146} \]

\[ f^t_S(w,v; q; w) := \int_{\Omega_0} J(\Phi_t)(g \circ \Phi_t) \cdot w + \int_{\Gamma_0} w \cdot (\nu(\nabla v)F(T_t \circ \Phi_t) - qG(T_t \circ \Phi_t))n_0 \, d\Gamma_0. \tag{147} \]

Thus, from definitions of \( F, G, \) and \( J \) given in (122)-(123), we can write the transformed structure problem written on the fixed domain \( \Omega_0 \) as follows:

\[
\begin{cases}
-\mu \text{div}(\nabla v^t)F(\Phi_t) + G(\Phi_t)\nabla s^t = (g \circ \Phi_t)J(\Phi_t) & \text{in } \Omega_0, \\
\text{div}(G(\Phi_t)^\top w^t) = 0 & \text{in } \Omega_0, \\
w^t = 0 & \text{on } \Gamma_\omega, \\
(\mu(\nabla w^t)F(\Phi_t) - s_tG(\Phi_t))n_0 = (\nu(\nabla v^t)F(T_t \circ \Phi_t) - q^tG(T_t \circ \Phi_t))n_0 & \text{on } \Gamma_0. 
\end{cases}
\tag{148} \]

4.3.3. **FSI problem in a fixed domain formulation.** In the two previous subsections, we have shown that the fields \((v^t, q^t, w^t, s^t)\) defined in (129), (130), (135), and (143) from the solution of the transformed FSI problem (120)-(121), are solutions to the following problem:

\[
\begin{cases}
-\nu \text{div}(\nabla v^t)F(T_t \circ \Phi_t) + G(T_t \circ \Phi_t)\nabla q^t = (f \circ T_t \circ \Phi_t)J(T_t \circ \Phi_t) & \text{in } \Omega_0^c, \\
\text{div}(G(T_t \circ \Phi_t)^\top v^t) = 0 & \text{in } \Omega_0^c, \\
v^t = 0 & \text{on } \partial \Omega_0^c, \\
-\mu \text{div}(\nabla w^t)F(\Phi_t) + G(\Phi_t)\nabla s^t = (g \circ \Phi_t)J(\Phi_t) & \text{in } \Omega_0, \\
\text{div}(G(\Phi_t)^\top w^t) = 0 & \text{in } \Omega_0, \\
w^t = 0 & \text{on } \Gamma_\omega, \\
(\mu(\nabla w^t)F(\Phi_t) - s_tG(\Phi_t))n_0 = \nu(\nabla v^t)F(T_t \circ \Phi_t)n_0 - q^tG(T_t \circ \Phi_t)n_0 & \text{on } \Gamma_0. 
\end{cases}
\tag{149} \]

4.4. **Uniform well-posedness for small \( t \).** Applying the same procedure as in Section 3, we have the following result.

**Proposition 1.** Let \( f \in (H^2(\mathbb{R}^2))^2 \) and \( g \in (H^1(\mathbb{R}^2))^2 \). There exists a three positive constants \( t_M, C_S \) and \( C_{FS} \) such that if \( \|f\|_{2,2} \leq C_S \) and \( g\|_{1,2} \leq C_S \) then for all \( t \in [0, t_M) \), Problem (149) admits a unique solution \((v^t, q^t, w^t, s^t)\in (H^1_0(\Omega_0^c) \cap H^2(\Omega_0^c))^2 \times (L^2_0(\Omega_0^c) \cap H^2(\Omega_0^c))^2 \times H^2(\Omega_0^c) \times H^2(\Omega_0^c))^2 \times H^2(\Omega_0^c) \). Furthermore, there exists a positive constant \( C_{FS} \) which does not depend on \( t \), such that

\[
\|v^t\|_{3,2,\Omega_0^c} + \|q^t\|_{2,2,\Omega_0^c} + \|w^t\|_{3,2,\Omega_0^c} + \|s^t\|_{2,2,\Omega_0^c} \leq C_{FS}(\|f\|_{2,2,\mathbb{R}^2} + \|g\|_{1,2,\mathbb{R}^2}). \tag{150} \]

**Proof of Proposition 1.** We copy the fixed point procedure built in Section 3.2 with the new definition of the transformation \( T_t \) in (117). This leads to consider the adapted transformation

\[ T(b) = \text{id}_{\mathbb{R}^2} + \mathcal{R}(\gamma(b)) \circ \Phi_t^{-1} \tag{151} \]
for \( b \in H^3(\Omega_0)^2 \) and to introduce the following problem

\[
\begin{cases}
-\nu \text{div}( (\nabla v^t(b)) F(T(b) \circ \Phi_t) ) \\
+ G(T(b) \circ \Phi_t) \nabla q^t(b) = (f \circ T(b) \circ \Phi_t) J(T(b) \circ \Phi_t) & \text{in } \Omega_0^c, \\
\text{div}(G(T(b) \circ \Phi_t)^\top v^t(b)) = 0 & \text{in } \Omega_0^c, \\
v^t(b) = 0 & \text{on } \partial \Omega_0^c, \\
- \mu \text{div}( (\nabla w^t(b)) F(\Phi_t) ) + G(\Phi_t) \nabla s^t(b) = (g \circ \Phi_t) J(\Phi_t) & \text{in } \Omega_0, \\
\text{div}(G(\Phi_t)^\top w^t(b)) = 0 & \text{in } \Omega_0, \\
w^t = 0 & \text{on } \Gamma_\omega, \\
(\mu(\nabla w^t(b)) F(\Phi_t) - s^t(b) G(\Phi_t)) n_0 = \nu(\nabla v^t(b)) F(T(b) \circ \Phi_t) n_0 \\
- q^t(b) G(T(b) \circ \Phi_t) n_0 & \text{on } \Gamma_0.
\end{cases}
\] (152)

We can adapt the proof of Theorem 1 in Section 3 to prove that the map

\[ S_t : (H^3(\Omega_0))^2 \to (H^3(\Omega_0))^2 \]

\[ b \mapsto w^t(b) \] (153)

has a unique fixed point \( w^t \) such that \((v^t(w^t), q^t(w^t), w^t, s^t(w^t))\) corresponds to the solution of Problem (149).

We recall that \( \Phi_t = \text{id}_{\mathbb{R}^2} + tV \) and we have \( T(b) \circ \Phi_t = \text{id}_{\mathbb{R}^2} + \eta_t(b) \) with \( \eta_t(b) := tV + \mathcal{R}(\gamma(b)) \).

We know that \( \| \mathcal{R}(\gamma(b)) \|_{3,2,D} \leq C_{\mathcal{R}_\gamma}(b) \|_{3,2,\Omega_0} \). Then, let \( t_M > 0 \) be such that \( t_M \| V \|_{3,2} \leq C_{\mathcal{R}_\gamma} \mathcal{M}/2 \). Thus, we have that

\[ \| \eta_t(b) \|_{3,2,D} \leq C_{\mathcal{R}_\gamma} \mathcal{M} \]

for all \( t \in [0, t_M) \) and for all \( b \in B_{\mathcal{M}/2} := \{ b \in (H^3(\Omega_0))^2 \mid \| b \|_{3,2,\Omega_0} \leq \mathcal{M}/2 \} \). Now, we can choose the constant \( \mathcal{M} > 0 \) independent of \( t \) such that for all \( u \in H^3(D) \) with \( \| u \|_{3,2,D} \leq C_{\mathcal{R}_\gamma} \mathcal{M} \), then \( (\text{id}_{\mathbb{R}^2} + u) \) satisfies all the properties required in Section 3. In particular, we have that, for all \( t \in [0, t_M) \) and for all \( b \in B_{\mathcal{M}/2} \):

- Lemma 1 and inequalities (56) and (57) are satisfied for both \( \Phi_t \) and \( T(b) \circ \Phi_t \),
- Conditions (66) are satisfied for \( A = F(T(b) \circ \Phi_t) \), \( B = G(T(b) \circ \Phi_t) \), and (72) are satisfied for \( A = F(\Phi_t) \), \( B = G(\Phi_t) \).

As a consequence, we can proceed as in Section (3.5) by applying successively Theorems 2 and 3 in order to solve Problem (152). Thereafter, we show that there exists a constant \( C_\mathcal{S} \) which depend only on \( \mathcal{M} \) and \( \Omega_0 \) and not on \( t \) such that if \( \| f \|_{2,2} \leq C_\mathcal{S} \) and \( \| g \|_{1,2} \leq C_\mathcal{S} \), then \( S_t \) is a contraction and \( S_t(B_{\mathcal{M}/2}) \subset B_{\mathcal{M}/2} \).

4.5. Differentiability with respect to the domain. We want to analyse the shape sensitivity of these solutions, namely their behavior with respect to small variations of \( t \). For this, we apply the classical method presented in [29] Sections 5.3.3 and 5.3.4. The main result of this Section is the following.

**Theorem 4.** Under assumptions of Proposition 1, let \((v^t, q^t, w^t, s^t)\) be the unique solution to the FSI problem (149) for all \( t \in [0, t_M) \). In addition, we assume that \( g \) belongs to \((H^2(\mathbb{R}^2))^2\). Then the map

\[ t \in [0, t_M) \mapsto (v^t, q^t, w^t, s^t) \] (155)

is differentiable in the vicinity of 0 in

\[ (H^1_0(\Omega_0^c) \cap H^3(\Omega_0^c))^2 \times L^2(\Omega_0^c) \cap H^2(\Omega_0^c) \times (H^1_0(\Gamma_\omega, (\Omega_0) \cap H^3(\Omega_0))^2 \times H^2(\Omega_0). \] (156)
Proof. The key argument is the Implicit Function Theorem, that will be applied to an adequate operator characterizing the problem, and which depends on both $t$ and the state variables representing the solution.

Let us set
\begin{align}
H_1 &:= (H^1_0(\Omega_0) \cap H^3(\Omega_0))^2, & H_2 &:= L^2_0(\Omega_0) \cap H^2(\Omega_0), \\
H_3 &:= (H^1_{0,\Gamma_\omega}(\Omega_0) \cap H^3(\Omega_0))^2, & H_4 &:= H^2(\Omega_0), \\
K_1 &:= (H^1(\Omega_0))^2, & K_3 &:= (H^1(\Omega_0))^2, \\
K_4 &:= H^1(\Omega_0), & K_5 &:= H^{3/2}(\Gamma_0),
\end{align}

and
\[ K_2 := \left\{ h \in H^1(\Omega_0^c) \mid \int_{\Omega_0^c} h = 0 \right\}. \tag{161} \]

From this, we define the following sets:
\begin{align}
\mathbf{H} &:= H_1 \times H_2 \times H_3 \times H_4, \tag{162} \\
\mathbf{K} &:= K_1 \times K_2 \times K_3 \times K_4 \times K_5. \tag{163}
\end{align}

Before defining the adequate operator we want to study, we can remark that the map $T_t$ defined in (117) and involved in the FSI problem, depends both on the parameter $t$ through the map $\Phi_t$ given by (110) and the field $w^t$. To make a distinction between these two dependencies, we introduce the following map defined from $\mathbb{R}_+ \times H_3$ to $(H^3(\Omega_0^c))^2$ by
\[ T^t_w := \Phi_t + R\gamma(w), \quad \forall t \geq 0, \forall w \in H_3. \tag{164} \]

In this manner, the map $T^t_w$ depends on functions $w$ belonging to the fixed space $H_3$, and we have furthermore that
\[ T_t \circ \Phi_t = T^t_w. \tag{165} \]

Let us denote by $\mathcal{X}^t$ the vector of $\mathbf{H}$ solution of the FSI problem defined for all $t \geq 0$ by
\[ \mathcal{X}^t := (v^t, q^t, w^t, s^t), \tag{166} \]

while
\[ \mathcal{X} = (v, q, w, s) \quad \text{and} \quad \mathcal{Y} = (v, w, q, s) \tag{167} \]

stand for arbitrary vectors of $\mathbf{H}$. The FSI coupling problem (149) leads us to define the following operator. Let
\[ F : \mathbb{R} \times \mathbf{H} \to \mathbf{K} \tag{168} \]

be the map defined by
\[
\begin{align*}
F_1(t, \mathcal{X}) &:= -\nu \Div((\nabla v)F(T^t_w)) + G(T^t_w)\nabla q - (f \circ T^t_w)J(T^t_w), \\
F_2(t, \mathcal{X}) &:= \Div(G(T^t_w)\nabla v), \\
F_3(t, \mathcal{X}) &:= -\mu \Div((\nabla w)F(\Phi_t)) + G(\Phi_t)\nabla s - J(\Phi_t)(g \circ \Phi_t), \\
F_4(t, \mathcal{X}) &:= \Div(G(\Phi_t)\nabla w), \\
F_5(t, \mathcal{X}) &:= \left[ \mu(\nabla w)F(\Phi_t) - sG(\Phi_t) - \nu(\nabla v)F(T^t_w) + qG(T^t_w) \right] n_0,
\end{align*}
\]

where we recall that $F(T^t_w)$, $G(T^t_w)$, and $J(T^t_w)$ are given by expressions (122), (123), and (124) respectively. As we said, for $t = 0$, the vector $\mathcal{X}^0 = (v^0, q^0, w^0, s^0)$ is the solution of the coupling FSI problem (149) posed on $\Omega_0$ and $\Omega_0^c$. Thus by definition (169) of $F$, we have $F(0, \mathcal{X}^0) = 0$. From there, we want to apply the Implicit Functions Theorem to $F$, by showing that:

1. $F$ is of class $C^1$ in a neighbourhood of $(0, \mathcal{X}^0)$,
2. $D_{\mathcal{X}} F(0, \mathcal{X}^0)$ is a bi-continuous isomorphism.
In this case, by uniqueness of the FSI problem, we will have as result that the map $t \mapsto \mathcal{X}^t$ is of class $C^1$ in a neighbourhood of $(0, \mathcal{X}^0)$.

4.5.1. Step (1). We first show that the map $\mathcal{F}$ is of class $C^1$ in a neighbourhood of $(0, \mathcal{X}^0)$. Obviously, $\mathcal{F} = \mathcal{F}(t, v, q, w, s)$ is of class $C^1$ with respect to $v$, $q$ and $s$ since it is linear with these variables. So we only have to check that $\mathcal{F}$ is also of class $C^1$ with $t$ and $w$. We have that the map $(t, w) \in \mathbb{R}_+ \times H^3(\Omega_0) \mapsto \nabla(\Phi_t + \mathcal{R}_t(w)) \in H^3(\Omega_0^0)$ is of class $C^\infty$. Indeed, $w \mapsto \mathcal{R}_t(w)$ is linear and continuous and $t \mapsto \Phi_t$ is affine since $\Phi_t := \text{id}_{\mathbb{R}^2} + tV$ with $V \in (H^2(\mathbb{R}^2))^2$. We can also show that $A \in (H^2(\Omega_0^0))^2 \times 2 \rightarrow A^{-1} \in (H^2(\Omega_0^0))^2 \times 2$ is of class $C^\infty$ in a neighbourhood of the identity matrix $I$. Thus, the maps $t \mapsto J(\Phi_t) \in H^2(\Omega_0^0)$ and $t \mapsto (\nabla \Phi_t)^{-1} \in (H^2(\Omega_0^0))^2 \times 2$ are $C^\infty$. Finally, from Lemma 3, we have that $(t, w) \in \mathbb{R}_+ \times H^3(\Omega_0) \mapsto F(T_w^t), G(T_w^t) \in (H^2(\Omega_0^0))^2 \times 2$, and $J(T_w^t) \in H^2(\Omega_0^0)$ are of class $C^\infty$. Finally, because of the regularity of $f \in (H^2(\mathbb{R}^2))^2$ and $g \in (H^2(\mathbb{R}^2))^2$, we have from Lemma 5.3.9 in [29] that $(t, w) \mapsto (f \circ T_w^t, J(T_w^t))$ and $(t, w) \mapsto J(\Phi_t)(g \circ \Phi_t)$ are $C^1$ in the vicinity of 0.

4.5.2. Step (2). We calculate the following element of $\mathcal{K}$:

$$D\mathcal{X}^t \mathcal{F}(0, \mathcal{X}^0, \mathcal{X}) = \begin{pmatrix} D\mathcal{X} \mathcal{F}_1(0, \mathcal{X}^0, \mathcal{X}) & \cdots & D\mathcal{X} \mathcal{F}_5(0, \mathcal{X}^0, \mathcal{X}) \end{pmatrix}^T,$$

(170)

for a $\mathcal{X} = (v, q, w, s)$ in $\mathcal{H}$, given from its components by

$$D\mathcal{X} \mathcal{F}_1(0, \mathcal{X}^0, \mathcal{X}) = -\nu \text{div}((\nabla v)F(T^0)) - \nu \text{div}((\nabla v^0)D_wF(T^0)w),$$

(171)

$$+ G(T^0)\nabla q + (D_w G(T^0)w)\nabla q^0 - D_w(J(T^0)f \circ T^0)w)$$

$$D\mathcal{X} \mathcal{F}_2(0, \mathcal{X}^0, \mathcal{X}) = \text{div}(G(T^0)^T) + \text{div}((D_w G(T^0)w)v^0),$$

(172)

$$D\mathcal{X} \mathcal{F}_3(0, \mathcal{X}^0, \mathcal{X}) = -\mu \text{div}(\nabla w) + \nabla s,$$

(173)

$$D\mathcal{X} \mathcal{F}_4(0, \mathcal{X}^0, \mathcal{X}) = \text{div}(w),$$

(174)

$$D\mathcal{X} \mathcal{F}_5(0, \mathcal{X}^0, \mathcal{X}) = [\mu \nabla w - sI - \nu(\nabla v)F(T^0) - \nu(\nabla v^0)(D_wF(T^0)w)]n_0$$

$$- [qG(T^0) + q^0(D_w G(T^0)w)n_0],$$

(175)

where $T^0 := \text{id}_{\mathbb{R}^2} + \mathcal{R}_t(w^0)$, where the expressions of $(D_w J(T^0)w)$, $(D_w G(T^0)w)$, and $(D_w F(T^0)w)$ are given in Appendix 6.1 with expressions (251), (252), and (253) respectively, and with

$$D_w(J(T^0)f \circ T^0)w := (D_w J(T^0)w)(f \circ T^0) + J(T^0)(\nabla f \circ T^0)\nabla T^0.$$  

(176)

Let $\mathcal{F} = (\mathcal{F}_1, \mathcal{F}_2, \mathcal{F}_3, \mathcal{F}_4, \mathcal{F}_5) \in \mathcal{K}$, we want to show that there exists a unique $\mathcal{X} = (v, q, w, s) \in \mathcal{H}$ such that:

$$D\mathcal{X}^t \mathcal{F}(0, \mathcal{X}^0, \mathcal{X}) = \mathcal{F}.$$  

(177)

This amounts to solving the following problem: find $(v, q, w, s) \in \mathcal{H}$ such that

$$\begin{aligned}
-\nu \text{div}((\nabla v)F(T^0)) + G(T^0)\nabla q &= f_1(w) + \mathcal{F}_1 \quad \text{in } \Omega_0^0, \\
\text{div}(G(T^0)^T) &= f_2(w) + \mathcal{F}_2 \quad \text{in } \Omega_0^0, \\
v &= 0 \quad \text{on } \partial \Omega_0^0, \\
-\mu \text{div}(\nabla w) + \nabla s &= f_3(w) + \mathcal{F}_3 \quad \text{in } \Omega_0^0, \\
div w &= f_4(w) + \mathcal{F}_4 \quad \text{in } \Omega_0^0, \\
w &= 0 \quad \text{on } \Gamma_0, \\
\left(\mu \nabla w - sI - \nu(\nabla v)F(T^0) + qG(T^0)\right) n_0 &= f_5(w) + \mathcal{F}_5 \quad \text{on } \Gamma_0,
\end{aligned}$$

(178)
where the maps $f_j$ for $j = 1, \cdots, 5$, are respectively linear forms from $H_3$ to $K_j$, given by $f_3 \equiv f_1 \equiv 0$, and

$$f_1(w) := \nu \div((\nabla v^0)D_w F(T^0)w) - (D_w G(T^0)w)\nabla q^0 + D_w (J(T^0)f \circ T^0)w,$$  \hspace{1cm} (179)

$$f_2(w) := -\div((D_w G(T^0)w)v^0),$$  \hspace{1cm} (180)

$$f_3(w) := [\nu(\nabla v^0)(D_w F(T^0)w) - q^0(D_w G(T^0)w)]n_0.$$  \hspace{1cm} (181)

Let $b \in H^3(\Omega_0)$ be an arbitrary field. In order to prove that Problem (178) admits a unique solution, we introduce the following parametrized problem with $b$:

$$-\nu \div((\nabla v(b))F(T^0)) + G(T^0)\nabla q(b) = f_1(b) + \mathcal{F}_1 \text{ in } \Omega^c_0,$$

$$\div(G(T^0)\top v(b)) = f_2(b) + \mathcal{F}_2 \text{ in } \Omega^c_0,$$

$$v(b) = 0 \text{ on } \partial \Omega^c_0,$$

$$-\mu \div(\nabla w(b)) + \nabla s(b) = \mathcal{F}_3 \text{ in } \Omega_0,$$

$$\div w(b) = \mathcal{F}_4 \text{ in } \Omega_0,$$

$$w(b) = 0 \text{ on } \Gamma_w,$$

$$(\mu \nabla w(b) - s(b))I - \nu(\nabla v(b))F(T^0) + q(b)G(T^0)) n_0 = f_3(b) + \mathcal{F}_5 \text{ on } \Gamma_0.$$  \hspace{1cm} (182)

In the same way as done in Section 3.5, we can prove that for any $b \in (H^3(\Omega_0))^2$, there exists a unique solution $(v(b), q(b), w(b), s(b)) \in \mathbf{H}$ to this problem, allowing us to define a map $S(b) = w(b)$. Indeed, the fields $f_1(w)$, $f_2(w)$, and $f_3(w)$ have the required regularity to apply consecutively Theorems 2 and 3, and $f_2(w)$ together with $\mathcal{F}_2$ satisfy the compatibility condition (64). Moreover, since $w^0$ is the displacement solution of the coupling FSI problem (149) for $t = 0$, we have that $T^0 := \id_{H^2} + \mathcal{R}\gamma(w^0)$ is such that $F(T^0)$ and $G(T^0)$ satisfy the assumption (66) of Theorem 2. Thus applying consecutively Theorems 2 and 3, we obtain a unique solution $(v(b), q(b), w(b), s(b)) \in \mathbf{H}$ to Problem (182).

Now we want to show that this map is a contraction for data $f$ and $g$ small enough. Let $b_1$ and $b_2$ be in $(H^3(\Omega_0))^2$. We set $\delta v := v(b_1) - v(b_2)$, $\delta q := q(b_1) - q(b_2)$, $\delta w := w(b_1) - w(b_2)$, and $\delta s := s(b_1) - s(b_2)$. By linearity of Problem (182), and applying Theorem 2 for $(\delta v, \delta q)$ and Theorems 3 for $(\delta w, \delta s)$, we have

$$\|\delta v\|_{3,2,\Omega^c_0} + \|\delta q\|_{2,2,\Omega^c_0} \leq C_F (\|f_1(b_1 - b_2)\|_{1,2,\Omega^c_0} + \|f_2(b_1 - b_2)\|_{2,2,\Omega^c_0}),$$  \hspace{1cm} (183)

and

$$\|\delta w\|_{3,2} + \|\delta s\|_{2,2} \leq C_s (\|f_3(b_1 - b_2)\|_{H^{3/2}(\Omega_0)} + C (\|\delta v\|_{3,2,\Omega^c_0} + \|\delta q\|_{2,2,\Omega^c_0})),$$  \hspace{1cm} (184)

where $C_F$, $C_s$ depend only on $\Omega_0$ and $C_1$, $C_2$ in (56), (57). We can see in expressions (179), (180), and (181), by using Lemma 2 and same kind of estimations that those written in Section 3.5, that the norms of the linear maps $f_1$, $f_2$, and $f_3$ are bounded by the norms of $v^0$, $q^0$, and the volume force $f$. Yet, from Theorem 1, we have that

$$\|v^0\|_{3,2,\Omega^c_0} + \|q^0\|_{2,2,\Omega^c_0} + \|w^0\|_{3,2,\Omega_0} + \|s^0\|_{2,2,\Omega_0} \leq C_F S (\|f\|_{2,2,\mathbb{R}^2} + \|g\|_{1,2,\Omega_0}).$$  \hspace{1cm} (185)

Then we can choose the data $f$ and $g$ of our problem small enough so that $S$ is a contraction on $(H^3(\Omega_0))^2$. Therefore, $S$ admits a unique fixed point showing that Problem (177) has a unique solution $X = (v, q, w, s) \in \mathbf{H}$.

Finally, from Problem (178) we have the following estimates:

$$\|v\|_{3,2,\Omega^c_0} + \|q\|_{2,2,\Omega^c_0} \leq C_F \left[\sum_{i=1}^2 \|\mathcal{F}_i\|_{K_i} + (\|f_1\|_{L(H^3, K_1)} + \|f_2\|_{L(H^3, K_2)})\|w\|_{3,2,\Omega_0}\right].$$  \hspace{1cm} (186)
Thus the shape derivative of $J$ is given by
\[ J'(\Omega, \omega) = \sum_{i=1}^{5} ||F_i||_{K_i} \left[ \frac{\partial J}{\partial \Omega} \right]_{\Omega = \Omega(t)} \cdot \omega \cdot \hat{\omega} \]
(187)

Once again, $||F_1||_{L(H_3,K_1)}$, $||F_2||_{L(H_3,K_2)}$, and $||F_3||_{L(H_3,K_3)}$ can be chosen small enough so that combining (186) and (187), we obtain that the solution $X = (v, q, w)$ is $H$-type and satisfies the following estimate
\[ ||v||_{L^2(Omega)} + ||q||_{L^2(Omega)} + ||w||_{L^2(Omega)} \leq C \sum_{i=1}^{5} ||F_i||_{K_i}, \]
(188)

where $C$ is a positive constant depending on the norms of $(v^0, q^0, w^0, s^0)$, $f$ and $g$. Then, $D_X F(0, X^0)$ is a bi-continuous isomorphism.

\[ \square \]

5. **Shape derivative of $J(\Omega)$**

5.1. **Direct calculus.** In this paragraph, we compute the shape derivative of functionals depending on the FSI problem. In the last part, we give an example of an energy type functional.

We consider a functional of the form
\[ J(\Omega) = J_S(\Omega) + J_F(\Omega) = \int_{\Omega} j_S(Y, w(Y), \nabla w(Y)) dY + \int_{\Omega} j_F(x, u(x), \nabla u(x)) dx, \]
(189)

where $j_S$ and $j_F$ are differentiable functions. As we have done in the previous section, we consider a 1-parameter family of shapes $\Omega_{0,t}$ defined in (112).

Performing the shape derivative of $J$ with respect to the deformation chosen amounts to compute the derivative of $t \mapsto J(\Omega_{0,t})$ at $t = 0$.

The shape functional evaluated on the domain $\Omega_{0,t}$ is given by:
\[ J(\Omega_{0,t}) = J_S(\Omega_{0,t}) + J_F(\Omega_{0,t}) = \int_{\Omega_{0,t}} j_S(Y, w_t(Y), \nabla w_t(Y)) dY + \int_{\Omega_{0,t}} j_F(x, u_t(x), \nabla u_t(x)) dx. \]

where $(w_t, u_t)$ are the solution fields of the FSI problem (120),(121).

Let us first compute the derivative of $J_S(\Omega_{0,t})$. After transporting the integral from $\Omega_{0,t}$ to $\Omega_0$, we obtain
\[ J_S(\Omega_{0,t}) = \int_{\Omega_0} j_S(\Phi_t(Y), w_t \circ \Phi_t(Y), (\nabla w_t) \circ \Phi_t(Y)) det(\nabla \Phi_t) dY. \]
(190)

Thus the shape derivative of $J_S$ is given by
\[ J'_S(\Omega_0) = \int_{\Omega_0} j_S(Y, w(Y), \nabla w(Y)) div V dY + \int_{\Omega_0} D_1 j_S(Y, w(Y), \nabla w(Y)) V dY + \int_{\Omega_0} D_2 j_S(Y, w(Y), \nabla w(Y)) \hat{w} dY + \int_{\Omega_0} D_3 j_S(Y, w(Y), \nabla w(Y)) (\nabla \hat{w} - \nabla w \nabla V) dY, \]
(191)

where $\hat{w}$ is the material derivative of $w_t$ at $t = 0$, defined by
\[ \hat{w} := \frac{d}{dt} \bigg|_{t=0} (w') = \frac{d}{dt} \bigg|_{t=0} (w_t \circ \Phi_t), \]
(192)
and $D_1$, $D_2$, $D_3$ stand for the differential on each argument of $j_S$. In (191), we have used the relation
\[
\frac{d}{dt}\bigg|_{t=0} \det(\nabla \Phi_t) = \text{div} V
\] (193)
with the definition (110) of $\Phi_t$ (see (245) in Appendix 6).

Secondly we consider the shape derivative of $J_F$ with respect to $t$. We perform a change of variable $x = T_t \circ \Phi_t(X)$, in order to rewrite the integrals from $\Omega_{F,t}$ to $\Omega^0_t$. This gives
\[
J_F(\Omega_{0,t}) = \int_{\Omega^0_t} \left( j_F(T_t \circ \Phi_t(X), u_t \circ T_t \circ \Phi_t(X), (\nabla u_t) \circ T_t \circ \Phi_t(X)) \right) \det(\nabla(T_t \circ \Phi_t(X))) \, dX.
\] (194)
We calculate the shape derivative of $J_F$, setting
\[
v = u \circ T
\]
where $T = T_0 = \text{id}_{\mathbb{R}^2} + R_\gamma(w)$. This gives
\[
J'_F(\Omega_0) = \int_{\Omega^0} j_T(T, v, \nabla v(\nabla T)^{-1}) \text{tr}(\text{cof}(\nabla T)^\top \nabla T) \, dX
\]
\[
+ \int_{\Omega^0} D_1 j_T(T, v, \nabla v(\nabla T)^{-1}) \hat{T} \det(\nabla T) \, dX
\]
\[
+ \int_{\Omega^0} D_2 j_T(T, v, \nabla v(\nabla T)^{-1}) \hat{v} \det(\nabla T) \, dX
\]
\[
+ \int_{\Omega^0} D_3 j_T(T, v, \nabla v(\nabla T)^{-1}) \left( \nabla \hat{v} - \nabla v(\nabla T)^{-1} \nabla T \right) \text{cof}(\nabla T)^\top \, dX,
\] (196)
where we denote by $\hat{v}$ the material derivative of $v$ defined by
\[
\hat{v} := \frac{d}{dt}\bigg|_{t=0} (v^t) = \frac{d}{dt}\bigg|_{t=0} (v_t \circ \Phi_t),
\] (197)
and by $\hat{T}$ the material derivative of $T_t$ defined by
\[
\hat{T} = \frac{d}{dt}\bigg|_{t=0} (T_t \circ \Phi_t).
\] (198)

From the definitions of $T_t$ in (117) and of $\hat{T}$, we have
\[
\hat{T} = V + \mathcal{R}_\gamma(\dot{w}).
\] (199)
The term $\text{tr}(\text{cof}(\nabla T)^\top \nabla T)$ in (196) comes from the differentiation of $\det(\nabla(T_t \circ \Phi_t(X)))$ in (194). The terms $\hat{T}$ and $\hat{v}$ in (196) are respectively the results of the differentiation through the chain rule of the terms $T_t \circ \Phi_t(X)$ and $u_t \circ T_t \circ \Phi_t(X)$ in (194). For the last term $(\nabla \dot{v} - \nabla v(\nabla T)^{-1} \nabla T) \text{cof}(\nabla T)^\top$ in (196) deriving from $(\nabla u_t) \circ T_t \circ \Phi_t(X)$ in (194), we can write
\[
(\nabla u_t) \circ T_t \circ \Phi_t(X) = (\nabla(u_t \circ T_t \circ \Phi_t))(X)(\nabla(T_t \circ \Phi_t))^{-1}(X),
\]
\[
= (\nabla(v_t \circ \Phi_t))(X)(\nabla(T_t \circ \Phi_t))^{-1}(X),
\] (200)
with $v_t = u_t \circ T_t$ (see (118)). From there, we can write in the following proposition the formula of the shape derivative $J'(\Omega_0)$ of the abstract shape functional $J(\Omega_0)$ defined by (189).

**Proposition 2.** Let $J$ be the shape functional defined by (189), where $j_S$ and $j_F$ are differentiable functions. Let $V$ be a velocity field belonging to the space $\Theta$ introduced in (111). Then, the shape derivative of $J$ in the direction $V$ computed at $\Omega_0$ is given by
\[
J'(\Omega_0) = \int_{\Omega_0} j_S(Y, w, \nabla w) \text{div} V \, dY + \int_{\Omega_0} D_1 j_S(Y, w, \nabla w)V \, dY
\]
Finally, let \( \Omega \) be an admissible domain of the fluid-structure problem, standing for the elastic material (see Figure 1). We denote by \( \Omega \) any smooth perturbation of \( \Omega_0 \). For example we can consider \( \Omega = (\text{id}_{\mathbb{R}^2} + t V)(\Omega_0) \), for \( V \in \Theta \) where \( \Theta \) is defined in (111) and for \( t > 0 \). First we define the following functional space:

\[
Q := (H^1_0(\Omega_0))^2 \times L^2_0(\Omega_0)^2 \times (H^1_{0, \Gamma_{\text{in}}}(\Omega_0))^2 \times L^2(\Omega_0). 
\]  

(204)

We will denote by \( \chi_0 = (v, q, w, s) \) the solution of the fluid-structure problem with initial datum \( \Omega_0 \), and by \( \mathcal{Y} = (v, q, w, s) \) a test quadruplet. Let us rewrite the FSI problem with these notations. Let \( A : U_{\text{ad}} \times \mathbb{R}^{2 \times 2} \times Q \times Q \to \mathbb{R} \) be a differentiable map, bilinear on \( Q \times Q \) and \( L : U_{\text{ad}} \times \mathbb{R}^{2 \times 2} \times Q \to \mathbb{R} \) be a differentiable map, linear on \( Q \), where \( U_{\text{ad}} \) is a class of admissible domains for the FSI problem. Finally, let \( \mathfrak{F} : Q \to \mathbb{R}^{2 \times 2} \) be a non linear differentiable map. We consider the solution \( \chi_{\Omega} \) of the following problem:

\[
\text{Find } \chi_{\Omega} \in Q \text{ such that: } \quad A(\Omega, \mathfrak{F}(\chi_{\Omega}), \chi_{\Omega}, \mathcal{Y}) = L(\Omega, \mathfrak{F}(\chi_{\Omega}), \mathcal{Y}), \quad \forall \mathcal{Y} \in Q. 
\]  

(205)
Now we define a shape functional of the form:

$$J(\Omega) = j(\Omega, \Lambda_\Omega).$$  \hfill (206)

This suggests the definition of the following Lagrangian for all $\Omega$ and $\forall \mathcal{X}, \mathcal{Y} \in \mathcal{Q}$:

$$\mathcal{L}(\Omega, \mathcal{X}, \mathcal{Y}) = j(\Omega, \mathcal{X}) + A(\Omega, \tilde{\mathcal{S}}(\mathcal{X}), \mathcal{X}, \mathcal{Y}) - L(\Omega, \tilde{\mathcal{S}}(\mathcal{X}), \mathcal{Y}).$$  \hfill (207)

By definition we have $\forall \mathcal{Y} \in \mathcal{Q}$:

$$\mathcal{L}(\Omega, \Lambda_\Omega, \mathcal{Y}) = j(\Omega, \Lambda_\Omega)$$  \hfill (208)

Thus the shape derivative of $j$ is

$$j'(\Omega_0, \Lambda_0) = \frac{\partial \mathcal{L}}{\partial \mathcal{X}}(\Omega_0, \Lambda_0, \mathcal{Y}) + \left( \frac{\partial \mathcal{L}}{\partial \mathcal{X}}(\Omega_0, \Lambda_0, \mathcal{Y}) \right)^T, \hfill (209)$$

where $\Lambda_0 = \partial_t \Lambda_0$ is the material derivative of $\Lambda_0$.

If the following problem admits a solution

$$\text{Find } \mathcal{Y}_0 \in \mathcal{Q} \text{ such that: } \left\langle \frac{\partial \mathcal{L}}{\partial \mathcal{X}}(\Omega_0, \Lambda_0, \mathcal{Y}_0), \mathcal{Z} \right\rangle = 0 \quad \forall \mathcal{Z} \in \mathcal{Q},$$  \hfill (210)

then $\mathcal{Y}_0$ is called the adjoint solution, or adjoint state.

In general the existence of $\mathcal{Y}_0$ has to be proved. However, in the following we do not care about this aspect and we write (formally) the expression of $J'$, assuming the well-posedness of (210). We finally have

$$J'(\Omega_0) = j'(\Omega_0, \Lambda_0) = \frac{\partial \mathcal{L}}{\partial \Omega}(\Omega_0, \Lambda_0, \mathcal{Y}_0).$$  \hfill (211)

We can see that the shape derivative $J'(\Omega_0)$ in expression (211) does not depend on the material derivative $\Lambda_0$, unlike expression (209). Let us give a slightly more detailed expression of $J'(\Omega_0)$. We develop problem (210):

$$\left\langle \frac{\partial \mathcal{L}}{\partial \mathcal{X}}(\Omega_0, \Lambda_0, \mathcal{Y}), \mathcal{Z} \right\rangle = \left\langle \frac{\partial j}{\partial \mathcal{X}}(\Omega_0, \Lambda_0), \mathcal{Z} \right\rangle + A(\Omega_0, \tilde{\mathcal{S}}(\Lambda_0), \mathcal{Z}, \mathcal{Y})$$

$$+ \left\langle \frac{\partial A}{\partial \tilde{\mathcal{S}}}(\Omega_0, \tilde{\mathcal{S}}(\Lambda_0), \mathcal{X}, \mathcal{Y}) \tilde{\mathcal{S}}'(\Lambda_0), \mathcal{Z} \right\rangle - \left\langle \frac{\partial L}{\partial \tilde{\mathcal{S}}}(\Omega_0, \tilde{\mathcal{S}}(\Lambda_0), \mathcal{Y}) \tilde{\mathcal{S}}'(\Lambda_0), \mathcal{Z} \right\rangle,$$  \hfill (212)

where we have used the fact that $A$ is linear with respect to $\mathcal{Z}$, and we develop the shape derivative

$$\frac{\partial \mathcal{L}}{\partial \Omega}(\Omega_0, \Lambda_0, \mathcal{Y}_0) = \frac{\partial j}{\partial \Omega}(\Omega_0, \Lambda_0) + \frac{\partial A}{\partial \Omega}(\Omega_0, \tilde{\mathcal{S}}(\Lambda_0), \Lambda_0, \mathcal{Y}_0) - \frac{\partial L}{\partial \Omega}(\Omega_0, \tilde{\mathcal{S}}(\Lambda_0), \mathcal{Y}_0).$$  \hfill (213)

Finally we can write the shape derivative involving the adjoint state $\mathcal{Y}_0$ as follows:

$$J'(\Omega_0) = \frac{\partial j}{\partial \Omega}(\Omega_0, \Lambda_0) + \frac{\partial A}{\partial \Omega}(\Omega_0, \tilde{\mathcal{S}}(\Lambda_0), \Lambda_0, \mathcal{Y}_0) - \frac{\partial L}{\partial \Omega}(\Omega_0, \tilde{\mathcal{S}}(\Lambda_0), \mathcal{Y}_0).$$  \hfill (214)

Let us apply this method to the FSI problem.

5.2.2. Shape functional and its related Lagrangian. We consider the shape functional defined by (189) that we can rewrite as

$$J(\Omega_0) = \int_{\Omega_0^e} j_F(T, v, \nabla v(\nabla T)^{-1}) \det(\nabla T) \, dX + \int_{\Omega_0} j_S(Y, w, \nabla w) \, dY.$$  \hfill (215)

We want to explicitly construct the related Lagrangian of $J(\Omega_0)$ as in (207). Then we will turn to the calculation of its derivatives with respect to $(v, w, s)$ as well as with respect to the parameter $t$ which are required for computing the shape derivative of $J$ (see (209)).

Writing $J$ on a perturbed domain $\Omega_{0,t}$ leads to

$$J(\Omega_{0,t}) = j(t, v_t, w_t),$$

$$= \int_{\Omega_{0,t}^e} j_F(T_t, v_t, \nabla v_t(\nabla T_t)^{-1}) \det(\nabla T_t) \, dX_t + \int_{\Omega_{0,t}} j_S(Y_t, w_t, \nabla w_t) \, dY_t.$$  \hfill (216)
where $T_t$ is defined in (117), with $w_t \in (H^1_{0,\Gamma_\omega}(\Omega_{0,t}))^2$ the displacement solution of the problem (138), and where $v_t \in (H^1_0(\Omega_{0,t}))^2$ is the velocity solution on the reference domain of the problem (125).

We want to apply Cea’s method presented in Section 5.2.1 to find the adjoint states needed for the calculation of the shape derivative of $J$. For this, we need to define a Lagrangian functional having independent variables lying in the space $H^1_0(\Omega_0)^2 \times L^2_0(\Omega_0)^2 \times H^1_{0,\Gamma_\omega}(\Omega_0) \times L^2(\Omega_0)$ which is independent of $t$. This is done by writing down the FSI formulation (131)-(144) into the general form depicted in (205).

The construction of the Lagrangian requires to use the transformation $T_w^t$ defined in (164). We recall that

$$T_w^t = \Phi_t + R_\gamma(w). \quad (217)$$

For $t \geq 0$, for all $(v, q)$ and $(w, s)$ in $(H^1_0(\Omega_0))^2 \times L^2_0(\Omega_0)$, and for all $(w, s)$ and $(w, s)$ in $(H^1_{0,\Gamma_\omega}(\Omega_0))^2 \times L^2(\Omega_0)$, as it is suggested by (207) in the adjoint method introduced in the previous section, we define the Lagrangian by:

$$L(t, \Phi_t, \Phi_t, v, w) = J^t(\Omega_0; v, w)$$

$$+ a_F^t(v, w) + b_F^t(v, w) - f^t(v, w) + b_F^t(v, w, q)$$

$$+ a_S^t(w, w) + b_S^t(w, s) - f_S^t(w, v; q, w) + b_S^t(w, s), \quad (218)$$

where

$$J^t(\Omega_0; v, w) := \int_{\Omega_0} j_F(T_w^t, v, \nabla v \nabla (T_w^t)^{-1})J(T_w^t) + \int_{\Omega_0} j_S(\Phi_t, w, \nabla w \nabla \Phi_t^{-1})J(\Phi_t). \quad (219)$$

In the expression (218) of $L$, the functionals $a_F^t, b_F^t, f^t$ are defined in (132), (133), (134), and the functionals $a_S^t, b_S^t, f_S^t$ are defined in (145), (146), (147) in which the transform $T_w^t$ is used in place of $T_t \circ \Phi_t$ that is, e.g.

$$a_F^t(v; w, q) := \nu \int_{\Omega_0} (\nabla v)F(T_w^t : \nabla v).$$

The expression of the Lagrangian is then given by:

$$L(t, \Phi_t, \Phi_t, v, w, s) =$$

$$\int_{\Omega_0} j_F(T_w^t, v, \nabla v \nabla (T_w^t)^{-1})J(T_w^t) + \int_{\Omega_0} j_S(\Phi_t, w, \nabla w \nabla \Phi_t^{-1})J(\Phi_t)$$

$$+ \int_{\Omega_0} (\mu(\nabla v)F(T_w^t) : \nabla v - q(G(T_w^t) : \nabla v))$$

$$- \int_{\Omega_0} (q(G(T_w^t) : \nabla v) + (f \circ T_w^t \cdot v)J(T_w^t))$$

$$+ \int_{\Omega_0} (\mu(\nabla w)F(\Phi_t) : (\nabla w) - sG(\Phi_t) : \nabla w - ((g \circ \Phi_t) \cdot w)J(\Phi_t))$$

$$- \int_{\Gamma_0} w \cdot \nu(\nabla v)F(T_w^t) - q(G(T_w^t)n_0 - \int_{\Gamma_0} sG(\Phi_t) : \nabla w. \quad (220)$$

Let $(v^t, q^t, w^t, s^t)$ defined in (129), (130), (135), and (143), be the transported solutions of the coupling Stokes problem (131) and incompressible elasticity problem (144). We start remarking that $T_w^t \circ \Phi_t$ (see (117)) and as a result the following property holds

$$J^t(\Omega_0; v^t, w^t) = J(\Omega_{0,t}), \quad (221)$$

where $J(\Omega_{0,t})$ is given by (216). Such as for (208) in the introductory paragraph 5.2.1, we have that for all $(v, q, w, s)$ in $(H^1_0(\Omega_0))^2 \times L^2_0(\Omega_0)^2 \times (H^1_{0,\Gamma_\omega}(\Omega_0))^2 \times L^2(\Omega_0)$:

$$L(t, \Phi_t, \Phi_t, v, w, s) = J(\Omega_{0,t}), \quad (222)$$
Now we can compute the partial derivatives of the Lagrangian in order to find the suitable adjoint states allowing to simplify the expression (201) of the shape derivative.

5.2.3. Derivatives of the Lagrangian. In order to obtain the adjoint problems, we need to derive the Lagrangian $\mathcal{L}$ with respect to the variables $v, q, w,$ and $s$. The derivatives of $\mathcal{L}$ are evaluated at $t \in \mathbb{R}_+,$ $(v, q, v, q) \in (H^1_0(\Omega_0))^2 \times L^2_0(\Omega_0)$ and $(w, s, (w, s) \in (H^1_0(\Gamma_\omega(\Omega_0)))^2 \times L^2(\Omega_0)$. For the sake of readability, the dependence on these variables is not explicitly stated in the calculation of the derivatives.

We first derive the Lagrangian with respect to the variables $q$ and $s$. Let $d \in L^2_0(\Omega_0)$ and $e \in L^2(\Omega_0)$. We have

\[
\frac{\partial \mathcal{L}}{\partial q} d = - \int_{\Omega_0} d(G(T_w^d)) : \nabla v + \int_{\Gamma_0} w \cdot d(G(T_w^d)) n_0, \tag{223}
\]

\[
\frac{\partial \mathcal{L}}{\partial e} = - \int_{\Omega_0} eG(\Phi_t) : \nabla w. \tag{224}
\]

For the derivative of the Lagrangian with respect to the variable $v$, we shall simply write $D_\alpha j_f$ and $D_\alpha j_s$ instead of $D_\alpha j_F(T_w^t, v, \nabla v(T_w^t)^{-1})$ and $D_\alpha j_s(F, w, \nabla w(\nabla \Phi_t)^{-1})$ respectively, for $\alpha = 1, 2, 3$. Let $h \in H^1(\Omega_0)$ and $k \in H^1(\Gamma_\omega(\Omega_0))$. We have

\[
\frac{\partial \mathcal{L}}{\partial v, h} = \int_{\Omega_0} \left( (D_2 j_F)h + (D_3 j_F)\nabla h(\nabla (T_w^t)^{-1}) J(T_w^t) \right)
+ \int_{\Omega_0} \left( \nu(\nabla h) F(T_w^t) : \nabla v - q G(T_w^t) : \nabla h \right) - \int_{\Gamma_0} w \cdot (\nabla h) F(T_w^t) n_0, \tag{225}
\]

and

\[
\frac{\partial \mathcal{L}}{\partial w, k} = \int_{\Omega_0} \left( (j_F) D_w J(T_w^t) k + [(D_1 j_F) D_w(T_w^t) k + (D_3 j_F) \nabla v D_w(\nabla (T_w^t)^{-1}) k] J(T_w^t) \right)
+ \int_{\Omega_0} \left( (D_2 j_S) k J(\Phi_t) + (D_3 j_S) \nabla k \nabla (\Phi_t)^{-1} J(\Phi_t) \right)
+ \int_{\Omega_0} \left( [\nu \nabla v D_w F(T_w^t) k - q D_w G(T_w^t) k] : \nabla v - (D_w G(T_w^t) k : \nabla v) q \right)
- \int_{\Omega_0} \left( (D_w (f \circ T_w^t) k \cdot v) J(T_w^t) + (f \circ T_w^t) \cdot v D_w J(T_w^t) k \right)
+ \int_{\Omega_0} \mu(\nabla k) F(\Phi_t) : \nabla v - \int_{\Omega_0} sG(\Phi_t) : \nabla k
- \int_{\Gamma_0} w \cdot (\nu \nabla v D_w F(T_w^t) k - q D_w G(T_w^t) k) n_0, \tag{226}
\]

where the derivatives $D_w(*)$ with respect to the variable $w$ are given in Appendix 6 expressions (251), (252), and (253).

Finally we calculate partial derivative of the Lagrangian with respect to the variable $t$, referring once again to Appendix 6 for the expressions (255), (256), and (257) of the time derivatives $D_t(*)$ of $J(T_w^t), G(T_w^t)$, and $F(T_w^t)$. With the use of (193), we obtain

\[
\frac{\partial \mathcal{L}}{\partial t} = \int_{\Omega_0} \left( (j_F) D_t J(T_w^t) + (D_1 j_F) D_t(T_w^t) J(T_w^t) + (D_3 j_F) \nabla v D_t(\nabla (T_w^t)^{-1}) J(T_w^t) \right)
+ \int_{\Omega_0} \left( (j_S) \text{div} V + (D_1 j_S) V J(\Phi_t) + (D_3 j_S) \nabla w D_t \nabla (\Phi_t)^{-1} J(\Phi_t) \right)
+ \int_{\Omega_0} \left( [\nu(\nabla v) D_t F(T_w^t) - q D_t G(T_w^t)] : \nabla v - q D_t G(T_w^t) : \nabla v \right)
\]
where we recall that $T_w^t = \Phi_t + R(\gamma(w))$ (see (164)). This formula can be simplified by noticing that finally, $D_t T_w^t = V_t := D_t \Phi_t$.

5.2.4. Definition of the adjoint states. Let us write the adjoint equations. For this, the partial derivatives of the Lagrangian calculated in the previous section are evaluated at $(t, v, q, w, s) = (0, v^0, q^0, w^0, s^0)$ where $(v^0, q^0)$ is the solution of Problem (125) written at $t = 0$ and $(w^0, s^0)$ is the solution of Problem (138) written at $t = 0$. Since for $t = 0$ we have $T_w^0 = \text{id}_{2\mathbb{R}} + R\gamma(w) = T$, we obtain from equations (223), (224), (225), and (226) that for all $(v, q), (h, d) \in (H_0^1(\Omega_0))^2 \times L^2(\Omega_0)$, and for all $(w, s), (k, e) \in (H_0^1, \Gamma_w(\Omega_0))^2 \times L^2(\Omega_0)$:

\[
\begin{align*}
\langle \frac{\partial L}{\partial q}(v, q, w, s), d \rangle &= - \int_{\Omega_0} d(G(T) : \nabla v) + \int_{\Gamma_0} w \cdot dG(T)n_0, \\
\langle \frac{\partial L}{\partial s}(v, q, w, s), e \rangle &= - \int_{\Omega_0} e \text{div} w, \\
\langle \frac{\partial L}{\partial v}((v, q), (w, s)), h \rangle &= \int_{\Omega_0} \left( (D_{2jF})hJ(T) + (D_{3jF})\nabla h \nabla (T)^{-1}J(T) \right) \\
&\quad + \int_{\Omega_0} \left( \nu(\nabla h)F(T) : \nabla v - q(G(T) : \nabla h) \right) - \int_{\Gamma_0} w \cdot (\nu(\nabla h)F(T))n_0, \\
\langle \frac{\partial L}{\partial w}((v, q), (w, s)), k \rangle &= \int_{\Omega_0} \left( (D_{2jF})k + (D_{3jF})\nabla k \right) \\
&\quad + \int_{\Omega_0} \left( (jF)D_wJ(T)k + [(D_{2jF})(D_w(T)k) + (D_{3jF})\nabla D_w(\nabla (T)^{-1})k]J(T) \right) \\
&\quad + \int_{\Omega_0} \left[ \nu(\nabla v)(D_wF(T)k) - q((D_wG(T)k) : \nabla v) \right] \\
&\quad - \int_{\Omega_0} \left( (\nabla f)\circ TD_w(T)k \cdot vJ(T) + (f \circ T \cdot v)D_wJ(T)k \right) \\
&\quad + \int_{\Omega_0} \left( \mu(\nabla k) : \nabla w - s \text{div} k \right) - \int_{\Gamma_0} w \cdot (\nu(\nabla v)D_wF(T)k - qD_wG(T)k)n_0. 
\end{align*}
\]

Once again we have written $D_{\alpha jF}$ instead of $D_{\alpha jF}(T, v, \nabla v \nabla (T)^{-1})$ and $D_{\alpha jF}$ instead of $D_{\alpha jF}(Y, w, \nabla w)$, for $\alpha = 1, 2, 3$.

With these expressions, we can write in the following proposition the problem satisfied by the adjoint states associated to the shape functional $J$ defined in (215) and to the FSI problem (34).

**Proposition 3.** Let $L$ be the Lagrangian defined in (220), associated to the shape functional $J$ defined in (215) and to the FSI problem (34). The related adjoint state $(v, q, w, s) \in (H_0^1(\Omega_0))^2 \times L^2(\Omega_0) \times (H_0^1, \Gamma_w(\Omega_0))^2 \times L^2(\Omega_0)$ defined by (210) satisfies formally the following equation:

\[
\begin{aligned}
\langle \frac{\partial L}{\partial q}(v, q, (w, s)), d \rangle + \langle \frac{\partial L}{\partial s}((v, q), (w, s)), e \rangle \\
+ \langle \frac{\partial L}{\partial v}((v, q), (w, s)), h \rangle + \langle \frac{\partial L}{\partial w}((v, q), (w, s)), k \rangle &= 0, \\
\forall (h, d, k, e) \in (H_0^1(\Omega_0))^2 \times L^2(\Omega_0) \times (H_0^1, \Gamma_w(\Omega_0))^2 \times L^2(\Omega_0),
\end{aligned}
\]

\[\text{(232)}\]
given by expressions (228), (229), (230), and (231).

We emphasise that the method we have just presented in Section 5.2 is a formal method, since we have not shown that problem (210) is well-posed.

5.3. **Simplified formula for the shape derivative** $\mathcal{J}'(\Omega_0)$. We can simplify the formula of the shape derivative $\mathcal{J}'(\Omega_0)$ given by (201) obtained in Section 5.1. For this, we follow what is done in Section 5.2.1, using the formula (211), that is

$$\mathcal{J}'(\Omega_0) = \frac{\partial L}{\partial t}(0, (v, q, w, s), (v, q, w, s))$$

(233)

with the formula obtained in (227), where $(v, q, w, s)$ is the solution of the FSI problem (34) and $(v, q, w, s)$ is the solution of the adjoint problem (32). This leads to the following theorem.

**Theorem 5.** Let $\mathcal{J}(\Omega_0)$ be the shape functional defined by (215). Let $(v, q, w, s) \in (H_0^1(\Omega_0))^2 \times L_0^2(\Omega_0) \times (H_0^1(T)(\Omega_0))^2 \times L^2(\Omega_0)$ be the solution of the FSI problem (34), and $(v, q, w, s) \in (H_0^1(\Omega_0))^2 \times L_0^2(\Omega_0) \times (H_0^1(T)(\Omega_0))^2 \times L^2(\Omega_0)$ be the adjoint states solution of the adjoint problem (32). Then the shape derivative of $\mathcal{J}(\Omega_0)$ can be written as follows:

$$\mathcal{J}'(\Omega_0) = \int_{\Omega_0} j_F(T, v, \nabla v(\nabla T)^{-1})DJ(V) + D_1j_F(T, v, \nabla v(\nabla T)^{-1})VJ(T)$$

$$+ \int_{\Omega_0} D_3j_F(T, v, \nabla v(\nabla T)^{-1})\nabla(-\nabla T^{-1}\nabla v\nabla T^{-1})J(T)$$

$$+ \int_{\Omega_0} (j_S(Y, w, \nabla w)\nabla V + D_1j_S(Y, w, \nabla w)\nabla V + D_3j_S(Y, w, \nabla w)\nabla V)$$

$$+ A'((v, q, w, s), (v, q, w, s), V),$$

(234)

where $A'$ is given by

$$A'((v, q, w, s), (v, q, w, s), V) := \int_{\Omega_0} \left[ \nu \nabla v DF(V) - qDG(V) \right] : \nabla v - qDG(V) : \nabla v$$

$$- \int_{\Omega_0} \left[ (f \circ T \cdot v)DJ(V) + (D_3(f \circ T) \cdot v)VJ(T) \right]$$

$$+ \int_{\Omega_0} \left[ \mu(\nabla w)DF(V) - sDG(V) \right] : \nabla w - sDG(V) : \nabla w$$

$$- \int_{\Omega_0} w \cdot (\nu \nabla v DF(V) - qDG(V)n_0),$$

(235)

and where $T := T_0$ is given by (117), $V$ is the velocity of the transformation $\Phi_1$ given by (110), and $DJ(V)$, $DG(V)$, and $DF(V)$ are given by

$$DJ(V) = \text{tr}(\text{cof}(\nabla T)^\top \nabla V),$$

(236)

$$DG(V) = \text{cof}(\nabla T) \left[ \text{tr} \left( (\nabla T)^{-1} \nabla V \right) I - [(\nabla T)^{-1} \nabla V]^\top \right],$$

(237)

$$DF(V) = \text{cof}(\nabla T)^\top \left[ \text{tr} \left( (\nabla T)^{-1} \nabla V \right) I - 2[\nabla V(\nabla T)^{-1}]^\top (\nabla T)^{-1} \right],$$

(238)

and denote the time derivatives of $J(T_0)$, $G(T_0)$, and $F(T_0)$ computed in (255), (256), and (257), and evaluated at $t = 0$ and $w = w$.

**Example 2.** In the case of the energy-type shape functional $\mathcal{J}_E$ given by (202), denoting by $(v, q, w, s)$ the solution of the FSI problem (34), and by $(v, q, w, s)$ the adjoint states solution of the adjoint problem (32) written for $\mathcal{J}_E$, we have from Theorem 5 that

$$\mathcal{J}'_E(\Omega_0) = \frac{1}{2} \int_{\Omega_0} |\nabla^2 w|^2 \nabla V + \frac{1}{2} \int_{\Omega_0} |[\nabla v(\nabla T)^{-1}]^\top |^2 \text{tr}(\text{cof}(\nabla T)^\top \nabla V)$$

(239)
expressions (245)-(246)-(247) and (250) and in view of the chain rule, we can deduce the
for all
This map is differentiable, and its differential with respect to $A$
and using expressions (245), (246), and (247), we can compute the differentials
$H$
and that we have defined in (164) the following
$\phi$
$\alpha$
$G$
$\varphi$
$\alpha$
$H$
$\alpha$
$D$
$\omega$
$\alpha$
$\omega$
$\alpha$
Thus, from the definitions (241)-(242)-(243), the differentials $D_{\alpha}J(\varphi_{\alpha})$, $D_{\alpha}G(\varphi_{\alpha})$, and $D_{\alpha}F(\varphi_{\alpha})$, we can compute the differentials $D_{\alpha}J(\varphi_{\alpha})$, $D_{\alpha}G(\varphi_{\alpha})$, and $D_{\alpha}F(\varphi_{\alpha})$. We give their expressions in the case where $\alpha = t$, $\alpha = w$, and $\varphi_{\alpha} = T_{w}^t$.
We recall that $\Phi_{t}$ is the map defined in (110) in Section 4.2 by
$\Phi_{t} := \text{id}_{\mathbb{R}^{n}} + tV$, (248)
and that we have defined in (164) the following $H^{3}(\Omega_{0})$-valued map for all $(t, w) \in \mathbb{R}_{+} \times (H^{1}_{0, \Gamma_{w}}(\Omega_{0}) \cap H^{3}(\Omega_{0}))^{2}$ by:
$T_{w}^{t} := \Phi_{t} + \mathcal{R} \gamma(w)$. (249)
This map is differentiable, and its differential with respect to $w$ is given by
$D_{w}(T_{w}^{t})k = \mathcal{R}(\gamma(k))$, (250)
for all $k \in (H^{1}_{0, \Gamma_{w}}(\Omega_{0}) \cap H^{3}(\Omega_{0}))^{2}$. Thus, from the definitions (241)-(242)-(243), the expressions (245)-(246)-(247) and (250) and in view of the chain rule, we can deduce the values of the following differentials:
$D_{w}J(T_{w}^{t})k = \text{tr}(\text{cof}(\nabla T_{w}^{t})^\top \mathcal{R}(\gamma(k)))$, (251)
$D_{w}G(T_{w}^{t})k = \left[\text{tr}((\nabla T_{w}^{t})^{-1} \mathcal{R}(\gamma(k)))I - (\nabla T_{w}^{t})^{-\top} \mathcal{R}(\gamma(k)) \right]^\top \text{cof}(\nabla T_{w}^{t})$, (252)
\[
D_w F(T^t_w) k = \text{cof}(\nabla T^t_w)\top \left[ \text{tr}(\nabla T^t_w)^{-1} R(\gamma(k)) I - 2(R(\gamma(k))(\nabla T^t_w)^{-1})^s \right] (\nabla T^t_w)^{-\top}. 
\]

(253)

Noting that the derivative of \( T^t_w \) with respect to \( t \) is given by
\[
\frac{d}{dt} T^t_w = V_t := \frac{d}{dt} \Phi_t, 
\]
we can also deduce the time derivatives of \( J(T^t_w) \), \( G(T^t_w) \), and \( F(T^t_w) \), given by
\[
D_t J(T^t_w) = \text{tr}(\text{cof}(\nabla T^t_w)\top \nabla V_t), 
\]
\[
D_t G(T^t_w) = \text{cof}(\nabla T^t_w) \left[ \text{tr} \left( (\nabla T^t_w)^{-1} \nabla V_t \right) I - [(\nabla T^t_w)^{-1}]^s \right], 
\]
\[
D_t F(T^t_w) = \text{cof}(\nabla T^t_w)\top \left[ \text{tr} \left( (\nabla T^t_w)^{-1} \nabla V_t \right) I - 2[\nabla V_t(\nabla T^t_w)^{-1}]^s \right] (\nabla T^t_w)^{-\top}. 
\]

(255)

(256)

(257)

By setting \( T^t_w = T_0 \) and \( V_t = V \) in these expressions, we retrieve the fields \( DJ(V) \), \( DG(V) \), and \( DF(V) \) involved in Theorem 5.
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