A Robust Recognition System for Pecan Weevil using Artificial Neural Networks
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Abstract: Problem statement: Pecan Weevil is a widely found pest among pecan trees and these pests are known to cause significant damage to the pecan trees resulting in enormous annual losses to pecan growers. Traditional identification techniques for pecan weevil include traps with pheromones to detect the infestation of these pests. However, these traditional methods require expensive labor hours to set-up the traps and their monitoring. These techniques are also unreliable for early detection of pecan weevil infestation. Early detection of these pests is essential in minimizing the potential losses to the pecan trees. Approach: In this study, we develop a neural network-based identification system for pecan weevils. The neural networks require 3-9 image descriptors as input for successful recognition of pecan weevil. The nine image descriptors originate from standard image processing techniques such as Regional Properties (RP) and Zernike Moments (ZM). For training purposes, a comprehensive database was assembled comprising of 205 images of pecan weevil and 75 other insects commonly found in the same habitat. The networks were trained by two algorithms and several training ratios were studied to investigate the efficacy and robustness of the developed neural networks. Results: The neural networks developed in this study are capable of 100% recognition of pecan weevil as well as 100% recognition of other insects in the database. These recognition rates were achieved by using 75% of the data for training and using the Scaled Conjugate Gradient (SCG) algorithm and nine image descriptors as input. The average training times for these networks with the SCG algorithm was only 2-4 sec. and the testing time for a single image was only 0.16 sec. Conclusion: The neural network-based pecan weevil identification system developed in this study provides a reliable and robust method to identify pecan weevils and the proposed system should prove useful in designing an automated, wireless sensor network for detecting pecan weevil in the field.
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INTRODUCTION

Pecan weevil is recognized as one of the most destructive pests infesting pecans. It is also believed to be the most serious late-season pest because it attacks the nuts (Harris, 1979). Pecan weevil spends most of its life underground in the soil and its life cycle lasts from two to three years. The infestation of this pest starts when the adult pecan weevil emerges from the soil and attacks the nuts. The weevil punctures the nuts, feeds on the nut and the female lays eggs in the nuts. It takes about 30 days for the larvae to be developed, which feed inside the nut.

Current detection methods of pecan weevil involve identifying its emergence and then applying pesticides to control the infestation. Multiple pesticide applications may be required for effective control of these pests (Mulder, 2004). The time at which pesticides are applied are recognized by inspecting the dropped nuts for the appearance of pecan weevils. These pests are also detected by using traps with pheromones. Different types of traps are available- wire cone trap, pyramid trap, circling trap. Typically, 1-2 traps are used for each tree and in each orchard block, traps are set-up on about 3-5 trees (Mizell, 2003). Traps are required to be monitored over several weeks. As evident from the above, detecting pecan weevil by using traps is a labor-intensive and expensive process. The automation of this process would result in reliable and efficient control of pecan weevil infestation. The first step in automating this process is to develop a reliable identification/recognition system for the insects. Similar efforts have been made in the literature to develop recognition systems for other
insects. For example, Liu et al. (2009) developed an identification system for fruit flies, Aruckle et al. (2001) developed a system for identifying bees and Do et al. (1999) developed an identification system for spiders. Recently, a recognition system has also been developed for red palm weevil (Al-Saquer and Hassan, 2011a; 2011b).

A particularly attractive method to develop a recognition system is to use an image processing-based identification system that can then be integrated in a wireless sensor network for practical field applications. An identification system for pecan weevils was recently proposed by Al-Saquer et al. (2010) that utilized image processing techniques based on the template matching method (Ashaghatra, 2008). In that study, it was shown that regional properties and Zernike moments were sufficient to successfully recognize the pecan weevil. However, only 15% of the pecan weevil images were used for testing and the two recognition methods had to be used together (Al-Saquer et al., 2010). In another study (Al-Saquer and Hassan, 2011c), a system based on the Support Vector Machine (SVM) method was used for recognition of pecan weevil and promising results were obtained. However, there is clearly a need to develop more reliable, predictive methods to identify pecan weevil. Towards this end, in this study, an identification system is developed that can successfully recognize pecan weevils among a host of other insects found in the same habitat. In particular, artificial neural networks are developed that utilize very few, easily available descriptors as inputs. The descriptors are calculated based on two standard image processing techniques. The artificial neural networks developed in this study are capable of high recognition rates for pecan weevil based on only limited, easily available information from the images of pecan weevils.

MATERIALS AND METHODS

Image acquisition: For the purposes of collecting images of insects, a wide range of samples of pecan weevil and other insects found in the same habitat were collected. The details of other insects’ images used in this study are listed in Table 1. The imaging system included a CCD black and white camera from Allied Vision Technologies with model number F-145B, which is equipped with 1.45 megapixel 2/3 inch progressive CCD sensor. The raw images from the camera were processed to convert them into binary format and resized to 114×134 pixels. The processing was conducted using a computer Dell Optiplex 780 equipped with an Intel Core 2 Duo E8400 3.0 GHz processor and 4 GB of RAM. MATLAB® Version 7.9.0.529 (R2006) software was utilized for the simulations.

Table 1: Other insects used in the database for developing ANN for pecan weevil recognition system

| Scientific name (Family/Order) | No. of replicates |
|-------------------------------|------------------|
| Acrosterum hilaris (Say)      | 5                |
| Apis mellifera L              | 4                |
| Brochymena guadupistulata (Fab) | 5               |
| Chortophaga viridifasciata (Deg) | 4             |
| Chrysobothris femorata (Oliv) | 5                |
| Coleoptera carabidae          | 1                |
| Compus auricephalus (Say)     | 3                |
| Condoerus lividus (Deg)       | 5                |
| Conotrachelus elegans (Say)   | 5                |
| Cynepestomus castaneus (Roolofs) | 2            |
| Green June, Hemiptera Reduvllae | 1            |
| Hyphantria Cunea (Drury)      | 4                |
| Leptoglossus Opposites (Say)  | 2                |
| Lepyronia Gibbosa (Ball)      | 5                |
| Metaall Pruinosa (Say)        | 4                |
| Naupactus Leucoloma (Boh)     | 5                |
| Pantomorus Pallidus (Horn)    | 5                |
| Plathypena Scabra (Fab)       | 5                |
| Tomostethus Multicinctus (Rohwer) | 4            |

Data processing method: Image processing techniques were used to obtain the descriptors that will serve as inputs for developing the ANN. The two standard techniques used were the Regional Properties and Zernike Moments. In the Regional Properties method, three descriptors derived from the binary image of the insects were obtained. The descriptors were the lengths of major and minor axes of the region and area in an image. The value of the area is determined by counting the number of pixels connected with each other in the image. Similarly, the lengths of major and minor axes are obtained by counting the pixels in the major and minor axes of the elliptical region in the image (Gonzalez and Woods, 2002). The lengths of major and minor axes and the normalized value of area were used as inputs to the ANN.

Zernike Moments was the second image processing technique used to obtain descriptors for the insects’ images. The method requires the introduction of a set of complex polynomials which formulate an orthogonal set over the interior of an object’s circle. The center of circle is considered as the origin and pixel coordinates are mapped to a unit circle. Any pixel found outside the circle is not considered in computation of Zernike Moments. Due to orthogonal properties, overlapping and repetition of information among moments with different orders is avoided. Hence, the representation of an image is unique and independent for each moment (Kim and Kim, 2000). Zernike Moments of third order were used in this study and the resultant six values of the moments were used as inputs to the ANN. These two image processing techniques were utilized in image recognition applications due to their rotational invariance, expression efficiency and noise robustness.
 Artificial neural networks: The development of ANN or Neural Network (NN) is inspired by the working of human brain. This data modeling technique models complex relationships between input and output and has been used for several pattern recognition applications (Bishop, 1995) and is capable of solving highly non-linear problems. A single neuron in ANN can be represented mathematically as shown in Eq. 1:

\[ y = f(\sum_{i=1}^{n} w_i x_i + b) \]

where, x is input, w is the weight and b is bias of a neuron. The output y is dependent on inputs, their weights, bias and its transfer function, f, which is generally a sigmoidal function.

Neural networks represent an attractive method for pattern recognition problems since the multilayer networks can be used to describe arbitrarily complex decision surfaces by using the complex network architecture contained in them. The network architecture is stated in terms of the number of hidden layers and neurons for a typical feed-forward multilayer perceptron based on the back-propagation algorithm (Hagan et al., 2002). The network architecture contains information about the complexity of the neural network and the number of parameters that have been used for its design. Although finding the network architecture is a trial and error procedure and is problem dependent, recently certain simpler guidelines have been presented to decide the number of hidden neurons in a network layer. Xu and Chen (2008) reported that the optimal number of neurons ‘n’ in a hidden layer is dependent on the dimension of the input ‘d’ and number of training pairs ‘N’ for small or medium size dataset i.e.,

\[ n = \frac{N}{d \log N}^{1/2} \]

if its value is below or close to 30; else

\[ n = \left\{ \begin{array}{ll}
\text{optimal} & \text{if } \frac{N}{d \log N} \leq 30 \\
n = \frac{N}{d \log N}^{1/2} & \text{else}
\end{array} \right. \]

They categorized the training dataset to be medium or small if training pairs are less than 5000. It is also reported that their method does not consider the problem of local minima (Xu and Chen, 2008). In this study, we have tested the method developed by Xu and Chen (2008) for the number of hidden neurons in single hidden-layer neural networks. To avoid local minima, the neural networks developed in this study were trained 20 times by using advanced, gradient-based search algorithms in combination with the back-propagation updates of the network weights and biases. In particular, the Scaled Conjugate Gradient Algorithm (SCG) and Conjugate Gradient with Powell/Beale Restart Algorithm (CGB) were selected since they have been found useful in pattern recognition problems (Al-Saquer and Hassan, 2011b; Johansson et al., 1991; Moller, 1993; Powell, 1977). At the end of simulations, the best 50 and 100 trials out of the 200 networks generated were selected for additional analysis. In all cases, an early stopping criterion with validation check was used to prevent over-fitting of the data by the neural network (Hagan et al., 2002). This method stops the training and the subsequent over-fitting of the network when the error on a validation set increases continuously. The method ensures that the network parameters are small in magnitude and thus, avoids over-fitting. All the transfer functions used in the network were sigmoidal functions and a single hidden layer was used in all cases.

The number of images used for training and testing were 280, which included 205 images of pecan weevil and 75 images of other insects that are normally found in the habitat of pecan trees. Three different training ratios of 25, 50 and 75% were used for training the neural networks while the remaining data were used for testing the network. Further, the training set was randomly divided for 10 times in each of the 20 trials. In this manner, a total of 200 networks were generated. Three different scenarios were considered for the network inputs. In particular, the inputs to ANN were provided from the descriptors obtained by only the Zernike Moments (ZM), descriptors obtained by only the Regional Properties (RP) and a combination of both RP and ZM (RPZM). Thus, the number of inputs in the networks were 3, 6 or a total of 9 image descriptors depending on the methods included in the image analysis.

RESULTS

Artificial neural networks were developed in this study to identify pecan weevil among other insects. The feed-forward neural networks developed used up to nine standard image descriptors as inputs. These nine descriptors included three descriptors from region properties and the remaining six descriptors were derived from the Zernike moments of order 3, as described earlier. Several different networks were designed that used variable number of inputs. In particular, three types/levels of inputs were considered for the network: (1) Three descriptors from regional properties were used as input, (2) Six descriptors from Zernike moments were used as network inputs and (3) Nine descriptors from both regional properties and Zernike moments were used as inputs.

In each of the above cases, three different training ratios were used to test the network’s performance and robustness. In particular, 25, 50 and 75% of the data were used for training purposes and in each case two different training algorithms (SCG and CGB) were used to test the sensitivity of neural networks to the training algorithms used.
Table 2: Summary results for recognition of pecan weevil with different techniques

| Technique         | Recognition rate* | Time (sec)** | Source                  |
|-------------------|-------------------|--------------|-------------------------|
| Template matching | 99                | 0.44         | Al-Saqer et al. (2010)  |
| SVM               | 99                | 0.15         | Al-Saqer and Hassan (2011c) |
| ANN               | 100               | 0.16         | This study              |

*; Recognition rates are in percentages; **; Times include time for image processing + neural network.

Table 3: Recognition results for Pecan Weevil Using CGB algorithm: average of the best 50 networks of the 200 runs

| Training data (%) | Inputs to the ANN | Avg. training time (sec) | Pecan Weevil | Other Insects |
|-------------------|-------------------|--------------------------|--------------|---------------|
| 25%               | RP                | 0.48                     | 96           | 94            |
|                   | ZM                | 0.50                     | 99           | 94            |
|                   | RPZM              | 0.54                     | 100          | 97            |
| 50%               | RP                | 0.66                     | 96           | 96            |
|                   | ZM                | 0.58                     | 99           | 95            |
|                   | RPZM              | 0.76                     | 100          | 99            |
| 75%               | RP                | 0.84                     | 99           | 96            |
|                   | ZM                | 0.57                     | 99           | 97            |
|                   | RPZM              | 0.87                     | 100          | 99            |

Table 4: Recognition results for pecan weevil using CGB algorithm: average of the best 100 networks of the 200 runs

| Training data (%) | Inputs to the ANN | Avg. training time (sec) | Pecan Weevil | Other Insects |
|-------------------|-------------------|--------------------------|--------------|---------------|
| 25%               | RP                | 0.43                     | 94           | 96            |
|                   | ZM                | 0.44                     | 97           | 94            |
|                   | RPZM              | 0.49                     | 98           | 95            |
| 50%               | RP                | 0.58                     | 94           | 96            |
|                   | ZM                | 0.51                     | 97           | 94            |
|                   | RPZM              | 0.65                     | 98           | 97            |
| 75%               | RP                | 0.70                     | 97           | 96            |
|                   | ZM                | 0.57                     | 99           | 94            |
|                   | RPZM              | 0.76                     | 99           | 96            |

Table 5: Recognition results for pecan weevil using SCG algorithm: average of the best 50 networks of the 200 runs

| Training data (%) | Inputs to the ANN | Avg. training time (sec) | Pecan Weevil | Other Insects |
|-------------------|-------------------|--------------------------|--------------|---------------|
| 25%               | RP                | 2.40                     | 99           | 93            |
|                   | ZM                | 2.42                     | 100          | 96            |
|                   | RPZM              | 2.19                     | 100          | 98            |
| 50%               | RP                | 3.92                     | 99           | 97            |
|                   | ZM                | 3.65                     | 100          | 97            |
|                   | RPZM              | 3.16                     | 100          | 100           |
| 75%               | RP                | 3.83                     | 99           | 100           |
|                   | ZM                | 4.01                     | 100          | 100           |
|                   | RPZM              | 3.58                     | 100          | 100           |

Table 2 lists the summary results obtained with the neural networks in this study. The table also compares the results obtained in this study with our earlier work where template matching (Al-Saqer et al., 2010) and support vector machine method (Al-Saqer and Hassan, 2011c) were used to identify pecan weevil. As evident from Table 2, the current study provides the best results in terms of recognition of pecan weevil. Note that the networks developed in this study require only three-nine image descriptors for reliable identification of pecan weevil. Thus, the networks developed in the current study are ideally suited as part of an image recognition system for field applications. Note that the support vector machine-based identification system developed earlier (Al-Saqer and Hassan, 2011c) exhibits similar performance than the neural networks developed in this study, as shown in Table 2. However, the recognition rates are slightly higher for the neural network than the support vector machine method. Table 2 also lists the execution times for each of the methods. Note that these times include both the image processing and neural network execution times.

In each case, the neural networks were trained 20 times and the training data was randomly selected 10 times. Thus, the best network performance of the 200 trials as well as the average of the best 50 and 100 trials (in terms of recognition rates) were analyzed to investigate the sensitivity of the results to the training algorithm used as well as the effect of training ratios and the number of descriptors used.

Table 3 and 4 list the recognition results obtained with the CGB algorithm when the average of best 50 and 100 trials, respectively, is considered. As shown in these tables, the recognition rates of pecan weevil is always greater than 95%. Remarkably, training of the neural network with only 25% of the data and using descriptors from both RP and ZM methods gave 100% correct recognition results, as shown in Table 3. Thus, the results of the best 50 networks when the training data varies from 25-75% appear to be quite similar. However, when the average of best 100 networks is considered, a larger training data has about 5% higher recognition rates as shown in Table 4. Thus, the convergence of the networks to the best solution is more likely when 75% of the training data is used. The tables also show the average training times for these trials and they all are below 1 sec. for the CGB algorithm.

Table 5 and 6 contain the corresponding results obtained with the SCG algorithm. The results with the SCG algorithm were slightly superior to those from the CGB algorithm. For example, the recognition rates for pecan weevil were always 98%
or higher when the SCG algorithm was used. This was true regardless of the amount of data used for training or the number of trials (best 50 or 100) over which the average is taken. Thus, the results from the SCG algorithm were more robust, although this increased robustness was attained at the cost of larger training times. In particular, the average training times varied from 2 to 4 sec. for the SCG algorithm compared to the less than 1 sec. for the CGB algorithm. Figure 1 and 2 present the recognition rates for the best 50 networks for CGB and SCG algorithms, respectively. These figures and Table 3-6 show that the recognition rates for ZM were slightly higher than RP method. Furthermore, the best results are obtained when network used inputs from both RP and ZM method. Table 5 and 6 show that 100% recognition rates for pecan weevil as well as other insects are possible when 75% of the training data is used with the SCG algorithm and descriptors from both RP and ZM methods are included for training. These results also show that the training times for a given algorithm are very similar when only RP and ZM descriptors are used or when both are used as network inputs. In summary, 100% successful recognition of pecan weevil as well as 100% recognition of other insects was obtained by using 75% of the training data with the SCG algorithm and utilizing a total of nine descriptors from the RP and ZM methods.

Fig. 1: Recognition Results for Pecan Weevil Using the CGB Algorithm: Average of the 50 Best Networks out of 200 Runs

Fig. 2: Recognition Results for Pecan Weevil Using the SCG Algorithm: Average of the 50 Best Networks out of 200 Runs
Table 6: Recognition results for pecan weevil using SCG Algorithm: average of the best 100 networks of the 200 runs

| Training data (%) | Inputs to the ANN | Recognition rates |
|-------------------|-------------------|-------------------|
|                   | Avg. training time (sec) | Pecan Weevil | Other Insects |
| 25%               | RP                 | 2.28             | 99          | 91          |
|                   | ZM                 | 2.19             | 99          | 94          |
|                   | RPZM               | 2.12             | 99          | 97          |
| 50%               | RP                 | 4.38             | 98          | 96          |
|                   | ZM                 | 3.40             | 100         | 95          |
|                   | RPZM               | 3.09             | 100         | 98          |
| 75%               | RP                 | 3.61             | 99          | 98          |
|                   | ZM                 | 4.16             | 100         | 99          |
|                   | RPZM               | 3.47             | 100         | 100         |

DISCUSSION

The neural networks developed in this study are computationally more efficient and require the least amount of information as inputs. In fact, the set of input information can be derived by the three region properties only, namely, the length of major and minor axes and the area of the image. Using these three image descriptors, the neural network-based identification system was capable of 99% recognition of pecan weevils and 100% recognition of other insects in the database, as shown in Table 5. These statistics were obtained when 75% of the data was used for training purposes and the SCG algorithm was used for training the network. The training time was less than 4 sec. in this case indicating that the method is efficient.

Since the identification system works with image descriptors rather than images directly, the memory requirements are lower than a network that would include processing of image data directly. Thus, once the image descriptors are supplied to the network, a reliable identification system is obtained based on the trained networks presented in this study. In an earlier study, we presented a support vector machine-based method for identifying pecan weevil. As shown in Table 2, the method presented in this study based on neural networks is comparable to that approach; albeit our analysis indicated that the current method is superior in terms of its robustness since multiple trials provided recognition results that were similar. This is evident from Table 3-6 which show the averages of top 25 and 50% of the networks. In other words, in more than half of the trials, high recognition rates were achieved suggesting reliability and robustness of this method. Thus, the results reported in this study are promising new developments in recognizing pecan weevil and would be helpful in developing reliable wireless sensor networks that utilize the recognition capabilities developed here.

CONCLUSION

This research focused on developing robust identification system for pecan weevil. In this study, nine image descriptors derived from standard image processing techniques were used as inputs to artificial neural networks. The descriptors were obtained from the Regional Properties (RP) and Zernike Moments (ZM) methods. The neural networks were trained with two different training algorithms and three different training ratios (25-75%) were studied. In each case, the network was trained 20 times to avoid convergence to local minima and the training data was randomly selected 10 times.

The neural networks developed in this study are capable of 100% recognition rates for pecan weevil and 100% recognition of other insects’ images, when only nine descriptors originating from the RP and ZM methods are used and the networks are trained with SCG algorithm and 75% of the data. The SCG algorithm outperforms the CGB algorithm in terms of recognition rates; however, the training times for SCG algorithm are slightly larger when compared to the CGB algorithm. The average training times were less than 1 sec. for CGB algorithm and ranged from 2 to 4 sec. for the SCG algorithm. Further, the testing time for each image was only 0.16 sec. Thus, the networks developed in this study appear to be reliable for developing wireless sensor networks for field applications.
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