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Abstract. Relatively recently it was proved that if Γ is an arbitrary set, then any equivalent norm on $c_0(\Gamma)$ can be approximated uniformly on bounded sets by polyhedral norms and $C^\infty$ smooth norms, with arbitrary precision. We extend this result to more classes of spaces having uncountable symmetric bases, such as preduals of the ‘discrete’ Lorentz spaces $d(w,1,\Gamma)$, and certain symmetric Nakano spaces and Orlicz spaces. We also show that, given an arbitrary ordinal number $\alpha$, there exists a scattered compact space $K$ having Cantor-Bendixson height at least $\alpha$, such that every equivalent norm on $C(K)$ can be approximated as above.

1. Introduction

Let $(X, \|\cdot\|)$ be a Banach space and let $P$ denote some geometric property of norms, such as strict convexity, polyhedrality or $C^k$-smoothness. We shall say that $\|\cdot\|$ can be approximated by norms having $P$ if, given $\varepsilon > 0$, there exists a norm $\|\|\cdot\||$ on $X$ having $P$, such that

$$\|x\| \leq \|\|x\|| \leq (1 + \varepsilon) \|x\|,$$

for all $x \in X$.

The question of whether all equivalent norms on a given Banach space can be approximated by norms having $P$ has been the subject of a number of papers. A norm on $X$ is called polyhedral if, given a finite-dimensional subspace $E \subseteq X$, the restriction of the unit ball to $E$ is a polytope, that is, it has only finitely many extreme points. Given $k \in \mathbb{N}$, a norm is called $C^k$-smooth if its $k$th Fréchet derivative exists and is continuous at every non-zero point. The norm said to be $C^\infty$-smooth if this holds for all $k \in \mathbb{N}$. It has been shown that if $X$ is separable and admits a single equivalent polyhedral or $C^k$-smooth norm, where $k \in \mathbb{N} \cup \{\infty\}$, then every equivalent norm on $X$ can be approximated by polyhedral norms or $C^k$-smooth norms, respectively [6, 15]. Other approximation results can be found in [5, 9, 10, 14, 23].
In the context of approximation by polyhedral and $C^k$-smooth norms, very little was known about the non-separable case until relatively recently. The natural norm of the Banach space $c_0(\Gamma)$, where $\Gamma$ is an arbitrary set, is easily seen to be polyhedral. Moreover, the fact that it admits an equivalent $C^\infty$-smooth norm, at least in the separable case, has been known for some time: an example of Kuiper was given in [4]. Some results on the approximation of norms on $c_0(\Gamma)$ by $C^\infty$-smooth norms in restricted cases can be found in [9, 23]. The next result answers the question in the case of $c_0(\Gamma)$ in full generality.

Theorem 1.1 ([3, Theorem 1.7]). Let $\Gamma$ be an arbitrary set. Then every equivalent norm on $c_0(\Gamma)$ can be approximated by both polyhedral norms and $C^\infty$-smooth norms.

The purpose of this paper is to find new examples of spaces with the property that every equivalent norm on the space can be approximated by both polyhedral norms and $C^\infty$-smooth norms (given the above remark, such examples cannot be isomorphic to subspaces of $c_0(\Gamma)$). In Section 2 we present the general framework and preparatory lemmas that will be used in Section 3 in some new approximation theorems are presented. The subsequent sections are devoted to applying these theorems to find new examples of spaces whose norms can be approximated in the manner described above.

2. A FRAMEWORK FOR APPROXIMATION

In this section we build the technical tools required in Section 3. Let $\Gamma$ be an infinite set and let $X$ be a Banach space supporting a system of non-zero projections $(P_\gamma)_{\gamma \in \Gamma}$, satisfying four properties:

1. $P_\alpha P_\beta = 0$ whenever $\alpha \neq \beta$,
2. $\sup(\|P_\gamma\|)_{\gamma \in \Gamma} < \infty$,
3. $X = \text{span}\{\|P_\gamma x\| : \gamma \in \Gamma\}$, and
4. $X^* = \text{span}\{\|P_\gamma^* x^*\| : \gamma \in \Gamma\}$.

This concept generalizes the well-known idea of a (shrinking, bounded) Markushevich basis (M-basis). If the space $X$ admits a shrinking bounded Markushevich basis (M-basis) $(e_\gamma, e^*_\gamma)_{\gamma \in \Gamma}$, then defining $P_\gamma x = e^*_\gamma(x)e_\gamma$ yields such a system, where $\dim P_\gamma X = 1$ for all $\gamma \in \Gamma$. Conversely, if each $P_\gamma$ has 1-dimensional range then we obtain such a basis. In view of (4), it makes sense to call any such system of projections shrinking.

To simplify notation, given $x \in X$ and $f \in X^*$, we will denote $P_\gamma x$ and $P_\gamma^* f$ by $x_\gamma$ and $f_\gamma$, respectively. We define the support and the range of $f \in X^*$ (with respect to the system of projections) to be the sets

$$\text{supp}(f) = \{\gamma \in \Gamma : f_\gamma \neq 0\} \quad \text{and} \quad \text{ran}(f) = \{\|f_\gamma\| : \gamma \in \Gamma\},$$
respectively. Likewise, we define the support of \( x \in X \) to be
\[
\text{supp}(x) = \{ \gamma \in \Gamma : x_\gamma \neq 0 \}.
\]

**Lemma 2.1.** Given \( f \in X^* \) and \( \varepsilon > 0 \), the set \( \{ \gamma \in \Gamma : \| f_\gamma \| \geq \varepsilon \} \) is finite.

**Proof.** According to properties (1), (2) and (4) above, given \( f \in X^* \) and \( \varepsilon > 0 \), there exists a finite set \( F \subseteq \Gamma \) and \( g \in \text{span}(P_\gamma^* X^*_\gamma \in F) \), such that \( \| f - g \| < \varepsilon / D \), where
\[
D := \sup (\| f_\gamma \|)_{\gamma \in \Gamma}.
\]
It follows that \( \| f_\alpha \| < \varepsilon \) whenever \( \alpha \in \Gamma \setminus F \).

We proceed to define a series of numerical quantities, sets and ‘approximating functionals’ associated with subsets of \( \Gamma \) and elements of \( X^* \). First, given finite \( F \subseteq \Gamma \), define
\[
\rho(F) = \sup \left\{ \left\| \sum_{\gamma \in F} f_\gamma \right\| : f \in X^* \text{ and } \| f_\gamma \| \leq 1 \text{ whenever } \gamma \in F \right\}.
\]
Evidently, \( \rho \) is increasing, in the sense that \( \rho(F) \leq \rho(G) \) whenever \( F \subseteq G \subseteq \Gamma \) and \( G \) is finite.

**Lemma 2.2.** Let \( (F^\alpha) \) be a net of finite subsets of \( \Gamma \), such that
\[
A := \liminf_{\alpha} F_\alpha = \bigcup_{\beta \geq \alpha} \bigcap_{\gamma \in F_\beta} F_\gamma,
\]
is infinite. Then \( \rho(F^\alpha) \to \infty \).

**Proof.** Suppose that \( \rho(F^\alpha) \not\to \infty \). By taking a subnet if necessary, we can assume that there exists some \( L > 0 \) such that \( \rho(F^\alpha) \leq L \) for all \( \alpha \) (note that \( A \) remains infinite). Since the \( P_\gamma \) are non-zero, for each \( \gamma \in \bigcup_\alpha F^\alpha \), we can select \( g_\gamma \in P_\gamma^* X^* \) such that \( \| g_\gamma \| = 1 \).

Given \( \alpha \), define \( f_\alpha^\gamma = \sum_{\gamma \in F^\alpha} g_\gamma \). By property (1) of our system of projections, we see that \( f_\gamma^\alpha = P_\gamma^* f^\alpha = g_\gamma \) if \( \gamma \in F^\alpha \), and \( f_\gamma^\alpha = 0 \) otherwise. We have \( \| f^\alpha \| \leq \rho(F^\alpha) \leq L \) for all \( n \), and thus the net \( (f^\alpha) \) admits a \( * \)-accumulation point \( f \). Given the definition of \( A \) and the \( * \)-\( * \)-continuity of each \( P_\gamma^* \), we conclude that \( f_\gamma = g_\gamma \) for all \( \gamma \in A \). However, the fact that \( \| f_\gamma \| = 1 \) for infinitely many \( \gamma \in \Gamma \) violates Lemma 2.1.

Next, we define a series of numerical quantities, subsets and approximating functionals associated with elements of \( X^* \). Let \( f \in X^* \) and \( k \in \mathbb{N} \). It follows from Lemma 2.1 that if \( \text{ran}(f) \) is infinite then it has a single accumulation point at 0. Therefore, if \( |\text{ran}(f)| \geq k \), it is legitimate to define \( p_k(f) \) to be the kth largest value of \( \text{ran}(f) \). If \( |\text{ran}(f)| < k \), set \( p_k(f) = 0 \). It is clear that \( p_k(f) \to 0 \) as \( k \to \infty \).

We continue by defining
\[
q_k(f) = p_k(f) - p_{k+1}(f), \quad G_k(f) = \{ \gamma \in \text{supp}(f) : \| f_\gamma \| \geq p_k(f) \},
\]
and
\[
H_k(f) = \{ \gamma \in \text{supp}(f) : \| f_\gamma \| = p_k(f) \} = G_k(f) \setminus G_{k-1}(f),
\]
where we set \( G_0(f) = \emptyset \) for convenience. Evidently, \( q_k(f) > 0 \) if and only if \( p_k(f) > 0 \). Also, \( G_k(f) \) is always finite. If \( p_k(f) > 0 \) then \( G_k(f) \) is finite by Lemma 2.1. If \( p_k(f) = 0 \) then...
then $G_k(f) = \supp(f)$, which must be finite in this case. It is obvious that the $G_k(f)$ form an increasing sequence of subsets of $\Gamma$.

Now define a function $\theta : X^* \to [0, \infty]$ by

$$\theta(f) = \sum_{k=1}^{\infty} q_k(f) \rho(G_k(f)).$$

Given $t \neq 0$, it is clear that $q_k(tf) = |t|q_k(f)$ and $G_k(tf) = G_k(f)$, and thus $\theta$ is absolutely homogeneous.

**Lemma 2.3.** The function $\theta$ is $w^*$-lower semicontinuous.

**Proof.** Let $f \in X^*$, $\lambda \geq 0$ and assume $\theta(f) > \lambda$. Fix minimal $n \in \mathbb{N}$ such that

$$\alpha := \sum_{k=1}^{n} q_k(f) \rho(G_k(f)) > \lambda.$$

By the minimality of $n$, $p_n(f) \geq q_n(f) > 0$. Set

$$\varepsilon = \min \left\{ \frac{\alpha - \lambda}{\rho(G_n(f))}, p_n(f) \right\} > 0.$$

By the $w^*-w^*$-continuity of each $P_\gamma^*$ and the natural lower semicontinuity of dual norms, the functions $g \mapsto \|g_\gamma\|$, $\gamma \in \Gamma$, are $w^*$-lower semicontinuous. Therefore, as $G_n(f)$ is finite, the set

$$U := \{ g \in X^* : \|g_\gamma\| > \|f_\gamma\| - \varepsilon \text{ whenever } \gamma \in G_n(f) \},$$

is $w^*$-open (and clearly contains $f$).

Let $g \in U$. Given $1 \leq k \leq n$, let $\beta_k = \min \{\|g_\gamma\| : \gamma \in G_k(f)\}$. From the definition of $\varepsilon$ and $U$, we know that

$$\beta_k > p_k(f) - \varepsilon > 0,$$

for all such $k$. Clearly the $\beta_k$ are non-increasing. Now find $j_k \in \mathbb{N}$, $1 \leq k \leq n$, such that $p_{j_k}(g) = \beta_k$. Observe that $G_k(f) \subseteq G_{j_k}(g)$ whenever $1 \leq k \leq n$. Since the $\beta_k$ are non-increasing, the integers $j_k$ must be non-decreasing. Because $\rho$ is an increasing function, as observed above, it follows that

$$\theta(g) > \sum_{k=1}^{n-1} \sum_{i=j_k}^{j_{k+1}-1} q_i(g) \rho(G_i(g)) + \sum_{i=j_n}^{\infty} q_i(g) \rho(G_i(g))$$

$$\geq \sum_{k=1}^{n-1} \rho(G_{j_k}(g)) \sum_{i=j_k}^{j_{k+1}-1} (p_i(g) - p_{i+1}(g)) + \rho(G_{j_n}(g)) \sum_{i=j_n}^{\infty} (p_i(g) - p_{i+1}(g))$$

$$= \sum_{k=1}^{n-1} \rho(G_{j_k}(g))(\beta_k - \beta_{k+1}) + \rho(G_{j_n}(g))\beta_n$$

$$\geq \sum_{k=1}^{n-1} \rho(G_k(f))(\beta_k - \beta_{k+1}) + \rho(G_n(f))\beta_n$$
\[
\begin{align*}
&= \beta_1 \rho(G_1(f)) + \sum_{k=2}^{n} \beta_k (\rho(G_k(f)) - \rho(G_{k-1}(f))) \\
&> (p_1(f) - \varepsilon) \rho(G_1(f)) + \sum_{k=2}^{n} (p_k(f) - \varepsilon)(\rho(G_k(f)) - \rho(G_{k-1}(f))) \\
&= \sum_{k=1}^{n-1} (p_k(f) - p_{k+1}(f)) \rho(G_k(f)) + p_n(f) \rho(G_n(f)) - \varepsilon \rho(G_n(f)) \\
&\geq \sum_{k=1}^{n} q_k(f) \rho(G_k(f)) + \lambda - \alpha = \lambda. \quad \square
\end{align*}
\]

Given \( f \in X^* \) and \( m, n \in \mathbb{N}, \ m < n \), we define associated functionals \( h_m(f), g_{m,n}(f) \) and \( j_{m,n}(f) \). The \( j_{m,n}(f) \) will be the functionals that we use to approximate \( f \) in Section 3. First, given \( f \in X^* \), let \( n \in \mathbb{N} \), define the auxiliary functionals
\[
\omega_k(f) = \sum_{\gamma \in G_k(f)} \frac{f_\gamma}{\|f_\gamma\|}.
\]
By the definition of \( \rho \), \( \|\omega_k(f)\| \leq \rho(G_k(f)) \) for all \( k \in \mathbb{N} \). Now define
\[
h_m(f) = \sum_{k=1}^{m} q_k(f) \omega_k(f).
\]
The following straightforward observation will be used in the next lemma:
\[
\|h_m(f)\| \leq \sum_{k=1}^{m} q_k(f) \|\omega_k(f)\| \leq \sum_{k=1}^{m} q_k(f) \rho(G_k(f)) \leq \theta(f), \quad (2.2)
\]
for all \( m \).

**Lemma 2.4.** We have \( \|f\| \leq \theta(f) \) for all \( f \in X^* \), and \( \|f - h_m(f)\| \to 0 \) whenever \( \theta(f) < \infty \).

**Proof.** Assume that \( f \in X^* \) is non-zero and that \( \theta(f) < \infty \). Given \( \gamma \in G_m(f) \), let \( k_\gamma \) denote the unique index \( k \leq m \) for which \( \gamma \in H_k(f) \). Assuming \( p_m(f) > 0 \), we have
\[
h_m(f) = \sum_{k=1}^{m} q_k(f) \left( \sum_{\gamma \in G_k(f)} \frac{f_\gamma}{\|f_\gamma\|} \right)
= \sum_{\gamma \in G_m(f)} \frac{f_\gamma}{\|f_\gamma\|} \left( \sum_{k=k_\gamma}^{m} q_k(f) \right)
= \sum_{\gamma \in G_m(f)} \frac{f_\gamma}{\|f_\gamma\|} (p_{k_\gamma}(f) - p_{m+1}(f)) = \left( \sum_{\gamma \in G_m(f)} f_\gamma \right) - p_{m+1}(f) \omega_m(f). \quad (2.3)
\]
If \( \text{ran}(f) \) is finite, then the definition of \( h_m(f) \), together with (2.3), shows that \( h_m(f) = f \) whenever \( m \geq |\text{ran}(f)| - 1 \). Coupling this with (2.2) yields the conclusion.

For the remainder of the proof, we assume that \( \text{ran}(f) \) is infinite and thus that (2.4) applies for all \( m \in \mathbb{N} \). According to properties (1) and (3) of our system of projections above, given \( \varepsilon > 0 \), there exists a finite set \( F \subseteq \Gamma \) and \( x \in X \) such that \( \|x\| = 1 \), \( x = \sum_{\gamma \in F} x_\gamma \) and \( \|f\| \leq f(x) + \varepsilon \). Choose \( M \in \mathbb{N} \) large enough so that \( F \cap G_m(f) = F \cap G_M(f) \) whenever \( m \geq M \). Observe that if \( \gamma \in F \setminus G_M(f) \), then \( f_\gamma = 0 \). If not, then as \( p_m(f) \to 0 \), there must exist \( m \geq M \) such that \( \gamma \in G_m(f) \), giving \( \gamma \in F \cap G_m(f) = F \cap G_M(f) \), which is false. Hence, using the above facts, given \( m \geq M \), we have

\[
\|f\| - \varepsilon \leq f(x) = \sum_{\gamma \in F} f_\gamma(x)
= \sum_{\gamma \in F \setminus G_m(f)} f_\gamma(x) + \sum_{F \setminus G_m(f)} f_\gamma(x) + \sum_{G_m(f) \setminus F} f_\gamma(x)
= \sum_{\gamma \in G_m(f)} f_\gamma(x)
= h_m(f)(x) + p_{m+1}(f) \omega_n(f)(x)
\leq \theta(f) + p_{m+1}(f) \omega_M(f)(x) \to \theta(f),
\]

using equation (2.2) above, the fact that \( \omega_n(f)(x) = \omega_M(f)(x) \) (by the choice of \( M \)), and as \( p_m(f) \to 0 \) as \( m \to \infty \). Since this holds for all \( \varepsilon > 0 \), it follows that \( \|f\| \leq \theta(f) \).

Now assume that \( \theta(f) < \infty \). Fix \( m \in \mathbb{N} \) and set \( g = f - h_m(f) \). We observe that \( p_k(g) = p_{m+k}(f) \) and \( G_k(g) = G_{m+k}(f) \) for all \( k \in \mathbb{N} \). Therefore, using the above applied to \( g \) yields

\[
\|f - h_m(f)\| \leq \theta(g) = \sum_{k=1}^{\infty} q_k(g) \rho(G_k(g)) = \sum_{k=m+1}^{\infty} q_k(f) \rho(G_k(f)). \tag{2.4}
\]

Because \( \theta(f) < \infty \), the quantity on the right hand side tends to 0 as \( m \to \infty \). \( \square \)

We continue by defining, for \( m, n \in \mathbb{N} \), \( m < n \),

\[
g_{m,n}(f) = \begin{cases} \\
\theta(f - h_m(f)) \omega_n(f) & \text{if } p_n(f) > 0 \\
0 & \text{otherwise},
\end{cases}
\]

and the approximating functionals

\[
j_{m,n}(f) = h_m(f) + g_{m,n}(f).
\]

One of the principal reasons for considering the \( j_{m,n}(f) \) is brought to light in the next lemma.
Lemma 2.5. Let \( f \in X^* \), \( m \in \mathbb{N} \), and suppose that \( \theta(f) < \infty \). Then there exist constants \( \lambda_n \geq 0 \), \( n > m \), such that

\[
\sum_{n=m+1}^{\infty} \lambda_n = 1 \quad \text{and} \quad f = \sum_{n=m+1}^{\infty} \lambda_n j_{m,n}(f).
\]

Proof. Fix \( m \in \mathbb{N} \) and assume \( \theta(f) < \infty \). We know, from Lemma 2.4 and (2.4), that

\[
f = \sum_{n=1}^{\infty} q_n(f) \omega_n(f) \quad \text{and} \quad \theta(f - h_m(f)) = \sum_{n=m+1}^{\infty} q_n(f) \rho(G_n(f)). \tag{2.5}
\]

There are two cases. If \( f = h_m(f) \), then \( p_n(f) = 0 \) whenever \( n > m \), which implies that \( j_{m,n}(f) = h_m(f) = f \) for all such \( n \). In this case, it is clearly sufficient to let \( \lambda_{m+1} = 1 \) and \( \lambda_n = 0 \) for \( n > m + 1 \). Instead, if \( f \neq h_m(f) \) then \( \theta(f - h_m(f)) > 0 \). This time, given \( n > m \), set

\[
\lambda_n = \frac{q_n(f) \rho(G_n(f))}{\theta(f - h_m(f))}.
\]

By (2.5) and Lemma 2.4 we have \( \sum_{n=m+1}^{\infty} \lambda_n = 1 \) and

\[
\sum_{n=m+1}^{\infty} \lambda_n j_{m,n}(f) = \sum_{n=m+1}^{\infty} \lambda_n h_m(f) + q_n(f) \omega_n(f)
\]

\[
= h_m(f) + \sum_{n=m+1}^{\infty} q_n(f) \omega_n(f) = f. \quad \square
\]

In our final lemma, we consider what happens when we have a net \( j_{m^\alpha,n^\alpha}(f^\alpha) \) of the approximating functionals converging to an infinitely supported element.

Lemma 2.6. Let \( d \in X^* \) have infinite support, and consider a net \( j^\alpha := j_{m^\alpha,n^\alpha}(f^\alpha) \), such that \( j^\alpha \overset{w^*}{\rightharpoonup} d \). Suppose moreover that \( \sup_\alpha \theta(f^\alpha) < \infty \). Then \( f^\alpha \overset{w^*}{\rightharpoonup} d \).

Proof. Let \( L > 0 \) such that \( \theta(f^\alpha) \leq L \) for all \( \alpha \). The proof will be comprised of a number of steps. In the first step, we show that \( \rho(G_{n^\alpha}(f^\alpha)) \to \infty \). Let \( \gamma \in \text{supp}(d) \). As \( P^*_\gamma \) is \( w^*-w^* \)-continuous, \( j^\alpha_\gamma \overset{w^*}{\rightharpoonup} d_\gamma \neq 0 \). In particular, there exists \( \alpha \) such that \( j^\beta_\gamma \neq 0 \) for all \( \beta \geq \alpha \). It follows that

\[
\text{supp}(d) \subseteq \bigcup_{\alpha} \bigcap_{\beta \geq \alpha} \text{supp}(j^\beta) \subseteq \bigcup_{\alpha} \bigcap_{\beta \geq \alpha} G_{n^\beta}(f^\beta).
\]

Consequently, \( \rho(G_{n^\alpha}(f^\alpha)) \to \infty \) by Lemma 2.2.

In the second step, we use the first step to prove that \( g_{m^\alpha,n^\alpha}(f^\alpha) \overset{w^*}{\rightharpoonup} 0 \). Fix \( \gamma \in \Gamma \). Since \( \|\omega_n(f_\gamma)\| < 1 \), we observe that if \( p_{n^\alpha}(f^\alpha) > 0 \) then

\[
\|g_{m^\alpha,n^\alpha}(f^\alpha)_\gamma\| \leq \frac{\theta(f^\alpha - h_{m^\alpha}(f^\alpha))}{\rho(G_{n^\alpha}(f^\alpha))} \leq \frac{\theta(f^\alpha)}{\rho(G_{n^\alpha}(f^\alpha))} \leq \frac{L}{\rho(G_{n^\alpha}(f^\alpha))},
\]
and \(\|g_{m^\alpha,n^\alpha}(f^\alpha)\| = 0\) otherwise. In any case, it follows that

\[
\|g_{m^\alpha,n^\alpha}(f^\alpha)\| \to 0.
\] (2.6)

Moreover, by the definition of \(\rho\),

\[
\|g_{m^\alpha,n^\alpha}(f^\alpha)\| = \frac{\theta(f^\alpha - h_{m^\alpha}(f^\alpha)) \|\omega_{n^\alpha}(f^\alpha)\|}{\rho(G_{n^\alpha}(f^\alpha))} \leq \theta(f^\alpha - h_{m^\alpha}(f^\alpha)) \leq L,
\] (2.7)

if \(p_{n^\alpha}(f^\alpha) > 0\), and if not then of course this inequality still holds. Hence, by considering (2.6), (2.7) and property (3) of our system of projections, we deduce that \(g_{m^\alpha,n^\alpha}(f^\alpha) \overset{w^*}{\to} 0\).

We repeat the first step, substituting \(G_{m^\alpha}(f^\alpha)\) for \(G_{n^\alpha}(f^\alpha)\) and noting that \(\text{supp}(h_{m^\alpha}(f^\alpha)) \subseteq G_{m^\alpha}(f^\alpha)\), to obtain \(\rho(G_{m^\alpha}(f^\alpha)) \to \infty\). Since \(\rho\) is increasing, given arbitrary \(f \in X^*\) and \(m \in \mathbb{N}\) we have

\[
p_m(f)\rho(G_m(f)) = \sum_{n=m}^{\infty} q_n(f)\rho(G_m(f)) \leq \sum_{n=m}^{\infty} q_n(f)\rho(G_n(f)) \leq \theta(f).
\] (2.9)

If we fix \(\gamma \in \Gamma\), then by (2.3) and (2.9), whenever \(p_{m^\alpha}(f^\alpha) > 0\) we have

\[
\|f^\alpha - h_{m^\alpha}(f^\alpha)\| = \|p_{m^\alpha+1}(f^\alpha)\omega_{m^\alpha}(f^\alpha)\| \leq p_{m^\alpha+1}(f^\alpha) \leq \frac{L}{\rho(G_{m^\alpha}(f^\alpha))},
\]

and \(f^\alpha = h_{m^\alpha}(f^\alpha)\) otherwise. Therefore

\[
\|f^\alpha_{\gamma} - h_{m^\alpha}(f^\alpha)\| \to 0,
\] (2.10)

for all \(\gamma \in \Gamma\). Moreover,

\[
\|f^\alpha - h_{m^\alpha}(f^\alpha)\| \leq \theta(f^\alpha - h_{m^\alpha}(f^\alpha)) \leq \theta(f^\alpha) \leq L.
\] (2.11)

Therefore, by considering (2.10), (2.11) and again property (3) of our projections, we obtain (2.8) as required.

\[\square\]

3. Approximation of norms

We begin this section with a few more preliminaries. Given a Banach space \((X, \|\cdot\|)\) and a bounded set \(C \subseteq X^*\), recall that \(B \subseteq C\) is called a James boundary of \(C\) if, given \(x \in X\), there exists \(b \in B\) such that

\[
b(x) = \sup \{f(x) : f \in C\}.
\]

Hereafter, we will simply refer to a James boundary of a given set as a boundary. Given an equivalent norm \(\|\cdot\|\) on \(X\), we say that \(B\) is a boundary of \((X, \|\cdot\|)\), or simply \(\|\cdot\|\), if it is a boundary of \(B_{(X,\|\cdot\|)^*}\), i.e. \(\|b\| \leq 1\) for all \(b \in B\) and, given \(x \in X\), there exists \(b \in B\) such that \(b(x) = \|x\|\). For example, by the Hahn-Banach and Krein-Milman Theorems, the set of extreme points \(\text{ext}(B_{(X,\|\cdot\|)^*})\) is always a boundary of \(\|\cdot\|\).
As well as boundaries, we recall the notion of norming sets. Let $V$ be a subspace of $X$. A bounded set $E \subseteq X^*$ is called norming for $V$ if there exists $r > 0$ such that
\[
\sup \{ f(x) : f \in E \} \geq r \|x\|
\]
for all $x \in V$. When $V = X$ we just say that $E$ is norming.

We will require the following notion, which has been used to provide a sufficient condition for the existence of equivalent polyhedral and $C^\infty$-smooth norms.

**Definition 3.1** ([13, Definition 11]). Let $X$ be a Banach space. We say that $E \subseteq X^*$ is $w^*$-locally relatively norm-compact (w*-LRC for short) if, given $f \in E$, there exists a $w^*$-open set $U \subseteq X^*$, such that $f \in U$ and $E \cap U$ is relatively norm-compact. We say that $E$ is $\sigma$-w*-LRC if it can be expressed as the union of countably many w*-LRC sets.

The following result motivates their introduction. We will call a subset $E \subseteq X^*$ w*-K$_\sigma$ if it is the union of countably many w*-compact sets.

**Theorem 3.2** ([2, Theorem 2.1] and [13, Theorem 7]). Let $(X, \|\cdot\|)$ be a Banach space having a boundary that is both $\sigma$-w*-LRC and w*-K$_\sigma$. Then $\|\cdot\|$ can be approximated by both $C^\infty$-smooth norms and polyhedral norms.

If $(e_\gamma, e^*_\gamma)_{\gamma \in \Gamma}$ is a bounded M-basis, then $E := \{ e^*_\gamma : \gamma \in \Gamma \} \cup \{0\}$ is both $\sigma$-w*-LRC and w*-K$_\sigma$, as is span$(E)$. More information concerning the topological behaviour of w*-LRC sets can be found in [25]. We quote one result from that study here.

**Theorem 3.3** ([25, Theorem 2.3]). If $E$ is a $\sigma$-w*-LRC and w*-K$_\sigma$ subset of a dual Banach space $X^*$, then so is the subspace span$(E)$.

Now let the Banach space $X$ support a system of projections $(P_\gamma)_{\gamma \in \Gamma}$ as in Section 2. Suppose that, for each $\gamma \in \Gamma$, we are given a linear (but not necessarily closed) subspace $A_\gamma \subseteq P_\gamma^*X^*$. Given finite $F \subseteq \Gamma$, we define additional subspaces
\[
V_F = \text{span}(P_\gamma X)_{\gamma \in F} = \{ x \in X : \text{supp}(x) \subseteq F \},
\]
\[
W_F = \text{span}(P_\gamma^*X^*)_{\gamma \in F} = \{ f \in X^* : \text{supp}(f) \subseteq F \},
\]
\[
A_F = \text{span}(A_\gamma)_{\gamma \in F}.
\]
Bearing in mind property (1) of our system of projections $(P_\gamma)_{\gamma \in \Gamma}$, by standard methods we see that $B_{W_F}$ is norming for $V_F$.

**Definition 3.4.** We will call the family $(A_\gamma)_{\gamma \in \Gamma}$ admissible if, given $\varepsilon > 0$, a finite set $F \subseteq \Gamma$, and a w*-compact subset $C \subseteq W_F$ that is norming for $V_F$, there exists a set $D \subseteq W_F$ such that
\[
C \subseteq \overline{D}^{w^*} \subseteq C + \varepsilon B_{W_F} \quad \text{and} \quad \overline{D}^{w^*} \cap A_F \text{ is a boundary of } \overline{D}^{w^*}.
\]

It is obvious that the family $(P_\gamma^*X^*)_{\gamma \in \Gamma}$ is admissible. We will make use of this fact, together with other examples, later on.

Now we can state and prove our main tool.
**Theorem 3.5.** Let \((A_τ)_{τ∈Γ}\) be an admissible family as above, and let \(B ⊆ C ⊆ X^*\) be sets such that \(C\) is \(w^*\)-compact and norming, and \(B\) is a boundary of \(C\) with the property that \(θ(f) < ∞ \) whenever \(f ∈ B\). Then, given \(ε > 0\), there exists \(D ⊆ X^*\) such that

\[
B ⊆ \overline{D}^w \subseteq C + εB_{X^*} \quad \text{and} \quad \overline{D}^w \cap A \text{ is a boundary of } \overline{D}^w,
\]

where \(A := \text{span}(A_τ)_{τ∈Γ}\).

**Proof.** By rescaling \(C\) if necessary, we can assume that \(C ⊆ B_{X^*}\). Since \(C\) is norming and a subset of \(B_{X^*}\), there exists \(r ∈ (0, 1]\) such that \(\sup\{f(x) : f ∈ C\} ≥ r \|x\|\) for all \(x ∈ X\). Let \(ε ∈ (0, 1)\). Given \(k ∈ \mathbb{N}\), define

\[
C_k = \{f ∈ C : θ(f) ≤ k\}.
\]

By Lemma 2.3, this set is \(w^*\)-compact. Since \(θ(f)\) is finite for all \(f ∈ B\), we know that \(B ⊆ \bigcup_{k=1}^∞ C_k\). Define sets of approximating functionals

\[
J_k = \{j_{m,n}(f) : f ∈ C_k, m, n ∈ \mathbb{N}, m < n \text{ and } θ(f - h_{m}(f)) < 2^{-k-2}rε\},
\]

(3.1)

Following Lemma 2.4 and (2.1),

\[
\|f - j_{m,n}(f)\| < \|f - h_{m}(f)\| + \|g_{m,n}(f)\| < 2θ(f - h_{m}(f)) \to 0,
\]

(3.2)
as \(m → ∞\). Thus we see that

\[
C_k ⊆ J_k \subseteq J_k^w \subseteq C_k + 2^{-k-2}rεB_{X^*}.
\]

(3.3)

Given non-empty finite \(F ⊆ Γ\), define the \(w^*\)-compact set

\[
C_{k,F} = \{j ∈ J_k^w : \text{supp}(j) ⊆ F\} ⊆ W_F.
\]

(3.4)

We apply Definition 3.1 to \(\frac{1}{2} \cdot 3^{-k-|F|}ε\) and \(C_{k,F} + \frac{1}{2} \cdot 3^{-k-|F|}εB_{W_F}\) (which is norming for \(V_F\)) to obtain a set \(D_{k,F} ⊆ W_F\) such that

\[
C_{k,F} + \frac{1}{2} \cdot 3^{-k-|F|}εB_{W_F} \subseteq \overline{D_{k,F}}^w \subseteq C_{k,F} + 3^{-k-|F|}εB_{W_F},
\]

(3.5)

and

\[
\overline{D_{k,F}}^w \cap A_F \text{ is a boundary of } \overline{D_{k,F}}^w.
\]

(3.6)

Now define

\[
D = \bigcup\{(1 + 2^{-k}ε)D_{k,F} : F ⊆ Γ, k, |F| ∈ \mathbb{N}\}.
\]

First, we show that \(B ⊆ \overline{D}^w \subseteq C + εB_{X^*}\). By (3.3), (3.4), (3.5) and the fact that \(C ⊆ B_{X^*}\),

\[
D_{k,F} ⊆ C_{k,F} + 3^{-k-|F|}εB_{W_F} \subseteq \overline{D_{k,F}}^w + \frac{1}{9}εB_{X^*} ⊆ C + \frac{1}{3}εB_{X^*} \subseteq \frac{5}{3}B_{X^*},
\]
giving

\[
(1 + 2^{-k}ε)D_{k,F} \subseteq C + \frac{1}{4}εB_{X^*} + \frac{5}{8}εB_{X^*} \subseteq C + εB_{X^*}.
\]

As \(C + εB_{X^*}\) is \(w^*\)-closed, it follows that \(\overline{D}^w \subseteq C + εB_{X^*}\). Now let \(f ∈ B\) and fix \(k ∈ \mathbb{N}\) large enough so that \(f ∈ C_k\). Given \(ℓ ≥ k\), it follows that

\[
f ∈ C_ℓ \subseteq J_ℓ^w \subseteq \bigcup\{C_ℓ|F| : F ⊆ Γ, |F| ∈ \mathbb{N}\}^w
\]
\[\subseteq \bigcup \{D_{\ell,F} : F \subseteq \Gamma, |F| \in \mathbb{N}\}^{w^*},\]

and thus \((1 + 2^{-\ell} \varepsilon)f \in D^{w^*}\). Consequently, \(f \in D^{w^*}\), and we have \(B \subseteq D^{w^*}\) as required.

Now we show that \(D^{w^*} \cap A\) is a boundary of \(D^{w^*}\). Fix \(x \in X\), \(\|x\| = 1\), and set
\[\eta = \sup \left\{ f(x) : f \in D^{w^*} \right\} .\]

Evidently, as \(B\) is a boundary of \(C\) and \(B \subseteq \overline{D}^{w^*}\), we have \(\eta \geq r > 0\).

We need to find an element \(e \in D^{w^*} \cap A\) satisfying \(e(x) = \eta\). By \(w^*\)-compactness, there exists \(d \in D^{w^*}\) such that \(d(x) = \eta\). Our first task is to show that there exists \(k \in \mathbb{N}\) having the property that
\[d \in \bigcup \{(1 + 2^{-k} \varepsilon)D_{k,F} : F \subseteq \Gamma, |F| \in \mathbb{N}\}^{w^*}.\]  

Observe that if there is no \(k \in \mathbb{N}\) for which (3.7) holds, then
\[d \in \bigcap_{k=1}^{\infty} \left( \bigcup \{(1 + 2^{-k} \varepsilon)D_{k,F} : F \subseteq \Gamma, |F| \in \mathbb{N}, |F| \geq k\}^{w^*} \right).\]  

We show that the hypotheses preclude this possibility from taking place. We start by setting \(\xi = \sup \{ f(x) : f \in C \} \geq r > 0\). Given \(k \in \mathbb{N}\), (3.5) and (3.8) imply
\[d(x) \leq (1 + 2^{-k} \varepsilon)(\xi + 3^{-k-1} \varepsilon).\]

As this holds for all \(k \in \mathbb{N}\), we have \(d(x) \leq \xi\). On the other hand, as \(B\) is a boundary of \(C\), there exists \(k \in \mathbb{N}\) and \(b \in C_k\), such that \(b(x) = \xi\). Using the definition of \(J_k\) and (3.2), there exists \(m \in \mathbb{N}\) such that \(j_{m,m+1}(b) \in J_k\) and
\[j_{m,m+1}(b)(x) \geq b(x) - \|b - j_{m,n}(b)\| > \xi - 2^{-k-2} r \varepsilon.\]

Since \((1 + 2^{-k} \varepsilon)J_k \subseteq D^{w^*}\), and recalling that \(\varepsilon < 1\), we have
\[\eta \geq (1 + 2^{-k} \varepsilon)j_{m,m+1}(b)(x) > (1 + 2^{-k} \varepsilon)(\xi - 2^{-k-2} r \varepsilon) \geq (1 + 2^{-k} \varepsilon)(1 - 2^{-k-2} \varepsilon)\xi = (1 + \frac{3}{4} \cdot 2^{-k} \varepsilon - 2^{-k-2} \varepsilon^2)\xi > (1 + \frac{5}{8} \cdot 2^{-k} \varepsilon)\xi > d(x),\]

which is a contradiction. Therefore (3.8) cannot hold.

Hence (3.7) holds for some \(k \in \mathbb{N}\) that we fix for the remainder of the proof. For convenience, set \(d' = (1 + 2^{-k} \varepsilon)^{-1}d\). There are two cases to consider. First of all, it is possible that
\[d' \in \bigcap_{n=1}^{\infty} \left( \bigcup \{D_{k,F} : F \subseteq \Gamma, |F| \in \mathbb{N}, |F| \geq n\}^{w^*} \right).\]  

(3.9)
In this case, by \((3.4)\) and \((3.5)\), we have
\[
d' \in \bigcap_{n=1}^{\infty} \left( \bigcup \{ C_{k,F} : F \subseteq \Gamma, \ |F| \in \mathbb{N}, \ |F| \geq n \} \right)^{w^*} + 3^{-k-n}B_{X^*} \subseteq J^w. \tag{3.10}
\]

Now we need to consider whether \(d\) (and hence \(d'\)) has infinite support or not. If \(\text{supp}(d)\) is infinite, then according to \((3.1)\), Lemma 2.6 and the \(w^*\)-compactness of \(C_k\), we have \(d' \in C_k\). Then, using \((3.1)\) and Lemma 2.5 there exists \(j \in J_k\) such that \(d'(x) \leq j(x)\). As \(F := \text{supp}(j)\) is finite, using \((3.4)\) and \((3.5)\)
\[
j \in C_{k,F} \subseteq \overline{D_{k,F}}^{w^*},
\]
and therefore, by \((3.6)\), there exists \(e' \in \overline{D_k}^{w^*} \cap A_F\) such that \(j(x) \leq e'(x)\). Define
\[
e = (1 + 2^{-k}a) e' \in D^{w^*} \cap A_F \subseteq \overline{D}^{w^*} \cap A. \text{ Evidently, } \eta = d(x) \leq e(x) \leq \eta,
\]
meaning that we have found what we wanted. This concludes the case where \(\text{supp}(d)\) is infinite. If \(G := \text{supp}(d)\) is finite, then from \((3.1)\) and \((3.10)\) we see straightaway that \(d' \in C_{k,G}\). Then we repeat what we have just done, but without \(j\) (this time, by \((3.6)\)), there exists \(e' \in \overline{D_{k,G}}^{w^*} \cap A_G\) such that \(d'(x) \leq e'(x)\).

We have dealt with the first case, where \((3.9)\) holds. If \((3.9)\) does not hold then there exists some \(n \in \mathbb{N}\) such that
\[
d' \in \bigcup \{ D_{k,F} : F \subseteq \Gamma, \ |F| = n \}^{w^*}.
\]

We take nets \(F^\alpha \subseteq \Gamma, \ |F^\alpha| = n\) and \(d^\alpha \in D_{k,F^\alpha}\), such that \(d^\alpha \to d'\). The set of subsets of \(\Gamma\) having cardinality at most \(n\) is compact in the topology of pointwise convergence on \(\Gamma\). Among the accumulation points of the net \((F^\alpha)\), let \(G\) be one having maximal cardinality. By taking a subnet if necessary, we can assume that \(F^\alpha \to G\) and \(G \subseteq C\) for all \(\alpha\). That \(G\) is an accumulation point the \(F^\alpha\) implies \(\text{supp}(d') \subseteq G\), so \(d' \in W_G\). Either \(|G| = n\) or \(|G| < n\). If \(|G| = n\), then \(G = F^\alpha\) for all \(\alpha\), giving \(d' \in \overline{D_{k,G}}^{w^*}\). In this case we can finish the proof as above.

In the final part of the proof, we show that it is impossible for the strict inequality \(|G| < n\) to hold. For a contradiction, suppose otherwise, and let \(H^\alpha = F^\alpha \setminus G\). If \(H\) is an accumulation point of \((H^\alpha)\) then \(G \cup H\) is an accumulation point of \((F^\alpha)\). This forces \(H = \emptyset\), by maximality of the cardinality of \(G\). Hence, by compactness, \(H^\alpha \to \emptyset\) in the topology of pointwise convergence. According to \((3.5)\), there exists \(c^\alpha \in C_{k,F^\alpha}\) such that
\[
\|d^\alpha - c^\alpha\| \leq 3^{-k-n}e. \text{ By taking a further subnet if necessary, we can assume that } c^\alpha \to c', \text{ where } c' \in \overline{J}^{w^*}. \text{ Since } H^\alpha \to \emptyset, \text{ it follows that } \text{supp}(c') \subseteq G, \text{ and thus } c' \in C_{k,G}. \text{ Moreover, by } w^*\text{-lower semicontinuity of the dual norm, } \|d' - c'\| \leq 3^{-k-n}e. \text{ Therefore, by this and } (3.5),
\]
\[
d' + \frac{1}{2} \cdot 3^{-k-n}eB_{W_G} \subseteq C_{k,G} + \frac{1}{2} \cdot 3^{-k-n+1}eB_{W_G} \subseteq C_{k,G} + \frac{1}{2} \cdot 3^{-|G|}eB_{W_G} \subseteq \overline{D_{k,G}}^{w^*}.
\]
It follows that
\[ d + \frac{1}{2} \cdot (1 + 2^{-k} \varepsilon)3^{-k-\eta} B_{W_G} \subseteq \overline{D}^{w^*}, \]
but this contradicts our initial assumption that \( d(x) = \eta \).

**Corollary 3.6.** Let \( (A_\gamma)_{\gamma \in \Gamma} \) be an admissible family as above, where each \( A_\gamma \) is a \( \sigma\-w^*-LRC \) and \( w^*-K_\sigma \) set. Let \( \|\cdot\|' \) be an equivalent norm on \( X \) and let \( B \) be a boundary of \( \|\cdot\|' \), such that \( \theta(f) < \infty \) whenever \( f \in B \). Then \( \|\cdot\|' \) can be approximated by both \( C^\infty \)-smooth norms and polyhedral norms.

**Proof.** Set \( C = B_{(X,\|\cdot\|')}^\gamma \). Given \( \varepsilon > 0 \), use Theorem 3.5 to find a set \( D \subseteq X^* \) such that
\[ B \subseteq \overline{D}^{w^*} \subseteq (1 + \varepsilon)C \quad \text{and} \quad \overline{D}^{w^*} \cap A \text{ is a boundary of } \overline{D}^{w^*}, \]
where \( A := \text{span}(A_\gamma)_{\gamma \in \Gamma} \) is \( \sigma\-w^*-LRC \) and \( w^*-K_\sigma \) by Theorem 3.3. Define \( \|\cdot\| \) on \( X \) by
\[ \|x\| = \sup \{ |f(x)| : f \in D \}, \quad x \in X. \]

Then \( \|x\|' \leq \|x\| \leq (1 + \varepsilon) \|x\|' \) and \( B_{(X,\|\cdot\|)} = \text{conv}^{w^*}(D \cup (-D)), \) and therefore
\[ (\overline{D}^{w^*} \cup (-\overline{D}^{w^*})) \cap A, \]
is a boundary of \( \|\cdot\| \). We finish the proof by appealing to Theorem 3.2.

The last two results of the section will be of most use in the coming sections. The next corollary is immediate.

**Corollary 3.7.** Let \( (A_\gamma)_{\gamma \in \Gamma} \) be as above, and suppose that \( \theta(f) < \infty \) for all \( f \in X^* \). Then every equivalent norm on \( X \) can be approximated by both \( C^\infty \)-smooth norms and polyhedral norms.

We conclude the section by making one further reduction. Suppose that \( P_\gamma X \) is 1-dimensional for all \( \gamma \in \Gamma \), or equivalently, that we have a shrinking bounded \( M \)-basis \( (e_\gamma, e^*_\gamma)_{\gamma \in \Gamma} \). Now we let \( A_\gamma = P_\gamma X^* = \text{span}(e^*_\gamma) \), which is always a \( \sigma\-w^*-LRC \) and \( w^*-K_\sigma \) set. Moreover, (2.11) simplifies to
\[ \rho(F) = \max \left\{ \left\| \sum_{\gamma \in F} a_\gamma e^*_\gamma \right\| : a_\gamma \in \mathbb{R} \text{ and } |a_\gamma| \|e^*_\gamma\| \leq 1 \text{ whenever } \gamma \in F \right\}. \tag{3.11} \]

**Corollary 3.8.** Let \( (e_\gamma, e^*_\gamma)_{\gamma \in \Gamma} \) be a shrinking bounded \( M \)-basis of \( X \), and suppose that \( \theta(f) < \infty \) for all \( f \in X^* \). Then every equivalent norm on \( X \) can be approximated by both \( C^\infty \)-smooth norms and polyhedral norms.

### 4. Spaces having a symmetric basis

The main purpose of this section is to develop tools to allow us to apply Corollary 3.8 to certain spaces having symmetric bases. These tools focus on making it easier to establish whether or not \( \theta(f) < \infty \) for all \( f \in X^* \). Let \( X \) be a Banach space and \( \Gamma \) a set. Recall that a family of vectors \( (e_\gamma)_{\gamma \in \Gamma} \) is a *symmetric basis* of \( X \) if, first, given \( x \in X \), there is a unique family of scalars \( (a_\gamma)_{\gamma \in \Gamma} \), such that \( x = \sum_{\gamma \in \Gamma} a_\gamma e_\gamma \) (where the
basis vectors by the same amount, we can assume that \( \| \cdot \| \) is finite. The number \( K \) is known as the symmetric basis constant of \( (e_\gamma)_{\gamma \in \Gamma} \). If we define a new norm

\[
\| x \|_s = \sup_{\theta, \pi} \| T_{\theta, \pi} x \|
\]

then \( \| x \| \leq \| x \|_s \leq K \| x \| \) for all \( x \in X \), and the symmetric basis constant of \( (e_\gamma)_{\gamma \in \Gamma} \) with respect to \( \| \cdot \|_s \) is equal to 1 (see, for example [21 Section 3.a]). Evidently, \( \| \cdot \| \) and \( \| \cdot \|_s \) are equal if and only if \( K = 1 \).

Hereafter, suppose that the symmetric basis \( (e_\gamma)_{\gamma \in \Gamma} \) is shrinking. Let us fix a sequence \( (\gamma_n) \) of distinct points in \( \Gamma \). Following [21 Proposition 3.a.6], given \( n \in \mathbb{N} \), define

\[
\lambda(n) = \left\| \sum_{k=1}^{n} e_{\gamma_k} \right\|_s \quad \text{and} \quad \mu(n) = \left\| \sum_{k=1}^{n} e^*_{\gamma_k} \right\|_s,
\]

and set \( \lambda(0) = \mu(0) = 0 \). Since the basis is 1-symmetric with respect to \( \| \cdot \|_s \), the definitions of \( \lambda(n) \) and \( \mu(n) \) are independent of the choice of initial sequence \( (\gamma_n) \). It is also important to note that, by [21 Proposition 3.a.6], we have \( \lambda(n) \mu(n) = n \) for all \( n \). By scaling the basis vectors by the same amount, we can assume that \( \| e_\gamma \|_s = \| e^*_\gamma \|_s = 1 \) for all \( \gamma \in \Gamma \).

The functions \( \lambda \) and \( \mu \) will help to simplify the task of establishing whether or not \( \theta(f) \) is finite.

**Proposition 4.1.** Let \( X \) have a shrinking symmetric basis as above. Then

\[
\theta(f) < \infty \quad \text{if and only if} \quad \sum_{k=1}^{\infty} q_k(f) \mu(|G_k(f)|) < \infty.
\]

**Proof.** Let \( K \) be the symmetric basis constant. Let \( F \subseteq \Gamma \) be finite. The result will follow immediately if we can prove that \( K^{-1} \mu(|F|) \leq \rho(F) \leq K \mu(|F|) \). First, the simplification of (2.1) to (3.11) applies here. Next, if we set \( a_\gamma = K^{-1}, \gamma \in F \), then \( |a_\gamma||e^*_\gamma| \leq K^{-1}K\|e^*_\gamma\|_s = 1, \) and thus

\[
K^{-1} \mu(|F|) = K^{-1} \left\| \sum_{\gamma \in F} e^*_\gamma \right\|_s \leq \left\| \sum_{\gamma \in F} a_\gamma e^*_\gamma \right\|_s \leq \rho(F).
\]
On the other hand, if \( |a_\gamma||e_\gamma^*| \leq 1 \), then \( |a_\gamma| \leq |a_\gamma||e_\gamma^*|_s \leq 1 \). Therefore,
\[
\left\| \sum_{\gamma \in F} a_\gamma e_\gamma^* \right\| \leq K \left\| \sum_{\gamma \in F} a_\gamma e_\gamma^* \right\|_s \leq K \left\| \sum_{\gamma \in F} e_\gamma^* \right\|_s = K \mu(|F|).
\]

Recall the comments about subspaces of \( c_0(\Gamma) \) following Theorem\[16\]. The following result uses the function \( \lambda \) to provide a straightforward test that will ensure that the examples we present are new.

**Proposition 4.2.** Let \( X \) have a symmetric basis \( (e_\gamma)_{\gamma \in \Gamma} \) as above. The following statements are equivalent.

1. The sequence \( (\lambda(n))_{n=1}^\infty \) is bounded.
2. The spaces \( X \) and \( c_0(\Gamma) \) are isomorphic.
3. There exists a set \( \Delta \) such that \( X \) is isomorphic to a subspace of \( c_0(\Delta) \).

**Proof.** The implication (1) \( \Rightarrow \) (2) follows immediately from the fact that, given a normalized basis \( (e_\gamma)_{\gamma \in \Gamma} \) of a Banach space having unconditional basis constant \( L \), we have
\[
L^{-1} \max_{\gamma \in \Gamma} |a_\gamma| \leq \left\| \sum_{\gamma \in \Gamma} a_\gamma e_\gamma \right\| \leq L \max_{\gamma \in \Gamma} |a_\gamma| \left\| \sum_{\gamma \in \Gamma} e_\gamma \right\|.
\]

for every finite set \( F \subseteq \Gamma \), and real numbers \( a_\gamma, \gamma \in F \).

The implication (2) \( \Rightarrow \) (3) is trivial. Finally, consider (3) \( \Rightarrow \) (1). Assume that the bounded linear map \( T : X \to c_0(\Delta) \) is bounded below. Then \( (Te_\gamma)_{k=1}^\infty \) converges weakly to 0 and satisfies \( \inf(\|Te_\gamma\|_\infty)_k > 0 \), so it admits a subsequence, again labelled \( (Te_{\gamma_k}) \), that is equivalent to a block basic sequence of \( c_0 \) \[8, Corollary 4.27\]. Consequently, \( (Te_{\gamma_k}) \), and hence \( (e_{\gamma_k}) \), is equivalent to the usual basis of \( c_0 \) \[8, Proposition 4.45\]. The boundedness of \( (\lambda(n))_{n=1}^\infty \) follows. \( \square \)

We remark that if \( \Gamma \) is uncountable, then the implication (3) \( \Rightarrow \) (2) above follows from \[16\] Main Theorem. There, it is shown that if \( (u_\alpha)_{\alpha \in A} \) is an uncountable symmetric basic set in an \( F \)-space \( Y \) having an \( F \)-norm and symmetric basis \( (v_\beta)_{\beta \in B} \), then there exists a decreasing sequence of non-negative scalars \( a_i, i \in \mathbb{N} \), and an injection \( (\alpha, i) \mapsto \beta_{\alpha,i} \) from \( A \times \mathbb{N} \) into \( B \), such that \( (u_\alpha)_{\alpha \in A} \) is equivalent to \( (u'_\alpha)_{\alpha \in A} \), where \( u'_\alpha := \sum_{i=1}^\infty a_i v_{\beta_{\alpha,i}} \) converges in norm for all \( \alpha \in A \). Therefore, if \( Y = c_0(B) \) and \( (v_\beta)_{\beta \in B} \) is its standard basis, then for every finite set \( F \subseteq A \) and scalars \( c_\alpha, \alpha \in F \), we have
\[
\left\| \sum_{\alpha \in F} c_\alpha u'_\alpha \right\|_\infty = \left\| \sum_{\alpha \in F} c_\alpha \sum_{i=1}^\infty a_i v_{\beta_{\alpha,i}} \right\|_\infty = \left\| \sum_{(\alpha,i) \in F \times \mathbb{N}} c_\alpha a_i v_{\beta_{\alpha,i}} \right\|_\infty \leq a_1 \max \{ |c_\alpha| : \alpha \in F \}.
\]

The next theorem is the main result of the section.

**Theorem 4.3.** Let \( X \) have a shrinking symmetric basis \( (e_\gamma)_{\gamma \in \Gamma} \). The following statements are equivalent.

1. \( \theta(f) < \infty \) for all \( f \in X^* \);
(2) the quantity
\[ \sup \left\{ \left\| \sum_{k=1}^{n} (\mu(k) - \mu(k-1))e_{\gamma_k} \right\| : n \in \mathbb{N} \right\}, \]
is finite;
(3) the series
\[ \sum_{k=1}^{\infty} (\mu(k) - \mu(k-1))e_{\gamma_k}, \]
converges in \((X^{**}, w^{**})\).

Proof. The equivalence of (2) and (3) follows because the basis is shrinking \[ 21 \text{ Proposition 1.b.2}. \] Now we prove the equivalence of (1) and (2). Let \( K \) be the symmetric basis constant of \((e_{\gamma})_{\gamma \in \Gamma}\). As above, we assume that the basis is normalized with respect to \( \| \cdot \|_s \). Let \( f \in X^* \). By Proposition \[ 4.1 \]
\[ \theta(f) < \infty \quad \text{if and only if} \quad \sum_{k=1}^{\infty} q_k(f) \mu(|G_k(f)|) < \infty. \] (4.1)
By Lemma \[ 2.1 \] there exists a sequence \((\gamma_i')_{i=1}^{\infty}\) of distinct points in \( \Gamma \), and integers \( 1 = i_1 < i_2 < i_3 < \ldots \), such that
\[ G_k(f) = \{ \gamma_i' : 1 \leq i < i_{k+1} \}, \]
whenever \( k \in \mathbb{N} \) and \( p_k(f) > 0 \). Define \( a_i = \| P_{\gamma_i'} f \| = |f(e_{\gamma_i'})||e_{\gamma_i'}^*|, i \in \mathbb{N} \). It follows that \( p_k(f) = a_i \) whenever \( i_k \leq i < i_{k+1} \). Now
\[ \sum_{i=1}^{\infty} (a_i - a_{i+1}) \mu(i) = \sum_{i=k+1}^{\infty} \sum_{i=i_k}^{i_{k+1}-1} (a_i - a_{i+1}) \mu(i) \]
\[ = \sum_{k=1}^{\infty} (a_{i_k} - a_{i_k+1}) \mu(i_k) = \sum_{k=1}^{\infty} q_k(f) \mu(|G_k(f)|). \] (4.2)
Observe that
\[ \sum_{i=1}^{n} (a_i - a_{i+1}) \mu(i) = \sum_{i=1}^{n} a_i (\mu(i) - \mu(i-1)) - a_{n+1} \mu(n). \] (4.3)
Since \( \| e_{\gamma}^* \| \leq K \| e_{\gamma}^* \|_s = K \) for all \( \gamma \in \Gamma \), and the basis is 1-symmetric with respect to \( \| \cdot \|_s \), we can see that
\[ a_{n+1} \mu(n) = \left\| \sum_{i=1}^{n} a_{n+1} e_{\gamma_i'}^* \right\|_s \leq \left\| \sum_{i=1}^{n} a_i e_{\gamma_i'}^* \right\|_s \leq K \left\| \sum_{i=1}^{n} \frac{a_i}{\| e_{\gamma_i'}^* \|} e_{\gamma_i'}^* \right\|_s \leq K \left\| f \right\|_s, \]
for all \( n \). Therefore, by (4.1) and (4.2), and using the fact that all the terms in the two partial sums in equation (4.3) are non-negative, \( \theta(f) < \infty \) if and only if
\[
\sum_{k=1}^{\infty} a_k (\mu(k) - \mu(k-1)) < \infty.
\] (4.4)

By appealing to the symmetry of the basis, (4.4) holds for all \( f \in X^* \) if and only if the family of vectors
\[
\left\{ \sum_{k=1}^{n} (\mu(k) - \mu(k-1)) e_{\gamma_k} : n \in \mathbb{N} \right\},
\]
is weakly bounded, and hence norm bounded, by the uniform boundedness principle. □

Armed with Theorem 4.3, we turn to our first class of new examples.

Example 4.4. Consider a decreasing sequence \( w = (w_n)_{n=1}^{\infty} \) of positive numbers such that \( \sum_{n=1}^{\infty} w_n = \infty \). The Lorentz space \( d(w, 1, \Gamma) \) is the space of all functions \( f : \Gamma \to \mathbb{R} \), such that
\[
\|f\| := \sup \left\{ \sum_{\gamma \in \Gamma} w_n |f(\gamma_n)| : (\gamma_n)_{n=1}^{\infty} \subseteq \Gamma \text{ is a sequence of distinct points} \right\},
\] (4.5)
is finite. A treatment of the separable version of these spaces (where \( \Gamma = \mathbb{N} \)) can be found in [21, Section 4.e]. It is clear that if \((\gamma_n)_{n=1}^{\infty} \subseteq \Gamma \) is chosen in such a way that \((|f(\gamma_n)|)_{n=1}^{\infty} \) is decreasing, then
\[
\|f\| = \sum_{n=1}^{\infty} w_n |f(\gamma_n)|.
\]

The predual of Lorentz space, \( d_*(w, 1, \Gamma) \), is the set of all functions \( x : \Gamma \to \mathbb{R} \), such that \( \overline{x} \in c_0 \), where
\[
\overline{x}(k) = \max \left\{ \frac{\sum_{i=1}^{k} |x(\gamma_i)|}{\sum_{i=1}^{k} w_i} : \gamma_1, \ldots, \gamma_k \in \Gamma \text{ are distinct} \right\},
\]
and \( \|x\| = \|\overline{x}\|_{\infty} \). The separable version of these spaces was first considered in [24]. The families of unit vectors \((e_\gamma)_{\gamma \in \Gamma}\) and \((e^*_\gamma)_{\gamma \in \Gamma}\) form canonical 1-symmetric bases of \( d_*(w, 1, \Gamma) \) and \( d(w, 1, \Gamma) \), respectively.

It is straightforward to see that
\[
\mu(n) = \left\| \sum_{k=1}^{n} e_{\gamma_k}^* \right\| = \left\| \sum_{k=1}^{n} e_{\gamma_k}^* \right\| = \sum_{k=1}^{n} w_k, \quad (4.6)
\]
and that Theorem 4.3 (2) is fulfilled trivially by any space \( d_*(w, 1, \Gamma) \), as
\[
\left\| \sum_{k=1}^{n} (\mu(k) - \mu(k-1)) e_{\gamma_k} \right\| = \left\| \sum_{k=1}^{n} w_k e_{\gamma_k} \right\| = 1,
\]
for all \( n \in \mathbb{N} \). Hence Corollary 3.8 applies. Finally,

\[
\lambda(n) = \frac{n}{\mu(n)} = \frac{n}{\sum_{k=1}^{n} w_k},
\]

and this forms a bounded sequence if and only if \( w_n \not\to 0 \). Therefore, provided \( w_n \to 0 \), Proposition 4.2 tells us that \( d_*(w, 1, \Gamma) \) is not isomorphic to a subspace of \( c_0(\Delta) \), for any set \( \Delta \).

The next result provides another test.

**Corollary 4.5.** Let \( X \) have a shrinking symmetric basis \((e_\gamma)_{\gamma \in \Gamma}\), and suppose that

\[
\sup \left\{ \left\| \sum_{k=1}^{n} \frac{e_{\gamma_k}}{\lambda(k)} \right\| : n \in \mathbb{N} \right\} < \infty,
\]

or equivalently, the series

\[
\sum_{k=1}^{\infty} \frac{e_{\gamma_k}}{\lambda(k)}
\]

converges in \((X^{**}, w^{**})\). Then \( \theta(f) < \infty \) for all \( f \in X^* \).

**Proof.** Because \( \lambda(n) \mu(n) = n \) for all \( n \),

\[
\mu(k) - \mu(k-1) = \frac{k}{\lambda(k)} - \frac{k-1}{\lambda(k-1)} \leq \frac{k}{\lambda(k)} - \frac{k-1}{\lambda(k)} = \frac{1}{\lambda(k)}.
\]

It follows that Theorem 4.3 (2) is fulfilled. \( \square \)

We provide an application of Corollary 4.5 by considering a symmetric version of the Nakano space. Let \( \Gamma \) be a set and let \((p_k)_{k=1}^{\infty}\) be a non-decreasing sequence, with \( p_1 \geq 1 \). By \( h^S_{(p_k)}(\Gamma) \) we denote the space of all real functions \( x \) defined on \( \Gamma \), such that

\[
\phi\left( \frac{x}{\rho} \right) < \infty,
\]

for all \( \rho > 0 \), where

\[
\phi(x) := \sup \left\{ \sum_{k=1}^{\infty} |x(\gamma_k)|^{p_k} : (\gamma_k)_{k=1}^{\infty} \text{ is a sequence of distinct points in } \Gamma \right\}.
\]

Given \( x \in h^S_{(p_n)}(\Gamma) \), we set

\[
\|x\| = \inf \left\{ \rho > 0 : \phi\left( \frac{x}{\rho} \right) \leq 1 \right\}.
\]

It is easy to see that the standard unit vectors \((e_\gamma)_{\gamma \in \Gamma}\) form a 1-symmetric basis in \( h^S_{(p_n)}(\Gamma) \). In [1], it is shown that if \( p_n \to \infty \), then \( h^S_{(p_n)}(\Gamma) \) is isomorphically polyhedral.
Proposition 4.6. Let $\sum_{k=1}^{\infty} k^{-1} \rho^{-p_k}$ converge for some $\rho > 1$. Then

$$\sup \left\{ \left\| \sum_{k=1}^{n} \frac{e_{\gamma_k}}{\lambda(k)} \right\| : n \in \mathbb{N} \right\} < \infty.$$  

Proof. Since $\lambda(1) = 1$ and the sequences $(p_k)_{k=1}^{\infty}$ and $(\lambda(k))_{k=1}^{\infty}$ are non-decreasing, we know that

$$n \lambda(n)^{-p_n} \leq \sum_{k=1}^{n} \lambda(n)^{-p_k} = \phi \left( \frac{\sum_{k=1}^{n} e_{\gamma_k}}{\lambda(n)} \right) = 1,$$

hence

$$\lambda(n)^{-p_n} \leq n^{-1}, \quad (4.7)$$

for all $n$. Using the hypothesis, let $m \in \mathbb{N}$ such that $\sum_{k=m+1}^{\infty} k^{-1} \rho^{-p_k} \leq 1$. It follows that

$$\sum_{k=m+1}^{\infty} \left( \frac{1}{\lambda(k) \rho} \right)^{p_k} \leq 1,$$

and thus

$$\left\| \sum_{k=m+1}^{n} \frac{e_{\gamma_k}}{\lambda(k)} \right\| \leq \rho,$$

whenever $n \geq m + 1$. We conclude that

$$\left\| \sum_{k=1}^{n} \frac{e_{\gamma_k}}{\lambda(k)} \right\| \leq \left\| \sum_{k=1}^{m} \frac{e_{\gamma_k}}{\lambda(k)} \right\| + \rho,$$

for all $n$. \hfill \Box

Corollary 4.5 applies to any space $h^S(p_n)(\Gamma)$ satisfying the hypothesis of Proposition 4.6. By Proposition 4.2, $h^S(p_n)(\Gamma)$ does not embed into any space of the form $c_0(\Delta)$, provided $\log(\lambda(n)) \to \infty$. Using (4.7), we deduce that the same holds if

$$\lim_{k \to \infty} \frac{\log(k)}{p_k} = \infty. \quad (4.8)$$

Example 4.7. Set $p_k = 2 \log(\log(k) + 1) + 1$. Then

$$\sum_{k=2}^{\infty} k^{-1} e^{-p_k} < \sum_{k=2}^{\infty} \frac{1}{k \log^2(k)} < \infty,$$

and thus Corollary 4.5 applies to $h^S(p_n)(\Gamma)$. Moreover, for large $k$, we have

$$\frac{\log(k)}{p_k} = \frac{\log(k)}{2 \log(\log(k) + 1) + 1} > \frac{\log(k)}{3 \log(k)} \to \infty,$$

as $k \to \infty$. 

Problem 4.8. Does there exist a non-decreasing sequence \((p_k)_{k=1}^\infty\), with \(p_1 \geq 1\), \(p_k \to \infty\), such that
\[
\sup \left\{ \left\| \sum_{k=1}^{n} \frac{e_{\gamma_k}}{\lambda(k)} \right\| : n \in \mathbb{N} \right\} = \infty,
\]
or
\[
\sup \left\{ \left\| \sum_{k=1}^{n} (\mu(k) - \mu(k-1)) e_{\gamma_k} \right\| : n \in \mathbb{N} \right\} = \infty,
\]
with respect to \(h^S_{(p_n)}(\Gamma)\)?

For some classes of spaces, for example, Orlicz spaces whose standard basis is shrinking, the implication in Corollary 4.5 is reversible – see Theorem 5.3 below. We close the section by showing that this is not the case in general.

Example 4.9. Let \(w_n = n^{-1}\), \(n \in \mathbb{N}\). Then \(d_*(w, 1) := d_*(w, 1, \mathbb{N})\) satisfies the conditions of Theorem 4.3, but not the hypothesis of Corollary 4.5.

Proof. The first conclusion is shown in Example 4.4. To see the second, by (4.6) we have
\[
\log(n) \leq \mu(n) = \sum_{k=1}^{n} k^{-1} \leq 1 + \log(n),
\]
for all \(n \in \mathbb{N}\), and hence, by the definition of the norm on \(d_*(w, 1)\),
\[
\left\| \sum_{k=1}^{n} \frac{e_k}{\lambda(k)} \right\| \geq \frac{\sum_{k=1}^{n} \lambda(k)^{-1}}{\sum_{k=1}^{n} k^{-1}} \frac{\sum_{k=1}^{n} k^{-1} \mu(k)}{\mu(n)} \geq \frac{1}{1 + \log(n)} \sum_{k=1}^{n} \frac{\log(k)}{k}.
\]
The function \(\log(t)/t\) is decreasing for \(t \geq e\), thus given \(n \geq 3\)
\[
\sum_{k=3}^{n} \frac{\log(k)}{k} \geq \int_{3}^{n+1} \frac{\log(t)}{t} \, dt = \frac{1}{2} (\log^2(n+1) - \log^2(3)).
\]
Consequently,
\[
\left\| \sum_{k=1}^{n} \frac{e_k}{\lambda(k)} \right\| \geq \frac{1}{2} (\log^2(n) - \log^2(3)) \to \infty.
\]

5. Orlicz spaces and Leung’s Condition

In this section, we consider Orlicz space in the context of norm approximation. Let \(M\) be an Orlicz function and let \(\Gamma\) be a set. The space \(\ell_M(\Gamma)\) is the set of all functions \(x: \Gamma \to \mathbb{R}\) such that
\[
\|x\| := \inf \left\{ \rho > 0 : \sum_{\gamma \in \Gamma} M \left( \frac{|x(\gamma)|}{\rho} \right) \leq 1 \right\},
\]
is finite. The space $h_M(\Gamma)$ is that closed subspace of $\ell_M(\Gamma)$ for which

$$\sum_{\gamma \in \Gamma} M\left(\frac{|x(\gamma)|}{\rho}\right) < \infty,$$

for all $\rho > 0$. We denote by $h_M$ the space $h_M(\mathbb{N})$. It is easy to check that the standard unit vectors $(e_\gamma)_{\gamma \in \Gamma}$ form a 1-symmetric basis of $h_M(\Gamma)$. It follows from [21, Proposition 1.b.2] and the definitions that if this basis is shrinking (and in this section we will always assume so), then $\ell_M(\Gamma)$ is isometric to $h_M(\Gamma)^{**}$. We assume hereafter that $M$ is non-degenerate, that is, $M(t) > 0$ for all $t > 0$. In this case, basic calculation yields

$$\lambda(n) = \left\| \sum_{k=1}^{n} e_{\gamma_k} \right\| = \frac{1}{M^{-1}\left(\frac{1}{n}\right)}, \quad (5.1)$$

and thus $h_M(\Gamma)$ is not isomorphic to a subspace of $c_0(\Delta)$, for any $\Delta$, by Proposition 4.2 (if $M$ is degenerate then $h_M(\Gamma)$ is isomorphic to $c_0(\Gamma)$).

The theory of polyhedrality in Orlicz sequence spaces was initiated by Leung in [18, 19]. His work focuses in large measure on a condition on $M$ that we shall call Leung’s Condition.

**Definition 5.1 (cf. [18, Theorem 4]).** We say that a non-degenerate Orlicz function $M$ satisfies Leung’s Condition if there exists $K > 1$ such that

$$\lim_{t \to 0} \frac{M(K^{-1}t)}{M(t)} = 0.$$  \hspace{1cm} (5.2)

The utility of this condition is demonstrated by the following results.

**Theorem 5.2 ([19, Theorem 18]).** The following statements are equivalent.

1. $M$ satisfies Leung’s condition;
2. $h_M$ embeds isomorphically in $C(\omega^\omega + 1)$;
3. $h_M$ embeds isomorphically in $C(\alpha + 1)$ for some countable ordinal $\alpha$.

In particular, if $M$ satisfies Leung’s condition then $h_M$ admits an equivalent polyhedral norm. This was first proved in [18, Theorem 4], but it follows easily from Theorem 5.2 since, given a countable compact Hausdorff space $K$, the space $C(K)$ admits a countable boundary and any such space admits an equivalent polyhedral norm [11, Theorem 3]. More generally, Leung’s condition implies the existence of an equivalent polyhedral norm on $h_M(\Gamma)$ [12, Corollary 25]. Concerning the approximation of all equivalent norms on $h_M(\Gamma)$ by polyhedral and $C^\infty$-smooth norms, we have the following result.

**Theorem 5.3.** Let $\Gamma$ be a set and let $M$ be a non-degenerate Orlicz function. The following statements are equivalent.

1. There exists $K > 1$ such that
$$\sum_{n=1}^{\infty} M\left(\frac{M^{-1}\left(\frac{1}{n}\right)}{K}\right) < \infty.$$  \hspace{1cm} (5.2)
The quantity

$$\sup \left\{ \left\| \sum_{k=1}^{n} \frac{e_{\gamma_k}}{\lambda(k)} \right\| : n \in \mathbb{N} \right\} ,$$

is finite.

The standard basis of \( X := h_M(\Gamma) \) is shrinking and \( \theta(f) < \infty \) for all \( f \in X^* \).

Before proving the theorem, we present three results, mostly due to D. Leung (who contacted us after seeing a previous version of the paper), that help us to compare condition (5.2) with Leung’s condition. Only the final consequence of Proposition 5.5 had been proved by us (in a more complicated way) before Leung made contact. These results have much enhanced this part of the paper and we are grateful to Leung for giving us permission to include them here.

Lemma 5.4 ([20]). Condition (5.2) in Theorem 5.3 is equivalent to the existence of \( K > 1 \) such that

$$\sum_{j=1}^{\infty} \frac{M(K^{-1}2^{-j})}{M(2^{-j})} < \infty.$$  \hspace{1cm} (5.3)

Proof. Given \( j \in \mathbb{N} \), let \( n_j \in \mathbb{N} \) be minimal, subject to the condition \( n_j^{-1} \leq M(2^{-j}) \). By this minimality, and the convexity of \( M \), it follows that

$$2(n_j - 1) < \frac{2}{M(2^{-j})} \leq \frac{1}{M(2^{-j-1})} < \frac{1}{M(2^{-j-1})} + 1.$$  \hspace{1cm} (5.4)

Given \( m, n \in \mathbb{N} \), with \( n_j \leq n < n_{j+1} \), we have \( 2^{-j-1} < M^{-1}(\frac{1}{n}) \leq 2^{-j} \), giving

\[
M(2^{-j-m-1}) = M(2^{-m}M^{-1}(\frac{1}{n})) \leq M(2^{-j-m}),
\]

and consequently

$$\sum_{j=1}^{\infty}(n_{j+1} - n_j)M(2^{-j-m-1}) < \sum_{n=n_1}^{\infty} M(2^{-m}M^{-1}(\frac{1}{n})) \leq \sum_{j=1}^{\infty}(n_{j+1} - n_j)M(2^{-j-m}).$$

Hence the convergence of \( \sum_{j=1}^{\infty} n_{j+1}M(2^{-j-m}) \) implies that of \( \sum_{n=n_1}^{\infty} M(2^{-m}M^{-1}(\frac{1}{n})) \). Together with (5.4), this in turn implies the convergence of \( \sum_{j=1}^{\infty} n_{j+1}M(2^{-j-m-1}) \). Again, given (5.4), the statements

$$\sum_{j=1}^{\infty} n_{j+1}M(2^{-j-m}) < \infty \quad \text{and} \quad \sum_{j=1}^{\infty} \frac{M(2^{-j-m})}{M(2^{-j})} < \infty,$$

are equivalent. This completes the proof. \( \square \)

Proposition 5.5 (mainly [20]). Leung’s condition is satisfied if and only if

$$\lim_{j \to \infty} \frac{M(2^{-j-m})}{M(2^{-j})} = 0,$$  \hspace{1cm} (5.5)

for sufficiently large \( m \in \mathbb{N} \). Consequently, if \( M \) satisfies condition (5.2) then it satisfies Leung’s condition.
Proof. Clearly, if $M$ satisfies Definition 5.1 then it satisfies (5.5) for a sufficiently large $m$. To see that the converse holds, let $2^{-j-1} \leq t \leq 2^{-j}$. Then $M(2^{-j-1}) \leq M(t)$ and $M(2^{-m-1}t) \leq M(2^{-m-1-j})$. Therefore

$$\frac{M(2^{-m-1}t)}{M(t)} \leq \frac{M(2^{-j-1-m})}{M(2^{-j-1})},$$

meaning that we obtain Leung’s condition, where $K = 2^{m+1}$. The result now clearly follows from Lemma 5.3.

On the other hand, Leung’s condition does not imply condition (5.2).

Example 5.6 ([20]). Let $M$ be an Orlicz function satisfying

$$M'(t) = a_j := \prod_{k=1}^{j} \frac{1}{\log(k+2)},$$

whenever $2^{-j-1} < t < 2^{-j}$. Then $M$ satisfies Leung’s condition but not condition (5.2).

Proof. We have $M(2^{-j}) = \sum_{\ell=j}^{\infty} 2^{-\ell-1}a_\ell$, so $2^{-j-1}a_j \leq M(2^{-j}) \leq 2^{-j}a_j$. It follows that

$$\frac{M(2^{-j-1})}{M(2^{-j})} \leq \frac{a_{j+1}}{a_j} \to 0,$$

as $j \to \infty$. However, given $m \in \mathbb{N}$,

$$\sum_{j=1}^{\infty} \frac{M(2^{-j-m})}{M(2^{-j})} \geq \sum_{j=1}^{\infty} \frac{2^{-j-m-1}a_{j+m}}{2^{-j}a_j} = 2^{-m-1} \sum_{j=1}^{\infty} \frac{a_{j+m}}{a_j} \geq 2^{-m-1} \sum_{j=1}^{\infty} \frac{1}{\log^m(j+3)},$$

which diverges. The result now follows from the previous two.

Proof of Theorem 5.3. First, we demonstrate the equivalence of (1) and (2). Let $(\gamma_n) \subseteq \Gamma$ be the sequence of distinct points in $\Gamma$ from Section 4. Suppose that (1) holds. Recall equation (5.1). Set $L = \max\{1, \sum_{n=1}^{\infty} M(M^{-1}(\frac{1}{n})/K)\}$. By convexity of $M$ and the fact that $M(0) = 0$, we have $\sum_{n=1}^{\infty} M(M^{-1}(\frac{1}{n})/KL) \leq 1$ and thus

$$\left\| \sum_{k=1}^{n} \frac{e_{\gamma_n}}{\lambda(k)} \right\| \leq KL,$$

for all $n$, giving (2). The converse implication follows similarly.

Now we prove that (2) implies (3). Let (2) hold. Since (2) implies (1), using Proposition 5.5, $M$ satisfies Leung’s condition. This implies that $X$ cannot contain an isomorphic copy of $\ell_p$, $p \geq 1$ [21, Theorem 4.a.9]. Since $X$ cannot contain an isomorphic copy of $\ell_1$, the standard basis of $X$ must be shrinking [21, Theorem 1.c.9]. Now we are in a position to apply Corollary 4.5, giving (3).

Finally, we show that (3) implies (2). Observe that both conditions (2) and (3) hold independently of the choice of (equivalent) norm on $X$ that is used to define $\lambda$ and $\theta$: if (2) is satisfied with respect to one equivalent norm, then it is satisfied with respect to all others, and likewise for (3). Since the basis of $X$ is shrinking, $X$ cannot contain an
isomorphic copy of $\ell_1$. Therefore, according to [21, Theorem 4.9 and p. 144], we can deduce that there exists $a > 1$ and a differentiable Orlicz function $N$ that is equivalent to $M$ at 0 and satisfies

$$\lim_{t \to 0} \inf \frac{tN'(t)}{N(t)} > a.$$ 

We extend the function $N$ for large $t$ in such a way that

$$\frac{tN'(t)}{N(t)} > a,$$

for all $t > 0$. Given $w > 0$, define $F(w) = wt(w)$, where $t(w) = N^{-1}(\frac{1}{w})$. By the Inverse Function Theorem,

$$F'(w) = t(w) + wt'(w) = t(w) + w \cdot \frac{1}{N'(t(w))} \cdot \left(-\frac{1}{w^2}\right)$$

$$= t(w) - \frac{1}{wN'(t(w))},$$

$$> t(w) - \frac{t}{awN(t(w))} = \left(\frac{a-1}{a}\right)t(w) = \left(\frac{a-1}{a}\right)N^{-1}(\frac{1}{w}).$$

Set $c = (a-1)/a \in (0, 1)$. By the Mean Value Theorem, for each $n$ there exists $\tau_n \in (0, 1)$ such that

$$F(n) - F(n-1) = F'(n - \tau_n) > cN^{-1}\left(\frac{1}{n - \tau_n}\right) > cN^{-1}(\frac{1}{n}). \quad (5.6)$$

The function $N$ yields an equivalent 1-symmetric norm $\|\cdot\|_N$ on $X$, with respect to which the basis is normalized. Let $\lambda_N$ and $\mu_N$ be the functionals corresponding to $\|\cdot\|_N$. Condition (3) is satisfied with respect to $\|\cdot\|_N$, and hence

$$\sup \left\{ \left\| \sum_{k=1}^{n} (\mu_N(k) - \mu_N(k-1)) e_{\gamma_k} \right\|_N : n \in \mathbb{N} \right\} < \infty,$$

by Theorem 4.3. Since $\lambda_N(n) = N^{-1}(\frac{1}{n})$ and $\mu_N(n) = n/\lambda_N(n) = F(n)$, equation (5.6) means that

$$\mu_N(n) - \mu_N(n-1) > \frac{c}{\lambda_N(n)},$$

for all $n$. Therefore,

$$\sup \left\{ \left\| \sum_{k=1}^{n} \frac{e_{\gamma_k}}{\lambda_N(k)} \right\|_N : n \in \mathbb{N} \right\} < \infty,$$

from which condition (2) follows. \hfill \Box

**Example 5.7.** The Orlicz function

$$M(t) = \begin{cases} 
  e^{-\frac{t}{2}} & 0 < t \leq \frac{1}{2} \\
  0 & t = 0,
\end{cases}$$
(and extended suitably for \( t > \frac{1}{2} \)) satisfies the condition in Theorem 5.3. Given \( K > 1 \), we have

\[
M\left( \frac{M^{-1}\left( \frac{1}{K} \right)}{K} \right) = e^{-K\log(n)} = n^{-K}.
\]

\( \square \)

6. A CLASS OF \( C(K) \) SPACES HAVING APPROXIMABLE NORMS

It is well known that if \( \Gamma \) is infinite then \( c_0(\Gamma) \) is isomorphic to \( C(\Gamma \cup \{ \infty \}) \), where \( \Gamma \cup \{ \infty \} \) is the 1-point compactification of \( \Gamma \) endowed with the discrete topology. In this section, we use Corollary 3.7 to present a class of compact scattered (Hausdorff) spaces \( K \) having the property that any equivalent norm on \( C(K) \) can be approximated by both \( C^\infty \)-smooth norms and polyhedral norms. This class contains, for every ordinal \( \alpha \), a space \( K \) such that the Cantor-Bendixson derivative \( K(\alpha) \) of order \( \alpha \) is non-empty. This result was motivated by the following problem, which remains open (see [14] for related results).

**Problem 6.1.** Let \( \alpha \geq \omega_1 \). Can every equivalent norm on \( C(\alpha + 1) \) be approximated by \( C^1 \)-smooth norms?

It will be more convenient for us to work with locally compact scattered spaces in the main. Given such a space \( M \), we identify the dual space \( C_0(M)^* \) with \( \ell_1(M) \) in its natural norm \( \| \cdot \|_1 \). We define a tree to be a partially ordered set, such that the set of predecessors of each element of the tree is well-ordered. Our class consists of trees that are locally compact with respect to a certain topology. Given an ordinal \( \eta \), let \( q(\eta) \) denote the unique ordinal having the property that \( \omega q(\eta) \leq \eta < \omega(q(\eta) + 1) \).

Given ordinals \( \alpha \) and \( \eta \), define the sets

\[
M_\alpha = \{ t : n \to \omega \alpha : 1 \leq n < \omega \text{ and } t(i+1) < \omega q(t(i)) \text{ whenever } i+1 < n \},
\]

and

\[
K_\eta = \{ (\eta) \to t : t \in M_{q(\eta)} \cup \{ \emptyset \} \} \subseteq M_{q(\eta)+1},
\]

where \( n < \omega \) is treated in the definition of \( M_\alpha \) as the set of ordinals strictly preceding \( n \), and where \( \to \) denotes concatenation of sequences. We make \( M_\alpha \) into a tree by partially ordering it with respect to end-extension: \( s \preceq t \) if and only if \( |s| \leq |t| \) and \( t \upharpoonright |s| = s \), where \( |t| := \text{dom } t \). Given \( t \in M_\alpha \), the condition \( t(i+1) < \omega q(t(i)) \) whenever \( i+1 < |t| \) implies that \( t \) is a strictly decreasing sequence of ordinal numbers. It follows that \( M_\alpha \) is *well-founded*, that is, it does not admit any infinite totally ordered subsets.

We proceed to equip \( M_\alpha \) with a topology. Given \( s \in M_\alpha \) and a finite set \( F \subseteq s(|s| - 1) \), we define the set

\[
U_{s,F} = \{ s \} \cup \{ t \in M_\alpha : s \prec t \text{ and } t(|s|) \notin F \},
\]

(here, as above, \( s(|s| - 1) \) is treated as the set of ordinals strictly preceding the number itself). The family \( \mathcal{U}_s := \{ U_{s,F} : F \subseteq s(|s| - 1) \text{ is finite} \} \) will be a local base of neighbourhoods of \( s \), and \( \bigcup_{s \in M_\alpha} \mathcal{U}_s \) a base of our topology on \( M_\alpha \). This topology agrees with the so-called *coarse wedge topology*, that can be defined on an arbitrary tree. Using the
Alexander Subbase Theorem, it can be shown that \( M_\alpha \) is locally compact with respect to this topology [22]. Moreover, if \( \eta < \omega \alpha \), then \( K_\eta \) is a compact open subtree of \( M_\alpha \).

In order to eliminate a potential source of confusion, we should point out that the coarse wedge topology is in general strictly finer than another (quite commonly used) locally compact topology with which one can endow a tree, namely the *interval topology*. This topology has been used in a number of results in renorming theory, including [12, Theorem 10], which characterises exactly when an equivalent polyhedral norm exists on \( C_0(T) \), where \( T \) is a tree. Since the coarse wedge topology is different, that result is not comparable with the work contained in this section.

Recall that, given a scattered locally compact space \( M \), the *scattered height* of \( M \) is the least ordinal \( \Omega \) for which \( K^{(n)} \) is empty. It is easy to compute the Cantor-Bendixson derivatives of the spaces \( M_\alpha \).

**Proposition 6.2.** Given an ordinal \( \xi \), we have

\[
M_\alpha^{(\xi)} = \{ t \in M_\alpha : \xi \leq q(t(|t| - 1)) \}.
\]

Consequently, the scattered height of \( M_\alpha \) equals \( \alpha \).

*Proof.* We proceed by transfinite induction on \( \xi \). The result is obvious if \( \xi = 0 \). Suppose that it holds for \( \xi \). Let \( t \in M_\alpha^{(\xi)} \). If \( \xi = q(t(|t| - 1)) \) then \( t \) must be maximal in \( M_\alpha^{(\xi)} \), because it is impossible to strictly extend \( t \) to \( u \in M_\alpha^{(\xi)} \) in such a way that \( u(|t|) < \omega q(u(|t| - 1)) = \omega \xi \). Instead, if \( \xi + 1 \leq q(t(|t| - 1)) \) then \( t^{-}(\omega \xi + n), n < \omega \), are all strict extensions of \( t \) in \( M_\alpha^{(\xi)} \), and thus \( t \in M_\alpha^{(\xi + 1)} \). The result is therefore true for \( \xi + 1 \). The limit ordinal case follows easily. \( \square \)

By [17, Theorem 3.8], given a locally compact space \( M \), if \( C_0(M) \) is isomorphic to a subspace of \( c_0(\Delta) \) for some set \( \Delta \), then the scattered height of \( M \) equals \( n \) for some \( n < \omega \).

Therefore, provided \( \alpha \geq \omega \), \( C_0(M_\alpha) \) cannot embed isomorphically into any such \( c_0(\Delta) \).

Given a locally compact space \( M \), let \( A(M) \) be the subspace span \( \{ \delta_t : t \in M \} \subseteq C_0(M)^* \) of finite linear combinations of Dirac functionals on \( M \). All \( w^* \)-relatively discrete subsets of dual spaces are \( w^* \)-LRC [13, Example 6 (1)]. Therefore, if \( M \) is a \( \sigma \)-discrete set, that is, the countable union of countably many relatively discrete subsets, then \( \{ \delta_t : t \in M \} \cup \{ 0 \} \) is a \( w^* \)-compact and \( \sigma-w^* \)-LRC subset of \( C_0(M)^* \). Consequently, \( A(M) \) is \( \sigma-w^* \)-compact and \( \sigma-w^* \)-LRC, by Theorem 3.3. It is easy to see that the set of elements of \( M_\alpha \) having length \( n \) is relatively discrete, thus each \( M_\alpha \) is \( \sigma \)-discrete and so \( A(M_\alpha) \) is \( \sigma-w^* \)-LRC and \( w^* \)-\( K_\sigma \).

**Theorem 6.3.** Let \( \alpha \) be an ordinal. Then every equivalent norm on \( C_0(M_\alpha) \) can be approximated by both \( C^\infty \)-smooth norms and polyhedral norms.

We set up some more machinery in order to prove Theorem 6.3. We will need to consider some isomorphisms. The isomorphisms stated in the result below are well known. We only include an explicit isomorphism in the proof in order to establish the additional connection between the subspaces of the duals.
Proposition 6.4. Let $K$ be a compact space admitting a convergent sequence of distinct points. Then given $u \in K$, there exists a surjective isomorphism $S : C(K) \to C_0(K \setminus \{u\})$, such that $S^*A(K \setminus \{u\}) = A(K)$.

Proof. Let $(t_n)_{n=1}^\infty$ be a convergent sequence of distinct points and let $u \in K$. Without loss of generality, we assume that $u \neq t_n$ for all $n \in \mathbb{N}$. The space $C_0(K \setminus \{u\})$ identifies isometrically with the hyperplane

$$X = \{f \in C(K) : f(u) = 0\},$$

which we will work with instead. Let $U_n, n \in \mathbb{N}$, be a collection of pairwise disjoint open sets such that $t_n \in U_n$ and $u \notin U_n$ for all $n$, and let $\phi_n : K \to [0, 1]$ be continuous functions satisfying $\phi_n(t_n) = 1$ and $\phi_n(s) = 0$ whenever $s \in K \setminus U_n$. We have $\phi_n \in X$ for all $n$. Define $S : C(K) \to X$ by

$$Sf = f - f(u)1_K - f(t_0)\phi_0 + \sum_{n=1}^\infty (f(t_{n-1}) - f(t_n))\phi_n.$$

The infinite sum is an element of $X$ because the $U_n$ are pairwise disjoint and $f(t_{n-1}) - f(t_n) \to 0$ as $n \to \infty$. We see that, given $\delta_s \in X^*$, $s \in K \setminus \{u\}$,

$$S^*\delta_s = \delta_s - \delta_u - \phi_0(s)\delta_{t_0} + \sum_{n=1}^\infty \phi_n(s)(\delta_{t_{n-1}} - \delta_{t_n}).$$

The apparently infinite sum is really a finite sum, because $\phi_n(s)$ can be non-zero for at most one $n$. Hence $S^*A(K \setminus \{u\}) \subseteq A(K)$.

We have $Sf(t_0) = -f(u)$ and $Sf(t_n) = f(t_{n-1})$ whenever $n \geq 1$. Using these facts, it is easy to verify that $S^{-1}$ exists and equals $R : X \to C(K)$, where

$$Rg = g - g(t_0)1_K + g(t_1)\phi_0 + \sum_{n=1}^\infty (g(t_{n+1}) - g(t_n))\phi_n.$$

Likewise, it can be shown that $R^*\delta_s$ is finitely supported for all $s \in K$, so $R^*A(K) \subseteq A(K \setminus \{u\})$. \qed

Given an infinite compact scattered space $K$, it is obvious that there exists a sequence of isolated points that converges to an element of the first derivative $K'$. Hence the proposition above applies to any such $K$.

Fix an ordinal $\alpha \geq 1$. We wish to apply Corollary 3.7 to the space $C_0(M_\alpha)$. This means that we need to build an appropriate system of projections, an admissible family of subspaces (in the sense of Definition 3.4), and ensure that the corresponding function $\theta$ is always finite.

We begin by setting up the projections. Given a non-empty clopen (that is, closed and open) subset $L$ of a locally compact space $M$, we define a projection $P_L$ on $C_0(M)$ by $P_Lf = f \cdot 1_L$, where $1_L$ is the characteristic function of $L$. It could be that $M$ is a clopen subset of another locally compact space $M'$, and if so, we will use the same notation $P_L$ for the corresponding projections on $C_0(M)$ and $C_0(M')$. 
It is evident that $M_\alpha$ is the discrete union of pairwise disjoint compact open sets

$$M_\alpha = \bigcup_{\eta < \omega_\alpha} K_\eta,$$

meaning that $C_0(M_\alpha)$ is naturally isometric to the $c_0$-sum of the spaces $C(K_\eta)$, $\eta < \omega_\alpha$. Given $\eta < \omega_\alpha$, let $P_\eta = P_{K_\eta}$. Having in mind the decomposition of $M_\alpha$, it is clear that $(P_\eta)_{\eta < \omega_\alpha}$ fulfills properties (1)–(4) listed at the start of Section 2. We will take advantage of the fact that the images $P_\eta C_0(M_\alpha)$ and $P_\eta^* C_0(M_\alpha)^*$ are naturally isometric to $C(K_\eta)$ and its dual, respectively.

Next, we determine $\theta$ and establish that it is always finite. Let $\mu \in C_0(M_\alpha)^*$. Given finite $F \subseteq \omega_\alpha$, the definition of $\rho$ in (2.1) becomes

$$\rho(F) = |F|,$$

because $\left\| \sum_{\eta \in F} \mu_\eta \right\|_1 = \sum_{\eta \in F} \| \mu_\eta \|_1$. Moreover, in this case (2.2) becomes

$$\left\| h_m(\mu) \right\|_1 = \sum_{k=1}^m q_k(\mu) \| \omega_k(\mu) \|_1 = \sum_{k=1}^m q_k(\mu) |G_k(\mu)| = \sum_{k=1}^m q_k(\mu) \rho(G_k(\mu)).$$

By Lemma 2.4, the left hand side converges to $\| \mu \|_1$, which means that $\theta(\mu) = \| \mu \|_1$ and is therefore always finite, regardless of the system of projections with respect to which it is defined. For this reason, we shall remove $\theta$ from all subsequent arguments.

Finally, we define a family of subspaces that we claim is admissible. Observe that

$$A(K_\eta) \subseteq \text{span} \| (\delta_t)_{t \in K_\eta} \| = C(K_\eta)^* \equiv P_\eta^* C_0(M_\alpha)^*,$$

whenever $\eta < \omega_\alpha$. The family we consider is $(A(K_\eta))_{\eta < \omega_\alpha}$.

**Proof of Theorem 6.3.** We use transfinite induction on $\alpha \geq 1$ to show that $(A(K_\eta))_{\eta < \omega_\alpha}$ is an admissible family on $C_0(M_\alpha)$. This is trivial in the case $\alpha = 1$, because $K_\eta$ is the singleton $\{(\eta)\}$ and $A(K_\eta) = P_\eta^* (M_1)^*$ whenever $\eta < \omega$. Limit cases are straightforward. Assume that $\alpha$ is a limit ordinal and that $(A(K_\eta))_{\eta < \omega_\xi}$ is admissible on $C_0(M_\xi)$ whenever $1 \leq \xi < \alpha$. Given a finite set $F \subseteq \omega_\alpha$, there is an ordinal $\xi$ such that $1 \leq \xi < \alpha$ and $F \subseteq \omega_\xi$. Hence we can apply the admissibility of $(A(K_\eta))_{\eta < \omega_\xi}$ on $C_0(M_\xi)$, which embeds naturally inside $C_0(M_\alpha)$, to see that the conditions in Definition 3.4 are fulfilled.

The successor case requires more work. Assume that $\alpha \geq 1$ and that $(A(K_\eta))_{\eta < \omega_\alpha}$ is admissible on $C_0(M_\alpha)$. Fix a finite set $F \subseteq \omega(\alpha + 1)$. There is nothing to prove if $F \subseteq \omega_\alpha$, so we assume that $F \setminus \omega_\alpha$ is non-empty. Define the subspaces

$$V = \text{span}(P_\lambda C_0(M_{\alpha + 1}))_{\lambda \in F} = C_0(\bigcup_{\lambda \in F} K_\lambda),$$

$$W = \text{span}(P_\lambda^* C_0(M_{\alpha + 1}))^*_{\lambda \in F},$$

and

$$A = \text{span}(A(K_\lambda))_{\lambda \in F} = A_0(\bigcup_{\lambda \in F} K_\lambda).$$

It is clear that $W$ is naturally isometric to $V^*$, so we regard them as equal.
Let \( \varepsilon > 0 \), and let \( C \subseteq W \) be a \( w^* \)-compact set that is norming with respect to \( V \). In order to get the set \( D \) we need to fulfil Definition 3.4, we will define a surjective isomorphism \( T : V \rightarrow C_0(M_\alpha) \) such that

\[
T^* A(M_\alpha) = A \left( \bigcup_{\lambda \in F} K_\lambda \right) = A. \tag{6.1}
\]

Then \( (T^*)^{-1} C \subseteq C_0(M_\alpha)^* \) is \( w^* \)-compact and norming. As \( (A(K_\eta))_{\eta < \omega_\alpha} \) is admissible, by Theorem 3.5, there exists \( D \subseteq W \) such that

\[
\left( (T^*)^{-1} D \right)^{w^*} \cap A(M_\alpha) \text{ is a boundary of } (T^*)^{-1} D_{w^*}.
\]

Using (6.1), it follows that

\[
C \subseteq D_{w^*} \subseteq C + \varepsilon B_W \quad \text{and} \quad D_{w^*} \cap A \text{ is a boundary of } D_{w^*},
\]

which is what we need in order to satisfy Definition 3.4.

All that remains is to construct the isomorphism \( T \). Let \( G = F \cap \omega_\alpha \), \( H = F \setminus \omega_\alpha \) and choose a bijection

\[
\pi : G \cup (H \times \omega_\alpha) \rightarrow \omega_\alpha,
\]

such that \( \pi(\lambda) = \lambda \) whenever \( \lambda \in G \), and \( q(\pi(\lambda, \eta)) = q(\eta) \) whenever \( (\lambda, \eta) \in H \times \omega_\alpha \).

Given \( \lambda \in H \), define the discrete union

\[
L_\lambda = \bigcup_{\eta < \omega_\alpha} K_{\pi(\lambda, \eta)};
\]

which is a clopen subset of \( M_\alpha \). Because \( q(\pi(\lambda, \eta)) = q(\eta) \) whenever \( \eta < \omega_\alpha \), it follows that the map

\[
(\eta)^t \mapsto (\pi(\lambda, \eta))^{-t}, \quad t \in M_{q(\eta)} \cup \{\emptyset\},
\]

is a homeomorphism of \( K_\eta \) and \( K_{\pi(\lambda, \eta)} \). Gluing together these homeomorphisms for \( \eta < \omega_\alpha \) yields a homeomorphism of \( M_\alpha \) and \( L_\lambda \). Moreover, since \( q(\lambda) = \alpha \), the map

\[
(\lambda)^t \mapsto t, \quad t \in M_\alpha,
\]

is a homeomorphism of \( K_\lambda \setminus \{(\lambda)\} \) and \( M_\alpha \). Together with Proposition 6.4, this means that there exists a surjective isomorphism

\[
S_\lambda : P_\lambda C_0(M_{\alpha+1}) \equiv C(K_\lambda) \rightarrow P_{L_\lambda} C_0(M_\alpha) \equiv C_0(L_\lambda),
\]

such that \( S_\lambda A(L_\lambda) = A(K_\lambda) \).

Finally, the properties of \( \pi \) imply

\[
\bigcup_{\lambda \in G} K_\lambda \cup \bigcup_{\lambda \in H} L_\lambda = M_\alpha.
\]

Define \( T : V \rightarrow C_0(M_\alpha) \) by

\[
T = \sum_{\lambda \in G} P_\lambda + \sum_{\lambda \in H} S_\lambda P_\lambda.
\]
This has inverse

\[ T^{-1} = \sum_{\lambda \in G} P_{\lambda} + \sum_{\lambda \in H} S_{\lambda}^{-1} P_{L_{\lambda}}. \]

Given \( t \in M_\alpha \), we have \( T^* \delta_t \in A(K_\lambda) \) if \( t \in K_\lambda \) and \( \lambda \in G \), and \( T^* \delta_t \in A(K_\lambda) \) if \( t \in L_\lambda \) and \( \lambda \in H \). Thus \( T^* A(M_\alpha) \subseteq A \). Arguing similarly using the inverse map yields equality, hence we have satisfied (6.1), as required. The proof is complete. \( \square \)

Thus we can apply Corollary 3.7 to the spaces \( C_0(M_\alpha) \) for all \( \alpha \geq 1 \), as promised. Our initial class, as advertised, consisted of compact spaces. Such a class can be easily arranged by considering \( K_\omega \), which is homeomorphic to the 1-point compactification of \( M_\alpha \) and thus has Cantor-Bendixon height \( \alpha + 1 \).

We end this section with a problem. Note that if \( K \) is a compact space such that \( K^{(3)} \) is empty, then \( C(K) \) admits an equivalent norm having a locally uniformly rotund dual norm \[7, \text{Theorem VII.4.7}. \] According to \[7, \text{Theorem II.4.1}, \] every equivalent norm on \( C(K) \) can be approximated by such a norm, and all such norms are \( C^1 \)-smooth \[7, \text{Proposition I.1.5}. \]

**Problem 6.5.** Let \( K \) be a compact space such that \( K^{(3)} \) is empty? Can every equivalent norm on \( C(K) \) be approximated by \( C^2 \)-smooth norms or polyhedral norms?
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