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ABSTRACT. In this paper, we are concerned with the boundary controllability of heat equation with dynamic boundary conditions. More precisely, we prove that the equation is null controllable at any positive time by means of a boundary control supported on an arbitrary subboundary. The proof of the main result combines a new boundary Carleman estimate and some regularity estimates for the adjoint system, with an explicit dependence with respect to the final time. This technique allows us to overcome a new difficulty that arises when absorbing a normal derivative term.

1. Introduction

Let us fix $T > 0$ and an integer $N \geq 2$. Throughout the paper, $\Omega \subset \mathbb{R}^N$ is a bounded domain with boundary $\Gamma = \partial \Omega$ of class $C^{3,1}$ and $\Gamma^0 \subset \Gamma$ a nonempty relatively open subset of $\Gamma$. Let us set $E_T = (0,T) \times E$ for all $E \subset \Omega$. Then, we consider the following heat equation with dynamic boundary conditions

$$
\begin{align*}
\partial_t y - d \Delta y &= f(t,x), \quad \text{in } \Omega_T, \\
\partial_t y_{\Gamma} - \delta \Delta_{\Gamma} y_{\Gamma} + d \partial_{\nu} y &= g(t,x), \quad \text{on } \Gamma_T, \\
y(t,x) &= y_{\Gamma}(t,x), \quad \text{on } \Gamma_T, \\
(y,y_{\Gamma})|_{t=0} &= (y_0,y_{0,\Gamma}), \quad \Omega \times \Gamma,
\end{align*}
$$

(1)

where $d, \delta > 0$ are positive real numbers, $f \in L^2(\Omega_T)$ and $g \in L^2(\Gamma_T)$ are the source terms, $\partial_{\nu} y := (\nabla y \cdot \nu)|_{\Gamma}$ is the normal derivative, where $\nu$ is the outer unit normal field on $\Gamma$ exterior to $\Omega$. Further, we denote by $y_{\Gamma} := y|_{\Gamma}$ the trace of $y$. Finally, $\Delta$ is the Laplace operator, $\Delta_{\Gamma}$ is the Laplace-Beltrami operator on the Riemannian submanifold $\Gamma$ (see [29]), and $y_0 \in L^2(\Omega), y_{0,\Gamma} \in L^2(\Gamma)$ are initial states, which are not necessarily interrelated. The term $d \partial_{\nu} y$ represents the interaction domain-boundary, while $\delta \Delta_{\Gamma} y_{\Gamma}$ stands for a boundary diffusion.

The aim of this paper is to prove the boundary null controllability of the system (1). Our main result relies on a new boundary Carleman estimate for the adjoint system associated to (1), with a local integral in terms of Dirichlet data localized in the arbitrary subboundary $\Gamma^0 \subset \Gamma$.

Evolution equations with dynamic boundary conditions have attracted a considerable attention in last years, and have found applications in various mathematical models such as population dynamics and heat transfer, in particular when the
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diffusion process takes place in the interface between a solid and a moving fluid, see [12,25,30] and the references therein. The reader can be referred to the seminal paper [17] for the physical interpretation and derivation of such boundary conditions. We also refer to the recent paper [28], where the derivation is given by employing the Carslaw-Jaeger relation. Many researches were done for the well-posedness and regularity results related to such equations, see [13,17,27,31] for the case of a scalar diffusion and without gradient terms, and recently [24], in the presence of gradient terms. The general case of variable diffusion coefficients with gradient terms has been recently studied in [3]. Although the controllability of parabolic equations, by the Carleman estimate approach, is well studied in the case of static boundary conditions (Dirichlet, Neumann or Fourier boundary conditions), see, e.g., [8,14–16,18–20], only some recent works concern the controllability and inverse problems in the dynamic boundary conditions case; see [1,2,7].

In [23,27], the authors have considered the distributed null controllability for (1), that is, the null controllability from an arbitrary subdomain \( \omega \subset \Omega \). The inverse source problem with interior measurements has been recently studied in a more general setting in [3]. In these works, we have adopted the interior weight function used in [16] for parabolic equations with classical boundary conditions. The aforementioned weight function is null on the boundary of the domain. This fact along with the nature of classical boundary conditions allow several boundary terms to be canceled. This is not the case in the present setting.

As for the standard (scalar) heat equation, a well-known result states that the boundary null controllability and distributed null controllability are equivalent (see [4, Theorem 2.2]). This result is no longer valid for coupled parabolic systems. In our case, one can obtain the boundary null controllability from a distributed control by enlarging the domain \( \Omega \). Nevertheless, this technique for dynamic boundary conditions requires more regular initial data than those in the Dirichlet or Neumann cases, see [27, Theorem 4.5]. More precisely, due to the use of Sobolev’s embedding and local regularity results, the authors take initial conditions such that \( y_0 \in H^2(\Omega) \), \( y_0|_{\Gamma} \in H^2(\Gamma) \) and \( y_0 \in W^{2-\frac{2}{p}}_{p}(\Omega) \) for some \( p > 1 + \frac{N}{2} \). Our boundary Carleman estimate allows us to recover the boundary controllability result without assuming any further regularity assumption. Furthermore, our direct approach has the following extra advantages:

- we keep an explicit dependence of the constants in the boundary Carleman estimate with respect to the final time \( T \). This fact is crucial when dealing with semilinear problems;
- we obtain an explicit constant, with respect to the final time \( T \), of the boundary observability constant which is different from the interior observability constant obtained in [23];
- we then obtain a continuous dependence of null controls and corresponding states with respect to initial data and source terms;
- our boundary Carleman estimate allows to obtain an explicit upper bound for the cost of boundary approximate controllability, i.e., an explicit bound for the size of the minimal norm control. We refer to [7] for the case of a distributed control;
- the techniques could seemingly be extended to deal with inverse problems with boundary measurements in the spirit of [1,3]. However, a careful analysis is needed to include a large class of source terms.
In comparison with the classical parabolic equations, where the control acts by means of the Dirichlet condition on a part of the boundary of the domain, the present Carleman inequality requires a different technique to absorb a term of Neumann type (in terms of the normal derivative) by the left-hand side of the Carleman estimate. Absorbing this term turns out to be a main difficulty that will be overcome with help of some parabolic regularity estimates with explicit constants in terms of the final time $T$ (see Proposition 3). Such regularity estimates can be very useful while doing Carleman estimates [5]. It is worth mentioning the paper [10] which is the first to deal with a Carleman inequality when a time derivative appears in the boundary condition (but without a boundary diffusion). However, it only consider the one dimensional case and point out the difficulty of the controllability in higher dimensions for such equations (see Section 4 in [10]).

In the subsequent sections, we typically use the following surface divergence theorem
\[ \int_{\Gamma} \Delta \Gamma y \, dS = - \int_{\Gamma} \langle \nabla \Gamma y, \nabla \Gamma z \rangle_{\Gamma} dS, \quad y \in H^2(\Gamma), \ z \in H^1(\Gamma), \] (2)
where $\nabla \Gamma$ is the tangential gradient and $\langle \cdot, \cdot \rangle_{\Gamma}$ is the Riemannian inner product of tangential vectors on $\Gamma$ [21]. To simplify notation, we will denote
\[ \langle \nabla \Gamma f, \nabla \Gamma g \rangle_{\Gamma} = \nabla \Gamma f \cdot \nabla \Gamma g. \]
Also, we need the following identity which holds for general Riemannian manifolds. Its proof can be found in [6]:
\[ \nabla \Gamma (\nabla \Gamma f \cdot \nabla \Gamma g) \cdot \nabla \Gamma f = \nabla^2 \Gamma (\nabla \Gamma f, \nabla \Gamma f) + \frac{1}{2} \nabla \Gamma g \cdot \nabla \Gamma \left( |\nabla \Gamma f|^2 \right) \] (3)
for $f \in H^2(\Gamma)$ and $g \in H^2(\Gamma)$, where $\nabla^2 \Gamma$ denotes the Hessian with respect to the Riemannian metric on $\Gamma$.

The remainder of the paper is organized as follows. In Section 2, we recall some wellposedness and regularity results related to system (1). The reader can refer to [27] for different notions of the solution as well as detailed proofs.

2. Wellposedness and regularity of the solution

In this section, we recall some wellposedness and regularity results related to system (1). The reader can refer to [27] for different notions of the solution as well as detailed proofs.

2.1. Notations. First, we introduce the following real Hilbert space
\[ \mathbb{L}^2 := L^2(\Omega, dx) \times L^2(\Gamma, dS), \]
equipped with the scalar product given by
\[ \langle (y, y_{\Gamma}), (z, z_{\Gamma}) \rangle_{\mathbb{L}^2} = \langle y, z \rangle_{L^2(\Omega)} + \langle y_{\Gamma}, z_{\Gamma} \rangle_{L^2(\Gamma)}, \]
where we denoted the Lebesgue measure on $\Omega$ and the surface measure on $\Gamma$ by $dx$ and $dS$, respectively. We also define the spaces
\[ \mathbb{H}^k := \{ (y, y_{\Gamma}) \in H^k(\Omega) \times H^k(\Gamma) : y|_{\Gamma} = y_{\Gamma} \}, \quad k = 1, 2, \ldots, \]
which are Hilbert spaces when equipped with the standard product norm. Note
that $H^1$ is a Hilbert space when equipped with the norm
\[
\| (y, y') \|_{H^1} = \left( \int_{\Omega} \nabla y \cdot \nabla z \, dx + \int_{\Gamma} \nabla_y y' \cdot \nabla_z z' \, dS \right)^{1/2}.
\]
where
\[
\langle (y, y'), (z, z') \rangle_{H^1} = \int_{\Omega} \nabla y \cdot \nabla z \, dx + \int_{\Gamma} \nabla_y y' \cdot \nabla_z z' \, dS.
\]
Similarly, $H^2$ is a Hilbert space with respect to the norm
\[
\| (y, y') \|_{H^2} = \left( \int_{\Omega} \Delta y \Delta z \, dx + \int_{\Gamma} \Delta_y y' \Delta_z z' \, dS \right)^{1/2},
\]
where
\[
\langle (y, y'), (z, z') \rangle_{H^2} = \int_{\Omega} \Delta y \Delta z \, dx + \int_{\Gamma} \Delta_y y' \Delta_z z' \, dS.
\]
For the regularity of the solutions, we introduce the following space
\[
E_1(t_0, t_1) := H^1(t_0, t_1; L^2) \cap L^2(\Omega) \quad \text{for} \quad t_1 > t_0 \in \mathbb{R},
\]
\[
E_2(t_0, t_1) := H^1(t_0, t_1; H^2) \cap H^2(t_0, t_1; L^2) \quad \text{for} \quad t_1 > t_0 \in \mathbb{R}.
\]
In particular,
\[
E_1 := E_1(0, T) \quad \text{and} \quad E_2 := E_2(0, T).
\]
Finally, we recall that the system (1) is governed by the linear operator that is
denoted by
\[
A = \begin{pmatrix} d\Delta & 0 \\ -d\partial_n & \delta\Delta_{\Gamma} \end{pmatrix}, \quad D(A) = \mathbb{H}^2.
\]
It is shown in [27, Proposition 2.1] that the operator $A$ is self-adjoint dissipative
and generates an analytic $C_0$-semigroup $(e^{tA})_{t \geq 0}$ on $L^2$.

2.2. Regularity estimates. We first recall an elliptic regularity result, which will
allow us to characterize the domain of $A^2$ and prove parabolic regularity later on.
Consider the following elliptic problem
\[
\begin{cases}
  d\Delta u = f, & \text{in} \ \Omega, \\
  \delta\Delta_{\Gamma} u_{\Gamma} - d\partial_n u - u_{\Gamma} = g, & \text{on} \ \Gamma, \\
  u_{\Gamma} = u|_{\Gamma}, & \text{on} \ \Gamma.
\end{cases}
\]
The following result is a special case of [22, Theorem 3.4].

**Proposition 1.** If $F = (f, g) \in H^2(\Omega) \times H^2(\Gamma)$, then the solution of (4) satisfies
\[
\|(u, u_{\Gamma})\|_{\mathbb{H}^4} \leq C\|F\|_{H^2(\Omega) \times H^2(\Gamma)},
\]
where $C = C(d, \delta)$ is a positive constant.

Consequently, we have the following lemma.

**Lemma 2.1.** The domain of $A^2$ is given by
\[
D(A^2) = \{(u, u_{\Gamma}) \in \mathbb{H}^4 : (d\Delta u)_{\Gamma} = \delta\Delta_{\Gamma} u_{\Gamma} - d\partial_n u\},
\]
which is a Hilbert space equipped with the standard inner product of $H^4(\Omega) \times H^4(\Gamma)$. 
Now, let us consider the backward adjoint problem of (1), which is given by

\[
\begin{aligned}
- \partial_t \varphi - d \Delta \varphi &= 0, & \text{in } \Omega_T, \\
- \partial_t \varphi_T - \delta \Delta_T \varphi_T + d \partial_t \varphi &= 0, & \text{on } \Gamma_T, \\
\varphi_T(t, x) &= \varphi|_{\Gamma}(t, x), & \text{on } \Gamma_T, \\
\langle \varphi(T, \cdot), \varphi_T(T, \cdot) \rangle &= \langle \varphi_T, \varphi_T, \Gamma \rangle, & \Omega \times \Gamma
\end{aligned}
\]

(6)

for given \((\varphi_T, \varphi_T, \Gamma)\) in \(L^2\). We recall the following result from [27] for future use.

**Proposition 2.** Let \(f \in L^2(\Omega_T), g \in L^2(\Gamma_T), Y_0 := (y_0, y_0, 1) \in \mathbb{L}^2\) and \((\varphi_T, \varphi_T, \Gamma) \in L^2\). Then the following assertions are true.

(a) There is a unique mild solution \(Y := (y, y_T) \in C([0, T]; \mathbb{L}^2)\) of (1). Moreover, \(Y\) belongs to \(E_1(\tau, T)\) and solves (1) strongly on \((\tau, T)\) with initial data \(Y(\tau)\), for each \(\tau \in (0, T)\). This mild solution is given by

\[
Y(t) = e^{\mathbb{A}}Y_0 + \int_0^t e^{\mathbb{A}(t-s)}(f(s), g(s)) ds, \quad t \in [0, T].
\]

(b) There is a constant \(C > 0\) such that for all data the mild solution \(Y\) satisfies

\[
\|Y\|_{C([0, T]; \mathbb{L}^2)} \leq C \left(\|Y_0\|_{\mathbb{L}^2} + \|f\|_{L^2(\Omega_T)} + \|g\|_{L^2(\Gamma_T)}\right). 
\]

(7)

(c) If \(Y_0 \in \mathbb{H}^1\), then the mild solution from (a) is the strong one.

(d) The backward adjoint system (6) admits a unique mild solution given by

\[
(\varphi(t), \varphi_T(t)) = e^{(T-t)\mathbb{A}}(\varphi_T, \varphi_T, \Gamma). \quad \text{It is the unique strong solution if } (\varphi_T, \varphi_T, \Gamma) \in \mathbb{H}^1.
\]

In order to absorb the normal derivative term in the proof of the Carleman inequality and obtain an explicit observability constant in terms of \(T\), we shall prove more accurate regularity estimates for the following adjoint system

\[
\begin{aligned}
- \partial_t \Phi(t) &= \mathbb{A} \Phi(t) + \mathcal{F}(t), & t \in (0, T), \\
\Phi(T) &= (0, 0),
\end{aligned}
\]

(8)

where \(\Phi := (\varphi, \varphi_T)\) and \(\mathcal{F} := (f, g)\).

**Proposition 3.** The following assertions hold

(i) if \(\mathcal{F} \in L^2(0, T; \mathbb{L}^2)\), then the solution \(\Phi\) of (8) satisfies

\[
\Phi \in L^2(0, T; \mathbb{H}^1),
\]

\[
\|\Phi\|_{L^2(0, T; \mathbb{H}^1)} \leq C(1 + T)\|\mathcal{F}\|_{L^2(0, T; \mathbb{L}^2)},
\]

(9)

where \(C > 0\) is independent of \(T\) and \(\mathcal{F}\).

(ii) if \(\mathcal{F} \in L^2(0, T; \mathbb{L}^2)\), then the solution \(\Phi\) of (8) satisfies

\[
\Phi \in L^2(0, T; \mathbb{H}^2) \cap H^1(0, T; \mathbb{L}^2),
\]

\[
\|\Phi\|_{L^2(0, T; \mathbb{H}^2)} + \|\partial_t \Phi\|_{L^2(0, T; \mathbb{L}^2)} \leq C(1 + T)\|\mathcal{F}\|_{L^2(0, T; \mathbb{L}^2)},
\]

(10)

(iii) if \(\mathcal{F} \in L^2(0, T; \mathbb{H}^2) \cap H^1(0, T; \mathbb{L}^2)\) and \(\mathcal{F}(T) = (0, 0)\), then the solution \(\Phi\) of (8) satisfies

\[
\Phi \in L^2(0, T; \mathbb{H}^4) \cap H^2(0, T; \mathbb{L}^2),
\]

\[
\|\Phi\|_{L^2(0, T; \mathbb{H}^4)} + \|\partial_t^2 \Phi\|_{L^2(0, T; \mathbb{L}^2)} \leq C(1 + T)\left(\|\mathcal{F}\|_{L^2(0, T; \mathbb{H}^2)} + \|\partial_t \mathcal{F}\|_{L^2(0, T; \mathbb{L}^2)}\right).
\]

(11)
Proof. By density, it suffices to consider a smooth source term so that the solution $\Phi$ is smooth. Next, we focus on the regularity estimates.

(i) Multiplying (6)$_1$ by $\varphi$ and (6)$_2$ by $\varphi_T$ and using Green formula and surface diverge formula, we obtain, for any $t \in (0, T)$, that

$$-\frac{1}{2} \partial_t \|\Phi(t)\|_{L^2}^2 + d \int_{\Omega} |\nabla \varphi(t)|^2 \, dx + \delta \int_{\Gamma} |\nabla \varphi_T(t)|^2 \, dS = \langle F(t), \Phi(t) \rangle_{L^2}.$$  \hspace{1cm} (12)

Integrating over $(t, T)$, we infer, for any $\varepsilon > 0$ and any $t \in (0, T)$, that

$$\|\Phi(t)\|_{L^2}^2 \leq 2 \int_{0}^{T} \langle F(t), \Phi(t) \rangle_{L^2} \, dt \leq 2 \int_{0}^{T} \|F(t)\|_{L^2} \|\Phi(t)\|_{L^2} \, dt \leq 2 \|F\|_{L^1(0,T;L^2)} \|\Phi\|_{C([0,T];L^2)} \leq C\varepsilon \|F\|_{L^2(0,T;L^2)}^2 + \varepsilon \|\Phi\|_{C([0,T];L^2)}^2,$$

Choosing $\varepsilon > 0$ small enough, we find that

$$\|\Phi\|_{C([0,T];L^2)}^2 \leq C \|F\|_{L^2(0,T;L^2)}^2,$$

Since

$$\|\Phi\|_{L^2(0,T;L^2)}^2 \leq T \|\Phi\|_{C([0,T];L^2)}^2 \quad \text{and} \quad \|F\|_{L^2(0,T;L^2)}^2 \leq T \|F\|_{L^2(0,T;L^2)}^2,$$

it follows that

$$\|\Phi\|_{L^2(0,T;L^2)} \leq \|F\|_{L^2(0,T;L^2)}.$$  \hspace{1cm} (13)

On the other hand, integrating (12) over $(0, T)$, we obtain

$$\min(d, \delta) \|\nabla \varphi, \nabla \varphi_T\|_{L^2(0,T;L^2)}^2 \leq \int_{0}^{T} \langle F(t), \Phi(t) \rangle_{L^2} \, dt.$$  \hspace{1cm} (14)

We have

$$2 \int_{0}^{T} \langle F(t), \Phi(t) \rangle_{L^2} \, dt \leq \|\Phi\|_{L^2(0,T;L^2)}^2 + \|F\|_{L^2(0,T;L^2)}^2,$$

This inequality with (13)-(14), yield

$$\|\Phi\|_{L^2(0,T;H^1)} \leq C(1 + T) \|F\|_{L^2(0,T;L^2)}.$$

(ii) For $t \in (0, T)$, we have

$$\int_{\Omega} f^2 \, dx = \int_{\Omega} (\partial_t \varphi + d \Delta \varphi)^2 \, dx$$

$$\quad = \int_{\Omega} |\partial_t \varphi|^2 \, dx - d \int_{\Omega} \partial_t |\nabla \varphi|^2 \, dx + 2d \int_{\Gamma} \partial_t \varphi_T \partial_t \varphi \, dS + d^2 \int_{\Omega} |\Delta \varphi|^2 \, dx,$$

$$\int_{\Gamma} g^2 \, dS = \int_{\Gamma} (\partial_t \varphi_T + \delta \Delta \varphi_T - d \partial_t \varphi)^2 \, dS$$

$$\quad = \int_{\Gamma} |\partial_t \varphi_T|^2 \, dS - \delta \int_{\Gamma} \partial_t |\nabla \varphi_T|^2 \, dS - 2d \int_{\Gamma} \partial_t \varphi_T \partial_t \varphi \, dS + \delta^2 \int_{\Gamma} |\Delta \varphi_T|^2 \, dS$$

$$\quad - 2d \delta \int_{\Gamma} \Delta \varphi_T \partial_t \varphi \, dS,$$
where we used Green’s formula and surface divergence formula. Adding up the two previous identities and integrating over \((0, T)\), we obtain
\[
\|\Phi\|_{L^2(0, T; H^2)}^2 + \|\partial_t \Phi\|_{L^2(0, T; L^2)}^2 \leq C(d, \delta) \left( \|\mathcal{F}\|_{L^2(0, T; L^2)}^2 + \|\varphi_T\|_{L^2(0, T; L^2(\Gamma))}^2 \right) + 2\delta \int_0^T \int_{\Gamma} |\Delta \varphi_T| |\partial_t \varphi_T| dS.
\]
The second term on the right-hand side can be estimated by (9). For the last term, we use Young’s inequality for \(\varepsilon > 0\) to write
\[
2 \int_0^T \int_{\Gamma} |\Delta \varphi_T| |\partial_t \varphi_T| dS \leq \varepsilon \int_0^T \int_{\Gamma} |\Delta \varphi_T|^2 dS + \frac{1}{\varepsilon} \int_0^T \int_{\Gamma} |\partial_t \varphi_T|^2 dS.
\]
Fixing \(\varepsilon\) small enough, the first term on the right-hand side can be estimated by the left-hand side of the penultimate estimate.

Next, it suffices to estimate the normal derivative term so that
\[
\|\partial_n \varphi\|_{L^2(\Gamma)}^2 \leq \varepsilon \|\partial_t \varphi\|_{L^2(\Omega)}^2 + \|\nabla T \varphi\|_{L^2(\Gamma)}^2 + C \|\nabla \varphi\|_{L^2(\Omega)}^2 + \|f\|_{L^2(\Omega)}^2,
\]
where \(\varepsilon > 0\) and \(C\) is a positive constant independent of \(T\). Indeed, since \(\Omega\) is of class \(C^2\), there exists \(N \in C^2(\overline{\Omega})^N\) (see [6, Lemma 2.3]) such that
\[
N(x) = \nu(x), \quad x \in \Gamma, \quad \text{and} \quad |N(x)| \leq 1, \quad x \in \Omega.
\]
Multiplying (6) by \(\nabla \varphi \cdot N\) and integrating over \(\Omega\), we obtain
\[
\int_\Omega \partial_t \varphi \nabla \varphi \cdot N \, dx + \int_\Omega \nabla \varphi \cdot N \, dx = \int_\Omega f \nabla \varphi \cdot N \, dx. \tag{15}
\]
By Green’s formula, we obtain
\[
\begin{align*}
- \int_\Omega \Delta \varphi \nabla \varphi \cdot N \, dx &= - \int_\Gamma |\partial_n \varphi|^2 dS + \int_\Omega \nabla \varphi \cdot \nabla (\nabla \varphi \cdot N) \, dx \\
&= - \int_\Gamma |\partial_n \varphi|^2 dS + \frac{1}{2} \int_\Gamma |\nabla \varphi|^2 \cdot N \, dx + \int_\Omega \nabla N \nabla \varphi \cdot \nabla \varphi \, dx \\
&= - \int_\Gamma |\partial_n \varphi|^2 dS + \frac{1}{2} \int_\Gamma |\nabla \varphi|^2 \, dS - \frac{1}{2} \int_\Omega \text{div} N |\nabla \varphi|^2 \, dx \\
&\quad + \int_\Omega \nabla N \nabla \varphi \cdot \nabla \varphi \, dx \\
&= \frac{1}{2} \int_\Gamma |\partial_n \varphi|^2 dS + \frac{1}{2} \int_\Gamma |\nabla \varphi|^2 \, dS - \frac{1}{2} \int_\Omega \text{div} N |\nabla \varphi|^2 \, dx \\
&\quad + \int_\Omega \nabla N \nabla \varphi \cdot \nabla \varphi \, dx, \tag{16}
\end{align*}
\]
where \(\nabla N = (\partial_i N_j)\) stands for the standard Jacobian matrix of \(N\).

Using (15) and (16), we obtain
\[
\|\partial_n \varphi\|_{L^2(\Gamma)}^2 \leq \varepsilon \|\partial_t \varphi\|_{L^2(\Omega)}^2 + \|\nabla T \varphi\|_{L^2(\Gamma)}^2 + C \|\nabla \varphi\|_{L^2(\Omega)}^2 + \|f\|_{L^2(\Omega)}^2.
\]
Let \(\varepsilon > 0\). Using Young’s inequality and the fact \(N \in C^2(\overline{\Omega})^N\), there exists a positive constant \(C\) independent of \(T\) such that
\[
\|\partial_n \varphi\|_{L^2(\Gamma)}^2 \leq \varepsilon \|\partial_t \varphi\|_{L^2(\Omega)}^2 + \|\nabla T \varphi\|_{L^2(\Gamma)}^2 + C \|\nabla \varphi\|_{L^2(\Omega)}^2 + \|f\|_{L^2(\Omega)}^2.
\]
This completes the proof of (ii).

(iii) We set $\Psi = \partial_t \Phi$. Differentiating (8) in time $t$, we see that $\Psi$ solves the same system (8) with source term $\partial_t F$. Then by (ii), we have

$$
\|\partial_t \Phi\|_{L^2(0,T;\mathbb{R}^2)} + \|\partial^2_t \Phi\|_{L^2(0,T;\mathbb{R}^2)} \leq C(1 + T)\|\partial_t F\|_{L^2(0,T;\mathbb{R}^2)}.
$$

(17)

On the other hand, $(\varphi, \varphi)$ solves the following problem

$$
\begin{cases}
  d\Delta \varphi = -f - \partial_t \varphi, & \text{in } \Omega, \\
  \delta\Delta \Gamma \varphi - d\partial_\nu \varphi - \varphi = -g - \partial_t \varphi - \varphi, & \text{on } \Gamma, \\
  \varphi = \varphi|_\Gamma, & \text{on } \Gamma.
\end{cases}
$$

Then inequality (5) implies that

$$
\|\Phi\|_{H^4} \leq C (\|F\|_{H^2} + \|\partial_t \Phi\|_{H^2} + \|\Phi\|_{H^2}).
$$

Integrating over $(0,T)$ and combining the resulting inequality with (10) and (17), we obtain the desired estimate.

□

Remark 1. We emphasize that a similar regularity result to Proposition 3 can be obtained by classical semigroup theory and Lemma 2.1, see, for instance, Theorems 2.3 and 2.4 in [11]. However, the dependence with respect to the terminal time $T$ would not be explicit enough to infer an explicit observability constant.

3. The Carleman estimate

In this section, we prove a boundary Carleman estimate for the homogeneous backward adjoint problem (6), which is the key tool to prove the boundary null controllability of system (1).

In the following lemma, we recall a weight function needed for the global boundary Carleman estimate. We refer to [32, Lemma 2.1] for a precise statement and also for the proof.

Lemma 3.1 (see [18]). Given a nonempty relatively open set $\gamma \subseteq \Gamma^0 \subseteq \Gamma$, there is a function $\eta \in C^2(\overline{\Omega})$ such that

$$
\begin{array}{ll}
(i) & \eta > 0 \quad \text{in } \Omega, \\
(ii) & |\nabla \eta| \geq c_0 > 0 \quad \text{in } \overline{\Omega}, \\
(iii) & \partial_\nu \eta \leq -c_0 \quad \text{on } \Gamma \setminus \gamma, \\
(iv) & \eta = 0, \nabla \Gamma \eta = 0 \quad \text{on } \Gamma \setminus \gamma.
\end{array}
$$

(18)

Let $\gamma \subseteq \Gamma^0$ be a relatively open and non-empty, and let $\eta$ be as above. We then define the weight functions $\alpha$ and $\xi$ by

$$
\begin{align*}
\theta(t) &= \frac{1}{t(T-t)}, & t \in (0, T), \\
\alpha(t, x) &= \theta(t) \left( e^{2\lambda \eta} - e^{\lambda \eta(x)} \right), & (t, x) \in \overline{\Omega}_T, \\
\xi(t, x) &= \theta(t) e^{\lambda \eta(x)}, & (t, x) \in \overline{\Omega}_T,
\end{align*}
$$

(19)

where $\lambda > 1$ is a sufficiently large parameter. The weights $\alpha$ and $\xi$ are of class $C^2$, strictly positive on $\overline{\Omega}_T$, and blow up at $t = 0$ and $t = T$. Moreover, we have the following formulas:

- On $\Gamma$, $\nabla \Gamma \alpha = -\lambda \xi \nabla \Gamma \eta$ and $\Delta \Gamma \alpha = -\lambda \xi \Delta \Gamma \eta - \lambda^2 \xi \|
\nabla \Gamma \eta\|^2$. 

Next, we state the Carleman estimate. In the proof, we follow the strategy of Lemma 3.2 of [27].

**Lemma 3.2 (Boundary Carleman estimate).** There exist two positive constants $C = C \left( \Omega, \Gamma^0 \right)$ and $\lambda_1 = C \left( \Omega, \Gamma^0 \right) \geq 1$ that are independent of $T$, and a positive constant $s_1 = C \left( \Omega, \Gamma^0 \right) \left( T + T^{8/3} \right)$ such that the strong solution $(\varphi, \varphi_T) \in E_1$ of the backward system (6) satisfies

\[
s^{-1} \int_{\Omega_T} e^{-2s_0 \xi} (|\partial_t \varphi|^2 + |\Delta \varphi|^2) \, dx \, dt + s\lambda^2 \int_{\Omega_T} e^{-2s_0 \xi} |\nabla \varphi|^2 \, dx \, dt
\]

\[
+ s^{-1} \int_{\Gamma_T} e^{-2s_0 \xi} (|\partial_t \varphi|^2 + |\Delta_{\Gamma} \varphi_T|^2) \, dS \, dt + s\lambda \int_{\Gamma_T} e^{-2s_0 \xi} |\nabla_{\Gamma} \varphi_T|^2 \, dS \, dt
\]

\[
+ s^3 \lambda^4 \int_{\Omega_T} e^{-2s_0 \xi} |\varphi|^2 \, dx \, dt + s^3 \lambda^3 \int_{\Gamma_T} e^{-2s_0 \xi} |\varphi_T|^2 \, dS \, dt
\]

\[
+ s\lambda \int_{\Gamma_T} e^{-2s_0 \xi} |\partial_\nu \varphi|^2 \, dS \, dt
\]

\[
\leq Cs^6 \lambda^6 \int_{\Gamma_T} e^{-s_0 \xi} |\varphi_T|^2 \, dS \, dt
\]

(20)

for all $\lambda \geq \lambda_1$, $s \geq s_1$.

In the following remark, we highlight a few facts about the boundary Carleman inequality (20).

**Remark 2.** It is worth to mention that:

- In the boundary Carleman inequality for the classical heat equation, the local term

\[
s\lambda \int_{\Gamma_T} e^{-2s_0 \xi} (|\partial_t \eta|^2 + |\Delta_{\nu} \varphi|^2) \, dS \, dt
\]

(21)

naturally appears in the right-hand side of the Carleman estimate, see, for instance, [9, Théorème 3.4]. A main difficulty in comparison with the classical boundary conditions is that, in our case, we must absorb the normal derivative term (21) by the left-hand side of (20). This will be done by using the regularity estimates stated in Section 2. The underlying term has been easily transmitted to the left-hand side of (20) in the case of internal controllability, since in that case the weight function satisfies $\partial_\nu \eta^0 < 0$ on whole $\Gamma$.

- In contrast to the interior weight function used in [27] for dynamic boundary conditions, the boundary weight function $\eta$ is not null on $\Gamma$, which makes the situation a bit more complicated by adding several new boundary terms in the proof of the Carleman estimate.

**Proof of Lemma 3.2.** By a density argument, it suffices to consider smooth solutions $\varphi \in C^\infty \left( [0, T] \times \Omega \right)$. We will often write $\varphi$ instead of $\varphi_T$. Throughout the proof, $C$ will denote a generic constant which does not depend on $\lambda$, $s$ and $\varphi$.

We will also shorten some calculations done in [27] and will pay a special attention to terms that need to be treated differently.
Step 1. Change of variables. Let \( \varphi \in C^\infty ([0, T] \times \bar{\Omega}) \) satisfying (6), \( \lambda \geq \lambda_1 \geq 1 \) and \( s \geq s_1 \geq 1 \) be given. We consider the change of variable \( \psi := e^{-s\alpha}\varphi \). Simple calculations yield that
\[
\begin{align*}
\nabla \psi &= -\nabla \xi = -\lambda \xi \nabla \eta, \\
\Delta \psi &= -\lambda^2 \xi \nabla \eta^2 - \lambda \xi \Delta \eta, \\
\partial_t \psi &= e^{-s\alpha} \partial_t \varphi - s\psi \partial_t \alpha,
\end{align*}
\]
(22)
\[
\begin{align*}
\psi &= e^{-s\alpha} \psi - s\psi \Delta \alpha = e^{-s\alpha} \nabla \varphi + s\lambda \psi \xi \nabla \eta,
\end{align*}
\]
(23)
Then the equation fulfilled by \( \psi \) in \( \Omega_T \) is given by
\[
\partial_t \psi + d\Delta \psi = -s\psi \partial_t \alpha + ds\lambda^2 \nabla \psi \xi \nabla \eta^2 + ds\lambda \xi \psi \nabla \psi \cdot \nabla \eta - ds^2 \lambda^2 \psi^2 \nabla \xi |\nabla \eta|^2.
\]
(24)
Similarly, on \( \Gamma_T \) we obtain
\[
\begin{align*}
\partial_t \psi + \delta \Delta_\Gamma \psi - d\partial_t \psi &= -s\psi \partial_t \alpha - \delta s\psi \Delta_\Gamma \alpha - 2ds \nabla_\Gamma \psi \cdot \nabla_\Gamma \alpha + s\psi \partial_t \alpha \\
&= -s\psi \partial_t \alpha + \delta s\lambda \xi \psi \nabla_\Gamma \eta^2 + 2\delta s\lambda \xi \nabla_\Gamma \psi \cdot \nabla_\Gamma \eta - \delta s^2 \lambda^2 \xi^2 \psi |\nabla_\Gamma \eta|^2 \\
&- ds\lambda \xi \psi \nabla \partial_t \eta.
\end{align*}
\]
(25)
Following the decomposition in [27], we write the identities (24) and (25) as
\[
M_1 \psi + M_2 \psi = \tilde{f} \quad \text{in} \quad \Omega_T, \quad N_1 \psi + N_2 \psi = \tilde{g} \quad \text{on} \quad \Gamma_T,
\]
(26)
where
\[
\begin{align*}
M_1 \psi &= -2ds \lambda^2 \xi \psi |\nabla \eta|^2 - 2ds \lambda \xi \nabla \psi \cdot \nabla \eta + \partial_t \psi = (M_1 \psi)_1 + (M_1 \psi)_2 + (M_1 \psi)_3, \\
M_2 \psi &= ds^2 \lambda^2 \xi^2 \psi |\nabla \eta|^2 + d\Delta \psi + s\psi \partial_t \alpha = (M_2 \psi)_1 + (M_2 \psi)_2 + (M_2 \psi)_3, \\
N_1 \psi &= -2\delta s\lambda \xi \psi |\nabla_\Gamma \eta|^2 - 2\delta s\lambda \xi \nabla_\Gamma \psi \cdot \nabla_\Gamma \eta + \partial_t \psi + ds \lambda \xi \psi \nabla_\partial \partial_t \eta \\
&= (N_1 \psi)_1 + (N_1 \psi)_2 + (N_1 \psi)_3 + (N_1 \psi)_4, \\
N_2 \psi &= \delta s^2 \lambda^2 \psi^2 |\nabla_\Gamma \eta|^2 + \delta \Delta_\Gamma \psi + s\psi \partial_t \alpha - d\partial_t \psi = (N_2 \psi)_1 + (N_2 \psi)_2 + (N_2 \psi)_3 + (N_2 \psi)_4, \\
\tilde{f} &= ds \lambda \xi \psi \nabla \eta - ds^2 \lambda^2 \psi \xi |\nabla \eta|^2, \\
\tilde{g} &= \delta s \lambda \xi \psi \nabla_\Gamma \eta - \delta s^2 \lambda^2 \psi \xi |\nabla_\Gamma \eta|^2.
\end{align*}
\]
Applying \( \| \cdot \|_{L^2(\Omega_T)} \) resp. \( \| \cdot \|_{L^2(\Gamma_T)} \) to the equations in (26) and adding the resulting identities, we obtain
\[
\begin{align*}
\| \tilde{f} \|^2_{L^2(\Omega_T)} + \| \tilde{g} \|^2_{L^2(\Gamma_T)} &= \| M_1 \psi \|^2_{L^2(\Omega_T)} + \| M_2 \psi \|^2_{L^2(\Omega_T)} + \| N_1 \psi \|^2_{L^2(\Gamma_T)} + \| N_2 \psi \|^2_{L^2(\Gamma_T)} \\
&+ \sum_{i,j} \langle (M_1 \psi)_i, (M_2 \psi)_j \rangle_{L^2(\Omega_T)} + 2 \sum_{i,j} \langle (N_1 \psi)_i, (N_2 \psi)_j \rangle_{L^2(\Gamma_T)}.
\end{align*}
\]
(27)
Step 2. Estimating the mixed terms from below. First, we expand the mixed terms in (27) by using, several times, integration by parts with respect to \( t \), Green formula over \( \Omega \) and the surface divergence theorem on \( \Gamma \).
The first term is nonpositive
\[ \langle (M_1 \psi)_1, (M_2 \psi)_1 \rangle_{L^2(\Omega_T)} = -2d^2s^3\lambda^4 \int_{\Omega_T} |\nabla \eta|^4 \xi^3 \psi^2 \, dx \, dt. \]

Using integration by parts with (22), we derive
\[
\langle (M_1 \psi)_2, (M_2 \psi)_1 \rangle_{L^2(\Omega_T)} = 3d^2s^3\lambda^4 \int_{\Omega_T} |\nabla \eta|^4 \xi^3 \psi^2 \, dx \, dt + d^2s^3\lambda^3 \int_{\Omega_T} \Delta \eta |\nabla \eta|^2 \xi^3 \psi^2 \, dx \, dt \\
+ d^2s^3\lambda^3 \int_{\Omega_T} (\nabla (|\nabla \eta|^2) \cdot \nabla \eta) \xi^3 \psi^2 \, dx \, dt - d^2s^3\lambda^3 \int_{\Gamma_T} |\nabla \eta|^2 \xi^3 \partial_\nu \eta \psi^2 \, dS \, dt.
\]

Integrating by parts in \( t \) and using \( \psi(0) = \psi(T) = 0 \), we obtain
\[ \langle (M_1 \psi)_3, (M_2 \psi)_1 \rangle_{L^2(\Omega_T)} = -ds^2\lambda^2 \int_{\Omega_T} |\nabla \eta|^2 \partial_t \xi \psi^2 \, dx \, dt. \]

Integration by parts yields
\[
\langle (M_1 \psi)_1, (M_2 \psi)_2 \rangle_{L^2(\Omega_T)} = 2d^2s^2\lambda^2 \int_{\Omega_T} |\nabla \eta|^2 \xi |\nabla \psi|^2 \, dx \, dt + 2d^2s^2\lambda^2 \int_{\Omega_T} \xi |\nabla (\nabla \eta)| \cdot \nabla \psi \, dx \, dt \\
+ 2d^2s^2\lambda^2 \int_{\Omega_T} |\nabla \eta|^2 \xi \nabla \eta \cdot \nabla \psi \, dx \, dt - 2d^2s^2\lambda^2 \int_{\Gamma_T} |\nabla \eta|^2 \xi \psi \partial_\nu \psi \, dS \, dt.
\]

The next summand is given by
\[ \langle (M_1 \psi)_2, (M_2 \psi)_2 \rangle_{L^2(\Omega_T)} = -2d^2s^2 \int_{\Gamma_T} \nabla \eta \cdot \nabla \psi \partial_\nu \psi \, dS \, dt + 2d^2s^2 \lambda \int_{\Omega_T} \xi |\nabla \eta| \nabla \psi \, dx \, dt \\
+ 2d^2s^2\lambda^2 \int_{\Omega_T} \xi |\nabla \eta| \nabla \psi |^2 \, dx \, dt + d^2s^2 \lambda \int_{\Omega_T} \nabla \eta \cdot |\nabla \psi|^2 \xi \, dx \, dt,
\]

using integration by parts and (22). Here, \( \nabla^2 \eta \) stands for the standard Hessian matrix of the function \( \eta \). For the last term in (28), integration by parts and (22) yield
\[ d^2s^2 \lambda \int_{\Omega_T} \nabla \eta \cdot |\nabla \psi|^2 \xi \, dx \, dt \\
= d^2s^2 \lambda \int_{\Gamma_T} \partial_\nu \eta |\nabla \psi|^2 \xi \, dS \, dt - d^2s^2\lambda^2 \int_{\Omega_T} \xi |\nabla \eta|^2 |\nabla \psi|^2 \, dx \, dt \\
- d^2s^2 \lambda \int_{\Gamma_T} \xi \Delta \eta |\nabla \psi|^2 \, dx \, dt.
\]

Next,
\[ -2d^2s^2 \lambda \int_{\Gamma_T} \xi \nabla \eta \cdot \nabla \psi \partial_\nu \psi \, dS \, dt \\
= -2d^2s^2 \lambda \int_{\Gamma_T} \xi (\nabla \Gamma \eta + (\partial_\nu \eta) \nu) \cdot (\nabla \Gamma \psi + (\partial_\nu \psi) \nu) \partial_\nu \psi \, dS \, dt \\
= -2d^2s^2 \lambda \int_{\Gamma_T} \xi \partial_\nu \eta (\partial_\nu \psi)^2 \, dS \, dt - 2d^2s^2 \lambda \int_{\Gamma_T} \xi \partial_\nu \psi (\nabla \Gamma \eta \cdot \nabla \Gamma \psi) \, dS \, dt.
\]
Since $\nabla \psi$ vanishes at $t = 0$ and $t = T$ in view of (23), we obtain

$$
\langle (M_1 \psi)_3, (M_2 \psi)_2 \rangle_{L^2(\Omega_T)} = d \int_{\Gamma_T} \partial_1 \psi \partial_3 \psi \, dS \, dt.
$$

(29)

$$
\langle (M_1 \psi)_1, (M_2 \psi)_3 \rangle_{L^2(\Omega_T)} = -2\delta s^2 \lambda^2 \int_{\Omega_T} |\nabla \eta|^2 \partial_t \alpha \psi^2 \, dx \, dt.
$$

Integration by parts and (22) imply

$$
\langle (M_3 \psi)_2, (M_2 \psi)_3 \rangle_{L^2(\Omega_T)}
= -ds^2 \lambda \int_{\Gamma_T} \partial_\alpha \xi \partial_\eta \eta \psi^2 \, dS \, dt + ds^2 \lambda \int_{\Omega_T} \nabla (\partial_\alpha \alpha) \cdot \nabla \eta \xi \psi^2 \, dx \, dt
+ ds^2 \lambda^2 \int_{\Omega_T} \partial_\alpha \xi |\nabla \eta|^2 \psi^2 \, dx \, dt + ds^2 \lambda \int_{\Omega_T} \partial_\alpha \xi \Delta \eta \psi^2 \, dx \, dt.
$$

Integrating by parts with respect to $t$, we can derive

$$
\langle (M_1 \psi)_3, (M_2 \psi)_3 \rangle_{L^2(\Omega_T)} = -\frac{s}{2} \int_{\Omega_T} \partial_\alpha^2 \alpha \psi^2 \, dx \, dt,
$$

(30)

since $\psi$ vanishes at the endpoints.

We now consider the boundary terms $N_1$ and $N_2$, employing the surface divergence theorem (2) several times, we have

$$
\langle (N_1 \psi)_1, (N_2 \psi)_1 \rangle_{L^2(\Gamma_T)} = -2\delta s^3 \lambda^4 \int_{\Gamma_T} |\nabla \Gamma \eta|^4 \xi^3 \psi^2 \, dS \, dt.
$$

Using integration by parts, we further derive

$$
\langle (N_1 \psi)_2, (N_2 \psi)_1 \rangle_{L^2(\Gamma_T)} = -\delta s^3 \lambda^3 \int_{\Gamma_T} |\nabla \Gamma \eta|^2 \xi^3 \nabla \Gamma \eta \cdot \nabla (\psi^2) \, dS \, dt
= \delta s^3 \lambda^3 \int_{\Gamma_T} \text{div}_T (|\nabla \Gamma \eta|^2 \xi^3 \nabla \Gamma \eta) \psi^2 \, dS \, dt
= 3\delta s^3 \lambda^4 \int_{\Gamma_T} |\nabla \Gamma \eta|^4 \xi^3 \psi^2 \, dS \, dt + \delta s^3 \lambda^3 \int_{\Gamma_T} \Delta \Gamma \eta |\nabla \Gamma \eta|^2 \xi^3 \psi^2 \, dS \, dt
+ \delta s^3 \lambda^3 \int_{\Gamma_T} (\nabla \Gamma (|\nabla \Gamma \eta|^2) \cdot \nabla \Gamma \eta) \xi^3 \psi^2 \, dS \, dt.
$$

Therefore

$$
\langle (N_1 \psi)_1, (N_2 \psi)_1 \rangle_{L^2(\Gamma_T)} + \langle (N_1 \psi)_2, (N_2 \psi)_1 \rangle_{L^2(\Gamma_T)}
= \delta s^3 \lambda^4 \int_{\Gamma_T} |\nabla \Gamma \eta|^4 \xi^3 \psi^2 \, dS \, dt + \delta s^3 \lambda^3 \int_{\Gamma_T} \Delta \Gamma \eta |\nabla \Gamma \eta|^2 \xi^3 \psi^2 \, dS \, dt
+ \delta s^3 \lambda^3 \int_{\Gamma_T} (\nabla \Gamma (|\nabla \Gamma \eta|^2) \cdot \nabla \Gamma \eta) \xi^3 \psi^2 \, dS \, dt.
$$

(31)

$$
\langle (N_1 \psi)_3, (N_2 \psi)_1 \rangle_{L^2(\Gamma_T)} = \frac{\delta}{2} s^2 \lambda^2 \int_{\Gamma_T} \partial_t (\psi^2) \xi^2 |\nabla \Gamma \eta|^2 \, dS \, dt
= -\delta s^2 \lambda^2 \int_{\Gamma_T} |\nabla \Gamma \eta|^2 \partial_t \xi \psi^2 \, dS \, dt.
$$
The next terms are given by

\[
\langle (N_1 \psi)_4, (N_2 \psi)_1 \rangle_{L^2(\Gamma_T)} = d\delta s^3 \lambda^3 \int_{\Gamma_T} \xi^3 \partial_{\nu \eta} |\nabla_{\Gamma \eta}|^2 \psi^2 dS dt.
\]

\[
\langle (N_1 \psi)_1, (N_2 \psi)_2 \rangle_{L^2(\Gamma_T)} = -2\delta^2 s^2 \lambda^2 \int_{\Gamma_T} |\nabla_{\Gamma \eta}|^2 \xi \psi \Delta_{\Gamma \psi} dS dt
\]

\[
= 2\delta^2 s^2 \lambda^2 \int_{\Gamma_T} \nabla_{\Gamma} (\xi \psi |\nabla_{\Gamma \eta}|^2) \cdot \nabla_{\Gamma \psi} dS dt
\]

\[
= 2\delta^2 s^2 \lambda^2 \int_{\Gamma_T} |\nabla_{\Gamma \eta}|^2 \xi |\nabla_{\Gamma \psi}|^2 dS dt + 2\delta^2 s^2 \lambda^2 \int_{\Gamma_T} \xi \psi |\nabla_{\Gamma \eta}|^2 \cdot \nabla_{\Gamma \psi} dS dt
\]

\[
+ 2\delta^2 s^3 \lambda^3 \int_{\Gamma_T} |\nabla_{\Gamma \eta}|^2 \psi (\nabla_{\Gamma \eta} \cdot \nabla_{\Gamma \psi}) dS dt.
\]

\[
\langle (N_1 \psi)_2, (N_2 \psi)_2 \rangle_{L^2(\Gamma_T)} = -2\delta^2 s \lambda \int_{\Gamma_T} (\nabla_{\Gamma \eta} \cdot \nabla_{\Gamma \psi}) \xi \Delta_{\Gamma \psi} dS dt
\]

\[
= 2\delta^2 s \lambda \int_{\Gamma_T} \nabla_{\Gamma} ((\nabla_{\Gamma \eta} \cdot \nabla_{\Gamma \psi}) \xi) \cdot \nabla_{\Gamma \psi} dS dt
\]

\[
= 2\delta^2 s \lambda \int_{\Gamma_T} \xi (\nabla_{\Gamma \eta} \nabla_{\Gamma \psi}) \cdot \nabla_{\Gamma \psi} dx dt + 2\delta^2 s \lambda^2 \int_{\Gamma_T} \xi |\nabla_{\Gamma \eta} \cdot \nabla_{\Gamma \psi}|^2 dS dt
\]

\[
+ \delta^s s \lambda \int_{\Gamma_T} \xi \nabla_{\Gamma \eta} \cdot \nabla_{\Gamma \psi} |\nabla_{\Gamma \psi}|^2 dS dt
\]

\[
= 2\delta^2 s \lambda \int_{\Gamma_T} \xi (\nabla_{\Gamma \eta} \nabla_{\Gamma \psi}) \cdot \nabla_{\Gamma \psi} dx dt + 2\delta^2 s \lambda^2 \int_{\Gamma_T} \xi |\nabla_{\Gamma \eta} \cdot \nabla_{\Gamma \psi}|^2 dS dt
\]

\[
- \delta^s s \lambda \int_{\Gamma_T} \text{div}_{\Gamma} (\xi \nabla_{\Gamma \eta}) |\nabla_{\Gamma \psi}|^2 dS dt
\]

\[
= 2\delta^2 s \lambda \int_{\Gamma_T} \xi (\nabla_{\Gamma \eta} \nabla_{\Gamma \psi}) \cdot \nabla_{\Gamma \psi} dx dt + 2\delta^2 s \lambda^2 \int_{\Gamma_T} \xi |\nabla_{\Gamma \eta} \cdot \nabla_{\Gamma \psi}|^2 dS dt
\]

\[
- \delta^s s \lambda \int_{\Gamma_T} \xi |\nabla_{\Gamma \eta}|^2 |\nabla_{\Gamma \psi}|^2 dS dt - \delta^s s \lambda \int_{\Gamma_T} \xi \Delta_{\Gamma \eta} |\nabla_{\Gamma \psi}|^2 dS dt.
\]

Since \( \psi(0) = \psi(T) = 0 \), we have

\[
\langle (N_1 \psi)_3, (N_2 \psi)_2 \rangle_{L^2(\Gamma_T)} = 0.
\]

Moreover, using \( \nabla_{\Gamma} \xi = \lambda \xi \nabla_{\Gamma \eta} \), one has

\[
\langle (N_1 \psi)_4, (N_2 \psi)_2 \rangle_{L^2(\Gamma_T)}
\]

\[
= -d\delta s \lambda \int_{\Gamma_T} \xi \psi (\nabla_{\Gamma} \partial_{\nu \eta}, \nabla_{\Gamma \psi}) dS dt - d\delta s \lambda \int_{\Gamma_T} \partial_{\nu \eta} \xi \psi |\nabla_{\Gamma \psi}|^2 dS dt
\]

\[
- d\delta s \lambda^2 \int_{\Gamma_T} \partial_{\nu \eta} \xi \psi \nabla_{\Gamma \eta} \cdot \nabla_{\Gamma \psi} dS dt.
\]

\[
\langle (N_1 \psi)_1, (N_2 \psi)_3 \rangle_{L^2(\Gamma_T)} = -2\delta^s s \lambda^2 \int_{\Gamma_T} |\nabla_{\Gamma \eta}|^2 \partial_\alpha \xi \psi^2 dS dt.
\]
Integration by parts and (22) imply
\[
\langle (N_1 \psi)_2, (N_2 \psi)_3 \rangle_{L^2(\Gamma_T)} = -\delta s^2 \lambda \int_{\Gamma_T} \partial_t \alpha \xi \nabla \eta \cdot \nabla (\psi^2) \, dS \, dt \\
= \delta s^2 \lambda \int_{\Gamma_T} \text{div}_T (\partial_t \alpha \xi \nabla \eta) \psi^2 \, dS \, dt \\
= \delta s^2 \lambda \int_{\Gamma_T} \nabla (\partial_t \alpha) \cdot \nabla \eta \xi \psi^2 \, dS \, dt \\
+ \delta s^2 \lambda^2 \int_{\Gamma_T} \partial_t \alpha \xi |\nabla \eta|^2 \psi^2 \, dS \, dt + \delta s^2 \lambda \int_{\Gamma_T} \partial_t \alpha \xi \Delta \eta \psi^2 \, dS \, dt.
\]
Hence
\[
\langle (N_1 \psi)_3, (N_2 \psi)_3 \rangle_{L^2(\Gamma_T)} = -\frac{s}{2} \int_{\Gamma_T} \partial_t^2 \alpha (\psi^2) \, dS \, dt. \\
\langle (N_1 \psi)_4, (N_2 \psi)_3 \rangle_{L^2(\Gamma_T)} = ds \lambda \int_{\Gamma_T} \partial_t \eta \partial_t \alpha \xi \psi^2 \, dS \, dt. \\
\langle (N_1 \psi)_1, (N_2 \psi)_4 \rangle_{L^2(\Gamma_T)} = 2d \delta s \lambda^2 \int_{\Gamma_T} \xi \psi \partial_t \psi |\nabla \eta|^2 \, dS \, dt. \\
\langle (N_1 \psi)_2, (N_2 \psi)_4 \rangle_{L^2(\Gamma_T)} = 2d \delta s \lambda \int_{\Gamma_T} \xi \partial_t \psi (\nabla \varphi \psi \cdot \nabla \eta) \, dS \, dt. \\
\langle (N_1 \psi)_3, (N_2 \psi)_4 \rangle_{L^2(\Gamma_T)} = -d \int_{\Gamma_T} \partial_t \psi \partial_t \psi \, dS \, dt.
\]
The last term cancels with the one from (29). Next,
\[
\langle (N_1 \psi)_4, (N_2 \psi)_4 \rangle_{L^2(\Gamma_T)} = -d^2 s \lambda \int_{\Gamma_T} \xi \partial_t \eta \partial_t \psi \, dS \, dt. \tag{33}
\]
Summing up all terms together, we derive
\[
\sum_{i,j} \langle (M_1 \psi)_i, (M_2 \psi)_j \rangle_{L^2(\Omega_T)} \\
= d^2 s^3 \lambda^4 \int_{\Omega_T} |\nabla \eta|^4 \xi^3 \psi^2 \, dx \, dt + d^2 s^3 \lambda^3 \int_{\Omega_T} \Delta \eta |\nabla \eta|^2 \xi^3 \psi^2 \, dx \, dt \\
+ d^2 s^3 \lambda^3 \int_{\Omega_T} (\nabla (|\nabla \eta|^2) \cdot \nabla \eta) \xi^3 \psi^2 \, dx \, dt \\
- ds^2 \lambda^2 \int_{\Omega_T} |\nabla \eta|^2 \partial_t \alpha \xi \psi^2 \, dx \, dt + ds^2 \lambda \int_{\Omega_T} \nabla (\partial_t \alpha) \cdot \nabla \eta \xi \psi^2 \, dx \, dt \\
+ ds^2 \lambda \int_{\Omega_T} \partial_t \alpha \xi \Delta \eta \psi^2 \, dx \, dt - \frac{s}{2} \int_{\Omega_T} \partial_t^2 \alpha \psi^2 \, dx \, dt \\
+ d^2 s^2 \lambda^2 \int_{\Omega_T} \xi |\nabla \eta|^2 |\nabla \psi|^2 \, dx \, dt + 2d^2 s \lambda^2 \int_{\Omega_T} \xi \psi \nabla (|\nabla \eta|^2) \cdot \nabla \psi \, dx \, dt \\
+ 2d^2 s^3 \lambda \int_{\Omega_T} |\nabla \eta|^2 \xi \nabla \eta \cdot \nabla \psi \, dx \, dt + 2d^2 s \lambda \int_{\Omega_T} \xi \nabla (\nabla \eta \nabla \psi) \cdot \nabla \psi \, dx \, dt \\
- d^2 s \lambda \int_{\Omega_T} \xi \Delta |\nabla \psi|^2 \, dx \, dt + 2d^2 s^2 \lambda \int_{\Omega_T} \xi |\nabla \eta \cdot \nabla \psi|^2 \, dx \, dt \\
- d^2 s^3 \lambda^3 \int_{\Gamma_T} |\nabla \eta|^2 \xi^3 \partial_t \eta \psi^2 \, dS \, dt - 2d^2 s^2 \lambda \int_{\Gamma_T} |\nabla \eta|^2 \xi \psi \partial_t \psi \, dS \, dt.
\[ -d^2 s \lambda \int_{\Gamma_T} \xi \partial_\nu \eta (\partial_\nu \psi)^2 \, dS \, dt + d^2 s \lambda \int_{\Gamma_T} \partial_\nu \eta |\nabla_\Gamma \psi|^2 \xi \, dS \, dt \]
\[ -2d^2 s \lambda \int_{\Gamma_T} \xi \partial_\nu \psi (\nabla_\Gamma \eta \cdot \nabla_\Gamma \psi) \, dS \, dt + d \int_{\Gamma_T} \partial_\nu \psi \partial_\nu \psi \, dS \, dt \]
\[ -d s^2 \lambda \int_{\Gamma_T} \partial_\alpha \xi \partial_\nu \eta \psi^2 \, dS \, dt \]
\[ = \sum_{k=1}^{14} J_k + \sum_{k=1}^{7} B_{1,k} \sum_{i,j} ((N_1 \psi)_i, (N_2 \psi)_j)_{L^2(\Gamma_T)} \]
\[ = \delta^2 s^3 \lambda^4 \int_{\Gamma_T} |\nabla_\Gamma \eta|^4 \xi^3 \psi^2 \, dS \, dt + \delta^2 s^3 \lambda^3 \int_{\Gamma_T} \Delta_\Gamma \eta |\nabla_\Gamma \eta|^2 \xi^3 \psi^2 \, dS \, dt \]
\[ + \delta^2 s^3 \lambda^3 \int_{\Gamma_T} (\nabla_\Gamma (|\nabla_\Gamma \eta|^2) \cdot \nabla_\Gamma \eta) \xi^3 \psi^2 \, dS \, dt - \delta s^2 \lambda^2 \int_{\Gamma_T} |\nabla_\Gamma \eta|^2 \partial_\alpha \xi \psi^2 \, dS \, dt \]
\[ - \delta s^2 \lambda^2 \int_{\Gamma_T} |\nabla_\Gamma \eta|^2 \partial_\alpha \xi \psi^2 \, dS \, dt + \delta s^2 \lambda \int_{\Gamma_T} \nabla_\Gamma (\partial_\alpha \xi) \cdot \nabla_\Gamma \eta \xi \psi^2 \, dS \, dt \]
\[ + \delta s^2 \lambda \int_{\Gamma_T} \partial_\alpha \xi \Delta_\Gamma \eta \psi^2 \, dS \, dt - \frac{s}{2} \int_{\Gamma_T} \partial_\alpha^2 \psi \, dS \, dt \]
\[ + \delta^2 s^3 \lambda^2 \int_{\Gamma_T} \xi |\nabla_\Gamma \eta|^2 \psi \, dS \, dt + 2 \delta^2 s^3 \lambda^2 \int_{\Gamma_T} \xi \psi |\nabla_\Gamma \eta|^2 \psi \, dS \, dt \]
\[ + 2 \delta^2 s^3 \lambda^2 \int_{\Gamma_T} |\nabla_\Gamma \eta|^2 \psi (\nabla_\Gamma \eta \cdot \nabla_\Gamma \psi) \, dS \, dt + 2 \delta^3 s \lambda \int_{\Gamma_T} \xi \left( \nabla_\Gamma^2 \eta \nabla_\Gamma \psi \right) \cdot \nabla_\Gamma \psi \, dS \, dt \]
\[ - \delta^2 s \lambda \int_{\Gamma_T} \xi \Delta_\Gamma \eta \psi \, dS \, dt + \delta^3 s^2 \lambda^2 \int_{\Gamma_T} \xi |\nabla_\Gamma \eta| \cdot \nabla_\Gamma \eta \cdot \nabla_\Gamma \psi \, dS \, dt \]
\[ + d \delta s^3 \lambda^3 \int_{\Gamma_T} \xi^3 \partial_\eta \xi |\nabla_\Gamma \psi|^2 \, dS \, dt + 2 d \delta s^3 \lambda^2 \int_{\Gamma_T} \xi \psi \partial_\eta \psi |\nabla_\Gamma \eta|^2 \, dS \, dt \]
\[ - d \delta s \lambda \int_{\Gamma_T} \partial_\eta \psi \xi \psi \nabla_\Gamma \psi \, dS \, dt + 2 d \delta s \lambda \int_{\Gamma_T} \xi \partial_\eta \psi (\nabla_\Gamma \eta \cdot \nabla_\Gamma \psi) \, dS \, dt \]
\[ - d \int_{\Gamma_T} \partial_\eta \psi \partial_\nu \psi \, dS \, dt + d \delta \lambda \int_{\Gamma_T} \partial_\alpha \xi \partial_\nu \eta \psi^2 \, dS \, dt \]
\[ - d \delta \lambda \int_{\Gamma_T} \xi \psi (\nabla_\Gamma (\partial_\eta \eta), \nabla_\Gamma \psi) \, dS \, dt - d \delta s \lambda^2 \int_{\Gamma_T} \partial_\eta \psi \xi \psi \nabla_\Gamma \eta \cdot \nabla_\Gamma \psi \, dS \, dt \]
\[ + 2 \delta^2 s^3 \lambda \int_{\Gamma_T} |\nabla_\Gamma \eta|^2 \psi (\nabla_\Gamma \eta \cdot \nabla_\Gamma \psi) \, dS \, dt - d^2 \lambda \int_{\Gamma_T} \xi \partial_\eta \partial_\nu \psi \psi \, dS \, dt \]
\[ = \sum_{k=1}^{14} J_k + \sum_{k=1}^{6} B_{2,k} + \sum_{k=1}^{4} \bar{B}_k. \]

Next, we estimate the resulting terms from below. We will often use the following basic estimates on \( \overline{\Omega}_T \),

\[ \xi \leq CT^2 \xi^2, \quad |\nabla \alpha| \leq C \xi, \quad |\partial_\alpha| + |\partial_\xi| \leq CT \xi^2, \quad |\partial^2_\alpha| \leq CT^2 \xi^3. \] (34)
Using $|\nabla \eta| \geq c_0 > 0$ in $\Omega$ and $|\partial_\nu \eta| \geq c_0 > 0$ on $\Gamma \setminus \gamma$, we obtain

$$\sum_{k=1}^{3} J_k + B_{1,1} \geq C s^3 \lambda^3 \int_{\Omega_T} \xi^3 \psi^2 \, dx \, dt + C s^3 \lambda^3 \int_{(\Gamma \setminus \gamma) \times (0,T)} \xi^3 \psi^2 \, dS \, dt$$

$$- C s^3 \lambda^3 \int_{\gamma_T} \xi^3 \psi^2 \, dS \, dt$$

(35)

for $\lambda_1$ large enough. Since $J_1$ is nonnegative and $\nabla \Gamma \eta = 0$ on $\Gamma \setminus \gamma$, we infer that

$$\sum_{k=1}^{3} J_k + B_{2,1} \geq -C s^3 \lambda^3 \int_{\gamma_T} \xi^3 \psi^2 \, dS \, dt.$$

(36)

Since $|\partial_\xi \psi| \leq C T \xi^2$ and $|\partial_\Gamma \alpha| \leq C T^2 \xi^3$, we obtain

$$\sum_{k=4}^{8} J_k + \sum_{k=4}^{8} J_k \geq -C s^3 \lambda^2 \int_{\Omega_T} \xi^3 \psi^2 \, dx \, dt - C s^2 \lambda^2 \int_{\gamma_T} \xi^3 \psi^2 \, dS \, dt$$

(37)

Using again the fact $|\nabla \eta| \geq c_0 > 0$ in $\Omega$ and $|\partial_\nu \eta| \geq c_0 > 0$ on $\Gamma \setminus \gamma$, we derive

$I_9 + B_{1,3} + B_{2,3} \geq C s \lambda^2 \int_{\Omega_T} \xi |\nabla \psi|^2 \, dx \, dt + C s \lambda \int_{(\Gamma \setminus \gamma) \times (0,T)} \xi (\partial_\nu \psi)^2 \, dS \, dt$

$$- C s \lambda \int_{\gamma_T} \xi |\nabla \psi|^2 \, dS \, dt + C s \lambda \int_{(\Gamma \setminus \gamma) \times (0,T)} \xi |\nabla \Gamma \psi|^2 \, dS \, dt$$

$$- C s \lambda \int_{\gamma_T} \xi |\nabla \psi|^2 \, dS \, dt.$$

(38)

Now, applying Young’s inequality to $(\lambda^2 \xi^{1/2} \psi) (\xi^{1/2} \nabla(|\nabla \eta|^2) \cdot \nabla \psi)$ together with $(s \lambda \psi) (\nabla \eta \cdot \nabla \psi)$, respectively, we find

$$|2 s \lambda^2 \int_{\Omega_T} \xi \psi \nabla(|\nabla \eta|^2) \cdot \nabla \psi \, dx \, dt| \leq C s \lambda^4 \int_{\Omega_T} \xi \psi^2 \, dx \, dt + C s \int_{\Omega_T} \xi |\nabla \psi|^2 \, dx \, dt,$$

$$|2 s \lambda^3 \int_{\Omega_T} |\nabla \eta|^2 \xi \nabla \eta \cdot \nabla \psi \, dx \, dt| \leq C s^2 \lambda^4 \int_{\Omega_T} \xi^2 \psi^2 \, dx \, dt + C \lambda^2 \int_{\Omega_T} |\nabla \psi|^2 \, dx \, dt.$$

It follows

$I_{10} + I_{11} \geq -C s^2 \lambda^4 \int_{\Omega_T} \xi \psi^2 \, dx \, dt - C \int_{\Omega_T} (s \xi + \lambda^2) |\nabla \psi|^2 \, dx \, dt.$

(39)

By virtue of $\nabla \Gamma \eta = 0$ on $\Gamma \setminus \gamma$, it turns out that

$$J_{10} + J_{11} \geq -C s^2 \lambda^4 \int_{\Omega_T} \xi \psi^2 \, dS \, dt - C \int_{\Gamma_T} \xi |\nabla \Gamma \psi|^2 \, dS \, dt$$

$$- C \lambda^2 \int_{\gamma_T} \xi |\nabla \Gamma \psi|^2 \, dS \, dt.$$

(40)

Since $\eta \in C^2(\Omega)$ and $\nabla \Gamma \eta = 0$ on $\Gamma \setminus \gamma$, we can estimate

$I_{12} + I_{13} + J_{12} + J_{13} \geq -C s \lambda \int_{\Omega_T} \xi |\nabla \psi|^2 \, dx \, dt - C s \lambda \int_{\gamma_T} \xi |\nabla \Gamma \psi|^2 \, dS \, dt.$

The next terms are nonnegative

$I_{14} + J_9 + J_{14} \geq 0.$

(41)
Young’s inequality implies

\[ B_{1,2} + B_{2,2} + \tilde{B}_4 \geq -Cs \int_{\gamma_T} |\lambda^{3/2} \xi^{1/2} \psi| |\lambda^{1/2} \xi^{1/2} \partial_v \psi| \, dS \, dt \]

\[ \geq -C \left( s^2 \lambda^3 \int_{\gamma_T} \xi^3 \psi^2 \, dS \, dt + \lambda \int_{\gamma_T} \xi(\partial_v \psi)^2 \, dS \, dt \right). \quad (42) \]

Using the fact that \( \xi(t, \cdot) \) is constant on \( \Gamma \setminus \gamma \) (we denote it by \( \xi(t) \)) with the divergence formula, we then obtain

\[ |B_{1,4}| \leq Cs\lambda \int_0^T \xi(t) \int_{\Gamma \setminus \gamma} |\nabla \Gamma \psi|^2 \, dS \, dt + Cs\lambda \int_{\gamma_T} |\nabla \Gamma \psi|^2 \, dS \, dt \]

\[ \leq C \int_0^T \int_{\Gamma} (s^{-1/2} \xi^{-1/2}(t)|\Delta \Gamma \psi|)(s^{3/2} \lambda \xi^{3/2}(t)|\psi|) \, dS \, dt + C\lambda \int_{\gamma_T} |\nabla \Gamma \psi|^2 \, dS \, dt \]

\[ \leq s^{-1} \int_{\gamma_T} \xi^{-1} |\Delta \Gamma \psi|^2 \, dS \, dt + C\lambda^2 \int_{\gamma_T} \xi^3 \psi^2 \, dS \, dt + C\lambda \int_{\gamma_T} |\nabla \Gamma \psi|^2 \, dS \, dt. \]

We apply Young’s inequality to \( (s^{1/2} \xi^{1/2} |\partial_v \psi|) \) and \( (s^{1/2} \lambda \xi^{1/2} |\nabla \Gamma \psi|) \) and we use \( \nabla \Gamma \eta = 0 \) on \( \Gamma \setminus \gamma \) to obtain

\[ |B_{1,5} + B_{2,4}| \leq C\lambda \int_{\gamma_T} \xi(\partial_v \psi)^2 \, dS \, dt + C\lambda^2 \int_{\gamma_T} |\nabla \Gamma \psi|^2 \, dS \, dt. \]

Moreover, we have

\[ B_{1,6} + B_{2,5} + B_{1,7} + B_{2,6} = 0. \]

Finally,

\[ |\tilde{B}_1| \leq C \left( s^2 \lambda^2 \int_{\gamma_T} \xi^2 \psi^2 \, dS \, dt + \int_{\gamma_T} |\nabla \Gamma \psi|^2 \, dS \, dt \right), \quad (44) \]

\[ |\tilde{B}_2| \leq C \left( s^2 \lambda^3 \int_{\gamma_T} \xi^3 \psi^2 \, dS \, dt + \lambda \int_{\gamma_T} |\nabla \Gamma \psi|^2 \, dS \, dt \right), \quad (45) \]

\[ |\tilde{B}_3| \leq C \left( s^2 \lambda^4 \int_{\gamma_T} \xi^4 \psi^2 \, dS \, dt + \lambda^2 \int_{\gamma_T} |\nabla \Gamma \psi|^2 \, dS \, dt \right), \quad (46) \]

where we used the fact that \( \nabla \Gamma \eta = 0 \) on \( \Gamma \setminus \gamma \) in the last estimate.

**Step 3. The transformed estimate.** By summing the final inequalities obtained in previous steps, adding the complementary terms on \( \gamma_T \), and choosing \( \lambda_1, s_1 \) large enough to absorb terms with lower powers in \( s \) and \( \lambda \), we arrive at

\[
\sum_{i,j} \langle (M_1 \psi)_i, (M_2 \psi)_j \rangle_{L^2(\Omega_T)} + \sum_{i,j} \langle (N_1 \psi)_i, (N_2 \psi)_j \rangle_{L^2(\Gamma_T)}
\]

\[ + Cs\lambda^3 \int_{\gamma_T} \xi^3 \psi^2 \, dS \, dt + C\lambda \int_{\gamma_T} \xi(\partial_v \psi)^2 \, dS \, dt + C\lambda \int_{\gamma_T} |\nabla \Gamma \psi|^2 \, dS \, dt \]

\[ \geq Cs\lambda^4 \int_{\Omega_T} \xi^3 \psi^2 \, dx \, dt + C\lambda^3 \int_{\Gamma_T} \xi^3 \psi^2 \, dS \, dt + C\lambda^2 \int_{\Gamma_T} |\nabla \psi|^2 \, dx \, dt \]

\[ + C\lambda \int_{\Gamma_T} |\nabla \Gamma \psi|^2 \, dS \, dt \]
$$- Cs^3 \lambda^4 \int_{\gamma_T} \xi^3 \psi^2 \, dS \, dt -Cs \lambda^2 \int_{\gamma_T} \xi |\nabla_T \psi|^2 \, dS \, dt$$

$$- s^{-1} \int_{\Gamma_T} \xi^{-1} |\Delta_T \psi|^2 \, dS \, dt.$$  

The lower order terms coming from $\tilde{f}$ can be absorbed to the left-hand side by increasing $\lambda_1$ and $s_1$. The same thing holds true for $\tilde{g}$ except the boundary term $s^2 \lambda^4 \int_{\gamma_T} \xi^2 \psi^2 \, dS \, dt$, which remains on the right-hand side. Thus

$$\| M_1 \psi \|_{L^2(\Omega_T)} + \| M_2 \psi \|_{L^2(\Omega_T)} + \| N_1 \psi \|_{L^2(\Gamma_T)} + \| N_2 \psi \|_{L^2(\Gamma_T)} + s^3 \lambda^4 \int_{\Omega_T} \xi^3 \psi^2 \, dx \, dt$$

$$+ s \lambda^2 \int_{\Omega_T} \xi |\nabla \psi|^2 \, dx \, dt + s \lambda^3 \int_{\Gamma_T} \xi^3 \psi^2 \, dS \, dt + s \lambda \int_{\Gamma_T} \xi |\nabla_T \psi|^2 \, dS \, dt$$

$$+ s \lambda \int_{\Gamma_T} \xi (\partial_\nu \psi)^2 \, dS \, dt$$

$$\leq C_s^3 \lambda^4 \int_{\gamma_T} \xi^3 \psi^2 \, dS \, dt + C s \lambda \int_{\gamma_T} \xi (\partial_\nu \psi)^2 \, dS \, dt$$

$$+ s^{-1} \int_{\Gamma_T} \xi^{-1} |\Delta_T \psi|^2 \, dS \, dt. \tag{47}$$

To put the last summand in (47) to the left-side, we make use of the equality $\delta \Delta_T \psi = N_2 \psi - s \psi \partial_\alpha + \partial_\nu \psi - s^2 \lambda^2 \xi^2 |\nabla_T \eta|^2$. Combined with (34), this equality yields

$$I := s^{-1} \int_{\Gamma_T} \xi^{-1} |\Delta_T \psi|^2 \, dS \, dt$$

$$\leq \frac{1}{2} \| N_2 \psi \|_{L^2(\Gamma_T)}^2 + C s \int_{\Gamma_T} \xi^3 \psi^2 \, dS \, dt + C \int_{\Gamma_T} \xi (\partial_\nu \psi)^2 \, dS \, dt$$

$$+ C s^3 \lambda^4 \int_{\gamma_T} \xi^3 \psi^2 \, dS \, dt \tag{48}$$

for sufficiently large $s_1$. We can now choose sufficiently large $\lambda_1$ and $s_1$ so that (47) becomes

$$\| M_1 \psi \|_{L^2(\Omega_T)} + \| M_2 \psi \|_{L^2(\Omega_T)} + \| N_1 \psi \|_{L^2(\Gamma_T)} + \| N_2 \psi \|_{L^2(\Gamma_T)} + s^3 \lambda^4 \int_{\Omega_T} \xi^3 \psi^2 \, dx \, dt$$

$$+ s \lambda^2 \int_{\Omega_T} \xi |\nabla \psi|^2 \, dx \, dt + s \lambda^3 \int_{\Gamma_T} \xi^3 \psi^2 \, dS \, dt + s \lambda \int_{\Gamma_T} \xi (\partial_\nu \psi)^2 \, dS \, dt$$

$$+ s \lambda \int_{\Gamma_T} \xi |\nabla_T \psi|^2 \, dS \, dt$$

$$\leq C s^3 \lambda^4 \int_{\gamma_T} \xi^3 \psi^2 \, dS \, dt + C s \lambda \int_{\gamma_T} \xi |\nabla_T \psi|^2 \, dS \, dt + C s \lambda \int_{\gamma_T} \xi (\partial_\nu \psi)^2 \, dS \, dt. \tag{49}$$

**Step 4. Inverting the transformation.** The inequality (48) allows to replace in (49) the summand $\| N_2 \psi \|_{L^2(\Gamma_T)}^2$ by the term $I$ times a constant, where we increase $\lambda_1$ and $s_1$ if necessary to absorb the lower order terms in (48). Similarly, from

$$\partial_t \psi = N_1 \psi - s \lambda \psi \xi \partial_\nu \eta + 2s \lambda^2 \xi \psi |\nabla_T \eta|^2 + 2s \lambda \xi |\nabla_T \psi \cdot \nabla_T \eta|,$$
we deduce that
\[
I' := s^{-1} \int_{\Omega_T} \xi^{-1} |\partial_t \psi|^2 \, dS \, dt \leq C \||N_1 \psi||_{L^2(\Gamma_T)}^2 + C s \lambda^2 \int_{\Gamma_T} \xi \psi^2 \, dS \, dt \\
+ C s \lambda^4 \int_{\Omega_T} \xi \psi^2 \, dS \, dt + C s \lambda^2 \int_{\Omega_T} \xi |\nabla \psi|^2 \, dS \, dt,
\]
and then \( I' \) can be inserted on the left-hand side of (49). Similarly, one can handle the corresponding terms on \( \Omega_T \), (see [14]). We deduce that
\[
\begin{align*}
s^{-1} \int_{\Omega_T} \xi^{-1} |(\partial_t \psi|^2 + |\Delta \psi|^2) \, dx \, dt + s^{-1} \int_{\Omega_T} \xi^{-1} |(\partial_t \psi|^2 + |\Delta \psi|^2) \, dx \, dt \\
+ s^3 \lambda^4 \int_{\Omega_T} \xi^3 \psi^2 \, dx \, dt + s^2 \lambda^2 \int_{\Omega_T} \xi |\nabla \psi|^2 \, dx \, dt \\
+ s^3 \lambda^3 \int_{\Omega_T} \xi^3 \psi^2 \, dx \, dt + s \lambda \int_{\Omega_T} \xi (\partial_t \psi)^2 \, dx \, dt \\
\leq C s^3 \lambda^4 \int_{\Omega_T} \xi^3 \psi^2 \, dx \, dt + C s \lambda^2 \int_{\Omega_T} \xi |\nabla \psi|^2 \, dx \, dt + C s \lambda \int_{\Omega_T} \xi (\partial_t \psi)^2 \, dx \, dt.
\end{align*}
\]
To estimate the penultimate integral in the right-hand side, we consider a cut-off function \( \chi \in C^2(\Gamma^0) \) such that \( \chi = 1 \) on \( \gamma \), \( 0 \leq \chi \leq 1 \) on \( \Gamma \). Then
\[
s \lambda^2 \int_{\gamma_T} \xi |\nabla \psi|^2 \, dS \, dt \leq s \lambda^2 \int_{\Omega_T} \chi \xi \psi \, dS \, dt \\
- s \lambda^2 \int_{\Omega_T} \chi \psi \nabla \psi \, dS \, dt \\
- s \lambda^3 \int_{\Omega_T} \chi \psi \, dS \, dt \\
\leq \epsilon s^{-1} \int_{\Omega_T} \xi^{-1} |\Delta \psi|^2 \, dx \, dt + \frac{1}{4 \epsilon} s^3 \lambda^4 \int_{\Omega_T} \xi^3 |\psi|^2 \, dx \, dt \\
+ C s \lambda^4 \int_{\Omega_T} \xi |\psi|^2 \, dS \, dt.
\]
Choosing \( \epsilon > 0 \) sufficiently small, we obtain that
\[
\begin{align*}
s^{-1} \int_{\Omega_T} \xi^{-1} |(\partial_t \psi|^2 + |\Delta \psi|^2) \, dx \, dt + s^{-1} \int_{\Omega_T} \xi^{-1} |(\partial_t \psi|^2 + |\Delta \psi|^2) \, dx \, dt \\
+ s^3 \lambda^4 \int_{\Omega_T} \xi^3 \psi^2 \, dx \, dt + s^2 \lambda^2 \int_{\Omega_T} \xi |\nabla \psi|^2 \, dx \, dt \\
+ s^3 \lambda^3 \int_{\Omega_T} \xi^3 \psi^2 \, dx \, dt + s \lambda \int_{\Omega_T} \xi (\partial_t \psi)^2 \, dx \, dt + s \lambda \int_{\Omega_T} \xi |\nabla \psi|^2 \, dx \, dt \\
\leq C s^3 \lambda^4 \int_{\Omega_T} \xi^3 \psi^2 \, dx \, dt + C s \lambda \int_{\Omega_T} \xi (\partial_t \psi)^2 \, dx \, dt.
\end{align*}
\]
**Step 5. Estimating the normal derivative term.** The most challenging term to be eliminated is the last term in (52). For this purpose, we proceed as follows: since
\[
s \lambda \int_{\gamma_T} \xi (\partial_t \psi)^2 \, dS \, dt = s \lambda \int_{\gamma_T} \xi (e^{-s \alpha} \partial_t \phi + s \lambda \xi \partial_t \eta \psi)^2 \, dS \, dt
\]
the surface divergence formula twice, we obtain for all $\mu > 0$,

$$
\int_\gamma^2 (e^{-2s\alpha}\xi(\partial_\nu\varphi)^2 + s^2\lambda^2\xi^3\psi^2) \, dS \, dt
$$

$$
\leq C s\lambda \int_\gamma (e^{-2s\alpha}\xi(\partial_\nu\varphi)^2 + s^2\lambda^2\xi^3\psi^2) \, dS \, dt
$$

it suffices to estimate

$$
\int_\gamma S. E. \text{CHORFI, G. EL GUERMAI, A. KHOUTAIBI, AND L. MANIAR}
$$

Next, we estimate the two terms in the right-hand side of (53). We introduce a cut-off function $\chi \in C^2(\Gamma^0)$ such that $0 \leq \chi \leq 1$ on $\Gamma$ and $\chi = 1$ on $\gamma$. Then, using the surface divergence formula twice, we obtain

$$
\int_\gamma S. E. \text{CHORFI, G. EL GUERMAI, A. KHOUTAIBI, AND L. MANIAR}
$$

$$
\leq s\lambda \int_\Gamma \varphi \Delta \Gamma \left( e^{-2s\alpha}\chi \Delta \Gamma \varphi \right) \, dS \, dt
$$

$$
\leq C \left( s \lambda^6 \int_\Gamma^2 e^{-2s\alpha}\xi^6 |\varphi|^2 \, dS \, dt + \int_0^T \max_{x \in \Gamma} \left( e^{-2(3\mu)s\alpha} \right) \|\varphi\|^2_{L^2(\Gamma)} \, dt \right)
$$

for all $\mu > 0$, where we used Young's inequality. Integrating by parts in time, and using $\xi \leq CT^2\xi^2$, $|\xi_t| + |\alpha_t| \leq CT\xi^2$, $|\xi_{tt}| + |\alpha_{tt}| \leq CT^2\xi^3$ together with the fact that $e^{-2s\alpha}|_{t=0} = e^{-2s\alpha}|_{t=T} = 0$, we obtain

$$
\int_\Gamma \left( e^{-2s\alpha}\xi \partial_t \varphi \right) dS \, dt = -s\lambda \int_\Gamma \varphi \partial_t \left( e^{-2s\alpha}\xi \partial_t \varphi \right) dS \, dt
$$

$$
\leq C \left( s \lambda^6 \int_\Gamma^2 e^{-2s\alpha}\xi^6 |\varphi|^2 \, dS \, dt + \int_0^T \max_{x \in \Gamma} \left( e^{-2(3\mu)s\alpha} \right) \|\varphi\|^2_{L^2(\Gamma)} \, dt \right).
$$

(54)
Then
\[
sl \int_{\gamma_T} e^{-2s\alpha} |\partial_\nu \varphi|^2 \, dS \, dt \leq C \left( s^6 \lambda^6 \int_{\Gamma_T} e^{-3\mu s\alpha} |\varphi_T|^2 \, dS \, dt \right) + \int_0^T \max_{x \in \Omega} \left( e^{-3\mu s\alpha} \right) \left( \|\varphi\|^2_{H^1(\Gamma)} + \|\varphi_T\|^2_{L^2(\Gamma)} \right) \, dt.
\]
Moreover, taking \( \lambda \geq C_\mu \) large enough, we obtain
\[
\max_{x \in \Omega} \left( e^{-3\mu s\alpha} \right) \leq \min_{x \in \Omega} \left( e^{-3\mu s\alpha} \right).
\]
Let us denote \( \alpha^*(t) = \max_{x \in \Omega} \alpha(t, x) \). Then \( \min_{x \in \Omega} \left( e^{-3\mu s\alpha} \right) = e^{-3\mu s\alpha^*} \), and it suffices to estimate the quantity
\[
\int_0^T \left( \|q\|^2_{H^1(\Gamma)} + \|q_T\|^2_{L^2(\Gamma)} \right) \, dt,
\]
where \( (q, q_T) = e^{-3\mu s\alpha^*}(\varphi, \varphi_T) \), by using parabolic regularity estimates. Remark that \( (q, q_T) \) satisfies the system
\[
\begin{aligned}
- \partial_t q - d\Delta q &= (1 + \mu) s\alpha^*_t q, & \text{in } \Omega_T, \\
- \partial_t q_T - \delta \Delta_T q_T + d\partial_\nu q &= (1 + \mu) s\alpha^*_T q_T, & \text{on } \Gamma_T, \\
q_T(t, x) &= q_T(t, x), & \text{on } \Gamma_T, \\
(q(T, \cdot), q_T(T, \cdot)) &= (0, 0), & \Omega \times \Gamma.
\end{aligned}
\]
We use Proposition 3, \( iii \) for (56), and then \( ii \) for the system satisfied by \( \alpha^*_t(q, q_T) \), we obtain
\[
\int_0^T \left( \|q\|^2_{H^1(\Gamma)} + \|q_T\|^2_{L^2(\Gamma)} \right) \, dt
\leq C_\mu(1 + T)^2 \left( \|s\alpha^*_t(q, q_T)\|^2_{L^2(0, T; H^1)} + \|\partial_t (s\alpha^*_t(q, q_T))\|^2_{L^2(0, T; L^2)} \right)
\leq C_\mu(1 + T)^4 \|s \alpha^*_t - s(1 + \mu)(\alpha^*_t)^2 \|^2_{L^2(0, T; L^2)}
\leq C_\mu T^4(1 + T)^4 \left( \int_{\Omega_T} e^{-8(1 + \mu)\alpha^*} |\varphi|^2 \, dx \, dt + \int_{\Gamma_T} e^{-4(1 + \mu)\alpha^*} |\varphi_T|^2 \, dS \, dt \right),
\]
where we used \( (s\alpha^*_t)^2 + (s\alpha^*_t)^4 \leq CT^4(\alpha^*)^8 \leq CT^4e^{\mu s\alpha^*} \). Taking \( \mu = \frac{1}{4} \), the previous integrals can be absorbed by the left-hand side of the inequality (52), and the rest of the proof follows from the same strategy as in [14].

4. Boundary null controllability

In this section, we prove the null controllability of the following linear inhomogeneous system
\[
\begin{aligned}
\partial_t y - d\Delta y &= f(t, x), & \text{in } \Omega_T, \\
\partial_t y_T - \delta \Delta_T y_T + d\partial_\nu y &= v(t, x)1_{\Gamma^0} + g(t, x), & \text{on } \Gamma_T, \\
y_T(t, x) &= y_T(t, x), & \text{on } \Gamma_T, \\
(y, y_T)|_{t=0} &= (y_0, y_0, \Gamma), & \Omega \times \Gamma.
\end{aligned}
\]
To this end, we shall first infer an observability estimate for the homogeneous backward system given by

\[
\begin{align*}
- \partial_t \varphi - d\Delta \varphi &= 0, & \text{in } \Omega_T, \\
- \partial_t \varphi_T - \delta\Delta_T \varphi_T + d\partial_n \varphi &= 0, & \text{on } \Gamma_T, \\
\varphi_T(t, x) &= \varphi_T(t, x), & \text{on } \Gamma_T, \\
(\varphi(T, \cdot), \varphi_T(T, \cdot)) &= (\varphi_T, \varphi_{T,T}), & \Omega \times \Gamma,
\end{align*}
\]

(59)

by applying the Carleman estimate (20).

**Proposition 4.** There exists a constant \( C = C (\Omega, \Gamma^0) > 0 \) such that, for all \((\varphi_T, \varphi_{T, T}) \in \mathbb{L}^2\), the mild solution \((\varphi, \varphi_T)\) of the backward problem (59) satisfies

\[
\|\varphi(0, \cdot)\|_{L^2(\Omega)}^2 + \|\varphi_T(0, \cdot)\|_{L^2(\Gamma)}^2 \leq e^{C(T^2/3 + \theta)} \int_{\Gamma_0^T} |\varphi|^2 \, dS \, dt.
\]

Moreover, for \((y_0, y_{T, r}) \in \mathbb{L}^2\) the mild solution \((y, y_T)\) of the forward problem (58) with \( f = g = v = 0 \) satisfies

\[
\|y(T, \cdot)\|_{L^2(\Omega)}^2 + \|y_T(T, \cdot)\|_{L^2(\Gamma)}^2 \leq e^{C(T^2/3 + \theta)} \int_{\Gamma_0^T} |y|^2 \, dS \, dt.
\]

**Proof.** The proof mainly follows from the Carleman estimate (20) with an adaptation of the same ideas in [23, Proposition 5], so we omit the details. \( \square \)

**Remark 3.** We emphasize that the boundary observability constant

\[
K_{\Gamma^0}(\Omega, T) := \exp \left( C (\Omega, \Gamma^0) \left( T^{2/3} + \frac{1}{T} \right) \right)
\]

obtained in Proposition 4 is different from the interior observability constant

\[
K_{\omega}(\Omega, T) := \exp \left( C (\Omega, \omega) \left( 1 + \frac{1}{T} \right) \right)
\]

obtained in [23, Proposition 5]. This is merely due to the parabolic regularity estimates used in the Carleman estimate to absorb the normal derivative term.

Now, we are in position to conclude the null controllability of (58), where inhomogeneities with exponential decay at \( t = 0 \) and \( t = T \) are allowed. Recall that

\[
\theta(t) = \frac{1}{t(T - t)}, \quad t \in (0, T).
\]

Let us introduce the \( L^2 \)-weighted spaces

\[
\begin{align*}
Z_{\Omega} &:= \left\{ f \in L^2(\Omega_T) : e^{\theta(t)} \theta^{-\frac{3}{2}}(t) f \in L^2(\Omega_T) \right\}, \\
Z_{\Gamma} &:= \left\{ g \in L^2(\Gamma_T) : e^{\theta(t)} \theta^{-\frac{3}{2}}(t) g \in L^2(\Gamma_T) \right\}, \\
X &:= \left\{ Y \in L^2 \left( 0, T; \mathbb{L}^2 \right) : e^{\theta(t)} Y \in L^2 \left( 0, T; \mathbb{L}^2 \right) \right\},
\end{align*}
\]

with the inner products

\[
\begin{align*}
\langle f_1, f_2 \rangle_{Z_{\Omega}} &= \int_{\Omega_T} f_1 f_2 e^{2\theta(t)} \theta^{-3} \, dx \, dt, \\
\langle g_1, g_2 \rangle_{Z_{\Gamma}} &= \int_{\Gamma_T} g_1 g_2 e^{2\theta(t)} \theta^{-3} \, dS \, dt.
\end{align*}
\]
Theorem 4.1. For any initial data $Y_0 := (y_0, y_{0,T}) \in \mathbb{L}^2$, $f \in Z_\Omega$ and $g \in Z_T$, there exists a control $v \in L^2 (\Gamma_T^0)$ such that the mild solution $(y, y_T)$ of (58) satisfies
$$y(T, \cdot) = y_T(T, \cdot) = 0.$$ Moreover, there exists a constant $C > 0$ independent of $Y_0$, $f$ and $g$ such that
$$\|Y\|_X + \|v\|_{L^2(\Gamma_T^0)} \leq C \left( \|Y_0\|_{\mathbb{L}^2} + \|f\|_{Z_\Omega} + \|g\|_{Z_T} \right).$$ (60)
Proof. By duality, the proposition will be derived from the previous observability inequality along with the Carleman estimate. To do this, we define a bounded linear operator $T : L^2 (\Gamma_T^0) \rightarrow \mathbb{L}^2$ by
$$Tv = \int_0^T e^{(T-\tau)A}(0, -I_{\Gamma}v(\tau)) \, d\tau.$$ Using the embedding $Z_\Omega \times Z_T \hookrightarrow L^2(\Omega_T) \times L^2(\Gamma_T)$, we consider the bounded linear operator $S : \mathbb{L}^2 \times Z_\Omega \times Z_T \rightarrow \mathbb{L}^2$ defined as follows
$$S(Y_0, f, g) = e^{TA}Y_0 + \int_0^T e^{(T-\tau)A}(f(\tau), g(\tau)) \, d\tau.$$ By Proposition 2 (a), the function $S(Y_0, f, g) - Tv$ is the final value $(y(T), y_T(T))$ of the mild solution $(y, y_T)$ to the inhomogeneous system (58). Note that the adjoint operator $T^* : \mathbb{L}^2 \rightarrow L^2 (\Gamma_T^0)$ is given by
$$T^*(\varphi_T, \varphi_T, T) = -I_{\Gamma}\varphi_T,$$ where $(\varphi(t), \varphi_T(t)) = e^{(T-t)A}(\varphi_T, \varphi_T, T)$ is the mild solution of the homogeneous backward problem (59) with final value $(\varphi_T, \varphi_T, T)$, see Proposition 2 (d).
The adjoint operator $S^* : \mathbb{L}^2 \rightarrow \mathbb{L}^2 \times Z_\Omega \times Z_T$ is given by
$$S^*(\varphi_T, \varphi_T, T) = (\langle 0, \varphi_T(0) \rangle, e^{-2\alpha \theta} \varphi, e^{-2\alpha \theta} \varphi_T).$$ From Proposition 2, we see that $(\varphi_T, \varphi_T, T) \in \mathbb{H}^1$. The observability inequality of Proposition 4 and the Carleman estimate from Lemma 3.2 imply that
$$\|S^*(\varphi_T, \varphi_T, T)\|_{\mathbb{L}^2 \times Z_\Omega \times Z_T} \leq \|\varphi(0, \cdot)\|_{L^2(\Omega)}^2 + \|\varphi_T(0, \cdot)\|_{L^2(\Gamma)}^2 + C \int_{\Omega_T} e^{-2\alpha \theta} \varphi \, dx \, dt$$
$$+ C \int_{\Gamma_T} e^{-2\alpha \theta} \varphi_T \, dS \, dt$$
$$\leq C \int_{\Omega_T} |\varphi|^2 \, dx \, dt = C\|T^*(\varphi_T, \varphi_T, T)\|_{L^2(\Gamma_T^0)}$$ for $(\varphi_T, \varphi_T, T) \in \mathbb{H}^1$, and hence for $(\varphi_T, \varphi_T, T) \in \mathbb{L}^2$ by denseness. Theorem 15.2 of [33] implies that the range of $T$ contains that of $S$, i.e., for all $Y_0 \in \mathbb{L}^2$, $f \in Z_\Omega$ and $g \in Z_T$ there exists a control $v \in L^2 (\Gamma_T^0)$ such that $S(Y_0, f, g) = Tv$. Thus, $(y(T), y_T(T)) = S(Y_0, f, g) = Tv = (0, 0)$. Finally, the estimate (60) follows by arguing as in [27, Proposition 4.3].

Remark 4. Since the operator $A$ is self-adjoint dissipative and the system (58) without source terms is null controllable, a similar controllability result in the presence of source terms can be obtained from [26, Proposition 2.3]. In the latter result, the source terms $f$ and $g$ should be taken respectively in the weighted spaces $\tilde{Z}_\Omega$ and $Z_T$ which result by considering a weight function $(\rho(t))^{-1}$ instead of $e^{\theta(t)} \theta^{-\frac{1}{2}}(t)$ in $Z_\Omega$ and $Z_T$, where $\rho$ is an appropriately chosen function.
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