Prediction of Students’ Academic Performance Based on Courses’ Grades Using Deep Neural Networks
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ABSTRACT Predicting students’ academic performance at an early stage of a semester is one of the most crucial research topics in the field of Educational Data Mining (EDM). Students are facing various difficulties in courses like “Programming” and “Data Structures” through undergraduate programs, which is why failure and dropout rates in these courses are high. Therefore, EDM is used to analyze students’ data gathered from various educational settings to predict students’ academic performance, which would help them to achieve better results in their future courses. The main goal of this paper is to explore the efficiency of deep learning in the field of EDM, especially in predicting students’ academic performance, to identify students at risk of failure. A dataset collected from a public 4-year university was used in this study to develop predictive models to predict students’ academic performance of upcoming courses given their grades in the previous courses of the first academic year using a deep neural network (DNN), decision tree, random forest, gradient boosting, logistic regression, support vector classifier, and K-nearest neighbor. In addition, we made a comparison between various resampling methods to solve the imbalanced dataset problem, such as SMOTE, ADASYN, ROS, and SMOTE-ENN. From the experimental results, it is observed that the proposed DNN model can predict students’ performance in a data structure course and can also identify students at risk of failure at an early stage of a semester with an accuracy of 89%, which is higher than models like decision tree, logistic regression, support vector classifier, and K-nearest neighbor.

INDEX TERMS Deep neural networks, educational data mining, imbalanced dataset problem, machine learning, predicting students’ performance, resampling methods.

I. INTRODUCTION
Education plays an important role in the progress of a nation. It is also a crucial tool for success in life. Any educational institution tries to provide good education to its students to improve the learning process [1]. The academic performance of students is an essential factor that influences the accomplishment of any educational institution. During the learning process at different levels of education, the failure rates and dropouts of computer programming courses are two essential problems faced by students [2], [3].

Artificial intelligence (AI) and machine learning (ML) have been applied in various fields such as image classification, natural language processing, speech recognition, text translation, and the field of educational data mining (EDM). EDM is concerned with applying various data mining techniques such as classification, regression, time series analysis, and association rule mining in the education field to analyze and evaluate various aspects of educational datasets collected from different e-learning environments or higher educational institutions. EDM is one of the most common techniques used to develop predictive models to extract hidden patterns and useful information, which can help in education and learning [4].

Educational institutions have started to apply AI technology to enhance the learning process of students [5]. Today, educational institutions have an important challenge in providing high-quality education to their students and enhancing their success rate [6]. ML plays an important role in the education field for predicting students’ academic performance in the future and helps students to achieve higher grades [7]. It is essential to predict the academic success of students because it is a crucial process to determine the students who have a risk of failure at an early stage of a
From the experimental results, it is observed that the proposed DNN outperformed the others in terms of accuracy, recall, F1-score, and classification error metrics, while SVC outperformed the others in terms of precision. Moreover, the proposed model may be used as a tool for early prediction of students at risk of failure at an early stage of a semester; thus, this early-stage prediction helps to better advise students for failure prevention and improve the overall learning process.

The processes of our research study are as follows:

- Collecting the dataset and performing data pre-processing tasks to achieve better results.
- Various resampling methods such as SMOTE, random over-sampling, ADASYN, and SMOTE-ENN were applied to handle the imbalanced dataset problem.
- Various model validation methods, namely random hold-out, and stratified 5-fold cross-validation were applied.
- Some machine learning techniques, such as deep artificial neural network (DNN), decision tree (DT), logistic regression (LR), support vector classifier (SVC), K-nearest neighbor (KNN), random forest (RF), and gradient boosting (GB) were applied on various balanced datasets using the resampling methods defined above.
- Evaluating the performance of the models using various evaluation methods, such as accuracy, precision, recall, F1-Score, and classification error.
- Comparing the performance of the classifiers defined above and choosing the best one.
- Using a statistical hypothesis test for the comparison of the examined methods.

The remainder of this paper is organized as follows: Section 2 provides an overview of some related works, Section 3 describes our proposed methodology, Section 4 discusses the experimental results and discussion, and finally, Section 5 discusses the conclusion and future work.

II. RELATED WORKS

Students’ academic performance is one of the most important factors in higher education. Several researchers have used EDM applications to predict and evaluate students’ academic performance in the decision-making process and to understand the learning process [4]. In this section, we discuss previous studies based on online and real datasets for predicting students’ academic performance using different ML techniques. Table 1 shows a comparison of previous studies in predicting students’ academic performance.

We have performed a literature review on predicting students’ academic performance using different machine learning techniques, and it was observed that the CGPA and GPA of students are the most common indicators used as the predicted values for evaluating and predicting students’ academic achievement at the university level [15]–[19]. Some researchers have used other attributes such as quiz grades, midterm marks, assessments, attendance, and lab work in their works to predict students’ academic performance [20], [21].
TABLE 1. Comparison of some previous works in predicting students’ academic performance.

| Paper | Dataset Size | ML Algorithms | Best Algorithm | Metrics | DM Task | Output Feature | Source Data | Year |
|-------|--------------|---------------|----------------|---------|---------|----------------|-------------|------|
| [22]  | 592          | Linear Regression, Random Forest, Bagging, Gaussian Processes, M5, and M5' rules | Random Forest | Mean Absolute Error (MAE) | Regression | - | Educational Institution (Real Data) | 2018 |
| [23]  | 550          | Support Vector Classifier (SVC), and Naïve Bayes (NB). | SVC with an accuracy of 87% | Accuracy, Precision, and Recall | Classification | (Pass, Fail) | Nirwa University (Real Data) | 2020 |
| [24]  | 203          | Classification Association Rule Mining (CARM) | CARM with an accuracy of 67.33% | Accuracy | Classification and Association Rule Mining | (Good, Bad) | Mathematics Department (Real Data) | 2016 |
| [25]  | 500          | Convolutional Neural Network (CNN) | CNN | Accuracy, Precision, Recall, F1-Measure | Classification | (Low, Medium, High) | Online Data (Kaggle) | 2020 |
| [26]  | 500          | ANN, Decision Tree, Random Forest, Bagging, Voting, and Boosting | 81.18% F1-score of Random Forest with Genetic algorithm | Geometric-Mean, F1-score, Area Under Curve (AUC), Precision, True Positive Rate, F1-Measure, True Negative Rate | Classification | (Low, Medium, High) | Online Data (Kaggle) | 2020 |
| [27]  | 500          | MLP, Decision Tree, Random Forest, Naïve Bayes, IBK, Decision Table, REP Tree, and Random Tree | MLP with an accuracy of 78.33% | Accuracy, Sensitivity, F1-measure, Specificity, Kappa statistic, Time, Roc curve, and RMSE Error | Classification | (Low, Medium, High) | Online Data (Kaggle) | 2019 |
| [28]  | 500          | Decision Tree and K-Nearest Neighbor | Decision Tree with an accuracy of 71.09%. | Accuracy, Precision, and Recall | Classification | (Low, Medium, High) | Online Data (Kaggle) | 2020 |
| [29]  | 500          | Decision Tree, Logistic Regression, Naïve Bayes, and some ensemble algorithms like Bagging, Random Forest, Voting, and Boosting | Boosting with an accuracy of 75% | Accuracy | Classification | (Low, Medium, High) | Online Data (Kaggle) | 2021 |
| [30]  | 500          | Naïve Bayes, Decision Table, MLP, and J48 Ensemble Methods like Bagging, RandomSubSpace, and AdaBoost | AdaBoost with MLP technique with an accuracy of 80.33% | Accuracy | Classification | (Low, Medium, High) | Online Data (Kaggle) | 2021 |
| [31]  | 649          | ANN, Bagging and Boosting | Bagging with an accuracy of 88% | Accuracy, Precision, Recall, False Positive Rate, F1-Measure, True Positive Rate, and Confusion Matrix | Classification | N/A | Online (UCI Machine Learning Repository) | 2021 |

Some researchers have used students’ academic achievements in previous courses to predict their performance in upcoming courses. Some traditional ML techniques have been used to predict students’ grades in upcoming courses and to identify at-risk students at an early stage of a semester [22]–[24]. In [22], the authors carried out some
experiments using various regression methods to predict the students’ grades in the courses of the second semester given the grades of the courses in the first semester and demographic features, whereas the authors of [23] built a model to predict students’ grades in a math course in the second semester based on their previous grades from school and their grades in the previous courses of the first semester using Support Vector Classifier and Naïve Bayes, whereas the paper of [24] Classification based on association rule mining has also been used to predict students’ grades in a programming course given the students’ grades in previous courses such as English and mathematics. It was observed that the dataset used in the previous works described above was small. In addition, predictive models are built using only traditional ML techniques.

Therefore, we will explore the efficiency of DNN and some traditional ML techniques to analyze and evaluate the students’ data gathered from a public 4-year university to predict the success rate of students in a data structure course and to identify at-risk students at an early stage of a semester based on their grades in the previous courses of the first academic year.

In [25]–[30], an online dataset collected from a learning management system called Kalboard 360 was used to predict students’ performance. This dataset contains 500 records and 16 features, The authors of [25] applied a Convolutional Neural Network algorithm (CNN) to explore the efficiency of Deep Learning in predicting students’ performance, whereas the authors of [26] applied some ML techniques like ANN, Decision Tree, Random Forest, Bagging, Voting and Boosting using a Genetic Algorithm for the feature selection process to enhance the models’ performance, whereas the authors of [27] applied MLP and some traditional ML techniques like Decision Tree, Random Forest, Naïve Bayes to evaluate their performance, whereas the authors of [28] applied Decision tree and K-Nearest Neighbor using the SMOTE as an oversampling method to handle the problem of the imbalanced dataset to achieve better and reliable results, whereas the authors of [29] plotted different graphs to determine the important features which affect the performance of students and applied various classification algorithms such as Decision Tree, Logistic Regression, Naïve Bayes, and some ensemble algorithms like Bagging, Random Forest, Voting, and Boosting, whereas the authors of [30] applied some ML algorithms such as Naïve Bayes, Decision Table, MLP, and J48 and also they tried to improve the performance of these classifiers by using the ensemble methods like Bagging, RandomSubSpace and AdaBoost. It was observed that CNN achieved the best result and outperformed the others in terms of accuracy rate without applying any methods for the feature selection process because CNN made it automatically without human intervention.

In [31], another online dataset gathered from the UCI machine learning repository was used to predict students’ academic performance in high school using different features such as academic background, personal attributes, and economic background. They tried to analyze the features and show the importance of using the economic background in the dataset, which affects the performance of students. Different ML techniques have been used, such as bagging, ANNs, and boosting. It was observed that the economic background plays an important role in the performance of students.

In [32]–[35], real datasets were used to identify students at risk of failure at an early stage of a semester. In [32], the authors built a model using a deep dense neural network and some traditional ML techniques such as decision tree, K-nearest neighbor, random forest, and naïve Bayes, and it showed that AUC and F1-score metrics are better than accuracy in the case of the imbalanced dataset. In [33], the authors built a model for predicting the probability of students’ graduation on time, and it showed that artificial
neural networks achieved better results than naive Bayes. In [34], the authors used different parameters (academic and non-academic) to demonstrate the importance of using non-academic parameters to predict students’ performance. Random forest, logistic regression, support vector classifier, decision tree, bagging, MLP, and AdaBoost were used. It was observed that using non-academic parameters had a significant impact on the performance of students. The results achieved using all parameters were better than those obtained using only academic parameters. In [35], the authors built a model to predict students’ performance in the next assignment submission based on various features such as final result, number of previous attempts, student credit, total clicks, student ID, age, and gender. Random forest, logistic regression, and K-nearest neighbor were applied in this study. In addition, they tried to find the most relevant features that affect the submission process of student assignments.

### III. MATERIALS AND METHODS

The main goal of this paper is to develop predictive models using deep neural networks and some traditional machine learning techniques to predict students’ academic performance in upcoming courses at an early stage of a semester based on their previous academic achievements. These models will be helpful because students will be informed of their probable results at an early stage of a semester. Therefore, they can increase their academic achievement at the end of the semester.

We used one of the most common online educational datasets that have been applied in most of the previous works, which is the students’ academic performance dataset (xAPI-Edu-Data) collected from a learning management system called Kalboard 360. This dataset contains 500 records and 16 features. These features are categorized as follows: demographic features, academic features, and behavioral features. At the beginning of our work in the field of EDM, especially in predicting students’ academic performance, we used the educational dataset defined above to learn how to build a predictive model and how to use this model to predict students’ performance using various features. We applied various ML algorithms such as decision tree, K-nearest neighbor, support vector machine, random forest, logistic regression, and multilayer perceptron. Then, some of the constructed models were applied to a real dataset to evaluate their performance.

The steps of the applied methodology are as follow:

#### A. DATA COLLECTION

In this experiment, we collected a real dataset of undergraduate students from a public 4-year university for a time of fourteen years (2006–2020). This dataset contains 4266 records of anonymized students with 12 features regarding their previous academic achievements during the first two academic years. These features are considered only academic features and are related to students’ grades in the courses of the first academic year. The university gathered only academic features, and we tried to exploit these features to build a predictive model to be used by the university to reduce the number of failure rates. Most universities in various countries gathered only academic features, so our work is considered very important for them to use these previous academic grades. There are two semesters: one includes five courses, and the other includes six courses. The final score of each course was 100, and the completion of a particular course required a score of at least 50 in the final examination of that course. Each record in the dataset was described by the values of the 12 academic features. Table 2 lists the features of the dataset. Si, i = 1, 2…11 correspond to the first two-semester course grades of the first academic year, and carryover of the first academic year (as CO_first_year), which is the number of courses that failed from previous semesters. Finally, the target feature, which is also a numeric variable, refers to the student’s grade in the data structure course.

In this paper, we aim to predict the students’ grades in a third semester’s course in the second academic year, which is the data structure course as [pass, fail] given the students’ grades in the previous courses of the first academic year.

We present a flow diagram of the proposed approach in Figure 1.

#### B. DATA PRE-PROCESSING

It is one of the most important steps in machine learning as it converts the raw data into a suitable format to solve the errors in the dataset collected from the real world and to achieve better results [19], [36]. We used the following steps: the data pre-processing step, which includes data cleaning, data discretization, feature encoding, handling imbalanced datasets, and data scaling. These steps are briefly described below.

1) DATA CLEANING

There are some missing values in our real data, such as the absence of a student in any exam. Therefore, we used this step to remove the missing values.

| Attribute   | Type     | Description/values |
|-------------|----------|---------------------|
| S1          | Numeric  | Physics             |
| S2          | Numeric  | English             |
| S3          | Numeric  | Mathematics         |
| S4          | Numeric  | Calculus             |
| S5          | Numeric  | Basics of Programming |
| S6          | Numeric  | Computer Science     |
| S7          | Numeric  | Logic                |
| S8          | Numeric  | Information System   |
| S9          | Numeric  | Information Technology |
| S10         | Numeric  | Probability          |
| S11         | Numeric  | OOP (Programming)   |
| CO_first_year | Numeric | 0,1,2               |
| Target      | Numeric  | Data Structure (DS)  |
2) DATA DISCRETIZATION

We used the discretization mechanism in this study to convert the numerical values of students’ grades into nominal values to represent our dataset as a classification problem. We used the equal-width binning method to apply this step according to the standard grading of the university, as shown in Table 3. We divided the input features into five nominal intervals, namely, Excellent, Very Good, Good, Poor, and Fail based on the students’ marks to make the algorithm learn easily to achieve better results. In addition, we divided the class label into two nominal intervals, Pass and Fail, based on students’ grades. Table 3 presents the results for the discretization step.

We used the chi-square test as a statistical measure to identify the correlation between categorical variables using
their frequent distribution. The chi-square test hypothesizes that there is no correlation between categorical variables. This test was based on a significance level of 0.05. If the hypothesis was rejected, then there was a statistical correlation between categorical variables. The chi-square equation (1) was used to identify the correlation between categorical variables, as described below.

$$X^2 = \sum \frac{(o - e)^2}{e}$$  (1)

where $o$ is observed frequency and $e$ is expected frequency.

After applying the chi-square test, we found that there was a significant correlation between the students’ grades in each course of the first academic year and their academic performance in the upcoming course of the second year, which is the data structure course.

3) FEATURE ENCODING

At this stage, our features are categorical data, and machine learning algorithms cannot work with categorical data. Therefore, we need to convert these categorical data into a numerical form before feeding the input features into the model. In this study, we used an encoding technique called label encoding to convert our categorical data into a numerical form. This technique assigns an integer number to each distinct nominal variable. Our input features are converted into integer numbers. Excellent is 0, Very Good is 1, Good is 2, Poor is 3, and Fail is 4. In addition, the output feature was converted into integer numbers. Pass is 0, and Fail is 1.

4) HANDLING IMBALANCED DATASET

After applying the discretization step to our dataset, we observed a highly imbalanced dataset, and the distribution of the class label of students based on their grades was not equal. Our class label includes more samples for class “Pass,” but the other class “fail” has fewer samples. The problem with a highly imbalanced dataset is shown in Figure 2. The distributions of the class label (pass, fail) were 91.16 % and 8.84 %, respectively. This is a severe challenge that appears in classification problems and leads to poor performance. Solving the problem of an imbalanced dataset is one of the most important factors for improving the performance of the models. This problem leads to the domination of the majority class over the minority class. Hence, the classifiers tend to be in the majority class and their performance is not reliable [19], [37]. Therefore, we need to solve this problem because this may lead to misleading results.

There are three categories of resampling methods for handling the problem of an imbalanced dataset: oversampling, undersampling, and hybrid sampling.

- Oversampling Method: This method generates new instances to increase the number of minority classes in the dataset to overcome the problem of an imbalanced dataset [38]. This is suitable for small data sizes. Some examples of oversampling techniques used in our study are the synthetic minority oversampling technique (SMOTE), adaptive synthetic sampling (ADASYN), and random oversampling (ROS) [39].

- Undersampling Method: It decreases the number of majority classes in the dataset to overcome the problem of an imbalanced dataset. This is suitable for a large amount of data. Edited nearest neighbor (ENN) is one of the most common undersampling methods.

- Hybrid Method: This technique is a combination of oversampling and undersampling techniques. SMOTE-ENN is an example of this technique that

In our study, we used different resampling methods to solve the problem of imbalanced datasets such as SMOTE, ROS, ADASYN, and SMOTE-ENN. In addition, we compared the performance of our models on imbalanced data and different balanced datasets to explore the efficiency of using balanced data on model performance.

5) FEATURE SCALING

It is important to scale the input features of the dataset within a small range. This step is important as it accelerates the learning process of the algorithm [40]. We applied one of the most common techniques used in feature scaling, which is a standard scaler. We applied this technique to each input feature in the dataset, which is one of the reasons for our approach to achieve higher accuracy. To standardize each feature in the input variables, we calculated the mean and the standard deviation for that feature. Then, the new value of $X_{scaled}$ for each sample $X$ is calculated as follows:

$$X_{scaled} = \frac{X - \mu}{\sigma}$$  (2)
where $\mu$ and $\sigma$ are the mean and standard deviation of a particular feature, respectively.

**C. MODEL VALIDATION**

In this study, we used two common approaches of cross-validation. We describe them in the following subsections.

1) **RANDOM HOLD-OUT METHOD**

In this approach, we randomly divided our dataset into 80% for training and 20% for testing.

2) **K-FOLD CROSS-VALIDATION**

It is an improved method of cross-validation approaches used to enhance the performance of machine learning techniques, as the entire dataset is used for training and testing.

It is also a useful tool when the size of the dataset is very small, as in our study. This technique randomly divides the dataset into $K$ subsets of equal sizes. One subset was used for the testing set, and the remaining subsets were used for the training set to build the model. This process is repeated sometimes, and the final result of the model is obtained from the average result of the testing set [41].

In our study, we used a version of $k$-fold cross-validation called stratified $K$-fold. It is used with classification problems because the class distribution in each fold is made using the same number of samples for each class. We used a stratified 5-fold cross-validation.

**D. MACHINE LEARNING MODELS**

We have applied some machine learning techniques, namely deep artificial neural network (DNN), decision tree (DT), logistic regression (LR), support vector classifier (SVC), K-nearest neighbor (KNN), random forest (RF), and gradient boosting (GB).

The configuration parameters of the ML methods are presented in Table 4.

**TABLE 4.** Machine learning methods with their parameters’ settings.

| ML Methods             | Parameters                                              |
|------------------------|---------------------------------------------------------|
| K-Nearest Neighbor     | N_Neighbors=5, weight function=distance, leaf_size=30   |
| Support Vector Classifier | C=1.8, Kernel=rbf, Gamma=scale, degree=1               |
| Logistic Regression    | C=1, penalty=L2, solver=sag                            |
| Decision Tree          | Criterion=entropy, Splitter=best                       |
| Random Forest          | N_estimators=30, Criterion=entropy, min_samples_leaf=5  |
| Gradient Boosting      | N_estimators=100, loss=deviance', learning_rate=0.1    |

Deep Artificial Neural Network (Deep ANN): It is one of the most common machine learning techniques because it performs similar functions to the human brain. It is a powerful tool used for modeling in the real world to solve the problem of nonlinear functions. This algorithm consists of layers, and each layer is based on processing units called artificial neurons. There is a connection between the layers and their neurons through weighted links [42], [43]. The main advantage of using a deep ANN is that it facilitates generalization and enables the network to correctly discover hidden patterns and useful knowledge from the dataset [44].

In this study, we applied a DNN to predict students’ academic performance. One input layer, four hidden layers, and one output layer were considered as the architecture of the proposed DNN model.

The configuration parameters of the proposed DNN model are presented in Table 5.

**TABLE 5.** Parameters’ configuration of DNN model.

| Layer | Number of Layers | Number of Units | Activation Function |
|-------|------------------|-----------------|---------------------|
| Layer L1 (Input Layer) | 12 | 12 | ReLU |
| Layer L2 (1st Hidden Layer) | 200 | ReLU |
| Layer L3 (2nd Hidden Layer) | 200 | ReLU |
| Layer L4 (3rd Hidden Layer) | 150 | ReLU |
| Layer L5 (4th Hidden Layer) | 100 | ReLU |
| Layer L6 (Output Layer) | 1 | Sigmoid |

| Parameter         | Value |
|-------------------|-------|
| Number of Epochs  | 100   |
| Batch Size        | 128   |
| Optimization Algorithm | Adam |

We used 12 neurons in the input layer to represent our input features and only one neuron for the output layer, as we have a binary classification problem. We used two activation functions, namely, the rectified linear unit (ReLU) for the hidden layers and the sigmoid function for the output layer. Binary cross-entropy was used as a loss function,
E. EVALUATION MEASURES

In our experiments, we used five evaluation measures, namely, accuracy, precision, recall, F1-score, and classification error, to evaluate the performance of the models. Accuracy is one of the most common performance measures used in several previous studies. If the dataset has the same number of instances per class, accuracy can be a helpful measure in this case. If not, accuracy cannot be a helpful measure because the model predicts the value of the majority class. The F1-score includes indispensable and vital results regarding the performance of classifiers in each class, so it is considered as the average value of recall and precision, and it is very useful in the case of different class distributions [19], [45]. The students’ instances were classified into four groups: true positive (TP), true negative (TN), false positive (FP), and false negative (FN). The evaluation measures used in our study are as follows:

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \quad (3)
\]

\[
\text{Recall} = \frac{TP}{TP + FN} \quad (4)
\]

\[
\text{Precision} = \frac{TP}{TP + FP} \quad (5)
\]

\[
\text{F}1 \text{ Score} = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \quad (6)
\]

\[
\text{Classification Error} = \frac{FP + FN}{TP + TN + FP + FN} \quad (7)
\]

IV. EXPERIMENTAL RESULTS AND DISCUSSION

A. ENVIRONMENT

We ran our experiments on a PC with a Core i7 processor and 16 GB of RAM. We used Anaconda software (Spyder) to evaluate our proposed predictive models. Furthermore, we used two techniques for model validation: random hold-out and stratified 5-fold cross-validation to divide our dataset into training and testing.

B. RESULTS AND DISCUSSION

1) RESULTS OF THE RANDOM HOLD-OUT METHOD (80% TRAINING AND 20% TESTING)

a: PERFORMANCE EVALUATION OF THE CLASSIFIERS ON IMBALANCED DATA

Table 6 summarizes the performance of the algorithms applied in our study on an imbalanced dataset.

We have used some evaluation methods such as accuracy, precision, recall, F1-score, time, and classification error for a better understanding of the models’ performance.

As mentioned above, accuracy is considered not useful in the case of an imbalanced dataset, and its results are not trustworthy. Therefore, we depended on the F1-score because this metric is better in this case.

From Table 6, it is observed that the best accuracy is for KNN, SVC, LR, RF, and GB with an accuracy of 91%. The DT had the worst result, with an accuracy of 87%. In addition, the DNN achieved an accuracy of 89%.

It is observed that the DNN did not achieve the best accuracy among the others, but according to the results of the F1-score, it is the best classifier. As mentioned above, the F1-score measure includes indispensable and vital results regarding the performance of the classifiers in each class and is very useful in the case of the class imbalance problem.

As stated, we have a highly imbalanced dataset, and the distribution of the class label is not balanced. The results of the F1-score for each class show that most of the classifiers do not perform well with the “Fail” class. Therefore, solving the problem of imbalanced data is necessary to achieve better results.

For example, SVC, LR, RF, and GB fail to predict the “Fail” class; however, they have the best accuracy among the others. They achieved the highest accuracy because they only predicted the majority classes for all the predictions and did not predict the minority classes. It is observed that the results obtained from the imbalanced dataset are not acceptable because these results are unreliable. As shown in Figure 3, according to the results of the F1-score, the DNN is the best classifier among the others.
b: ACCURACY RESULTS OF THE CLASSIFIERS ON DIFFERENT BALANCED DATASETS

As mentioned above, an imbalanced dataset is a severe challenge that leads to poor performance. Therefore, solving this problem is one of the most important factors for improving the performance of the models and achieving accurate and reliable results.

TABLE 7. The accuracy of the algorithms applied on different balanced data using various resampling methods.

| Model | Unbalanced Data | SMOTE | ADASYN | ROS | SMOTE-ENN |
|-------|----------------|-------|--------|-----|-----------|
| DNN   | 89             | 89    | 88     | 88  | 81        |
| KNN   | 91             | 75    | 74     | 77  | 63        |
| SVC   | 91             | 76    | 73     | 71  | 67        |
| LR    | 91             | 74    | 70     | 76  | 70        |
| DT    | 87             | 84    | 83     | 86  | 79        |
| RF    | 91             | 88    | 87     | 82  | 80        |
| GB    | 91             | 87    | 87     | 74  | 79        |

Table 7 presents a comparison of the accuracies of the classifiers applied to different balanced datasets using various resampling methods.

Now, the classifiers consider both classes (pass and fail) after handling the problem of the imbalanced dataset, so most of them have achieved lower accuracy on different balanced datasets.

For example, the KNN achieved an accuracy of 91% using an imbalanced dataset, while this result decreased to a range of 63%–77% using different balanced datasets. The SVC achieved an accuracy of 91% using an imbalanced dataset, while this result decreased to a range of 67%–76% using different balanced datasets. The LR achieved an accuracy of 91% using an imbalanced dataset, while this result decreased to a range of 70%–76% using different balanced datasets. The DT achieved an accuracy of 87% using an imbalanced dataset, while this result decreased to a range of 79%–86% using different balanced datasets. The RF achieved an accuracy of 91% using an imbalanced dataset, while this result decreased to a range of 80%–88% using different balanced datasets. The GB achieved an accuracy of 91% using an imbalanced dataset, while this result decreased to a range of 84%–87% using different balanced datasets. In addition, the DNN achieved an accuracy of 89% using an imbalanced dataset, while this result decreased to a range of 81%–89% using different balanced datasets.

As shown in Figure 4, the DNN is the best classifier among the others in all the balanced datasets with an accuracy of 81%–89%.

It is observed that after handling the imbalanced dataset problem using various resampling methods, the obtained results are acceptable and trustworthy.

The DNN achieved an accuracy of 89% using SMOTE as an oversampling method, which is the highest result among the others, as shown in Table 7.

c: TIME AND CLASSIFICATION ERROR OF THE CLASSIFIERS

Table 8 presents a comparison of the error and time of the classifiers applied to different balanced datasets using various resampling methods.

It is observed that the DNN has achieved the lowest classification error among the others, which is equal to 0.11, using SMOTE as an oversampling method. In addition, it was observed that DNN achieved the lowest result in all the balanced data with a range of 0.11-0.19.

TABLE 8. Classification error and time of the classifiers on the different balanced datasets.

| Model | Error and Time (Secs) | SMOTE | ADASYN | ROS | SMOTE-ENN |
|-------|-----------------------|-------|--------|-----|-----------|
| DNN   | Error Time            | 0.11  | 0.13   | 0.12| 0.19      |
|       | Error Time            | 0.06  | 0.07   | 0.08| 0.06      |
| KNN   | Error Time            | 0.25  | 0.26   | 0.23| 0.37      |
|       | Error Time            | 0.07  | 0.07   | 0.08| 0.07      |
| SVC   | Error Time            | 0.24  | 0.27   | 0.29| 0.33      |
|       | Error Time            | 0.03  | 0.04   | 0.04| 0.01      |
| LR    | Error Time            | 0.26  | 0.30   | 0.24| 0.30      |
|       | Error Time            | 0.00  | 0.00   | 0.00| 0.00      |
| DT    | Error Time            | 0.16  | 0.17   | 0.14| 0.30      |
|       | Error Time            | 0.00  | 0.00   | 0.00| 0.00      |
| RF    | Error Time            | 0.12  | 0.13   | 0.18| 0.20      |
|       | Error Time            | 0.00  | 0.00   | 0.01| 0.00      |
| GB    | Error Time            | 0.13  | 0.13   | 0.24| 0.21      |
|       | Error Time            | 0.00  | 0.01   | 0.00| 0.00      |
**d: PRECISION AND RECALL RESULTS OF THE CLASSIFIERS ON DIFFERENT BALANCED DATASETS**

Table 9 presents a comparison of the results of the precision and recall tests of the classifiers applied on different balanced datasets. We used the weighted average function to calculate the precision and recall for all classes.

Table 9. Precision and recall results of the algorithms applied on different balanced data using various resampling methods.

| Model | Evaluation Metrics | Unbalanced Data | SMOTE | ADASYN | ROS | SMOTE-EEN |
|-------|--------------------|-----------------|-------|--------|-----|-----------|
| DNN   | Precision          | 88              | 89    | 89     | 89  | 89        |
|       | Recall             | 89              | 89    | 88     | 88  | 81        |
| KNN   | Precision          | 88              | 89    | 89     | 88  | 88        |
|       | Recall             | 91              | 75    | 74     | 77  | 63        |
| SVC   | Precision          | 83              | 90    | 90     | 89  | 90        |
|       | Recall             | 91              | 76    | 73     | 71  | 67        |
| LR    | Precision          | 83              | 88    | 88     | 88  | 89        |
|       | Recall             | 91              | 74    | 70     | 76  | 70        |
| DT    | Precision          | 86              | 86    | 86     | 86  | 87        |
|       | Recall             | 87              | 84    | 83     | 86  | 79        |
| RF    | Precision          | 83              | 87    | 86     | 89  | 88        |
|       | Recall             | 91              | 88    | 87     | 82  | 80        |
| GB    | Precision          | 87              | 87    | 87     | 90  | 88        |
|       | Recall             | 91              | 87    | 87     | 74  | 79        |

It is observed that the recall test results are the same as the results of the accuracy described above, but the precision results of some classifiers are increased with a balanced dataset.

Regarding the precision results, it is observed that the highest result belongs to DNN and KNN with 88%, and the lowest result belongs to SVC, LR, and RF with 83% because they failed to predict the “Fail” class.

From Table 9, there are remarkable improvements in the results of some ML models. For example, the SVC achieved a precision of 83% using an imbalanced dataset, while this result was increased to 90% with different balanced datasets using SMOTE, ADASYN, and SMOTE-EEN resampling methods. The LR achieved a precision of 83% using an imbalanced dataset, whereas this result was increased to 89% with a balanced dataset using SMOTE-EEN as a hybrid resampling method. The RF achieved a precision of 83% using an imbalanced dataset, whereas this result was increased to 89% with a balanced dataset using ROS as an oversampling method. The GB achieved a precision of 87% using an imbalanced dataset, whereas this result was increased to 90% with a balanced dataset using ROS as an oversampling method. In addition, the DNN achieved a precision of 88% using an imbalanced dataset, while this result was increased to 89% with all the balanced datasets.

It is observed that there are slight differences in the precision results between all the applied classifiers when using different balanced datasets. All classifiers achieved a result of 86%–90%. In addition, the SVC outperforms all other models in terms of the precision rate using different balanced datasets with a result of 89%–90%. This result in comparison to the result obtained by the DNN model is acceptable because the DNN achieved a result of 89% with all the balanced datasets. As shown in Figure 5, the SVC is the best classifier among the others, with a precision of 90% using the SMOTE, ADASYN, and SMOTE-EEN methods.

From Table 9, regarding the recall results, the achieved results of classifiers are decreased while using different balanced datasets because the classifiers now consider all classes and do not ignore any one of them. These results are the same as those of the accuracy described above. As shown in Figure 5, it is observed that the DNN outperforms all other models in terms of the recall rate using different balanced datasets with a result of 81%–89%.

**e: F1-SCORE RESULTS OF THE CLASSIFIERS ON DIFFERENT BALANCED DATASETS**

To better understand and analyze the precision and recall tests, it is more useful to use the F1-score measure.

Table 10 presents a comparison of the results of the F1-score with each class of classifiers applied on different balanced datasets using various resampling methods.

As stated above, the results of the F1-score for each class show that most of the classifiers do not perform well with all classes. Therefore, handling the problem of imbalanced data is necessary to achieve better and more accurate results. After handling this problem using various resampling methods, the results of the F1-score show that the classifiers performed well with all classes and did not ignore any one of them.

For example, the SVC, LR, and RF models ignored one of the classes while using an imbalanced dataset. Now, these models consider all classes after solving the imbalanced dataset problem using various resampling methods.
TABLE 10. F1-score results of the algorithms based on the random hold-out method on balanced data.

| Model | F1-Score | Unbalanced Data | SMOTE | ADASYN | ROS | SMOTE-ENN |
|-------|----------|-----------------|-------|--------|-----|-----------|
| DNN   | Average  | 88              | 89    | 88     | 88  | 85        |
|       | Pass     | 94              | 94    | 93     | 93  | 89        |
|       | Fail     | 28              | 40    | 37     | 38  | 36        |
| KNN   | Average  | 89              | 80    | 79     | 82  | 71        |
|       | Pass     | 95              | 85    | 84     | 87  | 75        |
|       | Fail     | 25              | 33    | 32     | 30  | 25        |
| SVC   | Average  | 87              | 80    | 79     | 77  | 74        |
|       | Pass     | 95              | 85    | 83     | 82  | 78        |
|       | Fail     | 0               | 34    | 33     | 30  | 29        |
| LR    | Average  | 87              | 79    | 77     | 81  | 77        |
|       | Pass     | 95              | 84    | 81     | 86  | 81        |
|       | Fail     | 0               | 29    | 27     | 30  | 28        |
| DT    | Average  | 87              | 85    | 85     | 86  | 82        |
|       | Pass     | 93              | 91    | 91     | 92  | 88        |
|       | Fail     | 21              | 22    | 21     | 23  | 28        |
| RF    | Average  | 87              | 87    | 87     | 85  | 84        |
|       | Pass     | 95              | 94    | 93     | 89  | 88        |
|       | Fail     | 0               | 24    | 22     | 35  | 34        |
| GB    | Average  | 88              | 87    | 87     | 79  | 85        |
|       | Pass     | 95              | 93    | 93     | 84  | 89        |
|       | Fail     | 9               | 28    | 28     | 33  | 34        |

As shown in Table 10, the SVC ignored the class “Fail” and failed to predict it using an imbalanced dataset, while this result was improved and increased to 34% with a balanced dataset using the SMOTE technique. The LR ignored the class “Fail” and failed to predict it using an imbalanced dataset, while this result was improved and increased to 30% with a balanced dataset using the ROS technique. The RF ignored the class “Fail” and failed to predict it using an imbalanced dataset, while this result was improved and increased to 35% with a balanced dataset using the ROS technique. The GB predicted the class “Fail” with a result of 9% using an imbalanced dataset, while this result was improved and increased to 34% with a balanced dataset using the SMOTE-ENN technique. The KNN predicted the class “Fail” with a result of 25% using an imbalanced dataset, while this result is improved and increased to 33% with a balanced dataset using the SMOTE technique. The DT predicted the class “Fail” with a result of 21%, while this result is improved and increased to 28% with a balanced dataset using the SMOTE-ENN method. In addition, the DNN predicted the class “Fail” with a result of 28% using an imbalanced dataset, while this result is improved and increased to 40% with a balanced dataset using the SMOTE method.

Also, the results of the F1-score of the classifiers applied on different balanced datasets are presented in Table 10. We used the weighted average function to calculate the F1-score for all classes.

From Table 10, the KNN achieved a result of 89% using an imbalanced dataset, while this result was decreased to a range of 71%–82% using different balanced datasets. The SVC achieved a result of 87% using an imbalanced dataset, while this result decreased to a range of 74%–80% using different balanced datasets. The LR achieved a result of 87% using an imbalanced dataset, while this result decreased to a range of 77%–81% using different balanced datasets. The DT achieved a result of 87% using an imbalanced dataset, while this result was decreased to a range of 82%–86% using different balanced datasets. The RF achieved a result of 87% using an imbalanced dataset, while this result was decreased to a range of 79%–85% using different balanced datasets. The GB achieved a result of 88% using an imbalanced dataset, while this result was decreased to a range of 84%–85% using different balanced datasets. In addition, the DNN achieved a result of 88% using an imbalanced dataset, while this result was decreased to 85% using the SMOTE-ENN method and increased to 89% using the SMOTE method.

As shown in Figure 6, the DNN achieved a result of 89% using SMOTE as an oversampling method, which is the highest result among the others. However, ROS frequently achieved the highest results among all the resampling methods employed.

These results show that ROS is the most suitable oversampling method in this study. In addition, it was observed that DNN achieved the best result in all the balanced datasets, with a result of 85%–89%.

2) RESULTS OF THE STRATIFIED 5-FOLD CROSS-VALIDATION METHOD

a: ACCURACY AND F1-SCORE RESULTS OF THE APPLIED CLASSIFIERS ON DIFFERENT BALANCED DATASETS

Table 11 indicates the obtained average results of the stratified 5-fold cross-validation of implementing models.
TABLE 11. Accuracy and F1-score results of the stratified 5-fold cross-validation of the algorithms applied on different balanced data using various resampling techniques.

| Model | Evaluation Metrics | Unbalanced Data | SMOTE | ADASYN | ROS | SMOTE-ENN |
|-------|--------------------|----------------|-------|--------|-----|-----------|
| DNN   | Accuracy           | 88             | 88    | 87     | 88  | 80        |
|       | F1-score           | 87             | 88    | 87     | 88  | 83        |
| KNN   | Accuracy           | 89             | 71    | 71     | 74  | 60        |
|       | F1-score           | 87             | 77    | 77     | 79  | 69        |
| SVC   | Accuracy           | 91             | 73    | 71     | 70  | 66        |
|       | F1-score           | 86             | 78    | 77     | 76  | 73        |
| LR    | Accuracy           | 91             | 73    | 69     | 75  | 67        |
|       | F1-score           | 86             | 78    | 76     | 80  | 74        |
| DT    | Accuracy           | 84             | 83    | 84     | 83  | 77        |
|       | F1-score           | 85             | 84    | 85     | 85  | 81        |
| RF    | Accuracy           | 91             | 87    | 86     | 79  | 80        |
|       | F1-score           | 87             | 87    | 86     | 82  | 81        |
| GB    | Accuracy           | 91             | 87    | 86     | 71  | 80        |
|       | F1-score           | 87             | 87    | 86     | 77  | 82        |

The results of this strategy are more acceptable and trustworthy than those of the random hold-out method. As mentioned above, accuracy is considered not useful in the case of an imbalanced dataset, and its results are not trustworthy. Therefore, we used the F1-score measure to better understand and analyze the results.

As shown in Table 11, The DNN achieved an accuracy of 88% and an f1-score of 88% while using SMOTE and ROS methods. The KNN achieved an accuracy of 74% and an f1-score of 79% while using the ROS technique. The SVC achieved an accuracy of 73% and an f1-score of 78% while using SMOTE technique. The LR achieved an accuracy of 75% and an f1-score of 80% while using the ROS technique. The DT achieved an accuracy of 84% and an f1-score of 85% while using the ADASYN technique. The RF and GB achieved an accuracy of 87% and an f1-score of 87% while using the SMOTE technique.

It was observed that the results obtained from the balanced datasets using SMOTE, and ROS are better than those of other resampling methods.

Regarding the achieved results of the classifiers using various resampling methods, it was observed that DNN achieved the best result in all the balanced datasets. It was observed that SMOTE achieved the highest result among all the resampling methods employed. These results show that SMOTE is the most suitable oversampling method in this study.

It is observed that the DNN outperformed the others with an accuracy result of 80%–88% and an F1-score result with a result of 83%–88% while using different balanced datasets, as shown in Figure 7.

**b: CLASSIFICATION ERROR OF THE CLASSIFIERS**

Table 12 presents a comparison of the error and time of the classifiers applied to different balanced datasets using various resampling methods.

As shown in Table 12, the DNN achieved the lowest classification error among the others, which was equal to 0.12, using SMOTE and ROS as oversampling methods. In addition, it was observed that DNN achieved the lowest result in all the balanced data with a range of 0.12-0.20.

TABLE 12. Classification error and time of the classifiers on the different balanced datasets.

| Model | Error and Time | SMOTE | ADASYN | ROS | SMOTE-ENN |
|-------|----------------|-------|--------|-----|-----------|
| DNN   | Error          | 0.12  | 0.13   | 0.12| 0.20      |
|       | Time           | 0.14  | 0.13   | 0.18| 0.16      |
| KNN   | Error          | 0.29  | 0.29   | 0.24| 0.40      |
|       | Time           | 0.16  | 0.11   | 0.17| 0.10      |
| SVC   | Error          | 0.23  | 0.29   | 0.30| 0.34      |
|       | Time           | 0.05  | 0.08   | 0.07| 0.03      |
| LR    | Error          | 0.23  | 0.31   | 0.25| 0.33      |
|       | Time           | 0.00  | 0.00   | 0.00| 0.00      |
| DT    | Error          | 0.17  | 0.16   | 0.17| 0.23      |
|       | Time           | 0.00  | 0.00   | 0.00| 0.00      |
| RF    | Error          | 0.13  | 0.14   | 0.21| 0.20      |
|       | Time           | 0.00  | 0.00   | 0.00| 0.00      |
| GB    | Error          | 0.13  | 0.14   | 0.29| 0.20      |
|       | Time           | 0.00  | 0.00   | 0.00| 0.00      |
3) STATISTICAL HYPOTHESIS TEST RESULTS
We applied non-parametric tests in our study since it does not make assumptions about the population distribution of the data. We used the Friedman Aligned Ranks non-parametric test since it is usually applied with a small number of algorithms in the comparison [46] and the Finner post-hoc test as it is more powerful than other tests [47] to detect the differences of all ML methods.

The achieved results of the examined methods based on F1-score values have been used to compare the performance of the ML algorithms using the above statistical tests.

a: FRIEDMAN ALIGNED RANKS NON-PARAMETRIC TEST
The null hypothesis of the Friedman Aligned Ranks non-parametric test is that the means of the results of the algorithms are the same with a significance level (alpha) of 0.05.

The results of the Friedman Aligned Ranks test are presented in Table 13 based on model validation methods used, which are random hold-out and stratified 5-fold cross-validation.

According to the results of the Friedman Aligned Ranks test, the null hypothesis that the means of F1-score values of the algorithms are the same is rejected (p-value < 0.05), while the ML algorithms are ordered from the best performer to the worst one (lower-ranking value to highest-ranking value). It is observed that the DNN model prevails as shown in Table 13 as it gives better results.

| Algorithm | Friedman Ranking (Random hold-out) | Algorithm | Friedman Ranking (5-fold CV) |
|-----------|-----------------------------------|-----------|------------------------------|
| DNN       | 3.125000                          | DNN       | 2.50000                       |
| RF        | 9.00000                           | GB        | 9.87500                       |
| GB        | 9.87500                           | RF        | 10.5000                       |
| DT        | 12.75000                          | DT        | 11.87500                      |
| LR        | 21.50000                          | LR        | 20.62500                      |
| KNN       | 21.75000                          | SVC       | 22.37500                      |
| SVC       | 23.50000                          | KNN       | 23.75000                      |

b: INNER POST-HOC TEST
The null hypothesis of the Finner post-hoc test is that the mean of the results of the control method and against each other algorithms is equal is rejected in some cases as described in Table 14.

4) COMPARISON WITH SOME PREVIOUS WORKS
We made a comparison with some previous studies that investigated the probability of students’ success in upcoming courses based on their grades in the previous courses at an early stage of a semester. We found that the dataset used in previous studies [22]–[24] was small (range from 200 to 600 records) in comparison with our dataset (4266 records). In addition, predictive models are built using only traditional ML techniques. Therefore, we applied a deep artificial neural network and some traditional ML techniques using a real dataset and achieved an accuracy of 89%. From the experimental results, our proposed approach has achieved the best accuracy in comparison to all the other evaluated techniques.

V. CONCLUSION AND FUTURE WORK
Educational data mining is an important analytical tool for solving the problem of analyzing the huge amounts of educational data stored in educational settings for the decision-making process, predicting students’ academic performance at an early stage of a semester, and discovering a hidden pattern and significant knowledge from educational data. There are some problems such as the imbalanced dataset in predicting students’ academic performance, which is a serious challenge that leads to poor performance.

In our research, we used a dataset collected from a public 4-year university to develop our predictive models based on various machine learning algorithms, including deep artificial neural network, decision tree, random forest, gradient boosting, logistic regression, support vector machine, and K-nearest neighbor to predict students’ academic performance in a data structure course based on their grades in the previous courses of the first academic year. We used various resampling techniques, such as SMOTE, ROS, ADASYN, and SMOTE-ENN to solve the imbalanced dataset problem to improve the performance of the models.

In this study, we attempt to show the effect of using an imbalanced dataset on the models’ performance and to handle this problem using various resampling methods. We used two approaches for model validation: random hold-out and stratified 5-fold cross-validation.

We noticed the effect of using an imbalanced dataset on model performance. We found that none of the classifiers performed well. We noticed that the performance of the models was improved and achieved better results on the balanced data. Using the random hold-out method on the balanced dataset achieved better results, and DNN outperformed the others with an accuracy of 89%, F1-score of 89%, and a sensitivity of 89% while using the SMOTE method as an oversampling method.

Using the stratified 5-fold cross-validation on the balanced dataset has achieved reliable and accurate results, and the achieved results show that DNN outperformed the others with
an accuracy of 88%, and an F1-score of 88% while using the SMOTE method as an oversampling method.

The results showed that the best result obtained when training the predictive model using DNN and a balanced dataset using SMOTE as an oversampling method was 89%.

Our research enabled us to develop a model to predict the likelihood of students’ success in the upcoming data structure course and to identify at-risk students at an early stage of a semester based on their grades in the previous courses of the first academic year with acceptable results (accuracy of 89%). These results show that the DNN outperformed other prediction algorithms like support vector classifier, decision tree, logistic regression, random forest, gradient boosting, and K-nearest neighbor in terms of accuracy, recall, f1-score, and classification error metrics, while support vector classifier outperformed the DNN in terms of precision with a slight difference.

For the future work, we will extend our dataset by adding more semesters’ data to improve the accuracy of the models. Other oversampling techniques, such as SVM-SMOTE and Borderline-SMOTE, will be used to evaluate their performance in comparison to the algorithms used in this study.
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