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Abstract

In this paper, we consider the problem of making distributionally robust, skeptical inferences for the multi-label problem, or more generally for Boolean vectors. By distributionally robust, we mean that we consider a set of possible probability distributions, and by skeptical we understand that we consider as valid only those inferences that are true for every distribution within this set. Such inferences will provide partial predictions whenever the considered set is sufficiently big. We study in particular the Hamming loss case, a common loss function in multi-label problems, showing how skeptical inferences can be made in this setting. Our experimental results are organised in three sections; (1) the first one indicates the gain computational obtained from our theoretical results by using synthetical data sets, (2) the second one indicates that our approaches produce relevant cautiousness on those hard-to-predict instances where its precise counterpart fails, and (3) the last one demonstrates experimentally how our approach copes with imperfect information (generated by a downsampling procedure) better than the partial abstention [31] and the rejection rules.
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1. Introduction

In contrast to multi-class problems where each instance is associated to one label, multi-label classification consists in associating an instance to a subset of relevant labels from a set of possible labels. Such problems can arise in different research fields, such as the classification of proteins in bioinformatics [30], text classification in information retrieval [13], object recognition in computer vision [3], and so on.

Considering all possible subsets of relevant labels as possible predictions make the estimation and decision steps of a learning problem significantly more difficult: partial observations are more likely to occur, especially when the number of labels increase, and the output space over which the probability needs to be estimated grows exponentially with the number of labels. This means that in some applications where guaranteeing the robustness and reliability of predictions is of particular importance, one may consider being cautious about such predictions, by predicting a set of possible answers rather than a single one when uncertainties are too high. In the literature, such strategies can be called partial rejection rules [25], partial abstention [31] or indeterminate classification [12, 1].

The main goal of this paper 1 is to exclusively study the problem of making such set-valued predictions by performing skeptic inferences when our uncertainty is described by a set of probabilities (the more uncertainties, the bigger the set). By skeptic inference, we understand the logical procedure that consists, in the presence of multiple models, to accept only those inferences that are true for every possible model. Such approaches are different from thresholding approaches [31, 25], and are closer in spirit to distributionally robust approaches, even if these later typically consider precise, minimax inferences, that are cautious yet not skeptic [16, 7]. We also make no assumptions

1 This paper significantly extends the published paper in 12th International Symposium on Imprecise Probabilities: Theories and Applications (ISIPTA).
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about the considered set of probabilities, thus departing from usual distributionally robust approaches, that typically consider precise predictions, or from existing works dealing with sets of probabilities and multi-label problems [1], that considered specific probability sets and zero/one loss function (which is seldom used in multi-label problems).

More precisely, and before detailing the content of our paper, our main contributions are as follows:

1. proposing theoretical procedures to reduce the complexity time of the skeptical inference step when we consider any set of joint probability distributions and the Hamming loss;
2. proposing to generalize the classical binary relevance by using imprecise marginal distributions;
3. proposing additional implications on different type of decision criteria when we consider imprecise marginal distributions and the Hamming loss;
4. providing experiments to compare our exact procedure against the existing outer-approximation;
5. providing experiments to how our skeptical approach can address the problem with missing and noisy labels;
6. providing a first comparative investigation of how the partial abstention, rejection and our skeptical approach can react under downsampling.

Section 2 introduces the notations we will use for the multi-label setting, and give the necessary reminders about skeptic inferences made with sets of probabilities. Once this is done, we provide in Section 3 novel theoretical results concerning the Hamming loss and the maximality decision criterion, those results ending in an inference procedure that has an almost linear time complexity with respect to the size of the output space. We also investigate under which conditions the previous results using marginal probability bound (or under the assumption of strong independence on output space) become exact. Besides, under the latter conditions, the set-valued predictions induced by the E-admissible decision criterion match perfectly with that of the maximality criterion.

In the Appendix B, we provide some additional implications (and a graph with its relations) regarding different types of decision criteria which can be considered as less and more conservatives in terms of skeptical decisions. In other words, the ones which can infer the largest or smallest set-valued of predictions than the other well-known ones, such as the E-admissible and the maximality.

In Section 4, we perform a set experiments on simulated data sets to study; (1) the exactness of the existing outer-approximation [12] against our exact optimal procedure, when we consider sets of joint probability distributions, and (2) the real computation time trend of the naive against the exact optimal procedure.

Finally, in Section 5, we perform an additional set of experiments on real data sets, which is divided in two sections; the former aims to study the behaviour of the skeptical inference against its precise counterpart; (1) under an assumption of strong independence and (2) on missing and noisy labels, and the latter aims to compare the partial abstention, the partial rejection rules and our skeptical approach under a downsampling setup.

Proofs of technical results as well as complementary experimental results, from this paper, are provided in Appendix C, Appendix D and Appendix E, respectively.

2. Preliminaries

In this section, we introduce the necessary background to deal with our problem.

2.1. Multi-label problem

In multi-label problem, given a subset \( \Omega = \{\omega_1, \ldots, \omega_m\} \), one assumes that to each instance \( x \) of an input space \( \mathcal{X} = \mathbb{R}^d \) is associated a subset \( \Lambda \subseteq \Omega \) of relevant labels. In practice, we will identify such subsets with the space of Boolean vectors \( \mathcal{Y} = \{0, 1\}^m \), denoting a vector \( y = (y_1, \ldots, y_m) \) and having \( y_i = 1 \) if \( \omega_i \in \Lambda \), 0 else.

We assume that observations are i.i.d. samples of a distribution \( p : \mathcal{X} \times \mathcal{Y} \rightarrow [0, 1] \), and denote \( p_{x}(y) := p(y|x) \) the conditional probability of \( y \) given \( x \). We denote by \( Y = (Y_1, \ldots, Y_m) \) the random binary vector over \( \mathcal{Y} \). Given a subset \( \mathcal{I} \subseteq \{1, \ldots, m\} \) of indices, we denote by \( Y_{\mathcal{I}} \) the space of binary vectors over those indices, by \( Y_{\mathcal{I}} \) and \( Y_{\mathcal{I}} \) will the marginals of \( Y \) over these indices and over the complementary indices \( \{1, \ldots, m\} \setminus \mathcal{I} \), respectively. In particular, \( Y_{\mathcal{I}}(i) \) will denote the marginal random variable over the \( i \)th label. Similarly, we will denote by \( Y_{\mathcal{I}} \) the values of a vector restricted to elements indexed in \( \mathcal{I} \), and by \( b_{\mathcal{I}} \) a particular assignment over these elements. The associated marginal probability will be

\[
P_{x}(b_{\mathcal{I}}) = \sum_{y_{\mathcal{I}} = b_{\mathcal{I}}} p_{x}(y).
\]
We will also consider the complement of a given vector or assignment over a subset of indices. These will be denoted by $\bar{y}_I$ and $\bar{\bar{y}}_I$, respectively.

Given two vectors $y^1$ and $y^2$, we will denote by $\mathcal{I}_{y^1, y^2} := \{i \in \{1, \ldots, m\} : y^1_i \neq y^2_i\}$ the set of indices over which two vectors are different, and similarly by $\mathcal{I}_{y^1, y^2} := \{i \in \{1, \ldots, m\} : y^1_i = y^2_i\}$ the sets of indices for which they will be equal.

**Example 1.** Consider the probabilistic tree developed in Figure 1 defined over $\mathcal{Y} = \{0, 1\}^2$ describing a full joint distribution over two labels. In such trees, the probability of any vector $y$ is simply the product of the probabilities along its path. We also have that the partial vector $(\cdot, 1)$ has probability

$$P((\cdot, 1)) = P((0, 1)) + P((1, 1)) = 0.5 \cdot 0.2 + 0.5 \cdot 0.7 = 0.45.$$  

![Figure 1: Probabilistic binary tree of two labels](image)

In the sequel of this paper, we will use such trees to illustrate our results, replacing the precise probabilities on the branches by intervals. An example will be provided later. The resulting set of probabilities over $\mathcal{Y}$ will then simply be the set of all joint probabilities obtained by taking precise values within those intervals.

As in this paper we are interested in making set-valued predictions for the multi-label problems, we will use the notation $\mathcal{Y} \subseteq \mathcal{Y}$ for generic subsets of $\mathcal{Y}$. We will use the notation $\mathcal{Y} = \{0, 1, \ast\}^m$ for the specific subsets induced by partially specified binary vectors $\eta \in \mathcal{Y}$, where a symbol $\ast$ stands for a label on which we abstain. Denoting by $\mathcal{I}^*$ the indices of such labels, we will also slightly abuse the notation $\eta$ and $\mathcal{Y}$ to also denote the corresponding family of subsets over $\mathcal{Y}$, i.e.,

$$\eta := \{y \in \mathcal{Y} : \forall i \notin \mathcal{I}^*, y_i = \eta_i\}.$$  

Such subsets are indeed often used to make partial multi-label predictions, and we will refer to them on multiple occasions, calling them partial vectors. However, using only subsets within $\mathcal{Y}$ may be insufficient if one wants to express complex partial predictions. For instance, in the case where $m = 2$, the partial prediction $\mathcal{Y} = \{(0, 1), (1, 0)\}$ cannot be expressed as an element of $\mathcal{Y}$, as approximating $\mathcal{Y}$ with an element of $\mathcal{Y}$ would result in $\mathcal{Y}$, and not the initial subset.

2.2. Skeptic inferences with distribution sets

**Basic representation.** In this paper, We assume that our uncertainty is described by a convex set of probabilities $\mathcal{P}$, a.k.a. a credal set [20], defined over $\mathcal{Y}$. Such sets can arise in various ways: as a native result of the learning method [1, 8]; as the result of an agnostic estimation in presence of imprecise data [26]; or as a neighbourhood taken over an initial estimated distribution $\hat{\rho}$, such as in distributionally robust approaches [7].

**Skeptic inference and decision.** Once our uncertainty is described by a credal set $\mathcal{P}$, the next step in the learning process is to deliver an optimal prediction, given a loss function $\ell : \mathcal{Y} \times \mathcal{Y} \to \mathbb{R}$ where $\ell(\hat{y}, y)$ is the loss incurred by predicting $\hat{y}$ when $y$ is the ground-truth.

---

2With respect to the missingness process.
When the estimate \( \hat{p} \) is precise, this is classically done by picking the prediction minimizing the expected loss, i.e.

\[
\hat{y}_i^\hat{p} = \arg \min_{y \in \mathcal{Y}} \mathbb{E}_\hat{p}(\ell(y', \cdot)) = \arg \min_{y \in \mathcal{Y}} \sum_{y' \in \mathcal{Y}} \hat{p}(y) \ell(y', y)
\]

(1)
or, equivalently, by picking the maximal elements of the linear ordering \( \succeq^\hat{p} \) where \( y' \succeq^\hat{p} y \) if

\[
\mathbb{E}_\hat{p}(\ell(y', \cdot) - \ell(y'', \cdot)) = \sum_{y \in \mathcal{Y}} \hat{p}(y) \left( \ell(y', y) - \ell(y'', y) \right) = \mathbb{E}_\hat{p}(\ell(y', \cdot)) - \mathbb{E}_\hat{p}(\ell(y'', \cdot)) \geq 0,
\]

(2)

Since \( \succeq^\hat{p} \) is a complete pre-order, picking any of the possibly indifferent maximal elements will be equivalent with respect to expected loss minimization.

When considering a set \( \mathcal{P} \) as our uncertainty representation, there are many ways \([29]\) to extend Equation (2). In this paper, we will consider the two main decision rules that may return more than one decision in case of insufficient information: E-admissibility and maximality. These rules follow a skeptical strategy, in the sense that the returned set of predictions is guaranteed to contain the optimal prediction, whatever the true distribution within \( \mathcal{P} \).

**Definition 1.** E-admissibility returns the set of predictions that are optimal for at least one probability within the set \( \mathcal{P} \). In other words, the E-admissibility rule returns the prediction set

\[
\hat{Y}_E^{\mathcal{P}} = \{ y \in \mathcal{Y} \mid \exists p \in \mathcal{P} \text{ s.t. } y = \hat{y}_i^p \}.
\]

(3)

**Definition 2.** Maximality consists in returning the maximal, non-dominated elements of the partial order \( \succ^\mathcal{P} \) such that \( y \succ^\mathcal{P} y' \) if

\[
\mathbb{E}(\ell(y', \cdot) - \ell(y, \cdot)) := \inf_{P \in \mathcal{P}} \mathbb{E}_P(\ell(y', \cdot) - \ell(y, \cdot)) > 0,
\]

(4)

that is if exchanging \( y' \) for \( y \) is guaranteed to give a positive expected loss. The maximality rule returns the prediction set

\[
\hat{Y}^M_\ell = \{ y \in \mathcal{Y} \mid \exists y' \in \mathcal{Y} \text{ s.t. } y' >^\mathcal{P} y \}.
\]

(5)

Since \( >^\mathcal{P} \) is in general a partial order, \( \hat{Y}^M_\ell \mathcal{P} \) may result in a set of multiple, incomparable elements. Clearly, the more imprecise is \( \mathcal{P} \), the larger are the sets \( \hat{Y}^E_\ell \mathcal{P} \) and \( \hat{Y}^M_\ell \mathcal{P} \). It can also be proven \([29]\) that \( \hat{Y}^E_\ell \mathcal{P} \subseteq \hat{Y}^M_\ell \mathcal{P} \), making E-admissibility a less conservative skeptical decision rule. Yet, the set \( \hat{Y}^E_\ell \mathcal{P} \) is typically harder to compute than \( \hat{Y}^M_\ell \mathcal{P} \), which can be used as a reasonable approximation. The following example illustrates what we just described.

**Example 2.** Let us consider a multi-label problem composed of two labels \( Y_1 \) and \( Y_2 \), in other words, composed of a Boolean space \( \mathcal{Y} = \{00, 01, 10, 11\} \), and a set of four estimated probability distributions \( \hat{P}_Y \) of the credal set \( \mathcal{P}_Y \) in Table 1(a), and a classical zero-one loss function \( \ell_{0/1} \).

| \( \ell_{0/1} \) | \( \ell_{0/1}(00, \cdot) \) | \( \ell_{0/1}(01, \cdot) \) | \( \ell_{0/1}(10, \cdot) \) | \( \ell_{0/1}(11, \cdot) \) |
|-----------|----------------|----------------|----------------|----------------|
| \( \mathbb{E}_{\mathcal{P}_Y} \) | \( \cdot \) | \( -0.1 \) | \( -0.3 \) | \( -0.2 \) |
| \( \mathbb{E}_{\mathcal{P}_Y} \) | \( -0.1 \) | \( \cdot \) | \( -0.2 \) | \( -0.4 \) |
| \( \mathbb{E}_{\mathcal{P}_Y} \) | \( -0.4 \) | \( -0.3 \) | \( \cdot \) | \( -0.4 \) |
| \( \mathbb{E}_{\mathcal{P}_Y} \) | \( -0.2 \) | \( -0.1 \) | \( -0.1 \) | \( \cdot \) |

Table 1: Comparison between Maximality and E-admissibility criterions.

Under the zero-one loss function \( \ell_{0/1} \), we can apply Equation (4) to obtain the infimum expectations of each pairwise comparison of values of the Boolean space \( \mathcal{Y} \) (so 12 comparisons) in Table 1(b), and likewise applying
Equation (3) we obtain the maximum probability per probability distribution $\hat{P}^*$ (in bold in Table 1(a)). Therefore, the set-valued of predictions of the $E$-admissibility and the Maximality criterions are:

$$\hat{F}_{E_{0/1};p} = \{0.0, 1.1\} \text{ and } \hat{F}_{M_{0/1};p} = \{0.0, 1.1, 1.1\}.$$  

Note that $\hat{F}_{M_{0/1};p}$ is more conservative than $\hat{F}_{E_{0/1};p}$ since the last one does not consider the solution \(\{01\}\).

Computing $\hat{F}_{E_{0/1};p}$ and $\hat{F}_{M_{0/1};p}$ can be a computationally demanding task, making the prediction step critical when considering combinatorial spaces, such as the one considered in this paper. For instance, obtaining $\hat{F}_{M_{0/1};p}$ may require at worst to perform \(|\mathcal{Y}|(|\mathcal{Y}|-1)/2\) comparisons, where $|\mathcal{Y}| = 2^m$, ending up with a complexity of $O(2^m)$ that quickly becomes untractable even for small values of $m$.

**Example 3.** Figure 2 illustrates the computation of an expected loss in the case of a probabilistic tree and the zero/one loss function ($\ell(y', y) = 1$ if $y \neq y'$, 0 else), when comparing the two items $y' = (0, 1)$ and $y'' = (1, 0)$. Global expectation is reached by computing local expectations recursively at each node, starting from the leaves of the tree to get at the root. In this case, we have that $(1, 0) >_{\ell_{0/1}} (0, 1)$, since the expectation of the difference $\ell_{0/1} ((0,1), \cdot) - \ell_{0/1} ((1,0), \cdot)$ is positive.

$$\ell_{0/1}((0,1), \cdot) - \ell_{0/1}((1,0), \cdot) =$$

\[
\begin{array}{c}
\text{y}_1 = 0 \\
0.8 \\
E = 0.2 \cdot 1 = -0.2 \\
(\text{y}_1 = 0, \text{y}_2 = 0) \\
0 \\
\text{y}_1 = 1 \\
0.5 \\
E = 0.5 \cdot 0.2 + 0.5 \cdot 0.3 = 0.05 \\
(\text{y}_1 = 0, \text{y}_2 = 1) \\
-1 \\
\text{y}_1 = 1 \\
0.3 \\
E = 0.3 \cdot 1 = 0.3 \\
(\text{y}_1 = 1, \text{y}_2 = 0) \\
1 \\
\text{y}_1 = 1 \\
0.7 \\
E = 0.3 \cdot 1 = 0.3 \\
(\text{y}_1 = 1, \text{y}_2 = 1) \\
0 \\
\end{array}
\]

Figure 2: Probabilistic tree and expected loss

Figure 3 pictures an imprecise probabilistic tree for the same situation, where probabilities in each branch are replaced by intervals (that in the binary case are sufficient to represent any convex set). The computation of the corresponding lower expectation is done in the same way as in the precise case, starting from the leaves and picking the right interval bounds to obtain lower values of the local expectations. In the example, we still have that $(1, 0) >_{\ell_{0/1}} (0, 1)$, as the final lower expectation is positive.

All of this means that simply enumerating elements of $\mathcal{Y}$ is not practically possible, and other strategies need to be adopted. In what follows, we show that in the case of Hamming loss, one of the most common loss used in multi-label and binary problems, we can use an efficient algorithmic procedure to perform skeptic inferences. This is done both for general sets $\mathcal{Y}$ and for specific sets induced from binary relevance models. We also show that some previous results giving rough outer-approximations of skeptic inferences in the general case turn out to be exact for such binary relevance models.

### 3. Skeptic inference for the Hamming loss

The hamming loss, that we will denote $\ell_H$, is a commonly used loss in multi-label problems. It simply amounts to compute the Hamming distance between the ground truth $y$ and a prediction $\hat{y}$, that is

$$\ell_H (\hat{y}, y) = \sum_{i=1}^{m} [\hat{y}_i \neq y_i] = |\mathcal{Y} \setminus \hat{y}|$$  

(6)
In the case of Hamming loss and given $y$, Lemma 1. It has however been proven that $\hat{y} = \overline{y}$ is the complement of $y$.

In the case of precise probabilities, it is also useful to recall that the optimal prediction for the Hamming loss [11], i.e. the vector $\hat{y}_{\ell_H} \subseteq \Phi$ satisfying Equation (1) is

$$\hat{y}_{\ell_H} = \begin{cases} 1 & \text{if } P(Y_i = 1) \geq \frac{1}{2} \\ 0 & \text{else.} \end{cases}$$  

(7)

When considering a set $\mathcal{P}$ of distribution, one is immediately tempted to adopt as partial prediction the partial vector $\hat{\theta}_{\ell_H, \mathcal{P}} \in \Phi$ such that

$$\hat{\theta}_{\ell_H, \mathcal{P}} = \begin{cases} 1 & \text{if } P(Y_i = 1) > \frac{1}{2} \\ 0 & \text{if } P(Y_i = 0) > \frac{1}{2} \\ \ast & \text{if } \frac{1}{2} \in [P(Y_i = 1), \overline{P}(Y_i = 1)]. \end{cases}$$  

(8)

It has however been proven that $\hat{\theta}_{\ell_H, \mathcal{P}}$ is in general an outer-approximation of $\hat{\Phi}_{\ell_H, \mathcal{P}}^E$ and $\hat{\Phi}_{\ell_H, \mathcal{P}}^M$ (i.e., $\hat{\Phi}_{\ell_H, \mathcal{P}}^E \succeq \hat{\Phi}_{\ell_H, \mathcal{P}}^M \subseteq \hat{\Phi}_{\ell_H, \mathcal{P}}$), thus providing a quick heuristic to get an approximate answer [12].

The following sub-sections study the problem of providing exact skeptic inferences; firstly for any possible probability set $\mathcal{P}$, and then for the specific case where $\mathcal{P}$ is built from marginal models on each label, that corresponds to binary relevance approaches in multi-label learning.

3.1. General case

In this section, we demonstrate that for the Hamming loss, we can use inference procedures that are much more efficient than an exhaustive, naive enumeration. Let us first simplify the expression of the expected value.

Lemma 1. In the case of Hamming loss and given $y^1, y^2$, we have

$$\mathbb{E}[\ell_H(y^2, \cdot) - \ell_H(y^1, \cdot)] = \sum_{i=1}^m P(Y_i = y^2_i) - P(Y_i = y^1_i)$$

(9)

If we consider a set of indices $\mathcal{I}_{y^1, y^2}$ on which the Equation (9) is cancelled, it can be rewritten

$$\sum_{i \in \mathcal{I}_{y^1, y^2}} P(Y_i = y^1_i) - P(Y_i = y^2_i).$$

(10)

The next proposition shows that this expression can be leveraged to perform the maximality check of Equation (4) on a limited number of vectors.
**Proposition 1.** For a given set $\mathcal{I}$ of indices, let us consider an assignment $\mathbf{a}_\mathcal{I}$ and its complement $\mathbf{\bar{a}}_\mathcal{I}$. Then, for any two vectors $\mathbf{y}^1, \mathbf{y}^2$ such that $\mathbf{y}^1_\mathcal{I} = \mathbf{a}_\mathcal{I}$, $\mathbf{y}^2_\mathcal{I} = \mathbf{\bar{a}}_\mathcal{I}$ and $\mathbf{y}^1_{\mathcal{I}^c} = \mathbf{y}^2_{\mathcal{I}^c}$, we have

$$\mathbf{y}^1 \succ_M \mathbf{y}^2 \iff \inf_{P \in \mathcal{P}} \sum_{i \in \mathcal{I}} P(Y_i = a_i) > \frac{|\mathcal{I}|}{2}$$

(11)

In the remaining of the paper, given a partial assignment $\mathbf{b}_\mathcal{I}$ over a subset of indices $\mathcal{I}$, we will define the partial Hamming loss between $\mathbf{b}_\mathcal{I}$ and an observation $\mathbf{y}$ as

$$\ell_H(\mathbf{b}_\mathcal{I}, \mathbf{y}) = \sum_{i \in \mathcal{I}} \mathbb{I}(b_i \neq y_i).$$

(12)

When $\mathcal{I} = \{1, \ldots, m\}$, we simply retrieve the usual Hamming loss. The next proposition shows that the condition of Proposition 1 actually comes down to minimize the expected partial Hamming loss.

**Proposition 2.** For a given set $\mathcal{I}$ of indices, let us consider an assignment $\mathbf{a}_\mathcal{I}$ and its complement $\mathbf{\bar{a}}_\mathcal{I}$. We have

$$\inf_{P \in \mathcal{P}} \sum_{i \in \mathcal{I}} P(Y_i = a_i) = \mathbb{E}[\ell_H(\mathbf{a}_\mathcal{I}, \cdot)].$$

(13)

---

**Algorithm 1:** Maximal solutions under Hamming loss and general set

**Data:** $\mathcal{P}$ (convex set of distributions)

**Result:** $\check{\mathcal{Y}}_M(\ell_H, \mathcal{P})$ (set of undominated solutions)

1 $S = \mathcal{P}$;
2 for $i$ in $1:m$
3 $\quad \mathcal{Z}_i = \{ \mathcal{I} : \mathcal{I} \subseteq \{1, \ldots, m\}, |\mathcal{I}| = i \}$; /* Index sets of size $i$ */
4 $\quad$ for all $\mathcal{Z}_i$
5 $\quad \quad$ for all $\mathbf{a}_\mathcal{I} \in \mathcal{Z}_i$; /* Binary vectors over indices in $\mathcal{I}$ */
6 $\quad \quad \quad$ do
7 $\quad \quad \quad \quad$ if $\inf_{P \in \mathcal{P}} \sum_{j \in \mathcal{I}} P(Y_j = a_j) > \frac{1}{2}$ then $S = S \cup \{ \mathbf{y} \in \mathcal{P} : \mathbf{y}_\mathcal{I} = \mathbf{a}_\mathcal{I} \}$;
8 $\quad \quad \quad$ end
9 $\quad$ end
10 end

This allows us to use Algorithm 1 to find $\check{\mathcal{Y}}_M(\ell_H, \mathcal{P})$. The following result provides the time complexity of the algorithm.

**Proposition 3.** Algorithm 1 has to perform $3^m - 1$ computations, and its complexity is in $\Theta(3^m)$

Proposition 3 tells us that, in the case of Hamming loss, finding $\check{\mathcal{Y}}_M(\ell_H, \mathcal{P})$ can be done almost linearly with respect to the size of $\mathcal{P}$. This is to be compared to a naive enumeration, that requires $(2^m)(3^m - 1)$ computations. Figure 4(a) plots the two curves as a function of the number $m$ of labels, demonstrating that our result allows a significant gain in computations. Furthermore, using the same experimental setup of Section 4, in which we shall study the differences between $\check{\mathcal{Y}}_M(\ell_H, \mathcal{P})$ and the crude approximation of Equation (8), we show in Figure 4(b) the empirical evolution of the average computation time on $10^4$ comparisons in milliseconds (and in $\log_{10}$ scale) of the naive version against the exact optimal procedure proposed in Algorithm 1, where small imprecision and high imprecision refer to $\varepsilon = 0.05$ and $\varepsilon = 0.45$, respectively (see Section 4 for more details).

It should strongly be noted that the time complexity obtained in the Proposition 1 can still be reduced using two different strategies: (1) removing dominated elements already verified (cf. [2, algo. 16.4]), and (2) using the precise prediction as a solution of the set of solutions E-admissible (c.f [6, appx. A]). However, in the worst-case scenario, in which all elements are non-dominated, the time complexity remains the same.

As said before, the set $\check{\mathcal{Y}}_M(\ell_H, \mathcal{P})$ will in general not be exactly described by a partial vector within $\mathcal{Y}$, as shows the next example.
**Example 4.** Consider again the tree provided in Figure 3. The result of applying Algorithm 1 provides the following results:

\[
\begin{align*}
E[H((1,\ast),\cdot)] & = 0.444 > 0.5 \implies (0,\ast) \not\succ_M (1,\ast), \\
E[H((0,\ast),\cdot)] & = 0.456 > 0.5 \implies (1,\ast) \not\succ_M (0,\ast), \\
E[H((\ast,1),\cdot)] & = 0.498 > 0.5 \implies (\ast,0) \not\succ_M (\ast,1), \\
E[H((\ast,0),\cdot)] & = 0.354 > 0.5 \implies (\ast,1) \not\succ_M (\ast,0), \\
E[H((1,1),\cdot)] & = 0.942 > 1.0 \implies (0,0) \not\succ_M (1,1), \\
E[H((1,0),\cdot)] & = 0.846 > 1.0 \implies (0,1) \not\succ_M (1,0), \\
E[H((0,1),\cdot)] & = 1.001 > 1.0 \implies (1,0) \succ_M (0,1), \\
E[H((0,0),\cdot)] & = 0.810 > 1.0 \implies (1,1) \not\succ_M (0,0),
\end{align*}
\]

where for two partial vectors \(y^1, y^2\) such that \(\mathcal{I}^*_y = \mathcal{I}^*_{y^2}\), we use the short-hand notation \(y^1 \succ_M y^2\) to say that the dominance relation given by Definition 2 holds for any fixed replacement of the abstained labels.

About this example, we can first note that only \(3^2 - 1 = 8\) comparisons are performed (in accord with Proposition 3). Secondly, also note that the final solution which is the set

\[
\hat{\mathcal{Y}}_M^{(I_H,\mathcal{I})} = \{(1,0),(0,0),(1,1)\}
\]

does not belong to \(\mathcal{X}\).

**Remark 1.** Note that if for some partial vector \(y\) Proposition 1 holds, the preference also holds for any completion of such a vector. More precisely, if we denote by \(\mathcal{I}^-\) the indices of non-abstained labels, and \(a_{\mathcal{I}}\) an assignment over indices \(\mathcal{I} \subseteq \mathcal{I}^+\) (where \(\mathcal{I}^+ = \{1,\ldots,m\} \setminus \mathcal{I}^-\)), one can deduce from \(y \geq_M y^1\) that \((y_{\mathcal{I}^-},a_{\mathcal{I}}) \geq_M (y_{\mathcal{I}^-},a_{\mathcal{I}})\). For instance if \((0,\ast,\ast) \geq_M (1,\ast,\ast)\), then we can additionally deduce \((0,\ast,0) \geq_M (1,\ast,0)\).

**Remark 2.** A key finding of the results of this section, illustrated by Example 4, is that when considering sets of distributions and skeptical inferences, it is not sufficient to consider marginal probabilities in order to get optimal, exact predictions. This contrasts heavily with the case of precise distributions, in which having only the marginal information allows to get optimal predictions for a number of loss functions, including the Hamming loss, but also precision@k, micro- and macro-F measure, as well as others [18, 19].

**Remark 3.** Despite our best efforts and except for some few tweaks, we were not really able to significantly lower the complexity of finding \(\hat{\mathcal{Y}}_M^{(I_H,\mathcal{I})}\), i.e., to go from the still exponential complexity of Proposition 3 to a polynomial one in the number of labels. This contrasts with the precise case, where one can use the marginal information to obtain the result in a polynomial time in the number of labels. The fact that we cannot rely on the marginal bounds of \(P(Y_i)\) suggest us that reaching such a polynomial complexity for exact inferences over generic credal sets \(\mathcal{P}\) may not be doable.
3.2. Binary relevance and partial vectors

The previous section looked at the very general case where the set $\mathcal{P}$ is completely arbitrary and proposed some efficient inference methods for this case. In this section, we are interested in conditions imposed upon $\mathcal{P}$ that guarantee the sets $\mathcal{Y}_{i\mathcal{H},\mathcal{P}}^M$ and $\mathcal{Y}_{i\mathcal{H},\mathcal{P}}^E$ to be partial vectors, that is to belong to $\mathcal{Y}$. In particular, we show that this is the case when considering models that generalize binary relevance notions by using imprecise marginals with an assumption of independence. The interest of studying such models is that they constitute the basic models when it comes to multi-label problems.

In this section, we therefore consider that the joint probability $p$ over $\mathcal{Y}$ and its imprecise extension are built in the following way: we have some information on the marginal probability $p_i \in [0, 1]$ of $y_i$ being positive, and define the probability of a vector $y$ as

$$p(y) = \prod_{\{i|y_i=1\}} p_i \prod_{\{i|y_i=0\}} (1 - p_i).$$

Without loss of generality, the imprecise version then amounts to consider that the information we have is an interval $[p_i, \overline{p}_i]$, as every convex set of probabilities on a binary space (here, $\{0, 1\}$) is an interval. We then consider that a probability set $\mathcal{P}_{BR}$ over $\mathcal{Y}$ amounts to consider the robust version of Equation (14), that is

$$p(y) \in \left\{ \prod_{\{i|y_i=1\}} p_i \prod_{\{i|y_i=0\}} (1 - p_i)|p_i \in [p_i, \overline{p}_i] \right\}.$$

In this specific case, we can show that $\mathcal{Y}_{i\mathcal{H},\mathcal{P}}^E$ can be exactly described by a partial vector.

**Proposition 4.** Given a probability set $\mathcal{P}_{BR}$ and the Hamming loss, the set $\mathcal{Y}_{i\mathcal{H},\mathcal{P}_{BR}}^E \subseteq \mathcal{Y}$

Proposition 4 shows that in the specific yet important case of binary relevance models, $\mathcal{Y}_{i\mathcal{H},\mathcal{P}}^E$ can be computed efficiently and easily presented to users. In particular, Equation (8) is in this case exact, and can be used to compute $\mathcal{Y}_{i\mathcal{H},\mathcal{P}_{BR}}^E$. We will denote by $\mathcal{Y}_{i\mathcal{H},\mathcal{P}_{BR}}^E$ the partial vector corresponding to $\mathcal{Y}_{i\mathcal{H},\mathcal{P}_{BR}}^E$, as the next proposition show that it is also an exact estimation of $\mathcal{Y}_{i\mathcal{H},\mathcal{P}_{BR}}^M$.

**Proposition 5.** Given a probability set $\mathcal{P}_{BR}$ and the Hamming loss, we have

$$\mathcal{Y}_{i\mathcal{H},\mathcal{P}_{BR}}^E \subseteq \mathcal{Y}_{i\mathcal{H},\mathcal{P}_{BR}}^M.$$

**Remark 4.** As the optimal prediction for the 0/1 or subset loss $\ell_{0/1}$ in the precise case is the same as Equation (7), Proposition 4 is also true for this loss, as well as Proposition 5.

In Appendix B, we provide a couple of complementary results with respect to the other decision criteria, that we do not consider in the main text as they are usually either very conservative (i.e., interval dominance) or not skeptical (i.e., minimax and minimin), in the sense that their inferences are always precisely valued, not matter how big $\mathcal{P}$ is.

In what follows, we will describe two independent experiments that empirically highlight the interest of using sets of probabilities rather than a single distribution. The first one is dedicated to compare our exact solution against the existing outer-approximation using simulated data sets, whereas the second one is dedicated; (1) to show our approach’s effectiveness when it is confronted with missing and noisy data sets, and (2) to compare our approach with other existing skeptical approaches.

4. Experiments of Skeptic inferences with General Case

In this section, we aim to perform an empirical experiment\(^3\) to evaluate the quality of our exact procedure of making skeptical inferences described in Section 3.1 against that of its counterpart, i.e outer-approximation described in [12]. First, in Section 4.1, we formalize the procedure we used in Example 3 to compute the lower expectation in binary tree structures used for instance to verify the equation of Proposition 1. We then investigate, through simulation, the difference between exact inferences and the outer-approximation on different number of labels.

\(^3\)Implemented in Python, see https://github.com/sdestercke/classifip.
4.1. Inference with imprecise multi-label classifier

As we saw in Proposition 1 and Algorithm 1, estimating \( \hat{\mathbb{M}}_{H, \mathcal{P}} \), given an observed instance \( x \), implies the calculation of the infimum expectation \( \mathbb{E}_{Y | X = x} \left[ \ell_H (\cdot, \alpha) \right] \) given an assignment \( \alpha \). One possibility to compute it is to write it as an iterated conditional expectation over the chain of labels, i.e.,

\[
\mathbb{E}_{Y | X = x} \left[ \ell_H (\cdot, \alpha) \right] = \inf_{P \in \mathcal{P}} \mathbb{E}_{Y_1} \left[ \mathbb{E}_{Y_2} \left[ \ldots \mathbb{E}_{Y_{n-1}} \left[ \ell_H (\cdot, \alpha) \right] | X = x, Y_{n-1} = \alpha \right] \ldots \right] | X = x,
\]

(16)

where \( \{j\} = \{1, 2, \ldots, j-1, j\} \) is a set of previous indices and \( Y_{n-1} = \{Y_1, \ldots, Y_{n-1}\} \) is a random binary vector. While such an expectation has to be computed globally, it has been shown by Hermans and De Cooman [15] that in the specific case of tree structures, it can be computed recursively \(^4\) using the law of iterated lower expectations\(^5\)

\[
\mathbb{E}_{Y | X = x} \left[ \ell_H (\cdot, \alpha) \right] = \mathbb{E}_{Y_1} \left[ \mathbb{E}_{Y_2} \left[ \ldots \mathbb{E}_{Y_{n-1}} \left[ \ell_H (\cdot, \alpha) \right] | X = x, Y_{n-1} = \alpha \right] \ldots \right] | X = x.
\]

(17)

Equation (17) allows one to compute global infimum expectation using local models and backward recursion, i.e., we first compute the local lower expectation starting from the leaves of the tree and proceed iteratively (for further details see [33]). Example 5 provides us an illustration of this procedure.

**Example 5.** Let us consider a multi-label problem with two labels \( \{Y_1, Y_2\} \) with the credal set \( \mathcal{P} \) over \( \mathcal{Y} \) defined by the tree pictured in Figure 5. Consider and \( y^1 = (\cdot, 1) \) and \( y^2 = (\cdot, 0) \) two binary vectors which have the same value of the label \( Y_1 \). According to the Assignment of these vectors is \( a_{\{2\}} = (1) \) (and its complement \( \overline{a}_{\{2\}} = (0) \)). In order to verify whether \( y^1 \) dominates \( y^2 \) (in the sense of the maximality criterion), we have to check whether

\[
\mathbb{E}_{Y | X = x} [\ell_H (\cdot, \alpha)] > 0.5,
\]

(18)

where the cost vector of the partial Hamming loss is \( (0, 1, 1, 0) \) as can be verified in the Figure 5.

![Figure 5: Example of computing the infimum expectation.](image)

Thus, applying recursively Equation (17), we obtain an infimum expectation \( \mathbb{E}_{Y | X = x} \left[ \ell_H (\cdot, \alpha) \right] = 0.33 \). As it is lower than 0.5, we cannot conclude that \( y^1 \succ_{\mathcal{P}} y^2 \).

Finally, let us note that computing marginals \( P(Y_{\{i\}} = 0) \) and \( P(Y_{\{i\}} = 1) \) used in Equation (8) is equally easy, as it amounts to compute the lower expectation of the indicator functions \( \mathbb{I}_{(y_{\{i\}}=0)} \) and \( \mathbb{I}_{(y_{\{i\}}=1)} \), respectively.

\(^4\)A backward recursive efficient algorithm was implemented by Gen et al in [33].

\(^5\)In general, there is only an inequality between Equations (16) and (17)
4.2. Exact vs approximate skeptic inference

In this section, we want to assess how good is the outer-approximation proposed in [12] (and given by Equation (8)), by comparing it to an exact estimation of the set $\hat{\mathcal{Y}}_{t_H, \mathcal{P}}$. Such an estimate is essential to know in which situation Equation (8) is likely to give a too conservative outer-approximation, and in which cases it can safely be used.

To perform this study, we simulate credal sets $\mathcal{P}$ over $\mathcal{Y}$ by generating binary trees in the following way: we choose an $\epsilon \in [0,0.5]$, and for a label $Y_i$ and a path $y_1,\ldots, y_{i-1}$, we generate a random $\theta \sim \mathcal{U}([0,1])$ to obtain the interval

$$P_{\epsilon}(Y_{i}) = \max(0, \theta - \epsilon) = 1 - P_{\epsilon}(Y_{i}) = \min(\theta + \epsilon, 1) = 1 - P_{\epsilon}(Y_{i}) = 0|y_1,\ldots, y_{i-1}),$$

where $\mathcal{U}([0,1])$ is a uniform distribution and $\epsilon$ is a parameter representing the imprecision level of our interval. The value of parameter $\epsilon$ impact directly on the width of the probability interval, and therefore, the precision of the obtained prediction. The tree in Figure 5 is of this kind.

In order to ensure the truthfulness and completeness of the comparison of two skeptic inferences, we evaluate them on five different samples of 2000 binary trees, each sample having a fixed $\epsilon$ (i.e., $10^3$ instances). For each instance, we evaluate the quality of the outer-approximation by computing the number of added elements in the corresponding set of binary vectors, i.e.,

$$d_{(i, y)}^{\epsilon} = |\hat{\theta}_{i,H, \mathcal{P}}| - |\hat{\mathcal{Y}}_{t_H, \mathcal{P}}|.$$ (19)

As we have that $\hat{\theta}_{i,H, \mathcal{P}} \supseteq \hat{\mathcal{Y}}_{t_H, \mathcal{P}}$, Equation 19 will never be negative. Also, since different number of labels will induce different upper bounds for Equation (19), we uniformize the results across different numbers by partitioning the results in four bins:

$q_0 = \#\left\{ (\hat{\theta}, \hat{\mathcal{Y}})_{(2000)} \mid d_{(i, y)}^{\epsilon} = 0 \right\},$

$q_{<0.25} = \#\left\{ (\hat{\theta}, \hat{\mathcal{Y}})_{(2000)} \mid 0 < d_{(i, y)}^{\epsilon} \leq 2|\mathcal{Y}|/4 \right\},$

$q_{<0.5} = \#\left\{ (\hat{\theta}, \hat{\mathcal{Y}})_{(2000)} \mid 2|\mathcal{Y}|/4 < d_{(i, y)}^{\epsilon} \leq 2|\mathcal{Y}|/2 \right\},$

$q_{<1} = \#\left\{ (\hat{\theta}, \hat{\mathcal{Y}})_{(2000)} \mid 2|\mathcal{Y}|/2 < d_{(i, y)}^{\epsilon} \leq 2|\mathcal{Y}| \right\}.$

Finally, we perform the computer simulations on a discretization of the parameter $\epsilon \in \{0.05, 0.15, \ldots, 0.45\}$. Thus, the results obtained, in percentage and with confidence interval (of the five repetitions), for each $\epsilon$ value and partitions $q_{*}$, are shown in the Table 2, besides we omitted the results of $\epsilon = 0.45$ since it always yields $q_0 = 100\%$ for all labels.

We can summarise the main findings of those simulations as follows:

- globally, $\hat{\theta}_{i,H, \mathcal{P}}$ provides a quite accurate approximation of the true set, as it is exact (i.e., in $q_0$) most of the time;
- the quality of $\hat{\theta}_{i,H, \mathcal{P}}$ decreases as the number of labels increases, making it unfit for applications involving a very high number of labels such as extreme multi-label [17];
- the quality of $\hat{\theta}_{i,H, \mathcal{P}}$ seems to be the worst for moderate imprecision, probably because a high imprecision will tend to provide more vacuous (i.e., empty vectors) predictions;
- there are a few cases where $\hat{\theta}_{i,H, \mathcal{P}}$ provides bad (i.e., are in $q_{<0.5}$) to really bad approximation (i.e., are in $q_{<1}$).

This indicates that having exact inference methods may be helpful to identify those cases.

All these last findings are confirmed in Figure 6 that displays the evolutions of the partitions $q_0$ (left) and $q_{<0.25}$ (right).

In what follows, we perform additional experimental studies on real data sets to check how skeptic inferences for multi-label problems behave: (1) in presence of noisy or missing labels and (2) in comparison to the other existing skeptic strategies, namely the partial abstention and the rejection rules.
### Table 2: Average partitions amounts $q_{\epsilon}$ (%) with confidence interval.

| $\epsilon$ | $q_{0.05}$ | $q_{0.15}$ | $q_{0.25}$ | $q_{0.35}$ | $q_{0.45}$ |
|------------|------------|------------|------------|------------|------------|
| 0.05       | 100 ± 0.00% | 100 ± 0.00% | 100 ± 0.00% | 100 ± 0.00% | 100 ± 0.00% |
| 0.15       | 100 ± 0.00% | 100 ± 0.00% | 100 ± 0.00% | 100 ± 0.00% | 100 ± 0.00% |
| 0.25       | 100 ± 0.00% | 100 ± 0.00% | 100 ± 0.00% | 100 ± 0.00% | 100 ± 0.00% |
| 0.35       | 100 ± 0.00% | 100 ± 0.00% | 100 ± 0.00% | 100 ± 0.00% | 100 ± 0.00% |

| $\epsilon$ | $q_{0.05}$ | $q_{0.15}$ | $q_{0.25}$ | $q_{0.35}$ | $q_{0.45}$ |
|------------|------------|------------|------------|------------|------------|
| 0.05       | 100 ± 0.00% | 100 ± 0.00% | 100 ± 0.00% | 100 ± 0.00% | 100 ± 0.00% |
| 0.15       | 100 ± 0.00% | 100 ± 0.00% | 100 ± 0.00% | 100 ± 0.00% | 100 ± 0.00% |
| 0.25       | 100 ± 0.00% | 100 ± 0.00% | 100 ± 0.00% | 100 ± 0.00% | 100 ± 0.00% |
| 0.35       | 100 ± 0.00% | 100 ± 0.00% | 100 ± 0.00% | 100 ± 0.00% | 100 ± 0.00% |

![Figure 6: Evolution of average partitions amounts $q_{\epsilon}$ (%) (with confidence interval) of the partition $q_0$ (left) and $q_{0.25}$ (right)](image)

### 5. Experiments of Skeptical inferences with Binary relevance

In Section 5.1 and 5.2, we perform a set of additional experiments on real-world data sets\(^6\) to investigate the usefulness of using skeptical inferences in multi-label problems, rather than precisely-valued inferences, or partial abstentions [31], or rejection rules, when uncertainties are higher due to imperfect information. The former aims, under the assumption of strong independence on labels, to verify how skeptical and precisely-valued inferences cope with two different settings: missing and noisy labels. While the latter aims to compare how the partial abstention, the reject option, and our approach behave in terms of skeptic predictability when the amount of training data considerably decreases.

---

\(^6\)Implemented in Python, see [https://github.com/sdestercke/classifip](https://github.com/sdestercke/classifip).
5.1. Experiments with noisy and missing data sets

In this subsection, we perform a set of experiments to investigate the usefulness of using skeptic inferences in multi-label problems. In particular, we investigate what happens when some labels are noisy or missing. To that end, we use a set of standard real-word data sets from the MULAN repository\(^7\) (c.f. Table 3), following a 10×10 cross-validation procedure to fit the model.

| Data set   | Domain | #Features | #Labels | #Instances | #Cardinality | #Density |
|------------|--------|-----------|---------|------------|--------------|----------|
| emotions   | music  | 72        | 6       | 593        | 1.90         | 0.31     |
| scene      | image  | 294       | 6       | 2407       | 1.07         | 0.18     |
| yeast      | biology| 103       | 14      | 2417       | 4.23         | 0.30     |

Table 3: Multi-label data sets summary

Evaluation. As we perform set-valued predictions, usual measures used in multi-label problems cannot be adopted here. We thus consider it appropriate to use an incorrectness measure (IC), coupled with a completeness (CP) measure [12, §4.1], defined as follows

\[
IC(\hat{Y}, y) = \frac{1}{|Q|} \sum_{\hat{y}_i \in Q} \mathbb{1}_{(\hat{y}_i \neq y_i)}, \\
CP(\hat{Y}, y) = \frac{|Q|}{m},
\]

where \(Q\) denotes the set of predicted label such that \(\hat{y}_i = 1\) or \(\hat{y}_i = 0\) (in other words any abstained predicted label \(\hat{y}_i = *\) is not in \(Q\)). When predicting complete vectors, then \(CP = 1\) and \(IC\) equals the Hamming loss (6), and when predicting the empty vector, i.e. all labels equals to \(\hat{y}_i = *\), then \(CP = 0\) and by convention \(IC = 0\). Since those measures are adapted to partial vectors, we will use a simple binary relevance strategy in the experiments.

Naive Credal classifier. To obtain marginal probability intervals over each label, i.e. \([\tilde{p}_i, \check{p}_i], \forall i \in [m]\), we use an imprecise classifier called the naïve credal classifier (NCC)\(^8\) [34], which extends the classical naive Bayes classifier (NBC). We refer to Appendix A.1 for further technical details on how to obtain these probability intervals, and will only recall here that the imprecision of this classifier (i.e. the width of probability intervals) is regulated by the value of the hyper-parameter \(s \in \mathbb{R}\), with the imprecision being higher as \(s\) increases (for \(s = 0.0\), we retrieve basic empirical frequencies estimate, in other words, the NBC model).

In this paper, we restrict the values of the hyper-parameter of the imprecision to \(s \in \{0.0, 0.5, 1.5, 2.5, 3.5, 4.5, 5.5, 6.5\}\). Our purpose here is not to find the “optimal” value of \(s\), but to show the effectiveness of injecting imprecision (i.e., to provide robust and skeptical inferences). As the NCC requires discrete features, when those were continuous we simply discretized in \(z\) equal-width intervals, with two levels of discretization \(z = 5\) and \(z = 6\).

Missing labels. To simulate missingness, we proceed uniformly to pick at random a percentage of missing labels, with five different levels of missingness: \(\{0, 20, 40, 60, 80\}\). Missing values are removed from the training data. Table 4 illustrates a data set data with missing values (or partially labelled instances).

In Figure 7, we provide the results of the incorrectness\(^9\) measure obtained by fitting the NCC model on different percentages of missing labels and data sets of Table 3.

The results show that as the percentage of missing labels increases the incorrectness and the completeness both decrease, especially on Emotions and Scene data sets. This means that the more imprecise we get, the more accurate are those predictions we retain. The effect is less significant on the Yeast data set, where one needs a high amount of

---

\(^7\)http://mulan.sourceforge.net/datasets.html

\(^8\)Bearing in mind that it can be replaced by any other (credal) imprecise classifier, see [2, §10] or [6]

\(^9\)The results of the completeness measure had been placed in the Appendix D.1 in order to simplify the narrative.
imprecision to witness a gain in correctness. One quite noticeable result is that for the Emotions data set, even with 80% of missing label, a light imprecision (s = 0.5) allows us to reach a reasonable completeness of about 80% with a gain of 5% in terms of correct predictions. Besides, as the confidence intervals shown in Figure 7 are very small, and will remain so for the other settings, we thus prefer not to display them in order not to overcharge future figures.

Table 4: Missing and Noise representation of labels

| Features         | Missing | Noise-Reversing | Noise-Flipping |
|------------------|---------|----------------|---------------|
|                  | Y₁ Y₂  | Y₁ Y₂          | Y₁ Y₂         |
|                  | Y₁ Y₂  | Y₁ Y₂          | Y₁ Y₂         |
| 107.1 25 Blue 60 | 1 0 *  | 1 0→1          | 1 1∧β0         |
| 107.1 5 Green 33 | 1 * 1  | 0→1 0          | 0 0 1∧β0       |
| ×50 10 Red 40    | 1 * 1  | 1 0 1→0        | 1 0 1∧β0       |
| 200.6 30 Blue    | 1 * 1  | 1 1→0          | 1∧β0 1∧β0      |

Results obtained are sufficient to show that skeptic inferences with probability sets may provide additional benefits when dealing with missing labels. Those results could, of course, be improved by picking other classifiers, such as the NCC2 [9], an extension of the NCC tailored for missing values, or imprecise classifiers able to cope with continuous attributes [4].

Noisy labels. In this setting, we proceed in the same way as with the missing setting (with different percentages of noise depending on how it will be set up), except that the value of selected labels are not assigned to * (i.e., as a missing value), but are modified according to some noise scheme. We consider two different ways to modify the assignments:

1. Reversing: in this case, we reverse the current value of the selected label. In other words, if Yᵢ,j = 1, the label j of the instance i becomes Yᵢ,j = 0 (similar for the case of Yᵢ,j = 0 → Yᵢ,j = 1), with six different noise levels.
2. **Flipping:** in contrast to the previous case, for each selected label $Y_{ij}$, we replace it by the result of a Bernoulli trial with probability $\beta := P(Y_{ij} = 1)$, i.e. $Y_{ij} \sim \text{Ber}(\beta)$, with $\beta \in \{0.2, 0.5, 0.8\}$, and with three noise levels \{40, 60, 80\}.

Table 4 provides an illustration of these two noise settings, in the columns “Noise-Reversing” (→) and “Noise-Flipping” (∧\(\beta\)), respectively.

![Graphs showing Noise-Reversing and Noise-Flipping settings for Emotions, Scene, and Yeast datasets.](image)

**Figure 8:** **Noise-Reversing**. Evolution of the average incorrectness (top) and completeness (bottom) for each level of imprecision (a curve for each one) and a discretization $z = 5$, and with respect to different percentages of noisy labels (x-axis).

In Figures 8 and 9 respectively, we provide the results of the incorrectness\(^{10}\) obtained by fitting the NCC model on different percentages of Reversing and Flipping settings applied to the data sets of Table 3.

Concerning the Reversing, or adversarial setting, it is clear from the graphs that allowing for imprecision and skeptical inferences provides some level of protection, which can be witnessed by the fact that at a given level of noise, including some imprecision limits the increase in incorrectness, and sometimes even improves the quality of the made predictions by abstaining on those instances where adversarial noise was introduced. Of course, this goes hand-in-hand with a corresponding decrease of completeness, but this seems a fair price to pay to protect against adversarial noise.

Results obtained of the Flipping setting are overall similar to those found in the missing label and the Reversing label. Notable small differences are that (1) skeptical inferences are uniformly more robust (provide more accurate predictions) than their precise counter-part, whatever the level and nature of noise, and (2) the evenness of the noise ($\beta$ value) obviously has an impact on performances, but has little impact on the overall trends.

Similarly to the case of the missing label, it would be interesting to experiment with other imprecise classifier, as well as with other different noise settings (e.g. using other probability distributions as $\beta \sim \mathcal{U}([0, 1])$ then $Y_{ij} = 1$ if $\beta > \rho$ otherwise $Y_{ij} = 0$, where $\rho$ is a threshold parameter).

---

\(^{10}\)The results of the completeness measure had been placed in the Appendix D.2 and Appendix D.3, for Reversing and Flipping settings, respectively.
Rejection threshold. With the aim of performing a preliminary experimental comparative study between the reject rule and our skeptical approach, we make use of the above-mentioned missing and noisy setups (with $\beta = \{0.2, 0.8\}$ instead).

For the sake of simplicity, we relax Equation (7) by adding a threshold parameter $\gamma \in \{0.00, 0.15, 0.25, 0.35, 0.45\}$ (with $\gamma = 0.00$ bringing back to Equation (7)) so that it can reproduce a rejection region\(^\text{11}\), as follows

$$\hat{y}_{i|\ell,\gamma} = \begin{cases} 
    1 & \text{if } P_{\gamma}(Y_{i}) = 1 > \frac{1}{2} + \gamma, \\
    0 & \text{if } P_{\gamma}(Y_{i}) = 1 \leq \frac{1}{2} - \gamma, \\
    \ast & \text{if } P_{\gamma}(Y_{i}) = 1 \in \left[\frac{1}{2} - \gamma, \frac{1}{2} + \gamma\right].
\end{cases}$$

Equation (22)

In order to employ Equation (22), it is necessary first to compute the estimated conditional probabilities $P_{\gamma}(\cdot)$ generated from NCB model (i.e., when the hyper-parameter value of NCC model is $s = 0.0$), and also keep in mind that there is no connection between the hyper-parameter $s$ of NCC model and the threshold parameter $\gamma$.

The results of the incorrectness, for the missing and noisy setups, obtained by fitting the NCC model on data sets of Table 3, with discretization $z = 6$ and a single level of imprecise $s$ per setup, are presented in Figure 10\(^\text{12}\).

The results obtained of the Missing and Flipping settings show that the rejection rule does not react appropriately to the injection of imperfect information\(^\text{13}\) ($\geq 40\%$), be it because of the value of label is missing or corrupted, and even with a higher threshold $\gamma = 0.45$ (since with $\gamma = 0.50$, no label is predicted at all) it fails to abstain correctly on those hard instances where the uncertainty is higher. In contrast, we can see that our approach is quite robust.

\(^{11}\)The rejection region will be delimited by two parallel lines, corresponding to the iso-density points $x$ for which $P_{\gamma}(Y_{i}) = 1 = \frac{1}{2} - \gamma$ and $P_{\gamma}(Y_{i}) = 1 = \frac{1}{2} + \gamma$.

\(^{12}\)The rest of experiments, i.e. other levels of imprecision and the completeness measure, have been placed in Appendix D.4.

\(^{13}\)Imperfect information is here used as a synonym for limited information or corrupted knowledge.
in identifying this imperfection (or high uncertainty). This is proven by the fact that the incorrectness decreases significantly faster in our approach than in the rejection rule when the percentage of imperfect information increases.

On the other hand, the results based on the Reversing setting shows that the rejection and skeptical approach have similar behaviours (i.e., slightly comparable curves). Nevertheless, we can identify that our approach has a better abstention behaviour on Emotions dataset (an in-depth study, with more labels and features, will be carried out in the next section).

Comparative experiments on the rejection and skeptical approaches provide us a first glance and an intriguing insight into how these approaches behave when confronted with imperfect information (with higher uncertainty). That is why in the next section, we perform a complementary comparative experiment between our skeptical approach, the

---

Figure 10: Rejection vs. Skeptic. Incorrectness evolution for a different level of imprecision in each setting and discretization $z = 6$, and with respect to different percentages of noisy or missing labels (x-axis).
rejection rule, and the partial abstention [31], all these subject to a downsampling procedure.

5.2. Experiments comparing skeptical approaches under downsampling

The lack of knowledge (or limited information) is often present in different scientific and professional problems, such as unreported adverse symptoms of patients after getting the new COVID-19 vaccine, or doubtful information from a candidate applying for a job position or a housing credit. In such cases, the usage of skeptical approaches is essential, but what is the difference between the existing approaches, and how do the ones behave with the lack of knowledge?. Such questions are answered in this section in which we compare three different skeptical approaches subject to a downsampling procedure and different types of data sets (e.g. with features of type numeric, categorical, or mixed, and as well as, with few and several labels).

Data sets. Intending to have a diversity of data sets, we use some supplementary data sets from the MULAN repository (cf. Table 5), additionally to those presented in Table 3.

| Data set | Domain | #Features | #Labels | #Instances | #Cardinality | #Density |
|----------|--------|-----------|---------|------------|--------------|----------|
| CAL500   | music  | 68        | 174     | 502        | 26.04        | 0.15     |
| Medical  | text   | 1449      | 45      | 978        | 1.25         | 0.03     |
| Flags    | images | 19        | 7       | 194        | 3.39         | 0.49     |

Table 5: Multi-label data sets summary

The data sets of Table 5 complements those of Table 3 in different aspects: (1) more labels, (2) more features, (3) different domains (text, music, ...), and (4) different types of attributes: binary, numeric and mixed.

Downsampling. In order to show how the lack of knowledge can impact the inference step of the different skeptical approaches presented below, we downsampled the data sets of Table 5 and 3 in sets of different percentages of training data sets \(\{10, 20, \ldots, 90\}\). In other words, \(x\%\) is used as training data set and \((100 - x)\%\) is used as test data set. We repeat this operation 50 times for each percentage level in order to ensure that our results are close to asymptotic behaviours of classifiers.

In the case of the usage of IGDA classifier, it is necessary to ensure that the samples randomly generated have at least two samples per label to calculate the empirical covariance matrix without problems. That is why the data set CAL500 is sampled from 50\% to 90\% for our experiments.

Metrics used for evaluating the performance of skeptical approaches on the \((1 - x)\%\) test data set are: the incorrectness \(IC(\hat{y}, y)\) and the incompleteness \(CP(\hat{y}, y)\) already presented in Equations (20) and (21), where \(\hat{y}\) is the skeptical inference and \(y\) is the ground-truth value.

5.2.1. Skeptical approaches

Among the few existing skeptical approaches already mentioned in Section 1, we choose to compare our proposal with the partial rejection and abstention, setting aside the indeterminate approach of Antonucci and Corani [1]’s work which is closer to our approach but it focuses on predicting the full partial binary vector \(\hat{y}\) by using the zero-one loss function whereas we perform single-label decisions to predict the vector \(\hat{y}\) by using the Hamming loss function.

Partial abstention. A recent skeptical approach had been proposed by Nguyen V-L. et al in [31], in which introduce a generalized loss function \(L\) allowing to partially abstain from a prediction. This generalized loss function is based on an additive penalty and must also satisfy four properties: monotonicity, uncertainty-alignment, additive penalty for abstention, and convergence to the conventional loss function \(\ell\) if no abstention (for further details, we refer to [31]). The generalized loss function therefore can be written as follows

\[
L(y, \hat{y}) = \ell(y_D, \hat{y}_D) + f(A(\hat{y})),
\]

where \(\ell\) is the original loss, \(D := D(\hat{y})\) is a set of indices for which \(\hat{y}_i \in \{0, 1\}\), and \(f(A(\hat{y}))\) a penalty function for abstaining on the set of indices \(A(\hat{y})\) for which \(\hat{y}_i\) is equal to \(\ast\).
In this paper, we consider two different penalty functions, as Nguyen V-L. et al did it for their experiments:

\[ f_{SEP}(a) = a \cdot c \quad \text{and} \quad f_{PAR}(a) = \frac{(a - m)}{(m + a)} \cdot c, \]

where \( a \) is the number of abstained labels, \( f_{SEP} \) is a linear penalty function with the hyper-parameter \( c \in [0.05, 0.5] \) and \( f_{PAR} \) is a concave penalty function with the hyper-parameter \( c \in [0.1, 1] \). These latter functions are counting measures that only depend on the number of abstentions, meaning that it penalizes each abstention, be it linearly \( f_{SEP} \) or not \( f_{PAR} \), with the same constant \( c \).

When we consider the \( \ell_H \) Hamming loss instead of \( \ell \) and the penalty \( f_{SEP} \), Nguyen V-L. et al shown that the risk minimisation under the generalized loss \( L(y, \hat{y}) \) produces the following prediction rules:

\[
A(\hat{y}) = \{i | i \in [m] \text{ s.t. } c < \min(p_i, 1 - p_i)\}, \tag{25}
\]

\[
D(\hat{y}) = \{i | i \in [m] \text{ s.t. } c \geq \min(p_i, 1 - p_i)\}, \tag{26}
\]

in order to get the set of indices for the precise (Equation (26)) and abstained (Equation (25)) labels. However, if the penalty \( f_{PAR} \) is considered (or any other monotonous function), Nguyen V-L. et al proposed a procedure of time complexity \( \mathcal{O}(m \log(m)) \) [31, Prop. 1].

**Rejection threshold.** It is a well-known approach already described in Section 5.1 and well-adapted to perform single-label decisions \( \hat{y}_{i, \mu, \gamma} \in \{1, 0, *\} \), akin to our proposed generalized binary relevance described in Section 3.2 in terms of predicted values. As in this paper, all the predictive decisions are obtained as a result to use the Hamming loss function, we cannot use the partial rejection approach of Pillai et al. [25] which is based on the F-measure loss, and therefore, we will use a classical rejection approach which has already been introduced in Equation (22) and use the same values of the threshold parameter \( \gamma \).

5.2.2. Imprecise classifiers

To obtain the marginal probability intervals over each label, i.e. \( [\hat{p}_i, \hat{p}_i], \forall i \in [m] \), we use three different credal classifiers (or imprecise classifier). These classifiers are very briefly described below and we refer to Appendix A for details on how we can calculate the marginal probability intervals in each case.

Note that in the case of the partial abstention and rejection approaches, we used the precise probability \( p_i \), and not the probability interval \( [\hat{p}_i, \hat{p}_i] \), to obtain skeptical decisions. Of course, in such cases, we used different values of hyper-parameters \( c \) or \( \gamma \) to get their skeptical decisions, see Section 5.2.3.

**Naive Credal classifier (NCC).** In the same way as in Section 5.1, we use again the imprecise classifier NCC described above, with the same set-up but with just a single discretization level \( z = 6 \).

**Imprecise Gaussian discriminant analysis (IGDA).** IGDA is a extending version of the Gaussian discriminant analysis to the imprecise probabilistic setting. This extension considers the imprecision as part of its basic axioms and is based on robust Bayesian analysis and near-ignorance priors. By including an imprecise component in the model, or more precisely by using a set of Gaussian distributions with the \( \mu \) mean parameter living in a convex space, IGDA can predict a set-valued decision on hard-to-predict instances having high uncertainty.

Depending on the internal structure of the covariance matrix parameter \( \Sigma \) of the set of Gaussian distributions, the inference complexity can become harder to compute, and that is why we opted to use an approximation method [23]\(^{14}\) to calculate the lower probability bound instead of an exact procedure as was presented in the original paper [6], all this without reducing the cautious predictive global results.

In the same way as the NCC model controls the imprecision, IGDA also has a hyper-parameter \( \tau \) to control the imprecision level of the probability interval. On the grounds that each dataset of Table 5 and 3 can depend on the \( \tau \) hyper-parameter value, we chose a set of different appropriate values \( \tau \in [0, 5] \) for each one, without picking-up the most optimal value.

\(^{14}\) Implemented in Python, see https://github.com/cvxgrp/qcqp.
Credal Sum-Product network classifier (CSPN). Recently, Mauá D.D. et al in [21] proposed to extend the relatively new deep probabilistic model known as sum-product networks (SPN) [27] to the imprecise probabilistic setting, namely credal sum-product networks (CSPN), allowing that singleton weight \( w \) of SPN can vary in a convex space \( C_w \).

As our purpose is to obtain the marginal probability intervals \([p_i, p_i]\) from an imprecise binary classification, we decided to use the class-selective SPNs approach proposed by Correia A.H et al in [10]. This approach implements a suited architecture for classification tasks and reduces the inference time by using memoization techniques. Yet, as the current implementation in R language does not allow cautious inferences, we implemented an imprecise binary classification version 15 on top of its source code [10], allowing to work, additionally of \( \varepsilon \)-contamination approach \( C_w \) already implemented in [10], with a convex space defined from an imprecise Dirichlet model \( C_{N_w,s} \) (IDM) [32].

Like previous imprecise models, CSPN also controls the imprecision level of the probability intervals through the values of \( \varepsilon \in [0, 1] \) hyper-parameter for \( \varepsilon \)-contamination approach and \( s > 0 \) hyper-parameter for the imprecise Dirichlet approach. Furthermore for sake of simplicity, we focus on the case of SPNs over discrete variables so that the data sets with continue variables are discretized in \( \varepsilon = 6 \) equal-width intervals.

Setting imprecise classifiers according to the nature of data sets. The credal classifiers presented previously are not directly applied to all data sets, firstly because some of them does not match with the assumptions made by the credal classifier, e.g. Medical data set is composed of binary features, hence IGDA method is not adapted at all. Secondly, we consider that it is unnecessary to show redundant results, but rather consistent with the subject matter of this paper. Table 6 summarizes the credal classifier used for each data set of Table 5 and 3.

| CREDAL CLASSIFIERS | EMOTIONS | SCENE | YEAST | CAL500 | MEDICAL | FLAGS |
|-------------------|---------|-------|-------|--------|---------|-------|
| IGDA              | X       | X     | X     | X      | X       | X     |
| CSPN              | X       |       |       |        |         |       |
| NCC               |         |       |       |        |         |       |

Table 6: Credal classifiers used on data sets

5.2.3. Experimental results under downsampling

The experimental results are divided into three parts, each of which shows the results obtained by using one of the credal classifiers previously discussed. To avoid overloading the illustrated results with too many curves, and also to simplify the interpretation and the narrative of our results, we preferred to display a single performance (or green curve) of our skeptical inference approach per imprecise classifier in each chart, nevertheless, we kept five levels of inference performance for the other approaches. The performance displayed in the figures is the incorrectness, besides, the full of the experimental results are placed in Appendix E.

NCC results. In Figure 11, we show the results of using the naive credal classifier as base classifier. The results show four important things:

- as the number of instances increase (x-axis) the incorrectness of our skeptical approach converges to that of the precisely-valued approach. This result reaffirms what we obtained in previous experiments, in which our skeptical approach correctly adjusts to the lack of knowledge by performing many more set-valued informative predictions, when we have 10% of knowledge of the dataset, and much less set-valued predictions when we have 90% of knowledge of the dataset;
- in contrast to the previous finding, the partial abstention and rejection option approaches do not react to lack of knowledge, in other words, no matter whatever is the size of the training data set, these approaches produce parallel performance curves (i.e., incorrectness) according to the value of hyper-parameter sets up;

---

15Implemented in R, see https://github.com/salmuz/multilabel_cspn.
| Models: | Abstention or Rejection | Imprecise | Precise |
|--------|------------------------|----------|---------|
| c-SPE: | 0.05                   | 0.15     | 0.25    | 0.35    | 0.45 |
| c-PAR: | 0.10                   | 0.20     | 0.30    | 0.40    | 0.50 |
| Threshold: | 0.05 | 0.15 | 0.25 | 0.35 | 0.45 |

Figure 11: **Downsampling - Naive credal classifier.** Incorrectness (y-axis) evolution for the precise, partial abstention with \( f_{\text{SPE}} \) (1st row) and \( f_{\text{PAR}} \) (2nd row) penalty functions, rejection (3rd row), and skeptical approach, each one with different hyper-parameter levels (except to the precise approach), and with respect to different percentages of training data sets (x-axis).

- in addition to the previous finding, the results also confirm that there is not much significant difference between using a generic rejection option or a sophisticated partial abstention approach at any \( x\% \) size of training data set; and finally
- as regards the level of imprecision \( s \) that needs to be injected into NCC model for each data set, in order to get our skeptical predictions, we can see that as the number of labels increases the level of imprecision must be bigger, for instance; the CAL500 data set needs bigger values of \( s \) for every \( \% \) training set and the YEAST data needs just a little more imprecision, see green curves in Figure 11.

**IGDA results.** As behaviour of the incorrectness measure of the partial abstention approach in Figure 11 displays almost similar trend when we use the penalty function \( f_{\text{SPE}} \) or \( f_{\text{PAR}} \) coupled with the NBC model, in Figure 12 we consider judicious only to illustrate the results of the penalty function \( f_{\text{SPE}} \) coupled with the (I)GDA model as a base classifier (and also with the aim of not overloading the results with too many charts).

Therefore, in Figure 12, we show the results of all different skeptical approaches by using the imprecise Gaussian
discriminant analysis (IGDA) as a base classifier. These results show four important things:

- in general, we can see the same trends as in Figure 11 on the INDA and IEDA models, since these latter can be considered as variants of the NCC model over a continuous input space;
- as regards with the ILDA model, it reaches the same findings found previously, but also it highlights a noteworthy effect of the decreasing monotonic trend on the evolution of the completeness measure in the partial abstention.
tion and the rejection approaches (see in Appendix E), that is; as the number of training samples increases the completeness measure decreases monotonically, or, in other words, this means that the more knowledge such approaches have, the more cautious are its predictions. This effect contradicts what is conventionally expected, i.e. a decrease in cautious predictions when more information or knowledge is obtained;

- as regards the IQDA model, in Figure 12(d) we can see that the incorrectness evolution is not the same as the other models, but the completeness evolution has the same behaviour as the others, i.e. an increasing monotonic function with respect to the sample size (x-axis). The behaviour of incorrectness may be explained by the fact that when the sample size is small, the covariance matrix estimate can become highly unstable\(^{16}\) (i.e., it may produce a biased estimate of the eigenvalues) [28], and then the (I)QDA model is more likely to make more mistakes on the only precisely-valued decisions inferred in the binary vector \(y\);

- and finally, unlike the NCC model and its continuous variants models such as INDA and IEDA, any data set coupled with our skeptical approach does not require large or small imprecision level values (\(\tau\)) to provide incorrectness curves that are lower than the precise approach.

**CSPN results.** As in previous models, we illustrate the experimental results of using the credal sum-product network (CSPN) as base (imprecise) classifier, setup with an imprecise Dirichlet model (IDM) and a \(\varepsilon\)-contamination convex space (\(\varepsilon\)-cont) in Figure 13 and 14, respectively.

**CSPN with Imprecise Dirichlet model** Regarding to CSPN-IDM, it yields the same findings found previously as the other models, but without the need of injecting large imprecision values \(s\) of the convex space \(C_{N,s}\) on our skeptical approach in order always to get incorrectness curves below the precise approach.

**CSPN with \(\varepsilon\)-contamination** Roughly speaking, we can see the same trends as the previous experiments, except by the fact that when we use the \(\varepsilon\)-contamination space, it is necessary, in some cases, e.g. in the Medical data set, to inject much more imprecision values of \(\varepsilon\).

Note that, independently of the convex space \(C_{N,s}\) or \(C_{w,\varepsilon}\) applied to the CSPN model, we can see that there is not a monotonic convergence of the incorrectness measure, estimated by our skeptical approach (i.e. the green curve in Figures 13 and 14), to the precisely-valued approach, and besides, this incorrectness performance at different levels of imprecision tends to have almost similar results to their counterparts’ approaches. This behaviour is generally unexpected in a credal classifier when more information is injected into model, yet such behaviour can be explained by the fact that when the tree structure of CSPN is built using a specific training data set, this same tree structure is generally no longer used for the other training data set. That means that the lower and upper estimation of \(w \in C_{w,\varepsilon}\) in any node of the tree structure of the CSPN model can not converge to a point-wise estimation of \(w\) when more information is available.

Results obtained from applying all different imprecise classifiers on different skeptical approaches are sufficient to show how our skeptic approach with sets of probabilities can provide better benefits than those counterparts, when information is not enough.

**Partial Abstention vs. Skeptical inference with sets of probabilities.** Based on the experimental results obtained previously, we can highlight two important points:

- as regards the skeptical inference with sets of probabilities, we can conclude that it is significantly dependent on the **convergence** of the sets of probability distributions towards a point-wise probability distribution as the number of observations \(N\) increases, i.e. \(P_Y \xrightarrow{\text{N} \to \infty} \bar{P}_Y\). In order words, the marginal probability intervals \([p_i, \bar{p}_i]\) must converge to a point-wise probability \(p_i\) when \(N\) is bigger, so that it is consistent with the precise approach at the limit. This behaviour ensure that the skeptic decision (Maximality or E-admissibility) can more often abstain when information is lacking or imprecise (i.e. epistemic uncertainty).

\(^{16}\)Quadratic discriminant analysis (QDA) model is known to require in general larger samples than Linear discriminant analysis (LDA) model.
as regards the partial abstention approach, we can conclude that such approach, as well as rejection rules, does fail to take into account the supplemental information (or knowledge) provided in the training step in order to reduce the number of abstentions (or skeptical predictions). Indeed, it is because the penalty function $f_\ast$ does not depend of the number of observed samples, making the convergence of observed samples $N \to \infty$ inconsequential in Equation (23).

In order to improve the penalty function, one could suggest to define a penalty function $f_\ast(A(\hat{y}), N)$ that depends on the set of indices $A(\hat{y})$ and the number of observed samples $N$, so that the penalty value of $f_\ast(\cdot, \cdot)$ vanishes when $N \to \infty$. Nonetheless, we leave to the reader an open question based on the last proposal, should one still abstain after acquiring all the information (or knowledge) of a real-world data set?

6. Conclusion and discussion

Describing our uncertainty by a set of probabilities over combinatorial domains such as binary vectors usually leads to difficult optimisation problems at the decision step. In this paper, we investigated those problems when
considering the well-known Hamming loss, providing efficient inference methods and, when considering the binary relevance scheme, connecting it to the zero/one loss.

In essence, we significantly reduced the complexity of computing exact skeptic, cautious predictions for general probability sets, and showed that in the Binary relevance scheme, those same predictions were reduced to partial vectors computable from marginal probability bounds over the labels.

Experiments on the simulated data sets show that this last solution, when used as an outer-approximation in the general case, degrades in quality as the number of labels increase and the level of imprecision is mild. On the other hand, experiments on various real data sets show that making skeptical inferences generally provide quite satisfactory results on different scenarios, involving missing or noisy labels.

The results of experiments conducted to compare our skeptical approach against that rejection and abstaining approaches in terms of cautious (or skeptical) inference, have clearly demonstrated that our proposal reacts very well to lack of knowledge (or information) while their counterparts do not so. The last finding makes it clear that it is better to model our uncertainty by a set of probability distributions instead of a single probability distribution.

Another natural next step will be to solve the maximality criterion using other loss functions commonly used in

Figure 14: **Downsampling - Credal sum product network - ε contamination**. Incorrectness (y-axis) evolution for the precise, partial abstention with \( f_{\text{SEP}} \) (1st row) and \( f_{\text{PAR}} \) (2nd row) penalty functions, rejection (3rd row), and skeptical approach, each one with different hyper-parameter levels (except to the precise approach), and with respect to different percentages of training data sets (x-axis).
multi-label problems, e.g. ranking loss, Jaccard loss, F-measure, and so on. As noticed in Remark 2, such problems are likely to be much more intricate when considering sets of probabilities.

Finally, let us notice that while this paper focused on the issue of multi-label learning problems, our results readily apply to any Boolean vectors of \( m \) items. As Boolean vectors and structures as well as probability bounds naturally appear in a number of other applications, including occupancy grids [22] or data bases [14], a future work would be to investigate how our present findings can help in such problems.
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Appendix A. A brief description of different Credal Classifiers used in Section 5

In this appendix, we introduce basic and necessary notations to understand how we can compute the lower and upper conditional probabilities of each label.

Appendix A.1. Naive Credal classifier

In this section, we briefly remind technical notions about how to obtain marginal probability intervals \([\underline{P}(Y_j) = y_j), \overline{P}(Y_j) = y_j)]\) over each label \(j^{th}\) by using the imprecise classifier called the naïve credal classifier (NCC)\(^{17}\) [34], which extends the classical naive Bayes classifier (NBC). We here remind its main features, and refer to Zaffalon [34] for further details.

NCC is based on the same assumptions as NBC, meaning that it also assumes the attribute independence given a class. In our case, we will consider each label as a simple binary classification problem, and will estimate the marginal probabilities using the model

\[
P(Y_j) = y_j|X = x) = \frac{P(Y_j = y_j) \prod_{i=1}^{d} P(X_i = x_i|Y_j = y_j)}{\sum_{y \in \{0, 1\}} P(Y_j = y) \prod_{i=1}^{d} P(X_i = x_i|Y_j = y_i)}. \tag{A.1}
\]

Computing lower and upper probability bounds \([\underline{P}, \overline{P}]\) over all possible marginals \(\mathcal{P}_{Y_j}\) and conditional \(\mathcal{P}_{X|Y_j}\) distributions can be performed solving the following minimization/maximization problem for Equation (A.1)

\[
\underline{P}(Y_j) = y_j|X = x) = \min_{\mathcal{P}_Y \in \mathcal{P}_{Y_j}} \min_{\mathcal{P}_{X|Y} \in \mathcal{P}_{X|Y_j}} P(Y_j = y_j|X = x), \tag{A.2}
\]

\[
\overline{P}(Y_j) = y_j|X = x) = \max_{\mathcal{P}_Y \in \mathcal{P}_{Y_j}} \max_{\mathcal{P}_{X|Y} \in \mathcal{P}_{X|Y_j}} P(Y_j = y_j|X = x). \tag{A.3}
\]

For practical purposes and as the number of training data is usually sufficient, we assume a precise estimation of the marginal distribution \(\overline{P}_Y\) instead of a credal set \(\mathcal{P}_Y\), so that the optimization over the credal of marginal distributions \(\mathcal{P}_{Y_j}\) can be ignored. In this case, it can be shown [34] that the last equations are equivalent to

\[
\underline{P}(Y_j) = y_j|X = x) = \left(1 + \frac{P(Y_j = \neg y_j) \prod_{i=1}^{d} \overline{P}(X_i = x_i|Y_j = y_j)}{P(Y_j = y_j) \prod_{i=1}^{d} \overline{P}(X_i = x_i|Y_j = y_j)}\right)^{-1}, \tag{A.4}
\]

\[
\overline{P}(Y_j) = y_j|X = x) = \left(1 + \frac{P(Y_j = \neg y_j) \prod_{i=1}^{d} \overline{P}(X_i = x_i|Y_j = y_j)}{P(Y_j = y_j) \prod_{i=1}^{d} \overline{P}(X_i = x_i|Y_j = y_j)}\right)^{-1}, \tag{A.5}
\]

where \(\neg y_j\) is the complement to \(y_j\). To obtain the other bounds of those equations, we use the Imprecise Dirichlet model (IDM) [32]

\[
P(X_i = x_i|Y_j = y_j) = \frac{n_i(y_j)}{N_{y_j} + s} \quad \text{and} \quad P(X_i = x_i|Y_j = y_j) = \frac{n_i(y_j) + s}{N_{y_j} + s} \tag{A.6}
\]

where \(s \in \mathbb{R}\) is the hyper-parameter that controls the imprecision level. \(n_i(y_j)\) is the number of instances in the training set where \(X_i = x_i\) and the label value is \(y_j\) and \(N_{y_j}\) is the number of instances in the training set where the label value is \(y_j\). Note that if the input space is continuous, it shall be discretized in \(z\) equal-width intervals in order to get values of \(n_i(y_j)\).

Note that the higher \(s\) is, the wider the intervals \([\underline{P}(Y_j) = y_j), \overline{P}(Y_j) = y_j)]\) are. For \(s = 0\), we retrieve the classical NBC with precise predictions, and for high enough values of \(s >> 0\), the NCC model will make vacuous predictions (i.e. abstain for all labels \(\forall l, Y_l = \ast\)).

\(^{17}\)Bearing in mind that it can be replaced by any other (credal) imprecise classifiers, see [2, §10] or [4].
Appendix A.2. Imprecise Gaussian discriminant classifier

In this section, we briefly remind technical notions on how we can obtain marginal probability bounds of the \( j \)th label, i.e. \( P(Y(j) = y_j) \), \( \mathcal{P}_X(Y(j) = y_j) \), by using the imprecise Gaussian discriminant analysis (IGDA), and we refer to [6] for further details.

IGDA is an imprecise version of the classical Gaussian discriminant analysis (GDA), and as such, it is based on the same assumptions as GDA. That means, the conditional distribution \( P_{X|Y(i) = y_i} \) is also modelled as a multivariate Gaussian distribution \( \mathcal{N}(\mu_{Y(i) = y_i}, \Sigma_{Y(i) = y_i}) \). However, IGDA does not just use a single conditional distribution as GDA, but a set of conditional distributions (or a set of Gaussian distributions) \( P_{X|Y(j) = y_j} \), and moreover, IGDA uses a robust Bayesian inference approach with a set of near-ignorance priors to estimate the set of posterior distribution of parameter \( \mu_{Y(j) = y_j} \). Thus, the set of conditional Gaussian distributions is

\[
\mathcal{P}_{X|Y(j) = y_j} = \left\{ P_{X|Y(j) = y_j} \mid P_{X|Y(j) = y_j} \sim \mathcal{N}(\mu_{Y(j) = y_j}, \Sigma_{Y(j) = y_j}), \quad \mu_{Y(j) = y_j} \in \mathcal{G}_{Y(j) = y_j} \right\},
\]

where \( \mathcal{G}_{Y(j) = y_j} \) is the precise estimation of covariance matrix (i.e. the empirical covariance matrix of label \( Y(i) = y_i \)) and \( \mathcal{G}_{Y(j) = y_j} \) is a convex space of estimated values for the mean \( \mu_{Y(j) = y_j} \) defined as follows

\[
\mathcal{G}_{Y(j) = y_j} = \left\{ \hat{\mu}_{Y(j) = y_j} \in \mathbb{R}^p \mid \hat{\mu}_{Y(j) = y_j} \in \left[ -\tau + n_y, y_i, \frac{n_y}{n_i}, \frac{n_y}{n_i} \right], \quad \forall i = \{1, \ldots, p\} \right\},
\]

where \( \tau \) is the hyper-parameter that controls the imprecision level of the marginal probability interval (i.e. the size of the interval).

In the same way as the NCC model estimates the lower and upper probability bounds of the \( j \)th label, i.e. Equations (A.2) and (A.3), IGDA does the same by applying the Bayes’ theorem and the maximality criterion\(^\text{18}\) on a binary space \( y_i \in \{0, 1\} \) in order to get the lower and upper probabilities bounds over all possible conditional distributions of Equation (A.7) as follows

\[
P(Y(j) = y_j | X = x) \propto \min_{P \in \mathcal{P}_Y} \min_{P \in \mathcal{P}_X|Y(j) = y_j} P(Y(j) = y_j)P(X = x | Y(j) = y_j),
\]

\[
\mathcal{P}(Y(j) = y_j | X = x) \propto \max_{P \in \mathcal{P}_Y} \max_{P \in \mathcal{P}_X|Y(j) = y_j} P(Y(j) = y_j)P(X = x | Y(j) = y_j).
\]

Once again, as in the NCC estimation case, we assume a precise estimation of the marginal distribution \( P_Y \) instead of a credal set \( \mathcal{P}_Y \). Thus, the optimisation problems of Equations (A.9) and (A.10) can be reduced by solving

\[
P(X = x | Y(j) = y_j) = \inf_{P \in \mathcal{P}_X|Y(j) = y_j} P(X = x | Y(j) = y_j),
\]

\[
\mathcal{P}(X = x | Y(j) = y_j) = \sup_{P \in \mathcal{P}_X|Y(j) = y_j} P(X = x | Y(j) = y_j).
\]

As \( \mathcal{P}_{X|Y(j) = y_j} \) is a set of Gaussian distributions, the probability bounds of Equations (A.11) and (A.12) are respectively obtained by calculating the mean bounds as follows

\[
\mu_{y_i} = \arg \inf_{\mu_i \in \mathcal{G}_{y_i}} \frac{1}{2} (x - \mu_i)^T \hat{\Sigma}_{y_i}^{-1} (x - \mu_i),
\]

\[
\mathcal{P}(X = x | Y(j) = y_j) = \sup_{P \in \mathcal{P}_X|Y(j) = y_j} P(X = x | Y(j) = y_j).
\]

where \( \hat{\Sigma}_{y_i}^{-1} \) is the inverse of the covariance matrix and the subscript \( y_i \) denotes \( Y(i) = y_i \). Besides, depending on the internal structure of the covariance matrix \( \hat{\Sigma}_d \), the optimisation problems of Equations (A.13) and (A.14) can be solved easier and we can obtain four variants with different time complexities, see Table A.7.

Note that we can retrieve the classical GDA model with precise predictions when the value of hyper-parameter \( \tau = 0 \) or if the number of samples \( n_y \) of sub-population \( Y(j) = y_j \) is much bigger (or tends to infinity).

\(^{18}\)The same results is obtained if we use the interval-dominance criterion.
### Table A.7: Different variants of IGDA classifier

| Name                        | Assumptions                           | Acronym | Inference Complexity |
|-----------------------------|---------------------------------------|---------|----------------------|
| Imprecise **Quadratic** Disc. Analy. | Heteroscedasticity: $\Sigma_{y_{(j)=y_j}} = \Sigma_{y_j}$ | IQDA    | $\Theta(p^2)$        |
| Imprecise **Linear** Disc. Analy. | Homoscedasticity: $\hat{\Sigma}_{y_{(j)=y_j}} = \hat{\Sigma}$ | ILDA    | $\Theta(p^2)$        |
| Imprecise **Naïve** Disc. Analy. | Feature independence: $\hat{\Sigma}_{y_{(j)=y_j}} = \hat{\Sigma}_{y_j}$ | INDA    | $\Theta(p)$          |
| Imprecise **Euclidean** Disc. Analy. | Unit-variance feature indep.: $\hat{\Sigma}_{y_{(j)=y_j}} = I$ | IEDA    | $\Theta(p)$          |

Appendix A.3. Credal Sum-Product Network classifier

Like in the previous sections, we remind major technical features regarding how to obtain marginal probability intervals over each label $Y_{(j)}$, i.e. $[P(Y_{(j)=y_j}), P(Y_{(j)=y_j})]$, by using the Credal Sum-Product Network (CSPN), which extends the precise deep probabilistic graphical model known as Sum-Product Network (SPN) [27] to the imprecise probabilistic setting. For further technical details, we refer to D.D. Mauá et al. [21].

A Sum-Product Network represents a joint probability distribution $P$ over a set of random variables by a rooted weighted directed acyclic graph with indicator variables (or univariate distributions) as leaves, and sums and products operation as internal nodes (i.e. weighted sums and products of smaller SPNs). The directed edges $i \rightarrow j$ in $S$ are associated with non-negative weights $w_{i_j}$, such that: (1) the directed edges from a product node to its children $j$ are labelled with a weight of one, and (2) the directed edges from a sum node to its children are labelled with a corresponding weight $w_{i_j}$ such that $\sum_j w_{i_j} = 1$.

To ensure that $S$ represents a valid probability distribution and computes the MAP inferences in a linear time, $S$ must satisfy the following properties: Completeness, Decomposition, Normalization, and Selectivity (for further details see [24]). The SPNs satisfying such properties are called selective SPNs. Besides, as we aim to obtain the marginal probability $p_i := P(Y_i = y_i)$ of the label $Y_i$ from a binary classification (or the probability interval $[p_i, \overline{p_i}]$ for the case of the imprecise setting), we decided to use the class-selective SPNs approach proposed by Correia A.H et al in [10]. Class-selective SPNs implement a suited architecture for classification tasks (see Figure A.15) and reduces the inference time by using memoization techniques.

![Class-selective SPN architecture](image)

Figure A.15: Class-selective SPN architecture [10], in which each $C_i$ is a leaf node denoting a different class (\{0,1\} in our case) and allowing active only one of the sub-networks $C_i$.

A class-selective Credal SPN (CS-CSPN) is defined similarly, except that instead of using a singleton weight vector $w$ in each sum node, it uses a set of weight vectors which lives in a convex space with constraints $\mathcal{C}_{w,*}$. We decided to use two different constrains:

1. a convex space defined from an $\varepsilon$-contamination approach $\mathcal{C}_{w,\varepsilon}$

\[
\mathcal{C}_{w,\varepsilon} = \left\{(1 - \varepsilon)w + \varepsilon v : v_j \geq 0, \sum_j v_j = 1\right\};
\]

\[\text{(A.15)}\]

---

19Poon and Domingos introduced SPN in [27] as a new deep architecture in order to solve the intractable inference problem of Graphical models. SPN computes the inference in a time polynomial by traversing the network.
2. and, a convex space defined from an imprecise Dirichlet model $\mathcal{G}_{N_w,s}$ (IDM) [32]

$$\mathcal{G}_{N_w,s} = \left\{ w_j : w_j = \frac{N_j + s \cdot v_j}{N_j + s}, v_j \geq 0, \sum_j v_j = 1 \right\}. \quad (A.16)$$

Therefore, a CS-CSPN is defined as a set of class-selective SPNs $\mathbb{C} = \{ S_w : w \in \mathcal{G}_{N_w,s} \}$ over the same network structure of $S$, and where $\mathcal{C}_{N_w}$ can be replaced by $\mathcal{G}_{Nw,e}$ or $\mathcal{G}_{Nw,s}$. Of course, as $S$ represents a single joint distribution $P$ over its variables, $\mathbb{C}$ represents a set of joint distributions $\mathcal{P}$ over its same variables, so that one can use $\mathbb{C}$ to obtain the lower and upper probability bounds.

In the same way as in the previous sections, make a decision on a binary space $y_j \in \{0, 1\}$ (i.e. an (imprecise) binary classification problem) by using the set of class-selective SPNs models $\mathbb{C}$ and the maximality criterion (under to the $\ell_1/0$ function) amounts to calculate the lower and upper probability bounds $[p_j, p_j]$ of the $j^{th}$ label as follows:

$$P(Y(j) = y_j | X = x_e) \propto \min_{w \in \mathcal{G}_{Nw,s}} P_w(Y(j) = y_j, X = x_e), \quad (A.17)$$

$$\overline{P}(Y(j) = y_j | X = x_e) \propto \max_{w \in \mathcal{G}_{Nw,s}} P_w(Y(j) = y_j, X = x_e). \quad (A.18)$$

where $S_w(y_j, x_e) := P_w(Y(j) = y_j, X = x_e)$ denotes the evaluation of the network $S_w$ subject to the evidence input value $(y_j, x_e)$. $P_w(X = x_e)$ must be strictly positive so that the equations above are well-defined, $\mathcal{G}_{w,e}$ is the constrained convex space chosen between Equation (A.15) or (A.16), and finally, $x_e$ is known as the partial evidence which indicates that not every variable is observed of $x$, since $e$ is a subset of indices from the total set $\{1, \ldots, p\}$ of random variables $X = \{X_1, \ldots, X_p\}$.

As in the previous imprecise classifiers, we can retrieve the precise probability $P(Y(j) = y_j | X = x_e)$ by setting the hyper-parameter $e$ to 0 for $\mathcal{G}_{w,e}$ and $s$ to 0 for $\mathcal{G}_{w,s}$.

**Appendix B. On Binary relevance and other decision criteria**

So far, we considered only the most common skeptic decision criteria (maximality and $E$-admissibility) in order to get a set of predictions (either partial or not). However, there are other decision criteria using probability sets and extending the classical expected loss criterion. The most common being (1) Interval dominance, (2) $\Gamma$-minimin, (3) $\Gamma$-maximin (at work in distributionally robust approaches).

In this appendix, we provide some additional results regarding them, with the proofs given in Appendix C. Let us first introduce some definitions. Given a function loss $\ell$, we will denote by

$$\mathbb{E}_P[\ell(y, \cdot)] := \max_{P \in \mathcal{P}} \mathbb{E}_P[\ell(y, \cdot)]$$

$$\mathbb{E}_P[\ell(y, \cdot)] := \min_{P \in \mathcal{P}} \mathbb{E}_P[\ell(y, \cdot)] \quad (B.1)$$

the upper and lower expected values of this loss under uncertainty $\mathcal{P}$. They respectively provide an assessment of the worst-case and best-case situations. We can then define the decision criteria explored in this appendix.

**Definition 3 (Interval dominance).** The decision $\hat{Y}_{\ell,\mathcal{P}}^{ID}$ obtained by interval dominance is the set

$$\hat{Y}_{\ell,\mathcal{P}}^{ID} = \{ y \in \mathcal{Y} : \exists y' \text{ s.t. } \mathbb{E}_\mathcal{P}[\ell(y', \cdot)] < \mathbb{E}_\mathcal{P}[\ell(y, \cdot)] \} \quad (B.2)$$

That is, interval dominance retain all these prediction not dominated by the worst-case expected loss situation of another prediction. It is a very conservative rule, as one has $\hat{Y}_{\ell,\mathcal{P}}^{M} \subseteq \hat{Y}_{\ell,\mathcal{P}}^{ID}$.

**Definition 4 ($\Gamma$-MINIMAX).** $\Gamma$-MINIMAX consists in replacing the expected value of Equation (1) by its upper expectation

$$\hat{\gamma}_{\ell,\mathcal{P}}^{\Gamma \text{-max}} = \arg \min_{y \in \mathcal{Y}} \mathbb{E}_\mathcal{P}[\ell(y, \cdot)]. \quad (B.3)$$

It amounts to returning the best worst-case prediction (i.e. a pessimistic attitude), since it consists in minimizing the worst possible expected loss.
**Definition 5 (Γ-MINIMIN).** Γ-MINIMIN, in contrast, consists in replacing the expected value of Equation (1) by its lower expectation

\[ \hat{y}_{\ell, \mathcal{P}}^{\text{Γ-min}} = \arg\min_{y \in \mathcal{Y}} \mathbb{E}_{\mathcal{P}}[\ell(y, \cdot)]. \]  

(B.4)

It amounts to returning the best best-case prediction (i.e. an optimistic attitude), since it consists in choosing the prediction with the smallest lower expectation. Usually, one has that \( \hat{y}_{\ell, \mathcal{P}}^{\text{Γ-min}} \neq \hat{y}_{\ell, \mathcal{P}}^{\text{Γ-max}} \).

However, when considering probability sets satisfying the hypothesis of Section 3.2, we have the following results regarding these two last criteria:

**Proposition 6.** Given a probability set \( \mathcal{P}_{BR} \) and the Hamming loss \( \ell_H \), we have:

\[ \hat{y}_{\ell, \mathcal{P}_{BR}}^{\text{Γ-max}} = \hat{y}_{\ell, \mathcal{P}_{BR}}^{\text{Γ-min}}. \]

(B.5)

It is well known the set \( \hat{Y}_{\text{ID}}^{\ell} \) is a superset of \( \hat{Y}_{\text{M}}^{\ell} \), due to its conservative nature. The next simple example shows that even in the case of binary relevance models, this inclusion can be strict.

**Example 6.** Consider the simple case where we have two labels with the following bounds: \( P(Y_1 = 1) \in [0.6, 1] \) and \( P(Y_2 = 1) \in [0, 1] \). We then have the following expectation bounds for the various predictions and a Hamming loss

\[ \begin{align*}
    y & \quad (1, 1) & (1, 0) & (0, 1) & (0, 0) \\
    \mathbb{E}[\ell(y, \cdot)] & \quad 0 & 0 & 0.6 & 0.6 \\
    \mathbb{E}[\ell(y, \cdot)] & \quad 1.4 & 1.4 & 2 & 2
\end{align*} \]

from which we deduce that \( \hat{Y}_{\ell, \mathcal{P}_{BR}}^{\text{ID}} = (\ast, \ast) \), while \( \hat{Y}_{\ell, \mathcal{P}_{BR}}^{\text{M}} = (1, \ast) \).

**Corollary 7.** Given a probability set \( \mathcal{P}_{BR} \) and the Hamming loss \( \ell_H \), in the Figure B.16, we can show the following implications for the different decision criteria that are Maximality, E-admissibility, Γ-minimax, Γ-minimin, and Interval Dominance. As usual with sets, an implication \( A \rightarrow B \) means that \( A \subset B \).

![Figure B.16: Decision relation under a \( \mathcal{P}_{BR} \) and a \( \ell_H \). In red arrow, the new implications.](image)

**Appendix C. Result proofs**

**Proof of Lemma 1.** Let us first develop \( \mathbb{E}[\ell_H(\mathbf{y}^2, \cdot) - \ell_H(\mathbf{y}^1, \cdot)|X = x] \):

\[ \sum_{y \in \mathcal{Y}} \left( \sum_{i=1}^{m} \mathbb{I}_{y_i \neq y_i^1} - \sum_{i=1}^{m} \mathbb{I}_{y_i \neq y_i^2} \right) P_x(Y = y) \]  

(C.1)

\[ \sum_{y_1 \in \{0, 1\}} \sum_{y_2 \in \{0, 1\}} \cdots \sum_{y_m \in \{0, 1\}} \left( \sum_{i=1}^{m} \mathbb{I}_{y_i \neq y_i^1} - \sum_{i=1}^{m} \mathbb{I}_{y_i \neq y_i^2} \right) P_x(Y = y) \]  

(C.2)
For a given \( k \in \{1, \ldots, m\} \), let us consider the rewriting

\[
\sum_{y_1 \in \{0,1\}} \cdots \sum_{y_m \in \{0,1\}} \left[ \sum_{y_i \in \{0,1\}, \forall i \neq k} \left( \sum_{i=1}^{m} \mathbb{1}_{y_i \neq y_i^k} - \sum_{i=1}^{m} \mathbb{1}_{y_i \neq y_i^k} \right) \right] P_x(Y = y).
\] (C.3)

Developing the sum between brackets, we get

\[
\sum_{y_k \in \{0,1\}} \sum_{i=1}^{m} \mathbb{1}_{y_k \neq y_i^k} P_x(Y = y) - \sum_{y_k \in \{0,1\}} \sum_{i=1}^{m} \mathbb{1}_{y_k \neq y_i^k} P_x(Y = y) \quad \text{(by linearity)}
\] (C.4)

Developing again the left term, we obtain

\[
\sum_{y_k \in \{0,1\}} \sum_{i=1}^{m} \mathbb{1}_{y_k \neq y_i^k} P_x(Y = y) = \sum_{y_k \in \{0,1\}} \left( \mathbb{1}_{y_k \neq y_1^k} \sum_{y_k \in \{0,1\}} P_x(Y^k = y_k) + \cdots + \mathbb{1}_{y_k \neq y_m^k} \sum_{y_k \in \{0,1\}} P_x(Y^k = y_k) \right) + \cdots + \sum_{y_k \in \{0,1\}} \mathbb{1}_{y_k \neq y_k^k} P_x(Y(\neg k)) \]

where \( P_x(Y^k = y_k) := P_x(Y_1, \ldots, Y_k = y_k, \ldots, Y_m) \) and \( P_x(Y(\neg k)) := P_x(Y_1, \ldots, Y_{k-1}, Y_{k+1}, \ldots, Y_m) \).

Similarly, we get for the right term

\[
\sum_{y_k \in \{0,1\}} \sum_{i=1}^{m} \mathbb{1}_{y_k \neq y_i^k} P_x(Y = y) = \sum_{y_k \in \{0,1\}} \mathbb{1}_{y_k \neq y_k^k} P_x(Y = y_k) + \sum_{i=1, i \neq k}^{m} \mathbb{1}_{y_k \neq y_i^k} P_x(Y(\neg k))
\]

We put back these rewritten sums in Equation (C.4)

\[
\sum_{y_1 \in \{0,1\}} \cdots \sum_{y_m \in \{0,1\}} \left[ \sum_{y_k \in \{0,1\}} \mathbb{1}_{y_k \neq y_1^k} P_x(Y = y_k) - \sum_{y_k \in \{0,1\}} \mathbb{1}_{y_k \neq y_k^k} P_x(Y^k = y_k) \right]
\]

\[
+ \sum_{i=1, i \neq k}^{m} \mathbb{1}_{y_k \neq y_i^k} P_x(Y(\neg k)) - \sum_{i=1, i \neq k}^{m} \mathbb{1}_{y_k \neq y_i^k} P_x(Y(\neg k)) \right]
\]

\[
= \sum_{y \in \mathbb{B}^m} (\mathbb{1}_{y_k \neq y_1^k} - \mathbb{1}_{y_k \neq y_k^k}) P_x(Y = y) + \sum_{y_1 \in \{0,1\}} \cdots \sum_{y_m \in \{0,1\}} \left[ \sum_{i=1, i \neq k}^{m} \mathbb{1}_{y_k \neq y_i^k} - \mathbb{1}_{y_k \neq y_k^k} \right] P_x(Y(\neg k))
\] (C.5)

The left term can be reduced in the following way:

\[
\sum_{y \in \mathbb{B}^m} (\mathbb{1}_{y_k \neq y_1^k} - \mathbb{1}_{y_k \neq y_k^k}) P_x(Y = y) = \sum_{y \in \mathbb{B}^m} \mathbb{1}_{y_k \neq y_1^k} P_x(Y = y) - \sum_{y \in \mathbb{B}^m} \mathbb{1}_{y_k \neq y_k^k} P_x(Y = y)
\]

\[
= P_x(Y_k \neq y_1^k) - P_x(Y_k \neq y_k^k)
\]

\[
= P_x(Y_k = y_1^k) - P_x(Y_k = y_k^k)
\]

33
since we have \( P_i(Y_k \neq y_k) = 1 - P_i(Y_k = y_k) \). We can apply the same operations we just did on the right term of Equation (C.5), and do so recursively, to finally obtain
\[
\sum_{i=1}^{m} P(Y_i = y_i^1) - P(Y_i = y_i^2) \quad \text{(C.6)}
\]

**Proof of Proposition 1.** Using Equation (10), one can readily see that
\[
y^1 \succ_M y^2 \iff \inf_{P \in \mathcal{P}} \sum_{i \in \mathcal{I}} P(Y_i = y_i^1) - P(Y_i = y_i^2) > 0 \quad \text{(C.7)}
\]
\[
\iff \inf_{P \in \mathcal{P}} \sum_{i \in \mathcal{I}} P(Y_i = a_i) - P(Y_i = \overline{a}_i) > 0 \quad \text{(C.8)}
\]
Accounting for the fact that \( P(Y_i = a_i) + P(Y_i = \overline{a}_i) = 1 \), we get
\[
\iff \inf_{P \in \mathcal{P}} \sum_{i \in \mathcal{I}} 2P(Y_i = a_i) - 1 > 0 \quad \text{(C.9)}
\]
\[
\iff \inf_{P \in \mathcal{P}} \sum_{i \in \mathcal{I}} P(Y_i = a_i) > \frac{|\mathcal{I}|}{2} \quad \text{(C.10)}
\]

**Proof of Proposition 2.** First, let us simply notice that \( P(Y_i = a_i) = \sum_{y \in \mathcal{Y}} \mathbb{I}_{y_i = a_i} P(Y = y) \) and \( \mathbb{I}_{y_i = a_i} = \mathbb{I}_{y_i \neq a_i} \). Putting these together, we get
\[
\sum_{i \in \mathcal{I}} P(Y_i = a_i) = \sum_{i \in \mathcal{I}} \sum_{y \in \mathcal{Y}} \mathbb{I}_{y_i \neq a_i} P(Y = y)
= \sum_{y \in \mathcal{Y}} \sum_{i \in \mathcal{I}} \mathbb{I}_{y_i \neq a_i} P(Y = y) \quad \text{(by linearity)}
= E[\ell_H^*(\mathbf{a}_{\mathcal{I}})]
\]
where \( \ell_H^*(\cdot, \mathbf{a}_{\mathcal{I}}) \) is the hamming loss calculated in the set of indices \( \mathcal{I} = \{i_1, \ldots, i_q\} \) of vector \( \mathbf{a}_{\mathcal{I}} \), which is created in the line 5 of the Algorithm 1. Thus, we apply infimum, \( \inf_{P \in \mathcal{P}} \), to each side of the last equation and get what we sought. \hfill \Box

**Proof of Proposition 3.** Let us simply analyze the number of computations needed. We will need to perform \( m \) times the loop of Line 2. For a given \( i \), we have that \( \mathcal{I}_i = \binom{m}{i} \), meaning that this is the number of elements to check in the loop starting Line 4. Finally, there \( 2^i \) elements to check in the loop starting Line 5. The table below summarise the different steps.

| \( |\mathcal{I}_i| \) | \( i = 1 \) | \( i = 2 \) | \( \ldots \) | \( i = m - 2 \) | \( i = m - 1 \) |
|---|---|---|---|---|---|
| \( \frac{m!}{1!(m-1)!} \) | \( \frac{m!}{2!(m-2)!} \) | \( \ldots \) | \( \frac{m!}{(m-2)!2!} \) | \( \frac{m!}{(m-1)!1!} \) |
| \( |\mathcal{Y}_i| \) | \( \{0,1\}^1 \) | \( \{0,1\}^2 \) | \( \ldots \) | \( \{0,1\}^{m-2} \) | \( \{0,1\}^{m-1} \)

Overall, the number of checks to perform amounts to
\[
\sum_{k=1}^{m} 2^{m-k} \frac{m!}{k!(m-k)!} = 3^m - 1 \quad \text{(C.11)}
\]
\hfill \Box
The proofs of the next propositions, that concern partial binary vectors, require us to first prove an intermediate result characterising partial vectors in terms of the vector set they represent. More precisely, we first express a condition for a subset \(\mathcal{Y}\) of \(\mathcal{V}\) to be a partial vector, in terms of its elements.

**Lemma 2.** A subset \(\mathcal{Y}\) belongs to the space \(\mathcal{Y}\) if and only if

\[
\forall y, y' \in \mathcal{Y}, \text{ we have that all } y'' \in \mathcal{V} \text{ s.t. } y''_i = y'_i \text{ for all } i \in \mathcal{I}_{y \neq y'} \text{ are also in } \mathcal{Y}
\]

**Proof of Lemma 2.** Only if: Immediate, since by assumption \(\mathcal{I}_{y \neq y'} \subseteq \mathcal{I}^*\), the set of label indices on which we abstain.

If: Consider the set \(D_{\mathcal{Y}} = \{ j \mid \exists y, y' \in \mathcal{Y}, y_j \neq y'_j \}\) of indices for which at least two elements of \(\mathcal{Y}\) disagree. What we have to show is that under the condition of Lemma 2, any completion of \(D_{\mathcal{Y}}\) is within \(\mathcal{Y}\).

Without loss of generality, as we can always permute the indices, let us consider that \(D_{\mathcal{Y}}\) is the \(|D_{\mathcal{Y}}|\) first indices. We can then find a couple \(y, y' \in \mathcal{Y}\) such that the \(k\) first elements are distinct, that is \(\mathcal{I}_{y \neq y'} = \{1, \ldots, k\}\). It follows that the subset of vectors

\[
(*) \ldots (*), y_{D_{\mathcal{Y}}} | y_{|D_{\mathcal{Y}}|+1}, \ldots, y_m
\]

is within \(\mathcal{Y}\), by assumption. If \(k < |D_{\mathcal{Y}}|\), we can find a vector \(y''\) such that its \(k'\) next elements (after the \(k\)th first) are different from \(y\), i.e., \(y_j \neq y'_j\) for \(j = k+1, \ldots, k+k'\) with \(k+k' \leq |D_{\mathcal{Y}}|\). Note that \(k' \geq 1\) by assumption. Since the vector \((*)\) is in \(\mathcal{Y}\), we can always consider the vector \(y\) such that its \(k\) first elements are distinct from those of \(y''\), that is in \(\mathcal{Y}\). Since \(\mathcal{I}_{y \neq y'} = \{1, \ldots, k+k'\}\), the subset of vectors

\[
(\ldots\), y_{D_{\mathcal{Y}}} | y_{|D_{\mathcal{Y}}|+1}, \ldots, y_m
\]

is also in \(\mathcal{Y}\). Since we can repeat this construction until having two vectors with the \(|D_{\mathcal{Y}}|\) first labels different, this finishes the proof.

**Proof of Proposition 4.** Let us first notice that, after Equation (7), we have that

\[
\mathcal{I}_{y \neq y'} = \mathcal{I}_{y \neq y'} \quad \text{iff} \quad p_i \leq 0.5 \quad \text{for } i \in \mathcal{I}_{y = 0},
\]

where \(\mathcal{I}_{y = 0}\) are the indices of labels for which \(y_i = 0\) and \(y_i = 1\). Indeed, since here we start from the marginals, \(y\) is optimal according to Hamming loss and a distribution in \(\mathcal{P}_{BR}\) iff we can fix \(p_i\) to be lower than 0.5 if \(y_i = 0\), and higher else.

Now, let us consider two vectors \(y^1, y^2\) and the indices \(\mathcal{I}_{y^1 \neq y^2}\). Given the first part of this proof, if \(y^1, y^2 \in \mathcal{E}_{\mathcal{I}_y, \mathcal{P}_{BR}}\), this means that \(0.5 \in [p_i, \overline{p}_i]\) for any \(i \in \mathcal{I}_{y^1 \neq y^2}\). Therefore, given any vector \(y''\) such that \(y''_i = y^1_i\) for \(i \in \mathcal{I}_{y^1 \neq y^2}\), for the other indices \(i \notin \mathcal{I}_{y^1 \neq y^2}\), we can always fix a precise value \(p_i \in [p_i, \overline{p}_i]\) such that \(y''\) is also optimal w.r.t. \(p\).

More precisely, assume the assignments \(p^1_i\) and \(p^2_i\) result in \(y^1, y^2\) being optimal predictions for the Hamming loss, respectively. Then \(y''\) is optimal for the assignment

\[
p''_i = \begin{cases} p^1_i & \text{if } y''_i = y^1_i \\ p^2_i & \text{if } y''_i = y^2_i \end{cases}
\]

that is by definition within \(\mathcal{P}_{BR}\).

**Proof of Proposition 5.** As Proposition 4 shows, the E-admissible set is given by the partial vector \(\mathcal{E}_{\mathcal{I}_y, \mathcal{P}_{BR}}\). To show that it also coincides with \(\mathcal{E}_{\mathcal{I}_y, \mathcal{P}_{BR}}^M\), we will consider the fact that \(\mathcal{E}_{\mathcal{I}_y, \mathcal{P}_{BR}} \subseteq \mathcal{E}_{\mathcal{I}_y, \mathcal{P}_{BR}}^M\), and will demonstrate that any vector outside \(\mathcal{E}_{\mathcal{I}_y, \mathcal{P}_{BR}}\) is dominated (in the sense of Equation (4)) by a vector within \(\mathcal{E}_{\mathcal{I}_y, \mathcal{P}_{BR}}\).

Let us consider a vector \(y' \notin \mathcal{E}_{\mathcal{I}_y, \mathcal{P}_{BR}}\), and the indices

\[
\mathcal{I}_{y' \neq y} = \{ i : \mathcal{E}_{\mathcal{I}_y, \mathcal{P}_{BR}} \neq * , \mathcal{E}_{\mathcal{I}_y, \mathcal{P}_{BR}} \neq y' \}
\]
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on which they necessarily differ (as we can always set the labels for which \( \hat{\gamma}_i \in \mathcal{P}_{BR} = * \) to be equal to \( y_i \)). By Proposition 1, we have that

\[
\hat{\gamma}_{\ell, \mathcal{P}_{BR}} = \inf_{\mathcal{P} \in \mathcal{P}} \sum_{i \in \mathcal{I}} P(Y_i = \hat{\gamma}_i) > \frac{|\mathcal{I}|}{2}
\]

and since we have that \( \hat{\gamma}_i = 1 \Rightarrow P(Y_i = 1) > 0.5 \) and \( \hat{\gamma}_i = 0 \Rightarrow P(Y_i = 0) > 0.5 \), the right hand side inequality is satisfied. Hence, we can show that any vector outside \( \hat{\gamma}_{\ell, \mathcal{P}_{BR}} \) is maximally dominated by another vector in \( \hat{\gamma}_{\ell, \mathcal{P}_{BR}} \), meaning that \( \hat{\gamma}_{\ell, \mathcal{P}_{BR}} \supseteq \hat{\gamma}_{M, \mathcal{P}_{BR}} \). Combined with the fact that \( \hat{\gamma}_{\ell, \mathcal{P}_{BR}} \subseteq \hat{\gamma}_{M, \mathcal{P}_{BR}} \), this finishes the proof.

**Proof of Proposition 6.** Let us prove first how get the prediction of each decision criterions, by harnessing the facts that the Hamming loss is decomposable and that

\[
E[\ell_{\mathcal{P}}(\hat{\gamma}, \cdot)] = -\sum_{i} P(Y_i = y_i).
\]

1. **\( \Gamma \)-MINIMAX.**— as the Hamming loss is decomposable we can easily reduce Equation (B.3) as follows:

\[
\text{argmin}_{\gamma \in \mathcal{Y}} E_{\mathcal{P}}[\ell_{\mathcal{P}}(\gamma, \cdot)] \iff \text{argmax}_{\gamma \in \mathcal{Y}} \inf_{\mathcal{P} \in \mathcal{P}} \sum_{i=1}^{m} P(Y_i = \hat{\gamma}_i)
\]

by using a probability set \( \mathcal{P}_{BR} \), we have

\[
\gamma_{\Gamma}^{\max} = \text{argmax}_{\gamma \in \mathcal{Y}} \sum_{i=1}^{m} P(Y_i = y_i) \iff \gamma_{\Gamma}^{\max} = \begin{cases} 1 & \text{if } P(Y_i = 1) > P(Y_i = 0) \\ 0 & \text{if } P(Y_i = 1) < P(Y_i = 0) \\ * & \text{otherwise} \end{cases}
\]

where * can here be replaced by 0 or 1, as all those predictions are deemed indifferent by the MINIMAX principle.

2. **\( \Gamma \)-MINIMIN.**— in the same way as previously, we easily have :

\[
\gamma_{\Gamma}^{\min} = \text{argmax}_{\gamma \in \mathcal{Y}} \sum_{i=1}^{m} P(Y_i = y_i) \iff \gamma_{\Gamma}^{\min} = \begin{cases} 1 & \text{if } \overline{P}(Y_i = 1) > \overline{P}(Y_i = 0) \\ 0 & \text{if } \overline{P}(Y_i = 1) < \overline{P}(Y_i = 0) \\ * & \text{otherwise} \end{cases}
\]

where * is to be understood as in the previous case.

By using the fact the the lower and upper probabilities are dual, \( \overline{P}(Y_i = 1) = 1 - P(Y_i = 0) \), it is easy to see that the criteria to choose the \( \gamma_{\Gamma}^{\min} \) is equal to \( \gamma_{\Gamma}^{\max} \), therefore, \( \gamma_{\ell, \mathcal{P}_{BR}}^{\max} = \gamma_{\ell, \mathcal{P}_{BR}}^{\min} \).
Appendix D. Complementary experimental results

Appendix D.1. Missing labels

Figure D.17: Missing labels. Evolution of the average incorrectness (top) and completeness (bottom) for each level of imprecision (a curve for each one) and a discretization $z = 6$, and with respect to different percentages of missing labels (x-axis).

Appendix D.2. Noise Reversing

Figure D.18: Noise-Reversing. Evolution of the average incorrectness (top) and completeness (bottom) for each level of imprecision (a curve for each one) and a discretization $z = 6$, and with respect to different percentages of noisy labels (x-axis).
Appendix D.3. Noise Flipping

Figure D.19: Noise-Flipping. Evolution of the average incorrectness (top) and completeness (bottom) for each level of imprecision (a curve for each one), a level of discretization $x=6$, and three different probabilities $\beta=0.2$ (left), $\beta=0.5$ (middle) and $\beta=0.8$ (right) of replacing the selected label with a 1, and with respect to different percentages of noisy labels (x-axis).

Appendix D.4. Supplementary results - Rejection Option

Figure D.20: Emotions: Rejection vs. Skeptic. Incorrectness (top) and Completeness (bottom) evolution for different levels of imprecision and discretization $x=6$, and with respect to different percentages of noisy or missing labels (x-axis).
Figure D.21: SCENE: Rejection vs. Skeptic. Incorrectness (top) and Completeness (bottom) evolution for different levels of imprecision and discretization $z = 6$, and with respect to different percentages of noisy or missing labels (x-axis).

Figure D.22: YEAST: Rejection vs. Skeptic. Incorrectness (top) and Completeness (bottom) evolution for different levels of imprecision and discretization $z = 6$, and with respect to different percentages of noisy or missing labels (x-axis).
Appendix E. Supplementary Downsampling

Figure E.23: Yeast - Downsampling - Naive credal classifier. Incorrectness and Completeness (y-axis) evolution of all skeptical approaches with respect to different percentages of training data sets (x-axis).

Figure E.24: Scene - Downsampling - Naive credal classifier. Incorrectness and Completeness (y-axis) evolution of all skeptical approaches with respect to different percentages of training data sets (x-axis).
Figure E.25: **Medical - Downsampling - Naive credal classifier.** Incorrectness and Completeness (y-axis) evolution of all skeptical approaches with respect to different percentages of training data sets (x-axis).

Figure E.26: **CAL500 - Downsampling - Naive credal classifier.** Incorrectness and Completeness (y-axis) evolution of all skeptical approaches with respect to different percentages of training data sets (x-axis).
Figure E.27: Emotions - Downsampling - IQDA. Incorrectness and Completeness (y-axis) evolution of all skeptical approaches with respect to different percentages of training data sets (x-axis).

Figure E.28: Flags - Downsampling - ILDA. Incorrectness and Completeness (y-axis) evolution of all skeptical approaches with respect to different percentages of training data sets (x-axis).
Figure E.29: Yeast - Downsampling - IQDA. Incorrectness and Completeness (y-axis) evolution of all skeptical approaches with respect to different percentages of training data sets (x-axis).

Figure E.30: CAL500 - Downsampling - ILDA. Incorrectness and Completeness (y-axis) evolution of all skeptical approaches with respect to different percentages of training data sets (x-axis).
Figure E.31: CAL500 - Downsampling - CSPN IDM. Incorrectness and Completeness (y-axis) evolution of all skeptical approaches with respect to different percentages of training data sets (x-axis).

Figure E.32: Flags - Downsampling - CSPN IDM. Incorrectness and Completeness (y-axis) evolution of all skeptical approaches with respect to different percentages of training data sets (x-axis).
Figure E.33: Medical - Downsampling - CSPN $\varepsilon$-cont. Incorrectness and Completeness (y-axis) evolution of all skeptical approaches with respect to different percentages of training data sets (x-axis).

Figure E.34: Scene - Downsampling - CSPN $\varepsilon$-cont. Incorrectness and Completeness (y-axis) evolution of all skeptical approaches with respect to different percentages of training data sets (x-axis).