DETECTING SHORTCUTS IN MEDICAL IMAGES - A CASE STUDY IN CHEST X-RAYS

Amelia Jiménez-Sánchez, Dovile Juodelyte, Bethany Chamberlain, Veronika Cheplygina
{amji, doju, bcha, vech}@itu.dk
Department of Computer Science, IT University of Copenhagen, Denmark

ABSTRACT
The availability of large public datasets and the increased amount of computing power have shifted the interest of the medical community to high-performance algorithms. However, little attention is paid to the quality of the data and their annotations. High performance on benchmark datasets may be reported without considering possible shortcuts or artifacts in the data, besides, models are not tested on sub-population groups. With this work, we aim to raise awareness about shortcuts problems. We validate previous findings, and present a case study on chest X-rays using two publicly available datasets. We share annotations for a subset of pneumothorax images with drains. We conclude with general recommendations for medical image classification. We make our code available1.

Index Terms— Chest X-ray, pneumothorax, shortcuts, fairness, bias, validation, reproducibility

1. INTRODUCTION

Machine learning has shown promising results in medical image diagnosis, at times with claims of expert-level performance [20]. However, algorithms with high reported performances have been shown to suffer from overfitting on shortcuts, i.e., spurious correlations between artifacts in images and diagnostic labels. Examples include pen marks in skin lesion classification [27], patient position in detection of COVID-19 [2], and chest drains in pneumothorax (collapsed lung) classification [15], see Fig. 1. By training and evaluating on data with shortcuts, an algorithm’s performance may appear high initially but will degrade when the shortcut is removed since it is unable to generalize based on relevant, diagnostic features.

Despite the current efforts, we find that there is not enough awareness of the issue overall, and thus, our motivation is to highlight the importance of detecting and mitigating shortcuts. For example, researchers may focus on high performance without realizing shortcuts might exist, while others may be aware but not have tools to reduce the impact of such shortcuts. The varied terminology (e.g. artifacts, shortcuts, bias, hidden stratification) further complicates finding related research.

Our contributions are as follows. First, we summarize methods to detect shortcut, by which we also collect the varied terminology for researchers to use when identifying related literature on this topic. Second, as an illustrative example of shortcuts, we present systematic experiments on CheXpert and NIH-CXR14 that show degradation in performance when images with drains are excluded. This validates and generalizes (different data and methods) the findings of [15]. Third, as a byproduct of our experiments, we share a set of non-expert labels for chest drains, for a subset of CheXpert images with pneumothorax diagnosis. We conclude with general recommendations for medical image classification, and invite interested researchers to continue the conversation.

2. RELATED WORK

2.1. Detecting shortcuts

The first step is to recognize that shortcuts might exist in the data, which can be done by inspecting the data itself, or studying the behavior of a trained model.

One work addressing both data inspection and model inspection, [15], categorizes methods to detect shortcuts (here called hidden stratification) as schema completion, error auditing and algorithmic measurement. Schema completion re-
Table 1: (Left): distribution of image type for the three test scenarios. First symbol is for pneumothorax and second for the presence of a drain. Positive is represented by “+” and negative by “-”. (Right): mean AUC (in %) ± standard deviation for CheXpert and NIH-CXR14. Models are trained on development subsets (4k, 8k, 16k, 24k) of CheXpert dataset.

| Scenario       | Image type | Train on CheXpert, test on CheXpert | Train on CheXpert, test on NIH-CXR14 |
|----------------|------------|------------------------------------|------------------------------------|
|                | +/+        | 4k   | 8k   | 16k  | 24k  | 4k   | 8k   | 16k  | 24k  |
| baseline       | 150        | 74.3 ± 0.3 | 77.1 ± 0.9 | 79.9 ± 0.6 | 81.0 ± 0.6 | 67.7 ± 3.1 | 70.8 ± 1.6 | 70.9 ± 3.8 | 74.4 ± 2.4 |
| w/o drain      | 0          | 69.8 ± 0.9 | 72.2 ± 0.7 | 75.8 ± 0.9 | 76.7 ± 0.7 | 58.2 ± 2.5 | 63.3 ± 3.5 | 64.4 ± 3.8 | 65.5 ± 2.6 |
| w/ drain       | 300        | 80.2 ± 0.5 | 83.1 ± 1.8 | 84.8 ± 1.3 | 84.7 ± 0.8 | 75.3 ± 2.7 | 76.8 ± 2.4 | 76.8 ± 4.2 | 81.1 ± 3.5 |

requires the labeling of a subset of the data. These type of methods are time consuming, subjective and limited by the author knowledge. Error auditing consists in observing the model outputs to find regularities. Error auditing approaches are also subjective, and critically dependent on the ability of the auditor to visually recognize differences in the distribution of model outputs. Algorithmic measurement relies on automatic subclass detection, for example with unsupervised methods such as clustering. These kind of methods still require human review, but are less dependent on the specific human auditor to initially identify the stratification. A considerable limitation of these approaches is on the separability of the important subsets in the feature space analyzed.

Other recent works for detecting shortcuts focused on model inspection, and include skin lesion classification [27] or COVID-19 diagnosis [2]. Winkler et al. [27] showed that adding skin markings to dermatoscopic images can cause a convolutional neural network (CNN) to flip its output. De Grave et al. [2] found that CNNs learned the scanning position of COVID-19 patients as a shortcut for detection of the disease. They showed that the evaluation of a model on external data is not sufficient to ensure reliability, and concluded that more explainability is required to deploy systems in a clinical setting. [11, 14] propose several strategies for testing algorithmic errors, including exploratory error analysis, subgroup testing, and adversarial testing. A general recommendation is to report performance amongst diverse ethnic, racial, age and sex groups for all new systems to ensure a responsible use of machine learning in medicine.

2.2. Reducing impact of shortcuts

Once we are aware of the possible presence of shortcuts in our data, there are different bias mitigation methods we can employ to reduce their impact. Mehrabi et al. [13] identify three main stages in which bias mitigation can be adopted: before (pre-processing), during (in-processing) and after (post-processing) training.

Pre-processing algorithms mitigate bias in the training data. Strategies can consist of reweighting the training samples, or editing the features that will be used to increase fairness between the groups, *i.e.*, disparate impact remover [3].

In-processing algorithms mitigate bias in the classifier. The target task loss is modified by adversarial learning, regularization or taking into account a fairness metric. Adversarial debiasing uses adversarial techniques to maximize accuracy and reduce the evidence of protected attributes in predictions [28]. The protected attributes are the characteristics for which fairness need to be ensured, such as gender or race. Prejudice remover adds a discrimination-aware regularization term to the learning objective [9]. Meta fair classifier takes the fairness as part of the input and returns a classifier optimized for the metric [1].

Post-processing algorithms make predictions fairer. Reject option classification [8] modifies the predictions from the classifier, calibrated equalized odds [18] optimizes over the calibrated classifier’s score outputs, and equalized odds modifies the prediction label using an optimization scheme.

3. METHODS

3.1. Data

We use two publicly available chest X-ray datasets: CheXpert [6] and NIH-CXR14 [26]. CheXpert has 224,314 images from 65,240 patients and NIH-CXR14 has 112,120 images from 30,805 patients. The sex distribution (male/female) is 59.4%/40.6% for CheXpert and 56.5%/43.5%, for NIH-CXR14. In both cases labels were extracted from radiology reports with natural language processing.

For CheXpert, two data science students labeled frontal images for the presence of chest drains. The students had no prior experience with medical imaging, and used [7, 12] to learn about the appearance of chest drains. They labeled the images independently, and reviewed the images where they disagreed. For the disagreement cases, they either reached agreement, or discarded the image. This process was continued until finding 300 pneumothorax positive images with chest drains. The students did not have access to the drain labels from NIH-CXR14.

For NIH-CXR14, we use a subset of X-rays from the original test set. Labels were kindly provided by Lauren Oakden-Rayner, a board-certified radiologist and author of [15].
3.2. Experiments

We focus on the pneumothorax classification task, following previous findings [15]. For the experiments, we train our models only with data from CheXpert. We train on differently sized development subsets (4k, 8k, 16k, 24k) with 50% pneumothorax and 50% other scans, resampling the training set 3 times. We adopt this strategy to account for variability in the training data and to get a distribution of performances for evaluation, as well as to avoid overly optimistic results that can be observed when fixed training/test splits are available [25]. Every development subset is split into 80% training and 20% validation.

We use the same model architecture as the original CheXpert model, namely a backbone CNN, followed by a probabilistic class activation map pooling and a fully connected layer. The backbone is a DenseNet-121, this CNN was found to be the best performing model in [6]. We resize images to $512 \times 512$ px and train the models for 10 epochs, with a batch size of 32, Adam optimizer and an initial learning rate of $1e^{-4}$. Code used PyTorch [16] and Scikit-learn [17] libraries, and models were ran on an Nvidia v100 GPU at the ITU HPC cluster. We save the model with highest receiver-operating curve (AUC-ROC) on the validation set.

We evaluate on both CheXpert and NIH-CXR14. We test on subsets of the relabeled images, varying the pneumothorax images from a mix between drains and no drains (baseline), with drains only (w/ drains), and without drains only (w/o drains), see Table 1. We report the overall AUC-ROC, and also for subgroups based on sex, following recent work on bias and fairness [5, 10, 23]. As additional evaluation, we use t-stochastic distributed neighbor embedding (t-SNE) [24] for understanding the representations learned by the trained networks.

4. RESULTS

We summarize our results in Table 1 and Fig. 2. Firstly, we observe a decrease in the classification performance when testing on NIH-CXR14. This is similar to [19], that reported an AUC of 0.87 for training and testing with CheXpert, and 0.74 for training on CheXpert and testing with NIH-CXR14.

For both datasets and the different development sets employed, we find that the classifier performs better on the subsets with drains. For example, training with 24k images, we obtain an AUC of 0.81 for the baseline, 0.85 for the subset with drains, and 0.77 for the subset without drains. This is in line with results on NIH-CXR14 in [15], with an AUC of 0.87 for pneumothorax, 0.94 with drains, and 0.77 without.

Looking at the AUC differences by sex in Fig. 2, we find overall higher AUCs for female patients. This suggests possible interactions that would need further investigation. Both [10] and [23] reported lower performances for female patients, but had different testing scenarios.

Fig. 3 displays the t-SNE projection of one of the models trained on the 24k development subset. From the embeddings, we see that in both datasets, there is a clear distinction between pneumothorax and other scans. The distribution of pneumothorax images with and without drains are more overlapping. There is a clear dataset shift between CheXpert and NIH-CXR14, with many positive/negative pneumothorax samples within a dataset closer to each other, than samples with the same label from the other dataset. Although the overall direction of class boundaries appears to be the same, in practice even when training with more samples, the CheXpert boundary does not always fit the NIH-CXR14 samples well, leading to larger variances in performance.
5. DISCUSSION

Our results validate earlier findings about CNNs memorizing chest drains as shortcuts for the pneumothorax label, despite using different training/test sets. We do not match earlier reported AUCs because we assess the variability in performance, rather than single estimates from earlier studies, which may be overly optimistic.

We focused on pneumothorax classification due to findings in [15] and replicated the findings in a different dataset, with different (non-expert) annotators. We believe the problem is more general, and have preliminary results showing a similar degradation of performance in breast mammography classification, where the shortcut is text (the mammography view). This is an ongoing research direction, and we aim to expand this work to further applications.

We also plan to explore methods for adding or removing shortcuts, to be able to more systematically assess the extent of the problem in other applications. One could leverage powerful high-resolution image synthesis from text captions, such as Stable Diffusion (SD) [22]. However, it is unclear what medical imaging concepts SD could incorporate, and potential ethical issues with memorization of private data may arise.

A more general point for studies on shortcuts, is the chicken-and-egg relationship with large public datasets. Their size and availability allows for experimental comparisons, but is possibly also part of how shortcuts were introduced in the first place (for example, due to labels extracted by natural language processing). Since shortcuts might have interactions with demographic attributes, the medical imaging community should try to follow some general recommendations for fairness Artificial Intelligence [4, 21]. These recommendations point to a more extensive evaluation of the classifiers, for example by reporting metrics for relevant vulnerable subgroups such as the population stratified by e.g. sex, age and ethnicity.

In conclusion, shortcuts are an important problem in medical images that presents challenges to the robustness and fairness of algorithms. We invite others to continue this discussion, and welcome comments and suggestions for our future research.
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