Parkinson disease classification: a comparative analysis on classification techniques
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ABSTRACT
Parkinson’s disease (PD) among Alzheimer’s and epilepsy are one of the most common neurological disorders which appreciably affect not only live of patients but also their households. According to the current trend of aging social behaviour, it is expected to see a rise of Parkinson’s disease. Even though there is no cure for PD, a proper medication at the early stage can help significantly in alleviating the symptoms. Since, the traditional method for identifying PD is rather invasive, expansive and complicated for self-use, there is a high demand for using classification method on PD detection. This paper compares the performance of Neural Network and decision tree for classifying and discriminating healthy people for people with Parkinson’s disease (PD) by distinguishing dysphonia. The simulation results demonstrate that Neural Network outperformed decision tree by giving accurate results with 87% accuracy as compared to decision tree with only 84% accuracy in determining the classification of healthy and people with Parkinson’s.

Keywords:
Artificial neural networks (ANN)
Decision tree
Parkinson’s disease (PD)
Comparative analysis

Copyright © 2020 Institute of Advanced Engineering and Science.
All rights reserved.

1. INTRODUCTION
Neurodegenerative disorder of central nervous system such as Parkinson’s disease (PD) causes full or partial loss motor control, mental processing, speech, behaviour and other vital functions [1]. Nearly 10 million people all around the world suffers from PD which makes it the second most common neurological health problem among the elderlies [2]. Even though various drug therapies exist to lessen the complications caused by the disorder, the diagnosis and treatment are still invasive [3]. Where in medical procedure invasive means that there is break in the skin is created and there is contact with the mucosa, or skin break, or internal body cavity beyond a natural or artificial body orifice [4-6]. Indirectly, this complicates the diagnosis and treatment process for the patients who are suffering from PD.

Recently, the popularity of classification methods had gained big attention by medical application in using those methods to classify and discriminate healthy people for people from Parkinson’s disease (PD) [7-8]. Furthermore, the popularity of classification methods such as artificial neural networks (ANN) and decision tree (DT) are widely used in many applications such as manufacturing, chemistry as well as in medical. In order to ease the situation, a non-invasive method of diagnosis was been developed. The diagnosis will be done through the collection of speech data from the subjects [9]. Since, tele-diagnosis and tele-monitoring systems that based on speech signals are cost cheaper and easy to self-use. Therefore,
it is the best candidate to be chosen for PD diagnosis [10]. Besides that, voice impairment is one of the earliest indicators for PD. Thus, the advancement in technology and new methods, the rising for voice measurement method for PD diagnosis using classification techniques had gained attention from researchers in data mining [11-13].

The previous study on the prediction of Parkinsonism used speech pattern analysis applications where the selected subsets of features were mapped to UPDRS (Unified Parkinson’s Disease Rating Scale) using a combination of regression and classification techniques [14-15]. In addition, support vector machines (SVM) were also used to distinguish the samples belonging to subjects. Unlike the traditional methods, nonlinear speech analysis algorithms are used with standard PD metrics like UPDRS. The use of new method caused a slight difference in estimation (about 2 points) compared to the traditional clinical method [16-17].

Sakar et al. [18] applied a mutual information-based feature selection algorithm with the pre-mutation test for evaluating the relevance and the statistical correlation between the features and PD-score. Utilising this method and collected data, a computer-aided data collection, storage and analysis to simplify the diagnostic and treatment process of PD were designed to fulfil the purpose of this study. In 2012, the Multi-Layer Perceptron (MLP) with Back-Propagation learning algorithm are been used to classify to effective diagnosis Parkinsons disease (PD) by Anchana K. and Veera B [18]. The results showed that MLP with BP accurately classify Twenty-Two attributes with 82.051% in training and 83.33% in validation.

Rashidah et al. [19] used the Multilayer Feedforward Neural Network (MLFNN) with Backpropagation (BP) algorithm in early detection and diagnosis of PD. The result shows that network can be used in diagnosis and detection of PD due to the good performance, which is 83.3% for sensitivity, 63.6% for specificity, and 80% for accuracy. Furthermore, the popularity of artificial neural networks (ANN) in data mining field had gained great attention from researchers to incorporate the technique into different kind of applications and classification problems [20-27].

The objective of this paper is to compare the performance of classification methods in classifying a person for PD. This classification could be done by using a collection of speech data from healthy and patient with Parkinson’s. In order to achieve this, traditional and novel method of measurement must be replaced with a more efficient method such as pitch period entropy (PPE) [28]. The introduction of new method which is sensitive to the changes in speech specific to PD with data mining’s classification technique can be used to distinguish healthy for patient with Parkinson’s [29]. Decision boundary in the feature space created by these vectors that are based on subsequent voice measures can be utilised to predict the class of each subject (healthy or PD) [1].

The remaining of this paper is organized as follows. Section 2 presents the methodology used to perform the data mining task along with the dataset and the evaluation metrics. Section 3 presents the results and finally Section 4 concludes with some direction for future work.

2. RESEARCH METHOD

All selected data mining techniques for this paper used the Cross Industry Standard Process for Data Mining (CRISP-DM) approach [30], which describes the process of data mining in six phases as visualized in Figure 1. The method used to analyse the data is broken down to six stages:(1) Data Selection; (2) Data Pre-Processing; (3) Data partition; (4) Parameter Settings; (5) Data Simulation; (6) Result and Analysis. Microsoft Studio Azure were utilised to implement the proposed model’s architecture and algorithm on a system sporting AMD Ryzen™ 1500X CPU @ 3.8GHz, 8GB RAM, x64 based processor running on 64-bit Windows Operating System.

2.1. Data Selection

In getting the measurement of accuracy, it is a very vital thing and it must be done with extra cautions to sustain the research integrity. Selecting a proper datasets is crucial in order to make sure that the results that going to analysed is reliable and accurate. This research has selected 17 features from the datasets which then filtered to 10 features to decrease the complexity of the findings [1]. Those 10 selected features are as follows in Table 1.

2.2. Data Pre-Processing

In this stage the acquired raw data will be transformed into something more standardized and understandable format. Most of the collected data are incomplete where most of the data are lacking in attribute values, lacking certain attributes of interest, or containing only aggregate data that full with noisy that containing errors or outliers. Furthermore, the noisy data is inconsistent which containing discrepancies in codes or names.
There are some tasks and preventive steps that involve in data preprocessing which include:
(a) Data cleaning: fill in missing values, smooth noisy data, identify or remove outliers, and resolve inconsistencies.
(b) Data integration: using multiple databases, data cubes, or files.
(c) Data transformation: normalization and aggregation.
(d) Data reduction: reducing the volume but producing the same or similar analytical results.
(e) Data discretization: part of data reduction, replacing numerical attributes with nominal ones.

![Figure 1. CRISP-DM process model for data mining](image)

**Table 1. Attribute Information**

| Attribute      | Type | Description                                                                 |
|----------------|------|-----------------------------------------------------------------------------|
| MDVP: Jitter(Abs) | Integer | Kay Pentax MDVP absolute jitter in microseconds                             |
| Jitter: DDP     | Integer | Average absolute difference of differences between cycles, divided by the average period |
| MDVP: APQ       | Integer | Kay Pentax MDVP 11-point Amplitude Perturbation Quotient                    |
| Shimmer: DDA    | Integer | Average absolute difference between consecutive differences between the amplitudes of consecutive periods |
| NHR            | Integer | Noise-to-Harmonics Ratio                                                   |
| HNR            | Integer | Harmonics-to-Noise Ratio                                                   |
| RPDE           | Integer | Recurrence Period Density Entropy                                           |
| DFA            | Integer | Detrended Fluctuation Analysis                                              |
| D2             | Integer | Correlation dimension                                                      |
| PPE            | Integer | Pitch period entropy                                                       |

### 2.3. Data Partition

The next stage is to divide data into two partitions. There is no single condition or no rule of thumb for data partition. In this paper, the data were divided into 80% and 20%, each for training and testing respectively. Since the collected data consists of 195 vocal measurements samples from 31 participants therefore this make it 156 samples used for training and 39 for testing purposes.

### 2.4. Parameter Settings

Both algorithms selected from classification techniques has its own parameter setting that need to be adjusted before the final simulation. Furthermore, both algorithms can be difficult to tune. If the network hyperparameters are poorly chosen, the network may learn slowly, or perhaps not at all. The learning rate is one of, if not the most important hyperparameter. If this is too large or too small, your network may learn very poorly, very slowly, or not at all. Typical values for the learning rate are in the range of 0.1 to 0.9. Moreover, adjusting weights are so crucial and must be setting neither too big nor too small.

Data distribution also plays an important rule in training. Data need to be scall properly based on two conditions such as:
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a) Continuous values: the best values should be in the range of -1 to 1, 0 to 1 or distributed normally with mean 0 and standard deviation 1. However, the values do not have to be exact, but ensuring the inputs are approximately in this range can help during training by scaling down large inputs and scale up small inputs. (b) Discrete classes for classification problems for the output generally use a one-hot representation. For examples if there are 3 classes, then the data will be represented as [1,0,0], [0,1,0] or [0,0,1] for each of the 3 classes respectively. An epoch is defined as a full pass of the data set. If too few epochs are used it do not give network enough time to learn good parameters. However, if there are too many then it might overfit the training data. One way to choose the number of epochs is to use early stopping. The following table are the parameter used for each of the algorithm as shown in Table 2 and Table 3.

### Table 2. Decision Tree Parameter

| Parameter                        | Value |
|----------------------------------|-------|
| Maximum Number of Leaves Per Tree| 20    |
| Maximum Number of Samples Per Leaf Node | 10 |
| Learning Rate                    | 0.2   |

### Table 3. Neural Network Parameter

| Parameter                        | Value |
|----------------------------------|-------|
| Number of Hidden Nodes           | 4     |
| Learning Rate                    | 0.5   |
| Number of Learning Iteration (epochs) | 100 |
| Initial Learning Weights         | 0.5   |
| Type of Normalizer               | Min Max Normalizer |

2.5. **Data Simulation**

The results are obtained by running some simulation experiments with the Parkinson’s Disease Data on WEKA. Two classification algorithms had been selected and there are 10 trials of simulation were run for each algorithm. The main purpose of the simulation is to minimize the error rate of each training algorithm. The first phase is on training where the data will go through the simulation process to perform available output. Then next simulation is on the data that been reserved for testing which will be used to evaluate the efficiency of the algorithm. During testing, the inputs are provided from the data to predict the output. Lastly, the parameters of the algorithms are adjusted until the accuracy of the selected algorithm achieved a satisfying level of accuracy. The simulation has to be ran with many times in order to achieve a higher accuracy level. The higher the accuracy the algorithm the more precise the prediction will be.

3. **RESULTS AND ANALYSIS**

The performance of both classification techniques are evaluated on Parkinson’s disease Data. Those two algorithms are (a) decision tree and (b) artificial neural networks (ANN). The simulation experiments were performed on a 1.66 GHz AMD Processor with a 2GB of RAM. For performing simulations WEKA software was used. The decision tree is compared with artificial neural networks based on:

a) Receiver Operating Characteristic (ROC) curve where the true positive rate (Sensitivity) is plotted in function of the false positive rate. Each point on the ROC curve represents a sensitivity/specificity pair corresponding to a particular decision threshold.

b) Precision and recall where precision (also called positive predictive value) is the fraction of relevant instances among the retrieved instances, while recall (also known as sensitivity) is the fraction of relevant instances that have been retrieved over the total amount of relevant instances.

c) F1 score or F-measure is a measure of a test’s accuracy where it considers both the precision $p$ and the recall $r$ of the test to compute the score: $p$ is the number of correct positive results divided by the number of all positive results returned by the classifier, and $r$ is the number of correct positive results divided by the number of all relevant samples (all samples that should have been identified as positive).

The were 4000 datasets that been collected from UCI repository which consist of 17 input features but only 10 were chosen for more simplified yet effective prediction. All datasets are split into 80:20 where 80% of data were used for training purposes while the remaining 20% were used for testing purposes. The reason why we need more training data is because more training data will give better model and help researchers to be able to evaluate different models and make direct comparisons on the same subset of the dataset. If the same portion of datasets for model selection and testing are used then the model will be subject to model selection bias. That is, the model could overfit and may not generalize well to unseen data. Furthermore, by splitting data into 80:20 it will have high probability chance of getting all the target class detailed observation into the training dataset. This will helpful us for modeling.

For artificial neural networks, three layer feed forward neural network which consisted of an input layer, a hidden layer, and an output layer was used where the hidden neurons were kept fixed to 5 neurons.
only. In the network structure the biases nodes were applied and the log sigmoid was placed as the activation function for the hidden and output layers nodes.

The other model of supervised learning is Decision Tree model. The model is constructed from a high level, decision tree induction goes through 4 main steps to build the tree: (a) begin with training dataset, which should have some feature variables and classification or regression output, (b) determine the “best feature” in the dataset to split the data in order to define “best feature” later, (c) split the data into subsets that contain the possible values for this best feature. This splitting basically defines a node on the tree i.e each node is a splitting point based on a certain feature from the data. (d) recursively generate new tree nodes by using the subset of data created from step 3. The sstep keep splitting until reach a point where it reach the optimum, by some measure, maximum accuracy while minimising the number of splits / nodes. Then the Two-Class Boosted Decision Tree was used to split into two classes which are ‘Yes’ and ‘No’. Lastly, Evaluate Model module is used to evaluate the trained model which is based on the score that generated by Score Model module. Tweaks are made to the parameters until a higher accuracy score is achieved.

3.1. Comparison Evaluation Result between Decision Tree and Artificial Neural Network

The performance of Artificial Neural Network and Decision Tree model is analyse and the results are presented in Table 4 where it shows the comparison graph of ROC, Precision or Recall and F1 score between Decision Tree and Artificial Neural Network.

| Table 4. Comparison Graph between Decision Tree and Artificial Neural Network |
|---------------------------------------------------------------|
| **ROC** | **Decision Tree** | **Artificial Neural Network** |
| ![ROC Graph for Decision Tree](image1) | ![ROC Graph for Artificial Neural Network](image2) |
| **Precision/Recall** | | |
| ![Precision/Recall Graph for Decision Tree](image3) | ![Precision/Recall Graph for Artificial Neural Network](image4) |
| **F1 score** | | |
| ![F1 Score Graph for Decision Tree](image5) | ![F1 Score Graph for Artificial Neural Network](image6) |
From Table 4, it shows that Artificial Neural Network gives a much better result as compared to Decision Tree. This is because a neural network is known as universal approximator and it can deal with different kinds of non-linear problems as compared to decision tree. Furthermore, with a sufficient amount of data and time and the right ANN architecture you should be able to approximate whatever function generated the data with an arbitrary amount of accuracy. In addition decision tree is not good for online learning (your data is coming continuously and you need to update your model) since any data includes some exceptional situation will force your tree to be fall apart and need to be constructed again. The performance of Neural Network also outstanding as shown in Table 5 where Artificial Neural Network shows better performance matrix than Decision Tree in term of precision and accuracy.

| Performance Matrix\ Model | Decision Tree | Artificial Neural Network |
|---------------------------|--------------|--------------------------|
| Accuracy                  | 0.846        | 0.870                    |
| Precision                 | 0.903        | 0.963                    |
| Recall                    | 0.903        | 0.897                    |
| F1 Score                  | 0.903        | 0.839                    |

4. CONCLUSION
Two popular data mining techniques known as Decision Trees or also called classification trees and Neural Networks were selected for comparison. These two data mining techniques are very different from the way they look to the way they find relationship within variables. The neural network is an assembly of nodes, looks somewhat like the human brain. While the decision tree is an easy to follow top down approach of looking at the data. Their performances are compared in classifying and discriminating healthy people for people with Parkinson’s disease (PD) by distinguishing dysphonia. The simulation results demonstrate that Artificial Neural Network is more efficient and outperformed decision tree by giving accurate results in determining the classification of healthy and people with Parkinson’s. Artificial Neural Network achieves 87% accuracy on a data set while the decision tree model only achieved 84% accuracy on the same data set. Therefore, artificial neural networks are the best fitted model for this datasets since the model is that most accurately fits on the selected datasets.
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