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Abstract. We extend our previous work on hypergeometric point count formulas by proving that we can express the number of points on families of Dwork hypersurfaces

\[ X^d_\lambda : x_1^d + x_2^d + \ldots + x_d^d = d\lambda x_1 x_2 \ldots x_d \]

over finite fields of order \( q \equiv 1 \pmod{d} \) in terms of Greene’s finite field hypergeometric functions. We prove that when \( d \) is odd, the number of points can be expressed as a sum of hypergeometric functions plus \((q^d - 1 - 1)/(q - 1)\) and conjecture that this is also true when \( d \) is even. The proof rests on a result that equates certain Gauss sum expressions with finite field hypergeometric functions. Furthermore, we discuss the types of hypergeometric terms that appear in the point count formula and give an explicit formula for Dwork threefolds.

1. Introduction

The motivation for this work comes from a particular family of elliptic curves. For \( \lambda \neq 0,1 \) we define an elliptic curve in the Legendre family by

\[ E_\lambda : y^2 = x(x-1)(x-\lambda). \]

We compute a period integral associated to the Legendre elliptic curve given by integrating the nowhere vanishing holomorphic 1-form \( \omega = \frac{dx}{y} \) over a 1-dimensional cycle containing \( \lambda \). This period is a solution to a hypergeometric differential equation and can be expressed as the classical hypergeometric series

\[ \pi = \int_0^\lambda \frac{dx}{y} = 2F_1 \left( \frac{1}{2}, \frac{1}{2}; 1 | \lambda \right). \]

See the exposition in [3] for more details on this.

We now specialize to the case where \( \lambda \in \mathbb{Q} \setminus \{0,1\} \). Koike [18, Section 4] showed that, for all odd primes \( p \), the trace of Frobenius for curves in this family can be expressed in terms of Greene’s hypergeometric function [11]

\[ a_{E_\lambda}(p) = -\phi(-1)p \cdot 2F_1 \left( \frac{\phi}{\epsilon}; \frac{\phi}{\epsilon}, \lambda \right)_p, \quad (1.1) \]

where \( \epsilon \) is the trivial character and \( \phi \) is a quadratic character modulo \( p \).

Note the similarity between the period and trace of Frobenius expressions: the period is given by a classical hypergeometric series whose arguments are the fractions with denominator 2 and the trace of Frobenius is given by a finite field hypergeometric function whose arguments are characters of order 2. This similarity is to be expected for curves. Manin proved in [22] that the rows of the Hasse-Witt matrix of an algebraic curve are solutions to the differential equations of the periods. In the case where the genus is 1, the Hasse-Witt
A matrix has a single entry: the trace of Frobenius. Igusa showed in [12] that, for odd primes $p$, the trace of Frobenius is congruent to a classical hypergeometric expression

$$a_{E\lambda}(p) \equiv (-1)^{\frac{p-1}{2}} F_1\left(\begin{array}{c} \frac{1}{2} \\ 
\frac{1}{2} \\
1 
\end{array} \right| \lambda \right) \pmod{p}.$$  (1.2)

Furthermore, in Corollary 3.2 of [10], we show that the finite field and classical $2F_1$ hypergeometric expressions in Equations (1.1) and (1.2) are congruent modulo $p$ for odd primes. This result would imply merely a congruence between the finite field hypergeometric function and the trace of Frobenius. The fact that Koike showed that we actually have an equality is very intriguing and leads us to wonder for what other varieties this type of equality holds.

Further examples of a correspondence between arithmetic properties of varieties and finite field hypergeometric functions have been observed for algebraic curves [4, 9, 20, 28, 31] and for particular Calabi-Yau threefolds [11, 23]. For example, Fuselier [9] gave a finite field hypergeometric trace of Frobenius formula for elliptic curves with $j$-invariant $1728 t$, where $t \in \mathbb{F}_p \setminus \{0,1\}$. Lennon [20] extended this by giving a hypergeometric trace of Frobenius formula that does not depend on the Weierstrass model chosen for the elliptic curve. In [11], Ahlgren and Ono gave a formula for the number of $\mathbb{F}_p$ points on a modular Calabi-Yau threefold. Greene’s hypergeometric functions were also used for modular form results in [11, 17, 21, 28, 29]. We extended this work in [10, Theorem 1.1] by showing that the number of points on the family of Dwork K3 surfaces over finite fields can be expressed in terms of Greene’s finite field hypergeometric functions. In [10, Theorems 1.3, 1.4] we also gave a formula for the number of points on Dwork K3 surfaces in terms of $p$-adic hypergeometric functions, which were defined by McCarthy in [26]. We note that these two $p$-adic results were recently extended to higher dimensional Dwork hypersurfaces in [23].

In [10], we began to develop hypergeometric point count formulas for higher dimensional Dwork hypersurfaces in the following theorem.

**Theorem 1.1.** [10, Theorem 8.1] Let $q \equiv 1 \pmod{d}$, $t = \frac{q-1}{d}$, and $T$ be a generator for $\hat{\mathbb{F}}_q^\times$. The number of points over $\mathbb{F}_q$ on the Dwork hypersurface is given by

$$\#X^d_{\lambda}(\mathbb{F}_q) = \frac{q^{d-1} - 1}{q - 1} + q^{d-2} \cdot d^{-1} F_{d-2} \left( \begin{array}{cc} T^t & T^{2t} \\ \epsilon & \epsilon \end{array} \right) \left( \frac{1}{\chi^d} \right)_q$$

$$- \frac{1}{q} \sum_{j=0}^{d-1} g \left( T^{\frac{j(q-1)}{d}} \right)^d - \frac{1}{q - 1} \sum_j \prod_{j_i} g \left( T^{\frac{j_i(q-1)}{d}} \right),$$

where the last sum is over all $d$-tuples $\overrightarrow{j} = (j_1, \ldots, j_d)$ with $0 \leq j_i \leq d - 1$ and $\sum j_i \equiv 0 \pmod{d}$.

In this paper, we prove that when $d$ is odd, the remaining Gauss sum terms can be written in terms of hypergeometric functions.

**Theorem 1.2.** Let $d$ be an odd integer, and let $q \equiv 1 \pmod{d}$. The number of points over $\mathbb{F}_q$ on the Dwork hypersurface can be expressed as $(q^{d-1} - 1)/(q - 1)$ plus a sum of Greene’s finite field hypergeometric functions.

We prove this result in Section 4.1.1. We also conjecture that this is true for $d$ even.
Conjecture 1.3. Let $d$ be an even integer, and let $q \equiv 1 \pmod{d}$. The number of points over $\mathbb{F}_q$ on the Dwork hypersurface can be expressed as $(q^{d-1} - 1)/(q - 1)$ plus a sum of Greene’s finite field hypergeometric functions.

We discuss both progress on this conjecture and obstructions to a complete result in Section 4.1.2. Note that this conjecture has been verified for $d = 4$, i.e. for Dwork K3 surfaces (see [10]), and should follow more generally from McCarthy’s work in [23] and Miyatani’s work in [27]. Furthermore, in Section 4.2 we discuss when certain types of hypergeometric terms will appear in the point count formulas. We show that this often depends on the parity of $d$.

Explicit formulas for the number of points on Dwork hypersurfaces are useful for many reasons, such as determining local zeta factors in the global Hasse-Weil Zeta function from which arithmetic L-functions arise. Salerno [30] developed point count formulas for Dwork hypersurfaces in terms of Katz’s [14] hypergeometric functions. We are particularly interested in point count formulas written in terms of Greene’s finite field hypergeometric formulas for the following reason. We observe an interesting phenomenon with certain periods associated to Dwork hypersurfaces. These periods can be written in terms of classical hypergeometric series, a fact that was first noted by Dwork in [6]. Interestingly, the hypergeometric expressions for the periods and the point counts “match” in the sense that fractions with denominator $a$ in the classical series coincide with characters of order $a$ in the finite field hypergeometric functions. We saw this matching of expressions with Dwork K3 surfaces in [10], and here we show that this occurs for Dwork threefolds as well.

Theorem 1.4. Let $q = p^e$ be a prime power such that $q \equiv 1 \pmod{5}$, $t = \frac{q-1}{5}$, and $T$ be a generator for $\hat{\mathbb{F}}_q^\times$. Then

$$
\#X_5^\lambda(\mathbb{F}_q) = \frac{q^4 - 1}{q - 1} + 24q^2 \delta(1 - \lambda^5) + q^3 F_3 \left( \begin{array}{cccc} T^t & T^{2t} & \cdots & T^{4t} \\ \epsilon & \epsilon & \cdots & \epsilon \\ \frac{1}{\lambda^5} & \frac{1}{\lambda^5} & \cdots & \frac{1}{\lambda^5} \end{array} \right)_q
$$

$$
+ 20q^2 F_2 \left( \begin{array}{cc} T^{2t} & T^{3t} \\ \epsilon & \frac{1}{\lambda^5} \end{array} \right)_q + 20q^2 F_1 \left( \begin{array}{cc} T^t & T^{4t} \\ \epsilon & \frac{1}{\lambda^5} \end{array} \right)_q
$$

$$
+ 30q^2 F_1 \left( \begin{array}{cc} T^t & T^{3t} \\ T^{4t} & \frac{1}{\lambda^5} \end{array} \right)_q + 30q^2 F_1 \left( \begin{array}{cc} T^t & T^{2t} \\ T^{3t} & \frac{1}{\lambda^5} \end{array} \right)_q
$$

where $\delta(x) = 1$ if $x = 0$ and $\delta(x) = 0$ otherwise.

We prove this result in Section 5. Meanwhile, Candelas, De La Ossa, and Rodriguez-Villegas show in [2] that the periods (that are holomorphic at $\lambda = 0$) of the Dwork threefold
are given by the classical series

\[ _4F_3 \left( \begin{array}{cccc} 1/5 & 2/5 & 3/5 & 4/5 \\ 1 & 1 & 1 & 1 \\ \frac{1}{\lambda^5} \end{array} \right), \]

\[ _2F_1 \left( \begin{array}{cc} 2/5 & 3/5 \\ 1 \\ \frac{1}{\lambda^5} \end{array} \right), \quad _2F_1 \left( \begin{array}{cc} 1/5 & 4/5 \\ 1 \\ \frac{1}{\lambda^5} \end{array} \right), \]

\[ _2F_1 \left( \begin{array}{cc} 1/5 & 3/5 \\ 4/5 \\ \frac{1}{\lambda^5} \end{array} \right), \quad _2F_1 \left( \begin{array}{cc} 1/5 & 2/5 \\ 3/5 \\ \frac{1}{\lambda^5} \end{array} \right), \]

with multiplicities matching the coefficients in the point count formula. There are an additional 24 periods that appear only when \( \lambda^5 = 1 \), which corresponds to the term \( 24q^2\delta(1 - \lambda^5) \) in the point count formula. Our work in Section 3 of [10] shows that the \( _4F_3 \) and the first two \( _2F_1 \) classical hypergeometric series and the corresponding finite field hypergeometric functions are congruent modulo \( p \) (when \( q = p \)), however we do not yet have a congruence or identity for the remaining terms.

It should be noted that Dwork hypersurface families are particularly nice to work with because of their large group of automorphisms. In general, one should expect many more terms in the point count formula and more periods for a Calabi-Yau manifold. The expected number comes from the Hodge structure, which gives us information about the complex structure of the moduli space and the Betti numbers and dictates the number of expected periods.

For example, as discussed in Section 3 of [2], the non-trivial Hodge numbers of the Dwork threefold are \( h^{1,1} = 1 \) and \( h^{2,1} = 101 \). This gives a Betti number of \( B_3 = 2(1 + h^{2,1}) = 204 \). Thus, we should expect there to be 204 periods of the holomorphic \((3,0)\)-form. However, the automorphism group reduces this number to 101. The amount of computation that needs to be done is further whittled down since many of the periods are equivalent modulo the Jacobian ideal. In fact, when grouped together in this way, the number of sets corresponding to a particular period is the same as the coefficient of the “matching” term in the point count formula.

This phenomenon holds true for Dwork K3 surfaces, too. Here, we have Betti number \( B_2 = 22 \), so we should expect there to be 22 periods of the holomorphic \((2,0)\)-form. However, there are in fact 16 periods and they fall into three distinct types (see Dwork’s exposition in Chapter 6 of [5] for more on this). We note that the three types are expressible as classical hypergeometric series and that these series match the hypergeometric functions in the point count formula. We expect that there should be a similar matching of periods and terms in the point count for higher dimensional Dwork hypersurfaces.

2. Preliminaries
2.1. Hypergeometric Series and Functions. We start by recalling the definition of the classical hypergeometric series

$$
n_{+1}F_n \left( \begin{array}{c}
a_0 & a_1 & \cdots & a_n \\
b_1 & b_2 & \cdots & b_n \\
\end{array} \bigg| x \right) = \sum_{k=0}^{\infty} \frac{(a_0)_k \cdots (a_n)_k}{(b_1)_k \cdots (b_n)_k k!} x^k,
$$

(2.1)

where $(a)_0 = 1$ and $(a)_k = a(a+1)(a+2)\ldots(a+k-1)$.

In his 1987 paper [11], Greene introduced a finite field, character sum analogue of classical hypergeometric series that satisfies similar summation and transformation properties. Let $\mathbb{F}_q$ be the finite field with $q$ elements, where $q$ is a power of an odd prime $p$. If $\chi$ is a multiplicative character of $\mathbb{F}_q^\times$, extend it to all of $\mathbb{F}_q$ by setting $\chi(0) = 0$. For any two characters $A, B$ of $\mathbb{F}_q^\times$ we define the normalized Jacobi sum by

$$
\left( \begin{array}{c}
A \\
B \\
\end{array} \bigg| x \right) := \frac{B(-1)}{q} \sum_{x \in \mathbb{F}_q} A(x) \overline{B}(1-x) = \frac{B(-1)}{q} J(A, B),
$$

(2.2)

where $J(A, B) = \sum_{x \in \mathbb{F}_q} A(x) B(1-x)$ is the usual Jacobi sum.

For any positive integer $n$ and characters $A_0, \ldots, A_n, B_1, \ldots, B_n$ in $\mathbb{F}_q^\times$, Greene defined the finite field hypergeometric function $n_{+1}F_n$ over $\mathbb{F}_q$ by

$$
n_{+1}F_n \left( \begin{array}{c}
A_0 & A_1 & \cdots & A_n \\
B_1 & B_2 & \cdots & B_n \\
\end{array} \bigg| x \right) = \frac{q}{q-1} \sum_{\chi} \left( A_0 \chi \right) \left( A_1 \chi \right) \cdots \left( A_n \chi \right) \chi(x).
$$

(2.3)

In the case where $n = 1$, an alternate definition, which is in fact Greene’s original definition, is given by

$$
_{2}F_{1} \left( \begin{array}{c}
A \\
B \\
\end{array} \bigg| x \right)_q = \varepsilon(x) \frac{BC(-1)}{q} \sum_{y} B(y) \overline{B}(1-y) \overline{A}(1-xy).
$$

(2.4)

Note that Greene’s finite field hypergeometric functions were defined independently of those defined by Katz [14] and McCarthy [25], relations between them have been demonstrated in [25].

2.2. Gauss and Jacobi Sums. Unless otherwise stated, information in this section can be found in Ireland and Rosen’s text [13 Chapter 8].

Let $q = p^e$. We define the standard trace map $\text{tr} : \mathbb{F}_q \to \mathbb{F}_p$ by

$$
\text{tr}(x) = x + x^p + \ldots + x^{p^{e-1}}.
$$

Let $\pi \in \mathbb{C}_p$ be a fixed root of $x^{p-1} = 0$ and let $\zeta_p$ be the unique $p^{\text{th}}$ root of unity in $\mathbb{C}_p$ such that $\zeta_p \equiv 1 + \pi \pmod{\pi^2}$. Then for $\chi \in \mathbb{F}_q^\times$ we define the Gauss sum $g(\chi)$ to be

$$
g(\chi) := \sum_{x \in \mathbb{F}_q} \chi(x) \theta(x),
$$

(2.5)

where we define the additive character $\theta$ by $\theta(x) = \zeta_p^{\text{tr}(x)}$. Note that if $\chi$ is nontrivial then $g(\chi) g(\overline{\chi}) = \chi(-1)q$. 

We have the following connection between Gauss sums and Jacobi sums. For non-trivial characters $\chi$ and $\psi$ on $\mathbb{F}_q$ whose product is also non-trivial,

$$J(\chi, \psi) = \frac{g(\chi)g(\psi)}{g(\chi\psi)}.$$  

More generally, for non-trivial characters $\chi_1, \ldots, \chi_n$ on $\mathbb{F}_q$ whose product is also non-trivial,

$$J(\chi_1, \ldots, \chi_n) = \frac{g(\chi_1)\cdots g(\chi_n)}{g(\chi_1 \cdots \chi_n)}.$$  

Another important product formula is the Hasse-Davenport formula.

**Theorem 2.1.** [19, Theorem 10.1] Let $m$ be a positive integer and let $q$ be a prime power such that $q \equiv 1 \pmod{m}$. For characters $\chi, \psi \in \mathbb{F}_q^\times$ we have

$$\prod_{i=0}^{m-1} g(\chi^i \psi) = -g(\psi^m)\psi^{-m} \prod_{i=0}^{m-1} g(\chi^i).$$

We will use the following specialization of this.

**Corollary 2.2.**

$$g(T^{d\psi}) = \prod_{i=0}^{d-1} g(T^{d\psi (d)}) T^{-d\psi (d)} g(T^{\psi (d)}),$$  

where $q \equiv 1 \pmod{d}$, $t = \frac{q-1}{d}$, and $T$ is a generator for $\mathbb{F}_q^\times$.

**Proof.** This follows from Theorem 2.1 using $m = d, \chi = T^t$, and $\psi = T^j$. \qed

3. GAUSS SUM IDENTITIES

The following is a Gauss sum relation that generalizes Proposition 2.5 in [10].

**Proposition 3.1.** Let $q$ be a prime power such that $q \equiv 1 \pmod{4}$, $t = \frac{q-1}{4}$, and $T$ be a generator for $\mathbb{F}_q^\times$. Let $a, b$ be multiples of $t$. Then, for $\lambda^4 \neq 1$,

$$\sum_{j=0}^{q-2} g(T^{j+a})g(T^{-j+b})T^j(-1)T^{aj}(\lambda) = (q-1)g(T^{a+b})T^b(-1)T^{-(a+b)}(1 - \lambda^4).$$

**Proof.** We start by expanding the Gauss sums

$$\sum_{j=0}^{q-2} g(T^{j+a})g(T^{-j+b})T^j(-1)T^{aj}(\lambda) = \sum_{j=0}^{q-2} T^j(-\lambda^4) \left( \sum_{x \in \mathbb{F}_q} T^{j+a}(x)\theta(x) \right) \left( \sum_{y \in \mathbb{F}_q} T^{-j+b}(y)\theta(y) \right)$$

$$= \sum_{j=0}^{q-2} T^j(-\lambda^4) \sum_{x,y \in \mathbb{F}_q} T^{j+a}(x)T^{-j+b}(y)\theta(x+y)$$

$$= \sum_{j=0}^{q-2} T^j(-\lambda^4) \sum_{x,y \in \mathbb{F}_q^\times} T^j(x/y)T^a(x)T^{b}(y)\theta(x+y)$$

$$= \sum_{x,y \in \mathbb{F}_q^\times} T^a(x)T^{b}(y)\theta(x+y) \sum_{j=0}^{q-2} T^j \left( -\frac{x+y}{y} \right).$$
Note that \( \sum_{j=0}^{q-2} T_j \left( -\frac{\lambda^j}{y} \right) = 0 \) unless \(-\frac{\lambda^j}{y} = 1\), in which case the sum equals \( q - 1 \). So, we let \( x = -\frac{y}{\lambda^j} \) to get

\[
\sum_{j=0}^{q-2} g(T^{j+a})g(T^{-j+b})T^j(-1)T^{dj}(\lambda) = (q - 1) \sum_{y \in \mathbb{F}_q^\times} T^a \left( -\frac{y}{\lambda^j} \right) T^b(y) \theta \left( -\frac{y}{\lambda^j} + y \right)
\]

\[
= (q - 1) \sum_{y \in \mathbb{F}_q^\times} T^a \left( -\frac{y}{\lambda^j} \right) T^b(y) \theta \left( y(-\frac{1}{\lambda^j} + 1) \right).
\]

Then we perform the change of variables \( y \to y(-1/\lambda^4 + 1)^{-1} \) to get

\[
\sum_{y \in \mathbb{F}_q^\times} T^a \left( -\frac{y}{\lambda^j} \right) T^b \left( -\frac{y}{\lambda^j} - 1 \right) \theta(y) = T^{-a}(1 - \lambda^4)T^{-b} \left( \frac{1}{\lambda^j} + 1 \right) \sum_{y \in \mathbb{F}_q^\times} T^{a+b}(y) \theta(y)
\]

\[
= T^{-a}(1 - \lambda^4)T^{-b} \left( \frac{\lambda^j - 1}{\lambda^j} \right) \sum_{y \in \mathbb{F}_q^\times} T^{a+b}(y) \theta(y)
\]

\[
= T^b(-\lambda^4)T^{-(a+b)}(1 - \lambda^4)g(T^{a+b}).
\]

Hence,

\[
\sum_{j=0}^{q-2} g(T^{j+a})g(T^{-j+b})T^j(-1)T^{dj}(\lambda) = (q - 1)T^b(-\lambda^4)T^{-(a+b)}(1 - \lambda^4)g(T^{a+b})
\]

\[
= (q - 1)g(T^{a+b})T^b(-1)T^{-(a+b)}(1 - \lambda^4),
\]

where the last equation holds because \( b \) is a multiple of \( t \) and \( T^{dj}(\lambda) = 1 \).

This proposition generalizes nicely for Gauss sum expressions of a particular form. We first note that by combining Theorem 3.13 and Definition 3.5 of [11], we can express finite field hypergeometric functions in the following way. For characters \( A_0, \ldots, A_n, B_1, \ldots, B_n \) over \( \mathbb{F}_q \) and \( x \in \mathbb{F}_q^\times \),

\[
\prod_{j=1}^n A_j B_j(-1) \frac{1}{q^n} \cdot \sum_{x_i} A_1(x_1)A_1B_1(1-x_1) \cdots A_n(x_n)A_nB_n(1-x_n)A_0(1-x_0x_1 \cdots x_n)
\]  

(3.1)

The following theorem relates Gauss sum expressions and Greene’s hypergeometric functions. Gauss sum expressions of this form appear in the Dwork hypersurface point count formula of Section 4.

**Theorem 3.2.** Let \( q \) be a prime power such that \( q \equiv 1 \) (mod \( d \)) and \( t = \frac{q-1}{d} \). For a positive integer \( n \) and for \( 1 \leq i \leq n \), let \( a_i, b_i \) be integer multiples of \( t \), not all 0, such that \( a_k \neq -b_j \).
for all $k, j$ and $b_k \neq b_j$ for $k \neq j$. Then, for $\lambda \neq 0$,
\[
\frac{1}{q-1} \sum_{j=0}^{q-2} \left( \prod_{i=1}^{n} g(T_{a_i+j}) \prod_{i=1}^{n} T^{-b_i+j}(-1)g(T_{b_i-j}) \right) T^j(\lambda^d)
\]
\[
= T^m(-1)G \cdot q^{-n-1}F_{n-1} \left( \begin{array}{cccc}
T_{b_{n-1}+a_1} & T_{b_{n-1}+a_1} & \cdots & T_{b_{n-1}+a_1} \\
T_{a_1-a_2} & \cdots & T_{a_1-a_2} \\
\end{array} \right) \left( \prod_{i=1}^{n} g(T_{a_i}) \right)_{\lambda^d},
\]
where $m = \sum_{1}^{n} a_i - \sum_{1}^{n-1} (b_i + 1)$ and $G = g(T_{a_2+1}) \cdots g(T_{a_{n}+b_{n-1}})g(T_{b_n+a_1})$.

**Proof.** We start by assuming $a_1 \leq \cdots \leq a_n$ and $b_1 \leq \cdots \leq b_n$ since the above Gauss sum expression is independent of this ordering. Recalling that $g(\chi) = \sum_{x} \chi(x)\theta(x)$ we can write
\[
\frac{1}{q-1} \sum_{j=0}^{q-2} \left( \prod_{i=1}^{n} g(T_{a_i+j}) \prod_{i=1}^{n} T^{-b_i+j}(-1)g(T_{b_i-j}) \right) T^j(\lambda^d)
\]
\[
= \frac{T^{m'}(-1)}{q-1} \sum_{x_i,y_i \in \mathbb{F}_q} T^{a_1(x_1)} \cdots T^{a_n(x_n)} T^{b_1(y_1)} \cdots T^{b_n(y_n)} \cdot \theta \left( \sum_{i} x_i + \sum_{i} y_i \right) \sum_{j=0}^{q-2} T^j \left( \frac{(-1)^n x_1 \cdots x_n \lambda^d}{y_1 \cdots y_n} \right),
\]
where $x_i, y_i \neq 0$ and $m' = -(b_1 + \cdots + b_n)$. Note that $\sum_{j=0}^{q-2} T^j \left( \frac{(-1)^n x_1 \cdots x_n \lambda^d}{y_1 \cdots y_n} \right) = q-1$ if $(-1)^n x_1 \cdots x_n \lambda^d/y_1 \cdots y_n = 1$ and equals 0 otherwise. Letting $x_1 = \frac{(-1)^n y_1 \cdots y_n}{x_2 \cdots x_n \lambda^d}$ and recalling that $T^{s\lambda}(\lambda) = 1$ yields the following expression
\[
T^{m'+a_1}(-1) \sum_{x_i,y_i} T^{a_{2-a_1}}(x_2) \cdots T^{a_{n-a_1}}(x_n) T^{b_1+a_1}(y_1) \cdots T^{b_n+a_1}(y_n)
\]
\[
\cdot \theta \left( \frac{(-1)^n y_1 \cdots y_n}{x_2 \cdots x_n \lambda^d} + x_2 + \cdots + x_n + y_1 + \cdots + y_n \right),
\]
where we sum over all $x_i, y_i$ except $x_1$.

Our goal now is to get the above expression in terms of Gauss sums and multiplicative characters. We perform the following changes of variables.
\[
y_1 \to y_1 x_2, \quad y_2 \to y_2 x_3, \quad \ldots, \quad y_{n-1} \to (-1)^n y_{n-1} x_n \lambda^d.
\]
This yields the expression
\[
T^{m'+a_1}(-1) \sum_{x_i,y_i} T^{a_{2+b_1}}(x_2) \cdots T^{a_{n+b_{n-1}}}(x_n) T^{b_1+a_1}(y_1) \cdots T^{b_n+a_1}(y_n)
\]
\[
\cdot \theta \left( y_1 \cdots y_n + x_2 + \cdots + x_n + y_1 x_2 + y_2 x_3 + \cdots + (-1)^n y_{n-1} x_n \lambda^d + y_n \right).
\]
To further simplify this expression, we rewrite the argument of the additive character $\theta$ and perform another change of variables. Factoring yields
\[
y_1 \cdots y_n + x_2 + \cdots + x_n + y_1 x_2 + y_2 x_3 + \cdots + (-1)^n y_{n-1} x_n \lambda^d + y_n
\]
\[
= y_n (1 + y_1 \cdots y_{n-1}) + x_2 (1 + y_1) + x_3 (1 + y_2) + \cdots + x_n (1 + (-1)^n y_{n-1} \lambda^d).
\]
If any of $y_1, \ldots, y_{n-2} = -1, y_1 \cdots y_{n-1} = -1,$ or $y_{n-1} = (-1)^{n+1}/\lambda^d,$ then the entire sum is 0. To see this, note that if, for example, $y_1 = -1,$ then the expression becomes

$$T^{m'+a_1}(-1) \sum_{x_1,y_1} T^{a_3+b_1}(x_3) \cdots T^{a_{n-1}+b_{n-1}}(x_{n-1}) T^{b_1+a_1}(y_1) \cdots T^{b_{n-1}+a_1}(y_{n-1}) \cdot \theta(y_n(1 + y_1 \cdots y_{n-1}) + x_3(1 + y_2) + \ldots + x_n(1 + (-1)^n y_{n-1} \lambda^d)) \cdot \sum_{x_2} T^{a_2+b_1}(x_2),$$

and $\sum_{x_2} T^{a_2+b_1}(x_2) = 0$ when $a_2 + b_1 \neq 0.$

For all other values, we perform the following changes of variables.

$$y_n \to y_n/(1 + y_1 \cdots y_{n-1}), \; x_2 \to x_2/(1 + y_1), \; \ldots, \; x_n \to x_n/(1 + (-1)^n y_{n-1} \lambda^d).$$

This yields the following expression.

$$T^{m'+a_1}(-1) \sum_{x_1,y_1} T^{a_2+b_1}(x_2) \cdots T^{a_{n-1}+b_{n-1}}(x_{n-1}) T^{b_1+a_1}(y_1) \cdots T^{b_{n-1}+a_1}(y_{n-1}) \cdot \theta(y_n + x_2 + \ldots + x_n) \cdot T^{b_1+a_1}(y_1) T^{-(a_2+b_1)}(1 + y_1) T^{b_2+a_1}(y_2) T^{-(a_3+b_2)}(1 + y_2) \cdots T^{b_{n-1}+a_1}(y_{n-1}) T^{-(a_{n-1}+b_{n-1})}(1 + (-1)^n y_{n-1} \lambda^d) T^{-(b_{n-1}+a_1)}(1 + y_1 \cdots y_{n-1}).$$

Note that the summand equals 0 whenever $y_1, \ldots, y_{n-2} = -1, y_1 \cdots y_{n-1} = -1,$ or $y_{n-1} = (-1)^{n+1}/\lambda^d,$ so we can include those values back in the sum. The first part of this summand becomes a product of Gauss sums:

$$G := \sum_{x_1,y_1} T^{a_2+b_1}(x_2) \cdots T^{a_{n-1}+b_{n-1}}(x_{n-1}) T^{b_1+a_1}(y_1) \cdots T^{b_{n-1}+a_1}(y_{n-1}) \cdot \theta(y_n + x_2 + \ldots + x_n) g(T^{a_2+b_1}) \cdots g(T^{a_{n-1}+b_{n-1}}) g(T^{b_1+a_1}).$$

So, we write our expression as

$$T^{m'+a_1}(-1) G \sum_{y_1} T^{b_1+a_1}(y_1) T^{-(a_2+b_1)}(1 + y_1) T^{b_2+a_1}(y_2) T^{-(a_3+b_2)}(1 + y_2) \cdots T^{b_{n-1}+a_1}(y_{n-1}) T^{-(a_{n-1}+b_{n-1})}(1 + (-1)^n y_{n-1} \lambda^d) T^{-(b_{n-1}+a_1)}(1 + y_1 \cdots y_{n-1}).$$

In order to get the remaining expression to match Equation 3.1 We need to perform more changes of variables. First, let $y_{n-1} \to (-1)^n y_{n-1}/\lambda^d$ to get

$$T^{m'+a_1}(-1) G \sum_{y_1} T^{b_1+a_1}(y_1) T^{-(a_2+b_1)}(1 + y_1) T^{b_2+a_1}(y_2) T^{-(a_3+b_2)}(1 + y_2) \cdots T^{b_{n-1}+a_1}(y_{n-1}) T^{-(a_{n-1}+b_{n-1})}(1 + y_{n-1}) T^{-(b_{n-1}+a_1)}(1 + (-1)^n y_1 \cdots y_{n-1} \lambda^{-d}).$$

We now let $y_i \to -y_i$ for all $i$ and, noting that $(-1)^{n+1}(-1)^n = -1,$ get

$$T^{m''}(-1) G \sum_{y_1} T^{b_1+a_1}(y_1) T^{-(a_2+b_1)}(1 - y_1) T^{b_2+a_1}(y_2) T^{-(a_3+b_2)}(1 - y_2) \cdots T^{b_{n-1}+a_1}(y_{n-1}) T^{-(a_{n-1}+b_{n-1})}(1 - y_{n-1}) T^{-(b_{n-1}+a_1)}(1 - y_1 \cdots y_{n-1} \lambda^{-d}).$$
where
\[ m'' = m' + a_1 + (b_1 + a_1) + (b_2 + a_1) + \ldots + (b_{n-1} + a_1) \]
\[ = na_1. \]

Finally, applying Equation 3.1 to this yields
\[ T^{m''} G \cdot q^{n-1} n F_{n-1} \left( \begin{array}{cccc}
T_{b_{n}+a_1} & T_{b_{1}+a_1} & \ldots & T_{b_{n-1}+a_1} \\
T_{a_1-a_2} & \ldots & T_{a_1-a_n} 
\end{array} \right) \]
where
\[ m = na_1 - ((b_1 + a_1) + \ldots + (b_{n-1} + a_1) + (a_1 - a_2) + \ldots + (a_1 - a_n)) \]
\[ = \sum_{1}^{n} a_i - \sum_{1}^{n-1} (b_i + a_1). \]

4. HYPERGEOMETRIC POINT COUNT FORMULA

Our main interest in Theorem 3.2 is that it can be used to simplify Gauss sum expressions in the point count formula for Dwork hypersurfaces. We start by recalling Koblitz’s formula given in [16].

Let \( W \) be the set of all \( d \)-tuples \( w = (w_1, \ldots, w_d) \) satisfying \( 0 \leq w_i < d \) and \( \sum w_i \equiv 0 \) (mod \( d \)). We denote the points on the diagonal hypersurface
\[ x_1^d + \ldots + x_d^d = 0 \]
by \( N_q(0) = \sum N_q(0, w) \), where
\[ N_q(0, w) = \begin{cases} 
0 & \text{if some but not all } w_i = 0, \\
\frac{q^{d-1} - 1}{q-1} & \text{if all } w_i = 0, \\
-\frac{1}{q} J \left( \frac{w_1}{d}, \ldots, \frac{w_d}{d} \right) & \text{if all } w_i \neq 0. 
\end{cases} \]

Letting \( W^{**} \) be set of all \( d \)-tuples where no \( w_i = 0 \), we can write
\[ N_q(0) = \frac{q^{d-1} - 1}{q-1} + \frac{1}{q} \sum_{w \in W^{**}} \prod_i g(T^{w_i t}). \quad (4.1) \]

As in [10], we consider cosets of \( W \) with respect to the equivalence relation \( \sim \) on \( W \) defined by \( w \sim w' \) if \( w - w' \) is a multiple of \( (1, \ldots, 1) \); we denote this set \( W/ \sim \) by \( W^\star \). In the case where \( d = 4 \), we showed in [10] that there were three cosets and their permutations. For general \( d \), we should expect many more cosets. We discuss the format of these cosets in Section 4.2.

Koblitz’s formula in this general case is as follows.
\[ \#X_\lambda^d(\mathbb{F}_q) = N_q(0) + \frac{1}{q-1} \sum_{w \in W^\star} \prod_{i=1}^{d} g(T^{w_i t + j}) \frac{g(T^{\bar{w} j})}{g(T^{\bar{w} j})} T^{\bar{w} j} (d \lambda) \]
where the sum is taken over \( j \in \{0, \ldots, q-2\} \) and \( w \in W^\star \).
In [10] Theorem 8.1, we gave a partial breakdown of Koblitz’s formula and showed that the point count could be given at least partially in terms of hypergeometric functions. We now work to improve on this theorem by rewriting the final summand that appears in the formula.

**Proposition 4.1.** Let \( q \) be a prime power such that \( q \equiv 1 \pmod{d} \), \( t = \frac{q-1}{d} \), and \( T \) be a generator for \( \mathbb{F}_{q}^* \). Then, for each \( w \in W^* \) and for \( \lambda^d \neq 1 \),

\[
\frac{1}{q-1} \sum_{j=0}^{q-2} \prod_{\alpha=1}^{d} \frac{g(T^{w_{it}+j})}{g(T^{d j})} T^{d j}(d \lambda)
\]

can be expressed as a finite field hypergeometric function plus a Gauss sum expression.

**Remark.** In Section 4.1 we will show that the extra Gauss sum expression cancels with the one that appears in the formula for \( N_q(0) \). Thus, we obtain a point count formula that is given solely by \( (q^{-d-1})/(q-1) \) plus a sum of hypergeometric functions.

**Proof.** We start by assuming that \( w_i = 0 \) for at least one \( i \). Note that this will not restrict our use of the proposition since, for any coset \([w]\), we can always choose a representative with at least one \( 0 \). We use the specialization of the Hasse-Davenport formula given in Corollary [2,2] and then cancel all common factors, to obtain

\[
\sum_{j=0}^{q-2} \frac{g(T^{w_{it}+j}) \cdots g(T^{w_{dt}+j})}{g(T^{d j})} T^{d j}(d \lambda) = \prod_{k=1}^{d-1} g(T^{t}) \sum_{j=0}^{q-2} \frac{g(T^{w_{it}+j}) \cdots g(T^{w_{dt}+j})}{g(T^{d j})} T^{d j}(d \lambda)
\]

\[
= \prod_{k=1}^{d-1} g(T^{t}) \sum_{j=0}^{q-2} \frac{g(T^{a_{it}+j}) \cdots g(T^{a_{dt}+j})}{g(T^{d j})} T^{d j}(d \lambda),
\]

where \( n < d \). When \( d \) is odd,

\[
\prod_{k=1}^{d-1} g(T^{t}) = q^{\frac{d-1}{2}} T^{\alpha}(-1),
\]

where \( \alpha = \sum_{i=1}^{(d-1)/2} i t = \frac{(d-1)(d+1)}{8} t \). On the other hand, when \( d \) is even, the Gauss sum factors do not perfectly pair up. In this case we get

\[
\prod_{k=1}^{d-1} g(T^{t}) = q^{\frac{d-2}{2}} g(T^{d t}) T^{\alpha'}(-1),
\]

where \( \alpha' = \sum_{i=1}^{(d-2)/2} i t = \frac{(d-2)(d+2)}{8} t \). In both cases we will denote this quantity by \( G_d \) with the understanding that its value depends on the parity of \( d \).

We can order terms in the Gauss sum expression so that \( 0 \leq a_1 \leq \ldots \leq a_n \) and \( 0 < b_1 < \ldots < b_n \). The inequalities on the \( b_i \) are strict because the factors in the denominator were distinct and, since \( w_i = 0 \) for some \( i \), \( b_i \neq 0 \). Note that \( b_i \neq a_j \) for all \( i,j \) because otherwise the corresponding factors would have canceled.

Next, we would like to rewrite this using the relation

\[
g(T^{b_{it}+j})g(T^{-b_{it}+j}) = T^{b_{it}+j}(-1)q,
\]
but we must first remove all $j = (d - b_i)t$ from the summand since the above relation holds only when $T^{b_i t + j} \neq \epsilon$. Note that for each $j = (d - b_i)t$, we have

$$\frac{g(T^{a_1 t + j}) \cdots g(T^{a_n t + j})}{g(T^{b_1 t + j}) \cdots g(T^{b_n t + j})} T^{d_j}(\lambda) = \frac{g(T^{(a_1 - b_i)t}) \cdots g(T^{(a_n - b_i)t})}{g(T^{(b_1 - b_i)t}) \cdots g(T^{(b_n - b_i)t})} \frac{g(T^{(a_1 - b_i)t}) \cdots g(T^{(a_n - b_i)t})}{g(T^{(a_1 - b_i)t}) \cdots g(T^{(a_n - b_i)t})}$$

$$= \frac{g(T^{(a_1 - b_i)t}) \cdots g(T^{(a_n - b_i)t})}{g(T^{(b_1 - b_i)t}) \cdots g(T^{(b_n - b_i)t})} g(T^{(a_1 - b_i)t}) \cdots g(T^{(a_n - b_i)t})$$

$$= - \frac{T^{m'}(-1)}{q^{n-1}} g(T^{(a_1 - b_i)t}) \cdots g(T^{(a_n - b_i)t})$$

where $m' = \sum_{k \neq i} b_k t - (n-1)b_i t = \sum_{k=1}^n b_k t - nb_t$.

For the remaining terms we can write

$$\sum_{j \neq -b_it} \frac{g(T^{a_1 t+j}) \cdots g(T^{a_n t+j})}{g(T^{b_1 t+j}) \cdots g(T^{b_n t+j})} T^{d_j}(\lambda) = \sum_{j \neq -b_it} \frac{T^{m''}(-1)}{q^n} g(T^{a_1 t+j}) \cdots g(T^{a_n t+j})$$

$$\cdot g(T^{(-b_1 t-j)}) \cdots g(T^{(-b_n t-j)} T^{d_j}(\lambda)),$$

where $m'' = \sum_{k=1}^n b_k t + n j$.

Note that if $j = -b_it$, then $m'' = \sum_{k=1}^n b_k t + nj = \sum_{k=1}^n b_k t - nb_t = m'$ and

$$\frac{T^{m''}(-1)}{q^n} g(T^{a_1 t+j}) \cdots g(T^{a_n t+j}) g(T^{-b_1 t-j}) \cdots g(T^{-b_n t-j}) T^{d_j}(d\lambda)$$

$$= \frac{T^{m'(-1)}}{q^n} g(T^{(a_1 - b_i)t}) \cdots g(T^{(a_n - b_i)t}) g(T^{(-b_1 + b_i)t}) \cdots g(T^{(-b_1 + b_i)t}) \cdots g(T^{(-b_n + b_i)t})$$

$$= - \frac{T^{m'(-1)}}{q^n} g(T^{(a_1 - b_i)t}) \cdots g(T^{(a_n - b_i)t}) g(T^{(-b_1 + b_i)t}) \cdots g(T^{(-b_1 + b_i)t}) \cdots g(T^{(-b_n + b_i)t})$$

.$$
Putting this all together yields the following.

\[
\sum_{j=0}^{q-2} \frac{g(T^{a_1 t+j}) \cdots g(T^{a_n t+j})}{g(T^{b_1 t+j}) \cdots g(T^{b_n t+j})} T^{d_j}(\lambda) = \sum_{j=0}^{q-2} \frac{T^{m''}(-1)}{q^n} \left( \prod_{i=1}^{n} g(T^{a_i t+j}) \cdot \prod_{i=1}^{n} g(T^{b_i t+j}) \right) T^{d_j}(\lambda) \\
+ \left( -\sum_{i=1}^{n} \frac{T^{m'(-1)}}{q^{n-1}} \prod_{k=1}^{n} g(T^{a_k - b_i t}) \cdot \prod_{k \neq i}^{n} g(T^{a_k - b_i t}) \right) \\
- \left( -\sum_{i=1}^{n} \frac{T^{m'(-1)}}{q^{n}} \prod_{k=1}^{n} g(T^{a_k - b_i t}) \cdot \prod_{k \neq i}^{n} g(T^{a_k - b_i t}) \right) \\
= \sum_{j=0}^{q-2} \frac{T^{m''}(-1)}{q^n} \left( \prod_{i=1}^{n} g(T^{a_i t+j}) \cdot \prod_{i=1}^{n} g(T^{b_i t+j}) \right) T^{d_j}(\lambda) \\
- \frac{q-1}{q^n} \sum_{i=1}^{n} T^{m'}(-1) \prod_{k=1}^{n} g(T^{a_k - b_i t}) \cdot \prod_{k \neq i}^{n} g(T^{a_k - b_i t}) \\
= \frac{1}{q^n} \sum_{j=0}^{q-2} \left( \prod_{i=1}^{n} g(T^{a_i t+j}) \cdot \prod_{i=1}^{n} T^{b_i t+j}(-1) g(T^{b_i t-j}) \right) T^{d}(\lambda) \\
- \frac{q-1}{q^n} \sum_{i=1}^{n} \prod_{k=1}^{n} g(T^{a_k - b_i t}) \cdot \prod_{k \neq i}^{n} T^{b_k - b_i t}(-1) g(T^{b_k - b_i t}).
\]

Theorem 3.2 tells us that

\[
\sum_{j=0}^{q-2} \left( \prod_{i=1}^{n} g(T^{a_i t+j}) \cdot \prod_{i=1}^{n} T^{b_i t+j}(-1) g(T^{b_i t-j}) \right) T^{d_j}(\lambda) = T^{m}(-1)G \cdot q^{n-1}(q-1)_{n} F_{n-1} \left( \begin{array}{cccc}
T^{(a_1 - b_0) t} & T^{(a_1 - b_1) t} & \cdots & T^{(a_1 - b_{n-1}) t} \\
T^{(a_2 - a_1) t} & T^{(a_2 - a_2) t} & \cdots & T^{(a_2 - a_{n}) t} \\
& & \ddots & \vdots \\
& & & T^{(a_n - a_{n-1}) t} \\
\end{array} \right)_{q},
\]

where \( m = \sum_{1}^{n} a_i t - \sum_{1}^{n-1} (a_1 - b_i) t \) and \( G = g(T^{(a_2 - b_1) t}) \cdots g(T^{(a_n - b_{n-1}) t}) g(T^{(a_1 - b_n) t}). \)
Putting all of this together yields
\[
\frac{1}{q-1} \sum_{j=0}^{q-1} \prod_{i=1}^{d} \frac{g(T^{w_{i}t+j})}{g(T^{d_j})} T^{d_j}(d\lambda) = \frac{G_d}{q-1} \left( \frac{1}{q^n} \sum_{j=0}^{q-2} \left( \prod_{i=1}^{n} g(T^{a_it+j}) \cdot \prod_{i=1}^{n} T^{b_it+j} (-1)^j g(T^{-b_it-j}) \right) T^j(\lambda^d) \right) \\
- \frac{q-1}{q^n} \sum_{i=1}^{n} \prod_{k=1}^{n} g(T^{(a_i-b_i)t}) \cdot \prod_{k \neq i} T^{(b_k-b_i)t} (-1)^j g(T^{(-b_k+b_i)t}) \\
= \frac{T^m(-1)G_d}{q} \cdot F_{n-1} \left( \begin{array}{cccc} T^{(a_1-b_1)t} & T^{(a_1-b_1)t} & \cdots & T^{(a_1-b_{n-1})t} \\ T^{(a_1-a_2)t} & \cdots & T^{(a_1-a_0)t} \end{array} \right)_{\lambda^d} \\
- \frac{G_d}{q^n} \sum_{i=1}^{n} \prod_{k=1}^{n} g(T^{(a_i-b_i)t}) \cdot \prod_{k \neq i} T^{(b_k-b_i)t} (-1)^j g(T^{(-b_k+b_i)t}) \\
= \frac{T^m(-1)G_d}{q} = T^{m+(d-1)(d+1)/8}(-1) \cdot q^{(d-1)/2-1}, \\
\text{and when } d \text{ is even} \quad \frac{T^m(-1)G_d}{q} = T^{m+(d-2)(d)/8}(-1) \cdot q^{(d-2)/2-1} \cdot g(T^{ \frac{d}{2} t}),
\]

In both cases we will denote this quantity by $G_d'$ with the understanding that its value partially depends on the parity of $d$. Hence, we can write that
\[
\frac{1}{q-1} \sum_{j=0}^{q-2} \prod_{i=1}^{d} \frac{g(T^{w_{i}t+j})}{g(T^{d_j})} T^{d_j}(d\lambda) = G \cdot G_d' \cdot F_{n-1} \left( \begin{array}{cccc} T^{(a_1-b_1)t} & T^{(a_1-b_1)t} & \cdots & T^{(a_1-b_{n-1})t} \\ T^{(a_1-a_2)t} & \cdots & T^{(a_1-a_0)t} \end{array} \right)_{\lambda^d} \\
- \frac{G_d}{q^n} \sum_{i=1}^{n} \prod_{k=1}^{n} g(T^{(a_i-b_i)t}) \cdot \prod_{k \neq i} T^{(b_k-b_i)t} (-1)^j g(T^{(-b_k+b_i)t}) \\
= G \cdot G_d' \cdot F_{n-1} \left( \begin{array}{cccc} T^{(a_1-b_1)t} & T^{(a_1-b_1)t} & \cdots & T^{(a_1-b_{n-1})t} \\ T^{(a_1-a_2)t} & \cdots & T^{(a_1-a_0)t} \end{array} \right)_{\lambda^d} \\
- \frac{G_d}{q^n} \sum_{i=1}^{n} \prod_{k=1}^{n} g(T^{(a_i-b_i)t}) \cdot \prod_{k \neq i} T^{(b_k-b_i)t} (-1)^j g(T^{(-b_k+b_i)t}).
\]

\[\square\]

4.1. **Canceling Gauss Sum Expressions.** At the end of the proof of Proposition 4.1, we obtain a finite field hypergeometric function minus the Gauss sum expression
\[
G_d \sum_{i=1}^{n} \prod_{k=1}^{n} g(T^{(a_k-b_i)t}) \cdot \prod_{k \neq i} T^{(b_k-b_i)t} (-1)^j g(T^{(-b_k+b_i)t}),
\]

where
\[
G_d = \begin{cases} 
q^{\frac{d+1}{2}} T^{(d-1)(d+1)/8}(-1) & \text{if } d \text{ is odd}, \\
q^{\frac{d}{2}} g(T^{\frac{d}{2} t}) T^{(d-2)(d)/8}(-1) & \text{if } d \text{ is even}.
\end{cases}
\]
In Equation 4.1 we defined the quantity \( N_q(0) \), which makes up part of the overall point count for the \((d - 2)\)-dimensional Dwork hypersurface. The quantity is given by 
\[
\frac{1}{q} \sum_{w \in W^*} \prod_i g(T^{w_i}),
\]
where \( W \) is the set of all \( d \)-tuples \( w = (w_1, \ldots, w_d) \) satisfying \( 0 \leq w_i < d \) and \( \sum w_i \equiv 0 \) (mod \( d \)) and \( W^* \) is the set of all \( w = (w_1, \ldots, w_d) \) with no \( w_i = 0 \). Our aim in this section is to show that the Gauss sum expression in Equation 4.3 will negate all of the terms of the form in Equation 4.2. In doing so, we prove that the number of points on any Dwork hypersurface can be expressed as a sum of finite field hypergeometric functions plus the quantity \( (q^{d-1} - 1)/(q - 1) \).

By definition, the following are true of the numbers appearing in Equation 4.2.
\[
\begin{align*}
  b_j &\neq 0, \text{ for all } j \\
  a_k &\neq b_j, \text{ for all } k, j, \text{ and } \\
  \text{The } b_j \text{ are distinct.}
\end{align*}
\]

This implies that no factor in the product equals \( g(T^0) \). Furthermore, the sum of the exponents in each of the Gauss sums is congruent to 0 (mod \( q - 1 \)). Fixing \( i \), we see that
\[
\sum_{k=1}^{n} (a_k - b_i)t + \sum_{k=1, k \neq i}^{n} (-b_k + b_i)t = t \left( \sum_{k=1}^{n} a_k - nb_i - \sum_{k=1}^{n} b_k + nb_i \right) = t \left( \sum_{k=1}^{n} a_k - \sum_{k=1}^{n} b_k \right).
\]

We can write that
\[
\sum_{k=1}^{n} b_k = \sum_{j=0}^{d-1} j - \sum a_j' = \frac{(d - 1)d}{2} - \sum a_j',
\]
where the \( a_j' \) are the common factors that were canceled from the numerator and denominator in the original Gauss sum expression at the beginning of the proof of Proposition 4.1. Thus, the sum of the exponents is
\[
t \left( \sum_{k=1}^{n} a_k - \sum_{k=1}^{n} b_k \right) = t \left( \sum_{k=1}^{n} a_k + \sum a_j' - \frac{(d - 1)d}{2} \right) = \sum_{j=1}^{d} w_j t - \frac{(d - 1)dt}{2}.
\]

We will now split into two cases: \( d \) odd and \( d \) even. Our work with \( d \) odd leads to a proof of Theorem 1.2. Our work with \( d \) even gives progress toward a proof of Conjecture 1.3.

4.1.1. Proof of Theorem 1.2. Note that, by definition, \( \sum_{j=1}^{d} w_j \equiv 0 \) (mod \( d \)). When \( d \) is odd, \( (d - 1) \) is even and, hence, \( \sum_{j=1}^{d} w_j - \frac{(d-1)d}{2} \) is a multiple of \( d \). Hence, the sum of the exponents will be congruent to \( dt \), which is congruent to 0 (mod \( q - 1 \)). Note that this is
also true of the expressions in Equation 4.3.

The Gauss sum expression in Equation 4.2 has \((2n - 1)\) factors. If \(2n - 1 = d\) then
\[
\prod_{k=1}^{n} g(T(ak-b_i)t) \cdot \prod_{k \neq i}^{n} g(T(-bk+b_i)t) = \prod_{i=1}^{d} g(T^{w_i}t),
\]
for some \(w = (w_1, \ldots, w_d)\) in \(W^{**}\).

If instead we have \(2n - 1 < d\), then there exist \(v_1, \ldots v_l\), with \(0 < v_j < d\), that complete the product, i.e.
\[
\prod_{k=1}^{n} g(T(ak-b_i)t) \cdot \prod_{k \neq i}^{n} g(T(-bk+b_i)t) \cdot \prod_{k=1}^{l} g(T^{v_k}t)g(T^{d-v_k}) = \prod_{i=1}^{d} g(T^{w_i}t),
\]
for some \(w = (w_1, \ldots, w_d)\) in \(W^{**}\) by the properties listed in 4.4.

Now suppose \(2n - 1 > d\), i.e. there are too many factors in the Gauss sum expression of Equation 4.2. We will show that we can find enough factor pairs of the form \(g(T^{vt})g(T^{(d-v)t}) = qT^{vt}(-1)\) to reduce the number of factors to \(d\).

Since \(2n - 1 > d\), we can write that \(n - 1 = \frac{d + m}{2}\), for some \(m \geq 1\). Recall that the exponents in the expression
\[
\prod_{k \neq i}^{n} g(T^{(-b_k+b_i)t})
\]
are distinct because each \(b_j\) is distinct. It is possible to have a maximum of \(\frac{d-1}{2}\) numbers in the list of these exponents without having any pairs of the form \(i, d-i\). These pairs will yield \(g(T^{vt})g(T^{(d-v)t}) = qT^{vt}(-1)\) in our Gauss sum expression, which reduces the overall number of factors. There will be \(\frac{d+m}{2} - \frac{d-1}{2} = \frac{m+1}{2}\) pairs. This will leave us with \(d\) factors in the Gauss sum expression since
\[
2n - 1 - 2 \left( \frac{d + m}{2} - \frac{d - 1}{2} \right) = (d + m + 2) - 1 - (m + 1) = d.
\]

Thus,
\[
\prod_{k=1}^{n} g(T(ak-b_i)t) \cdot \prod_{k}^{n} g(T(-bk+b_i)t) = \prod_{i=1}^{d} g(T^{w_i}t),
\]
for some \(w = (w_1, \ldots, w_d)\) in \(W^{**}\) and for some subset of \(-b_k+b_i\) \(k=1\).

We now compare the size of \(W^{**}\) to the number of expressions of the form in Equation 4.2 that appear in the point count formula. Let \([w] \in W^* = W/ \sim\) and let \(N_w = \#\{w' \in [w] : w' \text{ contains no zeros}\}\). Note that \(N_w\) corresponds to the number of distinct numbers in the \(d\)-tuple \(w = (w_1, \ldots, w_d)\) in the following way. If \(s\) is the number of distinct numbers in \(w\), then \(N_w = d - s\). For example, if \(d = 5\) and \(w = (0,0,0,2,3)\), then \(N = 5 - 3 = 2\) and these coset elements are \((1,1,1,3,4)\) and \((4,4,4,1,2)\).
All other elements in the coset \([0, 0, 0, 2, 3]\) contain at least one zero. Furthermore, \(\sum [w] N_w\) gives the total number of elements in \(W^{**}\).

We now consider the number of expressions of the form in Equation 4.2 that we obtain. For each coset representative \([w]\), we obtain the sum
\[
G_d q^n \sum_{i=1}^{n} \prod_{k=1}^{n} g(T^{(a_k-b_i)t}) \cdot \prod_{k \neq i}^{n} T^{(b_k-b_i)t} (-1) g(T^{(-b_k+b_i)t}),
\]
where \(n\) corresponds to the number of terms left after canceling common factors in the numerator and denominator. Hence, \(n\) also equals \(d - s\). Adding these values for each \([w]\) yields the total number of expressions of the form in Equation 4.2.

Thus, what we have shown is that there is a matching of expressions in our two calculations and that the size of \(W^{**}\) equals the number of expressions of the form in Equation 4.2 that appear on the point count formula. Our final task is to show that the coefficients of the matching Gauss sum expressions are equal. This entails checking that the powers of \(q\) match and that the character evaluation of \(-1\) in Equation 4.2 matches that of Equation 4.3.

First note that in Equation 4.2, the exponent for character evaluation \(T(-1)\) is
\[
\frac{(d - 1)(d + 1)t}{8} + \sum_{k=1}^{n} b_k t - nb_i t.
\]
Since \(T^t\) is a character of order \(d\) and \(d\) is odd, we have
\[
T^t (-1) = T^{dt} (-1) = 1.
\]
We now examine the power of \(q\) in Equation 4.2. To start, we have
\[
\frac{q^{(d-1)/2}}{q^n} \cdot [(2n - 1) \text{ Gauss sums}].
\]
Note that if \(2n - 1 = d\), i.e. \(n = \frac{d+1}{2}\), then we are left with a coefficient of \(\frac{1}{q}\). Furthermore, we showed above that we can always make this a product of exactly \(d\) Gauss sums by canceling out (if \(2n - 1 > d\)) or multiplying (if \(2n - 1 < d\)) pairs of the form \(g(T^{it}) g(T^{(d-i)t})\). For each of these pairs, we introduce (if \(2n - 1 > d\)) or remove (if \(2n - 1 < d\)) a factor of \(q\). Regardless of which case we are in, the exponent of \(q\) becomes
\[
\frac{d - 1}{2} - n + \frac{2n - 1 - d}{2} = -1.
\]
Thus, Equation 4.2 can be rewritten as
\[
G_d q^n \sum_{i=1}^{n} \prod_{k=1}^{n} g(T^{(a_k-b_i)t}) \cdot \prod_{k \neq i}^{n} T^{(b_k-b_i)t} (-1) g(T^{(-b_k+b_i)t}) = \frac{1}{q} \prod_{j=1}^{d} g(T^{w_j t})
\]
where \(w = (w_1, \ldots, w_d)\) has no \(w_j = 0\) and satisfies \(\sum w_j \equiv 0 \pmod{d}\). Since the coefficient of each of these expressions in the point count formula of Proposition 4.1 is \(-1\), the sum of all
of these terms will negate the extra Gauss sum expression shown in Equation 4.3 that appears in the point count formula. Hence, the number of points on any Dwork hypersurface can be expressed as a sum of finite field hypergeometric functions plus the quantity \((q^{d-1} - 1)/(q-1)\).

4.1.2. Progress on Conjecture 1.3. The case where \(d\) is even is similar, though slightly more complicated. The main obstruction to a complete result is that, unlike in the case when \(d\) is odd, \(T^t(-1)\) does not necessarily equal 1.

Recall that when \(d\) is even, the Gauss sum expression in Equation 4.2 has a factor of \(g(T^{d/2} t)\). Thus, the exponent sum we consider in this case is

\[
\sum_{j=1}^{d} w_j - \frac{(d-1)d}{2} + \frac{d}{2} = \sum_{j=1}^{d} w_j - \frac{(d-2)d}{2} \equiv 0 \pmod{d}.
\]

Hence, the sum of the exponents will be congruent to \(dt\), which is congruent to 0 modulo \(q - 1\). Note that this is also true of the expressions in Equation 4.3.

The Gauss sum expression in Equation 4.2 has \(2^n\) factors when \(d\) is even, one of which is always \(g(T^{d/2} t)\). If \(2n = d\) then

\[
g(T^{d/2} t) \prod_{k=1}^{n} g(T^{(a_k - b_k)i} t) \cdot \prod_{k \neq i}^{n} g(T^{(-b_k + b_i)i} t) = \prod_{i=1}^{d} g(T^{w_i i} t),
\]

for some \(w = (w_1, \ldots, w_d)\) in \(W^{**}\).

If instead we have \(2n < d\), then there exist \(v_1, \ldots, v_l\), with \(0 < v_j < d\), that complete the product, i.e.

\[
g(T^{d/2} t) \prod_{k=1}^{n} g(T^{(a_k - b_k)i} t) \cdot \prod_{k \neq i}^{n} g(T^{(-b_k + b_i)i} t) \cdot \prod_{k=1}^{l} g(T^{v_k} g(T^{d-v_k}) = \prod_{i=1}^{d} g(T^{w_i i} t),
\]

for some \(w = (w_1, \ldots, w_d)\) in \(W^{**}\).

Now suppose \(2n > d\), i.e. there are too many factors in the Gauss sum expression of Equation 4.2. We will show that we can find enough factor pairs of the form \(g(T^{vt}) g(T^{(d-v)t}) = qT^{vt}(-1)\) to reduce the number of factors to \(d\).

Since \(2n > d\), we can write that \(n - 1 = \frac{d+m}{2}\), for some \(m \geq 0\). Recall that the exponents in the expression

\[
\prod_{k \neq i}^{n} g(T^{(-b_k + b_i)i} t)
\]

are distinct because each \(b_j\) is distinct. It is possible to have \(\frac{d-2}{2}\) numbers in the list of exponents without having any pairs of the form \(i, d - i\). Since there are more terms than this, there will be \(\frac{d+m}{2} - \frac{d-2}{2} = \frac{m+2}{2}\) pairs. This includes the possibility that one of the terms
is $\frac{d}{2}$, which yields a Gauss sum expression that cancels with the other $g(T^{\frac{n}{2}})$ factor that is always there. This will leave us with $d$ factors in the Gauss sum expression since

$$2n - 2 \left( \frac{m + 2}{2} \right) = (d + m + 2) - (m + 2) = d.$$ 

Thus,

$$\prod_{k=1}^{n} g(T^{(a_k-b_i)t}) \cdot \prod_{k} g(T^{(-b_k+b_i)t}) = \prod_{i=1}^{d} g(T^{w_i t}),$$

for some $w = (w_1, \ldots, w_d)$ in $W^{**}$ and for some subset of $\{ -b_k + b_i \}_{k=1}^{n}$.

We now compare the size of $W^{**}$ to the number of expressions of the form in Equation \textbf{4.2} that appear on the point count formula. Let $[w] \in W^* = W/ \sim$. Let $N_w = \# \{ w' \in [w] : w' \text{ contains no zeros} \}$. Note that $N_w$ corresponds to the number of distinct numbers in the $d$-tuple $w = (w_1, \ldots, w_d)$ in the following way. If $s$ is the number of distinct numbers in $w$, then $N_w = d - s$. For example, if $d = 6$ and $w = (0, 0, 0, 1, 2, 3)$, then $N = 6 - 4 = 2$ and these coset elements are $(1, 1, 1, 2, 3, 4)$ and $(2, 2, 2, 3, 4, 5)$. All other elements in the coset $[(0, 0, 0, 1, 2, 3)]$ contain at least one zero. Furthermore, $\sum_{[w]} N_w$ gives the total number of elements in $W^{**}$.

We now consider the number of expressions of the form in Equation \textbf{4.2} we obtain. For each coset representative $[w]$, we obtain the sum

$$G_d \frac{q^n}{q^n} \sum_{i=1}^{n} \prod_{k=1}^{n} g(T^{(a_k-b_i)t}) \cdot \prod_{k \neq i} T^{(b_k-b_i)t}(-1)g(T^{(-b_k+b_i)t}),$$

where $n$ corresponds to the number of terms left after canceling common factors in the numerator and denominator. Hence, $n$ also equals $d - s$. Adding these values for each $[w]$ yields the total number of expressions of the form in Equation \textbf{4.2}.

Thus, what we have shown is that there is a matching of expressions in our two calculations and that the size of $W^{**}$ equals the number of expressions of the form in Equation \textbf{4.2} that appear on the point count formula. We now examine the power of $q$ in Equation \textbf{4.2}. To start, we have

$$\frac{q^{(d-2)/2}}{q^n} \cdot [(2n) \text{ Gauss sums}],$$

where one of the Gauss sums is always $g(T^{d/2})$. Note that if $2n = d$, i.e. $n = \frac{d}{2}$, then we are left with a coefficient of $\frac{1}{4}$. Furthermore, we showed above that we can always make this a product of exactly $d$ Gauss sums by canceling out (if $2n > d$) or multiplying (if $2n < d$) pairs of the form $g(T^{it})g(T^{(d-i)t}) = qT^{it}(-1)$. Regardless of which case we are in, the exponent of $q$ becomes

$$\frac{d - 2}{2} - n + \frac{2n - d}{2} = -1.$$

Our final task is to show that the character evaluation of $-1$ in Equation \textbf{4.2} matches that of Equation \textbf{4.3}. In general, it is not the case that when $d$ is even that $T^t(-1) = 1$. However, it appears that we can always get around this obstruction in the following way. It seems to
be the case that when the Gauss sum expression has an extraneous $T^i(-1)$, in the coefficient that there is a Gauss sum pair $g(T^i)g(T^{(d-i)i})$, where $i$ and $d-i$ have the same parity. Thus, letting $g(T^j)g(T^{(d-j)i})$ be another pair where $j$ and $d-j$ have the same parity, but opposite of that of $i$ and $d-i$, we see that
\[
g(T^i)g(T^{(d-i)i}) = qT^i(-1) \cdot \left(\frac{1}{g(T^j)g(T^{(d-j)i})}\right) = T^i(-1)g(T^j)g(T^{(d-j)i}).
\]

Thus, we can use swaps of this sort precisely when we would like to remove a $T^i(-1)$ in the coefficient of the Gauss sum expression. Proving that this can always be done would lead to a proof of Conjecture 1.3.

4.2. Types of Hypergeometric Terms. We would like to characterize the types of hypergeometric terms that appear in Theorem 1.2 and Conjecture 1.3 for a given $d$. Recall that $W = \{w = (w_1, \ldots, w_d)\}$, where $\sum w_i \equiv 0 \pmod{d}$. In Koblitz’s formula, we sum over all cosets in $W^* = W/\sim$, where $w \sim w'$ if $w - w' = (1, \ldots, 1)$. As a convention, we will choose a coset representative with the maximum number of zeros. Note that this choice is not necessarily unique, i.e. there may be more than one element in a coset with the maximum number. For example, when $d = 4$ we have $(0, 0, 2, 2)$ and $(2, 2, 0, 0)$ in the same coset.

In what follows, we show when certain types of terms will occur in the point count formulas of Theorem 1.2 and Conjecture 1.3. Throughout this section, assume $\lambda \neq 0$.

Lemma 4.2. The point count formula contains a constant term if and only if $d$ is odd and $\lambda^d = 1$.

Proof. In order to obtain a constant term when we apply Proposition 4.1 and Theorem 3.2, all of the entries in $w$ must be distinct. Hence, we must have (up to permutation) $w = (0, 1, \ldots, d-1)$. We find that the sum of the entries in $w$ is
\[
\sum_{i=1}^{d-1} i = \frac{d(d-1)}{2}.
\]

This sum is a multiple of $d$ if and only if $d$ is odd. Thus, the point count formula contains a constant term if and only if $d$ is odd. Furthermore, by counting permutations we see that there will be $(d-1)!$ of these terms and they are all of the form
\[
q^{(d-1)/2} \delta(1 - \lambda^d),
\]
where $\delta(x) = 1$ if $x = 0$ and $\delta(x) = 0$ otherwise. The proof of Theorem 1.4 in Section 5 describes in greater detail why this is true.

Lemma 4.3. The point count formula contains a $1_F_0$ hypergeometric term if and only if $d$ is even. Furthermore, when $d$ is even, there are $\frac{d!}{2}$ such terms.

Proof. In order to obtain a $1_F_0$ term when we apply Proposition 4.1 and Theorem 3.2, we must have (up to permutation) $w = (0, 0, w_1, \ldots, w_{d-2})$, where $0 < w_1 < \ldots < w_{d-2} \leq d-1$. 

\[\]
Thus, the set \( \{ w_1, \ldots, w_{d-2} \} \) contains all but one element of \( \{1, \ldots, d-1\} \). Supposing this missing element is \( j \), we find that the sum of the entries in \( w \) is

\[
0 + 0 + w_1 + \ldots + w_{d-2} = \sum_{i=1}^{d-1} i - j = \frac{d(d-1)}{2} - j.
\]

Recall that, by definition, this sum is congruent to 0 (mod \( d \)). When \( d \) is odd, \( \frac{d(d-1)}{2} \) is a multiple of \( d \). However, since \( j \in \{1, \ldots, d-1\} \), \( j \) is not divisible by \( d \). Thus, it is not possible to have a \( w \) of this form in the set \( W^* \), so there will not be a \( 1F_0 \) term in the point count formula.

However, when \( d \) is even, neither \( j \) nor \( \frac{d(d-1)}{2} \) is divisible by \( d \). In this case if we let \( j = d/2 \), we find that

\[
0 + 0 + w_1 + \ldots + w_{d-2} = \sum_{i=1}^{d-1} i - \frac{d}{2} = \frac{d(d-1)}{2} - \frac{d}{2} = \frac{d(d-2)}{2},
\]

which is divisible by \( d \). Written as above, this corresponds to the element

\[
w = (0, 0, 1, \ldots, d/2 - 1, d/2 + 1, \ldots, d - 2).
\]

By counting permutations of this, we see that there will be \( d! / 2 \) elements in \( W^* \) that yield a \( 1F_0 \) term. In fact, by using the same proof techniques that were used in the proof of Proposition 4.5 in [10], one can show that these terms are all of the form

\[
qT^t(-1)T^{d-t}(1 - \lambda^d) = qT^t(-1)F_0 \left( T^{d-t} \mid \lambda^d \right)_q.
\]

\[\square\]

In [10], we proved that there will always be a \( d-1 F_{d-2} \) term in the point count formula. We now consider some other higher order terms, namely \( d-2 F_{d-3} \) and \( d-3 F_{d-4} \).

**Lemma 4.4.** The point count formula contains a \( d-2 F_{d-3} \) term if and only if \( d \) is composite.

**Proof.** Recall that a \( _nF_{n-1} \) hypergeometric function in the point count formula corresponds to a Gauss sum expression that has \( n \) factors remaining in the numerator after canceling. Having \( d - 2 \) terms left after canceling means that this Gauss sum expression corresponds to a \( w \in W^* \) that has only two distinct numbers in its sequence. Since we are choosing the coset representative \( w \) so that it contains the maximum number of zeros, this means we have \( w = (0, \ldots, 0, a, \ldots, a) \), where \( 0 < a \leq d - 1 \). Let \( m \) be the number of times \( a \) occurs, and note that \( m \leq d/2 \). An element \( w \) of this form is possible only when \( m \cdot a \equiv 0 \) (mod \( d \)), since otherwise \( w \) does not lie in \( W^* \).

If \( d \) is prime, this is never possible. If \( d \) is composite, this will be possible whenever \( a \) is a divisor of \( d \). \[\square\]
Finally, we show that there will always be hypergeometric terms whose bottom row entries are all the trivial character. Hypergeometric functions of this form are of particular interest since, in many cases, these are known to be congruent modulo $p$ to classical hypergeometric series (see, for example, [10, 4]).

**Lemma 4.5.** The point count formula will always have hypergeometric terms whose bottom row entries are all the trivial character. In particular, there will always be $d - 3F_{d-4}$ hypergeometric terms of this kind. Up to permutation, when $d > 3$ is odd there will be $\frac{d-1}{2}$ such terms, and when $d > 2$ is even there will be $\frac{d-2}{2}$ such terms.

**Proof.** A $nF_{n-1}$ hypergeometric function whose bottom row entries are all the trivial character in the point count formula corresponds to a Gauss sum expression that has $n$ equal factors remaining in the numerator after canceling $a_1 = a_2 = \ldots = a_n$.

Note that, in general, if any factors are left after canceling, at least one of them must be zero since we have chosen $w$ to be the coset representative with the maximum number of zeros. Thus, we must have $a_1 = a_2 = \ldots = a_n = 0$.

This corresponds to the coset representative $w = (0, \ldots, 0, w_1, \ldots, w_{d-(n+1)})$, where the number of zeros is $n + 1$ and each $w_i$ is distinct. It is always possible to find a set of distinct $w_i$ satisfying $0 < w_i \leq d - 1$ and $\sum w_i \equiv 0 \pmod{d}$. Hence, we will always obtain a hypergeometric term whose bottom row entries are all the trivial character.

In particular, it is always possible to find a pair of distinct numbers whose sum is congruent to $0$ modulo $d$. When $d > 3$ is odd, there will always be $\frac{d-1}{2}$ such pairs:

$$1 + (d - 1), 2 + (d - 2), \ldots, \frac{d-1}{2} + \frac{d+1}{2}.$$  

When $d > 2$ is even, there will always be $\frac{d-2}{2}$ such pairs:

$$1 + (d - 1), 2 + (d - 2), \ldots, \frac{d-2}{2} + \frac{d+2}{2}.$$  

In both cases, these will lead to $d - 3F_{d-4}$ hypergeometric terms since three factors will be canceled in the corresponding Gauss sum expression. 

5. Example: Dwork Threefold

We now prove Theorem [1.4]. To prove this, we will start with Koblitz’s point count formula in [17]. We then break this down into 6 sets of Gauss sum terms. One of these we have already proved is a $4F_3$ hypergeometric function in [10]. Four of the remaining sets can be rewritten using Proposition [3.2]. Note that McCarthy gave a $p$-adic hypergeometric point count formula in [24] for the Dwork threefold that holds for $\lambda = 1$. Our formula should match this when we use $\lambda^5 = 1$.

This work is very similar to our work with Dwork K3 surfaces in [10], so we omit some details. We also use some results of McCarthy [24] that apply here.

**Proof of Theorem [1.4].** Let $W$ be the set of all 5-tuples $w = (w_1, w_2, w_3, w_4, w_5)$ satisfying $0 \leq w_i < 5$ and $\sum w_i \equiv 0 \pmod{5}$. We denote the points on the diagonal hypersurface $x_1^5 + \ldots + x_5^5 = 0$. 

by \( N_q(0) := \sum N_q(0, w) \), where

\[
N_q(0, w) = \begin{cases} 
0 & \text{if some but not all } w_i = 0, \\
\frac{q^4 - 1}{q - 1} & \text{if all } w_i = 0, \\
-\frac{1}{q} q^5 f \left( T^{w_1}, T^{w_2}, \ldots, T^{w_5} \right) & \text{if all } w_i \neq 0.
\end{cases}
\]

Theorem 2 of [16] tells us that the number of points on the Dwork threefold is given by

\[
\#X_5^5(\mathbb{F}_q) = N_q(0) + \frac{1}{q - 1} \sum \prod_{i=1}^{5} g(T^{w_i t + j}) T^{5j}(5\lambda)
\]

where the sum is taken over \( j \in \{0, \ldots, q - 2\} \) and \( w = (w_1, w_2, w_3, w_4, w_5) \) in \( W/\sim \).

We wish to simplify this formula. We start by considering the term \( N_q(0) \).

**Lemma 5.1.** \( N_q(0) = \frac{q^4 - 1}{q - 1} + 50 \sum_{i=1}^{4} g(T^{it})^2 g(T^{3it}) + \frac{1}{q} \sum_{i=1}^{4} g(T^{it})^5. \)

**Proof.** McCarthy proves this result in [24] (see Equation 3.3). \( \square \)

Define the equivalence relation \( \sim \) on \( W \) by \( w \sim w' \) if \( w - w' \) is a multiple of \((1, 1, 1, 1, 1)\).

Up to permutation, McCarthy shows that there are six cosets in \( W^* = W/\sim \):

\[
(0, 0, 0, 0, 0)^1, (0, 1, 2, 3, 4)^{24}, (0, 0, 0, 1, 4)^{20}, (0, 0, 0, 2, 3)^{20}, (0, 0, 1, 1, 3)^{30}, (0, 0, 1, 2, 2)^{30}.
\]

Let

\[
S_{[w]} = \frac{1}{q - 1} \sum_{j=0}^{q - 2} \prod_{i=1}^{5} g(T^{w_i t + j}) T^{5j}(5\lambda)
\]

(5.1)
denote the summands corresponding to all \( w' \in [w] \). Our main tool for simplifying terms of this form is the Hasse-Davenport relation for Gauss sums.

In the lemmas that follow, we give explicit formulas for each \( S_{[w]} \).

**Lemma 5.2.** Let \( w = (0, 0, 0, 0, 0) \). Then

\[
S_{[w]} = -\frac{1}{q} \sum_{i=1}^{4} g(T^{it})^5 + q^2 \binom{4}{2} F_3 \left( \begin{array}{ccc} T^t & T^{2t} & T^{3t} \\
\epsilon & \epsilon & \epsilon \\
\end{array} \bigg| \frac{1}{\lambda^5} \right)_q
\]

**Proof.** This is proved by specializing Theorem 8.1 of [16] to the case where \( d = 5 \). \( \square \)

**Lemma 5.3.** Let \( w = (0, 1, 2, 3, 4) \). Then

\[
S_{[w]} = 24q^2 \delta(1 - \lambda^5),
\]

where \( \delta(x) = 1 \) if \( x = 0 \) and \( \delta(x) = 0 \) otherwise, and the coefficient of 24 corresponds to the number of permutations of \((0, 1, 2, 3, 4)\) that are in distinct cosets.

**Proof.** When \( w = (0, 1, 2, 3, 4) \), we have

\[
S_{[w]} = \frac{24}{q - 1} \sum_{j=0}^{q - 2} \frac{g(T^j) g(T^{2t+j}) g(T^{3t+j}) g(T^{4t+j})}{g(T^{5j})} T^{5j}(5\lambda).
\]
We use the Hasse-Davenport relation and properties of Gauss sums to rewrite this and obtain

\[
S_{[w]} = \frac{24}{q-1} \sum_{j=0}^{q-2} \prod_{i=1}^{4} g(T^{i})T^{5j}(\lambda)
\]

\[
= \frac{24q^2}{q-1} \sum_{j=0}^{q-2} T^{5j}(\lambda)
\]

\[
= 24q^2 \delta(1 - \lambda^5),
\]

since

\[
\sum_{j=0}^{q-2} T^{j}(\lambda^5) = \begin{cases} 
q - 1 & \text{if } \lambda^5 = 1, \\
0 & \text{otherwise}.
\end{cases}
\]

\[\square\]

We now work to rewrite the remaining terms. Unlike in our work with Dwork K3 surfaces in [10], these terms all break down in a similar manner. Thus, we will carefully show our work for \( w = (0, 0, 1, 4) \) and state the remaining results.

**Lemma 5.4.** Let \( w = (0, 0, 0, 1, 4) \). Then

\[
S_{[w]} = -20g(T^{2t})^2g(T^t) - 20g(T^{3t})^2g(T^{4t}) + 20q^2 F_1 \left( \begin{array}{c} T^{2t} \\ T^{3t} \\ \epsilon \end{array} \right) \frac{1}{\lambda^5}.
\]

**Proof.** When \( w = (0, 0, 0, 1, 4) \), we have

\[
S_{[w]} = \frac{20}{q-1} \sum_{j=0}^{q-2} \frac{g(T^j)^3 g(T^{i+j})g(T^{4i+j})}{g(T^{5j})} T^{5j}(5\lambda).
\]

We use Hasse-Davenport to write

\[
S_{[w]} = \frac{20q^2}{q-1} \sum_{j=0}^{q-2} \frac{g(T^j)^2}{g(T^{3j+2t})g(T^{2t+j})} T^{5j}(\lambda).
\]

Note that when \( j = 2t \) or \( 3t \), we have \( g(T^0) \) in the denominator. We separate these two cases from the summand and evaluate them to get

\[
\frac{g(T^{2t})^2}{g(T^{3t+2t})g(T^{2t+2t})} T^{10t}(\lambda) = -\frac{1}{q} g(T^{2t})^2 g(T^t),
\]

\[
\frac{g(T^{3t})^2}{g(T^{3t+3t})g(T^{2t+3t})} T^{15t}(\lambda) = -\frac{1}{q} g(T^{3t})^2 g(T^{4t}).
\]

For the remaining values of \( j \) we use the relationship \( g(\chi)g(\overline{\chi}) = \chi(-1)q \), noting that \( T^t(-1) = T^{5t}(-1) = 1 \).

\[
\sum_{j=0, j \neq 2t, 3t}^{q-2} \frac{g(T^j)^2}{g(T^{3j+2t})g(T^{2t+j})} T^{5j}(\lambda) = \frac{1}{q^2} \sum_{j=0, j \neq 2t, 3t}^{q-2} g(T^j)^2 g(T^{2t-j})g(T^{3t-j}) T^{5j}(\lambda).
\]

Note that for \( j = 2t, 3t \) we have

\[
g(T^{2t})^2 g(T^{2t-2t})g(T^{3t-2t}) T^{10t}(\lambda) = -g(T^{2t})^2 g(T^t),
\]

\[
g(T^{3t})^2 g(T^{2t-3t})g(T^{3t-3t}) T^{15t}(\lambda) = -g(T^{3t})^2 g(T^{4t}).
\]
Finally, we use Corollary 3.2 to rewrite the main Gauss sum term.

\[
\sum_{j=0}^{q-2} g(T^j)^2 g(T^{2t-j}) g(T^{3t-j}) T^{5j}(\lambda) = q^2 (q - 1) \frac{2F1}{(T^{2t} \quad T^{3t} \quad \frac{1}{\lambda^5})_q}.
\]

Hence,

\[
S_{[w]} = \frac{20q^2}{q-1} \left( -\frac{1}{q} g(T^t)^2 g(T^t) - \frac{1}{q} g(T^{3t})^2 g(T^{4t}) + \frac{1}{q^2} g(T^{2t})^2 g(T^t) + \frac{1}{q^2} g(T^{3t})^2 g(T^{4t}) \right)
\]
\[
+ (q - 1) \frac{2F1}{(T^{2t} \quad T^{3t} \quad \frac{1}{\lambda^5})_q}
\]
\[
= \frac{20}{q-1} g(T^t)^2 g(T^t)(1-q) + \frac{20}{q-1} g(T^{3t})^2 g(T^{4t})(1-q) + 20q^2 \frac{2F1}{(T^{2t} \quad T^{3t} \quad \frac{1}{\lambda^5})_q}
\]
\[
= -20g(T^{2t})^2 g(T^t) - 20g(T^{3t})^2 g(T^{4t}) + 20q^2 \frac{2F1}{(T^{2t} \quad T^{3t} \quad \frac{1}{\lambda^5})_q}.
\]

Similarly, we have

\[
S_{[0,0,0,2,3]} = -20g(T^t)^2 g(T^{3t}) - 20g(T^{4t})^2 g(T^{2t}) + 20q^2 \frac{2F1}{(T^t \quad T^{4t} \quad \frac{1}{\lambda^5})_q},
\]
\[
S_{[0,0,1,1,3]} = -30g(T^{3t})^2 g(T^{4t}) - 30g(T^{2t})^2 g(T^t) + 30q^2 \frac{2F1}{(T^t \quad T^{3t} \quad \frac{1}{\lambda^5})_q},
\]
\[
S_{[0,0,1,2,2]} = -30g(T^t)^2 g(T^{3t}) - 30g(T^{4t})^2 g(T^{2t}) + 30q^2 \frac{2F1}{(T^t \quad T^{2t} \quad \frac{1}{\lambda^5})_q}.
\]

We now combine all of these terms to get the complete point count formula for the Dwork threefold. Note that the extra Gauss sum terms from \(N_q(0)\) will cancel with the extra Gauss sum terms from the \(S_{[w]}\) terms. Hence,

\[
\#X_\lambda^5(\mathbb{F}_q) = \frac{q^4 - 1}{q - 1} + 24q^2 \delta(1 - \lambda^5) + q^3 \frac{4}{3} T^{3t} F_3 \left( \frac{T^t}{T^{2t} \quad \frac{1}{\lambda^5}} \right)_q
\]
\[
+ 20q^2 \frac{2F1}{(T^{2t} \quad T^{3t} \quad \frac{1}{\lambda^5})_q} + 20q^2 \frac{2F1}{(T^t \quad T^{4t} \quad \frac{1}{\lambda^5})_q}
\]
\[
+ 30q^2 \frac{2F1}{(T^t \quad T^{3t} \quad \frac{1}{\lambda^5})_q} + 30q^2 \frac{2F1}{(T^t \quad T^{2t} \quad \frac{1}{\lambda^5})_q}.
\]
Acknowledgements

I would like to thank Benjamin Brubaker for helpful conversations while working on these results. I also thank the reviewer for their very thorough and helpful comments. Lastly, I would like to thank Doris McCarthy for her many years of unwavering support, encouragement, and interest in my work. Thank you for thinking of me.

References

[1] Scott Ahlgren and Ken Ono. A Gaussian hypergeometric series evaluation and Apéry number congruences. J. Reine Angew. Math., 518:187–212, 2000.
[2] P. Candelas, X. de la Ossa, and F. Rodriguez-Villegas. Calabi-Yau Manifolds Over Finite Fields, I. ArXiv High Energy Physics - Theory e-prints, December 2000.
[3] C. Herbert Clemens. A scrapbook of complex curve theory. Plenum Press, New York, 1980. The University Series in Mathematics.
[4] Alyson Deines, Jenny G. Fuselier, Ling Long, Holly Swisher, and Fang-Ting Tu. Hypergeometric series, truncated hypergeometric series, and Gaussian hypergeometric functions. In Directions in number theory, volume 3 of Assoc. Women Math. Ser., pages 125–159. Springer, [Cham], 2016.
[5] Bernard Dwork. p-adic cycles. Publications Mathematiques de l’IHÉS, 37:27–115, 1969.
[6] Bernard M. Dwork. On p-adic analysis. In Some Recent Advances in the Basic Sciences, Vol. 2 (Proc. Annual Sci. Conf., Belfer Grad. School Sci., Yeshiva Univ., New York, 1965-1966), pages 129–154. Belfer Graduate School of Science, Yeshiva Univ., New York, 1969.
[7] S. Frechette, K. Ono, and M. Papanikolas. Combinatorics of traces of Hecke operators. Proc. Natl. Acad. Sci. USA, 101(49):17016–17020, 2004.
[8] Sharon Frechette, Ken Ono, and Matthew Papanikolas. Gaussian hypergeometric functions and traces of Hecke operators. Int. Math. Res. Not., (60):3233–3262, 2004.
[9] J. Fuselier. Hypergeometric functions over $\mathbb{F}_p$ and relations to elliptic curves and modular forms. Proc. Amer. Math. Soc., 138(1):109–123, 2010.
[10] Heidi Goodson. Hypergeometric functions and relations to Dwork hypersurfaces. Int. J. Number Theory, 13(2):439–485, 2017.
[11] J. Greene. Hypergeometric functions over finite fields. Trans. Amer. Math. Soc., 301(1):77?101, 1987.
[12] Jun-ichi Igusa. Class number of a definite quaternion with prime discriminant. Proc. Nat. Acad. Sci. U.S.A., 44:312–314, 1958.
[13] Kenneth Ireland and Michael Rosen. A classical introduction to modern number theory, volume 84 of Graduate Texts in Mathematics. Springer-Verlag, New York, second edition, 1990.
[14] Nicholas M. Katz. Exponential sums and differential equations, volume 124 of Annals of Mathematics Studies. Princeton University Press, Princeton, NJ, 1990.
[15] Timothy Kilbourn. An extension of the Apéry number supercongruence. Acta Arith., 123(4):335–348, 2006.
[16] Neal Koblitz. The number of points on certain families of hypersurfaces over finite fields. Compositio Math., 48(1):3–23, 1983.
[17] Neal Koblitz. Introduction to elliptic curves and modular forms, volume 97 of Graduate Texts in Mathematics. Springer-Verlag, New York, second edition, 1993.
[18] Masao Koike. Orthogonal matrices obtained from hypergeometric series over finite fields and elliptic curves over finite fields. Hiroshima Math. J., 25(1):43–52, 1995.
[19] Serge Lang. Cyclotomic fields I and II, volume 121 of Graduate Texts in Mathematics. Springer-Verlag, New York, second edition, 1990. With an appendix by Karl Rubin.
[20] C. Lennon. Gaussian hypergeometric evaluations of traces of Frobenius for elliptic curves. Proc. Amer. Math. Soc., 139(6):1931–1938, 2011.
[21] C. Lennon. Trace formulas for Hecke operators, Gaussian hypergeometric functions, and the modularity of a threefold. J. Number Theory, 133(10):2320–2351, 2011.
[22] J.I. Manin. Hasse-Witt matrix of an algebraic curve. Trans. Amer. Math. Soc., 45:245–264, 1965.
[23] D. McCarthy. The number of $\mathbb{F}_p$-points on Dwork hypersurfaces and hypergeometric functions. ArXiv e-prints, August 2016.
[24] Dermot McCarthy. On a supercongruence conjecture of Rodriguez-Villegas. *Proc. Amer. Math. Soc.*, 140(7):2241–2254, 2012.

[25] Dermot McCarthy. Transformations of well-poised hypergeometric functions over finite fields. *Finite Fields Appl.*, 18(6):1133–1147, 2012.

[26] Dermot McCarthy. The trace of Frobenius of elliptic curves and the $p$-adic gamma function. *Pacific J. Math.*, 261(1):219–236, 2013.

[27] Kazuaki Miyatani. Monomial deformations of certain hypersurfaces and two hypergeometric functions. *Int. J. Number Theory*, 11(8):2405–2430, 2015.

[28] Eric Mortenson. Supercongruences between truncated $_2F_1$ hypergeometric functions and their Gaussian analogs. *Trans. Amer. Math. Soc.*, 355(3):987–1007 (electronic), 2003.

[29] Eric Mortenson. Supercongruences for truncated $_{n+1}F_n$ hypergeometric series with applications to certain weight three newforms. *Proc. Amer. Math. Soc.*, 133(2):321–330 (electronic), 2005.

[30] Adriana Salerno. Counting points over finite fields and hypergeometric functions. *Funct. Approx. Comment. Math.*, 49(1):137–157, 2013.

[31] M. Valentina Vega. Hypergeometric functions over finite fields and their relations to algebraic curves. *Int. J. Number Theory*, 7(8):2171–2195, 2011.

Department of Mathematics and Statistics, Haverford College; 370 Lancaster Avenue, Haverford, PA 19041 USA

E-mail address: hgoodson@haverford.edu