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ABSTRACT

The third component introduced in the turbo codes improved the code performance by providing very low error rates for a very wide range of block lengths and coding rates. But this increased the complexity and the parameters such as permeability and permittivity rates were constant and they could not perform well under noisy environments. This drawback was addressed in [1] by proposing A3D-TC. The bit error rate was minimized by generating parameters based on noise and signal strengths. A performance comparison is done between the two heuristic algorithms i.e., Genetic Algorithm and Particle Swarm Optimization Algorithm [2] where a knowledge source using the two algorithms is generated. Under various noisy environments the experimental results compare the performance of the two algorithms. In this paper their performance is analyzed and optimization is done. The results show that genetic algorithm is able to give better performance when compared to particle swarm optimization algorithm.
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1. INTRODUCTION

Error control coding plays a pivotal role in ensuring reliable communication. It is used to improve the efficiency and accuracy of transmitted information. It is a technique used in signal processing for correcting errors in the channel. If the signal is in error, then the communication system is unreliable. The elemental concept of error control coding is the addition of redundancy which converts the transmitted bits to a longer sequence of bits (codeword) to combat errors introduced by the noise in the channels. The redundancy is added at the transmitter and the exploitation of this redundancy is done at the receiver to detect and/or correct errors.

The exceptional error performance and energy efficiency at low signal to noise ratio can be achieved using Forward Error Correcting codes (FEC). It is the mechanism used for error...
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Protection and also it improves reliability of transmission [3]. The Turbo Codes are FEC codes which achieve a near Shannon limit performance. They are the only codes that have been widely studied owing to their ability to closely approach Shannon’s channel capacity [4]. It is the theoretical limiting value of signal to noise ratio $E_b / N_0$ [7]. The limiting value of $E_b / N_0$ is taken to be (-)1.6dB below which there is no error free communication. The channel’s limitation on power or bandwidth decides the lower limit. So, to ensure reliable communication $E_b / N_0$ should be maintained at (-)1.6dB.

2. THE ADAPTIVE THIRD COMPONENT TURBO CODES

By having the special intelligence (SI), the error correction capability was improved in the proposed A3D-TC given in the paper [1]. This special intelligence decides the permeability and permittivity rates of the third component encoder. The SI is tuned by using the heuristic algorithms i.e., Genetic Algorithm and Particle Swarm Optimization Algorithm. Once tuned, the encoder generates third component parameters dynamically according to the noise variance. The block diagram of A3D-TC encoder and decoder is shown in Fig:1 and 2.

The addition of special intelligence in the third component encoder never disturbs the conventional third component decoder.

3. KNOWLEDGE FEEDING

Training or learning is done by giving appropriate knowledge for the special intelligence. The process of prior knowledge feeding (training) includes the generation of knowledge source and then training.

The major steps to be done for prior knowledge feeding is given below

(i) Initialize $\ell = 0$

(ii) Generate a knowledge source for $N_\sigma(l) \rightarrow X^\text{best}_l : 0 \leq \ell \leq |N_\sigma| - 1$, where LHS represents input and RHS represents output

(iii) Input knowledge source to SI and determine output $X^\text{out}_l (or X^\text{out}_e)$ (output calculation is described in Eq. (1))

(iv) Calculate error

$$E_i = X^\text{out}_l - X^\text{best}_l$$

(v) If $\ell = |N_\sigma| - 1$, continue otherwise go to step (ii)

(vi) Determine mean squared error

$$\xi = \frac{1}{|N_\sigma|} \sum_{l=0}^{|N_\sigma|-1} E^2_i$$

(vii) If $\xi < \xi_T$, terminate the feeding, otherwise continue

(viii) Determine new weights as follows and go to step (iii)

$$w^{\text{new}} = w^{\text{old}} + \gamma X^\text{out}_l \xi$$

Where, $\gamma$ is the learning rate (usually set as 0.2)
4. GENETIC ALGORITHM BASED KNOWLEDGE SOURCE (GA)
Initially Genetic Algorithm creates an initial population consisting of chromosomes to which a random collection of genes are given. It then continues by following the steps given below.

(i) Creates chromosomes for an initial population.
(ii) Fitness evaluation or selection of each chromosome that makes up the population.
(iii) Based on the fitness level, chromosomes are selected that will mate, or those that have the privilege to mate.
(iv) The process of crossover is done and a new offspring is produced.
(v) Random mutation is done with some of the genes of the chromosomes.
(vi) Steps three through five are repeated until a new population is created.
(vii) When the best solution has not changed for a present number of generations, the algorithm ends.

The fitness of every chromosome, is determined.

5. PARTICLE SWARM OPTIMIZATION BASED KNOWLEDGE SOURCE (PSO)
Particle Swarm Optimization (PSO) is a technique used to explore the search space of given problem to find the settings or parameters required to maximize a particular objective [5]. It is a population based stochastic approach for solving continuous and discrete optimization problems. Optimization is done by iteratively trying to improve a candidate solution with regard to a given measure of quality. It is an evolutionary computation technique and shares similarities with Genetic Algorithm. A precise training dataset is generated to train the special intelligence.

By updating generations PSO searches for optimal solution. The potential solutions which are called as particles fly through the problem space by following the current optimum particles. Each particle is associated with the best solution by keeping track of its coordinates in the problem space.

PSO ALGORITHM
The PSO algorithm simultaneously maintains several candidate solutions in the search space. Each candidate solution is evaluated by the objective function in each iteration by optimization, which determines the fitness of that solution[6]. Each candidate solution may be considered as a particle “flying” through the fitness landscape finding the maximum or minimum of the objective function. The PSO algorithm chooses candidate solutions randomly within the search space.

The search space is composed of all the possible solutions. The PSO algorithm is not aware of the objective function, and has no ability to know whether any of the candidate solutions are proximity to or far away from a local or global maximum. The PSO algorithm use the objective function to evaluate its candidate solutions, and operate upon the resultant fitness values.

Each particle maintains its position, composed of the candidate solution and its evaluated fitness, velocity and remembers the best fitness value it has achieved during the operation of the algorithm which is called as the individual best fitness. The candidate solution that achieved this fitness, is referred to as the individual best position or individual best candidate solution. Finally, the algorithm maintains the best fitness value achieved among all particles in the swarm, called the global best fitness, and the candidate solution that achieved this fitness, called the global best position or global best candidate solution.
The PSO algorithm is repeated in three steps until the stopping condition is met.
1. Each particle’s fitness evaluation
2. Updation of individual and global best fitness and positions
3. Each particle’s velocity and position is updated

6. RESULTS
The experimentation is done using MATLAB over A3D-TC using Genetic Algorithm and Particle Swarm Optimization Algorithm for various noise variances. By varying $N_H$ as 20, 30 and 40 A3D-TC is evaluated for different ANN structures to analyze the influence of network structures in TC performance. For every structure, ten experiments are carried out and the results are presented in Table 1.

Table 1: BER performance of Genetic Algorithm (GA) and Particle Swarm Optimization Algorithm (PSO) with network structures having (i) 20 hidden neurons, (ii) 30 hidden neurons, (iii) 40 hidden neurons, for different noise variances in different rounds of experiments.

### 20 Hidden Neurons

| Experiment No. | 0.15  | 0.25  | 0.35  | 0.45  | 0.55  | 0.65  |
|---------------|-------|-------|-------|-------|-------|-------|
|               | GA    | PSO   | GA    | PSO   | GA    | PSO   |
| 1             | 0.120 | 0.130 | 0.097 | 0.101 | 0.101 | 0.095 |
| 2             | 0.111 | 0.128 | 0.096 | 0.121 | 0.079 | 0.121 |
| 3             | 0.113 | 0.133 | 0.111 | 0.128 | 0.093 | 0.100 |
| 4             | 0.108 | 0.113 | 0.117 | 0.098 | 0.082 | 0.109 |
| 5             | 0.082 | 0.121 | 0.115 | 0.121 | 0.069 | 0.114 |
| 6             | 0.125 | 0.141 | 0.112 | 0.123 | 0.104 | 0.099 |
| 7             | 0.079 | 0.129 | 0.113 | 0.113 | 0.094 | 0.112 |
| 8             | 0.116 | 0.142 | 0.112 | 0.113 | 0.099 | 0.116 |
| 9             | 0.118 | 0.127 | 0.108 | 0.115 | 0.089 | 0.079 |
| 10            | 0.122 | 0.121 | 0.108 | 0.131 | 0.086 | 0.111 |

### 30 Hidden Neurons

| Experiment No. | 0.15  | 0.25  | 0.35  | 0.45  | 0.55  | 0.65  |
|---------------|-------|-------|-------|-------|-------|-------|
|               | GA    | PSO   | GA    | PSO   | GA    | PSO   |
| 1             | 0.012 | 0.146 | 0.116 | 0.106 | 0.098 | 0.106 |
| 2             | 0.116 | 0.144 | 0.100 | 0.125 | 0.085 | 0.120 |
| 3             | 0.126 | 0.129 | 0.113 | 0.125 | 0.087 | 0.095 |
| 4             | 0.124 | 0.135 | 0.107 | 0.125 | 0.69  | 0.118 |
| 5             | 0.124 | 0.118 | 0.112 | 0.128 | 0.090 | 0.109 |
| 6             | 0.109 | 0.124 | 0.117 | 0.114 | 0.090 | 0.111 |
| 7             | 0.096 | 0.135 | 0.117 | 0.113 | 0.109 | 0.101 |
| 8             | 0.106 | 0.135 | 0.085 | 0.118 | 0.078 | 0.110 |
| 9             | 0.118 | 0.129 | 0.104 | 0.099 | 0.088 | 0.115 |
| 10            | 0.121 | 0.145 | 0.098 | 0.124 | 0.112 | 0.109 |
7. COMPARISON OF GA AND PSO

The performance of GA is compared to PSO for 20, 30 and 40 hidden neurons for noise variances 0.15, 0.35, 0.45, 0.55 and 0.65. The performance is shown in the following tables.

Table II shows the comparison of A3D-TC using GA and PSO.

| Table 2 Average Performance deviations of GA and PSO |
|-----------------------------------------------------|
| **20 Hidden Neurons**                               |
| Noise Variance | 0.15 | 0.25 | 0.35 | 0.45 | 0.55 | 0.65 |
| PSO           | 0.12864 | 0.01165 | 0.10709 | 0.09459 | 0.08252 | 0.07893 |
| GA            | 0.10934 | 0.10931 | 0.08984 | 0.07974 | 0.06913 | 0.0611 |
| **30 Hidden Neurons**                               |
| Noise Variance | 0.15 | 0.25 | 0.35 | 0.45 | 0.55 | 0.65 |
| PSO           | 0.13426 | 0.01178 | 0.10959 | 0.0895 | 0.08136 | 0.07195 |
| GA            | 0.11625 | 0.10699 | 0.09095 | 0.08399 | 0.07193 | 0.0574 |
| **40 Hidden Neurons**                               |
| Noise Variance | 0.15 | 0.25 | 0.35 | 0.45 | 0.55 | 0.65 |
| PSO           | 0.12651 | 0.01165 | 0.10063 | 0.09638 | 0.08208 | 0.07971 |
| GA            | 0.11012 | 0.10237 | 0.09432 | 0.07721 | 0.07188 | 0.05906 |

The performance of GA is found to be better compared to PSO at the average values of 20, 30 and 40 neurons for noise variances 0.15, 0.35, 0.45, 0.55 and 0.65. This is elaborated as follows:

| $N_{\sigma}$ | BER |
|--------------|-----|
| 0.15         | 0.0193 |
| 0.25         | -0.09766 |
| 0.35         | 0.01725 |
| 0.45         | 0.01485 |
| 0.55         | 0.01339 |
| 0.65         | 0.01783 |
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From the table it is observed that GA achieves overall average of 0.01652 success deviation and -0.09766 failure deviations when compared to PSO for 0.25 noise variance when the network complexity is 20 neurons.

### 30 Hidden Neurons

| $N_o$ | BER  |
|-------|------|
| 0.15  | 0.01801 |
| 0.25  | -0.09521 |
| 0.35  | 0.01864 |
| 0.45  | 0.00551 |
| 0.55  | 0.00943 |
| 0.65  | 0.01455 |

From the table it is observed that GA achieves overall average of 0.013228 success deviation and -0.09521 failure deviations when compared to PSO for 0.25 noise variance when the network complexity is 30 neurons.

### 40 Hidden Neurons

| $N_o$ | BER  |
|-------|------|
| 0.15  | 0.01639 |
| 0.25  | 0.09072 |
| 0.35  | 0.00631 |
| 0.45  | 0.01917 |
| 0.55  | 0.0102 |
| 0.65  | 0.02065 |

From the table it is observed that GA achieves overall average of 0.02724 success deviation when compared to PSO when the network complexity is 40 neurons.

### 8. CONCLUSIONS

A3D-TC is modified by replacing GA with Particle Swarm Optimization (PSO). It is observed that GA achieves overall average of 0.016524 success deviation and 0.09766 failure deviation when compared to PSO for 0.25 noise variance when the network complexity is 20 neurons, overall average of 0.013228 success deviation and -0.09521 failure deviation for 0.25 noise variance when the network complexity is 30 neurons and overall average of 0.02724 success deviation with zero failure deviation when the network complexity is 40 neurons.

In this paper, A3D-TC improved the performance and has overcome the shortcomings of static nature of permeability and permittivity and make 3D-TC adaptable to various noise environments and improved the bit error rate of turbo codes.
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