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ABSTRACT

Periodic variables illuminate the physical processes of stars throughout their lifetime. Wide-field surveys continue to increase our discovery rates of periodic variable stars. Automated approaches are essential to identify interesting periodic variable stars for multi-wavelength and spectroscopic follow-up. Here, we present a novel unsupervised machine learning approach to hunt for anomalous periodic variables using phase-folded light curves presented in the Zwicky Transient Facility Catalogue of Periodic Variable Stars by Chen et al. (2020). We use a convolutional variational autoencoder to learn a low dimensional latent representation, and we search for anomalies within this latent dimension via an isolation forest. We identify anomalies with irregular variability. Most of the top anomalies are likely highly variable Red Giants or Asymptotic Giant Branch stars concentrated in the Milky Way galactic disk; a fraction of the identified anomalies are more consistent with Young Stellar Objects. Detailed spectroscopic follow-up observations are encouraged to reveal the nature of these anomalies.

Keywords: Mira variable stars(1066), Semi-regular variable stars(1444), Periodic variable stars(1213), Convolutional neural networks(1938), Red giant stars(1372), Astrophysical dust processes(99), Asymptotic Giant Branch stars(2100), Peculiar variable stars(1202), Young stellar objects(1834), Late stellar evolution(911), Late-type giant stars(908)

1. INTRODUCTION

Astronomical variables consist of extragalactic and galactic sources which vary on timescales of seconds to years. A division between intrinsic and extrinsic variables is typically made according to the origin of their variability. The former is due to the physical changes of the object itself, while the latter involves geometrical effects such as eclipsing (Eyer & Mowlavi 2008). Some periodic variable stars, such as Cepheids, exhibit a strong correlation between their pulsation period and luminosity, which make them excellent candidates for cosmic distance measurements (Zgirski et al. 2017) and calibrations (Zhang et al. 2017). Cepheid variables are also used to measure the Hubble constant (Pierce et al. 1994), and to test theories of stellar pulsation (Pietrzyński et al. 2010). In addition, variable star populations are used to constrain the metallicity and distance of globular clusters (Kains et al. 2012), and tidal effects of cataclysmic variable star binaries have been used to constrain modified gravity theories (Banerjee et al. 2021). Throughout the past few decades, optical surveys, such as the Optical Gravitational Lensing Experiment (OGLE; Udalski et al. 2008, 2015), the Palomar Transient Factory (PTF; Law et al.
2009), Gaia (Gaia Collaboration et al. 2019), and the Zwicky Transient Facility (ZTF; Chen et al. 2020), have made great progress in expanding our understanding of periodic variable stars. There are now nearly a hundred classification catalogs distinguishing different types of periodic variable stars (Samus’ et al. 2017), and millions of known variable stars (see, for example, Jayasinghe et al. 2019).

Wide-field, untargeted surveys continue to exponentially increase our discovery rates of galactic and extragalactic transients, including periodic variable stars (Henrion et al. 2013). ZTF, a wide-field survey that saw first light in 2017, is conducted with the Palomar 48 inch Schmidt telescope which has a 47 degree field of view (Bellm et al. 2019). ZTF has produced more than a hundred million light curves across the gri filters. The second data release of the ZTF spans a total observation period of March 2018 - June 2019. The public Northern-equatorial sky survey covers ≈ 20,000 deg² at a typical cadence of three days. ZTF is, in many ways, a path finder for the upcoming Legacy Survey of Space and Time (LSST) conducted by the Vera Rubin Observatory is expected to commence in early 2024 (Graham 2019). With LSST, billions of variable stars will be observed (Jacklin et al. 2017; Ivezić et al. 2019) at a cadence of several days across ugriz filters.

In this work, we focus on the periodic variables discovered with these wide-field surveys such as ZTF. In particular, Chen et al. (2020) utilize the ZTF Data Release 2 archive to search for and to classify new periodic variables down to a r-band magnitude of ∼ 20.6. They find a total of 781,602 periodic variables, of which 621,702 are newly discovered. These variables and their properties are published as the ZTF Catalog of Periodic Variable Stars (ZTF CPVS). They measure several observable features, including the variable star period, the phase difference between g- and r-bands, amplitude, absolute Wesenheit magnitude, and adjusted $R^2$ (which represents how well data are fitted by the Fourier reconstruction). They then classify the periodic variable stars with linear cuts in this measured feature space. They report a resulting misclassification rate of 2%, and a period accuracy of 99%, when compared against the ATLAS (Heinze et al. 2018), WISE (Chen et al. 2018), ASAS-AN (Jayasinghe et al. 2018), and the CATALINA (Drake et al. 2014; Drake et al. 2017) catalog. Here, we will use this catalog to search for the most unusual periodic variables discovered with ZTF.

1.1. Anomaly Detection through Machine Learning in Astronomy

Given the large number of events being detected from wide-field surveys, it is reasonable to expect anomalous periodic variables which defy expectations. These may potentially contain information about new physics. Indeed, the discoveries of anomalous periodic variables have been challenging our understanding to the chemical composition of stars (Bernhard et al. 2021; Niemczura et al. 2017), the stellar evolution models (Groenewegen & Jurkovic 2017), Galactic metallicity (Jurkovic 2018), the physics of accretion and mass transfer (Gauntsch & Saio 2017; Kimura et al. 2021), the physics of Active Galactic Nuclei (Sánchez-Sáez et al. 2021), and even the formation of low mass white dwarf (Masuda et al. 2019).

Anomaly detection has long played a key role in scientific discovery within astrophysics. Examples include the discovery of dark matter (Rubin & Ford 1970), Type Iax supernova (Li et al. 2001), anomalies in the CMB temperature anisotropies (Rodrigues 2008), galaxies lacking dark matter (van Dokkum et al. 2018) and quasi-stellar objects (Massey et al. 2019). In recent years, machine learning has arisen as an automatic and promising method to look for out-of-distribution (Chandola et al. 2009) anomalous astronomical objects. Fustes et al. (2013) used a Self-Organizing Map plus post-processed spectral information to better understand outliers found in the Gaia astronomical surveys. By using a Wasserstein generative adversarial network and t-Distributed Stochastic Neighbour Embedding as a dimensionality reduction algorithm, Margalef-Bentabol et al. (2020) identified anomalous galaxies. Storey-Fisher et al. (2021) used also a Wasserstein generative adversarial network, but with a convolutional autoencoder (C-VAE), as a dimensionality reduction algorithm to search for abnormal galaxy images in the Hyper Suprime-Cam survey.

In addition, the physical process of astronomical objects would often be reflected in their optical variation. Therefore, searching anomalous astronomical objects through their light curves could be an alternative and robust means of anomaly detection. By training a Random Forest on the raw light curves extracted from the SDSS surveys, Baron & Poznanski (2016) found several rare events that are of great interest to the astronomical community, including Hβ-strong galaxies, outflows and shocks, supernovae, galaxy-lenses, and double-peaked emission lines. Nun et al. (2016) performed dimensionality reduction on the raw light curves provided by the MACHO catalog, and they search for anomalies through
a weighted combination of the five following detection algorithms: the k-Nearest Neighbors, Random Forest, Joint Probability approaches, Local Correlation Integral, and Learned Probability Distribution. They identify anomalies that belong to rare classes: novae, He-burning, and Red Giant stars, while other outlier light curves identified have no available information associated with them. Zhang & Zou (2018) proposed to look for anomalous transient via a Long Short-term Memory neural network. Ichinohe & Yamada (2019) suggested searching for anomalous X-ray transients using a variational autoencoder. Malanchev et al. (2021) extracted features from light curves given by the ZTF Data Release 3 and searched for anomalies using the isolation forest, Local Outlier Factor, Gaussian Mixture Model, and One-class Support Vector Machines. From this search, they identified 23 non-cataloged astrophysical events of interest. Pruzhinskaya et al. (2019) pre-processed raw light curves from the Open Supernova Catalog (Guillochon et al. 2017), and they searched for anomalies directly using an isolation forest. In addition, they performed dimensionality reduction using the t-Distributed Stochastic Neighbour Embedding. They found 27 peculiar objects, including super-luminous supernovae, abnormal Type Ia supernovae, unusual Type II supernovae, Active Galactic Nucleus, and binary microlensing events. Finally, Villar et al. (2021) searched for anomalous extragalactic transients in the latent space created by a variational recurrent autoencoder. Malanchev et al. (2021) searched for anomalous X-ray transients using a variational autoencoder. Malanchev et al. (2021) suggested searching for anomalous X-ray transients using a variational autoencoder. Malanchev et al. (2021) extracted features from light curves given by the ZTF Data Release 3 and searched for anomalies using the isolation forest, Local Outlier Factor, Gaussian Mixture Model, and One-class Support Vector Machines. From this search, they identified 23 non-cataloged astrophysical events of interest. Pruzhinskaya et al. (2019) pre-processed raw light curves from the Open Supernova Catalog (Guillochon et al. 2017), and they searched for anomalies directly using an isolation forest. In addition, they performed dimensionality reduction using the t-Distributed Stochastic Neighbour Embedding. They found 27 peculiar objects, including super-luminous supernovae, abnormal Type Ia supernovae, unusual Type II supernovae, Active Galactic Nucleus, and binary microlensing events. Finally, Villar et al. (2021) searched for anomalous extragalactic transients in the latent space created by a variational recurrent autoencoder neural network, finding that such a method can detect rare superluminous and pair-instability supernovae.

Previous studies on periodic variables that utilize machine learning focus primarily on classifications (Jamal & Bloom 2020; Zhang & Bloom 2021; Naul et al. 2018), and deep generative modeling (Martínez-Palomera et al. 2020). Although Malanchev et al. (2021) searched for anomalous transient detected with ZTF, they did not specifically focus on periodic variables. Here, we aim to provide an anomaly detection algorithm to effectively search for anomalous periodic variables detected with ZTF. Our methods presented here are general enough to be applied to LSST-like datastreams in the future. The article is organized as follows: Section 2 introduces the procedure of our data pre-processing, machine learning pipelines, and the method of anomaly searches. We present and discuss our results in Section 3, and in Section 4 we conclude our study.

2. METHODOLOGY

2.1. Data Pre-processing

We extract 730,184 out of 781,602 available periodic variable star light curves in the ZTF CPVS (Chen et al. 2020) which contain at least one 2.5σ and 3σ detection in g- and r-band, respectively. We phase-fold their light curves in both bands using their common period provided by Table 2 in Chen et al. (2020) using the following

\[
\phi = \frac{t}{\tau} - \left\lfloor \frac{t}{\tau} \right\rfloor
\]

Here, \( \phi \) is the phase, \( t \) is the time of measurement in Modified Julian Date (MJD), and \( \tau \) is the common period in both filters. The big brackets in the second term of the equation represent the floor function.

We use the open-source software george (Foreman-Mackey et al. 2014) to interpolate the data points using multivariate Gaussian process regression (MGPR) (Pruzhinskaya et al. 2019; Qu et al. 2021) in a normalized wavelength space and temporal phase space. Our MGPR uses a mean function \( \mu \) and a covariance function \( K \) (also called the kernel). The most general kernel is the radial basis function

\[
K(\vec{r}, \vec{r}') = \exp\left(-\frac{|\phi - \phi'|^2}{l^2_\phi}\right) \exp\left(-\frac{|\lambda - \lambda'|^2}{l^2_\lambda}\right)
\]

Here, \( \vec{r} = (\phi, \lambda) \) is a high dimensional position vector and \( \lambda \) is the normalized wavelength. We normalize the wavelengths using

\[
\lambda \rightarrow \frac{\lambda - \lambda_l}{\lambda_h - \lambda_l}
\]

Here, \( \lambda_h \) and \( \lambda_l \) represent the upper and lower limit of wavelengths for the visual band. \( l_\phi \) and \( l_\lambda \) measure the correlation along the phase and wavelength direction, respectively. We also multiply the radial basis function by the constant kernel

\[
K(\vec{r}, \vec{r}') = C
\]

in which we assume a constant variance over all data points. Additionally, we add the white noise kernel

\[
K(\vec{r}, \vec{r}') = \begin{cases} 
\delta & \text{if } \vec{r} = \vec{r}', \\
0 & \text{otherwise}
\end{cases}
\]

Here, \( \delta \) measures the white noise level of the observed fluxes; in developing this methodology, we find that the addition of the white noise kernel greatly improves the MGPR results.

We minimize hyperparameters \( l_\phi, l_\lambda, C, \) and \( \delta \) with respect to the (negative) log-likelihood function (Rasmussen & Williams 2006). We adopt the optimizing algorithm based on the Limited-Memory Broyden–Fletcher–Goldfarb–Shanno method (Byrd et al.
Figure 1. Example plots of the MGPR interpolation for different types of periodic variable stars. The shaded region represents 2\( \sigma \) from the mean function. We provide the ID numbers and classes from the ZTF CPVS (Chen et al. 2020), as well as class labels (see Appendix B for more details) from Cheung et al. (2021, in prep).

1995) provided by the Scipy package to minimize the objective function. We show representative interpolated light curve in \( g \)- and \( r \)-band in Figure 1 for reference. The mean function is set to be \( \eta = 0 \). Our empirical findings suggest that either assuming a non-zero \( \eta \) or fitting \( \eta \) as a hyper-parameter will yield unrealistic re-
using a standard-scaler transformation for the ZTF CPVS. This number is close to the average number of detection data points along the phase direction for both bands. To generate light curves with a total of 160 evenly spaced as the output. Upon fitting the hyper-parameters, we interpolation results of the middle stack will be taken and stack each band of light curves by 3 times. The results, such as the divergence of the correlation length \( \ell_0 \). To enforce periodic boundary conditions, we repeat and stack each band of light curves by 3 times. The interpolation results of the middle stack will be taken as the output. Upon fitting the hyper-parameters, we generate light curves with a total of 160 evenly spaced data points along the phase direction for both bands. This number is close to the average number of detection for the ZTF CPVS.

Finally, we transform each band of the light curves using a standard-scaler transformation

\[
\begin{align*}
    m & \rightarrow \frac{m - \bar{m}}{\sigma} \\
    \delta m & \rightarrow \frac{\delta m}{\sigma}
\end{align*}
\]

(6)

Here, \( m \) represents the \( g/r \)-band (apparent) magnitudes, \( \delta m \) represents the magnitude uncertainties, \( \bar{m} \) represents the average magnitude, and \( \sigma \) is the standard deviation of the \( g/r \)-band magnitudes. This normalization is a common form of data pre-processing that speeds up training. We split the data into training to validation to test ratio of 7 : 2 : 1, and we have shown the distribution of these three sets of data in a histogram in Figure 2.

To conduct an anomaly search, a set of features must be extracted from each light curve. Here, we will use a neural network to learn a latent feature space. Since the light curves are the results of physical processes in the source, it is reasonable to expect that they could be characterized by a small number of hidden variables (latent features) that determine the physics sampled by observations (e.g., temperature, mass, or the age of the stars). To learn this low-dimensional latent space, we adopt the variational autoencoder (VAE, Kingma & Welling 2013). A VAE is a generative, probabilistic model in which the neural network learns a distribution rather than a discrete value of the latent features for each event. The distribution is assumed to be a multivariate Gaussian with a mean \( \mu \) and a diagonal covariance matrix \( \sigma^2 I_n \) (Kingma & Welling 2019). VAEs are shown to be promising in generalizing features and generating new data from learned factors (Boutin et al. 2020; Girin et al. 2020). In addition, VAEs are also capable of learning a smooth latent representation, in which physically similar events naturally cluster in the latent space (Chen et al. 2016; Oring et al. 2020), making the identification of anomalies easier than traditional autoencoders (which can have discontinuous latent spaces).

The VAE consists of an encoder and decoder. We use convolutional layers to construct the encoder/decoder because we wish to capture the temporal and wavelength correlations of the light curves. Following the approach of Villar et al. (2020) and Villar et al. (2021), we stack both bands of interpolated light curves horizontally to form an “image” of size 2 \( \times \) 160. Inspired by the work of Zhang & Bloom (2021), we choose to apply periodic padding to the “images” during the encoding process to enforce periodic boundary conditions. Finally, we choose a latent space of size 2 \( \times \) 10 after a rough parameter search where we vary the latent vector size from 2 \( \times \) 1 to 2 \( \times \) 10. We choose the LeNet structure for the other encoding/decoding layers (LeCun et al. 1989), and we summarize the hyper-parameters and network structures in Appendix A. We train the autoencoder by minimizing the mean-square error function which is given as

\[
\mathcal{L} = \sum_{\text{All Samples}} \frac{D}{N} \sum_{N}(Y_{\text{Input}} - Y_{\text{Output}})^2
\]

(7)

Here, \( D \) is the size of the “image”, and \( N \) is the total number of data points. In addition, we add the standard

---

1 Occasionally, \( \ell_0 \) may diverge or approach zero. In these cases, we fine-tune the initial guess for \( \ell_0 \) until we obtain a reasonable interpolation.
Figure 3. The anomaly detection pipeline, which we enumerate here. (1) We first phase-fold the raw detection data in g- and r- bands using the common period from ZTF PVSC. (2) The phased-folded data is then interpolated using the MGPR to generate light curves in both bands. (3) The interpolated light curves are then passed to the encoder to generate latent vectors \( \vec{\mu} \) and (diagonal) covariance matrix \( \sigma^2_{ii} \) in \( n \) elements using a variational, convolutional architecture. (4) Next, \( \log_{10} \tau \) and \( m_{gr} \) are appended to \( \vec{\mu} \) and all are passed to the isolation forest. (5) We rank the events according to the anomaly scores from the isolation forest, with the highest-scoring events being the most anomalous.

Kullback-Leibler (KL) divergence (Odaibo 2019)

\[
\mathcal{L}_{KL} = -\frac{1}{2} \sum_{\text{All Samples}} \left[ 1 + \log \left( \sum_i \sigma^2_{ii} \right) - \sum_i \sigma^2_{ii} - |\vec{\mu}|^2 \right] \tag{8}
\]

Here, \( \sigma^2_{ii} = [\sigma^2 I_n]_{ii} \). We minimize the loss function using the ADAM optimizer (Kingma & Ba 2014) implemented in the TensorFlow package (Abadi et al. 2015) with default learning parameters.

2.3. Anomaly Detection via Isolation Forest

Here we describe the process of searching for anomalies via an isolation forest. The isolation forest works by building an ensemble of binary isolation trees in the learned latent space. The anomalies are identified as those having short average path lengths to reach isolation (Liu et al. 2008). In addition to the latent vectors \( \vec{\mu} \), the log of common period \( \log_{10} \tau \), and the difference between the average g- and r-band magnitude \( (m_{gr} := \langle m_g \rangle - \langle m_r \rangle) \) are passed to the isolation forest (Liu et al. 2012). We choose to include these two additional features because the information about the intrinsic period and temperature are lost during the preprocessing and normalization procedure. We use the isolation forest implemented in the scikit-learn package with 100000 base estimators \(^2\). The full pipeline is shown in Figure 3.

2.4. Coordinate Transformation

As we shall see in Section 3, the presence of the annular structure in the latent space inspired us to look for the anomalies in a spherical coordinate transformation of our learned latent space. We transform the latent

\(^2\) We have done a convergence test and found that a value of 5000 is enough to ensure convergence in the anomaly ranking.
Table 1. Features from Chen et al. (2020) which have been used to calculate the correlation matrix in addition to our learned latent variables. See Figure 5 for the correlation matrix.

| Feature   | Description                                   |
|-----------|-----------------------------------------------|
| $\tau$   | Common $g$- and $r$-band Period                |
| $R_{21g}$ | Amplitude Ratio $a_2/a_1$                     |
| $\phi_{21}$ | Phase Difference $\phi_2 - 2\phi_1$       |
| $\langle m_g \rangle$ | Mean $g$-band Apparent Magnitude          |
| $\langle m_r \rangle$ | Mean $r$-band Apparent Magnitude          |
| $\tau_g$ | $g$-band Period                              |
| $\tau_r$ | $r$-band Period                              |
| $N_g$    | Number of Detection in $g$-band              |
| $N_r$    | Number of Detection in $r$-band              |
| $R_{21g}$ | $g$-band Amplitude Ratio                     |
| $R_{21r}$ | $r$-band Amplitude Ratio                     |
| $\phi_{21g}$ | $g$-band Phase Difference            |
| $\phi_{21r}$ | $r$-band Phase Difference            |

NOTE—In Chen et al. (2020), the light curves are fitted with a fourth-order Fourier function $f = a_0 + \sum_{n=1}^{4}a_n\cos(2\pi nt/\tau + \phi_n)$.

Table 2. Distribution matrix of class labels for the top 100 anomalies in the Cartesian and Spherical latent space.

| Type   | Cartesian | Spherical |
|--------|-----------|-----------|
| SR     | 72        | 85        |
| Mira   | 28        | 14        |
| RSCVN  | -         | 1         |

We report top anomalies found in both coordinate systems.

3. RESULTS AND DISCUSSION

3.1. Latent Variable Distributions

Representative 2-D projections of our learned 10-dimensional latent space are shown in Figure 4, color-coded based on their ZTF CPVS classifications. The latent variables exhibit annular structure (see, for example, Figures 4 (a), (b), (c), and (e)), including rings and circles of different sizes that are formed by the clustering of different categories of data. Figures 4 (d) and (f) show clustering of periodic variables of Type EW, EA, SR, RR and Mira. Our representative plots suggest that our autoencoder is capable of identifying separating periodic variables that belong to different classes; the use of our autoencoder as a classifier is explored in Cheung et al. (in prep).

We next explore if the latent space variables are correlated to hand-engineered, observable parameters of the systems. We extract a series of derived features from Chen et al. (2020); we have briefly described their physical meanings in Table 1. We compute the correlation matrix (using the Pearson correlation coefficient) between the latent variables and the above-mentioned physical features, and we show their results in Figure 5. We find that most of the latent features are uncorrelated with the derived features, hinting that the neural network is learning something beyond these observable features. One of the latent variables shows a mild correlation of $r_p \sim 0.25$ with $R_{21}$, which is the ratio of coefficient between high-order modes to the fundamental mode in a Fourier series expansion. One interpretation of this correlation is that the neural network is capturing periodic variables that oscillate with higher-order Fourier modes. We note that the latent space has dimensions equally ($r_p \approx 0.25$) correlated with $R_{21r}$ (the same ratio measured only with the $r$-band photometry), while it is in weaker ($r_p \approx 0.13$) correlation with $R_{21g}$. This makes sense, as in most cases, $\tau \approx \tau_r$ due to noiser $g$-band light curves.

3.2. Overall Anomaly Score Distributions

We rank all 730,184 periodic variables according to the normalized anomaly scores described in Section 2. In this section, we explore the overall results of our anomaly detection scores, as well as the top anomalies within the ZTF CPVS.

We show the resulting cumulative distribution function for the anomaly scores within each photometrically classified class in Figure 6 (a). The BY Dra, RSCVN, and RRe variables have similar distributions which are clustered towards less anomalous scores. Note that the BY Dra and RSCVN variables are some of the most common classes in our training set (see Figure 2). Also...
scattered at the lower end of anomaly scores are RR, EW, EA, DSCT, CEP, and CEPII variables. We note in particular that there is a small bump of EW variables at the low anomaly end of the plot, indicating that the majority of the least anomalous events should be the EW variables. Finally, the SR and Mira variables are clustered towards the high anomaly end of the plot, indicating that they should constitute the majority of the top anomalies.

We train the isolation forest again on the spherical transformation of the latent space, and we show the resulting cumulative distribution function of the anomaly scores in Figure 6 (b). The transformation to the spherical coordinates changes the distribution for the anomalous sources. In this case, BYDra, RSCVN, RR, DSCT, EA, RRc, CEP, and CEPII variables have similar anomaly score distributions. The EW variables are now obviously less anomalous than the remaining periodic variables and still constitute the majority of the least anomalous event. Although the categorical-wise ranking of the overall anomalies changes, the SR and Mira variables remain clustered towards the high anomaly end.

3.3. The Most and Least Anomalous Variables

We next turn our attention to the most and least anomalous variable stars as identified by our pipeline, focusing on the top/bottom 100 events in both the Cartesian and Spherical coordinate systems. They represent ~ 0.01% of the total population. The least anomalous events in the Cartesian space are mostly EW variables, consistent with the fact that they (1) generally have a regularly shaped light curve that can be represented in limited numbers of Fourier modes and (2) are the most common variable type in our sample. We show example light curves in Figure 7 (a). The EW variables typically have a highly regular primary and secondary eclipse, with typical eclipse depths \( \lesssim 1 \) mag.

On the other hand, the most anomalous events are mostly photometrically classified as Mira and SR variables. We show one example light curve in Figure 7 (b) for reference. These show highly irregular variability. Moreover, some of the anomalies exhibit larger fluctuations that span over several magnitudes. We note that these anomalies typically have red colors (\( m_{gr} > 2 \)), and we revisit this observation in Section 3.4. We list our anomaly scores (as well as relevant features from Chen et al. 2020) in Appendix E.
We remark that unphysical MGPR results (e.g., unphysically bright/dim interpolations) could not be completely eliminated, and they could be misjudged as outliers in the latent spaces. However, we have manually checked that the ratio of total unphysical MGPR results to the total of samples is less than 0.01%, and the ratio of contributions of the unphysical MGPR results to the top anomalies are 1/100 and 3/100 for the Cartesian and Spherical latent spaces respectively. In short, our anomaly detection pipeline is only mildly affected by the limited quality of the input data set.

3.4. Understanding the Physical Origins of the Anomalies

In this section, we further investigate the physical nature of our identified anomalies. We have extracted Gaia\(^3\) \(g\)-band absolute magnitudes \(M_G\), and the difference between the Gaia \(B\)-band and \(r\)-band magnitudes \(G_{BP} - G_{RP}\) of the top 100 anomalies in both the Cartesian and Spherical latent space. We plot their

---

3 The Gaia band filters are different from the ZTF band filters. To avoid ambiguity, we would use a small letter for ZTF while a capital letter for Gaia.
Figure 6. The cumulative distribution function (CDF) of the ranked anomaly scores for different categories of periodic variables in the (a) Cartesian, and (b) Spherical latent space. Note that $M_G$ and $\log_{10} \tau$ is added to the isolation forest after the transformation has done. In both cases, the periodic variable stars classified by Chen et al. (2020) as Mira and SR variables are relatively clustered towards the higher anomaly scores, indicating they are more anomalous than other types of periodic variables.

Figure 7. Examples of periodic variable stars in (left) the least anomalous, and (right) the most anomalous group of objects in the Cartesian latent space. In the left-hand plot, there is a clear primary period, corresponding to the primary/secondary eclipses. Furthermore, the dips are of similar magnitudes both bands (of order 0.2 mag) and are in-phase. In the right-hand plot, oscillations are seemingly more irregular with fluctuations spanning over several magnitudes. Note that the shaded region represents $2\sigma$ from the mean function.

distribution against 10,000,000 randomly sampled stars from Gaia (making up the main sequence) in Figure 9 (a). We show that the majority of the anomalies clustered around $-2 < M_G < 4$ and $4 < G_{BP} - G_{RP} < 8$, indicating that they are mostly bright stars with extremely cool surface temperatures. This is consistent with the fact that the majority of the anomalies are classified Mira and SR variables from the ZTF light curves. We also show in Figure 9 (b) that our anomalies are not a trivial cut in the Gaia catalog, spanning a wide range of colors. We show the distribution of the anomalies and the least anomalous Mira and SR
variables for both latent space in the Milky Way galactic coordinates in Figure 11. The top anomalies are more tightly clustered in the Milky Way galactic disk compared to their “normal” counterparts. Their distribution suggested that they are consistent with young and massive stars. Moreover, there is likely significant interstellar reddening that should be taken into account.

To analyze their more complete spectral energy distributions (SEDs), we correct for interstellar reddening by extracting the extinction coefficients computed by the 3-D Milky Way dust map Bayestar19 (Green et al. 2019). The extinction coefficients $A(\lambda)$ are wavelength dependent and can be computed by

$$A(\lambda) = E(B - V)R(\lambda)$$  (10)

Here, $E(B - V)$ is the difference in B-V color due to reddening, and $R(\lambda)$ is the extinction vector given in Table 1 of Green et al. (2019). They assumed $R_V = 3.3$. The extinction is specified by the object right ascension (RA), declination (Dec), and distance. We use the RA and Dec given by the ZTF CPVS, and we use the Gaia geometric distances. The dust map is probabilistic, and we adopt the mean value for the extinction. Note that Table 1 of Green et al. (2019) does not include extinction coefficients for band filters of W1, W2, W3, and W4 of the WISE surveys. We have made use of scaling relations given by Xue et al. (2016) to approximate the corresponding extinction corrections. The extinction coefficient $A_i$ for $i = W1, W2, W3,$ and $W4$ is given by $A_i = \alpha_iA_{K_s}$, and $\alpha = 0.591, 0.463, 0.537,$ and $0.364$ for $i = W1, W2, W3,$ and $W4$. We use the DUSTMAP (Green 2018) package for these extinction corrections.

We download the SEDs of the top 100 anomalies and the top 10 “normal” Mira/SR variables in both latent spaces from the Vizier catalog (Skiff 2014). We show these SEDs in Figure 10 (a) and (b). Note that normal Mira/SR variable SEDs typically peak around or just below 1 $\mu$m, while the anomalous SEDs peak just above 1 $\mu$m. This translates to an oversimplified black body temperature (using Wien’s law) of $\gtrsim 3000$ K for the normal type stars, while the anomalies have cooler temperatures of $\lesssim 2500$ K. Again, this is consistent with the Gaia colors shown in Figure 9 (a). There are two potential reasons why these stars are redder: these anomalous stars may be intrinsically cooler or they are significantly reddened by local dust. The oversimplified temperature estimates, assuming no dust, are unrealistically cold, so we assume that these stars likely are enshrouded by unaccounted for dust.

To model the local dust and underlying SED, we use the open-source code DESK (Goldman 2020). This software package wraps a simple minimizing mean-squared error fitter around the radiative transfer DUSTY code (Nenkova et al. 2000; Groenewegen 2012). We choose an oxygen (Sargent et al. 2011) or carbon (Srinivasan et al. 2011) rich stellar envelope model with a mixture of amorphous carbon and silicate dust grains, whose spectra are calculated based on the two-dimensional radiative transfer code 2DUST (Ueta & Meixner 2003). Opti-

**Figure 8.** Same as Figure 7, but for the Spherical latent space. On the left-hand side, the shape of the $g$-band and $r$-band light curves are positively correlated (the maxima and minima matched with each other). However, on the right-hand side, there is seemingly a $\sim \frac{\pi}{2}$ phase lag. We additionally note, however, the poor data quality of the $g$-band magnitude.
Figure 9. Distribution of the top 100 anomalous events, and the top 10 normal Mira (in red) and SR (in blue) variables on the Gaia Hertzsprung-Russell Diagram. The black dots are Gaia data taken from Lindegren et al. (2018). The vertical axis is the absolute magnitude in the Gaia $g$-band filter, while the horizontal axis represents the difference between the Gaia Optical $B$-band and $r$-Band (apparent) magnitudes. In computing the absolute $g$-band magnitudes, we choose the geometric distance computed by Bailer-Jones et al. (2021), and we choose the $g$-band apparent magnitudes given by Gaia Collaboration et al. (2021). The data are available in the Vizier Catalog (Skiff 2014). The searches are facilitated through the Python package Astroquery (Ginsburg et al. 2019). In (a), the clustered black dots represent the main-sequence stars, while the dashed straight line represents a linear cut given by Mowlavi et al. (2018) that separate young stellar objects (YSOs) and long-period variables. Our anomalies are seemingly evolved, bright, cool, and red stars, with some exceptions being YSOs. In (b), the clustered data are cold stars with $G_{BP} - G_{RP} > 2$. Our anomalies could not be obtained by a simple trivial cut in the Gaia Hertzsprung-Russell Diagram. Note that the Gaia $g$-band absolute magnitudes shown in (a) and (b) have not been corrected for interstellar extinction.

cal constants are given by Zubko et al. (1996) and Ossenkopf et al. (1992). They are shown to be robust in modeling the spectra for dusty Asymptotic Giant Branch (AGB) and Red Giants Branch (RGB) stars. We assume spherical geometry and a black body SED. Furthermore, we assume that the gas and dust have no relative velocity (Goldman et al., private communication). There are a number of free parameters to be fit (see, for example, Table 1 of Sargent et al. 2011; Srinivasan et al. 2011). Here we focus on the surface temperature $T$, luminosity $L$, optical depth $\tau_{10\mu m}$ (at 10 $\mu m$), and the inner radius of the dust shell $R_{in}$. The dust mass-loss rate $\dot{M}_D$ can be inferred from these quantities by (Srinivasan et al. 2010)

$$\dot{M}_D = 4\pi \frac{\tau_{10\mu m}}{\kappa_{10\mu m}} R_{in} v_{exp}$$

(11)

Here, $\kappa_{10\mu m}$ is the opacity at 10 $\mu m$, and $v_{exp} = 10$ km/s is the expansion velocity. Note that spherical symmetry is implied. The total mass-loss rate $\dot{M}$ can be obtained by assuming certain gas to dust ratio, which we take to be 200 (Whitelock et al. 1994; Sargent et al. 2011; Srinivasan et al. 2011); however, we remark that the exact value of the gas to dust ratio is poorly known (Lagadec et al. 2008). We fit the top 100 anomalies in both the Cartesian and Spherical latent space. We illustrate the performance of the fitting by plotting the SEDs together with the best fit DESK models for five examples of anomalies in both latent spaces respectively$^4$, although some

$^4$The 2DUST carbon-rich stellar envelope model provides only $\tau_{1.3\mu m}$. However, $\tau_{10\mu m}$ should be fairly similar to $\tau_{1.3\mu m}$, and therefore should have no significant impact in terms of order of magnitude estimations.
Figure 10. SEDs for the selected events in (a) Cartesian, and (b) Spherical latent space. In each plot, we select the top 10 anomalies for illustration. Since the majority of the anomalies are Mira and SR variables, we include the top 10 normal Mira and SR variables in both latent spaces for comparison. For each plot, the top panel is for the anomalies, the middle panel is for the normal Mira variables, and the bottom panel is for the normal SR variables. Lines between data points are linearly interpolated. In these plots, we show spectral data of 12 band filters: the W1, W2, W3, and W4 bands provided by the WISE (Cutri et al. 2021) survey; The 2MASS (Skrutskie et al. 2006) J, H, and K_s bands from the URAT (Zacharias et al. 2015) survey, and the g, r, i, z, y bands from the Pan-STARRS1 (Chambers et al. 2016) survey. Effective wavelengths of these band filters are extracted from Wang & Chen (2019). Note that we have corrected the spectral flux for interstellar extinction. We find the anomalies cooler than the most ‘normal’ Mira and SR variables.

Figure 11. Distribution of anomalous variables and “normal” SR/Mira variables in Milky Way galactic coordinates. Markers are the same as in Figure 9 (a). Almost all the anomalies in both latent spaces cluster in the Milky Way galactic disk, indicating they might be consistent with young and massive stars. The plotting of the background milky way sky-map is facilitated through the python package mw-plot. Image credit: ESA/Gaia/DPAC.

extend to large optical depths ($\tau_{10\mu m} > 1$). Their mass-loss rates span a large range of values from $10^{-10}$ to $10^{-5}$ $M_\odot$ year$^{-1}$. The range of values is also qualita-
Figure 13. Luminosity against temperature relations for the top 100 anomalies in both Cartesian and Spherical latent spaces. The top 10 anomalies in both latent spaces are marked as stars. We appended also theoretical stellar evolution paths for different amounts of zero-age main-sequence masses. For each stellar evolution path, the dotted lines are tracks that correspond to the RGB phase, and the dash-dotted lines are tracks that correspond to the AGB phase.

Figure 14. Representative plots of SEDs for periodic variables that are inconsistent with models of evolved stars. Lines are linear interpolation for better visualization. Their likely nature is represented by different colors: red for class II YSO, orange for YSOs in between class II/class III, and blue for stars that appear elongated in images (i.e., may contain contamination). See Section 3.4.2 for more details.

indicate that these anomalous periodic variables are typically dusty.

To better understand the nature of these anomalies, we plot their luminosities $L$ versus surface effective temperatures $T_{\text{eff}}$ obtained from the SED fitting in Figure 13. Our anomalies span a range of temperature of $3.4 < \log_{10} T_{\text{eff}}(K) < 3.65$. Most have a luminosity of $3 < \log_{10} L(L_{\odot}) < 4$, with some more luminous individuals having $\log_{10} L(L_{\odot}) > 4$. These results indicate that they are cool and luminous, which is consistent with evolved stars. In the same Figure, we tabulated the MIST model of theoretical stellar evolution paths computed by Dotter (2016) and Choi et al. (2016) using the MESA code (Paxton et al. 2011, 2013, 2015). For the MESA models, we have assumed a metallicity of $Z = 0.045$, and a rigid rotational velocity of 0.4 of the Kepler velocity; these parameters have been slightly tuned to match the sample. The position of our anomalous stars on the HR diagram spans the range for single stars from roughly 1 $M_{\odot}$ to 20 $M_{\odot}$, although many of the anomalous stars seems consistent with having a lower mass ($\lesssim 5 M_{\odot}$). They are largely consistent with RGB (data points lying on top of dotted lines) and AGB (data points lying on top of dash-dotted lines) stars.

Assuming that these anomalies are indeed RGB/AGB stars, we consider possible explanations for why these events were selected as anomalous by our algorithm. Some anomalous stars that are consistent with RGB models (as shown in Figure 13) could be very evolved, past the RGB tip. The increase of the luminosity is consistent with the evolution of very evolved RGB stars that have considerable mass-loss and produce significant dust (Cole & Deupree 1981; Cassisi et al. 2003). Some RGB stars are also observed to pulsate irregularly (Percy 2020). These are consistent with our findings in their highly irregular light curves and large mass-loss rates.

For anomalies consistent with the AGB, the variability may be explained by thermal pulsations, where significant mass-losses are expected (Iben 1999; Templeton et al. 2005; Rosenfield et al. 2014, 2016). Thermal pulsating AGB stars have been observed with changing periods, which could lead to a semi-regular light curve (Utenthaler et al. 2016; Neilson et al. 2016). We remark that spectroscopic follow-up, specifically to measure carbon and s-process elemental abundances (Stancliffe et al. 2004), would be beneficial to confirm whether these anomalies are actually in the thermal pulsating AGB phase. However, we also note that their mass-loss rates are lower than the typical value for the AGB superwind phase ($\sim 10^{-4} M_{\odot}$ year$^{-1}$, see, for instance, Lagadec & Zijlstra (2008)). Last but not least, the stellar object itself could be pulsating with secondary or higher-order period (Wood et al. 2004; Munari et al. 2008; Nicholls et al. 2009; Saio et al. 2015; Molnár et al. 2019) that makes their light curves highly irregular. Nonetheless, we do not rule out the
possibilities that some of these anomalies are low mass post-AGB stars, given that they could be located on top of the post-AGB track. Indeed, irregular post-AGB pulsators have been observed (Kiss et al. 2007). However, such a scenario would be highly unlikely. Their Galactic scale height as shown in Figure 11 post loose constraints on their ages ($\lesssim 10$ Gyr), which is approximately the time for low-mass stars to take to evolve into the post-AGB phase.

Why are these highly variable events seemingly all dusty? Mass-loss events which can drive dust production include thermal pulsations (Cosner et al. 1984; Maercker et al. 2012), and dust-driven stellar winds (Winters et al. 2003; Wachter et al. 2008). The variable and highly irregular light curves could be related to the distribution and dynamics of the dust (e.g., asymmetric and in-homogeneous local dust distribution, as well as the motion of dust and their interaction with the electromagnetic signals). In addition, since the Galactic positions of most of the anomalous stars are consistent with them being young and massive, another possibility to consider is dust production in the outflows of mass transferring systems which show copious amounts of dust production (e.g., Smith et al. 2011; Mauerhan & Di Stefano 2017), and by observations of massive mass transferring systems which show copious amounts of dust production (e.g., Smith et al. 2011; Mauerhan et al. 2015). However, our study has only taken a limited amount of spectral information, and therefore we suggest detailed spectroscopic follow-up studies to confirm or rule out some of our enumerated possibilities.

Finally, we remark that the masses of these anomalies are poorly constrained. Although their Galactic scale heights indicate that they are compatible with young and massive ($\gtrsim 5 M_\odot$) evolved stars, having low-mass evolved stars in the Galactic plane is also compatible with state-of-the-art Milky Way stellar initial mass functions\(^5\) (Hallakoun & Maoz 2021; Damian et al. 2021). Indeed, low-mass evolved stars have been observed around the Milky Way disk (Miglio et al. 2009; de Silva et al. 2009; Spina et al. 2016; Ness et al. 2019). Spectroscopic studies are essential in understanding the metallicities and thus the age of these anomalous stars. In addition, it is possible that the seemingly low mass objects are extincted by additional dust. Although we have accounted for the interstellar extinction, there is always a possibility that dust substructures in the Milky Way are unaccounted for. Furthermore, systematic errors in stellar evolution models that we have assumed might contribute significantly to their estimated temperature and luminosity. Detailed stellar modeling is needed to better constrain their masses.

3.4.1. Anomalies Consistent With Super-AGB Stars

In this section, we highlight two particularly interesting examples of anomalous periodic variable stars with exceptionally large luminosities and unusual light-curve morphologies. First, ZTFJ200229.70+295140.8 is classified as a SR variable in the ZTF CPVS. Our SED fitting result yields $T_{\text{eff}} = 3200$ K and $\log_{10} L(L_\odot) = 4.31$. It shows double-peaked features in the unfolded light curve taken from the ASAS-SN catalog (Shappee et al. 2014; Kochanek et al. 2017; Jayasinghe et al. 2018). We note that this object is classified as a Carbon star in the SIMBAD (Wenger, M. et al. 2000) catalog, indicating a carbon-rich atmosphere. Second, ZTFJ191700.77+100441.0 is classified as a Mira variable, with $T_{\text{eff}} = 4100$ K and $\log_{10} L(L_\odot) = 4.5$. Its unfolded light curve as captured by ZTF also shows weak double-peak features. These two stars share characteristics that are consistent with super-AGB stars discovered by O’Grady et al. (2021), which are stars that could explode as electron-capture supernovae (Farmer et al. 2015; Leung & Nomoto 2019; Zha et al. 2019; Leung et al. 2020).

3.4.2. Anomalies Inconsistent With Evolved Stars

In this section, we highlight some of the anomalies that are not consistent with an evolved star model, due to either lower luminosities or bluer colors.

Periodic variables ZTFJ231957.42+584446.2, ZTFJ174129.18+393218.8, and ZTFJ182424.12-015058.3 have absolute $g$-band magnitudes of 5.2, 9.9, and 4.1 respectively. They are classified as SR variables in the ZTF CPVS; however, they are dimmer than typical SR variables. Their SEDs could not be well-fitted by the DESK code. Their positions on the Gaia HR-Diagram (c.f. Figure 9 (a)) indicate that they may instead be YSOs, objects which are evolving from a proto-star to the zero-age main sequence. Some YSOs oscillate periodically (Bhardwaj et al. 2019), while the others undergo highly irregular accretion-disk-driven variations (Scaringi et al. 2015; Herbst 2018; Venuti et al. 2021). YSOs are characterized by the width and

\(^5\) Since the Milky Way disk is a star factory, while stellar initial mass function favors the production of low-mass stars.
slopes $\alpha_{IR}$ of their SEDs at $\lambda = 2.2 \, \mu m$

$$\alpha_{IR} = \frac{\partial \log (\lambda F_\lambda)}{\partial \log (\lambda)} \bigg|_{\lambda=2.2\mu m}$$

(12)

To approximate the slope at $\lambda = 2.2 \, \mu m$, we linearly interpolate the spectral flux between the $K_s$ and $W1$ bands.

The SED of ZTFJ231957.42+584446.2 (shown as red circles in Figure 14) is broad, with a slope of $\alpha_{IR} \sim -0.37$ at $\lambda = 2.2 \, \mu m$. It is consistent with a YSO that is surrounded by hot circumstellar materials, in which the SED of the latter is superposed on that of the stellar black body (Andrè 2011; Castro 2013), known as a Class II YSO (Andrè 2011).

The SEDs of ZTFJ174129.18+393218.8 (shown as orange stars in Figure 14) and ZTFJ182424.12-015058.3 (shown as orange triangles in Figure 14), do not show significant infrared excess. Their SEDs are also narrower when compared to that of ZTFJ231957.42+584446.2, and have measured slopes of $\alpha_{IR} \sim -2.48$ and $-2.25$ at $\lambda = 2.2 \, \mu m$, respectively. One possible explanation for the irregularity and lack of IR excess could be that these are YSOs evolving in between class II and class III (Andrè 2011), in which the latter is characterized by having a narrow SED and a slope of $\alpha_{IR} < -1.5$ at $\lambda = 2.2 \, \mu m$ that is believed to be caused by optically thin debris. We remark that in addition to spectroscopic follow-up, X-ray observations could also constrain the YSO origin of these objects (Giardino et al. 2007), as Class II/III YSOs should have strong X-ray emission.

Periodic variables ZTFJ195021.95+294256.0 and ZTFJ190426.77+025538.2 were classified as SR and RSCVN variables, respectively. Their SEDs (shown as blue squares and diamonds in Figure 14) show infrared excesses superposed on a black body SED. However, we note that they are both highly elongated when viewed in archival Pan-STARRS DR1 (Chambers & et al. 2017) images (image extraction facilitated by the Aladin Sky Atlas, Bonnarel et al. 2000; Boch & Fernique 2014), hinting that they could be blended by another stellar object, i.e. either it is a binary system or there is another star in the line of sight. Higher-resolution, follow-up observations could better resolve these potential binaries.

4. CONCLUSION

In this study, we presented an unsupervised learning approach of searching for anomalous periodic variables. Light curves of periodic variable stars as given by the ZTF Catalog of Periodic Variable Stars were encoded using a convolutional variational autoencoder to create a low dimensional latent representation. We searched for anomalous periodic variables in this learned latent space via an isolation forest. Our pipeline generates a list of these anomalous periodic variables, which can be sorted by class label.

We identify anomalies that are mostly semi-regular and Mira variables having high-variability, irregular light curves. Through modeling the spectral energy distributions, we hypothesize that most of the anomalous events are evolved stars (Red Giant Branch or Asymptotic Giant Branch stars) surrounded by dusty envelopes and concentrated in the Milky Way galactic disk. A fraction of our anomalous events seems consistent with young stellar objects. We discussed their peculiarities and enumerate several possible explanations to account for their anomalous light curves. Detailed spectroscopic follow-up observations and light curve modeling are essential in order to fully understand the anomalies detected in our data-driven pipeline and how these anomalies fit into our current understanding of late-stage stellar processes.

Astrophysical science has entered the big-data era. The number of periodic variables will only continue to grow exponentially as new surveys, such as LSST, come online. We show that our pipeline is a robust and automatic way to search for anomalous periodic variables within a sea of light curves. We anticipate such a method can be applied to upcoming surveys with increasingly large data sets.
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APPENDIX

A. NETWORK STRUCTURE

Table 3. Hyper-parameters for the autoencoder

| Hyper-parameters         | Size  |
|--------------------------|-------|
| Epoch                    | 895   |
| Batch Size               | 1024  |
| Convolution Layers $N_L$ | 3     |
| Neurons In The First Layer $N_1$ | 32 |
| Neurons In The Second Layer $N_2$ | 64 |
| Neurons In The Third Layer $N_3$ | 128 |
| Neurons In After The Flatten Layer $N_D$ | 256 |
| Latent Dimension         | 10    |
| Kernel Size              | (3, 4)|
| Strides                  | (1, 2)|
| Dropout Fraction         | 0.1   |

Note—Rough-gridded, parameter searches were conducted over several of the hyperparameters. Final hyperparameters are listed here.

We choose the convolutional neural network as the backbone for the encoder and the decoder, as described in Section 2. The encoder consists of $N_L = 3$ convolutional layers, 1 dense layer, and a $2 \times 10$ latent dimension. The structure for the encoder is described below:

1. **Input layer** of size $2 \times 160$

2. **Convolutional layer** of filter size $N_1$ with the ReLu activation and Dropout.

3. **Convolutional layer** of filter size $N_2$ with the ReLu activation and Dropout.

4. **Convolutional layer** of filter size $N_3$ with the ReLu activation and Dropout.

5. **Dense layer** with $N_D$ neurons, Linear Activation

6. **Latent space** of size $2 \times 10$

For simplicity, we describe the network architecture for the encoder only. The decoder is the symmetric counterpart of the encoder, without periodic padding and dropout. We summarize the hyperparameters in Table 3. To optimize the chosen hyperparameters, we perform rough grid searches on $N_1$, $N_2$, $N_3$, $N_D$, the size of the latent space, and dropout fractions. We applied early-stopping with a patience of 500 epochs. We train our final model for 895 epochs, which took roughly 6 hours on the NVIDIA RTX2080-Ti GPU.

B. ADDITIONAL LABELS

In addition to the class labels provided by Chen et al. (2020), we have acquired class labels for periodic variable stars generated by Cheung et al. (2021, in prep) using a hierarchical isolation forest, where the labels were cross-matched with the SIMBAD database (Wenger, M. et al. 2000). They include YSO like (YSOL), Eclipsing Binary (EB), RR Lyrae variables (RR), Other Variables (V_{oth}), Mira variables (Mira), AGN like (AGNL), other Pulsating Variables (Pul_{oth}), Horizontal Branch stars (HB), Long-Period Variable stars (LPV), S-Type stars (S-Type), Carbon
Figure 15. Same as Figure 4, but using class labels obtained from Cheung et al. (2021, in prep), and the anomalies are marked as dark crosses. These example latent plots show clustering of different classes of periodic variables, and they are seemingly separating from each other.

stars (C-Type), Red Giant Branch stars (RGB), and Cepheid variables (CEP). The classification is done by training the random forest with the latent vector $\vec{\mu}$ plus extra hand-engineered features, including the joint period, and the amplitude and mean magnitudes of both the $g$- and $r$- band light curves. We have shown the latent distribution with these new class labels in Figure 15. As with the original ZTF CPVS labels, the latent space shows separation between the various physical classes.

C. ERROR EVALUATION

We estimate the error of our neural network reconstruction using the following residual function

$$\text{Res} = \frac{1}{N} \sum_1^N \frac{(Y_{\text{NN}} - Y_{\text{MGPR}})^2}{\sigma_{\text{GPR}}^2}.$$  
(C1)

Here, $N$ is the number of data points per light curves for each band. To compute $Y_{\text{NN}}$, we randomly sampled 10 light curves (as a multivariate Gaussian) from the latent space and compute the average of normalized magnitude for each band of the light curve. The results for the $g$- and $r$- band for the training, testing, and validation sets are shown as histograms in Figure 16. We observe that most of the events have residual values of less than 1, which indicates that our neural network is encoding and decoding the light curves with reasonable accuracy. We have also shown two examples in the test sets of the MGPR versus neural network reconstructions in Figure 17.

D. BRIEF DESCRIPTION OF THE PERIODIC VARIABLE STARS

**BY Draconis (BY Dra)** are periodic variable stars of the K and M spectral type, mainly found in the solar neighborhood. They are characterized by quasiperiodic photometric oscillations lasting less than a day to months and low amplitude variations ranging from a few hundredths to 0.5 mag (Busko & Torres 1978; López-Morales et al. 2006).

**Eclipsing W UMa (EW)** variables are strongly interacting, eclipsing binaries systems in which both stars usually fill their critical Roche lobes and share a common envelope. They typically have orbital periods between about 5 and
Figure 16. Histogram of the residual function for (a) $g$-band, and (b) $r$-band respectively. The majority of the samples from the training, validation, and test sets are having residual < 1, indicating that our neural network is reconstructing the light curves with reasonable accuracy.

Figure 17. Example plots of the MGPR versus the neural network reconstruction results for the (a) Mira, and (b) RR variables extracted from the test sets. The light curves sampled from the latent spaces are shown in dotted lines. Note that the magnitudes are standard-scalar normalized. These example plots show that our neural network is capable of reproducing the light curves, although our convolutional variational autoencoder seems to underestimate the GP-estimated error.

20 hours. Their light curves do not show sharp ‘dips’ as typical eclipsing binaries do, and therefore it is impossible to identify the exact times of onset and end of eclipses. (Selam, S. O. 2004; Qian et al. 2017).

Eclipsing Algol (EA) variables consist of a pair of stars that are comparable in size but with different masses. The more massive, hotter star is typically a main sequence mid-B to mid-F star, which has not filled its Roche lobe. The less massive, cooler, fainter, and larger star is believed to evolve beyond the main sequence (Budding et al. 2004; Chen et al. 2006).
Semi-Regular (SR) variables are pulsating K or M type giants or supergiants located on the AGB of the Hertzsprung-Russell diagram. They show quasi-periodic or even multi-periodic oscillation with periods between 30 and several thousand days. They are also characterized by their small variation in magnitude of < 0.2 mag (Kiss et al. 1999; Kiss, L. L. et al. 2000; Alard et al. 2001; Fuentes-Morales & Vogt 2014).

RS Canum Venaticorum (RSCVN) variables are binaries with chromospherically active late-type stars. They show out-of-eclipse variability likely caused by starspots that rotate into and out of the field of view. Depending on the location of the star spot, the period of variability may or may not match the period of rotation (Ramsey 1990; Percy et al. 2001; Cao & Gu 2017).

RR Lyrae (RR) variable stars common in globular clusters. They follow standardizable period-luminosity relations in the near-infrared. Moreover, they have been used to measure the age of globular clusters, as well as the chemical and dynamical properties of nearby galaxies (Cacciari & Clementini 2003; Smith 2004; Braga, V. F. et al. 2019; Bhardwaj et al. 2021; Hajdu et al. 2021).

RR Lyrae Type C (RRc) variable stars are a sub-class of the RR variable stars. Unlike the majority of RRa/RRb variable stars which radially oscillate in their fundamental mode, RRc stars are pulsating in their first overtone. RRc stars also tend to lie on the hot side of the instability strip in the Hertzsprung-Russell diagram (Smith 2012; Percy & Tan 2013).

Delta Scuti (DSCT) variables are stars located on the lower edge of the instability strip or are evolving from the main-sequence to the giant branch. They are of spectral type A or F with a period of less than 0.3 days. They mostly oscillate with nonradial p-modes. They follow period-luminosity relation, which also makes them a useful standardizable candle to the Milky Way galactic Bulge and the Magellanic Clouds (Breger 1979; Petersen & Christensen-Dalsgaard 1999; Breger 2000).

Mira variables are late-type, long-period variable stars located on the coolest and most luminous part of the AGB in the Hertzsprung-Russell diagram. They exhibit large luminosity amplitudes with periods of more than 80 days. They are also shown to follow a period-luminosity relation in the infrared region, which have been used as distance indicators (Feast et al. 2002; Templeton et al. 2005; Yao et al. 2017).

Cepheid (CEP) variables are young supergiants. They are bright and follow a period-luminosity relation, so they are widely used as distance indicators. They have also been used to determine the Hubble constant, as well as to confirm the accelerated expansion of the universe (Madore et al. 1998; Benedict et al. 2007; Di Benedetto 2013; Skowron et al. 2019).

Type II Cepheid (CEPII) variables are located in the Cepheid instability strip. They are low-mass, old, He-burning stars that are either in the post-horizontal branch, AGB, or post-AGB phase. They are fainter than classical Cepheids. They also follow period-luminosity relations in the optical and near-infrared bands and have been utilized as distance indicators (Braga et al. 2018; Kovtyukh et al. 2018; Dékány et al. 2019; Braga et al. 2020).
### E. TRUNCATED TABLE FOR ALL PERIODIC VARIABLES

Table 4. Truncated table for all periodic variables space ranked by their anomaly scores computed in the Cartesian latent space. Here, we list only the top 15 anomalous periodic variables together with their attribute. A full machine-readable table is available in the electronic version of the manuscript.

| ZTF Identifier       | Catalog Internal Identifier | Class Label | RA (Deg) | Dec (Deg) | Anomaly Score |
|----------------------|------------------------------|-------------|----------|-----------|---------------|
| ZTFJ192024.63+051215.3 | 414363                      | Mira        | 290.10266 | 5.20426   | 1.00000       |
| ZTFJ200605.04+290821.0 | 575168                      | SR          | 301.74186 | 29.15317  | 0.95635       |
| ZTFJ190726.45+110744.0 | 366883                      | SR          | 286.86024 | 11.1289   | 0.95476       |
| ZTFJ185635.63+094400.8 | 331786                      | Mira        | 284.14848 | 9.73538   | 0.93694       |
| ZTFJ193506.54+171844.1 | 466871                      | SR          | 293.77729 | 17.31226  | 0.93541       |
| ZTFJ192659.95+191124.4 | 438180                      | SR          | 291.74983 | 19.19012  | 0.93135       |
| ZTFJ194827.66+264926.9 | 518456                      | SR          | 297.11528 | 26.8415   | 0.92922       |
| ZTFJ231957.42+584446.2 | 764950                      | SR          | 349.98927 | 58.74618  | 0.92789       |
| ZTFJ181542.63-094000.5 | 255911                      | SR          | 273.92763 | -9.66683  | 1.00000       |
| ZTFJ200425.27+313412.9 | 568824                      | SR          | 301.1053  | 31.57027  | 0.98176       |
| ZTFJ191410.29+125023.8 | 392650                      | SR          | 288.54289 | 12.83997  | 0.98037       |
| ZTFJ204714.25+452208.0 | 637533                      | SR          | 311.80938 | 45.38691  | 0.97722       |
| ZTFJ195243.06+245556.1 | 533756                      | SR          | 298.17943 | 24.93227  | 0.97436       |
| ZTFJ193737.09+244839.4 | 476451                      | SR          | 294.40457 | 24.81095  | 0.96000       |
| ZTFJ211003.37+543858.3 | 664688                      | SR          | 317.65156 | 54.64955  | 0.95911       |
| ZTFJ183750.68-042050.4 | 268982                      | SR          | 279.46118 | -4.34736  | 0.95854       |
| ZTFJ185007.52+452208.0 | 314960                      | SR          | 282.53137 | 4.9728    | 0.95718       |
| ZTFJ201229.74+374537.7 | 587495                      | SR          | 303.12392 | 37.76049  | 0.95595       |
| ZTFJ194238.06+244155.5 | 497353                      | SR          | 295.6586 | 24.69875  | 0.95250       |
| ZTFJ190143.24+052613.6 | 346249                      | SR          | 285.4302  | 5.43712   | 0.95114       |
| ZTFJ185477.33+053954.5 | 326476                      | SR          | 283.69722 | 5.66541   | 0.94981       |
| ZTFJ184808.18-041601.8 | 310240                      | SR          | 282.03409 | -4.26717  | 0.94732       |
| ZTFJ190559.43+122112.9 | 361526                      | Mira        | 286.49764 | 12.3536   | 0.93624       |

Table 5. Same as Table 4, but for the anomaly scores computed in the Spherical latent space.

| ZTF Identifier       | Catalog Internal Identifier | Class Label | RA (Deg) | Dec (Deg) | Anomaly Score |
|----------------------|------------------------------|-------------|----------|-----------|---------------|
| ZTFJ181542.63-094000.5 | 255911                      | SR          | 273.92763 | -9.66683  | 1.00000       |
| ZTFJ200425.27+313412.9 | 568824                      | SR          | 301.1053  | 31.57027  | 0.98176       |
| ZTFJ191410.29+125023.8 | 392650                      | SR          | 288.54289 | 12.83997  | 0.98037       |
| ZTFJ204714.25+452208.0 | 637533                      | SR          | 311.80938 | 45.38691  | 0.97722       |
| ZTFJ195243.06+245556.1 | 533756                      | SR          | 298.17943 | 24.93227  | 0.97436       |
| ZTFJ193737.09+244839.4 | 476451                      | SR          | 294.40457 | 24.81095  | 0.96000       |
| ZTFJ211003.37+543858.3 | 664688                      | SR          | 317.65156 | 54.64955  | 0.95911       |
| ZTFJ183750.68-042050.4 | 268982                      | SR          | 279.46118 | -4.34736  | 0.95854       |
| ZTFJ185007.52+452208.0 | 314960                      | SR          | 282.53137 | 4.9728    | 0.95718       |
| ZTFJ201229.74+374537.7 | 587495                      | SR          | 303.12392 | 37.76049  | 0.95595       |
| ZTFJ194238.06+244155.5 | 497353                      | SR          | 295.6586 | 24.69875  | 0.95250       |
| ZTFJ190143.24+052613.6 | 346249                      | SR          | 285.4302  | 5.43712   | 0.95114       |
| ZTFJ185477.33+053954.5 | 326476                      | SR          | 283.69722 | 5.66541   | 0.94981       |
| ZTFJ184808.18-041601.8 | 310240                      | SR          | 282.03409 | -4.26717  | 0.94732       |
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