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Abstract. The definition of Milnor-Witt cycle modules in [5] can easily be adapted over general regular base schemes. However, there are simple examples (see (2.9)) to show that Gersten complex fails to be exact for cycle modules in general if the base is not a field. The goal of this article is to show that, for a restricted class of Milnor-Witt cycle modules over an excellent DVR satisfying an extra axiom, called here as R5, the expected properties of exactness of Gersten complex and Δ^1-invariance hold. Moreover R5 is vacuously satisfied when the base is a field and it is also satisfied by K_{MW} over any base. As a corollary, we obtain the strict Δ^1-invariance and the exactness of Gersten complex for K_{MW} over an excellent DVR.

1. Introduction

Rost’s theory of cycle modules was generalized to Milnor-Witt cycle modules (or MW-cycle modules) by N. Feld in [5]. With minor modifications and verifications, this definition makes sense as it is, over a regular excellent base scheme.

Over a field, an MW-cycle module M satisfies two additional properties (see [5, 8.1, 9.1]) implied by the axioms, viz. local acyclicity and homotopy invariance. The definition of a cycle module makes it possible to write a Gersten complex for it over any scheme equipped with a graded line bundle. Local acyclicity is a consequence of exactness of this Gersten complex in positive degrees. For a MW-cycle module over a positive dimensional base scheme, the Gersten complex may not be exact (see Example 2.9) in positive degrees. We introduce an additional axiom, called R5, to remedy this situation. The axiom R5 says (see Definition 2.13) that for a field F and finitely many horizontal valuations (see Definition 2.1) v_1,..,v_n, the sum of residue morphisms

$$M(F,* \xrightarrow{\sum_{i=1}^{n} \partial_{v_i}} \bigoplus_{i=1}^{n} M(\kappa(v_i),*)$$

is surjective.

Given a cycle module M and a graded line bundle L on a scheme X, one has a naturally defined Nisnevich sheaf, M(X,L) (see (2.6)). The following is one of the main results of this paper:

Theorem 1.1 (Local acyclicity). Let S be the spectrum of an excellent DVR. Let M be a MW-cycle module on S satisfying the property R5 (see Definition 2.13). Let X be an essentially smooth semi-local S-scheme and L be a graded line bundle on X, then the Gersten complex C•(X,M,L) is exact in degrees ≥ 1. In particular,

$$H^i_{Nis}(X,M(X,L)) = 0 \forall \ i > 0.$$ 

The requirement for this additional axiom R5 can be justified as follows. Whenever the field F appearing in the condition R5 is the function field of a smooth S-scheme, R5 is exactly equivalent to the exactness of Gersten complex for a suitable semi-local one dimensional scheme. In particular, R5 is motivated from a property always satisfied by MW-cycle modules over a perfect field (see Proposition 2.11 for an elementary argument). Theorem 1.1 may be loosely paraphrased by saying that exactness of Gersten complex for general semi-local essentially smooth schemes over a DVR
follows from local acyclicity in the one-dimensional case. However, this should be taken with the caveat that R5 only refers to horizontal valuations and it is applied to fields $F$ which are not necessarily function fields of smooth schemes. The strategy of the proof is motivated by [13, Theorem 3.1], which is similar to the original argument in [15, §6], and is also used in [5, 8.1].

**Remark 1.2.** Note that the vanishing in Theorem 1.1 implies that the Zariski and the Nisnevich cohomology groups of $M(X, \mathcal{L})$ agree.

In the last section, we show (see Theorem 1.3) that strict $\mathbb{A}^1$-invariance holds for MW-cycle modules satisfying R5.

**Theorem 1.3.** Let $X$ be a smooth $S$-scheme. Then for all $i \geq 0$,

$$H^i_{\text{Nis}}(X, M(X, \mathcal{L})) \simeq H^i_{\text{Nis}}(\mathbb{A}^1_X, M(\mathbb{A}^1_X, \mathcal{L} \otimes (\omega^\vee_{\mathcal{L}/X}, -1))).$$

The above theorem is deduced from local-acyclicity and $\mathbb{A}^1$-invariance in the field case using a spectral sequence argument. The main example of a MW-cycle module is $K_n^{\text{MW}}$ itself.

**Theorem 1.4.** Let $S$ be a regular excellent scheme. Then $K_n^{\text{MW}}$ is a MW-cycle module over $S$ satisfying the property R5.

As a corollary of the above results, we get

**Corollary 1.5.** Over an excellent DVR, the Milnor-Witt sheaves $K_n^{\text{MW}}$ are strictly $\mathbb{A}^1$-invariant.

**Remark 1.6.** The entire argument of (1.5) and also analogues of Theorems 1.1 and 1.3 also work with MW-cycle modules replaced by cycle modules as defined by Rost using Milnor K-theory. In particular the arguments in this paper also show that the Milnor K-theory sheaves $K_n^M$, are strictly $\mathbb{A}^1$-invariant. When $S$ is the spectrum of a field $k$, (not necessarily perfect), the strict $\mathbb{A}^1$-invariance for $K_n^M$ is proved in [15, Proposition 8.6]. When $k$ is a perfect field, strict $\mathbb{A}^1$-invariance of $K_n^{\text{MW}}$ was shown in [14, Theorem 5.38].
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## 2. Preliminaries on cycle modules over a base

Let $S$ be a regular excellent scheme (see [17, Tag 07QT]). Let $\text{Field}/S$ be the category of finitely generated $S$-fields. The assumption on $S$, allows us to define, for every $F/S \in \text{Field}/S$, the canonical invertible sheaf $\omega_{F/S}$ following [12, 6, Definition 4.3] (see Definition 5.1). We first recall the definition of Milnor-Witt cycle modules over $S$, exactly as in [5, Section 3]. The only minor difference is that we use graded line bundles instead of virtual vector bundles for coefficients. This results in minor straightforward changes, for e.g. in the definition of pull back via smooth map (see Definition 2.14(2)) we use canonical sheaf instead of sheaf of differentials. By [7, Lemma 3.1.3], using graded line bundles does not amount to loss of generality while at the same time this enables us to talk about cycle modules over imperfect fields.

**Definition 2.1.** For an $S$-field $F$, a valuation $v$ on $F$ is called an $S$-valuation if $\text{Im}(\mathcal{O}(S) \to F) \subset \mathcal{O}_v$. One can show that since $S$ is universally Japanese, this condition is equivalent to $\mathcal{O}_v$ being a localization of a finite type normal $S$-scheme. We say that the valuation $v$ is **horizontal** if the images of $\text{Spec}(F)$ and $\text{Spec}(K(v))$ in $S$ are distinct.

We first consider the category $\mathcal{F}_S$, defined as follows:

1. The objects of $\mathcal{F}_S$ are pairs $(F, \mathcal{L}_F)$ where $F$ is a finitely generated field over $S$ and $\mathcal{L}_F = (L, n)$ is a graded line bundle on $F$, i.e. a pair consisting of a one-dimensional $F$-vector space $L$ and an integer $n$ (see Appendix).
2. A morphism $\phi : (E, \mathcal{L}_E) \to (F, \mathcal{L}_F)$ is a pair consisting of a homomorphism $E \to F$ and an isomorphism $\mathcal{L}_F \cong \mathcal{L}_E \otimes_E F$. Such a morphism is said to be a **finite extension** if the homomorphism $E \to F$ is a finite extension.
We denote, as in [5]:
\[ R^{MW}(E, \mathcal{L}_E) := K^{MW}_n(E) \otimes_{\mathbb{Z}[E^\times]} \mathbb{Z}[L^\times] \]
where \( \mathcal{L}_E = (L, n) \). To recall the definition of Milnor-Witt cycle modules following [1, 1.1] and [5, 3.1] we first construct the category \( \mathfrak{S}_S \), having the same objects as \( \mathfrak{S}_S \), but the morphisms of which are defined via the following generators and relations. We freely use notation from [5, 2.2].

**Generators:**

**D1** \( \phi_* : (E, \mathcal{L}_E) \to (F, \mathcal{L}_F) \) for any \( \phi : (E, \mathcal{L}_E) \to (F, \mathcal{L}_F) \) in \( \mathfrak{S}_S \).

**D2** \( \phi^* : (F, \omega_{F/S} \otimes \mathcal{L}_F) \to (E, \omega_{E/S} \otimes \mathcal{L}_E) \) for any finite extension \( \phi : (E, \mathcal{L}_E) \to (F, \mathcal{L}_F) \) in \( \mathfrak{S}_S \).

**D3** \( \gamma_x : (E, \mathcal{L}_E) \to (E, \mathcal{L}_E \otimes \mathcal{L}_E) \) for \( x \in K^{MW}(E, \mathcal{L}_E) \).

**D4** \( \partial_v : (F, \mathcal{L}_F) \to (\kappa(v), \mathcal{N}_v^E \otimes \mathcal{L}_{\kappa(v)}) \) where

(i) \( F \in \text{Field}/S \) and \( v \) is a discrete \( S \)-valuation on \( F \) over \( S \).

(ii) \( \mathcal{L} \) is a graded line bundle on \( \mathcal{O}_v \), such that \( \mathcal{L}_F = \mathcal{L} \otimes \mathcal{O}_v \) \( F \) and \( \mathcal{L}_{\kappa(v)} = \kappa(v) \otimes \mathcal{O}_v \mathcal{L} \).

(iii) \( \mathcal{N}_v := (m_v/m_v^2, 1) \).

**Relations:**

**R0** For \( x \in K^{MW}(E, \mathcal{L}_E) \) and \( y \in K^{MW}(E, \mathcal{L}_E') \), \( \gamma_x \circ \gamma_y = \gamma_{xy} \).

**R1a** \( (\psi \circ \phi)_* = \psi_* \circ \phi_* \) for morphisms \( \phi \) and \( \psi \) in \( \mathfrak{S}_S \).

**R1b** \( (\psi \circ \phi)^* = \phi^* \circ \psi^* \) for morphisms \( \phi \) and \( \psi \) in \( \mathfrak{S}_S \).

**R1c** Let \( \phi : (F, \mathcal{L}_F) \to (E, \mathcal{L}_E) \) and \( \psi : (E, \mathcal{L}_E) \to (L, \mathcal{L}_L) \) be in \( \mathfrak{S}_S \) such that with \( E \to F \) is finite and \( E \to L \) is separable. Let \( R = E \otimes L \mathcal{F} \). For each \( p \in \text{Spec} R \), let \( \phi_p : (L, \mathcal{L}_L) \to (R/p, \mathcal{L}_{R/p}) \) and \( \psi_p : (F, \mathcal{L}_F) \to (R/p, \mathcal{L}_{R/p}) \) be morphisms in \( \mathfrak{S}_S \) induced by \( \phi \) and \( \psi \).

Then
\[ \psi_\ast \circ \phi^* = \sum_{p \in \text{Spec} R} \phi_p^* \circ (\psi_p)_\ast. \]

**R2** Let \( \phi : (E, \mathcal{L}_E) \to (F, \mathcal{L}_F) \) be in \( \mathfrak{S}_S \), \( x \in K^{MW}(E, \omega_{F/S} \otimes \mathcal{L}_F) \) and \( y \in K^{MW}(E, \mathcal{L}_E) \). Then the following relations hold:

**R2a** \( \phi_* \circ \gamma_x = \gamma_{\phi_* (x)} \circ \phi_* \).

**R2b** For \( \phi \) finite, \( \phi^* \circ \gamma_{\phi_* (x)} = \gamma_x \circ \phi^* \).

**R2c** For \( \phi \) finite, \( \phi^* \circ \gamma_y \circ \phi_* = \gamma_{\phi^* (y)} \).

**R3a** Let \( \phi : E \to F \) be a field extension and \( w \) be a valuation on \( F \) which restricts to a non trivial valuation \( v \) on \( E \) with ramification index \( e \). Let \( \mathcal{L} \) be a graded line bundle on \( \mathcal{O}_v \), so that we have a morphism \( \phi : (E, \mathcal{L}_E) \to (F, \mathcal{L}_F) \) which induces a morphism \( \overline{\phi} : (\kappa(v), -\mathcal{N}_v \otimes \mathcal{L}_{\kappa(v)}) \to (\kappa(w), -\mathcal{N}_w \otimes \mathcal{L}_{\kappa(w)}) \). Then
\[ \partial_{\mathcal{N}_v} \circ \phi_* = \gamma_{\mathcal{N}_v} \circ \overline{\phi}_* \circ \partial_v. \]

**R3b** Let \( E \to F \) be a finite extension of fields, let \( v \) be a valuation on \( E \) and let \( \mathcal{L} \) be a graded line bundle on \( \mathcal{O}_v \). For each extension \( w \) of \( v \), we denote by \( \phi_w : (\kappa(v), \mathcal{L}_{\kappa(v)}) \to (\kappa(w), \mathcal{L}_{\kappa(w)}) \) the morphism induced by \( \phi : (E, \mathcal{L}_E) \to (F, \mathcal{L}_F) \). We have
\[ \partial_v \circ \phi^* = \sum_w (\phi_w)^* \circ \partial_w. \]

**R3c** Let \( \phi : (E, \mathcal{L}_E) \to (F, \mathcal{L}_F) \) be a morphism in \( \mathfrak{S}_S \). Let \( w \) be a valuation on \( F \) that is trivial on \( E \). Then
\[ \partial_w \circ \phi_* = 0. \]

**R3d** Let \( \phi \) and \( w \) be as in R3c, and let \( \overline{\phi} : (E, \mathcal{L}_E) \to (\kappa(w), \mathcal{L}_{\kappa(w)}) \) be the induced morphism. For any uniformizer \( \pi \) of \( v \), we have
\[ \partial_w \circ \gamma_{[-\pi]} \circ \phi_* = \overline{\phi}_*. \]

**R3e** Let \( E \) be a field over \( S \), \( v \) be a valuation on \( E \) and \( u \in \mathcal{O}_v^\times \). Then
\[ \partial_v \circ \gamma_{[u]} = \gamma_{[\pi]} \circ \partial_v \]
and
\[ \partial_v \circ \gamma_{\eta} = \gamma_{\eta} \circ \partial_v. \]
R4a Let \((E, \mathcal{L}_E)\) and let \(\Theta\) be an endomorphism of \((E, \mathcal{L}_E)\) given by an automorphism of \(\mathcal{L}_E\). Denote by \(\Delta\) the canonical map from the group of automorphisms of \(\mathcal{L}_E\) to the group \(K^{\text{MW}}(E, 0)\). Then \(\Theta_s = \gamma_{\Delta(s)} : (E, \mathcal{L}_E) \rightarrow (E, \mathcal{L}_E)\).

**Definition 2.2.** A MW-pre-cycle module \(M\) over \(S\) is a covariant functor \(M : \widetilde{\mathfrak{S}}_S \rightarrow \text{Ab}\), to the category \(\text{Ab}\) of abelian groups. A morphism of pre-cycle modules is a natural transformation between the corresponding functors. We will denote the maps \(\partial_v, \gamma_v, \phi^*, \phi_v\) etc. for \(M(\partial_v), M(\gamma_v), M(\phi^*), M(\phi_v)\) respectively throughout the paper to ease the notation.

**Definition 2.3.** Let \(M\) be a pre-cycle module over \(S\), \(X\) a scheme over \(S\) and \(\mathcal{L}\) a graded line bundle \(X\).

1. For a point \(x \in X\), \(M(x, \mathcal{L}_X) = M(\kappa(x), \Lambda_x \otimes \mathcal{L}_X)\) where \(\Lambda_x := (\omega_{x/S}, \dim \{x\})\) and \(\omega_{x/S}\) is the canonical bundle (see [5.1]).

2. Suppose \(X\) is normal, \(\xi_X\) is the generic point of \(X\) and \(z\) is a codimension 1 point of \(X\), then \(\partial^\xi_{x,z} := \partial_{\nu_z} : M(\xi_X, \mathcal{L}_X) \rightarrow M(\xi(z), \mathcal{L}_X)\).

3. Let \(x \in X\) and let \(Z\) be the normalization of the reduced closed subscheme \(\overline{\{x\}}_{\text{red}}\). Let \(\{z_1, \cdots, z_r\} \subset Z(1)\), where each \(z_i \mapsto y\) under the map \(Z \rightarrow X\) and \(\phi_{z_i} : (\kappa(y), \mathcal{L}_X) \rightarrow (\kappa(z_i), \mathcal{L}_X)\).

We define \(\partial^\xi_y : M(x, \mathcal{L}_X) \rightarrow M(y, \mathcal{L}_X)\) as follows

\[
\partial^\xi_y := \begin{cases} 
\sum_{z_i} \phi_{z_i}^* \circ \partial^\xi_{z_i} & \text{if } y \in \{x\}, \\
0 & \text{if } y \notin \{x\}.
\end{cases}
\]

**Definition 2.4.** [5, Definition 4.2] A MW-pre-cycle module \(M\) over \(S\) is a MW-cycle module if it satisfies the following two properties:

(FD) Finite support of divisors: Let \(X\) be a normal scheme, \(\mathcal{L}_X\) be a graded line bundle over \(X\) and \(\rho\) be an element of \(M(\xi_X, \mathcal{L}_X)\). Then \(\partial_Y(\rho) = 0\) for all but finitely many \(x \in X(1)\).

(C) Closedness: Let \(X\) be an integral \(S\)-scheme which is local of dimension 2 and \(\mathcal{L}_X\) be a graded line bundle over \(X\). Then

\[
0 = d \circ d = \sum \partial^\xi_{x_0} \circ \partial^\xi_x : M(x, \mathcal{L}_X) \rightarrow M(x_0, \mathcal{L}_X)
\]

where \(\xi\) is the generic point and \(x_0\) is the closed point of \(X\).

**Definition 2.5.** [5, 7.1] Let \(M\) be a MW-cycle module \(M\) on \(S\). Let \(X/S\) be any scheme which is equi-dimensional of dimension \(d\). Let \(\mathcal{L}\) be a graded line bundle on \(X\). One defines a Gersten complex \(C^\bullet(X, M, \mathcal{L})\) by

\[
C^p(X, M, \mathcal{L}) = \bigoplus_{x \in X^{(p)}} M(x, \mathcal{L})
\]

where \(X^{(p)}\) denotes the set of points of codimension \(p\) in \(X\). As in [5, 7.1], when \(X\) is not equi-dimensional one can also define a homological version of the Gersten complex \(C^\bullet(X, M, \mathcal{L})\) indexed by the dimension of the points instead of the codimension. However, throughout this paper we only use the cohomological indexing. We let \(A^p(X, M, \mathcal{L})\) denote the \(p\)-th cohomology of \(C^\bullet(X, M, \mathcal{L})\).

Let \(Z\) be a closed subset of \(X\) and \(U := X - Z \xrightarrow{\iota} X\), the open immersion of \(U\) in \(X\), then the Gersten complex for \(M\) on \(X\) with support on \(Z\) is given by

\[
C^\bullet_Z(X, M, \mathcal{L}) := \text{Ker} \left( C^\bullet(X, M, \mathcal{L}) \xrightarrow{\iota^*} C^\bullet(U, M, \mathcal{L}) \right).
\]

\(A^p_Z(X, M, \mathcal{L})\) denotes the \(p\)-th cohomology of the complex \(C^\bullet_Z(X, M, \mathcal{L})\).

**Definition 2.6.** Given a MW-cycle module \(M\) over \(S\) and a graded line bundle \(\mathcal{L}\) on a smooth \(S\)-scheme \(X\), we have a naturally defined Zariski sheaf (see [5, 8.5]) \(M(X, \mathcal{L})\) on \(X\) given by

\[
U \mapsto A^0(U, M, \mathcal{L}).
\]
It is left to the reader to check that R3a implies that this is in fact a Nisnevich sheaf on \( X \).

**Remark 2.7.** Given MW-cycle module \( M \) on \( S \) and a morphism \( f : Y \to X \) of smooth \( S \)-schemes one shows that for a graded line bundle \( L \) on \( S \), we have using R3a a well defined map \( A^0(X,M,L_X) \to A^0(Y,M,L_Y) \). As in [7, Theorem 5.3.1], one can easily show that \( A^0(-,M,L) \) is a birational invariant for smooth proper \( S \)-schemes.

**Proposition 2.8.** Let \( M \) be a MW-cycle module on \( S \) and \( L \) a graded line bundle on \( S \). Then \( M \) satisfies the following two properties:

1. **(WR)** Weak reciprocity: For every \( S \)-field \( F \), let \( \partial_\infty \) be the valuation on \( F(u) \) at infinity, then

\[
\partial_\infty(A^0(\mathbb{A}^1_F,M,L)) = 0.
\]

2. **(H)** For every \( S \)-field \( F \), the complex

\[
0 \to M(F,L) \xrightarrow{i} M(\xi,L) \xrightarrow{d} \bigoplus_{x \in (\mathbb{A}^1_F)^{(1)}} M(x,L) \to 0
\]

is exact. Here \( \xi \) denotes the generic point of \( \mathbb{A}^1_F \).

**Proof.** The proof is as in [15, Proposition 2.2, Theorem 2.3], with necessary modifications as in the identities \( ab = \{a\} + \{b\} \) replaced by \([ab] = [a] + [b] + \eta(a)[b]\), etc. \( \square \)

**Example 2.9.** Let \( S = \text{Spec}(R) \) where \( R \) is an excellent DVR. Let \( \eta \) and \( s \) denote its generic and closed points respectively. Let

\[
M(F,L_F) := \begin{cases} K^{MW}(F,L_F) & \text{if } F \text{ lies over } s, \\ 0 & \text{otherwise}. \end{cases}
\]

It is easy to see that \( M \) has the structure of a cycle module, using the cycle module structure on \( K^{MW} \) on the \( \kappa(s) \). The Gersten complex of \( M \) on \( S \) is

\[
0 \to M(\eta,L_S) \xrightarrow{\partial} M(s,L_S) \to 0
\]

which is clearly not exact in degree 1.

First, we make some conventions applicable throughout the paper, unless mentioned otherwise.

**Notation 2.10.** For a given Milnor-Witt pre-cycle module \( M \) over \( S \), we simply write \( M(E,\ast) \) when the coefficient is implicitly determined by the context or when it can be any arbitrary coefficient. For example, given a field \( E \) and an \( S \)-discrete valuation \( v \) instead of writing

\[
M(E,L_E) \xrightarrow{\partial_v} M(\kappa(v),N^v_{\kappa(v)} \otimes L_{\kappa(v)})
\]

we sometimes simply write

\[
M(E,L_E) \xrightarrow{\partial_v} M(\kappa(v),\ast)
\]

The axioms canonically tell us what coefficient to fill in place of \( \ast \) above. Moreover, if the coefficient \( L_E \) is not of any particular interest and can be arbitrary, we simply write the above map as

\[
M(E,\ast) \xrightarrow{\partial_v} M(\kappa(v),\ast)
\]

This abuse of notation, which will only be required in this section, is to facilitate the focus on the idea, instead of coefficients, whenever they are anyway canonically determined or are arbitrary.

In order to find a good class of Milnor-Witt cycle modules over a DVR which satisfy local acyclicity, we first observe the following.

**Proposition 2.11.** Let \( M \) be a Milnor-Witt cycle module over a perfect field \( k \). Let \( F \in \text{Field}/k \) with distinct discrete \( k \)-valuations \( v_1,\ldots,v_n \). Let \( L \) be a graded line bundle on the semi-local ring \( \mathcal{O} = \bigcap_i \mathcal{O}_{v_i} \). Then

\[
M(F,\ast) \xrightarrow{\sum_{i=1}^n \partial_{v_i}} \bigoplus_{i=1}^n M(\kappa(v_i),\ast)
\]

is surjective.
Proposition 2.12. Let $M$ be a cycle module over a base $S$. Let $F$ be an $S$-field and $v$ be a $S$-valuation on $F$. Let $c \in F$ such that $c \equiv 1 \mod m_v$. Then $\partial_v \circ \gamma_c = 0$.

Proof. Since $c[\pi] = 0$, this is a direct consequence of R3e.

To avoid the non-acyclic example 2.9 above, we consider the following class of Milnor-Witt cycle modules.

**Definition 2.13 (R5).** Let $M$ be a MW-cycle module over $S$. $M$ is said to satisfy property R5 if for every field $F \in \text{Field}/S$ and horizontal $S$-discrete valuations $v_1, \ldots, v_n$, let $L$ be a graded line bundle on the semi-local ring $O = \bigcap \mathcal{O}_{v_i}$. Then

$$M(F, L_F) \xrightarrow{\sum_{i=1}^n \partial_{v_i}} \bigoplus_{i=1}^n M(\kappa(v_i), *)$$

is surjective.

We now prove Theorem 1.4 to show that $K^{MW}$ is a cycle module satisfying R5.

**Proof of Theorem 1.4.** We leave it to the reader to check that $K^{MW}$ is MW-pre-cycle module as the proofs are exactly the same as in the field case. It thus remains to check closedness property (C) in the Definition 2.4 and property R5.

Step 1: In this step we show that $K^{MW}$ satisfies R5. To see this, let $E$ be an $S$-field and $v_1, v_2, \ldots, v_n$ be finitely many distinct valuations. As in the proof of Theorem 2.11 it is enough to show that for any $\alpha \in K^{MW}(k(v_1), *)$ there exists a $\beta$ such that $\partial_{v_1}(\beta) = \alpha$ and $\partial_{v_i}(\beta) = 0$ for all $i > 1$. We first claim that for any uniformizer $\pi$ of $v_1$, the specialization map

$$s^e_{\pi} = \partial_v \circ \gamma_{[-\pi]} : K^{MW}(F, L_F) \rightarrow K^{MW}(\kappa(v), *)$$
is surjective. This follows from the fact that if \( \alpha \in K_n^{MW}(k(v_1),((m_1/m_1^2)\hat{\cdot},-1)) \) is of the form 
\[
[u_1, \cdots, u_n] \otimes \pi^c
\]
then for lifts \( \tilde{u}_i \) of \( u \) in \( \mathcal{O}_{v_1} \), we have 
\[
\partial_{v_1}([-\pi][\tilde{u}_1, \cdots, \tilde{u}_n]) = \alpha
\]
Moreover if we choose \( \pi \equiv -1 \mod m_2 \) for \( j > 1 \), then clearly 
\[
\partial_{v_1}([-\pi][\tilde{u}_1, \cdots, \tilde{u}_n]) = 0 \ \forall \ j > 1
\]
thus showing R5.

**Step 2:** In the remaining steps we verify the closedness property (2.4)(C) following analogous 
proofs for Milnor K-theory in [11, Proposition 1] and [3, Proposition 49.30]. As in [11, Proposition 1], it suffices to check (2.4)(C) when \( X = \text{Spec} (A) \) where \((A, m)\) is a complete local domain of dimension 2. By Cohen’s structure theorem (see [17, Tag 032D]), there is a complete DVR \( \Lambda \subset A \) such that \( A \) is finite over \( \Lambda[[t]] \) for an indeterminate \( t \). Let \( \pi \) be the uniformizer of \( \Lambda \). Let \( A/m = \kappa \). Let \( K = \text{Frac}(A) \). It remains to prove the claim that 
\[
K^{MW}_{n+2}(K) \xrightarrow{\sum_{x \in X_{(1)}} d_x} K^{MW}_{n+1}(\kappa(x), \Lambda_x) \xrightarrow{\sum_{x \in X_{(1)}} d_x} K^{MW}_n(\kappa, (\det m/m^2)^\vee)
\]
is a complex.

**Step 3:** We will first prove the claim in Step 2 when \( m := n + 2 \geq 1 \). In this case, \( K^{MW}_m(K) \) is 
generated by \([u_1] \cdots [u_n] \) for \( u_i \in K^\times \). Moreover, \( K^\times \) is generated by \( A^\times, H, \pi, t \) where \( H \) is the 
subgroup of \( K^\times \) generated by elements of the form 
\[
1 + a_1 t^{-1} + \cdots + a_r t^{-r} \text{ where } a_i \in (\pi) \ \forall \ i \text{ and } r \geq 0.
\]
Let \( H' \) be the subgroup generated by \( H, \pi, t \). Using this fact, and the results in [14, 3.17 (2), (3), 
3.5 (1)], we leave it for the reader to verify that proving the claim is equivalent to showing the following 
\[
(2.2) \sum_{x \in X_{(1)}} d'_x \circ d_x([\pi][t]) = 0
\]
\[
(2.3) \sum_{x \in X_{(1)}} d'_x \circ d_x([f][g_1] \cdots [g_{n+1}]) = 0
\]
for all \( f \in H \) and \( g_i \in H' \).

By Weierstrass preparation theorem, the height 1 prime ideals in \( A \) are given by either \((\pi)\) or 
\((f)\) where \( f \in A[[t]] \) given by 
\[
f = t^r + a_{r-1} t^{r-1} + \cdots + a_0 \text{ where } a_i \in (\pi) \ \forall \ i.
\]

**Step 4:** In this step, we show that (2.2) of Step 3 holds. Let \( x_1 \) (resp. \( x_2 \)) be the codimension 1 
point in \( X \) corresponding to the prime ideal \((t)\) (resp. \((\pi)\)). Then, for \( x \in X_{(1)} \setminus \{x_1, x_2\} \), 
\( d_x([\pi][t]) = 0 \), since both \( \pi \) and \( t \) are units at \( x \). Also, since \( t \) is a uniformizer of \( X \) at \( x_1 \) and \( \pi \) is a 
uniformizer of \( x_1 \) at the closed point, 
\[
d'_{x_1} \circ d_{x_1}([\pi][t]) = -1 \otimes \mathcal{T}^\vee \wedge \pi^\vee.
\]
Similarly, since \( \pi \) is a uniformizer of \( X \) at \( x_2 \) and \( t \) is a uniformizer of \( x_2 \) at the closed point, 
\[
d'_{x_2} \circ d_{x_2}([\pi][t]) = d'_{x_2}([t] \otimes \pi^\vee) = 1 \otimes \mathcal{T}^\vee \wedge \pi^\vee.
\]
Thus, 
\[
\sum_{x \in X_{(1)}} d'_x \circ d_x([\pi][t]) = -1 \otimes \mathcal{T}^\vee \wedge \pi^\vee + 1 \otimes \mathcal{T}^\vee \wedge \pi^\vee = 0.
\]

**Step 5:** We now verify (2.3) of Step 3.

Let \( L = \text{Frac}(\Lambda) \) and 
\[
h : X' = \text{Spec} A[\pi^{-1}] \to \text{Spec} L[[t]] = \Lambda_1.
\]
Then, \( X'_0 = X(1) - \{ x_2 \} \) and \( h(X'_0) \) is the set of closed points of \( \mathbb{A}^1_L \) associated to the irreducible polynomials of the form \( t' + a_{r-1}t'^{-1} + \cdots + a_0 \) where \( a_i \in (\pi) \) for all \( i \). For each \( x \in X'_0 = X(1) - \{ x_2 \} \), \( k(x) \) is a finite field extension of \( L \) via \( h \). We have \( d'_x = \partial \circ Nm_k(x)/L \), where

\[
\partial : K^\text{MW}_{n+1}(L, (t)/(t)^2) \to K^\text{MW}_n(L, (\kappa, (\det m/m^2)^\vee))
\]

is the residue morphism associated to the discrete valuation on \( L \). To see this, we observe from \([14, \text{Remark 5.20, page 127}] \) and an analogue of \([9, \text{Cor. 7.4.3 page 205}] \) for Milnor-Witt K theory of fields proved in \([6, \text{Corollary 2.2.23}] \) that the following diagram

\[
\begin{array}{ccc}
K^\text{MW}_{n+1}(\kappa(x), \Lambda_x) & \xrightarrow{\sum_i \partial_w} & K^\text{MW}_n(L(w), \Lambda_w) \\
\downarrow Nm_{\kappa(x)/L} & & \downarrow \sum_w Nm_{L(w)/\kappa} \\
K^\text{MW}_n(L, (t)/(t)^2) & \xrightarrow{\partial} & K^\text{MW}_n(\kappa, (\det m/m^2)^\vee)
\end{array}
\]

commutes. Here \( w \) denotes a discrete valuation of \( \kappa(x) \) which restricts to the discrete valuation on \( L \) and \( L(w) \) is the residue field of \( w \). Let \( i : K_{n+1}^\text{MW}(L(t)) \to K_{n+1}^\text{MW}(K) \) induced by the inclusion \( L(t) \to K \).

Thus,

\[
\sum_{x \in X(1)} d'_x \circ d_x \circ i = d'_x \circ d_x \circ i + \sum_{x \in X(1) - \{ x_2 \}} d'_x \circ d_x \circ i
\]

\[
= d'_x \circ d_x \circ i + \partial \left( \sum_{x \in \{ x_2 \}} Nm_{\kappa(x)/L} \circ d_x \circ i \right).
\]

Let \( \alpha = [f|g_1| \cdots |g_{n+1}] \in K^\text{MW}_{n+2}(L(t)) \). We observe that \( \text{div}(f), \text{div}(g_i) \) are supported in the image \( h(X'_0) \subset (A^L_0) \). Thus, for \( x \in (A^L_0) - h(X'_0) \), \( d_x(\alpha) = 0 \).

Also, at \( \infty \in (A^L_1)_0 \), \( f(\infty) = 1 \), hence \( d_{\infty} \circ i(\alpha) = 0 \).

By the reciprocity law \([14, \text{Chapter 4, (4.8), page 98}] \),

\[
\sum_{x \in X(1) - \{ x_2 \}} Nm_{\kappa(x)/L} \circ d_x \circ i(\alpha) = \sum_{x \in \{ x_2 \}} Nm_{\kappa(x)/L} \circ d_x \circ i(\alpha) = 0.
\]

At \( x_2 \), \( f(x_2) = 1 \), hence \( d_{x_2} \circ i(\alpha) = 0 \). Thus, \((2.3)\) holds.

Step 6: It now remains to prove the claim of Step 2 in the case \( m := n + 2 \leq 0 \). In this case \( K^\text{MW}_m(K) \) is generated by \( \eta^m \langle u \rangle \), for \( u \in K^\times \). Since the differentials \( d \) commute with \( \eta \), it is enough to show that \( d \circ d(\langle u \rangle) = 0 \) for \( u \in K^\times \). We note that \( \langle u \rangle = 1 + \eta \langle u \rangle \), so it suffices to show:

\[
(2.6) \quad d \circ d(\langle \pi \rangle) = 0
\]

\[
(2.7) \quad d \circ d(\langle t \rangle) = 0
\]

\[
(2.8) \quad d \circ d(\langle h \rangle) = 0 \quad \text{where } h \in A^\times \text{ or } h \in H.
\]

The above are explicit and straightforward calculations along the lines of arguments used in Steps 4 and 5. We leave the details to the reader. \( \square \)

We now recall some definitions of morphisms between Gersten complexes. These are exactly as in \([5, \text{Section 5}] \).

**Definition 2.14.**

1. Let \( f : X \to Y \) be a finite type morphism of equi-dimensional \( S \)-schemes with \( \dim X = d \) and \( \dim Y = c \). Let \( \mathcal{L}_Y \) be a graded line bundle on \( Y \). Let \( \mathcal{L}_X \) be the pullback of \( \mathcal{L}_Y \) on \( X \). Then there is a map

\[
f_* : C^q(X, M, \mathcal{L}_X) \to C^{c-d+q}(Y, M, \mathcal{L}_Y)
\]
Lemma 2.15. We recall some properties satisfied by the above maps which will be used in the next section.

(1) For a finite morphism \( g : Y \to X \) the map \((g^*)_{xy} = \begin{cases} \phi^*(\alpha) & \text{if } f(x) = y \text{ and } \phi : \kappa(y) \to \kappa(x) \text{ is a finite field extension} \\ 0 & \text{otherwise} \end{cases} \)

where \( \phi^* : M(x, L_X) \to M(y, L_X) \). When \( f \) is finite, \( f_* \) is a morphism of complexes (Lemma 2.15).

(2) Let \( g : Y \to X \) be a smooth morphism of equi-dimensional \( S \)-schemes with constant relative dimension \( s \). Let \( L_X \) be a graded line bundle on \( X \). Let \( L_Y \) be the pullback of \( L_X \) on \( Y \). Then there is a map

\[
g^* : C^q(X, M, L_X) \to C^q(Y, M, (\omega^y_{Y/X}, -s) \otimes L_Y)
\]

defined for \( \alpha \in M(x, L_X) \) as

\[
(g^*)_{xy}(\alpha) = \begin{cases} \Theta \circ i_*(\alpha) & \text{if } g(y) = x \text{ and } y \text{ is a generic point of } Y_x \\ 0 & \text{otherwise} \end{cases}
\]

where \( i_* : M(x, L_X) = M(\kappa(x), \Lambda_x \otimes L_X) \to M(\kappa(y), \Lambda_x \otimes L_Y) \) and \( \Theta : M(\kappa(y), \Lambda_x \otimes L_Y) \to M(\kappa(y), \Lambda_y \otimes (\omega^y_{Y/X}, -s) \otimes L_Y) = M(y, (\omega^y_{Y/X}, -s) \otimes L_Y) \) is the isomorphism induced by the canonical isomorphism

\[
\Lambda_y \simeq \Lambda_x \otimes (\omega^y_{Y/X}, s)
\]

of graded line bundles on \( \text{Spec} \kappa(y) \).

(3) Let \( X \) be an equi-dimensional \( S \)-scheme of dimension \( d \). For a unit \( u \in \mathcal{O}(X) \), there is a map

\[
[a] : C^q(X, M, L_X) \to C^q(X, M, \Lambda^1 \otimes L_X)
\]

defined by

\[
[a]_{xy}(\alpha) = \begin{cases} (-1)^{d-q}a \cdot \alpha & \text{if } x = y \\ 0 & \text{otherwise}. \end{cases}
\]

(4) Let \( i : Z \hookrightarrow X \) be a closed subscheme of \( X \) and \( U := X - Z \xrightarrow{j} X \) be the open complement of \( Z \) in \( X \). Let \( L \) be a graded line bundle on \( X \). There are term-wise maps \( j_* : C^q(U, M, L) \to C^q(X, M, L) \) and \( i^* : C^q(X, M, L) \to C^q_Z(X, M, L) \). There is a boundary map

\[
\partial_Z^1 : C^q(U, M, L) \to C^q_{Z+1}(X, M, L)
\]

defined as

\[
\partial_Z^1 := i^* \circ d_X \circ j_*.
\]

We recall some properties satisfied by the above maps which will be used in the next section.

**Lemma 2.15.**

1. For a finite morphism \( f : X \to Y \) of \( S \)-schemes, \( f_* \circ d_X = d_Y \circ f_* \).
2. Let \( g : Y \to X \) be a smooth morphism of equi-dimensional \( S \)-schemes with constant relative dimension \( s \). Then \( g^* \circ d_X = d_Y \circ g^* \).
3. For a unit \( u \in \mathcal{O}(X) \), \( \gamma_u \cdot d_X = d_X \circ \gamma_u \).

**Proof.**

1. The proof in [3, Proposition 49.9] works for \( M \) as is.
2. The proof follows as in [15, Proposition 4.6] using R1c and R3c.
3. This follows from R3e. \( \square \)
3. Local acyclicity

In this section, we assume $S = \text{Spec } R$, where $R$ is an excellent DVR $(R, m)$ with residue field $\kappa = \kappa(s)$ and the generic point $\eta$. The goal of this section is to prove Theorem 1.1. This proof is an adaptation of the proofs of [15, Theorem 6.1] and [13, Theorem 3.1].

**Lemma 3.1.** Let $M$ be a MW-cycle module on $S$. Let $g : Y \to X$ be a smooth $S$-morphism of finite type $S$-schemes of relative dimension 1. Let $\sigma : X \to Y$ be a section to $g$ and let $t \in \mathcal{O}_Y$ be a global parameter defining the subscheme $\sigma(X)$. Moreover, let $\bar{g} : U = Y - \sigma(X) \to X$ be the restriction of $g$ and let $\partial$ be the boundary map associated to the tuple $(X \xrightarrow{\bar{g}} Y \leftarrow U)$, then

$$\partial \circ \bar{g}^* = 0$$

and

$$\Theta \circ \partial \circ [t] \circ \bar{g}^* = (id_X)_*,$$

where $\Theta$ is the isomorphism from the Gersten complex for $M$ on $Y$ supported at $X$ to the Gersten complex for $M$ on $X$.

**Proof.** As in Rost’s original proof given in [15, Lemma 4.5], the proof of this theorem reduces to the case when $X$ and $S$ are fields. We refer the reader to [5] for the proof in this case, which is a minor modification of Rost’s original proof.

We add a remark about $\Theta$: $\partial$ maps into $C_{\chi}^{p+1}(Y, M, \mathbb{A}^1 \otimes (\omega_{Y/X}, 1) \otimes \mathcal{L}_Y)$. For $x \in X$ and $y \in U$ the generic point of the fiber $\bar{g}^{-1}(x)$, the canonical isomorphisms

$$\Lambda_y \simeq \Lambda_x \otimes (\omega_{Y/X}, 1) \otimes \kappa(y)$$

and

$$(\omega_{Y/X}, 1) \otimes (\mathbb{A}_1, 1) = (\kappa(y), 0)$$

of graded line bundles on $\text{Spec } \kappa(y)$ induces the isomorphism

$$\Theta : C_{\chi}^{p+1}(Y, M, \mathbb{A}^1 \otimes (\omega_{Y/X}, 1) \otimes \mathcal{L}_Y) \simeq C^p(X, M, \mathcal{L}_X).$$

We recall a geometric presentation lemma from Gillet-Levine [10], that will be used in the proof of Theorem 1.1, following [15, 6.1].

**Lemma 3.2.** ([10, Lemma 1]) Let $X$ be an affine scheme flat of finite type over a discrete valuation ring $R$. Let $T \subset X$ be a finite set of points such that $X$ is smooth at $T$ over $R$. Let $Y$ be a principle effective divisor which is flat over $R$. Then there exists an affine open neighbourhood $X' \subset X$ of $T$ and a morphism $\pi : X' \to \mathbb{A}^{d-1}_S$, where $d$ is the relative dimension of $X$ over $S$, such that

1. $\pi$ is smooth of relative dimension 1 at the points of $T$.
2. $\pi|_{Y'} : Y' \to \mathbb{A}^{d-1}_S$ restricted to $Y' = X' \cap Y$ is quasi-finite.

**Proposition 3.3.** Let $X$ be a smooth $S$-scheme of relative dimension $d$. Let $Y \subset X$ be a closed subscheme of codim $\geq 1$ such that $Y$ is flat over $S$. Let $y$ be a point in $Y$ lying over the closed point $s \in S$. Then there is a Zariski neighbourhood $X'$ of $y$ in $X$ such that the map

$$A_Y^{p}(X', M, \mathcal{L}_{X'}) \to A^{p}(X', M, \mathcal{L}_{X'})$$

is trivial.

**Proof.** We follow Rost’s proof of [15, Proposition 6.4]. By Lemma 3.2, we have a Zariski neighbourhood $X'$ of $y$ and a morphism $\pi : X' \to \mathbb{A}^{d-1}_S$ of relative dimension 1 which is smooth at $y$ such that $\pi|_{Y'} : Y' \to \mathbb{A}^{d-1}_S$ is quasi-finite where $Y' := Y \times_X X'$. Let $Z := Y \times_{\mathbb{A}^{d-1}_S} X'$ and $\sigma : Y' \to Z$.
be the section of $Z \to Y'$ induced by the morphism $Y' \to X'$. We have the commutative diagram

(3.1)

By Zariski’s main theorem, we factorize the quasi-finite map $Z \xrightarrow{p} X'$ as an open immersion $Z \to \overline{Z}$ followed by a finite map $\overline{p} : \overline{Z} \to X'$, so that we have the following commutative diagram

(3.2)

By passing to a smaller open subscheme of $X'$, we can assume that $\sigma(Y') \subset Z$ is given by a section $t \in O_Z(Z)$ and $D \cap \sigma(Y') = \emptyset$. As in the proof of [8, Theorem 4.1], by Chinese remainder theorem, by further shrinking to a smaller open subscheme, we can find $\overline{t} \in O(\overline{Z})$ such that $\overline{t}|_Z = t$ and $\overline{t}|_D = 1$.

Let $Q := Z - \sigma(Y')$, $\overline{Q} := \overline{Z} - \sigma(Y')$, $j : Q \to \overline{Q}$ and $\overline{j} : \overline{Q} \to \overline{Z}$. Consider the correspondence

$$H : Y' \xrightarrow{q} Q \xrightarrow{t} \overline{Q} \xrightarrow{j} \overline{Z} \xrightarrow{\overline{j}} X'$$

giving a homomorphism

$$H : C^p_{\nu}(X', M, L_{X'}) \to C^p(X', M, L_{X'}).$$

We claim that $H$ satisfies the following relation

(3.3)

$$d_{X'} \circ H - \epsilon H \circ d_{Y'} = i_*$$

where $i : Y' \hookrightarrow X'$ is the closed immersion and $\epsilon = -(-1) \in K_0^{MW}(S)$.

$$d_{X'} \circ H = d_{X'} \circ \overline{\pi}_* \circ \overline{j}_* \circ j_* \circ [\overline{\tau}] \circ q^*$$

(1) follows since $\overline{\pi}$ is finite, hence $d_{X'} \circ \overline{\pi}_* = \overline{\pi}_* \circ d_{\overline{\pi}}$ [see Lemma 2.15(1)].

(2) follows since $\sigma_* \circ \sigma^* + i_{Z-Z_*} \circ i_{Z-Z_*}^* + \overline{j}_* \circ \overline{j}_* \circ [\overline{\tau}] \circ q^*$

(3) follows since $\overline{\pi}_* \circ \sigma_* \circ [\overline{\tau}] \circ q^* = \overline{\pi}_* \circ [\overline{\tau}] \circ q^*$

(4) follows since $\sigma_* \circ [\overline{\tau}] \circ q^*$

(5) follows since $\sigma_* \circ [\overline{\tau}] \circ q^*$

(6) follows since $\sigma_* \circ [\overline{\tau}] \circ q^*$

Thus

$$\sigma_* \circ \sigma^* \circ d_{X} \circ \overline{j}_* \circ j_* + i_{Z-Z_*} \circ i_{Z-Z_*}^* \circ d_{X} \circ \overline{j}_* \circ j_* + \overline{j}_* \circ \overline{j} \circ d_{X} \circ \overline{j}_* \circ j_* = d_{X} \circ \overline{j}_* \circ j_*.$$. 
Since $\Theta \circ \partial^Q_Y = \sigma^* \circ d_Z \circ j_* \circ j^*$ (recall from Lemma 3.1 the definition of $\Theta$), we have
\[
d_Z \circ j_* \circ j^* = \sigma_* \circ \partial^Q_Y + i_{Z-Z_*} \circ \partial^Q_{Z-Z} + j_* \circ j_* \circ d_Q.
\]

(3) follows since $\partial^Q_{Z-Z} = 1$ implies $\partial^Q_{Z-Z} \circ \partial^Q = 0$.

(4) First term in (4) follows by Lemma 3.1 applied to triple $(Y', Z \to Y' \to Q)$. The second term follows since $d_Q \circ \partial^Q = \epsilon(\partial^Q)$ [5, Prop. 6.6 (3) page 22].

(5) follows since $\partial^Q \circ \sigma = i$ and because $d_Q \circ q^* = q^* \circ d_Y$ (see Lemma 2.15(2)).

(6) follows since $\epsilon$ commutes with $\partial^Q$ and because $\partial^Q \circ d_Y = d_Y$ (see Lemma 2.15(1)).

The relation (3.3) implies that $i_* : A^p_{X \times X'}(X', M, \mathcal{L}_{X'}) \to A^p(X', M, \mathcal{L}_{X'})$ is zero. □

We are now ready to prove Theorem 1.1.

**Proof of Theorem 1.1.** We need to show that
\[
A^p(X, M, \mathcal{L}_X) = 0 \forall \ p \geq 1.
\]

The proof is an adaptation of the ideas in [15, Proposition 6.1] and [13, Theorem 3.1] with input from Proposition 3.3. For simplicity, we prove the theorem when $X$ is local. The proof of the semi-local case is very similar with just more notation.

Let $X = U_u := \text{Spec } \mathcal{O}_U, u$ where $U$ is a smooth, irreducible, equi-dimensional $S$-scheme of dimension $d$ and a point $u$ in $U$ lying over the closed point $s$ in $S$. We have
\[
C^p(X, M, \mathcal{L}_X) = \lim_{(U', u)} C^p(U', M, \mathcal{L}_{U'})
\]
where $(U', u)$ runs over Zariski neighbourhoods $U'$ of $u$ in $U$ and
\[
C^p(U', M, \mathcal{L}_{U'}) = \lim_{Y \subseteq U'} C^p(Y, M, \mathcal{L}_{U'})
\]
where $Y$ runs over closed subschemes of $U'$ of dimension $d - p$.

We have
\[
A^p(X, M, \mathcal{L}_X) = \lim_{(U', u)} A^p(U', M, \mathcal{L}_{U'})
\]
where $(U', u)$ runs over Zariski neighbourhoods of $u$ in $U$. Thus, every element of $A^p(U', K_n^{\mathcal{M}})$ is represented by an element in $C^p_Y(U', M, \mathcal{L}_{U'})$ for some closed subscheme $Y$ of $U'$ of dimension $d - p$. We claim that, every element of $A^p(U', M, \mathcal{L}_{U'})$ is represented by an element of $C^p_Y(U', M, \mathcal{L}_{U'})$ where $Y$ runs over all closed subschemes of $U'$ of dimension $d - p$ and $Y$ is flat over $S$.

Let $y \in Y^{(0)}$ such that $y \in U'_s$, the special fiber of $U'$ over the closed point $s$ of $S$. By [16, Lemma 7.2, page 1622] there exists an integral closed subscheme $Z \subseteq U'$ of dimension $d - p + 1$ such that
\begin{enumerate}
  \item $Z \cap (U' - U_s) \neq \emptyset$
  \item $y \in Z$
  \item $Z$ is regular at $y$.
\end{enumerate}

Let $\alpha \in M(\kappa(y), \mathcal{L}_{U'})$. The set of all codimension 1 points of $Z$ is given by $Z^{(1)} = Z_s^{(1)} \sqcup Z_n^{(1)}$ where $Z_s^{(1)} = \{y\} \cup \{Z_1, Z_2, \ldots, Z_m\}$ where $Z_i$'s are pairwise distinct irreducible components of the closed fiber $Z_s$ of $Z$ over the closed point $s$ of $S$ and not equal to $\{y\}$ and $Z_n^{(1)}$ is the collection of codimension 1 points of $Z$ not in $Z_s^{(1)}$.

Let $z$ be the generic point of $Z$. Let $z_i$ be the generic points of $Z_i$ for $i = 1, \ldots, m$. Let $J_i$ be the collection of discrete valuations on $\kappa(z)$ with center $z_i$ for all $i$. Let us denote the valuation on $\kappa(z)$ associated to $y$ by $v$. Observe that $\{v\} \cup \bigcup J_i$ is a finite collection of distinct non-equivalent discrete valuations on $\kappa(z)$.
By Chinese remainder theorem, we can choose a uniformizer $\pi$ for $v$ such that $\pi + 1 \in m_w$ for all $w \in \bigcup J_i$, where $m_w$ is the maximal ideal for a discrete valuation $w$. Now, since $M$ satisfies the property R5, there is $\beta \in M(z, L_{U'})$ such that $\partial_w(\beta) = \alpha$ and for all $w \in \bigcup J_i$, $\partial_w(\beta) = 0$. Hence, $\forall i$, the map

$$\partial^\pi_{zi} = \sum_{w \in J_i} (\phi^\pi_{w(z)} \circ \partial_w : M(z, L_{U'}) \to M(z_i, L_{U'})$$

takes $\beta \mapsto 0$. Then under the differential

$$d = \sum_{w \in \mathbb{Z}^{(1)}} \partial^\pi_w : M(z, L_{U'}) \to \left( \bigoplus_{i=1}^m M(z_i, L_{U'}) \right) \oplus M(y, L_{U'}) \oplus \left( \bigoplus_{w \in \mathbb{Z}^{(1)}} M(w, L_{U'}) \right)$$

$$d(\beta) = 0 + \cdots + 0 + \alpha + \sum_{w \in \mathbb{Z}^{(1)}} \partial^\pi_w(\beta).$$

We observe that $\sum_{w \in \mathbb{Z}^{(1)}} \partial^\pi_w(\beta) \in C^p(U', M, L_{U'})$ is supported on $w$, where $\{w\}$ is a dimension $d - p$ closed subscheme and flat over $S$, since $w \in \mathbb{Z}^{(1)}$. Thus, we have that, any element of $A^p(U', M, L_{U'})$ is represented by an element in $A^p_w(U', M, L_{U'})$ for some closed subscheme $Y \subset U'$ of codimension $p$ such that $Y$ is flat over $S$. Now

$$A^p_w(U', M, L_{U'}) \to A^p(U', M, L_{U'}) \to A^p(U'', M, L_{U''})$$

is trivial for some $(U'', u)$ Zariski neighbourhood of $u$ in $U'$, since it factors through

$$A^p_w(U', M, L_{U'}) \to A^p_{Y \times U''}(U'', M, L_{U''}) \to A^p(U'', M, L_{U''})$$

which is trivial by Proposition 3.3.

4. Strict $\mathbb{A}^1$-invariance

Throughout this section, we let $S$ be as in Theorem 1.1. The goal of this section is to give a slightly modified construction of a spectral sequence constructed in [5, 9.2]. We show that this spectral sequence can easily be constructed using a filtration on the Gersten complex which makes it clear that the perfectness of the field is not a necessary hypothesis as might appear while reading the proof of [5, 9.3]. In fact, the spectral sequence exists over any regular excellent base scheme $S$. As in [5, 9.1], this spectral sequence will deduce the proof of Theorem 1.3 from the field case.

We first recall the definition of the sheaf theoretic version of the Gersten complex in Definition 2.5. For a smooth scheme $f : X \to S$ and a graded line bundle $\mathcal{L}$ on $X$, we let

$$C^q(X, M, \mathcal{L}) = \bigoplus_{x \in X^{(q)}} i_{x*}M(x, \mathcal{L}),$$

where $i_x : \text{Spec}(\kappa(x)) \to X$ is the inclusion of the point $x \in X$ and the group $M(x, \mathcal{L}_X)$ is considered as a Nisnevich sheaf on $\text{Spec}(\kappa(x))$. Note that the Gersten complex $C^\bullet(X, M, \mathcal{L})$ in Definition 2.5 is obtained by applying global sections functor to $C^\bullet(X, M, \mathcal{L})$. Moreover, Theorem 1.1 implies that $C^\bullet(X, M, \mathcal{L})$ is an acyclic resolution of the sheaf $M(X, \mathcal{L})$ in the category of Nisnevich sheaves on $X$. In particular, we have

$$H^q_{\text{Nis}}(X, M(X, \mathcal{L})) \cong C^q(X, M, \mathcal{L}) \quad \forall q \geq 0.$$ 

One now defines a decreasing filtration on the complex $C^\bullet(X, M, \mathcal{L})$ by setting

$$F^pC^q(X, M, \mathcal{L}) = \bigoplus_{x \in X^{(q)}} M(x, \mathcal{L}).$$

Lemma 4.1. We have an isomorphism of complexes

$$F^pC^\bullet(X, M, \mathcal{L})/F^{p+1}C^\bullet(X, M, \mathcal{L}) \cong \bigoplus_{s \in S^{(p)}} C^{\bullet-p}(X_s, M, \mathcal{L}_s).$$
Hence, we obtain the spectral sequence

\[ E_1^{pq} = \bigoplus_{s \in S^{(p)}} A^q(X_s, M, \mathcal{L}_{X_s}) \Rightarrow A^{p+q}(X, M, \mathcal{L}). \]

Proof. Let \( X \rightarrow S \) denote the structure map. It is elementary to check that as groups we have an isomorphism of groups

\[ F^p\mathcal{C}^*(X, M, \mathcal{L})/F^{p+1}\mathcal{C}^*(X, M, \mathcal{L}) = \bigoplus_{s \in S^{(p)}} C^{q-p}(X_s, M, \mathcal{L}_{X_s}) \]

since both are isomorphic to

\[ \bigoplus_{s \in S^{(p)}} \left( \bigoplus_{x \in X^{(q-p)}} M(x, \mathcal{L}_X) \right) \]

To see that, this is indeed an isomorphism of complexes, we only need to check that there are no non-trivial boundary maps from \( M(x, \mathcal{L}_X) \) to \( M(y, \mathcal{L}_X) \) in \( F^p\mathcal{C}^*/F^{p+1}\mathcal{C}^* \) unless \( x \) and \( y \) belong to the same fiber, i.e. we need to show that if \( x \) specializes to \( y \) then either \( f(x) = f(y) \) or \( f(y) \in S^{(\geq p+1)} \). This is clear, because \( f(x) \) specializes to \( f(y) \) and both cannot have the same codimension unless \( f(x) = f(y) \).

Proof of Theorem 1.3. This is deduced from the spectral sequence (4.1) and the Proposition 2.8(H) as in [5, Theorem 9.4].

5. Appendix

In this appendix, we quickly recall facts of canonical sheaves [12] and fix some notation required in this paper. Nothing in this appendix is new.

5.1. Canonical invertible sheaf. Let \( S \) be a J-2 [17, Tag 07P7], Noetherian regular scheme of finite Krull dimension, in particular \( S \) could be an excellent scheme as in the previous sections. In [12, Chapter 6, Definition 4.3] canonical sheaf is defined for all l.c.i morphisms. For a point \( x \in X \), where \( X/S \) is of finite type, we wish to define \( \omega_{x/S} \).

**Definition 5.1.** Consider \( \{x\} \) the closure of \( x \) in \( X \) with the reduced induced structure. Now \( \{x\} \) being a reduced, finite type scheme over \( S \), the regular locus \( U_x := \text{Reg}(\{x\}) \) is open and non-empty. The morphism \( U_x \rightarrow S \) is l.c.i. over \( S \), since it is of locally finite type morphism of regular schemes. There is a canonical invertible sheaf \( \omega_{U_x/S} \) on \( U_x \) as defined in [12, Chapter 6, Definition 4.3]. We define

\[ \omega_{x/S} := (\omega_{U_x/S})_x \otimes_{\mathcal{O}_x} \kappa(x). \]

We leave it to the reader to check that this \( \omega_{x/S} \) depends only on the \( S \)-field \( \kappa(x) \). Thus, for any finitely generated \( S \)-field \( F \), we have a well defined canonical sheaf \( \omega_{F/S} \).

**Remark 5.2.** We note various properties of the canonical sheaf.

1. If the given morphism \( X \rightarrow S \) is l.c.i., then for any regular point \( x \in X \) we have

\[ \omega_{x/S} \simeq (\det m_x/m_x^2)^{\vee} \otimes_{\kappa(x)} ((\omega_{X/S})_x \otimes_{\mathcal{O}_{X,x}} \kappa(x)). \]

2. When \( S = \text{Spec}(k) \) is a field, then for any finitely generated field extension \( F/k \), \( \omega_{F/k} \cong \det \Omega_{F/k} \).

3. Given field extensions \( F \supset K \) of finitely generated \( S \)-fields, there is a canonical isomorphism

\[ \omega_{F/S} \simeq \omega_{F/K} \otimes \omega_{K/S}. \]
5.2. **Graded line bundles.** We recall the notation from [4, section 1.3]. Let \( X \) be a connected scheme. The category \( \mathcal{G}(X) \) of graded line bundles on \( X \) is defined as follows. The objects are a pair \( L := (L,a) \) for a line bundle \( L \) on \( X \) and an integer \( a \). The morphisms are given as follows

\[
\text{Hom}_{\mathcal{G}(X)}((L,a),(L',a')) = \begin{cases} 
\emptyset & \text{if } a \neq a' \\
\text{Hom}_{\mathcal{O}_X}(L,L') & \text{if } a = a'
\end{cases}
\]

\( \mathcal{G}(X) \) is a symmetric monoidal category with monoidal structure given as follows:

\[
(L,a) \otimes (L',a') = (L \otimes L', a + a').
\]

\( \mathcal{G}(X) \) is a Picard category in the sense of [2, §4].
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