Efficient screening of chemicals is essential for exploring new materials. However, the search space is astronomically large, making calculations with conventional computers infeasible. For example, an $N$-component system of organic molecules generates $>10^{60N}$ candidates. Here, a quantum-inspired annealing machine is used to tackle the challenge of the large search space. The prototype system extracts candidate chemicals and their composites with desirable parameters, such as melting temperature and ionic conductivity. The system can be at least $10^4$–$10^6$ times faster than conventional approaches. Such dramatic acceleration is critical for exploring the enormous search space in virtual screening of materials.

1. Introduction

Finding new functional materials with improved performance is critical, especially in developing next-generation energy-related devices. Machine learning, which can handle the big data from materials science and identify statistical trends, has become essential for material exploration. Trained models can predict the performance ($y$) of diverse materials from their structures ($x$).

The predicted values ($y_{\text{pred}}$) from a trained model ($f_{\text{ML}}$) have become increasingly reliable. Various parameters, including basic molecular properties (e.g., mechanical strength and melting point), conductivity, photoconversion efficiency, and synthetic yields, have been predicted successfully. If an appropriate model is prepared, the prediction will become as accurate as those from human researchers and molecular simulations. Another major advantage of machine learning is its high prediction speed (e.g., $10^{-3}$ s per condition), allowing researchers to screen chemicals much faster than with real experiments and first-principles calculations.

A key challenge in materials informatics is the astronomically large search space for candidate materials. Even for small organic molecules, there are more than $10^{60}$ candidates. Current virtual compound screening using a machine learning function, $y_{\text{pred}} = f_{\text{ML}}(x)$, may not finish before the end of the universe (Figure 1). Furthermore, the search space increases exponentially when a composite system of multiple chemicals is considered ($10^{60N}$ candidate composites for an $N$-component system), and most conventional materials and devices consist of multiple components.

Various approaches have been proposed to solve the massive search space problem, such as defining an inverse function $x = f_{\text{ML}}^{-1}(y)$, which predicts structures or experimental conditions from a target parameter $y$. However, the function is intrinsically hard to define because of the uniqueness of the solution problem. Furthermore, the preparation of chemical structures itself is still a challenge even with cutting-edge deep learning techniques due to the current limitations of model complexity and computing power. Other molecule generation techniques, such as Bayesian approaches and deep reinforcement learning, also tend to have similar limitations, such as excessive search space compared to the limited computing power. Most studies have focused on single-component systems and the methodology for multiple-component systems has not been developed satisfactorily.

A practical approach to exploring materials is to narrow the search space by filtering candidates manually. Based on the knowledge of human researchers, only feasibly useful structures are selected. Typically, $10^5$–$10^6$ candidate chemicals would be selected to allow calculations to be finished quickly. However, filtering based on existing knowledge may overlook hidden potential candidates. The approach may fail when treating $N$-component systems. If there are $10^M$ chemical candidates, their available combinations will be $10^{M+N}$, excluding their weight compositions (i.e., $N – 1$ additional independent variables).

Here, we introduce a quantum physics inspired annealing machine to tackle the challenge of the huge search space. The main limitation of conventional approaches is the insufficient computing power compared with the search space. Quantum physics based or inspired computing solves the exploration problems efficiently due to massive parallelization that cannot be achieved by conventional computers.
A newly developed system was at least $10^4$–$10^8$ times faster than conventional approaches, helping to solve the combinatorial explosion problem in materials science.

2. Molecular Exploration System Framework

Quantum computers can solve some types of problems quickly, including combinatorial optimization and molecular quantum processes.\[18,21\] The superposition principle is useful for exploring new materials from a vast search space efficiently (Figure 2a). Gate-based quantum computers can solve various problems, although they currently have many technical problems, such as long-time coherence.\[18,21\] In contrast, quantum annealing machines have already been commercialized.\[23\] They are used to solve the Ising model (Equation (1)).\[17,23,24\] Previously, annealers have been used in limited cases to explore materials (e.g., orders of nanomaterials).\[17\] In this work, our prototype system was used to explore general organic materials with diverse properties.

The architecture of our material screening system is shown in Figure 2a. First, structural information was converted into binary vectors using a mapping function, $f_{\text{map}}$ (Figure 2b). Binarization was needed because quantum annealers accept only binaries.\[24\] A machine learning function, $f_{\text{ML}}$, was prepared in the form of the Ising model. An experimental database of target materials was used to train the model.

The machine learning function was a linear model considering quadratic terms ($x_i x_j, i \neq j$). Annealers can solve the problem of $x_{\text{ideal}} = \arg \max f_{\text{ML}}(x)$ (or argmin) promptly (around $10^{-4}$ to $10^{-8}$ s, Figure 2c).\[22,24\] The obtained $x_{\text{ideal}}$ could give $y_{\text{pred}}$, which is close to the global maximum (or minimum) of the system (Equation (1)).\[24\]

$$y_{\text{pred}} = f_{\text{ML}}(x) = \sum_{i \neq j} J_{ij} x_i x_j + \sum_i h_i x_i$$

Conventional computers may not be able to solve the problem when the dimension of $x$ becomes higher than around 100 (i.e., $2^{100} \approx 10^{30}$-dimensional search space).\[22\] Finally, chemical structures were proposed as real-world information based on an inverse mapping function, $f_{\text{map}}^{-1}$.
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For the annealer, we used a digital annealing unit, which was developed based on quantum annealing.[22] The machine is a digit simulator, but the hardware was specially designed to solve versatile quadratic unconstrained binary optimization problems and can treat up to 8192 fully connected binary variables with massive parallelization.[23] In contrast, the commercialized quantum annealer D-Wave still has a strict limitation on the input variables and binary interactions; there are typically fewer than 100 available variables for achieving fully connected bits.[9,23,24]

3. Exploration with a Single-Component System

First, we extracted high-melting-temperature molecules with the annealer. An open experimental database of organic molecules[25] was used for machine learning (about 3000 chemicals, Table S1, Supporting Information). The structural information was converted into 2048-dimensional molecular fingerprints \( x_{FP} \).[26] The vector was compressed to \( n \)-dimensional vectors to obtain a binary input, \( x \) (0 < \( n < 2048 \), Figure 2b, 3a and Figure S1, S2, Supporting Information). Compression was needed because \( nC_2 \) interactions must be added as quadratic terms \( x_i x_j \) (i.e., \( 2048C_2 = 2096 \)128 terms with \( n = 2048 \) are too many for regression). After adding the terms, the statistical relationships between the input and z-scores of the melting temperatures \( y \) were inputted to train a linear regression model (Figure 2a and Equation (1)). The regression determined the coefficients \( j_{ij} \) and \( h_i \).

Regularized models[27] were used for regressions to avoid multicollinearity problems. Ridge (i.e., L2 norm) models gave better prediction performance than did Lasso models (i.e., L1 norm, Figure S3, Supporting Information). The sparsity obtained by the Lasso model may have discarded too much of the contribution of quadratic terms \( x_i x_j \) in Equation (1), while the interaction terms were essential to improve the model complexity. Because regression algorithms were developed for continuous variables,[27] a specialized algorithm and theory for binary vectors, including the selection of regression norms, will be needed in future work.

For regression, the database was split randomly into the training and testing datasets. The training dataset was used for regression, and the testing dataset was used only for prediction. The \( R^2 \) score for the testing dataset was as high as 0.5 with a dimension of \( x = 576 \) (Figure 3b; results with other conditions are shown in Figure S3, Supporting Information). Root mean square error was calculated to be 0.57 (corresponding to about 50 °C). The result was comparable to a former report, which aimed state-of-the-art accuracy for a melting point prediction task using the same dataset.[28] The lower \( R^2 \) score than the training dataset (0.75) was certainly caused by the difficulty of the task itself, not by the quadratic model (i.e., a huge variety of chemical structures compared to the inputted records).[28] The regression scores were higher than those obtained with random forest regression models, which are regularly used to treat nonlinear systems (Figure S4, Supporting Information).[1,5] Therefore, the proposed quadratic model itself was sufficient to predict chemical properties from binary vectors.
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**Figure 3.** a) Scheme of preparing \( x \) and \( y \) for the melting point database. b) Regression result of melting point (as a z-score, \( y \)). The database was split into the training (90%) and testing (10%) datasets, for which the \( R^2 \) scores were 0.75 and 0.51, respectively. Ridge regression was conducted with a regularization strength \( \alpha = 0.1 \). The dimension of \( x \) was 576, which corresponds to a search space of \( 2^{576} \approx 10^{170} \) chemical structures in maximum.
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It was essential to obtain $x_{\text{ideal}}$ yielding the highest predicted performance, $y_{\text{pred}}$, from Equation (1). A digital annealer was used to solve the problem (Figure 4a). As a control, simulated annealing on a conventional computer was examined. The annealing time with the annealer was only around 2.5 s, regardless of dimension $n$. In contrast, the required time with the conventional machine increased dramatically and exceeded 300 s with $n = 1250$. $y_{\text{pred}}$ obtained in the control experiment was substantially smaller than in the annealer with $n > 100$, demonstrating that the control could not reach the global (Figure 4a). An impractically long time would be required to match the results of the annealer with the conventional simulator.

The digital annealer has also been shown to be faster than other computational methods such as parallel tempering Monte Carlo.\(^{[22]}\) The speedup was achieved by a unique hardware design to solve the quadratic problems (comprehensive comparisons against the conventional methods are shown in our previous study).\(^{[22]}\) Although the annealing time was longer than for real quantum annealers (around milliseconds for a total annealing process, excluding server connection time),\(^{[23]}\) several seconds seems practical for most applications. It should also be noted that the quantum machines still tend to suffer from solving high dimensions (>100), whereas a digital annealer can treat fully connected 1024 bit problems.\(^{[24]}\)

After decompressing $x_{\text{ideal}}$ to the fingerprint form, $x_{\text{ideal,FP}}$, Tanimoto similarity scores\(^{[29]}\) were calculated to compare the fingerprints of the ideal compound and those recorded in the test dataset (Figure 4b). Experimental $y$ became statistically higher when the high similarity scores increased (Figure 4c, red plots). The increase indicated that $x_{\text{ideal}}$ found by the annealer

![Figure 4. a) Annealing time and best $y$ found as a function of the dimension of $x$. Linear regression models were prepared with different dimensions. $x_{\text{ideal}}$ giving the highest $y_{\text{pred}}$ was explored by the digital annealer and a conventional computer as a control. Annealing time by the digital annealer was almost constant because it virtually solved the 1024-dimensional problems regardless of the conditions (see the Supporting Information for details). b) Scheme to extract candidate compounds using similarity scores with $x_{\text{ideal}}$. c) Relationship between $y$ and similarity to a target fingerprint. In the upper panel, 20% of the test data were compared with $x_{\text{ideal}}$. In the bottom panel, the test dataset was compared with the existing fingerprint, which gave the highest $y$ in the training dataset. The analysis was conducted with a dimension of 248. d) Statistical trends for the extraction performance. Averages $y$ of the top 5% similar compounds are plotted as a function of dimension. Error bars show the standard deviation of the fivefold cross-validation results (see Supporting Information for details).]
maintained essential and universal information to achieve desirable performance. In contrast, there was no significant relationship between y and the similarity scores when the fingerprints of an existing compound with the highest y in the training dataset were compared (Figure 4c, blue plots). This was because the structural information of only one compound was too specific and narrow, and may have overlooked some essential structural information to achieve the desired performance. We calculated the average y of the top 5% most similar compounds (Figure 4d). Statistically, the annealing approach was preferable with various dimensions n rather than with existing fingerprints. Most of the extracted chemicals displayed z-scores > 1, corresponding to melting points of around 200 °C.

The proposed framework was useful for extracting chemicals with other desirable parameters, such as low melting temperature, high solubility parameter, high glass transition temperature, and high photoconversion efficiency in organic thin-film solar cells (Figure S5—S10, Supporting Information). This versatile framework could be used for a wide range of materials and properties, not only for organic molecules, but also for inorganic compounds. During the annealing processes, additional restriction conditions using the fingerprints of existing chemicals also improved the extraction performance. The restrictions increased the structural feasibility of xideal, whereas only y was pursued without the restriction (Figure S5, Supporting Information for further information).

4. Generating New Chemicals from Ideal Fingerprints

Instead of comparing the similarity scores with the existing database, directly generating molecules from xideal is preferable for accessing the vast chemical search space. With a large dimension n (e.g., > 1000), x can express a sufficiently large number of chemicals, 21000 ≈ 10300. Therefore, if appropriate mapping functions (fMAP and fMAP−1) are given, the annealing framework may be able to explore arbitrary organic molecules. However, determining the functions, especially the inverse functions, is still unwieldy, regardless of the remarkable progress in cheminformatics and machine learning.[1,12,14]

Here, we used a more straightforward approach to preparing chemicals directly from xideal. After decompressing xideal to the 2048-dimensional fingerprint, xideal,FP, chemical structures were generated from the fingerprint fragments (Figure 5a). A fingerprint bit xFP,i represents a specific fragment of a chemical structure. In the example in Figure 5a, bit xFP,0 indicates whether an aromatic ring is available in a molecule. The bit is 1 if the ring is present or else 0.

From the melting temperature database, chemical fragments were extracted by the breaking of the retrosynthetically interesting chemical substructures (BRICS) algorithm.[30] Then, some fragments sharing the same bit of the ideal fragment were extracted and reconnected to make molecules according to BRICS (Figure 5b, c, and Figure S11, Supporting Information).

The predicted y of the generated chemicals was statistically higher than those of the chemicals of the original database and randomly generated chemicals (control, Figure 5b). The average scores were 1.80, 0, and 0.71 for the proposed approach, original database, and random generation, respectively. Large values of y were even obtained from the ideal fingerprint (Figure 5c and Figure S11, Supporting Information). Our high-throughput molecular generation system will help researchers design new materials with desirable properties.

5. Optimizing the Composition of Li+-Conducting Electrolytes

Finally, we extended the annealing framework to find the optimal compositions of multiple chemicals forming composite materials.
The search space increases exponentially with \( N \)-component systems \((N > 1)\). We focused on finding the best composition of organic \( \text{Li}^+ \)-conducting electrolytes consisting of up to six chemicals (Figure 6a and Figure S12, Supporting Information).

\( \text{Li}^+ \)-conducting electrolytes were selected because of the essential role of \( \text{Li}^+ \) batteries in society and the demand for higher conductivity to improve outputs.\(^{[31]}\) Most electrolytes consist of at least two components, namely, a solvent and salt.\(^{[3,32–34]}\) Additional chemicals are often added to improve viscosity, conductivity, stability, and other battery properties.\(^{[32,34]}\) The search space becomes even larger when polymeric electrolytes are considered as essential components for next-generation solid-state batteries and conventional gel electrolytes.\(^{[3,33]}\)

We previously explored organic \( \text{Li}^+ \)-conducting electrolytes using machine learning.\(^{[3]}\) The largest database of \( \text{Li}^+ \)-conducting electrolytes covered both monomeric and polymeric conductors (around unique 1200 records near room temperature, Table S1 and Figure S13, Supporting Information). The prediction accuracy of a model trained with the database was as accurate as that of experienced researchers\(^{[3]}\) and the machine learning model identified new polymeric conductors. However, a narrow search space \((<10,000)\) was used during the screening and it is likely that candidates in the broader search space were overlooked.

Composition information about electrolytes was converted into binary vectors. For simplicity, up to six chemical

![Figure 6. a) Scheme to treat composite materials. b) Results for exploring optimal composites by the annealing, random sampling, and Bayes optimization approaches. The average scores for five independent trials are shown in the cases of the anneal and random approaches. Error bars represent standard deviations. Only one trial was conducted for the Bayes, because of the excessively long calculation time. The dimension of \( x \) was 398. c) Probability distribution of the composites extracted by the three approaches. d) Example structures of the extracted chemicals.](image-url)
components\(^3\) were considered for one composite. Weight ratios of the components were also included in \(x\). The continuous values were converted into binaries by a unary method (see Supporting Information for details). Then, regression was conducted to predicted room temperature conductivity. A linear model yielded high \(R^2\) scores of 0.88 and 0.68 for the training and testing datasets, respectively (Figure S13b, Supporting Information).

After obtaining \(x_{\text{ideal}}\) with the annealer from the regression model, the decompressed vector was compared with the fingerprints of a chemical compound database. There were around 10,000 candidate chemicals in the database. Therefore, the search space was as big as \(10^{10^4}\), ignoring weight ratios (i.e., an additional five independent variables).

Compounds were extracted from the database by comparing their fingerprints with those of the ideal compounds. The selections were made by a random process, where high-similarity compounds were extracted preferentially according to a Gaussian distribution. The weight ratio was calculated by restoring the corresponding binaries from the Gaussian distribution. The weight ratio was calculated by

\[
\text{weight ratio} = \frac{\text{weight of binary}}{\sum \text{weights of binaries}}
\]

These selection processes were executed five times to ensure statistical validity. On average, it took only around 3 s to obtain composites with \(y_{\text{pred}} > 1.3\). After finishing the 100 iterations, the maximum value increased to 1.4, which took about 14 s.

However, 10\(^5\) iterations were not sufficient to achieve \(y_{\text{pred}} = 1.3\) when the compounds and weight ratios were selected by a completely random process (Figure 6b). The average time to reach the maximum \(y_{\text{pred}} = 1.2\) was 15,600 s, whereas the annealing method took less than 0.85 s. Therefore, the latter was at least 15,600/0.85 \(\cong\) 18,000 times faster than the standard approach.

Bayesian optimization, a conventional approach to explore optimal conditions,\(^1,35\) did not find the best combination (Figure 6b). The best score was only 0.88 after 6000 iterations, although the method took an exceptionally long time of 1,240,000 s. The poor result was attributed to the nonsmoothness of the function and search space that was too large (see Figure S14 and Supporting Discussion, Supporting Information). It should also be noted that even recent deep learning techniques, such as reinforcement learning, still tend to suffer from multicomponent systems because the calculation normally takes at least several minutes even for a one-component system\(^16\) and the time will increase exponentially with \(n\)-components.

The annealing approach improved the statistical distribution of \(y_{\text{pred}}\) greatly. For instance, 7% of the proposed electrolytes provided \(y_{\text{pred}}\) of over 1.2, whereas in the random approach only 0.0002% did (Figure 6c). The speedup ratio for this specific task was as large as \(4 \times 10^7\). The proposed system finished the task in only 14 s, whereas the control method would have needed 5.5 \(\times 10^5\) s \(\cong\) 6 days. The Bayes method could not yield an electrolyte of \(y_{\text{pred}} > 1.2\). A simple comparison of the iteration rates (7.2 and 0.011 compounds per seconds for the annealing and Bayes, respectively) indicated that the annealing would be at least \(4 \times 10^4\) \(\times\) (7.2/0.0048) \(=\) 10\(^8\) times faster than the Bayes approach.

From the viewpoint of actual experiments, a sufficiently large number of candidates are needed. The materials prescreened by computers are still candidates extracted from \(f_{\text{ML}}\). Because the predictions are not perfect, most candidates would be excluded during the next screening steps (e.g., human-based composition check and real experiments). The poor extraction efficiency and excessively long calculation time of the conventional methods may not be useful for practical projects.

The quality of the extracted compounds obtained by annealing was also higher than that of the controls (Figures 6d and Figure S15–S17, Supporting Information). About half of the chemicals extracted by annealing were experimentally examined as electrolyte components for Li\(^+\) batteries\(^1,32\) (shown in yellow, Figure S15, Supporting Information). In contrast, 75% or more of the compounds extracted by the controls were unconventional (Figures S16 and S17, Supporting Information). Experimentally, most of the compounds proposed by the random approach would not provide ionic conductivity because the components were far from salt- or solvent-like structures (e.g., no polar solvents in a composite, Figure S16 and S17, Supporting Information).

High prediction scores could be obtained by \(f_{\text{ML}}\) even with noisy composites, whose structures were dissimilar from that of electrolytes, because of the lack of training data during machine learning. We trained the model only with Li\(^+\)-conducting electrolytes, not with non-Li\(^+\)-conducting composites. This was because current machine learning models can process only specific tasks in narrow fields due to the limited complexity of the model and computing power,\(^15\) and adding too broad a context may decrease the prediction accuracy.\(^16\) The preparation of databases, which is generally a manual process,\(^13,3\) is also hugely time-consuming. Therefore, the inaccurate predictions by \(f_{\text{ML}}\) are currently unavoidable and should be avoided during the candidate selection step.

The ratio of conventional and unconventional compounds in proposals is crucial during screening. If there are too many unconventional compounds, the proposed compounds will be “noisy” (Figures S16 and 17, Supporting Information), whereas suggesting too many conventional compounds hinders the discovery of new materials. The ratio of 50% provided by annealing may be acceptable during the exploration of potential candidates. The balance can be tuned by adding a restriction condition during annealing in a similar way to the single-component system (Figure S5, Supporting Information; future challenges are described in the Supporting Discussion part).

### 6. Conclusion

We constructed a rapid extraction system for chemicals using machine learning and a quantum-inspired annealing machine, specialized digital hardware to treat the Ising model.\(^22\) The framework allowed rapid exploration of chemicals and compositions, and the extraction was at least \(10^4\)–\(10^8\) times faster than conventional methods. Increasing the speed of prediction methods is essential to tackle the combinatorial explosion problem in chemical screening (e.g., \(10^{2000}\) candidates for an \(N\)-component system of small organic molecules). The structures extracted by our method were higher quality than those extracted by the control methods because the annealer could extract the essential features of desirable compounds. The screening system will be critical to dramatically shortening the time required to optimize versatile, functional materials and devices of organic (small and
macromolecules) and inorganic systems. Further improving the exploration efficiency by optimizing mapping functions ($f_{MAP}$ and $f_{MAP}^{-1}$), expanding materials databases for higher prediction accuracy, and inventing new regression and exploration algorithms (e.g., suppress overestimation of predicted values during screening; see Supporting Information for further discussion) will be our next challenges.
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