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Abstract: The random cluster model is used to define an upper bound on a distance measure as a function of the number of data points to be classified and the expected value of the number of classes to form in a hybrid K-means and regression classification methodology, with the intent of detecting anomalies. Conditions are given for the identification of classes which contain anomalies and individual anomalies within identified classes. A neural network model describes the decision region-separating surface for offline storage and recall in any new anomaly detection.
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1. Introduction and Related Work

In $K$-means classification, a set of data will form clusters, i.e. classes, if the measured distances between data points (or some common point in each class) are below a certain threshold. With the assumption that the data points are randomly generated throughout some bounded region according to a certain probability distribution, we identify an upper bound on a chosen distance measure of regularity such that clusters of data points form when their measured distances from a common weighted-center is less than the upper bound.

In [15], Lee and Xiang propose an information-theoretic measure of regularity for anomaly detection of in-network traffic patterns, among other test cases. They posit that there is a set of intrinsic characteristics in the measured data that identifies regularity and these characteristics can be measured as a count of the number of bits required to accurately distinguish one class of data from another distinct class. The particular class differentiator used is a measure of entropy such that when particular attributes/variables/columns are identified as being most responsible for the formation of a particular class, then a particular data sample is anomalous with respect to a given class, if entropy, as a function of the identified attributes, is increased as a result of adding the sample to the given class.

With the choice of a distance measure of regularity, the data points are assumed to be generated into a bounded subset $\mathcal{B}' \subset \mathbb{R}^L$. Let $\mathcal{B} \subset \mathbb{R}^2$ be a bounded region of unit area. Using graph-based methods, we can define a bijective projection mapping of the data points in $\mathcal{B}'$ into $\mathcal{B}$ by partitioning $\mathcal{B}$ into a fixed number of structures of the same size and shape such that disjoint class regularities are maintained, and each data point in $\mathcal{B}'$ maps to exactly one structure in the partition of $\mathcal{B}$. From this partition, we can calculate the maximum size of each structure such that disjoint class regularities are maintained after projection.

In [22], Saligrama and Zhao propose a graph-based method of anomaly detection which relies upon a temporal and spatial composite score using distance measures. They show that the scoring structure is asymptotically optimal in terms of reducing the occurrence of false alarms as the number of samples increases.
With [22] as motivation, we assume a finite, independent sampling from the normal distribution, which is then ordered by applying some suitable order statistic, producing a dependent, beta-distributed sampling [16]. The ordered sample is projected into \( B \), while maintaining disjoint class regularities. We then define a composite score for classes and an individual score for data points within a class, as an indication of an anomaly, by calculating the measured distance of the center of a class (respectively, data point within a class) from a regression hyperplane through the sampling in \( B' \).

Motivation for the use of the measured distances of class centers and data points within a class from the regression hyperplane to indicate an anomaly comes from [1], where the linear regression model is an estimate of the data points which minimizes the mean squared error between the model and the data points. As such, any class with a center that has a distance from the regression hyperplane which is greater than the computed bound is defined to be an anomalous class. Likewise, any data point within a class that has a distance from the regression hyperplane which is greater than the computed bound is defined to be an anomalous data point. By detailing a certain shift and reflection of the regression hyperplane, we show that the calculated weights can be used in the activation function for a two-class discriminating neural network for anomaly detection.

2. Setup

We note the arguments presented in Murphy [21, Section (2)] for obtaining an estimate for the expected number of clusters to form, \( K = N^2 \).

Let \( T^2 \) be the total number of sampled data points, with each data point having \( L \) attributes. The attributes of each of the \( T^2 \) are normalized to have values in the interval \([0, 1]\). What we now have are \( T^2 \) data points, each with \( L \) attributes, which are represented by \( T^2 \) points in an \( L \)-dimensional hypercube of unit area. Let \( J = M^2 << T^2 \) and assume that we have a smaller dataset of size \( M^2 \), which is further sampled from the \( T^2 \) data set.

Let \( B \) be the unit square in the 2-dimensional plane. Theorem (7.3.38) from [20] gives the minimum number of hexagons required to partition \( B \) into hexagons of equal size such that there are \( K = N^2 \) disjoint partitions totaling \( J = M^2 \) hexagons.

**Theorem 1** Assume that there are \( J = M^2 \) samples and \( K = N^2 \) classifications for the samples. The minimum number of hexagons required to partition the unit square into \( K = N^2 \) disjoint regions such that \( J = M^2 \) is the sum total of all hexagons in the disjoint regions is given by

\[
S(M, N) = M^2 + (N - 1)^2 + 2MN. \tag{1}
\]

The idea is to use the result of the theorem to calculate, as a function of \( M \) and \( N = N(M) \), an estimate of the radial size of a circumscribing circle of a prototypical hexagon which will be used to partition \( B \) is given in Murphy [21] as

\[
R(M, N) = \frac{1}{2\sqrt{S(M, N)}}, \tag{2}
\]

thereby necessarily indicating that

\[
B(M, N) = 2 \times R(M, N)
\]

is the diameter of the circle. We have the following result from Murphy [21, Lemma (2)].
Lemma 2 \( R(M, N) \) is decreasing for increasing \( M \) and \( N \).

Theorem 3 Denote the critical probability as \( p_c \). With probability 1, every node in \( \mathcal{B} \) is contained within one contiguous cluster if and only if the probability of any one hexagon containing a node, exceeds \( p_c \). Otherwise, all clusters are disjoint with probability 1.

In order to not exceed the critical probability, while maintaining the \( K = N^2 \) classes of \( J = M^2 \) data points, the common radial size \( r_0 \) of each circle must be less than \( R(M, N) \). By thm. (3), the clusters will be disjoint with probability 1. The following corollary to thm. (1) follows from these statements and lemma (5).

Corollary 4 Let \( H \) be a hexagon of size such that a circle of radius \( r_0 = r_0(M, N) \) can be circumscribed, where

\[
r_0 \leq R(M, N).
\]

If \( \mathcal{B} \) is partitioned into copies of \( H \), then with probability 1, it follows that \( K = N^2 \) is the mean number of disjoint clusters of contiguous hexagons in the region \( \mathcal{B} \) that are occupied by the \( J = M^2 \) data points.

With \( r_0 \) given by corollary (4), the size of the prototypical hexagon can be calculated for repartitioning \( \mathcal{B} \) through each classification of the \( T^2 \) data set. Furthermore, corollary (4) guarantees that the classes will remain distinct, with probability 1, through each new classification. We have the following result from Murphy [21, Lemma (5)].

Lemma 5 For a fixed number \( (J = M^2) \) of uniformly distributed data points in \( \mathcal{B} \) and for any \( \rho \in (0, p_c] \), with \( p_c = 1 - 2\sin(\pi/18) \),

\[
\frac{M^2}{S(M, N)} = \frac{M^2}{M^2 + (N - 1)^2 + 2MN} = \rho
\]

(3)
determines the expected number \( K = N^2 \) of disjoint classes to form such that \( J = M^2 \) is the total of all occupied hexagons across all classes.

3. Anomaly Detection

From lemma (2), recall that \( R(M, N) \) is decreasing for increasing \( M \). As such, once \( N_0^2 \) is known, then given \( M^2 << T^2 \), for classifications of the ordered data set, it follows that \( R(M, N_0) \) constitutes the actual upper bound on the distance that any class member is allowed to differ from the center of its respective class. Since the initial classification of the ordered set was done with \( R(M, N) \) as the upper bound, then class members are candidate anomalies when they fall outside the new upper bound \( R(M, N_0) \) in distance from the linear average of the respective class, as given by the segment of the regression hyperplane through the class in question. Furthermore, the same restriction is applied to the class centers, whereby, given that the regression hyperplane is the linear average of the data points used in its definition, non-anomalous classes are those with centers that do not deviate from their respective sections of the regression hyperplane by more than a distance of \( R(M, N_0) \).

3.1. Definitions

Definition 6 (Macro Anomaly Detection) Let \( N_0^2 \) be the actual number of classes to form after classification of all data points has completed. Suppose the regression hyperplane \( H_{[M, N_0]}^\theta \) is given
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3.1. Definitions
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by \((w_{[M,N]}^{\theta})^t\) \(z = \theta\), for some real vector \(w_{[M,N]}^{\theta}\) and some constant \(\theta \in \mathbf{R}\). Let \(h \in [1, N_0^2]\) and \(l_h\) be the segment of the regression hyperplane through class \(C_h\). Then, \(C_h\) is anomalous, if \(x_{(h)}\) is the mean of \(C_h\) and \(d(x_{(h)}, l_h) \geq R(M, N_0)\). Otherwise, \(C_h\) is NON-anomalous.

**Definition 7** (Micro Anomaly Detection) Let \(N_0^2\) and \(l_h\) be the same as in def. (6). \(x \in C_h\) is anomalous, if \(d(x, l_h) \geq R(M, N_0)\) and NON-anomalous otherwise.

### 3.2. Anomaly Segregation and The Decision Boundary

The combined definitions of macro and micro anomaly detection given in defs. (6) and (7) simply states that the non-anomalous data should all be tightly wrapped in the interior of \(N_0^2\) hyperspheres of radius no more than \(2 \times R(M, N_0)\), with each of the weighted centers being of distance no more than \(R(M, N_0)\) from the regression hyperplane, once classification has ceased.

#### 3.2.1. Normality Characterized

**Lemma 8** Class \(C_h\) is NON-anomalous if and only if \(d(x_{(h)}, l_h) < R(M, N_0)\). Furthermore, if \(C_h\) is NON-anomalous, then \(d(x, x_{(h)}) < 2 \times R(M, N_0)\) for all \(x \in C_h\).

**Proof** The first part follows from the definition of an anomalous class given in section (6). For the second part, the triangle inequality and the above definitions of anomalous class and anomalous data point in sections (6) and (7), respectively, are used to obtain

\[
d(x, x_{(h)}) \leq d(x, l_h) + d(l_h, x_{(h)}) < R(M, N_0) + R(M, N_0) = 2 \times R(M, N_0).
\]

#### 3.2.2. An Anomaly Segregation Theorem

**Theorem 9** If class \(C_h\) is anomalous, then there exists at least one anomalous data point, \(x \in C_h\).

**Proof** Let \(l_h\) be defined as before and define \(X_{[M,N]}^{(h)} = \{x \in C_h \mid d(x, l_h) \geq R(M, N_0)\}\). Seeking a contradiction, suppose \(X_{[M,N]}^{(h)} = \emptyset\). Then, for every \(x \in C_h\), it is true that \(d(x, l_h) < R(M, N_0)\). Therefore, the contradiction is obtained and the theorem is proven, if it can be shown that there exists \(x \in C_h\) such that \(d(x_{(h)}, l_h) \leq d(x, l_h)\), which implies \(d(x_{(h)}, l_h) < R(M, N_0)\), the sought contradiction to class \(C_h\) being anomalous. Thus, if \(|C_h| = 1\), then \(x_{(h)} = x \in C_h\). Otherwise, suppose that \(|C_h| > 1\) and assume that \(d(x_{(h)}, l_h) > d(x, l_h)\) for all \(x \in C_h\). Let \(v_h\) be a vector normal to \(l_h\) and \(v_h^T\) its transpose. If \(\hat{x} \in C_h\) is such that \(d(\hat{x}, l_h) \geq d(x, l_h)\) for all \(x \in C_h\), then

\[
d(x_{(h)}, l_h) = \frac{|v_h^t x_{(h)}|}{\|v_h\|} = \frac{|v_h^t \sum_{x \in C_h} x|}{\|v_h\|} = \|v_h\|^{-1} \frac{\sum_{x \in C_h} v_h^t x}{|C_h|}
\]

(4)
and

\[
d(\hat{x}, l_h) = \frac{|v_h^j \hat{x}|}{\|v_h\|} = \|v_h\|^{-1} \sum_{x \in C_h} |v_h^j \hat{x}| / |C_h|
\]

so that eq. (5), together with \(d(x, l_h) > d(x, l_h)\) and the triangle inequality applied to eq. (4) implies \(d(x, l_h) = \|v_h\|^{-1}|v_h^j x| > \|v_h\|^{-1}|v_h^j \hat{x}| = d(\hat{x}, l_h)\) for all \(x \in C_h\). This contradicts \(d(\hat{x}, l_h) \geq d(x, l_h)\) for all \(x \in C_h\). Thus, \(d(x, l_h) \leq d(x, l_h)\) for at least one \(x \in C_h\), which is the originally-sought contradiction.

Theorem (9) provides a means for segregating all anomalous data points from designated anomalous classes, leaving only classes consisting of non-anomalous data points. For each \(h \in [1, N_0^2]\), let \(X^{(h)}_{[M,N_0]} = \{x \in C_h \mid d(x, l_h) \geq R(M, N_0)\}\), as in the proof of theorem (9). Then, \((X^{(h)}_{[M,N_0]^c}) = \{x \in C_h \mid d(x, l_h) < R(M, N_0)\}\) is a class of non-anomalous data points for each \(h \in [1, N_0^2]^c\). Define

\[
X_{[M,N_0]} = \bigcup_{h=1}^{N_0^2} X^{(h)}_{[M,N_0]}.
\]

**Definition 10**: \(\Omega = X^{(h)}_{[M,N_0]} \cup X^{(h)}_{[M,N_0]}\) is pointwise linearly separable, if there exists \(x \in \Omega\) and a subset \(A_x \subset \Omega\) such that \(w_x^j y \leq \theta\) for all \(y \in A_x\) and \(w_x^j y > \theta\) for all \(y \in \Omega \setminus A_x\), where \(w_x \in \mathbb{R}^L\) and \(\theta \in \mathbb{R}\).

**Theorem 11**: If \(X^{(h)}_{[M,N_0]} \neq \emptyset\), then \(\Omega\) is pointwise linearly separable into \(X^{(h)}_{[M,N_0]}\) and \(X^{(h)}_{[M,N_0]}\) for some \(x \in X^{(h)}_{[M,N_0]} \subset \Omega\).

**Proof**: For some \(h \in [1, N_0^2]\), suppose \(x \in X^{(h)}_{[M,N_0]} \subset X^{(h)}_{[M,N_0]}\). The idea is to shift \(H^{\theta}_{[M,N_0]}\) by a specific length along the vector normal to \(H^{\theta}_{[M,N_0]}\). Thus, without loss of generality, suppose \(x\) lies to one side of \(H^{\theta}_{[M,N_0]}\) so that \(\left[w^{\theta}_{[M,N_0]} \right]^t x \leq \theta\) is a hyper half-plane. Define \(\hat{y} \in X^{(h)}_{[M,N_0]}\) to be a vector such that \(d(\hat{y}, H^{\theta}_{[M,N_0]}) \geq d(y, H^{\theta}_{[M,N_0]})\) for all \(y \in X^{(h)}_{[M,N_0]}\), where \(d(y, H^{\theta}_{[M,N_0]})\) is the length of the projection of \(y\) onto the vector normal to \(H^{\theta}_{[M,N_0]}\), and is given by

\[
d(y, H^{\theta}_{[M,N_0]}) = \|w^{\theta}_{[M,N_0]}\|^{-1} \left(w^{\theta}_{[M,N_0]} \right)^t y.
\]

Define

\[
d^{\theta}_{[M,N_0]} = \min_{x \in X^{(h)}_{[M,N_0]}} (d(x, H^{\theta}_{[M,N_0]}) - d(\hat{y}, H^{\theta}_{[M,N_0]})).
\]

Suppose \(x\) is a vector such that eq. (6) holds and \(\gamma \in (0, 1)\). Let \(w^{\theta x}_{[M,N_0]}\) be a real vector such that \(\left(w^{\theta x}_{[M,N_0]} \right)^z = \theta - \theta^\gamma\) is the hyperplane

\[
H^{\theta x}_{[M,N_0]} = H^{\theta}_{[M,N_0]} + \left(\theta^\gamma \times \frac{w^{\theta}_{[M,N_0]}}{\|w^{\theta}_{[M,N_0]}\|}\right),
\]

\[
\]
where
\[ \theta_\gamma^x = d(x, H_{[M,N_0]}^\theta) - \gamma d_{[M,N_0]}^\theta, \] (8)
with the right side of eq. (7) being a vector sum for each vector in \( H_{[M,N_0]}^\theta \). Thus, by copying and shifting the regression hyperplane \( H_{[M,N_0]}^\theta \) along the direction of its normal vector in order to obtain \( H_{[M,N_0]}^{\theta_\gamma^x} \) and by considering the reflection of the shifted hyperplane across the regression hyperplane, it now follows that
\[ \left( w_{[M,N_0]}^{\theta_\gamma^x} \right)^t y \leq (\theta + \theta_\gamma^x), \] (9)
for all \( y \in X_{[M,N_0]} \) such that \( \left( w_{[M,N_0]}^\theta \right)^t y \leq \theta \) and
\[ \left( w_{[M,N_0]}^{\theta_\gamma^x} \right)^t y > (\theta + \theta_\gamma^x) \] (10)
for all \( y \in X_{[M,N_0]} \) such that \( \left( w_{[M,N_0]}^\theta \right)^t y > \theta \), with the opposite of inequalities (9) and (10) otherwise, for \( y \in X_{[M,N_0]}^c \). Given \( M^2, T^2, N_0^2, \gamma \in (0, 1) \) and some fixed \( \theta \in \mathbb{R} \), take \( w_x = w_{[M,N_0]}^{\theta_\gamma^x} \) for \( x \in X_{[M,N_0]} \) which satisfies eq. (6).

Theorem (11) provides the means for identifying the decision boundary to be used when determining if certain data points are anomalous, with inequality (9) or (10) defining the shifted regression hyperplane.

3.2.3. The Neural Network Anomaly Detector

By theorem (11), with the anomalous data points segregated and collected into the set \( X_{[M,N_0]} \), it’s now possible to store the anomaly detector offline as the set of synaptic weights of a two-class discriminating neural network, which can be designed as a perceptron with a single \( L \)-dimensional input layer used to compute the synaptic weights \( w_{[M,N_0]}^{\theta_\gamma^x} \) associated with copying and shifting the regression hyperplane \( H_{[M,N_0]}^\theta \), given by \( \left( w_{[M,N_0]}^\theta \right)^t z = \theta \), in the direction of the normal vector to \( H_{[M,N_0]}^\theta \), for some \( x \in X_{[M,N_0]} \).

**Theorem 12 (Neural Network Anomaly Detector)** Suppose \( X_{[M,N_0]} \neq \emptyset \) and let \( x \in X_{[M,N_0]} \) satisfy eq. (6), with \( w_{[M,N_0]}^{\theta_\gamma^x} \) defined by
\[ w_{[M,N_0]}^{\theta_\gamma^x} = w_{[M,N_0]}^\theta + \left( \theta_\gamma^x \times \frac{w_{[M,N_0]}^\theta}{\|w_{[M,N_0]}^\theta\|} \right), \] (11)
for some chosen \( \gamma \in (0, 1) \). For all newly sampled data points \( y \in \Omega \), define \( \phi_{[M,N_0]}^{\theta_\gamma^x} : \Omega \rightarrow \mathbb{R} \) as
\[ \phi_{[M,N_0]}^{\theta_\gamma^x}(y) = \left( w_{[M,N_0]}^{\theta_\gamma^x} \right)^t y - (\theta + \theta_\gamma^x). \] (12)

Then, the activation function \( \phi_{[M,N_0]}^{\theta_\gamma^x} \), along with the synaptic weight vector \( w_{[M,N_0]}^{\theta_\gamma^x} \), defines a two-class discriminating neural network such that \( y \in \Omega \) is anomalous if for some \( \theta_\gamma^x \in \mathbb{R} \), the reflection
of \( \Phi_{[M,N]}^{\theta_x} \) across \( w_{[M,N]}^\theta \) = \( \theta \), given by \( \Phi_{[M,N]}^{\hat{\theta}_x} \), satisfies \( \Phi_{[M,N]}^{\hat{\theta}_x}(y) > 0 \) whenever \( (w_{[M,N]}^\theta)^t y \leq \theta \)
or if \( \Phi_{[M,N]}^{\hat{\theta}_x}(y) \leq 0 \) whenever \( (w_{[M,N]}^\theta)^t y > \theta \). Otherwise, \( y \in \Omega \) is non-anomalous.

**Proof** The synaptic weight vector \( w_{[M,N]}^{\theta_x} \) given in eq. (11) follows since \( H_{[M,N]}^{\gamma} \) given in eq. (7) is uniquely determined by shifting the vector \( w_{[M,N]}^\theta \) normal to \( H_{[M,N]}^\theta \) at the origin, in the direction which is determined by inequality (9). Without loss of generality, suppose \( \theta = 0 \) and further suppose \( (w_{[M,N]}^\theta)^t y \leq \theta \). The neural network anomaly detector, given by the activation function \( \Phi_{[M,N]}^{\theta_x} \) in eq. (12), gives

\[
\Phi_{[M,N]}^{\theta_x}(y) = (w_{[M,N]}^\theta)^t y - (\theta + \theta_x)
\]

\[
= (w_{[M,N]}^\theta)^t y + \left( \frac{w_{[M,N]}^\theta}{\|w_{[M,N]}^\theta\|} \right) - (\theta + \theta_x)
\]

\[
= (w_{[M,N]}^\theta)^t y - \theta + \left( \frac{w_{[M,N]}^\theta}{\|w_{[M,N]}^\theta\|} \right) - \theta_x
\]

\[
\leq \left( \frac{w_{[M,N]}^\theta}{\|w_{[M,N]}^\theta\|} \right) - \theta_x \quad \text{(13)}
\]

\[
\leq 0, \quad \text{(14)}
\]

where inequality (13) follows by the assumption that \( (w_{[M,N]}^\theta)^t y \leq \theta \) and inequality (14) follows since \( \theta_x \geq 0 \) and since, by assumption, \( (w_{[M,N]}^\theta)^t y \leq \theta = 0 \). It follows that \( \Phi_{[M,N]}^{\hat{\theta}_x}(y) > 0 \).

Similarly, \( \Phi_{[M,N]}^{\hat{\theta}_x}(y) \leq 0 \) whenever \( (w_{[M,N]}^\theta)^t y > \theta \). All other cases result in \( y \) being non-anomalous.

**Corollary 13** \( \hat{\theta}_x = -\theta_x \) and \( \Phi_{[M,N]}^{\hat{\theta}_x} = \Phi_{[M,N]}^{\theta_x} \).

**Proof** Follows directly from theorem (12) along with eqs. (11) and (12).

**Remark 14** The shifted regression hyperplane, \( \Phi_{[M,N]}^{\theta_x}(y) = 0 \), and its reflection across \( (w_{[M,N]}^\theta)^t y = \theta \) given by \( \Phi_{[M,N]}^{\hat{\theta}_x}(y) = 0 \), combine to segregate anomalous data points from non-anomalous data points.

4. Conclusions

By deriving an upper bound on a distance measure between points in a bounded region or some common point such that when the measured distances fall below the derived threshold, segregated classes of correlated points form. Using the centers of the correlated classes of points which form in a K-means classification process, we showed that calculating the distances from the centers of
the classes to a regression hyperplane is tantamount to identifying where to look for anomalous data points and that there must be at least one anomalous data point in an identified anomalous class. Finally, by shifting and reflecting the regression hyperplane along its unit normal vector, we showed that we can define the activation function for a two-class discriminating neural network, which identifies anomalous data points in a data set.
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