ABSTRACT

First Story Detection describes the task of identifying new events in a stream of documents. The UMass-FSD system is known for its strong performance in First Story Detection competitions. Recently, it has been frequently used as a high accuracy baseline in research publications. We are the first to discover that UMass-FSD inadvertently leverages temporal bias. Interestingly, the discovered bias contrasts previously known biases and performs significantly better. Our analysis reveals an increased contribution of temporally distant documents, resulting from an unusual way of handling incremental term statistics. We show that this form of temporal bias is also applicable to other well-known First Story Detection systems, where it improves the detection accuracy. To provide a more generalizable conclusion and demonstrate that the observed bias is not only an artefact of a particular implementation, we present a model that intentionally leverages a bias on temporal distance. Our model significantly improves the detection effectiveness of state-of-the-art First Story Detection systems.
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1 INTRODUCTION

First Story Detection (FSD), also called New Event Detection, is a research task introduced as part of the Topic Detection and Tracking (TDT) initiative [1]. The goal of FSD is to identify the very first document in a stream to mention a new event. This task has direct applications in news agencies and finance. The TDT initiative held several competitions during which the UMass-FSD [3] system was recognized for its strong performance in detection effectiveness [6, 9]. In recent years UMass-FSD has been actively used as a high accuracy baseline by state-of-the-art FSD systems [9–11, 13], which try to scale to high volume streams while retaining a level of accuracy comparable to UMass-FSD. In this paper, we investigate the novelty computation algorithm of UMass and discover for the first time that it applies a new form of temporal bias in the decision making process. We show that this new form of bias towards the temporal is also applicable to modern FSD systems. In addition, we develop a new bias model that intentionally leverages the idea of bias on temporal distance. When learning optimal weights, we present a new model that intentionally leverages a bias towards temporal distance and show how it significantly increases the effectiveness of state-of-the-art FSD systems.

Contributions:

- Discovering Temporal Bias in UMass-FSD
  We are the first to report about a temporal bias in the UMass-FSD system.
- a New Model for Temporal Bias on Distance
  We present a new model that intentionally leverages a bias towards temporal distance and show how it significantly increases the effectiveness of state-of-the-art FSD systems.

2 RELATED WORK

The Topic Detection and Tracking (TDT) initiative [1] defined First Story Detection (FSD) to be a streaming task. As documents arrive continuously one at a time, decisions on whether they speak about a new topic need to be made instantly and without prior knowledge about the detection targets or term statistics [1]. The most successful approach to FSD estimates the novelty of a new document arriving from the stream by its distance to the most similar previously received document [13, 14]. This problem is also known as the single nearest neighbor (1-NN) task. The pilot study of TDT [2] found that TF.IDF weighted Cosine Similarities work best when computing novelty in streaming settings like FSD. Traditionally, the Inverse Document Frequency (Equation 3) of a term (t) is computed by the ratio of the collection size (|C|) to the Document Frequency ([{d : t ∈ d, d ∈ C}]), i.e. the number of documents containing term t [12]. In streaming settings, the collection size and Document Frequencies change on the arrival of each new document. This requires a re-computation of all affected Inverse Document Frequency (IDF) statistics, also referred to as incremental IDF [7, 9]. UMass-FSD [3], a system known for its high effectiveness [6, 9, 14], estimates a document’s novelty based on the distances to previously received documents, measured by incrementally weighted TF.IDF Cosine Similarities [4]. In this paper, we show for the first time that UMass-FSD’s unique incremental IDF update procedure can cause a temporal bias that significantly increases detection accuracy in FSD.

Temporal bias is not a new concept in FSD. Systems, like CMU-FSD [15], reported a slight increase in effectiveness when prioritizing documents with high temporal proximity. Instead of computing
novelty with respect to all previous documents, CMU-FSD retains a fixed-length window covering the most recent documents. Excluding older documents from the detection process through a sliding window implies a bias on recency. CMU-FSD further biases the novelty computation of new documents by decreasing the similarity to temporally distant documents.

\[
\text{novelty}(d_n) = 1 - \max_{d_i \in \text{window}} \left( \frac{\cosSim(d_n, d_i) \cdot i}{\text{window}} \right)
\]

Equation 1 shows that CMU-FSD normalizes the Cosine Similarity between a new \(d_n\) and a previous document \(d_i\) by the fraction of the previous document’s position \(i\) within the window and the window size \(|\text{window}|\) [15]. The fixed window size substantially reduces the search space, which increases efficiency. Additionally, a slightly increased degree of effectiveness was measured when applying Equation 1 to CMU-FSD on the official TDT data sets [15].

3 TEMPORAL BIAS THROUGH INCREMENTAL TERM STATISTICS

As is usual for streaming applications, UMass-FSD applies incremental term statistics and re-computes the IDF components on the arrival of each new document. None of the publications describing the UMass-FSD system reported about harnessing any form of temporal bias. According to the original publication [4], UMass-FSD solely bases its decisions on the distance to the closest previously encountered document, determined by the Cosine Similarity.

Incremental term statistics are updated on the arrival of each new document. This requires a subsequent re-computation of previous document vector lengths, which act as a length normalization factor in the Cosine Similarity function (Equation 2). We found that UMass-FSD accurately updates the term statistics, but omits the re-computation of the vector lengths for previously encountered documents (the highlighted grey area in Equation 2). The UMass-FSD system descriptions do not mention the omission of the length update. We presume that it is skipped to increase the runtime efficiency - unaware of the impact it has on the detection accuracy. The following sections investigate the consequences of skipping vector length updates when applying incremental term statistics to a large number of documents.

3.1 Incremental IDF Over Time

UMass-FSD scales its document vectors by TF.IDF, a product of Term Frequency (TF) and Inverse Document Frequency (IDF). The IDF component (Equation 3) consists of the logarithmic ratio between the collection size \(|C|\) i.e., the number of previously received documents and document frequency i.e., the number of previously received documents containing term \(t\). In order to understand the impact of neglecting document length updates, we first focus on analyzing the behavior of IDF components over time. Figure 1 shows the average IDF value for 1 million chronologically sorted English tweets. The graph illustrates that the average IDF value increases continuously over time. The steady increase occurs because the number of documents rises faster than the document frequencies, as most terms do not appear in all documents.

\[
\text{idf}(t) = \log \left( \frac{|C|}{|\{d : t \in d, d \in C\}|} \right)
\]
3.2 Analyzing the Effect of Omitting Length Updates

Continuously rising IDF values increase the magnitudes of the term vectors over time. Usually, this does not alter the FSD novelty estimation procedure, as document vector magnitudes are re-computed when the term statistics are updated. UMass-FSD omits the vector length updates. Instead, it relies on constant vector lengths defined by the term statistics at the time of a document’s arrival. Equation 2 shows the Cosine Similarity between two documents and highlights the part that uses outdated term statistics (the vector length of the previous document B) in grey. We already ascertained that the average IDF and document vector magnitudes increase over time. The Cosine Similarity (Equation 2) normalizes the dot product between two vectors by vectors over time. Usually, this does not alter the FSD novelty estimation procedure.

Equation 2
\[
\text{Cosine Similarity} = \frac{\text{Vector A} \cdot \text{Vector B}}{\|\text{Vector A}\| \times \|\text{Vector B}\|}
\]

The previous section revealed that prioritizing relevant and temporally distant documents, can reduce the detection cost in FSD significantly. The positive impact diminishes on the medium-sized TDT5 data set and becomes negative when applied to the large scale cross-twitter data set. When applied to large collection sizes, the fixed-sized window trades effectiveness against efficiency. Small window sizes are likely to miss the true nearest neighbor, whereas the bias powers the Cosine Similarity in larger windows. On the contrary, TB on distance significantly \((p < 0.05)\) decreases the detection cost \((C_{\text{min}})\) on TDT5 and cross-twitter. Our analysis revealed that the positive effect of TB on distance increases when a topic’s lifspan covers a large volume of documents. When applied to small scale data sets, like TDT1, the positive effect diminishes following neglectable changes in incremental term statistics. A side effect of biasing by omitting the vector length updates is an increase in efficiency by 66% on cross-twitter for UMass-FSD.

The TB on distance, found in UMass-FSD, is also applicable to modern FSD systems. LSH-FSD narrows the search field through randomized approximation and exhaustively search the resulting candidate set by incrementally weighted TF.IDF Cosine Similarity. This allows biasing LSH-FSD towards temporally distant documents by omitting the vector length updates. Table 2 shows that TB on distance significantly \((p < 0.05)\) improves the effectiveness of LSH-FSD on TDT5 and cross-twitter. Interestingly, we measured a slightly lower decrease in detection cost for LSH-FSD in comparison with UMass-FSD. Instead of identifying the true nearest neighbor, LSH-FSD approximates it and stops the search once a sufficiently close (variance reduction)[9] document is found. The combination of the approximated search and “Variance Reduction Strategy”, limits the impact of the temporal bias on detection effectiveness. When applied to small data sets (TDT1), we found that LSH-FSD omits its approximation strategy and relies on exhaustive search - like UMass-FSD. This explains the comparable performance of the two systems on TDT1.

4.2 Optimizing the Temporal Bias

The previous section revealed that prioritizing relevant and temporally distant documents, can reduce the detection cost in FSD systems. In this section, we create our own bias on temporal distance (Equation 4).

\[
\text{bias}(d_n, d_i) = \begin{cases} 
1 + \delta \times \log(n - i) : \text{cosineSim}(d_n, d_i) > y \\
1 : \text{cosineSim}(d_n, d_i) < y
\end{cases}
\]

To assess the impact of temporal bias (TB) on FSD effectiveness, we compare the original UMass-FSD system (denoted by “TB on distance”) to UMass-FSD with correct term statistic updates (denoted by “no TB”). Furthermore, we add a TB on recency (Equation 1), denoted by “TB on recency”. Table 1 shows a diverging result for TB on recency. On small scale data sets, like TDT1, the detection cost is decreased (lower is better) by 3.27%. The positive impact diminishes on the medium-sized TDT5 data set and becomes negative when applied to the large scale cross-twitter data set. When applied to large collection sizes, the fixed-sized window trades effectiveness against efficiency. Small window sizes are likely to miss the true nearest neighbor, whereas the bias powers the Cosine Similarity in larger windows. On the contrary, TB on distance significantly \((p < 0.05)\) decreases the detection cost \((C_{\text{min}})\) on TDT5 and cross-twitter. Our analysis revealed that the positive effect of TB on distance increases when a topic’s lifspan covers a large volume of documents. When applied to small scale data sets, like TDT1, the positive effect diminishes following neglectable changes in incremental term statistics. A side effect of biasing by omitting the vector length updates is an increase in efficiency by 66% on cross-twitter for UMass-FSD.

4 EXPERIMENTS

In this section, we explore the impact of temporal bias on the effectiveness of First Story Detection. The reproducibility of our experiments is ensured by applying original FSD systems with default settings and evaluate them on publicly available data sets, using the standard TDT [1] evaluation metric and the official TDT evaluation script with default settings. We denote “temporal bias” by TB to increase readability.

Data Set

We explore the impact of TB on three public FSD research data sets: cross-twitter\(^2\), a modern Twitter-based data set and the original TDT1 and TDT5 newswire data sets \(^3\). TDT1 consists of 25 topics and 15,863 documents and TDT5 consists of 126 topics and 278,108 documents. Cross-Twitter consists of 27 topics and comes in different corpora sizes. In this publication, we make use of cross-twitter-1.5mio, which consists of 1,500,000 tweets ordered by their publication time-stamp. The three data sets are frequently used in recent FSD publications [8–11, 13, 14].

Evaluation Metric

Following the official TDT guideline [1], we evaluate the detection effectiveness by the normalized Topic Weighted Minimum Detection Cost \((C_{\text{min}})\). The detection cost \(C_{\text{min}}\) linearly combines miss and false alarm probabilities to provide a single value metric for effectiveness by the normalized Topic Weighted Minimum Detection Cost \((C_{\text{min}})\). The detection cost \(C_{\text{min}}\) linearly combines miss and false alarm probabilities to provide a single value metric for effectiveness by the normalized Topic Weighted Minimum Detection Cost \((C_{\text{min}})\).
We base the bias on the logarithmic difference between a document’s \(d_i\) position \((n)\) to a previously encountered document \(d_j\).

The subscript \(i : i \in \{1...n\}\) indicates the previous document’s position within the stream. We optimize the weights \((\delta = 0.036, \gamma = 0.61)\) on a training data set\(^4\) by an SVM\(^5\), using a radial basis function kernel with a convergence tolerance of 0.01 and class weights \([14]\) to address the class imbalance. The bias becomes effective when the Cosine Similarity exceeds the threshold parameter \(\gamma\), which is \(\gamma = 0.61\) on our training data set. The threshold parameter limits the bias to “relevant” documents instead of all older documents.

The novelty score of a new document \(d_0\) is computed by:

\[
\text{Novelty}(d_0) = 1 - \max \{\cosineSim(d_0, d_i) + \text{bias}(d_0, d_i)\}.
\]

For example, in Cross-Twitter, document \(d_{286}\) reports about a new event. A follow-up document \(d_{10,067}\) reports about the same event 9,781 documents later. The novelty score for document \(d_{10,067}\) resulting from the default cosine similarity is 0.3871. Based on the temporal distance, Equation 4 inflates the cosine similarity and reduces the novelty score of the follow-up document \((d_{10,067})\) to 0.365. Table 1 and Table 2 show the impact of the optimized temporal bias (denoted “TB optimized”) on the detection effectiveness for UMass-FSD and LSH-FSD. Both systems reach their highest effectiveness (lowest detection cost) on TDT5 and cross-twitter when applying our optimized TB (Equation 4). The difference reaches statistical significance \((p < 0.05)\) when applied to large data sets. The positive effect diminishes on small-scale data sets (TDT1) due to lower document volumes during the event time-spans.

### 5 CONCLUSION

This paper described how UMass-FDS inadvertently leverages a bias on temporal distance. The novelty scores of new documents are lowered, if they are relevant to older and previously known topics. We showed that the bias results from an implementation decision not to update the document vector lengths corresponding to older documents. This places higher weights on older topic and increases their contribution to the decision-making process. Our analysis showed that the discovered bias is also applicable to other well-known FSD systems, where it improves the detection effectiveness on large-scale data sets. Additionally, we presented a new bias model that intentionally leverages the idea of bias towards the temporal distance. Our experiments demonstrated that our model significantly increases the detection effectiveness of state-of-the-art FSD systems.
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