Adaptive Genetic Algorithm for High School Time-Table
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Abstract. Time-table scheduling in senior high school is complex combinatorial problem. The scheduling process needs much time and susceptible to human error. This human error can lead to the violation of hard constraints. Beside the hard constraints, the good schedule must minimize the violation of soft constraint to ensure the students’ and teachers’ preference can be satisfied. The aim of this study was to build the automated scheduling process using adaptive genetic algorithm (AGA). The AGA implements in this study to flexible the probability of mutation (pm) based on the fitness. The minimum pm was set to 0.01, while the maximum pm was 0.2. The experiment shows that the AGA give the better fitness compared to the original GA. The best fitness reached by AGA was 0.054 with the average of maximum generation was 402. The original GA with fixed pm 0.1 resulted best fitness 0.045 and the average generation was 387.

1. Introduction
The process of build a schedule between rooms, subjects, students and teachers to avoid the constraints violations is called time-table problem (TTP) [1]. TPP is one of the NP-hard problems, so it is need much time to compute the solution [2, 3]. The senior high school time-table can be more complex by the limitation of resource such as teacher. In senior high school time-table, there are some constraints to be satisfied, the hard and soft constraints. The hard constraint is a constraint that cannot be violated, for example one teacher must teach one class at certain time, a teacher must teach the subjects related to their field. While the soft constraint related to the satisfaction of teacher and student, for example equitable distribution of teaching hours, a student may not take the subject more than 3 hours a day. The less violation of soft constraint, the better quality of schedule resulted.

There are many studies in time-table problem. Birbas et al [4] used integer programming to solve the school timetabling. Other study done by Mittal et al [5] using genetic algorithm to build automated time-table. Genetic algorithm is one of meta-heuristic algorithm that suit for combinatorial problem such as time-table scheduling. Perzina and Ramik [6] use a self-learning genetic algorithm and heuristic local search operators. The fitness function is calculated by using fuzzy set. This fuzzy set is used to define the soft constraint violation. The combination of genetic algorithm and fuzzy time window were studied by Febrita and Mahmudy [7]. The study modified the mutation operator in genetic algorithm.

Genetic algorithm has genetic operator such as probability of crossover (pc), probability of mutation (pm). In regular genetic algorithm, the value of pc and pm are fixed in each iteration. The improved of genetic algorithm, introduce a flexible of genetic operator, called adaptive genetic algorithm (AGA). There are many study using AGA to solve combinatorial problem in real world. Taoshen and Zhihui [8] use AGA in multiple QoS Anycast Routing. The study calculate the pc and pm based on the fitness in each iteration. This flexible pc and pm resulted a diversity population and
satisfied the constraints. Ying et al [9] also implement adaptive genetic algorithm combine with the Proportional Integral Derivative (PID) to control the temperature in fermentation process. The study resulted the simulation that shows the AGA and PID was effective. Zhang et al [10] proposed AGA to tune the PID controller. The AGA used in the study successfully control the activated sludge aeration process. The study about AGA, also conducted by Lin [11]. Study [11] proposed the adaptive on probability of mutation (pm) based on the diversity of population in in certain iteration. Using the adaptive pm proposed in the study, the premature convergence cam be avoided and the global optimum can be reach. Study [12] use adaptive pc and pm in Knapsack problem. The study showed that AGA is faster, and have a higher robustness compared to general GA.

This study aims to solve time-table in senior high school using AGA. All of the study mentioned above, use the original GA to solve the time-table. As shown by study [8-12], the AGA has better performance than the original GA, so this study observed how the AGA on probability of mutation influence the convergence and the fitness value.

2. Methodology
Genetic algorithm is one of the meta-heuristic techniques that find the solution by randomly generate initial solutions and then do iterations to find the better solution until it is reach the maximum iteration or steady. In genetic algorithm, the solution is called a chromosome. A set of chromosome is called a population. Each iteration in GA will resulted a new generation with the better solution. The quality of a solution /chromosome will define by the fitness function. The iteration will stop if it is reach the maximum generation defined by the user or it is state to be convergence. Convergence happened when the best fitness in each iteration is the same. The adaptive genetic algorithm (AGA) proposed in this study, define the flexible probability of mutation (pm). The flowchart of original GA is shown in Figure 1, while the adaptive part, shown in Figure 2.

2.1. Chromosome Representation
The chromosome in genetic algorithm represents the solution. The chromosome in this study represent by two dimensional arrays. The first dimension represent the course session in each class, while the second dimension represent the class (a group of students). The value of each cell is an integer represents the unique code of teacher on certain subject. For example code 01 for teacher X on subject A, and the code 02 for teacher X on subject B.

2.2. Fitness Function
The fitness function measures the quality of the chromosome. The fitness function is related to the goal. The goal here was to avoid the hard constraint and minimize the soft constraint. The hard constraint does not involved in fitness function because it the violation must be zero, while the soft constraints will derive the fitness function such as defined in Equation 1.

\[
 f = \frac{1}{\text{soft constraints violation} + 1}
\]  

(1)

2.3. Selection Method
The selection method is important operator to select the parent for crossover. The selection method used in this study was roulette wheel selection, which select the chromosome based on their fitness. The better the fitness, the higher chance for the chromosome to be selected. Here is the pseudo-code of the roulette wheel method [13]:

```
RW_pseudo_code
{
    • Calculate the sum S=\sum_{a=1} f(a);
    • For each chromosome 1<=a<=n do{
        o Generate a random number r \epsilon [0,S];
        o Sum +=0; b=0;
```
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2.4. Crossover

The crossover plays the important role in GA. This step will produce offsprings in each iteration. The crossover was conducted using the chromosome selected at selection step. The crossover technique used was one-point crossover. Here each two parents will produce two offsprings. The pseudocode for one-point crossover is as follow:

```plaintext
OP_pseudo_code
{
    • Generate random cut_point
    • Offspring1 = copy (Parent1 Gen[1] to Gen[cut_point])
    • Offspring1 = Offspring1 + copy (Parent2 Gen[cut_point+1] to Gen[n])
    • Offspring2 = copy (Parent2 Gen[1] to Gen[cut_point])
    • Offspring2 = Offspring2 + copy (Parent1 Gen[cut_point+1] to Gen[n])
}
```

2.5. Mutation

Mutation is one of mechanism in nature. It is happened in small possibility. Based on that fact, the probability of mutation is set to be small. The mutation play a role to make chromosome vary, so more
solution is explored and the local optima can be avoided. This study uses an adaptive genetic algorithm to define the flexibility of pm of each chromosome based on their fitness. If the fitness is smaller than the average population, the pm is set to be the biggest pm, while if the fitness is bigger or equal to the average of the population member, the pm is set based on Equation 2 [8].

$$pm = \begin{cases} 
  pm_1 - \frac{(pm_1 - pm_2)(f_{max} - f)}{(f_{max} - f_{avg})} & \text{if } f \geq f_{avg} \\
  pm_1 & \text{if } f < f_{avg}
\end{cases}$$

(2)

Where pm1 maximum is the pm, pm2 is the minimum pm, fmax is the maximal fitness value, favg is the average fitness, and f is the fitness of chromosome. The flowchart of pm is shown in Figure 2.

![Flowchart](image)

**Figure 2.** The pm calculation flowchart

2.6. **Repair**

Repair is one of the mechanisms to avoid the hard constraint violation after the crossover and mutation were conducted. This step will check if there are hard constraint violations in a chromosome and will fix it by changing the gene with a valid value that does not violate the hard constraint. Using this step, the violation of hard constraint will be guaranteed not to occur.

2.7. **Elitism**

This is the last step in GA. Each offspring will be compared to the population member. If the offspring has better fitness compared to at least one population member, then the offspring will be included in the
population to change the chromosome with the worst fitness. This step is done to ensure only the good quality of offspring will be included to form the new generation.

3. Result
The case used in this study was taken from SMA Surya Wisata, Jalan Wagimin, Kediri, Tabanan. There are total 27 classes and each classes has maximum 11 session each day. Here each class will be using the same classroom every day. The number of teacher was 61. The parameter used in this study was shown in Table 1.

| Parameter                                | Number |
|------------------------------------------|--------|
| Number of individu in population         | 50     |
| Maximal number of generation             | 1000   |
| Probability of crossover (pc)            | 0.8    |
| Probability of mutation maximum (pm1)    | 0.2    |
| Probability of mutation minimum (pm2)    | 0.01   |

Based on the flowchart in Figure 1, the first step was to generate the initial population by randomly generate 50 chromosomes. The crossover was conducted based on the pc, but the selection was conducted first. The mutation was then conducted based on the adaptive pm, where the minimal pm was set to be 0.01 and the maximum pm was 0.2. All of the steps were conducted until the maximal generation was reached or the convergence state is occurred. After 30 experiments with the same parameter, the average best fitness of all experiment was 0.054 and average of maximum generation was 402. The original GA set with the same parameter, except the pm 0.1. The original GA result the best fitness of 0.045 and the average generation was 387.

4. Conclusion
This study used adaptive genetic algorithm to solve time-table scheduling in senior high school. The adaptive GA implement to the flexible probability of mutation (pm), with the minimum pm 0.01 and the maximum pm 0.2. The adaptive pm based on the chromosome fitness. This adaptive pm aims to keep the diversity in population in order to avoid the algorithm stuck in local optima. The experiment shows that the AGA gives the better fitness compare to the original GA. The AGA reach the best fitness 0.054 and the maximum generation was 402. For further study, the adaptive can be implement in probability of crossover and the population size.
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