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Abstract—Reconfigurable intelligent surfaces (RISs) have attracted enormous interest thanks to their ability to overcome line-of-sight blockages in mmWave systems, enabling in turn accurate localization with minimal infrastructure. Less investigated are however the benefits of exploiting RIS with suitably designed beamforming strategies for optimized localization and synchronization performance. In this paper, a novel low-complexity method for joint localization and synchronization based on an optimized design of the base station (BS) active precoding and RIS passive phase profiles is proposed, for the challenging case of a single-antenna receiver. The theoretical position error bound is first derived and used as metric to jointly optimize the BS-RIS beamforming, assuming a priori knowledge of the user position. By exploiting the low-dimensional structure of the solution, a novel codebook-based robust design strategy with optimized beam power allocation is then proposed, which provides low-complexity while taking into account the uncertainty on the user position. Finally, a reduced-complexity maximum-likelihood based estimation procedure is devised to jointly recover the user position and the synchronization offset. Extensive numerical analysis shows that the proposed joint BS-RIS beamforming scheme provides enhanced localization and synchronization performance compared to existing solutions, with the proposed estimator attaining the theoretical bounds even at low signal-to-noise-ratio and in the presence of additional uncontrollable multipath propagation.
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I. INTRODUCTION

WITH the introduction of 5G, radio localization has finally been able to support industrial verticals and is no longer limited to emergency call localization [2]–[6]. This ability is enabled by a combination of wideband signals (up to 400 MHz in frequency range 2 (FR2)), higher carrier frequencies (e.g., around 28 GHz), multiple antennas, and a low latency and flexible architecture [3], [7], [8]. Common localization methods rely on time-difference-of-arrival (TDoA) or multi-cell round trip time (multi-RTT) measurements, requiring at least 4 or 3 base stations (BSs), respectively. In order to enable accurate localization with minimal infrastructure, there have been several studies to further reduce the number of BSs needed for localization. These studies can be broadly grouped in three categories: (i) data-driven, based on fingerprinting and deep learning [9], [10]; (ii) geometry-driven, based on exploiting passive multipath in the environment [11], [12] (which is itself derived from the multipath-assisted localization [13]); and, more recently, (iii) reconfigurable intelligent surface (RIS)-aided approaches [14]–[20]. The latter category extends the concept of multipath-aided localization to RIS, which can actively control the multipath. RISs have attracted enormous interest in the past few years, mainly for their ability to overcome line-of-sight (LoS) blockages in mmWave communications [14], [21], [22]. From the localization point of view, RIS fundamentally offers two benefits: it introduces an extra location reference and provides additional measurements, independent of the passive, uncontrolled multipath [16]. Hence, it avoids the reliance on strong reflectors in the environment, needed by standard multipath-aided localization [18], while also having the potential to low-complexity model based solution, in contrast to deep learning methods.

The use of RIS for localization has only recently been developed, and a number of papers have been dedicated to RIS-aided localization [15]–[20], [23], [24]. Interestingly, RISs allow us to solve very challenging localization problems, such as single-antenna user equipment (UE) localization with a single-antenna BS in LoS [19] and even non-line-of-sight (NLoS) conditions (i.e., where the LoS path is blocked) [23]. While an RIS renders these problems solvable, high propagation losses (especially at
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mmWave bands) necessitates long coherent processing intervals to obtain sufficient integrated signal-to-noise ratio (SNR), thus limiting supported mobility. Shorter integration times can be achieved with directional beamforming at the BS side [25], provided it is equipped with many antennas. Such beamforming becomes especially powerful when there exists a priori UE location information [26]. Hence, with the goal of improving localization performance, recent studies have focused on BS precoder optimization in the case of passive multipath [27], [28], while optimization in the presence of RIS involves joint design of BS precoder and RIS phase profiles, and thus can provide further accuracy enhancements via additional degrees of freedom. Nevertheless, such studies have been limited to SNR-maximizing heuristics [18], leading to directional RIS phase profiles, which may not necessarily lead to localization-optimal solutions [29], [30]. Within the context of RIS-aided communications, several works investigate joint design of active transmit precoding at the BS and passive phase shifts at the RIS to optimize various performance objectives, including sum-rate [31–34], effective mutual information [35], outage probability [36] and signal-to-interference-noise ratio (SINR) [37]. However, to the best of authors’ knowledge, no studies have tackled the problem of joint BS-RIS beamforming to maximize the performance of RIS-aided localization and synchronization.

In this paper, we propose a novel joint BS-RIS beamforming design and a low-complexity maximum likelihood (ML) estimator for RIS-aided joint localization and synchronization supported by a single BS, considering the challenging case of a UE equipped with a single-antenna receiver. The optimized design exploits a priori UE location information and considers the BS precoders and RIS phase configurations jointly, in order to minimize the position error bound (PEB). The main contributions are as follows:

- We derive the Fisher Information Matrix (FIM) for localization and synchronization of a UE equipped with a single-antenna receiver, and conduct a theoretical analysis of the achievable performance.
- We formulate the joint design of BS precoder and RIS phase profile as a bi-convex optimization problem for the non-robust case, and propose a solution via alternating optimization. Interestingly, the solution reveals that at both the BS and RIS sides, a certain sequence of beams (namely, directional and derivative beams [29], [30], [38]) is required to render the problem feasible, in contrast to the corresponding communication problem.
- Based on the optimal solution under perfect knowledge of UE location, we propose a codebook-based design in the robust case, including a set of BS and RIS beams determined by the uncertainty region of UE location, where power optimization across BS beams is formulated as a convex problem.
- Elaborating on the ideas preliminarily introduced in [1], we devise a reduced-complexity estimation procedure based on the ML criterion, which attains the CRLBs even at low SNRs, and exhibits robustness against the presence of uncontrollable multipath.
- We compare the proposed algorithms against different approaches in literature, and show that the proposed designs outperform these benchmarks, not only in terms of PEB and clock error bound (CEB), but also localization and synchronization root-mean-squared errors (RMSEs).

Fig. 1. Considered localization and synchronization scenario with optimized BS active precoding and RIS phase profiles.

II. SYSTEM MODEL AND PROBLEM FORMULATION

In this section, we describe the RIS-aided mmWave downlink (DL) localization scenario including a BS, an RIS and a UE, derive the received signal expression at the UE, and formulate the problem of joint localization and synchronization.

A. RIS-Aided Localization Scenario

We consider a DL localization scenario, as shown in Fig. 1, consisting of a single BS at known location \( q = [q_x \ q_y]^\top \) equipped with multiple antennas, a single-antenna UE at unknown location \( p = [p_x \ p_y]^\top \), and an RIS at known location \( r = [r_x \ r_y]^\top \). The UE has an unknown clock offset \( \Delta \) with respect to the BS. We assume a two-dimensional (2D) scenario with uniform linear arrays (ULAs) for both the BS and RIS deployments.\(^1\) The numbers of antenna elements at the BS and RIS are \( N_{\text{BS}} \) and \( N_{\text{RIS}} \), respectively. The goal of the UE is to estimate its location and clock offset by exploiting the DL signals it receives through the direct LoS path and through the reflected (controllable) NLoS path generated by the RIS.

B. Signal Model

The BS communicates by transmitting single-stream orthogonal frequency division multiplexing (OFDM) pilots with \( N \) subcarriers over \( G \) transmissions. Particularly, the \( g \)-th transmission uses an OFDM symbol \( s_g = [s_g[0] \cdots s_g[N - 1]]^\top \in \mathbb{C}^{N \times 1} \) with \( \frac{1}{N} \| s_g \|^2 = 1 \) and is precoded by the weight vector \( f_g \in \mathbb{C}^{N_{\text{BS}} \times 1} \). To keep the transmit energy constant over the entire transmission period, the precoding matrix \( F = [f_1 \cdots f_G] \in \mathbb{C}^{N_{\text{BS}} \times G} \) is assumed to satisfy \( \text{tr}(FF^H) = 1 \). The BS can be

\(^1\) We address the joint localization and synchronization problem in 2D, a common choice in the literature because it greatly simplifies the exposition. Moreover, since in mmWave scenarios the distance between transmitter and receiver is large compared to the height of the antennas, considering the projection onto the 2D horizontal plane provides a fairly realistic representation of the dominant propagation phenomena. The proposed methodology can be extended in principle to address the 3D localization setup, we will discuss this possibility after the derivation of the proposed joint BS and RIS beamforming design strategy in Section V and low-complexity estimation algorithm in Section VI, so that the necessary modifications can be described.
equipped with an analog active phased array [39] or a fully digital array.

The DL received signal at the UE associated to the $g$-th transmission over subcarrier $n$ is given by

$$y^g[n] = \sqrt{P}h^T[n]f_{g,s}[n] + \nu^g[n]$$

(1)

for $n = 0, \ldots, N-1$ and $g = 1, \ldots, G$, with $P$ denoting the transmit power and $\nu^g[n]$ circularly symmetric complex Gaussian noise having zero mean and variance $\sigma^2$. In (1), $h[n] \in \mathbb{C}^{N_{\text{RIS}} \times 1}$ represents the entire channel, including both the LoS path and the NLoS path (i.e., the reflection path via the RIS), between the BS and the UE for the $n$-th subcarrier:

$$h^T[n] = h_{B,U}[n] + h_{R,U}[n]\Omega^g H_{B,R}[n]$$

(2)

where $h_{B,U}[n] \in \mathbb{C}^{N_{\text{LoS}} \times 1}$ is the direct (i.e., LoS) channel between the BS and the UE, $H_{B,R}[n] \in \mathbb{C}^{N_{\text{RIS}} \times N_{\text{LoS}}}$ denotes the channel from the BS to the RIS, $\Omega^g = \text{diag}(e^{j\phi_1}, \ldots, e^{j\phi_{N_{\text{RIS}}}}) \in \mathbb{C}^{N_{\text{RIS}} \times N_{\text{RIS}}}$ is the RIS phase control matrix at transmission $g$, and $h_{R,U}[n] \in \mathbb{C}^{N_{\text{LoS}} \times 1}$ represents the channel from the RIS to the UE.2

The LoS channel in (2) can be expressed as $h_{B,U}[n] = \alpha_{B,U}e^{-j2\pi nB/T}a_{\text{BS}}(\theta_{B,U})$, where $T = 1/B$ is the sampling period with $B$ the bandwidth. $\alpha_{B,U} = p_{B,U}\varphi_{B,U}$ with $p_{B,U}$ and $\varphi_{B,U}$ the modulus and phase of the complex amplitude $\alpha_{B,U}$, $\theta_{B,U}$ is the angle-of-departure (AoD) from the BS to the UE, and $\tau_{B,U}$ is the delay between the BS and the UE up to a clock offset $\Delta$, as better specified later. As for $\alpha_{B,U}$, it represents the BS array steering vector whose expression is given by $a_{\text{BS}}(\theta) = [1, e^{j2\pi \frac{n}{\sin \theta}}, \ldots, e^{j2\pi (N_{\text{LoS}}-1) \frac{n}{\sin \theta}}]^T$ with $c = f/c_f$, $f_c$ being the carrier frequency and $c$ the speed of light, and $d = \lambda_c/2$.

In (2), the first tandem channel (i.e., from the BS to the RIS) in the NLoS path through the RIS is defined as

$$h_{B,R}[n] = \alpha_{B,R}e^{-j2\pi nB/T}a_{\text{RIS}}(\theta_{B,R})$$

(3)

where $\alpha_{B,R} = p_{B,R}\varphi_{B,R}$ is the complex gain over the BS-RIS path, $\theta_{B,R}$ the angle-of-arrival (AoA) and $\tau_{B,R}$ the AoD from the BS to the RIS, and $\tau_{B,R}$ the delay between the BS and the RIS. In addition, $a_{\text{RIS}}(\cdot) \in \mathbb{C}^{N_{\text{RIS}} \times 1}$ denotes the array steering vector of the RIS, given by $a_{\text{RIS}}(\theta) = [1, e^{j2\pi \frac{n}{\sin \theta}}, \ldots, e^{j2\pi (N_{\text{RIS}}-1) \frac{n}{\sin \theta}}]^T$. Finally, the second tandem channel in (2) is given by

$$h_{R,U}[n] = \alpha_{R,U}e^{-j2\pi nB/T}a_{\text{RIS}}(\theta_{R,U})$$

(4)

with the notations $\alpha_{R,U} = p_{R,U}\varphi_{R,U}$, $\tau_{R,U}$, and $\theta_{R,U}$ having the same meaning as in the BS-to-UE channel model.

The geometric relationships among the BS, RIS, and UE are as follows (assuming for simplicity that the BS is placed at the origin of the reference system, i.e., $q = [0 \ 0]^T$):

$$\tau_B = \frac{\|p\|}{c} + \Delta$$

$$\tau_R = \tau_B + \tau_{R,U} = \left(\|r\| + \|r - p\|\right)/c + \Delta$$

$$\tau_{B,U} = \text{atan}2(p_y, p_z), \quad \tau_{B,R} = \text{atan}2(r_y, r_x)$$

$$\tau_{B,R} = -\pi + \tau_{B,R}.$$  

(5)

Notice that $\tau_{B,R}$, $\theta_{B,R}$ and $\varphi_{B,R}$ are known quantities being the BS and RIS placed at known positions.

C. Joint Localization and Synchronization Problem

From the DL received signal $\{y^g[n]\}_{n,g}$ in (1) over $N$ subcarriers and $G$ transmissions, the problems of interest are as follows: i) design the BS precoder matrix $F$ and the RIS phase profiles $\{\Omega^g\}_{g}$ to maximize the accuracy of UE location and clock offset estimation; ii) estimate the unknown location $p$ and the unknown clock offset $\Delta$ of the UE. To tackle these problems, we first derive a performance metric to quantify the accuracy of localization and synchronization in Section III. Based on this metric, Sections IV-V focus on the joint design of $F$ and $\{\Omega^g\}$, Finally, Section VI develops an estimator for $p$ and $\Delta$.

III. FISHER INFORMATION ANALYSIS

In this section, we perform a Fisher information analysis to obtain a performance measure for localization and synchronization of the UE, which is needed for the design of $F$ and $\{\Omega^g\}$ in Section IV and Section V.

A. FIM in the Channel Domain

For the estimation problem in Section II-C, we compute the FIM of the unknown channel parameter vector $\gamma = [\tau_{B,U}, \theta_{B,U}, \varphi_{B,U}, \tau_{R,U}, \theta_{R,U}, \varphi_{R,U}]^T$ where $p_{B,R}, \varphi_{R,U}$ and $\varphi_{B,R}$ are independent Gaussian random variables. The FIM $J_\gamma \in \mathbb{R}^{8 \times 8}$ satisfies the information inequality [40, Thm. (3.2)]

$$E\{(\hat{\gamma} - \gamma)(\hat{\gamma} - \gamma)^T\} \geq J_\gamma^{-1}$$

(6)

for any unbiased estimator $\hat{\gamma}$ of $\gamma$, where $A \succeq B$ means $A - B$ is positive semi-definite. Since the observations in (1) are complex Gaussian, the $(k,l)$-th FIM entry $[J_\gamma]_{k,l} \triangleq \Lambda(\gamma_k, \gamma_l)$ can be expressed using the Slaper-Bangs formula as [40, Eq. (15.52)]

$$\Lambda(\gamma_k, \gamma_l) = \frac{2}{\sigma_x^2} \sum_{g=1}^G \sum_{n=0}^{N-1} \Re \left\{ \frac{(\partial m^g[n]/\partial \gamma_k)(\partial m^g[n]/\partial \gamma_l)}{} \right\}$$

(7)

where $x^*$ denotes the complex conjugate of $x$ and $m^g[n] = \sqrt{P}h^T[n]f_{g,s}[n]$ is the noise-free version of the received signal in (1). Using (2)-(4), $m^g[n]$ can be re-written as $m^g[n] = m_{B,U}[n] + m_{R}[n]$, where

$$m_{B,U}[n] \triangleq \sqrt{P}p_{B,U}e^{-j2\pi nB} \left[ c(\tau_{B,U})_n \right]^T a_{\text{BS}}^T(\theta_{B,U})f_{g,s}[n]$$

$$m_{R}[n] \triangleq \sqrt{P}p_{R}e^{-j2\pi nB} \left[ c(\tau_{R,U})_n \right]^T a_{\text{RIS}}^T(\theta_{R,U})\Omega^g a_{\text{BS}}(\theta_{B,R})f_{g,s}[n].$$

(8)

In (8), $\tau_R = \tau_{R,U} + \tau_{B,R}$ is the delay of the BS-RIS-UE path, $b_{\text{RIS}}(\theta_{B,U}) \triangleq a_{\text{RIS}}(\theta_{B,R}) \varphi_{B,R}$ denotes the combined RIS steering vector including the effect of both the AoD $\theta$ and the AoA $\varphi_{B,R}$ as a function of $\theta$, $c(\tau) \triangleq \left[1, e^{-jx_{1,1}}, \ldots, e^{-jx_{N-1,1}}\right]^T$ represents the frequency-domain steering vector with $\kappa_n = 2\pi n/T$, and $\Omega^g \in \mathbb{C}^{N_{\text{RIS}} \times 1}$ is the vector consisting of the diagonal entries of $\Omega^g$, i.e., $\Omega^g = \text{diag}(\Omega^g)$. Here, $\odot$ is the Hadamard (element-wise) product. Hereafter, $b_{\text{RIS}}$ will be used to denote $b_{\text{RIS}}(\theta_{B,U})$ for the sake of brevity. For the derivative expressions
in (7), we refer the reader to Section S-I-A in the supplemental material.

We now express the FIM elements in (7) as a function of the BS precoder \( F \) and the RIS phase profiles \( \{ \omega^g \}_{g=1}^G \). To that end, the FIM \( J_{\gamma} \) can be written as

\[
J_{\gamma} = \begin{bmatrix} J_{F,B,U} & J_{\text{cross}} \\ J_{\text{cross}}^H & J_R \end{bmatrix}
\]  

(11)

where \( J_{F,B,U} \in \mathbb{R}^{4 \times 4} \) and \( J_R \in \mathbb{R}^{4 \times 4} \) are the FIM submatrices corresponding to the LoS path and the NLoS (i.e., BS-RIS-UE) path, respectively, and \( J_{\text{cross}} \in \mathbb{R}^{4 \times 4} \) represents the LoS-NLoS path cross-correlation. In addition, let us define

\[
X_g = \begin{bmatrix} f_g f_H^T \end{bmatrix} \in \mathbb{C}^{N_{RIS} \times N_{BS}}
\]  

(12)

\[
\Psi_g = \omega^g (\omega^g)^H \in \mathbb{C}^{N_{RIS} \times N_{RIS}}.
\]

(13)

The following remark reveals the dependency of the FIM submatrices in (11) on BS precoder and RIS phase profiles using Section S-I-B in the supplemental material.

**Remark 1:** The dependency of the FIM \( J_{\gamma} \) in (11) on \( F \) and \( \{ \omega^g \}_{g=1}^G \) can be specified as follows:

- \( J_{F,B,U} \) is a linear function of \( \{ X_g \}_{g=1}^G \).
- \( J_R \) is a bi-linear function of \( \{ X_g \}_{g=1}^G \) and \( \{ \Psi_g \}_{g=1}^G \).
- \( J_{\text{cross}} \) is a bi-linear function of \( \{ X_g \}_{g=1}^G \) and \( \{ \omega^g \}_{g=1}^G \).

### B. FIM in the Location Domain

To obtain the location-domain FIM from the channel-domain FIM \( J_{\gamma} \) in (11), we apply a transformation of variables from the vector of the unknown channel parameters \( \gamma \) to the vector of location parameters \( \eta \)

\[
\eta = [p_x \ p_y \ \varphi_{B,U} \ \varphi_R \ \Delta]^T.
\]

(14)

The FIM of \( \eta \), denoted as \( J_{\eta} \in \mathbb{R}^{7 \times 7} \), is obtained by means of the transformation matrix \( T \) as

\[
J_{\eta} = T J_{\gamma} T^H.
\]

(15)

which preserves the linearity and bi-linearity properties of \( J_{\gamma} \) in Remark 1. Please see Section S-II in the supplemental material for the expressions of the elements of \( T \).

### IV. Joint Transmit Precoding and RIS Phase Profile Design

In this section, assuming perfect knowledge of \( \eta \) in (14), we tackle the problem of joint design of the transmit BS precoding matrix \( F \) and the RIS phase profiles \( \{ \omega^g \}_{g=1}^G \) to maximize the performance of joint localization and synchronization of the UE. First, we apply convex relaxation and alternating optimization techniques to obtain two convex subproblems to optimize BS precoders for a given RIS phase profile and vice versa. Then, we demonstrate the low-dimensional structure of the optimal BS precoders and RIS phase profiles, which will be highly instrumental in Section V in designing codebooks under imperfect knowledge of UE location.

3 Note that the channel gains \( p_{B,U}, \varphi_{B,U}, \varphi_R \) and \( \varphi_R \) are nuisance parameters that need to be estimated for localization, but do not convey any geometric information that can be useful for localization. Hence, they cannot be expressed as a function of other unknown (geometric) parameters and thus appear in both channel and location domain parameter vectors.

4 Since positioning and synchronization are tightly coupled [41], considering PEB as the optimization metric would also improve the synchronization performance, which will be verified through simulation results in Section VII. In particular, please see Fig. 6 for an illustration of how PEB-based optimization provides noticeable improvements in the RMSE of both the position and clock offset over the benchmark schemes. For a more detailed comparison between PEB- and CEB-based optimization, we refer the reader to Section S-III in the supplemental material.
as specified in Lemma 1. For PEB minimization, we wish to keep the variables for which the dependencies are linear and discard the remaining ones. This results from the fact that the PEB minimization problem, when written in the epigraph form as will be shown in (27), induces a matrix inequality (MI) constraint that involves the FIM, such as in (27b), which is convex only if the MI is linear [42, Ch. 4.6.2], [43]. Therefore, to have a convex problem, the FIM needs to depend linearly on the optimization variables. This implies that we keep \( J_{\gamma} \), \( \Psi_g \), and \( \omega^g \) as the variables in (17), where \( J_{\text{trans}} \) is defined as a linear function of \( \omega^g \), \( J_R \) is defined as a linear function of \( \Psi_g \) and the coupling between the two variables \( \Psi_g = \omega^g(\omega^g)^H \) is imposed as a constraint in (17d).

**B. Relaxed Problem for PEB Minimization**

To transform (17) into a tractable form, we will perform two simplifications. First, we approximate the channel-domain FIM in (11) as a block-diagonal matrix, i.e.,

\[
J_{\gamma} \approx J_{\gamma}^{\text{bd}} \triangleq \begin{bmatrix} J_{B,U} & 0 \\ 0 & J_g \end{bmatrix},
\]

by assuming \( J_{\text{trans}} \approx 0 \), which can be justified by the assumption of non-interfering paths under the large bandwidth and large array regime [44]–[46]. Based on Remark 1, this enables removing the dependency of \( J_{\gamma} \) and, consequently, the PEB in (16) on \( \{\omega^g\}_{g=1}^G \). In this case, the constraint in (17d) should be replaced by

\[
\Psi_g \succeq 0, \; \text{rank}(\Psi_g) = 1, \; \text{diag}(\Psi_g) = 1.
\]  

Second, we drop non-convex rank constraints in (17c) and (19).

After these simplifications, a relaxed version of the PEB optimization problem in (17) can be cast as

\[
\min_{\{X_g, \Psi_g\}_{g=1}^G} \; \text{PEB}^{\text{bd}} \left( \{X_g, \Psi_g\}_{g=1}^G; \eta \right)
\]

s.t. (17b), \( X_g \geq 0 \),

\[
\Psi_g \succeq 0, \; \text{diag}(\Psi_g) = 1,
\]

\( g = 1, \ldots, G \),

which is a convex problem and can be solved using off-the-shelf solvers [47]. To achieve low-complexity optimization, we can exploit the low-dimensional structure of the optimal precoder covariance matrices, as shown in the following result.

**Proposition 1:** The optimal BS precoder covariance matrices \( \{X_g\}_{g=1}^G \) in (21) can be written as \( X_g = A_{BS} Y_g A_{BS}^H \) where

\[
A_{BS} \triangleq \left[ a_{BS}(\theta_{B,R}) a_{BS}(\theta_{B,U}) a_{BS}(\theta_{B,U}) \right]^*,
\]

where \( a_{BS}(\theta_{B,R}) \defeq \partial a_{BS}(\theta_{B,R}) / \partial \theta \) and \( Y_g \in \mathbb{C}^{3 \times 3} \) is a positive semidefinite matrix.

**Proof:** Please see Appendix A.

2) Optimize RIS Phase Profiles for Fixed BS Precoders: For fixed \( \{X_g\}_{g=1}^G \), we can formulate the subproblem of (20) to optimize \( \{\Psi_g\}_{g=1}^G \) as follows:

\[
\min_{\{\Psi_g\}_{g=1}^G} \; \text{PEB}^{\text{bd}} \left( \{X_g, \Psi_g\}_{g=1}^G; \eta \right)
\]

s.t. (20c),

which is again a convex problem [42]. Similar to (21), the inherent low-dimensional structure of the optimal phase profiles can be exploited to obtain fast solutions to (23), as indicated in the following proposition.

**Proposition 2:** The optimal RIS phase profile covariance matrices \( \{\Psi_g\}_{g=1}^G \) in (23) in the absence of the unit-modulus constraints \( \text{diag}(\Psi_g) = 1 \) can be expressed as \( \Psi_g = B_{RIS} \Xi_g B_{RIS}^H \), where

\[
B_{RIS} \defeq \left[ b_{RIS} b_{RIS}^* \right],
\]

where \( b_{RIS}(\theta) \defeq \partial b_{RIS}(\theta) / \partial \theta \), \( b_{RIS} \eqdef b_{RIS}(\theta_{R,U}) \), and \( \Xi_g \in \mathbb{C}^{2 \times 2} \) is a positive semidefinite matrix.

**Proof:** Please see Appendix B.

**Remark 3:** It is worth emphasizing that we never solve the problem (20) to obtain \( X_g \) and \( \Psi_g \). The sole purpose of the alternating optimization is to formulate the subproblems (21) and (23), and, based on that, to uncover the low-dimensional structure of the optimal BS and RIS transmission strategies, as shown in Prop. 1 and Prop. 2. The derived low-dimensional structure will be exploited in Section V to design the codebooks in (28) under imperfect knowledge of UE location. Hence, the aim of Section IV is not to solve the PEB minimization problem under perfect knowledge of UE location, but to extract analytical insights from the structure of the solution that will be conducive to tackling the more practical problem of PEB optimization under UE location uncertainty in Section V.

**D. Interpretation of Proposition 1 and Proposition 2**

By focusing on the optimal structure of the precoder covariance matrices obtained in Prop. 1, it emerges that the BS should transmit different beams along the two main directions of the AoDs \( \theta_{B,R} \) and \( \theta_{B,U} \), i.e., the BS should serve both the RIS and the UE. Interestingly, a sort of asymmetry exists in (22): For power optimization in Algorithm 1 of Section V-B and for simulation results in Section VII, we employ the true FIM \( J_{\gamma} \) instead of the approximated FIM \( J_{\gamma}^{\text{bd}} \).
beams should exist [48], [49]. On the other hand, in the first
tandem channel between the BS and the RIS, there is no need
to estimate the AoD $\theta_{R,U}$ (its value is known a priori, given
the known positions of both BS and RIS), and from a PEB
perspective, the transmitted power should be concentrated in
a single directional beam towards the RIS, so as to maximize
the received SNR over the whole BS-RIS-UE channel.

Similar conclusions can be derived from Prop. 2. Namely,
RIS phase profiles should be steered towards the AoD $\theta_{R,U}$
with respect to the UE. In addition, both the directional beam
$b_{\text{RIS}}(\theta_{R,U})$ and its derivative $\theta_{\text{RIS}}(\theta_{R,U})$ should be employed to
maximize the performance of AoD estimation at the UE, which
corresponds to the same principle as used in sum and difference
beams of monopulse radar [50].

V. ROBUST JOINT DESIGN OF BS PRECODER AND RIS PHASE
PROFILES UNDER LOCATION UNCERTAINTY

In this section, inspired by Prop. 1 and Prop. 2 in Section IV,
we develop robust joint design strategies for BS precoder and
RIS phase profiles under imperfect knowledge of UE location
$p$ in (14). To this end, we consider an optimal unconstrained
design (without any specific codebook), which turns out to be
intractable, and propose a novel codebook-based design with
optimized power allocation for joint BS-RIS beamforming.

A. Optimal Unconstrained Design

Solving the PEB minimization problem in (17) requires the
knowledge of precise UE location $p$ which, however, may not
be available in practice due to measurement noise and tracking
errors. Hence, we assume an uncertainty region $p \in \mathcal{P}$ for
the UE location and consider the robust design problem that
minimizes the worst-case PEB over $\mathcal{P}$ [48], [52]–[54]:

$$\min_{\mathcal{P}} \{X_g, \omega^g, \Psi_g\}_{g=1}^G \max_{p \in \mathcal{P}} \text{PEB} \left( \{X_g, \omega^g, \Psi_g\}_{g=1}^G ; \eta(p) \right)$$

subject to (17b) – (17d),

where $\eta$ is replaced by $\eta(p)$ in the PEB to highlight its dependency on $p$. The epigraph form of (25) can be expressed as

$$\min_{\mathcal{P}} \{X_g, \omega^g, \Psi_g\}_{g=1}^G \max_{t, \{u_{m,k}\} \in \mathcal{P}} \left[ J_\eta \left( \{X_g, \omega^g, \Psi_g\}_{g=1}^G ; \eta(p_m) \right) \right]$$

subject to

$$u_{m,0} + u_{m,1} \leq t,$$

$$k = 0, 1, m = 0, \ldots, M - 1,$$

(17b) – (17d),

where $e_k$ is the $k$-th column of the identity matrix, and
the equivalence between (27b), (27c) and the discretized
version of (26b) stems from [42, Eq. (7.28)]. In (27b), $J_\eta$ is not linear with respect to $\{X_g, \omega^g, \Psi_g\}_{g=1}^G$ according to Remark 1, (27b) does not represent a linear matrix inequality (LMI) [43], implying that (27) is not convex [42, Ex. (2.10)]. As a possible remedy, alternating optimization (AO) of $\{X_g\}_{g=1}^G$ and $\{\Psi_g\}_{g=1}^G$ can be performed (after eliminating the dependency of $J_\eta$ on $\{\omega^g\}_{g=1}^G$ using the approximation in (18)), where each subproblem becomes convex as bi-linear matrix inequalities (BMIs) degenerate.

6From the viewpoint of joint BS-RIS beamforming, the most essential information required to solve (17) is the UE location (i.e., where to steer the BS and RIS beams). Regarding the other unknown parameters in $\eta$ in (14), we note from Section S-I-B in the supplemental material that the FIM does not depend on a specific value of the clock offset $\Delta_s$ (though the FIM depends functionally on $\Delta_s$, as seen from (15) and Section S-II in the supplemental material). Hence, the PEB minimization problem in (17) can be solved without the knowledge of $\Delta_s$. On the other hand, we assume the channel gains in (14) are perfectly known. As seen from Section S-I-B in the supplemental material, the case of uncertain gains leads to intractable PEB expressions due to LoS-NLoS correlations, is therefore left outside the scope of the current work and will be investigated in a future study.
to LMIs when one of the variables is fixed. However, this leads to a high computational complexity roughly given by $O(N_0^6)$ and $O(N_0^6)$ [55, Ch. 11] for the BS and RIS subproblems, respectively. To devise a practically implementable solution, we propose a low-complexity codebook-based design strategy, as detailed in Section V-B.

### B. Low-Complexity Codebook-Based Design

Motivated by the optimal low-dimensional structure of the BS precoder and the RIS phase profile covariance matrices, derived in Prop. 1 and Prop. 2, we develop a codebook-based low-complexity design approach as a practical alternative to unconstrained design in Section V-A. To this end, let \( \{\theta_{B,U}^{(i)}\}_{i=1}^{L_{BS}} \) and \( \{\theta_{R,U}^{(i)}\}_{i=1}^{L_{RIS}} \) denote the uniformly spaced AoDs from the BS to the UE and from the RIS to the UE, respectively, that span the uncertainty region \( P \) of the UE location, where the angular spacing is set to 3 dB (half-power) beamwidth of the corresponding array [30], [56], [57], Ch. 22.10.

Relying on Prop. 1, Prop. 2 and their interpretation in Section IV-D, we propose the following codebooks for the BS precoder and the RIS phase profiles [30] consisting of both directional and derivative beams (please refer to Section S-IV in the supplemental material for additional details on how to obtain these codebooks):

\[
F_{\text{BS}} = \left[a_{BS}(\theta_{B,R}^{(1)}), \ldots, a_{BS}(\theta_{B,R}^{(L_{BS})})\right]^\top \in \mathbb{C}^{1 \times (2L_{BS}+1)},
\]

\[
F_{\text{RIS}} = \left[F_{\text{RIS}}^{(1)} \cdots F_{\text{RIS}}^{(L_{RIS})}\right]^\top \in \mathbb{C}^{1 \times 2L_{RIS}},
\]

where \( F_{\text{BS}} = \begin{bmatrix} a_{BS}(\theta_{B,U}^{(1)}) & \cdots & a_{BS}(\theta_{B,U}^{(L_{BS})}) \end{bmatrix} \) \( F_{\text{RIS}}^{(i)} = \begin{bmatrix} a_{B,R} (\theta_{R,U}^{(i)}) & \cdots & a_{R,U} (\theta_{R,U}^{(i)}) \end{bmatrix} \)

In (30), due to phase-only control of RIS profiles, we employ \( \tilde{b}_{RIS}(\theta) \), which is the best approximation with unit-modulus entries to \( b_{RIS}(\theta) \) in (24). To obtain \( \tilde{b}_{RIS}(\theta) \) from \( b_{RIS}(\theta) \), the projected gradient descent algorithm in [58, Alg. 1] is used.

For each transmission, we choose a BS-RIS signal pair \( \{F_{\text{BS}}^{(i)}, F_{\text{RIS}}^{(j)}\} \), corresponding to the \( i \)-th beam in \( F_{\text{BS}} \) and the \( j \)-th beam in \( F_{\text{RIS}} \), which leads to \( G = (2L_{BS}+1)2L_{RIS} \) transmissions in total.\(^7\) To minimize the worst-case PEB using this codebook-based approach, we formulate a beam power allocation problem that finds the optimal power \( \varrho = [\varrho_1, \ldots, \varrho_G]^\top \) of BS beams in each transmission under total power constraint.\(^8\)

\(^7\)Due to the dependence of \( L_{BS} \) and \( L_{RIS} \) on the 3-dB beamwidth of the respective arrays at the BS and RIS, \( G \) is a function of the number of elements at the BS and RIS as well as the size of the uncertainty region \( P \). In addition, depending on whether the SNR is sufficient using a single slot of \( G \) transmissions, the slot can be repeated multiple times to reach the desired level of SNR.

\(^8\)Each beam in \( F_{\text{BS}} \) and \( F_{\text{RIS}} \) is normalized to have unit norm prior to power optimization.

#### Algorithm 1: Joint BS Precoder and RIS Phase Profile Design With Power Optimized Codebooks.

1: **Input:** Uncertainty region \( P \) of the UE location \( p \) in (14).
2: **Output:** Optimized BS-RIS signal pairs \( \{\sqrt{\varrho_g}F_{\text{BS}}^{(i)}, F_{\text{RIS}}^{(j)}\}_{i,j,G} \) with the optimal powers \( \{\varrho_g^*\}_{g=1}^{G} \).

a) Determine the uniformly spaced AoDs from the BS to the UE \( \{\theta_{B,U}^{(i)}\}_{i=1}^{L_{BS}} \) and those from the RIS to the UE \( \{\theta_{R,U}^{(i)}\}_{i=1}^{L_{RIS}} \) based on \( P \).

b) Construct the BS and RIS codebooks in (28).

c) Perform power allocation across \( G = (2L_{BS}+1)2L_{RIS} \) transmissions, each employing a different BS-RIS signal pair \( \{F_{\text{BS}}^{(i)}, F_{\text{RIS}}^{(j)}\} \), by solving the problem in (31).

\[
\min_{\varrho} \quad \omega_g = \varrho_g \Psi_g \quad \varrho_g = [\varrho_1, \ldots, \varrho_G]^\top \quad g = 1, \ldots, G \quad \text{s.t.} \quad \left[ J_g(X_g, \omega_g, \Psi_g) = \begin{bmatrix} \eta(p_m) \\ e_k \end{bmatrix}_{u_{m,k}} \right] \geq 0, \\
\quad u_{m,0} + u_m,1 \leq t, \quad k = 0, 1, \quad m = 0, \ldots, M - 1, \\
\quad \text{tr} \left( \sum_{g=1}^{G} X_g \right) = 1, \quad \varrho \geq 0 , \quad X_g = \varrho_g F_{\text{BS}}^{(i)} F_{\text{RIS}}^{(j)} \quad \text{H}, \quad \omega^g = F_{\text{RIS}}^{(j)} \Psi_g = \omega^g(\omega^g)^\top, \quad g = 1, \ldots, G \]

In addition, designing the mapping between the transmission index \( g \) and the BS-RIS beam index pair \( (i, j) \) is performed according to \( g = i + (2L_{BS}+1)(j-1) \) for \( i = 1, \ldots, 2L_{BS} + 1 \) and \( j = 1, \ldots, 2L_{RIS} \). As (31b) is LMI in \( \varrho \) and \( \{u_{m,k}\} \) (see Remark 1), the problem (31) is convex. After obtaining the optimal power allocation vector \( \varrho^* = [\varrho_1^*, \ldots, \varrho_G^*]^\top \) as the solution to (31), the optimized codebook is given by the collection of the BS-RIS signal pairs \( \{\sqrt{\varrho_g^*}F_{\text{BS}}^{(i)}, F_{\text{RIS}}^{(j)}\}_{i,j,G} \). The overall BS-RIS signal design algorithm is summarized in Algorithm 1. The computational complexity of (31) is approximately given by \( O(M^3) \) [55, Ch. 11], [30], under the assumption that \( M \) is on the same order as \( G \). Since \( M < N_{BS} \) and \( M < N_{RIS} \) in practice (see Section VII-A), the proposed (non-iterative) design strategy in Algorithm 1 is more efficient than even the individual iterations of an AO approach in Section V-A.

As anticipated, the proposed robust joint design of BS precoders and RIS phase profiles can be in principle extended to the 3D case, using a 2D array (e.g., a URA) in place of the ULA. In this case, three types of beams need to be employed, namely, directional beams, azimuth derivative beams and elevation derivative beams, in contrast to only directional and derivative beams as in the 2D scenario.

#### VI. Maximum Likelihood Joint Localization and Synchronization

In this section, we first derive the joint ML estimator of the desired position \( p \) and clock offset \( \Delta \). To overcome the need of an exhaustive 3D grid-based optimization of the resulting compressed log-likelihood function, we then provide a reduced-complexity estimator that leverages a suitable reparameterization.
of the signal model to decouple the dependencies on the delays and AoDs, enabling a separate though accurate initial estimation of both $p$ and $\Delta$. Such estimated values are subsequently used as initialization for an iterative low-complexity optimization of the joint ML cost function, which provides the refined position and clock offset estimates.

A. Joint Position and Clock Offset Maximum Likelihood Estimation

To formulate the joint ML estimation problem, let $\Theta = [p_x \ p_y \ \Delta]^T$ denote the vector containing the desired UE position and clock offset parameters. By parameterizing the unknown AoDs ($\theta_{B,U}$ and $\theta_{R,U}$) and delays ($\tau_{B,U}$ and $\tau_R$) as a function of the sought $\Theta$ through (5), and stacking all the $N$ signals received over each transmission $g$, we obtain the more compact expression

$$y_g = \sqrt{P}B_g\alpha + \nu_g$$  \hspace{1cm} (32)

with $y_g = [y_g[0] \ \cdots \ y_g[N-1]]^T$, $\alpha = [\alpha_{B,U} \ \alpha_R]^T$, $B_g = \left( \begin{array}{ccc} \mathcal{S}_{B,U}^g & 0 & A^T(\Omega^g)^T \end{array} \right)\alpha_{RIS}(\theta_{R,U})$, $\mathcal{S}_{B,U}^g = [s_g[0] \ \cdots \ e^{-j\kappa_j \tau_{B,U}} s_g[N-1]]$, where $s_g[n] = f_g s_{g}[n]$, $\mathcal{S}_{B,U}^g$ is defined as $\mathcal{S}_{B,U}^g$ but with $\tau_R$ in place of $\tau_{B,U}$, $A = \alpha_{RIS}(\theta_{R,B})\alpha_{R}^T(\theta_{R,B})$, and $\alpha_R = \alpha_{B,U}\alpha_{R,U}$. Without loss of generality, we assume that $\sigma^2$ is already known (its estimate can be straightforwardly obtained as $\hat{\sigma}^2 = \sum_{g=1}^G \|y_g - \sqrt{P}B_g\alpha\|^2/(NG)$ once the rest of parameters have been estimated), so leaving $\alpha$ as the sole vector of unknown nuisance parameters. Following the ML criterion, the estimation problem can be thus formulated as

$$\hat{\Theta}^{\text{ML}} = \arg\min_{\Theta} \left[ \min_{\alpha} L(\Theta, \alpha) \right]$$  \hspace{1cm} (33)

where

$$L(\Theta, \alpha) = \sum_{g=1}^G \|y_g - \sqrt{P}B_g\alpha\|^2$$  \hspace{1cm} (34)

represents the likelihood function. It is not difficult to show that the value of the complex vector $\alpha \in \mathbb{C}^{2 \times 1}$ minimizing (34) is given by $\alpha^{\text{ML}} = \frac{1}{\sqrt{P}}B^{-1}\sum_{g=1}^G B^H y_g$, where $B = \sum_{g=1}^G B^H B_g$. Substituting $\alpha^{\text{ML}}$ back into the likelihood function (34) leads to

$$L(\Theta) = \sum_{g=1}^G \|y_g - \sqrt{P}B_g(\Theta)\alpha^{\text{ML}}(\Theta)\|^2$$  \hspace{1cm} (35)

where we explicitly highlighted the remaining dependency on the sole desired parameter vector $\Theta$. Accordingly, the final joint ML (JML) estimator of UE position and clock offset is

$$\hat{\Theta}^{\text{ML}} = \arg\min_{\Theta} L(\Theta).$$  \hspace{1cm} (36)

Unfortunately, $\hat{\Theta}^{\text{ML}}$ cannot be effortlessly retrieved being $L(\Theta)$ a highly non-linear function with multiple potential local minima. A more practical solution consists in finding a good initial estimate of $\Theta$ and use it to compute $\hat{\Theta}^{\text{ML}}$ by means of a low-complexity iterative optimization. The latter consists in adopting a numerical optimization approach such as the Nelder-Mead algorithm to iteratively optimize the JML cost function in (36) starting from a more accurate initial estimate $\hat{\Theta}$. As well-known, the Nelder-Mead procedure does not require any derivative information, which makes it suitable for problems with non-smooth functions like (36), and is recognized to be extremely fast to converge (in all our trials, the number of required iterations was always less than 30). A direct way to obtain such initialization is to perform an exhaustive grid search over the 3D space of the unknown $p$ and $\Delta$. To overcome the burden of a full-dimensional optimization, in the next section we present a relaxed ML estimator of the position and the clock offset, able to provide a good initialization for the iterative optimization of (36), but at a considerably lower computational complexity.

B. Proposed Reduced-Complexity Estimator

1) Relaxed Maximum Likelihood Position Estimation: We start by stacking all the observations collected over the $G$ transmissions and by further manipulating the resulting model, obtaining the new expression

$$\begin{bmatrix} y_1 \\ \vdots \\ y_G \end{bmatrix} = \begin{bmatrix} \Phi_{B,U}(\theta_{B,U}(p)) & \Phi_{R,U}(\theta_{R,U}(p)) \\ \Phi_{B,U}(\theta_{B,U}(p)) & \Phi_{R,U}(\theta_{R,U}(p)) \\ \vdots & \vdots \\ \Phi_{B,R}(\theta_{B,R}(p)) & \Phi_{R,R}(\theta_{R,R}(p)) \end{bmatrix} \begin{bmatrix} e_{B,U} \\ e_{R} \end{bmatrix} + \begin{bmatrix} \nu_1 \\ \vdots \\ \nu_G \end{bmatrix}$$  \hspace{1cm} (37)

where $\Phi_{B,U}^g(\theta_{B,U}(p)) = \text{diag}(\alpha_{B,U}^T(\theta_{B,U}(p))S^g)$, $\Phi_{R,U}^g(\theta_{R,U}(p)) = \text{diag}(\alpha_{R,U}^T(\theta_{R,U}(p))\Omega^g AS^g)$, $S_g = [s_g[0] \ \cdots \ s_g[N-1]]$, $g = 1, \ldots, G$, and

$$e_{B,U} = \sqrt{P}\alpha_{B,U}, \quad e_R = \sqrt{P}\alpha_R.$$  \hspace{1cm} (38)

We now observe that (37) allows us to decouple the dependencies on the delays and AoDs in (32), with the new matrix $\Phi$ that depends only on the desired $p$ through the geometric relationships with the corresponding AoDs $\theta_{B,U}(p)$ and $\theta_{R,U}(p)$. By relaxing the dependency of $e$ on the delays $\tau_{B,U}$ and $\tau_R$, and considering it as a generic unstructured $N \times N$ diagonal vector, a relaxed ML-based estimator (RML) of $p$ can be derived as

$$\hat{p}^{\text{RML}} = \arg\min_{\hat{p}} \left[ \min_{e} \|y - \Phi(p)e\|^2 \right].$$  \hspace{1cm} (39)

The inner minimization of (39) can be more easily solved by decomposing it over the different $N$ subcarriers as

$$\min_{e} \|y - \Phi(p)e\|^2 = \min_{e_0, \ldots, e_{N-1}} \sum_{n=0}^{N-1} \|y_n - \Phi(p)e_n\|^2$$  \hspace{1cm} (40)

where we exploited the peculiar structure of $\Phi(p)$, which consists of blocks of $N \times N$ diagonal matrices, with $y_n =$
\[ y[n] \cdots y[G][n] \] 

\[ \Phi_n(p) = \begin{bmatrix} \phi_{B,U,n}(p) & \phi_{R,U,n}(p) \\ \vdots & \vdots \\ \phi_{G,B,U,n}(p) & \phi_{G,R,U,n}(p) \end{bmatrix} \in \mathbb{C}^{G \times 2} \] (41)

\[ e_n = [e_{B,U}[n], e_{R}[n]]^T \in \mathbb{C}^{2 \times 1}, \phi_{B,U,n}(p) = a_{B,U}(p)s_y[n] \] and \[ \phi_{R,U,n}(p) = \frac{\alpha_{R,U}^n(p)\Omega^n A_s[n]}{N} \text{ for } n = 0, \ldots, N - 1, \quad \gamma = 1, \ldots, G. \] Each unknown vector \( e_n \) minimizing (40) can be separately obtained as

\[ \hat{e}_{n,RML}(p) = (\Phi_n(p)\Phi_n(p))^{-1}\Phi_n(p)y_n \] (42)

that is, each \( e_n \) is estimated by pseudo-inverting the corresponding matrix \( \Phi_n(p) \). The inverse in (42) can be computed in closed-form

\[ (\Phi_n(p)\Phi_n(p))^{-1} = \frac{1}{u_n \bar{z}_n - v_n w_n} \begin{bmatrix} z_n & -v_n \\ -w_n & u_n \end{bmatrix} \] (43)

where \[ u_n = \sum_{\ell=1}^{G} \phi_{B,U,n}^\ell z_n - \phi_{R,U,n}^\ell w_n, \quad v_n = \sum_{\ell=1}^{G} \phi_{B,U,n}^\ell \bar{z}_n - \phi_{R,U,n}^\ell \bar{w}_n, \quad w_n = \sum_{\ell=1}^{G} \phi_{B,U,n}^\ell \bar{w}_n \] and \( z_n = \sum_{\ell=1}^{G} \phi_{B,U,n}^\ell \bar{z}_n - \phi_{R,U,n}^\ell \bar{w}_n \), and we omitted the dependency on \( p \) for brevity. Accordingly, the RML estimator can be more conveniently obtained as

\[ \hat{p}_{RML} = \arg\min_p \sum_{n=0}^{N-1} \| y[n] - I_n(p) \|^2 \] (44)

with the elements of the vector \( I_n(p) \) given by

\[ l_g[n](p) = \frac{1}{u_n \bar{z}_n - v_n w_n} \left( \phi_{B,U,n}^g z_n - \phi_{R,U,n}^g w_n \right) \times \sum_{\ell=1}^{G} (\phi_{B,U,n}^\ell)^* y[n] + (\phi_{R,U,n}^g u_n - \phi_{B,U,n}^g v_n) \sum_{\ell=1}^{G} (\phi_{B,U,n}^\ell)^* y[n] \right]. \] (45)

A 2D grid search is then performed on the RML cost function provided in (44) to obtain the initial UE position estimate \( \hat{p}_{RML} \), which will be used together with the clock offset estimate obtained in the next section as initial point to iteratively optimize the 3D plain JML cost function given in (36).

2) FFT-Based Clock Offset Estimation: As a byproduct of the above estimation of \( p \), it is possible to derive an efficient estimator of the unknown delays \( \tau_{B,U} \) and \( \tau_{R} \), which in turn will be used to retrieve a closed-form estimate of the sought \( \Delta \). Specifically, we first plug \( \hat{p}_{RML} \) back in (42) to obtain an estimate of the elements \( e_n \), \( n = 0, \ldots, N - 1 \). The elements of the estimated vectors \( \hat{e}_{n,RML} \) can be then merged according to (38) to obtain an estimate of the two vectors \( \hat{e}_{B,U}(p_{RML}) \) and \( \hat{e}_{R}(p_{RML}) \), respectively. The key observation consists in the fact that the elements of both \( \hat{e}_{B,U}(p_{RML}) \) and \( \hat{e}_{R}(p_{RML}) \) can be interpreted as discrete samples of complex exponentials having normalized frequencies \( v_{B,U} = -\frac{\tau_{B,U}}{NT_S} \) and \( v_{R} = -\frac{\tau_{R}}{NT_T} \), respectively. This allows to estimate the delays \( \tau_{B,U} \) and \( \tau_{R} \) by searching for the dominant peaks in the FFT of the corresponding vectors \( \hat{e}_{B,U}(p_{RML}) \) and \( \hat{e}_{R}(p_{RML}) \). By defining \( f_h(p_{RML}) = \text{FFT}(\hat{e}_h(p_{RML})) \) as the FFT of the vector \( \hat{e}_h(p_{RML}) \) (with either \( h = B, U \) or \( h = R \)) computed on \( N_F \) points, we first seek for the index corresponding to the maximum element in \( f_h(p_{RML}) \)

\[ \hat{k}_h(p_{RML}) = \arg\max \| f_h(p_{RML}) \|_k \quad \text{for } k = 0, \ldots, N_F - 1 \] (46)

with \( |f_h(p_{RML})|_k \) denoting the absolute value of the \( k \)-th element of \( f_h(p_{RML}) \). Since the first \( N_F/2 + 1 \) elements correspond to positive values of the normalized frequency \( \nu_0 \in [0, 1/2] \), while the remaining \( N_F/2 - 1 \) are associated to the negative part of the spectrum, i.e., \( \nu_0 \in (-1/2, 0) \), the estimate of the delays can be obtained by mapping the corresponding \( \hat{k}_h(p_{RML}) \) as

\[ \hat{k}_h = \begin{cases} -\frac{\hat{k}_h}{N_F} NT_S & \text{if } 0 \leq \hat{k}_h \leq N_F/2 \\ (1/2 - \frac{\hat{k}_h}{N_F}) NT_S & \text{if } N_F/2 + 1 \leq \hat{k}_h \leq N_F - 1 \end{cases} \] (47)

where we omitted the dependency on \( p_{RML} \) for conciseness. Once the two delays have been estimated, the sought clock offset \( \Delta \) can be obtained in closed-form as

\[ \hat{\Delta}_{FFT} = \frac{1}{2} \hat{k}_{B,U} - \| \hat{p}_{RML} \|/c + \hat{k}_{R} \hat{\Delta}_{FFT} - (\| \hat{r} \| + \| r - \hat{p}_{RML} \|)/c. \] (48)

The obtained estimate \( \hat{\theta}_{RML} = [\hat{p}_{RML}, \hat{\Delta}_{FFT}]^T \) is then used to initialize an iterative optimization procedure (e.g., Nelder-Mead) to efficiently solve the JML estimation problem in (36). The main steps of the proposed reduced-complexity estimation algorithm are summarized in Algorithm 2.

It is worth noting that also the proposed joint localization and estimation algorithm can be extended to the 3D case, in which also elevation angles are considered. In fact, the properties used to obtain the relaxation of the ML cost function and to estimate the delays via FFT are fulfilled not only by ULAs but also by uniform rectangular arrays (URAs). The final position estimate in the RML approach would be then performed on a 3D grid instead of a 2D one. The computational complexity of the procedure, of course, would be higher as in any higher-dimensional problem, but no additional theoretical issues arise.

C. Complexity Analysis

In this section, we analyze the computational complexity of the joint localization and synchronization algorithm proposed
in Section VI-B, also in comparison to the plain 3D JML estimator derived in Section VI-A. Asymptotically speaking, we observe that the complexity in performing the 3D optimization required by the plain JML estimator in (36) is on the order of \(O(Q^2GNN_N)\), where \(Q\) denotes the number of evaluation points per dimension (either \(p_x\) coordinate, \(p_y\) coordinate of the UE position, or clock offset \(\Delta\)), assumed to be the same for all the three dimensions for the sake of exposition, and \(N_T = N_{BS} + N_{BS}RIS + N_{RIS}\), a term related to the number of elements at both BS and RIS. On the other hand, by analyzing the different steps involved in the proposed joint localization and synchronization algorithm (Algorithm 2), it emerges that the overall complexity is given by the sum of three terms

\[
O(Q^2GNN_N) + O(N_F \log N_F) + O(N_{GNN}GNN_N). \tag{49}
\]

The first term \(O(Q^2GNN_N)\) corresponds to the two-dimensional optimization required to obtain the initial UE position estimate \(\hat{p}_{RML}\) according to (44). The second term \(O(N_F \log N_F)\) denotes the complexity required to compute the FFT of the two vectors \(\hat{\rho}_{B,U}(\hat{p}_{RML})\) and \(\hat{\rho}_R(\hat{p}_{RML})\) and to search for the dominant peaks yielding the clock offset estimate \(\Delta_{FFT}\) in (48). The third and last term represents instead the complexity required by the Nelder-Mead procedure to iteratively optimize the JML cost function starting from the initial point \(\Theta_{RML}\), with \(N_1\) denoting the number of total iterations. This contribution is practically negligible compared to the first term in (49) being the Nelder-Mead procedure extremely fast and typically converging in a few iterations (in all our trials, the number of iterations was always \(N_1 < 30\)).

Considering that the minimum number of points required to compute the FFT is equal to the length of the involved vectors, i.e., \(N_F \geq N\) (in our simulations we set \(N_F = 512\)) and that the FFT step is performed just once, it is apparent that the overall complexity is practically dominated by the first term \(O(Q^2GNN_N)\), namely by the two-dimensional search required to obtain an initial estimate of \(p\). In this respect, the proposed joint localization and synchronization algorithm is able to reduce the complexity required by the plain JML estimator, which is cubic in \(Q\), to a quadratic cost in \(Q\) plus two very low-cost subsequent estimation steps (FFT and iterative optimization).

### VII. SIMULATION ANALYSIS AND RESULTS

In this section, we conduct a numerical analysis to assess the performance of the low-complexity localization and synchronization algorithm presented in Section VI, when fed with the robust strategy for joint design of BS precoding and RIS phase profiles proposed in Section V. The performance of the proposed approach is compared with the theoretical lower bounds derived in Section III, as well as against other state-of-the-art strategies for the design of BS and RIS precoding matrices, under different values of the main system parameters. We consider the root mean squared error (RMSE) as performance metric, estimated on 1000 independent Monte Carlo trials.

#### A. Simulation Setup

The analyzed scenario consists of a single BS placed at known position \(q = [0\ 0]^T\) m, a RIS placed at \(r = [12\ 7]^T\) m, and a UE with unknown location \(p = [5\ 5]^T\) m. The numerical evaluations are conducted assuming the transmission of \(G = (2L_{BS} + 1)2L_{RIS}\) OFDM pilot signals in DL over a typical mmWave carrier frequency \(f_c = 28\) GHz with bandwidth \(B = 100\) MHz, along \(N\) subcarriers equally spaced in frequency by \(\Delta f = 240\) kHz. The BS is equipped with \(N_{BS} = 16\) antennas, while the RIS has \(N_{RIS} = 32\) elements. The channel amplitudes are generated according to the common path loss model in free space, i.e., \(\rho_{B,R} = \lambda_c/(4\pi|\mathbf{r}|)\), \(\rho_{B,U} = \lambda_c/(4\pi|\mathbf{p}|)\), and \(\rho_{R,U} = \lambda_c/(4\pi|\mathbf{p} - \mathbf{r}|)\), respectively, while the phases \(\phi_{B,R},\phi_{B,U}\) and \(\phi_{R,U}\) are assumed to be uniformly distributed over \([-\pi, \pi]\).

We set the clock offset to \(\Delta = \frac{1}{r}NT_r\), where the transmitted power \(P\) is varied in order to obtain different ranges of the received SNR over the LoS path, defined as \(\text{SNR} = 10\log_{10}(P\rho_{B,U}^2/(N_0B))\), where \(N_0\) is the noise power spectral density and \(\sigma^2 = N_0B\). In the following, we consider an uncertainty region \(P\) for the UE position having an extent of 3 m along both \(x\) and \(y\) directions. For this setup, using the typical 3 dB beamwidth angular spacing of an ULA (about \(1.8/N_{RIS}\)) leads to \(L_{RIS} = 7\) and \(L_{BS} = 6\), which in turn correspond to \(G = 180\) OFDM symbols. In the supplemental material, we report additional performance analyses also for the case in which the uncertainty is increased to 5 m.

The number of discrete UE positions \(\{\mathbf{p}_m\}_{m=1}^M\) used to solve (31) is set to \(M = 10\). For more details on the setting of \(M\), we refer the reader to Section S-VI in the supplemental material.

#### B. Benchmark Precoding Schemes

To benchmark the proposed joint BS-RIS signal design algorithm proposed in Algorithm 1, we consider the following state-of-the-art schemes.

1) **Directional Codebook (Uniform):** This scheme considers only directional beams in the codebook and uses uniform (equal) power allocation among them, i.e., the BS does not implement the optimal power allocation provided in (31). To guarantee a fair comparison, we double the angular sampling rate of the uncertainty region of the UE, so obtaining the same number of antennas \(N\) according to proposed codebooks in (28). This leads to a set of AoDs from the BS to the UE \(\{\mathbf{\tilde{\theta}}_{B,U,i}\}_{i=1}^{2L_{BS}}\) and of AoDs from the RIS to the UE \(\{\mathbf{\tilde{\theta}}_{R,U,i}\}_{i=1}^{2L_{RIS}}\). Accordingly, we consider the following directional codebooks for the BS and RIS transmissions:

\[
F^{BS}_{\text{BS}} = [a_{BS}(\theta_{B,R}) \cdot F^{BS}]^T \in \mathbb{C}^{N_{BS} \times (2L_{BS}+1)}, \tag{50a}
\]

\[
F^{RIS}_{\text{RIS}} = [b_{RIS}(\mathbf{\tilde{\theta}}_{R,U}(1)) \cdots b_{RIS}(\mathbf{\tilde{\theta}}_{R,U}(2L_{RIS}))]^T \in \mathbb{C}^{N_{RIS} \times 2L_{RIS}}, \tag{50b}
\]

where \(F^{BS}_{\text{BS}} \text{ def } = [a_{BS}(\theta_{B,U}^{(1)}) \cdots a_{BS}(\theta_{B,U}^{(2L_{BS}))}].\)

2) **Directional Codebook (Optimized):** This scheme uses the same directional codebook in (50) and performs the optimal power allocation for the BS beams in (50a) according to (31).

3) **DFT Codebook (Optimized):** Let \(G^N \in \mathbb{C}^{N \times N}\) denote a DFT matrix. In addition, denote by \(\theta_{B,R}^{(1)}\) and \(\theta_{B,U}^{(1)}\), respectively, the AoD from BS to UE and the AoD from RIS to UE, corresponding to the center of the two AoDs uncertainty regions computed from \(P\). This scheme selects the columns from the corresponding DFT matrices that are closest to the center AoDs as:

\[
F^{BS,\text{DFT}} = [a_{BS}(\theta_{R,U}^{(1)}) \cdots a_{BS}(\theta_{R,U}^{(2L_{RIS}))}]^T \in \mathbb{C}^{N_{BS} \times 2L_{BS}}, \tag{51a}
\]

\[
F^{RIS,\text{DFT}} = [b_{RIS}(\theta_{R,U}^{(1)}) \cdots b_{RIS}(\theta_{R,U}^{(2L_{RIS}))}]^T \in \mathbb{C}^{N_{RIS} \times 2L_{RIS}}, \tag{51b}
\]
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**Fig. 3.** RMSEs on the estimation of \( p \) as a function of the SNR for the directional codebook, DFT codebook, and proposed codebook.

**Fig. 4.** RMSE on the estimation of \( Δ \) as a function of the SNR for the directional codebook, DFT codebook, and proposed codebook.

9The CEB is given by \( J_7^{-1} \), where \( J_7 \) is the FIM in (15).
To corroborate the above results, we investigate \( \mathbf{P}_a \) for 2 different RIS beams \( \mathbf{F} \). Let \( \Delta_{\text{RND}} \sim U(0, 2\Delta) \) for each independent Monte Carlo trial. The results in terms of RMSEs reported in Fig. 5 demonstrate that the performance of the JML estimator significantly worsens when \( \Theta_{\text{RND}} \) is used as initial point. This behavior is due to the fact that the iterative minimization of a highly non-linear cost function such as that of the JML estimator gets trapped into local erroneous minima when a random initialization is used, and in turn produces wrong position and clock offset estimates. This confirms the need to seek for a more accurate initialization as the one proposed in Section VI-B, which allows the JML estimator to attain the theoretical lower bounds.

On the other hand, a direct comparison among the PEBs and CEBs in Figs. 3–4 (dashed curves) reveals that the proposed robust joint BS-RIS precoding strategy offers the best localization and synchronization performance among all the considered schemes. To better highlight the advantages of the proposed approach, in Fig. 6 we report an explicit comparison among the RMSEs on the estimation of \( p \) and \( \Delta \) for the JML estimator fed with different precoding schemes. As it can be noticed, the proposed robust joint BS-RIS precoding scheme significantly outperforms both the directional and DFT codebooks. Interestingly, the values assumed by the corresponding RMSEs in Figs. 6(a)–(b) (solid curves with \( \square \) marker) demonstrate that the UE can be localized with an error lower than 10 cm and, at the same time, synchronization can be recovered with a sub-nanosecond precision, for SNR \( \geq -5 \text{ dB} \). From this analysis, we can conclude that combining the proposed codebooks in (28a)–(28b) with a power allocation strategy that aims at minimizing the worst-case PEB allows us to achieve a better coverage of the uncertainty region \( \mathcal{P} \), while properly taking into account the different directional and derivative beams transmitted towards the UE and the RIS.

3) Robustness Analysis: We now conduct an analysis aimed at assessing the effective robustness of the proposed joint BS

and RIS beamforming design strategy to different UE positions falling within the assumed uncertainty region \( \mathcal{P} \). More specifically, we test the values assumed by the PEB when the UE spans different locations around the nominal one \( \mathbf{p} \), considering both the proposed robust design approach and its corresponding non-robust version, the latter obtained by simply shrinking the extent of the uncertainty region to a very small area of 0.1 m around the nominal UE position. The results reported in Fig. 7(a), obtained for SNR = 0 dB, show that the PEB exhibits quite similar values within the whole uncertainty region, confirming the robustness of the proposed joint active BS and passive RIS beamforming design strategy. Interestingly, the PEB keeps reasonable values even when the UE falls slightly outside the considered region \( \mathcal{P} \). Conversely, the values assumed by the PEB in Fig. 7(b) clearly indicate an evident position accuracy degradation for UE locations different from the nominal one, leading to errors that are almost three times those experienced in Fig. 7(a) with the proposed robust joint design strategy.

4) Performance Assessment for Reduced Number of Transmitted Beams: To corroborate the above results, we investigate the possibility to adopt an ad-hoc heuristic that allows to reduce the total number of transmitted beams \( G \). The main idea originates from observing that, when the BS is transmitting a beam towards the UE, all the different configurations of the RIS phase profiles should not have a significant impact onto the ultimate localization and synchronization performance, being the BS-RIS path likely illuminated with a negligible amount of transmitted power. In other words, \( F_{\text{BS}}^{\text{RIS}} = a_{\text{BS}} \left( \hat{\theta}^{(i)}_{\text{B,U}} \right) \) or \( F_{\text{BS}}^{\text{RIS}} = a_{\text{BS}} \left( \theta^{(i)}_{\text{B,U}} \right) \), we propose to neglect the transmission of the 2\( L_{\text{RIS}} \) different RIS beams \( F_{\text{RIS}}^{\text{RIS}} = b_{\text{RIS}} \left( \hat{\theta}^{(j)}_{\text{R,U}} \right) \) and \( F_{\text{RIS}}^{\text{RIS}} = b_{\text{RIS}} \left( \theta^{(j)}_{\text{R,U}} \right) \), for \( j = 1, \ldots, L_{\text{RIS}} \), and use for the
corresponding pairs \( \{ F_{BS}^{j}, F_{RIS}^{j} \} \) a single configuration of the RIS phase profile given by \( F_{RIS}^{j} = \theta_{RIS}(\theta_{R,U}^{j}) \). Conversely, when the BS is transmitting the beam towards the RIS, that is, the precoding vector is set to \( F_{BS}^{j} = a_{BS}(\theta_{R,U}^{j}) \), we consider for \( F_{RIS}^{j} \) all the \( 2L_{RIS} \) possible configurations of the RIS phase profile. In doing so, the signal received by the UE in (8) will be always observed for different RIS phase profiles, providing the necessary information to estimate the AoD \( \theta_{R,U}^{j} \). This procedure allows us to reduce the total number of transmitted beams to \( G = 2L_{BS} + 2L_{RIS} + 1 \).

To validate such an intuition, in Fig. 8 we compare the RMSEs on the estimation of \( p \) and the related PEBs as a function of the SNR, for both cases of full and reduced number of transmissions \( G \). By comparing the PEBs in Fig. 8, we appreciate a slight degradation of the theoretical accuracy achievable in case of reduced \( G \) (analogous behavior is obtained for \( \Delta \)).

Interestingly, despite the more challenging scenario, the JML estimator combined with the proposed power allocation strategy (solid curves with \( \circ \) marker) is still able to provide very accurate localization performance, though attaining the bounds at higher SNR of 0 dB. In this respect, an important trade-off between the estimation accuracy and the total number of transmission tends to emerge: for this specific case, the proposed heuristic leads to a 85% reduction in the number of involved transmissions (and, consequently, in the time needed to localize and synchronize the UE), but at the price of slightly increased values of RMSEs and related bounds. In Section S-V of the supplemental material, we have conducted a similar analysis for the case in which the uncertainty region \( \mathcal{P} \) has been increased to 5 m along each direction. The obtained results reveal that the gaps between the estimation performance in cases of full and reduced \( G \) tend to increase as the uncertainty increases. This behavior can be explained by noting that the proposed heuristic is based on the underling assumption that almost no power is received by the RIS when the BS is transmitting a beam in the directions of the UE. However, when the uncertainty region \( \mathcal{P} \) grows, the corresponding set of AoDs from the BS to the UE \( \{ \theta_{B,U}^{j} \}_{j=1}^{24} \) progressively spans an increased area and, consequently, some of the beams directed towards the UE could likely illuminate the RIS path with a non-negligible amount of power. In these cases, the different configurations of the RIS phase profiles start to have a noticeable effect on the resulting estimation accuracy, thus preventing the possibility to reduce \( G \) without experiencing evident performance losses. Overall, an interesting insight can be derived from this analysis: the smaller the initial uncertainty about the UE position, the shorter the time required to localize and synchronize it accurately.

To further corroborate these insights, we consider a second different scenario in which the UE position is moved to \( p = [3 - 1]^T \) m, so that the angular separation \( |\theta_{B,U} - \theta_{R,U}^{j}| \) between the UE and the RIS increases from 14.7° to 48.7° in this new configuration, while the rest of the parameters are kept the same as for Fig. 8. The effect of this change on the gap between the estimation performances of the full-\( G \) and reduced-\( G \) cases can be observed in Fig. 9. More specifically, the gap between the RMSEs on the estimation of \( p \) of the full-\( G \) and reduced-\( G \) cases is significantly reduced by moving the UE to a location where the AoD difference becomes much larger (analogous behavior is obtained for \( \Delta \)). This behavior is perfectly in line with our previous findings and can be explained by noting that the RIS practically receives a negligible amount of power when the BS is
illuminating the UE, being the extent of the uncertainty region $\mathcal{P}$ not sufficiently large to include beams that illuminate the RIS. Hence, it can be concluded that, for scenarios with widely separated AoDs and sufficiently small uncertainty regions, it is reasonable to employ the codebook with reduced $G$ since it provides almost the same performance as in the case of full $G$ using smaller number of transmissions. In this respect, it is worth noting that the gap between the two cases will similarly reduce also in the cases in which the AoDs from BS to RIS and UE are close, but the uncertainty region is small enough to guarantee that the beams do not illuminate the RIS path. Overall, we can conclude that the performances in cases of full and reduced $G$ are mainly related to both the UE location and the extent of the uncertainty region $\mathcal{P}$.

5) Performance Assessment in Presence of Uncontrollable Multipath: To further challenge the proposed approach, we also investigate a scenario accounting for the simultaneous presence of the controllable NLoS path through the RIS, as well as of two additional uncontrollable NLoS paths generated by two local scatterers in the surrounding environment, located at unknown positions $m_1 = [2 \ 7]'$ and $m_2 = [6 \ 2]'$, respectively. In doing so, we can test the robustness of the algorithms in a propagation environment that is mismatched with respect to the model considered at design stage. Assuming that each uncontrollable NLoS path is characterized by a single dominant ray, we generate the absolute value of the complex amplitudes as $|g_{\text{NLoS},i}| = \Gamma\lambda_c/(4\pi(\|m_i\|-\|m_i-p\|))$, with $\Gamma=0.7$ reflection coefficient [45]. To analyze the robustness under different multipath conditions, we keep fixed the power of the uncontrollable NLoS paths (denoted by $P_{\text{NLoS},i}$, $i = 1, 2$) and increase only the power along the LoS path (denoted by $P_{\text{LoS}}$) and the controllable RIS path, using the LoS-to-multipath ratio (LMR) defined as $\text{LMR} = P_{\text{LoS}}/\sum_{i=1}^{2} P_{\text{NLoS}}$. For the considered setup, varying the SNR in the range from $-15$ dB up to $10$ dB corresponds to a LMR varying from 0 dB up to 25 dB, with 5 dB steps. In Fig. 10, we show the evolution of the RMSEs on the estimation of $p$ as a function of the SNR, for both cases with and without uncontrollable NLoS paths. The obtained results reveal that the proposed approach is effective also in this more challenging scenario, with both the RML and JML algorithms that exhibit a slight degradation of the achieved localization performance only for small values of the SNR (similar considerations hold true for the clock offset $\Delta$), that is, when the multipath in terms of LMR is more severe.

VIII. CONCLUSION

In this paper, we have considered the problem of joint localization and synchronization of a single-antenna UE served by a single BS in the presence of a RIS, assuming the existence of a LoS path and a controllable NLoS path through the RIS. To maximize the performance of localization and synchronization under UE location uncertainty, a novel codebook-based low-complexity design strategy for joint optimization of active BS precoding and passive RIS phase shifts has been proposed, based on the derived low-dimensional structure of precoders and phase profiles. In addition, we have developed a reduced-complexity ML-based estimator by exploiting the special signal structure that enables decoupled estimation of UE location and clock offset. Extensive simulations showed that the proposed joint BS-RIS beamforming approach provides significant improvements in both localization and synchronization performance (on the order of meters and nanoseconds, respectively, at SNR $\approx -10$ dB) over the state-of-the-art benchmarks. Moreover, the proposed estimator is able to attain the corresponding theoretical limits at a relatively low SNR (around $-5$ dB) and found to be resilient against uncontrolled multipath. As a future direction, we plan to evaluate the impact of discrete RIS phase shifts on the estimation performance.

APPENDIX A

PROOF OF PROPOSITION 1

Following similar arguments as in [38, App. C], we represent the covariance matrix in (21) for the $g$-th transmission as

$$X_g = \Gamma_g\Gamma^H_g,$$

(53)

where $\Gamma_g$ admits a decomposition

$$\Gamma_g = \Pi_{\text{BS}}\Gamma_g + \Pi_{\tilde{\text{BS}}}\Gamma_g,$$

(54)

with $\Pi_X \equiv X(X^HX)^{-1}X^H$ denoting the orthogonal projector onto the columns of $X$ and $\Pi^\perp_X \equiv I - \Pi_X$. Then, $X_g$ in (53) can be re-written using (54) as

$$X_g = \tilde{X}_g + \tilde{X}_g,$$

(55)

where

$$\tilde{X}_g \equiv \Pi_{\text{BS}}\Gamma_g\Gamma^H_g\Pi_{\text{BS}}$$

(56)

and

$$\tilde{X}_g \equiv \Pi_{\text{BS}}\Gamma_g\Gamma^H_g\Pi_{\tilde{\text{BS}}} + \Pi_{\text{BS}}\Gamma_g\Gamma^H_g\Pi_{\tilde{\text{BS}}},$$

(57)

Since $\Pi_{\tilde{\text{BS}}}A_{\text{BS}} = 0$ by definition, we have

$$A_{\text{BS}}^H\tilde{X}_gA_{\text{BS}} = 0.$$  

(58)

We now provide three lemmas to facilitate the proof of Prop. 1.

Lemma 2: The FIM $J_{\gamma}$ in (7) does not depend on the component $X_g$ of $X_g$ in (55).

Proof: Based on the definition of $A_{\text{BS}}$ in (22) and the FIM elements in Section S-I-B in the supplemental material, we observe that the dependence of the FIM $J_{\gamma}$ on $X_g$ is only through the elements of $A_{\text{BS}}^H\tilde{X}_gA_{\text{BS}} \in \mathbb{C}^{3\times3}$. Then, it follows...
from (55) and (58) that the FIM does not depend on $\tilde{X}_g$, i.e., the dependence of the FIM on $X_g$ is only through $\tilde{X}_g$ in (55).

Remark 4: The component $\tilde{X}_g$ of $X_g$ in (55) contributes non-negatively to the total power consumption, i.e., $\text{tr}(\tilde{X}_g) \geq 0$.

Proof: Opening up the terms in $X_g$ in (57), we have

\[
\text{tr}(\tilde{X}_g) = \text{tr}(\Pi_{\text{AsS}} \Gamma_g^H \Pi_{\text{AsS}}) + \text{tr}(\Pi_{\text{AsS}}^T \Gamma_g \Pi_{\text{AsS}})
\]

\[
+ \text{tr}(\Pi_{\text{AsS}} \Gamma_g^H \Pi_{\text{AsS}})
\]

\[
= \text{tr}(\Gamma_g \Pi_{\text{AsS}}^T \Pi_{\text{AsS}}) + \text{tr}(\Gamma_g^H \Pi_{\text{AsS}} \Pi_{\text{AsS}})
\]

\[
+ \|\Pi_{\text{AsS}} \Gamma_g^H\|_F^2
\]

\[
= \|\Pi_{\text{AsS}} \Gamma_g^H\|_F^2 \geq 0,
\]

where $\|\cdot\|_F$ represents the matrix Frobenius norm.

Lemma 3: The component $\tilde{X}_g$ in (55) of an optimal $X_g^*$ obtained as the solution to (21) satisfies $\text{tr}(\tilde{X}_g) = 0$.

Proof: To prove the lemma, we resort to proof by contradiction. For a given optimal solution $X_g^* = X_g + \tilde{X}_g$, $g = 1, \ldots, G$ (60)

with $\text{tr}(\tilde{X}_g) > 0$ for some $g$, consider an alternative solution

\[
X_g^{**} = X_g^{**} + \tilde{X}_g, g = 1, \ldots, G
\]

where

\[
X_g^{**} = X_g^{**} + \left(1 - \frac{\text{tr}\left(\sum_{g=1}^{G} X_g^{**}\right)}{\text{tr}\left(\sum_{g=1}^{G} X_g^{**}\right)}\right)
\]

\[
\tilde{X}_g^{**} = 0.
\]

It can be readily verified from (60)–(63) that

\[
\text{tr}\left(\sum_{g=1}^{G} X_g^{**}\right) = \text{tr}\left(\sum_{g=1}^{G} X_g^{*}\right)
\]

In addition, from Lemma 2, we note that the FIM obtained for $X_g^*$ in (60) and $X_g^{**}$ in (61) depend only on $A_{\text{BS}}^H X_g^* A_{\text{BS}}$ and $A_{\text{BS}}^H X_g^{**} A_{\text{BS}}$, respectively. Since $A_{\text{BS}}^H X_g^{**} A_{\text{BS}} = \zeta A_{\text{BS}}^H X_g^* A_{\text{BS}}$ for some $\zeta > 1$ according to (62), the alternative solution $X_g^{**}$ in (61) would achieve smaller PEB than the optimal solution $X_g^*$ in (60) (due to scaling of the FIM by $\zeta > 1$). Combining this with (64) shows that $X_g$ cannot be an optimal solution of (21), which completes the proof.

Based on (59) in Remark 4, it can be observed that $\text{tr}(\tilde{X}_g) = 0$ implies $\Gamma_g \Pi_{\text{AsS}} = 0$, which in turn yields $\tilde{X}_g = 0$ using (57).

Hence, from Remark 4 and Lemma 3, we infer that $\tilde{X}_g$ of an optimal $X_g$ should satisfy $\tilde{X}_g = 0$. Finally, from (55) and (56), an optimal $X_g$ obtained as the solution to (21) can be expressed as

\[
X_g = \Pi_{\text{AsS}} \Gamma_g^H \Pi_{\text{AsS}}
\]

\[
= A_{\text{BS}}^H Y_g A_{\text{BS}}^H,
\]

where $Y_g = (A_{\text{BS}}^H A_{\text{BS}})^{-1} A_{\text{BS}}^H \Gamma_g^H A_{\text{BS}} (A_{\text{BS}}^H A_{\text{BS}})^{-1}$, which completes the proof of Proposition 1.

We note that there exists an equivalent orthogonal solution $Y_g$ (corresponding to the full-rank version of $A_{\text{BS}}$) in (65), leading to the same covariance $X_g$, as shown in Section S-V in the supplemental material. Moreover, it is worth highlighting that $X_g$ and $Y_g$ are two identical solutions (having different dimensions) of the problem (21), and thus one can always be obtained from the other using (65) and

\[
Y_g = (A_{\text{BS}}^H A_{\text{BS}})^{-1} A_{\text{BS}}^H X_g A_{\text{BS}} (A_{\text{BS}}^H A_{\text{BS}})^{-1}.
\]
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