An improved simulated annealing algorithm based on residual network for permutation flow shop scheduling
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Abstract
The permutation flow shop scheduling problem (PFSP), which is one of the most important scheduling types, is widespread in the modern industries. With the increase of scheduling scale, the difficulty and computation time of solving the problem will increase exponentially. Adding the knowledge to intelligent algorithms is a good way to solve the complex and difficult scheduling problems in reasonable time. To deal with the complex PFSPs, this paper proposes an improved simulated annealing (SA) algorithm based on residual network (SARes). First, this paper defines the neighborhood of the PFSP and divides its key blocks. Second, the Residual Network (ResNet) is used to extract and train the features of key blocks. And, the trained parameters are stored in the SA algorithm to improve its performance. Afterwards, some key operators, including the initial temperature setting and temperature attenuation function of SA algorithm, are also modified. After every new solution is generated, the parameters trained by the ResNet are used for fast ergodic search until the local optimal solution found in the current neighborhood. Finally, the most famous benchmarks including part of TA benchmark are selected to verify the performance of the proposed SARes algorithm, and the comparisons with the state-of-art methods are also conducted. The experimental results show that the proposed method has achieved good results by comparing with other algorithms. This paper also conducts experiments on network structure design, algorithm parameter selection, CPU time and other problems, and verifies the advantages of SARes algorithm from the aspects of stability and efficiency.
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Introduction
Scheduling is an indispensable part of the modern manufacturing process. Intelligent workshop scheduling can not only ensure the orderly progress of workshop manufacturing process but also maximize the utilization of resources and reduce the waste in the manufacturing process, thus reducing the production and manufacturing cost [28]. The permutation flow shop scheduling problem (PFSP), which is one of the most important scheduling types, is widespread in the modern industries, including automobile [35], electronic [5], chemical [20] and other industries. Therefore, the effective PFSP algorithm can improve the productivity of these industries well.

However, the PFSP is a well-known NP-hard problem and is very hard to be solved in large scales. At present, most of the PFSP methods mainly focus on the meta-heuristic algorithms, such as genetic algorithm (GA) [30], simulated annealing algorithm (SA) [10], tabu search algorithm (TS) [11], particle swarm optimization algorithm (PSO) [39], etc. In recent years, there have been some related research works. Various meta-heuristic algorithms emerge one after another, which provides a lot of theoretical basis for the study of PFSP [29, 31, 32]. Suresh et al. [25] proposed a social group optimization (SGO), which is a population-based optimization technique. Taking advantage of both epsilon greedy and Levy flight, Liu et al. [16] proposed a greedy-Levy Ant colony optimization (ACO) incorporating these two approaches to solve the complicated combinatorial optimization problems. Sayed et al. [22] presented a hybrid algorithm based on moth-flame optimization (MFO) algorithm with simulated annealing (SA), namely (SA-MFO). It can escape from local...
optima mechanism of SA and fast searching and learning mechanism for guiding the generation of candidate solutions of MFO.

Although these meta-heuristic algorithms have some advantages, the solution quality may be poor and the computation time may be long when dealing with the large-scale and complex PFSPs [7]. Because, the previous historical data cannot be used to mine the variation rules of scheduling, especially for large-scale and complex problems, which may fail to achieve good results, and the calculation time will increase exponentially [13]. Therefore, to enhance the optimization capability when solving complex problems, it is very important to incorporate the knowledge into the algorithm. Adding the knowledge to intelligent algorithms is a good way to solve the complex and difficult scheduling problems in reasonable time, including the PFSPs [18]. Therefore, this paper adopts a knowledge-driven method to assist the intelligent algorithm for the PFSPs.

But, how to extract the knowledge from the historical data is a very challenging work. Deep learning is a very effective method to extract knowledge based on historical data and some prior knowledge to form its own knowledge system and learning skills. Yoshua et al. [37] surveys the recent attempts, both from the machine learning and operations research communities, at leveraging machine learning to solve the combinatorial optimization problems.

Therefore, this paper uses the residual networks (ResNet), a very good and simple deep learning method, as a tool to train and classify the features for the PFSPs. By quickly judging the neighborhood of the problem, the intelligent algorithm can traverse as many solutions as possible in a very short time. Because the network training process can precede the start of scheduling, precious scheduling time is not consumed. This way can not only improve the effectiveness of the algorithm but also reduce the computation time.

As a kind of convolutional neural networks (CNN), ResNet is one of the most commonly used deep learning methods. In 2015, He et al. [8] used ResNet to solve the problem of gradient disappearance. Valery et al. [26] proposed the technique of automatic labeling the data set with the finite element model for training of artificial neural network in tomography. Lin et al. [15] proposed a residual networks of residual networks (RoR) optimization method to avoid over-fitting and gradient vanish. Gomez et al. [6] found in the ResNet network along with the increase of the depth in improving performance, but increased memory consumption, thus put forward each layer’s activations can be reconstructed exactly from the next layer’s. Li et al. [14] propose a multi-scale residual network to solve the problem of super-resolution in different scales of a single image. Zhong et al. [40] inspired by the residual network, designed an end-to-end spectral-spatial residual network (SSRN) that takes raw 3-D cubes as input data without feature engineering for hyperspectral image classification.

The main feature of ResNet is the cross-layer connectivity, where can transfer inputs across layers and add to the results of convolution by introducing shortcut connections. Deep neural networks are very difficult to train [19]. The ResNet proposes a framework for learning residuals to simplify the training of networks that are deeper than those previously used. Instead of learning unknown functions, it has explicitly defined learning residual functions. Comprehensive empirical evidences indicate that the ResNet is easier to optimize and its accuracy can be obtained with significantly increased depth. There is only one pooling layer in ResNet, which is connected behind the last convolutional layer. ResNet enables the underlying network to be fully trained, and the accuracy rate is significantly improved with the deepening of the depth. ResNet, with a depth of 152 layers, won first place in the ISVRC-15 image classification competition. With its good performance, this paper uses it to classify the extracted workshop characteristic data. According to the classification results, it can quickly judge whether the current neighborhood search operation is effective or not.

Since the ResNet assisted method proposed in this paper can be used to improve the most meta-heuristic algorithms, to verify its effectiveness, an improved SA algorithm based on ResNet (SARes) is proposed for PFSP in this paper. The most famous benchmarks of PFSP including part of TA benchmark are selected to verify the performance of the proposed algorithm, and the comparisons with the-state-of-art methods are also conducted. The experimental results show that the proposed SARes method has achieved significant results. This paper also conducts experiments on network structure design, algorithm parameter selection, CPU time and other problems, and verifies the advantages of SARes algorithm from the aspects of stability and efficiency.

The rest of this paper is organized as follows: Sect. 2 introduces the PFSP. Section 3 provides the proposed SARes for PFSP. Section 4 gives the experimental results and comparisons with the-state-of-art algorithms. The final section shows the conclusion and future work.

Problem formulation

Introduction of permutation flow shop scheduling problem

In 1954, Johnson [9] first proposed and studied the PFSP. Since then, PFSP has attracted the attentions from a large number of scholars. After decades of research, a lot of good algorithms had been proposed to solve such problems [27].

In the PFSP, the solutions are represented by the permutation of $n$ jobs, i.e., $\sigma = \{\sigma_1, \sigma_2, \ldots, \sigma_n\}$. Each job contains
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Then given the job permutation $\sigma$, the completion time for the $n$-job, $m$-machine problem is calculated as follows:

$$
C_{\sigma_1,1} = t_{\sigma_1} \\
C_{\sigma_i,j} = C_{\sigma_{i-1},j} + t_{ij}, \quad j = 2, 3, \ldots, m \\
C_{\sigma_i,1} = C_{\sigma_{i-1},1} + t_{i1}, \quad i = 2, 3, \ldots, n \\
C_{\sigma_i,j} = \max(C_{\sigma_{i-1},j}, C_{\sigma_{i-1},j-1}) + t_{ij}, \\
i = 2, 3, \ldots, n; \quad j = 2, 3, \ldots, m
$$

$t_{ij}$ represents the processing time of job $i$ on machine $j$. The best solution is with the minimum makespan.

Although the PFSP is a special type of flow shop scheduling, it is still a very complex combinatorial optimization problem [36]. With the increase of jobs, the size of the solution space will increase exponentially, so it is extremely difficult to find a satisfactory solution for the large scale PFSPs.

**Definition of neighborhood for PFSP**

In this study, the neighborhood search of PFSP is defined as follows: Exchange the machining order of all adjacent jobs in turn, update if the solution quality becomes better, otherwise continue to exchange the next set of jobs. Until any two adjacent jobs in the sequence are swapped and the result cannot be improved, the local optimal solution under the current neighborhood is obtained by default.

As shown in Fig. 1, this is the Gantt chart of the PFSP. Suppose we currently need to determine whether the new solution after exchanging jobs 8 and 5 has been improved. The traditional approach is to recalculate the makespan as a whole. This will take a lot of time, which will affect the final solution efficiency.

The analysis of Gantt chart shows that the order of the two sides of the red area does not change. Therefore, the results can only be judged by the changes in the red area. For the example given in the figure, the result of swapping 8 and 5 is only related to the end of 9, the beginning of 8 and 5, the end of 8 and 5, and the beginning of 11. In this paper, the red areas are defined as key blocks.

If we can find the relationship, we can quickly determine the quality of the solution and reduce the computation time.

However, it is difficult to find relevant laws artificially, so artificial intelligence is needed.

**Proposed SARes for PFSP**

According to the analysis of the current situation of the PFSP problem, the combination explosion problem must be dealt with before the problem to be solved. When the scale of the problem grows, the ergodic solution takes too long to get the result. However, algorithms with stochastic properties such as meta-heuristic may fall into the local optimal solutions. Therefore, the knowledge-driven approach is adopted to speed up the search process as much as possible, so that the meta-heuristic can search more neighborhoods within a limited time.

**Introduction of ResNet**

The basic structure of CNN is composed of the input layer, the convolutional layer, the pooling layer (also known as the sampling layer), the full connection layer and the output layer. It has the structural characteristics of local area connection, weight sharing and down sampling. Its development has gone through several critical periods:

In 2015, He et al. [8] used residual networks (ResNet) to solve the problem of gradient disappearance. The main feature of ResNet is cross-layer connectivity, where you transfer inputs across layers and add to the results of convolution by introducing shortcut connections.

Deep network has the problem of gradient disappearance or explosion, which makes deep learning model difficult to train. The degradation of the deep network at least indicates that deep network is not easy to train. So, ResNet is used to solve this problem.

The structure of the residual block is shown in Fig. 2. In general network structure, the input $x_1$ directly passes through two convolutional layers to obtain the output $x_1 + 1$, while the residual block is to add the output through two convolutional layers to the network input $x_1$. We can call this method as skip connection. Skip Connection is not only allowed to add the input $x_1$ and convolution results directly. In some cases, the input $x_1$ and $x_1 + 1$ dimension are different, so $1*1$ convolution can be added to reduce the dimension of the input so that $x_1$ and $x_1 + 1$ dimension are the same, and the two can be added.

Suppose the input is $X$, and there are two fully bonded layers that asymptotically fit $H(x)$. Assuming that $H(x)$ is the same as $x$ dimension, then fitting $H(x)$ is equivalent to fitting residual function $H(x) - x$. If the residual function $F(x) = H(x) - x$, then the original function becomes $F(x) + x$. Then a cross-layer connection is directly added on the
Combination of residual network and scheduling

According to the above introduction, the ResNets is mainly used to solve the image classification. For scheduling, we can think of the key block matrix as an image. First, we solve the makespan directly and annotate the critical blocks. Then, a large number of labeled key blocks are used as training sets to train the residual network. Finally, the trained residual network parameters are saved and used to judge the influence of the processing order of adjacent jobs under the same scale on the result. If the network output is “better”, then we swap the current jobs. If the network output is “worse”, the original sequence is left unchanged and takes place the next iteration.

The training data used in this paper are self-generated. For the case of the same scale, the key blocks of the sequence are tagged by the traditional method and the tagged samples were used as training sets for ResNet.

Taking Fig. 1 as an example, the operation process is shown in Fig. 3.

Improved simulated annealing algorithm for PFSP

The SA algorithm originated from the Metropolis criterion proposed by Metropolis et al. in 1953 [1]. Many studies have shown that SA algorithm is a good optimization algorithm that can converge to the optimum solution with probability 1. In 1983, Kirkpatrick et al. successfully introduced the idea of annealing into the optimization field [10]. SA has been widely used in various optimization problems due to its strong local searching ability, easy operation and fast solving speed. In this paper, some improvements are made to the SA algorithm.
Encoding and parameter initialization

Encoding method adopts natural number coding: $n$ jobs are numbered $1 - n$ successively. The generated scheduling scheme is consistent with the corresponding natural number coding. The initial solution is generated by NEH algorithm [24]. In this paper adopts the method of random generation of a set of state, to determine the difference between the two states biggest target $|\Delta_{\text{max}}|$, then according to the difference value, the initial acceptance probability is used to determine the initial temperature [38]. The relevant expression is as follows:

$$T_0 = -\Delta_{\text{max}} / p_0.$$  \hspace{1cm} (4)

Based on computational experience, the parameters are set as follows: $k = 2000$, $a = 0.95$, $p_0 = 0.2$. Among them, $k$ is markov chain length, $a$ is temperature attenuation coefficient and $p_0$ is the initial acceptance probability.

Multi-rule neighborhood search

The neighborhood has been defined in the Sect. 2, and it is proved that the local optimal solution can be found in the current neighborhood. Therefore, in the process of iteration, we need to disrupt the original sequence as much as possible to make it jump out of the local optimal solution. In this paper, three ways of generating new solutions are selected randomly according to a certain probability.

1. Binary exchange: randomly select two points in the coding sequence and reverse the order of all the jobs between them.
2. Three points exchange: randomly select three points in the coding sequence, and exchange two sequence positions between them.
3. Two points exchange: randomly select two points in the coding sequence and exchange the job positions of these two points.

For each new solution generated, the method given above is used to search through ergodic in the neighborhood until the local optimal solution under the current neighborhood is found. At the same time, to ensure that excellent solutions are not replaced in subsequent operations, we set a global variable $E_{\text{best}}$ to hold the optimal solution.

Temperature decay function

The temperature attenuation function is an important parameter that affects the performance of simulated annealing algorithm [4]. The formula of Kepler-type decay function decline curve is as follow:

$$T = T_0 a^k \left( \cos\left(\frac{\pi}{2(1 - k/K)}\right) \right) + \cos\left(\frac{\pi}{2T_0(1 - k/K)}\right),$$  \hspace{1cm} (5)

$a$ is temperature attenuation coefficient, $k$ is the number of iterations, and $K$ is the total cooling times. This function is executed every time the neighborhood search is completed until the temperature $T$ reaches the minimum. After the temperature attenuation is completed, the optimal objective function value is returned and the program is finished. In each decay. If 200 consecutive iterations fail to update the current optimal solution, the search at the current temperature is ended.

Framework of the improved SAres

The improved simulated annealing algorithm is shown in the Fig. 4. Driven by knowledge, the meta-heuristic algorithm increases the stable global searching capability on the basis of randomness. In each iteration at temperature, the optimal solution in the current search space can be obtained. At the same time, the learning and training time of the algorithm can be completed in advance without occupying the scheduling time, which greatly increases the overall computing efficiency of the algorithm.

Here is an example of how to combine ResNet and SA in PFSP. Suppose there are five machines and ten jobs in the factory. First, we numbered them 1 to 10. Then, the generated initial sequence was input into the SA for iteration. After each
neighborhood search described in Sect. 3.3.2 is performed, the resulting sequence is imported into the trained ResNet. Assume that the sequence at this time is (5, 4, 3, 6, 8, 7, 9, 2, 1). Next, the neighborhood search described in Sect. 3.2 begins. We need to judge whether the exchanging position of all adjacent jobs (such as 5 and 4, 4 and 3, 3 and 6) can make the result better. To make a judgment quickly, we took the key blocks in Sect. 2.2 as input and put them into the trained Resnet to get the final judgment result. Adjust the sequence according to the result until all adjacent jobs are exchanged to make the result better. With this result as the local optimal solution at the current SA temperature, restart the execution of the SA program. After the final execution of SA, the scheduling scheme under the current workshop can be obtained.

**Experimental results and discussion**

**The experimental setup**

The proposed algorithm is encoded in python and runs on a laptop with the following capabilities: Intel Core i7-8750H CPU @ 2.20 GHz with 16.0 GB Memory in Windows 10.

To facilitate the performance of the algorithm, the evaluation index includes makespan, the average relative percentage deviation (ARPD).

\[
ARPD = \left(\frac{\sum_{i=1}^{n} C_i}{n} - UB\right) \cdot 100\% ,
\]

\(n\) is the running times of the algorithm, \(C_i\) is the result of the \(i\)th running of the algorithm, and UB is the currently known best solution.

This paper selects the part of TA benchmark (number of jobs \(\geq 100\)) to evaluate the performance of the proposed algorithm. TA benchmark is one of the most famous benchmarks, which contains the test data of various workshop scheduling models including PFSP [3].

Because when the number of jobs is less than 100, most algorithms can find the optimal solution. Therefore, this paper selects cases with more than 100 jobs for the comparative experiment (TA61–TA120). This paper also conducts experiments on network structure design, algorithm parameter selection, CPU time and other problems, and verifies the advantages of SARes algorithm from the aspects of stability and efficiency.

**Experimental results of Taillard benchmark**

Taillard [26] proposed TA benchmark in 1993, which contains 260 different workshop scheduling instances. It became one of the most widely used benchmarks in the field of scheduling. All problem determination of processing time and the known optimal solution can refer to [https://mistic.heigvd.ch/taillard/problemes.dir/ordonnancement.dir/ordonnancement.html](https://mistic.heigvd.ch/taillard/problemes.dir/ordonnancement.dir/ordonnancement.html).

The selected state-of-the-art comparison algorithms are as follows:

- Self-guided differential evolution with neighborhood search (NS-SGDE, 2016) [23];
- Hybrid differential evolution (L-HDE, 2014) [33];
- Hybrid teaching learning-based optimization (HTLBO, 2014) [34];
- Estimation of distribution algorithm variable neighborhood search (EDA-VNS, 2017) [17];
- Opposition-based differential evolution (ODDE, 2013) [12];
- Extended artificial chromosomes genetic algorithm (eACGA, 2012) [2].

For each instance in the benchmark, run it 10 times and record the results, then calculate the ARPD according to the formula (6). The results of Taillard benchmark are shown in Table 1. Data statistics are shown in Table 2. The significance of bold is the best solution on the same scale in the table. Because some references (L-HDE, HTLBO, EDA-VNS) did not provide the specific makespan for every instance, only some algorithms (SARes, ISA, NS-SGDE, ODDE, eACGA) are compared in Table 1. Among them, “ISA” represents the...
Table 1 Comparison on Taillard benchmark based on the best scheduling

| Instance | UB     | SARes   | ISA     | NS-SGDE [23] | ODDE [12] | eACGA [2] |
|----------|--------|---------|---------|--------------|-----------|-----------|
| TA61     | 5493   | 5493    | 5493    | 5493         | 5493      | 5493      |
| TA62     | 5268   | 5283    | 5284    | 5283         | 5284      | 5284      |
| TA63     | 5175   | 5175    | 5175    | 5182         | 5185      | 5177      |
| TA64     | 5014   | 5018    | 5023    | 5018         | 5018      | 5018      |
| TA65     | 5250   | 5250    | 5250    | 5253         | 5253      | 5253      |
| TA66     | 5135   | 5135    | 5135    | 5135         | 5135      | 5135      |
| TA67     | 5246   | 5246    | 5246    | 5246         | 5246      | 5246      |
| TA68     | 5094   | 5094    | 5112    | 5094         | 5095      | 5098      |
| TA69     | 5448   | 5448    | 5448    | 5448         | 5448      | 5448      |
| TA70     | 5322   | 5222    | 5346    | 5322         | 5322      | 5328      |
| TA71     | 5770   | 5780    | 5780    | 5784         | 5800      | 5783      |
| TA72     | 5249   | 5362    | 5403    | 5362         | 5378      | 5367      |
| TA73     | 5676   | 5691    | 5693    | 5691         | 5698      | 5679      |
| TA74     | 5781   | 5826    | 5830    | 5826         | 5890      | 5848      |
| TA75     | 5467   | 5491    | 5491    | 5503         | 5553      | 5512      |
| TA76     | 5303   | 5308    | 5317    | 5308         | 5309      | 5317      |
| TA77     | 5595   | 5610    | 5628    | 5610         | 5633      | 5618      |
| TA78     | 5617   | 5630    | 5687    | 5630         | 5695      | 5660      |
| TA79     | 5871   | 5882    | 5940    | 5882         | 5940      | 5926      |
| TA80     | 5845   | 5881    | 5903    | 5881         | 5896      | 5881      |
| TA81     | 6202   | 6310    | 6339    | 6360         | 6458      | 6407      |
| TA82     | 6183   | 6268    | 6317    | 6278         | 6364      | 6349      |
| TA83     | 6271   | 6384    | 6391    | 6405         | 6493      | 6421      |
| TA84     | 6269   | 6349    | 6364    | 6394         | 6461      | 6410      |
| TA85     | 6314   | 6421    | 6439    | 6452         | 6535      | 6475      |
| TA86     | 6364   | 6455    | 6487    | 6461         | 6603      | 6511      |
| TA87     | 6268   | 6372    | 6382    | 6385         | 6463      | 6441      |
| TA88     | 6401   | 6496    | 6549    | 6496         | 6641      | 6580      |
| TA89     | 6275   | 6362    | 6384    | 6428         | 6501      | 6458      |
| TA90     | 6434   | 6562    | 6575    | 6538         | 6616      | 6575      |
| TA91     | 10,862 | 10,887  | 10,914  | 10,887       | 10,933    | 10,928    |
| TA92     | 10,480 | 10,517  | 10,531  | 10,555       | 10,570    | 10,573    |
| TA93     | 10,922 | 10,962  | 11,000  | 10,980       | 11,006    | 11,017    |
| TA94     | 10,899 | 10,910  | 10,939  | 10,917       | 10,939    | 10,939    |
| TA95     | 10,524 | 10,537  | 10,537  | 10,537       | 10,575    | 10,575    |
| TA96     | 10,326 | 10,338  | 10,388  | 10,357       | 10,409    | 10,395    |
| TA97     | 10,854 | 10,931  | 10,945  | 10,929       | 10,966    | 10,945    |
| TA98     | 10,730 | 10,785  | 10,810  | 10,798       | 10,798    | 10,828    |
| TA99     | 10,438 | 10,467  | 10,495  | 10,465       | 10,505    | 10,473    |
| TA100    | 10,675 | 10,727  | 10,727  | 10,727       | 10,758    | 10,744    |
| TA101    | 11,195 | 11,315  | 11,403  | 11,468       | 11,527    | 11,481    |
| TA102    | 11,203 | 11,412  | 11,432  | 11,487       | 11,646    | 11,634    |
| TA103    | 11,281 | 11,489  | 11,503  | 11,549       | 11,721    | 11,662    |
| TA104    | 11,275 | 11,502  | 11,516  | 11,553       | 11,663    | 11,639    |
| TA105    | 11,259 | 11,459  | 11,459  | 11,438       | 11,578    | 11,533    |
| TA106    | 11,176 | 11,396  | 11,413  | 11,445       | 11,587    | 11,544    |
| TA107    | 11,360 | 11,555  | 11,599  | 11,596       | 11,725    | 11,757    |
Table 1 continued

| Instance | UB     | SARes | ISA    | NS-SGDE [23] | ODDE [12] | eACGA [2] |
|----------|--------|-------|--------|--------------|-----------|-----------|
| TA108    | 11,334 | 11,561| 11,581 | 11,592       | 11,699    | 11,692    |
| TA109    | 11,192 | 11,393| 11,471 | 11,485       | 11,556    | 11,540    |
| TA110    | 11,288 | 11,487| 11,533 | 11,607       | 11,679    | 11,660    |
| TA111    | 26,059 | 26,374| 26,442 | 26,420       | 26,639    | 26,763    |
| TA112    | 26,520 | 26,951| 27,029 | 26,942       | 27,167    | 27,214    |
| TA113    | 26,334 | 26,579| 26,810 | 26,729       | 26,962    | 26,978    |
| TA114    | 26,456 | 26,727| 26,810 | 26,751       | 27,027    | 27,022    |
| TA115    | 26,344 | 26,579| 26,690 | 26,643       | 26,787    | 26,928    |
| TA116    | 26,477 | 26,814| 26,865 | 26,832       | 26,939    | 27,127    |
| TA117    | 26,389 | 26,574| 26,790 | 26,609       | 26,754    | 26,931    |
| TA118    | 26,560 | 26,925| 26,010 | 26,925       | 27,107    | 27,173    |
| TA119    | 26,005 | 26,311| 26,372 | 26,326       | 26,477    | 26,535    |
| TA120    | 26,457 | 26,766| 26,826 | 26,766       | 26,954    | 26,924    |

Table 2 Comparison on Taillard benchmark based on the ARPD

| Problem | SARes | ISA    | NS-SGDE [23] | L-HDE [32] | HTLBO [33] | EDA-VNS [17] | ODDE [12] | eACGA [2] |
|---------|-------|--------|--------------|------------|------------|--------------|-----------|-----------|
| 100*5   | 0.036 | 0.129  | 0.056        | 0.409      | 0.262      | 0.631        | 0.076     | 0.078     |
| 100*10  | 0.330 | 0.704  | 0.358        | 1.306      | 1.218      | 1.216        | 0.877     | 0.559     |
| 100*20  | 1.584 | 1.978  | 1.933        | 4.773      | 3.594      | 1.827        | 3.420     | 2.616     |
| 200*10  | 0.328 | 0.460  | 0.414        | 1.315      | 1.222      | 0.457        | 0.702     | 0.662     |
| 200*20  | 1.782 | 2.032  | 2.360        | 2.972      | 2.880      | 1.815        | 3.392     | 3.179     |
| 500*20  | 1.189 | 1.515  | 1.257        | 1.965      | 1.903      | 1.333        | 1.967     | 2.264     |
| ARPD    | 0.875 | 1.136  | 1.063        | 2.123      | 1.847      | 1.213        | 1.734     | 1.560     |

The above test results of TA benchmark show that when solving complex system problems, it is necessary to add knowledge-driven methods to improve the original intelligent algorithm.

It can be seen from the above experiments that the knowledge-driven residual network scheduling model proposed in this paper is effective and the-state-of-art results in TA benchmark. The experimental results show that the knowledge-driven algorithm can solve complex system problems better than the original model.

At the same time, SARes is also a randomized method with certain instability. Therefore, this paper takes TA81 as an example to compare the stability of SARes and ISA. The two methods are used to calculate TA81 for 10 times, respectively, and the resulting figure is shown in Fig. 5. It can be seen from the experiment that the variance of SARes and ISA is 80.27 and 1138.06, respectively. It can be seen from the comparison of Fig. 5 and variance that the SARes method proposed in this paper has a better stability.

Calculation time comparison

Since the training process of a neural network can be completed in advance and does not occupy the scheduling time, it does not affect the overall efficiency. When the scheduling algorithm is executed, only the corresponding parameters need to be invoked. Table 3 shows the average CPU time comparison of some benchmarks under the two algorithms.

In the benchmark where the number of work units is equal to 500 (TA111–TA120), the calculation time of SARes is about near to 349.5 s. However, the ISA without knowledge-driven requires close to 934.1 s, which indicates that the knowledge-driven algorithm proposed in this paper is also
conducive to improving the computational efficiency of the algorithm.

SARes has more knowledge-driven neighborhood search modules than ISA, and its algorithm complexity is bound to increase. But because of this improvement, the algorithm can converge to the local optimal solution more quickly. Both the ISA and SARes algorithms presented in this paper take the unimproved optimal solution for 200 consecutive iterations as the termination condition. Therefore, SARes has a faster computational speed than ISA and it can rapidly converge to the local optimal solution.

**ResNet network parameter selection**

There are four commonly used ResNet structures, namely ResNet18, ResNet50, ResNet101 and ResNet152 [8]. These four structures all have their corresponding use environments. Therefore, to determine the network structure parameters in this paper, some benchmarks are selected for experiments and compare their fitting accuracy (Table 4).

Because the data of key blocks in this paper is relatively simple, when the network structure is too complex, there will be an obvious overfitting phenomenon. Combined with the above experiments, it can be known that the most suitable network structure for this paper is ResNet50.

**Meta-heuristic algorithm analysis**

To prove that the proposed knowledge-driven neighborhood search algorithm is applicable to any meta-heuristic algorithm, several representative algorithms are selected for comparison, including GA, PSO and IG [21]. Select the TA (TA61–TA120) benchmark as the test case, experimental results are shown in Table 5. Compared with SARes, GARes, PSORes and IGRes in terms of quality, the three algorithms (ISA, GA, PSO, IGRes) are all improved respectively, which proves that the proposed knowledge-driven neighborhood method is effective and can improve the performance of the meta-heuristic algorithm.

**Conclusions and future work**

This paper proposes an improved SA algorithm based on the residual network to solve the PFSP problem. This method fuses the knowledge-driven and achieves the state-of-art results in TA benchmark. At the same time, because the training process of neural network can be completed in advance, it doesn’t take up valuable scheduling time.

The main contribution of this paper is to propose the knowledge-driven method to solve the PFSP. According to the experiments, to enhance the optimization capability when solving particular problems, it is very important to incorporate knowledge in intelligent algorithms.

Although the method proposed in this paper has achieved good results, there are still some limitations. First of all, this paper does not prove whether the residual neural network is
the most suitable network for this problem. In the future, we can consider adopting other more advanced network structures. Secondly, whenever there is a change in the number of machines in the workshop, we have to retrain the network, which takes a lot of effort. Therefore, in future work, it is necessary to further analyze the relevant network model, improve the theoretical framework, and strive to extend it to all kinds of complex system problems.
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