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Abstract

While object detection is a common problem in computer vision, it is even more challenging when dealing with aerial satellite images. The variety in object scales and orientations can make them difficult to identify. In addition, there can be large amounts of densely packed small objects such as cars. In this project, we propose a few changes to the Faster-RCNN architecture. First, we experiment with different backbones to extract better features. We also modify the data augmentations and generated anchor sizes for region proposals in order to better handle small objects. Finally, we investigate the effects of different loss functions. Our proposed design achieves an improvement of 4.7 mAP over the baseline which used a vanilla Faster R-CNN with a ResNet-101 FPN backbone.

1. Introduction

1.1. Problem Statement

The problem of object detection involves a combination of two tasks: classification and localization; identifying object classes and drawing a bounding box around them. Remote sensing applications require accurate object detection from aerial images. Such images are more difficult to deal with due to the variety of objects that can be present, in addition to significant variations in scales and orientations. For this project, we aim to tackle this problem using the Instance Segmentation in Aerial Images (iSAID) dataset [13].

1.2. Datasets

1.2.1 iSAID

The Instance Segmentation in Aerial Images Dataset (iSAID) [15] is a dataset containing 2,806 high resolution satellite images with dense annotations of 655,451 instances of various objects such as ships, harbors, helicopters, bridges etc (Fig. 1). There is a total of 15 classes within the dataset. The images in the iSAID dataset originate from the DOTA dataset [15], but the annotations are significantly improved upon. Instance segmentation and object detection are the two tasks the dataset was designed for. The focus of this project is the detection task. However, there are challenges when it comes to this. The first challenge is the class imbalance within the dataset. In addition, most of the instances are small vehicles as shown in Fig. 2. Their relative size can also be seen in Fig. 1 which shows examples of a few of the object classes in the dataset.

Figure 1. Images of objects from a few classes in the iSAID dataset. Variations in scale can be seen among the classes, in addition to the densely packed small objects in the small vehicle class. [13]

Figure 2. Imbalanced and uneven distribution of objects of the iSAID dataset [15]

The second challenge to deal with is the small objects and scale variations, given that the most occurring class is the smallest one in size, which is the small vehicles. There are also scale variations within the same class. Relative sizes of objects and variations exist as shown in Fig. 1, where for example an image can have about a hundred small
vehicles in it, whereas one ground track field can take up a whole image.

1.2.2 COCO

The Common Objects in Context (COCO) dataset is an object detection, segmentation and captioning dataset. It contains over 200,000 labelled images with 1.5 million instances of objects from 80 different categories.

2. Related Work

2.1. Faster R-CNN

Faster R-CNN [3] is an architecture technique that is commonly used in object detection tasks. It is divided into two phases (Figure 3). First, it creates proposals based on the inserted image for locations where an object could be present. Second, based on the first stage’s proposal, it predicts the object’s class, refines the predicted bounding box for the object. Both stages share a common backbone, which is a convolutional neural network that extracts features from the raw images. Typically, the backbones are based on ResNet [4].

In the first stage, the Region Proposal Network (RPN) searches the backbone’s feature maps and suggests where objects could be found. Anchors are used for this, which are boxes of various predefined scales and aspect ratios, generated for every point in the extracted feature map. Individual anchors are then classified for objectness (whether they contain an object or not). In addition, the bounding box coordinates are refined by the network’s regression branch to improve the localization.

The second stage is the object detection stage. For feature extraction, this stage shares the same backbone as the first stage. It then uses the RPN's proposals to pool the extracted features from the backbone. This part is called the ROI pooling layer and it splits every region proposal into multiple sub-areas and does max pooling on them to generate a fixed size output. This is then fed to 2 fully connected layers and then to a classification branch and a regression branch to refine the bounding box.

2.2. Backbone Networks

2.2.1 ResNet

Residual networks, also known as ResNets [4], are a class of CNNs that make use of skip connections to pass outputs from earlier layers in the network to later layers. This design was found to be very useful in training deeper networks than what was possible at the time. The authors came up with multiple designs of varying depths based on this idea. The basic building block of the network is the bottleneck (Fig. 4 (left)), consisting of two 1x1 convolution layers with 3x3 convolutions in between and a residual skip connection to add the bottleneck’s input to the output of the convolutions.

2.2.2 ResNeXt

ResNeXt [16] is a variation of the original ResNet architecture that splits the bottleneck convolutions into groups of 4, making the computations more efficient. Figure 4 below compares a ResNet bottleneck with the ResNeXt bottleneck.

2.2.3 Res2Net

Res2Net follows the same pipeline as the original ResNet but modifies the bottleneck block of the network as shown in Fig. 5. Rather than having a single 3x3 conv, there are three of them. Four pathways are consequently available for
the input coming in from the first 1x1 conv. The first one does not go through any 3x3 conv, the second goes through one of them, the third goes through two and so on. This essentially allows multi-scale feature extraction within the bottleneck itself.

2.2.4 Feature Pyramid Networks

A feature pyramid network (FPN) [8] captures features at multiple scales using a bottom-up pathway, a top-down pathway and lateral connections between corresponding levels (Fig. 6). A feature extractor such can be used as a bottom-up pathway, usually a ResNet. The feature pyramid map generated by the top-bottom pathway is the same size of the feature pyramid map generated by the bottom-up method. Convolution and concatenating operations are performed between two matching levels of the two paths to form the lateral connections.

2.2.5 Dilated & Depthwise Separable Convolutions

Depthwise separable convolutions consist of a depthwise convolution, in which an independent kernel is used for each channel, followed by a pointwise (1x1) convolution with a kernel that has a depth equal to the number of channels. This greatly decreases the number of parameters and hence the computational cost, at the expense of a reduction in accuracy [7]. Meanwhile, dilated convolutions can also be done to increase the receptive field without increasing the computational cost much. This is done by applying the kernel to an input with gaps that are created by skipping some pixels. Relative to standard convolutions, dilated convolutions have the same or lower number of parameters, depending on the dilation scale, but result in a wider receptive field [7]. These can both be integrated into a ResNet bottleneck to increase accuracy or efficiency.

2.3. Loss functions

2.3.1 Focal Loss

Previous work in object detection by [9] found that a major issue in dense object detectors is the imbalance between foreground and background classes. Apart from the network architecture that they designed, RetinaNet, they also proposed a solution to this problem in the form of a new loss function that they call focal loss. It is a modification on cross entropy loss in order to reduce the weight given to the loss when it comes to examples that the model can classify well. In essence, the loss 'focuses' on the misclassified examples. Fig. 7 shows an illustration of the effect of using focal loss.

3. Methods

Detectron2 [14], which is a library offering state-of-the-art algorithms for both segmentation and detection tasks, was used to run the experiments. Our main goal is to study the effect of different modifications on the backbone, loss functions, augmentations, anchor sizes and angles during fine-tuning on iSAID dataset for the task of object detection. All ResNet and ResNext pretrained backbones that are not modified use weights from COCO pretraining.

3.1. Baseline

Our baseline is a Faster R-CNN with a ResNet-101 FPN backbone [12], as shown in Fig. 8. We tried to improve upon this by modifying the network architecture; mostly
working on the ResNet architecture. We also modified the loss functions, tried a variety of augmentations, and also tried to reach the best anchor sizes and angles as a prior to our problem.

Figure 8. Faster R-CNN with a ResNet FPN backbone [6]

3.2. ResNet Tweaks

3.2.1 First 7x7 convolution

In terms of network modifications, the first tweak we made was for efficiency. As mentioned in [5], we changed the first convolution in ResNet from a 7x7 convolutions to 3 3x3 convolutions, as shown in Fig. 9. This gives us fewer parameters, and it makes the network slightly faster.

Figure 9. Replacement of the first 7x7 convolution with 3 3x3 convolutions [5]

3.2.2 Stride in 1x1 convolution

The second network tweak is in the fourth stage of ResNet in the down-sampling. The original architecture starts with a stride 2 in the 1x1 convolution. We move this to the 3x3 convolution to avoid losing information in the first convolution, as shown in Fig. 10. Because of it is kept at the stride in the beginning, the gaps will cause the information loss [5].

Figure 10. From a ResNet 4th stage stride 2 in the 1x1 convolution to the 3x3 convolution [5]

3.2.3 Multidilated Depthwise Separable Convolutions

The aim of using multidilated depthwise separable convolutions is to encode features of different scales within the network. Dilation effectively achieves this. As shown in Fig. 11, we overall have our normal 3x3 convolution and a 3x3 convolution with a dilation of 2 and a 3x3 convolution with dilation of 3. Therefore, we are looking at different receptive fields within the same level, and then we concatenate these features.

Figure 11. ResNet bottleneck with multidilated depthwise separable convolutions [7]

3.3. Backbone Changes

3.3.1 ResNet-50

Here we replace the ResNet-101 backbone with a ResNet-50 backbone with the goal of potentially achieving similar performance more efficiently. This is combined with other changes since the base ResNet-50 does not outperform the ResNet-101 on its own.
3.3.2 ResNeXt

With this backbone, convolutions are grouped into groups of four, so the hidden layers are of four input channels and four output channels. This is replacing the original 64×64 in the original model [16], as shown in Fig. 4. The aim is to have the same number of parameters, but with more features. This significantly reflects in the efficiency of the overall architecture.

3.3.3 Res2Net

Having the same pipeline of ResNet, Res2Net follows the same intuition but in series instead of parallel, as shown in Fig. 5. So we have the original input \( y_1 \), and we have \( x_2 \) going through one convolution giving us \( y_2 \). Same for \( x_3 \) going through two convolutions giving us \( y_3 \), and \( x_4 \) going through three convolutions giving us \( y_4 \). This helps at representing the features at multiple scales, which is crucial for our task [1].

3.4. Anchor Sizes

Initially, we simply used smaller anchors of sizes (16, 32, 64, 128, 256) and (8, 16, 32, 64, 128) instead of the original configuration. However, inspired by YOLO9000 [10], we decided to try precomputed anchor sizes by clustering the ground truth bounding boxes into \( k \) clusters, based on their dimensions. The distance used for clustering is the intersection over union (IoU) distance rather than Euclidean distance. For every \( k \), we also compute the mean IOU between the cluster centres and the actual data points. Obviously, larger values of \( k \) would represent the dataset better, but we had to find a good balance between \( k \) and the mean IOU since increasing \( k \) would mean more anchor sizes to deal with in the RPN. Eventually we experimented with two sets of anchor sizes which were (9,26,70,208) and (8,18,38,88,248) corresponding to 4 clusters and 5 clusters respectively.

3.5. Loss Functions

The main purpose of the loss function experiments was dealing with the class imbalance. We used these losses in the final classification branch of the Faster R-CNN.

3.5.1 Weighted Cross Entropy

This loss only differs from standard cross entropy loss in the weightage given to individual classes. We compute this weight based on the number of samples of each class as follows:

\[
    w_c = 1 - \frac{n_c}{\sum n_c}
\]

where \( w_c \) is the class weight and \( n_c \) is the number of samples belonging to the class.

3.5.2 Focal Loss

The focal loss [9] is calculated as follows:

\[
    p_t = \begin{cases} 
    p & \text{if } y=1 \\
    1 - p & \text{otherwise} 
    \end{cases}
\]

\[
    \text{Focal Loss} = -(1 - p_t)\gamma \log(p_t)
\]

Essentially this loss would give more weight to examples that the model finds difficult to classify (further the prediction from the true value, the greater the loss).

3.6. Data Augmentations

First, it is important to note that for this project we work with 800x800 patches from the original dataset. In our experiments we have tried a total of three data augmentation strategies. All three of them include random horizontal flipping with a probability of 0.5. Apart from that the augmentations were as follows:

1. Random resizing to one of (640,672,704,736,768,800) [Augmentation 1]
2. Random resizing to one of (800,832,864,896,928,960) [Augmentation 2]
3. Random cropping of a 400x400 region and resizing it to 800x800 during training. The idea behind this is to allow smaller objects to take up a larger part of the image. For inference, the whole image was resized to 1600x1600 to maintain the same object sizes in training and validating. [Augmentation 3]

3.7. Longer Pretraining

We also tried using weights from differently pretrained models that were available. These models were Mask-RCNN models trained for a very long time (300 epochs, 1 epoch = 118000 COCO images) on the COCO dataset with Google’s simple copy-paste augmentation and large-scale jitter as described in [2]. We remove only the weights for the mask branch and use the rest as everything else is the same as Faster R-CNN. In pretraining, the networks were configured with batch normalization. We experimented with the weights with and without batch normalization.

4. Results and Discussion

The results of selected experiments on the validation set are summarized in Table 1 below. A qualitative example
can also be seen in Figure 12. Other experiments were conducted that we believe added no value so they were not included. Our best model was a ResNext-152 model, achieving a 3.6 increase in AP over the baseline. Initially, changes were made one at a time to the experiments. Thereafter, changes that were found to produce good results were combined with later changes.

4.1. ResNet Tweaks

Multidilation and changing the 7x7 conv to three 3x3s resulted in poor performance. We attribute this to the fact that these changes force us to discard the pretrained weights since the original layers are being changed. The benefit of pretraining was apparently significant and adds more value than tweaks in the architecture. Meanwhile, the last tweak was only a switch in terms of moving the strided convolution to the 3x3 conv in the middle of the bottleneck rather than keeping it in the first 1x1. Relatively, this was a small change and the pretraining weights were still used, not leading to a deterioration in performance. In fact, this was one of the better performing models and outperformed the baseline. The original structure of ResNet with the strided convolution being in the beginning of the bottleneck causes a big loss in information because the first layer is a pointwise convolution and the stride leads to many points being discarded completely.

4.2. Backbone Changes

Unsurprisingly, these were by far the most impactful changes to the architecture. While small jumps in AP were seen with other changes, completely replacing the backbone immediately resulted in a big jump in AP. This is expected because deeper, more advanced backbones provide much more information than shallow vanilla ResNets. In relation to other backbones, ResNext backbones were the best performing. Meanwhile, the Res2Net experiment was stopped early due to very poor performance in a short test run.

4.3. Anchor Sizes

We found anchors of sizes (16,32,64,128,256) to work best, outperforming the precomputed anchor sizes. This could possibly be due to suboptimal selection of other parameters such as the IoU threshold. Ideally, we could perhaps try different IoU thresholds with each of these but realistically this was difficult due to time and resource constraints. We also tried using all 5 anchors sizes for all feature maps rather than having a single size per FPN lateral output. This did not show a major improvement but we included it in our best model because there was no noticeable downside in keeping them.

4.4. Loss Functions

Results were poor for both the weighted cross entropy and the focal loss. A possible explanation for this is that adding these losses to the RPN rather than only the final classifier could have been a better alternative.

4.5. Data Augmentations

For the random resizing augmentations (Augmentation 1 and Augmentation 2) we found no significant difference in performance (about 0.1 AP). However, the random resized cropping was found to be harmful. We attribute this to the difference in input image size between training and validating. While we were aware of this problem, we would like to note that ideally, we would tile the validating images so they have the same size as the cropped training images. However, this would make the inference time comparisons unfair.

4.6. Longer Training

This was found to be helpful when tested with a ResNet-50 FPN backbone and perhaps could be done with a ResNet-101 FPN to outperform the current models in the future.

5. Conclusion

As a result of all the experiments we have conducted, we concluded that while small modifications and tweaks can provide small increases in performance, the most impactful change is replacing the whole backbone. In the bigger picture, this also generalizes to the framework as a whole and not just the backbone of Faster R-CNN. More recent detectors such as YOLOv5 can provide much better results from the start, without modifications. This does not mean our experiments were exhaustive and there is no room for improvement but that is more practical path to take most of the time. It is also worth noting that in this project, this was not the path taken because the objective is to improve on the baseline architecture by modifying it rather than changing it completely.
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