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Abstract. We consider the problem of minimizing the sum of a smooth function and a composition of a zero-one loss function with a linear operator, namely zero-one composite optimization problem (0/1-COP). It is a versatile model including the support vector machine (SVM), multi-label classification (MLC), maximum rank correlation (MRC) and so on. However, due to the nonconvexity, discontinuity and NP-hardness of the 0/1-COP, it is intractable to design a globally convergent algorithm and the work attempting to solve it directly is scarce. In this paper, we first define and characterize the proximal stationarity to derive the minimum and the strongly exact penalization of the Lyapunov function, which is a variant of the augmented Lagrangian function for the 0/1-COP. Based on this, we propose an inexact augmented Lagrangian method (IALM) for solving 0/1-COP, where the subproblem is solved by the zero-one Bregman alternating linearized minimization (0/1-BALM) algorithm with low computational complexity. Under some suitable assumptions, we prove that the whole sequence generated by the IALM converges to the local minimizer of 0/1-COP. As a direct application, we obtain the global convergence of IALM under the assumption that the data matrix is full row rank for solving the SVM, MLC and MRC.
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1. Introduction. In this paper, we consider the following zero-one composite optimization problem (0/1-COP):

\[
\min_{w \in \mathbb{R}^p} f(w) + \lambda \|(Aw + b)_+\|_0.
\]  

(1)

By introducing an auxiliary variable \( u \), problem (1) can be equivalently reformulated as the following form

\[
\min_{w \in \mathbb{R}^p, u \in \mathbb{R}^n} f(w) + \lambda \|u_+\|_0, \\
\quad \text{s.t.} \quad Aw + b = u,
\]  

(2)

where \( f(w) : \mathbb{R}^p \rightarrow \mathbb{R} \) is a smooth function, \( \lambda \) is a positive weight parameter and \( A \in \mathbb{R}^{n \times p}, b \in \mathbb{R}^n \). Given a vector \( u = (u_1, \ldots, u_n)^\top \in \mathbb{R}^n \), we denote \( u_+ := (\max\{0, u_1\}, \ldots, \max\{0, u_n\})^\top \). The \( \|u\|_0 \) is the \( \ell_0 \) norm of \( u \), counting the number of its nonzero components. Therefore, \( \|u_+\|_0 \) computes the number of all positive components of \( u \). Moreover, \( \|u_+\|_0 = \sum_{i=1}^n \ell_{0/1}(u_i) \), where \( \ell_{0/1} \) is called the zero-one loss function and defined as

\[
\ell_{0/1}(u_i) := \begin{cases} 
1, & u_i > 0, \\
0, & u_i \leq 0.
\end{cases}
\]

The \( \ell_{0/1} \) is an ideal function for recording the number of misclassification samples and indicating the rank correlation for a pair of samples. Therefore, (1) is an original model for many problems in...
machine learning and statistics, including support vector machine (SVM), multi-label classification (MLC) and maximum rank correlation (MRC). Particularly, we give some examples in Section 7 to exhibit the versatility of problem (1). However, problem (1) is nonconvex, discrete and NP-hard due to the $\lVert (\cdot) + \rVert_0$ term. Therefore, there are few studies on solving (1) directly.

The augmented Lagrangian method (ALM) and its variants are well-known for solving constrained optimization problem. The ALM was first proposed independently by Hestenes [17] and Powell [31] and was originally known as the method of multipliers. Since then, voluminous of theoretical and numerical developments have been witnessed over the past half-century, including the exact penalty property of augmented Lagrangian function (e.g. Nocedal and Wright [30], Bertsekas [2]) and the convergence properties of the ALM for solving convex problems (e.g. Rockafellar [32]). The algorithm has also been implemented in some efficient solvers for large-scale convex programming (see e.g. Li et al. [26], Chen et al. [9], Yang et al. [41]). However, in the nonconvex and discontinuous setting, the exact penalty theory for augmented Lagrangian function is scarce and the global convergence properties of ALM is not well studied.

Chen et al. [10] considered a nonconvex non-Lipschitz constrained optimization problem and designed an inexact ALM with a non-monotone proximal gradient (NPG) method solving its subproblem. They showed that any accumulation point of the iteration sequence is a feasible point of original problem, namely the proposed algorithm has subsequence convergence property. Moreover, if the relaxed constant positive linear dependence (RCPLD) condition and the basic qualification (BQ) holds at such accumulation point, then it is a KKT point. Song et al. [36] proposed an inexact ALM with the similar framework to Chen et al. [10] for solving the sum of a convex and twice continuously differentiable $f$, and a composite term $\lVert Aw \rVert_0$. Especially, they adopted an alternative scheme to solve the subproblem. They proved that each accumulation point of the iteration sequence is a KKT point under the sequence boundedness assumption. Furthermore, an accumulation point is a local minimizer of the original problem if $A$ is an orthogonal matrix. Teng et al. [37] designed an augmented Lagrangian proximal alternating (ALPA) method for solving a sparse discrete constrained problem where the objective function is the sum of a smooth term, a nonsmooth term and a $\ell_0$ term. Specifically, the ALPA is an inexact ALM similar to that of Chen et al. [10] with a proximal alternating minimization method (PALM) to solve the subproblem. Moreover, Teng et al. [37] proved the subsequence convergence property of ALPA under the assumptions of Mangasarian-Fromovitz constraint qualification (MFCQ) and basic qualification (BQ). There are also some papers (e.g. Cordova et al. [11], Jia et al. [20], Kanzow et al. [23]) designing ALM with subsequence convergence property when solving optimization problems with disjunctive constraints, like cardinality or rank constraints.

The alternating direction method of multipliers (ADMM) is an important variant of ALM and has been widely applied in machine learning, data analysis and signal processing. The studies of ADMM in the convex setting is comprehensive and clear, see, for instance, Shefi and Teboulle [35], Han et al. [16], Boyd et al. [8]. In recent years, there are some works addressing the convergence of ADMM in nonconvex setting. In Li and Pong [25], a proximal ADMM (P-ADMM) is proposed for minimizing the sum of a smooth function and the composition of a lower semi-continuous (l.s.c.) function with a linear operator. The algorithm is convergent under the assumption that $A$ is full row rank and the objective function is semi-algebraic and its smooth term has a bounded Hessian. For the same problem as that of Li and Pong [25], Boţ and Nguyen [6] establish the global convergence of a P-ADMM under the assumption that $A$ is full row rank and the objective function is semi-algebraic. Boţ et al. [5] considered a more general model than that of Li and Pong [25], Boţ and Nguyen [6], where the objective function has an additional l.s.c. term and the smooth term has two variables. In Boţ et al. [5], a proximal linearized ADMM (PL-ADMM) is proposed and the global convergence is established under the assumption that $A$ is full row rank, the objective function is semi-algebraic. Some papers focus on solving the nonconvex composition problem with two variables.
and linear constraints which are general model including (1). Most of these works established the convergence of ADMM-type algorithms under the assumption that the objective function satisfies Kurdyka-Łojasiewicz (KL) property. Furthermore, when it comes to the global convergence analysis of the special case (1), Yashtini [42], Jia et al. [21] requires that $A$ is nonsingular. The convergence analysis for multi-block ADMM in nonconvex setting can refer to Wang et al. [40], Gao et al. [14], Wang et al. [38].

Recently, Bolte et al. [4] proposed a novel generic algorithm framework named adaptive Lagrangian-based multiplier method (ALBUM), which includes an exact ALM and a P-ADMM, for minimizing the sum of a smooth function and a composition of a l.s.c. function with a general continuously differentiable operator $A(w)$. The global convergence of ALBUM is constructed under the assumptions that the iteration sequence is bounded, $A(w)$ is uniformly regular and the objective function is semialgebraic. Moreover, in the case that $A(w)$ is linear, i.e. $A(w) = Aw$ for all $w \in \mathbb{R}^p$, Bolte et al. [4] gave a PL-ADMM with full splitting form and low computational complexity. The similar algorithm also appears in Bot and Nguyen [6] and is derived by appropriate choices of proximal term. If the boundedness of the generated sequence and the semialgebraic property of objective function are satisfied, the global convergence for this kind of algorithm further requires that $A$ is nonsingular and the condition number of $A^TA$ is less than 2.

It is noteworthy that Bolte et al. [4] defined a Lyapunov function which is an augmented Lagrangian function with a proximal term, and gave the relationship of the critical points between the Lyapunov function and the original problem. The ALBUM proposed in Bolte et al. [4] performs minimization on the Lyapunov function with respect to the primal variables, and the generated sequence ensures the sufficient decreasing of the Lyapunov function values, which facilitates the whole sequence convergence analysis. This brilliant technique also appears in Wang et al. [38], Li and Pong [25], Hong et al. [18]. The above facts lead us to consider the question: Is the Lyapunov function is an exact penalty function for 0/1-COP? To answer this question, we first define a proximal-type stationary point, which differs with the commonly used critical point or KKT point, to characterize the minimizer of the Lyapunov function with fixed Lagrange multiplier. The proximal-type stationary point is beneficial to algorithm design and the proximal behavior (see Rockafellar [32, Theorem 1.25]) of proximal operator facilitates our convergence analysis. Then we show that a solution (proximal-type stationary point or minimizer) of 0/1-COP is also a solution of the Lyapunov function with fixed Lagrange multiplier if the penalty parameters are sufficiently large, namely the Lyapunov function is an exact penalty function for 0/1-COP. This result can be seen as an extension of the classical result for the smooth nonlinear programming (see e.g. Nocedal and Wright [30, Theorem 17.5]). Moreover, we prove that a proximal-type stationary point of Lyapunov function with an appropriately selected Lagrange multiplier yields a proximal-type stationary point of 0/1-COP, which means that Lyapunov function is a strongly exact penalty function for 0/1-COP.

Based on the (strongly) exact penalty property of the Lyapunov function and the technique for convergence analysis in Bolte et al. [4], we propose a novel inexact ALM (IALM) with global convergence for solving 0/1-COP. Under the assumption that $A$ is full row rank and $f$ is coercive, we show that the sequence generated by IALM is bounded and each of its accumulation point is a local minimizer of 0/1-COP. Additionally, if $f$ is strongly convex, the whole sequence converges to a local minimizer of 0/1-COP. The IALM algorithm generates a sequence of subproblems, the objective function of which is the sum of a smooth function with two primal variables and a l.s.c. $\|\cdot\|_0$ term. This subproblem can be solved by the proximal alternating linearized minimization (PALM) method proposed by Bolte et al. [3]. To further pursue a simple and explicit iteration formula, we utilize a Bregman distance function (see e.g. Wang et al. [38]) and propose a 0/1-BALM algorithm with global convergence property and low computational complexity. Precisely speaking, 0/1-BALM is a variant of PALM focusing on the subproblems generated by IALM and has the
similar computational complexity to the PL-ADMM in Bolte et al. [4], Boț and Nguyen [6], and 0/1-ADMM in Wang et al. [39] when the parameters are properly selected, meanwhile its whole sequence convergence only requires that $A$ is full row rank. Overall, PL-ADMM and 0/1-ADMM could be seen as degenerate cases of our IALM equipped with 0/1-BALM which performs one step when solving the subproblems.

The main contributions of this paper are summarized as follows.

- We define a proximal stationarity to derive the minimum and the (strongly) exact penalty properties of Lyapunov function for (1). Precisely speaking, we first define a proximal stationarity point to characterize the minimizer of Lyapunov function with a fixed Lagrange multiplier. Then for the Lyapunov exact penalty properties, we show that a solution (proximal-type stationary point or minimizer) of 0/1-COP is also a solution of the Lyapunov function with a fixed Lagrange multiplier if the penalty parameters are sufficiently large. For the Lyapunov strongly exact penalty properties, we prove that a proximal-type stationary point of Lyapunov function with an appropriately selected Lagrange multiplier yields a proximal-type stationary point of 0/1-COP.

- We propose an inexact ALM (IALM) with the global convergence property for solving (1) under specific assumptions. If $f$ is coercive and $A$ is full row rank, then the sequence generated by IALM is bounded and each of its accumulation point is a local minimizer of 0/1-COP. If we further assume that $f$ is strongly convex, the whole sequence converges to a local minimizer of 0/1-COP.

- We design a zero-one Bregman alternating linearized minimization (0/1-BALM) algorithm for solving the subproblems generated by IALM with low computational complexity and weak assumption on $A$ ensuring global convergence. Moreover, our IALM equipped with 0/1-BALM performing one iteration degenerates into the PL-ADMM proposed by Bolte et al. [4], Boț and Nguyen [6], and 0/1-ADMM proposed by Wang et al. [39] under specific parameter setting.

- We present the specific forms of (1) in the applications to SVM, MLC and MRC problems and obtain the global convergence of IALM under the assumption that $A$ is full row rank for these cases.

The rest of this paper is organized as follows. We study the minimization of Lyapunov function with a fixed Lagrange multiplier in Section 3. The (strongly) exact penalty properties of the Lyapunov function are presented in Section 4. We give the framework of IALM and 0/1-BALM in Section 5. Global convergence of the IALM is analyzed in Section 6. Some examples and algorithmic analysis of (1) are presented in Section 7.

2. Notations and Preliminaries. For convenience, we define some notation employed throughout this paper. Given a subset $S \subseteq [n] := \{1, 2, \cdots, n\}$, its complementary set and cardinality are $S^c$ and $|S|$ respectively. Given vector $u \in \mathbb{R}^n$ (resp. $A \in \mathbb{R}^{n \times p}$), its subvector (resp. submatrix) composed of entries (resp. rows) indexed on $S$ is denoted by $u_S$ (resp. $A_S$). The neighborhood of $w^* \in \mathbb{R}^p$ with radius $\delta > 0$ is denoted by $\mathcal{N}(w^*; \delta) := \{w \in \mathbb{R}^p : \|w - w^*\| < \delta\}$. The combination of two vectors is denoted by $(w; u) = (w^T u^T)^T$. Let $1_n \in \mathbb{R}^n$ be a vector with all entries being one. $\mathbb{N}$ (resp. $\mathbb{N}^+$) denotes the set including all (positive) natural numbers. The symbol $\circ$ represents the Hadamard product. Given a symmetric matrix $Q \in \mathbb{R}^{n \times n}$, $Q \succ (\succeq) 0$ represents that $Q$ is positive definite (semidefinite). Given a set $\Theta \subseteq \mathbb{R}^n$, the distance function associated with $\Theta$ is defined by $\text{dist}(u; \Theta) := \inf_{\theta \in \Theta} \|u - \theta\|$.

Recall from Rockafellar and Wets [33, Definition 8.3] that for a proper, lower semi-continuous (l.s.c.) function $g : \mathbb{R}^n \to (-\infty, \infty]$ and a point $u$ with finite $g(u)$, the limiting subdifferential is defined as

$$\partial g(u) := \{v : \exists u^t \to u, v^t \to v \text{ with } \lim_{z \to u^t} \inf_{z \to u^t} \frac{g(z) - g(u^t) - \langle v^t, z - u^t \rangle}{\|z - u^t\|} \geq 0 \text{ for each } t\}.$$
Recall from Rockafellar and Wets \cite[Definition 1.22]{rockafellar1998variational} that for a proper, l.s.c. function $g : \mathbb{R}^n \to (-\infty, \infty]$ and constant $\alpha > 0$, the proximal operator of function $g$ with constant $\alpha > 0$ is defined by

$$\text{Prox}_{\alpha g}(z) := \arg \min_{u \in \mathbb{R}^n} g(u) + \frac{1}{2\alpha} \|u - z\|^2.$$ 

Particularly, $\| \cdot \|_0$ is proper and l.s.c., and $(\cdot)_+$ is proper and continuous. Hence, the composition $\| (\cdot)_+ \|_0$ is proper and l.s.c. function. The computing formula for the limiting subdifferential and proximal operator of $\| (\cdot)_+ \|_0$ are given in Wang et al. \cite{Wang2019}, Zhou et al. \cite{Zhou2020}.

**Property 1 (Wang et al. \cite{Wang2019}, Zhou et al. \cite{Zhou2020}).** Some properties of $\| (\cdot)_+ \|_0$ are summarized as follows.

(i) Given a vector $u \in \mathbb{R}^n$, the limiting subdifferential of $\| (\cdot)_+ \|_0$ can be represented as

$$\partial \|u_+\|_0 = \left\{ z \in \mathbb{R}^n : z_i = \begin{cases} 0, & \text{if } u_i \neq 0, \\ \geq 0, & \text{otherwise}, \end{cases} i \in [n] \right\}. \tag{3}$$

(ii) Given a vector $z \in \mathbb{R}^n$ and constant $\alpha > 0$, the proximal operator of $\lambda \| (\cdot)_+ \|_0$ with parameter $\alpha$ can be represented as

$$[\text{Prox}_{\alpha \lambda \| (\cdot)_+ \|_0}(z)] = \text{Prox}_{\alpha \lambda \| (\cdot)_+ \|_0}(z_i) = \begin{cases} 0, & z_i \in (0, \sqrt{2\lambda \alpha}), \\ (z_i, 0), & z_i \in (0, \sqrt{2\lambda \alpha}), \\ z_i, & z_i \in (-\infty, 0) \cup (\sqrt{2\lambda \alpha}, \infty), \end{cases} i \in [n]. \tag{4}$$

Suppose that $g$ is a $l_g$-smooth function, namely for any $u, \overline{u} \in \mathbb{R}^n$,

$$\|\nabla g(u) - \nabla g(\overline{u})\| \leq l_g \|u - \overline{u}\|,$$

then the following descent lemma holds (see e.g. Beck \cite[Lemma 5.7]{beck2015first}).

**Lemma 1 (Descent Lemma (Beck \cite{beck2015first})).** Let $g : \mathbb{R}^n \to (-\infty, \infty]$ be a $l_g$-smooth function. Then for any $u$ and $\overline{u} \in \mathbb{R}^n$,

$$g(u) \leq g(\overline{u}) + (\nabla g(\overline{u}), u - \overline{u}) + \frac{l_g}{2} \|u - \overline{u}\|^2.$$  

The augmented Lagrangian and Lyapunov function of (2) can be written as (5) and (6) respectively:

$$L_\rho(w, u, z) := f(w) + \lambda \|u_+\|_0 + \langle z, Aw + b - u \rangle + \frac{\rho}{2} \|Aw + b - u\|^2, \tag{5}$$

$$V_{\rho, \mu}(w, u, z, v) := L_\rho(w, u, z) + \frac{\mu}{2} \|w - v\|^2, \tag{6}$$

where $\rho > 0$ and $\mu > 0$ are penalty parameters. Moreover, we define $(w; u), z$ and $v$ as primal variable, Lagrange multiplier and Lyapunov variable respectively.

### 3. Lyapunov Function Minimum.

In this section, we will conduct optimality analysis on the following problem

$$\min_{(w; u) \in \mathbb{R}^p \times \mathbb{R}^n \times \mathbb{R}^p} V_{\rho, \mu}(w, u, \overline{z}, v), \tag{7}$$

where $\overline{z} \in \mathbb{R}^n$ is a fixed vector. Problem (7) is important for establishing the exact penalty theory and the algorithm design. Let us define a continuously differentiable function

$$\tilde{h}(w, u, v) := f(w) + \frac{\mu}{2} \|w - v\|^2 + \langle \overline{z}, Aw + b - u \rangle + \frac{\rho}{2} \|Aw + b - u\|^2.$$ 

Then the objective function in (7) can be represented as

$$V_{\rho, \mu}(w, u, \overline{z}, v) = \tilde{h}(w, u, v) + \lambda \|u_+\|_0.$$ 

We first show some properties of function $\tilde{h}$. 
Property 2. The function \( \tilde{h} \) has the following properties:

(i) The gradient of \( \tilde{h} \) can be represented as

\[
\nabla \tilde{h}(w, u, v) = \begin{pmatrix} \nabla_w \tilde{h}(w, u, v) \\ \nabla_u \tilde{h}(w, u, v) \\ \nabla_v \tilde{h}(w, u, v) \end{pmatrix} = \begin{pmatrix} \nabla f(w) + \mu(w - v) + \rho A^T (Aw + b - u + z/\rho) \\ \rho(u - Aw - b - z/\rho) \\ \mu(v - w) \end{pmatrix}.
\]

(ii) If \( f \) is convex, then \( \tilde{h} \) is convex. Moreover, if \( f \) is \( \sigma_f \)-strongly convex, then \( \tilde{h} \) is \( \sigma \)-strongly convex, which means that for any \((w; u; v) \in \mathbb{R}^p \times \mathbb{R}^n \times \mathbb{R}^p\), it holds that

\[
\tilde{h}(w, u, v) - \tilde{h}(\bar{w}, \bar{u}, \bar{v}) \geq \langle \nabla_u \tilde{h}(\bar{w}, \bar{u}, \bar{v}), u - \bar{u} \rangle + \langle \nabla_v \tilde{h}(\bar{w}, \bar{u}, \bar{v}), v - \bar{v} \rangle + \frac{\sigma}{2} \left( \|w - \bar{w}\|^2 + \|u - \bar{u}\|^2 + \|v - \bar{v}\|^2 \right),
\]

where \( \sigma := \frac{\sigma_f \rho \mu}{(\sigma_f (\mu + \rho) + \rho \mu \|A\|^2 + 2\rho \mu)} \).

Proof. Since (i) is easy to be verify, we only prove (ii). First, suppose that \( f \) is convex, let us prove that \( \tilde{h} \) is convex. We define

\[
\tilde{\phi}(w, u, v) := \frac{\mu}{2} \|w - v\|^2 + \langle z, Aw + b - u \rangle + \frac{\rho}{2} \|Aw + b - u\|^2.
\]

\( \tilde{\phi} \) is a quadratic function with Hessian

\[
\nabla^2 \tilde{\phi}(w, u, v) = \begin{bmatrix} \mu I + \rho A^T A & -\rho A^T & -\mu I \\ -\rho A^T & \rho I & 0 \\ -\mu I & 0 & \mu I \end{bmatrix} = R_1 \Lambda_1 R_1^T,
\]

where

\[
R_1 = \begin{bmatrix} I - A^T & -I \\ 0 & I \\ 0 & 0 & I \end{bmatrix}, \quad \Lambda_1 = \begin{bmatrix} 0 & 0 & 0 \\ 0 & \rho I & 0 \\ 0 & 0 & \mu I \end{bmatrix}.
\]

Since \( R_1 \) is nonsingular and \( \Lambda_1 \) is positive semidefinite, we know that \( \nabla^2 \tilde{\phi}(w, u, v) \) is positive semidefinite. It follows from \( \tilde{h} = f + \phi \) and the convexity of \( f \) that \( \tilde{h} \) is convex.

Next, if \( f \) is \( \sigma_f \)-strongly convex, let us prove that \( \tilde{h} \) is \( \sigma \)-strongly convex. It follows from (10) that

\[
\nabla^2 (\tilde{\phi}(w, u, v) + \frac{\sigma_f}{2} \|w\|^2) - \nabla^2 \frac{\sigma}{2} (\|w\|^2 + \|u\|^2 + \|v\|^2) = \begin{bmatrix} \mu I + \rho A^T A + (\sigma_f - \sigma) I & -\rho A^T & -\mu I \\ -\rho A^T & (\rho - \sigma) I & 0 \\ -\mu I & 0 & (\mu - \sigma) I \end{bmatrix} = R_2 \Lambda_2 R_2^T,
\]

where

\[
R_2 = \begin{bmatrix} I - \frac{\rho}{\sigma} A^T & -\frac{\mu}{\sigma} I \\ 0 & I \\ 0 & 0 & I \end{bmatrix}, \quad \Lambda_2 = \begin{bmatrix} (\rho - \frac{\sigma^2}{\sigma}) A^T A + (\sigma_f + \mu - \sigma - \frac{\mu^2}{\mu - \sigma}) I & 0 & 0 \\ 0 & (\rho - \sigma) I & 0 \\ 0 & 0 & (\mu - \sigma) I \end{bmatrix}.
\]

By the definition of \( \sigma \) and direct computation, we can obtain

\[
(\rho - \frac{\sigma^2}{\rho - \sigma}) \|A\|^2 + \sigma_f + \mu - \sigma - \frac{\mu^2}{\mu - \sigma} > 0, \quad \rho - \sigma > 0, \quad \mu - \sigma > 0,
\]
Then for any \((w; u; v)\), \((\Lambda \rho, \mu)\) is coercive, which means that \(\lim_{\|w\| \to \infty} f(w) = \infty\). Moreover, we say \((\Lambda \rho, \mu)\) is a P-stationary multiplier of problem (7) if there exists a Lagrange multiplier \(z, v\) such that
\[
\nabla f(\hat{w}) + \mu(\hat{w} - \hat{v}) + A^T \hat{z} = 0,
\hat{z} \in \partial \|u_{+}||_0,
\hat{v} = \frac{\hat{w} + b - u}{\rho},
\]
which is a contradiction due to (14).

Next lemma gives a sufficient condition ensuring the existence of solution for (7).

**Lemma 2 (Existence of the Solution).** The problem (7) exists a global minimizer if \(f\) is coercive, which means that \(\lim_{\|w\| \to \infty} f(w) = \infty\).

**Proof.** Let us first prove the coercivity of \(V_{\rho, \mu}(w, u, \tilde{z}, v)\). From the definition of \(\tilde{\phi}\), we have
\[
\tilde{\phi}(w, u, v) = \mu \|w - v\|^2 + \rho \|Aw + b - u + \tilde{z}/\rho\|^2 - \frac{1}{2\rho^2} \|\tilde{z}\|^2.
\]
This implies that \(\tilde{\phi}\) is bounded below. Moreover, from the definition of Lyapunov function, we have
\[
V_{\rho, \mu}(w, u, \tilde{z}, v) = \tilde{\phi}(w, u, v) + f(w) + \lambda \|u_{+}||_0.
\]

Then \(V_{\rho, \mu}(w, u, \tilde{z}, v)\) is the sum of a coercive function and two bounded below functions and hence it is coercive.

Fixing \((\tilde{w}; \tilde{u}; \tilde{v})\) \(\in \mathbb{R}^p \times \mathbb{R}^n \times \mathbb{R}^p\) and taking \(M = V_{\rho, \mu}(\tilde{w}, \tilde{u}, \tilde{v})\), then the level set \(\Omega_M := \{(w; u; v) : V_{\rho, \mu}(w, u, \tilde{z}, v) \leq M\}\) is nonempty. Moreover, we claim that \(\Omega_M\) is bounded. Indeed, if \(\Omega_M\) is unbounded, then there exists a sequence \((w^k; u^k; v^k)\) \(\in \Omega_M\) satisfying \(\lim_{k \to \infty} \|(w^k; u^k; v^k)\| = \infty\). Hence, the coercivity of \(V_{\rho, \mu}(w, u, \tilde{z}, v)\) implies that \(V_{\rho, \mu}(w^k, u^k, \tilde{z}, v^k) > M\) holds for sufficiently large \(k\), which is a contradiction due to \((w^k; u^k; v^k)\) \(\in \Omega_M\). Therefore, \(\Omega_M\) is a nonempty and bounded set. Then it follows from [29, Theorem 4.10 (ii)] that (7) exists a global minimizer.

Generally speaking, the critical point is a nice stationary point for optimality analysis. Particularly, if \((\hat{w}; \hat{u}; \hat{v})\) is a critical point of (7), then there exists a Lagrange multiplier \(\hat{z}\) such that
\[
\nabla f(\hat{w}) + \mu(\hat{w} - \hat{v}) + A^T \hat{z} = 0,
\hat{z} \in \partial \|u_{+}||_0,
\hat{v} = \frac{\hat{w} + b - u}{\rho},
\]
Comparing to the critical point, the proximal-type stationary point satisfies a fixed point equation which is a more desirable form for algorithm design. Therefore, we define the following proximal-type stationary point for the optimality analysis of (7).

**Definition 1.** A vector \((\tilde{w}; \tilde{u}; \tilde{v})\) \(\in \mathbb{R}^p \times \mathbb{R}^n \times \mathbb{R}^p\) is called a \(\tilde{P}\)-stationary point of (7) if there exist a vector \(\hat{z}\) \(\in \mathbb{R}^n\) and a constant \(\alpha > 0\) such that
\[
\nabla f(\tilde{w}) + \mu(\tilde{w} - \tilde{v}) + A^T \hat{z} = 0,
\tilde{u} \in \text{Prox}_{\alpha \mu\|z\|_0}(\tilde{u} + \alpha \hat{z}),
\hat{z} = \frac{\tilde{w} + b - \tilde{u}}{\rho},
\]
Moreover, we say \(\hat{z}\) is a \(\tilde{P}\)-stationary multiplier of problem (7).
Obviously, the difference between (13) and (14) is the second formula. Actually, the $\overline{P}$-stationary point utilizes a positive parameter $\alpha$ to restrict the range of $\hat{u}$ and $\hat{z}$. To further clarify the relationship and difference between the critical point and $P$-stationary point, we give the following property.

**Property 3.** Given $\alpha > 0$, if $\hat{u}$ and $\hat{z}$ satisfy $\hat{u} \in \text{Prox}_{\lambda\alpha\cdot}(\hat{u} + \alpha\hat{z})$, then $\hat{z} \in \partial\|\hat{u}+\|_0$ holds, while the converse is not true. Therefore, for problem (7), a $P$-stationarity with $\alpha > 0$ is strictly stronger than a critical stationarity.

**Proof.** Let us consider $\hat{u} \in \text{Prox}_{\lambda\alpha\cdot}(\hat{u} + \alpha\hat{z})$ with a fixed $\alpha > 0$ from the following three cases.

Case I: If $\hat{u}_i + \alpha\hat{z}_i \in (0, \sqrt{2\lambda\alpha})$, then $\hat{u}_i = \text{Prox}_{\lambda\alpha\cdot}(\hat{u}_i + \alpha\hat{z}_i) = 0$ and hence $\hat{z}_i \in (0, \sqrt{2\lambda\alpha})$.

Case II: If $\hat{u}_i + \alpha\hat{z}_i \in \{0, \sqrt{2\lambda\alpha}\}$, then $\hat{u}_i = \text{Prox}_{\lambda\alpha\cdot}(\hat{u}_i + \alpha\hat{z}_i) = 0, \hat{u}_i + \alpha\hat{z}_i \neq 0$.

Case III: If $\hat{u}_i + \alpha\hat{z}_i \in (-\infty, 0) \cup (\sqrt{2\lambda\alpha}, \infty)$, then $\hat{u}_i = \text{Prox}_{\lambda\alpha\cdot}(\hat{u}_i + \alpha\hat{z}_i) = \hat{u}_i + \alpha\hat{z}_i$ and hence $\hat{z}_i = 0, \hat{u}_i \in (-\infty, 0) \cup (\sqrt{2\lambda\alpha}, \infty)$.

The above three cases imply that $\hat{u}$ and $\hat{z}$ satisfy

$$
\begin{cases}
\hat{z}_i = 0, & \hat{u}_i \in (-\infty, 0] \cup [\sqrt{2\lambda\alpha}, \infty), \quad \forall i \in [n], \\
\hat{u}_i = 0, & \hat{z}_i \in [0, \sqrt{2\lambda\alpha}],
\end{cases}
$$

From (3), $\hat{z} \in \partial\|\hat{u}+\|_0$ means that $\hat{u}$ and $\hat{z}$ satisfy

$$
\begin{cases}
\hat{z}_i = 0, & \hat{u}_i \neq 0, \\
\hat{u}_i = 0, & \hat{z}_i \geq 0, \quad \forall i \in [n].
\end{cases}
$$

It is obvious that (15) yields (16), but the converse does not hold. Taking (13) and (14) into account, we know that a $P$-stationarity with $\alpha > 0$ is strictly stronger than a critical stationarity for problem (7).

Now let us conduct optimality analysis on problem (7).

**Theorem 1.** The following assertions for the first-order optimality condition of problem (7) hold.

(i) Given a vector $(\hat{w}; \hat{u}; \hat{v}) \in \mathbb{R}^p \times \mathbb{R}^n \times \mathbb{R}^p$, if $(\hat{w}; \hat{u}; \hat{v})$ is a local minimizer, then $(\hat{w}; \hat{u}; \hat{v})$ is a $\overline{P}$-stationary point with a $P$-stationary multiplier $\hat{z}$ for any $0 < \alpha < \hat{\alpha}$, where $\hat{\alpha} = \min\{\hat{\alpha}_u, \hat{\alpha}_z\}$.

(ii) If $f$ is convex, then a $\overline{P}$-stationary point with $\alpha > 0$ is a local minimizer.

(iii) If $f$ is $\sigma_f$-strongly convex, then a $\overline{P}$-stationary point with $\alpha > 1/\sigma$ is the unique global minimizer, where $\sigma$ is defined in (9).

**Proof.** (i) Since $(\hat{w}; \hat{u}; \hat{v})$ is a local minimizer of (7), from Rockafellar and Wets [33, Theorem 10.1, Exercise 10.10], we have

$$
0 \in \nabla \overline{h}(\hat{w}, \hat{u}, \hat{v}) + \begin{pmatrix}
0 \\
\partial\|\hat{u}+\|_0
\end{pmatrix} = \begin{pmatrix}
\nabla_w \overline{h}(\hat{w}, \hat{u}, \hat{v}) \\
\nabla_u \overline{h}(\hat{w}, \hat{u}, \hat{v}) + \partial\|\hat{u}+\|_0
\end{pmatrix}.
$$

Taking $\hat{z} = -\nabla_u \overline{h}(\hat{w}, \hat{u}, \hat{v}) = \tilde{z} + \rho(A\hat{w} + b - \hat{u})$, then from (8), we know that (13) holds. To prove that a vector $(\hat{w}; \hat{u}; \hat{z})$ satisfying (13) yields (14) with the $0 < \alpha < \hat{\alpha}$, it suffices to show that vectors $\hat{u}$ and $\tilde{z}$ satisfying $\tilde{z} \in \partial\|\hat{u}+\|_0$ yield $\hat{u} \in \text{Prox}_{\alpha\cdot}(\hat{u} + \alpha\hat{z})$ with $0 < \alpha < \hat{\alpha}$.
For the vector \( \hat{u} \), if there exists \( i_0 \in [n] \) with \( \hat{u}_{i_0} > 0 \), then from \( 0 < \alpha < \hat{\alpha} \), we have the following estimation

\[
\alpha < \hat{\alpha} \leq \hat{\alpha}_u = \min_{i : \hat{u}_i > 0} \frac{\hat{u}_i^2}{2\lambda} \leq \frac{\hat{u}_{i_0}^2}{2\lambda},
\]

which implies \( \hat{u}_{i_0} > \sqrt{2\lambda \alpha} \). Similarly, if there exists \( i_0 \in [n] \) with \( \hat{z}_{i_0} > 0 \), then from \( 0 < \alpha < \hat{\alpha} \), we have the following estimation

\[
\alpha < \hat{\alpha} \leq \hat{\alpha}_z = \min_{i : \hat{z}_i > 0} \frac{2\lambda}{\hat{z}_i^2} \leq \frac{2\lambda}{\hat{z}_{i_0}^2},
\]

which implies \( \hat{z}_{i_0} < \sqrt{2\lambda \alpha} \). Then \( \hat{z} \in \partial \| \hat{u} \|_0 \) yields that for any \( 0 < \alpha < \hat{\alpha} \),

\[
\begin{cases}
\hat{z}_i = 0, & \hat{\mu}_i \in (-\infty, 0] \cup (\sqrt{2\lambda \alpha}, \infty), \\
\hat{\mu}_i = 0, & \hat{\mu}_i \in [0, \sqrt{2\lambda \alpha}].
\end{cases}
\]

Now let us consider the following three cases.

Case I: \( \hat{z}_i = 0, \hat{\mu}_i \in (-\infty, 0] \cup (\sqrt{2\lambda \alpha}, \infty) \). Then by direct calculation, we have \( \hat{\mu}_i + \alpha \hat{z}_i \in (-\infty, 0) \cup (\sqrt{2\lambda \alpha}, \infty) \) and hence \( \hat{\mu}_i = \hat{\mu}_i + \alpha \hat{z}_i = [\text{Prox}_{\alpha \lambda \| \cdot \|_0} (\hat{\mu} + \alpha \hat{z})]_i \).

Case II: \( \hat{z}_i = 0, \hat{\mu}_i = 0 \). Then \( \hat{\mu}_i + \alpha \hat{z}_i = 0 \in (0, \sqrt{2\lambda \alpha}) \); therefore, \( \hat{\mu}_i = 0 \in [\text{Prox}_{\alpha \lambda \| \cdot \|_0} (\hat{\mu} + \alpha \hat{z})]_i \).

Case III: \( \hat{z}_i = 0, \hat{\mu}_i \in \{0, \sqrt{2\lambda \alpha}\} \). By direct computation, we have \( \hat{\mu}_i + \alpha \hat{z}_i \in (0, \sqrt{2\lambda \alpha}) \) and hence \( \hat{\mu}_i = 0 \in [\text{Prox}_{\alpha \lambda \| \cdot \|_0} (\hat{\mu} + \alpha \hat{z})]_i \).

Overall, the above three cases imply the conclusion of (i).

(ii) Since \( (\hat{w}; \hat{\mu}; \hat{v}) \) is a \( P \)-stationary point of (7) with \( \alpha > 0 \), it follows from (14) and (8) that

\[
\begin{align*}
\nabla_w \hat{h}(\hat{w}, \hat{\mu}, \hat{v}) &= 0, \\
\hat{\mu} &= \text{Prox}_{\alpha \lambda \| \cdot \|_0} (\hat{\mu} + \alpha \hat{z}), \\
\hat{z} &= -\nabla_v \hat{h}(\hat{w}, \hat{\mu}, \hat{v}), \\
\nabla_v \hat{h}(\hat{w}, \hat{\mu}, \hat{v}) &= 0.
\end{align*}
\]

From Property 3, \( \hat{\mu} \in [\text{Prox}_{\alpha \lambda \| \cdot \|_0} (\hat{\mu} + \alpha \hat{z})]_i \) with \( \alpha > 0 \) yields (15). Denote \( \hat{S}_0 := \{ i \in [n] : \hat{u}_i = 0 \} \) and its complementary set \( \hat{S}_0^c := \{ i \in [n] : \hat{u}_i \neq 0 \} \), then (15) yields that

\[
\begin{align*}
\hat{z}_i \hat{u}_i &= 0, \forall i \in [n], \\
0 &\leq \hat{z}_i \leq \sqrt{2\lambda / \alpha}, \forall i \in \hat{S}_0, \text{ and } \hat{z}_i = 0, \forall i \in \hat{S}_0^c.
\end{align*}
\]

Let us define radius \( \hat{\delta} := \min \{ \hat{\delta}_1, \hat{\delta}_2 \} \), where

\[
\hat{\delta}_1 := \begin{cases} 
+\infty, & \text{if } \hat{z}_{\hat{S}_0} = 0, \\
\frac{\lambda \alpha}{2n}, & \text{otherwise},
\end{cases} \quad \hat{\delta}_2 := \begin{cases} 
+\infty, & \text{if } \hat{\mu} \leq 0, \\
\sqrt{2\lambda \alpha}, & \text{otherwise}.
\end{cases}
\]

Then for any \( u \in N(\hat{u}, \delta) \), if \( \hat{u}_i > 0 \), we have \( \hat{u}_i > \sqrt{2\lambda \alpha} \) and

\[
u_i = \hat{u}_i - (\hat{u}_i - u_i) > \hat{u}_i - \hat{\delta}_2 \geq \sqrt{2\lambda \alpha} - \sqrt{2\lambda \alpha} = 0,
\]

which implies that

\[
\{ i \in [n] : \hat{u}_i > 0 \} \subseteq \{ i \in [n] : u_i > 0 \}.
\]
Since $f$ is convex, Property 2 (ii) implies that $\tilde{h}$ is a convex function. Then for any $(w; u; v) \in \mathbb{R}^p \times \mathbb{R}^n \times \mathbb{R}^p$, we have
\[
\tilde{h}(w, u, v) + \lambda \|u_+\|_0 - \tilde{h}(\tilde{w}, \tilde{u}, \tilde{v}) - \lambda \|\tilde{u}_+\|_0 \\
\geq \langle \nabla_w \tilde{h}(\tilde{w}, \tilde{u}, \tilde{v}), w - \tilde{w} \rangle + \langle \nabla_u \tilde{h}(\tilde{w}, \tilde{u}, \tilde{v}), u - \tilde{u} \rangle + \langle \nabla_v \tilde{h}(\tilde{w}, \tilde{u}, \tilde{v}), v - \tilde{v} \rangle + \lambda \|u_+\|_0 - \lambda \|\tilde{u}_+\|_0 \\
= \langle -\tilde{z}, u - \tilde{u} \rangle + \lambda \|u_+\|_0 - \lambda \|\tilde{u}_+\|_0 \\
= \langle -\tilde{z}_{\bar{S}_0}, u_{\bar{S}_0} - \tilde{u}_{\bar{S}_0} \rangle + \lambda \|u_+\|_0 - \lambda \|\tilde{u}_+\|_0.
\]

We first consider a trivial case $\tilde{z}_{\bar{S}_0} = 0$. For any $(w; u; v) \in \mathcal{N}(\tilde{w}; \tilde{u}; \tilde{v}, \delta)$, note that (22) implies $\|u_+\|_0 \geq \|\tilde{u}_+\|_0$, then (24) directly yields $\tilde{h}(w, u, v) + \lambda \|u_+\|_0 \geq \tilde{h}(\tilde{w}, \tilde{u}, \tilde{v}) + \lambda \|\tilde{u}_+\|_0$. For $\tilde{z}_{\bar{S}_0} \neq 0$, let us consider the following two cases.

Case I: $\|u_+\|_0 = \|\tilde{u}_+\|_0$. Notice that (22) holds, then for any $\tilde{u}_i \leq 0$, we have $u_i \leq 0$, otherwise $\|u_+\|_0 \geq \|\tilde{u}_+\|_0 + 1$. This implies that $u_{\bar{S}_0} \leq 0$. Together with (20), we have
\[
\langle -\tilde{z}_{\bar{S}_0}, u_{\bar{S}_0} \rangle \geq 0.
\]

Combining (25) with (24), we can obtain
\[
\tilde{h}(w, u, v) + \lambda \|u_+\|_0 - \tilde{h}(\tilde{w}, \tilde{u}, \tilde{v}) - \lambda \|\tilde{u}_+\|_0 \geq 0.
\]

Case II: $\|u_+\|_0 \neq \|\tilde{u}_+\|_0$. Taking (22) into account, we have $\|u_+\|_0 \geq \|\tilde{u}_+\|_0 + 1$. It follows from (23) that
\[
\tilde{h}(w, u, v) + \lambda \|u_+\|_0 - \tilde{h}(\tilde{w}, \tilde{u}, \tilde{v}) + \lambda \|\tilde{u}_+\|_0 \geq \lambda - \|\tilde{z}_{\bar{S}_0}\| \|u - \tilde{u}\| \geq \lambda - \delta \sqrt{2n\lambda/\alpha} \geq 0.
\]

In conclusion, the above two cases show that $(\tilde{w}; \tilde{u}; \tilde{v})$ is a $\tilde{P}$-stationary point of (7) with $\alpha > 0$, then (18) holds. By the definition of $\text{Prox}_{\lambda \|\cdot\|_0}(\cdot)$, for any $u$ and $z \in \mathbb{R}^n$, we have
\[
\frac{1}{2\alpha} \|u - (u + \alpha z)\|^2 + \lambda \|u_+\|_0 \leq \frac{1}{2\alpha} \|u - (\tilde{u} + \alpha \tilde{z})\|^2 + \lambda \|u_+\|_0.
\]

After some simple algebraic manipulation, we can obtain
\[
\lambda \|u_+\|_0 - \lambda \|\tilde{u}_+\|_0 \geq \langle \tilde{z}, u - \tilde{u} \rangle - \frac{1}{2\alpha} \|u - \tilde{u}\|^2.
\]

From the $\sigma$-strongly convexity of $f$ and Property 2 (ii), we know that $\tilde{h}$ is $\sigma$-strongly convex. For any $(w; u; v) \in \mathbb{R}^p \times \mathbb{R}^n \times \mathbb{R}^p$ and $(w; u; v) \neq (\tilde{w}; \tilde{u}; \tilde{v})$, we have the following estimate
\[
\tilde{h}(w, u, v) + \lambda \|u_+\|_0 - \tilde{h}(\tilde{w}, \tilde{u}, \tilde{v}) - \lambda \|\tilde{u}_+\|_0 \\
\geq \langle \nabla_w \tilde{h}(\tilde{w}, \tilde{u}, \tilde{v}), w - \tilde{w} \rangle + \langle \nabla_u \tilde{h}(\tilde{w}, \tilde{u}, \tilde{v}), u - \tilde{u} \rangle + \langle \nabla_v \tilde{h}(\tilde{w}, \tilde{u}, \tilde{v}), v - \tilde{v} \rangle \\
+ \frac{\sigma}{2} \|w - \tilde{w}\|^2 + \|u - \tilde{u}\|^2 + \|v - \tilde{v}\|^2 + \lambda \|u_+\|_0 - \lambda \|\tilde{u}_+\|_0 \\
= -\langle \tilde{z}, u - \tilde{u} \rangle + \frac{\sigma}{2} \|w - \tilde{w}\|^2 + \|u - \tilde{u}\|^2 + \|v - \tilde{v}\|^2 + \lambda \|u_+\|_0 - \lambda \|\tilde{u}_+\|_0 \\
\geq \frac{\sigma}{2} \|w - \tilde{w}\|^2 + \frac{1}{2} (\sigma - \frac{1}{\alpha}) \|u - \tilde{u}\|^2 + \frac{\sigma}{2} \|v - \tilde{v}\|^2 > 0.
\]

The last inequality follows from $\alpha > 1/\sigma$ and $(w; u; v) \neq (\tilde{w}; \tilde{u}; \tilde{v})$. This shows that $(\tilde{w}; \tilde{u}; \tilde{v})$ is the unique global minimizer of (7). \qed
4. Lyapunov (Strongly) Exact Penalty. In this section, we will show the (strongly) exact penalty properties of Lyapunov function for 0/1-COP. The Lyapunov exact penalty means that a solution (minimizer or proximal-type stationary point) of (2) yields a solution of the Lyapunov function with an appropriately selected Lagrange multiplier when $\rho$ and $\mu$ are sufficiently large, meanwhile the Lyapunov strongly exact penalty means that the converse inclusion holds, which is a more difficult but desirable result. Let us begin this section with the optimality condition of (2). Zhou et al. [44] introduced the concept of P-stationary point for establishing the first-order optimality condition of (2).

Definition 2. A vector $(w^*; u^*; z^*) \in \mathbb{R}^p \times \mathbb{R}^n$ is called a P-stationary point of (2) if there exist a vector $z^* \in \mathbb{R}^n$ and a constant $\alpha > 0$ such that

$\begin{cases}
\nabla f(w^*) + A^T z^* = 0,

u^* \in \text{Prox}_{\alpha\lambda(\cdot)}(u^* + \alpha z^*),

A w^* + b - u^* = 0.
\end{cases}$

(27)

Moreover, we say $z^*$ is a P-stationary multiplier and $(w^*; u^*; z^*)$ is a P-stationary triplet of (2).

Given a feasible couple $(w^*; u^*)$ of (2), we define $S^*_p := \{ i \in [n] : u^*_i = 0 \}$. The following theorem proposed in Zhou et al. [44] shows the relationship between a P-stationary point and a local (global) minimizer of (2).

Lemma 3. (Zhou et al. [44, Theorem 3.3]) The following assertions for the first-order optimality condition for problem (2) hold.

(i) Given a vector $(w^*; u^*) \in \mathbb{R}^p \times \mathbb{R}^n$, if $A S^*_p$ is full row rank and $(w^*; u^*)$ is a local minimizer, then $(w^*; u^*)$ is a P-stationary point and with a P-stationary multiplier $z^*$ for any $0 < \alpha < \alpha^*$, where $\alpha^* := \min\{\alpha_u^*, \alpha_z^*\}$,

$\alpha_u^* := \begin{cases} +\infty, & u^* \leq 0, \\
\min\{u^2_i / 2\lambda : u^*_i > 0\}, & \text{otherwise,}
\end{cases}$

$\alpha_z^* := \begin{cases} +\infty, & z^* \leq 0, \\
\min\{2\lambda / z^2_i : z^*_i > 0\}, & \text{otherwise.}
\end{cases}$

(ii) If $f$ is a convex function, then a P-stationary point with $\alpha > 0$ is a local minimizer.

(iii) If $f$ is a $\sigma_f$-strongly convex function, then a P-stationary point with $\alpha > \|A\|^2 / \sigma_f$ is the unique global minimizer.

We stress that Lemma 3 (iii) is slightly different with the Theorem 3.3 (iii) in Zhou et al. [44]. Under the assumption that $f$ is strongly convex, Zhou et al. proved that a P-stationary point with $\alpha \geq \|A\|^2 / \sigma_f$ is a global minimizer of (2). Actually, taking the similar procedure to the proof of Theorem 3.3 (iii) in Zhou et al. [44], we can obtain that a P-stationary point with $\alpha > \|A\|^2 / \sigma_f$ is the unique global minimizer of (2).

Given a solution $(w^*; u^*)$ of (2), Lemma 3 shows that there exists a P-stationary multiplier $z^*$. We take $\tilde{z} = z^*$ and reformulate (7) in the following problem

$\min_{(w; u; z; v) \in \mathbb{R}^p \times \mathbb{R}^n \times \mathbb{R}^p} V_{\rho, \mu}(w, u, z^*, v).$

(28)

Similarly, we can define a P*-stationary point and a P*-stationary multiplier for problem (28). Therefore, (28) has the same optimality condition as (14).

In the subsequent theorem, we will show that a solution of (2) yields a solution of (28) under some conditions, namely $V_{\rho, \mu}(w, u, z^*, v)$ is an exact penalty function of 0/1-COP.

Theorem 2 (Exact Penalty Theorem). The following assertions hold for problems (2) and (28).

(i) Given a P-stationary point $(w^*; u^*)$ of (2) with $\alpha > 0$ and P-stationary multiplier $z^*$, then $(w^*; u^*; w^*)$ is a P*-stationary point with $\alpha > 0$ of (28) for any $\mu > 0$ and $\rho > 0$. 


(ii) Given a local minimizer \((w^*;u^*)\) of (2), if \(A_{S^c}^T\) is full row rank and \(f\) is convex, then there exists a \(P\)-stationary multiplier \(z^*\) of (2) such that \((w^*;u^*;w^*)\) is a local minimizer of (28) for any \(\mu > 0\) and \(\rho > 0\).

(iii) Given a \(P\)-stationary point \((w^*;u^*)\) of (2) with \(\alpha > (\|A\|^2 + 2)/\sigma_f\) and \(P\)-stationary multiplier \(z^*\), if \(f\) is \(\sigma_f\)-strongly convex and the parameters \(\mu\) and \(\rho\) are set as

\[
\mu > \frac{\sigma_f}{\alpha \sigma_f - \|A\|^2 - 2}, \quad \rho > \frac{\mu \sigma_f}{\mu (\alpha \sigma_f - \|A\|^2 - 2) - \sigma_f},
\]

then \((w^*;u^*;w^*)\) is the unique global minimizer of (28).

\textbf{Proof.} (i) Since \((w^*;u^*)\) is a \(P\)-stationary point of (2) with \(P\)-stationary multiplier \(z^*\), from (27), we have

\[
\begin{aligned}
\nabla f(w^*) + \mu(w^* - v^*) + A^T z^* &= 0, \\
u^* &\in \text{Prox}_{\alpha \lambda ||(\cdot)||_0}(u^* + \alpha z^*), \\
z^* &= z^* + \rho(Aw^* + b - u^*), \\
v^* &= w^*.
\end{aligned}
\]

This implies that \((w^*;u^*;w^*)\) is a \(P^*\)-stationary point of (28).

(ii) Since \((w^*;u^*)\) is a local minimizer of (2) and \(A_{S^c}^T\) is full row rank, it follows from Lemma 3 (i) that there exists a \(P\)-stationary multiplier \(z^*\) such that (27) holds with \(0 < \alpha < \alpha^*\). Then assertion (i) yields that \((w^*;u^*;w^*)\) is a \(P^*\)-stationary point of (28) with \(0 < \alpha < \alpha^*\). Theorem 1 (ii) directly implies that \((w^*;u^*;w^*)\) is a local minimizer of (28).

(iii) Assertion (i) implies that \((w^*;u^*;w^*)\) is a \(P^*\)-stationary point of (28) with a positive constant \(\alpha > (\|A\|^2 + 2)/\sigma_f\). Since parameters \(\mu, \rho\) are chosen as (29), direct computation implies that

\[
\alpha > \frac{\sigma_f (\mu + \rho) + \rho \mu \|A\|^2 + 2 \rho \mu}{\sigma_f \rho \mu} = \frac{1}{\sigma}.
\]

Theorem 2 (iii) directly yields that \((w^*;u^*;w^*)\) is the unique global minimizer of (28). \(\square\)

Theorem 2 can be seen as an extension of the classical result for the smooth nonlinear programming (see e.g. Nocedal and Wright [30, Theorem 17.5]). In practice, the converse inclusions of Theorem 2 is more desirable. Therefore, we give the following theorem.

\textbf{Theorem 3 (Strongly Exact Penalty Theorem).} Given a \(\tilde{P}\)-stationary point \((\tilde{w};\tilde{u};\tilde{v})\) of (7) with \(\tilde{P}\)-stationary multiplier \(\tilde{z}\) and constant \(\alpha > 0\), then the following assertions hold.

(i) \((\tilde{w};\tilde{u})\) is a \(P\)-stationary point of (2) with \(P\)-stationary multiplier \(\tilde{z}\) and constant \(\alpha > 0\) if and only if \(\tilde{z} = \tilde{z}\).

(ii) If \(A\) is full row rank, then \(\tilde{z} = -(AA^T)^{-1}A\nabla f(\tilde{w})\). Furthermore, \((\tilde{w};\tilde{u})\) is a \(P\)-stationary point of (2) with \(P\)-stationary multiplier \(\tilde{z}\) and \(\alpha > 0\) if and only if \(\tilde{z} = -(AA^T)^{-1}A\nabla f(\tilde{w}) = \tilde{z}\).

\textbf{Proof.} (i) “⇒” Since \((\tilde{w};\tilde{u};\tilde{v})\) is a \(\tilde{P}\)-stationary point of (7) with \(\tilde{P}\)-stationary multiplier \(\tilde{z}\), then \(\tilde{z} = \tilde{z} = \rho(A\tilde{w} + b - \tilde{u})\) by (14). Moreover, \((\tilde{w};\tilde{u})\) is a \(P\)-stationary point of (2) implies that \(A\tilde{w} + b - \tilde{u} = 0\). Hence, \(\tilde{z} = \tilde{z}\) holds.

“⇐” Since \((\tilde{w};\tilde{u};\tilde{v})\) is a \(\tilde{P}\)-stationary point of (7) with \(\tilde{P}\)-stationary multiplier \(\tilde{z}\) and constant \(\alpha > 0\), and \(\tilde{z} = \tilde{z}\) holds, these facts imply that

\[
\begin{aligned}
\nabla f(\tilde{w}) + A^T \tilde{z} &= 0, \\
\tilde{u} &\in \text{Prox}_{\alpha \lambda ||(\cdot)||_0}(\tilde{u} + \alpha \tilde{z}), \\
A\tilde{w} + b - \tilde{u} &= 0,
\end{aligned}
\]

and the conclusion of assertion (i) holds.

(ii) Since \((\tilde{w};\tilde{u};\tilde{v})\) is a \(\tilde{P}\)-stationary point of (7) with \(\tilde{P}\)-stationary multiplier \(\tilde{z}\), then \(\nabla f(\tilde{w}) + A^T \tilde{z} = 0\) holds by (14). From the full row rank of \(A\), we know that \(\tilde{z} = -(AA^T)^{-1}A\nabla f(\tilde{w})\). Then taking the similar procedure of assertion (i), we can arrive at the conclusion of assertion (ii). \(\square\)
Theorem 3 shows that by an appropriated choice of $\tilde{z}$, a $\tilde{P}$-stationary point of (7) yields a $P$-stationary point of (2). However, Theorem 3 also indicates that the appropriated $\tilde{z}$ could not be identified in advance. In other words, we could not obtain the solution of $0/1$-COP by minimizing a Lyapunov function $V_{\rho,\mu}(w,u,\tilde{z},v)$ with arbitrarily selected $\tilde{z}$. As an alternative, we consider designing an algorithm for generating a sequence of $\{z^k\}_{k\in\mathbb{N}}$ to approximate the optimal Lagrange multiplier of (2).

5. Inexact Augment Lagrangian Method for $0/1$-COP. In this section, we focus on designing an inexact augmented Lagrangian method (IALM) for solving $0/1$-COP. Denote $(w^k;u^k;z^k;v^k)$ as the $k$th iteration point. Let us define function

$$h_k(w,u) := f(w) + \frac{\mu}{2} \|w - v^k\|^2 + \langle z^k, Aw + b - u \rangle + \frac{\rho}{2} \|Aw + b - u\|^2.$$ 

The framework of IALM is as follows.

Algorithm 1 IALM: an inexact augmented Lagrangian method

Initialization: Given a positive sequence $\{\epsilon_k\}_{k\in\mathbb{N}}$, fix $\mu > 0$, $\rho > 0$, $\alpha = 1/\rho$, start with any $(w^0;u^0;z^0;v^0) \in \mathbb{R}^p \times \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^p$.

for $k = 0, 1, \ldots$ do

Primal step Use $0/1$-BALM (see Algorithm 2) to compute $(w^{k+1};u^{k+1})$ as an approximate solution of

$$\min_{w \in \mathbb{R}^p, u \in \mathbb{R}^n} V_{\rho,\mu}(w,u,z^k,v^k)$$

satisfying

$$V_{\rho,\mu}(w^{k+1},u^{k+1},z^k,v^k) \leq V_{\rho,\mu}(w^k,u^k,z^k,v^k),$$

$$\max\{\text{dist}(u^{k+1}, \text{Prox}_{\alpha \lambda}(u^{k+1} - \alpha \nabla_u h_k(w^{k+1},u^{k+1}))), \|\nabla_w h_k(w^{k+1},u^{k+1})\|\} \leq \epsilon_k.$$ 

(32a, 32b)

Multiplier step

$$z^{k+1} = z^k + \rho(Aw^{k+1} + b - u^{k+1}).$$ 

(33)

Lyapunov step

$$v^{k+1} = w^{k+1}.$$ 

end for

To proceed, we give the following assumption on $f$.

Assumption 1. The function $f$ is $l_f$-smooth.

Comparing to $\tilde{h}$, the function $h_k$ with fixed Lagrange multiplier $z^k$ and Lyapunov variable $v^k$ has better properties, which are summarized as follows.

Property 4. The function $h_k$ has the following properties:

(i) The gradient of $h_k$ can be represented as

$$\nabla h_k(w,u) = \begin{pmatrix} \nabla_w h_k(w,u) \\ \nabla_u h_k(w,u) \end{pmatrix} = \begin{pmatrix} \nabla f(w) + \mu(w - v^k) + \rho A^\top(Aw + b - u + z^k/\rho) \\ \rho(u - Aw - b - z^k/\rho) \end{pmatrix}.$$ 

(34)
(ii) If Assumption 1 holds, then $h_k(w, u)$ is $l_h$-smooth, where $l_h := \sqrt{2} \max \{\mu + l_f + \rho \|A\|/\|A\| + 1\}, \rho(\|A\| + 1)\}.$

(iii) If $f$ is convex, then $h_k$ is strongly convex.

Proof. Since (i) is easy to be verified, we only prove (ii) and (iii).

(ii) For any $(w; u)$ and $(\tilde{w}; \tilde{u}) \in \mathbb{R}^p \times \mathbb{R}^n$, we have the following estimation from (34)

\[
\|\nabla h_k(w, u) - \nabla h_k(\tilde{w}, \tilde{u})\| = \left\| \left( \nabla f(w) - \nabla f(\tilde{w}) + \mu(w - \tilde{w}) + \rho A^\top A(w - \tilde{w}) - \rho A^\top (u - \tilde{u}) \right) \right\|
\leq \|\nabla f(w) - \nabla f(\tilde{w})\| + \mu(\|w - \tilde{w}\|^2 + \rho \|A\| \|w - \tilde{w}\|) + \rho(\|A\| + 1)\|u - \tilde{u}\|
\leq l_h\|w - \tilde{w}\| + \|u - \tilde{u}\|,
\]

where the last inequality follows from $t_1 + t_2 \leq \sqrt{2t_1^2 + 2t_2^2}$ for any real numbers $t_1$ and $t_2$.

(iii) First, let us define

\[
\phi_k(w, u) := \frac{\mu}{2}\|w - v^k\|^2 + \langle z^k, Aw + b - u \rangle + \frac{\rho}{2}\|Aw + b - u\|^2.
\]

Then we have

\[
\nabla^2 \phi_k(w, u) = \begin{bmatrix} \mu I + \rho A^\top A - \rho A^\top & \mu I \\ -\rho A & \rho I \end{bmatrix} = \begin{bmatrix} I - A^\top \\ 0 \end{bmatrix} \begin{bmatrix} \mu I & 0 \\ 0 & \rho I \end{bmatrix} \begin{bmatrix} I & 0 \\ -A & I \end{bmatrix} > 0,
\]

which means that $\phi_k$ is strongly convex. Since $f$ is convex and $h_k(w, u) = f(w) + \phi_k(w, u)$, we can conclude that $h_k$ is strongly convex. \hfill \Box

The problem (31) can be reformulated as

\[
\min_{w \in \mathbb{R}^p, u \in \mathbb{R}^n} \mathcal{V}_{\rho, \mu}(w, u, z^k, v^k) = h_k(w, u) + \lambda \|u_+\|_0.
\]

For this problem, similar to (14), we can define a $P^k$-stationary point $(\hat{w}; \hat{u})$ and a $P^k$-stationary multiplier $\hat{z}$ with $\alpha > 0$ satisfying the following formula

\[
\begin{aligned}
&\nabla f(\hat{w}) + \mu(\hat{w} - v^k) + A^\top \hat{z} = 0, \\
&\hat{u} \in \text{Prox}_{\alpha \lambda}(\hat{w} + \alpha \hat{z}), \\
&\hat{z} = z^k + \rho(A\hat{w} + b - \hat{u}).
\end{aligned}
\]

(35)

For solving the primal step, we design a zero-one Bregman alternating linearized minimization method (0/1-BALM). Particularly, in the $(k + 1)$th iteration of IALM, 0/1-BALM generates a sequence $\{(w^{k,j}; u^{k,j})\}_{j \in \mathbb{N}}$ with starting point $(w^{k,0}; u^{k,0}) := (w^k; u^k)$. Moreover, we define function

\[
\varphi_{k,j}(w) := h_k(w, u^{k,j+1}) + \mathcal{D}_{\psi_{k,j}}(w, w^{k,j}),
\]

where $\mathcal{D}_{\psi_{k,j}}$ is a Bregman distance with respect to function $\psi_{k,j}$, which means that

\[
\mathcal{D}_{\psi_{k,j}}(w, w^{k,j}) := \psi_{k,j}(w) - \psi_{k,j}(w^{k,j}) - \langle \nabla \psi_{k,j}(w^{k,j}), w - w^{k,j} \rangle.
\]

The function $\psi_{k,j} : \mathbb{R}^p \to \mathbb{R}$ is defined as

\[
\psi_{k,j}(w) := \frac{1}{2}\|w\|_{P_{k,j}}^2 - g(w),
\]

where $P_{k,j} := tI - Q_{k,j}$, $t > 0$, $Q_{k,j} \succeq 0$ and $g : \mathbb{R}^p \to \mathbb{R}$ is a $l_g$-smooth function. Then the Bregman distance can be further simplified as

\[
\mathcal{D}_{\psi_{k,j}}(w, w^{k,j}) = \frac{1}{2}\|w - w^{k,j}\|_{P_{k,j}}^2 - \langle g(w) - g(w^{k,j}) - \langle \nabla g(w^{k,j}), w - w^{k,j} \rangle \rangle.
\]

(36)
The Bregman distance is a common strategy to generate a simpler iteration (see e.g. Wang et al. [38]). In Remark 1, we will show that an appropriate selection of $Q_{k,j}$ and $g$ simplifies the w-step and improves the performance of our algorithm.

The framework of 0/1-BALM for solving the subproblem (31) is as follows.

**Algorithm 2** 0/1-BALM: zero-one Bregman alternating linearized minimization algorithm

**Initialization:** Take $\alpha = 1/\rho$ and start with $(w^{k,0}; u^{k,0}) = (w^k; u^k)$.

**for** $j = 0, 1, \cdots$ **do**

**u-step:** Compute

$$u^{k,j+1} \in \text{Prox}_{\alpha\lambda(l)(\cdot) + l_0}(u^{k,j} - \alpha \nabla_u h_k(w^{k,j}, u^{k,j})).$$

(37)

**w-step:** Solve the following problem

$$w^{k,j+1} = \arg \min_{w \in \mathbb{R}^p} \varphi_{k,j}(w).$$

(38)

**end for**

**Remark 1.** Some details of 0/1-BALM are given as follows.

(i) The iterative formulas (37) and (38) can be simplified further. For the u-step (37), substituting $\alpha = 1/\rho$ and $\nabla_u h_k(w^{k,j}, u^{k,j}) = -z^k - \rho(Aw^{k,j} + b - u^{k,j})$ into (37), we can obtain

$$u^{k,j+1} \in \text{Prox}_{\alpha\lambda(l)(\cdot) + l_0}(Aw^{k,j} + b + z^k/\rho).$$

(39)

Denote $T_{k,j} := \{i \in [n] : 0 < (Aw^{k,j} + b + z^k/\rho)_i < \sqrt{2\lambda\alpha}\}$. Then by (4) and (39), we could take

$$u^{k,j+1} = \begin{pmatrix} u^{k,j+1}_{T_{k,j}} \\ u^c_{T_{k,j}} \end{pmatrix} = \begin{pmatrix} 0 \\ (Aw^{k,j} + b + z^k/\rho)_{T_{k,j}}^c \end{pmatrix}.$$  

(40)

For the w-step (38), from the optimality condition, we can obtain

$$0 = \nabla \varphi_{k,j}(w^{k,j+1})$$

$$= \nabla f(w^{k,j+1}) + \mu(u^{k,j+1} - v^k) + \rho A^\top(Aw^{k,j+1} + b - u^{k,j+1} + 1/\rho z^k) + P_{k,j}(w^{k,j+1} - w^{k,j})$$

$$- (\nabla g(w^{k,j+1}) - \nabla g(w^{k,j})).$$

(41)

Here we give two cases for choosing $Q_{k,j}$ and $g$ to simplify the computation of $w^{k,j+1}$.

Case I: $Q_{k,j} = \rho A^\top A$ and $g(w) = f(w)$. Substituting (40), $Q_{k,j}$ and $g$ into (41), we can obtain

$$w^{k,j+1} = \frac{\mu}{\mu + t} v^k + \frac{t}{\mu + t} w^{k,j} - \frac{1}{\mu + t} (\nabla f(w^{k,j}) + \rho A^\top (Aw^{k,j} + b + 1/\rho z^k))_{T_{k,j}}.$$  

(42)

In this case, the iterative formula of our 0/1-BALM is similar to that of Bolte et al. [3, 4], Bot and Nguyen [6] and we will illustrate difference and relationship between 0/1-BALM and other methods in the subsequent (ii) and (iii).

Case II: $Q_{k,j} = \rho A^\top c_{T_{k,j}} A_{T_{k,j}}$ and $g(w) = 0$. It should be noted that this setting is particularly suitable for a quadratic function $f$ with a nonsingular and simple Hessian. Without loss of generality, we consider $f(w) = \|w\|^2/2$. Then, from (41), we can obtain

$$w^{k,j+1} = [(1 + t + \mu)I + \rho A^\top_{T_{k,j}} A_{T_{k,j}}]^{-1}(\mu v^k + tw^{k,j} - \rho A^\top_{T_{k,j}} (b + 1/\rho z^k))_{T_{k,j}}.$$  


Taking \((w^{k,0}; u^{k,0}) = (w^k; u^k)\) into account, 0/1-ADMM proposed by Wang et al. [39] can be seen as a degenerate case of our IALM equipped with 0/1-BALM performing only one iteration in the setting of \(\mu = t = 0\). Although the numerical experiments demonstrate the superior of 0/1-ADMM on computational speed and accuracy for solving SVM, Wang et al. [39] did not give a global convergence analysis. In Theorems 5, 6 and 7, we will show that our IALM equipped with a 0/1-BALM could ensure the global convergence under suitable conditions.

(ii) Our 0/1-BALM has lower computational complexity compared with the PALM proposed by Bolte et al. [3]. Specifically, the PALM adopted \(\alpha < 1/\rho\) to ensure the sufficient descent of \(V_{\rho, \mu}\) with respect to \(w\) and \(u\), while we adopt \(\alpha = 1/\rho\) in each iteration, which will simplify the computation for \(w\)-step. Because the \(Aw^{k,j} + b + z^k/\rho\) term has been computed in the \(u\)-step, then for the \(w\)-step, the computational complexity of our 0/1-BALM is \(O(|T_{k,j}|p)\) \((|T_{k,j}| \leq n)\), while the computational complexity of PALM is \(O(np)\). This will significantly simplify the computation since a small-scale \(T_{k,j}\) could be selected in practice.

(iii) Our IALM equipped with 0/1-BALM degenerates into the PL-ADMM proposed in Bolte et al. [4], Bot and Nguyen [6] under specific conditions and has a weaker assumption on \(A\) compared with the PL-ADMM. Let us recall the framework of PL-ADMM:

\[
\begin{align*}
\theta^{k+1} &\in \text{Prox}_{\alpha \lambda(\cdot), \lambda}([\cdot, \|\cdot\|_0] (Aw^k + b + z^k/\rho)), \\
x^{k+1} &= x^k - \frac{1}{\mu} \nabla f(x^k) + \rho A^T (Aw^k + b - u^{k+1} + z^k/\rho)), \\
y^{k+1} &\in \text{Prox}_{\lambda(\cdot)}(\cdot + z^k/\rho) \\
z^{k+1} &\in \text{Prox}_{\lambda(\cdot)}(\cdot + \rho (Aw^{k+1} + b - u^{k+1})).
\end{align*}
\]

Denote \(T_k := \{i \in [n] : 0 < (Aw^k + b + z^k/\rho)_i \leq \sqrt{2\lambda_\alpha}\}\). Similar to (ii), taking advantage of \(\text{Prox}_{\alpha \lambda(\cdot), \lambda}([\cdot, \|\cdot\|_0]\), the above framework can be simplified as

\[
\begin{align*}
\theta^{k+1} &\in \text{Prox}_{\alpha \lambda(\cdot), \lambda}([\cdot, \|\cdot\|_0] (Aw^k + b + z^k/\rho)), \\
x^{k+1} &= x^k - \frac{1}{\mu} \nabla f(x^k) + \rho A^T (Aw^k + b - u^{k+1} + z^k/\rho)_{T_k}), \\
y^{k+1} &\in \text{Prox}_{\lambda(\cdot)}(\cdot + z^k/\rho) \\
z^{k+1} &\in \text{Prox}_{\lambda(\cdot)}(\cdot + \rho (Aw^{k+1} + b - u^{k+1})).
\end{align*}
\]

It is not hard to see that if we replace the \(w^{k,j}, u^{k,j}\) and \(T_{k,j}\) in (39) and (42) with \(w^k, u^k\) and \(T_k\), then they are similar to (43) and (44) respectively. Moreover, note that for the \(k\)-th iteration of our IALM, we take \((w^{k,0}; u^{k,0}) = (w^k; u^k)\). Therefore, PL-ADMM can be seen as a degenerate case of our IALM equipped with 0/1-BALM which only performs one step when solving subproblems in the setting of \(t = 0\). However, the global convergence of PL-ADMM proposed in Bolte et al. [4], Bot and Nguyen [6] requires that \(A\) is nonsingular and the condition number of \(A^T A\) is less than 2. In the subsequent Theorems 5, 6 and 7, under a weaker assumption that \(A\) is full row rank, our IALM equipped with 0/1-BALM could ensure the global convergence.

To proceed, we give the following basic assumptions.

**Assumption 2.** Matrix \(A\) is full row rank with \(\gamma := \sqrt{\theta_{\min}(AA^T)} > 0\).

**Assumption 3.** The function \(f\) is bounded below.

Next let us show some convergence properties of 0/1-BALM.

**Theorem 4 (Global Convergence of 0/1-BALM).** Suppose that Assumptions 1, 2 and 3 hold, and parameters \(\alpha\), \(\{Q_{k,j}\}_{j \in \mathbb{N}}\) and \(t\) satisfy

\[
\alpha = \frac{1}{\rho}, \quad \sup_{j \in \mathbb{N}} \|Q_{k,j}\| \leq q, \quad t > q + l_g,
\]

where \(q\) is a positive constant. If \(\{(w^{k,j}, u^{k,j})\}_{j \in \mathbb{N}}\) is a sequence generated by 0/1-BALM, then the following assertions are true:
(i) The objective function sequence satisfies the following descent property
\[
V_{\rho,\mu}(w^{k,j}, u^{k,j}, z^k, v^k) - V_{\rho,\mu}(w^{k,j+1}, u^{k,j+1}, z^k, v^k) \geq \frac{\zeta}{2} \|w^{k,j+1} - w^{k,j}\|^2, \forall j \in \mathbb{N},
\]  
where \(\zeta := t - q - l_2 > 0\).

(ii) We have
\[
\lim_{j \to \infty} \|w^{k,j+1} - w^{k,j}\| = 0, \quad \lim_{j \to \infty} \|u^{k,j+1} - u^{k,j}\| = 0.
\]  
\[
\lim_{j \to \infty} \|u^{k,j+1} - u^{k,j}\| = 0.
\]

(iii) The sequence \(\{w^{k,j}, u^{k,j}\}\) is bounded.

(iv) Each accumulation point of sequence \(\{w^{k,j}, u^{k,j}\}\) is a \(P^k\)-stationary point. Moreover, we have
\[
\lim_{j \to \infty} \nabla_w h_k(w^{k,j}, u^{k,j}) = 0.
\]

(v) If \(f\) is a convex function, then the sequence \(\{w^{k,j}, u^{k,j}\}\) converges to a \(P^k\)-stationary point.

**Proof.** (i) It follows from (39) and the definition of proximal operator, we have
\[
\frac{1}{2} \|Aw^{k,j} + b - u^{k,j+1} + z^k/\rho\|^2 + (\lambda/\rho)\|u^{k,j+1}\|_0 \leq \frac{1}{2} \|Aw^{k,j} + b - u^{k,j} + z^k/\rho\|^2 + (\lambda/\rho)\|u^{k,j}\|_0.
\]
Multiplying \(\rho\) and adding \(f(w^{k,j}) + (\mu/2)\|w^{k,j} - v^k\|^2 - (1/2\rho)\|z^k\|^2\) on both side of above inequality, we can obtain
\[
V_{\rho,\mu}(w^{k,j}, u^{k,j}, z^k, v^k) - V_{\rho,\mu}(w^{k,j+1}, u^{k,j+1}, z^k, v^k) \geq 0.
\]  
From the definition of \(V_{\rho,\mu}\) and \(\varphi_{k,j}\), the following equations hold for any \(j \in \mathbb{N}\)
\[
\begin{align*}
V_{\rho,\mu}(w, u^{k,j+1}, z^k, v^k) &= \varphi_{k,j}(w) - D_{\varphi_{k,j}}(w, u^{k,j}) + \lambda\|u^{k,j+1}\|_0 \\
&= \varphi_{k,j}(w) + g(w) - \langle \nabla g(w^{k,j}), w - w^{k,j} \rangle - \frac{1}{2} \|w - w^{k,j}\|_{P_{k,j}}^2 + \lambda\|u^{k,j+1}\|_0 - g(w^{k,j}).
\end{align*}
\]  
This implies that
\[
\begin{align*}
V_{\rho,\mu}(w^{k,j}, u^{k,j+1}, z^k, v^k) - V_{\rho,\mu}(w^{k,j+1}, u^{k,j+1}, z^k, v^k) \\
&= \frac{1}{2} \|w^{k,j+1} - w^{k,j}\|_{P_{k,j}}^2 - \frac{1}{2} \|w - w^{k,j}\|_{P_{k,j}}^2 - \langle \nabla g(w^{k,j}), w^{k,j+1} - w^{k,j}\rangle \\
&= \varphi_{k,j}(w^{k,j}) - \varphi_{k,j}(w^{k,j+1}) \\
&\geq \frac{1}{2} \|w^{k,j+1} - w^{k,j}\|_{P_{k,j}}^2 - \frac{1}{2} \|w - w^{k,j}\|_{P_{k,j}}^2 - \langle \nabla g(w^{k,j}), w^{k,j+1} - w^{k,j}\rangle \\
&\geq \frac{\beta - q - l_2}{2} \|w^{k,j+1} - w^{k,j}\|^2 = \frac{\zeta}{2} \|w^{k,j+1} - w^{k,j}\|^2,
\end{align*}
\]  
where the second inequality follows from Lemma 1 and (45). Then adding (52) and (49) yields that
\[
V_{\rho,\mu}(w^{k,j}, u^{k,j}, z^k, v^k) - V_{\rho,\mu}(w^{k,j+1}, u^{k,j+1}, z^k, v^k) \geq \frac{\zeta}{2} \|w^{k,j+1} - w^{k,j}\|^2.
\]

(ii) By the definition of Lyapunov function, we have
\[
V_{\rho,\mu}(w, u, z^k, v^k) = f(w) + \lambda\|u\|_0 + \langle z^k, Aw + b - u \rangle + \frac{\rho}{2} \|Aw + b - u\|^2 + \frac{\mu}{2} \|w - v^k\|^2 \]
\[
= f(w) + \lambda\|u\|_0 + \frac{\rho}{2} \|Aw + b - u\|^2 + \frac{\rho}{2} \|z^k\|^2 - \frac{1}{\rho} \|z^k\|^2 + \frac{\mu}{2} \|w - v^k\|^2.
\]
Notice that $f(w)$ is bounded below from Assumption 3. Then $\mathcal{V}_{\rho, \mu}(w, u, z^k, v^k)$ is bounded below when $z^k$ and $v^k$ are fixed. Moreover, taking (46) into account, $\{\mathcal{V}_{\rho, \mu}(w^{k,j}, u^{k,j}, z^k, v^k)\}_{j \in \mathbb{N}}$ is a decreasing and bounded below sequence, which means that

$$
\lim_{j \to \infty} \mathcal{V}_{\rho, \mu}(w^{k,j}, u^{k,j}, z^k, v^k) = \hat{\mathcal{V}},
$$

where $\hat{\mathcal{V}}$ is a finite real number. Then taking the limit in (46) as $j \to \infty$, we can obtain

$$
\lim_{j \to \infty} \|w^{k,j+1} - w^{k,j}\| = 0. \tag{53}
$$

We can deduce from (41) that

$$
\rho A^T (w^{k,j+1} - w^{k,j}) = \nabla f(w^{k,j+1}) - \nabla f(w^{k,j}) + (\mu I + \rho A^T A + P_{k,j})(w^{k,j+1} - w^{k,j}) - P_{k,j-1}(w^{k,j} - w^{k,j-1}) - (\nabla g(w^{k,j+1}) - \nabla g(w^{k,j})) + (\nabla g(w^{k,j}) - \nabla g(w^{k,j-1})).
$$

Then we have the following estimation

$$
\rho \|\|w^{k,j+1} - w^{k,j}\| \leq \rho \|A^T (w^{k,j+1} - w^{k,j})\| \leq \|\nabla f(w^{k,j+1}) - \nabla f(w^{k,j})\| + (\mu + \rho \|A\|^2 + \|P_{k,j}\|) \|w^{k,j+1} - w^{k,j}\| + \|P_{k,j-1}\| \|w^{k,j} - w^{k,j-1}\| + \|\nabla g(w^{k,j+1}) - \nabla g(w^{k,j})\| + \|\nabla g(w^{k,j}) - \nabla g(w^{k,j-1})\| \leq (\mu + \rho \|A\|^2 + t + l_g + l_f) \|w^{k,j+1} - w^{k,j}\| + (t + l_g) \|w^{k,j} - w^{k,j-1}\|,
$$

where the first inequality follows from Assumption 2, the last inequality follows from $\|P_{k,j}\| \leq t$, the $l_f$-smoothness of $f$ and the $l_g$-smoothness of $g$. Since (53) holds, taking limit as $j \to \infty$ in (54), we can obtain

$$
\lim_{j \to \infty} \|w^{k,j+1} - w^{k,j}\| = 0.
$$

We arrive at the desire assertion (ii).

(iii) By the decreasing property of $\{\mathcal{V}_{\rho, \mu}(w^{k,j}, u^{k,j}, z^k, v^k)\}_{j \in \mathbb{N}}$, we have

$$
\mathcal{V}_{\rho, \mu}(w^{k,0}, u^{k,0}, z^k, v^k) \geq \mathcal{V}_{\rho, \mu}(w^{k,j}, u^{k,j}, z^k, v^k) = f(w^{k,j}) + \lambda \|u^{k,j}_+\|_0 + \frac{\rho}{2} \|A w^{k,j} + b - u^{k,j} + \frac{1}{\rho} z^k\|^2 - \frac{1}{2\rho} \|z^k\|^2 + \frac{\mu}{2} \|w^{k,j} - v^k\|^2
$$

$$
\geq \inf_{w \in \mathbb{R}^p} f(w) + \lambda \|u^{k,j}_+\|_0 + \frac{\rho}{2} \|A w^{k,j} + b - u^{k,j} + \frac{1}{\rho} z^k\|^2 - \frac{1}{2\rho} \|z^k\|^2 + \frac{\mu}{2} \|w^{k,j} - v^k\|^2,
$$

where the last inequality follows from the lower boundedness of $f$. We can further obtain

$$
\mathcal{V}_{\rho, \mu}(w^{k,0}, u^{k,0}, z^k, v^k) - \inf_{w \in \mathbb{R}^p} f(w) + \frac{1}{2\rho} \|z^k\|^2
$$

$$
\geq \lambda \|u^{k,j}_+\|_0 + \frac{\rho}{2} \|A w^{k,j} + b - u^{k,j} - \frac{1}{\rho} z^k\|^2 + \frac{\mu}{2} \|w^{k,j} - v^k\|^2.
$$

This implies that $\{w^{k,j} - v^k\}_{j \in \mathbb{N}}$ and $\{A w^{k,j} + b - u^{k,j} - z^k/\rho\}_{j \in \mathbb{N}}$ is bounded. Then it follows from $\|w^{k,j}\| \leq \|w^k\| + \|w^{k,j} - v^k\|$ and $\|u^{k,j}\| \leq \|A w^{k,j} + b - u^{k,j} - z^k/\rho\| + \|A\|\|w^{k,j}\| + \|b\| + \|z^k\|/\rho$ that $\{w^{k,j}\}_{j \in \mathbb{N}}$ and $\{u^{k,j}\}_{j \in \mathbb{N}}$ is bounded. We complete the proof of assertion (iii).

(iv) The assertion (iii) implies that $\{(w^{k,j}; u^{k,j})\}_{j \in \mathbb{N}}$ has an accumulation point. Suppose $\{\hat{w}, \hat{u}\}$ is an accumulation point of the sequence $\{(w^{k,j}; u^{k,j})\}_{j \in \mathbb{N}}$, which means that there exists an infinite set $J \subseteq \mathbb{N}$ such that

$$
\lim_{j \to \infty} w^{k,j} = \hat{w}, \quad \lim_{j \to \infty} u^{k,j} = \hat{u}.
$$
Then from (47), we have
\[
\lim_{j \to \infty} u^{k,j+1} = \lim_{j \to \infty} (u^{k,j+1} - u^{k,j} + u^{k,j}) = \tilde{u},
\]
so
\[
\lim_{j \to \infty} (u^{k,j} - \alpha \nabla u h_k(u^{k,j},u^{k,j})) = \tilde{u} - \alpha \nabla u h_k(\tilde{w},\tilde{u}).
\]

Furthermore, taking (37) into account, the proximal behavior (see e.g. Rockafellar and Wets [33, Theorem 1.25]) implies that
\[
\tilde{u} \in \text{Prox}_{\alpha \| \cdot \|_2} (\tilde{u} - \alpha \nabla u h_k(\tilde{w},\tilde{u})). \tag{56}
\]

From (41), we can obtain
\[
\nabla f(w^{k,j}) + \mu (w^{k,j} - v^k) + A^T(z^k + \rho (Aw^{k,j} + b - u^{k,j})) + \nabla f(w^{k,j+1}) - \nabla f(w^{k,j}) + (\mu I + \rho A^T A + P_{k,j}) (w^{k,j+1} - w^{k,j}) - (\nabla g(w^{k,j+1}) - \nabla g(w^{k,j})) - \rho A^T (u^{k,j+1} - u^{k,j}) = 0.
\]

Taking limit as \(j \to \infty\) for \(j \in J\) in above equality, it follows from (47), and the Lipschitz continuity of \(f\) and \(g\) that
\[
\nabla f(\tilde{w}) + \mu (\tilde{w} - v^k) + A^T(z^k + \rho (A\tilde{w} + b - \tilde{u})) = 0.
\]

Taking \(\tilde{z} = -\nabla u h_k(\tilde{w},\tilde{u}) = z^k + \rho (A\tilde{w} + b - \tilde{u})\), then the above equality and (56) can be rewritten as
\[
\nabla f(\tilde{w}) + \mu (\tilde{w} - v^k) + A^T \tilde{z} = 0, \tag{57}
\]
\[
\tilde{u} \in \text{Prox}_{\alpha \| \cdot \|_2} (\tilde{u} + \alpha \tilde{z}),
\]
which means that \((\tilde{w}; \tilde{u})\) is a \(P^k\)-stationary point.

Denote \(\Theta\) as the set including all the accumulation points of sequence \(\{ (w^{k,j}; u^{k,j}) \}_{j \in \mathbb{N}}\). It follows from Bolte et al. [3, Lemma 5 (ii)] that
\[
\lim_{j \to \infty} \text{dist}((w^{k,j}; u^{k,j}); \Theta) = 0. \tag{58}
\]

Taking \(\forall (\tilde{w}; \tilde{u}) \in \Theta\), then \((\tilde{w}; \tilde{u})\) is a \(P^k\)-stationary point and we can calculate
\[
\nabla u h_k(\tilde{w},\tilde{u}) = \nabla f(\tilde{w}) + \mu (\tilde{w} - v^k) + \rho A^T (A\tilde{w} + b - \tilde{u} + 1/p) z^k
\]
\[
= \nabla f(\tilde{w}) + \mu (\tilde{w} - v^k) + A^T \tilde{z} = 0. \tag{59}
\]

We have the following estimation
\[
\| \nabla u h_k(w^{k,j},u^{k,j}) \| = \| \nabla u h_k(w^{k,j},u^{k,j}) - \nabla u h_k(\tilde{w},\tilde{u}) \| \leq l_h \| (w^{k,j} - \tilde{w}; u^{k,j} - \tilde{u}) \|, \tag{60}
\]
where the last equality follows from Property 4 (ii). Taking limit inferior for all \((\tilde{w}; \tilde{u}) \in \Theta\) in right side (60), we can obtain
\[
\| \nabla u h_k(w^{k,j},u^{k,j}) \| \leq l_h \text{dist}((w^{k,j}; u^{k,j}); \Theta).
\]

Note that (58) holds. Taking limit as \(j \to \infty\) in above inequality, we can obtain the desired inclusion.

(v) Let us first prove that there are only finite \(P^k\)-stationary points for (31). Suppose that \((\tilde{w}; \tilde{u})\) is a \(P^k\)-stationary point with constant \(\alpha > 0\) and \(\tilde{z}\) is the corresponding \(P^k\)-stationary multiplier, from (35), \((\tilde{w}; \tilde{u}; \tilde{z})\) satisfies
\[
\begin{cases}
\nabla u h_k(\tilde{w},\tilde{u}) = 0, \\
\tilde{u} \in \text{Prox}_{\alpha \| \cdot \|_2} (\tilde{u} + \alpha \tilde{z}), \\
\tilde{z} = -\nabla u h_k(\tilde{w},\tilde{u}).
\end{cases} \tag{61}
\]
Moreover, given the vectors \( \hat{u} \) and \( \tilde{z} \) satisfying the second formula of (61), taking the same procedure as Property 3, we know that (15) holds. Denote \( \hat{S}_- := \{ i \in [n] : \hat{u}_i \leq 0 \} \). Let us consider the following convex programming
\[
\min_{w \in \mathbb{R}^p, u \in \mathbb{R}^n} h_k(w, u) \\
\text{s.t.} \quad u_{\hat{S}_-} \leq 0.
\] (62)

Since \( f \) is convex, Property 4 (iii) implies that \( h_k(w, u) \) is a strongly convex function. Moreover, the constraints are linear inequalities. Therefore, (62) has the unique global minimizer. The KKT condition of (62) can be represented as
\[
\begin{cases}
\nabla_w h_k(w, u) = 0, & [\nabla_u h_k(w, u)]_{\hat{S}_-} = 0, \\
z_{\hat{S}_-} \geq 0, & u_{\hat{S}_-} \leq 0, \\
z_{\hat{S}_-} = -[\nabla_u h_k(w, u)]_{\hat{S}_-},
\end{cases}
\]
(63)

where \( z_{\hat{S}_-} \in \mathbb{R}^{\hat{S}_-} \) is the Lagrange multiplier. From (15) and (61), we know that \( (\hat{w}; \hat{u}) \) satisfies (63). Then by the property of convex programming, we can conclude that \( (\hat{w}; \hat{u}) \) is the unique global minimizer of (62). Notice that there are only a finite number of \( \hat{S}_- \) (no more than \( 2^n \)). Therefore, the number of \( P^k \)-stationary points for (31) is finite. Because we have proved that each accumulation point of \( \{(w^{k,j}, u^{k,j})\}_{j \in \mathbb{N}} \) is a \( P^k \)-stationary point, the number of accumulation points is finite and hence each accumulation point of \( \{(w^{k,j}, u^{k,j})\}_{j \in \mathbb{N}} \) is isolated. Considering that (47) holds, it follows from Kanzow and Qi [22, Proposition 7] that the whole sequence \( \{(w^j, u^j)\}_{j \in \mathbb{N}} \) must converge to a \( P^k \)-stationary point \( (\hat{w}; \hat{u}) \). \( \square \)

Next we will show that the 0/1-BALM satisfies the stopping criteria (32) within finite iterations. Thus our IALM is well defined.

**Theorem 5.** Suppose that Assumptions 1, 2 and 3 hold, and parameters \( \alpha \), \( \{Q_{k,j}\}_{j \in \mathbb{N}} \) and \( t \) satisfy (45). If \( \{(w^{k,j}, u^{k,j})\}_{j \in \mathbb{N}} \) is a sequence generated by 0/1-BALM, then there exists \( \tilde{j} \in \mathbb{N} \) such that \( (w^{k+1}, u^{k+1}) = (w^{k,\tilde{j}+1}, u^{k,\tilde{j}+1}) \) satisfies the stopping criteria (32).

**Proof.** Note that (46) holds true. Therefore, for any \( j \in \mathbb{N} \), taking \( (w^{k+1}, u^{k+1}) = (w^{k,j+1}, u^{k,j+1}) \) leads to the stopping criteria (32a). By (37), we have the following estimation for all \( j \in \mathbb{N} \)
\[
\text{dist}(u^{k,j}, \text{Prox}_{\alpha \|\cdot\|_0}(u^{k,j} - \alpha \nabla_w h_k(w^{k,j}, u^{k,j}))) \leq \|u^{k,j} - u^{k,j+1}\|.
\]

Note that (47) holds true. Taking limit as \( j \to \infty \) in above inequality leads to
\[
\lim_{j \to \infty} \text{dist}(u^{k,j}, \text{Prox}_{\alpha \|\cdot\|_0}(u^{k,j} - \alpha \nabla_w h_k(w^{k,j}, u^{k,j}))) = 0.
\]

This and (48) yield that for any \( \epsilon_k > 0 \), there exists \( \tilde{j} \in \mathbb{N} \) such that the following inequality holds
\[
\max\{\|\nabla_w h_k(w^{k,\tilde{j}+1}, u^{k,\tilde{j}+1})\|, \text{dist}(u^{k,j}, \text{Prox}_{\alpha \|\cdot\|_0}(u^{k,j} - \alpha \nabla_w h_k(w^{k,j}, u^{k,j}))) \} \leq \epsilon_k.
\]

Overall, we obtain the desired conclusion. \( \square \)

At the end of this section, let us discuss the choice of parameter \( t \) for the two special cases in Remark 1.

**Remark 2.** For some special cases, we could give a more intuitive and larger range of \( t \) compared with the setting (45) in Theorems 4 and 5. Actually, it suffices to choose parameter \( t \) satisfying the sufficient descent result in Theorem 4 (i).
For the case of \( Q_{k,j} = \rho A^\top A \) and \( g(w) = f(w) \), we can choose \( t > (l_f + \rho \|A\|^2 - \mu)/2 \). Note that in this setting, \( \varphi_{k,j} \) is a quadratic function. Then we have the following estimation by the Taylor expansion,
\[
\varphi_{k,j}(w^{k,j}) - \varphi_{k,j}(w^{k,j+1}) = \langle \nabla \varphi_{k,j}(w^{k,j+1}), w^{k,j} - w^{k,j+1} \rangle + \frac{t + \mu}{2} \| w^{k,j+1} - w^{k,j} \|^2
\]
\[
= \frac{t + \mu}{2} \| w^{k,j+1} - w^{k,j} \|^2.
\]
This and (51) imply that
\[
V_{\rho,\mu}(w^{k,j+1}, u^{k,j+1}, z^k, v^k) - V_{\rho,\mu}(w^{k,j+1}, u^{k,j+1}, z^k, v^k)
\]
\[
= \frac{1}{2} \| w^{k,j+1} - w^{k,j} \|^2 (t - \rho A^\top A - (f(w^{k,j+1}) - f(w^{k,j})) + \frac{t + \mu}{2} \| w^{k,j+1} - w^{k,j} \|^2
\]
\[
\geq \frac{2t + \mu - l_f - \rho \|A\|^2}{2} \| w^{k,j+1} - w^{k,j} \|^2,
\]
where \( (2t + \mu - l_f - \rho \|A\|^2)/2 > 0 \) and hence Theorem 4 (i) holds.

For the case of \( Q_{k,j} = \rho A_k^\top A_k \), \( g(w) = 0 \) and \( f(w) = \|w\|^2/2 \), we can choose \( t > (\rho \|A\|^2 - \mu - 1)/2 \). In this setting, \( \phi_{k,j} \) is a quadratic function and its Taylor expansion can be represented as
\[
\varphi_{k,j}(w^{k,j}) - \varphi_{k,j}(w^{k,j+1}) = \langle \nabla \varphi_{k,j}(w^{k,j+1}), w^{k,j} - w^{k,j+1} \rangle + \frac{1}{2} \| w^{k,j+1} - w^{k,j} \|^2 (t + \mu + 1) t + \rho A_k^\top A_k
\]
\[
= \frac{1}{2} \| w^{k,j+1} - w^{k,j} \|^2 (t + \mu + 1) t + \rho A_k^\top A_k.
\]
This together with (51) imply that
\[
V_{\rho,\mu}(w^{k,j}, u^{k,j+1}, z^k, v^k) - V_{\rho,\mu}(w^{k,j+1}, u^{k,j+1}, z^k, v^k)
\]
\[
= \frac{1}{2} \| w^{k,j+1} - w^{k,j} \|^2 (t - \rho A_k^\top A_k + 1) t + \rho A_k^\top A_k + \frac{1}{2} \| w^{k,j+1} - w^{k,j} \|^2 (t + \mu + 1) t + \rho A_k^\top A_k
\]
\[
\geq \frac{2t + \mu + 1 - \rho \|A\|^2}{2} \| w^{k,j+1} - w^{k,j} \|^2,
\]
where \( (2t + \mu + 1 - \rho \|A\|^2)/2 > 0 \) and hence Theorem 4 (i) holds.

6. Convergence Analysis of IALM. In this section, we will establish the global convergence of IALM. Before this, let us present the setting of parameters and give a basic assumption.

Given parameter \( \mu > 0 \), the setting of parameters \( \alpha, \beta \) and \( \eta \) are as follows:
\[
\rho > \max \left\{ \frac{16(c_1^2 + c_2^2)}{\mu}, \frac{6l_f}{\gamma^2} \right\}, \quad \alpha = 1, \quad \beta := \frac{8c_2^2}{\rho}, \quad \eta > \frac{4}{\rho \gamma^2},
\]
\[
\text{where } c_1 := (\mu + l_f)/\gamma, c_2 := \mu/\gamma.
\]
Moreover, the sequence \( \{\epsilon_k\}_{k \in \mathbb{N}} \) satisfies
\[
\epsilon_{k+1}/\epsilon_k \leq \sqrt{(\rho \gamma^2 \eta - 4)/(\rho \gamma^2 \eta + 4)}.
\]
For convenience, we denote \( V_k := V_{\rho,\beta}(w^k, u^k, z^k, v^{k-1}) \) for all \( k \in \mathbb{N}^+ \). Note that we adopt the penalty parameter \( \beta \) here instead of the \( \mu \) in Algorithm 1. Moreover, we take the Lyapunov variable \( v^{k-1} \). Let us give the sufficient decrease property of sequence \( \{V_k + \eta \epsilon_k^2\}_{k \in \mathbb{N}^+} \).

Lemma 4 (Descent Property). Suppose that Assumptions 1, 2 and 3 hold, and parameters are chosen as (64) and (65). Let \( \{(w^k, u^k, z^k, v^k)\}_{k \in \mathbb{N}} \) be a sequence generated by algorithm IALM satisfying stopping criteria (32). Then we have
\[
(V_k + \eta \epsilon_k^2) - (V_{k+1} + \eta \epsilon_{k+1}^2) \geq \tau \| w^{k+1} - w^k \|^2,
\]
where \( \tau := \mu/4 \).
Proof. From (33), (34) and \( v^k = w^k \), we have
\[
\nabla_w h_k(w^{k+1}, u^{k+1}) - \nabla_w h_k(w^k, u^k) = \nabla f(w^{k+1}) - \nabla f(w^k) + \mu(w^{k+1} - w^k) - \mu(w^k - w^{k-1}) + A^\top (z^{k+1} - z^k).
\]
From above equality, (32b) and Assumption 2, we can deduce
\[
\gamma \| z^{k+1} - z^k \| \leq \| A^\top (z^{k+1} - z^k) \| \\
\leq (\mu + l_f) \| w^{k+1} - w^k \| + \mu \| w^k - w^{k-1} \| + \| \nabla_w h_k(w^k, u^k) \| + \| \nabla_w h_k(w^{k+1}, u^{k+1}) \|
\]
which directly leads to
\[
\| z^{k+1} - z^k \| \leq c_1 \| w^{k+1} - w^k \| + c_2 \| w^k - w^{k-1} \| + \epsilon_{k-1}/\gamma + \epsilon_k/\gamma.
\] (67)
Furthermore, using the fact \((\sum_{i=1}^4 t_i)^2 \leq 4 \sum_{i=1}^4 t_i^2\), we can estimate from (67) that
\[
\| z^{k+1} - z^k \|^2 \leq 4c_1^2 \| w^{k+1} - w^k \|^2 + 4c_2^2 \| w^k - w^{k-1} \|^2 + \frac{4}{\gamma^2} \epsilon_{k-1}^2 + \frac{4}{\gamma^2} \epsilon_k^2.
\] (68)
From (6), \( v^{k-1} = w^{k-1} \) and \( v^k = w^k \), (32a) yields that
\[
\mathcal{L}_\rho(w^k, u^k, z^k) - \mathcal{L}_\rho(w^{k+1}, u^{k+1}, z^k) \geq \frac{\mu}{2} \| w^{k+1} - w^k \|^2.
\] (69)
Then we have the following estimation
\[
\mathcal{L}_\rho(w^k, u^k, z^k) - \mathcal{L}_\rho(w^{k+1}, u^{k+1}, z^{k+1}) \\
= \mathcal{L}_\rho(w^k, u^k, z^k) - \mathcal{L}_\rho(w^{k+1}, u^{k+1}, z^k) + \mathcal{L}_\rho(w^{k+1}, u^{k+1}, z^k) - \mathcal{L}_\rho(w^{k+1}, u^{k+1}, z^{k+1})
\geq \frac{\mu}{2} \| w^{k+1} - w^k \|^2 + \beta (\| w^k - w^{k-1} \|^2 - \| w^{k+1} - w^k \|^2) + \eta \| z^{k+1} - z^k \|^2
\geq \frac{\mu}{2} \| w^{k+1} - w^k \|^2 - \frac{1}{\rho} \| z^{k+1} - z^k \|^2 + \frac{4}{\rho^2} \| w^{k+1} - w^k \|^2 - \frac{4}{\rho^2} \| w^k - w^{k-1} \|^2 + \frac{4}{\rho^2} \| w^k - w^{k-1} \|^2
\geq \frac{\mu}{2} \| w^{k+1} - w^k \|^2 - \frac{4c_1^2}{\rho} \| w^{k+1} - w^k \|^2 - \frac{4c_2^2}{\rho} \| w^k - w^{k-1} \|^2 - \frac{4}{\rho^2} \| z^{k+1} - z^k \|^2
\] (60)
From (6) and \( v^k = w^k \), we can obtain
\[
\mathcal{V}_k + \eta \epsilon^2_{k-1} - (\mathcal{V}_{k+1} + \eta \epsilon^2_k)
\geq \mathcal{L}_\rho(w^k, u^k, z^k) - \mathcal{L}_\rho(w^{k+1}, u^{k+1}, z^{k+1}) + \beta (\| w^k - w^{k-1} \|^2 - \| w^{k+1} - w^k \|^2) + \eta \epsilon^2_{k-1} - \eta \epsilon^2_k
\geq \frac{\mu}{2} \| w^{k+1} - w^k \|^2 + (\beta - \frac{4c_1^2}{\rho}) \| w^k - w^{k-1} \|^2 + \left[\beta - \frac{4c_2^2}{\rho}\right] \| w^k - w^{k-1} \|^2 + \left[\beta - \frac{4c_2^2}{\rho}\right] \| w^k - w^{k-1} \|^2
\] (64)
which means that the descent property of sequence \{\mathcal{V}_k + \eta \epsilon^2_{k-1}\}_{k \in \mathbb{N}^+} holds.

To ensure the boundedness of the sequence, we need the following assumption.

**Assumption 4.** The function \( f \) is coercive.

Actually, for the smooth function \( f \), Assumption 4 is stronger than Assumption 3. The next lemma shows that the sequence generated by IALM is bounded.

**Lemma 5 (Sequence Boundedness).** Suppose that Assumptions 1, 2 and 4 hold, and parameters are selected satisfied (64) and (65). Let \{(w^k; u^k; z^k; v^k)\}_{k \in \mathbb{N}} be a sequence generated by IALM satisfying stopping criteria (32). Then \{(w^k; u^k; z^k; v^k)\}_{k \in \mathbb{N}} is bounded.
Proof. From (32b), (33), \(v^k = w^k\) and Assumption 2, we can estimate an upper bound for \(\{z^k\}_{k \in \mathbb{N}}\)
\[
\gamma \|z^{k+1}\| \leq \|A^T z^{k+1}\| \leq \|\nabla f(w^{k+1})\| + \mu \|w^{k+1} - u^k\| + \epsilon_k,
\]
which means that
\[
\|z^{k+1}\| \leq \frac{1}{\gamma} \|\nabla f(w^{k+1})\| + \frac{\mu}{\gamma} \|w^{k+1} - u^k\| + \frac{\epsilon_k}{\gamma}.
\] (71)
Then using the fact \((\sum_{i=1}^{3} t_i)^2 \leq 3 \sum_{i=1}^{2} t_i^2\) for real number \(t_i, i = 1, 2, 3\), we can obtain
\[
\|z^{k+1}\|^2 \leq \frac{3}{\gamma^2} \|\nabla f(w^{k+1})\|^2 + \frac{3\mu^2}{\gamma^2} \|w^{k+1} - u^k\|^2 + \frac{3\epsilon_k^2}{\gamma^2}.
\] (72)
Since \(f\) is \(l_f\)-smooth, we can give the following estimation by Lemma 1
\[
f(w^{k+1}) - \frac{1}{l_f} \|\nabla f(w^{k+1})\|^2 \leq f(w^{k+1}) + \langle \nabla f(w^{k+1}), w^{k+1} - \frac{1}{l_f} \nabla f(w^{k+1}) \rangle + \frac{1}{2} \|w^{k+1} - u^k + \frac{1}{\rho} z^{k+1}\|^2.
\]
(73)
Noting that \(f\) is smooth and coercive, we know that \(f\) is bounded below. Considering the conclusion of Lemma 4, we have the following inequalities for any \(k \in \mathbb{N}^+\),
\[
\begin{align*}
\mathcal{V}_1 + \eta \epsilon_0^2 & \geq \langle \mathcal{V}_{k+1} + \eta \epsilon_{k-1}^2 \rangle + \langle \mathcal{V}_{k+1} + \eta \epsilon_k^2 \rangle \geq \mathcal{V}_{k+1} + \eta \epsilon_k^2 + \tau \|w^{k+1} - u^k\|^2 \\
& = f(w^{k+1}) + \lambda \|u^k_{+1}\|_0 + \frac{\rho}{2} \|Aw^{k+1} + b - u^k + \frac{1}{\rho} z^{k+1}\|^2 \\
& + \left(\frac{\lambda}{\rho} + \frac{\beta}{2}\right) \|w^{k+1} - u^k\|^2 + \eta \epsilon_k^2 - \frac{1}{2\rho} \|z^{k+1}\|^2 \\
& \geq \lambda \|u^k_{+1}\|_0 + \frac{\rho}{2} \|Aw^{k+1} + b - u^k + \frac{1}{\rho} z^{k+1}\|^2 + \frac{1}{2} f(w^{k+1}) \\
& + \frac{1}{2} f(w^{k+1}) - \frac{3}{2\rho \gamma^2} \|\nabla f(w^{k+1})\|^2 + \left(\frac{\lambda}{\rho} + \frac{\beta}{2} - \frac{3\mu^2}{2\rho \gamma^2}\right) \|w^{k+1} - u^k\|^2 + \left(\frac{\lambda}{\rho} - \frac{3}{2\rho \gamma^2}\right) \epsilon_k^2 \\
& = \lambda \|u^k_{+1}\|_0 + \frac{\rho}{2} \|Aw^{k+1} + b - u^k + \frac{1}{\rho} z^{k+1}\|^2 + \frac{1}{2} f(w^{k+1}) + \left(\frac{1}{4l_f} - \frac{3}{2\rho \gamma^2}\right) \|\nabla f(w^{k+1})\|^2 \\
& + \frac{1}{2} f(w^{k+1}) - \frac{1}{4l_f} \|\nabla f(w^{k+1})\|^2 + \left(\frac{\lambda}{\rho} + \frac{\beta}{2} - \frac{3\mu^2}{2\rho \gamma^2}\right) \|w^{k+1} - u^k\|^2 + \left(\frac{\lambda}{\rho} - \frac{3}{2\rho \gamma^2}\right) \epsilon_k^2 \\
& \geq \lambda \|u^k_{+1}\|_0 + \frac{\rho}{2} \|Aw^{k+1} + b - u^k + \frac{1}{\rho} z^{k+1}\|^2 + \frac{1}{2} f(w^{k+1}) + \frac{1}{2} f(w^{k+1}) - \frac{1}{l_f} \|\nabla f(w^{k+1})\|^2 \\
& + \left(\frac{1}{4l_f} - \frac{3}{2\rho \gamma^2}\right) \|\nabla f(w^{k+1})\|^2 + \left(\frac{\lambda}{\rho} + \frac{\beta}{2} - \frac{3\mu^2}{2\rho \gamma^2}\right) \|w^{k+1} - u^k\|^2 + \left(\frac{\lambda}{\rho} - \frac{3}{2\rho \gamma^2}\right) \epsilon_k^2 \\
& \geq \lambda \|u^k_{+1}\|_0 + \frac{\rho}{2} \|Aw^{k+1} + b - u^k + \frac{1}{\rho} z^{k+1}\|^2 + \frac{1}{2} f(w^{k+1}) + \frac{1}{2} f(w^{k+1}) + \frac{1}{2} \inf_{w \in \mathbb{R}^p} f(w) \\
& + \left(\frac{\lambda}{\rho} - \frac{3\mu^2}{2\rho \gamma^2}\right) \|w^{k+1} - u^k\|^2 + \left(\frac{1}{4l_f} - \frac{3}{2\rho \gamma^2}\right) \|\nabla f(w^{k+1})\|^2.
\end{align*}
\] (74)
Then we have
\[
\begin{align*}
\mathcal{V}_1 + \eta \epsilon_0^2 & - \frac{1}{2} \inf_{w \in \mathbb{R}^p} f(w) \\
& \geq \lambda \|u^k_{+1}\|_0 + \frac{\rho}{2} \|Aw^{k+1} + b - u^k + \frac{1}{\rho} z^{k+1}\|^2 + \left(\frac{\lambda}{\rho} + \frac{\beta}{2} - \frac{3\mu^2}{2\rho \gamma^2}\right) \|w^{k+1} - u^k\|^2 + \frac{1}{2} f(w^{k+1}) \\
& + \left(\frac{1}{4l_f} - \frac{3}{2\rho \gamma^2}\right) \|\nabla f(w^{k+1})\|^2.
\end{align*}
\] (75)
From (64), we can justify
\[ \eta - \frac{3}{2\rho^2} > 0, \quad \tau + \frac{\beta}{2} - \frac{3\mu^2}{2\rho^2} > 0, \quad \frac{1}{4f} - \frac{3}{2\rho^2} > 0. \]

By the coercivity of \( f \) and (75), we know that \( \{v_k\}_{k \in \mathbb{N}} \) is bounded. Since \( v^k = w^k \), we know that \( \{v_k\}_{k \in \mathbb{N}} \) is bounded. It follows from (71) and \( \varepsilon_k < \varepsilon_0 \) that
\[ \|z^{k+1}\| \leq \frac{1}{\gamma} \|\nabla f(w^{k+1})\| + \frac{\mu}{\gamma}(\|w^{k+1}\| + \|w^k\|) + \frac{\varepsilon_0}{\gamma}. \]  

(76)

Since \( \{w_k\}_{k \in \mathbb{N}} \) is bounded and \( f \) is continuously differentiable, \( \{\|\nabla f(w^{k+1})\|\}_{k \in \mathbb{N}} \) is bounded and hence \( \{z^k\}_{k \in \mathbb{N}} \) is bounded. From (33), we have
\[ \|w^{k+1}\| \leq \|A\|\|w^{k+1}\| + \|b\| + \frac{1}{\rho}(\|z^{k+1}\| + \|z^k\|). \]

This implies that \( \{w^k\}_{k \in \mathbb{N}} \) is bounded. Overall, the sequence \( \{(w^k, u^k, z^k, v^k)\}_{k \in \mathbb{N}} \) generated by IALM is bounded.

The following lemma can be immediately deduced from Lemmas 4 and 5.

**Lemma 6.** Under the premises of Lemma 4, we have
\[ \lim_{k \to \infty} \|w^{k+1} - w^k\| = 0, \quad \lim_{k \to \infty} \|u^{k+1} - u^k\| = 0, \quad \lim_{k \to \infty} \|z^{k+1} - z^k\| = 0, \quad \lim_{k \to \infty} \|v^{k+1} - v^k\| = 0. \]  

(77)

**Proof.** The Lemma 4 indicates that \( \{V_k + \eta \varepsilon_{k-1}^2\}_{k \in \mathbb{N}^+} \) is a decreasing sequence. According to the definition of Lyapunov function, we have
\[ V_k + \eta \varepsilon_{k-1}^2 = f(w^k) + \lambda \|u^k\|_0 + \frac{\rho}{2} \|A w^k + b - u^k + \frac{1}{\rho} z^k\|^2 + \frac{\beta}{2} \|w^k - v^{k-1}\|^2 + \eta \varepsilon_{k-1}^2 - \frac{1}{2\rho} \|z^k\|^2. \]

Notice that \( f \) is bounded below and \( \{z^k\}_{k \in \mathbb{N}} \) is bounded. We can conclude that \( \{V_k + \eta \varepsilon_{k-1}^2\}_{k \in \mathbb{N}^+} \) is bounded below. Then \( \{V_k + \eta \varepsilon_{k-1}^2\}_{k \in \mathbb{N}^+} \) is a decreasing and bounded sequence. Hence, it converges to a finite limit, say \( V_* \),
\[ \lim_{k \to \infty} V_k + \eta \varepsilon_{k-1}^2 = V_* \]

Taking limit on both sides of (66) implies
\[ \lim_{k \to \infty} \|w^{k+1} - w^k\| = 0. \]

Then \( \lim_{k \to \infty} \|v^{k+1} - v^k\| = \lim_{k \to \infty} \|w^{k+1} - w^k\| = 0. \) Moreover, taking limit as \( k \to \infty \) in (67), we have \( \lim_{k \to \infty} \|z^{k+1} - z^k\| = 0. \) From (33), we have
\[ u^{k+1} - u^k = \frac{1}{\rho}(z^k - z^{k-1}) - \frac{1}{\rho}(z^{k+1} - z^k) + A(w^{k+1} - w^k), \]
which means that
\[ \|u^{k+1} - u^k\| \leq \frac{1}{\rho} \|z^k - z^{k-1}\| + \frac{1}{\rho} \|z^{k+1} - z^k\| + \|A\|\|w^{k+1} - w^k\|. \]  

(78)

Then passing to limit as \( k \to \infty \) in (78) verifies that \( \lim_{k \to \infty} \|u^{k+1} - u^k\| = 0 \) and we complete the proof.

Now we are ready to show our first convergence result.
According to the proximal behavior in Rockafellar and Wets [33, Theorem 1.25], we know that (32b), (34) and (33), we can obtain
\[
\text{Then } v^* = w^* \text{ and } (w^*; u^*; z^*) \text{ is a P-stationary triplet of (2)}.
\]

Proof. The sequence \(\{(w^k; u^k; z^k)\}_{k \in \mathbb{N}}\) is bounded and therefore there exists a subsequence \(\{(w^k; u^k; z^k)\}_{k \in \mathcal{K}}\) converges to \((w^*; u^*; z^*)\). Moreover, \(\lim_{k \to \infty, k \in \mathcal{K}} v^k = \lim_{k \to \infty, k \in \mathcal{K}} w^k = w^*\). From (32b), (34) and (33), we can obtain
\[
\text{dist}(u^k, \text{Prox}_{\alpha \lambda ||(\cdot) + \|\cdot\|_0}(u^k + \alpha z^k)) \leq \epsilon_k.
\]

(79)

According to the proximal behavior in Rockafellar and Wets [33, Theorem 1.25], we know that \(\text{Prox}_{\alpha \lambda ||(\cdot) + \|\cdot\|_0}(u^k + \alpha z^k)\) is a nonempty compact set. Then taking (32b) into account, there exists a point \(w^k \in \text{Prox}_{\alpha \lambda ||(\cdot) + \|\cdot\|_0}(u^k + \alpha z^k)\) such that
\[
\|u^k - w^k\| \leq \epsilon_{k-1}, \quad \forall k = 1, 2, \cdots.
\]

Since \(\lim_{k \to \infty} \epsilon_k = 0\), we have \(\lim_{k \to \infty} u^k - w^k = 0\), which implies that
\[
\lim_{k \in \mathcal{K}, k \to \infty} w^k = \lim_{k \in \mathcal{K}, k \to \infty} u^k - (u^k - w^k) = u^*.
\]

It follows from the proximal behavior (see Rockafellar and Wets [33, Theorem 1.25]) that
\[
u^* \in \text{Prox}_{\alpha \lambda ||(\cdot) + \|\cdot\|_0}(u^* + \alpha z^*).
\]

(80)

From (32b) and (33), we have
\[
\|\nabla f(w^k) + \mu(u^k - v^{k-1}) + A^T z^k\| = \|\nabla_w h_{k-1}(w^k, u^k)\| \leq \epsilon_{k-1},
\]

(81)

\[
z^k - z^{k-1} = \rho(Aw^k + b - u^k).
\]

(82)

Notice that \(v^{k-1} = w^{k-1}\) and (77) holds. Taking \(k \in \mathcal{K}, k \to \infty\) on both side of (81) and (82), we have
\[
\nabla f(w^*) + A^T z^* = 0, \quad Aw^* + b = u^*.
\]

Combining with (80), we can conclude that \((w^*, u^*, z^*)\) is a P-stationary triplet of (2). \(\square\)

Remark. 3. It is noteworthy that the optimality conditions of (2) and (7) are established by proximal-type stationary points and the stopping criteria (32b) is defined based on a proximal operator. From the proof of Theorem 4 (iv) and Theorem 6, we can see that the proximal behavior is essential to the subsequence convergence.

We establish the whole sequence convergence under the following assumption, which is stronger than Assumption 4.

Assumption 5. \(f\) is strongly convex.

Theorem 7 (Whole Sequence Convergence). Suppose that Assumptions 1, 2 and 5 hold, and parameters are chosen as (64) and (65). If \(\{(w^k; u^k; z^k; v^k)\}_{k \in \mathbb{N}}\) is a sequence generated by IALM satisfying stopping criteria (32), then \(\lim_{k \to \infty} (w^k; u^k; z^k; v^k) = (w^*; u^*; z^*; w^*), (w^*; u^*; z^*)\) is a P-stationary triplet of (2) and \((w^*; u^*)\) is a local minimizer of (2).

Proof. Let us first prove that the number of P-stationary triplet of (2) is finite. Suppose that \((w^*, u^*, z^*)\) is a P-stationary triplet of (2), then it satisfies (27). Since the given \(u^*\) and \(z^*\) satisfy the second formula in (27), similar to the analysis in Property 3, we can deduce that \(u^*\) and \(z^*\) satisfy
\[
\begin{align*}
\left\{\begin{array}{l}
z^*_i = 0, \quad u^*_i \in (-\infty, 0] \cup [\sqrt{2\lambda/\alpha}, \infty), \quad \forall i \in [n], \\
u^*_i = 0, \quad z^*_i \in [0, \sqrt{2\lambda/\alpha}].
\end{array}\right.
\end{align*}
\]

(83)
Denote $S^+_* := \{ i \in [n] : (Aw^* + b)_i \leq 0 \}$. Let us consider the following convex programming:

$$\min_{w \in \mathbb{R}^p} f(w) \quad \text{s.t.} \quad (Aw + b)_{S^-_*} \leq 0. \quad (84)$$

Note that the objective function $f(w)$ is strongly convex and the constraints are linear inequalities. Therefore, (84) has unique global minimizer. Moreover, the KKT condition of (84) can be written as

$$\begin{cases}
\nabla f(w) + A_{S^-_*}^T z_{S^-_*} = 0, \\
z_{S^-_*} \geq 0, \quad u_{S^-_*} \leq 0, \quad \langle z_{S^-_*}, u_{S^-_*} \rangle = 0, \\
(Aw + b - u)_{S^-_*} = 0,
\end{cases} \quad (85)$$

where $z_{S^-_*} \in \mathbb{R}^{\lvert S^-_* \rvert}$ is the Lagrange multiplier. It follows from (27) and (83) that $(w^*, u^*, z^*)$ satisfies (85) and hence $w^*$ is the unique global minimizer of (84). Moreover, $u^* = Aw^* + b$ and $z^* = -(AA^T)^{-1}\nabla f(w^*)$ yields that $u^*$ and $z^*$ can be identified if $w^*$ is fixed. Notice that there are only a finite number of $S^+_*$ (no more than $2^n$). Therefore, the number of P-stationary triplet for (2) is finite.

From the conclusion of Theorem 6, we know that each accumulation point of sequence $\{(w^k; u^k; z^k)\}_{k \in \mathbb{N}}$ is a P-stationary triplet of (2). Hence, there is a finite number of accumulation points for $\{(w^k; u^k; z^k)\}_{k \in \mathbb{N}}$, which means that each accumulation point of $\{(w^k; u^k; z^k)\}_{k \in \mathbb{N}}$ is isolated. Considering that (77) holds true, it follows from Kanzow and Qi [22] that $\{(w^k; u^k; z^k)\}_{k \in \mathbb{N}}$ must converges to a P-stationary triplet $(w^*; u^*; z^*)$. Moreover, $\lim_{k \to \infty} v^k = \lim_{k \to \infty} w^k = w^*$. Finally, Lemma 3 (ii) implies that $(w^*; u^*)$ is a local minimizer of (2).

7. Applications. In this section, we will show some examples of 0/1-COP which can be solved by our IALM with global convergence.

7.1. Support Vector Machine. The classical support vector machine (SVM) proposed by Cortes and Vapnik [12] is a useful tool for binary classification. It aims to construct two parallel support hyperplanes separating two classes meanwhile the width between the two parallel hyperplanes is maximized. Given a training set $\{(x_i, y_i) : i \in [n]\}$ with the ith sample $x_i \in \mathbb{R}^p$, where $x_{ip} = 1$, and the ith class label $y_i \in \{-1, 1\}$, we denote $y := (y_1, \cdots, y_n) \in \mathbb{R}^n$ and $X := (x_1, x_2, \cdots, x_n)^\top \in \mathbb{R}^{n \times p}$. Referring to the zero-one loss term in Wang et al. [39] and the structural risk term in Lee and Mangasarian [24], Mangasarian and Musicant [28], we proposed the following 0/1-COP for SVM:

$$\min_{w \in \mathbb{R}^p} \frac{1}{2} \lVert w \rVert^2 + \lambda \lVert [-(y \cdot 1_p^\top) \odot X)w + 1_n]_2 \rVert_0. \quad (86)$$

The above problem can be recovered from (1) by taking

$$f(w) := \frac{1}{2} \lVert w \rVert^2, \quad A := -(y \cdot 1_p^\top) \odot X, \quad b := 1_n, \quad \lambda > 0. \quad (87)$$

In the setting of (87), $f$ is a strongly convex function, if we further assume that $A$ is full row rank and choose parameters satisfying (64) and (65), then the whole sequence generated by our IALM converges to a local minimizer of (86).

7.2. Twin Support Vector Machine. Differing with the classical SVM, the twin support vector machine (TSVM) proposed by Jayadeva et al. [19] seeks two nonparallel hyperplanes such that each one is closest to one class of data samples meanwhile far away from the other class. It is implemented by solving two smaller composite optimization problem instead of a single large one, which promotes learning speed compared with classical SVM.
Given the positive training instances \( \{x_i^{(1)} \in \mathbb{R}^p : x_{i,p}^{(1)} = 1, i \in [n_1] \} \) and negative training instances \( \{x_i^{(-1)} \in \mathbb{R}^p : x_{i,p}^{(-1)} = 1, i \in [n_1] \} \), we denote matrices \( X^{(1)} := (x_1^{(1)}, \cdots, x_{n_1}^{(1)})^\top \in \mathbb{R}^{n_1 \times p} \) and \( X^{(-1)} := (x_1^{(-1)}, \cdots, x_{n_1}^{(-1)})^\top \in \mathbb{R}^{n_1 \times p} \). In particular, the TSVM with \( \ell_2 \) regularization (see e.g. Shao et al. [34]) can be represented as the following 0/1-COP:

\[
\begin{align*}
&\min_{w^{(1)} \in \mathbb{R}^p} \frac{1}{2} \|w^{(1)}\|^2 + \frac{\lambda_1}{2} \|X^{(1)} w^{(1)}\|^2 + \lambda_2 \|(1_{n_1} + X^{(-1)} w^{(1)})_+\|_0, \quad \lambda_1, \lambda_2 > 0, \\
&\min_{w^{(-1)} \in \mathbb{R}^p} \frac{1}{2} \|w^{(-1)}\|^2 + \frac{\lambda_3}{2} \|X^{(-1)} w^{(-1)}\|^2 + \lambda_4 \|(1_{n_1} - X^{(1)} w^{(-1)})_+\|_0, \quad \lambda_3, \lambda_4 > 0.
\end{align*}
\]

(88)

Obviously, (88) is covered by (1) with

\[
f(w) := \frac{1}{2} \|w\|^2 + \frac{\lambda_1}{2} \|X^{(1)} w\|^2, \quad A := X^{(-1)}, \quad b := 1_{n_1}, \quad \lambda := \lambda_2 > 0.
\]

Similarly, (89) can be recovered from (1) with

\[
f(w) := \frac{1}{2} \|w\|^2 + \frac{\lambda_4}{2} \|X^{(-1)} w\|^2, \quad A := -X^{(1)}, \quad b := 1_{n_1}, \quad \lambda := \lambda_4 > 0.
\]

For each of (88) and (89), \( f \) is a strongly convex function. If we assume that \( A \) is full row rank and the parameters are set as (64) and (65), then the whole sequence generated by our IALM converges to a local minimizer of the corresponding problems.

### 7.3. Multi-label Classification.

In multi-label classification (MLC), each instance is associated with a subset of class labels instead of a single class label as in traditional classification (see e.g. Zhang and Zhou [43]). Particularly, the hamming loss is an important metric for evaluating a multi-label classifier. Now let us consider a MLC problem with \( m \) classes. Given the training instances \( x_i \in \mathbb{R}^p \) with \( x_{i,p} = 1 \) for all \( i \in [n] \) and the class labels \( y_i \in \{1, -1\}^m \) for all \( i \in [n] \) with the relevant (resp. irrelevant) classes being 1 (resp. -1), we denote \( X := (x_1, \cdots, x_n)^\top \in \mathbb{R}^{n \times p} \) and \( Y := (y_1, \cdots, y_n)^\top \in \mathbb{R}^{n \times m} \). For a multi-label classifier \( \mathcal{C}(\cdot) : \mathbb{R}^p \to \mathbb{R}^m \), the empirical hamming loss could be represented as

\[
\ell_H(\mathcal{C}, X, Y) := \frac{1}{2nm} \sum_{i=1}^{n} \|\mathcal{C}(x_i) - y_i\|_1.
\]

The linear binary relevance method (see Boutell et al. [7]), which has been attracted considerable attention in MLC field, assumes that the multi-label classifier has the intuitive form \( \mathcal{C}(x) = (\text{sgn}(w^{(1)} \top x), \cdots, \text{sgn}(w^{(m)} \top x)) \), where \( w^{(k)} \in \mathbb{R}^p, \forall k \in [m] \) and the function \( \text{sgn} : \mathbb{R} \to \mathbb{R} \) is defined as

\[
\text{sgn}(t) := \begin{cases} 
1, & t > 0, \\
-1, & t \leq 0.
\end{cases}
\]

Under this assumption, minimizing the hamming loss could be decomposed into the following optimization problems:

\[
\min_{w^{(k)} \in \mathbb{R}^p} \frac{1}{2} \|w^{(k)}\|^2 + \lambda \|-(y^{(k)} \cdot 1_p^\top) \odot X) w^{(k)} + 1_n\|_0, \quad k \in [m],
\]

(90)

where \( y^{(k)} \in \mathbb{R}^n \) is the \( k \)th column of \( Y \). The \( k \)th optimization problem of (90) could be seen as a special case of (1) with

\[
f(w) := \frac{1}{2} \|w\|^2, \quad A := -(y^{(k)} \cdot 1_p^\top) \odot X, \quad b := 1_n, \quad \lambda > 0.
\]

Since \( f \) is strongly convex, if \( A \) is full row rank and parameters are set as (64) and (65), then the whole sequence generated by our IALM converges to a local minimizer of the corresponding problems.
7.4. Ridge Regression with Maximum Rank Correlation. Han [15] proposed the maximum rank correlation (MRC) to estimate the coefficients of generalized regression model. The MRC estimator is asymptotically normal (see e.g. Fan et al. [13]) and robust to heavy tailed error distribution (see e.g. Li et al. [27]). Given observations \( x_i \in \mathbb{R}^p \) and \( y_i \in \mathbb{R} \) for \( i \in [n] \), the MRC method aims to maximize the following measure

\[
S(w) := \frac{1}{n(n-1)} \sum_{i \neq j} I(y_i < y_j) I(w^\top x_i < w^\top x_j),
\]

where \( I(\cdot) \) is an indicator function,

\[
I(\cdot) := \begin{cases} 
1, & \text{if } (\cdot) \text{ is true} \\
0, & \text{otherwise}
\end{cases}
\]

(91)

It is not hard to see that \( S(w) \in [0, 1] \). Without loss of generality, suppose that the \( n \) observations of response variables could be ranked as \( y_1 \leq y_3 \leq \cdots \leq y_n \). Then \( w^\top x_1 < w^\top x_2 < \cdots < w^\top x_n \) ensures \( S(w) = 1 \). Therefore, to achieve MRC estimation, we only need to consider minimizing the following term

\[
R(w) := \|(1_{n-1} \cdot \xi + BX w)_+\|_0,
\]

(92)

where

\[
X := (x_1, \cdots, x_n)^\top \in \mathbb{R}^{n \times p}, \quad B := \begin{bmatrix} 1 & -1 & \cdots & \cdots & -1 \\ 1 & -1 & \cdots & \cdots & -1 \\ \vdots & \ddots & \ddots & \ddots & \vdots \\ -1 & \cdots & \cdots & 1 & -1 \end{bmatrix} \in \mathbb{R}^{(n-1) \times n}, \quad \xi > 0.
\]

Based on this idea, to make a trade-off between the data fitting and MRC, we give the following optimization for the ridge regression with MRC:

\[
\min_{w \in \mathbb{R}^p} \frac{1}{2} \|Xw - y\|^2 + \frac{\lambda_1}{2} \|w\|^2 + \lambda_2 R(w), \quad \lambda_1, \lambda_2 > 0,
\]

(93)

where \( y := (y_1, \cdots, y_n)^\top \in \mathbb{R}^n \). Obviously, it is a special case of (1) with

\[
f(w) := \frac{1}{2} \|Xw - y\|^2 + \frac{\lambda_1}{2} \|w\|^2, \quad A = BX, \quad b := 1_{n-1} \cdot \xi, \quad \lambda := \lambda_2 > 0.
\]

Since \( f \) is strongly convex, if \( A \) is full row rank and parameters are set as (64) and (65), then the whole sequence generated by our IALM converges to a local minimizer of (93).

8. Conclusion. In this paper, we studied the property of Lyapunov function and proposed an inexact augmented Lagrangian method (IALM) with global convergence for solving 0/1-COP. We first utilized a proximal-type stationarity to derive the minimum and the (strongly) exact penalty property of the Lyapunov function with a fixed Lagrange multiplier. Then we design an IALM for solving 0/1-COP and the subproblems generated by IALM are solved by a zero-one Bregman alternating linearized minimization (0/1-BALM) method. We proved the global convergence of our IALM equipped with 0/1-BALM under some suitable assumptions. Finally, we applied our IALM for solving SVM, MLC and MRC, and showed global convergence of IALM with the full row rank of data matrix in these cases. A issue that needs further consideration is how to derive the local convergence rate of our IALM. We leave this issue to be explored in future research.
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