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Abstract. Community detection problems are one of the hottest disciplines in social network analysis. Nevertheless, most of the related algorithms are specific for non-directed networks, or are based on a density concept of group. In this paper, we deal with a new concept of community for directed networks that is based on the classical flow concept. A community is strong and cohesive if their members can communicate among them. With the aim of dealing with the identification of this new class of groups, in this work, we propose the use of fuzzy measures to represent the flow capacity of a group. We also provide a competitive community detection algorithm that focus on the identification of these new class of flow-based community.
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1 Introduction

Community detection problems are one of the most important topic in social network analysis [7,18]. The idea of finding communities is strongly related to the idea of finding clusters in data analysis. In general, a cluster can be considered as a set of items that are closer each other when they are compared to the rest of items of the problem. A good clusterization of a set of items is associated with the identification of a set of clusters that present internally high degree of intra-homogeneity, and high degree of inter-heterogeneity. In networks, the idea of intra-homogeneity of a cluster/community is usually associated with the density of the group. Then, a good community will be a dense set of nodes with many connections between the members of each group. The idea of high inter-heterogeneity is associated with the existence of lower relations between the clusters/groups. So, the more relationships among the groups, the greater the...
degree of inter-heterogeneity is. Taking this into account, an optimal community may be a set of nodes that induces a completed subgraph (so they are strongly connected), and are isolated from the rest of the nodes of the network (so they have no relation with any other node in the network).

However, this idea of community is not unanimously accepted when the graph is directed and valued. As noted in [15,18], the idea of community in directed networks can have different interpretations, so several definitions could be made. This is the reason why finding clusters in directed networks is a challenging task with several important applications, since many of the real networks are modelled in an undirected way.

Despite the importance of community detection problems in directed networks, this problem has been poorly studied in the literature. Nevertheless, we can find in [18] four different (but non-formalized) concepts about what could be understood as a community/group:

- The first notion is about a random walk. In this case, each group is formed by these nodes that are more likely to remain inside than outside. This kind of communities are usually obtained with random walk techniques. In the literature, we can find some algorithms that deal with these problems (see for example [7,19,24]).

- The second notion is about the density. In this context, the groups of nodes follow the traditional clustering definition, based on edge density characteristics. It is important to mention that, in this sense, the concept of modularity [20] has been redefined for directed networks. Taking this into account, new algorithms have been developed to deal with this problem. Many of them are adaptions of some well-known community detection algorithms (as the directed Louvain [2]) to the directed case.

- Co-citation groups. As mentioned in [18], edges density is not always the only criterion to identify a set of nodes that share many characteristics. In directed networks, the idea of co-citation group tries to identify groups of nodes (not necessarily connected) that follow or are followed by the same groups. In this sense, we could have a group of nodes that form a community because its followers’ set is the same, even if they do not know each other. We also could have a group of nodes that form a community because the set of nodes from which they extract the information is the same. If we think of a citation network, for example, a community could be formed by those researchers who ‘drink’ their research from the same sources, or a community could be formed by those researchers who are cited by the same colleagues. Obviously, in this situation, two or more nodes may belong to the same community/cluster even if they are not directly connected by edges.

- The last one is related with the idea of flow. In this case, a group is as good as much information can be moved within it. Although this concept of community is clearly related with the idea of density (since the more relations between the members of a group there are, probably the higher the flow capacity will be), it is important to note that they differ in many respects. In flow problems, the structure and location of the edges can be decisive when we
have to distribute the information (by flow). Obviously, this is not reflected by the density of a group that only counts how many edges there are over the totals without specifying the way in which they are arranged.

In this work, we focus on this last idea of group, trying to identify groups in which the information moved by the flow is important [4]. It is easy to find many examples of this type of graphs in the field of social networks. For example, Twitter is a directed network in which each arrow may indicate the number of messages of \( i \) retweeted by \( j \). Scientific reference pages such as Scopus, WOS or Google Academic, are also directed networks in which each arrow may indicate the number of times that author \( i \) has been cited by author \( j \). In both cases, the flow measures the influence of \( i \) over \( j \). A metro or a road network are also two examples of directed networks whose community structure depends on the flow.

The key is to find the way to incorporate this group definition into community detection problems. The use of fuzzy sets in social network analysis problems, and in particular, in community detection problems, is not new [10,11,13,23, 26,27]. Due to the way in which imprecision is modelled, fuzzy sets appear in a natural way when modelling real problems. In this sense, this paper proposes the use of fuzzy measures or capacity measures [7,25] to measure the relative strength of a group, according to the ability of their members to communicate among them. The more flow the members can send, the more cohesive the group will be.

Once the graph and the fuzzy measure are modelled, in this paper we provide a very efficient algorithm that combines the two class of information (the network and the fuzzy measure), allowing us to identify groups in which the idea of flow is considered. The proposed method may also be useful in the size reduction of large scale fuzzy cognitive maps [14], since their structure is a weighted directed digraph.

The rest of the paper is organized as follows. In Sect. 2 we introduce some basic definitions about community detection problems and fuzzy measures background. In Sect. 3 we introduce a new fuzzy measure related to the flow of a directed network. In Sect. 4 we propose an algorithm to deal with community detection problems with fuzzy measures in directed networks. Finally, some conclusions and future research are shown in Sect. 5.

2 Preliminaries

In this Section we introduce several concepts, definitions and algorithms necessary to have a proper understanding of this paper.

2.1 Community Detection Problems in Directed Networks Based on Density

**Definition 1. Directed Network** [18]. A directed network is a set of individuals connected together, in which all the edges are directed from one individual to
another. A directed network is usually represented by a graph \( G = (V, E) \), where \( V \) is the set of individuals, called nodes or vertices, and \( E = \{(i, j) \mid i, j \in V\} \) is the set of ordered pairs of \( V \times V \), which are directed edges connecting pairs of nodes \((i, j)\). Another way to represent directed graphs or networks is by means of its adjacency matrix, \( A \), defined as follows:

\[
A_{ij} = \begin{cases} 
1 & \text{if } (i, j) \in E, \quad \forall i, j \in 1, \ldots, |V| \\
0 & \text{otherwise}
\end{cases}
\]

where 1 represents the directed edge which connects \( i \) with \( j \).

Then, let us recall the definition of community detection problems. Given a graph, this type of problem consists in finding a ‘good’ partition for the input set of individuals. The notion of ‘good’ may be different depending on the interests of each problem. Many measures have been proposed in the literature to quantify the goodness of a partition [16]. One of the most popular is the modularity, introduced by Girvan and Newman [22] for non-directed networks. This measure has been adapted to directed networks.

**Definition 2. Directed Modularity** \( Q_d \) [1]. The modularity is a quality function to measure the goodness of a partition. Let \( G \) be a directed graph and \( P \) a partition of the nodes. The directed modularity is defined as:

\[
Q_d(G, P) = \frac{1}{m} \sum_{i,j} A_{ij} - \frac{k_i^{in}k_j^{out}}{m} \delta(c_i, c_j)
\]  

(1)

where \( \delta(c_i, c_j) \) is 1 if \( i \) belongs to the same group than \( j \), and 0 otherwise, \( m \) is the amount of edges, and \( k_i^{in} \) and \( k_i^{out} \) are the in/out edges of node \( i \).

There are many methods to deal with community detection problems [3,8,21]. Particularly, we focus on one of the most popular methods: Louvain Algorithm [2]. Because of its effectiveness and speed, it is one of the most used algorithms. It is based on modularity optimization, and works very well in large networks.

### 2.2 Fuzzy Measures, Directed Fuzzy Graphs, Extended Fuzzy Directed Graphs

**Definition 3. Fuzzy Measure** [25]. Given a finite set \( V \), a fuzzy measure is a function \( \mu : 2^V \rightarrow [0, 1] \) that is monotonous (\( \forall A, B \subseteq V \text{ such that } A \subseteq B \) and normalized (\( \mu(V) = 1 \)), and that satisfies the boundary condition (\( \mu(\emptyset) = 0 \)).

A characteristic of fuzzy measures is their \( k \)-additivity [12]. Particularly in this paper, we work with 2-additive fuzzy measures, so let us characterize them.

**Definition 4. 2 – additive fuzzy measure** [12]. The fuzzy measure \( \mu : 2^V \rightarrow [0, 1] \) is said to be 2-additive if and only if, \( \forall S \subseteq V \), it can be written as a linear combination \( \mu(S) = \sum_{i=1}^n a_i x_i + \sum_{\{i,j\} \subseteq A} a_{ij} x_i x_j \), where \( x_i = 1 \) if \( i \in S \) and \( x_i = 0 \) otherwise.
Then, let us recall the notion of extended fuzzy graph, firstly introduced for non-directed networks in [13].

**Definition 5. Extended Fuzzy Graph** [13]. Let \( G = (V, E) \) be a graph, and let \( \mu : 2^V \rightarrow [0, 1] \) be a fuzzy measure defined over the set of nodes. The triplet \( \tilde{G} = (V, E, \mu) \) obtained from considering together the graph with the fuzzy measure, is called extended fuzzy graph.

Note that this structure is much more complex than a fuzzy graph [23]. Fuzzy graphs could be somehow seen as weighted graphs, as the only available information is provided by their edges and their membership degree.

### 3 Fuzzy Measures from a Directed Networks: The Flow Capacity Measure

Classical community detection problems just consider the topological information provided by the adjacency matrix of networks. Other evidences, such as that given by the flow of the graph, have not been previously considered when dealing with this type of problems. Then, in this Section we propose a way to use the flow in community detection problems. To deal with it, we propose the use of a fuzzy measure which models the relative flow, by means of the weight of the edges. This weight represents the different degree of communication ability of each link, something obvious in real-life problems, in which different relations may have different importance. Then, we give a group idea related to the flow.

**Definition 6.** Let \( G = (V, E) \) be a directed graph, let \((i, j)\) be an edge, and let \( f_{ij} \) be the flow between nodes \( i \) and \( j \) in \( G \) [9]. Then, \( \forall S \subseteq V \), we define the function:

\[
\mu^F(S) = \frac{\sum_{i,j \in S} f_{ij}}{\sum_{i,j \in V} f_{ij}}.
\]

As a capacity measure, \( \mu^F \) represents the communication capacity within a set of nodes of a directed network.

**Proposition 1.** The function \( \mu^F \) introduced in Definition 6 is a fuzzy measure.

**Proof.** We will verify that \( \mu^F \) meets the points mentioned in Definition 3.

1. \( \mu^F(\emptyset) = 0 \) Trivial.
2. \( \mu^F(V) = 1 \) due to normalization.
3. Let \( A \subseteq B \subseteq V \). Then,

\[
\mu^F(B) = \frac{\sum_{i,j \in B} f_{ij}}{\sum_{i,j \in V} f_{ij}} = \frac{\sum_{i,j \in A} f_{ij} + \sum_{i,j \in B \setminus A} f_{ij}}{\sum_{i,j \in V} f_{ij}} = \frac{\sum_{i,j \in A} f_{ij}}{\sum_{i,j \in V} f_{ij}} + \frac{\sum_{i,j \in B \setminus A} f_{ij}}{\sum_{i,j \in V} f_{ij}} \geq \mu^F(A) + \mu^F(B \setminus A) \geq \mu^F(A),
\]

since for all \( i, j \in V \), \( f_{ij} \geq 0 \).

**Proposition 2.** The fuzzy measure \( \mu^F \) introduced in Definition 6 is a 2-additive fuzzy measure [12].
Proof. We will verify that $\mu^F(S)$ can be defined as a linear combination:

$$\mu^F(S) = \sum_{i=1}^{n} a_i x_i + \sum_{\{i,j\} \in V} a_{ij} x_i x_j$$

where $x_i = 1$ if $i \in S$ and $x_i = 0$ otherwise.

Let us define: $a_i = \frac{f_{ii}}{\sum_{l,m \subseteq V} f_{lm}}$, and $a_{ij} = \frac{f_{ij} + f_{ji}}{\sum_{l,m \subseteq V} f_{lm}}$. Then, we can write:

$$\mu^F(S) = \sum_{i=1}^{n} \frac{f_{ii}}{\sum_{l,m \subseteq V} f_{lm}} x_i + \sum_{\{i,j\} \in V} \frac{f_{ij} + f_{ji}}{\sum_{l,m \subseteq V} f_{lm}} x_i x_j$$

Once we have the fuzzy measure $\mu^F$ which models the ability of the flow in a directed network, here we propose to build the graph associated with it, $G_{\mu^F}$. To carry on with it, we work with the interaction index proposed by Grabisch [12]. Let us denote $\mu_S := \mu(S)$.

**Definition 7. Interaction Index** [12]: Let $V$ be a finite set, and let $\mu$ be a fuzzy measure defined over it. Let $\{i,j\} \in V$. The interaction index introduced by Grabisch, $I_{ij}$ is defined as:

$$I_{ij} = \sum_{k=0}^{n-2} \sum_{K \subseteq V \setminus \{i,j\}, \left|K\right|=k} \left(\mu_{ijK} - \mu_{iK} - \mu_{jK} + \mu_K\right)$$

(2)

where $\zeta_k = \frac{(n-k-2)k!}{(n-1)!} = \frac{1}{\binom{n-2}{k}(n-1)}$

Given two items $i, j$, the interaction index related to a fuzzy measure, represents a class of dependency/association in the global capacity. In this way, it is possible to construct a valued graph from a fuzzy measure which defines these dependencies. In [13], this was the way in which the fuzzy measure was taken into account for the community detection problem. We would like to emphasize that the capacity measure will be taken into account in the clustering problem thanks to the interaction index that will force some nodes to be in the same group while others separated.

**Proposition 3.** Let $G = (V, E)$ be a directed graph whose related flow function is $f$, and let $\mu^F$ be the fuzzy measure introduced in Definition 6. Then:

$$I_{ij} = \frac{f_{ij} + f_{ji}}{\sum_{l,m \subseteq V} f_{lm}}$$

(3)

Proof. From equation (2), we can rewrite the components of $\mu^F$ as:
\[
\mu_{ij}^{F} = \sum_{l \in K \atop l \neq i,j} \sum_{s \in K \atop s \neq i,j} \frac{f_{ls}}{r,m \subseteq V} \sum_{l \neq i,j} \frac{f_{li} + f_{il}}{r,m \subseteq V} + \sum_{l \in K \atop l \neq i,j} \frac{f_{ij} + f_{ji}}{r,m \subseteq V} + \sum_{l \in K \atop l \neq i,j} \frac{f_{lj} + f_{jl}}{r,m \subseteq V} + \sum_{l \in K \atop l \neq i,j} \frac{f_{li} + f_{il}}{r,m \subseteq V}
\]

Hence, transcribing and reducing:

\[
I_{ij} = \sum_{k=0}^{n-2} \zeta_{k} \left[ \sum_{K \subseteq V \setminus \{i,j\}} \left( \sum_{l \in K \atop l \neq i,j} \sum_{s \in K \atop s \neq i,j} \frac{f_{ls}}{r,m \subseteq V} \sum_{l \neq i,j} \frac{f_{li} + f_{il}}{r,m \subseteq V} + \sum_{l \in K \atop l \neq i,j} \frac{f_{ij} + f_{ji}}{r,m \subseteq V} \right) \right] \left( \sum_{K \subseteq V \setminus \{i,j\}} \frac{f_{ij} + f_{ji}}{r,m \subseteq V} \right)
\]

In the classical definition of the interaction index, the order of the elements \(i\) and \(j\) in the pair \(\{i, j\}\) has no significance. Then, we propose an adaptation of it, in order to consider those cases in which this order is important.

**Definition 8. Directed Interaction Index.** Let \(G = (V, E)\) be a directed graph whose related flow function is \(f\). Let \(\mu\) be a fuzzy measure defined over the set of nodes, \(V\). Given a pair of ordered nodes \((i, j)\), where \(i, j \in V\), we define the directed interaction index \(I_{ij}^{D}\) as:

\[
I_{ij}^{D} = \frac{f_{ij}}{\sum_{l,m \in V} f_{lm}}
\]

From previous definition, we can trivially see that \(\forall i, j, i \neq j, I_{ij} = I_{ij}^{D} + I_{ji}^{D}\). Then, the adjacency matrix of the \(G_{\mu^{F}}\) is the matrix \(I^{D}\).

Let us illustrate the calculation of \(\mu^{F}\) and \(I^{D}\) with a toy example.
Example 3.1. We evaluate a simple example of a chain with 12 nodes, as it is drawn in Fig. 1. Let us assume that the weight of all the edges is 1. Then, we calculate $\mu^F$ and $I_D$.

In this example we calculate the fuzzy measure $\mu^F$ which, as it is shown previously, is 2-additive. Therefore, we only have to calculate it for those subsets of $V$ with cardinality one and two. We also calculate the directed interactions, $I^D$. See Fig. 2.

As it can be seen in matrix $I^D$, the node 7 is the only that can communicate with the rest of nodes. At the same time, it is appreciable how this chain is divided by means of its flow values. The nodes 6, 5, 4, 3 and 2 only can communicate with the node with which the related flow reaches the lowest value. In the same way, 8, 9, 10, 11 can connect with the node with which the related flow reaches the highest value. On the other hand, 1 and 12 are isolated. Also, let us observe that in both matrices, the blanks mean 0, in Fig. 2.

\[
A = \begin{pmatrix}
1 & 1 & 1 & 1 & 1 & 1
\end{pmatrix}
\]

$\mu^F(\{i,j\}) = \frac{1}{36}$

\[
I^D_{ij} = \begin{pmatrix}
1 & 1 & 1 & 1 & 1 & 1 & 1
\end{pmatrix}
\]

4 Community Detection Problems with Capacity Measures in Directed Networks

In the previous Section, we have defined a fuzzy measure that represents the flow capacity of a group in a directed network. In this Section, we will take it into account to find communities in directed networks. The idea of using fuzzy measures in community detection problems was firstly introduced in [13] for non-directed graphs. There it is shown that the original concept of group/community change when a fuzzy measure is also considered, apart from the connections among nodes.
As we have pointed out in the introduction, our aim is to identify groups in which the idea of flow is considered. It is important to note that the modularity measure introduced in [20] for directed networks does not consider the flow. Then, as a natural consequence, any algorithm based on modularity optimization, will not be suitable for searching communities based on the flow. In order to show this fact with more emphasize, we propose another expression for the modularity formula.

Let $G = (V, E)$ be a directed graph, let $S \subseteq V$, and let $P = \{C_1, \ldots, C_L\}$ be a partition of the set of nodes. Here we introduce some notation:

- $K^\text{in}_S = \sum_{i \in S} k^\text{in}_i$, the number of links that goes to any node of $S$.
- $K^\text{out}_S = \sum_{i \in S} k^\text{out}_i$, the number of links that goes out from any node of $S$.
- $m_S = \sum_{i,j \in S} A_{ij}$, the number of links among the members of $S$.

Now, we can consider another expression of directed modularity introduced by Newman for a given partition $P = \{C_1, \ldots, C_L\}$.

$$Q_d(G, P) = \frac{1}{m} \sum_{l=1}^{L} \sum_{i,j \in C_l} \left[ A_{ij} - \frac{k^\text{in}_i k^\text{out}_j}{m} \right] = \frac{1}{m} \sum_{l=1}^{L} \left[ m_{C_l} - \frac{K^\text{in}_{C_l} K^\text{out}_{C_l}}{m} \right].$$

From previous expression we can see that, fixed the edges in a group, the distribution and localization have not any impact in the modularity measure. The reason is that the important things of the measure are: the number of links inside the group, the number of links that goes from one element of the group to another (of the group or not), and the number of links that influences any member of the group (the origin of each link has no significance). In following example, we show it in detail.

**Example 4.1.** Let us consider three directed graphs, $G_i = (V_i, E_i)$ for $i = 1, \ldots, 3$, where $|V_1| = |V_2| = |V_3| = 6$ and $|E_1| = |E_2| = |E_3| = 5$.

Let us denote $V_1 = \{1, 2, \ldots, 6\}$, $V_2 = \{7, 8, \ldots, 12\}$, and $V_3 = \{13, 14, \ldots, 18\}$. We assume that the graphs $G_1$ and $G_3$ are two directed stars (with hubs $1$ and $13$) and let us suppose that $G_2$ is a 6-directed chain.

Let $E_1 = \{(1, 2), (1, 3), (1, 4), (1, 5), (1, 6)\}$; $E_2 = \{(7, 8), (8, 9), (9, 10), (10, 11), (11, 12)\}$ and $E_3 = \{(13, 14), (15, 13), (13, 16), (13, 17), (13, 18)\}$ be the sets of edges of these graphs, respectively.

Then, we present the following networks built from the aggregation of two of the previous graphs. $G_{12} = (V_1 \cup V_2, E_1 \cup E_2 \cup \{(6, 7)\})$; $G_{32} = (V_3 \cup V_2, E_3 \cup E_2 \cup \{(6, 7)\})$; $G_{13} = (V_1 \cup V_3, E_1 \cup E_3 \cup \{(6, 13)\})$ (Fig. 3).
Fig. 3. Two directed stars and a 6-directed chain.

If we break these networks as \( P_{12} = \{V_1, V_2\} \); \( P_{32} = \{V_3, V_2\} \), \( P_{13} = \{V_1, V_3\} \) the modularity of each graph is:

\[
Q_d(G_{12}, P_{12}) = \frac{1}{m} \sum_{i,j \in V_1} \left[A_{ij} - \frac{k_i^{in} k_j^{out}}{m}\right] + \frac{1}{m} \sum_{i,j \in V_2} \left[A_{ij} - \frac{k_i^{in} k_j^{out}}{m}\right]
\]

\[
= \frac{1}{11} \left[5 - \frac{30}{11}\right] + \frac{1}{11} \left[5 - \frac{30}{11}\right] = \frac{25}{121} + \frac{25}{121}
\]

\[
Q_d(G_{32}, P_{32}) = \frac{1}{m} \sum_{i,j \in V_3} \left[A_{ij} - \frac{k_i^{in} k_j^{out}}{m}\right] + \frac{1}{m} \sum_{i,j \in V_2} \left[A_{ij} - \frac{k_i^{in} k_j^{out}}{m}\right]
\]

\[
= \frac{1}{11} \left[5 - \frac{30}{11}\right] + \frac{1}{11} \left[5 - \frac{30}{11}\right] = \frac{25}{121} + \frac{25}{121}
\]

\[
Q_d(G_{13}, P_{13}) = \frac{1}{m} \sum_{i,j \in V_1} \left[A_{ij} - \frac{k_i^{in} k_j^{out}}{m}\right] + \frac{1}{m} \sum_{i,j \in V_3} \left[A_{ij} - \frac{k_i^{in} k_j^{out}}{m}\right]
\]

\[
= \frac{1}{11} \left[5 - \frac{30}{11}\right] + \frac{1}{11} \left[5 - \frac{30}{11}\right] = \frac{25}{121} + \frac{25}{121}
\]

Therefore, taking into account the inconveniences we found to get a ‘good’ partition with the current method, we introduce a capacity measure algorithm based on flow which will find clusters with maximum flow.

We propose a modification of Directed Louvain Algorithm \([5,17]\) to work with extended fuzzy directed graphs denoted as Flow Capacity Louvain.

Let us define some concepts related to the Algorithm 1:

- \( \Delta Q_i^d(j) \) is the increase in modularity when node \( j \) is incorporated into the community of \( i \).
- \( A \) is the adjacency matrix, which has to guarantee the connections among the nodes.
- \( I^D \) is the directed interaction matrix.
- \( \alpha \in [0, 1] \) parameter of importance \([13]\) which assigns a weight to each part of the extended fuzzy directed graph.
- \( M = \alpha A + (1 - \alpha) I^D \) is the matrix in which we search the partition, by maximizing its modularity.

Let us illustrate the performance of Flow Capacity Louvain Algorithm.
Algorithm 1. Flow Capacity Louvain

\textbf{input} = \textit{A} \ \textbf{output} = \textit{P}

1: \textbf{Phase 1.}
2: \textit{o} = \text{permutation}(\textit{V})
3: \text{Let each node of the graph be an isolated community}
4: \textbf{while} There is some change in modularity optimization \textbf{do}
5: \quad \text{According to the order given by} \textit{o}, \text{let} \textit{i} \text{be the corresponding element.}
6: \quad \text{Find all out-edges} \textit{j} \text{and in-edges} \textit{j} \text{of} \textit{i} \text{in} \textit{A}
7: \quad \text{Calculate} \Delta Q^d_i(j) \text{in matrix} \textit{M} = \alpha \textit{A} + (1 - \alpha) \textit{I}^D
8: \quad \text{Let} \textit{j}^* \text{be the node for which} \Delta Q^d_i(j^*) \text{is maximum}
9: \quad \textbf{if} \Delta Q^d_i(j^*) > 0 \textbf{ then}
10: \quad \text{Move node} \textit{i} \text{to the community to which} \textit{j}^* \text{belongs}
11: \quad \text{else}
12: \quad \textit{i} \text{remains in its community}
13: \quad \textbf{end if}
14: \textbf{end while}
15: \textbf{Phase 1 Ends}
16: \textbf{Phase 2.}
17: \textit{A}^* \text{is the aggregated matrix obtained from} \textit{A}, \text{whose nodes are the communities found in Phase 1}
18: \textit{M}^* \text{is the aggregated matrix obtained from} \textit{M}, \text{whose nodes are the communities found in Phase 1}
19: \textbf{While there is some change, apply Flow Capacity Louvain Algorithm, considering} \textit{A}^* \text{to find nodes and} \textit{M}^* \text{to modularity optimization}
20: \textbf{Phase 2 Ends}

\textbf{Example 4.2.} Let us recall the graph introduced in Example 3.1. The partition \( P_1 \) obtained with the directed Louvain’s algorithm divides this chain in three parts. The central cut \( \{5,6,7,8\} \) has a bad behavior on flow (the modularity of \( I^D \) is not good). However, the partition \( P_2 \) obtained with Flow Capacity Louvain Algorithm (with \( \alpha = 0.5 \)), defines 2 slices, both with good behavior on flow. All results can be seen in the Table 1.

\textbf{Table 1.} Modularity of several partitions of the chain.

| Clustering classification according to chosen cut | \( Q_d(A, P_1) \) | \( Q_d(I^D, P_1) \) |
|---|---|---|
| Directed Louvain | \( \{\{1,2,3,4\};\{5,6,7,8\};\{9,10,11,12\}\} \) | 0.496 | 0.222 |
| Flow capacity | \( \{\{1,2,3,4,5,6\};\{7,8,9,10,11,12\}\} \) | 0.413 | 0.347 |

\textbf{Example 4.3.} Let us consider three directed circles \( (1, \ldots, 6) \), \( (1′, \ldots, 6′) \) and \( (1″, \ldots, 6″) \). The graph of Fig. 4 is obtained by connecting each vertex of the first circle with its corresponding node of the second circle, and each vertex of the third circle with its corresponding node of the second circle. The interaction matrix \( I^D \) and the adjacency matrix \( A \) are represented in the Fig. 5. Let us consider that the weight of all the edges is 1. This structure can approach a wheel.
On this occasion, considering Louvain Algorithm [2], there are several partitions which maximize the modularity, cutting the wheel into three triangular zones. One of these partitions with maximum modularity in $A$ is the cut $P_1$. In contrast, the modularity related to the flow ($I^D$) which is associated to $P_1$, is 0. Nevertheless, considering Flow Capacity Louvain Algorithm (with $\alpha = 0.5$), the obtained partition $P_2$ guarantees a high but not maximum modularity in $A$, and a maximum modularity in $I^D$. All the results can be seen in Table 2.

In this example, it is clearly seen how maximizing directed modularity does not achieve groups that maximize flow.

Let us remark that, in all these examples, we have assumed that the weight of all the edges is 1. Nevertheless, if we incorporate different weights, our algorithm will work correctly since Louvain Algorithm does.
Table 2. Modularity of several partitions of the wheel.

| Clustering classification according to chosen cut | Directed Louvain | Flow Capacity |
|--------------------------------------------------|------------------|---------------|
| $P_1 = \{\{1, 1', 1'', 2, 2', 2''\}; \{3, 3', 3'', 4, 4', 4''\}; \{5, 5', 5'', 6, 6', 6''\}\} | Q_d(A, P_1) = 0.367 | $Q_d(I^D, P_1) = 0$ |
| $P_2 = \{\{1, 2, 3, 4, 5, 6\}; \{1', 2', 3', 4', 5', 6'\}; \{1'', 2'', 3'', 4'', 5'', 6''\}\} | Q_d(A, P_2) = 0.320 | $Q_d(I^D, P_2) = 0.204$ |

Moreover, we would like to mention that Flow Capacity Louvain Algorithm complexity will be the highest between maximum flow among all pairs of nodes and Louvain Algorithm complexity [2,6].

5 Conclusions

Contrary to the non-directed networks case, the idea of a group/community in directed networks allows different interpretations depending on the objective of the clustering problem. In general, most community detection algorithms for directed networks focus on the idea of group by density, or in the idea of random walker group. Few works have been developed to identify groups in which the idea of the flow group is considered. In this paper, we deal with the flow community detection problem that tries to find communities in which not only it is important to potentiate communities with many connections among its members, but also it is important to maintain together these connections that allow the flow of information among its members. It is important to note that the measure of modularity proposed by Newman for directed networks finds communities with high density but not necessary well connected, regarding the flow. As we show with some examples in this work, modularity (and, as a consequence any optimization algorithm based on it), does not distinguish between different situations in which it is necessary to add some information to identify communities.

In order to take into account the flow capacity of a group, we incorporate to the community detection problem a 2-additive fuzzy measure that represents the relative flow capacity of each set of nodes. Then, following a similar methodology as that introduced in [13], we propose a modification of the Directed Louvain Algorithm [5,17] in order to incorporate the information provided by a fuzzy measure to the community detection algorithm in directed networks. Our proposal, Flow Capacity Louvain Algorithm, can consider, analyze and apply the information defined by a fuzzy measure when finding a partition in a directed network. Particularly, we propose to consider the fuzzy measure $\mu^F$ introduced in Sect. 3. Under the assumption of the new group definition based on the flow, we show that this algorithm provides very good results. As further work, we will develop an experimental study to test the efficiency of the algorithm here proposed, as well as an analysis of the processing time and memory usage of it. We will also work in some computational results, considering several benchmark models apart from the examples that we have included in this paper.
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