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ABSTRACT

Data augmentation is a widely used strategy for training robust machine learning models. It partially alleviates the problem of limited data for tasks like speech emotion recognition (SER), where collecting data is expensive and challenging. This study proposes CopyPaste, a perceptually motivated novel augmentation procedure for SER. Assuming that the presence of emotions other than neutral dictates a speaker’s overall perceived emotion in a recording, concatenation of an emotional (emotion E) and a neutral utterance can still be labeled with emotion E. We hypothesize that SER performance can be improved using these concatenated utterances in model training. To verify this, three CopyPaste schemes are tested on two deep learning models: one trained independently and another using transfer learning from an x-vector model, a speaker recognition model. We observed that all three CopyPaste schemes improve SER performance on all the three datasets considered: MSP-Podcast, Crema-D, and IEMOCAP. Additionally, CopyPaste performs better than noise augmentation and, using them together improves the SER performance further. Our experiments on noisy test sets suggested that CopyPaste is effective even in noisy test conditions.

Index Terms— emotion recognition, data augmentation, CopyPaste, x-vector, transfer learning

1. INTRODUCTION

Speech emotion recognition (SER) deals with recognizing the perceived emotion of a speaker in a recording. Emotion of a speaker can be categorized into many classes such as angry, happy, sad, neutral etc. Recognizing the emotion automatically is challenging as it depends on many factors such as context and demographics [1]. Some of the applications of SER include mental health analysis [2], detecting patient’s emotion [3] and detecting hate speech in social media [4].

Most studies follow a two stage approach to recognize emotion from speech recordings: (1) finding a suitable speech representation and (2) building a model to predict the emotion, given the representations. Some examples like [5, 6, 7, 8], explore the use of standard feature representations such as MFCC and OpenSMILE [9] features with deep learning models like CNN and LSTM. Few recent studies explore the possibility of learning the speech representations jointly with the emotion recognition model [10, 11, 12]—using raw waveform or spectrogram as the input. While these works are focused on exploiting only datasets with emotion-related annotations or labels for SER, few other research groups explored leveraging large datasets with annotations unrelated to emotion such as phoneme and speaker identity labels [13, 14]. In this respect, authors in [13] show that knowledge learned in an ASR model trained to predict phones can be transferred to SER. Similarly, features extracted from speaker recognition models such as x-vector model are shown to contain emotion information [14].

Majority of these studies use deep learning models which thrive with more data i.e., they are data hungry [15]. However, current emotion datasets are small and collecting more data with emotion labels is expensive. Moreover, ambiguous nature of emotion makes it difficult to annotate speech recordings. Some of the previous works attempted to tackle this problem by artificially creating more data using data augmentation techniques. Authors in [14, 18] show that adding noise to the clean recordings help the model to better recognize emotions. Altering the speaking rate of speech [14] and vocal tract length perturbation [17] are also shown to help SER. Few recent studies [18, 19] ventured into generating emotional speech features using advance techniques such as CycleGANs and StarGANs.

In this paper, we propose a novel augmentation method for SER. We postulate that the presence of emotions other than neutral emotion dictate the overall perceived emotion of a speaker in a recording. In other words, if the speaker expresses an emotion other than neutral even for a short duration in a longer utterance, then that speaker is perceived to be expressing that emotion. Consequently, concatenation of an emotional utterance with an emotion E and a neutral utterance produces a new emotional utterance that can be labelled with emotion E. We hypothesize that using the new concatenated utterances along with the original ones in SER model training will improve the SER performance. We evaluate our hypothesis using two models: one model trained independently and another using transfer learning from a speaker recognition model. We follow the framework presented in [14] to build the models. We first present results with the proposed augmentation and noise augmentation, then we investigate effectiveness of these augmentation techniques in noisy conditions.

The paper is organized as follows. First, we present the proposed augmentation procedure in Section 2 and then the models we use to conduct experiments in Section 3. We present our datasets and results in Section 4 and 5 respectively followed by conclusions in Section 6.

2. COPYPASTE

When trying to classify the emotion of an utterance, some segments might have more emotional information than others. To this respect, some authors observed that when an emotionally neutral speech segment and an emotional segment with emotion E are played in sequence, the human listeners commonly classified the whole sequence as emotion E [24]. Therefore, the emotional segments (non-neutral) in an utterance might define listener’s perception. For example, consider a 10 s recording where the speaker is angry for the first 3 s and manifests a neutral emotion for the remaining 7
s. We surmise that a human annotator might label the utterance as angry even though the speaker expresses neutral emotion for the most part of the recording. In these cases, the recognition of the angry emotion by machine learning models might be difficult, as the neutral emotion dominates the overall statistics of the utterance referred in the previous example. In this work, we address this problem by proposing CopyPaste augmentation technique. This technique considers that a speaker is perceived to be expressing an emotion $E$ (non-neutral) even if that emotion is exhibited for a short duration. Hence, we propose a data augmentation methodology consisting of the concatenation of an emotional utterance with emotion $E$ and a neutral utterance. The resulting concatenated utterance is then labelled with emotion $E$ for model training. As we copy one utterance and paste (concatenate) it at the beginning or ending of another utterance to produce a new one, we have called this process CopyPaste augmentation. Under this method, we present three data augmentation schemes for model training:

1. Concatenation of an emotional utterance (say emotion $E$) and a neutral utterance to produce another utterance with emotion $E$. We refer to this scheme as Neutral CopyPaste ($N$-CP)
2. Concatenation of two emotional utterances with same emotion $E$ to produce another utterance with emotion $E$. We refer to this scheme as Same Emotion CopyPaste ($S$-E-CP)
3. Using $N$-CP and SE-CP together during model training. We denote this scheme with $N+S$-CP

Through CopyPaste schemes, we can produce a greater variety in the training data which can help the model generalize better. We expect that the $N$-CP scheme i.e., concatenating emotional utterances with neutral utterances forces the model to focus more on emotional parts of an utterance. For example, if the input is a concatenation of angry utterance and neutral utterance then $N$-CP scheme forces the model to focus more on the angry part of the utterance compared to neutral part of the utterance.

3. OUR MODELS

In this section, we present the details of our SER models employed to evaluate the proposed CopyPaste schemes. We use the same ResNet-34 architecture detailed in [14], where speaker recognition models such as x-vector model are utilized for SER.

3.1. ResNet model architecture

In this paper, we use ResNet model reported in [14, 22] for utterance level representation specific to speaker. Our ResNet model consists of three modules: frame-level representation learning network, pooling network, and utterance-level classifier. Frame-level representation learning network operates on input frame-level features such as Mel-frequency cepstral coefficients (MFCC) and filter-bank coefficients. We use ResNet-34 [22] structure consisting of a sequence of 2D convolutional layers with residual connections between them. The pooling network comprises a multi-head attention layer and operates on ResNet output $x_t$. Normalized attention scores $w_{h,t}$ for each head $h$ are calculated as follows:

$$w_{h,t} = \frac{{\exp \left( { - s_h \| x_t - \mu_h \|} \right)}}{{\sum_{l=1}^{T} \exp \left( { - s_h \| x_l - \mu_h \|} \right)}}. \tag{1}$$

Output embedding for head $h$ is the weighted average over its inputs along the time axis:

$$e_h = \sum_{t} w_{h,t} x_t \tag{2}$$

Table 1: ResNet architecture

| Component | Layer | Output Size |
|-----------|-------|-------------|
| Frame-level Representation Learning | $7 \times 7, 16$ | $T \times 23$ |
| | $3 \times 3, 16$ | $T \times 23$ |
| | $3 \times 3, 32$ | $T \times 23$ |
| Pooling | $3 \times 3, 64$ | $T \times 23$ |
| | $3 \times 3, 128$ | $T \times 23$ |
| | average pool $1 \times 3$ | $T \times 23$ |
| Utterance-level Classifier | FC | 400 |
| Classifier | FC | #classes |

Different heads are designed to capture different speech aspects of the input signal. We concatenate the attention heads output and pass it through a fully connected layer to obtain a single vector embedding summarizing the input. Then, the output of the fully connected layer is passed through an utterance-level classifier to obtain model decision. The whole network structure is illustrated in Table 1.

3.2. Speech Emotion Recognition (SER)

For achieving SER using the ResNet architecture, we train two models: one model trained with random initialization and another initialized with a model pre-trained for speaker classification. We use 23-dim MFCC representation as input to the ResNet model. Before passing them through ResNet, energy-based voice activity detection and mean normalization are applied. We minimize the cross-entropy loss function during training using Adam optimizer with default parameters in PyTorch. The epoch with the best weighted f1-score on the development set is chosen for evaluating on test set. We report average of weighted f1-scores from 3-runs on the test set for each emotion dataset considered.

3.2.1. Transfer learning from a model pre-trained for speaker classification

For pre-training, we use several datasets with speaker labels. In this work, we use VoxCeleb1, VoxCeleb2, NIST SRE4-10 and Switchboard datasets which together contain approximately 12000 speakers. We use noise and music augmentation in pre-training to improve speaker classification performance. In speaker recognition community this model is commonly referred as x-vector model. For more details, please refer to [21].

To transfer the knowledge learned in this model for SER, we follow the fine-tuning procedure described in [14] i.e., replace the final speaker-discriminative layer with one emotion-discriminative layer and fine-tune to minimize emotion loss. In other words, we use the weights learned in pre-training for all the layers except the last layer and then optimize all the weights for emotion classification.

3.2.2. CopyPaste schemes implementation

During training, we randomly sample a batch of 128 utterances and perform CopyPaste based on the emotion class labels. For SE-CP augmentation scheme, we pick the utterances with the same emotion labels and randomly pair them for concatenation. For $N$-CP
augmentation scheme, we pick utterances with neutral emotion and randomly pair them with all utterances in the batch including neutral utterances. In this scenario, there is a risk that the resulting models are biased against the neutral emotion, as 50% of each augmented utterance is of neutral emotion, and yet we force the model to predict the emotion of the other 50% of the augmented utterance. To avoid that danger, we perform CopyPaste augmentation only for 80% of the batches in each epoch. With the same premises, in the N+SE-CP scheme, we follow each of N-CP and SE-CP schemes for 40% of the batches in each epoch amounting to 80% of batches with CopyPaste augmentation. To avoid overfitting, we randomly pick 4 s from each recording for concatenation instead of whole recording. We note that the average length of the training recordings in our datasets is less than 6 s. Hence, our hypothesis is affected only with negligible likelihood by picking only 4 s of each recording for concatenation.

3.2.3. Noise augmentation

In this work, we augment the training data by adding noise and music from MUSAN corpus. Our augmented data contains six copies of training set with SNRs of 10 dB, 5 dB and 0 dB after adding noise and music. We denote the models trained with clean and augmented data as Clean+Noise. As researchers showed that effectiveness of adding noise to the training data is more evident on noisy test data compared to clean test data, we compare noise augmentation with CopyPaste in noisy test conditions. As emotion datasets are usually clean and have higher SNR, adding noise to the test data is considered. We create two sets of test data, one with SNR level of 10 dB and another with 0 dB for comparing noise augmentation with CopyPaste.

4. DATASETS

We evaluate the CopyPaste augmentation schemes on three contrasting datasets: MSP-Podcast (natural and no restriction on spoken content), Crema-D (acted and restricted to 12 sentences), and IEMOCAP (acted – scripted and improvised). The details of each dataset are as follows.

4.1. MSP-Podcast dataset

MSP-Podcast dataset is collected from podcast recordings which discuss about a variety of topics like politics, sports and movies. The annotations are obtained using crowd-sourced workers with a minimum of 5 workers for each utterance. In this work, we used 5 emotion classes: angry, happy, sad, neutral, disgust for classification as in [14]. We used the standard splits in Release 1.4 for training, development, and testing. This dataset has 610 speakers (14200 utterances) in the training split, 30 (2893 utterances) in the development, and 50 speakers (6482 utterances) in the test split.

4.2. Crema-D Dataset

Crema-D dataset is a multimodal dataset (audio and visual) containing utterances with enacted emotions by 91 professional actors.

1Data provided by The University of Texas at Dallas through the Multimodal Signal Processing Lab. This material is based upon work supported by the National Science Foundation under Grants No. IIS-1453781 and CNS-1823166. Any opinions, findings, and conclusions or recommendations expressed in this material are those of the author(s) and do not necessarily reflect the views of the National Science Foundation or the University of Texas at Dallas.

2https://github.com/CheyneyComputerScience/CREMA-D

Table 2: SER results (weighted f1-scores) with randomly initialized ResNet model. Clean+Noise and Clean denote SER model training is on clean and noise augmented data, and clean data respectively. In parenthesis, absolute improvement compared to model trained without CopyPaste (No CP) is shown.

| Dataset     | Emotion data | No CP | SE-CP | N-CP | N+SE-CP |
|-------------|--------------|-------|-------|------|---------|
| MSP-Podcast | Clean        | 47.36 | 48.34 | 49.14| 49.69 (+2.33) |
|             | Clean+Noise  | 50.15 | 50.61 | 49.25| 50.71 (+2.56) |
| Crema-D     | Clean        | 71.46 | 71.80 | 74.34 (+2.88) | 73.79 |
|             | Clean+Noise  | 70.59 | 72.83 | 75.87 (+5.28) | 74.55 |
| IEMOCAP     | Clean        | 43.03 | 45.84 | 44.19 | 45.88 (+2.85) |
|             | Clean+Noise  | 43.65 | 49.49 | 52.34 (+8.69) | 51.41 |

Table 3: SER results (weighted f1-scores) with ResNet model pretrained for speaker classification. Clean+Noise and Clean denote SER model training is on clean and noise augmented data, and clean data respectively. In parenthesis, absolute improvement compared to model trained without CopyPaste (No CP) is shown.

| Dataset     | Emotion data | No CP | SE-CP | N-CP | N+SE-CP |
|-------------|--------------|-------|-------|------|---------|
| MSP-Podcast | Clean        | 56.79 | 58.68 (+1.89) | 57.71 | 58.22 |
|             | Clean+Noise  | 57.91 | 58.62 (+0.71) | 57.82 | 58.13 |
| Crema-D     | Clean        | 77.86 | 78.54 | 80.18 (+2.32) | 79.21 |
|             | Clean+Noise  | 79.60 | 79.98 | 80.17 (+0.57) | 79.88 |
| IEMOCAP     | Clean        | 61.18 | 62.15 (+0.98) | 61.21 | 61.90 |
|             | Clean+Noise  | 62.57 | 63.08 | 63.48 | 63.78 (+1.21) |

from a pre-defined list of 12 sentences. This dataset includes 48 male and 48 female actors with diverse ethnicity and age distribution. We follow the same data splits as in [14] with 51 actors for training, 8 for development and 32 for testing. We experiment with 4 emotion categories: angry, happy, neutral and sad.

4.3. IEMOCAP

IEMOCAP dataset is a multimodal dyadic conversational dataset recorded with 5 female and 5 male actors. It contains improvised and scripted conversations about pre-defined topics in 5 sessions. Each session include one male and one female actor. Each utterance is annotated by at least 3 annotators who were asked to choose from 8 emotion categories namely angry, happy, neutral, sad, disgust, fear and excited. In this work, we choose a subset of data with labels angry, happy, neutral and sad as in the previous works. We perform 5-fold cross-validation (CV) on this dataset as it is relatively small and contains only 10 speakers. For model training on each fold, we use three sessions for training the model, one session for development, and the remaining session for testing. In each fold, we use weighted f1-score as our metric, and hence, we report an average of weighted f-scores of 5-fold CV for each experiment.

5. RESULTS

In this work, we used weighted f1-score as metric (higher the better) to measure emotion model classification performance. We first show the effectiveness of CopyPaste schemes on clean data and noise augmented data. Then, we present results on artificially created noisy test data to compare CopyPaste and noise augmentation.

General considerations: Tables 2 and 3 show the results of CopyPaste schemes on randomly initialized ResNet model and speaker pre-trained ResNet model respectively. Comparing both
tables, we can observe that pre-training improves the model performance significantly on all datasets as is the case in [14]. We can observe that models trained with noise augmented data perform better compared to models trained only on clean data corroborating with previous research [14, 16]. Comparison of models trained with and without CopyPaste schemes (4th-6th columns vs. 3rd column) reveals that our models perform better on all datasets with all schemes. On MSP-Podcast and IEMOCAP datasets, none of the CopyPaste types provides much better results than the others, but on Crema-D dataset the N-CP scheme consistently performs best in both models: randomly initialized ResNet model and ResNet initialized with speaker pre-training. We can observe that CopyPaste schemes are effective on both clean data as well as noise augmented data. We note that the improvements obtained with CopyPaste schemes on the randomly initialized ResNet model are relatively higher compared to the improvements on the pre-trained ResNet model.

Per-class analysis: As noted in the Section 3.2, there is a risk that the model can get biased to not predict neutral when N-CP scheme is employed during model training. Hence, we examined class-wise f1-scores of emotion classes on Crema-D dataset. These scores for all emotion classes. As an example, we show in Table 4 class-wise improvements and observed that in most cases performance improved for all emotion classes when CopyPaste schemes are employed during model training. Among CopyPaste schemes, N-CP is performing best for all classes except for sad emotion for which N+SE-CP performs best.

Noise augmentation: Comparing the augmentation techniques, CopyPaste and noise augmentation, we can observe from Tables 2 and 3 that CopyPaste schemes performs better in most cases suggesting that concatenating utterances based on emotion helps the model generalize better compared to adding noise to the training data. As noted in Section 3.2.3, we compare noise augmentation and CopyPaste in noisy test conditions too. Tables 5 and 6 show the results on the noisy test data with SNR level of 10 dB and 0 dB respectively. We used the model pre-trained with speaker classification for this experiment as it is performing the best on all the datasets. As expected, SER performance degraded on the noisy test data suggesting that our models are sensitive to noisy test conditions. Models trained with noise augmentation are more robust compared to models trained with only clean data which illustrates the benefits of augmenting training data with noise. We can also observe that noise augmentation, in most cases, outperforms CopyPaste in the noisy conditions. However, our best models on all the datasets are when used both augmentations together which showcases the effectiveness of proposed CopyPaste schemes even in noisy test conditions.

### Table 4: Class-wise f1-scores on Crema-D dataset with CopyPaste (CP) schemes. We used ResNet model pre-trained for speaker classification and trained on clean data; No CP denotes model trained without CopyPaste

| Emotion class | No CP | SE-CP | N-CP | N+SE-CP |
|---------------|-------|-------|------|---------|
| Sad           | 20.48 | 20.59 | 21.11| 22.37   |
| Happy         | 37.17 | 46.19 | 54.47| 46.7    |
| Angry         | 70.53 | 71.4  | 75.85| 73.61   |
| Neutral       | 87.62 | 87.55 | 88.11| 87.83   |

### Table 5: SER results (weighted f1-scores) on noisy test data with SNR = 10dB with ResNet model pre-trained for speaker classification. Clean+Noise and Clean denote SER model training is on clean and augmented data, and clean data respectively; No CP denotes model trained without CopyPaste

| Dataset         | Emotion data | No CP | SE-CP | N-CP | N+SE-CP |
|-----------------|--------------|-------|-------|------|---------|
| MSP-Podcast     | Clean        | 55.25 | 57.39 | 55.54| 56.61   |
|                 | Clean+Noise  | 57.09 | 57.52 | 56.63| 57.52   |
| Crema-D         | Clean        | 72.76 | 73.47 | 77.06| 74.06   |
|                 | Clean+Noise  | 78.48 | 79.79 | 79.10| 79.30   |
| IEMOCAP         | Clean        | 58.82 | 59.30 | 59.93| 60.01   |
|                 | Clean+Noise  | 61.47 | 61.80 | 62.03| 62.63   |

### Table 6: SER results (weighted f1-scores) on noisy test data with SNR = 0dB with ResNet model pre-trained for speaker classification. Clean+Noise and Clean denote SER model training is on clean and augmented data, and clean data respectively; No CP denotes model trained without CopyPaste

| Dataset         | Emotion data | No CP | SE-CP | N-CP | N+SE-CP |
|-----------------|--------------|-------|-------|------|---------|
| MSP-Podcast     | Clean        | 52.65 | 55.15 | 52.68| 53.91   |
|                 | Clean+Noise  | 55.88 | 56.40 | 55.28| 56.44   |
| Crema-D         | Clean        | 64.95 | 66.21 | 71.40| 65.53   |
|                 | Clean+Noise  | 76.44 | 76.38 | 76.83| 76.60   |
| IEMOCAP         | Clean        | 52.05 | 51.73 | 51.58| 51.62   |
|                 | Clean+Noise  | 58.55 | 58.52 | 59.32| 59.69   |

### 6. CONCLUSIONS

In this work, we proposed CopyPaste, a perceptually motivated augmentation technique, for speech emotion recognition task. We postulated that for emotions other than neutral, a speaker is perceived to be expressing an emotion E even if it is expressed within a shorter segment in a longer utterance. We presented three CopyPaste schemes for model training based on the concatenation of utterances w.r.t. emotion labels. We have evaluated CopyPaste augmentation on 3 contrasting emotion datasets using 2 neural net (ResNet) models: one trained independently and another using transfer learning from a model pre-trained to classify speakers. We have shown that all schemes of CopyPaste improve the SER on all the datasets and perform better than standard speech augmentation technique of adding noise to the signal. Our results suggested that CopyPaste is effective even in noisy test conditions. Our best performing models use both CopyPaste and noise augmentation for training.
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