Direct 3D model extraction method for color volume images
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Abstract.

\textbf{BACKGROUND:} There is a great demand for the extraction of organ models from three-dimensional (3D) medical images in clinical medicine diagnosis and treatment.

\textbf{OBJECTIVE:} We aimed to aid doctors in seeing the real shape of human organs more clearly and vividly.

\textbf{METHODS:} The method uses the minimum eigenvectors of Laplacian matrix to automatically calculate a group of basic matting components that can properly define the volume image. These matting components can then be used to build foreground images with the help of a few user marks.

\textbf{RESULTS:} We propose a direct 3D model segmentation method for volume images. This is a process of extracting foreground objects from volume images and estimating the opacity of the voxels covered by the objects.

\textbf{CONCLUSIONS:} The results of segmentation experiments on different parts of human body prove the applicability of this method.
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1. Introduction

Extracting three-dimensional (3D) regions of interest (ROIs) from color volume images is an interesting and challenging topic. It is an issue that must be solved urgently for particular fields, e.g., the Virtual
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Human Project (VHP). The VHP was proposed by the United States National Library of Medicine (NLM). The ultimate research aim of the VHP is establishing a cellular-level virtual human tissue digitized human body, which would be very useful for new drug development, sports medicine, and industrial design, and so on. As the first step of the VHP, human body organ 3D visualization via massive cadaver cross-section images is essential. In past research, it was necessary to manually sketch the contours of human body organs on the images slice by slice. The process requires a lot of energy and time. With the development of image processing, we can extract the regions of interest via a small quantity of interactive using image matting technology. However, currently published methods [1,4] are all designed for two-dimensional (2D) images. Therefore, we still need to complete the segmentation slice by slice. If there is a 3D color volume image matting method, the extraction efficiency will be highly enhanced. In this paper, we propose a method to directly segment 3D color volume image data. As shown in Fig. 1, we use the serial color slice images provided by VHP to construct volume data, and makes simple marks on the image to assist segmentation, so as to directly obtain the 3D organ model.

2. Proposed method

2.1. Voxel decomposition

In our method, we consider each voxel as a convex combination of $K$ volume image blocks (components) $F^1 \ldots F^K$. Then, the $i$-th voxel in the volume image can be expressed as

$$I_i = \sum_{k=1}^{K} \alpha_k^i F_k^i$$

where $F_k^i$ denotes the $k$-th block, $\alpha_k^i$ denotes the opacity (matting component) of the $k$-th block, and $\alpha_k^i$ denotes the proportion of the actual color contribution per voxel. This matting component is non-negative, and the sum of components for each voxel is 1.

2.2. Spectral analysis

The eigenvectors of the Laplacian matrix ($L = D - A$) capture most of the image structures. Levin et al. introduced the matting Laplacian, which can accurately evaluate the effect of matting when the color distribution of foreground and background is uncertain [7]. If the colors of foreground and background in the local volume image window $w$ are linearly distributed in RGB space the $\alpha$ value in $w$ can be expressed as a linear combination of color channels:
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Fig. 2. Traversing all voxels to build the Laplacian matrix.

\[ \alpha_i = a_R I_i^R + a_G I_i^G + a_B I_i^B + b \quad \forall i \in w \]  

where \( a = 1/(F - B) \), \( b = -B/(F - B) \) and \( F \) and \( B \) are the foreground and background components of the local image window. Therefore, this foreground and background separation problem can transform into finding the alpha value with the minimum deviation in all image windows \( w_q \):

\[ J(\alpha, a, b) = \sum_{q \in I} \sum_{i \in w_q} (\alpha_i - a_R I_i^R - a_G I_i^G - a_B I_i^B - b_q)^2 + \varepsilon ||a_q||^2 \]  

where \( \varepsilon ||a_q|| \) is a regularization term on \( a \). After simplifying this formula, we can obtain

\[ J(\alpha) = \alpha^T L\alpha \]  

where \( L \) represents the matting Laplacian matrix, whose terms are functions of the input images in the local window and are independent of the foreground or background. The calculation is as follows:

\[ L(i, j) = \sum_{q(i,j) \in w_q} \left( \delta_{ij} - \frac{1}{|w_q|} \left( 1 + (I_i - \mu_q)^T \left( \sum_{q} \frac{\varepsilon}{|w_q|} I_3 \right)^{-1} (I_j - \mu_q) \right) \right) \]  

where \( \delta_{ij} \) is the Kronecker delta, \( w_q \) is a \( 3 \times 3 \times 3 \) window, \( \sum_{q} \) is the covariance matrix in the window, \( I_i \) is color vector of \( i \)-th voxel, \( \mu_q \) is the mean vector of color, \( I_3 \) is a unit matrix, \( I_j \) is color vector of \( j \)-th voxel, and \( \varepsilon \) is a constant parameter (generally its value is \( 10^{-7} \)). To build the Laplacian matrix \( L \) for volume image, a local window moves through the volume image, and voxel traversal is implemented in this local window. This process is shown in Fig. 2.

2.3. Matting components

After obtaining \( L \), the key to solve this segmentation issue is to find a reasonable set of vector \( \alpha \) values. It can be proven that the actual matting components belongs to the null space of Laplacian matrix under reasonable situation [8]. In our experimental images, the Laplacian matrices usually have few eigenvectors with zero eigenvalues but the minimum eigenvectors of \( L \) is close to being stable. Therefore, we can extract the matting component from the minimum eigenvectors of matting Laplacian matrix. The reconstruction of the matting components of the volume data is equivalent to finding the linear transformation of the smallest eigenvectors of the Laplacian matrix. The sum of the matting components for each voxel is 1. In addition, because most of the voxels are usually opaque, we hope most voxels’
matting component value is 0 or 1. Therefore, we can utilize the Newton iteration method to obtain a set of approximate binary vectors (matting components).

More formally, we calculate and obtain a set of minimum eigenvectors of \( L = [e^1, \ldots, e^n] \). Our goal is to find a set of linear combination vectors \( y^n \) and obtain

\[
\min \sum_{i,n} |\alpha_i^n|\gamma + |1 - \alpha_i^n|\gamma, \quad \text{where } \alpha_i^n = Ey^n \quad \text{subject to} \quad \sum_n \alpha_i^n = 1
\]  

(6)

where \( \gamma \) is a constant between 0 and 1 (in this paper, \( \gamma = 0.9 \)).

Since cost of Eq. (6) is not convex, the result of Newton’s method largely depends on the selection of the initial value of iteration. Therefore, we use k-means clustering method to cluster the minimum eigenvector of \( L \) defined by Eq. (5), and then set the initial value of Newton method as the clustering result. Namely, we cluster the eigenvectors \( e^1, \ldots, e^n \) into \( m (m \leq n) \) classes to obtain \( e'^1, \ldots, e'^m \).

Substitute the matrix \( E = [e'^1, \ldots, e'^m] \) into Eq. (6) and let \( n = m \). By judging the convergence condition of \( \sum_{i,m} |\alpha_i^n|\gamma + |1 - \alpha_i^n|\gamma \), we can obtain the matting components, as shown in Fig. 3.

In the process of clustering feature vectors using k-means algorithm, an important problem is to select the number of clustering \( K \). Setting a fixed value cannot adapt to different images to be segmented. Therefore, we use the eigen gap method to set the adaptive \( K \) value. According to the matrix perturbation theory, the larger the eigen gap (difference between two adjacent eigenvalues) is, the more stable the subspace composed of the selected \( K \) eigenvectors. Therefore, we set the number of clusters as the parameter corresponding to the maximum value of feature gap sequence. Specifically, we calculate a set of minimum eigenvalues of the Matting Laplace \( \lambda_1 < \lambda_2 < \ldots < \lambda_n \), and calculate the difference value to its eigengap sequence \( \{g_1, g_2, \ldots, g_n|g_i = \lambda_{i+1} - \lambda_i\} \). Then set the number of clusters as the number of subscripts in the maximum sequence plus 1. As shown in Fig. 4, it is the schematic diagram of the eigenspace sequence calculated at the thigh. We will select 25 as the number of clusters for k-means clustering. Through this method, we can automatically select a reasonable number of clusters \( K \) according to the characteristics of each volume image, and also avoid the calculation waste caused by too large selection of \( K \) value.
Fig. 5. 3D human organ models extraction from color volume images. From the upper left to low right (row-major order), the images show respectively extraction experiments for the thigh muscles model (by 10 matting components), large intestine model (by 14 matting components), feet model (by 9 matting components), stomach model (by 15 matting components), eyes model (by 14 matting components), heart model (by 17 matting components), hand model (by 10 matting components), medulla spinalis model (by 8 matting components), kidney model (by 19 matting components) and spleen model (by 16 matting components).

2.4. User-supervised matting

For the obtained matting components, we use brushes to mark the volume image (a white brush for the foreground and a black brush for the background). In this manner, most of the matting elements can be classified into foreground or background. For each image matting component without marked, we give $2^x$ hypotheses and calculate the values of energy Eq. (4) for each hypothesis. We obtain a hypothesis when the energy function is minimized, and its corresponding matting component belongs to the foreground. The final segmentation result can be obtained by adding all the matting components corresponding to foreground images. In Fig. 3, the matting elements in the blue box are regarded as foreground (target model) components by our method.

3. Experiment results

In this paper, we used volume images from the VHP as experimental material. The images used are BMP and JPG, ranging in size from $200 \times 180$ to $110 \times 120$. We selected several organs located in different positions of the human body with different colors as the segmentation objects. In Fig. 5, for each
segmentation object, the upper subfigure is the original volume image, and the lower subfigure is the extracted organ model. In our experiments, different organ models are extracted with different number of matting components. We also designed comparative experiments between our method and the 2D slice segmentation and rendering method. This method needs to mark all sequential slice images to be segmented in turn, and then draw a single segmentation result into a 3D model. Using our method, only scribbling on a slice image can get the result, which greatly reduces the workload. And our method also has some advantages in the segmentation effect. As shown in Fig. 6, the left image is the organ model obtained by the method of 2D slice segmentation and rendering method. In the results, there is a fault phenomenon (marked with yellow box) between single 2D slice images, the segmentation results are not complete (marked with red box), and the edge of the organ model is rough (marked with purple box). The image on the right is the organ model obtained by our method. The organ model is complete and smooth, which can better retain details, such as the blood vessels in the instep (marked with blue box). The experimental results show that our method is effective for color volume image segmentation.

4. Discussion

Medical image segmentation has always been an important research topic in the field of image processing. Traditional segmentation methods can be divided into two categories: 2D segmentation and 3D segmentation. In the 2D segmentation method, threshold segmentation methods [9,11] are susceptible to noise, and the effect at the edge of the image is not good. Some horizontal set-based methods [12,14] solve the image segmentation problems of uneven gray scale and fuzzy boundary, but they have the disadvantage of slow segmentation speed. 3D image segmentation methods can be divided into two kinds. The first is single 2D image segmentation and then rendering into volume [16]. The second is to segment the 3D image directly [6,18]. These methods are based on specific parts of the 3D model segmentation methods, and the segmentation objects are gray-scale images. From the above analysis, the segmentation method for 2D medical image has achieved some results, but there are still some problems, such as the complexity of calculation and the slow speed of segmentation. For 3D image with more data and more complex image structure, the data structure and algorithm processing of these methods will inevitably lead to greater complexity, and some problems such as low accuracy and slow computing speed will further appear. Besides, there is no general method for 3D color medical image segmentation except for the research based on specific parts. Compared with previous similar studies, the method proposed in this paper is a user-oriented direct segmentation method for 3D medical images, which not only improves the segmentation efficiency, but also ensures the segmentation accuracy.
5. Conclusion

In this paper, we present a semi-automatic and direct segmentation method for creating 3D target models from color volume images. In this method, we construct original 3D volume image data by using serialized corpse section images. Via constructing the Laplace matrix and linear transformation with eigenvectors, we obtain a set of matting components. We use an energy function to select components belonging to the target region. This method can achieve interested model direct extraction by using a small number of user markers. In addition, by comparing with current used 2D segmentation method, our method can generate more accurate result.
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