Joint state/input estimation with a Fourier dictionary for the input representation: effect of spectral leakage
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Abstract. The compressive sensing-moving horizon estimator (CS-MHE) is an approach for joint state/input estimation. It integrates compressive sensing principles into a moving horizon estimator, enabling to exploit shape functions to model an input, resulting in better observability and wider input bandwidth in comparison to other input models. With the final aim of using the CS-MHE for the estimation of forces and torques in rotating machinery which exhibit some form of periodicity, the authors have recently investigated Fourier shape functions. A first experimental validation showed very accurate estimation under the hypothesis of no spectral leakage, i.e., the MHE window, the sampling rate and the Fourier dictionary match a known input periodicity, with the input consisting of few sinusoidal components. This paper discusses the problem of spectral leakage that can result if the MHE window does not match the signal periodicity. In particular, we show how to remove the link between the MHE window and a Fourier dictionary, we discuss how the autocorrelation can be employed to detect the periodicity and we list further possible alternatives to enhance a sparse solution. The discussion is supported by numerical and experimental investigations.

1. Introduction

The compressive sensing-moving horizon estimator (CS-MHE) is a multistep time domain approach for joint state/input estimation [1, 2, 3, 4]. It exploits a moving horizon estimator (MHE) that minimizes the noise while correlating a model with measurements [5, 6], together with compressive sensing (CS) principles [7], which enable the observation of a relatively large number of input locations for a small set of measurements. Other state of the art estimation techniques are characterized by intrinsic limitations when estimating multiple input locations, due to an observability decrease [2]. The choice of compressive sensing to represent an input [8, 9, 10, 11, 12, 13] constitutes an alternative to the widely employed random walk model [14, 15]. In comparison to the latter, CS allows to efficiently model a high input bandwidth with respect to the sampling rate by exploiting a known input shape, resulting in the need for a coarser sampling [4].

We initially developed the CS-MHE to jointly estimate the states and a force impulse on a mechanical system in terms of input magnitude, time and position, under the assumption of a sparse input [1]. Furthermore, we formulated the CS-MHE to estimate complex quantities such
as Fourier components, which can be instrumental to model a periodic load [3, 4]. As an example, we mention forces and torques in rotating machines, whose characteristics are of quasi-periodic nature [3]. Estimating forces and torques is of paramount importance for condition monitoring and control engineering. In fact, these physical quantities are difficult or even impossible to be measured in a cheap, accurate and non intrusive manner, while their knowledge can improve a product or a process [4]. When dealing with Fourier basis functions, unwanted frequency components may appear due to spectral leakage [16]. This can be the result of the sampling scheme and/or it can be due to the finite portion of signal taken into account. In the context of the CS-MHE, a proper choice of the sampling rate and of the length of an estimation window are crucial to enhance sparsity, thus improving observability and estimation accuracy [2].

In this paper we report the formulation of the CS-MHE, focusing on the structure of Fourier basis functions (section 2). This allows to reveal the link between the MHE window and the Fourier dictionary, and to propose a few possible approaches to modify this link in order to limit the effect of spectral leakage. Furthermore, we focus on the use of the autocorrelation in order to detect the input periodicity (section 3). We support the analysis by some experiments that involve a structure excited by a shaker with a periodic force profile. Finally, we summarize the results (section 4).

2. The CS-MHE with a Fourier dictionary to represent a periodic input

This section gives the formulation of the CS-MHE for the case of a periodic input described by Fourier components. The methodology was already proposed in [3] and tested experimentally in [4]. Here we give further details on the structure of the Fourier basis functions in section 2.1, and we outline the CS-MHE formulas in section 2.2.

2.1. Fourier dictionary

The basic concept of compressive sensing is signal sparsity, i.e., the signal to be reconstructed (a force input in our case) must have only few nonzero elements [7]. A generic periodic signal in time domain does not comply with this requirement, whereas its Fourier transform may consist of only few active components. Consequently, we make use of a Fourier dictionary to represent a periodic input as a sparse signal.

Under the assumptions of regular sampling and equal amount of samples and Fourier components, a Fourier dictionary $\Psi$ is a square matrix that applies the inverse Fourier transform to a signal, i.e., $u = \Psi \alpha$, where vectors $u$ and $\alpha$ are a force input and its sparse Fourier representation, respectively [3, 17]. Fourier components form an orthogonal set (complete dictionary), i.e., each component cannot be represented by a linear combination of other components [18]. Eq. (1) shows that $\Psi$ is made of elements $\psi_{k,j}$ at row $k$ and column $j$. Subscripts $k$ and $j$ refer to a sampling point and to a Fourier component, respectively. Each column of $\Psi$ is thus a Fourier basis function of the dictionary. For the CS-MHE formulation presented in [1, 3, 4], $\Psi$ has size $(N-1) \times (N-1)$, where $N$ is the number of time steps that define the signal length, as illustrated in Fig. 1.

$$
\Psi = \begin{bmatrix}
\psi_{T-N+1,T-N+1} & \cdots & \psi_{T-N+1,T-1} \\
\vdots & \ddots & \vdots \\
\psi_{T-1,T-N+1} & \cdots & \psi_{T-1,T-1}
\end{bmatrix}
$$

The elements of $\Psi$ are built from the formulas of the inverse discrete Fourier transform (DFT), as indicated in eq. (2) for the case of a one-dimensional signal, where $i$ indicates the imaginary part of a complex number. The base length $L_0 = dt (N-1)$ of the Fourier shape functions is linked to the length of the signal ($N$) and to the sampling scheme, being $dt$ the sampling
Such dictionary avoids spectral leakage only if all Fourier components of the input fit exactly in the base length $L_0$. Unfortunately, for some applications it is not possible to set the acquisition scheme and signal length such that they comply with these requirements, and spectral leakage occurs. This jeopardizes sparsity and possibly introduces observability issues [2]. In section 3 we will discuss how to cope with this issues. Finally, it is worth mentioning that a dictionary for compressive sensing based on Fourier basis functions can also refer to a non uniform sampling, and this may result in a rectangular overcomplete dictionary [18], where $k$ and $j$ in are disconnected from each other.

$$\psi_{k,j} = \frac{1}{\sqrt{N-1}} e^{\frac{2\pi i}{N-1} j(k-\frac{1}{2})} \tag{2}$$

$$= \sqrt{\frac{dt}{L_0}} e^{\frac{2\pi i}{L_0} j(k-\frac{1}{2})} \tag{3}$$

2.2. Formulation of the CS-MHE with a Fourier dictionary

This section gives the formulation of the CS-MHE for the case of an input described by Fourier components. Further details can be found in [3, 4]. The formulas consider a linear discrete time state-space system such as eqs. (4–5), where $x_k$ is the state vector, and the input $u_k$ is represented by a linear superposition of Fourier basis functions $\psi_j$ multiplied by a scale factor $\alpha_k$. Eqs. (4–5) can also be obtained by linearizing a nonlinear system. Subscript $k$ denotes the current time step. An estimation window of length $N$ is defined between the discrete time steps $k = T-N+1$ and $k = T$, as shown in Fig. 1. $w_k$ and $v_k$ are two noise terms associated to model and measurements, respectively.

$$x_{k+1} = A_k x_k + B_k u_k + w_k = A_k x_k + B_k \sum_{j=T-N+1}^{T-1} \psi_{k,j} \alpha_k + w_k \tag{4}$$

$$y_k = C_k x_k + D_k u_k + v_k = C_k x_k + D_k \sum_{j=T-N+1}^{T-1} \psi_{k,j} \alpha_k + v_k \tag{5}$$

Under the hypothesis of additive noise (which can always be satisfied thanks to discretization [15, 19]), the noise terms can be written down explicitly and substituted in the CS-MHE optimization problem, that we present in eqs. (6–7) [2, 3, 4]. Eq. (6) is the cost function of the optimization problem that the CS-MHE solves at every time step, and contains five terms to be minimized, which are weighted through covariance matrices. From top to bottom, they refer to the arrival cost $P_a \in \mathbb{R}^{N_S \times N_S}$, the model error $Q_k \in \mathbb{R}^{N_S \times N_S}$ and the measurement error $R_k \in \mathbb{R}^{n_r \times n_r}$, where $N_S$ and $n_r$ are the number of states and transducers, respectively.
\(Q_k\) and \(R_k\) are related to the noise terms in eqs. (4–5), being \(w_k \sim \mathcal{N}(0, Q_k)\) and \(v_k \sim \mathcal{N}(0, R_k)\). Furthermore, covariance \(P_a\) weights the propagation of any estimated input to the next time step [1], and finally the \(\ell_1\)-norm minimization of the sparse representation \(\alpha_k\) of the input is balanced with the other components of the cost function through a constant weight \(\lambda\), i.e., \(\lambda\) balances the noise on model and measurements with the input sparsity. In fact, the \(\ell_1\)-norm minimization promotes a sparse solution [20]. For the details of compressive sensing and \(\ell_1\)-norm minimization we refer to [7] and references therein.

\[P_a\] and \(P_\alpha\) in eq. (6) weight any information prior to the current estimation window, which is marked with a bar (\(\bar{x}_{T-N+1}\) for the arrival cost and \(\bar{\alpha}\) for any inputs). The arrival cost carries the information from \(k = 0\) to \(k = T-N+1\). We computed it following a smoothing approach, exploiting the covariance matrix of the optimization problem [21, 22, 23]. Finally, eq. (7) contains some bounds on the optimization variables (superscripts \(\text{LB}\) and \(\text{UB}\) denote lower and upper bounds, respectively) [4].

\[
\min_{x_k, \alpha_k} \left( x_{T-N+1} - \bar{x}_{T-N+1} \right)^\top P_a^{-1} \left( x_{T-N+1} - \bar{x}_{T-N+1} \right) \\
+ \sum_{k=T-N+1}^{T-1} \left( x_{k+1} - A_k x_k - B_k \sum_{j=T-N+1}^{T-1} \psi_{k,j} \alpha_k \right)^\top Q_k^{-1} \left( x_{k+1} - A_k x_k - B_k \sum_{j=T-N+1}^{T-1} \psi_{k,j} \alpha_k \right) \\
+ \sum_{k=T-N+1}^{T} \left( y_k - C_k x_k - D_k \sum_{j=T-N+1}^{T-1} \psi_{k,j} \alpha_k \right)^\top R_k^{-1} \left( y_k - C_k x_k - D_k \sum_{j=T-N+1}^{T-1} \psi_{k,j} \alpha_k \right) \\
+ (\alpha - \bar{\alpha})^\top P_a^{-1} (\alpha - \bar{\alpha}) + \lambda \sum_{k=T-N+1}^{T-1} \|\alpha_k\|_{\ell_1} 
\]

subject to \(x \in [x_{\text{LB}}, x_{\text{UB}}], \alpha \in [\alpha_{\text{LB}}, \alpha_{\text{UB}}]\) (6)

The optimization problem (6–7) can be written in matrix form. It includes complex variables and it can be recast into a standard form second order cone problem (SOCP) [3, 4, 24, 25]. We solved the SOCP in MATLAB\textsuperscript{®} by exploiting the modeling language YALMIP [26] and the solver MOSEK [27].

3. Spectral leakage

Up to here we mainly reported the state of the art of the CS-MHE with a Fourier dictionary, and we added a few details concerning the structure of the dictionary \(\Psi\). During previous numerical as well as experimental examples we showed that the CS-MHE generates very accurate estimates under the test settings which we chose, i.e., we worked with sinusoidal components for which an exact number of cycles is present in one estimation window and the sampling rate is an exact multiple of the components [3, 4]. This promotes sparsity since it avoids any spectral leakage. In this section we discuss different ways to detect the periodicity of a signal, aiming at minimizing spectral leakage in the generic case in which periodicity is not known \textit{a priori}. 

\[
\]
Starting from eqs. (2–3), we consider a few ways to adapt the dictionary in order to match the detected periodicity, going in the direction of dictionary learning [28, 29, 30]. If the input signal under investigation would be available (instead of being the object of an estimation problem), we could take a long portion of it and perform a DFT (standard, fast, windowed [16], or following a specific algorithm such as the ones proposed in [31, 32]). Unfortunately we are dealing with an estimation problem, and we cannot rely on the availability of a signal. Moreover, a DFT applied to a short signal would not generate reliable results (an estimation window is usually short in order to limit the computational cost). In case of rotating machinery, the easiest approach to detect the periodicity is a direct measurement of the rotation angle. In fact, we expect periodicity to be a multiple of a full rotation. An optical encoder or a proximity sensor can detect the rotation period, and this information can be used to tune the base length of the Fourier dictionary. In case a direct measurement is not possible, we propose to operate in time domain. Specifically, we focus our analysis on the autocorrelation [33], which we will introduce and discuss in section 3.2.

Independently of the methodology to detect the base period of the load, we can modify the base length of the dictionary following different approaches, which can sometimes be considered simultaneously. In the list that follows we outline four methodologies, which correspond to the graphs in Fig. 2.

(i) The estimation window as well as the number of basis functions do not change ($N$ stays constant), whereas the base length of the dictionary is adapted according to the detected input periodicity: this is the simplest approach to implement, since the structure of the dictionary does not change. In fact, only $L_0$ in eq. 3 is updated in response to a detected periodicity (first graph in Fig. 2). In this paper we focus on this approach, where the sizes of the dictionary and of the MHE window remain constant.

(ii) The length of the estimation window $N$ changes together with the number of basis functions, i.e., the dictionary remains a square matrix according to the new window length: modifying the MHE window length implies a different problem size (governed by $N$) and consequently a different computational effort (second graph in Fig. 2). It may be worth to apply such philosophy if the window needs to be shortened, but on the other hand this is not appealing in case the window has to be increased, since the computational cost would also grow. In parallel to this, the considerations in the previous point still apply, and we can see this approach as a possible way to lower the computational cost at the price of some effort in adapting the problem size.

(iii) The dictionary and the MHE window length are completely disconnected, $\Psi$ may become a rectangular matrix, and possibly the sampling scheme changes in order to reduce the computational cost: a Fourier dictionary can also refer to an irregular and/or undersampled acquisition scheme (in comparison with the Nyquist-Shannon sampling theorem). Such case is particularly interesting for compressive sensing [3], and cannot be obtained by simply inverting the DFT matrix (third graph in Fig. 2). References [17, 34] provide further details and examples. In the framework of the CS-MHE we did not examine this procedure yet, since it requires quite some modifications in the implementation of the dictionary in the estimator. Furthermore, we are currently focusing on the estimation accuracy rather than on computational performance. The basic principle is to (randomly) omit some samples in order to reduce the computational load. This would allow to take into account a relatively long time window by processing less sampling points, decreasing the computational load.

(iv) Build an ad-hoc dictionary: it is possible that a force acting on a mechanical component is influenced by strong dynamical effects which are independent of the periodic nature of an external load. Consequently, a Fourier dictionary based on a single base frequency may not constitute a satisfactory approximation. It is then possible to build an ad-hoc
dictionary that includes the eigenfrequencies of the system as well as the harmonic load. Such dictionary may be overcomplete [18], may or may not have a random sampling scheme, and it certainly is an interesting open point for future research (fourth graph in Fig. 2).

The common element in each of the four proposed approaches is the fact that the MHE window length can be disconnected from the base length that characterizes a Fourier series. Besides the purpose of modifying the dictionary to limit spectral leakage, this fact can assume importance in case we want to extrapolate data in the future (i.e., after the estimation window), in the context of model predictive control (MPC).

3.1. Experimental example
In this section we introduce the test case for the results that will follow in section 3.2. We will be rather concise, since all details of the experiment can be found in [4, 35]. The test setup consists of a 1 m long aluminum beam clamped on each side to a vertical mount, which is fixed to the ground (Fig. 3). We built a finite element (FE) model and we updated it based on a series of experimental modal analyses (EMAs). For the experiments that we present in this paper, three eigenmodes govern the dynamical behavior of the system, which we report in Fig. 4. The numbering 1, 3, 8 derive from the whole mode set [35]. These dominate the structure response due to the orientation of the external force. In fact, we attached a shaker to the structure such that it applies a force along the z axis, and these modes belong to plane xz (the axis orientation

Figure 2: Graphical interpretation of different approaches to tune the base length of the Fourier dictionary. Legend: MHE time steps (+), original Fourier base length (----) adapted Fourier base length (-----), ad-hoc additional shape functions (———).

Figure 3: Experimental setup.
follows the notation in Fig. 3). Fig. 3 shows also an impedance head, which we employed to validate the force estimation. We imported the model in MATLAB by extracting the FE mass and stiffness matrices and projecting them on modal coordinates [36]. This allowed to build a reduced order state-space model that takes into account only the eigenmodes under examination. Beside the state-space representation we employed camera based measurements, and we tracked the displacements along the z axis of 5 markers that cover uniformly the “BEAM STRIP 2” in Fig. 3. All details including hardware and image processing steps to extract the displacements are documented in [4, 35].

3.2. Autocorrelation
The autocorrelation is one way to detect periodicity in time domain having only a few cycles available [33]. Fig. 5 depicts the basic idea of a CS-MHE scheme that includes the autocorrelation. During the first iteration of the filter the window is not optimal and provokes some spectral leakage. However, the signal contains enough information to detect the base period of the input signal by employing the autocorrelation, and set thus the correct length of the shape functions for the next iteration.

In the remaining part of this section we show an example which makes use of the beam setup described in section 3.1, subjected to a load composed by 2 Fourier components at 64 and 128 Hz, sampled at 512 Hz. The idea is to detect the period of the base frequency of the estimated force and to update the dictionary with this new length \( L_{i+1} \) (where \( i + 1 \) indicates the next iteration) as indicated in eq. (8), where \( \Delta t_{\text{auco}} \) is the period determined by the autocorrelation. \( L_0 \) in eq. (8) can also be replaced by the current length \( L_i \), in case such an update scheme would be more appropriate for a specific application.

\[
L_{i+1} = \text{round}(L_0/\Delta t_{\text{auco}}) \Delta t_{\text{auco}}
\]  

(8)

The graphs in Fig. 6 show the influence of two parameters on the proposed approach. The first parameter is a threshold on the autocorrelation (\( \varepsilon_{\text{auco}} \), i.e., we neglect the peaks of the autocorrelation which are below a certain level) and the second parameter is a threshold on the Fourier components (\( \varepsilon_{\alpha} \), i.e., we do not consider the Fourier components under a certain amplitude [1]). Each column in Fig. 6 corresponds to a different combination of thresholds, indicated in the title of the graphs in the first row. Within each column, from top to bottom the three graphs are:

(i) the number of equivalent time steps \( N_{\text{eq}} \) sampled at \( 1/dt \) that a window generated by eq. 8 would have. \( N_{\text{eq}} \equiv N \) for the first iteration, and it is thus possible to identify the curves by

Figure 4: Mode shapes of the first three beam eigenmodes in plane \( xz \).
Figure 5: Idea of using the autocorrelation to limit spectral leakage as of the second iteration. Amplitude of the Fourier components of the estimated signal (top, the nonzero components are marked by a filled-in circle). Inverse Fourier transform (center). Autocorrelation and peak detection to determine the base length for the next iteration (bottom).

(i) The graphs in the first column refer to a case in which $\varepsilon_{\text{auco}}$ and $\varepsilon_\alpha$ are not well tuned (they are both set quite low, such that the small components are taken into account). This results in a window that does not always follow the correct periodicity (top), a number of nonzero components that does not stabilize to a minimum (middle), and finally a MSE that does not converge to a minimum for all window lengths (bottom).

(ii) For the second column we set a higher threshold on the autocorrelation. We see that the base length of the dictionary is identified correctly, i.e., it stabilizes on three different values from iteration 2 on, according to eq. 8 (top). The number of nonzero components decreases gradually (middle), and the MSE of iteration 2 drops for every window length (bottom).

(iii) The graphs in the third column involve a better tuning where also the threshold on the Fourier components is higher, and the results become as expected: stable detection of the Fourier base length (top), number of nonzero component converging to 5 from iteration 2 on (middle), and MSE dropping starting from iteration 2 (bottom).
Figure 6: Effect of using the autocorrelation for different three combinations of thresholds $\varepsilon_{\text{auco}}$ and $\varepsilon_\alpha$ on the equivalent number of time steps $N_{eq}$, the number of nonzero components $n_\alpha^*$ and on the mean square error (MSE). Every curve refers to a constant $N$, which corresponds to $N_{eq}$ in the first iteration.

Figs. 7–8 show the results of the CS-MHE state/input estimation for the first and second iteration, respectively, in case $N = 34$ time steps. In each figure, the two graphs on the left hand side refer to the state estimation, and depict position and velocity modal participation factors (MPFs), that refer to the three mode shapes in Fig. 4. Moving to the right, the next two graphs show the results of the input estimation, expressed as real part $\Re(\alpha)$ and imaginary part $\Im(\alpha)$ of the Fourier components $\alpha$, and arranged according to the MATLAB® convention for the DFT, i.e., first the DC component, then the half space of positive wave numbers and finally the negative half space. The $\pm 3\sigma$ confidence bands come from the covariance matrix of the constrained optimisation problem [1, 37]. Finally, the two graphs on the right hand side were already proposed in Fig. 5, and are now overlapped with the reference force signal measured by the impedance head (green curves). The top-right graph shows the amplitude of the Fourier components $\text{abs}(\alpha)$, and finally the bottom-right graph is obtained by applying the inverse DFT to the $n_\alpha^*$ nonzero components of $\alpha$, which are marked by a solid circle.

The examples in this section involve a coherent sampling scheme, i.e., there are a finite number of samples in one input period independently of the MHE window length $N$. During our research we tested the autocorrelation also in case of components which are not exact multiples of each other and of the sampling. The main conclusion of this investigation was that the autocorrelation
Figure 7: CS-MHE results at iteration 1 with $N = 34$. Legend (state estimation): 1st mode (——); 2nd mode (—-—); 3rd mode (···). The thick green lines are the reference, the thick blue lines are the CS-MHE estimation, confined into two thin blue lines that represent the confidence level ($\text{MPF}_n \pm 3\sigma_n$). Legend (input estimation): reference values (—-×); CS-MHE estimation (—-○). The nonzero components are marked by a solid circle.

Figure 8: CS-MHE results at iteration 2 with $N = 34$. Legend: see Fig. 7.
suffers from some limitations. It can detect only the dominant component, and its accuracy depends on the sampling scheme (i.e., it works better if the sampling rate is a multiple of the dominant frequency). The autocorrelation is capable of detecting multiple frequencies, but these should have a comparable amplitude, and this is not common for mechanical systems, where eigenmodes and other dynamical behaviors are scaled with respect to the dominant event. Consequently, the autocorrelation does not fully solve the problem of spectral leakage if several dynamical uncorrelated aspects are relevant. For example, a rotating machine (e.g., a transmission) may have a strong structural behavior that does not match the periodicity given by the rotation speed. In such case an ad-hoc dictionary made of Fourier shapes that match the rotational speed (e.g., detected by an encoder) augmented by some shapes that follow the structural eigenfrequencies may perform better (cf. the fourth graph in Fig. 2). This is interesting but requires extra effort when setting up a filter, since building such dictionary is not trivial. This idea is currently under investigation. If computational performance is not a key element, a further option is to work on a longer window and employ the advanced techniques for periodicity detection proposed in [31, 32]. Finally, we could try to improve the results by adding some extra processing before computing the autocorrelation. Starting from the CS-MHE results, we could run a Kalman filter with a random walk model for the input, and then use the autocorrelation. This would be computationally cheap, all sensitivities are already available, and a backward recursion such as the Rauch-Tung-Striebel smoother is also possible [38, 39].

4. Conclusions
In this paper we summarized the compressive sensing–moving horizon estimator (CS-MHE) for the joint estimation of states and a periodic force input modeled by a Fourier dictionary. In particular, we highlighted the structure of Fourier basis functions in order to illustrate how to remove the link between the MHE estimation window and the dictionary. This goes in the direction of dictionary learning since it allows to tune the basis functions according to a certain periodicity. Such procedure aims at minimizing spectral leakage, which occurs if the MHE window does not match the input periodicity, jeopardizing the estimation results because of poor input modeling and observability issues.

We discussed a few approaches to adapt a Fourier dictionary in response to a certain input periodicity and we listed a few methodologies to determine the periodicity (frequency domain, direct measurement for rotating machinery, time domain), and we focused the attention on the autocorrelation. Specifically, we discussed its applicability with the aid of numerical investigations based on experimental data, and we showed that the method works well under specific settings. The autocorrelation suffers from some limitation in case the sampling scheme does not match the base period of the load and if multiple components with different amplitude have to be detected. The outcome of this paper is twofold. On the one hand we showed how to set the base length of the dictionary independently of the MHE window, with the aim of setting it such that it minimizes spectral leakage. On the other hand we demonstrated that the autocorrelation detects the periodicity only under specific circumstances, leaving space for future research. This may involve further ways to detect periodicity starting from a short signal (possibly including extra steps such as an extended Kalman filter and a Rauch-Tung-Striebel smoother) and may end up in more structured ad-hoc dictionaries and irregular sampling schemes. In the short term we are planning to apply the CS-MHE for the estimation of a quasi-periodic torque in a rotating drive train.
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