Electrical conductivity in the Hubbard model: orbital effects of magnetic field
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Calculation of conductivity in the Hubbard model is a challenging task. Recent years have seen much progress in this respect and numerically exact solutions are now possible in certain regimes. In this paper we discuss the calculation of conductivity for the square lattice Hubbard model in the presence of a perpendicular magnetic field, focusing on orbital effects. We present the relevant formalism in all detail and in full generality, and then discuss the simplifications that arise at the level of the dynamical mean field theory (DMFT). We prove that the Kubo bubble preserves gauge and translational invariance, and that in the DMFT the vertex corrections cancel regardless of the magnetic field. We present the DMFT results for the spectral function and both the longitudinal and Hall conductivity in several regimes of parameters. We analyze thoroughly the quantum oscillations of the longitudinal conductivity and identify a high-frequency oscillation component, arising as a combined effect of scattering and temperature, in line with recent experimental observations in moiré systems.

I. INTRODUCTION

Strong correlations in electronic systems have a profound effect on conductivity, and lead to a range of unconventional behaviors which are at the center of interest in condensed matter theory. One such behavior is the linear temperature dependence of resistivity, observed in the cuprate superconductors¹–³. The linear resistivity has been reproduced by numerical simulation of the Hubbard model⁴–¹³, as well as with ultra cold atom simulations¹⁴. It is viewed as an effect of proximity to the Mott transition⁵,⁶,⁷,⁸ or quantum critical points⁹,¹⁰,¹¹, as well as a generic high-temperature feature of correlated materials which are well approximated by a single-band model¹².

External magnetic fields are also known to affect the transport properties of electronic systems²⁰, sometimes drastically: in the context of the two-dimensional electron gas, magnetic field leads to the well-known quantum Hall effect (QHE), where conductivity displays intricate dependence on the magnetic field²¹–²³. The effect of the Coulomb interaction is here essential for the understanding of the fractional QHE²⁵,²⁶. In conventional metals, resistivity is an oscillatory function of the magnetic field, which is the well known Shubnikov-de Haas effect (SdH)²⁷,²⁸. However, the SdH effect is often observed even in states which are assumed to be correlated and are not yet fully understood²⁹–³¹. In such cases, an effective Fermi liquid description of the material is often invoked to analyze the experimental data, and to map out the geometry of the Fermi surface. It is, therefore, of great importance to understand the interplay of strong coupling and magnetic fields in lattice systems. The study of magnetoresistance in correlated lattice models has been so far limited to perturbative approaches, either for weak fields³²–³⁴, or weak interactions³⁵,³⁶. To the best of our knowledge, the only non-perturbative calculations of magnetotransport were limited to the transversal conductivity³⁷–³⁹. Non-perturbative calculations were also performed for the effective Fermi liquid parameters (quasiparticle weight, scattering rate and density of states at the Fermi level)⁴⁰,⁴¹, which can be considered relevant for longitudinal conductivity.

In this paper we study the effect of magnetic field on both the longitudinal and transversal conductivity in the square lattice Hubbard model in several parameter regimes: from weak to strong coupling, low to high temperature, and in the full range of the magnetic field. We first lay out the general formalism for the calculation of conductivity in the presence of the magnetic field and then describe the simplifications that arise at the level of the dynamical mean field theory (DMFT), as previously implemented in Refs. 41 and 38. Most importantly, we show that the Kubo bubble is gauge invariant and that the vertex corrections to the current-current correlation function cancel, analogously to the zero field case. The latter is done by rederiving the well-known zero-field proof from Ref. 42 in real space, and then generalizing it to the case of external magnetic fields. Cancellation of vertex corrections at the level of DMFT was previously shown only for the transversal conductivity⁴⁵, and here we give a different, fully general proof.

We perform extensive DMFT calculations to cover a large part of the phase diagram. Our numerical results show that the oscillatory behavior of conductivity is restricted to a finite range of temperature which is mainly determined by the amount of dynamic correlations (which are promoted by interactions, yet hindered by doping). The amplitude of oscillations decays
exponentially with temperature, as expected from the Lifshitz-Kosewich theory. Above a certain characteristic temperature, no non-monotonic behavior can be induced no matter how strong the magnetic field is. We also observe that in a big range of magnetic fields and interaction strengths, the conductivity follows a scaling law, with the temperature scale set by the coupling strength. Most importantly, the $T$-linear dependence of resistivity in the high-temperature regime is not qualitatively modified by the magnetic field.

We investigate transverse conductivity in the non-interacting limit, and observe exponential decay of $\sigma^{xy}$ with temperature, and a power law divergence as $B \rightarrow 0$. The analytic behavior at $B = 0$ is restored by interactions, which lead to a smooth decay of $\sigma^{xy}$ as the magnetic field is gradually turned off.

Finally, we investigate the oscillatory behavior of conductivity in weak-to-moderate magnetic fields. In all the cases we studied, the longitudinal conductivity turns out to be dominated by the current-vertex factors, rather than the local density of states at the Fermi level or the effective scattering rate. This leads to an important simplification: one can reliably calculate conductivity at an arbitrary field by using the zero-field DMFT calculation for the self-energy. We further observe that at high temperature, moderate-to-high interactions and moderate fields, the oscillation occurs at two separate frequencies: one that corresponds to the area of the Fermi sea, as in the Shubnikov-de Haas effect, and the other which corresponds to the full area of the two-dimensional Brillouin zone (BZ), and is therefore of higher frequency and independent of the doping level. This finding is in excellent qualitative agreement with the recent experimental observations in graphene superlattices. The full discussion of the observed phenomenology of quantum oscillations of conductivity in the Hubbard model is presented in a separate publication, Ref. 48, while here we present the raw data and describe the basic mechanism behind the onset of the high-frequency oscillations.

The paper is organized as follows. We first describe the formalism: the Hamiltonian, the gauge choice, reciprocal-space formulation, gauge-invariant Green’s function, current operators and the correlation function, DMFT approach, calculation of the conductivity tensor, and vertex factors. We then present and discuss the results. For the benefit of the reader and for easy redereivation and validation of the results presented in this work, we provide very detailed proofs of all steps in the derivations in the Appendices. For reasons of clarity and to facilitate dimensional analysis we maintain all constants ($e$, $\hbar$, $k_B$, and lattice constants $a$ in $c$) in the equations.

II. FORMALISM

A. Model

We study the Hubbard model on the square lattice with lattice constant $a$, defined by the Hamiltonian

$$H = H_0 + H_{\text{int}},$$

where the non-interacting part $H_0$ is the tight-binding (TB) model that we discuss in the following sections, while the interacting part $H_{\text{int}}$ is the local density-density coupling, i.e., the Hubbard interaction

$$H_{\text{int}} = U \sum_i n_{i,\uparrow} n_{i,\downarrow},$$

where $i$ indexes the lattice sites, $n_{i,\sigma}$ are the density operators, and $U$ is the coupling constant. The electron spin is denoted $\sigma = \uparrow, \downarrow$.

1. Orbital space

The lattice sites are assumed to lie in the $z = 0$ plane; where convenient, we will treat the system as a three-dimensional stack of such planes separated by the lattice constant $c$ in the perpendicular direction.

The effect of the external magnetic field $B$ in the TB model is two-fold: it couples to the electrons’ spin degree of freedom (Zeeman term), as well as the momentum. The latter is approximated on the lattice by means of the Peierls substitution. The resulting Hamiltonian is

$$H_0 = -\mu \sum_{i,\sigma} n_{i,\sigma} + g \mu_B \sum_i B(r_i) \cdot S_i - \sum_{i,j,\sigma} t_{ij} e^{i f_{ij}} c_{i,\sigma}^\dagger c_{j,\sigma},$$

where $\mu$ is the chemical potential, $g$ is the gyromagnetic factor, $\mu_B$ is the Bohr magneton, the position vector of site $i$ is $r_i$, and the operator of the electron SU(2) spin is

$$S_i^\eta = \frac{1}{2} (c_{i,\uparrow}^\dagger, c_{i,\downarrow}^\dagger) \hat{\sigma}^\eta (c_{i,\uparrow}, c_{i,\downarrow}),$$

where $\hat{\sigma}^\eta$ are the Pauli matrices, and $\eta$ enumerates the spatial directions $x, y, z$. The $t_{ij}$ is the hopping amplitude between the sites $i$ and $j$. The Peierls substitution introduces a phase shift $f_{ij}$ that is picked up by an electron on the path from site $i$ to site $j$:

$$f_{ij} = \frac{e}{\hbar} \int_{r_i}^{r_j} A(r) \cdot dr.$$
Here $A$ is the vector potential, $e$ the elementary charge, and $\hbar$ the reduced Planck’s constant. In matrix notation in site space, the effect of the gauge field corresponds to element-wise multiplication of the bare Hamiltonian:

$$H_0[A] = H_0[A = 0] \circ e^{iA},$$

(6)

where $e^{iA}$ is simply a matrix constructed out of $e^{iA_{ij}}$ elements.

We are interested in the effects of a uniform magnetic field perpendicular to the 2D lattice: $B = (0, B_z)$. The vector potential $A$ is not uniquely determined by $B$. There are two obvious choices: the Landau gauge

$$A(r) = (0, eB_z, 0),$$

(7)

and the symmetric gauge

$$A(r) = (-\frac{y}{2}B_z, \frac{x}{2}B_z, 0).$$

(8)

Throughout this paper, we work in the Landau gauge.

In the rest of the paper, we define lattice site coordinates $x_i$ and $y_i$ as integers, and define $r_i = (x_i, y_i, 0)$. The physical position vector of the lattice site $i$ is then $ar_i$ and we give spatial indices in terms of $r$ as, e.g. $A_r \equiv A(ar)$.

Plugging the Landau gauge field $A$ (Eq. 7) in the expression for the Peierls phase (Eq. 5) one obtains (see Appendix A for proof)

$$f_{ij} \equiv f_{r_i, r_j} = \frac{e}{\hbar}(B_z a^2)\frac{(y_j - y_i)(x_i + x_j)}{2} = 2\pi \frac{\Phi}{\Phi_0} \frac{(y_j - y_i)(x_i + x_j)}{2},$$

(9)

where $\Phi_0 = \hbar/e$ is the unit flux, and $\Phi = B_z a^2$ is the flux per lattice plaquette.

To be able to define a finite-sized (commensurate) magnetic unit cell, the values of $B_z$ must satisfy

$$\frac{e}{\hbar}(B_z a^2) = 2\pi \frac{p}{q},$$

(10)

where $p$ and $q$ are coprime integers. $q$ is then the size of the unit cell in the $x$-direction (for proof see Appendix B). In the other direction the size of the unit cell is 1, as the translational invariance is not broken along the $y$ axis; this is obvious as $f_{ij}$ depends only on the difference $y_i - y_j$.

The effect of $B_z$ on the kinetic energy term is periodic. As $B_z$ enters the kinetic energy through $e^{2\pi iB_z(y_j - y_i)(x_i + x_j)/2}$, $(y_j - y_i)(x_i + x_j)/2$ is an integer for all $(i, j)$ connected by hopping (as is the case with nearest-neighbor hopping), increasing $p/q$ by an integer makes no difference. Therefore, the effect of $\frac{p}{q}$ is the same as that of $\frac{p + ma}{q}$, with $m$ integer. The inversion symmetry of the lattice implies that the effect of $\frac{p}{q}$ is the same as that of $\frac{2p - p}{q}$.

When it comes to the kinetic energy term, all physically discernible magnetic fields (that satisfy Eq. 10) can be mapped onto the range $0 \leq p/q \leq 1/2$. The field $p/q = 1$ is then a characteristic value of the field, the lowest one (other than zero) that does not couple with electron motion.

In numerics, we will consider a finite $L \times L$ cyclic lattice, which must fit an integer number of magnetic unit cells of size $q \times 1$. We can rewrite the condition Eq. 10 as:

$$\frac{e}{\hbar}(B_z a^2) = 2\pi \frac{p}{q} = 2\pi \frac{n}{L}$$

(11)

with the size of magnetic unit cell being $L$ or smaller, as given by $L/\mathrm{gcd}(L, n)$, where “gcd” denotes the greatest common divisor, and $n$ is an arbitrary integer. In fact, the relation between the finite and infinite lattice is simply

$$q = L/\mathrm{gcd}(L, n), \quad p = n/\mathrm{gcd}(L, n).$$

The size of the lattice $L$ determines the resolution of $p/q$ that one can achieve in scanning the strength of the field in the model.

Under the assumption of only the nearest-neighbor hopping, we now rewrite the full Hamiltonian as

$$H_0 = -\mu \sum_{i, \sigma} n_{i, \sigma}$$

$$+ \frac{1}{2} g \mu_B B_z \sum_{i, \sigma = \downarrow, \uparrow} (\sigma^\downarrow \sigma^\uparrow n_{i, \sigma}$$

$$- t \sum_{i, u \in \{e_x, e_y\}, \sigma} e^{i\frac{\pi a^2}{\hbar} B_z u a_y} c_{i, \sigma}^\dagger c_{i + u, \sigma} + \text{H.c.}$$

Numeric scales. The importance of the Zeeman splitting depends on the ratio of the Zeeman energy over the bandwidth. Both $g$ and the bandwidth are material specific. A quick estimate for cuprate compounds, under the assumption of $g = 2$ and half-bandwidth of around $10^6 \text{K}$, gives that $B_z$ of about $50 \text{T}$ corresponds to a Zeeman energy of about $3 \times 10^{-3} D$, where $D = 4t$ is the half-bandwidth. While the effect of Zeeman splitting is interesting to study on its own, throughout this paper we restrict to only the gauge-field effects and set $g = 0$.

The effect of the gauge field is determined by the lattice spacing. Assuming $a \sim 5 \times 10^{-10} \text{m}$ which is relevant for cuprates, we see that the characteristic $p/q = 1/2$ field corresponds to $B_z = \frac{\pi a}{\hbar} \approx 8 \times 10^3 \text{T}$. At $B_z = 50 \text{T}$, we therefore have $p/q \approx 1/300$, and we need at least the lattice size $L = 300$ to describe this regime. Clearly, the bigger the lattice spacing, the bigger the phase picked up upon traveling between the lattice sites, and the bigger the effect of the coupling to the gauge field. The regime of large $p/q$ is therefore relevant for systems with a larger lattice spacing (as in moiré heterostructures), or where high gauge fields can be introduced artificially (as in optical lattices).
2. Momentum space

Rewriting the kinetic energy in momentum space leads to the Harper equation\textsuperscript{34,35}. By applying to the kinetic energy term the Fourier transformation of the creation/annihilation operators,

\[ c_i^\dagger = \frac{1}{\sqrt{N}} \sum_k e^{-i k r_i} c_k^\dagger, \quad c_i = \frac{1}{\sqrt{N}} \sum_k e^{i k r_i} c_k, \]  

where \( N = L^2 \) is the number of sites in the lattice, one obtains

\[ H_{\text{kin}} = -t \sum_{i,u \in \{e_x, e_y\}, \sigma} e^{2 \pi i r_{i,u} \cdot r_{i+u,\sigma}} - 2 t \sum_{k,\sigma} \cos k_x n_{k,\sigma} \] 

\[ -\frac{t}{2} \sum_{k,\sigma} e^{i k \cdot r_{\text{c},\sigma}} \epsilon_{\text{c},\sigma} + \text{H.c.} \]  

(13)

For a detailed proof see Appendix C.

There is a coupling between different states which results in a reduction of the Brillouin zone (BZ) by a factor of \( q = L / \gcd(L, n) \), where \( q \) is the size of the magnetic unit cell. We define \( \mathbf{k} \) as \( \mathbf{k} \) within the reduced BZ (RBZ). Now, \( \tilde{k}_x \in \{0, 2\pi/q\} \), while \( \tilde{k}_y \in \{0, 2\pi\} \). \( \mathbf{k} \) is a good quantum number, but there is now an additional degree of freedom that we denote \( l \) such that \( l \in \{0, q\} \).

A single-particle state is fully determined by a triplet \((\mathbf{k}, l, \sigma)\), with \( c_{\mathbf{k},l,\sigma} \equiv c_{\mathbf{k}+l,0,\sigma} \).

On a finite cyclic lattice, the momentum space is discrete, with a step of the size \( 2\pi/L \). If \( \gcd(L, n) = 1 \) there is only one \( \tilde{k}_x \) value in the RBZ (equal to 0), and for each momentum there are \( q = L \) different values of \( l \).

The Hamiltonian has a block diagonal structure. For a given \((\mathbf{k}, \sigma)\), the Hamiltonian in the space of \( l \) is given by the Harper equation

\[ [H_{0,\mathbf{k},\sigma}]_{l,l'} = 
\begin{pmatrix}
-\mu_{\sigma} - 2t \cos (\tilde{k}_x + \frac{2\pi}{q}) & \delta_{l,l'} \\
-l(e^{i k_y} \delta_{l,l' \oplus p} + e^{-i k_y} \delta_{l,l' \ominus p}) & -\mu_{\sigma} - 2t \cos (\tilde{k}_x + \frac{2\pi}{q})
\end{pmatrix}
\] 

where \( \oplus \) denotes the cyclic addition modulo \( q \) defined as

\[ l \oplus l' \equiv l + l' \mod q \] 

(15)

and \( p = n / \gcd(L, n) \). We also introduced \( \mu_{\sigma} = \mu - (1)^{l-1} \mu_{BZ} / 2 \).

Each block of the Hamiltonian can be diagonalized to yield the eigenenergies \( \epsilon_{\mathbf{k},l,m} \), with \( m \in \{0, q\} \). The basis change matrix elements are defined by

\[ \epsilon_{\mathbf{k},l,m}^\dagger = \sum_m [\epsilon_{\mathbf{k},l,m}]_{l,m} \epsilon_{\mathbf{k},m,m}^\dagger \] 

(17)

Note that throughout this work, we distinguish between different operators \( (c_{i,\sigma} \equiv c_{\mathbf{k},l,\sigma}, \epsilon_{\mathbf{k},l,\sigma}, c_{\mathbf{k},l,\sigma}, c_{\mathbf{k},m,\sigma} \) etc.) only by the choice of the symbols in the subscript (e.g. \( c_{\mathbf{k},l,m} \) is not equal \( c_{\mathbf{k},m,l} \) even if \( l = m \)), and similarly for other functions.

The blocks of the Hamiltonian have several symmetries. One can invert the \( x \)-axis

\[ [H_{0,\mathbf{k},\sigma}]_{l,l'} = [H_{0,\mathbf{k},\sigma}]_{l,q-l',q-l} \] 

(18)

which means that

\[ [\alpha_{\mathbf{k},\sigma}]_{l,m} = [\alpha_{\mathbf{k},\sigma}]_{q-l,m} \] 

(19)

and that the eigenenergies remain the same upon inverting the \( x \)-axis.

One can also invert the \( y \)-axis

\[ [H_{0,\mathbf{k},\sigma}]_{l,l'} = [H_{0,\mathbf{k},\sigma}]_{l,l'-q} \] 

(20)

Again, inverting \( \tilde{k}_y \) does not affect the eigenenergies, but merely flips the chirality of the eigenstates

\[ [\alpha_{\mathbf{k},\sigma}]_{l,m} = [\alpha_{\mathbf{k},\sigma}]_{q-l,m} \] 

(21)

Inverting both axes at the same time therefore means

\[ [H_{0,\mathbf{k},\sigma}]_{l,l'} = [H_{0,\mathbf{k},\sigma}]_{l,q-l',q-l} \] 

(22)

and

\[ [\alpha_{\mathbf{k},\sigma}]_{l,m} = [\alpha_{\mathbf{k},\sigma}]_{q-l,m} \] 

(23)

There is an additional periodicity along the \( y \)-axis

\[ \epsilon_{\mathbf{k},l,m} = \epsilon_{\mathbf{k}+(2\pi C/q)e_y,\sigma,m} \] 

(24)

and

\[ [\alpha_{\mathbf{k},\sigma}]_{l,p \mod q, m} = e^{i(C/2q)l} [\alpha_{\mathbf{k}+(2\pi C/q)e_y,\sigma}]_{l,p \mod q, m} \] 

(25)

with \( C \) integer. This symmetry is important on a finite lattice, where \( \tilde{k}_y \) takes values of the form \( C2\pi/L \). If \( L = q \) (i.e., \( \gcd(n, L) = 1 \)), this means that the density of states and other relevant quantities can be obtained by considering only the block \( \mathbf{k} = (0,0) \). Otherwise, \( \tilde{k}_y \) values up to \( 2\pi/q \) need to be considered. For a proof see Appendix D.

B. Gauge invariant Green’s function

A uniform magnetic field does not break physical translational invariance. However, at the formal level, the inclusion of the appropriate vector potential means that all correlators connecting 2 or more points in space depend not only on the relative positions, but also on
The expression \( e \) is a defining relation for \( \bar{\Sigma} \). We now write the scalar form

\[
G_{ij,\sigma}(\tau) = \langle T_e c_{i,\sigma}(\tau) c_{j,\sigma}^\dagger(0) \rangle. \tag{26}
\]

As a function of complex frequency \( z \), and as a matrix in the site-space, one can always write

\[
G_\sigma(z) = [\hbar z I - H_0 - \Sigma(z)]^{-1}, \tag{27}
\]

where \( \Sigma(z) \) is the self-energy. The diagonal elements of the Green’s function with \( z = \omega + i0^+ \) determine the local spectral function which is a physical observable. As such, the local Green’s function is uniform in space. Nevertheless, the off-diagonal elements do not exhibit-translational invariance \( G_{ij} = G_{ji} \), but rather this equality is satisfied only up to a phase.

It can be shown that the quantity

\[
\tilde{G}_{ij,\sigma}(z) \equiv e^{-if_{ij}} G_{ij,\sigma}(z) \tag{28}
\]

is gauge invariant, and preserves the full symmetry of the lattice. We reproduce here a proof from Ref. 56 which is valid in the non-interacting case, but is completely analogous in the case of a fully local and spatially uniform self-energy. In orbital space we have

\[
\begin{align*}
G &= [\hbar z I - H_0 [A] - \Sigma(z)]^{-1}, \\
G^{-1} &= [\hbar z I - H_0 \circ e^{if} - \Sigma(z)], \\
I &= [\hbar z I - H_0 \circ e^{if} - \Sigma(z)] G.
\end{align*} \tag{29}
\]

It is also easy to verify that \( I \circ e^{if} = I \) so we can further write

\[
I \circ e^{if} = ([\hbar z I - H_0 - \Sigma(z)] \circ e^{if}) G \tag{30}
\]

We now write the scalar form

\[
\begin{align*}
\delta_{ij} e^{if_{ij}} &= \sum_k [\hbar z I - H_0 - \Sigma(z)]_{ik} e^{if_{kj}} \tilde{G}_{kj} e^{if_{kj}} \\
\delta_{ij} &= \sum_k [\hbar z I - H_0 - \Sigma(z)]_{ik} \tilde{G}_{kj} e^{if_{kj}} e^{if_{kj}} \\
\delta_{ij} &= \sum_k [\hbar z I - H_0 - \Sigma(z)]_{ik} \tilde{G}_{kj} e^{if_{kj}} \tilde{G}_{kj} e^{if_{kj}}. \tag{31}
\end{align*}
\]

The expression \( e^{if_{kj}} \tilde{G}_{kj} e^{if_{kj}} \) is simply the magnetic flux passing through the triangle defined by the lattice sites \( i, j, \) and \( k \). This quantity is gauge invariant. As Eq. 31 is a defining relation for \( \tilde{G}_{ij} \), it means that \( \tilde{G}_{ij} \) is gauge invariant. Furthermore, the quantity \( [\hbar z - H - i\Sigma(z)]_{ik} \) has full lattice symmetry, thus \( \tilde{G}_{ij} \) does as well.

However, it is interesting to consider the case of a general (possibly non-local and non-uniform) self-energy \( \Sigma \). In that case, the step performed between Eq. 29 and Eq. 30 reads

\[
[\hbar z - H_0 \circ e^{if} - \Sigma(z)] = [\hbar z - H_0 - \Sigma(z) \circ e^{-if} \circ e^{if}]. \tag{32}
\]

The proof can proceed from there completely analogously, but only if the quantity \( \tilde{G} \) is gauge invariant and preserves the full lattice symmetry. A proof for the gauge invariance and lattice symmetry of \( \tilde{G} \) can be given in terms of Feynman diagrams for a special case of local density-density interactions, as follows. Each diagram’s contribution is a product of a certain number of fermionic loops. In case of local density-density interactions, a single Green’s function loop is just the density, and this quantity is gauge invariant. Then we have a loop of arbitrary size \( N \):

\[
G_{0,i_1j_1} G_{0,i_2j_2} \cdots G_{0,i_Nj_N} \tag{33}
\]

\[
= G_{0,i_1j_1} G_{0,i_2j_2} \cdots G_{0,i_Nj_N} \times e^{if_{i_1j_1}} e^{if_{i_2j_2}} \cdots e^{if_{i_Nj_N}},
\]

which is gauge invariant for the same reason as we had above (note that for the bare propagator \( G_0 \), gauge invariance and symmetries have already been proven by Eq. 31). The closed fermionic loops are multiplied with the fermionic line connecting the terminals of the self-energy. Say, in case of \( \Sigma_{i_1,j_N} \):

\[
G_{0,i_1j_2} G_{0,i_2j_3} \cdots G_{0,i_Nj_1} \times e^{if_{i_1j_1}} e^{if_{i_2j_2}} \cdots e^{if_{i_Nj_N}}. \tag{34}
\]

Clearly if we multiply now both sides with \( e^{-if_{i_1j_1}} \), we get on one side \( \Sigma_{i_1,j_N} \), and on the other

\[
\tilde{G}_{0,i_1j_2} \tilde{G}_{0,i_2j_3} \cdots \tilde{G}_{0,i_Nj_1} \times e^{if_{i_1j_1}} e^{if_{i_2j_2}} \cdots e^{if_{i_Nj_N}} \tag{35}
\]

\[
= \tilde{G}_{0,i_1j_2} \tilde{G}_{0,i_2j_3} \cdots \tilde{G}_{0,i_Nj_1} \times e^{if_{i_1j_1}} e^{if_{i_2j_2}} \cdots e^{if_{i_Nj_N}} e^{if_{i_Nj_1}}.
\]

and again the right-hand side is gauge invariant. This proves that the contribution to \( \Sigma_{ij} \) of each Feynman diagram individually is gauge invariant. Moreover, \( \tilde{G} \) is expressed solely in terms of objects with full lattice symmetry, thus it must itself exhibit full lattice symmetry.
1. Efficient calculation of $\bar{G}$

A straightforward calculation of $\bar{G}$ performed in site-space would involve an inverse of the $N \times N$ matrix

$$\bar{G}(z) = e^{-i\mathbf{f} \cdot \mathbf{H}} \frac{1}{[\hbar z \mathbf{I} - \mathbf{H}_0[\mathbf{A}] - \Sigma(z)]^{-1}}. \quad (36)$$

(Note that here the Peierls phase needs to be taken as Eq. A2, see Appendix A.) This operation scales as $O(N^3)$ and the size of the lattice one can treat this way is limited to $N \sim 1000$. A more efficient approach can be formulated, and especially so in the non-interacting case, and the case when the self-energy is fully local, i.e., whenever the Green’s function is fully diagonal in the eigenbasis of $\mathbf{H}_0$, i.e. $G_{\bar{\mathbf{k}},m}(\bar{\mathbf{k}}',m') = \delta_{\bar{\mathbf{k}},\bar{\mathbf{k}}} \delta_{mm} G_{\mathbf{k},m}$. This is precisely the case relevant for our DMFT calculations. We will make use of the basis change matrix elements to go from eigenbasis $|\mathbf{k},m,\sigma\rangle$ to orbital-basis $|i,\sigma\rangle$.

$$|i,\sigma\rangle = \frac{1}{\sqrt{N}} \sum_\mathbf{k} e^{-i\mathbf{k} \cdot \mathbf{r}_i} |\mathbf{k},m,\sigma\rangle \quad (37)$$

$$= \frac{1}{\sqrt{N}} \sum_\mathbf{k,l} e^{-i(\mathbf{k} + \frac{z}{\sqrt{3}} e_z) \cdot \mathbf{r}_i} |\mathbf{k},l,\sigma\rangle$$

$$= \frac{1}{\sqrt{N}} \sum_\mathbf{k,l} e^{-i(\mathbf{k} + \frac{z}{\sqrt{3}} e_z) \cdot \mathbf{r}_i} \sum_m [\alpha_{\mathbf{k},\sigma}]_{l,m} |\mathbf{k},m,\sigma\rangle. \quad (38)$$

Therefore,

$$G_{\mathbf{r}',\mathbf{r},\sigma}(z) = \frac{1}{N} \sum_{\mathbf{k},m} W_{\mathbf{k},m,\mathbf{r},\sigma}^* W_{\mathbf{k},m,\mathbf{r},\sigma} G_{\mathbf{k},m,\sigma}(z) \quad (39)$$

with

$$W_{\mathbf{k},m,\mathbf{r},\sigma} = \sum_l e^{-i(\mathbf{k} + \frac{z}{\sqrt{3}} e_z) \cdot \mathbf{r}_l} [\alpha_{\mathbf{k},\sigma}]_{l,m}. \quad (40)$$

Calculation of $[\alpha_{\mathbf{k},\sigma}]$ scales as $O(q^3)$. As there is $N/q$ different $\mathbf{k}$ to consider, the first step scales as $O(N^2 q^2)$, with $q \leq L$, i.e., at most $O(N^2)$. Then the calculation of $W_{\mathbf{k},m,\mathbf{r},\sigma}$ scales as $O(q)$ but there is $N$ different $\mathbf{k}, m$ to consider, and we need $N$ different $\mathbf{r}$, which is in total $O(N^2 q)$, i.e., at most $O(N^2 L)$, which is the bottleneck in the calculation. The calculation of each $G_{\mathbf{r},\mathbf{r}',\sigma}(z)$ then scales as $O(N)$, but only if $G$ is diagonal in $\mathbf{k}, m$; if it is only diagonal in $\mathbf{k}$ but not in $m$, this scales as $O(Nq)$. As $G_{\mathbf{r},\mathbf{r}',\sigma} = G_{\mathbf{r},\mathbf{r}',\sigma}$, we only need to calculate $N$ different elements of the $\mathbf{G}$ matrix rather than all $N^2$ of them:

$$\bar{G}_{\mathbf{r}} = e^{-i\mathbf{f} \cdot \mathbf{r}} \bar{G}_{\mathbf{r},\mathbf{r}'=0}. \quad (41)$$

In total, this scales as $O(N^2)$. Again, if $G$ is diagonal in $\mathbf{k}$ (as we expect it to be in the absence of translational symmetry breaking), but not in $m$, then the scaling is $O(N^2 q)$, which is still better than the direct matrix inverse. When there is no translational symmetry (e.g. there is disorder), then the scaling is $O(N^4)$, which is worse than the direct matrix inverse. In that case $G$ is still gauge invariant, but is not translationally invariant, and all $N^2 \mathbf{r}',\mathbf{r}''$-components need to be calculated.

Finally, we are interested in the spatial Fourier transform

$$\bar{G}_{\mathbf{k}} = \sum_\mathbf{r} e^{i\mathbf{k} \cdot \mathbf{r}} \bar{G}_{\mathbf{r}}, \quad (42)$$

which will be discussed in Section III A 2.

We note that other approaches might be possible for the efficient calculation of $\bar{G}$, e.g. the recursive scheme from Ref. 57.

C. Current density operator and the current-current correlation function

1. Orbital space

We will be interested in the direct current conductivity with respect to an infinitesimal uniform electric field. Such electric field $\mathbf{E} = \partial_t \mathbf{A}^{\text{ext}}$, can be introduced with an additional vector potential $\mathbf{A}^{\text{ext}}$ pointing uniformly in a given direction, and growing linearly with time. For the purposes of a linear-response calculation, the current couples to such vector potential instantaneously through $-\int j_\text{ext}(\mathbf{r}) \cdot \mathbf{A}^{\text{ext}}(\mathbf{r}) d^3 \mathbf{r} = -v_{\text{cell}} \sum_i j_{\mathbf{r}_i} \cdot \mathbf{A}^{\text{ext}}_{\mathbf{r}_i}$, where $v_{\text{cell}} = a^2 c$ is the volume of the unit cell. The additional Peierls phase coming from a $\mathbf{A}^{\text{ext}}$ can therefore be safely rewritten within the slowly-varying field approximation

$$\frac{e}{\hbar} \int_{\mathbf{r}_i}^{\mathbf{r}_f} \mathbf{A}^{\text{ext}}(\mathbf{r}) \cdot d\mathbf{r} \approx \frac{e}{\hbar} \mathbf{A}^{\text{ext}} \cdot (\mathbf{r}_f - \mathbf{r}_i). \quad (43)$$

In the case when we have just the nearest-neighbor hoppings (as in Eq. 12), the kinetic term in the Hamiltonian can be rewritten as

$$H_{\text{kin}} = -t \sum_{i,\mathbf{r}_i,\mathbf{r}_{i+u}^{\text{ext}}} e^{i((\mathbf{r}_i + \mathbf{u}) \cdot \mathbf{A}^{\text{ext}}_{\mathbf{r}_i})} c_{\mathbf{r}_i,\sigma}^\dagger c_{\mathbf{r}_i + \mathbf{u},\sigma} + \text{H.c.} \quad (44)$$

without any additional approximation.

We can now derive the expression for the current density operator (with units of $\mathbf{A}/m^2$) in the absence of electric field, by employing

$$\mathbf{j}_\mathbf{r} = -\frac{1}{v_{\text{cell}}} \frac{\partial H}{\partial \mathbf{A}^{\text{ext}}_{\mathbf{r}}} \big|_{\mathbf{A}^{\text{ext}} \to 0} \quad (44)$$

$$= it \frac{e}{ac \hbar} \sum_{\mathbf{u} \in \{\mathbf{e}_x,\mathbf{e}_y\},\sigma} u e^{i((\mathbf{r}_i + \mathbf{u}) \cdot \mathbf{A}^{\text{ext}}_{\mathbf{r}_i})} c_{\mathbf{r}_i,\sigma}^\dagger c_{\mathbf{r}_i + \mathbf{u},\sigma} + \text{H.c.} \quad (45)$$
The vector component $\eta$ can be written as

$$j_\eta^n = it\frac{1}{ac \hbar}\sum_\sigma \gamma_\eta^n(\mathbf{r}) c_{\mathbf{r},\sigma} c_{\mathbf{r}+\mathbf{e}_\eta,\sigma} + \text{H.c.}$$ (46)

with $\gamma_\eta(\mathbf{r}) = (1, e^{i\mathbf{e}_\eta \mathbf{B} \cdot \mathbf{r}})$. The current is an observable and it should be zero even in the presence of a magnetic field. Commonly, one separates the current into the paramagnetic and diamagnetic parts. In magnetic field they may be non-zero even in thermal equilibrium, but they must cancel. See Appendix E for details.

For the sake of generality, we define the current-current correlation function without assuming zero persistent currents

$$\Lambda_{\mathbf{r},\mathbf{r}'}^{\eta\eta'}(\tau) = \langle j_\eta^n(\mathbf{r}) j_\eta^n(0) \rangle - \langle j_\eta^n(\mathbf{r}) \rangle \langle j_\eta^n(0) \rangle$$

(47)

where $\Lambda_{\mathbf{r},\mathbf{r}'}^{\eta\eta'}(\tau)$ is the operator of complex conjugation, and $C^0 = 1$.

We are interested in calculating the Kubo bubble, i.e. the disconnected part. The disconnected part will have a static and a dynamic term. The static one cancels the persistent current part, and the dynamic term can be expressed in terms of the Green’s function

$$\Lambda_{\mathbf{r},\mathbf{r}'}^{\eta\eta',\text{disc}}(\tau)$$

(48)

where $\Lambda_{\mathbf{r},\mathbf{r}'}^{\eta\eta',\text{disc}}(\tau)$ is given in Appendix F.

2. Momentum space

As we have shown that the current-current correlation function satisfies all the desired spatial symmetries, we can proceed to discuss the uniform current-current correlation function in a straight-forward manner by performing the spatial Fourier transform. We have

$$\Lambda_{\mathbf{q}=0}^{\eta\eta'}(\tau) = v_{\text{cell}} \sum_{\mathbf{r}} \Lambda_{\mathbf{r},\mathbf{r}'=0}^{\eta\eta'}(\tau).$$ (50)

This is followed by the Fourier transform in imaginary time to finally obtain

$$\Lambda_{\mathbf{q}=0}^{\eta\eta'}(i\nu) = v_{\text{cell}} \sum_{\mathbf{r}} \frac{1}{2\hbar} \int_{-\beta\hbar}^{\beta\hbar} d\tau e^{i\nu\tau} \Lambda_{\mathbf{r},\mathbf{r}'=0}^{\eta\eta'}(\tau).$$ (51)

We can rewrite this expression more conveniently using the uniform current operator as

$$\Lambda_{\mathbf{q}=0}^{\eta\eta'}(i\nu) = \frac{V}{2\hbar} \int_{-\beta\hbar}^{\beta\hbar} d\tau \langle j_\eta^n(\mathbf{r}) j_\eta^n(0) \rangle,$$ (52)

where $V$ is the total volume $V = N v_{\text{cell}}$ and

$$j_\eta^n = \frac{1}{N} \sum_{\mathbf{r}} j_\eta^n.$$. (53)
eigenbasis of the non-interacting Hamiltonian, we can write
\[ J_{q=0}^n = \frac{i t}{N} \frac{1}{\hbar} \sum_{\sigma} \sum_{k,m,m'} v_{k,m,m',\sigma}^n c_{k,m,\sigma}^c \]
with
\[ v_{k,m,m',\sigma}^n = \sum_l \alpha_{k,\sigma} l,m [\alpha_{k,\sigma}]^* l,m' \]
and
\[ v_{k,m,m',\sigma}^q = \sum_l \alpha_{k,\sigma} l,m \]
\[ \times \left[ e^{ikx_1} [\alpha_{k,\sigma}]^* l,m' - e^{-ikx_1} [\alpha_{k,\sigma}]^* l,m' \right] \]
The proof for the above expressions is given in Appendix G. Assuming no persistent currents, the uniform current-current correlation function is therefore
\[ \Lambda_{q=0}^{\eta}(iv) = \left( \frac{1}{\hbar} \sum_{\sigma_1,\sigma_2}^{1/2} \int d\tau e^{i\tau} \right) \]
\[ \times \left( \sum_{k_1,m_1,m_1',\sigma_1} v_{k_1,m_1,m_1',\sigma_1} v_{k_1,m_1',\sigma_1,\sigma_2}^* \right) \]
\[ \times \left( \sum_{k_2,m_2,m_2',\sigma_2} v_{k_2,m_2,m_2',\sigma_2} v_{k_2,m_2',\sigma_2,\sigma_1}^* \right) \]
\[ \times \left( G_{k_1,m_1,\sigma_1}(i\omega) G_{k_2,m_2,\sigma_2}(i\omega) \right) \]
The disconnected part written as a function of bosonic Matsubara frequency reads (see Appendix H for proof):
\[ \Lambda_{q=0}^{\eta,\text{disc}}(iv) = \left( \frac{1}{\hbar} \sum_{\sigma_1,\sigma_2}^{1/2} \int d\tau e^{i\tau} \right) \]
\[ \times \left( \sum_{k_1,m_1,m_1',\sigma_1} v_{k_1,m_1,m_1',\sigma_1} v_{k_1,m_1',\sigma_1,\sigma_2}^* \right) \]
\[ \times \frac{1}{\beta} \sum_{i\omega} G_{k_1,m_1,\sigma_1}(i\omega) G_{k_2,m_2,\sigma_2}(i\omega + iv). \]

### D. Method

#### 1. DMFT

In dynamical mean field theory (DMFT), the lattice problem is mapped onto a set of self-consistent local impurity problems on each lattice site \( i \), defined by the action
\[ S_{\text{imp}} = \sum_i \int d\tau d\tau' c_{i,\sigma}^+(\tau) [-G_{0,1}^{-1}(\tau - \tau') c_{i,\sigma}(\tau') \]
\[ + U \int d\tau c_{i,\sigma}^+(\tau) c_{i,\sigma}(\tau) c_{i,\sigma}^+(\tau) c_{i,\sigma}(\tau) \]

The bare propagator \( G_{0,i} \) in the impurity problem \( i \) is determined self-consistently, so that the Green’s function in each impurity problem is equal to the local Green’s function on the site of the impurity problem, assuming that the self-energy on the lattice is local and on each site equal to the self-energy of the corresponding impurity problem. This self-consistency condition can be written as
\[ G_{0,i}(z) = 1/(\tilde{G}(z) + \Sigma_{\text{imp}}^i(z)), \]
where \( \Sigma_{\text{imp}}^i(z) \) is the self-energy calculated in the impurity problem at site \( i \), and the lattice Green’s function is calculated as a matrix in the site space as
\[ G(z) = [i\hbar \tau - H_0[A] - \text{diag}(\Sigma_{\text{imp}}^i(z))]^{-1}, \]
where \( \text{diag}(\Sigma_{\text{imp}}^i) \) is a diagonal matrix, with \( \Sigma_{\text{imp}}^i(z) \) entries on the diagonal. This construction is general and can be used in the presence of translational symmetry breaking fields, disorder, and even used to probe spatially ordered phases. The DMFT approximation notably becomes exact in the limit of infinite coordination number, where the self-energy can be shown to be fully local, at least in the absence of magnetic fields.

We see that in the calculation of the bare propagator for the impurity problems, only the local Green’s function plays a role, and this quantity is gauge invariant and spatially uniform. Therefore, even in the presence of the uniform magnetic field, all impurity problems are equivalent, and we may solve only one impurity problem and calculate the lattice Green’s function as
\[ G(z) = [i\hbar \tau - H_0[A] - \text{diag}(\Sigma_{\text{imp}}^i(z))]^{-1}. \]

This leads to further simplifications. First, a local and spatially uniform self-energy is diagonal in the non-interacting eigenbasis \( \langle \sigma | \Sigma_{\text{int}} | \sigma \rangle = \delta_{\sigma \sigma} \Sigma_{\text{int}} \Rightarrow \langle \tilde{k}, \sigma | m | \tilde{k}', \sigma' \rangle = \delta_{\tilde{k}k} \delta_{m,m'} \Sigma_{\text{int}}, \) see Appendix I for proof) which means that the lattice Green’s function is diagonal as well:
\[ G_{\tilde{k},m,\sigma}(z) = \delta_{mm'} G_{\tilde{k},m',\sigma}(z), \]
thus we can drop the second eigenstate index and simply calculate the lattice Green’s function as
\[ G_{\tilde{k},m,\sigma}(z) = \frac{1}{\hbar \tau - \epsilon_{\tilde{k},m,\sigma} - \Sigma_{\text{int}}(z)}. \]

The local Green’s function can then be obtained at low numerical cost from the knowledge of the local density of states, \( \rho_0(z) \), as (see Appendix J for proof):
\[ G_{ii,\sigma}(z) = \int \frac{dz}{\hbar \tau - \epsilon - \Sigma_{\text{int}}(z)}. \]

Therefore, the DMFT calculation for the Hubbard model in the magnetic field proceeds as the standard DMFT, and all the effects of the gauge field are
contained in the non-interacting density of states. In all our calculations we employ the NRG impurity solver which works directly in real-frequency space, so no analytical continuation is needed to perform calculations of conductivity. The NRG solver has been previously thoroughly cross checked in Refs.7, 11, and 13.

2. Calculation of conductivity in DMFT

The fact that the Green’s function is diagonal in the non-interacting eigenbasis leads to a simplification in the Kubo bubble, Eq. 58. One is left with only two summations over eigenstates $m$:

\[
\Lambda_{q=0}^{\eta,\eta'}(iv) = \frac{i e^2}{c^2} \frac{1}{N} \sum_{\sigma} \sum_{k,k',m,m'} \frac{1}{\beta} \sum_{i\omega} v_{k,m,m',\sigma}^{\eta}(i\omega + iv)G_{k,m',\sigma}^0(i\omega)
\]

Furthermore, because the self-energy is local, the Green’s function only depends on the energy of the eigenstate, so we can define $G(\varepsilon_{k,m,\sigma}, i\omega) \equiv G_{k,m,\sigma}(i\omega)$ and rewrite

\[
\Lambda_{q=0}^{\eta,\eta'}(iv) = \frac{i e^2}{c^2} \frac{1}{N} \sum_{\sigma} \sum_{i\omega} \int d\epsilon \int d\epsilon' v_{k,m,m',\sigma}^{\eta}(\epsilon,\epsilon')G(\epsilon, i\omega + iv)G(\epsilon', i\omega)
\]

with

\[
v_{k,m,m',\sigma}^{\eta}(\epsilon,\epsilon') \equiv \frac{1}{N} \sum_{k,k',m,m'} \delta(\epsilon - \varepsilon_{k,m,\sigma})\delta(\epsilon' - \varepsilon_{k',m',\sigma})v_{k,m,m',\sigma}^{\eta}
\]

In Landau gauge, one has the symmetry $v_{k,m,m',\sigma} = -(v_{k',m',\sigma})^*$ (see Appendix G), and therefore $v_{k,m,m',\sigma}^{\eta}(\epsilon,\epsilon') = -|v_{k',m',\sigma}^{\eta}(\epsilon,\epsilon')|^2$, which means $v_{\sigma}^{\eta}(\epsilon,\epsilon')$ is purely imaginary.

The sheet conductance is related to the current-current correlation function through:

\[
\sigma^{\eta,\eta'}(\nu) = c \Lambda_{q=0}^{\eta,\eta'}(\nu) - \Lambda_{q=0}^{\eta,\eta'}(\nu = 0)
\]

After several lines of algebra aimed at the analytical continuation to the real-axis frequency (see Appendix K), we obtain

\[
\text{Re}\sigma^{xx,\text{disc}}(\nu = 0) = \frac{i e^2}{\hbar} \frac{1}{\pi} \sum_{\sigma} \int d\epsilon \int d\epsilon' v_{\sigma}^{xx}(\epsilon,\epsilon') \int d\omega \times \text{Im}G(\epsilon, \omega)\text{Im}G(\epsilon', \omega) n'_{\nu}(\omega),
\]

where $n'_{\nu}(\omega) = -\beta e^{\beta\omega}/(1 + e^{\beta\omega})^2$ is the derivative of the Fermi function.

For Hall conductivity one obtains

\[
\text{Re}\sigma^{xy,\text{disc}}(\nu = 0) = -\frac{i e^2}{\hbar} \frac{1}{\pi} \sum_{\sigma} \int d\epsilon \int d\epsilon' \text{Im}v_{\sigma}^{xy}(\epsilon,\epsilon') \int d\omega \int d\omega' \times \text{Im}G(\epsilon, \omega)\text{Im}G(\epsilon', \omega') n_{\nu}(\omega) - n_{\nu}(\omega') / (\omega - \omega')^2.
\]

An additional simplification is possible in the case of Hall conductivity when $U = 0$. In that case we have

\[
\text{Re}\sigma^{xy,\text{disc}}(\nu = 0; U = 0) = -\frac{i e^2}{\hbar} \sum_{\sigma} \int d\epsilon \int d\epsilon' \text{Im}v_{\sigma}^{xy}(\epsilon,\epsilon') n_{\nu}(\epsilon) - n_{\nu}(\epsilon') / (\epsilon - \epsilon')^2.
\]

Finally, the resistivity is obtained as a matrix inverse

\[
\begin{pmatrix} \rho^{xx} & \rho^{xy} \\ \rho^{yx} & \rho^{yy} \end{pmatrix} = \left( \begin{pmatrix} \sigma^{xx} & \sigma^{xy} \\ \sigma^{yx} & \sigma^{yy} \end{pmatrix} \right)^{-1}.
\]

3. Vertex corrections in DMFT

Finally, to calculate the full current-current correlation function, one should in principle also compute the vertex corrections. At the level of the DMFT, in the absence of an external magnetic field, the vertex corrections cancel due to the well-known argument due to Khurana. As we show in the following, a generalized Khurana argument holds even in the presence of the magnetic field. In the following we first derive the Khurana argument in real space, and then generalize it to the case of non-zero magnetic fields.

We start first by writing the vertex corrections in orbital
The transformation can be formulated as follows

\[
\begin{align}
\mathbf{r}' &\rightarrow -\mathbf{r}' + \mathbf{r}_3 + \mathbf{r}_4 - \mathbf{e}_{y'}, \\
\mathbf{b}' &\rightarrow 1 - \mathbf{b}',
\end{align}
\]

\( (\mathbf{r}_3, \tau_3) \leftrightarrow (\mathbf{r}_4, \tau_4). \) (75)

The flip of \( b' \) changes the overall sign, but the exchange of terminals of the full vertex function changes its value in no obvious way, and there is no cancellation in the general case.

However, in DMFT there is an additional simplification that the full vertex \( F \) depends on only two spatial indices:

\[ \Lambda^{\eta \eta'}_{\text{conn}}(\tau - \tau') \approx \frac{\alpha}{a^2} \sum_{\sigma, \sigma', b, b' \in \{0, 1\}} (-1)^{b + b'} \times \] 

\[ \times G_{\mathbf{r}_1, \mathbf{r} + \mathbf{b} \eta \sigma} (\tau_1 - \tau) G_{\mathbf{r}_3 + (1 - \mathbf{b}) \eta \sigma, \mathbf{r}_4, \sigma} (\tau - \tau_2) \]

\[ \times F((\mathbf{r}_3, \tau_3), (\mathbf{r}_2, \tau_2), (\mathbf{r}_4, \tau_4)), \] 

\[ \times G_{\mathbf{r} + (1 - \mathbf{b}) \eta \gamma \sigma} (\tau' - \tau_3) G_{\mathbf{r}, \mathbf{r}' + \mathbf{b} \eta \sigma'} (\tau_4 - \tau'). \] (76)

In that case, a transformation keeps both the Green’s functions and the full vertex intact, while changing the overall sign. Then the two symmetry-connected terms together read (up to a prefactor)

\[ G_{\mathbf{r} + (1 - \mathbf{b}) \eta \gamma \sigma} (\tau' - \tau_3) \]

\[ \times G_{\mathbf{r}, \mathbf{r}' + \mathbf{b} \eta \sigma'} (\tau_4 - \tau'), \]

\[ -G_{\mathbf{r}' + 2 \mathbf{r} - (1 - \mathbf{b}) \eta \gamma \sigma} (\tau' - \tau_3) \]

\[ \times G_{\mathbf{r}, \mathbf{r}' - 2 \mathbf{b} \eta \sigma'} (\tau_4 - \tau'). \] (77)

When the lattice preserves inversion symmetry, one has \( G_{\mathbf{r}' - \mathbf{r}} = G_{\mathbf{r} - \mathbf{r}'} = G_{\mathbf{r} - \mathbf{r}'} \), and the above two terms always cancel. This is the real-space version of the Khurana argument.

However, when there is magnetic field, there are additional complications. Nevertheless, the full vertex is a gauge invariant quantity, as the irreducible vertex in the particle-hole channel \( \Gamma^\phi \) is fully local and therefore gauge invariant and spatially uniform \( \Gamma^\phi_{ijkl} = \delta_{ij} \delta_{jk} \delta_{kl} \). This comes as DMFT is the local approximation of the Luttinger-Ward functional, and \( \Gamma^\phi_{ijkl} = \partial^2 \Phi[G] / \partial G_{ij} \partial G_{kl} \approx \delta_{ij} \delta_{kl} \) (88,90), and \( \Gamma^\phi_{ijkl} = \frac{\partial^2 \Phi[G]}{\partial G_{ij} \partial G_{kl}} |_{G = G_{\text{exact}}} \approx \frac{\partial^2 \Phi_{\text{DMFT}}[G]}{\partial G_{ij} \partial G_{kl}} |_{G = G_{\text{DMFT}}}. \)
Therefore we have
\[
F_{ij,jj} = \delta_{ij} \Gamma^\text{ph} + \Gamma^\text{ph} G_{ij} G_{ji} \Gamma^\text{ph} + \sum_l \Gamma^\text{ph} G_{il} G_{lj} \Gamma^\text{ph} G_{ij} \Gamma^\text{ph} + \ldots
\]

(79)
\[
= \delta_{ij} \Gamma^\text{ph} + \Gamma^\text{ph} \tilde{G}_{ij} \tilde{G}_{ji} \Gamma^\text{ph} + \sum_l \Gamma^\text{ph} \tilde{G}_{il} \Gamma^\text{ph} \tilde{G}_{lj} \Gamma^\text{ph} + \ldots
\]

and \( F \) is clearly expressed entirely with gauge-invariant quantities. Here we have omitted spin and temporal arguments and the corresponding sums/integrals for the sake of brevity, as they do not play a role in the proof.

In the presence of the magnetic field, the Green’s function does not satisfy \( G_{r',r} = G_{r',r} - G_{r',r} \) and it is not a priori clear that the terms in Eq. (78) cancel. We can, however, rewrite them in terms of \( \tilde{G} \):
\[
e^{-iF_{r'-(1-b')x'}} \tilde{G}_{r'-(1-b')x',x_2} \sigma_r \sigma_{r_2} (\tau - \tau_3)
\]
\[
\times e^{-iF_{r_2,r'+b'e_{y'}}} \tilde{G}_{r_2,r'+b'e_{y'}} \sigma_r \sigma_{r_2} (\tau_4 - \tau')
\]
\[
- e^{-iF_{r'-(r'+2r_2-(1-b')x')} \tilde{G}_{r'-(r'+2r_2-(1-b')e_{y'}x_2} \sigma_r \sigma_{r_2} (\tau - \tau_3)
\]
\[
\times e^{iF_{r_2,r'+b'e_{y'}}} \tilde{G}_{r_2,r'+b'e_{y'}} \sigma_r \sigma_{r_2} (\tau_4 - \tau').
\]

As \( \tilde{G} \) satisfies \( \tilde{G}_{r',r} = \tilde{G}_{r',r} = \tilde{G}_{r,-r} \), the products of \( \tilde{G} \) are the same in both terms, thus what determines whether there is cancellation or not is
\[
e^{iF_{r+(1-b')x'}} \tilde{F}_{r_2,r'+b'e_{y'}} \tilde{G}_{r_2,r'+b'e_{y'}} \sigma_r \sigma_{r_2}
\]
\[
- e^{iF_{r'-(1-b')x'}} \tilde{F}_{r_2,r'+b'e_{y'}} \tilde{G}_{r_2,r'+b'e_{y'}} \sigma_r \sigma_{r_2}.
\]

In Landau gauge and for, say, \( \eta' = x \), we get
\[
e^{i\frac{ea^2 B}{2x}(y_2-y')(x_2+x_2+(1-b'))} e^{i\frac{\epsilon a^2 B}{2x}(y_2-y')(x_2+x_2+b')}
\]
\[
- e^{i\frac{ea^2 B}{2x}(-y_2+y')(3x_2-x_2-(1-b'))} e^{i\frac{\epsilon a^2 B}{2x}(-y_2+y_2)(3x_2-x_2-b'+3x_2)}
\]
\[
e^{i\frac{ea^2 B}{2x}(y_2-y')(1-2b')}
\]
\[
- e^{i\frac{ea^2 B}{2x}B_x(-y_2+y')(1-2b')}
\]
\[
= 0.
\]

This means that the vertex corrections cancel. This proof is immediately valid for both \( \Lambda^{xx} \) and \( \Lambda^{yx} \). Having in mind a completely analogous transformation of \( r \) and \( b \), this proof holds also for \( \Lambda^{yy} \) (a different proof was given for \( \Lambda^{yy} \) in Ref. 38). However, we also want to check what happens with \( \eta' = y \), which is relevant for \( \Lambda^{yy} \). In that case, the transformation affects also

\[
C^{\ell}[y_{\rho}(r')]
\]
so we need to take that into account:
\[
e^{i(1-2b')\frac{ea^2 B}{2x}B_x x'} e^{iF_{r'+(1-b')x'} \tilde{G}_{r_2,r'+b'e_{y'}}}
\]
\[
\times e^{-i(1-2b')\frac{ea^2 B}{2x}B_x(-x'+2x_2)}
\]
\[
e^{iF_{r'-2r_2-(1-b')x'} \tilde{G}_{r'-2r_2-(1-b')x_2}}
\]
\[
= e^{i\frac{ea^2 B}{2x}(y_2-y'-(1-b'))(x_2+x_2')} e^{i\frac{\epsilon a^2 B}{2x}(y_2-x_2)(x_2+x_2')}
\]
\[
e^{-i(1-2b')\frac{ea^2 B}{2x}B_x(-x'+2x_2)}
\]
\[
e^{i\frac{ea^2 B}{2x}(-y'+b')(-x'+3x_2)}
\]
\[
e^{i\frac{ea^2 B}{2x}(-y'+y_2)(3x_2-x')}
\]
\[
e^{i\frac{ea^2 B}{2x}(-y'+b')(3x_2-(-x'))}
\]
\[
e^{i\frac{ea^2 B}{2x}(-y'_2+2y_2)(3x_2-2x'_2)}
\]
\[
e^{-i(1-2b')\frac{ea^2 B}{2x}B_x(-x'+2x_2)}
\]
\[
e^{i\frac{ea^2 B}{2x}2(1-2b')(x_2'x_2')}
\]
\[
e^{i\frac{ea^2 B}{2x}2(1-2b')(x_2'-(-1-2b'))}
\]
\[
e^{i\frac{ea^2 B}{2x}(-2b'x'-x_2+2b'x)}
\]
\[
e^{-i\frac{ea^2 B}{2x}(-2b'x'-x_2+2b'x)}
\]
\[
e^{i\frac{ea^2 B}{2x}(-2b'x'_2-x_2+2b'x_2)}
\]
\[
e^{-i\frac{ea^2 B}{2x}(-2b'x'_2-x_2+2b'x_2)}
\]
\[
= 0.
\]

Indeed, the vertex corrections for \( \Lambda^{yy} \) cancel as well. As we have shown that the Kubo bubble is gauge invariant (see Appendix F), and having that the full correlation function needs to be gauge invariant as it relates to observables, the proof given here is fully general, even though it is formulated in Landau gauge. The proof also does not depend on whether there is Zeeman term in the Hamiltonian or not.

III. RESULTS

A. Density of states and spectral function

1. Non-interacting density of states

In the DMFT, the magnetic field enters through the non-interacting density of states, \( \rho_0(\omega) \). The magnetic field dependence of \( \rho_0(\omega) \) (the famous Hofstadter butterfly\(^{55}\)) is shown in Figure 2. This result was obtained with lattice size \( L = 1999 \), and about 4000 energy bins, which sets the resolution and the minimal size of an energy gap that one can observe.

2. Translation invariant spectral function

As we have already proven, on a finite lattice \( L \times L \) and \( L = q \), there is no dependence of the Hamiltonian on \( k_y \). A straightforward basis change of the Green’s
function to the original $k$-states in the full BZ yields a meaningless result for the spectral function with no $k_y$-dependence whatsoever. Moreover, this result is gauge-dependent, as the choice of a slightly different gauge $A \sim (-y, 0)$ would yield a spectral function result with no $k_y$-dependence instead.

One is therefore interested in the translationally invariant $G$, as it has all the lattice symmetries, and can ultimately be Fourier transformed into momentum space. We show this result in the non-interacting case in Figure 3. We have used a small broadening $\Sigma(z) = -i\text{sgn}(\text{Im} z)\eta$, $\eta = 0.02$ to regularize the results. We observe that the result for the imaginary part of $G$ is not necessarily negative, which is a signature of a breaking of causality, and thus the result is not a proper physical spectral function. As expected, the non-physical features subside as the magnetic field is taken to zero. Note also that $G_{\text{loc}} = G_{\text{loc}}$, so the causality of the resulting local Green’s function is restored upon the summation over momenta.

3. Local spectra from DMFT

In Fig. 4 we present the DMFT(NRG) results for $\text{Im} G_{\text{loc}}(\omega)$, at different values of magnetic field, and fixed $U = 2.5D$, $n = 0.85$ and $T = 0.025D$, which corresponds to the regime of the doped Mott insulator. On the left panel we show the full frequency range, while on the right panel we focus on the quasiparticle part of the spectrum. Increasing the magnetic field appears to affect an ever growing range of frequencies around $\omega = 0$, but up to the highest fields the effect is restricted to the quasiparticle peak and no significant change is observed in the Hubbard bands, apart from the lower Hubbard band getting flatter. No apparent change at all is observed below $p/q = 0.1$ for these values of model parameters.
FIG. 4. Local density of states as a function of magnetic field. Left: full frequency range. Right: quasiparticle part of the spectrum. The result is obtained with the DMFT(NRG). The parameters are $U = 2.5D$, $\langle n_\sigma \rangle = 0.425$, $T = 0.025D/k_B$. The calculation was performed with $L = q = 997$.

B. Conductivity

1. Longitudinal dc conductivity $\sigma^{xx}(\nu = 0)$

We start by inspecting the effect of the magnetic-field dependence of the self-energy on the conductivity. In the upper panel of Fig. 5 we show $1/\sigma^{xx}(\nu = 0)$ calculated with the self-energy obtained from the DMFT(NRG) calculation for the given $B_z$ (black curve), and compare it to the one obtained with the self-energy obtained in the $B_z = 0$ calculation; in that case the magnetic-field enters the calculation only through the current vertex $v_x^{\nu,\sigma}_{k,m,m',\sigma'}$. Here, we can chose to fix the chemical potential to the one corresponding to the $B_z = 0$ calculation, which will lead to some density variation as the magnetic field is increased (red curve); otherwise, we can correct the chemical potential for each given $B_z$ so that the overall occupancy is fixed (lime curve).

We see that there is excellent agreement between all three curves. The parts of the black curve that are missing are due to our inability to properly converge the DMFT(NRG) calculation at those values of $B_z$. As finite-$B_z$ DMFT(NRG) calculations are difficult and re-
quire significant computational time, it is a very important observation that we can obtain solid finite $B_z$ results by using the self-energy from the $B_z = 0$ calculation. This way, the bottleneck of our calculation becomes the calculation of the conductivity, rather than the DMFT solver. In the regime of the main interest, this does not present a significant additional approximation. Therefore, in the remainder of the paper we fix $\Sigma = \Sigma(B_z = 0)$ and correct $\mu$ at each $B_z$ so that the overall density is fixed, unless stated otherwise.

In the bottom panel of Fig. 5 we present the density of states at the Fermi level ($\approx \text{Im} G(\omega = 0)$, as well as the effective scattering rate ($\approx \text{Im} \Sigma(\omega = 0)$). The oscillations in these two quantities as functions of the magnetic field appear synchronous. However, the oscillations in the conductivity follow a completely different pattern. The oscillations in the density of states and the scattering rate can be readily connected with the Shubnikov-de Haas effect, where the period of oscillations in the space of inverse magnetic field is inversely proportional to the surface area of the Fermi see (roughly the density $(n_i)$), while the oscillations of the conductivity appear to correspond to the full area of the BZ. This mismatch in the oscillation frequencies of the spectral and transport properties is however restricted to only certain parameter regimes. The high-frequency oscillations have been previously identified in the experiment\textsuperscript{41-47} and dubbed the Brown-Zak (BZ) oscillations. We discuss this phenomenon in more detail in Section III B 3, and in Ref. 48 which is devoted to this very topic. In Appendix L we check that no $p/q = 1$ oscillations are present in thermodynamic potentials.

We also cross-check the results of our finite $B_z$ calculation against the reference $B_z = 0$ results, in the limit of low field. As the results are obtained numerically in rather different ways, this is a stringent test of our formalism and implementations. In Figure 6 we show the DMFT results at $U = 2.5D$, at 4 different levels of doping ($n = 1$ is half-filling), at $B_z = 0$ and at three smallest possible fields in a finite $B_z$ calculation with $L = q = 1999$. At high temperatures, small field does not significantly affect the result, and finite-field results are on top of the zero-field result, thus validating our numerics. At low temperature, the effect of the field becomes observable, but the results do tend towards the $B_z = 0$ result as the field is decreased.

Next, we inspect the effect of the magnetic field on the temperature dependence of $\sigma_{xx}^{-1}(\nu = 0)$ on Figure 7. At low temperature, the behavior drastically depends on the precise choice of the magnetic field. At high temperature the behavior is weakly modified, and one still observes roughly linear dependence. At very high fields, the values appear increased by a constant prefactor, which means that the slope of the linear dependence is also increased. This can be more easily confirmed by looking at the linear scale plots in Fig. 8. The effect of the magnetic field appears somewhat insensitive to the strength of the interaction, and the overall trend appears similar in all three panels on the left side of Figure 7. We are able to roughly collapse the curves at three different values of $U$ by simply rescaling the temperature $T \to T/T^*(U)$, with $T^*(U)$ roughly a linear function of $U$. The scaling appears particularly valid between $U = 2.5$ and $U = 4$, while the $U = 1$ curves somewhat deviate.

Finally, in Figure 9 we present the magnetic field dependence of the conductivity, at a fixed temperature and doping. At low temperature one observes increasingly strong oscillations as magnetic field is increased. At low fields, the oscillations are relatively small and regular, which corresponds to the SdH regime, while at strong fields the oscillations cover multiple orders of magnitude, and exhibit no simple pattern as a function of the magnetic field. (This is the quantum limit dominated by the lowest Landau levels.)
In Figure 10 we show results for direct-current $\sigma^{xy}$, $1/\sigma^{xx}$ as well as $\rho^{xy}$ and $\rho^{xx}$. We see that $\sigma^{xy}$ exhibits a non-monotonic dependence on the magnetic field, and also some oscillation, similar to $\sigma^{xx}$. The difference appears to be that when $\sigma^{xy}$ has a local maximum, $\sigma^{xy}$ has a local extremum in the value of its first derivative. The results presented in this plot correspond to the high-frequency oscillation regime, where the maxima in $\sigma^{xx}$ coincide with $p/q = 1/q$. This behavior is in line with the experimental observations in Ref. 45. We also see that, as expected, $\sigma^{xy}$ tends to zero as magnetic field is decreased. The effect of $\sigma^{xy}$ on $\rho^{xx}$ is not negligible, and one clearly has $\rho^{xx} \neq 1/\sigma^{xx}$. Nevertheless, the oscillatory behavior of $\rho^{xx}$ appears very similar to that of $1/\sigma^{xx}$ and in phase with it.

We further study the behavior of $\sigma^{xy}$ in the limit of $U = 0$ where the calculation can be performed at low numerical cost. The results are presented in Fig. 11. First we look at the temperature dependence (upper panel). We see that $\sigma^{xy}$ falls off exponentially with increasing temperature. At $T = 0$ the result corresponds to the Chern number of the topological insulator, whenever the chemical potential falls in an energy gap. We see that decreasing field produces gaps with ever larger Chern numbers. On the middle panel we look at this dependence more closely, and see that at a given chemical potential, the Chern number grows in a power law fashion with $1/B_z$. It is clear that this law does not have a well defined limiting behavior at $B_z = 0$, as in the absence of magnetic field there are no gaps and strictly $\sigma^{xy} = 0$. This is an indication of the fractal structure of the density of states at low fields - the gaps become smaller and smaller, but more and more numerous, and fully disappear only strictly at $B_z = 0$. However, this ill-defined behavior is corrected at finite values of the interaction (Fig. 10), and one observes a downturn of $\sigma^{xy}$ at a finite value of the field, and $\sigma^{xy}$ tends to zero smoothly as $B_z \to 0$.

Finally we study the dependence of $\sigma^{xy}$ on the chemical potential, at several different values of the field and $T = 0$, in the bottom panel of Fig. 11. One has $\sigma^{xy}(\mu) = -\sigma^{xy}(-\mu)$. The plateaus in the value of Hall conductivity are indications of gaps in the density of states and are always found at integer values. We benchmark our implementation with the data in Ref. 38 in Appendix M.

3. Quantum oscillations of $1/\sigma^{xx}$

As already noted in Section III B 1, the conductivity displays oscillatory behavior as a function of magnetic field. We start by inspecting the region of the phase diagram where notable oscillatory behavior is present. We define a characteristic ($p/q)^* (T; n, U)$ (denoted by shaded circles in Fig. 9) as the value of magnetic field at which the first extremum in $1/\sigma^{xx}(B_z \sim p/q)$ occurs ($1/\sigma^{xx}$ initially grows, so the first extremum
The oscillations have a fixed period when $\sigma^{xx}$ is plotted as a function of inverse magnetic field. When this period is inversely proportional to the surface area of the Fermi sea, this corresponds to the well known Shubnikov-de Haas effect. However, in our results, we observe in some regimes of parameters an additional oscillation frequency. This is documented in Fig. 14 where we present the Fourier transform of $(\sigma^{xx})^{-1}(B_z^{-1} = q/p)$. The presented part of each oscillation spectrum is normalized to 1. In the left panel we show the temperature dependence of the oscillation spectrum as a function of temperature, at fixed doping and coupling constant. At low temperature one observes peaks at roughly integer multiples of the density $\langle n_x \rangle$ which corresponds to the SdH effect. However, at intermediate temperature, there is an additional frequency corresponding to the full area of the BZ, and its higher harmonics. At even higher temperature, before the oscillatory behavior is erased by thermal effects, the $p/q = 1$ peak in the spectrum becomes dominant. In the right panel we inspect the effect of doping on the oscillation spectrum, at a fixed temperature. The SdH peak is present at all dopings, and is always found at $p/q = 1$ peak, which is no longer the dominant peak at $\delta > 0.2$. At very low doping, it is not possible to distinguish between the $p/q = 1$ peak and the second harmonic of the SdH peak, as $\langle n_x \rangle$ approaches 0.5. However, it is unexpected in the SdH effect that the second harmonic is stronger than the first harmonic (fundamental), which indicates a presence of a separate mechanism which contributes to the amplitude of the oscillations.

FIG. 8. Inverse conductivity on the linear scale. Columns are different dopings, rows are different values of interaction. Different curves are different values of the field.
peak at \( p/q = 1 \). In the next section, we are able to trace the origin of these high-frequency oscillations; the full description of the observed phenomenology and its relationship to experiments is presented in a separate publication, Ref. 48.
4. Oscillations of the current vertex

At the level of the DMFT, the magnetic field enters the calculation of conductivity through the self-energy and the current vertex $v$. As we have concluded in the Section III B 1, the dependence of conductivity on the self-energy is of secondary importance, and cannot possibly account for the observed $p/q = 1$-frequency oscillations, as the self-energy oscillates with the frequency $p/q = (n_σ)$. The $p/q = 1$ oscillations then must come from the current vertex. This was already suggested in previous experimental works\cite{45,46}, where the $p/q = 1$ frequency oscillations have been linked to periodic changes in the velocity of magnetic minibands, featuring spikes at $p/q = 1/q$.

We first discuss which part of $v^{xx}(\varepsilon, \varepsilon')$ plays a role at a given choice of parameters. First, by inspecting Eq.70 we see that the $\omega$-integrand will generally have two peaks, centered around $\omega^*/\omega'$ such that $\omega^{(t)} + \mu - \varepsilon^{(t)} = \Re \Sigma(\omega^{(t)}) = 0$. The width of those peaks is roughly proportional to $\Im \Sigma(\omega^{(t)})$. When the two peaks are further apart than is their width, the contribution of the integral will be very small. Additionally, if they fall outside of the thermal window, they will not contribute. Assuming in a most simple way $\omega^{(t)} = \mu - \varepsilon^{(t)}$, and that the contribution is negligible if $|\varepsilon - \varepsilon'| > \Gamma$, with $\Gamma$ playing the role of the width of the peaks (say roughly $\Gamma \approx -\Im \Sigma(\omega = 0)$), and taking that the thermal window is a hard cutoff $|\omega^{(t)}| < T$, we can isolate the relevant values of $v^{xx}(\varepsilon, \varepsilon')$, which determine the value of the overall integral. We define a quantity

$$Y(\mu, T, \Gamma; B_z) = \int \int d\varepsilon' \int d\varepsilon v^{xx}(\varepsilon, \varepsilon'; B_z) \theta(T - |\varepsilon - \varepsilon'|)$$

and inspect its oscillation spectrum as a function of $B_z^{-1}$. The results are presented in Fig. 15. We see that at low $T$ and low $\Gamma$, the oscillations resemble the SdH effect. However, increasing $\Gamma$ leads to an onset of $p/q = 1$ oscillations, which, with an increase of $T$, eventually become dominant. To better understand this behavior, in Figure 16 we show the spectrum as a function of $\mu$, at a fixed low temperature. We see how $p/q = (n_σ)$ peak and its harmonics move with changing $\mu$, as expected. On the contrary, the $p/q = 1, 2, 3...$ peaks (when present in the spectrum), do not move with changing $\mu$. The main insight is that roughly $Y(\mu, T + \delta T) = Y(\mu, T, ...) + Y(\mu + \delta \mu, T, ...) + Y(\mu - \delta \mu, T, ...)$. At high temperature, the contributions from different $\mu$ will interfere destructively, and the $p/q = (n_σ)$ peak will wash out. On the other hand, the $p/q = 1$ will accumulate, and become the dominant peak, which is precisely what we find.

5. Conductivity in the finite lifetime approximation (FLA)

In the previous sections we have concluded that the high-frequency (Brown-Zak, BZ) oscillations of conductivity originate from the current vertex. Therefore, it is expected that BZ oscillations are observed even in the most simple models that feature no variability in the self-energy whatsoever. In this section we calculate conductivity in the finite-lifetime approximation (FLA), where the self-energy is assumed to be a local, frequency independent and purely imaginary quantity, i.e.

$$\Sigma_{ij}^{FLA}(\omega + i0^+) = -i\Gamma \delta_{ij}$$

where $\Gamma$ is the scattering rate. At a fixed $\mu = -0.1D$, we construct the Green's function, and evaluate the Kubo bubble Eq.70. We are in particular interested in the trends with respect to temperature and scattering rate, and we wish to inspect the relative contributions of $\varepsilon \approx \varepsilon'$ and $\varepsilon \neq \varepsilon'$ terms in the double integral. We split the contributions by $d = |\varepsilon - \varepsilon'|$: the contributions with $d > 0.0003$ we consider “interband” contributions, where the particle and the hole reside in different bands; the contributions with $d < 0.0003$ we consider “intraband” contributions, where the particle and the hole reside either in the same band, or two different bands which are very close in energy. The choice for the threshold value 0.0003 is made based on the finite energy resolution that we
can achieve and the systematic error made in energy levels due to finite lattice size.

The results are shown in Fig. 17 as a function of inverse magnetic field, i.e. \( q/p \). On the plots on the left, we take a small value for the scattering rate \( \Gamma \approx 3 \times 10^{-5} \), and show the two contributions to conductivity as well as the total result at several different temperatures. At low temperature, the dips in conductivity roughly coincide with \( q/p = 0.407/i \), with \( i \) integer (denoted with vertical gray dashed lines). This clearly corresponds to SdH oscillations, and signals that the occupancy at \( \mu = -0.1D \) is about \( \langle n_\sigma \rangle = 0.407 \). It is immediately clear that with increasing temperature, the SdH oscillations subside, and what is left is apparently a fractal-like behavior which cannot be fully resolved with our current resolution. At low temperature, both intraband and interband processes contribute, while at high temperature, the intraband processes are dominant.

On the plots on the right in Fig. 17, we take a high temperature, the intraband processes are dominant. The results are shown in Fig. 17 as a function of inverse magnetic field, i.e. \( q/p \). On the plots on the left, we take a small value for the scattering rate \( \Gamma \approx 3 \times 10^{-5} \), and show the two contributions to conductivity as well as the total result at several different temperatures. At low temperature, the dips in conductivity roughly coincide with \( q/p = 0.407/i \), with \( i \) integer (denoted with vertical gray dashed lines). This clearly corresponds to SdH oscillations, and signals that the occupancy at \( \mu = -0.1D \) is about \( \langle n_\sigma \rangle = 0.407 \). It is immediately clear that with increasing temperature, the SdH oscillations subside, and what is left is apparently a fractal-like behavior which cannot be fully resolved with our current resolution. At low temperature, both intraband and interband processes contribute, while at high temperature, the intraband processes are dominant.

On the plots on the right in Fig. 17, we take a high temperature, the intraband processes are dominant. The results are shown in Fig. 17 as a function of inverse magnetic field, i.e. \( q/p \). On the plots on the left, we take a small value for the scattering rate \( \Gamma \approx 3 \times 10^{-5} \), and show the two contributions to conductivity as well as the total result at several different temperatures. At low temperature, the dips in conductivity roughly coincide with \( q/p = 0.407/i \), with \( i \) integer (denoted with vertical gray dashed lines). This clearly corresponds to SdH oscillations, and signals that the occupancy at \( \mu = -0.1D \) is about \( \langle n_\sigma \rangle = 0.407 \). It is immediately clear that with increasing temperature, the SdH oscillations subside, and what is left is apparently a fractal-like behavior which cannot be fully resolved with our current resolution. At low temperature, both intraband and interband processes contribute, while at high temperature, the intraband processes are dominant.

On the plots on the right in Fig. 17, we take a high temperature, the intraband processes are dominant. The results are shown in Fig. 17 as a function of inverse magnetic field, i.e. \( q/p \). On the plots on the left, we take a small value for the scattering rate \( \Gamma \approx 3 \times 10^{-5} \), and show the two contributions to conductivity as well as the total result at several different temperatures. At low temperature, the dips in conductivity roughly coincide with \( q/p = 0.407/i \), with \( i \) integer (denoted with vertical gray dashed lines). This clearly corresponds to SdH oscillations, and signals that the occupancy at \( \mu = -0.1D \) is about \( \langle n_\sigma \rangle = 0.407 \). It is immediately clear that with increasing temperature, the SdH oscillations subside, and what is left is apparently a fractal-like behavior which cannot be fully resolved with our current resolution. At low temperature, both intraband and interband processes contribute, while at high temperature, the intraband processes are dominant.

On the plots on the right in Fig. 17, we take a high temperature, the intraband processes are dominant. The results are shown in Fig. 17 as a function of inverse magnetic field, i.e. \( q/p \). On the plots on the left, we take a small value for the scattering rate \( \Gamma \approx 3 \times 10^{-5} \), and show the two contributions to conductivity as well as the total result at several different temperatures. At low temperature, the dips in conductivity roughly coincide with \( q/p = 0.407/i \), with \( i \) integer (denoted with vertical gray dashed lines). This clearly corresponds to SdH oscillations, and signals that the occupancy at \( \mu = -0.1D \) is about \( \langle n_\sigma \rangle = 0.407 \). It is immediately clear that with increasing temperature, the SdH oscillations subside, and what is left is apparently a fractal-like behavior which cannot be fully resolved with our current resolution. At low temperature, both intraband and interband processes contribute, while at high temperature, the intraband processes are dominant.

On the plots on the right in Fig. 17, we take a high temperature, the intraband processes are dominant. The results are shown in Fig. 17 as a function of inverse magnetic field, i.e. \( q/p \). On the plots on the left, we take a small value for the scattering rate \( \Gamma \approx 3 \times 10^{-5} \), and show the two contributions to conductivity as well as the total result at several different temperatures. At low temperature, the dips in conductivity roughly coincide with \( q/p = 0.407/i \), with \( i \) integer (denoted with vertical gray dashed lines). This clearly corresponds to SdH oscillations, and signals that the occupancy at \( \mu = -0.1D \) is about \( \langle n_\sigma \rangle = 0.407 \). It is immediately clear that with increasing temperature, the SdH oscillations subside, and what is left is apparently a fractal-like behavior which cannot be fully resolved with our current resolution. At low temperature, both intraband and interband processes contribute, while at high temperature, the intraband processes are dominant.

On the plots on the right in Fig. 17, we take a high temperature, the intraband processes are dominant. The results are shown in Fig. 17 as a function of inverse magnetic field, i.e. \( q/p \). On the plots on the left, we take a small value for the scattering rate \( \Gamma \approx 3 \times 10^{-5} \), and show the two contributions to conductivity as well as the total result at several different temperatures. At low temperature, the dips in conductivity roughly coincide with \( q/p = 0.407/i \), with \( i \) integer (denoted with vertical gray dashed lines). This clearly corresponds to SdH oscillations, and signals that the occupancy at \( \mu = -0.1D \) is about \( \langle n_\sigma \rangle = 0.407 \). It is immediately clear that with increasing temperature, the SdH oscillations subside, and what is left is apparently a fractal-like behavior which cannot be fully resolved with our current resolution. At low temperature, both intraband and interband processes contribute, while at high temperature, the intraband processes are dominant.
FIG. 15. Oscillation spectra of the current vertex (as quantified by $Y$) at various $\Gamma, T$. Spectra are colored gray where no pronounced peaks are observed, red where the standard SdH $p/q = \langle n_\sigma \rangle$ peaks and its higher harmonics are observed, purple where we also observe the $p/q = 1$ peaks, but the SdH peaks are dominant, and blue where $p/q = 1$ peak is stronger than $p/q = \langle n_\sigma \rangle$ peak.

FIG. 16. Evolution of the oscillation spectrum of the current vertex (as quantified by $Y$) with chemical potential, for two values of $\Gamma$.

are the high-frequency (or BZ) oscillations, which appear only when the scattering rate is sufficiently high. We illustrate the trends with respect to temperature and the scattering rate on Fig. 18(a) where we plot the oscillation spectra obtained by the Fourier transform of the data in the range of the field $p/q \in [0.03, 0.15]$. The results show clearly that at low $\Gamma$, high-frequency oscillations are never observed, but that at sufficiently high $\Gamma$, they are observed above some threshold temperature, but up to indefinite temperature: note that the highest temperature that we show is 10 in units of half-bandwidth, with no sign of weakening of the high-frequency oscillations. In contrast, the SdH oscillations subside simply due to increasing temperature. All oscillations disappear at very high scattering rate, and there seems to be a well defined upper cutoff $\Gamma$ for the observation of any oscillations. These findings are summarized in the rough phase diagram of the FLA model in Fig. 18(b).

It is also interesting to compare the doping dependence of the quantum oscillation phenomenology in FLA and DMFT. On Fig. 19 we show the color plot of $\log_{10} \sigma_{xx}(\nu = 0)$ in the doping-field plane, at a high temperature where SdH oscillations are already thermally washed out. We see opposite trends in the two plots: in FLA, the oscillations are the strongest close to half-filling ($\mu = 0$), while in DMFT, the oscillatory features become stronger in the empty-band limit ($\langle n_\sigma \rangle \to 0$). The difference must be due to the fact that in the Hubbard model, the scattering rate is maximal at half-filling and vanishes as the number of electrons goes to zero. In FLA, the scattering rate is simply held fixed at all dopings. The FLA result on Fig. 19 is in solid agreement
with the experimental results in Ref. 45. This indicates that the scattering rate in experiment is not vanishing with doping, as one would have in the pure Hubbard model. The additional scattering in experiment probably comes from phonons, or even impurities.

IV. CONCLUSIONS AND PROSPECTS

In this paper we have identified several important features of the DMFT results for conductivity in the square lattice Hubbard model in a perpendicular magnetic field. First, the $T$-linear resistivity at high temperature is not strongly affected by magnetic field. At high temperature, varying the interaction also does not strongly affect the resistivity, but rather sets the temperature scale in a linear fashion. Next, we observe that the effect of the magnetic field comes mainly through the current-vertex factor (which only contains kinetic effects), and not the self-energy (which involves dynamic effects and defines the energy and momentum windows with significant contribution in the integration). We are able to reproduce the SdH effect and observe quantum oscillations in $1/\sigma_{xx}$ with the expected frequency $B_z \sim p/q = \langle n_\sigma \rangle$. However, we also observe oscillations on a different, higher frequency $B_z \sim p/q = 1$, independently of doping. For this behavior, the prerequisites appear to be moderate scattering rate, moderate temperature and relatively high magnetic field flux per unit cell. Our observations are in line with the experimental results of recent experiments on moiré (graphene superlattice) systems [44–46].

For the future work it will be necessary to investigate how much of the observed phenomenology is representative of the exact solution, and how much is an artifact of the DMFT approximation. At the level of DMFT the two important simplifications are: 1) the self-energy is fully local (which means that the Green’s function is diagonal in the eigenbasis of the non-interacting Hamiltonian), and 2) the vertex corrections cancel. This question can in principle be addressed with cluster DMFT calculations [67], but these may not be trivial to formulate or execute. Additionally, analytical continuation of self-
energy data might be difficult (or an ED solver might be used, which introduces additional systematic error). Finally, calculation of vertex corrections in cluster DMFT schemes is notoriously difficult. Another possibility is to use recently developed DiagMC technique which requires no analytical continuation, and can access the thermodynamic limit directly. As the observed phenomena are not restricted to very high values of the coupling and can already be observed at $U = 0.5 - 1D$, a DiagMC calculation with only several orders could be sufficient to work out the generic effect of self-energy non-locality and vertex corrections.

**Appendix A: Peierls phase in Landau gauge (proof of Eq.9)**

For the following derivation, we introduce $r(\alpha) = a(x(\alpha), y(\alpha)) = a[r_x + \alpha(r_y - r_x)]$ and $dr = da \delta x$, with $d = r_y - r_x$, while keeping $r_i = (x_i, y_i)$ dimensionless and $x_i, y_i$ integers. The Peierls phase for the uniform magnetic field perpendicular to the lattice $\mathbf{B} = (0, 0, B_z)$, in the Landau gauge Eq.(7) can be expressed as

$$f_{ij} = \frac{e}{\hbar} \int_{r_1}^{r_j} A(r) \cdot dr$$

$$= \frac{ea}{\hbar} \int_0^1 d\alpha A(r(\alpha)) \cdot d$$

$$= \frac{ea^2}{\hbar} B_z \int_0^1 d\alpha x(\alpha) e_y \cdot d$$

$$= \frac{ea^2}{\hbar} B_z (y_j - y_i) \int_0^1 d\alpha (x_i + \alpha d_x)$$

$$= \frac{ea^2}{\hbar} B_z (y_j - y_i) \left[ x_i + d_x \int_0^1 d\alpha \right]$$

$$= \frac{ea^2}{\hbar} B_z (y_j - y_i) \left[ x_i + d_x \frac{\alpha^2}{2} \right]_0^1.$$ 

We finally have

$$f_{ij} = \frac{ea^2}{\hbar} B_z (y_j - y_i) \left[ x_i + \frac{x_j - x_i}{2} \right]$$

$$= \frac{ea^2 B_z}{\hbar} (y_j - y_i)(x_i + x_j).$$  \hspace{1cm} (A1)
When doing real-space calculations on a finite cyclic lattice, it is necessary to always consider the shortest distance between the sites and take instead the following periodised expression:

$$f_{ij}^{\text{fin. latt.}} = \frac{e\alpha^2}{\hbar} B_z (y_j \ominus y_i) \left[ x_i + \frac{x_j \ominus x_i}{2} \right], \quad (A2)$$

where $\ominus$ denotes the shortest distance on a finite cyclic lattice.

**Appendix B: Proof of unit cell size**

We prove now that in the Landau gauge, the size of the unit cell in the $x$ direction is $q$. Consider that we shift both $r_i$ and $r_j$ by $q\mathbf{e}_x = (q, 0)$ (we remind the reader that we use dimensionless $r_i = (x_i, y_i)$ as arguments of $f$). We must show that the additional phase shift must be an integer number times $2\pi$.

$$f_{r_i+q\mathbf{e}_x, r_j+q\mathbf{e}_x} = \frac{e\alpha^2}{\hbar} B_z \left( (y_j - y_i)(x_i + q + x_j + q) \right)$$

$$= f_{r_i, r_j} + \frac{e\alpha^2}{\hbar} B_z (y_j - y_i)2q. \quad (B1)$$

We now apply $B_z = 2\pi \frac{\mathbf{e}_x}{q} \left( \frac{e\alpha^2}{\hbar} \right)$.

$$f_{r_i+q\mathbf{e}_x, r_j+q\mathbf{e}_x} = f_{r_i, r_j} + \frac{2\pi}{q} (y_j - y_i)2q$$

$$= f_{r_i, r_j} + 2\pi q(y_j - y_i). \quad (B2)$$

As $p(y_j - y_i)$ is an integer, the condition Eq.10 indeed satisfies periodicity along the $x$-direction.

**Appendix C: Proof of Eq.14**

Here we rewrite in momentum space the kinetic term in the Hamiltonian Eq. 12 to reach Eq. 14.
Appendix D: Periodicity with $k_y$

We prove here the periodicity of the non-interacting eigenproblem along the $k_y$ axis, as stated in Eqs. 24 and 25.

We start by reordering rows/columns of the Hamiltonian Eq. 15: one can achieve that by redefining $|\mathbf{k}, l, \sigma \rangle \equiv |\mathbf{k} + 2\pi l \frac{p}{q}, \sigma \rangle$, or simply $|\mathbf{k}, lp \mod q, \sigma \rangle \rightarrow |\mathbf{k}, l, \sigma \rangle$. In that case, the Hamiltonian reads

$$[\hat{H}_{0, k, \sigma}]_{ll'} = \left( -\mu_\sigma - 2t \cos \left( \frac{\tilde{k}_x}{q} \right) \right) \delta_{ll'} - t(e^{ik_y} \delta_{l,l'^{0}} + e^{-ik_y} \delta_{l'^{0}l'}) \tag{D1}$$

This transformation does not affect the eigenvectors/eigenvalues.

Now we apply a unitary transformation defined by $[U_k]_{ll'} = \delta_{ll'} e^{-ik_y}$ and apply it to the Hamiltonian as

$$\tilde{H}_{0, k, \sigma} \equiv U_k^\dagger \hat{H}_{0, k, \sigma} U_k \tag{D2}$$

The transformed Hamiltonian $\tilde{H}_{0, k, \sigma}$ has the same eigenvalues as $H_{0, k, \sigma}$, and the original eigenvectors can be obtained from the eigenvectors of $\tilde{H}_{0, k, \sigma}$ as $|m, \mathbf{k}, \sigma \rangle = U_k^\dagger |\tilde{m}, \mathbf{k}, \sigma \rangle$. As $U_k$ is diagonal, the element-wise equation for $\tilde{H}_{0, k, \sigma}$ reads

$$[\tilde{H}_{0, k, \sigma}]_{ll'} = [U_k]_{ll'} [\hat{H}_{0, k, \sigma}]_{ll'} [U_k^\dagger]_{ll'} \tag{D3}$$

The diagonal elements remain unchanged, and we must consider two special cases for the off-diagonal elements: a) $|l - l'| = q - 1$, and b) $|l - l'| = 1$. The two cases correspond to whether the hopping between momenta winds around the BZ or not. In the latter case, we have for

$$[\tilde{H}_{0, k, \sigma}]_{l>q-1,l'=l-1} = [\tilde{H}_{0, k, \sigma}]_{l-1,q-1,l'} = [\tilde{H}_{0, k, \sigma}]_{l',q-1,l} = [\tilde{H}_{0, k, \sigma}]_{l,q-1,l'} = 1 \tag{D4}$$

But in the case when there is a winding around the BZ, we get

$$[\tilde{H}_{0, k, \sigma}]_{l=q-1,l'=0} = e^{-i(q-1)k_y} e^{-ik_y} = e^{-ik_y} \tag{D5}$$

These are the only elements of the matrix that depend on $k_y$, which means that the blocks of the Hamiltonian are invariant under a transformation

$$\tilde{k} \rightarrow (\tilde{k}_x, \tilde{k}_y + 2\pi C/q) \tag{D6}$$

where $C \in \mathbb{Z}$.

For the basis-change matrix elements, this periodicity means:

$$\tilde{H}_{0, k, \sigma}, [\alpha_{k, \sigma}]_{lp \mod q, m} \xrightarrow{\text{permute}} \bar{H}_{0, k, \sigma}, [\alpha_{k, \sigma}]_{lm} \xrightarrow{\text{unitary tr}} \tilde{H}_{0, k, \sigma}, e^{-i k_y l} [\alpha_{k, \sigma}]_{lm} \xrightarrow{\text{translate}} H_{0, k, \sigma}, e^{i (2\pi C/q) l} [\alpha_{k, \sigma}]_{lm} \xrightarrow{\text{inv. unit. tr}} \tilde{H}_{0, k, \sigma}, e^{i (2\pi C/q) l} [\alpha_{k, \sigma}]_{lm} \xrightarrow{\text{permute back}} H_{0, k, \sigma}, e^{i (2\pi C/q) l} [\alpha_{k, \sigma}]_{lp \mod q, m}.$$

Appendix E: Decomposition into diamagnetic and paramagnetic currents

The current operator can be divided into the paramagnetic and diamagnetic parts

$$\mathbf{j}_r = \mathbf{j}_{r,p} + \mathbf{j}_{r,d} \tag{E1}$$

where we use Eq. (46) with

$$\gamma_{r,p} = (1, 1), \quad \gamma_{r,d} = \gamma_r - \gamma_{r,p} \tag{E2}$$

Because the inversion symmetry is preserved along the $x$-axis, the diamagnetic part of $j_x$ is going to be zero. This does not hold along the $y$-axis, so there will be non-zero paramagnetic and diamagnetic parts in $j_y$, but $\langle j_{r,p} \rangle = -\langle j_{r,d} \rangle$, so that the total current is zero. This must hold as the total current is a physical observable, and thus a gauge invariant quantity. Using the gauge-invariant Green’s function, this can be easily proven: up to the constant prefactor, the thermal average of the paramagnetic part is simply

$$\langle j_{r,p} \rangle = i \langle G_{r+e_y r'}(\tau = 0^-) - i G_{r,r+e_y}(\tau = 0^-) \rangle \tag{E3}$$

$$= i \left( e^{i \frac{\pi}{2} B_z x} - e^{-i \frac{\pi}{2} B_z x} \right) \tilde{G}_{r,r+e_y}(\tau = 0^-),$$

and similarly

$$\langle j_{r,d} \rangle = i \left( e^{i \frac{\pi}{2} B_z x} - e^{-i \frac{\pi}{2} B_z x} \right) \tilde{G}_{r,r+e_y}(\tau = 0^-) \tag{E5}$$

$$= - \langle j_{r,p} \rangle.$$

Appendix F: Proof of Gauge invariance of the Kubo bubble

We start with the expression for the site-space matrix (operator) for the current coupled to a vanishing external gauge field $A^{\text{ext}}$, and in the presence of a rotary gauge field $A$ describing a perpendicular magnetic field. The total gauge field is $A^{\text{tot}} = A^{\text{ext}} + A$. The corresponding contributions to the Peierls phase (which is additive as well) yield $F^{\text{tot}} = F^{\text{ext}} + f$

\[ j_r^\eta = -\frac{\partial H_{\text{kin}}}{\partial A^{\text{ext},\eta}} \bigg|_{A^{\text{ext}} \rightarrow 0} = -\frac{\partial}{\partial A^{\text{ext},\eta}} \left( e^{i\int_{r-\tau}^{r} \circ H_{\text{kin}}[A^{\text{tot}} = 0]} \right) \bigg|_{A^{\text{ext}} \rightarrow 0} = -\frac{\partial f^{\text{ext}}}{\partial A^{\text{ext},\eta}} \bigg|_{A^{\text{ext}} \rightarrow 0} \circ H_{\text{kin}}[A^{\text{tot}} = 0] = -i \frac{\partial F}{\partial A^{\text{ext},\eta}} \bigg|_{A^{\text{ext}} \rightarrow 0} \circ e^{i\int_{r-\tau}^{r} F}, \bigg( F1 \bigg) \]

Expressed in terms of second-quantized operators, for the general TB Hamiltonian

\[ j_{r,\tau}^\eta = -\sum_{u} t_r,ru \frac{\partial f^{\text{ext}}}{\partial A^{\text{ext},\eta}} \bigg|_{A^{\text{ext}} \rightarrow 0} \times \left( ie^{i\int_{r-\tau}^{r} \circ \zeta_{r,\tau} u} c_{r,\tau} u - ie^{-i\int_{r-\tau}^{r} u} c_{r,\tau} u \right), \bigg( F2 \bigg) \]

where the sum over $u$ goes over all sites, and we have omitted the spin indices and the sum over spin for the sake of brevity.

The current-current correlation function is then

\[ \Lambda_{r,r'}^{\eta,\eta'}(\tau) \]

\[ = \sum_{u,u'} t_{r,r+u} t_{r',r'+u'} \frac{\partial f^{\text{ext}}}{\partial A^{\text{ext},\eta}} \bigg|_{A^{\text{ext}} \rightarrow 0} \times \bigg[ \sum_{b,b' \in \{0,1\}} (-1)^{b+b'+1} e^{i(-1)^{b} f_{r-\tau+u} e^{i(-1)^{b} f_{r-\tau+u}}} \sum_{\sigma,\sigma'} \langle \left\langle c_{r-\tau+u,\sigma}(\tau) c_{r+(1-b)u,\sigma}(\tau) c_{r'+b'u',\sigma'}(0) c_{r'+(1-b)u',\sigma'}(0) \right\rangle \bigg] \bigg( F3 \bigg) \]

The dynamic and disconnected part is

\[ \Lambda_{r,r'}^{\eta,\eta'}(\tau) \]

\[ = \sum_{u,u'} t_{r,r+u} t_{r',r'+u'} \frac{\partial f^{\text{ext}}}{\partial A^{\text{ext},\eta}} \bigg|_{A^{\text{ext}} \rightarrow 0} \times \bigg[ \sum_{b,b' \in \{0,1\}} (-1)^{b+b'+1} e^{i(-1)^{b} f_{r-\tau+u} e^{i(-1)^{b} f_{r-\tau+u}}} \times \sum_{\sigma,\sigma'} \langle \left\langle c_{r-\tau+u,\sigma}(\tau) c_{r+(1-b)u,\sigma}(\tau) c_{r'+b'u',\sigma'}(0) c_{r'+(1-b)u',\sigma'}(0) \right\rangle \bigg] \bigg( F4 \bigg) \]

The sum over $b, b'$ yields four terms with exponential prefactors

\[ b = 0, b' = 0 : e^{i\sum_{\tau} f_{r-\tau+u} e^{i\sum_{\tau} f_{r-\tau+u}}} \bigg( F5 \bigg) \]

\[ b = 0, b' = 1 : e^{i\sum_{\tau} f_{r+u} e^{i\sum_{\tau} f_{r+u}}} \bigg( F6 \bigg) \]

\[ b = 1, b' = 0 : e^{i\sum_{\tau} f_{r+u} e^{i\sum_{\tau} f_{r+u}}} \bigg( F7 \bigg) \]

\[ b = 1, b' = 1 : e^{i\sum_{\tau} f_{r+u} e^{i\sum_{\tau} f_{r+u}}} \bigg( F8 \bigg) \]

and each factor above is gauge invariant. Therefore what determines whether the Kubo bubble is gauge invariant are the factors of the type $\frac{\partial f^{\text{ext}}}{\partial A^{\text{ext},\eta}} \bigg|_{A^{\text{ext}} \rightarrow 0}$ which clearly do not depend on the choice of the gauge for $A$. A vanishing uniform electric field $E = \partial A^{\text{ext}}$, can be achieved by letting $A^{\text{ext}}(r, t) \rightarrow A^{\text{ext}}$, i.e. by having a constant and uniform vector potential. The only gauge freedom for the external electric field then corresponds to choosing the inertial reference frame, which is a trivial transformation that our calculation is certainly invariant to; the slowly varying-field approximation holds, and we have

\[ \frac{\partial}{\partial A^{\text{ext},\eta}} \int_{r}^{r+u} A^{\text{ext}}(\vec{r}) \cdot d\vec{r} = \frac{\partial}{\partial A^{\text{ext},\eta}} (A^{\text{ext}} \cdot u) = u^{\eta} \]

which clearly does not depend on the precise choice of the uniform $A^{\text{ext}}$. We therefore conclude that for the calculation of the linear response to a spatially uniform $q = 0$ electric field, the Kubo bubble Eq.48 is gauge invariant.

We also emphasize that the bubble for the charge-charge correlation function is trivially gauge invariant because $G_{ij} G_{ji} = G_{ij}$. 

Appendix G: Current operator in momentum space

Here we derive the current operator in momentum space. The general form is

\[ J_{q=0}^\eta = \frac{it}{Na}\frac{e}{\hbar c} \sum_{\mathbf{k},m,m',\sigma} v_{\mathbf{k},m,m',\sigma}^\eta c_{\mathbf{k},m,\sigma}^\dagger c_{\mathbf{k}',m',\sigma}^\dagger. \]  

(G1)

The goal of this section is to get expressions for the vertex factors \( v_{\mathbf{k},m,m',\sigma}^\eta \).

We start with the current along the \( x \)-direction. The local contribution is given in Eq.46. After plugging this in Eq.53 and applying the basis transformation from Eq.37, we obtain

\[
J_{q=0}^x = \frac{it}{Na}\frac{e}{\hbar c} \sum_{\mathbf{k},m,m',\sigma} c_{\mathbf{k},m,\sigma}^\dagger c_{\mathbf{k}',m',\sigma} \sum_{l,l'} \frac{[\alpha_{\mathbf{k},m}^* l,m[\alpha_{\mathbf{k}',m'}^* l,m e^i(\mathbf{k}+\mathbf{q}/2)\cdot \mathbf{e}_x + H.c.]}{N} 
\]

We are free to swap \( m \) and \( m' \) in the last term:

\[
J_{q=0}^x = \frac{it}{Na}\frac{e}{\hbar c} \sum_{\mathbf{k},m,m',\sigma} c_{\mathbf{k},m,\sigma}^\dagger c_{\mathbf{k}',m',\sigma} e^{ik_0} \sum_{l} \frac{[\alpha_{\mathbf{k},m}^* l,m[\alpha_{\mathbf{k}',m'}^* l,m e^{i\mathbf{k} \cdot \mathbf{q}/2} - c_{\mathbf{k},m,\sigma}^\dagger c_{\mathbf{k}',m',\sigma} e^{-ik_0} \sum_{l} \frac{[\alpha_{\mathbf{k},m}^* l,m[\alpha_{\mathbf{k}',m'}^* l,m e^{-i\mathbf{k} \cdot \mathbf{q}/2}]}{N} + H.c.} 
\]

(G2)

and we can simply read off Eq.55.

Along the \( y \)-direction, similarly we have

\[
N a\frac{e}{\hbar c} J_{y=0} = \frac{it}{Na}\frac{e}{\hbar c} \sum_{\mathbf{k},m,m',\sigma} c_{\mathbf{k},m,\sigma}^\dagger c_{\mathbf{k}',m',\sigma} \sum_{l,l'} \frac{[\alpha_{\mathbf{k},m}^* l,m[\alpha_{\mathbf{k}',m'}^* l,m e^{i\mathbf{k} \cdot \mathbf{q}/2} + H.c.]}{N} 
\]

(G3)

and can simply read off Eq.55.
and we can immediately recognize Eq. 56.

We can use the property of the basis change matrix elements Eq. 23 to work out a symmetry of \( v^x \) with respect to momentum inversion.

\[
v^x_{\mathbf{k},m,m',\sigma} = \sum_l [\alpha_{\mathbf{k},\sigma}] l,m [\alpha_{\mathbf{k},\sigma}]^* l',m' \left[ e^{-i\mathbf{k} \cdot \mathbf{x} \frac{2\pi}{q}} - e^{i\mathbf{k} \cdot \mathbf{x} \frac{2\pi}{q}} \right]
\]  \hspace{1cm} (G5)

\[
v^x_{\mathbf{k},m,m',\sigma} = \sum_l [\alpha_{\mathbf{k},\sigma}] q-l,m [\alpha_{\mathbf{k},\sigma}]^* q-l',m' \left[ e^{-i\mathbf{k} \cdot \mathbf{x} \frac{2\pi}{q}} - e^{i\mathbf{k} \cdot \mathbf{x} \frac{2\pi}{q}} \right].
\]  \hspace{1cm} (G6)

We now make a change of variables: \( l' = q - l, \ l = q - l'\):

\[
v^x_{\mathbf{k},m,m',\sigma} = \sum_{l'} [\alpha_{\mathbf{k},\sigma}] l',m [\alpha_{\mathbf{k},\sigma}]^* l',m' \left[ e^{-i\mathbf{k} \cdot \mathbf{x} \frac{2\pi}{q}} - e^{i\mathbf{k} \cdot \mathbf{x} \frac{2\pi}{q}} \right]
\]  \hspace{1cm} (G7)

\[
v^x_{\mathbf{k},m,m',\sigma} = \sum_{l'} [\alpha_{\mathbf{k},\sigma}] l',m [\alpha_{\mathbf{k},\sigma}]^* l',m' \left[ e^{-i\mathbf{k} \cdot \mathbf{x} \frac{2\pi}{q}} - e^{i\mathbf{k} \cdot \mathbf{x} \frac{2\pi}{q}} \right].
\]  \hspace{1cm} (G8)

Therefore

\[
v^x_{\mathbf{k},m,m',\sigma} = -v^x_{\mathbf{k},m,m',\sigma}.
\]  \hspace{1cm} (G9)

Furthermore, by noting that \( v \) can be more simply written as

\[
v^x_{\mathbf{k},m,m',\sigma} = -2i \sum_l [\alpha_{\mathbf{k},\sigma}] l',m [\alpha_{\mathbf{k},\sigma}]^* l',m' \sin \left( \frac{\mathbf{k} \cdot \mathbf{x} + 2\pi}{q} \right),
\]  \hspace{1cm} (G10)

we can easily prove

\[
v^x_{\mathbf{k},m,m',\sigma} = -(v^x_{\mathbf{k},m',m,\sigma})^*.
\]  \hspace{1cm} (G11)

The matrix \( [v^x_{\mathbf{k},\sigma}]_{m,m'} \) is hence anti-hermitian, which also implies \( \text{Re} \ v^x_{\mathbf{k},m,m} = 0 \). Also, by using Eq. 21, it is easily proven that

\[
v^x_{(\mathbf{k},m,m',\sigma)} = v^x_{(\mathbf{k},m,m',\sigma)}.
\]  \hspace{1cm} (G11)

Appendix H: Derivation for \( \Lambda_{\mathbf{q}=0}^{\eta,\eta',\text{disc}} (iv) \)

The disconnected part of Eq. 57 reads

\[
\Lambda_{\mathbf{q}=0}^{\eta,\eta',\text{disc}} (iv) = \frac{1}{2\hbar} \int_{-\beta\hbar}^{\beta\hbar} d\tau \epsilon^{iv\tau} \frac{t^2 e^2}{\hbar^2 N} \sum_{\mathbf{k},m_1,m_2,m_2'} \sum_{\sigma,\eta,\eta'} v^\eta_{\mathbf{k},m_1,\sigma} v^{\eta'}_{\mathbf{k},m_2,\sigma} \tilde{G}_{\mathbf{k},m_1,\sigma}^{\eta} (-\tau) \tilde{G}_{\mathbf{k},m_2,\sigma}^{\eta'} (\tau).
\]  \hspace{1cm} (H1)

We now apply inverse Fourier transform to the Green’s functions

\[
G(\tau) = \frac{1}{\beta} \sum_{\nu\omega} e^{-i\omega\tau} G(i\omega),
\]  \hspace{1cm} (H2)

to obtain

\[
\Lambda_{\mathbf{q}=0}^{\eta,\eta',\text{disc}} (iv) = \frac{t^2 e^2}{\hbar^2 N} \sum_{\mathbf{k},m_1,m_2,m_2'} \sum_{\sigma,\eta,\eta'} \frac{1}{\beta^2} \sum_{\nu,\omega,\omega'} \tilde{G}_{\mathbf{k},m_1,\sigma}^{\eta} \tilde{G}_{\mathbf{k},m_2,\sigma}^{\eta'} \epsilon^{i(\nu+i\omega-\omega')\tau} + \frac{1}{2\hbar} \int_{-\beta\hbar}^{\beta\hbar} d\tau \epsilon^{i(\nu+i\omega-\omega')\tau},
\]  \hspace{1cm} (H3)

where \( \int_{-\beta\hbar}^{\beta\hbar} d\tau \epsilon^{i(\nu+i\omega-\omega')\tau} = 2\beta \hbar \delta_{\nu+i\omega-\omega'} \), which immediately yields Eq. 58.
Appendix I: Proof that DMFT self-energy is diagonal in the non-interacting eigenbasis

The following shows that a local self-energy is also diagonal in the basis of \( \{k, m, \sigma\} \) states. We have

\[
[S_{\ell, \sigma}(z)]_{ll'} = (\tilde{k}, l, \sigma) | S_{\sigma} | (\tilde{k}, l', \sigma)
\]

where \( w_{\sigma} \) is the basis change matrix, for the transformation from site-space to \( \tilde{k}, l \)-space. We can, therefore, write

\[
[S_{\ell, \sigma}(z)]_{mm'} = \langle \tilde{k}, m, \sigma | S_{\sigma} | \tilde{k}, m', \sigma \rangle
\]

which immediately yields Eq.63.

Appendix J: Calculation of local Green’s function in DMFT using the non-interacting density of states

Here we prove Eq.65.

\[
G_{ii, \sigma}(z) = \langle i, \sigma | G_{\sigma}(z) | i, \sigma \rangle
\]

Because we know that \( G_{ii}(z) \) must be uniform, we can define

\[
G_{loc, \sigma}(z) = \frac{1}{N} \sum_{i} G_{ii, \sigma}(z)
\]

where we prove Eq.65.
We apply $\frac{1}{\pi} \sum_{\nu} \frac{1}{\hbar(\nu - \nu - \omega)} = n_F(z)$

$$\Lambda^{\eta \eta'}_{\mathbf{0} \mathbf{0}}(i\nu) = \frac{\hbar^2 e^2}{\hbar \pi^2} \sum_{\nu} \int \text{d}\nu' \text{d}\nu'' \nu''(\nu', \nu'') \quad \text{(K4)}$$

\[ \times \int d\omega \int d\omega' \text{Im} \Phi(\nu', \omega') \text{Im} \Phi(\omega, \omega') \]

\[ \times \frac{1}{\nu' + \omega - \nu} \left[ n_F(\nu' + \omega) - n_F(\omega') \right]. \]

The bosonic frequency does nothing in the argument of $n_F$ so we can rewrite

$$\Lambda^{\eta \eta'}_{\mathbf{0} \mathbf{0}}(i\nu) = \frac{\hbar^2 e^2}{\hbar \pi^2} \sum_{\nu} \int \nu''(\nu', \nu'') \quad \text{(K5)}$$

\[ \times \int d\omega \int d\omega' \text{Im} \Phi(\nu', \omega') \text{Im} \Phi(\omega, \omega') \]

\[ \times \frac{1}{\nu + \omega - \omega'} \left[ n_F(\nu + \omega) - n_F(\omega') \right]. \]

Formal continuation to the real axis is performed by replacing $i\nu \rightarrow \nu$

$$\Lambda^{\eta \eta'}_{\mathbf{0} \mathbf{0}}(\nu) = \frac{\hbar^2 e^2}{\hbar \pi^2} \sum_{\nu} \int \nu''(\nu', \nu'') \quad \text{(K6)}$$

\[ \times \int d\omega \int d\omega' \text{Im} \Phi(\nu', \omega') \text{Im} \Phi(\omega, \omega') \]

\[ \times \frac{1}{\nu + \omega - \omega'} \left[ n_F(\nu + \omega) - n_F(\omega') \right]. \]

As we are interested in the real part of the conductivity, and having in mind $\text{Im} \Lambda^{\eta \eta'}_{\mathbf{0} \mathbf{0}}(\nu = 0) = 0$, we get

$$\text{Re} \Lambda^{\eta \eta'}_{\mathbf{0} \mathbf{0}}(\nu) = \frac{\hbar}{\pi} \int \text{d}\omega \int \text{d}\omega' \nu''(\nu', \nu'') \quad \text{(K7)}$$

\[ \times \int \omega \int d\omega' \text{Im} \Phi(\nu', \omega') \text{Im} \Phi(\omega, \omega') \]

\[ \times \frac{1}{\nu + \omega - \omega'} \left[ n_F(\nu + \omega) - n_F(\omega') \right]. \]

For the longitudinal conductivity specifically, $\nu''$ is purely real, so the imaginary part comes from the delta-peak part of the $\omega, \omega'$ integrals through $\int dx \frac{1}{\nu + \omega - \omega'} = \mathcal{P} \int dx \frac{1}{\nu + \omega - \omega'} i \pi \delta(x - y)$. In the limit $\nu \rightarrow 0$ we get Eq.70.

For Hall conductivity the imaginary part comes from the principal part of the integral, and one can estimate it through $38$, $\mathcal{P} \int d\omega \int d\omega' \frac{1}{\nu + \omega - \omega'} = \mathcal{P} \int d\omega \int d\omega' \frac{1}{\nu + \omega - \omega'} + \int d\omega \int d\omega' \frac{1}{\nu + \omega - \omega'}$. In the limit $\nu \rightarrow 0$ the second term cancels exactly due to the anti-symmetry of the integrand with respect to the exchange $\omega \leftrightarrow \omega'$, and we get Eq.71.

**Appendix L: Oscillations in thermodynamic properties**

With the NRG impurity solver, it is possible to directly calculate the thermodynamic properties of the lattice problem (i.e., without any integrations over parameters such as $T$ or $\mu$, which is error-prone). This is based on Eq. (46) from Ref. 58, which relates the lattice grand potential (Landau free energy) $\Omega = F - \mu N_{\text{tot}} = E - TS - \mu N_{\text{tot}}$ ($N_{\text{tot}}$ is total number of particles) and the impurity grand potential $\Phi_{\text{imp}} = F_{\text{imp}} - \mu n_{\text{imp}}$:

$$\frac{\Omega}{N} = \Omega_{\text{imp}} - k_B T \sum_{\nu, \sigma} \left( \int_{-\infty}^{+\infty} \text{d}\epsilon \rho_0(\epsilon) + \text{Im} \ln \left[ i \omega h + \mu - \Sigma_{\sigma}(i\omega) - \epsilon \right] G_{\sigma}(i\omega) \right),$$

where $G_{\sigma}$ is the local Green’s function. This may be analytically continued to the real axis to give $78,79$

$$\frac{\Omega}{N} = \Omega_{\text{imp}} + \frac{1}{\pi} \sum_{\sigma} \int_{-\infty}^{+\infty} \text{d}\epsilon \rho_0(\epsilon) \int_{-\infty}^{+\infty} \text{d}\omega$$

\[ \times \text{Im} \ln \left[ i \omega h + \mu - \Sigma_{\sigma}(\omega) - \epsilon \right] G_{\sigma}(\omega) \left. n_F(\omega) \right|_{\text{imp}}, \]

$$\text{(L1)}$$

$$\text{(L2)}$$
with the Fermi-Dirac distribution \( n_F(\omega) = 1/(1 + \exp[\hbar \omega / TK_B]) \). The impurity free energy can be directly
calculated in the NRG using the full-density-matrix ap-
proach.

We consider the case shown in Fig. 5 which exhibited
significant transport oscillations at the high-frequency,
while the self-energy and the Green’s function showed
instead oscillations at the SdH frequency. In fact, at this
temperature, the Fourier transform of the oscillatory
part of the inverse conductivity shows no component
at the SdH frequency, it is already thermally washed
out. Indeed, we find no remnants of the SdH/dHvA
oscillations in the thermodynamic properties either. In
Fig. 20 we plot three elements that enter the full thermo-
dynamic potential: impurity free energy \( F_{imp} \), the chem-
ical potential \( \mu \) (which enters as \(-\mu n_{imp} \) with constant
\( n_{imp} = n = 0.85 \)), and the lattice contribution from the
double integration, \( \Phi_{lattice} \). None of these shows any
clear oscillations; if they exist, they are below the nu-
merical uncertainty. We only observe a weak quadratic
dependence on the magnetic field in all three contribu-
tions. This confirms yet again that the high-frequency
quantum oscillations show up exclusively in the trans-
port properties through the vertex factors, thus they
are, in this sense, a purely kinetic effect.

To benchmark our formalism and implementation, we
cross-check our \( \sigma^{xy}(\nu = 0) \) results with the data from
Ref. 38. We perform a chemical potential scan at a fixed
\( U = 3D \) and \( T = 0.025D/k_B \), which corresponds to the
(doped) Mott insulator regime. The results are shown in
Fig. 21. The agreement is solid. Neither of the curves
fully satisfy \( \sigma^{xy}(\nu = 0; \mu) = -\sigma^{xy}(\nu = 0; -\mu) \), which
reveals the extent of the systematic error bars. The
biggest difference is the position of the two peaks in the
curves, which can be attributed to the difference in the
impurity solvers used (we have used NRG\(^{62-65} \), directly
on the real axis; in Ref. 38 they used exact diagonaliza-
tion with 5 bath sites, and Padé analytical continuation
to obtain continuous spectra). We reproduce the change
of sign of \( \sigma^{xy}(\nu = 0) \) as chemical potential crosses the
edge of the Hubbard band into the Mott gap (at around
\( \mu = 1 \) and \( \mu = 2 \)), which appears to be a robust feature
of the solution.
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